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Kurzfassung
Die oft nur partielle Sichtbarkeit der Umgebung intelligenter Agenten erhöht die Un-
sicherheit bei der Wahl der richtigen Entscheidungen und der Bewertung ihres Nut-
zens. Aus diesem Grund sind zusätzliche Informationen hilfreich, um das „Situati-
onsbewusstsein“ (als Wissen über den Zustand der Umgebung) zu erhöhen und eine
abgewogene Entscheidung zu ermöglichen. Die relevanzbasierte Informationsbeschaf-
fung ermöglicht es intelligenten Agenten, zielgerichtet und effizient die Informationen
zu identifizieren, bewerten und akquirieren, welche für eine anstehende Entscheidung
die größte Bedeutung haben.
Einerseits können viele mögliche Informationen zur Verfügung stehen. Andererseits
ist in der Regel aber nur begrenzte Zeit für deren Beschaffung vorhanden. Daher
müssen die potentiell relevanten Informationen zuerst identifiziert und nach Relevanz
geordnet werden, um auf die wertvollsten Informationen zu fokussieren. Die Informa-
tionswerttheorie Howards bietet eine entscheidungstheoretisch fundierte quantitative
Bewertung der Relevanz einer Information für eine anstehende Entscheidung. Jedoch
schafft die aufwendige Berechnung dieses Informationswerts ein neues Ressourcenpro-
blem. Es kann daher nicht der Wert aller potentiell relevanten Informationen berech-
net werden.
In der vorliegenden Arbeit wird ein Verfahren mit bewiesenen Eigenschaften entwi-
ckelt, um die Relevanzbewertung auf eine minimale Anzahl von Informationen zu
reduzieren. Der Ansatz nutzt insbesondere die d-Separation zwischen Knoten in Ent-
scheidungsnetzen als Kriterium für die stochastische Beeinflussung von Informationen
auf den erwarteten Nutzen von Aktionen. Hiermit können sehr effizient irrelevante und
geringwertigere Informationen ohne explizite Relevanzberechnung von der Betrach-
tung ausgeschlossen werden. Neben einer Implementierung mit detaillierter Untersu-
chung des Laufzeitverhaltens wird die Überführung des Verfahrens in die Anwendung
am Beispiel intelligenter Agenten für die Logistiksteuerung gezeigt.
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Kapitel 1
Einleitung
Intelligente Computersysteme übernehmen zunehmend Aufgaben, die bisher Men-
schen anvertraut waren oder die zuvor nicht effizient gelöst werden konnten. Ent-
sprechend wird heute beim Entwurf komplexer technischer Systeme verstärkt auf den
Einsatz und die Assistenz durch intelligente Datenverarbeitung gesetzt. Neben der
Ausstattung von Fahrzeugen mit Assistenzsystemen (vgl. Gehrke, 2005) sind bei-
spielsweise einige moderne Flugzeuge aufgrund der aerodynamischen und aktuatori-
schen Komplexität oder Fly-by-Wire-Steuerung ohne Computersysteme kaum noch
zu steuern (Brière und Traverse, 1993).
Zudem haben moderne Computersysteme durch die effiziente und intelligente Verar-
beitung von Daten auch moderne Entscheidungsprozesse stark verändert. In Kombi-
nation mit Kommunikationstechnologie ermöglicht der Computer den Zugriff auf ent-
scheidungsrelevante Informationen beinahe unabhängig von Ort und Zeit. Hierdurch
werden nicht nur reguläre menschliche Entscheidungsprozesse verändert. Zunehmend
wird der Computer selbst zum Entscheidungsträger oder zum Berater des menschli-
chen Entscheiders. Vor allem wenn der Computer als autonomes intelligentes System
(„intelligenter Agent“) selbst Entscheidungen fällt, stellt sich die Frage, wie verlässlich
und fundiert diese sind. Während verlässliche Systeme z. B. in der Techniksoziologie
(vgl. Bijker et al., 1987; Luhmann, 2003) diskutiert werden, ist die Informationslage
als Grundlage jeder abgewogenen Entscheidung bisher kaum im Forschungsfokus au-
tonomer intelligenter Systeme gewesen (vgl. Langer et al., 2007; Lorenz et al., 2005).
Dieser Aspekt ist aber insbesondere für Entscheidungen bedeutend, in denen die benö-
tigten Informationen nicht selbstverständlich durch die dem System eigenen Sensoren
bereitgestellt werden. Das ist etwa der Fall, wenn die relevanten Informationen ei-
ne Vorhersage der Zukunft beinhalten oder räumlich außerhalb der Sensorreichweite
liegen, wie es in dynamischen und ausgedehnten Einsatzumgebungen gegeben ist.
Eine weitere Betrachtungsebene stellt der Informationsüberfluss dar. Selbst bei ei-
ner Verfügbarkeit enormer Informationsmengen ist deren effiziente Verarbeitung und
daher auch die Fokussierung auf die relevanten Untermengen eine informationstechni-
sche Herausforderung. Autonome intelligente Systeme sollten daher in der Lage sein,
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relevante Informationen effizient zu identifizieren und irrelevante herauszufiltern. Zur
Entwurfszeit eines autonomen intelligenten Systems ist es jedoch nicht praktikabel,
benötigte Informationen vollständig zu identifizieren oder gar deren Relevanz zu quan-
tifizieren. Zudem ist eine allgemeine Angabe dieses Wissens über Relevanz auch daher
kaum möglich, da sie von der Entscheidungssituation abhängt, die wiederum in dy-
namischen, komplexen Umgebungen eine ständige Neubewertung erfordert.
Daraus lässt sich ableiten, dass insbesondere wissensintensive Systeme in dynamischen
Umgebungen die Fähigkeit auszeichnen sollte, relevante Informationen selbstständig
und proaktiv zu identifizieren und diese ggf. auch aus Informationsquellen zu ak-
quirieren. Problematisch ist ein Fehlen dieser Fähigkeit insbesondere, wenn fehlende
Informationen beim Schlussfolgern nicht als solche erkannt bzw. nicht speziell be-
handelt werden. Dies ist beispielsweise bei dem aus Prolog bekannten negation as
failure der Fall (Clark, 1978): Alles Unbekannte wird als logisch unwahr betrachtet,
was somit zu Fehlentscheidungen führen kann. Es werden weder Unsicherheiten noch
stochastische Abhängigkeiten der betrachteten Größen berücksichtigt.
Daher sollte in Umgebungen mit unvollständigem, unsicherem Wissen eine explizite
„Vorstellung“ über das eigene Situationswissen wie auch -unwissen eines Systems ge-
geben sein, sofern es für die aktuelle Entscheidungslage relevant ist. Probabilistische
Ansätze der Wissensrepräsentation haben hierbei den Vorteil gegenüber logischen An-
sätzen, dass sie Wahrscheinlichkeiten explizit berechnen und hierbei nur die gegebenen
Informationen als Evidenzen mit Einfluss auf Variablen heranziehen. Hierdurch lassen
sich aus gegebenen Informationen Wahrscheinlichkeiten fehlender Informationen ab-
leiten und der in dieser Situation zu erwartende Nutzen von Aktionen berechnen. Dies
ist bei logikbasierten Ansätzen nicht oder nur sehr beschränkt möglich: Logische Ver-
fahren, die versuchen, Wahrscheinlichkeiten naiv als Eigenschaften einer Aussage zu
behandeln (so genannte certainty factors), stoßen an ihre Grenzen, sobald mit diesen
Wahrscheinlichkeiten gerechnet werden soll, da es bei der Deduktion zu Fehlschlüssen
durch sich selbst verstärkende Wahrscheinlichkeiten (feedback loops) kommen kann
(vgl. Russell und Norvig, 2010, S. 546–549; Heckerman, 1985). Nichtsdestotrotz gibt
es hybride Ansätze, die die Stärken beider Welten für endliche Objektmengen verbin-
den, ohne die Korrektheit der Inferenz aufzugeben (vgl. z. B. Halpern, 1990; Koller
und Pfeffer, 1997; Domingos et al., 2008).
1.1 Wissenschaftliche Zielsetzung
Das primäre Forschungsziel dieser Arbeit ist die Bestimmung formaler Kriterien und
die Entwicklung von Verfahren, die es ermöglichen, aus der aktuellen Entscheidungs-
lage eines autonomen intelligenten Systems dessen Informationsbedarf effizient abzu-
leiten. Die Entscheidungslage beschreibt hierbei die zu erreichenden Ziele bzw. die zu
optimierenden Leistungskennzahlen des Systems sowie das aktuell verfügbare Wissen,
das benötigt wird, um eine hinreichend sichere Entscheidung zu treffen. Das autonome
intelligente System soll daher in die Lage versetzt werden, die Zufriedenheit mit den
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vorhanden Informationen situations- und aufgabenspezifisch zu bewerten und ggf. die
Akquisition neuer Informationen als Gegenmaßnahme zu erkennen.
Notwendig ist hierzu auch die Berücksichtigung der Unsicherheit, die dynamischen
Umgebungen eigen ist. Darüber hinaus sollen insbesondere solche Umgebungen be-
trachtet werden, in denen der Zugriff auf Information beschränkt ist. Diese partielle
Sichtbarkeit ist zum einen in räumlich ausgedehnten Umgebungen zwangsläufig und
kann sich zum anderen aus beschränkten sensorischen Fähigkeiten ergeben. Über die
räumliche Einschränkung der Wahrnehmung hinaus sind oft auch Vorhersagen über
die Zukunft erforderlich, die inhärent unsicher sind. Daher ist die grundlegende For-
schungsfrage die Bestimmung der Voraussetzungen und normativen Systemeigenschaf-
ten für informierte Entscheidungen intelligenter Agenten im Sinne eines technischen
„Situationsbewusstseins“.
Während die Entscheidungstheorie und die Informationswerttheorie (information va-
lue theory, Howard, 1966) bereits grundsätzliche Methoden bieten, um die Relevanz
von Informationen zu bewerten, sind diese Theorien bisher nicht für die zielgerichtete
Informationsakquisition intelligenter Agenten fortentwickelt und eingesetzt worden.
Dies ist auch darin begründet, dass die Berechnung des Informationswerts sehr kom-
plex und damit zeitaufwendig ist (Krause und Guestrin, 2009). Somit ist die Informa-
tionswerttheorie in dynamischen Umgebungen nicht ohne Weiteres geeignet, um eine
Vielzahl verfügbarer Informationen einzeln zu bewerten. Daher ist es erforderlich,
intelligente Agenten in die Lage zu versetzen, irrelevante Informationen durch be-
stehendes Hintergrundwissen ohne nähere Betrachtung und Relevanzquantifizierung
auszusortieren. In dieser Arbeit soll ein entsprechender Ansatz für Entscheidungsnet-
ze entwickelt werden, der trotzdem die Beschaffung der wertvollsten Informationen
garantiert. Dabei sollen auch unbeobachtbare Größen, potentielle Beschaffungskosten
und dynamisch hinzukommende Informationen berücksichtigt werden.
Auch bei relaxierten Echtzeitanforderungen muss eine relevanzbasierte Akquisition
benötigter Informationen für intelligente Agenten stets berücksichtigen, wie viel Zeit
bis zur betreffenden Entscheidung zur Verfügung steht. Die vorliegende Arbeit hat
das Ziel, eine relevanzbasierte Informationsbeschaffung zu entwickeln, die als paral-
leler Steuerungsprozess ausgeführt werden kann, welcher sich automatisch an sich
ändernde Entscheidungssituationen anpasst und dabei iterativ das Situationswissen
des intelligenten Agenten für eine informierte Entscheidungsfindung verbessert.
Insgesamt soll die Arbeit damit die Entwicklung eines Ansatzes für die relevanzbasier-
te Informationsbeschaffung in partiell sichtbaren Umgebungen leisten, der informier-
te Entscheidungen intelligenter Agenten unterstützt bzw. ermöglicht. Das analytische
Ziel hierbei ist die Bestimmung formaler Kriterien, die durch entsprechende Theore-
me und Beweise mathematisch fundiert werden. Ferner ist es das konstruktive Ziel
der Arbeit, die praktische Umsetzbarkeit einerseits durch eine effiziente Software-
Implementierung und andererseits durch eine ausführliche Untersuchung der Über-
führung in die domänenspezifische Anwendung nachzuweisen.
4 Kapitel 1 – Einleitung
1.2 Aufbau der Arbeit
Neben dieser Einleitung gliedert sich diese Arbeit in folgende Kapitel. Kapitel 2 er-
läutert die Hintergründe autonomer Systeme und speziell intelligenter Agenten. Das
Kapitel stellt die grundsätzlichen Entscheidungsmechanismen und die möglichen Ebe-
nen der Autonomie dar. Ferner wird untersucht, inwiefern heutige autonome Systeme
als situationsbewusst im Sinne eines rationalen Umgangs mit verfügbaren und fehlen-
den Informationen zu bewerten sind.
Kapitel 3 stellt den Stand der Wissenschaft in der Wissensrepräsentation für intel-
ligente Systeme unter dem Aspekt des Umgangs mit Situationswissen (im Sinne von
verfügbaren Informationen über die Umgebung) dar. Hierbei liegt ein besonderer Fo-
kus auf räumlich-zeitlichen Aspekten der Wissensrepräsentation sowie dem Umgang
mit unsicherem und unvollständigen Wissen.
In Kapitel 4 werden Entscheidungssysteme für intelligente Agenten vorgestellt und
untersucht. Hierzu wird der Zusammenhang von Informationen bzw. fehlenden Infor-
mationen und Entscheidungsfindung dargestellt. Für Entscheidungsmodelle wird die
Klasse der zielgerichteten Systeme von den nutzenorientierten Systemen unterschieden
und bezüglich der Zielstellungen dieser Arbeit eingeordnet.
Kapitel 5 legt die theoretischen Grundlagen des entwickelten Modells der Relevanz-
bewertung und zielgerichteten Beschaffung von Informationen. Hierzu wird in die
Theorie des Informationswerts eingeführt und der neue Ansatz der Informationswert-
front als Modell für eine zielgerichtete Beschaffung mit bewiesenen Eigenschaften ent-
wickelt. Die Informationswertfront macht sich strukturelles Wissen über die Beziehung
von Informationen zu Nutze, um über eine partielle Relevanzordnung Informations-
wertberechnungen zu minimieren.
Auf dieser Basis beschreibt Kapitel 6 den operationalisierten Ansatz zur Ermittlung
und Bewertung des Informationsbedarfs autonomer System in dynamischen Umge-
bungen. Dazu werden Algorithmen zum Aufbau der Informationswertfront und zur
Anpassung dieser Front bei hinzukommenden Informationen entwickelt. Darauf auf-
bauend wird der Algorithmus zur Informationsbeschaffung durch Nutzung der In-
formationswertfront vorgestellt. Darüber hinaus liefert das Kapitel eine Analyse der
praktischen und theoretischen Rahmenbedingungen und Grenzen des gewählten An-
satzes.
Die Operationalisierung und praktische Evaluation des vorgestellten Ansatzes wird
in Kapitel 7 behandelt. Hierzu wird die konkrete Implementierung der relevanzba-
sierten Informationsbeschaffung als paralleler Steuerungsprozess beschrieben. Gegen-
stand der praktischen Evaluation sind die Laufzeiteigenschaften der Implementierung
der entscheidungstheoretischen Informationsbeschaffung.
Kapitel 8 untersucht die Anforderungen und Lösungsansätze zur Überführung der
relevanzbasierten Informationsbeschaffung in eine konkrete Anwendung intelligenter
Agenten. Als Anwendungsdomäne informierter Entscheidungsfindung durch zielge-
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richtete Informationsbeschaffung wird dazu die dezentrale Logistiksteuerung unter-
sucht (Scholz-Reiter et al., 2004; Windt und Hülsmann, 2007). Als Evaluationsme-
thode wird in die stochastische multiagenten-basierte Simulation (Davidsson, 2000)
eingeführt. In Beispielszenarien wird der Einfluss von zusätzlichen bzw. fehlenden
Informationen auf Entscheidungen und logistische Kennzahlen evaluiert.
Kapitel 9 schließlich fasst die Ergebnisse der Arbeit zusammen und identifiziert Fra-
gestellungen und Erweiterungen, die sich als Fortentwicklung des vorgestellten An-
satzes ergeben könnten. Darüber hinaus werden weitere mögliche Anwendungsfelder
des entwickelten Ansatzes beschrieben.

Teil I
Grundlagen informierter
Entscheidungen
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Kapitel 2
Autonome intelligente Systeme
Autonome und intelligente Systeme sind in weiten Bereichen der Forschung und auch
der industriellen Anwendung zu einem wichtigen Teil der Informatik und der Robotik
geworden. Als autonomes intelligentes System (oder intelligenter Agent) wird in dieser
Arbeit ein technisches System mit Software-Steuerung bezeichnet, das die Fähigkeit
besitzt, abgewogene, zielführende Entscheidungen in einer Umgebung zu treffen. Diese
Umgebung kann physisch oder virtuell sein.
In dieser Arbeit werden insbesondere Umgebungen betrachtet, die nur partiell beob-
achtbar sind. In diesen Umgebungen reagieren Agenten potentiell kritisch auf fehlende
Informationen. Entsprechend werden vor allem wissensintensive Systeme mit einem
ausgedehnten (räumlichen) Aktionsradius und weitreichender Entscheidungskompe-
tenz behandelt. Zu diesem Typus gehören in der aktuellen Forschung z. B. physischer
und simulierter Roboterfußball1 (Kitano et al., 1997), Systeme im Bereich urban search
and rescue, intelligente und autonome Fahrzeuge (Dickmanns, 2002; Gehrke, 2005),
sowie autonome logistische Systeme (Windt und Hülsmann, 2007). Ausdrücklich nicht
betrachtet werden etwa klassische Industrieroboter, wie sie in der Montage verwendet
werden. Auch ist nicht die Robotik und Hardware selbst der Forschungsgegenstand,
sondern die Software, die zur intelligenten und abgewogenen Entscheidungsfindung
bzw. Entscheidungsunterstützung benötigt wird.
In diesem Kapitel wird der Begriff der Autonomie im Kontext technischer Systeme
ausgeführt (Abschnitt 2.1) und die grundlegenden Ansätze für die Architektur intel-
ligenter autonomer Systeme vorgestellt (Abschnitt 2.2). Insbesondere werden hierbei
intelligente Software-Agenten und für verteilte autonome Systeme so genannte Mul-
tiagentensysteme (Abschnitt 2.3) betrachtet. Darüber hinaus wird in Abschnitt 2.4
das Konzept des Situationsbewusstseins vorgestellt und seine Interpretation und An-
wendbarkeit für autonome intelligente Systeme diskutiert.
1Internet: http://www.robocup.org/
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2.1 Autonomie
Autonomie ist eine wichtige Eigenschaft von Software-Agenten und mobilen Robotern
(Wooldridge und Jennings, 1995; Russell und Norvig, 2010, S. 39). Je nach Aufgaben
und Fähigkeiten der Systeme unterscheidet sich jedoch der Grad ihrer Autonomie.
Auch weicht das Verständnis des Begriffs „Autonomie“ hier erheblich von der Verwen-
dung in Philosophie und Rechtswissenschaft ab. Zunächst gilt es daher Autonomie zu
definieren. Dem altgriechischen Wortursprung folgend (autonomia bzw. autonomos)
übersetzt sich Autonomie als Eigengesetzlichkeit oder freier als Selbstständigkeit. Im
weiteren Sinne können Entscheidungsfreiheit und Unabhängigkeit als Synonyme gel-
ten. Der Begriff kann sich auf Individuen, Organisationen und auch Staaten beziehen
und hat damit auch eine politische und juristische Komponente.
In dieser Arbeit steht hingegen vor allem der Aspekt der individuellen Autonomie im
Sinne der „persönlichen“ Entscheidungsfreiheit im Fokus. Als Voraussetzung hierfür
können bei Menschen Verstand und Mündigkeit angesehen werden. So definiert Kant
den Gegensatz Unmündigkeit als „Unvermögen, sich seines Verstandes ohne die Lei-
tung eines anderen zu bedienen“ (Kant, 1784, S. 481). Darüber hinaus ist die Fähigkeit
zur Wahrnehmung und zum Verständnis der Umgebung als Voraussetzung zu nennen.
Die menschliche Autonomie ist zusätzlich durch innere und äußere Zwänge begrenzt.
Einerseits ist die Begrenztheit der eigenen Ratio (bounded rationality), individueller
Fähigkeiten und Ressourcen zu beachten. Andererseits ist die Autonomie beschränkt
durch soziale Vorprägung als auch durch z. B. rechtliche Rahmenbedingungen.
Diese Aspekte der Autonomie sind jedoch teilweise nur für Menschen anwendbar. An-
dere Aspekte kommen bei autonomen intelligenten Systemen hingegen hinzu. So wird
die Wahrnehmung für Menschen als natürliche Fähigkeit oft einfach vorausgesetzt, ist
aber für technische Systeme eine entscheidende Fähigkeit, die nicht selbstverständlich
ist (siehe Abschnitt 2.4). Für intelligente Agenten ergeben sich aus diesen grund-
sätzlichen Überlegungen drei Problemperspektiven. Zuallererst ist zu definieren, was
Autonomie im technischen Kontext bedeuten soll. Schließlich sind Verstand und Mün-
digkeit Begriffe, die üblicherweise nicht für Technik gebraucht werden oder für diese
sogar ausgeschlossen werden und als unerfüllbar gelten. Darüber hinaus sind zum
einen technische Mittel umzusetzen, die diese Definition im Wortsinn erfüllen können.
Zum anderen stellt sich die Frage, ob technische Systeme überhaupt im vollen Um-
fang Autonomie eingeräumt werden sollte. Schließlich bedeutete volle Autonomie in
der Konsequenz, dass der Systementwickler keinen nachhaltigen Einfluss auf die zu-
künftige Entwicklung des Systems und damit auf dessen Verhalten hätte. Dies ist eine
Eigenschaft, die in aller Regel nicht gewünscht sein dürfte. Schließlich wird ein tech-
nisches System für eine bestimmte Menge von Aufgaben entwickelt, die es zuverlässig
erfüllen soll.
Für intelligente Agenten folgt daraus, dass ihre Autonomie gezielt zu beschränken
ist. Ohnehin wird eine tatsächlich volle Autonomie (d. h., das System macht, was
es „will“), die sinnvolles Verhalten hervorbringt, nur schwerlich zu erreichen sein.
Vielmehr sollte die konkrete Aufgabendelegation im Sinne der damit verbundenen
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Autonomie-Übertragung Teil der Spezifikation autonomer und verteilter Systeme sein
(vgl. auch Castelfranchi und Falcone, 1998). Auch impliziert die übliche Art der Syste-
mentwicklung durch Programmierung, dass die Autonomie in einem Rahmen bleibt,
der durch die Kodierung vorgegeben ist. Neben dieser technischen Einschränkung
gibt es die ökonomische Sichtweise, die z. B. auch in der Organisationstheorie bei der
Selbstständigkeit von Unternehmensbestandteilen oder einzelnen Mitarbeitern bzw.
der Partizipation fremder Unternehmen Beachtung findet (Aldrich und Herker, 1977;
Sydow und Windeler, 2001).
Die strategischen Ziele oder auch eine Nutzenfunktion intelligenter Agenten sind in
der Praxis daher vorgegeben. Timm (2006) hat dazu untersucht, welche Ebenen der
Autonomie in intelligenten Agenten zu unterscheiden sind, und hat eine entsprechen-
de Systematik eingeführt, die im Wesentlichen den Anwendungskontext und dessen
Dynamik mit drei Autonomieebenen (operativ, taktisch und strategisch) in Beziehung
setzt. Daraus wird ein Ansatz für regulierte Autonomie abgeleitet, die u. a. den Eingriff
in die Entscheidungen des Agenten durch eine Kontrollinstanz vorsieht, sollten Ziele
für bestimmte Leistungskennzahlen verletzt werden (vgl. Schumann et al., 2008).
2.2 Intelligente Agenten
Intelligente Agenten sind spätestens seit Anfang der 1990er-Jahre (vgl. Wooldridge
und Jennings, 1995) ein Beschreibungs- und Implementierungsansatz für autonome
Systeme, der zunehmende Verwendung im akademischen wie auch industriellen Um-
feld erfährt (Jennings und Wooldridge, 2002b). Grundsätzlich ist ein Agent etwas, das
handelt (von lat. agere) und in der Regel auch wahrnimmt. Wooldridge (2000) defi-
niert einen Agenten daher allgemein als eine Entität, die auf der Umgebung agiert,
in der sie sich befindet. Analog nennen Russell und Norvig alles Agent, was seine
Umgebung mit Sensoren wahrnimmt und mit Aktuatoren (früher teilweise auch Ef-
fektoren genannt) darauf agiert (Russell und Norvig, 2010, S. 34). Lockemann definiert
einen Agenten als etwas, das die Fähigkeit hat, im Auftrag eines anderen Aktionen
auszuführen (Lockemann, 2006, S. 18).
Im Wesentlichen entsprechen sich die allgemeinen Agenten-Definitionen. Betont wird
dabei vor allem die Eigenschaft der Autonomie, also dem Agieren ohne direkten Ein-
griff eines Menschen oder anderer Agenten (Jennings und Wooldridge, 2002a, S. 4).
Die folgenden Unterabschnitte geben eine Typisierung intelligenter Agenten nach Rus-
sell und Norvig (2010) an und erläutern in jeweiligen Abschnitten die Spezifika von
Agenten in der Robotik und Software-Agenten.
2.2.1 Typisierung
Russell und Norvig (2010, S. 46–57) führen eine Typisierung intelligenter Agenten ein,
die den Reflex-Agenten als einfachste Form eines Agenten bezeichnet. Als komplexere
Agenten werden zielorientierte Agenten und nutzenorientierte Agenten unterschieden.
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Diese drei Agententypen sind jeweils um eine Lernkomponente erweiterbar, die sie zu
lernenden oder adaptiven Agenten macht. Diese Typisierung wird im Folgenden näher
ausgeführt.
Reflex-Agenten
Ein Reflex-Agent, teilweise (nicht ganz eindeutig) auch reaktiver Agent bezeichnet,
führt bei gleicher Wahrnehmung stets die gleiche Aktion aus. Seine Handlungen
sind demnach nicht von einem inneren Zustand abhängig, sondern folgen determi-
nistischen Wenn-Dann-Regeln. Als erste Erweiterung gilt danach der modellbasier-
te Reflex-Agent. Dieser hat zwar das gleiche einfache Entscheidungsmodell, bezieht
aber in seine Entscheidungen auch seinen inneren Zustand mit ein, der auf der Basis
seiner Sensorwahrnehmungen den Zustand der Umgebung modelliert und eventuell
Hintergrundwissen über die Konsequenzen seiner Aktionen und die Dynamik seiner
Umgebung enthält.
Zielorientierte Agenten
Die nächste Entwicklungsstufe des Agenten ist der zielorientierte Agent (Russell und
Norvig, 2010, S. 52f). Hier werden die Wenn-Dann-Regeln durch Ziele und eine Pla-
nung zum Erreichen der Ziele ersetzt. Somit ist dieser Agent proaktiv. Ein Nachteil
der zielorientierten Architektur ist jedoch die Absolutheit der Ziele, da sie im We-
sentlichen als zu erreichender Zustand logisch formuliert werden (Doyle, 1992). Somit
ist ausgeschlossen, dass Ziele zu einem gewissen Grad erreicht werden bzw. genauer,
dass der Agent mit diesem Grad der Zielerreichung zufrieden sein kann. Dies ist ins-
besondere dann problematisch wenn es mehrere Ziele gibt, die konfliktär sind oder
generell in ihrer Absolutheit unerreichbar. Timm (2004) schlägt dazu einen Ansatz
vor, mit dem Konflikte durch Abwägung dynamisch aufgelöst werden können. Über
Zielkonflikte hinaus kann es jedoch auch nicht-diskrete Ziele wie die Minimierung der
Fahrzeit oder der Kosten geben, die nicht logisch durch einen angestrebten Zustand
auszudrücken bzw. auszuwerten sind.
Nutzen-orientierte Agenten
Diese Einschränkung hebt der nutzen-orientierte Agent (engl. utility-based agent) auf
(Russell und Norvig, 2010, S. 53). Statt logischer Ziele wird dort eine Nutzenfunktion
(engl. utility function) angegeben. Bei der Entscheidungsfindung plant der Agent auch
proaktiv seine Aktionen, bewertet aber jeweils den erwarteten Folgezustand (oder eine
Zustandsfolge) mit der Nutzenfunktion, die eine reele Zahl ausgibt, welche zu maxi-
mieren ist. Somit kann die Nutzenfunktion z. B. auch eine Abwägung konfliktärer Ziele
(engl. trade-off ) spezifizieren. Darüber hinaus kann bei mehreren Zielen und Entschei-
dung unter Unsicherheit die Wahrscheinlichkeit des Erfolgs mit der Wichtigkeit des
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Ziels abgewogen werden. Rationale Agent können dann dem Konzept der Maximie-
rung der expected utility (von Neumann und Morgenstern, 1953; Howard, 1977) folgen.
Eine weitere Diskussion dieses entscheidungstheoretischen Ansatzes findet sich in Ab-
schnitt 4.3.3.
Lernende Agenten
Als Erweiterung aller vorgenannten disjunkten Agententypen gilt der lernende Agent
(Russell und Norvig, 2010, S. 54–57). Dieser hat die Fähigkeit, sein Umgebungsmo-
dell und/oder sein Entscheidungsverhalten bezüglich gemachter Erfahrungen und der
daraus gezogenen Schlussfolgerungen anzupassen.
Eine Anpassung des Umgebungsmodells bezeichnet hier keine Anpassung des Meta-
modells, der Repräsentationssprache oder des Vokabulars, sondern zuvorderst Model-
le, mit denen der nicht beobachtbare Zustand der Umgebung oder dessen Entwicklung
in die Zukunft abgeschätzt oder bewertet werden kann. Eine mögliche Verwendung ist
die Klassifikation von Situationen oder die Erkennung von Kausalität bzw. Korrelation
zwischen Ereignissen für Diagnose oder Prädiktion. Ein entsprechendes Lernverfahren
geht von einer Situationsbeschreibung aus, die z. B. als (partieller) Ereignisvektor der
Umgebungsvariablen beschrieben ist. Aus einer Menge dieser Ereignisvektoren sol-
len dann Generalisierungen abgeleitet werden, mit denen neue Situationen bewertet
werden können. Im Kontext von autonomen Systemen ist die zeitliche Dimension von
besonderer Bedeutung. Agenten sind in dynamischen Umgebung auf z. B. probabilisti-
sche Modelle angewiesen, um die Zukunft abzuschätzen. Diese Modelle basieren aber
auf statistischen Daten, die in der Regel nicht zur Entwicklungsphase ausreichend
zuverlässig zur Verfügung stehen (z. B. in Form einer Expertenschätzung). In diesem
Falle müssen Agenten die statistischen Modelle zur Laufzeit gemäß ihren Erfahrungen
ggf. anpassen.
In dieser Arbeit wird der Agent, der in der Lage ist, sein Entscheidungsmodell anzu-
passen, als adaptiver Agent bezeichnet. Hierzu wird einerseits eine Rückkopplung über
die bisher gemachten Entscheidungen im Sinne einer Bewertungskennzahl für deren
Ausgang benötigt (im einfachsten Fall binär als gut oder schlecht). Darüber hinaus
benötigt der Agent ein Lernverfahren, welches aus einer gegebenen Entscheidungssi-
tuation (der Umwelt), der getroffenen Entscheidung (z. B. einer ausgeführten Akti-
on) und dessen Ausgang (die Rückkopplung) Muster bzw. Generalisierungen findet,
aus denen für eine zukünftige Aktion die mutmaßlich beste Entscheidung abgeleitet
werden kann. Je nach Anwendung, Entscheidungssystem und Wissensrepräsentation
des Agenten sind verschiedene logische oder statistische Lernverfahren geeignet, um
lernende bzw. adaptive Agenten zu implementieren. Mit der Anwendung und Ent-
wicklung entsprechender Ansätze befasst sich das Maschinelle Lernen als eine der
Teildisziplinen der Künstlichen Intelligenz.
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2.2.2 Autonome Roboter
Unter dem Begriff autonomes System wird im wissenschaftlichen Sprachgebrauch oft
ein mobiler und autonomer Roboter verstanden (robotic agent), d. h., ein System, das
auch einen physischen und mobilen Part sowie eine gewisse (Bewegungs-)Autonomie
besitzt (Bekey, 1994). Arkin (1998, S. 2) definiert einen intelligenten Roboter als „eine
Maschine, die in der Lage ist, Informationen aus ihrer Umwelt zu extrahieren und
Wissen aus ihrer Welt zu nutzen, um sich in einer sinnvollen und zielgerichteten
Weise sicher fortzubewegen.“2 Die Autonomie bezieht sich somit in erster Linie auf
die Bewegung und Navigation des Roboters. Hierzu gehören wichtige Teilaufgaben
wie die gleichzeitige Lokalisation und Kartierung (engl. synchronous localisation and
mapping, SLAM).
In der Künstlichen Intelligenz und Kognitionswissenschaft wird oft die Einschätzung
formuliert, dass Intelligenz nicht ohne Verkörperung der Systeme (engl. embodiment)
existieren kann (vgl. Moravec, 1988; Pfeifer und Scheier, 1999). So definieren auch
Russell und Norvig einen intelligenten Agenten als System mit einer Architektur, wo-
mit sie Hardware oder Verkörperung meinen (2010, S. 46). Eine wichtige Motivation
für diese Einschätzung mag sein, dass Symbole und damit die Wissensrepräsentation
jedes Systems als einzige greifbare Referenz letztlich eine Grundierung in der physi-
schen Welt benötigen (Harnad, 1990) und intelligente Systeme Entscheidungen tref-
fen, die eine (physische) Sensorik und Aktuatorik zur Interaktion mit der Umgebung
voraussetzen (vgl. Abschnitt 2.2.3).
Die Forschung zu autonomen Systemen im Sinne der Robotik ist entsprechend auch zu
einem Großteil mit der Entwicklung von Sensoren und Aktuatoren auf der einen Seite
und der Signalverarbeitung bzw. Aktuatorsteuerung auf der anderen Seite befasst.
Diese hardware-nahen Forschungsgebiete werden in dieser Arbeit nicht betrachtet,
auch wenn die Sensorik eine wichtige Rolle spielt, da das Ergebnis der Signalverar-
beitung die Grundlage für Entscheidungen der Agenten bildet. Im Folgenden werden
stellvertretend RCS als Rahmenwerk für autonome System sowie autonome Fahrzeu-
ge als Anwendungsbeispiel diskutiert, da sie einen engen Bezug zur Motivation des
Themas dieser Arbeit haben.
Das RCS-Modell
Das Real-time Control System (RCS) des National Institute for Standards and Tech-
nology (NIST) definiert ein Rahmenwerk für die Architektur autonomer (vor allem ro-
botischer) Systeme von der Wahrnehmung bis zur Steuerung und besonderer Berück-
sichtigung von hierarchischen Entscheidungsebenen (Albus, 2002; Albus et al., 2004).
Diese Entscheidungsebenen (Abbildung 2.1) adressieren einerseits zeitliche Aspek-
te wie die Reaktionsfähigkeit der Planung und Steuerung als auch organisatorische
Aspekte wie sie durch eine Hierarchie verschiedener Akteure oder Subsysteme gegeben
sein kann.
2Eigenübersetzung des englischen Zitats
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Abbildung 2.1: Aufbau des 4D/RCS-Modells für intelligente Fahrzeuge
(nach Albus et al., 2004)
Autonome Fahrzeuge
Autonome Fahrzeuge haben als eher junges Forschungsgebiet Überschneidungen mit
der Robotik. Die Disziplin beschäftigt sich nicht nur mit intelligenten Landfahrzeu-
gen (engl. intelligent ground vehicles), sondern auch mit Schienen-, Luft-, Weltraum-,
Wasser- und Unterwasser-Fahrzeugen. Diese autonomen Systeme benötigen eine große
Rechenleistung, so dass erst durch die Entwicklung der Mikroprozessor-Technologie
Anfang der Achtzigerjahre vermehrt auf dem Gebiet gearbeitet wurde. In den späten
Siebzigerjahren wurden für die Sensorik zur Situationsbewertung erste Sehsysteme
mit Stereokameras entwickelt (vgl. Dickmanns, 2002). Unabhängig davon begann in
Deutschland Anfang der Achtzigerjahre die Forschung an Sehsystemen mit Stereo-
kameras für autonome Fahrzeuge an der Universität der Bundeswehr in München
(Dickmanns, 1989). Ebenso wurde in den USA im Rahmen einer DARPA-Initiative
in den 1980er Jahren am Autonomous Land Vehicle (ALV) geforscht. Diese Initiative
wurde schließlich im DARPA Grand Challenge3 2004, 2005 und 2007 als Wettbewerb
fortgeführt. Eine ausführliche Diskussion der Sensorik und Aktuatorik intelligenter
Fahrzeuge sowie höherer Steuerungsfunktionen auf der Basis von logischen Szenenbe-
schreibungen ist bei Gehrke (2005) nachzulesen.
Im Kontext der informierten Entscheidungsfindung höherer Steuerungsebenen sind
intelligente Fahrzeuge insbesondere relevant, weil sie über eine Vielzahl von Sensoren
und damit Informationen verfügen können. Sie benötigen aber auch Intelligenz, um
diese Information sinnvoll für ihre Entscheidungen zu nutzen und zielgerichtet zu ak-
quirieren. Beispielsweise muss eine Stereokamera zur Erkennung von Objekten sich
3Internet: http://archive.darpa.mil/grandchallenge/
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situationsspezifisch und dynamisch auf die relevanten Objekte einer Verkehrsszene
fokussieren. Im Rahmen des Projekts ASKOF zur Erforschung kognitiver Fahrzeu-
ge wurden entsprechende symbolische Methoden entwickelt, um relevante Objekte zu
identifizieren und zwecks genauerer Analyse den Aufmerksamkeitsfokus eines autono-
men Fahrzeugsystems anzupassen (Lattner et al., 2005).
2.2.3 Software-Agenten
Während intelligente Agenten in Form eines Roboters bzw. allgemeiner mit jedweder
Verkörperung mit Sensorik und Aktuatorik eine notwendige technische Voraussetzun-
gen für künstliche Intelligenz erfüllen, untersucht ein großer Teil der Agentenforschung
so genannte Software-Agenten oder auch virtuelle Agenten. Dies sind Agenten ohne
eigene Verkörperung. Entsprechend ist deren Umwelt auch nur virtuell oder bezieht
sich auf eine physische Umwelt, die sie nicht selbst beobachten oder manipulieren kön-
nen. Somit sind die Voraussetzungen für die Bezeichnung als intelligenter Agent auf
den ersten Blick nicht erfüllt (vgl. Einleitung von Abschnitt 2.2). Als einzige Inter-
aktionsmöglichkeiten von Software-Agenten mit der Umgebung verbleibt das Senden
von (elektronischen) Nachrichten an andere Agenten (Abschnitt 2.3.2) und der Zugriff
auf andere Softwaresysteme. Man könnte demnach sagen, dass elektronische Kommu-
nikation, also das Senden und Empfangen von Daten, die einzige Form der Sensorik
und Aktuatorik dieser Agenten ist.
Trotz dieser Einschränkungen können Software-Agenten auch (künstliche) Intelligenz
besitzen, indem sie Entscheidungen treffen, die bezüglich ihrer Ziele rational sind und
sich letztendlich eben doch auf die Realwelt auswirken können. Letzteres geschieht ge-
rade durch ihre Fähigkeit zur Kommunikation mit anderen Systemen, die direkt oder
indirekt auch Roboter oder Menschen sein können. Als Gegenargument könnte dann
angeführt werden, dass letztendlich der Roboter oder Mensch das intelligente System
sei, nicht der Software-Agent. Doch die Intelligenz liegt letztendlich nicht (allein) beim
Ausführenden einer Aktion, sondern (auch) demjenigen, der die Entscheidung dazu
getroffen hat.
Die Definition eines Agenten aus Sicht der Forscher, die sich weniger mit der Sen-
sorik und Aktuatorik robotischer Agenten, sondern mit der Wissensrepräsentation,
Entscheidungsfindung und Kooperation von Agenten in Multiagentensystemen aus-
einandersetzen, fokussiert dabei auch auf andere Aspekte. Wooldridge und Jennings
(1995) stellen dazu folgende Minimalkriterien auf, die für intelligente Agenten erfüllt
sein müssen:
• Autonomy / Autonomie: Unabhängige Entscheidungsfindung
• Proactiveness / Proaktivität: Zielgerichtete bzw. nutzenorientierte Entschei-
dungsfindung, z. B. durch Planung
• Reactivity / Reaktivität: Reaktionsfähigkeit auf Änderung in der Umgebung
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• Social ability / Kommunikationsfähigkeit: Kommunikation mit anderen Agent
z. B. durch Nachrichtenaustausch
Diese Bedingungen schließen Software-Agenten einerseits nicht aus, andererseits ent-
sprechen einige Robotik-Agenten nicht diesen Kriterien, da Kommunikationsfähigkeit
und Proaktivität teilweise nicht gegeben sind. Wegen fehlender Proaktivität sind aber
auch Reflex-Agenten nicht von der Definition erfasst.
Anwendung
Beispielsweise können Software-Agenten als Software-Paradigma zur Modellierung
komplexer Domänen eingesetzt werden, um die Komplexität und Dynamik bezüg-
lich der Berechenbarkeit durch Dekomposition beherrschbar zu machen (Wooldridge
und Jennings, 1995). Andere Anwendungsfelder sind in Domänen mit natürlicher
Verteilung (logisch oder räumlich) zu finden, wie sie bspw. in der Interaktion und Ko-
operation zwischen Unternehmen oder, allgemeiner, Parteien anzutreffen ist. Ein klas-
sischer Einsatz von Software-Agenten liegt daher im Bereich elektronischer Märkte,
wo Verkäufer und Käufer durch Software-Agenten repräsentiert werden und definierte
Interaktionsprotokolle (Abschnitt 2.3.2) die elektronische Abwicklung von vertraglich
verbindlichen Geschäften ermöglichen (vgl. Jennings und Wooldridge, 2002b).
2.3 Multiagentensysteme
Multiagentensysteme (MAS) sind ein Ansatz der verteilten künstlichen Intelligenz
zum verteilten Lösen potentiell komplexer Probleme (Durfee, 1999). Bestandteile eines
Multiagentensystems sind mehrere intelligente Agenten in einer gemeinsamen Umge-
bung, die miteinander interagieren können. Der Zweck dieser Interaktion ist entweder
Koordination zur Erfüllung eines gemeinsamen Plans oder eine Verhandlung zur Ver-
wendung einer Ressource bzw. zur Aushilfe bei einer Aufgabe, die ein Agent nicht
alleine oder nicht in gleicher Güte erfüllen könnte (Wooldridge, 2000, S. 149). Neben
einem rein kooperativen Umfeld benevolenter Agenten, sind auch wettbewerbliche
Multiagentensysteme möglich, in denen die Agenten miteinander konkurrieren und
sogar böswillig (malevolent) handeln können. Solche böswilligen Handlungen kön-
nen etwa das Brechen von Absprachen und Zusicherungen (engl. commitments) oder
Desinformation sein. Insbesondere bei offenen Multiagentensystemen, in denen die
beteiligten Agenten und deren Zutritt nicht oder nur eingeschränkt reguliert sind,
ist die Möglichkeit malevolenter Agenten zu beachten. Diese offenen Systeme sind
insbesondere im Falle elektronischer Marktplätze gegeben.
2.3.1 Multiagentenplattformen und -standards
Voraussetzung für Multiagentensysteme ist eine (gemeinsame) Plattform als Lauf-
zeitumgebung der Agenten. Neben dem Lebenszyklusmanagement der Agenten stellt
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Abbildung 2.2: Aufbau einer Multiagentensystem-Plattform nach
Management-Referenzmodell des FIPA-Standards (FIPA, 2004)
eine Multiagenten-Plattform Dienste wie eine Meldeliste aller Agenten, ein Dienstver-
zeichnis ähnlich den Gelben Seiten sowie den Nachrichtentransport zwischen Agenten
zur Verfügung. Der Nachrichtentransport kann dabei auch zwischen unterschiedli-
chen Plattformen geschehen und benötigt standardisierte Austauschformate. Eine all-
gemeine Zielstellung einer Multiagenten-Plattform ist dabei die Vereinfachung der
Software-Entwicklung für Agenten und deren Interaktion (Braubach et al., 2006).
Die Foundation for Intelligent Physical Agents4 (FIPA), ein Standardisierungsgremi-
um der IEEE, hat entsprechende Standards für Multiagentenplattformen spezifiziert
(FIPA, 2004). Die Plattformarchitektur ist in Abbildung 2.2 dargestellt. Das Agent
Management System übernimmt in der Architektur die Steuerung des Lebenszyklus
aller Agenten der Plattform und übernimmt darüber hinaus die Funktion der Mel-
deliste (white pages). Der Directory Facilitator (DF) stellt eine Auskunft für durch
Agenten angebotene Dienste dar und ist entsprechend auch die Registrierungsstelle
für neue Dienste. Agenten kommunizieren mit diesen FIPA-Basisdiensten und mit
anderen Agenten innerhalb und außerhalb der Plattform über das Message Transport
System. Als Protokolle für die Nachrichtenübermittlung stehen z. B. HTTP und IIOP
zur Verfügung (FIPA, 2002b). Das Nachrichtenformat selbst ist durch die FIPA Agent
Communication Language (ACL) spezifiziert (siehe Abschnitt 2.3.2).
Trotz der Betonung des Physischen im Namen der FIPA ist die praktische Bedeutung
der Organisation bisher auf den Bereich der Software-Agenten beschränkt geblieben.
Nach der ersten Referenzimplementierung FIPA-OS5 ist heute JADE6 die bekanntes-
te Implementierung einer FIPA-Architektur und bietet gleichzeitig eine Middleware
4Internet: http://www.fipa.org/.
5Internet: http://fipa-os.sourceforge.net/index.htm
6Internet: http://jade.tilab.com/
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für die Implementierung entsprechender Agenten (Bellifemine und Rimassa, 2001;
Bellifemine et al., 2007). Mit Jadex steht darüber hinaus eine ursprüngliche JADE-
Erweiterung und jetzt eigenständige Plattform zur Verfügung, die die Programmie-
rung von Agenten nach dem BDI-Ansatz (Abschnitt 4.2.2) unterstützt (Pokahr et al.,
2005; Pokahr und Braubach, 2009).
2.3.2 Interaktion und Kommunikation
Die Interaktion in Multiagentensystemen findet durch ein gemeinsames Austauschme-
dium oder das Versenden von Nachrichten statt. Das Austauschmedium ist im We-
sentlichen ein „schwarzes Brett“ (engl. blackboard), das als gemeinsamer Speicherort
(engl. shared memory) für Nachrichten genutzt wird. Darüber hinaus können Agen-
ten mit Sensorik in einer realen oder virtuellen Umgebung als Verallgemeinerung des
schwarzen Bretts auch über die Umwelt kommunizieren. Prominentestes Beispiel ist
die biochemische Kommunikation von Ameisen bei der Navigation durch die Aus-
schüttung von Duftstoffen (Pheromonen).
In Multiagentensystemen ist der Austausch strukturierter, maschinenverarbeitbarer
Nachrichten der vorherrschende Kommunikationsmodus. Angelehnt an Theorien zur
menschlichen Kommunikation wird dafür das Modell des Sprechaktes (Austin, 1962;
Searle, 1969) auf Multiagentensysteme übertragen. Nach Austin (1962) ist ein Sprech-
akt in drei Teilakte untergliedert:
• Der lokutionäre Akt bezeichnet die eigentliche (Laut-)Äußerung, wobei Laut,
Struktur (Grammatik) und semantischer Bezug zur Welt unterschieden werden.
• Der illokutionäre Akt ist hingegen die Verdeutlichung des Vollzugs einer
Handlung (z. B. als Mitteilung, Warnung, Frage oder Aufforderung), die eine
bestimmte Reaktion beim Empfänger benötigt (z. B. Antwort, Bestätigung oder
Widerspruch).
• Schließlich definiert der perlokutionäre Akt den mit der Äußerung beab-
sichtigten Effekt (z. B. Überzeugen, Verunsichern, von etwas Abbringen). Der
tatsächlich beim Empfänger entstandene Effekt wird perlokutionärer Effekt ge-
nannt. Teilweise werden Akt und Effekt synonym verwendet.
In der Theorie von Searle (1969) wird der lokutionäre Akt Austins ersetzt durch
zwei neue Akte: den Äußerungsakt und den propositionalen Akt. Der Äußerungsakt
bezeichnet das eigentliche Hervorbringen der Aussage, während der propositionale
Akt in Referenzakt und Prädikationsakt unterteilt ist. Der Referenzakt stellt den
Bezug eines Wortes bzw. Namens zu einem oder mehreren Objekten der Welt her.
Der Prädikationsakt gibt den referenzierten Objekten eine Eigenschaft oder setzt sie
in Relation. Insofern besteht eine Analogie zur Prädikatenlogik .
Die Sprechakttheorie dient damit der Definition von Syntax und Semantik einer zwi-
schen Agenten ausgetauschten Nachricht. Noch wichtiger als bei der menschlichen
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Element Kategorie Beschreibung
performative illokutionärer Akt Kommunikative Geltung der Nachricht
sender Zustellinformation Identifikation des Senders
receiver Zustellinformation Identifikation des Empfängers
protocol Konversationskontext Interaktionsprotokoll in einer
Nachrichtenfolge
conversation-id Konversationskontext Identifikation einer Nachrichtenfolge
content Nachrichteninhalt Eigentliche Nachricht im Sinne des
lokutionären Aktes
encoding Metabeschreibung Kodierung des content, z. B. ASCII
language Metabeschreibung Syntax und Beschreibungssprache des
content, z. B. OWL/RDF
ontology Metabeschreibung Semantik des content durch Ontologie,
die die verwendeten Symbole und ihre
Bedeutung expliziert.
Tabelle 2.1: Struktur einer ACL-Nachricht (nach FIPA, 2002a)
Kommunikation ist hierbei eine genaue Spezifikation von Inhalt, Syntax, Semantik
und Zweck der Nachricht als Voraussetzung für eine korrekte Interpretation durch
den Empfängeragenten. Als Nachrichtenformate bzw. Sprachen für Multiagentensys-
teme sind insbesondere KQML (Finin et al., 1992) und ACL (FIPA, 2002a) zu nennen.
Davon hat sich die im nächsten Abschnitt beschriebene ACL als Standard herausge-
bildet und KQML offiziell abgelöst.
Agent Communication Language
Die FIPA Agent Communication Language (ACL) spezifiziert in erster Linie den Auf-
bau einer Nachricht (FIPA, 2002a). Hierzu wird die Nachricht in Felder unterteilt, die
neben dem eigentlichen Inhalt einerseits den illokutionären Akt und Kontext einer
Konversation angeben und andererseits Kodierung, Syntax und Semantik der Nach-
richt spezifizieren. Ein Überblick der wichtigsten Felder (Elemente) ist in Tabelle 2.1
angegeben.
Das Performativ einer ACL-Nachricht entspricht weitgehend dem illokutionären Akt,
also der kommunikativen Geltung der Nachricht. Beispiele für ACL-Performative sind
etwa Query-If für die Anfrage eines Wahrheitswerts einer Aussage, Query-Ref
für Anfrage passender Objekte zu einer Beschreibung, Request als Aufforderung
zur Durchführung einer Aktion oder Agree/Refuse zur Annahme bzw. Ablehnung
dieser Anfrage. Logische Vorbedingungen und Nachbedingungen für alle illokutionären
Akte sind durch die FIPA spezifiziert (FIPA, 2002c). Nachbedingungen entsprechen
dabei dem perlokutionären Akt bzw. Effekt und werden im FIPA-Standard rational
effect genannt. Die konkrete Ausprägung einer durch das Performativ spezifizierten
Nachricht erfolgt durch den eigentlichen Inhalt (content).
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Die Zustellung erfolgt über das FIPAMessage Transport System und ggf. externe Mul-
tiagentenplattformen zu dem oder den angegebenen Empfängern (vgl. Abbildung 2.2).
Voraussetzung für eine erfolgreiche Interaktion der Agenten ist die Angabe der Meta-
beschreibung einer Nachricht im Sinne von Kodierung (encoding), Syntax (language)
und Symbolsemantik (ontology). Hier findet sich eine Analogie zu Searles (1969) pro-
positionalem Akt. Darüber hinaus ist es erforderlich, dass der oder die Empfänger in
der Lage sind, den Nachrichteninhalt (content) nach dieser Maßgabe zu verarbeiten
und zu verstehen. Gegebenenfalls können weitere Agenten als Übersetzer beauftragt
werden, falls eine direkte Interpretation durch den Empfänger nicht möglich ist (Lan-
ger et al., 2006). Andernfalls erhält der Sender eine Antwort mit dem Performativ
Not-Understood.
Interaktionsprotokolle
Ein Sprechakt ist das Grundelement einer Agenten-Konversation. Eine Konversation
wird durch genau einen Agenten initiiert, ist an ein oder mehr andere Agenten ge-
richtet und erhält in ACL eine eindeutige Bezeichnung (conversation-id). Weiterhin
lassen sich Interaktionsmuster bestimmen, nach denen eine Agenten-Konversation ab-
läuft. Eine entsprechende Klassifizierung dieser Interaktionen erlaubt die Festlegung
passender Interaktionsprotokolle. Dies erleichtert wiederum die Verarbeitung einge-
hender Nachrichten, weil die Typen möglicher Antworten auf eine Nachricht in einem
Protokoll bereits zur Entwurfsphase bekannt sind.
Die FIPA hat hierzu Interaktionsprotokolle spezifiziert, deren Bezeichnung bei der In-
itiierung einer Konversation durch das ACL-Feld protocol angeben werden kann. Ein
Interaktionsprotokoll definiert im Wesentlichen eine Abfolge von ACL-Nachrichten
durch deren Performative und Empfänger. Optional kann z. B. eine Frist für die Ant-
wort angegeben werden. Diese Frist ist insbesondere in Protokollen bedeutend, bei
denen der Initiator mehrere Agenten anfragt, um Angebote einzuholen. Eine Über-
tretung der Frist kann dann als Verweigerung eines Angebots angesehen werden. Ein
Typ solcher Protokolle sind Verhandlungen zwischen Agenten, die im Sinne einer
Ausschreibung durchgeführt werden. Auf eine Anfrage eines Kunden (Initiator) fol-
gen Angebote der willigen Dienstleister (Participants). Nach einem Angebotsvergleich
erfolgt ggf. eine Bestellung oder eine erneute Anfrage.
Die FIPA unterscheidet dazu das so genannte Kontraktnetz (engl. contract net) und
eine iterative Variante (iterative contract net) für nachgebesserte Angebote (FIPA,
2002d). Die iterative Variante ist in Abbildung 2.3 als Sequenzdiagramm dargestellt.
Die FIPA definiert weitere Protokolle, mit denen z. B. einfache Anfragen nach Informa-
tionen oder auszuführenden Aktionen durchgeführt und abgestimmt werden können.
Eine Übersicht der Spezifikationen für Interaktionsprotokolle wird auf den Internetsei-
ten der FIPA zur Verfügung gestellt.7
7Internet: http://www.fipa.org/repository/ips.php3
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Abbildung 2.3: FIPA Interaktionsprotokoll für eine iterierte Ausschrei-
bung (nach FIPA, 2002d)
Rules of Encounter
Eine allgemeine Fragestellung bei der Wahl oder beim Entwurf eines Interaktionspro-
tokolls ist die Eignung für die gegebene Anwendung bezüglich Kriterien wie Effizienz.
Rosenschein und Zlotkin (1994) haben entsprechende Bewertungskriterien allgemein
für die Interaktion von Maschinen identifiziert. Danach sind Verhandlungsmechanis-
men nach den Kriterien Effizienz, Stabilität, Einfachheit, Verteilung und Symmetrie
zu bewerten (Rosenschein und Zlotkin, 1994, S. 20–22, 44–49):
Effizienz: Agenten sollten bei einer Verhandlung nicht Ressourcen verschwenden, da-
durch dass eine Einigung erzielt wird. Das heißt, kein Agent sollte einen Nachteil
durch eine Einigung haben. Hier lassen sich Maßstäbe wie Pareto-Effizienz und
globaler Nutzen in Bezug auf andere mögliche Vertragsvarianten heranziehen.
Die Pareto-Effizienz gibt hierbei an, dass es keine alternative Einigung gibt, bei
der mindestens ein Agent besser gestellt ist und keiner schlechter gestellt ist als
bei der gewählten Einigung.
Stabilität: Der Mechanismus sollte so gestaltet sein, dass kein Teilnehmer Anlass
bzw. Nutzen hat von einer Einigung oder einer gewählten Strategie abzuweichen.
Hierzu lässt sich das Strategie-Equilibrium (vgl. von Neumann und Morgenstern,
1953; Nash, 1950) aus der Spieltheorie anwenden. Insbesondere sind Strategien
günstig, für die das symmetrische Nash-Equilibrium gilt. Das heißt, wenn ein
Agent Strategie s anwendet, ist die beste Strategie eines anderen Agenten stets
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auch s. Damit lässt sich verhindern, dass bekannte Strategien zum Nachteil
eines Agenten ausgenutzt werden (Rosenschein und Zlotkin, 1994, S. 46). Auf
lange Frist lassen sich alternativ Vehaltensnormen und deren Überwachung an-
wenden, um Abweichungen von Vereinbarungen (commitments) nachträglich zu
bestrafen, indem z.B. diese Agenten von weiteren Kooperationen ausgeschlossen
werden (vgl. McCarty, 1986; Sergot, 2001; Gelati et al., 2002).
Einfachheit: Eine Interaktion sollte möglichst geringe Komplexität bezüglich Be-
rechnungsaufwand der Teilnehmer haben und den Kommunikationsaufwand mi-
nimieren. Ein wichtiger Aspekt der Komplexität ist die initiale Berechnung der
möglichen Vertragsalternativen. Darauf folgend ist zu beachten, wie viele Schrit-
te notwendig sind, bis eine Einigung erzielt werden kann, und wie viele Daten
dabei ausgetauscht werden müssen. Daher sind Protokolle zu bevorzugen, die si-
cher und in wenigen Schritten terminieren (vgl. dazu z. B. die Vickrey-Auktion,
S. 24).
Verteilung: Mechanismen, die eine zentrale Einheit zur Koordination benötigen,
sind anfällig, da sie bezüglich Berechnungsaufwand einen Flaschenhals aufweisen
und im Falle eines Ausfalls des zentralen Koordinators nicht mehr funktionsfähig
und daher nicht robust sind. Daher sollten verteilte Mechanismen ohne zentrale
Einheit bevorzugt werden bzw. dezentrale Fall-back-Verfahren im Falle eines
Ausfalls des Koordinators verfügbar sein.
Symmetrie: Ein Interaktionsmechanismus sollte seiner Struktur nach keinen der
Teilnehmer bevorteilen. Das heißt, die Teilnehmer sollten grundsätzlich gleichbe-
rechtigt sein. Das Kriterium schließt ausdrücklich nicht aus, dass einige Agenten
eine wichtigere Rolle und Verantwortung in der Interaktion haben.
Rosenschein und Zlotkin (1994, S. 22) geben an, dass diese Kriterien universell für
die Bestimmung eines geeigneten Protokolls gelten. Allerdings erkennen sie auch an,
dass einige Kriterien eventuell konfliktär und daher gegeneinander abzuwägen sind.
Beispiele für mögliche Konflikte bilden die Kriterien Einfachheit und Verteilung sowie
auch Effizienz und Stabilität.
Auktionen
Eine Variante der Interaktion mit besonderer Relevanz für elektronische Marktplätze
sind Auktionen. Hierbei wird eine Ware oder Dienstleistung an den meistbietenden
Auktionsteilnehmer vergeben. Bekannteste Auktionen sind die Englische und Hollän-
dische Auktionen. Bei ersterer wird ein Mindestpreis iterativ durch Gebote erhöht,
bis kein höheres Gebot mehr vorliegt. Bei der Holländischen Auktion hingegen wird
ein hoher Startpreis gewählt und iterativ durch den Auktionator verringert, bis der
erste Bieter dem Preis zustimmt. Der Vorteil des zweiten Verfahrens liegt u. a. in der
gesicherten Termination, sofern negative Preise ausgeschlossen werden.
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Ein wichtiger Aspekt für die Eignung eines Auktionsmodells ist die potentielle Be-
vorteilung oder Benachteiligung einzelner Teilnehmer, d. h., Auktionator und Bieter.
Insbesondere ist zu berücksichtigen, welche dominante Strategie bei der Höhe der
Gebote sich für einen Bieter abhängig vom individuellen Wert und Marktwert der
versteigerten Ware oder Dienstleistung ergibt. So ist es z. B. ein Nachteil der Hollän-
dischen Auktion, dass der erste und damit gewinnende Bieter einen zu hohen Preis
zahlt, falls dieser Bieter den wahren individuellen Wert bietet und der nächsthöhere
individuelle Wert eines anderen Bieters wesentlich niedriger ist.
Die Vickrey-Auktion, benannt nach dem Ökonomen W. S. Vickrey (1961), adressiert
dieses Problem und motiviert den Bieter, sofort den wahren individuellen Wert zu bie-
ten (vgl. Krishna, 2002, S. 181f). In der Vickrey-Auktion werden in einem einstufigen
Verfahren verdeckte Gebote abgegeben (sealed-bid auction) und der Höchstbietende
gewinnt, muss aber nur den Preis des zweithöchsten Gebotes bezahlen (second-price
auction). Es entsteht dem Bieter also kein Nachteil bei Angabe des echten indivi-
duellen Wertes. Insofern ist die Vickrey-Auktion auch bezüglich der Kriterien von
Rosenschein und Zlotkin (1994) günstig. Eine iterative Variante dieser Auktionsform
wendet das Internet-Auktionshaus eBay an.
2.3.3 Organisation und Kooperation
Interaktionsprotokolle ermöglichen auf Ebene der Kommunikation, dass Agenten sich
koordinieren und ggf. kooperieren. Ob eine gemeinschaftliche oder eher kompetitive
Situation vorliegt, lässt sich anhand der jeweiligen Ziele, der (gemeinsam) verwendeten
Ressourcen und der Fähigkeiten der Agenten identifizieren. Ferber (2001, S. 90) unter-
scheidet dazu je nach Vereinbarkeit der Ziele, Ressourcenkonflikten und Fähigkeiten
zum Erreichen der eigenen Ziele Interaktionsmodi, die von absoluter Unabhängigkeit
ohne Konflikte (Kooperation ist nicht nötig) über enge Kooperation (Kooperation ist
nötig) bis zur absoluten Konkurrenz (Kooperation ist unmöglich) reichen. In diesem
Abschnitt sollen vor allem die kooperativen Interaktionsformen autonomer Systeme
kurz diskutiert werden.
Organisation
Eine Ursache für gemeinsame Ziele autonomer Systeme kann die Zugehörigkeit zu
einer gemeinsamen Organisation mit allgemeinen Zielen sein, denen die Agenten ver-
pflichtet sind. Der Nutzen einer Kooperation orientiert sich in diesem Fall nicht allein
am individuellen Nutzen der beteiligten Agenten, sondern am Gesamtnutzen für die
Organisation. Dabei kann eine solche Organisation durch eine entsprechende Rechts-
form oder Vertragsvereinbarung vorgegeben sein (z. B. Gesellschaft oder Allianz) oder
auch aus der Interaktion über die Zeit emergieren, also entstehen. Die Emergenz ei-
ner längerfristigen Organisationsform bedingt eine bewährte und andauernde Zusam-
menarbeit der Agenten. Dabei ist zu beachten, dass emergente Organisationen von
Agenten in einem wettbewerblichen Kontext durch den Prinzipal des Agenten nicht
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gewünscht sein könnten und somit die Autonomie in diesem Sinne beschränkt sein
wird (vgl. Abschnitt 2.1).
Kooperation
Kurzfristige Kooperationen sind auch im wettbewerblichen Umfeld über Organisati-
onsgrenzen hinaus möglich und sogar nötig, falls die Fähigkeiten der Agenten einer
Organisation nicht ausreichen, um deren Ziele zu erreichen. In gewisser Weise scheint
die Kooperation von Agenten dabei ein Paradox zu sein, da zumindest oberflächlich
die Autonomie der Agenten unterminiert wird (vgl. Castelfranchi, 1995). Jedoch ist
hier entscheidend, dass die Agenten aus eigenem Antrieb die Autonomie teilweise und
zeitweise abgeben (vgl. Abschnitt 2.1). Als ein Beispiel der Kooperation sei hier die
Distribution von Waren eines Produzenten ohne eigene Fahrzeugflotte angeführt. Eine
Kooperation ist hier unvermeidbar und gewünscht. In einer kurzfristigen Kooperati-
on wird eine Leistung und eine Gegenleistung im Sinne eines Vertrages vereinbart
(z. B. Transportdienstleistung gegen Geld), wobei sich die Beteiligten Parteien auf die
Zusagen der Vertragspartner verlassen können müssen. Analog zu Interaktionen im
soziologischen Kontext spricht man in Multiagentensystemen hier von Normen, die zu
überwachen sind (vgl. Sergot, 2001). Die Agenten selbst können über mögliche Koope-
ration und eigene Verpflichtungen mit so genannten Koalitionslogiken schlussfolgern
(vgl. Pauly (2002) und Abschnitt 3.1.4, S. 47).
In Bezug auf den Schwerpunkt dieser Arbeit und damit die informierte Entscheidungs-
findung ergeben sich besondere Aspekte, die zu berücksichtigen sind. Kooperation
kann hier im Sinne des Informationsaustausches bzw. der einfachen Informationswei-
tergabe interpretiert werden. Dabei ist Information einerseits eine Ressource, die für
Entscheidungen benötigt wird. Andererseits ist diese Ressource nicht in üblicher Wei-
se Konflikten unterworfen, weil sie beliebig zu vervielfältigen ist. Dennoch können sich
hier Konflikte anderer Art ergeben. Da Informationen für Unternehmen strategisch
wichtig sein können und damit einen Wettbewerbsvorteil verschaffen, unterliegen sie
Barrieren bezüglich ihrer Weitergabe an Dritte. Bei der Abwägung der Informations-
weitergabe spielt das Vertrauen in den Empfänger eine wichtige Rolle. Alternativ kann
eine Information auch an Dritte verkauft werden, um aus der Weitergabe einen direk-
ten Nutzen zu ziehen (vgl. Langer et al., 2006). Hierbei ist der Wert der Information
für den Käufer und den Verkäufer zu berücksichtigen.
Model for Cooperation
Einen theoretischen Ansatz für das kooperative und verteilte Lösen von Aufgaben in
Multiagentensystemen liefert das model for cooperation (Wooldridge und Jennings,
1999; Wooldridge, 2000, Kap. 8). Dabei werden vier Phasen der Kooperation unter-
schieden:
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1. Erkennung: Ein Agent stellt fest, dass eine Möglichkeit zur Kooperation be-
steht. Dies kann begründet sein durch mangelnde Fähigkeiten des Agenten, seine
Ziele ohne Hilfe zu erreichen. Ferner kann der Agenten einen sonstigen Vorteil
in einer Kooperation sehen; z. B. könnte er sich eine bessere oder effizientere
Lösung versprechen.
2. Teambildung: Der Agent, der eine Kooperation wünscht, versucht Partner-
agenten zu finden, die durch ihre jeweiligen Fähigkeiten helfen können, sein Ziel
zu erreichen. Das Ergebnis dieser Phase ist ein Team, das sich zu vereinbarten
Zielen verpflichtet.
3. Planung: Das gebildete Team verhandelt einen gemeinsamen Plan, der zum
gesteckten Ziel führen soll.
4. Ausführung: In dieser Phase wird der gemeinsame Plan durch das Team aus-
geführt. Hierbei müssen sich die Mitglieder des Teams an getroffene Vereinba-
rungen halten und ggf. zur Abstimmung synchronisieren.
Wooldridge (2000, S. 149–160) führt die ersten drei Phasen weiter aus, indem modal-
logische Theoreme zur Beschreibung der Phasen aufgestellt werden. Hierzu wird die
Modallogik LORA verwendet (siehe Abschnitt 3.1.4). Nicht weiter beschrieben wird
die Phase der Planausführung und die damit verbundene Synchronisation. Eine am
model for cooperation orientierte Operationalisierung für die Agenten-Teambildung in
der selbststeuernden Logistik liefert Schuldt (2010) am Beispiel des Containernach-
laufs.
Analog zur Ausführung physischer oder logischer Aktionen ließe sich das Modell über-
tragen, um Informationsbedarf zu erkennen (Phase 1) sowie Quellen für diese Infor-
mationen zu identifizieren und zur Weitergabe zu überzeugen (Phase 2). Eine nicht
nur kurzfristige Kooperation durch einmalige Informationsweitergabe, sondern eine
andauernde Verpflichtung zum gegenseitigen Informationsaustausch könnte in seiner
Verhandlung auf Phase 3 und seiner Durchführung auf Phase 4 abgebildet werden.
2.4 Situationsbewusstsein intelligenter Agenten
Der Begriff Situationsbewusstsein (von engl. situation awareness oder situational awa-
reness) beschreibt die Eigenschaft eines Systems, welches seine Umgebung so wahr-
nimmt, versteht und deren kurzfristige Entwicklung abzuschätzen vermag, dass es
daraus Informationen und Wissen extrahieren kann, die für die Entscheidungsfindung
benötigt werden oder zumindest hilfreich sind. Allerdings ist das betreffende For-
schungsgebiet bisher weniger im Bereich autonomer Systeme als Subjekte des Situa-
tionsbewusstseins auffällig geworden. Im Fokus der Untersuchung standen vielmehr
Menschen, für die eventuell mit Unterstützung technischer und technologischer Hilfs-
mittel ein aufgabenspezifisches Situationsbewusstsein herzustellen ist (vgl. Endsley,
1999). Evaluiert wird dabei das Verhalten von menschlichen Akteuren, denen z. B.
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über Schnittstellen zu Informationssystemen eine Situation dargestellt wird, die even-
tuell eine entsprechende Entscheidung und Maßnahme erfordert. Insbesondere werden
Domänen untersucht, in denen die Sicherheit von Menschen, technischen Anlagen oder
auch Kapital stark gefährdet ist. Als plakative Beispiele seien hier die Kontrollstände
von Atomkraftwerken, die Cockpits von Flugzeugen (Sarter und Woods, 1991) sowie
die Echtzeit-Analyse- und Monitoring-Werkzeuge von Investmentbankern genannt. Ei-
ne weitere Verwendung findet der Begriff Situationsbewusstsein in der militärischen
Aufklärung (als situational awareness) sowie polizeilichen Lagebeurteilung.
Für diese Arbeit soll Situationsbewusstsein auf autonome (Software-)Systeme über-
tragen werden, ohne ein spezielles Anwendungsgebiet vorauszusetzen. Allerdings soll
dabei der Militär- und Sicherheitsbereich ausgeklammert werden. Vielmehr geht es
um die mikroökonomische Auswirkung der Entscheidungen von Software-Agenten,
z. B. im Gebiet der Steuerung von Logistikprozessen. Darüber hinaus ist eine Abgren-
zung und Verdeutlichung des Begriffs Bewusstsein erforderlich. Ziel ist es nicht, eine
menschliche Art von Bewusstsein als kognitives technisches System nachzubilden, son-
dern technische Systeme so zu erweitern, dass sie in der Lage sind, Situationen durch
die Bereitstellung der richtigen Informationen besser zu beurteilen. Insofern ist kein
Bewusstsein im metaphysischen Sinne oder als Selbsterkenntnis der Agenten gemeint.
2.4.1 Definition des Situationsbewusstseins
Der Begriff Situationsbewusstsein ist bisher in erster Linie in der Domäne komple-
xer Mensch-Maschine-Interaktion interpretiert worden. Hierbei stand im Fokus, wie
menschliche Entscheider für eine bestimmte Aufgabe relevante Informationen erhal-
ten können, um eine gegebene Situation zu beurteilen und ggf. adäquate Maßnahmen
einzuleiten. Die folgenden Definitionen aus der Literatur decken das Spektrum der
üblichen Begriffsbedeutung ab:
• „Knowing what is going on so you can figure out what to do“ (Adam, 1993,
S. 319)
• „Keeping track of what is going on around you in a complex, dynamic environ-
ment“ (Moray, 2004, S. 4)
• „All knowledge that is accessible and can be integrated into a coherent picture,
when required, to assess and cope with a situation“ (Sarter und Woods, 1991,
S. 55)
• „The perception of elements in the environment within a volume of time and
space, the comprehension of their meaning, and the projection of their status in
the near future“ (Endsley, 2000, S. 97)
Diese Definitionen betonen vor allem den Aspekt der Wahrnehmung und kontext-
spezifischen Interpretation relevanter Informationen. Hierbei wird auch die Bedeutung
28 Kapitel 2 – Autonome intelligente Systeme
der Dynamik und der daher notwendigen Vorhersage über die Entwicklung einer Um-
gebungseigenschaft herausgestellt (Endsley, Moray). Insbesondere die Definition von
Endsley (2000) wird in dem Forschungsgebiet aufgegriffen. Zusätzlich führt Endsley
drei Ebenen ein, die sich für einfaches und höheres Situationsbewusstsein unterschei-
den lassen (Endsley, 2000):
1. Perception / Wahrnehmung: Einfache Wahrnehmung relevanter Informationen.
2. Comprehension / Verständnis: Korrekte Interpretation sowie Integration der
Wahrnehmungen und eine Bewertung ihrer Wichtigkeit.
3. Projection / Vorhersage: Die Fähigkeit, zukünftige Zustände der Umwelt auf
der Basis bisheriger Wahrnehmungen und Hintergrundwissen vorherzusagen.
Obwohl die gängigen Definitionen für Situationsbewusstsein sowie die drei Ebenen
Endsleys auf menschliche Akteure abzielen, bieten sie auch einen guten Anhaltspunkt
für eine Interpretation im Kontext autonomer Systeme. Doch es ist für diese insbe-
sondere zu berücksichtigen, dass einige Anforderungen zur Erfüllung der Definition
für Menschen als kognitive Eigenschaften vorausgesetzt werden, während die entspre-
chenden technischen Anforderungen für Maschinen eine besondere Herausforderung
darstellen. Daher ist es nötig, das Verständnis für Situationsbewusstsein für autonome
Systeme zu konkretisieren. Die folgenden Abschnitte beschreiben die dabei zu berück-
sichtigenden Aspekte, um daraus technischen Anforderungen an autonome Systeme
abzuleiten.
2.4.2 Aspekte des Situationsbewusstseins
Eine Interpretation und Umsetzung für Situationsbewusstsein lässt sich unter folgen-
den Aspekten betrachten, die hier als Fähigkeiten „situationsbewusster“ autonomer
Systeme aufgeführt sind:
F1 Sensorische Wahrnehmung: Der Agent benötigt Sensoren zur Beobachtung und
Wahrnehmung der Umwelt. Dabei müssen die entstehenden Sensordaten unein-
geschränkt maschinell verarbeitet werden können.
F2 Informationsbeschaffung: Falls Agenten Informationen benötigen, die über ihre
sensorischen Fähigkeiten hinaus gehen, müssen sie entsprechend mit anderen
Agenten kooperieren oder sonstige externe Informationsquellen anfragen kön-
nen. Dies gilt insbesondere für Informationen über entfernte Orte.
F3 Interpretation und Einordnung: Das Systems muss Beobachtungen im eigenen
Verhaltenskontext verstehen können. Ein Datum aus Beobachtungen muss als
Information interpretiert werden und einer konkreten Entscheidungssituation
zugeordnet werden können, um die Information nutzbar zu machen.
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F4 Aufmerksamkeitssteuerung: Der Agent muss wichtig von unwichtig unterschei-
den können. Aus einer Vielzahl potentiell verfügbarer Informationen müssen
diejenigen akquiriert werden, die in der aktuellen Entscheidungssituation die
höchste Relevanz haben. Damit wird eine Steuerung des Aufmerksamkeitsfokus
des Systems ermöglicht.
F5 Projektion: Ein System muss die kurz- bis mittelfristige Entwicklung einer Si-
tuation abschätzen können. Dies ermöglicht es, auch ohne neue Beobachtungen
den Zustand einer vorliegenden oder zukünftigen Situation zu beurteilen.
F6 Aktive Akquisition: Für die Herstellung und Aufrechterhaltung des Situations-
bewusstseins ist eine aktive Informationsakquisition durch überlegten Einsatz
von Sensoren und Nutzung externer Informationsquellen erforderlich (vgl. Lan-
ger et al., 2006). Eine reaktive Akquisition von Information oder rein passive
Beobachtung der Umgebung kann dazu führen, dass die Information erst zu spät
verfügbar ist.
F7 Beurteilung der Entscheidungsfähigkeit: Bei unvollständigem und unsicherem
Wissen muss ein autonomes System in der Lage sein zu beurteilen, ob hinrei-
chend Informationen vorhanden sind, um eine Entscheidung zu treffen, deren
Ausgang mit ausreichender Sicherheit vorhergesagt werden kann.
F8 Risikomanagement: Informationen können zum einen dazu beitragen, die Un-
sicherheit einer gegebenen Situation zu reduzieren und damit auch die Unsi-
cherheit über die Wahl der besten Aktion und ihres Ausgangs. Andererseits
können im Fall explizit modellierter Risiken zusätzliche Informationen helfen,
ein gegebenes Risiko zu erkennen oder zu bewerten (vgl. Lorenz et al., 2005).
Diese Auflistung beansprucht weder Vollständigkeit noch Notwendigkeit aller Fähig-
keiten für Systeme, die als situationsbewusst bezeichnet werden könnten, da die kon-
kreten Anforderungen in der jeweiligen Domäne unterschiedlich ausgeprägt sind.
Bezogen auf die Ebenen des menschlichen Situationsbewusstseins nach Endsley (Ab-
schnitt 2.4.1) finden sich Gemeinsamkeiten als auch Unterschiede in den hier aufge-
führten Fähigkeiten. Die Fähigkeiten zur sensorischen Wahrnehmung (F1) und In-
formationsbeschaffung (F2) entsprechen im Wesentlichen Ebene 1 (Perception) im
Endsley-Modell. Die Interpretation und Einordnung der Wahrnehmungen (F3) zusam-
men mit der Aufmerksamkeitssteuerung (F4) korrespondiert mit Ebene 2 (Compre-
hension). Die Fähigkeit zur Vorhersage zukünftiger Zustände (F5) entspricht Ebene 3
(Projection) bei Endsley. Die weiteren Fähigkeiten situationsbewusster autonomer
Systeme (F6-F8) finden keine direkte Abbildung im Endsley-Modell. Dies ist u. a.
darin begründet, dass sie dort als rationales Verhalten oder kognitive Grundfertigkei-
ten menschlicher Entscheider vorausgesetzt werden könnten. Für autonome Systeme
hingegen sind diese Fähigkeiten nicht vorauszusetzen.
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2.4.3 Kriterien für autonome intelligente Systeme
Aus den oben aufgeführten Aspekten des Situationsbewusstseins für autonome intel-
ligente Systeme lassen sich Anforderungen für eine technische Umsetzung im Hinblick
auf Wissensrepräsentation und -verarbeitung ableiten. Die folgende Auflistung ist eine
Weiterentwicklung der Analyse aus (Gehrke, 2009):
A1 Wissen über fehlende Informationen (Awareness of uncertainty and ignorance):
Der Agent kann fehlende oder unsichere Informationen in seiner Wissensbasis
identifizieren. Hierzu benötigt er insbesondere eine Wissensrepräsentation, die
den Umgang (d. h. Repräsentation und Inferenz) mit unsicheremWissen erlaubt.
A2 Wahrnehmungsmodell (Model of perception abilities): Der Agent hat explizite
Kenntnis über die ihm zur Verfügung stehenden Sensoren und anderen Infor-
mationsquellen sowie die Art und Präzision der Informationen, die sie generie-
ren. Darüber hinaus ist es unter Echtzeitanforderungen nötig, die Antwortzeit
der Sensoren und die Zeit der Datenverarbeitung abzuschätzen. Das Wahrneh-
mungsmodell muss daher entsprechendes Wissen beinhalten.
A3 Relevanzmodell (Model of information relevance): Auf der Basis des Entschei-
dungssystems und derzeitiger Pläne ist der Agent in der Lage, benötigte In-
formationen nicht nur zu identifizieren, sondern auch ihre Relevanz für seine
Zielerreichung bzw. Zustandsoptimierung zu bewerten.
A4 Räumlich-zeitliche Qualifikation (Spatio-temporal qualification): In ausgedehn-
ten und dynamischen Domänen müssen Informationen in Raum und Zeit qua-
lifiziert werden, um zeitlich oder räumlich benachbarte Zustände abzugrenzen.
A5 Dynamik-Modell (Model of information dynamics): Wissen über die Gesetzmä-
ßigkeiten der (kurzfristigen) Entwicklung der Umwelt über Raum und Zeit. Hier-
mit wird eine Inferenz über Folgezustände oder räumlich benachbarte Zustände
der Umgebung ermöglicht.
In Bezug auf die in Abschnitt 2.4.2 formulierten Fähigkeiten situationsbewusster
autonomer Systeme ergibt sich folgende Abbildung auf die Anforderung der Wis-
sensrepräsentation und -verarbeitung. Das Wissen über fehlende oder unsichere In-
formationen (A1) wird insbesondere für die Beurteilung der Entscheidungsfähigkeit
(F6) benötigt und ist auch eine Voraussetzung für die aktive Informationsakquisition
(F5). Das Wahrnehmungsmodell (A2) beschreibt die sensorischen Fähigkeiten (F1)
und ist insbesondere für die korrekte Interpretation der Beobachtungen erforderlich
(F3). Darüber hinaus ist das Wahrnehmungsmodell notwendig für die Identifikati-
on möglicher Informationsquellen im Informationsaustausch (F2) und für die aktive
Akquisition (F5). Das Modell zur Bewertung der Informationsrelevanz (A3) wird in
erster Linie für die Aufmerksamkeitssteuerung (F4) benötigt. Indirekt bestimmt die
Informationsrelevanz damit auch die Beurteilung der Entscheidungsfähigkeit (F7), da
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sich diese aus dem Vorhandensein relevanter Informationen ableitet. Die räumlich-
zeitliche Qualifikation von Informationen (A4) ist eine wichtige Voraussetzung für
die korrekte Interpretation und Einordnung der Beobachtungen (F3). Darüber hinaus
erfordert die Projektion (F5) eine zeitliche Auszeichnung der betrachteten Zustände.
Das Dynamik-Modell (A5) ist jedoch primär als Hintergrundwissen für die Projektion
(F5) erforderlich.
Die hier formulierten Anforderungen geben damit einen Einblick in die möglichen
technischen Hürden, die zu bewältigen sind. Auch werfen die aufgeführten Kriterien
die Frage auf, ob der Stand der Technik in der Künstlichen Intelligenz und insbe-
sondere der Wissensrepräsentation (die Robotik-Aspekte seien hier ausgeklammert)
bereits entsprechende Ansätze und Methoden bietet. Die folgenden Kapitel zeigen auf,
dass moderne Verfahren der Wissensrepräsentation und Entscheidungstheorie weitge-
hend die benötigten theoretischen Grundlagen bereitstellen. Einschränkungen finden
sich jedoch in der Skalierbarkeit der praktischen Handhabbarkeit der möglichen An-
wendungen. Dazu untersucht das folgende Kapitel Ansätze der Wissensrepräsentation
in Hinsicht auf die obigen Kriterien für technisches Situationsbewusstsein. Kapitel 4
stellt die Verbindung mit der Entscheidungsfindung intelligenter autonomer Syste-
me her. Letztlich ist es das Ziel dieser Arbeit, einen Mechanismus mit theoretischer
Fundierung zu entwickeln, der Agenten mit Situationsbewusstsein im Sinne informier-
ter Entscheidungsfindung und zielgerichteter Informationsakquisition ermöglicht. Die
theoretischen Grundlagen für einen entsprechenden Ansatz werden in Kapitel 5 gelegt
und in Kapitel 6 operationalisiert.
2.5 Zusammenfassung
In diesem Kapitel wurde in das Themen- und Forschungsgebiet autonomer Systeme
und intelligenter Agenten eingeführt. Im Kontext technischer Entscheidungssysteme
wird Autonomie dabei als Fähigkeit zur unabhängigen und selbstständigen Entschei-
dungsfindung interpretiert, die jedoch gewissen vorgegebenen oder adaptiven Grenzen
unterworfen ist, welche durch den Besitzer des autonomen Systems spezifiziert werden.
Da autonomen Systemen im Sprachgebrauch der Forschungsrichtungen Künstliche
Intelligenz und Robotik keine einheitliche Bedeutung gegeben ist, wird der Begriff
des intelligenten Agenten vorgestellt. Dazu wird die Typisierung intelligenter Agen-
ten nach Russell und Norvig (2010) aufgegriffen und eingeordnet. Während autonome
Systeme häufig im Sinne mobiler Roboter und mit einem Fokus auf Sensorik und Ak-
tuatorik verstanden werden, liegt bei intelligenten Agenten der Schwerpunkt in der
Regel auf der Entscheidungskomponente des Systems. Der Robotikagent vereinigt
beide Perspektiven als (intelligenter) Agent mit körperlicher Einbettung in (mobile)
Hardware, während der Software-Agent von der Verkörperlichung abstrahiert bzw.
diese ausschließt und stattdessen Agenten in virtuellen Umgebungen wie elektroni-
schen Marktplätzen beschreibt.
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Darüber hinaus wird in das Forschungsgebiet der Multiagentensysteme (MAS) ein-
geführt, die Gesellschaften von Agenten beschreiben. Diese Agenten agieren in einer
gemeinsamen Umgebung und können einerseits mit anderen Agenten zur Erreichung
ihrer Ziele kooperieren, aber konkurrieren andererseits eventuell um gemeinsam ge-
nutzte Ressourcen (Ferber, 2001). Voraussetzungen für Multiagentensysteme sind auf
technischer Seite eine entsprechende Laufzeitinfrastruktur und Interaktionsmodelle
sowie auf Seite der Organisation und Koordination geeignete Mechanismen zur auto-
nomen und verteilten Planerstellung und Plandurchführung. Das Kapitel beschreibt
dazu als Infrastruktur die FIPA-Standards mit der zugehörigen Kommunikationsspra-
che ACL sowie das allgemeine Model for Cooperation (nach Wooldridge und Jennings,
1999) und Kooperationslogiken für Etablierung und Durchführung gemeinsamer Plä-
ne.
Das Kapitel schließt mit der am Leitthema der Arbeit orientierten Frage der Inter-
pretation und Umsetzung des Konzepts Situationsbewusstsein im Kontext autono-
mer Systeme. Dazu werden die üblichen Definitionen für Situationsbewusstsein für
menschliche Entscheider diskutiert und auf das Gebiet autonomer, intelligenter Sys-
teme im Sinne informierter Entscheidungsfindung übertragen. Als Schlussfolgerung
werden Kriterien und Fähigkeiten autonomer Systeme identifiziert und erläutert, die
für Situationsbewusstsein erforderlich sind. Daraus werden entsprechende Anforderun-
gen an die Wissensrepräsentation und -verarbeitung abgeleitet und erläutert. Damit
legt dieses Kapitel das Fundament für das Verständnis und die inhaltliche Einordnung
der vorliegenden Arbeit im Kontext autonomer Entscheidungssysteme.
Kapitel 3
Wissensrepräsentationen für
intelligente Agenten
Wissen ist eine fundamentale Voraussetzung für autonome intelligente Systeme mit
höherer Komplexität, d. h., Systeme, die situationsabhängige Entscheidungen treffen
und zu diesem Zwecke Schlussfolgerungen ziehen. Aufgrund der uneinheitlichen Ver-
wendung des Begriffs Wissen ist zunächst eine genauere Erläuterung und Definition
notwendig. In der Informatik wird grundsätzlich zwischen Daten, Informationen und
Wissen unterschieden. Die Definitionen dieser einzelnen Begriffe fällt je nach Diszi-
plin und auch innerhalb einer Disziplin jedoch unterschiedlich aus. In der Regel wird
eine hierarchische Betrachtung aus der Systemtheorie vorgenommen, bei der Daten
als Bausteine für Informationen und Informationen als Bausteine für Wissen angese-
hen werden (Ackoff, 1989; Zeleny, 1987).1 Daten werden dabei als bloße Zeichenfolge
definiert, die durch Verstehen zu Information mit bekannter Bedeutung werden. Im
Kontext einer Anwendung ergibt die Verknüpfung von Informationen in Strukturen
wie Regeln oder Taxonomien Wissen.
Diese Definition lässt sich auch in die Begriﬄichkeit der Semiotik einordnen. Die
Semiotik unterscheidet die Teilbereiche Syntaktik, Semantik und Pragmatik. Dabei
betrifft die Syntaktik die Struktur oder Ordnung von Zeichenfolgen, während die
Semantik ihre Bedeutung untersucht. In der Informatik bildet Syntaktik (hier als
Syntax) die Voraussetzung für den Aufbau eines Datums. Daten sind digital kodier-
te Zeichenfolgen, die zwar implizit Bedeutung tragen, aber nicht explizit Bedeutung
transportieren. Das transportierte Datum wird als Nachricht oder technischer als Si-
gnal bezeichnet (Goos und Zimmermann, 2006). Die eigentliche Bedeutung entsteht
erst durch Interpretation des Datums durch den Empfänger der Nachricht und wird
somit eventuell zu einer Information. Grundlage der Interpretation ist immer das
Bestehen eines Bezugssystems.
Wissen wird in der Informatik in der Regel als eine Art der Information mit bestimm-
1Die teilweise angeführte vierte Kategorie „Weisheit“ (Ackoff, 1989) wird hier wegen ihrer eher
anthropozentrischen Verwendung nicht betrachtet.
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ten höheren Eigenschaften angesehen. Goos und Zimmermann (2006, S. 4) bezeichnen
Wissen als Information über die Interpretation von Daten. Danach ergibt sich Wis-
sen u. a. durch Verknüpfung von „Daten zu Gegenständen oder Sachverhalten außer-
halb der vorgegebenen Datenmenge“ (Goos und Zimmermann, 2006, S. 12), also eine
pragmatische Kontextualisierung. In diesem Sinne kann Wissen als Information mit
zugehöriger Metainformation ihrer kontextsensitiven Anwendung definiert werden.
Die Wissensrepräsentation wiederum beschäftigt sich mit der problemadäquaten Mo-
dellierung und Strukturierung des Wissens durch Symbole. Sie ist aber nicht isoliert
von der Inferenz (engl. reasoning), also der Ableitung neuen Wissens zu betrachten.
Voraussetzung der Inferenz ist somit das Verstehen der Strukturen der Wissensreprä-
sentation. Brachman und Levesque (2004, S. 1) definieren Wissensrepräsentation und
Inferenz als „den Teil der Künstlichen Intelligenz, der damit befasst ist, wie ein Agent
sein Wissen anwendet, um zu entscheiden, was zu tun ist. Es ist die Wissenschaft des
Denkens als Rechenprozess.“2
In diesem Sinne beschreibt dieses Kapitel die Formen der Wissensrepräsentation und
Inferenz für intelligente Systeme. Im Einzelnen vorgestellt werden die logische Wis-
sensrepräsentation (Abschnitt 3.1), probabilistische Ansätze (Abschnitt 3.2) sowie hy-
bride, logisch-probabilistische Repräsentationen (Abschnitt 3.3). Darüber hinaus wird
die Bedeutung der Abstraktion und Diskretisierung für symbolische Beschreibungen
diskutiert (Abschnitt 3.4).
3.1 Logische Wissensrepräsentation
Symbolisches logisches Wissen ist Gegenstand der klassischen Form der Wissensreprä-
sentation in der Informatik. Hierbei besteht die Repräsentation im Wesentlichen aus
postulierten Symbolen, die mit einem gewissen semantischen Gehalt verbunden sind.
Diese Symbole werden z. B. mittels Relationen verknüpft oder erhalten Eigenschaften.
Grundlage der symbolischen Wissensverarbeitung ist die formale Logik. Diese erlang-
te ihren besonderen Stellenwert in der Künstlichen Intelligenz auf der Basis antiker
Vorarbeiten von Aristoteles zur Syllogistik und der Entwicklung der Prädikatenlogik
durch Frege (1879) (bzw. Peirce) im späten 19. Jahrhundert. Die heutige Bedeutung
fußt auf den Arbeiten der analytischen Philosophie seit Anfang des 20. Jahrhunderts
z. B. durch Whitehead und Russell (1927).
Für die Informatik und Künstliche Intelligenz waren die modernen Forschungen zur
Widerspruchsfreiheit im Rahmen des so genannten Hilbertprogramms (Hilbert, 1922;
von Neumann, 1925), zur (Semi-)Entscheidbarkeit (Skolem, 1920; Turing, 1936) und
zur Vollständigkeit (Gödel, 1930) der formalen Logik entscheidend. Gödel (1931) zeig-
te mit seinen Unvollständigkeitstheoremen für nicht-triviale Axiomensysteme über na-
türliche Zahlen allerdings auch die generellen Schranken der Beweisbarkeit auf. Diese
theoretischen Arbeiten führten in der Informatik schließlich zur Untersuchung von
2Eigenübersetzung des Autors aus dem Englischen.
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entscheidbaren Teilmengen der Prädikatenlogik und zur Entwicklung von automati-
schen Theorembeweisern und Deduktionssystemen.
Symbolisches Wissen gilt dabei als eine für das menschliche Verständnis geeignetere
Form der Wissensrepräsentation (Brachman und Levesque, 2004, S. 5f), da die Kon-
strukte und deren Semantik im Gegensatz etwa zu künstlichen neuronalen Netzen
nachvollziehbar sind. Dies ist insbesondere entscheidend, da letztendlich Menschen
intelligente Systeme entwerfen und bestenfalls anschließend auch ihr Verhalten ver-
stehen sollten.
Dieser Abschnitt diskutiert wichtige Typen logischer Wissensrepräsentation im Hin-
blick auf deren Bedeutung und Eignung für die Anwendung in intelligenten autonomen
Systemen in partiell beobachtbaren, dynamischen Umgebungen.
3.1.1 Aussagen- und Prädikatenlogik
Aussagenlogik (engl. propositional logic; Schöning, 2000, S. 13–47) ist die einfachste
Form logischer Wissensrepräsentation. Die Mächtigkeit der Sprache ist beschränkt auf
einfache Symbole, die logisch verknüpft werden können, so dass z. B. Regeln wie
Nacht ∧ ¬Bewoelkt → Kalt
gebildet werden können. Auch wenn eine solche aussagenlogische Formel als Regel für
einige autonome Systeme auf den ersten Blick als potentiell sinnvoll erscheint, ergeben
sich vielerlei Probleme. So sind die Symbole z. B. nicht klar einem räumlich-zeitlichen
Kontext zuzuordnen (An welchem Ort und zu welcher Zeit ist es nicht bewölkt?), was
aber in Abschnitt 2.4.3 als Voraussetzung für situationsbewusste Systeme gefordert
wurde. Dieser Kontext müsste jeweils eigener Teil des Symbols sein. Dadurch würde es
jedoch unmöglich, eine allgemeine Regel zu formulieren. Im Wesentlichen fehlen also
Prädikate und Variablen für Relationen. Ferner werden Quantoren benötigt, um etwa
anzuzeigen, dass eine Formel für alle Variablenbelegungen gilt. Diese Möglichkeiten
bietet die Prädikatenlogik erster Stufe (engl. first order logic; Frege, 1879; Schöning,
2000, S. 49–112). Zum Beispiel könnte eine allgemeine Regel lauten:
∀X,T : Ort(X) ∧Nacht(X,T ) ∧ ¬Bewoelkt(X,T )→ Kalt(X,T )
In natürlicher Sprache soll diese Regel aussagen, dass für jeden Ort X und zu jeder
Zeit T gelte, dass es (immer) kalt ist, wenn es Nacht ist und keine Wolken am Himmel.
Auch hier ergeben sich wieder zahlreiche praktische Schwierigkeiten. Erstens gilt die
Regel in der Realität natürlich nicht immer, sondern nur meistens. Zweitens ist es
nicht möglich anzugeben, dass T bzw. das jeweils zweite Argumente der Prädikate
stets eine Uhrzeit zu sein hat. Weitere Probleme entstehen, wenn die Belegung eines
Prädikats (also wahr oder falsch) nicht bekannt ist. Dies ist in partiell beobachtbaren
Umgebungen eher die Regel als die Ausnahme. Es ist unklar, wie hier insbesondere
die Negation eines Prädikats ausgewertet werden soll. Eine detaillierte Diskussion des
Problems findet sich in Abschnitt 3.1.5.
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Ein generelles Problem der Prädikatenlogik ist die mathematische Entscheidbarkeit
(Skolem, 1920; Turing, 1936). Um die Gültigkeit oder Erfüllbarkeit einer Formel zu
testen, kann in der Prädikatenlogik das Resolutionsverfahren angewendet werden. Al-
lerdings ist dieses Verfahren nicht entscheidbar bzw. nur semi-entscheidbar (Schöning,
2000, S. 68–76). Das heißt, für eine erfüllbare Formel ist nicht garantiert, dass das
Verfahren terminiert. Diese negative Eigenschaft wird in der Praxis teilweise einfach
durch einen Abbruch des Prozesses nach gewisser Zeit oder Beweistiefe begegnet, was
bedingt befriedigend ist. Auch wenn das Problem nicht terminierender Beweise in der
Praxis eher selten auftritt, untersuchen theoretische Informatiker Teilmengen der Prä-
dikatenlogik, welche garantiert voll entscheidbar sind. Zu diesen Teilmengen gehören
insbesondere die Beschreibungslogiken.
3.1.2 Beschreibungslogik und Ontologien
Beschreibungslogiken (engl. description logics; Baader et al., 2007) sind eine Gruppe
von entscheidbaren Logiken für die terminologische Wissensrepräsentation als Teil-
mengen der Prädikatenlogik erster Stufe. Unter anderem wird die Prädikatenlogik
auf ein- und zweistellige Relationen beschränkt. Konstanten sind die Objekte oder In-
stanzen der Beschreibungslogik. Im Wesentlichen liegt der Zweck der Beschreibungs-
logik in der Charakterisierung von Objektklassen und ihrer Relationen (Baader und
Nutt, 2007). Hierbei wird insbesondere eine Organisation von Klassen (als so genannte
Konzepte von engl. concept – Begriff ) in einer Taxonomie, d. h. dem mathematischen
Verband für die ist-ein-Relation, vorgenommen. Das allgemeinste Konzept im Ver-
band wird Top genannt (Symbol >), das speziellste und unerfüllbare Konzept Bottom
(Symbol ⊥).
Nicht-atomare Konzepte können durch verschiedene Konstruktoren definiert und zu
komplexeren Konzepten zusammengefügt werden (Calvanese und Giacomo, 2007). Die
unterstützten Konstruktoren bestimmen den Typ einer Beschreibungslogik. Mögliche
Konstruktoren sind u. a. die Negation (C ≡ ¬C1) für komplementäre Konzepte, der
Schnitt (C ≡ C1 u C2), die Vereinigung (C ≡ C1 unionsq C2), die Wertrestriktion über
eine Eigenschaft R (C ≡ ∀R.C1) sowie Wertzusicherung über eine Eigenschaft R
(C ≡ ∃R.C1). ∀R.C definiert ein Konzept über Instanzen deren Werte (Filler) für
die Eigenschaft R alle Instanzen des Konzepts C sind. Wie in der Prädikatenlogik
impliziert der Allquantor hier keine Existenz. Analog definiert ∃R.C ein Konzept
über Instanzen, die für die Relation R mindestens einen Filler besitzen, der Instanz
des Konzeptes C ist.
Die einfachste Beschreibungslogik, AL, gestattet als Konzeptkonstruktoren nur Ne-
gation atomarer Konzepte, Schnitt, Wertrestriktion und eine unqualifizierte Wertzu-
sicherung oder Existenzrestriktion (∃R.>) (Baader und Nutt, 2007). Eine vollständi-
ge Auflistung und Definition der Syntaxelemente sowie verschiedener Beschreibungs-
logik-Typen neben AL findet sich bei (Calvanese und Giacomo, 2007, S. 196).
Die Semantik der Konzeptkonstruktoren lässt sich mengen-theoretisch formulieren.
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Hierzu können dann Instanzen (auch Individuen genannt) als Elemente einer Menge3
angesehen werden, die das jeweilige Konzept definiert. Im Gegensatz zur klassischen
objektorientierten Modellierung müssen Instanzen jedoch nicht explizit einem oder
mehreren Konzepten zugewiesen werden (concept assertion). Die Zugehörigkeit zu
einem Konzept kann auch aus den Instanzeigenschaften inferiert werden (siehe Ab-
schnitt Ontologie-Inferenz, S. 39).
Abgrenzungen der Begriffe Ontologie und Beschreibungslogik
Eine Ontologie (griech. „Lehre vom Sein“) ist in der Informatik eine formale Spezifi-
kation einer Konzeptualisierung für eine Domäne im Sinne eines begriﬄichen Defini-
tionssystems (vgl. Gruber, 1993). Im Wesentlichen können Beschreibungslogiken als
formale mathematische Grundlagen für Ontologien und für logische Schlussfolgerun-
gen in Ontologien angesehen werden. Ontologien werden dann im Kontext konkreter
Anwendungen eingesetzt, die etwas vereinfachend häufig unter dem Stichwort Se-
mantic Web zusammengefasst werden. Entsprechend ist auch das World Wide Web
Consortium (W3C) die Organisation, welche die Standards zu Ontologiesprachen ver-
abschiedet. Die Web Ontology Language (OWL) liegt als Standard in der Version 1.1
(Bechhofer et al., 2004) bzw. der aktuellen Erweiterung OWL2 (W3C OWL Working
Group, 2009) vor.
Für OWL 1.1 werden dabei drei Sprachvarianten unterschieden: OWL Lite, OWL
DL und OWL Full. Die Varianten sind unterschiedlich ausdrucksmächtig, allerdings
wird eine höhere Ausdrucksmächtigkeit mit einer erhöhten Berechnungskomplexität
für Inferenzen erkauft, die im Fall von OWL Full sogar die in der Beschreibungslo-
gik imperative Entscheidbarkeit aufhebt. Darüber hinaus ist nicht davon auszugehen,
dass in nächster Zeit Ontologie-Werkzeuge OWL Full auf Seiten der Inferenz voll
unterstützen. Der Name OWL DL deutet an, dass es sich hierbei um die an Beschrei-
bungslogiken angelehnte Variante handelt, die der Beschreibungslogik SHOIN (D)
entspricht (Horrocks et al., 2007, S. 473).
Der neuere Standard OWL2 umfasst die Ausdrucksmächtigkeit der Beschreibungs-
logik SROIQ (Horrocks et al., 2006; W3C OWL Working Group, 2009). Hierzu
gehören u. a. Erweiterungen wie transitiv verkette Eigenschaften und typqualifizier-
te Kardinalitätsrestriktionen für Konzepteigenschaften. Zu den Sprachvarianten in
OWL1 werden hier zusätzlich drei syntaktisch eingegrenzte Unterprofile mit spezi-
fischem maximalen Inferenzaufwand angeboten (W3C OWL Working Group, 2009):
OWL2 EL für Inferenzen in Polynomialzeit, OWL2 QL für Inferenzen mit logarith-
mischem Platzverbrauch sowie OWL2 RL für Regelerweiterungen und korrekte aber
potentiell unvollständige Inferenzen in Polynomialzeit. Alle Profile sind restriktiver
als OWL DL (W3C OWL Working Group, 2009).
3 Genauer handelt es sich um eine Interpretationsmenge, da die verwendeten atomaren Symbole
einer domänenspezifischen Interpretation unterliegen (vgl. Baader und Nutt, 2007, S. 52f), die den
Grenzen des symbol grounding problem unterliegt (Harnad, 1990).
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Struktur ontologischer Wissensbasen
Ontologische Wissensbasen unterteilen sich in die Komponenten TBox und ABox so-
wie optional die RBox. Die TBox beschreibt das terminologische Wissen (Nardi und
Brachman, 2007, S. 14). Hierbei handelt es sich um die Definition von Konzepten und
Relationen (auch Rollen genannt) als eine Art Schema der Wissensbasis. Eine Kon-
zeptdefinition besteht aus notwendigen bzw. notwendigen und hinreichenden Bedin-
gungen. Beispiele für Konstruktoren mit notwendigen und hinreichenden Bedingungen
wurden oben bereits angegeben (≡). Ein konkretes Beispiel für diese Definitionen ist
das Konzept Vater als Mann mit einem Kind vom Typ Person:
V ater ≡Mann u ∃hatKind.Person
Eine notwendige Bedingung ermöglicht die einfachste aber auch in der Spezifizität
schwächste Konzeptdefinition. Sie entspricht in Mengensemantik einer Teilmengenbe-
ziehung, wird mit v notiert und Subsumption genannt. Somit wird hierdurch eine
ist-ein-Beziehung angegeben, die aber den genauen Unterschied zur Superklasse
nicht definiert, bspw.
ReflexAgent v Agent
Die Definition einer Relation besteht aus zwei Konzeptdefinitionen: der Domäne für
die erste Komponente und dem Filler oder der Range für die zweite Komponente.
Diese Relationsdefinition wird in Beispielen für Beschreibungslogiken meist unterlas-
sen. Eine Domänenrestriktion auf D für die Relation R könnte aber folgendermaßen
notiert werden:
∃R.> v D
Darüber hinaus können Relationseigenschaften aus der relationalen Algebra angege-
ben werden. Dazu gehören z. B. Transitivität, Symmetrie und Reflexivität. Auch kann
definiert werden, ob eine Relation funktional oder invers funktional ist. Im funktiona-
len Fall wäre es also nur möglich, dass eine Filler-Instanz für jede Domänen-Instanz
existiert. Beschränkungen (engl. constraints oder restrictions) über Relationen sind
ein weiteres wichtiges Mittel zur Definition eines Konzeptes. So werden z. B. weitere
Range-Constraints oder die Anzahl der erlaubten Filler-Instanzen (number restricti-
on) spezifiziert. Ferner gibt es so genannte qualified number restrictions, mit denen
die Anzahl der Filler-Instanzen, die zu einem bestimmten Filler-Konzept gehören,
beschränkt werden können.
Die ABox enthält extensionales (oder auch assertionales) Wissen über die Domäne.
Hierbei handelt es sich um endliche viele Zusicherungen über Konzeptzugehörigkeiten
von Instanzen und über Instanzrelationen. Hier kommt die erwähnte Einschränkung
der Prädikatenlogik zum Tragen. Einstellige Prädikate definieren eine Konzeptzuge-
hörigkeit (concept assertion), bspw. V ater(v) für die Instanz v. Zweistellige Prädikate
geben eine Relation an (role assertion), z. B. hatSohn(v, s) für den Sohn s von v.
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Optional findet sich in ontologischen Wissensbasen als weitere Komponente einer Re-
gelerweiterung: die so genannte RBox oder einfach R. Hierbei handelt es sich meistens
um prozedurale Regeln der Form:
C ⇒ D
Das heißt, alle Instanzen, für die das Konzept C nachgewiesen werden kann, sind nach
Anwendung der Regel auch Instanzen des Konzepts D. Die naheliegende Annahme, es
handele sich hier um eine andere Schreibweise des TBox-Axioms C v D, leitet fehlt.
Zutreffend ist hingegen
C ⇒ D 2 C v D
da für eine RBox-Regel durch die Art der Inferenz (forward reasoning) z. B. keine
Äquivalenz der Kontraposition gegeben ist:
C ⇒ D 2 ¬C ⇒ ¬D
Um diese spezielle Semantik der Regeln deklarativ zu fassen, wurde für einige Be-
schreibungslogiken der epistemische Operator K für Axiome der Form KC eingeführt
(Donini et al., 1998). Im Wesentlichen beschränkt der Operator die Anwendbarkeit
eines Axioms auf die ABox, so dass eine Regel auf das Axiom KC v D abgebildet
werden kann (Baader und Nutt, 2007, S. 78).
Ontologie-Inferenz
Die Modellierung einer Ontologie ist in der Regel kein Selbstzweck, sondern in eine
Anwendung eingebunden, die das formulierte Wissen nutzt. Hierbei sind insbesondere
die logisch-deduktiven Schlussfolgerungen über die Ontologie relevant. Diese Schluss-
folgerungen werden auch Inferenz oder englisch reasoning genannt. Zu trennen ist
dabei zwischen ABox- und TBox-Inferenz.
TBox-Inferenz dient vorrangig der Überprüfung der Modellierung des Schemas einer
Wissensbasis. Mögliche Inferenzen sind hierbei die logische Erfüllbarkeit eines Kon-
zepts, die Überprüfung der Subsumption zweier Konzepte (C1 v C2), ihrer Äquivalenz
(C1 ≡ C2) oder auch deren Disjunktheit (C1 uC2 v ⊥). Wie die angeführten Beispie-
le andeuten, lassen sich alle diese Inferenzen auf die Überprüfung der Subsumption
reduzieren (Baader und Nutt, 2007, S. 69). Die Erfüllbarkeit eines Konzepts C kann
z. B. als Unerfüllbarkeit von ¬C äquivalent als ¬C v ⊥ formuliert werden. Ebenso
lassen sich alle Inferenzen auf die Überprüfung der Unerfüllbarkeit reduzieren (Baader
und Nutt, 2007, S. 69).
ABox-Inferenzen beziehen sich auf die praktische Anwendung ontologischen Wissens
in einer konkreten Problemstellung als vorliegende Ausprägung ihrer Domäne. Zur
Inferenz in einer ABox A gehören die Konsistenzprüfung (bzgl. der TBox), die In-
stanzüberprüfung (A |= C(a), engl. instance checking), die Abfrage aller Instanzen
eines Konzepts (retrieval) und die Abfrage der spezifischsten Konzepte zu einer In-
stanz (realization). Die Konsistenzprüfung ist insbesondere von Bedeutung, da nach
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den Regeln der Logik eine Inkonsistenz beliebige (widersprüchliche) Schlussfolgerun-
gen erlauben würde.
Ein wichtiges Unterscheidungsmerkmal ontologischer Inferenz im Gegensatz z. B. zur
logischen Programmierung (vgl. Abschnitt 3.1.3) ist die so genannte Open World As-
sumption (Baader und Nutt, 2007, S. 74–76). Anfragen über nicht formulierte Fakten
bzw. nicht logisch ableitbare Aussagen werden weder als wahr noch als falsch bewer-
tet. Im Gegensatz dazu wird bei der Closed World Assumption (Reiter, 1978) alles,
was nicht als wahr bekannt ist, als falsch angenommen. Dieses Interpretation findet
sich z. B. in Datenbanken. Die Closed World Assumption wird in der logischen Pro-
grammierung sehr ähnlich als negation as failure angewendet (vgl. Abschnitt 3.1.3).
Die Zulässigkeit der Closed World Assumption hängt vor allem von der Art und dem
Kontext ab, in denen eine Wissensbasis mit Fakten gefüllt wird. In partiell sichtbaren
und dynamischen Umgebungen ist die Annahme nicht zulässig, weil sie dort falsche
Inferenzen produzieren kann (vgl. Abschnitt 3.1.5).
Ontologische Inferenzverfahren sind so genannte Tableau-Algorithmen und die struk-
turelle Subsumption. Beide Verfahren sind für gängige Beschreibungslogiken ent-
scheidbar. Strukturelle Subsumption ist jedoch nur für einfachere Beschreibungslo-
giken (z. B. ALN ) ohne Disjunktion und komplexe Negation geeignet (Baader und
Nutt, 2007, S. 81–85). Angewendet wird dieses sehr effiziente Verfahren zur Überprü-
fung der Subsumption zweier Konzepte anhand ihrer syntaktischen Struktur. Hierzu
werden die Konzepte normalisiert und in einem rekursiven Verfahren die Struktur ver-
glichen (Baader und Nutt, 2007, S. 83f). Für komplexere Beschreibungslogiken müssen
jedoch Tableau-Algorithmen (Schmidt-Schauß und Smolka, 1991) angewendet wer-
den. Hierzu wird die Konzept-Subsumption auf die Überprüfung der Unerfüllbarkeit
abgebildet:
A v B gdw. A u ¬B unerfüllbar
Nach einer Überführung des Konzeptes C = A u ¬B nach C0 als Negationsnormal-
form (d. h. Hineinziehen der Negation vor Konzeptnamen) wird iterativ eine endliche
Interpretation I des Konzeptes C0 mit CI0 6= ∅ erzeugt, indem nach gegebenen Trans-
formationsregeln der jeweiligen Konzeptkonstruktoren iterativ fiktive Instanzen gene-
riert werden, bis alle Konzept-Constraints aufgelöst sind oder sich ein Widerspruch
ergibt (Baader und Nutt, 2007, S. 85f). Im ersten Fall ist die Unerfüllbarkeit von C
und damit die Richtigkeit der Subsumption A v B bewiesen.
Anwendungen für Autonome Systeme
Ontologien werden häufig in wissensbasierten System und im Bereich Wissensmana-
gement eingesetzt. Entsprechende etablierte Software-Werkzeuge auf der Basis von
OWL stehen für die Modellierung (z. B. Protégé4) und die Inferenz (z. B. Pellet5 oder
RacerPro6) zur Verfügung. Trotz dieser Werkzeuge sind in der Regel Experten für
4Protégé ist verfügbar unter http://protege.stanford.edu/
5Pellet ist erhältlich unter http://clarkparsia.com/pellet/
6Die Internetseite des kommerziellen RacerPro ist http://www.racer-systems.com/
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Wissensrepräsentation als Wissensingenieure notwendig, die das Domänenwissen der
Anwender ontologisch umsetzen.
Zu den Anwendungsdomänen von Ontologien gehören u. a. Computerlinguistik (engl.,
Natural Language Processing, NLP), (Produkt-)Konfiguration, Medizin (z. B. Diagno-
se), digitale Bibliotheken und (web-basierte) Informationssysteme (Nardi und Brach-
man, 2007, S. 22). Für die Konfiguration bieten Ontologien eine geeignete Möglichkeit,
technische Anforderungen und Abhängigkeiten zu formulieren. Entsprechende Anwen-
dungen (vor allem für den Automotive-Bereich) beschreiben z. B. Ranze et al. (2002),
McGuinness und Wright (1998) sowie Rychtyckyj (1996). Ebenso können Ontologien
verwendet werden, um autonome Systeme zu konfigurieren, etwa ihre Sensorik und
Aktuatorik oder die Rechnerhardware, mit der sie ausgeführt werden (Gehrke, 2009).
Im Bereich der Multiagentensysteme spielen Ontologien eine wichtige Rolle bei der
Kommunikation der Agenten. Während die Sprache ACL die Struktur einer Nach-
richt vorgibt, ist deren Semantik nicht explizit. Die Bedeutung der ACL-Performative
ist zwar modallogisch spezifiziert, die Bedeutung des eigentlichen Nachrichteninhalts
jedoch nicht. Offensichtlich ist Kommunikation zwischen Agenten unmöglich, wenn
sie sich nicht verstehen können. Ontologien bilden daher eine gemeinsame Grundlage
für die einheitliche Interpretation des Inhalts einer Nachricht. Hierzu bietet die FIPA
ACL das Feld ontology zur Interpretation der Symbole und das Feld language zum
Parsieren der Struktur des Inhalts (FIPA, 2002a). Letztendlich kann eine Ontologie
aber hier auch nur helfen, verwendete Konzepte und Instanzen durch ihre Spezifika-
tion in Beziehung zu setzen (z. B. Subsumption). Was ein Symbol tatsächlich in der
Realwelt referenziert, kann nicht beantwortet werden und bleibt implizit im Agen-
tenverhalten kodiert. Diese Fragestellung wird durch das symbol grounding problem
beschrieben (Harnad, 1990).
Wie z. B. durch die Anwendungen in der Produktkonfiguration belegt ist, kann das
terminologische Wissen einer Ontologie nichtsdestotrotz sehr hilfreich sein. Ein au-
tonomes System kann durch eine Ontologie z. B. in die Lage versetzt werden, gezielt
Schlussfolgerungen über seine sensorischen Fähigkeiten zu ziehen, indem die Sensoren
und die gelieferten Daten/Informationen formal spezifiziert werden (Gehrke, 2009).
Diese kann u. a. zur Kooperation von Agenten zum Informationsaustausch genutzt
werden.
3.1.3 Logische Programmierung
Ebenso wie Ontologien stellen Hornklauseln eine bestimmte Teilmenge der mathema-
tischen Logik dar. Eine Hornklausel ist eine Disjunktion von Literalen (aussagen- oder
prädikatenlogisch), wobei höchstens ein Literal nicht negiert ist (Horn, 1951). Nach
der Definition der logischen Implikation kann eine Hornklausel in eine Implikation
umgeformt werden. Das in der Hornklausel nicht negierte Literal ist dabei die Kon-
sequenz (oder head), während die negierten Literale in Konjunktion die Antezedens
(oder body) bilden:
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¬A1 ∨ · · · ∨ ¬An ∨ S ⇔ A1 ∧ · · · ∧An → S
Der Vorteil der Hornklausel ist, dass sie (im aussagenlogischen Fall) mit vorhanden
Algorithmen in Polynomialzeit auf Erfüllbarkeit getestet werden können (Chandru
et al., 1990). Aus diesem Grund sind Hornklauseln für den Bereich des automatischen
Theorembeweisens attraktiv. Insbesondere ist hier die logische Programmierung und
die Programmiersprache Prolog (Colmerauer et al., 1973) zu nennen. Nichtsdesto-
trotz ist die Erfüllbarkeit von Hornklauseln im prädikatenlogischen Fall unentscheid-
bar (Brachman und Levesque, 2004, S. 94). In der Praxis kann dies jedoch durch
Vermeidung von Konstrukten wie zyklischen Regeln vermieden werden.
Logische Programmierung ermöglicht die axiomatisch-deklarative Definition7 eines
Computerprogramms mithilfe mathematischer Logik und bietet einen Theorembewei-
ser, der die mit Logik repräsentierten „Probleme“ löst. Für die Inferenz war hierbei die
Entwicklung geeigneter Resolutionsverfahren bedeutend, die im Wesentlichen durch
Kowalski und Kuehner (1971) mit der SL-Resolution (selective linear resolution) ein-
geführt wurden und schließlich zur SLD-Resolution (SL resolution with Definite clau-
ses) für die aus Prolog bekannten definiten Hornklauseln verfeinert wurden (Kowalski,
1974). Die SLD-Resolution verwendet das so genannte Backward Chaining, im Sin-
ne von rückwärts von Konsequenz zu Antezedens. Im Falle von Prolog-Regeln heißt
das, das Verfahren sucht jeweils Regelköpfe, die das Zutreffen der Vorbedingungen
(Regelkörper) einer (im Inferenzverfahren) höheren Regel bestätigen könnten (also
der jeweiligen Vorbedingungen entsprechen). Dieses Verfahren wird solange für nicht
direkt auflösbare Vorbedingungen vertieft oder transitiv verkettet (chaining), bis eine
passende Konsequenz gefunden wird oder keine mehr vorhanden ist (vgl. Brachman
und Levesque, 2004, S. 91ff).
In statischen Systemen kann durch Memoisation, in Prolog tabling genannt, mit Back-
ward Chaining eine sehr effiziente Inferenz erreicht werden, die außerdem Endlosschlei-
fen vermeidet (Sagonas et al., 1994). In dynamischen Wissensbasen kann Forward
Chaining geeigneter sein. Forward Chaining ist im Gegensatz zu Backward Chaining
nicht ziel- sondern datenorientiert, d. h., diese Inferenz sucht nach Regeln mit wahrer
Antezedens, generiert so mehr Wissen und terminiert, sobald dabei das Zielprädikat
gefunden wird. Bestätigte Prädikate werden als wahr markiert und müssen in folgen-
den Inferenzen nicht mehr bewiesen werden (Brachman und Levesque, 2004, S. 93f).
Nachteilig ist jedoch, dass auch beliebig viele irrelevante Fakten gefunden werden, was
teilweise durch zielgerichtete Regelauswahl oder Anpassung verhindert werden kann
(Russell und Norvig, 2010, S. 336f)
F-Logic und FLORA
Während Prolog eine mächtige Basis zur deklarativen Programmierung und For-
mulierung von Wissensbasen intelligenter Systeme bietet, ist die Syntax nicht für
7Wobei z. B. Prolog-Regeln auch prozedural gelesen werden können.
Abschnitt 3.1 – Logische Wissensrepräsentation 43
klassische Elemente von Wissensbasen wie Taxonomien (vgl. Abschnitt 3.1.2) oder
objektorientierte Ansätze optimiert, da die Datenstrukturen im Wesentlichen flach
sind. So fehlen explizite Konstrukte für Objekt/Instanz und Klasse sowie deren Ei-
genschaften und Beziehungen. Auch ist es oft hilfreich, Prädikate höherer Ordnung
zu formulieren, z. B. um die Symmetrie oder Transitivität einer Relation allgemein zu
definieren:
Relation(X,Y) :- symmetric(Relation), Relation(Y,X).
Relation(X,Z) :- transitive(Relation),
Relation(Y,Z), Relation(X,Y).
symmetric(brother).
transitive(ancestor).
Das Prolog-Derivat XSB (Sagonas et al., 1994) bietet mit HiLog (Chen et al., 1993) ei-
ne Syntax-Erweiterung für Prädikate höherer Ordnung, die jedoch im Bereich der Prä-
dikatenlogik erster Stufe bleibt und somit keine Semantik höherer Ordnung hat (Chen
et al., 1993). Mit XSB als Inferenzmaschine implementiert das Programm Flora-2
(Yang et al., 2003) die objektorientierte und frame-basierte Beschreibungssprache F-
Logic (Kifer et al., 1995). F-Logic bietet eine spezielle Syntax zur Beschreibung deduk-
tiver Datenbanken mit Klassenhierarchien und Eigenschaften. Das folgende Flora-
Programm definiert den Ausschnitt einer einfachen Klassenhierarchie für Agenten und
eine entsprechende Beispielinstanz:
reflex_agent::agent. learning_agent::agent.
agent1:reflex_agent. agent1:learning_agent.
Flora-2 ist objektorientiert in dem Sinne, dass alle Symbole (Prädikat, Klasse, In-
stanz, Eigenschaft) als Objekte interpretiert werden und Klasseneigenschaften (z. B.
Standardattributwerte) vererbt werden. Jedoch können nach wie vor die meisten Pro-
logkonstrukte aus XSB verwendet werden. So ist es möglich, Objekteigenschaften
objektorientiert oder aber prädikatenlogisch zu formulieren. Im letzteren Fall gehen
allerdings die Vorteile der Flora-eigenen Metaprogrammierung wie Vererbung ver-
loren.
thermometer::sensor[einheit*=>celsius].
sensor1:thermometer[modell->’TS-4711’].
Im obigen Beispiel wird ein Thermometer als Unterklasse der Klasse Sensor definiert
und für alle Thermometer (Instanzen und Unterklassen) als monotoner Standard die
Eigenschaft einheit auf den Wert celsius festgelegt. Die zweite Zeile spezifiziert
sensor1 als Instanz der Klasse Thermometer und die Instanzeigenschaft modell mit
dem Wert ’TS-4711’. Durch die Zugehörigkeit zur Klasse Thermometer ergibt sich
implizit daher auch die Einheit Celsius für sensor1 (sensor1[einheit->celsius]).
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Weitere Konstrukte erlauben auch komplexe Klassen und Kardinalitätsbeschränkung-
en ähnlichen wie in Beschreibungslogiken. Balaban (1995) gibt eine Übersetzung von
Beschreibungslogiken in F-Logic an. Aufgrund der unterschiedlichen Beweismechanis-
men (Tableau bzw. SLD-Resolution) und Negationssemantik (Open World Assump-
tion bzw. Closed World Assumption) ist F-Logic/Flora jedoch nicht inferenzäqui-
valent mit Beschreibunglogiken.
Logische Programmierung autonomer Systeme
Logische Programmierung kommt in intelligenten autonomen Systemen hauptsächlich
im Bereich höherer Funktionen zur Anwendung. Für niedere Steuerungsfunktionen,
die zuverlässig im Bereich weniger Millisekunden ausgeführt werden müssen, ist eine
Anfrage oder Entscheidungsregel auf der Basis von z. B. Prolog nicht unbedingt an-
gemessen. Systemnahe Steuerung benötigt systemnahe Implementierung (vgl. Albus
et al., 2004). Im Bereich höherer Steuerungsfunktionen im Laufzeitbereich über ca. 50
Millisekunden oder Unterstütztungsfunktionen wie modellbasierter Situationserken-
nung, wurde logische Programmierung jedoch erfolgreich angewendet. So finden sich
Beispiele im Bereich intelligenter Fahrzeuge (Gehrke et al., 2005; Lattner et al., 2005;
Miene et al., 2004) und RoboCup Soccer (Miene, 2003; Warden et al., 2008).
3.1.4 Modallogik
Das syntaktische Argument von F-Logic wird auch von der Modallogik aufgegrif-
fen. Sie bietet syntaktische Erweiterungen zur Beschreibungen relationaler Struktu-
ren mittels der alethischen Modalitäten Möglichkeit (♦ϕ) und Notwendigkeit (ϕ)
einer Formel ϕ. Diese Modalitäten können je nach Anwendung unterschiedlich inter-
pretiert und erweitert werden, z. B. temporal oder epistemisch. Als formale Semantik
der Modallogik wird in der Regel das Mögliche-Welten-Modell (engl. possible worlds)
verwendet (Carnap, 1946; Kripke, 1963).
Letztlich handelt es sich bei den propositionalen Modallogiken um variablenfreie, ein-
facher lesbare (Blackburn und van Benthem, 2007, S. 10, S. 21) und sogar entscheid-
bare (Vardi, 1997) Teilmengen der Prädikatenlogik. Modallogik erster Stufe, also die
Erweiterung der Prädikatenlogik erster Stufe um Modalitäten, ist im Allgemeinen of-
fensichtlich nicht mehr entscheidbar (siehe Abschnitt 3.1.1). Allerdings beschränken
sich viele Modallogiken wie z. B. temporale Logiken auf eine begrenzte Anzahl von
Variablen in einer Formel (Gabbay, 1981). Nichtsdestotrotz ist Entscheidbarkeit ab
drei Variablen nicht garantiert (Blackburn und van Benthem, 2007).
Nicht-alethische Varianten
Spezielle Varianten bzw. Erweiterungen der Modallogik sind u. a. die epistemische
Logik (Logik des Wissens), doxastische Logik (Logik des Wissens und Glaubens) und
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temporale Logik (für zeitliche Abläufe). Dynamic doxastic logic (Segerberg, 1995) und
dynamic epistemic logic (van der Hoek und Wooldridge, 2003; van der Hoek, 1996)
stellen Kombination durch temporale Erweiterung dar. Hierbei sind insbesondere die
Temporallogiken mit Zeitverzweigungen im Sinne möglicher Welten zu nennen, wel-
che auf die Computation Tree Logic (CTL) zurückgehen (Emerson und Halpern, 1982;
Clarke und Emerson, 1982). In temporalen Modallogiken kann ♦ als „muss immer gel-
ten“ und  als „kann (in Zukunft) irgendwann der Fall sein“ interpretiert werden.
Eine weitere temporale Modalitäten ist z. B. Until. Dabei gilt ϕU ψ, falls ψ irgend-
wann erfüllt sein wird und ϕ bis dahin immer gilt (Wooldridge, 2000, S. 57). Eine
ausführliche Diskussion modaler Varianten der Temporallogik geben Barringer und
Gabbay (2005).
Selbst für einige Beschreibungslogiken lässt sich zeigen, dass sie - trotz unterschiedli-
cher Zielsetzung - eine syntaktische Variante von Modallogiken sind. So konnte Schild
(1991) zeigen, dass ALC eine multimodale Variante der Modallogik K ist. Auch wurde
in Abschnitt 3.1.2 der epistemische Operator K für die Abbildung von Regeln ange-
führt. Eine ausführliche Beschreibung der Beziehung zwischen Beschreibungs- und
Modallogiken geben Baader und Lutz (2007).
Modallogik für intelligente Agenten
Auf dem Gebiet der künstlichen Intelligenz ist darüber hinaus Modallogik für zeitlich-
qualifizierte Wissensrepräsentation (vgl. Reichgelt und Vila, 2005) und zielorientier-
te Agenten (vgl. Wooldridge, 2000) von Bedeutung. Eine dedizierte Beschreibung
räumlich-zeitlichen Wissens für autonome Systeme findet sich in Abschnitt 3.4.1. Im
Forschungsgebiet intelligenter Agenten und Multiagentensystemen nehmen Modallo-
giken eine wichtige Rolle bei der individuellen Entscheidungsfindung und auch bei
der Kooperation ein. So ist z. B. die Semantik der FIPA-Performative in FIPA SL
(FIPA, 2002e), einer speziellen Modallogik, definiert. Diese beschreibt u. a. Vorbe-
dingungen und Nachbedingungen im Nachrichtenaustausch von Agenten (vgl. auch
Abschnitt 2.3).
Für Agenten nach dem BDI-Ansatz (Abschnitt 4.2.2) sind Multimodallogiken die vor-
herrschende Formalisierung. Modalitäten in BDI-Logik sind die mentalen Zustände
eines Agenten (Belief, Desire, Intention), Agenten-Fähigkeiten sowie zeitliche Moda-
litäten zur temporalen Qualifizierung von Zuständen und Zustandsbeziehungen (Rao
und Georgeff, 1998). Für die Entscheidungsfindung eines Agenten ist insbesondere die
Erreichbarkeit von Zielen in einer CTL-Struktur zukünftiger Zustände von Bedeutung.
Wooldridge (2000, S. 47–90) führt mit LORA eine weitere Prädikatenmodallogik
für rationale Agenten ein, die hier beispielhaft für weitere Modallogiken intelligenter
Agenten diskutiert werden soll. Die komplexe Logik8 vereint die drei logischen Kom-
8Wooldridge enthält sich einer Entscheidbarkeitsuntersuchung der sehr mächtigen Logik oder ihrer
Teilmengen. Allerdings ist LORA in der Zielsetzung auch eher von theoretischer als von praktischer
Bedeutung.
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Formel Interpretation
©ϕ ϕ ist im nächsten Zustand wahr
♦ϕ ϕ ist jetzt oder in Zukunft wahr
ϕ ϕ ist immer wahr
ϕU ψ ϕ ist wahr, bis ψ wahr ist
ϕW ψ ϕ ist wahr, solange ψ nicht wahr ist
Tabelle 3.1: Pfad-Konnektoren in LORA (Wooldridge, 2000, S. 57)
Formel Interpretation
(Happens α) Aktion α passiert als nächstes
(Achvs α ϕ) Aktion α passiert und bewirkt ϕ
(Agts α g) Gruppe g muss Aktion α ausführen
Tabelle 3.2: Aktionsoperatoren in LORA (Wooldridge, 2000, S. 62)
ponenten BDI, Zeit/Dynamik und Aktionen. Die BDI-Komponente führt die entspre-
chenden Modalitäten Bel, Des und Int ein. Dabei ist beispielsweise die Semantik der
Formel (Bel i ϕ), dass ein Agent i an die Wahrheit der Formel ϕ glaubt. Auch ist eine
meta-doxastische Formel mit Quantoren wie
∃ i (Bel i∃j (Bel j Sunny(Bremen)))
möglich. Das Beispiel sagt aus, dass es einen Agenten gibt, der glaubt, dass es einen
Agenten gibt, der glaubt, dass es in Bremen sonnig sei.
Für die temporale Dimension müssen die angeführten Formeln zeitlich qualifiziert,
also einem Zeitpunkt zugeordnet werden. Hierzu wird in LORA wiederum eine CTL-
Struktur für sich verzweigende Zustandsfolgen verwendet, die mögliche zeitliche Ab-
läufe in der Zukunft repräsentiert. Die Vergangenheit wird jedoch als rein lineare
Zustandsfolge betrachtet. Die Verzweigung in die Zukunft ergibt sich zum einen aus
den möglichen Aktionen des Agenten und zum anderen aus den möglichen Effekten
einer nicht-deterministischen Aktion. Um Eigenschaften der Pfade in der zeitlichen
Zustandsstruktur zu beschreiben, stehen die Modaloperatoren aus Tabelle 3.1 zur
Verfügung. Ein Pfad ist dabei jeweils eine Folge verbundener zukünftiger Zustände, die
mit einem Identifikator gekennzeichnet sind, z. B. (t1, t2, t3, t4, t5). Die Pfadquantoren
A (wahr auf allen Pfaden) und E (wahr auf mindestens einem Pfad) erlauben dann
Aussagen über die gesamte CTL-Struktur.
Die Aktionskomponente in LORA (Wooldridge, 2000, S. 61–66) formalisiert schließ-
lich das Transitionssystem. Hierzu stehen Operatoren und Konstruktoren für Aktionen
zur Verfügung, die in den Tabellen 3.2 und 3.3 aufgeführt sind. Die Syntax erlaubt
z. B. Ausdrücke wie
(Happens (ϕ?;α) | (¬ϕ?;α′))
Hiermit wird ausgedrückt, dass im Falle ϕ die Aktion α ausgeführt wird und andern-
falls Aktion α′.
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Ausdruck Interpretation
α;α′ Aktion α folgt Aktion α′
α|α′ Entweder Aktion α oder α′
α∗ Aktion α wird beliebig oft in Folge ausgeführt
ϕ? Testbedingung für ϕ ist wahr
Tabelle 3.3: Aktionskonstruktoren in LORA (Wooldridge, 2000, S. 63)
Neben der Agenten-Logik LORA wurden in der Literatur zahlreiche weitere Modal-
logiken entwickelt. Jährlich werden neue Varianten und Erweiterungen von Agenten-
Modallogiken entwickelt und z. B. auf der Konferenz bzw. in der Zeitschrift Autono-
mous Agents and MultiAgent Systems (AAMAS) vorgestellt. Insbesondere sind hier-
bei auch Kooperationslogiken für Multiagentensysteme relevant. Diese ermöglichen
es, über die (strategischen) Fähigkeiten von Agenten und deren Verpflichtungen in
koordinierten Aktionen und Plänen Schlussfolgerungen zu ziehen. So entwickelten et-
wa Meyer et al. (1999) die Logik Karo, welche vor allem auf Dynamik, Beliefs und
Verpflichtungen im Kontext von Multiagenten-Kooperation fokussiert.
Einer der einflussreichsten Ansätze ist die Coalition Logic von Pauly (2002). Coalition
Logic ermöglicht es, eine Menge von Aktionen verschiedener Agenten (genannt game
frame) und deren Konsequenzen zu beschreiben. Schließlich ist es das Ziel, Agenten-
Koalitionen zu etablieren, die das Erreichen eines bestimmten Zustands erzwingen
können. So gibt z. B. der Ausdruck [a1, a2](p ∧ q) an, dass die Koalition der Agenten
a1 und a2 kooperieren kann, um einen Zustand zu erreichen, in dem p ∧ q gilt.
Eine weitere Kooperationslogik schlagen van der Hoek und Wooldridge (2005) mit
cl-pc vor, die u. a. auf eine syntaktische Vereinfachung abzielt. In cl-pc wird von
einer statischen (nur durch Aktionen manipulierbaren) Umgebung ausgegangen, die
durch Aussagenlogik beschrieben ist. Jedem Agenten wird eine Teilmenge dieser Um-
gebungsvariablen exklusiv zugewiesen. Auf der Basis dieser Zuweisung werden Schluss-
folgerung über potentielle Koalitionen möglich, die nötig sind, um einen bestimmten
Zustand zu erreichen.
3.1.5 Unwissenheit und Negation in der Logik
Für logikbasierte Systeme ist die Interpretation des Wahrheitsbegriffs einer logischen
Formel von elementarer Bedeutung. Wenn Entscheidungen von einer logischen Formel
abhängen, die z. B. eine Aktionsvorbedingung für den Zustand der Umwelt beschreibt,
muss die Möglichkeit beachtet werden, dass einzelne Wahrheitswerte unbekannt sind.
Insbesondere in dynamischen und räumlich ausgedehnten Domänen ist nicht von voll-
ständigem, sondern unvollständigem Wissen auszugehen. Einerseits sorgt die partielle
Sichtbarkeit einer komplexen und/oder ausgedehnten Umgebung für fehlendes Wissen.
Andererseits ist vermeintlich vorhandenes Wissen durch die Dynamik der Umgebung
potentiell veraltet und somit inkorrekt.
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Bei fehlendem Situationswissen müssen Systeme, die auf zweiwertiger Logik beruhen,
welche nur zwischen wahr oder falsch unterscheidet, für die Inferenz entscheiden, wie
sie unbekannte, nicht deduzierbare Wahrheitswerte interpretieren. Dabei bestehen
folgende Möglichkeiten:
• Unbekanntes wird als falsch angenommen
• Unbekanntes wird als unbestimmt bzw. unbekannt angenommen
• Unbekanntes wird als wahr angenommen
Nur die zweite Interpretation erscheint auf den ersten Blick sinnvoll. Sie wird in der Li-
teratur Open World Assumption (OWA) genannt und z. B. für die Ontologie-Inferenz
verwendet (Abschnitt 3.1.2). Alles als wahr anzunehmen, was unbekannt ist, scheint
für einen (kritisch-)rationalen Agenten hingegen nicht angemessen. Auch der erste
Fall, als Closed World Assumption (CWA) bezeichnet (Reiter, 1978), entspricht kei-
ner intuitiven Herangehensweise an das Problem, da im Gegensatz zum Menschen-
verstand selbst sehr wahrscheinliche, aber dennoch unsichere Sachverhalte stets als
unwahr angesehen würden.9 Dennoch muss eine Bewertung der obigen Alternativen
berücksichtigen, dass es sich um Computersysteme und nicht um Menschen handelt.
Das umfangreiche menschliche Hintergrundwissen über Wahrscheinlichkeit und Plau-
sibilität oder gar Dynamik von Information ist für technische Systeme erst einmal
nicht selbstverständlich. Darüber hinaus sind Kontext und Art der Datenerhebung
und -verwendung zu beachten. So kann es z. B. für Datenbanken durchaus adäquat
sein, die gegebenen Daten als vollständig anzunehmen.
Entsprechend wird die Closed World Assumption gerade in (deduktiven) Datenban-
ken und der logischen Programmierung verwendet und dort als negation as failure
bezeichnet (Clark, 1978). Werden Wissensbasen intelligenter Agenten aber mithilfe
logischer Programmierung repräsentiert, ist die Closed World Assumption kritisch zu
beurteilen. Ein fälschlich als unwahr angenommenes, weil nicht beobachtetes Prädikat
(p3) in einer Prolog-Entscheidungsregel der Art
doAction(α) : − p1, p2, not(p3)
kann zu einer Entscheidung führen, die im besten Fall nur suboptimal ist, aber even-
tuell sogar die Unversehrtheit des Systems oder seiner Umwelt gefährdet. Daher muss
Negation in solchen Systemen entweder generell vermieden oder die Semantik der
Negation selbst angepasst werden.
Ansätze zur Behandlung fehlenden Wissens
Für XSB (Sagonas et al., 2000) und Flora-2 (Abschnitt 3.1.3) wurde Prolog um einen
neuen Negationsoperator (tnot) mit anderer Interpretation erweitert, der modell-
theoretisch fundiert ist und Endlosschleifen vermeidet (Yang et al., 2008, S. 51–54).
9Nicht-monotone Logiken lassen jedoch Standardinferenzen zu (Reiter, 1980), mit denen bei Un-
wissenheit der wahrscheinlichere Wahrheitswert angenommen werden kann.
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Diese well-founded semantics (Gelder et al., 1991) für Negation beruhen auf dreiwerti-
ger Logik, da der zusätzliche Wert undefined eingeführt wird. Allerdings wird hiermit
nicht das grundsätzliche Problem fehlender Information gelöst; vielmehr werden Pro-
bleme in der Inferenz adressiert, die z. B. bei Regeln der Art p :- not p auftreten
würden (Yang et al., 2008, S. 51). So ist ein Aufruf von p genau dann erfolgreich, wenn
p wahr oder undefiniert ist. Um dennoch eine Unterscheidung des Wahrheitswertes
zu ermöglichen, werden die Flora-Primitive true, false und undefined eingeführt, die
z. B. mit undefined(p) ausgewertet werden (Yang et al., 2008, S. 52).
Ein weiterer Ansatz, Unwissenheit und Unsicherheit logisch zu repräsentieren, ist
der Mögliche-Welten-Ansatz der Modallogik (Abschnitt 3.1.4). Anstatt eine aufspan-
nende Struktur nur für die Zukunft zu verwenden, kann auch die Gegenwart durch
verschiedene mögliche Welten repräsentiert werden, die Hypothesen über den aktuel-
len Weltzustand darstellen (Halpern, 2003, S. 12ff). Für eine Umgebungen, die durch
v Variablen beschrieben ist, ergäben sich dabei schon im Fall rein Boolescher Varia-
blen 2v mögliche Welten. Somit ist die Handhabbarkeit in komplexen Umgebungen
so nicht gewährleistet. Eine Komplexitätsreduktion durch unterspezifizierte Welten
hätte wiederum zur Folge, dass, wie bereits angeführt, für die Inferenz eine geeignete
Interpretation fehlender Werte zu wählen wäre. Werden als unwahrscheinlich einge-
stufte Welten ausgeschlossen, wendet der Agent ein qualitatives Maß für Unsicherheit
an10 (Halpern, 2003, S. 12). Insofern ist die Anzahl der als möglich erachteten Welten
ein Maß für die Unsicherheit des Agenten.
Neben dieser qualitativen Unsicherheit bietet die qualitative Wissensrepräsentation
(Abschnitt 3.4.1) einen Ansatz, mithilfe der Diskretisierung und Abstraktion von
Wertebereichen auf eine limitierte Anzahl von relevanten Äquivalenzklassen sowohl
Unsicherheit als auch Unwissenheit zu repräsentieren. Einerseits wird Unsicherheit
irrelevant, sofern die mögliche Abweichung des angenommenen quantitativen Wertes
innerhalb der Äquivalenzklasse bleibt. Andererseits kann Unsicherheit als Teilmenge
möglicher Belegungen einer qualitativen Variablen abgebildet werden. Vorausgesetzt
eine Graphstruktur über den Äquivalenzklassen, ist diese Teilmenge z. B. als Teilgraph
über konzeptuelle Nachbarschaften oder im Falle einer linearen Ordnung als Intervall
zu definieren. Die Handhabbarkeit dieses Ansatz hängt dabei entscheidend von der
Anzahl der Äquivalenzklassen ab.
Beurteilung
Die hier aufgeführten symbolischen Ansätze ermöglichen zwar teilweise den Umgang
mit Unsicherheit und Unwissen. Jedoch sind sie nicht geeignet, über Transitivitätsre-
geln und Kompositionstabellen hinaus quantifizierbare Zusammenhänge wie die Wahr-
scheinlichkeit einer bestimmten Variablenbelegung aus vorhandenem Wissen abzulei-
ten. Die verschiedenen Möglichkeiten für eine unbekannte Belegung einer Variablen
10Halpern (2003, S. 12–17) zeigt, dass mögliche Welten auch als Semantik für probabilistische
Ansätze dienen können, wenn die Welten mit Wahrscheinlichkeiten annotiert werden.
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entsprechen statistisch nur einer Gleichverteilung über diese Möglichkeiten und kön-
nen daher nicht verglichen werden. Daraus folgt auch, dass bei der Ableitung von
weiteren Unbekannten unter Einbeziehung von anderen Unbekannten im schlimms-
ten Fall schließlich eine Gleichverteilung über alle möglichen Belegungen der Variable
und somit Unwissenheit entsteht. Diese Beschränkung wird durch probabilistische
Ansätze aufgehoben, welche im nächsten Abschnitt vorgestellt werden.
3.2 Probabilistische Wissensrepräsentation
Im vorherigen Abschnitt wurde der Nutzen logischer Repräsentation und Inferenz dar-
gelegt, aber auch damit verbundene Probleme diskutiert. Diese Probleme sind letztlich
alle in der Dynamik und partiellen Sichtbarkeit der Umgebung aber auch in senso-
rischen Einschränkungen begründet. Daraus folgt einerseits die Notwendigkeit, auch
unter Unsicherheit abgewogene Entscheidungen zu treffen. Andererseits müssen au-
tonome System auch in der Lage sein, das mit dieser Unsicherheit verbundene Risiko
zu bewerten und aktiv Umgebungsinformationen zu akquirieren. Die Informationsak-
quisition wird jedoch nicht ausschließen können, dass ein Agent nur unvollständiges
Wissen über seine Umgebung besitzt. Umso wichtiger ist es, dass aus vorhandenen In-
formationen potentiell unsichere Aussagen über diese Unbekannten gefolgert werden
können. Auch müssen Agenten bei der Planung berücksichtigen, dass gewählte Ak-
tionen nicht zwangsläufig den gewünschten Ausgang haben (vgl. Russell und Norvig,
2010, S. 480f).
Die Wahrscheinlichkeitstheorie und die Nutzentheorie bieten die entsprechende mathe-
matische Grundlage, um die benötigten Schlussfolgerungen zu ziehen. Probabilistische
Ansätze können einerseits die Wahrscheinlichkeit von unbekannten Sachverhalten aus
bekannten Sachverhalten schließen. Andererseits gibt in der Nutzentheorie die Wahr-
scheinlichkeitsverteilung über die möglichen Ausgänge einer Aktion unter Unsicherheit
einen Maßstab für deren wahrscheinlichen Nutzen (engl. expected utility) als Erwar-
tungswert (von Neumann und Morgenstern, 1953, S. 83). Stehen mehrere Aktionen
zur Auswahl, so sollte jene gewählt werden, die den erwarteten Nutzen maximiert.
Dieses Prinzip wird in der Entscheidungstheorie Maximum Expected Utility genannt.
Nach diesem Ansatz werden Agenten genau dann als rational bezeichnet, wenn sie
eine „Aktion wählen, die den höchsten erwarteten Nutzen hervorbringt“ (Russell und
Norvig, 2010, S. 482f)11. Rationalität wird hier also im ökonomischen Sinne und nicht
im logischen Sinne der Widerspruchsfreiheit betrachtet (vgl. Doyle, 1992).
Dieser Abschnitt stellt die grundlegenden Ansätze probabilistischer Wissensrepräsen-
tation vor und bewertet ihre Bedeutung für die Realisierung informierter Entschei-
dungsfindung intelligenter Agenten. Einer Einführung in unsicheres Wissen und die
Wahrscheinlichkeitstheorie (Abschnitt 3.2.1) folgt die Vorstellung von Bayes’schen
Netzen (Abschnitt 3.2.2), Markov-Netzen (Abschnitt 3.2.3) und deren temporalen
11Übersetzung des Autors aus dem Englischen.
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Erweiterungen (Abschnitt 3.2.4). Darüber hinaus wird die Unsicherheit eines Modells
und damit die schematische Unwissenheit eines Systems diskutiert (Abschnitt 3.2.5).
3.2.1 Unsicherheit und Wahrscheinlichkeit
In realen Anwendungsszenarien intelligenter Agenten ist Unsicherheit über den aktuel-
len oder zukünftigen Zustand der Welt nicht zu vermeiden. Selbst unter der Annahme
es sei möglich, ein vollständig deterministisches (logisches) Weltmodell zu konstruie-
ren, wäre dieses Modell so komplex, dass es aus pragmatischen und technischen Grün-
den nicht handhabbar wäre. Außerdem besagt die Unbestimmtheitsrelation, dass nicht
alle Größen gleichzeitig beliebig genau beobachtbar sind (Heisenberg, 1927, S. 197).
Russell und Norvig (2010, S. 481f) geben daher drei Hauptgründe an, wegen derer
logische und vollständige Modelle in der Praxis im Allgemein versagen:
• Laziness (Bequemlichkeit): Es ist zu aufwendig, ein vollständiges und korrektes
Regelwerk zu konstruieren.
• Theoretical ignorance (theoretisches Unwissen): Für die wenigsten Domänen
(falls überhaupt) ist eine vollständige Theorie aller Zusammenhänge verfügbar.
• Practical ignorance (praktisches Unwissen): Selbst bei einer vollständigen
Theorie sind in der Praxis nicht alle Informationen verfügbar (messbar).
Domänenwissen ist demnach in aller Regel mit einem Grad an Unsicherheit verbun-
den. Neben qualitativen Ansätzen (Abschnitt 3.1.5) wird diese Unsicherheit vor allem
mithilfe der Wahrscheinlichkeitstheorie behandelt. So können Zufallsgrößen in Abhän-
gigkeit von anderen bekannten und korrelierenden Größen des Modells (so genannten
Evidenzen) quantifizierbar geschätzt werden. Die Wahrscheinlichkeiten fassen also die
Unsicherheit über die Domäne zusammen (Russell und Norvig, 2010, S. 482).
Definition und Notation
Die Wahrscheinlichkeit eines Ereignisses a wird mit P (a) angegeben. Die grundlegen-
den Eigenschaften der Wahrscheinlichkeitstheorie wurden durch Kolmogorow axioma-
tisiert (Kolmogorow, 1933). Die Axiome besagen:
1. Eine Wahrscheinlichkeit liegt im Intervall [0; 1] (0 ≤ P (a) ≤ 1).
2. Das sichere Ereignis hat die Wahrscheinlichkeit 1 (P (wahr) = 1).
3. Die Wahrscheinlichkeit der Vereinigung einer Menge verschiedener Ereignisse E
ist gegeben durch
P (e1 ∨ e2 ∨ · · · ∨ e|E|) =
|E|∑
i=1
P (ei)− P (e1 ∧ e2 ∧ · · · ∧ e|E|) (3.1)
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Im Folgenden wird statt von Ereignissen von möglichen Belegungen einer Zufallsva-
riable (oder äquivalent Zufallsgröße) gesprochen. Zufallsvariablen können boolesch,
diskret oder kontinuierlich sein. In dieser Arbeit wird stets von diskreten Zufallsvaria-
ble mit endlichemWertebereich ausgegangen, falls dies nicht explizit anders angegeben
wird.
Die Wahrscheinlichkeitsverteilung einer Zufallsvariable ohne jegliche Evidenzen wird
durch so genannte unbedingte oder marginale Wahrscheinlichkeiten angegeben (engl.
marginal oder unconditional probability). Wahrscheinlichkeiten bei gegebener Evidenz
werden hingegen bedingte Wahrscheinlichkeiten genannt (engl. conditional probabili-
ty).
Im Folgenden notieren wir die unbedingte Wahrscheinlichkeit der Belegung x einer
Variable X als P (X=x) oder kurz P (x) und die kombinierte Wahrscheinlichkeit der
Belegungen zweier (oder analog mehrerer) VariablenX und Y als P (X=x∧Y=y) oder
äquivalent P (x ∧ y). Die Verteilung über alle möglichen Belegungen einer diskreten
Zufallsvariable X wird wie folgt notiert12:
P(X) :=
〈
P (x1), P (x2), . . . , P (xn)
〉
(3.2)
mit ∑ni=1 P (xi) = 1. Eine Verteilung über alle Zufallsvariablen Xi ∈ X eines Modells
wird vollständige gemeinsame Wahrscheinlichkeitsverteilung (engl. full joint probabi-
lity distribution) genannt und geschrieben als P(X1, X2, . . . , Xn) – im Folgenden kurz
P(X ). Daraus ergibt sich im booleschen Fall für alle Zufallsvariablen in X eine Ta-
belle mit 2|X | Einträgen. Aus der vollständigen Verteilung über alle Variablen, P(X ),
lassen sich durch Aufsummierung aller Fälle für jede Variable Y ∈ X oder allgemeiner
jede Teilmenge Y ⊂ X die Verteilungen durch die so genannte Marginalisierung der
restlichen Variablen Z = X\Y berechnen:
P(Y) =
∑
z∈Z
P(Y, z) (3.3)
wobei z (fett gedruckt) gemäß Notation von Russell und Norvig (2010) eine Bele-
gungskombination für alle Variablen in Z darstellt. Bedingte Wahrscheinlichkeiten
für x ∈ domX gegeben eine Menge Evidenzen E=e werden notiert als
P (X=x|e) oder P (X=x|e1 ∧ e2 ∧ · · · ∧ e|E|). (3.4)
Eine bedingte Wahrscheinlichkeit P (a|b) ist dabei definiert als
P (a|b) = P (a ∧ b)
P (b) (3.5)
falls P (b) > 0. Umgeformt ergibt sich die so genannte Produktregel:
P (a ∧ b) = P (a|b)P (b) = P (b|a)P (a) (3.6)
12Diese so genannte P-Notation ist aus der Schreibweise von Russell und Norvig (2010, S. 487f)
übernommen und stellt, wenn in einer Gleichung verwendet, eigentlich eine Menge von Gleichungen
für die möglichen Belegungen bzw. Belegungskombinationen der Variablen dar.
Abschnitt 3.2 – Probabilistische Wissensrepräsentation 53
Analog zur Marginalisierung (Formel 3.3) lassen sich Verteilungen auch aus bekannten
bedingten Wahrscheinlichkeiten mittels Konditionierung (engl. conditioning) bestim-
men:
P(Y) =
∑
z∈Z
P(Y|z)P (z) (3.7)
Bereits bekannte oder bei der Modellierung explizit festgelegte Wahrscheinlichkeiten
P (a) oder P (a|b) werden in der Bayes’schen Statistik A-Priori- oder Ursprungswahr-
scheinlichkeiten genannt. Eine abgeleitete bzw. aus neuer Information c aktualisier-
te bedingte Wahrscheinlichkeit P (a|c) oder P (a|b, c) wird hingegen als A-Posteriori-
Wahrscheinlichkeit bezeichnet (Bolstad, 2007, S. 66). In der Künstlichen Intelligenz
werden die Begriffe A-Priori-Wahrscheinlichkeit und unbedingte Wahrscheinlichkeit
bzw. A-Posteriori-Wahrscheinlichkeit und bedingte Wahrscheinlichkeit teilweise auch
synonym verwendet (vgl. Russell und Norvig, 2010, S. 485). Hierbei gilt dann die
Interpretation als unbedingte bzw. bedingte Wahrscheinlichkeit.
Stochastische Unabhängigkeit und Beeinflussung
Die vollständige gemeinsame Wahrscheinlichkeitsverteilung, P(X ), ist mit einer ex-
ponentiellen Komplexität bezüglich der Anzahl der Variablen problematisch, da jede
Wahrscheinlichkeit einzeln zu bestimmen ist.13 Aus diesem Grund sind stochastische
Unabhängigkeitsannahmen, beruhend auf Domänenwissen, entscheidend für den Auf-
bau eines praktikablen probabilistischen Modells. Zu unterscheiden sind hierbei die
absolute und die bedingte Unabhängigkeit zweier Ereignisse. Die absolute (unbeding-
te) Unabhängigkeit ist gegeben, falls
P (a|b) = P (a) oder P (a ∧ b) = P (a)P (b) (3.8)
bzw. für Verteilungen von Zufallsvariablen allgemein (Pearl, 1988b, S. 83)
P(X|Y ) = P(Y ) oder P(X,Y ) = P(X)P(Y ) (3.9)
Eine bedingte Unabhängigkeit zweier Zufallsvariablen X und Y in Bezug auf eine
(oder mehrere) Variable(n) Z ist gegeben, falls (Pearl, 1988b, S. 83)
P(X,Y |Z) = P(X|Z)P(Y |Z) oder P(X|Y,Z) = P(X|Z). (3.10)
Das heißt, obwohl X und Y nicht unabhängig sind, ist die gegenseitige stochastische
Korrelation laut Formel 3.10 nur durch Z begründet. Gegeben Z sind sie demnach
13Für eine kurze Zusammenfassung der Fragestellung, wie Wahrscheinlichkeiten ermittelt und in-
terpretiert werden (frequentistisch bzw. nach Poppers (1959) Propensität oder subjektivistisch aus
Erfahrung), siehe z. B. (Russell und Norvig, 2010, S. 491). In der Entscheidungsanalyse wird die
subjektivistische Interpretation aufgegriffen, da in der Regel keine objektiven Maße für Wahrschein-
lichkeiten ermittelbar sind. Dies gilt insbesondere für Ereignisse, die bisher nicht beobachtet worden
sind.
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bedingt unabhängig. Allerdings ist anzumerken, dass eine unbedingte Unabhängigkeit
keine bedingte Unabhängigkeit gegenüber anderen gegebenen Variablen impliziert.
Alle Unabhängigkeitsannahmen folgen einem bestimmten Unabhängigkeitsmodell M .
Nach Pearl (1988b, S. 83f, 91f) notieren wir eine Unabhängigkeitsbeziehung dann wie
folgt:
Definition 1 (Stochastische Unabhängigkeit). In einem Unabhängigkeitsmodell M
wird die stochastische Unabhängigkeit der nicht leeren und disjunkten Variablenmen-
gen X und Y gegeben alle Variablen der Menge Z notiert als I(X,Z,Y)M
Eine Modell mit absoluten und bedingten Unabhängigkeitsannahmen ermöglicht ei-
ne Strukturierung der stochastischen Beeinflussungen in einem Netz mit einzelnen,
schlanken Wahrscheinlichkeitsverteilungen P(X|Y) für jede Variable X ∈ X und de-
ren Einflüsse Y ⊂ X . Falls eine Variable im Modell keine stochastischen Einflüsse hat,
wird entsprechend eine unbedingte Verteilung P(X) verwendet.
Zum einen kann das Modell damit auf bestenfalls lineare Komplexität reduziert wer-
den. Zum anderen sind die Werte der bedingten Wahrscheinlichkeitsverteilungen als
Domänenwissen in der Regel besser erhältlich (Russell und Norvig, 2010, S. 499). Es
geht jedoch keine Information verloren, da sich aus diesen Verteilung wiederum die
vollständige gemeinsame Verteilung aller Variablen herleiten lässt. Ein solches Modell
wird Bayes-Netz oder Bayes’sches Netz genannt und in Abschnitt 3.2.2 beschrieben.
Der Name geht auf die Verwendung des Bayes’schen Theorems zur Herleitung nicht
explizit angegebener Wahrscheinlichkeiten zurück, welches sich durch einfache An-
wendung der Produktregel (Formel 3.6) ergibt (Bayes, 1763):
P(Y |X) = P(X|Y )P(Y )P(X) (3.11)
3.2.2 Bayes’sche Netze
Im vorherigen Abschnitt wurde die Komplexität der vollständige gemeinsamen Ver-
teilung, P(X ), aller Variablen X ∈ X angesprochen. Bayes’sche Netze14 brechen die-
se Komplexität auf, indem die Beeinflussungen der Variablen in einem gerichteten
azyklischen Graphen strukturiert werden. Die Topologie des Graphen spiegelt dabei
stochastische Unabhängigkeitsannahmen wider. Die Reduktion auf einzelne Vertei-
lungen bedingter Wahrscheinlichkeiten vereinfacht somit wesentlich die Bestimmung
bzw. Abschätzung der betreffenden Wahrscheinlichkeitswerte. Abbildung 3.1 zeigt ein
einfaches Beispiel mit fünf Knoten. Der Zweck des gezeigten Netzes ist die Bewertung
der Wahrscheinlichkeit eines Einbruchs in Abhängigkeit z. B. vom Anruf der Nachbarn
bei einem ausgelösten Alarm.
Ein Bayes’sches Netz besteht demnach aus einer Menge Knoten, die als gerichteter,
azyklischer Graph verknüpft sind. Ein Knoten ist definiert durch eine VariableX ∈ X ,
14Die Verwendung Bayes’scher Netze in der Informatik geht bis auf I. J. Good und A. Turing in
den frühen 60er-Jahren zurück (vgl. Russell und Norvig, 2010, S. 552).
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Abbildung 3.1: Einfaches Bayes’sches Netz zur Bewertung der Wahr-
scheinlichkeit eines Einbruchs. Beispiel nach Judea Pearl und Abbildung
nach Russell und Norvig (2010, S. 512)
eingehende Verknüpfungen der Elternknoten Parents(X) ⊂ X , die X stochastisch
beeinflussen15, und einer Wahrscheinlichkeitsverteilung P(X|Parents(X)). Im Falle
fehlender Elternknoten entspricht die Verteilung der unbedingten Verteilung P(X).
Inferenz
Statt einer gemeinsamen Verteilung werden in Bayes’schen Netzen nur die bedingten
Wahrscheinlichkeitsverteilungen angegeben. Dennoch kann jeder Eintrag der gemein-
samen Verteilung hergeleitet werden durch
P (x1, . . . , xn) =
n∏
i=1
P (xi|parents(Xi)) (3.12)
mit parents(Xi) als Konjunktion der konkreten Belegungen der Variablen aus der
Menge der Elternknoten von Xi, Parents(Xi) (Russell und Norvig, 2010, S. 513).
Neben der möglichen Abbildung auf P(X ) sind auch Inferenzen über bedingte Wahr-
scheinlichkeiten u. a. durch die Anwendung der Bayes’schen Regel (Formel 3.11) nicht
eingeschränkt. Dieser Fall ist der entscheidende, da im Allgemeinen die Wahrschein-
lichkeitsverteilung einer unbeobachteten Variablen X bei gegebenen Evidenzen e und
anderen unbeobachteten Variablen Y gesucht ist, also P(X|e). Die entsprechende
Verteilung ist gegeben durch
P(X|e) = αP(X, e) = α
∑
y
P(X, e,y) (3.13)
wobei α als Normalisierungsfaktor zur Einhaltung der Kolmogorow-Axiome (Kolmo-
gorow, 1933) bei der Addition dient und y eine mögliche Belegungskombination der
unbekannten Variablen Y darstellt, über die iteriert wird.
15Eine stochastische Beeinflussung muss keine Kausalität oder Konsequenz bedeuten. Nichtsdesto-
trotz sind Bayes’sche Netze, die nach Kausalitätsbeziehungen strukturiert sind, strukturell vorteilhaft
(Russell und Norvig, 2010, S. 515ff).
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Im Falle Bayes’scher Netze weist dieses Verfahren, abhängig von der Netzstruktur,
eine asymptotische Komplexität der Klasse O(n2n) für n Knoten auf (Cooper, 1990).
Daher sind intelligentere Algorithmen zur Evaluation notwendig, wie sie etwa durch
Pearl (1982; 1986) oder Lauritzen und Spiegelhalter (1988) entwickelt wurden. Auch
effizientere iterative Verfahren für die Aktualisierung bei neuen Evidenzen wurden
untersucht (z. B. Lin und Druzdzel, 1999). Als Software-Werkzeug steht z. B. die Bi-
bliothek SMILE (Druzdzel, 1999) mit der graphischen Benutzungsoberfläche GeNIe
zur Verfügung.16
Falls Algorithmen zur exakten Inferenz sich für bestimmte Netze oder Anwendun-
gen dennoch als nicht ausreichend effizient erweisen, kommen approximative Verfah-
ren zum Einsatz. Die gebräuchlichste Klasse approximativer Inferenz bilden die so
genannten Monte-Carlo-Algorithmen, die ihren Namen der Ähnlichkeit zum Glückss-
piel verdanken und auf Stichproben (engl. samples) basieren. Zum Berechnen von z. B.
unbedingten Wahrscheinlichkeiten werden bei fehlender Evidenz für jede Stichprobe
in der Reihenfolge der Bayes’schen Beeinflussung zufällige Belegungen gewählt bzw.
gezogen und als Berechnungsgrundlage weiterverwendet (Pearl, 1988b, S. 210–223).
Die generelle Idee ist, dass die relative Häufigkeit einer bestimmten Stichprobe (also
eines Ereignisses als Belegungsvektor) in der Menge aller durchgeführten Stichproben
mit der eigentlichen Wahrscheinlichkeit des Ereignisses konvergiert, umso mehr Stich-
proben durchgeführt werden. Die exakte Alternative wäre hier die Konditionierung
(Formel 3.7) anhand aller möglichen Belegungen. Der klassische Ansatz für approxi-
mative Bayes’sche Inferenz, das Logic Sampling, wurde von Henrion (1986) entwickelt.
Beispiele für aktuelle Algorithmen sind das Adaptive Importance Sampling (Cheng
und Druzdzel, 2000) und das Estimated Posterior Importance Sampling (Yuan und
Druzdzel, 2003, 2007).
Anwendung
Aufgrund der beschriebenen positiven Eigenschaften Bayes’scher Netze werden sie
vielfach auch in intelligenten und autonomen Systemen eingesetzt, um bei der Wis-
sensrepräsentation partiell sichtbare Umgebungen mit unvollständigem Wissen zu be-
wältigen. Zu den Anwendungen gehören darüber hinaus Expertensysteme wie Con-
vince (Kim und Pearl, 1987), das erste System dieser Art, in der medizinischen
Diagnose Pathfinder (Heckerman, 1991) sowie in der technischen Diagnose z. B.
Microsofts Office Assistant (Horvitz et al., 1998).
Da aber eine Repräsentation der Domäne als reines Wissen allein noch zu keiner ra-
tionalen Entscheidung eines intelligenten Systems führt, wird der Ansatz Bayes’scher
Netze vor allem im Kontext von Verfahren der Entscheidungstheorie angewandt (siehe
Abschnitt 4.3).
16Im Internet erhältlich über http://genie.sis.pitt.edu/
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3.2.3 Markov-Netze
Markov-Netze (oderMarkov random fields) repräsentieren ähnlich wie Bayes’sche Net-
ze Wahrscheinlichkeiten von Ereignissen unter Ausnutzung stochastischer Unabhän-
gigkeiten und modellieren damit die vollständige gemeinsame Verteilung P(X ). Im
Gegensatz zu Bayes’schen Netzen wird jedoch keine Hierarchie von Beeinflussungen
angegeben. Stattdessen sind Markov-Netze ungerichtet. Knoten des Netzes repräsen-
tieren Zufallsvariablen und Verbindungen zwischen zwei Knoten repräsentieren deren
stochastische Abhängigkeit. Das Netz wird somit nach der Markov-Eigenschaft der
Variablen aufgebaut, d. h., jede Variable Xi im Netz hängt stochastisch genau nur
von ihren direkten Nachbarn Ni (als Markov blanket) ab und ist demnach von allen
anderen Variablen bedingt unabhängig (vgl. Formel 3.10):
P(Xi|xj, j 6= i) = P(Xi|xj, Xj ∈ Ni) = P(Xi|ni) (3.14)
wobei xj und ni Ereignisse als Belegungskombination der Variablen in Xj bzw. Ni
darstellen.
Ein Teilgraph gegenseitig verbundener Nachbarn bildet eine Clique. Für jede Clique
C ⊆ X wird eine Wahrscheinlichkeitsfunktion für die Belegungskombinationen c dieser
Clique angegeben. Im einfachsten Fall entspricht dies also einer Wahrscheinlichkeits-
verteilung P(Xi, Xk) für zwei abhängige Variablen Xi und Xk.
Im Gegensatz zur Unmöglichkeit, induzierte Abhängigkeiten zu modellieren, können
Markov-Netze einige stochastische Abhängigkeiten abbilden, die in Bayes’schen Net-
zen nicht möglich sind. Dies gilt z. B. für ein Markov-Netz mit Abhängigkeiten in Form
einer Raute (Pearl, 1988b, S. 126f). Die Inferenz verhält sich analog zur Bayes’schen
Inferenz und hat mit dieser demnach auch das Problem der Berechnungskomplexität
gemein. Entsprechend werden auch für die Inferenz in Markov-Netzen approximati-
ve Verfahren angewandt. Häufig sind dies z. B. iterative Inferenzverfahren wie belief
propagation für die Marginalisierung (Pearl, 1988b, Kapitel 4).
3.2.4 Temporale Ansätze
Temporale Inferenz hat das Ziel, aus gegebener Information aus der Gegenwart oder
Vergangenheit Aussagen über nicht bekannte Zustände der Vergangenheit (smoo-
thing), Gegenwart (filtering oder monitoring) oder Zukunft (prediction) abzuleiten.17
Da ein intelligenter Agent nicht mit perfektem und vollständigen Wissen ausgestattet
sein kann, ist für temporale Inferenzen die Trägheitsannahme (McCarthy, 1986), nach
der eine Aussage wahr bleibt, solange nicht das Gegenteil bekannt wird, nicht adäquat.
Bei der gegebenen Unsicherheit bieten sich hingegen probabilistische Inferenzmetho-
den an, die auf einem Transitionsmodell der Zustände beruhen. Diese Ansätze werden
unter dem Begriff stochastische Prozesse zusammengefasst. Ist das Transitionsmodell
17Die Berechnungsverfahren werden beschrieben von Russell und Norvig (2010, S. 570–578).
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zeitinvariant, spricht man von einem stationären Prozess. Das heißt, die Gesetzmä-
ßigkeiten der Dynamik sind konstant.
Stochastische Prozesse mit kontinuierlichem Zeitmodell sind z. B. stetige Markov-
Ketten (dann häufig Markov-Prozesse genannt) und stochastische Differentialglei-
chungen, wie z. B. der Wiener-Prozess bzw. die Brownsche Bewegung (Øksendal, 2003,
S. 11–15). Ein Spezialfall ist der Poisson-Prozess, welcher einerseits ein kontinuierli-
ches Zeitmodell abbildet, aber andererseits selbst eine diskrete und stetige Zeitabfolge
beschreibt. Der Parameter λ beschreibt dabei den als Intensität bezeichneten Erwar-
tungswert des Auftretens einer Änderung. Somit handelt es sich bei Poisson-Prozessen
mit homogener Intensität λ um kontinuierliche Markov-Prozesse.
Im Folgenden werden Markov-Ketten und deren Integration in Bayes’sche Netze vorge-
stellt. Als Spezialfälle dieser dynamischen Bayes’schen Netze werden Hidden-Markov-
Modelle und Kalman-Filter beschrieben.
Markov-Ketten
In der Künstlichen Intelligenz sind Markov-Ketten die wichtigsten Vertreter stochas-
tischer Prozesse (Russell und Norvig, 2010, S. 568ff). Eine Markov-Kette basiert auf
der Markov-Annahme. Diese besagt, dass der Zustand einer Variable nur von einer
Vergangenheit begrenzter Dauer d dieser Variable stochastisch abhängig ist:
P(Xt|x[0,t]) = P(Xt|x[t−d,t]) (3.15)
Hierbei beschreibt x[t1,t2] die Vergangenheit der Variable X vom Zeitpunkt t1 bis
zum Zeitpunkt t2. Im zeitdiskreten Fall ist dies entsprechend eine endlichen Anzahl
n vorheriger Zustände. Man spricht daher von Markov-Ketten n-ter Ordnung. Häufig
werden Markov-Ketten erster Ordnung eingesetzt. Bei diesen ist das temporale Transi-
tionsmodell am einfachsten zu beschreiben und die Markov-Annahme kann formuliert
werden als:
P(Xt|x0:t) = P(Xt|xt−1) (3.16)
Ein allgemeines Problem bei diskreten Markov-Ketten ist die Wahl der richtigen Gra-
nularität für die Zeitscheiben. In vielen Anwendungsbereichen ist zumindest die mini-
male Granularität durch den Abstand der Sensorzyklen vorgegeben. Doch für unter-
schiedliche Variablen sind im Zweifel unterschiedliche Sensorzyklen bzw. Gültigkeits-
intervalle angemessen. Eine Reduzierung auf den kleinsten aller Zyklen hätte ineffizi-
ente temporale Inferenz zur Folge, wie folgendes Beispiel zeigt: Gegeben sei ein Modell
mit zwei Variablen A und B und einem Sensorzyklus von 100 Millisekunden für A
und einer Minute für B. In einem Transitionsmodell mit homogenen Zeitscheiben wä-
ren 600 Berechnungsschritte notwendig, um den Zustand in einer Minute von B zu
schätzen, obwohl bei anderer Zeitdiskretisierung nur ein Berechnungsschritt möglich
und ebenso exakt wäre. Innerhalb der einen Minute würde im Beispiel für B dann die
Trägheitsannahme (McCarthy, 1986) angewendet.
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Um diesen Problemen zu begegnen, haben Nodelman et al. (2002) sowie El-Hay et al.
(2006) praktikable Ansätze für Markov-Prozesse mit kontinuierlicher Zeit entwickelt,
die auch gelernt werden können (Nodelman et al., 2003). Saria et al. (2007) präsentie-
ren darüber hinaus Markov-Prozesse mit heterogener Zeitgranularität, wobei Varia-
blen mit gleicher Granularität in Clustern zusammengefasst werden. Hiermit konnte
eine signifikante Reduktion der Modellkomplexität erreicht werden.
Dynamische Bayes’sche Netze
Durch die Kombination von Markov-Prozessen mit Bayes’schen Netzen werden dy-
namische Bayes’sche Netze (DBNs) gebildet (vgl. Dean und Kanazawa, 1988, 1989).
Jeder Zeitpunkt t in einem DBN besteht aus einem Bayes’schen Netz mit einer Menge
Zustandsvariablen Xt sowie einer Menge Evidenzvariablen Et. In der Regel entspre-
chen sich die Variablen in jedem Zeitpunkt und es wird von der Markov-Annahme
erster Ordnung ausgegangen. Der stochastische Prozess wird als Transitionsmodell
zwischen den Zeitpunkten auf den jeweiligen Zustandsvariablen aus X gebildet. Ne-
ben Transitionen zwischen gleichen Variablen über die Zeit (P(Xt+1|Xt)) sind auch
Transitionsmodelle mit zusätzlichen Einflussvariablen des vorigen Zeitpunkts möglich
(P(Xt+1|Xt,Yt)).
Im Allgemeinen wird für dynamische Bayes’sche Netze ein Zeitmodell diskreter Zeit-
scheiben angenommen. Das grundlegende Beispiel für diskrete DBNs sind Hidden-
Markov-Modelle. Sind die Variablen selbst kontinuierlich und entspricht das Transi-
tionsmodell einer linearen Gauß’schen Verteilung, spricht man von Kalman-Filtern.
Beide Ansätze werden im Folgenden kurz vorgestellt.
Hidden-Markov-Modelle. Hidden-Markov-Modelle (HMMs) sind eine Spezial-
form dynamischer Bayes’scher Netze, bei der der Systemzustand einer diskreten Zeit-
scheibe in einer einzelnen Variable X formuliert wird, die selbst nicht beobachtbar
ist (vgl. Rabiner, 1989). Zusätzlich gibt es eine Menge beobachtbarer Evidenzvaria-
blen E , für die ein probabilistisches Sensormodell P(Et|Xt) zur Abschätzung von X
angegeben ist. Insofern handelt sich auch um eine Markov-Kette, die um ein Sensor-
modell erweitert ist. Diese Modelle sind insbesondere bei partieller Sichtbarkeit der
Umgebung relevant.
Einfache Hidden-Markov-Modelle erlauben sehr effiziente temporale Inferenzen. Prin-
zipiell lassen sich auch komplexere Modelle als HMMs formulieren, indem der Sys-
temzustand als eine komplexe Variable (also als n-Tupel) formuliert wird. Allerdings
werden die entsprechenden Transitionsmodelle schnell zu komplex, da anders als im
allgemeinen DBN keine Strukturmerkmale ausgenutzt werden können. Ein DBN mit
20 booleschen Variablen, die jeweils drei temporale Elternknoten besitzen, hat ein
Transitionsmodell mit 20·23 = 160 Wahrscheinlichkeitswerten. Ein HMM gleicher Do-
mäne müsste hingegen 220 mögliche Zustände eines Zeitpunkts abbilden, die sich im
Transitionsmodell zu 240 Wahrscheinlichkeitswerten kumulieren (Russell und Norvig,
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2010, S. 591). Daher ist auch in temporalen Modellen eine geeignete Dekomposition
der modellierten Domäne der entscheidende Faktor für die Berechenbarkeit.
Kalman-Filter. Für physikalische Anwendungen wie z. B. Bewegungsmodelle wer-
den kontinuierliche Variablen benötigt, um etwa Positionen und Positionsänderungen
abzubilden. Ferner ist für physikalische Modelle oft eine Gauß’sche Verteilungsannah-
me für lineare Transitionsmodelle angemessen. Nach ihrem Erfinder, Rudolf E. Kal-
man, werden Modelle dieser Art Kalman-Filtergenannt (Kalman, 1960). Sie produzie-
ren auf der Basis Gauß’scher Modelle stets auch Zustandsvorhersagen mit Gauß’scher
Verteilung. Somit wachsen, im Gegensatz zu Bayes’schen Netzen mit kontinuierlichen
Variablen allgemein, die resultierenden probabilistischen Verteilungen nicht über die
Zeit (Russell und Norvig, 2010, S. 584f).
Aufgrund dieser Eigenschaften werden Kalman-Filter in einer Vielzahl von Domänen
eingesetzt. Zu den klassischen Anwendungen gehört die radarbasierte, visuelle oder
akustische Verfolgung von Objekten im militärischen wie zivilen Bereich. Im Bereich
autonomer Systeme mit visueller Objektverfolgung und Szeneninterpretation sind ins-
besondere die Arbeiten von Dickmanns (1989, 2002) für autonome Bodenfahrzeuge
grundlegend.
Im Bereich nichtlinearer Systeme sind die Annahmen klassischer Kalman-Filter (d. h.
lineare Gauß’sche Transition) nicht adäquat (Julier und Uhlmann, 1997). In diesem
Fall werden z. B. multiple Kalman-Filter eingesetzt, deren Ergebnisse jeweils mit den
aktuellen Beobachtungen verglichen werden, um das derzeit beste Kalman-Modell
auszuwählen. Damit werden Kalman-Filter letztlich wieder zu Bayes’schen Netzen mit
kontinuierlichen Zustandsvariablen und einer zusätzlichen Variable für das aktuelle
Kalman-Modell.
3.2.5 Modellunsicherheit und Unwissenheit
In den vorherigen Abschnitten wurden probabilistische Methoden zur Repräsentation
und Behandlung von Unsicherheit vorgestellt. Dabei handelte es sich um Unsicherheit
über den Zustand der Welt (Zufallsvariablen ohne Evidenz) und Unsicherheit über
die stochastischen Zusammenhänge der Kookkurrenz von Ereignissen (z. B. durch be-
dingte Wahrscheinlichkeit) in einer Situation oder darüber hinaus in zeitlicher Folge.
Insofern wird die Unsicherheit über die tatsächliche Welt und deren Dynamik model-
liert. Dabei wird von einer geeigneten Auswahl von Evidenzvariablen ausgegangen.
Die Unsicherheit durch unbekannte (bzw. nicht modellierte) Einflüsse wird durch die
Unsicherheit bei vollständiger Evidenz abgebildet. Dean und Kanazawa (1988) fassen
diese nicht explizit modellierten Einflüsse unter dem Begriff spontaneous causation
zusammen. Je größer der Anteil der unbekannten Einflüsse, desto ungeeigneter ist
das Modell für Inferenzen, d. h., die Verteilungen werden zu unspezifisch.
Doch darüber hinaus ist jedes probabilistische Modell selbst auch mit einer Unsicher-
heit verbunden, dass aus Unwissen (engl. ignorance) über die Domäne resultiert. Nur
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selten können theoretisch fundierte Annahmen wie physikalische Gesetze als Grund-
lage einer Wahrscheinlichkeitsverteilung dienen. Häufig muss auf Schätzungen durch
Expertenmeinung oder Stichproben zurückgegriffen werden (subjektivistische Wahr-
scheinlichkeit). Ein subjektivistisches Modell einer Verteilung, das auf wenigen Bei-
spielen beruht, wird kaum repräsentativ sein. Wie adäquat ein auf Schätzung ba-
sierendes Wahrscheinlichkeitsmodell tatsächlich die Welt abbildet, ist daher für die
jeweilige Anwendung zu evaluieren (z. B. durch Sensitivitätsanalyse).
In der Statistik gehören Lösungen für diese Fragestellung zum üblichen Methodenre-
pertoire. So wird in Tests zur Parameterbestimmung neben dem Mittelwert auch die
Testgenauigkeit z. B. durch Standardfehler oder Konfidenzintervalle angegeben. Ana-
log existieren Methoden, um die Genauigkeit der Schätzung einer Wahrscheinlichkeit
anzugeben. Hierzu gehören Vertrauensintervalle auf der Basis der Binomial- oder Nor-
malverteilung sowie Bayes’sche Konfidenzintervalle (engl. credible interval). Letztere
verwenden eine subjektivistische Interpretation von Wahrscheinlichkeiten, verlassen
sich aber insbesondere auf die Spezifikation der A-priori-Wahrscheinlichkeit.
Darüber hinaus versucht die Dempster-Shafer-Theorie, Unwissenheit, die auch durch
ein nicht perfektes Modell begründet ist, durch Wahrscheinlichkeitsintervalle zu quan-
tifizieren. Auf diesen Ansatz wird im Folgenden eingegangen.
Dempster-Shafer-Theorie
Die Dempster-Shafer-Evidenz-Theorie (Dempster, 1968; Shafer, 1976) verallgemeinert
die Wahrscheinlichkeitstheorie, indem – statt eines Einzelwertes – ein Intervall, also
ein zweidimensionales Maß für die Wahrscheinlichkeit eines Ereignisses angegeben
wird. Dieses Maß gibt eine obere und untere Wahrscheinlichkeit an, die den Grad
des Dafürhaltens (Support) bzw. den Grad der Plausibilität eines Ereignisses wider-
spiegelt. Die beiden Werte werden durch die so genannte belief function (oder auch
support function) Bel(U) (Support) und die plausibility function Plaus(U) (Plausi-
bilität) definiert für ein Ereignis U oder, in der Mögliche-Welten-Semantik, für eine
Teilmenge möglicher Welten U in der Menge aller möglichen Welten W (Halpern,
2003, S. 32–40). Entsprechend gilt analog zu Wahrscheinlichkeiten: Bel(∅) = 0 und
Bel(W ) = 1 sowie Plaus(∅) = 0 und Plaus(W ) = 1. Die Plausibilität ergibt sich dabei
aus dem Support und umgekehrt:
Plaus(U) = 1− Bel(U)
Bel(U) gibt intuitiv die Wahrscheinlichkeit an, dass gegebene Evidenzen für ein Er-
eignis U sprechen. Ohne Evidenz gilt daher immer Bel(U) = 0 und, im Gegensatz zur
Wahrscheinlichkeitstheorie, auch Bel(U) = 0. Beispielsweise könnte ein Experte (als
„Evidenzlieferant“) 80% sicher darüber sein, dass eine Münze fair ist und daher mit
gleicher Wahrscheinlichkeit Kopf oder Zahl liefert. In Dempster-Shafer-Schreibweise
hieße das
Bel(Kopf) = Bel(Zahl) = 0,8 · 0,5 = 0,4.
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Durch die Unsicherheit des Experten über die Domäne, also die Münze, ergibt sich
ein Wert abweichend von P (Kopf) = P (Zahl) = 0,5. Dempster (1968) liefert dazu die
Regeln zur Kombination mehrerer Evidenzen.
Die Interpretation des Intervalls und seiner Grenzen ist indes schwierig und eine defi-
nitive Semantik nicht offensichtlich. Der Ansatz und dessen Nutzen ist daher umstrit-
ten (Russell und Norvig, 2010, S. 549). Entsprechend haben sich sehr unterschiedliche
Interpretationen etabliert. Die Länge eines Intervalls kann z. B. als Grad der Unwis-
senheit über eine tatsächliche Situation angesehen werden. Pearl (1988a) will den
Support hingegen als Wahrscheinlichkeit der Beweisbarkeit verstanden wissen.
Unabhängig von Semantik und Interpretation stellt sich die Frage, wie die quan-
tifizierte Unwissenheit des Dempster-Shafer-Intervalls für die Entscheidungsfindung
intelligenter Systeme nutzbar gemacht werden kann. Anders formuliert: Kann für ei-
ne gegebene Situation eine rationale Entscheidung abgeleitet werden? Im Gegensatz
zur Wahrscheinlichkeitstheorie existiert jedoch noch keine Theorie, die die Dempster-
Shafer-Theorie in Beziehung zu Aktionen und deren Nutzen bringt (Russell und Nor-
vig, 2010, S. 549). Nichtsdestotrotz kann sie eine Hilfe sein, um die Notwendigkeit
zusätzlicher Informationen abzuleiten. Der Nutzen einer solchen Informationsakquisi-
tion wäre aber wiederum nicht quantifizierbar.
3.3 Hybride Ansätze
Während Logik insbesondere geeignet ist, komplexe Strukturen und Relationen zwi-
schen Objekten zu beschreiben und zu inferieren, eignen sich probabilistische Ansätze
insbesondere zur quantifizierbaren Behandlung von Unsicherheit durch Wissen über
statistische Zusammenhänge und Bayes’sche Inferenz. Es liegt also nahe, die Stärken
beider Ansätze zu kombinieren. Erste entsprechende Ansätze für Expertensysteme ver-
suchten, für logischen Regeln so genannte certainty factors als Wahrscheinlichkeiten
anzugeben. Dieses Vorgehen stößt jedoch schnell an seine Grenzen, sobald mit diesen
Wahrscheinlichkeiten gerechnet werden soll, da es bei der Deduktion zu Fehlschlüssen
durch sich selbst verstärkende Wahrscheinlichkeiten (feedback loops) kommen kann
(vgl. Russell und Norvig, 2010, S. 546–549; Heckerman, 1985). Nichtsdestotrotz wur-
den in der Folge hybride Ansätze entwickelt, die die Stärken beider Welten verbinden,
ohne die Korrektheit der Inferenz aufzugeben (vgl. Koller und Pfeffer, 1997; Domingos
et al., 2006).
Zu entsprechenden Methoden gehören insbesondere relationale Wahrscheinlichkeits-
modelle. Diese erweitern die im Wesentlichen propositionale Beschreibung Bayes’scher
und Markovscher Modelle um objektorientierte Konzepte bzw. Hierarchien von Va-
riablenbelegungen. Eine weitere Kombinationsmöglichkeit ist die Modellierung der
stochastische Zusammenhänge zwischen logischen Formeln in so genannten Markov-
Netzen. Die folgenden Unterabschnitte stellen die grundlegenden Ansätze dar.
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3.3.1 Relationale Wahrscheinlichkeitsmodelle
In klassischen probabilistischen Modellen werden Wahrscheinlichkeiten atomarer Er-
eignisse beschrieben. Auf die Logik übertragen handelt es sich dabei um aussagenlogi-
sche Modelle. Für eine Erweiterung auf Prädikatenlogik erster Stufe (FOL) müsste ein
probabilistisches Modell jedoch Wahrscheinlichkeiten für jedes denkbare FOL-Modell
M angeben. Entsprechend wäre die Wahrscheinlichkeit einer Formel φ definiert durch
die Summe der Wahrscheinlichkeiten aller Modelle (möglicher Welten), in denen φ
gilt (Russell und Norvig, 2010, S. 540):
P (φ) =
∑
M :M |=φ
P (M) (3.17)
Praktisch ist dies nur für endliche Modelle möglich. Entsprechend beschränken sich
relationale Wahrscheinlichkeitsmodelle bzw. probabilistische Logik (Halpern, 1990)
auf eine vorgegebene und endliche Menge Konstanten. Die Konstanten repräsentieren
hierbei (in der Regel eineindeutig) Objekte der modellierten Domäne (Koller und
Pfeffer, 1997; Getoor et al., 2007). Ähnlich der Beschreibungslogik und Ontologien
(Abschnitt 3.1.2) wird die logische Ausdrucksmächtigkeit reduziert auf:
1. einstellige Prädikate für die Typisierung von Objekten
2. zweistellige Prädikate mit typisierten Parametern (Domäne und Wertebereich)
für Relationen zwischen Objekten sowie
3. einfache Funktionen als Attribut eines Objekttyps (Domäne) mit endlichem und
festem Wertebereich (entsprechend den bekannten Zufallsvariablen).
Für jede Funktion F kann als probabilistisches Element eine (bedingte) Wahrschein-
lichkeitsverteilung P(F|E) definiert werden. Die azyklischen Einflüsse E dieser be-
dingten Verteilung sind wiederum Zufallsvariablen anderer Funktionen. Die Spezifi-
kation gilt für alle Objekte der Domäne von F . Hat F die Domäne D und die binären
Einflüsse E1 und E2 könnte für die Funktionsausprägung f damit z. B. gelten:
∀x : D(x)⇒ (P (F (x) = f |E1 ∧ E2) = 0,25)
Durch die Wahrscheinlichkeitsverteilungen wird schematisch ein Bayes’sches Netz de-
finiert. Das tatsächliche Bayes’sche Netz entsteht aber jeweils objekt-zentriert. Das
heißt, die Variablen der Funktionen und Prädikate werden gemäß der definierten Ob-
jekte und allgemeinen Wahrscheinlichkeitsverteilungen zu einem Bayes’schen Netz in-
stantiiert. Diese Unterscheidung zwischen Schema- und Instanzebene ist in der Praxis
autonomer Systeme besonders wichtig: Klassische Bayes’sche Netze verlangen, dass
alle darin betrachteten Objekte stets zur Entwurfszeit bekannt sind. Diese Restriktion
lässt sie für dynamischen Umgebungen ungeeignet erscheinen.
Allerdings bringt eine Integration von Logik und Bayes’schen Netzen die Problematik
der Berechenbarkeit mit sich (siehe für probabilistische Logik Abadi und Halpern,
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1991). Für Inferenzen in komplexeren Modellen bieten sich daher wieder approxi-
mative Monte-Carlo-Verfahren an. Dies gilt insbesondere, wenn die Annahme der
Eineindeutigkeit der Objektnamen nicht zulässig ist bzw. auch Unsicherheiten über
Relationen betrachtet werden (vgl. Pasula und Russell, 2001).
3.3.2 Markov-Logik
Stochastische Zusammenhänge logischer Formeln lassen sich mit der so genannten
Markov-Logik abbilden (Richardson und Domingos, 2006; Domingos et al., 2006,
2008). Es handelt sich um logarithmisch-lineare Markov-Netze (Abschnitt 3.2.3) mit
prädikatenlogischen Formeln als Knoten. Der Zusammenhang der Gültigkeit zwischen
zwei oder mehr Formeln bildet als Clique im Graph entsprechend eineMarkov blanket.
Für das Modell wird zwischen dem Markov-Logik-Netzwerk (MLN) als schematische
Beschreibung und dem eigentlichen Markov-Netzwerk als jeweils objektspezifische In-
stantiierung unterschieden.
Ein Markov-Logik-Netzwerk ist definiert als eine Menge L von Tupeln (Fi, wi), wo-
bei Fi einer prädikatenlogischen Formel entspricht und wi das reelwertige Gewicht
der Formel beschreibt. Das Gewicht gibt die Härte der logischen Operatoren an (Ri-
chardson und Domingos, 2006). Aus dieser schematischen Beschreibung wird eine
Instantiierung generiert, indem für eine endliche Menge Konstanten C (als Objekte)
Belegungen aller Prädikate der Formeln Fi in L als binäre Knoten im Netz gebildet
werden. Kanten zwischen den Knoten werden gebildet, genau dann wenn die Prädi-
kate in mindestens einer gemeinsamen Formel Fi auftreten. Die Wahrscheinlichkeit
ist dann definiert durch (Domingos et al., 2006):
P (X=x) = 1
Z
exp
(
F∑
i=1
wi · ni(x)
)
(3.18)
wobei ni(x) die Anzahl der gültigen Formelbelegungen mit Wert x für die Konstanten
aus C angibt. Z ist die Partitionierungsfunktion für die statistische Normalisierung.
Die Formel-Knoten im instantiierten Markov-Netz sind demnach in dem Sinne varia-
blenfrei, dass jede logische Formel des Markov-Netzes durch binäre Knoten für jede
mögliche Belegung (grounding) einer endlichen Menge vorgegebener Konstanten C
repräsentiert wird. Insofern ist das abstrakte Markov-Logik-Netzwerk mit Formeln,
die Variablen enthalten, nur eine Schablone für die konkreten Markov-Netze mit va-
riablenfreien und auch atomaren Formeln.
Im Gegensatz zu einer harten logischen Restriktion wie einer Konjunktion, Impli-
kation oder Äquivalenz (die entweder gelten oder nicht) bietet Markov-Logik somit
die Möglichkeit, weiche Constraints zu verwenden (Domingos et al., 2006) und die
Wahrscheinlichkeit einer möglichen Welt zu beurteilen. Das Gewicht jeder Formel
gibt daher die Härte der enthaltenen logischen Constraints an.
Eine Implementierung von Markov-Logik inklusive Lernalgorithmen für die Formelge-
wichte liegt mit dem System Alchemy vor (Kok et al., 2008). Alchemy ist dabei auch
Abschnitt 3.4 – Diskretisierung und qualitative Beschreibung 65
eine deklarative Programmiersprache, die im Gegensatz zu Prolog auf Model Checking
statt Theorembeweisen setzt und nicht auf Horn-Formeln beschränkt ist (Domingos
et al., 2006). Zu bisherigen Anwendung von Markov-Logik und Alchemy gehören im
Bereich Sprachverarbeitung und Semantic Web entity resolution (Singla und Domin-
gos, 2006) und Informationsextraktion (z. B. für biologische Texte (Riedel und Klein,
2005)).
3.4 Diskretisierung und qualitative Beschreibung
Situationsbeschreibungen für logische und auch statistische Modelle setzen sich aus
einer Vielzahl Variablen und Relationen zusammen. Dabei sind die Variablen ihrer
Natur nach oftmals kontinuierlich. Für die Modellbildung eines Agenten ergibt sich da-
bei die Anforderung, dass eine konkrete Situation anhand bekannter Situationsmuster
beurteilt werden kann. Bei komplexen Situationsbeschreibungen und Variablen mit
großen Wertebereichen ist es jedoch unwahrscheinlich, dass eine Situation mit exakt
gleichen Werten mehrfach auftritt. Situationsmuster müssen daher eine Abstraktion
konkreter Situation vornehmen, indem passende Äquivalenzklassen gebildet werden.
Hierzu müssen wiederum die Wertebereiche der Situationsvariablen diskretisiert wer-
den.
Eine angemessene Diskretisierung ist jedoch anwendungs- und eventuelle sogar situati-
onsabhängig und daher nicht trivial. Beispielsweise ist es nicht unbedingt angemessen,
einen Geschwindigkeitswert stets in Intervallen von jeweils 10 km/h zu unterteilen. Je
nach Domäne können darauf aufbauende und z. B. gelernte Muster zu spezifisch oder
zu generell sein. Im ersten Fall werden zu viele Muster gelernt und die feine Diskreti-
sierung verhindert, dass neue Situationen dem Muster zugeordnet werden. Im zweiten
Fall werden zu wenig Muster gelernt bzw. Situationen einem Muster zugeordnet, dass
die Situation nicht ausreichend erfasst. Die Folge wäre eine potentielle Fehlbeurteilung
konkreter Situationen.
Entsprechend wird die Diskretisierung auch im Bereich des Maschinellen Lernens be-
handelt, um etwa für Entscheidungsbäume kontinuierliche Variablen zu klassifizieren.
Hierbei wird eine ad-hoc-Diskretisierung auf der Basis des maximalen information
gain (Kullback und Leibler, 1951) für die jeweilige Position im Baum angewendet.
Die Diskretisierung ist dabei im einfachsten Fall binär (Fayyad und Irani, 1992) und
teilt den Wertebereich W an einem Schwellwert s in die Klassen W > s und W ≤ s
(Mitchell, 1997, S. 72–73).
3.4.1 Qualitative Wissensrepräsentation
Qualitative Wissensrepräsentation abstrahiert durch Diskretisierung kontinuierliche
oder große diskrete Wertebereiche in eine überschaubare Menge relevanter Äquiva-
lenzklassen, über die eine Ordnung und ggf. Algebra definiert wird. Sie kann als ein
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systematischer und kognitiv motivierter Prozess der Diskretisierung und/oder Ab-
straktion angesehen werden. Das Ziel ist eine Reduktion eines Wertebereichs auf die
anwendungsspezifisch nötige Unterscheidung für effiziente Inferenzen sowie kognitiv
adäquate Beschreibungen. Bei linearer Ordnung werden die Äquivalenzklassen z. B.
durch Partitionierung in paarweise angrenzende Intervalle eines kontinuierlichen Wer-
tebereichs gebildet.
Für metrische Diskretisierungen nennen z. B. Clementini et al. (1997) Gütekriterien,
mit denen, gegeben eine Granularität n + 1, die entsprechenden Intervallgrenzen für
die Äquivalenzklassen q0 bis qn bewertet werden können. Der Grundsatz der Mono-
tonie besagt, dass das Intervall der nächst höheren Klasse mindestens so groß sein
muss wie das der vorigen.18 Eine weitere Einschränkung fordert, dass jedes Intervall
einer Klasse mindestens so groß ist wie die Entfernung vom Ursprung zum Anfang des
Intervalls. Das Kriterium der Größenordnung besagt, dass die Intervallgröße δj einer
Äquivalenzklasse, die Intervallgröße δi der vorangegangenen Klasse bei der Komposi-
tion absorbiert, so dass δi ± δj ' δj gilt.
3.4.2 Zeitliche Abstraktion
Zeitangaben qualifizieren in einer Wissensbasis die Gültigkeit einer Aussage oder einer
Variablenbelegung, sofern sie sich auf eine Situation beziehen, also veränderlich sind
(so genannte Fluents). Eine angemessene Abstraktion der Zeit ist insbesondere von
der Dynamik und potentiellen Zyklizitäten der Anwendungsdomäne abhängig. Die
Diskretisierung von Zeitangaben bezieht sich dabei in der Regel auf Zeitperioden
statt Zeitpunkte.19
Die wohl einflussreichste qualitative Zeitabstraktion mit Algebra sind Allens Intervall-
relationen (Allen, 1983).20 Allen identifiziert eine Menge von 13 disjunkten Intervall-
relationen, die gemeinsam vollständig sind. Die Relationen sind in Abbildung 3.2 dar-
gestellt. Mittels einer Kompositionstabelle wird die Transitivitätsbeziehung zwischen
drei Intervallen vollständig definiert, um im Falle fehlender Informationen Intervall-
relationen ableiten zu können. Diese Schlussfolgerungen sind in dem Sinne unsicher,
dass die Transitivitätsbeziehung in der Regel nicht eindeutig ist, sondern mehrere
Möglichkeiten gegeben sind, die aber ggf. durch weitere Intervallbeziehungen und
Transitivitätsregeln ausgeschlossen werden können. Insofern ermöglicht Allens Ansatz
in gewissem Maße die Behandlung von unvollständigem Wissen.
Angewendet wird die Intervalllogik zur Angabe der Gültigkeit von Fluents in dynami-
schen Umgebungen. Um die zeitlichen Relationen Allens anwenden zu können, müssen
18Je nach Wertebereich und Erwartungswert kann jedoch eine andere Aufteilung der Intervalle
sinnvoller sein. Für Geschwindigkeiten von Kraftfahrzeugen ist es z. B. adäquater, von einer Refe-
renzgeschwindigkeit aus die Intervalle in beide Richtungen schrittweise zu vergrößern (vgl. Gehrke,
2005).
19In der Praxis kann ein Zeitpunkt jedoch auch als Moment interpretiert werden, der wiederum
eine minimale zeitliche Ausdehnung besitzt (Allen, 1983).
20Das Papier gehört zu den meistzitierten in der Künstlichen Intelligenz. Es wurde allein in Publi-
kationen des ACM-Portals über 1000 mal zitiert (Stand 07.06.2011).
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Abbildung 3.2: Zeitintervallrelationen nach Allen (1983).
jedoch stets die Anfangs- und Endzeitpunkte aller Intervalle bekannt sein. Eine Er-
weiterung für Intervalle mit unbekannten Anfang oder Ende wird von Freksa (1992)
vorgeschlagen. Abgeleitet aus möglichen Übergängen der Allen-Intervalle als konzep-
tuelle Nachbarschaften ergeben sich dabei zehn (mit Inversen 17) neue, so genannte
Semi-Intervalle.
Zur praktischen Wissensrepräsentation und Anwendung schlägt Allen eine Theorie
vor, um Aktionen, Ereignisse und Prozesse mit Prädikaten wie holds und occurs zu
beschreiben (Allen, 1984). Hiermit wird es z. B. möglich, komplexe Situations- und
Bewegungsmuster zu beschreiben (Miene, 2003; Miene et al., 2004; Gehrke, 2005).
3.4.3 Räumliche Abstraktion
Räumliche Abstraktion kann als Gegenstand der Repräsentation metrische Eigen-
schaften wie Entfernungen und Richtungen, topologische oder ordinale Beziehungen
sowie Objekt- und Formenbeschreibungen umfassen. In der vorliegenden Arbeit wird
räumliche Abstraktion in erster Linie unter dem Aspekt der Topologie betrachtet.
Die Abstraktion von Zeitpunkten auf Intervalle und ihre möglichen Relationen ent-
spricht in den räumlichen Dimensionen der Abstraktion von Punkten oder Orten auf
Regionen. Als Beziehung zwischen Regionen können dann topologische Relationen
dienen.
In weit ausgedehnten Umgebungen, wie sie in dieser Arbeit behandelt werden, ist
räumliche Qualifikation von Information unumgänglich. Dies gilt insbesondere, wenn
sich autonome Systeme untereinander über Umgebungsinformationen austauschen.
Eine punktgenaue Qualifikation (z. B. durch Geokoordinaten) ist dazu oft ungeeig-
net, weil einerseits eine entsprechend exakte Aussage nicht immer möglich ist und
andererseits eine Information über einen Punkt von sich aus noch keine Aussage über
einen anderen Punkt im Raum zulässt. Regionen bilden im qualitativen Sinne hierzu
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Abbildung 3.3: Das RCC-8 Regionenkalkül mit konzeptuellen Nachbar-
schaften (Randell et al., 1992)
Äquivalenzklassen, die eine Beziehung zwischen Punkten herstellen, um diese bzgl.
eines definierten Modellierungsgegenstands als gleich zu betrachten. Darüber hinaus
liefert eine Regionenalgebra über topologische Beziehungen der Regionen die Mög-
lichkeit, auch Regionen in Beziehung zu setzen und über Transitivitätsbeziehungen
bisher unbekannte Regionenrelationen logisch abzuleiten.
Mit dem Region Connection Calculus (RCC) von Randell et al. (1992) wurde ein
Ansatz entwickelt, der topologische Beziehungen des Berührens und der Überlap-
pung zwischen Regionen identifiziert und durch konzeptuelle Nachbarschaften direkte
Übergänge der Beziehungen definiert. Der Ansatz beruht auf den Arbeiten von Clar-
ke (1981, 1985), der von der Idee ausging, dass zwei Regionen dann verbunden sind,
wenn sie einen gemeinsamen Punkt haben. Dabei fasste Clarke Regionen als Menge
von Punkten auf. Im RCC-System kann schließlich von Punkten auf die Hüllen von
Regionen abstrahiert werden. Je nach Kategorisierung einer Region entstehen dabei
unterschiedliche Topologie-Klassifikationen. Beispielsweise können im Falle sich tan-
gierender aber nicht schneidender Ränder zweier Regionen spezielle Äquivalenzklassen
definiert werden.
Bekanntester Vertreter der RCC-Systeme ist das RCC-8-Kalkül, das acht zusammen
vollständige und paarweise disjunkte Relationen definiert (siehe Abbildung 3.3). Es
wird zwischen fehlender Verbindung (engl. disconnected, DC), äußerer Berührung (ex-
ternally connected, EC), teilweiser Überlappung (partially overlapping, PO), berüh-
render Inklusion (tangential proper part, TPP) und dem Inversen (inverse TPP,
TPPi), Gleichheit (equal, EQ) sowie nicht berührender Inklusion (non-tangential pro-
per part, NTPP) und dem Inversen (inverse NTPP, NTPPi) unterschieden.
3.4.4 Anwendung für autonome Systeme
Diskretisierung allgemein findet sich in jeder Form symbolischer Wissensrepräsenta-
tion. In der Logik werden Weltzustände in Prädikaten, Funktionen und Konstanten
ausgedrückt, wobei letztere als Funktionsbild auch Teil eines Diskretisierungsprozesses
sein können. In der probabilistischen Wissensrepräsentation sind die Zufallsvariablen
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in praktischen Anwendung in der Regel diskretisiert, auch wenn sie einen eigentlich
kontinuierlichen Wert abbilden. Dies ist vor allem in der Modellierung begründet,
die im diskreten Fall durch Tabellen bzw. Matrizen anstatt durch teils sehr kom-
plexe Gleichungen geschehen kann. Diese Erleichterung erkauft sich der Modellierer
jedoch durch die nötigen und nicht stets nahe liegenden Diskretisierungsentscheidun-
gen. Ein Vorteil diskreter Variablen ist auch in der probabilistischen Inferenz gegeben.
Beispielsweise benötigt die Marginalisierung (Formel 3.3) im diskreten Fall keine In-
tegralrechnung.
Die klassischen Anwendungsdomänen für qualitative Repräsentation sind räumliches
(Cohn und Hazarika, 2001) und zeitliches Wissen (Allen, 1983; Freksa, 1992). Hierzu
gehören z. B. Positionsinformationen (Hernández, 1994) Bewegungsabläufe (Musto,
2000; Miene, 2003; Gehrke, 2005) oder auch Formbeschreibungen (Gottfried, 2004,
2007; Schuldt et al., 2006). Konkrete Anwendungen im Bereich autonomer Syste-
me finden sich beispielsweise in den Domänen intelligente Fahrzeuge und RoboCup.
Der Ansatz von Miene (2003) ist in der Lage, Zeitreihen über Umgebungsinformatio-
nen adaptiv in homogene und aufeinanderfolgende Intervalle mit qualitativen Wer-
ten zu unterteilen. Hiermit wird zum Beispiel eine regelbasierte Situationsbewertung
oder auch Zustandsvorhersage möglich. Der Nutzen qualitativer Ansätze wurde in der
Roboter-Navigation allgemein (Musto, 2000), im RoboCup (Miene und Visser, 2001;
Warden et al., 2008) sowie bei intelligenten Fahrzeugen (Miene et al., 2004; Lattner
et al., 2005; Gehrke, 2005) gezeigt.
3.5 Zusammenfassung
Dieses Kapitel gibt einen Überblick über Methoden der Wissensrepräsentation von
logik-orientierten Ansätzen einerseits und probabilistischen Repräsentationen ande-
rerseits und stellt entsprechende Inferenzmethoden sowie hybride Ansätze vor. Die
Formalismen werden jeweils hinsichtlich ihrer Bedeutung und Eignung für intelligente
autonome Systeme mit Hinweisen auf bestehende Anwendungen diskutiert. Separat
untersucht wird der Themenkomplex der Diskretisierung und (qualitativen) Abstrak-
tion, welcher für eine formale Beschreibung in logischen wie auch probabilistischen
Ansätzen von grundlegender Bedeutung ist.
Für intelligente Systeme wurde insbesondere die Bedeutung der Ontologien und der
logischen Programmierung hervorgehoben. Ontologien ermöglichen formale termino-
logische Definitionssysteme einer Anwendungsdomäne, so dass Schlussfolgerungen wie
z. B. terminologische Zugehörigkeit von Objektklassen und Objektinstanzen gezogen
werden können. Somit sind Ontologien eine sinnvolle Methode zur Repräsentation von
Hintergrundwissen in wissensbasierten Systemen und kommen dort entsprechend zum
Einsatz. Im Kontext der Multiagentensysteme bilden die formalen Begriffssysteme die
Grundlage für eine semantisch fundierte Interpretation der Nachrichteninhalte bei der
Kommunikation zwischen Agenten.
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Eine Schwäche ontologischer Wissensrepräsentation sind u. a. mehrstellige Objektre-
lationen und Aussagen über zeitliche Abläufe und deren Wirkungen. Die logische Pro-
grammierung bietet entsprechende Methoden, die auch durch intelligente Agenten in
höheren Steuerungsfunktionen genutzt werden können. Darüber hinaus wurden Mo-
dallogiken als Methode der Wissensrepräsentation vorgestellt. Zum Einsatz kommen
Modallogiken in intelligenten und autonomen Systeme z. B. bei zielorientierten Agen-
ten nach dem BDI-Paradigma (z. B. Wooldridge, 2000) und der Agentenkooperation
(z. B. Pauly, 2002).
Ein besonderer Fokus der Untersuchungen dieses Kapitels lag auf der Behandlung
unvollständigen und unsicheren Wissens, die in ausgedehnten, dynamischen Umge-
bungen von besonderer Bedeutung ist. Es wurden die Beschränkungen der formalen
Logik und die Vorteile der probabilistischen Wissensrepräsentation in dieser Hinsicht
gezeigt. So bieten probabilistische Modelle die Möglichkeit, Schlussfolgerungen über
die Wahrscheinlichkeit unsicherer Sachverhalte und ihrer Korrelationen zu ziehen. Ko-
dierungen wie Bayes’sche Netze ermöglichen eine strukturierte, schlanke Modellierung
und verfügbare Inferenzverfahren den effizienten Einsatz in intelligenten Agenten.
In der Regel sind probabilistische Ansätze diskret und propositional. Somit büßen sie
Fähigkeiten logischer Ansätze wie Transitivität von Relationen oder Unifikation von
Formeln ein. Hybride Ansätze der Wissensrepräsentation versuchen, die positiven Ei-
genschaften beider Ansätze zu verbinden. Als Vertreter wurden vor allem relationale
Wahrscheinlichkeitsmodelle und die Markov-Logik vorgestellt. Darüber hinaus wurde
die generelle Bedeutung einer geeigneten Abstraktion großer Wertebereiche für eine
adäquate Modellierung bezüglich der menschlichen Kognition und der effizienten Bere-
chenbarkeit diskutiert. Für intelligente Agenten in dynamischen Umgebungen wurden
hierbei die Bedeutung der zeitlichen und räumlichen Abstraktion hervorgehoben und
insbesondere qualitative Ansätze vorgestellt.
Somit bietet dieses Kapitel die Grundlagen zum Verständnis der verschiedenen be-
trachteten Wissensrepräsentationen und zur Einordnung ihrer Eignung im Einsatz
für intelligente Agenten. Die Wissensrepräsentationen ist dabei die Grundlage und
Voraussetzung jeder informierten Entscheidung. Neben der Repräsentation auf sche-
matischer Ebene ist dazu aber auch die Verfügbarkeit des situativen Wissens auf
Instanzebene notwendig. Das folgende Kapitel stellt folglich die Verbindung zwischen
Wissensrepräsentation und Entscheidungssystemen her und stellt Ansätze der auto-
matischen Entscheidungsfindung vor.
Kapitel 4
Entscheidungsfindung
intelligenter Agenten
Die Wissensrepräsentation ermöglicht es Agenten, Wissen über die Umwelt und den
Agenten selbst als eher statisches und allgemeines Hintergrundwissen oder dynami-
sches und aktuelles Situationswissen zu modellieren. Dieses Wissen dient der Entschei-
dungsfindung eines Agenten, da eine abgewogene Agentenentscheidung sowohl eine
Situationsbewertung als auch eine Bewertung möglicher Aktionen und deren poten-
tiellen Ausgangs einbeziehen sollte. Die Situationsbewertung benötigt dabei sowohl
Hintergrundwissen als auch aktuelle Informationen über die vorliegende Situation.
Hintergrundwissen kann beispielsweise helfen, die mögliche Entwicklung einer aktu-
ellen Situation oder deren Chancen und Risiken abzuschätzen.
Dieses Kapitel untersucht Mechanismen der Entscheidungsfindung intelligenter Agen-
ten in dynamischen und ausgedehnten Umgebungen. Der Fokus liegt hierbei auf den
Möglichkeiten des Entscheidungsmechanismus bezüglich Situationsbewertung bei un-
vollständigem Wissen über die Umgebung sowie Umgang mit Unsicherheit über den
Ausgang von Aktionen des Agenten. Nur am Rande betrachtet wird das Laufzeit-
verhalten bezüglich enger Realzeitanforderungen wie in der Bildverarbeitung der Ro-
botik. Stattdessen wird von Anwendungen ausgegangen, die, je nach Lage, Entschei-
dungsintervalle von mindestens einer Sekunde (also in etwa der menschlichen Reakti-
onszeit) bis zu mehreren Minuten erlauben. Als Beispiel seien logistische Anwendun-
gen wie die Routenwahl beim Transport angeführt.
Das Kapitel untergliedert sich wie folgt: Abschnitt 4.1 diskutiert den Zusammenhang
von Entscheidungsfindung und Wissen für eine informierte Entscheidung und die Be-
deutung von agentenorientiertem Risiko- und Wissensmanagement für die Identifi-
kation, Bewertung und Akquisition relevanter Informationen. In Abschnitt 4.2 wer-
den kurz zielgerichtete, logikbasierte Agentenarchitekturen und Ansätze der Entschei-
dungsfindung dargestellt. Ausführlicher werden in Abschnitt 4.3 entscheidungstheore-
tische, probabilistische Entscheidungsmechanismen (z. B. Markov-Entscheidungspro-
zesse) diskutiert, da diese insbesondere das Problem der Entscheidung unter Unsicher-
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heit adressieren. Abschnitt 4.4 widmet sich der Meta-Steuerung als höhere Ebene der
Entscheidungsfindung, die die primäre Entscheidungsfindung durch Strategiebestim-
mung dirigiert bzw. Unterstützungsfunktionen für abgewogenere, informiertere Ent-
scheidungen bietet.
4.1 Wissen für Entscheidungen intelligenter Agenten
Wie auch Menschen benötigen autonome intelligente Systeme Informationen über die
Umwelt, um eine abgewogene Entscheidung zu treffen. Anders als bei Menschen ist
für technische Systeme die Visualisierung (oder sonstige Präsentation) dieser Informa-
tionen jedoch nicht erforderlich. Auch können diese Systeme potentiell mehr Daten in
gleicher Zeit verarbeiten. Jedoch ist hierbei einzuschränken, dass Menschen eine sehr
effiziente Vorverarbeitung gelingt, indem sie irrelevante Wahrnehmungen ausblenden
und sich auf das Wesentliche konzentrieren können (vgl. Knudsen, 2007). Diese Fo-
kussierung ist für autonome Systeme wesentlich schwieriger, da oftmals keine formale
Grundlage für die Bewertung von wichtig und unwichtig gegeben ist. Ein Vorteil au-
tonomer Systeme ist jedoch, dass sie die Möglichkeit haben, systematisch mit ihren
Wahrnehmungen umzugehen. Das heißt, sie können Sensoren nach definierten Regeln
fokussieren bzw. ein- oder ausschalten und darüber hinaus auch externe Informations-
quellen in kurzer Zeit abfragen. Zusätzlich ergibt sich dabei jedoch die Anforderung,
dass eine korrekte Interpretation eingehender Daten möglich ist, die die Daten erst
zu verwertbaren Informationen werden lässt (vgl. Kapitel 3, S. 33).
Dieser Abschnitt erläutert das Risiko, dem sich Agenten aussetzen, die nicht über
entscheidungsrelevante Informationen verfügen, und stellt entsprechende agentenori-
entierte Verfahren vor, die diese Risiken einerseits im Sinne eines Risikomanagement
erkennen (Abschnitt 4.1.1) und andererseits aktiv Informationen akquirieren, um die
Unsicherheit über eine gegebene Situation zu mindern (Abschnitt 4.1.2). Bestehende
Ansätze, die ein derartiges Wissensmanagement für Agenten vorsehen, haben jedoch
die Schwierigkeit, die Akquisition von Information nach ihrer Relevanz zu priorisieren
und damit zu steuern. Abschnitt 4.1.3 diskutiert hierzu die Relevanz von Information
und mögliche Maßstäbe für die Quantifizierung.
4.1.1 Risikomanagement für Agenten
Risikomanagement beschäftigt sich im Allgemeinen mit der Identifizierung, Bewer-
tung, Erkennung und Behandlung von Risikenindex (d. h. Schadensereignissen). Die
ersten beiden Aufgaben betreffen die Analysephase des Risikomanagements, während
die letzten beiden Aufgaben Teil der operativen Phase sind. Die Identifizierung hat da-
bei zum Ziel, mögliche Risiken auf konzeptueller Ebene festzuhalten. Die identifizier-
ten Risiken werden dann anhand ihrer Eintrittswahrscheinlichkeit und den geschätzten
Schäden im Falle eines Risikoeintritts bewertet, um die Risiken nach Wichtigkeit zu
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priorisieren. Oft wird hierbei eine Bewertung R eines Risikos r der Form
R(r) = P (r) · Schaden(r)
vorgenommen (DIN/IEC 56 410), wobei der Schaden in der Einheit der jeweiligen
Zielgröße gemessen wird (z. B. als monetärer Verlust oder zeitliche Verzögerung). Als
Schadenswert kann in betriebswirtschaftlichen Anwendungen ein monetärer Maßstab
verwendet werden. In öffentlichen Risikobewertungen können hingegen Kriterien wie
Krankheit oder erwartete Sterbefälle herangezogen werden. Problematisch ist hierbei
u. a. die adäquate Abschätzung der Wahrscheinlichkeit. Dies gilt insbesondere dann,
wenn keine belastbaren Erfahrungswerte vorhanden sind und somit frequentistisch
interpretiert gar keine Wahrscheinlichkeit vorliegt. Knight (1921) betont daher die
Wichtigkeit der Quantifizierbarkeit eines Risikos.
Nach der Bewertung der Risiken beginnt das Risikomanagement der operativen Phase.
Hierbei betrifft die Risikoüberwachung und ggf. Risikoerkennung die Feststellung des
(bevorstehenden) Auftretens eines Risikoereignisses. Die Risikobehandlung ist z. B.
mit der Einleitung von Gegenmaßnahmen befasst, die bereits in der Analysephase
bestimmt wurden.
Risikomanagement für Agenten lässt sich nun auf zwei Arten interpretieren. Erstens
kann ein Risiko ein Ereignis betreffen, das die Nutzenfunktion des Agenten reduziert
oder die Zielerreichung stört. Zweitens kann ein Risiko als Unwägbarkeit verstanden
werden, das die Unsicherheit über erwarteten Nutzen oder Aktionsausgang erhöht.
Im Allgemeinen ist bei Entscheidungen unter Unsicherheit ein Risiko gegeben, wenn
mindestens eine der möglichen Aktionsausgänge einen Schadensfall darstellt. Im Falle
einer probabilistischen Nutzenfunktion kann die Unsicherheit aber z. B. auch als deren
Varianz angesehen werden. Die zweite Interpretation (unsichere Aktionsgüte) schließt
damit die Unsicherheit über mögliche Risikoereignisse nach der ersten Interpretation
(verminderte Aktionsgüte) ein. Daher soll es in dieser Betrachtung auch vor allem
um Risiken im Sinne von Unsicherheit über die Umgebung gehen. Hiermit werden
gerade solche Fälle interessant, in denen der Agent zwar ein gutes Modell über die
Umgebung besitzt, aber nicht die nötigen Informationen über die aktuell vorliegende
Situationen, um das Hintergrundwissen des Modells anzuwenden.
Ein entsprechender Ansatz wurde durch Lorenz et al. (2005) vorgeschlagen. Risiko ist
dabei genau Unsicherheit über den Zustand der Umgebung und Risikomanagement
hat die Aufgabe, die für den Agenten relevante Unsicherheit und Unwissenheit zu
erkennen und zu reduzieren. Lorenz et al. (2005) schlagen eine Quantifizierung der
Unwissenheit auf der Basis der Dempster-Shafer-Theorie vor, aus der sich fehlendes
Wissen ableiten lässt. Es wird jedoch keine situationsabhängige Priorisierung der feh-
lenden Informationen vorgenommen. Nichtsdestotrotz wird die Notwendigkeit eines
Relevanzparameters betont (Lorenz et al., 2005). Die entsprechende Agentenarchitek-
tur ist in Abbildung 4.1 dargestellt.
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Abbildung 4.1: Konzeptuelle Architektur eines risikobewussten Agenten
mit aktiver Informationsakquisition (adaptiert nach Lorenz et al., 2005).
4.1.2 Wissensmanagement für Agenten
Die Umsetzung der Informationsakquisition risikobewusster Agenten kann durch Wis-
sensmanagement für Agenten (Langer et al., 2006) umgesetzt werden. Wissensmana-
gement versteht sich dort daher als Entscheidungsunterstützung (engl. decision sup-
port) für Agenten durch Akquisition relevanter Informationen. Dieser Prozess ist ko-
operativ im Kontext eines Multiagentensystems, wenn die Informationen durch andere
Agenten zur Verfügung gestellt, Informationsquellen vermittelt oder Daten vorverar-
beitet bzw. übersetzt werden. In diesem Sinne handelt es sich um verteiltes Wissens-
management durch Agenten und für Agenten. Dies ist auch im Gegensatz zu Ansätzen
zu sehen, die Wissensmanagement durch Agenten, aber für Menschen betrachten (vgl.
van Elst et al., 2004).
Dazu haben Langer et al. (2007) Verhaltensrollen identifiziert und definiert, die die
Funktionen des agentenbasierten Wissensmanagement abbilden. Unterschieden wer-
den dabei interne und externe Rollen. Interne Rollen bilden einen Subprozess des
Agenten für Wissensmanagement ab, der selbstbezogen ist, d. h., keine Interaktion
mit anderen Agenten, sondern nur Ein- und Ausgabe-Operationen auf der Wissens-
basis des Agenten beinhaltet. Die zugehörigen internen Rollen (Abbildung 4.2) sind:
1. Output für Ausgaben (z. B. an eine Monitoring-Software),
2. Maintenance für das Aufräumen der Wissensbasis bzgl. irrelevanter wie veral-
teter Informationen,
3. Processing zur deduktiven Ableitung neuen Wissens aus der Wissensbasis sowie
4. Acquisition zur Beschaffung benötigter Informationen aus eigenen Sensoren oder
externen Datenquellen (ohne Agenten).
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Abbildung 4.2: Interne Rollen für das verteilte agentenorientierte Wis-
sensmanagement (nach Langer et al., 2007).

	



	






 







Abbildung 4.3: Externe Rollen für das verteilte agentenorientierte Wis-
sensmanagement (nach Langer et al., 2007).
Externe Rollen betreffen hingegen Interaktion mit anderen Agenten für verteiltes
Wissensmanagement. Sie bilden sowohl eine bestimmte Wissensmanagementfunktion
als auch ein Kommunikationsmuster ab. Die entsprechenden externen Rollen (Abbil-
dung 4.3) sind:
1. Consumer für die Beschaffung von Informationen über andere Agenten,
2. Provider für die Lieferung von Informationen auf Anfrage eines Consumer,
3. Processing als Dienst für extern durchgeführte Inferenzen
4. Broker für die Vermittlung von Diensten des verteilten Wissensmanagements
(z. B. die Auffindung eines Providers durch einen Consumer).
Mit den externen Rollen sind jeweils Interaktionsprotokolle mit anderen Agenten ver-
bunden. Der Initiator hat dabei bestimmte Ziele (etwa der Consumer die Akquisition
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einer bestimmten Information), während der angesprochene Agent bei Einwilligung ei-
ner Wissensmanagementkooperation entsprechende Verpflichtungen zur Erfüllung des
angebotenen Dienstes eingeht. Dabei ist auch explizit vorgesehen, dass eine Dienster-
bringung als ökonomischer Tausch abgewickelt wird, also eine Zahlung erfolgt. Dies
ist insbesondere bedeutend, da Information im unternehmerischen Kontext als Wert
(engl. asset) betrachtet werden kann. Für die Interaktion zwischen Consumer und Pro-
vider wird entsprechend ein Interaktionsprotokoll angegeben (Langer et al., 2007), das
die Möglichkeit einer Verhandlung über die Modalitäten des Informationstransfers als
Variante des FIPA-Vertragsnetzes vorsieht (vgl. Abschnitt 2.3.2).
Betrachtet man Information als Wert und nicht-materielle Ware, so ist hervorzuhe-
ben, dass der individuelle Wert stets von der Entscheidungssituation eines Agenten
abhängt. Hinzu kommt, dass Informationen einerseits zwar beliebig zu vervielfältigen
sind, ihr Wert aber andererseits flüchtig ist. Die Flüchtigkeit des Wertes ergibt sich
aus dem Veralten von Informationen in dynamischen Umgebungen und einer potenti-
ell eingeschränkten Nutzbarkeit. Die Anwendung einer Information (durch Wissen) in
einer Entscheidung kann selbst dazu führen, dass die Information als Nebenwirkung
veraltet. Zum Beispiel ist in einem Transportszenario die Information über einen po-
tentiellen Transportauftrag dann angewendet, wenn diese Information tatsächlich in
einen entsprechenden Vertrag mündet. Somit ist die Information danach nicht mehr
in einer Entscheidung anwendbar und damit veraltet und wertlos. Andere Informa-
tionen sind durch beliebig viele Akteure anwendbar. Hierzu gehört zum Beispiel eine
Staunachricht. Unberührt bleibt jedoch, dass die Gültigkeit dieser Information zeit-
lich begrenzt ist und die Auswirkungen der Nutzung einer Informationen komplexe
Nebenwirkungen haben können. So kann der Erhalt einer Stauinformation durch viele
Autofahrer zu einem Stau auf der Ausweichstrecke führen.
Hinsichtlich einer zielgerichteten, abgewogenen Akquisition wertvoller, also nützlicher
Informationen ist daher zu untersuchen, was eine Information ist und wie der Wert
einer Information beurteilt und ggf. sogar quantifiziert werden kann. Dies wird im
folgenden Abschnitt diskutiert.
4.1.3 Qualifikation und Relevanz von Informationen
Wissensbasierte Systeme profitieren einerseits von ihrem Situations- und Hintergrund-
wissen, indem sie bessere, vorausschauende Entscheidungen treffen können (Miene
et al., 2004; Lattner et al., 2005), Risiken erkennen (Lorenz et al., 2005) und eventuell
den Raum möglicher Lösungen eines gegebenen Problems einschränken können (zum
Beispiel beim Planen (Balakirsky und Herzog, 2005)). Andererseits machen sich wis-
sensbasierte Systeme auch von diesem Wissen abhängig, da sie dessen ständige Kor-
rektheit und Verfügbarkeit im Zweifel voraussetzen und andernfalls möglicherweise
äußerst schlechte Entscheidungen treffen. Der Grund für solch eine Fehlentscheidung
liegt in der Regel im naiven Umgang mit unvollständigem oder unsicherem Wissen
(vgl. auch Diskussion in Abschnitt 3.1.5). Insbesondere ist hierbei situatives Wis-
sen gemeint, d. h. Informationen über den Zustand der Umgebung im Gegensatz zu
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allgemeinem regelhaften Hintergrundwissen.
Informationsbegriff
Um die Beurteilung, ob es sich im Einzelfall nur um Information oder auch um Wissen
handelt (vgl. Kapitel 3, S. 33), auszuklammern, wird im Folgenden von Information
gesprochen.1 Informationen können dabei zum einen Wahrheitswerte einer logischen
Formel und zum anderen Belegungen einer Variablen (mit jeweils bekannter Semantik)
sein. Um die Möglichkeit einer Fehlinformation explizit zu berücksichtigen, wird hier
zwischen der wahren Ausprägung x einer Eigenschaft X und der Information IX = x′
über die Ausprägung x′ der Eigenschaft unterschieden.
Definition 2 (Information). Eine Information IX = x′ ist ein interpretiertes Datum
über den Wert einer Variablen X, das nicht dem wahren Wert X=x entsprechen muss.
Es kann mehrere Informationen über X geben. Der Wertebereich WIX von IX kann
Boolesch, diskret oder kontinuierlich sein. Die Wertebereiche sind einseitig abbildbar
durch die Modellierungsfunktion
MX,IX : WX →WIX
Dabei ist IX wiederum eine Informationsvariable und damit Teil der Menge aller
Variablen X eines Systemmodells. Die Menge der Informationsvariablen ist I ⊂ X .
Die Variablen Xi ∈ X sind als modellierte Eigenschaften eines betrachteten (z. B.
physikalischen) Systems anzusehen.
Definition 3 (Korrekte Information). Die Wahrheit oder Korrektheit einer Informa-
tion IX = x′ im Falle X = x ist gegeben, genau dann wenn gilt:
MX,IX (x) = x′
In der Regel wird jedoch nicht feststellbar sein, ob eine Information nach dieser Defi-
nition korrekt ist, da die eigentliche Variable X nicht beobachtbar ist. Ein Agent, der
Information IX = x′ erhält, muss nun abwägen, ob er diese Information als subjek-
tives Wissen in seine Wissensbasis übernimmt. Die Information wird damit zu einem
Belief des Agenten.
Räumlich-zeitliche Qualifikation
In dynamischen und weit ausgedehnten Umgebungen sind die Variablen zur Be-
schreibung des Zustands der Umgebung in ihrem zeitlichen wie in ihrem räumlichen
Geltungsbereich zu qualifizieren. Eine Situationsbeschreibung beschränkt sich jedoch
1Ob eine Information Wissen ist bzw. zu Wissen wird, ist vom individuellen Einzelfall abhängig.
Das heißt, die vorliegende Information, die Entscheidungssituation, das Entscheidungssystem und die
Wissensbasis eines autonomen Systems müssen in ihrem Zusammenspiel betrachtet werden.
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nicht auf einen bestimmten Ort oder eine bestimmte Zeit. Daher reicht der aktuelle
Kontext eines Agenten für eine räumlich-zeitliche Qualifikation der Information nicht
aus. Vielmehr sind für einen Agenten potentiell auch Informationen zu berücksichti-
gen, die entfernte Orte bzw. die Zukunft oder Vergangenheit betreffen. Informationen
über entfernte Orte sind dann in Entscheidungen zu berücksichtigen, wenn der der-
zeitige oder ein erwogener Plan eine Änderung des Ortes vorsieht, der sich auf fol-
gende Entscheidungen auswirkt. Da es sich um zukünftig aufgesuchte Orte handelt,
sind entsprechend auch zukünftige Werte der Variablen relevant. Gleiches gilt auch,
falls sich der Ort nicht ändert, aber ein zeitlich ausgedehnter Plan zu bewerten ist.
Informationen über die Vergangenheit sind dann relevant, wenn sie (mittels Hinter-
grundwissen) Schlussfolgerungen über die Gegenwart oder Zukunft ermöglichen (vgl.
Markov-Inferenzen, Abschnitt 3.2.4).
Relevanzbewertung
Für die gezielte Akquisition einer Information ist bei beschränkten Ressourcen (ins-
besondere Zeit) deren Relevanz zu bewerten. Zunächst ist hierzu die Semantik von
Relevanz zu definieren. In dieser Arbeit richtet sich der Relevanzbegriff an den ak-
tuellen Informationsbedürfnissen des autonomen Systems aus. Diese wiederum sind
bestimmt durch den Zustand der lokalen Wissensbasis sowie das Entscheidungssys-
tem, das bestimmte Informationen verwertet. Die Verwertung geschieht z. B. durch
Entscheidungsregeln und Planungsverfahren, die bestimmte Variablen verwenden und
deren bekannte Belegung voraussetzen. Die negativen Folgen im Falle unbekannter
Belegungen bzw. Wahrheitswerte wurden bereits in Abschnitt 3.1.5 erläutert.
Darüber hinaus sind Entscheidungssysteme, die dem Grundsatz der maximum expec-
ted utility (von Neumann und Morgenstern, 1953) folgen, zu betrachten. Hier wird das
Wissen über Variablenbelegungen nicht vorausgesetzt, sondern Unsicherheit zugelas-
sen. Nichtsdestoweniger tragen bekannte Variablen zu einer besseren Abschätzung des
Nutzens einer bestimmten Aktion oder Aktionsfolge sowie der Bestimmung der am
meisten versprechenden Aktion bei. Wegen dieser vom Entscheidungssystem abhän-
gigen Eigenschaften definieren wir für den allgemeinen Fall:
Definition 4 (Relevante Variable). Ein Systemvariable X ist für einen intelligenten
Agenten genau dann relevant, wenn sie
• für eine (logisch korrekte) Inferenz im Zuge einer anstehenden Entscheidung
erforderlich ist,
• die Unsicherheit des intelligenten Agenten bezüglich des Ausgangs einer erwo-
genen Aktion reduziert oder
• zu einer wahrscheinlich besseren Entscheidung führt.
Ein geeignetes Verfahren zur Bewertung der Wichtigkeit einer Information ist jedoch
nicht naheliegend. Zuerst ist zwischen qualitativer und quantitativer Bewertung zu
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unterscheiden. Eine qualitative Bewertung würde im Extremfall nur zwischen wichtig
und unwichtig unterscheiden. Allerdings ist im Allgemeinen davon auszugehen, dass
jede Variable eines Entscheidungsmodells für eine Entscheidung potentiell relevant ist.
Somit ist eine binäre Betrachtung nicht zielführend, solange der Entscheidungskon-
text nicht einbezogen wird. Alternativ kann eine qualitative Relevanzbewertung eine
Ordnungsrelation über die Wichtigkeit von Informationen bzw. Systemvariablen defi-
nieren. Eine quantitative Bewertung kann hingegen den Wert der Information direkt
in Bezug zu und in der Einheit der Nutzenfunktion eines nutzen-orientierten Agenten
(Abschnitt 2.2.1) beurteilen. Für einen zielorientierten Agenten wäre die Gütefunktion
eines Plans der entsprechende Maßstab.
Eine quantitative Bewertung, falls sie für das eingesetzte Entscheidungssystem und die
Wissensrepräsentation grundsätzlich möglich ist, hat die breitesten Einsatzmöglich-
keiten, da sie eine vollständige Ordnungsrelation vorgibt und stochastisch verrechnet
werden kann. Andererseits wird die exakte Berechnung der Relevanz jeder potentiellen
Information in komplexen Entscheidungssystemen nicht immer in angemessener Zeit
möglich sein. Daher ist anzustreben, irrelevante Variablen durch eine vorgelagerte
Analyse effizient auszuschließen.
Der entscheidungstheoretische Ansatz zur quantitativen Bestimmung des Informati-
onswerts geht auf Howard (1966) zurück. Dieser definiert den value of information als
den Unterschied im erwarteten Nutzen der bestmöglichen Aktion eines Agenten mit
oder ohne eine Information gegeben die vorhandenen Informationen. Den Grundlagen
und entsprechenden Ansätze der nutzenorientierten Informationswertberechnung ist
Kapitel 5 gewidmet.
4.1.4 Agentenarchitektur
Wie in Abschnitt 2.2 angeführt, liegt dem Konzept des Agenten weder ein fester Auf-
bau noch ein bestimmtes Entscheidungsverhalten zu Grunde. Entsprechend vielfältig
sind mögliche Realisierungen für Agentenverhalten. Von dem ausprogrammierten also
kodierten Agentenverhalten abgesehen (Bellifemine et al., 2007, z. B.), sind vor al-
lem regelbasierte Ansätze, logisch planende Agenten und entscheidungstheoretische
Ansätze zu unterscheiden, die sich allerdings überschneiden können. Als abstrakte
Struktur einer Agentenarchitektur A lässt sich folgendes Tupel identifizieren2:
A = (S, P,WB,WV ,SB, A,E)
Hierbei steht S für die Sensoren des Agenten, P für die Perzeption mit diesen Senso-
ren, WB für die Wissensbasis,WV für eine Wissensverarbeitung auf WB (u. a. mittels
eines Inferenzsystems), SB für die Situationsbewertung (oder synonym Situationsana-
lyse), A für die zur Auswahl stehenden Aktionen und E für das Entscheidungssystem,
das auf der Basis eines Entscheidungsmechanismus eine auszuführende Aktion bzw.
2Bei einem einfachen Reflex-Agenten entfielen die Wissensbasis, Wissensverarbeitung und Situa-
tionsbewertung
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Aktionsfolge aus A generiert. Dabei handelt sich bei P , WV , SB und E um Prozesse
des Agenten, während S, A, WB Fähigkeiten bzw. Zustände beschreiben. Diese Struk-
tur lässt sich auch auf die Systemarchitektur des 4D/RCS-Ansatzes (Abschnitt 2.2.2)
abbilden, der im Wesentlichen die Prozesse Sensory Processing (P ), World Modeling
(WV ), Value Judgement (SB) und Behavior Generation (E) unterscheidet.
Die Perzeption verarbeitet eingehende Signale und Informationen der Sensoren in
S und fügt sie ggf. der Wissensbasis WB hinzu. Die Wissensbasis unterteilt sich in
Hintergrundwissen und Situationswissen (Faktenwissen), welches jeweils z. B. proba-
bilistisch, logisch oder auch hybrid repräsentiert sein kann (vgl. Kapitel 3). Die Si-
tuationsbewertung ist eine optionale Komponente, die eine Analyse der Situation mit
Hilfe der Wissensbasis WB und der darauf operierenden Inferenzmechanismen in WV
vornimmt und damit weiteres Wissen über die vorliegende Entscheidungssituation zu
WB hinzufügt. Das Entscheidungssystem E operiert auf WB als Repräsentation der
Entscheidungssituation und basiert auf einer Entscheidungsfunktion e
e : WB ×A→ A∗ (4.1)
die die durch WB definierte Entscheidungssituation und die ausführbaren Aktionen
A auf eine Aktionsfolge A∗ abbildet. Die Entscheidungsfunktion ist z. B. regelbasiert,
zielorientiert oder nutzenorientiert.
Im Kontext dieser Arbeit werden Agenten oder allgemeiner autonome Systeme be-
trachtet, die ihrer Architektur und Entscheidungsprozesse nach die Voraussetzung
erfüllen könnten, Situationswissen und -unwissen explizit für eine zuverlässige Situati-
onsbewertung zu behandeln. Diese Anforderung ist theoretisch selbst für ausprogram-
miertes Agentenverhalten zu erfüllen, da hier eine ausprogrammierte Komponente zur
Analyse der Situation und zur Beschaffung der zugehörigen Informationen denkbar
ist. Letztendlich sollten auch modellbasierte Ansätze als Programm kodiert werden
können.
Aufgrund der bezüglich Sicherheit oder ökonomisch teils kritischen Anwendungsbe-
reiche autonomer Systeme sind formale, modellbasierte Ansätze zu bevorzugen. Die-
se erlauben eher theoretisch fundierte Aussagen über das Agentenverhalten. In den
folgenden Abschnitten werden, fokussiert auf die Ausprägung des Entscheidungssys-
tems E, modellbasierte Ansätze für regel- und zielorientierte Agenten einerseits und
nutzenorientierte Agenten andererseits vorgestellt sowie deren Verfahrensgrundlagen
erläutert.
4.2 Zielgerichtete Entscheidungen
Der Typ eines Agenten sowie seine Wissensrepräsentation geben im Wesentlichen die
Art des Entscheidungssystems vor. So setzt der zielorientierte Agent Planung ein, um
eine Aktionsfolge zu einem gewählten Ziel zu finden (Russell und Norvig, 2010, S. 366).
Ghallab et al. (2004, S. 1) bezeichnen Planung als „Abwägungsprozess, der Aktionen
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wählt und strukturiert, indem deren erwarteter Ausgang antizipiert wird.“3 Gegebe-
nenfalls kann der Agent dabei auf fertige Pläne oder Teilpläne einer Planbibliothek
zurückgreifen, um die Planung zu verkürzen. In diesem Abschnitt werden vor allem
Verfahren diskutiert, die die Erreichung eines oder mehrerer diskreter Ziele verfolgen.
In Abgrenzung dazu sind nutzenorientierte Verfahren zu sehen (Abschnitt 4.3).
4.2.1 Automatisches Planen
Automatisches Planen ist eine der wichtigsten Teildisziplinen der Künstlichen Intel-
ligenz (Russell und Norvig, 2010, S. 392). Grundlegende Arbeiten wurden vor allem
mit der Planungsprache STRIPS geleistet (Fikes und Nilsson, 1971). STRIPS (Stan-
ford Research Institute Problem Solver) versteht Planen als Anwendung des Theo-
rembeweisens. Dazu werden Aktionen durch deren logische Vorbedingungen für die
Anwendbarkeit und Nachbedingungen für die Effekte definiert. Der Beweis hat ent-
sprechend die Aufgabe, von einem Initialzustand eine Aktionsfolge zu einem logisch
definierten Zielzustand zu finden. STRIPS bildet die Grundlage für diverse mächtigere
Planungssprachen (vgl. Fikes und Nilsson, 1993) wie ADL oder PDDL.
Die Action Description Language, ADL (Pednault, 1986), ist eine Erweiterung von
STRIPS, welche prädikatenlogische Quantoren, negierte Literale, Disjunktion in den
Bedingungen und Typisierung von Variablen erlaubt sowie die Open World Assump-
tion anwendet (Russell und Norvig, 2003, S. 379). Das heißt in diesem Fall, dass
Zustandsbeschreibungen nicht vollständig sein müssen, sondern sich auf die relevan-
ten Bestandteile beschränken können. Trotzdem besteht auch hier das Problem des
unvollständigen Wissens für Literale, die Teil einer Bedingung sind (Abschnitt 3.1.5).
Für moderne Planungsanwendungen wurde die Planning Domain Definition Langua-
ge, PDDL (Ghallab et al., 1998), als Standard entwickelt, die als Untermenge auch
STRIPS und ADL unterstützt.
Entsprechende Systeme wenden so genannte klassische Planung an. Das heißt, sie
setzen eine deterministische, voll beobachtbare, nur durch den Agenten veränder-
te Umgebung voraus bzw. nehmen dies als Vereinfachung an. Diese Annahme gilt
im Allgemeinen und für den Fokus in dieser Arbeit im Speziellen nicht. Daher wer-
den klassische Planungsverfahren hier nicht im weiteren Detail betrachtet. Planen
unter Unsicherheit relaxiert diese strikten Annahmen. Zu entsprechenden Verfah-
ren gehören z. B. Markov-Entscheidungsprozesse (engl., Markov Decision Processes,
MDPs) und Planen durch Model Checking (siehe Ghallab et al., 2004, S. 403–434).
Markov-Entscheidungsprozesse gehören dabei zu den nutzenorientierten Ansätzen
(Abschnitt 4.3.2).
3Eigene Übersetzung aus dem englischen Original.
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4.2.2 Ansätze für zielgerichtete und regelbasierte Agenten
Als grundlegender Agententyp wurde in Abschnitt 2.2 bereits der zielorientierte Agent
aufgeführt. Dieser versucht, vordefinierte diskrete Ziele zu erreichen. Hierzu lassen
sich Planungsverfahren und Planbibliotheken einsetzen. Diskrete Unsicherheiten in
Aktionsfolgen lassen sich dabei z. B. durch temporale Modallogiken und Mögliche-
Welten-Semantik abbilden (vgl. Abschnitt 3.1.4; Wooldridge, 2000), soweit der Raum
der Möglichkeiten klein bleibt. Problematisch ist der zielorientierte Agent, wenn kein
Plan zu einem Ziel gefunden werden kann bzw. das Ziel nicht als Zustandsbeschrei-
bung formuliert ist oder werden kann. Dies ist zum Beispiel der Fall, wenn das Ziel
die Maximierung oder Minimierung einer Kennzahl ist. Hier lässt sich im Allgemei-
nen nicht bestimmen, ob das Ziel erreicht ist oder insbesondere zu welchem Grad es
erreicht ist.
In den folgenden Unterabschnitten werden Ansätze und Architekturen für zielgerich-
tete Agenten vorgestellt. Hierbei wird auf zwei Ansätze fokussiert, die in besonderer
Weise die Forschung beeinflussen und beeinflusst haben (BDI ) bzw. die Anwendungs-
domäne Selbststeuerung in der Logistik betreffen (Autonomous Units).
Das BDI-Modell
Agenten nach dem BDI-Modell (Bratman, 1987) bilden heute die wahrscheinlich ver-
breitetste Gruppe der Agentenarchitekturen (vgl. z. B. Kirn et al., 2006). Der Ansatz
unterscheidet drei „mentale“ Zustände eines Agenten: Belief, Desire und Intention; so-
wie zwei Entscheidungsprozesse: deliberation und means-end reasoning. Konzeptuelle
Grundlage des BDI-Agenten ist ein von Bratman (1987) entwickeltes Entscheidungs-
modell, welches versucht, rationales menschliches Verhalten abzubilden.
Die oben aufgeführten Modellkomponenten definieren sich wie folgt: Der mentale Zu-
stand Beliefs beschreibt das subjektive Wissen eines Agenten. Dies beinhaltet z. B.
allgemeines Hintergrundwissen und den angenommenen Zustand der Umgebung. Die
Beliefs sind daher eine Wissensbasis, die auch die Lage bzw. Situation und damit
den Entscheidungskontext beschreibt. Desires geben dem Agenten ein persistentes
Zielsystem vor. In der Regel (Wooldridge, 2000) ist dieses Zielsystem durch eine Men-
ge potentiell konfliktärer Weltzustände definiert. Aus Beliefs und Desires ergibt sich
schließlich der mentale Zustand der Intentions. Diese bezeichnen die aktuellen aber
dynamischen Absichten eines Agenten. Je nach Lesart können Intentions ausgewählte
Desires, ausgewählte Desires mit hinführenden Teilzielen oder aber ganze Pläne zum
Erreichen eines Desires sein.
Der Prozess der Deliberation ist für die Auswahl einer konsistenten Untermenge ak-
tuell zu verfolgender Desires verantwortlich. Abhängig ist dieser Prozess vor allem
vom aktuellen Weltzustand (Beliefs). Means-end reasoning schließlich bezeichnet den
Prozess der Planung zur Erreichung der ausgewählten Desires. Das Ergebnis dieses
Prozesses sind die Intentions des BDI-Agenten.
Abschnitt 4.2 – Zielgerichtete Entscheidungen 83
Für logische Schlussfolgerungen auf dem BDI-Modell haben Rao und Georgeff (1998)
eine grundlegende Modallogik vorgestellt. Insbesondere wird es damit möglich, tempo-
rale Abhängigkeiten von Zuständen sowie Erreichbarkeitsrelationen zwischen Zustän-
den in CTL-Strukturen zu formulieren und zu bestimmen (vgl. Abschnitt 3.1.4). Eine
um Aktionen erweiterte Modallogik schlägt Wooldridge (2000) mit LORA vor. Im
Multiagenten-Kontext sind darüber hinaus so genannte Kooperationslogiken relevant.
Eine detailliertere Diskussion der Modallogiken für intelligente Agenten gibt bereits
Abschnitt 3.1.4 (S. 45–47).
Autonomous Units
Für die Domäne selbststeuernder bzw. selbstorganisierter Prozesse, insbesondere in
der Logistik (Scholz-Reiter et al., 2004; Windt und Hülsmann, 2007), sind Autono-
mous Units (oder autonome Einheiten) ein graphentheoretischer Ansatz zur Model-
lierung und Verifikation dezentraler, autonomer und paralleler Entscheidungsprozesse
(Hölscher et al., 2007; Kreowski und Kuske, 2008). Zur Abbildung der Modellverän-
derungen werden insbesondere Graphtransformationsregeln (siehe Rozenberg, 1997)
eingesetzt. Eine Graphtransformationsregel
r : M → K → E
ist definiert durch drei Graphen: MustergraphM , Ersetzungsgraph E und Klebegraph
K. Bei der Anwendung der Regel r wird ein Ursprungsgraph G in den modifizier-
ten Graphen H überführt (G p−→ H). Die Anwendbarkeit der Regel r ist durch eine
Teilgraph-Isomorphie von G und M definiert, wobei das in G identifizierte Muster
M durch den Ersetzungsgraph E substituiert wird, so dass der Graph H entsteht.
Der Klebegraph K ist ein Teilgraph von M und E, der bei der Substitution erhalten
bleibt und entsprechend als Anschlusspunkt für die Ersetzungsoperation dient.
Der Graph G beschreibt in der Verwendung für autonome Einheiten die Objekte in
einer modellierten Domäne, deren Relationen und Eigenschaften sowie ihre gemeinsa-
me Umgebung. Das Verhalten ausgewählter Objekte wird durch autonome Einheiten
als Transformationseinheit beschrieben. Das heißt, einem (Objekt-)Knoten wird ein
Menge Transformationsregeln zugeordnet. Diese Transformationen können z. B. den
inneren Zustand oder die Position eines Objektes verändern. Der innere Zustand ist
dabei nur durch die zum Objekte gehörende autonome Einheit modifizierbar. Darüber
hinaus sind auch Regeln möglich, die Nachrichtenaustausch (analog zur Agentenkom-
munikation) abbilden, indem von der Sender-Einheit eine Kante zum Empfänger hin-
zugefügt wird, die den Nachrichteninhalt als Annotation (label) enthält (Kreowski
und Kuske, 2008).
Der Ansatz kann verwendet werden, um z.B. das Pickup-and-Delivery-Problem (Sa-
velsberg und Sol, 1995) zu modellieren (Kreowski und Kuske, 2008). Eine an Real-
zeit angelehnte Modellzeit wird jedoch nicht angewendet. Stattdessen kommt ein
rundenbasierter Ansatz zum Tragen, wobei eine Regelanwendung einem Zeitschritt
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entspricht. Eine distanzadäquate Fortbewegung der Transportmittel wird durch eine
Transformationsregel realisiert, die abhängig von der diskreten Kantenlänge d einer
Ortsverbindung die Distanz d2 des Transportmittels zum Zielknoten jeweils um 1
reduziert, falls das Ziel noch nicht erreicht ist (d2 < d).
Graphtransformation ist ein möglicher Ansatz für die Modellierung (Timm et al., 2007;
Depke et al., 2002) und Verifikation (Giese und Klein, 2007) von Multiagentensyste-
men. Dabei ist eine autonome Einheit konzeptionell als modellbasierter Reflex-Agent
zu sehen (vgl. Abschnitt 2.2.1), da Aktionen nicht proaktiv ausgeführt werden. Zusätz-
lich ist zu beachten, dass das Teilgraph-Isomorphie-Problem (wegen Reduzierbarkeit
auf das Cliquen-Problem) NP-vollständig ist (Karp, 1972) und im Allgemeinen keine
effizienten Algorithmen zur Verfügung stehen.
4.3 Nutzenorientierte Entscheidungen
Im Gegensatz zum zielorientierten bzw. regelgesteuerten Agenten sind Entscheidun-
gen von nutzenorientierten Agenten nicht auf die Erreichung von Folge- oder Zielzu-
ständen ausgerichtet, sondern auf die Maximierung einer Nutzenfunktion (vgl. Ab-
schnitt 2.2.1, S. 12). Der grundlegende Ansatz für nutzenorientierte Entscheidungen
wurde durch von Neumann und Morgenstern (1953) für den allgemeineren Fall der
Spieltheorie angegeben, nach dem sich rationale Agenten nach dem Prinzip der Ma-
ximum Expected Utility verhalten sollten. Das heißt, ein Agent sollte diejenige Aktion
(oder Aktionsfolge) ausführen, die wahrscheinlich den besten Nutzen erzielt. Dabei
ist es für den allgemeinen Fall passender, von einer Präferenzfunktion zu sprechen
(Russell und Norvig, 2010, S. 482f, 616). Präferenz (ordinal) bzw. Nutzen (kardinal)
sind nicht auf monetären Wert beschränkt und müssen sich nicht proportional dazu
verhalten, sondern z. B. logarithmisch (vgl. Grayson, 1960). Der erwartete Nutzen
EU einer einzelnen Aktion a mit einer abzählbaren Menge Oa möglicher Ausgänge
ok ∈ Oa ist (ohne weitere Informationen) bestimmt durch:
EU(a) =
Oa∑
ok
P (ok|a) · U(ok) (4.2)
mit Evidenz a als Ereignis, dass Aktion a ausgeführt wurde, P (ok) als Wahrschein-
lichkeit des jeweiligen Ausgangs ok und U(ok) als deren Nutzen.
Hierbei wird demnach der Fall der Entscheidung unter Unsicherheit adressiert, bei
dem der Ausgang einer ausgeführten Aktion a nicht vorherzusehen ist, sondern nur
eine Wahrscheinlichkeit P (ok) eines Ausgangs ok angenommen werden kann. Diese
Unsicherheit ist u. a. begründet durch andere Akteure in der Umgebung sowie ein
unvollständiges Umgebungswissen und auch Umgebungsmodell (vgl. Abschnitt 3.2.5).
Für eine bessere Einschätzung kann jedoch das vorhandene Situationswissen, d. h. die
vorhandenen Evidenzen e, einbezogen werden. Es ergibt sich die eigentliche Formel
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der Expected Utility (vgl. Russell und Norvig, 2010, S. 611):
EU(a|e) =
Oa∑
ok
P (ok|a, e) · U(ok) (4.3)
Gegeben eine Menge Amöglicher Aktionen a ∈ A und Evidenzen e sollte ein rationaler
Agent nun die Aktion α mit der höchsten Nutzenerwartung EU(a|e) ausführen:
EU(α|e) = max
a∈A
EU(a|e) (4.4)
Multikriterieller und stochastischer Nutzenvergleich
Eindimensionale Nutzenfunktionen sind nicht auf alle Entscheidungsprobleme an-
wendbar. Ist das Problem multikriteriell, müssen die Parameter x0, . . . , xn entweder
zu einem gemeinsamen Nutzenwert U verrechnet werden oder es muss eine Präferenz-
ordnung für Parameterkonfigurationen 〈x0, . . . , xn〉 definiert werden, die nur partiell
ist. Im ersten Fall ist die Voraussetzung für eine additive Nutzenfunktion4 eine ge-
meinsame Einheit sowie eine Gewichtung ki der einzelnen Parameter xi (vgl. auch
Debreu, 1960):
U(〈x0, . . . , xn〉) =
n∑
i=0
ki · U(xi) (4.5)
Eine Parameterverrechnung ist jedoch im Allgemeinen nicht möglich oder sinnvoll.
Daher muss teilweise eine partielle Ordnung genügen. Sind keine Parameter eines
Konfigurationstupels kombinierbar, so ist die Konfiguration x′ und x′′ nur dann ver-
gleichbar, falls die Komponenten eines dieser Konfigurationen (z. B. x′) alle mindestens
genauso gut sind wie die des anderen (U(x′) ≥ U(x′′)). Gilt hingegen für beliebige
Komponenten U(x′i) > U(x′′i ) und U(x′j) < U(x′′j ), sind beide Konfigurationen un-
vergleichbar. Gilt aber über U(x′) ≥ U(x′′) hinaus für mindestens eine Komponente
von x′, dass U(x′i) > U(x′′i ), so ist x′ > x′′. Konfiguration x′ ist in diesem Fall strikt
dominant zu x′′.5
Für den nicht-deterministischen Fall bei Entscheidung unter Unsicherheit sind die
Werte der Parameterkonfigurationen jedoch nicht bekannt. Stattdessen können sie nur
durch eine stochastische VerteilungP(xi) ausgedrückt werden. Dennoch kann hier eine
stochastische Dominanzrelation auf den (n+ 1)-dimensionalen Regionen der stochas-
tischen Parameterkonfigurationen angewendet werden. Dazu wird die stochastische
Verteilung der jeweiligen Dimension (Komponente) zu einer kumulativen Verteilung
integriert. Ist der Wert der kumulativen Verteilung p1 des stochastischen Parameters
P(x′i) einer Konfiguration x′ bei jedem Belegungswert w besser (d. h. kleiner) als der
4Natürlich sind prinzipiell auch beliebige andere arithmetische Kombinationen möglich (vgl. Kee-
ney, 1974).
5Betrachtet man die Komponenten als Individuen einer Population, ist analog das nach Vilfredo
Pareto benannte Prinzip der Pareto-Effizienz anwendbar.
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Wert der kumulativen Verteilung p2 des Parameters P(x′′i ) einer Konfiguration x′′, ist
P(x′i) stochastisch dominant zu P(x′′i ) (Russell und Norvig, 2010, S. 624):
∀w
∫ w
−∞
p1(w′) dw′ ≤
∫ w
−∞
p2(w′) dw′ (4.6)
Das heißt, eine stochastische Parameterkonfigurationen x′ ist genau dann dominant zu
einer Konfiguration x′′, wenn alle Komponenten von x′ stochastisch dominant zu den
entsprechenden Komponenten in x′′ sind. Allerdings ist die Präferenz-Unabhängigkeit
der Utility-Komponenten zu berücksichtigen (Keeney, 1974). Für eine ausführlichere
Diskussion multikriterieller Nutzenfunktionen wird auf Keeney und Raiffa (1976) und
Dyer (2005) verwiesen.
4.3.1 Entscheidungsnetze
Das Prinzip der Maximum Expected Utility ermöglicht es, rationale Entscheidungen
über auszuführende Aktionen zu treffen. Der erwartete Ausgang einer Aktion kann
dabei jedoch von vielen Einflussfaktoren abhängen, die es zu berücksichtigen gilt. Die-
se Faktoren können sich wiederum gegenseitig beeinflussen. Bei der Modellierung eines
Entscheidungssystems sind diese Beeinflussungen zu berücksichtigen. Um die Kom-
plexität der Modellierung und auch Inferenz gering zu halten, ist es daher naheliegend
und hilfreich, das Konzept Bayes’scher Netze auf nutzenorientierte Entscheidungssys-
teme zu übertragen.
Entscheidungsnetze (engl. influence diagrams oder decision networks) sind ein ent-
sprechender probabilistischer Ansatz, der von Howard und Matheson (Howard und
Matheson, 1984, 2005; Howard, 1990) auf der Grundlage von früheren Arbeiten (Mil-
ler et al., 1976) am Stanford Research Institute (SRI) eingeführt wurde. Ein Entschei-
dungsnetz ist ein Bayes’sches Netz, das drei Knotentypen unterscheidet: die üblichen
Zufallsknoten (engl. chance nodes) sowie zusätzlich Entscheidungsknoten (oder Akti-
onsknoten) und Nutzenknoten. Darüber hinaus werden deterministische Knoten als
Spezialfall von Zufallsknoten eingeführt. Die Werte dieser Knoten sind durch eine
mathematische Funktion über ihre Kindknoten exakt bestimmt.
Definition 5 (Entscheidungsnetz). Ein Entscheidungsnetz DN ist ein gerichteter
azyklischer Graph, der definiert ist durch
DN = (X ,D,U,K)
wobei X die endliche Menge aller Zufallsgrößen, D die endliche Menge der Ent-
scheidungsknoten6, U die zugehörigen Nutzenknoten und K die Menge der direkten
Verbindungen (gerichteten Kanten) zwischen den Knoten aus X , D und U bilden.
6Im Allgemeinen bildet D eine Menge von Entscheidungsknoten. Für einfache Entscheidungsnetze
wird von |D|=1 ausgegangen.
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Abbildung 4.4: Einfaches Entscheidungsnetz mit einem Aktionsknoten
und einem Utility-Knoten U ohne indirekte Einflüsse (nach Russell und
Norvig, 2010, S. 628)
Ein Aktionsknoten aus D wird als Rechteck notiert und beschreibt eine Entschei-
dungssituation, d. h. dem Entscheider (Agenten) steht eine endliche Anzahl diskreter
Aktionen zur Verfügung, deren Resultat unsicher ist. Das Resultat wird auf einer
Menge Zufallsknoten O jeweils als Resultatattribute Oi = oi,j beschrieben. Der so be-
schriebenen Situation o nach Ausführung einer Aktion wird dann ein Nutzen (utility)
zugeschrieben, der in einem Nutzenknoten U ∈ U als Raute notiert wird. Einflüsse
und Resultate der Aktionen können auch direkt in U überführt werden. Somit ist der
Nutzenknoten U nicht durch eine Wahrscheinlichkeitsverteilung, sondern durch eine
Abbildung von o auf einen Nutzenwert definiert, die durch U(o) notiert wird.
Zur Bestimmung der besten Aktion anhand eines Entscheidungsnetzes werden die
vorhanden Evidenzen in den Zufallsknoten gesetzt und für jede mögliche Aktion a die
Posterior-Wahrscheinlichkeiten der Resultatattribute berechnet, so dass schließlich der
erwartete Nutzen EU(a) berechnet werden kann (vgl. Formel 4.3). Die Aktion α mit
dem höchsten erwarteten Nutzen wird als Entscheidung zurückgegeben (Formel 4.4).
Ein elementares Beispiel für die Wahl eines optimalen Flughafenstandorts abhängig
von erwarteten Werten für Flugaufkommen, Baukosten und Prozesskosten für Raum-
ordnung ist in Abbildung 4.4 angegeben. Das Beispiel abstrahiert Resultatattribute
und verrechnet Aktion und Einflüsse direkt zu einem Nutzen.
Es ist jedoch zu beachten, dass wie schon beim Hidden-Markov-Modell (vgl. Ab-
schnitt 3.2.4) eine kondensierte Repräsentation einige Nachteile hat, insbesondere
wenn sich die Werte des Modells ändern. Daher ist es ratsam, Einflussgrößen und mög-
liche Aktionsausgänge im Modell zu trennen. Abbildung 4.5 stellt eine entsprechende
Erweiterung dar, die für die Aktionsausgänge die Attribute Todesfälle, Lärmbelästi-
gung und Kosten unterscheidet. Dabei können die Zufallsknoten wiederum durch kom-
plexe Teilmodelle, d. h. Bayes’sche Netze, beschrieben sein.
Eine ausführlichere und aktuelle Beschreibung von Entscheidungsnetzen und Inferen-
zalgorithmen geben z. B. Jensen und Nielsen (2007, Kapitel 9–11). Werden Entschei-
dungsnetze um Aktionsfolgen und dynamische Einflussfaktoren (d. h. Zustandsfolgen)
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Abbildung 4.5: Variante des Entscheidungsnetzes aus Abbildung 4.4 mit
indirekten Einflüssen und expliziten Aktionsresultaten (nach Russell und
Norvig, 2010, S. 627)
erweitert, ergeben sich so genannte Markov-Entscheidungsprozesse mit dynamischen
Bayes’schen Netzen als Zustandsbeschreibung mit zeitlichem Transitionsmodell. Diese
komplexeren nutzenorientierten Entscheidungsmodelle werden im nächsten Abschnitt
diskutiert.
4.3.2 Markov-Entscheidungsprozesse
Markov-Entscheidungsprozesse (engl. Markov decision processes, MDPs) verallgemei-
nern das einfache Entscheidungsproblem auf (potentiell unbegrenzte) Sequenzen von
Entscheidungen bzw. Aktionen. Das Ziel ist es, eine Aktionsfolge zu finden, die den er-
warteten Nutzen des Agenten bei gegebenen Evidenzen maximiert. Insofern wird das
Planungsproblem als Optimierungsproblem betrachtet (Ghallab et al., 2004, S. 379).
Ein Markov-Entscheidungsprozess ist definiert durch
• eine Zustandsmenge S
• einen Anfangszustand s0 ∈ S,
• eine Aktionsmenge A
• ein Transitionsmodell P(S′|s, a) der Zuständsübergänge und
• eine Belohnungsfunktion (engl. reward function) R(s)
wobei s ∈ S einen Zustand, S′ ⊆ S mögliche Folgezustände von s und a ∈ A eine
Aktion bezeichnen (Russell und Norvig, 2010, S. 647). Der Name des Ansatzes leitet
sich daher von der Verwendung (diskreter) Markovscher Transitionsmodelle für (ak-
tionsbedingte) Zustandsübergänge ab (vgl. Abschnitt 3.2.4). Ist die „Belohnung“ für
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einen Zustand negativ, so wird der Agent versuchen, diesen hin zu einem Zustand mit
möglichst hoher und positiver Belohnung zu verlassen.
Die (nicht-klassische) Planaufgabe eines Agenten besteht darin, eine den Reward ma-
ximierende Strategie zu bestimmen. Dabei ist der Ausgang von Aktionen potentiell
unsicher und die nächstbeste Aktion vom Ausgang der vorherigen Aktion abhängig.
Daher ist die Lösung dieses Planproblems keine feste Sequenz, sondern eine so ge-
nannte Policy pi (dt. auch Taktik), d. h. eine allgemeine Strategie für die Bewertung
eines Zustands und die beste Aktion darin. Die Policy-Funktion
pi : S → A
bestimmt für jeden Zustand s ∈ S eine auszuführende Aktion a ∈ A. Die Policy sollte
den erwarteten Nutzen maximieren und wird dann als optimal bezeichnet. Da die
Policy das Verhalten eines Agenten komplett beschreibt und keinen internen Zustand
benötigt, ist ein entsprechender Agent im Prinzip als einfacher Reflex-Agent anzuse-
hen (Russell und Norvig, 2010, S. 647). Jedoch beruht die Berechnung der Policy auf
den Konzepten eines nutzen-orientierten Agenten.
Für die Bestimmung der Policy ist die Belohnungsfunktion R(s) elementar. Dabei sind
unterschiedliche Modi für die Verrechnung der Zustandsfolgen s∗ = [so, s1, . . . , sn] und
jeweiligen Zustandsbelohnungen R(st, st+1) zu einer Utility U(s∗) denkbar (z. B. rein
additiv oder mit einem zunehmenden Abschwächungsfaktor γ). Im Allgemeinen ist
die Utility unter der Annahme der Stationarität des Problems7 bestimmt durch:
U(s∗) =
n∑
t=0
γt ·R(st) (4.7)
mit 0 < γ ≤ 1, wobei γ = 1 rein additiven Rewards entspricht. Dabei ist zu beachten,
dass eine Zustandsfolge bzw. ein Entscheidungsproblem potentiell sehr lang oder sogar
unendlich ist (d. h. n = ∞). Die Berechnung der Utility U muss daher in der Praxis
auf Zustandsfolgen der Länge k reduziert werden, die die Abweichung in Bezug auf
die auf dieser Basis bestimmte Policy pi marginalisieren (siehe unten).
Für die beste Entscheidung in einem Zustand s ist die langfristige Beurteilung ei-
ner Aktion bzw. das Potential des Folgezustands für die Utility (im Gegensatz zum
kurzfristigen Reward) notwendig. Die gewählte Aktion ist dabei stets von der Policy
pi des Agenten abhängig. In der Praxis interessiert nur die optimale Policy, kurz pi∗.
Das heißt, ein Zustand s ist so gut, wie der erwartete Nutzen, der von dort aus unter
Anwendung der optimalen Policy pi∗ erreicht wird. Diese Zustandsnutzenbewertung
ist definiert durch (Bellman, 1957)
U(s) = R(s) + γ ·max
a
∑
s′∈S′
P (s′|s, a) · U(s′) (4.8)
Diese Gleichung ist jedoch nichtlinear (wegen maxa) und rekursiv ohne definitive Ab-
bruchbedingung. Daher muss U(s) iterativ ermittelt werden, indem in jeder Iteration
7Stationarität bedeutet in diesem Fall, dass die Beurteilung einer Zustandsfolge s∗ unabhängig
von ihren vorherigen Zuständen ist.
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i, ausgehend von einer beliebige Annahme Uo(s) für jedes s ∈ S durch Einsetzen in
Formel 4.8 jeweils Ui(s) zu Ui+1(s) aktualisiert wird:
Ui+1(s) := R(s) + γ ·max
a
∑
s′∈S′
P (s′|s, a) · Ui(s′) (4.9)
Dieses Berechnung wird Bellman-Update genannt (Russell und Norvig, 2010, S. 652f).
Die Iteration kann abgebrochen werden, sobald der kalkulierte Nutzenwert konver-
giert. Das heißt, die maximale Änderung der letzten Iteration unterschreitet einen
vordefinierten maximal tolerierten Fehler  in Bezug auf den Abschwächungsfaktor γ.
Dies ist hinreichend, da für die tatsächliche Utility U gilt (Bellman, 1957):
|Ui+1 − Ui| < (1− γ)/γ =⇒ |Ui+1 − U | <  (4.10)
Da es häufig der Fall ist, dass bereits nach wenigen Iterationen Nutzenwerte hervor-
gehen, die in der Konsequenz der optimalen Policy entsprechen, kann das Verfahren
durch lineare Evaluation der jeweils resultierenden Policy abgekürzt werden. Dieses
Vorgehen wird Policy Iteration genannt und wurde von Howard (1960) entwickelt.
Partielle Sichtbarkeit
Für klassische Markov-Entscheidungsprozesse gilt die Annahme, dass der Zustand s
als Grundlage für die Policy-Entscheidungsfunktion pi(s) (vollständig) bekannt ist.
Der Vorteil der Annahme ist unter anderem, dass die Zustandshistorie keine Bedeu-
tung für die Entscheidung hat. Im Allgemeinen und im Besonderen bei den in dieser
Arbeit betrachteten dynamischen und nur partiell beobachtbaren Umgebungen ist
die Annahme nicht zulässig, der aktuelle Zustand nur unvollständig bekannt. Bei
Markov-Prozessen kann durch temporale Inferenz mittels des Transitionsmodells aus
der Zustandshistorie und Beobachtungen der aktuelle Zustand jedoch geschätzt wer-
den. Die probabilistische Beschreibung der aktuellen Zustandsschätzung wird dann als
belief state, b, bezeichnet (als Verteilung entsprechend P(S|b)). Die Wahrscheinlichkeit
eines aktuellen Zustands s ist beschrieben durch P (s|b).
Partiell sichtbare Markov-Entscheidungsprozesse (engl. partially observable MDPs,
POMDPs) adressieren die Beschränkung klassischer Markov-Entscheidungsprozesse.
Analog zum klassischen Markov-Entscheidungsprozess wird hier eine durch den belief
state bestimmte Policy-Entscheidungsfunktion pi(b) verwendet (Ghallab et al., 2004,
S. 379). Die Belohnungsfunktion ρ eines belief state b ist entsprechend konditioniert
über die Wahrscheinlichkeit der Zustände in b:
ρ(b) =
∑
s∈S
P (s|b) ·R(s) (4.11)
Zusätzlich zu den Komponenten des MDPs verfügt der POMDP über ein Sensormodell
P(Ot|st), das die Wahrscheinlichkeit jeder Observation (Evidenz) Ot = o im Zustand
s für den Zeitpunkt t angibt (vgl. das Sensormodell aus Abschnitt 3.2.4).
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Hieraus kann die Wahrscheinlichkeitsverteilung P(s′|Ot) jedes potentiellen aktuellen
Zustands s′ durch Bayes’sche Inferenz und rekursive Schätzung errechnet werden. Im
Gegensatz zu normalen Markov-Prozessen wird für die Berechnung das aktionsabhän-
gige Transitionsmodell P(St|st−1, A) verwendet, wobei A prinzipiell nur ein spezieller
Knoten des Systemmodells ist, der eine Entscheidung bzw. Aktionswahl repräsentiert.
Die Wahrscheinlichkeit eines Folgezustands st der möglichen Folgezustände St nach
der Ausführung einer Aktion a zur Zeit t− 1 im belief state bt−1 mit der Folgeobser-
vation ot definiert den folgenden belief state bt. Dieser ist daher bestimmt durch (vgl.
Russell und Norvig, 2010, S. 659f):
P (st|bt) = P (st|bt−1, a, ot) = αP (ot|st)
∑
st−1∈S
P (st|st−1, a)P (st−1|bt−1) (4.12)
wobei α eine Normalisierungskonstante zur Erhaltung der Kolmogorow-Axiome ist.
Die Wahrscheinlichkeit der Observation o im belief state b nach der Ausführung einer
Aktion a mit den möglichen Folgezuständen S′ ist dann:
P (o|b, a) =
∑
s′∈S′
P (o|s′) ·
∑
s∈S
P (s′|s, a)P (s|b) (4.13)
Die Lösung eines POMDP-Problems ist rechnerisch sehr anspruchsvoll, da der Such-
raum durch die Wahrscheinlichkeitsverteilungen der belief states unendlich und konti-
nuierlich ist (Boutilier et al., 1999, S. 25). Für einen endlichen Entscheidungshorizont
(d. h. die Aktionssequenz) ist das Problem exponentiell in Bezug auf die Größe des Zu-
standsraums und die Länge der Aktionssequenz (Papadimitriou und Tsitsiklis, 1987).
Daher ist die Anwendbarkeit bei tatsächlich optimalen Policies auf einfache Proble-
me beschränkt (Ghallab et al., 2004, S. 396). Approximative Verfahren helfen, diese
Schwierigkeiten beherrschbar zu machen (vgl. z. B. Amato et al., 2007) und möglichst
topologische Eigenschaften des Zustandsraums auszunutzen (Dibangoye et al., 2009).
Nichtsdestotrotz sind auch approximativ maximierende Policies für abgeschwächte Re-
wards unentscheidbar, wenn der Entscheidungshorizont unendlich ist (Madani et al.,
1999).
Eine ausführliche Diskussion von MDPs und POMDPs geben Boutilier et al. (1999).
Ein geraffter Überblick mit Fokus auf die Bedeutung für Planung ist bei Ghallab
et al. (2004, Kap. 16) nachzulesen. Ein wichtiges Repräsentationsmodell für partiell
sichtbare Markov-Entscheidungsprozesse sind dynamische Entscheidungsnetze (Ab-
schnitt 4.3.1).
Dynamische Entscheidungsnetzwerke
Dynamische Entscheidungsnetze (engl. dynamic decision network, DDN) bieten eine
Methode zur strukturierten Repräsentation eines partiell sichtbaren Markov-Entschei-
dungsprozesses (Boutilier et al., 1999, S. 21). Sie kombinieren statische Entscheidungs-
netze mit dynamischen Bayes’schen Netzen (Russell und Norvig, 2010, S. 664). Der
Hauptvorteil ist, dass der Zustandsraum und das Transitionsmodell als dynamisches
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Abbildung 4.6: Generische Struktur eines dynamischen Entscheidungs-
netzes zum Zeitpunkt t mit einem Entscheidungshorizont von drei Aktionen
(nach Russell und Norvig, 2010, S. 664).
Bayes’sches Netz strukturiert und damit kurz und prägnant repräsentiert ist. Kanaza-
wa und Dean (1989) nennen dynamische Entscheidungsnetzwerke entsprechend „eine
kompakte graphische Repräsentation einer probabilistischen Kausaltheorie“(S. 985).
Abbildung 4.6 zeigt ein Beispiel eines dynamischen Entscheidungsnetzes mit einem
Horizont von drei Aktionen in der Zukunft. Der nicht sichtbare Zustandsraum ist
zur Vereinfachung auf X kondensiert. Nur Variablen mit grauer Knotenfärbung sind
bekannt. Während alle Zustände bis inklusive t+2 einen Reward besitzen, wird für den
Zustand zum Zeitpunkt t+ 3 eine Utility Ut+3 angegeben. Zeitpunkt t+ 3 bildet hier
das Ende des Entscheidungshorizonts und muss daher die Gesamtnutzenerwartung
für alle zukünftigen Rewards approximieren.
Mittels so genannter Look-Ahead-Methoden können die belief states (als Entschei-
dungsgrundlage) anhand projektierter Aktionssequenzen in Entscheidungsnetzen be-
rechnet werden. Eine Entscheidung, die auf einem dynamischen Entscheidungsnetz
basiert, geht danach folgendermaßen vor: Ausgehend vom aktuellen belief state wird
ein Suchbaum aufgespannt, der jeweils abwechselnd in einer Ebene die belief states
bzw. die folgenden Beobachtungen (d. h. Evidenzen) enthält. Die Beobachtung er-
folgt abhängig von der Entscheidung in einem belief state. Die Blätter des Baums
sind belief states bd,a der Tiefe d nach vorheriger Aktion a. Der belief state errech-
net sich nach Formel 4.12. Die Entscheidung für die Aktionsauswahl ergibt sich nun
durch Traversieren des Baums bis zu den Blättern und Rückpropagierung der Utility
U(bd,a). Dabei wird an jedem Zufallsknoten der Durchschnittswert der hochpropagier-
ten Nutzenwerte berechnet und an jedem Entscheidungsknoten der maximale Nutzen
weitergereicht.
Die vollständige Suche im aufgespannten Suchbaum gehört zur zeitlichen Aufwands-
klasse O(|A|d · |E|d), mit A als Menge möglicher Aktionen und E als Menge möglicher
Beobachtungen (Russell und Norvig, 2010, S. 665). Wenn der Abschwächungsfaktor
γ klein gewählt wird, liefert ein kurzer Entscheidungshorizont bereits eine gute Ap-
proximation. Alternativ sind auch hier (Monte-Carlo-)Sampling-Verfahren einsetzbar,
um die möglichen Observationen zu reduzieren (Ng und Jordan, 2000). Darüber hin-
aus ist dieses Entscheidungsproblem ein übliches Anwendungsfeld für Reinforcement
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Learning (siehe Sutton, 1988; Williams, 1992; Baxter und Bartlett, 2000). Wesentlich
für den Inferenzaufwand ist ferner die Wahl einer adäquaten Zeitdiskretisierung δt
(vgl. Tawfik und Khan, 2005). Aktuelle Forschung widmet sich auch der Kombination
von relationalen Ansätzen mit POMDPs in Entscheidungsnetzen, so genannten First
Order MDPs (FOMDPs), und entsprechenden Inferenzverfahren (vgl. Wang et al.,
2007).
Entscheidungstheoretische Agenten, die auf dynamischen Entscheidungsnetzen basie-
ren, werden im folgenden Abschnitt 4.3.3 vorgestellt.
4.3.3 Entscheidungstheoretische Agenten
Entscheidungstheoretische Agenten sind im Allgemeinen autonome Systeme, deren
Entscheidungen dem Prinzip der Maximum Expected Utility (von Neumann und Mor-
genstern, 1953) folgen. Doyle (1992) stellt in einer allgemeinen Untersuchung den
auf Entscheidungstheorie basierenden Agenten dem logikbasierten Agenten gegen-
über und betont die Überlegenheit des nutzenorientierten Ansatzes in Bezug auf die
Entscheidungsfindung, da er insbesondere in der Lage ist, auch mit unvollständigem
Wissen umzugehen. Dass POMDPs und logikbasierte Agenten jedoch nicht zwangs-
läufig ein Gegensatz sind, zeigen Schut et al. (2002). Sie benutzen BDI-Agenten, um
die Spezifikation eines POMDP-Problems zu vereinfachen.
Je nach Anwendung des Nutzenprinzips sind entscheidungstheoretische Agenten (mo-
dellbasierte) Reflex-Agenten (Abschnitt 2.2.1) oder planende Agenten, die nutzen-
orientiert sind. Zum Beispiel ist ein Agent, der Policies für einfache Markov-Ent-
scheidungsprozesse verwendet, ein Reflex-Agent, wenn er (klassischerweise) weder eine
Zustandshistorie berücksichtigt noch eine Zukunftsabschätzung unternimmt. Partiell
sichtbare Markov-Entscheidungsprozesse müssen jedoch die Zustandshistorie einbe-
ziehen.
Insbesondere Agenten, die dynamische Entscheidungsnetze für POMDPs verwenden,
sind für partiell sichtbare und dynamische Umgebungen geeignet (Russell und Norvig,
2010, S. 665f). Dabei ist im Sinne informierter Entscheidungsfindung auch hervorzu-
heben, dass bei einer expliziten Modellierung von Aktionen zur Informationsakqui-
sition und Verwendung von Vorwärtssuche zur Aktionswahl automatisch solche Ak-
tionen einbezogen werden. Dies ist dadurch begründet, dass insbesondere erwartete
Wahrnehmungen sowie der erwartete Nutzen darauf basierender Aktionen Teil der
Entscheidungsgrundlage sind. Somit werden Aktionen, die das Situationsbewusstsein
erhöhen, angestoßen, wenn dies nützlich ist (Russell und Norvig, 2010, S. 665).
Eine ähnliche Perspektive nehmen Kanazawa und Dean (1989) ein. In ihrem Entschei-
dungsnetz-Kausalmodell zur Aktionsauswahl unter Unsicherheit und Dynamik wird
insbesondere der Wert von Vorhersagen unter Abwägung der entsprechenden Inferenz-
dauer und Modellkomplexität berücksichtigt. Um die Komplexität und damit den
Inferenzaufwand zu verringern, wird mittels Variablen-Absorption (siehe Shachter,
1986) ein approximatives Modell generiert (Kanazawa und Dean, 1989). Eine weitere
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Möglichkeit stellt die Vorverarbeitung des Netzwerks zu so genannten Junction Trees
dar (Jensen et al., 1994).
Gmytrasiewicz und Durfee (1993) kombinieren Temporallogik auf der Basis von Krip-
ke-Strukturen mit einem nutzenorientierten Ansatz zur Aktionsauswahl. In ihrem
Entscheidungsmodell werden Sensorwahrnehmungen als Aktionen explizit einbezogen.
Darüber hinaus wird dabei insbesondere der Zeitverbrauch einer Sensorwahrnehmung
in Bezug zu der Dringlichkeit einer betreffenden Aktion gesetzt, so dass ggf. auch eine
nützliche Information nicht akquiriert wird, falls deren Akquisition zu lange dauert.
4.4 Meta-Steuerung für Agenten
Unter Meta-Steuerung, also einer Steuerung über dem primären Zielsystem eines
Agenten hinaus, können verschiedene höhere bzw. komplementäre Steuerungsfunktio-
nen eines autonomen Systems verstanden werden. Zum einen betrifft Meta-Steuerung
eine Deliberation über das Zielsystem bzw. im Sinne von Markov-Entscheidungspro-
zessen die Strategien (policies) eines Agenten. Zum anderen können unter dem Be-
griff sekundäre Unterstützungsfunktionen gefasst werden. Diese Unterstützungsfunk-
tionen beinhalten z. B. das Risikomanagement und die Informationsakquisition eines
Agenten. Eine separate Betrachtung dieser Metaebene als dedizierter Prozess eines
autonomen Systems bietet den Vorteil, dass das eigentliche Entscheidungsmodell un-
angetastet bleibt und die Meta-Steuerung auch nebenläufig aktiv sein kann, um z.B.
die Vorteile paralleler Berechnung zu Nutzen.
Raja und Lesser (2004) verstehen unter dem Problem der Meta-Steuerung die Ab-
stimmung des Einsatzes limitierter Ressourcen zur Durchführung domänenspezifischer
(Primär-)Aufgaben einerseits und deren vorheriger Planung und Bewertung anderer-
seits. Letzteres wird als deliberative action bezeichnet. Hierbei spielt auch das Moni-
toring des Primärprozesses eine wichtige Rolle (vgl. Hansen und Zilberstein, 1996).
Die Bewertung der erzielten Resultate des Agenten dient als Grundlage für die Fest-
stellung eines Adaptionsbedarfs, d. h., Anpassung des Entscheidungssystems bzw. der
aktuellen Strategie. Die Adaption von Strategien wird etwa durch Reinforcement Lear-
ning ermöglicht. Als besonders wichtig identifizieren Raja und Lesser (2004) Meta-
Steuerung für nicht-stationäre Domänen8 mit Unsicherheit über den Ausgang von
Aktionen und partieller Sichtbarkeit der Umgebung.
Im Gegensatz dazu berücksichtigt z. B. das klassische BDI-Modell (Abschnitt 4.2.2)
nicht die Bewertung der Beliefs im Sinne ihrer Vollständigkeit, Korrektheit, Unsi-
cherheit oder Aktualität in Bezug auf die Ziele (Desires und Intentions) eines BDI-
Agenten. Ferner umfasst BDI, im Gegensatz z. B. zu RCS (Albus et al., 2004), keine
unterschiedlichen temporalen Ebenen der Entscheidungsfindung, etwa um Realzeit-
Anforderungen zu begegnen. So und Sonnenberg (2007) schlagen daher eine Meta-
Steuerung für BDI-Agenten vor, die zumindest eine Bewertung der Beliefs vornimmt
8Das heißt, das Umgebungsmodell bzw. dessen reale Grundlage ändern sich.
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und diese in einem einfachen Meta-Zyklus fortlaufend aktualisiert. Der Ansatz führt
dazu einen Aufmerksamkeitsfokus für die aktive Wahrnehmung (engl. active per-
ception) ein, der sich an den aktuellen potentiellen Plänen des Agenten orientiert.
Der Aufmerksamkeitsalgorithmus verwendet nicht-probabilistisches Hintergrundwis-
sen über das erwartete Veralten eines Beliefs, das im Wesentlichen einem einfachen
Haltbarkeitsdatum entspricht. Ein eigentliches Maß für eine relevanzgesteuerte Infor-
mationsakquisition, wie sie in dieser Arbeit angestrebt wird, ist jedoch nicht gegeben.
4.5 Zusammenfassung
In diesem Kapitel wurden Entscheidungsverfahren für intelligente autonome Syste-
me diskutiert. Hierzu wurde einleitend der Zusammenhang von Wissen bzw. Unwis-
sen und Entscheidungsfindung dargestellt. Dabei stellen Risikomanagement bezüglich
Unsicherheit und Wissensmanagement zur Informationsakquisition Unterstützungs-
prozesse für Agenten dar, die helfen, informierte Entscheidungen zu treffen. Für die
abgewogene Akquisition und Verarbeitung einer Information ist deren Bedeutung (in
Bezug auf das Systemmodell), Relevanz und räumlich-zeitliche Einordnung zu berück-
sichtigen.
Als Mechanismen der Entscheidungsfindung lassen sich regelbasierte, zielorientierte
und nutzenorientierte Verfahren unterscheiden. Der Entscheidungsmechanismus be-
stimmt dabei den Typ des Agenten (vgl. Klassifikation in Abschnitt 2.2.1). Für ziel-
orientierte Verfahren spielt klassische Planung eine wichtige Rolle. Planung hat die
Aufgabe, eine Aktionssequenz zu generieren, die zu einem gewünschten Zielzustand
führt. Dieser Zielzustand ist in der Regel logisch beschrieben. Als Beispiele für zie-
lorientierte Agenten wurde das BDI-Modell vorgestellt. Ein Vertreter regelbasierter
Ansätze ist die Autonomous Unit. Gemein ist den Verfahren für regelbasierte und zie-
lorientierte Entscheidungsfindung, dass sie bei partieller Sichtbarkeit der Umgebung
sowie Unsicherheit über den Ausgang der Aktionen des Agenten nur eingeschränkt
geeignet sind. Dies ist u. a. begründet durch mögliche Fehlschlüsse bei fehlender In-
formation (vgl. Abschnitt 3.1.5) und die mangelnde Fähigkeit, die Güte einer Aktion
unter Berücksichtigung ihres unsicheren Ausgangs zu quantifizieren und entsprechend
mit anderen Aktionen zu vergleichen.
Genau diese Fähigkeit haben hingegen nutzenorientierte Agenten. Sie folgen dem
Prinzip der Maximum Expected Utility. Das heißt, es wird die Aktion bzw. Aktions-
folge gewählt, die im Sinne der Entscheidungstheorie den höchsten Nutzen erwarten
lässt. Diese Nutzenerwartung wird auf der Basis einer probabilistischen Beschreibung
der Umgebung und der Aktionen, einer Nutzenfunktion für einen Zustand sowie den
teilweise bereits in Kapitel 3 vorgestellten Inferenzverfahren berechnet. Insbesondere
sind hierbei Verfahren zu betrachten, die Aktionssequenzen anstatt nur einer Folge-
aktion berechnen. Als grundlegende Ansätze dieses Entscheidungsmechanismus las-
sen sich Markov-Entscheidungsprozesse (MDPs) und deren partiell sichtbare Variante
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(POMDPs) unterscheiden. Erstere berechnen eine Strategie (policy), die für jeden Zu-
stand die (optimale) Aktion bestimmt, ohne dass dabei eine vergangene Zustandsfolge
berücksichtigt werden muss. Voraussetzung für die praktische Anwendung von MDPs
ist jedoch ein überschaubarer Zustandsraum sowie eine vollständige Sichtbarkeit der
Umgebung. Anforderungen die für die Betrachtungsdomäne dieser Arbeit nicht er-
füllt sind. POMDPs ermöglichen Entscheidungen bei partieller Sichtbarkeit durch die
Verwendung von belief states statt vollständiger Zustandsbeschreibungen. Ein belief
state gibt eine Wahrscheinlichkeitsverteilung über die möglichen Zustände an. Für
den erwarteten Nutzen einer Aktion muss analog zur stochastischen Konditionierung
über mögliche Folgezustände entsprechend eine Konditionierung über mögliche Aus-
gangszustände vorgenommen werden.
Als strukturierte Repräsentation für nutzenorientierte Agenten bieten sich so genannte
Entscheidungsnetze an. Diese erweitern Bayes’sche Netze um spezielle Knoten für
Aktionen und den resultierenden Nutzen. Entscheidungstheoretische Agenten lassen
sich nun umsetzen, indem partiell sichtbare Markov-Entscheidungsprozesse mittels
dynamischer Entscheidungsnetze repräsentiert werden und durch tiefenbeschränkte
Suche in diesen Netzen die optimale Aktion ermittelt wird.
Für eine informierte Entscheidung in Entscheidungsnetzen und nutzenorientierten An-
sätzen allgemein, muss der Agent bestrebt sein, möglichst viele relevante Informatio-
nen zu akquirieren. Hierbei kann die Relevanz durch Berechnung der Auswirkung
auf die maximum expected utility quantifiziert werden und wird als value of infor-
mation bezeichnet. Das folgende Kapitel widmet sich im Detail den Grundlagen und
Verfahren zur Berechnung des Informationswerts für nutzenorientierte Agenten.
Teil II
Ansatz zur
Informationsakquisition
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Kapitel 5
Relevanzbewertung von
Informationen
Eine informierte Entscheidungsfindung in dynamischen und nur partiell sichtbaren
Umgebungen erfordert eine aktive Akquisition benötigter Informationen. Da in kom-
plexen Domänen potentiell sehr viele Informationen zur Verfügung stehen, ist ihre Ak-
quisition auf relevante Informationen zu beschränken. Darüber hinaus ist die Zeit, die
für die Beschaffung von entscheidungsrelevanten Informationen zur Verfügung steht,
in der Regel begrenzt, da die Entscheidung selbst bis zu einem bestimmten Zeitpunkt
getroffen werden muss. Daher ist nicht nur zu ermitteln, welche Informationen poten-
tiell relevant sind. Zusätzlich muss der Prozess der Akquisition so dirigiert werden,
dass die wichtigsten Informationen als erste beschafft werden. Dazu ist es notwendig,
die Relevanz einer Information zu quantifizieren bzw. eine Ordnung über die Relevanz
unterschiedlicher Informationen zu definieren. Wie relevant eine Information in einer
gegebenen Situation ist, hängt von den aktuellen Entscheidungsoptionen des Agen-
ten, seinem Wissen, dem Einfluss des Wissens auf die getroffene Entscheidung und
schließlich dem Ergebnis der Entscheidung ab.
Der Wert des Zustands, in dem sich ein Agent befindet, und damit die Güte einer
dorthin führenden Entscheidung, ist nur für nutzenorientierte Agenten definiert. Ent-
sprechend lässt sich der Wert einer Information nur für nutzenorientierte Agenten
quantifizieren. Die intuitive und entscheidungstheoretisch fundierte Definition für den
Informationswert ist, dass der Unterschied im erwarteten Nutzen der aktuellen Ent-
scheidung ohne bzw. mit der Information den Wert der Information angibt (Howard,
1966).
Dieses Kapitel widmet sich dieser entscheidungstheoretischen Definition des Informa-
tionswerts sowie Methoden zu dessen Berechnung und Ermittlung partieller Ordnun-
gen. Abschnitt 5.1 führt die Definition des Informationswerts ein, diskutiert deren
Grundlagen und untersucht ein Beispiel. Formale Eigenschaften des Informations-
werts werden in Abschnitt 5.2 vorgestellt und bewiesen. Im darauf folgenden Ab-
schnitt 5.3 werden Greedy-Verfahren für Einzelvariablen und komplexere Verfahren
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für Mengen von Variablen zur Bestimmung der wertvollsten Information bzw. In-
formationen unterschieden. Abschnitt 5.4 erläutert, wie die wertvollste Information
in einem Entscheidungsnetz identifiziert werden kann. Dazu werden insbesondere to-
pologische Eigenschaften und deren Auswirkungen auf den Informationswert formal
untersucht. Das Kapitel schließt mit einer Diskussion (Abschnitt 5.5) und Zusammen-
fassung (Abschnitt 5.6).
5.1 Definition des Informationswerts
Der entscheidungstheoretische Ansatz zur Bestimmung des Informationswerts geht
auf Howard (1966) zurück. Dieser definiert den value of information als den Unter-
schied im erwarteten Nutzen EU der aktuell besten Aktion α eines Agenten mit oder
ohne eine neue Information X gegeben die vorhandenen Informationen (Evidenzen) e.
Aktion α ist durch die maximum expected utility definiert (vgl. Formel 4.4, S. 85). Die
beste Aktion unter der Annahme, dass die Belegung X=xi bekannt ist, wird notiert
als:
EU(αxi |e, X=xi) = max
a∈A
Oa∑
ok
P (ok|a, e, X=xi) · U(ok) (5.1)
Intuitiv wäre der Informationswert also gegeben durch EU(αxi |e, X)−EU(α|e). Je-
doch muss die Informationsvariable X als Unbekannte behandelt werden, da ihre
Belegung vor der Akquisition nicht bekannt sein kann. Folglich muss über die (end-
lich vielen) möglichen Belegungen xi der Variablen X stochastisch gemittelt werden,
um einen Erwartungswert zu erhalten:
EU(αX |e) =
∑
i
P (X=xi|e) · EU(αxi |e, X=xi) (5.2)
Hierbei gibt αxi die beste Aktion für die hypothetische Entscheidungssituation an,
bei der X=xi ist. Aktion αX beschreibt hingegen konzeptuell eine (im Allgemeinen
unbekannte) Aktion, die ausgeführt würde, wäre X bekannt bzw. würde die Belegung
von X als Information akquiriert. Im Falle einer kontinuierlichen Variable X mit
Wertebereich [a, b] ⊆ R ist der Informationswert entsprechend definiert durch:
EU(αX |e) =
∫ b
a
P (X=x|e) · EU(αx|e, X=x) dx (5.3)
Definition 6 (Informationswert). Nach Howard (1966) ist der erwartete Informa-
tionswert einer Variablen oder Variablenmenge X gegeben die Evidenzen e definiert
durch:
V(X|e) := EU(αX |e)− EU(α|e) (5.4)
Handelt es sich um den Informationswert einer Variablenmenge, verwenden wir in
Anlehnung an die Notation in Abschnitt 3.2 zur Verdeutlichung die Notation V(X|e).
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Es ist hervorzuheben, dass hier davon ausgegangen wird, dass es sich bei dem potenti-
ell akquirierten Wert für X um eine korrekte Information handelt (vgl. Definition 3).
Daher wird in der Literatur zur Klarstellung teilweise vom value of perfect informati-
on bzw. (da es sich um einen Erwartungswert handelt) vom expected value of perfect
information gesprochen (vgl. z. B. Poh und Horvitz, 1996). Nichtsdestotrotz ist die
Unterscheidung von korrekter und fehlerhafter Information leicht zu umgehen, indem
die akquirierte Information X=xi stets als Indiz oder Sensorwert für die eigentliche
Variable X ′ angesehen wird (Russell und Norvig, 2010, S. 630). Das heißt, die Infor-
mationsvariable X steht in einer stochastischen Beziehung P(X|X ′) zur eigentlichen
Variable X ′, so dass die Wahrscheinlichkeitsverteilung P(X ′|X, e) durch Bayes’sche
Inferenz ermittelt werden kann.
5.1.1 Kostenmaße der Informationsakquisition
Ob es sich nun lohnt, die Information X tatsächlich zu beschaffen, hängt neben der
dazu verfügbaren Zeit auch von möglichen Kosten der Akquisition ab. Kosten können
durch Kauf der Information bei einem Informationsanbieter entstehen oder durch den
Aufwand der sensorischen Aktion selbst. Hat die Information die Beschaffungskosten
Cost(X), so ist Voraussetzung für eine Beschaffung, dass gilt
Cost(X) < V(X|e)
Daher ist der Informationswert eigentlich ein Bruttowert. Entscheidend für die Ak-
quisition ist hingegen der Nettowert (vgl. Poh und Horvitz, 1996):
Definition 7 (Informationsnettowert). Der Informationsnettowert gibt den Wert ei-
ner Information abzüglich der Kosten für deren Akquisition an:
Vnet(X|e) := V(X|e)− Cost(X) (5.5)
Darüber hinaus sind weitere Beschränkungen für die Informationsakquisition denkbar.
Je nach Anwendungsdomäne können etwa der Energieaufwand einer Beobachtung
(z. B. in drahtlosen Sensornetzen), die benötigte Akquisitionszeit bzw. Reaktionszeit
(unter Echtzeitbedingungen) sowie das Risiko der Akquisition im Sinne eines invasiven
Tests (etwa in der Humanmedizin) als zusätzliche Kostenmaße dienen (vgl. Krause
und Guestrin, 2009, S. 563). Zur Abstraktion des konkreten Maßes und der damit
verbundenen Beschränkung der Akquisition wird hier das Prädikat ζC(X) für eine
gemäß Beschränkungen C zulässige Akquisition der Variable X bzw. ζC(X) für eine
Variablenmenge X eingeführt:
Definition 8 (Zulässige Akquisition). Ist die Akquisition einer Variablenmenge X
gemäß einer Definition von Beschränkungen C zulässig, so gilt ζC(X). Die Zulässig-
keit wird als zerlegbar definiert, so dass sie auch für alle Teilmengen von X gilt:
∀Y ⊂ X : ζC(X)→ ζC(Y)
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Abbildung 5.1: Beispiel eines Entscheidungsnetzes für Informationswert-
berechnungen
5.1.2 Beispiel
Zur Veranschaulichung der Bestimmung des Informationswerts betrachten wir das
einfache Entscheidungsnetz-Beispiel in Abbildung 5.1. Das Netz hat einen Entschei-
dungsknoten D mit den zwei Aktionsoptionen d1 und d2, die jeweils den Ausgang
O=o1 oder O=o2 mit dem Nutzen U(o1)=0 und U(o1)=100 haben. Der erwartete
Nutzen der Aktionen ohne weitere Evidenz ist dann EU(d1)=65,2 und EU(d2)=69,0.
Die beste Aktion in diesem Fall ist somit α=d2. Neben der Entscheidung D nimmt
Variable E1 Einfluss auf den Ausgang O der Entscheidung D. Variable E1 wird wie-
derum von Variable E2 beeinflusst und durch Sensor S1 geschätzt.
Variable E2
Durch Bayes’sche Inferenz ergibt sich für die angenommene Evidenz E2=e2a
P (o1|e2a, d1) = 0,06; P (o2|e2a, d1) = 0,94
P (o1|e2a, d2) = 0,55; P (o2|e2a, d2) = 0,45
bzw. für E2=e2b
P (o1|e2b, d1) = 0,54; P (o2|e2b, d1) = 0,46
P (o1|e2b, d2) = 0,15; P (o2|e2b, d2) = 0,85
Für die möglichen Belegungen der Unbekannten E2 ergibt sich der erwartete Nutzen
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P (e2a) P (e2b) V (E2)
0,1 0,9 4,9
0,4 0,6 19,6
0,5 0,5 19,5
0,6 0,4 15,6
0,9 0,1 3,9
Tabelle 5.1: Aufstellung des Informationswerts von E2 für verschiedene
Wahrscheinlichkeiten.
dann nach Formel 5.1:
EU(αe2a|e2a) = max
(
P (o1|e2a, d1) · U(o1) + P (o2|e2a, d1) · U(o2);
P (o1|e2a, d2) · U(o1) + P (o2|e2a, d2) · U(o2))
= max
(
0,6 · 0 + 0,94 · 100; 0,55 · 0 + 0,45 · 100)
= max
(
94; 45
)
= 94
bzw. für die Belegung E2=e2b:
EU(αe2b|e2b) = max
(
P (o1|e2b, d1) · U(o1) + P (o2|e2b, d1) · U(o2);
P (o1|e2b, d2) · U(o1) + P (o2|e2b, d2) · U(o2))
= max
(
0,54 · 0 + 0,46 · 100; 0,15 · 0 + 0,85 · 100)
= max
(
46; 85
)
= 85
Der Informationswert der Variable E2 ist dann gegeben durch
V(E2) = (P (e2a) · EU(αe2a) + P (e2b) · EU(αe2b))− EU(α)
=
(
0,4 · 94 + 0,6 · 85)− EU(α)
= 37,6 + 51− 69 = 19,6
Zum Vergleich ist in Tabelle 5.1 eine Aufstellung der Auswirkung verschiedener A-
priori-Verteilungen für E2 angegeben.
Variable S1
S1 ist als Sensorvariable abhängig von E1. Wenn E1 unbekannt ist, folgt für S1 durch
Konditionierung (Formel 3.7) die unbedingte Wahrscheinlichkeitsverteilung
P(S1) = 〈P (s1a)=0,436;P (s1b)=0,564〉
Mittels Bayes’scher Inferenz ergibt sich für die angenommene Evidenz S1=s1a
P (o1|s1a, d1) ≈ 0,0798; P (o2|s1a, d1) ≈ 0,9202
P (o1|s1a, d2) ≈ 0,5335; P (o2|s1a, d2) ≈ 0,4665
104 Kapitel 5 – Relevanzbewertung von Informationen
bzw. für S1=s1b
P (o1|s1b, d1) ≈ 0,5553; P (o2|s1b, d1) ≈ 0,4447
P (o1|s1b, d2) ≈ 0,1372; P (o2|s1b, d2) ≈ 0,8628
Für die möglichen Belegungen der Variable S1 ergibt sich der erwartete Nutzen dann
nach Formel 5.1:
EU(αs1a|s1a) = max
(
P (o1|s1a, d1) · U(o1) + P (o2|s1a, d1) · U(o2);
P (o1|s1a, d2) · U(o1) + P (o2|s1a, d2) · U(o2))
≈ max(0,0798 · 0 + 0,9202 · 100; 0,5335 · 0 + 0,4665 · 100)
= max
(
92,02; 46,65
)
= 92,02
bzw. für die Belegung S1=s1b:
EU(αs1b|s1b) = max
(
P (o1|s1b, d1) · U(o1) + P (o2|s1b, d1) · U(o2);
P (o1|s1b, d2) · U(o1) + P (o2|s1b, d2) · U(o2))
≈ max(0,5553 · 0 + 0,4447 · 100; 0,1372 · 0 + 0,8628 · 100)
= max
(
44,47; 86,28
)
= 86,28
Der Informationswert der Variable E2 ist dann gegeben durch
V(S1) = (P (s1a) · EU(αs1a) + P (s1b) · EU(αs1b))− EU(α)
≈ (0,436 · 92,02 + 0,564 · 86,28)− EU(α)
≈ 40,12 + 48,66− 69 = 19,78
Somit ist der Informationswert der Sensorvariable S1 (19,78) etwas höher als der
Informationswert des Einflussvariable E2 (19,6). Zum Vergleich ist in Tabelle 5.2
eine Aufstellung der Auswirkung verschiedener Verteilungen für S1 aufgeführt. Die
Tabelle zeigt entsprechend der Intuition, dass ein genaues Sensormodell einen höheren
Informationswert ergibt als ein ungenaues, verrauschtes Modell und ein rein zufälliger
Sensor keinen Informationswert besitzt. Es zeigt sich aber auch, dass ein Sensor, der
eher genau den falschen Wert misst, nicht weniger wertvoll ist als ein korrekter Sensor,
sofern diese Eigenschaft bekannt ist. Dies ist jedoch bei Variablen mit mehr als zwei
Belegungen nicht mehr gegeben.
Variable E1
Variable E1 beeinflusst direkt das Ergebnis der Entscheidung D. Für den Fall, dass
der Einfluss E2 auf E1 unbekannt ist, ergibt sich durch Konditionierung über die
möglichen Belegungen von E2 (Formel 3.7) die unbedingte Wahrscheinlichkeitsvertei-
lung:
P(E1) = 〈P (e1a)=0,42;P (e1b)=0,58〉
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E1=e1a E1=e1b
P (s1a) P (s1b) P (s1a) P (s1b) V (S1)
1,0 0,0 1,0 0,0 25,20
0,9 0,1 0,1 0,9 19,78
0,8 0,2 0,2 0,8 14,36
0,7 0,3 0,3 0,7 8,94
0,6 0,4 0,4 0,6 3,52
0,5 0,5 0,5 0,5 0
0,4 0,6 0,6 0,4 3,52
Tabelle 5.2: Aufstellung des Informationswerts von S1 für verschiedene
Wahrscheinlichkeiten.
Abhängig von Entscheidung D und Einflussvariable E1 ergeben sich für die möglichen
Ausgänge O durch Bayes’sche Inferenz folgende bedingte Wahrscheinlichkeiten für
E1=e1a:
P (o1|e1a, d1) = 0,0; P (o2|e1a, d1) = 1,0
P (o1|e1a, d2) = 0,6; P (o2|e1a, d2) = 0,4
bzw. für E1=e1b
P (o1|e1b, d1) = 0,6; P (o2|e1b, d1) = 0,4
P (o1|e1b, d2) = 0,1; P (o2|e1b, d2) = 0,9
Nach Formel 5.1 folgt für E1=e1a:
EU(αe1a|e1a) = max
(
P (o1|e1a, d1) · U(o1) + P (o2|e1a, d1) · U(o2);
P (o1|e1a, d2) · U(o1) + P (o2|e1a, d2) · U(o2))
= max
(
0 · 0 + 1 · 100; 0,6 · 0 + 0,4 · 100)
= max
(
100; 40
)
= 100
bzw. für die Belegung E1=e1b:
EU(αe1b|e1b) = max
(
P (o1|e1b, d1) · U(o1) + P (o2|e1b, d1) · U(o2);
P (o1|e1b, d2) · U(o1) + P (o2|e1b, d2) · U(o2))
= max
(
0,6 · 0 + 0,4 · 100; 0,1 · 0 + 0,9 · 100)
= max
(
40; 90
)
= 90
Folglich ist der Informationswert von E1 nach Formel 5.4:
V(E1) = (P (e1a) · EU(αs1a) + P (e1b) · EU(αs1b))− EU(α)
=
(
0,42 · 100 + 0,58 · 90)− EU(α)
= 42 + 52,2− 69 = 25,2
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Wie zu vermuten war, ist der Informationswert des direkten Einflusses E1 (25,2)
größer als der Einfluss des indirekten Einflusses E2 (19,6) und des nicht perfekten
Sensors S1 (19,78).
Kumulative Evidenz von E2 und S1
Wie dargelegt, ist Variable E1 wertvoller als jeweils E2 und S1. Unter der Annahme,
dass es sich bei E1 um eine versteckte (d. h. nicht beobachtbare) Variable handelt,
muss ein Entscheider mit E2 und S1 Vorlieb nehmen. Für sich betrachtet ist es dabei
rational, (zuerst) Variable S1 zu akquirieren, da im Beispiel V(S1) > V(E2) gilt. Ist
S1 akquiriert, verändert das den Informationswert von E2, V(E2|S1), erheblich. Die
Wahrscheinlichkeitsverteilung für die möglichen Werte von E2 ist dann:
P(E2|S1) ≈〈P (e2a|s1a)≈0,7523;P (e2b|s1a)≈0,2477;
P (e2a|s1b)≈0,1277;P (e2b|s1b)≈0,8723 〉
Die Wahrscheinlichkeitsverteilung des Ausgangs O bezüglich Entscheidung D und den
Evidenzvariablen S1 und E2 ist in Tabelle 5.3 angegeben.
d1 d2
s1a s1b s1a s1b
e2a e2b e2a e2b e2a e2b e2a e2b
o1 0,01 0,30 0,29 0,59 0,59 0,35 0,36 0,11
o2 0,99 0,70 0,71 0,41 0,41 0,65 0,64 0,89
Tabelle 5.3: Wahrscheinlichkeitsverteilung für P(O|D,S1, E2).
Nach Formel 5.1 folgen für E1 gegeben S1=s1a die im Folgenden angegebenen Nut-
zenwerte:
EU(αe2a|e2a, s1a) ≈ max(99,2683; 40,6098) = 99,2683
EU(αe2b|e2b, s1a) = max(70; 65) = 70
bzw. für die Evidenz S1=s1b;
EU(αe2a|e2a, s1b) = max(70; 65) = 70
EU(αe2b|e2b, s1b) ≈ max(40,7317; 89,3902) = 89,3902
Daraus folgen die Informationswerte:
V(E2|s1a) = (P (e2a|s1a) · EU(αe2a|e2a, s1a) + P (e2b|s1a) · EU(αe2b|e2b, s1a))
− EU(α|s1a)
≈ (0,7523 · 99,2683 + 0,2477 · 70)− EU(αs1a|s1a)
≈ 74,6795 + 17,339− EU(αs1a|s1a)
≈ 92,0185− 92,0183 = 0,0002
Abschnitt 5.1 – Definition des Informationswerts 107
und für S1=s1b
V(E2|s1b) = (P (e2a|s1b) · EU(αe2a|e2a, s1b) + P (e2b|s1b) · EU(αe2b|e2b, s1b))
− EU(α|s1b)
≈ (0,1277 · 70 + 0,8723 · 89,3902)− EU(αs1b|s1b)
≈ 8,939 + 77,9751− EU(αs1b|s1b)
≈ 86,9141− 86,2766 = 0,6375
Das heißt, der Wert von E2 geht gegen 0, wenn S1 bereits bekannt ist. Gibt man
keine Reihenfolge vor, sondern nimmt eine parallele Akquisition von S1 und E2 an,
handelt es sich um den Informationswert V(S1, E2). Für dessen Berechnung ist die
unbedingte Wahrscheinlichkeitsverteilung aller möglichen Belegungskombinationen zu
berechnen. Diese ergibt sich durch Anwendung der Produktregel (Formel 3.6) und
Konditionierung (Formel 3.7):
P(S1, E2) =
〈
P (s1a ∧ e2a)=0,328;P (s1a ∧ e2b)=0,072;
P (s1b ∧ e2a)=0,108;P (s1b ∧ e2b)=0,492 〉
Der Informationswert V(S1, E2) ist dann unter Verwendung der bereits berechneten
Werte für αE2:
V(S1, E2) =(P (s1a, e2a) · EU(αe2a|s1a, e2a) + P (s1a, e2b) · EU(αe2b|s1a, e2b)
+ P (s1b, e2a) · EU(αe2a|s1b, e2a) + P (s1b, e2b) · EU(αe2b|s1b, e2b)
)
− EU(α)
≈ (0,328 · 99,2683 + 0,072 · 70 + 0,108 · 70 + 0,492 · 89,3902)− EU(α)
≈ 32,56 + 5,04 + 7,56 + 43,98− EU(α)
= 89,14− 69,0 = 20,14
Es zeigt sich, dass damit zumindest in diesem Beispiel gilt, dass
V(S1, E2) = V(S1) + (P (s1a) · V(E2|s1a) + P (s1b) · V(E2|s1b)) (5.6)
Das heißt, eine parallele Akquisition beider Variablen (V(S1, E2)) verspricht den glei-
chen Informationswert wie eine sequentielle Akquisition unabhängig von der Reihen-
folge. Eine allgemeine Diskussion dieser Eigenschaft ist in Abschnitt 5.2 nachzulesen.
5.1.3 Informationstheorie und Informationswerttheorie
Begriﬄich, mit Einschränkungen auch inhaltlich, hat die Informationswerttheorie
einen Bezug zur Informationstheorie (Shannon, 1948). Während die Informationstheo-
rie ein quantitatives Maß für die Informationsdichte bzw. Entropie in einer Kommuni-
kation angibt, betrachtet und bewertet die Informationswerttheorie die Konsequenzen
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einer Information. Sie bewertet den ökonomischen Einfluss der Unsicherheit eines Ent-
scheiders auf die Güte seiner oder ihrer Entscheidungen. Die Information wird nicht
isoliert betrachtet und bewertet, sondern in einem konkreten Entscheidungskontext
als Reduktion der Unsicherheit (Howard, 1966). Die Informationstheorie behandelt
überdies eher Daten als Informationen. Die Semantik übertragener Daten wird nicht
betrachtet, da sie letztendlich auch nur durch Interpretation des Datums beim Emp-
fänger entsteht.
Entropie als Informationswert
Nichtsdestotrotz wird teilweise auch die informationstheoretische Entropie als Maß
für den Informationswert verwendet (Krause und Guestrin, 2005a). Dieser Ansatz,
welcher das Ziel hat, die Unsicherheit auf der Basis der Entropie der unbekannten
Variablen zu reduzieren, ist jedoch grundsätzlich unterschiedlich zum entscheidungs-
theoretischen Ansatz nach Howard (1966). Angemessen ist die Entropieminimierung
z. B. falls alle Variablen als gleich wichtig einzuschätzen sind oder eine einzige Variable
über einen Zeitraum beobachtet werden soll. Dies gilt beispielsweise für die Messopti-
mierung in Sensornetzen bzgl. Energieeffizienz (vgl. Krause und Guestrin, 2009). Ein
entscheidungstheoretischer Nutzen ist für derartige Anwendungen im Zweifel auch
nicht definiert.
Der Entropie-Ansatz misst die Unsicherheit einer Wahrscheinlichkeitsverteilung P(X)
mit diskretem Wertebereich domX = {xk|1 ≤ k ≤ n} auf der Basis der Formel
H(X) :=
n∑
k=1
P (X=xk) · − log2 P (X=xk) (5.7)
wobei − log2 P (X=xk) den Informationsgehalt des Werts xk angibt. Somit wird durch
die (marginale) Entropie H(X) im Sinne der Informationstheorie der Erwartungswert
des Informationsgehalts bzw. die Anzahl der Bits angegeben, die benötigt werden, um
die Verteilung P(X) zu kodieren (Krause und Guestrin, 2005a).
Um nun die erwartete Unsicherheit bei gegebener Evidenz e zu berechnen, lässt sich
die bedingte Entropie verwenden. Für eine konkrete Evidenz E=e ist diese definiert
durch
H(X|e) :=
n∑
k=1
P (X=xk|e) · log2 P (X=xk|e) (5.8)
bzw. für die Variable Y mit domY = {yk|1 ≤ k ≤ m} als
H(X|Y ) :=
m∑
k=1
P (Y=yk) ·H(X|Y=yk) (5.9)
In der naiven informationstheoretischen Vorgehensweise würde nun die unbekann-
te Variable XHmax mit der größten Unsicherheit bei gegebener Evidenz e akquiriert,
wobei:
XHmax = argmax
X
H(X|e)
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Dies lässt sich auch auf Mengen von Variablen verallgemeinern (Krause und Guestrin,
2005a). Das rein entropie-orientierte Vorgehen ist jedoch in dem Sinne naiv, dass es
die Variable mit größter Unsicherheit akquiriert, ohne die zu erwartende Reduktion
der Unsicherheit durch diese Akquisition zu berücksichtigen. Dies leistet hingegen
die so genannte Transinformation (engl. mutual information) I(X;Y ), welche die
gegenseitige statistische Abhängigkeit der Variable X und Y misst und definiert ist
durch (Shannon und Weaver, 1949):
I(X;Y ) := H(X)−H(X|Y ) = H(Y )−H(Y |X) (5.10)
Demnach ist die Information bzw. Informationsmenge zu akquirieren, die, gegeben
Evidenz e, die Transinformation maximiert:
XImax = argmax
X
I(X;Y )
Die Transinformation steht in Beziehung zur Kullback-Leibler-Divergenz DKL (Kull-
back und Leibler, 1951), welche auch relative Entropie oder information gain genannt
wird. Die Beziehung ist definiert durch:
I(X;Y ) = DKL
(
P (X,Y ) ‖ P (X)P (Y )) (5.11)
:=
n∑
i=1
P (X=xi) · log P (X=xi)
P (Y=xi)
(5.12)
wobei die Kullback-Leibler-Divergenz damit nur für Variablen gleichen Wertebereichs
anwendbar ist.
Weder die Entropie noch die Transinformation geben jedoch eine Auskunft darüber,
welchen Einfluss die akquirierte Variablen im Entscheidungsmodell des Agenten hätte.
Das heißt, die Beziehung zum erwarteten Nutzen bleibt unberücksichtigt. Daher wird
im Folgenden die entscheidungstheoretische Definition Howards verwendet.
5.2 Eigenschaften des Informationswerts
Wie aus der Definition hervorgeht, wird der Informationswert grundsätzlich in der
Einheit der Nutzenfunktion gemessen. Eine naheliegende Frage ist jedoch, ob eine
akquirierte Information auch einen negativen Wert haben kann. Darüber hinaus ist
zu untersuchen, wie sich nacheinander akquirierte Information bezüglich ihres Wertes
zueinander verhalten und welche Auswirkung die Reihenfolge der Akquisition hat. Im
Folgenden werden diese Eigenschaften näher untersucht.
Nicht-Negativität des Informationswerts
In der Informationswerttheorie gilt das Theorem, dass keine Informationen einen ne-
gativen Wert hat, also jede Information (genauer Informationsvariable) nützlich oder
irrelevant ist (Russell und Norvig, 2003, S. 603):
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Theorem 1 (Nicht-Negativität). Der Informationswert jeder Variable X ist in jeder
Entscheidungssituation nicht negativ.
∀X, e : V(X|e) ≥ 0 (5.13)
Intuitiv lässt sich zur Unterstützung des Theorems der Nicht-Negativität anführen,
dass jede erhaltene Information im Zweifel ignoriert werden kann und somit zur glei-
chen besten Aktion α mit gleichem erwarteten Nutzen führt.1
Beweis. Führt der Agent dieselbe Aktion α vor und nach Erhalt Information X=xi
aus, so gilt für den erwarteten Nutzen von α und αxi
EU(αxi |e, X=xi) ≥ EU(α|e, X=xi) (5.14)
Dies geht unmittelbar aus der Definition von αxi als Aktion mit dem höchsten er-
warteten Nutzen hervor. Zusätzlich gilt durch einfache Anwendung stochastischer
Konditionierung:
EU(α|e) =
∑
i
P (X=xi|e) · EU(α|e, X=xi)
Nach Definition des Informationswerts folgt durch Einsetzung also
V(X|e) =
(∑
i
P (X=xi|e) · EU(αxi |e, X=xi)
)
−
(∑
i
P (X=xi|e) · EU(α|e, X=xi)
)
=
∑
i
(
P (X=xi|e) · EU(αxi |e, X=xi)−
P (X=xi|e) · EU(α|e, X=xi)
)
=
∑
i
P (X=xi|e) ·
(
EU(αxi |e, X=xi)− EU(α|e, X=xi)
)
Aus Formel 5.14 folgt
EU(αxi |e, X=xi)− EU(α|e, X=xi) ≥ 0
Daraus und aus den Kolmogorow-Axiomen (vgl. Abschnitt 3.2.1, S. 51) folgt
V(X|e) ≥ 0
1Die Nicht-Negativität ist als Eigenschaft des Informationswert allgemein bekannt. Da in der
Literatur kein formaler Beweis zu finden war, wird hier ein Beweis angegeben. Russell und Norvig
(2003) geben im inoffiziellen Dozentenhandbuch zu ihrem Lehrbuch eine Beweisskizze an (S. 112), die
jedoch formale Fehler aufweist.
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Korollar 1. Die Nicht-Negativität des Werts der Informationsvariable X ist per defi-
nitionem (Formel 5.4) äquivalent zu der Feststellung, dass sich der erwartete Nutzen
der besten Aktion α nach Erhalt der Information X nicht verringert:
EU(αX |e) ≥ EU(α|e)
Unberührt bleibt jedoch, dass sich der erwartete Nutzen für eine konkrete Belegung
X=xk durchaus reduzieren kann. Dies lässt sich veranschaulichen, indem man sich
xk als unwahrscheinliches und für den Nutzen ungünstiges Ereignis vorstellt. Dies
reduziert dann den erwarteten Nutzen, wenn das Ereignis eintritt und es in dieser
Situation keine bessere Alternative gibt. Es muss tatsächlich für jede Zufallsvariable
X aus der Menge aller Modellvariablen X immer eine Belegung X=xk geben, die
nach Erhalt dieser Information (also bei registriertem Eintritt des Ereignisses) den
erwarten Nutzen reduziert oder zumindest nicht erhöht:
∀X ∃ k : X ∈ X → EU(αxk |X=xk, e) ≤ EU(α|e)
Nicht-Additivität des Informationswerts
Die Nicht-Additivität des Informationswerts bezeichnet die Eigenschaft, dass die Sum-
me von n separat betrachteten Informationswerten einer Variablenmenge X = {Xi |
i ∈ N, 1 ≤ i ≤ n} im Allgemeinen nicht dem gemeinsamen Informationswert V(X|e)
entsprechen.
Theorem 2 (Nicht-Additivität).
¬∀X : V(X|e) =
n∑
i=1
V(Xi|e) (5.15)
Beweis. (durch Widerspruch) Würde das Theorem nicht zutreffen, müsste logisch
gelten, dass alle Kombinationen von Informationsvariablen einen additiven Informa-
tionswert haben:
∀X : V(X|e) =
n∑
i=1
V(Xi|e)
Das Entscheidungsnetzbeispiel aus Abschnitt 5.1.2 verfügt über den indirekten Ein-
fluss E2 und die Sensorvariable S1. Wie in jenem Abschnitt vorgerechnet wurde, gilt
dort
V(E2) = 19, 6 und V (S1) = 19, 78 und V(S1, E2) = 20, 14
Da hier also
V(E2) + V(S1) = 19, 6 + 19, 78 = 39, 38 6= 20, 14 = V(S1, E2)
ist gezeigt, dass Additivität nicht immer gegeben ist.
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Man kann sich leicht überlegen, dass die Nicht-Additivität der Regelfall ist. Im Speziel-
len können Informationswerte dennoch additiv sein. Dies gilt z. B., wenn eine Variable
Xk weder allein noch in Kombination mit einer Variable Xj einen Einfluss ausübt,
d. h.:
V(Xj , Xk|e) = V(Xj |e) = V(Xj |e) + V(Xk|e)
Informationswert ohne Aktionseinfluss
Der Informationswert ist nach seiner entscheidungstheoretischen Definition abhängig
vom erwarteten Nutzen der Aktion, die bei einer bestimmten Belegung der Informati-
onsvariable durchgeführt würde. Daher ist eine Informationsvariable X wertlos, sollte
sich für jede mögliche Belegung xi die beste resultierende Aktion αxi nicht von der
besten Aktion α unterscheiden, die ohne Akquisition vonX durchgeführt würde. Diese
Eigenschaft wird mit dem folgenden Theorem der Aktionsinvarianz ausgedrückt.
Theorem 3 (Aktionsinvarianz). Eine Information X in einem Entscheidungsnetz
DN ist wertlos, wenn die beste Aktion αxi für jede mögliche Belegung X=xi der
besten Aktion α ohne Kenntnis von X entspricht, also
∀xi ∈ domX : αxi = α
Beweis. Nach Formel 5.1 ergibt sich αxi durch
αxi = argmax
a∈A
Oa∑
ok
P (ok|Do(a), e, X=xi) · U(ok)
Unter der gegebenen Voraussetzung αxi = α und Formel 5.2 gilt dann
EU(αX |e) =
∑
i
P (X=xi|e) · EU(α|e, X=xi)
Da damit nur eine Konditionierung über X stattfindet, gilt
EU(αX |e) = EU(α|e)
Für den Informationswert von X gilt dann
V(X|e) = EU(α|e)− EU(α|e) = 0
Zerlegbarkeit und Reihenfolge-Unabhängigkeit
Im Beispiel des Abschnitts 5.1.2 wurde bereits die Beobachtung gemacht, dass der
gemeinsame Informationswert V(S1, E2) stochastisch in einzelne Summanden für die
jeweilige Variable zerlegt werden kann (Formel 5.6) und somit die Reihenfolge der Ak-
quisition keinen Einfluss auf den kumulierten Informationswert hat. Die Beobachtung
in jenem Beispiel gilt in der Tat für alle Variablen:
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Theorem 4 (Zerlegbarkeit). Sei X eine Menge diskreter Zufallsvariablen und der
Wertebereich von X1 ∈ X {x1,i|i ∈ N, 1 ≤ i ≤ n}. Wenn e die gegebene Evidenz ist
und α die momentan beste Aktion, dann ist der gemeinsame Informationswert von
allen Variablen in X (iterativ) zerlegbar durch
V(X|e) = V(X1|e) +
n∑
i=1
P (X1=x1,i|e) · V(X\X1|e, X1=x1,i) (5.16)
Beweis. SeienX und Y zwei beliebige diskrete Zufallsvariablen. Der Wertebereich von
X sei {xi|i ∈ N, 1 ≤ i ≤ n} und der der Wertebereich von Y {yj |j ∈ N, 1 ≤ j ≤ m}.
Dann ist der gemeinsame Informationswert von X und Y laut Definition
V(X,Y |e) :=EU(αX,Y |e)− EU(α|e)
=
n∑
i=1
m∑
j=1
P (xi ∧ yj |e) · EU(αxi,yj |e, xi ∧ yj)− EU(α|e)
Durch Anwendung der Produktregel (Formel 3.6) und des Distributivgesetzes folgt
V(X,Y |e) =
n∑
i=1
m∑
j=1
P (xi|e)P (yj |e, xi) · EU(αxi,yj |e, xi ∧ yj)− EU(α|e)
=
n∑
i=1
P (xi|e)
m∑
j=1
P (yj |e, xi) · EU(αxi,yj |e, xi ∧ yj)− EU(α|e)
Die zweite (innere) Summe entspricht dann nach Formel 5.2 dem erwarteten Nutzen
der besten Aktion EU(αxi,Y |e, xi) unter Kenntnis von X=xi und e, falls Y akquiriert
wird:
V(X,Y |e) =
n∑
i=1
P (xi|e) · EU(αxi,Y |e, xi)− EU(α|e)
Als Äquivalenzumformung können beide Operanden der Subtraktion mit EU(αX |e)
subtrahiert werden, dem erwarteten Nutzen der besten Aktion αX , falls X akquiriert
wird:
V(X,Y |e) =
(
n∑
i=1
P (xi|e) · EU(αxi,Y |e, xi)− EU(αX |e)
)
− (EU(α|e)− EU(αX |e))
=
(
n∑
i=1
P (xi|e) · EU(αxi,Y |e, xi)− EU(αX |e)
)
+ EU(αX |e)− EU(α|e)
Der hintere Teil der sich ergebenden Summe entspricht dann genau der Definition des
Informationswerts von X:
V(X,Y |e) =
n∑
i=1
P (xi|e) · EU(αxi,Y |e, xi)− EU(αX |e)
+ V(X|e)
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Setzt man für EU(αX |e) die Definition (Formel 5.2) ein, so ergibt sich:
V(X,Y |e) =
n∑
i=1
P (xi|e) · EU(αxi,Y |e, xi)−
n∑
i=1
P (xi|e) · EU(αxi |e)
+ V(X|e)
Durch iterative Anwendung des Distributivgesetzes folgt
V(X,Y |e) =
n∑
i=1
P (xi|e) ·
(
EU(αxi,Y |e, xi)− EU(αxi |e)
)
+ V(X|e)
Somit ergibt sich als Summandenfaktor gerade die Definition des Informationswerts
von Y bei Kenntnis von X=xi und damit schließlich das Theorem der Zerlegbarkeit
V(X,Y |e) =
n∑
i=1
P (xi|e) · V(Y |e, xi) + V(X|e)
=V(X|e) +
n∑
i=1
P (xi|e) · V(Y |e, xi)
Da es sich bei der herausgelösten Variable für die Zerlegung nach Formel 5.16 um
eine beliebige Variable Xi einer Variablenmenge X handelt, ist die Reihenfolge der
Informationsakquisition für X vom resultierenden Informationswert unabhängig:
Theorem 5 (Reihenfolge-Unabhängigkeit). Seien X1 und X2 zwei Zufallsgrößen, so
ist ihr gemeinsamer Informationswert unabhängig von der Reihenfolge ihrer Akquisi-
tion:
V(X1, X2|e) =V(X1|e) +
∑
i
P (X1=x1i |e) · V(X2|e, X1=x1i) (5.17)
=V(X2|e) +
∑
k
P (X2=x2k |e) · V(X1|e, X2=x2k) (5.18)
Beweis. Die Reihenfolge-Unabhängigkeit folgt unmittelbar aus der Zerlegbarkeit der
Informationswertberechnung (Theorem 4) und der Definition der betrachteten Infor-
mationsvariablen X in V(X|e) als ungeordnete Menge.
Undefiniertheit für entscheidungsabhängige Variablen
Aus der Definition des Informationswerts und Formel 5.2 geht hervor, dass zur Be-
rechnung des Informationswerts einer Variable X bei gegebener Evidenz e, V(X|e),
die Wahrscheinlichkeitsverteilung P(X|e) benötigt wird. Ist X von anderen GrößenY
abhängig, muss P(X|e) durch Konditionierung über Y ermittelt werden (Formel 3.7).
Dies ist jedoch nur möglich, falls es sich bei allen Größen Yi ∈ Y um Zufallsgrößen
handelt. Dies ist nicht der Fall, wenn X von einer Entscheidung D abhängig ist, also
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falls D ∈ Y. D ist keine Zufallsgröße und hat demnach keine Wahrscheinlichkeits-
verteilung, die jedoch für eine Konditionierung benötigt würde. Daraus folgt, dass
der Informationswert für Ausgänge von Entscheidungen nicht definiert ist. Gleiches
muss dann auch für alle von den Ausgängen stochastisch abhängigen Zufallsgrößen
gelten. Zu deren Informationswertberechnung würde stets auch die Verteilung P(X|e)
benötigt.
Diese Eigenschaft der Undefiniertheit ist jedoch insofern unproblematisch, als die
Belegung einer Variable O, die stochastisch von einer Entscheidung D beeinflusst
wird, entscheidungstheoretisch uninteressant ist. Angenommen der Ausgang O=oi
von Entscheidung D wäre bereits vor Ausführung von D bekannt, so hätte die Wahl
von D keinen Einfluss auf deren Ausgang, wäre demnach stochastisch unabhängig von
D. Dies stünde im Widerspruch zur Grundannahme der Entscheidungsabhängigkeit.
Temporal argumentiert hat Ausgang O von Entscheidung D einen späteren Zeitstem-
pel als D selbst, liegt also aus Perspektive von D in der Zukunft. Demnach ist O
grundsätzlich nicht vor Ausführung von D beobachtbar und von der Menge der po-
tentiell wertvollen Variablen auszuschließen.
Im Folgenden wird axiomatisch ein neutraler statt undefinierter Informationswert für
diese entscheidungsabhängigen Variablen verwendet:
Axiom 1 (Neutraler Informationswerts entscheidungsabhängiger Zufallsgrößen). Ist
O eine direkt von Entscheidung D abhängige Zufallsgröße, so ist der Informationswert
von O bezüglich D neutral:
O ∈ Outcome(D)→ V(O|e) = 0
mit Outcome(D) als Menge aller Variablen, die den Ausgang von D beschreiben.
Dies bietet Vorteile in der algorithmischen Anwendung (Kapitel 6) und lässt sich z. B.
aus Theorem 3 (Aktionsinvarianz) heraus begründen: Die Kenntnis von O hätte kei-
nen Einfluss auf die beste Aktion, da es wegen der Determiniertheit ihres Ausgangs
keine bessere (aber auch keine schlechtere) Aktion geben kann. Der neutrale Informa-
tionswert für entscheidungsabhängige Variablen wird z. B. auch von entsprechenden
Softwarebibliotheken wie SMILE angenommen.
Die Problematik entscheidungsabhängiger Variablen wurde auch durch Howard (1990)
und Matheson (1990) erkannt. Howard adressiert diese Einschränkung in Entschei-
dungsnetzen durch eine Reformulierung des Netzes in eine kanonische Form. Diese
Form transformiert alle entscheidungsabhängigen Variablen in deterministische Kno-
ten und führt zusätzlich entscheidungsunabhängige mapping variables zur Repräsen-
tation der stochastischen Einflüsse ein, die als Einflüsse mit dem deterministischen
Knoten verbunden werden. Auch Poh und Horvitz (1996) schließen unter Hinweis auf
Howard (1990) entscheidungsabhängige Variablen von der Informationswertberech-
nung aus.
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Komplexität
Die exakte Berechnung des entscheidungstheoretischen Informationswerts einer Va-
riable erfordert eine Vielzahl probabilistischer Inferenzen (Marginalisierung) und ist
#P-vollständig, selbst für einfachste Modelle wie Naive Bayes (Krause und Gue-
strin, 2009).2 Entsprechend ist die exakte Berechnung in der Praxis häufig nicht in
akzeptabler Zeit möglich.
Ein Ansatz ist daher die strukturelle Vorverarbeitung des Entscheidungsnetzes in
eine sekundäre, inferenz-optimierte Baumstruktur (siehe Lauritzen und Spiegelhal-
ter, 1988). Doch auch hier ist bei stark vermaschten Netzen im schlimmsten Fall
ein exponentieller Aufwand bezüglich der Netzgröße gegeben (Cooper, 1990). Folglich
kommen auch approximative Berechnungsverfahren zum Einsatz, wie sie auch für die
Bayes’sche Inferenz üblich sind (vgl. Abschnitt 3.2.2).
5.3 Myopischer und nicht-myopischer Informationswert
Die Berechnung des Informationswert sowie die Identifikation und Akquisition der
wertvollsten Informationen lässt sich in myopische und nicht-myopische Ansätze un-
terscheiden. Der myopische, also kurzsichtige Ansatz identifiziert und akquiriert nur
höchstens eine Information, bevor eine Entscheidung getroffen wird (vgl. Pearl, 1988b,
S. 314f). Dieser Ansatz lässt offensichtlich außer Acht, dass auch nach der Akquisition
der wichtigsten Einzelinformation weitere Informationen zur Verfügung ständen, die
die anstehende Entscheidungen beeinflussen könnten.
Nichtsdestotrotz ist ein Agent mit myopischer Informationsakquisition einem igno-
ranten Agenten noch immer überlegen, sofern wertvolle Information generell zur Ver-
fügung stehen. Bisher wurde dargelegt, wie der Wert einer Information berechnet
werden kann. Im Folgenden soll erläutert werden, wie die wertvollste Einzelinforma-
tion identifiziert werden kann. Hierbei wäre es für komplexere Systemmodelle offen-
sichtlich ineffizient, einfach die Informationswerte aller unbekannten Variablen einzeln
zu berechnen und dann die mit dem höchsten Nettowert zu akquirieren, falls diese
beobachtbar ist.
Eine zielgerichtete Evaluation der Variablen benötigt Wissen über die stochastische
Abhängigkeiten der Zufallsvariablen untereinander sowie zu den Entscheidungen und
deren erwarteten Nutzen. Genau dieses Wissen wird z. B. durch Entscheidungsnetze
repräsentiert. In Abschnitt 5.4 wird erläutert, wie der Suchraum auf dieser Basis
eingeschränkt werden kann.
2 #P beschreibt nach Lavant (1979) die Klasse der Probleme, die auf Zählprobleme zurückgeführt
werden können, welche durch eine nichtdeterministische Turingmaschine in Polynomialzeit zu lösen
sind.
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5.3.1 Nicht-myopischer Informationswert
Im Gegensatz zum myopischen Ansatz behandelt der nicht-myopische Informations-
wert mehr als eine einzelne Information. Das heißt, es wird einerseits eventuell mehr
als eine einzelne Information akquiriert, bevor eine Entscheidung getroffen wird. An-
dererseits wird auch nicht nur der Wert einer Information, sondern der Wert einer
Menge von Informationen berechnet. Entsprechend komplizierter wird das Verfahren
zur Auswahl der derzeit wertvollsten Information bzw. Informationsmenge.
Approximative Verfahren erlauben aber auch eine effiziente Berechnung des nicht-
myopischen Informationswerts (Liao und Ji, 2008; Krause und Guestrin, 2005b) unter
gewissen Einschränkungen der Struktur der Beeinflussungen. Für Hidden-Markov-
Modelle konnten Krause und Guestrin (2005b) sogar eine optimalen und effizien-
ten Algorithmus zur Bestimmung der wertvollsten Teilmenge verfügbarer Informatio-
nen bestimmen. Für den allgemeinen Fall zeigen sie jedoch, dass das Problem NP-
vollständig und damit nicht handhabbar ist. Somit muss wieder auf approximative
Verfahren zurückgegriffen werden. Für den verwandten Ansatz der Entropieminimie-
rung (vgl. Abschnitt 5.1.3) liefern (Krause und Guestrin, 2005a) einen entsprechenden
Ansatz mit beweisbar großer Höchstabweichung vom exakten Wert.
5.3.2 Wahl geeigneter Variablenmengen
Das Problem des nicht-myopischen Informationswerts entspricht dem Problem der
Bestimmung einer minimalen Teilmenge der beobachtbaren Variablen, die den Infor-
mationswert maximieren (engl. subset selection problem). Ohne Beschränkungen wie
Beschaffungskosten, Energieverbrauch der Sensorik oder Echtzeit-Bedingungen könn-
te als den Informationswert maximierende Variablenmenge einfach die Gesamtmenge
aller beobachtbaren Variablen akquiriert werden. In der Praxis sind jedoch in der
Regel Beschränkungen gegeben (vgl. Abschnitt 5.1.1), so dass das für die optimale
Variablenmenge X∗ einerseits der Nettoinformationswert (vgl. Formel 5.5) zu maxi-
mieren ist, wobei die Akquisition andererseits domänenspezifische Beschränkungen C
nicht verletzt (vgl. Definition 8 und Krause und Guestrin (2009)):
X∗ = argmax
X⊆X , ζC(X)
Vnet(X|e) (5.19)
In temporalen Modellen kann diese Optimierung auch als nichtdeterministisches Pla-
nungsproblem aufgefasst werden (Krause und Guestrin, 2009). Statt der statischen
Bestimmung einer Teilmenge zu akquirierender Variablen wird eine optimale Abfra-
getaktik (im Sinne einer Markov-Policy, siehe Abschnitt 4.3.2) berechnet. Das heißt,
abhängig von allen vorherigen Abfragen wird eine Sequenz von Beobachtungsaktionen
ausgeführt, die jeweils den erwarteten Informationswert maximiert. Diese Perspektive
ist vor allem für dynamische Entscheidungsnetze relevant. Eine optimale Abfragerei-
henfolge ist für einen nicht-myopischen Ansatz aber auch für statische Entscheidungs-
netze zu ermitteln. Beide Fälle werden im folgenden Abschnitt diskutiert.
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5.4 Informationswert in Entscheidungsnetzen
Entscheidungsnetze sind eine strukturierte Repräsentation eines Entscheidungspro-
blems und Erweiterung eines Bayes’schen Netzes (vgl. Abschnitt 4.3.1). Um begriff-
lich das abstrakte Konzept, das sowohl klassische Bayes’sche Netze als auch Entschei-
dungsnetze aber keine Markov-Netze umfasst, zu verdeutlichen, wird im Folgenden
von gerichteten probabilistischen Netzen (GPN) gesprochen. Aus der Strukturierung
des Entscheidungsproblems folgt eine Topologie des Entscheidungsnetzes, die sich aus-
nutzen lässt, um gezielter die in einer Situation wertvollste Information zu identifizie-
ren. Der Wert einer Informationsvariable ist abhängig von ihrer Auswirkung auf den
erwarteten Nutzen. Daher sind die Zufallsgrößen intuitiv umso wertvoller je näher sie
dem Nutzenknoten in einem Entscheidungsnetz sind. So kann z. B. eine Variable mit
unbekannter Belegung keinen Informationswert haben, wenn alle Variablen, die von
ihr beeinflusst werden, bereits bekannt sind. Darüber hinaus muss eine wertvolle Zu-
fallsgröße Einfluss auf die anstehende Aktion haben (vgl. Theorem 3), was ebenfalls
durch die Netzstruktur determiniert ist. Im Folgenden werden diese topologischen
Eigenschaften des Informationswerts im Einzelnen eingeführt und bewiesen.
5.4.1 Strukturelle Eigenschaften
Aus den strukturellen Eigenschaften eines Entscheidungsnetzes und den darin kodier-
ten (bedingten) stochastischen Unabhängigkeiten lassen sich formale Bedingungen
für den Informationswert der im Netz enthaltenen Variablen schließen (vgl. Poh und
Horvitz, 1996). Im Folgenden werden diese strukturellen Eigenschaften über die An-
ordnung und Verbindung der Knoten auch als Topologie des Entscheidungsnetzes
bezeichnet. Wir greifen zur Untersuchung der strukturellen Eigenschaften Definiti-
on 5 für den Aufbau eines Entscheidungsnetzes DN aus Abschnitt 4.3.1 auf. Die
n-elementige Menge X aller Zufallsgrößen eines Entscheidungsnetzes sei
X = {Xi | i ∈ N, 1 ≤ i ≤ n}
Für die Menge der irreflexiblen Verbindungen (gerichteten Kanten), K gelte
K ⊂ {(X,Y ) | X,Y ∈ X ∪ {D} ∪ {V } ∧X 6= Y }
Topologische Relationen
Jede Variable Xi ∈ X in einem Entscheidungsnetz hat eine (potentiell leere) Menge
direkter Nachfolger (Kindknoten)
Children(Xi) = {Y | Y ∈ X ∪ {V } ∧ (Xi, Y ) ∈ K}
und eine (potentiell leere) Menge direkter Vorgängerknoten (Elternknoten)
Parents(Xi) = {Y | Y ∈ X ∪ {D} ∧ (Y,Xi) ∈ K}
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Für jedesXi ∈ X ist im Sinne eines Bayes’schen Netzes entsprechend eine Wahrschein-
lichkeitsverteilung P(Xi|Parents(Xi)) gegeben, die im Falle von Parents(Xi) = ∅
P(Xi) entspricht. Der transitive Abschluss der Eltern- und Kind-Relationen ist dann
Succ(Xi) =
{
Y | Y ∈ Children(Xi) ∨ (Y ∈ Children(Z) ∧ Z ∈ Succ(Xi))
}
bzw.
Pred(Xi) =
{
Y | Y ∈ Parents(Xi) ∨ (Y ∈ Parents(Z) ∧ Z ∈ Pred(Xi))
}
Definition 9 (Gerichteter Pfad). Ein gerichteter Pfad p der Länge n ≥ 2 in einem
gerichteten probabilistischen Netz ist gegeben durch
p = 〈Xp,1, . . . , Xp,n〉
falls jeder Folgeknoten im Pfad ein Kindknoten des Vorgängerknotens ist:
∀ i : 1 < i ≤ n→ Xp,i ∈ Children(Xp,i−1)
Durch die transitive Definition der Relation Succ gilt zusätzlich, dass jeder Pfadknoten
in einem Pfad p ein Nachfolgerknoten im GPN aller vorherigen Knoten in p ist:
∀ i , j : 1 ≤ i < j ≤ n→ Xp,j ∈ Succ(Xp,i)
Die Menge aller Pfade in einem gerichteten probabilistischen Netz GPN wird im
Folgenden als PGPN oder, falls der betroffene Graph nicht zu verwechseln ist, kurz
als P notiert. Die Untermenge aller Pfade, die von einer Menge Startknoten S ⊆ X
ausgehen und zu einer Menge Zielknoten Z ⊆ X führen, ist dann beschrieben durch:
P(S,Z) = {p(S,Z) | p(S,Z) ∈ P ∧ S ∈ S ∧ Z ∈ Z}
wobei p(S,Z) ∈ P einen konkreten Pfad von einem Knoten S zu einem Knoten Z
angibt. Man beachte, dass es im Allgemeinen mehrere Pfade zwischen zwei Knoten
geben kann. P(S,Z) ist entsprechend die Menge aller Pfade im gerichteten Graphen
vom Knoten S zum Knoten Z.
Ein gerichteter azyklischer Graph ergibt dann eine partielle Ordnungsrelation
≺⊂ X × X
wobei X ≺ Y , genau dann wenn Y ∈ Succ(X).
Topologie und stochastische Unabhängigkeit
Weiterhin entscheidend für topologische Eigenschaften in gerichteten probabilistischen
Netzen sind nach Pearl (1988b) dasMarkov Blanket einer Variable und die so genannte
d-Separation. Das Konzept der d-Separation (mit d für engl. directed) ist nach Pearl
(1988b, S. 117) definiert durch:
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Definition 10 (d-Separation). Wenn X, Y und Z drei disjunkte Mengen Zufallsgrö-
ßen in einem gerichteten probabilistischen Netz GPN sind, so wird X von Y durch Z
d-separiert, wenn es in jedem ungerichteten Pfad p von einem Knoten in X zu einem
Knoten in Y einen Knoten w gibt, für den eine der folgenden Bedingungen gilt:
1. w liegt durch zwei eingehende Kanten in p und weder w noch seine Nachfolger
sind in Z, d. h.
∀A : A ∈ {w} ∪ Succ(w)→ A /∈ Z
2. Höchstens eine Kanten in p ist eine eingehende Kante in w und w ∈ Z
Die d-Separation wird dann notiert durch 〈X | Z | Y〉GPN .
Das graphentheoretische Kriterium der d-Separation lässt sich in gerichteten probabi-
listischen Netzen mit linearem Aufwand bezüglich der summierten Anzahl der Knoten
und Kanten bestimmen (Shachter, 1998) und konstituiert die bedingte stochastische
Unabhängigkeitsbeziehung. Das heißt, nur wenn jede im Netz GPN enthaltene d-
Separation 〈X | Z | Y〉GPN auch einer bedingten Unabhängigkeit I(X,Z,Y)M ent-
spricht (vgl. Definition 1, S. 54), ist das Netz gemäß einem Unabhängigkeitsmodell M
stochastisch valide (Pearl, 1988b, S. 119):
〈X | Z | Y〉GPN → I(X,Z,Y)M (5.20)
Diese Validitätseigenschaft wird im Folgenden für die betrachteten gerichteten proba-
bilistischen Netzen vorausgesetzt. Ein UnabhängigkeitsmodellM , für das ein gerichte-
tes probabilistisches Netz mitM -äquivalenter d-Separation existiert, wird kausal oder
GPN -isomorph genannt (Pearl, 1988b, S.128). Dazu kann man auch annehmen, dass
die Netztopologie gerade das Unabhängigkeitsmodell M konstituiert.3 Insbesondere
ist eine daraus folgende Eigenschaft von gerichteten probabilistischen Netzen, dass
jeder Zufallsknoten X ∈ X von seinen Vorgängerknoten stochastisch unabhängig ist,
falls seine Elternknoten bekannt sind (Pearl, 1988b, S. 120).
∀X ∈ X : I(X,Parents(X),Pred(X))M (5.21)
Eine sogar auf das ganze Netz ausgedehnte Unabhängigkeitseigenschaft wird durch
ein so genanntes Markov Blanket beschrieben:
Definition 11 (Markov Blanket). Ein Markov Blanket einer Variable X ∈ X , kurz
MB(X), beschreibt eine Variablenmenge Z, für die folgende bedingte Unabhängigkeits-
beziehung gilt (Pearl, 1988b, S. 97):
I(X,Z,X\Z\{X})M
3 Es ist zu beachten, dass die Übereinstimmung von graphbasierter Separation und stochastischer
Unabhängigkeit in ungerichteten Graphen wie Markov-Netzen nicht garantiert ist (vgl. Pearl, 1988b,
S. 92–95).
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Die minimale Variablenmenge Z wird Markov-Grenze (engl. Markov boundary) ge-
nannt.4
Ein Markov Blanket MB(X) d-separiert demnach X von X\MB(X), d. h. vom Rest
des Netzes. Aus der Definition des Markov Blanket folgt dann unmittelbar:
Korollar 2 (MB-Unabhängigkeit). Jede Zufallsvariable X eines probabilistischen
Netzes ist stochastisch unabhängig von den anderen Zufallsvariablen, gegeben ihr Mar-
kov Blanket:
∀X ∈ X : I(X,MB(X),X\MB(X)\{X})M
Nach Pearl (1988b, S. 121) ist die Markov Blanket in gerichteten probabilistischen
Netzen dann topologisch abzuleiten:
Korollar 3 (Bayes’sches Markov Blanket). Die Menge der direkten Elternknoten und
Kindknoten eines Knotens X ∈ X sowie die direkten Elternknoten der Kindknoten in
einem gerichteten probabilistischen Netz GPN bilden das Markov Blanket (MB) von
X:
MB(X)GPN =
(
Pred(X) ∪ Succ(X) ∪
⋃
Y ∈
Pred(X)
Succ(Y )
)\ {X}
Es zeigt sich im Folgenden, dass für die Betrachtung des Informationswerts die d-
Separation wesentlich ist. Die weiterreichende Unabhängigkeitseigenschaft, die durch
das Markov Blanket ausgedrückt wird, wird hingegen nicht benötigt, da für den Infor-
mationswert nur die stochastische Beziehung zum betrachteten Nutzenknoten eines
Entscheidungsnetzes relevant ist.
5.4.2 Netztopologie und Informationswert
Der Informationswert ist per definitionem durch die stochastischen Abhängigkeit bzw.
die Korrelation von der betrachteten Informationsvariable zum Nutzen bestimmt. In
gerichteten probabilistischen Netzen wird die stochastische Abhängigkeit bzw. Unab-
hängigkeit durch die Netztopologie modelliert und definiert. Insofern besteht ein direk-
ter Zusammenhang zwischen Topologie und Informationswert. Auf der Basis der obi-
gen Definitionen und Eigenschaften gerichteter azyklischer Graphen sollen hier daher
Gesetzmäßigkeiten für den Informationswert von Zufallsvariablen abgeleitet werden.
Hierzu gehören die Identifikation wertloser Informationen, der aktuell wertvollsten In-
formation sowie der optimalen Variablenmenge bzgl. dem entscheidungstheoretischen
Informationswert (vgl. Formel 5.19).
4Häufig wird auch der Begriff Markov Blanket verwendet, wenn eigentlich die speziellere Markov-
Grenze gemeint ist.
122 Kapitel 5 – Relevanzbewertung von Informationen
Wertlose Informationen
Theorem 6 (Wertlose Information (durch d-Separation)). Die durch eine Variable
X ∈ X in einem Entscheidungsnetz DN gegebenen Information ist wertlos, wenn X
vom Nutzenknoten V durch die gegebene Evidenz E = e (mit E∩{X} = ∅) d-separiert
wird:
〈X | E | V 〉DN → V(X|e) = 0
Beweis. Durch 〈X | E | V 〉DN gilt unter dem Grundsatz der Konsistenz von Topologie
und Unabhängigkeitsmodell (Formel 5.20) sowie nach Formel 3.10
P(V |X, e) = P(V |e)
Da die Variablen in der Evidenz E hier den Aktionsknoten A und die Belegungen e
ohne Beschränkung der Allgemeinheit eine gewählte Aktion A=a (für das Ereignis als
Do(a)) enthalten, definieren wir
P(V |e) := P(V |e′, Do(a))
Die Wahrscheinlichkeitsverteilung über den Nutzenknoten V ist letztlich die Grund-
lage für die Berechnung des erwarteten Nutzens für die n möglichen Aktionsausgänge
ok ∈ Oa (mit 1 ≤ k ≤ n):
P(V |e′, Do(a)) = 〈P (o1|Do(a), e′) · U(o1), . . . , P (on|Do(a), e′) · U(on)〉
Hieraus ergibt sich als Erwartungswert für V nach Formel 4.3 gerade der erwartete
Nutzen
EU(a|e′) =
Oa∑
ok
P (ok|Do(a), e′) · U(ok)
Dies gilt entsprechend auch für die beste Aktion α = maxa∈AEU(a|e′). Da P(V |X, e)
= P(V |e), folgt
∀ i : α = αxi
Das heißt, die beste Aktion ist stochastisch unabhängig von Variable X bzw. ihrer
Belegung. Hieraus und aus der Aktionsinvarianz (Theorem 3) folgt dann unmittelbar
V(X|e) = 0
Diese Erkenntnis lässt sich, neben der d-Separation, auf alle Fälle der topologisch in-
duzierten Aktionsinvarianz von Zufallsgrößen erweitern, ist dann jedoch spezifisch für
die Struktur von Entscheidungsnetzen. In erster Linie gilt dies für die Zufallsknoten,
die den Ausgang einer Entscheidung beschreiben. Diese sind topologisch gegeben als
direkte Kindknoten O eines Entscheidungsknotens D:
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Theorem 7 (Wertlose Information (Aktionsausgang)). Die Zufallsknoten O ⊆ X ,
welche die möglichen Ausgänge der anstehenden Entscheidung D darstellen, sind bzgl.
Informationswert für D (unabhängig von gegebener Evidenz e) irrelevant:
∀O ∈ X : O ∈ Children(D)→ V(O|e)=0
Beweis. Gemäß Axiom 1 ist der Informationswert von O neutral (bzw. undefiniert).
Topologisch gilt für Entscheidungsnetze gerade O ≡ Children(D).
Diese topologisch abgeleitete Eigenschaft ergibt sich aus der Undefiniertheit der Wahr-
scheinlichkeitsverteilung P(O|e), falls D /∈ E. Das tangiert auch alle Nachfolgervaria-
blen von O, Succ(O). Diese Eigenschaft wird im Folgenden als Ω-Separation definiert,
wobei das Symbol Ω die Ausgänge O referenziert.
Definition 12 (Ω-Separation). Ist X ein Zufallsknoten und D ein Entscheidungs-
knoten in einem Entscheidungsnetz DN mit durch die Zufallsknoten O definierten
Ausgängen von D, so Ω-separiert O die Variable X von D, falls gilt
X ∈ X ∧X /∈ O ∧ ∃O ∈ O : X ∈ Children(O)
Dies wird notiert durch
[X | O | D]ΩDN
Eine Ω-separierte Variable X wird von einer Entscheidung D so abgeschnitten, dass
eine Berechnung der Wahrscheinlichkeitsverteilung P(X|e) (mittels Konditionierung)
nicht möglich ist, falls Entscheidung D noch nicht gefallen, die Belegung D=di also
unbekannt ist. Eine Variable X kann jedoch nur für Entscheidungen wertvoll sein, die
noch nicht gefallen sind. Somit sind alle Ω-separierten Variablen wertlos.
Theorem 8 (Wertlose Information (durch Ω-Separation)). Ist Zufallsgröße X Ω-
separiert von D durch O = Children(D), so hat X einen neutralen Informationswert
bei gegebener Evidenz E=e:
[X | O | D]ΩDN → V(X|e)=0
Beweis. Zu unterscheiden sind die Fälle, dass die Belegungen für D oder O bekannt
sind bzw. unbekannt sind. Sind die Belegungen der Variablen Oi ∈ O nicht be-
kannt, gilt also O ∩ E = ∅, so ist die bedingte Wahrscheinlichkeit P(X|e) mittels
Konditionierung nicht berechenbar, weil P(Oi|e) ohne D nicht berechenbar ist (vgl.
Abschnitt 5.2). Damit ist wiederum den Informationswert von X undefiniert.
Sind die Belegungen der Variablen Oi ∈ O hingegen bekannt (O=o), so ist der Infor-
mationswert von X nach Formel 5.4 gegeben durch
V(X|o, e) = EU(αX |o, e)− EU(α|o, e)
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Der Subtrahend, also der erwartete Nutzen ohne Kenntnis von X, ist
EU(α|o, e) =
∑
i
P (oi|Do(α), e,o) · U(oi)
wobei oi einem möglichen Aktionsergebnis und o dem tatsächlichen Aktionsergeb-
nis entspricht. Da nach Definition der bedingten Wahrscheinlichkeit (Formel 3.5)
P (o|Do(α), e,o)=1 bzw. P (oj |Do(αoj ), e,o)=0 (mit oj 6=o) gilt, folgt
EU(α|o, e) = U(o)
Für den Minuend gilt nach Formel 5.2
EU(αX |o, e) =
∑
i
P (xi|o, e) · EU(αxi |o, e, X=xi)
Setzt man die Definition des erwarteten Nutzens U(αxi |o, e, xi) ein, folgt
EU(αX |o, e) =
∑
i
P (xi|o, e) ·
∑
j
P (oj |Do(αxi), e,o) · U(oj)

Wieder ergibt sich durch die Evidenz o und die bedingte Wahrscheinlichkeit
EU(αX |o, e) =
∑
i
P (xi|o, e) · U(o)
Durch Anwendung des Distributivgesetzes und wegen der Kolmogorow-Axiome in
Bezug auf die Konditionierung von X folgt
EU(αX |o, e) = U(o) ·
∑
i
P (xi|o, e)
= U(o) · 1 = U(o)
Somit gilt für den Informationswert von X
V(X|o, e) = U(o)− U(o) = 0
Folglich können sowohl alle AusgangsvariablenOi ∈ O einer EntscheidungD sowie alle
Nachfolgerknoten Succ(Oi) von der Informationswertbetrachtung und der Informati-
onsakquisition insgesamt ausgeschlossen werden. Dies ist eine wertvolle Erkenntnis
für eine algorithmische Umsetzung einer informationswert-orientierten Informations-
akquisition auf der Basis von Entscheidungsnetzen.
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Partielle Informationswert-Ordnung über Topologie
Über die Nutzung des topologischen Wissens über wertlose Informationen hinaus ist
zu untersuchen, ob die Topologie auch eine Aussage über die Ordnung des Informa-
tionswerts potentiell wertvoller Variablen erlaubt. Intuitiv sollte eine Variable umso
wertvoller sein, je näher sie dem Nutzenknoten ist. Dies muss im Allgemeinen nicht
gelten, trifft jedoch für den Fall der d-Separation von Variablen zu und wird durch
folgendes Theorem formalisiert (adaptiert nach Poh und Horvitz (1996)):
Theorem 9 (Informationswertordnung bei d-Separation). In einem Entscheidungs-
netz DN ist der Informationswert der Variablen X ∈ X nicht kleiner als der Infor-
mationswert der Variablen Y ∈ X , falls X nicht von Entscheidung D abhängt und Y
durch X von Nutzenknoten V d-separiert wird:
〈Y | X | V 〉DN ∧X /∈ Succ(D)→ V(X) ≥ V(Y )
Beweis. Da X /∈ Succ(D), ist der Informationswert von X nach Formel 5.4 gegeben
durch
V(X) = EU(αX)− EU(α) bzw. V(Y ) = EU(αY )− EU(α)
Die zu zeigende Eigenschaft V(X) ≥ V(Y ) lässt sich demnach reduzieren auf
EU(αX) ≥ EU(αY )
Aus der bedingten Unabhängigkeit durch die d-Separation 〈Y | X | V 〉DN folgt für
den erwarteten Nutzen bzgl. V einer Aktion a für eine beliebige Belegung Y=yi
EU(a|yi) =
∑
j
P (xj |yi) · EU(a|xj) (5.22)
Das heißt, der erwartete Nutzen für eine Belegung von Y lässt sich durch den erwar-
teten Nutzen für eine unbekannte Belegung von X abbilden. Nach Formel 5.2 für den
Erwartungswert des Nutzens abhängig von Belegung Y=yi gilt dann:
EU(αY ) =
∑
i
P (yi) ·max
a
∑
j
P (xj |yi) · EU(a|xj) (5.23)
bzw. für X nach Konditionierung über Y :
EU(αX) =
∑
j
P (xj) ·max
a
EU(a|xj)
=
∑
i
∑
j
P (yi) · P (xj |yi) ·max
a
EU(a|xj)
=
∑
i
P (yi) ·
∑
j
P (xj |yi) ·max
a
EU(a|xj)
Die zu zeigende Eigenschaft V(X) ≥ V(Y ) ist daher äquivalent zu
∀ yi :
∑
j
P (xj |yi) ·max
a
EU(a|xj) ≥ max
a′
∑
j
P (xj |yi) · EU(a′|xj)
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Abbildung 5.2: Beispiel eines Entscheidungsnetzes (links) und aus d-
Separation abgeleiteter partieller Ordnung des Informationswerts (rechts)
aus (Poh und Horvitz, 1996, S. 432)
.
Die Gültigkeit dieser Formel ergibt sich aus der Dreiecksungleichung für Summen.
Während es auf der rechten Seite nur eine beste Aktion α′ = argmaxa′ gibt, die in
Unkenntnis von xj bestimmt wird, gibt es links für jedes xj jeweils eine beste Aktion
αxj = argmaxa. Die Ungleichung lässt sich daher übersetzen nach∑
j
P (xj |yi) · EU(αxj |xj) ≥
∑
j
P (xj |yi) · EU(α′|xj)
Der erwartete Nutzen der Aktion α′ kann dabei nicht höher sein als der von Aktion
αxj : Beide Aktionen betreffen die selbe Entscheidung und die selben Voraussetzungen
(Evidenz xj). Während αxj nach Definition die beste Aktion unter den gegebenen
Voraussetzungen ist, wird zur Bestimmung von α′ die Wahrscheinlichkeit der Vor-
aussetzung berücksichtigt (P (xj |yi)), was potentiell zu einer anderen Aktion führt.
Demnach gilt:
EU(αxj |xj) ≥ EU(α′|xj)
Existiert nun mindestens eine Belegung X=xk mit größerer Nutzenerwartung für αxk
als für α′, d. h.
∃xk : EU(αxk |xk) > EU(α′|xk)
so ist V(X) > V(Y ). Gibt es keine solche Belegung, ist stets αxj=α′ und damit
V(X) = V(Y ). Somit folgt V(X) ≥ V(Y ).
Die Einschränkung des Theorems, dass Zufallsknoten nicht auch Nachfolgerknoten
von D sein dürfen, ergibt sich aus Axiom 1. Topologisch betrachtet, endet die Gültig-
keit dieser Ordnungsrelation beim ersten entscheidungsabhängigen Knoten auf einem
Pfad zum Nutzenknoten V oder setzt Entscheidungsnetze in kanonischer Form (Ho-
ward, 1990) voraus. Aus Theorem 9 ergibt sich eine partielle Ordnung über den In-
formationswert von Zufallsvariablen in Entscheidungsnetzen. Abbildung 5.2 zeigt ein
entsprechendes Beispiel. Diese partielle Ordnung, lässt sich auch direkt auf Mengen
von Variablen erweitern (siehe Poh und Horvitz, 1996), für die eine entsprechende
d-Separation gegeben ist.
Das Beispiel aus Abbildung 5.2 zeigt auch das Problem auf, dass z. B. die Variable
X1 mit keiner anderen topologisch bzgl. Informationswert vergleichbar ist. Dies ist
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durch X3 begründet. X3 übt Einfluss auf X2 und X3 aus, so dass für X3 ohne weitere
Evidenz keine relative Ordnung zu X2 oder X1 angegeben werden kann. Ist jedoch
z. B.X2 als Evidenz gegeben, d. h.X2 ∈ E, so ergibt sich wieder eine partielle Ordnung
zwischen X3 und X1 mit
V(X1|x2) ≥ V(X3|x2)
Theorem 10 (Informationswertordnung bei d-Separation und Evidenz). In einem
Entscheidungsnetz DN ist der Informationswert der Variablen X ∈ X nicht kleiner
als der Informationswert der Variablen Y ∈ X bei Evidenz e, falls X nicht von Ent-
scheidung D abhängt und Y durch X und die Evidenzvariablen E von Nutzenknoten
V d-separiert wird:
〈Y | {X} ∪E | V 〉DN ∧X /∈ Succ(D)→ V(X|e) ≥ V(Y |e)
Beweis. Analog zu Theorem 9 lässt sich der Satz reduzieren auf
EU(αX |e) ≥ EU(αY |e)
Aus der bedingten Unabhängigkeit durch die d-Separation 〈Y | {X}∪E | V 〉DN folgt
für den erwarteten Nutzen bzgl. V einer Aktion a für eine beliebige Belegung Y=yi
EU(a|yi) =
∑
j
∑
k
P (xj , ek|yi) · EU(a|xj , ek) (5.24)
wobei ek einer möglichen Belegungskombination für die Variablen in E entspricht. Da
hier die Evidenz e vorliegt und P (xj , ek|yj , e)=0, falls ek 6= e, bzw. P (xj , ek|yj , e) =
P (xj |yj , e), falls ek=e, gilt entsprechend
EU(a|yi, e) =
∑
j
∑
k
P (xj , ek|yi, e) · EU(a|xj , ek, e) (5.25)
=
∑
j
P (xj |yi, e) · EU(a|xj , e) (5.26)
Die Wahrscheinlichkeiten lassen sich demnach um Evidenz e erweitern und es gilt
analog der Beweis für Theorem 9.
5.4.3 Strukturelle Identifikation wertvollster Informationen
Die Theoreme 9 und 10 ermöglichen, eine minimale Menge von Variablen zu iden-
tifizieren, deren Informationswert garantiert größer ist als der Informationswert der
durch sie jeweils d-separierten Variablen:
Definition 13 (Informationswertfront). Die Menge der gemäß den Theoremen 9 und
10 wertvollsten Variablen in einem Entscheidungsnetz DN bei gegebener Evidenz e
heißt Informationswertfront und wird notiert als VFe.
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Im Beispiel aus Abbildung 5.2 wäre die Front demnach gegeben durch {X1, X2, X3}.
Der Informationswert der Variablen in VFe ist auf topologischer Grundlage jedoch
paarweise unvergleichbar. Das heißt, der Informationswert dieser Variablen muss tat-
sächlich errechnet werden, um die darin wertvollste Information zu identifizieren. Fer-
ner ist wegen der topologischen Unvergleichbarkeit nicht ausgeschlossen, dass eine
durch X ∈ VFe d-separierte Variable Y wertvoller ist als eine Variable X ′ ∈ VFe mit
X 6= X ′, d. h.:
¬∀X ∈ VFe, Y /∈ VFe : V(X|e) > V(Y |e)
Mit dem topologischen Wissen im Entscheidungsnetz und den bewiesen Eigenschaften
des Informationswertes der Zufallsgrößen darin (d. h. wertlose Informationen und par-
tielle Ordnung) können nun Aussagen zur wertvollsten Einzelinformation und auch
wertvollsten Informationsmenge abgeleitet werden. Diese bilden die Grundlage für
eine zielgerichtete und entscheidungstheoretisch fundiert Informationsakquisition.
Theorem 11 (Wertvollste Einzelinformation). Die wertvollste Einzelinformation X∗
aller Zufallsvariablen X in einem Entscheidungsnetz DN bei gegebener Evidenz e ist
die wertvollste Variable in der Informationswertfront VFe:
X ∈ VFe ∧ ∀Y ∈ VFe : V(Y |e) ≤ V(X|e)→ ∀Z ∈ X : V(Z|e) ≤ V(X|e)
Beweis. Ist X die wertvollste Zufallsgröße in der Informationswertfront VFe, bleibt
zu beweisen, dass es keine Zufallsgröße Z /∈ VFe geben kann, für die gelten würde:
V(Z|e) > V(X|e)
Gäbe es diese Zufallsgröße Z, so dürfte sie nach Theorem 10 nicht wertvoller sein als
eine Variable Y ∈ VFe, die mit der Evidenz e Z vom Nutzenknoten V d-separiert.
Andernfalls wäre sie gerade Teil der Informationswertfront.
Damit nun gelten kann, dass V(Z|e) > V(X|e) muss wegen der Transitivität der
Relation auch gelten, dass V(Y |e) > V(X|e). Dies steht im Widerspruch zur ent-
sprechenden Voraussetzung der Implikation im Theorem. Somit muss das Theorem
gelten.
Das heißt, zur Bestimmung der wertvollsten Einzelinformation muss nur der Infor-
mationswert der Variablen in der Informationswertfront VFe berechnet werden. Im
myopischen Fall kann die Information für die Variable X∗ ∈ VFe mit dem höchsten
Informationswert akquiriert werden, sofern diese beobachtbar ist. Nach einer entspre-
chenden Akquisition werden nach Theorem 6 alle von X∗ d-separierten Variablen
wertlos.
Ist X∗ allerdings nicht beobachtbar, so muss die Suchfront um die Einflüsse auf X∗
erweitert und X∗ aus ihr entfernt werden. Die Erweiterung sollte jedoch minimal sein,
das heißt, sie umfasst keine Variablen, die durch eine andere Variable der erweiterten
Informationswertfront vom Nutzenknoten V d-separiert werden:
VF−X∗e := (VFe\X∗) ∪ Ext(X∗) (5.27)
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mit
Ext(X∗) :=
{
P | P ∈ Pred(X∗) ∧ ¬∃P ′ ∈ Pred(X∗) : 〈P |P ′|V 〉}
Darüber hinaus kann gezeigt werden, dass die Informationswertfront zusammen den
Informationswert des gesamten Netzes maximiert.
Theorem 12 (Wertvollste Informationsmenge). Die Informationswertfront VFe ma-
ximiert den Informationswert des gesamten Entscheidungsnetzes DN . Das heißt, es
gibt keine Variable X+ /∈ VFe, für die gilt
V(VFe ∪ {X+}|e) > V(VFe|e) (5.28)
Beweis. Nach Theorem 10 und Definition 13 werden alle weiteren potentiell wertvol-
len Variablen X+ durch die Knoten der Informationswertfront oder die vorhandene
Evidenz E=e vom Nutzenknoten V d-separiert:
〈X+|VFe ∪E|V 〉DN
Werden alle Variablen aus VFe akquiriert, so gilt wegen Theorem 6:
V(X+|e,vfk) = 0
wobei vfk eine beliebige Belegungskombination der Variablen in VFe ist. Wegen der
Zerlegbarkeit (Theorem 4) der Informationswertberechnung gilt dann:
V(VFe ∪X+|e) = V(VFe|e) +
∑
k
P (vfk|e) · V(X+|e,vfk)
= V(VFe|e) +
∑
k
P (vfk|e) · 0
= V(VFe|e)
Damit ist gezeigt, dass sich der Informationswert für keine zusätzliche Variable au-
ßerhalb VFe vergrößern kann. Der Wert bleibt hingegen konstant (vgl. auch Nicht-
Negativität nach Theorem 1).
Dass die Informationswertfront den Informationswert maximiert, heißt indes nicht,
dass sie die minimale Variablenmenge mit dieser Eigenschaft wäre. Das ist dadurch be-
gründet, dass die d-Separation als konstitutives Kriterium der Informationswertfront
auf einer paarweisen Relation zwischen Einzelvariablen beruht. Es ist jedoch möglich,
dass eine Variable in der Informationswertfront durch eine Menge von Variablen der
Front vom Nutzenknoten d-separiert wird. Dies ist für die Informationswertfront nur
über die Evidenzvariablen berücksichtigt (vgl. Theorem 10). Die Konstruktion einer
minimalen Informationswertfront mittels d-Separation von Variablenteilmengen hät-
te neben der Steigerung des konstruktiven Aufwands den gewichtigen Nachteil, dass
diese Variante der Front nicht mehr die wertvollste Einzelvariable enthalten könnte
(vgl. Theorem 11). Dies schlösse dann auch die Verwendung für eine zeitbeschränkte
iterative Akquisition aus.
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Abbildung 5.3: Beispiel eines Entscheidungsnetzes (links) mit entspre-
chender Informationswertfront (grau eingefasster Bereich) und partieller
Informationswertordnung (rechts).
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Abbildung 5.4: Beispiele für Informationswertfronten bei gegebener Evi-
denz (schwarze Knoten) für das Entscheidungsnetz aus Abbildung 5.3.
Abbildung 5.3 zeigt ein Beispiel für ein Entscheidungsnetz (links) mit acht Variablen
X1 bis X8 und ohne Evidenz. Die Informationswertfront nach paarweiser d-Separation
ist hier gegeben durch die Variablen X1 bis X5 und auf der rechten Seite als grauer
Kasten dargestellt. Die minimale den Informationswert maximierende nicht-myopische
Variablenmenge wäre hier gegeben durch {X1, X2}, da sie zusammen alle anderen Zu-
fallsknoten vom Nutzenknoten d-separieren. Das Beispiel zeigt im Vergleich zu Abbil-
dung 5.2 auch, dass bei weniger einfachen Netzen mit komplizierteren stochastischen
Wechselwirkungen die paarweise d-Separation weniger einschränkend wirkt. Die In-
formationswertfront schließt hier deutlich weniger Variablen aus.
Abbildung 5.4 zeigt für das gleiche Entscheidungsnetz die Informationswertfront für
ausgesuchte Evidenzen. Die Beispiele zeigen, dass Evidenzen die Informationswert-
front mehr oder weniger stark einschränken, da sie als zusätzliche Variable für die
d-Separation nach Theorem 10 berücksichtigt werden.
5.4.4 Informationswert in dynamischen Entscheidungsnetzen
Verfahren für die Berechnung des Informationswerts lassen sich auch für Aktionsfol-
gen anwenden (Dittmer und Jensen, 1997). Das Problem des Berechnungsaufwands
wird hier weiter verschärft. Da die allgemeine Komplexität der Berechnung und Ma-
ximierung des Informationswerts bei mehreren Informationsangeboten exponentiell
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ist, verwenden die meisten Verfahren einen myopischen Ansatz (Liao und Ji, 2008).
Das heißt, es wird ein Greedy-Verfahren eingesetzt, bei dem nur jeweils die für sich
gesehen beste Information akquiriert wird, ohne zu berücksichtigen, dass eine Menge
von Informationen zusammen betrachtet besser sein kann (vgl. Abschnitt 5.3).
Jedoch bieten dynamische Entscheidungsnetze auch den Vorteil, dass die temporale
Dimension explizit modelliert ist und somit erlaubt, gewisse Knoten auf topologischer
Basis von der Identifikation potentiell wertvoller Variablen aktuell auszuschließen. Va-
riablen, die Informationen über zukünftige Zeitpunkte oder Zeiträume repräsentieren,
sind offensichtlich (noch) nicht verfügbar. Die Informationsakquisition kann somit auf
Variablen aus der Gegenwart oder Vergangenheit eingeschränkt werden.
In dynamischen Entscheidungsnetzen ist auch zu berücksichtigen, dass neben meh-
reren Entscheidungsknoten auch mehrere Nutzenknoten existieren. Gemäß Markov-
Entscheidungsprozessen (Abschnitt 4.3.2) gibt es dabei einen finalen Nutzenknoten für
die Gesamt-Utility und je Entscheidung Reward-Knoten zur Bewertung der Schritte
in der Aktionssequenz. Der Informationswert ist dann in Bezug auf eine Entscheidung
in der Aktionssequenz und deren Reward-Knoten zu berechnen. Krause und Guestrin
(2009) verwenden in ihrer Notation entsprechend stets lokale Rewards statt Utilities.
Sie geben ferner Algorithmen zur Optimierung des entropischen Informationswerts
für die temporalen Inferenzen Smoothing (für vergangene Zustände) und Filtering
(für den aktuellen Zustand) an.
5.5 Implikationen für eine optimale Informationsakqui-
sition
Die Feststellungen zu den formalen und topologischen Eigenschaften des Informati-
onswerts in diesem Kapitel führen letztlich zum Problem der optimalen Reihenfolge
für die Identifikation, Bewertung und Akquisition wertvoller Informationen. Das in
Abschnitt 5.4.3 eingeführte Konzept der Informationswertfront ermöglicht es, eine
Menge von Variablen topologisch zu bestimmen, die garantiert die Variable mit dem
höchsten Bruttowert enthält (Theorem 11) und zusammen den Informationswert ma-
ximiert (Theorem 12). Somit kann der Prozess der Bewertung auf die Variablen der
Informationswertfront beschränkt werden. Für die Informationsakquisition im my-
opischen Fall ist daher die Variable mit dem höchsten Einzelwert der jeweils beste
Kandidat. In absteigender Reihenfolge des Informationswerts können dann iterativ
weitere Informationen über Variablen in der Front beschafft werden.
Doch im Gegensatz zu dieser naiven Betrachtung müssen hierbei weitere Kriterien
berücksichtigt werden, die bereits angesprochen wurden. Zum einen ist für die Akqui-
sition der Nettowert und nicht der Bruttowert entscheidend. Ist der Nettowert einer
Variable gering, kann der Nettowert der durch sie d-separierten Variablen trotzdem
höher sein. Zum anderen ist der Fall zu beachten, dass eine Variable momentan nicht
verfügbar bzw. generell nicht beobachtbar ist. Eventuell sind jedoch die stochasti-
schen Einflüsse beobachtbar. Diese Fälle haben bedeutende Auswirkungen auf die
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Informationswertfront, die dann ggf. erweitert werden muss. Darüber hinaus können
Beschränkungen beim Vorgang der Akquisition vorgegeben sein, die z. B. zulässige
Rechen- und Wartezeiten für die Beschaffung oder den dafür aufgebrachten Energie-
konsum betreffen (vgl. Definition 8 in Abschnitt 5.1.1).
Hieraus folgt, dass weder die beste Wahl für die myopische Akquisition noch die bes-
te Reihenfolge für die iterative Informationsakquisition auf der Hand liegen. Ist der
Nettowert der Variable X1∗ mit dem höchsten Bruttowert kleiner als der Bruttowert
der Variable X2∗ mit dem zweithöchsten Bruttowert, so muss evaluiert werden, ob
mindestens einer der (d-separierten) Nachbarn von X1∗ im Entscheidungsnetz einen
höheren Brutto- und Nettowert hat als X2∗, bis schließlich ein solcher Fall für alle
Variablen der aktuellen Informationswertfront ausgeschlossen werden kann. Steht dar-
über hinaus so viel Zeit zur Verfügung, dass mehr als eine Variable akquiriert werden
kann, so ist zu bedenken, dass die zwei Variablen X1∗ und X2∗ mit dem höchsten
Einzelwert zusammen nicht unbedingt wertvoller sind als zwei andere Variablen Y1
und Y2 mit geringerem Einzelwert; d. h., es ist möglich, dass gilt:
V(X1∗|e) ≥ V(X2∗|e) > V(Y1|e) ≥ V(Y2|e) ∧ V(X1∗, X2∗|e) < V(Y1, Y2|e)
Eine myopische Greedy-Akquisition wäre somit bezüglich des erzielten Informations-
werts potentiell suboptimal, wenn keine Zeitbeschränkung besteht.
Es bleibt die Schlussfolgerung, dass eine algorithmische Umsetzung der Informations-
akquisition für intelligente Agenten sich nicht allein aus den formalen und topologi-
schen Eigenschaften des Informationswerts ableiten lässt. Vielmehr ist das Problem
der Auswahl bester Variablen oder Variablenmengen abhängig von vielen Rahmenbe-
dingungen (Nettowert und zulässige Akquisitionen), die die Identifikation und Akqui-
sition selbst zu einem komplexen Entscheidungsproblem machen. Entsprechend wird
häufig ein einfacher, myopischer Ansatz verfolgt (vgl. z. B. Dittmer und Jensen, 1997),
der aber im Gegensatz zum Ansatz von Poh und Horvitz (1996) das Problem des
Nettowerts nicht vernachlässigen sollte. Die nicht-myopische Informationsbeschaffung
kann als eigenes, sekundäres Planungsproblem bzw. Markov-Entscheidungsproblem
mit endlichem Horizont verstanden werden. Diesen Ansatz verfolgen Krause und Gue-
strin (2009) für entropische Informationswertmaße.
Ein geeigneter Algorithmus sollte (zeitliche) Beschränkungen bei der Auswahl zu ak-
quirierender Informationen einerseits durch eine iterative Akquisition berücksichtigen,
um Anytime-fähig zu sein.5 Andererseits sollte das Verfahren zur Identifikation und
Bewertung der Kandidaten für die Akquisition nicht selbst den zulässigen Rechen-
aufwand sprengen. Die Komplexität der Bewertung und der Identifikation wertmaxi-
mierender minimaler Variablenmengen steht dem entgegen. Folglich ist eine adäquate
Policy oder Heuristik für die Identifikation und Auswahl der besten Kandidaten zu
bestimmen. Das folgende Kapitel widmet sich dieser Aufgabe.
5 Ist bis zum Zeitpunkt, zu dem unbedingt eine Entscheidung zu treffen ist, noch keine Infor-
mation beschafft worden, ist zumindest in probabilistischen Entscheidungsmodellen trotzdem eine
Entscheidungsfindung möglich. Die betreffende Entscheidung könnte sich aber unter Kenntnis neuer
Informationen nachträglich als suboptimal herausstellen.
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Der Grad der Einschränkung der (initial) zu betrachtenden Variablenmenge in Ent-
scheidungsnetzen, der durch die Informationswertfront erreicht wird, ist von der Struk-
tur des Netzes abhängig. Eine Implikation der Erkenntnisse in diesem Kapitel ist
folglich auch, dass der Entwurf des Entscheidungsnetzes selbst Teil der Problembe-
trachtung sein sollte. Das heißt, bereits beim Entwurf eines entsprechenden Entschei-
dungssystems für intelligente Agenten sollte im Sinne einer effizienten Informations-
akquisition die topologische Struktur der stochastischen Abhängigkeiten dahingehend
untersucht werden, dass ein hoher Grad an paarweiser d-Separation gegeben ist, so
dass Variablen topologisch aus der Informationswertfront ausgeschlossen werden kön-
nen. Eine enge Vermaschung der stochastischen Einflüsse stünde dem entgegen. Zu
bevorzugen sind hingegen Strukturen, die vor allem Knoten mit nur einem Kindknoten
aufweisen, der im optimalen Fall alle Vorgängerknoten d-separiert. Für die Berech-
nung günstig sind daher auch kausale Polybäume (einfach verbundene Netzwerke), da
in diesen höchstens ein Pfad zwischen zwei Knoten existiert (Pearl, 1988b, S. 175ff)
5.6 Zusammenfassung
In diesem Kapitel wurden Ansätze zur Bewertung der Relevanz von Informationen im
Sinne von Zufallsgrößen vorgestellt und formal eingeführt. Als entscheidungstheore-
tisch fundierter Ansatz wurde insbesondere die Informationswerttheorie nach Howard
(1966) untersucht. Diese Theorie definiert den Wert einer noch nicht vorhandenen
Information bzw. der betreffenden Größe als die Differenz des Erwartungswerts des
Nutzens der besten Aktion mit oder ohne die Information. Dabei wird über mögliche
Belegungen der Informationsvariable stochastisch gemittelt, um der Tatsache Rech-
nung zu tragen, dass die eigentliche Information zum Zeitpunkt ihrer Bewertung noch
nicht bekannt ist.
Als alternativer Ansatz wurde die Informationsbewertung auf der Basis der Entro-
pie einer Zufallsgröße vorgestellt. Dieses Vorgehen beruht auf der Informationstheo-
rie nach Shannon (1948) und eignet sich insbesondere für Anwendungen, die keine
Qualifizierung der Relevanz bezüglich einer anstehenden Entscheidung erlauben oder
benötigen. Ein wichtiges Anwendungsgebiet ist daher die Steuerung von Sensornetzen
zur ressourcensparenden Erhebung von Umgebungsinformationen. Der entscheidungs-
theoretische Ansatz nach Howard (1966) ermöglicht hingegen eine entscheidungsab-
hängige Bewertung. Das heißt, die Reduktion der Entropie einer Zufallsgröße ist nur
dann anzustreben, wenn dadurch die anstehende Entscheidung eines Agenten ver-
bessert wird, da die Auswahl der besten Aktion mit weniger Unsicherheit verbunden
ist.
Die ausführliche Betrachtung der Informationswerttheorie in diesem Kapitel dient da-
her als theoretische Grundlage für eine zielgerichtete Informationsakquisition intelli-
genter Agenten. Dazu wurden neben erläuternden Beispielen die formalen Eigenschaf-
ten des Informationswerts untersucht und entsprechende, teils in der Fachliteratur
bereits bekannte Eigenschaften als Theoreme formuliert und formal bewiesen. Hierzu
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gehören die Nicht-Negativität, die Nicht-Additivität, die Informationswertneutralität
bei Aktioninvarianz sowie die Reihenfolgeunabhängigkeit und Zerlegbarkeit des Infor-
mationswerts im Prozess der Akquisition. Darüber hinaus wurde die Undefiniertheit
für entscheidungsabhängige Variablen gezeigt.
Die Untersuchung wird darauf folgend erweitert auf den Informationswert in Ent-
scheidungsnetzen. Hierzu werden auf der Grundlage topologischer Eigenschaften des
Netzes, die Wissen über stochastische (Un-)Abhängigkeiten kodieren, Theoreme über
wertlose Informationen beziehungsweise eine partielle Ordnung des Informationswerts
für Variablen aufgestellt und bewiesen. Diese ermöglichen die Identifikation einer hin-
reichenden Menge von Variablen, die für eine Informationsbewertung und -akquisition
berücksichtigt werden müssen. Die entsprechenden Vorarbeiten von Poh und Horvitz
(1996) werden dabei insbesondere erweitert um Aussagen über die Beziehung zwischen
partieller Ordnung bei gegebener Evidenz sowie die Ausweitung und Reduktion der
minimalen Variablenmenge für den Fall bereits akquirierter oder nicht beschaffbarer
Variablen. Darüber hinaus wird das Problem des Nettowerts bei der Identifikation bes-
ter Kandidaten für Informationsakquisition adressiert. Hieraus wird der neue Ansatz
der Informationswertfront abgeleitet, mit dem die Identifikation relevanter Informa-
tionen in Entscheidungsnetzen auf eine minimale Menge mit bewiesenen Gütekriterien
beschränkt wird.
Damit bilden die in diesem Kapitel formulierten Erkenntnisse die nötigen theoreti-
schen Grundlagen für eine an Entscheidungsnetzen ausgerichtete Informationsakqui-
sition, die jeweils die optimale, d. h. wertvollste, Information auswählt. Die Ausnut-
zung des topologischen Wissens erlaubt es, die Identifikation der aktuell wertvollsten
Variable oder Variablenmenge auf eine Teilmenge von Kandidaten zu reduzieren und
inferiore Größen auszublenden. Damit werden die Probleme, die aus der hohen Kom-
plexität von Informationswertberechnungen resultieren, bedeutend gemindert. Für
zeitkritische Anwendungsdomänen wird die Verwendung des Informationswerts zur
Informationsbeschaffung damit erst möglich.
Kapitel 6
Relevanzbasierte
Informationsbeschaffung
In den Kapiteln 3 und 4 dieser Arbeit wurden Methoden der künstlichen Intelli-
genz zur Wissensrepräsentation und Entscheidungsfindung intelligenter Agenten vor-
gestellt. Als eine wichtige Unterstützungsfunktion der Entscheidungsfindung wurde
in Abschnitt 4.1 das Wissensmanagement für Agenten angeführt. Eine Voraussetzung
für ein zielgerichtetes Wissensmanagement bildet dabei die Bestimmung des Infor-
mationsbedarfs (vgl. Langer et al., 2006). In Kapitel 5 wurde dieser Bedarf entschei-
dungstheoretisch abgeleitet. Die Informationswerttheorie (Howard, 1966) ermöglicht
die Bewertung von Informationen nach ihrer Relevanz für eine anstehende Entschei-
dung. Jedoch liegt die Berechnung in der Aufwandsklasse #P und kann daher nicht
effizient für alle möglichen Informationen vorgenommen werden. Daher wurde mit
dem neu entwickelten Ansatz der Informationswertfront die theoretische Fundierung
geschaffen, mit der die Identifikation relevanter Informationen in Entscheidungsnet-
zen auf eine minimale Menge mit bewiesenen Gütekriterien beschränkt werden kann.
Somit können wertvolle von wertlosen Informationen strukturell unterschieden wer-
den.
Die eigentliche Beschaffung (oder Akquisition) von Informationen ist ein auf der Iden-
tifikation und Bewertung basierender Prozess. Als relevant erkannte Informationen
werden akquiriert, bis die anstehende Entscheidung zu treffen ist. Um eine zielgerich-
tete Analyse des Informationsbedarfs und entsprechende Aktionen zur Verbesserung
des Situationswissens zu operationalisieren, ist eine Algorithmisierung der Identifika-
tion relevanter Größen einerseits und deren Beschaffung andererseits erforderlich. Im
Folgenden sollen daher aus den theoretischen Erkenntnissen des vorherigen Kapitels
Algorithmen zur Informationsbeschaffung entwickelt werden, für die sichergestellt ist,
dass sie stets die derzeit wertvollste Information identifizieren und, falls verfügbar,
beschaffen. Hierbei sind insbesondere die Unterscheidung zwischen dem Bruttowert
und dem Nettowert einer Information sowie mögliche Ressourcenbeschränkungen zu
beachten (vgl. Abschnitt 5.1.1). Darüber hinaus sollte der Akquisitionsalgorithmus
selbst geringe Rechenanforderungen stellen. Dazu sind insbesondere die aufwendigen
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Informationswertberechnungen zu minimieren (vgl. Abschnitt 5.2). Als ein Weg zur
Minimierung des Aufwands wurde in dieser Arbeit daher die iterative Akquisition
von Informationen vorgeschlagen (vgl. Abschnitt 5.5). Diese beschafft fortlaufend die
jeweils wertvollste Information und bricht ab, sobald das Zeitlimit zum Treffen der
Entscheidung abgelaufen ist.
Dieses Kapitel beschreibt die relevanzbasierte Informationsbeschaffung in den folgen-
den Abschnitten. In Abschnitt 6.1 wird zur Verdeutlichung des Themenkomplexes ein
naiver Ansatz vorgestellt, der im Sinne der Informationswerttheorie und stochastischer
Abhängigkeiten vereinfachende Annahmen trifft und daher keine optimale Beschaf-
fung garantiert. Aus diesem Grund wird in Abschnitt 6.2 die algorithmische Umset-
zung einer graphentheoretischen Analyse stochastischer Abhängigkeiten vorgestellt.
Dies dient als Grundlage für Abschnitt 6.3, in dem eine theoretisch fundierte Infor-
mationsbeschaffung nach dem Ansatz der Informationswertfront beschrieben wird.
In Abschnitt 6.4 werden mögliche Optimierungen der Algorithmen angeführt. Ab-
schnitt 6.5 diskutiert die Vor- und Nachteile der vorgestellten relevanzbasierte Infor-
mationsbeschaffung und gibt theoretischen Grenzen an, die sich aus den Grenzen der
Modellierung ergeben. Das Kapitel schließt mit einer Zusammenfassung der erzielten
Ergebnisse und Erkenntnisse (Abschnitt 6.6).
6.1 Möglichkeiten und Grenzen des naiven Ansatzes
Intuitiv sollte eine Variable (bzw. ein Knoten im Entscheidungsnetz) prinzipiell umso
wertvoller sein, je direkter sie den Nutzenwert einer betrachteten Entscheidung beein-
flusst. Es erscheint daher sinnvoll, zur Identifikation der jeweils wertvollsten Variable
in einem Entscheidungsnetz einen explorativen Ansatz zu verfolgen, der ausgehend
vom Nutzenknoten der anstehenden Entscheidung jeweils die nächsten benachbarten
Zufallsknoten (und damit die bezügliche Information) bewertet. Hierdurch entsteht
eine nach Informationsnettowert sortierte Suchfront als relevant identifizierter Kno-
ten. Diese Front ist nur zu erweitern, wenn einerseits die jeweils beste Information
nicht verfügbar oder ihre Beschaffung zu teuer wäre oder andererseits mehr Zeit zur
Verfügung steht, um weitere Informationen zu akquirieren.
Algorithmus 1 (Gehrke, 2009) zeigt den entsprechenden Pseudo-Code dieses Ansatzes.
Die Suchfront wird durch die Variable evaluationNodes repräsentiert (Zeile 1). Dieser
Front wird initial der Nutzenknoten hinzugefügt (Zeile 2), so dass dessen Elternknoten
als erste betrachtet werden. In der nachfolgenden Schleife wird jeweils der Knoten
mit dem höchsten Informationsnettowert (bzw. am Anfang der Nutzenknoten) als
curNode aus der Front entfernt und die betreffende Information beschafft, falls die
Variable beobachtbar ist und einen positiven Nettowert aufweist (Zeilen 5–7). Ist der
Bruttowert neutral wird die Variable ignoriert. Andernfalls werden diejenigen direkten
Nachbarknoten, next, der Suchfront hinzugefügt (Zeilen 8–14), welche Zufallsvariablen
darstellen und nicht bereits als Evidenzen bekannt sind (Zeile 10). Hierbei wird der
Informationswert dieser Zufallsvariablen als Sortierkriterium der Suchfront berechnet
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Algorithm 1 Naive Informationswert-basierte Informationsakquisition für Entschei-
dung D mit Nutzen UD bei Evidenz E=e.
1: evaluationNodes ← ∅ {sorted by Vnet}
2: evaluationNodes ← {UD} {with any positive dummy value for Vnet}
3: while evaluationNodes 6= ∅ and time left do
4: curNode ← pick highest node from evaluationNodes
5: if isObservable(curNode) and Vnet(curNode|e) > 0 then
6: {Determine assignment of curNode and add to evidences:}
7: e← e∪ {Acquire(curNode)}
8: else if V(curNode|e) > 0 then
9: for all neighbors Ni ∈ Parents(curNode) ∪ Children(curNode) do
10: if isChanceVariable(Ni) and Ni /∈ E then
11: V(Ni|e)← Inf-Value(Ni, e, D)
12: evaluationNodes ← evaluationNodes ∪ {Ni}
13: end if
14: end for
15: end if
16: end while
(Zeile 11). Der Algorithmus terminiert, sobald sich kein Eintrag mehr in der Suchfront
befindet oder ein vorgegebenes Zeitlimit überschritten würde (Zeile 3).
Diskussion des naiven Ansatzes
Der beschriebene Algorithmus ist eine erste Näherung für ein geeignetes Verfahren
der zielgerichteten Informationsbeschaffung. Er weist jedoch negative Eigenschaften
auf, die der Identifikation und Akquisition der wertvollsten Variable entgegenstehen.
Diese Eigenschaften werden im Folgenden beschrieben.
Bruttowertordnung. Ein wesentliche Eigenschaften des naiven Ansatzes ist die
Nutzung der Kantenentfernung als strukturelles Vergleichsmaß zweier Knoten auf
einem gemeinsamen Pfad zum Nutzenknoten. Jedoch ist aus der relativen Kantenent-
fernung zweier Knoten keine sichere Aussage über deren Ordnung bzgl. Bruttoinfor-
mationswert abzuleiten. Dies gilt zwar im Falle einer d-Separation des näher gelegenen
Knotens (vgl. Theorem 9 und Theorem 10 in Abschnitt 5.4.2). Diese Einschränkung
wird aber im Algorithmus nicht berücksichtigt.
Nettowertordnung. Darüber hinaus kann die einfache Akquisitionsbedingung des
positiven Nettowerts in Zeile 5 dazu führen, dass benachbarte Variablen mit höherem
Nettowert nicht betrachtet werden. Als Grundannahme des Algorithmus wird die
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Möglichkeit ausgeschlossen, dass eine Nachbarvariable, die dem Nutzenknoten ent-
fernter ist, einen höheren Nettowert haben kann. Diese Annahme ist jedoch selbst im
Falle einer d-Separation (Theorem 9) nicht valide. Ist etwa der Nettowert einer Varia-
ble X geringer als ihr Bruttowert, so wird z. B. eine Sensorvariable X ′ ∈ Children(X),
die eine gute Schätzung für X liefert, einen höheren Nettowert aufweisen, falls die Be-
obachtungskosten für X ′ deutlich geringer sind als die Beobachtungskosten für X.
Informationswert-Stabilität. Eine weitere vereinfachende bzw. optimistische An-
nahme des Algorithmus ist, dass der Informationswert der Variablen in der Suchfront
stabil ist und nicht neu berechnet werden muss, sobald eine neue Evidenz hinzu-
kommt. Dies setzt u. a. voraus, dass die neue Evidenz die Wahrscheinlichkeitsvertei-
lung einer Frontvariablen nicht beeinflusst. Da jedoch alle Variablen mindestens über
ihren Einfluss auf den Nutzenknoten indirekt verbunden sind, ist diese stochastische
Unabhängigkeitsannahme in der Regel nicht gültig. Entsprechend wäre der Informa-
tionswert aller Frontvariablen nach jeder Informationsakquisition einer Einzelvariable
neu zu berechnen, um zu verhindern, dass die nächste Akquisition auf veralteten In-
formationswerten basiert.
Fazit. Somit ist der hier vorgestellte naive Ansatz nicht geeignet, als Algorithmus
für eine entscheidungstheoretisch fundierte Informationsbeschaffung zu dienen. Insbe-
sondere die mangelnde Fähigkeit, die wertvollste Information zu identifizieren, steht
dem entgegen. Da dennoch garantiert wertvolle Informationen akquiriert werden, be-
deutet die operative Anwendung des Ansatzes jedoch trotzdem einen Vorteil für ein
autonomes Entscheidungssystem.
6.2 Analyse stochastischer Abhängigkeiten in Entschei-
dungsnetzen
Grundlegend für die Identifikation relevanter bzw. irrelevanter Informationen in einem
Entscheidungsnetz DN ist das graphentheoretische Kriterium der d-Separation (Defi-
nition 10, S. 120). Der naive Ansatz aus Abschnitt 6.1 weist Probleme auf, die durch
die Nichtberücksichtigung dieser Eigenschaft entstehen können. Daher wird ein Algo-
rithmus zur Bestimmung d-separierter Variablen bzw. nicht d-separierter Variablen
benötigt. Hierfür wird eine auf die vorliegende Anwendung in Entscheidungsnetzen
angepasste Variante des Bayes-Ball-Algorithmus (Shachter, 1998) verwendet, welcher
mit linearem Aufwand bzgl. der Anzahl Knoten und Kanten die stochastischen Ab-
hängigkeiten für alle Variablen in einem gerichteten probabilistischen Netz bezüglich
einer Menge Separatorvariablen S und einer Referenzvariable R bestimmt (siehe Al-
gorithmus 2).
Der Algorithmus exploriert das gerichtete probabilistische Netz ausgehend vom Re-
ferenzknoten R. Unternommene Erweiterungen bei der Exploration werden dabei
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Algorithm 2 Bestimmung durch S d-separierter Knoten bzgl. Knoten R.
Require: R 6= NULL
1: schedule ← ∅ {set of scheduled variables}
2: Schedule(R, schedule, by child)
3: while schedule 6= ∅ do
4: nextVar ← Pick-From(schedule)
5: Mark-As-Visited(nextVar)
6: if nextVar was scheduled by child and nextVar /∈ S then
7: if not hasTopMark(nextVar) then
8: Mark-Top(nextV ar)
9: for all P ∈ Parents(nextVar) do
10: Schedule(P , schedule, by child)
11: end for
12: end if
13: if not hasBottomMark(nextVar) and
not isDeterministic(nextVar) and not isValueVar(nextVar) then
14: Mark-Bottom(nextVar)
15: for all C ∈ Children(nextVar) do
16: if not isValueVar(C) then
17: Schedule(C, schedule, by parent)
18: end if
19: end for
20: end if
21: end if
22: if nextVar was scheduled by parent then
23: if not hasTopMark(nextVar) and nextVar ∈ S then
24: Mark-Top(nextVar)
25: for all P ∈ Parents(nextVar) do
26: Schedule(P , schedule, by child)
27: end for
28: end if
29: if not hasBottomMark(nextVar) and nextVar /∈ S then
30: Mark-Bottom(nextVar)
31: for all C ∈ Children(nextVar) do
32: if not isValueVar(C) then
33: Schedule(C, schedule, by parent)
34: end if
35: end for
36: end if
37: end if
38: end while
39: return
{
X | isNetworkNode(X) ∧ ¬hasBottomMark(X)} \ S \ {R}
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durch Markierungen der Knoten vermerkt. Eine top-Markierung kennzeichnet, dass
die Elternknoten bereits exploriert wurden. Entsprechend kennzeichnet eine bottom-
Markierung die Exploration der Kindknoten. Diese Markierungen stellen einerseits
sicher, dass keine redundante Exploration entlang einer Kante in die gleiche Richtung
erfolgt. Andererseits sind sie entscheidend für die Identifikation der stochastischen
Abhängigkeiten (siehe unten). Korrektheit und Komplexität des Algorithmus wurden
durch Shachter (1998) bewiesen. Bei der Expansion eines Knotens X können danach
zwei Basisfälle mit jeweils zwei Unterfällen unterschieden werden:
Fall 1 betrachtet die Expansion von X, im Fall seiner Exploration durch einen oder
mehrere Kindknoten (Zeilen 6 bis 21).
Fall 2 umfasst die Expansion von X, im Fall seiner Exploration durch einen oder
mehrere Elternknoten (Zeilen 22 bis 37).
Als Unterfälle ergeben sich
a) die Expansion um die Elternknoten von X (Zeilen 7 bis 12 für Fall 1a bzw.
Zeilen 23 bis 28 für Fall 2a) oder
b) die Expansion um die Kindknoten von X (Zeilen 13 bis 20 für Fall 1b bzw.
Zeilen 29 bis 36 für Fall 2b).
Die Separatorvariablen S können in der praktischen Anwendung des Algorithmus als
vorhandene Evidenzen aufgefasst werden. Zusätzlich zu den Markierungen wirken sie
als Blockade einer Exploration, falls die zu erweiternde Variable
1. von einem Kindknoten aus exploriert wurde (Fall 1) oder
2. von einem Elternknoten aus exploriert wurde und ihre Kinder exploriert würden
(Fall 2b)
Im Gegensatz dazu ist die Zugehörigkeit zu den Separatorvariablen eine Vorausset-
zung für die Exploration der Elternknoten, falls der zu erweiternde Knoten (S) von
einem Elternknoten (P ) aus exploriert wurde (Fall 2a). Dies ist begründet durch
die Definition der bedingten Wahrscheinlichkeit (Formel 3.5) bzw. des Bayes’schen
Theorems (Formel 3.11), welche für die Berechnung von P(P |S) u. a. die unbedingte
Wahrscheinlichkeitsverteilung P(S) benötigen. Diese wiederum muss durch Konditio-
nierung über alle Belegungskombinationen für die Variablen in Parents(S) ermittelt
werden. Daraus ergibt sich, dass sich die Elternknoten einer Evidenz S stochastisch
beeinflussen. Dies spiegelt sich auch in Definition 10 zur d-Separation bzgl. eingehen-
der Kanten bei Separatoren wider (S. 120).
Abbildung 6.1 zeigt ein entsprechendes Beispiel. S1 stellt eine Sensorvariable mit
bekannter Belegung für das nutzensensitive X1 dar. Die Werte von S1 hängen aber
zusätzlich zuX1 auch vonX2 ab. Das führt dazu, dass die Bayes’sche Rückwirkung der
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Abbildung 6.1: Beispiel für ein Entscheidungsnetz mit S1 als Sensor-
Evidenz für X1 abhängig von X2.
Belegung von S1 auf die A-Posteriori-Verteilung X1 auch von X2 abhängt. Je nach
Verteilung P(S1|X1, X2) kann diese Rückwirkung sehr stark ausfallen (vgl. Pearl,
1988b, S. 148f).
6.2.1 Probabilistische Interpretation
Die d-Separation einer Variable X bezüglich Referenzvariable R durch die Separato-
ren S entspricht der bedingten stochastischen Irrelevanz von X zur Berechnung von
P(R|S) (Shachter, 1998). Während Algorithmus 2 nur die d-separierten Variablen
ermittelt, ermöglicht eine Anpassung des Ergebniskriteriums (Zeile 39) auch die Er-
mittlung anderer stochastisch charakteristischer Variablenmengen. Dabei lassen sich
insbesondere folgende (nicht unbedingt disjunkte) Mengen unterscheiden:
Irrelevante Variablen: Diese Variablen bzw. ihre Verteilung werden für die Berech-
nung von P(R|S) nicht benötigt, da sie d-separiert sind.
Benötigte Variablen: Diese Variablen bzw. ihre Verteilung werden für die Berech-
nung von P(R|S) benötigt, weil deren im Netz explizit formulierten (bedingten)
Wahrscheinlichkeiten in P(R|S) einfließen.
Relevante Beobachtungen: Hierbei handelt es sich um Evidenzen aus S, die in die
Berechnung von P(R|S) einzubeziehen sind.
Sensitive Variablen: Für diese Variablen liegt durch die Netzstruktur und bei Evi-
denz S potentiell eine stochastische Beeinflussung von P(R|S) vor. Diese Varia-
blen sind somit nicht durch S von R d-separiert.
Wie bereits ausgeführt, werden irrelevante (d-separierte) Variablen durch eine fehlen-
de bottom-Markierung charakterisiert. Alle für die Berechnung von P(R|S) potentiell
benötigten Variablen haben nach Shachter eine top-Markierung.1 Die relevanten Be-
obachtungen aus S für die Berechnung von P(R|S) sind durch die im Algorithmus
besuchten Separatorknoten VS ⊆ S gegeben (Shachter, 1998). Die stochastisch sensi-
tiven Variablen bzgl. P(R|S) definieren sich invers zu irrelevanten Knoten durch eine
bottom-Markierung.
1Durch diese Interpretation Shachters können deterministische Variablen sowohl irrelevant als auch
benötigt sein. Ein terminologischer logischer Widerspruch, der durch Shachter nicht befriedigend auf-
geklärt werden konnte. In dieser Arbeit werden hingegen die sensitiven statt der benötigten Variablen
betrachtet.
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Abbildung 6.2: Beispiel für ein Entscheidungsnetz DN1 zur Verarbeitung
durch Algorithmus 2. Der schwarz ausgefüllte Knoten stellt eine Separator-
variable dar.
6.2.2 Beispiele
Beispiel 1. Abbildung 6.3 illustriert die Verarbeitungsschritte von Algorithmus 2
für das Beispielnetz in Abbildung 6.2 mit zehn Knoten. Das Netz beinhaltete einen
Entscheidungsknoten (D), einen Nutzenknoten (UD), einen deterministischen Knoten
(X6) und sieben Zufallsknoten, von denen Knoten X3 als Separatorvariable in der
d-Separation fungiert. Der Algorithmus bestimmt nun alle Variablen V in DN1 mit
der Eigenschaft
〈
V | {X3} | UD
〉
DN1
Ausgehend vom Nutzen UD (Abbildung 6.3a) werden dazu iterativ die Nachbarknoten
nach den Bedingungen in Algorithmus 2 exploriert.2 Die Teilgrafiken zeigen nur die
Knoten und Kanten, welche bereits exploriert wurden. Die kleinen schwarzen Kästen
oben und unten an der Umrandung der Knoten repräsentieren die top- und bottom-
Marker aus dem Algorithmus. In Teilgrafik (e) wird z. B. Separator X3 expandiert. Da
X3 nur von einem Kindknoten aus exploriert wurde und als Separator dann von der
Expandierung ausgeschlossen ist (Algorithmus 2, Zeile 6), findet hier keine Verände-
rung statt. In Teilgrafik (i) hingegen wurdeX3 von ElternknotenX5 aus exploriert und
erhält eine top-Markierung (vgl. Zeile 23). In diesem Beispiel erhalten schließlich alle
Knoten bis aufX3 und UD eine für die d-Separation entscheidende bottom-Markierung
(Abbildung 6.3l) . Da diese beiden Knoten als Separator bzw. Referenzknoten wegen
der Disjunktheit der drei Variablenmengen in einer d-Separationsbeziehung jedoch
auszuschließen sind, ist die Menge der d-separierten Knoten in diesem Beispiel leer.
2 Der Algorithmus gibt keine strenge Reihenfolge der Expansion von Variablen bzw. Knoten im
Schedule vor. Das vorliegende Beispiel folgt jedoch der Eingangsreihenfolge (First-in-First-out).
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Abbildung 6.3: Beispiel für die Verarbeitungsschritte in Algorithmus 2
für das Entscheidungsnetz DN1 aus Abbildung 6.2. Die Teilgrafiken (a) bis
(l) repräsentieren jeweils eine Schleifeniteration und Variablenexploration.
Fette Pfeile markieren die in der Iteration explorierten Netzverbindungen
(ungerichtet).
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Abbildung 6.4: Weiteres Beispiel für ein Entscheidungsnetz DN2 zur
Verarbeitung durch Algorithmus 2. Die schwarz ausgefüllten Knoten stellen
Separatorvariablen dar.
Beispiel 2. Abbildung 6.4 zeigt eine Adaption des ersten Beispiels. Hier ist Kno-
ten X6 nicht deterministisch, aber dient als Separator. Knoten X3 hingegen ist kein
Separator, aber deterministisch von X5 abhängig. Ferner fungiert Knoten X4 zusätz-
lich als Separator. Die entsprechenden Verarbeitungsschritte von Algorithmus 2 zur
Bestimmung aller Variablen V in DN2 mit der Eigenschaft〈
V | {X4, X6} | UD
〉
DN2
zeigt Abbildung 6.5. Im Vergleich zum ersten Beispiel sind hier sieben statt neun
Verarbeitungsschritte für die vollständige Exploration notwendig. In der gegebenen
Netzkonfiguration verhindert der Separator X6 die Betrachtung der dahinterliegenden
Knoten X7 und X8. Als Knoten mit der für die d-Separation entscheidenden bottom-
Markierung ergeben sich D,X1, X2, X3 und X5. Somit gilt in diesem Beispiel〈{X7, X8} | {X4, X6} | UD〉DN2
6.3 Informationsbeschaffung mit Informationswertfront
Ein entscheidungstheoretisch fundierter Ansatz zur Informationsbeschaffung ergibt
sich aus der in Abschnitt 5.4.2 entwickelten Informationswertfront (Definition 13,
S. 127), welche das in der Struktur von Entscheidungsnetzen kodierte Wissen über
stochastische Abhängigkeiten und Unabhängigkeiten ausnutzt (vgl. Abschnitt 6.2).
Die Variablen einer Informationswertfront VFe maximieren bei gegebener Evidenz
e beweisbar den Informationswert des gesamten Entscheidungsnetzes (Theorem 12).
Ferner ist die wertvollste Einzelinformation immer Element der Informationswertfront
(Theorem 11) und die Front bezüglich Einzelinformationen minimal ausgedehnt. Eine
Informationswertordnung der Variablen innerhalb der Front ist hingegen nicht aus
der Struktur abzuleiten. Das heißt, für die Variablen innerhalb der Front ist eine
Informationswertberechnung notwendig, um die wertvollste Variable bzw. Information
zu bestimmen.
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Abbildung 6.5: Beispiel für die Verarbeitungsschritte in Algorithmus 2
für das Entscheidungsnetz DN2 aus Abbildung 6.4. Die Teilgrafiken (a) bis
(j) repräsentieren jeweils eine Schleifeniteration und Variablenexploration.
Fette Pfeile markieren die in der Iteration explorierten Netzverbindungen
(ungerichtet).
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Algorithm 3 Filterung paarweise vom Nutzen UD d-separierter Knoten in K bei
Evidenz E=e.
Require: K 6= ∅
1: dSeparated ← ∅ {result set of pairwise d-separated variables}
2: for all candidates Kj ∈ K do
3: if not isObservable(Kj) or Kj ∈ dSeparated then
4: continue
5: end if
6: irrelevants ← {X | 〈X | {Kj} ∪E | UD〉} {Algorithm 2}
7: dSeparated ← dSeparated ∪ irrelevants
8: end for
9: return K \ dSeparated
In den folgenden Unterabschnitten werden die Konstruktion der initialen Informa-
tionswertfront (Abschnitt 6.3.1), ggf. nötige Anpassungen (Abschnitt 6.3.2) sowie
schließlich die relevanzbasierte Informationsbeschaffung (Abschnitt 6.3.3) beschrie-
ben. Hierfür werden jeweils die betreffenden Algorithmen beschrieben und deren Aus-
führung durch Beispiele verdeutlicht.
6.3.1 Konstruktion der initialen Informationswertfront
Algorithmus 2 (S. 139) ermöglicht die Identifikation wegen d-Separation vom Nutzen
irrelevanter Knoten, indem der Nutzenknoten UD der anstehenden EntscheidungD für
die Referenzvariable R eingesetzt wird und die Variablen E, die die vorliegende Evi-
denz e beschreiben, als Separatoren S fungieren. Die verbleibenden nutzensensitiven
Knoten bzw. Variablen (ohne E) repräsentieren potentiell wertvolle Informationen.
Zusätzlich ausgeschlossen werden müssen jedoch der Entscheidungsknoten D und sei-
ne Nachfolger Succ(D) (vgl. auch Theoreme 7 und 8). Die Menge der verbleibenden
potentiell wertvollen Variablen K bildet somit die Kandidaten für die Informations-
wertfront VFe. Es gilt demnach:
∀Ki ∈ K : ¬
〈
Ki | E | UD
〉
DN ∧Ki /∈ Succ(D) (6.1)
Da die Informationswertfront laut Definition 13 (S. 127) keine paarweise vom Nutzen
UD d-separierten Variablen enthält, gilt für die Auswahl aller Kandidaten Ki,Kj ∈ K
für die initiale Front das zusätzliche Kriterium
∀Ki, Kj ∈ VFe : ¬
〈
Ki | {Kj} ∪E | UD
〉
DN (6.2)
Algorithmus 3 filtert dazu für die Kandidatenvariablen Kj ∈ K gemäß Algorithmus 2
die durch sie und die gegebene Evidenz vom Nutzen UD paarweise d-separierten Varia-
blen (Formel 6.2) und gibt als Ergebnis die verbleibende TeilmengeK? ⊆ K paarweise
nutzenabhängiger Variablen zurück. Dabei werden Variablen, die nicht beobachtbar
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sind oder schon durch vorherige Analyse im Algorithmus als d-separiert erkannt wur-
den, übersprungen (Zeile 3). Nicht beobachtbare Variablen können nicht als Evidenz
eintreten und werden in der folgenden Fronterweiterung behandelt. Für bereits als
d-separiert erkannte Variablen kann keine weitere durch sie d-separierte Variable er-
kannt werden, die nicht auch schon als d-separiert bekannt wäre. Dies ist jedoch nur
eine Bedingung zur Laufzeitoptimierung, die nicht immer greift. Im schlechtesten Fall
müsste demnach für jedes Ki ∈ K eine neue Analyse der d-Separation durchgeführt
werden, womit die Komplexität von Algorithmus 3 dann O(|K| × |DN |) entspricht,
mit |DN | als Anzahl der Knoten und Kanten im Entscheidungsnetz DN .
Für die Konstruktion der initialen Front werden nun die nach Algorithmus 3 ermittel-
ten Variablen K? zu VFe hinzugefügt (siehe Algorithmus 4). Hierbei findet erstmals
eine Berechnung des Informationswerts statt (Zeile 11). Die Ordnungsrelation
≤V : X × X
über die Zufallsgrößen X im Entscheidungsnetz definiert die Ordnung der Frontvaria-
blen nach Bruttowert, mit X ≤V Y g. d. w.
V(X|e) ≤ V(Y |e)
so dass das Paar (VFe,≤V) die nach Bruttowert geordnete Menge über VFe ergibt.
Gegebenenfalls können beim Konstruieren der initialen Front weitere Kandidaten aus
K? mit einem der folgenden Gründe für die Informationswertfront ausgeschlossen
werden:
• Die Variable ist deterministisch und hat keine Elternknoten (Zeile 3). Daraus
folgt, dass ihre Belegung als implizite Evidenz bekannt sein muss.
• Bei der Variable handelt es sich weder um eine deterministische Größe noch
um eine Zufallsgröße (Zeile 7). Hiermit werden etwa Entscheidungsknoten und
Nutzen-Knoten ausgeschlossen.
• Der berechnete Bruttowert der Variable ist neutral (Zeile 13).
Variablen, für die eine dieser Eigenschaften zutrifft, können auch als Kandidaten end-
gültig ausgeschlossen werden. Die Menge der Kandidaten K bildet auch nach der
Erstellung der initialen Front noch algorithmisch wertvolles Wissen für Einschrän-
kungen bei der Fronterweiterung und der evidenzabhängigen Frontanpassung.
Nach Durchführung von Algorithmus 4 ist die initiale Informationswertfront VFe
konstruiert. Sollte die Menge potentieller Informationen durch die Größen in K bzw.
K? leer sein und damit alle möglichen Informationen als irrelevant erkannt werden,
ist die Konstruktion der Front mit dem Ergebnis VFe=∅ beendet.
148 Kapitel 6 – Relevanzbasierte Informationsbeschaffung
Algorithm 4 Konstruktion der initialen Informationswertfront für Entscheidung D
auf der Basis der nicht paarweise vom Nutzen d-separierten Variablen K? bei Evidenz
E=e.
Require: K? 6= ∅
1: for all Ki ∈ K? do
2: if isDeterministic(Ki) then
3: if Parents(Ki) = ∅ then
4: K← K \ {Ki}
5: continue
6: end if
7: else if not isChanceVariable(Ki) then
8: K← K \ {Ki}
9: continue
10: end if
11: V(Ki|e)← Inf-Value(Ki, e, D)
12: if V(Ki|e) = 0 then
13: K← K \ {Ki}
14: continue
15: end if
16: Vnet(Ki|e)← V(Ki|e)− Cost(Ki)
17: VFe ← VFe ∪Ki
18: end for
Beispiel 1. Das Ergebnis der initialen Informationswertfront-Konstruktion am Ent-
scheidungsnetz DN1 aus Abbildung 6.2 ist die in Abbildung 6.6a als grau eingefasster
Bereich abgebildete Front {X1, X2, X4, X6}. Sie entspricht im Beispiel K?. Die grau
eingefärbten Knoten markieren die weiteren Frontkandidaten {X5, X7, X8}, welche
für eine ggf. nötige Erweiterung infrage kommen. Diese weiteren Kandidaten sind je-
doch nicht in K?, da sie durch einen Knoten in K? zusammen mit Evidenz X3 vom
Nutzenknoten UD d-separiert werden. So werden z. B. die Knoten X7 und X8 durch
X6 abgeschnitten. Knoten X5 wird hingegen durch X4 d-separiert. Für X4 liegt keine
paarweise d-Separation vor, da die betreffende Zufallsgröße über zwei Variablen (X2
und X1) den Nutzen beeinflusst. Das Beispiel nimmt an, dass keiner der Kandidaten
in K einen neutralen Informationswert aufweist. In diesem Fall könnte diese Variable
aus K und ggf. K? entfernt werden (Algorithmus 4, Zeile 13).
Beispiel 2. Das zweite Beispiel für eine initiale Informationswertfront (siehe Ab-
bildung 6.6b) bezieht sich auf das Entscheidungsnetz DN2 aus Abbildung 6.4. In
diesem Beispiel liegt mit X6 eine vom Nutzen d-separierende Evidenz für X7 und X8
vor. Evidenzvariable X4 d-separiert allein hingegen selbst keine weiteren Variablen.
In Kombinationen mit Kandidat X1 ergibt sich jedoch die d-Separation〈{X3, X5} | {X4, X6, X1} | UD〉DN2
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Abbildung 6.6: Beispiele für die initiale Informationswertfront (grau ein-
gefasster Bereich) für das Entscheidungsnetz DN1 aus Abbildung 6.2 (Teil-
grafik (a)) und Entscheidungsnetz DN2 aus Abbildung 6.4 (Teilgrafik (b)).
Knoten zusätzlicher Kandidaten (K \K?) sind grau eingefärbt.
so dass nach Algorithmus 3 K?={X1, X2} verbleibt. Unter der Annahme, dass we-
der X1 noch X2 einen neutralen Informationswert besitzen, bilden sie damit auch
die initiale Front, da sie als reguläre Zufallsgrößen in Algorithmus 4 nicht aus K
ausgeschlossen werden.
6.3.2 Anpassung der Informationswertfront
Nach den Informationswertberechnungen für die initiale Front (Abschnitt 6.3.1) kann
eine Anpassung der Front aus folgenden Gründen notwendig sein:
1. Für die Variable mit dem höchsten Bruttowert fallen Akquisitionskosten an (vgl.
Definition 7, S. 101).
2. Die Variable mit dem höchsten Bruttowert ist nicht beobachtbar.
3. Die Akquisition der wertvollsten Variable ist gemäß gegebener Ressourcenbe-
schränkungen nicht zulässig (vgl. Definition 8, S. 101).
4. Es liegen neue Informationen (Evidenzen) vor.
5. Die Entscheidungssituation hat sich geändert.
Der erste Anpassungsgrund ergibt sich aus der in Abschnitt 5.5 formulierten Eigen-
schaft, dass die Informationswertfront auf der Basis des Bruttowerts konstruiert wer-
den muss und somit eine Variable mit höherem Nettowert außerhalb der Front nicht
ausgeschlossen werden kann. Es ist auch möglich, dass eine Nachbarvariable Y /∈ VFe
von X ∈ VFe den gleichen Informationswert besitzt, also V(X|e) = V(Y |e). Dies ist
genau dann der Fall, wenn X deterministisch von Y abhängt oder umgekehrt Y als
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„perfekter Sensor“ deterministisch von X abhängt.3 Wurde X daher als Variable mit
dem höchsten Bruttowert in VFe identifiziert, doch der Nettowert Vnet(X|e) (Defini-
tion 7, S. 101) ist geringer, so müssen alle Nachbarn von X in die Front einbezogen
und ihr Informationswert ermittelt werden. Diese Fronterweiterung ist daher solange
durchzuführen, bis die aktuell wertvollste Variable nach Bruttowert keine Nachbarn
außerhalb der Front besitzt oder ihr Bruttowert ihrem Nettowert entspricht.
Der Fall unbeobachtbarer Variablen lässt sich auf den ersten Fall abbilden. Unbeob-
achtbare Variablen lassen sich dazu als Variablen mit neutralem Nettowert interpre-
tieren. Das heißt, ihre Akquisition wird ausgeschlossen und ihre Nachbarn werden in
die Informationswertfront einbezogen, sollten sie den höchsten Bruttowert innerhalb
der Front aufweisen. Darüber hinaus lassen sich diese und alle anderen Frontvariablen
mit neutralem Brutto- oder Nettowert aus der Front entfernen. Bei neutralem Netto-
wert und gleichzeitig positivem Bruttowert ist jedoch eine vorherige Fronterweiterung
um die Nachbarknoten der entfernten Variable notwendig.
Verbietet eine vorgegebene Ressourcenbeschränkungen (etwa ein Zeitlimit) die Ak-
quisition der wertvollsten Variable in der Front (etwa wegen einer langen Antwortzeit
für ihre Akquisition), so muss auch hier eine Erweiterung um die Nachbarvariablen
unternommen werden. Da die Fronterweiterung selbst auch mit einem erwarteten
Zeitaufwand verbunden ist, sollte jedoch das gegebene Zeitlimit einen festgelegten
Schwellwert nicht unterschreiten. Andernfalls ist die Beschaffung der nächstwertvolls-
ten Variable zu bevorzugen.
Das Auftreten einer neuen Evidenz stellt einen andersartigen Grund für eine Fron-
tanpassung dar. Die Ursache für das Auftreten neuer Evidenzen ist dabei vor allem
die Informationsbeschaffung als Folge der aktuellen Frontanalyse. Liegt neue Evidenz
vor, so ist, im Gegensatz zu den vorherigen Anpassungsfällen, jedoch ggf. auch eine
Verkleinerung der Front nötig. Die Beschaffenheit der Informationsfront VFe ist sen-
sitiv zur Evidenz e und daher bei erweiterter Evidenz e′ anzupassen. Insbesondere
der Informationswert muss für die Frontvariablen erneut berechnet werden. Hierbei
können jedoch Erkenntnisse über die bisher wertvollen und vor allem die wertlosen
Variablen für eine Optimierung der Umformung genutzt werden (siehe Abschnitt 6.4).
Der Extremfall der Informationswertfrontänderung ist das Wechseln der Entschei-
dungssituation. Hiermit sind die Fälle gemeint, in denen eine andere Entscheidung
getroffen werden muss und somit andere Entscheidungs- und Nutzenknoten im Ent-
scheidungsnetz betrachtet werden müssen. In diesen Fällen ist eine vollständige Neu-
berechnung der Informationswertfront notwendig, da sich das für die Front konstitu-
tive Kriterium der d-Separation gerade auf den Nutzenknoten der aktuellen Entschei-
dung bezieht (siehe Theorem 10).
Im Folgenden werden Schritte zur Anpassung der Informationswertfront bzgl. Net-
toinformationswert sowie Evidenzänderung beschrieben. Ausgenommen ist die Front-
3Eine deterministische Variable hängt funktional von ihren Eltern ab und benötigt somit keine
eigene bedingte Wahrscheinlichkeitsverteilung für ihre Definition. Nichtsdestotrotz ergibt sich eine
Posterior-Verteilung für den Fall, dass nicht alle Eltern bekannt sind.
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Algorithm 5 Nettowert-abhängige Erweiterung der initialen Informationswertfront
VFe bei Evidenz E=e.
Require: VFe 6= ∅
1: for all X ∈ VFe in descending order given by ≤V do
2: if V(X|e) = Vnet(X|e) then
3: return {no extension necessary}
4: end if
5: if V(X|e) ≤ Vnet(X∗net|e) then
6: return {already found most valuable information w.r.t. net value}
7: end if
8: Ne,K(X)← Conditional-Neighbors(X) {Algorithm 6}
9: for all neighbors N ∈ Ne,K do
10: Add-To-Front(N) {Algorithm 4}
11: end for
12: end for
änderung aufgrund einer neuen Entscheidung, da hier eine Neukonstruktion wie in
Abschnitt 6.3.1 vorzunehmen ist.
Informationswertabhängige Frontanpassung
Die initiale Informationswertfront auf der Basis der identifizierten Kandidaten K und
deren nach paarweiser d-Separation abgeleiteten Einschränkung K? berücksichtigen
zwar nach Berechnung als wertlos erkannte Informationen. Dennoch wird der Fall
einer Abweichung von Brutto- und Nettowert nach den oben formulierten Kriterien
(S. 149) bisher nicht adressiert. Der nächste Schritt für die Konstruktion der Infor-
mationswertfront ist daher die Erweiterung der initialen Front für unbeobachtbare
Variablen bzw. Variablen mit Akquisitionskosten Cost(X) > 0.
Hierzu wird die initiale Front VFe (Algorithmus 4) durch Algorithmus 5 sukzessi-
ve analysiert und gegebenenfalls erweitert. Relevant für die Identifikation der nach
Nettowert wertvollsten Variable unter den Kandidaten K ist dabei zunächst die nach
Bruttowert wertvollste Variable X∗ in VFe, mit
X∗ = argmax
X∈VFe
V(X|e) (6.3)
Gilt V(X∗|e) = Vnet(X∗|e) (Zeile 2), fallen also keine Kosten für die wertvollste Va-
riable X∗ an, so ist keine Fronterweiterung notwendig und X∗ kann in der Folge
akquiriert werden. Andernfalls muss die Front durch eine Expansion von X∗ erwei-
tert werden (Zeilen 8–11), um sicherzustellen, dass die Nachbarknoten von X∗ nicht
wertvoller sind, als die nächstbeste Variable. Hierbei werden nicht alle Nachbarn zur
Front hinzugefügt, sondern nur diejenigen, welche als Kandidaten (inK) bekannt sind
und nicht durch andere Variablen vom Nutzen d-separiert sind (vgl. Formel 6.2). Die
Ermittlung der entsprechenden Nachbarn beschreibt Algorithmus 6.
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Algorithm 6 Ermittlung der erweiterten Nachbarschaft Ne,K(X) einer Variable X ∈
VFe mit Ne,K(X) ⊂ K und Evidenz E=e.
1: exclude ← VFe
2: Ne,K(X)← ∅
3: for all direct neighbors N ∈ Parents(X) ∪ Children(X) do
4: if N /∈ exclude and N ∈ K and ¬∃Y ∈ Ne,K(X) : 〈N | {Y } ∪E | UD〉 then
5: exclude ← exclude ∪ {N}
6: Ne,K(X)← Ne,K(X) ∪ {N}
7: {Recursive call to add neighbors of N also considering exclude:}
8: Ne,K(X)← Ne,K(X) ∪Ne,K(N)
9: end if
10: end for
11: return Ne,K(X)
In der Folge iteriert Algorithmus 5 über die weiteren Frontvariablen in absteigender
Reihenfolge ihres Bruttowerts. Für die folgenden Variablen X ∈ VFe gilt das glei-
che Vorgehen wie für X∗ beschrieben. Zusätzlich muss jedoch der Fall berücksichtigt
werden, dass Variable X einen niedrigeren Bruttowert als die Frontvariable X∗net mit
dem höchsten Nettowert aufweist (Algorithmus 5, Zeile 5), mit
X∗net = argmax
X∈VFe
Vnet(X|e) (6.4)
In diesem Fall ist eine Expansion von X sowie aller nach Ordnungsrelation ≤V nach-
folgenden Frontvariablen nicht notwendig, da die andernfalls hinzugefügten Nachbarn
keinen höheren Brutto- und damit Nettowert haben können als der Nettowert von
X∗net (siehe Theorem 6) . Die Fronterweiterung wäre somit abgeschlossen. Ist der Al-
gorithmus terminiert, ist die wertvollste Variable im Entscheidungsnetz gerade X∗net.
Beispiel 1. Angewendet auf das Beispiel in Abbildung 6.6a seien die Informations-
werte der Kandidaten
KDN1 = {X1, X2, X4, X5, X6, X7, X8}
in Entscheidungsnetz DN1 gegeben durch Tabelle 6.1. Die Werte wurden aus an-
genommenen Wahrscheinlichkeitsverteilungen und Nutzenwerten für DN1 berechnet.
Hiernach gilt für DN1, dass X∗=X1 und X∗net=X2 in Bezug auf alle Kandidaten. Letz-
teres muss jedoch Algorithmus 5 erst verifizieren. Zuerst wird dazu X1 expandiert,
da für diese wertvollste Variable Akquisitionskosten anfallen. Dieser Schritt würde
jedoch nach Algorithmus 6 die Informationswertfront in diesem Fall nicht verändern.
Im nächstem Iterationsschritt der Fronterweiterung wird Variable X2 expandiert, da
für sie sowohl Akquisitionskosten anfallen als auch ein höherer Bruttowert vorliegt
als für das aktuelle X∗net ∈ VFe (entspricht hier ebenfalls X2). Auch hierdurch findet
keine Veränderung statt, da X6 schon in VFe ist und die Eltern X7 und X8 durch X6
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X1 X2 X4 X5 X6 X7 X8
V 7,38 4,63 0,01 0,00 1,08 0,54 0,12
Cost 4,00 1,00 0,00 0,00 0,00 0,00 0,00
Vnet 3,38 3,63 0,01 0,00 1,08 0,54 0,12
Tabelle 6.1: Beispiel für Informationswerte in DN1 (Abbildung 6.6a).
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Abbildung 6.7: Beispiele für die erweiterte Informationswertfront (grau
eingefasster Bereich) für das Entscheidungsnetz DN1 Abbildung 6.6a (Teil-
grafik (a)) und Entscheidungsnetz DN2 aus Abbildung 6.6b (Teilgrafik (b)).
vom Nutzen d-separiert werden. Im dritten Schritt wird schließlich X6 als jetzt dritt-
wertvollste Variable in der Front analysiert. Da für X6 keine Kosten anfallen, ist eine
Expansion nicht notwendig und der Algorithmus terminiert. Die resultierende Infor-
mationswertfront zeigt Abbildung 6.7a. Somit war keine Frontveränderung notwendig
und X2 wurde als Variable mit dem höchsten Nettowert erfolgreich identifiziert.
Beispiel 2. Die entsprechende Anwendung des Algorithmus auf das Beispielnetz
DN2 in Abbildung 6.6b ist eingeschränkt auf die Kandidaten
KDN2 = {X1, X2, X3, X5}
und beginnt mit der initialen Front VFe={X1, X2}. Tabelle 6.2 zeigt die für dieses
Beispiel verwendeten Informationswerte der Kandidaten. Hiernach gilt für DN2, dass
X∗=X2 und ebenfalls X∗net=X2. Jedoch fallen für X2 Akquisitionskosten an. Zuerst
wird daher X2 expandiert, wodurch die Informationswertfront im Beispiel nicht er-
weitert wird, da alle Nachbarvariablen (X4 und X6) Evidenzen sind und somit nicht
in K. Algorithmus 5 fährt daher mit der zweitwertvollsten Variable X1 fort. Auch
hier fallen Akquisitionskosten an. Darüber hinaus ist ihr Bruttowert (4,8) höher als
der Nettowert von X2 (4,4). Daher wird auch X1 expandiert, indem Variable X3 zur
Front hinzugefügt wird. Beim Hinzufügen von X3 wird der Informationswert dieser
Variable berechnet. Algorithmus 5 analysiert daraufhin X3 als letzte Frontvariable
und stellt fest, dass eine Expansion nicht notwendig ist, da keine Akquisitionskosten
anfallen. Somit ergibt sich die erweiterte Front {X1, X2, X3} (siehe Abbildung 6.7b)
mit X2 als Variable mit dem höchsten Nettowert.
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X1 X2 X3 X5
V 4,80 7,80 0,375 0,375
Cost 0,50 3,40 0,00 0,00
Vnet 4,30 4,40 0,375 0,375
Tabelle 6.2: Beispiel für Informationswerte in DN2 (Abbildung 6.6b).
Abbildung 6.8: Beispiel für die Veränderung der Menge nutzensensitiver
Knoten (grau eingefärbt) bei zusätzlicher Evidenz (schwarz eingefärbt).
Evidenzabhängige Frontanpassung
Durch die bisherigen Verarbeitungsschritte konnte die Variable mit dem höchsten
Informationsnettowert (X∗net) identifiziert werden. Werden keine Ressourcenbeschrän-
kungen verletzt, wird X∗net akquiriert. Nach der Beschaffung von X∗net wird entweder
direkt die anstehende Entscheidung getroffen oder, wenn weitere Informationen und
Zeit vorhanden sind, es werden weitere wertvolle Informationen identifiziert und ggf.
beschafft. Die zusätzliche Evidenz durch beschaffte Informationen stellt dabei in der
Regel eine zusätzliche Beschränkung für die Kandidatenmenge dar. Wegen Fall 2a in
der Analyse stochastischer Abhängigkeiten durch Algorithmus 2 ist theoretisch aber
auch eine Erweiterung der Kandidatenmenge möglich.
Das schematische Beispiel in Abbildung 6.8 zeigt, dass sich die nutzensensitiven
Knoten eines Entscheidungsnetzes von einem Ausgangszustand mit weniger Evidenz
(Teilabbildung a) zu einem Zustand mit zusätzlicher Evidenz (Teilabbildung b) so
verändern können, dass einerseits einige Knoten irrelevant werden, aber andererseits
bisher nutzenseparierte Knoten durch die neue Evidenz relevant werden. Diese nicht-
monotone Eigenschaft der Menge nutzen-sensitiver bzw. -separierter Knoten bei neuer
Evidenz erfordert eine erneute Analyse der stochastischen Abhängigkeiten zum Nut-
zenknoten, um die neue Kandidaten der Informationswertfront zu bestimmen (vgl.
Algorithmus 2).
Das bisherige Wissen über relevante Informationen (Kandidaten) bzw. irrelevante
Informationen kann jedoch zur Beschleunigung einer iterativen Analyse eingesetzt
werden (siehe Abschnitt 6.4). Darüber hinaus wird der Suchraum des Algorithmus
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durch zusätzliche Evidenz in der Regel eingeschränkt, da bei einer Knotenexpansi-
on nach Fall 1 und Fall 2b keine Evidenzknoten expandiert werden. Für Fall 2a der
stochastischen Abhängigkeiten in Bayes’schen Netzen muss hingegen die oben ange-
sprochene Erweiterung des Suchraums adressiert werden, die für neue Evidenzen En
nur dann eintritt, wenn diese in der Analyse von Elternknoten aus exploriert wur-
den. In diesem Fall muss der Suchraum um die Kindknoten von En, Children(En),
erweitert werden, auch wenn diese bisher nicht relevant waren (vgl. Abbildung 6.8).
Diese Erweiterung ist nach Algorithmus 2 ferner für alle Knoten, die Children(En)
potentiell beeinflussen, zu prüfen.
Der Informationswert ist dann für alle Variablen in der für die neue Evidenz ange-
passten Front VFe zu aktualisieren. Im Allgemeinen ist hierzu eine Neuberechnung
des Informationswerts erforderlich. Im Spezialfall einer Konstellation, die bezüglich
der neuen Evidenz nicht stochastisch sensitiv ist, kann die Neuberechnung entfallen.
Die Erkennung solcher Konstellationen ist etwa durch Junction Trees möglich. Diese
werden entsprechend in probabilistischen Inferenzen eingesetzt (siehe Abschnitt 6.4).
Darüber hinaus ermöglicht die Bayes’sche Inferenz ein rekursives Vorgehen, das eine
vollständige Neuberechnung für alle A-posteriori-Verteilungen bei neuer Evidenz en
vermeidet: So ist die Verteilung für die Hypothese H, P(H|e, en), bei davor gegebener
Evidenz e gegeben durch:
P(H|e, en) = P(H|e)P(en|e, H)P(en|e) (6.5)
Die Werte der alten und bekannten Verteilung P(H|e) fungieren demnach als A-
Priori-Wahrscheinlichkeiten für den Einfluss der neuen Evidenz en (Pearl, 1988b,
S. 37).
6.3.3 Iterativer Akquisitionsprozess
Insgesamt wird die stochastisch fundierte Informationsbeschaffung dann wie in Al-
gorithmus 7 beschrieben durchgeführt. Der Algorithmus ermittelt zuerst die stochas-
tischen Abhängigkeiten (Zeile 1–2), um auf dieser Basis die initiale Informations-
wertfront zu ermitteln (Zeile 3). Im Anschluss wird die Front zur Berücksichtigung
von unbeobachtbaren Größen oder Informationen, für die Akquisitionskosten anfallen,
erweitert (Zeile 4). In der folgenden Schleife (Zeilen 5–9) werden schließlich die Infor-
mationen in der Reihenfolge ihres Informationsnettowerts beschafft (Zeilen 6–7) und
die Front entsprechend der neuen, evidenz-induzierten stochastischen Abhängigkeiten
und Informationswerte aktualisiert.
Die Durchführung des Algorithmus ist als sekundärer und asynchroner Prozess zur
Entscheidungsunterstützung anzusehen. Das heißt, die Ausführung geschieht neben-
läufig zur eigentlichen Entscheidungsfindung. Der primäre Entscheidungsprozess nutzt
dann die Informationen, welche bis zum Zeitpunkt, zu dem eine Entscheidung zu tref-
fen ist, beschafft werden konnten. Durch die Repräsentation in Entscheidungsnetzen,
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Algorithm 7 Stochastisch fundierte Informationsbeschaffung nach entscheidungs-
theoretischem Informationswert für Entscheidungsnetz DN mit Variablenmenge X
bei Evidenz E=e für Entscheidung D mit Nutzenvariable UD.
1: K← {X ∈ X | ¬〈X | E | UD〉DN} {Algorithm 2}
2: K? ← {K ∈ K | ¬∃K ′ : K ′ 6=K ∧ isObservable(K ′) ∧ 〈K | {K ′} ∪ E | UD〉DN}
{Algorithm 3}
3: VFe ← Create-Initial-Front(D, e,K?) {Algorithm 4}
4: VFe ← Extend-Front(VFe) {Algorithm 5}
5: while VFe 6= ∅ and time left do
6: X?net ← pick highest from VFe
7: e← e∪ {Acquire(X?net)}
8: VFe ← Adapt-Front(VFe, X?net)
9: end while
welche mit unvollständigen und unsicheren Informationen umgehen können, ist prin-
zipiell unabhängig von der Informationsbeschaffung immer eine optimale Entschei-
dung bezüglich der verfügbaren Informationen möglich. Durch die theoretischen Ei-
genschaften des Informationswerts, insbesondere seine Nicht-Negativität (Theorem 1,
S. 110), kann eine zusätzlich berücksichtigte Information bezüglich des erwarteten
Nutzens auch zu keiner schlechteren Entscheidung führen. Davon unberührt bleibt
jedoch, dass sich nach Ausführung der Entscheidung ein unerwartet schlechtes Er-
gebnis zeigt. Dies ist zum einen durch die inhärente Unsicherheit von Aktionen in
nicht-deterministischen Umgebungen begründet. Zum anderen ist die Güte jeder Ent-
scheidung abhängig von der Güte des zu Grunde liegenden Entscheidungsmodells,
also hier des Entscheidungsnetzes (vgl. auch Abschnitt 3.2.5).
Mögliche Akquisitionssequenzen
Aus der hier beschriebenen iterativen Informationsbeschaffung können sich je nach
Informationswert der Kandidaten unterschiedliche Akquisitionsreihenfolgen ergeben.
Abbildung 6.9 stellt für das Beispiel-Entscheidungsnetz DN3 die möglichen Akquisi-
tionsfolgen schematisch dar. Die Grafik zeigt auf oberster Ebene die aus dem Ent-
scheidungsnetz ermittelte initiale Informationswertfront (grau eingefasst). Das Bei-
spiel beginnt ohne Anfangsevidenz und sieht keine Akquisitionskosten vor. Absteigend
werden die möglichen Akquisitionsschritte aufgeführt, bis die Informationswertfront
leer ist, also keine wertvollen Variablen mehr vorhanden sind. Jede Akquisition ist
durch die jeweils hinzukommende Evidenzvariable (schwarz eingefärbt) angegeben.
Hiernach ergeben sich im Beispiel acht unterschiedliche Endkonstellationen für be-
schaffte Informationen, die durch insgesamt 16 unterschiedliche Akquisitionsfolgen
erreicht werden. Die Reihenfolge nimmt dabei keinen Einfluss auf den realisierten
(A-Priori-)Informationswert (Theorem 4, S. 113).
Die kürzeste Akquisitionsfolge zur Maximierung des Informationswerts ist demnach
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Abbildung 6.9: Mögliche Reihenfolgen einer den Informationswert maxi-
mierenden Informationsakquisition für Entscheidungsnetz DN3.
158 Kapitel 6 – Relevanzbasierte Informationsbeschaffung
die Beschaffung der Informationen X1 und X2 in beliebiger Reihenfolge, da diese
zusammen alle weiteren nutzensensitiven Variablen d-separieren. Die längsten theo-
retisch möglichen Akquisitionsfolgen mit fünf Schritten sind hingegen
(X5, X3, X4, X2, X1) und (X5, X3, X4, X1, X2).
Allerdings sind diese langen Folgen in der Praxis unwahrscheinlich, da einerseits Kno-
ten, die näher zum Nutzenknoten liegen, tendenziell wertvoller sind und sich ande-
rerseits bei zusätzlicher Evidenz die Wahrscheinlichkeit erhöht, dass Knoten wegen
neutralen Informationswerts aus der Front ausgeschlossen werden.
Für die Bewertung der Güte einer Akquisitionsfolge sind jedoch mehr Parameter als
die Kürze der Sequenz und der abgedeckte Informationswert zu berücksichtigen. Zum
einen kann durch eine Zeitbeschränkung eine den Informationswert maximierende
Informationsbeschaffung ausgeschlossen sein. Zum anderen müssen eventuelle Akqui-
sitionskosten im Sinne des Nettowerts berücksichtigt werden. Hieraus ergibt sich, dass
der vermeintlich optimale Akquisitionsplan (X1, X2) bei einer Zeitrestriktion, die nur
die Beschaffung einer einzelnen Information erlaubt, im Ergebnis suboptimal wäre,
da nur X1 beschafft würde. Unter dieser Bedingung wäre z. B. die Akquisition von X5
günstiger, falls V(X5) > V(X1).
6.4 Potentielle Effizienz-Optimierungen
Im Folgenden werden mögliche Optimierungen der oben beschriebenen algorithmi-
schen Umsetzung der Informationsbeschaffung diskutiert. Dies beinhaltet die Nutzung
von Wissen aus vorherigen Verarbeitungsschritten und strukturelle Vorverarbeitung
bei der Analyse stochastischer Abhängigkeiten sowie die Parallelisierung in einzelnen
Algorithmen.
6.4.1 Nutzung strukturellen Wissens
Die Informationsbeschaffung auf der Basis der Informationswertfront stützt sich we-
sentlich auf die Analyse stochastischer Abhängigkeiten (Algorithmus 2). Diese Analyse
erfordert linearen Aufwand und wird in den nötigen Verarbeitungsschritten mehrfach
durchgeführt. Dies ist insbesondere für das vorgeschlagene iterative Vorgehen von Be-
deutung. Da sich die stochastischen Abhängigkeiten bei hinzukommender Information
(Evidenz) verändern, ist prinzipiell eine erneute Analyse nach einer Informationsak-
quisition erforderlich.
Durch die hinzukommende Evidenz wird der Suchraum für die Analyse stochastischer
Abhängigkeiten in der Regel verkleinert (in den Fällen 1a, 1b und 2b, nicht jedoch in
Fall 2a). Dies beschleunigt die Anpassung der Informationswertfront. Für eine effizien-
tere Analyse ist es zusätzlich anzustreben, das bisherige Wissen über nutzen-sensitive
Kandidaten und nutzen-separierte Knoten für eine Frontanpassung statt Neukon-
struktion zu verwenden.
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Hierzu ist einerseits eine von der neuen Evidenz ausgehende Anpassung der Markie-
rungen aus Algorithmus 2 für die vorherige Evidenz möglich. Hierbei wird die bottom-
Markierung aller durch die neue Evidenz vom Nutzen d-separierten Knoten entfernt
(Fälle 1a, 1b und 2b). Für die stochastischen Abhängigkeiten nach Fall 2a werden
hingegen die durch die neue Evidenz aktivierten Knoten exploriert und erhalten ggf.
eine bottom-Markierung und werden damit zu Frontkandidaten. Zusätzlich können
die während der vorherigen Analyse wegen neutralen Informationswerts ausgeschlos-
sen Kandidaten (siehe Algorithmus 4) bei einer iterativen Analyse ausgeschlossen
werden. Wegen Theorem 10 haben dann auch alle durch sie d-separierten Knoten
einen neutralen Informationswert.
Vorverarbeitung. Eine weitere Optimierungsmöglichkeit stellt die Vorverarbei-
tung durch so genannte Junction Trees dar (vgl. Jensen et al., 1994). Junction Trees
(auch Join Trees oder Cluster Trees genannt) resultieren aus einer Transformation
(Baumzerlegung) eines gerichteten Graphen in eine sekundäre Struktur, die für pro-
babilistische Inferenzen (im Falle von Entscheidungsnetzen die Berechnung des er-
warteten Nutzens und optimaler Policies) optimiert ist (Lauritzen und Spiegelhalter,
1988). Dazu wird das gerichtete Netz im ersten Schritt in ein ungerichtetes, den moral
graph, überführt (vgl. Lauritzen und Spiegelhalter, 1988). Alle nicht-minimalen Zy-
klen im resultierenden Graphen werden dann durch Triangulation entfernt, d. h., es
werden „Sehnen“ (engl. chords) als Kanten eingeführt, die jeden Zyklus auf Dreiecke
reduzieren (siehe Golumbic, 2004, Kapitel 4). Dieser triangulierte Graph wird auch
chordal genannt (Golumbic, 2004, S. 81).
Die sekundäre Struktur fasst die entstandenen Knotencliquen zu Superknoten (Clus-
tern) zusammen, die nach dem Kriterium der maximalen Überlappung ihrer ent-
haltenen Knoten sowie einer definierten Ordnung für die Tiefe der Knoten im Netz
in einem Baum angeordnet werden (siehe Pearl, 1988b, S. 113). Eine entsprechende
Baumzerlegung wird als stark (strong) bezeichnet, falls höchstens die Wurzelknoten
des Baums (d. h. Cluster ohne Kindknoten) mehr als einen Elternknoten aufweisen
(Jensen et al., 1994). Eine Variante des starken Junction Tree, der rooted cluster tree
(Shachter, 1999), ermöglicht auch die effiziente Berechnung des Informationswerts in
Entscheidungsnetzen. Insbesondere können hierbei auch neue Evidenzen effizient ver-
arbeitet werden, falls sich die hinzukommende Evidenz im Baum nahe der Wurzel
befindet (Shachter, 1999).
6.4.2 Parallelisierung
Aktuelle Rechnersysteme stellen vermehrt multiple Prozessoren und/oder Mehrkern-
Prozessoren bereit. Eine Aufgabe moderner Algorithmen ist somit auch die Nutzung
dieser zusätzlichen Möglichkeiten für eine parallele Datenverarbeitung mit dem Ziel
der Beschleunigung von Berechnungen. Der in Abschnitt 6.3 beschriebene, stochas-
tisch fundierte Ansatz zur Informationsbeschaffung bietet mehrere Ansatzpunkte für
eine mögliche Parallelisierung, die im Folgenden diskutiert werden.
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Da die Ermittlung und Konstruktion der Informationswertfront als Basis der Informa-
tionsakquisition in mehreren, voneinander abhängigen Schritten erfolgt, ist eine Par-
allelisierung der Verarbeitungsschritte nicht angezeigt. Innerhalb der Verarbeitungs-
schritte und im Vorgang der Akquisition selbst lassen sich jedoch parallelisierbare
Teilprozesse identifizieren.
Bestimmung der d-Separation
Grundlegend für die Konstruktion der Informationswertfront ist insbesondere die Er-
mittlung d-separierter Variablen bezüglich gegebener Evidenz als Separator und des
Nutzens der anstehenden Entscheidung als Referenz (vgl. Algorithmus 2). Da der
betreffende Algorithmus ein gerichtetes probabilistisches Netz exploriert und dafür
eine Menge zu betrachtender Knoten sequentiell abarbeitet, bietet sich als eine Mög-
lichkeit die parallele Verarbeitung dieser Explorationen an. Hierbei kann z. B. jede
Knotenexpansion als separate Aufgabe beschrieben werden, die in einem eigenen Pro-
grammthread abgearbeitet wird.
Zu beachten ist hierbei jedoch der Synchronisationsbedarf. Um redundante Explo-
rationen zu vermeiden, muss das Ergebnis einer Knotenexpansion (insbesondere die
Knoten-Markierungen) über eine zentrale Datenstruktur synchronisiert werden. Ist
der betreffende Synchronisationsaufwand stets größer als die gesparte Rechenzeit
durch die Parallelisierung, so ist eine verteilte Ausführung nicht lohnend. Da die
Knotenexpansion eher einfache Rechenoperationen beinhaltet, ist der Nutzen einer
Parallelisierung zur Bestimmung der d-Separation fraglich.
Die zur Minimierung der Informationswertfront notwendige Analyse der paarweisen
d-Separation von Frontkandidaten (Algorithmus 3) hingegen stellt für jeden Kandida-
ten unabhängige Berechnungen dar. Daher wäre für diesen Algorithmus eine parallele
Verarbeitung der jeweiligen d-Separations-Analysen möglich. Eine Synchronisierungs-
aufgabe stellt hierbei nur die abschließende Zusammenfassung der Ergebnisse in einer
gemeinsamen Menge dar.
Informationswertberechnung und Stochastische Inferenz
Bei der Konstruktion der initialen Informationswertfront (Algorithmus 4) sowie ihrer
möglichen Erweiterung (Algorithmus 5) wird der Informationswert der betrachteten
Variablen berechnet. Wie in Abschnitt 5.2 erläutert, ist diese Berechnung mit einem
hohen Aufwand verbunden, da das Problem #P-vollständig ist (vgl. Abschnitt 5.2).
Auch approximative Verfahren benötigen einen hohen Rechenaufwand, da für eine
ausreichend präzise Schätzung in der stochastischen Inferenz eine große Anzahl Bei-
spiele (engl. samples) berechnet werden muss. Da etwa in Algorithmus 4 über alle
Kandidaten sequentiell iteriert und ggf. ihr Informationswert ermittelt wird, könnte
diese Berechnung asynchron, also parallel ausgeführt werden.
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Auch die jeweilige stochastische Inferenz selbst kann parallelisiert werden. Für die ex-
akte Inferenz nach Lauritzen und Spiegelhalter (1988) können z. B. wesentliche Teile
der Berechnung ausgelagert werden (Kozlov und Singh, 1995). Darüber hinaus bietet
eine approximative stochastische Inferenz einen weiteren Ansatzpunkt für parallele
Verarbeitung (Pearl, 1988b, S. 219–222). Die zugrunde liegende Stichprobe mit n Bei-
spielen (mit in Software wie GeNIe üblicherweise n≥1000) könnte auf m Töpfe (mit
m<n) gleichmäßig verteilt und parallel verarbeitet werden. Als Wert für m bietet
sich dabei die Anzahl verfügbarer Prozessoren an. Um stochastisch invalide gegensei-
tige Beeinflussungen zu vermeiden, muss die Beispielgenerierung jedoch synchronisiert
oder m Netzwerkkopien angelegt werden.
6.5 Diskussion
Der in Abschnitt 6.3 vorgestellte Ansatz zur relevanzbasierten Akquisition von In-
formationen auf der Basis von Entscheidungsnetzen und der Informationswerttheorie
ermöglicht die Identifikation der wertvollsten Einzelinformation für eine anstehende
Entscheidung. Hiermit wird eine Schwäche des naiven Ansatzes aus Abschnitt 6.1
beseitigt. Dabei werden im Gegensatz zu bestehenden Ansätzen (z. B. Dittmer und
Jensen, 1997; Poh und Horvitz, 1996) sowohl unbeobachtbare Größen als auch Be-
obachtungskosten (Brutto- vs. Nettowert) berücksichtigt. Durch die strukturelle Vor-
verarbeitung der Informationswertfront kann die aufwändige Berechnung des Infor-
mationswerts (vgl. Abschnitt 5.2) für die einzelnen Informationen auf eine minimale
Mengen von Kandidaten reduziert werden. Für die strukturelle Vorverarbeitung wird
insbesondere das graphentheoretische Kriterium der d-Separation bezüglich des Nut-
zenknotens zur anstehenden Entscheidung überprüft. Eine quantitative Betrachtung
der bedingten Wahrscheinlichkeiten ist damit nicht erforderlich. Der lineare Aufwand
der Separationsanalyse (Algorithmus 2) und der höchstens quadratische Aufwand der
nachgelagerten paarweisen Separationsanalyse (Algorithmus 3) ist daher dem expo-
nentiellem Aufwand vorzuziehen, den die Marginalisierungen für jede Informations-
wertberechnung erfordern (vgl. Cooper, 1990).
6.5.1 Semi-myopische Bewertung und Beschaffung
Im Gegensatz zum naiven Ansatz findet eine Aktualisierung der relevanten Variablen
und des Informationswerts bei hinzukommender Evidenz statt. Die iterative Akquisiti-
on (Algorithmus 7) und ihre Ausführung wird dabei als nebenläufiger und sekundärer
Prozess zur Unterstützung der Entscheidungsfindung angesehen. Die vorgeschlagene
Informationsbeschaffung ist damit in dem Sinne semi-myopisch (vgl. Abschnitt 5.3),
dass sie zwar einerseits die wertvollste Einzelinformation statt Informationsmenge be-
stimmt, aber dennoch, soweit es potentielle Ressourcenbeschränkungen zulassen, die
nächstwertvollsten Informationen akquirieren kann. Diese iterative Akquisition weist
Anytime-Eigenschaften auf, weil einerseits Teilergebnisse (d. h. einzelne, akquirierte
Informationen) genutzt werden können und andererseits unabhängig vom Status der
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Informationsbeschaffung bei paralleler Ausführung immer eine Entscheidung gefällt
werden kann. Durch die theoretischen Eigenschaften des Informationswerts wird der
erwartete Nutzen bei längerer Laufzeit und damit mehr Informationen sich verbessern
oder zumindest nicht verschlechtern.
Damit wäre der semi-myopische Ansatz dem nicht-myopischen bei kurzen Beschaf-
fungszeitspannen (nur eine oder wenige Informationen können beschafft werden) über-
legen. Auch wenn viel oder unbegrenzt Akquisitionszeit zur Verfügung steht, kann mit
dem semi-myopischen Verfahren der realisierte Informationswert maximiert werden.
Suboptimale Ergebnisse bezüglich pro Zeit realisiertem Informationswert können auf-
treten, falls die minimale den Informationswert maximierende Informationsmenge
• in der gegebenen Zeit akquiriert werden kann und zusätzlich
• kleiner ist als die Anzahl semi-myopisch zu beschaffender Informationen, um
den gleichen Wert zu realisieren.
Darüber hinaus können sich suboptimale Eigenschaften ergeben, wenn die Akquisi-
tionskosten für semi-myopische Beschaffung höher ausfallen als die Akquisitionskosten
des nicht-myopischen Ansatzes und dadurch der erzielte Nettowert reduziert wird.
Sowohl die Effizienz als auch die Effektivität des vorgestellten semi-myopischen Ver-
fahrens sind von der Struktur des Entscheidungsnetzes abhängig. Stark vermaschte
Strukturen mit vielen ungerichtet-zyklischen Abhängigkeiten weisen beispielsweise un-
günstige Eigenschaften für die d-Separations-Analyse auf. Der Berechnungsaufwand
für die Evidenzanpassung im iterativen Vorgehen ist eine weitere kritische Eigen-
schaft. Netzstrukturen mit stochastischen Abhängigkeiten nach Fall 2a der Analyse
(siehe Abschnitt 6.2) sind überdies nachteilig, da sie den Suchraum bei hinzukommen-
der Evidenz erweitern. Die Effektivität als realisierter Informationswert in beschränk-
ter Zeit ist demnach davon abhängig, wie sehr die Netzstruktur und das kodierte
Unabhängigkeitsmodell zu einer semi-myopischen Akquisitionsfolge führen, die sich
möglichst stark mit der nicht-myopischen, wertmaximierenden Menge überlappt. Ge-
tätigte Akquisition außerhalb dieser minimalen Menge deuten dabei auf vermeidbare
Aktionen hin.
6.5.2 Steigerung des Situationsbewusstseins
Hinsichtlich des in Abschnitt 2.4 formulierten Ziels des Situationsbewusstseins für
intelligente Agenten ist mit dem vorgestellten Ansatz die Anforderung der Relevanz-
bewertung (Anforderung A3) erfüllt. Durch die Verwendung von Entscheidungsnetzen
ist ferner gewährleistet, dass unsichere oder fehlende Informationen repräsentiert, ver-
arbeitet und erkannt werden können (A1). Die erweiterten Netzknoteneigenschaften
Sichtbarkeit und Beschaffungskosten definieren mit demWahrscheinlichkeitsmodell ei-
nes Sensorknotens das Wahrnehmungsmodell (A2). Mit dynamischen Entscheidungs-
netzen ist ferner eine zeitliche Qualifikation der Zustände (A4) und ein Dynamikmo-
dell (A5) gegeben.
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Doch bezüglich des Aspektes der Beurteilung der Entscheidungsfähigkeit (Aspekt F7)
ist damit weder gesagt, dass wertvolle Informationen wirklich unbedingt benötigt
werden, noch heißt dies unmittelbar, dass eine Akquisition wertvoller Informationen
zwangsläufig zu einer positiven Beurteilung der Entscheidungsfähigkeit eines Agenten
führen müssten. Da nach den theoretischen Vorarbeiten aus Kapitel 5 Informationen
stets einen positiven oder neutralen Wert besitzen (Theorem 1), ist jedoch sicherge-
stellt, dass die Akquisition von Informationen zu keiner schlechteren Beurteilung der
Entscheidungsfähigkeit bzw. des erwarteten Nutzens führen kann (Korollar 1).
Weiterer Forschungsbedarf für Entscheidungsnetze besteht darüber hinaus für die An-
forderungen A2 (Wahrnehmungsmodell) und A4 (räumlich-zeitliche Qualifikation).
Sind für eine relevante Größe eine Vielzahl von Sensoren oder Informationsquellen
verfügbar, so ist eine vollständige Abbildung im Entscheidungsnetz sehr aufwendig.
Ist die Menge der Quellen überdies dynamisch bzw. zur Entwurfszeit unbekannt, muss
das Entscheidungsnetz zur Laufzeit verändert werden oder eine Ad-hoc-Instanziierung
und -Einbindung von Sensorknoten erfolgen. Der Aspekt der adäquaten räumlich-
zeitlichen Qualifikation ist insbesondere bezüglich räumlicher Szeneneigenschaften der
Entscheidungssituation sehr anwendungsabhängig zu adressieren. Eine geeignete Be-
handlung durch entsprechende Knoten im Modell ist aufgrund der potentiell großen
Anzahl Belegungen nicht offensichtlich (siehe auch Kapitel 8).
6.5.3 Grenzen der Identifikation relevanter Informationen
Ausgangspunkt jedes Ansatzes der Informationsbewertung und -beschaffung ist eine
Domänenbeschreibung für das Entscheidungssystem, das aus einer Menge X logischer,
diskreter oder auch kontinuierlicher Variablen besteht. Die Belegungen dieser Varia-
blen beschreiben den Zustand des betrachteten Gesamtsystems, d. h. des intelligenten
Agenten und seiner Umgebung. Einige Variablen in X sind für den Agenten nicht
(direkt) beobachtbar. Die Menge dieser Variablen ist H ⊂ X (mit H für engl. hidden,
versteckt). Sichtbare bzw. zugängliche Variablen, die einen Hinweis auf eine versteckte
Variable geben, sind Sensor- bzw. allgemeiner Informationsvariablen und beschreiben
entsprechend die Ausgabe eines Sensors oder einer anderen Informationsquelle. Diese
Variablen werden durch die Untermenge I ⊆ X beschrieben, wobei I ∩ H = ∅ gilt,
d. h., alle Informationsvariablen sind prinzipiell beobachtbar. Der durch eine Instanti-
ierung von X definierte Systemzustand ist zwangsläufig unvollständig, falls H 6= ∅. In
der Regel werden dem Agenten auch nicht alle Belegungen für Variablen in I bekannt
sein. Diese beobachtbaren Variablen unbekannter Belegung aus der aktuellen Sicht
eines Agenten a werden durch die Menge IU,a ⊆ I beschrieben. Zusammen bilden die
versteckten und die unbelegten Variablen die Known Unknowns:
Definition 14 (Known Unknowns). Die Systemvariablen aus X , deren Belegung ei-
nem Agenten a aktuell nicht bekannt sind, werden als Known Unknowns bezeichnet
und sind definiert durch KU = IU,a ∪H.
Darüber hinaus ist in komplexen Umgebungen selbst die Systembeschreibung durch
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X unvollständig. Das heißt, es gibt für die Entscheidungssituation potentiell relevan-
te Einflussgrößen, die dem System jedoch nicht bekannt sind, also nicht Teil seines
Vokabulars sind. Letztendlich spiegeln sich diese unbekannten Einflussgrößen in den
bedingten und unbedingten Wahrscheinlichkeiten der bekannten Einflussgrößen wi-
der. Ein vollständig beschriebenes System würde hingegen (vereinfachend gesagt) nur
aus deterministischen Variablen bestehen. Gründe für die Existenz der dem Agen-
ten unbekannten Einflussgrößen kann mangelndes menschliches Systemverständnis
oder eine intendierte Modellabstraktion beim Entwurf des Agenten sein (vgl. auch
Abschnitt 3.2.1 zu Gründen für unsicheres Wissen). Diese vollständig unbekannten
Größen und deren Belegungen sind die Unknown Unknowns.
Definition 15 (Unknown Unknowns). Die möglichen Einflussgrößen außerhalb der
Systembeschreibung X werden als Unknown Unknowns und deren Menge als UU be-
zeichnet. Demnach sind Unknown Unknowns Größen, deren Belegung der Agent nicht
kennt, ohne zu wissen, dass er sie nicht kennt. Daher gilt UU ∩ KU = ∅.
Der Begriff Unknown Unknowns geht insbesondere auf eine Aussage vom früheren US-
amerikanischen Verteidigungsminister Rumsfeld zurück. Dieser sagte laut Transkript4
auf einer Pressekonferenz am 12. Februar 2002 über den Irakkrieg:
„There are known knowns; there are things we know we know. There are
known unknowns; that is to say, there are things that we now know we
don’t know. But there are also unknown unknowns; there are things we
do not know we don’t know.“
Aus Sicht des intelligenten Agenten ist daher durch X , also die known knowns und
known unknowns, die Grenze des Systemverständnisses gezogen. Allerdings muss für
diese nicht unbedingt ignoramus et ignorabimus5 (du Bois-Reymond, 1912) gelten,
da durch die Kooperation mit anderen Agenten theoretisch eine Erweiterung von
X möglich ist. Diese Erweiterung ist jedoch nur dann wirksam, wenn mit ihr eine
Einbindung in das Entscheidungsmodell verbunden ist, da sich eine entsprechende
Information sonst der relevanzbasierten Analyse verschlösse.
6.6 Zusammenfassung
In diesem Kapitel wurden Mechanismen der relevanzbasierten Informationsbeschaf-
fung sowie der dazu benötigten Identifikation und Bewertung relevanter Informatio-
nen beschrieben. Die im vorherigen Kapitel gelegten theoretischen Grundlagen zur
Informationswertfront als den Informationswert maximierende Teilmenge bekannter
Informationsgrößen mit garantierten Eigenschaften wurden dazu für den praktischen
Einsatz erweitert und algorithmisch abgebildet.
4Im Internet: http://www.defense.gov/transcripts/transcript.aspx?transcriptid=2636, zu-
letzt abgerufen am 6.7.2011.
5Lateinisch für „Wir wissen es nicht und wir werden es niemals wissen.“
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Für die algorithmische Umsetzung wurden zwei Verfahren vorgestellt. Der naive An-
satz exploriert ein Entscheidungsnetz von einem betrachteten Nutzenknoten aus und
nimmt die Kantendistanz als Heuristik für den Einfluss eines Informationsknotens
auf den Nutzen der jeweils evaluierten Entscheidung und damit der entscheidungs-
theoretischen Relevanz der Information. Eine Erweiterung des Suchraums wird dann
abhängig vom Informationswert der bisher identifizierten relevanten Größen durch-
geführt. Das Verfahren ist einfach und beansprucht nur geringe Rechenressourcen,
da die aufwendigen Informationswertberechnungen durch eine iterativen Vertiefung
der berücksichtigten Informationen reduziert werden. Gleichzeitig erlaubt das itera-
tive Vorgehen, den Einsatz unter Echtzeitbedingungen als parallel ausgeführten und
entscheidungsunterstützenden Anytime-Ansatz. Es konnten jedoch auch die gravie-
renden Nachteile der iterativen Vertiefung nach Kantendistanz-Heuristik aufgezeigt
werden. So kann beispielsweise nicht garantiert werden, dass die wertvollste Einzel-
information tatsächlich gefunden wird. Ferner ist die relevanzabhängige Erweiterung
nicht zulässig, wenn nicht nach jeder Informationsbeschaffung eine Neuberechnung
der Informationswerte betrachteter Variablen erfolgt.
Die erste Einschränkung des naiven Verfahrens geht auf eine mangelnde Analyse sto-
chastischer Abhängigkeiten in einem Entscheidungsnetz zurück. Als Grundlage für
einen verbesserten Ansatz wurde daher das Bayes-Ball-Verfahren zur Bestimmung
stochastischer Abhängigkeiten und Unabhängigkeiten (d-Separation) nach Shachter
(1998) vorgestellt, welches linearen Aufwand aufweist. Für die Anwendung in Ent-
scheidungsnetzen zur Identifikation relevanter Informationen erfolgten Anpassungen
des Verfahrens wie etwa die Konzentration auf eine einzige Referenzvariable: den
Nutzenwert einer Entscheidung. Die Eigenschaften dieser Analyse wurden detailliert
erläutert und deren Bedeutung für die Identifikation relevanter Variablen herausge-
stellt. Im Wesentlichen sind dazu nutzensensitive und nutzenseparierte Netzknoten
zu unterscheiden, was aus dem für den Informationswert konstitutiven Kriterium der
d-Separation hervorgeht.
Dem naiven Ansatz wird auf der Grundlage der Erkenntnisse aus Kapitel 5 der theore-
tisch fundierte Ansatz entgegengestellt. Dieser nutzt die im vorherigen Kapitel entwi-
ckelte Informationswertfront. Hierzu werden zuerst zwei Algorithmen zur Konstruk-
tion einer initialen Informationswertfront entwickelt und erläutert. Zwei weitere Al-
gorithmen geben die Schritte zur Erweiterung dieser initialen Front an, welche zur
Behandlung unbeobachtbarer und mit Beobachtungskosten behafteter Größen not-
wendig ist. Diese beiden Aspekte wurden in der bisherigen Forschung nicht ausrei-
chend berücksichtigt (Jensen et al., 1994; Shachter, 1999; Howard, 1990; Krause und
Guestrin, 2009). Auf dieser Basis kann nun beweisbar die wertvollste Information ge-
funden werden. Kommt dann durch eine Beschaffung von Informationen neue Evidenz
in das Entscheidungsnetz, wird eine weitere Anpassung der Informationswertfront not-
wendig, da sich die Relevanzwerte stark geändert haben können. Auf der Basis des
Bayes-Ball-Verfahrens wurde gezeigt, dass sowohl eine Reduktion als auch eine Erwei-
terung der Informationswertfront durch neue Evidenz möglich ist. Zusammenfassend
wird der Algorithmus zur Informationsbeschaffung durch Nutzung der Informations-
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wertfront vorgestellt, welcher als paralleler Entscheidungsunterstützungsprozess aus-
geführt werden kann.
Schließlich werden Möglichkeiten algorithmischer Optimierungen wie etwa Paralle-
lisierung angegeben und Vorteile wie verbleibende Nachteile des gewählten semi-
myopischen, iterativen Ansatzes diskutiert. Dabei werden auch theoretische Gren-
zen der Informationsbeschaffung und insbesondere der vorgelagerten Identifikation
relevanter Größen benannt. Es wird aufgezeigt, dass die Akquisition relevanter In-
formationen auf die dem intelligenten Agenten bekannten Größen (z. B. die Knoten
eines verwendeten Entscheidungsnetzes) beschränkt ist. Diese schematisch bekannten
Größen können teilweise jedoch unbeobachtbar sein (versteckte Variablen), so dass
ihre Akquisition ausgeschlossen ist und nur indirekte Hinweise auf die eigentliche
Größe beschafft werden können. Alle Größen außerhalb des Systemmodells verbleiben
schließlich als unknown unknowns, also unbekannte Unbekannte, die nur durch eine
explizite Erweiterung des Systemmodells verfügbar werden können.
Teil III
Umsetzung und Anwendung
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Kapitel 7
Implementierung und Evaluation
Die theoretischen Grundlagen der relevanzabhängigen Informationsbeschaffung wur-
den in Kapitel 5 beschrieben und grundlegende Eigenschaften bewiesen. Kapitel 6
beschreibt die entsprechende Algorithmisierung für die Informationsbeschaffung intel-
ligenter Agenten. In diesem Kapitel werden die praktische Implementierbarkeit und
die Anwendbarkeit dieser Informationsbeschaffung gezeigt und evaluiert.
Die Implementierung des Ansatzes basiert auf einer frei verfügbaren Software-Bib-
liothek für probabilistische und entscheidungstheoretische Inferenzen. Diese Software
wird erweitert um eine objektorientierte Schnittstellen mit Informationsmodell sowie
Zusatzfunktionen für Informationswertberechnungen und strukturelle Analysen. Auf
dieser Basis setzt die Implementierung des Ansatzes der Informationswertfront und
schließlich die Informationsbeschaffung auf.
Die Evaluation der Implementierung hat neben der grundsätzlichen Funktionsfähig-
keit die praktische Eignung des Ansatzes bezüglich Laufzeitverhalten zum Gegen-
stand. Hierzu werden ausgewählte Entscheidungsnetze als Beispiele herangezogen,
welche durch ihre Modellgröße unterschiedliche Problemklassen bzgl. Laufzeitverhal-
ten repräsentieren. Die zugehörigen Messungen der Performanztests werden mittels
deskriptiver Statistik dokumentiert und zusätzlich inferenzstatistisch ausgewertet. Ziel
ist es dabei, Aussagen über erfüllbare Realzeitanforderungen abzuleiten und den ge-
nerellen Nutzen einer vorgelagerten strukturellen Analyse zu belegen.
Das Kapitel gliedert sich in folgende Abschnitte. In Abschnitt 7.1 wird die Implemen-
tierung der relevanzabhängigen Informationsbeschaffung mit der Basisfunktionalität
und den darauf aufsetzenden Funktionen zur Erkennung und Beschaffung relevan-
ter Informationen beschrieben. Abschnitt 7.2 testet die korrekte Funktionsweise der
Implementierung. Den Hauptteil des Kapitels bildet Abschnitt 7.3, in dem das Lauf-
zeitverhalten der Implementierung eingehend untersucht wird. Abschnitt 7.4 fasst die
Ergebnisse des Kapitels zusammen.
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7.1 Implementierung der Informationsbeschaffung
Die Implementierung der in den Abschnitten 6.2 und 6.3 vorgestellten Algorithmen
erfolgte in der Programmiersprache Java. Für die Durchführung probabilistischer In-
ferenzen sowie der entscheidungstheoretischen Berechnung des erwarteten Nutzens
von Aktionen und der Ermittlung bester Aktionen wurde auf die Software-Bibliothek
SMILE1 aufgesetzt.
SMILE ist in C++ implementiert, bietet aber mit jSMILE eine Anbindung an Java
über das Java Native Interface (JNI). Da es sich bei SMILE , respektive jSMILE, um
eine einfache Schnittstelle handelt, die auf schnelle Ausführung ausgelegt ist, wird je-
doch nur eine „Low-Level-API“ angeboten, die keine objektorientierten Konzepte ver-
folgt, sondern imWesentlichen Basisoperationen auf Variablen ausführt. Zu diesen Ba-
sisoperationen gehört z. B. neben der Berechnung von Posterior-Wahrscheinlichkeiten
auch die Ermittlung von einzelnen Informationswerten in Entscheidungsnetzen. Letz-
tere ist für wiederholte Informationswertberechnungen jedoch nur bedingt geeignet,
da wiederverwendbare Teilergebnisse nach jeder Berechnungen verworfen werden. Für
probabilistische Inferenzen werden in SMILE verschiedene exakte und approximati-
ve Algorithmen angeboten, die direkt genutzt werden können. Somit bietet SMILE
wichtige benötigte Funktionen zur Implementierung der relevanzabhängigen Informa-
tionsbeschaffung. Für eine vollständige und objektorientierte Implementierung sowie
ihre Evaluation mussten jedoch folgende Erweiterungen vorgenommen werden:
• Objektorientierte Schnittstelle zum Erstellen, Laden und Verarbeiten probabi-
listischer Modelle
• Effizientere Informationswertberechnungen
• Implementierung der Analyse stochastischer Abhängigkeiten (Algorithmus 2)
• Implementierung der in Abschnitt 6.3 vorgestellten Algorithmen für die Infor-
mationswertfront
• Informationsakquisition auf der Basis der Informationswertfront
• Stochastischer Ereignissimulator zur Generierung von Informationen
7.1.1 NeatSmile: Bibliothek für Modellanalysen und Inferenzen
Die hier entwickelte, objektorientierte Java-Schnittstelle als Wrapper zu jSMILE ist
NeatSmile (also nettes, sauberes SMILE). Im Folgenden werden die wichtigsten Klas-
sen und Funktion der Software beschrieben und in UML-Klassendiagrammen darge-
stellt. Abbildung 7.1 zeigt eine Übersicht von NeatSmile als Diagramm der wichtigsten
Java-Klassen. NeatSmile besteht aus 28 Klassen bzw. Schnittstellendefinitionen und
1Structural Modeling, Inference, and Learning Engine (SMILE) des Decision Systems Laboratory
der University of Pittsburgh. Im Internet: http://genie.sis.pitt.edu/
Abschnitt 7.1 – Implementierung der Informationsbeschaffung 171
 	






 






   


Abbildung 7.1: Diagramm der wichtigsten Klassen für jSMILE-Wrapper
NeatSmile.
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Abbildung 7.2: Klassendiagramm mit Fokus auf die Klasse NeatSmile.
enthält als wesentliche Komponente und Hauptschnittstelle für den Zugriff auf ein
probabilistisches Modell die Klasse NeatSmile. smile.Network ist dabei die gekap-
selte jSMILE-Klasse, die als Schnittstelle zu einem Modell fungiert. Darüber hinaus
erlauben die Unterschnittstellen Inference und StructuralAnalysis die Durchfüh-
rung und Konfiguration von Inferenzen bzw. die Analyse struktureller Eigenschaften
(wie Eltern-, Kinder-, Nachbarknoten) und stochastischer Abhängigkeiten nach dem
Bayes-Ball-Algorithmus (vgl. Abschnitt 6.2).
Abbildung 7.2 zeigt die Klasse NeatSmile mit den wichtigsten Methoden und ver-
wendeten Datentypen für Evidenzen (VarState) und bedingte Wahrscheinlichkeiten
(DiscreteCPT). Die Klasse NeatSmile behandelt je Instanz ein probabilistisches Netz
und ermöglicht u. a. das Laden bestehender Modelle aus Dateien, das Abfragen ent-
haltener Variablen, das Einfügen und Entfernen von Knoten und Evidenzen sowie die
Definition von (bedingten) Wahrscheinlichkeitstabellen.
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Abbildung 7.3: Variablenmodell von NeatSmile als Klassendiagramm.
Verwendet man NeatSmile durch Laden eines bestehenden Modells in einer xdsl-
Datei, so wird automatisch das zugehörige Variablen- und Wahrscheinlichkeitsmodell
erstellt. NeatSmile unterscheidet als Variablentypen Zufallsvariablen, Nutzenvariablen
und Entscheidungsvariablen. SMILE unterstützt keine hybriden Netze (mit diskreten
und kontinuierlichen Variablen in einem Modell). Aus diesem Grund und wegen der
bisherigen Fokussierungen auf diskrete Wertebereiche sind in NeatSmile nur diskre-
te Variablen vorgesehen. Eine Sonderrolle nehmen jedoch Nutzenvariablen (Klasse
ValueVariable) ein. Diese verwenden zwar beliebige numerische Werte, sind aber
wegen der diskreten Einflussvariablen durch eine Matrix zu spezifizieren.
Abbildung 7.3 zeigt das Variablenmodell als Klassendiagramm. Von der allgemei-
nen Klasse Variable, die intern das Handle auf die zugehörige SMILE-Variable hält
und einen eindeutigen Bezeichner hat, werden als Unterklassen ValueVariable (für
Nutzenknoten) und DiscreteVariable abgeleitet. DiscreteVariable wiederum wird
spezialisiert in die drei Unterklassen DiscreteChanceVariable, DiscreteDetermi-
nisticVariable und Decision. Die möglichen Belegungen einer diskreten Variable
bzw. die Optionen einer Decision-Instanz werden durch einen DiscreteStateSpace
beschrieben. Ein DiscreteStateSpace kann z. B. Boolesch, nominal oder ordinal sein
und als Spezifikation ggf. für mehrere Variablen verwendet werden. Die probabilisti-
sche Definition einer Zufallsvariable (DiscreteChanceVariable) ist nicht Teil des
Variablenmodells und wird über die Modellschnittstelle NeatSmile behandelt.
Strukturelle Analysen
Die strukturelle Analyse gerichteter probabilistischer Netze wird durch die Klasse
StructuralAnalysis ermöglicht. Das heißt, das Wahrscheinlichkeitsmodell mit den
(bedingten) Wahrscheinlichkeitstabellen wird hier nicht betrachtet. Stattdessen wer-
den die gerichteten Beziehungen zwischen Knoten im Netzwerk untersucht, um ins-
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Abbildung 7.4: Diagramm der NeatSmile-Klasse StructuralAnalysis
mit den wichtigsten Methoden und Hilfsklassen.
besondere Aussagen über stochastische Abhängigkeiten bzw. Unabhängigkeiten abzu-
leiten. Abbildung 7.4 zeigt das Diagramm der Klasse StructuralAnalysis mit den
wichtigsten Methoden und Feldern.
Die allgemeine Form des Bayes-Ball-Algorithmus (vgl. Algorithmus 2, Seite 139) er-
laubt, sowohl relevante als auch irrelevante Variablen in Bezug auf eine Referenzvaria-
ble und vorgegebene Separatoren (Evidenzen) gleichzeitig zu ermitteln. Aus Gründen
der Verwendung für die Informationsbeschaffung und der besseren Laufzeitperformanz
wird hier je Abhängigkeitstyp eine dedizierte Berechnung durchgeführt. Um jedoch
redundanten Quellcode zu vermeiden, wird intern die gleiche Logik verwendet und um
einen Modus-Parameter (BayesBallMode) erweitert. Hierdurch wird gesteuert, welche
Knoten/Variablen der Ergebnismenge hinzugefügt werden sollen. Als Modi existieren
entsprechend der Unterscheidung in Abschnitt 6.2.1 (Seite 141) Irrelevant (irre-
levante Variablen), RelevantObs (relevante Beobachtungen), Requisite (benötigte
Variablen) und Sensitive (sensitive Variablen).
Die Klasse bietet somit für jeden Modus die entsprechende Abfragefunktion, die je-
weils für die Referenzvariable (erster Parameter) und die betrachteten Separatoren
bzw. Evidenzen (zweiter Parameter) ausgeführt werden. Über StructuralAnalysis
wird durch die Methode infValueFront() auch die Informationswertfront für eine
gegebene Entscheidungssituation berechnet.
StructuralAnalysis verwendet intern einen Thread-Pool, welcher die Ausführung
einer hier zusätzlich entwickelten parallelen Variante des Bayes-Ball-Algorithmus er-
möglicht. Die parallele Variante lagert jede Expansion des Suchraums in eine eigen-
ständige Berechnung aus, die dem Thread-Pool zur Ausführung übergeben wird. Das
Ergebnis der Berechnung, die je nach Modus (siehe oben) gesuchten Variablen, werden
der synchronisierten Ergebnismenge hinzugefügt. Laufzeiteigenschaften dieser Ausfüh-
rung werden in Abschnitt 7.3.1 beschrieben.
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Abbildung 7.5: Diagramm der NeatSmile-Klasse Inference mit den
wichtigsten Methoden und Datentypen.
Inferenzdienste
Die zweite Unterkomponente zur Verarbeitung eines probabilistischen Netzes ist die
Klasse Inference. Diese stellt Operationen für probabilistische Schlussfolgerungen
sowie Entscheidungsanalysen bereit. Abbildung 7.5 zeigt das UML-Diagramm der
Klasse Inference mit den wichtigsten Methoden und verwendeten Datentypen. Der
Datentyp DiscretePV für eine diskrete Wahrscheinlichkeitsverteilung dient als Rück-
gabetyp der Operation getPosterior(), welche die A-Posteriori-Wahrscheinlichkeit
einer gegebenen Variable bei der aktuell im Netz gegebenen Evidenz berechnet.
Welcher Inferenz-Algorithmus hierzu eingesetzt wird, ist durch die Methode set-
BayesianAlgorithm() konfigurierbar. In SMILE werden hierzu verschiedene exakte
und approximative Algorithmen angeboten (vgl. auch Abschnitt 3.2.2). Die Enumera-
tion BayesianInference stellt alle verfügbaren Mechanismen dar. Ist der Algorithmus
approximativ, kann durch die Methode setSampleSize() die Anzahl der stochastisch
bestimmten und zu berechnenden Beispiele angegeben werden. Der Standardgröße ist
1000. Die in Abschnitt 7.3 beschriebenen Experimente beschränkten sich auf den effi-
zienten und exakten Clustering-Algorithmus nach Lauritzen und Spiegelhalter (1988)
sowie das Estimated Posterior Importance Sampling (Yuan und Druzdzel, 2003, 2007)
als bestes verfügbares approximatives Verfahren.
Neben der Berechnung von bedingten Wahrscheinlichkeitsverteilungen diskreter Va-
riablen stellt die Klasse Inference Operationen für entscheidungstheoretische Be-
rechnungen zur Verfügung. Die Methode expectedUtilities() errechnet für die als
Parameter gegebene Entscheidung den erwarteten Nutzen aller Optionen und gibt
als Ergebnis eine Instanz des Datentyps DecisionAnalysis zurück. Die Methode
maxExpectedUtility() gibt hingegen nur den Nutzenwert der besten Option an.
Dieser Wert ist für den Informationswert entscheidend. Der Informationsbruttowert
Abschnitt 7.1 – Implementierung der Informationsbeschaffung 175
	

	




















	




 



 !

 




	
"
"
#
$

#
$
"%





%
"!&&$
"!'






"(
	)&


Abbildung 7.6: Diagramm der NeatSmile-Klasse InformationValue-
Front mit den wichtigsten Methoden und Hilfsklassen.
kann dann durch die Methode informationValue() für eine oder mehrere Variablen
in Bezug auf eine angegebene Entscheidung und die aktuell im Modell enthaltene Evi-
denzen gemäß Formel 5.4 berechnet werden. SMILE verwendet hierzu standardmäßig
den Policy-Evaluation-Algorithmus von Cooper (1988).
7.1.2 Informationsbeschaffung mit NeatSmile
Auf der objektorientierten Schnittstelle NeatSmile und ihren Analyse- und Inferenz-
diensten setzt die eigentliche relevanzbasierte Informationsbeschaffung auf. Diese be-
steht aus der Implementierung zur Generierung der Informationswertfront und dem
parallelen Metasteuerungsprozess der Informationsbeschaffung. Zusätzlich wird zu
Testzwecken ein Evidenzsimulator als künstliche Informationsquelle implementiert.
Diese Komponenten werden im Folgenden beschrieben.
Informationswertfront
Die strukturelle Relevanzanalyse mit dem Ansatz der Informationswertfront (Defini-
tion 13, Seite 127) wurde in Abschnitt 6.3 mit den benötigten Algorithmen entwickelt.
Die Klasse InformationValueFront stellt die Java-Implementierung dieser Algorith-
men dar. Abbildung 7.6 zeigt das entsprechende Klassendiagrammmit den wichtigsten
Methoden, Feldern und Hilfsklassen.
Erstellt wird die Front durch Aufruf des Konstruktors mit der anstehenden Entschei-
dung und den aktuellen Evidenzen sowie dem zugehörigen Entscheidungsnetz (als
NeatSmile-Instanz) als Parameter. Der Konstruktor führt entsprechend Algorith-
mus 4 die Initialisierung der Front aus (initialSetup()). Im Zuge dieser Initiali-
sierung werden zuerst unter Verwendung von StructuralAnalysis die nutzensensi-
tiven Knoten als Kandidaten ermittelt. Im Anschluss werden die eigentliche Front
unter Ausschluss paarweise d-separierter Knoten gebildet (vgl. Algorithmus 3) und
die entsprechenden Fronteinträge je Variable erzeugt. In diesem Schritt wird auch der
Informationsbrutto- und Informationsnettowert berechnet. Die Berechnungslogik für
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den Bruttowert stellt die Klasse Inference in der Operation informationValue()
bereit. Im darauf folgenden Initialisierungsschritt wird die Front ggf. wegen potentiell
vorhandener unbeobachtbarer oder mit Beobachtungskosten verbundener Variablen
erweitert (vgl. Algorithmen 5 und 6).
Ist die Initialisierung abgeschlossen, kann die sortierte Liste der bzgl. Nettowert wert-
vollsten Variablen (getEntries()) und die wertvollste Einzelvariable (getMostValu-
ableVariable()) abgefragt werden. Dies wird durch die im folgenden Abschnitt be-
schriebene Informationsbeschaffung genutzt. Wird auf dieser Basis eine neue Infor-
mation beschafft, wird dies durch die Operation handleNewEvidence() der Infor-
mationValueFront-Instanz mitgeteilt. Die Front wird dann entsprechend angepasst.
Das heißt, es wird die Liste der Frontkandidaten und der Fronteinträge nach dem Kri-
terium der d-Separation vom Nutzen aktualisiert. Dies kann sowohl die Entfernung
von Variablen (etwa der neuen Evidenzvariable) als auch die Erweiterung um neue
Variablen zur Folge haben (vgl. Abschnitt 6.3.2, Seite 154). Darüber hinaus müssen
die Informationswerte für die neue Front aktualisiert werden.
Akquisition und Ereignissimulator
Die vorherigen Funktionen der NeatSmile-Software werden schließlich verwendet für
die in dieser Arbeit vorgestellte relevanzabhängige Informationsakquisition auf der Ba-
sis von Entscheidungsnetzen. Der zusammenfassende Algorithmus 7 (Seite 156) wurde
bereits in Abschnitt 6.3 vorgestellt. Die Java-Implementierung ist durch die Klasse
InfAcquisition gegeben. Diese nutzt die Operation infValueFront() der Klasse
StructuralAnalysis, um für ein gegebenes Entscheidungsnetz, welches durch eine
Instanz von NeatSmile repräsentiert ist, die wertvollste Einzelinformation für eine
anstehende Entscheidung d zu ermitteln. Im Anschluss wird die entsprechende In-
formation akquiriert und, falls ein vorgegebenes Zeitlimit noch nicht erreicht ist, die
Informationswertfront aktualisiert (vgl. vorheriger Unterabschnitt). Die Laufzeiteigen-
schaften für die eigentliche Ausführung der entsprechenden Informationsakquisition
werden in Abschnitt 7.3.4 untersucht.
Da die programmierte Informationsakquisition im Rahmen dieser Arbeit in virtuellen
Umgebungen getestet wird, benötigt eine Evaluation für die Ausführung des Verfah-
rens einen Ereignissimulator. Dieser ist durch die Java-Klasse EvidenceSimulator
implementiert und im Abbildung 7.7 durch ein UML-Klassendiagramm dargestellt.
Der Ereignissimulator gibt für eine angefragte, bisher nicht als Evidenz belegte dis-
krete Variable X im Entscheidungsnetz einen simulierten Wert zurück. Das Resultat
ist in dem Sinne stochastisch fundiert, dass durch die zu Grunde liegende Wahrschein-
lichkeitsverteilung P(X|e) die aktuellen Evidenzen e berücksichtigt werden. Für die
eigentliche und zufällige Ermittlung der Belegung X=xi werden die stochastischen
Funktionen und die Generatoren für Pseudozufallszahlen (PRNG) aus der quelloffenen
Simulationsbibliothek CNCL2 (Communication Networks Class Library) zusammen
2Die stochastischen Funktionen der in C++ implementierten CNCL wurden durch die Arbeits-
gruppe ComNets von Prof. Dr. Görg (Universität Bremen) als jCNCL nach Java portiert.
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Abbildung 7.7: UML-Klassendiagramm von EvidenceSimulator mit
verwendeten Klassen und deren Methoden.
mit einem Initialwert (engl. random seed) verwendet. Als Grundlage für den Zufalls-
wert dient eine Gleichverteilung (Klasse CNUniform). Der erhaltene Zufallswert wird
dann auf P(X|e) übersetzt, um die zugehörige Belegung X=xi zu erhalten.
7.1.3 Graphische Anzeige und Erzeugung von Entscheidungsnetzen
Durch die Verwendung der Bibliothek SMILE kann als graphische Benutzungsschnitt-
stelle (GUI) das darauf aufbauende Programm GeNIe des Decision Systems Labora-
tory der University of Pittsburgh eingesetzt werden. Abbildung 7.8 zeigt ein Bild-
schirmfoto der Software mit einem Entscheidungsnetz, das als DN 4 auch in späteren
Laufzeittests zum Einsatz kommt.
GeNIe ermöglicht sowohl die graphische Anzeige als auch die Erzeugung von pro-
babilistischen Modellen (Bayes’sche Netze oder Entscheidungsnetze), die dann durch
SMILE bzw. jSMILE und NeatSmile verarbeitet werden. Probabilistische Inferenzen
inklusive Informationswertberechnungen können ebenfalls über die GUI durchgeführt
werden.
Die Berechnung der Informationswertfront und der darauf basierenden Informations-
beschaffung setzt direkt auf jSMILE auf und ermöglicht keine Steuerung über GeNIe.
Somit wird in GeNIe auch die Informationswertfront nicht angezeigt. Hierfür ist eine
Auswertung der Programmausgaben von NeatSmile erforderlich.
7.2 Funktionstests
In diesem Abschnitt wird die Evaluation der Informationsbeschaffung auf der Basis
von NeatSmile bezüglich Funktionsfähigkeit und Korrektheit an beispielhaften Ent-
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Abbildung 7.8: Bildschirmfoto der GeNIe-Software für probabilistische
Modellierung und Inferenz mit einem Beispielentscheidungsnetz.
scheidungsnetzen dargestellt. Gesondert betrachtet werden dabei als Schritte die Ana-
lyse stochastischer Abhängigkeiten, die Konstruktion der Informationswertfront und
schließlich die eigentliche Informationsbeschaffung.
In allen Schritten werden die selben vier Entscheidungsnetze verarbeitet. In Ab-
schnitt 6.2 wurden bereits die als DN1 und DN2 bezeichneten Entscheidungsnetze
als illustrative Beispiele aufgeführt. Die beiden kleinen Netze mit jeweils zehn Knoten
sollen hier wieder aufgegriffen werden. Die Abbildung 7.9 zeigt noch einmal die Net-
ze. Als Beispiel mit 17 Knoten wird das Entscheidungsnetz DN43 aus Abbildung 7.10
untersucht. DN4 weist insbesondere alle zu unterscheidenden Typen stochastischer
Beeinflussungen auf (vgl. Abschnitt 6.2).
7.2.1 Analyse stochastischer Abhängigkeiten
Für die Evaluation der Funktionsfähigkeit der Analyse stochastischer Abhängigkei-
ten mit dem Bayes-Ball-Algorithmus werden die oben angeführten Beispielnetze in
allen Bayes-Ball-Modi (Irrelevant, RelevantObs, Requisite und Sensitive) ver-
arbeitet. Für jedes Netz werden jeweils für ausgewählte Evidenz-Fälle die ermittelten
Resultate angegeben. Alle Resultate entsprechen dem gemäß Algorithmus 2 erwarte-
ten Ergebnis. Die Ausgabe erfolgt zum Zweck der Überprüfbarkeit.
3Entscheidungsnetz DN3 (siehe Abschnitt 6.3.3) wird hier nicht erneut aufgegriffen, da es keine
hier bedeutenden Unterschiede zu den Netzen DN1 und DN2 aufweist.
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Abbildung 7.9: Beispielnetzwerke DN1 und DN2 für die Evaluation von
NeatSmile (jeweils 10 Knoten).
Analyse stochastischer Abhängigkeiten (DN1)
EntscheidungsnetzDN1 (siehe Abbildung 7.9, links) besteht aus 10 Knoten und wurde
bereits in Abschnitt 6.2 als Beispiel diskutiert.
Beispiel 1a. Das abgebildete Beispiel enthält eine Evidenzen (X3). Für den Fall
ohne Evidenz jedoch liefert die Implementierung folgendes Ergebnis:
Irrelevant(UD) = { }
RelevantObs(UD) = { }
Requisite(UD) = {D,X1, X2, X3, X4, X5, X6, X7, X8}
Sensitive(UD) = {D,X1, X2, X3, X4, X5, X6, X7, X8}
Danach sind alle Knoten (außer UD selbst) nutzensensitiv. Dies ergibt sich aus der
Netzeigenschaft, dass keine Konstellation nach Fall 2a einer Exploration vorliegt (vgl.
Abschnitt 6.2) und alle Knoten mit dem Nutzenknoten verbunden sind.
Beispiel 1b. Für den abgebildeten Fall mit Evidenzen X3 ergibt sich folgendes Bild:
Irrelevant(UD|X3) = { }
RelevantObs(UD|X3) = {X3}
Requisite(UD|X3) = {D,X1, X2, X3, X4, X5, X6, X7, X8}
Sensitive(UD|X3) = {D,X1, X2, X4, X5, X6, X7, X8}
Das Ergebnis entspricht somit Beispiel 1 in Abschnitt 6.2. Die Evidenz X3 ist gemäß
Definition der d-Separation nicht durch sich selbst d-separiert und daher auch nicht
irrelevant. Allerdings ist sie auch nicht nutzensensitiv, da ihre Belegung bekannt ist
und somit eine Akquisition ihrer Belegung nicht zu einer Änderung des erwarteten
Nutzens bzw. für Zufallsvariablen zu Änderungen der bedingten Wahrscheinlichkeits-
verteilung führen kann.
180 Kapitel 7 – Implementierung und Evaluation
Analyse stochastischer Abhängigkeiten (DN2)
Entscheidungsnetz DN2 (siehe Abbildung 7.9, rechts) besteht ebenfalls aus 10 Knoten
und wurde bereits in Abschnitt 6.2 als Beispiel diskutiert.
Beispiel 2a. Das abgebildete Beispiel enthält zwei Evidenzen (X4 und X6). Für
den Fall ohne Evidenz jedoch liefert die Implementierung folgendes Ergebnis:
Irrelevant(UD) = { }
RelevantObs(UD) = { }
Requisite(UD) = {D,X1, X2, X3, X4, X5, X6, X7, X8}
Sensitive(UD) = {D,X1, X2, X3, X4, X5, X6, X7, X8}
Das heißt, keine Variable ist d-separiert, weil Pfade zu jedem Knoten aktiviert werden
können.
Beispiel 2b. Für den abgebildeten Fall mit den Evidenzen X4 und X6 ergibt sich
hingegen folgendes Bild:
Irrelevant(UD|X4, X6) = {X7, X8}
RelevantObs(UD|X4, X6) = {X4, X6}
Requisite(UD|X4, X6) = {D,X1, X2, X3, X4, X5}
Sensitive(UD|X4, X6) = {D,X1, X2, X3, X5}
Das Ergebnis entspricht Beispiel 2 in Abschnitt 6.2.
Analyse stochastischer Abhängigkeiten (DN4)
Entscheidungsnetz DN4 (siehe Abbildung 7.10) besteht aus 17 Knoten und weist alle
vier Fälle stochastischer Abhängigkeiten (1a, 1b, 2a, 2b) bezüglich Explorationsrich-
tung auf (vgl. Abschnitt 6.2). So stellt z. B. Knoten S4 den Fall 2a mit konvergie-
renden Kanten dar. Darüber hinaus sind deterministische Knoten (Y1, Y2 und Y3) in
unterschiedlichen Konstellationen enthalten.
Die Ausgangssituation der Bayes-Ball-Analyse ist das Netz DN4 ohne Evidenzen. So-
mit kann eine d-Separation nur durch Spezialfälle wie deterministische Variablen und
den genannten Fall 2a eintreten. Ersteres trifft für Knoten Y3 zu. Er ist stochastisch
irrelevant, da er als deterministische Größe ohne Einflüsse bereits bekannt sein muss.
Fall 2a betrifft die Knoten X8, S8 und X9. Da S4 keine Evidenz ist wird der Pfad
zum Knoten X8 nicht aktiviert.
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Abbildung 7.10: Beispielnetzwerk DN4 für die Evaluation von NeatSmile
(17 Knoten).
Beispiel 4a. Die vorliegende Bayes-Ball-Implementierung liefert folgende Resultate
für die jeweiligen Bayes-Ball-Modi ohne vorliegende Evidenz:
Irrelevant(U) = {Y3, S8, X9, X8}
RelevantObs(U) = { }
Requisite(U) = {Y3, D,X1, X2, Y2, Y3, X10, X4, X5, X6, X7}
Sensitive(U) = {D,S4, X1, X2, Y1, Y2, X3, X10, X4, X5, X6, X7}
Beispiel 4b. Unter Hinzunahme von X3 als Separator (also Evidenz) zeigt sich eine
deutliche Veränderung, da X3 alle Pfade zu U blockiert. Die Implementierung liefert
folgende Resultate für die jeweiligen Bayes-Ball-Modi:
Irrelevant(U |X3) = {D,Y3, X1, X2, Y1, Y2, X10, X4, X5, X6, X7, S4, S8, X9, X8}
RelevantObs(U |X3) = {X3}
Requisite(U |X3) = { }
Sensitive(U |X3) = { }
Beispiel 4c. Für den alleinigen Separator X6 werden folgende Ergebnismengen er-
mittelt:
Irrelevant(U |X6) = {Y3, Y2, S8, X9, X8}
RelevantObs(U |X6) = {X6}
Requisite(U |X6) = {Y3, D,X1, X2, Y2, X3, X10, X4, X5, X6, X7}
Sensitive(U |X6) = {D,S4, X1, X2, Y1, X3, X10, X4, X5, X7}
Erwartungsgemäß werden, wie auch ohne Evidenz, Y3, S8, X9 und X8 als irrelevant
erkannt. Hinzu kommt durch die funktionale Abhängigkeit vom Evidenzknoten X6
der deterministische Knoten Y2. Die Zugehörigkeit von Y2 zu Requisite(U |X6) steht
nicht im Widerspruch hierzu. Hingegen bedeutet es, dass die determinierte Belegung
von Y2 in die Berechnung des erwarteten Nutzens U einfließt.
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Beispiel 4d. Als letztes Beispiel für einen einzelnen Separatorknoten wird die Aus-
gabe für Separator S4 aufgeführt.
Irrelevant(U |S4) = {Y3}
RelevantObs(U |S4) = {S4}
Requisite(U |S4) = {D,X1, Y3, X2, X3, Y2, X4, X10, X5, X6, X7, S4, X9, X8}
Sensitive(U |S4) = {D,X1, Y1, X2, X3, Y2, X4, X10, X5, X6, X7, S8, X9, X8}
Die Evidenz S4 aktiviert nach Fall 2a als Evidenz den Pfad zu X8. Daher verlieren
X8 und seine Nachbarn S8 und X9 ihren Status als irrelevante Größen und werden
nutzensensitiv.
Beispiel 4e. Die zwei Evidenzen X4 und X6 sollten alle Pfade zu den dahinter
liegenden Knoten separieren. Die Implementierung liefert folgendes Analyseergebnis:
Irrelevant(U |X4, X6) = {Y2, Y3, X5, X7, X8, X9, X10, S4, S8}
RelevantObs(U |X4, X6) = {X4, X6}
Requisite(U |X4, X6) = {D,Y2, X1, X2, X3}
Sensitive(U |X4, X6) = {D,Y1, X1, X2, X3}
Der Definition und Erwartung entsprechend werden alle Knoten „hinter“X4 undX6 d-
separiert und sind damit irrelevant. Als nutzensensitive Knoten verbleiben D,Y1, X1,
X2 und X3. Y2 hingegen ist auch irrelevant, da es nur von Evidenz X6 funktional
abhängig ist.
Nach Auswertung dieser repräsentativen Testfälle kann angenommen werden, dass die
Implementierung dem zugrundeliegenden Algorithmus 2 entsprechend funktioniert.
7.2.2 Erzeugung der Informationswertfront
Für den Funktionstest zur Überprüfung der Implementierung zur Bildung der In-
formationswertfront durch Klasse InformationValueFront werden die obigen drei
Beispielnetze wieder aufgegriffen. Anhand von repräsentativen Beispielen wird die
korrekte Funktionsweise dokumentiert. Erstmals wird hierbei auch der Informations-
wert von Netzvariablen berechnet. Für die hierzu nötige probabilistische Inferenz wird
das exakte Verfahren von Lauritzen und Spiegelhalter (1988) verwendet.4 Die Infor-
mationswerte für die jeweilige Evidenzsituation werden jeweils als Vergleichsbasis an-
gegeben. Der Wert Σ zeigt dabei den kumulativen Wert aller Variablen an. Nicht
angegebene Variablen haben einen neutralen Wert.
4Exakte probabilistische Inferenz bedeutet nicht unbedingt exakte Berechnungen. Durch Fließkom-
marundungsfehler können in der Praxis Abweichungen vom theoretischen Wert auftreten. Für den
Fall, dass der theoretische Wert tatsächlich größer 0 ist, werden solche Variablen dennoch einbezogen
und kein Minimalschwellwert eingeführt. Ein negativer Einfluss für die Akquisition der wertvollsten
Information ergibt sich somit nicht.
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Die Zwischenergebnisse und Ergebnisse der Implementierung werden jeweils tabel-
larisch aufgeführt. Diese gliedern sich in initiale Kandidaten K, nach paarweiser d-
Separation eingeschränkte KandidatenK?, die initiale Front VF und bei vorliegenden
Beobachtungskosten ggf. eine erweiterte Front VF?. Als initiale Kandidaten K für die
Front kommen alle nutzensensitiven Variablen (vgl. Theorem 6) abzüglich entschei-
dungsabhängiger Knoten (vgl. Theoreme 7 und 8) grundsätzlich in Frage. Entspre-
chend Algorithmus 3 ergibt sich dann die reduzierte Menge K?. Die initiale Front
VF wird in Abhängigkeit von den vorherrschenden Informationswerten dann nach
Algorithmus 4 konstruiert. Im nächsten Schritt wird die Front abhängig von unbeob-
achtbaren Größen oder abweichenden Nettokosten ggf. erweitert (Algorithmus 5).
Erzeugung der Informationswertfront (DN1)
Das Entscheidungsnetz DN1 sieht die Entscheidungsoptionen d1 und d2 für Ent-
scheidungsknoten D vor. Abhängig von D und den Parametern X1 und X2 ist der
Nutzenwert für UD festgelegt. Dieser bewegt sich hier zwischen 10 und 60. Observa-
tionskosten fallen für keine Variable an.
Beispiel 1a. In diesem Beispiel wird davon ausgegangen, dass initial keine Evidenz
vorliegt. Der erwartete Nutzen der Optionen ist EU(d1)=26,156 und EU(d2)=27,636.
Die sich dann für das verwendete Wahrscheinlichkeitsmodell ergebenden Informati-
onswerte sind:
Variable X1 X2 X3 X4 Σ
Wert 6,324 7,864 0,97 3,6 · 10−15 9,61
Das erwartungskonforme Berechnungsergebnis für die Front lautet:
K X1, X2, X3, X4, X5, X6, X7, X8
K? X1, X2, X3, X4, X5, X6
VF (X2; 7,864), (X1; 6,324), (X3; 0,97), (X4; 3,6 · 10−15)
Somit wurden alle wertvollen Variablen erkannt, für die keine paarweise d-Separation
vorliegt. X7 und X8 konnten wegen paarweiser d-Separation durch das wertlose X6
ohne Informationswertberechnung ausgeschlossen werden. Als wertvollste Einzelinfor-
mation wurde X2 korrekt erkannt.
Beispiel 1b. Dieses Beispiel ist die Fortführung des gleichnamigen Beispiels oben
mit e = {X3=x3a} als vorliegende Evidenz. Der erwartete Nutzen der Optionen ist
EU(d1|e)≈25,76 und EU(d2|e)≈29,72. Die sich ergebenden Informationswerte sind:
Variable X1 X2 X4 X6 X7 X8 Σ
Wert 5,3 5,961 3,6 · 10−15 7,1 · 10−15 3,6 · 10−15 7,1 · 10−15 7,989
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Das erwartungskonforme Berechnungsergebnis für die Front lautet:
K X1, X2, X4, X5, X6, X7, X8
K? X1, X2, X4, X6
VF (X2; 5,961), (X1; 5,3), (X4; 3,6 · 10−15), (X6; 7,1 · 10−15)
Somit wurden alle wertvollen Variablen erkannt, die nicht durch andere paarweise
d-separiert werden. X5 (durch X4) sowie X7 und X8 (beide durch X6) konnten we-
gen paarweiser d-Separation ohne Informationswertberechnung ausgeschlossen wer-
den. Als wertvollste Einzelinformation wurde X2 korrekt erkannt.
Erzeugung der Informationswertfront (DN2)
Das Entscheidungsnetz DN2 sieht wie bei DN1 die Entscheidungsoptionen d1 und d2
für Entscheidungsknoten D vor. Beide Netzen sind ohne gesetzte Evidenz bis auf den
Typ der Knoten X3 und X6 identisch. Beispiel 2a stellt die errechnete Informations-
wertfront ohne Evidenz dar, während bei Beispiel 2b die in der Abbildung gezeigten
Evidenzen X4 und X6 gesetzt sind.
Beispiel 2a. In diesem Beispiel wird davon ausgegangen, dass initial keine Evidenz
vorliegt. Der erwartete Nutzen der Optionen ist EU(d1)≈33,58 und EU(d2)≈24,31.
Die sich dann für das verwendete Wahrscheinlichkeitsmodell ergebenden Informati-
onswerte sind:
Variable X1 X2 X7 Σ
Wert 5,58 5,97 7,1 · 10−15 8,15
Das erwartungskonforme Berechnungsergebnis für die Front lautet:
K X1, X2, X3, X4, X5, X6, X7, X8
K? X1, X2, X4, X5, X6
VF (X2; 5,97), (X1; 5,58)
Somit wurden alle wertvollen Variablen erkannt, die nicht durch andere paarweise d-
separiert werden. Der deterministische Knoten X3 (durch X5) sowie X7 und X8 (beide
durch X6) konnten wegen paarweiser d-Separation ohne Informationswertberechnung
ausgeschlossen werden. Als wertvollste Einzelinformation wurde X2 korrekt erkannt.
Beispiel 2b. Dieses Beispiel ist die Fortführung des gleichnamigen Beispiels oben
mit e = {X4=x4a,X6=x6a} als vorliegende Evidenz. Der erwartete Nutzen der Op-
tionen ist EU(d1|e)=24,2 und EU(d2|e)=26,2. Die sich ergebenden Informationswerte
sind:
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Variable X1 X2 X3 X5 Σ
Wert 4,8 7,8 0,375 0,375 9,0
Das erwartungskonforme Berechnungsergebnis für die Front lautet:
K X1, X2, X3, X5
K? X1, X2
VF (X2; 7,8), (X1; 4,8)
Somit wurden alle wertvollen Variablen erkannt, die nicht durch andere paarweise d-
separiert werden. Wegen paarweiser d-Separation durch X1 konnten die Kandidaten
X3 und X5 ohne Informationswertberechnung ausgeschlossen werden. Als wertvollste
Einzelinformation wurde X2 korrekt erkannt.
Erzeugung der Informationswertfront (DN4)
Das Entscheidungsnetz DN4 (Abbildung 7.10, Seite 181) hat 27 Knoten und sieht
die Entscheidungsoptionen d1 und d2 für Entscheidungsknoten D vor. Der Nutzen
ist abhängig von der binären Variable X3 entweder 50 oder 1000. Als Besonderheit
sieht DN4 den Knoten X4 mit Observationskosten vor, die den Informationsnettowert
um 5 reduzieren. Hierdurch ist ggf. eine Expansion der Front (bezeichnet als VF ′)
erforderlich. Die folgenden Beispiele testen die Informationswertfront entsprechend
den Evidenzen in den gleichnamigen obigen Beispielen zur Analyse stochastischer
Abhängigkeiten.
Beispiel 4a. In diesem Beispiel wird davon ausgegangen, dass keine Evidenz vor-
liegt. Der erwartete Nutzen der Optionen ist EU(d1)≈545,42 und EU(d2)≈549,93. Die
sich dann für das verwendete Wahrscheinlichkeitsmodell ergebenden Informationswer-
te sind:
Variable X2 X4 X5 X6 S4 Σ
Wert 4,5125 6,0933 1,14 · 10−13 1,14 · 10−13 3,814 43,69
Das erwartungskonforme Berechnungsergebnis für die Front lautet:
K X2, X4, X5, X6, X7, X10, Y2, S4
K? X2, X4, X5, X6, X7
VF (X2; 4,5125), (X4;6,0933− 5), (X5; 1,14 · 10−13), (X6; 1,14 · 10−13)
VF ′ (X2; 4,5125), (S4; 3,814), (X4; 6,0933− 5), (X5; 1,14 · 10−13),
(X6; 1,14 · 10−13)
Somit wurden alle wertvollen Variablen erkannt, die nicht durch andere paarweise
d-separiert werden. D-separiert werden hingegen S4 (durch X4), Y2 (durch X6) und
X10 (durch X5). Die initiale Front wird wegen der Observationskosten für die nach
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Bruttowert wertvollste Variable X4 korrekt um S4 erweitert. S4 wiederum d-separiert
seine weiteren Nachbarn. Als wertvollste Einzelinformation (nach Nettowert) wurde
X2 korrekt erkannt.
Beispiel 4b. In diesem Beispiel wird die Evidenzsituation e = {X3=false} unter-
sucht. Diese Konfiguration ist ein Grenzfall, da X3 den Nutzen U determiniert. Der
Nutzen jeder Entscheidung ist daher stets 1000. Somit sind alle weiteren Informatio-
nen nutzlos.
Das erwartungskonforme Berechnungsergebnis für die Front ist eine leere Menge. Die
Berechnung bricht mit diesem Ergebnis direkt nach Ermittlung der Kandidaten ab.
Beispiel 4c. In diesem Beispiel wird die Evidenzsituation e = {X6=false} unter-
sucht. Der erwartete Nutzen der Optionen ist EU(d1)≈580,38 und EU(d2)≈585,35.
Die sich dann für das verwendete Wahrscheinlichkeitsmodell ergebenden Informati-
onswerte sind:
Variable X2 X4 S4 Σ
Wert 4,967 16,516 11,065 54,516
Das erwartungskonforme Berechnungsergebnis für die Front lautet:
K X2, X4, X5, X7, X10, S4
K? X2, X4
VF (X4;16,516− 5), (X2; 4,967)
VF ′ (X4; 16,516− 5), (S4; 11,065), (X2; 4,967)
Somit wurden alle wertvollen Variablen erkannt, die nicht durch andere paarweise
d-separiert werden. D-separiert werden hingegen S4, X5, X7 und X10 (alle durch
X4). Die initiale Front wird wegen der Observationskosten für die nach Bruttowert
wertvollste Variable X4 korrekt um S4 und X5 erweitert. Für X5 wird jedoch ein
neutraler Informationswert festgestellt und die Variable deshalb ausgeschlossen. Als
wertvollste Einzelinformation (nach Nettowert) wurde X4 korrekt erkannt.
Beispiel 4d. In diesem Beispiel wird die Evidenzsituation e = {S4=s4a} unter-
sucht. Der erwartete Nutzen der Optionen ist EU(d1)≈488,56 und EU(d2)≈477,39.
Die sich dann für das verwendete Wahrscheinlichkeitsmodell ergebenden Informati-
onswerte sind:
Variable X2 X4 X6 X7 Σ
Wert 11,169 3,106 6,555 5,7 · 10−14 44,705
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Das erwartungskonforme Berechnungsergebnis für die Front lautet:
K X2, X4, X10, X5, X6, X7, X9, X8, Y2, S8
K? X2, X4
VF (X2;11,169), (X6; 6,555), (X7; 5,7 · 10−14), (X4; 3,106− 5)
VF ′ (X2; 11,169), (X6; 6,555), (X7; 5,7 · 10−14)
Somit wurden alle wertvollen Variablen erkannt, die nicht durch andere paarweise
d-separiert werden. D-separiert werden hingegen Y3, S8, X9 und X8 (alle durch X4)
sowie Y2 (durch X6) und X10 (durch X5). X4 wird wegen seines negativen Nettowerts
aus der finalen Front ausgeschlossen. Eine Erweiterung geschieht nicht, da für die
wertvollste Variable keine Kosten anfallen. Als wertvollste Einzelinformation wurde
X2 korrekt erkannt.
Beispiel 4e. In diesem Beispiel wird die Evidenzsituation e = {X4=x4a,X6=false}
untersucht. Hierdurch werden weite Teile des Netzes vom Nutzenknoten d-separiert.
Der erwartete Nutzen der Optionen ist EU(d1)=501,25 und EU(d2)≈453,75. Die sich
dann für das verwendete Wahrscheinlichkeitsmodell ergebenden Informationswerte
sind:
Variable X2 Σ
Wert 47,5 47,5
Das erwartungskonforme Berechnungsergebnis für die Front lautet:
K X2
VF (X2; 47,5)
Somit wurde die einzige wertvolle Variable erkannt. Eine Analyse der paarweisen
d-Separation oder eine Erweiterung der Front erübrigen sich. Als wertvollste Einzel-
information wird X2 korrekt erkannt.
7.2.3 Informationsbeschaffung
Die Tests zur Funktionsfähigkeit der Informationsbeschaffung überprüfen im Wesent-
lichen, ob die Informationswertfront zum Zweck der iterativen Beschaffung eingesetzt
werden kann. Als Ausgangssituation wird jeweils das entsprechend benannte Beispiel
im vorherigen Abschnitt verwendet. Das heißt, die Evidenzsituation und damit die
Informationsfront sind identisch. Die Implementierung in InfAcquisition erzeugt
eine Instanz der Front und akquiriert die dort ermittelte wertvollste Information. Für
die Tests wird dazu der Evidenzsimulator eingesetzt. Im Anschluss wird die Evidenz
in die Front eingepflegt und diese aktualisiert. Die danach als wertvollste Information
erkannte Größe wird wieder mit Hilfe des Evidenzsimulators beschafft. Die Informati-
onsbeschaffung terminiert, sobald keine wertvolle Information mehr verfügbar ist oder
als weiteres Abbruchkriterium eine festgelegte Zeitspanne abgelaufen ist.
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Informationsbeschaffung (DN1)
Für Entscheidungsnetz DN1 werden die obigen Beispiele 1a und 1b fortgeführt. Als
maximale Akquisitionszeit werden jeweils 50ms festgelegt.
Beispiel 1a. In diesem Beispiel liegt keine Evidenz vor. Die Schritte der Informa-
tionsbeschaffung sind:
1. Erstellung der ersten Front:
VF = {(X2; 7,864), (X1; 6,324), (X3; 0,97), (X4; 3,6 · 10−15)}
2. Beschaffung von X2, so dass e = {X2=x2a}
3. Adaption der Front mit
(a) Kandidaten K = {X1, X3, X4} und K? = {X1}
(b) und Front VFe = {}
Das heißt, die Akquisition terminiert, da keine weitere wertvolle Information mehr
verfügbar ist. Zwar beeinflusst X1 noch den erwarteten Nutzen, aber die beste Aktion
(d2) bleibt davon unberührt. Der Wert von X1 ist daher neutral (vgl. Theorem 3).
Beispiel 1b. In diesem Beispiel liegt als Evidenz e = {X3=x3a} vor. Die Schritte
der Informationsbeschaffung sind:
1. Erstellung der ersten Front:
VFe = {(X2; 5,961), (X1; 5,3), (X4; 3,6 · 10−15), (X6; 7,1 · 10−15)}
2. Beschaffung von X2, so dass e = {X3=x3a,X2=x2b}
3. Adaption der Front mit
(a) Kandidaten K = {X1, X4, X5} und K? = {X1}
(b) und Front VFe = {(X1; 5,63)}
4. Beschaffung von X1, so dass e = {X3=x3a,X2=x2b,X1=x1a}
5. Adaption der Front (leer)
Das heißt, die Akquisition beschafft iterativ zwei relevante Informationen, bis keine
weitere wertvolle Information mehr verfügbar ist.
Informationsbeschaffung (DN2)
Für Entscheidungsnetz DN2 werden die obigen Beispiele 2a und 2b fortgeführt. Als
maximale Akquisitionszeit werden jeweils 50ms festgelegt.
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Beispiel 2a. In diesem Beispiel liegt keine Evidenz vor. Die Schritte der Informa-
tionsbeschaffung sind:
1. Erstellung der ersten Front: VF = {(X2; 5,97), (X1; 5,58)}
2. Beschaffung von X2, so dass e = {X2=x2b}
3. Adaption der Front mit
(a) Kandidaten K = {X1} und K? = {X1}
(b) und Front VFe = {(X1, 3,88)}
4. Beschaffung von X1, so dass e = {X2=x2b,X1=x1a}
5. Adaption der Front (leer)
Das heißt, die Akquisition beschafft iterativ zwei relevante Informationen, bis keine
weitere wertvolle Information mehr verfügbar ist.
Beispiel 2b. In diesem Beispiel liegt als Evidenz e = {X4=x4a,X6=x6a} vor. Die
Schritte der Informationsbeschaffung sind:
1. Erstellung der ersten Front: VFe = {(X2; 7,8), (X1; 4,8)}
2. Beschaffung von X2, so dass e = {X4=x4a,X6=x6a,X2=x2b}
3. Adaption der Front mit
(a) Kandidaten K = {X1, X3, X5} und K? = {X1}
(b) und Front VFe = {(X1; 4,0)}
4. Beschaffung von X1, so dass e = {X4=x4a,X6=x6a,X2=x2b,X1=x1a}
5. Adaption der Front (leer)
Das heißt, die Akquisition beschafft iterativ zwei relevante Informationen, bis keine
weitere wertvolle Information mehr verfügbar ist.
Informationsbeschaffung (DN4)
Für Entscheidungsnetz DN4 werden die obigen Beispiele 4a bis 4e fortgeführt. Falls
nicht anders angegeben, werden als maximale Akquisitionszeit jeweils 50ms festgelegt.
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Beispiel 4a. In diesem Beispiel liegt keine Evidenz vor. Die Schritte der Informa-
tionsbeschaffung sind:
1. Erstellung der ersten Front: VF = {(X2; 4,5125), (S4; 3,814), (X4; 6,0933− 5),
(X5; 1,14 · 10−13), (X6; 1,14 · 10−13)}
2. Beschaffung von X2, so dass e = {X2=true}
3. Adaption der Front mit
(a) Kandidaten K = {S4, X4, X5, X6, X10, Y2} und K? = {X4, X5, X6}
(b) und Front VFe = {(S4, 7,63), (X4, 12,19− 5)}
4. Beschaffung von S4, so dass e = {X2=true, S4=x4a}
5. Adaption der Front mit
(a) Kandidaten K = {X4} und K? = {X4}
(b) und Front VFe = {(X4, 6,21− 5)}
6. Beschaffung von X4, so dass e = {X2=true, S4=x4a,X4=x4c}
7. Adaption der Front (leer)
Die Akquisition beschafft somit innerhalb der vorgegebenen Zeit iterativ drei Informa-
tionen, bis keine weitere wertvolle Information mehr verfügbar ist. In diesem Beispiel
ergibt sich der interessante Fall, dass einerseits der Sensorknoten vor der eigentlich
Größe X4 bevorzugt wird und andererseits trotzdem im Anschluss X4 akquiriert wird.
Das heißt, die myopische Beschaffung von S4 war im Nachhinein nutzlos. Insbesondere
ist auch zu bemerken, dass die Sensorschätzung durch S4 (x4a) nicht dem tatsächli-
chen Wert von X4 (x4c) entspricht.
Beispiel 4b. In diesem Beispiel liegt als Evidenz e = {X3=false} vor. Da in die-
sem Fall keine wertvollen Variablen vorliegen (vgl. Beispiel 4b oben), terminiert die
Informationsbeschaffung sofort nach Erstellung der Informationswertfront.
Beispiel 4c. In diesem Beispiel liegt als Evidenz e = {X6=false} vor. Die Schritte
der Informationsbeschaffung sind:
1. Erstellung der ersten Front: VFe = {(X4; 16,516− 5), (S4; 11,065), (X2; 4,967)}
2. Beschaffung von X4, so dass e = {X4=x4c,X6=false}
3. Adaption der Front mit
(a) Kandidaten K = {X2} und K? = {X2}
(b) und Front VFe = {(X2; 38,0)}
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4. Beschaffung von X2, so dass e = {X4=x4c,X6=false, X2=false}
5. Adaption der Front (leer)
Die Akquisition beschafft somit innerhalb der vorgegebenen Zeit iterativ zwei Infor-
mationen, bis keine weitere wertvolle Information mehr verfügbar ist.
Beispiel 4d. In diesem Beispiel liegt als Evidenz e = {S4=x4a} vor. Die Schritte
der Informationsbeschaffung sind:
1. Erstellung der ersten Front:
VFe = {(X2; 11,169), (X6; 6,555), (X7; 5,7 · 10−14)}
2. Beschaffung von X2, so dass e = {S4=x4a,X2=true}
3. Adaption der Front mit
(a) Kandidaten K = {X4, X6, X7, Y2} und K? = {X4, X6, X7}
(b) und Front VFe = {(X6; 13,11), (X4; 6,21− 5)}
4. Beschaffung von X6, so dass e = {S4=x4a,X2=true, X6=false}
5. Adaption der Front mit
(a) Kandidaten K = {X4} und K? = {X4}
(b) und Front VFe = {(X4; 12,51− 5)}
6. Beschaffung von X4, so dass e = {S4=x4a,X2=true, X6=false, X4=x4c}
7. Adaption der Front (leer)
Die Akquisition beschafft somit innerhalb der vorgegebenen Zeit iterativ drei Infor-
mationen, bis keine weitere wertvolle Information mehr verfügbar ist.
Beispiel 4e. In diesem Beispiel liegt als Evidenz e = {X4=x4a,X6=false} vor. Die
Schritte der Informationsbeschaffung sind:
1. Erstellung der ersten Front: VFe = {(X2; 47,5)}
2. Beschaffung von X2, so dass e = {X4=x4a,X6=false, X2=true}
3. Adaption der Front (leer)
Die Akquisition beschafft somit nur eine Information, da hiermit der Informationswert
bereits maximiert wird.
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Beispiel 4f. In diesem Beispiel liegt (wie in Beispiel 4d) als Evidenz e = {S4=x4a}
vor. Als maximale Akquisitionszeit werden jedoch nur 20ms statt 50ms festgelegt.
Die Schritte der Informationsbeschaffung sind:
1. Erstellung der ersten Front:
VFe = {(X2; 11,169), (X6; 6,555), (X7; 5,7 · 10−14)}
2. Beschaffung von X2, so dass e = {S4=x4a,X2=true}
3. Adaption der Front mit
(a) Kandidaten K = {X4, X6, X7, Y2} und K? = {X4, X6, X7}
(b) und Front VFe = {(X6; 13,11), (X4; 6,21− 5)}
4. Beschaffung von X6, so dass e = {S4=x4a,X2=true, X6=false}
5. Abbruch vor Adaption der Front wegen Überschreitung der Zeitgrenze.
Damit werden abweichend von Beispiel 4d nur zwei statt drei Informationen beschafft.
Wegen Verletzung der vorgegebenen Zeitgrenze wird der Akquisitionsprozess vorzeitig
abgebrochen.
7.3 Evaluation der Laufzeitperformanz
In diesem Abschnitt wird die Informationsbeschaffung mit NeatSmile bezüglich Lauf-
zeitverhalten an beispielhaften Entscheidungsnetzen evaluiert, die sich insbesondere
in der Anzahl der enthaltenen Variablenknoten unterscheiden. Gesondert betrachtet
werden dabei als Schritte die strukturelle Analyse stochastischer Abhängigkeiten, die
Berechnung des Informationswerts, die Konstruktion der Informationswertfront und
schließlich die eigentliche Informationsbeschaffung.
In den jeweiligen Schritten werden folgende Entscheidungsnetze verarbeitet: Als mit-
telgroßes Beispiel mit 17 Knoten wird das Entscheidungsnetz DN4 aus Abbildung
7.10 untersucht. Zusätzlich werden größere Entscheidungsnetzwerke mit 54 (DN5)
bzw. 202 (DN6) Knoten betrachtet.
Testplattform
Alle folgenden Tests wurden mit der Java-Laufzeitumgebung von Oracle in der Ver-
sion 1.6.0_23 (Standard Edition) ausgeführt. Als Rechnerplattform dienten folgende
Systeme:
P1 Laptop-Computer mit einem Zweikern-Prozessor von Intel (Modell Core i7
M620), 2,67GHz konstante Taktfrequenz, 4GB Arbeitsspeicher, Betriebssystem
Microsoft Windows 7 Professional (64 bit).
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P2 Server mit 8 Zweikern-Prozessoren von AMD (Modell Opteron 8218), 2,6GHz
konstante Taktfrequenz, 64GB Arbeitsspeicher, Betriebssystem Debian Linux
mit Kernelversion 2.6.26 (64 bit).
Das System P2 diente ausschließlich als Plattform für die Ausführung der parallelen
Variante des Bayes-Ball-Algorithmus. Wenn nicht anders angegeben, wurde für alle
Tests Plattform P1 verwendet.
Statistik
Alle Laufzeittests wurden vielfach wiederholt, um Messschwankungen durch Hinter-
grunddienste auszugleichen und bei Stichprobentests den Problemraum hinreichend
abzudecken. Unterschiedene Testgruppen werden jeweils für den durchgeführten Test
angegeben. Für jede Testgruppe werden der empirische Mittelwert der Berechnungs-
zeit (t¯), das Konfidenzintervall des Mittelwerts (nach t-Test), der Median (t˜), das
Konfidenzintervall des Medians (nach Wilcoxon-Rangsummentest) und die inferenz-
statistische Standardabweichung der Berechnungszeit (σˆ(t)), angegeben.
Die Mittelwertabweichung zwischen den (unabhängigen) Testgruppen wird jeweils
durch einen Welch-Test und das entsprechende Konfidenzintervall überprüft. Für die
Schätzung der Medianabweichung wird der U-Test (Wilcoxon-Mann-Whitney-Test)
verwendet. T-Test und Welch-Test basieren auf einer Normalverteilungsannahme für
die betrachteten Daten. Der U-Test nimmt die Gleichförmigkeit der verglichenen Ver-
teilungen bei potentieller Medianverschiebung an. Da diese Annahmen nicht bei jeder
der folgenden Testanwendung erfüllt sind, sind die Resultate streng genommen nur
bedingt verlässlich. Dennoch gelten die Verfahren als hinreichend robust, um die jewei-
ligen Schlussfolgerungen zu ziehen (vgl. Blair und Higgins, 1980; Fay und Proschan,
2010) – insbesondere wenn das Signifikanzniveau niedrig ist. Darüber hinaus ist der
Stichprobenmittelwert bereits ein sehr guter Schätzer für den Populationsmittelwert,
so dass das Ergebnis eines Signifikanztests in den hier gegebenen Fällen oft bereits
auf der Hand liegt.
Alle im Folgenden angegebenen Konfidenzintervalle haben das Konfidenzniveau 0,99.
Der p-Wert zur Angabe des statistischen Signifikanzniveaus ist wegen der großen
Anzahl Messungen, falls nicht anders angegeben, bei allen Signifikanztests nahe 0
(< 2.2 · 10−16) und damit äußerst belastbar. Alle statistischen Auswertungen wurden
mit Hilfe der frei verfügbaren Statistik-Software R durchgeführt.
7.3.1 Analyse stochastischer Abhängigkeiten
Die Analyse stochastischer Abhängigkeiten basiert auf der Implementierung des ange-
passten Bayes-Ball-Algorithmus (Algorithmus 2) in der Klasse StructuralAnalysis.
Im Folgenden wird zur Überprüfung der Laufzeiteigenschaften die sequentielle Va-
riante in allen vier Bayes-Ball-Modi ausgeführt. Als Referenzknoten der Tests dient
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Gruppe Anzahl t¯ µˆ(t) t˜ µˆ1/2(t) σˆ(t)
T0 4K 31,7 [30,2;33,1] 26,9 [28,7;30,0] 35,6
T1 64K 24,1 [23,9:24,2] 24,3 [24,3;24,3] 14,0
T2 960K 21,1 [21,0;21,1] 22,7 [21,9;21,9] 14,2
Tabelle 7.1: Deskriptive Statistik und Intervallschätzung über die Berech-
nungszeit t für den Bayes-Ball-Algorithmus mit DN4 (alle Zeitangaben in
Mikrosekunden).
jeweils der für den Informationswert entscheidende Nutzenknoten. Die Testgruppen
werden hier nach Anzahl vorliegender Evidenzen unterschieden, da sich dies deutlich
auf die Geschwindigkeit auswirken sollte. Die Testgruppe ohne Evidenzen wird im
Folgenden mit T0 bezeichnet; die anderen beiden Gruppen entsprechend mit T1 (eine
Evidenz) bzw. T2 (zwei Evidenzen). Es werden alle möglichen Evidenzkombinationen
in den Datensatz einbezogen.5
Analyse stochastischer Abhängigkeiten in Netz DN4
Die Stichprobe für dieses Netz umfasst mehr als eine Million Messungen. Tabelle 7.1
zeigt die deskriptive Statistik für die Testgruppen. Danach benötigt eine Ausführung
des Bayes-Ball-Algorithmus ohne Evidenz (T0) im Mittel 31,7µs (Median 26,9), wäh-
rend sie mit einer Evidenz (T1) 24,1µs (Median 24,3) und mit zwei Evidenzen (T2)
nur 21,1µs (Median 22,7) dauert. Der teilweise große Unterschied zwischen Medi-
an und Mittelwert deutet hier auf einseitige Ausreißer hin. Bei allen Testgruppen
weichen, wohl durch Thread-Unterbrechung, einige wenige Messpunkte deutlich nach
oben ab (Maximum bei 17,9µs). Bei den Testgruppen T1 und T2 ergeben sich für
einige Evidenzvariablen6 überdies besonders kurze Berechnungszeiten, durch die eine
Normalverteilung aufgebrochen wird.
Aus den Tests ergibt sich ein statistisch signifikanter Laufzeitunterschied zwischen
den Testgruppen (vgl. Tabelle 7.2). Dieser beträgt nach nach Median 3,4 bis 3,9µs
und Mittelwert 3,4 bis 3,9µs zwischen T0 und T1. Damit ergibt sich in Bezug auf
den Mittelwert von T0 eine Geschwindigkeitssteigerung zwischen 10,7 und 12,3% von
T0 zu T1. Im Vergleich von T0 zu T2 liegt der Median-Unterschied zwischen 6,5 und
6,9µs und für den Mittelwert bei 9,2 bis 12,1µs. In Bezug auf den Mittelwert von
T0 entspricht das einer Geschwindigkeitssteigerung zwischen 20,5 und 21,8% von T0
zu T2. T1 und T2 differieren im Median laut Konfidenzintervall um genau 1,9µs und
im Mittelwert zwischen 2,8 und 3,1µs. Damit ergibt sich in Bezug auf den Mittelwert
von T1 eine Geschwindigkeitssteigerung zwischen 11,6 und 12,9% von T1 zu T2.
Der Vergleich der Bayes-Ball-Modi über alle obigen Testgruppen (T0, T1, T2) ist in
5Dies bezieht sich nicht auf Belegungskombinationen für Evidenzen, da diese für die Analyse mit
Bayes-Ball keine Bedeutung haben.
6Jene Variablen, die durch ihre Nähe zum Referenzknoten U als Evidenzen den Suchraum stark
beschränken
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Gruppe ∆µˆ(t) : T0 ∆µˆ(t) : T1 ∆µˆ(t) : T2
T0 – [3,4;3,9] [9,2;12,1]
T1 [-3,9;-3,4] – [2,8;3,1]
T2 [-12,1;-9,2] [-3,1;-2,8] –
Tabelle 7.2: 99 %-Konfidenzintervalle über Mittelwert-Unterschiede in der
Berechnungszeit t zwischen den Testgruppen mit Entscheidungsnetz DN4
(alle Zeitangaben in Mikrosekunden).
Modus ∆µˆ(t) : M1 ∆µˆ(t) : M2 ∆µˆ(t) : M3 ∆µˆ(t) : M4
Irrelevant (M1) – [2,7;2,9] [2,3;2,5] [2,6;2,8]
RelevantObs (M2) [-2,9;-2,7] – [-0,4;-0,2] [-0,2;0,0]
Requisite (M3) [-2,5;-2,3] [0,2;0,4] – [0,1;0,3]
Sensitive (M4) [-2,8;-2,6] [0,0;0,2] [-0,3;-0,1] –
Tabelle 7.3: 99%-Konfidenzintervalle über Mittelwert-Unterschiede in der
Berechnungszeit t abhängig vom Bayes-Ball-Modus mit Entscheidungsnetz
DN4 (alle Zeitangaben in Mikrosekunden).
Tabelle 7.3 aufgeführt. Im Vergleich der Modi Irrelevant und Sensitive zeigt sich ei-
ne Medianabweichung zwischen 2,3 und 2,7µs und zwischen 2,6 und 2,8µs für den
Mittelwert. Dieser Unterschied begründet sich durch die etwas aufwendigeren Opera-
tionen zum Bilden der Ergebnismenge, da im Modus Irrelevant alle nicht besuchten
Knoten hinzugefügt werden müssen. Im Mittelwert von Modus RelevantObs und Sen-
sitive kann hingegen kein bedeutender Unterschied festgestellt werden (zwischen -0,2
und 0,0µs, p-Wert 0,01356). Auch die feststellbare Medianabweichung ist nur im Na-
nosekundenbereich (zwischen -6,1 und -3,8 ns, p-Wert 0,01356). Dies entspricht der
Erwartung, da der Algorithmus der selbe ist.
Analyse stochastischer Abhängigkeiten in Netz DN6
Die Stichprobe für das Netz DN6 mit 202 Knoten umfasst ca. 1,7 Millionen Messun-
gen. Tabelle 7.4 zeigt die deskriptive Statistik für die Testgruppen T0, T1 und T2
Danach benötigt eine Ausführung des Bayes-Ball-Algorithmus ohne Evidenz (T0) im
Mittel 126,4µs (Median 120,5), während sie mit einer Evidenz (T1) 125,7µs (Median
120,9) und mit zwei Evidenzen (T2) 121,9µs (Median 120,1) dauert. Der Unterschied
zwischen Median und Mittelwert deutet, wie bei DN4, wieder auf nicht normalver-
teilte Stichproben mit Ausreißern hin, die insbesondere durch Thread-Unterbrechung
begründet sind. Bei den Testgruppen mit Evidenz kommt hinzu, dass nur einige Evi-
denzen den Suchraum stärker einschränken als andere. Dies zeigt sich auch in der
größeren Standardabweichung.
Aus den Tests ergibt sich ein statistisch signifikanter Laufzeitunterschied zwischen
den Testgruppen, der allerdings gering ausfällt (vgl. Tabelle 7.5). Darüber hinaus
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Gruppe Anzahl t¯ µˆ(t) t˜ µˆ1/2(t) σˆ(t)
T0 600K 126,4 [126,3;126,5] 120,5 [124,3;124,4] 20,8
T1 603K 125,7 [125,6;125,8] 120,9 [124,4;124,4] 27,7
T2 500K 121,9 [121,8;122,0] 120,1 [120,1;120,3] 32,4
Tabelle 7.4: Deskriptive Statistik und Intervallschätzung über die Berech-
nungszeit t für den Bayes-Ball-Algorithmus mit DN6 (alle Zeitangaben in
Mikrosekunden).
Gruppe ∆µˆ(t) : T0 ∆µˆ(t) : T1 ∆µˆ(t) : T2
T0 – [0,56;0,79] [4,33;4,61]
T1 [-0,79;-0,56] – [3,65;3,95]
T2 [-4,61;-4,33] [-3,95;-3,65] –
Tabelle 7.5: 99 %-Konfidenzintervalle über Mittelwert-Unterschiede in der
Berechnungszeit t zwischen den Testgruppen mit Entscheidungsnetz DN6
(alle Zeitangaben in Mikrosekunden).
unterscheiden sich die Ergebnisse teilweise für Median und Mittelwert. Der Median-
unterschied für T0 und T1 beträgt nur 0,77µs zugunsten von T0. Die Mittelwertab-
weichung ist hingegen 0,56 bis 0,79µs zugunsten von T1. Im Vergleich von T0 zu T2
liegt der Medianunterschied bei 0,77µs und für den Mittelwert bei 4,33 bis 4,61µs. In
Bezug auf den Mittelwert von T0 benötigt T2 damit ca. 96% der Laufzeit. T1 und T2
differieren im Median laut Konfidenzintervall um 1,54µs und im Mittelwert zwischen
3,65 und 3,95µs. In Bezug auf den Mittelwert von T1 benötigt T2 damit ca. 97% der
Laufzeit, während die relative Medianabweichung zu vernachlässigen ist. Der geringe
Laufzeitunterschied ist in Anbetracht der großen Anzahl Knoten nicht überraschend,
da durch eine oder zwei Evidenzen (d. h., nur 0,5 bis 1% der Variablenbelegungen
sind bekannt) im Allgemeinen nur kleine Teile des Netzes d-separiert werden.
Der Vergleich der Bayes-Ball-Modi über alle obigen Testgruppen ist für den Mittelwert
in Tabelle 7.6 aufgeführt. Im Vergleich der Modi Irrelevant (M1) und Sensitive (M4)
zeigt sich eine inferenzstatistische Medianabweichung von 21,6µs bzw. 21,8 bis 22,1µs
für den Mittelwert. Danach ist die Berechnung des Modus Sensitive bzgl. Median etwa
15% schneller. Auch die Modi RelevantObs (M2) und Requisite (M3) sind signifikant
schneller als M1. Zwischen den Modi Sensitive (M4) und RelevantObs (M2) kann
hingegen nur ein geringer Unterschied festgestellt werden: zwischen 3,5 und 3,8µs im
Mittelwert sowie 3,5µs im Median. Für die Modi Requisite (M3) und Sensitive (M4)
ist kein Unterschied nachweisbar.
Parallele Berechnung. Zusätzlich zur sequentiellen Ausführung des Algorithmus
wurde in der Klasse StructuralAnalysis von NeatSmile eine parallele Variante im-
plementiert (vgl. auch Abschnitt 6.4.2). Dabei werden Knotenexpansionen im Such-
raum des Bayes-Ball-Algorithmus als parallel ausgeführte Arbeitsschritte behandelt,
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Modus ∆µˆ(t) : M1 ∆µˆ(t) : M2 ∆µˆ(t) : M3 ∆µˆ(t) : M4
M1 – [25,43;25,71] [21,77;22,06] [21,77;22,06]
M2 [-25,71;-25,43] – [-3,80;-3,52] [-3,80;-3,52]
M3 [-22,06;-21,77] [3,52;3,80] – [-0,14;0,14]
M4 [-22,06;-21,77] [3,52;3,80] [-0,14;0,14] –
Tabelle 7.6: 99 %-Konfidenzintervalle über Mittelwert-Unterschiede in der
Berechnungszeit t abhängig vom Bayes-Ball-Modus mit Entscheidungsnetz
DN6 (alle Zeitangaben in Mikrosekunden).
Gruppe Anzahl t¯ µˆ(t) t˜ µˆ1/2(t) σˆ(t)
T0 400K 167,2 [166,8;167,6] 160,2 [163,8;164,6] 29,6
T1 603K 169,5 [169,3;169,7] 162,8 [165,7;165,9] 50,0
T2 500K 183,6 [183,4;183,8] 167,1 [172,1;172,3] 69,7
Tabelle 7.7: Deskriptive Statistik und Intervallschätzung über die Berech-
nungszeit t für den Bayes-Ball-Algorithmus mit DN6 bei paralleler Ausfüh-
rung auf Plattform P1 (alle Zeitangaben in Mikrosekunden).
so dass viele Prozessoren ausgenutzt werden können. Allerdings reduziert sich die da-
durch mögliche Geschwindigkeitssteigerung durch die nötige Synchronisierung bei der
Zusammenfassung der berechneten Ergebnisse (z. B. die Markierung der Knoten).
Zum Test des Laufzeitverhaltens werden die obigen Experimente mit den drei Evi-
denzgruppen wiederholt. Als Ausführungsplattform diente sowohl die Plattform P1
(zwei Prozessorkerne) als auch die Plattform P2 (16 Prozessorkerne). Die Stichprobe
für das Netz DN6 mit 202 Knoten für beide Plattform umfasst insgesamt ca. 2,8 Mil-
lionen Messungen. Tabelle 7.7 zeigt die deskriptive Statistik für die Testgruppen T0,
T1 und T2 auf Plattform P1. Für P1 zeigt sich eine deutlich längere Berechnungszeit
als in der sequentiellen Ausführung. So dauert für T2 die Analyse der strukturellen
Abhängigkeiten im Mittel 183,6µs. Sequentiell sind es hingegen nur 121,9µs.
Für die langsamere, aber massiv parallele Plattform P2 ist die parallele Analyse der
stochastischen Abhängigkeiten noch einmal wesentlich langsamer (siehe Tabelle 7.8).
Für T2 benötigt eine Berechnung im Mittel 410,9µs. Zur Einordnung dieses Wertes
bzgl. der Leistung der CPUs wurde die sequentielle Analyse auch auf Plattform P2
Gruppe Anzahl t¯ µˆ(t) t˜ µˆ1/2(t) σˆ(t)
T0 40K 401,2 [399,6;402,8] 362,6 [377,3;380,1] 123,8
T1 603K 407,2 [406,7;407,7] 381,1 [394,3;395,0] 147,2
T2 643K 410,9 [410,4;411,5] 385,0 [401,6;402,4] 174,5
Tabelle 7.8: Deskriptive Statistik und Intervallschätzung über die Berech-
nungszeit t für den Bayes-Ball-Algorithmus mit DN6 bei paralleler Ausfüh-
rung auf Plattform P2 (alle Zeitangaben in Mikrosekunden).
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getestet. Hierbei zeigte sich eine mittlere Berechnungszeit im Konfidenzinterall 212,2
bis 212,5µs für T2 .
Somit ist der zusätzliche Synchronisations- und Verwaltungsaufwand auf beiden Platt-
formen deutlich höher als der Parallelisierungsgewinn. Dies schließt aber nicht generell
aus, dass es eine parallele Implementierung geben kann, bei der der Parallelisierungs-
vorteil überwiegt.
7.3.2 Berechnung des Informationswerts
Die Berechnung des Informationswerts ist wegen der hohen Komplexität (vgl. Ab-
schnitt 5.2) hinsichtlich Laufzeit der relevanzbasierten Informationsbeschaffung ein
kritischer Teil der Implementierung. Aus diesem Grund werden hier Performanzmes-
sungen der Berechnung unternommen und sowohl für verschiedene Entscheidungsnet-
ze als auch verschiedene Algorithmen untersucht. Als Algorithmen zur Berechnung
werden zwei Implementierungen verwendet: Die Standardimplementierung der Biblio-
thek SMILE (I1 ) und eine optimierte Variante (I2 ), die für diese Arbeit entwickelt
wurde und redundante Posterior-Berechnungen vermeidet als auch Sonderfälle wie
entscheidungsabhängige Variablen (vgl. Theorem 7, S. 123) erkennt. Diese beiden Im-
plementierungen werden mit exakter probabilistischer Inferenz nach dem Verfahren
von Lauritzen und Spiegelhalter (1988) getestet. Für die großen Netze DN5 und DN6
wird zusätzlich das beste in SMILE implementierte approximative Verfahren nach
Yuan und Druzdzel (2003) evaluiert. Ein weiterer Untersuchungsgegenstand in allen
Netzen ist der Einfluss der Anzahl vorhandener Evidenzen auf die Laufzeit (vgl. Tests
in Abschnitt 7.3.1).
Für die Untersuchungen werden stochastisch mit dem Evidenzsimulator (siehe Ab-
schnitt 7.1.2) Entscheidungssituationen erzeugt und für die beiden Implementierungen
sowie alle unbekannten Zufallsgrößen im Netz getestet. Protokolliert werden jeweils
die Anzahl Evidenzen, die berechnete Variable und die Ausführungsdauer der betref-
fenden Informationswertberechnung. Die Ergebnisse der Informationswertberechnung
sind unabhängig von der Implementierung. Abweichungen entstehen höchstens durch
Rundungsfehler in Fließkommaberechnungen sowie durch unterschiedliche Stichpro-
ben im Fall approximativer Inferenzen.
Berechnung des Informationswerts in DN4
Die Stichprobe für dieses Netz umfasst insgesamt 552.000 Messungen für exakte In-
formationswertberechnungen für sechs nach Evidenzanzahl unterschiedenen Gruppen.
Abbildung 7.11 stellt die Ergebnisse der Testgruppen als Kastengrafik dar. Tabelle 7.9
zeigt die deskriptive Statistik. Danach dauert eine exakte Informationswertberechnung
für die SMILE-Implementierung (I1 ) im Mittel zwischen 0,818 und 0,851ms, betrach-
tet man die Extremwerte der Konfidenzintervalle aller Evidenzgruppen. Die Berech-
nung für die eigene Implementierung (I2 ) dauert über alle Evidenzkonfigurationen im
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Abbildung 7.11: Kastengrafik der Berechnungszeiten für den exakten In-
formationswert in DN4 nach Implementierung und Anzahl Evidenzen.
Mittel hingegen nur 0,175 bis 0,425ms. Dieser deutliche Unterschied wird durch einen
Signifikanztest zum Median-Vergleich beider Implementierungen bestätigt. Der infe-
renzstatistische Medianunterschied laut U-Test beträgt ca. 0,39ms. Danach benötigt
die eigene Implementierung gegenüber dem Gesamtmedian von I1 (0,80ms) nur 51%
der Zeit.
Ein verkürzender Einfluss zunehmender Evidenz auf die Berechnungszeit ist in beiden
Gruppen nur bedingt festzustellen. Eine Abnahme ist erkennbar, ist aber für I1 nur
sehr gering ausgeprägt. Ferner ist für I1 die Situation ohne Evidenz sogar schneller als
mit ein bis drei Evidenzen. Die geschätzte Medianabweichung der Situation mit keiner
oder fünf Evidenzen liegt für I1 nach statistischer Analyse bei nur 0,005 bis 0,024ms
zugunsten der Konfiguration mit zehn Evidenzen (p-Wert 3,145·10−7). Das heißt, die
Berechnung ohne Evidenz ist kaum langsamer. Für Implementierung I2 ergibt sich für
den Vergleich eine etwas höhere Medianabweichung von 0,344 bis 0,363ms zugunsten
der Konfiguration mit zehn Evidenzen.
Die Angabe der Berechnungszeiten in Millisekunden (für Informationswertberechnun-
gen) statt Mikrosekunden (für strukturelle Analysen) zeigt, wie aufwendig Informati-
onswertberechnungen sind. So dauert die Berechnung stochastischer Abhängigkeiten
für alle Variablen bei zwei Evidenzen in DN4 im Mittel 21,1µs im Vergleich zu im
Mittel 400µs für die Informationswertberechnung nur einer Variablen (für I2 ). Da-
mit dauert eine Informationswertberechnung um ca. Faktor 19 länger. Bei abzüglich
Evidenz maximal elf Zufallsgrößen mit berechenbarem Informationswert in DN4 be-
nötigt die vollständige Berechnung aller einzelnen Informationswerte danach 208 mal
mehr Zeit als die vollständige Berechnung aller stochastischen Abhängigkeiten. Dies
verdeutlicht die Wichtigkeit, Informationswertberechnungen durch vorherige graphen-
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Impl. #E Anzahl t¯ µˆ(t) t˜ µˆ1/2(t) σˆ(t)
I1 0 60K 0,836 [0,835;0,838] 0,873 [0,830;0,833] 0,141
1 56K 0,850 [0,848;0,851] 0,887 [0,841;0,844] 0,141
2 52K 0,850 [0,848;0,851] 0,828 [0,834;0,838] 0,139
3 48K 0,843 [0,842;0,845] 0,795 [0,830;0,832] 0,137
5 40K 0,830 [0,829;0,832] 0,755 [0,827;0,829] 0,129
10 20K 0,819 [0,818;0,821] 0,790 [0,792;0,793] 0,094
I2 0 60K 0,422 [0,419;0,425] 0,529 [0,519;0,521] 0,266
1 56K 0,409 [0,407;0,412] 0,529 [0,434;0,509] 0,270
2 52K 0,394 [0,391;0,397] 0,526 [0,362;0,366] 0,272
3 48K 0,378 [0,375;0,381] 0,511 [0,351;0,355] 0,275
5 40K 0,343 [0,339;0,347] 0,502 [0,297;0,331] 0,278
10 20K 0,179 [0,175;0,184] 0,002 [0,247;0,248] 0,254
Tabelle 7.9: Deskriptive Statistik und Intervallschätzung über die Berech-
nungszeit t für exakte Informationswerte in DN4 nach Implementierung
( Impl.) und Anzahl Evidenzen (#E) (Zeitangaben in Millisekunden).
theoretische Analysen zu vermeiden.
Berechnung des Informationswerts in DN5
Die Stichprobe für dieses Netz umfasst insgesamt 1,58 Millionen Messungen für exak-
te Informationswertberechnungen in neun Evidenzgruppen. Abbildung 7.12 stellt die
Ergebnisse der Testgruppen als Kastengrafik dar. Tabelle 7.10 zeigt die deskriptive
Statistik. Danach dauert eine exakte Informationswertberechnung für die SMILE-
Implementierung (I1 ) im Mittel zwischen 2,73 und 3,78ms, betrachtet man die Ex-
tremwerte der Konfidenzintervalle aller Evidenzgruppen. Die Berechnung für die eige-
ne Implementierung (I2 ) dauert über alle Evidenzkonfigurationen im Mittel hingegen
nur 1,25 bis 1,52ms. Der Unterschied zwischen I1 und I2 für die einzelnen Evidenz-
gruppen lässt sich wegen der präzisen Konfidenzintervalle leicht als deren Abweichung
ablesen. So beträgt z. B. der Medianunterschied beider Implementierungen bei Ent-
scheidungssituationen mit zehn Evidenzen laut U-Test 1,19 bis 1,21ms. Danach be-
nötigt die eigene Implementierung gegenüber I1 nur ca. 59% der Zeit.
Im Gegensatz zur schwachen Abnahme im Modell DN4, verlängert sich die Berech-
nungszeit bei zunehmender Evidenz für DN5 für I1 . Für I2 ist der Anstieg für den
Mittelwert nur bis fünf Evidenzen festzustellen. Die inferenzstatistische Medianabwei-
chung zeigt für I1 , dass bei keiner Evidenz die Berechnung um 0,55ms schneller ist
als bei Situationen mit 25 Evidenzen. Für Implementierung I2 ergibt sich für diesen
Vergleich nur eine Medianabweichung von 0,09ms zugunsten der Konfiguration oh-
ne Evidenz. Für 35 Evidenzen und I2 beträgt die Medianabweichung nur noch ca.
0,01ms zugunsten der Konfiguration ohne Evidenz. Betrachtet man jedoch den Mit-
telwert und dessen Abweichung mit Welch-Test, so ist die Situation mit 35 Evidenzen
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Abbildung 7.12: Kastengrafik der Berechnungszeiten für den exakten In-
formationswert in DN5 nach Implementierung und Anzahl Evidenzen.
Impl. #E Anzahl t¯ µˆ(t) t˜ µˆ1/2(t) σˆ(t)
I1 0 101K 2,74 [2,74;2,74] 2,72 [2,73;2,74] 0,23
1 99K 2,74 [2,73;2,74] 2,77 [2,77;2,77] 0,24
2 98K 2,74 [2,74;2,74] 2,80 [2,79;2,79] 0,26
3 112K 2,74 [2,74;2,74] 2,81 [2,78;2,79] 0,31
5 108K 2,76 [2,76;2,77] 2,86 [2,74;2,74] 0,33
10 194K 2,90 [2,90;2,90] 2,76 [2,89;2,89] 0,34
15 37K 3,04 [3,03;3,04] 2,89 [3,01;3,02] 0,35
25 27K 3,39 [3,39;3,40] 3,29 [3,31;3,32] 0,31
35 17K 3,77 [3,76;3,78] 3,70 [3,71;3,71] 0,27
I2 0 101K 1,46 [1,45;1,46] 1,53 [1,53;1,53] 0,44
1 99K 1,46 [1,46;1,47] 1,55 [1,55;1,55] 0,44
2 98K 1,47 [1,47;1,47] 1,56 [1,56;1,56] 0,45
3 112K 1,47 [1,47;1,47] 1,55 [1,56;1,56] 0,46
5 108K 1,48 [1,48;1,48] 1,57 [1,57;1,58] 0,47
10 194K 1,51 [1,51;1,52] 1,63 [1,63;1,63] 0,51
15 37K 1,49 [1,49;1,50] 1,63 [1,63;1,63] 0,54
25 27K 1,43 [1,42;1,44] 1,62 [1,62;1,62] 0,59
35 17K 1,26 [1,25;1,27] 1,54 [1,53;1,53] 0,65
Tabelle 7.10: Deskriptive Statistik und Intervallschätzung über die Be-
rechnungszeit t für exakte Informationswerte in DN5 nach Implementie-
rung ( Impl.) und Anzahl Evidenzen (#E) (Zeitangaben in Millisekunden).
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im Mittel 0,17 bis 0,21ms schneller als jene ohne Evidenz. Dies weist auf eine schiefe,
variablenabhängige Verteilung hin.
Als Erklärung für den steigenden Median kann angeführt werden, dass mehr Evidenz
zwar tendenziell Marginalisierungen in der probabilistischen Inferenz reduziert, aber
gleichzeitig auch zu einer Abweichung von der zur Optimierung kompilierten Netz-
struktur (Lauritzen und Spiegelhalter, 1988) führt. Ab einer gewissen Anzahl sollte
sich dieser Effekt ausgleichen, was für I2 auch zutrifft. Auffällig ist jedoch, dass die
SMILE-Implementierung selbst bei fast vollständig ausgeprägter Evidenz im Netz (35
Evidenzen) unerwartet länger für die Berechnung benötigt als alle anderen Konfigura-
tionen. Letztlich ist dies am ehesten durch eine schlechte Implementierung in SMILE
zu erklären.
Approximative Inferenz. Zusätzlich zu der exakten Inferenz wird im Folgenden
die approximative Inferenz für beide Implementierungen evaluiert. Als Stichproben-
größe werden, dem SMILE-Standardwert folgend, jeweils 1000 Beispiele verwendet.
Zusätzlich wird bei dieser Untersuchungen die Abweichung des approximativen vom
exakten Wert erhoben. Die inferenzstatistische Auswertung der erhobenen Daten zeigt
eine Erhöhung der Berechnungszeit für Situationen ohne Evidenz auf im Mittel 33,28
bis 33,41ms für I1 bzw. 3,31 bis 3,34ms für I2 .7 Die Laufzeiten bei mehr Evidenz
sind ähnlich hoch, reduzieren sich aber im Gegensatz zu Beobachtungen für exakte
Inferenz. Für Situationen mit zehn Evidenzen liegt die Berechnungszeit im Mittel bei
21,91 bis 22,12ms für I1 bzw. 2,72 bis 2,75ms für I2 . Damit ist für die gewählte
Stichprobengröße der Einsatz approximativer Inferenz eindeutig langsamer als exak-
te Inferenz und somit nicht sinnvoll. Ein sinnvoller Einsatz erforderte demnach eine
kleinere Stichprobe bei gleichzeitig sinkender Präzision der berechneten Informations-
werte.
Allerdings sind schon bei 1000 Beispielen deutliche Abweichungen vom exakten Wert
zu beobachten. Im inferenzstatistischen Mittel beträgt diese Abweichung zwischen
7,53 und 7,89 für I1 bzw. zwischen 6,78 und 7,13 für I2 . Der maximale Informati-
onswert im Netz ohne Evidenz beträgt 6,09. Die mittlere Abweichung in Verhältnis
gesetzt zu diesem Maximalwert beträgt demnach ca. 124 bis 130% für I1 bzw. 111
bis 117% für I2 – eine in der Regel nicht akzeptable Abweichung. Das Bild bei mehr
Evidenzen ist ähnlich: Im Mittel beträgt die Abweichung bei zehn Evidenzen 5,79 bis
6,15 für I1 und 3,61 bis 3,91 für I2 . Die Verwendung approximativer Inferenz nach
Yuan und Druzdzel (2003) zur Berechnung des Informationswerts scheint demnach
für dieses Netz nicht geeignet.
7Der deutliche Vorteile der eigenen Implementierung erklärt sich durch die effiziente Behandlung
der Sonderfälle, für die keine oder nur eingeschränkte Inferenz notwendig ist.
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Abbildung 7.13: Kastengrafik der Berechnungszeiten für den exakten In-
formationswert in DN6 nach Implementierung und Anzahl Evidenzen.
Berechnung des Informationswerts in DN6
Die Stichprobe für dieses Netz umfasst insgesamt ca. 1,09 Millionen Messungen für
exakte Informationswertberechnungen für acht Evidenzgrößen. Abbildung 7.13 stellt
die Ergebnisse der Testgruppen als Kastengrafik dar. Tabelle 7.11 zeigt die deskripti-
ve Statistik. Danach dauert eine exakte Informationswertberechnung für die SMILE-
Implementierung (I1 ) im Mittel zwischen 13,27 und 20,86ms, betrachtet man die
Extremwerte der Konfidenzintervalle aller betrachteten Evidenzgruppen. Die Berech-
nung für die eigene Implementierung (I2 ) dauert über diese Evidenzkonfigurationen
im Mittel hingegen nur 7,04 bis 8,88ms. Der Unterschied wird durch einen Signi-
fikanztest zum Median-Vergleich beider Implementierungen bestätigt. Der inferenz-
statistische Unterschied laut U-Test über alle Evidenzgruppen beträgt 6,3ms. Damit
benötigt die eigene Implementierung gegenüber dem Gesamtmedian von I1 (13,7ms)
nur 54% der Zeit.
Im Vergleich der Berechnungszeiten nach Evidenz zeigt sich eine stetige Verlängerung
bei zunehmender Evidenz für I1 , aber nur anfangs für I2 . Die inferenzstatistische
Medianabweichung der Berechnungszeit für Entscheidungssituationen ohne Evidenz
bzw. mit 25 Evidenzen zeigt, dass der erste Fall für I1 um 3,44 bis 3,47ms und für
I2 um 1,26ms schneller ist. Für I2 nimmt die mittlere Ausführungszeit jedoch ab 100
Evidenzen wieder ab und ist bei 150 schneller als bei Situationen ohne Evidenz (ca.
0,37ms im Median laut U-Test). Erst hier scheint demnach der geringere Marginal-
sierungsaufwand für die probabilistische Inferenz wirksam zu werden.
Approximative Inferenz. Zusätzlich zur exakten Inferenz wird im Folgenden die
approximative Inferenz für beide Implementierungen evaluiert. Als Stichprobengröße
werden wieder 1000 Beispiele verwendet. Die inferenzstatistische Auswertung der er-
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Impl. #E Anzahl t¯ µˆ(t) t˜ µˆ1/2(t) σˆ(t)
I1 0 120K 13,51 [13,49;13,53] 12,32 [13,52;13,66] 1,92
1 60K 13,29 [13,27;13,31] 12,27 [12,94;13,17] 1,72
2 59K 13,37 [13,35;13,39] 12,37 [13,05;13,26] 1,72
3 59K 13,44 [13,42;13,46] 12,46 [13,10;13,28] 1,70
5 59K 13,59 [13,57;13,61] 12,72 [13,15;13,24] 1,66
10 57K 14,34 [14,32;14,35] 13,59 [13,90;13,96] 1,63
25 53K 16,65 [16,63;16,67] 16,10 [16,31;16,34] 1,57
50 35K 20,83 [20,81;20,86] 20,47 [20,54;20,57] 1,42
100 30K 29,19 [29,17,29,10] 28,93 [28,98;29,01] 1,16
125 6K 32,87 [32,82;32,91] 32,66 [32,66;32,71] 1,26
150 3K 36,80 [36,74;36,86] 36,63 [36,58;36,66] 1,11
175 1K 40,74 [40,64;40,84] 40,44 [40,43;40,54] 1,11
I2 0 120K 7,06 [7,04;7,07] 7,08 [7,10;7,11] 1,08
1 60K 7,07 [7,06;7,08] 7,11 [7,13;7,13] 1,08
2 59K 7,12 [7,11;7,13] 7,15 [7,18;7,18] 1,09
3 59K 7,18 [7,16;7,19] 7,21 [7,24;7,24] 1,11
5 59K 7,27 [7,26;7,28] 7,30 [7,34;7,35] 1,13
10 57K 7,60 [7,59,7,61] 7,67 [7,69;7,69] 1,20
25 53K 8,29 [8,28;8,31] 8,39 [8,40;8,41] 1,35
50 35K 8,86 [8,84;8,88] 9,01 [9,02;9,03] 1,53
100 30K 8,35 [8,32;8,37] 8,59 [8,58;8,59] 1,68
125 6K 7,41 [7,36;7,47] 7,71 [7,70;7,71] 1,69
150 3K 6,35 [6,26;6,44] 6,73 [6,73;6,74] 1,74
175 1K 4,99 [4,81;5,17] 6,61 [5,61;5,62] 1,90
Tabelle 7.11: Deskriptive Statistik und Intervallschätzung über die Be-
rechnungszeit t für exakte Informationswerte in DN6 nach Implementie-
rung ( Impl.) und Anzahl Evidenzen (#E) (Zeitangaben in Millisekunden).
hobenen Daten zeigt eine Erhöhung der Berechnungszeit für Situationen ohne Evidenz
auf im Mittel 105,9 bis 106,6ms für I1 bzw. auf 8,90 bis 8,94ms für I2 . Die Laufzeiten
bei mehr Evidenz sind ähnlich hoch, reduzieren sich aber für I2 . Für Situationen mit
50 Evidenzen liegt die Berechnungszeit im Mittel bei 78,69 bis 79,35ms für I1 bzw.
10,31 bis 10,40ms für I2 . Damit ist in diesem Modell die Berechnungszeit der eigenen
Implementierung mit approximativer Inferenz nicht mehr wesentlich von der Zeit der
exakten Berechnung entfernt.
Bezüglich der Präzision der approximativen Berechnung ohne Evidenz ergibt sich ein
Konfidenzintervall der mittleren Abweichung vom exakten Wert von 7,23 bis 7,51 für
I1 bzw. 3,68 bis 3,90 für I2 . Der maximale Informationswert im Netz ohne Evidenz
beträgt 6,09. Die mittlere Abweichung in Verhältnis gesetzt zu diesem Maximalwert
beträgt demnach für I1 ca. 60 bis 64% und ist somit in der Regel außerhalb des
akzeptablen Rahmens. Das Bild bei mehr Evidenzen ist ähnlich: Im Mittel beträgt
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Abbildung 7.14: Kastengrafik der Berechnungszeiten für die Informati-
onswertfront in DN1 nach Anzahl Evidenzen.
die Abweichung bei 50 Evidenzen 7,56 bis 8,06 für I1 und 3,16 bis 3,51 für I2 . In
den folgenden Tests wird aufgrund der beobachteten Probleme mit approximativer
Inferenz wieder stets das exakte Verfahren nach Lauritzen und Spiegelhalter (1988)
angewandt. Dennoch ist natürlich nicht ausgeschlossen, dass das approximative Ver-
fahren für andere Modelle vorteilhafter ist.
7.3.3 Erzeugung der Informationswertfront
Für die Performanztests zur Ermittlung der Informationswertfront durch die Klas-
se InformationValueFront werden wieder die Entscheidungsnetze aus dem obigen
Abschnitt herangezogen. Zusätzlich wird das einfache Beispiel DN1 analysiert. Jedes
Netz wird mit zahlreichen Evidenzsituationen getestet, die stochastisch ausgewählt
werden. Dabei werden je Netz Konfigurationen mit keiner bis drei Evidenzen bzw.
maximal 50 Evidenzen (bei DN6) als Testgruppen untersucht.
Erzeugung der Informationswertfront für DN1
Die Stichprobe für dieses Netz umfasst 350.000 Messungen. Abbildung 7.14 stellt
die Ergebnisse der Testgruppen als Kastengrafik (Boxplot) dar. Tabelle 7.12 zeigt
die deskriptive Statistik. Danach benötigt die Erzeugung einer Informationswertfront
ohne Evidenz (T0) im Mittel 2,334ms (Median 2,306), während sie mit einer Evidenz
(T1) 1,396ms (Median 1,821), mit zwei Evidenzen (T2) nur 0,887ms (Median 0,716)
und mit drei Evidenzen (T3) 0,593ms (Median 0,406) dauert.
Auch hier zeigen sich wieder einige Ausreißerwerte, die durch den Vergleich mit identi-
schen Berechnungen auf Hintergrundprozesse zurückgeführt werden konnten. Darüber
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Gruppe Anzahl t¯ µˆ(t) t˜ µˆ1/2(t) σˆ(t)
T0 50K 2,333 [2, 332; 2, 335] 2,306 [2, 307; 2, 308] 0,110
T1 100K 1,396 [1, 391; 1, 402] 1,821 [1, 334; 1, 336] 0,710
T2 100K 0,887 [0, 887; 0, 891] 0,716 [0, 931; 0, 936] 0,590
T3 100K 0,593 [0, 590; 0, 597] 0,406 [0, 557; 0, 558] 0,427
Tabelle 7.12: Deskriptive Statistik und Intervallschätzung über die Be-
rechnungszeit t für die Informationswertfront in DN1 (alle Zeitangaben in
Millisekunden).
Gruppe ∆µˆ(t) : T0 ∆µˆ(t) : T1 ∆µˆ(t) : T2 ∆µˆ(t) : T3
T0 – [0, 93; 0, 94] [1, 44; 1, 45] [1, 74; 1, 74]
T1 [−0, 94;−0, 93] – [0, 51; 0, 52] [0, 82; 0, 82]
T2 [−1, 45;−1, 44] [−0, 52;−0, 51] – [0, 30; 0, 31]
T3 [−1, 74;−1, 74] [−0, 82;−0, 82] [−0, 31;−0, 30] –
Tabelle 7.13: 99%-Konfidenzintervalle über Mittelwert-Unterschiede in
der Berechnungszeit t zwischen den Testgruppen mit Entscheidungsnetz
DN1 (alle Zeitangaben in Millisekunden).
hinaus ist die Verteilung von T1 sehr uneinheitlich. Für die Evidenzvariablen X1, X2
und X4 ergeben sich signifikant kürzere Zeiten (Mittelwert 0,534ms) als für die ande-
ren Größen (Mittelwert 1,918ms). Dies ergibt sich aus der deutlichen Einschränkung
des Suchraums mit X1, X2 oder X4 als Separator.
Aus den Vergleichstests ergibt sich ein statistisch signifikanter Laufzeitunterschied
zwischen den Testgruppen (vgl. Tabelle 7.13). Je mehr Evidenzen vorliegen, desto
schneller terminiert der Algorithmus. Der Mittelwertunterschied für T0 und T1 be-
trägt danach ca. 0,93ms. Im Vergleich von T0 zu T2 liegt der Unterschied bei ca.
1,44ms zugunsten von T2. In Bezug auf den Mittelwert von T0 entspricht das einer
Geschwindigkeitssteigerung von ca. 62% von T0 zu T2. T1 und T2 differieren im
Mittelwert um mindestens 0,51ms. Damit ergibt sich in Bezug auf den Mittelwert
von T1 eine Geschwindigkeitssteigerung von ca. 36% von T1 zu T2.
Erzeugung der Informationswertfront für DN4
Die Stichprobe für dieses Netz umfasst 800.000 Messungen. Abbildung 7.15 stellt die
Ergebnisse der Testgruppen als Kastengrafik dar. Tabelle 7.14 zeigt die deskriptive
Statistik. Danach benötigt die Erzeugung einer Informationswertfront ohne Evidenz
(T0) im Mittel 3,847ms (Median 3,790), während sie mit einer Evidenz (T1) 3,085ms
(Median 3,264), mit zwei Evidenzen (T2) 2,526ms (Median 2,686) und mit drei Evi-
denzen (T3) 2,058ms (Median 2,028) dauert. Die mittlere Dauer in T3 entspräche
der Dauer von ca. 5,3 Informationswertberechnungen in der gleichen Evidenzkonfi-
guration (vgl. Tests für DN4 oben), obwohl elf mögliche Variablen berechnet werden
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Abbildung 7.15: Kastengrafik der Berechnungszeiten für die Informati-
onswertfront in DN4 nach Anzahl Evidenzen (ohne Anzeige der Ausreißer).
Gruppe Anzahl t¯ µˆ(t) t˜ µˆ1/2(t) σˆ(t)
T0 50K 3,847 [3, 845; 3, 849] 3,790 [3, 800; 3, 800] 0,170
T1 250K 3,085 [3, 081; 3, 089] 3,264 [3, 213; 3, 217] 0,842
T2 250K 2,526 [2, 521; 2, 531] 2,686 [2, 560; 2, 572] 0,961
T3 250K 2,058 [2, 053; 2, 063] 2,028 [2, 034; 2, 042] 0,944
Tabelle 7.14: Deskriptive Statistik und Intervallschätzung über die Be-
rechnungszeit t für die Informationswertfront in DN4 (alle Zeitangaben in
Millisekunden).
könnten. Dieses Beispiel zeigt, dass die Informationswertfront zu einer Laufzeitver-
kürzung gegenüber einer vollständigen Berechnung aller Informationswerte im Netz
führt.
Auch die Verteilung von T1 ist wieder stark variablen- und strukturabhängig. Für die
nutzenseparierende Variable X4 ergeben sich signifikant kürzere Zeiten (Mittelwert
1,153ms) als für die anderen Größen in T1 (Mittelwert 3,260ms). Damit wäre die
mittlere Berechnungszeit der Informationswertfront mit X4 als einziger Evidenz ca.
64,6% kürzer als für die anderen Fälle in T1.
Aus den Vergleichstests ergibt sich ein statistisch signifikanter Laufzeitunterschied
zwischen den Testgruppen (vgl. Tabelle 7.15). Je mehr Evidenzen vorliegen, desto
schneller terminiert der Algorithmus. Der Mittelwertunterschied für T0 und T1 be-
trägt danach ca. 0,76ms. Im Vergleich von T0 zu T3 liegt der Unterschied bei ca.
1,78ms zugunsten von T0. Danach benötigen die Berechnungen in T3 in Bezug auf
den Median von T0 nur ca. 53% der Zeit. T1 und T2 differieren im Mittelwert um
mindestens 0,55ms. Damit ergibt sich eine Geschwindigkeitssteigerung von 17,8% von
T1 zu T2.
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Gruppe ∆µˆ(t) : T0 ∆µˆ(t) : T1 ∆µˆ(t) : T2 ∆µˆ(t) : T3
T0 – [0, 76; 0, 77] [1, 32; 1, 33] [1, 78; 1, 79]
T1 [−0, 77;−0, 76] – [0, 55; 0, 57] [1, 02; 1, 03]
T2 [−1, 33;−1, 32] [−0, 57;−0, 55] – [0, 46; 0, 47]
T3 [−1, 79;−1, 78] [−1, 03;−1, 02] [−0, 47;−0, 46] –
Tabelle 7.15: 99%-Konfidenzintervalle über Mittelwert-Unterschiede in
der Berechnungszeit t zwischen den Testgruppen mit Entscheidungsnetz
DN4 (alle Zeitangaben in Millisekunden).
Da der oben beschriebene, relative Unterschied innerhalb der Testgruppe T1 bezüglich
Evidenzvariable X4 deutlich höher ausfällt, zeigt sich auch, dass weniger die Anzahl
Evidenzen als die konkrete Evidenzvariable die Dauer der Berechnungszeit beeinflusst.
So ist die mittlere Berechnungszeit mit zwei Evidenzen (2,526ms) auch länger als die
Berechnungszeit mit X4 als einziger Evidenz (1,153ms). Der Welch-Test zum Ver-
gleich aller Messungen ohne X4-Evidenz gegenüber derer mit X4-Evidenz ergibt einen
statistisch höchstsignifikanten Unterschied (p-Wert < 2, 2 · 10−16) mit einem Konfi-
denzintervall der Mittelwertabweichung von 1,949 bis 1,955ms für die Berechnung der
Informationswertfront. Der U-Test bestätigt dies durch eine geschätzte Medianabwei-
chung von 2,074 bis 2,079ms.
Erzeugung der Informationswertfront für DN5
Die Stichprobe für dieses Netz mit 54 Knoten umfasst 900.000 Messungen. Abbil-
dung 7.16 stellt die Ergebnisse der Testgruppen als Kastengrafik dar. Tabelle 7.16
zeigt die deskriptive Statistik in Zahlen. Danach benötigt die Erzeugung einer Infor-
mationswertfront ohne Evidenz (T0) im Mittel 12,69ms (Median 12,63), während sie
mit einer Evidenz (T1) 11,91ms (Median 12,40), mit zwei Evidenzen (T2) 11,22ms
(Median 12,10), mit drei Evidenzen (T3) 10,61ms (Median 11,82) und schließlich mit
fünf Evidenzen (T5) 9,58ms (Median 10,16) dauert.
Die deutliche Abweichung der Mittelwerte und Mediane weist auf eine nicht nor-
malverteilte Stichprobe mit starker struktureller Abhängigkeit bzgl. der konkreten
Gruppe Anzahl t¯ µˆ(t) t˜ µˆ1/2(t) σˆ(t)
T0 50K 12,69 [12, 69; 12, 70] 12,63 [12, 62; 12, 62] 0,37
T1 250K 11,91 [11, 90; 11, 92] 12,40 [12, 34; 12, 34] 1,60
T2 250K 11,22 [11, 20; 11, 23] 12,10 [11, 84; 11, 86] 2,09
T3 250K 10,61 [10, 59; 10, 62] 11,82 [10, 91; 10, 93] 2,43
T5 100K 9,58 [9, 55; 9, 60] 10,16 [9, 82; 9, 90] 2,84
Tabelle 7.16: Deskriptive Statistik und Intervallschätzung über die Be-
rechnungszeit t für die Informationswertfront in DN5 (alle Zeitangaben in
Millisekunden).
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Abbildung 7.16: Kastengrafik der Berechnungszeiten für die Informati-
onswertfront in DN5 nach Anzahl Evidenzen (ohne Anzeige der Ausreißer).
Gruppe ∆µˆ(t) : T0 ∆µˆ(t) : T1 ∆µˆ(t) : T2 ∆µˆ(t) : T3
T0 – [0, 77; 0, 79] [1, 47; 1, 49] [2, 07; 2, 10]
T1 [−0, 79;−0, 77] – [0, 68; 0, 71] [1, 29; 1, 32]
T2 [−1, 49;−1, 47] [−0, 71;−0, 68] – [0, 59; 0, 63]
T3 [−2, 10;−2, 07] [−1, 32;−1, 29] [−0, 63;−0, 59] –
Tabelle 7.17: 99%-Konfidenzintervalle über Mittelwert-Unterschiede in
der Berechnungszeit t zwischen den Testgruppen mit Entscheidungsnetz
DN5 (alle Zeitangaben in Millisekunden).
Evidenzvariablen hin (vgl. Diskussion für DN4). Für die im Netz stark nutzensepa-
rierende Variable P ergeben sich signifikant kürzere Zeiten (Mittelwert 4,76ms) als
für die anderen Größen in T1 (Mittelwert 12,06ms). Damit wäre die mittlere Berech-
nungszeit der Informationswertfront mit P als einziger Evidenz ca. 60,5% kürzer als
für die anderen Fälle in T1.
Aus den Vergleichstests zum Mittelwert ergibt sich ein statistisch signifikanter Lauf-
zeitunterschied zwischen den Testgruppen (vgl. Tabelle 7.17). Je mehr Evidenzen
vorliegen, desto schneller terminiert der Algorithmus. Allerdings fällt die relative Ver-
besserung deutlich geringer aus als bei DN4. Dies erklärt sich durch den im Mittel
verhältnismäßig geringen Einfluss weniger Evidenzen in einem großen Entscheidungs-
netz. Dieser Eindruck wird bestärkt durch die entsprechenden U-Tests für die Median-
abweichung der Testgruppen. Dennoch beträgt z. B. der inferenzstatistische Median-
unterschied zwischen T0 und T5 2,50 bis 2,60ms. Danach benötigen die Berechnungen
in T5 in Bezug auf den Median von T0 nur ca. 80% der Zeit.
210 Kapitel 7 – Implementierung und Evaluation
	




























       







Abbildung 7.17: Kastengrafik der Berechnungszeiten für die Informati-
onswertfront in DN6 nach Anzahl Evidenzen (ohne Anzeige der Ausreißer).
Erzeugung der Informationswertfront für DN6
Die Stichprobe für dieses Netz mit 202 Knoten umfasst 710.000 Messungen. Aufgrund
der Größe des Netzes werden als Testgruppen zusätzlich Evidenzsituationen mit 5
(T5), 10 (T10), 25 (T25) und 50 (T50) Evidenzen untersucht. Abbildung 7.17 stellt
die Ergebnisse der Testgruppen als Kastengrafik dar. Tabelle 7.18 zeigt die deskriptive
Statistik in Zahlen. Danach benötigt die Erzeugung einer Informationswertfront ohne
Evidenz (T0) im Mittel 50,88ms (Median 50,51), während sie mit einer Evidenz (T1)
49,44ms (Median 49,34), mit zwei Evidenzen (T2) 49,42ms (Median 50,32) und mit
drei Evidenzen (T3) 49,64ms (Median 50,81) dauert. Die zusätzlichen Testgruppen
legen nahe, dass bei zusätzlicher Evidenz die Ausführungszeit im Mittel abnimmt.
Eine deutliche Verbesserung zeigt sich in dem großen Netz aber erst ab 25 Eviden-
zen mit im Mittel 43,51ms (Median 46,69) und bei 50 Evidenzen mit im Mittel nur
34,27ms (Median 33,73). Im Gegensatz zu den bisherigen Messungen steigt allerdings
der Median mit zunehmender Evidenz in den Testgruppen T1 bis T10 erkennbar an
(Diskussion siehe unten). Die Statistik zeigt damit wieder die Effekte einer nicht nor-
malverteilten Stichprobe mit starker struktureller Abhängigkeit bzgl. der konkreten
Evidenzvariablen. Dies wird auch durch die steigenden Standardabweichungen bei
zunehmender Evidenz und die Kastengrafik bei 25 und 50 Evidenzen verdeutlicht.
Aus den Vergleichstests zum Mittelwert ergibt sich nicht zwischen allen Testgruppen
ein statistisch signifikanter Laufzeitunterschied (vgl. Tabelle 7.19). Wenn deutlich
mehr Evidenzen vorliegen, terminiert der Algorithmus aber signifikant schneller. Die
Verbesserung bei den Gruppen mit relativ zur Netzgröße wenigen Evidenzen fällt wie
erwartet gering aus und ist z. B. zwischen T1 und T2 statistisch nicht nachweisbar
oder im relativen Maßstab der Gesamtlaufzeit zu vernachlässigen (z. B. T1 zu T3
und T5). Bei Testgruppe T3 zeigt sich eine kleine Verlangsamung im Vergleich zu T1
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Gruppe Anzahl t¯ µˆ(t) t˜ µˆ1/2(t) σˆ(t)
T0 60K 50,88 [50, 87; 50, 89] 50,51 [50, 55; 50, 56] 1,06
T1 100K 49,44 [49, 41; 49, 47] 49,34 [49, 68; 49, 70] 3,75
T2 100K 49,42 [49, 48; 49, 46] 50,32 [50, 06; 50, 11] 5,12
T3 100K 49,64 [49, 59; 49, 69] 50,81 [50, 76; 50, 80] 6,26
T5 100K 48,97 [48, 91; 49, 04] 51,11 [50, 98; 51, 02] 7,84
T10 100K 48,66 [48, 57; 48, 75] 53,13 [51, 23; 51, 58] 10,90
T25 100K 43,51 [43, 38; 43, 63] 46,69 [44, 32; 44, 55] 15,33
T50 50K 34,27 [34, 07; 34, 46] 33,73 [33, 90; 34, 44] 17,13
Tabelle 7.18: Deskriptive Statistik und Intervallschätzung über die Be-
rechnungszeit t für die Informationswertfront in DN6 (alle Zeitangaben in
Millisekunden).
und T2, die sich noch deutlicher im Median zeigt. Dies kann entweder Messungenau-
igkeiten zugeschrieben werden oder durch Effekte der Informationswertberechnung
zu erklären sein. Letztere Vermutung wird durch die Performanztests zur Berechnung
des Informationswerts und die uneinheitliche Entwicklung von Mittelwert und Median
der Testgruppen bestärkt. Die Informationswertberechnungen können für bestimmte
Evidenzsituationen aufwendiger sein als für Situation ganz ohne Evidenz, für die das
kompilierte Netzmodell nach dem Ansatz von Lauritzen und Spiegelhalter (1988) opti-
miert ist (vgl. Abschnitt 7.3.2). Der starke Einfluss der Informationswertberechnungen
bestärkt umso mehr die Grundmotivation, effiziente strukturelle Berechnungen den
komplexen probabilistischen Inferenzen vorzuziehen.
7.3.4 Informationsbeschaffung
Für den Test der Laufzeitperformanz der Informationsbeschaffung, welche die oben
getesteten Funktionen zusammenfasst, werden für die bisher verwendeten Testbei-
spiele jeweils mit dem Evidenzsimulator stochastisch Stichproben für eine gegebene
Entscheidungssituation ermittelt. Diese Stichproben unterscheiden sich im Wesentli-
chen durch die Anzahl vorhandener Evidenzen und durch deren Belegung. Die Infor-
mationsbeschaffung ermittelt für die gegebene Situation die wertvollste Information
und akquiriert diese. Die Beschaffung wird solange fortgesetzt, bis keine wertvolle In-
formation mehr vorliegt. Es wird also keine Zeitbegrenzung vorgegeben; stattdessen
wird gemessen, wie lange die Akquisition insgesamt gedauert hat. Die Antwort einer
einzelnen Informationsbeschaffung selbst, welche insbesondere bei externen Quellen
verzögerten sein kann, wird in der angegebenen Zeit nicht gesondert berücksichtigt.
In die Ausführungszeit fließt allerdings die Berechnungszeit des Evidenzsimulators als
künstliche Informationsquelle ein.
Mit zunehmender Anzahl bereits vorhandener Evidenzen in den Tests reduziert sich
zwangsläufig die Anzahl unbekannter Variablenbelegungen. Daher wird die Laufzeit
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Gruppe ∆µˆ(t) : T0 ∆µˆ(t) : T1 ∆µˆ(t) : T2 ∆µˆ(t) : T3
T0 – [1,40;1,44] [1,42;1,50] [1,19;1,29]
T1 [-1,44;-1,40] – [-0,03;0,08] [-0,26;-0,14]
T2 [-1,50;-1,42] [-0,08;0,03] – [-0,29;-0,16]
T3 [-1,29;-1,19] [0,14;0,26] [0,16;0,29] –
T5 [-1,97,-1,84] [-0,54;-0,40] [-0,52;-0,37] [-0,75;-0,59]
T10 [-2,31;-2,13] [-0,88;-0,69] [-0,86;-0,66] [-1,09;-0,88]
T25 [-7,50;-7,25] [-6,06;-5,81] [-6,04;-5,78] [-6,27;-6,00]
T50 [-16,81;-16,41] [-15,37;-14,97] [-15,35;-14,95] [-15,58;-15,17]
Gruppe ∆µˆ(t) : T5 ∆µˆ(t) : T10 ∆µˆ(t) : T25 ∆µˆ(t) : T50
T0 [1,84;1,97] [2,13;2,31] [7,25;7,50] [16,41;16,81]
T1 [0,40;0,54] [0,69;0,88] [5,81;6,06] [14,97;15,37]
T2 [0,37;0,52] [0,66;0,86] [5,78;6,04] [14,95;15,35]
T3 [0,59;0,75] [0,88;1,09] [6,00;6,27] [15,17;15,58]
T5 – [0,20;0,42] [5,32;5,60] [14,50;14,91]
T10 [-0,42;-0,20] – [5,00;5,30] [14,18;14,61]
T25 [-5,60;-5,32] [-5,30;-5,00] – [9,01;9,47]
T50 [-14,91;-14,50] [-14,61;-14,18] [-9,47;-9,01] –
Tabelle 7.19: 99%-Konfidenzintervalle über Mittelwert-Unterschiede in
der Berechnungszeit t zwischen den Testgruppen mit Entscheidungsnetz
DN6 (alle Zeitangaben in Millisekunden).
der Informationsbeschaffung im Regelfall mit steigender Evidenzanzahl vermindert.8
Dieser Effekt nimmt, wie bereits beim vorherigen Abschnitt zur Informationswertfront
angeführt, mit zunehmender Größe des Modells ab, da die relative Anzahl Evidenzen
in Bezug zur Gesamtanzahl Knoten entscheidend ist.
Im Folgenden werden die oben bereits verwendeten Entscheidungsnetze DN1, DN4,
DN5 und DN6 einzeln untersucht. Da der Einfluss der Evidenzanzahl auf die Ausfüh-
rungszeit in den bisherigen Tests schon ausführlich betrachtet wurde, wird hier nur die
statistische Auswertung für die einzelnen Testgruppen vorgenommen. Signifikanztests
für Gruppenvergleiche werden nicht angegeben.
Informationsbeschaffung in DN1
Das kleinste Entscheidungsnetz DN1 (10 Knoten) wurde mit 0 bis 3 Evidenzen ge-
testet. Die Stichprobe für dieses Netz umfasst 310.000 Messungen. Tabelle 7.20 zeigt
die deskriptive Statistik. Danach dauert die vollständige (d. h. wertmaximierende) In-
formationsbeschaffung ohne vorherige Evidenz (T0) im Mittel 2,74ms (Median 2,71).
Dabei ist anzumerken, dass es auch hierbei zu unterschiedlichen Akquisitionsabfolgen
kommen kann, weil der Evidenzsimulator variierende Variablenbelegungen liefert, die
8Eine Ausnahme stellt wieder die Evidenzaktivierung nach Fall 2a stochastischer Beeinflussungen
dar. Hier kann ein sonst nutzenseparierter Teil des Modells nutzensensitiv werden.
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Gruppe Tests t¯ µˆ(t) t˜ µˆ1/2(t) σˆ(t)
T0 10K 2,74 [2,73,2,74] 2,71 [2,71;2,71] 0,15
T1 100K 1,85 [1,85;1,86] 2,34 [1,87;1,89] 0,90
T2 100K 1,24 [1,24;1,25] 1,21 [1,27;1,28] 0,82
T3 100K 0,85 [0,84;0,85] 0,54 [0,85;0,86] 0,66
Tabelle 7.20: Deskriptive Statistik und Intervallschätzung über die Be-
rechnungszeit t für die vollständige Informationsbeschaffung in DN1 (alle
Zeitangaben in Millisekunden).
Gruppe Tests #I #˜I σˆ(#I) V¯ V˜ σˆ(V)
T0 10K 1,36 1 0,48 9,57 7,86 2,29
T1 100K 1,28 1 0,69 7,73 7,86 3,94
T2 100K 1,13 1 0,72 6,06 6,31 4,38
T3 100K 0,90 1 0,73 4,61 5,63 4,33
Tabelle 7.21: Deskriptive Statistik und Intervallschätzung über die An-
zahl beschaffter Informationen (#I) und den insgesamt dabei realisierten
Informationswert (V) für DN1.
sich wiederum auf die folgende Informationswertberechnung auswirken. So werden in
den Testbeispielen der Gruppe T0 entweder ein oder zwei Informationen beschafft. Mit
zunehmender Evidenz nimmt die Ausführungszeit erwartungsgemäß ab. Testgruppe
T1 benötigt eine mittlere Akquisitionszeit von 1,85ms (Median 2,34), Gruppe T2 im
Mittel 1,24ms (Median 1,21) und Gruppe T3 0,85ms (Median 0,54).
Alle vollständigen Akquisitionsabfolgen dauern kaum länger als der Aufbau der ersten
Informationswertfront (vgl. obige Tests für DN1), welche in der angegebenen Berech-
nungszeit enthalten ist. Damit funktioniert die Informationsbeschaffung für dieses
Netz effizient.
Tabelle 7.21 zeigt die deskriptive Statistik bei der Akquisition beschaffter Informatio-
nen nach Anzahl und Wert. Es zeigt sich, dass je nach vorheriger Evidenz im Stich-
probenmittel 1,36 (für T0) bis 0,90 (T3) Informationen beschafft werden, die einen
durchschnittlichen Wert von 4,61 (T3) bis 9,57 (T0) aufweisen. Die Anzahl beschaffter
Information sinkt damit erwartungsgemäß mit zunehmender Anfangsevidenz. Es sinkt
in diesem Fall auch der beschaffte Informationswert, falls sich die Anfangsevidenz er-
höht. Dieses Resultat ist intuitiv, da potentiell mehr wertvolle Informationen beschafft
werden können. Tatsächlich ist der Zusammenhang jedoch wesentlich komplexer und
modellabhängig, so dass auch der umgekehrte Fall eintreten kann.
Bezüglich des realisierten Informationswerts ist darauf hinzuweisen, dass die Werte
bei der Auswertung jeweils iterativ ermittelt und summiert wurden. Das heißt, der
Wert der zweiten akquirierten Information ist potentiell abhängig von der Belegung
der ersten akquirierten Information und so fort. Somit ist der kumulative Wert aller
beschafften Variablen (als A-Priori-Wert) für die Ausgangssituation (vgl. Definition 6)
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Gruppe Tests t¯ µˆ(t) t˜ µˆ1/2(t) σˆ(t)
T0 10K 7,28 [7,27;7,30] 7,48 [7,23;7,25] 0,50
T1 100K 5,61 [5,60;5,63] 5,79 [5,66;5,68] 1,83
T2 100K 4,40 [4,38;4,41] 4,32 [4,40;4,43] 1,91
T3 100K 3,47 [3,45;3,48] 3,52 [3,40;3,43] 1,80
Tabelle 7.22: Deskriptive Statistik und Intervallschätzung über die Be-
rechnungszeit t für die vollständige Informationsbeschaffung in DN4 (alle
Zeitangaben in Millisekunden).
potentiell abweichend vom iterativ ermittelten Wert (als Posterior-Wert), da letzterer
mehr Informationen einbezieht. Somit sind die Informationswerte einer Evidenzsitua-
tion mit einer anderen Situation nur sehr eingeschränkt vergleichbar.
Informationsbeschaffung in DN4
Das Entscheidungsnetz DN4 (17 Knoten) wurde mit 0 bis 3 Evidenzen getestet. Die
Stichprobe für dieses Netz umfasst 310.000 Messungen. Tabelle 7.22 zeigt die deskrip-
tive Statistik. Danach dauert die vollständige (d. h. wertmaximierende) Informati-
onsbeschaffung ohne vorherige Evidenz (T0) im Mittel 7,28ms (Median 7,48). Mit
zunehmender Evidenz nimmt die Ausführungszeit ab. Testgruppe T1 benötigt eine
mittlere Akquisitionszeit von 5,61ms (Median 5,79), Gruppe T2 im Mittel 4,40ms
(Median 4,32) und Gruppe T3 3,47ms (Median 3,52).
Die vollständigen Akquisitionsabfolgen dauern im Mittel je nach Testgruppe 69 bis
96% länger als der Aufbau der ersten Informationswertfront (vgl. obige Tests für
DN4), welche in der angegebenen Berechnungszeit enthalten ist. Die Dauer verkürzt
sich deutlich mit der Anzahl der Evidenzen, da bei weniger Anfangsevidenz mehr
Informationen beschafft werden müssen, um den Wert im Netz zu maximieren.
Tabelle 7.23 zeigt die deskriptive Statistik der akquirierten Informationen nach Anzahl
und Wert. Es zeigt sich, dass je nach vorheriger Evidenz im Stichprobenmittel 2,19
(für T1) bis 1,80 (T3) Informationen beschafft werden, die einen durchschnittlichen
Wert von 18,28 (T0) bis 28,84 (T3) aufweisen. Die Anzahl beschaffter Information
sinkt damit tendenziell mit zunehmender Anfangsevidenz, wobei T0 und T1 sich nicht
wesentlich unterscheiden. Im Gegensatz zur DN1 steigt in diesem Fall der im Mittel
realisierte Informationswert, wenn sich die Anfangsevidenz erhöht. Dieser mögliche
Effekt wurde bereits bei der entsprechenden Beschreibung für DN1 diskutiert. In die-
sem mittelgroßen Entscheidungsnetz wird auch deutlich, dass die Standardabweichung
für den realisierten Informationswert von der gegebenen Anfangsevidenz abhängt. Je
nach stochastisch ermittelter Evidenzkonfiguration kann der mögliche Informations-
wert neutral bis sehr hoch sein. Sind keine wertvollen Variablen vorhanden, terminiert
sofort die Informationsbeschaffung für die aktuelle Entscheidung.
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Gruppe Tests #I #˜I σˆ(#I) V¯ V˜ σˆ(V)
T0 10K 2,17 2 0,37 18,28 23,89 5,68
T1 100K 2,19 2 0,66 24,80 23,89 13,64
T2 100K 2,02 2 0,76 28,00 24,24 15,33
T3 100K 1,80 2 0,79 28,84 26,37 16,01
Tabelle 7.23: Deskriptive Statistik und Intervallschätzung über die An-
zahl beschaffter Informationen (#I) und den insgesamt dabei realisierten
Informationswert (V) für DN4.
Gruppe Tests t¯ µˆ(t) t˜ µˆ1/2(t) σˆ(t)
T0 10K 22,53 [22,50;22,57] 23,09 [22,38;22,42] 1,46
T1 100K 21,67 [21,64;21,70] 21,85 [22,44;22,47] 3,62
T2 100K 20,45 [20,41;20,48] 21,48 [21,38;21,42] 4,64
T3 100K 19,24 [19,20;19,28] 21,17 [19,97;20,13] 5,32
T5 100K 16,96 [16,91;17,00] 18,24 [17,12;17,23] 6,03
Tabelle 7.24: Deskriptive Statistik und Intervallschätzung über die Be-
rechnungszeit t für die vollständige Informationsbeschaffung in DN5 (alle
Zeitangaben in Millisekunden).
Informationsbeschaffung in DN5
Das Entscheidungsnetz DN5 (54 Knoten) wurde mit 0 bis 3 sowie 5 Evidenzen getes-
tet. Die Stichprobe für dieses Netz umfasst 410.000 Messungen. Tabelle 7.24 zeigt die
deskriptive Statistik. Danach dauert die vollständige Informationsbeschaffung ohne
vorherige Evidenz (T0) im Mittel 22,53ms (Median 23,09). Mit zunehmender Evidenz
nimmt die Ausführungszeit deutlich ab, da bei weniger Anfangsevidenz mehr Infor-
mationen beschafft werden müssen, um den Wert im Netz zu maximieren. Testgruppe
T1 benötigt eine mittlere Akquisitionszeit von 21,67ms (Median 21,85), Gruppe T2
im Mittel 20,45ms (Median 21,48), Gruppe T3 19,24ms (Median 21,17) und Gruppe
T5 16,96ms (Median 18,24). Die vollständigen Akquisitionsabfolgen dauern im Mittel
je nach Testgruppe 77 bis 82% länger als der Aufbau der ersten Informationswertfront
(vgl. obige Tests für DN5), welche in der angegebenen Berechnungszeit enthalten ist.
Tabelle 7.25 zeigt die deskriptive Statistik der akquirierten Informationen nach Anzahl
und Wert. Je nach vorheriger Evidenz werden im Stichprobenmittel 2,17 (für T0) bis
1,11 (T5) Informationen beschafft. Der durchschnittlich realisierte Informationswert-
wert liegt zwischen 18,28 (T0) und 24,42 (T5). Die Anzahl beschaffter Information
sinkt erwartungsgemäß mit zunehmender Anfangsevidenz. Dies wirkt sich für das
gegebene Modell jedoch erst ab fünf Evidenzen merklich aus. Wie schon beim struk-
turell ähnlichen DN4 steigt der im Mittel realisierte Informationswert, wenn sich die
Anfangsevidenz erhöht. In diesem großen Entscheidungsnetz zeigt sich wieder, dass
die Standardabweichung für den realisierten Informationswert von der gegebenen An-
fangsevidenz abhängt (vgl. DN4).
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Gruppe Tests #I #˜I σˆ(#I) V¯ V˜ σˆ(V)
T0 10K 2,17 2 0,37 18,28 23,89 5,68
T1 100K 2,17 2 0,46 19,81 23,89 8,79
T2 100K 2,17 2 0,52 21,15 23,89 10,63
T3 100K 2,16 2 0,58 22,44 23,89 11,93
T5 100K 1,11 2 0,66 24,42 23,89 13,55
Tabelle 7.25: Deskriptive Statistik und Intervallschätzung über die An-
zahl beschaffter Informationen (#I) und den insgesamt dabei realisierten
Informationswert (V) für DN5.
Informationsbeschaffung in DN6
Das Entscheidungsnetz DN6 (202 Knoten) wurde mit 0 bis 3 sowie mit 5, 10, 25 und
50 Evidenzen getestet. Die Stichprobe für dieses Netz umfasst 710.000 Messungen.
Tabelle 7.26 zeigt die deskriptive Statistik. Danach dauert die vollständige Informati-
onsbeschaffung ohne vorherige Evidenz (T0) im Mittel 97,54ms (Median 99,18). Mit
zunehmender Evidenz nimmt die Ausführungszeit anfangs nur leicht ab, da der Anteil
unbekannter Variablenbelegungen im Modell überwiegt (ca. 98% für T5). Testgruppe
T1 benötigt eine mittlere Akquisitionszeit von 96,09ms (Median 95,89), Gruppe T2
im Mittel 95,22ms (Median 95,59), Gruppe T3 94,48ms (Median 95,73) und Gruppe
T5 92,56ms (Median 95,64). Die vollständigen Akquisitionsabfolgen dauern für T0 bis
T5 im Mittel je nach Testgruppe 89 bis 93% länger als der Aufbau der ersten Informa-
tionswertfront (vgl. obige Tests für DN6), welche in der angegebenen Berechnungszeit
enthalten ist.
Gegenüber T5 mit 2%, liegt der Evidenzanteil von T50 bei 25% des Gesamtmodells,
was sich auch auf die Berechnungszeiten auswirkt. Die Testgruppen mit höherem Evi-
denzanteil am Netz (T10, T25 und T50) zeigen signifikant kürzere Ausführungszeiten
als die vorherigen Testgruppen. Testgruppe T10 benötigt eine mittlere Akquisitions-
zeit von 88,61ms (Median 96,21), Gruppe T25 im Mittel 77,42ms (Median 83,25)
und Gruppe T50 schließlich 58,22ms (Median 56,89). Die vollständigen Akquisitions-
abfolgen dauern hier je nach Testgruppe 70 bis 94% länger als der Aufbau der ersten
Informationswertfront.
Tabelle 7.27 zeigt die deskriptive Statistik der akquirierten Informationen nach An-
zahl und Wert. Je nach vorheriger Evidenz werden im Stichprobenmittel 2,17 (für T0)
bis 1,77 (T50) Informationen beschafft. Der durchschnittlich realisierte Informations-
wert liegt zwischen 18,28 (T0) und 27,12 (T50). Die Anzahl beschaffter Information
sinkt erwartungsgemäß mit zunehmender Anfangsevidenz. Dies wirkt sich in dem
großen Modell jedoch erst ab 25 Evidenzen merklich aus. Wie schon beim struktu-
rell ähnlichen DN5 steigt der im Mittel realisierte Informationswert, wenn sich die
Anfangsevidenz erhöht.
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Gruppe Tests t¯ µˆ(t) t˜ µˆ1/2(t) σˆ(t)
T0 10K 97,54 [97,38;97,71] 99,18 [97,08;97,40] 6,37
T1 100K 96,09 [96,01;96,17] 95,89 [96,95;97,04] 9,89
T2 100K 95,22 [95,12;95,32] 95,59 [97,09;97,19] 12,56
T3 100K 94,48 [94,36;94,60] 95,73 [97,14;97,28] 14,72
T5 100K 92,56 [92,42;92,71] 95,64 [95,92;96,19] 18,01
T10 100K 88,61 [88,47;88,85] 96,21 [92,89;93,35] 23,54
T25 100K 77,42 [77,17;77,68] 83,25 [78,16;78,70] 31,36
T50 100K 58,22 [57,95;58,49] 56,89 [57,08;57,80] 33,60
Tabelle 7.26: Deskriptive Statistik und Intervallschätzung über die Be-
rechnungszeit t für die vollständige Informationsbeschaffung in DN6 (alle
Zeitangaben in Millisekunden).
Gruppe Tests #I #˜I σˆ(#I) V¯ V˜ σˆ(V)
T0 10K 2,17 2 0,37 18,28 23,89 5,68
T1 100K 2,17 2 0,40 18,60 23,89 6,63
T2 100K 2,17 2 0,42 19,01 23,89 7,44
T3 100K 2,17 2 0,44 19,36 23,89 8,13
T5 100K 2,17 2 0,47 20,13 23,89 9,26
T10 100K 2,16 2 0,54 22,72 23,89 11,31
T25 100K 2,05 2 0,69 25,14 23,89 14,22
T50 100K 1,77 2 0,81 27,12 24,24 16,07
Tabelle 7.27: Deskriptive Statistik und Intervallschätzung über die An-
zahl beschaffter Informationen (#I) und den insgesamt dabei realisierten
Informationswert (V) für DN6.
7.3.5 Fazit der Performanztests
Als Fazit der Performanztests kann festgehalten werden, dass eine strukturelle Ana-
lyse stochastischer Abhängigkeiten sehr effizient durchgeführt werden kann. Selbst im
größten hier getesteten Netz mit 202 Knoten (DN6) dauert sie im Mittel nur maximal
126,5 Mikrosekunden - für alle Knoten. Bei mehr Evidenzen verringert sich die Berech-
nungszeit. Entsprechend der Anfangshypothese, abgeleitet aus der hohen Komplexi-
tätsklasse #P (vgl. Abschnitt 5.2), ist eine Informationswertberechnung hingegen mit
einem deutlich höheren Aufwand verbunden. Trotz bedeutender Optimierungen der
Implementierung gegenüber dem Standardverfahren der SMILE-Bibliothek beträgt
die Ausführungszeit für nur einen Knoten des größten Netzes noch mindestens ca.
7ms. Die nötigen strukturellen Analysen für die Erstellung der Informationswertfront
von DN6 ohne Anfangsevidenz benötigen im Mittel 5,2% der Berechnungszeit. Im
Gegensatz dazu macht die Berechnung aller sechs noch verbleibenden Informations-
werte (von maximal 200) insgesamt 94,6% aus. Abbildung 7.18 stellt die Proportion
graphisch dar.
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Abbildung 7.18: Proportionale Darstellung des Berechnungsaufwands der
Informationswertfront für DN6 (ohne Evidenz) nach Informationswertbe-
rechnungen und strukturellen Analysen. Fehlende Prozentpunkte entspre-
chen dem Berechnungsoverhead.
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Abbildung 7.19: Proportionale Darstellung des Berechnungsaufwands der
Informationswertfront für DN6 (bei 50 Evidenzen) nach Informationswert-
berechnungen und strukturellen Analysen. Fehlende Prozentpunkte entspre-
chen dem Berechnungsoverhead.
Bei mehr Evidenz nimmt die Berechnungszeit für den Informationswert im Gegen-
satz zur strukturellen Analyse sogar zu (9ms für 50 Evidenzen). Umso mehr ma-
chen sich hier die vorgelagerten strukturellen Analysen bezahlt. Bei 50 Evidenzen
in DN6 schränkt die Informationswertfront die potentiell relevanten Informationen
auf im Mittel 3,24 von maximal 200 ein. Dies führt zu einer mittleren Anteil der
Informationswertberechnungen an der Informationswertfront von 96,6%. Die nötigen
strukturellen Analysen benötigen im Mittel hingegen nur 2,2% der Berechnungszeit.
Abbildung 7.19 stellt die Proportion graphisch dar.
Somit zeigt sich der in dieser Arbeit vorgeschlagene, theoretisch fundierte und imple-
mentierte Ansatz einer strukturellen Analyse zur Minimierung der nötigen Informati-
onswertberechnungen als sinnvoll. Die Informationswertfront setzt diesen Ansatz um
und benötigt im größten Netz ohne Anfangsevidenz im Mittel ca. 50ms für die Berech-
nung aller strukturellen Abhängigkeiten und aller Informationswerte, die es danach zu
betrachten gilt. Im Gegensatz zur Informationswertberechnung nimmt der Aufwand
mit zunehmender Evidenz ab. Für 50 Evidenzen reduziert er sich auf ca. 34ms. Das
entspräche nach Aufwand weniger als vier mittleren Informationswertberechnungen
in diesem Fall.
Anwendung findet die Informationswertfront schließlich in der iterativen, relevanz-
abhängigen Informationsbeschaffung. Ohne Anfangsevidenz dauert die wertmaximie-
rende Informationsbeschaffung, so dass keine relevanten Informationen verbleiben,
im größten Netz nur 97,54ms. Mit 50 Anfangsevidenzen reduziert sich die Zeit auf
58ms. Hierbei ist hervorzuheben, dass für die dabei sichergestellte stochastisch valide
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Informationswertberechnung nach jeder Informationsbeschaffung eine Anpassung der
Front und der Informationswerte notwendig ist. Diese Folgeberechnungen sind in den
angegebenen Zeit bereits einbezogen.
Durch den effizienten Akquisitionsprozess sowie eine automatische Anpassung an ei-
ne sich ändernde Entscheidungssituation als auch den automatischen Abbruch beim
Überschreiten einer zeitlichen Ressourcenbeschränkung wird damit der Einsatz als
sekundärer und paralleler Metasteuerungsprozess für intelligente autonome System
möglich. Entscheidend hierbei ist die Ausnutzung strukturellen Wissens, das im Ent-
scheidungsmodell kodiert ist. Somit konnte die effiziente Umsetzbarkeit der relevanz-
abhängigen Informationsbeschaffung trotz der hohen Berechnungskomplexität des In-
formationswerts gezeigt werden.
7.4 Zusammenfassung
In diesem Kapitel wurde die Implementierung der relevanzbasierten Informationsbe-
schaffung beschrieben. Damit wurde die Realisierbarkeit des theoretischen Ansatzes
der Informationswertfront (Kapitel 5) und der Algorithmen zur Analyse der Relevanz
und zur iterativen Informationsbeschaffung (Kapitel 6) gezeigt. Die Umsetzung ermög-
licht die gezielte Akquisition wertvoller Informationen für eine gegebene Entscheidung
als sekundärer, parallel ausgeführter Metasteuerungsprozess (vgl. Abschnitt 4.4) eines
intelligenten Agenten.
Die geleistete Implementierung basiert auf der externen Software-Bibliothek SMILE
für Bayes’sche Inferenzen und Entscheidungsanalysen. Diese Bibliothek wurde erwei-
tert um die objektorientierte Schnittstelle NeatSmile sowie die spezifischen Funktionen
zur Identifikation, Bewertung und Beschaffung der relevanten Informationen für eine
Entscheidung. Die theoretische Fundierung durch die Informationswertfront stellt da-
bei sicher, dass immer die jeweils wertvollste Information beschafft wird. Dabei werden
sowohl potentielle Beschaffungskosten, die den Nettoinformationswert reduzieren, als
auch unbeobachtbare Variablen behandelt. Somit ist eine wichtige Voraussetzung für
mögliche Anwendungen geschaffen, in denen eine Vielzahl Informationen betrachtet
und abhängig von ihrer Relevanz beschafft werden. Eine Bedingung für die Anwend-
barkeit ist die Repräsentation der Entscheidungssituation als Entscheidungsnetz.
Eine weitere wichtige Bedingung für konkrete Anwendungen ist das Laufzeitverhalten
des Ansatzes. Die Motivation der Informationswertfront war gerade, dass die aufwen-
digen Informationswertberechnungen für Variablen vermieden werden, für die auf der
Basis des strukturellen Hintergrundwissens im Entscheidungsnetz bereits die Wertlo-
sigkeit bzw. der inferiore Wert bzgl. anderer Variablen abgeleitet werden kann. Durch
eine ausführliche Analyse zur Laufzeitperformanz der Implementierung konnte gezeigt
werden, dass der Ansatz sehr effizient arbeitet. Selbst für Modelle mit ca. 200 Knoten
dauerte eine vollständige Identifikation, Bewertung und Akquisition aller relevanten
Informationen im Mittel maximal 97,71ms (laut 99%-Konfidenzintervall), falls zu
Beginn keine Informationen vorliegen. Bei mehr Anfangsevidenz verringert sich die
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Laufzeit. Bei 50 Anfangsevidenzen im gleichen Modell lag die mittlere Laufzeit bei
nur noch 58,49ms.
Der Nutzen der Informationswertfront zur Reduzierung der Laufzeit der relevanzba-
sierten Informationsbeschaffung zeigt sich in den vorgelagerten Verarbeitungsschrit-
ten. Die Identifikation aller entscheidungsrelevanten Größen durch strukturelle Ana-
lyse dauert im Netz mit 200 Knoten ohne Evidenz im Mittel höchstens 126,5 Mi-
krosekunden. Im Gegensatz dazu beträgt die mittlere Berechnungszeit für den Infor-
mationswert nur einer Variable in diesem Fall mindestens 7,04Millisekunden. Damit
benötigt die vollständige strukturelle Analyse hier nur 1,8% der Zeit für eine In-
formationswertberechnung. Die anderen Testmodelle bestätigten diesen eindeutigen
Unterschied. Die Berechnungszeit für die Informationswertfront und die Informations-
beschaffung geht damit fast vollständig auf die darin enthaltenen Informationswertbe-
rechnungen zurück. Diese konnten jedoch durch die strukturbasierte Vorverarbeitung
auf ein bewiesenes theoretisches Minimum reduziert werden (vgl. Theoreme 10, 11
und 12 in Kapitel 5).
Kapitel 8
Überführung des Ansatzes
in die Anwendung
Mit dem Ansatz der Informationswertfront (Kapitel 5), der relevanzbasierten Infor-
mationsbeschaffung (Kapitel 6) und schließlich ihrer effizienten Implementierung (Ka-
pitel 7) wurden die theoretischen und praktischen Grundlagen für die Unterstützung
informierter Entscheidungsfindung intelligenter Agenten unter Unsicherheit geschaf-
fen bzw. entwickelt. Dieser Ansatz zur Informationsbeschaffung ist insofern allgemein,
als dass er prinzipiell für ein breites Spektrum von Anwendungsdomänen geeignet ist:
Alle intelligenten Agenten, deren Entscheidungsmodell und Wissensrepräsentation auf
Entscheidungsnetze (Abschnitt 4.3.1) abbildbar sind, können das vorgeschlagene gene-
rische Verfahren zur effizienten Identifikation, Bewertung und Beschaffung relevanter
Informationen nutzen.
Dieses Kapitel untersucht daher die Schritte, die zu unternehmen sind, um den Ansatz
in eine konkrete Anwendungsdomäne für intelligente Agenten zu überführen. Hierzu
sind folgende Fragestellungen zu untersuchen:
1. Kann das benötigte Wissen des Agenten manuell spezifiziert bzw. (zur Laufzeit)
automatisch generiert werden?
2. Kann das Wissen und das Entscheidungsmodell des Agenten adäquat auf Ent-
scheidungsnetze abgebildet werden?
3. Sind die benötigten Informationen durch eigene Sensorik oder externe Infor-
mationsquellen grundsätzlich verfügbar und können diese Quellen zur Laufzeit
identifiziert und angefragt werden?
4. Wie kann die Modellqualität der verwendeten Entscheidungsnetze bewertet und
gewährleistet werden?
5. Welchen Einfluss und Nutzen hat die relevanzbasierte Informationsbeschaffung
in Bezug auf die Leistungskennzahlen der Anwendungsdomäne?
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Als wichtige Grundlage zur Beantwortung dieser Forschungsfragen werden im Folgen-
den einerseits Ansätze erarbeitet, um eine komplexe, dynamische und räumlich ausge-
dehnte Anwendungsdomäne adäquat zu repräsentieren. Andererseits werden Metho-
den vorgestellt, mit denen die Güte der Repräsentation und der darauf basierenden
relevanzbasierten Informationsbeschaffung bewertet werden kann. Als Beispielanwen-
dung soll hierbei die intelligente Logistiksteuerung durch Agenten dienen. Eine spezi-
fische Beantwortung der obigen Forschungsfragen muss hingegen jeweils für ein kon-
kretes Anwendungsszenario erfolgen. Die Untersuchung eines solchen Szenarios ist
Gegenstand weiterführender anwendungsorientierter Forschung.
Das Kapitel gliedert sich in folgende Abschnitte. Abschnitt 8.1 führt in das Paradig-
ma der Selbststeuerung logistischer Prozesse durch Agenten ein. Abschnitt 8.2 widmet
sich der Anwendung von Entscheidungsnetzen in der Logistik und ähnlichen Domä-
nen bezüglich der dynamischen Einbindung von Objekten und der Berücksichtigung
des räumlich-zeitlichen Kontexts. Abschnitt 8.3 diskutiert Ansätze zur Beschreibung
und Identifikation verfügbarer Informationsquellen sowie der kooperativen Informa-
tionsbeschaffung von Agenten. In Abschnitt 8.4 wird in die multiagentenbasierte Si-
mulation und Sensitivitätsanalyse als Evaluierungsmethoden für intelligente Agenten
und deren Abhängigkeit von Informationen eingeführt. Abschnitt 8.5 verdeutlicht an
Beispielen den Einfluss und die Bedeutung von aktiv akquirierten Informationen in
Logistikprozessen. In Abschnitt 8.7 wird das Kapitel zusammengefasst.
8.1 Selbststeuerung logistischer Prozesse
Logistische Prozesse in modernen Wertschöpfungsnetzwerken sind durch die Globali-
sierung und den Wachstum der Wirtschaft zunehmend verteilt und komplex. Hinzu
kommen individuelle und dynamische Kundenanforderungen, die Logistikdienstleister
heute erfüllen müssen. In der Fachliteratur werden diese und andere Faktoren u. a.
unter den Schlagworten Megatrends (Klaus und Kille, 2008, S. 951–957) oder Impulse
(Vahrenkamp, 2007, S. 3–7) der Logistik zusammengefasst. Eine ausführliche Diskus-
sion dieser aktuellen Entwicklungen und der damit verbundenen Herausforderungen
ist bei Schuldt (2010, S. 23–25) nachzulesen.
Die Planung und Steuerung logistischer Prozesse, die sowohl effizient als auch stö-
rungsrobust sein sollen, wird unter diesen Rahmenbedingungen zunehmend kom-
plex. Rechenintensive zentrale Optimierungsmethoden für ganze Produktionsnetzwer-
ke oder Fahrzeugflotten sind damit immer weniger in der Lage, auf dynamische Än-
derungen in einem Logistikprozess bzw. der beeinflussenden Umgebung rechtzeitig zu
reagieren. Global optimierte Pläne sind hingegen wegen der hohen Dynamik oft schon
im Moment ihrer Fertigstellung veraltet und damit suboptimal (vgl. Schuldt, 2010,
S. 25–33). Für Produktionsnetzwerke ist die generelle Angemessenheit und Umsetz-
barkeit einer zentralen Steuerung überdies fraglich (vgl. Bretzke, 2008, S. 6-33).
Als Reaktion auf die Herausforderungen einer Planung und Steuerung heutiger lo-
gistischer Prozesse werden seit einigen Jahren dezentrale Verfahren erforscht, welche
Abschnitt 8.1 – Selbststeuerung logistischer Prozesse 223
die Entscheidungsfindung auf die logische Ebene der in den Prozessen beteiligten Ob-
jekte verlagert (Windt und Hülsmann, 2007). Objekte sind hierbei sowohl einzelne
Logistikressourcen (z. B. Transportfahrzeuge, Werkzeugmaschinen) als auch die zu
bewegenden oder zu verarbeitenden Gegenstände (z. B. Container und Ladungen im
Transport oder Werkstücke in der Produktion).
Nach dem Prinzip der Selbstorganisation übernehmen intelligente autonome Systeme
lokal Steuerungsaufgaben als Repräsentanten (Agenten) dieser Objekte und koordi-
nieren sich mit anderen Systemen zur effizienten Abwicklung der jeweiligen Prozesse.
Dies ist mit dem Ziel verbunden, flexibel und weitgehend automatisch auf dynami-
sche Änderungen reagieren zu können und somit eine höhere Robustheit der Pro-
zessqualität gegenüber Störungen zu erreichen. Aus diesem Grund untersucht der
durch die Deutsche Forschungsgemeinschaft geförderte Sonderforschungsbereich 637
„Selbststeuerung logistischer Prozesse“ in Bremen seit 2004 theoretische Grundlagen,
Methoden und mögliche Anwendungen eines neuen Steuerungsparadigmas für die Lo-
gistik (siehe Scholz-Reiter et al., 2004; Herzog et al., 2005; Hülsmann und Windt,
2007; Gehrke et al., 2010).
8.1.1 Technologische Basis
Für die technische Umsetzbarkeit von Selbststeuerung in der Logistik ist die An-
wendung verschiedener moderner Technologien maßgeblich (siehe auch Schuldt, 2010,
S. 43–61). Hierzu zählen elektronische Identifikationssysteme, Sensorik und Lokalisa-
tion, mobile Kommunikationstechnologie sowie elektronische Datenverarbeitung mit
intelligenten Systemen.
Die benötigten Identifikationssysteme umfassen RFID-Chips zur elektronischen Kenn-
zeichnung von Objekten mit weltweit eindeutigen Bezeichnern wie dem Electronic
Product Code (EPC). Der EPC wird von der weltweiten Organisation GS1 verwal-
tet und vergeben. Der Standard bildet eine Zusammenfassung bestehender bisher
strichcodebasierter Identifikationsstandards wie der Global Location Number (GLN)
für Betriebsstätten, der International/European Article Number (EAN) für Handels-
waren oder dem Serial Shipping Container Code (SSCC) für Transportbehältnisse.
Darüber hinaus wurden neue Standards zur Identifikation einzelner Artikeleinhei-
ten (SGTIN ) oder wiederverwendbarer Hilfsbehälter (GRAI ) aufgenommen. Darauf
aufbauende Informationssysteme nach dem Konzept der EPC Information Services
(EPCIS) erlauben eine dezentrale Beschaffung benötigter Information über mit EPCs
identifizierter Objekte. Zusammengefasst wird dieses Rahmenwerk in der EPCglobal
Architecture oder allgemeiner unter der Bezeichnung Internet der Dinge (Flörkemeier,
2005).
Sensorik und Lokalisation sind entscheidend, um über statische Stammdaten hinaus
die aktuellen Daten zur Statusbeschreibung der logistischen Objekte und Prozesse
zu liefern und diese damit nachvollziehbar und bewertbar zu machen. Lokalisierung
von Objekten kann z. B. über über das Positionierungssystem GPS eines Fahrzeugs
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oder ereignisbasiert durch Einlesen von SSCC-Strichcodes oder RFID-Etiketten bei
bestimmten Verarbeitungs- wie Umladeprozessen erreicht werden (Pflaum und Hupp,
2007). Letzteres kommt bereits beim Tracking and Tracing im Kurier- und Express-
transportgeschäft zum Einsatz.
Moderne Kommunikationstechnologien ermöglichen einerseits die Adhoc-Formierung
drahtloser Sensornetze, um den Status eines Objektes vor Ort und fortwährend zu
erheben (Behrens et al., 2006; Jedermann et al., 2006). Die Übermittlung lokal er-
hobener Daten an die in den Prozess involvierten Unternehmen erfolgt dann adaptiv
entweder durch Übermittlung bei Umladevorgängen z. B. über drahtlose Funknet-
ze (WLAN), auf dem Containerschiff über lokale Datenübertragung in Kombination
mit Satellitenkommunikation oder auf dem Festland über Mobilfunk (Becker und
Timm-Giel, 2005). Beispielsweise ermöglicht der so genannte intelligente Container
(Jedermann et al., 2006; Gehrke et al., 2006) die Überwachung verderblicher Waren
wie z. B. importierten Südfrüchten während des gesamten Transports. Hierbei kommt
sowohl ein drahtloses Sensorsystem zum Einsatz, das verteilt über den Container (je
nach Stauung) Umgebungsdaten wie Temperatur, Feuchte oder Reifegase erhebt. Die
Daten werden an ein im Container integriertes eingebettetes System drahtlos über-
mittelt und dort für eine warenabhängige Qualitätsbewertung verarbeitet. Der lokal
bewertete Warenzustand wird auf Anfrage oder beim Auftreten von Störungen an die
betreffende Stelle übermittelt. In simulierten Szenarien konnte gezeigt werden, dass
durch diese Beobachtung ausgewählte Störfälle semi-automatisch behandelt werden
können, indem z.B. eine Umplanung des Transportes stattfindet (Jedermann et al.,
2007).
Intelligente Softwareagenten in Multiagentensystemen sind der wichtigste Ansatz zur
Operationalisierung selbststeuernder Logistikprozesse im Sinne der autonomen Da-
tenverarbeitung (Schuldt, 2010, S. 60–61, 163–170). Agenten können hierbei beispiels-
weise Logistikressourcen wie Transportmittel und Lager oder behandelte Objekte wie
Ladungen, Ladungsträger und Werkstücke repräsentieren. Für diese logistischen Ob-
jekte übernehmen die Agenten die Entscheidungsfindung zur Abwicklung logistischer
Prozesse und koordinieren sich im Sinne von Multiagentensystemen (Abschnitt 2.3),
um einen Ausgleich der individuellen Fähigkeiten und eine effiziente Nutzung von Res-
sourcen zu erreichen. Zur Etablierung einer Kooperation kommen z. B. Vertragsnetze
für Verhandlungen zwischen Logistikressourcen als Anbieter und Logistikobjekten als
Nachfrager zum Einsatz (siehe Abschnitt 2.3.3).
Im Szenario des intelligenten Containers (siehe oben) nehmen Agenten die Aufgabe
der lokalen Qualitätsbewertung, der Organisation eines Transports auf Anbieter- und
Kundenseite wahr. Darüber hinaus repräsentieren sie Unterstützungsdienste wie Auf-
tragsvermittlung oder verkehrsangepasste Routenplanung (Jedermann et al., 2007).
Schuldt (2010) setzt Agenten primär als digitale Repräsentanten von ISO-Transport-
containern ein, die zusammen den Hinterlandtransport von einem Containerterminal
zu geeigneten Lagern für die Nachlauflogistik der Tchibo GmbH koordinieren. Hierzu
bilden sie bezüglich Warentyp und Zielort homogene Gruppen, die gemeinsam effizi-
ent Lager- und Transportressourcen allozieren. Die Logistikressourcen sind wiederum
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durch Agenten repräsentiert.
8.1.2 Beispiele für Logistik-Entscheidungen
Für die praktische Evaluation für Anwendungen in der Logistik sollen als Beispiel
Transportprozesse betrachtet werden, in denen Agenten im Fokus stehen, die Trans-
portmittel repräsentieren. Entscheidungen dieser Agenten umfassen insbesondere die
Routenwahl für gegebene Zielorte und ggf. die Auswahl zu berücksichtigender Ladun-
gen.
Die Routenwahl eines Transportmittelagenten korrespondiert hierbei mit dem infor-
matischen Standardproblem, kürzeste bzw. beste Wege zu finden. Im Falle eines einzel-
nen Zielortes handelt es sich somit um die Suche eines optimalen Weges zum gewählten
Zielort, an dem eine Ladungen abzuholen (Pick-up) oder auszuliefern ist (Delivery).
Werden mehrere Ladungen bzw. Zielorte betrachtet, die zu einer optimalen Route
kombiniert werden müssen, handelt es sich im Wesentlichen um das Problem des
Handlungsreisenden (engl. Traveling Salesman Problem, siehe Applegate et al., 2007)
auf einer Teilmenge der möglichen Orte. Allerdings sind in der Logistik weitere Ein-
schränkungen zu beachten. So ist unter anderem bei den Orten zwischen Pick-Up und
Delivery zu unterscheiden, da abhängig von der Kapazität des Transportmittels z. B.
das Aufladen weiterer Ladungen ggf. erst nach einer vorherigen Entladung möglich ist.
Ferner sind neben den Umschlagsorten geeignete Rastpunkte zur Einhaltung der ge-
setzlichen Ruhezeiten der Fahrer einzuplanen (Kopfer und Meyer, 2009). Eine weitere
praktische Einschränkung stellt die Befahrbarkeit eines potentiellen Verkehrswegs je
nach Typ des verwendeten Fahrzeugs dar. Als Bewertungskriterien einer möglichen
Route müssen die Fahrtzeit als auch die Fahrtkosten berücksichtigt werden.
Hat der Transportmittelagent die Freiheit, Ladungen abzulehnen bzw. auszusuchen,
ergibt sich ein so genanntes Rucksackproblem. Dieses Optimierungsproblem der Kom-
binatorik behandelt die optimale Füllung eines Behälters mit begrenzter Kapazität,
wenn mit jedem möglichen Füllgut ein Wert und ein Gewicht bzw. Volumen verbun-
den ist (Kellerer et al., 2004, S. 1–5). In der Logistik ist der Rucksack entsprechend
der Laderaum eines Transportmittels mit spezifizierten Volumen und maximalen La-
dungsgewicht. In der Transportlogistik erweitert sich das Rucksackproblem durch die
örtliche Verteilung der Waren. Das Transportmittel muss vor der Beladung an den
Ort der gewählten Ladungen fahren und kann geladene Waren nur an ihrem Bestim-
mungsort entladen.1 Somit handelt es sich bei der entsprechenden Entscheidungsfin-
dung eines Transportmittelagenten um eine Kombination aus Rucksackproblem und
Handlungsreisenden-Problem.
Die Lösung dieser Probleme ist rechnerisch bereits sehr anspruchsvoll (Applegate
et al., 2007; Kellerer et al., 2004). Ihre Kombination hätte für die Praxis prohibitiven
Berechnungsaufwand. Somit kommen bereits für das jeweils isolierte Problem Ansätze
1 In Kooperation mit anderen Transportmitteln wäre prinzipiell auch eine Übergabe der Ladung
an einem Umladepunkt denkbar.
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wie dynamische Programmierung oder Tabu-Suche für das Merken bzw. Markieren
bisheriger Berechnungsschritte (vgl. Krajewska und Kopfer, 2009) und approximative
Verfahren wie evolutionäre Algorithmen zum Einsatz (vgl. Schönberger und Kopfer,
2009; Kellerer et al., 2004). Dabei sind beide Probleme insofern künstlich, als sie von
einer deterministischen und vollständig beobachtbaren Umgebung ausgehen. Hingegen
sind in der Praxis z. B. Fahrtzeiten nicht vorhersehbar und von dynamischen Umge-
bungseigenschaften wie Verkehr und Wetter beeinflusst. Darüber hinaus können die
vorhandenen Ladungen einerseits durch andere Akteure als Optionen wegfallen oder
dynamisch hinzukommen. Das Auftreten dieser Ereignisse ist im Allgemeinen weder
vorhersagbar noch beobachtbar. Somit entfallen auch wesentliche Vorteile des Mer-
kens bisheriger Lösungen, da durch die Dynamik und Komplexität der Umgebung
eine Wiederholung gleicher Zustände und somit Rechenschritte unwahrscheinlich ist.
Die Implementierung eines entsprechenden Algorithmus, der obigen Eigenschaften be-
rücksichtigt, und nur als Beispiel einer Untersuchung für die Evaluation informierter
Entscheidungsfindung dienen soll, erscheint im Rahmen dieser Arbeit dem Aufwand
nach nicht sinnvoll. Daher werden stattdessen Teilprobleme wie die adaptive Routen-
planung untersucht (siehe Abschnitt 8.5).
8.1.3 Beispiele für relevante Informationen
Informationen über den Status logistischer Prozesse bilden eine wichtige Grundlage
für die operative Logistiksteuerung. Darüber hinaus können historische Informationen
über bereits durchgeführte Prozesse für die Analyse des allgemeinen Prozesskonzepts
und potentieller Veränderungen im Sinne einer strategischen Planung dienen. Der
Mensch nimmt bei der Prozesssteuerung und -überwachung noch immer eine wich-
tige Rolle ein (Schuldt, 2010). Zur Durchführung dieser Aufgaben ist eine möglichst
umfassende Prozesstransparenz herzustellen. Das heißt, einem Speditionsdisponenten
werden beispielsweise alle für ihn relevanten Information über die Position und den
Status von behandelten Transportmitteln und Ladungen in geeigneter Weise zur Ver-
fügung gestellt und auf dem Monitor präsentiert. Damit wird für den Menschen das
Situationsbewusstsein hergestellt, welches für eine informierte Entscheidungsfindung
notwendig ist (vgl. Endsley, 2000).
Durch den untersuchten Paradigmenwechsel zu einer selbststeuernden Logistik mit
autonomen, intelligenten Agenten entstehen neue Anforderungen. Alle benötigten In-
formationen müssen bei Bedarf elektronisch zur Verfügung stehen und durch geeig-
nete Syntax und explizite Semantik maschinenverarbeitbar sein (vgl. Kapitel 3). In
Abschnitt 2.4 wurde bereits ausführlich auf die besonderen Anforderungen eingegan-
gen, die sich hierbei für autonome Systeme im Vergleich zu menschlichen Entscheidern
stellen.
Im Beispiel eines autonomen, intelligenten Agenten für die operative Steuerung ei-
nes Transportfahrzeugs muss der Agent entscheiden, welche Route er zu seinen Ziel-
punkten wählt. Gegebenenfalls hat der Agent auch die Autonomie, die Reihenfolge
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der Zielpunkte oder sogar die Zielpunkte selbst zu wählen. Für die Wahl der besten
Route sind beispielsweise Informationen über die allgemeinen Eigenschaften und den
Zustand der Verkehrswege relevant. Allgemeine Eigenschaften meinen hierbei die ge-
nerell verfügbaren Wege und ihre Verbindungen sowie eher statische Attribute wie den
Straßentyp (z. B. eine Autobahn), die Länge oder die erlaubte Höchstgeschwindigkeit.
Diese Eigenschaften werden in dieser Arbeit nicht im Sinne einer aktiven Informati-
onsakquisition betrachtet, sondern als allgemeines Hintergrundwissen, etwa in Form
einer Ontologie (Abschnitt 3.1.2) angenommen.
Der Zustand beschreibt hingegen dynamische Eigenschaften der Umgebung. Hierzu
gehören im Beispiel der Routenwahl u. a. die Verkehrsdichte bzw. Vekehrsqualität (vgl.
TRB, 2000) und das Wetter insofern es die mögliche sichere Geschwindigkeit reduziert.
Im diesem Beispiel ergeben sich unterschiedliche mögliche Quellen zur Akquisition der
potentiell relevanten Informationen. Die Verkehrsdichte bzw. Meldungen über Staus
könnten z. B. über elektronische Verkehrsnachrichten eines zentralen Dienstes oder
auch über andere Transportmittel-Agenten als lokale Informanten beschafft werden.
Analog gilt dies für das örtliche Wetter.
Zu beachten ist allerdings, dass bei der Routenbewertung in dynamischen Umgebun-
gen ein zukünftiger Zustand eines Routensegments betrachtet wird. Der Zeitpunkt
hängt dabei von der erwarteten Zeit ab, zu der dieses Segment befahren wird (vgl.
Abschnitte 8.2.1 und 8.3.2). Somit ist es nicht möglich, Quellen zu finden, die bereits
die konkrete benötigte Information liefern. Stattdessen müssen die externen Quellen
oder der Agent selbst den zukünftigen Zustand auf der Basis aktueller und historischer
Informationen schätzen. Die historischen Informationen dienen dabei als Grundlage
eines Prädiktionsmodells, das maschinell gelernt werden kann. Als Repräsentation für
diese Vorhersagen bieten sich z. B. Markov-Prozesse bzw. dynamische Bayes’sche Net-
ze an (vgl. Abschnitt 3.2.4). Sind die Vorhersagen hinreichend eindeutig, können auch
logische Regeln zum Einsatz kommen (vgl. Gehrke und Wojtusiak, 2008b).
8.1.4 Ontologische Modellierung
Im Rahmen des Projekts „Wissensmanagement“ des Sonderforschungsbereichs 637
„Selbststeuerung logistischer Prozesse“ wurden unter wesentlicher Beteiligung des
Verfassers der vorliegenden Arbeit Ontologien für die Logistikdomäne entwickelt.2
Diese stellen terminologisches Wissen über die Logistikdomäne in Transport und Pro-
duktion sowie über Warentypen, Kommunikationstechnologie und Agenten für Logis-
tikobjekte bereit. Das Ontologische Modell ist in der Sprache OWL (Bechhofer et al.,
2004) spezifiziert und gliedert sich in folgende Teilontologien (Stand 7. März 2011):
tlo.owl : So genannte Top-level-Ontologie für Basiskonzepte in den simulierten Sze-
narien. Diese Ontologie mit 63 Konzepten sowie 40 Objektrelationen und 19 Da-
tenattributen definiert u. a. allgemeine Typen physischer Objekte, die Grund-
2Im Internet als Teil des Simulationssystems PlaSMA (siehe Abschnitt 8.4.3) verfügbar:
http://plasma.informatik.uni-bremen.de/
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Abbildung 8.1: Ausschnitt der Grundontologie (tlo) für Logistikakteure
mit allgemeinstem Konzept Agent und Unterkonzepten wie HumanPerson
für Menschen und SoftwareAgent für Agenten ohne Verkörperung. Jedes
autonome System (ArtificialAgent) operiert für (operatesFor) ein Rechts-
subjekt (LegalBody).
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Abbildung 8.2: Ausschnitt der Grundontologie (tlo) und Transportontolo-
gie (trans) für das Modell der Verkehrsinfrastruktur als gerichteter Graph
von Knoten (Vertex) für Orte bzw. Kanten (Edge) für Verbindungen wie
Wege über Land (LandRoute) oder Wasser (WaterRoute).
struktur einer Verkehrsinfrastruktur als Graph, Akteure (z. B. Menschen, Or-
ganisationen und Software-Agenten, siehe Abbildung 8.1), Organisationsstruk-
turen, Eigentumsbeziehungen. Alle weiteren Ontologien importieren zumindest
diese Ontologie als eine jeweilige Erweiterung.
trans.owl : Ontologie-Erweiterung für transportspezifische Sachverhalte (119 Kon-
zepte, 15 Objektrelationen, 19 Datenattribute). Unter anderem werden Typen
von Verkehrswegen (siehe Abbildung 8.2), Fahrzeugen und Transportbehältern
feiner spezifiziert. Diese Ontologie wurde weitestgehend vom Autor dieser Dok-
torarbeit auf der Basis von entsprechender Fachliteratur und Gesprächen mit
Domänenexperten entwickelt.
prod.owl : Ontologie-Erweiterung für Produktionslogistik (38 Konzepte, 46 Objek-
trelationen, 15 Datenattribute) auf der Basis von UML-Modellen aus der Ar-
beitsgruppe Professor B. Scholz-Reiters. Es sind insbesondere Konzepte zur Be-
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schreibung von Werkzeugmaschinen, Arbeitsvorgängen und -plänen sowie der
Kommunikation zwischen den Akteuren der Supply-Chain enthalten.
com.owl : Ontologie-Erweiterung für (insbesondere mobile) Kommunikationstechnik
(26 Konzepte, 15 Objektrelationen, 14 Datenattribute) durch die Arbeitsgrup-
pe der Professorin C. Görg. Es werden Hardware zur Kommunikation und die
zugehörigen Prozessoren, Kommunikationsinfrastruktur und ihre räumliche Ab-
deckung sowie Tarifmodelle beschrieben. Zu den spezifizierten Eigenschaften der
Hardware gehören z. B. Energieversorgung und -verbrauch, Netzwerkbandbrei-
ten sowie Arbeitsspeicher, Rechnerarchitektur und -leistung.
goods.owl : Ontologie-Erweiterung für Gütertypen (85 Konzepte, 1 Objektrelati-
on). Diese Ontologie bietet ein allgemeines Schema zur Güterklassifikation. Es
wird dabei zwischen physischen bzw. nicht-physischen Ressourcen unterschie-
den. Nicht-physische Ressourcen sind z. B. Informationen und Eigentumsrechte.
Physische Güter werden im logistischen Sinne u. a. in Schütt- und Stückgut
unterschieden. Darüber hinaus wird die unverpackte Form des Gutes nach Ag-
gregatzustand klassifiziert. Rechtliche Rahmenbedingungen und daraus folgende
Anforderungen an den Transport und die Lagerung begründen ferner eine Klassi-
fikation von Gefahrgütern und Lebensmitteln. Die Entwicklung dieser Ontologie
war insbesondere durch die Anwendung im intelligenten Container (Jedermann
et al., 2007) motiviert.
Die Ontologie-Bibliothek ist für anwendungsspezifische Anforderungen durch weitere
importierte Ontologien oder Spezifikationen erweiterbar. Die Ontologien beanspru-
chen laut Analyse mit der Software Protégé die Ausdrucksmächtigkeit der Beschrei-
bungslogikklasse SHIN(D). Damit wird die volle Syntax von OWL-DL jedoch ohne
Nominalkonstrukte für Auflistungen möglicher Werte verwendet (vgl. Horrocks et al.,
2007, S. 461f). Die Güterontologie verwendet überdies Nominalkonstrukte zur Be-
schreibung der möglichen Aggregatzustände und fällt somit in die Klasse SHOIN.
Die Ontologien bilden die semantische Grundlage zur terminologischen und struk-
turellen Modellierung von Logistiknetzwerken und -prozessen sowie den beteiligten
Objekten. Das Verhalten der Akteure wird hingegen durch die Implementierung von
Agenten spezifiziert.
8.2 Situative Qualifikation und Instanziierung
Als Repräsentationsformalismus für den vorgeschlagenen relevanzbasierten Ansatz der
Informationsbeschaffung dienen Entscheidungsnetze. Jedoch weisen diese auch syntak-
tische Einschränkungen auf. Hierzu gehören der propositionale Charakter des proba-
bilistischen Modells im Gegensatz zur Prädikatenlogik (siehe auch Abschnitt 3.3) und
die damit verbundene begrenzte Möglichkeit einer räumlich-zeitlichen Qualifikation.
Variablen im Entscheidungsnetz können zwar mehrere Belegungen annehmen, diese
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sind jedoch auf eine endliche, vorher festgelegte Menge beschränkt. Für Anwendungs-
domänen mit dynamisch hinzukommenden Objekten, also auch Logistik, stellt dies
zunächst eine bedeutende Einschränkung dar.
Es ist daher zu evaluieren, ob und ggf. wie diese Einschränkungen für eine Anwen-
dungsdomäne wie Logistik behandelt und ggf. aufgehoben werden können. Dazu wer-
den im Folgenden zum einen die zeitlichen und räumlichen Aspekte der Informati-
onsbeschaffung betrachtet, um eine Information und ihre Relevanz entsprechend des
räumlich-zeitlichen Kontexts einer konkreten Situation zu unterscheiden (vgl. Anfor-
derung A4 in Abschnitt 2.4.3). Darüber hinaus wird die Notwendigkeit einer Szenenin-
stanziierung für Entscheidungssituationen abgeleitet, um dynamisch hinzukommende
Objekte zu behandeln.
8.2.1 Zeitliche Qualifikation
Für eine Dynamikerweiterung zur Abbildung von Zeitverläufen (vgl. Anforderung A5
in Abschnitt 2.4.3) ist keine wesentliche Anpassung notwendig. Zusätzlich zum bis-
herigen Modell, das einen Zustand beschreibt, wird ein Zeitstempel t für Ausprägun-
gen dieses Zustands und ein probabilistisches Transitionsmodell als Markov-Ketten
für Zustandsübergänge zwischen den Zuständen eingeführt (vgl. Abschnitte 3.2.4 und
5.4.4). Diese erweiterte Repräsentation stellt keine grundlegende Modelländerung dar,
weil das Transitionsmodell syntaktisch einer normalen Kante in Bayes’schen Netzen
entspricht. Die Einführung eines Zeitstempels und Transitionsmodells umgeht nur die
Notwendigkeit, das Modell für jede Zeitfolge explizit definieren zu müssen.
Darüber hinaus liefert der Zeitstempel wertvolles Hintergrundwissen für die Iden-
tifikation relevanter Informationen (Abschnitt 5.4.4). Eine Entscheidung, welche zu
einem Zeitpunkt t zu treffen ist, kann nicht auf spätere Informationen mit Zeitstempel
t′ > t zurückgreifen. Somit kann bei der Analyse stochastischer Abhängigkeiten eine
Exploration des Suchraums auf Zustände, die zeitlich nach der Entscheidung angesie-
delt sind, unterbleiben. Gleiches gilt für die Erweiterung der Informationswertfront
nach Algorithmus 5. Diese Beschränkung ist sogar unbedingt erforderlich, da der
Suchraum ohne eine derartige Einschränkung unendlich groß würde. Zumindest wäre
eine zeitliche Ausweitung auf eine Zeitspanne zu beschränken, die mit der gewählten
Markov-Ordnung korrespondiert.
Temporaler Kontext
Zeitpunkte haben gemeinsame Eigenschaften, die sich z. B. durch Tageszeit oder Ka-
lenderdatum ergeben. Daher kann es, je nach Anwendung, über den Zeitstempel ei-
nes Zustands und das Transitionsmodell zwischen Zuständen hinaus geboten sein,
eine Klassifizierung des jeweiligen Zeitpunkts als Modellerweiterung vorzunehmen.
Dies ist der Fall, falls sich der zeitliche Kontext deutlich auf die Wahrscheinlichkeits-
verteilungen mindestens einer Modellvariablen auswirkt. Die Modellerweiterung wäre
Abschnitt 8.2 – Situative Qualifikation und Instanziierung 231



	



Abbildung 8.3: Beispiel eines probabilistischen Modells mit Variablen für
den zeitlichen Kontext (grau eingefärbt).
entsprechend die Einführung von temporalen Kontextvariablen, die die anwendungs-
relevanten Eigenschaften des Zeitpunkts beschreiben. Dies kann z. B. eine Diskreti-
sierung der Tageszeit (bspw. Morgen, Mittag, Nachmittag, Abend, Nacht) oder der
Jahreszeit (bspw. Winter, Frühling, Sommer, Herbst) sein.
Definition 16 (Temporaler Kontext). Der explizite zeitliche (temporale) Kontext ei-
nes probabilistischen Modells mit Zustandsvariablen X ist gegeben durch die Belegung
der Kontextvariablen CT ⊂ X zum Zeitpunkt t.
Bezüglich der Modellierung in Entscheidungsnetzen kann ein derartiger temporaler
Kontext als Menge deterministischer Knoten ohne Kindknoten3 angesehen werden.
Das heißt, die Belegung der Kontextvariablen ist im Normalfall stets bekannt. Somit
sind sie nicht selbst Gegenstand der Informationsbeschaffung. Dies ist auch für die In-
ferenz von Bedeutung, da die Wahrscheinlichkeitsverteilungen durch die Einbeziehung
temporaler Aspekte komplexer werden. Sind jedoch alle Kontextvariablen Evidenzen,
so wird der Berechnungsaufwand für Inferenzen nicht erhöht, da keine zusätzliche
Marginalisierung nötig ist.
Beispiel. Abbildung 8.3 zeigt ein Beispiel für den temporalen Kontext bei der Be-
wertung des Verkehrsaufkommens für die Routenwahl. Entscheidungsknoten Route
bestimmt die zu wählende Route, für die jeweils eine erwartete Geschwindigkeit Speed
berechnet wird. Diese Geschwindigkeit ist abhängig vom zu der Zeit zu erwartenden
Verkehrsaufkommen, das durch den Knoten TV (engl. traffic volume) repräsentiert
ist, und die Fähigkeit der Straße/Route, das Verkehrsaufkommen zu bewältigen (Kno-
ten LoS, engl. Level of Service4). Das Verkehrsaufkommen selbst ist nicht beobachtbar
und wird durch den Knoten TVE (engl. traffic volume estimation) geschätzt. Sowohl
das Verkehrsaufkommen als auch seine Schätzung werden durch den zeitlichen Kon-
text beeinflusst. Dieser ist durch den Wochentag im Knoten DoW (eng. day of week)
und die Tageszeit im Knoten ToD (engl. time of day) bestimmt und wird bei Instan-
ziierung des Modells für die Entscheidungssituation als Evidenz gesetzt.
3Deterministische Kindknoten, die selbst zum temporalen Kontext gehören, sind jedoch möglich.
4 Die Verkehrsqualität wird im Highway Capacity Manual (TRB, 2000) z. B. durch sechs qualitative
Levels of Service (A bis F) angegeben.
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Proaktive Informationsbeschaffung
In Kapitel 2 wurde bereits auf den Aspekt der Proaktivität autonomer Systeme und
insbesondere intelligenter Agenten hingewiesen. Für eine proaktive Entscheidungsfin-
dung ist auch eine proaktive Informationsbeschaffung hilfreich oder sogar notwendig,
wenn von einer längeren Zeitspanne für die Durchführung der Akquisition auszugehen
ist (vgl. Fähigkeit F6 in Abschnitt 2.4.3). Dies kann etwa bei extern angefragten In-
formation der Fall sein. Der vorgestellte Ansatz der Informationsbeschaffung erlaubt
ein proaktives Vorgehen, indem Algorithmus 7 bereits für eine zukünftige, potentiell
anstehende Entscheidung durchgeführt wird. Einschränkend ist zu beachten, dass die
Unterscheidung zwischen Informationsbrutto- und Informationsnettowert in diesen
Fällen anders zu behandeln ist.
Die auf dem Nettowert basierende Akquisition geht davon aus, dass tatsächlich ei-
ne Entscheidung getroffen wird, so dass die akquirierte Information sich auch dann
auszahlt, wenn dafür Kosten anfallen. Bei einer proaktiven Informationsbeschaffung
für potentielle Entscheidungen ist es möglich, dass die betrachtete Entscheidungssi-
tuation nicht eintritt. Somit wären die Beschaffungskosten für diesbezüglich relevante
Informationen vergeblich investiert, falls die Information nicht auch für eine andere
Entscheidung nützlich ist. Deshalb sollten für potentielle Entscheidungen in der Regel
nur Informationen ohne Akquisitionskosten beschafft werden.
8.2.2 Räumliche Qualifikation
Die räumliche Qualifikation des Modells und damit der Entscheidungssituation stellt
eine größere Herausforderung als die temporale Qualifikation dar. Dies gilt sowohl für
die Beschreibung räumlicher Transitionen als Änderung des Zustands durch Wechsel
des Ortes (räumliche Dynamik), für die Auszeichnung des Ortes analog zum Zeitpunkt
als auch für die klassifizierende Beschreibung des räumlichen Kontexts.
Ortsauszeichnung und Inferenz
Im Gegensatz zur zeitlichen Auszeichnung eines Zustands durch einen Zeitstempel
bzw. ein Gültigkeitsintervall ist die Verortung eines Zustands weniger offensichtlich
umzusetzen. Intuitiv und analog zum Zeitpunkt könnten geographische Koordinaten
zur Positionsbeschreibung verwendet werden. Stellvertretend können auch spezifizier-
te Toponyme für diese Koordinaten stehen. Ohne Regionen- oder Transitionsmodell
wären diese spezifischen Ortsangaben für die Informationsbeschaffung in Anwendun-
gen mit möglichen Ortswechseln jedoch kontraproduktiv. Es wäre nicht möglich, vom
Zustand an einem Ort auf den Zustand eines anderen Ortes zu schließen, selbst wenn
der andere Ort nur minimal entfernt ist.
Während mit Markov-Modellen bewährte Repräsentationen für zeitliche Dynamik
vorliegen, sind räumliche Transitionsmodelle wegen der Mehrdimensionalität und po-
tentiell vielfältiger Abhängigkeiten komplexer. Zum Beispiel kann bei Wetter- oder
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Klimamodellen ein Fluss oder eine Bergkette als Wetterscheide wirken, so dass der
räumliche Abstand zweier Orte allein je nach lokaler Gegebenheit keine ausreichend
genaue Abschätzung für ein räumliches Transitionsmodell liefert.
In der Geostatistik sind ähnliche Probleme bekannt. Soll aus einer begrenzten Menge
lokaler Stichproben ein Karte über eine bestimmte Eigenschaften erstellt werden (et-
wa Ertragswerte eines Ackers oder einer Mine), so muss die betreffende Eigenschaft
für Orte, für die keine Stichprobe vorliegt, aus Stichproben von benachbarten Orten
interpoliert werden. Für solche Anwendung kann als statistisches Verfahren das so
genannte Kriging eingesetzt werden (Krige, 1951; Isaaks und Srivastava, 1989, Kapi-
tel 12 und 13). Allerdings ist dieses Verfahren für die Generierung eines vollständigen
Modells auf der Grundlage konkreter, lokaler Stichproben und nicht für eine allge-
meine räumliche Interpolation auf einem generierten, allgemeinen Modell ausgelegt.
Das heißt, Kriging liefert kein räumliches Transitionsmodell, da Vorhersagen keine In-
terpolation zwischen bekannten Datenpunkten sind, sondern eine Extrapolation über
einen oder mehrere Datenpunkte hinaus.
Regionen und Topologie. Als Alternative zu punktbasierten Ortsauszeichnun-
gen bietet sich eine Diskretisierung der räumlichen Umgebungen in Regionen an. Die
räumliche Qualifikation geschieht dann nach Regionenzugehörigkeit und erlaubt ei-
ne deduktive Übertragung von Informationen über eine Region auf alle Punkte in
dieser Region. Die Regionen können z. B. durch eine Tesselierung der Erdoberflä-
che gegeben sein. Eine geeignete Einteilung ist dabei anwendungsabhängig. Für die
Transportdomäne ist beispielsweise eine graphbasierte Strukturierung der Verkehrsin-
frastruktur naheliegend. Dabei können Streckenabschnitte (etwa zwischen Autobahn-
Anschlussstellen) als Regionen repräsentiert werden. Jeder Ort o als geographisches
Koordinatentupel (lat; lon) wird dann genau einer Region r aus der Menge elementa-
rer Regionen Re zugeordnet:
region : (Latitude,Longitude) 7→ Re (8.1)
Zusätzlich ist eine Ebene sinnvoll, die die elementaren, disjunkten Regionen in Re zu
größeren Einheiten zusammenfasst und topologisch in Beziehung setzt (z. B. Überlap-
pung oder Enthaltensein). Die Menge der zusammengesetzten (komplexen) Regionen
ist dann Rc und die Menge aller Regionen R=Re ∪ Rc. Jede komplexe Region setzt
sich aus einer Menge elementarer und optional anderer komplexer Regionen zusam-
men. Dies kann über eine entsprechende topologische Relation angegeben werden, die
transitiv und asymmetrisch ist:
contains : Rc ×R 7→ {true, false} (8.2)
In der Transportdomäne können Streckenabschnitte als elementare Regionen z. B.
in einem bestimmten Land oder zu einer Fernstraße gehören, die dann eine kom-
plexe Regionen bilden. Um auf diesem topologischen Wissen Schlussfolgerungen zu
ziehen, können qualitative räumliche Kalküle wie das RCC eingesetzt werden (vgl.
Abschnitt 3.4.3).
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Typisierung. Neben einem geographischen Regionenmodell besteht die Möglich-
keit eines attributiven, logischen Raummodells im Sinne einer Typisierung. Logische
definierte Regionen sind dabei Mengen von Punkten, die durch gemeinsame, defi-
nierte Eigenschaften in eine Äquivalenzklasse fallen. Punkte einer logischen Region
sind im Gegensatz zur topologischen Region demnach nicht primär durch räumlichen
Zusammenhang definiert. Dennoch müssen elementare Regionen in Re bezüglich Ty-
pisierung homogen sein, um auf der Basis einer regionalen räumlichen Auszeichnung
die Typisierung abzuleiten. Die Spezifikation der räumlichen Äquivalenzklasse ermög-
licht damit eine Typisierung von Orten, die zur Kodierung von Hintergrundwissen
sowie zur Beschreibung räumlicher Kontexte verwendet werden kann. Als Mittel der
Wissensrepräsentation können Ontologien eingesetzt werden (siehe Abschnitt 3.1.2).
Für die Anwendung in der Transportlogistik können beispielsweise Streckenabschnitte
nach Widmung bzw. Kategorie (Autobahn, Bundesstraße, Landstraße etc.), Verkehrs-
qualität (z. B. Level of Service, TRB, 2000) oder nach erlaubter Geschwindigkeit klas-
sifiziert werden. Eine entsprechende Typisierung wird durch die Transportontologie
des SFB637 ermöglicht (siehe Abschnitt 8.1.4).
Im Normalfall kann davon ausgegangen werden, dass die Auszeichnung und Typi-
sierung von Regionen als Hintergrundwissen und damit Evidenz vorliegt und somit
nicht mit den beschriebenen Mitteln beschafft werden muss. Allerdings kann die Ty-
pisierung auch als nicht-assertionales Wissen betrachtet werden. In diesem Fall wäre
die Feststellung des Typs einer Region eine (ontologische) Inferenzaufgabe im Sinne
einer internen Informationsbeschaffung. Diese Inferenz würde nur durchgeführt, wenn
die entsprechende Typvariable im Entscheidungsnetz einen Informationswert aufweist
und durch Algorithmus 7 (Informationsbeschaffung) ausgewählt wird.
Räumlicher Kontext
Der räumliche Kontext eines Modells kann entweder inhärent oder zugeordnet sein.
Die Zuordnung eines räumlichen Modellkontexts bedeutet, dass der räumliche Gül-
tigkeitsbereich von außen festgelegt und vorgegeben ist. Änderungen des Kontexts
haben somit keine Auswirkungen auf das eigentliche Modell, sondern nur auf seine
Anwendbarkeit. Ein inhärenter Kontext ist Teil des Modells und beeinflusst direkt die
Inferenzen über dem Modell, indem Kontextvariablen als Einflüsse explizit eingeführt
werden.
Beide Ansätze weisen, je nach Ausgestaltung, individuelle Nachteile auf. Die äußere
Kontextzuordnung begrenzt entweder den Gültigkeitsbereich oder vereinigt alle räum-
lichen Ausprägungen in einem universellen Modell, indem die lokalen Unterschiede im-
plizit in den Wahrscheinlichkeitsverteilungen kodiert werden. Der Gültigkeitsbereich
begrenzt entsprechend die Anwendbarkeit des Modells, während die zweite Variante
zu unspezifischen Modellen führt. Lokale Besonderheiten oder Abhängigkeiten wer-
den nicht berücksichtigt. Daher müssten unterschiedliche Modelle für alle denkbaren
Kontexte erstellt werden, um für eine Entscheidungssituation das passende Modell
auszuwählen. Hierbei entstünden zwangsläufig Redundanzen. Ferner ist fraglich, ob
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alle benötigten räumlichen Kontexte durch eine überschaubare Menge Modelle abzu-
decken sind, so dass gleichzeitig der Modellierungsaufwand und Speicherbedarf ange-
messen bleibt.
Werden hingegen räumliche Aspekte durch zusätzliche Variablen explizit als Teil des
Modells repräsentiert, stellt sich das Problem einer adäquaten räumlichen Klassifizie-
rung. Dies betrifft zum einen die räumliche Diskretisierung für die örtliche Auszeich-
nung (siehe oben) und zum anderen die Bestimmung charakteristischer räumlicher
Eigenschaften (Typisierung). Im Gegensatz zur temporalen Kontextualisierung eines
Zustands kann sich die Einbeziehung räumlicher Spezifika jedoch maßgeblich auf die
Komplexität des Modells und den Modellierungsaufwand auswirken.
Wird die Ortsauszeichnung beispielsweise durch eine zusätzliche diskrete Variable re-
präsentiert, die den potentiellen Aktionsraum des autonomen Systems in n Regionen
tesseliert, und nimmt diese Variable Einfluss auf nur eine diskrete Variable X mit
m möglichen Belegungen und ohne weitere Einflüsse, so vergrößert sich das bedingte
Wahrscheinlichkeitsmodell für X um den Faktor n. Erschwerend kommt hinzu, dass
n im gewählten Modell sehr groß werden kann. Soll z. B. für eine Anwendung im
Straßengüterverkehr eine räumliche Auszeichnung nach Autobahnabschnitten erfol-
gen, ergäben sich alleine für Deutschland bei einem Netz von 12718 km Länge (Stand
2009) und einer angenommenen Diskretisierung in Abschnitte mit ca. 12 km eine Do-
mäne mit n > 1000 möglichen Belegungen.
Eine Einbeziehung aller unterschiedenen Orte als Variable im Entscheidungsnetz ist
daher in der Regel nicht sinnvoll. Entsprechend muss ein modellinhärenter räumlicher
Kontext durch eine beschränkte Klassifikation in einer oder mehreren Variablen, die
den Ort typisieren, beschrieben werden.
Definition 17 (Räumlicher Kontext). Der explizite räumliche (spatiale) Kontext ei-
nes probabilistischen Modells mit Zustandsvariablen X ist für den Ort o gegeben durch
die Belegung der Kontextvariablen CS ⊂ X .
Die räumliche Klassifikation unterscheidet im einfachen Fall k disjunkte Ortsklassen,
auf die jeder Ort eindeutig abgebildet werden kann. Ausdrucksstärker und flexibler
ist die Repräsentation des räumlichen Kontexts als Menge von Eigenschaften (sie-
he oben). Für die Modellbildung ist jedoch zu berücksichtigen, dass eine komplexe
Kontextmodellierung zu einem großem Raum möglicher Belegungen führt. Für diese
müssen jeweils entweder qualifizierte Expertenmeinungen oder ausreichend empirische
Daten vorliegen. Daher ist die Abstimmung zwischen Kontextspezifität und statisti-
scher Fundierung bei der Modellierung abzuwägen.
Beispiel. Abbildung 8.4 zeigt ein reduziertes Beispiel mit der räumlichen Kontext-
variable Region. Der Entscheidungsknoten Route steht für eine Routenwahl in einem
Transportszenario, wobei eine Route jeweils mit einer erlaubten Höchstgeschwindig-
keit verbunden ist (Knoten MaxSpeed). Zusätzlich berücksichtigt das Modell Wetter
als Faktor, der die mögliche Geschwindigkeit (negativ) beeinflussen kann. Der Knoten
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Abbildung 8.4: Beispiel eines probabilistischen Modells mit räumlichem
Kontext (grau eingefärbt).
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Abbildung 8.5: Beispiel eines probabilistischen Modells mit räumlichem
Kontext (grau eingefärbt) abhängig vom Entscheidungsknoten Route.
Forecast dient als Sensor für Knoten Weather, der selbst nicht beobachtbar ist. Beide
Knoten sind stochastisch von der Region abhängig, in der das Modell angewendet
wird. Das heißt, das Modell ist für alle Regionen anwendbar, die durch die Domäne
der Variable Region als räumlicher Kontext abgedeckt sind. Für die konkrete Ent-
scheidungssituation wird Region dann bei der Instanziierung festgelegt. Dabei wird
davon ausgegangen, dass der räumliche Kontext für alle Entscheidungsoptionen der
selbe ist. Zusammen mit MaxSpeed ergibt sich dann die empfohlene Geschwindigkeit
SafeSpeed.
Wie beim temporalen Kontext ist die Beschreibung eines räumlichen Kontexts in der
Regel als Evidenz gegeben. In diesen Fällen wird das Modell bezüglich Inferenz nicht
komplexer. Die Belegung der räumlichen Kontextvariablen in CS fungieren stattdes-
sen als Modellfilter, der das statistische Wissen über andere Kontexte ausblendet
(im obigen Beispiel die anderen Regionen). Wenn der räumliche Kontext eines Ent-
scheidungsnetzes jedoch (partiell) von der Entscheidung selbst abhängt, liegen die
entsprechenden Variablen bei der Modellinstanziierung hingegen nicht als Evidenz
vor (vgl. Beispiel in Abbildung 8.5). Stattdessen werden sie erst durch die jeweils eva-
luierte Entscheidung als deterministische Knoten mit einem Wert belegt. Als entschei-
dungsabhängige Variablen sind sie überdies von der Informationsbeschaffung logisch
ausgeschlossen (vgl. Theorem 8, S. 123).
8.2.3 Szeneninstanziierung
Aus der in Abschnitt 8.2.1 beschriebenen zeitlichen Qualifikation lässt sich eine kon-
krete Entscheidungssituation einem Zeitpunkt t zuordnen, wobei t in dynamischen
Entscheidungsnetzen durch die Zeitdiskretisierung faktisch in ein Zeitintervall [s, e] ⊂
N mit s ≤ t < e fällt. Beschreibt die Entscheidungssituation einen räumlich einge-
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schränkten Bereich, so lässt sie sich überdies einer Region r ∈ R zuordnen. Ist diese
Region komplex (r ∈ Rc), so können einzelne Zustandsvariablen einen spezielleren
räumlichen Bereich r′ ∈ R beschreiben, mit (r contains r′). In diesem Fall ist der
Geltungsbereich r′ der betreffenden Variable explizit anzugeben, um zu verhindern,
dass andere Variablen mit gleicher Bezeichnung jedoch anderem räumlichen Geltungs-
bereich zu vermeintlichen Inkonsistenzen führen. Andere Zustandsvariablen können
hingegen auch ortsunabhängig sein. Hieraus ergibt sich somit ein räumlich-zeitlicher
Geltungsbereich jeder Systemvariable mit Orts- und Zeitbezug:
Definition 18 (Räumlich-zeitlicher Geltungsbereich). Der räumliche und zeitliche
Kontext einer Systemvariablen X ∈ X ist spezifiziert durch Xr,t, mit r ∈ R als räum-
licher (spatialer) und t = [s, e] ⊂ N als zeitlicher (temporaler) Geltungsbereich. Der
Geltungsbereich ist in einem Modell stets als Region bzw. Intervall und nicht als Punkt
zu verstehen.
Darüber hinaus erlaubt die Verwendung räumlicher und zeitlicher Kontextvariablen
zur Typisierung, aus den Eigenschaften einer konkreten Situation eine Evidenzin-
stanziierung des Kontextes abzuleiten. Das heißt, die räumlich-zeitlichen Eigenschaf-
ten werden über die Kontextvariablen C=CT ∪ CS im Modell explizit berücksichtigt.
Werden heterogene räumliche Kontexte in einer Entscheidungssituation behandelt, so
muss auch hier jede betroffene Kontextvariable Cs ∈ CS mit ihrem räumlichen Gel-
tungsbereich r′ annotiert und den räumlich korrekten Zufallsvariablen Xr′ als Einfluss
(d. h. Vaterknoten) zugeordnet werden.
Dynamische Kontextinstanziierung
Wird ein probabilistisches Netz durch einen räumlich-zeitlichen Kontext erweitert, ist
für den zeitlichen Verlauf in dynamischen Netzen zu berücksichtigen, dass sich der
Kontext über die Zeit ändern kann. Zeitliche Kontextänderungen mit Variablen, wie
etwa Tageszeit oder Wochentag, treten zwangsläufig bei längerem Zeitfortschritt auf.
Örtliche Kontextänderungen, können sich bereits zu einem Zeitpunkt durch eine Ab-
hängigkeit zum Entscheidungsknoten ergeben (siehe Abschnitt 8.2.2). Darüber hinaus
kann bei Aktionsfolgen, die Bewegungen beinhalten, der räumliche Kontext über die
Zeit wechseln.
Die Kontextdynamik über Markov’sche Transitionsmodelle abzubilden, kann zu kom-
plexen Modellen führen. Zum Beispiel ist die Änderung eines zeitlichen Kontexts für
den Wochentag prinzipiell deterministisch, da sich der Kontext immer um 0:00 Uhr
ändert. Aber um dies über ein Transitionsmodell bei einer Zeitdiskretisierung des
Markov-Modells mit einer Granularität von 5 Minuten abzubilden, müsste das Tran-
sitionsmodell ohne weitere Hilfskonstrukte die Markov-Ordnung 288 (für alle Zustände
eines Tages) aufweisen, damit der Tageswechsel erkannt wird! Überdies müsste sicher-
gestellt sein, dass der erste betrachtete Zustand um 0:00 Uhr beginnt, um verspätete
Tageswechsel zu verhindern. Dieser Ansatz wäre offensichtlich nicht adäquat. Statt-
dessen kann jeder betrachtete Zustand im dynamischen Netz mit einem eindeutigen
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Abbildung 8.6: Beispiel eines probabilistischen Modells mit Variablen für
den räumlichen und zeitlichen Kontext (grau eingefärbt).
Zeitstempel t ∈ N (z. B. UNIX-Zeitstempel) versehen werden (siehe Abschnitt 8.2.1),
der über eine funktionale Abbildung contextT zum temporalen Kontext automatisch
die korrekte Zeitkontextevidenz erzeugt:
contextT : N 7→ CT (8.3)
Analog gilt für den Ort, dass Ortswechsel schlecht über Transitionsmodelle abgebildet
werden können. Auch hier ist eine funktionale Abbildung contextS anwendbar, die
die regionale, räumliche Auszeichnung r ∈ Re auf den räumlichen Kontext contextS
abbildet:
contextS : Re 7→ CT (8.4)
Objektinstanzen
Darüber hinaus ist zur Abbildung einer konkreten Entscheidungssituation auf der
Basis eines Entscheidungsnetzes der propositionale Charakter probabilistischer Netze
zu berücksichtigen. Im Vergleich zur Prädikatenlogik ist dies mit wesentlichen Ein-
schränkungen verbunden. Um eine Situation propositional abzubilden, müssten alle
relevanten Elemente oder Objekte einer Situation im Vorhinein aufgezählt werden
können, was in der Prädikatenlogik durch die Verwendung von Prädikaten mit be-
legbaren (Objekt-)Variablen nicht notwendig ist. Ein propositionales Modell erlaubt
diese Aufzählung aber nur in Spezialdomänen. Während dies z. B. für die Beschrei-
bung von Fußballszenen gut möglich ist (22 Spieler, ein Schiedsrichter, ein Ball), sind
Verkehrsszenen mit variabler Anzahl beteiligter Akteure nicht direkt durch vordefi-
nierte Variablen abzubilden.
Es kann jedoch z. B. durch eine Ontologie vorgegeben werden, welche Typen von Ob-
jekten betrachtet werden, welche Eigenschaften sie haben und in welchen Relationen
sie zueinander stehen können. Eine explizite Einbeziehung von vorher unbekannten
konkreten Objekten und ihren Relationen erfordert aber letztlich eine Vereinigung pro-
babilistischer Modellierung mit z. B. prädikatenlogischen Horn-Formeln. Entsprechen-
de Ansätze böte etwa die Markov-Logik für Markov-Netze (Domingos et al., 2006), in
der die probabilistische Repräsentation situationsspezifisch instanziiert wird.
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Für die nachfolgende Betrachtung soll von der Problematik der Objekt- und Relatio-
neninstanziierung des Modells abstrahiert werden. Stattdessen wird davon ausgegan-
gen, dass die verwendeten Modelle in geeigneter Weise als Entscheidungsnetz für die
vorliegende Szene instanziiert wurden. Objektrelationen und -eigenschaften werden
dabei als normale Modellvariablen (in X ) aufgefasst, die sowohl stochastisch oder de-
terministisch sein können. Hierbei ist für die Erstellung eines diskreten stochastischen
Modells aus theoretischen Gründen eine Beschränkung auf endliche und zur Entwurfs-
zeit vordefinierte Wertebereiche erforderlich. Dies schließt z. B. die Verwendung von
textuellen Eigenschaften aus, deren Nutzung für stochastische Inferenzen aber ohnehin
fraglich ist. Aus praktischen Gründen müssen diese Wertebereich klein genug sein, um
eine ausreichende empirische Basis für die einzelnen bedingten Wahrscheinlichkeiten
zu erhalten bzw. mit vertretbarem Aufwand Expertenschätzungen anzugeben. Hierzu
kann z. B. eine qualitative Abstraktion des ursprünglichen Wertebereichs in wenige
Äquivalenzklassen durchgeführt werden (vgl. Abschnitt 3.4).
Im Sinne der zweckmäßigen Anwendung eines probabilistischen Modells in Abgren-
zung zu logischen Modellen ist es zudem anzustreben, die logische Situationsanalyse
vom probabilistischen Modell zu trennen und stattdessen ihr qualitatives Ergebnis als
Größe in das Entscheidungsnetz aufzunehmen. Die Vorteile der bedarfsorientierten
Informationsbeschaffung bleiben dabei insofern bestehen, als eine durch eine Netzva-
riable abstrahierte externe Szenenanalyse nur dann durchgeführt werden muss, wenn
diese Variable durch die Informationswertanalyse als relevant erkannt wurde. Dies
zeigt die Möglichkeit eines weiteren Anwendungsgebiets über die eigentliche Informa-
tionsbeschaffung hinaus auf: relevanzabhängige Analysen und Inferenzen.
8.3 Informationsquellen
Ein Entscheidungsnetz als Entscheidungsmodell eines intelligenten Agenten enthält
eine Menge von Zufallsvariablen/Informationen X , deren Kenntnis für eine evaluierte
EntscheidungD potentiell von Nutzen ist. Die Berücksichtigung einer solchen Variable
X ∈ X bei der Modellierung des Entscheidungsnetzes garantiert jedoch nicht, dass
das autonome System in seinem aktuellen Zustand bei anstehender Entscheidung D
direkten Zugriff auf X hat. Neben Einschränkungen wie sie etwa für die theoretische
Sichtbarkeit aktueller Werte einer Größe gelten können und zukünftiger Werte einer
Größe gelten müssen, sind andere Größen prinzipiell beobachtbar aber praktisch nicht
direkt zugreifbar. Dies ergibt sich insbesondere durch die eingeschränkte Sensorik eines
autonomen Systems.
Die Quelle einer zu beschaffenden Information ist entweder die eigene Sensorik ei-
ens autonomen Systems oder ein externer Informationsdienst. Diese externen Dienste
müssen durch Kommunikationsnetze erreichbar sein und können dem Agent entweder
bereits bekannt sein oder müssen erst identifiziert werden. In beiden Fällen ist die
Beschaffungszeit der angefragten Information besonders zu berücksichtigen. Darüber
hinaus ist bei unbekannten Quellen unklar, wie die Korrektheit und ggf. Präzision der
240 Kapitel 8 – Überführung des Ansatzes in die Anwendung
erhaltenen Werte zu bewerten ist (vgl. auch Abschnitt 4.1.3). Ist die Quelle hingegen
bekannt, so kann sie als sensorischer Knoten im Entscheidungsnetz eingefügt werden,
so dass die Unsicherheit über die Korrektheit stochastisch abgebildet ist.
Im Folgenden wird zum einen beschrieben, was bei der Beschreibung sensorischer
Fähigkeiten im Sinne der informierten Entscheidungsfindung zu beachten ist (Ab-
schnitt 8.3.1). Zum anderen wird auf die Aspekte externer und ggf. kooperative In-
formationsakquisition eingegangen (Abschnitt 8.3.2). Insbesondere steht hierbei die
räumlich-zeitliche Qualifikation und die darauf basierende Identifikation passender
Informationen im Mittelpunkt.
8.3.1 Sensorische Fähigkeiten
Die sensorischen Fähigkeiten eines autonomen Systems sind stets beschränkt. Die
Sensoren liefern einerseits nur Daten über bestimmte Eigenschaften der physischen
Umwelt und decken, beschränkt durch ihre Reichweite, andererseits nur eine Teilbe-
reich der räumlichen Umgebung ab. Ohne externe Informationsquellen führen diese
Einschränkungen zwangsläufig zu einer Unsicherheit über den aktuellen Zustand der
Welt. Im Sinne einer abgewogenen Entscheidung muss ein intelligenter Agent daher
wissen, welche Informationen prinzipiell zur Verfügung stehen bzw. extern beschafft
werden müssten.
Die Beurteilung der durch Sensorik des Agenten verfügbaren Informationen wird er-
möglicht durch ein formales Modell der sensorischen Fähigkeiten (vgl. Anforderung
A2 in Abschnitt 2.4.3). Dies beinhaltet für jeden Sensor z. B. seine Reichweite, Reakti-
onszeit, Präzision und vor allem die gemessene Größe (Quantität). Von der Signalver-
arbeitung soll hier jedoch abstrahiert werden. Für die vorliegende Anwendung in der
Informationsbeschaffung wird davon ausgegangen, dass die verfügbaren Daten vorver-
arbeitet wurden und durch das autonome intelligente System korrekt als Information
interpretiert werden.
Der Begriff Sensor wird hierbei im weiteren Sinne verwendet. Sensoren können zum
einen einfache Detektoren zur Messung einer (in der Regel physischen) Quantität
sein. Die Ausgabe eines solchen Detektors (z. B. Thermometer oder Strommessgerät)
kann z. B. eine SI-konforme5 Einheit sein (z. B. Kelvin, Ampere). Darüber hinaus
sind auch komplexe Sensoren möglich, die Rohdaten eines Sensors zu Informationen
verarbeiten, mehrere andere Sensoren als Sensorsystem kombinieren oder sogar bereits
eine Situationsanalyse liefern.
Ontologische Spezifikation
Die formale Beschreibung möglicher Sensoren kann durch eine Sensorontologie erfol-
gen. Diese spezifiziert dann einerseits eine erweiterbare Taxonomie von Sensortypen
5 SI (von frz. Système international d’unités) ist die Abkürzung für das internationale metrische
Einheitensystem für physikalische Größen.
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als auch ihre Eigenschaften wie Art der Messung und der Ausgabe. Die Spezifikation
der Ausgabe sollte einerseits die gemessene Quantität bzw. das Ausgangssignal und
andererseits die Einheit, in der gemessen wurde, umfassen (Gehrke, 2009). Weitere
wichtige Eigenschaften sind die ggf. zu erwartende Antwortzeit und die Präzision des
Sensors. Als Basis für die Umsetzung der Ontologie lassen sich so genannte founda-
tional ontologies wie DOLCE einsetzten (vgl. Gangemi und Mika, 2003). Diese bieten
einen grundsätzlichen Rahmen, um Objekte, Eigenschaften, Qualitäten und Quanti-
täten als auch ganze Kontexte und Situationen zu beschreiben.
Die Spezifikation sensorischer Fähigkeiten eines autonomen Systems auf der Basis
einer Ontologie erlaubt es, die (lokale) Verfügbarkeit einer Information bzw. einer
physischen Quantität der Umgebung logisch zu inferieren, indem eine entsprechende
Wissensbasis nach Sensoren befragt wird, die den gewünschten Wert liefern können.
Dies lässt sich über die lokale Sensorik hinaus auch auf andere, externe Informations-
quellen erweitern.
Die Entwicklung und Beschreibung einer hinreichenden und kohärenten Ontologie
zur Beschreibung von Sensoren, Informationsquellen sowie den durch sie gemessenen
(physikalischen) Größen und deren (physikalische) Einheiten würde jedoch den Rah-
men dieser Arbeit sprengen. Erste Ansätze zur Entwicklung einer solchen Ontologie
in der Sprache OWL-DL (Bechhofer et al., 2004) wurden mit Beratung durch das
National Institute for Standards and Technology (NIST) in Gaithersburg (Maryland,
USA) unternommen (Gehrke, 2009). Damit wurde die allgemeinere Roboterontologie
des NIST (Schlenoff und Messina, 2005) erweitert.
Integration in Entscheidungsnetze
Für die auf Entscheidungsnetzen basierende Entscheidungsfindung und Informations-
beschaffung intelligenter Agenten werden die Sensoren, wie in den vorherigen Bei-
spielen bereits mehrmals angewendet, als dedizierte Informationsknoten abgebildet.
Die eigentliche Variable/Quantität, über die sie eine Aussage treffen, ist dann ein
Vaterknoten des Sensorknotens. Optionale weitere Vaterknoten können Größen mo-
dellieren, die die Messung des Sensors beeinflussen (vgl. Beispiel in Abbildung 6.1,
S. 141).
Die Domäne einer Sensorvariablen muss in diskreten probabilistischen Netzen durch
einen diskreten, endlichen Wertebereich gegeben sein. Das heißt, etwaige numerische
Messungen oder Schätzungen müssen so abstrahiert werden, dass eine Abbildung in
Tabellen für bedingte Wahrscheinlichkeiten möglich ist.
Die Qualität eines Sensors S, der die Größe X schätzt, ist im probabilistischen Modell
stochastisch (ohne weitere Einflüsse) durch die bedingte Wahrscheinlichkeitsverteilung
P(S|X) spezifiziert. Diese Verteilung gibt damit eine probabilistische Wahrheitsma-
trix (engl. confusion matrix) des Sensors analog zu einem Klassifikator an.
Soll eine explizite Repräsentation des Sensors im Netzmodell vermieden werden, um
die Komplexität zu reduzieren oder zur Laufzeit flexibel weitere Sensoren zu berück-
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sichtigen, so kann die Unterscheidung zwischen Sensormessung und tatsächlichem
Wert alternativ auch über so genannte soft evidence (dt. schwache Evidenz, vgl. Bil-
mes, 2004) abgebildet werden. Bei einer normalen Evidenz gilt P (X=xi|xi)=1 für
den richtigen Wert xi und P (X=xk|xi)=0 für alle anderen Werte xk der Domäne
von X. Bei schwacher Evidenz wird hingegen eine A-Posteriori-Verteilung für X ex-
plizit festgelegt, ohne dass der Grund für diese Verteilung (also die beeinflussende
Sensormessung) als Evidenz angegeben wird.
8.3.2 Kooperative Informationsakquisition
Liefern eigene Quellen oder Sensoren nicht die gewünschte, als relevant bewertete In-
formation, so müssen externe Quellen angefragt werden. Dabei ist es möglich, dass
noch nicht bekannt ist, welche Quellen es gibt bzw. welche Quellen die gewünschte In-
formation liefern können. Externe Informationsquellen für autonome intelligente Sys-
teme können z. B. per Rechnernetz fernabfragbare Datenbanken, Web Services oder
auch andere autonome Systeme sein. Insbesondere für letztere ist es nicht möglich,
als statisches Wissen zu beschreiben, welche Informationen geliefert werden, da sich
die Position der autonomen Systeme und damit der räumliche Bereich, über den sie
Auskunft geben könnten, über die Zeit ändern kann. Folglich ist es für eine erfolgrei-
che Identifikation passender externer Informationsquellen und schließlich ihre Anfrage
notwendig, einerseits die gewünschte Information zu spezifizieren, aber andererseits
auch ihren räumlich-zeitlichen Kontext anzugeben (vgl. Abschnitt 8.2).
Ein agenten-orientiertes Wissensmanagement zum Austausch von Informationen und
Wissen zwischen Agenten auf der Basis von Agentenrollen und Interaktionsprotokol-
len, die verteilte Wissensmanagementprozesse abbilden (Langer et al., 2007), wurde
bereits in Abschnitt 4.1.2 beschrieben. Ontologien kommt in diesem Ansatz die wichti-
ge Funktion zu, Informationen und Wissen maschineninterpretierbar zu spezifizieren.
Hierbei wird von einer oder mehreren gemeinsamen Ontologien und entsprechenden
Repräsentationsformaten als Lingua Franca der Agentenkommunikation ausgegangen
(vgl. FIPA-Standards in Abschnitt 2.3.2). Der Ansatz sieht jedoch eine semantische
Mediation als Vermittlerrolle vor, falls interagierende Agenten keine gemeinsame Spra-
che finden.
Der räumlich-zeitliche Kontext einer Information wird bei Langer et al. (2007) nicht
explizit berücksichtigt. Er wird für die kontext-sensitive Informationsbeschaffung üb-
licherweise nicht durch einen eindeutigen Punkt in Raum und Zeit anzugeben sein,
sondern eher durch einen relevanten Bereich bzw. die Eigenschaften dieses Bereichs
(vgl. Abschnitt 8.2). Dies kann einerseits durch die Mobilität des betreffenden auto-
nomen Systems begründet sein oder durch einen stets ausgedehnten Einsatzbereich.6
6 Der Einsatzbereich ist hierbei nicht nur im Sinne eines Roboter-Agenten gemeint. Auch Software-
agenten können einen räumlichen Einsatzbereich haben, auf den sich ihre nicht-physischen Aktivitäten
beziehen.
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Ein Teil des Einsatzbereichs, der bezüglich Raum und Zeit sowie betrachteter Größen
abgeschlossen ist, wird dazu als Relevanzregion Rrel repräsentiert (engl. region of
relevance, vgl. Gehrke, 2009):
Definition 19 (Relevanzregion). Eine Relevanzregion Rrel ist definiert durch
Rrel = ([ts, te], r ∈ R,X ⊆ X )
mit [ts, te] als Zeitintervall, r als Raumregion im Raummodell R und X für die be-
troffenen Systemvariablen.
Die Menge aller Relevanzregionen eines autonomen Systems zum Zeitpunkt t ergibt
dann die Relevanzdomäne für diesen Zeitpunkt:
Definition 20 (Relevanzdomäne). Der gesamte räumlich-zeitlich eingefasste Ein-
satzbereich eines autonomen Systems für die zum Zeitpunkt t potentiell anstehenden
Entscheidungen Dt heißt Relevanzdomäne, R?rel und ist gegeben durch
R?rel = {Rrel | ∃D ∈ Dt : concerns(D,Rrel)}
mit concerns als Prädikat, das einen durch Entscheidung D betroffenen Einsatzbereich
bestimmt.
Spezifikation des Informationsbedarfs
Um den potentiellen Informationsbedarf zum Zwecke der externen Informationsbe-
schaffung durch Relevanzregionen zu spezifizieren, muss ein Agent jedoch insbesonde-
re eine Abschätzung des zeitlichen Gültigkeitsbereichs [ts, te] vornehmen. Startpunkt
und Ausdehnung dieses Intervalls sind jedoch potentiell auch Unsicherheit unterwor-
fen.
Das vorherige Beispiel aus der Transportlogistik (S. 235) aufgreifend, könnte der räum-
liche Bereich einer Relevanzregion z. B. durch einen bestimmten Autobahnabschnitt
gegeben sein, den ein vom Agenten repräsentiertes Fahrzeug abhängig von den aktuell
anstehenden AgentenentscheidungenDt potentiell befahren wird. Wann das Fahrzeug
den Abschnitt jedoch erreicht, ist unsicher, da dies u. a. von der Fahrtzeit abhängt,
die benötigt wird, um den Anfang des Abschnitts zu erreichen. Ebenso unsicher ist
der Zeitpunkt der Ankunft am Ende des Abschnittes, weil auch die Fahrtzeit auf dem
betrachteten Autobahnabschnitt selbst unsicher ist.
Zumindest für den Start einer Transportroute hingegen ist der Startzeitpunkt des
ersten Streckenabschnitts bekannt. Die Unsicherheit reduziert sich hier auf die Fahrt-
zeit. Für die betreffende Relevanzregion ergibt sich eine Ausdehnung, wie sie in Ab-
bildung 8.7 illustriert wird. Da sich die Ankunftszeit prinzipiell beliebig verzögern
kann und dies zu einer unspezifischen Relevanzregion führen würde, kann die zeitli-
che Ausdehnung durch ein Konfidenzintervall über die Fahrtzeit bzw. Ankunftszeit
244 Kapitel 8 – Überführung des Ansatzes in die Anwendung



	
			
	
		





	




	













Abbildung 8.7: Ausdehnung einer Relevanzregion bzgl. der Durchfahrtzeit
einer Raumregion bei bekannter Startzeit ts (nach Gehrke, 2009).
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Abbildung 8.8: Ausdehnung einer Relevanzregion bzgl. der Durchfahrtzeit
einer Raumregion bei unbekannter Startzeit ts (nach Gehrke, 2009).
ermittelt werden. Hierbei könnten je nach Anforderungen der Anwendung übliche Si-
gnifikanzniveaus wie α = 0,05 verwendet werden. Je unsicherer jedoch das Modell,
desto größer wird auch das Konfidenzintervall und somit die Relevanzregion, so dass
auch schwächere Signifikanzniveaus in Betracht gezogen werden müssen.
Bei späteren Folgeabschnitten einer Transportroute ist wegen der Unsicherheit über
die Fahrtzeit des vorherigen Abschnitts auch die Startzeit ts unbekannt. Hierdurch
vergrößert sich entsprechend auch die zeitliche Ausdehnung der Relevanzregion (siehe
Abbildung 8.8).
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Erfahrungsregionen
Der räumlich-zeitlichen Qualifikation des Informationsbedarfs stehen analog spezifi-
zierte Erfahrungsregionen für bereits bekannte Informationen gegenüber. Verfügt nun
ein Agent a1 über eine Erfahrungsregion E1 = ([ts,1, te,1], r1 ∈ R,X1 ⊆ X ), so stellt
dieser Agent eine potentielle Informationsquelle für einen Agenten a2 dar, für den eine
Relevanzregion Rrel,2 = ([ts,2, te,2], r2 ∈ R,X2 ⊆ X ) ausgewiesen ist, falls gilt
(contains(r1, r2) ∨ equals(r1, r2)) ∧ contains([ts,1, te,1], [ts,2, te,2]) ∧X1 ∩X2 6= ∅
Allerdings wäre dies als alleinige Bedingung des Kooperationspotentials noch zu re-
striktiv. Da Agent a2 Informationen interessieren, die zukünftige Entscheidungen und
damit zukünftige Zeitpunkte betreffen, kann Agent a1 unmöglich bereits Beobach-
tungen hierfür gemacht haben. Allerdings kann a1 über Informationen verfügen, die
(probabilistische) Rückschlüsse auf die Relevanzregion Rrel,2 erlauben. Diese Rück-
schlüsse können entweder durch Agent a1 als unsichere Informationen an a2 über-
mittelt werden oder aber von Agent a2 durch das eigene dynamische Entscheidungs-
und Prädiktionsmodell für eine Vorhersage verwendet werden. Daher eignet sich eine
zukunftsgerichtete Relevanzregion nur als Anfrage über eine Vorhersage bei der In-
formationsquelle, die z. B. als schwache Evidenz ins das Entscheidungsnetz eingefügt
werden kann. Für den Erhalt einer starken Evidenz müsste der anfragende Agent die
eigene Relevanzregion für die Anfrage bei der Informationsquelle allerdings auf Ge-
genwart und kurzfristige Vergangenheit ausdehnen. Auf der Basis der dann erhaltenen
Informationen wird lokal eine Prädiktion durchgeführt.
Damit zeigt sich die grundlegende Schwierigkeit der zeitlichen Qualifikation: Während
Orte potentiell mehrfach besucht werden und somit Erfahrungen über diese angesam-
melt und generalisiert werden können, wird ein Zeitpunkt nur einmal beobachtet.
Umso wichtiger ist daher die Klassifikation des Zeitpunkts durch einen (qualitativen)
zeitlichen Kontext (vgl. Abschnitt 8.2.1). Da jedoch nicht davon ausgegangen werden
kann, dass alle Agenten und Informationsquellen Modelle mit identischem Kontext-
modell verwenden, muss für Relevanzregionen das quantitative Zeitintervall verwen-
det und auf der Seite der Informationsquelle für eine Vorhersage lokal als zeitliche
Kontextklasse entsprechend dem jeweils eigenen Modell abstrahiert werden.
Auffindung neuer Kooperationspartner
Ein weiterer Aspekt ist im Zusammenhang der kooperativen Informationsbeschaffung
die Entdeckung bisher unbekannter Kooperationspartner. Eine gegenseitige Kenntnis
potentieller Partner bzw. ein geeignetes Medium zur Herstellung und Koordination
einer entsprechenden Kooperationsbeziehung wird hier nicht weiter betrachtet. Nichts-
destotrotz stellt dies eine wichtige Forschungsfrage dar. Einen möglichen allgemeinen
Ansatz zur Abstraktion des Kooperationsverhaltens der Agenten sowie des Koopera-
tionsmediums bietet z. B. der DeCoMAS-Ansatz (Sudeikat und Renz, 2010).
246 Kapitel 8 – Überführung des Ansatzes in die Anwendung
8.4 Evaluation mit multiagenten-basierter Simulation
Sollen intelligente Agenten und eine unterstützende relevanzbasierte Informationsbe-
schaffung in der operativen Steuerung von Prozessen mit ökonomischer Bedeutung
tatsächlich angewendet werden, so ist es unerlässlich, ihre Eigenschaften im Vorhin-
ein ausführlich zu untersuchen. Die theoretischen Eigenschaften des vorgeschlagenen
Ansatzes konnten bereits in Kapitel 5 belegt werden. Generelle Laufzeiteigenschaf-
ten der Implementierung wurden in Kapitel 7 untersucht. In der Praxis stellen sich
darüber hinaus jedoch Fragen bezüglich der Auswirkung auf anwendungsspezifische
Leistungskennzahlen. In dynamischen Umgebungen mit stochastischen Ereignissen
und/oder komplexen Wechselwirkungen ist ein analytischer Ansatz dabei (mit ange-
messenen Aufwand) oft nicht möglich (Wenzel et al., 2008, S. 1–5). In Multiagenten-
systemen kommt als Schwierigkeit das Auftreten emergenter Effekte hinzu, die zur
Entwurfszeit nicht vorhersagbar sind (vgl. Parunak et al., 1998). In diesen Fällen bie-
tet sich (stochastische) Simulation an. Der Typ der ereignisdiskreten Simulation ist
dabei insbesondere zur Evaluation logistischer Prozesse der derzeit vorherrschende
Ansatz (Wenzel et al., 2008, S. 1).
Als Evaluationsansatz autonomer Agentensysteme hat sich insbesondere die multi-
agentenbasierte Simulation (MABS) und Modellierung als geeignet gezeigt (Parunak
et al., 1998; Davidsson, 2000; Gehrke et al., 2008; Lees et al., 2005). MABS ist par-
allele und verteilte Simulation mit (ereignis-)diskretem Zeitfortschritt (vgl. Fujimoto,
2000, 2003), bei der alle oder einige der logischen Simulationsprozesse (engl. logical
process, LP) als Software-Agenten ausgeführt werden (Lees et al., 2005; Schuldt et al.,
2008). Insbesondere ermöglicht dieser Ansatz eine natürliche Abbildung der betrach-
teten Objekte und aktiven Individuen eines Systems auf Agenten in der Simulation
(Parunak et al., 1998) im Gegensatz zu abstrakten Differentialgleichungen in zeitkon-
tinuierlichen Simulationsansätzen wie System Dynamics (Forrester, 1961).
Ein multiagentenbasiertes Simulationssystem zur Evaluation autonomer, intelligenter
Systeme sollte eine Ausführungsumgebung für die Agenten sowie ein Umweltmodell
für ihre gemeinsame physische Umgebung bieten. Ein wichtiges Qualitätskriterium in
der Modellierung und Simulation von Szenarien zur Evaluation von Multiagentensys-
temen ist darüber hinaus die Abbildung und Steuerung der Modellzeit als Abstrak-
tion der Zeit im realen System (vgl. Gehrke et al., 2008). Darüber hinaus sollten für
die spätere Auswertung Möglichkeiten zur Protokollierung von Kennzahlen über das
simulierte Szenario bereitgestellt werden. Für statistisch signifikante Aussagen sind
darüber hinaus hinreichend lange bzw. oft wiederholte Simulationsläufe notwendig.
Eine geeignete Plattform sollte eine Steuerung dieser Parameter ermöglichen. Die ei-
gentliche Auswertung kann hingegen mit üblichen Statistikprogrammen wie SPSS,
Microsoft Excel oder R erfolgen.
Zu Bewertung der Robustheit der Wissensrepräsentation und Entscheidungsmodel-
le eines intelligenten Agenten ist ferner die Sensitivität des Agentenmodells gegen-
über der modellierten Domäne (bzw. ihres Simulationsmodells) zu untersuchen (vgl.
Abschnitt 3.2.5). Bezüglich der relevanzbasierten Informationsbeschaffung ist dazu
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der theoretische Informationswert von dem tatsächlichen Nutzen bezüglich operativer
Leistungskennzahlen zu unterscheiden. Für die Theorie des Informationswerts konn-
te bewiesen werden, dass als relevant bewertete Informationen nützlich und niemals
schädlich sind (Theorem 1). Wie in Abschnitt 3.2.5 diskutiert, hängt der tatsächli-
che Nutzen allerdings stets davon ab, wie adäquat das verwendete Modell die An-
wendungsdomäne abbildet. Aus diesem Grund ist die Sicherstellung des Nutzens für
einen realen Anwendungsfall auch eine Herausforderung für die Modellierung, deren
Behandlung eine eigenständige Forschungsfragestellung darstellt.
Diese Aspekte werden in den folgenden Unterabschnitten diskutiert. In Abschnitt 8.4.1
werden die Grundlagen der Synchronisation verteilter Simulationen erläutert. Die Un-
tersuchung der Modellsensitivität eines Agenten wird in Abschnitt 8.4.2 beschrieben.
Abschnitt 8.4.3 stellt das System PlaSMA als Umsetzung eines multiagentenbasierten
Simulationssystems für die beschriebenen Anforderungen vor.
8.4.1 Synchronisation verteilter Simulationen
Für die Simulation der gleichen Spanne Modellzeit (engl. simulation time) benöti-
gen die Agenten je nach eingegangenen Ereignissen und Aufwand ihrer Verarbeitung
potentiell unterschiedlich viel Rechenzeit (engl. wall-clock time oder lead time). Da
die Agenten parallel ausgeführt werden, muss eine Synchronisation der Modellzeit
durchgeführt werden, um Kausalitätsprobleme in der Wechselwirkung von Ereignis-
sen mit jeweiligen Zeitstempeln zu verhindern (vgl. Fujimoto, 2000, S. 52ff). So kann
eine durch mangelnde Synchronisation beim Agenten (bzw. LP) verzögert eintreffen-
de Nachricht (bzw. Ereignis) dazu führen, dass der Agent eine andere Entscheidung
trifft, als wenn die Nachricht rechtzeitig zugestellt worden wäre. Eine solche verzö-
gerte Nachricht wird im Englischen als straggler message bezeichnet (Fujimoto, 2000,
S. 99). Die Aufgabe der Modellzeit-Synchronisation ist daher, dass alle Ereignisse in
der Ordnung ihrer Zeitstempel verarbeitet werden und somit das Ergebnis einer par-
allel ausgeführten Simulation mit dem Ergebnis einer sequentiell ausgeführten Simu-
lation exakt übereinstimmt (Fujimoto, 2000, S. 52). Die betreffende Komponente eines
Simulationssystems wird Time Management genannt.
Als Synchronisationsverfahren lassen sich konservative und optimistische Ansätze un-
terscheiden (Fujimoto, 2000). Der konservative Ansatz verhindert grundsätzlich, dass
Ereignisse verspätet verarbeitet werden. Dies wird durch eine Beschränkung des loka-
len Zeitfortschritts der Agenten erreicht. Entweder wird der Zeitfortschritt von einer
übergeordneten Verwaltungskomponente vorgegeben (insbesondere bei synchronem
Zeitfortschritt über alle Agenten) oder die verbundenen Simulationsprozesse benach-
richtigen sich bilateral durch so genannte null messages (Fujimoto, 2000, S. 54ff) über
ihre zukünftigen Nachrichten, so dass der jeweilige Prozess ausschließen kann, dass
eine straggler message eintrifft. Der Zeitraum bis zur frühsten nächsten Nachricht ist
damit sicher für das lokale Fortschreiten der Modellzeit eines Agenten oder LP.
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Der optimistische Ansatz schließt das Auftreten einer straggler message hingegen nicht
grundsätzlich aus. Sollte ein logischer Prozess jedoch eine Nachricht erhalten, die ein
Kausalitätsproblem darstellt, so muss die lokale Modellzeit und der Zustand des LP
auf den Zeitstempel der straggler message zurückgeschaltet werden, um das Problem
zu reparieren. Dieser Prozess wird Rollback genannt (Fujimoto, 2000, S. 100ff). Hier-
bei kann es zu kaskadieren Rollbacks kommen, falls in der zurückgesetzten Modell-
zeitspanne Nachrichten an andere LPs gesendet wurden. Die erste und bekannteste
Implementierung der optimistischen Synchronisation ist Time Warp (Jefferson, 1985).
Welcher Synchronisationsansatz für einen Simulationsgegenstand geeigneter ist, hängt
stark vom betrachteten Szenario ab. Eine wichtige Eigenschaft ist hierbei die mögliche
Vorausschau (engl. lookahead) der LPs zur Bestimmung der sicheren Zeitspanne in
der null message. Je kleiner diese Vorausschau, desto geringer die mögliche Paralle-
lität der Simulationsausführung und somit die Laufzeitperformanz bei konservativer
Synchronisation.
Bei der Simulation von Multiagentensystemen ist diese Vorausschau minimal, da
im Allgemeinen keine determinierten oder beschränkten Kommunikationsbeziehun-
gen zwischen den Agenten bestehen und somit jederzeit eine (unerwartete) Nachricht
eintreffen kann (Lees et al., 2005). Somit ist eine übergeordnete Synchronisation (mit
synchronem Zeitfortschritt) oder ein optimistischer Ansatz zu verfolgen. Ersterer hätte
eine eingeschränkte Parallelität zur Folge. Letzterer benötigt großen Speicheraufwand
zur Sicherung der zurückliegenden Zustände aller Agenten für einen möglichen Roll-
back. Darüber hinaus ist die Effizienz eines optimistischen Ansatzes davon abhängig,
wie unterschiedlich schnell sich die Agenten in der Modellzeit fortbewegen und wie
häufig sie dabei interagieren. Jede Interaktion erfordert zwangsläufig Modellzeitsyn-
chronisation und eine Interaktion kann z. B. auch durch sich beeinflussendes Wirken
in einer gemeinsamen Umgebung erfolgen. Einerseits erfordert häufige Interaktion
häufige Synchronisation und tendiert somit zu einem Ablauf ähnlich dem konservati-
ven Ansatz. Andererseits resultieren aus seltener Interaktion potentiell Rollbacks mit
großer Modellzeitspanne, die alle bis dahin getätigten Berechnungen der betroffenen
Prozesse vergebens werden lassen.
Die Wahl des Synchronisationsmechanismus ist somit eine Abwägungsfrage, die stark
von Anwendungsdomäne und Szenario abhängt. Für die Simulation von Logistik-
steuerung durch Agenten sind insbesondere indirekte Interaktionen bzw. gegenseitige
Beeinflussungen der Logistikobjekte über die gemeinsame Umgebung (z. B. das Ver-
kehrsnetzwerk) zu berücksichtigen. Da die verteilten logischen Simulationsprozesse
durch kooperierende Agenten der einzelnen Logistikobjekte (im Gegensatz zu stärker
abgegrenzten Teilsystemen) definiert sind, ist ferner von häufiger direkter Kommu-
nikation auszugehen. Hiermit würde der Vorteil eines optimistischen Synchronisati-
onsmechanismus kaum zum Tragen kommen. Bei einem konservativen Ansatz sollte
jedoch eine geeignete Granularität der Modellzeit gewählt werden, die zwischen Lauf-
zeitperformanz und Modelladäquatheit abwägt (siehe Gehrke et al., 2008; Schuldt
et al., 2008).
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8.4.2 Modellsensitivität der Agenten
Die Robustheit der Wissensrepräsentation und Entscheidungsmodelle eines intelli-
genten Agenten ist entscheidend von der Sensitivität des Agentenmodells gegenüber
der Realität abhängig. Wie bereits in Abschnitt 3.2.5 angeführt, bildet ein Modell
den jeweiligen Modellierungsgegenstand in der Regel nicht exakt ab. Hingegen ist das
Modell stets eine Abstraktion und potentiell eine Approximation. Für probabilistische
Modelle und damit auch Entscheidungsnetze resultiert daraus, dass nach Wahrschein-
lichkeitsverteilung selbst sehr sichere Zustandsschätzungen unbeobachteter Größen
trotzdem stark von der Realität abweichen können. Folgen daraus unterschiedliche
Entscheidungen oder Bewertungen, ist das Modell sensitiv bezüglich der Abweichung
zur Realität.
In der Multiagentensimulation ist die Realität selbst virtuell und durch ein Modell
repräsentiert. Daher können Agentenmodelle in der Simulation nur gegen entspre-
chende Referenzmodelle der Anwendungsdomäne evaluiert werden. Die Aussagekraft
erhobener Leistungskennzahlen in der Simulation ist somit stets vor diesem Hinter-
grund zu beurteilen. Durch eine Sensitivitätsanalyse kann jedoch evaluiert werden,
wie sich das Verhalten und die Leistungskennzahlen eines Agenten in Abhängigkeit
von seiner Modellgüte bzw. Modellunsicherheit verändern.
Die Sensitivitätsanalyse erforscht die Variation der Ausgaben eines Systems oder Mo-
dells in Abhängigkeit von bestimmten Eingaben bzw. Variationsparametern im Modell
(Saltelli, 2000). Sensitivitätsanalyse wird eingesetzt, um durch Verständnis über das
Modellverhalten für unterschiedliche Eingaben das berechtigte Vertrauen in ein Mo-
dell besser zu beurteilen und ggf. die Modellierung zu verändern (Saltelli, 2000). Durch
Variation des Referenzmodells der simulierten Umwelt als Eingabe und Hypothesen
über die Realität kann somit ein zu untersuchendes Entscheidungsnetz hinsichtlich
seiner mittleren Güte statistisch untersucht werden. Wird das Umweltmodell eines
Agenten hingegen während der Simulation durch den Agenten aus Beobachtungen ge-
lernt, bildet es nur die Eigenschaften eines im Szenario gewählten Referenzmodells der
Umwelt ab. In diesem Fall kann somit nur die aktuelle Modellqualität bewertet wer-
den. Für dynamisch adaptierte Modelle kann ferner das zeitliche Konvergenzverhalten
zum abgebildeten Referenzmodell untersucht werden.
Sensitivitätsanalyse für die Informationsbeschaffung
Der allgemeine Einfluss zusätzlicher, aktiv beschaffter Informationen ist komplex und
von zahlreichen Rahmenbedingungen abhängig. Durch Simulation kann für Kombina-
tionen von Entscheidungsnetzen der Agenten und Referenzmodellen der Umwelt das
jeweilige Verhalten der Agenten untersucht werden. Den Vergleich zweier Agenten mit
gleichem Entscheidungsmodell jedoch mit oder ohne aktive Informationsbeschaffung
erlaubt eine Gegenüberstellung der erhobenen Leistungskennzahlen in den gleichen
Szenarios. Nicht betrachtet wird hierbei jedoch die Güte der von den Agenten ver-
wendeten Modelle.
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Für eine Analyse des Einflusses der relevanzbasierten Informationsbeschaffung auf
logistische Leistungskennzahlen können daher u. a. folgende Variationen untersucht
werden:
• Änderungen im probabilistischen Referenzmodell der simulierten Umwelt bzgl.
A-Priori-Verteilungen und bedingten Wahrscheinlichkeiten
• Änderungen im probabilistischen Modell (Entscheidungsnetz) des Agenten bzgl.
A-Priori-Verteilungen und bedingten Wahrscheinlichkeiten
• Änderung der Dynamik des Referenzmodells im Sinne der zeitlichen Stabilität
eines simulierten Zustands
• Änderung der Komplexität des Referenzmodells, dass der Agent durch das Ent-
scheidungsmodell approximieren muss
Im besten Fall für einen Agenten entspricht das Entscheidungsnetz exakt dem sto-
chastischen Referenzmodell der Umwelt, welches für die Erzeugung von Ereignissen in
der Simulation verwendet wird. Der errechnete Wert einer Information auf der Seite
des Agenten wäre hierbei in dem Sinne exakt, dass die zugrundeliegende Wahrschein-
lichkeitsverteilung der (virtuellen) Realität entspricht. Weicht die Verteilung jedoch
vom Referenzmodell ab, ist der tatsächliche Informationswert (des Referenzmodells)
potentiell abweichend. Welche Auswirkung diese Abweichung auf den Agenten und
das Gesamtverhalten des Logistiksystems hätte, kann dann durch Simulationen mit
entsprechend variierten Referenzmodellen untersucht werden. Je komplexer das ver-
wendete Referenzmodell, desto schwieriger ist naturgemäß eine Abbildung in einem
(erlernten) Entscheidungsnetz des Agenten und desto größer ist in der Folge auch die
Abweichung der jeweiligen Informationswerte.
Der Nutzen der Informationsbeschaffung ist überdies davon abhängig, wie lange ei-
ne beschaffte Information Gültigkeit besitzt. Wird die Dynamik im Referenzmodell
erhöht, etwa durch Verkürzung von Änderungszyklen, so kann eine akquirierte Infor-
mation kürzer für Entscheidungen genutzt werden bzw. muss häufiger neu beschafft
werden. Weicht die durch den Agenten angenommene Umweltdynamik überdies von
der tatsächlichen Dynamik des Referenzmodells ab, so wird die Wahrscheinlichkeit
einer Fehlannahme über den Zustand der Umgebung erhöht. Dies wiederum kann zu
Fehlentscheidungen oder suboptimalen Entscheidungen führen. Deren konkrete Aus-
wirkung ist durch entsprechend ausführliche Simulationen zu untersuchen.
Grenzen der Evaluation durch Simulation
Die Diskussion zur Sensitivitätsanalyse von Agenten und ihrer Informationsbeschaf-
fung verdeutlicht die Schwierigkeit und den beträchtlichen Umfang einer fundierten
Modellierung, Simulation und Analyse für eine Anwendungsdomäne. Umso wichti-
ger ist eine Einschränkung auf repräsentative Referenzmodelle und eine empirische
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Unterstützung durch historische Realdaten von Logistikprozessen mit ausführlichen
Kontextinformationen wie Wetter oder Konjunkturlage. Letztere Daten werden in der
Praxis jedoch nicht direkt durch die eingesetzte Unternehmenssoftware erhoben und
müssten daher separat beschafft und mit den Realdaten der Logistikprozesse syn-
chronisiert werden. Eine Simulation wird daher auch mit Sensitivitätsanalyse stets
nur Potentiale und Grenzen eines Systems schätzen und kann die Evaluierung im
operativen Einsatz nicht vollständig ersetzen.
8.4.3 Simulationssystem PlaSMA
Im Rahmen des Sonderforschungsbereichs 637 „Selbststeuerung logistischer Prozesse“
wurde das multiagentenbasierte Simulationssystem PlaSMA7 (Platform for Simulati-
ons with Multiple Agents) implementiert und bis heute weiterentwickelt. PlaSMA wur-
de speziell für logistische Szenarien mit einer großen Anzahl Agenten (1000− 20000)
entworfen. Das System basiert auf der FIPA-konformen (vgl. Abschnitt 2.3.1) Java-
Agentenumgebung JADE8 (Bellifemine und Rimassa, 2001; Bellifemine et al., 2007),
welche von der Telecom Italia als Open-Source-Projekt gepflegt wird. PlaSMA stellt
damit im Wesentlichen eine Simulationserweiterung von JADE dar (vgl. Gehrke et al.,
2008; Schuldt et al., 2008), die verteilte Simulationen erlaubt (Gehrke, 2008) und dar-
über hinaus wichtige Funktionalitäten zur Modellierung logistischer Szenarien bereit-
stellt (Gehrke und Ober-Blöbaum, 2007; Warden et al., 2010).
Das Simulationssystem wurde für die szenario-orientierte, praktische Evaluation in
dieser Arbeit eingesetzt. Wesentliche Beiträge zum System wurden daher im Rahmen
dieser Doktorarbeit gelegt. Insbesondere die Visualisierung, die Kennzahlenerhebung
sowie die erste Implementierung des Weltmodells und der Laufzeitsteuerung wurden
hingegen durch studentische Mitarbeiter des Sonderforschungsbereichs geleistet. Im
Folgenden werden die Architektur und wichtigsten Komponenten des Systems kurz
vorgestellt. Weitere Details zur Plattform sind im PlaSMA-Handbuch und den ange-
führten Publikationen nachzulesen.
Architektur und Synchronisation
Die Architektur von PlaSMA sieht eine hierarchische Steuerungsstruktur vor. Die ein-
zelnen Simulationsprozesse und Agenten sind lokalen Controllern zugeordnet, welche
wiederum einem Controller unterstellt sein können. Die gegenwärtige Implementie-
rung beinhaltet drei Steuerungsebenen (siehe Abbildung 8.9).
Ein lokaler Controller verwaltet in der Regel die Agenten eines Rechners bzw. ei-
nes Prozessorkerns. Die Zuweisung von Agenten zu ihrem Controller und Prozessor
erfolgt zur Laufzeit in Abhängigkeit von der bisherigen Auslastung der lokalen Con-
troller durch laufende Agenten. Verantwortlich für die Verteilung und das Starten der
7 Im Internet: http://plasma.informatik.uni-bremen.de/
8 Im Internet: http://jade.tilab.com/
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Abbildung 8.9: Architektur des PlaSMA-Systems (Top-Controller, Sub-
Controller und Agent) für hierarchische Szenario- und Laufzeitsteuerung.
Agenten ist der Top-Controller. Wie viele Agenten ein lokaler Controller maximal
verwalten kann, ist vom jeweiligen Rechnersystem abhängig und wird bei der Initiali-
sierung eines Controllers durch einen Startparameter spezifiziert. Operativ übernimmt
die verwendete Agentenumgebung JADE die Laufzeitsteuerung der Agenten (Starten,
Terminieren). PlaSMA ist hingegen für die Synchronisierung der Modellzeit verant-
wortlich (Senden von Zeitsignalen, Pausieren der Agenten).
Die Synchronisation der Modellzeit erfolgt konservativ, ereignisdiskret und synchron
(vgl. oben) mit UNIX-Zeitstempeln in Millisekundengranularität. Die Agenten erhal-
ten Zeitsignale und berechnen für den gegebenen Zeitpunkt ihre Aktionen. Nach jeder
Berechnung teilt ein Agent seinem Sub-Controller mit, wann er aus eigenem Antrieb
wieder eine Berechnung durchführen will. Alternativ kann der Agent keine konkrete
Zeit beantragen und wird dann erst im Falle eines externen Ereignisses geweckt. Ha-
ben alle aktiven Agenten eines Sub-Controllers ihre Berechnung abgeschlossen und
den nächsten Modellzeitpunkt beantragt, wird die minimale geforderte Modellzeit
dem Top-Controller gemeldet. Der Top-Controller wartet auf die Rückmeldung aller
Sub-Controller und schaltet die Modellzeit dann auf die minimal gewünschte Zeit aller
Sub-Controller weiter. Hat im abgeschlossen Zyklus ein Agent eine Nachricht versen-
det, wird die Modellzeit nur minimal um die Zustellzeit dieser Nachricht weiterge-
schaltet. Der neue Modellzeitpunkt wird dann als entsprechendes Zeitsignal zurück
an die Sub-Controller gesendet. Letztere leiten dies dann denjenigen Agenten unter
ihrer Verwaltung weiter, die
1. zu dem neuen Zeitsignal (oder früher) geweckt werden wollten oder
2. eine neue Nachricht von einem anderen Agenten erhalten haben oder
3. eine durchgeführte Weltmodell-Aktion abgeschlossen haben.
Ein verspätetes Aufwecken eines Agenten ist möglich, falls eine minimale Granularität
∆tmin > 1ms des Modellzeitfortschritts konfiguriert wurde. War die letzte Modellzeit
ti−1 weniger als ∆tmin von der minimal beantragten Modellzeit ti,min entfernt, so wird
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als nächste Modellzeit ti = ti−1 + ∆tmin < ti,min gewählt. Insofern definiert ∆tmin
eine maximal tolerierte Ungenauigkeit der Modellzeit (vgl. Gehrke et al., 2008).
Abzuwägen ist hierbei die gewünschte Präzision mit der Laufzeitperformanz. Je klei-
ner ∆tmin, desto langsamer schreitet die Modellzeit in der Rechenzeit voran. Dies ist in
der synchronen Modellzeit für alle Agenten und der Wahrscheinlichkeit für eine paral-
lele Berechnung begründet. Ein kleines ∆tmin vermindert die Wahrscheinlichkeit, dass
mehr als ein Agent gerade zu diesem Zeitpunkt eine Berechnung durchführen möch-
te. Wird dann nur ein Agent aufgeweckt, müssen alle anderen warten. Die mögliche
Parallelität wird so vermindert.
Ontologische Modellierung
Zu den logistischen Erweiterungen in PlaSMA gehören die Ontologien, welche in Ab-
schnitt 8.1.4 beschrieben wurden. Diese Ontologie-Bibliothek ist für szenariospezifi-
sche Anforderungen durch weitere importierte Ontologien oder Spezifikationen inner-
halb der jeweiligen Szenario-Ontologie erweiterbar.
Ein spezifisches Szenario wird durch eine ABox der enthaltenen Instanzen und ihrer
Eigenschaften und Relationen beschrieben werden (vgl. Abschnitt 3.1.2). Das Verhal-
ten der Objekte und Prozesse (und somit die Manipulation der spezifizierten Struktur)
wird hingegen durch die Implementierung von Agenten (in JADE) sowie Simulations-
prozessen für die Erzeugung von Umweltereignisses definiert.
Modellierung von Aktionen und Ereignissen
Modifikationen des Weltmodells, d. h., der gemeinsamen physischen Umgebung der
Agenten, erfordern eine koordinierte und synchronisierte Verwaltung, um konkurrie-
rende bzw. widersprüchliche Änderungen zu behandeln und die Reproduzierbarkeit
eines Simulationslaufs zu gewährleisten. Aus diesem Grund stellt PlaSMA eine Welt-
modellschnittstelle zur Verfügung, über die Simulationsprozesse einerseits Änderung
am Weltmodell anstoßen und andererseits Informationen über den Zustand des Welt-
modells abfragen können. Die Realisierung dieser Schnittstelle erlaubt eine verteilte
Ausführung durch einen hierarchischen Aufbau analog zur Modellzeitsynchronisation.
Änderungen werden lokal durch die Agenten beantragt, gesammelt an eine zentrale
Weltmodellsteuerung weitergereicht und der berechnete Effekt an die lokalen Welt-
modelle und die darauf zugreifenden Agenten zurückverteilt.
Simulationsprozesse haben zwei Möglichkeiten, Änderungen über die Weltmodell-
schnittstelle anzustoßen. Sie können Aktionen mit spezifizierten zeitlich ausgedehn-
ten Auswirkungen auf Umgebungsvariablen sowie mit logischen Vorbedingungen und
Laufzeitbedingungen (Invarianten) registrieren. Diese Aktionen werde durch die Welt-
modellsteuerung verarbeitet und das Weltmodell gegebenenfalls angepasst. Der Agent
wird nach Abschluss oder Abbruch der Aktion durch ein Zeitsignal geweckt.
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Alternativ zu Aktionen können mit Ereignissen zeitlich unverzögerte und atomare
Wirkungen am Weltmodell herbeigeführt werden. Dies wird insbesondere von Simu-
lationsprozessen benutzt, die Änderungen an der Umgebung vornehmen, die nur mit-
telbar physische Objekte betreffen. Hierzu gehören z. B. die Erzeugung von Ladungen,
Verkehrsereignisse wie Staus oder Änderungen des Wetters. Diese Ereignisse werden,
falls die Vorbedingungen erfüllt sind, zum nächsten Modellzeitpunkt wirksam und
sind damit abgeschlossen. Die Änderung bleibt, wie bei Aktionen, bis zur nächsten
Änderung der betreffenden Umgebungsvariablen erhalten.
Bedienung und Visualisierung
PlaSMA ist eine verteilte Anwendung mit Client- und Server-Komponenten. Der Ser-
ver beinhaltet die JADE-Plattform und die Simulationssteuerung und ist selbst poten-
tiell auf mehrere Systeme verteilt. Clients übernehmen hingegen die Auswahl der zu
simulierenden Szenarien sowie deren Laufzeitsteuerung (Starten, Pausieren, Stoppen)
durch einen Benutzer. Hierbei wird ein Kommandozeilen-Client und ein graphischer
Client bereitgestellt.
Der Kommandozeilen-Client ist insbesondere für größere Simulationsexperimente ge-
eignet, in denen Visualisierung oder ähnliches Online-Monitoring keine Rolle spielt,
sondern nach dem Experiment Kennzahlen statistisch ausgewertet werden. Der gra-
phische Client ermöglicht eine Anpassung der vorkonfigurierten Szenarien bezüglich
Basisparametern wie Laufzeit und Wiederholungen sowie eine Visualisierung der Si-
mulation durch eine geographische Anzeige der Objekte auf einer Weltkugel und die
Abfragemöglichkeit der aktuellen Objekteigenschaften (siehe Abbildung 8.10).
Erhebung von Kennzahlen und Evaluation
Die Protokollierung der Simulationsergebnisse erfolgt in Form von Textnachrichten
und Kennzahlen. Textnachrichten dienen der besseren Verfolgbarkeit von Simula-
tionsereignissen in der nachträglichen Analyse, wohingegen Kennzahlen (numerisch
oder nominal) für eine statistische Auswertung erhoben werden. Beide Protokollie-
rungsarten werden auf der Ebene der Agenten bzw. der PlaSMA-Controller lokal
durchgeführt und in eine gemeinsame Datenbank geschrieben. Hierfür kommt das
Datenbankmanagementsystem PostgreSQL9 zum Einsatz.
Agenten können Kennzahlen vordefinierter Kennzahlentypen lokal anmelden und ma-
nipulieren. Die Art der Manipulation ist frei wählbar, z. B. einfaches Ersetzen des
letzten Wertes oder eine Aggregation. Wurde eine Kennzahlen im abgelaufenen Be-
rechnungszyklus eines Agenten verändert, wird sie automatisch als neuer Eintrag der
Datenbank hinzugefügt. Am Ende jedes Simulationslaufs werden die erhobenen Daten
archiviert.
9Im Internet: http://www.postgresql.org/
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Abbildung 8.10: Bildschirmfoto der graphischen Benutzungsschnittstelle
und geographischen Szenariovisualisierung von PlaSMA
Für die statistische Auswertung am Ende eines Simulationsexperiments stellt PlaSMA
ein Software-Werkzeug zur Verfügung. Als Auswertungsmethoden stehen Berechnun-
gen von Mittelwerten, Standardabweichungen und Konfidenzintervallen zur Parame-
terlageschätzung bereit. Für elaborierte Auswertungen wie Hypothesentests zum Ver-
gleich von Steuerungsstrategien oder für Varianzanalysen empfiehlt sich die Verwen-
dung statistischer Software wie R.10 Das Dateiformat der PlaSMA-Protokollarchive
ermöglicht einen entsprechenden Import.
Überführung in die Anwendung
Einer der für multiagentenbasierte Simulation reklamierten Vorteile gegenüber ande-
ren Simulationsansätzen wie gleichungsbasierter aber auch objektbasierter Simulati-
on ist die natürliche Abbildung der Simulationsobjekte und -subjekte auf Agenten
als logische Simulationsprozesse. Einerseits resultiert hieraus eine hohe Modularisier-
barkeit, die Vorteile für komplexe Szenarien und die Wiederverwendung in anderen
Simulationsstudien bietet. Je nach Granularität der durch die Agenten abgebildeten
Komponenten einer Simulation können damit sowohl Aspekte von Mikro- als auch
von Makrosimulation umgesetzt werden. Andererseits ermöglicht die agentenbasierte
Implementierung von Simulationskomponenten, die direkt autonome intelligente Sys-
tem simulieren, diese Komponenten mit geringen Anpassungen für die tatsächliche,
operative Anwendung zu überführen.
10Im Internet: http://www.r-project.org/
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In der Praxis ist das Ziel der Überführbarkeit von Simulations- und Operativcode je-
doch mit einigen Schwierigkeiten verbunden. Dies ist in der Künstlichkeit des Simula-
tionsszenarios begründet, die sich sowohl durch eine Abstraktion der Umwelt als auch
des Zeitfortschritts auszeichnet. Damit ist die Übertragbarkeit von Simulationsergeb-
nissen auf die Realität zumindest eingeschränkt. Schwerer für die Überführbarkeit der
Agenten in die Realität wiegt jedoch, dass in einem ereignisdiskreten Simulationssys-
tem der Zeitfortschritt durch die Agenten selbst bestimmt wird, während er in der
Realität durch die Umwelt physikalisch vorgegeben ist. Daraus folgt, dass die Agen-
tenimplementierung des Simulationsmodells explizit Zeitfortschritte bewirken muss
und sich insofern von operativen Agenten in realen Umgebungen unterscheidet.
In PlaSMA muss daher am Ende jedes Verhaltenszyklus, der vor der Weiterverar-
beitung Modellzeitfortschritt benötigt, im Java-Quellcode des jeweiligen Verhaltens
dem Agenten mitgeteilt werden, zu welcher Modellzeit das Verhalten (als Behaviour
in JADE) wieder aktiv werden will. Dies unterscheidet sich insbesondere von norma-
ler Programmierung in JADE dadurch, dass alle Zeitangaben in JADE als Realzeit
und nicht Modellzeit interpretiert werden. Darüber hinaus muss wegen der Diskre-
tisierung der Zeit im ereignisdiskreten Simulationsansatz angenommen werden, dass
alle Berechnungen eines Agenten ohne Modellzeitverbrauch durchgeführt werden, so-
fern dieser nicht explizit angegeben ist. Dies stellt eine Verfälschung dar, wenn die
verbrauchte Rechenrealzeit größer ist als die nächste Modellzeit zu der die vorherige
Berechnung angewendet wird.
Um diese Problematik zu lösen, sind mehrere Ansätze möglich. So kann z. B. ein
Zeitmodell gewählt werden, dass (eventuell langsamer oder schneller als in der Rea-
lität) die Modellzeit mit kontinuierlicher Geschwindigkeit automatisch und gleich-
mäßig fortschreitet. Diese Ansätze werden als scaled real-time bezeichnet (Fujimoto,
2000, S. 28–33). Hiermit würde allerdings der Laufzeitvorteil einer ereignisdiskreten
Ausführung verlorengehen. Für eine ereignisdiskrete Ausführung müsste hingegen die
Notwendigkeit expliziter Zeitfortschritte (durch die Agenten) abgelöst werden durch
einen impliziten Zeitfortschritt, der sich aus den Aktionen der Agenten automatisch
ergibt. Dieses Ziel impliziter Synchronisation der Agenten für eine Verwendung des
gleichen Quellcodes des Agentenverhaltens in Simulation und Anwendung wird daher
als Uniform Agent Design bezeichnet (vgl. Gehrke und Schuldt, 2009; Kong, 2010).
Die Idee dieses Ansatzes ist es, dass aus der Verhaltensbeschreibung der Agenten
(d. h. dem JADE-Quellcode) direkt abgeleitet wird, wie viel Modellzeit verbraucht
wird und wann das nächste Mal ein Verhalten aktiviert wird. Teilweise lässt sich
dies aus Interaktionsprotokollen (vgl. Abschnitt 2.3.2) als Hintergrundwissen über
Kommunikationsprozesse ableiten (Gehrke und Schuldt, 2009). Komplizierter ist die
Zeitabschätzung für die eigentlichen Rechenoperationen des Agenten und das Ermit-
teln der Zeitpunkte, zu denen wiederholter Code (wie in Schleifen oder zyklischen
Agentenverhalten) durch einen Modellzeitfortschritt unterbrochen werden muss. Von
der eigentlichen Dauer der Rechenoperationen wird in PlaSMA abstrahiert. Für eine
qualifizierte Behandlung wäre es notwendig, ausgeführte Prozessorkommandos zu ver-
folgen und die Rechnerplattform zu spezifizieren, auf der ein Agent ausgeführt werden
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soll, da diese nicht mit der Simulationsplattform übereinstimmen muss.
Für die Erkennung von nötigen Modellzeitunterbrechungen bzw. Synchronisationen
sowie die entsprechende Behandlung einer modellzeitsynchronisierten Agentenkom-
munikationen konnten für JADE und PlaSMA hingegen Lösungen entwickelt werden,
die eine Überführung von Simulationscode in Operativcode erheblich vereinfachen
(siehe Gehrke und Schuldt, 2009; Schuldt et al., 2008; Kong, 2010).
8.5 Einfluss akquirierter Informationen
Die Nützlichkeit der Informationsbeschaffung zeigt sich im Einfluss akquirierter Infor-
mationen auf den erzielten Nutzenwert der Agenten bzw. domänenspezifische Kenn-
zahlen. In diesem Abschnitt wird daher ein logistisches Evaluationsszenario für in-
telligente Agenten in der Logistik vorgestellt (Abschnitt 8.5.1), mit dem der Einfluss
zusätzlicher Informationen an Beispielen verdeutlicht wird.
Da die Modelle, welche als Grundlage der Entscheidungsfindung und insbesondere
der Situationsbewertung benötigt werden, nur eingeschränkt zur Entwurfszeit des
Agenten als menschliches Hintergrundwissen repräsentiert werden können, werden
in Abschnitt 8.5.2 Verfahren zum Lernen von Prädiktionsmodellen untersucht. Ab-
schnitt 8.5.3 diskutiert die Ergebnisse der Anwendung dieser Verfahren nach Simulati-
on des vorgestellten Logistikszenarios. Die Abbildung des Szenarios als Entscheidungs-
netz und der entscheidungstheoretische Einfluss von Informationen wird schließlich in
Abschnitt 8.5.4 beschrieben.
8.5.1 Szenario: Adaptive Routenbewertung
Als Evaluationsszenario wird im Folgenden die adaptive Routenplanung autonomer
Transportmittel vorgestellt (vgl. Gehrke und Wojtusiak, 2008b). Adaptive Routen-
planung bezeichnet hierbei die Fähigkeit eines den Prozess steuernden Agenten, die
gewählte Route zu einem gegebenen Zielort während der Fahrt anzupassen, sollte
sich die Umwelt so geändert haben, dass eine andere Route geeigneter erscheint. Eine
informierte Entscheidung im Sinne dieser Arbeit ist hierbei demnach die Kenntnis
und Verwertung relevanter Eigenschaften der Umgebung, welche einen Einfluss auf
die derzeit beste Fahrtroute bzw. den entsprechenden Erwartungswert nehmen. Die
Aufgabe der Informationsbeschaffung ist es dann, die betreffenden Informationen für
die jeweilige Situation zu akquirieren.
Zur Illustration eines möglichen Experiments soll das in Abbildung 8.11 dargestellte
Straßennetz dienen. Es zeigt eine Verkehrsinfrastruktur mit 36 in einem Raster an-
geordneten Knoten, die über insgesamt 120 gerichtete Kanten verbunden sind. Die
Verbindungen sind jeweils 100 Kilometer lang, so dass alle Wege von einem Start- zu
einem Zielort, die sich nicht vom Ziel entfernen, die gleiche Länge haben. Für den
258 Kapitel 8 – Überführung des Ansatzes in die Anwendung













  	 
  





Abbildung 8.11: Beispiel eines Straßennetzes für die adaptive Routen-
planung eines Lastwagens. Der grau eingefärbte Bereich in Fahrtrichtung
kennzeichnet die Region akquirierter Informationen.
Weg von oben links (A,1) nach unten rechts (F,6) sind dies entsprechend 1000 Kilo-
meter, von denen 500 vertikal und 500 horizontal verlaufen. Allerdings sind nicht alle
Routen gleicher Länge auch in der gleichen Zeit abzufahren. Dies ist begründet durch
die auf jedem Straßenabschnitt individuelle Situation. Zu entsprechenden Zustandsei-
genschaften gehören z. B. Geschwindigkeitsbegrenzungen, Verkehr und Wetter. Diese
Faktoren beeinflussen die Fahrtzeit auf einem Abschnitt.
Dieses Szenario und das im Folgenden beschriebene Umweltmodell erheben nicht den
Anspruch, repräsentativ für reale Transportprozesse zu sein. Vielmehr stellt das Mo-
dell eine bewusste Vereinfachung dar, die als Testumgebung zum Vergleich verschie-
dener Strategien zur Steuerung und Informationsbeschaffung dient. Hieraus kann und
soll keine belastbare quantitative Aussage für eine reale Anwendung abgeleitet werden.
Umweltmodell
Im Folgenden wird das Szenariomodell für die Umwelteinflüsse der Fahrtzeit spezifi-
ziert (vgl. Gehrke und Wojtusiak, 2008b). Als relevante dynamische Größen dienen
Wetter und Verkehr mit räumlich-zeitlicher Qualifizierung. Der Verkehr auf einem
Straßenabschnitt a ∈ R (mit R als Menge der Regionen bzw. Straßenabschnitte)
zum Zeitpunkt t ∈ N (als UNIX-Millisekunden-Zeitstempel) wird angegeben durch
dens(a, t) mit
dens : R× N 7→ [0,0; 1,0] (8.5)
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w ∈ W VeryBad Bad Moderate Good
vsafe 35 65 80 100
Tabelle 8.1: Spezifikation der sicheren Maximalgeschwindigkeit bzgl. Wet-
tersituation in Kilometern pro Stunde.
Diese liefert ein lineares und numerisches Maß der Verkehrsqualität (vgl. TRB, 2000),
wobei 0,0 vollständig ungestörte Fahrtgeschwindigkeit und 1,0 Stillstand bedeutet. Die
maximal erreichbare Durchschnittsgeschwindigkeit eines Fahrzeugs auf dem Abschnitt
a zum Zeitpunkt t bzw. in einem bzgl. Verkehrssituation homogenen Zeitintervall ist
dann definiert durch
vmax(a, t) = vref(a) ·
(
1− dens(a, t)) (8.6)
mit vref als im Einflussmodell vorgegebener Referenzgeschwindigkeit (z. B. 130km/h).
Zusätzlich zu der rein verkehrsbedingten Geschwindigkeit vmax wird das Wetter als
einschränkende Größe für eine sichere Geschwindigkeit vsafe(a, t) einbezogen. Das lo-
kale Wetter weather(a, t) wird modelliert durch die Funktion
weather : R× N 7→ W (8.7)
mit W als Menge qualitativer Wetterzustände bzgl. Verkehr:
W = {VeryBad,Bad,Moderate,Good}
Mit jedem Wetterzustand w ∈ W ist eine für das Referenzfahrzeug angemessene, d. h.
sichere, Maximalgeschwindigkeit vsafe(w) verbunden (siehe Tabelle 8.1).
Wetteränderung. Für die Änderung des Wetterzustands im Szenariomodell wird
der aktuelle Zustand im Intervall ∆tW für jeden Ort neu berechnet. Dabei hängt das
Wetter an einem Straßenabschnitt a und zu einem Zeitpunkt t (weather(a, t)) vom
vorherigen Zustand (weather(a, t − ∆tW)) und der orts- und zeitunabhängigen A-
Priori-Wahrscheinlichkeitsverteilung P(W) ab. Der Wetterfolgezustand w ∈ W wird
somit stochastisch ermittelt durch die bedingte Verteilung
P
(
weather(a, t) | weather(a, t−∆tW)
)
Durch die bedingte Verteilung werden sprunghafte Änderungen des Wetters vermie-
den. Pro Änderungszyklus wird dabei nur eine Änderung um eine Stufe nach oben
oder unten zugelassen. Die verwendete Verteilung für das Szenario ist in Tabelle 8.2
angegeben.
Verkehrsänderung. Analog zum Modell der Wetteränderung wird der Verkehrs-
zustand jedes Straßenabschnitts in einem Intervall ∆tT aktualisiert. Während die
Verkehrsdichte dens(a, t) quantitativ repräsentiert ist, wird für die Ermittlung des
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w ∈ W VeryBad Bad Moderate Good
P (w) 0,05 0,2 0,55 0,2
Tabelle 8.2: Verwendete A-Priori-Wahrscheinlichkeitsverteilung, P(W),
für Wetterzustände.
aktuellen Verkehrs ein qualitativ-stochastisches Modell nach Stufen der Verkehrsqua-
lität verwendet. Das qualitative Modell T enthält sechs Verkehrsqualitäten (vgl. TRB,
2000), die mit ihrer jeweiligen quantitativen Abbildung in Tabelle 8.3 angegeben sind.
Das stochastische Modell für die Wahrscheinlichkeit einer Verkehrsqualität ist von
drei Einflussfaktoren abhängig: Straßenabschnitt, Wochentag und Tageszeit. Für die
Abbildung des Einflusses von Wochentag und Tageszeit und deren qualitativer Diskre-
tisierung in Klassen wurde auf Datenmaterial und Auswertungen von Verkehrszensus
zurückgegriffen, die im Zeitraum 2004 bis 2005 durch das Bundesamt für Straßen-
verkehr (Deutschland) und die ASFINAG (Österreich) erhoben wurden. Für Fernver-
kehrsstraßen wurden daraus die ortsunabhängigen Erwartungswerte für Verkehr in
Tabelle 8.4 abgeleitet. Die zeitliche Klassifikation entspricht den aggregierten Daten
beider Zensus.
Für die ortsunabhängige Ermittlung der Verkehrsdichte zu einem Zeitpunkt t gibt auf
dieser Grundlage die Funktion Tµ(t) den Erwartungswert der quantitativen Verkehrs-
dichte als Mittelwert des jeweiligen Intervalls für die qualitative Verkehrsqualität an
(vgl. Tabelle 8.3). Hierzu wird Zeitpunkt t nach Wochentag und Tageszeit klassifiziert
sowie die entsprechende qualitative Verkehrsqualität nach Tabelle 8.4 ermittelt und
auf den Erwartungswert Tµ(t) abgebildet.
Dieses ortsunabhängige Verkehrsmodell wird durch ein Modell zur Ermittlung von
dens(a, t) für den jeweiligen Straßenabschnitt a erweitert. Hierzu wird eine zeitunab-
hängige Verkehrsdichteabweichung ∆dens(a) einbezogen, welche den Erwartungswert
densµ für die Verkehrsdichte ortsspezifisch verändert:
densµ(a, t) = Tµ(t) + ∆dens(a) (8.8)
Die ortsspezifische Abweichung ∆dens(a) ist dabei abhängig vom verwendeten Sze-
nariomodell. Für das vorgestellte Szenario aus Abbildung 8.11 gelten die lokalen Ver-
kehrsdichteabweichungen, die in Abbildung 8.12 angegeben sind.
Die eigentliche Verkehrsdichte wird dann stochastisch über eine Normalverteilung N
mit Standardabweichung σT ermittelt und während der Simulation für jeden Straßen-
t ∈ T VeryLow Low Medium High VeryHigh Jam
dens [0,0;0,1) [0,1;0,25) [0,25;0,4) [0,4;0,6) [0,6;0,85) [0,85;1,0]
Tabelle 8.3: Qualitative Diskretisierung der Verkehrsdichte auf sechs Ver-
kehrsqualitäten.
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Tageszeit | Wochentag Mo Di-Do Fr Sa So
Morgen High Medium Medium VeryLow VeryLow
Mittag Low Low High Low Low
Nachmittag Medium Medium High Medium Medium
Abend Low Low Medium Low Low
Nacht VeryLow VeryLow Low VeryLow Low
Tabelle 8.4: Ortsunabhängige Erwartungswerte für Verkehrsqualitäten
nach zeitlichem Kontext.
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Abbildung 8.12: Verkehrsdichteabweichungen ∆dens für das Szenario-
Straßennetzwerk aus Abbildung 8.11 (Angaben als ∆dens · 10).
abschnitt im Intervall ∆tT neu berechnet:
dens(a, t) ∼ N(densµ(a, t), σT ) (8.9)
Die verwendete Standardabweichung σT bzw. Varianz σ2T ist dabei ein Faktor für die
Vorhersagbarkeit der Verkehrsdichte. Im Szenario wurden als Werte σ2T = 0,01 sowie
σ2T = 0,001 verwendet.
Modell der Fahrzeugagenten
Zur Untersuchung des Einflusses zusätzlicher Informationen bei der adaptiven Rou-
tenplanung wurden drei unterschiedliche Agententypen untersucht: der naive Agent,
der wetter-bewusste Agent und der prädiktive Agent.
Allen Agenten gemein ist die Verwendung eines A∗-Algorithmus (Hart et al., 1968,
1972) mit der Fahrtzeit als Optimierungskriterium. Die Funktion der geschätzten
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Fahrtzeit, um auf einer partiellen Route r vom aktuellen Ort bei Abfahrtzeit tdep
einen Zielort d zu erreichen, ist gegeben durch:
f(r, d, tdep) = g(t, tdep) + h(end(r), d) (8.10)
Route r ist jeweils ausgehend vom aktuellen Ort des Fahrzeugs und dem Endpunkt des
Planungshorizonts für r, end(r). Funktion g gibt die Fahrtzeit für Route r an und h
die Heuristik für die restliche Fahrtzeit. Die Definition beider Funktionen ist wie folgt.
Heuristikfunktion h wird optimistisch und unterschätzend berechnet als die Fahrtzeit
für die Luftliniendistanz von end(r) bis zum Ziel d bei maximaler Geschwindigkeit
vmax(tf ) des Transportfahrzeugs tf :
h(end(r), d) = Luftlinie(end(r), d)
vmax(tf )
(8.11)
Kostenfunktion g berechnet die Fahrtkosten für Route r bei Abfahrtzeit tdep. Hierzu
werden alle Fahrtkosten der n aufeinander folgenden Straßenabschnitte ai aus r mit
0 ≤ i < n aufsummiert:
g(r, tdep) =
n−1∑
i=0
La¨nge(ai)
vest
(
ai, tdep(ai)
) (8.12)
Hierbei ist vest die agenten-individuelle Schätzfunktion für die Durchschnittsgeschwin-
digkeit auf dem jeweiligen Straßenabschnitt ai. Zeit tdep(ai) ist die geschätzte Start-
zeit/Ankunftszeit für Straßenabschnitt ai, wobei tdep(a0) = tdep ist und die weiteren
Startzeiten sich rekursiv aus den vorherigen Teilberechnungen für g ergeben.
Beide Funktionen geben Schätzwerte an. Die Fahrtzeit nach Funktion g ist unsi-
cher, da sich die Umgebung dynamisch ändert und keine vollständigen Informationen
über ihren aktuellen Zustand (bzgl. Verkehrsdichte) verfügbar sind. Wie aus For-
mel 8.9 hervorgeht, wird die Verkehrsdichte überdies im Simulationsmodell stochas-
tisch bestimmt. Die Heuristikfunktion g gibt einen Schätzwert an, da im gegebenen
Planungshorizont kein Wissen über die konkreten Straßenverbindungen einbezogen
werden kann.
Die drei Agententypen variieren in der Anwendung ihrer Planung und der Berechnung
der geschätzten Geschwindigkeit vest folgendermaßen. Der naive Agent (NA) bezieht
keine dynamischen Umweltinformationen, sondern wählt seine Route statisch allein
nach Maßgabe der minimalen Fahrzeit bei der dem Fahrzeug erlaubten Maximalge-
schwindigkeit auf dem jeweiligen Abschnitt.
Der wetter-bewusste Agent (WA) bezieht lokale Wetterinformationen vonWetterdiens-
ten bis zu einer räumlichen Fahrtentfernung λ in seine Schätzung der Fahrtdauer ein.
Dabei nimmt er für die aktuelle Planung an, dass das lokale Wetter vom Anfragezeit-
punkt t an stabil bleibt, bis er ggf. an dem Ort eintrifft und ihn passiert hat. Auch ist
diesem Agenten bereits bekannt, wie sich der jeweilige qualitative Wettertyp w ∈ W
auf die sichere Maximalgeschwindigkeit vsafe auswirkt (vgl. Tabelle 8.1. Daraus ergibt
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sich als Schätzwert vest für die erzielte Durchschnittsgeschwindigkeit zum Passieren
eines Straßenabschnitts a zum Abfahrzeitpunkt tdep(a):
vest(a, tdep(a)) = vsafe(a, t) = vsafe(weather(a, t)) (8.13)
Die Routenplanung des Agenten ist dabei indem Sinne adaptiv, dass er vor jeder
Weggabelung eine Neuplanung durchführt, sollte sich die Wettersituation in Umkreis
λ des aktuellen Ortes geändert haben.
Der prädiktive Agent (PA) kann ebenfalls lokale Wetterinformationen in seine adapti-
ve Routenplanung einbeziehen. Der entscheidende Unterschied zum wetter-bewussten
Agenten ist jedoch, dass der prädiktive Agent über kein Hintergrundwissen über Um-
welteinflüsse auf die Fahrtzeit verfügt. Stattdessen lernt der Agent aus historischen
Daten und eigenen Erfahrungen ein ortsabhängiges Modell der relevanten Einflussfak-
toren und wendet dieses zur Schätzung der Geschwindigkeit an. Anders als das Wetter
sind die konkrete Verkehrsdichte bzw. Verkehrsqualität für den Fahrzeugagenten da-
bei unbeobachtbar. Stattdessen werden daher die verkehrsbestimmenden Faktoren
Wochentag, Tageszeit und Ort verwendet.
Die (gelernte) Schätzung der Fahrtzeit für einen Straßenabschnitt ist dabei potenti-
ell ambigue. Das heißt, wegen der Unsicherheit der Prädiktion können abweichende
Schätzungen für die nach Klassifikation scheinbar gleiche Situation erfolgen. Für die
Fahrtzeitschätzung wird dann je nach Prädiktionsmodell der Erwartungswert verwen-
det bzw. abhängig von der Wahrscheinlichkeit möglicher Werte stochastisch gemittelt.
8.5.2 Lernen von Prädiktionsmodellen
In komplexen Anwendungsdomänen intelligenter Agenten ist eine Repräsentation für
Entscheidungs- und Prädiktionsmodelle zur Entwurfszeit nur eingeschränkt möglich.
Das hierzu nutzbare Expertenwissen kann z. B. der Strukturierung der Wissensreprä-
sentation dienen. Dazu gehört u. a. die Angabe verwendeter Variablen und Symbole
sowie deren Beziehung z. B. in Taxonomien oder der Netzstruktur eines Entschei-
dungsnetzes. Weitere Vorgaben können durch Regeln oder (subjektivistische) Wahr-
scheinlichkeitsverteilungen gemacht werden. Diese müssen sich jedoch zur Laufzeit
bewähren und bei abweichenden Erfahrungen ggf. revidiert oder angepasst werden.
Aus diesem Grund ist das maschinelle Lernen eine wichtige Fähigkeit intelligenter
Agenten (vgl. auch Abschnitt 2.2.1, S. 13). Für das hier vorgestellte Szenario und den
prädiktiven Transportmittelagenten ist die Lernaufgabe, den Einfluss vorgegebener
Umweltfaktoren auf die zu erwartende Durchschnittsgeschwindigkeit auf einem Stra-
ßenabschnitt zu ermitteln. Dies kann z. B. in Form von logischen Regeln oder durch
probabilistische Modelle erfolgen. Im Folgenden werden drei Lernansätze beschrieben,
die zu diesem Zweck untersucht wurden. Eine Auswertung der Simulationsevaluation
folgt in Abschnitt 8.5.3.
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Regellernen
In einer Studie zum Lernen von Prädiktionsmodellen für die Routenplanung (Gehrke
und Wojtusiak, 2008b,a) wurden Experimente mit dem Regellern-Programm AQ21
(Wojtusiak et al., 2006) durchgeführt. Als Hintergrundwissen wurden fünf bekann-
te Ortstypen mit jeweils gleicher Verkehrsbelastung nach ∆dens unterschieden (vgl.
Abbildung 8.12). Hierzu wurden mit dem in Abschnitt 8.5.1 beschriebenen Simula-
tionsmodell Beobachtungen für 15 Jahre Modellzeit für jeden Ort als Lerngrundlage
protokolliert. AQ21 lernte hieraus für jeden Ortstyp Regelmodelle für die erwartete
Geschwindigkeit.11 Hierzu wurden die Geschwindigkeiten in Schritten von 10 km/h
diskretisiert. Eine dabei gelernte Regel ist z. B.:
[Speed=SPEED_60]
<= [Day=Mo] & [Time=morning] & [Weather=moderate..good]
Die Regel sagt voraus, dass die erwartete Durchschnittsgeschwindigkeit an einemMon-
tagmorgen bei moderaten bis gutem Wetter für den betroffenen Ortstyp 60 km/h
beträgt.
Aufgrund der Parametrisierungsmöglichkeiten des AQ21-Systems wurden acht unter-
schiedliche Konfigurationen des Lernverfahrens untersucht. Diese unterscheiden sich
im Wesentlichen in der Handhabung von widersprüchlichen Beobachtungen im verar-
beiteten Datensatz (vgl. Gehrke und Wojtusiak, 2008a).
Q-Learning und Regellernen
Die Große Anzahl Beobachtungen über 15 Jahre zum Lernen eines Prädiktionsmo-
dells wirft die Frage auf, wie viele Beobachtungen für ein adäquates Modell tatsächlich
notwendig wären bzw. welches zeitliche Konvergenzverhalten bzgl. Prädiktionsgenau-
igkeit ein kontinuierlich adaptiertes Modell aufweist. Der Fahrzeugagent muss hierbei
erst zur Laufzeit aus eigenen Erfahrungen sein Prädiktionsmodell für Fahrgeschwin-
digkeiten lernen. Darüber hinaus ist zu untersuchen, wie dieses Konvergenzverhalten
abhängig vom verwendeten Lernverfahren (z. B. logisch oder statistisch) variiert.
Zu diesem Zweck haben Śnieżyński et al. (2010) Q-Learning (Watkins und Dayan,
1992) und AQ21 als Lernverfahren kombiniert, um die in Abschnitt 8.5.1 beschrie-
bene adaptive Routenplanung zu unterstützen. Q-Learning als Reinforcement-Ansatz
für Markov-Entscheidungsprozesse (vgl. Abschnitt 4.3.2) ist zwar gut für adaptierte
Modelle geeignet; es weist jedoch ein schlechtes Laufzeitverhalten auf, wenn der Such-
raum sehr groß ist (Śnieżyński et al., 2010). Um dies zu kompensieren, wird AQ21
als vorgelagerter Lernprozess eingesetzt, der die Dimensionen des Suchraums in ei-
ne aggregierte Dimension zusammenführt und somit den Suchraum des Q-Learning
11Details zur Funktionsweise des Lernverfahrens und dessen spezifischer Anwendung sind bei Wo-
jtusiak et al. (2006) bzw. Gehrke und Wojtusiak (2008a) nachzulesen.
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Abbildung 8.13: Struktur des gelernten Bayes’schen Netzes für die
Schätzung von Fahrtzeiten (Knoten Speed).
reduziert. Für das Szenario wurde aus Tageszeit und Wochentag die aggregierte Di-
mension Verkehrsqualität gelernt. Dabei weist AQ21 die Eigenschaft auf, bereits mit
wenigen Beispielen entsprechende Regeln zu lernen.
Bayes’sches Lernen
Die Handhabung der Ambiguitäten der Beobachtungen stellt ein Problem für das
Regellernen dar. Durch das stochastische Simulationsmodell führen scheinbar gleiche
Situationen zu unterschiedlichen Verkehrsaufkommen, Wetter und schließlich Fahrt-
zeiten. Dies steht logischen Regeln mit hoher Präzision entgegen. Für die dritte Lern-
methode wurde daher ein statistischer Ansatz verfolgt.
Beobachtungsdaten aus über 1700 Tagen, die Transportmittelagenten während der
Simulation gesammelt hatten, wurden mit dem EM-Algorithmus (engl. für Expectati-
on Maximization, Dempster et al., 1977) zu einem Bayes’schen Netz kompiliert. Die
Struktur des Netzes wurde als Hintergrundwissen vorgegeben und beinhaltet diskrete
Knoten für Ort/Straßenabschnitt, Wochentag, Tageszeit, Wetter und Verkehr sowie
die erwartete Geschwindigkeit als auszuwertender Zielknoten (vgl. Abbildung 8.13).
Entsprechend dem Regellernen ist der Verkehr für die Auswertung nicht beobachtbar,
sondern wird aus Ort und Zeit geschätzt. Da das Wetter für zukünftige Zustände auch
nicht bekannt ist, kann ein prädiktiver Agent entweder annehmen, es bleibe stabil,
oder er kann das aktuelle Wetter (bzw. eine Wettervorhersage) als schwache Evidenz
berücksichtigen.
8.5.3 Simulation und statistische Auswertung
In diesem Abschnitt werden die Modelle, welche mit den in Abschnitt 8.5.2 beschrie-
ben Verfahren generiert wurden, evaluiert. Hierzu wird untersucht, welche Vorhersa-
gepräzision sie erzielen bzw. wie sich ihre Anwendung für die adaptive Routenplanung
mit zugehöriger Informationsbeschaffung auf die mittleren Fahrtzeiten auswirken. Als
Evaluationsmethode der Auswirkung auf Fahrtzeiten dient die multiagentenbasierte
Simulation mit PlaSMA.
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σ2T | Agent NA WA PAMR PAAQ
0,001 13,31 12,61 12,49 12,47
±0,87 ±0,78 ±0,60 ±0,60
0,01 13,44 12,74 12,64 12,63
±0,92 ±0,86 ±0,68 ±0,66
Tabelle 8.5: Mittlere Fahrtzeiten in Stunden mit Standardabweichung (±)
für die jeweiligen Agententypen bei Verkehrsvarianz σ2T und einer Voraus-
schaudistanz von 200 km für Wetter. Ergebnisse nach Gehrke und Wojtusi-
ak (2008b).
Regelbasierte Modelle
Für die Experimente zur Untersuchung der durch AQ21 gelernten Regelmodelle wur-
den die in Abschnitt 8.5.1 (S. 261) vorgestellten Typen von Transportmittelagenten
verglichen. Hierbei wurden für die prädiktiven Agenten acht unterschiedliche Regel-
modelle untersucht (Gehrke und Wojtusiak, 2008b). Tabelle 8.5 zeigt die Ergebnisse
der mittleren Fahrtzeiten unterschiedlicher Agententypen für die 1000 km lange Route
zwischen den Orten (A,1) und (F,6) (vgl. Abbildung 8.11, S. 258). Dabei wird die Zeit
des prädiktiven Agenten mit den erfolgreichsten AQ21-Lernparametern angegeben
(PAAQ). Der prädiktive Agent PAMR verwendet ein Regelmodell, das unter Kenntnis
des Umweltmodells manuell erstellt wurde und somit ein Vergleichsmaß für die Güte
des Regellernens darstellt.
Alle Durchschnittswerte weisen laut inferenzstatistischer Auswertung mit Welch-Test
bei Signifikanzniveau α = 0,05 eine maximale Abweichung von 72 Sekunden gegen-
über der Grundgesamtheit auf. Die Simulationsergebnisse zeigen, dass der prädiktive
Agent mit gelerntem Regelmodell (PAAQ) die kürzesten Fahrtzeiten und die gerings-
te Standardabweichung aufweist. Er ist damit sogar etwas schneller als der Agent
mit manuell konstruiertem Modell (PAMR) und bei σ2T =0,001 6,3% (0,84 Stunden)
schneller als der naive Agent (NA). Der wetter-bewusste Agenten (WA) ist in dieser
Konfiguration mit 5,3% Unterschied (0,7 Stunden) ebenfalls signifikant schneller als
der naive Agent. Vom prädiktiven Agenten unterscheidet sich der wetter-bewusste
Agent insbesondere durch seine größere Standardabweichung (0,78 gegenüber 0,60
Stunden). Dies deutet daraufhin, dass der prädiktive Agent tatsächlich Verkehrsstaus
vermeidet, was die Unsicherheit über die Fahrtzeit verringert.
Modelle aus Q-Learning
Für die Experimente zur Untersuchung des Q-Learning (Śnieżyński et al., 2010) wur-
den die prädiktiven Agenten aus Abschnitt 8.5.1 (S. 261) angepasst. Dabei kamen vier
Varianten zum Einsatz: Agent PAQL1 verwendet nur die Informationen über den ört-
lichen Kontext; Agent PAQL2 ergänzt den ersten Agenten um Verkehrsinformationen;
Agent PAQL3 ergänzt den ersten Agenten um Information über den zeitlichen Kontext;
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Agent | Tage 1 10 25 51 75 100 200
PAQL1 16,19 11,92 4,39 4,24 3,98 4,24 4,14
±3,98 ±6,27 ±2,18 ±0,98 ±0,69 ±0,92 ±0,57
PAQL2 15,48 17,80 3,56 3,46 3,34 3,46 3,39
±4,81 ±9,34 ±1,84 ±0,59 ±0,34 ±0,64 ±0,59
PAQL3 15,80 27,50 15,11 12,51 5,80 5,14 3,66
±4,54 ±21,28 ±13,80 ±15,75 ±3,44 ±6,31 ±1,43
PAQL4 19,59 20,44 3,88 3,88 3,43 3,63 3,41
±10,06 ±10,86 ±2,04 ±2,84 ±0,49 ±1,91 ±0,80
Tabelle 8.6: Entwicklung der mittleren Fahrtzeiten in Stunden mit Stan-
dardabweichung (±) für 320 bis 460 km Strecke und für die jeweiligen
Agententypen. Ergebnisse nach Śnieżyński et al. (2010).
Agent PAQL4 schließlich kombiniert Q-Learning mit AQ21 durch Zusammenfassung
des zeitlichen Kontexts zu einer Verkehrsschätzung.
Die entsprechenden Simulationsergebnisse mit PlaSMA (Tabelle 8.6) bestätigten (p-
Werte <0,01), dass durch die Kombination beider Lernverfahren (PAQL4) gegenüber
alleinigem Q-Learning (PAQL3) eine beschleunigte Konvergenz des Prädiktionsmodells
erreicht wird (Śnieżyński et al., 2010). Agent PAQL4 benötigt ca. 25 Tage Erfahrungen,
um auf der Basis seines Modells eine mittlere Fahrtzeit nahe dem Optimum zu er-
reichen, während Agent PAQL3 erst nach 75 Tagen eine deutliche Verbesserung zeigt,
aber nicht an die Leistung von PAQL4 heranreicht. Ein direkter Vergleich mit den
Simulationsergebnissen für das Regellernen ist wegen des hier verwendeten kleineren
Straßennetzes (nur 12 Straßenabschnitte) nicht möglich.
Bayes’sche Modelle
Für die Überprüfung der Bayes’schen Prädiktionsmodelle wurde das gleiche Szena-
rio verwendet, mit dem auch die Regelmodelle evaluiert wurden. Hierzu wurde die
Software-Bibliothek NeatSmile verwendet, um die Modell zu verarbeiten und die pro-
babilistische Schätzung der Geschwindigkeit zu inferieren. Diese Schätzung ist defi-
niert durch den stochastischen Mittelwert der möglichen Geschwindigkeiten:
vest(context) =
∑
v∈Speed
P (v | context) · value(v) (8.14)
mit context als Evidenzkombination des räumlichen Kontexts (Straßenabschnitt,
Wetter) und des zeitlichen Kontexts (Wochentag, Tageszeit). Speed bildet die Menge
der acht Geschwindigkeitsklassen entsprechend der Diskretisierung, die auch für das
Regelmodell verwendet wurde, und value(v) ist die Funktion, die die Variablenbele-
gung v ∈ Speed auf die entsprechende numerische Geschwindigkeit abbildet.
Bei den Simulationsexperimenten werden zwei Agententypen unterschieden: PABW ist
der prädiktive Agent, der Wetterinformationen als Teil von context einbezieht, wäh-
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σ2T | Agent NA WA PABW PAB
0,001 13,29 12,63 12,51 13,04
±0,86 ±0,80 ±0,62 ±0,70
0,01 13,42 12,77 12,65 13,14
±0,92 ±0,86 ±0,69 ±0,73
Tabelle 8.7: Mittlere Fahrtzeiten in Stunden mit Standardabweichung (±)
für die jeweiligen Agententypen bei Verkehrsvarianz σ2T und einer Voraus-
schaudistanz von 200 km für Wetter.
rend dem Agenten PAB das Wetter nicht als Evidenz vorliegt. Tabelle 8.7 zeigt die
PlaSMA-Simulationsergebnisse der resultierenden Fahrtzeiten aus mindestens 7000
Transporttouren jedes Agententyps. Inferenzstatistisch weichen die Fahrtzeiten laut
Welch-Test bei Signifikanzniveau α=0,05 weniger als 90 Sekunden vom Mittelwert
der Grundgesamtheit aller möglichen Simulationsläufe ab. Die Werte belegen (p-
Werte < 2,2 · 10−16), dass der prädiktive Agent PABW kürze Fahrtzeiten erreicht als
der naive Agent (NA) und der wetter-bewusste Agent (WA). Laut einseitigem 95%-
Konfidenzintervall des Welch-Tests ist PABW bei σ2T =0,001 pro Fahrt mindestens 5,85
Minuten (oder 0,7%) schneller als WA und 45,7 Minuten (oder 5,7%) schneller als
NA. Agent PAB hingegen kann sich nicht gegen Agent WA durchsetzen, da im Simu-
lationsmodell (Abschnitt 8.5.1, S. 258) der Einfluss des Wetters auf die Fahrtzeit dem
Einfluss des Verkehrs insgesamt überwiegt. Allerdings ermöglicht die Verkehrsvorher-
sage Agent PAB, die Standardabweichung der Fahrtzeit (0,70 Stunden für σ2T =0,001)
gegenüber Agent WA (0,80 Stunden) zu reduzieren.
Im Vergleich zum Regelmodell (vgl. Tabelle 8.5) scheint der prädiktive Agent mit
Bayes-Modell (PABW) dem prädiktiven Agenten PAAQ sogar leicht unterlegen (12,51
gegenüber 12,47 Stunden mittlerer Fahrtzeit). Bei der gegebenen Unsicherheit der
Vorhersagen überrascht dies zunächst. Allerdings muss zu Lasten der angewendeten
Regelmodelle festgehalten werden, dass diese über Hintergrundwissen der Ortstypen
nach Verkehrsaufkommen (∆dens) verfügen. Für die Bayes’schen Modelle hingegen
ist bis auf die verwendete Netzstruktur keinerlei Hintergrundwissen gegeben, da sie
jeden Ort individuell behandeln. Dies zeigt andererseits aber auch, welche Bedeutung
die Einbeziehung von Hintergrundwissen haben kann.
8.5.4 Änderung von Entscheidungen durch Informationen
Die Simulationsexperimente für die adaptive Routenplanung mit gelernten Prädik-
tionsmodellen und aktiver Informationsbeschaffung belegen, dass durch zusätzliche
Informationen andere Entscheidungen herbeigeführt werden. Darüber hinaus zeigen
die Simulationsergebnisse, dass hiermit auch eine Verkürzung von Fahrtzeiten und
somit eine Optimierung einer logistischen Kennzahl herbeigeführt werden kann. Der
Grad der erreichten Verbesserung ist jedoch stark vom Simulationsmodell und den
berücksichtigten praktischen Rahmenbedingungen (etwa gesetzlichen Ruhezeiten) ab-
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hängig. Das zeigt sich z. B. in der Sensitivität der Geschwindigkeit gegenüber Wetter
bzw. Verkehr. Daher ist eine für die Praxis belastbare quantitative Auswertung auf
repräsentative Realdaten für das betrachtete Szenario angewiesen.
In Bezug auf die Informationswerttheorie ist die potentielle Änderung einer Entschei-
dung eine minimale Bedingung für eine wertvolle Information (Theorem 3, S. 112).
Um die Änderung von Entscheidungen durch zusätzliche Informationen für Entschei-
dungsnetze zu verdeutlichen, wird die adaptive Routenplanung im Folgenden an einem
Beispiel illustriert.
Modellierung als Entscheidungsnetz
Die adaptiven Routenplanung beinhaltet mehrere Herausforderung für die Modellie-
rung als Entscheidungsnetz. Zum einen sind zeitliche und räumliche Aspekte abzu-
bilden (vgl. Abschnitte 8.2.1 und 8.2.2). Zum anderen sind die Orte auch Objek-
te mit spezifischen Eigenschaften wie Wetter und Verkehr, so dass abhängig von
der vorliegenden Situation ein Entscheidungsnetz instantiiert werden muss (vgl. Ab-
schnitt 8.2.3).
Für das Bayes’sche Prädiktionsmodell in Abschnitt 8.5.2 (Abbildung 8.13, S. 265) wa-
ren nur jeweils ein Knoten für Verkehr und Wetter notwendig, deren Wahrscheinlich-
keitsverteilungen durch den Straßenabschnitt als beeinflussender Zufallsknoten quali-
fiziert wurden. In einem Entscheidungsnetz hingegen wäre der Straßenabschnitt durch
einen Entscheidungsknoten repräsentiert, der das nächste zu wählende Segment der
Route abbildet. Eine direkte Übertragung des Bayes’schen Prädiktionsmodells würde
daher dazu führen, dass sowohl Wetter und Verkehr entscheidungsabhängig wären und
somit nach Axiom 1 irrelevant. Dies lässt sich in diesem Fall auch intuitiv nachvollzie-
hen: Die beste Route ist abhängig vom individuellen Zustand aller potentiell befahre-
nen Straßenabschnitte. Daher kann nicht eine Variable einen Zustandsaspekt für alle
Straßenabschnitte beschreiben. Stattdessen werden für jeden Straßenabschnitt und
jeden Zustandsaspekt dedizierte Variablen benötigt. Deren stochastische Spezifikati-
on kann direkt aus der ortsspezifischen bedingten Wahrscheinlichkeit des Bayes’schen
Prädiktionsmodells erfolgen, z. B. für das Wetter Weather(a) auf Straßenabschnitt a
und sonstige Einflüsse X durch
P(Weather(a) | X) = P(Weather | a,X)
Die weitere Herausforderung ist die Verknüpfung dieser ortsabhängigen Zustände mit
den Optionen des Entscheidungsknotens und dessen Nutzens. Für den Fall eines ge-
wählten Straßenabschnitts a ist gerade dessen lokaler Zustand für die Nutzenberech-
nung einzubeziehen. Dies lässt sich durch deterministische Knoten abbilden. Für jeden
Zustandsaspekt Z des Modells wird ein deterministischer Knoten Z(D) eingeführt,
der funktional abhängig von allen ortsspezifischen Aspekten Z(ai) und der Entschei-
dung D ist. Der Wert des Knotens Z(D) ist dann gegeben durch den Zustandsaspekt
des Knotens Z(ad), welcher mit der Entscheidungsoption D=ad korrespondiert:
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Abbildung 8.14: Instantiiertes Entscheidungsnetz DN7 für die Routen-
bewertung bei zwei Straßenabschnitten als Entscheidungsoptionen. Bild-
schirmfoto des Modells in der Software GeNIe.
D=ad ⇒ Z(D) = Z(ad)
Dieses Vorgehen entspricht gerade der Umformung eines Entscheidungsnetzes in die
kanonische Form Howards (1990). Im Falle der adaptiven Routenplanung können
Wetter und Verkehr ortsspezifisch zu einer Wahrscheinlichkeitsverteilung der zu er-
zielenden Durchschnittsgeschwindigkeit AvgSpeed(a) zusammengeführt werden. Die
Verbindung der einzelnen Straßenabschnittmodelle mit dem Entscheidungsnetz er-
folgt dann nur über einen deterministischen Knoten AvgSpeed(D).
Zusätzlich muss der diskrete Knoten AvgSpeed(D) in einen numerischen Nutzenwert
SpeedValue(D) überführt werden. Für die Routenbewertung ist neben der Geschwin-
digkeit jedoch zusätzlich zu berücksichtigen, dass die einzelnen Abschnitte unter-
schiedlicher Länge sein können. Dies wird durch einen Wertknoten Length(D) mit den
jeweiligen Längen der Straßenabschnitte abgebildet. Entsprechend der Formel 8.12
für die Fahrzeugagenten können Geschwindigkeit und Streckenlänge dann zu einem
zeitlichen Fahrtkostenwert g kombiniert werden. In Entscheidungsnetzen wird dies in
einem multivariaten Nutzenknoten abgebildet. Dessen Wert muss darüber hinaus in
einen adäquaten Nutzenwert U überführt werden, da die beste Entscheidung durch
den höchsten Nutzenwert definiert ist (vgl. Formel 4.4, S. 85). Für das vorliegende
Beispiel wird U=−g als einfachste lineare Übertragung gewählt.12
Abbildung 8.14 zeigt das hieraus abgeleitete Entscheidungsnetz DN7 in einer Instan-
tiierung für eine Situation mit zwei zur Auswahl stehenden Straßenabschnitten a1
und a2. Abschnitt a1 hat eine Länge von 100 km und ist tendenziell weniger durch
Verkehr belastet, während a2 nur 92 km lang ist, aber ein höheres erwartetes Verkehrs-
aufkommen hat. Die angenommene A-Priori-Wahrscheinlichkeit für das Wetter ist an
12Trotz des negativen Nutzens kann der Informationswert selbst nicht negativ werden, da er als
Differenz zweier dann negativer Nutzenwerte positiv bleibt (vgl. Definition 6 und Theorem 1).
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Traffic Unbekannt VeryLow Low Medium High VeryHigh
Fahrtzeit a1 80,0 75,8 76,2 77,6 85,9 109,6
Fahrtzeit a2 78,1 69,6 70,0 71,3 79,0 100,8
Tabelle 8.8: Schätzung der Fahrtzeiten der Straßenabschnitte am Montag-
morgen (als Evidenz e) in DN7 abhängig vom lokalen Verkehr ohne Wet-
ter. Alle Angaben in Minuten.
beiden Orten gleich. Beide Kontextinformationen nehmen Einfluss auf die erwartete
Durchschnittsgeschwindigkeit AvgSpeed(ai). In diesem Beispiel sollte daher auch die
beste Route durch Informationen über Wetter und Verkehr beeinflusst werden. Auf
eine mögliche Einbeziehung von Aktionssequenzen für aufeinanderfolgende Abschnit-
te als Markov-Entscheidungsprozess bzw. dynamisches Entscheidungsnetz wird hier
zu Gunsten der Nachvollziehbarkeit des Beispiels verzichtet.
Fahrtzeiten und Informationswerte
Ohne Evidenzen über Tageszeit und Wochentag hinaus wird in dem modellierten
Beispiel des Entscheidungsnetzes DN7 der kürzere Abschnitt a2 gegenüber a1 knapp
bevorzugt. An einem Montagmorgen liegt die geschätzte Fahrtzeit für a1 bei 80,0
Minuten, während sie für a2 78,1 Minuten beträgt.
Käme als Evidenz hinzu, dass auf Streckenabschnitt a1 starker Verkehr herrscht,
Traffic(a1)=VeryHigh, würde sich die geschätzte Fahrtzeit für a1 auf 109,6 Minuten
erhöhen. Diese Informationen würde sich jedoch nach Erhalt als wertlos herausstellen,
da hiermit nur die bisher bevorzugte Route über a2 bestätigt würde. Der Informati-
onswert V(Traffic(a1)|Mo,Morning) ist dennoch positiv, da für die Verkehrszustände
VeryLow bis Medium die erwartete Fahrtzeit für a1 unter die von a2 sinkt und somit
zu einer potentiell anderen Entscheidung führt (vgl. Theorem 3). Tabelle 8.8 zeigt
eine Übersicht der geschätzten Fahrtzeiten je nach Verkehrslage.
Für a2 ergibt sich nur bei Traffic(a2)=VeryHigh und einer resultierenden Fahrtzeit
von 100,8 Minuten eine Änderung für die bevorzugte Route. Der Informationswert
V(Traffic(a2)|Mo,Morning) ist dabei sogar größer als bei a1. Durch die Beschaffung
der Verkehrsinformation wird für a1 nur ein Nutzenvorteil gemäß 30 Sekunden ge-
ringerer Fahrtzeit erwartet, während der Vorteil für a2 bei 1,35 Minuten liegt. Für
beide Informationen zusammen ergibt sich ein Vorteil von ca. 2 Minuten Fahrtzeit.
Tabelle 8.9 zeigt die Übersicht der jeweiligen Informationswerte.
Diese eher geringen Informationswerte sind einerseits durch die Unsicherheit über die
nach Akquisition erhaltene Belegung der jeweiligen Variable begründet. Ist die ohne
weitere Information beste Route nach neuer Information noch attraktiver, ist der
Wert dieser Information überdies neutral, da ohne Handlungsauswirkung. Die je nach
Verkehrslage stark variierenden Fahrtzeiten zeigen jedoch, dass sich durch beschaffte
Informationen die Routenbewertung stark ändern kann. So steigt z. B. die erwartete
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Tabelle 8.9: Informationswerte in DN7 für eine Routenbewertung am
Montagmorgen als Evidenz e. Angegeben sind je Variable die Informations-
werte entsprechend der erwarteten gesparten Minuten durch die einzelne
Information oder kombinierte Informationen (∑-Spalten).
Fahrtzeit für a2 bei schlechtesten Bedingungen (für Wetter und Verkehr) auf 145,3
Minuten, d. h. um 67,1 Minuten gegenüber der Schätzung ohne Information. Die Route
über a1 wäre im Beispielmodell voraussichtlich 65,3 Minuten schneller gewesen.13
Die relevanzbasierte Informationsbeschaffung für das Entscheidungsnetz DN7 ist ne-
ben den A-Priori-Informationswerten (Tabelle 8.9) dann einerseits abhängig von den
jeweils erhaltenen Informationen über Verkehr und Wetter sowie der zur Verfügung
stehenden Akquisitionszeit. Als initiale Informationswertfront für den gegebenen Zeit-
kontext (e =Montagmorgen) ergibt sich gemäß Theorie und der Implementierung in
NeatSmile hierbei:
VFe =
{
(AvgSpeed(a1); 2,20−∞), (AvgSpeed(a2); 2,00−∞)
}
Da die Durchschnittsgeschwindigkeiten jedoch nicht beobachtbar sind, ist ihr Netto-
wert nicht positiv und die Front wird erweitert und korrigiert auf
VF ′e =
{
(Traffic(a2); 1,35), (Weather(a1); 0,72),
(Weather(a2); 0,63), (Traffic(a1); 0,49)
}
Die relevanzbasierte Informationsbeschaffung akquiriert entsprechend zuerst die In-
formation für Traffic(a2). Hat diese den Wert High, so ist die resultierende Informa-
tionswertfront für die neue Evidenzkonfiguration e′:
VFe′ =
{
(AvgSpeed(a1); 2,68−∞), (AvgSpeed(a2); 1,13−∞)
}
Diese wird wiederum erweitert und angepasst und es ergibt sich:
VF ′e′ =
{
(Traffic(a1); 1,13), (Weather(a1); 1,03)
}
Da die Erweiterung nur die minimal nötige Ausdehnung vorsieht und der Nettowert
für Traffic(a1) bereits den Bruttowert für AvgSpeed(a2) erreicht (vgl. Algorithmus 5,
13Diese Annahme gilt nur bei stochastischer Unabhängig der Zustände über die Orte. In der Praxis
muss man jedoch von einer Beeinflussung ausgehen. Beispielsweise werden zwei Routen mit gemein-
samen Ausgangspunkt in der Regel stochastisch abhängiges Wetter haben.
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S. 151), muss nur AvgSpeed(a1) erweitert werden. Als Variable mit dem höchsten Net-
towert ergibt sich Traffic(a1). Hat diese den Wert Medium, so ist die resultierende
Informationswertfront für die neue Evidenzkonfiguration e′′:
VFe′′ =
{
(AvgSpeed(a1); 2,12−∞), (AvgSpeed(a2); 0,97−∞)
}
Nach Anpassung ergibt sich als Front der wertvollen Variablen:
VF ′e′′ =
{
(Weather(a1); 1,77)
}
Die relevanzbasierte Informationsbeschaffung akquiriert entsprechend die Information
für Weather(a1). Hat diese den Wert Good, so ist die resultierende Informationswert-
front für die neue Evidenzkonfiguration leer, da alle verbleibenden Variablen einen
neutralen Informationswert aufweisen. Das heißt, unabhängig von Weather(a2) steht
die beste Entscheidung bereits fest.
Die vollständige Informationsbeschaffung hat demnach sequentiell die drei Informatio-
nen Traffic(a2)=High, Traffic(a1)=Medium und Weather(a1)=Good akquiriert. Für
die Schätzungen der Fahrtzeiten resultieren daraus 66 Minuten für Straßenabschnitt
a1 und 79 Minuten für a2. Das heißt, die ursprünglich präferierte Route über a2 wird
durch die neuen Informationen zurückgewiesen und durch a1 ersetzt. In diesem Fall
liegt die gesparte Fahrtzeit also bei voraussichtlich 13 Minuten. Dies entspricht einer
Verkürzung um ca. 16,5 %. Die dafür aufgewendete Berechnung dauert nur ca. 57
Millisekunden.14
8.6 Diskussion
In diesem Kapitel wurden bisher vielfältige Themenfelder zur Überführung des An-
satzes der relevanzbasierten Informationsbeschaffung in die Anwendung bearbeitet.
Als Anwendungsdomäne wurde insbesondere die Logistiksteuerung durch intelligente
Agenten herangezogen. Es stellt sich daher abschließend die Frage, welche Fortschritte
damit zur Beantwortung der in der Einleitung des Kapitels identifizierten Forschungs-
fragen erzielt worden sind. Aus diesem Grund sollen diese Fragen hier noch einmal
einzeln diskutiert werden.
Wissensakquisition
Kann das benötigte Wissen des Agenten manuell spezifiziert bzw. (zur
Laufzeit) automatisch generiert werden?
In einigen Domänen mag eine manuelle Spezifikation der benötigten Modelle möglich
sein. Im Allgemeinen ist jedoch davon auszugehen, dass eine ausreichende Spezifika-
tion der Wissensrepräsentation zumindest nicht ohne eine Anpassung zur Laufzeit
14Für die Implementierung aus Kapitel 7 ausgeführt auf Rechnerplattform P1 (vgl. Seite 192).
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möglich ist. Dies betrifft zum Beispiel die Ermittlung von Wahrscheinlichkeitsmodel-
len bzgl. konkreter (bedingter) Wahrscheinlichkeiten. Damit ist diese Frage auch mit
der Bewertung der Modellqualität (siehe unten) verbunden.
Als Maßnahme zur Herstellung einer adäquaten Wissensrepräsentation wurde daher
das maschinelle Lernen durch die Agenten vorgeschlagen (Abschnitt 8.5.2). In Ab-
schnitt 8.5.3 wurde an einem Beispiel aus der Transportlogistik gezeigt, dass mit ver-
schiedenen Lernverfahren automatisch Prädiktionsmodelle für zu erwartende Durch-
schnittsgeschwindigkeiten generiert werden können und dass diese helfen können,
Fahrtzeiten zu verkürzen und besser abzuschätzen. Als Evaluationsmethode zum Tes-
ten des entsprechenden Agentenverhaltens wurde die multiagenten-basierte Simulati-
on (Abschnitt 8.4) eingesetzt.
Für die gelernten Modelle wurde eine große Anzahl von Beobachtungen als Lerngrund-
lage verwendet, die (mit Ausnahme des Q-Learning) aus historischen Daten generiert
wurden. In Umgebungen mit sich ändernden Grundeigenschaften (etwa neuen Ver-
kehrswegen) oder sensorspezifischen Agentenbeobachtungen können historische Daten
nur begrenzt zum Lernen verwendet werden. Stattdessen müssen Modelle bei abwei-
chenden oder neuen Beobachtungen durch die Agenten adaptiert werden. In partiell
sichtbaren und komplexen Umgebungen ist jedoch fraglich, inwieweit einzelne Agen-
ten eine ausreichend repräsentative Stichprobe neuer Beobachtungen selbst erheben
können. Weitere Forschung sollte daher untersuchen, wie das gemeinsame Wissen ko-
operierender Agenten für ein verteiltes Lernen und Adaptieren von Wissensmodellen
genutzt werden kann.
Abbildung auf Entscheidungsnetze
Kann das Wissen und das Entscheidungsmodell des Agenten adäquat auf
Entscheidungsnetze abgebildet werden?
Diese Frage stellt die größte wissenschaftliche Herausforderung für die Überführung in
die Anwendung dar. Einerseits sind Entscheidungsnetze bzw. dynamische Entschei-
dungsnetze als Abbildung von Markov-Entscheidungsprozessen eine sehr mächtige
Modellierungsmethode. Andererseits ist bei Domänen mit vorher unbekannten bzw.
dynamischen Objekten eine situationsspezifische Szeneninstanziierung notwendig, um
die Beschränkungen rein propositionaler Modelle aufzuheben. Ferner ist der räumlich-
zeitliche Kontext in vielen Anwendungsdomänen ein wichtiger Faktor, der adäquat im
Entscheidungsnetz eingebunden werden muss.
In Abschnitt 8.2 wurde die situative Qualifikation und Instanziierung von Entschei-
dungsnetzen für räumlich-zeitliche Kontexte und dynamische Szenen eingehend un-
tersucht und mögliche Ansätze zur Umsetzung vorgeschlagenen. In Abschnitt 8.5.4
wurde die konkrete Abbildung eines Bayes’schen Prädiktionsmodells für das adapti-
ve Routing auf ein situationsspezifisch instanziiertes Entscheidungsnetz beschrieben.
Damit konnte die generelle Anwendbarkeit des entwickelten Ansatzes zumindest für
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ähnlich gelagerte Problemstellungen gezeigt werden. Dennoch ist die Szeneninstan-
ziierung für probabilistische Modelle ein komplexes Forschungsfeld, das in Zukunft
weitere Aufmerksamkeit erfahren wird (vgl. auch Domingos et al., 2006, 2008; Koller
und Pfeffer, 1997).
Informationsquellen
Sind die benötigten Informationen durch eigene Sensorik oder externe In-
formationsquellen grundsätzlich verfügbar und können diese Quellen zur
Laufzeit identifiziert und angefragt werden?
Die Adressierung dieser Forschungsfragen sollte nicht ohne gegenseitige Berücksichti-
gung von Wissensrepräsentation auf der einen Seite und Sensor-Hardware bzw. Infor-
mationsdiensten auf der anderen Seite erfolgen. Einerseits sind Entscheidungsnetze
in der Lage, auch mit fehlenden Informationen rationale Entscheidungen zu treffen.
Somit ist die Nichtverfügbarkeit einer Information kein Ausschlusskriterium für die
Berücksichtigung in der Modellierung. Andererseits sind die in einem Modell ent-
haltenen Größen und eventuell eine Analyse ihrer potentiellen Informationswerte ein
wichtiger Anhaltspunkt für Sensoren bzw. Informationsquellen, mit denen ein intelli-
genter Agent ausgestattet werden sollte.
In Abschnitt 8.3.1 wurde zu diesem Zweck eine ontologische Modellierung der senso-
rischen Fähigkeiten des Agenten und der zusätzlich verfügbaren Informationsquellen
vorgeschlagen. Für die Einbeziehung der ggf. erhaltenen Informationen ist zusätzlich
zu berücksichtigen, dass diese korrekt interpretiert und eventuell übersetzt werden
müssen, um im jeweiligen Entscheidungsnetz verarbeitet werden zu können. Auch hier
kann eine Ontologie helfen, die Ausgabe der Quellen (physikalische Größe, Einheit,
Format) so zu beschreiben, dass eine automatische Interpretation durch den Agenten
möglich ist.
In einigen Anwendungsdomänen kommt als Schwierigkeit hinzu, dass die benötig-
ten Informationsquellen nicht statisch verfügbar oder nicht zur Entwurfszeit bekannt
sind. Darüber hinaus können die durch bekannte Quellen angebotenen Informationen
variieren. So sind intelligente Agenten selbst Träger von aktuellen Erfahrungen, die ab-
hängig von ihrem Einsatzgebiet veralten oder neu hinzukommen. In Abschnitt 8.3.2
wurden daher Ansätze untersucht, mit denen eine Überschneidung von Informati-
onsbedarf und Informationsangebot in räumlich-zeitlichen Kontext ermittelt werden
kann, um geeignete Kooperationspartner für den Informationsaustausch dynamisch
zu identifizieren.
Modellqualität
Wie kann die Modellqualität der verwendeten Entscheidungsnetze bewer-
tet und gewährleistet werden?
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Die Modellqualität ist bestimmt durch die Abweichung der Annahmen des Modells
von den tatsächlichen Eigenschaften der modellierten Domäne. Einerseits betrifft dies
die Angemessenheit der Abstraktion, die bei jeder Modellierung vorgenommen wird.
Insbesondere ist aber auch für eine adäquate Abstraktion eine Abweichung vom Mo-
dellgegenstand möglich. Ein Beispiel hierfür ist Unwissenheit über die genauen Wahr-
scheinlichkeitswerte in einem probabilistischen Modell (vgl. auch Abschnitt 3.2.5).
Allerdings sind diese Modellabweichungen nur so bedeutsam, wie sie die Leistung
des betreffenden intelligenten Agenten beeinflussen. Das heißt, Fehlannahmen über
Wahrscheinlichkeiten müssen nicht zwangsläufig zu schlechteren Entscheidungen füh-
ren. Daher ist die Modellqualität zusätzlich zur einfachen Genauigkeit etwa eines
Prädiktionsmodells in Bezug auf die Auswirkung anwendungsspezifischer Leistungs-
kennzahlen zu untersuchen. Als Methode hierfür wurde die Sensitivitätsanalyse mit
stochastischer Simulation vorgeschlagen (Abschnitt 8.4.2).
Wird die Leistung von Agenten in einer Simulationsumgebung getestet, sind jedoch
ggf. auch simulationsspezifische Änderungen am getesteten Agenten selbst notwendig.
Diese Änderungen können jedoch die Aussagekraft der Simulationsergebnisse für die
eigentliche Anwendungsdomäne in Frage stellen. Daher ist eine minimale Abweichun-
gen der verwendeten Modelle für die Simulation und der operativ eingesetzten Agen-
ten anzustreben. Mit der multiagentenbasierten Simulation (Abschnitt 8.4) wird eine
natürliche Abbildung der operativen Steuerungsagenten auf das Simulationsmodell er-
möglicht. Hierzu wurde das Simulationssystem PlaSMA entwickelt (Abschnitt 8.4.3),
welches Kausalität und Reproduzierbarkeit sicherstellt sowie individuelle Anpassun-
gen für eine adäquate Zeitdiskretisierung ermöglicht. Mit dem Ansatz des Uniform
Agent Design (Abschnitt 8.4.3, S. 255) wird überdies der simulationsspezifische Code
minimiert und die Überführung der Agenten zwischen Simulation und tatsächlicher
Anwendung erleichtert.
Einfluss von Informationen
Welchen Einfluss und Nutzen hat die relevanzbasierte Informationsbe-
schaffung in Bezug auf die Leistungskennzahlen der Anwendungsdomäne?
Die konkrete Beantwortung dieser Forschungsfrage mit quantitativen Aussagen ist
nur anwendungsabhängig möglich. Das Maß für den Grad der Beeinflussung und den
Nutzen zusätzlich akquirierter Informationen sind entsprechend anwendungsspezifi-
sche Leistungskennzahlen. Eine Erhebung und Auswertung dieser Kennzahlen kann
mit multiagentenbasierter Simulation auf der Basis von Realdaten oder im Vergleich
zu Referenzproblemen erfolgen.
In diesem Kapitel konnte an einem transportlogistischen Szenario (Abschnitt 8.5.1)
gezeigt werden, wie sich zusätzliche Informationen und darauf basierende Vorhersagen
auf Routenentscheidungen von Transportfahrzeugen auswirken, so dass Fahrtzeiten
reduziert werden (vgl. Abschnitt 8.5.3). Abschnitt 8.5.4 verdeutlicht darüber hinaus
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für eine konkret anstehende Entscheidung zwischen zwei Straßenabschnitten, wie das
Problem durch Entscheidungsnetze modelliert werden kann und wie Informationen,
abhängig von ihrer Relevanz, Einfluss auf die Schätzung der Fahrtzeit nehmen. Das
Beispiel zeigt auch, wie die relevanzbasierte Informationsbeschaffung iterativ die Un-
sicherheit über die Entscheidungssituation verringert und dadurch am Ende zu einer
anderen und besseren Routenentscheidung kommt.
8.7 Zusammenfassung
In diesem Kapitel wurde untersucht, welche Schritte zu unternehmen sind, um den
in dieser Arbeit entwickelten Ansatz der relevanzbasierten Informationsbeschaffung
in die Anwendung zu überführen. Hierfür wurden entsprechende Forschungsfragen
identifiziert, die am Beispiel der Steuerung von Transportprozessen durch intelligente
Agenten untersucht wurden.
Dazu wurde zuerst in das Forschungsgebiet Selbststeuerung mit den zugrunde lie-
genden Technologien sowie Beispielen für autonome Entscheidungen und relevante
Informationen eingeführt. Darüber hinaus wird eine ontologische Modellierung der
Logistikdomäne vorgestellt, die als semantische Grundierung der Wissensrepräsenta-
tion intelligenter Agenten dienen kann.
Die relevanzbasierte Informationsbeschaffung stützt sich wesentlich auf die Reprä-
sentation von Wissen und Entscheidungen in Entscheidungsnetzen. Diese probabi-
listischen Modelle sind propositional und damit im Gegensatz zur Prädikatenlogik
nicht unmittelbar geeignet, Eigenschaften beliebiger, unbeschränkter Objektmengen
zu beschreiben. Darüber hinaus müssen für zeitlich und räumlich ausgedehnte An-
wendungsgebiete die entsprechenden Kontexte adäquat repräsentiert werden. Hierfür
geeignete Erweiterungen und Modellierungsmuster für Entscheidungsnetze wurden
eingehend untersucht und an Beispielen vorgestellt.
Die in einem Entscheidungsnetz als Knoten modellierten Größen stellen die Infor-
mationen dar, die in die Entscheidungsfindung eines intelligenten Agenten einfließen
können. Jedoch sind nicht alle Größen direkt und ständig durch eigene Sensoren des
Systems beobachtbar. Daher wurden Methoden untersucht, um einerseits sensorische
Fähigkeiten und weitere Informationsquellen explizit zu modellieren und andererseits
diese Quellen als Sensorknoten oder schwache Evidenz in Entscheidungsnetze ein-
zubinden. Hierbei wurde auch berücksichtigt, wie dynamische Informationsbedarfe
durch wechselnde räumlich-zeitliche Kontexte als Relevanzregionen abgebildet und
identifiziert werden können. Diese Bedarfe können dann als Anfrage an mögliche ex-
terne Quellen kommuniziert werden. Die Deckung der Informationsnachfrage durch
das Angebot der Quelle kann z. B. durch topologische Kalküle überprüft werden.
Ein wichtiger Aspekt der Überführung der relevanzbasierten Informationsbeschaffung
in die Anwendung ist die ausführliche Evaluation des Verhaltens der intelligenten
Agenten. Einerseits ist zu prüfen, ob diese generell in der Lage sind, z. B. Logistikpro-
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zesse angemessen zu steuern. Andererseits muss der Informationsbedarf der Agenten
gedeckt und durch zielgerichtete Informationsbeschaffung gesichert werden. Daher
ist der Einfluss fehlender bzw. zusätzlicher Informationen zu untersuchen. Dies gilt
insbesondere für die Auswirkung auf anwendungsspezifische Leistungskennzahlen. Als
entsprechende Methoden zur Evaluation wurden die multiagenten-basierte Simulation
(z. B. mit dem System PlaSMA) und die Sensitivitätsanalyse vorgeschlagen.
Als logistisches Beispiel einer solchen Untersuchung wurde die adaptive Routenpla-
nung von Transportfahrzeugen vorgestellt, die abhängig von den örtlichen Bedingun-
gen Verkehr und Wetter ihre Pläne anpassen. Das Szenario wurde für intelligente
Agenten in PlaSMA implementiert und für unterschiedliche Wissensmodelle zur Ab-
schätzung erwarteter Geschwindigkeit evaluiert. Hierbei konnte gezeigt werden, dass
zusätzliche Informationen zu einer Verkürzung von Fahrtzeiten führen und die be-
nötigten Informationsmodelle durch maschinelles Lernen generiert werden können.
Zusätzlich wurde eine Entscheidungssituation der adaptiven Routenplanung in ihrer
Umsetzung mit Entscheidungsnetzen detailliert erläutert. Dabei wurde auch verdeut-
licht, wie die relevanzbasierte Informationsbeschaffung in dieser Situation Informa-
tionen identifiziert, bewertet und beschafft, so dass daraus eine andere und bessere
Entscheidung resultiert.
Schließlich werden die erzielten Ergebnisse für eine Überführung der relevanzbasier-
ten Informationsbeschaffung in die Anwendung anhand der anfangs identifizierten
Forschungsfragen diskutiert. Insgesamt konnte die Anwendbarkeit des Ansatzes und
dessen Nutzen für Beispielanwendungen gezeigt werden. So werden durch zielgerichtet
akquirierte Informationen Routenentscheidungen von Transportmittelagenten ange-
passt, so dass sich Fahrtzeitschätzungen verbessern und schließlich Fahrtzeiten verkür-
zen. Damit wurden mit diesem Kapitel Beiträge geleistet, die einerseits den möglichen
Nutzen des Ansatzes in Anwendungen motivieren und andererseits dessen praktische
Nutzbarkeit zeigen. Dabei ist insbesondere die generische Szeneninstanziierung von
Entscheidungsnetzen und das effiziente Lernen geeigneter Wahrscheinlichkeitsmodelle
aus lokalen Beobachtungen eine Herausforderung für weiterführende Forschung.
Kapitel 9
Zusammenfassung und Ausblick
In der vorliegenden Arbeit wurde erstmals ein Ansatz für die relevanzbasierte Infor-
mationsbeschaffung intelligenter Agenten entwickelt. Die relevanzbasierte Informati-
onsbeschaffung ermöglicht es intelligenten autonomen Systemen, zielgerichtet und ef-
fizient die Informationen zu identifizieren, bewerten und akquirieren, welche für eine
anstehende Entscheidung die größte Bedeutung haben. Hierfür konnten zum einen die
theoretischen Grundlagen gelegt und bewiesen sowie die entsprechenden Algorithmen
entwickelt werden. Zum anderen wurde der Ansatz in einer Software-Implementierung
umgesetzt, deren Effizienz mit der Evaluation des Laufzeitverhaltens gezeigt wurde.
Darüber hinaus wurde ausführlich die Überführung der relevanzbasierten Informati-
onsbeschaffung in konkrete Anwendungen intelligenter Agenten untersucht und am
Beispiel der Logistik erläutert.
Dieses Kapitel fasst die Arbeit zusammen und leitet Fragestellungen für die weitere
Forschung ab. Die Zusammenfassung (Abschnitt 9.1) rekapituliert dazu die wichtigs-
ten Ergebnisse der Arbeit und stellt den dabei geleisteten wissenschaftlichen Beitrag
heraus. Abschnitt 9.2 gibt einen Ausblick auf mögliche Erweiterung des Ansatzes
einerseits und dessen praktische Anwendungen andererseits.
9.1 Zusammenfassung
Die Ausgangsmotivation der relevanzbasierten Informationsbeschaffung für intelligen-
te Agenten ergibt sich aus der Problemstellung, dass die Güte von Entscheidungen,
die unter Unsicherheit über den Zustand der Umgebung getroffen werden, signifikant
von Informationen über diesen Zustand und dessen adäquater Repräsentation abhän-
gen. Dabei können Informationen sowohl relevant aber nicht verfügbar sein und auf
der anderen Seite verfügbar aber irrelevant. Letztere effizient auszuschließen, ist ins-
besondere im Hinblick auf eine zunehmende „Informationsflut“ von Bedeutung. Der
Grad der Relevanz einer Information ist hierbei abhängig von der anstehenden Ent-
scheidung. Somit kann nicht zur Entwurfszeit festgelegt oder quantifiziert werden, wie
relevant mögliche Informationen sind.
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Daher wurde untersucht, wie die Informationslage bzw. das „Situationsbewusstsein“
intelligenter Agenten einerseits durch fehlende Informationen und andererseits durch
zusätzliche Informationen Entscheidungen beeinflusst. Darüber hinaus sollte das Si-
tuationsbewusstsein proaktiv durch eine Informationsbeschaffung des Agenten verbes-
sert werden. Hierzu mussten eine Wissensrepräsentation und ein Entscheidungsmodell
gewählt werden, die auch bei unvollständigen Informationen rationale Entscheidungen
ermöglichen. Ferner mussten Verfahren entwickelt werden, mit denen die wertvollsten
Informationen für eine anstehende Entscheidung zielgerichtet und effizient identifiziert
und schließlich beschafft werden können.
In den folgenden Abschnitten werden die erzielten Ergebnissen zu den einzelnen
untersuchten Aspekten informierter Entscheidungsfindung intelligenter Agenten zu-
sammengefasst. In Abschnitt 9.1.1 werden die identifizierten Entwurfskriterien für
„situationsbewusste“ Agenten sowie die Resultate zu den untersuchten Grundlagen
der Wissensrepräsentation und Entscheidungsfindung dargestellt. In Abschnitt 9.1.2
wird der entwickelte Ansatz der relevanzbasierten Informationsbeschaffung zusam-
mengefasst. Dessen Implementierung und Überführung in die Anwendung werden in
Abschnitt 9.1.3 beschrieben. Abschnitt 9.1.4 stellt schließlich den durch die Arbeit
erzielten wissenschaftlichen Beitrag insgesamt heraus.
9.1.1 Grundlagen informierter Entscheidungen
Kapitel 2 führt in die Grundlagen autonomer intelligenter Systeme ein. Hierzu wer-
den einerseits die Bedeutung der Autonomie für technische Systeme interpretiert sowie
Klassen autonomer Systeme unterschieden und mit den zugehörigen Begriﬄichkeiten
und Anwendungen eingeführt. Darüber hinaus wird die Rationalität von Agenten im
Hinblick auf deren Umgang mit fehlenden Informationen analysiert. Als Eigenschaft
oder Bewertungskriterium der Rationalität wird hierzu das Konzept „Situationsbe-
wusstsein“ (Endsley, 2000) auf intelligente Agenten übertragen. Es werden Aspekte
und Fähigkeiten für technisches Situationsbewusstsein identifiziert und entsprechende
Kriterien und Anforderungen für die Wissensrepräsentation und -verarbeitung abge-
leitet, die ein intelligenter Agenten hierzu erfüllen sollte.
Kapitel 3 untersucht die grundlegenden und fortgeschrittenen Ansätze formaler Wis-
sensrepräsentation im Hinblick auf deren Eignung für intelligente Agenten. Hierzu
werden bestehende logische, probabilistische sowie hybride Ansätze und deren Anwen-
dungen beschrieben. Vor dem Hintergrund des Situationsbewusstseins steht hierbei die
Fähigkeit der Ansätze im Fokus, mit unvollständigem oder unsicherem Wissen umzu-
gehen, da insbesondere in ausgedehnten und dynamischen Anwendungsumgebungen
nur eine partielle Sichtbarkeit des relevanten Systemzustands gegeben ist. Gesondert
wird daher auch auf die Diskretisierung und qualitative Repräsentation von konti-
nuierlichen Systemgrößen etwa für eine räumlich-zeitliche Abstraktion eingegangen.
Die probabilistische Wissensrepräsentation wird insgesamt als für die Anforderun-
gen geeignetste Klasse von Ansätzen bewertet. Es werden jedoch auch deren Grenzen
aufgezeigt, die teilweise durch hybride Ansätze wie Markov-Logik aufgehoben werden.
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In Kapitel 4 wird der Bezug der Wissensrepräsentation und des vorhanden Wissens
eines intelligenten Agenten zu den Mechanismen seiner Entscheidungsfindung her-
gestellt. Als zusätzliche Komponente im Aufbau intelligenter Agenten wird in das
Wissensmanagement für Agenten eingeführt. Hiermit sollen insbesondere relevante
Informationen für die Entscheidungen des Agenten aktiv beschafft werden. Heraus-
forderungen für die Umsetzung dieser Unterstützungsfunktion sind jedoch die Identifi-
kation der wertvollsten Informationen und die dazu benötigten Bewertungsmaßstäbe.
Mögliche Verfahren für diese Bewertung sind jedoch abhängig vom eingesetzten Ent-
scheidungsmodell. Es werden daher Ansätze für zielgerichtete und nutzenorientierte
Entscheidungen vorgestellt. Insbesondere werden hierbei die nutzenorientierten Ver-
fahren betrachtet, da diese im Hinblick auf eine Entscheidungsfindung unter Unsicher-
heit über den Zustand der Umgebung und den tatsächlichen Ausgang von gewählten
Aktionen entwickelt wurden.
Als Untersuchungsergebnis der Grundlagen informierter Entscheidungen intelligen-
ter Agenten wird eine probabilistisch-entscheidungstheoretische Modellierung als am
besten geeignet für die Ausgangsproblemstellung und Zielsetzung der Arbeit erkannt.
Darüber hinaus werden vorhandene Ansätze der Meta-Steuerung von Agenten als
unterstützende Sekundärprozesse zur Entscheidungsfindung untersucht. Hierzu zählt
daher auch die relevanzbasierte Informationsbeschaffung für intelligente Agenten, für
die bisher nur eingeschränkte Ansätze bestanden (So und Sonnenberg, 2007).
9.1.2 Ansatz zur Informationsakquisition
Kapitel 5 untersucht die Informationswerttheorie (Howard, 1966) angewendet auf Ent-
scheidungsnetze als Ansatz für die Identifikation und Bewertung von Informationen.
Die Informationswerttheorie bietet eine entscheidungstheoretisch fundierte quantita-
tive Bewertung der Relevanz einer Information für eine anstehende Entscheidung.
Entscheidungsnetze als Erweiterung Bayes’scher Netze ermöglichen eine strukturierte
Modellierung für rationale Entscheidungen unter Unsicherheit nach dem Prinzip des
maximalen erwarteten Nutzens. In Entscheidungsnetzen sind alle Knoten, die sto-
chastisch Einfluss auf den erwarteten Nutzen einer Entscheidung ausüben, potentiell
relevant. Es können daher nur Knoten vollständig ausgeschlossen werden, die vom
Nutzenknoten separiert sind. Diese Knoten können durch dass graphentheoretische
Kriterium der d-Separation effizient bestimmt werden. Damit wird der Suchraum re-
levanter Information jedoch zunächst kaum eingeschränkt.
Bezüglich der quantitativen Relevanzbewertung einer Information lässt sich aus der
Struktur des Entscheidungsnetzes zusätzlich eine partielle Ordnung der Knoten nach
Relevanz ableiten. Diese Ordnung ergibt sich aus der paarweisen d-Separation zweier
Knoten in Bezug auf den Nutzenknoten. Alle nach dieser partiellen Ordnung infe-
rioren Knoten/Informationen können somit von der Informationsbeschaffung vorerst
ausgeblendet werden. In dieser Arbeit wurde hieraus als minimale Menge der wert-
vollsten Knoten die so genannte Informationswertfront abgeleitet, die beweisbar die
wertvollste Einzelinformation enthält. Die Relevanzordnung der Knoten innerhalb der
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Front ist jedoch nicht strukturell zu ermitteln. Daher müssen für die Frontvariablen
die Informationswerte jeweils berechnet werden, so dass schließlich die wertvollste
Einzelinformation der Informationswertfront ermittelt und beschafft werden kann.
In Kapitel 6 werden die entsprechenden Algorithmen für eine relevanzbasierte Infor-
mationsbeschaffung als paralleler Metasteuerungsprozess intelligenter Agenten entwi-
ckelt. Es wird gezeigt, dass eine iterative Akquisition durch vertiefende Exploration
des Graphen keine Auffindung der wertvollsten Information garantiert. Daher werden
auf der Grundlage der Informationswertfront mit bewiesenen Eigenschaften (Kapi-
tel 5) die Algorithmen für eine semi-myopische relevanzbasierte Informationsbeschaf-
fung entwickelt. Das Verfahren ist insofern semi-myopisch, als es jeweils zwar nur
einzelne Informationen statt Informationsmengen bewertet und beschafft, aber den-
noch durch ein iteratives Vorgehen abhängig von der verfügbaren Zeit alle relevanten
Informationen findet. Durch die Algorithmen wird auch berücksichtigt, dass Infor-
mationen nicht beobachtbar sein können oder für ihre Beschaffung eventuell Kosten
anfallen. In dem Kapitel werden darüber hinaus einerseits mögliche Effizienzsteige-
rungen der Algorithmen analysiert (etwa durch Parallelisierung). Andererseits werden
die Eigenschaften des semi-myopischen Vorgehens sowie die prinzipiellen Grenzen der
Identifikation relevanter Informationen durch intelligente Agenten dargelegt.
9.1.3 Umsetzung und Anwendung
In Kapitel 7 wird die relevanzbasierte Informationsbeschaffung durch eine Software-
Implementierung umgesetzt. Die Implementierung in der Programmiersprache Java
besteht aus der allgemeinen Bibliothek NeatSmile zur Verarbeitung von Entschei-
dungsnetzen sowie der eigentlichen relevanzbasierten Informationsbeschaffung. Neat-
Smile ermöglicht den Zugriff auf probabilistische Modelle aufbauend auf der beste-
henden Software SMILE und ihrem Dateiformat. Darüber hinaus bietet NeatSmile
strukturelle Analysen (z. B. über stochastische Abhängigkeiten) sowie als Inferenzen
die Berechnung von A-Posteriori-Wahrscheinlichkeiten und Informationswerten.
Die Implementierung wird bezüglich Funktionsfähigkeit und Laufzeitperformanz an-
hand repräsentativer Entscheidungsnetze unterschiedlicher Komplexität evaluiert. Die
statistische Auswertung der Experimente zeigt, dass der Ansatz und seine Implemen-
tierung sehr effizient sind und mit Berechnungszeiten unter 100 Millisekunden für die
vollständige Identifikation, Bewertung und Akquisition aller relevanten Informationen
für viele Anwendungsdomänen geeignet ist. Dies ist bemerkenswert, da die Berech-
nung eines Informationswerts in der Aufwandsklasse #P liegt. Hier zeigt sich der
Nutzen der Informationswertfront zur Reduzierung der Laufzeit der relevanzbasier-
ten Informationsbeschaffung durch effizienten Ausschluss anderer Informationen. Die
vollständige strukturelle Analyse für die Informationswertfront benötigte nur 1,8%
der Zeit für eine einzige Informationswertberechnung. Somit ist diese Vorverarbei-
tung bereits beim Ausschluss nur einer Information gegenüber der Berechnung aller
Informationswerte nach Laufzeit überlegen.
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In Kapitel 8 wird schließlich die Überführung des Ansatzes in konkrete Anwendungs-
domänen für intelligente Agenten untersucht. Hierzu werden Anforderungen zur Mo-
dellierung und Evaluation der Entscheidungsmodelle der Agenten und des Einflusses
von Informationen identifiziert. Am Beispiel der Logistiksteuerung durch intelligen-
te Agenten werden entsprechende Lösungsansätze für eine dynamische und räumlich
ausgedehnte Domäne mit dynamischer Szeneninstanziierung der Entscheidungsnetze
entwickelt. Hierbei wird auch untersucht, inwieweit die benötigten Modelle durch ma-
schinelles Lernen der Agenten automatisch generiert bzw. adaptiert werden können.
Darüber hinaus wird der positive Einfluss zusätzlicher Informationen auf Entschei-
dungen und Leistungskennzahlen in Szenarien der adaptiven Routenplanung gezeigt.
9.1.4 Wissenschaftlicher Beitrag
Während die Entscheidungstheorie und die Informationswerttheorie (Howard, 1966)
bereits grundsätzliche Methoden bieten, um die Relevanz von Informationen zu be-
werten, sind diese Theorien bisher nicht für die zielgerichtete Informationsakquisition
intelligenter Agenten fortentwickelt und eingesetzt worden. Dies ist auch darin be-
gründet, dass die Berechnung des Informationswerts sehr komplex und damit zeit-
aufwendig ist (Krause und Guestrin, 2009). Somit ist die Informationswerttheorie in
komplexen Umgebungen nicht ohne Weiteres geeignet, um eine Vielzahl verfügbarer
Informationen einzeln zu bewerten. Daher ist es erforderlich, intelligente Agenten in
die Lage zu versetzen, einige Informationen durch bestehendes Hintergrundwissen oh-
ne nähere Betrachtung und Relevanzquantifizierung auszusortieren. In dieser Arbeit
wurde ein entsprechendes Verfahren für Entscheidungsnetze entwickelt, das die An-
zahl zu betrachtender Variablen minimiert und trotzdem beweisbar die Ermittlung der
wertvollsten Informationen garantiert. Dabei werden erstmals auch unbeobachtbare
Größen, potentielle Beschaffungskosten sowie hinzukommende Evidenzen berücksich-
tigt.
Auch bei relaxierten Echtzeitanforderungen muss eine relevanzbasierte Akquisition
benötigter Informationen stets berücksichtigen, für welchen Zeitpunkt und welche
Entscheidung eine Information benötigt wird. Die vorliegende Arbeit leistet den Bei-
trag einer relevanzbasierten Informationsbeschaffung, die als Metasteuerungsprozess
eines intelligenten Agenten ausgeführt wird. Dieser parallele Prozess passt sich au-
tomatisch an sich ändernde Entscheidungssituationen an und verbessert dabei itera-
tiv das Situationswissen des Agenten für eine informierte Entscheidungsfindung. Die
praktische Umsetzbarkeit wird durch eine Software-Implementierung nachgewiesen.
Ausführliche Performanztests zeigen die Effizienz des Ansatzes.
Insgesamt leistet die Arbeit damit eine mathematische Fundierung für die informierte
Entscheidungsfindung intelligenter Agenten in partiell sichtbaren Umgebungen mit zu-
gehöriger Relevanzbewertung und effizienter Informationsbeschaffung. Dieser Ansatz
kann damit als eine Übertragung des Forschungsgebiets Situationsbewusstsein (Ends-
ley, 2000) auf intelligente Agenten angesehen werden, welches bisher nur menschliche
Akteure in kritischen Anwendungsbereichen betrachtete.
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Zusätzlich wurden Voraussetzungen definiert und wichtige Grundlagen gelegt, um den
Ansatz der relevanzbasierten Informationsbeschaffung in eine praktische Anwendung
zu überführen. Hierzu gehört insbesondere die dynamische Szeneneninstanziierung
von Entscheidungsnetzen mit räumlich-zeitlichen Kontextinformationen. Darüber hin-
aus wurde gezeigt, wie zusätzliche Informationen in der adaptiven Routenbewertung
durch Agenten zu anderen Entscheidungen führen und Fahrtzeiten statistisch signifi-
kant reduzieren.
9.2 Ausblick
Durch die erzielten Ergebnisse konnte eine wesentliche Grundlage für weitere Arbeiten
auf dem Gebiet der aktiven Informationsbeschaffung zur Erhöhung des Situations-
bewusstseins intelligenter Agenten geschaffen werden. Folglich ergeben sich zahlrei-
che Anknüpfungspunkte für weitere Grundlagenforschung und anwendungsorientierte
Forschung in dem Themenfeld. Im Folgenden werden zum einen mögliche funktionale
Erweiterungen des Ansatzes identifiziert (Abschnitt 9.2.1) und zum anderen Potentia-
le für weitere Effizienzsteigerungen diskutiert (Abschnitt 9.2.2). Darüber hinaus wird
ein Ausblick auf weitere Anwendungen der relevanzbasierten Informationsbeschaffung
gegeben (Abschnitt 9.2.3).
9.2.1 Erweiterungen des Ansatzes
Mehrfach wurde in dieser Arbeit auf die Eigenschaft von Bayes’schen Netzen und Ent-
scheidungsnetzen hingewiesen, propositionale Größen mit vorgegebenen Belegungen,
aber, im Unterschied zur Prädikatenlogik, keine Relationen und beliebige Belegungen
abzubilden. Dieser syntaktischen Einschränkung wurde mit dem Konzept der situati-
ven Kontextqualifikation und Szeneninstanziierung begegnet (Abschnitt 8.2). Hiermit
können zwar dynamisch Objekte und Kontexte behandelt jedoch nicht unmittelbar
Objektrelationen abgebildet werden. Ferner wurde das benötigte Transformations-
und Instanziierungverfahren für Entscheidungsnetze zwar für logistische Anwendun-
gen skizziert. Es wurde jedoch noch kein vollständiges mathematisches Modell mit
darauf basierender Implementierung für die automatische und domänenunabhängige
Transformation entwickelt. Hier bieten sich interessante Anknüpfungspunkte für wei-
tere Forschung zur Verbindung logischer und probabilistischer Ansätze. Insbesondere
wäre zu untersuchen, inwieweit sich die entsprechenden Arbeiten für Markov-Netze
(Domingos et al., 2008) auf (Bayes’sche) Entscheidungsnetze übertragen lassen.
Die relevanzbasierte Informationsbeschaffung setzt auf den entscheidungstheoreti-
schen Informationswert in Entscheidungsnetzen als Relevanzmaß. Dadurch wird die
Anwendung des Ansatzes auf Entscheidungsnetze eingegrenzt. In einigen Anwendun-
gen intelligenter Agenten können jedoch andere Entscheidungsmodelle bevorzugt wer-
den. Auch sind Bayes’sche Prädiktionsmodelle denkbar, die anstelle eines Referenz-
knotens für den Nutzen und zugehöriger Entscheidung eine normale Zufallsgröße Z
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als Ziel- und Ausgabeknoten definieren. In diesen Prädiktionsmodellen existiert kein
entscheidungstheoretischer Informationswert. Hingegen kann hier die Entropieauswir-
kung auf die Wahrscheinlichkeitsverteilung von Z als Relevanzmaß verwendet werden
(vgl. Krause und Guestrin, 2009). Für weitere Forschung wäre daher zu untersuchen,
inwieweit der Ansatz der Informationswertfront zur Minimierung zu betrachtender
Einflussgrößen auf Z auch hier angewendet werden kann. Da die Konstruktion der
Informationswertfront nach der Maßgabe stochastischer Beeinflussung geschieht, ist
eine Übertragbarkeit des Konzeptes auf Bayes’sche Modelle anzunehmen.
Das iterative Vorgehen der Informationsbeschaffung nach absteigender Reihenfolge
des Nettoinformationswerts berücksichtigt im Sinne eines Anytime-Ansatzes, dass die
Zeit bis zum Treffen einer Entscheidung begrenzt ist. Es werden so viele relevan-
te Informationen beschafft, wie in der gegebenen Zeit möglich. Außerdem werden
potentielle Beschaffungskosten einbezogen, sofern sie durch Abzug vom Nutzenwert
abgebildet werden können. In Abschnitt 5.1.1 wurden weitere Ressourcenbeschrän-
kungen aufgeführt, die der Beschaffung einer Information entgegen stehen können.
Hierzu gehört beispielsweise die Antwortzeit einer Informationsquelle. Auch kann der
Energieverbrauch bei der Datenerhebung durch Sensoren limitiert sein (vgl. Krause
und Guestrin, 2009; Behrens et al., 2006). In weiterführenden Arbeiten könnte daher
versucht werden, ein generisches Modell für Ressourcenbeschränkungen in der Infor-
mationsbeschaffung zu entwickeln, dass sowohl im Akquisitionsprozess als auch bereits
in der Konstruktion der Informationswertfront einbezogen wird.
Neben der Einbeziehung von Antwortzeiten zur Beschreibung von Informationsquel-
len stellt die verteilte und kollaborative Informationsbeschaffung eine zusätzliche Er-
weiterung des Forschungsfeldes dar. Räumlich-zeitliche Überlappung von Relevanz-
und Erfahrungsregionen wurde bereits in Abschnitt 8.3.2 als Kooperationskriterium
dargestellt. Die Integration von Sensorknoten in ein Entscheidungsnetz wurde in Ab-
schnitt 8.3.1 diskutiert. Allerdings wird in der vorliegenden Arbeit noch von statisch
integrierten Sensorknoten ausgegangen. Sollen dynamisch Informationsquellen mit de-
ren Zuverlässigkeit bzw. Vorhersagequalität einbezogen werden, müsste der Ansatz zur
Expansion der Informationswertfront (vgl. Abschnitt 6.3.2) so erweitert werden, dass
im Falle relevanter aber unbeobachtbarer Größen ad hoc entsprechende Sensorknoten
identifiziert und in das Entscheidungsnetz eingebunden werden. Für eine kollaborative
Informationsbeschaffung könnte darüber hinaus erforscht werden, wie eine geeignete
Aufteilung von Akquisitionsprozessen der beteiligten Agenten umzusetzen ist. Hiermit
könnten z. B. etwaige mehrfache Kosten bei der Akquisition vermieden werden.
Eine Grundvoraussetzung der nutzenbasierten Entscheidungsfindung und probabilis-
tischen Inferenz ist die Ermittlung geeigneter Wahrscheinlichkeitsverteilungen für das
Modell. Eine Möglichkeit neben subjektivistischer Expertenschätzungen ist das ma-
schinelle Lernen der Wahrscheinlichkeiten aus den Beobachtungen der Agenten (vgl.
Abschnitt 8.5.2). Die damit jeweils verbundene Problematik der unsicheren Modell-
güte wurde bereits in den Abschnitten 3.2.5 und 8.4.2 diskutiert. Daher könnte eine
Erweiterung der Informationsbeschaffung (und Steuerung mit Entscheidungsnetzen
insgesamt) darin bestehen, zielgerichtet aus Beobachtungen Stichproben für die Ad-
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aption von Wahrscheinlichkeitsverteilungen zu erheben, deren Repräsentativität ge-
ring oder Entropie hoch ist. Neben vorgegebenen Einflussgrößen kann hierbei auch
die Ermittlung neuer relevanter Einflussgrößen ein Ziel sein. Dies würde ggf. sogar zu
einer strukturellen Änderung des Entscheidungsnetzes führen. Um eine ausreichende
Größe von Stichproben zu ermöglichen, kann beim maschinellen Lernen wiederum ein
kollaboratives Vorgehen mehrerer Agenten zu einer Beschleunigung des Lernprozesses
führen.
Der entwickelte Ansatz der relevanzbasierten Informationsbeschaffung sieht eine Tren-
nung von der primären Planungs- und Steuerungsebene eines intelligenten Agenten
vor. Hingegen wird die Informationsbeschaffung als paralleler und sekundärer Un-
terstützungsprozess ausgeführt. Für künftige Forschung wäre eine Integration beider
Ebenen zu erwägen. Hierbei würde die Informationsbeschaffung als reguläre Aktion
des Agenten betrachtet, die bei einer gegebenen Informationslage als beste Aktion
identifiziert würde. Eine Herausforderung wäre dann die Abbildung der Akquisitions-
aktionen im Entscheidungsnetz. Jeder „primären“ Aktion stünden nicht eine, sondern,
abhängig von den unbekannten Zufallsgrößen, viele „sekundäre“ Aktionen zur Infor-
mationsbeschaffung gegenüber. Hierbei könnte daher auch die Planung von optima-
len Beschaffungssequenzen untersucht werden (vgl. Abschnitt 5.5). Es würden dann
nicht wie bisher Einzelentscheidungen, sondern Entscheidungssequenzen als Markov-
Entscheidungsprozess betrachtet.
9.2.2 Erweiterung und Effizienzsteigerung der Algorithmen
Durch die Analyse der Laufzeitperformanz des Ansatzes in Abschnitt 7.3 konnte ge-
zeigt werden, dass die relevanzbasierte Informationsbeschaffung mit Informationswert-
front sehr effizient ist. Dennoch sind auch hier weitere Verbesserungen denkbar. In
Abschnitt 6.4 wurden bereits einige Möglichkeiten für die Effizienzsteigerung der Al-
gorithmen identifiziert – darunter die Parallelisierung einzelner Teilprozesse.
Laut Evaluation nimmt die Berechnung der Informationswerte den Großteil der Lauf-
zeit für die gesamte Informationsbeschaffung ein (ca. 95%). Es liegt daher nahe, hier
erste Ansatzpunkte für eine Effizienzsteigerung zu suchen. Durch strukturelle Krite-
rien, die einen neutralen Informationswert implizieren, konnte bereits eine deutliche
Beschleunigung erreicht werden (vgl. Abschnitt 7.3.2). Zu weiteren Maßnahmen zur
Verkürzung der Berechnungszeit könnte die Identifikation und Ausnutzung weiterer
Eigenschaften zählen, die einen neutralen Informationswert bestimmen. Wenn bei-
spielsweise die Aktionsinvarianz einer Entscheidungssituation (Theorem 3) effizient
erkannt würde, so müssten keine Informationswertberechnungen unternommen wer-
den. Darüber hinaus würden in diesen Fällen unpräzise Berechnungen mit Fließkom-
marundungsfehlern bei Werten nahe 0 vermieden.
Da für eine gegebene Informationswertfront mit n Knoten n voneinander unabhängige
Informationswerte zu berechnen sind, bietet es sich darüber hinaus an, diese parallel
statt sequentiell zu berechnen. Eine Schwierigkeit hierbei ist, dass die Modellreprä-
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sentation in der verwendeten Software-Bibliothek SMILE keine parallelen Inferenzen
zulässt (vgl. Abschnitt 6.4.2). Es müssten daher jeweils effizient Kopien des Netzmo-
dells angelegt und verwaltet werden.
Der Aufwand zur Anpassung der Informationswertfront bei neuer Evidenz ist wegen
der wiederholten Informationswertberechnungen erneut hoch (vgl. Abschnitt 7.3.4).
Für effiziente stochastische Inferenzen bestehen bereits optimierte Ansätze, um bei
geänderter Evidenz abhängig von den stochastischen Einflüssen nur die nötigen Neu-
berechnungen durchzuführen. Diese kommen auch bei Ansätzen zur Informationswert-
berechnung zum Einsatz (Shachter, 1999). Durch die Verwendung der Bibliothek SMI-
LE für Inferenzen können diese Optimierungen nur eingeschränkt umgesetzt werden.
Die Anpassung der Front müsste daher durch eine vorgelagerte strukturelle Analyse
der stochastischen Abhängigkeiten des Entscheidungsnetzes feststellen, ob durch eine
neue Evidenz tatsächlich eine Änderung des Informationswerts möglich ist. Inwieweit
hierdurch Berechnungen vermieden werden und sich die Laufzeit verkürzt, ist jedoch
stark von der Netzstruktur und der jeweiligen Zusatzevidenz abhängig.
Die Analyse der Laufzeitperformanz in Abschnitt 7.3.1 hat gezeigt, dass in der Ein-
zelanalyse stochastischer Abhängigkeiten kaum Optimierungspotentiale liegen. Hinzu
kommt, dass dieser Teil des Konstruktionsprozesses für die Informationswertfront nur
einen Bruchteil des Gesamtaufwands ausmacht (weniger als 2%). Allerdings bein-
haltet der Algorithmus zur Frontkonstruktion zahlreiche Unabhängigkeitsanalysen.
Durch Analyse der paarweisen d-Separation (siehe Algorithmus 3) entsteht eine qua-
dratische Komplexität. Im Hinblick auf den Algorithmenentwurf wäre es daher von In-
teresse, die Einzelanalyse stochastischer Abhängigkeiten (Algorithmus 2) durch einen
integrierten Algorithmus zu ersetzen, der mit linearem Aufwand die paarweise d-
Separation für die Front ermittelt. Die Idee hierzu wäre die Knotenexpansion und
-markierung im Algorithmus 3 durch eine eingeschränkte Expansion zu ersetzen, die
nur stattfindet, wenn sie durch zwei Pfade aktiviert wurde.
Neben diesen potentiellen Effizienzsteigerungen sind auch Erweiterung der Algorith-
men denkbar. So betrachtet sowohl die Informationswertfront als auch die Implemen-
tierung des Ansatzes nur diskrete Zufallsgrößen. Prinzipiell ist es jedoch möglich, eine
Übertragung auf kontinuierliche Größen vorzunehmen. Praktisch wird dies durch die
Funktionalität der Bibliothek SMILE verhindert. Diese erlaubt zwar kontinuierliche
Größen, aber keine hybriden Modelle mit kontinuierlichen und diskreten Variablen zu-
sammen. Zwangsläufig kann eine kontinuierliche Größe nicht unmittelbar als Einfluss
einer diskreten Zufallsgröße mit tabellarischer Wahrscheinlichkeitsverteilung verwen-
det werden. Allerdings bietet SMILE bereits eine Diskretisierungsfunktion für konti-
nuierliche Größen, so dass diese grundsätzlich doch als Einflüsse in Betracht kommen
können. Eine fehlende Voraussetzung hierfür ist jedoch noch die Umsetzung zugehö-
riger Inferenzen wie Konditionierung.
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9.2.3 Weitere Anwendungen
Durch die Verwendung von Entscheidungsnetzen als Grundlage der relevanzbasier-
ten Informationsbeschaffung sowie deren dokumentierter und effizienter Implemen-
tierung stehen dem Ansatz eine Vielzahl möglicher Anwendungen offen. Die dafür
zu betrachtenden Fragestellungen wurden in Kapitel 8 ausführlich behandelt. Neben
der Unterstützungsfunktion für intelligente Agenten sind jedoch auch Anwendungen
mit menschlichen Benutzern in Systemen zur Entscheidungsunterstützung oder Si-
tuationsanalyse möglich. Eine konkrete Anwendung könnte etwa das Supply Chain
Exception Management mit entsprechendem Monitoring sein. Hierbei würde die re-
levanzbasierte Informationsbeschaffung diejenigen Informationen anzeigen oder her-
vorheben, die für die Entscheidungssituation des Anwenders besonders relevant sind.
Ist eine relevante Information nicht durch die angeschlossenen Informationssysteme
verfügbar, könnte auch der Anwender aufgefordert werden, diese zu beschaffen und
einzupflegen.
Der in dieser Arbeit entwickelte Ansatz kann überdies autonomen Systemen nicht
nur zur Verbesserung ihrer Entscheidungen dienen. Ein weiterer Nutzen, der in Ab-
schnitt 8.2.3 bereits skizziert wurde, ist das zielgerichtete Anstoßen von Prozessen
zur Situationsanalyse, deren Ergebnis als Knoten im Entscheidungsnetz repräsentiert
würde. Hiermit könnten Rechenressourcen aus unnötigen Analysen eingespart wer-
den. Ein ähnlicher Nutzen entstünde durch bedarfsgetriebene Sensormessungen an-
stelle periodischer Messungen. Für entscheidungsunabhängige, entropiebasierte Rele-
vanzmodelle konnten hier Krause und Guestrin (2009) bereits wichtige Beiträge zur
Energieeffizienz leisten.
Als ein wichtiges Entwurfskriterium für die effiziente Anwendung der Informations-
wertfront wurde der Grad der d-Separation im Entscheidungsnetz angeführt. In stark
vermaschten Netzen können durch die Informationswertfront nur wenige Zufallsgrößen
ausgeschlossen werden. Daher können Anwendungen der relevanzbasierten Informa-
tionsbeschaffung davon profitieren, wenn bereits im Entwurfsprozess Konstellationen
bevorzugt würden, die einen hohen Grad paarweiser d-Separation ergeben. Hierzu
müsste eine Kennzahl entwickelt werden, die die Modellstruktur diesbezüglich quan-
titativ bewertet.
Insgesamt leistet die Arbeit damit einen Beitrag mit Implikationen für den Entwurf
„situationsbewusster“ intelligenter Agenten in Anwendungsdomänen mit Entschei-
dungen unter Unsicherheit. Einerseits wird die Abhängigkeit autonomer Entschei-
dungen von Informationen deutlich herausgestellt. Andererseits wird ein Ansatz ent-
wickelt, mit dem es möglich ist, die Informationslage iterativ zu verbessern. Dieser
zeichnet sich insbesondere dadurch aus, dass gezielt und effizient die aktuellen In-
formationsbedürfnisse eines System erkannt und erfüllt werden, auch wenn aus einer
Vielzahl möglicher Informationen die relevanten extrahiert werden müssen.
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