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Abstract
The Hilbert–Schmidt Independence Criterion (HSIC) is a popular measure of the dependency
between two random variables. The statistic dHSIC is an extension of HSIC that can be
used to test joint independence of d random variables. Such hypothesis testing for (joint)
independence is often done using a permutation test, which compares the observed data with
randomly permuted datasets. The main contribution of this work is proving that the power of
such independence tests converges to 1 as the sample size converges to infinity. This answers
a question that was asked in [8]. Additionally this work proves correct type 1 error rate of
HSIC and dHSIC permutation tests and provides guidance on how to select the number of
permutations one uses in practice. While correct type 1 error rate was already proved in [8],
we provide a modified proof following [1], which extends to the case of non-continuous data.
The number of permutations to use was studied e.g. by [7] but not in the context of HSIC
and with a slight difference in the estimate of the p-value and for permutations rather than
vectors of permutations. While the last two points have limited novelty we include these to
give a complete overview of permutation testing in the context of HSIC and dHSIC.
1 Introduction
In [5] and [4] kernel methods were proposed for independence testing and two-sample testing.
Since then kernel based tests have been proposed for conditional independence testing and
joint independence testing [16],[8]. Such tests have been used in graphical modeling, among
other applications. Independence testing using reproducing kernel Hilbert spaces has also
been extended to right-censored data found in survival analysis [9, 2]. We study the tests
for joint independence proposed by [8] which includes the independence test between two
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random variables.
These methods have several desirable properties. For appropriate choices of kernel, the
population value of the test statistic, called the Hilbert–Schmidt Independence Criterion
(HSIC), equals zero if and only if the two variables are independent. Similarly, the popula-
tion value of the statistic measuring joint independence — the d-variable HSIC, or dHSIC
— is zero if and only if the variables are indeed jointly independent. One thus does not
need to make assumptions about the form of the relationship among the variables. Fur-
thermore, under mild conditions the test statistic converges in probability to the population
value. Additionally, these tests may be applied to multidimensional random variables, and
even to variables that do not take values in the Euclidean domains, such as graphs or text [5].
In practice, one does not have access to the true sampling distribution. To perform
hypothesis testing one thus needs to approximate the null distribution or perform permuta-
tion tests or bootstrapping. These three methods were studied for dHSIC in [8] by Pfister,
Bu¨hlmann, Scho¨lkopf, and Peters, where they established consistency of the bootstrap test
(power converging to 1 for every alternative hypothesis), correct type 1 error rate of the per-
mutation test, and pointwise asymptotic correct type 1 error rate of the bootstrap procedure.
One question that remained unanswered was the consistency of the permutation test.
See Table 1 of [8] and Section 3.2.1 and Remark 2 where they propose a proof strategy. The
main theoretical contribution of this work is to prove the consistency of the permutation test,
albeit not in the proposed way, but using more elementary techniques that can be traced
back at least to [6]: as we discuss in Section 2 the test statistic dHSIC, with appropriate
choice of kernel, converges to a positive constant for each fixed alternative hypothesis. The
main observation from which consistency will follow is that it suffices for the statistic’s dis-
tribution under random permutation of the data to converge to zero in probability (Theorem
3). The full proof of consistency may be found in Section 6.
We also present short proofs the permutation test has correct type 1 error rate (Section
5) and investigate the question of how many permutations are appropriate to use (Section
7). These last investigations are not new, and can be found elsewhere in the literature, e.g.
[8, 7, 1], as well as older literature, such as [6]. We review these ideas here for completeness,
and because we wish to give a more unified treatment. In particular, [7] studied the number
of permutations, but differs from our notation in considering individual permutations rather
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than vectors of permutations, and their p-value estimate lacked a guarantee for the type 1
error rate of the test. In [8] correct type 1 error rate of the test was proved, but under the
additional assumption that the random variables had a density. For completeness we also
show here two correct ways of dealing with non-continuous data. Furthermore, we provide
a different proof, following [1], which appeared in the context of independence-testing using
mutual information.
2 Background
2.1 Reproducing Kernel Hilbert Spaces
This section reviews some relevant information about reproducing kernel Hilbert spaces
(RKHSs).
Definition 1. (Reproducing Kernel Hilbert Space)([11]) Let X be a non-empty set and H
a Hilbert space of functions f : X → R. Then H is called a reproducing kernel Hilbert
(RKHS) space endowed with dot product 〈·, ·〉 if there exists a function k : X ×X → R with
the following properties.
1. k has the reproducing property
〈f, k(x, ·)〉 = f(x) for all f ∈ H, x ∈ X . (1)
2. k spans H, that is, H = span{k(x, ·) |x ∈ X} where the bar denotes the completion of
the space.
Let X be a measurable space and Hk be an RKHS on X with kernel k. Let P be a
probability measure on X . If EP
√
k(X,X) < ∞, then there exists an element µP ∈ HX
such that EPf(X) = 〈f, µP〉 for all f ∈ HX ([4]), where we use the notation EPf(X) :=∫
f(x)P(dx). The element µP is called the mean embedding of P in Hk. Given a sample
{xi}ni=1 and the corresponding empirical distribution, 1n
∑n
i=1 δxi , the corresponding mean
embedding is given by 1
n
∑n
i=1 k(xi, ·). Given a second distribution Q on X , of which a mean
embedding exists, we can measure the dissimilarity of P and Q by the distance between their
mean embeddings in HX . That is,
MMD(P,Q) := ||µP − µQ||Hk .
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This is also called the Maximum Mean Discrepancy (MMD). The name comes from the
following equality [4],
||µP − µQ||Hk = sup
f∈Hk
EPf(X)− EQf(X),
showing that MMD is an integral probability metric. The kernel k is said to be characteristic
when MMD(P,Q) = 0 if and only if P = Q. Lastly, for a locally compact Hausdorff space X ,
the kernel k is said to be c0-universal if it is continuous and Hk is dense in C0(X ), the set of
continuous bounded functions, with respect to the infinity (also called uniform) norm [13].
The most commonly used example of a kernel that is both characteristic and c0-universal is
the Gaussian kernel kσ(x, y) = exp(−||x− y||2/σ2) on Rd.
2.2 dHSIC
In [8] Pfister, Bu¨hlmann, Scho¨lkopf, and Peters propose a kernel based test for joint inde-
pendence. Consider the following setting.
Setting 1. For i = 1, . . . , d, let X i be a locally compact metric space equipped with the Borel
sigma-algebra. Let X = X 1 × · · · × X d be equipped with the product sigma-algebra. Let
X i : Ω→ X i be a random variables on the shared probability space (Ω,P,F). In this section
the superscript on Xj always indexes X, and never denotes a power of the variable X. Let
ki(·, ·) : X i × X i → R be a c0-universal kernel on X i. Finally let k := k1 ⊗ · · · ⊗ kd be the
tensor product of the d kernels. By [14], k is characteristic and c0-universal on X . We let
Hk,Hki be the corresponding RKHSs.
By definition (X1, ..., Xd) are said to be jointly independent if PX1,...,Xd = PX1×· · ·×PXd .
The main topic of this work is the hypothesis test where H0 : PX1,...,Xd = PX1 × · · ·×PXd .
With this in mind, we define dHSIC,
Definition 2. (dHSIC [8]) Assume Setting 1. Then dHSIC is defined as
dHSIC(X1, ..., Xd) := ||µP
X1,...,Xd
− µPX1×···×PXd ||2Hk .
Note that, because k is characteristic, dHSIC(X1, . . . , Xd) = 0 if and only if PX1,...,Xd =
PX1 × · · ·×PXd .
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As we typically do not have access to the full distribution PX , but only to a sample
D := (xi)
n
i=1 ∈ X n, we study the estimator [8]
d̂HSIC(x1, . . . , xn) :=
1
n2
∑
M2(n)
d∏
j=1
kj(xji1 , x
j
i2
) +
1
n2d
∑
M2d(n)
d∏
j=1
kj(xji2j−1 , x
j
i2j
)
− 2
nd+1
∑
Md+1(n)
d∏
j=1
kj(xji1 , x
j
ij+1
).
Here Mq(n) = {1, . . . , n}q. Note that this equals the RKHS distance between the mean
embedding of the empirical distribution and of the product distribution. A final important
property is that,
d̂HSIC(x1, . . . , xn)→ dHSIC(X1, ..., Xd)
as n→∞ in probability [8].
2.3 HSIC
In the case where d = 2, dHSIC coincides with HSIC, which is defined as
Definition 3. The Hilbert–Schmidt independence criterion (HSIC) of random variables
X1 ∈ X 1 and X2 ∈ X 2 is defined as
HSIC(X1, X2) := ||µPX1X2 − µPX1×PX2 ||2Hk
where PX1 × PX2 denotes the product measure of PX1 and PX2.
This was proposed in [5]. In [12] it was shown to be equivalent, under a certain choice of
kernel, to a statistic earlier proposed by [15], called distance-covariance. We will mainly
prove statements for dHSIC, which will then carry over to HSIC. One thing to note is that
to ensure that HSIC(X1, X2) = 0 if and only if X1 ⊥ X2, it suffices for k1 and k2 to be
c0-universal, but this is not required. In [3] it is shown that it suffices for k
1 and k2 each to
be characteristic, for example, which is implied by each being c0-universal.
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3 Two permutation tests
3.1 Notation
We follow the notation of [8] for the permutation test of dHSIC. Define maps ψi : {1, . . . , n} →
{1, . . . , n} for i = 1, . . . , d− 1, and ψ = (ψ1, . . . , ψd−1). Then ψ maps X n to itself by
ψD := ψ(x1, . . . , xn) :=
(
xψn,1, . . . , x
ψ
n,n
)
,
where
xψn,i :=
(
x1i , x
2
ψ1(i), . . . , x
d
ψd−1(i)
)
.
For our purposes ψi will all be permutations of {1, . . . , n}. Note that we keep the first coor-
dinate fixed, and permute the remaining d− 1 coordinates. Hence there are (n!)d−1 different
vectors of such permutations in total.
Permutation tests compare d̂HSIC(D) with the statistic recomputed on permuted datasets,
i.e. with d̂HSIC(ψiD) for i = 2, . . . , B+1 for some B (the indexing becomes apparent in the
next section). In particular, if we arrange the B + 1 elements (the original statistic and the
B ‘permuted’ statistics) as a vector, we study the rank of the original statistic, where the
rank of the largest element is taken to be 1. When there are ties, for simplicity we consider
two ways of dealing with it.
3.1.1 Breaking ties at random
Say a vector v ∈ Rn has k repeated elements that all have the value a. Furthermore let there
be s elements strictly smaller than a and l elements strictly larger than a, so that s+k+l = n.
When we say we break the ties at random to compute the rank of each element, we mean
that the rank of an element with value a is distributed uniformly on s+ 1, s+ 2, ..., s+ k.
3.1.2 Breaking ties conservatively
Breaking ties at random may not always be desirable and one may also break ties conserva-
tively. Say we have permutation vectors ψi for i = 2, . . . , B + 1. Then we can also define R
as
R = 1 +
B+1∑
i=2
1{d̂HSIC(ψiD) ≥ HSIC(D)}.
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When we do not mention otherwise, we will break permutations conservatively. In practice
it seems plausible that observing ties in statistics is rare when the random variables involved
are continuous.
3.2 Defining two permutation tests
We are now ready to define two testing procedures, a permutation test enumerating all
permutations and a permutation test sampling a fixed number of independent random per-
mutations, uniformly from the symmetric group.
Definition 4. (Permutation test dHSIC enumerating all permutations) Let ψi = (ψ
1
i . . . , ψ
d−1
i )
for i = 2, . . . , (n!)d−1 be all vectors of permutations such that at least one of the entries of
ψi is not the identity permutation. Let ψ1 := (id, . . . , id). Then let R be the rank of the first
entry of the vector (
d̂HSIC(ψ1D), . . . , d̂HSIC(ψ(n!)d−1D)
)
when breaking ties at random. Reject if pD := R/(n!)
d−1 ≤ α. The quantity pD denotes the
p-value of the permutation test enumerating all permutations and we call α the level of the
test.
Again we can also break ties conservatively. If the test breaking ties at random has
correct type 1 error rate, so will the test that breaks ties conservatively.
Definition 5. (Permutation test dHSIC sampling B × (d − 1) permutations) Let ψi =
(ψ1i , . . . , ψ
d−1
i ) for i = 2, . . . , B + 1 be i.i.d. vectors of d − 1 permutations sampled i.i.d.
uniformly from Sn. Let ψ1 := (id, . . . , id). Then let R be the rank of the first entry of the
vector (
d̂HSIC(ψ1D), . . . , d̂HSIC(ψB+1D)
)
when breaking ties at random. Reject if pˆ := R/(B + 1) ≤ α. The quantity pˆ denotes the
p-value of the permutation test enumerating a finite sample of permutations and we call α
the level of the test.
We have the following equality for the p-value of the permutation test enumerating all
permutations, when we break ties at random,
pD = P
(
d̂HSIC(ψD) ≥ d̂HSIC(D) ∣∣ D)
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where ψ is a random vector of d − 1 permutations, each of which is chosen uniformly and
independently from the permutation group Sn.
The finite-sample permutation test (breaking the ties conservatively) has p-value
pˆ =
1
B + 1
+
1
B + 1
B+1∑
i=2
1{d̂HSIC(ψiD) ≥ d̂HSIC(D)}.
It is clear that, for each fixed dataset D, it holds that pˆ converges to pD almost surely as
B →∞. In fact, given D, it holds that
pˆ =
1
B + 1
+
1
B + 1
Z
where
Z|D ∼ Binom(B, pD).
4 Relevant work on consistency and type 1 error rate
of permutation tests
Correct type 1 error rate of permutation tests, independent of the test statistic used, has
been known for a long time: see, for example, [6], for the test using all permutations. That
the type 1 error rate is correct has also been proved in the context of dHSIC by [8], although
with the additional restriction for the randomly sampled permutation test that the data
come from a continuous distribution. Although this is not a difficult step, our framework
also allows for non-continuous data. We follow the proofs by [1] that appeared in the context
of independence testing via mutual information, presenting these proofs in more detail in
section 5.
The issue of consistency of dHSIC in combination with a permutation test was raised
in [8]. That work proves consistency of the bootstrap test, and suggests (in remark 3.2)
that consistency of the permutation test could be proved following the approach by which
[10] demonstrated consistency of permutation and bootstrap for a wide class of statistics.
Specialising the more general work of [10] to our setting, let τ : P → P 1 × · · · × P d be the
map sending a probability distribution to the product of its marginals. Then [10] discusses
permutation tests for statistics of the form
Tn =
√
nδV(Pˆn, τ Pˆn)
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where
δV(P,Q) = sup{|P (V )−Q(V )| : V ∈ V}
for a suitably chosen collection of events V . As noted in Remark 3.2 of [8] the statistic
Tn resembles dHSIC, but dHSIC is a supremum over functions in an RKHS, rather than a
supremum over indicator functions.
Generalising from indicators to more general classes of functions is a well worn path, but
we observe that the result — consistency of the permutation test — may be derived by a
simpler argument, one that was developed already by Hoeffding in the 1950s [6]. Recall that
the test using all permutations tells us to reject the null hypothesis if pD = R/(n!)
d−1 ≤ α.
Let
t1n(D) ≥ t2n(D) ≥ · · · ≥ t(n!)
d−1
n (D)
be the ordered permuted statistics and let tn(D) := dHSIC(D). Finally, let a = bα(n!)d−1c,
and note that a/(n!)d−1 → α. We reject H0 in particular when tn(D) > ta(D). This yields
the following lower bound on the power:
P(pD ≤ α) ≥ P(tn(D) > tan(D)).
Then [6] poses two conditions for a test:
Condition A: There exists a constant λ such that tan(D)→ λ in probability.
Condition B: There exists a function H(y), continuous at y = λ, such that for every y at
which H(y) is continuous it holds that
P(tn(D) ≤ t)→ H(y).
If the distribution of D and the test statistic satisfy these conditions, then it is easy to see
that
lim
n→∞
P(pD ≤ α) ≥ lim
n→∞
P(tn(D) > tan(D))
= 1−H(λ).
As a result, if we were to show that for any distribution of X in which the null hypothesis
is false these two conditions are met for dHSIC, and that in addition H(λ) = 0, we may
conclude that the test is consistent. This can be done in a rather simple way: first in Section
9
6 we prove that for ψ = (ψ1, . . . , ψd−1) a vector of i.i.d. random permutations of {1, . . . , n},
sampled uniformly from the symmetric group, it holds that
d̂HSIC(ψD)→ 0
in probability. It is easy to see that this implies tan(D)→ 0 in probability, proving condition
A with λ = 0. Finally, when we use a universal kernel the statistic tn(D) = d̂HSIC(D) →
dHSIC(P ) > 0 in probability. So H(y) = 1{dHSIC(P ) ≤ y} satisfies condition B with
H(λ) = H(0) = 0. This is shown in more detail in Section 6.
5 Correct type 1 error rate of permutation tests
Definition 6. (Correct type 1 error rate) Let φ(X1 . . . , Xn) ∈ {0, 1} be a hypothesis test of
level α returning 1 if it rejects H0, and 0 otherwise. The test φ of level α is said to have
correct type 1 error rate if for any distribution PX ∈ H0, i.e., such that PX = PX1×· · ·×PXd,
it holds that
PX(φ(X1, . . . , Xn) = 1) ≤ α.
In our case, to show the two defined permutation tests have correct type 1 error rate, it
suffices to show that for any PX ∈ H0, it holds that PX(pD ≤ α) ≤ α and PX(pˆ ≤ α) ≤ α.
Note that in the first probability the random element is D, the dataset, and in the second
the random elements are both D and the random permutations.
We now prove the two permutation tests indeed have correct type 1 error rate. This was
done also in [8], but for the randomly sampled permutation test the assumption was made
the data was continuous. We follow the approach of [1] (Lemma 1, Section 3 of [1]) that
proved correct type 1 error rate of mutual independence testing. By breaking ties at random
or conservatively, we do not need to assume the data is continuous.
Theorem 1. (Correct type 1 error rate when enumerating all permutations) Assume H0 is
true, i.e. the x1, . . . , xn ∈ X are sampled i.i.d from a distribution PX1 × · · ·×PXd. Then the
permutation test enumerating all permutations with level α rejects with probability at most
α.
Proof. View the dataset D = (x1, . . . , xn) as a random vector in X n. Let ψ1 = (id, . . . , id).
Then under the null hypothesis ψjD
d
= D = ψ1D for all j. Now there are (n!)
d−1− 1 vectors
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of permutations whose components are not all the identity permutation. Let ψ2, . . . , ψ(n!)d−1
be those vectors in random order, such that each ordering is equally likely.
We claim that in this case the vector
(
ψ1D, . . . , ψ(n!)d−1D
)
is exchangeable. That is, we claim(
ψ1D, . . . , ψ(n!)d−1D
)
d
=
(
ψσ(1)D, . . . , ψσ((n!)d−1)D
)
for any permutation σ of {1, . . . , (n!)d−1}. Indeed, by the remark above, the first entries of
the two vectors are equal in distribution. It is not hard to see that all the remaining entries
are the (n!)d−1 − 1 permutation vectors whose components do not all equal the identity
permutation, and each order is equally likely. Consequently
(
d̂HSIC(ψ1D), . . . , d̂HSIC(ψ(n!)d−1D)
)
is exchangeable too. Breaking ties at random, each entry is equally likely to have any given
rank, and in particular the rank of the first (and every other) entry is uniformly distributed
on {1, . . . , (n!)d−1}.
Theorem 2. (Correct type 1 error rate when using a finite sample of permutations) Assume
H0 is true, i.e. the x1, . . . , xn ∈ X are sampled i.i.d from a distribution PX1 × · · · × PXd.
Then the permutation test sampling a finite number of permutations with level α rejects with
probability at most α.
Proof. The proof is nearly identical to the proof above, except that now we notice that
(ψ1D, . . . , ψB+1D)
is an exchangeable vector.
Note that these proofs do not use any property of dHSIC. The same proofs would work
for any function of the dataset.
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6 Consistency of permutation test with test statistic
dHSIC
As in the previous section let φ(X1, . . . , Xn) equal 1 if the null hypothesis is rejected and 0
otherwise.
Definition 7. (Consistency) The test φ is called consistent if for every distribution PX ∈ H1
such that PX1,...,Xd 6= PX1 × · · ·×PXd, it holds that
(Consistency:) lim
n→∞
PX(φ(X1, . . . , Xn) = 1) = 1.
That is, a test is consistent if for every fixed alternative hypothesis, the rejection rate con-
verges to 1 as the sample size grows to infinity. To prove this is the case for our proposed tests
we make one assumption, that is satisfied by the Gaussian kernel and for any bounded kernel.
Assumption 1: Assume Setting 1 with n ≥ 2d, then we furthermore assume that for
every (i1, . . . , i2d) ∈ {1, . . . , n}2d = M2d(n)
E
∣∣∣∣ d∏
j=1
kj(Xji2j−1X
j
i2j
)
∣∣∣∣ < C
for the same constant C > 0.
We begin by proving the empirical dHSIC of a randomly permuted sample converges to
zero in probability.
Theorem 3. Let ψ = (ψ1, . . . , ψd−1) be a vector of i.i.d. random permutations. Then
d̂HSIC(ψD)→ 0
in probability.
Proof. We note that since d̂HSIC is nonnegative it suffices to show that
lim
n→∞
E
[
d̂HSIC(ψD)
]
= 0.
For the context of this proof only, when ψ = (ψ1, ψ2, . . . , ψd) is a d-tuple of permutations
on n symbols with ψ1 = id we redefine ψD to be ψ′D as defined in section 3.1, where
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ψ′ = (ψ2, . . . , ψd). With this notation the permuted d̂HSIC statistic may be written
d̂HSIC(ψD) =
1
n2
∑
M2(n)
d∏
j=1
kj(Xj
ψj(i1)
, Xj
ψj(i2)
) +
1
n2d
∑
M2d(n)
d∏
j=1
kj(Xj
ψj(i2j−1)
, Xj
ψj(i2j)
)
− 2
nd+1
∑
Md+1(n)
d∏
j=1
kj(Xj
ψj(i1)
, Xj
ψj(ij+1)
),
which we abbreviate as An + Bn − 2Cn. We now aim to show that limn EAn = limn EBn =
limn ECn = ζ where
ζ =
d∏
j=1
E
(
kj(Xj, X˜j)
)
,
where Xj and X˜j are independent copies of the same random variable. The main observation
to make in this proof is that, as the sample size grows to infinity, almost all of the terms in
the sum will have 2d distinct indices. More specifically, write
An =
1
n2
∑
U(2,ψ,n)
d∏
j=1
kj(Xj
ψj(i1)
, Xj
ψj(i2)
)
+
1
n2
∑
R(2,ψ,n)
d∏
j=1
kj(Xj
ψj(i1)
, Xj
ψj(i2)
)
where
U(2, ψ, n) :=
{
(i1, i2) ∈M2(n) :
(ψj(i1), ψ
j(i2) : j = 1, . . . , d) are 2× d distinct elements
}
,
R(2, ψ, n) := M2(n) \ U(2, ψ, n).
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Conditioning on ψ and using the tower property we find
E (An) = E (E (An|ψ))
= E
 1
n2
∑
U(2,ψ,n)
E
(
d∏
j=1
kj(Xj
ψj(i1)
, Xj
ψj(i2)
)
∣∣∣∣∣ψ
)
+ E
 1
n2
∑
R(2,ψ,n)
E
(
d∏
j=1
kj(Xj
ψj(i1)
, Xj
ψj(i2)
)
∣∣∣∣∣ψ
)
= E
( |U(2, ψ, n)|
n2
) d∏
j=1
E
(
kj(Xj, X˜j)
)
+ E
( |R(2, ψ, n)|
n2
)
O(1)
→ ζ.
Note that in the last equality, we use that in the first sum all indices in the product are
distinct and the expectation factorizes, and in the second sum the estimate O(1) follows
from Assumption 1, where we assumed all expectations of the given form are bounded by
some constant. The limit then follows from the fact that
E|U(2, ψ, n)|/n2 = n(n− 1)
n2
·
P
(
(ψj(1), ψj(2) : j = 1, . . . , d) are 2× d distinct elements)
=
n(n− 1)
n2
(
n−2
2
)(
n−4
2
) · · · (n−2d+2
2
)(
n
2
)(
n
2
) · · · (n
2
)
→ 1.
As a result
lim
n→∞
E(An) =
d∏
j=1
E
(
kj(Xj, X˜j)
)
= ζ.
This argument can be repeated for Bn and Cn. Specifically, observe Bn and Cn are sums over
indices inM2d(n) andMd+1(n) respectively, where the summands take the form
∏d
j=1 k
j(Xjij , X
j
i˜j
)
for some multi-indices I := (i1, i˜1, . . . , id, i˜d). We then split these into sums over I consisting
of 2d distinct integers, and those over multi-indices with repeated components. Lastly, we
remark that the multi-indices I result from randomly permuting the data, and consequently
the probability these 2d numbers are all distinct converges to 1 as the sample size goes to
infinity. Conditioned on the event that indeed all 2d integers are distinct the expectation of
the product is ζ.
14
We now prove that tan(D) (see Section 4) converges to zero in probability.
Theorem 4. (Convergence of tan(D)) Let PX be any distribution such that PX 6= PX1 ×
· · · × PXd. Perform a permutation test on D = (X1, . . . , Xn) using all (n!)d−1 permutation
vectors. Let t1n(D) ≥ · · · ≥ t(n!)d−1 be the values of dHSIC computed on all permutations of
the data. Let a = bα(n!)d−1c for α ∈ (0, 1). Then tan(D)→ 0 in probability.
Proof. Let ψ be a permutation vector consisting of d i.i.d uniformly chosen permutations.
Note that tan(D) ≥  implies that
P(dHSIC(ψD) ≥  |D) ≥ a/(n!)d−1.
Consequently, for  > 0, using Markov’s inequality in the second estimate,
lim
n→∞
P(tan(D) ≥ ) ≤ lim
n→∞
P
[
P(dHSIC(ψD) ≥  ∣∣ D) ≥ a/(n!)d−1]
≤ lim
n→∞
E
[
P(dHSIC(ψD) ≥  ∣∣ D)]
a/(n!)d−1
= lim
n→∞
P(dHSIC(ψD) ≥ )
a/(n!)d−1
= 0.
In the last line we use the fact that denominator converges to α, and that the numerator
converges to 0 by Theorem 3.
We are now ready to prove the test using all permutations is consistent. In fact we prove
that pD → 0 in probability.
Theorem 5. (Convergence of pD, consistency of permutation test using all permutations)
Let PX be any distribution such that PX 6= PX1 × · · · × PXd. Perform a permutation test
on D = (X1, . . . , Xn) using (n!)
d−1 permutation vectors with test statistic dHSIC using a
characteristic kernel k. Let pD be the resulting p-value. Then
pD → 0 (2)
in probability and, in particular, the test is consistent.
Proof. Note that if tn(D) > t
a
n(D), then we reject the null hypothesis. Thus for every α > 0,
lim
n→∞
P(pD ≤ α) ≤ lim
n→∞
P(tn(D) > tan(D))
= 1.
Where we use tn(D) = d̂HSIC(D)→ dHSIC(P ) > 0 in probability for a characteristic kernel
and that by Theorem 4, it holds that tan(D)→ 0 in probability.
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Finally, it is now easy to see that the finite sample permutation test is consistent too.
Theorem 6. (Consistency using a finite sample of permutations) Let PX be any distribution
such that PX 6= PX1 × · · · × PXd. Perform a permutation test on a sample of size n using B
random permutation vectors ψ1, . . . , ψB of length d− 1, where B ≥ 1α − 1 for α ∈ (0, 1), and
suppose the kernel k on X × X is characteristic. Then
lim
n→∞
P(pˆ ≤ α) = 1.
Proof. By Theorem 5, pD → 0 in probability. Recall that pˆ = (1 + Z)/(B + 1) for Z ∼
Binom(B, pD) and that if Z = 0, then pˆ = 1/B + 1 ≤ α and the test is rejected. So choose
N1(1, 2) so large that for n ≥ N1, it holds that P(pD ≤ 1) ≥ 1 − 2, for some 1, 2 > 0.
Then, for n ≥ N1,
P(pˆ ≤ α) ≥ P(pˆ = 1/(B + 1) ∣∣ pD ≤ 1)P(pD ≤ 1)
≥ (1− 1)B(1− 2)
By choosing 1 and 2 small enough this can be made arbitrarily close to 1.
7 How many permutations to use?
Recall that for the finite sample permutation test we sample B permutation vectors, each
consisting of d − 1-permutations. We previously showed type 1 error is correct for any B
and the test is consistent for every B such that 1/(B + 1) ≤ α. So, if the tests work well
for any such value of B, how does one decide which value of B to use? There is no definite
answer, but we suggest here some relevant considerations.
7.1 Rejection probabilities for a fixed dataset
Each fixed dataset has an associated p-value based on enumerating all permutations, given
by
pD := P(d̂HSIC(ψD) ≥ d̂HSIC(D)
∣∣ D)
Based on the discussion above, the permutation test enumerating all permutations rejects
the null hypothesis with probability 1 H0 if pD ≤ α and with probability 0 otherwise.
On the other hand, the finite-sample permutation test (breaking ties conservatively)
rejects the null hypothesis if and only if
pˆ =
Z + 1
B + 1
≤ α
16
where
Z|D ∼ Binom(B, pD).
For a given dataset and associated value pD, we can compute the probability the finite-sample
permutation test rejects the null hypothesis as
P(pˆ ≤ α|D) = P(Z ≤ α(B + 1)− 1 ∣∣ D).
This is the probability one rejects H0 for a dataset with a parameter pD. This probability is
plotted in Figure 1.
The effect of the number of permutations on the probability of rejecting H0 can be
understood in three regimes of pD, as is seen in Figure 1.
1. The data is such that pD < α: In this case, increasing the number of permutations
increases the probability of rejecting the null hypothesis for this dataset.
2. The data is such that pD = α: In this case the probability of rejecting the null hy-
pothesis is approximately 1/2, since the mean and median of a binomial distribution
are very close.
3. The data is such that pD > α: In this case, as the number of permutations increases
and pˆ gets closer and closer to pD, we reject the null hypothesis more often. So, us-
ing fewer permutations actually raises the probability of rejecting the null hypothesis
based on this dataset.
In summary, using more permutations increases the probability of rejecting the null hypoth-
esis when your dataset has parameter pD ≤ α and lowers the probability of rejecting datasets
with parameter pD > α. We stress that the test has correct type 1 error rate regardless of
the number of permutations.
17
0.000 0.005 0.010 0.015 0.020
pD
0.0
0.5
1.0
re
je
ct
io
n
ra
te
0.03 0.04 0.05 0.06 0.07
pD
0.0
0.5
1.0
re
je
ct
io
n
ra
te
B + 1 = 1× 103
B + 1 = 2× 103
B + 1 = 5× 103
B + 1 = 1× 104
B + 1 = 1× 105
Figure 1: Say you are given (fixed) data D with associated pD. When you enumerate all
permutations, you reject if and only if q ≤ α. These plots plot P(pˆ ≤ α|pD) for different
values of B.
7.2 The effect of the number of permutations on the power
The parameter pD itself is a random quantity too (as it is a function of the data). Say for
the sake of simplicity it has a density fpD(p) on [0, 1]. The total probability of rejecting the
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null hypothesis when using a permutation test with B permutation vectors is
P(pˆ ≤ α) =
∫
[0,1]
P(Z ≤ α(B + 1)− 1|pD = p)fpD(p)dp.
While we plotted the function P(Z ≤ α(B + 1)− 1|pD = p) in Figure 1, the quantity fpD(p)
will depend very much on the data generating mechanism. It will be approximately uniform
under the null hypothesis, but analytic descriptions of fpD are complicated for arbitrary
distributions of X. We perform two simulation studies to illustrate the relationship between
power and B. We study the case where d = 2.
Scenario 1: Let
X2 = θX1 + 
where X1,  ∼ N (0, I5) independently where I5 is the 5−dimensional identity matrix. When
n = 100 we find that the power is nearly identical for all numbers of permutations and for
all values of θ, as shown in Figure 2. An explanation is that the variance in the underlying
p-value pD is large when the sample size is 100, and as a result fpD has a wide support, and
the integral of the functions plotted in Figure 1 with density fpD all result in the same value.
Scenario 2: The previous scenario showed no difference in power between the methods.
The explanation was the variance of pD, or the width of the distribution fpD . It is not easy
to find distributions of X1 and X2 such that fpD has a support only in the region where the
curves in Figure 1 are separated (so near α) and this support is furthermore not symmetric
around α. So in Scenario 2, for each value of θ, we choose a fixed (nonrandom) dataset.
Namely:
X2 = sin(θX1)
where X1i = i2pi/100 for i = 1, . . . , 100 (so again n = 100). In this case, as θ increases, the
frequency of the oscillation increases and the sample looks less dependent. Indeed in Figure
2 we see that slow oscillations are more often rejected when using more permutations, and
fast oscillations are more often rejected when using fewer permutations.
19
0.0 0.1 0.2 0.3
θ
0.5
1.0
re
je
ct
io
n
ra
te
(a) The rejection rates of the permutation test with different values of B in Scenario 1. All tests
have equal power throughout and all curves overlap.
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(b) The rejection rates of the permutation test with different values of B in Scenario 2. Using
more permutations makes one virtually always reject datasets with lower θ and virtually never
with higher θ. Lowering the number of permutation test makes the decision more uncertain.
B + 1 = 1× 103
B + 1 = 2× 103
B + 1 = 5× 103
B + 1 = 1× 104
B + 1 = 1× 105
Figure 2: The power of the test with different numbers of permutations in Scenario 1 and
2.
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7.3 Confidence intervals
In practice one is not only interested in accepting or rejecting the null hypothesis, but one
wants to find a reliable estimate of pD. So we recommend to choose B so large that pˆ is
likely to be close to pD. We recall that, given the dataset,
pˆ =
1
B + 1
+
1
B + 1
Z
where Z ∼ Binom(B, pD). Hence accuracy of pˆ can be described simply through confidence
intervals of the binomial distribution. That is,
P (pˆ−  ≤ pD ≤ pˆ+ )
= P ((pD − )(B + 1)− 1 ≤ Z ≤ (pD + )(B + 1)− 1) .
For a given, , pD and confidence level 1 − λ, we can find B such that pˆ ±  is a confidence
interval of level 1− λ. As we do not know pD, we could choose B so large that for any pD,
the interval pˆ±  is a 1− λ confidence interval.
However, B will always be highest for pD ≈ 0.5 as that value maximizes the variance of
the binomial distribution. As the accuracy of the estimate is more important when pD is
close to α, we may want to reduce the number of permutation vectors needed by dividing
the data in two possible cases:
Case 1: The data is such that pD ∈ [0, C] for some C ∈ (α, 1). In this case choose B
so large that pˆ ±  is a 1 − λ confidence interval for some . Case 2: The data is such that
pD ∈ (C, 1]. In that case, we simply check if the maximum width of the 1 − λ confidence
interval matches our desired accuracy - in particular we check if pD > C implies that pˆ is very
unlikely to be near α. Using these two cases we we allow for more error when pD ≥ C. Say
for example α = 0.05, C = 0.10,  = 0.005, and 1− λ = 99%. Then we need B = 2.3× 104
permutations to ensure pˆ ±  is a 99% confidence interval whenever pD ≤ C. If pD ≥ C,
then the widest width of a 99% confidence interval is 0.01, so our estimated p-value pˆ is still
accurate.
8 Conclusion
We have studied kernel measures of dependence and how they are combined with permutation
tests to perform hypothesis testing. Our main contribution is proving the consistency of the
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permutation test with statistic dHSIC with a universal kernel. This implies in particular
consistency of the permutation test with test statistic HSIC. Additionally we show that for
each number of permutations and for each number of samples the probability of making a type
1 error is at most α. This last statement was a known result, and we proved it following the
method used by [1] in the context of independence testing by mutual information, extending
it to testing mutual independence. We further gave examples of how one may go about
choosing a number of permutations in practice.
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