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THE COST OF APPROXIMATE CONTROLLABILITY OF HEAT
EQUATION WITH GENERAL DYNAMICAL BOUNADARY
CONDITIONS
I. BOUTAAYAMOU, S. E. CHORFI, L. MANIAR, AND O. OUKDACH
Abstract. We consider the heat equation with dynamic bounary conditions
involving gradient terms in a bounded domain. In this paper we study the
cost of approximate controllability for this equation. Combining new devel-
oped Carleman estimates and some optimization techniques, we obtain explicit
bounds of the minimal norm control. We consider the linear and the semilinear
cases.
1. Introduction
Consider the heat equation with dynamic boundary conditions, more precisely
we deal with the following system

∂ty − div(A∇y) +B(x, t) · ∇y + a(x, t)y = 1ωv in Ω× (0, T ),
∂tyΓ − divΓ(AΓ∇ΓyΓ) + ∂
A
ν y +BΓ(x, t) · ∇ΓyΓ + b(x, t)yΓ = 0 onΓ× (0, T ),
yΓ(x, t) = y|Γ(x, t) on Γ× (0, T ),
(y(0), yΓ(0)) = (y0, yΓ,0) in Ω× Γ.
(1)
Here, T > 0 is a fixed control time, Ω a bounded open set of RN , N ≥ 2, with
smooth boundary Γ := ∂Ω, and the control region ω is an arbitrary nonempty open
subset which is strictly contained in Ω i.e., ω ⋐ Ω. To abridge the notations, we
denote in the sequel ΩT := Ω × (0, T ), ΓT := Γ × (0, T ) and ωT := ω × (0, T ).
By yΓ, one denotes the trace of y, that is, yΓ = y|Γ , and y0 ∈ L
2(Ω) the initial
data in the bulk and yΓ,0 ∈ L2(Γ) on the boundary. We emphasize that yΓ,0 is
not necessarily the trace of y0, since we do not assume that y0 has a trace, but
if y0 has a well-defined trace on Γ, then the trace must coincide with yΓ,0. ν is
the outer unit normal field, ∂Aν y := (A∇y · ν)|Γ is the co-normal derivative at Γ.
The functions a, b, B and BΓ are assumed belong to L
∞(ΩT ), L
∞(ΓT ), L
∞(Ω)N
and L∞(ΓT )
N , respectively; 1ω is the characteristic function of ω and v is the
control function which acts on the system through the subset ω. For the divergence
operator div(·) and tangential divergence operator divΓ(·), we recall from [22], the
following definitions. For F ∈ (L2(Ω))N and FΓ ∈ (L2(Γ))N
div(F ) : H1(Ω) −→ R, u 7−→ −
∫
Ω
F · ∇u dx+ 〈F · ν, u|Γ〉
H
−
1
2 (Γ),H
1
2 (Γ)
,
divΓ(FΓ) : H
1(Γ) −→ R, uΓ 7−→ −
∫
Γ
FΓ · ∇ΓuΓ dσ.
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Here, ∇ΓuΓ is the tangential gradient of uΓ on Γ. The boundary Γ of Ω is considered
to be a (N − 1)-dimensional compact Riemannian submanifold equipped by the
Riemannian metric g, induced by the natural embedding Γ ⊂ RN , and the natural
surface measure dσ. See for instance the second section in [25] or [33] for more
details. Viewed as linear forms on H1(Ω) and H1(Γ), div(F ) and divΓ(FΓ) are
continuous. In particular, we have the following estimates
|〈div(F ), u〉| ≤ C1‖F‖(L2(Ω))N‖u‖H1(Ω), F ∈ (L
2(Ω))N , u ∈ H1(Ω),
|〈divΓ(FΓ), uΓ〉| ≤ C2‖FΓ‖(L2(Γ))N ‖uΓ‖H1(Γ), FΓ ∈ (L
2(Γ))N , uΓ ∈ H
1(Γ)
for some positive constants C1 and C2, see [22, Proposition 3.6] for more details.
For FΓ = ∇ΓuΓ, uΓ ∈ H1(Γ), we define the Laplace-Beltrami operator ∆Γ as follows
∆ΓuΓ = divΓ(∇ΓuΓ).
Throughout this paper, we assume that the matrices A and AΓ satisfy
Throughout this paper, we assume that the matrices A and AΓ satisfy
(i) A(·) = (c(·)i,j) ∈ C1(Ω,RN×N) and AΓ(·) = (cΓ(·)i,j) ∈ C
1(Γ,RN×N ) are
symmetric, i.e., c(x)i,j = c(x)j,i and cΓ(x)i,j = cΓ(x)j,i,
(ii) A(·) and AΓ(·) are uniformly elliptic, in particular there exist constants
α > 0 and α
Γ
> 0 such that
〈A(x)ζ, ζ〉 ≥ α|ζ|2, and 〈AΓ(xΓ)ζ, ζ〉 ≥ αΓ |ζ|
2 (2)
for each x ∈ Ω, x
Γ
∈ Γ, and ζ ∈ RN .
Several authors have studied the existence, uniqueness and the regularity of
solutions to the system (1). We refer for example to the papers [28, 22, 16, 26,
29, 33, 34] and the references therein. This type of boundary conditions has been
also called generalized Wentzell or generalized Wentzell-Robin boundary conditions
and arises for many known equations of mathematical physics and are motivated
by, among others, problems in diffusion phenomena, reaction-diffusion systems in
phase-transition phenomena, special flows in hydrodynamics, models in climatology,
and so on. We refer to [19] for a derivation and physical interpretation of such
boundary conditions.
More recently, the controllability question of such kind of problems has been
also investigated, especially in papers [26], [17] and [21]. In [26], the authors have
proved interior and boundary controllability results of (1). More precisely, they
proved that for all ω ⋐ Ω (resp. Γ0 ⊂ Γ), there is an internal control (resp.
boundary control) such that the solution to (1) with A = AΓ = I, I the identity
matrix, and B = BΓ = 0, satisfies both the null and approximate controllability
properties. In [21] the authors studied the same question in the case B 6= 0 and
BΓ 6= 0, but with A = AΓ = I. It is worth noting that the main key, in [21]
and [26], to obtain the above controllability results is the establishment of suitable
Carleman estimates. Note that null controllability of parabolic and hyperbolic
equations, using Carleman estimates, is extensively studied in the case of static
boundary conditions, see e.g. [3, 24, 7, 20, 4, 5, 13, 15, 8]. In [17], the authors have
dealt with the controllability of wave equation with dynamic conditions.
As well known, see for instance[7], the problem of approximate controllability
for system (1) can be reduced to the following unique continuation property:
ϕ = 0 in ωT =⇒ (ϕ = 0 in ΩT and ϕΓ = 0 on ΓT ), (3)
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where Φ = (ϕ, ϕΓ) is the solution of the so-called adjoint system

−∂tϕ− div(A∇ϕ)− div(ϕB) + a(x, t)ϕ = 0 inΩT ,
−∂tϕΓ − divΓ(AΓ∇ΓϕΓ) + ∂
A
ν ϕ− divΓ(ϕΓBΓ) + ϕΓB · ν + b(x, t)ϕΓ = 0 onΓT ,
ϕΓ(x, t) = ϕ|Γ(x, t) onΓT ,
(ϕ(T ), ϕΓ(T )) = (ϕT , ϕΓ,T ) inΩ× Γ.
(4)
Using a suitable Carleman estimate, Lemma 3.2 below, one can show that the
property (3) holds, and the approximate controllability of (1) is then satisfied.
The main concern in the present paper is to obtain explicit bound of the cost of
interior approximate controllability, that is, an explicit bound, with respect to data,
of the minimal norm of controls needed to control the system (1) approximately.
In order to clarify this purpose, let us recall that it is easy, by Carleman estimate
below, to show that for each ε > 0 and Y1 = (y1, yΓ,1) ∈ L2 := L2(Ω)×L2(Γ) there
exists a control v ∈ L2(ωT ) such that the solution Y = (y, yΓ) to (1) satisfies
‖y(T )− y1‖L2(Ω) + ‖yΓ(T )− yΓ,1‖L2(Γ) ≤ ε, (5)
where, in (5), Y (T ) = (y(T ), yΓ(T )) is the solution to (1) at t = T . In fact, a null
controllability result can be proved. In particular, inequality (5) implies that the
set of admissible internal controls Uad(Y0, Y1, ε, ω)
Uad(Y0, Y1, ε, ω) =
{
v ∈ L2(ωT ) : ‖y(T )− y1‖L2(Ω) + ‖yΓ(T )− yΓ,1‖L2(Γ) ≤ ε
}
is nonempty.
Let us introduce the following quantity, which measures the cost of interior
approximate controllability, or, more precisely, the cost of achieving (5), namely
C(Y0, Y1, ε, ω) = inf
v∈Uad(Y0,Y1,ε,ω)
‖v‖L2(ωT ).
The main aim of this paper is to obtain explicit bound of C(Y0, Y1, ε, ω), and to
show how to use this result to deal with the controllability issue for some semilinear
problems, see Section 5 below.
Observe that, taking into account that systems (1) is linear, one can assume,
without loss of generality, that Y0 = 0. Indeed,
C(Y0, Y1, ε, ω) = C(0, Z1, ε, ω),
where Z1 = Y1 − Y (T, Y0, v = 0), and Y (T, Y0, v = 0) is the solution of (1) with
v = 0 at t = T .
Several motivations can be found for this cost of controllbility issue. Let us
recall that parabolic systems, due to their regularizing effect, are, roughly speaking,
approximately but not exactly controllable, it is then natural to study the cost of
their approximate controllability, or, in other words, the size of the control needed to
reach to a neighborhood of a final state which is not exactly reachable. This problem
has been the object of intensive research in the past few years. Thus, it has been
analyzed in several recent papers. Among them, let us mention [2, 14, 27, 30, 35].
In [14] and [30], the authors obtained explicit bound of the cost of approximate
controllability for linear heat equation, while [35] and [2] treated the same question
for semilinear heat equations and for Ginzburg-Landau equation respectively. In
[23], some results on Lp and L∞-type cost estimates are obtained for the static heat
equation. The paper [27] addressed the following question: How does the geometry
of the control region influence the cost of controlling the heat to zero in small time?
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This problem of control cost, as pointed out by several authors, is also important
in engineering cybernetics.
For our further results, we remind the following fundamental Fenchel-Reckafellar
duality theorem.
Theorem 1.1. ([11]) Let X, Y be two Hilbert spaces and L ∈ L(X,Y ) a linear
continuous operator. Let F : X −→ R ∪ {+∞} and G : Y −→ R ∪ {+∞} be two
convex and lower semi-continuous functions, and assume 0 ∈ int(L(D(F )−D(G))).
Then, we have
inf
x∈X
[F (x) +G(Lx)] = − inf
y∈Y
[F ⋆(L⋆y) +G⋆(−y)],
where L⋆ is the adjoint operator of L, F ⋆ and G⋆ are the conjugate functions of F
and G, respectively.
The paper is organized as follows. In Section 2 we introduce some functional
spaces which allow us to give sense to the solution of the considered equations, and
we recall some previous results on the well-posedness issue. In Section 3, we state
and show several Carleman estmates; needed for our aim. We consider the linear
case, in Section 4, and the semilinear case in Section 5.
2. Functional setting and well-posedness
Let Ω ⊂ RN be a bounded open set with smooth boundary Γ := ∂Ω and 1 ≤
p ≤ ∞. Following [26], we introduce the product space defined by
L
p = Lp(Ω)× Lp(Γ), 1 ≤ p ≤ ∞.
Here, we have considered the Lebesgue measure dx on Ω and the natural surface
measure dσ on Γ. Equipped by the norm
‖(u, uΓ)‖Lp =
(
‖u‖p
Lp(Ω) + ‖uΓ‖
p
Lp(Γ)
) 1
p , 1 ≤ p <∞,
L
p is a Banach space. For p = ∞, we set ‖(u, uΓ)‖L∞ = max{‖u‖L∞(Ω), ‖uΓ‖L∞(Γ)},
and we have (L∞, ‖.‖L∞) is a Banach space. Observe that Lp can be identified with
the space Lp(Ω, dµ), where the measure µ is defined on Ω, for every measurable set
B ⊂ Ω, by
µ(B) =
∫
B∩Ω
dx + σ(B ∩ Γ).
In addition, it is known that L2 is a real Hilbert space with the scalar product〈
(u,w), (v, z)
〉
L2
= 〈u, v〉L2(Ω) + 〈w, z〉L2(Γ) =
∫
Ω
uv dx+
∫
Γ
wz dσ.
Recall that H1(Γ) and H2(Γ) are real Hilbert spaces endowed with the respective
norms
‖u‖H1(Γ) = 〈u, u〉
1
2
H1(Γ), with 〈u, v〉H1(Γ) =
∫
Γ
uvdσ +
∫
Γ
∇Γu∇Γvdσ,
and
‖u‖H2(Γ) = 〈u, u〉
1
2
H2(Γ), with 〈u, v〉H2(Γ) =
∫
Γ
uv dσ +
∫
Γ
∆Γu∆Γvdσ.
We point out that the operator ∆Γ can be considered as an unbounded linear
operator from L2(Γ) in L2(Γ), with domain
D(∆Γ) = {u ∈ L
2(Γ) : ∆Γu ∈ L
2(Γ)},
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and is known that −∆Γ is a self-adjoint and nonnegative operator on L2(Γ). This
implies that −∆Γ generates an analytic C0-semigroup (et∆Γ)t≥0 on L2(Γ). If Γ is
smooth, then one can show that D(∆Γ) = H
2(Γ), and u 7→ ‖u‖L2(Γ) + ‖∆Γu‖L2(Γ)
defines an equivalent norm on H2(Γ), see [26, 29, 34] and the references therein for
more details. As in [26], we denote
H
k = {(u, uΓ) ∈ H
k(Ω)×Hk(Γ) : uΓ = u|Γ}, k = 1, 2,
viewed as a subspace of Hk(Ω) × Hk(Γ) with the natural topology inherited by
Hk(Ω)×Hk(Γ), where u|Γ denotes the trace of u on Γ, and
E(t0, t1) = H
2(t0, t1;L
2) ∩ L2(t0, t1;H
2), for t1 > t0, and E1 = E(0, T ).
Notices that the trace theorem show that the space H1 is closed in H1(Ω)×H1(Γ),
and the norm
‖(u, uΓ)‖H1 = 〈(u, uΓ), (u, uΓ)〉
1
2
H1
,
where 〈(u, uΓ), (v, vΓ)〉H1 =
∫
Ω
∇u∇v dx +
∫
Γ
∇ΓuΓ∇ΓvΓ dσ +
∫
Γ
uΓvΓ dσ,
is equivalent in H1 to the standard norm inherited by H1(Ω) × H1(Γ). Similarly,
for H2, the norm
‖(u, uΓ)‖H2 = 〈(u, uΓ), (u, uΓ)〉
1
2
H2
,
where 〈(u, uΓ), (v, vΓ)〉H2 =
∫
Ω
∆u∆v dx +
∫
Γ
∆ΓuΓ∆ΓvΓ dσ +
∫
Γ
uΓvΓ dσ,
is equivalent in H2 to the standard norm inherited by H2(Ω)×H2(Γ).
We denote by (Hk(Ω))′, H−k(Γ) and H−k, the dual of Hk(Ω), Hk(Γ) and Hk,
respectively, k = 1, 2, and
W = {U ∈ L2(0, T ;H1) : U
′
∈ L2(0, T ;H−1)}.
Recall also that H1 (resp. E1) embeds compactly into L
2 (resp. L2(0, T ;H1)). This
will be essential when dealing with the semilinear case in Section 5 below.
Now we shall recall some results on the well-posedness of the nonhomogeneous
forward system

∂ty − div(A∇y) +B(x, t) · ∇y + a(x, t)y = f in ΩT ,
∂tyΓ − divΓ(AΓ∇ΓyΓ) + ∂
A
ν y +BΓ(x, t) · ∇ΓyΓ + b(x, t)yΓ(0) = g on ΓT ,
yΓ(x, t) = y|Γ(x, t) on ΓT ,
(y(0), yΓ(0)) = (y0, yΓ,0) in ΩT .
(6)
and the non-homogeneous backward one

−∂tϕ− div(A∇ϕ)− div(ϕB) + a(x, t)ϕ = f1 inΩT ,
−∂tϕΓ − divΓ(AΓ∇ΓϕΓ) + ∂
A
ν ϕ− divΓ(ϕΓBΓ) + ϕΓB · ν + b(x, t)ϕΓ = g1 on ΓT ,
ϕΓ(t, x) = ϕ|Γ(t, x) on ΓT ,
(ϕ(T ), ϕΓ(T )) = (ϕT , ϕΓ,T ) inΩ× Γ.
(7)
Remark first that the system (6) can be rewritten as the following abstract Cauchy
problem {
Y ′(t) = AY −D(t)Y + F, t > 0,
Y (0) = Y0 = (y0, yΓ,0),
(8)
where,
Y = (y, yΓ), F = (f, g), A =
(
div(A∇) 0
−∂Aν divΓ(AΓ∇Γ)
)
,D(A) = H2
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and
D(t) =
(
B(t) · ∇+ a(t) 0
0 BΓ(t) · ∇Γ + b(t)
)
.
Following [26], we can show that the operator A satisfies the following important
property.
Proposition 1 ([26]). The operator A is densely defined, and generates an analytic
C0-semigroup (e
tA)t≥0 on L
2. We have also (L2,H2) 1
2
,2 = H
1.
The following existence and uniqueness results hold.
Proposition 2 ([31]). For every Y0 = (y0, yΓ,0) ∈ L
2, f ∈ L2(ΩT ) and g ∈ L
2(ΓT ),
the system (6) has a unique mild solution given by
Y (t) = etAY0 +
∫ t
0
e(t−s)A(F (s)−D(s)Y (s))ds
for all t ∈ [0, T ]. Moreover, there exists a constant C > 0 such that
‖Y ‖C([0,T ];L2) ≤ C
(
‖Y0‖L2 + ‖f‖L2(ΩT ) + ‖g‖L2(ΓT )
)
. (9)
Proof. We have (L2,H2) 1
2
,2 = H
1 and since a, b, B, and BΓ are bounded, then
D(t) ∈ L(H1;L2), for all t ∈ (0, T ). It suffices then to apply Theorem 3.1 in
[31].  
For the backward system, we have the following well-posedness result, see [22]
for the proof and more details.
Proposition 3. For every ΦT = (ϕT , ϕΓ,T ) ∈ L
2 and F1 = (f1, g1) ∈
L2(0, T ;H−1), the backward system (7) has a unique weak solution Φ = (ϕ,ϕΓ) ∈W
1,
i.e.,∫ T
0
〈∂tϕ, v〉(H1(Ω))′ ,H1(Ω) dt+
∫
ΩT
A∇ϕ · ∇v dx dt −
∫
ΩT
ϕB · ∇v dx dt
+
∫
ΩT
aϕv dx dt+
∫ T
0
〈∂tϕΓ, vΓ〉H−1(Γ),H1(Γ) dt+
∫
ΓT
AΓ∇ΓϕΓ · ∇ΓvΓ dσ dt
−
∫
ΓT
ϕΓBΓ · ∇ΓvΓdσ dt+
∫
ΓT
bϕΓvΓ dσ dt =
∫ T
0
〈f, v〉(H1(Ω))′ ,H1(Ω) dt
+
∫ T
0
〈g, vΓ〉H−1(Γ),H1(Γ) dt (10)
for each (v, vΓ) ∈ L2(0, T ;H1), with v(0) = vΓ(0) = 0 and (ϕ(T ), ϕΓ(T )) =
(ϕT , ϕΓ,T ). Moreover, we have the estimate
max
0≤t≤T
‖Φ(t)‖2
L2
+ ‖Φ‖2L2(0,T ;H1) + ‖Φ
′
‖2L2(0,T ;H−1) ≤ C
(
‖ΦT‖L2 + ‖F‖
2
L2(0,T ;H−1))
(11)
for some positive constant C.
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3. Carleman estimate
The main aim in this section is to establish a suitable Carleman estimate to the
following general adjoint system

−∂tϕ− div(A∇ϕ) = F0 − div(F ) inΩT ,
−∂tϕΓ − divΓ(AΓ∇ΓϕΓ) + ∂
A
ν ϕ = FΓ,0 + F · ν − divΓ(FΓ) on ΓT ,
ϕΓ(x, t) = ϕ|Γ(x, t) on ΓT ,
(ϕ(T ), ϕΓ(T )) = (ϕT , ϕΓ,T ) inΩ× Γ
(12)
for F0 ∈ L2(0, T ;L2(Ω)), F ∈ L2(0, T ;L2(Ω)N ), FΓ,0 ∈ L2(0, T ;L2(Γ)) FΓ ∈
L2(0, T ;L2(Γ)N ) and (ϕT , ϕΓ,T ) ∈ L2.
Let us start with introducing the following well-known Morse function, see for
instance [15] and [7].
Lemma 3.1. Let ω be a small open set of Ω. There is a function η0 ∈ C2(Ω) such
that {
η0 > 0 in Ω and η0 = 0 in Γ,
|∇η0| 6= 0 in Ω\ω.
Furthermore, the function η0 holds the following properties
|∇Γη0| = 0, ∂νη0 < −c, ∇η0 = ∂νη0ν on Γ
for some constant c > 0.
Introduce the following classical weight functions
ξ(x, t) =
eλ(m‖η0‖∞+η0(x))
t(T − t)
and α(x, t) =
e2λm‖η0‖∞ − eλ(m‖η0‖∞+η0(x))
t(T − t)
,
where (x, t) ∈ ΩT , m > 1 and λ ≥ 1.
By arguing as in [26], the authors proved in [1] the following Carleman estimate.
Lemma 3.2. There exist λ0 ≥ 1, s0 = s0(T + T
2) ≥ 1 and C = C(ω,Ω) > 0 such
that
s3λ4
∫
ΩT
ξ3e−2sα|ϕ|2dx dt + s3λ4
∫
ΓT
ξ3e−2sα|ϕΓ|
2dσ dt
≤ C
(
s3λ4
∫
ωT
ξ3e−2sα|ϕ|2dx dt+
∫
ΩT
e−2sα|∂tϕ + div(A∇ϕ) |
2dx dt +∫
ΓT
e−2sα|∂tϕΓ + divΓ(AΓ∇ΓϕΓ)− ∂
A
ν ϕ|
2dσ dt
)
(13)
for all Φ = (ϕ, ϕΓ) ∈ E1, λ ≥ λ0 and s ≥ s0.
Following [21] and using Lemma 3.2, we deduce a Carleman estimate for (12).
Theorem 3.3. Let F0 ∈ L2(0, T ;L2(Ω)), F ∈ L2(0, T ;L2(Ω)N ), FΓ,0 ∈
L2(0, T ;L2(Γ)) and FΓ ∈ L2(0, T ;L2(Γ)N ), and Φ = (ϕ, ϕΓ) ∈ the unique weak
solution to the system (12). Then, there exist constants λ1 > 1, s1 > 1 and a
constant C = C(ω,Ω) such that
s
3
λ
4
∫
ΩT
ξ
3
e
−2sα|ϕ|2dx dt + s3λ3
∫
ΓT
ξ
3
e
−2sα|ϕΓ|
2
dσ dt
≤ C
(
s
3
λ
4
∫
ωT
ξ
3
e
−2sα|ϕ|2dx dt+
∫
ΩT
e
−2sα
ξ
2|F0|
2
dx dt+ sλ2
∫
ΩT
e
−2sα
ξ
2‖F‖2
RN
dx dt
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∫
ΓT
e
−2sα
ξ
2|FΓ,0|
2
dσ dt+ sλ2
∫
ΓT
e
−2sα
ξ
2‖FΓ‖
2
RN
dσ dt
)
(14)
for any λ ≥ λ1 and s ≥ s1.
To prove Theorem 3.3, as in [21], we introduce the following operators
Ly = ∂ty − div(A∇y), L
∗y = −∂ty − div(A∇y),
LΓyΓ = ∂tyΓ − divΓ(AΓ∇ΓyΓ), L
∗
ΓyΓ = −∂tyΓ − divΓ(AΓ∇ΓyΓ)
for Y = (y, yΓ) ∈ E1, and for (ϕ, ϕΓ) the unique weak solution to (12), consider the
variational problem∫
ΩT
e−2sαL∗yL∗vdx dt +
∫
ΓT
e−2sα
(
L∗ΓyΓ + ∂
A
ν y
) (
L∗ΓvΓ + ∂
A
ν v
)
dσ dt+
s3λ4
∫
ωT
e−2sαξ3yvdx dt+
∫
Ω
y(T, x)v(T, x)dx+
∫
Γ
yΓ(T, x)vΓ(T, x)dσ
= −s3λ4
∫
ΩT
e−2sαξ3vϕdx dt − s3λ3
∫
ΓT
e−2sαξ3vΓϕΓdσ dt (15)
for all V := (v, vΓ) ∈ E1. As in [21], we can prove that for any λ ≥ λ0 and any
s ≥ s0, the variational problem (15) possesses exactly one solution U ∈ E1, and we
have the following intermediate Carleman estimate.
Lemma 3.4. Let λ ≥ λ0 and any s ≥ s0, and U = (u, uΓ) be the unique solution
to the variational problem (15), and set
z = −e−2sαL∗u, zΓ = −e
−2sα
(
L∗ΓuΓ + ∂
A
ν u
)
, v = s3λ4e−2sαξ3u.
Then, the following assertions hold.
(i) Z = (z, zΓ) is the unique strong solution to the system

∂tq − div(A∇q) = s
3λ4e−2sαξ3ϕ+ v1ω in ΩT ,
∂tqΓ − divΓ(AΓ∇ΓqΓ) + ∂Aν q = s
3λ3e−2sαξ3ϕΓ on ΓT ,
(q(0), qΓ(0)) = (0, 0) in Ω× Γ,
(q(T ), qΓ(T )) = (0, 0) in Ω× Γ.
(16)
(ii) There exist s˜ = s˜(Ω, ω), λ˜ = λ˜(Ω, ω) ≥ 1 and C = C(Ω, ω) such that for all
s ≥ s˜
(
T + T 2
)
and λ ≥ λ˜
s−3λ−4
∫
ωT
e2sαξ−3|v|2 dx dt+
∫
ΩT
e2sα|z|2dxdt+
∫
ΓT
e2sα |zΓ|
2
dσ dt
+ s−2λ−2
∫
ΩT
e2sαξ−2|∇z|2dx dt+ s−2λ−2
∫
ΓT
e2sαξ−2 |∇ΓzΓ|
2
dσ dt
≤ C
(
s3λ4
∫
ΩT
e−2sαξ3|ϕ|2dx dt+ s3λ3
∫
ΓT
e−2sαξ3 |ϕΓ|
2
dσdt
)
. (17)
Proof. For the first point see [21]. The proof of the second one will be summarized
in the following three steps. In what follows, C stands for a generic positive constant
only depending on Ω and ω, whose value can change from line to line.
Step 1: Estimate of the three first terms. By the same ideas as in [21], it
is easy to deduce the first estimate, namely
s−3λ−4
∫
ωT
e2sαξ−3|v|2dxdt+
∫
ΩT
e2sα|z|2dxdt+
∫
ΓT
e2sα |zΓ|
2
dσdt
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≤ C
(
s3λ4
∫
ΩT
e−2sαξ3|ϕ|2dxdt+ s3λ3
∫
ΓT
e−2sαξ3 |ϕΓ|
2
dσdt
)
(18)
for all s ≥ s0 and λ ≥ λ0
Step 2. Estimates of the first order interior term.
We multiply the first equation of (16) by s−2λ−2e2sαξ−2z and integrate by parts
with respect to the space variable. So, we obtain
s
−2
λ
−2
∫
ΩT
e
2sα
ξ
−2
∂tzzdxdt+ s
−2
λ
−2
∫
ΩT
e
2sα
ξ
−2∇z · A∇zdxdt
− 2s−1λ−1
∫
ΩT
e
2sα
ξ
−1∇η0 · A∇zzdxdt− 2s
−2
λ
−1
∫
ΩT
e
2sα
ξ
−2∇η0 · A∇zzdxdt+B1
= sλ2
∫
ΩT
ξϕzdxdt+ s−2λ−2
∫
ωT
e
2sα
ξ
−2
vzdxdt (19)
with B1 := −s
−2λ−2
∫
ΓT
e2sαξ−2z ∂Aν zdσdt. Integrating by parts and using the
fact that ∣∣∂t (e−2sαξ−2)∣∣ ≤ Cs2e−2sα, (20)
we get
s−2λ−2
∫
ΩT
e2sαξ−2z∂tzdxdt ≤ C
∫
ΩT
e2sα|z|2dxdt.
The other terms can be estimated, by Young inequality, as follows. Using the fact
that ∇η0 is a bounded function on Ω, we have
2s−1λ−1
∫
ΩT
e
2sα
ξ
−1∇η0 · A∇zzdxdt+ 2s
−2
λ
−1
∫
ΩT
e
2sα
ξ
−2∇η0 · A∇zzdxdt
≤ C
(∫
ΩT
e
2sα|z|2dxdt+ s−2λ−2
∫
ΩT
e
2sα
ξ
−2|A∇z|2dxdt
)
+ C
(
ǫ
−1
∫
ΩT
e
2sα|z|2dxdt+ ǫs−4λ−2
∫
ΩT
e
2sα
ξ
−4|A∇z|2dxdt
)
≤ Cǫ−1
∫
ΩT
e
2sα|z|2dxdt+ Cǫλ−2
∫
ΩT
e
2sα
ξ
−2|A∇z|2dxdt
for s ≥ s0 and λ ≥ λ0, and ǫ small enough. Using again Young inequality, we find
sλ2
∫
ΩT
ξϕzdxdt ≤
1
2
(
s−1
∫
ΩT
e2sαξ−1|z|2dxdt+ s3λ4
∫
ΩT
e−2sαξ3|ϕ|2dxdt
)
≤
1
2
(∫
ΩT
e2sα|z|2dxdt+ s3λ4
∫
ΩT
e−2sαξ3|ϕ|2dxdt
)
and
s
−2
λ
−2
∫
ωT
e
2sα
ξ
−2
vzdxdt ≤
1
2
(∫
ΩT
e
2sα|z|2dxdt+ s−4λ−4
∫
ωT
e
2sα
ξ
−4|v|2dxdt
)
≤
1
2
(∫
ΩT
e
2sα|z|2dxdt+ s−3λ−4
∫
ωT
e
2sα
ξ
−3|v|2dxdt
)
.
Now, (19) yields that
s
−2
λ
−2
∫
ΩT
e
2sα
ξ
−2∇z · A∇zdx dt+B1
≤ Cǫ−1
∫
ΩT
e
2sα|z|2dxdt+
1
2
s
−3
λ
−4
∫
ωT
e
2sα
ξ
−3|v|2dx dt
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+
1
2
s
3
λ
4
∫
ΩT
e
−2sα
ξ
3|ϕ|2dx dt+ ǫλ−2
∫
ΩT
e
2sα
ξ
−2|A∇z|2dx dt.
Choosing ǫ small enough and using the fact that A is bounded and uniformly
elliptic, we obtain
s−2λ−2
∫
ΩT
e2sαξ−2|∇z|2dx dt+B1
≤ C
(
s3λ4
∫
ΩT
e−2sαξ3|ϕ|2dx dt+ s3λ3
∫
ΓT
e−2sαξ3 |ϕΓ|
2
dσ dt
)
. (21)
Step 3: Estimate of the first order boundary term. To estimate the first
order boundary term, we multiply by s−2λ−2e2sαξ−2zΓ the second equation of (16)
verified by zΓ on ΓT and integrate by parts, and since ∇Γα = ∇Γξ = 0, we obtain
s
−2
λ
−2
∫
ΓT
e
2sα
ξ
−2
zΓ∂tzΓdσ dt+ s
−2
λ
−2
∫
ΓT
e
2sα
ξ
−2∇Γz · AΓ∇ΓzΓdσ dt+B2
= sλ
∫
ΓT
ξϕΓzΓdσ dt,
where B2 := s
−2λ−2
∫
ΓT
e2sαξ−2zΓ∂
A
ν zdσ dt = −B1. Integration by parts and (20)
yield
− s−2λ−2
∫
ΓT
e
2sα
ξ
−2
zΓ∂tzΓdσdt =
1
2
s
−2
λ
−2
∫
ΓT
∂t
(
e
2sα
ξ
−2) |zΓ|2 dσdt
≤ C
∫
ΓT
e
2sα |zΓ|
2
dσdt
≤ C
(
s
3
λ
4
∫
ΩT
e
−2sα
ξ
3|ϕ|2dxdt+ s3λ3
∫
ΓT
e
−2sα
ξ
3 |ϕΓ|
2
dσdt
)
.
On the other hand, by Young inequality and (18), we have
s
∫
ΓT
ξϕΓzΓdσdt ≤
1
2
(∫
ΓT
e2sα |zΓ|
2
dσdt+ s2λ2
∫
ΓT
e−2sαξ2 |ϕΓ|
2
dσdt
)
≤
1
2
(∫
ΓT
e2sα |zΓ|
2
dσdt + s3λ3
∫
ΓT
e−2sαξ3 |ϕΓ|
2
dσdt
)
≤ C
(
s3λ4
∫
ΩT
e−2sαξ3|ϕ|2dxdt + s3λ3
∫
ΓT
e−2sαξ3 |ϕΓ|
2
dσdt
)
.
Hence, since AΓ is uniformly elliptic, for s˜, λ˜ large if needed, we find
s−2λ−2
∫
ΓT
e2sαξ−2 |∇Γz|
2
dσdt+B2
= sλ
∫
ΓT
ξϕΓzΓdσdt− s
−2λ−2
∫
ΓT
e2sαξ−2z∂tzdσdt
≤ C
(
s3λ4
∫
ΩT
e−2sαξ3|ϕ|2dxdt+ s3λ3
∫
ΓT
e−2sαξ3 |ϕΓ|
2
dσdt
)
. (22)
Now, summing (18), (18) and (22), and using the fact that B1+B2 = 0, we obtain
the desired estimate.  
THE COST OF APPROXIMATE CONTROLLABILITY 11
Proof of Theorem 3.3. The proof will be done in three steps.
Step 1: Estimate of the two first terms. Let Z = (z, zΓ) the weak solution of
(16). Following [21], we can easily prove that
s
3
λ
4
∫
ΩT
e
−2sα
ξ
3|ϕ|2dxdt+ s3λ3
∫
ΓT
e
−2sα
ξ
3 |ϕΓ|
2
dσdt
≤ C
(
s
3
λ
4
∫
ωT
e
−2sα
ξ
3|ϕ|2dxdt+
∫
ΩT
e
−2sα |F0|
2
dxdt+ s2λ2
∫
ΩT
e
−2sα
ξ
2‖F‖2
RN
dxdt
+
∫
ΓT
e
−2sα |F0,Γ|
2
dσdt+ s2λ2
∫
ΓT
e
−2sα
ξ
2 ‖FΓ‖
2
RN
dσdt
)
. (23)
Step 2. Estimate of the first order terms. We use the fact that Φ is a weak
solution to (4) and that sλ2e−2sαξΦ =
(
sλ2e−2sαξϕ, sλ2e−2sαξϕΓ
)
∈ L2
(
0, T ;H1
)
to obtain from (10) with V = sλ2e−2sαξΦ, that
sλ
2
∫
ΩT
A∇ϕ · ∇
(
e
−2sα
ξϕ
)
dxdt+ sλ2
∫
ΓT
AΓ∇ΓϕΓ · ∇Γ
(
e
−2sα
ξϕΓ
)
dσdt
+
∫ T
0
〈
∂t
(
e
−2sα
ξϕ
)
, ϕ
〉
(H1(Ω))′,H1(Ω) dt
+ sλ2
∫ T
0
〈
∂t
(
e
−2sα
ξϕΓ
)
, ϕΓ
〉
H−1(Γ),H1(Γ)
dt
= −
∫ T
0
〈F0 − divF, z(t)〉(H1(Ω))′,H1(Ω)dt
−
∫ T
0
〈F · ν + F0,Γ − divΓ FΓ, zΓ〉H−1(Γ),H1(Γ)dt.
Integrating by parts in time and space, we obtain
sλ
2
∫
ΩT
e
−2sα
ξA∇ϕ · ∇ϕdxdt+
sλ2
2
∫
ΩT
(
∂t
(
e
−2sα
ξ
)
− div(A∇e−2sαξ)
)
|ϕ|2dxdt+B3
+ s
λ2
2
∫
ΓT
(
∂t
(
e
−2sα
ξ
)
− divΓ(AΓ∇Γ(e
−2sα
ξ))
)
|ϕΓ|
2
dσdt
+ sλ2
∫
ΓT
e
−2sα
ξA∇Γ · ∇ΓϕΓ dσdt
= −sλ2
∫
ΩT
e
−2sα (ξF0ϕ− ξF · ∇ϕ) dxdt+ sλ
2
∫
ΩT
F · ∇
(
e
−2sα
ξ
)
ϕdxdt
− sλ2
∫
ΓT
e
−2sα (ξF0,Γϕ− ξFΓ · ∇ΓϕΓ) dσdt+ sλ
2
∫
ΓT
FΓ · ∇Γ
(
e
−2sα
ξ
)
ϕΓdσdt,
where, we have set B3 := −
sλ2
2
∫
ΓT
∂Aν
(
e−2sαξ
)
ϕ2Γdσdt. The same calculations as
in [21] leads to
sλ
2
∫
ΩT
e
−2sα
ξA∇ϕ · ∇ϕdxdt+ sλ2
∫
ΓT
e
−2sα
ξAΓ∇ΓϕΓ · ∇ΓϕΓdσdt
≤ C
(
s
2
λ
2
∫
ΩT
ξ
2‖F‖2
RN
dxdt+ s3λ4
∫
ΩT
e
−2sα
ξ
3|ϕ|2dxdt
+ s−1
∫
ΩT
e
−2sα
ξ
−1 |F0|
2
dxdt
)
+ C
(
sλ
2
∫
ΓT
ξ ‖FΓ‖
2
RN
dσdt
+ s3λ4
∫
ΓT
e
−2sα
ξ
3 |ϕΓ|
2
dσdt+ s−1
∫
ΓT
e
−2sα
ξ
−1 |F0,Γ|
2
dσ
)
.
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We can then conclude by the fact that A and AΓ are uniformly elliptic. This
achieves the proof.  
Now, we are in position to deal with the cost of approximate controllability issue.
4. Cost of interior approximate controllability
As mentioned in the introduction, the system (1) is approximately controllable.
In other words, for given Y0 ∈ L2, a final state Y1 ∈ L2 and ε > 0, there exists a
control v ∈ L2(ωT ) such that the solution of (1) satisfies
‖ Y (T )− Y1 ‖L2≤ ε. (24)
In particular, the set of admissible controls Uad(Y0, Y1, ε, ω)
Uad(Y0, Y1, ε, ω) =
{
v ∈ L2(ωT ) : the solutionY to (1) satisfies (24)
}
.
is nonempty. Let us introduce the following quantity, which measures the cost of
approximate controllability or, more precisely, the cost of achieving (24)
C(Y0, Y1, ε, ω) = inf
v∈Uad(Y0,Y1,ε,ω)
‖v‖L2(ωT ). (25)
The first main aim of this paper is to obtain explicit bounds of C(Y0, Y1, ε, ω).
Taking into account that system (1) is linear, one can assume, without loss of
generality, that Y0 = 0, since
Uad(Y0, Y1, ε, ω) = Uad(0, Z1, ε, ω)
for Z1 = Y1 − Z(T ), with Z is the solution of (1) with v = 0. We can prove, by
means of Fenchel-Rockaffelar’s duality Theorem 1.1, that
1
2
C(0, Y1, ε, ω)
2 = inf
v∈Uad(0,Y1,ε,ω)
1
2
‖v‖2L2(ωT )= − infΦT∈L2
JεY1,ω(ΦT ),
where
JεY1,ω(ΦT ) =
1
2
∫
ωT
|ϕ|2 dxdt+ ε‖ΦT ‖L2 −
〈
Y1,ΦT
〉
L2
,
and Φ = (ϕ, ϕΓ) is the solution of the adjoint system (4) with final data ΦT , see
[18] for a detailed description to the above technique.
Remark 1. Point out that the admissible set Uad(Y0, Y1, ε, ω) is convex and closed,
and then the problem (25) admits a unique solution, but it can be a difficult task
to solve and characterize directly its solution, due to the nature of constraints that
are involved. This is why the Fenchel-Rockaffelar duality idea is often used.
In the sequel we prove that JεY1,ω achieves its minimum at an element Φ̂T , and
by means of the solution of the adjoint system associated to Φ̂T we deduce the
norm optimal control.
Lemma 4.1. The map JεY1,ω is continuous, strictly convex and coercive in L
2, and
then there is Φ̂T = (ϕ̂T , ϕ̂Γ,T ) ∈ L2 such that
JεY1,ω(Φ̂T ) = infΦT∈L2
JεY1,ω(ΦT ). (26)
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Proof. It is easy to see that Jε,Y1 is strictly convex and, by the inequality (11),
Jε,Y1 is continuous in L
2. Hence, by [6, Corollary III.20, p.58], the existence of a
minimum is ensured if Jε,Y1 is coercive, i.e.,
lim
‖ΦT ‖→+∞
JεY1,ω(ΦT ) = +∞. (27)
It suffices to prove that
lim inf
‖ΦT ‖→+∞
JεY1,ω(ΦT )
‖ΦT ‖
≥ ε, (28)
since, obviously (28) implies (27). To prove (28), let (ΦnT ) = (ϕ
n
T , ϕ
n
T,Γ) ⊂ L
2 be
a sequence of initial data for the adjoint system with ‖ΦnT ‖L2 −→ +∞, and set
Φ˜nT =
ΦnT
‖Φn
T
‖
L2
. On the other hand, let Φ˜n = (ϕ˜n, ϕ˜nΓ) the solution of the adjoint
problem with final data Φ˜nT . Then,
JεY1,ω(Φ
n
T )
‖ΦnT ‖L2
=
1
2
‖ΦnT ‖L2
∫
ωT
|ϕ˜n|2 dx dt+ ε −
〈
Y1, Φ˜
n
T
〉
L2
.
We discuss the following two cases : If lim inf
n−→+∞
∫
ωT
|ϕ˜n|2 dx dt > 0, we obtain
JεY1,ω(Φ
n
T )
‖ΦnT ‖L2
−→ +∞, as n −→ +∞.
If now lim inf
n−→+∞
∫
ωT
|ϕ˜n|2 dx dt = 0, since the sequence (Φ˜nT ) is bounded in L
2, by
extracting a subsequence (still denoted by the index n), we deduce that (ϕ˜nT , ϕ˜
n
Γ,T ) =
Φ˜nT ⇀ ΨT := (ψT , ψΓ,T ) weakly in L
2 and, by using the linearity and the continuity
of solution operator, we get (ϕ˜n, ϕ˜nΓ) = Φ˜
n ⇀ Ψ = (ψ, ψΓ) weakly in L
2(0, T ;L2),
where Ψ is the solution of the adjoint system (4) with final data ΨT . In particular,
ϕ˜n ⇀ ψ weakly in L2(ωT ), and∫
ωT
ψ2 dxdt ≤ lim inf
n−→+∞
∫
ωT
|ϕ˜n|2 dx dt = 0,
and therefore ψ = 0 on ωT . Then, by the unique continuation property (3), we
get ψ = 0 on ΩT and ψΓ = 0 on ΓT . We can then deduce that ΨT = 0, and, in
particular,
〈
Y1, Φ˜
n
T
〉
L2
−→ 0. Hence
lim inf
n→∞
JεY1,ω(Φ
n
T )
‖ΦnT ‖L2
≥ lim inf
n→∞
(
ε−
〈
Y1, Φ˜
n
T
〉
L2
)
= ε.
This concludes the proof.  
The result (26) gives rise to the solution of the problem (25), more precisely we
have the following results.
Theorem 4.2. (i) Let Φ̂T be the minimum of J
ε
Y1,ω
in L2, and Φ̂ = (ϕ̂, ϕ̂Γ) the
solution of (4) with final data Φ̂T . Then, v̂ = 1ωϕ̂ is a control of (1), i.e.,
‖Y (T, v̂)− Y1‖L2 ≤ ε.
(ii) The control v̂ is an optimal one, that is to say
‖ϕ̂‖L2(ωT ) = inf
v∈Uad(0,Y1,ε,ω)
‖v‖L2(ωT ).
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Proof. (i) Suppose that JεY1,ω attains its minimum value at Φ̂T ∈ L
2. Then, for
any ΨT ∈ L2 and h ∈ R, we have
JεY1,ω(Φ̂T ) ≤ J
ε
Y1,ω
(Φ̂T + hΨT ).
By definition of JεY1,ω and the linearity of solution operator, we have
J
ε
Y1,ω
(Φ̂T + hΨT ) =
1
2
‖ϕ̂+ hψ‖2L2(ωT ) + ε‖Φ̂T + hΨT ‖L2 −
〈
Y1, Φ̂T + hΨT
〉
L2
=
1
2
‖ϕ̂‖2L2(ωT ) +
h2
2
‖ψ‖2L2(ωT ) + h〈ϕ̂, ψ〉L2(ωT ) + ε‖Φ̂T + hΨ‖L2
−
〈
Y1, Φ̂T + hΨT
〉
L2
.
Here Ψ = (ψ, ψΓ) is, as usual, the solution of adjoint system (4) with final data
ΨT . Thus
0 ≤
[
ε‖Φ̂T + hΨT‖L2 − ‖Φ̂T‖L2
]
+
h2
2
‖ψ‖2L2(ωT ) + h
(
〈ϕ̂, ψ〉L2(ωT ) −
〈
Y1,ΨT
〉
L2
)
.
Since ‖Φ̂T +hΨT‖L2 −‖Φ̂T‖L2 ≤ |h|‖ΨT‖L2 , we obtain, for all h ∈ R and ΨT ∈ L
2,
0 ≤ ε|h|‖ΨT ‖L2 +
h2
2
‖ψ‖2L2(ωT ) + h
(
〈ϕ̂, ψ〉L2(ωT ) −
〈
Y1,ΨT
〉
L2
)
.
Dividing by h > 0 and passing to the limit h −→ 0, we obtain
0 ≤ ε‖ΨT‖L2 +
(
〈ϕ̂, ψ〉L2(ωT ) −
〈
Y1,ΨT
〉
L2
)
.
The same calculations with h < 0 gives, for all ΨT ∈ L2,∣∣〈ϕ̂, ψ〉L2(ωT ) − 〈Y1,ΨT 〉L2∣∣ ≤ ε‖ΨT‖L2 . (29)
Taking the control v = ϕ̂ in (1), and multiplying the adjoint system (4) by Ψ and
integrating by parts, we deduce 〈ϕ̂, ψ〉L2(ωT ) =
〈
Y (T ),ΨT
〉
L2
. This and (29) yield
our aim
‖Y (T )− Y1‖L2 ≤ ε.
For (ii), observe, thanks to Fenchel-Rockafellar duality Theorem 1.1 and the defi-
nition of JεY1,ω, that the minimization problem
‖ϕ̂‖ = inf
v∈Uad(0,Y1,ε,ω)
‖v‖L2(ωT )
is equivalent to the following equality
‖ϕ̂‖2L2(ωT ) + ε‖Φ̂T ‖L2 −
〈
Y1, Φ̂T
〉
L2
= 0.
Since v̂ := ϕ̂ ∈ Uad(0, Y1, ε, ω), we deduce easily that
‖ϕ̂‖2L2(ωT ) + ε‖Φ̂T ‖L2 −
〈
Y1, Φ̂T
〉
L2
≥ 0.
To finish the proof, it remains to show the other inequality, to do this end, we make
use of the following lemma, see [10] for the proof.
Lemma 4.3 ([10]). Let H a Hilbert space and K ⊂ H a convex closed. Let J1, J2 :
K −→ R be two continuous convex functions. We assume that J1 is differentiable
on int(K). Then the following two conditions are equivalent
(a) u ∈ K, J1(u) + J2(u) = inf
v∈K
[
J1(v) + J2(v)
]
,
(b) u ∈ K, J
′
1(u) · (v − u) + J2(v)− J2(u) ≥ 0, ∀v ∈ K.
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Let us apply Lemma 4.3 for
J1(ΦT ) =
1
2
‖ϕ‖2L2(ωT ) −
〈
Y1,ΦT
〉
L2
and J2(ΦT ) = ε‖ΦT‖L2 , ΦT ∈ L
2.
We have JεY1,ω = J1 + J2, and
J
ε
Y1,ω
(Φ̂T ) = min
ΦT∈L
2(Ω)
J
ε
Y1,ω
(ΦT )⇐⇒ J
′
1(Φ̂T ) · (v − Φ̂T ) + J2(v)− J2(Φ̂T ) ≥ 0, ∀ v ∈ L
2
.
(30)
It is easy to see that
J1(ΦT ) =
1
2
‖Π1 ◦ S(ΦT )‖
2
L2(ωT )
−
〈
Y1,ΦT
〉
L2
, (31)
where S is the solution operator of the adjoint system (4) i.e., S(ΦT ) = Φ and Π1
is the first projection from L2(ωT )× L
2(ΓT ) into L
2(ωT ), that is, Π1(u, v) = u for
all (u, v) ∈ L2(ωT )× L2(ΓT ). Hence, from (31), for all K0 ∈ L2, one has
J
′
1(Φ̂T ) · (K0) =
〈
Π1(S(ΦT )),Π1(S(K0))
〉
L2
−
〈
Y1, K0
〉
L2
= 〈ϕ̂, k〉L2(ωT ) −
〈
Y1,K0
〉
L2
,
(32)
with Φ̂ = (ϕ̂, ϕ̂Γ) is (respectively K = (k, kΓ)) the solution of the adjoint system
(4) with final data Φ̂T (respectively K0). Taking v = 0 in the right hand side of
(30), it follows
J
′
1(Φ̂T ) · (−Φ̂T ) + J2(Φ̂T ) ≥ 0,
and using (32), we have
−‖ϕ̂‖2L2(ωT ) +
〈
Y1, Φ̂T
〉
L2
− ε‖Φ̂T ‖L2 ≥ 0,
which finishes the proof.  
Remark 2. From Theorem (4.2), we have
inf
ΦT∈L2
JεY1,ω(ΦT ) = −
1
2
∫
ωT
|ϕ̂|2 dxdt.
Now, we state our main result in this paper, concerning the cost of interior ap-
proximate controllability. In what follows, C stands for a generic positive constant
only depending on Ω and ω, whose value can change from line to line.
Theorem 4.4. For any target Y1 = (y1, yΓ,1) ∈ H2, T > 0, ε > 0, a ∈ L∞(ΩT ),
b ∈ L∞(ΓT ), B ∈ L∞(ΩT )N and BΓ ∈ L∞(ΓT )N one has
C(0, Y1, ε, ω) ≤ exp
(
C
(
N(T, a, b, B,BΓ) +
1
ǫ
M(a, b, B,BΓ, Y1)
)
‖Y1‖L2 ,
where
N(T, a, b, B,BΓ) = 1 +
1
T
+ T (‖a‖∞ + ‖b‖∞ + ‖B‖
2
∞ + ‖BΓ‖
2
∞)
+ ‖a‖
2
3
∞ + ‖b‖
2
3
∞ + ‖B‖
2
∞ + ‖BΓ‖
2
∞
and
M(a, b, B,BΓ, Y1) = ‖a‖∞ + ‖b‖∞ + ‖B‖
2
∞ + ‖BΓ‖
2
∞+
(‖a‖∞ + ‖b‖∞)‖Y1‖L2 + (‖B‖∞ + ‖BΓ‖∞)‖Y1‖H1 + ‖Y1‖H2 .
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In order to prove Theorem 4.4, we mainly need the following observability in-
equality with explicit constants. Using some ideas as in the proof of [14, Theorem
1.1], we deduce our result.
Let us first recall the following observability inequality which is a consequence
of Theorem 3.3 and the same ideas as in [21].
Theorem 4.5. Let a ∈ L∞(ΩT ), b ∈ L∞(ΓT ), B ∈ L∞(ΩT )N , BΓ ∈ L∞(ΓT )N
and Φ = (ϕ, ϕΓ) the solution to (4). Then, one has
‖ϕ(0)‖2L2(Ω)+‖ϕΓ(0)‖
2
L2(Γ)≤ C(T, a, b, B,BΓ)
∫
ωT
|ϕ|2dxdt, (33)
where
C(T, a, b, B,BΓ) = exp
(
C
(
1 +
1
T
+ T (‖a‖∞+‖b‖∞+‖B‖∞ + ‖BΓ‖∞)
+ ‖B‖2∞ + ‖BΓ‖
2
∞ + ‖a‖
2
3
∞+‖b‖
2
3
∞
))
.
Remark 3. (i) Observe that (33) provides precise estimate on how the observ-
ability constant depends on T and size of the parameters a, b, B and BΓ. This will
be essential when dealing with the semilinear problems.
(ii) As proved in [26], the null controllability result is a consequence of the
observability inequality (Theorem 4.5), while we can deduce the approximate con-
trollability directly from the Carleman estimate (Lemma 3.2).
(iii) From the inequality (33), we deduce a bound to the cost of null controlla-
bility. Namely, we have, for a positive constant C > 0 depending on ω,
C0(Y0, 0, ω) ≤ C(T, a, b, B,BΓ)‖Y0‖L2,
where
C0(Y0, 0, ω) = inf
v∈Uad(Y0,0,ω)
‖v‖L2(ωT ), and
Uad(Y0, 0, ω) =
{
v ∈ L2(ωT ) : y(T ) = 0, yΓ(T ) = 0
}
.
Now, we are ready to prove the main result of this paper:
Proof of Theorem 4.4. Following [14], let us rewrite JεY1,ω as follows
JεY1,ω(ΦT ) = J
δ
Y1,ω
(ΦT ) + ε‖ΦT ‖L2(Γ)−
〈
Y1,ΦT − Φ(T − δ)
〉
L2
,
where
JδY1,ω(ΦT ) =
1
2
∫
ωT
|ϕ|2 dxdt −
〈
Y1,Φ(T − δ)
〉
L2
, ∀ ΦT ∈ L
2.
Here, Φ = (ϕ, ϕΓ) is the solution to the system adjoint (4), with final data ΦT . The
positive number δ > 0, small enough, will be fixed later such that
ε‖ΦT ‖L2−
〈
Y1,ΦT − Φ(T − δ)
〉
L2
≥ 0, ΦT ∈ L
2. (34)
With this choice of δ, we have
I1 = inf
ΦT∈L2
JεY1,ω(ΦT ) ≥ infΦT∈L2
JδY1,ω(ΦT ) = I2. (35)
By Remark 2, we have
I1 = inf
ΦT∈L2
JεY1,ω(ΦT ) = −
1
2
∫
ωT
|ϕ̂|2 dxdt,
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and hence
C(0, Y1, ε, ω)
2 =
∫
ωT
|ϕ̂|2 dxdt ≤ −2I2.
Thus, our task is reduced to estimate I2 and choose δ such that (34) holds. From
the observability inequality (33), we have
‖ϕ(T − δ)‖2L2(Ω)+‖ϕΓ(T − δ)‖
2
L2(Γ)≤ Cδ(a, b, B,BΓ)
∫
ωT
|ϕ|2 dxdt, (36)
where
ln(Cδ(a, b, B,BΓ)) = C
(
1 +
1
δ
+ δ(‖a‖∞+‖b‖∞
+ ‖B‖∞ + ‖BΓ‖∞) + ‖B‖
2
∞ + ‖BΓ‖
2
∞ + ‖a‖
2
3
∞+‖b‖
2
3
∞
)
= C˜δ(a, b, B,BΓ).
Using (36) and the definition of I2, one deduces
I2 ≥ −
1
2
Cδ(a, b, B,BΓ)‖Y1‖
2
L2
.
Indeed, using the observability inequality (36), one has
Jδ,Y1 (ΦT ) =
1
2
[
‖ϕ‖2L2(ωT ) − 2
〈
Y1,Φ(T − δ)
〉
L2
]
≥
1
2
[
exp
(
− C˜δ(a, b, B,BΓ)
)
‖Φ(T − δ)‖2
L2
− 2
〈
Y1,Φ(T − δ)
〉
L2
]
=
1
2
exp
(
− C˜δ(a, b, B,BΓ)
)
×[∥∥Φ(T − δ)− exp (− C˜δ(a, b, B,BΓ)))Y1∥∥2
L2
− exp
(
2C
(
− C˜δ(a, b, B,BΓ)
)
‖Y1‖
2
L2
]
≥ −
1
2
exp
(
C
(
− C˜δ(a, b, B,BΓ)
)
‖Y1‖
2
L2
.
Hence, we obtain the following estimate
C(0, Y1, ε, ω)
2 ≤ −I2 ≤ exp
(
2C˜δ(a, b, B,BΓ)
)
‖Y1‖
2
L2
. (37)
Now, going back to (34), we observe that it suffices to look for δ > 0 such that∣∣∣〈Y1,ΦT − Φ(T − δ)〉
L2
∣∣∣ ≤ ε‖ΦT‖L2 . (38)
Let us prove that∣∣〈Y1,ΦT − Φ(T − δ)〉
L2
∣∣ ≤
L(δ, a, b, B,BΓ)
[
(‖a‖∞ + ‖a‖∞)‖Y1‖L2 + (‖B‖∞ + ‖BΓ‖∞)‖Y1‖H1‖ΦT ‖L2
]
+ Cδ‖Y1‖H2‖ΦT ‖L2 , (39)
with
L(δ, a, b, B,BΓ) =
eδ(‖a‖∞+‖b‖∞+‖B‖
2
∞
+‖BΓ‖
2
∞
) − 1
‖a‖∞ + ‖b‖∞ + ‖B‖2∞ + ‖BΓ‖2∞
.
To finish, if we assume (39) proved, we choose δ such that
Cδ‖Y1‖H2 + L(δ, a, b, B,BΓ)
[
(‖a‖∞ + ‖a‖∞)‖Y1‖L2 + (‖B‖∞ + ‖BΓ‖∞)‖Y1‖H1
]
≤ ε,
and we estimate the quantity
1 +
1
δ
+ δ(‖a‖∞+‖b‖∞+‖B‖∞ + ‖B‖
2
∞ + ‖BΓ‖∞ + ‖BΓ‖
2
∞).
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Let us start from the identity
Φ(T − δ) = eδAΦT −
∫ δ
0
e(δ−s)AFT (s)ds, (40)
where
FT (s) =
(
a(T − s)ϕ(T − s), b(T − s)ϕΓ(T − s)
)
−
(
div(B(T − δ)ϕ(T − s)),divΓ(BΓ(T − s)ϕΓ(T − s))
)
.
With these notations, one has
〈
Y1,ΦT − Φ(T − δ)
〉
L2
=
〈
Y1,ΦT − e
δAΦT
〉
L2
+
〈
Y1,
∫ δ
0
e
(δ−s)A
FT (s)ds
〉
L2
. (41)
In the sequel, we estimate the two terms on the right hand side of (41). Let us
starting by the first term, that is,
〈
Y1,ΦT − eδAΦT
〉
L2
. We have〈
Y1,ΦT − e
δAΦT
〉
L2
≤ ‖Y1‖H2‖ΦT − e
δAΦT ‖H−2 .
Here, H−2 designates the dual space of H2 with respect to the pivot space L2. In
order to estimate ‖ΦT − eδAΦT ‖H−2 , let us introduce the following homogeneous
Cauchy problem with initial data ΦT , that is,{
X ′(t) = AX(t) t ∈ (0, T ),
X(0) = ΦT ∈ L2.
(42)
We have
‖ΦT − e
δAΦT ‖H−2 =
∥∥∥∥∥
∫ δ
0
X ′(t)dt
∥∥∥∥∥
H−2
≤
∫ δ
0
‖AX(t)‖
H−2
dt
≤ C
∫ δ
0
‖X(t)‖L2dt ≤ Cδ max
0≤t≤δ
‖X(t)‖L2.
Multiplying (42) by X and integrating, we have
1
2
(‖X(t)‖2
L2
− ‖X(0)‖2
L2
) =
〈
AX(t), X(t)
〉
L2
for all 0 ≤ t ≤ δ. Since A is negative, one deduces
max
0≤t≤δ
‖X(t)‖L2≤ ‖ΦT ‖L2 ,
and hence,
‖ΦT − e
δAΦT ‖H−2≤ Cδ‖ΦT ‖L2 .
We have then, as a first conclusion〈
Y1,ΦT − e
δAΦT
〉
L2
≤ Cδ‖Y1‖H2‖ΦT ‖L2. (43)
Now, we shall estimate the term
〈
Y1,
∫ δ
0
e(δ−s)AFT (s)ds
〉
L2
. We know that the
operatorA is a negative and self-adjoint then, by means of Lumer-Phillips Theorem,
it generates a C0-semigroup of contraction. Then, we have〈
Y1,
∫ δ
0
e(δ−s)AFT (s)
〉
L2
ds =
∫ δ
0
〈
Y1, e
(δ−s)AFT (s)
〉
L2
ds
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≤ (‖a‖∞ + ‖b‖∞)‖Y1‖L2
∫ δ
0
‖Φ(T − s)‖L2ds
+ (‖B‖∞ + ‖BΓ‖∞)‖Y1‖H1
∫ δ
0
‖Φ(T − s)‖L2ds. (44)
On the other hand, multiplying the adjoint system by Φ = (ϕ, ϕΓ) and integrating,
we get
−
1
2
d
dt
(‖Φ(t)‖2
L2
) +
∫
Ω
A∇ϕ · ∇ϕdx −
∫
Ω
ϕB · ∇ϕdx+
∫
Ω
a|ϕ|2dx
+
∫
Γ
AΓ∇ΓϕΓ · ∇ΓϕΓdσ −
∫
Ω
ϕBΓ · ∇ΓϕΓdσ +
∫
Γ
b|ϕΓ|
2dσ = 0.
By young inequality, and for nonnegative λ, we have∫
Ω
ϕB · ∇ϕdx ≤
λ
2
‖B‖2∞‖ϕ‖
2
L2(Ω) +
1
2λ
‖∇ϕ‖2L2(Ω),∫
Γ
ϕBΓ · ∇ΓϕΓdx ≤
λ
2
‖BΓ‖
2
∞‖ϕΓ‖
2
L2(Γ) +
1
2λ
‖∇ΓϕΓ‖
2
L2(Γ).
Using the ellipticity of A and AΓ, and choosing λ large enough, we have
−
1
2
d
dt
(‖Φ(t)‖2
L2
) ≤ C(‖a‖∞ + ‖b‖∞ + ‖B‖
2
∞ + ‖BΓ‖
2
∞)‖Φ(t)‖
2
L2
.
This proves in particular that the real function
t 7−→ et(‖a‖∞+‖b‖∞+‖B‖
2
∞
+‖BΓ‖
2
∞
)‖Φ(t)‖2
L2
is increasing. Therefore,∫ δ
0
‖Φ(T − s)‖L2 ds ≤
∫ δ
0
es(‖a‖∞+‖b‖∞+‖B‖
2
∞
+‖BΓ‖
2
∞
) ds‖ΦT ‖L2
=
eδ(‖a‖∞+‖b‖∞+‖B‖
2
∞
+‖BΓ‖
2
∞
) − 1
‖a‖∞ + ‖b‖∞ + ‖B‖2∞ + ‖BΓ‖
2
∞
‖ΦT ‖L2 .
From the last inequality, (43) and (44) we deduce (39). It is suffices to take δ such
that
Cδ‖Y1‖H2 + L(a, b, B,BΓ)
[
(‖a‖∞ + ‖b‖∞)‖Y1‖L2 + (‖B‖∞ + ‖BΓ‖∞)‖Y1‖H1
]
≤ ε.
Choosing
δ = min
{
T,
ε
3C‖Y1‖H2
,K1, K2
}
,
where
K1 =
1
‖a‖∞ + ‖b‖∞ + ‖B‖2∞ + ‖BΓ‖2∞
ln(1 +
ε
3(‖a‖∞ + ‖b‖∞)‖Y1‖L2
)
K2 =
1
‖a‖∞ + ‖b‖∞ + ‖B‖2∞ + ‖BΓ‖2∞
ln(1 +
ε
3(‖B‖2∞ + ‖BΓ‖2∞)‖Y1‖H1
),
we can easily show that
1 +
1
δ
+ δ ( ‖a‖∞ + ‖b‖∞ + ‖B‖
2
∞ + ‖BΓ‖
2
∞)
≤ C
(
1 +
1
T
+ T (‖a‖∞ + ‖b‖∞ + ‖B‖
2
∞ + ‖BΓ‖
2
∞) +
1
ε
(
‖Y1‖H2 + (‖a‖∞ + ‖b‖∞)‖Y1‖L2 + (‖B‖
2
∞ + ‖BΓ‖
2
∞)‖Y1‖H1
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+ ‖a‖∞ + ‖b‖∞ + ‖B‖
2
∞ + ‖BΓ‖
2
∞
)
.
Finally, using this inequality and (37), we deduce the desired inequality.  
Remark 4. It is important to notice that Theorem 4.4 guarantees that v remains
uniformly bounded when the potentials a, b, B and BΓ remain bounded in L
∞(Ω),
L∞(ΓT ), (L
∞(Ω))N and (L∞(ΓT ))
N , respectively. This shall play a crucial role
when dealing with the semilinear case.
5. The semilinear case
In this section we deduce the cost of approximate controllability of semilinear
heat equation with dynamic boundary conditions as a consequence of the results
obtained in the linear case and a fixed point technique described by E. Zuazua in
[36]. Let us consider the following system

∂ty − div(A∇y) + F (y,∇y) = 1ωv in ΩT ,
∂tyΓ − divΓ(AΓ∇ΓyΓ) + ∂
A
ν y +G(yΓ,∇ΓyΓ) = 0 onΓT ,
yΓ(x, t) = y|Γ(x, t) on ΓT ,
(y(0), yΓ(0)) = (y0, yΓ,0) in Ω× Γ,
(45)
with F,G ∈ C1(R) such that F (0) = G(0) = 0. We assume furthermore that there
exist LF , LG > 0 such that
|F (x, ζ) − F (y, ξ)| ≤ LF (|x− y|+ |ζ − ξ|) (46)
|G(x, ζ) −G(y, ξ)| ≤ LG(|x − y|+ |ζ − ξ|) (47)
for all x, y ∈ R and ζ, ξ ∈ RN . Recall that for Y0 = (y0, yΓ,0) ∈ L2 and v ∈
L2(ωT ), under assumptions (46)-(47), (45) has a unique weak solution which belongs
to C([0, T ];L2)∩L2(0, T ;H1). For some results on controllability issue for nonlinear
static heat equation, we refer, for instance, to [3, 4, 5]. See also the monograph [7].
Following the description given by Zuazua and Fabre et al. in [12] and [36],
respectively, the system (45) can be rewritten as

∂ty − div(A∇y) + F˜1(y)y + F˜2(y) · ∇y = 1ωv in ΩT ,
∂tyΓ − divΓ(AΓ∇ΓyΓ) + ∂
A
ν y + G˜1(yΓ)yΓ + G˜2(y) · ∇ΓyΓ = 0 onΓT ,
yΓ(x, t) = y|Γ(x, t) on ΓT ,
(y(0), yΓ(0)) = (y0, yΓ,0) in Ω× Γ,
(48)
where F˜1, F˜2, G˜1 and G˜2 are real functions satisfying
‖F˜1(y)‖∞ ≤ LF and ‖G˜1(yΓ)‖∞ ≤ LG,
‖F˜2(y)‖∞ ≤ LF and ‖G˜2(yΓ)‖∞ ≤ LG
for all y ∈ L2(0, T ;H1(Ω)) and yΓ ∈ L2(0, T ;H1(Γ)), see [36] for the explicit
expression of these functions.
Fix Y = (y, yΓ) ∈ L
2(0, T ;H1), Y1 ∈ L
2, ε > 0, and denote a = F˜1(y), b =
G˜1(yΓ), B = F˜2(yΓ) and BΓ = G˜2(yΓ). The results of the previous sections above
(the linear case) show that there exists a unique control v = v(Y ), control with
minimal norm, such that the solution Y = (y, yΓ) of the following linearized system

∂ty − div(A∇y) +B(x, t) · ∇y + a(x, t)y = 1ωv in ΩT ,
∂tyΓ − divΓ(AΓ∇ΓyΓ) + ∂
A
ν y +BΓ(x, t) · ∇ΓyΓ + b(x, t)yΓ = 0 onΓT ,
yΓ(x, t) = y|Γ(x, t) on ΓT ,
(y(0), yΓ(0)) = (y0, yΓ,0) in Ω× Γ
(49)
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satisfies the approximate controllability property, i.e.,
‖Y (T, Y )− Y1‖L2 ≤ ε. (50)
To deduce the approximate controllability result for (45), it suffices to prove that
the nonlinear mapping
N : L2(0, T ;H1) −→ L2(0, T ;H1)
Y 7−→ Y,
where Y = N (Y ) is the solution to (49) associated to v = v(Y ), a = F˜ (y) and
b = G˜(yΓ), admits a fixed point. Indeed, if Yˆ is a fixed point of N , the control
v(Yˆ ) is one we are looking for, that is v(Yˆ ) is a control for the semilinear problem
(45).
In order to study this semilinear case, we need to make precise the dependence
of the solution Φ of the adjoint system (4) and the minimum ΦˆT of J
ε
Y1
(·) with
parameters a, b, B and BΓ. To this end, let us introduce the functionals
L : L∞T × (L
∞
T )
N × L2 −→ L2(0, T ;L2);
(
(a, b), (B,BΓ),ΦT
)
7−→ Φ, (51)
and
M : L∞T × (L
∞
T )
N −→ L2; ((a, b), (B,BΓ)) 7−→ ΦˆT , (52)
where L∞T = L
∞(ΩT ) × L∞(ΓT ). The functionals L and M satisfy the following
properties.
Proposition 4. Let ((an, bn), (Bn, BΓ,n)) be a sequence in L
∞
T ×(L
∞
T )
N , and (ΦT,n)
a sequence in L2.
(a) If ((an, bn), (Bn, BΓ,n)) is bounded in L
∞
T ×(L
∞
T )
N , then (ΦˆT,n) = (M(an, bn))
is bounded in L2.
(b) If (an, bn) ⇀ (a, b) weakly −∗ in L∞T , (Bn, BΓ,n) ⇀ (B,BΓ) weakly −∗ in
(L∞T )
N and ΦT,n ⇀ ΦT weakly in L
2 then, L((an, bn), (Bn, BΓ,n); ΦT,n) −→
L((a, b), (B,BΓ); ΦT ) strongly in L2(0, T ;L2).
Proof. For the first point, assume that there is a subsequence ΦˆnT such that ‖Φˆ
n
T ‖L2 −→
∞. Since Jε(·) is coercive, we have Jε(ΦˆnT ) −→ ∞. This contradicts the fact that
Jε(Φˆ
n
T ) = −
1
2‖vˆn‖
2
L2(ωT )
, which is, viewed the boundness of an, bn Bn and BΓ,n,
bounded. To prove the second point, denote Φn = L((an, bn), (Bn, BΓ,n); ΦT,n) and
Φ = L((a, b), (B,BΓ); ΦT ). Using the estimation (11) in Proposition 3 we deduce
that (Φn) is bounded in L
2(0, T ;H1) and (Φ
′
n) is bounded in L
2(0, T ;H−1). By
Aubin-Lions Lemma, see e.g. [32, Corollary 4], there exists Ψ ∈ L2(0, T ;L2) such
that
Φn −→ Ψ strongly in L
2(0, T ;L2).
We pass to limit in the definition of the weak solution, and using some standard
arguments, we obtain that Ψ = Φ.  
Once this dependence is understood, we can prove that N admits a fixed point.
To do this, it suffices to use the Schauder’s fixed point Theorem, and the following
lemma.
Lemma 5.1. The functional N satisfies the following:
(a) N is continuous and compact,
(b) there is R > 0 such that ‖N (Y )‖L2(0,T ;H1) ≤ R for all Y ∈ L
2(0, T ;H1).
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Proof. Continuity of N : Take a sequence Y n = (yn, yΓ,n) −→ Y = (y, yΓ) in
L2(0, T ;H1). Then the parameters F˜1(yn), G˜1(yΓ,n) F˜2(yn) and G˜2(yΓ,n) are such
that
F˜1(yn) −→ F˜1(y) in L
2(ΩT ), and F˜2(yn) −→ F˜2(y) in L
2(ΩT ), (53)
G˜1(yn) −→ G˜1(y) in L
2(ΓT ), and G˜2(yn) −→ G˜2(y) in L
2(ΓT ). (54)
Denote an = F˜1(yn), bn = G˜1(yΓ,n), Bn = F˜2(yn) and BΓ = F˜2(yn). One has
‖an‖∞ ≤ LF , ‖Bn‖∞ ≤ LF ‖bn‖∞ ≤ LG and ‖Bn,Γ‖∞ ≤ LG, ∀n ≥ 0. (55)
From Theorem 4.4 and (55), we deduce that the corresponding controls vˆn are
uniformly bounded
‖vˆn‖L2(ωT ) ≤ C, ∀n ≥ 1. (56)
Recall that vˆn = ϕˆn, where Φˆn = (ϕˆn, ϕˆΓ,n) is the solution of adjoint system
associated to an, bn, Bn, BΓ,n, and ΦˆT,n, the minimum of the functional
Jn(ΦT ) = J(an, bn, Bn, BΓ,n; ΦT ) =
1
2
‖ϕn‖
2
L2(ωT )
+ ε‖ΦT‖L2 − 〈Y1,ΦT 〉L2 .
Here, Φn = (ϕn, ϕΓ,n) is the solution of adjoint system with final data ΦT and
potentials an, bn, Bn and BΓ,n. From the first point of Proposition 4, it follows
that
‖ΦˆT,n‖L2 ≤ C, ∀n ≥ 1. (57)
By extracting a subsequence, there exists ΦˆT ∈ L2 such that
ΦˆT,n ⇀ ΦˆT weakly in L
2. (58)
Using (53), (54), (58) and the second point of Proposition 4,
Φˆn −→ Φˆ strongly in L
2(0, T ;L2), (59)
where Φˆ is the solution of the adjoint system associated to ΦˆT , a = F˜1(y), b =
G˜1(yΓ), B = F˜2(y) and B = G˜2(y). In particular, we have
vˆn −→ ϕˆ strongly in L
2(ωT ). (60)
Let us show that vˆ = ϕˆ is the control with minimal norm associated to Y = (y, yΓ).
To this end it suffices to prove that ΦˆT is the minimum of J(a, b, B,BΓ; ·).
But this is not difficult. Indeed, from (58) and (59), we have
J(a, b, B,BΓ; ΦˆT ) ≤ lim inf
n→∞
J(an, bn, Bn, BΓ,n; ΦˆT,n), (61)
and
J(a, b, B,BΓ; ΨT ) = lim inf
n→∞
J(an, bn, Bn, BΓ,n; ΨT ) for all ΨT ∈ L
2. (62)
By definition, one has
J(an, bn, Bn, BΓ,n; Φˆn,T ) ≤ J(an, bn, Bn, BΓ,n; ΨT ) for all ΨT ∈ L
2. (63)
By (61), (62) and (63), we get
J(a, b, B,BΓ; ΦˆT ) ≤ J(a, b, B,BΓ; ΨT ) for all ΨT ∈ L
2.
Finally, (60) implies
Y (vˆn) −→ Y (vˆ) strongly in L
2(0, T ;H1).
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The proof of continuity of N is then completed. To show the compactness of N ,
let B be a bounded set of L2(0, T ;H1). From what precede, it is easy to see that
N (B) ⊂ L2(0, T ;H1). We are going to show that N (B) is relatively compact in
L2(0, T ;H1). To this end, let us rewrite the solution of (49) as
Y = P −Q,
where P (t) = etAY0 and Q(t) =
∫ t
0
e(t−s)AHY (s)ds, with
HY = (−1ωv + F˜1(y)y + F˜2(y) · ∇y, G˜1(yΓ)yΓ + G˜2(yΓ) · ∇ΓyΓ),
which is uniformly bounded in L2(0, T ;H1). Obviously P is a fixed element in
L2(0, T ;H1), and by the analyticity of the semigroup (etA)t≥0 and [9, Theorem
2.3] we get that Q lies in a bounded set of E1 which is a relatively compact set
in L2(0, T ;H1). This completes the proof of the compactness of N . Show the
boundedness of the range of N . Theorem 4.4 shows that there exists C > 0 such
that
‖v(Y )‖L2(ωT ) ≤ C. (64)
Energy estimate (9) and this last inequality show that
‖N (Y )‖L2(0,T ;H1) ≤ C,
where the constant C depends only on the Lipschitz constants LF , LG and the
initial data Y0, but independent on Y .  
In view of results of Lemma 5.1 and as a consequence of Schauder’s fixed point
theorem, we deduce the existence of a fixed point of N . Namely, we have the
following result.
Corollary 1. The nonlinear functional N admits a fixed point, and the system
(45) is approximately controllable.
We are now ready to deal with the cost of approximate controllability issue.
Consider, as in the linear case, the admissible set
Vad(0, Y1, ε, ω) ={
v ∈ L2(ωT ) : the solution Y of (45) withY0 = 0 satisfies ‖Y (T )− Y1‖L2 ≤ ε
}
,
and the cost of approximate controllability
C1(0, Y1, ε, ω) = inf
v∈Vad(0,Y1,ε,ω)
‖v‖L2(ωT ).
By using Theorem 4.4, (46) and (47) we can deduce the following result.
Theorem 5.2. For any target Y1 = (y1, yΓ,1) ∈ H2, T > 0, ε > 0, F and G
satisfying (46) and (46), one has
C1(0, Y1, ε, ω) ≤ exp
(
C
(
N1(T,LF , LG) +
1
ǫ
M1(LF , LG, Y1)
)
‖Y1‖L2 ,
where
N1(T,LF , LG) = 1 +
1
T
+ T (‖LF ‖L∞ + ‖LG‖L∞ + ‖LF ‖
2
L∞ + ‖LG‖
2
L∞)
+ ‖LF ‖
2
3
L∞ + ‖LG‖
2
3
L∞ + ‖LF ‖
2
L∞ + ‖LG‖
2
L∞
and
M1(LF , LG, Y1) = ‖LF ‖L∞ + ‖LG‖L∞ + ‖LF ‖
2
L∞ + ‖LG‖
2
L∞+
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(‖LF ‖L∞ + ‖LG‖L∞)‖Y1‖L2 + (‖LF ‖L∞ + ‖LG‖L∞ )‖Y1‖H1 + ‖Y1‖H2 .
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