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In order to analyse classical electromagnetism in a medium at finite temperature, we introduce
‘optical density operator,’ and reformulate Maxwell’s equations with the operator, starting from
the Dirac-equation-like formulation of electromagnetism. The thermal state of electromagnetic
field in the medium can be calculated from the ‘optical Dirac Hamiltonian,’ which is the effective
Hamiltonian in the Dirac-like formulation. In the thermal state, the two transverse modes (left-
handed and right-handed circularly polarisation) of electromagnetic fields exist at the same ratio.
According to the asymptotics of the thermal state, at the low temperature limit, there is correlation
between the electric field and the magnetic field. This means that there exists an electromagnetic
wave at the thermal equilibrium, and this recovers Maxwell’s classical electromagnetism. In contrast,
the correlation vanishes at the high temperature limit. This means that electromagnetic waves are
unsustainable but just independent electric fields and magnetic fields at the high temperature limit.
I. INTRODUCTION
There are many ways to represent classical electromag-
netism. One sophisticated way is to use Maxwell’s equa-
tions. Despite of the name, it was not Maxwell who pro-
vided Maxwell’s equations. In his original work in 1865,
twenty equations were used to describe electromagnetic
theory, and it was Heaviside who introduced a vector for-
mulation to simplify Maxwell’s works and gave the well-
known Maxwell’s equations in 1885 [1, 2]. The Maxwell’s
equations in a dielectric medium are
∇ ·D = 0, (1)
∇ ·B = 0, (2)
∇×E = −1
c
∂B
∂t
, (3)
∇×H = 1
c
∂D
∂t
. (4)
Here we use the Gaussian unit system. There is an-
other formulation where the electromagnetic tensor is
used. The tensor formulation is useful when it comes
to analysing relativistic electromagnetism because of its
invariance under the Lorentz transformation [3].
After Heaviside’s works, further simplifications of the
Maxwell’s equations have also been proposed. Using
Riemann-Silberstein vector is one popular approach, in
which we can reduce the four Maxwell’s equations to
two equations [4–6]. Inspired by the Riemann-Silberstein
method, Darwin came up with another approach for the
simplification. He introduced the optical analogue of the
spinor to rewrite Maxwell’s equations [7], and the rewrit-
ten equation has the same form as the Dirac equation of
a free electron. That is why it is sometimes called ‘op-
tical Dirac equation,’ and there are several attempts to
seek the wave function of a photon [8–11].
It is pointed out that the photon wave function
has nonlocal characteristics [10]; nevertheless, there are
analogies between classical electromagnetism and quan-
tum mechanics. Quantum-like calculation can be per-
formed by using this formulation in free space [12–14],
in inhomogeneous anisotropic media, and in media with
the presence of magneto-electric coupling [15, 16]. Berry
phase effect associated with the optical Dirac Hamilto-
nian has also been studied [17–21]. In some literatures,
dispersion correction has also been taken into account.
To do so, the group permittivity and permeability are
used in some works [22–24], while the simultaneous equa-
tions of the field equation and the equation of electrons
motions are considered in other literatures, where the
dissipation in the materials can also be calculated by the
perturbation method [25–29].
Starting from the Dirac-like reformulation of classical
electromagnetism, we introduce the concept of ‘optical
density operator’ in order to analyse electromagnetic phe-
nomena at finite temperature. This paper is organised as
following. In Sec. II, beginning with the optical Dirac
equation, we introduce the optical analogue of the den-
sity operator in order to take the concept of tempera-
ture into account in classical electromagnetism. We also
derive the ‘optical Liouville-Neumann equation,’ which
is the dynamical equation of the optical density opera-
tor. In Sec. III, the diagonalisation of the optical Dirac
Hamiltonian is shown, where we decompose the 6×6 op-
tical Dirac Hamiltonian into a 2 × 2 matrix and a 3 × 3
matrix. In Sec. IV, we find the thermal state of elec-
tromagnetic field and analyse its asymptotic behaviour.
The conclusion is drawn in Sec. V.
II. AN OPTICAL DENSITY OPERATOR
We briefly review how to get the optical Dirac equa-
tion from the four Maxwell’s equations (1)–(4). We can
regard (1) and (2) as a set of boundary conditions for
the electromagnetic field, while (3) and (4) are responsi-
ble for the dynamics of the field. By defining ‘the optical
2spinor’
|ψ〉 ≡
√
g
2
(√
µH√
εE
)
, (5)
where g = (4pi)−1 is a Gaussian unit coefficient, we can
rewrite the two dynamical equations, (3) and (4), in the
Dirac-like form.
H |ψ〉 = i ∂
∂t
|ψ〉 ,H =
(
0 −iv∇×
iv∇× 0
)
. (6)
(6) is what we call ‘optical Dirac equation’ [13, 21]
because of the similarity to the Dirac equation of a free
electron. v = c/n is the speed of light in the medium
with a refractive index of n =
√
εµ. The ‘optical Dirac
Hamiltonian’ H is a hermitian operator. Here, we have
assumed linear constitutive equations,{
D = εE,
B = µH ,
(7)
where ε and µ are the permittivity and the permeability
in the medium, respectively. The optical Dirac equation
for a monochromatic field, which has a time harmonic
dependence exp(−iωt), is
H |ψω〉 = ω |ψω〉 . (8)
We normalise the optical spinor so that
〈ψ |ψ〉 =
∫
dr3
g
2
(
ε|E|2 + µ|H |2) = 1. (9)
This implies that the mean value of the Hamiltonian is
the energy of the field with ~ = 1. Since our optical Dirac
Hamiltonian is a hermitian operator, the eigenfunctions
|ψω〉 form an orthonormal basis (〈ψω′ |ψω〉 = δ(ω − ω′)).
We can construct our ‘optical density operator’ with
the optical spinor and its Hermitian conjugate.
ρ ≡ |ψ〉 〈ψ| = g
2
(
µHH† nHE†
nEH† εEE†
)
. (10)
The diagonal elements of this density operator are the
spectral coherence matrices, which are commonly used
to analyse the polarisation or the coherence of light in
the nonparaxial regime [30–32]. On the other hand, the
offdiagonal elements are the correlation matrices, which
represent the correlation between the electric field and
the magnetic field. Note that the trace of the density
operator is normalised to unity
tr (ρ) = tr (|ψ〉 〈ψ|) = 1. (11)
Simply taking the time derivative of the density oper-
ator (10) and using (6), we can derive the time evolution
equation of the density operator,
∂ρ
∂t
= i [ρ,H] , (12)
which we call the optical Liouville-Neumann equation be-
cause of the similarity to the Liouville-Neumann equation
in quantum mechanics. Here, [ ◦ , • ] is the commuta-
tion relation. This optical Liouville-Neumann equation
is a natural extension of Maxwell’s equations, which we
can use to calculate partially coherent light. That is, we
can deal not only with coherent superposition but also
with incoherent mixture.
III. DIAGONALISATION OF THE OPTICAL
DIRAC HAMILTONIAN
We can decompose the Hamiltonian
H =
(
0 −iv∇×
iv∇× 0
)
= σˆy ⊗ v∇× = σˆy ⊗ (−ivτ · ∇),
and use the momentum representation
Hk = σˆy ⊗ (vτ · k). (13)
This Hamiltonian is a matrix which acts on C2 ⊗ C3.
Here, we use one of Pauli matrices
σˆy =
(
0 −i
i 0
)
,
and τ = (τx, τy, τz)
⊤ vector whose elements are spin-1
matrices [33]
τx =

0 0 00 0 −i
0 i 0

 , τy =

 0 0 i0 0 0
−i 0 0

 , τz =

0 −i 0i 0 0
0 0 0

 ,
(14)
in order to represent the vector product in matrix form
as in the literatures [13, 14, 34].
We consider the following two eigenvalue problems to
diagonaliseHk. Firstly, for the operator σˆy acting on C2,
σˆyd± = ±d±, (15)
where the eigenvectors are
d± =
1√
2
(
1
±i
)
. (16)
These two vectors form a basis of C2. Secondly, for the
operator (vτ · k) on C3, we have{
(vτ · k)e0(k) = 0,
(vτ · k)e±(k) = ±vke±(k), (17)
where k = |k| is the absolute value of the wavevector.
The corresponding eigenvectors are

e0(k) =
k
k
,
e±(k) =
k × k × uz
2k2
± ik× uz
2k
.
(18)
3The subscripts, ‘0’ and ‘±’, label the longitudinal mode
and the two transverse modes, respectively. ‘+’ and ‘−’
are the left-handed and the right-handed circularly po-
larised modes. Note that these three vectors form a basis
since they are orthogonal of C2 to each other because of
the hermiticity of vτ · k.
We can get the six eigenvalues of the Hamiltonian Hk
by pairing up the eigenvalues of σy with that of vτ · k,
and can obtain the six corresponding eigenvectors of the
Hamiltonian Hk by combining the corresponding eigen-
vectors. The eigenvalue equation of the Hamiltonian is
Hk |ψj(k)〉 = Ωj |ψj(k)〉 , (19)
and the index j, the label pair (α, β), the eigenvector
|ψj〉, and the eigenvalue Ωj are summarised in TABLE I.
We can use the unitary matrix which have these eigen-
TABLE I. Eigenvalues, eigenvectors
j (α, β) Eigenvector |ψj〉 Eigenvalue Ωj
0 (+, 0) d+ ⊗ e0 0
1 (−, 0) d
−
⊗ e0 0
2 (+,+) d+ ⊗ e+ +vk
3 (−,−) d
−
⊗ e
−
+vk
4 (+,−) d+ ⊗ e− −vk
5 (−,+) d
−
⊗ e+ −vk
vectors in the components:
P =
(
|ψ0〉 |ψ1〉 |ψ2〉 |ψ3〉 |ψ4〉 |ψ5〉
)
, (20)
and its hermitian conjugate
P† =


〈ψ0|
〈ψ1|
〈ψ2|
〈ψ3|
〈ψ4|
〈ψ5|


(21)
for the diagonalisation of the Hamiltonian Hk. We can
write HkP = PN , and complete the diagonalisation
P†HkP = N , (22)
N = diag(Ω0,Ω1,Ω2,Ω3,Ω4,Ω5). (23)
IV. THERMAL STATE
We can consider so-called the thermal state of an elec-
tromagnetic field, which is a steady state solution to the
optical Liouville-Neumann equation (12). The thermal
state is defined by
ρthem =
e−βHk
tr (e−βHk)
. (24)
Here, β = (kBT )
−1 is the inversion temperature of the
medium where the field lives. Indeed, we can easily con-
firm that this is the steady state solution, since the den-
sity matrix of the thermal state and the Hamiltonian are
commutable
(
0 = i
[
ρthem,Hk
])
.
To get the explicit expression of the thermal state, we
need to evaluate
e−βHk =
∞∑
m=0
1
m!
(−β)m (Hk)m . (25)
Since we have already diagonalised the Hamiltonian, we
can easily get
(Hk)m = PNmP†
=
5∑
j=0
|ψj〉 (Ωj)m 〈ψj | =
5∑
j=0
(Ωj)
m |ψj〉 〈ψj | . (26)
Therefore, we can evaluate the trace
tr
(
e−βHk
)
= tr
[
∞∑
m=0
1
m!
(−β)m (Hk)m
]
=
∞∑
m=0
1
m!
(−β)m
5∑
j=2
(Ωj)
m tr (|ψj〉 〈ψj |)
=
5∑
j=2
∞∑
m=0
1
m!
(−βΩj)m =
5∑
j=2
e−βΩj (27)
= e−βvk + e−βvk + eβvk + eβvk
= 4 cosh(βvk), (28)
and the numerator
5∑
j=0
∞∑
m=0
1
m!
(−β)m(Ωj)m |ψj〉 〈ψj |
=
(
e−βvkd+d
†
+ + e
βvk
d−d
†
−
)
⊗ e+e†+
+
(
eβvkd+d
†
+ + e
−βvk
d−d
†
−
)
⊗ e−e†−
=
1
2
{
e−βvk
(
1 −i
i 1
)
+ eβvk
(
1 i
−i 1
)}
⊗ e+e†+
+
1
2
{
eβvk
(
1 −i
i 1
)
+ e−βvk
(
1 i
−i 1
)}
⊗ e−e†−
= R(−iβvk)⊗ e+e†+ +R(iβvk)⊗ e−e†−. (29)
Note that j = 0, 1 terms do not contribute because the
eigenvalues, Ω0 and Ω1, are zero. R(θ) is the rotation
matrix acting on C2.
R(θ) =
(
cos θ − sin θ
sin θ cos θ
)
. (30)
Finally, we can obtain the representation of the thermal
state of an electromagnetic field at the inversion temper-
4ature β
ρthem =
1
4 cosh(βvk)
×(
R(−iβvk)⊗ e+e†+ +R(iβvk)⊗ e−e†−
)
. (31)
As we have already seen, we can decompose the density
operator into a matrix acting on C2 and a matrix act-
ing on C3. The offdiagonal elements of the matrix on C2
represent the correlation (coherence) between the electric
field and the magnetic field. All of their absolute values
are same. In FIG. 1, the temperature dependence of the
coherence is plotted. As the temperature rises from the
low temperature limit, the coherence decreases, and com-
pletely vanishes at the high temperature limit. We check
FIG. 1. Temperature dependence of the correlation (coher-
ence) between the electric field and the magnetic field. The
coherence is represented by one of the absolute values of the
offdiagonal elements of the 2×2 matrix R(iξ), which consists
the optical density operator. Note that both of the absorute
values of the offdiagonal elements are same. At the low tem-
perature limit (β → ∞), the correlation sustains, while van-
ishes at the high temperature limit (β → 0).
the asymptotics of the density matrix finally. At the low
temperature limit (β → ∞), we have tanh(βvk) → 1,
and thus the coherence sustains.
ρthem →
1
4
(
1 i
−i 1
)
⊗ e+e†+ +
1
4
(
1 −i
i 1
)
⊗ e−e†−. (32)
Here, we have the coherence factor i in the offdiagonal
elements of the 2 × 2 matrix in (32). This factor result
from the fact that electromagnetic waves with a wavevec-
tor of k survive at the low temperature limit. There is
the imaginary unit factor in the relationship between the
electric field and the magnetic field of a single circularly-
polarised electromagnetic wave (H± ∝ −iE±). That is
where the coherence factor i comes from. In contrast, at
the high temperature limit (β → 0), we lost the coher-
ence.
ρthem →
1
4
1l2 ⊗ e+e†+ +
1
4
1l2 ⊗ e−e†−. (33)
1l2 is the identity matrix acting on C
2. Contrary to the
low temperature limit, the offdiagonal elements of the
2 × 2 matrix are zero. This means that there is no cor-
relation between the electric field and the magnetic field,
and thus no electromagnetic waves can survive but the
electric field and the magnetic field exist independently.
In other words, the electric field and the magnetic field
are decoupled from each other. This is the loss of co-
herence of electromagnetic field at the high temperature
limit.
V. CONCLUSION
In order to approach electromagnetic phenomena at fi-
nite temperature, we introduced the optical density oper-
ator which is constructed of the optical spinor (the wave
function of an electromagnetic field) in this paper. We
revealed how the electromagnetic vector field behaves, fo-
cusing on the coherence of the field in the thermal equi-
librium at finite temperature.
Starting from Dirac-equation-like reformulation of
electromagnetism, we derived the evolution equation
of the density operator. Since the evolution equation
has the same form as the Liouville-Neumann equation
in quantum mechanics, we call it ‘optical Liouville-
Neumann equation.’ We also found the existence of the
thermal state which is a steady state solution to the op-
tical Liouville-Neumann equation.
The thermal state is the incoherent mixture of the left-
handed mode and the right-handed mode with the equal
weight. According to the asymptotic analysis of the ther-
mal state, we found that the electromagnetic field can
keep its coherence at the low temperature limit (β →∞).
In contrast, the field loses its coherence at high tempera-
ture limit (β → 0), and there is no longer electromagnetic
waves but independent electric fields and magnetic fields.
This work opens the door to a possibility of the analysis
of electromagnetic phenomena at finite temperature in
the framework of classical electromagnetism.
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