Transient oscillations in the network activity upon sensory stimulation have been reported in different sensory areas. These evoked oscillations are the generic response of networks of excitatory and inhibitory neurons (EI -networks) to a transient external input. Recently, it has been shown that this resonance property of EI -networks can be exploited for communication in modular neuronal networks by enabling the transmission of sequences of synchronous spike volleys ('pulse packets'), despite the sparse and weak connectivity between the modules. The condition for successful transmission is that the pulse packet (PP) intervals match the period of the modules' resonance frequency. Hence, the mechanism was termed communication through resonance (CTR). This mechanism has three sever constraints, though. First, it needs periodic trains of PPs, whereas single PPs fail to propagate. Second, the inter-PP interval needs to match the network resonance. Third, transmission is very slow, because in each module, the network resonance needs to build-up over multiple oscillation cycles. Here, we show that, by adding appropriate feedback connections to the network, the CTR mechanism can be improved and the aforementioned constraints relaxed. Specifically, we show that adding feedback connections between two upstream modules, called the resonance pair, in an otherwise feedforward modular network can support successful propagation of a single PP throughout the entire network. The key condition for successful transmission is that the sum of the forward and backward delays in the resonance pair matches the resonance frequency of the network modules. The transmission is much faster, by more than a factor of two, than in the original CTR mechanism. Moreover, it distinctly lowers the threshold for successful communication by synchronous spiking in modular networks of weakly coupled networks. Thus, our results suggest a new functional role of bidirectional connectivity for the communication in cortical area networks.
(pulse packets) which can be quantified by the number of spikes in the volley 23 (α = 50 − 100 spikes) and their temporal dispersion (σ ≈ 1 − 10 ms), measuring the 24 degree of synchronization of the spiking activity in the volley [18, 20] . Several studies 25 have demonstrated that the downstream effect of a pulse packet depends both on α and 26 σ (see [7] for a review). Note that a pulse packet by itself does not carry any 27 information; rather, the information resides in the combination of neurons participating 28 in the spike volley, both in the sender and receiver networks [21] . and feedback delays between the resonance pair matches the period of the resonance of 87 the EI -networks. In the FFN with a resonance pair, the incoming single pulse packet 88 initiated a periodic pulse packet train with appropriate timing (determined by the 89 resonance frequency of the EI -networks), which was reliably transmitted through the 90 remainder of the layered network of EI -networks. We found that the build-up of the 91 network resonance was much faster in networks with a resonance pair: embedding a 92 single resonance pair in a feedforward network increased the speed of CTR-based 93 transmission by a factor of 2. Using numerical simulations, we identified conditions 94 (strength, number and delay of the bidirectional connections) that ensured a stable 95 transmission of the activity, without destabilizing the activity dynamics within the 96 individual EI -networks in the layered network. We hypothesize that, since bidirectional 97 connections between cortical areas are quite ubiquitous (e.g. [25] [26] [27] [28] [29] [30] ), such 98 bidirectionally connected areas may provide good broadcasters of information in the 99 brain at intermediate and large scales. dynamics of the neuron's membrane potential were described by:
where V m denotes the membrane potential, C m the membrane capacitance, G leak the 105 membrane leak conductance, and I syn the total synaptic input current. When the 106 membrane voltage reached the threshold of V th = −54 ms, a spike was emitted and the 107 potential was reset and clamped to V reset = −70 mV for a refractory period 108 (t ref = 2 ms). To avoid a transient network synchrony at the beginning of the simulation, 109 the initial membrane voltage of neurons was drawn from a normal distribution (mean: 110 −70; standard deviation: 3 mV). The neuron model parameters are listed in Table 1 .
111
Synaptic inputs were introduced by a transient change in the synaptic conductance 112 G syn :
in which E syn denotes the synaptic reversal potential. Conductance changes were 114 modeled as alpha functions:
where τ syn is the synaptic time constant. The synapse model parameters are listed in 116 Table 2 . Synaptic transmission delays were set to 1.5 ms for within-layer connections; 117 whereas inter-layer transmission delays were systematically varied as one of the key 118 parameters in our study (as mentioned in the corresponding Figure captions) . 119 Network connectivity 120 The network consisted of 10 layers, each one comprising 200 excitatory and 50 121 inhibitory neurons in the form of an EI -network ( Figure 1) . The connectivity within 122 the layers (EI -networks) was chosen to be random with a fixed connection probability 123 of 0.2 for all types of connections. For the inter-layer connectivity, we assumed that only 124 the excitatory neurons from one layer EI -network projected to the excitatory neurons in 125 the following layer EI -network. From each layer, 70 randomly selected neurons 126 projected to the next layer with connection probability of = 0.2. Thus, each neuron in a 127 layer received on average 40 excitatory inputs from neurons within the layer network 128 and 14 excitatory inputs from neurons in the preceding layer network. Synapses from a 129 neuron onto itself were excluded, but multiple synapses between neurons were allowed. 130 Inter-layer excitatory connections were set to be as strong as within-layer excitatory to 131 excitatory connections. Further details of the model network parameters are listed in 132 The synchronous input stimulus was a single pulse packet, injected into the 142 projecting neurons in the first layer network. It consisted of a fixed number of spikes 143 (α), distributed randomly around the packet's arrival time (t n ). The time of individual 144 spikes were drawn independently from a Gaussian distribution centered around t n , with 145 a standard deviation of σ = 2 ms. In Figure 6 , the external input for the FFN was a 146 periodic train of pulse packets with inter-packet intervals of 25 ms. In Figure 6c , α was 147 a control parameter and was varied systematically. In all remaining cases we used 148 α = 20. To estimate pairwise correlations, we divided the time into bins of size ∆t = 5 ms, and 152 transformed population spike trains to spike count vectors y i (t), using a rectangular 153 kernel. The pairwise Pearson correlation coefficients were calculated as:
where E denotes the expectation value, σ the standard deviation, and barred values 155 denote the means of variables. We averaged the r ij over all pairs within a layer network 156 to obtain the average synchrony within the layer. Correlation coefficients were 157 computed from simulations with a duration of 20 sec and were averaged over 20 trials. 158
Population Fano Factor

159
To classify the population activity based on synchrony in the background activity, we 160 measured the population Fano factor (pF F ). To this end, we used spike count vectors 161 (y(t)) of all excitatory neurons in a layer network and defined the pF F as:
Network Frequency and Spectral Entropy
163
The network frequency is defined as the peak frequency of the Fourier transform of the 164 spike count vectors Y (f ). To differentiate between asynchronous, aperiodic and 165 oscillatory states of the two resonance pair networks, we measured the spectral entropy 166 of one of the two EI -networks involved. We first calculated the power spectrum 167 S(f ) = | Y (f ) | 2 and defined:
168
Because P (f ) has unit area, we treated it as if it were a probability density and 169 estimated its entropy. Our reasoning was that if a signal is periodic, all its power will be 170 concentrated in a single frequency, resulting in a zero entropy. By contrast, when the 171 signal power is uniformly distributed over all frequencies, the entropy will assume a 172 maximal value. Given that we estimated the spectrum for a fixed number of frequency 173 data points, we needed to normalize the entropy according to the number of frequency 174 bins. Because here we took the normalized power spectrum as a proxy for the 175 probability density, we refer to this measure as spectral entropy. The normalized 176 spectral entropy is then defined as:
where N is the number of frequency data points. The denominator, log 2 N is the To distinguish successful propagations of single pulse packets from failed propagations, 183 we estimated the Signal-to-Noise Ratio (SN R), measuring the ratio of the variance of 184 the averaged membrane potential of neurons in the tenth (final) layer network upon 185 pulse packet injection into the first layer network, normalized by its variance during 186 ongoing network activity:
Simulation tools 188 Network simulations were performed using the simulation tool NEST 189 (http://www.nest-initiative.org) [31, 32] , interfaced with PyNest. The differential 190 equations were integrated using fourth-order Runga-Kutta with a time step of 0.1 ms.
191
Results
192
We studied the effect of adding feedback connections between the first two layers in an 193 otherwise feedforward modular network of EI -networks on the propagation of and the excitation-inhibition ratio in the EI -networks were adjusted to set the baseline 201 activity of the networks in an asynchronous-irregular state [33, 34] , characterized by 202 highly irregular inter-spike intervals, low pairwise correlations, and weak network 203 synchrony (as depicted in Supplementary Figure S1 , see also Methods).
204
Pulse packet propagation 205 We first tested the propagation of synchronous spiking activity by stimulating the FFN 206 with a single pulse packet (α = 20 spikes, σ = 2 ms). This mimicked earlier simulation 207 experiments [15, 18, 35] , but with different FFN parameters. Given the weak projecting 208 synapses and sparse inter-layer connectivity, this weak pulse packet failed to propagate 209 along the feedforward network (Figure 2a . 216 Next, we tested the propagation of a periodic train of pulse packets, each with the 217 same characteristics as the single pulse packet described above. Consistent with 218 previous results [15] , such a periodic input successfully propagated along the feedforward 219 network using the network resonance mechanism (Figure 2e ,f, 10th layer SN R = 4.5). 220 However, while the periodic pulse packet train did indeed successfully propagate to the 221 last layer, this propagation was very slow. Thus, a distinct pulse packet response was The FFN failed to propagate a single pulse packet (a-c), whereas it did propagate a periodic train of pulse packets with the appropriate time interval between successive pulse packets (d-f). By contrast, the RPN, when stimulated with a single pulse packet, was able to propagate it successfully, provided that the inter-layer delay of the resonance pair matched the resonance period of the EI -networks involved (g-i). In the simulation experiment shown in panels (h) and (i), the loop transmission delay, defined as the sum of the forward and feedback transmission delays, was equal to the period of the pulse packet train in (e) and (f). The network structure for each column is plotted schematically in panels (a, d, g), the corresponding raster plots are shown in panels (b, e, h) for each stimulus condition. The average membrane potentials of the first two and last two layers in each of three simulation experiments are shown in panels (c, f, i), marked with layer numbers in each window, with the injected pulse packet shown in the bottom trace. Red color is used for the RPN, and blue for the FFN. Inter-pulse interval in panels (d-f) was 25 ms and the forward and backward delays in panels (g-i) were equal to 12.5 ms .
key problem associated with the CTR mechanism. The reason for this is that each layer 224 takes 2 − 3 cycles to build up strong enough oscillations of the membrane potentials in 225 the next layer neurons to generate a reliable spike response.
226
To facilitate the propagation of a single pulse packet and to increase the speed of the 227 resonance build-up in a layer of the FFN, we tested the idea of connecting the first and 228 second layers in a bidirectional manner. To implement such a connectivity, we randomly 229 selected 70 excitatory neurons from the second layer and projected them back to 70 230 randomly selected excitatory neurons in the first layer ( Figure 2g ). We made sure that 231 the 70 neurons that projected back to the first layer were different from those that bidirectional excitatory connectivity between the two layers rapidly amplified these 239 oscillations which, once sufficiently amplified, successfully propagated to all subsequent 240 layer networks (Figure 2h ,i, 10th layer SN R = 6.5)).
241
The EI balance in each layer of the network prevented it from developing sustained 242 oscillations. The oscillation duration across trials followed a gamma distribution, 243 showing that most of the oscillations survived for only some 8 − 10 cycles (Figure 3) . 244 These results show that only a small change in the overall network architecture can 245 enable propagation of a single pulse packet using CTR, without driving the system into 246 sustained oscillations. 
Inter-layer delays and connection strengths 248
The loop transmission delay and the inter-layer connection strength are two important 249 structural parameters of the resonance pair. Together, they determine whether a single 250 pulse packet can create transient oscillations and propagate the activity along the RPN. 251 To characterize the effect of these two parameters, we systematically varied each of 252 them and measured the resulting SN R in the tenth layer of the RPN (Figure 4) . First, 253 we varied both the delay and the synaptic strength of the connections between the 254 layers ( Figure 4a ). Here, we set both the delay and strength of the feedback 255 projections to be identical to those of the feedforward projections. We found that the (corresponding to the resonance frequency of 40 Hz) of each individual layer EI -network. 262 Next, we fixed the feedforward delays at 5 ms and varied the delays of the feedback 263 projections from layer 2 to layer 1. We found that in this case the feedback delay should 264 be ≈ 20 ms to enable most successful propagation ( Figure 4b) . That is, most 265 successful propagation again occurred when the loop delay (forward plus feedback delay) 266 was 25 ms, again matching the resonance frequency (40 Hz) of the individual layer 267 EI -networks.
268
To find the range of feedback and feedforward delays for which inputs could 269 propagate, we varied each of these two delays independently, while keeping the 270 inter-layer connection strength as (J ee = 0.33 nS, Figure 5 ). We found that (Figures 6a,b) . The loop delay of the 285 resonance pair in the RPN and the inter-pulse intervals in the periodic stimulation of 286 the FFN were matched the resonance period of the EI -networks in the resonance pair, 287 layers 1 and 2. We found that introducing feedback projections substantially increased 288 the SN R of the pulse packet response in the RPN as compared to that in the FFN 289 ( Figure 6c ). This meant that much weaker pulse packets could propagate in the RPN 290 than in the FFN. Thus, adding sparse EE feedback connections between only the first 291 two layers of the FFN significantly reduced the threshold (minimum value of pulse 292 packet strength α) for successful propagation throughout the entire FFN. Next, we compared the propagation velocities in the RPN and the FFN. For a fair 294 comparison of propagation speed in these two networks, we set the forward transmission 295 delays to 5 ms in both networks. Therefore, to meet the condition that the loop delay in 296 the resonance pair should match the intrinsic resonance in the participating 297 EI -networks, the feedback delay was set to 20 ms in the RPN. In the FFN, as noted 298 before, the pulse packet needed to be recreated by gradual build-up in each layer 299 successively. Hence, it took on average between 2 − 4 oscillation cycles in each layer, 300 before the pulse packet successfully reached the next layer. As shown in Figure 6d , the 301 bidirectional projections between the first two layers in the RPN sufficed to rapidly 302 amplify the network response, and, hence, there was no need to gradually build-up and 303 recreate the pulse packet in each individual layer. As a result, the transmission in the 304 RPN was much faster, by at least a factor of two, than in the FFN. These results 305 demonstrate that introducing sparse feedback projections from layer 2 to layer 1 in an 306 FFN with weak and sparse connections substantially accelerates the propagation of 307 synchronous spiking in such network, thereby alleviating a significant problem 308 associated with the mechanism of communication through resonance.
309
Network background activity 310
For stable propagation of synchronous spiking activity, it is important that the ongoing 311 activity of the network remains stable and exhibits an asynchronous-irregular state 312 without population activity oscillations [35] . In principle, the feedback projections in 313 the resonance pair could destabilize the asynchronous-irregular activity state, induce 314 spontaneous oscillations, and lead to the propagation of random fluctuations in the 315 network activity. Therefore, we measured the effect of the feedback and feedforward 316 projections on the network background activity. The strengths of feedforward and 317 feedback connections in the RPN were set to be identical. First, we systematically 318 varied the inter-layer connection strength and the rate of external (excitatory) input, 319 and measured the population activity synchrony (population Fano factor, pF F ) for the 320 10th layer of both the RPN and the FFN (Figure 7a,b) . We also compared the firing 321 rates, the irregularity of spike timing (CV ) and the pairwise correlations for three 322 different choices of these two parameters(Supplementary Figure S1) . 323 We found that for weak external inputs, the background network activity remained 324 in an asynchronous-irregular regime in both the RPN and FFN for a wide range of 325 inter-layer connection strengths (Figures 7a,b) . Likewise, for weaker inter-layer inputs and inter-layer connection strengths than in the FFN (compare Figures 7a,b) . 337 That is, while the resonance pair reduced the threshold for propagation and accelerated 338 the pulse packet propagation, it also constrained the range of network and input 339 parameters for which stable propagation could be observed.
340
To determine the degree of synchrony in the background network activity for 341 different inter-layer connection strengths and delays, we measured the population Fano 342 factor (cf. Methods) for both the RPN and FFN networks, with the input rate set to 343 8 kHz (Figures 7c,d) . These results demonstrate that the inter-layer delay plays no 344 role in inducing synchrony in the FFN background network activity (Figure 7d) . 345 However, it does render a regime for eliciting synchronous background activity in an 346 RPN (Figure 7c ). This regime existed for the range of delays that matched the 347 resonance period of the EI -networks involved, and for stronger inter-layer connections it 348 increased significantly. Therefore, the parameter values causing this synchronous regime 349 in the RPN background activity should be carefully avoided, because this regime FFN (b) , is shown as a measure of synchrony in the background network activity for different strengths of inter-layer connections (X-axis) and input rate (Y-axis). The cyan area, indicated by an asterisk, denotes a synchronous irregular regime, whereas the vast, blue area denotes the asynchronous irregular regime, with a long-tailed distribution of CV ISI and low average correlation coefficients (Supplementary Figure S1 ). Both network types transit to the synchronous irregular regime, indicated by a black square, with increasing input rate and inter-layer connection strength. However, the RPN reaches the synchronous irregular state much earlier than the FFN. The population Fano factor in the 10th layer of the RPN (c) and FFN (d), is shown for different inter-layer connection delay (X-axis) and strength (Y-axis). The input rate was set to 8 kHz for both network types. For strong enough inter-layer connections, provided their loop delay matched the resonance period of the network, sustained background activity oscillations might develop in the network and propagate to the downstream layers. Black circles in all four panels indicate the parameter settings used to investigate the pulse packet propagation in Figures 2, 3 and 6 . In panels (a) and (b), the feedforward and feedback delays were set to 5 ms, respectively. feedback connectivity between the two layers and determined the regime most suitable 360 for communication through resonance (Figure 8) . We found that an increase in either 361 the connection probabilities (Figure 8a,b) or connection strengths (Figure 8c,d Figure 8a ,b, and an example of it is marked with a black circle in all four 372 panels of Figure 8 . Both an increase in the feedback connection probability and strength increased the propensity of the network to exhibit resonance. However, when the feedback connections were too numerous or too strong, the network exhibited sustained oscillations as the network dynamics bifurcated to the synchronous irregular state. This state, represented by lower values of spectral entropy in (b) and (d), started with a population oscillation frequency of around 40 Hz, which gradually increased to 43 Hz (a, c). Note that at higher values of spectral entropy, the frequency of the oscillations was not well-defined and did not have a consistent value. Black circles in all four panels indicate the parameter set used in Figures 2, 3 and 6 for investigating the pulse packet propagation in the absence of sustained oscillations.
Discussion
374
Neuronal networks in the brain show a modular structure at multiple spatial scales.
375
Computation in the nervous system is carried by the flow of signals through a hierarchy 376 of such modules via convergent-divergent feedforward projections. Such connectivity 377 provides the network with a rich computational repertoire and forms the basis of models 378 of sensory processing systems [36] [37] [38] and deep neural network models [39] .
379
But brain networks are not purely feedforward structures. Neurons within the 380 modules are interconnected by recurrent connections and there is also an abundance of 381 feedback projections between the various modules (e.g. [25, 29] ). Each module in the 382 neocortex consists of a complex network of excitatory and inhibitory neurons, giving rise 383 to rich internal network dynamics which may affect the transmission of signals between 384 the modules. Depending on a variety of internal and external parameters [33, 34] , during which incoming signals have a higher chance of eliciting a spiking response in the 389 target module and, hence, to be transmitted along the modular hierarchy [8, 10, 15] .
390
Feedback projections are quite ubiquitous in the central nervous system [28] , and 391 their role in regulating neuronal network activity [40, 41] , brain activity 392 oscillations [42] [43] [44] , and high level brain functions such as working memory [45] , 393 vision [46, 47] , attention [48, 49] , and consciousness [50] [51] [52] is widely studied. Here, we 394 studied how feedback connections can help improve the propagation of synchronous 395 spiking activity in feedforward neuronal networks. We showed that including a pair of 396 bidirectionally connected modules into an otherwise feedforward network promotes the 397 propagation of synchronous spike volleys in the network. In our layered network model, 398 each module was a recurrent network of excitatory and inhibitory neurons, tuned to 399 operate in an asynchronous-irregular state [33, 34] . Such EI -networks in the AI state 400 have been earlier shown to exhibit a damped oscillatory population activity in response 401 to external transient stimulation [15, [53] [54] [55] . This property was exploited to support the 402 propagation of synchronous spiking activity in an FFN consisting of modular 403 EI -networks by a mechanism called communication through resonance (CTR) [15] . In 404 this mechanism, a periodic train of pulse packets, the intervals of which matched the 405 period of the damped resonance oscillation of the module networks, could propagate 406 along the feedforward network, whereas a single pulse packet could not.
407
Here, we showed that single pulse packets can propagate in the network by adding 408 feedback projections between the first two layers of the feedforward network. The possible role of feedback connections in the propagation of synchronous pulse 421 packets through modular networks has been studied before [56] . There, it was shown 422 that feedback connections increased the number of spikes in the synchronous spike 423 volley and, thereby, helped the pulse packet propagate in the feedforward network [56] . 424 That mechanism, however, operates on a much shorter time scale than the one we 425 propose here. In their model [56] , propagation was facilitated by feedback delays within 426 the temporal spread of the injected pulse packet, i.e., up to only few milliseconds. The 427 mechanism we propose here is both qualitatively and quantitatively different and is 428 based on the resonance property of the EI -networks involved in the feedforward 429 network. Here, the impact of a pulse packet on the target EI -network provides, thanks 430 to the damped resonance oscillation it evokes, a short range of specific time windows 431 with enhanced excitability and, hence, larger response to the next incoming pulse 432 packet. As a result, the reverberation of the pulse packet between the bidirectionally 433 connected layer networks in the resonance pair builds up even stronger pulse packets for 434 the downstream, feedforward layers of the network. We found that a prerequisite for 435 successful propagation of such synchronous spiking activity was that the loop 436 transmission delay in the resonance pair (forward plus feedback delay) matched the 437 resonance period of the individual layer EI -networks.
438
It has been shown before that spike signals can be transmitted along networks in the 439 brain in the form of spike rate [57] or spike synchrony [58] [59] [60] [61] . Computational studies 440 have shown that spike rate transmission requires sparse and strong synaptic connections, 441 whereas spike synchrony transmission favors weak and dense synaptic connections [7] .
442
Both these conditions are unlikely to be fulfilled in biological cortical networks, in which 443 connections are typically weak and sparse [62] . The results of our study show that the 444 presence of only a moderate degree of feedback projections between two cortical areas 445 considerably weakens the conditions for propagating synchronous spiking activity 446 through a much longer sequence of cortical areas. Since the necessary condition for 447 long-range transmission of synchronous spiking signals is the presence of feedback 448 connections only between the first two networks involved, the proposed mechanism 449 needs only low wiring cost [63] and is an economically favorable way for efficiently 450 organizing the communication between neuronal networks in the brain. The ubiquity of 451 feedback connections between cortical areas (e.g. [25] [26] [27] [28] [29] [30] ) provides a further strong 452 argument in favor of such scheme. In view of this ubiquity, we hypothesize that 453 bidirectionally connected cortical areas may provide good broadcasters of information in 454 the brain at intermediate and larger spatial scales.
455
Recent studies have suggested different functional roles of high and low frequency 456 oscillations in bottom-up and top-down signaling in cortical networks [9, 64] . It has been 457 shown that the transmission of information along the feedforward pathway from 458 peripheral sensory areas to higher areas in the cortical hierarchy is mainly carried by 459 gamma range oscillations, whereas feedback signals are mostly conveyed by alpha and/or 460 beta oscillations [9, [65] [66] [67] . These results gained support from experimental observation 461 of strongest synchronization in the gamma band in superficial cortical layers, whereas 462 synchronization in the alpha-beta band was found to be strongest in infragranular 463 layers [68] . In our network model, the baseline activity of the layer networks lacked 
Supporting information
Statistical analysis of three different background activity regimes in Figure 7 .
Distributions of CV ISI s, correlation coefficients, and firing rates for three background activity regimes of the two network structures FFN and RPN are shown in Supplementary Figure S1 . Consistent with previous Figures, red traces represent the RPN network structure, blue traces the FFN. Increasing Poisson input rate and inter-layer connection strengths from top to bottom resulted in lower mean values of the CV ISI distributions (left column), indicating more regular spike timing. Moreover, the CV ISI distributions became distinctly narrower, indicating more homogeneity among the neurons' background spiking irregularities in both network types. Neurons also showed higher correlation coefficients as the Poisson input rate and inter-layer connection strengths increased (middle column), indicating increasing synchrony among the excitatory neurons in each network type. Moreover, in the top two panels the correlation coefficient distributions of the two network types more or less overlapped, but in the bottom panel they became clearly distinct, with considerably higher background activity correlations in the RPN than in the FFN. Finally, neurons tended to fire at higher rates when exposed to higher input rates and stronger inter-layer connections, resulting in an unbalanced state (right column). Also here, the firing rate distributions of the two network types more or less overlapped in the top two panels, but in the bottom panel they became clearly distinct, with considerably higher firing rates in the RPN than in the FFN. Thus, from a spike statistics point of view, the differences between the background activities of the FFN and RPN became most obvious in the high-rate spiking regime (bottom row, marked with a square).
Raster plots for the three regimes of background network activity in both network types are also shown in Supplementary Figure S2 , in the same color code (blue for FFN, red for RPN). As is clearly visible, increasing external Poisson input rate and inter-layer connection strengths gradually shifted the background network activity from an asynchronous irregular activity state toward synchronous oscillations.
Fig S1. Distributions of CV ISI , pair-wise correlations, and firing rates of excitatory neurons in three different background firing regimes of the RPN and FFN. Distributions of CV of inter-spike intervals (left), pairwise correlations (middle), and firing rates (right) for three different sets of external input and inter-layer connection strengths. Red and blue traces denote RPN and FFN network structures, respectively. Three states are introduced in Figure 7 with corresponding markers. For weak external inputs and inter-layer connection strengths, the network in both structures exhibited asynchronous irregular activity. In this state, adding excitatory feedback connections did not affect the network activity states. However, when the network was operating in a synchronous irregular activity state (corresponding to the higher external excitatory input and stronger inter-layer synapses, bottom row, indicated with a black square) adding feedback connections resulted in increased firing rates and synchrony indices, even more so in the RPN than in the FFN (compare red and blue traces in the two right-most panels in the bottom row), while spiking became distinctly more regular in both network types (left panel). 
