Time-of-flight range imaging is typically performed with the amplitude modulated continuous wave method. This involves illuminating a scene with amplitude modulated light. Reflected light from the scene is received by the sensor with the range to the scene encoded as a phase delay of the modulation envelope. Due to the cyclic nature of phase, an ambiguity in the measured range occurs every half wavelength in distance, thereby limiting the maximum useable range of the camera. This paper proposes a procedure to resolve depth ambiguity using software post processing. First, the range data is processed to segment the scene into separate objects. The average intensity of each object can then be used to determine which pixels are beyond the non-ambiguous range. The results demonstrate that depth ambiguity can be resolved for various scenes using only the available depth and intensity information. This proposed method reduces the sensitivity to objects with very high and very low reflectance, normally a key problem with basic threshold approaches.
INTRODUCTION
Over the last few years interest in range imaging cameras based on the time-of-flight (TOF) principle has been growing. Recent developments have improved power consumption, image resolution, precision and accuracy of these cameras. One of the unique features of this technology is that it produces both an intensity and full-field depth image simultaneously at video frame rates.
Commercial range imaging cameras use infrared LEDs to actively illuminate the field of view with amplitude modulated light. When light is reflected back from objects in the scene, the phase of the modulation envelope of the reflected light is proportional to the distance travelled. To accurately convert the phase information to depth, four samples are typically taken, C 1 to C 4 , which are each phase shifted by 90 degrees. The active amplitude A and phase for each pixel in the sensor array is given by 
The intensity image is similar to what you would expect from a traditional camera and is shown in figure 1 (a). This image is in grayscale and records the infrared response of the scene as most of the background light has been removed through internal processing and an external filter.
The phase information is directly related to the radial distance r to objects in the scene and can be converted to a depth image shown in figure 1 (b) by
where c is the speed of light and f m is the modulation frequency of the camera.
One of the main limitations intrinsic to this technology is the occurrence of ambiguity in the resultant range image. This is a fundamental problem that must be solved for many applications that do not have a controlled scene. Range ambiguity occurs when the camera is used to measure distances beyond half the modulation wavelength, typically at 3 to 10 m. Due to the cyclic nature of phase, as soon as 360 degrees is reached, the phase wraps back to 0 degrees. Because depth is calculated from this wrapped phase, the result is a wrapped depth image.
The larger the modulation frequency of the camera, the shorter the wavelength of the modulation envelope is, and the shorter the non-ambiguous range becomes. One simple approach to increase the ambiguity distance is to decrease the modulation frequency. Unfortunately, as modulation frequency is decreased, measurement uncertainty is increased, reducing the precision of the measured depth 2 .
To illustrate this wrap around effect, imagine an object 7 m in front of the camera. If we use a camera modulated at 30 MHz, the non-ambiguous depth within the scene is limited to 5 m. In this case, the object's true depth at 7 m is wrapped around after 5 m, and appears to be at 2 m. Figure 1 . A typical office scene captured using the SR4000 in both intensity (a) and depth (b). Because this scene extends beyond the non-ambiguous range of the camera, the depth is wrapped. For reference, a digital photograph of the scene is shown in (c).
The aim of this paper is to explore how well ambiguity can be resolved using only the information supplied in a standard capture, namely, to estimate unwrapped depth using only the wrapped depth and intensity images. This has the advantage of requiring no additional capture time, and can be used with any existing commercially available range imaging camera. This solution is intended to be used for navigation of a mobile robot from range imaging data.
In this paper, captures have been made with two commercially available range imaging cameras. The first camera is the Mesa Imaging SR4000 (Zurich, Switzerland). This camera has a resolution of 176 by 144 pixels and was used for the majority of range images in this paper. The second camera used is the Canesta XZ422 (Sunnyvale, CA, USA). This has a resolution of 160 by 120 pixels and was used to capture the images in figure 12.
In section 2 we outline various methods currently used to resolve depth ambiguity. Our proposed method is described step by step in section 3. The performance and reliability of this method is then evaluated and compared to both basic intensity thresholding and a multiple frequency method of resolving ambiguity in section 4. Section 5 presents our conclusions and describes possible future work.
RESOLVING AMBIGUITY

Multiple Frequencies
Previous research at the University of Waikato investigated the simultaneous use of multiple modulation frequencies to extend the non-ambiguous range 3 . This method superposes two different modulation frequencies within a single capture, requiring just 1 additional sample (for a total of 5 samples) to resolve the range images at both frequencies. Experiments showed that this can give an accurate and precise depth measurement with only a small cost in capture time 3 . Unfortunately this solution uses specialized hardware and is not supported by commercially available range imaging cameras. For this reason, another approach has been sought that can be applied to the current camera technology.
One possible method to extend the non-ambiguous range is to use multiple modulation frequencies consecutively. In this case two captures are made, one after another, at different modulation frequencies so that each has a different nonambiguous range. The depth measurements from both captures can then be compared to find the correct depth that will be common to both. This method is able to extend the non-ambiguous range to the product of the two individual ranges. Using this approach requires a total of eight samples and therefore twice the capture time for a single depth measurement. This reduces the frame rate of the camera and increases the amount of motion blur in the final capture.
Phase unwrapping
The range imaging ambiguity problem is essentially a phase unwrapping problem, however range data may involve abrupt changes in depth for which traditional phase unwrapping algorithms are not well suited. Two classes of methods are available for two dimensional phase unwrapping: path following methods and minimum norm methods.
Range image data from a TOF camera has been tested using the Goldstein 2D branch cut method 4 . This showed that while the method sometimes failed, a general improvement could be made. The main limitation with phase unwrapping techniques is the cost required to compute them. This makes them unsuitable for processing data in real time.
Intensity threshold
As range imaging cameras rely on active illumination, the active intensity of each pixel gives an initial estimate of its depth (the closer an object, the brighter it appears). This relationship is shown in figure 2 (a) and occurs because intensity drops at a rate of distance squared for a surface with Lambertian reflectance 5 . This is a well known concept and it has been suggested that the intensity measurement can therefore be used to help resolve depth ambiguity 6 .
If this ideal relationship was observed with a range imaging camera, we would get the result shown in figure 2 (b). In this figure we have wrapped the measured depth using a non-ambiguous range of 5 m. Any objects with a true depth within the non-ambiguous range (0 -5 m) have their depth recorded correctly and are said to be in the first ambiguity bracket. Objects in the second ambiguity bracket (5 -10 m) have their depth wrapped once, while objects in the third ambiguity bracket (10 -15 m) have their depth wrapped twice. In reality, the intensity I of each pixel is dependent on many factors, including depth, reflectivity and surface orientation 7 and is given by
where is pixel reflectance, n is the surface normal, l is a unit vector from the camera light source and r is the depth to the pixel. This intensity value is equivalent to the amplitude calculated in equation 1. When all these factors are in effect, the resulting relationship of depth versus intensity of a typical scene is shown in figure 3 . Here, the inverse square law is still quite apparent however the effects of reflectance and surface normal direction obscure its effect to a marked degree. This relationship has been demonstrated to help extend the range of a SR3000 range imaging camera 8 . The algorithm first normalized the intensity image for the camera optics and light source. A constant threshold was then applied to the entire image on a pixel by pixel basis to determine which pixels were beyond the first ambiguity bracket. If the intensity of the pixel was below the threshold value, the pixel had a value equal to the non-ambiguous range added to its depth. This approach is able to increase the effective range of the camera however it is very sensitive to the reflectance of objects which can cause the depth to be unwrapped incorrectly.
METHOD
Our proposed method aims to expand on the intensity threshold concept to form a more intelligent and robust way to classify pixels that lie beyond the first ambiguity bracket. The key focus of the method is to be able to resolve ambiguity in the presence of variations in an object's reflective properties.
In our algorithm, we segment the scene by detecting edges in the depth image. These edges are further processed to form completely closed groups that outline different objects in the scene. The average intensity of each group can then be used to decide whether each object is within the first ambiguity bracket or not, eliminating the effect of local variations in intensity. This enables objects that would normally be broken into pieces because of changes in material, color, texture etc to be classified correctly. In addition, multiple objects that are connected together, such as objects on a table, can be grouped together and their overall average intensity used to classify the entire group more robustly. The individual steps to achieve this are outlined in the algorithm below.
Edge detection
The initial step required to segment different objects in the scene is to detect the edges in the range image. When detecting edges from intensity data, edges can be caused by abrupt changes in color, depth, texture and surface reflectance. Edge detection from range images is much more powerful for segmenting objects because edges are known to only correspond to changes in depth.
To detect edges, the first step was to calculate the gradient of the depth image. This gradient image gives an indication of the magnitude of the edges in the scene. There are many possible ways to calculate this, and the external morphological half gradient was used. The external gradient is found by calculating the dilation of the depth map, shown in figure 4 (a) and subtracting the original depth image from it. This results in a very fast technique that selects the edge pixels which are closest to the camera, preferentially selecting edge pixels that are beyond the first ambiguity bracket. The gradient image is shown in figure 4 (b) where the dark lines represent areas with a large change in depth.
In order to convert this information into a more useable form, the gradient image is thresholded to produce a mask of all edges over a certain magnitude. It was found that the threshold value could be set anywhere from 20 cm to 100 cm with little change in results, however 40 cm was found to be good value to minimize false groupings. This mask, shown in figure 4 (c) is a binary image that shows the borders between separate objects. Any gaps in the borders however will cause two otherwise separate objects to join. To stop this from happening, an edge linking technique needs to be used.
Dilation of depth image (a)
Gradient image (b) Edge mask (c) Figure 4 . Image (a) shows the dilation of the depth image from figure 1. This is used to calculate the gradient image (b) which gives an indication of edge strength in the scene. The edge mask (c) indicates which pixels are large enough to be considered edges.
Edge linking
The purpose of edge linking is to bridge any gaps in the edge mask. These breaks can either be formed from discontinuities in the range image itself, or from a poorly chosen edge detection threshold. The edge linking algorithm designed for this algorithm was based on the watershed transform. The watershed transform often over segments an image. To overcome this weakness, it is often used with pre-processed data or images with added markers.
To perform the edge linking stage, a morphological distance transform was taken from the edge mask. This function sets the value of each pixel to the Euclidean distance from the closest edge pixel. The complement of this image was then taken to form an artificial image to use in the watershed transform, shown in figure 5 (a) . The watershed transform, based on the Fernand Meyer algorithm 9 , was applied to produce the image in figure 5 (b) . This result is similar to the original edge mask, except there are now complete edges that form distinctly separate groups. Each of these groups is intended to follow the outline of an object, or a section of an object.
Distance transform (a)
Watershed transform (b) Figure 5 . The distance transform (a) shows the distance of each pixel to the nearest edge in the edge mask from figure 4. This serves as an artificial image for the watershed transform (b) to form distinctly separate groups.
Group reduction
Despite using the artificially created image in the previous stage, the result is still over segmented. To help mitigate this effect, a technique to join some of the groups was developed.
The average depth from each group from the watershed transform was calculated and used to form a depth mosaic image shown in figure 6 (a) . In order to analyze how similar each group was to its neighbors, some measure of the edge strength between groups was required. The morphological gradient of this image was calculated by taking the difference between the dilation and erosion of the image. The result is shown in figure 6 (b) , where the areas of homogenous depth are shown in white, and the edge strength of each border is shown in shades of gray.
This border strength image is thresholded with a global constant to only select borders above a certain strength. The threshold value chosen here was the same as used in section 3.2. This has the effect of joining many of the groups that the watershed algorithm erroneously split into multiple groups. The remaining groups are shown in figure 6 (c) where it contains a smaller number of groups than the original watershed transform.
Depth mosaic image (a) Border strength image (b) Simplified group mask (c) Figure 6 . The depth mosaic image (a) was found by averaging the depth of each group found in figure 5 . The difference in depth between adjacent groups was calculated in (b). This border strength image was thresholded to create the simplified group mask (c).
Group analysis and intensity threshold
To actually unwrap the depth map, any pixels beyond the first ambiguity bracket needed to be identified. This was done on a group by group basis. Any group with an average intensity below this threshold would be labeled as belonging to the second ambiguity bracket. This threshold was chosen manually for each scene.
To perform the threshold, the intensity of each pixel was first normalized by multiplying the intensity by its distance squared. This was required to compensate for the drop in active light intensity with depth, as explained in section 2.3, allowing a constant threshold to be applied. In the case of the SR4000, the CONV_GRAY function provided by the manufacturer was used to perform this adjustment. This setting normalizes the image for distance and corrects the data for the non-uniform illumination of its light source. This adjusted intensity value can be used to create an intensity mosaic image shown in figure 7 (a). In this image the value of each pixel is set to the average intensity of its group.
Figure 7 (b) shows the results of applying a constant threshold to the intensity mosaic image. Any objects with an average intensity below the threshold level are deemed to belong to the second ambiguity bracket and are shown in black. The image in figure 7 (c) shows a confidence map generated by taking the absolute difference between each group's intensity and the threshold value. The darker the group, the less confident the decision made about its depth. This image has been scaled to assist viewing but can otherwise be used to indicate the confidence with which each group has been classified.
Intensity mosaic image (a)
Ambiguity mask (b) Confidence Image (c) Figure 7 . The intensity mosaic image (a) is found by averaging the intensity for each group. This is thresholded to find pixels in the second ambiguity bracket (b). The confidence of this decision can easily be computed and is shown in (c).
Phase unwrapping and final processing
To unwrap the ambiguous data marked above, a value equal to the non-ambiguous range is added to these pixels. This process unwraps the depth shown in figure 8 (a) to that of figure 8 (b). Because of the edge linking technique, the original edges have not been completely preserved. This manifests itself as the line of mislabeled pixels across the border of the ambiguity mask. To correct these artifacts, a final stage of post processing is used.
To detect the remaining pixels that were not adjusted, a bottom hat filter is used. This finds the difference between the closing of the image and the original image itself, extracting any dark pixels in regions of bright pixels. In a range image, these isolated dark pixels correspond to pixels in front of their neighbors. The bottom hat image is thresholded to detect any isolated pixels with more than 4 m variation. Using this image as a mask, the pixels have a distance equal to the non-ambiguous range added to them, correcting their depth.
This step is then repeated using a top hat filter to extract any bright pixels in regions of dark. These isolated bright pixels correspond to pixels that have been labeled as belonging to the second ambiguity bracket, while they should have been in the first bracket. The result of this process is shown in figure 8 (c) where the depth map has corrected all stray values.
Wrapped depth image (a) Unwrapped depth (b)
Final processed output (c) Figure 8 . The wrapped depth in (a) is unwrapped in (b) using the proposed algorithm described in this method. Some final processing using top hat and bottom hat filters clean up outlying pixels to produce the final depth map (c).
RESULTS AND DISCUSSION
To test our algorithm, a variety of office and laboratory scenes were captured that were typical of our intended application of navigating a mobile robot from range imaging data. These scenes were unwrapped using our method and a basic intensity threshold technique. The performance of the algorithm was then compared with an alternative multiple frequency approach.
Proposed method versus basic intensity threshold
When compared to the basic intensity threshold approach there are some key advantages and disadvantages to consider. Figure 8 shows the results of unwrapping depth using both the basic intensity threshold approach and the proposed grouping algorithm. The first two columns show the raw data captured with the camera. The third column shows the unwrapped depth using the basic intensity threshold approach, and the fourth column shows the unwrapped depth using the proposed grouping method.
In both scenes, the basic intensity thresholding technique has mislabeled some of the pixels. Objects within the first ambiguity bracket with low reflectance have intensities below the threshold value, and are subsequently unwrapped into the second bracket. The equivalent problem occurs with high reflectance objects that are in the second ambiguity bracket. Because the wall is almost square-on to the camera, it reflects the light very well and has been set to the first ambiguity bracket using this basic approach.
By thresholding each pixel against the average intensity of its group, the proposed algorithm is much less sensitive to local variations in reflectance. In both of these scenes the dark pixels in the foreground and light pixels in the background have been correctly unwrapped using the proposed grouping method. One exception is illustrated by the computer monitor near the center of the first scene in figure 9 . Here the computer monitor was not grouped with the rest of the table, and because the entire monitor has a very low reflectance, it was incorrectly unwrapped into the second ambiguity bracket.
1)
2)
Intensity image (a) Depth image (b) Basic thresholding (c) Proposed method (d) Figure 9 . Two typical scenes that contain wrapped depth are shown. Columns 1 and 2 show the raw data captured, while columns 3 and 4 show the unwrapped depth images using the basic intensity threshold and the proposed grouping algorithm.
One major drawback of the proposed grouping method is the amount of time it takes to run the algorithm. Basic intensity thresholding on a per pixel basis is very quick and can be run at the frame rate that the camera is operating (20 to 30 fps). The grouping algorithm however was only able to process data at a rate of 5.9 fps. This was achieved on a 2.4 GHz quad core Pentium 4 processor with 4 GB of RAM running MATLAB 2008a. No effort was made to optimize the processing speed.
In order to group pixels into an object, we made the necessary assumption that connected pixels at similar depths belong within the same ambiguity bracket. This enables pixels to be joined, irrespective of their intensity (and therefore reflectance). This assumption is not strictly correct however as two objects that are separated by a distance equal to the non-ambiguous range will also appear to be at identical depths. This can cause the algorithm to form incorrect groups and is a major limitation with the proposed grouping approach. 
Surface normals
Before objects are thresholded, the intensity is normalized for both the drop of intensity with depth, see section 2.3, and the characteristics of the lens and light source. At this stage it would also be useful to normalize the data for the shape of its surface, eliminating one more source of variation in the intensity. Surface normals have been previously shown to provide useful information in a similar application to improve the accuracy of range images 7 . In our research two techniques were used to calculate surface normals: the cross product of two tangent vectors and least squares plane fitting. The results from these two methods were processed using morphological operators to reduce the effect that object edges have on the calculations.
In order to improve the thresholding results, objects with a large angle of incidence to the incoming light need to have their intensity increased more than an object with a small angle of incidence. When this step was implemented however, it was found that more distant objects tended to have their surface normals over-estimated. One possible explanation is the increase in spatial variation of pixels as the pixel sampling area increases with distance. This had the opposite of the desired effect, increasing the brightness of objects further away, making the thresholding problem more difficult. For this reason the surface normals were not calculated in the final algorithm.
Multiple ambiguity brackets
One special case is a scene where the camera can view beyond the first two ambiguity brackets. Figure 11 shows a corridor that extends over 20 m. The algorithm was used to correctly classify all the pixels beyond the first ambiguity bracket. This includes all pixels in the second, third and even fourth ambiguity brackets. Theoretically, the algorithm could then be reiterated to unwrap the next ambiguity bracket. In practice however, there is insufficient difference between the pixel intensity values to do this accurately. This occurs as the change in intensity due to the inverse square law has less effect than the variations in surface direction and reflectivity at these distances. This limitation means the method cannot accurately extend the range imaging camera's effective distance beyond twice its non-ambiguous range. 
Inherent problem with proposed method and basic intensity threshold
One of the key limitations of both post processing techniques described above is their sensitivity to an object's reflectance properties. The grouping algorithm was able to reduce this sensitivity by a marked degree however there is no way to make either technique completely robust.
An interesting scene illustrates this point in figure 12 where a board has been set up 5 m in front of the back wall (one non-ambiguity range in front). Because the board reflects less light than the back wall, it appears at the same depth and the same intensity as captured by the range imaging camera in figure 12 (a) and (b). There is simply not enough information in these two images to correctly unwrap this scene and a technique such as multiple frequencies is required. For reference the scene has also been captured using a digital camera in figure 12 (c) where the board can be clearly seen in the visible spectrum.
Intensity image (a) Depth image (b) Digital photo (c) Figure 12 . The active intensity image (a) and depth image (b) cannot be used to detect the difference between the board at 4 m and the back wall at 9 m (one non-ambiguity distance apart). A digital photograph (a) shows the scene in the visible spectrum for reference. Figure 13 shows two scenes captured using the Canesta XZ422 range imaging camera. The first two columns show the raw intensity and range information. The third column is the unwrapped range using the camera's multi-frequency mode, and the fourth column is the results using our proposed grouping method.
Proposed method versus a multiple frequency approach
Looking at the first scene we can see that both techniques unwrap the depth accurately. Most of the extra noise in the multiple frequency approach can be attributed to the spatio-temporal technique used by the Canesta camera 10 and can be cleaned up with filtering techniques similar to those in section 3.5.
In the second scene, we have added another object in front of the background at a distance equal to the non-ambiguous range. As these objects appear to be at the same depth, the proposed algorithm groups the foreground and background objects together, causing them to be unwrapped incorrectly. In comparison this scene does not affect the multiple frequency approach and the range image is still unwrapped correctly. . Two scenes captured using the Canesta XZ422 camera. In scene 1 both methods are able to unwrap the depth image correctly. In scene 2 an object was placed at a distance equal to the non-ambiguous range in front of the back wall. In this case the multiple frequency approach remained functional while the proposed method no longer worked correctly.
CONCLUSION
We have presented a practical solution to resolve depth ambiguity in range images. This was achieved using both the depth and intensity information available from existing commercially available range imaging cameras. This paper proposed a novel approach to determine ambiguity by first dividing the scene into groups of contiguous depth. Grouping the scene before performing thresholding significantly reduced the sensitivity to the reflectance of objects when compared to the basic intensity threshold technique.
This approach is very flexible as it can be used with any range imaging camera. Furthermore, the acquisition time is not extended, keeping the artifacts caused by moving objects at a minimum. The main limitation of this technique is how depth is unwrapped when objects are exactly one non-ambiguity distance apart. In these cases, foreground and background objects would be joined into a single object and subsequently mislabeled. This effect becomes more noticeable as the non-ambiguity range is decreased. This makes the algorithm most suited to cameras with a nonambiguity range around 5 to 10 m, where the effective range can be extended to twice this distance.
Compared to the multiple frequency approach, the grouping algorithm is able to produce similar results for various different scenes that were tested. The grouping algorithm also has the advantage of requiring half as many captures to create a single depth and intensity pair, reducing capture time and motion artifacts. This makes it well suited to robot navigation where the camera is moving, and where a certain amount of false data is tolerable.
While the grouping algorithm does provide a viable solution for many applications, there are assumptions made about the scene that are not always correct. This means that the algorithm fails to unwrap certain special case scenes and as such will never be completely robust. The multiple frequency approach provides a more reliable solution to the depth ambiguity problem as it can be used for a wider variety of scenes. The multiple frequency approach is also able to extend the non-ambiguous range well beyond what the grouping method is capable of.
At present, the intensity threshold has been set manually in each scene. Possible future work could evaluate how robustly an appropriate threshold can be found using just the exposure settings of the camera and the intensity and depth images. Further improvements to the algorithm could be gained by researching alternative depth cues. These clues, such as object occlusion or surface normals, may become more important and useful with an increase in the resolution of range imaging cameras. The algorithm cannot process data at the frame rate that the camera, further work could be spent to simplify the algorithm and to increase its efficiency.
