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The Kagome-lattice-based material, Volborthite, Cu3V2O7(OH)2 · 2H2O, has been considered as a promising
platform for discovery of unusual quantum ground states due to the frustrated nature of spin interactions.
Here we explore possible quantum spin liquid and magnetically ordered phases in a two-dimensional non-
symmorphic lattice described by p2gg layer space group, which is consistent with the spatial anisotropy of
the spin model derived from density functional theory (DFT) for Volborthite. Using the projective symmetry
group (PSG) analysis and Schwinger boson mean field theory, we classify possible spin liquid phases with
bosonic spinons and investigate magnetically ordered phases connected to such states. It is shown, in general,
that only translationally invariant mean field states are allowed in two-dimensional non-symmorphic lattices,
which simplifies the classification considerably. The mean field phase diagram of the DFT-derived spin model
is studied and it is found that possible quantum spin liquid phases are connected to two types of magnetically
ordered phases, a coplanar incommensurate (q, 0) spiral order as the ground state and a closely competing
coplanar commensurate (pi, pi) spin density wave order. In addition, periodicity enhancement of the two-spinon
continuum, a signature of symmetry fractionalization, is found in the spin liquid phases connected to the (pi, pi)
spin density wave order. We discuss relevance of these results to recent and future experiments on Volborthite.
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I. INTRODUCTION
The interplay between lattice structure and spin exchange
interactions is the defining characteristic of frustrated quantum
magnets that hold the promise for exotic quantum ground states
such as quantum spin liquid phases.1 A prominent example of
frustrated magnets is the Kagome lattice system with localized
S = 1/2 moments. There exist several materials that host S =
1/2 local moments on various versions of the Kagome lattice.
For example, a number of experiments2,3 observe signatures
of a possible spin liquid ground state in the isotropic Kagome
antiferromagnet,4 Herbertsmithite ZnCu3(OH)6Cl2. Another
material, Volborthite Cu3V2O7(OH)2 · 2H2O, has a distorted
Kagome lattice5,6 and a magnetic order appears below 1K.
Clearly, the difference in lattice structure plays an important
role in the determination of the quantum ground state.
Volborthite, however, shows a rather complex response to
an external magnetic field and its full magnetic phase diagram
is still under investigation.7–11 The small energy scale for the
magnetic order and unusual response to an external magnetic
field make it difficult to identify the magnetic order below 1K
and may also suggest that a number of exotic quantum ground
states may arise in this system. On the other hand, a recent
thermal conductivitymeasurement finds signatures of entropy-
carrying charge-neutral excitations above 1K, which suggests
that the phase above 1Kmay be connected to a putative quan-
tum spin liquid with spinon quasiparticles.12 Over the years,
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2Volborthite has also inspired several theoretical studies.13–17
In this work, we investigate possible quantum spin liquid
and magnetically ordered phases on the distorted Kagome
lattice, in view of the spatially anisotropic spin exchange
model proposed earlier by the density functional theory (DFT)
computations.18 The distorted Kagome lattice corresponding
to the so-called J − J ′ − J1 − J2 model represents the non-
symmorphic layer space group, p2gg, that possesses glide
symmetry, the combination of reflection and a fractional trans-
lation. Motivated by the experiments and the DFT result,
we first classify possible spin liquid phases with bosonic
spinons for the p2gg space group via the projective symmetry
group (PSG) analysis19 of the Schwinger boson20–22mean field
states. It is shown that only the translationally invariant mean
field states are possible in two-dimensional non-symmorphic
lattices. As a result, there are only eight possible spin liquid
phases characterized by three Z2 variables when both of the
spatial and time reversal symmetries are taken into account.
Using these results, we investigate the mean field ground states
of the J − J ′ − J1 − J2 model. We identify the stable quantum
spin liquid states and obtain magnetically ordered phases that
arise from these spin liquid states by condensing the bosonic
spinons.
It is found that the spin liquid ground state of this model
is connected to a coplanar incommensurate (q, 0) spiral order
in the semiclassical limit while a different, but highly com-
peting, spin liquid state is related to a coplanar commensurate
(pi, pi) spin density wave phase, where the amplitude of the spin
density varies from site to site. The corresponding classical
model is also studied by simulated annealing and we find that
the classical magnetic order is indeed consistent with the (q, 0)
spiral order for the model parameters determined by the DFT
computations. This correspondence is natural as the length
of classical spin is fixed and hence the competing spin den-
sity wave order is simply not possible in the classical model.
Interestingly, the spin liquid state related to the (pi, pi) spin den-
sity wave order exhibits periodicity enhancement, namely an
extra periodicity beyond the normal periodicity given by the
lattice structure, in the two-spinon continuum. Such period-
icity enhancement is a signature of the so-called symmetry
fractionalization,23–25 which originates from the existence of
spatial inversion and time reversal symmetry.
We argue that it may be necessary to consider both spin
liquid states described above on equal footing when we apply
these results to experiments. This is because the mean field
energetics may not be accurate enough to determine the true
ground state and the model parameters determined by the DFT
computations may also allow some variations. In fact, both of
the incommensurate (q.0) spiral order and the commensurate
(pi, pi) spin density wave order may be compatible with the
existing nuclear magnetic resonance (NMR) experimental data
onVolborthite below 1K.An important question is whether the
paramagnetic state above 1K can be regarded as a continuation
of certain quantum spin liquid state, as suggested by the recent
thermal conductivity measurement. In view of this possibility,
it will be interesting to perform a neutron scattering experiment
on Volborthite above 1K and look for signatures of the two-
spinon continuum and especially periodicity enhancement of
such continuum of excitations.
The rest of this paper is organized as follows. In Section
II, we introduce the lattice structure that is compatible with
the spin model derived from DFT computations. We explain
the non-symmorphic nature of this lattice and some details
of the DFT-derived spin model. In Section III, we outline the
Schwinger bosonmean field theory. In Section IV, we perform
the PSG analysis of quantum spin liquid phases with bosonic
spinons and construct relevant mean field ansatz for the spin
liquid states. In Section V, we analyze the energetics of the
mean field spin liquid states via Schwinger boson mean field
theory and the two-spinon continuum in each spin liquid state.
We investigate the magnetically ordered states obtained by
condensing bosonic spinons in the spin liquid phases. We then
compare these results with the simulated annealing study of
the corresponding classical model. In Section VI, we discuss
relevance of our results to the existing and future experiments
on Volborthite.
II. LATTICE STRUCTURE AND SPIN MODEL
In Volborthite Cu3V2O7(OH)2 · 2H2O, two layers of dis-
torted Kagome lattice, each consisting of edge-sharing CuO6
octahedra, are separated by non-magnetic V2O7 pillars and
H2O molecules.6 It is reasonable to assume that the interac-
tion between different Kagome layers is negligible and we
will therefore focus on just a single Kagome layer. The lo-
calized S = 1/2 moment at each site on the Kagome lattice
is carried by Cu2+ ions.6 Moreover, there are two crystallo-
graphically distinct Cu2+ sites, which suggests two different
magnetically active orbitals.18 As shown below, the structure
of the distorted Kagome layer is described by the plane crys-
tallographic group p2gg, whose space group is discussed in
Section II A. This non-symmorphic version of the Kagome
lattice (non-symmorphic Kagome lattice hereafter) possesses
glide symmetry. We introduce the microscopic spin model of
Volborthite, derived from a recent density functional theory
(DFT) calculation18 in Section II B.
A. Unit Cell and Space Group
The non-symmorphic Kagome lattice has six sites (or sub-
lattices) per unit cell (FIG. 1). Denote the lattice constant
along x- and y-direction by b and a respectively. Then, the
coordinate of a generic site has the form (xb, ya, s), which we
simply write as (x, y, s), where x, y ∈ Z specify the unit cell to
which the site belongs, and s = 1, . . . , 6 indexes the sublattice.
The space group of non-symmorphic Kagome lattice is gener-
ated by pi-rotation C2 and glide h, which consists of reflection
and half lattice translation. In general, a non-symmorphic op-
eration combines a point group operation (e.g. rotation and
reflection) with a fractional lattice translation, which cannot
be rewritten in terms of point group operations and full lat-
tice translations by switching to another coordinate system.26
The non-symmorphic symmetry has important implication on
3FIG. 1. The lattice structure of the non-symmorphic Kagome lattice,
and the spin model for Volborthite obtained from DFT calculation.
There are six sites (numbered circles) per unit cell (shaded region).
The space group elements we consider are lattice translations Tx and
Ty , pi-rotationC2, and glide h. The four leading exchange interactions
in Volborthite are given by J : J ′ : J1 : J2 = 1 : −0.2 : −0.5 :
0.2. J1 describes the first nearest neighbour coupling in the chain
direction, for example between (x, y, 1) and (x, y, 2). J2 describes
the second nearest neighbour coupling in the chain direction, for
example between (x, y, 1) and (x + 1, y, 1). J and J ′ describe two
different couplings between a chain site and an interstitial site, for
example (x, y, 3) with (x, y, 4) and (x, y, 1) with (x, y, 3) respectively.
the translational invariance of mean field ansatzes, which is
discussed in Section IVB.
For convenience of subsequent analysis, we also consider the
lattice translations Tx and Ty along two independent directions
xˆ and yˆ. We fix the center of rotation at the center of hexagon
in the (0, 0) unit cell, and the glide axis to the horizontal
line passing through (0, 0, 4) and (0, 0, 5). h is therefore the
reflection about the glide axis followed by translation by bxˆ/2.
In Appendix A we show explicitly how a site with coordinates
(x, y, s) transforms under the space group operations. We refer
to the direction along sublattices . . . − 1 − 2 − 1 − 2 − . . .
(equivalently . . . − 4 − 5 − 4 − 5 − . . . as they are related by
symmetry) as the chain direction. The sites between adjacent
chains, which have either sublattice index 3 or 6, are known as
interstitial sites.
B. Microscopic Spin Model
According to the DFT calculation by Janson et al,18 the
interaction between S = 1/2 local moments on the Volborthite
Kagome layer is described by the following Heisenberg model
H =
∑
i j
Ji jSi · Sj (1)
with four leading exchange interactions. They are the first and
second nearest neighbour couplings along the chain direction,
J1 and J2, and two different couplings between the chain and
interstitial spins, J and J ′, as shown in FIG. 1. The ratio
between these coupling constants is given by J : J ′ : J1 : J2 =
1 : −0.2 : −0.5 : 0.2, with negative (positive) sign indicating
ferromagnetic (antiferromagnetic) interaction.
III. SCHWINGER BOSON MEAN FIELD THEORY
In this section, we outline the Schwinger boson mean field
approach20–22 for the generic Heisenberg Hamiltonian (1). We
start with Schwinger boson representation of the spin operator,
Si =
1
2
∑
αβ
b†iασαβbiβ, (2)
where b†iα (biα) creates (annihilates) a bosonic spinon with
spin α ∈ {↑, ↓} at site i. Here σ = (σx, σy, σz) is the vector
of Pauli matrices. The bosonic operators obey commutation
relation, [
biα, b
†
jβ
]
= δi jδαβ,[
biα, bjβ
]
= 0 =
[
b†iα, b
†
jβ
]
.
(3)
The total number of Schwinger bosons at site i is represented
by the number operator
nˆi =
∑
α
b†iαbiα . (4)
On the other hand, for localized moments of spin S, the total
spin operator reads22
S2i = S (S + 1)
=
nˆi
2
(
nˆi
2
+ 1
)
, (5)
where the second equality follows from (2) and (4). This
imposes a constraint on the number operator,
nˆi = 2S ≡ κ. (6)
Following Refs. 20 and 21, we allow κ to be any positive real
number, i.e. S is not restricted to 1/2. At the mean field
level, the constraint is replaced by its ground state expectation
value,21
〈nˆi〉 = κ. (7)
Next, we define the bond operators21
Aˆi j =
1
2
∑
αβ
biααβbjβ, (8a)
Bˆi j =
1
2
∑
α
b†iαbjα . (8b)
with αβ being the antisymmetric tensor. Aˆi j (Bˆi j) is known as
singlet pairing (hopping) channel. It can be checked explicitly
that both Aˆi j and Bˆi j are invariant under global SU(2) spin
4rotation. In terms of bond operators, the dot product of spin
operators can be written as
Si · Sj =: Bˆ†i j Bˆi j : −Aˆ†i j Aˆi j . (9)
Heisenberg Hamiltonian (1) then becomes
H =
∑
i j
Ji j
(
: Bˆ†i j Bˆi j : −Aˆ†i j Aˆi j
)
−
∑
i
µi (nˆi − κ) . (10)
We have imposed the contraint (6) on all sites by introducing
Lagrange multipliers (chemical potentials) µi in the Hamilto-
nian. Here : : denotes normal ordering.
The Hamiltonian (10) is quartic in bosonic operators b. We
perform mean field decoupling on Bˆ†i j Bˆi j and Aˆ
†
i j Aˆi j to obtain
a Hamiltonian quadratic in b.21 Such a decoupling preserves
the global SU(2) spin rotation symmetry, which is present in
the original Heisenberg Hamiltonian (1). Then, we replace
〈Aˆi j〉 and 〈Bˆi j〉 by complex-valued variational parameters Ai j
and Bi j respectively. The mean field Hamiltonian reads
HMF =
∑
i j
Ji j
[(
B∗i j Bˆi j + h.c. −
Bi j 2)
−
(
A∗i j Aˆi j + h.c. −
Ai j 2)]
−
∑
i
µi (nˆi − κ) . (11)
Extremizing the expectation value of mean field Hamiltonian
with respect to the variational parameters yields the following
self-consistent equations,21
∂〈HMF〉
∂Oi j = 0 ⇐⇒ Oi j = 〈Oˆi j〉, Oi j = Ai j, Bi j, (12)
and the chemical potential yields the constraint (7),
∂〈HMF〉
∂µi
= 0 ⇐⇒ κ = 〈nˆi〉. (13)
In the mean field decoupling scheme above, however, Ai j
(Bi j) channel would present an unbounded free energy for
Ji j < 0 (Ji j > 0). In order to obtain a controlled mean field
solution, we use the following identity22
: Bˆ†i j Bˆi j : +Aˆ
†
i j Aˆi j =
1
4
nˆi
(
nˆj − δi j
)
, (14)
which leads to two variants of (9),
Si · Sj = 2 : Bˆ†i j Bˆi j : −S2 (15a)
= S2 − 2Aˆ†i j Aˆi j, (15b)
where we have assumed the constraint (6) and i , j. There-
fore, for Ji j > 0 (Ji j < 0), we write the spin scalar product as
(15b) ((15a)), which contains only Ai j (Bi j). The multiplica-
tive constant 2 and the additive constant ±S2 can be further
dropped without qualitatively changing the theory. Mean field
decoupling then leads to the following Hamiltonian
HMF = −
∑
Ji j>0
Ji j
(
A∗i j Aˆi j + h.c. −
Ai j 2)
+
∑
Ji j<0
Ji j
(
B∗i j Bˆi j + h.c. −
Bi j 2)
−
∑
i
µi (nˆi − κ) (16)
while the self-consistent equations are given by the same ex-
pression (12) as before. In addition, we assume that symmetry-
related sites have the same chemical potential. Since there exist
two chemically inequivalent sites, we denote the chemical po-
tential at the chain sites (s = 1, 2, 4, 5) by µ1, and the interstitial
sites (s = 3, 6) by µ2. The constraint (7) is then split into two,
1
4
∑
s=1,2,4,5
〈nˆi,s〉 = κ, (17a)
1
2
∑
s=3,6
〈nˆi,s〉 = κ, (17b)
where i now labels the unit cells rather than the individual
sites. Notice that κ is still the same at both sites since all spins
have the same amplitude.
In practice, the self-consistent equations (12) are solved
iteratively in momentum space. The procedure and techniques
of mean field calculation are discussed in Appendix C.
IV. PROJECTIVE SYMMETRY GROUP ANALYSIS
We first classify possible Z2 spin liquid phases with bosonic
spinons for the two-dimensional non-symmorphic lattice de-
scribed by p2gg space group. Notice that this classification is
independent of the spin Hamiltonian. If a specific spin model
is chosen, one can investigate the spin liquid ground state that
minimizes the mean field energy. We use the projective sym-
metry group (PSG) analysis,19,21,22 namely we classify possi-
ble spin liquid mean field ansatzes that are invariant under the
lattice symmetry transformations followed by a gauge trans-
formation. Recall that the global spin rotation symmetry is
automatically enforced by the choice of mean field parameters
Ai j and Bi j . Hence, in the following, we consider the space
group and time reversal symmetry for the PSG analysis.
First, we observe that the mean field Hamiltonian (16) has
U(1) gauge redundancy. It is invariant under the following
local U(1) transformation21,22
G : biα −→ eiφ(i)biα, (18a)
Ai j −→ ei(φ(i)+φ(j))Ai j, (18b)
Bi j −→ ei(−φ(i)+φ(j))Bi j . (18c)
Notice that the gauge transformed bosonic operators b˜iα ≡
eiφ(i)biα leave the representation (2) of spin invariant, satisfy
the same commutation relation (3) and constraint (6), so that it
5describes the same physical spin. This implies that mean field
ansatzes differing by a gauge transformation would correspond
to the same physical state.
Now let us consider a space group element X acting on the
bosonic operator via
X : biα −→ bX(i)α . (19)
Instead of considering the action on the bosonic operator, we
can equivalently view X as acting on the ansatz. We want HMF
to respect every symmetry operation X , such that the physics
it describes is invariant under the transformation (19). There-
fore, under the action of X , the modified ansatz is equivalent
to the original one up to a gauge transformation, because they
result in the same physical state. The set of all compound
operations consisting of symmetry and gauge transformations
that leave the ansatz invariant is defined as the projective sym-
metry group (PSG).19 To illustrate this, consider for example
the term Ai j Aˆ†i j ∼ Ai jb†iαb†jβ in the mean field Hamiltonian
(16). Applying the symmetry transformation X followed by
the associated gauge transformation GX (r) = exp [iφX (r)] on
such a term, we get27
Ai jb
†
iαb
†
jβ
X−→ Ai jb†X(i)αb†X(j)β
GX−→ Ai je−i(φX (X(i))+φX (X(j)))b†X(i)αb†X(j)β .
With the sites i and j being summed over, the invariance of
the mean field ansatz and thus HMF under GXX requires that
Ai je−i(φX (X(i))+φX (X(j))) = AX(i)X(j), (20)
or Ai j = exp [iφX (X(i)) + iφX (X( j))] AX(i)X(j) as (18b) and
(19) might intuitively suggest. It can be similarly shown that
Bi je−i(−φX (X(i))+φX (X(j))) = BX(i)X(j). (21)
Then, the collection of all GXX that leave the ansatz invariant
is called the PSG. This definition also includes GTT for the
antiunitary time reversal T . We discuss how to treat time
reversal symmetry explicitly in bosonic PSG in Appendix B 1.
Suppose that GXX ∈ PSG for a space group element X . If
we apply a gauge transformation on the mean field ansatz, say
Ai j −→ GAi j , then GX −→ GGXXG−1X−1 such that GXX
is still an element of the PSG.21 The corresponding change in
the phase of the bosonic operator is given by
φX (r) −→ φ(r) + φX (r) − φ(X−1(r)). (22)
Due to the antiunitarity of T , GT transforms in a different
manner (B13), which is explained in Appendix B 1.
The PSG elements of the formGI I with I being the identity
element of the space group form a subgroup of PSG called
the invariant gauge group (IGG).22 Alternatively, we can view
IGG as the set of all pure gauge transformations that leave the
ansatz invariant. For the mean field Hamiltonian (16) in which
both Ai j and Bi j are present, the IGG is just Z2 = {−1, 1}.21
A. Algebraic PSG
The algebraic relations among space group elements con-
strain the possible forms of gauge transformations GX .21 For
instance, consider the string of translation operators that equals
to identity,
T−1x T
−1
y TxTy = I . (23)
Suppose GTxTx,GTyTy ∈ PSG, then we must have(
GTxTx
)−1 (GTyTy)−1 (GTxTx ) (GTyTy) ∈ IGG, (24)
or, in terms of phases,
− φTx (x + 1, y, s) − φTy (x + 1, y + 1, s)
+ φTx (x + 1, y + 1, s) + φTy (x, y + 1, s) = npi, n = 0, 1.
The PSG in which the gauge transformations GX satisfy al-
gebraic constraints such as (24) is called algebraic PSG. For
a given lattice, there is only a finite number of independent
algebraic identities such as (23). These identities can be found
by inspecting how two distinct space group elements com-
mute, which are listed in Appendix A in the case of the non-
symmorphic Kagome lattice. Representing the gauge trans-
formations by their phases, the final solution of algebraic PSG
is given by
φTx (x, y, s) = 0, (25a)
φTy (x, y, s) = 0, (25b)
φC2 (x, y, s) = φC2 (0, 0, s) + p3pi (x + y) , (25c)
φh (x, y, s) = φh (0, 0, s) + p3piy, (25d)
φT (x, y, s) = φT (0, 0, s) , (25e)
with
φC2 (0, 0, s = 1, 2) = 0,
φC2 (0, 0, s = 4, 5) = p2pi,
φC2 (0, 0, s = 3) =
p2 + p3
2
pi,
φC2 (0, 0, s = 6) =
3 (p2 + p3)
2
pi,
φh(0, 0, s = 1) = p2pi,
φh(0, 0, s = 2) = (p2 + p3) pi,
φh(0, 0, s = 3, 4, 5, 6) = 0,
φT (0, 0, s = 1, 3) = 0,
φT (0, 0, s = 2, 6) = p13pi,
φT (0, 0, s = 4) = (p2 + p3 + p13) pi,
φT (0, 0, s = 5) = (p2 + p3) pi.
The three independent Z2 variables p2, p3, p13 ∈ {0, 1} lead
to 23 = 8 distinct bosonic spin liquid states. Detailed deriva-
tion of the algebraic PSG can be found in Appendix B. We
remark that, while p2 and p3 arise entirely from the space
group considerations, p13 is introduced only when time re-
versal symmetry/invariance is explicitly enforced. If only the
6spatial symmetry is enforced, the spin liquid phases are simply
classified by (p2, p3), which would in principle allow both time
reversal invariant as well as time reversal breaking spin liquid
states. In the mean field analysis of spin liquid phases in Sec-
tion V, we will study possible spin liquid states by requiring
only the spatial symmetry. However, we will find that all of the
stable mean field solutions, which belong to the (p2, p3) clas-
sification, satisfy time reversal symmetry and they are related
to the time reversal invariant (p1, p2, p13 = 0) states.
B. Mean Field Ansatz
Considering the spinmodel described in Section II B and the
generic mean field Hamiltonian (16), we can see that there are
altogether four independent pairing and hopping amplitudes
per unit cell, which we denote by A, B′, B1 and A2, depending
onwhich exchange coupling they are associatedwith. All other
amplitudes can be generated from these by lattice symmetry
transformations. For example, let us fix A = A(0,0,3)−→(0,0,4).
The amplitude A(1,0,3)−→(0,0,2) is related to A(0,0,3)−→(0,0,4) by
C2 and the PSG ensures that the mean field ansatz is invariant
under GC2C2. Using (20),
A(1,0,3)−→(0,0,2) = AC2(0,0,3)−→C2(0,0,4)
= e−i(φC2 (1,0,3)+φC2 (0,0,2))A(0,0,3)−→(0,0,4)
= e−i(p2+3p3)pi/2A. (26)
If time reversal symmetry is considered, the corresponding
phase φT further constrains the complex phase of A, B′, B1
and A2 (see Appendix B 1).
Notice that the phase variables related to the lattice trans-
lations, as shown in (25a) and (25b), are trivial. To construct
HMF, it is therefore sufficient to determine various relations be-
tween mean field amplitudes such as (26) in the (0, 0) unit cell,
as all other unit cells have the same relations via (20) and (21)
with X = Tx,Ty . In other words, the mean field ansatz does not
go beyond the physical unit cell. This is a consequence of the
non-symmorphic symmetry of the lattice, which we explain
as follows. The algebraic identities (A5) and (A7) impose the
constraints T˜−1x h˜2 = ±1 ≡ ηh and h˜−1T˜y h˜T˜y = ±1 ≡ ηhTy on
PSG, where we have used the abbreviation X˜ = GXX . Then,
T˜−1x T˜
−1
y T˜xT˜y = (ηh h˜2)−1T˜−1y ηh h˜2T˜y
= h˜−1
(
h˜−1T˜−1y h˜T˜
−1
y
)
T˜y h˜T˜y
= ηhTyηhTy
= +1. (27)
(27) dictates that the mean field ansatz constructed from PSG
(see Section IVB) can never enlarge the physical unit cell, be-
cause it would require T˜−1x T˜−1y T˜xT˜y = −1 if the contrary were
true. This argument also holds for three other non-symmorphic
plane crystallographic groups pg, p2mg and p4gm. Such fea-
ture is characteristically different from the isotropic Kagome
lattice, where, for example, the glide symmetry is absent. The
algebraic PSG of the isotropic Kagome lattice allows certain
spin liquid states such as the pi-flux state (in the terminology
of Ref. 21) that is given by a mean field ansatz that enlarges
the physical unit cell.
V. EMERGENT QUANTUM PHASES AND THEIR
PHYSICAL PROPERTIES
As mentioned earlier, we consider the spin liquid phases
labeled by (p2, p3), which are constrained from the spatial
symmetries. We determine the ground state of the spin model
derived in the DFT computation, for different values of 2S = κ.
In Schwinger boson mean field theory, the condensation of
spinons at certain wavevector arises as the number of bosons
per site, κ, increases and then exceeds a critical value κc .21
This corresponds to the transition from a given spin liquid
state to a magnetically ordered state. Notice that increasing
the “spin" magnitude S = κ/2 reduces quantum fluctuations.
The magnetically ordered phases that arise right after the tran-
sition can be obtained by analyzing the critical eigenmode near
the transition. We identify such magnetically ordered phases
obtained from different spin liquid phases. We also compare
these results to the simulated annealing result of the classical
model, which is equivalent to κ −→ ∞ limit in the Schwinger
boson formulation.
In order to better characterize the spin liquid states, we com-
pute the dispersion of the lower boundary of two-spinon contin-
uum. As shown below, the spin liquid phases labeled by p3 = 1
exhibit periodicity enhancement, namely the two-spinon con-
tinuum are invariant under translation by k = (±pi,±pi) in
momentum space, which leads to spectral doubling in the
Brillouin zone. We make the connection between this phe-
nomenon and the notion of symmetry fractionalization23,24
introduced in previous works.
A. Spin Liquid States
Consider the spin liquid states labeled by (p2, p3), where
p2, p3 ∈ {0, 1}. The critical κ = κc , where the spinons con-
dense and the minimum of spinon dispersion ωmin touches
zero energy, is shown in TABLE I. When κ > κc , a magnetic
order arises. The value of κc is obtained by computing ωmin at
various values of κ and then making a linear extrapolation, as
shown in FIG. 6 in Appendix D. The values of κc fall between
0.3 and 0.4.
We compare the total energy E = 〈HMF〉 of four spin liquid
states at several values of κ < κc , as shown in TABLE II in
Appendix E. At κ far below κc , the spin liquid states with the
same p2 have exactly the same energy, which happens because
each of the hopping amplitudes B1 and B′ vanishes while each
of the pairing amplitudes A2 and A has the same magnitude.
As κ approaches κc , the situation changes and all of these
amplitudes become finite, which lifts the degeneracy. We find
that (p2, p3) = (1, 0) is the most energetically favorable state
among four spin liquid phases. Nevertheless, it should be
noticed that the energy of (1, 1) spin liquid state is particularly
7TABLE I. Critical bosonic density κc of different spin liquid states
(p2, p3).
(p2, p3) κc
(0, 0) 0.327
(1, 0) 0.351
(0, 1) 0.362
(1, 1) 0.368
close to (1, 0). We will pay particular attention to (1, 0) and
(1, 1) spin liquid states as they are closely competing phases.
To gain further insight about these spin liquid phases, we
compute the dispersion Ωk of the lower boundary of two-
spinon continuum, which is given by
Ωk = minq (ωq + ωk−q), (28)
where ωq is the one-spinon dispersion. We plot Ωk of each
spin liquid state with κ close to κc , for −2pi ≤ kx, ky ≤ 2pi, as
shown in FIG 2. Darker regions indicate lower energy.
Notice that Ωk with the same p3 have similar profiles. For
p3 = 0, the minimum of the two-spinon continuum occurs at
k = (±q, 0) (as well as at the zone center), which suggests that
(q, 0) magnetic order would develop beyond κ > κc . On the
other hand, for p3 = 1, theminimum occurs at (pi, pi) (as well as
at the zone center), which indicates that (pi, pi) magnetic order
would arise beyond κc . Details of the two-spinon continuum
and the associatedmagnetic ordering patternswill be discussed
in the next two sections.
Finally, it can be explicitly checked that four spin liquid so-
lutions labelled by (p2, p3) are time-reversal invariant by com-
puting the flux21,22 piercing through the length-6 hexagon and
three independent length-8 rhombi on the non-symmorphic
Kagome lattice. We confirm that these fluxes are always 0 or
pi in our solution, which is a necessary condition for the time
reversal invariance. It can be checked that these solutions are
indeed related to (p2, p3, p13 = 0) states in the full classifica-
tion of the time reversal invariant spin liquid phases. Hence
the flux counting is consistent with the PSG analysis.
B. Magnetically Ordered States
When the spin magnitude or the bosonic density κ = 2S
reaches its critical value κc , the excitation spectrum becomes
gapless and spinons condense at particular wavevectors kc ,
where ωkc = 0, causing a phase transition from a spin liquid
to a long range magnetically ordered state. The spinor form of
the spinon operator Ψk = (bk↑, b†−k↓)T (see (C2) in Appendix
C), gains a finite expectation value at these k points, which is
proportional to the respective critical eigenvector that becomes
soft at kc . Analyzing these eigenmodes, we can determine
the real space ordering patterns.20,21 Below we focus on the
two most energetically favorable spin liquid phases, namely
(p2, p3) = (1, 0) and (1, 1). It is found that kc = ±(0.44pi, 0)
for the state (1, 0), while kc = ±(pi/2, pi/2) for (1, 1).
More precisely, we first determine the expectation value of
the real space spinor form xi ≡ (〈bi↑〉, 〈bi↓〉)T via the Fourier
transformation of 〈Ψk〉 = (〈bk↑〉, 〈b†−k↓〉)T, which is domi-
nated by the contribution at k = kc . The real space spin
configuration is then obtained from
〈Si〉 ≈ 12 x
†
i σxi, (29)
which we plot in FIG. 3a and 3b for states (1, 0) and (1, 1)
respectively.
In the case of the (1,0) spin liquid state, a coplanar incom-
mensurate (q, 0) spiral order with q = 0.88pi develops as κ
reaches the critical value. Here the spins rotate by 0.88pi un-
der lattice translation Tx , while they do not change under Ty .
The amplitude of spin is the same among the chain (interstitial)
sites, but it is larger at the chain sites than at the interstitial
sites. On the other hand, a coplanar commensurate (pi, pi) spin
density wave order develops if one starts from the (1, 1) spin
liquid state. Here the spins rotate by pi under lattice translation
Tx or Ty . The amplitude of spin is the same among the chain
(interstitial) sites, but it is larger at the chain sites than at the
interstitial sites. Notice that in both configurations, the spins
which interact by the dominant antiferromagnetic coupling J
are anti-aligned.
To elucidate the nature of thesemagnetically ordered phases,
we investigate the ground state of the classicalmodel, wherewe
treat the spins in the Heisenberg model (1) as three-component
vectors of fixed length, Si = (Sxi , Syi , Szi ) and |Si | = 1. We use
the same exchange interactions given in Section II B. Simu-
lated annealing is employed to obtain the ground state spin
configuration on a lattice with 64 × 32 unit cells, which turns
out to be a coplanar (q, 0) spiral order with q = 3pi/4, as shown
in FIG. 4.
Notice that the ground state spin configuration in the classi-
cal Heisenberg model agrees quite well with that arising from
the most energetically favorable spin liquid state (1, 0), except
the numerical value of q in the ordering wave vector and the
uniformity of spin amplitude. Hence it is natural to conclude
that the (q, 0) spiral order derived from the (1,0) spin liquid
state is continuously connected to the classical limit. It is,
therefore, natural to call this state a (q, 0) spiral order. On the
other hand, the spin density wave order arising from the (1, 1)
spin liquid state has no classical analog. Hence the emergence
of this state is a purely quantum effect as this state can only
appear as the ground state if the amplitude of spins varies over
different sites. This is the reason why we call this state a (pi, pi)
spin density wave. Since the local moments of Volborthite
carry S = 1/2, this material is not close to the classical limit,
which suggests that the (q, 0) spiral and (pi, pi) spin density
wave states may be competing magnetic orders below 1K in
Volborthite.
C. Periodicity Enhancement of Two-Spinon Continuum
The dispersion of the lower boundary of two-spinon con-
tinuum is shown in FIG. 2 for different spin liquid phases. It
can be seen that the spectra with p3 = 1 exhibit periodicity
enhancement, namely the translation by k = (±pi,±pi) in mo-
mentum space leaves the spectra invariant, which is beyond
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FIG. 2. The dispersion of the lower boundary of two-spinon continuum for four bosonic spin liquid states labelled by (p2, p3), at κ close
to κc . In the plots, kx and ky range from −2pi to 2pi, while the Brillouin zone is given by kx, ky ∈ [−pi, pi]. Darker region indicates lower
energy. (a) (0, 0) state at κ = 0.32, where κc = 0.327. The minimum occurs at k = (0, 0), (±0.84pi, 0). (b) (1, 0) state at κ = 0.34, where
κc = 0.351. The minimum occurs at k = (0, 0), (±0.88pi, 0). (c) (0, 1) state at κ = 0.35, where κc = 0.362. The minimum occurs at
k = (0, 0), (±0.88pi,±pi), (±pi,±pi). (d) (p2, p3) = (1, 1) state at κ = 0.35, where κc = 0.368. The minimum occurs at k = (0, 0), (±pi,±pi).
the periodicity allowed by the lattice translational symme-
try. Such an enhanced periodicity, which leads to the spectral
doubling,24 is a consequence of the spatial inversion C2 and
time reversal T symmetries. To prove this, we first observe
that a physical spin operator, which is a bilinear form of two
spinon operators, must transform trivially under the symmetry
operations that amount to identity. However, each spinon can
transform projectively under the same symmetry operations.25
It can gain a phase of±piwhich is determined by the solution of
algebraic PSG. In particular, the Z2 variable p3 characterizes
how a spinon transforms under the algebraic identities (A3)
and (A4), i.e. C˜2T˜xC˜−12 T˜x = (−1)p3 and C˜2T˜yC˜−12 T˜y = (−1)p3
(see Appendix B), where X˜ ≡ GXX .
Let us denote a one-spinon momentum eigenstate by |q〉,
which is necessarily an energy eigenstate with eigenvalue ωq.
Sincemomentum is the generator of translation, we get T˜a |q〉 =
exp(iqa)|q〉 where a = x, y. Consider the state |q′〉 = T˜ C˜2 |q〉,
which is degenerate with |q〉 although in general q′ , q. To
see how q′ is related to q, we apply the one-spinon translation
operator T˜a,
T˜a |q′〉 = T˜aT˜ C˜2 |q〉
= T˜ T˜aC˜2 |q〉
= T˜ (−1)p3C˜2T˜−1a |q〉
= eip3pi T˜ C˜2e−iqa |q〉
= ei(qa+p3pi) |q′〉, (30)
where we have used the fact that translation commutes with
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FIG. 3. Magnetic ordering patterns obtained from the spinon
condensation in spin liquid phases. (a) The coplanar incommensurate
(q, 0) spiral order with q = 0.88pi, obtained from the (1, 0) spin liquid
state. (b) The coplanar commensurate (pi, pi) spin density wave order
obtained from the (1, 1) spin liquid state.
FIG. 4. Magnetic ordering pattern for the (q, 0) spiral order found in
the classical model. The dotted box indicates the unit cell. This state
is essentially the same as the (q, 0) magnetic order obtained from the
(1,0) spin liquid state via the spinon condensation (see FIG. 3a).
time reversal at one-spinon level, i.e. T˜aT˜ = T˜ T˜a, from our
solution of the algebraic PSG (see Appendix B). (30) tells us
that q′ = q + p3(pi, pi) while ωq′ = ωq. Since the two-spinon
energy takes the form Ωp+q = ωp + ωq, we have
Ωp+q+p3(pi,pi) = ωp + ωq+p3(pi,pi)
= ωp + ωq
= Ωp+q. (31)
When p3 = 0, this equation is trivially satisfied. When p3 = 1,
we have Ωk+(pi,pi) = Ωk, which is the periodicity enhancement
we observe in, for example, FIG. 5. We have thus shown that
the enhanced periodicity arises from the symmetry that com-
bines spatial inversionC2 and time reversalT . This class of en-
hanced periodicity has been discussed in Ref. 24 and explained
through the language of symmetry fractionalization,23 where
the symmetry action on a composite physical operator/state
(e.g. spin) can be represented by the product of individual
FIG. 5. Two-spinon spectrum for (p2, p3) = (1, 1) spin liquid
state, which exhibits periodicity enhancement. Translation by k =
(±pi,±pi) in momentum space leaves the spectra invariant. Dashed
line indicates the Brillouin zone.
symmetry action on each constituent spinon operator/state.
Hence our result can also be interpreted as a consequence of
symmetry fractionalization.
VI. DISCUSSION
In this work, we investigate possible quantum spin liquid
and magnetically ordered phases in a two-dimensional non-
symmorphic lattice, motivated by the experiments on Volbor-
thite, Cu3V2O7(OH)2 · 2H2O, and the DFT computations. In
Volborthite, a magnetic ordering8,10,11 occurs below 1Kwhile
a recent thermal conductivity measurement12 found some sig-
natures of possible spin liquid behavior right above 1K. This
may suggest that the paramagnetic state above 1K may be
proximate to a putative quantum spin liquid that is intimately
related to the magnetic order below 1K. The nature of the
magnetic order below 1K, however, is not fully understood.
Earlier nuclearmagnetic resonance (NMR)measurements sug-
gest that the magnetic order could be a helical order or a spin
density wave.
To address these issues, we use the Schwinger boson mean
field theory20–22 and PSG19 to understand the connection be-
tween possible magnetic order and quantum spin liquid phases
on equal footing, in the spin model18 derived from the DFT
computation. The DFT-derived model suggests that the un-
derlying lattice has non-symmorphic symmetry, described by
p2gg planar space group. We first show that mean field spin
liquid states in two-dimensional non-symmorphic lattices do
not enlarge the lattice unit cell because of the glide symme-
try, the combination of refection and a fractional translation.
We analyze the resulting mean field ground states and find
that there are two competing quantum spin liquid states that
lead to a (q, 0) spiral magnetic order and a (pi, pi) spin density
wave, respectively, upon the spinon condensation. This sug-
gests that the (q, 0) spiral order and (pi, pi) spin density wave
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would be competingmagnetically ordered state below 1K, and
two spin liquid phases mentioned above are candidate param-
agnetic states above 1K. Notice that both of the (q, 0) spiral
order and (pi, pi) spin density wave would be consistent with
earlier NMR experiments. It is also found that the spin liquid
phase related to the (pi, pi) spin density wave shows periodicity
enhancement of the two-spinon continuum, a signature of the
so-called symmetry fractionalization.23,24 Hence a future neu-
tron scattering experiment may be able to find such signatures
in case that this spin liquid state is relevant to the paramagnetic
state above 1K.
Finally, the spin liquid states with bosonic spinons in two di-
mensions are necessarily gapped phases as amagnetic ordering
will occur if the spin-carrying bosons become gapless. While
a small excitation gap at finite temperature in the spin liquid
phases with bosonic spinons may explain the large thermal
conductivity discovered in Volborthite, it will also be useful to
consider fermionic versions of these spin liquid phases, which
naturally allows gapless spin liquid states and a large thermal
conductivity. This would be an excellent topic of future study.
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Appendix A: Space Group and Algebraic Identities of
Non-Symmorphic Kagome Lattice
Below we list the action of space group elements, Tx , Ty , C2
and h, on coordinate (x, y, s).
Tx : (x, y, s) −→ (x + 1, y, s) .
Ty : (x, y, s) −→ (x, y + 1, s) .
C2 : (x, y, 1) −→ (−x,−y, 5),
(x, y, 2) −→ (−x,−y, 4),
(x, y, 4) −→ (−x,−y, 2),
(x, y, 5) −→ (−x,−y, 1),
(x, y, 3) −→ (−x + 1,−y, 3),
(x, y, 6) −→ (−x,−y + 1, 6).
h : (x, y, 1) −→ (x,−y − 1, 2),
(x, y, 2) −→ (x + 1,−y − 1, 1),
(x, y, 3) −→ (x,−y, 6),
(x, y, 6) −→ (x + 1,−y, 3),
(x, y, 4) −→ (x,−y, 5),
(x, y, 5) −→ (x + 1,−y, 4).
The algebraic relations among Tx , Ty , C2 and h are
T−1x T
−1
y TxTy = I, (A1)
C22 = I, (A2)
C2TxC−12 Tx = I, (A3)
C2TyC−12 Ty = I, (A4)
T−1x h
2 = I, (A5)
h−1T−1x hTx = I, (A6)
h−1TyhTy = I, (A7)
TxTyh−1C2hC2 = I . (A8)
If time reversal symmetry is considered, we further have
T 2 = I, (A9)
X−1T −1XT = I, X ∈ {Tx,Ty,C2, h}. (A10)
(A1) − (A10) constrain the possible form of gauge trans-
formation GX associated with symmetry operation X =
Tx,Ty,C2, h,T such that GXX ∈ PSG. Note that (A5) and
(A6) are not independent of each other, but we are going to
use both forms to find the solution to algebraic PSG in Ap-
pendix B.
Appendix B: Solution to Bosonic PSG
Here we determine the form of gauge transformations
GX, X = Tx,Ty,C2, h,T that are consistent with the algebraic
constraints imposed by the identities (A1) − (A10). Relevant
discussion can be found in Section IVA. We represent the
gauge transformation by its phase,
GX (x, y, s) = eiφX (x,y,s). (B1)
First and foremost, we follow the usual convention21 of
fixing
φTx (x, y, s) = 0.
The algebraic identity (A1) leads to
φTy (x − 1, y, s) + φTx (x, y, s)
− φTy (x, y, s) − φTx (x, y − 1, s) = p1pi,
where pn = 0 or 1mod 2. Simplifiying yields
φTy (x, y, s) = φTy (0, y, s) + p1pix.
Using gauge freedom, we can fix φTy (0, y, s) = 0. Therefore,
φTy (x, y, s) = p1pix.
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Before we proceed to the calculation of rotation and glide,
we can eliminate additional parameters in (A5) and (A8) by a
global Z2 gauge. Schematically, (A8) gives
φTx + φTy + . . . = p8pi, (B2)
where . . . denotes some undetermined phases of C2 and h.
The trick is to add a global phase of p8pi to φTy (x, y, s), which
does no harm because the IGG is Z2. Now p8pi appears on
both sides of (B2), so they cancel out each other. Since all
other identities involve an even number of Ty , without loss of
generality we can set p8 = 0mod 2. Schematically, (A5) gives
− φTx + . . . = p5pi, (B3)
where . . . denotes some undetermined phases of h. Similar to
previous case, we add a global phase of p5pi to φTx (x, y, s).
(B3) then forces p5 = 0mod 2.
From (A3) and (A4), we have
φC2 (x, y, s) = φC2 (0, 0, s) + p3pix +
(
p4 + δs,3p1
)
piy.
From (A2), we have
φC2 (0, 0, 5) + φC2 (0, 0, 1) = p2pi,
φC2 (0, 0, 4) + φC2 (0, 0, 2) = p2pi,
φC2 (0, 0, 3) + φC2 (0, 0, 3) = (p2 + p3)pi,
φC2 (0, 0, 6) + φC2 (0, 0, 6) = (p2 + p4)pi.
Consider the sublattice dependent gauge transformation de-
fined by
G1 : φ1(x, y, s = 1, 2) = −φ1,
φ1(x, y, s = 4, 5) = φ1,
φ1(x, y, s = 3, 6) = 0.
φTx and φTy are invariant under G1, while φC2 is modified by
φC2 (x, y, s = 1, 2) −→ φC2 (x, y, s = 1, 2) − 2φ1,
φC2 (x, y, s = 4, 5) −→ φC2 (x, y, s = 4, 5) + 2φ1.
Therefore, by an appropriate choice of φ1, we can fix
φC2 (0, 0, s = 1, 2) = 0,
φC2 (0, 0, s = 4, 5) = p2pi.
Furthermore, with the gauge transformations
G2 : φ2(x, y, s) = pix,
G3 : φ3(x, y, s) = piy,
we can fix
φC2 (0, 0, 3) =
p2 + p3
2
pi,
φC2 (0, 0, 6) =
p2 + p4
2
pi.
From (A6) and (A7), we have
φh(x, y, s) =φh (0, 0, s) + p6pix
+
(
p7 + p1
(
δs,1 + δs,3 + δs,4
) )
piy,
From (A5), starting from (x, y, 1), we have
φh(0, 0, 2) + φh(0, 0, 1) + p6pi − p7pi + p1piy = 0.
Since R.H.S. has no coordinate dependence, this forces p1 =
0mod 2. From (A5), starting from (x, y, 4),
φh(0, 0, 5) + φh(0, 0, 4) + p6pi = 0.
From (A5), starting from (x, y, 5), we have
φh(0, 0, 4) + φh(0, 0, 5) = 0.
The two equations above implies that p6 = 0mod 2. From
(A8), starting from (x, y, 3), we have
φC2 (0, 0, 3) + φC2 (0, 0, 6) + p4pi + p7pi = 0.
From (A8), starting from (x, y, 6), we have
φC2 (0, 0, 6) + φC2 (0, 0, 3) = 0.
The two condition above implies that p7 = p4mod 2. Multi-
plying the last equation by 2 gives
p3pi + p4pi = 0.
Therefore p4 = p3mod 2. To eliminate p4 in favor of p3 in
φC2 (0, 0, 6), we have to treat division by 2 carefully since there
may be an additional phase of pi,
φC2 (0, 0, 6) =
p2 + p3
2
pi + qpi,
where q = 0 or 1mod 2. q can be expressed in terms of p2 and
p3 by
0 = φC2 (0, 0, 3) + φC2 (0, 0, 6)
= p2pi + p3pi + qpi.
or q = (p2 + p3) mod 2. Therefore,
φC2 (0, 0, 6) =
3(p2 + p3)
2
pi.
From (A8), starting from (x, y, 1),
φh(0, 0, 4) − φh(0, 0, 2) + p2pi − p3pi = 0,
From (A8), starting from (x, y, 2),
φh(0, 0, 5) − φh(0, 0, 1) + p2pi = 0.
Evaluating (A8) starting from (x, y, s = 4, 5) generates the
same two equations above.
From (A5), starting from (x, y, 3),
φh(0, 0, 6) + φh(0, 0, 3) = 0.
Now, we should determine the form of φh(0, 0, s). Using the
sublattice dependent gauge transformation defined by
G4 : φ4 (x, y, s = 3) = φ4,
φ4 (x, y, s = 6) = −φ4,
φ4 (x, y, s = 1, 2, 4, 5) = 0.
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we first fix
φh(0, 0, 3) = 0 = φh(0, 0, 6).
We are then left with the system of linear equations from
previous calculations
φh(0, 0, 1) + φh(0, 0, 4) = p2pi,
φh(0, 0, 1) + φh(0, 0, 2) = p3pi,
φh(0, 0, 4) + φh(0, 0, 5) = 0.
Using a similar sublattice dependent gauge transformation, we
can fix
φh(0, 0, 4) = 0 = φh(0, 0, 5),
which then implies
φh(0, 0, 1) = p2pi,
φh(0, 0, 2) = (p2 + p3)pi.
The final solution to algebraic PSG involving only spatial sym-
metries is given by
φTx (x, y, s) = 0, (B4)
φTy (x, y, s) = 0, (B5)
φC2 (x, y, s) = φC2 (0, 0, s) + p3pi (x + y) , (B6)
φh(x, y, s) = φh (0, 0, s) + p3piy, (B7)
with
φC2 (0, 0, s = 1, 2) = 0,
φC2 (0, 0, s = 4, 5) = p2pi,
φC2 (0, 0, s = 3) =
p2 + p3
2
pi,
φC2 (0, 0, s = 6) =
3(p2 + p3)
2
pi,
φh(0, 0, s = 1) = p2pi,
φh(0, 0, s = 2) = (p2 + p3)pi,
φh(0, 0, s = 3, 4, 5, 6) = 0,
which is described by only two Z2 variables p2 and p3.
1. Time Reversal Symmetry in Bosonic PSG
Conventionally, time reversal symmetry is enforced by flux
argument in Schwinger boson mean field theory, unlike the
fermionic approach19,29,30 which involves time reversal sym-
metry directly in PSG calculation together with the space
group. Since Lu et al proposed a scheme of unifying bosonic
and fermionic theories of spin liquid through vison PSG,25
there have been several attempts31–33 to treat time reversal sym-
metry in bosonic PSG on equal footing with fermionic PSG.
Below we clarify such an approach and solve the bosonic PSG
from algebraic identities (A9) and (A10) involving time rever-
sal T , so that we can establish connection between bosonic
and fermionic spin liquid states in the future.
In analogy to fermionic PSG, we can define the action of
GXX ∈ PSG on the pairing ansatz Ai j for a space group
element X as
GXX : Ai j −→ e−iφX (i)AX−1(i)X−1(j)e−iφX (j), (B8)
while the hopping ansatz Bi j follows a similar transformation
rule. Note that (B8) is consistent with (20) and the derivation
of algebraic PSG above. As argued in Ref. 19, time reversal
operator complex conjugates the ansatz
T : Ai j −→ A∗i j . (B9)
In fermionic PSG, when the ansatz is complex conjugated by
time reversal, we have the freedom to perform SU(2) gauge
transformation iτ2 to trade the complex conjugation for a mi-
nus sign.19 However, such an SU(2) gauge redundancy is not
present in the bosonic Hamiltonian (16), so the complex conju-
gation (B9) cannot be removed. If the system has time reversal
symmetry, then Ai j and A∗i j describe the same physical state,
and thus by the argument in Section IV they must be equal up
to a U(1) gauge transformation, say
A∗i j = e
iφT (i)Ai jeiφT (j). (B10)
Recall that PSG is defined as the group of compound operators
GXX that leave the mean field ansatz invariant. For time
reversal, the PSG elementGTT is constructed such that, acting
T first complex conjugates the ansatz, acting GT next brings
the complex conjugated ansatz back to the original one. Using
(B10),
Ai j
T−→ A∗i j
GT−→ e−iφT (i)A∗i je−iφT (j) ≡ Ai j,
or simply (c.f. (B8))
GTT : Ai j −→ e−iφT (i)A∗i je−iφT (j). (B11)
The action of (GTT)−1 is naturally first multiply the inverse
phase factor to the ansatz and then complex conjugate every-
thing. The net effect of (GTT)−1 is thus same as GTT ,
(GTT)−1 : Ai j −→ e−iφT (i)A∗i je−iφT (j). (B12)
Suppose that GXX ∈ PSG for a space group element X .
Applying a gauge transformation on the mean field ansatz,
Ai j −→ GAi j , GX changes as (22) such that GXX is still
a PSG element. However, since the time reversal operator
complex conjugates the ansatz, it is easy to see that for the
same gauge transformation above, GT changes by
φT(r) −→ φT(r) + 2φ(r), (B13)
such that GTT is still a PSG element.
The time reversal satisfies the algebraic identities (A9) and
(A10), which constrain the form of GT by
(GXX)−1 (GTT)−1 (GXX) (GTT) = eipXTpi (B14)
and
(GTT)2 = eipTpi (B15)
respectively, where X = Tx,Ty,C2, h and pXT, pT ∈ {0, 1}.
Applying (B14) to the mean field ansatz step by step,
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Ai j
GTT−→e−iφT (i)A∗i je−iφT (j)
GXX−→ e−iφX (i)e−iφT (X−1(i))A∗
X−1(i)X−1(j)e
−iφT (X−1(j))e−iφX (j)
(GTT)−1−→ e−iφT (i)eiφX (i)eiφT (X−1(i))AX−1(i)X−1(j)eiφT (X
−1(j))eiφX (j)e−iφT (j)
(GXX)−1−→ eiφX (X(i))e−iφT (X(i))eiφX (X(i))eiφT (i)Ai jeiφT (j)eiφX (X(j))e−iφT (X(j))eiφX (X(j)). (B16)
To obtain the next line, we have used the fact that the previous
line transforms as Ai j by the definition of PSG, regardless of
how complicated the expression is. This leads to the consistent
condition
− φT(X(r)) + φT(r) + 2φX (X(r)) = pXTpi. (B17)
On the other hand, applying (B15) to the mean field ansatz
yields
Ai j
GTT−→ e−iφT (i)A∗i je−iφT (j)
GTT−→ e−iφT (i)eiφT (i)Ai jeiφT (j)e−iφT (j)
= eipie−iφT (i)eiφT (i)Ai jeiφT (j)e−iφT (j)eipi . (B18)
where we have manually inserted a factor of −1 on both sides
of Ai j in the last line, because T 2 acting on a S = 1/2 object
should produce a minus sign. This leads to
pi − φT(r) + φT(r) = pTpi (B19)
or pT = 1.
With the gauge GX associated with X = Tx,Ty,C2, h fixed
as (B4) − (B7), we now use (B17) to solve for GT . X = Tx,Ty
gives
φT (x, y, s) = p10pix + p11piy + φT (0, 0, s) .
X = C2 gives
−φT (0, 0, 1) + φT (0, 0, 5) = p12pi,
−φT (0, 0, 2) + φT (0, 0, 4) = p12pi,
−p10pi + (p2 + p3) pi = p12pi,
−p11pi + 3 (p2 + p3) pi = p12pi,
which implies p11 = p10mod 2 and p12 =
(p2 + p3 + p10) mod 2. Finally, X = h gives
p10pi − φT (0, 0, 2) + φT (0, 0, 1) = p13pi,
−φT (0, 0, 1) + φT (0, 0, 2) = p13pi,
−φT (0, 0, 6) + φT (0, 0, 3) = p13pi,
−φT (0, 0, 5) + φT (0, 0, 4) = p13pi,
−p10pi − φT (0, 0, 4) + φT (0, 0, 5) = p13pi,
−p10pi − φT (0, 0, 3) + φT (0, 0, 6) = p13pi,
which implies p10 = 0mod 2. We are left with five equations
to determine the form of φT (0, 0, s),
−φT (0, 0, 1) + φT (0, 0, 5) = (p2 + p3) pi, (B20)
−φT (0, 0, 2) + φT (0, 0, 4) = (p2 + p3) pi, (B21)
−φT (0, 0, 1) + φT (0, 0, 2) = p13pi, (B22)
−φT (0, 0, 3) + φT (0, 0, 6) = p13pi, (B23)
−φT (0, 0, 4) + φT (0, 0, 5) = p13pi. (B24)
Consider the sublattice dependent gauge transformation de-
fined by
G5 : φ(x, y, s = 1, 2, 4, 5) = φ5,
φ(x, y, s = 3, 6) = 0,
which does not affect the phase φX associatedwith space group
elements X . It changes φT by
φT (x, y, s = 1, 2, 4, 5) −→ φT (x, y, s) + 2φ5,
φT (x, y, s = 3, 6) −→ φT (x, y, s) .
By an appropriate choice of φ5, we can fix φT (0, 0, 1) =
0 and φT (0, 0, 5) = (p2 + p3) pi from (B20). (B22) and
(B24) then implies φT (0, 0, 2) = p13pi and φT (0, 0, 4) =
(p2 + p3 + p13) pi. Furthermore, with a similar sublattice de-
pendent gauge transformation defined by
G6 : φ(x, y, s = 3, 6) = φ6,
φ(x, y, s = 1, 2, 4, 5) = 0,
we can fix φT (0, 0, 3) = 0 and φT (0, 0, 6) = p13pi from (B23).
In conclusion,
φT (x, y, s) = φT (0, 0, s) , (B25)
with
φT (0, 0, s = 1, 3) = 0,
φT (0, 0, s = 2, 6) = p13pi,
φT (0, 0, s = 4) = (p2 + p3 + p13) pi,
φT (0, 0, s = 5) = (p2 + p3) pi.
Solving the bosonic PSG involving time reversal symmetry in
such a manner introduce an independent Z2 variable p13 on
top of p2 and p3, which arise from consideration of spatial
symmetries only. There are in total 23 = 8 possible bosonic
spin liquid states labeled by (p2, p3, p13) that respect the space
group of non-symmorphic Kagome lattice and time reversal
symmetry. From (B10), we see that 2Arg{Ai j} = −φT(i) −
φT( j), therefore time reversal symmetry restricts an ansatz to
be either real or imaginary by (B25).
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Appendix C: Mean Field Calculation Techniques
The flow of a mean field iteration is outlined as follows.
First, we fix the bosonic density κ. Define time step t such
that it is initially 0 and increases by 1 after an iteration is
completed. At time t = 0, we choose some random value for
the mean field parameters Ai j and Bi j . At time t > 0, we solve
for µ1 and µ2 from the constraints (17a) and (17b) with the
value of Ai j and Bi j from time t − 1. Call the solutions µ1(t)
and µ2(t). Then, we evaluate the expectation values 〈Aˆi j〉 and
〈Bˆi j〉 with the set of inputs {µ1(t), µ2(t), Ai j(t − 1), Bi j(t − 1)},
which outputs Ai j(t) and Bi j(t) respectively. The mean field
iteration is now completed and t increases by 1. If the value
of mean field parameters converge upon a sufficiently large
number of iterations, then a mean field solution is obtained.
In practice, mean field theory is solved by iteration of self-
consistent equations (12) in momentum space. We perform
Fourier transformation
bi,α,s =
1√
N
∑
k
bk,α,seik·Ri (C1)
to obtain the mean field Hamiltonian (16), which is written in
terms of the coupling constants J, J ′, J1, J2 and the mean field
parameters A, B′, B1, A2, in momentum space. In (C1), i labels
the individual unit cells, s = 1, . . . , 6 indexes the sublattice and
N is the total number of unit cells (the total number of sites is
therefore Ns = 6N). Define the 2n-component vector spinon
field21
Ψk =
( ®bk↑
®b†−k↓
)
, (C2)
where we have used the abbreviation ®bk↑ = (bk,↑,1, . . . , bk,↑,n)T
and ®b†−k↓ = (b†−k,↓,1, . . . , b†−k,↓,n)T, with n = 6 being the total
number of sublattices. The mean field Hamiltonian can be
expressed as
HMF =
∑
k
Ψ†kDkΨk
+ 4N
(
J |A|2 − J ′ |B′ |2 − J1 |B1 |2 + J2 |A2 |2
)
+ 4Nµ1 (1 + κ) + 2Nµ2 (1 + κ) . (C3)
Dk is a 2n× 2nmatrix that depends on the coupling constants,
mean field parameters and chemical potentials. Evaluating
the expectation value of bond and number operator, as in (12)
and (13), requires diagonalizing the Fourier transformed mean
field Hamiltonian by Bogoliubov transformation, which is dis-
cussed in Appendix C 1.
If the parameter space is small, we can just assign arbitrary
initial values to the mean field parameters and iterate the self-
consistent equations until they converge. Different set of initial
values should be tried to avoid identifying solution that leads
to local but not global minimum of the energy. Unfortunately,
since we have 8 independent mean field parameters in this
particular problem, our parameter space is considerably large
(a generic complex-valued parameter counts twice because the
real and imaginary part are independent). Conventional mean
field iteration is no longer an ideal primary tool to tackle such
problem, as it becomes difficult to check whether a solution
corresponds to the global minimum, and slow convergence is
expected. We need a more efficient way to explore the solution
space. This is done through simulated annealing (SA), which
is discussed in Appendix C 2.
SA is basically a method of probabilistic search, which sug-
gest an approximate solution to the global minimum. We can
however refine the solution from SA by inputing it as initial
condition for mean field iteration. Also, for bosonic densities
κ close to the critical value κc , tiny changes can easily yield
numerically insensible result, which our algorithm rejects by
construct, rendering the exploration of solution space difficult.
Therefore, mean field iteration is still important. Our general
strategy is to employ SA for several κ sufficiently lower than
κc , and then perform mean field iteration with solutions from
SA as initial condition. We tune up κ gradually and iterate
the self-consistent equations, with the solution from previous
mean field iteration as initial condition, until we reach κc .
1. Bogoliubov Transformation
Bogoliubov transformation allows us to diagonalize the
Fourier transform matrix Dk by introducing a new pair of
annihilation and creation operators, γk and γ†k, which satisfy
the original bosonic commutation relation (3). The b operators
are linear combinations of them,20,21
Ψk = MkΓk, (C4)
where Γk is the vector spinon field (C2) of γ operators. The
2n × 2n matrixMk is refered to as Bogoliubov transformation
matrix. Define the 2n × 2n diagonal matrix in which the first
n nonzero entries equal to 1 and the remaining equal to −1,
τ3 =
(
1 0
0 −1
)
. (C5)
From the commutation relation (3) among the b operators, we
have the following identity20[
Ψik,Ψ
†j
k′
]
= δkk′τ
i j
3 . (C6)
(C6) is also true for Γk since Bogoliubov transformation has
to preserve the commutation relation. Then,
δkk′τ
i j
3 =
[
Ψik,Ψ
†j
k′
]
=
[∑
m
Mimk Γ
m
k ,
∑
n
Γ†nk′ M
†nj
k′
]
=
∑
mn
Mimk
[
Γmk , Γ
†n
k′
]
M†njk′
=
∑
mn
δkk′Mimk τ
mn
3 M
†nj
k′ ,
or simply20
Mkτ3M†k = τ3. (C7)
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Diagonalization of the Fourier transform matrix Dk requires
Ψ†kDkΨk = Γ
†
kEkΓk,
where Ek = diag (ωk,↑,1, . . . , ωk,↑,n, ω−k,↓,1, . . . , ω−k,↓,n) is the
eigenvalue matrix. This implies20
M†kDkMk = Ek. (C8)
Combining (C7) and (C8) gives20
M−1k τ3DkMk = τ3Ek. (C9)
Therefore, we are really diagonalizing τ3Dk instead of merely
Dk in the usual linear algebra sense, and the eigenvalue matrix
is τ3Ek. The expectation value of HMF and other operators
(e.g. bond operators in (12)) is evaluated with respect to the
ground state of γ spinon defined by γk,α,s |0〉 = 0 for every k,
α and s. If we express these operators in terms of γ operators,
their expectation values are given by summing certain matrix
elements ofMk over k.
The diagonalization (C9) is done numerically for compli-
cated systems like Kagome lattice in whichMk does not admit
a nice analytical expression. We recommend Refs. 22 and
34 to readers who are interested in the details of computer
algorithm of Bogoliubov transformation.
2. Simulated Annealing
Since we have a large parameter space spanned by four inde-
pendent complex-valued mean field amplitudes A, B′, B1, A2,
we implement simulated annealing (SA) to determine the so-
lution that minimize the mean field energy 〈HMF〉. We follow
the basic procedure outlined in Ref. 35.
We would like to minimize a multivariable cost function
f (x1, . . . , xn) that is bounded below. First, we choose an
arbitrary initial configuration (x01, . . . , x0n) ∈ Rn and evalu-
ate f0 ≡ f (x01, . . . , x0n). Then, we explore the parameter
space by perturbing the variables probabilistically, for instance
x01 −→ x01 + δ with δ being a random perturbation. Let  be
a positive constant that characterizes the magnitude of δ, and
p ∈ [0, 1] be a random number. We require the random pertur-
bation δ to be bounded by  , which can be done by choosing
δ = (−1 + 2p) . We evaluate f1 ≡ f (x01 + δ, x02, . . . , x0n) and
compare f1 with f0. If f1 ≤ f0, we accept the change com-
pletely. If f1 > f0, we accept the change with probability
exp (− ( f1 − f0) /T), where T > 0 is a parameter analogous
to temperature in Boltzmann factor. This acceptance rule is
known as Metropolis criterion. After that, we move on to
perturb the remaining variables x02, . . . , x
0
n, one at a time, in
similar fashion. If every variable is perturbed once, we say
that a cycle is completed. Carrying out a sufficiently large
number of cycles while gradually decreasing the temperature,
we can (hopefully) find a configuration (y1, . . . , yn) that well
estimates the global minimum.
The temperature T in the acceptance probability
exp (− ( f − f0) /T) plays a crucial role in the exploration of
parameter space and the convergence of solution. For large T
compared to the typical change in cost function, ∆ f = f − f0,
fluctuations in the variables xi occur more often such that a
larger portion of the solution space is explored. For small T ,
solutions that yield higher cost tend to be rejected. We usually
start with large T and decrease it in subsequent cycles.
In our system, the cost function is just the mean field energy,
〈HMF〉 ≡ E (A, B′, B1, A2) , (C10)
with κ fixed at some value. The chemical potentials µ1 and
µ2 are not freely varying parameters because they are solved
self-consistently by (17a) and (17b) for a given set of mean
field amplitudes. Since each of the mean field parameters is
complex-valued, we have to perturb the real and imaginary
parts independently, and the solution space is effectively R8.
Convergent solution is found upon implementation of SA.
As a check, we input the solution from SA as initial condition
for mean field iteration, and verify that it is also the convergent
solution of self-consistent equations (12).
Appendix D: Linear Approximation Scheme
FIG. 6 shows the linear approximation scheme we use to de-
termine the critical bosonic density κc from mean field theory.
Related discussion can be found in Section VA.
FIG. 6. We determine κc by a linear approximation scheme. With
the spin liquid state (p2, p3) = (0, 0) as example, as ωmin goes to 0
with increasing κ, we plot several data points (κ, ωmin), add a line
through them, and estimate the x-intercept as κc .
Appendix E: Energetics of Spin Liquid States
TABLE II lists the energy of four spin liquid states (p2, p3)
that respect the space group of non-symmorphic Kagome lat-
tice at several bosonic densities κ below the critical value κc .
Related discussion can be found in Section VA.
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TABLE II. Comparison of total energy E (scaled by the total number
of sites N) of four spin liquid states (p2, p3) at several κ < κc . The
energy shown here is in unit of 10−2J, where J is the strongest
coupling constant. In low κ limit, the states with same p2 has exactly
the same spectrum and energy. The energy begins to differ around
κ = 0.25. (1, 0) is identified to be the most energetically favorable
state.
κ\(p2, p3) (0, 0) (0, 1) (1, 0) (1, 1)
0.05 -0.951587 -0.951587 -0.953141 -0.953141
0.10 -1.973095 -1.973095 -1.984894 -1.984894
0.15 -3.064663 -3.064663 -3.101634 -3.101634
0.20 -4.226422 -4.226422 -4.307044 -4.307044
0.25 -5.458552 -5.458552 -5.603122 -5.603122
0.26 -5.713968 -5.714021 -5.873327 -5.873327
0.27 -5.972844 -5.973016 -6.147242 -6.147242
0.28 -6.235185 -6.235556 -6.425370 -6.425271
0.29 -6.500999 -6.501673 -6.707870 -6.707606
0.30 -6.770304 -6.771429 -6.994841 -6.994180
0.31 -7.043122 -7.044775 -7.286310 -7.285185
0.32 -7.319378 -7.321825 -7.582275 -7.580489
0.33 − -7.602579 -7.882738 -7.880159
0.34 − -7.887169 -8.187831 -8.184325
0.35 − -8.175661 − -8.492923
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