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Resumen
Uno de los recursos más importantes para mejo-
rar la eficiencia en los sistemas de enerǵıa solar, es
el control avanzado. En general, con el uso de es-
trategias de control convencionales no se obtienen
buenos desempeños en todo el rango de operación
debido a la dinámica fuertemente no lineal de este
tipo de sistemas, aśı como las múltiples fuentes de
perturbaciones. En este trabajo se desarrolla un
control predictivo basado en el espacio de estados
para controlar un captador solar tipo Fresnel. Su
comportamiento es analizado sobre el modelo de
parámetros distribuidos no lineal de dicho capta-
dor.
Palabras clave: enerǵıa solar, colector Fresnel,
control predictivo, observador LMI
1. Introducción
La necesidad de reducir el impacto de las fuentes
de enerǵıa fósil tales como el carbón o el petróleo,
produjo un gran interés en las fuentes de enerǵıa
renovables a mediados de los 70. En los últimos
30 años, el uso de la enerǵıa solar ha experimen-
tado un gran impulso, desde el punto de vista de
la investigación y construcción de plantas comer-
ciales. Una de las ventajas de la enerǵıa solar con
respecto a otros tipos de enerǵıa renovables es la
posibilidad de usar almacenamiento térmico [1].
Múltiples trabajos de investigación se llevaron a
cabo en la planta experimental ACUREX en la
plataforma Solar de Almeŕıa [2] y [3]. Desde el
punto de vista de plantas comerciales, cabe citar
las 13 plantas termosolares de tecnoloǵıa cilindro-
parabólica (CCP) de Abengoa solar operativas en
España (50 MW cada una) [4].
En general, el objetivo de control en plantas ter-
mosolares es mantener la temperatura de salida en
torno a un punto de funcionamiento. Sin embargo,
esto no es tarea sencilla debido a que hay múltiples
fuentes de perturbaciones tales como la radiación
solar, temperatura de entrada, eficiencia óptica,
etc. La fuente de perturbación más importante es
la radiación solar, cuya variación a lo largo de un
d́ıa puede ser muy brusca [5].
Se han realizado múltiples pruebas de control en el
campo del control de sistemas solares. Por ejem-
plo, en [6], se propone un control predictivo no
lineal basado en un redes neuronales. En [7], se
propone un MPC robusto basado en tubos pa-
ra seguimiento de referencias. Estos dos contro-
ladores fueron probados en la planta experimental
ACUREX. En [8], se propone un control predicti-
vo combinado con un filtro de Kalman unscented
para estimar estados y parámetros. En [9],se pro-
pone un método para hallar el punto óptimo de
operación en plantas de tecnoloǵıa CCP.
En este art́ıculo, se propone un control predictivo
en el espacio de estados el cual se aplica al capta-
dor solar tipo Fresnel ubicado en la Escuela Supe-
rior de Ingenieros de Sevilla. El diseño del contro-
lador es similar al propuesto en [10]. El observador
de estado elegido, es un observador de Luenberger
debido a que, por su planteamiento de diseño, se
pueden imponer restricciones de comportamiento
y estabilidad, las cuales se pueden resolver me-
diante un LMI con restricciones politópicas en el
plano discreto [11]. La ventaja de este esquema
es que, la estrategia de control final puede plan-
tearse como un problema lineal cuadrático (QP) y
resolverse de manera rápida y eficiente.
El art́ıculo se organiza del siguiente modo: en la
sección 2, se presenta el modelo matemático del
captador. En la sección 3, se explica la estrate-
gia de control. En la sección 4, se muestran algu-
nos resultados de simulación y, en la sección 5, se
muestran las conclusiones.
2. Descripción del modelo
matemático del captador solar
Fresnel
El captador solar usado en este trabajo, pertene-
ce a la planta de refrigeración solar ubicada en
la terraza de la Escuela de Ingenieros de Sevilla.
Esta está formada por el captador solar Fresnel,
una máquina de absorción de doble efecto y un
sistema de almacenamiento basado en materiales
de cambio de fase [12] y [13].
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Figura 1: Campo de colectores Fresnel
El captador solar Fresnel está formado por 11
ĺıneas de colectores Fresnel con una superficie total
reflectante de 352 m2. Los colectores concentran la
radiación solar en un tubo de metal de 64 m de
longitud (Figura 1), calentando el agua a presión
que circula por él y, de este modo, alimentando
la máquina de absorción. Si hay más enerǵıa de
la que la máquina de absorción puede usar, esta
puede ser almacenada en el tanque de almacena-
miento.
Con respecto al modelo matemático, se pueden
usar dos enfoques: el modelo de parámetros con-
centrados y el modelo de parámetros distribuidos.
El modelo de parámetros concentrados proporcio-
na una descripción puntual del captador Fresnel
[14]. Es una descripción más simple que el modelo
de parámetros distribuidos.
La ventaja del modelo de parámetros distribui-
dos es que, además de considerar la distribución
espacial de la temperatura del fluido, modela la
transmisión de calor metal-fluido. En este trabajo
se usa el modelo de parámetros distribuidos pa-
ra realizar simulaciones y evaluar el desempeño
del controlador propuesto. El modelo de paráme-
tros distribuidos se puede describir con dos ecua-





= IKoptnoG−HlG(Tm − Ta)







= lpHt(Tm − Tf ) (1)
Donde los sub́ındices m y f indican metal y flui-
do respectivamente. En el cuadro 1, se listan los
parámetros del modelo y sus unidades.
La eficiencia óptica Kopt está formada por factores





C Capacidad caloŕıfica JK−1kg−1
S
Área de la sección
transversal
m2
T (x, y) Temperatura K,◦C
q(t) Caudal m3s−1
I(t) Radiación Solar Wm−2
no Eficiencia Geométrica -
Kopt Eficiencia óptica -
G Apertura del colector m
Ta(t) Temperatura ambiente K,
◦C
Hl Coeficiente de pérdidas
térmicas
Wm−2◦C−1
Ht Coeficiente de transmi-
sión de calor metal-
fluido
Wm−2◦C−1
lp Peŕımetro mojado m
Cuadro 1: Descripción de los parámetros del mo-
delo
de forma, etc. La eficiencia geométrica depende del
ángulo de incidencia del sol y el factor de sombra
[14].
La sistema de ecuaciones se resuelve diviendo el
tubo en 64 segmentos de 1 m de longitud y un
tiempo de integración de 0.5 s.
El coeficiente de transmisión de calor Ht depende
tanto de la temperatura como del caudal [16]. El
valor de los otros parámetros se puede hallar en
[17].
3. MPC en el espacio de estados
En esta sección se describe el MPC implementado
en este trabajo. Las matrices para el modelo en
el espacio de estados se obtienen a partir de las
ecuaciones del modelo de parámetros distribuidos
(ecuación (1)). Con el objetivo de reducir la carga
computacional del controlador, el modelo lineal se
obtiene dividiendo el tubo en 4 segmentos en lugar
de los 64 requeridos en el modelo completo.
El objetivo de control de un sistema de enerǵıa
solar como el captador Fresnel, es mantener la
temperatura de salida en torno a una referencia
deseada, usando para tal fin, el caudal como va-
riable manipulable.
Debido a que solo las temperaturas de entrada y
salida son accesibles, el resto de temperaturas de-
ben ser estimadas. Para ello, se ha diseñado un
observador de estado cuya ganancia es calculada
por medio de un problema de asignación de polos
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robusto, cuya solución puede ser obtenida median-
te LMIs. Se considera incertidumbre politópica en
la dinámica de la planta [11].
En primer lugar, se presenta el procedimiento de
obtención de las matrices del modelo lineal y, pos-
teriormente, se describe el método para computar
la ganancia del observador de Luenberger.
3.1. Obtención de las matrices del
modelo lineal
En esta subsección se describe el procedimiento de
obtención de las matrices lineales. El modelo lineal
del sistema de ecuaciones diferenciales (ecuaciones
(1)), está formado por un conjunto de matrices
que dependen de las entradas y los estados del
sistema. Sea x el vector de estados formado por
las temperaturas de los 4 segmentos del metal y
del fluido, Tin es la temperatura de entrada, q el
caudal de agua, Ie = IKoptno es la radiación solar
efectiva y Ta es la temperatura ambiente.
El modelo lineal, en tiempo cont́ınuo se puede
computar usando (2):
ẋ(t) = Ax(t) +Bu(t) +Bdd(t)
y(t) = Cx(t) (2)



















P4 = −P2 − P3
A =

P0 0 0 0 P1 0 0 0
0 P0 0 0 0 P1 0 0
... ... ... ... ... ... ... ...
0 0 0 P0 0 0 0 P1
P2 0 0 0 P3 0 0 0
0 P2 0 0 P4 P3 0 0
... ... ... ... ... ... ... ...






































0 0 0 0 0 0 0 1
]
(10)
Es importante resaltar que A y BTa depende de
los estados del sistema y de sus parámetros; BTin
es función del caudal de agua u. Como ha sido co-
mentado en la sección 2, los parámetros Hl, pf ,
Cf y Ht dependen de la temperatura y del cau-
dal de agua, mientras que ρm, Cm, Sf , Sm y G
son constantes. El modelo lineal se discretiza con
un tiempo de muestreo de 20 s. A partir de aho-
ra, nos referiremos a las matrices discretas cuando
hablemos de A, B y Bd.
3.2. Formulación del MPC en el espacio
de estados
Desde los años 80, el control predictivo basado en
modelo (MPC), ha experimentado un importante
impulso en el campo de la investigación y de las
aplicaciones industriales tales como plantas qúımi-
cas y refineŕıas de petróleo.
Básicamente, la estrategia de un esquema de
control MPC consiste en los siguientes 3 pasos
[18],[19]:
El uso de un modelo matemátcio para pre-
decir la evolución futura del proceso en un
intervalo de tiempo (horizonte).
Calcular una secuencia de acciones de control
que minimizan una función objetivo.
Aplicar solo la primera acción calculada (ho-
rizonte deslizante), y recalcular la secuencia
en cada periodo de muestreo.
La principal diferencia en las diferentes estrategias
de control predictivo, es la tipoloǵıa del modelo: li-
neal o no lineal. Si el modelo es lineal, el problema
de optimización asociado puede ser resuelto efi-
cientemente y se puede alcanzar el óptimo global
[20]. Si el modelo es no lineal, el problema de opti-
mización requiere la resolución de un problema de
programación no lineal, el cual es computacional-
mente más costoso de resolver y alcanzar el óptimo
global no está asegurado. Particularmente en un
proceso como el sistema de enerǵıa solar de este
art́ıculo, para poder resolver el problema no lineal
en el tiempo de muestreo requerido, es necesario
elegir horizontes pequeños [15].
Por otra parte, el uso de estrategias de control li-
neal en una planta donde la dinámica es muy no
lineal, tiene algunos inconvenientes. El desempeño
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de los controladores lineales se deteriora si el sis-
tema evoluciona lejos del punto de funcionamien-
to de diseño. En los sistemas de enerǵıa solar, la
dinámica de la planta deviene muy lenta con gran-
des retardos a bajos caudales [21]. Para tratar de
solucionar este problema, en este art́ıculo, las ma-
trices del modelo de predicción del MPC cambian
con el punto de funcionamiento.
Ante la dificultad de predecir la evolución de al-
gunas entradas del sistema tales como la tempe-
ratura de entrada Tin, y la radiación efectiva Ie y
la temperatura ambiente Ta, la evolución de estas
variables a lo largo del horizonte de predicción se
consideran constantes.
Dado que la variable manipulable es el caudal, dos
restricciones son tenidas en cuenta:
caudal de agua entre 2 y 13 m3/h.
variación máxima de la señal de control en
cada periodo de muestreo de ±2 m3/h.
La bomba de agua se modela como un sistema
de primer orden con una ganancia unitaria y una
constante de tiempo de 6 segundos. El controla-
dor MPC requiere la solución de un problema QP,










∆uT (t+ k)R∆u(t+ k)
s.t:
∆umin ≤ ∆u(t+ k) ≤ ∆umax, k = 1, . . . , Nc
umin ≤ u(t+ k|t) ≤ umax, k = 1, . . . , Nc
u(t+k|t) = u(t+k−1)+∆u(t+k−1), k = 1, . . . , Nc
x(t+k|t) = Ax(t+k−1|t)+Bu(t+k−1|t)+Bdd(t)
y(t+ k) = Cx(t+ k), k = 1, . . . , Ny (11)
Ny y Nc son el horizonte de predicción y de control
respectivamente.
3.3. Obtención de la ganancia de
observación L
Tal como se ha mencionado anteriormente, solo
algunas variables son directamente medibles. El
resto de estados deben ser estimados mediante un
observador. El observador elegido en este trabajo
es un observador de Luenberger, cuya ganancia es
calculada mediante una ubicación de polos robus-
ta. Este enfoque permite que el problema pueda
ser planteado como un conjunto de LMIs y resuel-
to mediante un toolbox de resolución de LMIs.
Para el diseño de este observador se imponen cier-
tos requisitos de desempeño en todo el rango de
operación de la planta. Para cubrir todo el ran-
go de operación, se ha empleado un politopo de 4
vértices (LDI) que representa el comportamiento
en el rango de variación esperado en la tempera-
tura y en el agua, variables de las cuales depende
la dinámica del sistema. Las ecuaciones que des-
criben la dinámica del observador de estado son:
x̂(k + 1) = A(k, x, u)x̂(k) +Bu(k) +Bdd(k)+
L (ŷ(k)− y(k))
ŷ(k + 1) = Cx̂(k) (12)
Donde A(k, x, u) ∈ Co {A1, . . . , A4}.
El error de estimación se define como e(k) =
x̂(k) − x(k) y su dinámica viene dada por la si-
guiente ecuación:
e(k + 1) = (A(k, x, u) + LC) e(k) (13)
El objetivo del problema LMI que se formula en
este art́ıculo, es hallar una ganancia de observa-
ción L de modo que e(k) converja a 0 para k →∞
para el sistema descrito por el politopo LDI. Los
requerimientos de diseño se imponen mediante res-
tricciones en la ubicación de polos, es decir, no so-
lo los polos deben estar dentro del ćırculo unidad
(estabilidad), si no que se impone que su ubica-
ción para los vértices del politopo, esté dentro de
un radio máximo. Es interesante hacer notar que,
para evitar términos no lineales en el LMI, se for-
mula el problema con (A(k, x, u)) + LC)
ᵀ
, dado
que los autovalores de una matriz cuadrada, son
lo mismos que los de su traspuesta.
Esto, matemáticamente, se expresa del siguiente
modo: hallar una matriz W de tal modo que los






ᵀY +WA+ Y ᵀC > 0 (14a)
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[
−rW AᵀW + CᵀY
WA+ Y ᵀC −rW
]
< 0 (14b)
Con Y = LᵀW y r ∈ (0, 1), corresponden a las
siguientes condiciones para la ubicación de polos
[11], [23]:
Re (λ(Ai + LC)) > 0
|λ(Ai + LC)| < r
Aunque las condiciones impuestas en (14b) son no
lineales, realmente son condiciones bilineales, con
lo que el problema se puede relajar iterativamen-
te, buscando el valor mı́nimo de r para el cual el
problema LMI mantiene la factibilidad. La matriz
de observación obtenida viene dada por:
L =
[−0,1469 −0,6427 −1,1269 −0,9801
−0,1376 −0,6004 −1,0615 −0,9618]T
(15)
En la figura 2, se muestran los polos para los vérti-
ces del LDI, aśı como el mı́nimo valor de r obte-
nido.
Figura 2: Resultado de la ubicación de polos ob-
tenida resolviendo los LMIs propuestos
3.4. MPC con estimador de
perturbaciones
Uno de los problemas que tiene el control predic-
tivo en el espacio de estados es la aparición de un
error en régimen permanente si el modelo no es su-
ficientemente exacto. Para paliar este problema, el
método propuesto en [24] se usa para compensar
las diferencias entre el modelo lineal y la planta.
Si consideramos un modelo lineal en el espacio de
estados de la forma:
xk+1 = Axk +Bu(k) +Bdd(k)
yk = C xk (16)
uk = uk−1 + ∆uk
La clave es estimar una señal de control virtual
ûk que no es necesariamente igual a la señal de
control real uk aplicada a la planta. Cualquier di-
ferencia entre la planta y el modelo es incluida en
esta señal virtual, que actúa como integrador de
perturbaciones. La formulación final del observa-
dor de estados vienen dada por (17):
x̂(k + 1) = Ax̂(k) +B(û(k) + ∆u(k)) +Bdd(k)
+L(ŷ(k)− y(k))
û(k + 1) = û(k) + ∆u(k) + Lu(y(k)− ŷ(k)) (17)
3.5. Esquema final de control
En esta subsección se muestra el esquema de con-
trol final. Cada 20 segundos, el sistema de adqui-
sición de datos lee los sensores y el observador de
estado calcula los estados estimados. Esta estima-
ción se pasa al bloque de control MPC, que compu-
ta las matrices lineales y resuelve el problema de
optimización (11). El resultado es la señal qpred,
la cual es añadida al controlador feedforward qff .
La suma de ambas es la señal de control aplicada
a la planta.
La razón de incluir un controlador feedforward
es que ayuda al rechazo de perturbaciones [25].
El feedforward se calcula usando el modelo de
parámetros concentrados como sigue [14]:
qff =
IKoptnoS −HlS((Tref + Tin)/2− Ta)
Pcp(yref − Tin)
(18)
Donde yref es la referencia de temperatura, S es
la superficie reflectante de 352 m2 y Pcp es un
término que incluye la entalṕıa del fluido y otros
factores geométricos [15]. La figura 3, muestra el
esquema de control final:
4. Resultados
Se han realizado dos simulaciones comparando el
comportamiento del MPC propuesto con un con-
trolador PI+feedforward. El PI ha sido diseñado
usando multiples simulaciones con diferentes con-
diciones de radiación y caudal de agua, y sus ga-
nancias se han obtenido mediante un proceso de
optimización offline, para asegurar que el compor-
tamiento es adecuado en todo el rango de funcio-
namiento, evitando inestabilidades. Su expresión
viene dada por la ecuación (19)
uPI(k) = −0,2546 e(k)− 0,003122 Σe(k) (19)
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Figura 3: Esquema de control final
Donde e(k) yΣe(k) son el error y su integral dis-
creta respectivamente. Para el controlador MPC
se han elegido los siguientes parámetros: Ny = 15,
Nc = 10, Q = I y R = 120.
La figura 4 muestra una simulación de un d́ıa cla-
ro donde el set-point cambia a lo largo de todo el
test. El valor inicial de Tin y Tout es 90
◦C y 99
◦C respectivamente. Como se puede comprobar,
el desempeño del PI es similar al del MPC pa-
ra caudales medios-altos, pero para bajos cauda-
les, el desempeño del PI se deteriora produciendo
comportamiento oscilatorio, mientras que el MPC
logra desempeños buenos en todo el rango.
En la figura 5 se simula un d́ıa con perturbaciones
en la temperatura de entrada y en la radiación so-
lar. La temperatura de entrada y la temperatura
de salida tienen un valor inicial de 152 ◦C y 159
◦C respectivamente. A las 12.4 h la temperatura
de entrada incrementa su valor hasta los 156◦C,
que produce un decremento en la temperatura de
salida debido a la acción del feedforward, pero
ambos controladores recuperan el seguimiento del
set-point. A las 13.25 h, debido a nubes dispersas,
la radiación cae a 0 y el caudal de agua se vie-
ne al mı́nimo de 2 m3/h, para minimizar la cáıda
de temperatura. Aun aśı, en estas condiciones no
es posible mantener la referencia de temperatura.
Una vez que la nube ha pasado, el MPC recupera
el seguimiento de set-point, de manera más suave.
Desde 13.8 h hasta las 14.1 h, una segunda nube
cubre el campo de colectores y la temperatura de
entrada disminuye produciendo otra saturación en
la acción de control. La parte final del test consis-
te en una serie de escalones incrementales en el
set-point. En este punto se puede ver que el PI
deteriora su comportamiento en comparación con
el MPC. Como se esperaba el desempeño y la ro-
bustez del MPC son superiores.
Con respecto al observador de estado, la figura 6
muestra la estimación de los perfiles del metal y
del fluido. Como puede verse, los perfiles estima-
dos están cercanos (con las lógicas diferencias) a
los valores obtenidos con el modelo no lineal de
parámetros distribuidos. El estimador de estado
muestra convergencia rápida a pesar de las per-
turbaciones y cambios de referencia.
Figura 4: Dı́a claro a baja temperatura. Compa-
ración entre PI y MPC
Figura 5: Dı́a claro a alta temperatura. Compara-
ción entre PI y MPC
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Figura 6: Dı́a claro a alta temperatura:
Desempñeo del observador de estado
5. Conclusiones
En general, el uso de estrategias de control lineales
no es suficiente para garantizar un comportamien-
to eficiente en todo el rango de operación de las
plantas solares. En este art́ıculo, se ha diseñado
un MPC basado en observador de estado aplicado
a una planta de colectores Fresnel.
El observador de estado ha sido obtenido median-
te el planteamiento de varios LMIs, imponiendo
restricciones en dinámica y estabilidad. El desem-
peño del MPC se ha comparado con un PI, cuyos
parámetros han sido obtenidos mediante optimi-
zación para diferentes condiciones. El desempeño
del MPC se ha mostrado superior en las pruebas
realizadas.
El observador de estado ha mostrado también ra-
pidez de convergencia y buena estimación en los
estados.
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