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ABSTRACT
Within the framework of the external shock model of gamma-ray bursts (GRBs) afterglows, we
perform a morphological analysis of the early optical lightcurves to directly constrain model param-
eters. We define four morphological types, i.e. the reverse shock dominated cases with/without the
emergence of the forward shock peak (Type I/ Type II), and the forward shock dominated cases with-
out/with νm crossing the band (Type III/IV). We systematically investigate all the Swift GRBs that
have optical detection earlier than 500 s and find 3/63 Type I bursts (4.8%), 12/63 Type II bursts
(19.0%), 30/63 Type III bursts (47.6%), 8/63 Type IV bursts (12.7%) and 10/63 Type III/IV bursts
(15.9%). We perform Monte Carlo simulations to constrain model parameters in order to reproduce
the observations. We find that the favored value of the magnetic equipartition parameter in the for-
ward shock (ǫfB) ranges from 10
−6 to 10−2, and the reverse-to-forward ratio of ǫB (RB) is about 100.
The preferred electron equipartition parameter ǫr,fe value is 0.01, which is smaller than the commonly
assumed value, e.g., 0.1. This could mitigate the so- called “efficiency problem” for the internal shock
model, if ǫe during the prompt emission phase (in the internal shocks) is large (say, ∼ 0.1). The
preferred RB value is in agreement with the results in previous works that indicates a moderately
magnetized baryonic jet for GRBs.
Subject headings:
1. INTRODUCTION
The first gamma-ray burst (GRB) afterglow emission
was detected in 1997, e.g. X-ray and optical afterglow
from GRB 970228 (Costa et al. 1997; van Paradijs et al.
1997). Over 18 years a variety of space- and ground-
based facilities have detected hundreds of afterglows,
with a wide coverage in both the spectral and tempo-
ral domains (Kumar & Zhang 2015, for a recent review).
The standard interpretation for the GRB afterglow
emission was proposed before the discovery of the first
afterglow data (Me´sza´ros & Rees 1997). The general pic-
ture is as follows (Gao et al. 2013, for a review): regard-
less of the nature of progenitor and central engine, GRBs
are believed to originate from a “fireball” moving at a
relativistic speed. The fireball will inevitably be decel-
erated through a pair of shocks (forward and reverse)
propagating into the ambient medium and the fireball
itself. Electrons are accelerated in both shocks and give
rise to bright non-thermal emission through synchrotron
or inverse Compton radiation. Due to the deceleration of
the fireball, a broad band afterglow emission with power-
law rising and decaying behavior is expected for the GRB
afterglow.
In the pre-Swift era, the simple external shock
model provided successful interpretations for a large
array of afterglow data (Wijers et al. 1997; Waxman
1997; Wijers & Galama 1999; Huang et al. 1999, 2000;
Panaitescu & Kumar 2001, 2002; Yost et al. 2003), al-
though moderate revisions were sometimes required, for
instance, invoking wind-type density medium instead
of constant density (Dai & Lu 1998b; Me´sza´ros et al.
1998; Chevalier & Li 1999, 2000), refining the joint for-
ward shock and reverse shock signal (Me´sza´ros & Rees
1997; Me´sza´ros & Rees 1999; Sari & Piran 1999a,b;
Kobayashi & Zhang 2003; Zhang et al. 2003; Wu et al.
2003; Zou et al. 2005), considering continuous en-
ergy injection into the blastwave (Dai & Lu 1998a;
Rees & Me´sza´ros 1998; Zhang & Me´sza´ros 2001), taking
into account the jet break effect (Rhoads 1999; Sari et al.
1999; Zhang & Me´sza´ros 2002; Rossi et al. 2002), etc.
Entering the Swift era, some new unexpected signatures
in GRB afterglows were revealed (Tagliaferri et al. 2005;
Burrows et al. 2005; Zhang et al. 2006; Nousek et al.
2006; O’Brien et al. 2006; Evans et al. 2009), which how-
ever are still acommodated within the standard frame-
work, provided some additional physical processes are
invoked self-consistently, such as a late central engine
activity (Zhang et al. 2006; Nousek et al. 2006).
The external shock model is elegant in its simplicity,
since it invokes a limited number of model parameters
(e.g. the total energy of the system, the ambient density
and its profile), and has well defined predicted spectral
and temporal properties. Given this model, the accu-
mulation of afterglow data has led to great advances in
revealing physical properties in GRB ejecta as well as
the circum-burst medium. In practice, there are two
approaches for applying the external shock model to
the observational data: one can start with the data, fit
the lightcurve and spectrum with some empirical broken
power-law functions to get both a temporal index α and a
spectral index β, and then constrain the related afterglow
parameters by applying the so called “closure relation”
(Zhang & Me´sza´ros 2004; Gao et al. 2013; Wang et al.
22015); or alternatively, one can start with the external
shock model, draw predicted lightcurves and spectrum
with varying parameters, and then constrain the rele-
vant parameters by fitting the observational data with
the theoretical prediction.
Both approaches encounter their own difficulties. The
first approach is usually non-optional, since some compli-
cated effects such as the equal arrival time effect and the
gradual evolution of cooling frequency result in a smooth-
ing of the spectral and temporal breaks (Granot & Sari
2002; Uhm & Zhang 2014), leading to imperfection of
the “closure relation”. For the latter approach, due to
the simple behavior of the afterglow data and the sim-
ple power-law property of the synchrotron external shock
model, the model parameters obtained by fitting indi-
vidual bursts usually suffer severe degeneracy, unless the
observed SED could fully cover all synchrotron charac-
teristic frequencies (Kumar & Zhang 2015 for a review),
e.g. νa (self-absorption frequency), νm (the characteristic
synchrotron frequency of the electrons at the minimum
injection energy), and νc (the cooling frequency). For the
cases that all the observations are in the same spectral
regime or only covers one break frequency, which usually
happened when only optical and X-ray data are avail-
able, individual fitting cannot make tight constraint on
the parameters such as ǫe and ǫB, even though the model
calculated lightcurve could nicely fit the data (e.g. see
the recent results presented in Japelj et al. 2014).
Regardless of these difficulties, both approaches work
best with the observational data in the early stages,
which contain much richer information. On the other
hand, although multi-wavelength observations are rou-
tinely carried out for many GRBs, optical data are still
generally the most valuable for model constraint. The
reason is as follows: first, data in the radio band are still
limited, although several radio lightcurves have been in-
terpreted in detail and some interesting studies have been
performed statistically (Chandra & Frail 2012, and ref-
erence therein). Second, the X-ray lightcurves are some-
times dominated by the X-ray flares and X-ray plateaus,
which can not be fully interpreted with the simple ex-
ternal shock model, additional physical processes, such
as a radiation component that is related to the late
central engine activity, are needed (Zhang et al. 2006;
Nousek et al. 2006; Ghisellini et al. 2007; Kumar et al.
2008b,a). Last but not least, in the early stage, the re-
verse shock spectrum is expected to peak in the optical
band. Investigation of reverse shock emission is very im-
portant for studying the detailed features of GRB ejecta,
such as the composition of the jet, since its radiation
comes directly from the shocked ejecta materials.
Assuming that afterglow parameters for different
GRBs come from the same distributions, statistical prop-
erties of a sample of GRBs can be used to constrain the
global features of model parameters. For instance, in
the pre-Swift era, Zhang et al. (2003) proposed to cate-
gorize the early optical afterglows into different types of
combinations of reverse and forward shock emission and
they suggested that the afterglow parameter space could
be explored based on a morphological analysis. After a
decade of successful operation of Swift , a fairly good
sample of early afterglow lightcurves is in hand. It is
now of great interest to develop and implement the mor-
phological analysis on the current observations to make
reasonable constraints on the model parameters. Specif-
ically, the morphological analysis method can be divided
into two separate parts: Monte Carlo simulations and ob-
servational sample analysis. In the simulation part, we
assume some intrinsic distributions for each afterglow pa-
rameter, simulate a sample of afterglow lightcurves, and
then distribute them into their relevant lightcurve types.
In the sample analysis part, we try to find a well defined
sample of early optical lightcurves, and calculate the rel-
ative number ratios among different lightcurve types. By
comparing the results between these two parts, one can
make constraints on relevant parameters.
The structure of the paper is as follows. We illustrate
the morphological analysis method and the sample selec-
tion process in section 2, including the definition of differ-
ent lightcurve categories, and the theoretical scheme for
determining categories for given values of the afterglow
parameters. In section 3, we apply the morphological
analysis to the GRB sample with Monte Carlo simula-
tions, and explore the parameter regimes by comparing
the simulation results and observations. We discuss our
results in section 4, and briefly summarize our conclu-
sions in section 5. Throughout the paper, the convention
Q = 10nQn is adopted for cgs units.
2. EARLY OPTICAL AFTERGLOW MORPHOLOGY
2.1. Lightcurve classification
The morphology of early optical afterglows essentially
reflects the relative relation between the forward shock
and the reverse shock emission. Since the strength of the
forward and reverse shocks are determined by the same
set of GRB parameters, namely the initial Lorentz factor,
the kinetic energy of the fireball, the circum-burst density
and the microphysics parameters, in principle a study of
the morphology can yield direct model constraints.
In previous works, the early optical afterglows for con-
stant density medium model were usually classified into
three categories (Zhang et al. 2003; Jin & Fan 2007):
• Type I: re-brightening. At the very early stage, the
lightcurve is dominated by the reverse shock emis-
sion, but later a re-brightening signature emerges
due to the forward shock emission contribution.
Both reverse shock peak and forward shock peak
are evident in this type of lightcurve.
• Type II: flattening. The forward shock peak is be-
neath the reverse shock component. The forward
shock emission only shows its decaying part at the
late stage, since the reverse shock component fades
more rapidly.
• Type III: no reverse shock component. In this
case, the reverse shock component is either too
weak compared with the forward shock emis-
sion, or is completely suppressed for some rea-
son, such as magnetic fields dominating the ejecta
(Zhang & Kobayashi 2005; Mimica et al. 2010).
Note that for forward shock dominated cases (Type
III), there are still two distinct shapes of lightcurve, de-
pending on whether νfm(t×) is larger than νopt or not,
where t× is the reverse shock crossing time (Sari & Piran
1995). If νfm(t×) > νopt, the rising slope of the lightcurve
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Fig. 1.— Example light curves for all four types with typical afterglow parameters. Type I: E = 1052 erg, Γ0 = 100, n = 10 cm−3,
ǫr,fe = 0.1, ǫ
f
B = 10
−4, RB = 100 and p = 2.3; Type II: E = 10
52 erg, Γ0 = 100, n = 0.01 cm−3, ǫ
r,f
e = 0.01, ǫ
f
B = 10
−5, RB = 100
and p = 2.1; Type III: E = 1052 erg, Γ0 = 100, n = 10 cm−3, ǫ
r,f
e = 0.01, ǫ
f
B = 10
−4, RB = 100 and p = 2.3; Type IV: E = 10
52 erg,
Γ0 = 100, n = 10 cm−3, ǫ
r,f
e = 0.1, ǫ
f
B = 10
−3, RB = 1 and p = 2.3.
would have a very clear steep (t3/2 or t3) to shallow
(t1/2) transition, otherwise the rising slope is always
steep. Since an insight on the νfm(t×) value could lead to
strong constraints on relevant afterglow parameters, in
this work we further categorize the forward shock domi-
nated lightcurves into two categories:
• Type III: forward shock dominated lightcurves
without νm crossing. The observed optical peak
is the deceleration peak.
• Type IV: forward shock dominated lightcurves with
νm crossing. The observed optical peak is the νm
crossing peak.
Figure 1 shows the example light curves for all four types
with typical afterglow parameters.
2.2. Theoretical scheme for determining categories
Consider a uniform relativistic shell (fireball ejecta)
with an isotropic equivalent energy E, initial Lorentz fac-
tor Γ0, and observed width ∆0, expanding into a homo-
geneous interstellar medium (ISM) with particle number
density n at a redshift z. During the initial interaction, a
pair of shocks develop: a forward shock propagating into
the medium and a reverse shock propagating into the
shell. After the reverse shock crosses the shell (at t×), the
forward shock follows the Blandford-McKee self-similar
solution (Blandford & McKee 1976). Synchrotron emis-
sion is expected behind both shocks, since electrons are
accelerated at the shock fronts via the 1st-order Fermi ac-
celeration mechanism, and magnetic fields are believed
to be generated behind the shocks due to plasma in-
stabilities (for forward shock) (Medvedev & Loeb 1999)
or shock compression amplification of the magnetic field
carried by the central engine (for reverse shock). The in-
stantaneous synchrotron spectrum at a given epoch can
be described with three characteristic frequencies νa, νm,
and νc, and the peak synchrotron flux density Fν,max
(Sari et al. 1998). The evolution of these four parame-
ters can be calculated, with the help of notations to pa-
rameterize the microscopic processes, i.e. the fractions
of shock energy that go to electrons and magnetic fields
(ǫe and ǫB), and the electron spectral index p. It is then
4straightforward to calculate the lightcurve for a given
observed frequency (e.g. optical frequency νopt),
F r,ft,νopt = f(t, νopt; z, p, n, ǫ
r,f
e , ǫ
r,f
B , E,Γ0,∆0), (1)
where the superscript r and f represent reverse and for-
ward shock respectively.
In principle, the morphology for a specific GRB can
be determined once the entire optical lightcurve is calcu-
lated. However, this process is time consuming and not
conducive for realizing Monte Carlo simulation to ex-
plore a large parameter space. However, exploiting the
power-law behavior of the afterglow emission, here we
propose an efficient scheme to categorize the lightcurve
type, by comparing the reverse shock and forward shock
flux strength at some special time point, rather than
comparing them for the entire duration. The detailed
scheme is illustrated as follows:
The dynamical evolution during the reverse shock
crossing phase can be classified into two cases (Kobayashi
2000), depending on whether the reverse shock becomes
relativistic in the frame of the unshocked shell mate-
rial (thick shell case) or not (thin shell case). Since the
emissions from both reverse shock and forward shock be-
have differently in each case, our first step is to deter-
mine the thin/thick properties for given set of parame-
ters. One practical way is to compare the duration of
the burst T = ∆0/c and the deceleration time of the
ejecta tdec = (3E/32πnmpΓ
8
0c
5)1/3, i.e., T > tdec is for
thick shell case and T < tdec is for thin shell case, and
t× = max(tdec, T ) (Zhang et al. 2003).
For the thin shell case, before shock crossing time,
the evolution of νr,fm , ν
r,f
c , and F
r,f
ν,max reads
1 (Gao et al.
2013)
νrm = 1.9× 1012 Hz zˆ−7
G(p)
G(2.3)
E−252 Γ
18
0,2n
5/2
0,0 ǫ
2
e,−1ǫ
1/2
B,−2t
6
2,
νrc = 4.1× 1016 Hz zˆΓ−40,2n−3/20,0 ǫ−3/2B,−2t−22
F rν,max = 9.1× 105 µJy zˆ−1/2E1/252 Γ50,2n0,0ǫ1/2B,−2D−228 t3/22 ,
νfm = 3.1× 1016 Hz zˆ−1
G(p)
G(2.3)
Γ40,2n
1/2
0,0 ǫ
2
e,−1ǫ
1/2
B,−2,
νfc = 4.1× 1016 Hz zˆΓ−40,2n−3/20,0 ǫ−3/2B,−2t−22 ,
F fν,max = 1.1× 104 µJy zˆ−2Γ80,2n3/20,0 ǫ1/2B,−2D−228 t32,
(2)
where G(p) =
(
p−2
p−1
)2
and zˆ = (1 + z) is the redshift
correction factor. For simplicity, we omit the superscript
of ǫr,fe and ǫ
r,f
B . With the expression of t×, the values of
νr,fm , ν
r,f
c , and F
r,f
ν,max at the shock crossing time could
be easily obtained. Consequently, with the temporal evo-
lution power-law indices of these parameters (Gao et al.
2013), one can calculate their values for the post shock
crossing phase. At t×, we have
νrc (t×)
νrm(t×)
= 2.5× 105 zˆ8E−2/352 Γ−2/30,2 n−4/30,0 ǫ−2e,−1ǫ−2B,−2,
νfc (t×)
νfm(t×)
= 26.3 zˆ2E
−2/3
52 Γ
−8/3
0,2 n
−4/3
0,0 ǫ
−2
e,−1ǫ
−2
B,−2.
1 Since we focus on afterglow emission in optical band, the effect
of νa is not considered here.
(3)
where G(p) factor is normalized to p = 2.3. We can see
that for the time we are interested in (e.g., mainly around
or after t×), both reverse shock and forward shock emis-
sion would be in the “slow cooling” regime (νc > νm) for
reasonable parameter regimes 2 (Sari et al. 1998). We
take slow cooling for both reverse and forward shock
emission in the following, so that the shape of the light
curve essentially depends on the relation between νr,fm
and νopt (similar arguments also apply to the thick shell
case). The evolution of νr,fm for the thin shell case is
shown in Figure 2a, which reads
νfm ∝ t0 (t < t×), νfm ∝ t−3/2 (t > t×),
νrm ∝ t6 (t < t×), νrm ∝ t−54/35 (t > t×). (4)
When νfm(t×) is larger than νopt, we call it FS I case (oth-
erwise FS II case), and νfm would cross the optical band
once (at tf ). Similarly when ν
r
m(t×) is larger than νopt,
we call it RS I case (otherwise RS II case), and νrm would
cross the optical band twice (at tr,1 and tr,2). There are
altogether four combinations for different shapes of re-
verse and forward shock light curves. For each combi-
nation, we first check if the peak of the reverse shock
emission is suppressed by the forward shock. If so, the
lightcurve belongs to Type III (FS II) or IV (FS I). Oth-
erwise, we will further check if the peak of the forward
shock emission is suppressed by the reverse shock. If so,
the lightcurve belongs to Type II, otherwise it is Type I.
The evolution of F r,fν for all four cases are presented in
Table 1 and shown in Figure 2b. The scheme to catego-
rize the lightcurve type is presented in Table 2.
For the thick shell case, before shock crossing time t×,
the evolution of νr,fm , ν
r,f
c , and F
r,f
ν,max reads
νrm = 7.6× 1011 Hz zˆ−1
G(p)
G(2.3)
Γ20,2n
1/2
0,0 ǫ
2
e,−1ǫ
1/2
B,−2,
νrc = 1.2× 1017 HzE−1/252 ∆1/20,13n−10,0ǫ−3/2B,−2t−12
F rν,max = 1.3× 105 µJy zˆ1/2E5/452 ∆−5/40,13 Γ−10,2n1/40,0 ǫ1/2B,−2D−228 t1/22 ,
νfm = 1.0× 1016 Hz
G(p)
G(2.3)
E
1/2
52 ∆
−1/2
0,13 ǫ
2
e,−1ǫ
1/2
B,−2t
−1
2 ,
νfc = 1.2× 1017 HzE−1/252 ∆1/20,13n−10,0ǫ−3/2B,−2t−12
F fν,max = 1.2× 103 µJy zˆE52∆−10,13n1/20,0 ǫ1/2B,−2D−228 .
(5)
The evolution of νr,fm for the thick shell case is shown in
Figure 2c, which reads
νfm ∝ t−1 (t < t×), νfm ∝ t−3/2 (t > t×),
νrm ∝ t0 (t < t×), νrm ∝ t−73/48 (t > t×). (6)
Similar to the thin shell regime, we define four cases for
different F r,fν evolution, and present the results for all
cases in Table 1 and Figure 2d. The scheme to catego-
rize the lightcurve type is presented in Table 2. Note that
2 Note that for some extreme parameters, the fast cooling regime
(νc < νm) might be relevant at the shock crossing time. However,
in those cases, νc(t×) could not be much smaller than νm(t×), so
that the real lightcurve shape would not deviate too much from
the ones presented here (under the slow cooling assumption).
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Fig. 2.— Illustration of the νm evolution (left panels) and optical lightcurves (right panels) for both forward shock (blue lines) and
reverse shock (black lines) emission. Top panels are for thin shell regime and bottom panels are for thick shell regime. For νm evolution
panels, red solid line represents the observer frequency. For all panels, solid lines are for cases with νr,fm (t×) > νopt, dot-dash lines are for
cases with νr,fm (t×) < νopt. Red circles on lightcurve indicate the points for comparison in order to categorize the lightcurve types. Dotted
lines at the end of reverse shock indicate the high latitude emission after νrc crosses the observer frequency.
TABLE 1
The evolution of F r,fν for all cases
Thin Shell Thick Shell
FS I case (tf > t×) FS I case (tf > t×)
t < t× t× < t < tf t > tf t < t× t× < t < tf t > tf
F fν ∝ t
3 t1/2 t−3(p−1)/4 t4/3 t1/2 t−3(p−1)/4
FS II case (tf < t×) FS II case (tf < t×)
t < t× t > t× t < tf,2 tf,2 < t < t× t > t×
F fν ∝ t
3 t−3(p−1)/4 t4/3 t(3−p)/2 t−3(p−1)/4
RS I case (tr > t×) RS I case (tr > t×)
t < tr,1 tr,1 < t < t× t× < t < tr,2 t > tr,2 t < t× t× < t < tr t > tr
F rν ∝ t
(6p−3)/2 t−1/2 t−16/35 t−(27p+7)/35 t1/2 t−17/36 t−(73p+21)/96
RS II case (tr < t×) RS II case (tr < t×)
t < t× t > t× t < t× t > t×
F rν ∝ t
(6p−3)/2 t−(27p+7)/35 t1/2 t−(73p+21)/96
for thick shell case, Type III lightcurve could mimic like Type IV when tf,2 ≪ t×. However, the parameter space
6TABLE 2
The scheme to categorize the lightcurve type for all combinations for different shapes of reverse and forward shock
light curves
Thin Shell Thick Shell
FS I + RS I FS I + RS I
F rν (tr,1) < F
f
ν (tr,1) F
r
ν (tr,1) > F
f
ν (tr,1) F
r
ν (t×) < F
f
ν (t×) F
r
ν (t×) > F
f
ν (t×)
F fν (tf ) > F
r
ν (tf ) F
f
ν (tf ) < F
r
ν (tf ) F
f
ν (tf,1) > F
r
ν (tf,1) F
f
ν (tf,1) < F
r
ν (tf,1)
Type IV Type I Type II Type IV Type I Type II
FS I + RS II FS I + RS II
F rν (t×) < F
f
ν (t×) F
r
ν (t×) > F
f
ν (t×) F
r
ν (t×) < F
f
ν (t×) F
r
ν (t×) > F
f
ν (t×)
F fν (tf ) > F
r
ν (tf ) F
f
ν (tf ) < F
r
ν (tf ) F
f
ν (tf,1) > F
r
ν (tf,1) F
f
ν (tf,1) < F
r
ν (tf,1)
Type IV Type I Type II Type IV Type I Type II
FS II + RS I FS II + RS I
F rν (tr,1) < F
f
ν (tr,1) F
r
ν (tr,1) > F
f
ν (tr,1) F
r
ν (t×) < F
f
ν (t×) F
r
ν (t×) > F
f
ν (t×)
F fν (t×) > F
r
ν (t×) F
f
ν (t×) < F
r
ν (t×) F
f
ν (t×) > F
r
ν (t×) F
f
ν (t×) < F
r
ν (t×)
Type III Type I Type II Type III Type I Type II
FS II + RS II FS II + RS II
F rν (t×) < F
f
ν (t×) F
r
ν (t×) > F
f
ν (t×) F
r
ν (t×) < F
f
ν (t×) F
r
ν (t×) > F
f
ν (t×)
F fν (t×) > F
r
ν (t×) F
f
ν (t×) < F
r
ν (t×) F
f
ν (t×) > F
r
ν (t×) F
f
ν (t×) < F
r
ν (t×)
Type III Type I Type II Type III Type I Type II
for this situation is very limited and practically this con-
fusion could be easily clarified with spectral information,
thus we still count this case as Type III in the simulation
results.
2.3. Sample Selection
We systematically investigate all the Swift GRBs that
have optical detections at times earlier than 500 s after
the prompt emission trigger, from the launch of Swift
to March 2014. A sample of 114 lightcurves is compiled
either from published papers or from GCN Circulars if no
published paper is available (Li et al. 2012; Liang et al.
2013; Kann et al. 2010, 2011).
We first find the bursts without a detected initial ris-
ing. We fit their initial decaying phase with a single
power-law function, and keep the bursts which have a
decaying slope larger than 1.5 as candidates for Type I
or Type II. Other bursts with relatively slower slopes are
excluded from the following analysis since in principle
they could belong to any one of the four types.
Within the remaining sample, we find the bursts with
rebrightening or flattening (steep decay to shallow decay)
features. For these bursts, we fit their initial rising and
decaying part with a smooth broken power-law function
and take the bursts with decaying slope larger than 1.5
as candidates for Type I or Type II. All other bursts are
taken as the candidate for Type III or Type IV.
For Type I/II candidates, we fit their lightcurves with
two separate broken power-law components. If the peak
flux for the weaker component is completely suppressed
by the stronger component, the lightcurve is classified as
Type II, otherwise it is classified as Type I. For Type
III/IV candidates, we fit their lightcurves with one bro-
ken power-law component, and take a rising slope smaller
than 0.6 as the division between Type III and Type IV.
For some bursts, there are early observations that can
be used to exclude Type I and Type II, but it is hard to
determine their rising slope to justify a Type III or Type
IV classification in some cases, for instance, if the data
points are too close to the peak or if the rising phase
is superposed on an optical flare. We count these as an
overlapping type in the following analysis.
Eventually, we find 3 Type I bursts (4.8%), 12 Type II
bursts (19.0%), 30 Type III bursts (47.6%), 8 Type IV
bursts (12.7%) and 10 Type III/IV bursts (15.9%). The
lightcurves for each type are shown in Figure 3 and their
properties are collected in Table 3, including the GRB
name, the onset rising slope, decaying slope, peak time,
peak flux and lightcurve type.
3. MONTE CARLO SIMULATIONS
In principle, if the intrinsic distribution function for
each parameter listed in Equation 1 is available, we can
simulate a sample of afterglow lightcurves, and distribute
them into their relevant categories with the aforemen-
tioned theoretical scheme. The properties of the parame-
ter distributions could in turn be constrained by compar-
ing the simulation results with the observational results
collected in section 2.3.
In the literature, several statistical works have been
done through fitting individual bursts, either for late
(Panaitescu & Kumar 2001, 2002; Yost et al. 2003) or
early (Liang et al. 2013; Japelj et al. 2014) broad-band
observations. Although the intrinsic distribution func-
tions are still poorly understood, some useful informa-
tion, such as typical values or distribution ranges for
most of the afterglow parameters, have been proposed
(Kumar & Zhang 2015). With this information, we could
assume some proper distributions for the afterglow pa-
rameters, e.g. Gaussian distribution around the typical
value or uniform distribution within a reasonable range.
Even if the adopted distribution functions may be de-
viated from the intrinsic ones, it is still possible to jus-
tify how each parameter affects the result of morpholog-
ical analysis. Nevertheless, for critical parameters that
severely affect the results, their preferred values could be
explored by comparing with the current observations.
3.1. Simulation Setup
The adopted distributions for generating afterglow pa-
rameters listed in Equation 1 are as follows:
• The redshift z is generated based on the assump-
tion that the GRB rate roughly traces the star for-
7TABLE 3
Early optical afterglow properties for GRBs in the selected sample.
GRB αa1 α
b
2 t
c
b fb(×10
−11)d Type Data Reference
021004 1.50 ± 0.16 1.06 ± 0.11 100 2.58 I Mirabal et al. (2003)
050525A 1.50 ± 0.20 1.15 ± 0.10 66 23.23 I Blustin et al. (2006)
090424 1.51 ± 0.25 0.85 ± 0.15 176 0.35 I Kann et al. (2010)
990123 2.52 ± 0.42 1.52 ± 0.15 42 ± 9 698.64 ± 140.00 II Castro-Tirado et al. (1999)
021121 1.97 ± 0.15 1.05 ± 0.11 130 0.20 II Li et al. (2003)
050904 3.00 ± 0.27 1.20 ± 0.12 405 ± 40 57.90 ± 15.40 II Kann et al. (2007)
060111B 2.41 ± 0.21 1.19 ± 0.11 29 6.16 II Stratta et al. (2009)
060117 2.42 ± 0.11 1.00 ± 0.09 109 168.91 II Jel´ınek et al. (2006)
060908 1.48 ± 0.25 1.05 ± 0.09 50 3.20 II Covino et al. (2010)
061126 2.00 ± 0.32 0.86 ± 0.11 23 31.44 II Gomboc et al. (2008)
080319B 2.74 ± 0.42 1.23 ± 0.15 33 ± 12 18246.50 ± 7200.00 II Bloom et al. (2009)
081007 1.90 ± 0.21 0.68 ± 0.08 3 ± 1 0.68 ± 0.16 II Jin et al. (2013)
090102 1.84 ± 0.18 1.10 ± 0.11 50 ± 11 8.07 ± 3.00 II Gendre et al. (2010)
091024 2.20 ± 0.21 1.05 ± 0.11 430 ± 52 3.50 ± 1.10 II Virgili et al. (2013)
130427A 1.67 ± 0.11 1.01 ± 0.07 13 ± 3 2359.09 ± 500.00 II Vestrand et al. (2014)
030418 -0.81 ± 0.12 0.55 ± 0.04 1190 ± 109 0.35 ± 0.01 III Rykoff et al. (2004)
050820A -2.00 ± 0.21 1.10 ± 0.18 500 ± 30 2.00 ± 0.30 III Cenko et al. (2006)
060110 -1.20 0.80 50 15.00 III Li (2006)
060210 -1.19 ± 0.18 1.33 ± 0.02 718 ± 23 0.10 ± 0.01 III Curran et al. (2007)
060418 -1.80 ± 0.10 1.20 ± 0.03 158 ± 1 9.22 ± 0.09 III Molinari et al. (2007)
060607A -2.39 ± 0.18 1.31 ± 0.11 180 ± 15 4.50 ± 0.12 III Molinari et al. (2007)
060926 -4.02 ± 1.75 0.75 ± 0.12 78 ± 10 0.17 ± 0.03 III Lipunov et al. (2006)
061007 -2.99 ± 0.03 1.67 ± 0.02 90 ± 2 179.09 ± 0.86 III Mundell et al. (2007)
070419A -1.00 ± 0.12 1.28 ± 0.03 753 ± 32 0.06 ± 0.01 III Melandri et al. (2009)
070420 -1.43 ± 0.54 0.90 ± 0.08 196 ± 22 1.80 ± 0.14 III Klotz et al. (2008)
071010A -1.06 ± 0.07 0.72 ± 0.01 384 ± 30 0.46 ± 0.02 III Covino et al. (2008)
071010B -0.70 ± 0.37 0.52 ± 0.03 147 ± 36 0.32 ± 0.02 III Huang et al. (2009)
071025 -1.20 ± 0.18 1.11 ± 0.12 563 ± 80 0.07 ± 0.01 III Perley et al. (2010)
071031 -0.74 ± 0.02 0.76 ± 0.03 1055 ± 11 0.10 ± 0.01 III Kru¨hler et al. (2009a)
080319A -1.80 ± 0.08 0.65 ± 0.07 238 ± 17 0.02 ± 0.01 III Cenko (2008)
080603A -3.85 ± 0.13 1.17 ± 0.02 482 ± 14 1.04 ± 0.05 III Guidorzi et al. (2011)
080710 -1.20 ± 0.12 0.65 ± 0.07 1695 ± 42 0.47 ± 1.10 III Kru¨hler et al. (2009b)
080810 -1.15 ± 0.05 1.14 ± 0.03 142 ± 2 14.28 ± 0.21 III Page et al. (2009)
080928 -0.78 ± 0.05 2.18 ± 0.19 3223 ± 130 0.40 ± 0.01 III Rossi et al. (2011)
081008 -2.20 ± 0.09 1.09 ± 0.04 175 ± 1 8.18 ± 0.06 III Yuan et al. (2010)
081126 -1.14 ± 0.02 0.39 ± 0.01 159 ± 2 1.55 ± 0.01 III Klotz et al. (2009)
081203A -0.96 ± 0.03 1.37 ± 0.02 376 ± 1 14.35 ± 0.03 III Kuin et al. (2009)
090313 -1.36 ± 0.19 0.92 ± 0.02 1002 ± 69 0.70 ± 0.04 III Melandri et al. (2010)
090812 -1.35 ± 0.32 1.37 ± 0.29 71 ± 8 1.79 ± 0.11 III Wren et al. (2009)
091029 -3.10 ± 0.23 0.48 ± 0.07 312 ± 52 0.14 ± 1.00 III Marshall & Grupe (2009)
100219A -1.50 ± 0.54 0.95 ± 0.01 619 ± 76 0.15 ± 0.02 III Mao et al. (2012)
100901A -1.87 ± 0.13 1.00 ± 0.07 1200 ± 95 0.18 ± 0.01 III Gorbovskoy et al. (2012)
100906A -1.76 ± 0.04 1.10 ± 0.03 137 ± 1 17.65 ± 0.17 III Gorbovskoy et al. (2012)
110213A -1.92 ± 0.02 0.73 ± 0.04 230 ± 1 4.64 ± 0.01 III Cucchiara et al. (2011b)
121217A -1.80 ± 0.12 0.80 ± 0.01 1806 ± 29 0.03 ± 0.01 III Elliott et al. (2014)
060218 -0.35 ± 0.01 0.78 ± 0.03 55032 ± 1305 0.03 ± 0.01 IV Sollerman et al. (2006)
060605 -0.47 ± 0.05 1.24 ± 0.01 701 ± 38 1.60 ± 0.05 IV Rykoff et al. (2009)
070318 -0.59 ± 0.11 1.07 ± 0.04 456 ± 25 1.64 ± 0.04 IV Liang et al. (2009)
070411 -0.58 ± 0.14 0.96 ± 0.01 655 ± 25 0.18 ± 0.01 IV Ferrero et al. (2008)
080330 -0.25 ± 0.05 0.97 ± 0.03 902 ± 45 0.21 ± 0.01 IV Guidorzi et al. (2009)
090510 -0.53 ± 0.17 1.13 ± 0.21 1273 ± 501 0.07 ± 0.01 IV Pelassa & Ohno (2010)
120815A -0.25 ± 0.03 0.64 ± 0.01 521 ± 21 0.09 ± 0.01 IV Kru¨hler et al. (2013)
120119A -0.28 ± 0.08 2.38 ± 0.90 1021 ± 63 0.27 ± 0.01 IV Morgan et al. (2014)
060729 -1.20 ± 0.21 0.90 ± 0.15 800 ± 82 0.60 ± 0.02 h Grupe et al. (2007)
060904B -0.95 ± 0.11 1.07 ± 0.07 493 ± 26 0.40 ± 0.01 h Klotz et al. (2008)
060906 -0.20 ± 0.45 1.03 ± 0.35 1263 ± 639 0.05 ± 0.01 h Rana et al. (2009)
070611 -2.58 ± 0.56 0.90 ± 0.21 2114 ± 342 0.09 ± 0.01 h Rykoff et al. (2009)
071112C -0.60 ± 0.37 0.91 ± 0.02 165 ± 13 0.32 ± 0.02 h Huang et al. (2009)
080319C -0.38 ± 0.05 2.15 ± 0.10 654 ± 39 0.21 ± 0.01 h Li & Filippenko (2008)
081109A -0.19 ± 0.18 0.94 ± 0.03 559 ± 128 0.25 ± 0.03 h Jin et al. (2009)
090726 -1.27 ± 0.12 0.70 ± 0.18 290 ± 45 0.12 ± 0.03 h Sˇimon et al. (2010)
110205A -3.54 ± 0.42 1.51 ± 0.15 958 ± 56 3.24 ± 0.33 h Cucchiara et al. (2011a)
120711A -0.50 ± 0.10 1.03 ± 0.12 332 ± 2 7.15 ± 1.05 h Martin-Carrillo et al. (2014)
Note. — a: For type I and II, α1 is the decaying slope of the reverse shock emission. For others, it represents the rising slope of the forward
shock emission. b: α2 is the decaying slope of the forward shock emission. c: Peak time in unit of s. For type I and II, it is the peak time
of reverse shock emission. For others, it is the peak time of forward shock emission. d: Flux at peak time in unit of erg cm−2 s−1.
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Fig. 3.— Optical lightcurves and fitting results for different types in selected sample. (a) Type I and II; (b)-(d) Type III; (e) Type IV; (f)
Type III/IV. The majority of the data are collected in terms of observed magnitudes. Since most data are in the R band, we first calibrate
the data from other wavelengths (“X” band) to the R band with the expression mR = mX − 2.5βO log10(λR/λX) + 2.5 log10(f0,R/f0,X),
where βO is the the optical spectral indices (assuming Fν ∝ ν
−βO being satisfied in optical band), and f0 is the absolute spectral irradiance
for m = 0.0 within relevant magnitude system. An optical spectral index βO = 0.75 is adopted when βO is not available (Wang et al. 2013,
2015). We then convert the R band magnitudes to the flux in units of erg cm−2 s−1 with the expression FR = λR10
(log10(fo,R)−0.4mR),
where λR is the mean wavelength in R band. Galactic extinction correction is made to the data by using a reddening map presented by
Schlegel et al. (1998).
9mation history. We adopt a parameterized GRB
rate model proposed by Yu¨ksel et al. (2008).
RGRB = ρ0
[
(1 + z)−34 +
(
1 + z
5000
)3
+
(
1 + z
9
)35]−0.1
.
(7)
The number of GRBs occurring per unit (observed)
time in a comoving volume element dV (z)/dz is
then
dN
dtdz
=
RGRB(z)
1 + z
dV (z)
dz
, (8)
where the (1+ z) factor accounts for the cosmolog-
ical time dilation, and dV (z)/dz is given by
dV (z)
dz
=
c
H0
4πD2L
(1 + z)2[ΩM (1 + z)3 +ΩΛ]1/2
, (9)
for a flat ΛCDM universe.
• We assume that the electron spectral index p is
the same for reverse and forward shock. Recent
investigations suggest that the distribution of p is
likely a Gaussian distribution, ranging from 2 to
3.5, with a typical value 2.5 (e.g. Liang et al. 2013;
Wang et al. 2015). To test the influence of p value
on the final results, the distribution of p is taken to
be a Gaussian distribution with standard deviation
0.2. Three values are tested for the mean value (p¯),
i.e., 2.3, 2.5, 2.7.
• The distribution function for the number den-
sity of the ISM medium is still with large un-
certainty, roughly ranging from 0.1 to 100 cm−3
(Panaitescu & Kumar 2001, 2002). Here we as-
sume a Gaussian distribution in log space for the
ISM density. The standard deviation is fixed
as 100.6 (four orders of magnitude coverage for
3σ) and three mean values (n¯) are tested, i.e.,
1, 10, 100 cm−3.
• We assume that the fractions of shock energy that
go to electrons (ǫr,fe ) are the same for the reverse
and forward shocks. The distribution of ǫr,fe is
poorly constrained in the literature, but due to the
energetics consideration, in the past, a convention
value 0.1 has been assumed in most studies. Here
we assume a Gaussian distribution in log space
for ǫr,fe with 10
0.2 being the standard deviation3.
Three values are tested for the mean value (ǫ¯r,fe ),
i.e., 0.001, 0.01, 0.1.
• The fractions of shock energy that go into magnetic
fields (ǫr,fB ) are very likely different, since the mag-
netization degree of the ejecta material tends to be
larger than in the ISM medium. We define4
RB ≡ ǫrB/ǫfB. (10)
3 We also tested larger standard deviation values. It turns out
that if the standard deviation for ǫr,fe is too large, the observational
results, especially the internal coordination between Type I and II
could never be reproduced.
4 This definition is different from the original definition of Zhang
et al. (2003), who defined RB = Br/Bf , which is the square root
of the RB defined in this paper.
It has long been suggested that ǫfB has a very
wide distribution, ranging from 10−8 to 10−1
(Panaitescu & Kumar 2001; Santana et al. 2014).
In the simulations, ǫfB is generated through a uni-
form distribution in log space with four ranges
(each covering 3 orders of magnitude), i.e., 10−4 ∼
10−1, 10−5 ∼ 10−2, 10−6 ∼ 10−3, 10−7 ∼ 10−4.
RB is generated through a Gaussian distribution
with mean values (R¯B) 1, 10, 100, and standard
deviation 1,
√
10,
√
100 respectively. The value of
ǫrB could be calculated with ǫ
f
B and RB straight-
forwardly.
• Considering the power-law property of the lumi-
nosity function for GRBs (e.g. Liang et al. 2007),
the kinetic energy of the GRB ejecta is generated
with a power-law distribution. The minimum and
maximum energy value are fixed as 1050 erg and
1054 erg respectively (Zhang et al. 2007). Three
power-law index αE are tested, i.e., 0.2, 0.5, 1.
• The initial Lorentz factor of the GRB ejecta is also
suggested to have a wide range, from 50 to 500
(e.g. Liang et al. 2013). Here we generate Γ0 with
a uniform distribution in the log space. We test
three combinations of the minimum and maximum
values, i.e., 50 ∼ 300, 100 ∼ 500 and 50 ∼ 500.
• The observed shell width essentially shares the
same distribution with the GRB duration, which
could be well described with a Gaussian distribu-
tion in the log space5 (e.g. Qin et al. 2013). The
observed shell width is generated with a Gaussian
distribution in log space with standard deviation
100.6. We test two mean values (∆¯0), i.e., 10
11 cm
and 1012 cm.
3.2. Simulation Results
Given a set of distribution functions for each afterglow
parameter, we run Monte Carlo simulation for 10000
times 6, and we analyze the thus obtained distributions
of fractional ratios between different types of lightcurves.
In Figures 4-5 we plot the simulation results for selected
situations which are relevant for illustrating the main
conclusions, which can be summarized as follows:
• The fraction ratios between different lightcurve
types depend sensitively on two key parameters,
ǫr,fe and RB. The value of RB characterizes the
balance between reverse shock dominated cases (I
and II) and forward shock dominated cases (III and
IV). Increasing RB can significantly increase the
proportion of Type I and II. The value of ǫr,fe es-
sentially determines the internal coordination be-
tween Type I and II, or Type III and IV. Smaller
ǫr,fe gives more Type III and Type II.
• When ǫ¯r,fe = 0.1, as shown in Figure 4a-4c, R¯B
should be larger than 10 but smaller than 100, oth-
erwise the proportion of Type I and II is either too
5 We only consider long GRBs here, since the collected sample
are essentially all long GRBs.
6 The number of runs for each simulation is determined by bal-
ancing the computation time consumption and the resulting con-
vergence.
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Fig. 4.— Stacked fractions of different lightcurve types for observational data and selected simulation results. Each panel corresponds
to one specific simulation setup. Unless specified under the subfigure, the general setup values for different parameters are as follows (see
details in section 3.1): n¯ = 1, p¯ = 2.3,Γ0 = 50 ∼ 300, αE = −0.5, ∆¯0 = 10
11. Five stacked histograms are presented in each panel. The
first four histograms are for different ǫfB ranges (left to right: 10
−4 ∼ 10−1, 10−5 ∼ 10−2, 10−6 ∼ 10−3and 10−7 ∼ 10−4) and the last
one represents the observational results.
small or too large to reproduce the observational
data. On the other hand, the observed fraction of
Type II is much larger than Type I, which is in
contrast with the simulation results. Varying the
value of R¯B does not help to adjust the fraction
ratio between Type I and II.
• Keeping ǫr,fe of order of 0.1 and RB of order of 10,
we also checked if the observational results could be
reproduced by varying other parameters. Since the
simulation results depend sensitively on the value
of ǫr,fe and RB, for better testing the effects of
other parameters, we fix the value of ǫr,fe as 0.1, the
value of RB as 10, when the distribution functions
of other parameters are being varied. The mean
value of number density n¯ is varied from 1 to 10
and 100; the mean value of electron index p¯ is var-
ied from 2.3 to 2.5 and 2.7; the distribution range
of initial Lorentz factor Γ0 is varied from 50 ∼ 300
to 100 ∼ 500 and 50 ∼ 500; the power law index of
kinetic energy distribution function is varied from
0.5 to 0.2 and 1; and the mean value of the initial
shell width ∆¯0 is varied from 10
11 cm to 1012 cm.
As shown in Figure 4d-5c, varying the distributions
of these parameters does not affect the results too
much and hence does not help to solve the incon-
sistency of the ratio between Type I and Type II.
• Fixing the distributions for all other parameter, the
observations can be easily reproduced as long as
the value of ǫ¯r,fe is reduced by one order of mag-
nitude i.e., ǫ¯r,fe = 0.01 (when R¯B = 100 as shown
in Figure 5f). The constraint on ǫfB is not strong,
but smaller values of ǫfB ranging from 10
−6 to 10−2
seems to be more favorable.
11
εB distribution range
Ty
pe
 fr
ac
tio
n
 
 
10− 4 ∼ 10− 1 10− 5 ∼ 10− 2 10− 6 ∼ 10− 3 10− 7∼ 10− 4 Data
0
0.2
0.4
0.6
0.8
1
Type I
Type II
Type III
III or IV
Type IV
(a) ǫfe = 0.1,RB = 10, αE = −0.2
εB distribution range
Ty
pe
 fr
ac
tio
n
 
 
10− 4∼ 10− 1 10− 5∼ 10− 2 10− 6 ∼ 10− 3 10− 7 ∼ 10− 4 Data
0
0.2
0.4
0.6
0.8
1
Type I
Type II
Type III
III or IV
Type IV
(b) ǫfe = 0.1,RB = 10, αE = −1
εB distribution range
Ty
pe
 fr
ac
tio
n
 
 
10− 4 ∼ 10− 1 10− 5 ∼ 10− 2 10− 6 ∼ 10− 3 10− 7 ∼ 10− 4 Data
0
0.2
0.4
0.6
0.8
1
Type I
Type II
Type III
III or IV
Type IV
(c) ǫfe = 0.1,RB = 10, ∆¯0 = 10
12
εB distribution range
Ty
pe
 fr
ac
tio
n
 
 
10− 4 ∼ 10− 1 10− 5 ∼ 10− 2 10− 6 ∼ 10− 3 10− 7∼ 10− 4 Data
0
0.2
0.4
0.6
0.8
1
Type I
Type II
Type III
III or IV
Type IV
(d) ǫ¯fe = 0.01, R¯B = 1
εB distribution range
Ty
pe
 fr
ac
tio
n
 
 
10− 4∼ 10− 1 10− 5∼ 10− 2 10− 6 ∼ 10− 3 10− 7 ∼ 10− 4 Data
0
0.2
0.4
0.6
0.8
1
Type I
Type II
Type III
III or IV
Type IV
(e) ǫ¯fe = 0.01, R¯B = 10
εB distribution range
Ty
pe
 fr
ac
tio
n
 
 
10− 4 ∼ 10− 1 10− 5 ∼ 10− 2 10− 6 ∼ 10− 3 10− 7 ∼ 10− 4 Data
0
0.2
0.4
0.6
0.8
1
Type I
Type II
Type III
III or IV
Type IV
(f) ǫ¯fe = 0.01, R¯B = 100
εB distribution range
Ty
pe
 fr
ac
tio
n
 
 
10− 4 ∼ 10− 1 10− 5 ∼ 10− 2 10− 6 ∼ 10− 3 10− 7∼ 10− 4 Data
0
0.2
0.4
0.6
0.8
1
Type I
Type II
Type III
III or IV
Type IV
(g) ǫ¯fe = 0.001, R¯B = 1
εB distribution range
Ty
pe
 fr
ac
tio
n
 
 
10− 4∼ 10− 1 10− 5∼ 10− 2 10− 6 ∼ 10− 3 10− 7 ∼ 10− 4 Data
0
0.2
0.4
0.6
0.8
1
Type I
Type II
Type III
III or IV
Type IV
(h) ǫ¯fe = 0.001, R¯B = 10
εB distribution range
Ty
pe
 fr
ac
tio
n
 
 
10− 4 ∼ 10− 1 10− 5 ∼ 10− 2 10− 6 ∼ 10− 3 10− 7 ∼ 10− 4 Data
0
0.2
0.4
0.6
0.8
1
Type I
Type II
Type III
III or IV
Type IV
(i) ǫ¯fe = 0.001, R¯B = 100
Fig. 5.— Same a Figure 4 but for different parameters.
• When ǫ¯r,fe = 0.001, although the fraction of Type I
and II could be consistent with the observations as
long as R¯B is large enough, the fraction of Type IV
is too small (or even completely disappear), which
is inconsistent with the observations.
In summary, the simulation results indicate that our
morphological analysis for early optical afterglow is able
to efficiently constrain the microscopic parameters, e.g.,
ǫr,fe , ǫ
f
B and RB. To reproduce the current observations,
ǫ¯r,fe = 0.01, R¯B = 100 and relatively smaller values of
ǫfB is favored, which can be understood as follows: in
the observational data, the fraction of Type II is larger
than Type I, inferring that the peak of the forward shock
emission is easily suppressed by the reverse shock com-
ponent. On the other hand, the fraction of Type III is
larger than Type IV, even when all the bursts of over-
lap type belong to Type IV. As illustrated in Figure 2,
both these items of observational evidence can be ex-
plained if the forward shock component is in the FS II
case (νfm(t×) < νopt), which favors a smaller value of ǫ
f
e .
If ǫfe becomes smaller, the forward shock emission in the
optical band becomes stronger, so that a larger value of
RB and a relatively smaller value of ǫfB is required to
maintain the balance between reverse shock dominated
cases and forward shock dominated cases.
4. DISCUSSION
A practical scheme of morphological analysis for GRB
early optical afterglows and its ability to constrain af-
terglow parameters has been illustrated in the last two
sections. We have applied this method to the currently
available observational results, and have derived con-
straints on the relevant microscopic parameters. In the
following, we will discuss some of the challenges facing
this method and the caveats on our constraint results.
The greatest challenge for the morphological analysis
method arises from the sample selection. It is difficult
to achieve the completeness of a certain sample, unless
a sufficiently large number of triggered GRBs can be
rapidly followed-up in the optical band. On the other
hand, systematic uncertainties could become large, and
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would be difficult to remove, if the afterglow follow-ups
are obtained through different telescopes. A future ded-
icated facility with rapid response ability and wide field
of view could help with these issues, and this is a key ele-
ment in the Chinese-French mission SVOM, the Ground
Wide Angle Cameras (GWACs) (Paul et al. 2011).
Another challenge comes from the process of assign-
ing the observed lightcurves into relevant categories. To
better identify the Type III and Type IV, sufficient data
points in the rising phase are required, while to precisely
distinguish Type I from Type II, observations in the de-
caying phase need to be dense enough. Multi-color ob-
servations during the follow-up phase are essential to ad-
dress this challenge.
The theoretical scheme for determining lightcurve cat-
egories is based on the standard synchrotron external
shock model. Despite its great success, the standard
model has some limitations that sometimes hinder a pre-
cise description of GRB afterglows. For instance, the real
evolution of νr,fm may deviates from a power-law behavior
when t is around t×, so that both the reverse shock and
forward shock lightcurves should have a smooth transi-
tion around the peak, especially when equal arrival time
effects are considered. These deviations may affect our
results over some limited range of parameter spaces, e.g.,
when F fν (t
f
p ) is close to F
r
ν (t
f
p ). Such effects may aver-
age themselves out, as long as the simulated sample is
large enough. In principle, one can use numerical sim-
ulations to calculate more precise lightcurves for given
set of parameters, but this will dramatically increase the
computation time while most of the calculations are re-
dundant for the purpose of morphological analysis.
Due to the limitations of the current facilities, the sam-
ple selected in this work is still incomplete in some sense.
As mentioned in section 2.3, only 114 swift bursts have
optical follow-up within 500 s, and some of them are
hard to classify because of lack of sufficient data points
in the rising phase. The incompleteness may cause some
uncertainty in the parameter constraint results, but the
general tendency of our results should be reliable in or-
der of magnitude, e.g., ǫr,fe should be in order of 0.01 and
RB should be in order of 100.
The analysis in this work is designed for a homogeneous
interstellar medium. For GRBs occurring in a wind type
environment (e.g. Chevalier & Li 1999), the lightcurves
are easy to distinguish from what is discussed here, and
these may thus be excluded during the sample selection
phase (Zhang et al. 2003).
5. CONCLUSION
With decades of data accumulation and the prospects
for future facilities, the GRB afterglow field is enter-
ing the era of big data. It is essential to find efficient
methods to provide insights into the general features of
GRB afterglows from the study of large samples. In
this work, we have developed and implemented a mor-
phological analysis method using Monte Carlo simula-
tions, and find that such a morphological analysis ap-
plied to early optical afterglows can efficiently constrain
the microscopic parameters, e.g., ǫr,fe , ǫ
f
B and RB. To re-
produce the current observational data, ǫr,fe distributed
around 0.01, RB distributed around 100 and relatively
smaller values of ǫfB ranging from 10
−6 to 10−2 are fa-
vored. If our interpretation is correct, two important im-
plications can be inferred: 1) the preferred ǫr,fe value is
smaller than the commonly assumed value of ǫr,fe = 0.1.
As a result, the same level of afterglow flux corresponds
to a larger kinetic energy, which makes the measured
radiative efficiency (η = Eγ/(Eγ + EK), Lloyd- Ron-
ning & Zhang 2004) lower than previously derived val-
ues. The internal shock models have suffered the crit-
icism of a relatively low energy dissipation efficiency
(Panaitescu et al. 1999; Kumar 1999; Granot et al. 2006;
Zhang et al. 2007), which is typically a few percent. A
lower ǫe in the external shock would mitigate the “low
efficiency problem” of the internal shock model, if ǫe dur-
ing the prompt emission phase (in the internal shocks)
is large (say, ∼ 0.1). This may be achievable if the rela-
tively low ǫe as found in this paper is only relevant for ex-
tremely relativistic shocks, so that the mildly relativistic
internal shocks may retain a relatively large ǫe; 2) values
of RB = ǫrB/ǫfB ∼ 100 correspond to Br/Bf ∼ 10, which
is in agreement with the results of previous works which
indicate a moderately magnetized baryonic GRB jet
(Fan et al. 2002; Kumar & Panaitescu 2003; Zhang et al.
2003; Harrison & Kobayashi 2013; Japelj et al. 2014).
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