Abstract-Sparsity and Shannon entropy have been widely used in inverse synthetic aperture radar (ISAR) imaging. The minimum entropy criterion is usually applied in the translational motion compensation and the sparse constraint is used in the azimuth imaging. In this paper, we combine these two criteria to develop a novel autofocusing algorithm for sparse aperture ISAR (SA-ISAR) imaging. First, the Laplace approximation-based variational Bayesian inference with the Laplacian scale mixture prior is proposed for SA-ISAR imaging. Then, the autofocusing is accomplished by minimizing the image entropy of the radar image reconstructed within the sparse Bayesian framework. During the iterations, the sparse constraint and the minimum entropy criteria are interactively used to improve the convergence speed and the robustness to noise. Additionally, the proposed autofocusing algorithm is adaptive and does not need to specifically initialize the phase error with other autofocusing approaches. Experimental results, based on both simulated and measured data, validate that the proposed algorithm can even obtain a well-focused image with SA data containing only 12.5% randomly sampled pulses.
I. INTRODUCTION

W
ITH the ability of achieving high-resolution radar image of moving targets (aircrafts, vessels, etc.) in all-day and all-weather environment, inverse synthetic aperture radar (ISAR) imaging has been widely used for numerous civil and military applications [1] , [2] . The high range and azimuth resolutions of ISAR imaging are achieved by the wideband of the signal frequency and the Doppler frequency induced by the rotational motion of targets [1] , respectively. Therefore, the translational motion compensation should be compensated to preserve the rotational motion of targets, which is generally accomplished by range alignment and autofocusing [3] , [4] . Numerous range alignment and autofocusing methods have been proposed [5] - [15] to achieve satisfactory performance from full aperture data. In many practical applications, however, it is often that only sparse aperture (SA) signal is available possibly due to nonideal system operation and/or strong interferences and noise.
The multifunctional radar transmits and receives both the narrowband signal for searching and tracking, and wideband signal for recognition. In general, narrowband signal is used to measure targets' trajectory information, such as parameters of position, velocity, etc., and the wideband signal is for targets' dimensional information, such as targets size, shape, etc. Such multifunctional radars usually only transmit the wideband signal fitfully so as to save the hardware cost of radar system, which randomly causes the absence of wideband pulses and increases the difficulty of translational motion compensation in ISAR imaging. For range alignment, the traditional global range alignment approaches [5] , [6] are still effective for SA-ISAR imaging because the similarity between range profile envelopes in different pulses remains available for the SA data. In contrast, most autofocusing algorithms are invalid since the randomly absent pulses destroy the coherence between different pulses. Hence, the autofocusing becomes the bottleneck of SA-ISAR imaging, and is of great practical significance to be studied.
The gap sampling aperture (GSA) and random sampling aperture (RSA) [16] are two typical sampling patterns in SA-ISAR imaging. GSA resembles a combination of several full aperture data with a short coherent processing interval (CPI), which can be dealt by traditional autofocusing approaches. For RSA, however, most reported autofocusing approaches perform poorly or even become invalid because the coherence between different pulses is destroyed. For example, these problematic autofocusing algorithms for RSA include the multiple-scatterer algorithm [3] , the phase gradient autofocusing algorithm [10] , the minimum entropy-based algorithms [9] , [11] , [14] , [15] , and the algorithm based on maximum contrast [13] . Some other autofocusing approaches have been proved to be effective for RSA, such as the weighted least-squares estimation [12] and the eigenvector method-based maximum likelihood estimation (MLE) [17] . However, they still suffer from the high sidelobes induced by the process of zero padding [18] .
Since the ISAR targets generally exhibit strong sparse characteristics, SA-ISAR imaging can be accomplished within the framework of sparse signal recovery (S2R). Based on compressive sensing concept [19] , several SA-ISAR imaging algorithms have been proposed, utilizing either the deterministic model [20] - [28] or the stochastic model [16] , [29] , [30] . To deal with autofocusing for SA-ISAR imaging, some algorithms directly utilize the traditional autofocusing methods [18] , [20] , [21] , and some accomplish it in the steps of coarse and precise compensation, in which the coarse compensation is done with the traditional autofocusing approaches and the precise one is achieved by MLE during the sparse reconstruction of the ISAR image [16] . The MLE is widely used to estimate the phase errors in the sparsity-driven autofocusing algorithms for both ISAR and SAR imaging [8] , [22] , [28] - [30] . However, it is still an open question whether the MLE achieves the best focused ISAR images. For example, these two-step autofocusing algorithms based on MLE cannot always obtain well-focused images from RSA data with 12.5% randomly sampled pulses.
Sparseness and Shannon entropy are the most essential concepts in signal processing and information theory, which represent the coefficients compressibility and the events uncertainty, respectively [31] . For ISAR imaging, the minimum entropy criterion is widely applied in autofocusing and the sparse constraint is used in azimuth imaging. In this paper, these two criteria are jointly utilized to achieve autofocusing for SA-ISAR imaging. The ISAR image is reconstructed within the Bayesian framework, in which the Laplacian scale mixture (LSM) prior is introduced to model the image to be reconstructed. Since the posterior cannot be analytically computed with the LSM prior because the Laplacian distribution is not conjugate to the Gaussian distribution, we utilize the variational Bayesian inference based on the Laplace approximation [32] to reconstruct the ISAR image with the LSM prior. During iterative image reconstruction, the phase error is estimated by minimizing the entropy of the reconstructed image. Then, the entropy minimizationbased autofocusing improves the sparsity of the reconstructed image, which in turn helps to further improve the performance of the autofocusing. By jointly using the constraints of sparsity and minimum entropy, the proposed autofocusing for SA-ISAR imaging can achieve a well-focused image within several iterations without any specific initialization of the phase error. Experimental results based on both simulated and measured data validate that the proposed autofocusing algorithm is still valid for the SA data containing only 12.5% randomly sampled pulses.
The paper is organized as follows. The signal model of SA-ISAR imaging with the LSM prior is presented in Section II. The minimum entropy autofocusing based on the variational Bayesian inference is derived in Section III. Experimental results based on both simulated and measured data are analyzed in Section IV, and a conclusion is given in Section V. Unless specifically defined, the following mathematical notations are used in this paper. Matrices and vectors are denoted by bold letters. For a given matrix A, A i· , A ·j , and A i,j represent the ith row, the jth column, and the (i,j)th entry of A, respectively. Also diag(A) denotes a diagonal matrix whose elements are the diagonal elements of A if A is a matrix, or the elements of A if A is a vector. Finally, A −1 , A * , A T , and A H represent the inverse, conjugate, transpose, and conjugate transpose of A, respectively.
II. SIGNAL MODEL
The geometry for ISAR imaging is shown in Fig. 1 . The origin point O is located at the center of gravity of the target. The direction of line-of-sight from the radar to the origin point is defined as the y-axis, which is also the range direction of the ISAR image. The x-axis, or the azimuth direction of the ISAR image, is located on the perpendicular direction of the y-axis on the imaging plane. Assuming that after the translational motion compensation, the target is equivalent to rotating around O at a speed of ω, the demodulated and range-compressed radar echo of the scatterer p can be represented as
where B, f c , and c represent the bandwidth, carrier frequency, and transmitting speed of the radar signal, respectively,t and t m denote the fast and slow time, respectively, and σ p and R p (t m ) are the reflection coefficient and the instantaneous range of the scatterer p at the time of t m , respectively. It is noted that (1) is derived based on the "stop-go" assumption, i.e., the target is assumed to be static during one pulse because the pulse width of the radar signal is generally narrow enough to satisfy this assumption. Generally, the faraway distance of the target and the short CPI (within 10 s) for ISAR imaging make the change of the aspect angle of target small (less than 10
• ), and enable the instantaneous range R p (t m ) to be approximated by its firstorder Taylor expansion as 
where 
where
and n ∈ C L ×N represent the range compressed radar echoes with SA, the phase error matrix, the partial Fourier matrix, the ISAR image, and the complex Gaussian noise, respectively. L and K are the number of pulses and the reconstructed Doppler frequency cells, respectively, and larger K generally induces higher resolution, but also heavier computational burden. The radar echoes s is defined as s = [s ·0 . . .
T and I denotes the index sequence of the SA data. The phase error matrix E is defined as
, where ϕ I l is the phase error of the I l th pulse. The partial Fourier matrix F is defined as
T . It should be noted that the index of the columns of F should vary from −K/2 to K/2 − 1, so as to cover both the positive and negative Doppler frequencies. The noise n is assumed to be complex Gaussian distributed [30] . Then, the likelihood of radar echoes s is derived as
where I is the identity matrix and α is the reciprocal of the noise variance that is assumed to be Gamma distributed 1 [33] :
1 The Gamma distribution is defined as
x a −1 exp(−bx). The ISAR image x in (5) is modeled with the LSM prior [34] , in which the coefficients of x are assumed to be distinctively Laplacian distributed with the scaling parameters being inverseGamma distributed. The LSM prior has a narrower pulse width with higher tail values than the Laplacian prior [29] and the Gaussian scale mixture (GSM) prior [30] , and can induce performance improvement on sparse representation for SA-ISAR imaging. Additionally, the posterior of the ISAR image with the LSM prior can be derived by the variational Bayesian inference using the Laplace approximation to obtain high-order statistical information of the target. The ISAR image x is modeled as
where L(·) denotes the Laplacian distribution.
2 λ represents the distinctive scaling parameter matrix, and its columns λ ·n are assumed to be inverse-Gamma distributed 3 as
For the purpose of clarity, the graphical model of the radar echoes is given in Fig. 2 , where the squares, the empty and shaded circles denote the parameters, the latent variables, and the radar echoes, respectively.
III. MINIMUM ENTROPY AUTOFOCUSING BASED ON THE VARIATIONAL BAYESIAN INFERENCE
This section presents the Laplace approximation-based variational Bayesian inference with the LSM prior for SA-ISAR imaging, and the minimum entropy autofocusing within the variational Bayesian framework. The variational Bayesian inference is much more efficient than the Markov chain Monte Carlo (MCMC) algorithm, and therefore attracts more attention [35] . For the LSM prior, however, the variational Bayesian inference cannot be applied directly since the Laplacian prior in (8) is 2 The Laplacian distribution is defined as
not conjugate to the Gaussian likelihood in (6) . In order to avoid this problem, the Laplace approximation [32] is introduced to approximate the posterior of the ISAR image with its secondorder Taylor expansion around the maximum a posterior (MAP) estimation. Then, the ISAR image is derived by the expectation of the posterior, and the phase error is estimated by minimizing the image entropy of the reconstructed ISAR image. In the remainder of this section, unless specified otherwise, we use l, k, and n to represent the indices of the SA pulses, the reconstructed Doppler frequency cells and the range cells, respectively.
A. Variational Bayesian Inference Based on the Laplace Approximation
Considering the graphical model in Fig. 2 , the columns of x, x ·n (n = 0, . . . , N − 1), are independent with each other, and are updated independently. In contrast, the reciprocal of noise variance α, is associated to the whole ISAR image, and therefore is updated globally.
In Bayesian inference, the associated posterior of unknown variables p (x ·n , λ ·n , α|s ·n ; E) is derived to be p (x ·n , λ ·n , α| 
, and q (α) denoting the approximate posteriors of x ·n , λ ·n , and α, respectively.
Given in Appendix A, the posteriors q(λ ·n ) and q(α) are derived to be inverse-Gamma and Gamma distributed, respectively, as
where · denotes the expectation operator. It is seen that the posteriors of λ ·n and α are distributed the same as their priors, because the priors are conjugate to the likelihoods, and enable the variational Bayesian inference to compute the factorized posteriors analytically. For x ·n , however, its Laplacian prior in (8) is not conjugate to the Gaussian likelihood in (6), which prevents the analytical computation of its posterior q (x ·n ). Therefore, the Laplace approximation [32] is introduced to approximate q (x ·n ) by utilizing its second-order Taylor expansion around the MAP estimation, which is given as 
denoting the Hardmard multiplication. The second-order Taylor expansion in (12) resembles a complex Gaussian distribution as
or in the Woodbury formula of
to conduct a lower rank matrix inversion. It is seen the approximate posteriors of x ·n , λ ·n , and α are complex Gaussian, inverse-Gamma, and Gamma distributed in (15) , (10) , and (11), respectively. The expectations to be derived in these posteriors, including
, and α , are obtained as
n is the kth diagonal element of Σ n , |x k,n | is the absolute first moment of the complex Gaussian distribution [36] , and 1 F 1 (·) represents the Kummers confluent hypergeometric function. Then, SA-ISAR imaging based on the variational Bayesian inference with LSM prior can be achieved by iteratively updating the ISAR image x the distinctive Laplacian scale parameter λ and the reciprocal of noise variance α by (18) , (21) , and (22), respectively. Updating the phase error E is presented in the next section.
B. Minimum Entropy-Based Phase Error Estimation
First, let us simply review the widely used MLE-based autofocusing for sparse ISAR imaging. The reported autofocusing algorithms for sparse ISAR imaging generally estimate the phase error by maximizing the likelihood or minimizing the square error asÊ
where the index i denotes the parameters estimated in the ith iteration. The updating equation of E has been derived as [8] , [16] , [22] , [28] - [30] 
where j is the imaginary unit, and angle{·} denotes the operator to capture phase. It should be noticed that the rule in (23) is just a process of data-fitting and does not contribute to improve the sparse degree of the ISAR image. Let us now utilize the minimum entropy criterion to estimate the phase error in the iteration of SA-ISAR imaging to improve the sparse degree of the ISAR image by the joint constraint of sparsity and minimum entropy. Two rules, denoted as ME1 and ME2, based on the minimum entropy criterion are proposed to update the phase error. ME1 and ME2 are derived by minimizing the image entropy of the ISAR images obtained by the traditional range-Doppler algorithm (RD), and the variational Bayesian inference presented in Section III-A, respectively.
1) ME1:
The ISAR image obtained by RD is derived as
which means RD is accomplished by imposing a Fourier transform w.r.t. slow time to the range profiles after autofocusing. The image entropy utilized to estimate the phase error is defined as [14] 
is the image energy and is independent of the phase errors. Therefore, the image entropy can be simplified as
Then, ME1 is achieved byÊ = arg min E {Ẽ x }. We use the fixed-point iteration to find the optimal solution. The first derivative ofẼ x w.r.t ϕ l 0 is obtained as
where ∂|x k,n | 2 /∂ϕ l 0 = 2Re{x * k,n · ∂x k,n /∂ϕ l 0 }, Re{·} and * are the real part and conjugate operators, respectively, and (25) . Noting that l 0 is only the specific index of l, the first derivative of
Combining (28) and (29), we obtain
Setting (30) to zero, the phase error is estimated aŝ
Then the phase error matrix E can be updated aŝ
where (x (i) p,q ) is an element-wise representation of the ISAR image obtained in the ith iteration. Comparing (32) with (24) , it is seen that the updating equation of ME1 is similar to that of MLE, except thatx (i)H in (24) is replaced by
2) ME2:
In ME2, the entropy of the imagery result in (16) obtained by the variational Bayesian inference is minimized to estimate the phase error, which is given as
Taking the first derivative ofẼ µ w.r.t ϕ l 0 , we have
where µ k,n is given in (16) as
Then, the first derivative of µ k,n w.r.t. ϕ l 0 is derived as Substituting (36) into (34), and setting the obtained first derivative to zero, the phase error is derived aŝ
Then, the phase error matrix E is updated byÊ
T }. Comparing (37) with (31), it is seen that ME2 utilizes the variance matrix of each range cell Σ n to update the phase error. With the utilization of the higher order statistical information, better performance of ME2 than that of ME1 can be expected, which is confirmed by the experimental results in Section IV.
C. Computational Procedures
The computational procedures of the proposed SA-ISAR imaging algorithm based on minimum entropy and the S2R with LSM prior (ME-S2RL) is given in Fig. 3 . As the input of ME-S2RL, the aligned high-resolution range profile (HRRP) sequence is achieved by the global range alignment [6] . The initialization of ME-S2RL is shown in Fig. 3 , in which the phase error is initialized by an identity matrix since no prior is given. Alternatively, it can also be initialized by some autofocusing approaches which are valid for SA data such as the eigenvector method [17] for improving the convergence speed. As given in Fig. 3 , the iteration of ME-S2RL includes the range cell-wise and global updating, which are used to update the elements related to index n, including x ·n , Σ ·n , and λ ·n , and the elements independent of n including E and α, respectively. Additionally, 
where s a ands a denote the average range profile envelope and its mean value, respectively, arg min index {·} means getting the minimum index that satisfies the inner condition and η is a weighted coefficient whose range is suggested to be 1-3. The convergence of algorithm can be evaluated by the relative error between the ISAR images achieved in adjacent iterations
where σ is the terminal threshold. Furthermore, let us briefly discuss the computational complexity of the proposed algorithm. Main computational burden comes from the range cell-wise updating, which proceeds for N 1 = N max − N min + 1 times in one global iteration. Each range cell-wise updating computes (17) , (16) , and (21) 
IV. EXPERIMENTS
In this section, several experiments based on both simulated and measured data are implemented to testify the effectiveness of ME-S2RL.
A. Experiment With Simulated Data
This section presents the experimental results based on simulated data of a Boeing airplane with a size of 32 m × 32 m. The airplane model and its scatterer model are given in Fig. 4 . The translational motion of the plane is assumed to be compensated, and only the rotational motion with a rate of 0.02 rad/s is preserved. It is assumed that the radar system uses X-band, and the center frequency, bandwidth, pulse repetition frequency (PRF), and pulse width are 9 GHz, 0.5 GHz, 100 Hz, and 100 μs, respectively. Also, 256 pulses are collected, and each contains 256 frequency samples.
Let us first compare the performance of the S2R algorithms for SA-ISAR imaging by assuming no phase error in this experiment. The complex Gaussian noise is added to each pulse to simulate the noise environment with 10 dB signal-to-noise ratio (SNR) of the radar echo. Two well-known S2R algorithms, the orthogonal matching pursuit (OMP) [37] and the sparse Bayesian learning (SBL) [33] , are compared with the proposed S2RL. Algorithm parameters of OMP and SBL are carefully adjusted to achieve their best performance. The ISAR imaging results obtained by three algorithms for different number of randomly undersampled pulses are shown in Fig. 5 , in which the first, second, and third rows give the results from 128 (50%), 96 (37.5%), and 64 (25%) randomly sampled pulses, respectively, from a total of 256 samples. Fig. 6 shows the quantitative performance comparison in terms of image entropy obtained by these three algorithms and their computational time. It is seen that compared with OMP and SBL, the proposed S2RL algorithm obtains clearer ISAR images and lower image entropy. Fig. 6(b) shows that the computational efficiency of S2RL is similar to that of SBL, which is slightly lower than that of OMP.
Next, the performance of the autofocusing for SA-ISAR imaging is examined. As mentioned in the introduction, the SA will dramatically deteriorate the performance obtained by traditional autofocusing algorithms. For confirmation, Fig. 7(b) shows the data sequence used by the Newton method-based minimum entropy autofocusing algorithm [9] for the SA data with 128 (25%) randomly sampled pulses. In this experiment, the linear phase error in Fig. 7(a) is added to each pulse and the SNR of the radar echo is set to 10 dB. It can be seen from the image entropy curve in Fig. 7(c) and the obtained ISAR image in Fig. 7(d) that although the traditional minimum entropy-based autofocusing converges within a few iterations, the obtained image suffers from strong sidelobes because of SA, which indicates a poor performance of the traditional autofocusing algorithms for SA-ISAR imaging.
We now compare the performance of autofocusing based on S2RL, including the widely used MLE and the proposed ME1 and ME2. The parameters for this experiment are SNR = 10 dB, the number of pulses L = 64, and the phase is disturbed by linear, sinusoidal, and zero-mean Gaussian-distributed errors with standard deviation of π/3. For each algorithm, the number of iterations is fixed to 20, and the phase error is initialized with an identity matrix. Fig. 8 gives the imagery results obtained by the three S2RL-based autofocusing approaches for different phase errors, in which the second, third, and fourth column present the images obtained by MLE, ME1, and ME2, respectively, and the fifth column gives the image entropy, accordingly. It is seen that all the three methods quickly converge and achieve clear images with linear phase errors. In the case of sinusoidal phase error, however, only ME2 obtains well-focused image while MLE and ME1 get ghost images that are caused by the residual periodical phase error. ME2 also converges to a lower level of image entropy than MLE and ME1, as shown in the last figure of the second row of Fig. 8 . The last row in Fig. 8 gives the imagery results with the random phase error. The images obtained by ME1 and ME2 are much better focused than that obtained by MLE. Both ME1 and ME2 converge to a lower image entropy than MLE, and ME2 achieves faster convergence. All the experimental results in this experiment indicate the superior performance of ME2 based on S2RL for different phase errors. In contrast, the widely applied MLE performs poorly in the case of sinusoidal and random phase errors.
We now compare the performances of MLE, ME1, and ME2 based on S2RL under different noise conditions. The parameters for this experiment are SNR = 5, 0, and −5 dB, respectively, and the phase error is zero-mean Gaussian distributed with a standard deviation of π/3. The imagery results obtained by the three autofocusing algorithms are given in Fig. 9 , in which the first, second, and third row show the results for 5, 0, and −5 dB, respectively. The third row of Fig. 8 shows the results of the same phase error for SNR = 10 dB. It is seen that ME2 achieves the best focused image and the smallest image entropy with the fastest convergence, and ME1 obtains imagery results similar to ME2, but needs more iterations to converge. MLE, however, converges to a higher image entropy and obtains noisier images. When SNR is as low as −5 dB, the strong noise disables MLE and ME1 to focus images, but ME2 still works. It obtains an image with a distinguishable outline of the aircraft under this strong noise condition. The lower entropy it converges to than MLE and ME1 also validates its superior robustness. Additionally, the image entropy w.r.t. the number of iterations and SNRs obtained by three algorithms is given by the two-dimensional color maps and three-dimensional (3-D) surface plot in Fig. 10 for quantitatively comparing the performance achieved by these algorithms. The color bars of the three color maps are adjusted to be identical. Comparing the color maps obtained by the three algorithms, it is clear that ME2 achieves the smallest image entropy within 13 iterations for any SNR conditions, and the convergence speed descends slightly with the decrease of SNR. ME1 can also reach a similar level of entropy as ME2, but requires more iterations to converge. MLE, however, fails to converge the image entropy to a similar level to that obtained by ME1 and ME2. The 3-D surface plot in Fig. 10(d) gives a more obvious comparison on the image entropy versus SNR and the number of iterations, obtained by the three algorithms to show the effectiveness of the proposed ME1 and ME2.
As mentioned in Section III-C, the convergence speed of the S2R-based autofocusing can be improved by specifically initializing the phase error with traditional autofocusing algorithms. Next, we initialize the phase error with an identity matrix and the eigenvector method [17] , respectively, for comparing the convergence speed in these two cases. It is assumed for this experiment, SNR = 10 dB, the phase error is zero-mean Gaussian distributed with a standard derivation of π, and the number of pulses L = 64. The number of iterations is 50 for both cases. Fig. 11 gives the image entropy curves obtained by the two cases, in which the red dashed and black solid lines are the results of the initializations with an identity matrix and the eigenvector method, respectively. It is seen that compared with the initialization with an identity matrix, the initialization with the eigenvector method largely improves the convergence speed of ME1 and ME2, and makes MLE converge to a lower level of image entropy, which indicates that the initializing phase error with traditional autofocusing methods improves the convergence speed of the S2R-based autofocusing algorithms.
B. Experiment Results With Measured Data
In this section, three sets of measured data, including two measured by a C-band radar and one measured by an X-band radar, are utilized to validate the effectiveness of the proposed SA-ISAR imaging algorithm.
1) C-Band Radar Data:
A C-band radar with a center frequency of 5.52 GHz, and a bandwidth of 400 MHz are used to measure a twin-engine turboprop medium-sized airfreighter (AN-26) and a twin-engine small-sized business jet (Citation), as shown in Fig. 12(a) and (b) , respectively. The full aperture radar echo has 256 pulses from which SA data are randomly selected. The numbers of the randomly sampled pulses are 128, 64, and 32, i.e., 50%, 25%, and 12.5% of the full aperture data, respectively. The phase error is initialized with an identity matrix to testify the algorithm adaptability. The number of iterations of each algorithm is fixed to 20 to compare the convergence speed. Figs. 13 and 14 give the imagery results of An-26 and Citation obtained by different algorithms, respectively. It is seen that ME2 obtains well-focused images under all conditions. In particular, it can perform well with only 32 randomly sampled pulses. Furthermore, ME2 converges to the smaller image entropy than that obtained by MLE and ME1. In contrast, the widely used MLE is almost invalid in all cases because of the initialization of the phase error with an identity matrix. The image entropy curves obtained by MLE even increase as the number of iterations increases for 64 and 32 pulses, which means MLE is emanative for the data sparser than 25%. Therefore, the coarse phase compensation is unavoidable for some SA-ISAR imaging algorithms based on MLE autofocusing to ensure its convergence [8] , [16] . It is also observed that ME1 obtains relatively better imagery results than MLE, but not as good as ME2.
2) X-Band Radar Data: A vehicular X-band radar with a center frequency of 9 GHz and a bandwidth of 1 GHz is applied to measure a commercial airplane with a size of 30 m × 30 m.
The full aperture radar echo data has 512 pulses and SA data of 256, 128, and 64 pulses, i.e., 50%, 25%, and 12.5% of full aperture data, are also used for evaluating image focusing performance of various algorithms. The SNR of the range compressed radar echo is as low as 9.5 dB, and the SNR of the raw radar echo is much lower since the fast Fourier transform used in the range compression brings a SNR gain of 10log 10 N , where N denotes the number of range cells. Also, an identity matrix is used to initialize the phase error in this experiment. Fig. 15 shows the imagery results of the commercial airplane obtained by different algorithms. The first, second, and third row are the results obtained from 256, 128, and 64 pulses, respectively. Strong noise is seen from the HRRP sequence shown in the first column. It is clear that ME2 achieves well-focused images with the least image entropy for all the cases shown in the figure. The MLE, however, fails to obtain useful image in all these cases. It is observed that ME1 also achieves focused images, but with more iterations for convergence. It is interesting to see that the convergence speed of ME2 increases as the number of pulses decreases. For example, the numbers of iterations required for the convergence of ME2 are 30, 15, and 10 for SAs with 256, 128, and 64 pulses, respectively. The results of this experiment validate the effectiveness of the proposed ME2-S2RL SA-ISAR imaging algorithm for both wideband data and low SNR case.
In summary, numerous experimental results based on both simulated data and real data measured by both C-band and Xband radars confirm the superior performance of the proposed ME2-S2RL against the widely used MLE-based autofocusing for the radar echoes with different phase errors, noise levels, sparse degrees, and frequency bands. Impressively, the proposed ME2-S2RL obtains high quantity images for even 12.5% SA data within only 10 iterations without any specific initialization of phase error.
V. CONCLUSION
This paper proposes a novel autofocusing method for SA-ISAR imaging based on the joint constraint of sparsity and minimum entropy. The ISAR image is modeled with the LSM prior which performs better on sparse representation than the Laplacian and GSM prior. The variational Bayesian inference based on the Laplace approximation is proposed to accomplish the sparse ISAR imaging with the LSM prior. During the iteration of the S2R based on LSM (S2RL), the phase error is estimated by minimizing the image entropy of the sparse ISAR image recovered in each iteration. Experimental results based on both simulated and measured data validate that the proposed ME2-S2RL performs better than the widely used MLE-based autofocusing algorithm for different phase errors, noise levels, and sparse degrees. In addition, specific initialization of the phase error can be avoided in the proposed ME2-S2RL for even 12.5% SA data with a low SNR. Therefore, we are confident to conclude that the ME2-S2RL achieves state-of-art performance for SA-ISAR imaging autofocusing. APPENDIX A DERIVATION OF q (λ ·n ) AND q (α)
For q (λ ·n ), it can be achieved by the expectationmaximization (EM) algorithm [35] that q (λ ·n ) ∝ exp log p (s ·n , x ·n , α, λ ·n ; E) q (x ·n )q (α )
where · q (·) denotes the expectation w.r.t. the density q(·). Substituting (8) and (9) into (39), and keeping only the terms related to λ ·n , we obtain (40), where const denotes a constant independent of λ ·n . It is seen that q (λ ·n ) is inverse-Gamma distributed as log q (λ ·n ) = log p ( x ·n | λ ·n ) + log p ( λ ·n | c n , d n ) q (x ·n )q (α )
Similarly, q (α) is obtained by the EM algorithm as q (α) ∝ exp log p (s, x, α, λ; E) q (x)q (λ) .
Unlike q (λ ·n ), q(α) is updated globally, which is independent of the range cell index n. Substituting (6) and (7) 
