Abstract-Motivated by the analogy between successive interference cancellation and iterative belief-propagation on erasure channels, irregular repetition slotted ALOHA (IRSA) strategies have received a lot of attention in the design of medium access control protocols. In this work, we consider generic systems where sources in different importance classes compete for a common channel. We propose a new prioritized IRSA algorithm and derive the probability to correctly resolve collisions for data from each source class. We then make use of our theoretical analysis to formulate a new optimization problem for selecting the transmission strategies of heterogenous sources. We optimize both the replication probability per class and the source rate per class, in such a way that the overall system utility is maximized. We then propose a heuristic-based algorithm for the selection of the transmission strategy, which is built on intrinsic characteristics of the iterative decoding methods adopted for recovering from collisions. Experimental results validate the accuracy of the theoretical study and show the gain of well-chosen prioritized transmission strategies for transmission of data from heterogenous classes over shared wireless channels.
I. INTRODUCTION

I
N THE ERA of Internet of the Things, which envisions a massive number of devices simultaneously connected to the network [1] , [2] , random medium access control (MAC) protocols have received a lot of attention because of their lack of central coordination among wireless network users. At the same time, when different classes of sources compete for a common channel, a prioritized allocation of available resources among sources is necessary in order to optimize the overall network utility. Applications as intelligent transportation, environment or healthcare monitoring, and distributed smart cameras are examples of machine-to-machine communications that need prioritized yet uncoordinated communication protocols [3] . Safety-critical communications need to be prioritized with respect to infotainment communication, for example. Prioritized communication is also needed in smart camera networks, where the content from different cameras has different importance, in terms of information relevance for scene analysis, for example, as illustrated in Fig. 1 . The adoption of prioritized random MAC strategies in future networks is thus desirable, creating the need for effective optimizations of multi-sources resource allocation strategies. The slotted ALOHA (SA) protocol has been widely considered as one effective random MAC strategy, where users randomly select the time slots where they transmit information. If different users select the same time slot for transmission, a packet collision is experienced. While collided packets were irremediably lost in early versions of SA, recent studies have shown that collisions can be resolved by network diversity, multiuser detection, network coding strategies [4] - [6] , or by successive interference cancellation (SIC) techniques [7] which substantially improves the system throughput. The key concept behind SIC is that each user might send repetitions of the same message in different slots. If two messages collide, the base station (BS) might recover the messages through SIC if one of the collided messages has been decoded previously. The throughput gain in applying SIC to SA schemes has been initially formalized in contention resolution diversity slotted ALOHA (CRDSA), where each user sends its own message within a MAC frame and eventually a replica in a randomly selected slot [7] .
An improvement of CRDSA has been proposed in [8] , where the author introduced the optimized transmission technique for irregular repetition slotted ALOHA (IRSA) algorithm. It consists in a random SA protocol where the number of replicas that each user sends per frame (i.e., the replication rate) is not limited to two (or to any deterministic value) and it is rather randomly selected according to a pre-determined transmission probability distribution. A key connection is shown between the SIC in IRSA and the belief-propagation (BP) decoder of erasure codes on graphs [8] . This has opened the possibility of applying theory of rateless codes (and codes on graph in general) to IRSA schemes to optimize users' transmission strategies via proper selection of their transmission probability distribution [9] - [15] . However, to the best of our knowledge, IRSA algorithms for prioritized sources have been overlooked in the literature. A first study on the random slotted ALOHA protocols with SIC for prioritized sources has been carried out in [16] for lossy wireless networks. It proposes an asymptotical analysis of IRSA schemes for the case in which users experience different channel conditions, but it does not propose any constructive algorithms for optimized resource allocation schemes.
We propose a prioritized IRSA algorithm, where sources of different classes transmit information to a common BS with a 0090-6778 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. Figure 1 . Scenario with multiple cameras communicating to a central base station. Different levels of priority could be given to the sources, with highmedium-and low-priority cameras, for example, which receive different shares of the network resources.
random IRSA strategy to access the channel. Within a MAC frame, each source randomly selects the replicas and the time slots to occupy, independently from other sources. Note that the IRSA algorithm is a fully distributed prioritized access strategy, as opposed to centralized access solutions, where collision-free transmission comes at the price of higher complexity. Each prioritized source class is identified by an utility function and a transmission strategy. The utility function is a non decreasing function of the received rate such that sources in higher priority classes experience a larger utility score than users in lower priority classes for a given received rate. The transmission strategy defined by the BS is characterized by the source rate and the transmission probability distribution (also defined as replication probability distribution) in IRSA, which is different in each class. The transmission probability distribution drives the replication rate of sources in each class, hence the performance of the system. Our objective in this paper is exactly to find the best transmission strategy that maximizes the expected utility over all classes. Following the analogy between SIC and theory of codes on graph [8] , we analytically derive the probability to correctly resolve collisions for data in each source class along with the expected utility per class. We extend the analysis in [17] for LDPC codes to IRSA schemes and derive the global slot degree distribution for the AND-OR tree analysis. We further provide an approximate degree distribution. Our analysis is used to find the best unequal transmission strategy among classes in terms of both the replication probability and source rate per class, in such a way that the expected weighted utility is maximized. The underlying intuition is that more important classes should correctly receive more messages than low priority classes. Simulation results validate the accuracy of the theoretical study and show the gain of unequal transmission strategies for heterogenous classes. They also show that the proposed transmission algorithm performs well when compared to optimal solutions computed by simulations.
In summary, the main contributions of this work are:
• a theoretical study of the system performance in IRSA schemes with unequal transmission strategies and its experimental validation; • a new optimization problem aimed at finding the best transmission strategy in prioritized IRSA strategies, in terms of both source rate and replication probability per class, for a set of heterogenous classes; Figure 2 . Example of bipartite graph associated with the IRSA scheme, with 3 sources of one message each.
• a solving method based on intrinsic characteristics of the iterative decoding method adopted for recovering from collisions, along with proper heuristics for deriving the transmission strategies of sources with different priorities. Because of the analogy between collision recovery schemes in IRSA and iterative message-passing algorithms on graph, we note that the UEP analysis of IRSA can be linked to UEP studies for irregular LDPC codes [17] - [19] and multi-edge type LDPC codes [20] . However, there is a crucial difference between the UEP MAC strategy considered in our work and UEP rateless coding schemes. While in the latter case the code designer controls the output nodes (check nodes) rather than the input nodes (message nodes), this is exactly the opposite in the IRSA case, where the system designer controls the input nodes (source nodes) rather than the output nodes (time slot nodes). This requires a different analysis of the problem compared to LDPC analysis. It is worth noting that the work in [16] also provides a theoretical framework for IRSA prioritized protocols. In parallel to our work, the authors in [16] have extended the theory of [21] to derive an approximated slot degree distributions with respect to user classes. Both the method in [21] and our analysis lead to an equivalent result in terms of approximate error probabilities even if they are derived with two different methodologies. The work in [21] also includes a model of the channel errors in the AND-OR tree evaluation. In our work, however, we validate the theoretical results, we construct a global stability condition used in our optimization problem, and we further exploit the theoretical analysis to show the main limitation of the asymptotic-based performance when optimally allocating the resources, providing then a solution for this optimization.
The reminder of this paper is organized as follows. Section II describes the scenario under consideration, together with key features of IRSA schemes. The theoretical analysis for prioritized IRSA strategies is derived in Section III, where we also provide simulation results to validate the theory. The optimization problem aimed at finding the best transmission strategy for prioritized sources is formulated in Sec IV. The solving method and simulation results are also provided. Finally, we conclude in Section V.
II. FRAMEWORK
A. System Model
We consider M sources communicating to a common base station, that needs to decode the messages received from the sources. Sources are categorized in K priority classes and we denote by C k the set of active sources within the source class k. Let L k = |C k | be the number of sources in class k with M = The time axis is discretized in MAC frames of duration T MAC and at most one source message is sent per source within a MAC frame. This means that L k messages are sent per MAC frame from sources of class k. Sources access the channel according to the IRSA protocol [8] . Each MAC frame of duration T MAC is composed of N slots of duration T S = T MAC /N . Each slot corresponds to a transmission interval, where one message or several interfering messages are sent. The traffic of the network is computed as G = M/N . Within a MAC frame, each source transmits l physical replicas (or packets) of one source message (or burst), as depicted in Fig. 2(a) . Each replica is transmitted within one time slot and replicas sent from the same source are allocated to different slots, which are uniformly selected at random among the N total available slots. The replication rate l is selected by the source at random following a transmission probability distribution. We denote this distribution by { l,k } l for sources of class k, where l,k is the probability that a source from the class k transmits l replicas within the MAC frame.
The transmission processes are handled independently by all sources. This might lead to interference on the wireless channel. We assume that if a time slot is selected only by one source, the BS correctly receives the message. When multiple sources select the same time slot for a replica transmission, a collision is experienced. The replicas interfere and the information transmitted over the time slot cannot be immediately recovered. However, the receiver implements successive interference cancellation (SIC) to partially or fully resolve collisions. This is illustrated by the example provided in Fig. 2(a) , where the message sent by user 2 and user 3 are not decodable due to collisions in slot 3 and slot 5. However, thanks to SIC techniques, the collision might be resolved. In particular, the BS can recover the message from source 1 from the time slot 1. When this message is revealed, the message from user 2 can be "cleaned" from the interference with SIC algorithms, and so for user 3. We assume that a perfect SIC is performed and the message is recovered with no errors [8] , [10] , [12] , [16] . This common assumption substantially simplifies the theoretical analysis and yet leads to an accurate model of the system. In particular, this assumption is acceptable in general scenarios where the channel can be well estimated and when the number of collisions within one single slot is not too large [9] , [10] . In specific scenarios, as for example fast fading channels where highly noised channel estimations can be experienced, a nonideal interference cancellation needs to be taken into account [8] , [9] . In more general scenarios, the residual interference after interference cancellation (due to imperfect channel estimation) does not degrade considerably the block error rate for the codeword bits that have been input to the channel decoder, as shown in [9] . We refer readers to [8] for more details on SIC applied to IRSA strategies.
Finally, we denote by R k ∈ {0, . . . , L k } the number of messages from class k that are correctly received at the decoder. The reception of R k messages leads to an utility function U k (R k ), which is a non-decreasing function of the rate. Let denote by R R R = [R 1 , R 2 , . . . , R K ] the vector of received rates (or messages) for all classes. The overall utility function for the system is
where w k is a priority score that characterizes the importance of class k, and it is such that k w k = 1. Usually important classes have large weight w k . The notation adopted in this work is summarized in Table I .
B. Graph-Based Representation of IRSA
Let the bipartite graph G = (B, S, E) represents the MAC frame status, where B is the set of M burst nodes (representing the sources), S is the set of N slot nodes (representing the time slots), and E is the set of edges. An edge (b, s) represents a transmission of BN b in the time slot s. In this case, we say that b is a neighbor of s. The key point is that the iterative message recovering procedure in IRSA is associated to a messagepassing algorithm along the graph [8] . An example of the bipartite graph representation for one instance of an IRSA transmission is depicted in Fig. 2 . In Fig. 3 , we extend the graph-based representation to the scenario with heterogenous sources that is considered in our work. Each source in C k is identified by a burst node (BN) class k, which transmits message replicas over the MAC frame independently from any other BNs.
In the graph G, the degree of a node defines the number of edges connected to the node. The probability of having a degree-l BN of class k is given by l,k and it corresponds to having a source from class k sending l message replicas within a MAC frame. Analogously, the probability of having a degree-l SN is denoted by l and it reflects a time slots in which l different messages have been transmitted. The transmission strategy of the IRSA can then be identified by a node-perspective degree distribution with the following polynomial representations From the node-perspective degree distributions, we can also derive the edge-perspective degree distributions. We define λ l,k the probability for an edge to be incident to a degree-l BN of
where
Analogously, the probability of having an edge attached to a degree-l SN is
Hence, the edge-perspective degree distribution ρ(x) is given by
III. COLLISION RESOLUTION PROBABILITY
We now evaluate the error probability for the prioritized IRSA schemes described above under the assumption of very large frame sizes (N → ∞) and we provide global conditions for the stability of the iterative decoding process. The asymptotic assumption leads to theoretical analysis which is substantially simplified but yet accurate, as already proved in the literature [8] , [10] . In the following, we adopt "asymptotic setting" and "large network assumption", interchangeably.
A. Node Degree Distributions
In our scenario, the base station assigns to each class k a transmission strategy, which is defined by a transmission distribution k (x). From k (x), the edge-perspective distribution λ k (x) can be evaluated as in (3) . The degree distribution for the SNs (x), as well as ρ(x), need to be computed. We denote by P k (n k ) the probability that n k edges connect n k BNs of class k to the same SN. This probability is given by
where p k is the probability that a BN of class k has an edge incident to the considered SN. Note that p k corresponds to the probability that one source from class k transmits a replica in the considered time slot. The degree distribution l for the SNs then becomes
We can simplify (7) as follows. We denote by X i the event of having the source i transmitting in a time slot t. This event occurs with probability p i = ( j j j,k )/N if source i is from the class k. Since each source independently selects the time slots for transmission, we have that X 1 , X 2 , . . . , X M are independent Bernoulli processes, each one with its own probability of success p i . Then l = P(S M = l) can be modeled as a Poisson binomial process [22] , where S M = X 1 + X 2 + . . . + X M is the sum of the considered events (i.e., S M sources transmitting in the time slot t). This permits to express (7) as
where F l is the set of all subsets of l integers that can be selected in M, A is one of these possible subsets, and A c is the complement of A, given by {1, 2, . . . , M}\A. From [23] , [24] , the above expression becomes
where C = exp[2πi/(M + 1)], with i = √ −1. The last equality follows from the fact that sources from the same class have the same probability of success p k . Finally, for large M and small p i 's, l can be approximated by a Poisson process [25] 
Note that we are considering large frame size networks (N → ∞), which leads also to large M values. Finally, each p i is inversely proportional to N and it becomes small for large MAC frame size (i.e., large N ). This justifies the assumptions considered to derive the above approximation. We can then derive the node degree distribution for SNs as
Under the assumption of large networks, (11) can be further simplified as (x) ≈ exp(−χ(1 − x)). Finally, from (4), the edge-perspective degree distribution for a SN becomes
where G = k L k /N is the traffic of the network.
B. Collision Recovery Probability
We now study the collision recovery probability and analyze the asymptotic behavior of the message-passing algorithm used in the SIC method. The analysis considers the AND-OR tree asymptotic analysis [26] , [27] already introduced for IRSA strategies [8] , [10] . We refer the reader to [28] for more details on the AND-OR tree analysis.
Let denote by T i,k the constructed tree of depth 2i with a BN of class k (e.g., v 1 ) as a root. Each node at depth 2i, 2i − 2, . . . , 2, 0 are BNs (of class k for the root and of any class for the other depths value) and they are denoted by OR-nodes while the nodes at depth 2i − 1, 2i − 3, . . . , 3, 1 are SNs and they are AND-nodes in the tree representation. We now evaluate the probability of having a BN of class k unknown after the ith iteration of the decoding process. This is given by y i,k = P{all AND nodes at depth 2i − 1 are marked with 0}
where z i−1 is the probability of having a AND-node at depth 2i − 1 that is marked with 0 and λ l,k is the probability for an edge to be incident to a degree-l BN of class k. Each child of a AND-node is a OR-node of class k with probability q k , given
, which is the ratio between the average number of edges going out from all BNs of class k, namely L k k (1) , and the average number of total edges in the graph, namely K k=1 L k k (1) . We can then derive (14) , shown at the bottom of the page, where in (14b) the probability of having one OR node at depth 2i − 2 marked with 0 is given by K k=1 q k y i−1,k . This corresponds to the probability of having a OR node at depth 2i − 2 and of class k marked with 0, weighted by the probability of having a OR node of class k as child. Substituting (14c) into (13), we obtain the following recursion
with y 0,k = 1, ∀k, q 0 = 1 1 . Note that the error probability y i,k is recursively derived assuming that the OR nodes at depth 2i − 2 are actually roots of trees with depth 2i − 2 and are independent from each others. Substituting (12) into (15), we obtain
Finally, let P e (k, I ) be the probability for the base station of not correctly decoding the message sent from a BN of class k when a iterative SIC technique is adopted with a maximum of I iterations. Then, P e (k, I ) is computed as the probability that a message cannot be decoded through any edge (i.e., any neighboring SN) at the ith iteration of the SIC algorithm, which means that
C. Stability Conditions
We are now interested in evaluating the conditions under which the SIC algorithm asymptotically (i → ∞) converges with zero failure probability. We first observe that the iterative decoding process described in (15) can be seen as a feedback loop of which we can study the global stability, by deriving the conditions under which the system asymptotically converges to an equilibrium point (y , z ) = (0, 0), for any initial probability (y, z). The global stability can be guaranteed if the error probability z i decreases at every decoding iteration, and converges to an error probability that is arbitrarily close to 0 as the number of iterations tends to infinity.
We first note that the control equations that characterize the feedback system are 1 In the above analysis we have assume a tree ensemble representation, which implies that the bipartite graph is loop-free, since loops introduce correlation in the evolution of the message error probabilities. This is true for large networks.
z i−1 = 1 − P{all OR nodes at depth 2i − 2 are marked with 1} (14a) By substituting (12) in the above equations, we obtain the following control equation for the feedback system
and we can guarantee global stability if f (z) < z, ∀z. This means that we should have
In the following, we show how the global stability can be exploited to solve the transmission optimization problem in prioritized MAC algorithms.
D. Analytical Performance Validation
We now provide simulation results to validate the theoretical analysis provided above and study the performance of the random MAC transmission protocol in different settings and for different transmission probabilities, provided in Table II . We set the maximum number of iterations used in the burst decoding algorithm to I = 100. For each simulated scenario, we average the experienced utility function over 1000 simulated loops. Fig. 4 first depicts the theoretical and simulated edgeperspective degree distribution for a scenario with N = 200 transmission slots in a MAC frame, K = 2 source classes with the same number of burst nodes (i.e., L 1 = L 2 ), and with the following degree distributions 1 (x) = f (x) and 2 (x) = a (x). We see that the theoretical performance is in agreement with the simulation results, which means that the assumption of large networks used in the analysis still holds in the case of finite size of the MAC frame (N = 200), as observed in other works [8] .
We further provide a comparison between simulations and theoretical results in terms of both normalized throughput and utility function. As utility function, we consider U k (R k ) = log(R k ), ∀k. 2 We consider two classes with priority given by w 1 = 0.7 and w 2 = 0.3 (i.e., class 1 is more important than class 2), with L 1 = L 2 , and two different distributions 1 (x) = d (x) and 2 (x) = a (x). In Fig. 5 , both the 2 Our solving method is general and it applies to any non-decreasing utility function. Other utility functions could be sigmoid functions, used in automatic network selection mechanisms in heterogeneous wireless networks [29] , or U (x) = 1 − (a + b/x) to model the quality of videos [30] . average of the normalized throughput and the overall utility function are depicted as a function of the traffic load G for 1000 simulation runs, for different size of N of the MAC frame. The traffic load varies with the number of burst slots L 1 = L 2 , for a fixed N . Fig. 5(a) depicts the normalized throughput for class 1, evaluated as L 1 (1 − P e (1, I ))/N . Similar behaviors are experienced for all classes. For both the normalized throughput ( Fig. 5(a) ) and the mean utility function (Fig. 5(b) ), we see that there is again a good match between theoretical and simulated results for all N larger than 50. When N = 50, the error in considering an asymptotic behavior is non negligible, but yet the utility function behavior is accurate. In particular, when N = 50, both theoretical and simulation values of the mean utility increases with G for G < 0.6,have a peak between [0.6,0.8], and decrease beyond a traffic value of 0.8. We have obtained similar trends in other experiments for different scenarios, and all confirm the validity of the analysis for large MAC frames. We now illustrate the performance of prioritized transmission schemes for sources with different importance and we compare the performance of equal and unequal transmission probabilities for different classes. In Fig. 6 , the message error rate and the overall utility function are given as functions of the traffic load G for a sample scenario with N = 200 transmission slots, two classes with the same number of nodes (L 1 = L 2 ) but with different priorities (w 1 = 0.7 and w 2 = 0.3). The traffic load G again varies with the number of burst nodes in each class. For the equal transmission strategy, denoted by EEP, we consider 1 (x) = 2 (x) = e (x); while for the case of unequal transmission strategy, denoted by UEP, we consider different distributions 1 (x) = e (x) and 2 (x) = b (x), which correspond to higher replication rate for the most important classes. Theoretical results again match the simulations results computed over 1000 simulation runs. The results also show the benefit of prioritized transmission policies when source have different priorities. Fig. 6(a) shows a message error probability per class higher for the EEP strategy than for prioritized strategy under consideration. We also observe that a EEP strategy leads to a waterfall effect in proximity of a threshold value of G = 0.6, while the UEP strategy has a larger threshold value of G = 0.7. This gain achieved by the UEP strategy is due to the change in the transmission protocol for different classes. In our example, class 2 sources transmit with a reduced replication rate. This reduces the congestion of the network, mainly affecting class 2 rather than class 1, which is more important in our example. This leads to an overall utility function that reaches a maximum of 43.2 dB for the UEP strategy, as opposed to the maximum of 40.8 dB of the EEP strategy, see Fig. 6(b) .
Finally, we consider the case in which each source of class k has a given probability of accessing the channel p k . This leads to a degree distribution
Simulation results are provided in Fig. 7 , which depicts the normalized throughput (evaluated as k w k L k (1 − P e (k, I ))/N ) as a function of the traffic load G for a sample scenario with N = 200, for two classes such that w 1 ≥ w 2 , L 2 = αL 1 and access probability p 2 = βp 1 , with α, β ∈ [0, 1]. If α = 1, β = 1, we have the EEP case. This scenario is equivalent to have a single class with M source nodes. For this reason, in the following curves we do not specify the weight w 1 , w 2 when α = 1, β = 1; all weights would lead to the same curve. In the other cases, when either α or β or both of them do not equal 1, an unequal allocation of the resources is considered (UEP case). Fig. 7(a) compares the performance of different transmission strategies for both the case with w 1 = w 2 = 0.5 (i.e., classes have the same priority) and the case with w 1 = 0.7, and w 2 = 0.3 (i.e., class 1 has higher priority than class 2). Both theoretical and simulation results are provided. We first observe that theoretical results (solid lines) again match the simulations results (dashed lines) computed over 1000 simulation runs. Moreover, we also observe that an unequal transmission strategy (α = 0.3, β = 0.4) is more rewarding than an EEP strategy when w 1 = 0.7 and not when w 1 = 0.5. In Fig. 7(b) , the normalized throughput is provided as a function of the parameter α = L 2 /L 1 for different β values. As expected, when β < 1, i.e., when the frequency of accessing the channel for class 2 is lower than class 1, the normalized throughput increases with the decay of α for both values of w 1 . This holds also for β = 1 if the classes do not have the same importance (i.e., w 1 = 0.7 and w 2 = 0.3). This means that even if the classes have the same transmission probability, it is better to dedicate more source nodes to class 1 than to class 2, being the former more important than the latter. While for equally important classes (i.e., w 1 = w 2 = 0.5), the curve with β = 1 shows a constant throughput for different values of α, as expected.
Overall, the above results illustrate that prioritized transmission is beneficial when sources have different importance, and that the system performance is dependent on both the replication rates and the number of burst nodes. In the following, we show how this theoretical study of MAC protocol strategies can be adopted in practical resource allocation optimization problems.
IV. PRIORITIZED RANDOM ACCESS OPTIMIZATION
A. Problem Formulation
Let = { k (x)} k be the transmission policy vector with the transmission probability distributions for each class, and let L = {L k } k be the resource allocation vector. We are interested in optimizing the transmission strategy ( , L) that maximizes the overall utility function rather than the overall throughout. In the case of sources that have different utility functions, this usually leads to prioritized transmission strategies. The problem formulation is then
. . .
is the probability of correctly receiving R 1 , R 2 , . . . , R K messages for sources of class 1, 2, . . . , K , respectively. This corresponds to the probability of receiving R 1 , R 2 , . . . , R K messages either with no collisions or messages with collisions that can be resolved with the iterative message recovering strategies (i.e., SIC) after a maximum number of I iterations.
From source independency, we can derive the probability of correctly receiving the the messages from different sources as
is the probability for a source of class k to recover R k out of L k messages after the I -th IC iteration, and 1 − P e (k, I ) is the probability for the base station to correctly receive the message sent from a source of class k. We can then express the expected utility function as
and the problem formulation to be solved becomes
where the priority constraint in (22b) permits to reduce the search space. In particular, we constrained the optimization to an unequal recovery probability among classes such that sources from more important classes have a larger probability of correctly transmitting their messages compared to lower important sources. This translates in imposing P e (k, i) ≤ P e (k + 1, i) for class k that is more important than class k + 1. From (16), the priority condition can be generalized
). The optimization problem in (22) results in maximizing the overall system utility.
B. Approximated Solution
The problem in (22) is not easily solved with conventional optimization frameworks. The expected utility function is evaluated as a weighted sum of binomial distributions, each of them having a probability P e (k, I ). Although P e (k, I ) can be considered as a sigmoid function to simplify the formulation, there is no a convenient optimization framework that is able to address the above problem jointly for both and L variables, to the best of our knowledge. Thus, we propose a solving method that exploits an intrinsic property of the coded slotted ALOHA: the message error probability usually follows a waterfall effect [27] , having an error probability approaching 0 for traffic network G lower than a given threshold G , and rapidly approaching 1 beyond G . The threshold value G is usually defined as the value that is the limit of the region where the condition of stability hold.
In the following, we approximate the message error probability P e (k, I ) to 0 when the stability condition is respected, i.e., when the convergency of the iterative message decoding algorithm is assumed. By imposing the global stability condition of (18), we have the following instance of the problem:
where we have assumed a null error probability if the conditions for global stability in (23c) are met for all classes. We denote by ON region the set of pairs of ( , L) that satisfies (23c). This implies that the L k sent messages are correctly received when limited to the ON region. The experienced utility function in each class is therefor U k (L k ), and the global utility is the weighted sum of class utilities. This instance of our optimization problem in (22) offers simpler solution to the selection of the best transmission strategy. The optimization problem can be easily solved in two steps, as described in Algorithm 1. The first step (step 1) defines the boundaries of the ON region by simply solving (23c), for the global stability. Then, finding the best pair ( , L ) in the ON region reduces to solving the optimization in step 2. This optimization has an objective function that has the form of a weighted sum of utility functions subject to K affine constraints. Thus, it can be easily solved for concave or linear U (L k ) by concave or linear programming optimization, or by more general gradient-based optimization methods for more general non-decreasing utility functions U (L k ). 
C. Simulation Results
We now provide simulation results to study the performance of the prioritized random MAC strategies. For each simulated scenario, we average the experienced utility function over 1000 simulated loops and we set I = 100 and U k (R k ) = log(R k ), ∀k, which resembles a typical image quality metric. In Section III-D, we have shown that the theoretical study of Section III-B is an upper bound of the simulated performance. In the following, first we show the main limitations of the optimization method based purely on the theoretical study. Then, we describe how these bounds combined with wellchosen heuristics can be adopted to jointly optimize ( , L) for selecting effective prioritized transmission strategies.
We first study the optimization of the number of burst nodes per class. In Fig. 8, we show the global utility function as a function of the number of burst nodes in class 1 (namely, L 1 normalized by N ), for the case of two source classes, with different importance w 1 = 0.7, w 2 = 0.3, identical transmission probability distributions 1 (x) = 2 (x), and N = 100 or 200. For each value of L 1 , we evaluate the best value of L 2 and plot the corresponding global utility score. The Algorithm 1 is considered for the optimization, where the global stability condition has been imposed by (23c) in the first step of the optimization algorithm. These results are compared with simulations results where the optimal L 2 for each L 1 is found by exhaustive search. For both N = 100 and N = 200, the global stability condition imposes a stringent condition, leading to a tight bound of the ON region compared to the simulated one. This leads to a mean utility score that is almost as good as the optimal one. However, we notice that the model is not highly reliable for large values of L 1 . For example, for L 1 /N = 0.7 in both cases of N = 100 or 200 slots, the theoretical optimization leads to a substantial drop in the utility function. This drop is due to the mismatch between theoretical and simulation results around G , as discussed in Section III-D, where G is the end of the ON region where the error probability is negligible.
We show in Fig. 9 the ON region for a case with K = 2 classes, N = 200, and the transmission probability distributions are 1 (x) = e (x), and 2 (x) = a (x). The ON region boundaries are derived as a function of the number of burst nodes both from simulations and from the theoretical analysis through the global stability condition of (17) . In the simulations we evaluate the ON region as the one where the decoding error probability after SIC is lower than 10 −4 . As expected, the theory gives an ON region (in blu diamonds) that is more extended than the actual one (red points), since the theoretical ON region gives an upper bound on the value of traffic G that represents the transition between ON and OFF regions of the SIC algorithm. Unfortunately, the best L derived from Algorithm 1 approaches the boundary of the ON region defined by theoretical stability conditions, which is exactly the unsafe region where the theory does not necessary match the actual behavior of the system. This means that for most cases, the optimization of Algorithm 1 would select a transmission strategy such that the network is actually overloaded, which results in a poor mean utility function. A first solution is to exploit the asymptotic analysis to optimize the degree distribution and then to carry out a finite length analysis to derive the best resource allocation L. However, finite length analysis is still an open problem [31] and it is beyond the scope of this paper. We then propose the effective following heuristics to overcome the main limitation of the theoretical.
The key concept is that we would like the system to work almost at the boundaries of the ON region, but not exactely at the boundaries. After an intensive set of simulations, we empirically observed that the theoretical ON region extends beyond the actual one by about 0.1 G. Thus, a good heuristic solution, called Algorithm 2, consists in first evaluating the theoretical bound on the ON region and then translating into a "safe boundary" by reducing the boundaries by 10%. Finally, we seek for the best ( , L) within the safe boundary region only as the best resource allocation L such that the utility function is maximized and ( , L) is on the actual ON region boundaries.
We now compare the performance of Algorithm 1 and Algorithm 2. To evaluate the set of pairs (L, ) that satisfies the stability constraints in the first step of both Algorithms, (23c) can be solved for example by differential evolution [32] as shown in [8] . The best polynomial distribution can also be evaluated by numerical analysis by fixing a maximal degree for the BNs [33] . However, for the sake of simplicity, in the following we consider the polynomial distributions k (x) derived from [8] and provided in Table II , which have been optimized to maximize the traffic threshold G . However, our optimization can be applied to any other sets of polynomial distributions that satisfies (23c). We compare the performance of both algorithms to an exhaustive search through all (L, ) possible pairs, which leads to optimal performance in our scenario. In the following, we show the results of our joint optimization (L, ) as functions of one parameter at time. Fig. 10(b) , the optimal utility function is depicted for different polynomial distributions 1 (x) , where the indexes on the x-axis follow the order in Table II . For each distribution 1 (x), 2 (x) and (L 1 , L 2 ) are optimized with the algorithms under comparison. For both figures, the optimization based on the theoretical ON region does not match the optimal results achieved by exhaustive search. This is due to the mismatch between theoretical and actual ON region, as described above. However, we can observe that the optimization based on the safe ON region in Algorithm 2 achieves a performance that approaches the optimal one. We also observe that by increasing the number of BNs dedicated to the most important class (i.e., L 1 ) the global utility function increases (Fig. 10(a) ). This is expected since a more prioritized transmission strategy is offered for large values of L 1 . If we rather look at the evolution of the global utility function as a function of several transmission probability distributions in Fig. 10(b) , we notice an almost constant behavior. This is justified by the fact that the MAC frame can be efficiently utilized and by properly tuning 2 (x), L 1 , and L 2 for each value of 1 (x), the system achieves a large enough throughout to be in the floor region of the logarithmic utility function.
We further evaluate the performance of the optimization method proposed in Algorithm 2 in different system settings and provide in Fig. 11(a) the mean utility function as a function of the number of transmission slots N , given that two classes are considered with 1 (x) = e (x), and 2 (x) = a (x). The optimization consists in finding the best pair (L 1 , L 2 ) for each value of N , for two different pairs of weight (w 1 , w 2 ). The optimal performance obtained via exhaustive search is compared to the one obtained with Algorithm 2. In all cases, we see that the Algorithm 2 reaches mean utility scores that are almost optimal. As expected, we also observe that the global utility function increases with N . Finally, we run experiments in a larger system with K = 4 classes with importance (w 1 , w 2 , w 3 , w 4 ) = (0.6, 0.2, 0.1, 0.1). The overall utility function is again provided as a function of the MAC frame size N when the number of messages is optimized with Algorithm 2 and Exhaustive search. The polynomial distribution is set to k (x) = e (x) for all k = [1, 4] . The results in Fig. 11(b) confirm the good match of the performance of our heuristic-based optimization algorithm with the optimal performance. We notice again that the achieved overall utility function increases with the MAC frame size N , as expected.
In conclusion, we have shown that the SIC theory can be applied to practical optimization problems, namely resource allocation strategies for prioritized sources. Due to the lack of an optimal and yet practical solving method, we have proposed an effective heuristic solution that is practical to use and achieves performance approaching the optimal one. Future works could be the study of the robustness of the algorithm when not all users follow the assigned degree distribution, as well as the optimization of the BN degree distribution with energy constraints and IC limitation. 
V. CONCLUSIONS
We have proposed prioritized new IRSA transmission strategies for systems with sources with different levels of importance. We have derived a theoretical study of the system performance in IRSA schemes with heterogenous sources and analyzed the asymptotic message error probability per class, as well as the global stability conditions. We have then proposed a new optimization problem aimed at finding the best transmission strategy in prioritized IRSA, in terms of both the replication probability and the source rate per class. A carefully designed heuristic-based algorithm has also been developed in order to optimize the transmission strategy in realistic conditions. Simulation results have validated our theoretical analysis and demonstrated the gain of the proposed prioritized strategy. The proposed solution is practical and yet accurate, achieving performance close to the optimal one. This work provides the main theoretical and practical tools for a system designer to optimally select transmission strategies for prioritized sources communicating to a common base station in an uncoordinated way.
