This article proposes a class of shrinkage estimators of Morgenstern type bivariate exponential distribution (MTBED) based on concomitants of order statistic in ranked set sampling (RSS). The class of estimators for the parameter is motivated by the work of Jani (1991). The proposed class of shrinkage estimators has smaller mean square error (MSE) than the Chacko and Thomas (2008) estimators and minimum mean squared error (MMSE) estimators for wider range of the parameter. Numerical computations indicate that certain of these estimators substantially improve the usual and minimum mean squared error (MMSE) estimators for value of the parameter near the prior estimate, especially for small sample sizes.
Introduction
The concept of Ranked set sampling (RSS) was first introduced by McIntyre (1952) as a process of improving the precision of the sample mean as an estimator of the population mean. Ranked set sampling as described in McIntyre (1952) is applicable whenever ranking of a set of sampling units can be done easily by a judgement method (for a detailed discussion on the theory and applications of ranked set sampling see, Chen et al., (2004) ). Ranking by judgement method is not recommendable if the judgement method is too crude and is not powerful for ranking by discriminating the units of a moderately large sample. In certain situations, one may prefer exact measurement of some easily measurable variable associated with the study variable rather than ranking the units by a crude judgement method. Suppose the variable of interest say Y , is difficult or much expensive to measure, but an auxiliary variable X correlated with Y is readily measurable and can be ordered exactly. In this case as an alternative to McIntyre (1952) method of RSS, Stokes (1977) used an auxiliary variable for the ranking of the sampling units. If X r(r) is the observation measured on the auxiliary variable X from the unit chosen from the rth set then we write Y r [r] to denote the corresponding measurement made on the study variable Y on this unit, then Y r[r] , r = 1, 2, ..., n, form the ranked set sample. Clearly Y r [r] is the concomitant of the rth order statistic arising from the rth sample.
Chacko and Thomas (2008) assumed a Morgenstern type bivariate exponential distribution (MTBED) corresponding to bivariate random variable (X, Y ), where X denote the auxiliary variable and Y denote the study variable with probability density function (pdf) as f XY (x, y) = e Stokes (1995) has considered the estimation of parameters of location-scale family of distributions using RSS. Lam et al. (1994 Lam et al. ( , 1995 have obtained the best linear unbiased estimators (BLUEs) of location and scale parameters of exponential distribution and logistic distribution. The Fisher information contained in RSS have been discussed by Chen (2000) and Chen and Bai (2000) . Stokes (1980) has considered the method of estimation of correlation coefficient of bivariate normal distribution using RSS. Modarres and Zheng (2004) have considered the problem of estimation of dependence parameter using RSS. 
Chacko and Thomas (2008) shows ranked set sample mean as
is an unbiased estimator of θ 2 and its variance is given by
where
Chacko and Thomas (2008) further provided a better estimator of θ 2 than that of θ * 2 by deriving the BLUEθ 2 of θ 2 provided the parameter α is known as
and
.
Chacko and Thomas (2008) further obtained BLUE based on single stage unbalanced RSS as
and 
3 Minimum mean squared error (MMSE) estimators of the parameter θ 2
The MMSE estimator of the parameter θ 2 based on t i s, i = 1, 2, 3, 4 are
in the class of estimators T i = A i t i , where A i s are suitably chosen constants such that the MSE of T i s are minimum.
The biases and MSEs of T im s are respectively given by
From (2.4), (2.6), (2.8), (2.10) and (3.3) we have that 4 Suggested class of estimators using θ 20 as a prior information about θ 2 Inserting t i s, i = 1, 2, 3, 4 in place of sample meanX based on simple random sampling (SRS) in Jani's (1991) class of estimators, we define a class of shrinkage estimators of the parameter θ 2
which is based on ranked set sampling in MTBED, where
, p being a non-zero real number. The biases and MSEs of T i(p) s are respectively given by
where φ = (
). We now state the following theorems. Theorem 1 The proposed estimator T i(p) s, i = 1, 2, 3, 4 are better than the corresponding unbiased estimators t i s, i = 1, 2, 3, 4 if
Theorem 2
The proposed estimator T i(p) s, i = 1, 2, 3, 4 are better than the corresponding MMSE estimators T im s, i = 1, 2, 3, 4 if
It can be easily seen that the proposed shrinkage estimators Table 3 ). Thus Tables 5-6 ).
Remark: If we have a situation with α unknown, we introduce an estimator (moment type) for α as follows. For MTBED the correlation coefficient between the two variables is given by ρ = 
Relative efficiency
As we have seen on computer screen that the MMSE estimator T 4m has the smallest MSE among the estimators T im s, i = 1, 2, 3, 4 , therefore we have made the comparison of the proposed shrinkage estimators with that of T 4m . For this purpose we have computed the relative efficiencies of various suggested shrinkage estimators to the MMSE estimator T 4m by using following formulae:
The values of e i s, i = 1, 2, 3, 4 for n = 5(5)20, p = ±1, ±2, α = 0.25(0.25)1.00 and different values of λ are shown in Table 1 .
It is observed from Table 1 that for fixed (n, α, |p|) , the values of e i s, i = 1, 2, 3, 4 increase as λ increases up to 1, while it decreases if λ goes beyond 1. When the value of λ is 'unity' (i.e. the guessed value θ 20 coincides with the true value θ 2 ), the higher gain in efficiency is seen which is expected too. Also higher gain in efficiency is obtained when sample size n is small. In general the higher gain in efficiency are observed by using T 4(p) over T 4m for all values of (n, α, |p|, λ) . It follows that T 4(p) is the best estimator among the estimators T im s, i = 1, 2, 3, 4 . It is further observed from Tables 2-3 that, although the class of estimators T i(−1) s, i = 1, 2, 3, 4 ; has the largest range of dominance, it offers smallest improvement compared with other competitors. The estimator T i(2) s, i = 1, 2, 3, 4 and T i(−2) s, i = 1, 2, 3, 4 ; offer large saving in MSE over , MMSE estimator T 4m but in a rather small range of λ . Thus it is interesting to mention that there is enough scope of selecting the suggested value θ 20 of θ 2 to obtain better estimators which are useful in practice.
Conclusion
In this paper we have suggested some MMSE estimators and improved shrinkage estimators based on Chacko and Thomas (2008) estimators of the scale parameter θ 2 involved in (1.1) using ranked set sampling. We have obtained the expressions for biases and mean squared errors of the proposed estimators. It has been shown that the suggested estimators based on prior or guessed value θ 20 are more efficient than those estimators including Chacko and Thomas (2008) estimators which do not utilize the guessed value θ 20 , for a considerable range of the scale parameter θ 2 . Thus our recommendation is to use the suggested estimators in practice.
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