where the coefficients alO'~, ... ,~k' ... ,~k are subject to random error. Th.i.s problem is discussed and a method is described which yields the exact confidence region about the solution. In addition, the manner in 'l-Jhich both the conditioning of the equations and the errors in the coefficients affect the shape, orientation and size of the cor~idence region is discussed. by Lonseth (1942) who gives a number of references to earlier writers. He obtained a series for the error of any unknown, considered as a function of the k(k+l) errors in the coefficients, and also a criterion for the convergence of this series which depended on the conditioning of the equations and the smallness of the errors relative to their coefficients. Lonseth and more recent writers such as Hotelling (1943) and Turing (1948) have been chiefly concerned with the effect of rounding errors. Not infrequently however we are faced with the problem where large observational errors occur in the coefficients and the equations may not be well conditioned. It then seems essential to consider the errors in the solution not individually but jointly, in fact to determine a confidence region for the possible solution in the space of~, x 2 , ••• , "k.
One example of this circumstance which has attracted the attention of the authors to the problem occurs when attempts are made to attach limits of error to the position of a maXimum in experiments of the type discussed by Box and Wilson (1951) . Further reference will be made to this problem later. 
is true, where F"" denotes the"" probability point of the F distribution. 
CONDITIONING OF THE EQUATIONS
A circumstance which profoundly affects the nature of the confidence l!egion is whether the equations are well or poorly "conditioned".
we first explain what we mean by this term.
In an obvious matrix notation (l.OU) becomes example ot such equations is gi wn by Morris (1946) . In an extreme case in which~,~, ".J A r are exactly zero, a~point in tm hyperplane h r =satisties tba equations,~bei~now of rank k -1".
Tur1ne ( The oriterion is in line with the diloussion abow tor we see tha.t Its value 1411 be laree it any of the~·s are 5l'1U!11 compared with the others.
EXAMPL&S OF CONFIJBNCB UOIO)lS
Tbe aontideDCe reglon tor the soluUoa ot a set ot linear equa tiona would be expected to depend on 1) the aagn1tude or the erro.rs in the coeffioients and 2) the !ltate of the condit.i.oni... ot the equations. The separate contribution at these tw 1nt1uencea can be seen plrticular1y readily when the coefficients If V(a) is small then the surface described by (4.0:3) will be shallow and will cut (4.0:4) to form a small region whose shape is very like that of the contou.rs of tile cond:i:tioning~e. 11' Veal is large however, the surface (4.0:3) will rise more steeply and the confidence region will be larger and its shape will, to some extent, be distorted a",:ay from the shape of the contours of (4.0:4). In particular, the region will tend to extend farther from the solution point on the side remote from the origin. • The great ditt'erence in the shape of the confidence regions found with the two ditterent pairs of' equations is seen to be due to difforences 1n conditioning as typified by the conditioning surfaces. Although the second set of equations is not seriously ill-conditioned, its conditionins surface is considerably more attenuated than that ot the first eet. 
oz4).
It should of course be remembered that in practice an important source of error not taken account of in the above confidence region arises due to the possible lack of fit of the second degree equation. Such lack of fit introduces errors not only directly in the sense that there is no second degree equation which can adequately represent the surface, but also because the omission of higher order terms necessary to give an exact fit may cause the least squares estimates of the second degree equation to be biased. However, provided this limitation is borne in mind it is instructive to consider the size and t:ypc of confidence region that arises due to sampling errors in the coefficients alone.
We may first note the relationship that exists between the fitted response surface and the conditioning surface discussed in Section 3. The equation of the We see therefore that the center and the principal axes of the conditioning surface are the same as those of the yield surface, but attenuation of the yield surface is accompanied by even greater attentuation of the conditioning surface and the contours of the conditioning surface are always ellipses. We see therefore, that to the extent to which the confidence region reflects the influence of the conditioning surface, it will (to some lesser extent) reflect the characteristics of the yield surface itself.
It should be remembered that the method described provides a confidence region for a stationary point, which has as its co-ordinates the solution to the equations (S.0:2) and (S.0:3 In practice, having fitted the second degree surface the experimenter would perform confirmatory experiments. A natural location for these additional experiments would be along the principle axes of the fitted conic. We have assumed that six further points were added as shown in Figure 3 . The values which might have been obtained at these points, indicated in Figure 3, The residual sum of squares was 9.60 and hence the residual error, s2 = 1.07, now based on 9 q.egrees of freedom. The center of the newly fitted equation was o·3~)
at the point x~... 0.89, x~=~indicated by the cross in Figure o .
The confidence region would now be expected to be considerably smaller (i), because of the influence of the extra points, (ii), because of the larger munber of degrees of freedom upon which F is based (the critical value of F is reduced from 9.55 to 4.26), and· (iii), the first estimate of i (i = 2.4) happens to be considerably greater than the second estimate (s2 =1.07). The new confidence region, shown as the shaded area in Figure 3 , is closed but attenuated.
The size and attenuation of the regions found emphasize the considerable uncertainty that would exist in the location of a maximum, even when the profound effect of lack of fit of the second degree equation is ignored.
CONCLUSION
In this paper the discussion has been confined to obtaining confidence regions for the solution of sets of linear equations. However, it is worth noting that this general method may be used for any set of simultaneous equations which 
