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Abstract: An instrument for evaluating the quality of government websites is described. 
It takes the form of a questionnaire resident within spreadsheet or database software so 
that an automatically determined evaluation may be indicated following input of data. 
The 106 questions included are derived from previous research regarding significant 
components of successful websites, along with interviews with developers of portals at 
different levels of Australian government. The instrument may be easily tailored to 
accommodate varying requirements at different levels of government, and used as a basis 
for extended internal evaluation of their own websites by agencies. The instrument also 
embodies explanations of the survey questions that are asked, along with advice on how 
to determine sought-after information from sites. 
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1 Introduction 
The Internet’s popularity and acceptance as a marketing and service delivery medium has led to 
appreciation of the role it may play in provision of public sector services. In recent years, e-government 
practices have been widely recognised as an important option for public access and engagement. 
Governments around the world from local to national level have recognised the need for providing services 
through the Internet. 
There have been some attempts to underpin e-government through legislation. For example it is 
enshrined in legislation in the USA though the e-Government Act of 2002 that provides for an office of 
electronic government within its Office of Management and Budget; minimum standards of information for 
the public on federal agency sites; the establishment of a federal portal; a requirement that federal courts 
post opinions online; and the encouragement of the use of digital signatures. Sections of other legislation 
such as the disability section of the Rehabilitation Act (Section 508, 1998) also help to reinforce aspects of 
e-government through supporting disability access (Matthews, 2002; Jaeger, 2004). However Jaeger (2006) 
has shown that many e-government websites present barriers to accessibility. 
The United Nations (UN) has taken an interest in e-government as evidenced by its World Public 
Sector reports. It has defined e-government as government that applies Information and Communications 
Technologies (ICT) to transform its internal and external relationships (UN Department of Economic and 
Social Affairs, 2003, p.2). It sees this as affecting work of government in 4 areas: (1) internal processes 
such as recordkeeping; (2) electronic service delivery; (3) virtual communities for digital democracy; and 
(4) e-business opportunities such as procurement (UN Department of Economic and Social Affairs, 2005, 
p.14). 
In an attempt to indicate the extent of participation in, and development towards e-government, the 
UN has also produced participation and readiness indexes (UN Department of Economic and Social 
Affairs, 2004). These indexes are among a number of approaches to measuring e-government performance. 
Janssen, Rotthier and Snijkers (2004) have made a comparison between many of the methods for assessing 
implementation. For evaluations that focus on delivery, typically through the Internet, they have used the 
term “supply oriented eGovernment measurements”, and it is our focus in this paper, to the extent that the 
delivery is through web interfaces. This is not a claim for an overall measure of e-government, but simply 
in order to develop elements for performance metrics for web service delivery. 
Most nations provide some level of access to government through web interfaces, typically 
through various services such as access to publications and government data. A relatively small number of 
services is fully executable online. There is diversity of implementation quality and levels of service across 
nations at national or sub-national levels of government. 
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 In Australia, government operates at three levels, national, state and local. It must often service 
relatively small populations dispersed in large geographic areas. Although e-government is being developed 
at each of these levels, there are also attempts to provide services that embrace these different levels. For 
example the Federal and State governments collaborated on the Trials of Innovative Government Electronic 
Regional Services (TIGERS) project (Australian Government Information Management Office, 2003) for 
investigating service integration and cross-jurisdictional delivery. 
Yet there remain wide differences between countries in application of e-government, as illustrated 
by West who points to “enormous variation between countries” (2006a).  
Evaluation instruments may be used by governments around the world, in order to provide for 
benchmarking, detailed assessment and comparison between websites. Such instruments may also help the 
less developed nations to complement more focused online strategies by utilising website analysis. 
2 Performance evaluation instruments 
Evaluation instruments are useful to governments at all levels, in order to provide for benchmarking, 
detailed assessment and comparison between websites. Such instruments may also help governments in 
developing nations to direct their online strategies by reference to analytical tools for evaluating websites.  
It has been noted by Sharma (2004) that a number of e-government benchmarking studies have 
been limited by a focus solely upon ‘supply side’. Likewise Holland, Bongers, Vandeberg, Keller and te 
Velde (2005) have pointed out that measurement of e-government must take account of more than the 
‘supply side’. Beyond the provision of services, there should also be consideration of policy including the 
regulatory environment, prerequisites such as Internet penetration, and internal government functioning 
such as intranet development. However, as the focus here is on an instrument for evaluating websites, we 
are focusing on supply-side and two main types of evaluation are relevant for consideration. These are 
firstly, approaches to website design and evaluation in general, and secondly, approaches to examining 
performance of e-government as delivered via the Internet. 
In the case of website design and evaluation there are many examples of guidance. These may take 
the form of online checklists (Ciolek & Goltz, 1996-2006; W3C, 1999). There are also many general texts 
on the subject that provide direction in matters of information architecture and design, style, and 
information quality in website development (Benyon, Turner, & Turner, 2005; Lazar, 2006; Rosenfeld & 
Morville, 2002). 
A great deal has been written on e-government online delivery practices, however in this work the 
focus is on evaluation of delivery that makes some reference to method for testing the delivery. For 
example, a need for effective benchmarking of e-government implementations was suggested by Kaylor, 
Deshazo and van Eck (2001). They conducted studies on local governments in the USA, and focused on the 
functions and services that cities typically provide. The model they used contains detailed questions on 
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 services delivered online. It also used a 4 point scale system to measure the presence and the degree of 
implementation of online services. 
Korsten and Bothma (2005a; 2005b) have evaluated South African government websites for 
content and usability. They also studied the portal South African Government Online, which provides a 
gateway to government information. Usability was differentiated for first-time users and frequent users, 
where the focus was on efficiency and satisfaction. Websites were assessed with regard to site level criteria 
that included home page and site-wide design, information architecture, navigation, search capability, 
linking strategy, overall writing style, page templates, and layout. Specific issues relating to individual 
pages including downloading time, coding problems and error messages, were considered to be outside 
scope, as were accessibility and downtime. The criteria used have been detailed by Korsten (2003). She 
considers content that is well written, comprehensive, current, of high quality and authoritative, to be a 
fundamental element of an effective Web presence. Additionally, websites must cater for a wide range of 
audiences and discharge the host institution's objectives relating communication and information 
dissemination through publishing. 
Another website evaluation instrument whose use has been reported in the literature is one used to 
support the e-Qual (formerly known as WebQual) method. This has been utilized to evaluate a number of 
UK government sites (Barnes & Vidgen, 2002; 2004). The associated questionnaire seeks Likert scale 
responses to 23 questions on usability, information quality and service interaction. The e-Qual approach has 
been refined by the use of comment analysis in association with the traditional survey data. This has been 
found to provide a useful approach to triangulation, thereby strengthening web quality assessment (Barnes 
& Vidgen, 2005). Choudrie and Ghinea (2005) have also adopted a dual evaluative approach using what 
they termed an integrated socio-technical perspective by utilising participant evaluation along with use of 
web diagnostic tools for sites of four countries. 
The Center for Public Policy at Brown University has conducted ongoing research that provides 
annual reports on comparative performance of e-government sites. These have been national (West, 2006b), 
and international (West, 2006a), using a set of criteria relating to the presence of various features dealing 
with information availability, service delivery, and public access. Among the criteria questions are those 
that seek the presence of: online publications, databases, audio or video clips, alternative language or 
translation capability, commercial advertising, premium fees, user payments, disability access, privacy 
policy, security features, digital signatures, credit card payments facility, feedback options, automatic email 
updates, website personalization, and personal digital assistant (PDA) access. 
Similarly, the Accenture company has assessed advances that different countries have made in 
their e-government capacity, and compares the different approaches countries have taken (Accenture, 
2004). Accenture also publishes reports on innovations in e-governance that the surveyed countries have 
undertaken for better service of their citizens. 
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 One of the more detailed instruments reported is that of Melitski, Holzer, Kim, Kim and Rho 
(2005). They have used five main categories for evaluation of e-government sites:  security and privacy, 
usability, content, service and citizen participation. Within these five categories, there are a total of 92 
questions, 47 of which use a 4 point scale. This approach has been extended by Henriksson, Yi, Frost and 
Middleton (in press), and it is this latter work that we report upon here 
 
3 Research method 
In order to achieve the project’s objective of developing a flexible instrument to evaluate the quality of 
government websites, a systematic review of contemporary research in the area of e-governance was 
undertaken. This included reference to the material cited in the preceding section. Additional material on e-
government (Bertelsmann Foundation, 2002; Zhu & Gauch, 2000; Ho, 2002) was also analysed. Ho 
suggested the importance of integration of information between government agencies that influenced the 
questions asked about personal pages in the Features category that we established. 
After having undertaken these readings it was possible to group the factors thought to influence the 
quality of government websites into six major categories: (1) Security and Privacy; (2) Usability; (3) 
Content; (4) Services; (5) Citizen Participation; and (6) Features. 
The 5 major categories and many of the Security and Privacy questions are based upon those of 
Melitski et al (2005), and complemented with the Features category. As with the Melitski et al instrument, 
the grouping of the factors was not undertaken using factor analysis – instead they are simply grouped 
according to perception of the different interface facilities itemised in earlier studies, complemented by 
additional questions identified by the investigators. The relevant weight given to groupings may vary 
according to public sector context. The ability to vary weighting is addressed in later sections. 
Additionally a review of best practices in website design was undertaken. This made reference to the 
material referenced earlier together with other online design and navigation advisory material (Timberlake, 
2000; Will-Harris, 2000). Based on this research a Microsoft Excel sheet outlining an initial group of 150 
questions was developed.  
Interviews were then conducted with an Internet services manager from each of the three levels of 
government in Australia (city, state and federal), and these interviews along with test evaluations of the 
websites with which they were associated, were used to refine the test instrument. The instrument was then 
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 tested at a site representing each of the three levels of government. The respective services managers were 
then consulted in order to clarify website functionality in those cases where public viewing was insufficient 
for provision of answers. 
The instrument was distilled to 106 questions that were tested on the websites at each level of 
government. It was found that about 80% of the questions were answerable without the assistance of any a 
person with insight into the workings of the government agency itself. However, some questions, especially 
the ones regarding security and privacy can only be answered by a person with insight into the workings of 
the agency whose site is being analysed.  
Concurrently with visiting the government websites for the purpose of assessing their quality, the 
project group also experimented with the agency’s responsiveness to contacts made online. This was done 
by sending an email to the agency through the website asking a simple question: “Where can I find further 
information about employment opportunities?” The time it took for the government agency to respond to 
this enquiry and the nature of the response were recorded. 
The instrument has also been subsequently tested in student classes that have used it to evaluate a 
variety of sites. To date they have not led to additional questions being included. However, as noted 
elsewhere, a number of questions cannot be answered without direct access to site management. 
 
  
4 The instrument 
The test instrument is called eGwet (e-Government website evaluation tool) and comprises a spreadsheet 
that seeks answers to and tallies responses to the 106 questions. These questions appear as an appendix in 
(Henriksson et al., in press) 
Of the questions, 91 are dichotomous (yes or no). The other 15 questions are evaluated according 
to 7 different scales, as outlined below. For the purposes of testing the instrument, some of the dichotomous 
questions were given greater weight. These included questions dealing with basic website functionality, 
such as the presence of a security policy, help pages, form validation, and basic search capabilities. 
However, the relative weighting of questions is something that may be varied to suit the emphasis of a 
particular evaluation. 
4.1 Evaluation categories 
The instrument questions are grouped into the six categories. Each of these categories has a number of 
sub-sections that in turn contains a number of questions. The categories are as follows:  
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 4.1.1 Security / Privacy 
This examines the existence and quality of any privacy policy presented on the website. It also 
examines the use of Secure Sockets Layer (SSL) when transmitting personal data and whether the 
data is stored on a secure server. Furthermore the security / privacy category studies the usage of 
cookies in identifying or monitoring users and whether the website is still usable when cookies are 
disabled. Finally, the internal security measures taken within the government department itself are 
examined. 
4.1.2 Usability 
This is the broadest of the six categories and contains the largest number of questions. The areas 
examined range from the readability of the website’s text fields, to whether the site employs a 
consistent style through the usage of cascading style sheets. The ease of using the website’s 
navigation system is estimated, and the robustness of forms encountered is assessed. 
Being intended for public use, it is important that a government agency’s website is 
accessible to different levels of user capability. Therefore, the usability category also contains 
questions evaluating disability access to the website, and also backward compatibility with older 
systems. The user friendliness of the website is observed by looking at factors such as the presence 
of help pages, and whether the site is available in more than one language. 
4.1.3 Content 
This category judges the amount of public information available on the website. The amount of 
horizontal integration between various government agencies is also assessed, along with an 
estimate of the amount of information available about the dealings of these agencies. The logical 
grouping of information for easy access to diverse groups within the society is also observed. 
4.1.4 Services 
This category is divided into two sub-categories; services for citizens, and services for businesses. 
The instrument does not at this stage address government-to-government services as envisaged by 
Iyer, Singh, Salam and D'Aubeterre (2006). In both sub-categories the availability of payment, 
registration and application services is observed. For businesses the presence of online tendering is 
examined, and for citizens the availability of online recruitment is considered. All services offered 
are evaluated on a five-point scale based on the extent to which it is possible to undertake the 
service online. 
4.1.5 Citizen Participation 
This category examines the extent to which citizens are able to communicate both with the 
government agency and with each other through the website. The availability of opinion polls, 
bulletin boards and satisfaction surveys is observed. The existence of a government strategy to 
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 educate citizens about the online channel, and the presence of any government incentives to drive 
the usage of the e-government websites are also included. 
4.1.6 Features 
Included within this category are assessment for: availability of personal pages and the degree to 
which the government agency allows each citizen to create their own space on the website; time 
taken for the agency to answer questions made online, and the nature of such answers; and the 
presence of commercial advertising, external links and advanced search capabilities. 
4.2 Scales 
The scales used for different questions vary according to the criteria employed and are illustrated in 
Tables 1-7. They are explained further following. 
 The scale used for question numbered 73-77 and 79-82 is illustrated in Table 1. A service 
offered by the government agency online is ranked as nonexistent, displayed, downloadable, partially 
executable or fully executable (Accenture, 2003, p. 91; Melitski et al, 2005, p. 9).  
The scale, used for question number 26 is the Flesch Reading Ease Scale, illustrated in Table 
2 which may be calculated online for samples of text (Lei, 2005). According to this scale the reading 
ease of text fields on the Help pages, History pages and Privacy Statement pages on the government 
website are assessed. 
The scale used for question number 27 is the Fog Scale, illustrated in Table 3. It may be 
calculated online for samples of text (Lei, 2005). This scale compares syllables and sentence lengths of 
text fields on the Help pages, History pages and Privacy Statement pages on the government website. 
The Flesch-Kincaid Grade Level used for question number 28 is illustrated in Table 4 which 
may be determined online (Lei, 2005). This scale estimates the number of years of formal schooling 
that needs to have been undertaken by the average person to understand the text fields on the Help 
pages, History pages and Privacy Statement pages on the government website.  
The scale used for question number 53 assesses how thoroughly the fields on the website’s 
forms are checked for incomplete or erroneous entries. The options are outlined in Table 5. 
The scale, used for question number 105, reveals how long it took for the government agency 
to answer a question made through the website. The options are outlined in Table 6. 
The scale used for question number 106 relates to the nature of the government agency’s 
answer to a question made through the website. The options are outlined in Table 7. 
4.3 Weightings 
In developing an overall score for each government website, each of the categories is equally weighted 
at 18% of the total (except Features 10%) as a default value as shown in Table 8. This compensates for 
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 the different number of questions in each category. However the user of the instrument may reset the 
relative weights of categories to suit their own purposes. 
When calculating the weighting of each category, points associated with questions not 
answered or not considered to be applicable (N/A) are subtracted from the total sum of points 
available. This is done to avoid websites receiving lower scores when users of the instrument are not 
able to find the answer for a particular question, or because the question was not appropriate for that 
particular site. It is also possible to set a minimum percentage of questions to be answered in any one 
category for an acceptable rating to be achieved. The default value is set at 75%. 
When presenting the final result of evaluating a government website using the instrument, the 
scores for each sub-section are added to provide a total score. In many cases the comparisons between 
websites of their sub-section results may be more appropriate than the comparison of their total scores. 
This is particularly the case when one website has many questions not answered, or not considered to 
be applicable, in one or more categories. However the total score may be of use when most questions 
are answered, and when weightings have been employed with respect to sub-section results to compare 
websites in a particular environment. 
 
5 Discussion 
The instrument is based on research that began by identifying approaches to evaluation of website design 
through the literature. These approaches were then complemented, extended, and embodied within a test 
instrument. It has been especially tuned to assess the areas of importance to public administration.  
The instrument was developed by testing on Australian public sector websites at different levels of 
government. However, because the evaluation criteria were developed from international sources, and 
generally were not geographically dependent, we consider that the instrument may be utilised for testing 
government websites in other countries. However, it is anticipated that it will be tailored to address 
different emphases in different jurisdictional environments. 
 Attributes such as universal access and availability of information are taken into consideration. 
The assessment made by this instrument appears to be more comprehensive than the ones made by existing 
instruments whose content has been published. By utilising 106 questions, of which about 20% require an 
insight into the actions taken within the government agency itself, the instrument is able to provide a 
detailed assessment of the quality of websites. However, we consider that confidence in the instrument’s 
applicability will follow further testing across a wide range of websites. For the instrument to be tested 
thoroughly, significant input from the agency whose site is being tested may be required. 
In order to remain updated with the latest possible developments in website usability, a number of 
questions are based on information provided by third party specialist organisations such as the W3C and 
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 Watchfire Bobby (WebXact, 2004). Therefore the instrument can maintain its currency as the third parties 
update their information. 
The entire instrument is packaged into a user friendly and stable spreadsheet format. This feature 
allows for access to the instrument by a wide audience and does not require any advanced installation or 
specific training for the user.  
However, during the development of the instrument a number of decisions had to be made that 
introduce weaknesses into the instrument: 
 
• Some of the questions asked are not answerable by just visiting the particular website to be 
evaluated. Questions regarding the security and privacy of the website can only be answered 
by a person with insight into the workings of the government agency itself. 
• The legal environment to which a particular government website is subjected is not taken into 
account. When evaluating the content and services provided online, some websites might lose 
points for not providing information or services that are not applicable in their legal 
environment.  
• Due to the rapid change in website technology, the evaluation criteria in the instrument will 
soon become outdated. Other factors also contribute to this issue such as changes in 
government regulations or policies. 
• Assessing quantity of services is problematic. At first, the group elaborated on assigning 
points based on the total number of services provided on a website. This idea was soon 
abandoned, since such an approach would benefit websites focusing on providing a great 
number of services, but only offering few service areas. A solution was finally found in 
establishing a number of key service areas and then assigning points to websites based on the 
quality of services they offered in each area. The key service areas applying to both citizens 
and businesses are: payment, registration and application services (Kaylor, Deshazo, & van 
Eck, 2001, 298). For citizens the availability of online recruitment is also considered to be a 
key service area, and for businesses the presence of online tendering. 
• Although inappropriate questions are not counted in and do not have an impact on the final 
score of a website, it is possible to receive a misleading score if only very few questions are 
answered. This problem is addressed by implementation of the 75% default referred to earlier 
- at least 75% of the questions in each particular category have to be answered for the score of 
that category to be considered accurate. This is also true for the overall score if a total of less 
than 75% of the questions are answered or not considered to be applicable.  
• For the purposes of test evaluations, only pages hosted on an agency’s own server are 
considered as belonging to the agency. Such an approach might penalise the higher tiers of 
government, which usually implement a decentralised approach by linking to the individual 
website of other government agencies. 
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The time it takes to complete a website evaluation using the instrument can be seen as a limiting 
factor. It would probably take an inexperienced user several hours of browsing through the particular 
government website before being able to answer many of the questions with certainty. To overcome this, 
the instrument requires the assistance of automatic evaluation tools such as Watchfire Bobby.  
The instrument has been directed at the evaluation of government rather than commercial 
websites. Therefore it does not allow for consideration of such commercial aspects as product description 
that are used as evaluation criteria, for example by Alexander and Tate (1996-2005). Receiving a high score 
is not a guarantee for a government website to be successful. There are many other factors that also play an 
important role in making the public satisfied with the website. 
6 Suggestions for further work 
The accuracy and the validity instrument requires testing against a variety of sites and comparison with 
other instruments. It may be found that the weightings that may presently be varied according to 
application, should be established at agreed levels that are appropriate for use in specific levels of 
government, countries, or environments.  
The user interface could be further developed, and the current spreadsheet format has limited 
scalability and expandability. It is available for evaluation from the corresponding author. A better option 
would be to present the instrument in the form of a database-driven program. This would allow for a more 
flexible and stable user interface. A database-driven program would also simplify result analysis and 
comparison. Furthermore, the instrument would then be able to be published on the Internet with little 
difficulty. 
Although we took due care about the currency and the validity of the sources when developing the 
instrument, it is very likely that new technologies and new standards may be introduced after the instrument 
is released. For example, the instrument fully incorporates the Web Content Accessibility Guideline 1.0 
(W3C, 1999). However, just before the finalising of the instrument, a working draft version of the WCAG 
2.0 has been released by W3C as a Call for Review. When the WCAG 2.0 is officially released, the 
instrument needs to be modified to incorporate the new standard. In addition, government policies and 
regulations may change which trigger new development in government websites. By updating the 
instrument according to these changes, the life of the instrument would be extended. 
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Table 1: Service ranking scale 
Points Description 
0 Non Existent 
Information about a given topic does not exist on the website. No electronic communication 
between the government agency and the user is possible regarding the given topic. 
1 Displayed 
Information about a given topic is displayed on the website. However, the user can by no 
means communicate with the government agency regarding the given topic using the website. 
2 Downloadable 
It is possible to download items regarding the given topic from the website. The downloaded 
items are then used when conducting further communication with the government agency 
regarding the topic. 
3 Partially Executable 
The user is able to communicate electronically with the government agency. However, the 
government agency does not communicate electronically with the user. The process can not be 
considered a complete end-to-end transaction. 
4 Fully Executable 
The user communicates electronically with the government agency, and the government 
agency responds electronically to the user. Services, transactions, or interactions take place in 
their entirety online. There must also be some kind of exchange that confirms the validity of 
the transaction. 
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 Table 2: Flesch reading ease scale 
Points Description 
0 Below 30 is considered to be readable by a person who has graduated from college. 
1 Between 30 and 40 is considered to be difficult to read. 
2 Between 40 and 50 is usually required for insurance documents. 
3 Between 50 and 60 is considered to be readable by a person in 10th/12th grade. 
2 Between 60 and 70 is considered to be readable by a person in 8th/9th grade. 
1 Above 70 is considered to be readable by a person before commencing grade 8. 
 
Table 3: Fog readability scale 
Points Description 
1 Below 4 is considered to be easy to read. 
2 Between 4 and 8 is considered to be readable. 
3 Between 8 and 13 is considered to be hard to read. 
2 Between 13 and 17 is considered to be difficult to read. 
1 Between 17 and 20 is considered to be very difficult to read. 
0 Above 20 is considered to be extremely demanding to read. 
 
Table 4: Flesch-Kincaid grade for readability 
Points Description 
1 Below 5 is considered to readable by a person before commencing 5th grade. 
2 Between 5 and 10 is considered to readable by a person in grade 5 to 10. 
3 Between 10 and 12 is considered to readable by a person in high school. 
2 Between 13 and 15 is considered to readable by a college student. 
0 Above 15 is considered to readable by a person who has graduated from college. 
 
Table 5: Field validation checks 
Points Description 
0 For no fields 
The website does not flag incomplete or erroneous forms before accepting them. 
1 For some fields 
The website flags incomplete or erroneous entries for only a few fields. 
2 For all possible fields 
The website flags incomplete or erroneous entries for all possible checkable fields. 
 
Table 6: Response time for questions made through website 
Points Description 
0 Response not received within 7 days 
1 Response received within 3 to 7 days 
2 Response received within 1 to 2 days 
3 Response received within 24 hours 
 
Table 7: Nature of agency response 
Points   Description 
0 An automatically generated response. A pre-written text that is customised for the nature of the 
question, but not created in response to it. 
1 A personal response, created with the particular question in mind. 
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Table 8: Categories and weights 
E-Government Category Sub Sections Questions Weighted Score 
Security / Privacy 4 18 18 
Usability 7 41 18 
Content 1 11 18 
Service 2 12 18 
Citizen Participation 1 9 18 
Features 3 15 10 
Total 18 106 100 
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