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Calage en ligne d’un modèle dynamique de trafic rou-
tier pour l’estimation en temps réel des conditions
de circulation.
Résumé :
Les modèles de trafic ont une importance capitale pour la compréhension et la prévision
des phénomènes liés aux conditions de circulation. Ils représentent une aide précieuse à
tous les niveaux de gestion du trafic. Cette thèse s’attache aux problématiques liées à la
gestion du trafic au quotidien. Pour les gestionnaires de réseaux, quatre enjeux sont traités.
L’enjeu de rapidité renvoie au choix de l’échelle de représentation et la formulation du
modèle d’écoulement. Le modèle retenu est le modèle LWR lagrangien-spatial. La fiabilité
est un enjeu relatif à la prise en compte des erreurs de modèles dans les estimations des
conditions de circulation. La réactivité est décrite comme la capacité de la méthode à
prendre en compte en temps réel les états de trafic captés. Enfin, l’adaptabilité renvoie à
la capacité des paramètres de la méthode à évoluer en tenant compte des situations de
trafic observées.
Les verrous scientifiques que les travaux présentés cherchent à lever s’articulent autour des
quatre enjeux décrits précédemment. L’intégration de la propagation des incertitudes direc-
tement dans le modèle d’écoulement représente un premier verrou. Ensuite, la production
d’indicateurs opérationnels rendant compte de la fiabilité des résultats. Concernant l’enjeu
de réactivité, les verrous scientifiques traités sont la mise en place d’un schéma d’assimila-
tion de données séquentiel et le calage des conditions internes du modèle d’écoulement
intégrant les erreurs de modèle et d’observation. Enfin, concernant l’enjeu de réactivité, le
verrou scientifique associé est le calage en ligne des paramètres du modèle d’écoulement.
Un modèle de suivi d’erreur où les variables du modèle d’écoulement sont distribuées
selon des mélanges de gaussienne est développé. Le suivi des erreurs dans le modèle est
réalisé grâce à une méthode de perturbation adaptée à la formulation multi-composantes
des mélanges de gaussiennes. Une analyse de sensibilité est menée afin d’établir le lien
entre la robustesse de la méthode proposée et la discrétisation du réseau, le nombre de
composantes dans le mélange de gaussiennes et les erreurs sur les paramètres du modèle
d’écoulement. Ce modèle permet la production d’indicateurs opérationnels et leurs erreurs
associées rendant compte de la fiabilité des conditions de circulation ainsi estimées. Les
indicateurs opérationnels proposés sont les temps de parcours avec intervalle de confiance,
et les diagrammes espace-temps avec intégration des écarts-types des variables de débit
et de vitesse.
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Le processus d’assimilation séquentielle permet d’estimer et de prévoir les conditions de
trafic en accord avec les observations en cas de demande et d’offre non calées. L’état a
posteriori est calculé à l’aide d’une formulation bayésienne connaissant les états a priori
et les observations. Deux méthodes de mise à jour du modèle ont été testées. Devant les
incohérences du modèle, introduites par la méthode de substitution des états a priori par
les états a posteriori, la mise à jour agit aussi sur les véhicules via l’ajout, la suppression,
l’avancement ou le retardement de leurs temps de passage. La validation des concepts
étudiés est réalisée sur un réseau composé d’un simple lien homogène sans discontinuité.
Lorsque les paramètres de l’écoulement du trafic ne sont pas calés, l’assimilation de
données seule ne permet pas de propager correctement les états de trafic en accord avec
la situation observée. Le calage des paramètres d’écoulement est traité dans un chapitre
d’ouverture dans lequel des pistes de recherche sont suggérées afin de proposer des
solutions à ce dernier verrou scientifique.
Les travaux de cette thèse ouvrent la voie à des perspectives de recherche et opérationnelles.
En effet, il est intéressant de quantifier le renforcement apporté par les méthodes modèle-
centrées aux méthodes données-centrées usuelles dans l’estimation en temps réel et la
prévision à court-terme des conditions de circulation. De plus, les méthodes développées,
associées aux pistes de recherche évoquées, pourraient représenter un apport considérable
aux outils d’aide à la gestion du trafic au quotidien.
Mots-clés :
trafic routier, modélisation, dynamique, mésoscopique, propagation d’erreurs, assimilation
de données, calage
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Online calibration of a dynamic traffic model for
real time traffic states estimation.
Abstract :
Traffic models are of paramount importance for understanding and forecasting traffic dyna-
mics. They represent a significant decision support tool for all stages of traffic management.
This thesis focuses on issues related to daily traffic management. For road network ma-
nagers, four challenges are addressed. The speed refers to the choice of the scale of
representation and formulation of the flow model. The selected model is the Lagrangian-
Space LWR model. The reliability is associated to the integration of model errors into the
traffic estimation process. The reactivity is described as the capacity of the method to
account for prevailling traffic states in real time. Finally, the versatility refers to the capability
of the mode and its parameters to evolve dynamically by considering the observed traffic
situations.
The scientific challenges that the presented works aim are based on these four issues. The
integration of uncertainties into the flow model is a first challenge. Then, the production of
operational indicators that account for the reliability of the results is discussed. Concerning
the reactivity, the addressed scientific challenges are the estimation of vehicle indexes based
sequential data assimilation process and the calibration of the model’s internal conditions.
Finally, concerning the versatility, the associated scientific question is the online parameter
calibration within the traffic flow model.
A model for tracking the errors, under the hypothesis of Gaussian mixtures distributions,
is developped. The error tracking is achieved thanks to an original perturbation method
designed for multi-modal Gaussian mixtures. A sensitivity analysis is performed in order to
establish a link between the designed method’s robustness and the discretization of the
network, the number of components in the Gaussian mixture and the errors within the flow
model parameters. This model enables the production of operational indicators and their
associated errors accounting for reliability of the calculated traffic conditions. The proposed
operational indicators are travel times with its associated confidence interval and space-time
diagrams with visualization of the standard deviations of the aggregated variables : speed
and flow.
The data assimilation process enables the propagate of traffic conditions in accordance with
the observed situation in case of non-calibrated demand and supply. The posterior state is
calculated by means of a Bayesian inference formulation knowing the prior and observed
states. Two methods for model update have been tested. Facing model inconsistencies
introduced by the method of substituting prior states by posterior states, the update acts
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also on the vehicles by means of addition, deletion, advancing and delaying of the passing
times. The validation of the proposed solutions is achieved on a network composed of a
simple homogeneous link without discontinuity.
When parameters of the traffic flow models are not calibrated, the data assimilation itself
is not able to propagate the traffic states in accordance with the observed situation. The
calibration of the parameters is addressed in an opening chapter in which several research
directions are proposed to tackle this last scientific question.
The works in this thesis pave the way to perspectives in both research and operational
domains. Indeed, it is interesting to quantify the reinforcement brought by model centered
methods to usual data centered methods for the real time estimation and the short term
forecasting of traffic conditions. Furthermore, the developed methods, associated to the
cited research posibilities, may represent a significant intake in the daily traffic management
tools.
Keywords :
road traffic, modelling, dynamic, mesoscopic, error propagation, data assimilation, calibra-
tion
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1Contexte et Positionnement
1.1 Introduction aux problèmes de trafic
1.1.1 La congestion et ses conséquences
Depuis la démocratisation de l’automobile, la demande en déplacement n’a pas cessé de
croître. L’étalement urbain est en grande partie responsable de l’augmentation du trafic
routier dans les villes et leurs périphéries. Concernant le réseau routier inter-urbain, le
trafic de marchandise a subi une augmentation considérable en raison de la liberté des
échanges au sein de l’Union Européenne. Le rapport de 2016 de DATALAB concernant
"Les infrastructures linéaires de transport : évolution depuis 25 ans" [108] annonce une
augmentation de 39.3% de la circulation routière entre 1990 et 2015 toutes catégories
de véhicules confondue. Durant le même temps, l’augmentation du linéaire routier était
de 15.9%. On assiste donc à une croissance à deux vitesses entre la mobilité et les
infrastructures routières. Ce déséquilibre entre l’offre et la demande est à l’origine de
la dégradation des conditions de circulation sur l’ensemble du réseau routier urbain ou
inter-urbain.
Les chiffres précédents montrent des tendances générales. Cependant, les phénomènes
de congestion sont plus ou moins marqués en fonction des situations. Au quotidien, le
trafic pendulaire entre des zones urbaines (bassins d’emplois) et en périphérie des villes
(abondance de zones d’habitations) cause des ralentissements en périphérie et à l’intérieur
des grands centres urbains. De manière régulière mais à plus basse fréquence, durant les
périodes de vacances, le trafic s’intensifie particulièrement entre les grandes agglomérations
(forte concentration d’habitations) et les zones à fort attrait touristique (littoral, montagne,
...). L’exemple le plus parlant est le "chassé-croisé" du dernier week-end de juillet. Lors
d’événements exceptionnels (expositions, concerts, manifestations sportives, etc), le trafic
routier est intense autour des zones concernées.
Les congestions ont des conséquences pour les usagers. En effet, les congestions sont
à l’origine des temps perdus sur la route. Ces retards peuvent être considérables notam-
ment pour des trajets courts comme les trajets domicile-travail. De plus, cette gêne a
des conséquences sur le stress et le confort des usagers et détériore ainsi la vigilance.
Elle favorise ainsi les situations accidentogènes impactant la sécurité. Du point de vue
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de l’environnement, le trafic intense provoque des cycles d’accélération et décélération
aux conséquences environnementales négatives. Les zones de trafic intenses sont ca-
ractérisées par une pollution importante : la pollution de l’air est causée par le dioxyde
de carbone (CO2) et les particules fines (PM10 et PM2.5) rejetées par les véhicules. Les
congestions sont également source de pollution sonore, dérangeante, notamment dans les
zones urbaines à forte concentration d’habitations.
Les enjeux de gêne, de sécurité et de pollution sont au centre des préoccupations des
gestionnaires de réseaux. Pour répondre à ces enjeux, il s’agit de disposer d’outils d’aide à
la gestion du réseau routier.
1.1.2 Des solutions
1.1.2.1 Agir sur l’offre
Les problèmes de congestion sont les conséquences d’un problème de prépondérance de
la demande en déplacement sur l’offre proposée par les infrastructures. Une solution est
de rétablir un équilibre en augmentant la capacité des infrastructures. Ceci nécessite la
construction de nouvelles routes ou l’élargissement des routes existantes par la construction
de nouvelles voies. Cependant, deux problèmes viennent limiter ces possibilités :
— la construction de nouvelles infrastructures ne peut se faire qu’au prix de coûts
considérables dans un contexte où les gestionnaires disposent de financements
limités. A titre d’exemple, [80] annonce un coût proche de 300K€ au kilomètre pour la
construction d’une chaussée bidirectionnelle (2x1 voies avec BAU).
— la place disponible pour la construction de nouvelles infrastructures routières est
limitée, notamment dans les zones urbaines.
.
1.1.2.2 Agir sur la demande
Face aux difficultés relatives à l’augmentation de la capacité des infrastructures routières,
une deuxième option repose sur la diminution de la demande incombant aux infrastructures
routières par le report modal. Le report modal, correspond au transfert de la part des
déplacements d’un mode vers un autre. Ce terme est souvent utilisé pour désigner le
transfert de la part des déplacements du mode véhicule particulier (VP) vers les transports
en commun ou les modes doux. Les alternatives au VP sont multiples et peuvent être
classées en trois catégories :
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1. Les modes actifs, sont des modes possédant une empreinte écologique faible de par
leur absence de motorisation. La marche et l’utilisation du vélo sont des modes actifs
particulièrement adaptés à de courtes, voire très courtes, distances.
2. Les modes collectifs prennent appui sur le principe de massification afin de déchar-
ger les routes de la charge des VP. En milieu urbain, les transports collectifs sont
particulièrement adaptés pour effectuer les trajets domicile-travail reliant les zones
d’habitations importantes aux zones de travail. Dans un contexte inter-urbain, les
trains et les lignes de bus nationales représentent les alternatives collectives au VP.
3. Le mode partagé est le terme utilisé pour parler du covoiturage. Cette pratique, même
si elle repose sur le VP permet aussi de réduire la charge en véhicules sur les réseaux
routiers. Le covoiturage est adapté tout autant pour les trajets courts que pour les
trajets longs.
L’enjeu principal relatif aux modes alternatifs est l’attractivité. En effet, afin de gagner
de la part de marché sur le véhicule particulier, il faut rendre les modes alternatifs plus
compétitifs.
L’enjeu de l’interfaçage entre les différents modes occupe les pouvoirs publics par la
volonté de réduire la part de déplacements incombant au VP. C’est ainsi que les grands
pôles multimodaux ont vu le jour. En effet, ces pôles regroupent une multitude de modes
alternatifs comme des métros, des tramways, des bus ou encore des vélos en libre service.
Les parkings-relais (P+R), véritables symboles de ce transfert du VP vers les modes
alternatifs sont maintenant monnaie courante en périphérie des grands centres urbains.
Les technologies de l’information jouent aussi un rôle important dans cette facilité d’accès
aux modes alternatifs. En effet, les applications mobiles permettant la planification des
trajets en modes alternatifs sont nombreuses : des applications des gestionnaires de
transports en commun permettant l’accès en temps réel à la carte du réseau et aux temps
d’attente et de parcours.
1.1.2.3 Régulation dynamique
La dernière solution exposée dans cette section repose sur la modulation de l’offre et de la
demande de manière dynamique. Le régulation dynamique vise à optimiser l’utilisation des
infrastructures existantes en fonction des situations dynamiques de demande. L’optimisation
vient de la minimisation d’un indicateur rendant compte de l’état des conditions de circulation
pour l’ensemble des usagers. Les mesures de régulation peuvent pénaliser certains usagers
au bénéfice de la collectivité. Une analogie peut être faite dans le domaine de l’affectation
avec les principes de Wardrop [125] : dans une situation d’optimum individuel, les usagers
minimisent leur propre trajet alors que sous condition d’optimum collectif, ce sont les temps
de parcours globaux qui sont minimisés au prix de retard pour certains usagers.
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Les mesures de régulation dynamique sont multiples. Sans viser l’exhaustivité des mesures
de régulation dynamique, on peut évoquer les mesures suivantes :
— La régulation dynamique des vitesses propose d’optimiser l’usage de toutes les
voies de circulation en diminuant la vitesse réglementaire afin de retarder l’instant
d’apparition de la congestion. Elle repose sur l’observation du fait que plus la vitesse
réglementaire est élevée, plus la voie de droite est sous-utilisée [69]. En diminuant la
vitesse réglementaire, la capacité est donc augmentée. Cependant, la communauté
scientifique n’est pas unanime à propos du gain de capacité. En revanche, les mesures
de régulation dynamique des vitesses représentent un atout en terme de sécurité
puisqu’elles peuvent être utilisée pour protéger les queues de bouchons. Un exemple
de régulation dynamique des vitesse est celle de la Rocade-Est de Lyon (RN346)
[2]. Des mesures similaires sont déployées aussi sur les autoroutes A6, A7, A9, A13,
A25, A31, A33 et A63.
— La régulation dynamique d’accès propose de contrôler les insertions sur des axes
structurants en présence d’un trafic dense. Cettemesure est motivée par les enjeux liés
au phénomène de chute de capacité (capacity drop [75]) au niveau des convergents.
La régulation d’accès consiste à réduire le débit des véhicules entrant afin de ne pas
dépasser la capacité du convergent. Ainsi, le phénomène de chute de capacité est
évité. Une régulation d’accès est déployée sur la rocade sud de Grenoble (RN 87) [3]
et sur l’A57 au niveau de Toulon [1], .
— La gestion dynamique des voies permet de modifier temporairement l’offre d’une
route en modifiant dynamiquement le nombre de voies. Le principe est de modifier la
capacité de la route dynamiquement en fonction des conditions de circulation. Dans
cette catégorie on retrouve l’ouverture à la circulation sur bande d’arrêt d’urgence
(BAU) ou encore les voies réversibles comme sur le pont de Saint-Nazaire [17].
— L’interdiction de dépasser pour les poids lourds repose sur la limitation du phénomène
de goulot d’étranglement mobile (moving bottleneck [94]) limitant la capacité du réseau
lors de dépassements de poids lourds à vitesse plus faible que les autres véhicules.
L’interdiction de dépasser pour les poids lourds est déployé en complément d’autres
méthodes de régulation lors d’épisodes de trafic intense.
Les mesures de régulation dynamique permettent d’agir sur la capacité des réseaux afin
de limiter l’impact de la congestion. Elles interviennent dans le contexte de la gestion du
trafic routier.
1.2 Contexte de la gestion de réseau
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1.2.1 Différents niveaux de planification
Dans un premier temps, nous allons proposer une explication de la gestion du trafic du
routier en prenant appui sur les différents niveaux de planification. Cette notion de niveau
de planification est utilisée dans le domaine du management. Elle consiste à séparer les
objectifs liés à la planification selon les horizons temporels. La figure 1.1 présente une
vision schématique des différents niveaux de planification.
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Fig. 1.1.: Les différents niveaux de planification
Le niveau stratégique correspond à la planification des mesures de gestion de trafic à long
terme. Elle passe par la quantification des charges de trafic sur le réseau à l’horizon de
plusieurs années voire décennies. Des modèles de déplacement, reposant sur des enquêtes
de mobilité et des modèles démographiques, ont la vocation d’aider à la quantification de
l’évolution de la mobilité. Par exemple, le modèle 4 étapes, nommé ainsi en raison des 4
étapes que sont la génération, la distribution, le choix modal et enfin l’affectation est un
modèle statique de trafic utilisé pour quantifier la demande de déplacement sur un réseau
à un horizon temporel éloigné [11].
Le niveau tactique correspond à toutes les actions de planification à moyen terme : pour
des durées de l’ordre de l’année au mois. En effet, si les modèles de déplacement ont
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démontré la nécessité de construire une nouvelle infrastructure, le niveau tactique consiste
à évaluer au préalable l’influence de cette nouvelle infrastructure sur le trafic routier. Ce
niveau regroupe aussi toutes les actions de mise en place et d’évaluation des mesures de
régulation dynamique tant en termes de développement d’algorithmes que de déploiement
de systèmes de recueil de donneés.
Le niveau opérationnel correspond à la gestion du trafic au quotidien. Ce niveau regroupe
donc l’ensemble des pratiques de gestion du trafic en temps réel. Entre autres, les pro-
blématique de recueil de données en temps réel et d’utilisation des mesures régulation
dynamique du trafic appartiennent à ce niveau de planification
1.2.2 Gestion de trafic au quotidien
1.2.2.1 Enjeux
Les mesures de gestion de trafic au niveau opérationnel doivent :
— Être rapides afin de pouvoir être compatible avec des problématiques de contrôle en
temps réel ;
— Prendre en compte les incertitudes afin de d’estimer la fiabilité des concepts mis en
œuvre ;
— Être réactives afin de pouvoir proposer des indicateurs et actions cohérents avec la
situation réelle en toute circonstance ;
— Être adaptables pour évoluer en fonction des situations rencontrées. Elle permet une
plus grande cohérence dans les prévisions des conditions de circulation à venir.
La satisfaction de ces enjeux implique des bénéfices pour les gestionnaires mais aussi
pour les usagers. Pour les gestionnaires, ces enjeux représentent l’opportunité de disposer
d’une image en temps réel des conditions de circulation sur le réseau pour pouvoir proposer
et évaluer des mesures de régulation. Pour les usagers, ces enjeux entrent dans les
caractéristiques d’un système d’aide à la décision. En effet, les usagers adaptent leurs
trajets en fonction des gains potentiels en termes de temps de parcours. Il est donc important
de connaître les conditions de circulation en temps réel et de proposer des prévisions à
court terme. Au regard de ces enjeux, les outils d’aide à la décision peuvent reposer sur 2
approches complémentaires.
1.2.2.2 Approches données-centrées (data-oriented)
Les méthodes basées sur les données sont multiples. Le contexte actuel de profusion des
données trafic disponibles implique une popularité des méthodes basées sur les données.
Laharotte [70] propose un état de l’art des approches basées sur les données.
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A l’origine, ces méthodes sont cantonnées aux méthodes paramétriques basées sur l’étude
de séries temporelles. Le principe de ces méthodes est de décrire les interactions statis-
tiques entre une variable à expliquer et un ensemble de variables explicatives. A l’instar d’un
modèle physique, les méthodes paramétriques reposent sur un jeu de paramètres calés sur
un ensemble de données historiques. La famille de méthode ARIMA [5] est la plus populaire
dans le domaine du trafic. Quelle que soit la déclinaison (SARIMA [107] , STARIMA [91],
ARMAX [118] ou encore VARMA [50]) elle propose les deux actions suivantes [70] :
— un modèle Auto-Régressif (AR) qui consiste à prévoir un état en fonction de la somme
d’une moyenne fixe, d’une combinaison linéaire des états antérieurs et d’un bruit
blanc ;
— un modèle à moyenne mobile (MA) qui consiste à affiner les résultats préalablement
établis en modulant la moyenne à partir du bruit blanc.
Avec l’évolution des capacités de calcul et de la quantité de données disponibles, les
méthodes par apprentissage statistique viennent proposer une alternative aux méthodes
statistiques classiques sans apprentissage. Ces méthodes font écho aux problématiques de
classification non-supervisée ou supervisée [70]. Les paramètres du modèle sont calés, à
l’origine, de façon à optimiser un critère de performance relatif à l’écart entre la variable expli-
quée prédite et la variable expliquée réelle. Selon les situations observées, les paramètres
vont évoluer en fonction des performances de la méthode : c’est l’apprentissage statis-
tique. Cette catégorie regroupe des méthodes basées sur l’historique comme les réseaux
de neurones artificiels (ANN) [42, 122], les méthodes de réseaux bayésiens [112] et les
méthodes de forêts aléatoires [77]. Aussi, les méthodes de régressions non-paramétriques,
dont la structure évolue en fonction de l’historique et des situations rencontrées, font partie
de cette catégorie. Les méthodes des K plus proches voisins ou de régressions à noyaux
peuvent être citées dans cette section [70].
D’autres évolutions sont à citer comme le fait que la tendance est à la modélisation spatio-
temporelle plus qu’à l’utilisation de séries temporelles. Lesméthodes basées sur les données
sont donc multiples et leurs performances dépendent des données disponibles et de
leurs structures. Il est à noter que des dérives sont observées au fil du temps et que les
performances desméthodes citées s’affaiblissent en présence d’événements non-récurrents
comme les accidents de la route [70]. Les méthodes d’apprentissage sont, cependant, plus
performantes sur des événements non récurrents.
1.2.2.3 Approches phénoménologiques et mixtes
Ces approches sont basées sur des mises en équations des phénomènes physiques que
représente le trafic. Afin de proposer des prévisions cohérentes avec la réalité, un travail de
calage important en amont est à prévoir. Le calage est basé sur des données historiques
et le modèle est validé lorsque les sorties sont proches des données. Il existe plusieurs
échelles de représentation du trafic allant de la représentation du flux à la modélisation
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de chaque véhicule indépendamment. Ainsi, concernant l’enjeu de rapidité, l’échelle de
représentation est importante puisqu’elle va influer sur les temps de calcul. Les approches
phénoménologiques pures peuvent être renforcées par l’utilisation de données permettant
de considérer les situations de trafic réelles. En conséquences, ces méthodes sont mixtes
en le sens où elles prennent appui à la fois sur une mise en équation des phénomènes et
des données.
Concernant l’enjeu de prise en compte de l’incertitude, les modèles de trafic sont des
approximations de la réalité et le calage est effectué sur des données historiques. De plus, il
existe des méthodes permettant de propager la stochasticité dans les modèles dynamiques.
Ces méthodes feront l’objet d’une section dédiée dans le prochain chapitre (Section 2.1).
Concernant l’adaptabilité et la réactivité, les modèles de trafic, seuls, ne permettent pas
de répondre à ces enjeux, si bien que la tendance actuelle est l’utilisation de données
en temps réel afin de venir alimenter et corriger les modèles. Ces approches centrées
sur une modélisation dynamique d’un phénomène physique enrichi par des données
captées en temps réel, sont appelées assimilation de données ou encore modélisation
enrichie capteur. Telle qu’elle est décrite dans [64, 114], l’assimilation de données est un
processus séquentiel permettant de diminuer les erreurs de modèle dans les prévisions. Les
méthodes d’assimilation de données sont particulièrement présentes dans les domaines
de l’océanographie et de la météorologie. La figure 1.2 présente la structure d’un schéma
d’assimilation de données séquentielle tel qu’il est décrit dans [64, 114] :
— La pièce centrale de la structure est le modèle dynamique de trafic. Il permet de
prédire les états du système physique.
— Le modèle d’observation consiste à récupérer les valeurs numériques des variables
observées en fonction de la réalité.
— La fusion de données consiste à déterminer l’état le plus probable du système en
fonction des prédictions et des observations.
— La mise à jour du modèle consiste à corriger les variables d’état du modèle en
adéquation avec les sorties de la fusion de données.
Les méthodes d’assimilation de données séquentielles semblent être adaptées à la réalisa-
tion du critère d’adaptabilité. Afin de respecter le critère de rapidité, il s’agit de choisir une
échelle de représentation adaptée.
1.3 Modèle de trafic
Le modèle LWR, pour Lighthill-Whitham-Richards, est un modèle dynamique de trafic routier
inspiré de la mécanique des fluides. Les travaux fondateurs de [78] et [104] permettent
l’analogie entre la mécanique des congestions sur les voies rapides et les ondes de chocs
visibles dans les écoulements des systèmes hydrodynamiques. Ce modèle propose une
caractérisation tri-dimensionnelle du trafic [72] :
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Fig. 1.2.: Schéma de la structure de l’assimilation
— l’indice de véhicule, noté n, permet de numéroter les véhicules circulant sur le
réseau, dans leur ordre d’arrivée sur le réseau ;
— la variable de temps t permet de caractériser la propagation temporelle des condi-
tions de circulations ;
— la variable d’espace x permet de situer les conditions de circulation sur le réseau et
ainsi caractériser la propagation spatiale des ondes de trafic.
Le modèle LWR étant un modèle ondulatoire du trafic, il repose sur le couplage des
variables précédentes. A partir des trois variables présentées, il est possible de créer trois
espaces-plans de résolution à deux dimensions. Dans chacun de ses plans, l’objectif
du modèle LWR est d’estimer l’évolution de la troisième variable selon les deux choisies
pour la résolution. Afin d’illustrer ces considérations, la Figure 1.3 représente les axes
indice-espace-temps et les différentes déclinaisons 2D, que l’on appelle les échelles de
représentation.
— Le plan (t,x) permettant l’estimation de l’indice des véhicules N(t,x) comme une fonc-
tion du temps et de l’espace. Cette échelle de représentation est l’échelle Eulérienne,
ou macroscopique.
— Le plan (n, t) dans lequel la position des véhicules X (n, t) est estimée comme une
fonction de l’indice du véhicule et du temps. Cette échelle de représentation est
l’échelle Lagrangienne-Temporelle, ou microscopique.
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Fig. 1.3.: Représentation en 3 dimensions du trafic routier
— Le plan (n,x) dans lequel le temps de passage des véhicules T(n,x) est estimé comme
une fonction de l’indice du véhicule et de la localisation sur le réseau. Cette échelle
de représentation est l’échelle Lagrangienne-Spatiale, ou mésoscopique.
Dans chaque plan, le modèle LWR lie les variables par le biais de deux relations. La
première est l’équation de conservation de véhicules stipulant, comme pour les équations
de conservation de la matière, comment les éléments présents sur le réseaux s’écoulent. La
deuxième est un opérateur décrivant les états d’équilibre du trafic. Cet opérateur est appelé
diagramme fondamental. La section suivante vise à exprimer les différentes relations
pour les trois échelles de représentation.
1.3.1 Formulations
1.3.1.1 Échelle Eulérienne
Dans l’échelle Eulérienne, ou macroscopique, l’indice de véhicule n est exprimé comme
une fonction du temps t et de la position x. Même si en réalité l’indice de véhicule est
une variable discrète, pour la formulation du modèle LWR, il est généralement convenu
d’utiliser une vision continue et dérivable de cette grandeur physique. Ainsi, deux variables
sont construites, basées sur les dérivées partielles de l’indice de véhicule suivant les deux
autres variables. Le débit de véhicule est défini comme la dérivée partielle de l’indice de
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Fig. 1.4.: Diagramme fondamental triangulaire en échelle de représentation eulérienne
véhicule par rapport au temps à emplacement fixé : q= ∂tn. La concentration de véhicule
est définie comme la dérivée partielle de l’indice de véhicule par rapport à l’espace à un
instant donnée : k=−∂xn.
L’équation de conservation exprime la relation entre les dérivées partielles du débit et de
la concentration de la manière suivante :
∂tk+∂xq= 0 (1.1)
Le diagramme fondamental exprime le débit de véhicules en fonction de la concentration
de véhicules. Il représente aussi les états de trafic à l’équilibre. Cette relation est concave
et peut être exprimée en fonction de 3 paramètres a minima sous l’hypothèse qu’elle est
triangulaire. Les paramètres choisis pour l’ensemble de la thèse sont la vitesse fluide u,
la concentration maximale kx et la vitesse maximale de remontée de congestion w.
Le diagramme fondamental est composé d’une branche fluide en vert sur la Figure 1.4 et
d’une branche congestionnée en rouge sur la Figure 1.4.
L’échelle Eulérienne possède l’avantage de reposer sur des variables agrégées. Ainsi, cette
échelle est économe en temps de calcul. De plus, elle est particulièrement adapté pour des
études de trafic sur des réseaux de grande envergure. Cependant, elle possède aussi des
inconvénients. La considération du trafic comme un flux continu de véhicules ne permet pas
le suivi individuel des véhicules et possède donc un intérêt limité pour les problématiques
d’affectation et de choix d’itinéraire.
1.3.1.2 Échelle Lagrangienne-Temporelle
Dans l’échelle Lagrangienne-Temporelle, ou microscopique, les trajectoires x(t) des diffé-
rents véhicules n sont simulées. Les états de trafic dans cette échelle de représentation
sont décrits grâce à deux variables : la vitesse et l’espace inter-véhiculaire. La vitesse d’un
véhicule est définie comme la dérivée partielle de la position d’un véhicule par rapport
1.3 Modèle de trafic 11
sv
u
1
kx
wkx
Fig. 1.5.: Diagramme fondamental triangulaire en échelle de représentation lagrangienne-temporelle
au temps : v= ∂tx. L’espace inter-véhiculaire est défini comme la différence de position
entre deux véhicules consécutifs. Pour information, il est généralement convenu de prendre
pour référence l’avant du véhicule. En conséquence, la distance inter-véhiculaire est bien
définie comme l’écart de position entre les avants de deux véhicules consécutifs et non
comme le vide entre les-dits véhicules. Dans un contexte de continuité et de dérivabilité
adéquat, l’espace inter-véhiculaire (s pour spacing) est défini comme la dérivée partielle de
la position des véhicules par rapport à l’indice de véhicule : s= ∂nx.
L’équation de conservation exprime la relation entre les dérivées partielles de l’espace
inter-véhiculaire et de la vitesse selon l’équation suivante :
∂ts+∂nv= 0 (1.2)
Le diagramme fondamental dans l’échelle de représentation microscopique définit la vitesse
comme fonction de l’espace inter-véhiculaire. Avec l’aide des paramètres définis dans la
définition du modèle LWRmacroscopique, à savoir u, w et kx, une définition des paramètres
du diagramme fondamental microscopique est proposée. Ce diagramme exprime qu’en
situation fluide, quelle que soit la valeur de l’espace inter-véhiculaire, la vitesse des véhicules
est égale à la vitesse fluide (branche verte sur la Figure 1.5). En situation congestionnée,
plus l’espace inter-véhiculaire se réduit, plus la vitesse est faible (branche rouge sur la
Figure 1.5).
L’échelle Lagrangienne-Temporelle possède l’avantage considérable de donner l’information
la plus précise sur le trafic, à savoir les trajectoires individuelles de tous les véhicules. Avec
ce type d’information, on peut déduire l’ensemble des variables de trafic agrégées ou
désagrégées. L’inconvénient majeur de cette échelle de représentation est le temps de
calculs dépendant du nombre de véhicules et du pas de temps. Or, sur de larges réseaux
et avec un pas de temps de l’ordre de la seconde, les temps de calcul deviennent vite très
importants. Cette échelle n’est donc pas adaptée pour la gestion de trafic en temps réel sur
de large réseaux.
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Fig. 1.6.: Diagramme fondamental triangulaire en échelle de représentation lagrangienne-spatiale
1.3.1.3 Échelle Lagrangienne-Spatiale
Dans l’échelle Lagrangienne-Spatiale, ou mésoscopique, les instants de passage des
véhicules t(n) sont simulés à différents emplacements sur le réseau. Les états de trafic
sont décrits à l’aide de deux variables : le temps inter-véhiculaire et le rythme (inverse de
la vitesse). Le temps inter-véhiculaire est défini comme la différence de temps séparant
deux véhicules consécutifs. Par convention de continuité et dérivabilité, le temps (h pour
headway) inter-véhiculaire est exprimé comme la dérivée partielle du temps de passage par
rapport à l’indice du véhicule : h= ∂nt. Le rythme (p pour pace) est défini comme la dérivée
partielle du temps de passage par rapport à la position sur réseau : p= ∂xt et correspond à
l’inverse de la vitesse.
L’équation de conservation exprime la relation entre les dérivées partielles du temps
inter-véhiculaire et du rythme selon l’équation suivante :
∂np−∂xh= 0 (1.3)
Dans cette échelle de représentation, le diagramme fondamental représente le temps
inter-véhiculaire comme une fonction convexe du rythme. La branche fluide (en vert sur
la Figure 1.6) représente le fait qu’en situation fluide, quelle que soit la valeur du temps
inter-véhiculaire, le rythme est toujours égal à l’inverse de la vitesse fluide. Dans cette
échelle de représentation aussi, les paramètres du diagramme fondamental sont exprimés
en fonction des trois paramètres choisis dans l’échelle macroscopique et largement utilisés
dans la littérature. La branche congestionnée (en rouge sur la Figure 1.6) définit le fait
que plus le rythme (et donc l’inverse de la vitesse) est important, plus les véhicules sont
espacés dans le temps (et donc le débit réduit).
L’échelle Lagrangienne-Spatiale rempli le critère de rapidité puisque les calculs ne concernent
que les instants de passage des véhicules à des emplacements prédéfinis sur le réseau. Ce
gain en termes de temps de calcul se fait au prix du fait que les trajectoires des véhicules
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ne sont pas connues. L’échelle Lagrangienne-Spatiale propose des variables de sorties
particulièrement compatibles avec une source de données majeure que sont les données
de boucles électromagnétiques. De plus, la vision individuelle des véhicules permet leur
suivi et facilite donc les problématiques d’affectation et de choix d’itinéraire. Enfin, le LICIT
a initié le développement d’une plateforme de modélisation mésoscopique en lien avec le
CEREMA depuis 2013 [44]. La modélisation dynamique choisi pour le développement de
la thèse sera un modèle LWR Lagrangien-Spatial.
1.3.2 Résolution de l’équation de Hamilton-Jacobi [74, 72]
en L-S
Le modèle retenu pour cette thèse est le modèle LWR dans l’échelle de représentation
Lagrangienne-Spatiale. Il s’agit de la résolution de l’équation de Hamilton-Jacobi par les
formules de Lax-Hopf développée dans [72] et [74].
L’équation de conservation dans l’échelle de représentation LS (1.3) peut être réécrite
en rappelant que le rythme p est défini comme l’inverse de la vitesse. De plus, considérant
que la vitesse v comme une fonction du temps inter-véhiculaire v=V (h), l’équation devient
la suivante :
∂xh−∂n
(
1
V (h)
)
= 0 (1.4)
Le principe de la modélisation mésoscopique est d’exprimer les instants de passages
des véhicules dans le plan des indices de véhicules et des positions : T(n,x). Ainsi, la
prochaine étape est de remplacer, dans l’équation précédente, le temps inter-véhiculaire h
par sa définition en termes de dérivée partielle, ∂nT. En simplifiant l’équation obtenue on
obtient l’équation aux dérivées partielles de Hamilton-Jacobi Lagrangienne-Spatiale
suivante :
∂xT = 1V (∂nT)
(1.5)
Dorénavant, le plan (n,x) est discrétisé dans les deux dimensions. Dans la dimension
spatiale, les calculs sont effectués sur des cellules de longueur ∆x. D’après la condition de
Courant-Friedrich-Levy (CFL) [32], la discrétisation spatiale et la longueur des pelotons
de véhicules sont liés par une relation nécessaire afin de garantir la stabilité du schéma
de résolution. En l’occurrence, cette relation est la suivante pour le schéma de résolution
mésoscopique :
∆x≥ ∆n
kx
= 1
kx
(1.6)
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Il est important de noter que la discrétisation spatiale n’a pas lieu d’être régulière. Pour
plus de clarté, la discrétisation spatiale dans cette section est considérée régulière. Dans la
dimension relative aux indices de véhicules, les véhicules sont discrétisés par peloton de
longueur ∆n. Cependant, pour toute la suite de cette thèse, les véhicules seront considérés
à l’unité : ∆n= 1. Ce choix est motivé par la volonté de disposer d’informations individuelles
sur l’ensemble des véhicules,. Ce qui, pour l’application à des grands réseaux, permet le
suivi des véhicules le long de leur itinéraire complet.
La résolution de l’équation (1.5) associée à cette discrétisation présentée est réalisée à
l’aide des équations de Lax-Hopf. La théorie [72] stipule que l’équation de Hamilton-Jacobi
doit être associée à un opérateur Hamiltonien. Dans le cas présent, le Hamiltonien est le
diagramme fondamental mésoscopique triangulaire présenté dans la Figure 1.6.
La résolution par les équations de Lax-Hopf consiste à estimer le chemin de moindre coût
dans le plan (n,x) parmi l’ensemble des chemins permis par le Hamiltonien. Dans le cadre
mésoscopique, le Hamiltonien est convexe donc le chemin de moindre coût est déterminé
par le maximum des intégrations de l’équation de Hamilton-Jacobi suivant les chemins
permis. Dans le plan (n,x) il existe deux chemins permis. La Figure 1.7 illustre ces deux
chemins. Le premier chemin permis est défini par la branche fluide du Hamiltonien et est
tracé en vert sur la Figure 1.7. Ce premier terme calculé à partir du paramètre de vitesse
fluide u est appelé terme de demande et est noté TD(n,x). Il représente une propagation
des conditions de circulation dans le sens de circulation (de l’amont vers l’aval). Le résultat
de l’intégration est le suivant :
TD(n,x)=T(n,x−∆x)+ ∆x
u
(1.7)
Le deuxième chemin permis est calculé par l’intégration de l’équation de Hamilton-Jacobi
suivant la branche congestionnée du Hamiltonien. Le raisonnement est illustré en rouge
sur la Figure 1.7. Ce terme dépendant des paramètres relatifs à la congestion, kx et w,
est appelé terme d’offre. Il représente la propagation des conditions de circulation dans
le sens inverse de la circulation (de l’aval vers l’amont). Après intégration et réduction,
l’équation du terme d’offre prend la forme suivante :
TO(n,x)=T(n−kx∆x,x+∆x)+ ∆xw (1.8)
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Fig. 1.7.: Résolution du modèle LWR mesoscopique avec la théorie de Hamilton-Jacobi
Le temps de passage effectif du véhicule n à l’emplacement x est le maximum (en raison
de la convexité du Hamiltonien) entre le terme d’offre et le terme de demande :
T(n,x)=max
(
TD(n,x),TO(n,x)
)
(1.9)
1.4 Approche méthodologique
Dans cette section, le plan du manuscrit est annoncé en reposant sur une approche métho-
dologique. Cette approche méthodologique est choisie en adéquation avec les contextes
opérationnels et scientifiques dans lesquels la thèse s’inscrit.
1.4.1 Méthodologie synthétique
La Figure 1.8 illustre de manière schématique le cheminement scientifique du travail réalisé
dans cette thèse. D’après la partie précédente on propose de répondre à un ensemble de
problématiques.
1.4.1.1 Propagation des incertitudes dans le modèle d’écoulement
Les modèles d’écoulement dans la littérature sont classiquement présentés comme détermi-
nistes. Lorsque de la stochasticité est intégrée, il s’agit souvent d’effectuer des réplications
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du modèle d’écoulement en tirant de manière aléatoire les paramètres du modèle. La
problématique qui occupera la partie suivante du manuscrit est la problématique de la
propagation des incertitudes dans un modèle d’écoulement. L’idée est de formuler une
nouvelle approche stochastique d’un modèle d’écoulement afin d’obtenir des prévisions de
trafic ainsi que des indications sur leurs erreurs associées. Cette problématique fait l’objet
du bloc en rouge sur le schéma de la figure 1.8.
1.4.1.2 Problématique relative au calage des conditions internes
Le modèle d’écoulement est un modèle de propagation de conditions de trafic en fonction
de conditions internes. Ainsi, la problématique suivante est liée à la question de la fusion
de données. En effet, l’idée est de profiter de données disponibles sur le terrain afin de
caler en temps réel les conditions internes du modèle. En conséquence, les sorties du
modèles seront cohérentes avec la réalité observée et les erreurs devront être réduites
par ajout d’observations. La fusion de données prend appui sur les sorties du modèle
d’écoulement et d’un modèle d’observation. Enfin, pour compléter le calage des conditions
internes du modèle d’écoulement, il est nécessaire de prévoir une étape de mise à jour du
modèle venant substituer les états calés aux états prédits. Le bloc bleu sur la Figure 1.8
est consacré à cette problématique.
1.4.1.3 Problématique relative au calage des paramètres du modèle
Le calage des conditions internes permet, en théorie, d’éviter une divergence entre la
réalité et les états simulés en temps réel. Cependant, s’il y a eu un écart important entre
les états calés et les états simulés à la séquence précédente, alors le paramétrage du
modèle d’écoulement peut être en cause. La problématique suivante est donc relative à
la réduction de ces écarts par le calage des paramètres du modèle. Cette dernière étape
permet de proposer des prévisions à court terme cohérentes avec la situation observée.
Cette dernière partie correspond au bloc en vert sur la figure 1.8.
1.4.2 Plan du manuscrit
La suite du manuscrit est organisée de la manière suivante :
— Le chapitre 2 propose le développement d’une méthode de modélisation mésosco-
pique du trafic avec suivi des erreurs de modèle. Il repose sur une analyse de l’état de
l’art en matière des échelles de modélisation et de propagation d’incertitudes dans les
modèles dynamiques. Les sorties du modèle de trafic sont des variables aléatoires
distribuées suivant des mélanges de Gaussiennes. Des analyses de sensibilités sont
proposées en fin de chapitre afin d’analyser l’efficience et l’efficacité de la méthode
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Chapitre 5 : Calage des paramètres du modèle
Chapitre 3 : Fusion de données
Chapitre 2 : Propagation d’erreurs dans un modèle d’écoulement
Chapitre 4 : Mise à jour du modèle
Fig. 1.8.: Vision schématique des différents éléments développés dans la thèse
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développée. Enfin, des indicateurs opérationnels avec incertitudes sont définis et
analysés sur des scénarios test.
— Dans le chapitre 3, un cadre d’assimilation de données est développé reposant sur le
modèle dynamique avec propagation d’erreurs développé dans le chapitre 2. L’état
de l’art en matière de fusion de données permet à la méthode développée de reposer
sur des bases scientifiques solides. Ensuite, la méthode de fusion de données est
formalisée. L’utilisation d’une méthode de mise à jour du modèle est proposée afin
d’assurer une cohérence entre les variables issues de la fusion de donnée et du
modèle d’écoulement avec propagation d’erreurs. Enfin, des scénarios de test sont
montés et les résultats analysés au regard de la congestion.
— Le chapitre 4 est le chapitre consacré au calage des paramètres du modèle d’écoule-
ment. Il s’agit d’un chapitre d’ouverture. Plusieurs catégories de méthodes de calage
sont proposées afin d’orienter les futures recherches : l’augmentation du vecteur d’état
et un processus d’optimisation. Dans ce chapitre, trois propositions de perspectives
relatives au calage des paramètres du modèle sont proposées.
— Le chapitre 5, résume les travaux de la thèse. Dans une première partie, les résultats
obtenus au cours de la thèse sont analysés en termes de performance et de poten-
tielles limites. Ensuite, les différentes contributions sont rappelées. La dernière partie
propose des pistes de recherche en perspective de l’amélioration et de la poursuite
des travaux développés dans la thèse.
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2Propagation d’erreurs au sein du
modèle LWR Lagrangien-Spatial
Le modèle dynamique de trafic que nous sélectionnons est le modèle LWR Lagrangien-
Spatial déterministe. Cependant, le modèle repose sur des hypothèses fortes. En effet,
la composition du trafic est considérée homogène. En réalité les véhicules qui circulent
sur le réseau possèdent des caractéristiques différentes. De même, les usagers ont des
comportements différents. Un usager dit agressif aura tendance à rouler plus vite et à
réduire sa distance le séparant du véhicule leader. Un usager plus précautionneux, au
contraire, aura une conduite qui laisse une grande distance le séparant du véhicule leader.
Toutes ces considérations sont retranscrites dans les paramètres des modèles de trafic.
En conséquence, les paramètres du modèle sont sujets à des erreurs. Ces erreurs se
propagent dans le modèles dynamique et affectent les sorties du modèle. Ce chapitre
concerne l’étude de la propagation d’erreurs au sein du modèle LWR Lagrangien-Spatial.
Les motivations de ce chapitre sont multiples. Pour la gestion du trafic au quotidien, la
connaissance des états de trafic anticipés permet d’être proactif dans le choix des décisions
de contrôle du trafic. Les modèles déterministes permettent de disposer de prévisions sans
données sur leur fiabilité. De plus, la connaissance des variances des états de trafic a priori
est primordiale pour correctement enrichir le modèle à l’aide de données captées en temps
réel (cf. chapitre 3). Pour l’ensemble de ces raisons, la connaissance des états de trafic et
de leurs erreurs associées représente un prérequis important pour la gestion du trafic et
l’exploitation efficiente des infrastructures.
Du point de vueméthodologique, il est préconisé d’effectuer des réplications afin de proposer
une estimation des incertitudes sur les indicateurs produits. Ces réplications représentent
un procédé très largement utilisé dans l’étude des erreurs de modèles qui repose sur la
méthode de Monte Carlo. Cette méthode est présentée dans la première section de ce
chapitre. Le verrou scientifique étudié est la propagation d’incertitudes directement dans le
modèle LWR Lagrangien-Spatial. De ce fait, les attentes sont multiples :
— comprendre les sources d’accentuation des erreurs dans le modèle dynamique ;
— réduire la quantité d’informations à stocker pour le suivi des erreurs de modèles ;
— réduire la charge de calcul nécessaire pour la propagation des erreurs de modèles.
Pour ce faire, ce chapitre est divisé en plusieurs sections. La section 1 propose une intro-
duction relative à la propagation d’erreurs dans les systèmes dynamiques. La section 2 est
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consacrée à l’introduction de stochasticité dans le modèle LWR Lagrangien-Spatial. Entre
autres, on présentera un ensemble de définitions et d’outils nécessaires pour appréhender
les parties suivantes. La section 3 est consacrée à la modélisation des erreurs de modèle
en tant que mélange de Dirac. Dans la section 4, le modèle GM-LS-LWR est développé. La
section 5 propose une analyse de sensibilité du modèle de propagation d’erreurs. Enfin,
la section 6 présente la construction d’indicateurs opérationnels reposant sur le modèle
développé.
2.1 Propagation d’erreurs dans les systèmes
dynamiques
L’étude de la propagation d’erreurs dans le modèle sélectionné s’introduit par une revue de
la littérature à propos de la propagation d’erreurs dans les systèmes dynamiques. A l’issue
de cette revue, nous pourrons choisir les méthodes que nous développerons.
Dans le domaine du trafic, la recherche s’est focalisée sur la représentation des phénomènes
physiques régissant l’écoulement des véhicules. Ces modèles se sont perfectionnés et la
diversité des modèles disponibles permet de représenter un ensemble large de phénomènes
liés à l’écoulement des véhicules sur le réseau. En parallèle, les erreurs de modèles et leur
propagation ont été largement étudiées dans des domaines divers tels que la modélisation
de la dynamique de l’atmosphère [103, 92, 121], de l’hydrologie [24, 6] ou encore du génie
civil [4, 9]. Les moyens de propager les erreurs dans les modèles dynamiques sont multiples.
Sudret ([110]) classifie les méthodes de propagation d’erreurs en trois catégories illustrées
en Figure 2.1 : les méthodes spectrales, les méthodes de fiabilité et les méthodes basées
sur la variabilité des réponses.
La connaissance complète de la distribution d’une variable aléatoire constitue le meilleur
moyen pour connaître les erreurs de modèles. Les méthodes estimant la densité de proba-
bilité dans sa globalité sont appelées des méthodes spectrales [110]. En effet, lorsque la
stochasticité est introduite dans un modèle, les sorties deviennent des variables aléatoires.
Dans la méthode de Monte Carlo [86], les erreurs sont estimées grâce à des réplications
du modèle dynamique déterministe avec des valeurs de paramètres choisies aléatoirement
dans leur distribution respective. Contrairement à ce que peut laisser penser le schéma
de la Figure 2.1, la méthode de Monte Carlo ne permet pas d’estimer la distribution de
probabilité continue mais sa version empirique (histogramme). Un histogramme de densité
de probabilité représente la densité de probabilité moyenne pour un ensemble d’intervalles
de valeurs permettant de couvrir l’ensemble du domaine de définition de la variable aléatoire.
La Figure 2.2 illustre un processus de Monte Carlo permettant l’estimation des distributions
des sorties d’un modèle dynamique sous la forme d’histogramme.
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Méthode spectrales
P f
Méthodes de fiabilité
µ
σ
Méthode basées sur la variabilité
Fig. 2.1.: Méthodes de propagation d’erreurs, source : [110]
Les méthodes de fiabilité sont des méthodes permettant de donner la probabilité qu’un
événement particulier se réalise. Ces méthodes sont particulièrement utilisées dans les
calculs de structure afin d’estimer la résistance des structures [13]. Sur la Figure 2.1, en
deuxième position les méthodes de fiabilité sont illustrées par le calcul de la partie grisée
correspondant à la probabilité que la variable aléatoire dépasse un seuil. Ces méthodes ne
nous intéressent pas particulièrement puisque nous ne cherchons pas à estimer la fiabilité
d’une hypothèse mais plutôt la forme des distributions. Pour plus de détails concernant les
méthodes de fiabilités, le lecteur peut se reporter aux références suivantes concernant la
méthode de fiabilité du premier ordre (First Order Reliability Method ou FORM) : [60, 116].
Les références suivantes concernent les méthodes de fiabilité du second ordre (Second
Order Reliability Method ou SORM) : [40, 68, 15].
Les méthodes basées sur la variabilité des réponses reposent sur l’estimation des moments
statistiques que sont l’espérance et la variance. La méthode de perturbation [100] consiste
à linéariser le modèle dynamique, souvent non linéaire, grâce à un développement de Taylor.
Le calcul de la variance de la variable physique estimée fait appel aux dérivées partielles
du modèle physique et aux variances des variables mises en jeu. D’autres méthodes
rentrent dans cette catégorie et ont été appliquées notamment aux calculs de structure,
telles que la méthode de quadrature [8, 111] ou encore la méthode de l’intégrale pondérée
[38, 39, 113].
L’ensemble des méthodes citées sont particulièrement adaptées pour des modèles linéaires
ou linéarisables. Dans le cas des études de trafic, la méthode de Monte Carlo est la méthode
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Fig. 2.2.: Simulations de Monte Carlo
la plus utilisée [16] et représente un bon point de départ pour la réflexion sur la propagation
d’incertitudes dans le modèle LWR lagrangien-spatial.
2.2 Cadrage méthodologique
La méthode de Monte Carlo constitue un moyen efficace pour estimer les distributions
de probabilités dans le cas de modèles dynamiques. En conséquence, nous proposons
d’étudier la forme des distributions des termes d’offre et de demande du modèle LWR
mesoscopique lorsque les paramètres du modèles sont sujets à des erreurs. La première
étape consiste à introduire formellement de la stochasticité dans le modèle LWR Lagrangien-
Spatial.
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2.2.1 Introduction de stochasticité dans le modèle LWR
lagrangien-spatial
Afin d’introduire les erreurs dans le modèle LWR lagrangien-spatial, nous proposons une
hypothèse concernant la forme des distributions des paramètres aléatoires et des conditions
aux bornes du modèle :
(H1) Les paramètres du diagramme fondamental sont distribués suivant des gaussiennes.
(H2) Les distributions des temps de passage des véhicules à l’entrée du réseau sont
supposées connues.
La distribution gaussienne est une distribution de probabilité continue définie par deux
paramètres :
— une moyenne µ ;
— un écart-type σ.
On la note N (µ,σ). Sa fonction de densité est définie sur R tout entier de la manière
suivante :
N (x;µ,σ)= 1p
2piσ
e−(x−µ)
2/2, ∀x ∈R. (2.1)
Concernant l’hypothèse (H1), une étude empirique a permis d’étudier la forme des distri-
butions des paramètres du diagramme fondamental [43]. En accord avec ces études, et
pour des considérations de commodité mathématique, l’hypothèse (H1) a été considérée.
L’hypothèse (H2) a été formulée puisque nous ne connaissons pas, en réalité, la forme des
distributions des temps de passage individuels des véhicules à l’entrée du réseau. Faute
de preuves empiriques, les distributions utilisées pour les temps de passage à l’entrée du
réseau sont régulières comme des gaussiennes ou des mélanges de gaussiennes.
Pour rendre faisable l’ensemble des calculs nécessaires au développement des méthodes
des sections suivantes, nous devons faire une hypothèse d’indépendance sur les variables
aléatoires :
(H3) L’ensemble des variables aléatoires prises en compte dans les modèles développés
sont considérées indépendantes.
(H4) Enfin, une dernière hypothèse propose de considérer les véhicules selon le principe
du premier arrivé premier sorti (ou First In First Out - FIFO).
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Ces hypothèses permettent de mener à bien les recherches de cette partie. Cependant,
elles sont effectivement limitatives. Elles sont discutées lors des discussions et des limites
présentées dans les chapitres suivants.
2.2.2 Observation de la distribution du terme d’offre par un
processus de Monte Carlo
Afin de comprendre les choix qui ont été faits dans la suite de la thèse en termes de
modélisation des incertitudes, on propose une étude de la propagation des incertitudes par
le terme d’offre. Cette étude est faite avec la méthode de Monte Carlo.
2.2.2.1 Visualisation d’un histogramme
Dans cette sous-section, on propose d’observer un histogramme des erreurs réalisé à partir
de réplications du terme d’offre. Le terme d’offre est rappelé dans l’équation suivante :
TO(n,x)=T(n−kx∆x,x+∆x)+ ∆xw . (2.2)
La Figure 2.3 illustre l’estimation de la densité de probabilité du terme d’offre pour 10000
réplications regroupées en 50 intervalles de valeurs. La simulation a été effectuée pour un
débit au noeud aval faible afin de mettre en évidence le comportement particulier de pics
de probabilités espacés. Les temps de passage au noeud aval sont distribuées selon des
gaussiennes. Il est à noter que le paramétrage exact n’est pas important puisque l’observa-
tion que nous menons est de nature qualitative plutôt que quantitative. Les explications
accompagnées de considérations qualitatives seront menées dans les parties suivantes.
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Fig. 2.3.: Propagation d’incertitudes pour le terme d’offre par des tirages de Monte Carlo
On observe en effet que la distribution du temps d’offre simulée n’est pas gaussienne. Des
pics de probabilités espacés apparaissent. Les hauteurs des pics semblent être contenus
dans une enveloppe qui n’est pas sans rappeler une gaussienne. Cette observation implique
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une distribution de probabilité faisant intervenir plusieurs composantes. La sous-section
suivante propose une explication de ce phénomène.
2.2.2.2 Explication : Erreur d’Indice (EI)
Dans le modèle LWR Lagrangien-Spatial déterministe, l’information sur le temps d’offre du
véhicule n au point x dépend du temps de passage du véhicule dont l’indice est décalé de
kx∆x parmi les véhicules passés. L’incertitude sur la densité maximale de véhicule peut
entraîner une différence entière sur ce décalage. La méthode proposée dans cette partie
est illustrée en Figure 2.5. La variable aléatoire ∆x(kx−µkx ) suit une gaussienne centrée
d’écart-type ∆xσkx :
f∆x(kx−µkx )( j˜)=N ( j˜,0,∆xσkx ) (2.3)
où j˜ définit l’erreur d’indice (EI) continu. Pour des raisons physiques et de cohérence entre
la modélisation et la réalité, l’EI doit être un entier relatif. Soit j la partie entière de l’EI :
j = [EI]. On définit la probabilité de j comme celles de j˜ compris entre j−0.5 et j+0.5 dans
l’équation (2.3), soit :
pi( j)=P( j−0.5≤ j˜ ≤ j+0.5)= ∫ j+0.5
j−0.5
f∆x(kx−µkx )( j˜)d j˜. (2.4)
Il est à noter que la somme des probabilités pour tous les entiers est la suivante :
∑
j∈Z
pi( j)=
∫
R
f∆x(kx−µkx )( j˜)d j˜ = 1 (2.5)
ce qui représente l’axiome des probabilités. En raison de la concentration de la distribution
gaussienne autour de sa moyenne, en se limitant à un intervalle comprenant quelques
multiples de σ, on peut approcher 1. Par exemple, d’après les quantiles de la loi normale
en Annexe C, afin de garder au minimum 99,9% de la distribution, il suffit de limiter les EI
discrètes dans un intervalle de nombres entiers contenant l’intervalle réel [−3σ,3σ].
Le terme d’offre présente une forme de distribution complexe même si les paramètres sont
distribués selon des gaussiennes. Cette forme présente des composantes qui peuvent être
expliqués par des décalages d’indice de véhicule dans la formule du terme d’offre. Une
distribution de probabilité prenant la forme d’une combinaison convexe d’autres distributions
est appelée un mélange de lois. Dans la partie suivante, on présente l’approche suivie pour
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Fig. 2.4.: n-index error (left) n-index error propagation, (right) probability distribution of n-index error
with a grey scale
Fig. 2.5.: Description schématique de l’EI discrète (à gauche) et distribution des probabilités corres-
pondantes en nuances de gris (à droite)
modéliser les incertitudes par des mélanges de Dirac. Ensuite, la piste suivie est celle des
mélanges de gaussiennes.
2.3 Mélanges de Dirac
La première méthode étudiée consiste à modéliser les distributions des erreurs sur les
états de trafic suivant des mélanges de Dirac. L’annexe D présente des généralités sur la
fonction Dirac. Ainsi, la section suivante entre dans le vif du sujet des mélanges de Dirac.
2.3.1 Définitions
Un mélange de Dirac est défini comme la combinaison convexe de fonctions de Dirac.
En d’autres termes, il s’agit d’une somme de fonctions de Dirac pondérées par des poids
dont la somme est égale à 1. Soit f une fonction résultant de la combinaison convexe de
fonctions de Dirac. On définit maintenant :
— J le nombre de fonctions de Dirac étudiées composant la somme;
— x= [x(1), · · · ,x(J)], un vecteur composé de J valeurs réelles ;
— w= [pi(1), · · · ,pi(J)], un vecteur composé de J valeurs comprises entre 0 et 1 ;
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f est un mélange de Dirac si et seulement si les deux équations suivantes sont vraies :
f (x,x,w)=
J∑
j=1
pi jδx(i)(x), ∀x ∈R (2.6)
et
J∑
j=1
pi j = 1 (2.7)
Afin de représenter graphiquement les poids, on décide de représenter les flèches des
Dirac avec une longueur correspondant au poids du mode. Ainsi, la Figure 2.6 illustre un
mélange de Dirac arbitraire composé de 3 composantes.
x
y
δx(1) δx(2) δx(3)
·1
Fig. 2.6.: Graphique d’un mélange de Dirac
D’après les propriétés d’additivité et de multiplication par un scalaire de l’intégrale, l’intégrale
sur R d’un mélange de Dirac est un mélange de Heaviside. Soit F la primitive de constante
additive nulle de la fonction f ; elle est définie par les équations suivantes :
F(x,x,w)=
J∑
j=1
pi jHx(i)(x), ∀x ∈R (2.8)
et,
J∑
j=1
pi j = 1 (2.9)
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La figure 2.7 illustre le mélange de Heaviside correspondant au mélange de Dirac illustré
en Figure 2.6.
F(x)
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y
Hx(1)(x)
Hx(2)(x)
Hx(3)(x)
1
0
·
Fig. 2.7.: Graphique d’un mélange de Heaviside, primitive d’un mélange de Dirac
Il est important de noter qu’un mélange de Heaviside est croissant et compris entre 0 et 1.
Sa limite à l’infini se rapporte à la somme des poids et est égale à 1. Cette propriété est
vérifiable dans l’équation (2.9).
2.3.2 Propagation d’incertitudes par un mélange de Dirac
Un mélange de Heaviside possède des propriétés similaires à la fonction de répartition
d’une variable aléatoire définie sur R. En effet, les trois propriétés suivantes, communes
aux deux fonctions, ont un intérêt particulier :
1. elles sont toutes deux croissantes ;
2. leur limite en −∞ est 0 ;
3. leur limite en +∞ est 1.
Ces trois propriétés permettent d’établir qu’un mélange de Heaviside est un moyen d’approxi-
mation d’une fonction de répartition d’une variable aléatoire. Soit X une variable aléatoire
continue définie sur R. Les fonctions de densité et de répartition de X sont respectivement
notées fx et FX . Il s’agit maintenant de paramétrer un mélange de Heaviside GX permettant
l’approximation de FX . Partant d’un choix du nombre de composantes J, représentant
la finesse de l’approximation, la fonction de répartition est estimée à l’aide d’un mélange
d’échelons de poids égaux.
L’approximation d’une fonction de densité par un mélange de Dirac est présentée dans
[106]. Ici, le vecteur des points de définition est x= [x( j)]1≤ j≤J . Le vecteur des poids est plus
simple de par la propriété de poids égaux : w= (1/J) · [1, ...,1]. La distribution optimale des
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points de définition est calculée à partir de la minimisation de la distance entre la fonction de
répartition FX et le mélange de Heaviside. La formulation mathématique est la suivante :
dist(x)=
∫ +∞
−∞
(FX (x)−G(x,x))2 dx (2.10)
La distribution optimale des composantes de x est atteinte lorsque la relation suivante est
vérifiée [106] :
FX (x j)= 2 j−12J (2.11)
pour j = 1, ...,J. Afin d’illustrer cette méthode d’approximation, on propose de l’appliquer
afin de faire l’approximation d’une distribution gaussienne de moyenne µ et d’écart-type σ.
On rappelle la fonction de répartition d’une telle loi :
FX (x)= 12
(
1+erf
(
(x−µ)2
2σ2
))
(2.12)
où erf est la fonction d’erreur de Gauss définie comme :
erf(x)= 2p
pi
∫ x
0
e−t
2
dt (2.13)
Ainsi, pour tout j entier entre 1 et J :
x( j) =σ
p
2erf−1
(
2 j−1− J
J
)
+µ (2.14)
Les fonctions erf et erf−1 sont implémentées dans MatLab®et permettent donc l’illustration
en figure 2.8.
2.3.3 Propagation des incertitudes par un mélange de Dirac
On cherche une formulation analytique permettant d’effectuer une propagation d’incertitudes
au sein du modèle LWR mésoscopique. Soit X et Y deux variables aléatoires continues
définies respectivement par leurs fonctions de densité fX et fY ainsi que par leur fonction
de répartition FX et FY . Soit g une fonction de deux variables. La variable aléatoire Z est
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Fig. 2.8.: Illustration de l’approximation d’une loi normale par un mélange de Dirac avec 20 compo-
santes
définie comme la variable aléatoire résultant de la fonction g appliquée sur les variables
aléatoires X et Y :
Z = g(X ,Y ) (2.15)
On fait l’hypothèse d’indépendance des variables X et Y . La fonction de répartition de
la variable Z est la suivante :
FZ(z)=
Ï
Dz
fX (x) fY (y)dxdy (2.16)
où DZ est défini comme le sous-ensemble de l’espace des paramètres :
Dz = {(x, y), g(x, y)≤ z} (2.17)
D’après le corrolaire précédent, les fonctions de répartition de Heaviside permettent d’expri-
mer des variables sans comportement aléatoire. C’est ainsi que pour des valeurs α et β de
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fonctions de densité respectives δ(x−α) et δ(y−β), la fonction de répartition de la variable
g(α,β) non-aléatoire peut être exprimée de la manière suivante :
Fg(α,β)(z)=
Ï
R2
δ(x−α)δ(y−β)dxdy=H (z− g(α,β)) (2.18)
On fait l’hypothèse que X et Y sont distribuées suivant des mélanges de Dirac. La
fonction de densité fX s’exprime donc :
FX (x)=
I∑
i=1
pi(i)δ(x− x(i)) ; (2.19)
et la fonction de densité fY :
FY (y)=
J∑
j=1
Π( j)δ(y− y( j)) . (2.20)
D’après (2.16) :
FZ(z)=
Ï
Dz
I∑
i=1
pi(i)δ(x− x(i))
J∑
j=1
Π( j)δ(y− y( j))dxdy (2.21)
Et ainsi de par les propriétés de l’intégrale et (2.18) :
FZ(z)=
I∑
i=1
J∑
j=1
pi(i)Π( j)H
(
z− f (x(i), y( j))
)
(2.22)
et aussi :
fZ(z)=
I∑
i=1
J∑
j=1
pi(i)Π( j)δ(z− f (x(i), y( j))) (2.23)
On conclut ainsi que la variable aléatoire Z est distribuée selon un mélange de Dirac. Les
points de définition des Dirac sont les f (x(i), y( j)) et les poids sont les pi(i)Π( j). Le nombre de
composantes de la distribution résultante est I× J.
Propagation du terme de demande
Le terme de demande est exprimé par la variable TD et est défini dans l’équation (1.7).
Le paramètre de vitesse fluide est distribué selon une gaussienne approximée par un
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mélange de Dirac. La condition aux bornes est distribuée selon un mélange de Dirac
comme présenté :
fT(n,x−∆x)(t)=
I∑
i=1
pi(i)T(n,x−∆x)δ
(
t−τ(i)T(n,x−∆x)
)
(2.24)
Les deux distributions de Dirac sont composées de I composantes afin de réduire le nombre
d’indices dans les formulations. D’après la théorie, le terme de demande s’exprime sous la
forme d’un mélange de Dirac :
fTD (n,x)(t)=
I∑
i=1
I∑
l=i
pi(i)T(n,x−∆x)pi
(l)
u δ
(
t−τ(i)T(n,x−∆x)−
∆x
u(l)
)
(2.25)
u(l) est la valeur du l-ième Dirac de la distribution de la vitesse fluide u. Le nombre de
composantes Dirac de la distribution du terme de demande est I2.
Propagation du terme d’offre
La propagation du terme d’offre repose sur plusieurs étapes consécutives :
1. Calculer les erreurs de l’indice discrètes comme présentés dans la section 2.2.2.2 ;
2. Calculer la propagation d’incertitudes par la vitesse maximale de remontée de conges-
tion pour une EI discrète ;
3. Combiner les deux approches.
On dispose de J EI discrètes et de leurs probabilités associées : pi( j) (cf. section 2.2.2.2).
Soit j une EI discrète particulière. Sous cette condition, la condition aux bornes est simplifiée :
T(n−∆xµkx+ j,x+∆x). Cette condition aux bornes est distribuée selon un mélange de Dirac
à I j composantes :
fT(n−µkx∆x+ j,x+∆x)(t)=
I j∑
i=1
pi(i)T(n−µkx∆x+ j,x−∆x)δ
(
t−τ(i)T(n−µkx∆x+ j,x+∆x)
)
(2.26)
Pour chaque EI discrète, la distribution partielle du terme d’offre associée à l’EI j est
TO,( j)(n,x). D’après la théorie, elle est de la forme du mélange de Dirac suivant :
fTO,( j)(n,x)(t)=
I j∑
i=1
L∑
l=1
pi(i)T(n−µkx∆x+ j,x+∆x)pi
(l)
w δ
(
t−τ(i)T(n−µkx∆x+ j,x+∆x)−
∆x
w(l)
)
(2.27)
L est le nombre de composantes Dirac de la distribution de la vitesse fluide u. La notation
u(l) correspond à la valeur du l-ième Dirac de la distribution de la vitesse fluide u.
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On combine maintenant la propagation pour une EI discrète et le calcul des probabilités
des EI discrètes (2.5) :
fTO(n,x)(t)=
I j∑
i=1
L∑
l=1
∑
j
pi( j)pi(i)T(n−µkx∆x+ j,x+∆x)pi
(l)
w δ
(
t−τ(i)T(n−µkx∆x+ j,x+∆x)−
∆x
w(l)
)
(2.28)
On a en particulier :
I j∑
i=1
L∑
l=1
∑
j
pi( j)pi(i)T(n−µkx∆x+ j,x+∆x)pi
(l)
w = 1 (2.29)
Ainsi, le résultat est un mélange de Dirac. A l’aide d’une réindexation, l’équation peut être
simplifiée sous la forme classique d’un mélange de Dirac. Le nombre de composantes de
cette distribution est Iˆ = I j×L× J.
La fonction maximum
Le résultat du modèle LS-LWR est le maximum de l’offre et de la demande. Les équations
(2.25) et (2.28) donnent respectivement la distribution du terme d’offre et la distribution du
terme de demande. D’après la théorie, le résultat du modèle dynamique avec propagation
d’incertitudes avec mélange de Dirac est :
fT(n,x)(t)=
I2∑
i=1
Iˆ∑
j=1
pi(i)TD (n,x)pi
( j)
TO(n,x)δ
(
t−max
(
τ(i)TD (n,x),τ
( j)
TO(n,x)
))
(2.30)
où les distributions ont été paramétrées en adéquation avec les simplifications proposées.
Le nombre de composantes vaut : I2 Iˆ avec les notations précédentes.
2.3.3.1 Avantages et inconvénients
Les équations précédentes proposent de suivre les erreurs de modèles lorsqu’elles sont
estimées sous la forme de mélanges de Dirac. Cette méthode possède des avantages
mais aussi des inconvénients.
Avantages
Le premier avantage de la méthode que nous pouvons citer est la simplicité des calculs.
Même si les équations proposées semblent compliquées, la méthode est analytique et
découle directement des équations du modèle sans effectuer d’hypothèses supplémentaires
pour les calculs. Un deuxième avantage est le fait que les calculs des différents Diracs sont
complétement indépendants sous les hypothèses prises en début de chapitre. Ainsi, les
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calculs peuvent être parallélisés ou effectués sous forme matriciels sous MatLab®ou le
package numpy de Python.
Inconvénients
L’inconvénient principal de cette méthode est la multiplication des composantes dans les
calculs. Lors d’une seule itération du modèle, on a vu que le nombre de composantes
s’est grandement multiplié. En l’état, cela entraîne donc une augmentation considérable du
temps de calcul au fil des itérations du modèle. Cette augmentation du temps de calcul n’est
pas limitée. De plus, le stockage d’informations nécessaire pour représenter l’ensemble
des composantes est considérable.
Conclusion
Pour conclure quant à la méthode de propagation des incertitudes par un mélange de Dirac,
les avantages et inconvénients de la méthode rappellent fortement ceux de la méthode de
Monte Carlo. De plus, vu les limites de cette approche, une autre méthode de propagation
a été développée. Cette deuxième méthode repose sur des mélanges de gaussiennes.
2.4 Propagation des erreurs par des mélanges de
gaussiennes
Le modèle développé dans la thèse est un modèle reposant sur des distributions sous la
forme de mélanges de gaussiennes. En référence à ses caractéristiques, le modèle a été
nommé Gaussian Mixture Lagrangian Space LWR model ou GM-LS-LWR en abrégé.
2.4.1 L’algorithme EM
Une variable aléatoire suit une distribution de la forme d’un mélange de gaussiennes lorsque
sa distribution est une combinaison convexe de gaussiennes. En d’autres termes, il s’agit
d’une somme pondérée de gaussiennes dont la somme des poids est égale à 1. Soit X une
variable aléatoire suivant une loi de la forme d’un mélange de gaussiennes. Sa fonction de
densité fX est définie de la manière suivante :
fX (x)=
J∑
i=1
pi(i)X N
(
x;µ(i)X ,σ
(i)
X
)
(2.31)
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et
J∑
i=1
pi(i)X = 1 (2.32)
faisant intervenir les paramètres suivants :
— J le nombre de composantes gaussiennes du mélange
— µX = [µ(1)X , · · · ,µ(J)X ], un vecteur composé des moyennes des composantes ;
— σ= [σ(1)X , · · · ,σ(J)X ], un vecteur composé des écarts-types des composantes ;
— pi= [pi(1)X , · · · ,pi(J)X ], un vecteur composé des poids des composantes, compris entre 0
et 1.
Les mélanges de gaussiennes proposent des avantages mathématiques proches de ceux
des gaussiennes. De plus, le fait d’utiliser un mélange permet l’estimation de fonctions de
densité plus complexes.
L’algorithme de Maximisation d’Espérance (EM) permet d’approcher une distribution de
probabilité définie par une distribution paramétrable. Il s’agit d’un processus d’optimisation
basé sur la maximisation d’une vraisemblance. Dans [109], l’algorithme EM est utilisé afin
de caler une distribution quelconque sous la forme d’un mélange de gaussiennes à J
composantes, sur un jeu de particules.
Le point de départ de l’algorithme EM est de disposer d’un jeu X de N particules. Ces
particules peuvent être générées à partir d’une distribution définie ou bien d’une simulation
associée à un processus de Monte Carlo. Les particules sont définies par le vecteur
suivant :
X = {x1, · · · ,xJ}. (2.33)
L’algorithme est initialisé par le choix arbitraire des paramètres θ du mélange de gaussienne
à J composantes :
θ(0),0 =
{
pi(1),0, ...,pi(J),0,µ(1),0, ...,µ(J),0,σ(1),0, ...,σ(J),0
}
(2.34)
Le processus qui suit est un processus itératif s’étendant sur K itérations. L’objectif est
d’obtenir une convergence des paramètres au fil des itérations. Pour le passage de l’itération
k à k+1 les étapes sont les suivantes [109] :
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1. On calcule la vraisemblance de l’appartenance de xi à la composante j pour tout
i ≤N et j ≤ J :
τ j(xi,θ(k))=
pi( j),kN
(
xi,µ( j),k,σ( j),k
)∑J
m=1pi(m),kN
(
xi,µ(m),k,σ(m),k
) (2.35)
2. Pour tout j ≤ J, on calcule le nouveau poids de la composante correspondante :
pi(k+1)j =
∑N
i=1τ j(xi,θ
(k))
N
(2.36)
3. On calcule le nouveau paramètre de moyenne de la composante j :
µ(k+1)j =
1
N(k)j
N∑
i=1
τ j(xi,θ(k))× xi (2.37)
4. On calcule le nouveau paramètre d’écart type de la composante j :
σ(k+1)j =
√√√√ 1
N(k)j
N∑
i=1
τ j(xi,θ(k))×
(
xi−µ(k+1)j
)2
(2.38)
Afin d’illustrer l’algorithme EM, un ensemble de 2000 particules a été généré à partir
d’une distribution suivant un mélange de 3 gaussiennes. L’initialisation de l’algorithme est
réalisée en choisissant des composantes identiques en écarts-types et poids mais dont les
moyennes ont été choisies aléatoirement parmi l’ensemble des particules. Les résultats
de l’algorithme EM pour les itérations 1, 10, 20 et 30 sont illustrés en Figure 2.9. On peut
remarquer que l’algorithme converge rapidement vers la distribution des particules. Ainsi,
un nombre faible d’itérations permet une estimation précise d’une distribution sous la forme
d’un mélange de gaussiennes.
2.4.2 Propagation d’incertitudes dans le terme de demande
Dans le sens de la circulation, la propagation d’incertitudes se fait via le terme de demande.
La figure 2.10 illustre la géométrie du sous-réseau utilisé pour cette partie. On rappelle la
formule (1.7) :
TD(n,x)=T(n,x−∆x)+ ∆x
u
(2.39)
Où ∆x est la longueur de la cellule et u le paramètre de vitesse fluide du diagramme
fondamental. Aussi, T(n,x−∆x) est la condition aux bornes. Sous les hypothèses relatives à
l’intégration d’erreurs dans le modèle dynamique (cf. 2.2.1), le paramètre u est une variable
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Fig. 2.9.: Résultats de l’algorithme EM pour diverses itérations (2000 particules, 3 composantes)
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Fig. 2.10.: Géométrie du sous-réseau relatif à la propgation d’incertitude dans le sens de la circula-
tion
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aléatoire distribuée selon une gaussienne de moyenne µu et un écart-type σu. Sa fonction
de densité, notée fu s’exprime à l’aide de la fonction N :
fu(u˜)=N (u˜,µu,σu) (2.40)
La condition aux bornes est une variable aléatoire distribuée selon un mélange de gaus-
siennes. Soit fTD (n,x−∆x) sa fonction de densité et I le nombre de composantes. On note
pi(i)TD (n,x−∆x), µ
(i)
TD (n,x−∆x) et µ
(i)
TD (n,x−∆x) respectivement le poids, la moyenne et l’écart-type de
la i-ème composante gaussienne de la distribution de T(n,x−∆x). Elle s’exprime, grâce à
la fonction N , comme suivant :
fT(n,x−∆x)(t)=
I∑
i=1
pi(i)T(n,x−∆x)N
(
t;µ(i)T(n,x−∆x),σ
(i)
T(n,x−∆x)
)
(2.41)
On recherche la distribution du terme de demande sous la forme d’un mélange de gaus-
siennes. On définit ainsi la fonction de densité fTD (n,x) en accord :
fTD (n,x)(t)=
I∑
i=1
pi(i)TD (n,x)N
(
t;µ(i)TD (n,x),σ
(i)
TD (n,x)
)
(2.42)
Où pi(i)TD (n,x), µ
(i)
TD (n,x) et σ
(i)
TD (n,x) sont les paramètres de la nouvelle distribution. Ici, le pa-
ramètre de vitesse fluide u étant distribué suivant une simple gaussienne, le nombre de
composantes de la distribution résultant est le fruit de la multiplication de I et de 1. La
méthode de perturbation appliquée à un mélange de gaussiennes donne :
µ(i)TD (n,x) =µ
(i)
T(n,x−∆x)+
∆x
µu
σ(i)TD (n,x) =
√(
δTD(n,x)
δT(n,x−∆x) (µ
(i)
T(n,x−∆x),µu)
)2 (
σ(i)T(n,x−∆x)
)2+(δTD(n,x)
δu
(µ(i)T(n,x−∆x),µu)
)2
(σu)2
=
√(
σ(i)T(n,x−∆x)
)2+ ∆x2
µ4u
(σu)2
pi(i)TD (n,x) =pi
(i)
T(n,x−∆x)
(2.43)
L’analyse de ces équations conduit à plusieurs conclusions :
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Fig. 2.11.: Géométrie du sous-réseau relatif à la propgation d’incertitude dans le sens inverse de la
circulation
— le nombre de composantes n’augmente pas avec la propagation d’incertitudes dans
le sens de circulation et les poids du résultat sont identiques aux poids de la condition
aux bornes ;
— la propagation d’incertitudes dans le sens de circulation n’engage pas de divergence
en moyenne puisque les moyennes du résultat sont les résultats de l’équation déter-
ministe appliquée aux moyennes ;
— l’incertitude sur le temps de demande évolue dans le même sens que la longueur de
la cellule et avec l’incertitude sur la vitesse fluide.
2.4.3 Propagation d’incertitudes dans le terme d’offre
Dans le sens inverse de la circulation, la propagation d’incertitudes se fait via le terme
d’offre. La figure 2.11 illustre la géométrie du sous-réseau utilisé pour cette partie. On
rappelle la formule (2.2) :
TO(n,x)=T(n−kx∆x,x+∆x)+ ∆xw (2.44)
Où ∆x est la longueur de la cellule, kx la densité maximale de véhicule et w la vitesse
maximale de remontée de congestion. Les hypothèses s’expriment par le fait que les
paramètres sont distribués suivant des gaussiennes. On définit ainsi :
fw(w˜)=N (w˜,µw,σw) (2.45)
et,
fkx (k˜x)=N (k˜x,µkx ,σkx ) (2.46)
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les fonctions de densité de w et kx. Cela permet, par la même occasion, de définir les
paramètres de moyennes et d’écarts-types des distributions. La gestion du terme de
conditions aux bornes est plus complexe que pour le terme de demande. En effet ici,
l’incertitude sur kx entraîne une incertitude sur l’indice de véhicule discret. Du fait de
l’intégration de ce paramètre dans la définition de la condition à la borne aval T(n−kx∆x,x+
∆x), l’incertitude sur le décalage dans l’indice du véhicule entraîne donc une incertitude
sur le temps de passage. Afin de gérer cette difficulté, on propose une solution en deux
temps :
1. propagation d’incertitudes avec la méthode de perturbation ;
2. combinaison des deux résultats.
Propagation d’incertitudes considérant une EI discrète
Dorénavant, j désigne une EI discrète choisie dans l’intervalle défini précédemment (cf.
Section 2.2.2.2). On note J le cardinal de l’ensemble des EI discrètes considérées. Sous
ces conditions, le terme de condition aux bornes est simplifié : T(n−∆xµkx + j,x+∆x). Sa
distribution est de la forme d’un mélange de gaussienne puisqu’il s’agit d’un temps de
passage :
fT(n−µkx∆x+ j,x−∆x)(t)=
I j∑
i=1
pi(i)T(n−µkx∆x+ j,x−∆x)N
(
t;µ(i)T(n−µkx∆x+ j,x−∆x),σ
(i)
T(n−µkx∆x+ j,x−∆x)
)
(2.47)
où les paramètres de poids, de moyennes et d’écarts-types sont définis comme dans
les paragraphes précédents. La suite est similaire au terme de demande. En effet, la
méthode de propagation du terme d’offre associé à l’EI j est la méthode de perturbation
faisant appel aux dérivées partielles de l’équation (2.2). Les erreurs sont sur le temps de
passage et la vitesse maximale de remontée de congestion. En conséquence, la forme de
la distribution partielle du terme d’offre est un mélange de gaussienne de même nombre
de composantes que la distribution de la condition aux bornes associée à l’EI j : I j. La
formulation mathématique recherchée est la suivante :
fTO,( j)(n,x)(t)=
I j∑
i=1
pi(i)TO,( j)(n,x)N
(
t;µ(i)TO,( j)(n,x),σ
(i)
TO,( j)(n,x)
)
(2.48)
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Le paramétrage du mélange de gaussiennes est donné par les trois équations suivantes
définissant les moyennes, les écarts-types et les poids pour tout i ≤ I j.
µ(i)TO,( j)(n,x) =µ
(i)
T(n−µkx∆x+ j,x−∆x)+
∆x
µw
σ(i)TO,( j)(n,x) =
√(
σ(i)T(n−µkx∆x+ j,x−∆x)
)2+ ∆x2
µ4w
(σw)2
pi(i)TO,( j)(n,x) =pi
(i)
T(n−µkx∆x+ j,x−∆x)
(2.49)
Combinaison des deux résultats
Les deux résultats précédents sont les suivants :
1. on dispose de toute une gamme d’EI discrètes pour rendre compte de l’erreur sur le
décalage en termes d’indice de véhicule ;
2. on dispose de la formulation du mélange de gaussiennes résultant de la propagation
d’incertitudes par la méthode de perturbation pour chaque EI discrète.
Afin de rendre compte de manière globale de la propagation d’incertitude dans le sens
inverse de la circulation, il faut combiner les deux résultats. Le résultat 1 donne la proba-
bilité d’une EI discrète j par rapport au décalage d’indice déterministe. Le problème de
combinaison est un problème qui peut être modélisé par l’arbre en Figure 2.12. Chaque
branche possède la probabilité de l’EI discrète associée. D’après les équations (2.4) et
(2.48), la fonction de distribution du terme d’offre est définie selon l’équation suivante :
fTO(n,x)(t)=
∑
j
I j∑
i=1
pi( j)pi(i)TO,( j)(n,x)N
(
t;µ(i)TO,( j)(n,x),σ
(i)
TO,( j)(n,x)
)
(2.50)
avec :
∑
j
I j∑
i=1
pi( j)pi(i)TO,( j)(n,x) = 1. (2.51)
Ainsi, le résultat de la propagation d’incertitudes dans le sens inverse de la circulation est
distribué suivant un mélange de gaussiennes. Avec l’aide d’une réindexation, la distribution
du terme d’offre peut être exprimée simplement sous la forme :
pTO(n,x)(t)=
I∑
i=1
pi(i)TO(n,x)N
(
t;µ(i)TO(n,x),σ
(i)
TO(n,x)
)
(2.52)
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¼( jmin)
¼( jmax)
fTO,( jmin)(n,x)(t)
fTO,( jmax)(n,x)(t)
fTO(n,x)(t)¦
Fig. 2.12.: Combinaison sous forme d’arbre
où les paramètres sont définis dans l’ensemble des résultats précédents et où I =∑ j I j.
Pour faire un point sur ce que nous apprend la propagation d’incertitudes dans le terme
d’offre, les conclusions sont les suivantes :
— Le nombre de composantes augmente considérablement avec la propagation d’in-
certitudes dans le sens inverse de la circulation. Il augmente en adéquation avec le
choix de l’intervalle pour les EI discrètes.
— La propagation d’incertitudes dans le sens inverse de la circulation n’engage pas de
divergence en moyenne. En effet, dans le cas déterministe, l’EI discrète ne peut être
que 0 et la suite est prouvée dans la partie relative à la propagation d’incertitudes par
le terme de demande.
— L’incertitude sur le temps d’offre augmente avec la longueur de la cellule, l’incertitude
sur la densité maximale de véhicules et l’incertitude sur la vitesse maximale de
remontée de congestion.
— L’incertitude sur le temps d’offre augmente aussi avec la dispersion des temps de
passage au niveau de la borne aval. En effet, plus les écarts inter véhiculaires sont
importants au niveau de la borne aval, plus les composantes relatives aux EI seront
espacés et donc plus la distribution résultante sera large dans le temps.
2.4.4 Solution du GM-LS-LWR
Dans le modèle LWR Lagrangien-Spatial déterministe, le temps de passage T(n,x) est
donné par le maximum du terme de demande TD(n,x) et du terme d’offre TO(n,x) (cf.
44 Chapitre 2 Propagation d’erreurs au sein du modèle LWR Lagrangien-Spatial
Equation (1.9)). Le réseau, illustré en Figure 2.13 est étendu afin de faire apparaître la
partie relative au terme de demande (en vert) et la partie relative au terme d’offre (en rouge).
L’estimation de la distribution du temps de passage passe donc par la propagation de
l’incertitude par la fonction maximum.
x
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T
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Fig. 2.13.: Géométrie considérée pour le calcul du résultat du GM-LS-LWR
La fonction maximum n’est pas dérivable donc l’utilisation d’une méthode de perturbation
n’est pas une option. De plus, la fonction de répartition de la variable aléatoire Z définie
comme le maximum de deux variables aléatoires X et Y est définie comme le produit des
deux fonctions de répartition :
FZ(t)= FX (t)FY (t) (2.53)
Or, dans l’éventualité où les deux variables aléatoires X et Y sont distribuées suivant des
gaussiennes, la distribution de Z n’est pas une gaussienne d’après (2.53). Par extension,
si X et Y sont distribuées selon des mélanges de gaussiennes, alors il est impossible
que Z soit effectivement distribuée suivant un mélange de gaussiennes. Il n’est donc pas
possible de propager les incertitudes grâce à une méthode analytique, il faut utiliser une
méthode d’estimation. Comme précisé pour l’estimation de la distribution des paramètres,
l’algorithme EM [109] permet d’estimer la distribution d’une fonction sous la forme d’un
mélange de gaussiennes à partir d’un ensemble de particules définissant la distribution
marginale.
Les avantages de l’utilisation de l’algorithme EM dans ce contexte sont multiples.
— Il permet d’apporter une cohérence au modèle dans son ensemble dans la mesure
où le résultat obtenu est amené à être réintroduit en tant que condition aux bornes.
Ainsi, le modèle de propagation ne gère que des mélanges de gaussiennes.
— Il permet aussi de réduire le nombre de composantes dans les distributions. En effet,
la propagation d’incertitudes dans le terme d’offre entraîne une augmentation considé-
rable du nombre de composantes gaussiennes dans la distribution. Avec l’algorithme
EM, on peut fixer un nombre de composantes et donc éviter une augmentation infinie
du nombre d’informations à stocker.
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Mélange de gaussienne à I composantes
Terme de demande Terme d’offre
Particules D Particules O
Particules M
Génération des Particules Génération des Particules
Fonction Maximum
Algorithme EM
Fig. 2.14.: Estimation de la distribution du résultat de la fonction maximum
— Il utilise un ensemble de particules pouvant être généré simplement à partir de
distributions connues comme des mélanges de gaussiennes.
La limite majeure à l’utilisation de l’algorithme EM est que ce n’est pas une méthode
analytique. Par le principe d’optimisation contenu dans cet algorithme, de l’incertitude
sur les distributions est introduite. On peut parler d’erreurs sur la distribution des erreurs.
Contrairement aux erreurs de modèle étudiées, il s’agit d’incertitudes artificielles sur les
distributions résultantes qui ne possèdent pas de sens physique. Le risque potentiel est
de voir ces erreurs prendre de l’ampleur au fil du temps réduisant la précision du modèle
d’écoulement. Lors de nos expérimentations, nous n’avons pas observé de divergences
notables dues à des erreurs d’estimation de distribution des erreurs.
L’algorithme EM a besoin d’un ensemble de particules. La Figure 2.14 illustre le fonctionne-
ment global du GM-LS-LWR. A partir des distributions des termes de demande et d’offre,
deux jeux de particules D et O distincts sont générés. Un troisième jeu de particule M
est calculé en choisissant consécutivement le maximum entre une particule tirée dans D
et tirée dans O. Le tirage est sans remise. Enfin, l’algorithme EM est appliqué au jeu de
particules M en précisant le nombre de composantes gaussiennes I voulu.
Le résultat brut de la méthode est une estimation de la distribution du temps de passage
du véhicule n au point d’abscisse x. Cette distribution est sous la forme d’un mélange de
gaussiennes à I composantes. La Figure 2.15 illustre le résultat brut pour un mélange de
gaussiennes à 3 composantes. Les différents composantes sont dessinés en pointillés et
la distribution résultante de la somme convexe est dessinée en trait plein.
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Fig. 2.15.: Résultat brut pour un véhicule sous la forme d’un mélange de gaussienne à 3 compo-
santes [29]
2.4.5 Avantages et inconvénients
Cette méthode, tout comme la méthode de propagation des incertitudes par des mélanges
de Dirac possède des avantages et des inconvénients.
Avantages
Un des avantages de cette méthode est que le nombre de composantes gaussiennes n’évo-
lue pas au fil des itérations du modèle. Ainsi, la charge de calcul est facilement calculable
avant la simulation. Les mélanges de gaussiennes permettent l’estimation de fonction de
densités diverses avec un nombre de composantes réduit. Le stockage d’information est
donc plus intéressant dans cette méthode que dans celle citée précédemment.
Inconvénients
L’inconvénient majeur de cette méthode est qu’elle n’est pas optimale. En effet, plusieurs
étapes du modèles viennent apporter leur lot d’approximation. La méthode de perturbation
appliquée aux mélanges de gaussiennes estime la distribution de probabilité à partir d’une
approximation de l’équation du modèle (linéarisation). De plus, l’algorithme EM est un
algorithme reposant sur une méthode d’optimisation itérative. Elle augmente fortement la
charge de calcul et limite la précision sur les incertitudes de modèle.
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Fig. 2.16.: Géométrie du réseau
Conclusion
Cette méthode a été choisie pour ses avantages et considérant que les inconvénients cités
ne sont pas rédhibitoires. De plus, les mélanges de gaussiennes sont parfaitement adaptés
à l’enrichissement du modèle par des données captées en temps réel. Cette dernière
considération est le sujet du chapitre suivant. Le GM-LS-LWR a fait l’objet d’une analyse
de sensibilité au regard de la précision et de l’efficience des calculs.
2.5 Analyse de sensibilité
Les caractéristiques des sorties du modèle développé dépendent de tout un jeu de para-
mètres sur lesquels l’utilisateur a la main. Afin d’analyser les performances du modèle au
regard de ces paramètres on propose de l’évaluer au regard de deux critères : précision et
efficience. Ces deux critères doivent être satisfaits pour espérer proposer des applications
en temps réel.
2.5.1 Scénario de référence
Le réseau considéré est un simple lien homogène de longueur L sans entrée/sortie. Il est
divisé à l’aide de N frontières de cellules intermédiaires en N+1 cellules. La Figure 2.16
illustre la géométrie du réseau considéré.
La table 4.4 présente les paramètres de la simulation pour le scénario de référence. Concer-
nant le matériel informatique, les tests ont été effectués sur une machine disposant d’un
processeur i7 4 coeurs avec une fréquence de 2.2Ghz, et d’une RAM de 16Go en DDR3L.
Les performances du GM-LS-LWR sont affectées par les paramètres du modèle cité dans
la table 4.4. Cette table regroupe les paramètres en trois catégories. L’analyse de sensibilité
sera séparée en plusieurs parties suivant ces catégories :
1. la géométrie du réseau en termes de frontières de cellules intermédiaires ;
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2. l’amplitude des incertitudes sur les paramètres ;
3. le nombre de composantes dans les mélanges de gaussiennes I.
La performance de la méthode proposée comparée à une méthode de Monte Carlo a
été testée sous les angles de la vitesse d’exécution et du stockage de résultats. Les
résultats nous permettent d’établir que la différence entre la méthode de Monte Carlo et
le GM-LS-LWR est de l’ordre de 10% pour un scénario identique en termes de temps
de calculs. Concernant le stockage, là où toutes les particules sont stockées pour une
méthode de Monte Carlo, seulement les moyennes, écarts-types et poids des distributions
des temps de passage sont stockés avec le GM-LS-LWR. En conséquence, le stockage
nécessaire pour le GM-LS-LWR est considérablement inférieur au stockage nécessaire
pour une méthode de Monte-Carlo. On observe une diminution d’environ 98% des données
stockées pour la même information. Ces informations sont valides pour un scénario donné.
Or, pour une méthode de Monte-Carlo, le nombre de réplications est un paramètre. Avec
une diminution du nombre de réplications, on peut réduire le temps de calcul et le stockage
au prix d’une perte de fiabilité sur les sorties du modèles et leurs incertitudes. De plus, les
résultats présentés pour la thèse ont été produits dans un contexte de recherche scientifique.
Ainsi, les algorithmes développés pour le GM-LS-LWR peuvent être optimisés avec des
compétences en informatiques plus poussées.
Conception du Réseau
N 1
Paramètres du modèle
µu 20 m/s
σu 1 m/s
µw 5 m/s
σw 0.25 m/s
µkx 0.14 veh/m
σkx 0.002 veh/m
Paramètre du modèle d’incertitude
I 3
Tab. 2.1.: Paramètres du scénario de référence
2.5.2 Définition des critères
Critère d’efficience
Le premier critère est lié à l’efficience du modèle, en termes de temps de simulation. Une
des qualités d’un système de gestion du trafic au quotidien cité dans le premier chapitre
est la rapidité. La propagation d’erreurs dans des modèles dynamiques possédant de très
grandes non linéarités est coûteuse en temps de calcul (cf. Méthode de Monte Carlo).
La méthode développée est censée être compétitive avec une méthode de propagation
d’incertitudes par tirage de Monte Carlo.
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En conséquence, on définit le premier critère comme le quotient du temps de simulation
Tsim sur le temps de simulation du scénario de référence Tre f .
CT = T
sim
Tre f
(2.54)
Critère de précision
Le deuxième critère est lié à la précision du modèle. La deuxième qualité d’un système
de gestion du trafic au quotidien est la prise en compte des incertitudes. Cependant, si
cette connaissance est un critère, sont utilité réside dans la volonté de proposer des états
de trafic possédant des erreurs réduites. L’enjeu de précision est en effet important pour
proposer des informations fiables sur le trafic. Il s’agit ici de vérifier que le modèle reste
dans une marge précise lorsque ses paramètres sont modifiés.
L’idée du deuxième critère est d’estimer la précision de l’ensemble des états de trafic produits.
Ainsi, le critère de précision défini est un indicateur agrégé. La norme 1 de l’ensemble
des écarts-types du modèle est utilisée. Le critère de précision est donc défini comme le
quotient de la variance maximale parmi tous les temps de passage simulés σ2max,sim sur la
variance maximale parmi tous les temps de passage du scénario de référence σ2max,re f .
Cσ =
σ2max,sim
σ2max,re f
(2.55)
2.5.3 Sensibilité à la géométrie du réseau
Concernant la sensibilité à la géométrie du réseau, on étudie l’influence du nombre de
frontières de cellules intermédiaires N (cf. Figure 2.16) sur les critères de performances.
Des simulations ont été faites pour des valeurs de N comprises entre 1 et 13. Les résultats
sont illustrés par les graphiques en Figure 2.17.
La Figure 2.17a représente l’évolution du critère d’efficience CT en fonction de N. Le temps
de calcul est en relation linéaire avec l’évolution du nombre de cellules intermédiaires. Le
GM-LS-LWR calcule les temps de passage de tous les véhicules au niveau de toutes les
frontières de cellules. Le résultat est cohérent puisque l’augmentation du nombre de cellules
augmente la quantité de calculs qui doivent être menés au cours de la simulation.
La Figure 2.17b représente l’évolution du critère de précision Cσ en fonction de N. Les
résultats montrent que la précision du modèle croît lorsque l’on augmente le nombre de
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Fig. 2.17.: Sensibilité au nombre de cellules intermédiaires N
cellules intermédiaires. Il s’agit d’un résultat cohérent au regard des formules de propagation
d’incertitudes. Lors du calcul de propagation des incertitudes pour les termes de demande
et d’offre pour une cellule particulière, on remarque que l’augmentation de la variance en
fonction de la longueur de la cellule n’est pas une relation linéaire. Or, l’augmentation du
nombre de points de calculs est une transformation linéaire. C’est pourquoi la variance des
résultats diminue avec une augmentation du nombre de points de calcul intermédiaires.
En conclusion, la discrétisation du réseau a une influence sur la propagation des incertitudes
et sur le temps de calcul. De par leurs directions respectives, il est possible de rechercher
un compromis entre l’efficience et la précision dans un objectif opérationnel. Le nombre
de cellules ne peut augmenter indéfiniment puisque la contrainte de la condition CFL (cf.
Equation 1.6) impose une longueur minimale pour les cellules pour assurer la stabilité
numérique du modèle d’écoulement.
2.5.4 Sensibilité aux erreurs sur les paramètres du Diagramme
Fondamental
La prochaine étape consiste à analyser la sensibilité des performances du GM-LS-LWR
quant aux incertitudes sur les paramètres du Diagramme Fondamental. La table 4.4 re-
groupe les paramètres par défaut du Diagramme Fondamental. Pour cette analyse, la
précision des paramètres a été dégradée par un facteur multiplicatif 1/F en termes de
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Fig. 2.18.: Sensibilité au facteur d’erreur multiplicatif F
variance. Les valeurs testées s’étendent de 1/4 pour des paramètres 4 fois plus précis en
variances à 4 pour des paramètres 4 fois moins précis. Les résultats sont illustrés en Figure
2.18.
La Figure 2.18a montre que le temps de simulation varie légèrement en fonction de la
précision des paramètres. Deux régions se découpent :
— pour F entre 1/4 et 2, la variation est marginale et sans tendance montrant que la
variation est aléatoire ;
— pour F entre 2 et 4, la variation est bien plus prononcée et atteint 8% pour des
paramètres 4 fois moins précis en variance.
L’augmentation visible dans la deuxième région du graphique peut être expliquée par
l’influence du paramètre kx dans le calcul de propagation d’incertitudes dans le terme
d’offre. En effet, comme expliqué dans la section 2.4.3, l’incertitude sur kx fait varier le
nombre d’erreurs de l’indice discrètes et donc le nombre de véhicules considérés dans le
calcul de la distribution du temps d’offre. Ainsi, le temps de calcul augmente.
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Fig. 2.19.: Analyse de sensibilité au nombre de composantes gaussiens
La Figure 2.18b illustre un résultat attendu. La sensibilité de la précision du modèle dé-
pend grandement de la précision des paramètres. La relation telle qu’elle est illustrée est
quasiment hyperbolique :
Cσ ∼ 1
F
. (2.56)
Cette observation renforce l’intérêt d’un processus de calage correct permettant une réduc-
tion de l’incertitude sur les paramètres. Cette réduction d’incertitudes améliorera grandement
les prévisions du modèle. Le modèle GM-LS-LWR donne les temps de passage des véhi-
cules aux frontières intermédiaires du lien et une estimation des erreurs associées. Ces
résultats ouvrent la voie pour le développement d’une méthode de calage des conditions
internes. Il s’agit de l’objet des chapitres suivants.
2.5.5 Sensibilité au nombre de composantes gaussiennes
La solution du modèle LWR Lagrangien-Spatial est le maximum entre le terme de demande
et le terme d’offre. Pour des termes d’offre et de demande distribués suivant des mélanges
de gaussiennes, le résultat n’est pas un mélange de gaussiennes. Des expérimentations à
l’aide de la méthode de Monte Carlo ont permis de montrer que la distribution est concentrée
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autour de la moyenne déterministe. Cependant, les décroissances autour ne sont pas
symétriques et empêchent donc la formulation sous forme de gaussienne sans perte
importante d’information. Ainsi, partant sur une base de trois composantes gaussiennes afin
de pouvoir rendre compte de la composante principale et des décroissances asymétriques,
nous avons développé le scénario de référence. Les valeurs du nombre de composantes
gaussiennes testé vont de 1 (gaussienne simple) à 5. Les résultats sont illustrés dans les
graphiques de la Figure 2.19.
La Figure 2.19a se concentre sur l’évolution du critère d’efficience en fonction du nombre
de composantes gaussiennes. Le nombre de composantes gaussienes intervient à toute
étape du modèle GM-LS-LWR. Il intervient sur le nombre de composantes à calculer
analytiquement pour la propagation d’erreur dans les termes d’offre et de demande. Il
intervient aussi dans le nombre de composantes à estimer dans l’algorithme EM. Ainsi, le
temps de calcul augmente avec le nombre de composantes gaussiennes à simuler. Il est à
noter qu’augmenter le nombre de composantes gaussiennes augmente aussi la quantité
d’informations à stocker. Sur ce dernier point, il y a une marge importante avant de rattraper
une propagation d’incertitude par méthode de Monte Carlo.
La Figure 2.19b illustre une diminution du critère de précision avec une augmentation du
nombre de composantes gaussiennes. Cela peut s’expliquer par le fait qu’augmenter le
nombre de composantes permet une estimation plus fine de la distribution des résultats.
Utiliser une seule gaussienne semble en effet insuffisant.
La vision simple du résultat brut n’est pas suffisante pour une analyse opérationnelle de la
propagation des incertitudes au sein du modèle LWR LS. Afin de rendre possible l’analyse,
il faut voir le GM-LS-LWR à l’œuvre pour générer divers indicateurs opérationnels.
2.6 Construction d’indicateurs opérationnels
Le scénario de référence conçu à la section précédente nous permet une base pour proposer
de nouveaux indicateurs opérationnels et leurs incertitudes. Deux indicateurs seront traités
dans cette partie :
1. les temps de parcours, un indicateur individuel ;
2. des diagrammes espace-temps, un indicateur agrégé ;
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2.6.1 Temps de parcours
Le temps de parcours est un indicateur qui peut être utilisé à la fois par le gestionnaire
d’infrastructure et pour les usagers des-dites infrastructures. Les choix d’itinéraires dé-
pendent à la fois du temps de parcours et de la fiabilité du temps de parcours. Dans ce
contexte, le modèle GM-LS-LWR est utile pour proposer des temps de parcours et des
marges d’erreurs.
Pour les gestionnaires de réseau, les temps de parcours constituent un indicateur particu-
lièrement utilisé pour la détection de congestions sur le réseau. Aussi, ils se révèlent utiles
pour quantifier les bénéfices de la mise en place de mesures de régulation du trafic. Le
modèle développé trouve son intérêt dans les systèmes d’aide à la décision.
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Fig. 2.20.: Temps de parcours sur le réseau
Le temps de parcours du véhicule n sur le réseau est calculé en effectuant la différence entre
son temps de sortie et son temps d’entrée. Une méthode de perturbation a été utilisée afin
de calculer l’incertitude sur le temps de parcours. Le scénario sur lequel la simulation s’est
effectuée est le même que celui décrit dans la section 2.5.1 modélisant une augmentation
du débit en entrée au dessus de la capacité en sortie. Les résultats illustrés dans la Figure
2.20 sont donc caractéristiques de ce genre de scénario mettant en scène la création et la
remontée d’une onde de congestion. La courbe en gras représente la valeur moyenne du
temps de parcours tandis que la zone verte autour représente la zone de confiance à 99%
définie par une amplitude de 6 fois l’écart-type (règle des 3σ). Le graphique peut se lire en
deux temps :
1. Dans un premier temps, entre 0s et 450s, le temps de parcours est stable et égal au
temps de parcours en condition fluide (1000m à 20m/s). L’incertitude sur les temps
de passage en entrée étant choisie constante au fil de la simulation, on observe une
stabilité des incertitudes sur les temps de parcours.
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Fig. 2.21.: Définition des cellules (dn,dx) dans le plan (x, t)
2. Dans le deuxième temps, entre 450s et la fin de la simulation, les temps de parcours
augmentent en adéquation avec la remontée de l’onde de congestion. Les incertitudes
croissent au fil du temps signifiant que les prévisions perdent en précision lorsque les
conditions de trafic sont dégradées.
Ce dernier constat renforce l’idée de développer une méthode permettant de réduire les
incertitudes sur les temps de passage pendant la simulation. Dans le prochain chapitre,
une méthode d’assimilation de données est développée afin de caler les conditions internes
du modèle en fonction d’observations et de contrôler les incertitudes sur les états de trafic
calculés.
2.6.2 Diagramme Espace-Temps
Un diagramme espace temps est un diagramme représentant les états de trafic dans le plan
de l’espace x et du temps t. Le nom du diagramme espace-temps est communément abrégé
Diagramme XT en référence aux deux variables composant le plan. Lorsque les résultats
sont disponibles sous forme de trajectoires individuelles de véhicules, le diagramme espace-
temps regroupant l’ensemble des trajectoires est un outil particulièrement intéressant pour
analyser les comportements de suivi ou les remontées d’ondes de congestion. Il est un
outil de validation utilisé pour rendre compte de l’utilité des mesures de contrôle du trafic.
Les résultats obtenus en termes de diagramme XT sont déterministes. Nous allons donc
proposer une méthode permettant d’apporter une plus-value sous la forme d’une indication
sur les incertitudes associées aux variables du diagramme espace-temps.
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Nous ne possédons pas l’ensemble des trajectoires des véhicules sur le lien. La méthode
proposée des diagrammes XT est de discrétiser les états de trafic et d’appliquer les formules
d’Edie [46]. La discrétisation usuelle consiste à diviser l’espace-temps en cellules dans
le sens du temps et de l’espace : (dt,dx). La Figure 2.21 illustre la configuration pour
l’estimation d’un diagramme XT en choisissant une discrétisation temps-espace. Une
cellule A est caractérisée par son aire A :
A = dx×dt (2.57)
Les véhicules représentés par leurs trajectoires X (t), en rouge sur la Figure 2.21, peuvent
effectuer une partie de leur voyage au sein de la cellule A. Le voyage des véhicules au sein
de la cellule est caractérisé par le temps passé dans la cellule T et la distance parcourue
dans la cellule D. Les deux variables citées étant calculées pour l’ensemble des véhicules
passant dans la cellule A les formules d’Eddie permettent de déterminer le débit moyen Q,
la densité moyenne en véhicule K , et la vitesse moyenne [46] :
Q =
∑
D
A
K =
∑
T
A
V =Q
K
(2.58)
où ∑D désigne la distance totale parcourue et ∑T le temps total passé dans la cellule. Il y a
cependant un problème avec ce choix de discrétisation. En effet, les passages des véhicules
étant incertains, il faudrait rendre compte de la probabilité d’un véhicule d’appartenir ou non
à une cellule. Cette probabilité a une influence sur la moyenne des valeurs des variables
agrégées mais aussi leurs incertitudes rendant la somme ∑ incertaine sur le nombre de
véhicules à compter.
Afin d’éviter le problème d’appartenance à une cellule, nous proposons une autre discréti-
sation de l’espace. La deuxième discrétisation repose sur la construction de cellules de
dimension (dn,dx). Dans des cellules de ce type,le nombre des véhicules contenus est
constant et égal à dn. La Figure 2.22 illustre la construction de telles cellules. Dans le plan
espace-temps (XT), l’aire de la cellule de la forme d’un trapèze A est calculée de la manière
suivante :
A = 1
2
(x2− x1) [T(n2,x2)+T(n2,x1)−T(n1,x2)−T(n1,x1)] (2.59)
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Fig. 2.22.: Définition des cellules (dn,dx) dans le plan (x, t)
Le calcul de l’aire fait appel à des temps de passage qui ne sont pas forcément définis
puisque relatifs à des emplacements intermédiaires aux frontières des cellules dans la
simulation. Ainsi, les temps de passage doivent être estimés par le modèle GM-LS-LWR
en considérant des frontières de cellules intermédiaires placées en x1 et x2. On propose
d’utiliser une méthode de perturbation pour propager les incertitudes sur les temps de
passage vers l’incertitude sur l’aire. On en déduit l’écart-type de l’aire du parallélogramme
sous couvert d’indépendance des variables :
σA =
1
2
(x2− x1)
√(
σT(n2,x2)
)2+ (σT(n2,x1))2+ (σT(n1,x2))2+ (σT(n1,x1))2 (2.60)
Dans ce choix de discrétisation, les équations (2.58) sont aussi valables. Par conséquent,
en utilisant la méthode de perturbation, les moyennes des variables aléatoires µQ, µK et
µV sont données par les équations (2.58). Quant aux écarts-types, ils sont calculés de la
manière suivante :
σQ =
dn ·dx
µA
σA
σK =
√√√√(∑µT
µ2A
)2
σ2A+
1
µ2A
∑
σ2T
σV =
√√√√ 1
µ2K
σ2Q +
µ2Q
µ4K
σ2K
(2.61)
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Débit
La Figure 2.23 décrit le diagramme espace-temps relatif à l’estimation des débits agrégés
par cellules (dx,dn) dans le plan (x, t). La Figure 2.23a représente les débits agrégés
moyens. L’onde de congestion démarrant autour de t= 2000s à la frontière aval du réseau
et se propageant dans le sens inverse de la circulation est visible. A l’intérieur de cette
onde le débit de véhicules est inférieur au débit en entrée en raison de la capacité en sortie
de réseau.
La Figure 2.23b représente les écarts-types des débits agrégés tels qu’ils sont calculés
dans l’équation (2.61). La couleur bleue des états de trafic en condition fluide démontre une
faible incertitude. A l’inverse, les couleurs jaune et rouge des états de trafic représentent
une plus grand incertitude. Hormis les effets de bord au niveau de la borne aval du réseau,
les conditions de trafic les plus sujettes aux grandes incertitudes sont les états de trafic
en queue de bouchon. Cette analyse est cohérente avec l’analyse des temps de parcours
proposée par la Figure 2.20.
Des ondes de grandes incertitudes voyageant à la vitesse des ondes de sur-congestion
apparaissent autour de 3000s quand la congestion s’est installée. Ces ondes peuvent
venir de composantes aléatoires de l’algorithme EM. Elles sont présentes en situations
congestionnées puisque dans ces situations, les termes de demande et d’offre sont plus
susceptibles d’entrer en compétition par la fonction maximum que dans une situation
fluide.
Vitesse
La Figure 2.24 illustre des diagrammes espace-temps concernant la vitesse agrégée dans
les cellules. L’analyse des Figures 2.24a et 2.24b est similaire à l’analyse précédente en
termes de dynamique du trafic.
2.7 Conclusions du chapitre
La prise en compte des erreurs de modèles dans les modèles dynamiques est souvent
réalisée à l’aide de méthodes reposant sur des réplications. Dans un tel contexte, les
paramètres du modèle dynamique sont stochastiques. A chaque itération, des valeurs pour
les paramètres sont choisies dans leurs distributions. Concernant l’application à un modèle
LWR dans l’échelle lagrangienne-spatiale, l’observation des distributions du terme d’offre
laisse entendre qu’une distribution possédant plusieurs composantes serait appropriée
pour suivre les distributions des erreurs dans le modèle.
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Fig. 2.23.: Diagramme XT pour le débit
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Dans un premier temps, une méthode basée sur des mélanges de Dirac a été développée.
Cette méthode possède l’avantage de la simplicité mathématique puisque les distributions
de Dirac se rapprochent fortement d’un cas déterministe. Cependant, l’augmentation consi-
dérable du nombre de composantes dans les distributions des sorties du modèle limite
l’intérêt de mélanges de Dirac par rapport aux tirages de Monte Carlo. En conséquence,
cette méthode a été abandonnée au profit d’une méthode de propagation d’erreurs sous
une forme continue.
En parallèle de la propagation d’erreurs par les mélanges de Dirac, nous avons développé
un deuxième modèle basé sur des distributions sous la forme de mélanges de Loi gaus-
siennes. Les mélanges de loi gaussiennes possèdent l’avantage de profiter de propriétés
mathématiques proches de gaussiennes simples. De plus, le fait de proposer plusieurs
composantes permet l’estimation de distributions non symétriques et non régulières. Le
nombre d’information stockées est réduit en conséquence du nombre faible de compo-
santes gaussiennes utilisés. Cependant, l’algorithme EM permettant l’estimation de la
distribution résultant du maximum du terme de demande et d’offre ralentit considérablement
le processus.
Une des limites d’un tel modèle d’écoulement réside dans le fait qu’au final, la méthode
proposée ne présente pas un avantage considérable en temps de calcul devant uneméthode
de Monte Carlo. Deuxièmement, l’estimation des lois de distribution n’est pas parfaite en
raison de l’utilisation de l’algorithme EM reposant sur un ensemble de particules générées
à partir des termes de demande et d’offre. Cependant, la connaissance parfaite des lois de
distributions n’est pas possible. Des estimations empiriques sont possibles [43].
Concernant les pistes de recherche envisagées pour la propagation d’erreurs dans lemodèle
mésoscopique, on peut citer des travaux permettant de relâcher certaines hypothèses
prises comme l’aspect gaussien des paramètres afin de proposer un modèle d’erreur plus
complet. Aussi, des recherches supplémentaires sont nécessaires afin de développer le
comportement du modèle d’écoulement avec suivi d’erreur dans le cas de discontinuités
sur le réseau comme les divergents et les convergents. Pour le moment, l’étape suivante
propose d’inscrire le modèle développé au centre d’un processus d’assimilation de données
séquentiel afin d’estimer en ligne les conditions internes du modèle.
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3Calage en ligne des conditions
internes du modèle
Partie I : Fusion de données
Les motivations de cette partie sont liées au critère de réactivité pour la gestion du trafic
au quotidien. En effet, le modèle dynamique de trafic propose des prévisions à partir de
conditions initiales et d’une estimation a priori des conditions aux bornes. Des événements
imprévus par le calage des conditions initiales peuvent se produire et modifier les conditions
aux bornes et les conditions internes du modèle. La seconde motivation liée à l’enrichis-
sement du modèle par des données captées est une volonté de réduire les erreurs de
modèle, notamment lors d’occurrence de la congestion. Le Chapitre 2 a permis de mettre en
évidence que les conditions de trafic congestionnées propageaient des erreurs importantes.
La précision et la fiabilité des prévisions lors de congestion est fortement diminuée de par
la variabilité importante des sorties du modèle.
L’enjeu de cette partie est de développer une méthode de fusion de données basée sur un
modèle LWR Lagrangien-Spatial avec propagation d’erreurs. Un des verrous scientifiques
à lever est celui de la fusion de données dans un modèle qui n’est pas dépendant du temps
mais de l’indice de véhicule discret (cf. Chapitre 2). L’estimation des états de trafic et des
erreurs associées à des emplacements où les données ne sont pas recueillies représente
un verrou scientifique. Enfin la réduction des incertitudes, notamment pendant des périodes
de congestion, représente un verrou scientifique lié à l’enrichissement du modèle par des
données captées.
Plan du chapitre
La section 3.1 propose un état de l’art des méthodes d’assimilation de données dans
des domaines autres que celui du trafic. La section 3.2 explore la piste de l’application
d’un filtre de Kalman au modèle LWR et explique les raisons pour lesquelles ce filtre ne
peut être appliqué en l’état. La section 3.3 propose une méthode de fusion de données
compatible avec le LS-LWR-EP. La dernière section 3.4 conclut le chapitre sur la nécessité de
considérer une méthode de mise à jour pour boucler le processus séquentiel d’assimilation
de données.
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3.1 Assimilation de données : Etat de l’art
L’utilisation de données pour corriger un modèle dynamique est un concept datant du milieu
du vingtième siècle. Le processus d’assimilation de données peut être résumé par la Figure
3.1. Il est détaillé dans [114, 64]. De plus ces références présentent les deux courants dans
le domaine de l’assimilation de données :
1. les méthodes variationnelles, aussi appelées méthodes d’interpolation ;
2. les méthodes de filtrage séquentiel.
3.1.1 Méthodes variationnelles
Historiquement, l’assimilation de données est utilisée dans le domaine de la météorologie
pour traiter des problèmes de Prévision Numérique de la Météo 1. En effet, les modèles
dynamiques de météorologie sont des modèles complexes résolus à l’aide de méthodes
aux volumes finis. Les états du modèle dynamique comme la dynamique des masses d’air
dans une cellule particulière à tout instant dépendent des paramètres du modèle et des
états dans les cellules environnantes. De plus, un ensemble de capteurs est déployé dans
la région d’étude comme des capteurs barométriques ou des capteurs hygrométriques.
Les modèles météorologiques subissent les travers caractéristiques de toute simplification
mathématique de phénomènes physiques, à savoir : les erreurs de modèle. L’assimilation
de données consiste donc à utiliser des données réelles dans le modèle météorologique
afin de corriger les conditions internes aux points d’observation. En conséquence, les états
calculés par le modèle sont corrigés en valeur. De plus, la fiabilité des prévisions à court
terme est améliorée. Les problèmes de Prévisions Numériques de la Météo sont résolus
en utilisant des méthodes d’interpolation optimale telles que la méthode variationnelle pour
décrire la structure tri-dimensionnelle de l’atmosphère (3D-Var) ou à quatre dimensions
(4D-Var).
Le Centre Européen pour les Prévisions Météorologiques à Moyen Terme (CEPMMT)
propose une implémentation d’une méthode 3D-Var [101, 33]. De même, le Centre mé-
téorologique canadien propose l’implémentation de la méthode 3D-Var [49]. Dans [65], la
méthode 3D-Var est expliquée comme la recherche d’un jeu de variables permettant la
minimisation des erreurs de modèle et des erreurs d’observation. La méthode utilisée est
celle dite des moindres carrées :
J(x)= (x−xf)TB−1(x−xf)︸ ︷︷ ︸
Erreurs de modèle
+ (H (x)−y)TR−1(H (x)−y)︸ ︷︷ ︸
Erreurs d’observation
(3.1)
où J est la fonction de coût, x est le vecteur des variables, xf le vecteur des variables a priori
à court-terme, y le vecteur des observations,H l’opérateur de transformation des variables
1. Appelé, en anglais, "Numerical Weather Prediction"
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Modèle dynamique
Mise à jour du modèle
Fusion de données
Modèle d’observation
Sorties
Mesures
réelles
du système
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Paramètres
Conditions
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Fig. 3.1.: Schéma de la structure de l’assimilation de données adapté de [64, 114]
du modèle vers les observations (généralement un modèle adapté aux capteurs), R la
matrice de covariance des erreurs d’observation, B la matrice de covariance des erreurs
de modèle. La minimisation est atteinte lorsque le gradient de J est nul. Les modèles
météorologiques et les modèles d’observation étant non linéaires, l’annulation du gradient
n’est pas directe : l’utilisation d’une méthode itérative est recommandée.
La méthode 3D-Var prend en considération des prévisions pour un instant donné. Plus
l’assimilation de données est fréquente, plus les prévisions sont fiables. Cependant, les
modèles de météorologie sont composés de millions voire de dizaines de millions de
variables. Les processus de minimisation de la fonction de coût demandent donc un temps
de calcul important. Un moyen de réduire les temps de calcul est de considérer dans la
méthode plusieurs pas de temps. Ainsi, la méthode intègre la variable temporelle dans
le processus portant le nombre de dimensions considérées à quatre (4D-Var). Dans la
pratique, cette méthode est étudiée pour des problèmes de prévisions numériques de la
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météo [34, 81]. Mathématiquement, l’ajout de prévisions à divers instants se caractérise
par l’ajout de termes dans la fonction de coût (3.1) [65] :
J(x)= ·· ·+ (H2(M (x))−y2)TR−12 (H2(M (x))−y2)︸ ︷︷ ︸
Erreurs liées à un horizon temporel différent
(3.2)
Ici aussi, le processus de minimisation n’est pas direct et nécessite des itérations. Les
méthodes variationnelles n’ont pas été explorées dans le milieu du trafic en raison du succès
des méthodes de filtrage séquentiel pour l’estimation des conditions de circulation.
Les méthodes variationnelles sont intéressantes lorsqu’il s’agit de substituer les états a
priori par les a posteriori dans le modèle dynamique. La façon dont elles sont dissociées du
modèle requiert une mise à jour du modèle [64]. Dans un premier temps, une autre variété
d’assimilation de données a été explorée. La méthode proposée dans ce chapitre et dans
le chapitre 4 se rapproche cependant des méthodes variationnelles.
3.1.2 Les méthodes de filtrages séquentiels
Alors que les météorologues développent les méthodes variationnelles pour répondre au
problème de l’assimilation de données, d’autres méthodes voient le jour dans le domaine
du traitement du signal. Le filtrage séquentiel a été introduit dans les recherches de Kalman
dans les années 60 [63, 62]. Le filtre de Kalman se décompose en plusieurs étapes
permettant de corriger dynamiquement un modèle linéaire séquentiellement par intégration
d’observations. Il est défini historiquement par une équation d’état décrivant le transfert de
la variable d’état de l’instant k à k+1 par la dynamique du système :
xk =Fkxk−1+Bkuk+wk (3.3)
où x désigne le vecteur des variables d’état, Fk la matrice de l’opérateur linéaire décrivant
la dynamique du système, wk un bruit blanc de matrice de covariance Qk. Bkuk est un
terme correspondant à la commande du système dynamique. Afin de faciliter les équations
suivantes, nous n’évoquerons plus le terme de commande (i.e. le système décrit est un
système non commandé). Des capteurs permettent d’effectuer des mesures. Ces mesures
sont liées aux variables d’état par l’équation de mesure linéaire suivante :
yk =Hkxk+vk (3.4)
où yk est le vecteur des variables mesurées,Hk est l’opérateur linéaire permettant de passer
des mesures aux variables d’état et vk est un bruit blanc de matrice de covariance Rk. Le
processus se décline en plusieurs étapes. Dans un premier temps, l’étape de prévision
permet d’estimer a priori l’état du modèle et la matrice de covariance associée grâce à
l’équation d’état. Dans un second temps, le modèle est mis à jour. Le gain de Kalman est
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Prévision
Estimation a priori de l’état xk|k−1 =Fkxk−1|k−1
Estimation a priori de la covariance Pk|k−1 =FkPk|k−1FTk +Qk
Mise à jour
Gain de Kalman Kk =Pk|k−1HTk
(
Rk+HkPk|k−1HTk
)−1
Estimation a posteriori de l’état xk|k = xk|k−1+Kk
(
yk−Hkxk|k−1
)
Estimation a posteriori de la covariance Pk|k(I−KkHk)Pk|k−1(I−KkHk)T +KkRkKTk
Tab. 3.1.: Equations du filtre de Kalman [63, 62]
un scalaire compris entre 0 et 1 permettant de formuler le compromis entre l’état a priori et
l’apport de l’observation récente.
Le filtre de Kalman propose une estimation optimale des états d’un système dynamique
linéaire. Cependant, de manière générale, et notamment dans les modèles dynamiques
de trafic, les modèles ne sont pas linéaires. Ces considérations ont motivé la recherche
d’extensions au filtre de Kalman permettant de relaxer l’hypothèse de linéarité moyennant la
perte de l’optimalité. De plus, les erreurs considérées dans le filtre de Kalman originel sont
gaussiennes. Des travaux ont aussi été menés afin de s’affranchir de cette condition. [10]
présente une vue d’ensemble des déclinaisons du filtre de Kalman et de leurs utilisations
dans le domaine du trafic.
Le filtre de Kalman étendu (EKF) repose sur une linéarisation du modèle dynamique par
un procédé de Taylor [61]. Dans cette extension du filtre, la matrice de l’opérateur linéaire
est remplacée par la matrice jacobienne de l’opérateur non linaire décrivant la dynamique
du système. Le filtre de Kalman étendu a été utilisé pour des problématiques d’estimation
d’états de trafic associées à un modèle dynamique de trafic Eulérien [124, 105]. Une autre
extension du filtre de Kalman levant l’hypothèse de linéarité est le filtre de Kalman "sans
odeur" (UKF) [123]. Elle repose sur l’approximation linéaire par un ensemble de points
lorsque le modèle n’est pas linéarisable. Ce dernier filtre a été utilisé pour l’estimation
des conditions de trafic dans [88]. Il est a noter que les équations de la Table 3.1 sont
adaptées aux changements évoqués dans le filtre de Kalman. Dans sa structure, le filtre
est identique.
Concernant l’hypothèse d’erreurs gaussiennes dans le filtre de Kalman, diverses options
sont présentées dans la littérature permettant de la lever. Sous couvert de linéarité du
modèle dynamique, le Mixture Kalman Filter (MKF) [19] a été introduit. Il permet d’utiliser
le filtre de Kalman avec des erreurs distribuées suivant des mélanges de gaussiennes.
[89] présente une application du MKF pour l’estimation des conditions de trafic. Le moyen
de s’affranchir de l’hypothèse de linéarité et des erreurs gaussiennes est de considérer
des méthodes d’ensemble [48]. Elles sont caractérisées par des réplications du modèle
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dynamique stochastique. Le filtre particulaire repose sur un procédé de réplications pour
la propagation des incertitudes dans le modèle. Ensuite, le jeu de particules est corrigé
en fonction des observations. Pour l’estimation des conditions de trafic, [79] propose une
solution basée sur un filtre particulaire. Une méthode profitant à la fois de la simplicité
du filtre de Kalman et de l’adaptabilité des méthodes d’ensemble est le filtre de Kalman
d’ensemble (EnKF). Ce dernier filtre séquentiel a été utilisé dans l’estimation des conditions
de trafic dans [133, 132, 131].
Les méthodes d’assimilation de données sont multiples mais les modèles d’observation
le sont tout autant. Dans le domaine du trafic, les données disponibles sont issues de
capteurs placés sur le réseau ou embarqués à l’intérieur des véhicules. La section suivante
propose de discuter des données utilisées dans les différentes recherches sur l’assimilation
de données dans le domaine du trafic routier.
3.1.3 Sources de données
Le modèle d’observation peut être exprimé dans les trois échelles de représentation pré-
sentées dans le chapitre introductif, tout comme le modèle d’écoulement. Pour rappel, les
trois échelles de représentation sont (cf. Chapitre 1) :
— l’échelle eulérienne ;
— l’échelle lagrangienne-temporelle ;
— l’échelle lagrangienne-spatiale ;
Pour les deux premières échelles, des travaux sur l’assimilation de données associée à
des modèles d’observation issus de l’échelle de représentation concernés ont été menés.
Dans cette section, nous proposons d’évoquer ces travaux comme des références pour des
échelles de représentation non traitées dans les travaux de thèse. De plus, des moyens
techniques sont proposés, associés aux échelles de représentation.
Traditionnellement, les données trafic captées sont eulériennes et le moyen technologique
associé est la boucle électromagnétique. La boucle électromagnétique est un capteur placé
sous la chaussée permettant de détecter le passage des véhicules (cf. Figure 3.2). La
détection du passage d’un véhicule se fait par la détection de la déformation d’un champ
magnétique entraîné par le passage de la masse métallique que représente le véhicule.
Généralement, les données de boucle électromagnétique sont agrégées temporellement
et permettent de calculer des débits, vitesses moyennes et taux d’occupation ; ce qui en
fait une source de données eulériennes. Concernant l’assimilation de données, pendant
longtemps les données de boucles étaient la seule source de données utilisées dans
les modèles d’observations lorsqu’elles sont associées à un modèle d’écoulement dans
l’échelle de représentation eulérienne [90, 127, 18, 95, 96, 99, 115, 120, 124, 54].
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Fig. 3.2.: Boucles électromagnétiques sous la chaussée - Source : transport-intelligent.net
Avec l’essor des technologies embarquées de l’information, les modèles d’observation ont
évolués vers des représentations plus fines du trafic. Ainsi, des modèles d’observation ont
commencé à prendre en compte l’échelle Lagrangienne-Temporelle. Desmoyens techniques
comme les données issues de GPS embarqués, sont de plus en plus utilisés pour renforcer
les données eulériennes dans des schéma d’assimilation basés sur unmodèle d’écoulement
eulérien [41, 25, 14, 55, 93]. Les données issues de réseaux mobiles ont aussi été utilisées
[102, 126, 55]. Ces données peuvent être issues, entre autres, du projet européen STRIP [?]
ou de l’expérimentation de Berkeley : Mobile millenium [119]. Les données lagrangiennes-
temporelles peuvent être recueillies à l’aide caméra en altitude. C’est le cas des données
issues du projet Next Generation Simulation (NGSIM) utilisées dans [31] où une caméra
était placée en haute d’un immeuble. Les données du projet MoCoPo de l’IFSTTAR [56] sont
issues d’images récupérées depuis un hélicoptère. Plus récemment des expérimentations
sont en cours afin de récupérer des images grâce à un drone. Les données lagrangiennes
ont aussi été utilisées dans des schémas d’assimilation de données associant un modèle
d’écoulement dans une échelle lagrangienne [133, 131, 130, 44, 45].
Les données lagrangiennes-spatiales ne sont pas utilisées pour l’assimilation de données.
Cependant des moyens technologiques permettant de récupérer des données de ce type
existent. Les données de boucles électromagnétiques non agrégées donnent les temps
de passage des véhicules aux emplacements où elles sont situées. Les systèmes LAPI
pour Lecture Automatique de Plaque d’Immatriculation repèrent les véhicules passant dans
le champ d’une caméra et enregistrent leurs temps de passage. Les données d’antennes
Bluetooth détectent le passage des véhicules contenant un appareil équipé de la technologie
Bluetooth lorsqu’ils passent dans le rayon de détection de l’antenne. Ce type de données
est utilisé pour calculer des temps de parcours [47, 128] et pour l’estimation de la demande
(matrice Origine-Destination) [71]. Dans la thèse, le moyen de recueil importe peu puisque
le cadre d’évaluation des méthodes développées utilisent des données synthétiques (i.e.
issues d’un modèle). Cependant, le type d’observations simulées correspond à des temps
de passage aux points d’observation.
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Concernant les erreurs d’observation, en raison du manque de preuves analytiques ou
empiriques, nous considérerons des erreurs gaussiennes. En effet, pour pouvoir mesurer
les erreurs d’une donnée LS il faudrait pouvoir répliquer le temps de passage d’un même
véhicule au même endroit dans les mêmes conditions d’expérience. Cette forme de dis-
tribution possède des avantages mathématiques permettant de développer la méthode
de fusion. En conclusion, le modèle d’observation représente les temps de passage des
véhicules au point d’observation distribués selon des Gaussiennes.
3.2 Applications du filtre de Kalman
Dans l’objectif de développer un schéma d’assimilation de données prenant en compte
les erreurs du modèle LWR Lagrangien-Spatial, la formulation du modèle sous la forme
d’équation de Kalman a été explorée. La section 3.2.1 est consacrée à l’application à un
schéma eulérien, la section 3.2.2 est consacrée à l’application à un schéma Lagrangien-
Temporel et la section 3.2.3 à un schéma Lagrangien-Spatial.
3.2.1 Application à un schéma eulérien
Le filtre de Kalman repose sur le modèle LWR dans sa formulation eulérienne (dans l’espace
(t,x)) liant le débit q et la concentration k. L’équation de conservation est rappelée :
∂κ
∂t
+ ∂q
∂x
= 0 (3.5)
L’élément permettant de résoudre cette équation aux dérivées partielles est le diagramme
fondamental (DF). Nous proposons de faire l’hypothèse d’un DF triangulaire. Il est présenté
en Figure 3.3. Les paramètres du diagramme fondamental dans le système de coordonnées
eulérien sont : u la vitesse libre, κx la densité maximale et w la vitesse maximale de
remontée d’onde de congestion. Avec adjonction du diagramme fondamental, l’équation de
conservation (3.5) devient :
∂κ
∂t
+ ∂ (Q(κ))
∂x
= 0 (3.6)
L’objectif est de résoudre l’équation grâce à un schéma aux volumes finis : le schéma de
Godunov [51]. Pour cela, on discrétise l’espace (t,x) en cellules (∆t,∆x) et on obtient la
relation :
κ(t+∆t,x)−κ(t,x)= ∆t
∆x
[
Q (κ(t,x−∆x))−Q(κ(t,x))
]
(3.7)
Pour la stabilité d’un tel schéma numérique, la condition de Courant-Friedrichs-Levy (CFL)
[32] impose : ∆t ≤∆x/u. Cela signifie qu’un état de trafic ne doit pas traverser plus d’un
intervalle spatial pendant un intervalle de temps. Le Cell Transmission Model (CTM) [36, 37]
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κq
u
κx
w
q=Q(κ)
Fig. 3.3.: Diagramme fondamental triangulaire en formulation eulérienne
∆x ∆x ∆x ∆x
q0 q1 q2 qm−2 qm−1 qm
κ1 κ2 κm−1 κm
Fig. 3.4.: Discrétisation du réseau pour le CTM
proposé par Daganzo en 1995 est une implémentation du schéma aux volumes finis défini
dans l’équation (3.7). En effet, le réseau est divisé en un ensemble dem cellules de longueur
∆x tel qu’il est présenté en Figure 3.4. Le débit d’entrée est une condition aux limites. Avec
cette formulation, l’équation d’état devient :
κ1(t+∆t)= κ1(t)+ ∆t
∆x
[
q0(t)−Q(κ1(t))
]
κi(t+∆t)= κi(t)+ ∆t
∆x
[
Q(κi−1(t))−Q(κi(t))
]
, si 2≤ i ≤m
(3.8)
On définit la discrétisation temporelle comme un ensemble d’instants espacés de ∆t et in-
dexés par k pour correspondre aux formulations usuelles du filtre de Kalman. Le diagramme
fondamental tel qu’il est présenté en Figure 3.3 présente des régularités intéressantes :
(i) pour chaque valeur de densité k il existe une et une seule valeur de débit q,
(ii) les branches du diagramme fondamental sont linéaires.
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Ainsi, soit un instant k arbitraire, soit une cellule 2≤ i ≤m, on peut réécrire l’équation d’état :
κi,k+1 =

(
1− ∆t
∆x
u
)
κi,k+
∆t
∆x
uκi,k−1 , si κi,k ≤ κc et κi−1,k ≤ κc(
1+ ∆t
∆x
w
)
κi,k+
∆t
∆x
uκi,k−1−
∆t
∆x
wκx , si κi,k ≥ kc et κi−1,k ≤ kc(
1− ∆t
∆x
u
)
κi,k−
∆t
∆x
wκi,k−1+
∆t
∆x
wκx , si κi,k ≤ κc et κi−1,k ≥ κc(
1+ ∆t
∆x
w
)
κi,k−
∆t
∆x
wκi,k−1 , si κi,k ≥ κc et κi−1,k ≥ κc
(3.9)
et pour le cas restant :
κ1,k+1 =

(
1− ∆t
∆x
u
)
κ1,k+
∆t
∆x
q0 , si κi,k ≤ κc(
1+ ∆t
∆x
w
)
κ1,k+
∆t
∆x
q0− ∆t
∆x
wκx , si κi,k ≥ κc
(3.10)
On définit le vecteur d’état x= (κ1, ...,κm,κx). κx a été ajouté au vecteur d’état afin de rendre
les équations linéaires. Sans ça, les équations auraient un caractère affine puisque la
densité maximum de véhicule est une constante et un paramètre du modèle. De manières
directe, l’équation d’état associée à κx est : κx,k+1 = κx,k. On remarque que les équations
(3.9) et (3.10) possèdent des termes linéaires au vu du vecteur d’état x et des termes
indépendants de celui-ci. Ainsi, on peut créer Fk, Bk, uk, Qk et wk ∼N (0,Qk) tels que
l’équation d’état vectorielle soit :
xk+1 =Fkxk+Bkuk+wk (3.11)
Concernant le modèle d’observation, faisons l’hypothèse que le réseau est équipé de
boucles électromagnétiques permettant de récupérer des informations de débit, de vitesse
et de taux d’occupation. La relation liant le taux d’occupation et la densité de véhicule est la
suivante [67] :
τ= (L+ l)κ (3.12)
où L est la largeur moyenne des véhicules et l la longueur de la boucle. Soit un instant k,
définissons yk = (τ1,k, ...,τo,k, ...,τO,k) le vecteur des mesures des taux d’occupation des o
boucles installées sur le réseau. On fait l’hypothèse qu’une cellule i ne contient au maximum
qu’une boucle. Pour chaque boucle o, on définit io comme l’unique cellule qu’elle définit.
Dans ces cas, la relation (3.12) est définie et linéaire. Ainsi, on crée la matrice Hk, de
dimension O×m permettant de faire correspondre les m variables d’états aux O variables
de mesure. On introduit un vecteur de bruit gaussien : vk ∼N (0,Rk). Finalement, avec les
indications données, l’équation de mesure est :
yk =Hkxk+vk (3.13)
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sv
u+w
kxw
u
v=V (s)
Fig. 3.5.: Diagramme fondamental triangulaire en formulation Lagrangienne-Temporelle
Sous réserve d’estimer les matrices de covariances Qk et Rk, le filtre de Kalman est
complètement défini pour résoudre le modèle LWR dans le système de coordonnées
eulérien.
3.2.2 Application à un schéma Lagrangien Temporel
Le filtre de Kalman repose sur le modèle LWR dans sa formulation eulérienne (dans l’espace
(t,x)) liant la vitesse v et l’espace inter-véhiculaire s. L’équation de conservation est rappelée :
∂s
∂t
+ ∂v
∂n
= 0 (3.14)
Le diagramme fondamental triangulaire dans l’échelle Lagrangienne-Temporelle est pré-
senté en Figure 3.5. Les paramètres du diagramme fondamental dans le système de
coordonnées eulérien sont : u la vitesse libre et sc l’espace inter-véhiculaire critique. Pour
des raisons de cohérence, nous continuerons à utiliser les paramètres u, w et κx. On note
notamment que :
sc = 1
κc
= u+w
wκx
(3.15)
Avec le diagramme fondamental, l’équation de conservation (3.14) devient :
∂s
∂t
+
∂
(
V (s)
)
∂x
= 0 (3.16)
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sN s2
vN vN−1 v2 v1· · ·
Fig. 3.6.: Discrétisation du réseau pour l’application à l’échelle Lagrangienne-Temporelle
L’objectif est de résoudre l’équation toujours grâce au schéma de Godunov [51]. Pour cela,
on discrétise l’espace (t,n) en cellules (∆t,∆n) et on obtient la relation :
s(t+∆t,n)− s(t,n)= ∆t
∆n
[
V (s(t,n−∆n))−V (s(t,n))
]
(3.17)
Dans un modèle microscopique, il est intéressant de s’intéresser aux trajectoires de l’en-
semble des véhicules. Ainsi, le choix ∆n= 1 s’impose et l’équation devient :
s(t+∆t,n)− s(t,n)=∆t
[
V (s(t,n−1))−V (s(t,n))
]
(3.18)
Pour la stabilité d’un tel schéma numérique, la condition de Courant-Friedrichs-Levy (CFL)
[32] impose dans (3.18). : ∆t ≤ 1/C où C représente la capacité du lien (C = uκc). Cela
signifie qu’un véhicule ne doit pas pouvoir être confondu avec un autre lors de deux
instants consécutifs. La discrétisation du problème ainsi que la représentation graphique
des variables sont présentées en Figure 3.6. La vitesse du véhicule leader v1 est une
condition aux limites. Avec cette formulation, l’équation d’état devient :s1(t+∆t)=+∞si(t+∆t)= si(t)+∆t [V (si−1(t))−V (si(t))] , si 2≤ i ≤m (3.19)
On définit la discrétisation temporelle comme un ensemble d’instants espacés de ∆t et in-
dexés par k pour correspondre aux formulations usuelles du filtre de Kalman. Le diagramme
fondamental tel qu’il est présenté en Figure 3.5 présente des régularités intéressantes :
(i) pour toute valeur d’écart inter-véhiculaire s il existe une et une seule valeur de vitesse
v,
(ii) les branches du diagramme fondamental sont linéaires.
Ainsi, soit un instant k arbitraire, soit un véhicule 2≤ i ≤N, on peut réécrire l’équation d’état :
si,k+1 =

(1+C∆t) si,k−C∆tsi,k−1 , si si,k ≤ sc et si−1,k ≤ sc
u∆t−C∆tsi−1,k , si si,k ≥ sc et si−1,k ≤ sc(
1+ ∆t
C
)
si,k−u∆t , si si,k ≤ sc et si−1,k ≥ sc
si,k , si si,k ≥ κc et si−1,k ≥ κc
(3.20)
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On définit le vecteur d’état x= (s1, ..., sm,u). u a été ajouté au vecteur d’état afin de rendre les
équations linéaires. Sans cet ajustement, les équations auraient un caractère affine puisque
la vitesse fluide est une constante et un paramètre du modèle. De manière directe, l’équation
d’état associée à u est : uk+1 = uk. On remarque que les équations (3.20) possèdent des
termes linéaires au vu du vecteur d’état x et des termes indépendants de celui-ci. Ainsi, on
peut créer Fk, Bk, uk, Qk et wk ∼N (0,Qk) tels que l’équation d’état vectorielle soit :
xk+1 =Fkxk+Bkuk+wk (3.21)
Réflexions sur le modèle d’observation
Pour le filtre de Kalman, l’équation de mesure doit avoir la forme :
yk =Hkxk+vk (3.22)
Elle doit être linéaire en fonction du vecteur d’état comme pour l’échelle de représentation
eulérienne et les données de boucle électromagnétiques. En l’état, la variable d’état prend
en compte l’ensemble des espaces inter-véhiculaires des véhicules. On peut imaginer une
solution basée sur des mesures par caméra. Les véhicules équipés de radar peuvent aussi
capter leurs espaces inter-véhiculaires et agir en conséquence pour le contrôle [53].
Dans [130], Yuan propose un schéma d’assimilation de données dans l’échelle de repré-
sentation lagrangienne-temporelle. Le processus développé repose sur un filtre de Kalman
étendu. La formulation de l’équation d’état n’est pas rigoureusement identique dans la
mesure où le diagramme fondamental considéré n’est pas triangulaire. Une version non
linéaire par morceau est utilisée : la formulation de Greenshield [52]. De plus, le modèle
d’observation est discuté en détail ainsi que les données disponibles appartenant aux trois
échelles de représentation.
3.2.3 Application à un schéma Lagrangien Spatial
Dans la mesure ou les formulations proposées dans le Chapitre 2 relèvent de l’échelle
Lagrangienne-Spatiale, la possibilité de retranscrire les formulation d’un filtre de Kalman
dans cette échelle de représentation doit être discutée. L’objectif est maintenant d’adapter
la démarche proposée pour l’échelle eulérienne dans l’échelle Lagrangienne-Spatiale. Pour
cela, on utilise le système de coordonnées Lagrangien-Spatial : (n,x). Dans ce système de
coordonnées, l’équation de conservation est la suivante :
∂h
∂x
− ∂p
∂n
= 0 (3.23)
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h=H(p)
Fig. 3.7.: Diagramme fondamental triangulaire en formulation Lagrangienne-Spatiale
Où p est l’inverse de la vitesse (pace) et h l’écart temporel (headway). Le diagramme
fondamental en échelle mésoscopique est convexe. Faisons l’hypothèse d’un DF triangulaire
défini par les mêmes paramètres u, w et kx. Le FD est illustré en Figure 3.7.
La résolution de l’équation de conservation par un schéma aux volumes finis passe par la
discrétisation de l’espace en cellules (∆n,∆x). En intégrant sur ces cellules, l’équation de
conservation devient :
p(n+∆n,x)− p(n,x)= ∆n
∆x
[
H(p(n,x+∆x))−H(p(n,x))
]
(3.24)
La branche fluide du diagramme fondamental pose problème. En effet, en situation fluide, le
diagramme fondamental ne possède pas les propriétés requises pour résoudre le modème
LWR à l’aide d’un schéma de Godunov. Pour un rythme valant 1/u il existe une infinité
de temps inter-véhiculaires. Une symétrie axiale du problème par rapport à la première
bissectrice du plan (h= p) n’améliore guère la solution. La raison vient encore de la forme du
diagramme fondamental. Dans le cas où le diagramme fondamental aurait été transformé
(cf. Figure 3.8) on remarque qu’il existe plusieurs valeurs de rythme pour chaque temps
inter-véhiculaire. Ainsi, l’équation d’état du filtre de Kalman ne peut être définie avec le
diagramme fondamental de l’échelle Lagrangien-Spatial.
Conclusion
Cette étude des différentes échelles de filtre de Kalman pour l’assimilation de données
appliquée à unmodèle de trafic routier ne marque pas la fin des possibilités d’enrichissement
du GM-LS-LWR par des données captées. En effet, même si un filtre de Kalman tel quel ne
peut être appliqué, certaines étapes propres de ce type de filtre peuvent être appliquées.
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hp
p= P(h)
Fig. 3.8.: Diagramme fondamental inversé
Ainsi, dans la suite du chapitre, nous proposons de définir une méthode de fusion de
données compatible avec le modèle développé dans le Chapitre 2. Ce processus de fusion
de données pourra rappeler, de par certaines formulations, un filtre de Kalman.
3.3 Processus de fusion de données séquentiel en
indice de véhicule
Un filtre de Kalman pour uneméthode d’assimilation de données n’est pas envisageable pour
le cas de l’échelle de représentation Lagrangienne-Spatiale. Nous avons alors développé
une méthode de fusion de données séquentielle en indice de véhicule a été utilisée. Cette
méthode a été développée afin de correspondre aux sorties du modèle GM-LS-LWR
développé dans le chapitre précédent. Les différentes étapes du filtre de Kalman (cf. Table
3.1) ne sont pas oubliées pour autant. En effet, la méthode utilisée possède des analogies
fortes avec un filtre de Kalman. Dans un premier temps, il est intéressant de reprendre la
vision globale de l’assimilation de données.
3.3.1 Séquencement
Le schéma d’assimilation de données est décrit dans [114] et [64], et illustré en Figure 3.1.
Le modèle de trafic, au centre du processus est décrit dans le Chapitre 2. Une observation
importante peut être faite en comparant les processus d’assimilation de données décrits
dans l’état de l’art et le modèle de trafic développé. Il s’agit d’expliquer la notion de séquence.
Que ce soit dans le domaine du trafic ou dans d’autres domaines (météorologie, traitement
du signal, ...) les séquences sont relatives au temps. Cette notion de séquence est cohérente
avec la dynamique du modèle dépendante de la variable temporelle.
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Dans [45], une méthode d’assimilation de données basée sur le modèle LWR Lagrangien-
Spatial a été développée. Ces travaux ont permis de montrer qu’il est possible d’enrichir
le modèle LWR Lagrangien-Spatial avec des données captées. L’assimilation de données
séquentielle est faite par pas de temps. Le modèle de base est toujours discrétisé en
indice de véhicule mais l’assimilation de données est déclenchée à intervalle de temps
régulier. Dans ces travaux, les erreurs de modèle et d’observation ne sont pas prises en
compte. Ainsi, le calcul dans le cas déterministe est plus simple et offre donc plus de liberté
quant au choix des variables utilisées pour l’assimilation de données. En effet, dans [45]
les pas d’assimilation permettent de caler des débits agrégés en fonction de données
de boucles captées. Dans le cas où les indices de véhicules sont discrets mais que les
distributions de probabilités sont continues, le problème de l’agrégation et de la mise à jour
du modèle devient complètement différent. Un des moyens de résoudre ce problème est
de ne pas agréger les véhicules. Le fait de considérer les véhicules indépendamment les
uns des autres implique un autre choix de séquencement pour la méthode d’assimilation
de données : le séquencement en indice de véhicules.
Pour résumer, l’avantage du séquencement par pas de temps est que la méthode a été
validée dans le cas d’un modèle dynamique sans suivi des erreurs de modèle. Cependant,
elle possède aussi un inconvénient en termes de condition CFL [32] pour des larges réseaux.
En effet, afin d’assurer la stabilité du schéma numérique, le pas de temps d’assimilation doit
être divisé en plusieurs pas de plus petite amplitude afin de respecter la condition CFL pour
les courtes cellules. Cet inconvénient est traité dans [45] dans la mise à jour du modèle.
Concernant l’avantage du séquencement en indice de véhicule, il permet de développer
une méthode d’assimilation basée sur un modèle discrétisé en indice de véhicule avec suivi
d’erreurs de modèles. De plus, les formulations sont proches des formulations du filtre de
Kalman. L’originalité de ce choix de séquencement est qu’il n’a pas été développé, et par
conséquent validé, dans la littérature. Au regard de la formulation du modèle dynamique
développé dans le chapitre précédent et parce qu’il représente un verrou scientifique, nous
faisons le choix d’un séquencement en indices de véhicules.
3.3.2 Processus de fusion de données
Le processus de fusion de données prend en compte :
— des états observés issus dumodèle d’observation sous la forme de temps de passages
aléatoires distribués suivant des Gaussiennes ;
— des états a pirori issus du LS-LWR-EP sous la forme de temps de passages aléatoires
distribués suivant des mélanges de Gaussiennes ;
Dans la suite du développement, le point du réseau considéré pour l’assimilation, désigné
par x, est le point où le capteur est placé.
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Fig. 3.9.: Schéma de concept du processus de fusion de données avec les notations adaptées au
LS-LWR-EP
La Figure 3.9 représente une version schématique du processus de fusion de données.
Le code couleur : rouge pour les états a priori, bleu pour les états observés et vert pour
les états a posteriori se retrouveront en fin de chapitre dans les tests unitaires. Les flèches
représentent la façon dont les variables vont intervenir dans les différentes étapes du
processus. Les références aux équations qui correspondent aux différentes étapes du
processus de fusion de données sont écrites à côté du processus correspondant.
3.3.2.1 Base théorique : Processus multivarié
Dans un premier temps, nous présentons la théorie telle qu’elle est présentée dans [109]. Il
s’agit de la fusion de données pour un état a pirori défini par plusieurs variables. L’ensemble
de ces variables forme un mélange multivarié de Gaussiennes . Les moyennes sont donc
remplacées par des vecteurs de moyennes et les écarts-types sont remplacés par des
matrices de variances-covariances.
Notations
Soit X le vecteur des variables aléatoires. X est supposé être distribué suivant un mélange
multivarié de lois gaussiennes, soit :
pX(x)=
M∑
j=1
pi jN
(
x,ex, j,Vx, j
)
(3.25)
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ex, j est le vecteur des espérances de la composante j. Vx, j est la matrice des variances-
covariances de la composante j. M est le nombre de composantes. pi j est le poids associé
à la composante j (scalaire entre 0 et 1) avec :
M∑
j=1
pi j = 1 (3.26)
N (x,e,V) désigne la distribution Gaussienne pour les paramètres correspondants. Sa
formulation multivariée est la suivante :
N (x,e,V)= 1
(2pi)n/2|V|1/2e
− 12 (x−e)TV−1(x−e) (3.27)
Développement mathématique
Les notations précédentes sont maintenant utilisées dans un contexte de fusion de données.
La fusion de données consiste en 3 étapes :
— la définition de l’état a priori (·) f par le modèle dynamique ;
— la définition du modèle d’observation permettant de lier les mesures brutes aux états
observés (·)o ;
— la définition de l’état a posteriori (·)a résultat de la fusion de données.
L’état a priori X f est calculé grâce au modèle. Dans le cadre actuel, on considère que le
modèle est capable d’estimer l’état a pirori sous la forme d’une variable aléatoire distribuée
suivant un mélange de lois gaussiennes :
pX f (x)=
M∑
j=1
pi
f
jN
(
x,eX f , j,VX f , j
)
(3.28)
Le modèle d’observation est défini comme multivarié et suivant une loi gaussienne.
pXo|X(y|x)=N
(
y,Hx,R
)
(3.29)
avecH la matrice de l’opérateur linéaire envoyant les données brutes sur les états observés.
Le modèle d’observation doit être linéaire ou linéarisable. Dans le cas ou la fonction
d’observation n’est pas linéaire mais linéarisable,H est la matrice Jacobienne de la fonction
d’observation.
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L’état a posteriori est défini comme Xa =X|Xo. Cette notation stipule que l’état d’analyse est
l’état du système sachant les états observés. Il est formulé sous la forme d’un mélange de
lois gaussiennes paramétré comme suivant :
pX|Xo (x|y)=
M∑
j=1
piajN
(
x,eXa, j,VXa, j
)
(3.30)
Dans [64], les méthodes des moindres carrés, de maximum de vraisemblance ou le théo-
rème de Bayes sont comparées. La conclusion qui en ressort est que les paramètres
permettant de minimiser la fonction de coût (moindres carrés), de maximiser la vraisem-
blance sont les mêmes que ceux calculés grâce au théorème de Bayes. Les paramètres
piaj , eXa, j et VXa, j sont calculés en utilisant la formule d’inférence bayésienne [109]. D’après
cet article, les calculs sont les suivants :
piaj =
pi
f
j ×N
(
y,HeX f , j,HVX f , jHT +R
)
∑M
m=1pi
f
m×N
(
y,HeX f ,m,HVX f ,mHT +R
)
eXa, j = eX f , j+K j
(
y−HeX f , j
)
VXa, j =
(
I−K jH
)
VX f , j
(3.31)
où K j est la composante j du gain :
K j =VX f , jHT
(
HVX f , jH
T +R
)−1
(3.32)
Cette formulation multivariée sert de base pour la méthode de fusion de données utilisée
dans les parties suivantes. Cependant, dans notre cas d’étude, l’utilisation d’un processus
multivarié n’est pas nécessaire. En effet, les temps de passage sont indépendant et considé-
rés individuellement les uns des autres. D’après les résultats de cette partie, on peut définir
les formulations recherchées dans le processus de fusion de données mono-variable.
3.3.2.2 Formulations adaptée au LS-LWR-EP
On part du principe que l’on dispose à la fois de l’observation et de la prédiction pour le
temps de passage du véhicule n au point x. D’après les hypothèses, le modèle d’observation
permet de disposer d’un état observé prenant la forme d’un temps de passage observé
distribué selon une Gaussienne simple. On définit ainsi l’état observé par sa moyenne
µTo(n,x) et son écart-type σTo(n,x) :
To(n,x)∼N
(
µTo(n,x),σTo(n,x)
)
(3.33)
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L’état a priori est défini comme une variable aléatoire distribuée selon un mélange de
gaussiennes à J > 0 composantes gaussiennes. Il est donc défini par l’ensemble des
paramètres composant sa distribution : l’ensemble des poids, moyennes et écarts-types :
T f (n,x)∼
J∑
j=1
pi
( j)
T f (n,x)N
(
µ
( j)
T f (n,x),σ
( j)
T f (n,x)
)
(3.34)
L’état a posteriori est recherché tel que sa distribution ait aussi la forme d’un mélange
de Gaussienne à J composantes. D’après [109], le nombre de composantes de l’état a
posteriori est le même que le nombre de composantes de l’état a pirori.
Ta(n,x)∼
J∑
j=1
pi
( j)
Ta(n,x)N
(
µ
( j)
Ta(n,x),σ
( j)
Ta(n,x)
)
(3.35)
L’ensemble des variables recherchées est décrit dans l’équation suivante :{
pi(1)Ta(n,x), ...,pi
(J)
Ta(n,x),µ
(1)
Ta(n,x), ...,µ
(J)
Ta(n,x),σ
(1)
Ta(n,x), ...,σ
(J)
Ta(n,x)
}
(3.36)
3.3.2.3 Développement
Les formulations relatives au LS-LWR-EP sont adaptées des formulations générales avec
des mélanges multivariés de Gaussiennes. La démarche proposée est mono-variable. La
démonstration des formules pour une démarche de ce type est présentée dans la section
E. D’après l’équation (3.32), la jème composante du gain de Kalman multi-modal est :
K j =
(
σ
( j)
T p(n,x)
)2 ((
σ
( j)
T p(n,x)
)2+ (σTo(n,x))2)−1 (3.37)
La jème composante du gain est un scalaire compris entre 0 et 1. Il est exclusivement défini
par les jème variances des états a pirori et observés. L’analyse des variations de K j en
fonction des variances des variables d’entrée permet de souligner un comportement que
l’on peut décrire en trois cas.
1. Les observations sont bien moins précises que les prédictions. Mathématiquement
cela se traduit par une prépondérance de la variance de l’état observé sur l’état a
pirori 2 : σ( j)T p(n,x) = o(σ
( j)
To(n,x)). Dans ce cas, K j tend vers 0.
2. Dans le cas contraire où les prédictions sont bien moins précises que les observations,
la formulation mathématique décrit une prépondérance de la variance de l’état a pirori
sur la variance de l’état observé : σ( j)To(n,x) = o(σ
( j)
T p(n,x)). Dans ce cas, K j tend vers 1.
2. Le o(·) représente ici la notation de Landau signifiant que la variable étudiée est négligeable devant la
variable à l’intérieur des parenthèses.
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3. Dans le cas limite où les deux variances sont identiques, K j tend vers 1/2.
Les cas extrêmes 0 et 1 ne sont jamais atteints puisqu’ils correspondent à des cas sans
erreur. Ainsi, K j est strictement compris entre 0 et 1.
Les équations du groupe (3.31), fournissent les formulations des moyennes, des variances
et des poids de l’état a posteriori. Dans le cas scalaire, la formule permettant le calcul de la
moyenne de la composante j du mélange de Gaussienne de l’état a posteriori est :
µ
( j)
Ta(n,x) =µ
( j)
T p(n,x)+K ( j)
(
µTo(n,x)−µ( j)T p(n,x)
)
(3.38)
Elle est définie en fonction de la moyenne de la jème composante du temps de passage
a pirori, de la moyenne du temps de passage observé et de la jème composante du gain.
D’après la définition du gain, la moyenne de l’état a posteriori est forcément comprise entre
la moyenne de l’état a pirori et la moyenne de l’état observé. Dans le cas 1, la moyenne de
l’état a posteriori tend vers l’état a pirori. Dans le cas 2, la moyenne de l’état a posteriori tend
vers l’état observé. Dans le cas 3, lorsque les erreurs sont les mêmes sur les états a priori
et observés, la moyenne de l’état a posteriori tend vers le juste milieu entre la moyenne de
l’état a pirori et la moyenne de l’état observé.
L’équation suivante donne la variance de la composante j de l’état a posteriori en fonction de
la composante j du gain de Kalman et de la variance de la composante j de la distribution
de l’état a pirori. (
σ
( j)
Ta(n,x)
)2 = (1−K ( j))(σ( j)T p(n,x))2 (3.39)
Sachant que la composante j du gain de Kalman est compris entre 0 et 1, la variance de la
composante j de l’état a posteriori est toujours inférieure à la variance de la composante
j de l’état a pirori. Cette propriété est classique pour un processus de fusion de données
bayésien comme la méthode utilisée ou le filtre de Kalman classique.
La dernière équation décrit le calcul des poids de la distribution de l’état a posteriori :
pi
( j)
Ta(n,x) =
pi
( j)
T p(n,x)×N (µTo(n,x),µ
( j)
T p(n,x), (σ
( j)
T p(n,x))
2+ (σTo(n,x))2)∑M
m=1pi
( j)
T p(n,x)×N (µTo(n,x),µ(m)T p(n,x), (σ(m)T p(n,x))2+ (σTo(n,x))2)
(3.40)
Il est à noter que par sa définition, chaque poids est compris entre 0 et 1. De plus, la
somme de tous les poids est égale à 1. On obtient donc comme convenu un mélange
de gaussiennes pour l’état a posteriori. Le calcul des poids est expliqué en détail dans la
section suivante.
Des tests unitaires ont été effectués avec des distributions arbitraires permettant d’explorer
les 3 cas décrits. Les illustrations sont présentées en Figure 3.10. L’état a pirori est décrit
par la distribution rouge, l’état observé par la distribution bleue et l’état a posteriori par la
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Fig. 3.10.: Illustration du processus de fusion de données. Dans (a), la variance de l’observation
est inférieure à la variance de la prévision. Dans (c), c’est strictement l’inverse. Dans (b),
les deux variances sont quasiment égales.
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distribution verte. Pour les états distribués suivant des mélanges de Gaussiennes (pré-
diction et synthèse), une courbe en trait plein représente la vision globale du mélange de
Gaussiennes. Les courbes en tirets représentent les composantes des distributions.
La Figure 3.10a représente le cas 1 décrit précédemment. Pour les entrées, les distributions
parlent d’elles mêmes. La distribution de l’état observé est beaucoup plus étalée que la
distribution de l’état a pirori ce qui signifie que la prédiction est plus précise que l’observation.
Dans ce cas, la distribution de l’état a posteriori est très proche de celle de l’état a pirori.
Ce qui est cohérent avec l’équation des moyennes (3.38). De plus, la distribution de l’état
a posteriori semble légèrement plus resserrée que la distribution de l’état a pirori et son
maximum est plus haut. En conclusion, l’état a posteriori est plus précis que l’état a pirori et
par conséquent plus précis que l’état observé. Dans la Figure 3.10b, le cas 2 est illustré. Les
conclusions sont symétriques aux conclusions précédentes. En effet, ici, l’état a posteriori
est proche de l’état observé et plus précis que les deux entrées de la fusion de données.
La dernière illustration en Figure 3.10c illustre le cas 3. Dans ce cas, les deux distributions
en entrée ont la même variance globale. L’état a posteriori résultant du processus de fusion
de données est placé au juste milieu entre les distributions des états a pirori et observé.
De plus, la variance de l’état a posteriori est réduite fortement comparativement aux deux
autres variances. D’après les équations (3.39) et (3.37), la variance est même réduite de
moitié. L’annexe E expose et justifie les formules utilisées dans la méthode de fusion.
3.4 Conclusion du chapitre
Dans ce chapitre nous avons développé un processus de fusion de données prenant place à
l’intérieur d’un processus d’assimilation de données séquentiel. D’après l’omniprésence des
déclinaisons du filtre de Kalman dans les problématiques d’assimilation de données liées au
trafic tant dans l’échelle eulérienne que Lagrangienne-Temporelle, le verrou scientifique à
lever est la transposition de la méthode à une échelle lagrangienne spatiale. Le diagramme
fondamental dans cette échelle de représentation possède une irrégularité qui n’est pas
présente dans le diagramme fondamental dans l’échelle de représentation eulérienne. En
effet, la branche fluide du diagramme fondamental triangulaire en échelle Lagrangienne-
Spatiale est verticale, ce qui empêche l’utilisation d’un schéma de Godunov pour résoudre
le modèle.
Prenant appui sur un processus bayésien proche du filtre de Kalman, une méthode de fusion
de données associées à des états a priori distribués selon des mélanges de Gaussiennes
a été développée. Elle permet d’obtenir des états a posteriori possédant la forme de
mélange de Gaussiennes décrites par leurs poids, moyennes et écarts types. L’ensemble
des variables de sortie du processus de fusion est calculé en fonction des caractéristiques
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des distributions observées et a priori. La méthode de fusion de données permet de se
rapprocher des états a priori ou observés en fonction de leurs précisions. Les illustrations
fournies permettent d’avoir une idée pratique du concept.
Afin de pouvoir correctement caler les conditions internes du modèle, il faut boucler le
processus d’assimilation de données. La dernière étape de la boucle est la mise à jour du
modèle afin de corriger les états du modèle en adéquation avec les résultats de la fusion
de données. Dans le chapitre suivant, nous pourrons valider la méthode d’assimilation de
données avec suivi des incertitudes dans sa globalité.
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4Calage en ligne des conditions
internes du modèle
Partie II : Bouclage de l’assimilation
de données
Le schéma d’assimilation de données, fil rouge des chapitres 2 à 4, est rappelé en Figure
4.1. Les cases ont été colorées selon l’avancement au terme des trois premiers chapitres. Le
modèle d’écoulement Lagrangien-Spatial avec suivi des erreurs de modèle est disponible
en Chapitre 2. Les formulations de la méthode de fusion de données sont le sujet du
Chapitre 3. En sortie de fusion de données, les états a posteriori sont calculés en fonction
des états a priori et des observations. Cependant, les formulations proposées dans le
Chapitre 3 n’ont pas de lien direct avec le modèle d’écoulement. En effet, les états sont
décrits par leurs caractéristiques mathématiques mais n’ont pas de sens physique.
Ce chapitre présente la méthode de mise à jour du modèle ; c’est à dire la manière dont
les états a posteriori doivent être réinjectés dans le modèle d’écoulement. Cette étape
est critique pour le bouclage du schéma d’assimilation. Ainsi, ce qui est proposé est un
modèle d’écoulement proposant un suivi des erreurs de modèle et un calage séquentiel et
automatique des conditions internes en fonction de données captées sur le terrain. Pour
rappel, le contexte et l’état de l’art de l’assimilation de données et de la mise à jour de
modèle notamment pour des applications de type filtre de Kalman est en Chapitre 3.
L’organisation du chapitre est la suivante. La Section 4.1 présente les deux méthodes
de mise à jour du modèle en compétition pour le bouclage du schéma d’assimilation de
données. La Section 4.2 s’attache à la conception du processus de validation utilisé pour
mettre à l’épreuve les méthodes proposées. La Section 4.3 compare les résultats des
méthodes appliquées aux scénarios conçus. Dans la Section 4.4, une discussion autour
de la capacité du schéma d’assimilation à correctement propager les états de trafic en
présence d’un défaut de calage dans les paramètres du modèle d’écoulement est menée.
Enfin, la Section 4.5 conclut sur les avancées du chapitre et démontre la nécessité de
caler les paramètres du modèle en temps réel faisant le lien avec le dernier chapitre de la
thèse.
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Fig. 4.1.: Assimilation de données au terme du Chapitre 3
4.1 Présentation des méthodes
Dans cette section, les deux méthodes de mise à jour du modèle sont présentées. La
première méthode est simple et directe. La deuxième méthode est plus complexe et fait
appel à des remaniements dans le comptage des véhicules en simulation.
4.1.1 Simple substitution des états a priori par les états a posteriori
dans le modèle d’écoulement (M.1)
Dans un premier temps, la méthode de mise à jour du modèle explorée est une méthode
directe et présentant une faible complexité. Cette méthode se résume par la simple substi-
tution des états a priori par les états a posteriori dans le modèle d’écoulement. Le schéma
en Figure 4.2 représente une vision simple de la méthode de mise à jour. Elle consiste en
une correspondance absolue entre chaque véhicule simulé et chaque véhicule observé.
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Fig. 4.2.: Représentation schématique de la méthode de simple substitution
Cette méthode est appelée (M.1) dans la suite du chapitre. Afin de tester la méthode, des
scénarios sont conçus dans la section suivante. Pour les résultats relatifs à cette méthode,
il faut d’abord présenter la deuxième méthode de la compétition.
4.1.2 Manipulation des indices des véhicules (M.2)
Le processus de simple substitution des états a priori par les états a posteriori propose
une correspondance de tout véhicule simulé avec un véhicule observé. Des questions sont
légitimes quant à la cohérence de l’hypothèse fondamentale de la méthode (M.1). Entres
autre, deux questions méritent d’être explicitées :
— Un véhicule simulé non détecté a-t-il sa place dans la simulation?
— Un véhicule n’aurait pas sa place dans la simulation lorsqu’un véhicule est détecté
mais pas simulé?
Ces questions nous incitent à partir à la recherche d’une méthode de mise à jour du modèle
agissant sur le nombre de véhicules dans la simulation. Cette deuxième méthode sera
notée (M.2) dans les sections suivantes.
4.1.2.1 Granularité du trafic : flux
Une base théorique de la méthode de mise à jour manipulant des indices de véhicules est
représentée par [131, 44]. Afin de comprendre la façon dont cette méthode a été source
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d’inspiration, nous proposons de présenter le contexte de la méthode de mise à jour dans
les travaux qui font office de référence.
Dans [131, 44], la fusion de données est faite par intervalle de temps P sur un vecteur
composé du temps inter-véhiculaire moyen h sur la période et d’une variable binaire re-
présentant le régime fluide ou congestionné. Le modèle LS-LWR classique proposant des
résultats sous forme de temps de passage, il est proposé un opérateur de transformation
permettant le passage des temps de passage prévus par le modèle à l’opérateur a priori. Il
est régi par l’équation suivante :
H f (T(n,x),X ,P)=

h f (X ,P)= ∆t
Card(S)
r f (X ,P)=

0 si T(n∗,X )−T(n∗,X −∆x)= ∆x
u
1 sinon
(4.1)
Où S est l’ensemble des véhicules ayant passé le point d’observation durant la période P.
h f est l’écart temporel inter-véhiculaire a priori. n∗ est l’indice du dernier véhicule passé.
Le régime a priori r f étant donc déterminé selon que le dernier véhicule ait vu son temps
imposé par l’offre (1) ou bien par la demande (0).
Du côté de l’observation, les données de boucles électromagnétiques sont les seules
données considérées. Les boucles électromagnétiques renvoyant un débit moyen sur la
période P, un opérateur de transformation de l’observation a dû être défini. Il repose
sur l’équation suivante :
Ho(T(n,x),X ,P)=

ho(X ,P)= 1
qo(X ,P)
ro(X ,P)=
0 si v
o(X ,P)≥ vc
1 sinon
(4.2)
Où qo(X ,P) est le débit moyen relevé par la boucle sur la période P, vo la vitesse moyenne
des véhicules passés durant la période P et vc est une vitesse critique dérivée de données
historiques.
Pour rappel, l’étape d’analyse globale repose sur les équations suivantes :h
a = h f +Wh ·
(
ho−h f
)
ra = r f +W r ·
(
ro− r f
) (4.3)
Où Wh est une pondération relative aux headways. W r est une pondération relative au
régime et de par la nature binaire de la variable, l’opérateur est lui aussi binaire. Dans
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[131, 44], les W ne sont pas exprimés. Cette formulation n’est pas sans rappeler le Gain
de Kalman.
Finalement, afin de modifier les temps de passage en fonction des variables a posteriori,
il fallait définir une étape de mise à jour du modèle. C’est ici que la condition CFL [32]
intervient. En effet selon [45], la condition CFL borne les pas de résolutions en fonction de
la longueur des liens. Mettre à jour le modèle sur l’ensemble de la période P peut conduire
à de l’instabilité. Pour pallier cette instabilité il est proposé de mettre à jour le modèle sur
plusieurs périodes Pu respectant la condition CFL.
Les 8 cas possibles
Afin de caler les temps de passage des différents véhicules sur la période Pu de longueur
∆Tu, la différence nette de véhicule entre les états a priori et a posteriori est introduite :
δn=∆Tu ·
(
1
ha
− 1
h f
)
(4.4)
Ensuite, selon les combinaisons des régimes (fluide ou congestionné), les règles régissant
les modifications sur les véhicules reposent sur les 8 cas présentés dans la Table 4.1 :
1. Lorsqu’à la fois les états a priori et a posteriori sont fluides et que ha > h f , des
véhicules sont supprimés :
T(n,X )=T(n−1,X )+ha ∀n ∈ {S\ [n∗−δn+1 : n∗]}
2. Lorsqu’à la fois les états a priori et a posteriori sont fluides et que ha < h f , des
véhicules sont ajoutés :
T(n,X )=T(n−1,X )+ha ∀n ∈ {S∪ [n∗−δn+1 : n∗]}
3. Lorsqu’à la fois les états a priori et a posteriori sont congestionnés et que ha > h f ,
des véhicules sont retardés :
T(n,X )=T(n−1,X )+ha ∀n ∈ {S\ [n∗−δn+1 : n∗]}
4. Lorsqu’à la fois les états a priori et a posteriori sont congestionnés et que ha < h f ,
des véhicules sont avancés :
T(n,X )=T(n−1,X )+ha ∀n ∈ {S∪ [n∗−δn+1 : n∗]}
5. L’état a priori est en congestion avec un fort débit et l’état a posteriori est fluide avec
un faible débit : on ne fait rien.
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r f = 0 r f = 1
ra = 0 ha > h f · · · (1) ha > h f · · · (5)
ha < h f · · · (2) ha < h f · · · (6)
ra = 1 ha > h f · · · (7) ha > h f · · · (3)
ha < h f · · · (8) ha < h f · · · (4)
Tab. 4.1.: Résumé des 8 cas possibles [45]
6. L’état a priori est en congestion avec un faible débit et l’état a posteriori est fluide
avec un haut débit : le goulot d’étranglement est supprimé en avançant des véhicules
comme dans le cas 4..
7. L’état a priori est fluide avec un haut débit et l’état a posteriori est en congestion avec
un bas débit : le goulot d’étranglement est créé en retardant des véhicules comme
dans le cas 3..
8. L’état a posteriori est en congestion avec un fort débit et l’état a priori est fluide avec
un faible débit : on ne fait rien.
Dans 2 des 8 cas possibles aucune modification n’est faite. Tout l’intérêt maintenant est
d’adapter la méthode pour des temps de passage possédant des distributions de probabilité
continues. La considération binaire du régime rajoute une difficulté supplémentaire. Nous
pouvons faire l’hypothèse que le régime observé est considéré comme vrai.
4.1.2.2 Granularité du trafic : particules
Ici la granularité est telle qu’elle a été établie dans les parties précédentes du manuscrit. Les
véhicules sont considérés comme des particules indépendantes. Pour ce qui est du modèle
d’écoulement, le lecteur peut se reporter au Chapitre 2. Pour le chapitre correspondant à
la formulation de la méthode de fusion de données, le lecteur peut se référer au Chapitre
3. Ainsi, les véhicules simulés sont considérés indépendants les uns des autres et sont
considérés comme des variables aléatoires distribuées selon desmélanges deGaussiennes.
La méthode de fusion de données prévoit de produire un temps de passage stochastique
a posteriori en fonction d’un temps de passage stochastique observé et d’un temps de
passage stochastique a priori.
Lorsque les véhicules sont pris indépendamment les uns des autres, il n’est pas nécessaire
de passer par des variables agrégées. Ainsi, la solution proposée ne fait pas appel au temps
inter véhiculaire moyen. En revanche, les notions développées dans la section précédente
sont retranscrites dans le cas où les véhicules sont discrets et indépendants. Notamment,
nous proposons une reprise des 8 cas possibles vus dans la section précédente.
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Reprise des 8 cas possibles
L’assimilation de données est déclenchée lorsqu’une donnée est disponible. C’est à dire,
chaque nouvelle séquence est déclenchée par la détection du passage d’un nouveau
véhicule au point d’observation. Afin de se ramener aux 8 cas possibles, nous propo-
sons d’établir une convention pour la période d’assimilation de données. Cette convention
consiste à initier la période entre deux observations consécutives et la terminer entre les
deux observations suivantes. Mathématiquement, soit To(n−1), To(n), To(n+1) les temps
de passage observés de trois véhicules consécutifs, on définit la période P(n) comme
l’intervalle temporel suivant :
P(n)= [To(n)−To(n−1),To(n+1)−To(n)] (4.5)
Cette définition de la période permet d’appliquer la fusion de données sur le temps de
passage a priori le plus proche du temps de passage observé. La période est dessinée
dans les Figures 4.3 à 4.6. Au vu du calcul de la période, et contrairement à la méthode
précédente qui donnait une influence majeure au modèle d’écoulement, cette méthode
donne une importance fondamentale aux données. On choisit ainsi que le régime a posteriori
correspond au régime observé : ra = ro.
Dans cette période, une analogie est faite entre le temps inter véhiculaire moyen agrégé h
de la section précédente et le nombre de véhicules NP a priori durant la période P.
— Une relation du type h1 < h2 signifie que durant une période de temps, le temps
intervéhiculaire dans la situation 1 est moins important que dans la situation 2. Ainsi,
on en déduit que le débit (q = 1/h) est plus important dans la situation 1 que dans
la situation 2. En termes de nombre de véhicules, il y a plus de véhicules passant
durant la période considérée dans la situation 1 que dans la situation 2. Ainsi, une
relation du type ha < h f se traduit par une relation No >N f dans cette section.
— A l’inverse, une relation du type h1 > h2 signifie que durant une période de temps,
le temps intervéhiculaire dans la situation 1 et plus important que dans la situation
2. Ainsi, on en déduit que le débit (q = 1/h) est moins important dans la situation 1
que dans la situation 2. En termes de nombre de véhicules, il y a moins de véhicules
passant durant la période considérée dans la situation 1 que dans la situation 2. Ainsi,
une relation du type ha > h f se traduit par une relation No <N f dans cette section.
Ces deux points permettent de proposer une table de déclinaison des huit cas (cf. Table
4.2) par analogie avec la Table 4.1.
Les 8 cas possibles sont les mêmes que ceux présentés en section 4.1.2.1. Pour une
compréhension des différents concepts mis en jeu dans le cas présent, le lecteur est invité
à se reporter aux figures suivantes :
— Figure 4.4 pour l’ajout de véhicules.
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r f = 0 r f = 1
ro = 0 No <N f · · · (1) No <N f · · · (5)
No >N f · · · (2) No >N f · · · (6)
ro = 1 No <N f · · · (7) No <N f · · · (3)
No >N f · · · (8) No >N f · · · (4)
Tab. 4.2.: Résumé des 8 cas possibles
a priori 
t 
t 
observation 
a posteriori 
t 
Véhicule supprimé 
Période considérée 
Fig. 4.3.: Cas de suppression de véhicules
— Figure 4.3 pour la suppression de véhicules.
— Figure 4.5 pour le retard de véhicules.
— Figure 4.6 pour l’avance de véhicules.
Les cas 5. et 8 sont des cas qui ne devraient pas être rencontrés. Lorsque ces situations sont
rencontrées, l’outil doit renvoyer des alertes afin d’analyser la source d’une telle occurrence
(algorithme, données présentant des biais, etc). Avec l’expression de ces huit cas, la boucle
d’assimilation de données est terminée. Il reste encore à comparer les méthodes sur un
panel de simulations.
4.2 Processus de validation
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a priori 
t 
t 
observation 
a posteriori 
t 
Véhicule ajouté 
Période considérée 
Fig. 4.4.: Cas d’ajout d’un véhicule
a priori 
t 
t 
observation 
a posteriori 
t 
Véhicule retardé 
Période considérée 
Fig. 4.5.: Cas où des véhicules sont retardés
4.2.1 Support
Pour valider la méthode d’assimilation de données avec propagation d’erreur, deux choix
de support de données sont possibles, chacun présentant des avantages et des inconvé-
nients :
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a priori
t
t
observation
a posteriori
t
Véhicule retardé
Période considérée
Fig. 4.6.: Cas où un véhicule est avancé
— support basé sur des données réelles ;
— support basé sur des données synthétiques.
Support synthétique
Un avantage offert par ce support est de pouvoir contrôler un ensemble de paramètres qui
ne sont pas disponibles avec des données réelles. Les variables dont le contrôle apporte
une plus-value dans les scénarios de validation sont : la demande, l’offre et les paramètres
du diagramme fondamental dans le scénario que l’on assimilera à la "réalité terrain". De plus,
les scénarios de test peuvent être conçus afin d’analyser comment la méthode développée
réagit à la modification d’un ou plusieurs paramètres. Pour une telle analyse, le reste des
paramètres demeure inchangé. Enfin, la qualité des données est aussi paramétrable. Dans
un support synthétique, des problématiques comme l’exhaustivité ou les moyens de recueil
des données ne sont pas contraignantes pour la mise en place de scénarios tests. Par
ailleurs, cette flexibilité permet d’étudier la sensibilité de la méthode développée par rapport
à la qualité des données disponibles.
Le principal inconvénient est que la situation représentée n’est pas réelle. Elle relève d’une
étape d’abstraction supplémentaire par la modélisation. De plus, concernant les données,
le manque de données empiriques concernant les incertitudes sur les valeurs captées
empêche une modélisation fidèle des capteurs et donc une validation sur données synthé-
tiques complètement cohérente avec les phénomènes réels. Dans un support opérationnel,
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TRL 1 Principes de base observés et rapportés
TRL 2 Concepts ou applications de la technologie formulés
TRL 3 Fonction critique analysée et expérimentée ou preuve caractéristique du concept
TRL 4 Validation en laboratoire du composant ou de l’artefact produit
TRL 5 Validation dans un environnement significatif du composant ou de l’artefact produit
TRL 6 Démonstration du modèle système / sous-système ou du prototype dans
un environnement significatif
TRL 7 Démonstration du système prototype en environnement opérationnel
TRL 8 Système réel complet qualifié à travers des tests et des démonstrations
TRL 9 Système réel prouvé à travers des opérations / missions réussies
Tab. 4.3.: Table des niveaux de maturité technologiques dans [84]
la validation basée sur des données synthétiques ne permet pas une preuve suffisante
pour la validation des méthodes développées.
Support réel
L’avantage principal de cette solution est qu’elle se rapproche de la réalité. En termes
de mise en place opérationnelle, cette solution représente un passage obligatoire. En
effet, les données réelles sont bruitées, non exhaustives et peuvent présenter des biais
systématiques. Une validation sur données réelles permet donc d’avoir la certitude que la
méthode testée sera valable une fois mise en place. L’utilisation de données historiques
possède l’avantage de la possibilité de rejouer des situations réelles en différé. Un algorithme
est requis, permettant de simuler l’arrivée des données comme dans une situation réelle.
Deux inconvénients majeurs du support basé sur des données réelles peuvent être cités.
Concernant le recueil des données, il faut que les données soient compatibles avec la
méthode développée. Dans le cas où les données ne sont pas compatibles, des travaux
supplémentaires sont nécessaires pour adapter les données à la méthode d’assimilation. De
plus, l’infrastructure et la configuration des capteurs sur lesquels les données sont captées
peuvent représenter une contrainte. Dans le cas où la méthode développée présente des
hypothèses fortes, comme celles présentées dans les travaux menés, la probabilité de
souffrir de difficultés pour trouver un scénario alliant infrastructures et données recueillies
cohérentes avec le prototype développé est forte. De plus, les scénarios proposés par les
données réelles manquent de flexibilité et donc de points de comparaison puisqu’on ne
possède pas la liberté de conception des scénarios de test.
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Choix
Prenons en référence le Technology Readiness Level ou niveau de maturité technologique
proposé par la NASA 1 [84]. En effet, en Table 4.3, les différents niveaux de maturité
reposant sur les données synthétiques sont représentés par les TRL 1 à TRL 4. Les TRL
5 et plus, correspondent aux niveaux de maturité reposant sur des données réelles. De
plus, l’objectif ici est la validation d’un concept d’assimilation de données avec suivi des
erreurs de modèle dans un univers contrôlable et contrôlé. En conséquence, cet objectif fait
écho à un TRL 4 seulement et donc la validation sera menée sur un support de données
réelles. Concernant une potentielle mise en place opérationnelle, des pistes d’ouverture
sont proposées en conclusion afin d’ouvrir sur la possibilité d’étendre l’outil vers des TRL
plus élevés.
4.2.2 Conception des scénarios
Afin de mener à bien la validation avec un support synthétique, on propose dans cette
section la conception des scénarios. Les scénarios de test reposent sur un paramétrage
classé en trois catégories :
1. géométrie du réseau ;
2. paramétrage du diagramme fondamental ;
3. paramétrage de l’offre et de la demande.
Le principe est d’agir sur des paramètres afin d’étudier la capacité de la méthode d’as-
similation de données à caler les conditions internes (temps de passage aux nœuds) et
à proposer des incertitudes révisées en adéquation avec les données. Les étapes de
conception du scénario composant la réalité terrain sont les suivantes. L’ensemble des
valeurs est résumé dans la Table 4.4.
Géométrie du réseau
Le réseau utilisé repose sur les mêmes hypothèses que pour le modèle d’écoulement. En
conséquence, il s’agit d’une section de route homogène sans entrée ni sortie. La route est
discrétisée en 4 cellules de 1000m chacune pour une longueur totale de 4000m. Afin de
proposer des données synthétiques, deux boucles sont simulées aux emplacements du
deuxième noeud (à 1000 m) et du quatrième noeud (à 3000 m). La géométrie du réseau
est présentée dans la Figure 4.7.
4.2.2.1 Conception du scénario de référence ou réalité terrain
1. National Aeronautics and Space Administration
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Conception du réseau
Longueur totale L 4000 m
Longueur de la cellule 1 L1 1000 m
Longueur de la cellule 2 L2 1000 m
Longueur de la cellule 3 L3 1000 m
Longueur de la cellule 4 L4 1000 m
Emplacement de la boucle dans (S.1) 3000 m
Emplacement de la boucle dans (S.2) 1000 m
Paramètres du diagramme fondamental
Moyenne de la vitesse fluide µu 30 m/s
Ecart-type de la vitesse fluide σu 1 m/s
Moyenne la vitesse maximale de remontée de congestion µw 5 m/s
Ecart-type de la vitesse maximale de remontée de congestion σw 0.25 m/s
Moyenne de la densité maximale de véhicules µkx 0.17 veh/m
Ecart-type de la densité maximale de véhicules σkx 0.007 veh/m
Scénario d’offre et demande
Valeur basse de la demande 0.0729 veh/s
Valeur haute de la demande 0.5464 veh/s
Moyenne de la capacité en sortie pour (S.1) µC 0.36425 veh/s
Moyenne de la capacité en sortie pour (G.T, S.2) µC 0.2186 veh/s
Ecart-type de la capacité en sorti σC 0.05 veh/s
Tab. 4.4.: Paramétrage des scénarios
boucle (S.2) boucle (S.1)
EN
TR
Y
EX
IT
1000m 1000m 1000m 1000m
4000m
1 2 3 4
Fig. 4.7.: Réseau expérimental pour la validation sur données synthétiques
Paramètres du diagramme fondamental
Concernant les paramètres du diagramme fondamental, pour cette analyse en données
synthétiques où l’ensemble des paramètres peut être modifié, un processus de calage n’est
pas nécessaire. De plus, les paramètres du diagramme fondamental sont susceptibles
de varier grandement selon la composition du trafic ou d’autres paramètres comme la
météo. Il est donc impossible de prétendre à utiliser des paramètres optimaux pour une
réalité terrain absolue. Les paramètres utilisés peuvent correspondre à une situation bien
particulière qu’on ne peut décrire. Pour autant, les valeurs utilisées restent cohérentes avec
ce qui peut être observé sur le terrain, en général. En effet, une vitesse fluide moyenne de
30 m/s est de l’ordre de grandeur de 100km/h. Cette vitesse est cohérente avec le cadre
de la recherche : une longue section de route sans entrée ni sortie correspond plutôt à
un contexte de circulation sur réseau interurbain que citadin. Concernant les paramètres
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Fig. 4.8.: Graphiques du scénario de référence
relatifs à la propagation de la congestion, des valeurs de 5 m/s pour la vitesse maximum
de remontée de congestion et de 0.17 veh/m pour la densité maximale de véhicules sont
considérées. Ces valeurs sont aussi cohérentes avec les travaux réalisés précédemment
[29, 30].
Paramètres d’offre et de demande
Le paramétrage de l’offre et de la demande pour la réalité terrain est fait de façon à voir
apparaître une congestion en sortie de réseau. Cette congestion remonte jusqu’à l’entrée
du lien. La Figure 4.8a présente la chronique de débit espéré en entrée du réseau (en
trait continu) et la chronique de capacité en sortie du réseau (en trait discontinu). Ces
valeurs sont visibles sur la Figure 4.8b présentant les indices des véhicules sur le réseau
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en fonction du temps pour l’ensemble des nœuds. Elles sont aussi visibles sur la Figure
4.8c représentant le diagramme espace-temps en débit du scénario de référence. Sur le
diagramme espace-temps en vitesse, en Figure 4.8d, la congestion initiée en sortie de lien,
visible par l’onde de vitesse réduite, remonte effectivement jusqu’à l’entrée du réseau.
4.2.2.2 Conception des scénarios de test
Le principe de création des scénarios de test repose sur la considération suivante : seule-
ment un type de caractéristique est modifié dans le scénario de test par rapport au scénario
de la réalité terrain. En conséquence, on propose 4 scénarios différents :
1. L’offre en sortie diffère du scénario de la réalité terrain.
2. La demande en entrée du réseau diffère du scénario de la réalité terrain.
(S.1)
Le scénario (S.1) permet de simuler un défaut de calage de l’offre en sortie de réseau. Ce
scénario prévoit d’augmenter la capacité en sortie de réseau à 0.36425 veh/s (cf. Table
4.4). De ce fait, la congestion entraînée par le fait que la demande est plus importante que
l’offre en sortie de réseau est moins importante. En accord avec la théorie de trafic, pour
ce scénario, sans assimilation de données, on doit observer une vitesse de propagation
de la congestion plus lente et une vitesse des véhicules dans le bouchon plus importante.
Sachant qu’en congestion les états de trafic se propagent de l’aval vers l’amont, nous
proposons d’observer les états de trafic au niveau du nœud correspondant sur la Figure
2.16 (3ème nœud).
(S.2)
Le scénario (S.2) permet de simuler un défaut de calage de la demande en entrée de
réseau. Afin d’analyser si la méthode d’assimilation de données développée réussit à
propager les états de trafic correctement, dans cette situation, on propose de simuler un
cas où la demande n’implique pas l’apparition d’une congestion se propageant de la sortie
vers l’entrée du lien. La demande est donc choisie constante et égale à la valeur basse de
l’échelon proposé en Figure 4.8a : 0.0729 veh/s.
4.2.3 Indicateurs pour la validation
La validation s’effectue sur les scénarios présentés. Les résultats sont analysés au regard
de deux indicateurs pour permettre une estimation de la performance de la méthode
d’assimilation de données développée.
4.2 Processus de validation 101
0 1000 2000 3000
Temps (s)
0.0
0.1
0.2
0.3
0.4
0.5
0.6
Dé
bi
t (
ve
h/
s)
demande
offre
(a) Chroniques de demande et de capacité
0 1000 2000 3000 4000
Temps (s)
0
200
400
600
800
1000
1200
In
di
ce
 d
e 
vé
hi
cu
le
N0
N1
N2
N3
N4
(b) Indices des véhicules en fonction du temps
0 2000 4000
Temps (s)
0
500
1000
1500
2000
2500
3000
3500
4000
Di
st
an
ce
 (m
)
0.0
0.1
0.2
0.3
0.4
0.5
Dé
bi
t (
ve
h/
s)
(c) Diagramme XT du débit
0 2000 4000
Temps (s)
0
500
1000
1500
2000
2500
3000
3500
4000
Di
st
an
ce
 (m
)
0
5
10
15
20
25
30
Vi
te
ss
e 
(m
/s
)
(d) Diagramme XT de la vitesse
Fig. 4.9.: Graphiques du scénario (S.1)
Les Courbes de Véhicules Cumulées (CVC) représentent les indices des véhicules en
fonction du temps. Une CVC correspond aux temps de passage des véhicules à un em-
placement donné. Ces emplacements sont généralement choisis de manière stratégique
comme les points de discontinuité du réseau. Les CVC aident à la visualisation des varia-
tions des débits de véhicules au fil du temps et à la propagation des ondes de congestion
sur le réseau lorsque la congestion atteint les points de calcul de la CVC. Le deuxième
indicateur est l’indicateur de temps de parcours. Les temps de parcours sont calculés
comme la différence des temps de passage des véhicules entre 2 points du réseau. Cet
indicateur a déjà été expérimenté pour visualiser les résultats du GM-LS-LWR dans le
chapitre 2. Les temps de parcours permettent de visualiser les durées de congestion et les
chutes de vitesse moyenne sur le réseau. L’ensemble des méthodes développées dans les
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Fig. 4.10.: Graphiques du scénario (S.2)
chapitres précédents permet de proposer les temps de parcours et les erreurs de modèle
associées.
4.3 Comparaison des méthodes
Cette section vise à choisir une méthode parmi les deux proposées. Les différents scénarios
tests sont appliqués consécutivement aux deux méthodes.
4.3.1 Méthode (M.1)
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4.3.1.1 Scénario (S.1)
Pour le scénario (S.1) l’offre est volontairement surestimée (cf. Table 4.4). Le nœud d’ob-
servation est placé en début de dernier lien (à 3000m). L’attente en termes d’assimilation
de données dans ce cas repose sur la propagation des états de trafic en amont du noeud
d’observation. En effet, elle doit être cohérente avec le scénario terrain. Les résultats pour
ce scénario sont illustrés en Figure 4.11.
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Fig. 4.11.: Test de la méthode de substitution sur le scénario S1.
On remarque que le graphique des courbes des indices de véhicules en fonction du temps
est bien plus proche des courbes de (S.1) sans assimilation de données (cf. Figure 4.9b) que
de la réalité terrain (cf. Figure 4.8b). Afin de proposer une comparaison dans le graphique,
les courbes relatives au scénario de réalité terrain sont représentées directement sur le
graphique en Figure 4.11 en pointillés. En conclusion, dans ce cas précis, la méthode
proposée a peu d’influence sur les états de trafic. La correction des états de trafic dans le
modèle est faible.
4.3.1.2 Scénario (S.2)
Pour le scénario (S.2) la demande est volontairement sous-estimée (cf. Table 4.4). Le nœud
d’observation est placé en fin de première partie du lien (à 1000m). L’attente en termes
d’assimilation de données dans ce cas repose sur la propagation des états de trafic en
aval du nœud d’observation. En effet, elle doit être cohérente avec le scénario terrain. Les
résultats pour ce scénario sont illustrés en Figure 4.11.
Au nœud d’observation (courbe orange N1), des incohérences de modèles apparaissent.
Des véhicules ne semblent pas respecter l’ordre dans lequel ils doivent arriver. Ces pro-
blèmes d’incohérences sont critiques pour la mise en place d’un schéma d’assimilation de
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Fig. 4.12.: Test de la méthode de substitution sur le scénario S1.
données. En effet, il ne s’agit pas seulement d’une dérive comme on peut l’observer dans
le scénario (S.1).
4.3.1.3 Conclusions sur la méthode (M.1)
Au vu des résultats en simulation proposés, plusieurs observations peuvent être faites.
Dans le scénario (S.2), des incohérences de modèles apparaissent. Il s’agit du bruit que
l’on observe sur la courbe relative au nœud d’observation. Ces incohérences de modèles
montrent que la méthode de mise à jour peut faire en sorte que des véhicules arrivent avant
leurs prédécesseurs. Cette caractéristique n’est pas cohérente avec le modèle d’écoulement
qui est régi par l’hypothèse FIFO 2.
Cependant, dans le scénario (S.1) aucune incohérence de modèle n’est à soulever. Un
tout autre type d’observation peut être fait. Les états de trafic ne sont que très peu corrigé
par le modèle. Le schéma de congestion en résultant ne se rapproche pas de la réalité
terrain. Devant ces observations, la motivation d’utiliser une autre méthode de mise à jour
est réelle.
4.3.2 Méthode (M.2)
4.3.2.1 Scénario (S.1)
Pour (S.1), la demande paramétrée dans le modèle dynamique est similaire à la vérité
terrain. Cependant, l’offre est paramétrée de façon à ce qu’elle soit similaire à l’offre de la
2. First In First Out : premier entrant, premier sortant
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vérité terrain. Ainsi, on attend du modèle une différence avec la vérité terrain à propos des
conditions de trafic congestionnées.
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Fig. 4.13.: Comparaison en termes de courbes de véhicules cumulés [30]
Les courbes de véhicules cumulés pour les points internes du réseau sont illustrées en
Figure 4.13a pour la simulation pure, sans assimilation de données. La Figure 4.13b
représente les résultats pour la simulation avec assimilation de données. La simulation est
paramétrée avec une capacité en sortie de réseau plus importante que pour la vérité terrain
synthétique (voir Table 4.4). La première observation que l’on peut faire quant à la simulation
sans assimilation de données est que la congestion semble moins importante que dans
la simulation avec assimilation de données. En effet, sans assimilation de données, on
observe 3 ondes de congestion distinctes atteignant N3 (la courbe rouge) respectivement
autour de t= 500s, 1950s et 3300s. Cependant, les ondes de congestion n’atteignent pas
N2 vu que la CVC en ce point n’est que la CVC en N1 translatée du temps de parcours en
conditions fluides. Dans la simulation avec assimilation de données, l’onde de congestion
générée en N4 remonte en N3 vers 450s et atteint l’entrée N0 vers 3500s. La CVC en N3
correspond à la réalité terrain. Les CVC montrent que la méthode d’assimilation de données
développée est capable de correctement estimer les temps de passage des véhicules au
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point d’observation. De plus, les états de trafic qui en découlent sont correctement propagés
vers les zones où les données ne sont pas disponibles. Cependant, il est important de noter
que, dans ce scénario précis, le débit de véhicule est correctement propagé en aval du
point d’observation mais le régime est incorrect. Cette remarque est faite en observant les
écarts entre les CVC en N3 et en N4. L’écart correspond au temps de parcours en situation
fluide alors qu’en théorie l’ensemble du réseau entre ces deux points est congestionné.
Cette observation a été remarquée dans les travaux de Duret et Yuan [44, 45].
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Fig. 4.14.: Comparaison en termes de temps de parcours [30]
Concernant les temps de parcours, au vu du fait que le processus d’assimilation de données
ne permet pas de propager le régime au-delà de N3, l’analyse est faite seulement entre
l’entrée N0 et le point N3. La Figure 4.14a illustre la moyenne des temps de parcours
entre l’entrée N0 et le point N3 pour la simulation sans assimilation de données (en rouge)
et la simulation avec assimilation de données (en vert). La vérité terrain est représentée
par la courbe en tirets noirs. Sans assimilation, on observe deux ondes de congestion
entre 400s et 800s et entre 1300s et 2300s. Cependant, les temps de parcours et les
retards sont sous-estimés comparés à la réalité terrain. Cette observation est cohérente
avec l’analyse des CVC puisqu’un faible retard implique une onde de congestion de courte
longueur. Les temps de parcours avec assimilation de données sont cohérents avec la
réalité terrain. On en déduit que la correction des temps de passage au nœud d’observation
permet l’estimation des temps de parcours en amont du nœud d’observation dans le cas
où la demande est calée. La forme de la courbe implique que l’onde de congestion se
résorbe à intervalles réguliers sans disparaître, cela accentue la dégradation des conditions
de circulation. Dans la Figure 4.14b, les écarts-type des temps de parcours sont tracés
en fonction du temps. Dans le scénario sans assimilation de données, les erreurs sont
importantes lors des épisodes de congestion. Il est à noter que les erreurs propagées par
la congestion sont très importantes. Elles sont 9 fois plus importantes qu’en situation fluide
ce qui est cohérent avec les résultats précédents (cf. chapitre 2 et [29]). Avec assimilation
de données, l’erreur sur les temps de parcours est réduite en raison du processus de fusion
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de données. Cette observation montre que le résultat est cohérent avec ce qui est attendu
dans le chapitre 3. La méthode d’assimilation de données permet d’améliorer la fiabilité de
la connaissance des temps de parcours sur le réseau.
4.3.2.2 Scénario (S.2)
Pour (S.2), l’offre paramétrée dans le modèle dynamique est similaire à la vérité terrain.
Cependant, la demande est paramétrée de façon à ce qu’elle soit différente de la demande
de la vérité terrain. Ainsi, on attend du modèle une différence avec la vérité terrain à propos
des conditions en fluide et en congestion.
0 1000 2000 3000 4000
Temps (s)
0
250
500
750
1000
1250
In
di
ce
 d
e 
Vé
hi
cu
le
 c
um
ul
é
N0
N1
N2
N3
N4
GT
(a) CVC sans D.A
0 2000 4000 6000
Temps (s)
0
250
500
750
1000
1250
In
di
ce
 d
e 
Vé
hi
cu
le
 c
um
ul
é
N0
N1
N2
N3
N4
GT
(b) CVC avec D.A
0 1000 2000 3000 4000
Temps (s)
800
600
400
200
0
200
In
di
ce
 d
e 
vé
hi
cu
le
 o
bl
iq
ue
N0
N1
N2
N3
N4
GT
(c) o-CVC sans D.A
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(d) o-CVC avec D.A
Fig. 4.15.: Comparaison en termes de courbes de véhicules cumulés [30]
Les CVC pour l’ensemble des points du lien sont illustrées en Figure 4.15a pour la pure simu-
lation sans assimilation de données et en Figure 4.15b pour la simulation avec assimilation
de données. Le scénario est paramétré afin que la demande soit inférieure à la demande de
la vérité terrain synthétique. Dans la Figure 4.15a, les CVC ont un comportement croissant
et monotone. Le décalage horizontal entre les CVC correspond au temps de parcours en
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situation fluide. Ainsi, aucune congestion n’est simulée lorsque le modèle n’est pas enrichi
de données capteurs. La vérité terrain est observée en N1. Dans la Figure 4.15b, deux
observations importantes doivent être mentionnées. La première concerne le fait que la
CVC au point d’observation N1 correspond à la CVC de la vérité terrain. Cela signifie que la
méthode d’assimilation de données permet d’estimer les temps de passage des véhicules
au point d’observation. Deuxièmement, dans le scénario avec assimilation de données,
les CVC aux points N1 à N4 sont caractéristiques de la propagation d’une congestion. On
observe en effet une congestion se propageant de la sortie du réseau (N4) vers l’entrée.
Par contre, dans ce scénario, l’assimilation de données n’a aucune influence sur le point
en amont du point d’observation car les états de trafic ne se propagent pas de l’aval vers
l’amont depuis le noeud d’observation. Il s’agit d’une conséquence du caractère fluide du
trafic.
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Fig. 4.16.: Comparaison en termes de temps de parcours [30]
Comme la méthode d’assimilation de données ne modifie pas le point N0, on analyse les
temps de parcours entre les points N1 et N4. On garde à l’esprit que la méthode d’assimi-
lation de données n’est pas capable de correctement mettre à jour les états de trafic en
amont du point d’observation dans ce scénario précis. La Figure 4.16a illustre les moyennes
des temps de parcours entre les points N1 et N4. Dans la simulation sans assimilation
de données, les observations sont cohérentes avec les CVC. Le temps de parcours est
constant et égal au temps de parcours en situation fluide ce qui dénote une absence de
phénomène de congestion sur le réseau. Dans la simulation avec assimilation de données,
les temps de parcours sont proches de la vérité terrain. Dans le cas où la demande n’est pas
calée, l’assimilation de données permet donc de propager correctement les états de trafic
en fluide et en congestion en amont du point d’observation. Concernant les écarts-types
des temps de parcours (cf. Figure 4.16b), la situation est différente comparée au scénario
(S.1). Les ondes de congestion propagent plus d’erreurs de modèle que les ondes de trafic
fluide comme démontré dans le chapitre 2. Ainsi, comme la simulation sans assimilation de
données est complètement fluide, les erreurs simulées sont faibles. A l’inverse, la simulation
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avec assimilation de données contient une propagation de congestion. Même si les erreurs
de modèle sont réduites au point d’observation par le processus de fusion de données
(cf. chapitre 3), les temps de passage aux points en aval souffrent d’erreurs de modèle
importantes. Les temps de parcours souffrent, par conséquent, d’erreurs importantes. Il
faut garder à l’esprit que l’erreur sur les temps de parcours dépend aussi en grande partie
du paramétrage du modèle d’écoulement.
4.3.3 Choix d’une méthode de mise à jour
Ce chapitre propose plusieurs apports permettant de conclure sur la méthode de fusion
de données développée. Dans un premier temps, la méthode de mise à jour du modèle
est discutée au regard de l’intégration du processus de fusion de données et du modèle
d’écoulement développé. Une deuxième méthode de mise à jour agissant aussi sur le
nombre de véhicules par pas d’assimilation est proposée. Les deux méthodes ont été mises
à l’épreuve dans un support synthétique.
Il est ressorti de cette expérience le fait qu’unemise à jour dumodèle par simple actualisation
des temps de passage a priori par les temps de passages a posteriori au point d’observation
(M.1) entraîne des incohérences dans les sorties du modèles. A l’inverse, les résultats
montrent que la méthode (M.2) est tout indiquée pour caler les conditions internes du
modèle en cas de conditions aux bornes non calées. En effet, les schémas de congestion
sont correctement propagés le long du réseau. C’est donc la méthode (M.2) qui ressort
largement au dessus de son alter ego dont la simplicité ne permettait pas de garder une
cohérence dans le modèle d’écoulement.
4.4 Conclusions du chapitre
Contributions
Ce chapitre représente la deuxième partie de la thèse consacrée à l’assimilation de données.
Avec les considération évoquées ici, le schéma d’assimilation est bouclé et auto-consistant
dans le contexte associé aux hypothèses prises tout au long des travaux menés. La
principale contribution de ce chapitre est dans l’adaptation d’une méthode de mise à jour de
modèles permettant une cohérence le modèle d’écoulement conçu précédemment. En effet,
la première méthode de mise à jour du modèle est soit insuffisante dans le cas d’une offre
non calée, soit initiatrice d’incohérences dans le modèle d’écoulement pour une demande
non calée.
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La méthode développée possède des avantages considérables quant aux objectifs fixés
dans le chapitre introductif. En effet, la méthode en entier permet de répondre aux critères
suivants :
— Rapidité : la méthode développée reste compatible avec le temps réel dans les
scénarios étudiés.
— Prise en compte des incertitudes : le modèle d’écoulement développé permet de
satisfaire ce critère.
— Réactivité : la boucle d’assimilation de données dans son ensemble permet de prendre
en compte les états de trafic captés sur le terrain.
De plus, d’un point plus recentré sur la méthode d’assimilation de données, elle permet
d’estimer des états de trafic aux emplacements où des données ne sont pas captées.
Elle permet aussi de réduire les incertitudes sur les sorties du modèle d’écoulement en
augmentant la précision des états de trafic au point d’observation. Dans les scénarios
(S.1) et (S.2) la méthode est concluante quant aux indicateurs proposés. Les limites de la
méthodes font l’objet d’une section dédiée en conclusion de la thèse.
Quid des paramètres du diagramme fondamental?
Les scénarios (S.1) et (S.2) présupposent que les paramètres du diagramme fondamental
sont correctement calés. La question que l’on se pose à présent est la suivante : Que se
passe-t-il si les paramètres du diagramme fondamental ne sont pas calés? Afin de répondre
à cette question, il faut revoir les formules régissant le modèles d’écoulement telles qu’elles
sont présentées dans les parties précédentes du manuscrit. On rappelle ainsi la formule de
propagation en fluide en mettant en avant les variables et paramètres sujets à erreurs :
TD(n,x)=T(n,x−∆x)+ ∆x
u
(4.6)
ainsi que la formulation du terme d’offre régissant la propagation des véhicules en conges-
tion :
TO(n,x)=T(n−kx∆x,x+∆x)+ ∆xw . (4.7)
Respectivement dans les équations 4.6 et 4.7 les temps de passages aux bornes amont et
aval sont sujets à des incertitudes. Ces problèmes sont réglés dans les scénarios (S.1)
et (S.2) puisque le calage des conditions aux bornes permet le calage des conditions
internes de proche en proche. Cependant, les variables u, w et kx sont aussi sujets à des
incertitudes. Ces variables sont des paramètres de l’écoulement des véhicules à l’intérieur
des liens, ils régissent la dynamique du flux entre les différents nœuds. L’assimilation
de données permet le calage ponctuel des temps de passage au nœud d’observation,
cependant la dynamique des liens est laissée pour compte. Ainsi, le calage des conditions
internes de proche en proche ne peut se faire puisque la dynamique du modèle est faussée.
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La Figure 4.17 présente une version schématique des considérations citées. Dans la partie
haute du schéma, la situation sans assimilation est présentée. Sans surprises, aucune
condition interne n’est calée et la dynamique du lien est fausse. Dans la partie du milieu, le
calage des conditions internes est réalisé par le schéma d’assimilation de données. Dans
cette situation, les temps de passage sont calés au nœud d’observation ("OK" vert), mais
le calage des conditions internes ne peut passer de proche en proche vers les nœuds
aval et amont (croix rouges). La dernière partie présente la situation si les paramètres du
diagramme fondamental sont calés, l’ensemble des conditions internes sont calées.
Sans modification 
Avec Assimilation de données et paramètres non calés 
obs 
obs 
OK 
Avec Assimilation de données + calage 
obs 
OK 
OK OK 
OK OK 
Fig. 4.17.: Schéma rendant compte de l’avantage du calage des paramètres
Lorsque les paramètres du diagramme fondamental ne correspondent pas à la réalité
terrain, la méthode d’assimilation ne peut convenablement propager les états de trafic
même lorsque les conditions aux bornes sont correctement calées. Deux propositions
s’imposent donc :
— multiplier les nœuds d’observation ;
— caler les paramètres du diagramme fondamental.
La première proposition encourage la multiplication des nœuds d’observation. Cette proposi-
tion a l’avantage de ne pas avoir à proposer de calage des paramètres. Cependant, l’intérêt
de proposer une méthode modèle-centrée où les paramètres sont continuellement faux est
faible. La plus-value sur les méthodes données-centrées n’existe plus. Cette conclusion
encourage la recherche de méthodes de calage en ligne des paramètres du diagramme
fondamental. L’objectif en découlant est de proposer des pistes de recherche d’une méthode
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d’assimilation et de calage combinés permettant l’estimation des conditions de trafic sur
l’ensemble du lien en toutes circonstances.
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5Calage en ligne du diagramme
fondamental
En introduction, quatre caractéristiques désirables ont été évoquées pour les systèmes
d’aide à la gestion du trafic au quotidien. Ces caractéristiques sont : la rapidité, la fiabilité,
la réactivité et l’adaptabilité. Pour une définition des indicateurs, le lecteur peut se référer
au Chapitre 1 ou au glossaire en Annexe A. Alors que les caractéristiques de rapidité et de
fiabilité sont traitées dans le Chapitre 2, les Chapitres 3 et 4 proposent de traiter la réactivité
par le développement d’un schéma d’assimilation séquentiel. Ce présent chapitre propose
d’étudier la problématique de l’adaptabilité.
5.1 Rappels et motivations
L’adaptabilité, dans le contexte de la thèse, est définie comme la capacité de la méthode à
évoluer en fonction des situations de trafic observées. Cet enjeu est fondamental pour la
prise en compte des aléas ou des situations non récurrentes dégradant les conditions de
circulation. Ces situations sont diverses et peuvent être aléatoires comme la météorologie
ou les accidents. Elles peuvent aussi être planifiées, comme des chantiers temporaires par
exemple. L’enjeu d’adaptabilité permet d’enrichir le processus de calage global du modèle
par des recalages en ligne des paramètres. De plus, il permet d’obtenir l’évolution des
paramètres du modèle en temps réel.
Les chapitres précédents s’inscrivent dans une volonté de développer un schéma d’assi-
milation de données fondé sur un modèle d’écoulement Lagrangien-Spatial prenant en
compte les erreurs de modèles. Ce dernier chapitre est une ouverture sur des possibilités
de résolution des problèmes soulevés dans la conclusion du Chapitre 4 que l’on rappelle
ici. La méthode d’assimilation de données développée permet de :
— propager les erreurs des paramètres vers les sorties du modèle que sont les temps
de passages des véhicules ;
— caler les conditions internes du modèle à chacun des points d’observation.
En revanche, la méthode ne permet pas le calage de la dynamique du modèle, lorsque les
paramètres régissant la dynamique du modèle ne sont pas calés.
En effet, les scénarios précédents ont montré que lorsque les paramètres du diagramme
fondamental ne sont pas calés, les états de trafic ne se propagent pas en cohérence avec
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ce qui est observé dans la réalité. Les paramètres du diagramme fondamental n’ont pas la
même influence que les conditions internes du modèle. Caler ponctuellement les conditions
internes seulement ne permet pas d’estimer la dynamique interne des liens, de propager
les conditions de trafic et donc d’estimer l’ensemble des conditions internes. La Figure 4.17
schématise ces considérations.
Les motivations de ce chapitre sont donc multiples. D’un côté, les motivations liées à
la gestion de trafic au quotidien nous incitent à développer une méthode permettant de
proposer une meilleure adaptabilité du modèle d’écoulement. De l’autre côté, les travaux
précédents ont montré l’insuffisance du calage des conditions internes par la méthode
d’assimilation de données. L’objectif du chapitre est de proposer une ouverture sur des
perspectives de calage des paramètres du modèle d’écoulement et sur les applications qui
en découlent.
Le chapitre s’articule autour des sections suivantes. La section 5.2 présente deux méthodes
possibles pour le calage des paramètres du modèle. La première méthode est l’augmenta-
tion du vecteur d’état. La seconde méthode est l’utilisation de processus d’optimisation. La
section 5.3 propose des perspectives de travaux réalisés dans cette thèse avec trois volets
relatifs à des sujets d’approfondissement.
5.2 Méthodes de calage des paramètres
La littérature propose plusieurs types de méthodes pour le calage des paramètres d’un
modèle de façon dynamique. Dans cette section nous avons choisi de présenter et analyser
les possibilités de calage de paramètres offertes par la littérature et les travaux précédents.
Nous citons 3 types de méthodes :
— augmentation du vecteur d’état : l’opportunité est offerte par le schéma d’assimilation
de données développé en Chapitre 3 et 4. La section 5.2.1 analyse la possibilité de
caler le modèle grâce à ce type de méthode.
— méthodes d’optimisation : elles représentent les méthodes les plus populaires pour le
calage de modèles dynamiques. La section 5.2.2 présente ces méthodes et analyse
les opportunités et les craintes liées à ces méthodes dans le contexte établi par les
travaux de thèse.
— méthodes de calage bayésienne : elles reposent sur un processus d’inférence bayé-
sienne, comme pour l’assimilation de données. Cependant, l’utilisation de telles
méthodes demande un travail conséquent pour la conception du modèle inverse.
De plus, le modèle conçu dans le Chapitre 2 contient diverses étapes d’approxima-
tion (méthode de perturbation) et de processus d’optimisation (algorithme EM). Le
GM-LS-LWR ne peut donc être inversé en l’état. Des travaux supplémentaires sont
nécessaires pour inverser le modèle LS-LWR en repartant de la base des formulations
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déterministes établies [72]. En conséquence, nous n’aborderons pas les méthodes
de calage bayésiennes dans ce chapitre.
Nœud d’observation
u¯ ,w , k x u , w¯ , k¯ x
Fig. 5.1.: Concept du calage rapide par apprentissage du processus d’optimisation
Une considération indépendante de la méthode de calage est la détermination des para-
mètres à caler en fonction de la position relative du lien par rapport au nœud d’observation.
D’après les formulations du modèle d’écoulement, la vitesse fluide u influence le temps
de passage aval et l’ensemble de deux paramètres w et kx influence le temps de passage
amont. Ainsi, le temps de passage au noeud d’observation influence la vitesse fluide du
lien en amont et les deux autres paramètres du lien en aval. La Figure 5.1 schématise
ces considérations. Soit p¯ l’ensemble des paramètres ciblés par la méthode de calage :
p¯= {u¯} en amont et p¯= {w¯, k¯x} en aval. Si l’hypothèse d’homogénéité des paramètres du
diagramme fondamental sur la totalité du lien est respectée, l’ensemble du diagramme
fondamental est alors calé grâce aux processus sur les deux sous-liens amont et aval.
5.2.1 Technique d’augmentation du vecteur d’état
L’augmentation du vecteur d’état vise à intégrer les paramètres du modèle dans le vecteur
d’état du système pour les estimer simultanément avec l’état du système. Dans les formula-
tions multi-variables énoncées dans le Chapitre 3 [109], l’état du modèle est décrit par un
vecteur de plusieurs variables qui est défini par bloc :
β( j), f =
[
µ
( j)
T f
V
]
où V ∈Mcard( p¯)×1(R) (5.1)
où µ( j)T f est la moyenne de la composante j de l’état a priori et V correspond au bloc vecteur
de l’état des paramètres du modèle écoulement. Il est des moyennes des paramètres
considérés. Ce bloc vecteur est de dimension 1×1 quand il décrit la vitesse fluide u et de
dimension 2×1 quand il décrit w et kx. Le vecteur d’observation ne change pas :
y= [µTo] (5.2)
tout comme la matrice de variance-covariance des observations :
R= [σTo ] (5.3)
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La matrice de l’opérateur d’observation est donc :
H=
[
1 Z
]
où Z ∈M1×card(p¯)(R) (5.4)
Où σ( j)T f est l’écart type de la composante j de l’état a priori et Z est le vecteur nul de
dimension 1×1 quand on cherche à caler u et 1×2 lorsque w et kx sont les paramètres à
caler. Ainsi on obtient la formulation de l’équation d’observation :
y=Hβ+R (5.5)
5.2.1.1 Cas de covariances non nulles
Deux cas doivent être distingués par les régimes de circulation observés afin de caler les
paramètres fluides ou congestionnés du diagramme fondamental.
Calage de la vitesse fluide u
Lorsque le régime observé est fluide, la formulation du modèle LWR prévoit que les pa-
ramètres fluides du diagramme fondamental du lien amont intervient dans le calcul du
temps de passage au nœud d’observation. En conséquence, la composante j de la matrice
de variance-covariance P( j) multi-composante est une matrice 2x2 dont les cellules sont
définies dans l’équation suivante :
P( j) =
[
σ
( j)
T f c
c σ( j)u
]
(5.6)
où c désigne la valeur de la jième composante de la covariance entre le temps de passage a
priori et la vitesse fluide u. Le calcul de la jième composante du gain de Kalman connaissant
les variances des états a priori et observé est décrit dans le Chapitre 3 et rappelé dans
l’équation suivante :
K( j) =

(
σ
( j)
T f
)2
(
σ
( j)
T f
)2+(σ( j)To )2
c(
σ
( j)
T f
)2+(σ( j)To )2
 (5.7)
L’innovation est définie comme le changement du vecteur d’état entre son état a priori et
a posteriori. De manière synthétique, sa jième composante est définie dans l’équation
suivante :
²(j) =β( j),a−β( j), f =K(j)
(
y−Hβ( j), f
)
(5.8)
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Et d’un point de vue matriciel :
²( j) =

(
σ
( j)
T f
)2
(
σ
( j)
T f
)2+(σ( j)To )2
(
µ
( j)
To −µ
( j)
T f
)
c(
σ
( j)
T f
)2+(σ( j)To )2
(
µ
( j)
To −µ
( j)
T f
)
 (5.9)
Calage de la vitesse maximale de remontée de congestion w et de la concentration
maximale kx
Lorsque le régime est congestionné, les paramètres intervenant sont w et kx du diagramme
fondamental en aval du nœud d’observation. En suivant le même raisonnement que pré-
cédemment (cf. (5.6), (5.7) et (5.9)), on obtient la matrice de variance-covariance 3x3
suivante :
P( j) =

σ
( j)
T f c c
′′
c σ( j)w c′
c′′ c′ σ( j)kx
 (5.10)
où c désigne la valeur de la jième composante de la covariance entre le temps de passage a
priori et la vitesse maximale de remontée de congestion w. c′′ désigne la valeur de la jième
composante de la covariance entre le temps de passage a priori et la vitesse maximale de
remontée de congestion kx. Enfin, c′ désigne la jième composante de la covariance entre
w et kx. La jième composante du gain de Kalman devient :
K( j) =

(
σ
( j)
T f
)2
(
σ
( j)
T f
)2+(σ( j)To )2
c(
σ
( j)
T f
)2+(σ( j)To )2
c′′(
σ
( j)
T f
)2+(σ( j)To )2
 (5.11)
Et enfin la jième composante de l’innovation :
²( j) =

(
σ
( j)
T f
)2
(
σ
( j)
T f
)2+(σ( j)To )2
(
µ
( j)
To −µ
( j)
T f
)
c(
σ
( j)
T f
)2+(σ( j)To )2
(
µ
( j)
To −µ
( j)
T f
)
c′′(
σ
( j)
T f
)2+(σ( j)To )2
(
µ
( j)
To −µ
( j)
T f
)
 (5.12)
5.2.1.2 Problème de covariance
Lorsque les variables et paramètres du système sont tous indépendants, ce qui représente
une des hypothèses du modèle d’écoulement développé dans le chapitre 2, les termes c
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(pour le calage de u) et (c, c′, c′′) (pour le calage de w et kx) de la matrice de covariance
sont tous nuls. Considérons le cas le plus simple qui ne fait intervenir qu’un paramètre
de diagramme fondamental : le cas fluide. Dans le gain de Kalman, l’indépendance des
variables se traduit de la manière suivante :
K( j) =

(
σ
( j)
T f
)2
(
σ
( j)
T f
)2+(σ( j)To )2
0
 (5.13)
Soit pour l’innovation :
²( j) =

(
σ
( j)
T f
)2
(
σ
( j)
T f
)2+(σ( j)To )2
(
µ
( j)
To −µ
( j)
T f
)
0
 (5.14)
On remarque ici qu’il n’y a pas d’innovation sur le paramètre à caler.
5.2.1.3 Conclusions quant à la méthode
L’indépendance des variables telle qu’elle est considérée depuis le Chapitre 2 ne permet
pas d’apporter de l’information sur les paramètres du modèle d’écoulement par une tech-
nique d’augmentation du vecteur d’état. De plus, cette hypothèse a permis de simplifier
grandement les calculs effectués dans la totalité des travaux menés. La question qu’il est
légitime de poser à ce stade est celle de la possibilité de relaxer cette hypothèse. Dans le
modèle d’écoulement, des termes de covariances interviendraient dans les formulations
proposées, reposant sur une méthode de perturbation multi-composantes. Pour plus de
détails quant aux formulations du modèle d’écoulement et se rendre compte de l’importance
de l’hypothèse d’indépendance des variables, il faut se référer au Chapitre 2. Les risques
majeurs associés à la levée de l’indépendance des variables peuvent être décrits en deux
points :
— complexification des formulations proposées ;
— difficultés d’estimation précises des termes de covariances dans les formulations et
dans les observations.
Enfin, même si des travaux proposent d’estimer de manière empirique la distribution des
paramètres du diagramme fondamental, l’estimation des covariances des paramètres du
diagramme fondamental ne semble pas être présente dans la littérature. En conclusion, le
calage en ligne des paramètres du diagramme fondamental par augmentation du vecteur
d’état est possible mais demande des travaux de recherche complémentaires. La prise en
compte des covariances complexifiera grandement les formulation du d’écoulement.
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5.2.2 Processus d’optimisation
La littérature présente de nombreuses applications de calage de simulateur microscopique
par des méthodes d’optimisation. Une vue d’ensemble du calage de simulateur micro-
scopique à l’aide de telles méthodes est disponible dans [129]. Il est décrit comme un
processus itératif faisant appel à plusieurs étapes. Le schéma de concept d’un processus
d’optimisation est décrit dans la figure 5.2.
Modèle 
calé ? 
Simulation 
Initialisation des 
paramètres 
Comparaison 
Définition d’un nouveau jeu 
de paramètres 
Paramètres calés 
Paramètres non calés 
[5.2.3.1] 
[5.2.3.2] [5.2.3.3] 
Données 
BOUCLE DE CALAGE 
Fig. 5.2.: Schéma d’un processus de calage par optimisation
Les méthodes d’optimisation sont itératives, et la première itération considère un jeu initial
de paramètres, a priori non calés. Une itération est lancée, et elle consiste à lancer une
simulation afin d’obtenir les variables de sortie du modèle. Le processus de simulation et le
choix de la mesure de performance sont décrits en section 5.2.2.1. Ensuite, les observations
des conditions de circulation réelles sont considérées et comparées aux variables de sortie
du modèle, grâce à un indicateur de qualité d’ajustement appelé aussi GoF. La définition et
les propriétés requises pour celui-ci sont discutées en section 5.2.2.2. Le jeu de paramètres
qui le minimise (ou le maximise) se substitue au jeu de paramètres initial, puis une nouvelle
itération est lancée. Lorsque le processus d’optimisation converge, alors les paramètres
sont considérés comme calés. Les règles de convergence décrites par la brique de condition
"Modèle calé?" dans la Figure 5.2 sont multiples. Elles dépendent du design des autres
briques et de la connaissance du système à caler. En conséquence, nous ne décrirons pas
les règles de convergence. Il est à noter, néanmoins, que la rigueur demandée quant à la
convergence de la méthode influera largement sur le nombre d’itérations et donc le temps
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de calcul. Le processus d’optimisation peut demander des temps de calculs importants si
le nombre de paramètres à caler est grand et si la règle de convergence est stricte. Pour
réduire le nombre d’itérations, il est intéressant de parcourir l’espace des paramètres de
manière judicieuse via une méta-heuristique.
La section 5.2.2.3 est consacrée aux algorithmes d’accélération.
5.2.2.1 Mesure de performance
La mesure de performance (en anglais Measure of Performance soit MoP) correspond
à la variable sur laquelle le calage se base. Il s’agit de la variable qui est directement
confrontée aux observations des capteurs. Il existe autant de MoP qu’il existe de variables
pour représenter le trafic. En conséquence, nous ne proposons pas une liste exhaustive
de MoP mais nous nous attacherons à décrire certaines variables intéressantes dans le
contexte de la thèse parce que disponibles grâce au modèle d’écoulement développé. La
disponibilité en termes de sortie de modèle n’est pas le seul critère de choix pour le MoP. Il
faut aussi que la mesure de performance soit compatible avec les moyens de récolte sur le
terrain.
Une discussion des variables disponibles à partir du modèle d’écoulement développé en
Chapitre 2 s’impose. La sortie directe du modèle d’écoulement utilisé est caractérisée par
les temps de passage aux nœuds définis sur le réseau. Ce type de variables est utilisé
dans l’assimilation de données. D’un point de vue capteurs, ces données sont disponibles
à partir de capteurs de type lagrangien-spatial comme les capteurs Bluetooth ou LAPI. Les
boucles électromagnétiques peuvent aussi donner des données de temps de passage
non-agrégés (cf. hypothèses du Chapitre 3). A partir des sorties du modèle, nous avons
produit d’autres types de variables en fin de Chapitre 2. Les temps de parcours sur le lien
peuvent représenter une mesure de performance dans le contexte de la thèse. Ils sont
calculés directement comme la différence entre les temps de passage des véhicules à
plusieurs endroits. Dans un tel cadre, les capteurs nécessaires pour des mesures de temps
de parcours se rejoignent avec ceux nécessaires au recueil des temps de passage.
Concernant des indicateurs agrégés, les travaux dans le Chapitre 2 nous ont permis
d’établir une méthode de calcul des débits, concentration et vitesse agrégés dans le plan
de l’espace et du temps. Les capteurs permettant de calculer les indicateurs agrégés sont
les boucles électromagnétiques pour les variables agrégées au niveau du capteur. Le taux
de pénétration des capteurs types GPS ne permet pas de calculer les variables agrégées
sur l’ensemble du lien. De plus, le modèle GM-LS-LWR ne permet pas de reconstituer
des trajectoires complètes qui pourraient être comparées aux mesures lagrangiennes-
temporelles des capteurs GPS.
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D’autres mesures de performances peuvent être déduites des différentes variables dispo-
nibles à partir du modèle d’écoulement. Elles ont fait l’objet de travaux relatifs au calage.
On peut citer les courbes de véhicules cumulées [12], les taux de dépassement [22] ou
encore la trajectoire d’une onde de congestion [28]. La pluralité de MoP disponibles ou
concevables permet la construction d’une grande quantité de méthodes d’optimisation
différentes. Des indicateurs de la qualité de l’ajustement sont aussi très nombreux.
Concernant des pistes de recherche quant au calage des paramètres dans le cadre des
recherches proposées, nous préconisons de commencer les recherches du côté des
mesures de performances telles que les temps de parcours ou les courbes de véhicules
cumulées. Néanmoins, l’utilisation d’autres types de données, si elles sont disponibles,
pourra enrichir la qualité du calage.
5.2.2.2 Indicateur de qualité de l’ajustement
L’indicateur de qualité de l’ajustement est appelé Goodness of Fit (GoF ) dans la littérature.
Il s’agit d’une fonction-objectif donnant une indication de la différence entre les MoP issues
du modèle et les MoP issues des données. Cette différence prend la forme d’une somme
pondérée des erreurs entre le modèle et les données. Il existe de nombreux GoF possédant
chacun ses points forts et ses faiblesses. Pour une analyse détaillée des différents GoF, le
lecteur peut se reporter à [26, 35]. Nous allons cependant tenter d’esquisser des orientations
de recherche en explicitant les qualités recherchées pour les GoF.
— CertainsGoF proposent de ne pas prendre en compte les signes des différents termes
de la somme pondérée. Cette considération permet d’obtenir une somme positive
dont le minimum théorique est 0. Un GoF possédant cette caractéristique doit être
préféré pour une optimisation.
— Certains GoF comme le RMSE (Root Mean Square Error) proposent d’élever les
termes composant la somme au carré. Cette opération permet à la fois d’assurer la
positivité de l’indicateur et d’accentuer les erreurs de grande ampleur.
Il est à noter que les GoF peuvent être modifiés en fonction du cadre d’étude. En effet
dans [28] un RMSE modifié est utilisé en appliquant un facteur afin de discriminer certains
termes dans la somme pondérée. Dans le cas où le GoF possède les propriétés citées, le
problème d’optimisation est un problème de minimisation :
Γopti = argmin{Γ} [GoF (MoPmod(Γ),MoPdata)] (5.15)
où Γ désigne un vecteur de paramètre, MoPmod(Γ) les points issus du modèle pour ce jeu
de données et MoPdata les points issus des données captées.
La Figure 5.3 présente un exemple de surface représentative sur un espace à 2 paramètres.
Cette surface est issue de précédents travaux sur le calage hors-ligne du diagramme
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Fig. 5.3.: Exemple de GoF obtenu pour une optimisation sur 2 paramètres - Source : [28]
fondamental à l’aide de données issues de stations de comptage et GPS [28]. Il s’agit d’un
exemple d’utilisation de méthode d’optimisation. Cette nappe présente une caractéristique
avantageuse que toutes les applications ne présentent pas. En effet, la fonction semble ne
présenter qu’un seul minimum sur l’ensemble des paramètres. Cependant, le tracé de la
nappe entière, intéressant d’un point de vue pédagogique, nécessite le calcul du GoF dans
tout l’espace des paramètres et nécessite donc un grand nombre d’itérations de la boucle
d’optimisation (cf. Figure 5.2). Il existe un nombre considérable de méthodes permettant
d’accélérer le processus.
5.2.2.3 Méthodes d’accélération
Lorsque le nombre de paramètres est limité et que l’espace de recherche des valeurs l’est
tout autant, l’estimation du GoF pour tout l’espace des paramètres peut être réalisée. Par
contre, lorsque le nombre de paramètres augmente, le temps de calcul devient exponentielle.
Ainsi, il faut réfléchir à une méthode d’accélération permettant l’exploration de l’espace
des paramètres de manière judicieuse et efficace. La méthode d’accélération par descente
de gradient offre lorsque l’indicateur peut être dérivé ou lorsqu’un hyperespace tangent
peut être estimé. Des méthodes de recherches stochastiques peuvent donc s’appliquer en
alternative aux méthodes de recherche déterministes.
Pour une exploration stochastique mais efficace de l’espace des paramètres, les méta-
heuristiques (MH) ont prouvé leur efficacité [129, 27, 117, 57]. Faire un inventaire complet
des méta-heuristiques ici serait long et représenterait peu de plus-value sans travaux pous-
sés permettant de les classer dans le contexte du calage de paramètres du diagramme
fondamental. Cependant, un classement des MH est proposé en Figure 5.4 (source dans
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la légende). Ce classement propose de délimiter les différentes MH dans différents en-
sembles.
Fig. 5.4.: Ensembles demétaheuristiques - Source : http ://metah.nojhan.net/post/2007/10/12/Classification-
of-metaheuristics
Parmi les algorithmes les plus connus figurent les algorithmes génétiques [20, 82, 66, 83,
23, 87], l’algorithme de recherche tabou et l’algorithme SPSA 1 [82, 97, 7, 76, 98]. Pour une
liste plus exhaustive de travaux concernant le calage de modèle microscopique grâce à des
métaheuristiques, le lecteur intéressé pourra se reporter à [129]. L’algorithme génétique
est inspiré de la théorie de l’évolution. Les paramètres sont codés sous la forme de mots
composés de bits. L’ensemble des vecteurs de paramètres ainsi composé représente
une population. Les individus sont ensuite comparés en termes de performance avec
le GoF. Enfin, les étapes suivantes permettent la génération de la population suivante :
sélection, croisement et mutation. L’algorithme de recherche tabou consiste à estimer une
performance pour un vecteur de paramètres aléatoire. Ensuite, le voisinage de ce vecteur
est analysé et le prochain jeu de paramètres est choisi par le voisinage en fonction de la
minimisation de la fonction objective. Ces algorithmes ont l’avantage d’accélérer la vitesse
de convergence sans nécessité de connaître le gradient du GoF. De plus, le caractère
1. Simultaneous Perturbation Stochastic Approximation
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stochastique permet de réduire le risque de converger vers un optimum local. Cependant,
le fait que ces algorithmes n’assurent pas l’optimalité de la solution objet de la convergence
représente le contrecoup des avantages.
Dans le cadre présenté, les modèles sont déterministes. Plusieurs questions quant à
l’introduction du suivi d’erreurs sont légitimes. En effet, le fait que les sorties du modèle
soient considérées stochastiques tout comme les données à disposition a une influence
sur le calcul de la mesure de la performance. Tout comme les sorties du modèle, des
méthodes de suivi d’erreurs telles que la méthode de perturbation peuvent être utilisées.
Pour la partie relative à la propagation d’erreurs dans les modèles dynamiques, le lecteur
est invité à se référer au Chapitre 2 du manuscrit. De plus, les MoP étant stochastiques,
l’indicateur de qualité de l’ajustement l’est tout autant. Cela signifie que pour tout point dans
l’espace des paramètres, il n’y a pas qu’une valeur déterministe d’indicateur de qualité de
l’ajustement. Enfin, il est important de réfléchir à la question du résultat de l’optimisation.
En effet, sachant que la totalité des variables en jeu sont stochastiques, alors l’optimum
l’est tout autant. Ces verrous scientifiques n’ont pas été levés dans la littérature propre aux
méthodes d’optimisation pour le calage de modèles dynamiques de trafic.
5.2.3 Analyse synthétique des méthodes de calage
Compte tenu des discussions précédentes, il est intéressant d’avoir une vision synthétique
des méthodes de calage étudiées. La table 5.1 présente l’analyse en termes d’avantages et
inconvénients de la technique de vecteur d’état augmenté et la table 5.2 l’analyse similaire
pour la méthode d’optimisation.
Avantages Inconvénients
- Intégration directe au schéma d’assimilation
de données
- Pas d’assurance de convergence vers les
paramètres optimaux
- Ne nécessite pas beaucoup de calculs sup-
plémentaires dans l’outil
- Risque de sur-ajustement et de perte de
sens physique des paramètres
- Recherche sur la propagation de cova-
riances
- Pas de certitude sur la levée de l’hypothèse
d’indépendance des variables
- Outil en un seul bloc permettant le calage
entier du modèle (conditions internes + para-
mètres)
- Pas d’assurance sur la stabilité des erreurs
de modèle
Tab. 5.1.: Avantages et inconvénients de la technique d’augmentation du vecteur d’état
Il est donc difficile d’orienter le choix vers l’une ou l’autre des méthodes. Des travaux de
recherche supplémentaires sont nécessaires pour mettre en pratique les considérations
évoquées dans le discours de cette section. Si le but recherché est de proposer un outil "tout
en un" rapide et utilisant une seule source de données, alors l’orientation des recherches se
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Avantages Inconvénients
- Littérature abondante sur le sujet - Méthode extérieure à la boucle d’assimila-
tion
- Fiabilité de la méthode dans la convergence - Méthode récursive et donc gourmande en
calculs
- Utilisation d’autres types de données - Difficultés à déduire les erreurs sur les pa-
ramètres du modèle
- Recherche sur un couple Mop/GoF adapté - Sensibilité de la méthode à la qualité des
données
Tab. 5.2.: Avantages et inconvénients de la méthode d’optimisation
fera dans le sens de l’augmentation du vecteur d’état. Sinon, les recherches s’orienteront
dans le sens des méthodes d’optimisation.
5.3 Applications et perspectives relatives au calage
Partons du principe que la problématique de calage a obtenu une réponse et qu’un proces-
sus de calage en ligne des paramètres du diagramme fondamental a été conçu et validé. Il
est intéressant de s’interroger sur les pistes opérationnelles et scientifiques découlant de
ces avancées. Pour ce faire nous proposons de réaliser l’exercice d’identifier des pistes
de recherches comme extension de ce travail de thèse. Ces propositions sont sous la
forme de fiches de sujet donnant les grandes lignes du travail de recherche à initier. Les
travaux menés et les ouvertures sur le calage permettent une grande quantité de travaux
d’amélioration, de poursuite de recherche ou de travaux de mise en place opérationnelle.
Nous proposons 3 fiches sur des sujets qui nous paraissent importants.
5.3.1 Influence des aléas sur les paramètres
Les aléas que peut subir un réseau routier, comme les incidents ou les perturbations
externes, telles que la météo, ont une incidence sur l’écoulement des véhicules. Un des
objectifs des gestionnaires des réseaux est d’être pro-actifs quant à ce qui pourrait détériorer
les performances du réseau. Une connaissance approfondie des influences des aléas sur le
modèle d’écoulement permettrait de réagir vite et de proposer des prévisions en adéquation
avec les situations à venir.
Dans un contexte actuel de profusion des données alliée à la facilité d’y accéder, les mé-
thodes données-centrées sont les méthodes statistiques majoritairement utilisées pour
étudier l’influence des externalités sur les conditions de circulation. En parallèle, les mé-
thodes modèles-centrées permettent, par le biais de la simulation, de prévoir tout un éventail
de situations théoriques. Grâce à l’ajout des données dans la simulation, les processus
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d’assimilation de données ont permis d’établir une réactivité quant aux observations sur le
terrain.
L’objectif est d’étudier l’apport des méthodes modèles-centrées aux méthodes donnée-
centrées en présence de conditions de circulations dégradées par des aléas intérieurs ou
extérieurs (accident, météo, travaux, etc). Ces apports doivent être quantifiés afin d’évaluer
un potentiel intérêt d’implémentation opérationnelle.
Pour cela, les outils à disposition comprennent le prototype d’assimilation de données et
de calage en ligne permettant de simuler des situations de trafic dégradées. De plus, on
devra disposer de données trafic correspondant aux situations étudiées. La démarche
proposée est de comparer directement les prévisions des méthodes données-centrées et
des méthodes modèles-centrées. Un indicateur de qualité de prévision doit ainsi être conçu
et devra rendre compte cette différence.
Les résultats attendus permettront d’élargir les connaissances relatives aux influences des
divers aléas sur le trafic et ses paramètres. De plus, ils permettront une application plus
opérationnelle des méthodes de calage développées précédemment dans un environne-
ment contrôlé. De plus, ils représentent une première recherche d’opportunité d’application
opérationnelle du calage en ligne par la validation dans un cadre contrôlé.
5.3.2 Supervision du modèle : détection automatique d’incidents
Afin de garantir des conditions de circulation les plus fluides possibles les exploitants
de réseau doivent intervenir rapidement lorsqu’un incident survient. Le risque majeur
est l’augmentation du risque de sur-incidents lorsque la durée d’intervention augmente.
Néanmoins, le maintien du confort des usagers représente aussi un objectif qu’il est
important de citer.
Le calage en ligne ouvre plusieurs possibilités. En effet, il permet une adaptabilité des
paramètres du modèle en fonction des situations observées. A l’aide d’un tel simulateur
adaptable, il est possible d’observer les évolutions des paramètres sur le réseau en temps
réel.
L’objectif des recherches proposées est d’étudier l’influence des incidents sur les paramètres
du modèle. Aussi, le développement de méthode de détection automatique d’incidents non
récurrents à partir des résultats de l’assimilation de données et du calage en ligne est à
discuter. La détection d’incident chercherait à être la plus fine possible à l’instant t mais
aussi en termes de prévisions à court terme. Ces méthodes sont à valider dans un cadre
synthétique avant de réfléchir à la mise en place opérationnelle.
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Nous proposons un ensemble de pistes pour mener à bien le projet :
— recherche sur l’introduction d’incidents dans un simulateur de trafic ;
— recherche sur l’influence en temps réel des incidents sur les paramètres du diagramme
fondamental ;
— recherche sur l’opportunité de détecter automatiquement les incidents avec un support
de données synthétique ;
— à l’aide d’un jeu de données adéquat, simuler le temps réel.
Une méthode de détection d’incidents ouvrirait la voie à des applications opérationnelles
relatives à la détection d’incidents et à la prise de décision qui en découle. Elle pourra venir
renforcer les processus d’aide à la décision des gestionnaires de réseau routier.
5.3.3 Vers un calage rapide par apprentissage
Le Chapitre 4 a conclu sur l’insuffisance du processus d’assimilation sans calage en ligne
des paramètres du modèle pour obtenir des états de trafic cohérents avec la situation
observée en tout point du réseau. Ainsi, il y a un décalage présent entre les valeurs issues
du modèle non calé et celles issues de la réalité.
De plus, un des processus de calage proposé est une méthode d’optimisation. Ce processus
possède comme caractéristique d’être gourmand en temps de calcul. Il repose justement sur
le décalage entre le modèle et la réalité observée et propose une adaptation des paramètres
en conséquence. Dans le contexte d’un outil, en ligne, il est intéressant de s’intéresser à
un moyen de réduire la nécessité d’appeler constamment le processus d’optimisation. La
motivation ici est de réduire, à terme, les temps de calculs alloués au calage de manière
significative par le développement d’une méthode de calage parallèle, plus rapide, mais
reposant sur les résultats des processus d’optimisation.
Le verrou scientifique à lever dans ces travaux est le développement d’une méthode per-
mettant un apprentissage du calage des paramètres à effectuer en fonction des différences
observées entre l’assimilation de données et les données terrain. La question sous-jacente
étant relative à la possibilité de s’affranchir du processus d’optimisation.
La Figure 5.5 illustre le système au complet avec la proposition de l’ajout d’un calage rapide
par apprentissage du processus d’optimisation. Les recherches pour ces objectifs peuvent
prendre plusieurs directions. Les paramètres du modèle peuvent être dégradés, par rapport
au calage, de manière méthodique afin d’apprendre des innovations pour certains défauts
de calage de modèle. On peut aussi utiliser des éléments de littérature sur les méthodes
d’apprentissage afin de les comparer et de choisir une méthode adéquate si le processus
est réalisable.
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Fig. 5.5.: Concept du calage rapide par apprentissage du processus d’optimisation
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Conclusion Générale
L’augmentation constante de la demande en déplacement routier en plus des limites
actuelles dans les moyens d’augmentation de l’offre disponible entraîne la dégradation
régulière des conditions de circulation sur les infrastructures routières. Les conséquences
sur la sécurité, l’environnement et le confort des usagers réinterroge les missions des
gestionnaires de réseaux routiers. Des outils d’aide à la décision, reposant sur des modèles
dynamiques de trafic, peuvent les aider à mieux comprendre l’origine des congestions,
et prendre les mesures de trafic les plus adaptées. Ces mesures peuvent consister à
augmenter les capacités d’écoulement de nos infrastructures par la création de nouvelles
voies. Mais elles sont coûteuses et entrainent une hause des déplacements routiers. Ces
mesures peuvent aussi agir sur la demande, en encourageant des tranferts vers des modes
plus doux grace à des nouvelles solutions d’aide à la mobilité ou de nouveaux services.
Mais l’exploitant a généralement peu de leviers d’action sur ces sujets. Enfin, l’exploitant
peut moduler le trafic par des mesures de régulation dynamique, qui sont des solutions
opérationnelles ayant fait leurs preuves ces trois dernières décennies.
Pour la mise en oeuvre de ces mesures, les gestionnaires de réseau ont besoin d’outils
d’évaluation pour mener les études de trafic en amont des déploiements. Et lorsque les
mesures de régulation sont opérationnelles, le gestionnaire a besoin d’outils d’aide à la
décision pour la gestion des trafic qui soient : rapides, fiables, réactifs et adaptatifs. Ces
quatre enjeux ont été traduits en quatre objectifs de recherche durant la thèse :
— le choix d’une échelle de représentation du trafic ;
— la recherche d’un modèle dynamique de trafic proposant un suivi des erreurs de
modèle ;
— la recherche d’une méthode d’assimilation de données permettant de caler les condi-
tions internes du modèle ;
— la recherche d’une méthode de calage en ligne des paramètres du modèle d’écoule-
ment.
Concernant le choix d’une échelle de représentation du trafic, les 3 échelles (microscopique,
mésoscopique et macroscopique) ont été analysées et le choix s’est porté sur la modélisation
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mésoscopique aussi appelée Lagrangienne-Spatiale. La résolution du modèle LWR est
effectuée grâce à l’équation aux dérivées partielles de Hamilton-Jacobi [72, 74].
Synthèse des recherches
La première contribution concerne l’enjeu de fiabilité renvoyant à des notions d’erreurs sur
les prévisions. Ces erreurs de modèle possèdent plusieurs sources comme les erreurs
sur les conditions initiales ou les erreurs sur les paramètres. Les conditions initiales sont
caractérisées par la demande en entrée de réseau et par l’offre en sortie de réseau.
Concernant les paramètres du modèle d’écoulement, le choix de 3 paramètres que sont la
vitesse fluide u, la densité maximale de véhicules kx et la vitesse maximale de remontée
de congestion w est motivé par les recherches faisant office de référence pour les présents
travaux. L’idée de cette partie est d’introduire des erreurs de modèles dans les CI et les
paramètres de l’écoulement et d’analyser leur propagation vers les résultats du modèle
mésoscopique : les temps de passage aux nœuds. Concernant la modélisation des erreurs,
plusieurs possibilités ont été comparées : une méthode basée sur des réplications (type
Monte Carlo), une méthode basée sur des mélanges de Dirac, et une méthode basée sur
des mélanges de Gaussiennes. Au regard des avantages et inconvénients de chaque type
de modélisation, le choix s’est porté sur la conception d’un modèle de trafic dynamique
mésoscopique propageant les erreurs sous la forme de mélanges de Gaussiennes : le
GM-LS-LWR. Ce modèle a été mis à l’épreuve avec des tests de sensibilité au regard
de deux indicateurs rendant compte respectivement de la précision et de l’efficience du
modèle. L’analyse de sensibilité avait pour but de comparer les performances du modèle
quant au nombre de composantes Gaussiennes, au nombre de nœuds sur le réseau et à la
précision des paramètres. Pour finir, cette partie a proposé deux indicateurs opérationnels,
stochastiques, permettant d’estimer les variables d’état du système mais aussi la fiabilité de
cette estimation. Les temps de parcours sur le réseau sont proposés avec une enveloppe
liée à l’intervalle de confiance sur la moyenne de l’estimation. Les diagrammes espace-
temps représentent les états de trafic agrégés dans l’espace et le temps en moyenne et en
écart-type. L’analyse de ces indicateurs montre que la fiabilité d’un modèle d’écoulement
seul se détériore dans le temps, en particulier lors d’épisodes de congestion.
La contribution suivante concerne la mise en place d’un schéma d’assimilation de données
séquentiel où les variables d’état sont distribuées suivant des mélanges de Gaussiennes.
Devant la popularité du filtre de Kalman et de ses diverses extensions, une opportunité de
formulation d’un filtre de Kalman séquentiel adapté au modèle LWR Lagrangien-Spatial a
été explorée. Cependant, les propriétés de notre modèle, en particulier la description des
états fluides par le diagramme fondamental, empêche la formulation d’un filtre de Kalman
dans cette échelle de représentation. Une méthode alternative de fusion de données a été
proposée. Les états a priori sont les instants de passage des véhicules au nœud d’obser-
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vation. Les observations sont définies comme des temps de passage stochastiques captés
en des points fixes du réseau (par exemple des stations de comptage). Les distributions de
probabilité des observations sont Gaussiennes. Les états a posteriori sont définis comme
un compromis entre les états a priori et les observations. Ce compromis est établi grâce
à une formulation Bayésienne permettant de calculer l’état le plus probable connaissant
les observations et l’état a priori. La formulation a été adaptée afin de correspondre à une
formulation mono-variable associée à des mélanges de Gaussiennes. L’idée majeure de
cette méthode de fusion de données est que l’état a posteriori converge automatiquement
vers l’état a priori lorsque la variance des observations est importante. A l’inverse, lorsque
les observations sont beaucoup plus précises que l’état a priori, l’état a posteriori converge
vers l’état a priori.
Afin de boucler le schéma d’assimilation de données, une étape de mise à jour des états
internes du modèle est nécessaire afin de réinjecter les états a posteriori dans le modèle
d’écoulement. Pour ce faire, la proposition de cette thèse est une méthode de mise à
jour compatible avec le modèle d’écoulement. Dans cette partie, deux méthodes sont en
compétition. La première méthode consiste en une simple substitution des états a priori
par les états a posteriori dans le modèle d’écoulement. La deuxième méthode agit aussi
sur les véhicules eux même et est inspirée de [44]. En effet, dans cette méthode, selon
les régimes a priori et observés, il est proposé d’ajouter, supprimer, avancer ou reculer
des véhicules. Les deux méthodes sont comparées sur deux scénarios différents d’une
simulation appelée réalité terrain, ou référence, censée représenter la réalité. Dans le
premier scénario, l’offre en sortie de réseau diffère du scénario de référence. Les états de
trafic doivent se propager correctement dans le sens inverse du trafic en amont du nœud
d’observation. Dans le second scénario, la demande en entrée de réseau est différente du
scénario de référence. En conséquence, la méthode d’assimilation de données doit pouvoir
propager correctement les états de trafic dans le sens de la circulation en aval du nœud
d’observation. Sur les deux scénarios, la première méthode n’est pas satisfaisante. Sur le
premier scénario, le calage des conditions internes n’est pas suffisant et sur le deuxième
scénario : des incohérences de modèle apparaissent. Concernant la second méthode,
aucune incohérence de modèle n’est à noter sur les deux scénarios proposés. De plus, la
méthode d’assimilation de données permet de caler les conditions internes du modèle en
amont du nœud d’observation pour le premier scénario et en aval du nœud d’observation
pour le second scénario. Devant ces résultats satisfaisants pour cette méthode, nous avons
proposé de la tester sur deux autres scénarios. Ces deux autres scénarios correspondent
à un défaut de calage de la branche fluide du DF et de la branche congestionnée du DF
respectivement.
Lorsque les paramètres du diagramme fondamental ne sont pas calés, les états de trafic ne
sont pas correctement propagés. En effet, la dynamique interne des liens est gérée par ces
paramètres et donc le calage ponctuel des conditions internes au nœud d’observation est
insuffisant. La nécessité suivante est le développement d’une méthode en ligne de calage
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des paramètres du DF. Ce calage permettrait un écoulement des véhicules sur le réseau en
accord avec les observations. Ainsi, le calage répond à l’enjeu d’adaptabilité de la gestion
de trafic en temps réel. Le chapitre 5 consiste donc à ouvrir sur le calage des paramètres
du diagramme fondamental. Les recherches du côté de l’augmentation du vecteur d’état
ne peuvent aboutir en raison de l’hypothèse d’indépendance des variables établie dans
les parties précédentes. L’analyse de l’état de l’art permet de repérer un schéma récurrent
de calage des modèles. Ce schéma récursif passe par une suite d’étapes que sont : le
choix d’un ensemble initial de paramètres, la simulation avec ces paramètres, le calcul
de la qualité de l’ajustement (GOF), le choix d’un nouvel ensemble de paramètres. Il est
terminé lorsque la simulation est proche des observations. Le choix de l’indicateur de la
qualité de l’ajustement et le choix de la méthode d’évolution de l’ensemble des paramètres
font qu’il existe une grande diversité de méthodes de calage. Des pistes de calage sont
ainsi proposées.
Limites
Afin d’analyser les limites des méthodes développées dans cette thèse, revenons dans
un premier temps sur les hypothèses formulées. La première hypothèse est celle de
l’indépendance des variables. Cette hypothèse a des répercussions sur plusieurs plans des
travaux. L’hypothèse d’indépendance des variables stipulent que les variables et paramètres
du modèle d’écoulement sont indépendants, statistiquement parlant. Cela se traduit par
des covariances toutes nulles. Dans la formulation du GM-LS-LWR, cette hypothèse est
primordiale au stade du calcul des variances des composantes Gaussiennes des variables.
En effet, un terme de covariance est nécessaire pour utiliser la méthode de perturbation
(cf. Chapitre 2) avec des variables interdépendantes. Cette hypothèse réduit l’exactitude
des formulations proposées. Cette hypothèse intervient aussi au niveau de la méthode de
calage. En effet, comme annoncé dans la section précédente, l’indépendance des variables,
entre autres, empêche l’intégration des paramètres dans le vecteur d’état.
Les hypothèses suivantes concernent la forme des distributions de probabilité proposées
dans les travaux. Pour rappel, les variables du modèle d’écoulement sont distribuées
suivant des mélanges de Gaussiennes et les observations sont considérées comme étant
distribuées suivant des Gaussiennes. L’avantage de la formulation sous la forme de mélange
de Gaussiennes permet l’estimation d’un large éventail de distributions complexes et non
conventionnelles. Cependant, la forme des mélanges de Gaussiennes lisse les distributions
de probabilité. Par exemple, le calcul du terme d’offre dans le Chapitre 2 fait apparaître
un nombre de composantes beaucoup plus importants que le nombre de composantes
Gaussiennes proposé dans le modèle d’écoulement. Pour le modèle d’observation, aucune
preuve empirique de la distribution des temps de passage captés sur un réseau n’est
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disponible pour le moment. Selon l’avancée des recherches, la modélisation des erreurs
d’observation dans cette thèse pourra être contredite.
Pour information, l’implémentation algorithmique des modèles proposés est disponible
en Annexe F. Cette implémentation algorithmique est donnée à titre indicatif puisque les
concepts expliqués dans la thèse ont été mis à l’épreuve grâce à cette implémentation. A
noter que cette implémentation n’est pas la seule possible. Cependant, l’implémentation
algorithmique amène à des limites. L’implémentation algorithmique du modèle d’écoulement
repose sur l’hypothèse FIFO. En effet, les événements ne sont pas traités dans l’ordre
chronologique mais dans l’ordre des indices des véhicules. Pour chaque véhicule entrant,
les passages aux différents nœuds sont traités successivement avant le passage au
véhicule suivant. Cette implémentation algorithmique entraîne une limite dans l’algorithme
de l’assimilation de données. En effet, afin de corriger le modèle d’écoulement, celui-ci
retourne à l’événement concerné. Ainsi, l’assimilation de données traite les événements
dans l’ordre chronologique (ce qui est cohérent avec la cadence d’arrivée des données en
temps réel), à l’inverse donc du modèle d’écoulement. En conséquence, lors de passages
de véhicules au nœud d’observation aval, le modèle remonte jusqu’au traitement d’un
véhicule au début de la liste alors que la prochaine observation concerne un véhicule
en fin de liste. Ceci entraîne deux phénomènes. Le premier est le fait que le véhicule
en fin de liste va être géré par le modèle d’écoulement plusieurs fois. Le deuxième, plus
critique et basé sur la puissance de calcul fait que si la différence entre les deux indices des
véhicules observés est importante (lorsque la concentration en véhicules est importante),
le modèle d’écoulement avec propagation d’erreur ne peut pas rattraper son retard. Des
travaux supplémentaires sont nécessaires afin d’implémenter une gestion chronologique
des événements dans le modèle d’écoulement.
Les méthodes développées durant la thèse s’appliquent uniquement dans le contexte d’un
lien homogène sans discontinuité (convergents et divergents). Ce type de réseau ne permet
que peu d’applications à des réseaux réels. En effet, certains cadres de validation peuvent
correspondre aux hypothèses prises sur le réseau notamment sur des tronçons de route
en interurbains ou sur autoroute entre deux sorties. Par contre, des applications en milieu
urbain ou sur des portions de réseaux maillés ne sont pas possibles directement sans
travaux supplémentaires.
Poursuites de recherche
Les recherches menées durant ces 3 ans peuvent se prolonger sur plusieurs axes :
— Levées d’hypothèses
Lors des travaux menés, nous avons formulé tout un ensemble d’hypothèses afin
de simplifier le problème tout en restant cohérent avec les concepts physiques et
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mathématiques manipulés. Concernant le modèle d’écoulement, la solution proposée
dans cette thèse est un modèle LWR LS où les variables sont distribuées selon des
mélanges de Gaussiennes. Les mélanges de Dirac étant aussi évoqués, il existe un
ensemble de formes de distributions à explorer pour la modélisation des erreurs de
modèles. Au regard de l’état de l’art sur les méthodes de propagation des erreurs (cf.
Chapitre 2), il existe un ensemble de méthodes permettant de suivre les erreurs dans
les modèles dynamiques. Concernant la dynamique de l’écoulement en particulier, la
première hypothèse est celle d’indépendance des variables. Comme nous l’avons
noté dans les chapitres précédents, cette hypothèse entraîne des limites dans les
concepts développés comme dans le calage et l’assimilation de données. Des travaux
complémentaires permettraient de lever l’hypothèse d’indépendance des variables et
de proposer une méthode de calage par augmentation du vecteur d’état.
— Développement de méthodes pour complexifier les réseaux
Afin que notre méthode soit adaptée à des réseaux plus complexes, il faut propo-
ser des modèles d’écoulement avec suivi d’erreurs pour des convergents ou des
divergents. De plus, une étude de l’interface entre les liens et les discontinuités peut
être intéressante puisque dans le cas stochastique, cette continuité peut ne pas être
directe. Une piste d’étude possible est de partir de l’existant, c’est à dire de ce qui se
fait traditionnellement en termes de modélisation des convergents et des divergents.
Pour ce faire, il est intéressant de regarder du côté de ce qui est fait dans la littérature
pour les convergents. En effet, des modèles de convergent tels que celui de Daganzo
[37] ont été développés pour être compatibles avec le modèle LWR [73, 59]. La même
chose est remarquable pour les divergents où des modèles sont compatibles avec le
modèle LWR [94, 58]. D’autres types de discontinuité sont présents sur les réseaux.
On peut citer les carrefours à feux, les ronds-points [21] ou encore les zones d’entre-
croisement [85]. Ces modèles de discontinuité s’adaptent parfaitement au modèle
LWR déterministe. La problématique de l’adaptation à un modèle LWR stochastique
est une poursuite de recherche intéressante.
— Travaux dans la direction d’une implémentation opérationnelle
1 2 3 4 5 6 7 8 9 
TRL 
Support Synthétique Support réel 
Fig. 5.6.: Chronologie du TRL [84]
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La dernière catégorie de perspectives concerne donc les travaux dans la direction
d’une implémentation opérationnelle des méthodes. La Figure 5.6 rappelle les niveaux
de Technology Readiness Level exposés dans le Chapitre 4. L’objectif de la thèse
était le développement d’un prototype et sa validation dans un contexte contrôlé
en laboratoire. Afin de prétendre à des niveaux de maturation technologiques plus
élevés, plusieurs perspectives peuvent être explorées. D’abord, le développement
d’une méthode de calage avec estimation des erreurs sur les paramètres du modèle
d’écoulement est nécessaire. Ensuite, la validation des méthodes développées a
été réalisée sur des scénarios ne correspondant pas à la réalité. En effet, dans la
réalité, l’ensemble des paramètres (offre, demande, DF) ne sont pas forcément calés.
Des travaux supplémentaires sont nécessaires pour proposer une validation des
méthodes sur un support synthétique proche de la réalité. Ensuite, un jeu de données
réelles permettra de réaliser les premières validations sur un support réel. Dans un
objectif de mise en place opérationnelle, un prototype doit être développé et validé en
situation.
Perspectives
Le choix du modèle LWR est justifié dans le chapitre introductif, tout comme le choix de
l’échelle de représentation mésoscopique. Cependant, il existe une quantité considérable
de modèles de trafic existant dans les différentes échelles de représentation. En effet, pour
une application très locale, la création d’une approche de gestion de trafic modèle-centrée
à l’échelle microscopique et basée sur les travaux et les ouvertures de cette thèse peut
représenter une opportunité d’application intéressante. La même observation peut être faite
pour des applications plus larges et une échelle de représentation macroscopique.
Devant la croissance de la puissance de calculs et des tailles des bases de données trafic
disponibles, les approches données centrées sont particulièrement appréciées dans les
problématiques de prévisions. Cependant, des opportunités d’approches modèle-centrées
comme celle proposée dans la thèse ne sont pas à négliger. Les travaux menés vont dans le
sens de modèles de trafics prenant en compte des données captées sur le terrain. Ainsi, les
approches données-centrées et modèles-centrées ne sont pas à opposer. Des processus
tels que la mise à jour bayésienne des états de trafic (cf. Chapitre 3 et 4) peuvent venir
renforcer les approches purement données-centrées. La qualification et la quantification du
renfort apporté par des approches modèles-centrées aux approches données-centrées
sont des sujets de recherches conséquents et qui méritent un approfondissement.
Du point de vue des caractéristiques opérationnelles potentielles dans la gestion du trafic
au quotidien, les approches modèles centrées peuvent apporter une aide précieuse. Lors
d’événements aléatoires comme des épisodes de fortes intempéries ou des accidents,
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l’adaptabilité des approchesmodèles-centrées pourrait permettre de les détecter et d’estimer
leurs conséquences. Lors d’événements prévus mais non récurrents comme des travaux,
les approches modèles centrées permettraient de mesurer aussi leurs impacts sur le trafic
et d’estimer les futures conditions de circulations. De plus, dans un but de recherche, ces
approches permettraient d’analyser l’évolution des paramètres du modèle d’écoulement. Il
ne faut pas oublier non plus le suivi des erreurs de modèle rendant compte de la fiabilité
des précisions d’un point de vue opérationnel. Ces indicateurs représentent des aides
considérables pour évaluer les stratégies de régulation.
Concernant les stratégies de régulation dynamique, les approches initiées dans la thèse
aideraient à leur mise en place en temps réel. L’avantage d’avoir un modèle adaptable
et réactif est que l’on peut profiter des avantages du calage du modèle en temps réel
et de la souplesse d’un cadre simulé permettant de tester une infinité de configurations
pour la régulation dynamique, lors d’évaluations a priori. Ces perspectives représentent
une projection à un horizon lointain dans la mesure où elles demandent des recherches
approfondies sur la mise en place opérationnelle des méthodes et la qualification du renfort
apporté par ces méthodes sur la mise en place des stratégies de régulation.
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Annexes

AGlossaire
Rapidité La rapidité d’une mesure de gestion de trafic représente sa qualité a être accompli
dans un temps très bref.
Réactivité La réactivité d’une mesure de gestion de trafic est sa qualité à réagir à une stimulation
extérieure comme un changement drastique des états de trafic dû à un incident.
Fiabilité La fiabilité d’une mesure de gestion de trafic correspond à la confiance que l’ensemble
des acteurs concernés puissent lui donner. Ici, elle désigne la capacité à prendre en
compte et suivre les erreurs de modèles.
Adaptabilité L’adaptabilité fait référence à la capacité du modèle à évoluer en fonction des situations
pour lesquelles il a dû réagir, notamment en changeant les valeurs des paramètres.
Etat a priori Valeurs du vecteur d’état prédite par le modèle dans un schéma d’assimilation de
données.
Etat a posteriori Valeurs du vecteur d’état en sortie de fusion de données, après la prise en compte
de l’état observé.
Mélange de lois Loi de probabilité sous la forme d’une somme convexe de lois de probabilité. Une
somme convexe est une somme pondérée dont les poids sont positifs, inférieurs à 1
et leur somme vaut 1.
Composantes Loi composant le mélange de lois de probabilité.
MoP Mesure de performance. Il s’agit de la variable sur laquelle le modèle et les données
sont comparées dans un processus d’optimisation.
GoF Indicateur de la qualité de l’ajustement. Il s’agit de la fonction objectif dans un pro-
cessus d’optimisation. Dans la majorité des cas, le processus d’optimisation vise à
minimiser cet indicateur.
Meta-heuristique Algorithme permettant la recherche d’un jeu de paramètre optimal dans tout l’espace
des paramètres.
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CTable de quantiles
de la loi normale
P[X ≤ x]=Φ(x)=
∫ x
−∞
1p
2pi
e−y
2/2 dy
Φ(−x)= 1−Φ(x)
x Φ(x) x Φ(x) x Φ(x)
0,00 0,500 1,10 0,864 2,05 0,980
0,05 0,520 1,15 0,875 2,10 0,982
0,10 0,540 1,20 0,885 2,15 0,984
0,15 0,560 1,25 0,894 2,20 0,986
0,20 0,579 1,282 0,900 2,25 0,988
0,25 0,599 1,30 0,903 2,30 0,989
0,30 0,618 1,35 0,911 2,326 0,990
0,35 0,637 1,40 0,919 2,35 0,991
0,40 0,655 1,45 0,926 2,40 0,992
0,45 0,674 1,50 0,933 2,45 0,993
0,50 0,691 1,55 0,939 2,50 0,994
0,55 0,709 1,60 0,945 2,55 0,995
0,60 0,726 1,645 0,950 2,576 0,995
0,65 0,742 1,65 0,951 2,60 0,995
0,70 0,758 1,70 0,955 2,65 0,996
0,75 0,773 1,75 0,960 2,70 0,997
0,80 0,788 1,80 0,964 2,75 0,997
0,85 0,802 1,85 0,968 2,80 0,997
0,90 0,816 1,90 0,971 2,85 0,998
0,95 0,829 1,95 0,974 2,90 0,998
1,00 0,841 1,96 0,975 2,95 0,998
1,05 0,853 2,00 0,977 3,00 0,999
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DGénéralités sur les Dirac
La fonction de Dirac est aussi appelé la fonction impulsion ; elle est particulièrement po-
pulaire dans les domaines de l’électronique et du contrôle des systèmes automatisés. Le
symbole usuel de la fonction de Dirac est la lettre grecque "delta" : δ. Les caractéristiques
mathématiques ce cette fonction sont les suivantes :
— elle est continue sur R sauf en 0 ;
— elle est égale à 0 sur R sauf en 0 ;
— en 0, sa valeure est infinie.
Graphiquement, elle est représentée par une flèche verticale en 0 représentant son com-
portement infini en ce point singulier (cf. Figure D.1). La flèche représentant la fonction de
Dirac est de longueur 1 sur le graphique.
x
δ(x)
0
Fig. D.1.: Graphique de la fonction de dirac
La fonction échelon, dite fonction de Heaviside, est définie comme l’intégrale sur R de la
fonction de Dirac. Elle est notée H.
H(x)=
∫ x
−∞
δ(t)dt (D.1)
Ses caractéristiques mathématiques sont les suivantes :
— elle est continue sur R sauf en 0 ;
— elle est égale à 0 sur R−? ;
— elle est égale à 1 sur R+ ;
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xy
H(x)1
0
Fig. D.2.: Graphique de la fonction de Heaviside
Graphiquement, elle prend la forme d’un échelon en 0 (cf. Figure D.2).
Les fonctions de Dirac et de Heaviside peuvent être définies en un autre point que 0 par
translation selon l’axe des abscisses. Soit α un réel arbitraire. La fonction de Dirac δα est
définie comme la fonction impulsion nulle partout sauf en α à valeure infinie en α.
δα(x)= δ(x−α) (D.2)
Par conséquent, la fonction de Heaviside Hα est définie comme la fonction de Heaviside
traditionnelle translatée de α suivant l’axe des abscisses.
Hα(x)=H(x−α) (D.3)
De par les propriétés de l’intégrale, les considérations de l’équation (D.1) persistent pour
les fonctions δα et Hα.
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EDémonstration de la méthode de
fusion de données
L’objectif de cette section est de justifier les formulations apportées dans la section précé-
dente. Il s’agit d’une section très calculatoire aboutissant aux formulations des caractéris-
tiques des modes de la distribution de l’état a posteriori. Pour information, la conclusion du
chapitre est en page 85.
E.1 Formulation du problème
Le modèle dynamique avec propagation d’erreurs renvoie une estimation de la distribution
de la variable aléatoire X selon un mélange de loi Gaussiennes. Soit N (·; ·, ·) la valeur en
un point de la fonction de densité de la loi Gaussienne paramétrée par sa moyenne et sa
variance. On formalise le mélange de Gaussiennes suivant :
pX (x)=
M∑
j=1
pi
f
jN
(
x; x¯ fj ,
(
σ
f
j
)2)
(E.1)
Le modèle d’observation renvoie une Gaussienne centrée sur la variable à estimer. Il
constitue l’estimation de la variable aléatoire d’observation Y sachant X.
pY |x(y|x)=N
(
y;x, r2
)
(E.2)
En anglais, pX (x) est appelé le prior, pY |X (y|x) constitue l’observation et ainsi pX |Y (x|y)
constitue la meilleur estimation de X sachant l’observation : le posterior.
E.2 Calculs
La suite des calculs a été effectuée dans [109] avec des modèles de variables aléatoires
plus compliqués (multi-dimension). Dans notre cas d’étude, on se contente de variables
aléatoires scalaires. Les calculs ont été refaits partant des formulations de base présentes
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dans la thèse [109]. Ils nous permettent de comprendre le processus de fusion de données
dans les moindres détails. Par ailleurs, cela nous a permis de corriger quelques fautes de
signes dans le document original. D’après le théorème de Bayes, la distribution de l’état de
synthèse est donnée par :
pX |Y (x|y)=
pY |X (y|x)pX (x)
pY (y)
∝ pY |X (y|x)pX (x)
=N (y;x, r2)× M∑
j=1
pi
f
jN
(
x; x¯ fj ,
(
σ
f
j
)2)
= 1p
2pir2
e−
1
2
(y−x)2
r2 ×
M∑
j=1
pi
f
j
1√
2pi
(
σ
f
j
)2e
− 12
(x−x¯ fj )
2
(
σ
f
j
)2
=
M∑
j=1
pi
f
j
2pi
√(
σ
f
j
)2
r2
e
− 12
 (y−x)2
r2
+
(x−x¯ fj )
2
(
σ
f
j
)2

(E.3)
On va développer l’exposant, pour tout j entre 1 et M :
exposant= (y− x)
2
r2
+
(x− x¯ fj )2(
σ
f
j
)2 = x2
 1(
σ
f
j
)2 + 1r2
−2x
 x¯ fj(
σ
f
j
)2 + yr2
+
(
x¯ fj
)2
(
σ
f
j
)2 + y2r2 (E.4)
Afin de faire apparaître une identité remarquable, on ajoute et on soustrait le terme suivante :
 x¯ fj(
σ
f
j
)2 + yr2

2 1(
σ
f
j
)2 + 1r2

−1
(E.5)
et donc :
exposant= x2
 1(
σ
f
j
)2 + 1r2
−2x
 x¯ fj(
σ
f
j
)2 + yr2

+
 x¯ fj(
σ
f
j
)2 + yr2

2 1(
σ
f
j
)2 + 1r2

−1
−
 x¯ fj(
σ
f
j
)2 + yr2

2 1(
σ
f
j
)2 + 1r2

−1
+
(
x¯ fj
)2
(
σ
f
j
)2 + y2r2
(E.6)
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On factorise le carré obtenu par identité remarquable l’exposant devient :
exposant=
x−
 x¯ fj(
σ
f
j
)2 + yr2

 1(
σ
f
j
)2 + 1r2

−1
2 1(
σ
f
j
)2 + 1r2

−
 x¯ fj(
σ
f
j
)2 + yr2

2 1(
σ
f
j
)2 + 1r2

−1
+
(
x¯ fj
)2
(
σ
f
j
)2 + y2r2
(E.7)
Sachant que :
 1(
σ
f
j
)2 + 1r2

−1
=
1−
(
σ
f
j
)2
(
σ
f
j
)2+ r2
(σ fj )2 =
1− r2(
σ
f
j
)2+ r2
 r2 (E.8)
On obtient :
exposant=
x− x¯ fj
1−
(
σ
f
j
)2
(
σ
f
j
)2+ r2
− y
1− r2(
σ
f
j
)2+ r2


2
︸ ︷︷ ︸
A
 1(
σ
f
j
)2 + 1r2

−
 x¯ fj(
σ
f
j
)2 + yr2

2 1(
σ
f
j
)2 + 1r2

−1
+
(
x¯ fj
)2
(
σ
f
j
)2 + y2r2︸ ︷︷ ︸
B
(E.9)
Pour plus de clarté dans les calculs, des termes ont été nommés respectivement A et B.
Ces deux parties de l’équation vont être développées et réduites indépendamment l’une de
l’autre puis réintroduites dans l’équation de l’exposant. On développe et réduit le terme A :
A =
x− x¯ fj
1−
(
σ
f
j
)2
(
σ
f
j
)2+ r2
− y
1− r2(
σ
f
j
)2+ r2


2
=
x−
x¯ fj + y−
(
σ
f
j
)2
(
σ
f
j
)2+ r2 x¯ fj −
r2(
σ
f
j
)2+ r2 y


2
=
x−
x¯ fj +
(
σ
f
j
)2
(
σ
f
j
)2+ r2 (y− x¯ fj )


2
(E.10)
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Ensuite, on développe et réduit maintenant le terme B :
B=−
 x¯ fj(
σ
f
j
)2 + yr2

2 1(
σ
f
j
)2 + 1r2

−1
+
(
x¯ fj
)2
(
σ
f
j
)2 + y2r2
=−

(
x¯ fj
)2
(
σ
f
j
)2 (
σ
f
j
)2 + y2r2r2 + 2x¯
f
j y(
σ
f
j
)2
r2


(
σ
f
j
)2
r2(
σ
f
j
)2+ r2
+
(
x¯ fj
)2
(
σ
f
j
)2 + y2r2
=−

(
x¯ fj
)2
r2(
σ
f
j
)2 + y
2
(
σ
f
j
)2
r2
+2x¯ fj y
((σ fj )2+ r2)−1+
(
x¯ fj
)2
(
σ
f
j
)2 + y2r2
(E.11)
On réduit au même dénominateur :
B=− [· · ·]
((
σ
f
j
)2+ r2)−1+
(
x¯ fj
)2 (
1+ r2(
σ
f
j
)2
)
(
σ
f
j
)2 (
1+ r2(
σ
f
j
)2
) + y
2
(
1+
(
σ
f
j
)2
r2
)
r2
(
1+
(
σ
f
j
)2
r2
)
=
(x¯ fj )2
1+ r2(
σ
f
j
)2
+ y2
1+
(
σ
f
j
)2
r2
−
(
x¯ fj
)2
r2(
σ
f
j
)2 − y
2
(
σ
f
j
)2
r2
−2x¯ fj y
((σ fj )2+ r2)−1
=
(
y− x¯ fj
)2 ((
σ
f
j
)2+ r2)−1
(E.12)
On réintroduit maintenant les deux termes dans l’équation de l’exposant :
exposant=
x−
x¯ fj +
(
σ
f
j
)2
(
σ
f
j
)2+ r2 (y− x¯ fj )


2
︸ ︷︷ ︸
A
 1(
σ
f
j
)2 + 1r2
+ (y− x¯ fj )2 ((σ fj )2+ r2)−1︸ ︷︷ ︸
B
(E.13)
Cette formulation de l’exposant est réintroduite dans la formule de l’état de synthèses :
pX |Y (x|y)∝
M∑
j=1
pi
f
j
2pi
√(
σ
f
j
)2
r2
e
− 12
x−
x¯ fj+
(
σ
f
j
)2
(
σ
f
j
)2
+r2
(y−x¯ fj )
2 1(
σ
f
j
)2 + 1r2
+(y−x¯ fj )2((σ fj )2+r2)−1

(E.14)
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On procède maintenant par identification. Les deux grandeurs suivantes sont définies afin
de faire apparaître la moyenne et la variance de l’état de synthèse. On définit les grandeurs
suivantes : 
x¯aj = x¯ fj +
(
σ
f
j
)2
(
σ
f
j
)2+ r2 (y− x¯ fj )
(
σaj
)2 =
 1(
σ
f
j
)2 + 1r2

−1 (E.15)
L’expression de l’état de synthèse est simplifiée :
pX |Y (x|y)∝
M∑
j=1
pi
f
j (2pi)
(
1(
σ
f
j
)2 + 1r2
)−1/2 ((
σ
f
j
)2+ r2)1/2
(2pi)
((
σ
f
j
)2
r2
)1/2 N
(
x; x¯aj ,
(
σaj
)2)
N
(
y; x¯ fj ,
(
σ
f
j
)2+ r2)
=
M∑
j=1
pi
f
jN
(
x; x¯aj ,
(
σaj
)2)
N
(
y; x¯ fj ,
(
σ
f
j
)2+ r2)
(E.16)
On définit la grandeur suivante pour tout j :
piaj =
pi
f
j ×N
(
y; x¯ fj ,
(
σ
f
j
)2+ r2)
∑M
i=1pi
f
i ×N
(
y; x¯ fi ,
(
σ
f
i
)2+ r2) (E.17)
Cette grandeur est cohérente avec la définition de poids dans les mélanges de distributions.
En effet, la valeur de piaj est comprise entre 0 et 1. De plus, la somme des pi
a
j est 1. On
obtient ainsi l’expression de l’état de synthèse :
pX |Y (x|y)=
M∑
j=1
piajN
(
x; x¯aj ,
(
σaj
)2)
(E.18)
L’état de synthèse est donc distribué selon un mélange de Gaussiennes défini par les
valeurs de moyennes, de variances et de poids calculées dans les équations (E.15) et
(E.17).
On définit K j le mode j du gain de Kalman comme suivant :
K j =
(
σ
f
j
)2 ((
σ
f
j
)2+ r2)−1 (E.19)
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Les équations des moyennes et des variances des modes de la distribution de l’état de
synthèse sont transformées non sans rappeler les formulations usuelles utilisées dans le
filtre de Kalman.  x¯
a
j = x¯ fj +K j(y− x¯
f
j )(
σaj
)2 = (1−K j)(σ fj )2 (E.20)
Cette section de démonstration nous a permis de démontrer que l’estimation de l’état a
posteriori découle d’une méthode d’inférence Bayesienne. Les formulations permettent de
faire l’analogie avec les formulations usuelles du filtre de Kalman.
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FQuelques mots d’implémentation
algorithmique
Cette Annexe rassemble une description détaillée de l’implémentation algorithmique de
la méthode d’assimilation de données développée dans la thèse. Le prototype a été codé
en langage Python. La section F.1 décrit les algorithmes mis en place pour le modèle
d’écoulement. Elle fait référence à des notions développées dans le chapitre 2. La section
F.2 décrit les algorithmes mis en place pour l’assimilation de données. Elle fait référence
aux notions expliquées dans les chapitre 3 et 4.
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F.1 Partie relative aux algorithmes sans assimilation de
données
Algorithme 1 Algorithme Principal Sans Assimilation de données
Récupération des paramètres de simulation
Initialisation du prochain événement : [i1, N0]
Initialisation du prochain temps de départ : 0
Initialisation des événements passés : ;
Initialisation des sorties de la simulation : ;
tant que Temps de départ du prochain véhicule est inférieur au temps final de simulation
faire
Le véhicule ACTUEL est le véhicule du prochain événement
Le nœud ACTUEL est le nœud du prochain événement
Appel de l’Algorithme 2 # Simulation du temps de passage du véhicule actuel au
nœud actuel
Stockage du temps de passage calculé dans les sorties de la simulation
Ajout de l’événement passé dans la liste des événements passés
si Le nœud actuel est le nœud de sortie alors
Actualisation du prochain événement comme le véhicule SUIVANT au nœud d’entrée
sinon
Actualisation du prochain événement comme le véhicule ACTUEL au nœud SUI-
VANT
fin si
fin tant que
Algorithme 2 Calcul du temps de passage pour un événement
Appel de l’Algorithme 3 # Calcul du terme de demande
Appel de l’Algorithme 4 # Calcul du terme d’offre
Appel de l’Algorithme 5 # Calcul du maximum entre le terme d’offre et le terme de
demande
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Algorithme 3 Calcul du terme de demande
si Le noeud ACTUEL est le noeud d’entrée alors
Le terme de demande est le temps d’entrée du véhicule sur le réseau
sinon
Récupération du noeud amont
Calcul du mélange de Gaussiennes du terme de demande
fin si
Algorithme 4 Calcul du terme d’offre
si Le noeud ACTUEL est le noeud de sortie alors
Récupération du temps de passage du véhicule précédent
Calcul du mélange de Gaussienne du terme d’offre relatif à la capacité
sinon
Récupération du noeud aval
Récupération des indices de véhicules liées aux EI 1 discrètes
Calcul des probabilités liées aux aux EI discrètes
pour l’ensemble des indices de véhicules concernés faire
Calcul du mélange de Gaussiennes du terme liée à l’EI discrète concernée
Pondération par la probabilité liée à l’EI discrète concernée
Ajout du résultat dans le mélange de Gaussiennes du terme d’offre
fin pour
fin si
Algorithme 5 Calcul du temps de passage
Génération des particules relatives au terme de demande
Génération des particules relatives au terme d’offre
Calcul du maximum sur l’ensemble des particules
Appel de l’algorithme EM pour calculer le mélange de Gaussiennes calé sur les particules
si la moyenne du terme de demande est supérieure à la moyenne du temps d’offre alors
Le régime de l’écoulement est fluide
sinon
Le régime de l’écoulement est congestionné
fin si
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F.2 Partie relative aux algorithmes avec assimilation de
données
Algorithme 6 Algorithme Principal Avec Assimilation de données
Récupération des paramètres de simulation
Initialisation du prochain événement : [i1, N0]
Initialisation du prochain temps de départ : 0
Initialisation des événements passés : ;
Initialisation des sorties de la simulation : ;
Récupération des observations au noeud d’observation
Calcul du temps jusqu’à la première observation # Simulation du temps réel
tant que Le modèle d’écoulement n’a pas terminé ou que les observations ne sont pas
toutes passées faire
si La simulation n’est pas terminée alors
Appel de l’algorithme 8 # Mise à jour
fin si
si Les observations ne sont pas toutes passées alors
si le temps d’arrivée d’une nouvelle donnée est dépassé alors
Mise à jour du prochain temps d’arrivée d’une donnée
Appel de l’algorithme 7 # Fusion de données
tant que l’évènement recherché n’a pas été trouvé faire
Récupération de l’événement précédent
si l’événement précédent est l’événement recherché alors
L’événement recherché a été trouvé
sinon
L’événement récupéré est supprimé
fin si
fin tant que
si un véhicule est à ajouter alors
Le véhicule ACTUEL est le véhicule à ajouter
L’événement suivant est le véhicule ACTUEL au noeud d’observation
fin si
fin si
fin si
fin tant que
170 Chapitre F Quelques mots d’implémentation algorithmique
Algorithme 7 Algorithme de fusion de données
Calcul de la période de fusion
Calcul de l’événement à retrouver parmis les événements passés
si le régime de l’observation est fluide alors
si le régime de l’écoulement simulé est fluide alors
si il n’y a pas de véhicule simulés pendant la période de fusion alors
Le véhicule observé doit être ajouté dans la simulation
sinon
On récupère le véhicule le plus proche de l’observation
Calcul de l’état de synthèse
L’état simulé doit être mis à jour par l’état de synthèse dans la simulation
L’ensemble des autres véhicules contenus dans la période de fusion doivent être
supprimés
fin si
sinon
si il n’y a pas de véhicule simulés pendant la période de fusion alors
Le véhicule observé doit être ajouté dans la simulation
sinon
On récupère le premier véhicule de la période de fusion
Calcul de l’état de synthèse
L’état simulé doit être mis à jour par l’état de synthèse dans la simulation
L’ensemble des autres véhicules contenus dans la période de fusion doivent être
retardés
fin si
fin si
sinon
si le régime de l’écoulement simulé est congestionné alors
si il n’y a pas de véhicule simulés pendant la période de fusion alors
On avance le temps de passage du véhicule suivant la période de fusion à l’instant
observé
sinon
On récupère le premier véhicule de la période de fusion
Calcul de l’état de synthèse
L’état simulé doit être mis à jour par l’état de synthèse dans la simulation
L’ensemble des autres véhicules contenus dans la période de fusion doivent être
retardés
fin si
sinon
si il n’y a pas de véhicule simulés pendant la période de fusion alors
On avance le temps de passage du véhicule suivant la période de fusion à l’instant
observé
sinon
On récupère le véhicule le plus proche de l’observation
Calcul de l’état de synthèse
L’état simulé doit être mis à jour par l’état de synthèse dans la simulation
L’ensemble des autres véhicules contenus dans la période de fusion doivent être
supprimés
fin si
fin si
fin si
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Algorithme 8 Algorithme de mise à jour du modèle d’écoulement
si le véhicule ACTUEL doit être ajouté et que le noeud ACTUEL est le noeud d’observa-
tion alors
Le véhicule ACTUEL est ajouté dans la simulation
L’événement suivant est le véhicule ACTUEL au noeud SUIVANT
sinon si le véhicule ACTUEL doit être supprimé et que le noeud ACTUEL est le noeud
d’observation alors
Le véhicule ACTUEL est supprimé de la simulation
L’événement suivant est le véhicule SUIVANT au noeud d’entrée
sinon si le véhicule ACTUEL doit être mis à jour et que le noeud ACTUEL est le noeud
d’observation alors
Le temps de passage du véhicule ACTUEL est mis à jour
L’événement suivant est le véhicule ACTUEL au noeud SUIVANT
sinon si le véhicule ACTUEL doit être avancé et que le noeud ACTUEL est le noeud
d’observation alors
Le temps d’offre du véhicule ACTUEL est mis à jour
Appel de l’algorithme 3 # Calcul du temps de demande
Appel de l’algorithme 5 # Calcul du temps de passage
L’événement suivant est le véhicule ACTUEL au noeud SUIVANT
sinon si le véhicule ACTUEL doit être retardé et que le noeud ACTUEL est le noeud
d’observation alors
Le temps d’offre du véhicule ACTUEL est mis à jour
Appel de l’algorithme 3 # Calcul du temps de demande
Appel de l’algorithme 5 # Calcul du temps de passage
L’événement suivant est le véhicule ACTUEL au noeud SUIVANT
sinon
Écoulement sans assimilation de données comme dans l’Algorithme 1
fin si
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GCarte mentales du plan de thèse
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