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ON THE GLOBAL WELLPOSEDNESS FOR FREE BOUNDARY
PROBLEM FOR THE NAVIER-STOKES SYSTEMS WITH
SURFACE TENSION
HIROKAZU SAITO AND YOSHIHIRO SHIBATA
Abstract. The aim of this paper is to show the global wellposedness of the
Navier-Stokes equations, including surface tension and gravity, with a free
surface in an unbounded domain such as bottomless ocean. In addition, it is
proved that the solution decays polynomially as time t tends to infinity. To
show these results, we first use the Hanzawa transformation in order to reduce
the problem in a time-dependent domain Ωt ⊂ R3, t > 0, to a problem in
the lower half-space R3
−
. We then establish some time-weighted estimate of
solutions, in an Lp-in-time and Lq-in-space setting, for the linearized problem
around the trivial steady state with the help of Lr-Ls time decay estimates of
semigroup. Next, the time-weighted estimate, combined with the contraction
mapping principle, shows that the transformed problem inR3
−
admits a global-
in-time solution in the Lp-Lq setting and that the solution decays polynomially
as time t tends to infinity under the assumption that p, q satisfy the conditions:
2 < p <∞, 3 < q < 16/5, and (2/p)+(3/q) < 1. Finally, we apply the inverse
transformation of Hanzawa’s one to the solution in R3
−
to prove our main
results mentioned above for the original problem in Ωt. Here, we want to
emphasize that it is not allowed to take p = q in the above assumption about
p, q, which means that the different exponents p, q of Lp-Lq setting play an
essential role in our approach.
1. Introduction
1.1. Introduction. This paper is concerned with the global wellposedness and
large-time behavior of solutions for the Navier-Stokes equations, including surface
tension and gravity, with a free surface in an unbounded domain such as bottomless
ocean. This system describes the motion of a viscous incompressible fluid in Ωt =
{x = (x1, x2, x3) | x′ = (x1, x2) ∈ R2, x3 < h(x′, t)} for t > 0 and for an unknown
scalar function h = h(x′, t). To be precise, the problem is stated as follows: We are
given a scalar function h0 = h0(x
′) as well as an initial velocity field u0 = u0(x) =
T(u01(x), u02(x), u03(x)) of the fluid, where
TM denotes the transpose of matrix
M. Let Ω0 = {x = (x1, x2, x3) | x′ = (x1, x2) ∈ R2, x3 < h0(x′)}, which is a region
filled with the fluid at t = 0. We wish to find for each t ∈ (0,∞) a velocity field
u = u(x, t) = T(u1(x, t), u2(x, t), u3(x, t)) of the fluid, a pressure field p = p(x, t) of
2010 Mathematics Subject Classification. Primary: 35Q30; Secondary: 76D05.
Key words and phrases. Global wellposedness: Large-time behavior, Navier-Stokes equations,
Free boundary problem; Surface tension.
1
2 HIROKAZU SAITO AND YOSHIHIRO SHIBATA
the fluid, and a scalar function h = h(x′, t) so that
(1.1)

ρ (∂tu+ (u · ∇)u) = DivT(u, p), x ∈ Ωt,
divu = 0, x ∈ Ωt,
T(u, p)nt = (cσκt − cgh− p0)nt, x ∈ Γt,
∂th− u3 = −u1∂1h− u2∂2h, x ∈ Γt,
u|t=0 = u0, x ∈ Ω0,
h|t=0 = h0, x′ ∈ R2,
together with
Ωt = {x = (x1, x2, x3) | x′ = (x1, x2) ∈ R2, x3 < h(x′, t)},(1.2)
Γt = {x = (x1, x2, x3) | x′ = (x1, x2) ∈ R2, x3 = h(x′, t)}.(1.3)
Here, ρ, cg, and cσ are positive constants describing the density of the fluid, the
gravitational acceleration, and the surface tension coefficient of the fluid, respec-
tively; p0 is a constant that denotes the atmospheric pressure; T(u, p) = µD(u)−pI
is the stress tensor, where µ is a positive constant describing the viscosity coeffi-
cient of the fluid, I the N ×N identity matrix, and D(u) = ∇u+T∇u the doubled
deformation tensor; nt is the unit outer normal to Γt; κt denotes the doubled mean
curvature of Γt that is negative when Ωt is convex in a neighborhood of x ∈ Γt. Here
and subsequently, we use the following symbols for differentiations: Let f = f(x),
g = T(g1(x), g2(x), g3(x)), and M = (Mij(x)) be a scalar-, a vector-, and a 3 × 3
matrix-valued function defined in a domain of R3. Then, for ∂j = ∂/∂xj,
∇f = T(∂1f, ∂2f, ∂3f), ∆f =
3∑
j=1
∂2j f, ∆g =
T(∆g1,∆g2,∆g3),
div g =
3∑
j=1
∂jgj , ∇g =
∂1g1 ∂2g1 ∂3g1∂1g2 ∂2g2 ∂3g2
∂1g3 ∂2g3 ∂3g3
 , ∇2g = {∂j∂kgl | j, k, l = 1, 2, 3},
(g · ∇)g = T
( 3∑
j=1
gj∂jg1,
3∑
j=1
gj∂jg2,
3∑
j=1
gj∂jg3
)
,
DivM = T
( 3∑
j=1
∂jM1j ,
3∑
j=1
∂jM2j,
3∑
j=1
∂jM3j
)
.
It especially holds that
(1.4) DivT(u, p) = µ(∆u+∇ divu)−∇p.
The key idea of this paper is to use an Lp-in-time and Lq-in-space setting with
different exponents p, q in order to show the global wellposedness and large-time
behavior of solutions to System (1.1). The advantage of the different exponents is
that we can choose a p large enough for a fixed q > 3 to guarantee the condition
(2/p) + (3/q) < 1, which yields some important properties such as embeddings of
function spaces (cf. Lemma 4.9 below). In fact, we choose p, q as follows: First,
we take a q ∈ (3, 16/5) so that
(1.5) α > 1, ‖u(t)‖q‖∇u(t)‖q = O(t−α) as t→∞,
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which enables us to control the convection term (u · ∇)u in the fixed point argu-
ment. Next, we choose a p ∈ (2,∞) large enough to satisfy (2/p) + (3/q) < 1.
Consequently, we have the global Lp-integrability of e.g. ‖u(t)‖q, ‖∇u(t)‖q with
respect to time t, because they decay as time t tends to infinity and p is a sufficiently
large positive number.
The above choice of q in (1.5) plays an essential role when solutions decay poly-
nomially although it is not so important when solutions decay exponentially. In
other words, a suitable choice of p, q is crucial in the case of unbounded domains,
because we can only expect polynomial decay of solutions in such cases.
One of main tasks in the Lp-Lq approach is to establish a time-weighted estimate
of solutions for the linearized problem, associated with System (1.1), around the
trivial steady state (u, p, h) = (0, p0, 0) under the assumption that
(1.6) 2 < p <∞, 3 < q < 4, p
(
2
q
− 1
2
)
> 1,
2
p
+
3
q
< 1
(cf. Theorem 2.4 below for details). The restriction q < 4 arises from Lr-Ls
estimates of analytic semigroup, with 1 < s ≤ 2 ≤ r < ∞ and (r, s) 6= (2, 2),
associated with the linearized problem1. In fact, we make use of them for (r, s) =
(q, q/2) and for (r, s) = (2, q/2) in the present paper, which implies the above
restriction q < 4. On the other hand, the condition p(2/q − 1/2) > 1 guarantees
the global Lp-integrability of ‖h(t)‖L2(R2) with respect to time t. Then, by the
time-weighted estimate and the contraction mapping principle, we have a global-
in-time solution of System (1.1) in the Lp-Lq setting under the assumption
2 that
(1.7) 2 < p <∞, 3 < q < 16
5
,
2
p
+
3
q
< 1
(cf. Definitions 2.1, 2.3, Theorems 2.5, 2.6 below for details), where the further
restriction q < 16/5 is imposed to guarantee the condition (1.5). Furthermore, the
solution decays polynomially as time t tends to infinity (cf. Theorem 2.7 below for
details).
Here, we want to emphasize that it is not allowed to take p = q in (1.7) (and
also in (1.6)), which suggests to us that Lp-settings in both time and space are not
appropriate to proving the global wellposedness of System (1.1).
1.2. Summary of main results. In this subsection, we sketch out main results
of this paper.
The symbol N stands for the set of all natural numbers, and N0 = N ∪ {0}.
Let 1 ≤ q ≤ ∞ and m ∈ N, and let Ω be a domain of Rn for n = 2 or n = 3.
Then, Lq(Ω) and W
m
q (Ω) denote the Lebesgue spaces and the Sobolev spaces on
Ω, respectively, and also their norms are written as ‖ · ‖Lq(Ω) and ‖ · ‖Wmq (Ω),
respectively. We set W 0q (Ω) = Lq(Ω). In addition, W
s
q (Ω) denotes the Sobolev-
Slobodecki˘ı spaces on Ω, for 1 ≤ q <∞ and s ∈ (0,∞) \N, with norm
‖f‖W sq (Ω) = ‖f‖W [s]q (Ω) +
∑
|α|=[s]
{∫
Ω
∫
Ω
( |∂αx f(x)− ∂αy f(y)|
|x− y|s−[s]
)q
dx dy
|x− y|n
}1/q
,
1For more details of the Lr-Ls estimates, we refer to [22, Chapter 3], [24].
2The condition (1.7) below implies (1.6).
4 HIROKAZU SAITO AND YOSHIHIRO SHIBATA
where [s] is the largest integer less than s and
∂αx f(x) =
∂|α|
∂xα11 . . . ∂x
αn
n
f(x) for α = (α1, . . . , αn) ∈ Nn0 , |α| = α1 + · · ·+ αn.
Let (· , ·)θ,p be the real interpolation functor with 0 < θ < 1 and 1 < p < ∞ (cf.
e.g. [10, Definition 1.37]). For 1 < p, q < ∞ and s > 0, following [37, Section 34],
we define the Besov spaces Bsq,p(Ω) as
Bsq,p(Ω) = (W
s1
q (Ω),W
s2
q (Ω))θ,p with s = (1− θ)s1 + θs2,
where s1, s2, and θ are non-negative real numbers satisfying s1 6= s2 and 0 < θ < 1.
To treat the initial data u0, h0 of (1.1), we introduce the following function spaces:
For p, q satisfying (1.7) and q¯ = q/2,
Iq,p = B
3−(1/p)−(1/q)
q,p (R
2) ∩B3−(1/p)−(1/2)2,p (R2) ∩ Lq¯(R2),
Jq,p,θ(h0) = B
2−(2/p)
q,p (Ω0)
3 ∩B2−(2/p)q(θ),p (Ω0)3 for h0 ∈ Iq,p,
where q(θ) is the dual exponent of 2(1 + 1/(1− θ)), i.e.
(1.8) q(θ) = 2
(
1− 1
3− θ
)
, 0 ≤ θ ≤ 1.
Here and subsequently, Xm stands for the m-product of Banach spaceX with norm
‖ · ‖X , and we also denote the norm of Xm by ‖ · ‖X for short, i.e.
‖f‖X =
m∑
j=1
‖fj‖X for f = T(f1, . . . , fm) ∈ Xm.
In what follows, we denote (a/p) ± (b/q) by a/p ± b/q, respectively, for any real
numbers a, b, p, q if there is no confusion.
Then, the main results of this paper are summarized as follows (cf. Subsection
2.4 below for details):
Theorem 1.1 (global wellposedness). Let p, q be exponents satisfying (1.7) and
0 < θ < 1. For any initial data h0 ∈ Iq,p and u0 ∈ Jq,p,θ(h0), satisfying a smallness
condition and compatibility conditions, System (1.1) admits a unique global-in-time
solution (u, p, h).
Theorem 1.2 (large-time behavior). Let p, q be exponents satisfying (1.7) and
q¯ = q/2, and let 0 < θ < 1. Suppose that (u, p, h) is the solution of System (1.1),
with the initial data h0 ∈ Iq,p and u0 ∈ Jq,p,θ(h0), obtained in Theorem 1.1. For
1 ≤ s1 ≤ 2 ≤ s2 <∞, we set
(1.9) m(s1, s2) =
(
1
s1
− 1
s2
)
+
1
2
(
1
2
− 1
s2
)
, n(s1, s2) =
3
2
(
1
s1
− 1
s2
)
.
It then holds that, for 2 ≤ r ≤ q,
‖u(t)‖Lr(Ωt) = O
(
t−m(q¯,r)
)
, ‖∇u(t)‖Lr(Ωt) = O
(
t−n(q¯,r)−
1
8
)
,
‖h(t)‖Lr(R2) = O
(
t−(
1
q¯−
1
r )
)
, ‖∇′h(t)‖Lr(R2) = O
(
t−m(q¯,r)−
1
4
)
,
‖∂th(t)‖Lr(R2) = O
(
t−m(q¯,r)
)
,
as time t tends to infinity, where ∇′h = T(∂1h, ∂2h).
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1.3. Previous researches and our approach. In what follows, an Lp-Lq setting
means a function space based on the Lp-in-time and Lq-in-space framework.
Beale [6] is the pioneer who treats mathematically the Navier-Stokes equations
with a free surface in an unbounded domain such as ocean. To be precise, he
considered, for a given smooth function b = b(x′), the case where
Ωt = {(x′, x3) | x′ ∈ R2,−b(x′) < x3 < h(x′, t)}
instead of (1.2), together with a further boundary condition: u = 0 on the solid
surface S = {(x′, x3) | x′ ∈ R2, x3 = −b(x′)}. Here note in [6] that surface tension
is not taken into account although gravity works. He first introduced the so-called
Lagrangian transformation to transform the time-dependent domain Ωt into a fixed
domain Ω independent of time t. Then, for the transformed problem in Ω, resol-
vent estimates of the Stokes operator were investigated in the L2-framework. Next,
the resolvent estimates, combined with a Helmholtz-type decomposition and the
Fourier transform with respect to time t, yield estimates of solutions to a linear
time-dependent problem with homogeneous (boundary and initial) data and with
divergence free condition. Furthermore, the last estimates were extended to the case
where the problem is fully inhomogeneous. Thus, the contraction mapping princi-
ple, together with the above linear analysis, proved the local existence of solutions
to the transformed problem in Ω. Finally, applying the inverse transformation of
Lagrangian one to the solutions showed in an L2-L2 setting the local existence of
solutions to the original problem in Ωt.
Another paper [7] due to Beale proved the global existence and uniqueness of
solutions to the Navier-Stokes equations, including both surface tension and grav-
ity, with a free surface in the same domain as in [6]. The result is also in an
L2-L2 setting. He pointed out in the paper that surface tension plays an essential
role to show the global existence of solutions (cf. also [6, page 363]), and used a
transformation different from [6] in order to derive the fixed domain problem.
There is a study due to Sylvester [34] in a manner similar to Beale’s work [7].
The paper treated the same problem as in [6], i.e. without surface tension, and
proved the global existence and uniqueness of solutions in an L2-L2 setting.
Allain [3] proved in an L2-L2 setting the local existence of solutions to the same
problem as in [7], but it is in two space dimensions. He used a technique differ-
ent from Beale’s one in order to analyze linearized problems. More precisely, he
constructed a weak solution of the linearized problem by using a Galerkin approx-
imation, and it was proved that the weak solution satisfies in a strong sense the
linearized problem if given data are sufficiently regular. After a while, the result of
local existence was extended to three space dimensions by Tani [35].
Tani and Tanaka [36] considered both situations (with and without surface ten-
sion), and proved in the Lagrangian coordinates the global wellposedness by using
a continuation argument of local solutions based on a priori estimates in an L2-L2
setting. They relaxed regularity assumptions about the solid surface S and initial
data u0, h0 compared to [7], [34].
Bae [5] proved the global existence of unique solutions to the same problems as
in [7] with flat bottom surface (i.e. b is a positive constant) by introducing a priori
estimates on the time-dependent domain Ωt. The result is in an L2-L2 setting,
whereas his solutions preserve initial regularity in contrast to [7], [36].
Beale and Nishida [8] showed large-time behavior of the solutions obtained in [7]
in the case where the bottom surface S is flat. In such a case, by using the partial
6 HIROKAZU SAITO AND YOSHIHIRO SHIBATA
Fourier transform with respect to the tangential variables x′ = (x1, x2), one can
calculate in the Fourier space asymptotic expansion of eigenvalues of the Stokes
operator with respect to the dual variables ξ′ = (ξ1, ξ2) of x
′. By the expansion
formula, they obtained decay properties of the Stokes semigroup generated by the
Stokes operator (cf. also Hataya [13] for details), and proved the large-time behavior
mentioned above. On the other hand, Hataya and Kawashima [14] proved large-
time behavior of solutions to the same problem as in [6] with flat bottom surface
in addition to the global existence of solutions in an L2-L2 setting.
We next introduce results in Lp-Lp settings or in Lp-Lq settings more generally.
To this end, we here summarize one of typical approaches in such settings as follows:
First, by some transformation, the problem on the time-dependent domain Ωt is
reduced to a fixed domain problem. Next, we establish a maximal regularity the-
orem for the linearized problem associated with the fixed domain problem. Then,
the contraction mapping principle, combined with the maximal regularity theorem,
yields the local wellposedness of the fixed domain problem in the maximal regular-
ity framework. Finally, applying the inverse transformation to the solutions solves
the original problem in Ωt. The following papers are also based on this approach.
Abels [1] proved, in the Lagrangian coordinates, the local wellposedness of the
same problem as in [6] in the Lp-Lp setting for N < p <∞, where N ≥ 2 denotes
the space dimension. Especially, the maximal regularity theorem is stated in [1,
Theorem 3.2], and is extended to the case of different exponents p, q by Saito [23].
Pru¨ss and Simonett [20] considered two-phase problems of the Navier-Stokes
equations with surface tension and gravity. As a special case, the paper contains
our one-phase problem (1.1). They proved the local wellposedness in the Lp-Lp
setting for p > N + 2, and proved the solutions are real analytic. The result is
extended to the case of non-Newtonian fluids by Hieber and Saito [15]. In [20], the
Hanzawa transformation (cf. e.g. [12], [21, Subsection 1.3.2]) is introduced in order
to transform the time-dependent domain Ωt to a fixed domain independent of time
t. We also use the Hanzawa transformation in the present paper to obtain a fixed
domain problem.
Shibata [27] proved, in the Lagrangian coordinates, the local wellposedness of
the Navier-Stokes equations with a free surface, including both surface tension and
gravity, in general domains in the Lp-Lq setting for 2 < p < ∞ and N < q < ∞.
The definition of general domains is given by [27, Definitions 1.1-1.3], and our
situation of this paper gives an example of them.
As long as we know, there has been no study of the global existence of solutions to
System (1.1). This motivated us to research (1.1) from the viewpoint of the global
wellposedness and large-time behavior of solutions. Our approach is also based
on the standard theory of Lp-Lq setting mentioned above, but we additionally
prove a time-weighted estimate of solutions with the help of Lr-Ls estimates of
semigroup associated with the linearized problem. That estimate enables us to show
the global wellposedness of System (1.1) in the Lp-Lq setting with exponents p, q
satisfying (1.7) and to show large-time behavior of the solutions, as was discussed
in Subsection 1.1, which is completely different from all of the above approaches.
The next section first introduces the notation and function spaces that are used
throughout this paper. Secondly, we reduce System (1.1) to a problem in the lower
half-space R3− = {x3 < 0} by using the Hanzawa transformation. Thirdly, we
introduce the definitions of solutions to the transformed problem in R3− in the
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Lp-Lq setting and to System (1.1) with (1.2) and (1.3). Fourthly, the main results
of this paper are stated. The last part of Section 2 gives the outline of this paper.
2. Notation and main results
2.1. Notation and function spaces. In this subsection, we introduce the nota-
tion and function spaces that used throughout this paper.
Let m,n ∈ N and Ω be a domain of Rn. For any m-vectors a = T(a1, . . . , am),
b = T(b1, . . . , bm), we set a · b =
∑m
j=1 ajbj and
a⊗ b =
a1b1 . . . a1bm... . . . ...
amb1 . . . ambm
 .
On the other hand, for any m-vector functions f = f(x) and g = g(x) on Ω, we set
(f ,g)Ω =
∫
Ω f(x) · g(x) dx.
Let X and Y be Banach spaces with norms ‖ · ‖X and ‖ · ‖Y , respectively. Then,
L(X,Y ) is the Banach space of all bounded linear operators from X to Y , and
L(X) = L(X,X). The symbol X →֒ Y means that X is continuously embedded
into Y , i.e. there is a positive constant C such that ‖f‖Y ≤ C‖f‖X for all f ∈ X .
For 1 ≤ p ≤ ∞, Lp(Ω, X) and Wmp (Ω, X) denote the standard X-valued Lebesgue
and Sobolev spaces on Ω, respectively. Let C(Ω, X) be the vector space of all X-
valued continuous functions on Ω, and let BUC(Ω, X) be the Banach space of all
X-valued uniformly continuous and bounded functions on Ω. In addition,
Cm(Ω, X) = {f ∈ C(Ω, X) | ∂αx f(x) ∈ C(Ω, X) for 1 ≤ |α| ≤ m},
BUCm(Ω, X) = {f ∈ BUC(Ω, X) | ∂αx f(x) ∈ BUC(Ω, X) for 1 ≤ |α| ≤ m}.
If X = R or X = C, then we denote C(Ω, X), BUC(Ω, X), Cm(Ω, X), and
BUCm(Ω, X) by C(Ω), BUC(Ω), Cm(Ω), and BUC(Ω), respectively, for simplic-
ity. On the other hand, C∞0 (Ω) stands for the vector space of all C
∞-functions f
such that supp f is compact and supp f ⊂ Ω.
For 1 < q < ∞, let Lq,loc(Ω) be the vector space of all measurable functions f
on Ω such that f ∈ Lq(Ω ∩B) for any ball B of Rn. We then define Ŵ 1q (Ω) as
Ŵ 1q (Ω) = {f ∈ Lq,loc(Ω) | ‖∇f‖Lq(Ω) <∞}
with semi-norm ‖ · ‖
Ŵ 1q (Ω)
= ‖∇ · ‖Lq(Ω). Inductively, we set, for l = 2, 3,
Ŵ lq(Ω) = {f ∈ Ŵ l−1q (Ω) | ‖∇lf‖Lq(Ω) <∞},
‖ · ‖
Ŵ lq(Ω)
= ‖∇ · ‖Lq(Ω) + · · ·+ ‖∇l · ‖Lq(Ω).
In addition, W 1q,0(R
3
−), Ŵ
1
q,0(R
3
−), and Jq(R
3
−) are defined as
W 1q,0(R
3
−) = {f ∈W 1q (R3−) | f = 0 on R30},
Ŵ 1q,0(R
3
−) = {f ∈ Ŵ 1q (R3−) | f = 0 on R30},
Jq(R
3
−) = {f ∈ Lq(R3−)3 | (f ,∇ϕ)R3
−
= 0 for all ϕ ∈ Ŵ 1q′,0(R3−)},
where q′ = q/(q − 1) and R30 = {x3 = 0}. Furthermore, we denote the dual space
of Ŵ 1q′,0(R
3
−) by Ŵ
−1
q (R
3
−).
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As solution spaces, we set, for an interval I ⊂ R,
W 2,1q,p (Ω× I) =W 1p (I, Lq(Ω)) ∩ Lp(I,W 2q (Ω)).
In addition, Bessel potential spaces are defined as follows: Let
(2.1) Ft[u](τ) =
∫
R
e−itτu(t) dt, F−1τ [v](t) =
1
2π
∫
R
eitτv(τ) dτ,
and let [·, ·]θ be the complex interpolation functor with θ ∈ (0, 1) (cf. e.g. [10,
Definition 1.38]). Then, for 1 < p <∞ and s ∈ R,
Hsp(R, X) = {f ∈ S ′(R, X) | ‖f‖Hsp(R,X) <∞},
‖f‖Hsp(R,X) = ‖Dstf‖Lp(R,X), (Dst f)(t) = F−1τ [(1 + |τ |2)s/2Ft[f ](τ)](t),
where S ′(R, X) = L(S(R), X) for the Schwartz space S(R) of rapidly decreasing
functions. Furthermore, for s ∈ (0,∞) \N,
Hsp(I,X) = [W
[s]
p (I,X),W
[s]+1
p (I,X)]s−[s],
where [s] is the largest integer smaller than s. Note that the last two spaces coincide
for I = R (cf. e.g. [10, Remark 1.57 (ii)]). We set
H1,1/2q,p (Ω× I) = H1/2p (I, Lq(Ω)) ∩ Lp(I,W 1q (Ω)).
Throughout this paper, the letter C denotes generic constants and Ca,b,c,... means
that the constant depends on the quantities a, b, c, . . . . The values of C and Ca,b,c,...
may change from line to line.
2.2. Transformed problem in R3−. In this subsection, we reduce the system (1.1)
to a problem in R3− by using the Hanzawa transformation under the assumption
that there is a sufficiently regular solution (u, p, h) of (1.1)-(1.3) with a suitable
initial data (u0, h0). In what follows, we suppose that p0 = 0 and ρ = 1 without
loss of generality.
First, we define the harmonic extension of function f = f(x′) for x′ = (x1, x2) ∈
R2. Let us denote the Fourier transform with respect to x′ and its inverse by
(2.2) û(ξ′) =
∫
R2
e−ix
′·ξ′u(x′) dx′, F−1ξ′ [v](ξ′) =
1
(2π)2
∫
R2
eix
′·ξ′v(ξ′) dξ′,
respectively. We then set, for y = (y′, y3) = (y1, y2, y3) ∈ R3−,
(2.3) E(f) = [Ef ](y) = F−1ξ′
[
e|ξ
′|y3 f̂(ξ′)
]
(y′),
which is called the harmonic extension of f . Then, Γt is represented as
Γt = {(y′, h(y′, t)) | y′ = (y1, y2) ∈ R2}(2.4)
= {(y1, y2, y3 + [Eh](y, t)) | y = (y1, y2, y3) ∈ R30} (t > 0).
Secondly, by using the harmonic extension, we construct a suitable transforma-
tion. Let
(2.5) Θt(y) = (y1, y2, y3 + [Eh](y, t)) for y = (y1, y2, y3) ∈ R3− and t > 0.
If it holds that
‖∇E(h)‖L∞(R+,L∞(R3−)) < c0
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for some positive constant c0 ∈ (0, 1/2), then Θt : R3− → Ωt is bijective for each
t > 0. In fact, the existence of c0 furnishes that
∂x3
∂y3
= 1 +
∂
∂y3
[Eh](y, t) ≥ 1− c0 ≥ 1
2
,
which implies that x3 is an increasing function with respect to y3 ∈ (−∞, 0). This
means that Θt : R
3
− → Ωt is bijective by the second representation of (2.4). In
what follows, we assume the existence of c0 in this subsection. Thus, there is the
inverse mapping Θ−1t of Θt from Ωt onto R
3
−. Since the regularity of h yields the
smoothness of E(h), we see that Θ−1t is smooth by the inverse function theorem.
Consequently, Θt : R
3
− → Ωt is a diffeomorphism for each t > 0.
Thirdly, we calculate derivatives associated with the change of variables x =
Θt(y). Let Dj = ∂/∂yj and ∂j = ∂/∂xj for j = 1, 2, 3, and let η = E(h) for
simplicity. It then holds that
∂x
∂y
=
 1 0 00 1 0
D1η D2η 1 +D3η
 ,(2.6)
∂y
∂x
=
(
∂x
∂y
)−1
=
 1 0 00 1 0
− D1η1+D3η −
D2η
1+D3η
1
1+D3η
 ,
where ∂x/∂y and ∂y/∂x are Jacobian matrices. For a sufficiently regular function
f(x, t), x ∈ Ωt and t > 0, we set f¯(y, t) = f(Θt(y), t). Since f(x, t) = f¯(Θ−1t (x), t),
we see by the chain rule and (2.6) that
(2.7) ∂jf =
(
Dj −
(
Djη
1 +D3η
)
D3
)
f¯ , ∂j∂kf = (DjDk −Djk(η)) f¯ ,
where Djk(η) are second order differential operators defined as
Djk(η) = 1
(1 +D3η)3
{
(DjDkη)(1 +D3η)
2 − (Dkη)(DjD3η)(1 +D3η)
− (Djη)(D3Dkη)(1 +D3η) + (Djη)(Dkη)(D23η)
}
D3
+
( Dkη
1 +D3η
)
DjD3 +
( Djη
1 +D3η
)
D3Dk − (Djη)(Dkη)
(1 +D3η)2
D23 .
In addition, it holds that
∂tf¯(y, t) = ∂t{f(Θt(y), t)} = (∂tf)(Θt(y), t) + (∇f)(Θt(y), t) · ∂tΘt(y)
= (∂tf)(x, t) + (∂3f)(x, t)∂tη(y, t),
which, combined with the first identity of (2.7), furnishes that
(2.8) ∂tf(x, t) = ∂tf¯(y, t)−
(
D3f¯(y, t)
1 +D3η(y, t)
)
∂tη(y, t).
Fourthly, we derive a system of v = v(y, t) = u(Θt(y), t) and q = q(y, t) =
p(Θt(y), t) from the system (1.1). Note that h(x
′, t) = h(y′, t) = η(y′, 0, t) and
that, by (2.3), (2.7), and (2.8),
∂th(x
′, t) = ∂th(y
′, t),(2.9)
∂α
′
x′ h(x
′, t) = Dα
′
y′ h(y
′, t) = (Dα
′
y′ η)(y
′, 0, t) = Dα
′
y′ (η(y
′, 0, t)),
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where ∂α
′
x′ =
∂|α
′|
∂xα11 ∂x
α2
2
, Dα
′
y′ =
∂|α
′|
∂yα11 ∂y
α2
2
for any multi-index α′ = (α1, α2) ∈ N20. Set matrices Mi(η) (i = 1, 2, 3) as
M1(η) =
 D3η 0 00 D3η 0
−D1η −D2η 0
 ,
M2(η) =
0 0 −D1η0 0 −D2η
0 0 0
 , M3(η) =
0 0 D1η0 0 D2η
0 0 D3η
 .
We then have, by (2.7),
∇x = 1
1 +D3η
(I+ TM1(η))∇y ,(2.10)
divxu = divyv − ∇yη ·D3v
1 +D3η
=
divy {(I+M1(η))v}
1 +D3η
,(2.11)
Dx(u) = Dy(v) − 1
1 +D3η
{
(∇yη ⊗D3v) + T(∇yη ⊗D3v)
}
,(2.12)
where the subscripts x, y denote derivatives of their coordinates. Here the second
identity of (2.11) is in fact derived as follows: For any ϕ = ϕ(x) ∈ C∞0 (Ωt), together
with ϕ¯ = ϕ¯(y, t) := ϕ(Θt(y)) and (2.10),
(divx u, ϕ)Ωt = −(u,∇xϕ)Ωt = −(v, (I + TM1(η))∇yϕ¯)R3
−
= (divy{(I+M1(η))v}, ϕ¯)R3
−
= ((1 +D3η)
−1divy{(I+M1(η))v}, ϕ)Ωt .
Step 1: The first equation of (1.1). The term (v, q) is inserted into the
first equation of (1.1), and the resultant formula multiplied by I +M3(η) = (1 +
D3η)(I+
TM1(η))
−1 from the left-hand side yields that, by (1.4), (2.8), and (2.10),
∂tv −DivyT(v, q) = F(v, η), y ∈ R3−,
where T(v, q) = µDy(v)− qI and we have set
F(v, η) = ∂tv − (I+M3(η))
(
∂tv −
(
∂tη
1 +D3η
)
D3v
)
− (I+M3(η))
(
(v · ∇y)v −
(
v · ∇yη
1 +D3η
)
D3v
)
−Divy(µDy(v)) + µ(I+M3(η))
∆yv − 3∑
j=1
Djj(η)v

− µ∇ydivyv + µ∇y
(
divyv − ∇yη ·D3v
1 +D3η
)
.
Step 2: The second equation of (1.1). We insert v into the second equation
of (1.1), together with (2.11), in order to obtain
divyv = G(v, η) = divyG(v, η), y ∈ R3−,
where we have set
G(v, η) = −M1(η)v, G(v, η) = ∇yη ·D3v − (D3η)divyv.
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Step 3: The third equation of (1.1). We first calculate nt and κt based on the
first representation of (2.4). Let ∇′h(y′, t) = T(D1h(y′, t), D2h(y′, t)), ∆′h(y′, t) =∑2
j=1D
2
jh(y
′, t), and
K(h) = |∇
′h(y′, t)|2∆′h(y′, t)
(1 +
√
1 + |∇′h(y′, t)|2)√1 + |∇′h(y′, t)|2
+
2∑
j,k=1
Djh(y
′, t)Dkh(y
′, t)DjDkh(y
′, t)
(1 + |∇′h(y′, t)|2)3/2 .
It then holds by (2.9) that, for y = (y′, y3) ∈ R30 and e3 = T(0, 0, 1),
nt =
1√
1 + |∇′h(y′, t)|2
(−∇′h(y′, t)
1
)
=
1√
1 + |∇′η(y, t)|2
(−∇′η(y, t)
1
)(2.13)
=
1√
1 + |∇′η(y, t)|2 (I+M2(η)) e3,
κt =
2∑
j=1
Dj
(
Djh(y
′, t)√
1 + |∇′h(y′, t)|2
)
= ∆′h(y′, t)−K(h) = ∆′h(y′, t)−K(η).
The term (v, q) is inserted into the third equation of (1.1), and the resultant formula
multiplied by√
1 + |∇′η(y, t)|2(I−M2(η)) =
√
1 + |∇′η(y, t)|2(I+M2(η))−1
from the left-hand side furnishes that, by (2.12) and (2.13),
T(v, q)e3 + (cg − cσ∆′)he3 = H(v, η), y ∈ R30,
where we have set
H(v, η) = −cσK(η)e3 + µDy(v)e3 − µ(I−M2(η))
[
Dy(v)
− 1
1 +D3η
{
(∇yη ⊗D3v) + T(∇yη ⊗D3v)
} ]
(I+M2(η))e3.
Step 4: The fourth equation of (1.1). Writing v as v = T(v1, v2, v3), we
insert it into the fourth equation of (1.1), together with (2.9), in order to obtain
∂th− v3 = K(v, η), y ∈ R30,
where K(v, η) = −v1D1η − v2D2η.
Summing up Step 1-Step 4, we have achieved the following set of equations: For
each t > 0,
∂tv −DivT(v, q) = F(v, E(h)), y ∈ R3−,(2.14)
div v = G(v, E(h)) = divG(v, E(h)), y ∈ R3−,(2.15)
T(v, q)e3 + (cg − cσ∆′)he3 = H(v, E(h)), y ∈ R30,(2.16)
∂th− v3 = K(v, E(h)), y ∈ R30,(2.17)
v|t=0 = v0, y ∈ R3−, h|t=0 = h0, y′ ∈ R2,(2.18)
where v0, h0 are given initial data. Here,
F(v, E(h)) = F1(v, E(h)) + F2(v, E(h)) + F3(v, E(h)),
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F1(v, E(h)) = (I+M3(E(h)))
(
− (v · ∇)v + (v · ∇E(h))D3v
1 +D3E(h)
)
,
F2(v, E(h)) = (I+M3(E(h))) ∂tE(h)D3v
1 +D3E(h) ,
F3(v, E(h)) = (−∂tv3 + µ∆v3)∇E(h) − µ(I+M3(E(h)))
( 3∑
j=1
Djj(E(h))v
)
− µ∇
(∇E(h) ·D3v
1 +D3E(h)
)
,
G(v, E(h)) = −M1(E(h))v, G(v, E(h)) = ∇E(h) ·D3v − (D3E(h)) div v,
H(v, E(h)) = −cσK(E(h))e3 − µD(v)M2(E(h))e3
+ µM2(E(h))D(v)(I +M2(E(h)))e3
+
µ
1 +D3E(h) (I−M2(E(h)))
·
{
(∇E(h)⊗D3v) + T(∇E(h) ⊗D3v)
}
(I+M2(E(h)))e3,
K(v, E(h)) = −v1D1E(h)− v2D2E(h).
2.3. Definition of solutions. The aim of this subsection is to introduce the defi-
nition of solutions of System (1.1).
First, we recall the definition of solutions of the equations (2.14)-(2.18) in the
maximal regularity framework.
Definition 2.1. A triplet (v, q, h) is called a global-in-time solution to the equations
(2.14)-(2.18) in the Lp-Lq setting if the following four assertions hold for some
1 < p, q <∞ and for given initial data v0 ∈ B2−2/pq,p (R3−)3, h0 ∈ B3−1/p−1/qq,p (R2).
(1) The triplet (v, q, h) has the regularity:
v ∈ W 2,1q,p (R3− ×R+)3, q ∈ Lp(R+, Ŵ 1q (R3−)),
h ∈ W 1p (R+,W 2−1/qq (R2)) ∩ Lp(R+,W 3−1/qq (R2)).
(2) The right members of (2.14)-(2.17) satisfy
F(v, E(h)) ∈ Lp(R+, Lq(R3−))3,
G(v, E(h)) ∈W 1p (R+, Ŵ−1q (R3−)) ∩ Lp(R+,W 1q (R3−)),
H(v, E(h)) ∈ H1,1/2q,p (R3− ×R+)3,
K(v, E(h)) ∈ Lp(R+,W 2q (R3−)).
(3) The triplet (v, q, h) satisfies the equations (2.14)-(2.17) a.e. y ∈ R3− and t > 0.
(4) It holds that v ∈ C((0,∞), B2−2/pq,p (R3−)3), h ∈ C((0,∞), B3−1/p−1/qq,p (R2)), and
lim
t→0+
‖(v(t), h(t)) − (v0, h0)‖B2−2/pq,p (R3−)3×B3−1/p−1/qq,p (R2) = 0.
Remark 2.2. Let G ∈ Lp(R+, Lq(R3−)), and suppose that there exists a G ∈
W 1p (R+, Lq(R
3
−))
3 such that G = divG. Then, G ∈ W 1p (R+, Ŵ−1q (R3−)) with
‖G‖
W 1p (R+,Ŵ
−1
q (R3−))
≤ ‖G‖W 1p (R+,Lq(R3−)).
Next, the definition of solutions of System (1.1) is stated as follows:
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Definition 2.3. We say that the system (1.1) is solvable globally in time if the
following assertions hold for some 1 < p, q < ∞ and for given initial data h0 ∈
B
3−1/p−1/q
q,p (R2), u0 ∈ B2−2/pq,p (Ω0)3 with Ω0 = {x3 < h0(x′)}.
(1) There is a diffeomophism Θ0 from R
3
− and R
3
0 onto Ω0 and Γ0 = {x3 = h0(x′)},
respectively.
(2) The equations (2.14)-(2.17) admit a global-in-time solution (v, q, h) in the Lp-Lq
setting for initial data v0 = u0 ◦Θ0 and h0.
(3) Let Ωt and Γt be given by (1.2) and (1.3), respectively. Then, the mapping
Θt, defined as (2.5), is a diffeomorphism from R
3
− and R
3
0 onto Ωt and Γt,
respectively, for each t > 0.
In this case, setting u = u(x, t) = v(Θ−1t (x), t) and p = p(x, t) = q(Θ
−1
t (x), t) for
x ∈ R3− and t > 0, we call (u, p, h) a solution to System (1.1).
2.4. Main results. The main results of this paper are stated in this subsection.
First, we introduce function spaces to state our main results precisely. Let X be
a Banach space and its norm ‖ · ‖X , and let I be an interval of R+ = (0,∞). Then,
for s > 0 and 1 ≤ p, q ≤ ∞, we set
Lsp(I,X) = {u ∈ Lp(I,X) | ‖u‖Lsp(I,X) <∞},
‖u‖Lsp(I,X) = ‖(t+ 2)su‖Lp(I,X);
W 1,sp (I,X) = {u ∈W 1p (I,X) | ‖u‖W 1,sp (I,X) <∞},
‖u‖W 1,sp (I,X) = ‖(t+ 2)s∂tu‖Lp(I,X) + ‖(t+ 2)su‖Lp(I,X);
and furthermore,
H1,1/2,sq,p (R
3
− ×R+) = {u ∈ H1,1/2q,p (R3− ×R+) | ‖u‖H1,1/2,sq,p (R3−×R+) <∞},
‖u‖
H
1,1/2,s
q,p (R
3
−
×R+)
= ‖(t+ 2)su‖
H
1,1/2
q,p (R
3
−
×R+)
.
For the right members of the equations (2.14)-(2.17), we set
F1 = F2 = F3 =
⋂
r∈{q,2}
Lp(R+, Lr(R
3
−))
3,
G =
⋂
r∈{q,2}
W 1p (R+, Lr(R
3
−))
3, G =
⋂
r∈{q,2}
H1,1/2r,p (R
3
− ×R+),
H =
⋂
r∈{q,2}
H1,1/2r,p (R
3
− ×R+)3, K =
⋂
r∈{q,2}
Lp(R+,W
2
r (R
3
−)).
In addition, for positive numbers a, b and for q¯ = q/2 with q ≥ 2, we set
F˜i(a, b) = L
a
p(R+, Lq(R
3
−))
3 ∩ Lb∞(R+, Lq¯(R3−))3, i = 1, 2,
F˜3(a, b)= L
a
p(R+, Lq(R
3
−))
3 ∩ Lbp(R+, Lq¯(R3−))3,
G˜(a, b) = W 1,ap (R+, Lq(R3−))3 ∩W 1,bp (R+, Lq¯(R3−))3,
G˜(a, b) = Lap(R+,W
1
q (R
3
−)) ∩ Lbp(R+,W 1q¯ (R3−)),
H˜(a, b) = H1,1/2,aq,p (R
3
− ×R+)3 ∩H1,1/2,bq¯,p (R3− ×R+)3,
K˜(a, b) = Lap(R+,W
2
q (R
3
−)) ∩ Lbp(R+,W 2q¯ (R3−)).
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By (1.9), additional function spaces A1, A2, A3, A4, B1, and B2(θ) are defined as
A1 = L
m(q¯,q)
∞ (R+, Lq(R
3
−)) ∩ Lm(q¯,2)∞ (R+, L2(R3−)),
A2 = L
m(q¯,q)+1/2
∞ (R+, Lq(R
3
−)) ∩ Lm(q¯,2)+1/2∞ (R+, L2(R3−)),
A3 = L
m(q¯,q)+1/2
p (R+,W
1
q (R
3
−)) ∩ Lm(q¯,2)+1/2p (R+,W 12 (R3−)),
A4 = L
m(q¯,q)+1/2
∞ (R+, Ŵ
1
q (R
3
−)) ∩ Lm(q¯,2)+1/2∞ (R+, Ŵ 12 (R3−)),
B1 = L
m(q¯,q)
∞ (R+, Lq(R
3
0)) ∩ Lm(q¯,2)∞ (R+, L2(R30)),
B2(θ) = L∞(R+, Lq(θ)(R
3
0)) ∩ L∞(R+, L2(R30)) for 0 ≤ θ ≤ 1,
where q(θ) ∈ [1, 4/3] is the number given in (1.8). For the initial data, we set
I1(θ) = B
2−2/p
q,p (R
3
−)
3 ∩B2−2/pq(θ),p (R3−)3 for 0 ≤ θ ≤ 1,
I2 = B
3−1/p−1/q
q,p (R
2) ∩B3−1/p−1/22,p (R2) ∩ Lq¯(R2).
Next, we define several norms for solutions. Let z = (u, p, h, η), and then
Mq,p(z) = ‖(∂tu,u,∇u,∇2u,∇p)‖Lp(R+,Lq(R3−)) + ‖∂th‖Lp(R+,W 2−1/qq (R2))
+ ‖h‖
Lp(R+,W
3−1/q
q (R2))
+ ‖∂tη‖Lp(R+,Ŵ 2q (R3−)) + ‖η‖Lp(R+,Ŵ 3q (R3−)),
Nq(z) = ‖u‖Lm(q¯,q)∞ (R+,Lq(R3−)) + ‖∇u(t)‖Ln(q¯,q)+1/8∞ (R+,Lq(R3−))
+ ‖h‖
L
1/q¯−1/q
∞ (R+,Lq(R2))
+ ‖∂th‖Lm(q¯,q)∞ (R+,Lq(R2))
+ ‖∇η‖
L
m(q¯,q)+1/4
∞ (R+,W 1q (R
3
−
))
+ ‖∇∂tη‖Lm(q¯,q)+1/2∞ (R+,Lq(R3−))
that are the norm of maximal Lp-Lq regularity class and the norm of decay prop-
erties of lower order terms, respectively. On the other hand, a time-weighted norm
Nq,p(z; a1, a2) with positive numbers a1, a2 is defined as
Nq,p(z; a1, a2) = ‖(∂tu,∇2u)‖La1p (R+,Lq(R3−)) + ‖(∇
2∂tη,∇3η)‖La2p (R+,Lq(R3−)).
The equations (2.14)-(2.18) lead us to a linearized problem as follows:
(2.19)

∂tu−DivT(u, p) = f in R3−, t > 0,
divu = g = div g in R3−, t > 0,
T(u, p)e3 + (cg − cσ∆′)he3 = h on R30, t > 0,
∂th− u3 = k on R30, t > 0,
u|t=0 = 0 in R3−,
h|t=0 = 0 on R2,
where u = T(u1, u2, u3) and T(u, p) = µD(u) − pI. Concerning System (2.19), we
have the following time-weighted estimate of solutions:
Theorem 2.4. Let p, q be exponents satisfying (1.6) and q¯ = q/2. Suppose that
a1, a2, b1, b2, and b3 are positive numbers satisfying the following conditions:
b1, b2 > 1, b3, b4 ≥ 1,(2.20)
p(min(b1, b2, b3, b4)− a1) > 1, p(m (q¯, q) + 1/4− a1) > 1,
p(min(b1, b2, b3, b4)− a2) > 1, p(1/2 + 2/q − a2) > 1.
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Let a0 = max(a1, a2), and let the right members f = f1 + f2 + f3, g, g, h, and k of
(2.19) satisfy the following conditions:
(1) f1 ∈ F1 ∩ F˜1(a0, b1), f2 ∈ F2 ∩ F˜2(a0, b2), f3 ∈ F3 ∩ F˜3(a0, b3);
(2) g ∈ G ∩ G˜(a0, b3) ∩ G˜(a0, b4) ∩ A1;
(3) g ∈ G ∩ G˜(a0, b3) ∩ G˜(a0, b4) ∩ A2 ∩A3;
(4) h ∈ H ∩ H˜(a0, b3) ∩ H˜(a0, b4) ∩A3;
(5) k ∈ K ∩ K˜(a0, b4) ∩ A4 ∩ B1 ∩ B2(θ) with some 0 < θ < 1;
(6) g and h satisfy additionally
g ∈ Lc1p (R+,W 1q (R3−)) ∩ Ld1p (R+,W 1q¯ (R3−)),
h ∈ Lc1p (R+,W 1q (R3−))3 ∩ Ld1p (R+,W 1q¯ (R3−))3
for non-negative real numbers c1, d1 satisfying
p (1 + c1 − a0) > 1, p (1 + d1 −max (b3, b4)) > 1,
and the following compatibility conditions:
(7) g|t=0 = 0 in R3− and [h]τ |t=0 = 0 on R30, where [h]τ = h− (h · e3)e3.
Then System (2.19) admits a unique solution (u, p, h) with
u ∈ W 2,1q,p (R3− ×R+)3, p ∈ Lp(R+, Ŵ 1q (R3−)),
h ∈ W 1p (R+,W 2−1/qq (R2)) ∩ Lp(R+,W 3−1/qq (R2)),
E(h) ∈W 1p (R+, Ŵ 2q (R3−)) ∩ Lp(R+, Ŵ 3q (R3−)),
and also z = (u, p, h, E(h)) satisfies the estimate:
Nq,p(z; a1, a2) +
∑
r∈{q,2}
(Mr,p(z) +Nr(z)) + ‖∂tE(h)‖L∞(R+,L2(R3−)) ≤ Cp,qN
for some positive constant Cp,q, where
N =
3∑
i=1
‖fi‖Fi∩F˜i(a0,bi) + ‖g‖G∩G˜(a0,b3)∩G˜(a0,b4)∩A1
+ ‖g‖
G∩G˜(a0,b3)∩G˜(a0,b4)∩A2∩A3
+ ‖h‖
H∩H˜(a0,b3)∩H˜(a0,b4)∩A3
+ ‖k‖
K∩K˜(a0,b4)∩A4∩B1∩B2(θ)
+ ‖(g,h)‖
L
c1
p (R+,W 1q (R
3
−
))∩L
d1
p (R+,Wq¯(R3−))
.
To construct solutions of (2.14)-(2.18), we set
Xq,p(r; a1, a2) = {z = (u, p, h, η) | ‖z‖Xq,p(a1,a2) ≤ r},(2.21)
‖z‖Xq,p(a1,a2) = Nq,p(z; a1, a2) +
∑
r∈{q,2}
(Mr,p(z) +Nr(z))
+ ‖∂tη‖L∞(R+,L2(R3−)).
By combining Theorem 2.4 with the contraction mapping principle, we have
Theorem 2.5. Let p, q be exponents satisfying (1.7), and let 0 < θ < 1. Then
there exist positive constants δ0, ε0 ∈ (0, 1) such that, for any initial data (v0, h0) ∈
I1(θ)× I2 satisfying a smallness condition: ‖(v0, h0)‖I1(θ)×I2 ≤ δ0 and compatibility
conditions:
(2.22) div v0 = G(v0, E(h0)) in R3−, [µD(v0)e3]τ = [H(v0, E(h0))]τ on R30,
16 HIROKAZU SAITO AND YOSHIHIRO SHIBATA
the equations (2.14)-(2.18) admit a unique global-in-time solution (v, q, h) satisfying
‖z‖Xq,p(1/2,3/4) ≤ ε0 with z = (v, q, h, E(h)) in the Lp-Lq setting.
Recall in System (1.1) that Ω0 = {(x′, x3) | x′ ∈ R2, x3 < h0(x′)}, and let n0 be
the unit outer normal to Γ0 = {(x′, x3) | x′ ∈ R2, x3 = h0(x′)}. Then Theorem 2.5
enables us to prove the following theorem:
Theorem 2.6. Let p, q be exponents satisfying (1.7), and let 0 < θ < 1. Suppose
that δ0, ε0 are the same positive constants as in Theorem 2.5. Then there exists a
positive number r0 such that, for any initial data h0 ∈ Iq,p, u0 ∈ Jq,p,θ(h0) satisfying
a smallness condition: ‖h0‖Iq,p + ‖u0‖Jq,p,θ(h0) ≤ r0 and compatibility conditions:
(2.23) divu0 = 0 in Ω0, µ{D(u0)n0 − (n0 ·D(u0)n0)n0} = 0 on Γ0,
the following assertions hold.
(1) Θ0(y) = (y1, y2, y3 + E(h0)(y)) is a C2-diffeomophism from R3− and R30 onto
Ω0 and Γ0, respectively.
(2) v0 = u0 ◦Θ0 and h0 satisfy the smallness condition ‖(v0, h0)‖I1(θ)×I2 ≤ δ0 and
the compatibility condition (2.22).
(3) The equations (2.14)-(2.18) admits a unique global-in-time solution (v, q, h)
satisfying ‖z‖Xq,p(1/2,3/4) ≤ ε0 with z = (v, q, h, E(h)) in the Lp-Lq setting.
(4) The mapping Θt, defined as (2.5), is a C
2-diffeomorphism from R3− and R
3
0
onto Ωt and Γt, respectively, for each t > 0.
Namely, System (1.1) admits a unique global-in-time solution (u, p, h) given by
(u, p, h) = (v(Θ−1t (x), t), q(Θ
−1
t (x), t), h(x
′, t)).
Large-time behavior of the solution obtained in Theorem 2.6 is stated as follows:
Theorem 2.7. Let p, q be exponents satisfying (1.7) and 0 < θ < 1, and let r0 is
the same positive number as in Theorem 2.6. Suppose that h0 ∈ Iq,p, u0 ∈ Jq,p,θ(h0)
satisfy the smallness condition: ‖h0‖Iq,p + ‖u0‖Jq,p,θ(h0) ≤ r0 and the compatibility
condition (2.23). Then the solution (u, p, h) of System (1.1), obtained in Theorem
2.6, satisfies the following large-time behavior:
‖u(t)‖Lr(Ωt) = O
(
t−m(q¯,r)
)
, ‖∇u(t)‖Lr(Ωt) = O
(
t−n(q¯,r)−
1
8
)
,
‖h(t)‖Lr(R2) = O
(
t−(
1
q¯−
1
r )
)
, ‖∇′h(t)‖Lr(R2) = O
(
t−m(q¯,r)−
1
4
)
,
‖∂th(t)‖Lr(R2) = O
(
t−m(q¯,r)
)
for 2 ≤ r ≤ q as time t tends to infinity.
This paper consists of seven sections as follows: Section 3 is concerned with
an inhomogeneous boundary value problem in R3−, and proves decay properties
and time-weighted estimates of solutions to the inhomogeneous boundary value
problem. In Section 4, we deal with two linear time-dependent problems in R3−,
with homogeneous boundary condition, associated with the linearized problem of
(2.14)-(2.18). Then we show time-weighted estimates of the solutions by Lr-Ls
estimates of analytic semigroup proved in [24]. Section 5 proves Theorem 2.4 by
means of results obtained in Sections 3 and 4. In Section 6, we first construct
an initial flow. Next, after subtracting the initial flow from the equations (2.14)-
(2.18), we combine Theorem 2.4 with the contraction mapping principle in order to
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show Theorem 2.5. Section 7 proves Theorem 2.6 and Theorem 2.7 by the solution
obtained in Theorem 2.5.
3. An inhomogeneous boundary value problem
In this section, we consider an inhomogeneous boundary value problem as follows:
(3.1)

∂tu+ u−DivT(u, p) = 0 in R3−, t > 0,
divu = 0 in R3−, t > 0,
T(u, p)e3 = h on R
3
0, t > 0,
u|t=0 = 0 in R3−,
where T(u, p) = µD(u)− pI. Our aim here is to prove the following two theorems.
Theorem 3.1. Let 2 < p <∞, 1 < q <∞, and 2/p+ 1/q < 1, and suppose that
h ∈ H1,1/2q,p (R3− ×R+)3 with h|t=0 on R30.
Then System (3.1) admits a unique solution
(u, p) ∈W 2,1q,p (R3− ×R+)3 × Lp(R+, Ŵ 1q (R3−)),
and also
(3.2) ‖(∂tu,u,∇u,∇2u,∇p)‖Lp(R+,Lq(R3−)) ≤ Cp,q‖h‖H1,1/2q,p (R3−×R+)
for a positive constant Cp,q. In addition, the following assertions hold.
(1) The solution u = u(x, t) is represented as
u(x, t) =
∫ t
0
[B(t− s)h(·, 0, s)] (x) ds (x ∈ R3−, t > 0)
with an operator B(τ) ∈ L(Lq(R2)3,W 1q (R3−)3), τ > 0, satisfying
‖∇lB(τ)f‖Lq(R3−) ≤ Cqτ
− 1+l2 +
1
2q e−τ‖f‖Lq(R2) (τ > 0, l = 0, 1)
for any f ∈ Lq(R2)3 and a positive constant Cq independent of τ and f .
(2) There exists a positive constant Cp,q such that
‖E(u3|R30)‖W 2,1q,p (R3−×R+) ≤ Cp,q‖h‖H1,1/2q,p (R3−×R+),
where u3 is the third component of u and · |R30 the trace to the boundary R30.
Theorem 3.2. Let p, q be exponents satisfying
(3.3) 2 < p <∞, 3 < q < 4, 2
p
+
3
q
< 1,
and let r be another exponent satisfying (1−2/p)−1 < r ≤ q. For h ∈ H1,1/2r,p (R3−×
R+)
3 with h|t=0 = 0 on R30, let (u, p) be the solution of (3.1) obtained in Theorem
3.1. If we additionally assume that, for non-negative real numbers c2, d2,
h ∈ Lc2p (R+,W 1r (R3−))3, h ∈ H1,1/2,d2r,p (R3− ×R+)3,
then the following assertions hold.
(1) There exists a positive constant Cp,r, independent of u, p, and h, such that
‖u(t)‖W 1r (R3−) ≤ Cp,r(t+ 2)−c2‖h‖Lc2p (R+,W 1r (R3−)) for any t > 0.
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(2) There exists a constant Cp,r > 0, independent of u, p, and h, such that
‖(∂tu,u,∇u,∇2u,∇p)‖Ld2p (R+,Lr(R3−))
≤ Cp,r
(
‖h‖Lc2p (R+,W 1r (R3−)) + ‖h‖H1,1/2,d2r,p (R3−×R+)
)
,
provided that p(1 + c2 − d2) > 1.
3.1. Preliminaries. Let L[f ](λ) and L−1λ [g](t) be the Laplace transform of f =
f(t) and the inverse Laplace transform of g = g(λ), respectively, i.e.
(3.4) L[f ](λ) =
∫
R
e−λtf(t) dt, L−1λ [g](t) =
1
2π
∫
R
eλtg(λ) dτ
for λ = γ + iτ ∈ C. Note that, by (2.1),
L[f ](λ) = Ft[e−γtf ](τ), L−1λ [g](t) = eγtF−1τ [g(γ + i ·)](t).
In addition, let Λ
1/2
γ f = L−1λ [|λ|1/2L[f ](λ)](t) (λ = γ + iτ), and let h˜(ξ′, λ) be the
Fourier-Laplace transform of h = h(x′, t) defined on R2 ×R, that is,
h˜(ξ′, λ) =
∫
R2×R
e−(ix
′·ξ′+λt)h(x′, t) dx′dt = L[ĥ(ξ′, ·)](λ)
with ξ′ = (ξ1, ξ2) ∈ R2 and λ ∈ C, where the last identity follows from (2.2), (3.4).
Next, we define several function spaces with exponential weight. Let X be a
Banach space and δ ≥ 0. Then, for 1 < p, q <∞ and an interval I of R, we set
Lp,δ(I,X) = {f : I → X | e−δtf(t) ∈ Lp(I,X)},
W 1p,δ(I,X) = {f ∈ Lp,δ(I,X) | e−δt∂tf(t) ∈ Lp(I,X)},
W 2,1q,p,δ(R
3
− × I) =W 1p,δ(I, Lq(R3−)) ∩ Lp,δ(I,W 2q (R3−)).
In addition, Bessel potential spaces are defined as
H
1/2
p,δ (R, X) = {f ∈ Lp(R, X) | e−δtΛ1/2δ f ∈ Lp(R, X)},
H
1,1/2
q,p,δ (R
3
− ×R) = H1/2p,δ (R, Lq(R3−)) ∩ Lp,δ(R,W 1q (R3−)).
Here, we introduce two classes of multipliers. Let 0 < ε < π/2, γ0 ≥ 0, and
Σε,γ0 = {λ ∈ C | | argλ| < π − ε, |λ| > γ0}, Σε = Σε,0.
Let m(ξ′, λ) be a function, defined on (R2 \ {0}) × Σε,γ0 , that is infinitely many
times differentiable with respect to ξ′ = (ξ1, ξ2) ∈ R2 \{0} and is holomorphic with
respect to λ = γ + iτ ∈ Σε,γ0 . If there exists a real number s such that, for any
multi-index α′ = (α1, α2) ∈ N20 and (ξ′, λ) ∈ (R2 \ {0})× Σε,γ0 ,
|∂α′ξ′ m(ξ′, λ)| ≤ Cs,α′,γ0,ε(|λ|1/2 + |ξ′|)s−|α
′|,∣∣∣∣∂α′ξ′ (τ ∂∂τ m(ξ′, λ)
)∣∣∣∣ ≤ Cs,α′,γ0,ε(|λ|1/2 + |ξ′|)s−|α′|
with a positive constant Cs,α′,γ0,ε, then m(ξ
′, λ) is called a multiplier of order
s with type 1. If there exists a real number s such that, for any multi-index
α′ = (α1, α2) ∈ N20 and (ξ′, λ) ∈ (R2 \ {0})× Σε,γ0 ,
|∂α′ξ′ m(ξ′, λ)| ≤ Cs,α′,γ0,ε(|λ|1/2 + |ξ′|)s|ξ′|−|α
′|,∣∣∣∣∂α′ξ′ (τ ∂∂τ m(ξ′, λ)
)∣∣∣∣ ≤ Cs,α′,γ0,ε(|λ|1/2 + |ξ′|)s|ξ′|−|α′|
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with a positive constant Cs,α′,γ0,ε, then m(ξ
′, λ) is called a multiplier of order
s with type 2. In what follows, we denote the set of all multiplies, defined on
(R2 \{0})×Σε,γ0, of order s with type l (l = 1, 2) by Ms,l(Σε,γ0). Typical examples
of such multipliers are as follows: the Riesz kernel ξj/|ξ′| (j = 1, 2) is a multiplier
of order 0 with type 2. Functions ξj are multipliers of order 1 with type 1. We also
introduce the following fundamental lemma (cf. [33, Lemma 5.1]).
Lemma 3.3. Let s1, s2 ∈ R, 0 < ε < π/2, and γ0 ≥ 0. Then the following
assertions hold:
(1) Given mi ∈ Msi,1(Σε,γ0) (i = 1, 2), we have m1m2 ∈Ms1+s2,1(Σε,γ0).
(2) Given li ∈ Msi,i(Σε,γ0) (i = 1, 2), we have l1l2 ∈Ms1+s2,2(Σε,γ0).
(3) Given ni ∈ Msi,2(Σε,γ0) (i = 1, 2), we have n1n2 ∈Ms1+s2,2(Σε,γ0).
We here set, for ξ′ = (ξ1, ξ2) ∈ R2 and λ ∈ C \ (−∞,−µ|ξ′|2],
A = |ξ′|, B =
√
λ
µ
+ |ξ′|2 (ReB ≥ 0), M(a) = e
Ba − eAa
B −A (a ∈ R),(3.5)
D(A,B) = B3 +AB2 + 3A2B −A3.
Then, we have (cf. [33, Lemma 5.2, Lemma 5.3])
Lemma 3.4. Let s ∈ R and 0 < ε < π/2. Then, the following assertions hold.
(1) As ∈Ms,2,(Σε), provided that s ≥ 0.
(2) Bs ∈Ms,1(Σε).
(3) D(A,B)s ∈M3s,2(Σε).
(4) Let a < 0. For any multi-index α′ ∈ N20, there exists a positive constant Cα′ ,
independent of a, such that∣∣∣∂α′ξ′ eAa∣∣∣ ≤ Cα′A−|α′|e−(1/2)A|a| (ξ′ ∈ R2 \ {0}).
(5) Let a < 0, l = 0, 1, and 0 < ε < π/2. For any multi-index α′ ∈ N20, there exist
constants 0 < bε,µ ≤ 1, Cα′,ε,µ > 0 such that, for any λ ∈ Σε and ξ′ ∈ R2 \{0},∣∣∣∂α′ξ′ {(τ∂τ )leBa}∣∣∣ ≤ Cα′,ε,µ(|λ|1/2 +A)−|α′|e−bε,µ(|λ|1/2+A)|a|.
The following lemma plays an essential role to prove Theorem 3.1.
Lemma 3.5. Let 1 < p, q <∞, 0 < ε < π/2, and
f ∈ Lp,δ(R, Lq(R2)) with f = 0 (t < 0)
for some δ ≥ 0. Suppose that m(ξ′, λ) ∈ M−1,2(Σε) and set, for λ = γ + iτ
(γ ≥ 0, τ ∈ R \ {0}),
I(x, t) = L−1λ F−1ξ′
[
m(ξ′, λ)eBx3 f˜(ξ′, λ)
]
(x′, t) (x ∈ R3−, t > 0),
J(x, t) = L−1λ F−1ξ′
[
m(ξ′, λ)AM(x3)f˜(ξ′, λ)
]
(x′, t) (x ∈ R3−, t > 0).
Then there exist operators I(t),J (t) ∈ L(Lq(R2),W 1q (R3−)), t ∈ R \ {0}, such that
(3.6) ‖(∇lI(t)g,∇lJ (t)g)‖Lq(R3−) ≤ Cq |t|
− 1+l2 +
1
2q ‖g‖Lq(R2) (l = 0, 1)
for any g ∈ Lq(R2) with a positive constant Cq, independent of t and g, and that
I(x, t) =
∫ t
0
[I(t− s)f(·, s)](x) ds (x ∈ R3−, t > 0),
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J(x, t) =
∫ t
0
[J (t− s)f(·, s)](x) ds (x ∈ R3−, t > 0).
Proof. Since the function f in Lemma 3.5 can be approximated by a function of
C∞0 (R
2 ×R+), it suffices to consider the case where f ∈ C∞0 (R2 ×R+).
For (x, t) ∈ R3− × (R \ {0}), we set
[I(t)g](x) = F−1ξ′
[L−1λ [m(ξ′, λ)eBx3] (t) ĝ(ξ′)] (x′),(3.7)
[J (t)g](x) =
∫ 1
0
F−1ξ′
[
L−1λ
[
m(ξ′, λ)x3Ae
(Bθ+A(1−θ))x3
]
(t) ĝ(ξ′)
]
(x′) dθ.(3.8)
Then, by using
M(a) = a
∫ 1
0
e(Bθ+A(1−θ))a dθ (a ∈ R),
we can write I(x, t), J(x, t) as follows: for (x, t) ∈ R3− ×R+,
(3.9) I(x, t) =
∫ t
0
[I(t− s)f(·, s)](x) ds, J(x, t) =
∫ t
0
[J (t− s)f(·, s)](x) ds.
In fact, since L−1λ [m(ξ′, λ)eBx3 ](t) = 0 for x3 < 0 and t > 0 by Cauchy’s integral
theorem and since f̂(ξ′, t) = 0 for t < 0, we see by Fubini’s theorem that
I(x, t) =F−1ξ′
[∫
R
L−1λ
[
m(ξ′, λ)eBx3
]
(t− s)f̂(ξ′, s) ds
]
(x′)
=
∫ t
0
F−1ξ′
[
L−1λ
[
m(ξ′, λ)eBx3
]
(t− s)f̂(ξ′, s)
]
(x′) ds,
which implies the first identity of (3.9). Analogously, we can obtain the second
identity of (3.9).
We next show estimates of I(t)g in (3.6) by using the following proposition that
was proved in [29, Theorem 2.3] (cf. also [33, Lemma 3.6]).
Proposition 3.6. Let X be a Banach space and ‖ · ‖X its norm. Suppose that L
and n are a non-negative integer and a positive integer, respectively. Let σ ∈ (0, 1]
and s = L+ σ − n, and set
l(σ) =
{
1, σ = 1,
0, σ ∈ (0, 1).
Let f = f(ξ) be a function of CL+l(σ)+1(Rn \ {0}, X) that satisfies the following
two conditions:
(1) ∂αξ f ∈ L1(Rn, X) for any multi-index α ∈ Nn0 with |α| ≤ L.
(2) For any multi-index α ∈ Nn0 with |α| ≤ L + l(σ) + 1, there exists a positive
constant Mα such that
‖∂αξ f(ξ)‖X ≤Mα|ξ|s−|α| (ξ ∈ Rn \ {0}).
Then there exists a positive constant Cn,s such that
‖F−1ξ [f ](x)‖X ≤ Cn,s
(
max
|α|≤L+l(σ)+1
Mα
)
|x|−(n+s) (x ∈ Rn \ {0}).
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Let λ = iτ for τ ∈ R \ {0}, and then
(3.10) ∂α
′
ξ′ L−1λ [m(ξ′, λ)eBx3 ](t) = F−1τ [∂α
′
ξ′ (m(ξ
′, iτ)eBx3)](t)
for any α′ ∈ N20. By Lemma 3.4, m ∈M−1,2(Σε), and Leibniz’s rule, we have
|(τ∂τ )l∂α′ξ′ (m(ξ′, iτ)eBx3)|(3.11)
≤ Cα′(|τ |1/2 +A)−1e−bε,µ(|τ |1/2+A)|x3|A−|α′|
≤ Cα′ |τ |−1/2A−|α′|
for l = 0, 1 with positive constants Cα′ , which, combined with Proposition 3.6 with
X = R, L = 0, n = 1, and σ = 1/2, furnishes that
(3.12) |F−1τ [∂α
′
ξ′ (m(ξ
′, iτ)eBx3)](t)| ≤ Cα′ |t|−1/2A−|α′| (t ∈ R \ {0}).
On the other hand, by using (3.10) and (3.11) with l = 0, we have
|F−1τ [∂α
′
ξ′ (m(ξ
′, iτ)eBx3)](t)| ≤ Cα′A−|α′|
∫
R
|τ |−1/2e−bε,µ|τ |1/2|x3| dτ
≤ Cα′ |x3|−1A−|α′|,
which, combined with (3.12), furnishes that∣∣∣F−1τ [∂α′ξ′ (m(ξ′, iτ)eBx3)] (t)∣∣∣ ≤ Cα′ ( 1|t|1/2 + |x3|
)
A−|α
′|.
Thus, applying the Fourier multiplier theorem of Ho¨lmander-Mikhlin type (cf. [18,
Appendix Theorem 2]) to (3.7), we have
‖[I(t)g](·, x3)‖Lq(R2) ≤ Cq
(
1
|t|1/2 + |x3|
)
‖g‖Lq(R2),
and therefore ‖I(t)g‖Lq(R3−) ≤ Cq|t|−1/2+1/(2q)‖g‖Lq(R2). Analogously, we can ob-
tain the estimate of ∇I(t)g in (3.6), which completes the case of I(t)g.
We finally show the estimates of J (t)g given by (3.8). Let λ = iτ with τ ∈
R \ {0}. Then, Young’s inequality yields that
‖[J (t)g](·, x3)‖Lq(R2)
≤
∫ 1
0
∥∥∥F−1τ [F−1ξ′ [m(ξ′, iτ)x3Ae(Bθ+A(1−θ))x3] (·)] (t)∥∥∥
L1(R2)
dθ‖g‖Lq(R2).
By taking ‖ · ‖Lq((−∞,0)) with respect to x3 on both sides of the last inequality and
setting X = Lq(R−, L1(R
2)), we achieve
‖J (t)g‖Lq(R3−)(3.13)
≤
∫ 1
0
∥∥∥F−1τ [F−1ξ′ [m(ξ′, iτ)x3Ae(Bθ+A(1−θ))x3] (x′)] (t)∥∥∥
X
dθ‖g‖Lq(R2).
To continue the proof, we apply Proposition 3.6 with X = Lq(R−, L1(R
2)), L = 0,
n = 1, and σ = 1/2− 1/(2q) to the right-hand side of (3.13). For α′ ∈ N20, l = 0, 1,
and 0 < δ < 1, we have, by Lemma 3.4, m ∈ M−1,2(Σε), and Leibniz’s rule,∣∣∣∂α′ξ′ {(τ∂τ )l (m(ξ′, iτ)x3Ae(Bθ+A(1−θ))x3)}∣∣∣(3.14)
≤ Cα′ |x3|A|τ |1/2 +Ae
−bε,µ(|τ |
1/2θ+A)|x3|A−|α
′|
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≤ Cα′ |x3|δ|τ |−1/2e−bε,µ|τ |1/2θ|x3|(|x3|A)1−δe−bε,µA|x3|Aδ−|α′|
≤ Cα′,δ|x3|δ|τ |−1/2e−bε,µ|τ |1/2θ|x3|e−(bε,µ/2)A|x3|Aδ−|α′|
for some positive constants Cα′,δ, which, combined with Proposition 3.6 with X =
R, L = 2, n = 2, and σ = δ, furnishes that∣∣∣F−1ξ′ [(τ∂τ )l (m(ξ′, iτ)x3Ae(Bθ+A(1−θ))x3)] (x′)∣∣∣
≤ Cδ|x3|δ|τ |−1/2e−bε,µ|τ |1/2θ|x3||x′|−(2+δ).
On the other hand, we use (3.14) again with α′ = 0, and then∣∣∣F−1ξ′ [(τ∂τ )l (m(ξ′, iτ)x3Ae(Bθ+A(1−θ))x3)] (x′)∣∣∣
≤ Cδ|x3|δ|τ |−1/2e−bε,µ|τ |1/2θ|x3|
∫
R2
|ξ′|δe−(bε,µ/2)|ξ′||x3| dξ′
≤ Cδ|x3|δ|τ |−1/2e−bε,µ|τ |1/2θ|x3||x3|−(2+δ)
for l = 0, 1 with a positive constant Cδ. We thus obtain∣∣∣F−1ξ′ [(τ∂τ )l (m(ξ′, iτ)x3Ae(Bθ+A(1−θ)x3))] (x′)∣∣∣
≤ Cδ |x3|
δ|τ |−1/2e−bε,µ|τ |1/2θ|x3|
|x′|2+δ + |x3|2+δ ,
which furnishes that∥∥∥(τ∂τ )lF−1ξ′ [m(ξ′, iτ)x3Ae(Bθ+A(1−θ))x3]∥∥∥
X
≤ Cq,δθ− 1q |τ |− 12− 12q
for l = 0, 1 with a positive constant Cq,δ. Then, Proposition 3.6 and (3.13) yields
that, for any t ∈ R \ {0},
‖J (t)g‖Lq(R3−) ≤ Cq,δ
∫ 1
0
θ−
1
q dθ|t|− 12+ 12q ‖g‖Lq(R2)
≤ Cq,δ|t|− 12+ 12q ‖g‖Lq(R2)
with some positive constant Cq,δ independent of t and g. Analogously, we can prove
the estimate of ∇J (t)g in (3.6). This completes the proof of the lemma. 
3.2. Proof of Theorem 3.1. We here prove Theorem 3.1 (1) only. For the other
assertions of Theorem 3.1, we refer e.g. to [31, 33, 23]. By Lemma A.1 in the
appendix below, there exists an extension H of h, defined for t ∈ R, such that
H = h when (x, t) ∈ R3− ×R+ and that
H ∈ H1,1/2q,p (R3− ×R)3 with H = 0 on R30 (t < 0),
‖H‖
H
1,1/2
q,p (R3−×R)
≤ C‖h‖
H
1,1/2
q,p (R3−×R+)
.
Since H = etH ∈ H1,1/2q,p,1 (R3− × R)3 with H = 0 on R30 (t < 0), we have, by [33,
Theorem 1.2]3 a solution (v, q) with
(v, q) ∈ W 2,1q,p,1(R3− ×R+)3 × Lp,1(R+, Ŵ 1q (R3−))
3 The result, stated in [33, Theorem 1.2], requires the assumption H = 0 in R3
−
(t < 0). We
can, however, relax it to the assumption H = 0 on R3
0
(t < 0).
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to the following system:
∂tv −DivT(v, q) = 0 in R3−, t > 0,
div v = 0 in R3−, t > 0,
T(v, q)e3 = H on R
3
0, t > 0,
v|t=0 = 0 in R3−.
Let v = T(v1(x, t), v2(x, t), v3(x, t)) and H =
T(H1(x, t),H2(x, t),H3(x, t)), and
then the representation formula of v is given by4
vj(x, t) =
2
µ
2∑
k=1
L−1λ F−1ξ′
[
ξjξkB
AD(A,B)
AM(x3) H˜k(ξ′, 0, λ)
]
(x′, t)
− 1
µ
L−1λ F−1ξ′
[
iξj(B
2 +A2)
AD(A,B)
AM(x3) H˜3(ξ′, 0, λ)
]
(x′, t)
− 1
µ
2∑
k=1
L−1λ F−1ξ′
[
ξjξk(3B −A)
BD(A,B)
eBx3 H˜k(ξ
′, 0, λ)
]
(x′, t)
+
1
µ
L−1λ F−1ξ′
[
iξj(B −A)
D(A,B)
eBx3 H˜3(ξ
′, 0, λ)
]
(x′, t)
+
1
µ
L−1λ F−1ξ′
[
1
B
eBx3 H˜j(ξ
′, 0, λ)
]
(x′, t), j = 1, 2,
v3(x, t) = − 2
µ
2∑
k=1
L−1λ F−1ξ′
[
iξkB
D(A,B)
AM(x3) H˜k(ξ′, 0, λ)
]
(x′, t)
− 1
µ
L−1λ F−1ξ′
[
(B2 +A2)
D(A,B)
AM(x3) H˜3(ξ′, 0, λ)
]
(x′, t)
− 1
µ
2∑
k=1
L−1λ F−1ξ′
[
iξk(B −A)
D(A,B)
eBx3 H˜k(ξ
′, 0, λ)
]
(x′, t)
+
1
µ
L−1λ F−1ξ′
[
A(B +A)
D(A,B)
eBx3 H˜3(ξ
′, 0, λ)
]
(x′, t).
Since the symbols:
ξjξkB
AD(A,B)
,
iξj(B
2 +A2)
AD(A,B)
,
ξjξk(3B −A)
BD(A,B)
,
iξj(B −A)
D(A,B)
,
1
B
,
iξkB
D(A,B)
,
B2 +A2
D(A,B)
,
iξk(B −A)
D(A,B)
,
A(B +A)
D(A,B)
(j, k = 1, 2)
belong to M−1,2(Σε) for any 0 < ε < π/2 by Lemma 3.3 and Lemma 3.4, it follows
from Lemma 3.5 that there exists an operator C(τ) ∈ L(Lq(R2)3,W 1q (R3−)3), τ ∈
R, such that the solution v is represented as
(3.15) v(x, t) =
∫ t
0
[C(t− s)H(·, 0, s)](x) ds (x ∈ R3−, t > 0).
In addition, for any f ∈ Lq(R2)3, we have
(3.16) ‖∇lC(τ)f‖Lq(R3−) ≤ Cq|τ |
− 1+l2 +
1
2q ‖f‖Lq(R2) (τ ∈ R \ {0}, l = 0, 1)
4We refer to [33, Section 4] for the details.
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with some positive constant Cq independent of τ and f .
Let (u, p) = (e−tv, e−tq), and then (u, p) ∈W 2,1q,p (R3−×R+)3×Lp(R+, Ŵ 1q (R3−))
satisfies the following system:
∂tu+ u−DivT(u, p) = 0 in R3−, t > 0,
divu = 0 in R3−, t > 0,
T(u, p)e3 = e
−t
H on R30, t > 0,
u|t=0 = 0 in R3−.
Since e−tH = h in R3− for t > 0, we observe that (u, p) is a solution to (3.1). In
addition, it holds by (3.15) that
u(x, t) =
∫ t
0
[e−(t−s)C(t− s)h(·, 0, s)](x) ds (x ∈ R3−, t > 0).
Setting B(τ) = e−τC(τ), together with (3.16), completes the proof of Theorem 3.1
(1).
3.3. Proof of Theorem 3.2. In this subsection, we prove Theorem 3.2 by using
Theorem 3.1. We first show Theorem 3.2 (1). For t > 0,
u(x, t) =
(∫ t/2
0
+
∫ t
t/2
)
[B(t− s)h(·, 0, s)](x) ds =: u1(x, t) + u2(x, t).
Concerning u1(x, t), it follows from the trace theorem that, for p
′ = p/(p− 1) and
l = 0, 1,
‖∇lu1(t)‖Lr(R3−) ≤ C
∫ t/2
0
e−(t−s)(t− s)− 1+l2 + 12r ‖h(s)‖Lr(R30) ds
≤ Ce−t/2t− 1+l2 + 12r
(∫ t/2
0
ds
)1/p′
‖h‖Lp(R+,W 1r (R3−))
≤ Ce−t/4‖h‖Lp(R+,W 1r (R3−))
with some positive constant C, where we note by (3.3) that
(3.17)
1
p′
− 1 + l
2
+
1
2r
≥ 1
p′
− 1 + 1
2q
= −1
p
+
1
2q
>
2
q
− 1
2
> 0.
On the other hand, noting (3.17), we observe that
‖∇lu2(t)‖Lr(R3−) ≤ C
∫ t
t/2
e−(t−s)(t− s)− 1+l2 + 12r ‖h(s)‖W 1r (R3−) ds
≤ C(t+ 2)−c2
∫ t
t/2
e−(t−s)(t− s)− l+12 + 12r (s+ 2)c2‖h(s)‖W 1r (R3−) ds
≤ C(t+ 2)−c2
(∫ t
t/2
e−p
′(t−s)(t− s)−p′( l+12 − 12r ) ds
)1/p′
‖h‖Lc2p (R+,W 1r (R3−))
≤ C(t+ 2)−c2‖h‖Lc2p (R+,W 1r (R3−))
with a positive constant C, which, combined with the estimates of u1(x, t), com-
pletes the proof of Theorem 3.2 (1).
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We next prove Theorem 3.2 (2). By Lemma A.1 in the appendix below, there
exists an extension G of (t+2)d2h, defined for t ∈ R, such that G = (t+2)d2h for
(x, t) ∈ R3− ×R+ and that
G ∈ H1,1/2q,p (R3− ×R)3 with G = 0 on R30 (t < 0),(3.18)
‖G‖
H
1,1/2
q,p (R
3
−
×R)
≤ C‖(t+ 2)d2h‖
H
1,1/2
q,p (R
3
−
×R+)
.
We then see that U = (t+ 2)d2u and P = (t+ 2)d2p satisfy
∂tU+U−DivT(U, P ) = −d2(t+ 2)−1+d2u in R3−, t > 0,
divU = 0 in R3−, t > 0,
T(U, P )e3 =G on R
3
0, t > 0,
U|t=0 = 0 in R3−.
It follows from p(1 + c2 − d2) > 1 and Theorem 3.2 (1) that
‖(t+ 2)−1+d2u‖Lp(R+,Lr(R3−))(3.19)
≤ C‖(t+ 2)−(1+c2−d2)‖Lp(R+)‖h‖Lc2p (R+,W 1r (R3−))
≤ C‖h‖Lc2p (R+,W 1r (R3−)).
We thus have, by [31, Theorem 5.1], (3.18), and (3.19),
‖(∂tU,U,∇U,∇2U,∇P )‖Lp(R+,Lr(R3−))(3.20)
≤ C
(
‖(t+ 2)−1+d2u‖Lp(R+,Lr(R3−)) + ‖G‖H1,1/2r,p (R3−×R)
)
≤ C
(
‖h‖Lc2p (R+,W 1r (R3−)) + ‖(t+ 2)
d2h‖
H
1,1/2
r,p (R3−×R+)
)
with some positive constant C. Noting that (t+ 2)d2∂tu = ∂tU− d2(t+2)−1+d2u,
we obtain, by (3.19) and (3.20),
‖(t+ 2)d2∂tu‖Lp(R+,Lr(R3−))
≤ C
(
‖h‖Lc2p (R+,W 1r (R3−)) + ‖(t+ 2)
d2h‖
H
1,1/2
r,p (R3−×R+)
)
,
which, combined with (3.20), completes the proof of Theorem 3.2 (2).
4. Time-weighted estimates: homogeneous boundary data
In this section, we prove time-weighted estimates of solutions for the following
two linear time-dependent problems:
∂tu−DivT(u, p) = 0 in R3−, t > 0,
divu = 0 in R3−, t > 0,
T(u, p)e3 + (cg − cσ∆′)he3 = 0 on R30, t > 0,
∂th− u3 = 0 on R30, t > 0,
u|t=0 = u0 in R3−,
h|t=0 = h0 on R2,
(4.1)
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∂tu−DivT(u, p) = f in R3−, t > 0,
divu = 0 in R3−, t > 0,
T(u, p)e3 + (cg − cσ∆′)he3 = 0 on R30, t > 0,
∂th− u3 = k on R30, t > 0,
u|t=0 = 0 in R3−,
h|t=0 = 0 on R2,
(4.2)
associated with the following resolvent problem:
(4.3)

λU−DivT(U, P ) = F in R3−,
divU = 0 in R3−,
T(U, P )e3 + (cg − cσ∆′)He3 = 0 on R30,
λH − U3 = K on R30.
First, we recall resolvent estimates of System (4.3) that were proved in [32,
Theorem 1.1] and [33, Theorem 1.3].
Lemma 4.1. Let 0 < ε < π/2 and 1 < q < ∞. Then there is a constant
γ0 ≥ 1, depending only on ε, such that, for any λ ∈ Σε,γ0 , F ∈ Lq(R3−)3, and
K ∈ W 2−1/qq (R2), System (4.3) admits a unique solution (U, P,H) ∈ W 2q (R3−)3 ×
Ŵ 1q (R
3
−)×W 3−1/qq (R2). Furthermore, the solution (U, P,H) satisfies
‖(λU, λ1/2∇U,∇2U,∇P )‖Lq(R3−) + ‖λH‖W 2−1/qq (R2) + ‖H‖W 3−1/qq (R2)(4.4)
≤ Cq,γ0,ε
(
‖F‖Lq(R3−) + ‖K‖W 2−1/qq (R2)
)
for any λ ∈ Σε,γ0 with some positive constant Cq,γ0,ε independent of λ.
Next, we formulate System (4.1) in the semigroup setting. By [22, Proposition
3.3.2], we have
Lemma 4.2. Let 1 < q <∞ and q′ = q/(q − 1). Then for any f ∈ Lq(R3−)3 there
is a unique solution p ∈ Ŵ 1q,0(R3−) to the variational equation:
(∇p,∇ϕ)R3
−
= (f ,∇ϕ)R3
−
for all ϕ ∈ Ŵ 1q′,0(R3−).
Furthermore, the solution p satisfies the estimate: ‖∇p‖Lq(R3−) ≤ Cq‖f‖Lq(R3−) with
a positive constant Cq independent of p, f , and ϕ.
By Lemma 4.2, we see that, for f ∈ Lq(R3−)3 and g ∈ W 1−1/qq (R2), there is a
unique solution p ∈ Ŵ 1q,0(R3−) to the variational equation:
(∇p,∇ϕ)R3
−
= (f −∇g˜,∇ϕ)R3
−
for all ϕ ∈ Ŵ 1q′,0(R3−),
where g˜, defined onR3−, is an extension of g such that g = g˜ onR
3
0 and ‖g˜‖W 1q (R3−) ≤
Cq‖g‖W 1−1/qq (R2) with some positive constant Cq independent of g, g˜. The solution
p then satisfies the estimate:
‖∇p‖Lq(R3−) ≤ Cq
(
‖f‖Lq(R3−) + ‖g‖W 1−1/qq (R2)
)
.
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Let Ŵ 1q,0(R
3
−) +W
1
q (R
3
−) = {p1 + p2 | p1 ∈ Ŵ 1q,0(R3−), p2 ∈ W 1q (R3−)}. Setting
q = p+ g˜ ∈ Ŵ 1q,0(R3−) +W 1q (R3−), we observe that q satisfies
(∇q,∇ϕ)R3
−
= (f ,∇ϕ)R3
−
for all ϕ ∈ Ŵ 1q′,0(R3−),
subject to q = g on R30, and that the last inequality yields
(4.5) ‖∇q‖Lq(R3−) ≤ Cq
(
‖f‖Lq(R3) + ‖g‖W 1−1/qq (R2)
)
.
Now, for u ∈ W 2q (R3−)3 and h ∈ W 3−1/qq (R2), we define K1(u), K2(h) ∈
Ŵ 1q,0(R
3
−) +W
1
q (R
3
−) as solutions to{
(∇K1(u),∇ϕ)R3
−
= (Div(µD(u)) −∇ divu,∇ϕ)R3
−
for all ϕ ∈ Ŵ 1q′,0(R3−),
K1(u) = e3 · (µD(u)e3)− divu on R30,{
(∇K2(h),∇ϕ)R3
−
= 0 for any ϕ ∈ Ŵ 1q′,0(R3−),
K2(h) = (cg − cσ∆′)h on R30.
Then K1(u) and K2(h) satisfy by (4.5) the estimates:
‖∇K1(u)‖Lq(R3−) ≤ Cq‖∇u‖W 1q (R3−),(4.6)
‖∇K2(h)‖Lq(R3−) ≤ Cq‖(h,∆′h)‖W 1−1/qq (R2).
We here set an operator Aq and its domain D(Aq) as
Aq(u, h) = (DivT(u,K1(u) +K2(h)), u3) for (u, h) ∈ D(Aq),
D(Aq) = W˜ 2q (R3−)×W 3−1/qq (R2),
W˜ 2q (R
3
−) = {u ∈W 2q (R3−)3 ∩ Jq(R3−) | D(u)e3 − (e3 ·D(u)e3)e3 = 0 on R30}.
System (4.3) is then equivalent to the reduced system: (λ − Aq)(U, H) = (F,K)
for (F,K) ∈ Xq := Jq(R3−)×W 2−1/qq (R2) (cf. [25, Section 3] in more detail). Let
(λ − Aq)−1 be the resolvent operator of Aq. By the equivalence mentioned above
and (4.4), we have
‖(λ−Aq)−1‖L(Xq) ≤
Cq,γ0,ε
|λ| (λ ∈ Σε,γ0).
This estimate furnishes that Aq generates an analytic semigroup on Xq, which is
stated as follows:
Lemma 4.3. Let 1 < q < ∞. Then Aq generates an analytic C0-semigroup
{eAqt}t≥0 on Xq. In addition, there are positive constants γ1, Cq,γ1 such that
for any t > 0
‖eAqtU0‖Xq ≤ Cq,γ1eγ1t‖U0‖Xq (U0 ∈ Xq),(4.7)
‖∂teAqtU0‖Xq ≤ Cq,γ1t−1eγ1t‖U0‖Xq (U0 ∈ Xq),
‖∂teAqtU0‖Xq ≤ Cq,γ1eγ1t‖U0‖Dq(A) (U0 ∈ D(Aq)).
For 1 < p, q <∞, we set function spaces Dq,p, B˜2(1−1/p)q,p (R3−) as
B˜2(1−1/p)q,p (R
3
−) = (Jq(R
3
−), W˜
2
q (R
3
−))1−1/p,p,
Dq,p = (Xq,D(Aq))1−1/p.p = B˜2(1−1/p)q,p (R3−)×B3−1/p−1/qq,p (R2).
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On the other hand, let P1, P2 be projections defined by P1 : Xq → Jq(R3−),
P2 : Xq →W 2−1/qq (R2). We then have
Lemma 4.4. Let 1 < p, q < ∞, and let u = P1(eAqtU0), h = P2(eAqtU0), and
p = K1(P1(e
AqtU0)) + K2(P2(e
AqtU0)) with U0 = (u0, h0) ∈ Dq,p. Then the
following assertions hold.
(1) It holds that
u ∈ C1(R+, Jq(R3−)) ∩ C(R+, W˜ 2q (R3−)),(4.8)
h ∈ C1(R+,W 2−1/qq (R2)) ∩ C(R+,W 3−1/qq (R2)),
p ∈ C(R+, Ŵ 1q (R3−)),
and furthermore, (u, p, h) solves uniquely System (4.1) for all t > 0 with
u ∈ C(R+, B˜2(1−1/p)q,p (R3−)), lim
t→0+
‖u(t)− u0‖B˜2(1−1/p)q,p (R3−) = 0,
h ∈ C(R+, B3−1/p−1/qq,p (R2)), lim
t→0+
‖h(t)− h0‖B3−1/p−1/qq,p (R2) = 0.
(2) For any T > 0, there is a positive constant Cp,q,T such that
‖u‖W 2,1q,p (R3−×(0,T )) + ‖∇p‖Lp((0,T ),Lq(R3−))(4.9)
+ ‖∂th‖Lp((0,T ),W 2−1/qq (R2)) + ‖h‖Lp((0,T ),W 3−1/qq (R2))
+ ‖∂tE(h)‖Lp((0,T ),Ŵ 2q (R3−)) + ‖E(h)‖Lp((0,T ),Ŵ 3q (R3−))
≤ Cp,q,T ‖U0‖Dq,p .
Proof. We here prove (2) only. By using (4.6) and (4.7), we can prove that
‖u‖W 2,1q,p (R3−×(0,T )) + ‖∇p‖Lp((0,T ),Lq(R3−))
+ ‖∂th‖Lp((0,T ),W 2−1/qq (R2)) + ‖h‖Lp((0,T ),W 3−1/qq (R2))
≤ Cp,q,T ‖U0‖Dq,p
in the same manner as in [31, Theorem 3.9]. Since E is a bounded linear operator
from W
m−1/q
q (R2) to Ŵmq (R
3
−) for m = 2, 3 and since ∂tE(h) = E(∂th), the last
inequality implies (4.9). This completes the proof of the lemma. 
Next, concerning System (4.2), we recall [33, Theorem 1.4] (cf. Subsection 3.1
for function spaces with exponential weight).
Lemma 4.5. Let 1 < p, q <∞, and let γ0 be the same constant as in Lemma 4.1.
Then for any
f ∈ 0Lp,γ0(R, Lq(R3−))3, k ∈ 0Lp,γ0(R,W 2−1/qq (R2)),
System (4.2) admit a unique solution (u, p, h) with
u ∈ 0W 2,1q,p,γ0(R3− ×R)3, p ∈ 0Lp,γ0(R, Ŵ 1q (R3−)),
h ∈ 0W 1p,γ0(R,W 2−1/qq (R2)) ∩ 0Lp,γ0(R,W 3−1/qq (R2)),
E(h) ∈ 0W 1p,γ0(R, Ŵ 2q (R3−)) ∩ 0Lp,γ0(R, Ŵ 3q (R3−)).
In addition, the solution (u, p, h) satisfies the estimate:
‖e−γ0t(∂tu,u,∇u,∇2u)‖Lp(R+,Lq(R3−))(4.10)
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+ ‖e−γ0t∇2E(u3|R30)‖Lp(R+,Lq(R3−)) + ‖e−γ0t∇p‖Lp(R+,Lq(R3−))
+ ‖e−γ0t∂th‖Lp(R+,W 2−1/qq (R2)) + ‖e
−γ0th‖
Lp(R+,W
3−1/q
q (R2))
+ ‖e−γ0t∂tE(h)‖Lp(R+,Ŵ 2q (R3−)) + ‖e
−γ0tE(h)‖
Lp(R+,Ŵ 3q (R
3
−
))
≤ Cp,q,γ0
(
‖e−γ0tf‖Lp(R+,Lq(R3−)) + ‖e−γ0tk‖Lp(R+,W 2−1/qq (R2))
)
for a positive constant Cp,q,γ0 .
The aim of this section is to prove the following two theorems:
Theorem 4.6. Let p, q be exponents satisfying
(4.11) 2 < p <∞, 3 < q < 4, p
(
2
q
− 1
2
)
> 1
and set q¯ = 2/q. Let (u0, h0) ∈ I˜1 × I2 with
I˜1 = B˜
2−2/p
q,p (R
3
−)
3 ∩ B˜2−2/p2,p (R3−)3 ∩ Lq¯(R3−)3.
Suppose that (u, p, h) is the solution of System (4.1) obtained in Lemma 4.4, and
set z = (u, p, h, E(h)). Let a1, a2 be positive numbers satisfying
(4.12) p (m (q¯, q) + 1/4− a1) > 1, p (m (q¯, q) + 1− a2) > 1.
It then holds that
Nq,p(z; a1, a2) +
∑
r∈{q,2}
(Mr,p(z) +Nr(z)) + ‖∂tE(h)‖L∞(R+,L2(R3−))
≤ Cp,q,q¯‖(u0, h0)‖˜I1×I2
for some positive constant Cp,q,q¯.
Theorem 4.7. Let p, q be exponents satisfying (1.6), and let a1, a2, b1, b2, b3,
and b4 be positive numbers satisfying (2.20). Suppose that a0 = max(a1, a2) and the
right members f = f1 + f2 + f3, k of System (4.2) satisfy the following conditions:
(1) f1 ∈ F1 ∩ F˜1(a0, b1), f2 ∈ F2 ∩ F˜2(a0, b2), f3 ∈ F3 ∩ F˜3(a0, b3);
(2) k ∈ K ∩ K˜(a0, b4) ∩ A4 ∩ B1.
Let (u, p, h) be the solution of System (4.2) obtained in Lemma 4.5, and let z =
(u, p, h, E(h)). It then holds that
Nq,p(z; a1, a2) +
∑
r∈{q,2}
(Mr,p(z) +Nr(z))(4.13)
≤ Cp,q
(
3∑
i=1
‖fi‖Fi∩F˜i(a0,bi) + ‖k‖K∩K˜(a0,b3)∩A4∩B1
)
for some positive constant Cp,q.
4.1. Preliminaries. In this subsection, we introduce representation formulas of
solutions of (4.1), (4.2) and some lemmas in order to prove Theorems 4.6 and 4.7.
Let U = U(x, λ), P = P (x, λ), and H = H(x, λ) be the solutions, obtained in
Lemma 4.1, to the resolvent problem (4.3) in what follows.
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First, we decompose (U, P,H) in the same way as in [22, Sections 3.2, 3.4], [24,
Sections 2, 3]. The solutions U, P can be written as U = U0+V and P = P 0+Q,
where (U0, P 0) and (V, Q) are solutions to
λU0 −DivT(U0, P 0) = F in R3−,
divU0 = 0 in R3−,
T(U0, P 0)e3 = 0 on R
3
0,
λV −DivT(V, Q) = 0 in R3−,
divV = 0 in R3−,
T(V, Q)e3 + (cg − cσ∆′)He3 = 0 on R30,
λH − V3 = K + U03 on R30.
Note that U03 is the third component of U
0 and V3 the third component of V. For
functions f = f(x) defined on R3−, we introduce the even extension f
e = fe(x) and
the odd extension fo = fo(x) as follows:
(4.14) fe(x) =
{
f(x′,−xN ), xN > 0,
f(x′, xN ), xN < 0,
fo(x) =
{ − f(x′,−xN ), xN > 0,
f(x′, xN ), xN < 0.
Setting ιF = T(F o1 , F
o
2 , F
e
3 ), we further decompose U
0, P 0 in the following manner:
U0 = V1 +V2 and P 0 = Q1 +Q2, where (V1, Q1), (V2, Q2) are solutions to{
λV1 −DivT(V1, Q1) = ιF in R3,
divV1 = 0 in R3,
λV2 −DivT(V2, Q2) = 0 in R3−,
divV2 = 0 in R3−,
µ(∂1V
2
3 + ∂3V
2
1 ) = −µ(∂1V 13 + ∂3V 11 ) on R30,
µ(∂2V
2
3 + ∂3V
2
2 ) = −µ(∂2V 13 + ∂3V 12 ) on R30,
2µ∂3V
2
3 −Q2 = 0 on R30.
Here Vl = T(V l1 , V
l
2 , V
l
3 ) for l = 1, 2 and we have used the fact that ∂3V
1
3 = 0 on R
3
0
and Q1 = 0 on R30 by the definition of extension ιF (cf. [30, Section 4]) to obtain
the last equation.
Secondly, we introduce representation formulas of V1, Q1, V2, Q2, V, Q, and
H as above. Such formulas are given by
V1(x, λ) = F−1ξ
[
1
λ+ µ|ξ|2
(
I− ξ ⊗ ξ|ξ|2
)
Fx[ιF](ξ)
]
(x),(4.15)
Q1(x, λ) = −F−1ξ
[
iξ · Fx[ιF](ξ)
|ξ|2
]
(x),
V2(x, λ) =
∫ 0
−∞
F−1ξ′
[
U0(ξ′, x3, y3, λ) F̂(ξ′, y3)
]
(x′) dy3,
Q2(x, λ) =
∫ 0
−∞
F−1ξ′
[
P0(ξ′, x3, y3, λ) F̂(ξ′, y3)
]
(x′) dy3,
V(x, λ) =
∫ 0
−∞
F−1ξ′
[
U(ξ′, x3, y3, λ) F̂(ξ′, y3)
]
(x′) dy3
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+ F−1ξ′
[
U ′(ξ′, x3, λ) K̂(ξ′)
]
(x′),
Q(x, λ) =
∫ 0
−∞
F−1ξ′
[
P(ξ′, x3, y3, λ)F̂(ξ′, y3)
]
(x′) dy3
+ F−1ξ′
[
P ′(ξ′, x3, λ)K̂(ξ′)
]
(x′),
H(x′, λ) =
∫ ∞
0
F−1ξ′
[
H(ξ′, y3, λ) F̂(ξ′, y3)
]
(x′) dy3
+ F−1ξ′
[
H′(ξ′, λ) K̂(ξ′)
]
(x′)
for some symbols U0, P0, U , U ′, P , P ′, H, and H′ that are explicitly calculated in
[24, Section 3], where the formulas of V1, Q1 can be found e.g. in [33, Section 3].
Let ζ ∈ C∞0 (R2) with 0 ≤ ζ ≤ 1 and satisfy
ζ = ζ(ξ′) =
{
1 (|ξ′| ≤ 1),
0 (|ξ′| ≥ 2).
In addition, we set
ζ1δ (ξ
′) = 1− ζ
(
ξ′
δ
)
, ζ2δ (ξ
′) = ζ
(
ξ′
δ
)
for δ > 0.
The cut-off functions ζ1δ , ζ
2
δ yield further decompositions of V, Q, and H in the
following manner: V = U1δ +U
2
δ , Q = P
1
δ + P
2
δ , and H = H
1
δ +H
2
δ with
Ulδ(x, λ) =
∫ 0
−∞
F−1ξ′
[
ζlδ(ξ
′)U(ξ′, x3, y3, λ) F̂(ξ′, y3)
]
(x′) dy3(4.16)
+ F−1ξ′
[
ζlδ(ξ
′)U ′(ξ′, x3, λ) K̂(ξ′)
]
(x′),
P lδ(x, λ) =
∫ 0
−∞
F−1ξ′
[
ζlδ(ξ
′)P(ξ′, x3, y3, λ) F̂(ξ′, y3)
]
(x′) dy3
+ F−1ξ′
[
ζlδ(ξ
′)P ′(ξ′, x3, λ) K̂(ξ′)
]
(x′),
H lδ(x
′, λ) =
∫ 0
−∞
F−1ξ′
[
ζlδ(ξ
′)H(ξ′, y3, λ) F̂(ξ′, y3)
]
(x′) dy3
+ F−1ξ′
[
ζlδ(ξ
′)H′(ξ′, λ) K̂(ξ′)
]
(x′)
for l = 1, 2. Summing up the above argumentation, we see that, together with
(4.15) and (4.16), the solution (U, P,H) of the system (4.3) is represented as
U = U0 +U1δ +U
2
δ = V
1 +V2 +U1δ +U
2
δ,(4.17)
P = P 0 + P 1δ + P
2
δ = Q
1 +Q2 + P 1δ + P
2
δ ,
H = H1δ +H
2
δ .
Thirdly, we consider the system (4.1). The solution (u, p, h) of the system (4.1),
obtained in Lemma 4.4, is represented as
u =
1
2πi
∫
Γ
eλtU(x, λ) dλ, p =
1
2πi
∫
Γ
eλtP (x, λ) dλ,(4.18)
h =
1
2πi
∫
Γ
eλtH(x′, λ) dλ with (F,K) = (u0, h0);
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Γ = {λ ∈ C | λ = 2γ0/ sin ε+ sei(pi−ε), s : −∞→∞} (0 < ε < π/2),
where γ0 is the same constant as in Lemma 4.1. Furthermore, by (4.17), these
formulas can be written as
u = R0(t)u0 +R
1
δ(t)(u0, h0) +R
2
δ(t)(u0, h0),
p = S0(t)u0 + S
1
δ (t)(u0, h0) + S
2
δ (t)(u0, h0),
h = T 1δ (t)(u0, h0) + T
2
δ (t)(u0, h0)
for δ > 0, where, for l = 1, 2,
R0(t)u0 =
1
2πi
∫
Γ
eλtU0(x, λ) dλ, S0(t)u0 =
1
2πi
∫
Γ
eλtP 0(x, λ) dλ,(4.19)
Rlδ(t)(u0, h0) =
1
2πi
∫
Γ
eλtUlδ(x, λ) dλ,
Rlδ(t)(u0, h0) =
1
2πi
∫
Γ
eλtP lδ(x, λ) dλ,
T lδ(t)(u0, h0) =
1
2πi
∫
Γ
eλtH lδ(x, λ) dλ.
Fourthly, we consider the system (4.2). The solution (u, p, h) of the system (4.2),
obtained in Lemma 4.5, is given by
u = L−1λ [U(x, λ)](t), p = L−1λ [P (x, λ)](t), h = L−1λ [H(x, λ)](t),
with (F,K) = (L[f ](λ),L[k](λ)) and λ = γ + iτ (γ > 2γ0/ sin ε),
where L, L−1λ are the Laplace transform and its inverse given by (3.4). We insert
(U, P,H) of the form (4.17) into the last formulas in order to obtain
u = R0(x, t) +R1δ(x, t) +R2δ(x, t), p = S0(x, t) + S1δ (x, t) + S2δ (x, t),
h = T 1δ (x, t) + T 2δ (x, t)
for δ > 0, where, for l = 1, 2,
R0(x, t) = R0(t) = L−1λ
[
U0(x, λ)
]
(t),(4.20)
S0(x, t) = S0(t) = L−1λ
[
P 0(x, λ)
]
(t),
Rlδ(x, t) = Rlδ(t) = L−1λ
[
Ulδ(x, λ)
]
(t),
Slδ(x, t) = Slδ(t) = L−1λ
[
P lδ(x, λ)
]
(t),
T lδ (x, t) = T lδ (t) = L−1λ
[
H lδ(x
′, λ)
]
(t).
In addition, using (4.19), we have another representation of (4.20) as follows:
R0(t) =
∫ t
0
R0(t− s)f(s) ds, S0(t) =
∫ t
0
S0(t− s)f(s) ds,(4.21)
Rlδ(t) =
∫ t
0
Rlδ(t− s)(f(s), k(s)) ds, Slδ(t) =
∫ t
0
Slδ(t− s)(f(s), k(s)) ds,
T lδ (t) =
∫ t
0
T lδ(t− s)(f(s), k(s)) ds
for l = 1, 2 by the following observation: We here consider T lδ (t) only. There hold
(4.22) L−1λ [H(ξ′, x3, y3, λ)] (t) = 0, L−1λ [H′(ξ′, x3, λ)] (t) = 0 for t < 0
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by taking the limit: γ → ∞ and Cauchy’s integral theorem. Let B be the symbol
defined as in (3.5) and
(T lδ )ε(t) = L−1λ
[∫ 0
−∞
F−1ξ′
[
ζlδ(ξ
′) e−BεH(ξ′, y3, λ) L̂[f ](ξ′, y3, λ)
]
(x′) dy3
]
(t)
+ L−1λ
[
F−1ξ′
[
ζlδ(ξ
′) e−BεH′(ξ′, λ)L̂[k](ξ′, λ)
]
(x′)
]
(t), ε > 0.
Since f(t) = 0 and k(t) = 0 for t < 0, we see that, by (4.22),
(T lδ )ε(t) =
∫ 0
−∞
F−1ξ′
[(
L−1λ
[
ζlδ(ξ
′) e−BεH(ξ′, y3, λ)
] ∗ f̂(ξ′, y3, · )) (t)] (x′) dy3
+ F−1ξ′
[(
L−1λ
[
ζlδ(ξ
′) e−BεH′(ξ′, λ)] ∗ k̂(ξ′, · )) (t)] (x′)
=
∫ t
0
(∫ 0
−∞
F−1ξ′
[
L−1λ
[
ζlδ(ξ
′) e−BεH(ξ′, y3, λ)
]
(t− s) f̂(ξ′, y3, s)
]
(x′)
)
ds
+
∫ t
0
(
F−1ξ′
[
L−1λ
[
ζlδ(ξ
′) e−BεH′(ξ′, λ)] (t− s) k̂(ξ′, s)] (x′)) ds,
where the symbol ∗ denotes the convolution with respect to time t. In the last
formula, we change, by Cauchy’s integral theorem, the integral path {λ = γ + iτ ∈
C | τ : −∞→∞} into Γ given by (4.18), and take the limit as ε→ 0. This provides
the formula of T lδ (t) in (4.21). The other formulas can be proved analogously.
Concerning R0(t), Rlδ(t), S
0(t), Slδ(t), and T
l
δ(t), we have
Lemma 4.8. Let 3 < q < 4 and 2 ≤ r ≤ q, and let Yr = Lr(R3−)3 ×W 2−1/rr (R2).
Suppose that q¯ = q/2 and U0 = (u0, h0) with
u0 ∈ Lr(R3−)3 ∩ Lq¯(R3−)3, h0 ∈ W 2−1/rr (R2) ∩ Lq¯(R2).
Then there is a constant δ ∈ (0, 1), independent of u0, h0, such that the following
assertions hold.
(1) There exists a positive constant Cr such that, for any t > 0 and l = 0, 1, 2,
‖(∂tR0(t)u0,∇S0(t)u0)‖Lr(R3−) ≤ Crt−1‖u0‖Lr(R3−),
‖∇lR0(t)u0‖Lr(R3−) ≤ Crt−l/2‖u0‖Lr(R3−).
(2) There exists a positive constant Cq¯,r such that, for any t > 0 and l = 0, 1,
‖∇lR0(t)u0‖Lr(R3−) ≤ Cq¯,rt−n(q¯,r)−l/2‖u0‖Lq¯(R3−).
(3) There exist positive constants γ2, Cr,γ2 such that, for any t ≥ 1,
‖∂tR1δ(t)U0‖Lr(R3−) + ‖R1δ(t)U0‖W 2r (R3−) + ‖∇S1δ (t)U0‖Lr(R3−)
+ ‖∂tE(T 1δ (t)U0))‖W 2r (R3−) + ‖E(T 1δ (t)U0))‖W 3r (R3−) + ‖T 1δ (t)U0‖Lr(R2)
≤ Cr,γ2e−γ2t‖U0‖Yr .
(4) Let α > 0. Then, there exists positive constants γ3, Cr,γ3 , and Cr,α,γ3 such
that, for any t > 0,
‖R1δ(t)U0‖W 1r (R3−) + ‖E(T 1δ (t)U0)‖W 2r (R3−) ≤ Cr,α,γ3t−αe−γ3t‖U0‖Yr ,
‖(∇2R1δ(t)U0,∇3E(T 1δ (t)))‖Lr(R3−) ≤ Cr,γ3t−1e−γ3t‖U0‖Yr .
34 HIROKAZU SAITO AND YOSHIHIRO SHIBATA
(5) If we additionally assume that h0 ∈W 2−1/q¯q¯ (R2), then we have, for any t > 0,
‖R1δ(t)U0‖W 1r (R3−) + ‖E(T 1δ (t)U0)‖W 2r (R3−) + ‖T 1δ (t)U0‖Lr(R2)
≤ Cq¯,r,γ4t−n(q¯,r)−1/2e−γ4t‖U0‖Yq¯ ,
with positive constants γ4, Cq¯,r,γ4 .
(6) Let k = 1, 2 and l = 0, 1, 2, and let Zq¯ = Lq¯(R
3
−)
3 × Lq¯(R2) Then there exists
a positive constant Cq¯,r such that, for any t ≥ 1,
‖∂tR2δ(t)U0‖Lr(R3−) ≤ Cq¯,r(t+ 2)−m(q¯,r)−1/4‖U0‖Zq¯ ,
‖R2δ(t)U0‖Lr(R3−) ≤ Cq¯,r(t+ 2)−m(q¯,r)‖U0‖Zq¯ ,
‖∇kR2δ(t)U0‖Lr(R3−) ≤ Cq¯,r(t+ 2)−n(q¯,r)−k/8‖U0‖Zq¯ ,
‖∇S2δ (t)U0‖Lr(R3−) ≤ Cq¯,r(t+ 2)−m(q¯,r)−1/4‖U0‖Zq¯ ,
‖∇k∂tE(T 2δ (t)U0)‖Lr(R3−) ≤ Cq¯,r(t+ 2)−m(q¯,r)−k/2‖U0‖Zq¯ ,
‖∇1+lE(T 2δ (t)U0)‖Lr(R3−) ≤ Cq¯,r(t+ 2)−m(q¯,r)−1/4−l/2‖U0‖Zq¯ ,
‖T 2δ (t)U0‖Lr(R2) ≤ Cq¯,r(t+ 2)−(1/q¯−1/r)‖U0‖Zq¯ .
On the other hand, for any 0 < t ≤ 1 and any α > 0,
‖(R2δ(t)U0,∇E(T 2δ (t)U0))‖W 2r (R3−) + ‖∇S2δ (t)U0‖Lr(R3−)
+ ‖T 2δ (t)U0‖Lr(R2) ≤ Cq¯,r,αt−α‖U0‖Zq¯ ,
with some positive constant Cq¯,r,α.
(7) There exists a positive constant Cq such that, for any ≥ 1,
‖(∇2R2δ(t)U0,∇S2δ (t)U0)‖Lq(R3−) ≤ Cq(t+ 2)−m(2,q)−1/4‖U0‖Z2 ,
‖∇3E(T 2δ (t)U0)‖Lq(R3−) ≤ Cq(t+ 2)−m(2,q)−5/4‖U0‖Z2 .
On the other hand, for any 0 < t ≤ 1 and any α > 0,
‖(∇2R2δ(t)U0,∇S2δ (t)U0,∇3E(T 2δ (t)U0))‖Lq(R3−) ≤ Cq,αt−α‖U0‖Z2 ,
with some positive constant Cq,α.
Proof. (1), (3), (4), (6), (7). These estimates were proved in [24] (cf. also [22,
Theorem 3.1.3]).
(2). The estimates follow from (1) and Sobolev’s embedding theorem on R3−:
(4.23) ‖f‖Lp2(R3−) ≤ Cp1,p2‖∇f‖
3
(
1
p1
− 1p2
)
Lp1(R
3
−
)
‖f‖1−3
(
1
p1
− 1p2
)
Lp1(R
3
−
)
, 3
(
1
p1
− 1
p2
)
< 1,
with p1 = q¯ and p2 = r. Here and subsequently, we note that, by 3 < q < 4 and
2 ≤ r ≤ q,
3
(
1
q¯
− 1
r
)
≤ 3
(
1
q¯
− 1
q
)
=
3
q
< 1.
(5). By (4.23) and (4), we have, for any α, β > 0,
‖R1δ(t)U0‖Lr(R3−) ≤ Cq¯,r‖∇R1δ(t)U0‖
3( 1q¯−
1
r )
Lq¯(R3−)
‖R1δ(t)U0‖
1−3( 1q¯−
1
r )
Lq¯(R3−)
≤ Cq¯,r,α,γ3t−αe−γ3t‖U0‖Yq¯ ,
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‖∇R1δ(t)U0‖Lr(R3−) ≤ Cq¯,r‖∇2R1δ(t)U0‖
3( 1q¯−
1
r )
Lq¯(R3−)
‖∇R1δ(t)U0‖
1−3( 1q¯−
1
r )
Lq¯(R3−)
≤ Cq¯,r,β,γ3t−3(
1
q¯−
1
r )−β{1−3( 1q¯− 1r )}e−γ3t‖U0‖Yq¯ .
Thus, setting α = n(q¯, r) + 1/2 and β = 1/2 in the first inequality and the second
inequality, respectively, implies that
‖R1δ(t)U0‖W 1r (R3−) ≤ Cq¯,r,γ3t−n(q¯,r)−1/2e−γ3t‖U0‖Yq¯ .
Analogously, we observe that
‖E(T 1δ (t)U0)‖W 2r (R3−) ≤ Cq¯,r,γ3t−n(q¯,r)−1/2e−γ3t‖U0‖Yq¯ ,
which, combined with the trace theorem, furnishes that
‖T 1δ (t)U0‖Lr(R2) ≤ Cr‖E(T 1δ (t)U0)‖W 1r (R3−) ≤ Cq¯,r,γ3t−n(q¯,r)−1/2e−γ3t‖U0‖Yq¯ .
This completes the proof of the lemma. 
Finally, we introduce some embedding properties (cf. e.g. [16] and [28]).
Lemma 4.9. Let T ∈ (0,∞) or T = ∞, and set J = (0, T ). Then the following
properties hold.
(1) If 1 < p, q <∞, then W 2,1q,p (R3− × J) →֒ H1/2p (J,W 1q (R3−)).
(2) If 2 < p <∞ and 1 < q <∞, then W 2,1q,p (R3− × J) →֒ BUC(J,W 1q (R3−)).
(3) If 2 < p < ∞, 3 < q < ∞, and 2/p + 3/q < 1, then W 2,1q,p (R3− × J) →֒
BUC(J,BUC1(R3−)).
4.2. Proof of Theorem 4.6. In this subsection, we prove Theorem 4.6. In this
proof, we omit the subscript δ of Rlδ, S
l
δ, and T
l
δ (l = 1, 2) for simplicity and suppose
that r ∈ {q, 2}. Let (u, p, h) be the solution obtained in Lemma 4.4 in what follows.
Step 1. In this step, we prove the following estimates:
‖∇∂tE(h)‖Lm(q¯,r)+1/2∞ (R+,Lr(R3−)) ≤ Cp,q¯,r‖(u0, h0)‖˜I1×I2 ,(4.24)
‖∂tE(h)‖L∞(R+,L2(R3−)) ≤ Cp,q¯‖(u0, h0)‖˜I1×I2(4.25)
with positive constants Cp,q¯, Cp,q¯,r. To this end, we introduce
Lemma 4.10. Let 3 < q < 4 and 2 ≤ r ≤ q, and let q¯ = q/2. Suppose that Yr, Zq¯
are given in Lemma 4.8 and that U0 = (u0, h0) ∈ Yr ∩ Zq¯. Let
R(t)U0 = R
0(t)u0 +R
1(t)(u0, h0) +R
2(t)(u0, h0),
and let (R(t)U0)i be the ith component of R(t)U0 for i = 1, 2, 3. Then there exist
positive constants γ5, Cγ5,r, and Cq¯,r such that, for k = 0, 1,
‖E((R(t)U0)3|R30)‖Lr(R3−) ≤ Cr,γ5eγ5t‖U0‖Yr (t > 0),(4.26)
‖∇kE((R(t)U0)3|R30)‖Lr(R3−) ≤ Cq¯,r(t+ 2)−m(q¯,r)−k/2‖U0‖Yr∩Zq¯ (t ≥ 1),(4.27)
‖∇kE((R(t)U0)3|R30)‖Lr(R3−) ≤ Cq¯,rt−n(q¯,r)−1/2‖U0‖Yr∩Zq¯ (0 < t ≤ 1),(4.28)
‖∇2E((R2(t)U0)3|R30)‖Lr(R3−) ≤ Cq¯,r(t+ 2)−m(q¯,r)−1‖U0‖Zq¯ (t ≥ 1).(4.29)
‖∇2E((R2(t)U0)3|R30)‖Lr(R3−) ≤ Cq¯,r,αt−α‖U0‖Zq¯ (0 < t ≤ 1),(4.30)
where α > 0 and Cq¯,r,α is a positive constant depending on q¯, r, and α.
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Proof. We can prove the first inequality similarly to Lemma 4.3 and the other
inequalities similarly to [24] (cf. also [22, Chapter 4]) and Lemma 4.8, so that we
may omit the detailed proof. 
Since ∂th− u3 = 0 on R30, we have
(4.31) ∂tE(h) = E(u3|R30) = E((R(t)U0)3|R30) in R3−.
Combining this identity with (4.27) furnishes that
(4.32) ‖∇∂tE(h)‖Lm(q¯,r)+1/2∞ ((1,∞),Lr(R3−)) ≤ Cp,q¯,r‖(u0, h0)‖˜I1×I2 ,
where we have used the fact that
‖u0‖Lr(R3−) + ‖u0‖Lq¯(R3−) ≤ Cp,r‖u0‖˜I1,(4.33)
‖h0‖W 2−1/rr (R2) + ‖h0‖Lq¯(R2) ≤ Cp,r‖h0‖I2.
It holds that, for 1 < q <∞ and k = 1, 2, 3,
(4.34) ‖∇kE(f |R30)‖Lq(R3−) ≤ Cq‖∇kf‖Lq(R3−),
and thus we observe that, by (4.9), (4.31), Lemma 4.9 (1), and Sobolev’s embedding
theorem,
‖∇∂tE(h)‖BUC((0,2),Lr(R3−)) ≤ Cr‖∇u3‖BUC((0,2),Lr(R3−))
≤ Cp,r‖∇u3‖H1/2p ((0,2),Lr(R3−)) ≤ Cp,r‖u3‖H1/2p ((0,2),W 1r (R3−))
≤ Cp,r‖u3‖W 2,1r,p (R3−×(0,2)) ≤ Cp,q¯,r‖(u0, h0)‖˜I1×I2 ,
which, combined with (4.32), furnishes (4.24). The estimate (4.25) follows directly
from (4.26), (4.27), (4.31), and (4.33). This completes Step 1.
Step 2. In this step, we prove, for z = (u, p, h, E(h)),
(4.35) Nq,p(z; a1, a2) +
∑
r∈{q,2}
Mr,p(z) ≤ Cp,q,q¯‖(u0, h0)‖˜I1×I2
with some positive constant Cp,q,q¯. By Lemma 4.8 (1), we have
(4.36) ‖(∂tR0(t)u0,∇2R0(t)u0)‖La1p ((1,∞),Lq(R3−)) ≤ Cp,q‖u0‖Lq(R3−),
because p(1− a1) > p(m(q¯, q) + 1/4− a1) > 1. In addition, it follows from Lemma
4.8 (3) that
‖(∂tR1(t)U0,∇2R1(t)U0)‖La1p ((1,∞),Lq(R3−))(4.37)
+ ‖(∇2∂tE(T 1(t)U0),∇3E(T 1(t)U0))‖La2p ((1,∞),Lq(R3−))
≤ Cp,q
(
‖u0‖Lq(R3−) + ‖h0‖W 2−1/qq (R2)
)
.
Noting n(q¯, q) > m(q¯, q) and (4.12), we observe that, by Lemma 4.8 (6),
‖(∂tR2(t)U0,∇2R2(t)U0)‖La1p ((1,∞),Lq(R3−))
+ ‖∇2∂tE(T 2(t)U0),∇3E(T 2(t)U0))‖La2p ((1,∞),Lq(R3−))
≤ Cp,q,q¯
(
‖u0‖Lq¯(R3−) + ‖h0‖Lq¯(R2)
)
,
which, combined with (4.36) and (4.37), furnishes that
‖(∂tu,∇2u)‖La1p ((1,∞),Lq(R3−)) + ‖(∇
2∂tE(h),∇3E(h))‖La2p ((1,∞),Lq(R3−))(4.38)
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≤ Cp,q,q¯
(
‖u0‖Lq(R3−)∩Lq¯(R3−) + ‖h0‖W 2−1/qq (R2)∩Lq¯(R2)
)
.
By using Lemma 4.8 (1), (2), (3), and (6), we have
‖(∂tR0(t)u0, R0(t)u0,∇R0(t)u0,∇2R0(t)u0,∇S0(t)u0)‖Lp((1,∞),Lr(R3−))
≤ Cp,q¯,r
(
‖u0‖Lr(R3−) + ‖u0‖Lq¯(R3−)
)
,
‖(∂tR1(t)U0, R1(t)U0,∇R1(t)U0,∇2R1(t)U0,∇S1(t)U0)‖Lp((1,∞),Lr(R3−))
+ ‖T 1(t)U0‖Lp((1,∞),Lr(R2)) + ‖∂tE(T 1(t)U0)‖Lp((1,∞),Ŵ 2r (R3−))
+ ‖E(T 1(t)U0)‖Lp((1,∞),Ŵ 3r (R3−))
≤ Cp,r
(
‖u0‖Lr(R3−) + ‖h0‖W 2−1/rr (R2)
)
,
‖(∂tR2(t)U0, R2(t)U0,∇R2(t)U0,∇2R2(t)U0,∇S2(t)U0)‖Lp((1,∞),Lr(R3−))
+ ‖T 2(t)U0‖Lp((1,∞),Lr(R2)) + ‖∂tE(T 2(t)U0)‖Lp((1,∞),Ŵ 2r (R3−))
+ ‖E(T 2(t)U0)‖Lp((1,∞),Ŵ 3r (R3−))
≤ Cp,q¯,r
(
‖u0‖Lq¯(R3−) + ‖h0‖Lq¯(R2)
)
,
because it holds that, by (4.11),
p · n(q¯, r) > p ·m(q¯, r) ≥ p ·m(q¯, 2) = p
(
2
q
− 1
2
)
> 1.
These inequalities imply that
‖(∂tu,u,∇u,∇2u,∇p)‖Lp((1,∞),Lr(R3−)) + ‖h‖Lp((1,∞),Lr(R2))
+ ‖∂tE(h)‖Lp((1,∞),Ŵ 2r (R3−)) + ‖E(h)‖Lp((1,∞),Ŵ 3r (R3−))
≤ Cp,q¯,r
(
‖u0‖Lr(R3−)∩Lq¯(R3−) + ‖h0‖W 2−1/rr (R2)∩Lq¯(R2)
)
,
which, combined with (4.9) for T = 2, (4.33), and (4.38), furnishes that
‖(∂tu,∇2u)‖La1p (R+,Lq(R3−)) + ‖∇
2∂tE(h),∇3E(h)‖La2p (R+,Lq(R3−))(4.39)
+ ‖u‖W 2,1r,p (R3−×R+) + ‖∇p‖Lp(R+,Lr(R3−)) + ‖h‖Lp(R+,Lr(R2))
+ ‖∂tE(h)‖Lp(R+,Ŵ 2r (R3−)) + ‖E(h)‖Lp(R+,Ŵ 3r (R3−))
≤ Cp,q¯,r‖(u0, h0)‖˜I1×I2 .
Since it holds that, by the equation ∂th− u3 = 0 on R30 and by the trace theorem,
‖∂th(t)‖W 2−1/rr (R2) = ‖u3(t)‖W 2−1/rr (R30) ≤ Cr‖u3(t)‖W 2r (R3−),
‖∇′h(t)‖
W
2−1/r
r (R2)
≤ Cr‖∇′E(h(t))‖W 2r (R3−)
with a positive constant Cr, we have, by (4.39),
‖∂th‖Lp(R+,W 2−1/rr (R3−)) + ‖h‖Lp(R+,W 3−1/rr (R2)) ≤ Cp,q¯,r‖(u0, h0)‖˜I1×I2 .
Combining this inequality with (4.39) implies (4.35).
Step 3. In this step, we prove, for z = (u, p, h, E(h)),
(4.40)
∑
r∈{q,2}
Nr(z) ≤ Cp,q,q¯‖(u0, h0)‖˜I1×I2
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with some positive constant Cp,q,q¯. Noting that n(q¯, r) > m(q¯, r), we see that, by
Lemma 4.8 (2), (3), (6), and (4.33),
‖u‖
L
m(q¯,r)
∞ ((1,∞),Lr(R3−))
+ ‖∇u(t)‖
L
n(q¯,r)+1/8
∞ ((1,∞),Lr(R3−))
(4.41)
+ ‖h‖
L
1/q¯−1/r
∞ ((1,∞),Lr(R2))
+ ‖∇E(h)‖
L
m(q¯,r)+1/4
∞ ((1,∞),W 1r (R
3))
≤ Cp,q¯,r‖(u0, h0)‖˜I1×I2 .
On the other hand, we have, by (4.9) with T = 2 and Lemma 4.9 (2),
‖u‖L∞((0,2),W 1r (R3−)) + ‖∇E(h)‖L∞((0,2),W 1r (R3−)) ≤ Cp,r‖(u0, h0)‖˜I1×I2 ,
and also we observe that, by Sobolev’s embedding theorem,
‖h‖L∞((0,2),Lr(R2)) ≤ Cp‖h‖W 1p ((0,2),Lr(R2)) ≤ Cp,r‖(u0, h0)‖˜I1×I2 .
Combining the last two estimates with (4.41) furnishes that
‖u‖
L
m(q¯,r)
∞ (R+,Lr(R3−))
+ ‖∇u(t)‖
L
n(q¯,r)+1/8
∞ (R+,Lr(R3−))
(4.42)
+ ‖h‖
L
1/q¯−1/r
∞ (R+,Lr(R2))
+ ‖∇E(h)‖
L
m(q¯,r)+1/4
∞ (R+,W 1r (R
3))
≤ Cp,q¯,r‖(u0, h0)‖˜I1×I2 .
To estimate ∂th, we use the equation: ∂th − u3 = 0 on R30. It is clear that, by
the trace theorem,
‖∂th(t)‖Lr(R2) = ‖u3(t)‖Lr(R30) ≤ Cr‖u3(t)‖W 1r (R3−),
which, combined with (4.42), furnishes that
(4.43) ‖∂th‖Lm(q¯,r)∞ (R+,Lr(R2)) ≤ Cp,q¯,r‖(u0, h0)‖˜I1×I2 .
By (4.24), (4.42), and (4.43), we have (4.40). Combining (4.25), (4.35), and (4.40)
completes the proof of Theorem 4.6.
4.3. Proof of Theorem 4.7. In this subsection, we prove Theorem 4.7. In this
proof, we omit the subscript δ of Rlδ, S
l
δ, T
l
δ, Rlδ Slδ, and T lδ (l = 1, 2) for simplicity.
Suppose that r ∈ {q, 2}, q¯ = q/2, and b0 = min(b1, b2, b3, b4) in what follows.
Step 1. The aim of this step is to show the following estimates:
‖(∇2R0,∇S0,∇2E(R0|R30))‖Lp(R+,Lr(R3−)) ≤ Cp,r‖f‖Lp(R+,Lr(R3−)),(4.44)
‖R0‖
L
m(q¯,r)
∞ (R+,Lr(R
3
−
))
+ ‖∇R0‖
L
n(q¯,r)+1/8
∞ (R+,Lr(R
3
−
))
(4.45)
≤ Cp,q¯,r
3∑
i=1
‖fi‖Fi∩F˜i(a0,bi)
for positive constants Cp,r , Cp,q¯,r, where R
0 denotes the third component of R0.
We know that [33, Sections 2 and 3] essentially proved the estimate (4.44) and
‖e−γ6t(∂tR0,R0,∇R0,∇2R0)‖Lp(R+,Lr(R3−))(4.46)
≤ Cp,r,γ6‖e−γ6tf‖Lp(R+,Lr(R3−)) ≤ Cp,r,γ6
3∑
i=1
‖fi‖Fi
for positive constants γ6, Cp,r,γ6 . We here set
R0(t) =
(∫ t/2
0
+
∫ t
t/2
)
R0(t− s)f(s) ds =: R01(t) +R02(t) (t > 0).
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Then, by Lemma 4.8 (2), it holds that, for l = 0, 1 and t > 0,
‖∇lR01(t)‖Lr(R3−) ≤ Cq¯,r
∫ t/2
0
(t− s)− 32 ( 1q¯− 1r )− l2 ‖f(s)‖Lq¯(R3−) ds
≤ Cq¯,r t− 32 ( 1q¯− 1r )− l2
{
2∑
i=1
(∫ t/2
0
(s+ 2)−bi ds
)
‖fi‖Lbi∞(R+,Lq¯(R3−))
+
(∫ t/2
0
(s+ 2)−p
′
b3 ds
)1/p′
‖f3‖Lb3p (R+,Lq¯(R3−))
}
≤ Cp,q¯,r t− 32 ( 1q¯− 1r )− l2
3∑
i=1
‖fi‖F˜i(a0,bi),
‖∇lR02(t)‖Lr(R3−)
≤ Cq¯,r
{
2∑
i=1
(t+ 2)−bi
(∫ t
t/2
(t− s)− 32 ( 1q¯− 1r )− l2 ds
)
‖fi‖Lbi∞(R+,Lq¯(R3−))
+ (t+ 2)−b3
(∫ t
t/2
(t− s)−p′{ 32 ( 1q¯− 1r )+ l2} ds
)1/p′
‖f3‖Lb3p (R+,Lq¯(R3−))
}
≤ Cp,q¯,r(t+ 2)−b0− 32 ( 1q¯− 1r )− l2
(
(t+ 2) + (t+ 2)1/p
′
) 3∑
i=1
‖fi‖F˜i(a0,bi)
≤ Cp,q¯,r(t+ 2)− 32 ( 1q¯− 1r )− l2
3∑
i=1
‖fi‖F˜i(a0,bi),
where p′ = p/(p− 1) and we have noted that, by 2/p+ 3/q < 1,
(4.47)
3
2
(
1
q¯
− 1
r
)
+
l
2
< p′
{
3
2
(
1
q¯
− 1
r
)
+
l
2
}
< p′
(
3
2q
+
1
2
)
< 1.
Hence, we have
‖R0(t)‖Lr(R3−) ≤ Cp,q¯,r(t+ 2)−m(q¯,r)
3∑
i=1
‖fi‖F˜i(a0,bi) (t ≥ 1),(4.48)
‖∇R0(t)‖Lr(R3−) ≤ Cp,q¯,r(t+ 2)−n(q¯,r)−1/8
3∑
i=1
‖fi‖F˜i(a0,bi) (t ≥ 1),
because m(q¯, r) ≤ n(q¯, r) and n(q¯, r) + 1/2 ≤ n(q¯, r) + 1/8. On the other hand, by
Lemma 4.9 (2) and (4.46),
(4.49) sup
0<t<2
‖R0(t)‖W 1r (R3−) ≤ Cp,r‖R0‖W 2,1r,p (R3−×(0,2)) ≤ Cp,r
3∑
i=1
‖fi‖Fi,
which, combined with (4.48), furnishes the estimate (4.45).
Step 2. The aim of this step is to show the following estimates:
‖(∇2R1,∇S1,∇3E(T 1),∇2E(R1|R30))‖Lp(R+,Lr(R3−))(4.50)
≤ Cp,r
(
‖f‖Lp(R+,Lr(R3−)) + ‖k‖Lp(R+,W 2−1/rr (R30))
)
,
‖R1‖
L
m(q¯,r)
∞ (R+,Lr(R3−))
+ ‖∇R1‖
L
n(q¯,r)+1/8
∞ (R+,Lr(R3−))
(4.51)
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+ ‖∇E(T 1)‖
L
m(q¯,r)+1/4
∞ (R+,W 1r (R
3
−
))
+ ‖T 1‖
L
1/q¯−1/r
∞ (R+,Lr(R2))
≤ Cp,q¯,r
(
3∑
i=1
‖fi‖F˜i(a0,bi) + ‖k‖K˜(a0,b4)
)
,
where R1 denotes the third component of R1.
The estimate (4.50) follows directly from [22, Appendix B], so that we here prove
(4.51) only. Set
R1(t) =
(∫ t/2
0
+
∫ t
t/2
)
R1(t− s)(f(s), k(s)) ds =: R11(t) +R12(t) (t > 0),
T 1(t) =
(∫ t/2
0
+
∫ t
t/2
)
T 1(t− s)(f(s), k(s)) ds =: T 11 (t) + T 12 (t) (t > 0).
Noting that n(q¯, r) + 1/2 < p′(n(q¯, r) + 1/2) < 1 by (4.47), we have, by Lemma 4.8
(5) together with the trace theorem and for any t > 0,
‖(R11(t),∇E(T 11 (t)))‖W 1r (R3−) + ‖T 11 (t)‖Lr(R2)
≤ Cq¯,re−(γ4/2)t
{
2∑
i=1
(∫ t/2
0
(t− s)−n(q¯,r)− 12 (s+ 2)−bi ds
)
‖fi‖Lbi∞(R+,Lq¯(R3−))
+
(∫ t/2
0
(t− s)−p′(n(q¯,r)+ 12 )(s+ 2)−p′b3 ds
)1/p′
‖f3‖Lb3p (R+,Lq¯(R3−))
+
(∫ t/2
0
(t− s)−p′(n(q¯,r)+ 12 )(s+ 2)−p′b4 ds
)1/p′
‖k‖
L
b4
p (R+,W
2−1/q¯
q¯ (R
3
0))
}
≤ Cp,q¯,re−(γ4/2)t
(
t1−n(q¯,r)−
1
2 + t
1
p′
−n(q¯,r)− 12
)( 3∑
i=1
‖fi‖F˜i(a0,bi) + ‖k‖K˜(a0,b4)
)
≤ Cp,q¯,re−(γ4/4)t
(
3∑
i=1
‖fi‖F˜i(a0,bi) + ‖k‖K(a0,b4)
)
,
‖(S12 (t),∇E(T 12 (t)))‖W 1r (R3−) + ‖T 12 (t)‖Lr(R2)
≤ Cq¯,r(t+ 2)−b0
{
2∑
i=1
(∫ t
t/2
(t− s)−n(q¯,r)− 12 e−γ4(t−s) ds
)
‖fi‖Lbi∞(R+,Lq¯(R3−))
+
(∫ t
t/2
(t− s)−p′(n(q¯,r)+ 12 )e−p′γ4(t−s) ds
)1/p′
‖f3‖Lb3p (R+,Lq¯(R3−))
+
(∫ t
t/2
(t− s)−p′(n(q¯,r)+ 12 )e−p′γ4(t−s) ds
)1/p′
‖k‖
L
b4
p (R+,W
2−1/q¯
q¯ (R
3
0))
}
≤ Cp,q¯,r(t+ 2)−b0
(
3∑
i=1
‖fi‖F˜i(a0,bi) + ‖k‖K˜(a0,b4)
)
,
which furnishes that
‖(R1,∇E(T 1))‖
L
b0
∞ (R+,W 1r (R
3
−
))
+ ‖T 1‖
L
b0
∞ (R+,Lr(R2))
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≤ Cp,q¯,r
(
3∑
i=1
‖fi‖F˜i(a0,bi) + ‖k‖K˜(a0,b4)
)
.
This inequality implies the estimate (4.51), because
0 <
1
q¯
− 1
r
≤ m(q¯, r) < n(q¯, r) + 1
8
< m(q¯, r) +
1
4
< 1 ≤ b0.
Step 3. The aim of this step is to show estimates as follows:
‖(∇2R2,∇S2)‖Lp(R+,Lq(R3−))(4.52)
≤ Cp,q
(
‖f‖Le1∞(R+,L2(R3−))∩Lp(R+,Lq(R3−))
+ ‖k‖
L
e1
∞(R+,L2(R30))∩Lp(R+,W
2−1/q
q (R30))
)
,
‖∇3E(T 2)‖Lp(R+,Lq(R3−))(4.53)
≤ Cp,q
(
‖f‖Le2∞(R+,L2(R3−))∩Lp(R+,Lq(R3−))
+ ‖k‖
L
e2
∞(R+,L2(R30))∩Lp(R+,W
2−1/q
q (R30))
)
,
‖∇2E(R2|R30)‖Lp(R+,Lq(R3−))(4.54)
≤ Cp,q
(
‖f‖Le3∞(R+,L2(R3−))∩Lp(R+,Lq(R3−))
+ ‖k‖
L
e3
∞(R+,L2(R30))∩Lp(R+,W
2−1/q
q (R30))
)
,
where R2 denotes the third component of R2 and e1, e2, e3 are positive constants
satisfying the following conditions:
p
(
e1 +m(2, q)− 3
4
)
> 1, pe1 > 1,(4.55)
p
(
e2 +m(2, q) +
1
4
)
> 1, pe2 > 1,
p (e3 +m(2, q)) > 1, pe3 > 1,
and furthermore,
‖(∇2R2,∇S2)‖Lp(R+,Lq(R3−))(4.56)
≤ Cp,q,q¯
( 2∑
i=1
‖fi‖Lbi−a1∞ (R+,Lq¯(R3−))∩Lp(R+,Lq(R3−))
+ ‖f3‖Lb3−a1p (R+,Lq¯(R3−))∩Lp(R+,Lq(R3−))
+ ‖k‖
L
b4−a1
p (R+,W 2q¯ (R
3
−
))∩Lp(R+,W 2q (R
3
−
))
)
,
‖∇3E(T 2)‖Lp(R+,Lq(R3−)) + ‖∇2E(R2|R30)‖Lp(R+,Lq(R3−))(4.57)
≤ Cp,q,q¯
( 2∑
i=1
‖fi‖Lbi−a2∞ (R+,Lq¯(R3−))∩Lp(R+,Lq(R3−))
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+ ‖f3‖Lb3−a2p (R+,Lq¯(R3−))∩Lp(R+,Lq(R3−))
+ ‖k‖
L
b4−a2
p (R+,W 2q¯ (R
3
−
))∩Lp(R+,W 2q (R
3
−
))
)
,
‖(∇2R2,∇S2,∇3E(T 2))‖Lp(R+,Lr(R3−))(4.58)
+ ‖R2‖
L
m(q¯,r)
∞ (R+,Lr(R3−))
+ ‖∇R2‖
L
n(q¯,r)+1/8
∞ (R+,Lr(R3−))
+ ‖∇E(T 2)‖
L
m(q¯,r)+1/4
∞ (R+,W 1r (R
3
−
))
+ ‖T 2‖
L
1/q¯−1/r
∞ (R+,Lr(R2))
≤ Cp,q¯,r
( 3∑
i=1
‖fi‖Fi∩F˜i(a0,bi) + ‖k‖K∩K˜(a0,b4)
)
,
with some positive constants Cp,q,q¯, Cp,q¯,r.
First, we show the estimates (4.52)-(4.54). We here set, for t ≥ 2,
R2(t) =
(∫ t/2
0
+
∫ t−1
t/2
+
∫ t
t−1
)
R2(t− s)(f(s), k(s)) ds
=: R21(t) +R22(t) +R23(t),
S2(t) =
(∫ t/2
0
+
∫ t−1
t/2
+
∫ t
t−1
)
S2(t− s)(f(s), k(s)) ds
=: S21 (t) + S22 (t) + S23 (t),
T 2(t) =
(∫ t/2
0
+
∫ t−1
t/2
+
∫ t
t−1
)
T 2(t− s)(f(s), k(s)) ds
=: T 21 (t) + T 22 (t) + T 23 (t).
By Lemma 4.8 (7), we see that, for t ≥ 2,
‖(∇2R21(t),∇2S21 (t))‖Lq(R3−) ≤ Cq(t+ 2)−m(2,q)−1/4
∫ t/2
0
(s+ 2)−e1 ds
·
(
‖f‖Le1∞(R+,L2(R3−)) + ‖k‖Le1∞(R+,L2(R30))
)
≤ Cq(t+ 2)−m(2,q)−1/4
(
1 + log(t+ 2) + (t+ 2)1−e1
)
·
(
‖f‖Le1∞(R+,L2(R3−)) + ‖k‖Le1∞(R+,L2(R30))
)
,
‖(∇2R21(t),∇2S22 (t))‖Lq(R3−) ≤ Cq(t+ 2)−e1
∫ t−1
t/2
(t+ 2− s)−m(2,q)−1/4 ds
·
(
‖f‖Le1∞(R+,L2(R3−)) + ‖k‖Le1∞(R+,L2(R30))
)
≤ Cq(t+ 2)1−e1−m(2,q)−1/4
(
‖f‖Le1∞(R+,L2(R3−)) + ‖k‖Le1∞(R+,L2(R30))
)
,
‖(∇2R23(t),∇2S23 (t))‖Lq(R3−) ≤ Cq(t+ 2)−e1
∫ t
t−1
(t− s)−α ds
·
(
‖f‖Le1∞(R+,L2(R3−)) + ‖k‖Le1∞(R+,L2(R30))
)
≤ Cq(t+ 2)−e1
(
‖f‖Le1∞(R+,L2(R3−)) + ‖k‖Le1∞(R+,L2(R30))
)
for 0 < α < 1,
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‖∇3E(T 21 (t))‖Lq(R3−) ≤ Cq(t+ 2)−m(2,q)−5/4
∫ t/2
0
(s+ 2)−e2 ds
·
(
‖f‖Le2∞(R+,L2(R3−)) + ‖k‖Le2∞(R+,L2(R30))
)
≤ Cq(t+ 2)−m(2,q)−5/4
(
1 + log(t+ 2) + (t+ 2)1−e2
)
·
(
‖f‖Le2∞(R+,L2(R3−)) + ‖k‖Le2∞(R+,L2(R30))
)
,
‖∇3E(T 22 (t))‖Lq(R3−) ≤ Cq(t+ 2)−e2
∫ t−1
t/2
(t+ 2− s)−m(2,q)−5/4 ds
·
(
‖f‖Le2∞(R+,L2(R3−)) + ‖k‖Le2∞(R+,L2(R30))
)
≤ Cq(t+ 2)−e2
(
‖f‖Le2∞(R+,L2(R3−)) + ‖k‖Le2∞(R+,L2(R30))
)
,
‖∇3E(T 23 (t))‖Lq(R3−) ≤ Cq(t+ 2)−e2
∫ t
t−1
(t− s)−β ds
·
(
‖f‖Le2∞(R+,L2(R3−)) + ‖k‖Le2∞(R+,L2(R30))
)
≤ Cq(t+ 2)−e2
(
‖f‖Le2∞(R+,L2(R3−)) + ‖k‖Le2∞(R+,L2(R30))
)
for 0 < β < 1.
Noting that, by (1.6),
‖(t+ 2)−m(2,q)−1/4 log(t+ 2)‖Lp((2,∞)) <∞,
we have by (4.55)
‖(∇2R2,∇S2)‖Lp((2,∞),Lq(R3−))(4.59)
≤ Cp,q
(
‖f‖Le1∞(R+,L2(R3−)) + ‖k‖Le1∞(R+,L2(R30))
)
,
‖∇3E(T 2)‖Lp((2,∞),Lq(R3−))
≤ Cp,q
(
‖f‖Le2∞(R+,L2(R3−)) + ‖k‖Le2∞(R+,L2(R30))
)
.
Analogously, it follows from (4.29) and (4.30) that
‖∇2E(R2|R30)‖Lp((2,∞),Lq(R3−))(4.60)
≤ Cp,q
(
‖f‖Le3∞(R+,L2(R3−)) + ‖k‖Le3∞(R+,L2(R30))
)
.
Since it holds that
(4.61) R2 = u−R0 −R1, S2 = p− S0 − S1, T 2 = h− T 1,
we have, by (4.10), (4.44), and (4.50),
‖(∇2R2,∇S2,∇3E(T 2),∇2E(R2|R30))‖Lp((0,2),Lq(R3−))(4.62)
≤ Cp,q
(
‖f‖Lp(R+,Lq(R3−)) + ‖k‖Lp(R+,W 2−1/qq (R30))
)
,
which, combined with (4.59) and (4.60), yields the estimates (4.52)-(4.54).
Secondly, we prove (4.56) and (4.57). Let Fj be given by
Fj =
2∑
i=1
‖fi‖Lbi−aj∞ (R+,Lq¯(R3−)) + ‖f3‖Lb3−ajp (R+,Lq¯(R3−))
44 HIROKAZU SAITO AND YOSHIHIRO SHIBATA
+ ‖k‖
L
b4−aj
p (R+,W 2q¯ (R
3
−
))
(j = 1, 2),
and note that m(q¯, q) + 1/4 = 1/2 + 1/(2q) < 1 by (1.6). It then holds that, by
Lemma 4.8 (6) with the trace theorem and for any t ≥ 2,
‖(∇2R21(t),∇S21 (t))‖Lq(R3−) ≤ Cq,q¯(t+ 2)−m(q¯,q)−1/4
·
{
2∑
i=1
(∫ t/2
0
(s+ 2)−(bi−a1) ds
)
‖fi‖Lbi−a1∞ (R+,Lq¯(R3−))
+
(∫ t/2
0
(s+ 2)−p
′(b3−a1) ds
)1/p′
‖f3‖Lb3−a1p (R+,Lq¯(R3−))
+
(∫ t/2
0
(s+ 2)−p
′(b4−a1) ds
)1/p′
‖k‖
L
b4−a1
p (R+,W 2q¯ (R
3
−
))
}
≤ Cq,q¯(t+ 2)−m(q¯,q)−1/4
(
1 + (t+ 2)1−(b0−a1) + log(t+ 2)
)
F1
≤ Cq,q¯(t+ 2)a1−m(q¯,q)−1/4F1,
‖(∇2R22(t),∇S22 (t))‖Lq(R3−) ≤ Cq,q¯(t+ 2)−(b0−a1)
·
{
2∑
i=1
(∫ t−1
t/2
(t+ 2− s)−m(q¯,q)−1/4 ds
)
‖fi‖Lbi−a1∞ (R+,Lq¯(R3−))
+
(∫ t−1
t/2
(t+ 2− s)−p′(m(q¯,q)+1/4) ds
)1/p′
‖f3‖Lb3−a1p (R+,Lq¯(R3−))
+
(∫ t−1
t/2
(t+ 2− s)−p′(m(q¯,q)+1/4) ds
)1/p′
‖k‖
L
b4−a1
p (R+,W
2
q¯ (R
3
−
))
}
≤ Cq,q¯(t+ 2)−(b0−a1)+1−m(q¯,q)−1/4F1
≤ Cq,q¯(t+ 2)a1−m(q¯,q)−1/4F1,
‖(∇2R23(t),∇S23 (t))‖Lq(R3−) ≤ Cq,q¯(t+ 2)−(b0−a1)
·
{
2∑
i=1
(∫ t
t−1
(t− s)−α ds
)
‖fi‖Lbi−a1∞ (R+,Lq¯(R3−))
+
(∫ t
t−1
(t− s)−αp′ ds
)1/p′
‖f3‖Lb3−a1p (R+,Lq¯(R3−))
+
(∫ t
t−1
(t− s)−αp′ ds
)1/p′
‖k‖
L
b4−a1
p (R+,W 2q¯ (R
3
−
))
}
≤ Cq,q¯(t+ 2)−(b0−a1)F1 for 0 < α < 1/p′.
The above inequalities impliy that, by (2.20),
‖(∇2R2,∇S2)‖Lp((2,∞),Lq(R3−)) ≤ Cp,q,q¯F1.
Analogously, noting (2.20), we can prove that, by Lemma 4.8 (6), (4.29), and (4.30),
‖(∇3T 2,∇2E(R2|R30))‖Lp((2,∞),Lq(R3−)) ≤ Cp,q,q¯F2.
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Combining the last two inequalities with (4.62) furnishes (4.56) and (4.57).
Finally, we prove the estimate (4.58). To this end, we show
Lemma 4.11. Let p, q be exponents satisfying (1.6) and q¯ = q/2, and let r be
another exponent satisfying 2 ≤ r ≤ q. Suppose that b1, b2 > 1, b3, b4 ≥ 1, and
fi ∈ Lbi∞(R+, Lq¯(R3−))3 (i = 1, 2),
f3 ∈ Lb3p (R+, Lq¯(R3−))3, k ∈ Lb4p (R+,W 2q¯ (R3−)).
In addition, let Yr be defined as in Lemma 4.8, and let S(t),T(t) be operators with
S(t) ∈ L(Yq¯ , Lr(R3−)3), T(t) ∈ L(Yq¯, Lr(R2)) (t > 0)
that satisfy
‖S(t)G‖Lr(R3−) ≤ Cq¯,r(t+ 2)−a‖G‖Yq¯ (t ≥ 1),
‖T(t)G‖Lr(R2) ≤ Cq¯,r(t+ 2)−b‖G‖Yq¯ (t ≥ 1)
for G ∈ Yq¯ and for real numbers 0 < a, b < 1 with a positive constant Cq¯,r indepen-
dent of time t and G, while
‖S(t)G‖Lr(R3−) ≤ Ct−α‖G‖Yq¯ (0 < t ≤ 1),
‖T(t)G‖Lr(R2) ≤ Ct−β‖G‖Yq¯ (0 < t ≤ 1)
for G ∈ Yq¯ and for real numbers α, β > 0 satisfying p′α < 1 and p′β < 1 with
p′ = p/(p− 1). Then, setting
G =
2∑
i=1
‖fi‖Lbi∞(R+,Lq¯(R3−)) + ‖f3‖Lb3p (R+,Lq¯(R3−)) + ‖k‖Lb4p (R+,W 2q¯ (R3−)),
we see that the following assertions hold.
(1) Let F = (f , k|R30) with f = f1+ f2+ f3. Then, there is a positive constant Cp,q¯,r,
independent of f1, f2, f3, and k, such that∥∥∥∥∫ t
0
S(t− s)F(s) ds
∥∥∥∥
Lr(R3−)
≤ Cp,q¯,r(t+ 2)−aG (t ≥ 2),∥∥∥∥∫ t
0
T(t− s)F(s) ds
∥∥∥∥
Lr(R2)
≤ Cp,q¯,r(t+ 2)−bG (t ≥ 2).
(2) Let F = (f , k|R30) with f = f1 + f2 + f3. If pa > 1 and pb > 1, then there is a
positive constant Cp,q¯,r such that∥∥∥∥∫ t
0
S(t− s)F(s) ds
∥∥∥∥
Lp((2,∞),Lr(R3−))
≤ Cp,q¯,rG,∥∥∥∥∫ t
0
T(t− s)F(s) ds
∥∥∥∥
Lp((2,∞),Lr(R2))
≤ Cp,q¯,rG.
Proof. We here prove the case of S(t) only for both (1) and (2). Let t ≥ 2, and set∫ t
0
S(t−s)F(s) ds =
(∫ t/2
0
+
∫ t−1
t/2
+
∫ t
t−1
)
S(t−s)F(s) ds =: S1(t)+S2(t)+S3(t).
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Setting b0 = min(b1, b2, b3, b4), we have b0 ≥ 1. It then holds that, for t ≥ 2,
‖S1(t)‖Lr(R3−) ≤ Cq¯,r(t+ 2)−a
{
2∑
i=1
(∫ t/2
0
(s+ 2)−bi ds
)
‖fi‖Lbi∞(R+,Lq¯(R3−))
+
(∫ t/2
0
(s+ 2)−p
′
b3 ds
)1/p′
‖f3‖Lb3p (R+,Lq¯(R3−))
+
(∫ t/2
0
(s+ 2)−p
′
b3 ds
)1/p′
‖k‖
L
b4
p (R+,W 2q¯ (R
3
−
))
}
≤ Cp,q¯,r(t+ 2)−aG,
‖S2(t)‖Lr(R3−) ≤ Cq¯,r(t+ 2)−b0
{
2∑
i=1
(∫ t−1
t/2
(t+ 2− s)−a ds
)
‖fi‖Lbi∞(R+,Lq¯(R3−))
+
(∫ t−1
t/2
(t+ 2− s)−p′a ds
)1/p′
‖f3‖Lb3p (R+,Lq¯(R3−))
+
(∫ t−1
t/2
(t+ 2− s)−p′a ds
)1/p′
‖k‖
L
b4
p (R+,W 2q¯ (R
3
−
))
}
≤ Cp,q¯,r(t+ 2)−b0
(
(t+ 2)1−a + (t+ 2)1/p
′−a
)
G ≤ Cp,q¯,r(t+ 2)−aG,
‖S3(t)‖Lr(R3−) ≤ Cq¯,r(t+ 2)−b0
{
2∑
i=1
(∫ t
t−1
(t− s)−α ds
)
‖fi‖Lbi∞(R+,Lq¯(R3−))
+
(∫ t
t−1
(t− s)−p′α ds
)1/p′
‖f3‖Lb3p (R+,Lq¯(R3−))
+
(∫ t
t−1
(t− s)−p′α ds
)1/p′
‖k‖
L
b4
p (R+,W 2q¯ (R
3
−
))
}
≤ Cp,q¯,r(t+ 2)−b0G ≤ Cp,q¯,r(t+ 2)−aG.
These inequalities complete the required estimate of S(t) in (1). Then, taking
Lp-norm, with respect to t ∈ (2,∞), of the inequality obtained in (1) yields the
required estimate of S(t) in (2). 
By Lemma 4.11 and Lemma 4.8 (6), we have
‖R2‖
L
m(q¯,r)
∞ ((2,∞),Lr(R3−))
+ ‖∇R2(t)‖
L
n(q¯,r)+1/8
∞ ((2,∞),Lr(R3−))
(4.63)
+ ‖∇E(T 2(t))‖
L
m(q¯,r)+1/4
∞ ((2,∞),W 1r (R
3
−
))
+ ‖T 2(t)‖
L
1/q¯−1/r
∞ ((2,∞),Lr(R2))
≤ Cp,q¯,r
(
3∑
i=1
‖fi‖F˜i(a0,bi) + ‖k‖K˜(a0,b4)
)
with some positive constant Cp,q¯,r, and furthermore, we have, by (1.6),
‖(R2,∇R2,∇2R2,∇S2)‖Lp((2,∞),Lr(R3−))(4.64)
+ ‖∇E(T 2)‖Lp((2,∞),W 2r (R3−)) + ‖T 2‖Lp((2,∞),Lr(R2))
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≤ Cp,q¯,r
(
3∑
i=1
‖fi‖F˜i(a0,bi) + ‖k‖K˜(a0,b3)
)
.
On the other hand, since it holds by Lemma 4.9 (2) and (4.10) that
‖u‖L∞((0,3),W 1r (R3−)) + ‖∇E(h)‖L∞((0,3),W 1r (R3−)) ≤ Cp,r
(
3∑
i=1
‖fi‖Fi + ‖k‖K
)
,
and since it holds by Sobolev’s embedding theorem and (4.10) that
‖h‖L∞((0,3),Lr(R2)) ≤ Cp,r
(
3∑
i=1
‖fi‖Fi + ‖k‖K
)
,
we have, by (4.10), (4.44), (4.45), (4.50), (4.51), and (4.61),
‖(R2,∇E(T 2))‖L∞((0,3),W 1r (R3−)) + ‖T 2‖L∞((0,3)Lr(R2))
+ ‖(R2,∇R2,∇2R2,∇S2)‖Lp((0,3),Lr(R3−))
+ ‖∇E(T 2)‖Lp((0,3),W 2r (R3−)) + ‖T 2‖Lp((0,3),Lr(R2))
≤ Cp,r
(
3∑
i=1
‖fi‖Fi∩F˜i(a0,bi) + ‖k‖K∩K˜(a0,b4)
)
with some positive constant Cp,r. Combining this inequality with (4.63) and (4.64)
furnishes (4.58).
Summing up Step 1-Step 3 (i.e. (4.44), (4.45), (4.50), (4.51), (4.52), (4.53),
(4.54), (4.56), (4.57), and (4.58)) and recalling
u = R0 +R1 +R2, p = S0 + S1 + S2, h = T 1 + T 2,
we have obtained the following estimates:
‖(∇2u,∇p)‖Lp(R+,Lq(R3−))(4.65)
≤ Cp,q,q¯
(
‖f‖Le1∞(R+,L2(R3−)∩Lp(R+,Lq(R3−))
+ ‖k‖
L
e1
∞(R+,L2(R30))∩Lp(R+,W
2−1/q
q (R30))
)
,
‖∇3E(h)‖Lp(R+,Lq(R3−))(4.66)
≤ Cp,q,q¯
(
‖f‖Le2∞(R+,L2(R3−)∩Lp(R+,Lq(R3−))
+ ‖k‖
L
e2
∞(R+,L2(R30))∩Lp(R+,W
2−1/q
q (R30))
)
,
‖∇2E(u3|R30)‖Lp(R+,Lq(R3−))(4.67)
≤ Cp,q,q¯
(
‖f‖Le3∞(R+,L2(R3−)∩Lp(R+,Lq(R3−))
+ ‖k‖
L
e3
∞(R+,L2(R30))∩Lp(R+,W
2−1/q
q (R30))
)
,
‖(∇2u,∇p)‖Lp(R+,Lq(R3−))(4.68)
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≤ Cp,q,q¯
(
2∑
i=1
‖fi‖Lbi−a1∞ (R+,Lq¯(R3−))∩Lp(R+,Lq(R3−))
+ ‖f3‖Lb3−a1p (R+,Lq¯(R3−))∩Lp(R+,Lq(R3−))
+ ‖k‖
L
b4−a1
p (R+,W 2q¯ (R
3
−
))∩Lp(R+,W 2q (R
3
−
))
)
‖(∇3E(h),∇2E(u3|R30))‖Lp(R+,Lq(R3−))(4.69)
≤ Cp,q,q¯
(
2∑
i=1
‖fi‖Lbi−a2∞ (R+,Lq¯(R3−))∩Lp(R+,Lq(R3−))
+ ‖f3‖Lb3−a2p (R+,Lq¯(R3−))∩Lp(R+,Lq(R3−))
+ ‖k‖
L
b4−a2
p (R+,W 2q¯ (R
3
−
))∩Lp(R+,W 2q (R
3
−
))
)
‖(∇2u,∇p,∇3E(h))‖Lp(R+,Lr(R3−)) + ‖u‖Lm(q¯,r)∞ (R+,Lr(R3−))(4.70)
+ ‖∇u‖
L
n(q¯,r)+1/8
∞ (R+,Lr(R3−))
+ ‖∇E(h)‖
L
m(q¯,r)+1/4
∞ (R+,W 1r (R
3
−
))
+ ‖h‖
L
1/q¯−1/r
∞ (R+,Lr(R2))
≤ Cp,q¯,r
(
3∑
i=1
‖fi‖Fi∩F˜i(a0,bi) + ‖k‖K∩K˜(a0,b4)
)
with positive numbers e1, e2, e3 defined as in (4.55).
Step 4. This step is concerned with estimates of the time derivatives: ∂tu, ∂th,
and ∂tE(h). By using the first and the fourth equations of the system (4.2), (4.70),
and the trace theorem, we have
‖∂tu‖Lp(R+,Lr(R3−)) ≤ Cp,q,q¯,r
(
3∑
i=1
‖fi‖Fi∩F˜i(a0,bi) + ‖k‖K∩K˜(a0,b4)
)
,(4.71)
‖∂th‖Lm(q¯,r)∞ (R+,Lr(R2)) + ‖∂th‖Lp(R+,Lr(R2))(4.72)
≤ Cp,q,q¯,r
(
3∑
i=1
‖fi‖Fi∩F˜i(a0,bi) + ‖k‖K∩K˜(a0,b4) + ‖k‖B1
)
.
Next, we prove an estimate of ∇∂tE(h) as follows:
‖∇∂tE(h)‖Lm(q¯,r)+1/2∞ (R+,Lr(R3−))(4.73)
≤ Cp,q
(
3∑
i=1
‖fi‖Fi∩F˜i(a0,bi) + ‖k‖K∩K˜(a0,b4) + ‖k‖A4
)
.
Note that, by the fourth equation of (4.2),
∂tE(h) = E(k|R30) +
∫ t
0
E((R(t− s)(f(s), k(s)))3|R30) ds.
Then, for t ≥ 2, we have, by Lemmas 4.10 and 4.11,∥∥∥∥∇ ∫ t
0
E((R(t − s)(f(s), k(s)))3|R30) ds
∥∥∥∥
Lr(R3−))
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≤ Cp,q(t+ 2)−m(q¯,r)−1/2G (t ≥ 2).
Combining this identity with (4.34) furnishes that
‖∇∂tE(h)‖Lm(q¯,r)+1/2∞ ((2,∞),Lr(R3−))(4.74)
≤ Cp,q
(
3∑
i=1
‖fi‖Fi∩F˜i(a0,bi) + ‖k‖K∩K˜(a0,b4) + ‖k‖A4
)
.
On the other hand, by Lemma 4.9 (1), Sobolev’s embedding theorem, (4.10), and
(4.34), we observe that
‖∇∂tE(h)‖BUC((0,2),Lr(R3−)) ≤ Cr‖(∇u3,∇k)‖BUC((0,2)Lr(R3−))
≤ Cp,r
(
‖∇u3‖W 1/2p ((0,2),Lr(R3−)) + ‖k‖A4
)
≤ Cp,r
(
‖u3‖W 2,1r,p (R3−×(0,2)) + ‖k‖A4
)
≤ Cp,r
(
3∑
i=1
‖fi‖Fi∩F˜i(a0,bi) + ‖k‖K∩K˜(a0,b4) + ‖k‖A4
)
,
which, combined with (4.74), furnishes (4.73).
Summing up (4.70), (4.71), (4.72), and (4.73) and noting (1.6), we have∑
r∈{q,2}
(Mr,p(z) +Nr(z))(4.75)
≤ Cp,q
(
3∑
i=1
‖fi‖Fi∩F˜i(a0,bi) + ‖k‖K∩K˜(a0,b4)∩A4∩B1
)
.
Step 5. The aim of this step is to prove the following estimate:
‖(∂tu,∇2u)‖La1p (R+,Lq(R3−)) + ‖(∇
2∂tE(h),∇3E(h))‖La2p (R+,Lq(R3−))(4.76)
≤ Cp,q,q¯
(
3∑
i=1
‖fi‖Fi∩F˜i(a0,bi) + ‖k‖K∩K˜(a0,b4)∩A4∩B1
)
.
We here set uaj = (t+ 2)aju, paj = (t+ 2)ajp, and haj = (t+ 2)ajh for j = 1, 2.
Then, (uaj , paj , haj ) satisfies
(4.77)

∂tu
aj −DivT(uaj , paj ) = faj in R3−,
divuaj = 0 in R3−,
T(uaj , paj )e3 + (cg − cσ∆′)haje3 = 0 on R30,
∂th
aj − uaj3 = kaj on R30,
uaj |t=0 = 0 in R3−,
haj |t=0 = 0 on R2,
where we have set uaj = T(u
aj
1 , u
aj
2 , u
aj
3 ) and
faj = (t+ 2)aj f − aj(t+ 2)−1+aju, kaj = (t+ 2)ajk − aj(t+ 2)−1+ajh.
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To estimate (uaj , paj , haj), we rewrite them as follows: uaj = vaj +waj , paj =
qaj + raj , and haj = ℓaj +maj that are solutions to
∂tv
aj −DivT(vaj , qaj ) = (t+ 2)aj f in R3−,
div vaj = 0 in R3−,
T(vaj , qaj)e3 + (cg − cσ∆′)ℓaje3 = 0 on R30,
∂tℓ
aj − vaj3 = (t+ 2)ajk on R30,
vaj |t=0 = 0 in R3−,
ℓaj |t=0 = 0 on R2,
(4.78)

∂tw
aj −DivT(waj , raj ) = −aj(t+ 2)−1+aju in R3−,
divwaj = 0 in R3−,
T(waj , raj )e3 + (cg − cσ∆′)maje3 = 0 on R30,
∂tm
aj − waj3 = −aj(t+ 2)−1+ajh on R30,
waj |t=0 = 0 in R3−,
maj |t=0 = 0 on R2,
(4.79)
where vaj = T(v
aj
1 , v
aj
2 , v
aj
3 ) and w
aj = T(w
aj
1 , w
aj
2 , w
aj
3 ) for j = 1, 2. It is clear
that, for i, j = 1, 2,
‖(t+ 2)aj fi‖Lp(R+,Lq(R3−)∩Lbi−aj∞ (R+,Lq¯(R3−)) ≤ ‖fi‖F˜(a0,bi),(4.80)
‖(t+ 2)aj f3‖Lp(R+,Lq(R3−)∩Lb3−ajp (R+,Lq¯(R3−)) ≤ ‖f3‖F˜(a0,b3),
‖(t+ 2)ajk‖
Lp(R+,W 2q (R
3
−
)∩L
b4−aj
p (R+,W 2q¯ (R
3
−
))
≤ ‖k‖
K˜(a0,b4)
.
Since (vaj , qaj , ℓaj ) satisfies (4.78), we apply the estimates (4.68), (4.69), and (4.80)
to (vaj , qaj , ℓaj) in order to obtain
‖(∇2va1 ,∇qa1 ,∇3E(ℓa2),∇2E(va23 |R30))‖Lp(R+,Lq(R3−))(4.81)
≤ Cp,q
(
3∑
i=1
‖fi‖Fi∩F˜i(a0,bi) + ‖k‖K∩K˜(a0,b4)
)
.
Next, we estimate (waj , raj ,maj ). Since it holds by (2.20) that
p(1 +m(q¯, q)− aj) ≥ pmin{1/4 +m(q¯, q)− a1, 1/2 + 2/q − a2} > 1,
p(1 + 1/q − aj) ≥ pmin{1/4 +m(q¯, q)− a1, 1/2 + 2/q − a2} > 1,
we observe, for j = 1, 2, that
‖(t+ 2)−1+aju‖Lp(R+,Lq(R3−))
≤ ‖(t+ 2)−1+aj−m(q¯,q)‖Lp(R+)‖u‖Lm(q¯,q)∞ (R+,Lq(R3−))
≤ Cp,q,q¯‖u‖Lm(q¯,q)∞ (R+,Lq(R3−)),
and also that
‖(t+ 2)−1+ajh‖
Lp(R+,W
2−1/q
q (R2))
≤ ‖(t+ 2)−1+ajh‖Lp(R+,Lq(R2)) + ‖(t+ 2)−1+aj∇E(h)‖Lp(R+,W 1q (R3−))
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≤ Cp,q
(
‖(t+ 2)−1+aj−1/q‖Lp(R+)‖h‖L1/q∞ (R+,Lq(R2))
+ ‖(t+ 2)−1+aj−m(q¯,q)−1/4‖Lp(R+)‖∇E(h)‖Lm(q¯,q)+1/4∞ (R+,W 1q (R3−))
)
≤ Cp,q,q¯
(
‖h‖
L
1/q
∞ (R+,Lq(R2))
+ ‖∇E(h)‖
L
m(q¯,q)+1/4
∞ (R+,W 1q (R
3
−
))
)
.
Furthermore, setting
e1 = 1− a1 + 1
q¯
− 1
2
=
1
2
+
2
q
− a1,
e2 = e3 = 1− a2 + 1
q¯
− 1
2
=
1
2
+
2
q
− a2,
we see that, by (1.6) and (2.20),
p
(
e1 +m(2, q)− 3
4
)
= p
(
m(q¯, q) +
1
4
− a1
)
> 1,
pe1 = p
(
1
2
+
2
q
− a1
)
> p
(
m(q¯, q) +
1
4
− a1
)
> 1,
p
(
e2 +m(2, q) +
1
4
)
= p
(
3
2
+
1
2q
− a2
)
> p
(
1
2
+
2
q
− a2
)
> 1,
pe2 = p
(
1
2
+
2
q
− a2
)
> 1, p (e3 +m(2, q)) > 1, pe3 > 1,
which implies that the condition (4.55) holds and that
‖(t+ 2)−1+aju‖
L
ej
∞(R+,L2(R3−))
≤ ‖u‖
L
m(q¯,2)
∞ (R+,L2(R3−))
,
‖(t+ 2)−1+ajh‖
L
ej
∞(R+,L2(R2))
≤ ‖h‖
L
1/q¯−1/2
∞ (R+,L2(R3−))
.
Summing up the above estimates, we obtain, by (4.75),
‖(t+ 2)−1+aju‖
Lp(R+,Lq(R3−))∩L
ej
∞(R+,L2(R3−))
(4.82)
+ ‖(t+ 2)−1+ajh‖
Lp(R+,W
2−1/q
q (R2))∩L
ej
∞(R+,L2(R2))
≤ Cp,q
(
3∑
i=1
‖fi‖Fi∩F˜i(a0,bi) + ‖k‖K∩K˜(a0,b4)∩A4∩B1
)
with some positive constant Cp,q for j = 1, 2. Combining this inequality with (4.65),
(4.66), and (4.67) furnishes that
‖(∇2wa1 ,∇ra1 ,∇3E(ma2),∇2E(wa23 |R30))‖Lp(R+,Lq(R3−))(4.83)
≤ Cp,q
(
3∑
i=1
‖fi‖Fi∩F˜i(a0,bi) + ‖k‖K∩K˜(a0,b4)∩A4∩B1
)
.
By (4.81), (4.83) and by using the first equation of (4.77) with (4.82), we have
‖(∂tua1 ,∇2ua1 ,∇3E(ha2),∇2E(ua23 |R30))‖Lp(R+,Lq(R3−))(4.84)
≤ Cp,q
(
3∑
i=1
‖fi‖Fi∩F˜i(a0,bi) + ‖k‖K∩K˜(a0,b4)∩A4∩B1
)
,
which, combined with the identity:
(t+ 2)a1∂tu = ∂tu
a1 − a1(t+ 2)−1+a1u
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and with (4.82), furnishes that
‖∂tu‖La1p (R+,Lq(R3−)) ≤ Cp,q
(
3∑
i=1
‖fi‖Fi∩F˜i(a0,bi) + ‖k‖K∩K˜(a0,b4)∩A4∩B1
)
.
Finally, we consider ∇2∂tE(h). Since
∇2∂tE(h) = ∇2E(k|R30) +∇2E(u3|R30),
we observe that, by (4.34) and (4.84),
‖∇2∂tE(h)‖La2p (R+,Lq(R3−))
≤ ‖(∇2E(ka2 |R30),∇2E(u
a2
3 |R30))‖Lp(R+,Lq(R3−))
≤ Cp,q
(
3∑
i=1
‖fi‖Fi∩F˜i(a0,bi) + ‖k‖K∩K˜(a0,b4)∩A4∩B1
)
.
Combining this inequality with (4.84) implies (4.76), which completes the proof of
Theorem 4.7.
5. Proof of Theorem 2.4
In this section, we prove Theorem 2.4 by using Theorem 3.2 and Theorem 4.7.
Suppose that r ∈ {q, 2} in what follows.
Remark 5.1. We can assume that h|t=0 = 0 on R30 without loss of generality. In
fact, it suffices to replace p by p− h · e3 in (2.19).
Step 1. For g = (g1, g2, g3), we set g˜ = (g
o
1, g
o
2 , g
e
3) with (4.14). Then div g˜ =
(div g)o = go. Let d = T(d1, d2, d3) =
T(d1(x, t), d2(x, t), d3(x, t)) with
dj(x, t) = −F−1ξ
[
iξj
|ξ|2F [g
o(·, t)](ξ)
]
(x) (j = 1, 2, 3).
Note that
‖g(t)‖
Ŵ−1q (R3−)
≤ ‖g(t)‖Lq(R3−), ‖∂tg(t)‖Ŵ−1q (R3−) ≤ ‖∂tg(t)‖Lq(R3−)
for t > 0. Thus, as was seen in [33, Lemma 4.1 and its proof], d solves the divergence
equation:
(5.1) divd = g = div g in R3−, t > 0,
and satisfies d|t=0 = 0 in R3− and the following estimates:
‖∂td(t)‖Lr(R3−) ≤ Cr‖∂tg(t)‖Lr(R3−), ‖d(t)‖Lr(R3−) ≤ Cr‖g(t)‖Lr(R3−),
‖∇d(t)‖Lr(R3−) ≤ Cr‖g(t)‖Ls(R3−), ‖∇2d(t)‖Lr(R3−) ≤ Cr‖∇g(t)‖Lr(R3−),
with some positive constant Cr independent of d, g, g, and t. These inequalities
tell us that the following estimates hold: First, since it holds that
‖d‖
L
m(q¯,r)
∞ (R+,Lr(R3−))
≤ ‖g‖A1, ‖∇d‖Ln(q¯,r)+1/8∞ (R+,Lr(R3−)) ≤ ‖g‖A2,
we have, for x = (d, 0, 0, 0),
Nq,p(x; a1, a2) +
∑
r∈{q,2}
(Mr,p(x) +Nq(x))(5.2)
≤ Cp,q
(
‖g‖G∩A1 + ‖g‖G∩A2 + ‖(∂tg,∇g)‖La1p (R+,Lq(R3−))
)
;
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Secondly, noting that ‖d‖A4 ≤ Cq‖g‖A2 and ‖d‖B1 ≤ Cq(‖g‖A1 + ‖g‖A2), we have
‖(∂td,∇2d)‖F3∩F˜3(a0,b3) ≤ Cp,q
(
‖g‖G∩G˜(a0,b3) + ‖g‖G∩G˜(a0,b3)
)
,(5.3)
‖d‖
K∩K˜(a0,b4)∩A4∩B1
≤ Cp,q
(
‖g‖G∩G˜(a0,b4)∩A1 + ‖g‖G∩G˜(a0,b4)∩A2
)
,(5.4)
‖∇d‖Lc1p (R+,W 1q (R3−)) ≤ Cp,q‖g‖Lc1p (R+,W 1q (R3−)),(5.5)
‖∇d‖Ld1p (R+,W 1q¯ (R3−)) ≤ Cp,q‖g‖Ld1p (R+,W 1q¯ (R3−)),(5.6)
‖∇d‖A3 ≤ Cp,q‖g‖A3;(5.7)
Thirdly, it holds that
‖∇d‖
H
1,1/2
r,p (R3−×R+)
≤ Cp,r (‖g‖G + ‖g‖G) ,(5.8)
‖(t+ 2)a0∇d‖
H
1,1/2
q,p (R3−×R+)
(5.9)
≤ Cp,q
(
‖g‖
W
1,a0
p (R+,Lq(R
3
−
))
+ ‖g‖La0p (R+,W 1q (R3−))
)
,
‖(t+ 2)bj∇d‖
H
1,1/2
q¯,p (R
3
−
×R+)
(5.10)
≤ Cp,q¯
(
‖g‖
W
1,bj
p (R+,Lq¯(R3−))
+ ‖g‖
L
bj
p (R+,W 1q¯ (R
3
−
))
)
, j = 3, 4.
In fact, by Lemma 4.9 (1),
‖∇d‖
H
1,1/2
r,p (R3−×R+)
= ‖∇d‖
H
1/2
p (R+,Lr(R3−))
+ ‖∇d‖Lp(R+,W 1r (R3−))
≤ ‖d‖
H
1/2
p (R+,W 1r (R
3
−
))
+ ‖d‖Lp(R+,W 2r (R3−))
≤ Cp,r‖d‖W 2,1r,p (R3−×R+) ≤ Cp,r‖(∂tg,g, g,∇g)‖Lp(R+,Lr(R3−)),
and also (5.9) and (5.10) can be proved similarly.
Next, we prove that
(5.11) ‖E(d3|R30)‖L∞(R+,L2(R3−)) ≤ C‖g‖L∞(R+,L2(R3−)).
Since
F [go(·, t)](ξ) =
∫ 0
−∞
(−eiyNξN + e−iyNξN ) ĝ(ξ′, yN , t) dyN ,
we see that
d̂3(ξ
′, x3, t)
= −
∫ 0
−∞
ĝ(ξ′, yN , t)
{
1
2π
∫ ∞
−∞
iξ3
|ξ|2
(
−ei(x3+y3)ξ3 + ei(x3−y3)ξ3
)
dξ3
}
dy3.
Combining this formula with
1
2π
∫ ∞
−∞
iξ3e
iaξ3
|ξ|2 dξ3 = −sign(a)
e−|a||ξ
′|
2
(a ∈ R \ {0}),
which can be proved by the residue theorem, yields that
(5.12) E(d3|R30) = −
∫ 0
−∞
F−1ξ′
[
e(x3+y3)|ξ
′|ĝ(ξ′, y3, t)
]
(x′) dy3 (x3 < 0).
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Since g = div g in R3− with g =
T(g1(x, t), g2(x, t), g3(x, t)), we have
ĝ(ξ′, y3, t) =
2∑
j=1
iξj ĝj(ξ
′, y3, t) + ∂3ĝ3(ξ
′, y3, t).
We insert this identity into (5.12) and use the integration by parts in order to obtain
E(d3|R30) = −
∫ 0
−∞
F−1ξ′
[
iξje
(x3+y3)|ξ
′|ĝj(ξ
′, y3, t)
]
(x′) dy3
−
∫ 0
−∞
F−1ξ′
[
|ξ′|e(x3+y3)|ξ′|ĝ3(ξ′, y3, t)
]
(x′) dy3,
which, combined e.g. with [33, Lemma 5.4], furnishes that
‖E(d3|R30)‖L2(R3−) ≤ C‖g(t)‖L2(R3−).
This estimate implies (5.11) immediately.
Step 2. Noting that d|t=0 = 0 inR3− as was discussed in Step 1, we set u = d+u˜
in (2.19) in order to obtain
(5.13)

∂tu˜− DivT(u˜, p) = f − ∂td+Div(µD(d)) in R3−, t > 0,
div u˜ = 0 in R3−, t > 0,
T(u˜, p)e3 + (cg − cσ∆′)he3 = h− µD(d)e3 on R30, t > 0,
∂th− u˜3 = k + d3 on R30, t > 0,
u˜|t=0 = 0 in R3−,
h|t=0 = 0 on R2,
where T = (u˜, p) = µD(u˜) − pI and u˜ = T(u˜1, u˜2, u˜3). To estimate the solution
(u˜, p, h), we decompose u˜ and p as follows: u˜ = v +w, p = q+ r that satisfy
∂tv + v −DivT(v, q) = 0 in R3−, t > 0,
div v = 0 in R3−, t > 0,
T(v, q)e3 = H on R
3
0, t > 0,
v|t=0 = 0 in R3−,
(5.14)

∂tw−DivT(w, r) = F in R3−, t > 0,
divw = 0 in R3−, t > 0,
T(w, r)e3 + (cg − cσ∆′)he3 = 0 on R30, t > 0,
∂th− w3 = K on R30, t > 0,
w|t=0 = 0 in R3−,
h|t=0 = 0 on R2,
(5.15)
where we have set
F = F1 + F2 + F3, Fi = fi (i = 1, 2), F3 = f3 − ∂td+Div(µD(d)) + v,
H = h− µD(d)e3, K = k + d3 + v3.
In the following steps, we estimate (v, q) and (w, r, h) by using Theorem 3.2 and
Theorem 4.7, respectively.
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Step 3. By Theorem 3.1 and Theorem 3.2, we observe that
‖(∂tv,v,∇v,∇2v,∇q)‖Lp(R+,Lr(R3−)) ≤ Cp,r‖H‖H1,1/2r,p (R3−×R+);
‖(∂tv,v,∇v,∇2v,∇q)‖La0p (R+,Lq(R3−))
≤ Cp,q
(
‖H‖Lc1p (R+,W 1q (R3−)) + ‖(t+ 2)
a0H‖
H
1,1/2
q,p (R3−×R+)
)
;
‖(∂tv,v,∇v,∇2v,∇q)‖
L
bj
p (R+,Lq¯(R3−))
≤ Cp,q
(
‖H‖Ld1p (R+,W 1q¯ (R3−)) + ‖(t+ 2)
bjH‖
H
1,1/2
q¯,p (R
3
−
×R+)
)
, j = 3, 4;
‖v‖
L
n(q¯,r)+1/8
∞ (R+,W 1r (R
3
−
))
+ ‖v‖A4∩B1 ≤ Cp,q‖H‖A3 .
Combining these inequalities with (5.5)-(5.10) furnishes that, for y = (v, q, 0, 0),
Nq,p(y; a1, a2) +
∑
r∈{q,2}
(Mr,p(y) +Nr(y)) ≤ Cp,qN;(5.16)
‖v‖
F3∩F˜3(a0,b3)∩K∩K˜(a0,b4)∩A4∩B1
≤ Cp,qN.(5.17)
Analogously, it holds by Theorem 3.1 (2) that
‖E(v3|R30)‖W 2,12,p (R3−×R+) ≤ Cp‖H‖H1,1/22,p (R3−×R+) ≤ Cp,qN,
which, combined with Lemma 4.9 (2), furnishes that
(5.18) ‖E(v3|R30)‖L∞(R+,L2(R3−)) ≤ Cp,qN.
Step 4. The aim of this step is to prove the following estimates: For z =
(w, r, h, E(h)),
(5.19) Nq,p(z; a1, a2) +
∑
r∈{q,2}
(Mr,p(z) +Nr(z)) ≤ Cp,qN.
By Theorem 4.7, we have
Nq,p(z; a1, a2) +
∑
r∈{q,2}
(Mr,p(z) +Nr(z))
≤ Cp,q,q¯
( 3∑
i=1
‖Fi‖Fi∩Fi(a0,bi) + ‖K‖K∩K(a0,b4)∩A4∩B1
)
≤ Cp,q,q¯
( 3∑
i=1
‖fi‖Fi∩F˜i(a0,bi) + ‖k‖K∩K˜(a0,b4)∩A4∩B1
+ ‖(∂td,∇2d,v)‖F3∩F˜3(a0,b3) + ‖(d3, v3)‖K∩K˜(a0,b4)∩A4∩B1
)
.
Combining this inequality with (5.3), (5.4), and (5.17) implies (5.19).
Step 5. In this step, we prove that
(5.20) ‖∂tE(h)‖L∞(R+,L2(R3−)) ≤ Cp,q,θN.
By the equation ∂th− w3 = k + d3 + v3 on R30, we see that
(5.21) ∂tE(h) = E(k|R30) + E(d3|R30) + E(v3|R30) + E(w3|R30) in R3−.
In what follows, we estimate the four terms on the right-hand side of (5.21) in order
to obtain (5.20).
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First, we show that
(5.22) ‖E(k|R30)‖L∞(R+,L2(R3−)) ≤ Cθ‖k‖B2(θ).
By Perseval’s theorem,
‖E(k|R30)‖2L2(R3−) =
∫ 0
−∞
‖F−1ξ′ [e|ξ
′|x3 k̂(ξ′, 0, t)]‖2L2(R2) dx3
=
∫ 0
−∞
‖e|ξ′|x3 k̂(ξ′, 0, t)‖2L2(R2) dx3 =
∫
R2
(∫ 0
−∞
e2|ξ
′|x3 dx3
)
|k̂(ξ′, 0, t)|2 dξ′
=
1
2
∫
R2
|k̂(ξ′, 0, t)|2
|ξ′| dξ
′ =
1
2
(∫
|ξ′|≤1
+
∫
|ξ′|≥1
)
|k̂(ξ′, 0, t)|2
|ξ′| dξ
′
=: I1(t) + I2(t).
It then holds that, by Ho¨lder’s inequality,
I1(t) ≤ 1
2
(∫
|ξ′|≤1
dξ′
|ξ′|α
)1/α(∫
|ξ′|≤1
|k̂(ξ′, 0, t)|2α′
)1/α′
,
where α = 2− θ and α′ = α/(α− 1). Setting β = 2α′, we observe that
I1(t) ≤ Cθ‖k̂(·, 0, t)‖2Lβ(R2),
which, combined with the Hausdorff-Young inequality (cf. [9, Theorem 1.2.1]):
‖f̂‖Lp(R2) ≤ Cp‖f‖Lp′(R2) for 2 ≤ p ≤ ∞,
furnishes that
(5.23) I1(t) ≤ Cθ‖k(t)‖2Lq(θ)(R30).
On the other hand, by Perseval’s theorem,
I2(t) ≤ 1
2
∫
|ξ′|≥1
|k̂(ξ′, 0, t)|2 dξ′ ≤ 1
2
‖k̂(·, 0, t)‖2L2(R2) =
(2π)2
2
‖k(t)‖2L2(R30).
Combining this inequality with (5.23) implies (5.22).
Next, we consider E(w3|R30). Note that E(w3|R30) can be written as
E(w3|R30) =
∫ t
0
E((R(t− s)(F(s),K(s)))3|R30) ds.
Let 0 < t < 3, and then we have, by (4.26) and the trace theorem,
‖E(w3|R30)‖L2(R3−) ≤ Cp,γ5
∫ t
0
eγ5(t−s)‖(F(s),K(s))‖L2(R3−)×W 22 (R3−) ds
≤ Cp,γ5
(∫ t
0
ep
′γ5(t−s) ds
)1/p′ (
‖F‖Lp(R+,L2(R3−)) + ‖K‖Lp(R+,W 22 (R3−))
)
which, combined with (5.2) and (5.16), furnishes that
(5.24) ‖E(w3|R30)‖L∞((0,3),L2(R3−)) ≤ Cp,γ5N.
On the other hand, for t ≥ 2, we have, by Lemma 4.10 and Lemma 4.11,
‖E(w3|R30)‖L∞((2,∞),L2(R3−)) ≤ Cp,q
(
3∑
i=1
‖Fi‖Fi(a0,bi) + ‖K‖K(a0,b4)
)
,
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which, combined with (5.24), furnishes that
‖E(w3|R30)‖L∞(R+,L2(R3−)) ≤ Cp,qN.
Combining this inequality with (5.11), (5.18), (5.21), and (5.22) implies (5.20).
Summing up (5.2), (5.16), (5.19), and (5.20), we have completed the proof of
Theorem 2.4.
6. Proof of Theorem 2.5
In this section, we prove Theorem 2.5 by using Theorem 2.4 and Theorem 4.6.
6.1. Initial flow. In this subsection, we construct an initial flow.
Step 1. Let (u∗, q∗, h∗) be the solution to the following equations:
(6.1)

∂tu
∗ −DivT(u∗, q∗) = 0 in R3−, t > 0,
divu∗ = 0 in R3−, t > 0,
T(u∗, q∗)e3 + (cg − cσ∆′)h∗e3 = 0 on R30, t > 0,
∂th
∗ − u∗3 = 0 on R30, t > 0,
u∗|t=0 = 0 in R3−,
h∗|t=0 = h0 on R2.
By Theorem 4.6, we have, for x∗ = (u∗, q∗, h∗, E(h∗)),
Nq,p(x∗; a1, a2) +
∑
r∈{q,2}
(Mr,p(x∗) +Nr(x∗)) + ‖∂tE(h∗)‖L∞(R+,L2(R3−))(6.2)
≤ Cp,q‖h0‖I2
for a positive constant Cp,q.
Step 2. Let v˜0 be an extension of v0 satisfying v˜0 = v0 in R
3
− and
(6.3) ‖v˜0‖B2−2/ps,p (R3) ≤ Cp,q,s‖v0‖B2−2/ps,p (R3−)
with a positive constant Cp,q,s, where q(θ) ≤ s ≤ q, here and hereafter. Let w∗ be
the solution to
(6.4)
{
∂tw
∗ +w∗ − µ∆w∗ = 0 in R3, t > 0,
w∗|t=0 = v˜0 in R3.
It then holds by (6.3) that
‖eγ6t(∂tw∗,w∗,∇w∗,∇2w∗)‖Lp(R+,Ls(R3−)) ≤ Cp,s‖v0‖I1(θ),(6.5)
‖w∗(t)‖W 1s (R3−) ≤ Cse−γ7t‖v0‖I1(θ) (t ≥ 1)(6.6)
for some positive constants γ6, γ7, Cp,s, and Cs. By Lemma 4.9 (2) and (6.5),
‖w∗‖L∞((0,2),W 1s (R3−)) ≤ Cp,s‖w∗‖W 2,1s,p (R3−×(0,2)) ≤ Cp,s‖v0‖I1(θ),
which, combined with (6.6), furnishes that
(6.7) ‖eγ7tw∗‖L∞(R+,W 1s (R3−)) ≤ Cp,s‖v0‖I1(θ).
Thus, combining this inequality with (6.5) implies that, for y∗ = (w∗, 0, 0, 0),
(6.8) Nq,p(y∗; a1, a2) +
∑
r∈{q,2}
(Mr,p(y∗) +Nr(y∗)) ≤ Cp,q‖v0‖I1(θ)
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with a positive constant Cp,q.
Step 3. Let v∗ = u∗ +w∗ and z∗ = x∗ + y∗ = (v∗, q∗, h∗, E(h∗)). We call z∗
the initial flow in this paper, and have, by (6.2) and (6.8),
Nq,p(z∗; a1, a2) +
∑
r∈{q,2}
(Mr,p(z∗) +Nr(z∗)) + ‖∂tE(h∗)‖L∞(R+,L2(R3−))(6.9)
≤ Cp,q‖(v0, h0)‖I1(θ)×I2
for a positive constant Cp,q. In addition, setting in the equations (2.14)-(2.18)
v = v¯ + v∗, q = q¯+ q∗, h = h¯+ h∗
and denoting (v¯, q¯, h¯) of the resultant equations by (v, q, h) again, we achieve
(6.10)

∂tv −DivT(v, q) = F(v, E(h)) in R3−, t > 0,
div v = G(v, E(h)) = div g(v, E(h)) in R3−, t > 0,
T(v, q)e3 − (cg − cσ∆′)he3 = H(v, E(h)) on R30, t > 0,
∂th− v3 = K(v, E(h)) on R30, t > 0,
v|t=0 = 0 in R3−,
h|t=0 = 0 on R2,
where we have set
F(v, E(h)) = F(v + v∗, E(h) + E(h∗)) +w∗ + µ∇ divw∗,
g(v, E(h)) =G(v + v∗, E(h) + E(h∗))−w∗,
G(v, E(h)) = G(v + v∗, E(h) + E(h∗))− divw∗,
H(v, E(h)) = H(v + v∗, E(h) + E(h∗))− µD(w∗)e3,
K(v, E(h)) = K(v + v∗, E(h) + E(h∗)) + w∗3 .
6.2. Construction of solutions to (6.10). Since it suffices to construct solutions
to System (6.10) in order to prove Theorem 2.5, we deal with System (6.10) in this
subsection. Let η = E(h), and then η is a unique solution to
(6.11)
{
∆η = 0 in R3−, t > 0,
η = h on R30, t > 0.
From this viewpoint, instead of System (6.10), we solve
(6.12)

∂tv −DivT(v, q) = F(v, η) in R3−, t > 0,
div v = G(v, η) = div g(v, η) in R3−, t > 0,
T(v, q)e3 − (cg − cσ∆′)he3 = H(v, η) on R30, t > 0,
∂th− v3 = K(v, η) on R30, t > 0,
v|t=0 = 0 in R3−,
h|t=0 = 0 on R2,
together with the auxiliary problem (6.11) in what follows.
First, we introduce an underlying space 0Xq,p(r; a1, a2) that is used for the con-
traction mapping principle. Let ‖ · ‖Xq,p(a1,a2) be defined as (2.21), and then
Xq,p(a1, a2) := {z | ‖z‖Xq,p(a1,a2) <∞}.
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In addition, we set
0Xq,p(a1, a2) = {(v, q, h, η) ∈ Xq,p(a1, a2) | v|t=0 = 0 in R3−, η|t=0 = 0 in R3−},
0Xq,p(r; a1, a2) = {z = (v, q, h, η) ∈ 0Xq,p(a1, a2) | ‖z‖Xq,p(a1,a2) ≤ r} (r > 0).
Next, we apply Theorem 2.4 with
a1 =
1
2
, a2 =
3
4
, c1 = 0, d1 =
1
4
,(6.13)
b1 = b2 = m (q¯, q) + n (q¯, q) +
1
8
=
2
q
+
3
8
, b3 = b4 = 1.
We then note the following relations: First, the assumption 3 < q < 16/5 implies
that b1 = b2 > 1; Secondly, by (1.7),
p > 32, p
(
1 + c1 − 3
4
)
= p (1 + d1 − 1) = p
4
> 1,(6.14)
p(min{b1, b2, b3, b4} − a1) = p
2
> 1,
p(min{b1, b2, b3, b4} − a2) = p
4
> 1,
p
(
m(q¯, q) +
1
4
− a1
)
=
p
2q
> 1, p
(
1
2
+
2
q
− a2
)
>
p
8
> 1.
Thirdly, by Lemma 4.9 and (1.7),
‖(v,∇η)‖L∞(R+,W 1∞(R3−)) ≤M‖z‖Xq,p(1/2,3/4),(6.15)
‖(v,∇η)‖L∞(R+,W 1q (R3−)) ≤M‖z‖Xq,p(1/2,3/4),
‖(v,∇η)‖L∞(R+,W 12 (R3−)) ≤M‖z‖Xq,p(1/2,3/4)
for some positive constant M , depending only on p and q, and for z = (v, q, h, η) ∈
Xq,p(1/2, 3/4).
Remark 6.1. The compatibility condition (2.22) implies that
G(v, η)|t=0 = 0 in R3−, [H(v, η)]τ |t=0 = 0 on R30
for z = (v, q, h, η) ∈ 0Xq,p(1/2, 3/4).
From now on, to use Theorem 2.4 under the condition (6.13), we show that
there exists a positive number ε1 ∈ (0, 1/4) such that, for any z¯ = (v¯, q¯, h¯, η¯) ∈
0Xq,p(ε1; 1/2, 3/4),
Fi(v¯ + v
∗, η¯ + E(h∗)) ∈ Fi ∩ F˜i(3/4, 2/q+ 3/8) (i = 1, 2),(6.16)
F3(v¯ + v
∗, η¯ + E(h∗)) +w∗ + µ∇ divw∗ ∈ F3 ∩ F˜3(3/4, 1),
g(v¯, η¯) ∈ G ∩ G˜(3/4, 1) ∩ A1, G(v¯, η¯) ∈ G ∩ G˜(3/4, 1) ∩ A2 ∩ A3,
H(v¯, η¯) ∈ H ∩ H˜(3/4, 1) ∩ A3, K(v¯, η¯) ∈ K ∩ K˜(3/4, 1) ∩ A4 ∩ B1 ∩ B2(θ),
G(v¯, η¯) ∈ Lp(R+,W 1q (R3−)) ∩ L1/4p (R+,W 1q¯ (R3−)),
H(v¯, η¯) ∈ Lp(R+,W 1q (R3−))3 ∩ L1/4p (R+,W 1q¯ (R3−))3,
with the inequality:
2∑
i=1
‖Fi(v¯ + v∗, η¯ + E(h∗))‖Fi∩F˜i(3/4,2/q+3/8)(6.17)
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+ ‖(F3(v¯ + v∗, η¯ + E(h∗)),w∗,∇ divw∗)‖F3∩F˜3(3/4,1)
+ ‖(g(v¯, η¯),w∗)‖G∩G˜(3/4,1)∩A1 + ‖(G(v¯, η¯), divw∗)‖G∩G˜(3/4,1)∩A2∩A3
+ ‖(H(v¯, η¯),D(w∗))‖
H∩H˜(3/4,1)∩A3
+ ‖(K(v¯, η¯), w∗3)‖K∩K˜(3/4,1)∩A4∩B1∩B2(θ)
+ ‖(G(v¯, η¯), divw∗)‖
Lp(R+,W 1q (R
3
−
))∩L
1/4
p (R+,W 1q¯ (R
3
−
))
+ ‖(H(v¯, η¯),D(w∗))‖
Lp(R+,W 1q (R
3
−
))∩L
1/4
p (R+,W
1
q¯ (R
3
−
))
≤ Cp,q,θ
(
‖(v0, h0)‖I1(θ)×I2 + ‖z¯‖2Xq,p(1/2,3/4)
)
for a positive constant Cp,q,θ . Let z = (v, q, h, η) = (v¯ + v
∗, q¯+ q∗, h¯+ h∗, η¯ + η∗)
in the following proof. To obtain (6.16) and (6.17), it is enough to show
2∑
i=1
‖Fi(v, η)‖Fi∩F˜i(3/4,2/q+3/8) + ‖F3(v, η)‖F3∩F˜3(3/4,1)(6.18)
+ ‖g(v, η)‖G∩G˜(3/4,1)∩A1 + ‖G(v, η)‖G∩G˜(3/4,1)∩A2∩A3
+ ‖H(v, η)‖
H∩H˜(3/4,1)∩A3
+ ‖K(v, η)‖
K∩K˜(3/4,1)∩A4∩B1∩B2(θ)
+ ‖G(v, η)‖
Lp(R+,W 1q (R
3
−
))∩L
1/4
p (R+,W 1q¯ (R
3
−
))
+ ‖H(v, η)‖
Lp(R+,W 1q (R
3
−
)3)∩L
1/4
p (R+,W 1q¯ (R
3
−
))
≤ Cp,q,θ‖z‖2Xq,p(1/2,3/4).
In fact, if we have (6.18), then (6.5) and (6.7) imply that (6.16) and (6.17) hold.
From this viewpoint, we prove the inequality (6.18) in what follows.
Step 1: Estimates of F1(v, η). By (6.15), it is clear that for r ∈ {q, 2}
‖(v · ∇)v‖Lp(R+,Lr(R3−)) ≤ ‖v‖L∞(R+,L∞(R3−))‖∇v‖Lp(R+,Lr(R3−))(6.19)
≤ Cp,q‖z‖2Xq,p(1/2,3/4).
Furthermore, by Sobolev’s embedding theorem and Ho¨lder’s inequality,
‖(v(t) · ∇)v(t)‖Lq(R3−) ≤ ‖v(t)‖L∞(R3−)‖∇v(t)‖Lq(R3−)
≤ Cq‖v(t)‖W 1q (R3−)‖∇v(t)‖Lq(R3−)
≤ Cq(t+ 2)−(2/q+3/8)‖z‖2Xq,p(1/2,3/4),
‖(v(t) · ∇)v(t)‖Lq¯(R3−) ≤ ‖v(t)‖Lq(R3−)‖∇v(t)‖Lq(R3−)
≤ (t+ 2)−(2/q+3/8)‖z‖2Xq,p(1/2,3/4)
for every t > 0. Then, noting that p(2/q+3/8−3/4)> p/4 > 1 by the assumption:
3 < q < 16/5 and (6.14), we have
‖(v · ∇)v‖
L
3/4
p (R+,Lq(R3−))
≤ Cp,q‖z‖2Xq,p(1/2,3/4),
‖(v · ∇)v‖
L
2/q+3/8
∞ (R+,Lq¯(R3−))
≤ Cp,q‖z‖2Xq,p(1/2,3/4),
which, combined with (6.19), furnishes that
(6.20) ‖(v · ∇)v‖
F1∩F˜1(3/4,2/q+3/8)
≤ Cp,q‖z‖2Xq,p(1/2,3/4).
Similarly, it holds that
‖(v · ∇η)D3v‖F1∩F˜1(3/4,2/q+3/8) ≤ Cp,q‖z‖2Xq,p(1/2,3/4),
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which, combined with (6.15) and (6.20), furnishes that
‖F1(v, η)‖ ≤ Cp,q(1 +M)
(
1 +
1
1−M‖z‖Xq,p(1/2,3/4)
)
‖z‖2Xq,p(1/2,3/4).
Thus, noting that ‖z‖Xq,p(1/2,3/4) ≤ Cp,q(δ0 + ε1), we choose δ0, ε1 so small that
Cp,qM(δ0 + ε1) ≤ 1/2 in what follows in order to obtain
(6.21) ‖F1(v, η)‖F1∩F˜1(3/4,2/q+3/8) ≤ Cp,q‖z‖2Xq,p(1/2,3/4).
Step 2: Estimates of F2(v, η). We use Sobolev’s inequality (cf. [2, Theorem
4.31]):
‖f‖L6(R3−) ≤ C‖∇f‖L2(R3−) for any f ∈W 12 (R3−)
with a positive constant C independent of f . Since ∂tη ∈ L∞(R+,W 12 (R3−)), we
observe that, by Sobolev’s inequality, Ho¨lder’s inequality, and Sobolev’s embedding
theorem,
‖∂tη(t)D3v(t)‖Lq(R3−)(6.22)
≤ ‖∂tη(t)‖L6(R3−)‖∇v(t)‖Lr(R3−) (1/6 + 1/r = 1/q)
≤ C‖∇∂tη(t)‖L2(R3−)‖∇v(t)‖W 1q (R3−)
‖∂tη(t)D3v(t)‖L2(R3−) ≤ ‖∂tη(t)‖L6(R3−)‖∇v(t)‖L3(R3−)
≤ C‖∇∂tη(t)‖L2(R3−)‖∇v(t)‖αL2(R3−)‖∇v(t)‖
1−α
Lq(R3−)
,
‖∂tη(t)D3v(t)‖Lq¯(R3−)
≤ ‖∂tη(t)‖L6(R3−)‖∇v(t)‖Ls(R3−) (1/6 + 1/s = 1/q¯)
≤ C‖∇∂tη(t)‖L2(R3−)‖∇v(t)‖
β
L2(R3−)
‖∇v(t)‖1−β
Lq(R3−)
for t > 0, where we note that 0 < α, β < 1 and
(6.23) 3
(
1
q
− 1
r
)
=
1
2
< 1,
1
3
=
α
2
+
1− α
q
,
1
s
=
β
2
+
1− β
q
.
By (6.15) and (6.22), we obtain
‖∂tηD3v‖Lp(R+,Lq(R3−))(6.24)
≤ C‖∇∂tη‖L∞(R+,L2(R3−))‖∇v‖Lp(R+,W 1q (R3−)) ≤ C‖z‖2Xq,p(1/2,3/4),
‖∂tηD3v‖Lp(R+,L2(R3−))
≤ C‖∇∂tη‖Lp(R+,L2(R3−))‖∇v‖αL∞(R+,L2(R3−))‖∇v‖
1−α
L∞(R+,Lq(R3−))
≤ C‖z‖2Xq,p(1/2,3/4).
In addition, it follows from (6.22) that for any t > 0
‖∂tη(t)D3v(t)‖Lq(R3−) ≤ C(t+ 2)−m(q¯,2)−1/2‖z‖Xq,p(1/2,3/4)
·
(
(t+ 2)−n(q¯,q)−1/8‖z‖Xq,p(1/2,3/4) + (t+ 2)−1/2
{
(t+ 2)1/2‖∇2v(t)‖Lq(R3−)}
)
,
‖∂tη(t)D3v(t)‖Lq¯(R3−) ≤ C(t+ 2)−m(q¯,2)−1/2‖z‖Xq,p(1/2,3/4)
·
(
(t+ 2)−n(q¯,2)−1/8‖z‖Xq,p(1/2,3/4)
)β(
(t+ 2)−n(q¯,q)−1/8‖z‖Xq,p(1/2,3/4)
)1−β
= C(t+ 2)−(2/q+3/8)‖z‖2Xq,p(1/2,3/4),
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because m(q¯, 2) + 1/2 = 2/q and by (6.23)
βn (q¯, 2) + (1− β)n (q¯, q) = 3β
2
(
2
q
− 1
2
)
+
3(1− β)
2q
=
3
2q
− 3β
2
(
1
2
+
1
q
− 2
q
)
=
3
2q
− 3
2
· 6− q
3(q − 2) ·
q − 2
2q
=
1
4
.
Then, noting that by (6.14)
p
(
m (q¯, 2) +
1
2
+ n (q¯, q) +
1
8
− 3
4
)
= p
(
7
2q
− 5
8
)
> p
(
7
8
− 5
8
)
=
p
4
> 1,
m (q¯, 2) +
1
2
+
1
2
− 3
4
=
2
q
− 1
4
>
2
4
− 1
4
> 0
because q < 16/5 < 4, we see that
‖∂tηD3v‖L3/4p (R+,Lq(R3−)) ≤ Cp,q‖z‖Xq,p(1/2,3/4)
·
(
‖(t+ 2)−(m(q¯,2)+1/2+n(q¯,q)+1/8−3/4)‖Lp(R+)‖z‖Xq,p(1/2,3/4)
+ ‖(t+ 2)−(m(q¯,2)+1/2+1/2−3/4)‖L∞(R+)‖∇2v‖L1/2p (R+,Lq(R3−))
)
≤ Cp,q‖z‖2Xq,p(1/2,3/4),
‖∂tηD3v‖L2/q+3/8∞ (R+,Lq¯(R3−)) ≤ Cp,q‖z‖
2
Xq,p(1/2,3/4)
.
Combining this inequality with (6.24) furnishes that
(6.25) ‖∂tηD3v‖F2∩F˜2(3/4,2/q+3/8) ≤ Cp,q‖z‖2Xq,p(1/2,3/4).
By (6.15) and (6.25), we have
(6.26) ‖F2(v, η)‖F2∩F˜2(3/4,2/q+3/8) ≤ Cp,q‖z‖2Xq,p(1/2,3/4).
Step 3: Estimates of F3(v, η). We only consider the term:
µ(1 +M3(η))
3∑
j=1
Djj(η)v,
because we can deal with the other terms similarly. By (6.15), it is clear that for
r ∈ {q, 2} and j = 1, 2, 3
‖Djj(η)v‖Lp(R+,Lr(R3−)) ≤ Cp,q‖z‖2Xq,p(1/2,3/4).
In addition, it follows from Ho¨lder’s inequality and Sobolev’s embedding theorem
that, for any t > 0 and j = 1, 2, 3,
‖Djj(η(t))v(t)‖Lq(R3−)(6.27)
≤ Cq
(
‖∇v(t)‖L∞(R3−)‖∇2η(t)‖Lq(R3−) + ‖∇2v(t)‖Lq(R3−)‖∇η(t)‖L∞(R3−)
)
≤ Cq
(
‖∇v(t)‖W 1q (R3−)‖∇2η(t)‖Lq(R3−) + ‖∇2v(t)‖Lq(R3−)‖∇η(t)‖W 1q (R3−)
)
≤ Cq(t+ 2)−m(q¯,q)−1/4‖z‖Xq,p(1/2,3/4)
(
(t+ 2)−n(q¯,q)−1/8‖z‖Xq,p(1/2,3/4)
+ (t+ 2)−1/2
{
(t+ 2)1/2‖∇2v(t)‖Lq(R3−)
})
,
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We thus observe that
‖Djj(η)v‖L3/4p (R+,Lq(R3−)) ≤ Cp,q‖z‖Xq,p(1/2,3/4)(6.28)
·
(
‖(t+ 2)−(m(q¯,q)+1/4+n(q¯,q)+1/8−3/4)‖Lp(R+)‖z‖Xq,p(1/2,3/4)
+ ‖(t+ 2)−m(q¯,q)‖L∞(R+)‖∇2v‖L1/2p (R+,Lq(R3−))
)
≤ Cp,q‖z‖2Xq,p(1/2,3/4),
because we know that, by (6.14) and the assumption: 3 < q < 16/5,
p
(
m (q¯, q) +m (q¯, q) +
1
4
+ n (q¯, q) +
1
8
− 3
4
)
> p
(
m (q¯, q) +
1
4
+ n (q¯, q) +
1
8
− 3
4
)
= p
(
2
q
− 1
8
)
>
p
2
> 1.
Analogously, it holds that
(6.29) ‖Djj(η)v‖L1p(R+,Lq¯(R3−)) ≤ Cp,q‖z‖2Xq,p(1/2,3/4)
by using inequalities, which are obtained in a similar way to (6.27), as follows: For
every t > 0 and j = 1, 2, 3,
‖Djj(η)v(t)‖Lq¯(R3−) ≤ Cp,q(t+ 2)−m(q¯,q)−1/4‖z‖Xq,p(1/2,3/4)
·
(
(t+ 2)−n(q¯,q)−1/8‖z‖Xq,p(1/2,3/4) + (t+ 2)−1/2
{
(t+ 2)1/2‖∇2u(t)‖Lq(R3−)
})
,
and note that m(q¯, q) + 3/4− 1 = 1/(2q) > 0 and that by (6.14)
p
(
m (q¯, q) +m (q¯, q) +
1
4
+ n (q¯, q) +
1
8
− 1
)
> p
(
m (q¯, q) +
1
4
+ n (q¯, q) +
1
8
− 1
)
= p
(
2
q
− 3
8
)
>
p
4
> 1.
By combining (6.15) with (6.27), (6.28), and (6.29), we obtain∥∥∥∥∥∥µ(1 +M3(η))
3∑
j=1
Djj(η)v
∥∥∥∥∥∥
F3∩F˜3(3/4,1)
≤ Cp,q‖z‖2Xq,p(1/2,3/4).
It thus holds that
(6.30) ‖F3(v, η)‖F3∩F˜3(3/4,1) ≤ Cp,q‖z‖2Xq,p(1/2,3/4).
Step 4: Estimates of g(v, η). By (6.15), it is clear that for r ∈ {q, 2}
‖M1(η)v‖W 1p (R+,Lr(R3−)) ≤ ‖∇η‖L∞(R+,L∞(R3−))‖v‖Lp(R+,Lr(R3−))(6.31)
+ ‖∂t∇η‖Lp(R+,Lr(R3−))‖v‖L∞(R+,L∞(R3−))
+ ‖∇η‖L∞(R+,L∞(R3−))‖∂tv‖Lp(R+,Lr(R3−))
≤ Cp,q‖z‖2Xq,p(1/2,3/4).
On the other hand, it follows from Ho¨lder’s inequality and Sobolev’s embedding
theorem that, for any t > 0,
‖M1(η(t))v(t)‖Lq(R3−) ≤ ‖∇η(t)‖L∞(R3−)‖v(t)‖Lq(R3−)
≤ Cq‖∇η(t)‖W 1q (R3−)‖v(t)‖Lq(R3−)
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≤ Cq(t+ 2)−m(q¯,q)−1/4−m(q¯,q)‖z‖2Xq,p(1/2,3/4)
‖(∂tM1(η(t)))v(t)‖Lq(R3−) ≤ ‖∂t∇η(t)‖Lq(R3−)‖v(t)‖L∞(R3−)
≤ Cq‖∂t∇η(t)‖Lq(R3−)‖v(t)‖W 1q (R3−)
≤ Cq(t+ 2)−m(q¯,q)−1/2−m(q¯,q)‖z‖2Xq,p(1/2,3/4),
‖M1(η(t))∂tv(t)‖Lq(R3−) ≤ ‖∇η(t)‖L∞(R3−)‖∂tv(t)‖Lq(R3−)
≤ Cq‖∇η(t)‖W 1q (R3−)‖∂tv(t)‖Lq(R3−)
≤ Cq(t+ 2)−m(q¯,q)−3/4‖z‖Xq,p(1/2,3/4)
{
(t+ 2)1/2‖∂tv(t)‖Lq(R3−)
}
,
and furthermore,
‖M1(η(t))v(t)‖Lq¯(R3−) ≤ Cq‖∇η(t)‖Lq(R3−)‖v(t)‖Lq(R3−)
≤ Cq(t+ 2)−m(q¯,q)−1/4−m(q¯,q)‖z‖2Xq,p(1/2,3/4),
‖(∂tM1(η(t)))v(t)‖Lq¯(R3−) ≤ ‖∂t∇η(t)‖Lq(R3−)‖v(t)‖Lq(R3−)
≤ (t+ 2)−m(q¯,q)−1/2−m(q¯,q)‖z‖2Xq,p(1/2,3/4),
‖M1(η(t))∂tv(t)‖Lq¯(R3−) ≤ ‖∇η(t)‖Lq(R3−)‖∂tv(t)‖Lq(R3−)
≤ (t+ 2)−m(q¯,q)−3/4‖z‖Xq,p(1/2,3/4)
{
(t+ 2)1/2‖∂tv(t)‖Lq(R3−)
}
.
Then, noting that by (6.14)
p
(
m (q¯, q) +
1
4
+m (q¯, q)− 3
4
)
=
p
q
> 1,
we have
‖M1(η)v‖L3/4p (R+,Lq(R3−))
≤ Cp,q‖(t+ 2)−(m(q¯,q)+1/4+m(q¯,q)−3/4)‖Lp(R+)‖z‖2Xq,p(1/2,3/4)
≤ Cp,q‖z‖2Xq,p(1/2,3/4),
‖(∂tM1(η))v‖L3/4p (R+,Lq(R3−))
≤ Cp,q‖(t+ 2)−(m(q¯,q)+1/2+m(q¯,q)−3/4)‖Lp(R+)‖z‖2Xq,p(1/2,3/4)
≤ Cp,q‖z‖2Xq,p(1/2,3/4),
‖M1(η)∂tv‖L3/4p (R+,Lq(R3−))
≤ Cp,q‖(t+ 2)−m(q¯,q)‖L∞(R+)‖z‖Xq,p(1/2,3/4)‖∂tv‖L1/2p (R+,Lq(R3−))
≤ Cp,q‖z‖2Xq,p(1/2,3/4)
with some positive constant Cp,q, and besides, it similarly holds that
‖M1(η)v‖L1p(R+,Lq¯(R3−)) ≤ Cp,q‖z‖2Xq,p(1/2,3/4),
‖(∂tM1(η))v‖L1p(R+,Lq¯(R3−)) ≤ Cp,q‖z‖2Xq,p(1/2,3/4),
‖M1(η)∂tv‖L1p(R+,Lq¯(R3−)) ≤ Cp,q‖z‖2Xq,p(1/2,3/4),
because m(q¯, q) + 3/4− 1 = 1/(2q) > 0 and
p
(
m (q¯, q) +
1
4
+m (q¯, q)− 1
)
=
p
q
− 1
4
>
5p− 4
16
>
p
16
> 1
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by (6.14) and the assumption: 3 < q < 16/5. We thus obtain
‖M1(η)v‖W 1,3/4p (R+,Lq(R3−)) + ‖M1(η)v‖W 1,1p (R+,Lq¯(R3−))(6.32)
≤ Cp,q‖z‖2Xq,p(1/2,3/4).
In addition, it is clear that by (6.15) and Ho¨lder’s inequality
‖M1(η(t))v(t)‖Lr(R3−) ≤ ‖∇η(t)‖Lr(R3−)‖v(t)‖L∞(R3−)
≤ Cp,q(t+ 2)−m(q¯,r)−1/4‖z‖2Xq,p(1/2,3/4)
for r ∈ {q, 2} and any t > 0, which furnishes that
‖M1(η)v‖A1 ≤ Cp,q‖z‖2Xq,p(1/2,3/4).
By combining the inequality with (6.31) and (6.32), we obtain
(6.33) ‖g(v, η)‖G∩G˜(3/4,1)∩A1 ≤ Cp,q‖z‖2Xq,p(1/2,3/4).
Step 5: Estimates of G(v, η). By Lemma 4.9 and (6.15), it is clear that for
r ∈ {q, 2}
(6.34) ‖G(v, η)‖G ≤ Cp,q‖z‖2Xq,p(1/2,3/4)
with some positive constant Cp,q. On the other hand, it holds that for any t > 0
‖∇η(t) ·D3v(t)‖W 1q (R3−) ≤ Cq‖∇η(t)‖W 1q (R3−)‖∇v(t)‖W 1q (R3−)
≤ Cq(t+ 2)−m(q¯,q)−1/4‖z‖Xq,p(1/2,3/4)
(
(t+ 2)−n(q¯,q)−1/8‖z‖Xq,p(1/2,3/4)
+ (t+ 2)−1/2
{
(t+ 2)1/2‖∇2v(t)‖Lq(R3−)
})
because W 1q (R
3
−) is a Banach algebra, and also that by Ho¨lder’s inequality
‖∇η(t) ·D3v(t)‖W 1q¯ (R3−) ≤ Cq‖∇η(t)‖W 1q (R3−)‖∇v(t)‖W 1q (R3−)
≤ Cq(t+ 2)−m(q¯,q)−1/4‖z‖Xq,p(1/2,3/4)
(
(t+ 2)−n(q¯,q)−1/8‖z‖Xq,p(1/2,3/4)
+ (t+ 2)−1/2
{
(t+ 2)1/2‖∇2v(t)‖Lq(R3−)
})
.
Then, noting that m(q¯, q) + 3/4− 1 = 1/(2q) > 0 and
p
(
m (q¯, q) +
1
4
+ n (q¯, q) +
1
8
− 1
)
= p
(
2
q
− 3
8
)
>
p
4
> 1
by (6.14) and the assumption: 3 < q < 16/5, we have
‖∇η ·D3v‖L1p(R+,W 1q (R3−)) + ‖∇η ·D3v‖L1p(R+,W 1q¯ (R3−))(6.35)
≤ Cp,q‖z‖Xq,p(1/2,3/4)
·
(
‖(t+ 2)−(m(q¯,q)+1/4+n(q¯,q)+1/8−1)‖Lp(R+)‖z‖Xq,p(1/2,3/4)
+ ‖(t+ 2)−(m(q¯,q)+3/4−1)‖L∞(R+)‖∇2v‖L1/2p (R+,Lq(R3−))
)
≤ Cp,q‖z‖2Xq,p(1/2,3/4).
In addition, since for r ∈ {q, 2} and any t > 0
‖∇η(t) ·D3v(t)‖Lr(R3−) ≤ ‖∇η(t)‖L∞(R3−)‖∇v(t)‖Lr(R3−)
≤ Cq‖∇η(t)‖W 1q (R3−)‖∇v(t)‖Lr(R3−)
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≤ Cq(t+ 2)−m(q¯,q)−1/4−n(q¯,r)−1/8‖z‖2Xq,p(1/2,3/4)
by Ho¨lder’s inequality and Sobolev’s embedding theorem, which furnishes that
(6.36) ‖∇η ·D3v‖A2 ≤ Cp,q‖z‖2Xq,p(1/2,3/4),
where we have used
m (q¯, q) +
1
4
+ n (q¯, r) +
1
8
> m (q¯, r) +
1
2
.
Concerning A3-norm, we shall calculate as follows: First, by Ho¨lder’s inequality
‖∇η(t) ·D3v(t)‖W 12 (R3−) ≤ ‖∇η(t)‖L∞(R3−)‖∇v(t)‖L2(R3−)
+ ‖∇2η(t)‖L∞(R3−)‖∇v(t)‖L2(R3−) + ‖∇η(t)‖L∞(R3−)‖∇2v(t)‖L2(R3−)
≤ Cq
(
‖∇η(t)‖W 1q (R3−)‖∇v(t)‖W 12 (R3−) + ‖∇2η(t)‖W 1q (R3−)‖∇v(t)‖L2(R3−)
)
≤ Cq
(
(t+ 2)−m(q¯,q)−1/4−n(q¯,2)−1/8‖z‖2Xq,p(1/2,3/4)
+ (t+ 2)−m(q¯,q)−1/4‖z‖Xq,p(1/2,3/4)‖∇2v(t)‖L2(R3−)
+ (t+ 2)−3/4−n(q¯,2)−1/8‖z‖Xq,p(1/2,3/4)
{
(t+ 2)3/4‖∇3η(t)‖Lq(R3−)
})
,
which furnishes that
‖∇η ·D3v‖Lm(q¯,2)+1/2p (R+,W 12 (R3−)) ≤ Cp,q‖z‖Xq,p(1/2,3/4)(6.37)
·
(
‖(t+ 2)−(m(q¯,q)+1/4+n(q¯,2)+1/8−m(q¯,2)−1/2)‖Lp(R+)‖z‖Xq,p(1/2,3/4)
+ ‖(t+ 2)−(m(q¯,q)+1/4−m(q¯,2)−1/2)‖L∞(R+)‖∇2u‖Lp(R+,L2(R3−))
+ ‖(t+ 2)−(3/4+n(q¯,2)+1/8−m(q¯,2)−1/2)‖L∞(R+)‖∇3η‖L3/4p (R+,Lq(R3−))
)
≤ Cp,q‖z‖2Xq,p(1/2,3/4),
because by the assumption: q < 3 < 16/5 and (6.14)
m (q¯, 2) +
1
4
−m (q¯, 2)− 1
2
=
1
2
(
1− 3
q
)
> 0,
3
4
+ n (q¯, 2) +
1
8
−m (q¯, 2)− 1
2
=
1
q
+
1
8
> 0,
p
(
m (q¯, q) +
1
4
+ n (q¯, 2) +
1
8
−m (q¯, 2)− 1
2
)
> p
(
m (q¯, q) +
1
4
+ n (q¯, 2) +
1
8
− n (q¯, 2)− 1
2
)
= p
(
1
2q
+
1
8
)
> 1.
Secondly, noting that 1−m(q¯, q)− 1/2 = 1/4− 1/(2q) > 0 by q > 3, we have by
(6.35) and (6.37)
‖∇η ·D3v‖A3 = ‖∇η ·D3v‖Lm(q¯,q)+1/2p (R+,W 1q (R3−))(6.38)
+ ‖∇η ·D3v‖Lm(q¯,2)+1/2p (R+,W 12 (R3−))
≤ ‖(t+ 2)−(1−m(q¯,q)−1/2)‖L∞(R+)‖∇η ·D3v‖L1p(R+,W 1q (R3−))
+ ‖∇η ·D3v‖Lm(q¯,2)+1/2p (R+,W 12 (R3−))
≤ Cp,q‖z‖2Xq,p(1/2,3/4).
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Summing up, (6.15), (6.34), (6.35), (6.36), and (6.38), we have
‖G(v, η)‖
G∩G˜(3/4,1)∩A2∩A3
(6.39)
≤ Cp,q
∥∥∥∥ 11 +D3η
∥∥∥∥
W 1
∞
(R3
−
)
‖∇η ·D3v(t)‖G∩G˜(3/4,1)∩A2∩A3
≤ Cp,q‖z‖2Xq,p(1/2,3/4).
Step 6: Estimates of H(v, η). In this step, we suppose that A is any of the
following terms:
v1, v2, v3, D1η, D2η, D3η,
while B is any of the following terms:
|∇′η|2
(1 +
√
1 + |∇′η|2)√1 + |∇′η|2 , DiηDjη(1 + |∇′η|2)3/2 , Diη, DiηDjη
for i, j = 1, 2, 3. Then we have
Lemma 6.2. Let A and B be as above, and exponents p, q satisfy (1.7). Then,
there exists a positive number 0 < ε2 < 1 such that for any z = (v, q, h, η) ∈
Xq,p(ε2; 1/2, 3/4) the following assertions hold.
(1) There exists a Cp,q > 0, independent of z, such that
‖A‖
L
m(q¯,q)
∞ (R+,Lq(R3−))
≤ Cp,q‖z‖Xq,p(1/2,3/4),
‖∇A‖
L
n(q¯,q)+1/8
∞ (R+,Lq(R3−))
≤ Cp,q‖z‖Xq,p(1/2,3/4),
‖B‖L∞(R+,W 1∞(R3−)) ≤ Cp,q‖z‖Xq,p(1/2,3/4),
‖B‖
L
m(q¯,q)+1/4
∞ (R+,W 1q (R
3
−
))
≤ Cp,q‖z‖Xq,p(1/2,3/4).
(2) There exists a Cp,q > 0, independent of z, such that
‖AB‖W 2,1r,p (R3−×R+) ≤ Cp,r‖z‖
2
Xq,p(1/2,3/4)
,
‖A∇B‖W 1p (R+,Lr(R3−)) ≤ Cp,r‖z‖2Xq,p(1/2,3/4).
(3) There exists a Cp,q > 0, independent of z, such that
‖(t+ 2)3/4AB‖W 2,1q,p (R3−×R+) ≤ Cp,q‖z‖
2
Xq,p(1/2,3/4)
,
‖A∇B‖
W
1,3/4
p (R+,Lq(R
3
−
))
≤ Cp,q‖z‖2Xq,p(1/2,3/4),
and also that
‖(t+ 2)AB‖W 2,1q¯,p (R3−×R+) ≤ Cp,q‖z‖
2
X
1/2,3/4
q,p
,
‖A∇B‖W 1,1p (R+,Lq¯(R3−)) ≤ Cp,q‖z‖
2
Xq,p(1/2,3/4)
.
(4) There exists a Cp,q > 0, independent of z, such that
‖(∇A)B‖
L
m(q¯,q)+1/2
p (R+,W 1q (R
3
−
))
≤ Cp,qCp,q‖z‖2Xq,p(1/2,3/4),
‖(∇A)B‖
L
m(q¯,2)+1/2
p (R+,W
1
2 (R
3
−
))
≤ Cp,qCp,q‖z‖2Xq,p(1/2,3/4).
Proof. (1). The first and second inequalities are clear, so that we here prove the
other inequalities. We use the following expansions:
1√
1 + x
= 1− x
2
+O(x2) as |x| → 0,
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1
1 +
√
1 + x
=
1
2
− x
16
+O(x2) as |x| → 0,
1
(1 + x)3/2
= 1− 3
2
x+O(x2) as |x| → 0.
Combining the above expansions with (6.15), we see that there exist positive con-
stants C and 0 < ε3 < 1 such that∥∥∥∥∥ 1√1 + |∇′η|2
∥∥∥∥∥
L∞(R+,W 1∞(R
3
−
))
≤ C,(6.40)
∥∥∥∥∥ 11 +√1 + |∇′η|2
∥∥∥∥∥
L∞(R+,W 1∞(R
3
−
))
≤ C,
∥∥∥∥ 1(1 + |∇′η|2)3/2
∥∥∥∥
L∞(R+,W 1∞(R
3
−
))
≤ C,
if η(x, t) satisfies ‖∇η‖L∞(R+,W 1∞(R3−)) ≤ ε3. We thus obtain, by using (6.15) and
choosing ε2 small enough,∥∥∥∥∥ |∇′η|2(1 +√1 + |∇′η|2)√1 + |∇′η|2
∥∥∥∥∥
L∞(R+,W 1∞(R
3
−
))
≤
∥∥∥∥∥ 11 +√1 + |∇′η|2
∥∥∥∥∥
L∞(R+,W 1∞(R
3
−
))
∥∥∥∥∥ 1√1 + |∇′η|2
∥∥∥∥∥
L∞(R+,W 1∞(R
3
−
))
· ‖∇η‖2L∞(R+,W 1∞(R3−))
≤ C(M‖z‖Xq,p(1/2,3/4))2 ≤ CM2ε2‖z‖Xq,p(1/2,3/4)
for any z = (v, q, h, η) ∈ Xq,p(ε2; 1/2, 3/4), and also it similarly holds that∥∥∥∥( DiηDjη(1 + |∇′η|2)3/2 , Diη,DiηDjη
)∥∥∥∥
L∞(R+,W 1∞(R
3
−
))
≤ Cp,q‖z‖Xq,p(1/2,3/4),
which completes the third inequality of (1).
Next, we show the last inequality. By using (6.15) and (6.40), we have, for any
t > 0 and z = (v, q, h, η) ∈ Xq,p(ε2; 1/2, 3/4),∥∥∥∥∥ |∇′η(t)|2(1 +√1 + |∇′η(t)|2)√1 + |∇′η(t)|2
∥∥∥∥∥
W 1q (R
3
−
)
≤
∥∥∥∥∥ 11 +√1 + |∇′η|2
∥∥∥∥∥
L∞(R+,W 1∞(R
3
−
))
∥∥∥∥∥ 1√1 + |∇′η|2
∥∥∥∥∥
L∞(R+,W 1∞(R
3
−
))
· ‖∇η‖L∞(R+,W 1∞(R3−))‖∇η(t)‖W 1q (R3−)
≤ CM‖z‖Xq,p(1/2,3/4)(t+ 2)−m(q¯,q)−1/4
{
(t+ 2)m(q¯,q)+1/4‖∇η(t)‖W 1q (R3−)
}
≤ Cp,q(t+ 2)−m(q¯,q)−1/4‖z‖Xq,p(1/2,3/4),
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which furnishes that∥∥∥∥∥ |∇′η|2(1 +√1 + |∇′η|2)√1 + |∇′η|2
∥∥∥∥∥
L
m(q¯,q)+1/4
∞ (R+,W 1q (R
3
−
))
≤ Cp,q‖z‖Xq,p(1/2,3/4).
Analogously, we have∥∥∥∥( DiηDjη(1 + |∇′η|2)3/2 , Diη,DiηDjη
)∥∥∥∥
L
m(q¯,q)+1/4
∞ (R+,W 1q (R
3
−
))
≤ Cp,q‖z‖Xq,p(1/2,3/4)
for i, j = 1, 2, 3, which completes the last inequality of (1).
(2). By direct calculations, we can prove the required estimates, so that we may
omit the proof here.
(3), (4). By the inequalities obtained in (1), we can prove that the required
inequalities hold in the same manner as in the case of Step 5, so that we omit the
detailed proof. 
In what follows, we additionally assume that ε1 ∈ (0, ε2) in order to use Lemma
6.2. Since it holds that (∇A)B = ∇(AB)−A(∇B), we observe that
‖(∇A)B‖
H
1/2
p (R+,Ls(R3−))
≤ ‖AB‖
H
1/2
p (R+,W 1s (R
3
−
))
+ ‖A(∇B)‖
H
1/2
p (R+,Ls(R3−))
,
where s ∈ {q, 2, q¯}. Combining this inequality with Lemma 4.9 and
W 1p (R+, Ls(R
3
−)) = H
1
p (R+, Ls(R
3
−)) →֒ H1/2p (R+, Ls(R3−))
furnishes that
‖(∇A)B‖
H
1/2
p (R+,Lr(R3−))
≤ Cp,q
(
‖AB‖W 2,1q,p (R3−×R+) + ‖A(∇B)‖W 1p (R+,Lr(R3−))
)
.
Thus, we have, by Lemma 6.2 (2),
‖(∇A)B‖
H
1/2
p (R+,Lr(R3−))
≤ Cp,q‖z‖2Xq,p(1/2,3/4),
while we have, by Lemma 6.2 (1),
‖(∇A)B‖Lp(R+,W 1r (R3−))
≤ Cp,q‖∇A‖Lp(R+,W 1r (R3−))‖B‖L∞(R+,W 1∞(R3−))
≤ Cp,q‖z‖2Xq,p(1/2,3/4).
These two inequalities imply that ‖H(v, η)‖H ≤ Cp,q‖z‖2Xq,p(1/2,3/4).
Next, we consider the estimates of H˜(3/4, 1)-norm and A3-norm. As mentioned
above, we see that
‖(t+ 2)3/4(∇A)B‖
H
1/2
p (R+,Lq(R3−))
≤ Cp,q
(
‖(t+ 2)3/4AB‖W 2,1q,p (R3−×R+) + ‖(t+ 2)
3/4A(∇B)‖W 1p (R+,Lq(R3−))
)
,
which, combined with Lemma 6.2 (3), furnishes that
‖(t+ 2)3/4(∇A)B‖
H
1/2
p (R+,Lq(R3−))
≤ Cp,q‖z‖2Xq,p(1/2,3/4).
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It similarly holds that
‖(t+ 2)(∇A)B‖
H
1/2
p (R+,Lq¯(R
3
−
))
≤ Cp,q‖z‖2Xq,p(1/2,3/4).
On the other hand, by Lemma 6.2 (1),
‖(t+ 2)3/4(∇A)B‖Lp(R+,W 1q (R3−)) ≤ Cp,q‖z‖2Xq,p(1/2,3/4),
‖(t+ 2)(∇A)B‖Lp(R+,W 1q¯ (R3−)) ≤ Cp,q‖z‖2Xq,p(1/2,3/4).
We thus see that ‖H(v, η)‖
H˜(3/4,1) ≤ Cp,q‖z‖2Xq,p(1/2,3/4). Concerning A3-norm, it
follows from Lemma 6.2 (4) that ‖(∇A)B‖A3 ≤ Cp,q‖z‖2Xq,p(1/2,3/4). Hence,
(6.41) ‖H(v, η)‖
H∩H˜(3/4,1)∩A3
≤ Cp,q‖z‖2Xq,p(1/2,3/4).
Step 7: Estimates of K(v, η). Let v′ · ∇′η = ∑2j=1 vj∂jη. By (6.15), it is
clear that for r ∈ {q, 2}
‖v′ · ∇′η‖W 2,1r,p (R3−×R+) ≤ Cp,q‖z‖
2
Xq,p(1/2,3/4)
.
On the other hand, it follows from Ho¨lder’s inequality and Sobolev’s embedding
theorem that for any t > 0
‖v′(t) · ∇′η(t)‖W 2q (R3−) ≤ Cq
(
‖v(t)‖Lq(R3−)‖∇η(t)‖L∞(R3−)
+ ‖∇v(t)‖Lq(R3−)‖∇η(t)‖L∞(R3−) + ‖∇v(t)‖Lq(R3−)‖∇2η(t)‖L∞(R3−)
+ ‖∇2v(t)‖Lq(R3−)‖∇η(t)‖L∞(R3−) + ‖v(t)‖L∞(R3−)‖∇3η(t)‖Lq(R3−)
)
≤ Cq
(
‖v(t)‖W 1q (R3−)‖∇η(t)‖W 1q (R3−) + ‖v(t)‖W 1q (R3−)‖∇3η(t)‖Lq(R3−)
+ ‖∇2v(t)‖Lq(R3−)‖∇η(t)‖W 1q (R3−)
)
≤ Cq
(
(t+ 2)−m(q¯,q)−m(q¯,q)−1/4‖z‖2Xq,p(1/2,3/4)
+ (t+ 2)−m(q¯,q)−3/4‖z‖Xq,p(1/2,3/4)
{
(t+ 2)1/2‖∇2u(t)‖Lq(R3−)
}
+ (t+ 2)−m(q¯,q)−3/4‖z‖Xq,p(1/2,3/4)
{
(t+ 2)3/4‖∇3η(t)‖Lq(R3−)
})
,
and furthermore, it similarly holds that for any t > 0
‖v′(t) · ∇′η(t)‖W 2q¯ (R3−) ≤ C
(
(t+ 2)−m(q¯,q)−m(q¯,q)−1/4‖z‖2Xq,p(1/2,3/4)
+ (t+ 2)−m(q¯,q)−3/4‖z‖Xq,p(1/2,3/4)
{
(t+ 2)1/2‖∇2u(t)‖Lq(R3−)
}
+ (t+ 2)−m(q¯,q)−3/4‖z‖Xq,p(1/2,3/4)
{
(t+ 2)3/4‖∇3η(t)‖Lq(R3−)
})
.
Then, noting that by (6.14) and the assumption: 3 < q < 16/5
p
(
m
(q
2
, q
)
+m
(q
2
, q
)
+
1
4
− 3
4
)
=
p
q
>
5p
16
> 1,
we have
‖v′ · ∇′η‖
L
3/4
p (R+,W 2q (R
3
−
))
≤ C‖z‖Xq,p(1/2,3/4)
(
‖(t+ 2)−(m(q¯,q)+m(q¯,q)+1/4−3/4)‖Lp(R+)‖z‖Xq,p(1/2,3/4)
+ ‖(t+ 2)−m(q¯,q)‖L∞(R+)‖∇2u‖L1/2p (R+,Lq(R3−))
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+ ‖(t+ 2)−m(q¯,q)‖L∞(R+)‖∇3η‖L3/4p (R+,Lq(R3−))
)
≤ C‖z‖2Xq,p(1/2,3/4).
Analogously, we have
‖v′ · ∇′η‖L1p(R+,W 2q¯ (R3−)) ≤ C‖z‖2Xq,p(1/2,3/4),
because m(q¯, q) + 3/4− 1 = 1/(2q) > 0 and
p
(
m (q¯, q) +m (q¯, q) +
1
4
− 1
)
= p
(
1
q
− 1
4
)
>
p
16
> 1
by (6.14) and the assumption: 3 < q < 16/5.
Next, we consider A4 and B1-norm. Since it holds that
‖v′ · ∇′η‖A4 = ‖v′ · ∇′η‖Lm(q¯,q)+1/2∞ (R+,Ŵ 1q (R3−))∩Lm(q¯,2)+1/2∞ (R+,Ŵ 12 (R3−))
≤ ‖v′ · ∇′η‖
L
m(q¯,q)+1/2
∞ (R+,W 1q (R
3
−
))∩L
m(q¯,2)+1/2
∞ (R+,W 12 (R
3
−
))
and that
‖v′ · ∇′η‖B1 = ‖v′ · ∇′η‖Lm(q¯,q)∞ (R+,Lq(R30))∩Lm(q¯,2)∞ (R+,L2(R30))
≤ Cq‖v′ · ∇′η‖Lm(q¯,q)+1/2∞ (R+,W 1q (R3−))∩Lm(q¯,2)+1/2∞ (R+,W 12 (R3−)),
it is enough to show the following estimate:
(6.42) ‖v′ · ∇′η‖
L
m(q¯,r)+1/2
∞ (R+,W 1r (R
3
−
))
≤ Cp,q,r‖z‖2Xq,p(1/2,3/4).
We observe that, by Sobolev’s embedding theorem,
‖v′(t) · ∇′η(t)‖W 1r (R3−)
≤ ‖v‖L∞(R3−)‖∇η‖Lr(R3−) + ‖∇v‖Lr(R3−)‖∇η‖L∞(R3−) + ‖v‖L∞(R3−)‖∇2η‖Lr(R3−)
≤ Cr
(
‖∇v‖Lr(R3−)‖∇η‖W 1q (R3−) + ‖v‖W 1q (R3−)‖∇2η‖Lr(R3−)
)
≤ Cq,r
(
(t+ 2)−n(q¯,r)−1/8−m(q¯,q)−1/4 + (t+ 2)−m(q¯,q)−m(q¯,r)−1/4
)
‖z‖2Xq,p(1/2,3/4)
≤ Cq,r(t+ 2)−m(q¯,q)−m(q¯,r)−1/4‖z‖2Xq,p(1/2,3/4),
which, combined with
m(q¯, q) +m(q¯, r) +
1
4
= m(q¯, r) +
1
2
+
1
2q
,
implies (6.42). Thus, we obtain
‖v′ · ∇′η‖A4∩B1 ≤ Cp,q‖z‖2Xq,p(1/2,3/4).
Finally, we consider B2(θ)-norm with 0 < θ < 1. It is clear that, by the trace
theorem and Ho¨lder’s inequality,
‖v′(t) · ∇′η(t)‖Lq(θ)(R30) ≤ ‖v′(t) · ∇′η(t)‖W 1q(θ)(R3−)(6.43)
≤ C‖v(t)‖W 1
2q(θ)
(R3
−
)‖∇η(t)‖W 1
2q(θ)
(R3
−
).
Since 2 < 2q(θ) < q, there exists a positive number αθ ∈ (0, 1) such that
2q(θ) = 2αθ + q(1− αθ).
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Thus, it holds that
‖v(t)‖W 1
2q(θ)
(R3
−
) ≤ ‖v(t)‖αθW 12 (R3−)‖v(t)‖
1−αθ
W 1q (R
3
−
)
≤ Cp,q‖z‖Xq,p(1/2,3/4),
and also
‖∇η(t)‖W 1
2q(θ)
(R3
−
) ≤ Cp,q‖z‖Xq,p(1/2,3/4).
Combining these two inequalities with (6.43) furnishes that
‖v′ · ∇η‖L∞(R+,Lq(θ)(R30)) ≤ Cp,q‖z‖2Xq,p(1/2,3/4).
On the other hand, it is clear that
‖v′ · ∇η‖L∞(R+,L2(R30)) ≤ Cp,q‖z‖2Xq,p(1/2,3/4),
and thus
‖v′ · ∇η‖B2(θ) ≤ Cp,q‖z‖2Xq,p(1/2,3/4).
Summing up the above estimates, we have
(6.44) ‖K(v, η)‖
K∩K˜(3/4,1)∩A4∩B1∩B(θ)
≤ Cp,q‖z‖2Xq,p(1/2,3/4).
Thus, (6.21), (6.26), (6.30), (6.33), (6.39), (6.41), and (6.44) imply (6.18). For
given z¯ = (v¯, q¯, h¯, η¯) ∈ 0Xq,p(ε1; 1/2, 3/4), we have, by (6.16), (6.17), and Theorem
2.4, a unique solution z = (v, q, h, η) to
∂tv −DivT(v, q) = F(v¯, η¯) in R3−, t > 0,
div v = G(v¯, η¯) = div g(v¯, η¯) in R3−, t > 0,
T(v, q)e3 − (cg − cσ∆′)he3 = H(v¯, η¯) on R30, t > 0,
∂th− v3 = K(v¯, η¯) on R30, t > 0,
v|t=0 = 0 in R3−,
h|t=0 = 0 on R2,
together with {
∆η = 0 in R3−, t > 0,
η = h on R30, t > 0.
It is then possible to define a map Φ as
Φ : 0Xq,p(ε1; 1/2, 3/4) ∋ z¯ 7→ z ∈ 0Xq,p(ε1; 1/2, 3/4),
because we can choose δ0, ε1 so small that, by (6.17),
‖Φ(z¯)‖Xq,p(1/2,3/4) ≤ Cp,q(‖(v0, h0)‖I1(θ)×I2 + ‖z¯‖2Xq,p(1/2,3/4))
≤ Cp,q(δ0 + ε21) ≤ ε1.
In addition, similarly to Step 1-Step 7, we see that
‖Φ(z¯1)− Φ(z¯2)‖Xq,p(1/2,3/4) ≤
1
2
‖z¯1 − z¯2‖Xq,p(1/2,3/4)
for z¯i = (vi, qi, hi, ηi) ∈ 0Xq,p(ε1; 1/2, 3/4) (i = 1, 2). The contraction mapping
principle then implies that Φ has a fixed point z′ = (v′, q′, h′, η′), which furnishes
that System (6.10) admits a solution (v′, q′, h′). Setting ε0 = 2ε1 and z = (v, q, h, η)
as
z = z′ + z∗ = (v′ + v∗, q′ + q∗, h′ + h∗, η′ + E(h∗)),
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we see that (v, q, h) is a global-in-time solution of the equations (2.14)-(2.18) in the
Lp-Lq setting and satisfies the estimate: ‖z‖Xq,p(1/2,3/4) ≤ ε0. This completes the
proof of Theorem 2.5.
7. Proof of Theorem 2.6 and Theorem 2.7
In this section, we prove Theorem 2.6 and Theorem 2.7 by using Theorem 2.5.
7.1. Proof of Theorem 2.6. (1). We here show that Θ0 is a C
2-diffeomorphism
from R3− onto Ω0 = {(x′, x3) | x′ = (x1, x2) ∈ R2, x3 < h0(x′)}. Since it holds that
‖E(h0)‖Wmq (G) ≤ Cq,G‖h0‖Wm−1/qq (R2) (m = 2, 3),
‖∇E(h0)‖Wnq (R3−) ≤ Cq‖h0‖Wn+1−1/qq (R2) (n = 1, 2)
for any compact set G in R3−, we obtain, by the real interpolation method,
‖E(h0)‖B3−1/pq,p (G) ≤Mp,q,G‖h0‖B3−1/q−1/pq,p (R2),
‖∇E(h0)‖B2−1/pq,p (R3−) ≤Mp,q‖h0‖B3−1/q−1/pq,p (R2)
with positive constants Mp,q.G, Mp,q. Combining these inequalities with Sobolev’s
embedding theorem:
B3−1/pq,p (G) →֒ BUC2(G), B2−1/pq,p (R3−) →֒ BUC1(R3−) (1/p+ 3/q < 1)
furnishes that E(h0) is a function of class C2 and that
∂x3
∂y3
= 1+
∂
∂y3
E(h0) ≥ 1− ‖∇E(h0)‖L∞(R3−) ≥ 1−Mp,qr0.
If we choose r0 ∈ (0, 1) so that Mp,qr0 ∈ (0, 1/2), then we observe that Θ0 is a
C2-diffeomorphism from R3− onto Ω0 as was discussed in Subsection 2.2.
(2). We prove a smallness condition of v0 = u0 ◦Θ0 and h0 as follows:
(7.1) ‖v0‖I1(θ) + ‖h0‖I2 ≤ δ0,
where δ0 is the same positive number as in Theorem 2.5. By direct calculations,
‖v0‖W l+1r (R3−) ≤ Cp,qF (‖∇E(h0)‖W l∞(R3−))‖u0‖W l+1r (Ω0)
for r ∈ {q, q(θ)} and l = 0, 1, where F : [0,∞) → R is a continuous function
with F (0) = 1. Combining this inequality with the real interpolation yields that
‖v0‖I1(θ) ≤ c1‖u0‖Jq,p,θ(h0). If necessary, we choose r0 so small that
‖v0‖I1(θ) + ‖h0‖I2 ≤ (c1 + 1)r0 ≤ δ0,
which implies (7.1). On the other hand, the condition (2.23) implies (2.22).
(3). It follows directly from (2) and Theorem 2.5.
(4). Noting that
W 1p (R+,W
2
q (G)) ∩ Lp(R+,W 3q (G)) →֒ BUC(R+, B3−1/pq,p (G)),
W 1p (R+,W
1
q (R
3
−)) ∩ Lp(R+,W 2q (R3−)) →֒ BUC(R+, B2−1/pq,p (R3−)),
we can prove the required properties in the same manner as in (1). This completes
the proof of Theorem 2.6.
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7.2. Proof of Theorem 2.7. Let (u, p, h) be the solution, obtained in Theorem
2.6, to System (1.1). Then, by the change of variables,
‖u(t)‖Lq(Ωt) =
(∫
R3
−
|v(y, t)|q
∣∣∣∣∂x∂y
∣∣∣∣ dy
)1/q
≤ Cp,q‖v(t)‖Lq(R3−),
where ∂x/∂y is the Jacobian matrix defined as in (2.6). Thus, by Theorem 2.6, we
observe that
‖u(t)‖Lr(Ωt) ≤ ε0Cp,q(t+ 2)−m(q¯,r) for r ∈ {q, 2},
which, combined with the interpolation inequality:
‖f‖Ls1(R3−) ≤ ‖f‖
α
Ls2(R
3
−
)‖f‖1−αLs3(R3−) for
1
s1
=
α
s2
+
1− α
s3
, 0 ≤ α ≤ 1,
furnishes that ‖u(t)‖Lr(Ωt) = O(t−m(q¯,r)) as t→∞ for 2 ≤ r ≤ q. Analogously, the
asymptotic behavior of the other terms can be proved. This completes the proof of
Theorem 2.7.
A.
In the appendix, we consider the N -dimensional case for N ≥ 2. Let
RN− = {(x′, xN ) | x′ = (x1, . . . , xN−1) ∈ RN−1, xN < 0},
RN0 = {(x′, xN ) | x′ = (x1, . . . , xN−1) ∈ RN−1, xN = 0}.
The aim of this appendix is to prove the existence of extension used in Subsec-
tions 3.2 and 3.3, i.e. we prove
Lemma A.1. Let 2 < p < ∞ and 1 < q < ∞, and suppose that 2/p + 1/q < 1.
Then, for any u ∈ H1,1/2q,p (RN− × R+) with u|t=0 = 0 on RN0 , there exists u˜ ∈
H
1,1/2
q,p (RN− ×R) such that
u˜ = u in RN− (t > 0), u˜ = 0 on R
N
0 (t < 0)
and that
‖u˜‖
H
1,1/2
q,p (R
N
−
×R)
≤ CN,p,q‖u‖H1,1/2q,p (RN−×R+)
with some positive constant CN,p,q independent of u and u˜.
Proof. Let ue be the even extension of u with respect to xN . Then
ue ∈ H1,1/2q,p (RN ×R+) with ‖ue‖H1,1/2q,p (RN×R+) ≤ C‖u‖H1,1/2q,p (RN−×R+).
By the time trace theorem (cf. [21, Theorem 3.4.8 and Example 3.4.9]), we have
ue|t=0 ∈ B1−2/pq,p (RN ) with ‖ue|t=0‖B1−2/pq,p (RN ) ≤ C‖u
e‖
H
1,1/2
q,p (RN×R+)
.
Thus, setting u(0) = u|t=0 in RN− , we see that
‖u(0)‖
B
1−2/p
q,p (RN− )
≤ ‖ue|t=0‖B1−2/pq,p (RN )(A.1)
≤ C‖ue‖
H
1,1/2
q,p (RN×R+)
≤ C‖u‖
H
1,1/2
q,p (RN−×R+)
.
We first consider in X = Lq(R
N
− ) the following system:{
∂tv +Av = 0, t > 0,
v|t=0 = u(0),
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where we have set Av = (1−∆D)v for v ∈ D(A) with domain
D(A) = {u ∈ W 2q (RN− ) | u = 0 on RN0 }.
Then, by [21, Proposition 3.4.3], we have
(A.2) ‖v‖
H
1/2
p (R+,X)
+ ‖v‖Lp(R+,D(A1/2)) ≤ Cp,q‖u(0)‖(X,D(A))1/2−1/p,p.
Since −∆D admits a bounded H∞-calculus on X on the sector Σε for each 0 <
ε < π/2 (cf. [11, Corollary 7.3], and [11, Section 6] for the definition), the operator
A = 1 − ∆D admits bounded imaginary powers on X by [21, Proposition 3.3.8,
page 125 (3.62)]. Thus, by [21, Theorem 3.3.7], we have the characterization of
D(A1/2) as D(A1/2) = [X,D(A)]1/2. In addition, by [19, Subsection 2.3],
(A.3) [X,D(A)]1/2 = {u ∈ W 1q (RN− ) | u = 0 on RN0 }.
On the other hand, by [4, Theorem 4.9.1], we observe that
(A.4) (X,D(A))1/2−1/p,p = {u ∈ B1−2/pq,p (RN− ) | u = 0 on RN0 }.
Summing up (A.1)-(A.4), we have
C1‖v‖H1,1/2q,p (RN−×R+) ≤ ‖u(0)‖B1−2/pq,p (RN+ ) ≤ C2‖u‖H1,1/2q,p (RN−×R+),(A.5)
v = 0 on RN0 (t > 0),(A.6)
with some positive constants C1 and C2.
We now set w = w(x, t) as
w =
{
u(t) (t > 0),
v(−t) (t < 0).
It clearly holds that, by (A.5),
(A.7) ‖w‖Lp(R,W 1q (RN− )) ≤ Cp,q‖u‖H1,1/2q,p (RN−×R+).
In what follows, we consider the time regularity of w. By using the even extension
with respect to time t, we extend u(t) and v(t) to U(t) and V (t) defined on R,
respectively, such that
u(t) = U(t) (t > 0), v(t) = V (t) (t > 0),(A.8)
‖U‖
H
1,1/2
q,p (RN−×R)
≤ C‖u‖
H
1,1/2
q,p (RN−×R+)
,(A.9)
‖V ‖
H
1,1/2
q,p (RN−×R)
≤ C‖v‖
H
1,1/2
q,p (RN−×R+)
.(A.10)
Then, we have
D
1/2
t w = F−1τ [(1 + |τ |2)1/4Ft[χR+(t)U(t) + χR−(t)V (−t)](τ)](t),
where D
1/2
t is defined in Subsection 2.1. Since
(1 + |τ |2)1/4 = 1 + |τ |
2
(1 + |τ |2)3/4 =
1
(1 + |τ |2)3/4 −
iτ
(1 + |τ |2)3/4 iτ
and
∂t
(
χR+(t)U(t) + χR−(t)V (−t)
)
= χR+(t)(∂tU)(t)− χR−(t)(∂tV )(−t)
we see that
D
1/2
t w = F−1τ
[
1
(1 + |τ |2)3/4Ft
[
χR+(t)U(t) + χR−(t)V (−t)
]
(τ)
]
(t)
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−F−1τ
[
iτ
(1 + |τ |2)3/4Ft
[
χR+(t)(∂tU)(t)− χR−(t)(∂tV )(−t)
]
(τ)
]
(t)
=: I1(t) + I2(t).
Combining the vector-valued Fourier multiplier theorem of Zimmermann [38, Propo-
sition 3] with (A.5), (A.9), and (A.10) furnishes that
‖I1‖Lp(R,Lq(RN− )) ≤ C‖(U, V )‖Lp(R,Lq(RN− )) ≤ Cp,q‖u‖H1,1/2q,p (RN−×R+).
We next estimate I2(t) that can be written as
I2(t) = −F−1τ
[
iτ
(1 + |τ |2)1/2Ft
[
D
−1/2
t
(
χR+(t)(∂tU)(t)
)]
(τ)
]
(t)
+ F−1τ
[
iτ
(1 + |τ |2)1/2Ft
[
D
−1/2
t
(
χR−(t)(∂tV )(−t)
)]
(τ)
]
(t)
=: J1(t) + J2(t).
Then, by the vector-valued Fourier multiplier theorem again, we have
‖J1‖Lp(R,Lq(RN− )) ≤ Cp,q‖χR+∂tU‖H−1/2p (R,Lq(RN− )).
Combining this inequality with [17, Theorem 1.1] and (A.9) furnishes that
‖J1‖Lp(R,Lq(RN− )) ≤ C‖∂tU‖H−1/2p (R,Lq(RN− )) ≤ C‖U‖H1/2p (R,Lq(RN− ))
≤ C‖u‖
H
1,1/2
q,p (RN−×R+)
.
Similarly, we have ‖J2‖Lp(R,Lq(RN− )) ≤ C‖u‖H1,1/2q,p (RN−×R+). It thus holds that
‖w‖
H
1/2
p (R,Lq(RN− ))
≤ Cp,q‖u‖H1,1/2q,p (RN−×R+),
which, combined with (A.6) and (A.7), implies that w is the desired extension of
Lemma A.1. This completes the proof of the lemma. 
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