Abstract-This paper proposes a new representation for color texture using a set of multiscale illuminant invariant features. The approach was specifically developed to investigate the feasibility of using machine vision to automatically monitor populations of animal species in ecologically sensitive regions, such as the Amazon Forest. The approach uses a combination of Finlayson's color angle idea and Gabor multichannel filters and was inspired by the multichannel model of the Human Visual System (HVS). Using a database of color textures from three species of Amazonian monkey, and also a previously published reference database of color regions, we show that the approach performs better than methods based on color angles or Gabor filters alone. The Monkey database was compiled from texture segments extracted from a video of the Amazon Forest using a spatio-temporal segmentation algorithm. The approach is evaluated by applying two different classification tests in order to measure the quality of the recognition features root mean square (rms) analysis and receiver operating characteristic (ROC) analysis.
I. INTRODUCTION
T HE recognition technique presented in here was developed during a project to assess the feasibility of using machine vision to automatically monitor animal populations in ecologically sensitive regions, such as the Amazon Forest. Variations in animal populations are good indicators of change in ecosystems which in turn may be the result of man's affect on the natural environment, but reliable data is difficult and expensive to collect. The approach developed for the application uses color pixel distributions as these have been shown to provide a good basis for object recognition by other researches; as such it is broadly applicable to a range of object recognition and image retrieval problems.
Segmentation plays an important role in object recognition, particularly when a cluttered background surrounds the object to be recognized. Many researchers circumvent this problem by using databases of presegmented objects [1] , but in this application this is unrealistic and instead an object segmentation based Manuscript received June 14, 2000 ; revised June 26, 2001 . This work was supported in part by the Brazilian Government Research Agency (CAPES). The associate editor coordinating the review of this manuscript and approving it for publication was Dr. Mark S. Drew.
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on motion is used [2] . A d'Alembertian of a spatial-temporal Gaussian filter is convolved with a sequence of image frames in order to obtain an image of temporal zero-crossings. Subsequently, the magnitude of the normal visual motion is estimated at each pixel of the spatial-temporal zero-crossings, and a spatial motion-based graph-theoretical clustering (SMGTC) algorithm is applied to the velocity image. An example segmentation result is shown in Fig. 1 . Monkeys are classified by comparing feature vectors formed by multiscale illuminant invariant color texture descriptors extracted from motion segmented image patches in candidate and prototype monkey scenes. The major contribution of this paper lies in the combination of Gabor filter banks and color angles to characterize color texture, together with the novel application of this method for recognition of animals in video scenes captured with a simple hand held video camera. Color angular indexing was first proposed by Finlayson as a concise illuminant invariant color descriptor [3] , overcoming some of the problems inherent in Swain's color histogram approach [1] . The color angular index comprises the three inter-band angles between the bands (stretched out as vectors in a high dimensional space) in a color object image, and three so called color-edge angles formed in a similar way from an image which has been pre-filtered with a Laplacian of Gaussian mask. Color angles and color-edge angles encode important statistical information about the color distribution and under a diagonal model of illumination change, the three angles between the different color bands provide a simple illuminant invariant. Gabor filters [4] have been used extensively for the analysis of texture in grayscale and color images and are intuitively appealing because they allow us to exploit differences in dominant sizes and orientations of different textures. Recently, Healey used Gabor filter banks to extract spatial information at different scales and orientations from color bands, and then to compute a set of statistical features capturing within and between band covariances [5] . This approach is not illuminant invariant, but the multi-band filters enable a similar but richer statistical measure of the color distribution to be computed, and as the feature set is considerably larger than that of the color angle technique the approach should be robust even when the size of the database is relatively large.
The paper is organized as follows. In Section II, we present the salient characteristics of natural texture that must be captured by a descriptor and we establish the need for a multiresolution approach. In Section III, we present the similarities between the Gabor filters and the multichannel filtering of the human visual system. The feature vector extracted for recognition, the multichannel color texture illuminant invariants, is presented in Section IV together with the results and an analysis of the performance of the system. Finally, Section V summarizes the work presented and discusses future extensions.
II. CONCEPT OF TEXTURE APPLIED TO NATURAL IMAGES
Texture analysis is important for many applications such as content-based image retrieval [6] and scene analysis. A number of techniques for analyzing image texture have been proposed. In this paper, we focus on a particular approach to texture analysis known as the multichannel filtering approach. We use this approach, together with color angles for object recognition in outdoor natural scenes where the illumination is subject to variation.
Natural image recognition based on texture still has many problems to be overcome, in spite of the enormous amount of research on the subject for many decades. The diversity of natural and artificial textures makes it impossible to give a universal description of texture but a popular approach is to define a texture element called a texel, in terms of a local statistical measure that is repeated over the texture region. Natural image textures are made up from texels of different sizes so it is not possible to specify the resolution as an initial parameter; nevertheless an efficient description can be obtained by using a multiresolution representation. Over the last two decades the use of multiresolution or multiscale approaches in image analysis has been well documented and in texture analysis the advantages of a multichannel filtering approach are well recognized.
The multichannel filtering texture recognition technique is motivated by evidence that similar mechanisms play an important role in the biological vision system [7] - [9] . After much experimental work in both psychophysics and neurophysiology, Wilson and Bergen [10] introduced the concept of the human visual system as a multichannel frequency analysis system. Some researchers hold the view that this process is well modeled by Gabor's elementary signals [1] .
In this paper, a bank of Gabor filters are applied separately to each color band to produce set of filtered images. Each filter is tuned to a narrow range of frequency and orientation. The great advantage of this multichannel filtering approach is that it offers the possibility of characterizing the difference in size and orientation of different natural textures.
III. GABOR CHANNEL FILTERS
A receptive field is a pattern of photoreceptors in the retina that determines the behavior of a cell in the visual cortex. In signals and systems terminology, a receptive field profile can be interpreted as the impulse response of the cell. Daugman [12] and Marcelja [13] have shown that 2-D Gabor filters are good fits to the receptive field profiles of simple cells in the striate cortex. When appropriately tuned, these filters are found to be extremely useful for performing texture feature extraction and texture edge detection. We use a bank of Gabor filters in a configuration known as multichannel filtering for texture characterization and classification. The strength of multichannel Gabor filtering and the advantages of its application in the field of image processing and pattern recognition have been confirmed by many researchers and have received considerable attention in the vision community [5] , [14] - [17] . The underlying reason for this strong support is based on evidence that the Gabor spectrum and representation is computed in the visual cortex of mammals [12] , [13] .
Another benefit of Gabor functions is their high conjoint resolution, which means that their response is highly localized in both space and spatial frequency. Empirical studies suggest that distributed conjoint spatial/spatial-frequency representations are fundamental to visual information encoding in the cortex of all mammals, including the human species [18] , [19] and they are also ideally suited for low-level image representations [20] - [22] . They are primarily useful because they improve pattern separability with invariance to scale, rotation changes and perspective distortions [15] , [23] . Further details on the biological vision system and the Gabor filter models of the cortical cells can be found in [24] and [25] . When Gabor filtering [11] , [26] is applied in image processing, all Gabor filters need to be extended to two dimensions such that the image can be represented by a number of localized frequency channels measured at different spatial resolutions. Thus, computer image analysis using Gabor filters enables us to capture local as well as global information in image texture. Statistical features such as the energy are extracted from the filtered image and evaluated in a statistical pattern recognition context [4] , [5] , [16] .
The equation below shows the two-dimensional (2-D) Gabor function as the product of a Gaussian window centered at a particular point in space and a frequency modulation term
where ; ; wavelength; rotated coordinate given by ; center of the function in the spatial domain, for simplicity the terms ; are set to 0; and determine the scale of the Gaussian along the respective axes. The two components of (1) differ only by a shift in phase of . Examples of the real part of a Gabor filter according to (1) and (2) in the spatial domain are given in Fig. 2 . In this case, the standard deviation of the Gaussian is the same in both directions and it changes with the frequency of the sinusoid as ( is a constant). In a discrete spatial convolution, the real and imaginary components are computed separately. Since the magnitudes of the complex components are equal, it suffices to consider the amplitude of the real part.
To summarize, Gabor filters have desirable properties that are suited for nonstationary texture analysis [15] . For example, Gabor filters achieve the lowest limit of the uncertainty inequality [27] , so it is possible for them to represent the image both in spatial and spatial frequency domains depending optimally on the chosen metrics [28] . Also, Gabor filters encode the different scale texture in images into multiple narrow frequency and orientation channels. This is important since each texture in the image is characterized by a given localized spatial frequency or a narrow range of dominant localized spatial frequency that differ significantly from dominant frequencies of other textures.
IV. MULTICHANNEL COLOR TEXTURE INVARIANTS
The multiscale color texture descriptions proposed by Healey [5] and inspired by grayscale image texture descriptions [17] first decompose each of the three color channels of the image into several frequency and orientation bands using a bank of Gabor filters. Then, several features are extracted from each color channel filter response independently (unichrome features) and also a combination of different color channel responses (opponent features). These features capture the statistics of image color in terms of spatial correlations (at different scales and orientations) both within and between color bands. We propose a new feature set of multichannel illuminant invariants (MII); they are based on color angles and so preserve illuminant invariance. In our approach, Finlayson's three color-edge angles [3] are replaced by many multiscale color-edge angles (MII). Intuitively, we suspect the multiscale color-edge angles encode second-order moment information about the color distribution in a similar way to Finlayson's three color-edge angles, but at multiple scales and orientations and this makes the method more robust.
A. Gabor Filter Design
Existing techniques are applied to grayscale images using either complex-valued Gabor filters [15] or pairs of Gabor filters with a quadrature phase relationship [23] . In our representation, even-symmetric Gabor filters (real-valued) with a circularly symmetric Gaussian are presented (an example can be seen in Fig. 2 ). Receptive field profiles of simple cells in the visual cortex have been shown to resemble even symmetric or odd symmetric Gabor filters [27] . Based on psychophysical grounds, Malik and Perona [29] provide some justification for using evensymmetric filters only.
The Gabor elementary function used in this work is described by (3). This equation is derived from (1) considering a circularly symmetric Gaussian. Thus, the standard deviation of the Gaussian is equal in both spatial directions and and extracting just the real part of the complex function (3) where is the index for the scale and is the index for the orientation.
It is intuitive to specify Gabor filters in terms of their spatial frequency and orientation bandwidths. The frequency (oc- By varying the free parameters , and , a Gabor filter of arbitrary orientation and bandwidth characteristics can be generated. Note that for fixed , the product is a constant. This means that high frequency filters would have smaller spatial width, and vice-versa. It has been a common practice to decompose the frequency band by the octave band decomposition [17] . This implies a finer frequency resolution in lower frequency regions than in higher frequency regions.
The design strategy of the two filter parameters and can be seen in [30] . This design maximizes coverage of the frequency domain while minimizing the overlap between filters. Thus, the radial frequencies are taken one octave apart so that , as suggested by experiments on cells in the visual cortex and by psychophysical experiments on the human visual system [18] . The orientation is given by . Rotation and scale invariance is achieved by the distributed implementation through multiple filter image representations.
In order to guarantee that the passband of the filter with the highest radial frequency falls inside the discrete frequency domain, we determined the highest center frequency, which is shown in (6) [30] (6)
B. Multichannel Illuminant Invariant Features
The multichannel Gabor illuminant invariant texture features (MII) are based on color angles [3] . The color angles are illuminant independent statistics represented by the angle between each pair of normalized color vectors. The MII are calculated as the color angles between color texture image bands convolved with the same Gabor filter or convolved with two different Gabor filters. The MII are invariant to illumination changes that are accurately modeled by diagonal transforms.
Following a change in illumination, a color image with three bands will approximately transform by a diagonal matrix [3] . Thus, if are image bands of the same scene obtained under different illuminants, then they are related by constants and
Let be the th spectral band of the image and let be a Gabor filter at scale and orientation . Denote the filtered image by (8) Substituting (7) into (8) yields . Because convolution is a linear operator the filtered images of the same scene viewed under two different illuminants are related by constants preserving the diagonal model of illumination change. Finlayson proved [3] in that color angles statistics provide a set of illuminant independent invariants, under a diagonal model of illuminant change. The filtered image mean needs to be zero according to the color texture angles algorithm [3] . Thus, the mean is subtracted from the image obtaining the filtered zero mean image . The first features are the covariance of each zero mean filtered image calculated as and (9) The illuminant invariant features are calculated based on the definition of covariance and cross-covariance . The cross-covariance is given by and (
Thus, the multichannel illuminant invariant features represented by the angles between two Gabor filtered RGB bands for different combinations of scale, orientation and color bands are defined by and
Rotation and scale invariant properties arise because the Gabor filters are dilations and rotations of each other. Since angle statistics are normalized features, they are invariant to illumination changes that are accurately modeled by a diagonal transformation.
C. Results and Performance Analysis
To evaluate the saliency of various features we examined which feature sets provide the best classification accuracy using the same approach as Healey [5] . There is no universally best subset of features and so the feature selection task has to be performed for each specific problem to decide which features should be used. The problem is to determine which features optimize the classification rate for a particular application.
Our evaluation used two very different image databases. The first image database comprises motion segmented texture patches is derived from video of three different species of monkey from the Amazon Forest. Typical unsegmented video frames are reproduced as Fig. 3 . This image data was acquired using a hand held video camera and the monkeys are subject to illumination change and viewpoint transformations. We could not choose the number of images for each species as this was dependent on the number of views we could acquire of each monkey on site. Thus, the scene database has 822 images (566 images of "red-face" monkey, 137 images of "small" monkey, and 119 images of "brown" monkey). The model database is composed of 21 images from the three species. All the images were segmented with the spatial motion-based graph theoretical clustering (SMGTC) algorithm [2] before the recognition algorithms were applied. No illuminant correction was applied, all the illuminant invariance is derived from the technique of color angular indexing, which in turn assumes a diagonal color model and a camera with sharp spectral sensor responses [31] , [32] .
The second image database was published by Healey [5] . The images in the database were collected from various objects including patterned fabrics, wallpapers, and photographs of peacock feathers and granite. The images were taken with the camera rotated and by moving the camera far from the object. Healeys texture database is divided into 2560 textures as an instance of one of the 80 database textures. One sample of each of the 80 color texture images was chosen as the models (training set) and 31 test samples of each texture were selected for classification experiments (Fig. 4) . The goal was to classify each of the 2480 test textures as an instance of one of the 80 training set textures.
The experimental results are for the following recognition algorithms, based on color features characterized by multiscale and/or illuminant invariance.
The color angles (CA) post Gaussian filtering algorithm extracts the angle between color bands. It is composed of six features: three angles calculated before Laplacian of Gaussian (LoG) filtering and three angles calculated after LoG filtering (thus representing the texture) [3] . We enhanced this approach by adding six more features to the CA Gaussian, representing the standard deviation of each color channel before and after Gaussian filtering. These features are illuminant invariant but the number of features is insufficient to discriminate among 2480 textures in the Healey database and 821 images in the Monkey database. They delivered good performance when the database was composed of 240 images in total from just ten textures.
The multichannel opponent and unichrome (MOU) algorithm [5] provides 120 features per image (36 unichrome and 84 opponent) by considering four orientations (0 , 45 , 90 , 135 ), and three scales (1.4, 2.8, 5.6). For each combination of scale and orientation, six features are calculated according to Healey [5] . The MOU does not preserve illuminant invariance but the number of features and the scale and rotation invariance yield better result than the color angles alone.
The MII algorithm produces 150 features per image. The standard deviation [see (9) ] and multiscale color-edge angles [see (11) ] are calculated for the image filtered by each different combination of Gabor filters. The Gabor filters are applied to the images for four orientations (0 , 45 , 90 , 135 ) and three scales (1, 2, 4) . For each orientation, there are six different combinations of the three scales. The features are also calculated before filtering. This approach combined the advantages of the other approaches. These features are robust to image rotation, scale and illuminant color and the size of the feature vector is sufficient to discriminate among the images from the Healey and Monkey database.
1) RMS Analysis:
In this subsection, we examine which sets of features provide the best classification accuracy to evaluate the quality of the various features. Each scene is compared with each image of the model database and the class of the model with the rms difference is chosen as the corresponding scene class. In this case, all the images assigned to the wrong class are misclassified.
The number of features for each algorithm is optimized according to a stepwise search technique that selects the best features following the rms difference. In each step, the feature with the highest recognition rate is selected and added to the previous selected features. This technique does not guarantee the best feature selection but it decreases the number of features and the recognition rate is improved compared to the case where all the features are applied.
Some fabrics in Healey's database have the same pattern but with a different color structure. In this case, the feature vector has to capture not only the spatial structure of each texture but also the detailed spatial structure of the color components. In both, the MII and MOU, this information is available in terms of the spatial correlation for each spectral band and between different spectral bands, encoded either directly (MOU) or indirectly as multiscale color-edge angles (MII). Since this database does not consider the problem of illuminant invariance, the matching results are very similar for both the MOU and MII algorithms (Fig. 5) . The CA Gaussian performs well (67%) until the point where its small feature number restricts the increase in the recognition rate.
In Fig. 6 we can see clearly how efficiency, correctness and robustness depend critically on how many observed world factors are allowed to influence object appearance. The 822 motion frames which form the monkey database were acquired from 106 different shots. The great advantage of motion image recognition is that many frames can be analyzed from the same scene adding a huge variety of poses with varying viewpoint and illumination for each scene.
The optimal number of features of CA and MOU algorithms is small but the recognition rate for the MII is higher as can be seen in Fig. 6 .
2) ROC Analysis: We then considered the robustness of the classification system to variations in the decision threshold (ROC analysis [30] , [33] ). A decision function was established such that if the rms difference between prototype and candidate feature sets is smaller than the threshold, images are classified positive (assigned to the prototype class). When the rms difference is bigger than the threshold, the images are classified negative, which means that they are not assigned to any prototype class. Using this approach one can evaluate the system in terms of the fraction of cases that are correctly and incorrectly classified. When both the recognition rate and the rms error is taken into account, it becomes more evident that the MII delivers the best performance. This is evident from the ROC analysis in Figs. 7 and 8. The more concave and closer the curve to the true positive fraction (TPF) axis, the higher is the difference of the rms error for true and false matches, i.e., the better the system performs. Fig. 8 shows the ROC analysis for the Amazon Forest Monkey database. The result of the MII algorithm is outstanding compared to the others. There is no false positive when the true positive fraction is below 57%. So the rms error for the true matches is much smaller than the rms error for the false matches for a specific threshold parameter. When considering 5% of false positive, the true positive fraction for the CA and MOU algorithm is very small thus around 80% of the images can not be classified against 27% for the MII. The advantage of the ROC analysis compared to accuracy classification is the reduction in the number of false positives by eliminating the images that do not match correctly.
3) Time Performance: The time performance for all recognition algorithms based on Gabor filters can be seen in Table I . There is a time range for each algorithm. Though all the images have the same size, the time varies according to the resulting image after segmentation. Since only the segmented pixels are processed by the recognition algorithm, the recognition computation time depends on the number of pixels of the segmented image. The Gabor MII is slower than the Gabor MOU but it is still the best approach when considering both time performance and recognition rate. In the Gabor MOU, the Gabor filter is implemented as a sum of separable filters reducing the 2-D convolution to four one-dimensional (1-D) convolutions. This approach efficiently reduced the computer-time of the recognition algorithm. One should also note that the computer used in our experiments is slow if compared to those currently available. Thus, the time performance for all the algorithms are very good for the proposed application.
V. CONCLUSIONS AND FURTHER WORK
In this paper, we compared three recognition methods based on color features: Finlayson's color angle feature set, Healey's multichannel opponent unichrome feature set, and a new feature set called MII. The new feature set was developed for recognition of animals in outdoor scenes. The approaches were compared using two databases, one comprising image patches of monkey skin texture and the other a reference standard. In these tests the MII set of features appear to provide the better classification accuracy showing that illuminant, rotation and scale invariance is extremely important when color images are used for recognition of outdoor scenes where there is no constraint on illumination, orientation and scale. We achieve invariance to rotation and scale by combining Gabor filter outputs across different scales and different sensor bands. Many authors have observed that this multi-band filter mechanism is similar to the filtering process of some cells in the human visual cortex. In our tests, we felt there was no need for comparisons with grayscale features, as Healey [5] has already showed that their performance is worse than color features (i.e., the grayscale features used by Healey have been shown to be the best among many other grayscale multiscale texture feature sets [6] and they are still worst than MOU color features).
The recognition rate and speed from Gabor MII can be improved by developing a systematic filter selection scheme and by optimizing the 2-D Gabor filter convolution. Improvements could be made to the one nearest neighbor classifier used in all tests. This classifier was chosen due to the lack of time for developing a more robust approach. Further work could focus on: selecting a classifier based upon what is known about the underlying statistics including prior knowledge from the objects; improving the code and studying new optimized approaches for Gabor filter selection.
