We present a new fitting technique based on the parametric bootstrap method, which relies on the idea to produce artificial measurements using the estimated probability distribution of the experimental data. In order to investigate the main properties of this technique, we develop a toy model and we analyze several fitting conditions with a comparison of our results to the ones obtained using of the standard χ 2 minimization procedure. Furthermore, we investigate the effect of the data systematic uncertainties both on the probability distribution of the fit parameters and on the shape of the expected goodness-of-fit distribution. Our conclusion is that, when systematic uncertainties are included in the analysis, only the bootstrap procedure is able to provide reliable confidence intervals and p-values, thus improving the results given by the standard χ 2 minimization approach. Our technique is then applied to an actual physics process, the real Compton scattering off the proton, thus confirming both the portability and the validity of the bootstrap-based fit method.
the fit parameters. This last contribution can be evaluated according to the (linearly approximated) uncertainty propagation as δθ extra,ab ≃ cd ∂θ a ∂θ f,c θa=θa σ f,cd
where the indexes a, b run over the components of θ, while c, d on the components of θ f . The quantity δθ extra,ab thus includes both the covariances and the variances, obtained when a ≡ b. Furthermore, the terms in round brackets can be evaluated as ∂θ x ∂θ f,y θx=θx = ∂T ∂θ x −1 ∂T ∂θ f,y θx=θx .
However, if the analytical structure of the model is complicated, the term (∂T )/(∂θ f,y ) could be hard to be obtained, even numerically, thus requiring the application of a different strategy.
Our new method is able to solve all these problems in a straightforward way and, even if we apply it within the least square framework, it can, in principle, also be used with other minimization schemes, as the Maximum Likelihood (ML) approach.
The manuscript is organized as follows. In Sec. II we give a general outline of our new method and we describe in detail its more relevant features by considering a general example of a fit of data with both statistical and systematic uncertainties. In Sec. III we perform an accurate check of the new method using a toy model and simulated data. The results thus obtained under different fit conditions are also compared to the ones coming form the standard χ 2 fit procedure. In Sec. IV we apply our method to an actual physics process, the real Compton scattering off the proton. Here we briefly summarize the results that have already been published (see Ref. [2] ) and complement them with additional information by giving an estimated of the experimental biases of the fitted data and by evaluating the expected goodness-of-fit distribution both with the exclusion and the inclusion of the systematic uncertainties in the fit procedure. Finally, our conclusions are drawn in Sec. V.
II. OUTLINE OF THE NEW METHOD
Our new method is based on the parametric bootstrap technique (see, for instance, [3] and references therein). It requires, for each point E i , measured at a given set of known parameters x, the knowledge of the probability density function p(x) of its evaluated uncertainty. The core idea is to assume each single E i to be the ML estimate of its true and unknown value E i . In this case, the density p(x, E i ) is taken as an approximation of the true density p(x, E i ):
Then a random bootstrap sample E
n is generated, for each E i , according to p(x, E i ). Using this sample, an estimate of the true model parameters θ b is obtained using the standard minimization tools (simplex, gradient, ...) applied to the function given in Eq. (1) .
Repeating this bootstrap cycle a (very) large number n b of times, we get a sampleθ
Inverting the decomposition of Eq. (17), we can get the evaluation ofχ 2 in the bootstrap framework. Within the small numerical approximations introduced by the Monte-Carlo procedure, such a value has to be identical to the one that can be directly computed from Eq. (14) at the very end of the bootstrap procedure. This cross-check is crucial for the autoconsistency of the fitting method: ifχ 2 =χ 2 b,j − i γ 2 ij + i ǫ 2 ij + i D ij + i Φ ij , there could be some mistakes in the sampling scheme or in the minimization procedure.
C. Evaluation of the expected goodness-of-fit distribution
Once established the analytical form of the minimization function and the decomposition of its minimum value, it is still necessary to define a goodness-of-fit distribution, from which the associated p-values have to be computed. This procedure is detailed below.
Within this framework, the expected distribution can be evaluated assuming the model T i (θ f ,θ) to be correct and by considering an ideal situation in which the experimental points are exactly the values predicted by our model.
The sampling procedure outlined above (see Eq. (10)) can then be repeated replacing each experimental data with T i (θ f ,θ). We thus obtain:
The minimization function can then be defined as:
and we denote its minimum value after the j-th cycle as:
The sampled parameters θ f,j are exactly the same as in Eq. (12) , while the fit values of the parameters at every bootstrap cycle are, in general, different from the ones obtained from the fit of the bootstrapped data: for this reason we use the symbolθ ′ j instead ofθ j . According to this notation, we can apply the same decomposition as before, thus defining
The resulting decomposition forχ
whereχ 2 th is defined as in Eq. (14), replacing E i with T i (θ f ,θ). This parameter is identically zero by construction, but we explicitly leave this decomposition as a cross-check 2 since, within the small numerical approximations introduced by the procedure itself, we should obtain:
It is interesting to notice that in Eq. (23) the sensitivity of the theoretical model on the additional parameters set θ f is confined in the term Φ ′ ij , which includes the dependence on η ′ ij . This allows us to define the unbiased theoretical distribution for theχ 2 value, which does not include the effect of the (θ f − θ f,j ) difference. This feature corresponds to the definition of the following minimization function,
with a minimum atχ
This new parameter is independent on any model or assumption about the probability distribution functions of the experimental data. When systematic uncertainties are not taken into account and the Φ ′ ij term can be neglected, the bootstrapped values of Eq. (23) are basically sampled from the Gaussian distribution N [T i (θ f ,θ), σ 2 i ] since they are the sum of independent standard Gaussian variables i γ 2 ij . The small additional corrections due to the i ǫ ′ ij 2 and i D ′ ij terms can introduce a tiny model-dependent distortion to this simple picture, as it will be discussed later.
On the other hand, when systematic uncertainties are included in the fit procedure, these values are generated from the
2 and i D ′ ij cannot thus be neglected, and an appreciable distortion is introduced to the standard χ 2 -distribution. The theoretical distribution reconstructed from theχ 2 u,j values can then be written as:
For the sake of completeness, we list all the terms of Eq. (17) and Eq. (23), divided by the number of degrees of freedom n dof , i.e.χ
since they will be used later in the text. From a sufficiently high number of bootstrap replicas, we can reconstruct the expected goodness-of-fit distribution p(χ 2 th ). Once p(χ 2 th ) is empirically evaluated, we are able to compute the p-value associated to the fit results using the two-sided χ 2 test defined as:
where X is the value of the χ 2 r value obtained at the end of the fit and
In the following, we will omit the X dependence in the cumulative distribution functions CDFs. Using all the parameters defined in Eq. (28), some important cross-checks about the validity of the overall procedure can be performed: * when the model T (θ f , θ) is correct, the expected value of ǫ 2 r and D r have to be small since the fit parameters should not have too large uncertainties; * the expected value of Φ r should be small when the uncertainties of additional parameters set θ f do not give a relevant contribution to the final fit results. On the contrary, when the Φ r term is not small, we can get some hints on how to deal with the θ f parameters: i) we should fit them or ii) we should reduce the uncertainties of the θ f terms with a more accurate experimental evaluation.
* the probability distribution of γ 2 r has to exactly follow the χ 2 -distribution, otherwise the used pseudo-random number generator could be not good enough.
III. A SIMPLISTIC MODEL TO DESCRIBE THE NEW METHOD

A. Implementation
In order to investigate and check the features of the bootstrap-based fitting technique, we implemented a toy model using simulated random data from the Breit-Wigner (BW) distribution, that can be written as:
where I is an overall scale factor, µ is the peak position and Γ specifies the half-width at half-maximum. This function is chosen since it plays an important role in physics, being often used to model resonance phenomena, and it is also strongly non linear in the parameters space.
In order to generate our simulated data, we sample a variable ξ from a uniform distribution U[0, 1] and we use the well-known cumulative inversion method to obtain a value for x which is distributed according to BW (x; I, µ, Γ). The chosen values for the µ, Γ, and I parameters of Eq. (30) are:
Using this procedure, 30000 simulated events were generated and those falling within the x interval [−4, 4] were equally divided into 3 different sub-sets and grouped into the 100-bin histogram shown in FIG. 1. If, for each sub-set, we denote by B i and σ B,i the content and the statistical uncertainty of the i th histogram bin, the bootstrapped data are given by Eq. (10), where the experimental values E i and σ i are replaced by B i and σ B,i , i.e.
We are able now to implement our new fit method and to check it in different conditions: We also assume that each sub-set is affected by uniformly distributed systematic scale uncertainty with: ∆ 1 = 0.04, ∆ 2 = 0.06 and ∆ 3 = 0.03. For each condition, the fit is performed with 10000 bootstrap replicas both without and with the inclusion of the systematic uncertainties. In the first case we simply set δ ij = 0 in Eq. (10) and Eq. (32), while in the second one we add the superscript ′ to every fit condition.
B. Fit results
The final results of the fit performed under all the conditions described above are displayed in Table I and Table II and FIGs. 5 to 8, respectively. Finally, the CDFs of the expected goodness-of-fit distributions are displayed in FIGs. 9 and 10. In the following a detailed discussion of all these results is given. 
FIG. 2:
Probability distributions for the fit parameters of the simulated data for the Fit(') 3p (upper panels) and Fit(') 2p+1f (lower panels) configurations. From left to right: the scale factor I, the mean µ and the width Γ. The red (black) points indicate the inclusion (exclusion) of the systematic uncertainties in the fit procedure. In the Fit 2p+1f case, the mean value µ is not fitted but kept fixed to zero. See Table I for the meaning of the symbols.
Fit3p
As a first consistency check, we compare the results obtained in this condition and given in first line of Table I , to the results from the standard fit procedure given by Eq. (1) and Eq. (2) . In this last case we obtain:
All these values are in very good agreement with the numerical results of Table I . The only small difference is the asymmetry of the bootstrapped 1-σ interval for I and µ. This feature is due to both the finite number of replicas (10000) and to the finite number of bins (100) of the histograms used for the evaluation of the CDF for the goodness-of-fit distribution. Such a difference can be reduced by increasing the number of bootstrap cycles and of the classes used for the CDFs generation. As an example, when using 100000 replicas and 200-bin histograms, we obtain exactly the same confidence intervals as in the standard procedure.
This approximation can also be taken under control by examining the empirical probability distribution functions shown by the black open dots of FIG. 2 (upper panels). Using a standard best-fit procedure, we checked that they follow a Gaussian distribution, in agreement with statistical expectations (see, for instance, [4] ). As an example, the probability distribution FIG. 6 ), the term E χ 2 is numerically very close to zero (see Table II ) and its distribution coincides with the reduced χ 2 -distribution, as expected from Eq. (27), due to the quite small and almost opposite values of
This result is shown in the left plot of FIG. 9. All these properties fully confirm the considerations outlined in Section II B and Section II C.
Fit ′ 3p
Due to the functional form of the BW distribution in Eq. (30), a common scale uncertainty only affects the uncertainty of I and does not influence the estimate of the other parameters µ and Γ, as shown in the second line of Table I We can compare these results to the ones obtained using the χ 2 mod function of Eq. (3), leaving the normalization factors for each sub-set as additional free parameters:
where σ
In this case we obtain:
These results are very similar to the ones obtained under the Fit ′ 3p configuration. The slightly smaller uncertainty on I is (at least partially) due to the additional fit parameters that are present in Eq. (34) with respect to the bootstrap case. As a cross-check, if we take into account only the first data set and then only one additional parameter, these two methods give exactly the same estimate I = 243.8 ± 6.2. 27)). The size of this distortion depends both on the magnitude of the systematic uncertainties and on the analytical structure of the model T .
If we examine theχ
The CDF for the goodness-of-fit distribution is shown by the red dots of FIG. 9 (left panels) and the resulting p-value (see Table I ) is significantly different from the Fit 3p case. All these considerations signal that this crucial fit parameter cannot be correctly evaluated within the χ 2 mod framework. It is also interesting to closely examine the probability distribution for the fit parameter I, the only one that is affected by the inclusion of the systematic uncertainties in the fit procedure since, in this case, we cannot make any general assumption about its functional form. The obtained distribution with 100000 bootstrap cycles is shown in the central plot of FIG. 4 , where we can clearly notice a significant deviation from the Gaussian shape which becomes more relevant as the value of ∆ k is artificially increased (right plot of FIG. 4) . This behavior can be qualitatively explained by the fact that, given the sampling defined in Eq. (10), the distribution of the I parameter results from the convolution of a uniform and a Gaussian function, with its shape depending on the ∆ k /σ i ratio. 
Fit 2p+1f
As expected, all the results obtained in this case, both with and without the inclusion of the systematic uncertainties, are basically the same as in the Fit( ′ ) 3p conditions (see Table I and Table II ). They will be used as a benchmark to compare the results of the Fit( ′ ) 2p+1s conditions to quantitatively investigate the effects on the fit results given by the uncertainties related to additional model parameters.
Fit2p+1s
The results obtained when σ µ0 = 3% (fifth and sixth lines of Table I and Table II is almost negligible. Also the probability distributions of the fit parameters I and Γ are still compatible with a Gaussian function.
On the contrary, the fit results significantly change when σ µ0 is large and equal to 20%, as shown in the seventh and eighth lines of Table I and Table II, The probability distributions of the fit parameters I and Γ are strongly asymmetric and significantly different from all the previous cases. The Φ ′ r term gives a sizable contribution toχ 2 th,j with a significant distortion of the goodness-of-fit distribution. Also the effect on the data systematic uncertainties is strongly reduced, as shown in FIG. 10 , due to the effect of the relevant uncertainty on µ 0 . As previously mentioned (see Sec. II C), in this case it would be more meaningful to add µ as an additional fit parameter. C. An additional complication: data with a systematic offset
We showed in the previous sections how to deal with the systematic uncertainties associated to the experimental data. However, we implicitly assumed that the data themselves are not affected by any intrinsic offset. We now make a step further and outline a strategy that allow us to deal with a priori unknown systematic offset of the data themselves.
Within our toy model, we assume that each data set has an unknown multiplicative offset δ * k lying inside the estimated 
Both the central values and the uncertainty intervals of the fit parameters are basically unchanged from the previous results given in Table I , but theχ 2 r parameter is now larger than before. Also the expected goodness-of-fit distribution, when systematic uncertainties are not taken into account, is different form the reduced χ 2 -distribution. This effect is already visible in FIG. 11 and, as expected, the discrepancy increases when |δ * k | increases. If the model T correctly reproduces the data, we can use the bootstrap framework also to estimate the unknown data offset with the following procedure: 1. apply the bootstrap fit in the Fit 3p condition and allow the parameter δ ij to span a range at least as wide as 3 [−∆ k , ∆ k ] only for one chosen set and assuming that all other data sets do have any systematic offset. This choice is (at least partially) justified when several different and independent sub-sets have to be taken into account, since, in this case, the overall effect of the different biases should be small due to compensation effects.
2. the study of the behavior of theχ 2 b,j parameter as a function of δ ij allows one to find the valueδ that gives the minimum value of E χ 2 b,j (δ ij ) . Such a value can be taken as an estimate of the true, unknown data offset.
3. repeat the previous steps for each single sub-set to empirically evaluate all their different offsets.
The results of this strategy, where we choose to consider the offset only on set 1, are shown in FIG. 12a and Table III , from which we can see thatδ = −3.1% ≃ −δ * 1 . By generating a sufficiently high number of points, the uncertainty onδ can be made arbitrarily small; in our case it is of the order of 10 −7 . In general, this uncertainty can be determined with the error propagation of the function chosen to fit the data of FIG. 12a .
This result means that if we want to force set 1 to be in good agreement with set 2 and set 3, we need to shift all its points back to their starting values, i.e. rescaling them by a factor −δ * This procedure is equivalent to use Eq. (34) and considering only the set 1 as affected by systematic uncertainties, i.e.
thus obtaining 1 − f 1 = (2.60 ± 1.16)% ≃ δ * 1 , as expected. Applying this strategy to sub-sets 2 and 3, we obtain the results shown in FIG. 12b and FIG. 12c and Table III . They are compared to the results of the χ 2 mod approach both when the f k parameters are fitted one by one and when they are all fitted simultaneously (see Eq. (34)). From all these results, we can see that:
* the offsets of sub-sets 1 and 2 are well determined by this strategy, while there is a significant discrepancy betweeñ δ 3 and −δ * 3 . This disagreement is due to the fact that, as previously noted, when we estimate δ * 3 , we are implicitly assuming that the other two sub-sets are not affected by any systematics, while they are both rescaled by the positive parameters δ * 1 and δ * 2 respectively. On the other hand, when we try to estimate δ * 1 or δ * 2 , the other two sub-sets are rescaled according to systematics of different signs, thus introducing a compensation that allows us to correctly determine their value. set number known sys. bootstrap χ 2 mod,r (one-by-one) χ 
are, within their estimated uncertainties, in agreement with the Fit ′ 3p results shown in Table I . However, we are not able to give a reliable p-value, since, as previously mentioned, the correlations among the data of each sub-set induced by the systematic uncertainties give a goodness-of-fit distribution different from the reduced χ 2 -function.
The bootstrap-based estimates of the real systematic offsets can be included into the fitting procedure in several ways:
1. rescale all the data points and their statistical uncertainties by a factor (1 +δ k ) and perform a single minimization with the standard χ 2 procedure. We then obtain:
2. rescale the experimental data as described in the previous point and then apply the bootstrap fitting technique, setting δ ij = 0 in Eq. (10) . We now get:
The results obtained in both the previous cases are very close, as expected, to the ones previously obtained in the Fit 3p condition.
IV. AN APPLICATION OF THE METHOD: FIT OF REAL COMPTON SCATTERING DATA
In this section we show an application of the bootstrap-based fitting method described in this work to an actual physics case: the extraction of the proton dipole scalar polarizabilities from the real Compton scattering (RCS) data, using fixed-t subtracted dispersion relations [2, 5] . In the RCS process, a real photon scatters off a proton, whose internal structure is probed when the photon energy is at least a few tens of MeV. The RCS differential cross section can be expressed, once the scattering angle and energy are fixed, in terms of 6 parameters, defined as the dipole scalar electric (α E1 ) and magnetic (β M1 ) polarizabilities, and 4 vector spin-dependent polarizabilities ( γ s ). For a detailed description of RCS and the dispersion relation framework, the reader is addressed to Refs. [6] [7] [8] [9] and references therein. For the purposes of this work, it is sufficient to recall that the RCS differential cross section dσ/dΩ can be written, once the photon scattering energy (E γ ) and angle (θ lab ) are fixed, as function of these 6 parameters, i.e. dσ/dΩ(α E1 , β M1 , γ s ). The experimental set used for the fit is made of 150 data collected at E γ ≤ 150 MeV, and divided into 13 independent sub-sets as shown in Table IV In Ref.
[2] the bootstrap-based technique outlined in this work has already been applied to extract α E1 and β M1 from the fit of the RCS data listed above. In one of the cases analyzed in Ref. [2] , only the difference (α E1 − β M1 ) between the electric and magnetic polarizabilities was left as free parameter. The values of (α E1 + β M1 ) and of the remaining 4 spin-dependent polarizabilities γ s were taken from the existing experimental estimates and the corresponding uncertainties were propagated into the fit procedure according to Eq. (12) . This analysis gives as final result (see [2] ): 
As an additional information about these fit outcomes, we show the estimate of the offset for each sub-set in the bootstrap framework (Sec. IV A) and the reconstructed goodness-of-fit distribution obtained in the fit conditions described above both with and without the inclusion of the systematic uncertainties (Sec. IV B).
A. Evaluation of the experimental bias
In this work, we adopt the same conditions as in Ref. [2] and we apply the strategy discussed in Sec. III C to evaluate the offset values of the different sub-sets. The results of this analysis are shown in FIG. 13 and FIG. 14. Estimate of −δ * for data sub-sets from 1 to 6. In each plot, the black points are the results of the preliminary bootstrap cycle, the yellow curve gives the result of the quartic polynomial fit, the red curves are set at ±∆ k and the green line is set at −δ * .
Some comments are in order here:
* the sub-sets with very small number of points, or with points lying in kinematical regions not very sensitive to the fit parameter (α E1 -β M1 ), basically show a flat distribution. This means that the evaluation of the systematic offset does not have a significant impact on the final fit results;
* for the majority of the sub-sets, the estimated systematic offset lies inside the published range 4 , thus cross-checking the validity of the method; * As mentioned before, this technique is model-dependent; for this reason, we do not recommend to use it to automatically discard data from the whole set. Even if the fit model T is correct, when the evaluated offset value is outside FIG. 14: Estimate of −δ * for data sub-sets from 7 to 13. In each plot, the black points are the results of the preliminary bootstrap cycle, the yellow curve gives the result of the quartic polynomial fit, the red curves are set at ±∆ k and the green line is set at −δ * . with the toy model, the expected goodness-of-fit distribution is not the reduced χ 2 -function, even when the systematic uncertainties are excluded from the fit. As already noticed in Sec. III C, this feature can be related to the non-negligible offsets present in the different data sub-sets. This effect can also be quantified with the E ǫ The expected values and the probability distributions ofχ 2 th,j are then given in Table VI and FIG. 16 respectively, both switching on and off the systematic uncertainties. From the numerical values of Table VI, we can conclude that: * the uncertainties on the fit parameter cannot be small, due to the relatively large values of the E ǫ * the sampling of the non-fitted additional parameters is under control, being the E [Φ r ] small; * the systematic uncertainties have a sizable effect on the fit uncertainties, being the E ǫ ′ 2 r term increased by a factor 5 as soon as they are included in the procedure.
V. CONCLUSIONS
We presented a new fitting technique based on the parametric bootstrap method and we developed a toy model to completely analyze and cross-check its main features. Furthermore, we applied the fitting technique to an actual physics process, i.e. the real Compton scattering off the proton [2] , thus confirming the portability of the technique itself. We showed that this new technique offers several advantages when compared to the standard best-fit procedures. The systematic uncertainties can be taken into account in a straightforward way without the need of additional fit parameters and with a very flexible implementation of any probability distribution. Furthermore, the probability distributions of the fit parameters are not assumed to be a priori Gaussian, but are empirically obtained by the procedure itself. Another advantage is that the uncertainties on additional model parameters can be easily taken into account, without resorting to the approximated, and often complicated to be implemented, error-propagation formula. The bootstrap framework provides also an estimate of the overall offset of a given data set, giving results that are in very good agreement with the ones obtained from the standard χ 2 mod method. This feature can be used as an indication about the quality of the data points, but it should not be used as a fitting strategy by itself. Furthermore, our fitting technique provides the correct p-value when systematic uncertainties are present and in all other cases when the goodness-of-fit distribution is not the reduced χ 2 -distribution. All these benefits have a counterpart: a relevant number of artificial bootstrap "measurements" has to be generated in order to well approximate both the (unknown) true probability distributions of the fit parameters and the fit p-value. Apart from this computational limitation, common to all the Monte Carlo-based methods, the previous considerations lead us to encourage the use of this technique.
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