Abstract-Internet of Things (IoT) is emerging as part of the infrastructures for advancing a large variety of applications involving connection of many intelligent devices, leading to smart communities. Due to the severe limitation on the computing resources of IoT devices, it is common to offload tasks of various applications requiring substantial computing resources to computing systems with sufficient computing resources, such as servers, cloud systems, and/or data centers for processing. However, the offloading method suffers from the difficulties of high latency and network congestion in the IoT infrastructures. Recently edge computing has emerged to reduce the negative impacts of these difficulties. Yet, edge computing has its drawbacks, such as the limited computing resources of some edge computing devices and the unbalanced load among these devices. In order to effectively explore the potential of edge computing to support IoT applications, it is necessary to have efficient task management in edge computing networks. In this paper, an approach is presented to periodically distributing incoming tasks in the edge computing network so that the number of tasks, which can be processed in the edge computing network, is increased, and the qualityof-service (QoS) requirements of the tasks completed in the edge computing network are satisfied. Simulation results are presented to show the improvement of using this approach on the increase of the number of tasks to be completed in the edge computing network.
I. INTRODUCTION
With its capability of interconnecting a large number of various intelligent devices across wide geographical areas, Internet of Thins (IoT) has become part of the infrastructures for many advanced applications leading to smart cities and other connected communities. This trend has inspired the development of a large variety of applications with connected intelligent devices. However, despite the rapid progress of IoT-related technologies, a major bottleneck of IoT applications is the limited computing resources available in each IoT device, including CPU, storage, etc. The situation is further exacerbated by the proliferating IoT applications, many of which involve resource-intensive operations, including big data analysis and real-time processing applications.
A common way to overcome the small computing resources of IoT devices in various applications is to offload some tasks of IoT applications to computing systems with sufficient computing resources, such as servers, cloud systems, and/or data centers for processing [1] - [3] . Task offloading improves the performance of IoT applications and reduces the energy consumption in IoT devices [1] , [2] , [4] . However, using the offloading method often causes additional overhead by data transmission over wide area networks, which would increase the latency of IoT applications and network congestion, especially in those applications involving resource-intensive operations [5] , [6] .
The disadvantages of task offloading to remote computing systems motivate the recent development of edge computing [5] , [7] , [8] , which uses network devices with larger computing resources, such as cloudlets, computingenabled switches, and computing-enabled base stations at the network edge, to support IoT applications. Due to the proximity to IoT devices, edge computing networks can decrease the latency of IoT applications and make larger bandwidth available for interconnecting IoT devices. Due to these benefits, task offloading to edge computing networks has attracted much attention of researchers in both academia and industry [4] , [6] , [8] - [11] .
Yet, task offloading to edge computing networks may cause unbalanced workload among edge computing devices, which may result in congestion in edge computing networks. There are two reasons for this problem: One is that the resources of some edge computing devices are too small for processing tasks with resource-intensive operations. The other is that the IoT applications tend to be more sophisticated and require more resource-intensive operations. Enabling resource sharing and task offloading among edge computing devices, have been used for addressing this problem [6] , [11] - [16] .
In this paper, we will present an effective approach to periodically distributing incoming tasks in the edge computing network so that the number of tasks can be processed in the edge computing network is increased. The task distribution generated by our approach is ensured to satisfy all the accommodated tasks' quality-of-service (QoS) specifications required in the IoT applications. Simulation results are presented to show the improvement of using our approach. This paper is organized as follows. In Section II, we will discuss the current state of the art in this area. In Section III, we will present our overall approach. In Section IV, we will formulate the problem of task distribution in edge computing networks. In Section V, we will present how to linearize the formulation of the task distribution problem to reduce its computation complexity. In Section VI, we will show how to generate the task distribution to increase the number of tasks accommodated in the edge computing network. In Section VII, we will present our simulation results to show the improvement of using our approach. In Section VIII, we will conclude this paper and discuss the future work.
II. CURRENT STATE OF THE ART
Since the concept of edge computing was first introduced [5] , [8] , various terms such as "cloudlet" [5] , "mobile edge computing" [7] , and "fog computing" [8] , have been used to refer to edge computing. Task distribution in edge computing networks has been studied in [6] , [11] - [14] .
Zeng, Gu, Guo, Cheng, and Yu, [6] , presented a joint optimization of task scheduling and image placement to minimize the average task completion time for fog computing supported software-defined embedded system. Gu, Zeng, Guo, Barnawi, and Xiang, [11] , presented a joint optimization of user association, virtual machine deployment, and task distribution to minimize the cost of operation for fog computing supported medical cyber-physical system. In both papers, the authors did not consider the resource limitations of edge computing networks, or the impacts of network bandwidth sharing and the constraint of security on the performance of task distribution.
Oueis, Strinati, and Barbarossa, [12] , presented an approach to load distribution for small cell cloud computing and a joint optimization of computational and radio resources to minimize the power consumption for dynamically formed small cell cloud systems. Sardellitti, Barbarossa, and Scutari, [13] , presented a similar approach to minimize the energy consumption at the mobile terminal side. Sardellitti, Scutari, and Barbarossa, [14] , presented a joint optimization of radio and computational resources for mobile edge computing. In all the three papers, the authors did not consider the impacts of network bandwidth sharing and the constraint of security on the performance of task distribution and load balancing.
III. OUR APPROACH
In this section, we will present our overall approach to task distribution in edge computing networks. The following assumptions are made in our approach:
A-1: The tasks to be processed in the edge computing network do not have different priorities.
A-2: The tasks to be processed in the edge computing network do not have dependency relationship among them.
A-3: The operating systems of all the virtual machines (VMs) in the edge computing network are of the same type, such as Linux or Windows [5] , so that the incoming tasks can be processed on any VM as long as the VM has sufficient resources.
It is noted that assumptions A-1 and A-3 are made for the sake of simplicity, and we plan to remove these two assumptions in our future work. Assumption A-2 is normally valid if the incoming tasks are from multiple IoT applications and/or various IoT devices.
As incoming tasks to the edge computing network are continuously sent from IoT devices, the task distribution process needs to be applied periodically. Let σ be the time interval between two consecutive applications of task distribution process. The input set of tasks to the next task distribution process consists of all the incoming tasks in the current time interval and those tasks which were not distributed in the last task distribution process.
Because incoming tasks are dynamically changing in terms of both arrival rate and specifications (workload, data size, deadline, etc.), σ should be dynamically adjusted to maintain acceptable performance of the task distribution process at each application. As the performance of the task distribution process is measured by the number of tasks being distributed in the edge computing network, σ should be adjusted based on the number of distributed tasks. If the number of distributed tasks falls below a preset threshold, for example, 30, σ should be reduced so that the task distribution process will be applied more frequently.
The task distribution process can be depicted in Figure 1 , and summarized as follows:
Step 1) Formulate the task distribution problem in the edge computing network, including the given QoS requirements of tasks and resource constraints of the edge computing network. The details of this step are presented in Section IV.
Step 2) Linearize the formulation and derive a mixedinteger linear program for generating the task distribution in the edge computing network. The details of this step are presented in Section V.
Step 3) Generate the task distribution using our algorithm, which is based on relaxation, rounding, and validation. The details of this step are presented in Section VI.
IV. TASK DISTRIBUTION PROBLEM FORMULATION
To formulate the task distribution problem in edge computing networks, we first describe the edge computing network and the incoming tasks. We will then generate the objective function with various constraints of edge computing networks and QoS requirements of tasks.
An edge computing network is built on the traditional network infrastructure, where devices such as cellular base stations, access points, routers, and switches, are associated with certain amount of computing and storage resources [6] , [7] , [11] , [17] , [18] . An edge computing network can be represented by a directed graph G = (V, E), where V = {v 0 , . . . , v i , . . . , v m−1 } is the set of edge nodes, and E = {e 0 , . . . , e j , . . . , e n−1 } is the set of edge links. The set of incoming links of node v i is denoted by in(i), and the set of outgoing links of node v i is denoted by out(i). Each edge node runs a number of VMs, and each VM performs one task at a time. Let h i be the number of available VMs on edge node v i at the time of applying the task distribution process. Each VM is granted with computing rate r i . Let s i be the available storage of edge node v i at the time of applying the task distribution process. Let p i be the lower bound of the security level that each VM in v i , has because of the security mechanisms incorporated in the VM, including the encryption for secure transmission of data to other nodes in the edge computing network [19] , [20] . Let b j be the available bandwidth of link e j of the edge computing network at the time of applying the task distribution process.
Let T = {t 0 , . . . , t k , . . . , t ψ−1 } be the set of tasks to be processed at the time of applying the task distribution process. A task is denoted by
where a k is the access node of t k , w k is the computation workload [1] of t k , d k is the data size of t k , s k is the storage requirement of t k , p k is the upper bound of the required security level of t k , and δ k is the completion deadline of t k .
As all the incoming tasks are initially sent from IoT devices to their connected access nodes, we further denote b a k as the access bandwidth for t k , which is the bandwidth between the IoT device that sends t k and its access point a k .
A. Constraints of Task Distribution
Before discussing these constraints, we need to identify the variables for task distribution due to the characteristics of the task distribution problem. Let x k,i = 1 if t k has been decided to be distributed to v i , and x k,i = 0 if t k has been decided not to be distributed to v i . Let f k,j , 0 ≤ f k,j ≤ b j , be the required bandwidth on e j for the flow of t k to pass through e j .
The constraints of the task distribution problem are given below:
C-1: Task assignment constraint: Each task t k can be assigned to at most one edge node, and must be executed and completed on the assigned edge node. That is,
C-2: Node storage constraint: Each edge node v i , must have sufficient storage to store the data of all the tasks distributed to v i . That is,
C-3: Security constraint:
The VMs on each node v i must be sufficiently secure in order to satisfy the specified security requirement of t k . That is,
C-4: Node sharing constraint: Each node v i can only host at most h i tasks due to its available VMs. That is,
C-5: Task completion time duration constraint: This constraint is that each accommodated task t k must be completed within the deadline specified by its IoT application.
The completion time duration of t k on an edge node v i consists of two components: the t k 's data transmission time duration between t k 's IoT device and its execution node v i , and the execution time duration of t k on node v i .
The first component consists of the t k 's data transmission time duration between t k 's IoT device and its access node a k , and the data transmission time duration between t k 's access node a k and its execution node v i . Recall that we use b a k to denote the bandwidth between t k 's IoT device and its access node a k . Let b a k vi be the bandwidth for task t k to transmit its data from its access node a k to its execution node v i , then the bandwidth between the IoT device and the execution node v i is min{b a k , b The constraint on the completion time duration τ k for each task t k is given as follows,
C-6: Link bandwidth sharing constraints: There are two constraints for link bandwidth sharing by multiple tasks in the edge computing network [21] . The first constraint C-6.1 concerns the difference between the total bandwidth of all the incoming and all the outgoing links used by the flow of task t k of each node in the edge computing network. The second constraint C-6.2 concerns the link capacity constraint of each link in the edge computing network.
C-6.1: Link bandwidth conservation constraint: For a node v i , which is neither the access node, nor the execution node, of t k , the sum of the required bandwidth on all the incoming links to v i for the flow of t k must be the same as the sum of the required bandwidth on all the outgoing links from v i for the flow of t k .
For a node v i , which is the execution node of t k , the sum of the required bandwidth for the flow of t k on all the incoming links to v i must be greater than the sum of the required bandwidth for the flow of t k on all the outgoing links from v i by b a k vi , which is the bandwidth for task t k to transmit its data from its access node a k to its execution node v i .
Hence, the flow conservation constraint is expressed as follows,
C-6.2: Link bandwidth constraint: For each link e j , the sum of the required bandwidth for the flows of all the tasks to pass through e j must be no greater than the capacity of link e j . That is,
B. The Task Distribution Program
Note that due to Constraint (1), some tasks may not be distributed to any edge node for execution. In practice, not all tasks can be accommodated for processing in the edge computing network because of the limited resources in edge computing network. The objective of the task distribution generated by our approach is to increase the number of accommodated tasks in the edge computing network. Hence, the task distribution problem can be formulated as follows:
s.t. (1)- (7). (8) Note that (8) is a mixed-integer nonlinear program (MINLP), and is NP-hard because of the following reason: Consider a special case of the task distribution program, which assumes that all VMs in the edge computing network finish their assigned tasks instantly and satisfy the maximum security level, all nodes have the same storage available, and all links have infinite bandwidth, is equivalent to the decision version of Bin Packing problem, which is NP-hard [22] . Because this special case is NP-hard, (8) is NP-hard. Due to the NP-hard nature of (8), it is impossible to generate the optimal solution for (8) in polynomial time, unless P=NP [22] .
In order to achieve the goal of our task distribution approach, we will use a mixed-integer linear program (MILP) by simplifying Constraint (5) and (6) in (8).
V. LINEARIZATION OF THE TASK DISTRIBUTION PROGRAM
The nonlinearity of (8) is due to Constraints (5) and (6), which are both nonlinear because they involve both x k,i and b a k vi . By assuming that the execution of all accommodated tasks will be completed exactly at their respective deadlines, b a k vi can be replaced by a constantb a k vi , which will be defined in (11) . This assumption does not increase any limitations on the services provided by the edge computing network since each accommodated task still satisfies its completion time duration requirement. The details of the linearization are explained as follows:
Given an execution node v i , Constraint (5) now becomes
Therefore, we can solve (9), and have the following inequality:
In other words, if b a k <b a k vi orb a k vi < 0, then node v i cannot be assigned as t k 's execution node, because Constraint (5) is not satisfied. On the other hand, if 0 <b (5) is equivalent to the following
Note that letting equality hold for (12) , which means that all tasks are completed exactly on their respective (5) and (6) with the following:
for ∀v i ∈ V \ {a k } The resultant program is now an MILP:
s.t. (1)- (4), (7), (13) . (14) VI. GENERATION OF TASK DISTRIBUTION
We generate the task distribution by solving the MILP (14) , which is the Step 3 of our overall task distribution process. It has four sub-steps, which can be depicted in Figure 2 and presented as follows.
Step 3.1) Initiate this sub-step by setting both the set of accommodated tasks, T Acc , and the set of failed tasks, T F ail , as empty sets.
Step 3.2) Relax the MILP (14) by replacing the binary variables x k,i ∈ {0, 1} with new variablesx k,i ∈ [0, 1], that is eachx k,i has a value between 0 and 1, inclusive. The resultant program with relaxed variablesx k,i is called a linear program relaxation (LPR) of the original program (14) .
Step 3.3) Solve the LPR of (14) over T and T Acc , and obtain the values of the relaxed variablesx k,i . Find the variablex k,i with the largest value, round off its value to 1, and all other variablesx k,i (v i = v i ) for the same task t k to 0. Then go to Step 3.4).
Step 3.4) Update T Acc to T Acc ∪t k . Generate a program for the data routing in the edge computing network by replacing the objective function in (14) with a new objective function, which is to minimize the sum of the flows of all tasks in Algorithm 1: Relaxation, Rounding and Validation (RRV)
Input: The edge computing network G = (V, E), set of tasks to be processed T Output: Set of accommodated tasks T Acc , set of failed tasks T F ail , task distribution {x k,i }, flows of tasks
Solve LPR of (14) and obtain {x k,i } and {f k,j };
Solve (15) for T Acc ∪ t k with fixed task assignment; Fix task assignment for t k ; 
the edge computing network. That is, (4), (7), (13) . (15) Validate the rounding in Step 3.3) by checking if (15) with the updated accommodated task set, has any feasible solution. If there is a feasible solution, the rounding of the values ofx k,i andx k,i in Step 3.3) is validated, and move t k from T to T Acc . In addition, put the tasks with all their variablesx k,i marked as failed the validation to T F ail . Then go to Step 3.3) if T is not empty. On the other hand, if there is no feasible solution for (15) , the rounding of the values of x k,i andx k,i in Step 3.3) will be undone, variablex k,i will be marked as failed the validation. Then go back to Step 3.3) to round off the variable with the next largest value. This section is implemented by Algorithm 1, which terminates in polynomial time. To see this, observe that in each outer iteration(Line 2-20), either a task is added to T Acc at Line 10, or all the rest tasks in T fail the validation and be moved to T F ail at Line 18. The size of T is reduced by at least 1 in each outer iteration. Hence the outer loop terminates in at most ψ iterations (ψ is the number of tasks initially in T ). The inner loop (Line 5-16) iterates over all task distribution variables, which is at most of the size O(ψm), where m is the number of nodes in V . Since LPs in each iteration can be solved in polynomial time [23] , the algorithm terminates in polynomial time as well.
VII. EVALUATION
In this section, we will present the evaluation of our approach to task distribution in the edge computing network. The simulation results show the improvement of our approach on the number of tasks accommodated in the edge computing network, compared to the two baseline approaches: the local execution approach (Local) and random distribution approach (Random). The Local approach does not involve task distribution in the edge computing network, and each task is executed locally on its access node. The Random approach randomly selects an eligible node for each task as its execution node, where an eligible node for a task is a node that can satisfy all the QoS requirements of the task. We use these two baseline approaches, as there are no existing approaches to the same task distribution problem.
A. Simulation Environment
We used Waxman model [24] to generate network topologies for edge computing networks. The Waxman model defines the probability of the connection of any two nodes u and v in a network, based on four factors: the distance between u and v, the maximum distance between any two nodes in the network, and two user defined parameter α and β, where α and β are in the range of (0, 1]. Larger values of β result in networks with higher link densities, while small values of α increase the density of short links relative to that of longer ones. The formulation of Waxman model is :
where p(u, v) is the probability of the connection of nodes u and v, and d(u, v) is the distance between u and v.
In our simulations, we changed the value of α and β to generate different network topologies for edge computing networks. In the first two simulations, we set the number of edge nodes to 15, and the values of both α and β to 0.8, which generated a network with 80 links. Our third simulation shows that no matter what values of α and β are selected, our approach always outperforms the two baseline approaches. In the third simulation, we set the number of edge nodes to 15, and changed the values of both α and β from 0.1 to 1, with an increment of 0.1, which generated networks with 28, 28, 36, 38, 38, 54, 66, 80, 96, and 116 links respectively.
We ran each of the following three simulations 20 times and obtained the average of the number of accommodated tasks. We selected the value of 20 because the results of the average of 20 instances of the simulations are stable enough to make comparison with all the three approaches. This is shown in Figures 3 to 5 that all the curves in these figures are highly smooth.
We compared all the three approaches using the number of accommodated input tasks, which is a direct reflection of the performance of different approaches.
B. Simulation with Varying Number of Tasks
In this simulation, we changed the number of input tasks from 50 to 400, with an increment of 50, to examine the effect of the number of input tasks. Figure 3 shows the simulation results. It shows that on the average, our approach accommodates 54% more input task than the number of input tasks than the Local approach and 100% more input tasks than the Random approach. We have also found that when the number of tasks increases, our approach performs even better than the baseline approaches. The reason is that our approach can balance the workload among edge nodes and utilize resources in the edge computing network more effectively than the baseline approaches. The overall performance of the Random approach is worse than the Local approach because the Random approach suffers from the overhead of data transmission in the edge computing network. 
C. Simulation with Varying Data Size of Tasks
In this simulation, we set the number of input tasks to 150, and changed the data size of input tasks from 20 MB to 200 MB, with an increment of 20 MB to examine the effect of the data size of input tasks. Figure 4 shows the simulation results. It shows that on the average, our approach accommodates 52% more input tasks than that of the Local approach and 86% more input tasks than that of the Random approach. It is noted that as the data size increases, our approach performs even better, and the Random approach performs even worse. This is because as the data size increases, although the overhead of data transmission increases, our approach achieves effective load balancing to reduce the overhead, which is accomplished by Step 3.2) -3.4) in our approach.
D. Simulation with Varying Connectivity of the Edge Computing Network
In this simulation, we set the number of input task to 200, data size of each input task to 50 MB, and changed α and β as described in Subsection A, to examine the effect of the connectivity of the edge computing network. Figure 5 shows the simulation results. It shows that on the average, our approach accommodates 34% more input tasks than that of the Local approach and 205% more input tasks than that of the Random approach. As the connectivity of the edge network increases, the performance of our approach also improves because a higher connectivity leads to better resources utilization and more effective load balancing in the edge computing network. As the Local approach does not involve input task distribution, the change of network connectivity does not affect its performance. 
E. Summary of the Experiments
We have found that in all the three simulations, our approach outperforms both the baseline approaches, in terms of the number of accommodated input tasks. We have also found that our approach has better performance when the number of input tasks is large, data size of input tasks is large, or the connectivity of the edge network is high.
VIII. CONCLUSION AND FUTURE WORK
In this paper, we have presented an approach to input task distribution to increase the number of input tasks that can be processed in the edge computing network for IoT applications satisfying all the QoS requirements of the input tasks. The improvement of our approach on accommodating more input tasks in the edge computing network over the local execution approach and the random distribution approach is shown by simulation.
To make our approach more useful, we plan to extend our approach to include the input tasks with different priorities, and VMs with different types of operating systems in the edge computing network. That is, the assumptions A-1 and A-3 in our approach will be removed.
