We have derived a novel approach to simulate free surfaces. For twodimensional finite-element flow simulations of the incompressible NavierStokes equations we integrate out the velocities on the surface obtained from the FEM-simulations with integrators for ordinary differential equations. The advance of the fluid front does not need additional data structures or interpolated mesh points as in the front tracking for finite difference methods, the adaptive mesh of the FEM-simulation is sufficient. As we perform the time-integration of the FEM-code, the second-order Adams-Bashforth turns out to be the most suitable integrator for the surface motion. For the speed of the wavefronts, we get excellent agreement for large viscosity with the lubrication approximation by Huppert, and for small viscosity, we get very good agreement with the experimental data for water by Martin and Moyce.
INTRODUCTION
While there is a mathematically developed theory for continua and their discretizations, the treatment of the respective surfaces is in a much less mature state. All standard solutions which deal with surfaces in fluid flow have their drawbacks, as the computational complexity is increased considerably compared to the flow problem without surfaces. Among the first approaches was the markerand-cell method [1] for finite differences where the introduction of the markers and the respective boundary conditions introduces totally new entities (interpolations, new mesh points) which are absent in the original flow problem. Level set methods [2] have become standard tools to smoothly interpolate data which are available only on discrete meshpoints. Nevertheless, due to the origin of these methods in computer graphics, we cannot be sure that the solutions would be the same under a rotation of the coordinate system (which is partly due to the underlying grid), nor does a computer-graphics based smooth interpolation guarantee that the physical properties of the surface are consistent with the underlying fluid. For finite element simulations, the modeling of the surface with an additional advection equation has been proposed [3] , but the mathematical complexity of introducing an additional partial differential equation to the Navier-Stokes equations may be too demanding for many users. For methods like the lattice Boltzmann methods, the lack of Galilean invariance is another drawback. For particle methods, like smoothed particle hydrodynamics [4] or moving particles semi-implicit [5] and the lattice gas automata [6] , the surfaces involve on their own, but the particle approach leads to other drawback. On the surface, the rim frays due to scattering of particles, while in the bulk, the accuracy of the flow computation with such methods is doubtful. Particle methods have the further drawback that also stationary flows have to be resolved with moving particles which leads to shot-noise and to the same computational effort as for non-stationary flows. For continuum approaches, at least stationary solutions can be obtained with a minimum amount of computational effort. Front tracking methods [7] make use of the interpolation of the flow field on mesh points which were not computed with the flow field. Such interpolations are not unique for the finite-difference methods and may lead to considerable noise, as one can see when one compares the simulation of a sinking particle with finite differences and finite elements [8] . In our approach, we want to reduce the amount of unphysical interpolations as much as possible and be able to use higher order time integration methods.
Our starting point was a finite element flow code for the microscopic simulation with granular particles (simulated via the discrete element method) inside, in which the irregular triangular grid can be adapted in every timestep (see Figure 1 ). Our philosophy for the development of the algorithm was to
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Simulating Free Boundaries in 2D FEM Flow Simulation with Direct Time Integration of the Surface Velocities minimize the computational overhead for the surface, both with respect to data structures and to mathematical formalism.
SIMULATION METHOD FOR THE FLUID PART
Finite element methods (FEM) allow the use of arbitrary triangular grids, so they are the method of choice for arbitrary boundary geometries, especially on pore-spaces of granular assemblies and their surfaces. Most of the flow problems involving suspended material will be incompressible, as the sound velocity for granular materials in two dimensions is less than 10% of the sound velocity of the bulk material [9] . For incompressible fluids, the Navier-Stokes equations can then be written as differential algebraic equations (DAEs, equation of motion with constraints) with the pressures as Lagrange-multipliers [10] which inhibit the velocities from compressing the fluid. The functional form of the latter can be better understood by comparison with Newton's equation of motions for masses M, external forces f, and constraints (incorporated with Lagrange parameter λ) as (1) with the Jacobian of the constraints G, the time derivatives of the velocities u′, and the Hessian of the constraint (rewritten with some vector analytical identities) g(u, u) . Cavities in the pore-space may become arbitrarily small, without actually contributing much to the flow field. To avoid the resulting limitations of the timestep due to the mesh-size via the Neumann-stability conditions for explicit integrators, the implementation with an implicit integrator is advisable. The time integration of the resulting DAEs be better performed by stiff solvers, which are in general also implicit. For these reasons, we have chosen the second order backward difference formula (BDF2) as solution method. The DAE-form of the Navier-Stokes equations in FEMformulation has been given by Gresho and Sani [11] as (2) where M is the mass-matrix of the problem, K is the stiffness matrix, N is matrix of the non-linear terms, f are the external forces, the u are the flow velocities, and
the P are the pressures. The quantities are indexed n + 1 to indicate the new timestep. C is the matrix for the incompressibility constraint, ∇ · u → = 0. We will not use any up-winding. The comparison of eqn (1) and eqn (2) shows that the pressures indeed turn out as the Lagrange parameters and instantaneous changes of the pressure are possible. There is no necessity, as in the case for the markerand-cell method, to obtain a smooth convergence of the pressure iteration, which behaves effectively as an "equation of motion" for the pressures and leads to restrictions with respect to the timestep and the accuracy and may consume the bulk of the total CPU-time [12] . In our method using eqn (2), pressures which fluctuate strongly are an indication of a too large timestep or other instabilities. With "reasonable" boundary conditions (i.e. for boundaries which are stationary or which move slow enough) and small deformations of the grid, there are no problems with the stability or convergence. If rapid changes or instabilities in the boundary conditions or unphysically large meshes lead to a noisy pressure field, the resulting velocity field obtained from this method is usually still smooth. It is reassuring to have method which indicates too large timesteps without blowing up. Since Eqn (2) is implicit, the values of the new timestep n + 1 must be computed via Newton-Raphson iterations from the previous values, where the "matrix" is the Jacobian of the velocities. Usually we need about three iterations for fixed boundary conditions. The BDF2-method is not self-starting, i.e. at the first timestep, additionally to the initial conditions, data from "before" the initial conditions are needed, and additionally, consistent initial conditions are needed for the pressure, so that the incompressibility condition is not violated. Therefore, we start our simulation by computing the solution of the nonstationary Navier-Stokes equations via the trapezoid rule formulation. The approach of integrating out the time dimension via a solver for ordinary differential equations (ODE), instead of discretizing the time direction also via finite elements is sometimes referred to as "semi-discretization". For the spatial discretization we use P 2 P 1 -elements, i.e. the pressures are approximated with affine elements, while the velocities are approximated with quadratic elements (see Figure 2) . As the velocities equations are of second order in the spatial derivatives and the pressures are only of first order in the Navier-Stokes equations, the FEM-polynomials for the approximation of the velocity must be chosen one order higher than those for the pressures. For other choices, the simulation will lock, i.e. the resulting system of discretized equations will become ill-conditioned. Though this approach is not novel, we have chosen it as the most promising candidate for the simulation of free boundaries for the sake of its stability.
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SURFACE MODELING
With the approach from Section 2 we have a finite element simulation at hand which allows to restructure and remesh the grid in every timestep [8] .
We would rather stick with our FEM-grid without introducing additional data structures for a variety of reasons. Our semi-discrete implementation is already a formulation of the FEM-equations on the ODE-level. Since the FEM-part of the simulation yields the velocities of the fluid at every lattice point, we should therefore be able to calculate new positions of the lattice points at the surface, and use the new position of the lattice points without any additional data structure. With the position of the surface at the discrete timestep n is given for the lattice site (i,j) as x n (i,j) , and the velocity obtained by our FEM-procedure on the free surface as v n (i,j) (for a sketch, see Figure  3 ) we could compute the new position of the lattice point via an Eulerintegration for a timestep τ as (3) Of course, due to the bad stability-and accuracy-properties of the Eulermethod, it is advisable to look for ODE-solvers with better numerical properties, i.e. essentially for a higher order solution method for eqn (3) . The effect of the integrator for gravitation waves was previously investigated and we found that the second-order Adams-Bashforth method among various multistep methods turned out to have the best volume conservation [13] 
Both Euler and third-order methods gave worse results. Since we do not want to deform our P 2 P 1 -elements into something with curved boundaries, we move only the corners of the triangles and interpolate the center points of the edges accordingly. There is an intrinsic limit of the timestep resulting from the flow velocity and the extension of a mesh. We have to compute the flow velocity from the previous timestep in the center of the edges of our triangles via interpolation. If the fluid front moves too fast, so that such a center point ends out of the fluid domain of the previous timestep, interpolation is not possible: The timestep must therefore be chosen to avoid that the middle points move too far. We have not quantified the restriction on the timestep, as it is due to the physical time scales: When we simulate the shock propagation in an aggregate of particles in fluid [14] , the timestep is related to the speed of the shock propagation (which is of the order of percent of the continuum sound velocity): For harder materials (higher Young's modulus), or "stronger" Figure 3 . Free surface modeling: moving the surface of the fluid using the obtained velocities from the finite element method.
inter-particle contacts (wider contact area), a smaller time-step is necessary, while for softer material (lower Young modulus) or narrower contacts (sharper edges of contacting particles), a larger time-step is possible. Correspondingly, there will be flow situations where the physics and the spatial discretization allows larger time-steps (stationary stratified flow) or a smaller timestep will be necessary (fully developed turbulence). The timestep necessary to resolve the motion of the surface depends on the relative size of the mesh near the surface and velocity of the surface.
Boundary Conditions
With respect to the boundary conditions one modification in comparison to conventional fluid simulations is necessary which becomes obvious in Figure 4 . The fluid flow on the wall inside the fluid is indeed implemented as no-slip boundary condition ( in Figure 4) . However, to model realistically the movement of the water front near a solid boundary, we have to give up the conventional no-slip condition in tangential direction between fluids and solids: Obviously, the water surface must be allowed to move. When one fills up a glass with water, the fluid meniscus rises with a finite velocity, which on the glass surface corresponds to a finite tangential velocity, incompatible with nonslip periodic boundaries. While non-slip boundary conditions are a reasonable extrapolation for macroscopic volume elements towards the boundary Figure 4 . Gravity wave (left) and schematic discretization near the surface in the inset, to the right. Grid points with normal velocities and tangential velocity set to zero as no-slip boundary condition ( ), all velocity components velocities computed (×) and the grid points with normal velocity set to zero while the tangential velocity is computed ( ) on the wall.
(vanishing momentum transfer), they are unsuitable to describe surface wetting phenomena (finite material transport). While the normal component of the flow velocity on the wall is still zero, the tangential velocity component on the fluid surface which contacts the wall must be computed from eqn (2), not be assigned. In that case, we have a priori the choice to compute the tangential velocity 1. for the outmost node of the outmost element, 2. for the outmost element (for our P 2 -discretization of the velocities, that would mean three nodes) or 3. for the nodes of several elements near the boundary. For large viscosities (ν = 10 −1 [m 2 /s]), it is enough to move only the outmost lattice point. For small viscosities, the wave front propagation needed the computation of the tangential velocities of at least one element (three nodes). As the results for one and two elements were consistent, we stuck to the computation of the tangential velocities for a single element.
SIMULATION OF THE COLLAPSE OF A WATER COLUMN
For the verification of our algorithm, we choose to simulate the collapse of a water column, i.e. the time evolution of a water-"step" which is a popular testcase, especially for Lagrangian (particle-based) methods. While boundary conditions are not a great concern for particle methods, for our FEM-scheme we have to choose the "correct" boundary conditions. A hydrostatic pressure profile on the vertical face of the step would be the same as for a bounding wall, and would therefore inhibit any time evolution of the face. For a free surface in the absence of surface tension therefore for every node on the surface, the pressures are set to zero, at every node which does not touch a wall, the velocities are computed, and the velocities along the walls are computed as discussed in Section 3.1. The next issue concerns the choice of the grid: For large deformations we have to remesh the grid globally. The most time consuming routine in the algorithm is the Newton-Raphson iteration, while the CPU-time of the remeshing algorithm is about 50% of the NewtonRaphson function in a single timestep. However, global remeshing is not necessary for every timestep. When there is no large deformation on the surface and the mesh, we use the relaxation algorithm which we originally developed for the mesh around grains in fluid in [15] to refine the meshes gradually. The total CPU-consumption of the relaxation algorithm is about 30% of the Newton-Raphson method.
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Water Column with High Viscosity
Huppert [16] derived the time dependence of the advance of the front Ζ with time t as (5) for an initial area q, gravity g and viscosity ν for the lubrication approximation, i.e. under the assumption that effects due to surface tension etc. could be neglected and the height h of the water column is much smaller than its width l [17] . Thought the latter assumption is rather problematic in our case, our data in Figure 6 compare rather well with eqn (5) at ν = 10 −1 [m 2 /s]. Changes of ν over a reasonable range of parameters did not lead to any changes in the curve. We leave it to the reader to interpret the good correspondence as either a confirmation of our simulation method by the lubrication approximation or vice versa. The lubrication approximation predicts a faster advance than the one found in the simulation ( Figure 6 ): This is consistent with the fact that the lubrication approximation neglects inertia effects, which the simulation takes into account, and which delay the propagation of the front. In Figure 5 the shape of the corner is preserved and travels towards the front is an effect of our purely hydrodynamic simulation: When we tentatively included surface tension, the nook vanished.
Water Column with Low Viscosity
For higher Reynolds numbers, we want to compare our simulation with experimental data rather than with other simulations or theories. Especially the experiment by Martin and Moyce [18] is of interest, as for their dimensions of the vessels, air resistance can be neglected, exactly the condition which we have in our simulation. We have extracted the outlines of the evolution of the step (slightly smoothed, as the surface is denoted by shadows of strongly varying width due to scattering by the menisci on the walls in the original high-speed camera snapshots) and associated them with the corresponding points in time in Figure 7 . In the following, we focus on the shape for short time scales, which we consider more meaningful for the verisimilitude of the simulation than the long-term time evolution, in which geometric details are smeared out and momentum-conservation and energy-decay dominate which is the preferred regime for particle methods [5] . What is striking in the high-speed pictures (300 [frames/s]) of Martin and Moyce [18] is, that the initial sharp step-shape between initial water level and vertical boundary (dotted oval in Figure 7 ) is rather well preserved during the collapse, at least within the limits set by the shadows due to light scattering by the fluid meniscus. Moreover, the upper surfaces looses convexity both on the left and on the right side. The resilience of the "corner" on the right is rather surprising, not to say counter-intuitive, but as the pressures in upper right corner are negligible, there are no forces which could cause the decay of the angle. For high viscosity ν = 10 −1 [m 2 /s] in Figure 5 , the cusp from the initial square profils traveled fast towards the front. In Figure 8 and the enlarged portion of the columns in Figure 9 , for the Figure 7 . While for the highly viscous fluid, the flow field of the upper right corner points diagonally downward out of the fluid front, for low viscosity the flow field points downward parallel to the front. On the left side in Figure 8 , a surface instability develops between t = 0.1 and 0.2 [s] which would be suppressed if surface tension were implemented: The fluid level sinks faster than the meniscus on the left boundary. The height gradient introduces a "downhill-flow" towards the right, which bumps into the slower moving surface and is reflected, as in water rapids.
In Figure 10 we show the time evolution of the advance of the front of water columns with different viscosity with the experimental data from Martin and Moyce [18] . For low viscosities, i.e. that of water, we were able to obtain a very good agreement with the experimental data (diamonds in Figure 10 ). As the simulation is without surface tension and adhesion with the ground, future simulations will have to show whether these effects (tentative implementations of the surface tension showed a slightly slower advancement of the fronts) play a role in obtaining more stable simulation. 
SUMMARY AND CONCLUSION
We have implemented a finite element method with free surfaces where we integrate out the motion of the surface elements according to the velocity data obtained from the FEM-scheme on the surface. Compared to conventional efforts, which try to solve partial differential equations for the motion of the surface, the additional effort in our method with respect to new data structures etc. is negligible. The method shows structures which are lacking in particlebased simulations for the same problem, like nooks which travel on the surface and which vanish only under the influence of surface tension. It is slightly surprising that such singular flow geometries as the upper right corner in Figure 9 can be integrated out safely, without any instabilities. The agreement of the results with the experimental data for rather low viscosities is certainly gratifying. It also indicate that we have not inadvertently hidden something akin to artificial viscosities, which would slow down the advance of the wavefront.
