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Рассматривается задача оптимального управления линейной стационарной управляемой системой
в классе кусочно-непрерывных управлений с гладкими ограничениями на управление на конечном
отрезке времени и критерием качества типа Больца. В частности, исследуется задача управления
движением системой точек малой массы под действием ограниченной силы с критерием качества,
терминальная часть которого аддитивно зависит от медленных и быстрых переменных, а интеграль-
ное слагаемое есть строго выпуклая функция по переменной управления. При выполнении условия
вполне управляемости пары матриц системы и управления для такой задачи принцип максимума
Понтрягина является необходимым и достаточным условием оптимальности. Отличие данного ис-
следования от предыдущих работ заключается в том, что матрица при быстрых переменных в урав-
нении быстрых переменных нулевая и тем самым не выполнено условие, при котором справедливы
результаты А. Б. Васильевой об асимптотике фундаментальной матрицы управляемой системы. Тем
не менее линейная система удовлетворяет условию вполне управляемости. В работе показано, что
задачи с интегральным выпуклым критерием качества более регулярны, чем задачи быстродействия.
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Введение
В работе рассматриваются две задачи оптимального управления линейными система-
ми [1–3] с постоянными коэффициентами с быстрыми и медленными переменными [4–6]
на конечном временном промежутке с интегральным выпуклым критерием качества и глад-
кими геометрическими ограничениями на управление. Рассматриваемая система не удо-
влетворяет стандартному условию устойчивости присоединенной системы. Поэтому ре-
зультаты А. Б. Васильевой [7] неприменимы. Задачи оптимального быстродействия с таким
условием рассматривались в [8,9]. Однако линейная система удовлетворяет условию вполне
управляемости. При одинаковых условиях на управляемую систему для задачи с интеграль-
ным выпуклым критерием качества получены степенные разложения в смысле Пуанкаре
определяющего вектора и оптимального значения функционала качества, а для задачи быст-
родействия — асимптотическое разложение определяющего вектора и времени быстродей-
ствия (оптимального значения функционала качества) раскладываются в асимптотическое
разложение в смысле Эрдейи по сложной системе функций [9]. Современные результаты по
нахождению асимптотики решения сингулярно возмущенных задач оптимального управле-
ния представлены в обзоре [10] и работах [11, 12].
§ 1. Задача с медленными переменными в терминальной части крите-
рия качества
Рассмотрим управление движением материальной точки в среде без сопротивления, то
есть следующую задачу:
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{
x˙ε = yε, t ∈ [0, T ], ‖uε‖ 6 1,
ε · y˙ε = uε, xε(0) = x0, yε(0) = y0,
(1.1)
где xε, yε ∈ Rn — медленные и быстрые переменные, а uε ∈ Rn — вектор управления
с интегральным выпуклым критерием качества:
J1,ε(uε) :=
1
2
‖xε(T )‖2 +
∫ T
0
‖uε(t)‖2 dt→ min. (1.2)
Управляемая система (1.1) имеет вид
z˙ε = Aεzε + Bεuε, zε =
(
xε
yε
)
, Aε =
( O I
O O
)
, Bε =
( O
ε−1 · I
)
. (1.3)
Отметим, что в силу (1.3)
eAεt =
(
I Wε(t)
O I
)
=
(
I t · I
O I
)
, Cε(t) := e
AεtBε =
(
ε−1t · I
ε−1 · I
)
.
Поскольку система (1.1) вполне управляема, то, как доказано в [13, утверждение 1,
формулы (2.4), (2.5)], оптимальное управление uε(t) в задаче (1.1), (1.2) имеет вид
uε(T − t) = C
∗
ε (t)lε
S (‖C∗ε (t)lε‖)
, S(ξ) :=
{
2, 0 6 ξ 6 2,
ξ, ξ > 2,
а вектор lε есть единственное (с учетом кофинитности ϕ :=
1
2
‖xε(T )‖2 — [14, теорема 26.6])
решение уравнения
0 = −∇ϕ∗(−l) + x0 +Wε(T )y0 +
∫ T
0
Cε(t)C
∗
ε (t)l
S (‖C∗ε (t)l‖)
dt. (1.4)
Здесь ϕ(x) = ‖x‖2/2, ϕ∗ = ϕ — функция, сопряженная с ϕ в смысле выпуклого анализа
(см., например, [14, § 12]), а ∇ϕ∗(−l) = −l.
Таким образом, уравнение (1.4) имеет вид
−l = x0 + T · y0 +
∫ T
0
ε−2t2 · l
S (ε−1t‖l‖)dt. (1.5)
Так как ε−1t‖lε‖ при каждом фиксированном ε > 0 является возрастающей функцией,
равной нулю при t = 0 и стремящейся к +∞ при t → +∞, то оптимальное управление
в таком случае будет иметь не более одной точки смены вида оптимального управления,
причем единственная точка t0,ε определяется из следующего выражения:
t0,ε
ε
· ‖lε‖ = 2, откуда t0,ε = 2ε‖lε‖ .
Рассмотрим два возможных случая.
(1) Если
t0,ε =
2ε
‖lε‖ < T, (1.6)
то t0,ε — точка смены вида оптимального управления и уравнение (1.5) перепишется как
−lε = x0 + T · y0 + 1
ε2
∫ t0,ε
0
t2 · lε
2
dt+
1
ε2
∫ T
t0,ε
t2 · lε
ε−1t‖lε‖dt.
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Отсюда
−ε · lε = ε · (x0 + T · y0)− 2
3
ε2 · lε‖lε‖3 +
T 2
2
· lε‖lε‖ .
Таким образом, должно выполняться следующее:
0 = lim
ε→0
(
−2
3
ε2 · lε‖lε‖3 +
T 2
2
· lε‖lε‖
)
= lim
ε→0
lε
2‖lε‖
(
T 2 − 4
3
· ε
2
‖lε‖2
)
.
Поскольку ‖lε/(2‖lε‖)‖ = 1/2, то отсюда следует, что
lim
ε→0
4
3
· ε
2
‖lε‖2 = T
2, то есть ‖lε‖2 = 4
3
· ε
2
T 2
+ o(ε2), ‖lε‖ = 2
√
3
3
· ε
T
+ o(ε), ε→ 0.
Поэтому условие (1.6) примет вид
T >
2ε
‖lε‖ =
2ε(
2
√
3
3
· ε
T
+ o(ε)
) =
√
3T
1 + o(1)
→
√
3T при ε→ +0,
что противоречиво при всех малых ε.
Таким образом, реализация случая (1) невозможна и реализуется только второй случай.
(2) Если
t0,ε =
2ε
‖lε‖ > T, (1.7)
то уравнение (1.5) принимает вид
−lε = x0 + T · y0 + 1
ε2
∫ T
0
t2 · lε
2
dt = x0 + T · y0 + T
3
6ε2
· lε.
Таким образом,
lε =
−6ε2 · (x0 + T · y0)
T 3 + 6ε2
=
−6ε2 · (x0 + T · y0)
T 3 · (1 + 6ε2
T 3
) ,
или
lε =
−6ε2 · (x0 + T · y0)
T 3
·
( ∞∑
k=0
(−1)k ·
(
6ε2
T 3
)k)
, ε→ 0. (1.8)
Отметим, что поскольку lε = O(ε
2), то величина 2ε/‖lε‖ → ∞ при ε → 0, и, таким
образом, условие (1.7) выполнено при всех достаточно малых ε > 0.
Найдем оптимальное значение функционала качества (1.2)
J1,ε(uε) =
1
2
‖lε‖2 +
∫ T
0
(
t · lε
2ε
)2
dt = ‖lε‖2 ·
(
1
2
+
T 3
12ε2
)
.
С учетом (1.8) получим
J1,ε(uε) =
3ε2‖x0 + T · y0‖2
T 3
+O(ε3), ε→ +0.
Тем самым доказана теорема. 
Т е о р е м а 1.1. В задаче (1.1), (1.2) определяющий вектор lε и оптимальное значение
функционала качества J1,ε при ε → +0 раскладываются в асимптотические степенные
ряды по малому параметру ε.
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§ 2. Задача с медленными и быстрыми переменными в терминальной
части критерия качества
Рассмотрим задачу для управляемой системы (1.1) со следующим критерием качества:
J2,ε(uε) :=
1
2
‖xε(T )‖2 + 1
2
‖yε(T )‖2 +
∫ T
0
‖uε(t)‖2 dt→ min. (2.1)
В этом случае согласно [15, формула (3)] уравнение для определяющего вектора λ в за-
даче (1.1), (2.1) имеет вид
∇ϕ∗(−λ) = eAεT z0 +
∫ T
0
eAεTBε · B
∗
εe
A∗
ε
τλε
S (‖B∗εeA∗ετλε‖)
dτ = zε(T ). (2.2)
Поскольку ϕ∗ = ϕ = ‖z(T )‖2/2, то ∇ϕ∗(−λ) = −λ, и в силу обозначения
λ :=
(
lε
ρε
)
= −zε(T ) =
(
−xε(T )
−yε(T )
)
.
Уравнение (2.2) можно переписать как( −lε
−ρε
)
=
(
x0 + T · y0
y0
)
+
∫ T
0
(
ε−1t · I
ε−1 · I
)
· ε
−1 · (t · lε + ρε)
S (ε−1‖t · lε + ρε‖)dt,
или
−lε = x0 + T · y0 + 1
ε2
∫ T
0
t · (t · lε + ρε)
S (ε−1 · ‖t · lε + ρε‖)dt, (2.3)
−ρε = y0 + 1
ε2
∫ T
0
t · lε + ρε
S (ε−1 · ‖t · lε + ρε‖)dt. (2.4)
У т в е р ж д е н и е 2.1. Рассмотрим задачу быстродействия для управляемой систе-
мы (1.1):
zε(Tε) = 0, Tε → min . (2.5)
Если задача (1.1), (2.5) разрешима и Tε 6 T, то J2,ε 6 Tε, где J2,ε — оптимальное
значение критерия качества в задаче (1.1), (2.1).
Д о к а з а т е л ь с т в о. Пусть uε(t) — оптимальное управление в задаче быстродей-
ствия. Рассмотрим оптимальное управление
u˜ε(t) :=
{
uε(t), 0 6 t 6 Tε,
0, Tε 6 t 6 T.
Тогда, в силу формулы Коши в конечный момент времени t = T, получим:
z(T ) = eAεT z0 +
∫ T
0
eAε(T−s)Bεu˜ε(s)ds = eAε(T−Tε) · eAεTεz0 +
∫ Tε
0
eAε(T−s)Bεuε(s)ds =
= eAε(T−Tε) ·
(
eAεTεz0 +
∫ Tε
0
eAε(Tε−s)Bεuε(s)ds
)
= eAε(T−Tε) · z(Tε),
следовательно, z(T ) = 0. Поэтому (с учетом неравенства ‖uε(t)‖2 6 1)
J2,ε(u˜ε) =
∫ T
0
‖u˜ε(t)‖2dt =
∫ Tε
0
‖uε(t)‖2dt 6 Tε.
Но J2,ε(uε) 6 J2,ε(u˜ε) 6 Tε. 
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С л е д с т в и е 2.1. J2,ε = O(
√
ε) и ‖zε(T )‖ = O( 4
√
ε) при ε→ 0, где zε(T ) — состояние
системы (1.1) в момент времени T при оптимальном управлении.
Д о к а з а т е л ь с т в о. В силу [9, теоремы 1, 2] время быстродействия в задаче (1.1),
(2.5) есть Tε =
√
ε · 2√‖z0‖+O(ε). Таким образом, J2,ε = O(√ε). Поскольку все слагаемые
в (2.1) неотрицательны, то и ‖zε(T )‖ = O( 4
√
ε). 
Из следствия 2.1, формулы (2.2) и вида ∇ϕ∗ получим, что
lε = O(
4
√
ε), ρε = O(
4
√
ε),
∫ T
0
‖uε(t)‖2 dt = O(
√
ε), ε→ +0,
где uε(·) — оптимальное управление в задаче (1.1), (2.1).
Рассмотрим t1,ε и t2,ε — точки смены вида оптимального управления в задаче (1.1), (2.1).
Они являются корнями квадратного уравнения
0 = ‖t · lε + ρε‖2 − 4ε2 = t2‖lε‖2 + 2t〈lε, ρε〉+ ‖ρε‖2 − 4ε2.
При этом на отрезках [0, t1,ε] и [0, t2,ε] (если они есть) ‖uε(t)‖2 ≡ 1. Поэтому в силу
следствия 2.1∫ t1,ε
0
‖uε(t)‖2 dt+
∫ T
t2,ε
‖uε(t)‖2 dt = t1,ε + T − t2,ε = O(
√
ε), ε→ +0,
то есть
t1,ε = O(
√
ε), t2,ε = T +O(
√
ε), ε→ +0. (2.6)
Поскольку подынтегральные выражения в (2.3) и (2.4) ограничены, то с учетом (2.6) эти
уравнения принимают вид

−lε = x0 + T · y0 + lε
6ε2
(
t32,ε − t31,ε
)
+
ρε
4ε2
(
t22,ε − t21,ε
)
+O(ε−1/2),
−ρε = y0 + lε
4ε2
(
t22,ε − t21,ε
)
+
ρε
2ε2
(t2,ε − t1,ε) +O(ε−1/2).
(2.7)
После умножения каждого уравнения в (2.7) на 2ε2 эта система с учетом (2.6) принимает
вид 

lε
(
T 3
3
+O(
√
ε)
)
+ ρε
(
T 2
2
+O(
√
ε)
)
= O(ε3/2),
lε
(
T 2
2
+O(
√
ε)
)
+ ρε (T +O(
√
ε)) = O(ε3/2).
(2.8)
Вычислим определитель системы (2.8):
△ =
∣∣∣∣∣
T 3
3
+O(
√
ε) T
2
2
+O(
√
ε)
T 2
2
+O(
√
ε) T +O(
√
ε)
∣∣∣∣∣ = T
4
12
+O(
√
ε)→ T
4
12
при ε→ +0.
Поэтому этот определитель не равен нулю при всех достаточно малых ε > 0. В силу
формул Крамера из (2.8) получим, что
lε = O(ε
3/2), ρε = O(ε
3/2), ε→ +0.
Но тогда ε−1‖t · lε + ρε‖ = O(
√
ε) при t ∈ [0, T ], и, таким образом, на отрезке [0, T ]
нет точек смены вида оптимального управления , то есть t1,ε = 0 и t2,ε = T . Поэтому
система (2.8) имеет вид
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{
lε
(
T 3
3
+ 2ε2
)
+ ρε
T 2
2
= −2ε2(x0 + T · y0),
lε · T 22 + ρε (T + 2ε2) = −2ε2y0.
(2.9)
Решая систему (2.9) методом Крамера, находим lε и ρε в явном виде:
lε =
△1
△ =
ε2 · (−2Tx0 − T 2y0 − 4x0ε2 − 4Ty0ε2)
T 4
12
+ ε2 · (2T + 2
3
T 3
)
+ 4ε2
,
ρε =
△2
△ =
ε2 ·
(
T 2x0 +
T 3y0
3
− 4y0ε2
)
T 4
12
+ ε2 · (2T + 2
3
T 3
)
+ 4ε2
.
Поэтому векторы lε и ρε раскладываются в асимптотические степенные по ε ряды при
ε→ +0. Первое приближение этих векторов имеет следующий вид:
lε =
(
− 24
T 3
x0 − 12
T 2
y0
)
· ε2 +O(ε2), ρε =
(
12
T 2
x0 +
4
T
y0
)
· ε2 +O(ε2), ε→ 0. (2.10)
Найдем оптимальное значение функционала качества (2.1):
J2,ε(uε) :=
1
2
‖lε‖2 + 1
2
‖ρε‖2 +
∫ T
0
(
t · lε + ρε
2ε
)2
dt =
=
1
2
‖lε‖2 + 1
2
‖ρε‖2 + 1
4ε2
·
(
T 3
3
‖lε‖2 + T 2〈lε, ρε〉+ T‖ρε‖2
)
.
С учетом (2.10) получим
J2,ε(uε) = ε
2 ·
(
12
T 3
‖x0‖2 + 12
T 2
〈x0, y0〉 − 6
T
‖y0‖2
)
+O(ε3), ε→ +0.
Таким образом, и в этом случае справедлива теорема, аналогичная теореме 1.1:
Т е о р е м а 2.1. В задаче (1.1), (2.1) определяющий вектор λε и оптимальное значение
функционала качества J2,ε при ε → +0 раскладываются в асимптотические степенные
ряды по малому параметру ε.
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The paper deals with the problem of optimal control with a Boltz–type quality index over a finite time
interval for a linear steady–state control system in the class of piecewise continuous controls with smooth
control constraints. In particular, we study the problem of controlling the motion of a system of small
mass points under the action of a bounded force. The terminal part of the convex integral quality index
additively depends on slow and fast variables, and the integral term is a strictly convex function of control
variable. If the system is completely controllable, then the Pontryagin maximum principle is a necessary
and sufficient condition for optimality. The main difference between this study and previous works is
that the equation contains the zero matrix of fast variables and, thus, the results of A. B. Vasilieva on the
asymptotic of the fundamental matrix of a control system are not valid. However, the linear steady–state
system satisfies the condition of complete controllability. The article shows that problems of optimal
control with a convex integral quality index are more regular than time–optimal problems.
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