This paper describes a method to reconstruct high-speed absolute three-dimensional (3D) geometry using only three encoded 1-bit binary dithered patterns. Because of the use of 1-bit binary patterns, high-speed 3D shape measurement could also be achieved. By matching the right camera image pixel to the left camera pixel in the object space rather than image space, robust correspondence can be established. Experiments demonstrate the robustness of the proposed algorithm and the potential to achieve high-speed 3D shape measurements.
Introduction
The three-dimensional (3D) shape measurement field is rapidly growing and finds applications in a diverse set of areas. Recent progress for depth measurement using two cameras is of particular interest because of the lower cost of cameras and ease of calibration. The class of stereo capture techniques can be split into both passive [1] and active [2] methods.
Early techniques in stereo vision determined each pixel's disparity by computing a cost within a window as the pixel is shifted across the target image [3] . While this technique can work well for areas with high texture variations, it suffers when a template can have multiple matches across the image. Further, the technique implicitly assumes the disparity within the template window is constant, which is violated for areas with high geometry variation.
More recent techniques in stereo vision have tried to account for this non-constant disparity within a window [4] [5] [6] . A recent algorithm developed by Geiger et al. uses corresponding feature points between images to generate triangles that can be compared [4] . Because the cost is computed on the interpolated triangle, it is less prone to areas of large variance of disparity. In addition, there are other techniques account for the disparity variance by using slanted windows [5, 6] .
Kernel-based techniques have been extensively used for image analysis and some have been employed for stereo matching [7] [8] [9] . Comaniciu used grayscale or color intensity information to segment images with a Nadaraya-Watson estimator [7] . A comparison between image space and feature space is provided in [8] . Wei introduced a disparity optimization technique using weighted Gaussian functions, which allows disparity estimation to occur in an image deformation space [9] . However, because it works in the image domain, it works best for regions with high-texture variation and applies a smoothness constraint to non-feature areas. Another algorithm uses radial basis function (RBF) as a post-processing step, allowing regions of inaccurate disparity to be filled in by neighboring pixels with accurate disparities, more accurate disparities [10] . However, the RBF method is not applied to the initial disparity computation itself. Other algorithms use a radially-weighted support window for computation [11, 12] but still require a high texture variation for accurate matching.
Despite these numerous techniques developed for stereo vision, relying solely on the object's inherent texture information presents particular challenges. These challenges could be some-what alleviated by adding a projected texture and especially phase information. Stereo depth maps have been obtained using two cameras with absolute phase [13, 14] , but doing so requires spatial or temporal unwrapping.
Phase-shifting and a coded pattern within four images (three phase-shifted fringes and an additional coded pattern) provided stereo depth information in [15] . To eliminate the additional pattern, techniques for an embedded coded-pattern in both three-step [16, 17] and fourstep [18] phase-shifted patterns have been introduced. However, these techniques have some limitations. In [17] , a low-pass filter is applied to the captured image itself, resulting in loss of high-frequency information in the geometry. In [16] , the encoded pattern aids an existing stereo algorithm, and thus the phase is not used during matching itself. Finally, [18] requires more than the minimum three images for phase-shifting, which is not desirable for high-speed capture.
The aforementioned phase-based stereo-vision techniques obtain phase maps by projecting sinusoidal fringe images, which are often represented using 8-bit grayscale values, limiting the measurement speeds. In contrast, if only 1-bit binary patterns are needed, the measurement speed can be at least one order of magnitude faster [19] . This paper introduces a novel computational framework that only uses three phase-shifted binary patterns for absolute 3D shape measurement. A phase-based stereo-vision technique is used to acquire high-speed geometry even in the presence of geometric distortion. Rather than requiring phase unwrapping or projector calibration, an embedded pattern within three binary dithered phase-shifted fringes provides correspondence between the images. A potential match between two cameras is compared by undistorting the correspondence pattern using the captured phase, so that comparison occurs in 3D object space rather than image space. This undistortion accounts for geometric distortion caused by the parallax between cameras, and reduces false matches. In this research, we have verified the success of the proposed technique by developing a system capable of projecting structured patterns at 4,000 Hz, resulting in a potential 3D shape acquisition rate of 1,333 Hz. However, due to the speed limitation of the camera we used, the system can only achieve 50 Hz 3D shape measurement speed.
Section 2 explains the principles of the proposed computational framework that includes binary pattern generation, phase computation, stereo coded image remapping, and phase-based stereo-matching. Section 3 shows experimental results verifying the performance of the proposed computational framework. Section 4 summarizes this paper.
Principle
In this research we propose a novel computational framework that could achieve both highspeed and high accuracy 3D shape measurement. The framework contains three major components:
1. Binary dithered pattern generation method that generates three phase-shifted binary dithered sinusoid patterns embedded with coded information in the quality map;
2. Phase remapping algorithm that remaps the code from one camera to match the perspective of the second camera; and, 3. Stereo matching algorithm that establish precise correspondence by aggregating the cost from the remapped coded pattern.
The rest of this section will detail each of these major components.
Binary dithered pattern generation
This paper used three-step patterns modified in two ways: first, by embedding a coded pattern for correspondence to those three fringe patterns; second, by applying the random dithering technique to generate the desired binary patterns. The embedded pattern reduces errors in stereo matching, while the random dithering allows high-speed capture.
The intensities for three-step phase shifting patterns are written as:
Here I (x, y) is the average intensity, I (x, y) the intensity modulation, and φ (x, y) the projected phase. Similar to the method discussed in our previous paper [16] , to improve correspondence using stereo matching, a coded pattern can be embedded within the projected fringe pattern. In these experiments, band-limited 1/ f noise where 1 20pixels < f < 1 5pixels with intensity 0.5 < I p (x, y) < 1. This pattern is used to modulate the amplitude, so that the modified three-step phase shifting pattern is:
The encoded pattern can be recovered by computing the intensity modulation
From Eq. (1), the coded pattern was embedded with fringe images. The coded pattern computed from Eq. (3) is normalized by the mean image intensity. Therefore, it is less sensitive to the differences in lighting or exposure between each of the stereo cameras. This helps improve the accuracy of the matching step. The images given in Eq. (2) use an 8-bit grayscale representation, limiting its speed of projection and thus 3D shape measurement speeds. To remedy this problem, this research converts the 8-bit grayscale images to 1-bit binary patterns by using the random dithering algorithm. Briefly, the random dithering technique is to compare the intensity of the 8-bit image with uniform random noise, and for each pixel if the grayscale value of the fringe pattern is larger than the random noise, the pixel value is set to be 1, otherwise 0, as described here:
Here Unif(0,1) represents uniform random noise between 0 and 1 and I d k (x, y) the binary value in the dithered pattern at pixel (x, y). Figure 1 shows an example of the phase-shifted fringe patterns. Figure 1(a) shows the coded pattern embedded into the quality map of the phase-shifted sinsuoidal patterns illustrated in Fig. 1(b) . The resultant 8-bit grayscale fringe pattern with embedded coded pattern is shown in Fig. 1(c) . After applying the random dithering technique, the resulting binary pattern is shown in Fig. 1(d) . Since the random dithering process produces artifacts in the form of high-frequency noise, the projector is defocused during capture. This preserves the underlying pattern while still enabling a fast capture rate. 
Phase remapping
Common windowed stereo metrics such as sum of absolute differences (SAD) and normalized cross-correlation (NCC) compare the intensity values of a template window with that of a target [20] . Although fast, they rely on the assumption that the disparity within a window is constant. However, often the surface will have non-constant disparity values and thus the values of the pixel at (i, j) in the left window will not correspond to the pixel at (i, j) in the right window.
To account for this in-window discrepancy, we introduce the idea of phase remapping. The purpose of phase remapping is to map the coded pattern captured from one camera to match the perspective of the other camera, reducing error caused by geometric distortion.
Several properties of the captured images allow us to do this. First, the phase is monotonically increasing, with the exception of 2π jumps. Second, the camera images are calibrated and rectified to satisfy the epipolar constraint and guarantee that the y-value of the remapped coded pattern will be the same in both the left and right images. Finally, the coded pattern at a certain phase value is the same in both the left and right images. That is, if the point (x, y) in the left image corresponds with point
Using these three properties, the right image at a given disparity d can be remapped to match the perspective of the left image. If the disparity is correct, then the left and remapped right coded patterns will have pixel-to-pixel correspondence and thus have a low matching cost. Because the effects of geometric distortion have been eliminated with the phase remapping, its matching cost will be lower than a standard windowed cost.
The typical approach treats the image intensity as a function of spatial position in the image. However, because phase is monotonically increasing, the image intensity can instead be considered a function of the phase. In doing so, remapping can be achieved using the common kernel smoothing introduced by Nadaraya and Watson [21] . The kernel smoother is used to estimate a weighted average. In this paper, we propose to use a weight based on phase similarity. This weight allows the kernel smoother to search for the target point in the image that matches the phase of the source and provide an interpolated coded pattern at that point.
Let K ε (φ L , φ R ) represent a kernel for a given disparity d. The left phase φ L (x, y) is used as a reference to predict the intensityÎ R (x − d, y) of the coded pattern of the right image around a window of size 2N + 1:
Here w i is the weight given by the estimator,Î R (x − d, y) the estimated intensity of the right coded pattern, I R (x − d, y) the actual intensity of the right coded pattern. N should be chosen to be roughly one-quarter the period of the sinusoid in the captured image; in these experiments N = 7 was used. To reduce the effects of different camera sensors, a Laplacian of Gaussian (LoG) filter can be applied to both the left and right camera images after remapping. The gamma-dependent weight γ given in Eq. 6 is given by:
Since the correspondence pattern is encoded within the quality map, t should be chosen so that γ provides approximately equal weights to pixels with a high quality as those with a low quality imposed by the correspondence pattern.
The kernel function is typically a RBF depending only on the radius r = ||x − x i || and in this paper is represented by the minimum angle between both phases. The RBF used for these experiments is an inverse quadratic function:
plotted visually in Fig. 2 . In these experiments, ε = 10/rad was used to remap the image. Once the image has been remapped for a given disparity, the matching cost for a pixel (x, y) at disparity d can be computed using the sum of absolute differences (SAD): Because SAD computation is linearly separable, it is equivalent to compute the costs for each pixel only once for each disparity and apply a box filter of size 2N + 1 to the result [3] . Fig. 3 . The encoded pattern from the right camera is compared to the left camera either without remapping (top row) or with remapping (bottom row). Using the traditional sliding window approach causes "rings" of low cost in regions of large disparity variation. By applying remapping (bottom row), the cost is minimized throughout the entire region, reducing the possibility of a false match. A video of the remapping technique applied to multiple disparity levels is shown in Media 1.
Stereo matching
To determine the disparity for a given method, the simplest method is to use a winner-takes-all (WTA) strategy, assigning the disparity with the lowest cost over all tested disparities. Because WTA does not take into account global information, i.e. pixels outside of the immediate N × N window, it is possible that the disparity with the lowest cost is not the correct disparity.
To reduce this error, Hirschmuller introduced a semi-global method (SGM) that optimizes disparity values over scanlines in 16 different directions [22] . The optimization assigns a cost associated with switching:
An example of the proposed remapping is shown in Fig. 3 and the associated Media 1. While the code for the right camera and left camera were both recovered, a simple subtraction for a given disparity causes a distinctive "ring" where the cost is low (top right). This can be avoided by remapping the left camera code (bottom) to match the phase of the right camera code. The result is a low cost for the entire region. When testing over a wide range of disparities, remapping avoids this problem of ringing as shown in Fig. 4 . A video of the costs using the proposed method is shown in Media 2 while that of SAD is shown in Media 3. 
Experimental results
Experiments were conducted to verify the success of the proposed technique. The system consisted of a digital-light-processing (DLP) Lightcrafter 4500 projector and two USB 3.0 PointGrey Flea3 cameras (FL3-U3 13Y3M-C). Each camera has a 8 mm lens (Computar M0814-MP2) and the cameras remained untouched after calibration. The cameras were affixed approximately 47 mm apart on a small optics board and calibrated to satisfy the epipolar constraint using OpenCV stereo calibration. It is important to note that, throughout all the experiments, the projector remained uncalibrated. To verify that the proposed method can properly measure multiple separate object, we first simultaneously measured two small statues that were placed approximately 300 mm from the cameras. In this research, only three phase-shifted fringe patterns are used and no spatial or temporal phase unwrapping is employed. It is well known that a single camera and single projector projector system cannot successfully measure such a system unless a temporal phase unwrapping algorithm is adopted. Figure 5 (a) shows the photograph of the system. Figure 5 (b) and 5(c), respectively shows the recovered encoded pattern from the left camera and the right camera. Figure 5(d) shows the wrapped phase from the left camera, and Fig. 5(e) shows the wrapped phase from the right camera. These two phase maps are used to remap the pattern and compute the depth map shown in Fig. 5(f) . Speckle noise shown in the original depth map can be alleviated by dynamic programming and median filtering. Figure 5 (g) and 5(h) respectively shows the result after applying the dynamic programming and subsequently median filtering. This experiment clearly demonstrated that the proposed method can measure disjointed objects, achieving absolute 3D shape measurements. It should be noted that for this experiment, we select the camera image resolution of 640 × 512, and exposure time of 2 ms.
To further test the system's capability of high-speed measurements, we carried out additional experiments. In the following two experiments, the resolution was chosen as 1280 × 1024, and the speed of the cameras as 150 Hz, which is the maximum speed that the Pointgrey cameras provide. The PointGrey cameras were synchronized with the DLP LightCrafter 4500 that refreshes the binary patterns at 150 Hz. Fringe images were loaded on to a DLP Lightcrafter 4500 projector, which was only slightly defocused at the object plane. While the projector was capable of projecting binary patterns at a 4KHz rate, the cameras limited the system speed, resulting in an acquisition speed of 150 Hz. Because the algorithm only requires 3 images for 3D shape measurement, the achieved 3D shape measurement speed is 50 Hz. Figure 6 and the associated Media 4 show the result of measuring moving fingers. It is clear that all fingers are properly captured, demonstrating that the algorithm can even reconstruct the disparity map from the moving images. It should be noted that for certain frames, there are some artifacts (i.e. vertical stripes) on the measurement results created from the motion. Although 50 Hz is quite high speed, it is still not sufficient when the fingers are moving rapidly. We measured a dynamic human face to demonstrate the capability of measuring more complex 3D shapes. Figure 7 and the associate Media 5 show the results. Once again, the proposed algorithm can generate good quality results, demonstrating the success of the proposed algorithm.
In our previous paper we demonstrated that high-quality measurement could be obtained even in the presence of low-quality phase when using a two-camera approach. To test the phase quality, we projected these patterns onto a flat white surface placed 300 mm from the left camera and compared the computed geometry with a ground truth measurement. The ground truth phase was obtained by using 9-step binary fringes with a pitch of 18, which was then blurred using a Gaussian filter of size 15 x 15 pixels and standard deviation 15/3 pixels. The two cameras were affixed 96 mm apart and calibrated to satisfy the epipolar constraint. The phase-to-height conversion was determined by moving the white plane 10 mm closer to the camera and recapturing the phase using a nine step phase-shifting algorithm. Figure 8 shows the comparison results. These data demonstrated that the dithered fringes with an embedded pattern have an RMS error of 0.062 radians. Using the dithered phase directly with the reference plane method results in a depth error of 0.11 mm. However, when using the method proposed in this paper, the depth error is 0.049 mm. This suggests that the proposed method can acquire geometry with higher accuracy than directly using the phase captured by a single camera. 
Conclusion
This paper presented a framework for capturing stereo geometry using the minimum three 1-bit binary patterns without spatial or temporal phase unwrapping. The encoded pattern within the fringe images provide correspondence, and because the cost function is performed within the feature space rather than the image space, it is able to correctly identify the disparity for regions with geometric distortions or low texture variations. We have successfully developed a system that achieved 50 Hz 3D shape measurement speed, albeit much higher speed (e.g., 1,333 Hz) 3D shape measurement could be achieved should a higher speed camera is used.
