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Abstract
Let F be a field of characteristic zero and let E be the Grassmann al-
gebra of an infinite dimensional F -vector space L. In this paper we study
the superalgebra structures (that is the Z2-gradings) that the algebra E
admits. By using the duality between superalgebras and automorphisms
of order 2 we prove that in many cases the Z2-graded polynomial iden-
tities for such structures coincide with the Z2-graded polynomial identi-
ties of the "typical" cases E∞, Ek∗ and Ek where the vector space L is
homogeneous. Recall that these cases were completely described by Di
Vincenzo and Da Silva in [13]. Moreover we exhibit a wide range of non-
homogeneous Z2-gradings on E that are Z2-isomorphic to E∞, Ek∗ and
Ek. In particular we construct a Z2-grading on E with only one homoge-
neous generator in L which is Z2-isomorphic to the natural Z2-grading on
E, here denoted by Ecan.
1 Introduction
Let F be a field of characteristic zero. If L is a vector space over F with
basis e1, e2, . . . , the infinite dimensional Grassmann algebra E of L over F
has a basis consisting of 1 and all monomials ei1ei2 · · · eik where i1 < i2 <
· · · < ik, k ≥ 1. The multiplication in E is induced by the rule eiej = −ejei
for all i and j; in particular e2i = 0 for each i. The Grassmann algebra is
the most natural example of a superalgebra, it is widely used in various parts
of Mathematics and also in Theoretical Physics. The Grassmann algebra E
is one of the most important algebras satisfying a polynomial identity, also
known as PI-algebras. Its polynomial identities were described by Latyshev
[24], and later on, in great detail, by Krakowski and Regev [23]. It was observed
by P. M. Cohn that the Grassmann algebra satisfies no standard identities.
Recall that the standard polynomial sn is the alternating sum of all monomials
obtained by permuting the variables in x1x2 · · ·xn. In fact the true importance
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of the Grassmann algebra in the area of PI algebras was revealed through the
theory developed by A. Kemer in the mid eighties. Kemer proved that every
associative PI-algebra over a field of characteristic zero is PI-equivalent (that
is it satisfies the same polynomial identities) to the Grassmann envelope of a
finite dimensional associative superalgebra, see [20, 21]. In Kemer’s structure
theory for the ideals of identities of associative algebras the natural Z2-grading
on E was used. Here we point out that this superalgebra structure on E is
defined by Ecan = E(0) ⊕ E(1). Here E(0) is the vector subspace of E spanned
by 1 and all monomials of even length and E(1) is spanned by all monomials of
odd length. It is immediate to see that E(0) is the centre of E while E(1) is the
"anticommuting" part of E. Recall here that if A = A0 ⊕ A1 is a Z2-graded
algebra then its Grassmann envelope is defined as E(A) = A0⊗E(0)⊕A1⊗E(1).
Clearly the Grassmann algebra admits various other gradings. A natural
and interesting problem in this direciton is to investigate the structure of group
gradings on the Grassmann algebra and the corresponding graded polynomial
identities.
Let [x1, x2] = x1x2 − x2x1 be the commutator of x1 and x2. We define
[x1, x2, x3] = [[x1, x2], x3] and so on for more variables. In other words when no
additional brackets are written we assume the longer commutators left normed.
As mentioned above, Latyshev, and Krakowski and Regev proved that the triple
commutator [x1, x2, x3] forms a basis for the ordinary polynomial identities of E
(see [24, 23]). Krakowski and Regev also computed the codimension sequence
of the ideal of identities of E. The interested reader could find more details
concerning the polynomial identities of the Grassmann algebra in [17] and the
references therein.
Group gradings on algebras and the corresponding graded polynomial iden-
tities have been extensively studied in PI theory during the last three decades.
The graded polynomial identities satisfied by an algebra are “easier” to describe
than the ordinary ones. Here we recall that the polynomial identities of an asso-
ciative algebra A are known in very few instances. These include the Grassmann
algebra E (over any field), the 2 × 2 matrix algebra [28, 15] (in characteristic
0), [22] (over infinite fields of characteristic different from 2), and [26] (over a
finite field); the upper triangular matrix algebras [25, 9], and the algebra E⊗E
[27] in characteristic 0.
On the other hand the gradings on matrix algebras are known [6]. The
graded identities of these algebras are well understood, see for example [30,
31, 4, 5] for the natural gradings on the n × n matrices. The gradings and
the corresponding graded identities on the upper triangular matrices are also
well known [29, 10]. The graded identities for natural gradings on classes of
important algebras also have been described, see for example [11, 12], and also
[1], as well as the references in these three papers.
The Grassmann algebra admits the natural grading by the cyclic group Z2
of order two. Its structure from the point of view of the PI theory is well known
and easy to deduce, see for example [18]. In recent years a substantial number
of papers has presented results on gradings and their graded identities for the
Grassmann algebra. In all of them, two conditions have been imposed, namely:
• The grading group G is finite.
• All generators e1, e2, . . . , en, . . . of E are homogeneous. This means that
the basis of the vector space L is homogeneous.
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When a grading on E satisfies the latter condition it is called homogeneous
grading. In [13] the authors studied all homogeneous superalgebra structures
defined on the Grassmann algebra. These were denoted as Ek, Ek∗ and E∞
(we give, for the readers’ convenience, their definitions in the next section of the
paper). Their Z2-graded polynomial identities were also described in [13]. In
this context the following question arises naturally:
• Is the list {Ek, Ek∗ , E∞} of the Grassmann superalgebras complete?
Clearly one has to seek an answer to the above question up to graded iso-
morphisms.
In order to look for a possible structure of a superalgebra on the Grassmann
algebra (which does not fit in any one of the three cases above) it is necessary
to study Z2-gradings on E without the hypothesis of homogeneity.
We refer the reader to [14, 8] and the references therein for various results
concerning group grading on the Grassmann algebra. In [14] the authors ap-
proach the problem of grading on E by a cyclic group of prime order, and in [8]
the author addresses the case of finite abelian groups.
In the present paper we shall study general structures of superalgebras on
the Grassmann algebra, without supposing the condition of homogeneity of
the vector space L. To this end we use the duality between Z2-grading and
automorphisms of order 2 on E. This duality is well known. It relies on the
fact that if G is a finite abelian group then G is isomorphic to its dual group
assuming that the field is large enough. As we are interested in gradings by
the group Z2 we need no further assumptions on the base field (apart from its
characteristic being different from 2). Thus if ϕ ∈ Aut(A) is an automorphism
of an algebra A of order two, that is ϕ2 = 1 then one has a Z2-grading on
A given by A = A0,ϕ ⊕ A1,ϕ. Here A0,ϕ and A1,ϕ are the eigenspaces in A
associated to eigenvalues 1 and −1 of the linear transformation ϕ. Reciprocally
to each Z2-grading on A one associates an automorphism of A of order 2 as
follows. If A = A0 ⊕ A1 is the Z2-grading the automorphism ϕ is defined by
ϕ(a0 + a1) = a0 − a1 for every ai ∈ Ai, i = 0, 1. We shall need this duality in
the form of a duality between group gradings and group actions, see for example
[18] for a discussion in the general case.
Let us fix a basis β = {e1, e2, . . . , en, . . .} of the vector space L and an
automorphism ϕ ∈ Aut(E) such that ϕ2 = 1, we consider the set
Iβ = {n ∈ N | ϕ(en) = ±en}.
There exist the following four possibilities:
1. Iβ = N.
2. Iβ 6= N is infinite.
3. Iβ is finite and non empty.
Given a basis β of L it is possible that Iβ = ∅ but Iβ′ 6= ∅ for some other
basis β′ of L, see Example 2. Hence the fourth possibility that we shall consider
is the following.
4. Iγ = ∅ for every basis γ of the vector space L.
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The first possibility, when Iβ = N, corresponds to the homogeneous case. As
already mentioned, it was completely described by Di Vincenzo and Da Silva in
their paper [13].
Therefore in order to construct non-homogeneous Grassmann superalgebras
one is led to deal with automorphisms ϕ on E satisfying either one of the con-
ditions 2, 3 or 4. In this paper we shall exhibit structures of types 2 and 3.
We shall also prove that these structures are in fact equivalent to homogeneous
superalgebras. In particular we shall construct one kind of a Grassmann super-
algebra where only one generator among the ei is homogeneous. Nevertheless
it will turn out that such a superalgebra is equivalent to the one coming from
the natural grading Ecan.
Furthermore we shall prove that the fourth structure does not exist in quite
many cases. We will not provide examples of Grassmann superalgebras of type
4 since we could not find any. In fact we have some ground to conjecture that
the fourth case does not happen at all. But we have not been able to prove it
yet.
2 Preliminaries
Let F be a field and let A be a unitary associative F -algebra. We say that
A is a Z2-graded algebra (or superalgebra) whenever A = A0 ⊕ A1 where A0,
A1 are F -subspaces of A satisfying AiAj ⊂ Ai+j for i, j ∈ Z2. The vector
subspace Ai is called the i-homogeneous component of A. If a ∈ Ai we say that
a is homogeneous and is of (homogeneous) degree ‖a‖ = i. A vector subspace
(subalgebra, ideal) W ⊂ A is homogeneous if W = (W ∩ A0)⊕ (W ∩ A1).
Here we point out that we use "freely" the terms superalgebra and Z2-
graded algebra as synonymous although this is an abuse of terminology. In
the associative case they are indeed synonymous while in the nonassociative
setting they are not. Indeed, a Lie or a Jordan superalgebra is not, as a rule,
a Lie or a Jordan algebra. The correct setting in the general case should be
as follows. Let A = A0 ⊕ A1 be a Z2-graded algebra and let V be a variety
of algebras (not necessarily associative). Then A is a V-superalgebra whenever
A0 ⊗ E(0) ⊕ A1 ⊗ E(1) is an algebra belonging to V. (We draw the readers’
attention that one does not require A ∈ V.) Since we shall deal with associative
algebras only such a distinction is not relevant for our purposes, and we are not
going to make any difference between superalgebras and Z2-graded algebras.
If A, B are superalgebras, a homomorphism f : A → B is a Z2-graded ho-
momorphism if f(Ai) ⊂ Bi for all i ∈ Z2. When there exists a Z2-graded
isomorphism between A and B we say that A and B are Z2-isomorphic or
equivalent.
One defines a free object in the class of superalgebras by considering the free
F -algebra over the disjoint union of two countable sets of variables, denoted by
Y and Z. We assume further that the elements of Y are of degree zero and
the elements of Z are of degree 1. This algebra is denoted by F 〈Y ∪ Z〉. Its
even part is the vector space spanned by all monomials whose degree counting
only the elements of Z, is an even integer. The remaining monomials span the
odd component. It is straightforward that F 〈Y ∪ Z〉 is a free algebra in the
sense that for every superalgebra A and for every map ϕ : Y ∪Z → A such that
ϕ(Y ) ⊆ A0 and ϕ(Z) ⊆ A1 there exists unique homomorphism of Z2-graded
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algebras F 〈Y ∪ Z〉 → A that extends ϕ.
We say that the polynomial f(y1, . . . , yl, z1, . . . , zm) ∈ F 〈Y ∪ Z〉 is a Z2-
graded polynomial identity for a superalgebra A if f(a1, . . . , al, b1, . . . , bm) = 0
for all substitutions such that ‖ai‖ = 0 and ‖bj‖ = 1. The set T2(A) of all
Z2-graded polynomial identity of A is a homogeneous ideal of F 〈Y ∪ Z〉. It is
called the T2-ideal of A, and denoted by T2(A).
The description of all structures of a superalgebra on a given algebra is an
important task in Ring theory, and in particular in PI theory. As commented
above, in [13] the authors considered Z2-grading on the Grassmann algebra E
over a field of characteristic zero such that the vector space L is homogeneous
in the grading. There exist three structures, namely:
‖ei‖k =
{
0, if i = 1, . . . , k
1, otherwise
,
‖ei‖k∗ =
{
1, if i = 1, . . . , k
0, otherwise
,
and
‖ei‖∞ =
{
0, if i is even
1, otherwise
.
These provide us with three superalgebras, Ek, Ek∗ and E∞, respectively. The
Z2-graded polynomial identities of Ek, E∞, and Ek∗ were also described in [13].
These structures were studied over an infinite field of positive characteristic
p > 2 in [7] and also over finite fields, see [19]. From now on we shall call Ek,
E∞ and Ek∗ the homogeneous Grassmann superalgebras.
2.1 Gradings, automorphisms, and their duality
Consider A an associative F -algebra. There exists a natural duality between
Z2-gradings and automorphisms of order 2 on A. The duality, as commented
above, is defined as follows.
If ϕ ∈ Aut(A) is such that ϕ2 = 1 then Aϕ = A0,ϕ ⊕ A1,ϕ where the
homogeneous components are the eigenspaces corresponding to the eigenvalues
1 and−1 of ϕ, respectively. The decomposition in a direct sum of the eigenspaces
exists since F is of characteristic different from 2.
The general facts about duality between gradings and actions of groups can
be found, for example, in [16, Chapter 3] and also in the paper [18]. We observe
that the homogeneous Z2-gradings on E correspond to the automorphisms on
E satisfying
ϕ(ei) = ±ei.
If ϕ ∈ Aut(E) with ϕ2 = 1 we observe that
ei = (ei + ϕ(ei))/2 + (ei − ϕ(ei))/2, for i ∈ N.
Setting ai = ei + ϕ(ei)/2 we have
• ϕ(ei) = −ei + 2ai,
• ϕ(ai) = ai, that is, ai is of degree zero in the Z2-grading Eϕ, and
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• ϕ(ei−ai) = −(ei−ai), that is, ei−ai is of degree 1 in the Z2-grading Eϕ.
Definition 1 Assume ϕ ∈ Aut(E) is of order two and let Ecan = E(0) ⊕ E(1)
be the natural Z2-grading on E. We say that ϕ is of canonical type if
1. ϕ(E(0)) = E(0);
2. ϕ(E(1)) = E(1).
Concerning the canonical automorphisms it is easy to check that
• The superalgebras E∞, Ek∗ and Ek correspond to automorphisms of
canonical type.
• If ϕ is an automorphism of order 2 on E we have that ϕ is of canonical
type if only if ai ∈ E(1) for all i ∈ N.
Let us fix a basis β = {e1, e2, . . . , en, . . .} of the vector space L and an au-
tomorphism ϕ ∈ Aut(E) such that ϕ2 = 1. Then ϕ, as a linear transformation,
has eigenvalues 1 and −1 only, and moreover, there exists a basis of the vector
space E consisting of eigenvectors. (It is well known from the elementary Linear
algebra that this fact does not depend on the dimension of the vector space as
long as the characteristic of F is different from 2.) Then E = E(1) ⊕ E(−1)
where E(t) is the eigenspace for the eigenvalue t of the linear transformation ϕ.
One considers the intersections L(t) = L ∩ E(t), t = ±1. Changing the basis
β, if necessary, one may assume that L(t) is the span of β ∩ L(t). Clearly this
change of basis gives rise to a homogeneous automorphism of E and we can take
the composition of it and then ϕ. We shall assume that such a change of basis
has been done.
Denote Iβ = {n ∈ N | ϕ(en) = ±en}. We shall distinguish the following four
possibilities:
1. Iβ = N.
2. Iβ 6= N is infinite.
3. Iβ is finite and non empty.
4. Iγ = ∅ for every linear basis γ of L.
The automorphisms of type 1 have been completely described by Di Vincenzo
and Da Silva [13]. Therefore we shall focus on the remaining three cases.
We shall call these automorphisms (and also the corresponding Z2-gradings),
automorphisms (Z2-grading) of type 1, 2, 3, and 4, respectively.
3 Gradings and automorphisms of type 2
In this section we shall describe automorphisms of type 2. We start with the
following proposition.
Proposition 1 Let ϕ ∈ Aut(E) be an automorphism such that ϕ2 = 1. Suppose
that ϕ is an automorphism of type 2, that is, Iβ 6= N is infinite. Then ϕ is of
canonical type.
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Proof Let Eϕ = E0,ϕ ⊕ E1,ϕ be the superalgebra structure on E induced by
ϕ, we denote J = {j ∈ N | j /∈ Iβ}. For the sake of simplicity we shall write
I = Iβ .
For each j ∈ J we have ϕ(ej) 6= ±ej . Therefore ej is not homogeneous in
the grading Eϕ = E0,ϕ ⊕ E1,ϕ. Thus we can write
ej = bj + cj ,
with bj ∈ E0,ϕ and cj ∈ E1,ϕ. Moreover we have that each summand bj and cj
is non zero.
Since ϕ(cj) = −cj we have
ϕ(ej − bj) = −ej + bi
and this implies the equality ϕ(ej) = −ej + 2bj. Next we prove that each bj is
a linear combination of monomials of odd length. To this end we write
bj = b
e
j + b
o
j .
Here bej is the linear combination of the monomials of even length in bj and b
o
j
is the one consisting of all monomials of odd length in bj .
Choose now t ∈ I such that et does not belong to the support of the sum-
mands of bej (this is always possible since the set I is infinite). As
ejet + etej = 0
we obtain that
ϕ(ej)ϕ(et) + ϕ(et)ϕ(ej) = 0.
By ϕ(et) = ±et it follows that
(−ej + 2bj)et + et(−ej + 2bj) = 0
which in turn implies
bjet + etbj = 0.
Hence (bej+b
o
j)et+et(b
e
j+b
o
j) = 0. It follows that etb
e
j = 0 and b
e
j = 0. Therefore
the element bj is a linear combination of monomials of odd length for all j ∈ J ,
and the proof follows.
Fix a basis β of L and let ϕ be an automorphism of type 2. We define the
following sets of indices:
• I+ = {i ∈ I | ϕ(ei) = ei},
• I− = {i ∈ I | ϕ(ei) = −ei}, and
• J = {j ∈ N | j /∈ I}.
Since ϕ is of type 2 the set I = I+ ∪ I− is infinite. Therefore we have to take
into account the following five cases:
S1. Both |I+| and |I−| are infinite.
S2. |I+| is infinite but |I−| and |J | are finite.
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S3. |I+| is infinite, |I−| is finite and |J | is infinite.
S4. |I+| is finite, |I−| is infinite and |J | is finite.
S5. |I+| is finite, |I−| is infinite and |J | is also infinite.
Using the notation introduced above we have the following proposition.
Proposition 2 The T2-ideal of the graded identities of a Grassmann superal-
gebra of Case S1 coincides with T2(E∞).
Proof Suppose that ϕ is as in case S1, then the sets I+ and I− are infinite. Let
B be the subalgebra of Eϕ generated by 1 and en, for every n ∈ I+∪I−. In this
case B ⊂ Eϕ is a homogeneous subalgebra and B ≃ E∞ (isomorphism of Z2-
graded algebras). Hence 〈[x1, x2, x3]〉T2 = T2(E∞) ⊃ T2(Eϕ) where α(xi) = 0
or α(xi) = 1, for all i = 1, 2, 3. Therefore it follows T2(Eϕ) = T2(E∞).
Suppose now E is equipped with a grading as in Case S2. Thus up to
reordering the basis of L the action of ϕ on the generators is given by
ϕ(en) =


−en, if 1 ≤ n ≤ k
−en + 2an, if k + 1 ≤ n ≤ k + t
en, if n > k + t
.
Here we write, as above, aj = (ej + ϕ(ej))/2. We have that
• E0,ϕ ⊃ V0 = spanF{1, en, ak+1, . . . , ak+t | n > k + t}.
• E1,ϕ ⊃ V1 = spanF{e1, . . . , ek, (ek+1 − ak+1), . . . , (ek+t − ak+t)}.
Remark 1 More precisely, the component E0,ϕ is generated by all products of
elements in V0 and V1 with an even number of factors in V1. The component
E1,ϕ is generated by these products with an odd number of factors in V1.
Let B be the subalgebra of Eϕ generated by the elements e1, . . . , ek, en, for
every n > k + t. Then B is homogeneous and
Ek∗ ≃ B ⊂ Eϕ.
Moreover, each translation (ek+1 − ak+1), . . . , (ek+t − ak+t) has zero square
because the automorphism ϕ is canonical. Thus it follows immediately that
z1z2 . . . zk+t+1
is a Z2-graded polynomial identity for Eϕ. Therefore we obtain
T2(Ek∗) ⊃ T2(Eϕ) ⊃ T2(E(k+t)∗).
By imposing an additional condition we shall describe the T2-ideal T2(Eϕ).
Beforehand we state a theorem due to Anisimov’s that will be important for
our goals.
Theorem 3 (Anisimov, [3]) Let ϕ be an automorphism of order 2 of E, and
let ϕ be of canonical type. Suppose that at least one of the following two condi-
tions holds:
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1. dimL−1 = l < ∞ and
∏l+1
j=1
(ϕ(eij ) − eij ) = 0, for any l + 1 generators
ei1 , . . . , eil+1 .
2. dimL1 = l <∞ and
∏l+1
j=1
(ϕ(eij )+ eij ) = 0, for any l+1 generators ei1 ,
. . . , eil+1 .
Then one has that T2(Eϕ) = T2(Eϕl).
By using Anisimov’s theorem 3 and an additional we can describe the Z2-
graded polynomial identities for the Grassmann superalgebras in the Case S2.
Theorem 4 Let ϕ be an automorphism of E of type S2 and T2(Eϕ) its T2-ideal
of Z2-graded polynomial identities. If each element ak+1, . . . , ak+t is a linear
combination of monomials of length ≥ 3 then T2(Eϕ) = T2(Eϕl).
Proof By hypothesis we know that ϕ is of type S2 and therefore I− and J are
finite sets. Let us assume
|I−|+ |J | = l.
By Proposition 1 we have that ϕ is of the canonical type and dimL−1 = l <∞,
and moreover
∏l+1
j=1
(ϕ(eij )−eij) = 0, for any choice of l+1 generators ei1 , . . . ,
eil+1 . By Theorem 3 it follows that T2(Eϕ) = T2(Eϕl).
Theorem 5 Let ϕ be an automorphism of E of type S4 and T2(Eϕ) its T2-ideal
of Z2-graded polynomial identities. If each element ak+1, . . . , ak+t is a linear
combination of monomials of length ≥ 3 then T2(Eϕ) = T2(Eϕl).
Proof The proof repeats verbatim the one of Theorem 4.
In the remaining cases we can not guarantee the equality but at least one of
the inclusions still holds.
Theorem 6 Let ϕ be an automorphism of type 2 of E. The following state-
ments hold:
1. If ϕ satisfies S3 then T2(Eϕ) ⊆ T2(Ek∗).
2. If ϕ satisfies S5 then T2(Eϕ) ⊆ T2(Ek).
Proof The proof is similar to that of Theorem 4 and therefore we omit it.
These results show that the Z2-graded polynomials identities of many su-
peralgebras of type 2 coincide with the identities of the homogeneous case. In
other words one cannot distinguish these superalgebras by means of their graded
polynomial identities.
3.1 Concrete superalgebras of type 2
In this subsection we construct certain Z2-gradings of type 2. We shall prove
that in many “typical” cases the superalgebras of type 2 are Z2-isomorphic to
homogeneous superalgebras. In what follows we present a method to construct
such structures.
Choose an infinite set I ⊂ N, I 6= N, and define an action ϕ(ei) = ±ei
whenever i ∈ I. As before we form the sets:
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• I+ = {i ∈ I | ϕ(ei) = ei};
• I− = {i ∈ I | ϕ(ei) = −ei};
• J = {j ∈ N | j /∈ I}.
Note that I = I+ ∪ I−, a disjoint union. For each j ∈ J , we construct the
elements dj ∈ E in the following way:
1. The element dj is a linear combination of monomials of odd length.
2. All monomials that occur in dj are products of generators whose indices
belong to I.
3. All monomials that occur in dj have an even numbers of factors in I
−.
We extend the action of ϕ on all ei as follows.
ϕ(ei) =


ei, if i ∈ I+
−ei, if i ∈ I
−
−ei + 2di, if i ∈ J
Hence
• Condition (1) implies that ϕ can be extended to an endomorphism of E,
and
• Conditions (2) and (3) imply that ϕ(dj) = dj for every j ∈ J .
We claim that ϕ is an automorphism of order 2. Indeed, if i ∈ I we note
that ϕ2(ei) = ei. If j ∈ J we have
ϕ2(ej) = ϕ(−ej + 2dj) = −(−ej + 2dj) + 2dj = ej.
This ensures that ϕ is an automorphism of order 2 of E. Let Eϕ = E0,ϕ ⊕E1,ϕ
be the superalgebra defined by ϕ. Its homogeneous components are
• E0,ϕ ⊃ spanF {ei, dj | i ∈ I+, j ∈ J} and
• E1,ϕ ⊃ spanF {ei, (ej − dj) | i ∈ I−, j ∈ J}.
We recall that the precise description for these components was done in
Remark 1. We call the previous method for obtaining a Z2-grading on E the
method 1. For each automorphism ϕ constructed by means of the method 1, it
is straightforward to deduce that that the superalgebra Eϕ is not homogeneous.
Moreover if J is infinite then there exist infinitely many generators of E which
are not homogeneous.
In the following proposition we show that the construction from method 1,
while yielding many non homogeneous generators of E, produces superalgebras
which do not differ significantly from the homogeneous ones.
Proposition 7 Let ϕ ∈ Aut(E) be an automorphism of order 2 constructed by
the method 1. Then there exists a Z2-graded isomorphism between Eϕ and some
of the superalgebras E∞, Ek∗ or Ek, for some k.
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Proof Let Eϕ = E0,ϕ ⊕E1,ϕ be a Z2-grading on E induced by some automor-
phism ϕ constructed by method 1.
We define E = E(0) ⊕ E(1) the homogeneous Z2-grading induced by the
following grading on the generators of E:
‖en‖ = 0, if n ∈ I
+,
‖em‖ = 1, otherwise.
Clearly such a grading produces one of the superalgebras E∞, Ek∗ or Ek. Now
let fϕ : E
(0) ⊕ E(1) −→ Eϕ = E0,ϕ ⊕ E1,ϕ be defined by
fϕ(ei) =
{
ei, if i ∈ I
ei − di, if i ∈ J
.
Since the images of fϕ satisfy the relation x1x2 + x2x1 = 0 we can extend fϕ to
a homomorphism of E. By the definition of fϕ we can see that it preserves the
degrees of the generators, it is invertible and its inverse gϕ : Eϕ −→ E(0)⊕E(1)
is of the form
gϕ(ei) =
{
ei, if i ∈ I
ei + di, if i ∈ J
.
Therefore Eϕ is isomorphic to one of the superalgebras E∞, Ek∗ or Ek.
Example 1 Let I = I+ = {2, 3, 4, . . .} and define the automorphism ϕ by its
action on the generators of E:
ϕ(ei) =
{
ei, if i 6= 1
−e1 + 2e2e3e4, if i = 1
.
In this case the grading is
• E0,ϕ ⊃ spanF {e2, e3, e4, . . .}.
• E1,ϕ ⊃ spanF {e1 − e2e3e4}.
Consider E endowed with the Z2-grading produced by the method presented in
the previous proposition. In other words, ‖e1‖ = 1 and ‖ei‖ = 0 for i 6= 1 (it is
exactly the superalgebra E1∗). Hence the action fϕ : E → Eϕ, given by
fϕ(ei) =
{
ei, if i 6= 1
e1 − e2e3e4, if i = 1
,
can be extended to a Z2-graded isomorphism between E1∗ and Eϕ. Consequently,
T2(Eϕ) = 〈[x1, x2, x3], z1z2〉T2 .
On the other hand we can define another action as follows:
ψ(ei) =
{
ei, if i 6= 1
−e1 + 2(e2 + e3 + e4e5e6 + e3e4e7e8e9), if i = 1
.
Note that ψ yields the superalgebra
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• E0,ψ ⊃ spanF{e2, e3, e4, . . .}.
• E1,ψ ⊃ spanF{e1 − (e2 + e3 + e4e5e6 + e3e4e7e8e9)}.
By the previous proposition we obtain that
T2(Eϕ) = T2(Eψ) = T2(E1∗).
3.2 Triangular Z2-gradings on E
In this subsection we describe a particular way of constructing Z2-gradings on
E. We call these gradings triangular Z2-gradings. For each N ∈ N, we shall
construct a subgroup of Aut(E) of order 2N which has the property that all its
elements induce Grassmann superalgebras.
Recall that we denote by Ecan = E(0) ⊕E(1) the natural Z2-grading of E; if
k ∈ N, we denote:
E(e1, . . . , ek) = the span of all monomials without factors in {e1, . . . , ek}.
Definition 2 For every n ∈ N, the automorphism Tn : E → E defined by
Tn(ej) =
{
ej , if j 6= n,
−ej + 2Pj, if j = n,
where Pn ∈ E(e1, . . . , en) ∩ E(1), is called a triangular automorphism of index
n.
Remark 2 It is easy to prove that each triangular automorphism
• is of order 2,
• can be constructed by the method 1,
• induces a Grassmann superalgebra that is Z2-isomorphic to E1∗ .
Take N ∈ N and let T1, . . . , TN be triangular automorphisms such that
Pj ∈ E(e1, . . . , eN ) ∩ E(1)
for every j = 1, . . . , N .
Denote by τN the subgroup of Aut(E) generated by T1, . . . , TN , that is
τN = 〈T1, . . . , TN〉.
Proposition 8 Let τN be the subgroup of Aut(E) constructed above. Then we
have that:
1. τN is an abelian group.
2. τN is of order 2
N .
3. Each element of τN induces a Grassmann superalgebra.
4. If ϕ ∈ τN and ϕ = Tj1 ◦ · · · ◦ Tjs , with ji 6= jl, for i 6= l, then Eϕ is
Z2-isomorphic to Es∗ .
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Proof We start with the proof of statement 1. Let u, v ∈ {1, . . . , N} with
u < v. If j 6= u, j 6= v, then clearly
Tu ◦ Tv(ej) = Tv ◦ Tu(ej) = ej .
Moreover
Tu ◦Tv(eu) = Tu(eu) = −eu+2Pu, Tv ◦Tu(eu) = Tv(−eu+2Pu) = −eu+2Pu
hence Tu ◦Tv(eu) = Tv ◦Tu(eu). In the same way we compute that Tu ◦Tv(ev) =
Tv ◦ Tu(ev), proving that τN is an abelian group. Statement 2 is an immediate
consequence of statement 1.
Now we prove statement 3. If ϕ ∈ τN , it is enough to show that ϕ2 = 1. Let
ϕ = Tj1 ◦ · · · ◦ Tjs .
Obviously ϕ(en) = en whenever n /∈ {j1, . . . , js}. On the other hand if n = jt
for some t = 1, . . . , s, it is easy to see that:
ϕ(ejt) = −ejt + 2Pjt
and we get ϕ2(ejt) = ejt .
In order to prove Statement 4 one applies the argument used in the case of
method 1.
4 Gradings and automorphisms of type 3
We focus our attention on automorphisms of type 3. Some of the statements
are similar to results of the previous section. We start with the following propo-
sition.
Proposition 9 Let ϕ ∈ Aut(E) be an automorphism of order 2 and suppose
that ϕ is of type 3, that is, Iβ = {1, . . . , k} where k ≥ 1. Then one of the
following two possibilities holds:
• either ϕ is of the canonical type, or
• ϕ is defined by ϕ(en) =
{
±en, if 1 ≤ n ≤ k
−en + 2e1 · · · ekVn + 2Wn, if n > k
.
Here the set {Vn}n>k consists of nonzero elements, its elements are of the same
parity as that of k, each Vn has no summands with factors among e1, . . . ,
ek, and the set {Wn}n>k is formed by elements of odd length. Moreover the
following relations hold:
e1 · · · ek(Vper + Vrep) = 2e1 · · · ek(VpWr + VrWp), for all r, p > k (1)
Proof As in the previous arguments we can write, for n > k,
ϕ(en) = −en + 2an
where each an = (en + ϕ(en))/2 is invariant under ϕ, that is ϕ(an) = an. Once
again we denote an = a
e
n + a
o
n where a
e
n and a
o
n are the even and the odd
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part of an, respectively. For each t ∈ {1, . . . , k} and for each n > k, we have
eten + enet = 0. Therefore ϕ(et)ϕ(en) + ϕ(en)ϕ(et) = 0 and thus eta
e
n = 0.
Hence either aen = 0 or each monomial in the part a
e
n has et as a factor. In
both cases, since t = 1, . . . , k we obtain
aen = e1 · · · ekVn
where either Vn = 0 or the monomials in Vn have no factors among e1, . . . , ek,
and all of them are of even length if k is even, or of odd length, whenever k is
odd.
Now we consider n > k and define Wn = a
o
n. In this case
ϕ(en) = −en + 2e1 · · · ekVn + 2Wn
where each Wn is a linear combination of odd monomials and Vn is a linear
combination of even or odd monomials.
If p, r > k, we have
ϕ(ep)ϕ(er) + ϕ(er)ϕ(ep) = 0
and then
(−ep + 2e1 · · · ekVp + 2Wp)(−er + 2e1 · · · ekVr + 2Wr)
+(−er + 2e1 · · · ekVr + 2Wr)(−ep + 2e1 · · · ekVp + 2Wp) = 0.
Hence
−2epe1 · · · ekVr − 2e1 · · · ekVper + 4e1 · · · ekVpWr + 4Wpe1 · · · ekVr
−2ere1 . . . ekVp − 2e1 · · · ekVrep + 4e1 · · · ekVrWp + 4Wre1 · · · ekVp = 0
and in this way
−4epe1 · · · ekVr − 4ere1 · · · ekVp + 8e1 · · · ekVpWr + 8e1 · · · ekVrWp = 0.
All these computations yield the relation:
e1 · · · ek(Vper + Vrep) = 2e1 · · · ek(VpWr + VrWp), for all p, r > k.
We have to examine separately the following two cases:
Case 1. If Vn = 0, for all n > k, then clearly ϕ is of canonical type.
Case 2. Otherwise we have that ϕ is defined by
ϕ(en) =
{
±en, if 1 ≤ n ≤ k
−en + 2e1 · · · ekVn + 2Wn, if n > k
where {Vn}n>k and {Wn}n>k both satisfy the conditions stated in the
proposition. Furthermore the following relations hold
e1 · · · ek(Vper + Vrep) = 2e1 · · · ek(VpWr + VrWp).
Therefore the proof is now complete.
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4.1 Concrete superalgebras of type 3
Now we exhibit a method that provides us with automorphisms of E of type 3.
We shall see that they need not be necessarily of canonical type.
Let t, k be integers such that t is odd and k ∈ {0, 1, . . .}. We shall denote
by I the set I = {1, . . . , k, k + 1, . . . , k + t} ⊂ N. For each i ∈ I we define the
action ϕ(ei) = ±ei so that I+ = {1, . . . , k} and I− = {k + 1, . . . , k + t}. For
n > k + t we put
ϕ(en) = −en + 2e1 · · · ekek+1 · · · ek+ten.
Hence the action of ϕ on the generators is given by
ϕ(en) =


en, if 1 ≤ n ≤ k
−en, if k + 1 ≤ n ≤ k + t
−en + 2e1 · · · ekek+1 · · · ek+ten, otherwise
.
Now we note that
• ϕ preserves the relations eiej + ejei = 0 and so it can be extended to a
homomorphism of E.
• For n > k + t
ϕ2(en) = ϕ(−en + 2e1 · · · ekek+1 · · · ek+ten)
= −(−en + 2e1 · · · ekek+1 · · · ek+ten)
+2e1 · · · ek(−1)
tek+1 · · · ek+t(−en + 2e1 · · · ekek+1 · · · ek+ten).
Therefore ϕ2(en) = en.
Thus ϕ is an automorphism of order 2 on E. The induced superalgebra
Eϕ = E0,ϕ ⊕ E1,ϕ has its homogeneous components described by
• E0,ϕ ⊃ spanF {e1, . . . , ek},
• E1,ϕ ⊃ spanF {ek+1, . . . , ek+t, (en − e1 · · · ekek+1 · · · ek+ten) | n > k + t}.
We call the method just described the method 2 for obtaining Grassmann super-
algebras. Whenever k is an even integer, the automorphism ϕ is not of canonical
type. Nevertheless, as we shall see below, the superalgebras obtained in this way
will be isomorphic to homogeneous ones.
Proposition 10 Let Eϕ be a Z2-grading obtained according to method 2. Then
Eϕ and Ek are isomorphic as Z2-graded algebras.
Proof Let fϕ : Ek −→ Eϕ be the function defined on the generators by
fϕ(en) =


en, if 1 ≤ n ≤ k
en, if k + 1 ≤ n ≤ k + t
en − e1 · · · ekek+1 · · · ek+ten, otherwise
.
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It is easy to check that fϕ preserves the relations eiej + ejei = 0 and thus we
can extend fϕ to an endomorphism of the algebra E. Moreover
fϕ(e1 · · · ekek+1 · · · ek+ten) = e1 · · · ekek+1 · · · ek+tfϕ(en)
= e1 · · · ekek+1 · · · ek+t(en − e1 · · · ekek+1 · · · ek+ten)
= e1 · · · ekek+1 · · · ek+ten.
Now we consider the homomorphism gϕ : Eϕ → Ek defined by
gϕ(en) =


en, if 1 ≤ n ≤ k
en, if k + 1 ≤ n ≤ k + t
en + e1 · · · ekek+1 · · · ek+ten, otherwise
.
By using the same argument as above we obtain
gϕ(e1 · · · ekek+1 · · · ek+ten) = e1 · · · ekek+1 · · · ek+ten.
Therefore if n > k + t we conclude that
fϕ ◦ gϕ(en) = fϕ(en + e1 · · · ekek+1 · · · ek+ten)
= (en − e1 · · · ekek+1 · · · ek+ten) + e1 · · · ekek+1 · · · ek+ten = en.
We also obtain that gϕ ◦ fϕ(en) = en, and thus we prove that fϕ is an automor-
phism of E. By construction the automorphism fϕ is Z2-graded. Therefore the
superalgebras Eϕ and Ek are Z2-isomorphic, and our proof is complete.
Proposition 11 Let ϕ : E → E be the homomorphism defined by its action on
the generators of E:
ϕ(en) =
{
−e1, if n = 1
−en + 2e1en, if n > 1
.
Then ϕ is an automorphism of order 2, and Eϕ and Ecan are Z2-isomorphic.
Proof The proof follows from the construction of method 2.
Remark 3 Let Eϕ = E0,ϕ⊕E1,ϕ be the superalgebra defined in Proposition 11.
It is immediate that its homogeneous components are as follows:
1. E1,ϕ ⊃ spanF {e1, (en − e1en) | n > 1},
2. E0,ϕ = Z(E).
In this case just one of the generators, namely e1, of E is homogeneous. More-
over the automorphism ϕ is not of canonical type. However Proposition 11
guarantees that Eϕ is isomorphic to the natural Z2-grading Ecan.
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5 Gradings and automorphisms of type 4
In this section we consider automorphisms of type 4. Recall that these are
automorphisms such that for every basis β of the underlying vector space L,
one has Iβ = ∅. Here Iβ are the eigenvectors of ϕ belonging to β. (We recall
that one may change the basis of L so that ϕ(en) = ±en+ a linear combination
of monomials of higher degree.) We shall prove that such structures do not exist
in quite many cases.
Proposition 12 There do not exist automorphisms of type 4 defined by
ϕ(en) = −en + bn
where the bn ∈ E are nonzero monomials for every n ∈ N, possibly multiplied
by some (nonzero) scalars.
Proof Let us suppose that for every n ∈ N, one has
ϕ(en) = −en + bn
where bn = en1 · · · enkn 6= 0 is a monomial such that ϕ(bn) = bn for every n ∈ N.
Since ϕ is of type 4, it follows that bn is of length kn = |bn| > 1, for all
n ∈ N. Furthermore
en1 · · · enkn = ϕ(bn) = (−en1 + bn1) · · · (−enkn + bnkn ).
Hence one obtains immediately that
en1 · · · enkn = (−1)
knen1 · · · enkn +
∑
|mn|>kn
mn.
It follows that kn is an even integer and therefore bn ∈ Z(E).
On the other hand, due to the equality (−en + bn)2 = 0, we conclude that
en must be a factor of bn. We may assume that en occurs in the first position
of the monomial bn. Rearranging the indices and with certain abuse of notation
we can write
ϕ(en) = −en + enen1 · · · enkn
where kn is an odd integer.
Consequently by direct computation we obtain
ϕ(en)ϕ(em) = (−en + enen1 · · · enkn )(−em + emem1 · · · emkm )
= enem − enemem1 · · · emkm − enen1 · · · enkn em
+2enen1 · · · enkn emem1 · · · emkm ,
and analogously
ϕ(em)ϕ(en) = (−em + emem1 · · · emkm )(−en + enen1 · · · enkn )
= emen − emenen1 · · · enkn − emem1 · · · emkm en
+2emem1 · · · emkm enen1 · · · enkn .
Then the equality ϕ(en)ϕ(em) + ϕ(em)ϕ(en) = 0 implies
−enemem1 · · · emkm − enen1 · · · enkn em + 2enen1 · · · enkn emem1 · · · emkm
−emenen1 · · · enkn − emem1 · · · emkm en + 2emem1 · · · emkm enen1 · · · enkn = 0.
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Therefore
−enemem1 · · · emkm − emenen1 · · · enkn + 2emem1 · · · emkm enen1 · · · enkn = 0.
Let us fix the integer m and choose n /∈ {m1, . . . ,mk1}. Then we conclude that
en1 · · · enkn = em1 · · · emk1
for every n /∈ {m1, . . . ,mk1}.
In this case we have ϕ(em1) = −em1+em1P , . . . , ϕ(emk1 ) = −emk1 +emk1Q,
and ϕ(en) = −en + enem1 · · · emk1 , for every n /∈ {11, . . . , 1k1} (here we denote
byP , . . . , Q some monomials in E).
Now we fix m = m1. Choosing n /∈ {m1, . . . ,mk1} with en /∈ supp(P ), and
using the same idea as in the case m = 1, we obtain
en1 · · · enkn = P.
Therefore we conclude that en1 · · · enkn satisfies the equalities
P = en1 · · · enkn = em1 · · · emk1 .
Recall that m1 is fixed and there exist infinitely many n as above. Thus we
conclude that ϕ(em1) = −em1 + em1P = −em1 + em1(em1 · · · emk1 ) = −em1,
which is a contradiction. The proposition is proved.
Another way of constructing automorphisms of type 4 could be by translation
by a constant. These are automorphisms defined by ϕ(en) = −en + 2P where
P ∈ E is constant and contains some summand of length ≥ 2. However, as we
shall see in the next proposition, this also turns out to be impossible.
Proposition 13 Let ϕ be an automorphism of type 4 defined by the following
action on the generators of E:
ϕ(en) = −en + 2an, an = (en + ϕ(en))/2.
Then the set T = {an | n ∈ N} is linearly independent over F .
Proof Let k ∈ N be a positive integer, ai1 , . . . , aik ∈ T and λ1, . . . , λk ∈ F
and assume that
λ1ai1 + · · ·+ λkaik = 0.
Then we have
ϕ(λ1ei1 + · · ·+ λkeik) = λ1(−ei1 + 2ai1) + · · ·+ λk(−eik + 2aik)
= −(λ1ei1 + · · ·+ λkeik) + 2(λ1ai1 + · · ·+ λkaik).
In this way we obtain
ϕ(λ1ei1 + · · ·+ λkeik) = −(λ1ei1 + · · ·+ λkeik).
If the linear combination λ1ei1 + · · · + λkeik does not vanish we can choose a
basis γ of the vector space L containing the vector λ1ei1 + · · ·+ λkeik (say as a
first vector of the basis). But this is a contradiction because ϕ is of type 4.
Therefore λ1ei1 + · · ·+ λkeik = 0 and λ1 = · · · = λk = 0. This proves that
the set T is linearly independent.
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Corollary 14 There does not exist automorphism of type 4 which is a transla-
tion by a constant.
Proof The corollary follows immediately from the above proposition.
The results we have obtained in this section show that in many situations
the fourth structure of a Grassmann superalgebra cannot exist. We believe we
have grounds to conjecture that this is true in the general case.
Conjecture 1 Let E = ε0 ⊕ ε1 be an arbitrary Z2-grading on the Grassmann
algebra. Then there exists a basis of the underlying vector space L that contains
at least one homogeneous generator of E = ε0 ⊕ ε1.
We shall describe another situation where one cannot obtain an automor-
phism of type 4, thus giving an extra strength to our conjecture. Recall that
if ϕ : E → E is an automorphism of order n where n is a positive integer, the
linearization ϕℓ of ϕ is defined as follows. Assume ϕ(ei) = ui+ vi where ui ∈ L
and vi is a linear combination of monomials of degrees ≥ 2. Then ϕℓ(ei) = ui,
and we extend then ϕℓ from the ei to a homomorphism of E. Anisimov proved
(see for example [2, 3]) that if ϕ is an automorphism the so is ϕℓ. Moreover if
ϕ is of order 2 then ϕℓ is also of order 2.
We assume ϕ is an automorphism of type 4, and choose a basis {ei} of L
such that ϕℓ(ei) = ±ei for every i (this is always possible since ϕℓ is also of
order 2).
We shall prove that ϕℓ cannot be the identity map on E. If it were then
ϕℓ(ei) = ei for each i. We write ϕ(ei) = ei+ vi where vi is a linear combination
of monomials of lengths ≥ 2, and let s be the least length of a monomial that
appears with non-zero coefficient in some of the {vi | i ∈ N}. Take an index j
such that ϕ(ej) = ej + βej1 · · · ejs + w where β 6= 0 is in F and w is a linear
combination of monomials of lengths ≥ s. Then we have ϕ2(ej) = ej and this
can be written as
ej = ϕ
2(ej) = ϕ(ej + βej1 · · · ejs + w)
= (ej + βej1 · · · ejs + w) + βϕ(ej1 ) · · ·ϕ(ejs) + ϕ(w).
Clearly ϕ(ej1) · · ·ϕ(ejs) = ej1 · · · ejs+ some terms of lengths ≥ s all of them
different from ej1 · · · ejs .
Therefore we obtain ej = ej+2βej1 · · · ejs+ terms of lengths ≥ s, all of them
different from ej1 · · · ejs . Hence β = 0, a contradiction. In this way we have
proved the following theorem.
Theorem 15 There is no automorphism ϕ of type 4 such that ϕℓ is the identity
on E.
Corollary 16 If ϕ is an automorphism of type 4 then the eigenspace of ϕℓ in
L corresponding to the eigenvalue −1 is non-zero.
The following example is also related to our conjecture.
Example 2 Let us fix a basis β = {e1, e2, . . . , en . . .} of the vector space L. We
define the action of the automorphism ϕ on the basis β as follows
ϕ(e2i−1) = e2i, ϕ(e2i) = e2i−1,
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for every i ∈ N.
Note that there does not exist any element belonging to β which is invariant
under ϕ. However it is easy to choose another basis of L which contains in-
variant elements. For example instead of e1 and e2 in β one takes e1 + e2 and
e1 − e2, leaving the remaining elements of the basis β. It is exactly to this kind
of property that Conjecture 1 refers to.
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