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APPROXIMATING THE SPECTRUM OF MATRICES AND
HYPERMATRICES
EDINAH K. GNANG
Abstract. We describe a new method for computing generators of elimination ideals
associated with matrix and hypermatrix spectral constraints. We proceed to derive
from these generators iterative procedures for approximating the spectral decomposi-
tion of matrices and hypermatrices.
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1. Introduction
Many combinatorial optimization problems including instances of subgraph-isomorphism.
These combinatorial problems are known to be NP-hard, and often one seeks to identify
special families of graphs for which efficient combinatorial algorithms can be devised.
The complexity of ensuing algorithms is often determined by combinatorial and alge-
braic properties of graph encodings. A good illustration of this fact is provided by
the graph property of being an expander graph. The complexity of many combinato-
rial algorithms for such a graph can be expressed in terms of its expansion parameter
[AC88, Alo86, ASS08, AM85, BL06, Che70, Chu97, Li01]. As is well known, many graph
properties, including the property of being an expander graph, are closely tied to the spec-
tral decomposition of matrices deduced from incidence structures in the associated graph
[Alo86, Che70, Chu97, ST11]. The well known graph adjacency matrix is constructed such
that the (i1, i2) matrix entry equals 1 if the associated graph admits a directed edge con-
necting vertex i1 to vertex i2, and equals 0 otherwise. Following a construction proposed
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HYPERMATRIX SPECTRUM 2
in [FW95] by Friedman and Widgerson, one also associates with a graph a (k − 1)-path
adjacency hypermatrix. The (k − 1)-path adjacency hypermatrix corresponds to a k-th
order hypermatrix (note that ordinary matrices are second order hypermatrices) whose
(i1, i2 · · · , ik) entry equals 1 if the ordered tuple (i1, i2 · · · , ik) denotes a directed path
of length k − 1 in the associated graph, and equals 0 otherwise. Consequently, graph
algebraic invariants derived from the corresponding adjacency matrix are extended to
include polynomial relations between entries of path adjacency hypermatrices. The poly-
nomial relations which are retained as algebraic and combinatorial invariants are usually
the ones which are invariant under the natural action of the permutation group. Such
algebraic relations are to be thought of as generalizations of the classical Cayley-Hamilton
matrix polynomial. Just as it is done for matrices, the algebraic varieties defined by the
algebraic and combinatorial invariants will be referred to as the spectrum or the spectral
decomposition. The invariants associated with path adjacency hypermatrices enable us
to distinguish some non-isomorphic graphs with isospectral adjacency matrices.
The spectral analysis of hypermatrices is considerably more difficult to define [Chu93,
Lub14, PRT12, FGL+11, GER11, CD13, QSW13, LSQ14, FW95, Qi12, IGZ94] when com-
pared with the spectral analysis of matrices. Mesner and Bhattacharya in [MB90, MB94]
introduced an m operands product for m-th order hypermatrices. E. Gnang, V. Retakh
and A. Elgammal proposed in [GER11] a generalization to hypermatrices of the notions of
Hermicity and unitarity. E. Gnang, V. Retakh and A. Elgammal also proved in [GER11]
a conjecture of Bhattacharya by using these new definitions to extend the spectral de-
composition to hypermatrices of arbitrary order. In the present work we show that the
spectral decomposition introduced in [GER11] for a hypermatrix is mostly determined by
the spectral decomposition its minors in a similar spirit to Cauchy’s interlacing theorem.
We show in the present work that the majority of hypermatrix product proposed in the
literature including the Segre outer product, the contraction product, multilinear matrix
multiplication[Lim13], as well as the Kerner product [Ker08] are either special cases of the
general BM product or special cases of the dual product to the general BM product. We
present new algorithms for deriving generators of the elimination ideals associated with
matrix and hypermatrix spectral decomposition constraints. The proposed algorithms
are based on generalization of Parsevals’ identities also known as resolution of the iden-
tity. We derive from the generators the spectral elimination ideal iterative procedures for
approximating the spectral decomposition of matrices and hypermatrices. We extend to
even order hypermatrices the self-adjoint argument for establishing the existence of real
solutions to spectral constraints. Finally we deduce from the the spectral decomposition
of hypermatrices upper and lower bounds for hypermatrix eigenvalues introduced by L.H.
Lim and L.Q. Qi in [Lim05, Qi05].
Acknowledgement. We would like to thank Andrei Gabrielov for providing guidance and
inspiration while preparing this manuscript. We would like to thank Vladimir Retakh
and Ahmed Elgammal for patiently introducing us to the theory of hypermatrices. We
are grateful to Avi Widgerson, Doron Zeilberger, Yuval Filmus and Ori Parzanchevski
for helpful discussions and suggestions. The author was supported by the the National
Science Foundation, and is grateful for the hospitality of the Institute for Advanced Study.
2. Notation
We describe for convenience of the reader the notation used throughout the paper. The
Hadamard product of matrices A, B ∈ Cm×n noted A ◦B, yields a matrix of the same
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dimensions whose entries are the product of corresponding entries of A and B,
(i, j)− th entry of (A ◦B) is ai,j bi,j.
The vector product of a, b ∈ Cn×1 with the background n × n matrix M refers to the
bilinear form associated with M expressed as
〈a,b〉M :=
∑
0≤k0,k1<n
ak0mk0,k1bk1 ,
in particular it follows that
〈a,b〉 := 〈a,b〉In =
∑
0≤k<n
ak bk
where the entries of In are given by
[In]i,j :=
(
δi,j =
{
1 if 0 ≤ i = j < n
0 otherwise
)
.
The inner-product of a, b ∈ Cn×1 is 〈a,b〉. For {vj}0≤j<n ⊂ Cn×1 we define the
correlation product noted 〈v0,v1, · · · ,vn−1〉 to be
〈v0,v1, · · · ,vn−1〉 := 〈1n×1, v0 ◦ · · · ◦ vn−1〉 .
It shall also be convenient to adopt the notation convention
a◦
α
:= ((ak)
α
)0≤k<n .
The n-dimensional vector w denotes the vector collecting powers of the primitive n-th
roots of unity with entries given by
w := (wj = exp (2πi j/n))0≤j<n .
Finally, we associate with an arbitrary v ∈ Cn×1 the n× n Vandermonde matrix
[Vandermonde (v)]i,j = (vj)
i
.
3. Overview of the Bhattacharya-Mesner algebra and its dual
We recall here for convenience of the reader the basic elements of the Bhattacharya-
Mesner (BM) algebra proposed in [MB90, MB94] as a generalization of the algebra of
matrices.
Definition 1. The Bhattacharya-Mesner [MB90, MB94] algebra generalizes the classical
matrix product
B = A(1) ·A(2)
where A(1), A(2), B are matrices of sizes n1 × k, k × n2, n1 × n2, respectively,
bi1,i2 =
∑
1≤j≤k
a
(1)
i1,j
a
(2)
j,i2
,
to an m-operand hypermatrix product noted
B = Prod
(
A(1), · · · ,A(m)
)
,
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where B is an n1 × · · · × nm hypermatrix, for i = 1, · · · , (m− 1), A(i) is a hypermatrix
whose size is obtained by replacing ni+1 by k in the dimensions of the hypermatrix B,
and A(m) is a k × n2 × · · · × nm hypermatrix, and
bi1,··· ,im =
∑
1≤j≤k
a
(1)
i1,j,i3,··· ,im
· · · a(t)i1,··· ,it,j,it+2,··· ,im · · · a
(m)
j,i2,··· ,im
.
In the particular case of third order hypermatrix product noted
B = Prod
(
A(1),A(2),A(3)
)
whereA(1), A(2), A(3) and B are hypermatrices of sizes n1×k×n3, n1×n2×k, k×n2×n3
and n1 × n2 × n3 respectively,
bi1,i2,i3 =
∑
1≤j≤k
a
(1)
i1,j,i2
a
(2)
i1,i2,j
a
(3)
j,i1,i2
.
A slight variation of the BM product was introduced in [GER11]. The proposed variation
of the BM product is called the general BM product and noted
C = ProdB
(
A(1), · · · ,A(m)
)
.
The resulting hypermatrix C is an n1 × · · · × nm hypermatrix, while the dimensions of
the hypermatrix A(i) for i = 1, · · · , m − 1 is obtained by replacing ni+1 by k in the
dimensions of C and A(m) is a hypermatrix of size k×n2 × · · · ×nm similarly to the BM
product. Crucially, the general BM product differs from the BM product in the fact that
the general BM product involves an additional input hypermatrix. The additional input
hypermatrix B is called the background hypermatrix and as such B must be a cubic m-th
order hypermatrix having all of it’s sides of length k i.e. B is of dimension k× k× · · ·× k
,
ci1,··· ,im =
∑
1≤j1,···,jm≤k
a
(1)
i1,j2,i3,··· ,im
· · ·a(t)i1,··· ,it,jt+1,it+2,··· ,im · · · a
(m)
j1,i2,··· ,im
bj1,···,jm .
Note that the original BM product is recovered by setting B to the Kronecker delta
hypermatrix (i.e. the hypermatrix whose nonzero entries all equal one and are located at
the entries whose indices all have the same value, in particular Kronecker delta matrices
are identity matrices).
Consider the product
D = C ◦ ProdB
(
A(1), · · · ,A(m)
)
,
hence
di1,··· ,im =
ci1,··· ,im
∑
1≤j1,···,jm≤k
a
(1)
i1,j2,i3,··· ,im
· · · a(t)i1,··· ,it,jt+1,it+2,··· ,im · · · a
(m)
j1,i2,··· ,im
bj1,···,jm .
We define the dual to the general BM product to be expressed as
dj1,···,jm =
bj1,···,jm
∑
1≤i1,··· ,im≤k
a
(1)
i1,j2,i3,··· ,im
· · · a(t)i1,··· ,it,jt+1,it+2,··· ,im · · · a
(m)
j1,i2,··· ,im
ci1,··· ,im . (3.1)
The duality here arises from interchanging the indices in the summands with the in-
dices of the hypermatrix C in the product. Note that in the case of matrices, the
product is self dual. The product dual to the general BM product was independently
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proposed by Kerner in [Ker08]. We also note that most hypermatrix product in the liter-
ature including the Segre outer product, the contraction product, the multilinear matrix
multiplication[Lim13] all correspond to special instances of the general BM product with
additional constraints imposed on the input hypermatrices.
4. Spectral decomposition from the spectrum of minors.
We discuss here a general argument for reducing the spectral decomposition of an arbitrary
cubic k-th order hypermatrix to the decomposition of cubic minors of same order having
sides of length k. The hypermatrices considered here are associated with directed and
weighted k-uniform hypergraph having no degenerate edges. In other words, the collection
of k vertices which make up any hyperedge of the hypergraph must be distinct. Such
hypermatrices arise as (k − 1)-path adjacency hypermatrices of rooted trees whose edges
are directed towards the leaf nodes and away from the root. Such hypermatrices also
arise as (k − 1)-path adjacency hypermatrices of directed acyclic graphs.
Theorem 2. Let H denote a directed weighted k-uniform hypergraph having no degenerate
hyperedges. Then the spectral decomposition of its k-vertex sub-hypergraphs determine the
spectral decomposition of a larger k-uniform hypergraph on n
(
n
k
)
vertices which admit H
as a sub-hypergraph.
We will first present the detail proof in the case of graphs and subsequently extend the
arguments to hypergraphs.
Proof. Theorem 2 asserts that for a directed and weighted graph having no loop edges
noted
G1 := (V1 = {0, 1, · · · , n− 1} , E1 ⊂ V1 × V1) ,
the spectral decomposition of its two vertex subgraph adjacency matrices determine the
spectral decomposition of the adjacency matrix of a larger graph
G2 :=
(
V2 =
{
0, 1, · · · , n
(
n
2
)
− 1
}
, E2 ⊂ V2 × V2
)
which admit G1 as a subgraph. LetA denote the n×n adjacency matrix of the graph G2.
We seek to determine the spectral decomposition of the adjacency matrix of G2 expressed
as (
A B01
B10 B11
)
= (U · diag {µ}) · (V · diag {ν})† , U ·V† = I
n(n2)
where the sub matrices B01, B10 and B11 are matrices of size respectively given by
n × (n− 1) (n2), (n− 1) (n2) × n, and (n− 1) (n2) × (n− 1) (n2). Incidentally the matrices
U and V denotes n
(
n
2
) × n(n2) matrix which are respectively associated with basis for
the left and right eigenspaces respectively. Finally the vectors µ, ν are n
(
n
2
)
dimensional
vectors such that the entries of their Hadamard product µ ⋆ ν yield the eigenvalues of
the adjacency matrix of G2. The k-th column vector of the matrices U · diag {µ} and
V · diag {ν} denote the scaled left eigenvectors and right scaled eigenvectors respectively.
For 0 ≤ j1 < j2 < n let the matrix A[j0,j1] denote n× n matrices defined by
A[j1,j2] = A ◦
∑
σ∈S2
eσ(j1) ⊗ eTσ(j2)
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where the set {ej}0≤j<n denotes column vectors of the identity matrix In. By construction
we have
A =
∑
0≤j1<j2<n
A[j1,j2].
Furthermore let the spectral decomposition of the matrix A[j1,j2] be expressed as
A[j1,j2] =
(
U[j1,j2] · diag
{
µ[j1,j2]
})
·
(
V[j1,j2] · diag
{
ν [j1,j2]
})†
ej1 · eTj1 + ej2 · eTj2 = U[j1,j2] ·
(
V[j1,j2]
)†
.
we have
∀ 0 ≤ i1, i2 < n, ai1,i2 =
∑
0 ≤ k < n
0 ≤ j1 < j2 < n
[(√
n− 1µ[j1,j2]k
) ( u[j1,j2]i0,k√
n− 1
)][(√
n− 1 ν[j1,j2]k
) ( v[j1,j2]i1,k√
n− 1
)]
,
(4.1)
and
∀ 0 ≤ i1, i2 < n, δi1,i2 =
∑
0 ≤ k < n
0 ≤ j1 < j2 < n
(
u
[j1,j2]
i0,k√
n− 1
)(
v
[j1,j2]
i1,k√
n− 1
)
.
The right-hand side of the expressions in 4.1 should be viewed as expressing inner-products
of n
(
n
2
)
-dimensional vectors. The first n rows of the matrices U and V are therefore
determined by the expansion above. The remaining
((
n
2
)− 1)n rows of the matrix U and
V are determined by the Gram-Schmdit process.
The proposed construction used for adjacency matrices of graphs is easily extended to
higher order hypermatrices via the BM algebra. For notational convenience we discuss
here only the third order hypermartrice case. We recall from [GER11] that by analogy
to the matrix case the spectral decomposition a third order hypermatrix A is expressed
in terms of scaled eigenmatrices as follows
A = Prod
(
Prod
(
Q,D3,D
T
3
)
,
[
Prod
(
U,D2,D
T
2
)]T 2
,
[
Prod
(
V,D1,D
T
1
)]T)
.
The collection of row-depth matrix slices of the hypermatrices Q, U and V yields bases
for the eigenmatrices of A which are also subject to the non-correlation constraints[
Prod
(
Q,UT
2
,VT
)]
i1,i2,i2
=
{
1 if i1 = i2 = i3
0 otherwise
.
The scaling hypermatrices {Di}1≤i≤3 correspond to third order hypermatrix ana-
log of diagonal matrices. Consequently, the row-depth slices of the hypermatrices
Prod
(
Q,D3,D
T
3
)
, Prod
(
U,D2,D
T
2
)
, and Prod
(
V,D1,D
T
1
)
, correspond to scaled eigen-
matrices of A. By analogy to the matrix case, for all triplets label (j1, j2, j3) for which
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the inequality 0 ≤ j1 < j2 < j3 < n is satisfied, we define the matrix A[j1,j2,j3] to be the
third order hypermatrix expressed by
A[j1,j2,j3] = A ◦
∑
σ∈S3
eσ(j1) ⊗ eTσ(j2) ⊗ eT
2
σ(j3)
. (4.2)
where the set {ej}0≤j<n denotes column vectors of the identity matrix In and the trans-
pose operation here refers to the cyclic permutation of the hypermatric entries as intro-
duced in [GER11]. Similarly we have
A =
∑
0≤j1<j2<j3<n
A[j1,j2,j3] (4.3)
by appropriately concatenating the spectral decomposition of the hypermatrix minors
A[j0,j1,j2] and using the generalization to hypermatrices of the constrained inverse matrix
pair problem, we deduce the spectral decomposition of a larger n
(
n
3
)×n(n3)×n(n3) which
admits the hypermatrix A as a sub-hypermatrix.
More generally a similar construction is easily devised for higher order hypermatrices.
The argument therefore provides a way to reduce the spectral decomposition of k-th
order cubic hypermatrices to the spectral decomposition of cubic sub-hypermatrices with
sides of length k. 
5. Computing spectral elimination ideals.
For the purpose of introducing new iterative procedures to approximate the spectral de-
composition of matrices and hypermartices, We describe here two elimination procedures
for computing generators of elimination ideals associated with matrix and hypermatrix
spectral constraints. The first elimination method uses only properties of the algebra of
matrices to obtain generators for the ideal associated with eigenvalues in the matrix case
and scaling values in the general case of higher order hypermatrices. The first elimination
method also allows us to derive new generalizations of the matrix determinant polynomial
for higher order hypermatrices. The second elimination method uses a Hypermatrix gen-
eralization of the classical Paserval identity to obtain generators for the ideal associated
with entries of uncorrelated tuples (which are hypermatrix analog of matrix eigenvec-
tors). The iterative procedure described subsequently will use the generators devised by
the second method.
5.1. Spectral elimination ideals for matrices. We start by discussing both elimina-
tion method in the matrix case and subsequently proceed to extend the arguments to
hypermatrices of arbitrary orders. Let us recall for convenience of the reader the well
known matrix spectral decomposition of an n × n matrix A. Such a decomposition is
obtained by solving for n × n matrices U, V, and diagonal matrices {Di}1≤i≤2 subject
to the spectral constraints
A = (U ·D1) ·
(
V ·D2
)T
U ·VT = In
Di ◦Di = DTi ·Di, ∀ 0 ≤ i < 2
. (5.1)
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For notational convenience we reformulate the diagonality constraints in the spectral
decomposition, in terms of n-dimensional vectors µ and ν as follows{
A = (U · diag {µ}) · (V · diag {ν})†
U ·V† = In
.
The two elimination ideals obtained by the two distinct method derived from the spectral
decomposition constraints are :
Iµ◦ν := C [µ ◦ ν]∩ Ideal generated by
{
(U · diag {µ}) · (V · diag {ν})† −A, U ·V† − In
}
,
and
I
U,V
:= C
[
U,V
]∩ Ideal generated by{(U · diag {µ}) · (V · diag {ν})† −A, U ·V† − In} .
Let us start by describing the derivation of generators for Iµ◦ν . The starting point for
the derivation is the matrix identity
∀ 0 ≤ k ≤ n, Ak =
(
U · diag
{
µ◦
k
})
·
(
V · diag
{
ν◦
k
})†
.
Let {ui}0≤i<n and {vj}0≤j<n denote respectively row vectors of the matrices U and V,
we reformulate these identities into the following Vandermonde type equalities of the form
∀ 0 ≤ i, j < n, ui ◦ vj = (Vandermonde {µ ◦ ν})−1 ·

[
A0
]
i,j
...[
An−1
]
i,j

the constraints can be combined to yield the following identity. [ui ◦ vj ]0...
[ui ◦ vj ]n−1

0≤i,j<n
= (In2 ⊗Vandermonde (µ ◦ ν))−1 ·

[
A0
]
i,j
...[
An−1
]
i,j

0≤i,j<n
.
It is implicitly assumed in the identity above that A has distinct eigenvalues, otherwise
the identity above is expressed using the Penrose matrix inverse instead as follows [ui ◦ vj ]0...
[ui ◦ vj ]n−1

0≤i,j<n
= (In2 ⊗Vandermonde (µ ◦ ν))+ ·

[
A0
]
i,j
...[
An−1
]
i,j

0≤i,j<n
.
Having thus expressed in the equality above the entries of the vectors {ui ◦ vj}0≤i,j<n
only in terms of the entries of A and its eigenvalues, we derive the generators for Iµ◦ν as
prescribed by tautologies
Iµ◦ν = Ideal generated by {(ui ◦ vj) ◦ (uj ◦ vi)− (ui ◦ vi) ◦ (uj ◦ vj)}0≤i,j<n .
Note that the computation of resultants or alternatively the computation of Groebner ba-
sis can also be used to compute generators for Iµ◦ν starting from the spectral constraints
in 5.1 as pointed out in [GER11]. However these approaches are less direct and con-
siderably less efficient because one must identify for spectral constraints good monomial
orderings. The elimination method also has the benefit of producing explicit expressions
for the characteristic polynomial and determinant. We illustrate this by considering the
case n = 2, where there generator of the ideal Iµ◦ν results in a single vector equality
(u0 ◦ v1) ◦ (u1 ◦ v0)− (u0 ◦ v0) ◦ (u1 ◦ v1) = 02×1
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and yields the equality(
(µ1ν1)
2 − (a0,0 + a1,1)µ1ν1 + (a0,0a1,1 − a0,1a1,0)
(µ0ν0)
2 − (a0,0 + a1,1)µ0ν0 + (a0,0a1,1 − a0,1a1,0)
)
=
(
0
0
)
.
Let us now turn our attention to the derivation of generators for the elimination ideal
I
U,V
. The derivation is achieved by eliminating the variables associated with the eigen-
values determined by the entries of the vectors µ and ν via Parseval’s identity. For the
purposes of the proposed elimination method we view the spectral constraints in 5.1 as a
collection of n2 inner product equalities of the form
{〈ui0 ◦ µ, ν ◦ vi1〉 = ai0,i1}0≤i0,i1<n ,
where the sets {ui}0≤i<n and {vi}0≤i<n denote row vectors of the matrix U and V
respectively. By Parsevals’ identity the n2 constraints can be reformulated as ∑
0≤k<n
〈ui0 ◦ µ,ν ◦ vi1〉(vk)T ·uk = ai,j =
∑
0≤j0,j1<n
µj0νj1 fn·j0+j1,n·i0+i1
(
U,V
)
0≤i0,i1<n
(5.2)
where
{
fn·j0+j1,n·i0+i1
(
U,V
)}
0≤n·j0+j1,n·i0+i1<n2
⊂ C [U,V] and expressed by
fn·j0+j1,n·i0+i1
(
U,V
)
= ui0j0
 ∑
0≤k<n
vj0kuj1k
 vi1j1 .
The constraints form a system of n2 equations in the n2 unknowns {µi νj}0≤i,j<n. We
therefore express the polynomial constraints in 5.2 as follows
f0,0 · · · f0,j · · · f0,(n2−1)
...
. . .
... . .
. ...
fi,0 · · · fij · · · fi,(n2−1)
... . .
. ...
. . .
...
f(n2−1),0 · · · f(n2−1),j · · · f(n2−1),(n2−1)


µ0ν0
...
µiνj
...
µn−1νn−1
 =

a0,0
...
ai,j
...
a(n−1),(n−1)
 .
(5.3)
For any integer 0 ≤ k < n2, let Fk denote the n2×n2 matrix constructed by substituting
the k-th column of the left hand side matrix F above by the righthand side n2 × 1 vector
made up by the entries of A as prescribed by the classical Cramer’s rule. The generators
for I
U,V
are determined by rational function identities derived from tautologies similar
to the tautologies used in the first elimination method.
{(µiνi) (µjνj) = (µiνj) (µjνi)}0≤i<j<n .
It follows from Cramer’s rule that generators for the ideal I
U,V
are derive from the
rational identities{
det (Fn·i+i · Fn·j+j)− det (Fn·i+j · Fn·j+i)
det (F2)
= 0
}
0≤i<j<n
.
The elimination ideal I
U,V
is seldom used in the literature however it’s analog is of
crucial importance for approximating the spectrum of hypermatrices.
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5.2. Spectral elimination ideals for hypermatrices. For notational convenience we
restrict the discussion here to third order hypermatrices. We recall the spectral decom-
position for third order hypermatrices is expressed by
A = Prod
(
Prod
(
Q,D3,D
T
3
)
,
[
Prod
(
U,D2,D
T
2
)]T 2
,
[
Prod
(
V,D1,D
T
1
)]T)
.
The collection of matrix slices of the hypermatricesQ,U andV collects the eigen-matrices
of A which are subject to the constraints[
Prod
(
Q, UT
2
, VT
)]
i1,i2,i2
=∆ =
{
1 if i1 = i2 = i3
0 otherwise
.
The scaling hypermatrices {Di}1≤i≤3 are hypermatrix analog of diagonal matrices. Third
order hypermatrix diagonality constraints are similar to matrix diagonality constraints
and expressed by
∀ 1 ≤ i ≤ 3, Di ◦Di ◦Di = Prod
(
DTi , D
T 2
i , Di
)
,
The slices of Prod
(
Q,D3,D
T
3
)
, Prod
(
U,D2,D
T
2
)
, and Prod
(
V,D1,D
T
1
)
, correspond to
scaled eigenmatrices ofA. Moreover the spectral decomposition constraints can rewritten
in terms of inner-product constraints of the form
∀ 0 ≤ i, j, k < 2, aijk =
〈
(αi ◦ qik ◦αk) ,
(
βj ◦ uji ◦ βi
)
,
(
γk ◦ vkj ◦ γj
)〉
〈qik, uji, vkj〉 = δi,j,k =
{
1 if i = j = k
0 otherwise
∀ 0 ≤ i, j, k < n .
The derivation according to the first elimination method is best illustrated for cubic
hypermatrices having side length equal to 2. In particular for 2 × 2 × 2 the spectral
decomposition yields the following Vandermonde type equalities generally expressed
∀ 0 ≤ i, j, k < 2, qik ◦ uji ◦ vkj =(
Vandermonde
{
(αi ◦αk) ◦
(
βj ◦ βi
) ◦ (γk ◦ γj)})−1( δi,j,kai,j,k
)
Having thus expressed in the equalities above the entries of the vectors
{qik ◦ uji ◦ vkj}0≤i,j,k<n only in terms of the entries of A and its scaling values, we
derive the generators for Iα,β,γ as prescribed by the tautology
(q00 ◦ u00 ◦ v00) ◦ (q01 ◦ u10 ◦ v11) ◦ (q11 ◦ u01 ◦ v10) ◦ (q10 ◦ u11 ◦ v01)−
(q01 ◦ u00 ◦ v10) ◦ (q00 ◦ u10 ◦ v01) ◦ (q10 ◦ u01 ◦ v00) ◦ (q11 ◦ u11 ◦ v11) = 02×1
which results in third order hypermatrix analog of 2× 2× 2 characteristic polynomial(
a001a010a100α
2
11β
2
11γ
2
11 − a011a101a110α201β201γ201 + a000a011a101a110 − a001a010a100a111
a001a010a100α
2
01β
2
01γ
2
01 − a011a101a110α200β200γ200 + a000a011a101a110 − a001a010a100a111
)
=
(
0
0
)
.
The first elimination method therefore yield hypermatrix analog of characteristic poly-
nomials as well as an expression of the hyperdeterminants for hypermatrices of size
2m × 2m × 2m which arises as Kronecker products of 2 × 2 × 2 hypermatrices. The
first method is considerably more difficult to extend to arbitrary hypermatrices of size
n×n×n because of the lack of Vandermonde for n > 2. However, the second elimination
method extend to hypermatrices of size n × n × n. Similarly to the matrix case, the
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second elimination method based on a hypermatrix generalization of Parseval’s identity.
We eliminate the variables associated with the scaling values by considering the sequence
of hypermatrix defined the recurrence relations
G0 =∆2, Gk+1 = ProdGk
(
Q,UT
2
,VT
)
,
in conjunction with the constraints{
A = ProdGk
(
Prod
(
Q,D0,D
T
0
)
,
[
Prod
(
U,D2,D
T
2
)]T 2
,
[
Prod
(
V,D1,D
T
1
)]T)}
k<n
Finally using Cramer’s rule we express the the scaling variables as rational functions of
the entries of the Q,U,V and A. As illustration for the second elimination method we
consider the case of a 2×2×2 hypermatrix A such that AT = A, which admit a spectral
decomposition where
D0 = D1 = D2 and Q = U = V.
Using Cramer’s rule to isolate the scaling variables from the constraints{
A = ProdGk
(
Prod
(
Q,D0,D
T
0
)
,
[
Prod
(
U,D2,D
T
2
)]T 2
,
[
Prod
(
V,D1,D
T
1
)]T)}
k<2
we derive the elimination ideal IQ from the rational identities prescribed by the tautolo-
gies : 
(
λ4kmλ
2
kp
)3
=
[(
λ2km
)3]2 [(
λ2kp
)3]
(
λ2kmλ
2
knλ
2
kp
)3
=
(
λ2km
)3 (
λ2kn
)3 (
λ2kp
)3 .
Unlike the first elimination method, the second elimination method has no restriction on
the size of the hypermatrices. Furthermore, for the general purpose of approximating
the spectrum of arbitrary hypermatrices subsequent methods discussed here construct
approximation arbitrary size hypermatrices from spectral decomposition of the 2× 2× 2
minors.
6. Approximating the spectral decompositions of matrices and
hypermatrices.
We describe here a recursive construction for approximating the spectral decomposition
of matrices and hypermatrices based on a refinement of the proof of theorem 2. We
start by discussing the matrix case and subsequently briefly discuss how the arguments
are extended to hypermatrices. For some n × n matrix A with complex entries, let Aτ
denote the matrix minor constructed as follows
Aτ =
A◦
 1
n− 2

 ∑
0≤i6=τ<n
ei
 ·
 ∑
0≤j 6=τ<n
ej
T − ∑
0≤k 6=τ<n
ek · eTk
+ 1
n− 1
∑
0≤k 6=τ<n
ek · eTk
 .
The minors are constructed as to obtain the identity
A =
∑
0≤τ<n
Aτ .
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We further assume for the sake of the argument that the spectral decomposition of the
matrix minors {Aτ}0≤τ<n are known and given by
Aτ =
(
U[τ ] · diag
{
µ[τ ]
})
·
(
V[τ ] · diag
{
ν[τ ]
})†
, In − eτ · eTτ = U[τ ] ·
(
V[τ ]
)†
.
By concatenating the spectral decomposition of the matrices {Aτ}0≤τ<n as was done in
the proof of 2, we obtain that for all 0 ≤ i0, i1 < n
ai0,i1 =
∑
0≤τ,t<n
[(√
n− 1µ[τ ]t
) ( u[τ ]i0,t√
n− 1
)][(√
n− 1 ν[τ ]t
) ( v[τ ]i1,t√
n− 1
)]
δi0,i1 =
∑
0≤τ,t<n
(
u
[τ ]
i0t√
n− 1
)(
v
[τ ]
i1t√
n− 1
)
As was done in the proof of theorem 2 we construct the spectral decomposition of a larger
n2×n2 matrix (by concatenating the spectral decomposition of the matrices {Aτ}0≤τ<n)
which admits A as a sub-matrix and expressed as(
A B01
B10 B11
)
= (U · diag {µ}) · (V · diag {ν})† , In2 = U ·V†.
Following this construction, we discuss two approximation techniques which enable a
recursive approximation for the spectrum of the original matrix. The first method is
the inflation approximation technique. It iteratively modifies the spectrum of the larger
n2 × n2 matrices, in order to approximate the spectrum of the smaller n× n matrix. We
start from the matrices U and V iteratively attempts to converge via gradient descent to
matrices (
U′ 0n×n(n−1)
0n(n−1)×n Q
)
, and
(
V′ 0n×n(n−1)
0n(n−1)×n
(
Q−1
)† )
for which we have
In2 =
(
U′ 0n×n(n−1)
0n(n−1)×n Q
)
·
(
(V′)
†
0n×n(n−1)
0n(n−1)×n Q
−1
)
and (
A 0n×n(n−1)
0n(n−1)×n In(n−1)
)
=(
U′ · diag {µ′} 0n×n(n−1)
0n(n−1)×n Q
)
.
(
(V′ · diag {ν ′})† 0n×n(n−1)
0n(n−1)×n Q
−1
)
.
We therefore derive from the resulting expansion a spectral decomposition forA expressed
by
A = (U′ · diag {µ′}) · (V′ · diag {ν′})† (6.1)
In contrast for large enough sizes we devise instead a second approximation technique
referred to as the truncation method. This method starts from the spectral decomposition
of the larger n2 × n2 matrix expressed by(
A B01
B10 B11
)
= (U · diag {µ}) · (V · diag {ν})† , In2 = U ·V†. (6.2)
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where the vectors {ui}0≤i<n2 and {vj}0≤j<n2 denote n2-dimensional column vectors of
the matricesU andV respectively. The approximation is therefore obtained by truncating
the vectors in the matrix to obtain(
A˜ 0n×(n2−n)
0(n2−n)×n 0(n2−n)×(n2−n)
)
=
∑
0≤k<n
(
µkuk ◦
(
1n×1
0(n2−n)×1
))
·
(
νkvk ◦
(
1n×1
0(n2−n)×1
))†
.
The total error incurred by the truncation from the original larger matrix is∥∥∥∥( A B01B†01 B11
)
−
(
A˜ 0n×(n2−n)
0(n2−n)×n 0(n2−n)×(n2−n)
)∥∥∥∥2 =
∥∥∥∥∥∥
∑
n≤k<n2
(µkuk) · (νkvk)†
∥∥∥∥∥∥
2
+
∥∥∥∥∥∥
∑
0≤k<n
(
µkuk ◦
(
0n×1
1(n2−n)×1
))
·
(
νkvk ◦
(
0n×1
1(n2−n)×1
))†∥∥∥∥∥∥
2
which upper bounds the truncation error of the spectral approximation. We note that the
approximation error may be further reduced by the use of iterative procedures based on
the polynomial constraints which generate the elimination ideals. The recursive approx-
imation scheme presented here allows us to build up an approximation for the spectral
decomposition of an n × n matrix starting from the spectral decomposition of it’s (n2)
matrix minors of size 2×2 all the way up to the n matrix minors of size (n− 1)× (n− 1)
from which we deduce the sought after approximation of the spectral decomposition. The
approximation algorithms described here straightforwardly extend to hypermatrices of all
orders.
7. Unitary and Hermitian hypermatrices.
We describe the spectral decomposition of even order Hermitian hypermatrices. We
also introduce here unitary hypermatrices and show how they can be used to extend to
hypermatrices the self adjoint argument for establishing the existence of real solutions to
spectral constraints. The discussion here relates the spectral decomposition to the tensor
eigenvalue first defined by Lim [Lim05] and Qi [Qi05]. An even order hypermatrix A is
said to be Hermitian if AT = A. The general spectral decomposition of fourth order
hypermatrices is therefore expressed by
A = Prod
(
Prod (Q,Λ1,Λ2,Λ3) ,Prod (U,Γ1,Γ2,Γ3)
T 3
,
Prod (V,Θ1,Θ2,Θ3)
T 2
,Prod (W,Ξ1,Ξ2,Ξ3)
T
)
and [
Prod
(
Q,UT 3 ,VT
2
,WT
)]
i0,i1,i2,i3
=
{
1 if i0 = i1 = i2 = i3
0 otherwise
where the entries of the scaling hypermatrices are given by :
[Λ1]i0i1i2i3 := δi1i2λi1i3 , [Λ2]i0i1i2i3 := δi1i3λi1i0 , [Λ3]i0i1i2i3 := δi1i0λi1i2
[Γ1]i0i1i2i3 := δi1i2γi1i3 , [Γ2]i0i1i2i3 := δi1i3γi1i0 , [Γ3]i0i1i2i3 := δi1i0γi1i2
[Θ1]i0i1i2i3 := δi1i2θi1i3 , [Θ2]i0i1i2i3 := δi1i3θi1i0 , [Θ3]i0i1i2i3 := δi1i0θi1i2
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[Ξ1]i0i1i2i3 := δi1i2ξi1i3 , [Ξ1]i0i1i2i3 := δi1i3ξi1i0 , [Ξ3]i0i1i2i3 := δi1i0ξi1i2
where
δi,j =
{
1 if 0 ≤ i = j < n
0 otherwise
.
Entry wise the constraints are expressed as
ai0i1i2i3 =
〈
(λi0 ◦ λi2 ◦ λi3) ◦ qi0,i2,i3 ,
(
γi1 ◦ γi0 ◦ γi3
) ◦ ui1i3i0 ,
(θi2 ◦ θi0 ◦ θi1) ◦ vi2i0i1 ,
(
ξi3 ◦ ξi1 ◦ ξi2
) ◦wi3i1i2 〉
δi0i1i2i3 = 〈qi0i2i3,,ui1i3i0 ,vi2i0i1 ,wi3i1i2〉 .
In particular for unitary decomposition we have
ai0i1i2i3 =
〈
(λi0 ◦ λi2 ◦ λi3) ◦ qi0i2i3 ,
(
γi1 ◦ γi0 ◦ γi3
) ◦ qi1i3i0 ,
(θi2 ◦ θi0 ◦ θi1) ◦ qi2i0i1 ,
(
ξi3 ◦ ξi1 ◦ ξi2
) ◦ qi3i1i2 〉
and the unitarity constraints are entry wise expressed by
δi0,i1,i2,i3 = 〈qi0i2i3,,qi1i3i0 ,qi2i0i1 ,qi3i1i2〉 .
The vectors
{
λi ◦ λj ◦ λk, γi ◦ γj ◦ γk, θi ◦ θi0 ◦ θi1 , ξi3 ◦ ξi1 ◦ ξi2
}
0≤k<n
denote the
vectors collecting the scaling values of the hypermatrix A. Note that the unitary de-
composition described here for even order hypermatrices is analogous to spectral decom-
position of Hermitian matrices expressed by
A = (U · diag {µ}) · (U · diag {ν})T , U ·UT = In
entry wise expressed as
ai0i1 = 〈µ ◦ ui0 ,ν ◦ ui1〉 , δi0i1 = 〈ui0 ,ui1〉
where the vectors µ,ν correspond to the scaling vectors. Moreover, A is said to admit
slice invariant unitary decomposition if
∀ 0 ≤ i < j < n, λi = λj ; γi = γj ; θi = θi; ξi = ξj .
In the case of matrices the spectral decomposition of a Hermitian matrix is always slice
invariant because the scaling vectors do not change as the index of the eigenvector entries
changes.
Theorem 3. Let A denotes a Hermitian hypermatrix which admits a slice invariant
unitary decomposition then it follows that the Hadamard product of the scaling vectors
must be real.
The general argument of the proof is well illustrated for hypermatrices of order 2 and
4. It will immediately be apparent how to extend the argument to arbitrary even order
hypermartices.
Proof. In the case of matrices we consider the bilinear form 〈x, y〉A associated with the
matrix A. Let the spectral decomposition of the matrix A be
A = (U · diag {µ}) · (U · diag {ν})T , U ·UT = In
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then the corresponding bilinear form can be expressed as follows
〈x, y〉A =
∑
0≤k<n
〈µ ◦ x, ν ◦ y〉
uku
T
k
where uk denotes the k-th column of the unitary matrix Q. The bilinear form associated
with the matrix AT is therefore given by
〈x, y〉
AT
=
∑
0≤k<n
〈µ ◦ x, ν ◦ y〉
uk·u
T
k
.
By Hermicity of A we have
∀x,y ∈ Cn, 〈x, y〉A = 〈x, y〉AT ⇒ µ ◦ ν = µ ◦ ν,
by the combinatorial Nullstellensatz argument thus deriving that the eigenvalues of A
must all be real. Similarly we consider the multilinear form associated with Hermitian
hypermatrix A which admits a scale invariant unitary decomposition. The corresponding
multilinear form is expressed by〈
x,y, z, t
〉
A
=
∑
0≤k<n
〈
(λ ◦ x) , (γ ◦ y) , (θ ◦ z) , (ξ ◦ t)〉
Prod
(
Uk,U
T3
k
,UT
2
k
,U
T
k
) .
The multilinear form associated with the hypermatrix AT is therefore given by〈
x,y, z, t
〉
AT
=
∑
0≤k<n
〈
(γ ◦ x) , (θ ◦ y) , (ξ ◦ z) , (λ ◦ t)〉
Prod
(
Uk,U
T3
k
,UT
2
k
,U
T
k
) .
By Hermicity we have
∀x,y, z, t ∈ Cn, 〈x,y, z, t〉
A
=
〈
x,y, z, t
〉
AT
⇒ λ ◦ γ ◦ θ ◦ ξ = λ ◦ γ ◦ θ ◦ ξ.

Theorem 3 which extends to hypermatrices the self-adjointness argument for establishing
the existence of real solutions to spectral constraints. We may also write that
〈x,x,x,x〉A =
∑
0≤k<n
〈
(λ ◦ x) , (γ ◦ x) , (θ ◦ x) , (ξ ◦ x)〉
Prod
(
Uk,U
T3
k
,UT
2
k
,U
T
k
) .
and therefore if we further make the simplifying assumption that for some positive real
number µ
∀ 0 ≤ i, k < n, µ ≤ min {〈ei,λ〉 , 〈ei,γ〉 , 〈ei,θ〉 , 〈ei, ξ〉}
and
max {〈ei,λ〉 , 〈ei,γ〉 , 〈ei,θ〉 , 〈ei, ξ〉} ≤ ν
the entries of scaling hypermatrix therefore yield upper and lower bounds for the eigenval-
ues for the symmetrized hypermatrix associated with the multilinear forms 〈x,x,x,x〉A
introduced by [Lim05, Qi05]. The corresponding bounds are expressed by the inequality
‖µx‖4ℓ4 ≤ 〈x,x,x,x〉A ≤ ‖ν x‖
4
ℓ4
. (7.1)
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