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ABSTRACT 
 
In this paper, the effect of some relevant macroeconomic variables on Spanish 
agricultural prices and exports is analysed. The methodological approach used is based on the 
cointegration procedure making the distinction between short- and long-run effects possible. 
A eight variables system in real terms is specified. Long-run analysis indicates that money 
income neutrality as well as agricultural prices homogeneity hold. Short-run dynamics has 
been analysed by specifying a Structural Vector Error Correction Model. Main results 
indicate that, in general terms, agricultural variables do not significantly affect 
macroeconomic variables. In the very short run farmers will benefit from increases of money 
and general prices while over longer horizons the agricultural terms of trade get worse.  
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1. INTRODUCTION 
 
Changes in the macroeconomic policy have become increasingly significant within the 
agrofood sector as agriculture has become more capitalized and more dependent on 
international markets, then being more vulnerable to variations in interest rates, exchange 
rates and international growth rates. As a consequence, since the mid seventies, a number of 
theoretical and empirical studies have analysed the impact of macroeconomic variables on the 
relative performance of the agricultural sector. In the early studies, macroeconomic variables 
(income, interest rate, exports,...) were introduced as purely exogenous in agricultural sector 
models. It was considered that the agricultural sector was a closed system, being only 
influenced by a few general economic variables (In and Mount, 1994). 
 
The paper by Schuh (1974) could be considered as the starting point of a second group 
of studies emphasizing the role of exchange rate in explaining agricultural variable 
fluctuations. In a partial equilibrium framework and considering the exchange rate as an 
exogenous variable, Chambers and Just (1979, 1981), Longmire and Morey (1983), and 
Batten and Belongia (1986) provide empirical evidence of such an effect while other studies 
conclude that exchange rate movements have little effect on the variability of real commodity 
prices (Collins et al. 1980). However, these empirical investigations neglect not only the 
possible effect of exchange rate changes on other macroeconomic variables (which can 
influence agricultural prices and exports indirectly) but also the effects of other 
macroeconomic variables (such as interest rates) both on exchange rate and agricultural 
variables. In this context, Chambers (1984) develops a general equilibrium model in order to 
analyse the effect of macroeconomic variables on agricultural trade where the exchange rate, 
income, interest rate as well as usual agricultural variables are treated as endogenous. This 
author concludes that tight monetary policy hurts the agricultural sector as a result of 
exchange rate appreciation and rising interest rates. 
  
Finally, it is possible to identify a third group of papers dealing with the analysis of the 
dynamic linkages between monetary variables and the agricultural sector. Among this group 
of studies, considerable attention has been paid to the reaction of agricultural and non- 
agricultural prices to monetary shocks. The question of money neutrality in the agricultural 
sector, and the speed of price adjustments, has been considered of central importance for 
policy analysis (Bordo, 1980; Tweeten, 1980, Bessler and Babula, 1987; Devadoss and 
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Meyers, 1987; Taylor and Spriggs, 1989; Robertson and Orden, 1990; Larue and Babula, 
1994; Dorfman and Lastrapes, 1996, among others).  
 
Results from most of the above mentioned studies, although mainly related to the 
United States and Canada1, substantially differ from each other and, in many cases, they are 
even contradictory. There exist alternative explanations for such differences: samples are not 
homogeneous, the number of variables included differs as well as their treatment as 
endogenous or exogenous, and the different methodological approaches used. However, there 
seems to exist a consensus on the fact that models analysing macroeconomic linkages to the 
agricultural sector should include the more relevant macroeconomic variables of the country 
being analysed and should treat them as endogenous (Devadoss et al., 1987; Taylor and 
Spriggs, 1989; Denbaly and Torgerson, 1991; Thraen et al., 1992; In and Mount, 1994; 
among others). 
 
Partly for this reason, most of the analyses on this topic have recently been conducted 
using Vector Autoregression (VAR) models.  In VAR models all variables are considered 
endogenous. Moreover, it is possible to calculate the short-run responses of a shock in one 
variable in the system on any other variable offering a convenient way to characterize data 
without having to involve economic theory to restrict the dynamic relationships among 
variables. Cooley and LeRoy (1985), among others, have criticized the usefulness of such an 
atheoretical approach for policy analysis. To overcome this problem "Structural" VAR 
(SVAR) models have been used (Bernanke, 1986, Sims, 1986 and Blanchard and Quah, 1989) 
which allow the researcher to specify and test restrictions based on economic theory prior to 
calculating the impulse response functions (Orden and Fackler, 1989).  
 
Finally, recent developments on time series analysis have modified the econometric 
framework to analyse the relationships between macroeconomic variables and the agricultural 
sector. The concepts of non-stationarity and cointegration have become very popular and have 
to be explicitly tested to properly specify an econometric model. In this new context, 
Johansen (1988) and Johansen and Juselius (1990, 1992 and 1994) provide an interesting 
methodology that allows the researcher to distinguish between the short and the long run. On 
the one hand, it is possible to identify the long-run structural relationships among a set of 
variables and how variables in the system adjusts to deviations from such long-run 
equilibrium relationships. On the other, it is possible to calculate the impulse response 
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functions in a similar way to that in the SVAR models. This distinction is useful as economic 
restrictions are considered long run in nature while it is also interesting, for policy analysis, to 
know how the system adjust to disequilibrium. 
  
The objective of this paper is to use recent developments in time series analysis to 
explain the relationships between macroeconomic variables and the agricultural sector in 
Spain. Special attention is paid to the distinction between long-run structural relationships and 
short-run dynamics. The paper is one of the first attempts to analyse such relationships in 
Spain.  
 
 The paper is organized as follows. The data used in this study are described in section 
2 as well as results from non-stationary tests. Long-run equilibrium relationships are analysed 
in section 3. The short-run dynamics is considered in section 4. Finally, some concluding 
remarks are outlined. 
 
2. DATA AND METHODOLOGICAL APPROACH  
 
 In order to carry out the empirical analysis of the linkages between macroeconomic 
variables and the agricultural sector, two blocks of variables have been considered. The first 
one is the macroeconomic block which contains the more relevant macroeconomic variables: 
1) real effective exchange rate (ER) (the real multilateral exchange rate2 taking into account 
world and Spanish consumer price indices); 2) the real money supply (RM) (money supply3 
divided by the consumer price index); 3) interest rate (R) (the three-month money market 
interest rate); 4) inflation expressed as consumer price index in first differences (P); and 5) 
real gross domestic product (Y). The second one is the agricultural block, which includes the 
following variables: 1) real farm input prices (RIP); 2) real farm output prices (ROP) (real 
farm input prices and real farm output prices are calculated as nominal prices divided by the 
consumer price index) and 3) real agricultural exports (AX)4 (exports value divided by the 
agricultural exports price index). 
 
 These variables were chosen because it was felt that they would capture the most 
important relationships between both sectors. Besides, as the sample period is limited, it has 
been attempted to use as few variables as possible. Quarterly data from 1978:1 to 1995:4 are 
used. All variables are in logarithms, except for the interest rate which is in a percentage form 
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and is divided by one hundred to make the estimated coefficients comparable with 
logarithmic changes. Finally, all variables have been deseasonalised5. 
 
 Time series univariate properties have been examined by using unit root tests. As in 
small samples such tests have limited power (Blough, 1992), two alternative tests developed 
by Dickey and Fuller (1979, 1981) (DFA) and Kwiatkowski et al.(1992) (KPSS) have been 
applied. Both tests indicated that all variables were I(1)6 
  
 Thus, the methodological approach used in this paper consists of three steps: first, the 
Johansen’s (1988) multivariate contegration procedure is used to test if variables are 
cointegrated; second, cointegration vectors are identified as long-run meaningful economic 
relationships; finally, impulse response functions are computed to analyse short-run dynamics  
 
 
3. LONG-RUN ANALYSIS 
 
 The starting point of Johansen’s procedure is the following reformulation of a VAR(k) 
into a Vector Error Correction Model (VECM): 
 

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where Zt is a px1 vector of endogenous variables in the system; Ai, i= 1, 2…k is a (pxp) 
matrix of short-run parameters, being k the number of lags;  is a (pp) matrix of long-run 
parameters; Dt is a (m1) vector of deterministic terms (a constant, a linear term, seasonal 
dummies, intervention dummies, etc…); and t is a vector of errors which are assumed to be 
i.i.d Gaussian processes, that is: 
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where  is a (pp) positive-definite covariance matrix. 
 As series in Zt are I(1), the right and left side in (1) will be only balanced if such series 
are cointegrated, that is, if Zt-1 is stationary. Following Johansen’s procedure, testing the 
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hypothesis of cointegration consist of testing the hypothesis r)(rank:Hr  (r = 0,1,..,p-1). If  
is of full rank (r = p) then Zt is stationary variables and a VAR model in levels should be 
specified. A rank of zero implies that  contains no long-run information, and a VAR(k-1) in 
differences would be the correct specification. Finally, if rank()=r, 0<r<p, then there are r 
stationary linear combinations of variables (r cointegration vectors). Under this condition,  
can be written as the product of two matrices  , where  and  are matrices of 
dimension pr. In this case Zt is said to be cointegrated of order one [CI(1,1)];  is a matrix of 
long-run coefficients such that the term ('Zt-1) represents the (r) cointegration relationships in 
the multivariate model which ensure that the Zt converge to their long-run steady-state 
solutions; and  represents the speed of adjustment to desequilibrium. Johansen (1988) 
develops two statistics; the -max and the trace, to test for the cointegration rank. 
  
 3.1 Model specification and cointegration rank 
 
 The procedure outlined above has been applied to the system including the eight 
variables described in the last section (   ttttttttt  AX,RIP ,ROP ,ER ,R ,P,Y ,RMZ ). 
However, in empirical applications, the choice of r is frequently sensitive to: i) the 
deterministic terms included in the system (such as a constant and/or a trend) and on the way 
in which such components interact with the error correction term; and ii) the appropriate lag 
length to ensure that the residuals are Gaussian. System (1) is estimated including three lags 
and an unrestricted constant7. Also, two transitory impulse dummies (D1 and D2) have been 
unrestrictedly (in the short run) introduced8 as suggested by Doornik et al. (1998), especially 
if they are used to establish an estimate of the innovation variance. Multivariate and 
univariate tests for autocorrelation and normality (Doornik and Hansen, 1994) have been 
carried out to check for model statistical adequacy before applying the reduced rank tests. 
Results are shown in Table 1 and indicate that the model can be considered correctly 
specified. 
 
(Insert Table 1) 
  
 Keeping the lag length at three (k=3), and imposing the hypothesis Hr, the I(1) system 
(1) in error correction form, then, becomes: 
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 Table 2 reports the trace and the maximum eigenvalue (-max) statistics. Both tests 
indicate that, at the 5% significance level, it is possible to accept that there are four 
cointegration vectors9. Note that, as some dummy variables have been introduced, results 
have to be interpreted with some caution. Juselius (1995) suggests, as a first step, looking at 
the roots of the characteristic polynomial of the VAR model (called companion matrix) since 
these provide useful information on how many (r-p) roots are on the unit circle. The six first 
characteristic roots (modulus) are [0.98, 0.96, 0.95,0.93, 0.78, 0.78]. Results show that the 
four largest values are close to unity, which seems to support the choice of four unit roots in 
the system (p-r = 4) and it is consistent with the existence of four cointegration vectors. On 
the other hand, as it can be observed, all the roots are inside the unit circle which confirms 
that all variables are I(1).  
 
(Insert Table 2) 
 
The estimated  parameters are presented in Table 3, where  is presented in 
normalized form. Identifying economically interpretable relations is the primary aim of this 
analysis. However, Juselius (1994: 171) argues that "the interpretation of the unrestricted 
cointegration space is far from straightforward when there are more than one cointegrating 
vector". Moreover, Johansen and Juselius (1994) suggest that only sometimes the unrestricted 
cointegrating vectors, surprisingly, can be directly interpreted in terms of theoretical 
economic relationships. Thus, some restrictions are needed in order to obtain a structural 
representation of such relationships.  
 
(Insert Table 3) 
 
3.2. Hypotheses testing on cointegration vectors 
 
Taking into account the variables included in the model as well as the economic theory 
which relates those variables, the following hypothetical cointegration relations could be 
expected:  
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By setting 1y =1, the previous equation becomes: 
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which represents a real demand equation postulated by the quantitative money theory. This 
equation describes a real money demand under the condition that 1r <0 and 1p <0.  
 
2) The second relationship can be identified as an output demand equation:  
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The economic theory predicts that in such relationships the real aggregate income is 
negatively related to the interest rate and positively to inflation ( 02r  and 02 p  ). 
However, if 2r =0 and 2p >0 this will be consistent with what is called a short-run Phillips 
curve relationship with growing expectations.  
 
3) The third relationship will attempt to relate agricultural prices 
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In this equation, the agricultural prices homogeneity is given by 033  riprop  .  
 
4) The final relationship is going to be associated with an agricultural export equation:  
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In this equation, it would be expected that 4er >0 and 4rop >0.  
 
The four long-run relationships given in (4)-(7), can be written more compactly as: 
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In this paper, a two-step procedure is going to be used in order to check if (8) is 
supported by data. In the first step, each single restricted relation (4)-(7) is tested for 
stationarity leaving the other relations unrestricted. In other words, if restrictions imposed are 
compatible with a stationary relationship. The second step involves jointly considering the 
full identification of the four relationships. Juselius (1998) points out that this approach 
maximizes the chance of finding a correct full identification of long-run relations.  
 
Hypotheses related to the first step adopt the general form ℋi: =(Hi,)10. In such an 
expression, restrictions to be tested are only placed in a single cointegration vector while the 
remaining (r-1) vectors are considered unrestricted. Johansen and Juselius (1992) suggest that 
this test can be used when we wish to test if there exists some vector in the cointegration 
space that linearly combines the variables in a particular hypothesized stationary relationship. 
 
Several hypotheses have been considered and tested. The specification of such 
hypotheses as well as results found are shown in Table 4. With respect to the first 
relationship, two different hypotheses have been tested. In the first one (ℋ1), it is tested that 
real money is cointegrated with interest rate and inflation, imposing also income 
homogeneity. Results from the Likelihood Ratio (LR) statistic indicate that the null cannot be 
rejected. Both the interest rate and inflation have the expected negative signs. In the second 
hypothesis, an additional restriction is considered ( 1 p =0). This hypothesis is strongly 
rejected, which means that the monetary authority is not fixing the monetary policy taking 
into account an aggregate money stock. This is consistent with the situation in Spain, at least 
since 1989 when Spain joined the European Monetary System (EMS).  
 
(Insert Table 4) 
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The ℋ3 and ℋ4 hypotheses are related to the real income equation specification. As 
can be observed in Table 4, there is no empirical evidence of a stationary relation between 
real income and inflation (ℋ4). However, the hypothesis that real income, interest rate and 
inflation form a stationary relation (ℋ3) cannot be rejected. This means that, as real output is 
negatively related to interest rate and positively to inflation, this equation can be interpreted 
as an excess demand for goods relationship. 
 
Hypothesis (ℋ5) tests for price homogeneity in the agricultural sector. The LR 
statistic is under the critical value suggesting that monetary policy has a neutral effect on the 
real food-based prices. This means that, in the long run, input prices and output prices react in 
the same way and magnitude to changes in money supply. The last hypothesis (ℋ6) tests that 
real agricultural exports, exchange rate and output prices form a stationary relationship. 
Again, the null hypothesis cannot be rejected at 5% significance level and additionally, 
variables have the expected signs. 
 
Once it has been checked that each single equation is a cointegrated relationship, the 
second step consists of testing a full identification of the structural long-run relationships. 
Following Johansen and Juselius (1994), the ℋ1, ℋ3, ℋ5 and ℋ6 hypotheses can be jointly 
tested (see expression 8) using the general hypothesis ℋ: =(H11, H22, H33, H44)11. As the 
total number of restrictions is 22, the system is over-identified. The LR statistic is 15.84, which is 
well under the critical value at the 5% level of significance (2(10) = 18.30). Then, the null 
hypothesis cannot be rejected and the imposed restrictions have empirical support. The new 
estimated  matrix is shown in Table 5. Thus, the estimated long-run relations (zero-mean I(0) 
linear combinations) incorporating all restrictions and the unrestricted constant are: 
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
 (9) 
  
(Insert Table 5) 
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 All coefficients are statistically significant and have the expected theoretical signs. 
However, Juselius (1999: 264) points out that "it is no longer possible to interpret a coefficient in 
a cointegrating relation as in conventional regression context....In multivariate cointegration 
analysis all variables are stochastic and a shock to one variable is transmitted to all variables via 
dynamics of the system until the system has found its new equilibrium position"12.  
 
On the other hand, in this type of analysis it is also convenient to consider the  matrix 
parameters as they provide a valuable information about the speed of adjustment of each 
variable to the long-run equilibrium. Juselius (1994: 169) suggests that " the interpretation of 
a cointegration relation (i)'Zt-1 as a potentially interesting economic relation cannot be done 
without jointly considering the estimates of ij" (i indicates the row and j the column). The 
estimated alpha coefficients are also shown in Table 5 as well as their respective t-values13. 
As the relationships between macroeconomic variables and the agricultural sector are of 
interest for this study, let us focus on such relationships. The first interesting result is that, in 
general terms, adjustment coefficients of macroeconomic variables to changes in the 
agricultural long-run relationships (13, 14, 23, 24, 34, 43, 44, and 53) are not 
significant. The only exception is that it seems that inflation responds to changes in the 
agricultural prices relationship (330). 
 
As far as the price transmission mechanism is concerned, it has already been pointed 
out that in the long run, price neutrality holds, that is, input and output prices respond 
proportionally to changes in money supply in the long run. However, the situation in the 
short-run is somewhat different. It seems that producer prices react quicker than input prices 
to unanticipated shocks in the long-run equilibrium relationships. This question can be 
analysed from three different points of view. First, by considering producer and input prices 
deviations from such neutrality relationship in the short run (the third cointegrating vector). 
Deviations are measured by 63 and 73 parameters, respectively. As it can be observed, at the 
5% level of significance, the hypotheses that 63=0 and 73>0 cannot be rejected, implying 
that agricultural output prices are weakly exogenous with respect to the long-run agricultural 
prices equilibrium. This result would indicate that there exists evidence in favour of a 
demand-pull price transmission mechanism, as a shock in this price would induce short-run 
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adjustments in input prices but not the opposite. In other words, the output price is the 
common stochastic trend that drives the agricultural variables.  
 
 In addition, according to the real output equation (second cointegrating vector), 
inflation increases with excess aggregate demand. The question whether output prices cause 
input prices (demand-pull transmission) or input prices cause output prices (cost-push) can 
also be tested taking into account the magnitude and sign of 62 and 72 parameters. Results 
from Table 5 indicate that 62>0 and 72=0. Thus, inflation from excess demand produces 
changes in the demand for farm products and elicits, in turn, changes in output prices which 
will be transmitted to input prices in a way that leaves neutrality in the long run. 
 
Finally, the question of price transmission in the short-run can be analysed by taking 
into account input and output prices reactions to deviations from a stable money-demand 
relation (first cointegrating vector), that is, looking at 61 and  71 coefficients.  As it is shown 
in Table 5, 61>71, indicating that the magnitude of adjustment to long-run money demand 
equilibrium is higher in the case of output prices. The three results mentioned above seem to 
reinforce the idea of a demand-pull transmission mechanism in the agricultural sector. 
However, the simple consideration of the magnitude of adjustments to long-run relationships 
is not enough. The analysis has to be complemented with an indication of the reaction time 
path. The impulse response functions provide such answer and they will be analysed in the 
next section14. 
 
 
4. SHORT-RUN DYNAMICS 
 
In order to analyse the dynamic responses of agricultural variables to macroeconomic 
shocks, impulse response functions have been computed. Generally, the dynamic analysis 
from VAR models is carried out using the Cholesky decomposition.  However, functions 
generated from such an approach, in many cases, are difficult to be economically interpreted, 
as their innovations are not identified with the underlying structural error. To overcome this 
problem, in this paper a structural VAR in error-correction form (SVECM) has been 
considered. The SVECM can be obtained by premultiplying the reduced form of the VECM 
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used in the I(1) analysis (equation 7 with all non-rejected restrictions on  and  imposed) by 
a (pxp) A0 matrix. The model, then, becomes: 
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(10) 
 
where ut ~ iid(0,); Ai=A0i, a=A0; =A0; 1=A01 and 2 =A02; ut=A0t ; )()( 00  ; 
and  has been already defined in Table 5.  
 
 The A0 coefficients contain the contemporaneous linkages between all the endogenous 
variables in Zt.  
 
 Following Amisano and Giannini (1997), and previous to computing the impulse 
response functions, system (10) has to be identified, that is, at least p(p-1)/2 restrictions must be 
imposed in the A0 matrix. These restrictions have to be based on economic theory and are of 
exclusion type, implying that certain variables are excluded from the relationships. The 
identification process requires also that the A0 matrix has unity values in the main diagonal after 
normalization.  
 
 Several short-run identifications have been considered taking into account the 
following three main assumptions. First, it is assumed that macroeconomic variables do not 
respond contemporaneously to innovations in the agricultural variables. Second, inflation has 
been considered completely predetermined for the current period, assuming that it is the 
common stochastic trend driving macroeconomic variables. Finally, it has been considered 
that among macroeconomic variables, only interest rate and exchange rate contemporaneously 
affect agricultural variables. 
 
 In Table 6 (left hand), the identified A0 matrix is shown. The first equation is specified 
as a money demand relationship depending on interest rate and inflation. The second one is 
identified as a real aggregate demand where interest rate and inflation are considered as 
explanatory variables. As mentioned before, inflation is considered predetermined (third 
equation). Interest rate is expressed as a function of inflation (forth equation). The exchange rate 
equation is the fifth one including income and interest rate as main determinants. The last three 
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equations are related to the agricultural variables. Output price is defined as a function of input 
price and exchange rate while input price is expressed as a function of exchange rate and interest 
rate. Finally, agricultural exports are assumed to depend on exchange rate and output price. The 
final model has been estimated using the Maximum Likelihood (FIML) procedure15. The 
likelihood ratio statistic of the over-identifying restrictions is 17.31, which is under the critical 
value of a 2 (15) at the 5% level (25.00). Thus, the imposed restrictions seem to be consistent 
with theoretical considerations and are supported by data. The estimated A0 matrix is shown 
in Table 6 (right hand). As it can be observed all relationships are economically meaningful 
since signs are as expected. The most interesting result is that in the interest rate equation the 
inflation coefficient is of opposite sign with respect to the interest rate. 
  
(Insert Table 6) 
 
 Elements in vector ut in (10) are the innovations to Zt. Then, the impulse responses of 
tZ to shocks can be computed from the moving-average representation of tZ in terms of ut.  
However, it is often more convenient to interpret changes in the level of Zt in response to 
different shocks (Lütkepohl and Reimers, 1992 and Gonzalo and Ng, 1996). This can be easily 
constructed by reparametrising the VECM (2) to its equivalent formulation in levels and then 
obtaining its moving average representation. For each response, the standard deviation is 
computed using Lütkepohl’s (1993) procedure. As 64-impulse response functions are obtained, 
Figure 2 only shows estimated impulse responses of agricultural variables to a shock in the main 
variables in the system, together with their two standard error bands. 
 
(Insert Figure 1) 
  
 A shock in the real quantity of money generates higher interest rates and the exchange 
rate is appreciated (not shown in Figure 1), which is consistent with prior beliefs that a tight 
money shock leads to an appreciation of the domestic currency. As a consequence, 
agricultural exports decrease. On the other hand, input and output prices reactions are very 
small in the very short-run. A positive shock in the real quantity of money (through an 
unexpected increase in the nominal quantity of money) leads to an increase in demand as long 
as the monetary shock does not lead to rising inflation. Later, when the real quantity on 
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money is back on the original level also the real prices of the agricultural goods are not 
significantly different from their original level.16  
 
 As can be seen in Figure 1, a positive inflation shock increases immediately both input 
and output prices and reduces agricultural exports. However, it seems that over longer 
horizons the terms of trade for the agricultural sector get worse. In fact, the impulse response 
function shows that the real output price is not significantly different from the original level 
while the real input price remains on a significantly higher level.  
 
 A shock in the exchange rate (which means appreciation taking into account how 
exchange rate has been defined) generates an immediate negative reaction of agricultural 
exports. There exists an over-reaction after five quarters and the initial shock has quite a 
permanent effect. Decreasing exports generate an increasing share of agricultural production 
sold within the country, pushing input and output prices down. In the very short-run producer 
prices reactions are almost null, which can be explained by the existence of the green 
exchange rate which was established to mitigate consequences of market exchange variations. 
  
 Let us concentrate now on the reaction of agricultural variables to a shock in the interest 
rate. The nominal interest rate goes up inducing a moderate but significant currency appreciation 
(not shown in Figure 1). As a consequence, the shock has a negative effect on agricultural 
exports but lower in magnitude with respect to exchange rate changes. Input and output prices 
react positively. However, as in the case of a shock in inflation, the real input price remains 
significantly above its original level over longer horizons than in the case of the real output price. 
 
 Shocks in agricultural innovations do not generate any effect on macroeconomic 
variables and, then, they are not shown in Figure 1. A shock in the producer price leads to an 
immediate decrease of agricultural exports. Input price increases significantly after five-
quarters. In the long run neutrality holds. Finally, output prices response quickly to a shock in 
the price of inputs used in agriculture. However, in this case, neutrality is reached sooner.  
 
5. CONCLUDING REMARKS 
 
 The objective of this paper is to apply recent developments in the econometric analysis 
of time series to the study of relationships between macroeconomic variables and the 
16 
 
agricultural sector in Spain. Results from this study suggest a number of points. The first one 
is that it is interesting to distinguish between long-run and short-run analyses. Long-run 
analysis is usually associated with structural relationships and it is in this context where 
theoretical restrictions have to be tested. Short-run analysis is also important for policy 
analysis as it gives an idea of the magnitude and time path reactions of economic variables to 
deviations from long-run relationships. However, the variables’ short-run responses to shocks 
have to be calculated with the aid of theoretically based long-run economic restrictions.  
  
 Results from the long-run analysis indicate that most of the theoretical relationships 
among macroeconomic and agricultural variables hold. The real quantity of money is neutral 
with respect to aggregate income. It has also been found that in the long run agricultural 
prices are homogeneous, that is, input and output prices reactions are of the same magnitude. 
It is also noticeable that, in the long run, changes in agricultural variables have not a 
significant impact on macroeconomic variables. The only exception is the effect of 
agricultural prices on inflation, a question which has arisen some controversy in last years in 
Spain. Finally, taking into account the speed of adjustment coefficients, there exists an 
empirical evidence of a demand-pull transmission mechanism between agricultural input and 
output prices.  
 
 The analysis of short-run dynamics has also provided some useful information. In 
spite of agricultural prices are homogeneous in the long run, output prices seems to be more 
flexible in the very short run and react quicker than input prices. However, over longer time 
horizons output prices are not significantly different from their original level while input 
prices remain on a significantly higher level. This would indicate that the terms of trade for 
the agricultural sector would get worse. Also, in the very short-run, agricultural exports are 
more sensitive to agricultural prices than to any other macroeconomic variable.  
 The current trend of lower interest rates in Spain has important effects on the foreign 
competitiveness of the Spanish agricultural sector. On the other hand, inflation is under 
control so it is expected that in the future the main determinants of the competitiveness of the 
agricultural sector will be domestic prices and interest rate. To conclude, it has to be said that 
results presented in this paper depend on the variables and sample period chosen. Further 
analysis, including other variables and extended sample period, could be conducted in the 
future. 
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Table 7. Misspecification tests in the system  
 RMt Pt Yt Rt ERt ROPt RIPt AXt 
 Univariate tests 
AR(1)a ~ 2(1) = 3.84 1.83 3.15 1.09 2.51 0.81 0.43 2.28 0.25 
AR(4)a ~ 2(1) = 3.84 0.66 3.17 3.01 0.23 3.10 1.59 2.44 0.55 
JBb    ~ 2(2)  = 5.99 0.51 6.22 2.08 0.25 2.42 3.57 3.85 0.24 
 Multivariate tests 
Autocorrelation testc  LM(1) = 69.38 ~ 2(64) = 83.58   
 LM(4) = 75.02 ~ 2(64) = 83.58   
Normality Nord = 21.41 ~ 2(16) = 26.30   
a. AR (i) is the Breusch-Godfrey test for autocorrelation of ith order . 
b. JB is the univariate  Jarque-Bera test of normality. 
c. LM(i) is the Godfrey multivariate test for autocorrelation of ith order. 
d. Nor is the Doornik and Hansen (1994) multivariate test for normality. 
 
 
Table 8. Results from multivariate contegration tests 
H0a: p-r Trace -max CV(90%)Traceb
CV(95%)
Traceb
CV(90%)
-maxb
CV(95%) 
-maxb 
r=0 8 268.42 81.16 150.53 156.00 48.33 51.42 
r1 7 187.27 60.00 111.50 124.24 42.32 45.28 
r2 6 127.27 45.15 89.48 94.15 36.76 39.37 
r3 5 82.11 38.38 64.84 68.52 30.90 33.46 
r4 4 43.73 19.35 43.95 47.21 24.73 27.07 
r5 3 24.38 16.88 26.79 23.68 18.60 20.97 
r6 2 7.50 7.34 13.33 15.41 12.07 14.07 
r7 1 0.16 0.16 2.69 3.76 2.69 3.76 
a .the null hipótesis of the trace statistic is rr0 against the unrestricted alternative. In the -max statistic the null is r=r0 agaist the alternative 
r=r0+1. 
b critical values are obtained from Osterwald-Lenum (1992). 
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Table 9. Estimated parameters of  matrix with r=4 
  i  
 Vector_1 Vector_2 Vector_3 Vector_4 
RMt 1.000 -0.217 -0.834 0.036 
Yt -1.201 -0.037 -7.162 -0.544 
Pt 13.089 1.000 0.242 5.071 
Rt 0.368 0.006 -0.471 -7.236 
ERt -0.178 0.013 1.312 1.581 
RIPt -0.455 0.56 -0.892 0.566 
ROPt 0.155 -0.091 1.000 0.871 
AXt 0.205 0.035 0.483 1.000 
 
                                  
Table 10. Hypothesis restrictions tests on the cointegration vectorsa,b 
Null hypothesis: 
ℋi: ),H( i   
Restrictions LR test Critical Value (5%) 
ℋ1  0,0,0,0*,*,,1,1H1   1.28 ~ 2(2) = 5.99 
ℋ2  ,0,0,0,0*,,0,1,1H2   9.88 ~ 2(3) = 7.81 
ℋ3  0,0,0,0*,*,,1,0H3   3.64 ~ 2(2) = 5.99 
ℋ4  ,0,0,0,0,0*,,1,0H4   8.98 ~ 2(3) = 7.81 
ℋ5  0,1,1,0,0,0,0,0H5   5.58 ~ 2(4) = 9.49 
ℋ6  1,0*,*,,0,0,0,0H6   2.29 ~ 2(2) = 5.99 
a. An * indicates that the coefficient is unrestricted. 
b. The degrees of freedom are calculated as follows: r1(p-m1-r2), where r1 is the number of restricted 
cointegration vectors (in our case r1=1) , r2 is the number of unrestricted cointegration vectors and m1 is the 
number of estimated parameters within the r1 vectors 
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Table 11. Estimated   and  matrices under long-run identification 











































417.1096.0801.0109.0
000.0000.0000.0000.0
000.0000.0000.0000.0
091.0000.0000.0000.0
079.0000.0000.0000.0
000.0000.0103.0017.0
000.0000.0409.1971.0
000.0000.0000.0000.0
000.0000.0000.0
        
1.0000.0000.0000.000
0.0001.0000.0000.000
0.8911.0000.0000.000
0.9340.0000.0000.000
0.0000.0000.3210.452
0.0000.0009.21915.078
0.0000.0001.0001.000
0.0000.0000.0001.000
for errors-Standar                                matrix                               
000.0
    
 





























 

 

 


 


902.6927.4715.14.233-
605.2584.2814.04.946
411.2098.1812.21.971
028.2733.01.851-2.143-
001.1978.03.147018.4
303.0334.22.190-2.345-
731.1491.01.9612.260-
113.1365.07.422-2.713-
          
918.0299.0521.0101.0
021.0106.0046.0309.0
047.0063.0400.0472.0
021.0103.0185.0051.0
010.0018.0292.0118.0
004.0001.0037.0392.0
011.0000.0019.0021.0
016.0010.0468.0601.0
for  values-t                                                  matrix                                     
 
 
917.0303.0526.0108.0
023.0117.0000.0313.0
048.0000.0730.0598.0
017.0000.0179.0181.0
000.0000.0301.0221.0
000.0017.0076.0449.0
000.0000.0018.0024.0
000.0000.0530.0601.0
matrix                 r












 
















 
 
 
 

877.5120.5719.34.742-
882.2363.43.294
921.1359.22.872
692.13.053-2.051-
3.153015.3
872.12.703-2.971-
2.3842.308
2.732-3.709-
for  values-       t          r
 
 
 
 
Table 12. Contemporaneous specification and estimated coefficients of the SVECMa 
A0 A0 












10**0000
0100**00
0*1*0000
0001*0*0
00001*00
00000100
0000**10
0000**01
















t
t
t
t
t
t
t
t
AX
RIP
ROP
ER
R
P
Y
RM
 


































1.000.00
(2.17)
0.72
(3.73)
0.310.000.000.000.00
0.001.000.000.00
)95.1(
41.0
)98.2(
0.270.000.00
0.00
(-2.82)
0.341.00
(2.53)
0.290.000.000.000.00
0.000.000.001.00
(1.74)
0.770.00
(-3.36)
.1710.00
0.000.000.000.001.00
2.96-
0.28-0.000.00
0.000.000.000.000.001.000.000.00
0.000.000.000.00
(2.96)
0.17
(-3.32)
0.191.000.00
0.000.000.000.00
(1.71)
0.25
(6.24)
0.680.001.00
a: Values in parentheses are t-values. 
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Figure 1. Responses of agricultural variables to one-standard-deviation shock from SVECMa 
 
a. Confidence bands are calculated at the 5% level of significance 
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Notes 
 
(1) Recent applications in the European context can be found in Matthews and Hanrahan (1996), for Ireland, 
and Kuhl and Schmitz (1998), for Germany. 
(2) In this paper, exchange rate is defined as the unit value of the Spanish currency in relation to foreign 
currencies; that is, an increase (decrease) in the exchange rate means appreciation (depreciation) of the 
Spanish currency (Banco de España, 2000). 
(3) The broader definition of money supply has been used, that is, including all liquid assets held by the 
public.  
(4) Data sources are: “Boletin Estadístico del Banco de España” (nominal money supply, ER and R); 
“Boletines estadísticos del Instituto Nacional de Estadística (INE)” (Y and P); “Boletin Estadístico del 
Ministerio de Agricultura, Pesca y Alimentación ” (nominal input and output prices); and “Dirección 
General de Aduanas” (AX). 
(5) Seasonal unit root tests were also performed but results indicate that series had seasonal unit roots at 
different frequencies and, then, seasonal cointegration tests could not be formulated. Filtering each series 
taking into account its respective seasonal unit roots generate meaningless economic results.  Thus, the X-
11 ARIMA procedure has been used to deseasonalize all series. Although this procedure is subject to 
limitations as Ghysels and Perron (1993) pointed out, it has been common practice in macro-econometric 
analyses. 
(6) Results are not shown due to space limitations. They are available upon request. 
(7) An unrestricted constant in the model gives rise, in general, to a linear trend in the I(1) components and a 
non zero-mean in the I(0) components (cointegration vectors).  
(8) D1 takes the value 1 over the period 1978:1-1980:4 and zero in other case, while D2 takes the value 1 over 
the period 1992:1-1992:4. In the first case, we have taken into account the structural change that took 
place in the agricultural sector which faced higher production costs. In the second, we account for the 
devaluation process that took place in those years. 
(9) All calculations have been performed using the software CATS in RATS (Hansen and Juselius, 1994) and 
MALCOLM in RATS (Mosconi, 1998).  
(10) See Johansen and Juselius (1992) for a full description of the procedure to formulate and test such 
hypotheses. 
(11) A full description of the testing procedure is in Johansen and Juselius (1994) and Johansen (1995). 
(12) We are very grateful to a referee who suggested this point to us. 
(13) Apart from considering individual significativeness of each ij (and taking into account restrictions 
imposed on the  matrix (Table 5), a joint test that all non significative parameters are zero (13, 14, 
23, 24, 34, 43, 44, 53, 63 and 72) was carried out. A likelihood ratio statistic (Mosconi, 
1998) was used to test such hypothesis. Results indicated that the null of no significance could not be 
rejected (the statistic value, LR = 16.29, was under the critical value at the 5% level (2(10)= 18.30). The 
new restricted  matrix (r) is shown at the bottom of Table 5. 
(14) The Decomposition of the Forecast Error Variance (DFEV) is another useful tool to carry out this kind of 
analysis as a referee pointed out. Both analyses were carried out and results were quite consistent. Due to 
space limitations, it has been preferred to include the impulse response analysis only. 
(15) The SVAR is estimated using the MALCOLM in RATS software (Mosconi, 1998) 
(16) We are very grateful to an anonymous referee for suggesting  such interpretation 
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