1 by Cheng et al. [14] are two unit vector measurement models in which the measurement error is represented as an additive contribution to the perfect measurement value. Mortari and Majji [15] , on the other hand, introduced a multiplicative measurement model, which is the most natural unit vector model because it more closely represents the actual errors of the measurements. Contingent upon the linearization assumption, the multiplicative residual approach is equivalent to the additive residual approach [16] , and the two are effectively identical to processing the bearing angles directly [17] . A key aspect of this work is the removal of the linearization assumption.
Both the EKF and the UKF are approximations of the optimal linear minimum mean square error (LMMSE) estimator. By performing a Taylor series and truncating to first order, the EKF defines the error as an additive quantity. This inconsistency with the nature of attitude is addressed by the MEKF by estimating attitude deviations, i.e. the series center of the attitude state is zero. By avoiding linearization around the mean, the UKF is capable of bypassing some of the limitations of linearization. At the heart of the UKF algorithm, however, the calculation of the sample mean and covariance from a set of sigma points is required. In every work to date, UKFbased attitude estimation approaches have computed these sample statistics by subtracting threedimensional attitude deviations as if they were vectors.
This work presents a novel attitude UKF that has considerable conceptual and algorithmic differences from the attitude UKF of Crassidis and Markley [9] . Both a multiplicative measurement model and a multiplicative residual [16, 18] are utilized in this work, whereas Ref. [9] uses an additive measurement model and an additive residual. The propagation phase of the novel filter is also different from that of [9] in calculating the propagated estimated quaternion. Ref. [9] relies on the algebraic average of three-dimensional attitude parameterizations in order to compute the propagated quaternion. This work utilizes quaternion averaging [19] , which provides the estimate with the minimum attitude error. Rather than minimizing the vector part of the attitude error as in Ref [19] , this work minimizes the Gibbs error vector.
The consistent treatment of attitude and unit vectors results in robustness to extremely large measurement errors, validating the remarkable characteristic of the proposed algorithm of not relying on linearization or additivity but truly representing the nature of rotations. To demonstrate the 2 robustness of the proposed scheme, a numerical example is provided with extremely large measurement errors, well beyond traditional sensor accuracy and even beyond their nominal field-of-view.
Information is extracted through filtering many of these erratic measurements. Traditional attitude sensor models are not applicable to such large errors; hence, unit vectors and the multiplicative measurement model are employed [15] .
II. The Unscented Kalman Filter
The EKF requires linearization of both the dynamics and measurement equations. The Kalman filtering paradigm, however, does not require that the models be linear. In fact, all that is required is that we have consistent, minimum variance estimates such that the distribution can be wellrepresented by its first two moments, that the measurement update be a linear scheme (that is, it is a linear combination of the prior state estimate and the measurement information), and that accurate predictions of the first two moments can be made [20] . The UKF works under similar assumptions.
This work considers a stochastic system whose state x evolves as
where w k−1 is a zero-mean, white sequence with covariance Q k−1 in conjunction with discrete measurements y k that are modeled by
where v k is a zero-mean, white sequence with covariance R k . The subscripts k and k − 1 are used to denote the time index of the subscripted quantity.
A. Propagation
The UKF propagation step computes the a priori mean and covariance at time t k (denotedx − k and P − k , respectively) given the a posteriori mean and covariance at time t k−1 (denotedx + k−1 and P + k−1 , respectively). An augmented state z k is defined as
Let the set of sigma points for the augmented state be denoted by the N values of Z i,k−1 and the associated weights by w i where i ∈ {1, . . . , N } and N i=1 w i = 1. These sigma points are generated from the augmented mean and covariance given by
and each of the sigma points is partitioned as
The propagated sigma points are obtained via application of the nonlinear dynamical system, which gives
These transformed sigma-points are then used to approximate the nonlinear transformation of the mean and the covariance viax
While the effect of the process noise does not appear directly in these equations, it is captured through the propagated sigma points X i,k .
B. Update
Using the propagated mean and covariance at time t k , a new set of sigma points is created.
Again, the first step is to define an augmented statẽ
and generate sigma points, along with their associated weightsw i , with the mean and covariancẽ
In this case, the set of sigma points for the augmented state is denoted by theÑ values ofZ i,k
where there is no restriction that N =Ñ ; that is, the update step may employ a different number of sigma points than the propagation step. Similarly, there is no requirement that the weights of the sigma points in the update step are the same as the weights of the sigma points in the propagation step. Each of the sigma points is partitioned as
, and the measurement-transformed sigma points are given by
The expected value of the measurement, the measurement covariance, and the cross-covariance are found in terms of the transformed sigma-points aŝ
The Kalman gain is K k = P xy,k P −1 yy,k , and the associated updated state estimate and covariance
C. Remarks
A few remarks regarding the nature of the UKF algorithm are in order. Firstly, it should be noted that sigma point generation relies on adding a deviation to the mean, where the deviation is generated from the covariance matrix. For states that utilize the quaternion description of attitude, this must be modified since the simple addition of a deviation to the quaternion will not, in general, result in a quaternion. Furthermore, the process of computing the propagated mean and covariance, Eqs. (1) and (2), relies on an averaging step and subtraction steps. Once again, when the state contains a quaternion, the averaging and subtraction steps need to be modified. Secondly, when considering the update stage of the UKF, vector subtraction is again utilized in Eq. (6) . For situations in which unit vector measurements are to be processed, subtracting unit vectors will not yield a measurement residual which is also a unit vector. Therefore, when considering unit vector observations, the measurement update process of the UKF needs to be modified as well as the sample expectation calculations of Eqs. (3)- (5). All of these needed modifications may be grouped together as the removal of additivity within the UKF in favor of multiplicative steps.
III. Attitude Filter
In this section, we propose a novel attitude UKF; as is often done, a three-dimensional parameterization of the attitude is used to represent the estimation error. The proposed filter uses twice the Gibbs vector to represent the attitude error (denoted as δg). The attitude covariance is obtained from this three-dimensional quantity. In developing the filtering equations, the nature of rotations is preserved by never adding or subtracting three-dimensional attitude parameterizations nor unit-vector direction measurements. The LMMSE estimate for nonlinear systems, of which the UKF is an approximation, seeks the estimate that minimizes the average of the square of the estimation error, which is usually defined as the Euclidean distance. The additive nature of the UKF described above is a direct result of the choice of the Euclidean distance. In this work, we minimize the error (defined as twice the Gibbs vector), obtaining the minimum mean-square Gibbs error attitude estimate rather than minimum Euclidean error estimate.
The proposed filter differs from that of Crassidis and Markley [9] both in the update and propagation phases, as the following sections describe. All "k" time subscripts are omitted for the remainder of the work for ease of notation. The development that follows only includes the attitude in the state vector; adding other estimated quantities, such as a gyro bias, follows from a simple extension of the resulting equations. The attitude state is the quaternionq expressing the coordinate transformation from the inertial frame to the body-fixed frame. The attitude error is, as previously mentioned, twice the Gibbs vector representing the transformation from the estimated body frame to the true body frame.
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A. Time Propagation
This portion of the algorithm calculates a propagated quaternionq and a propagated attitude error covariance matrix P − that represent the estimates of how the attitude and its uncertainty evolve with time between measurement updates. During the propagation phase, a set of propagated sigma point quaternionsq j , j = 1, 2, . . . , K is obtained following the same procedure of [9] ; however, a different scheme is used to obtain the estimate. The desired estimate is the minimum mean-square error (MMSE) estimate. For a discrete random vector X with possible outcomes denoted by x j and probability mass function p j , the MMSE estimatex minimizeŝ
The solution of Eq. (8) is the mean of the random vector; that is,
Prior attitude UKF implementations took the three-dimensional attitude parameterizations of the propagated sigma point quaternions and performed their algebraic mean, effectively providing an estimate that minimizes the Euclidean distance between three-dimensional attitude errors. While this approach undoubtedly performs in a more than satisfactory fashion, it is more desirable to minimize an error defined as an attitude parameterization itself.
In this work, the attitude estimation error is defined as twice the Gibbs vector (δg, also known as Rodrigues parameters). The goal is to obtain the attitude MMSE estimate, which means minimizing the performance indexq
the asterisk represents the quaternion conjugate, and the quaternion multiplication ⊗ composes quaternions in the same order as attitude matrices. Any other choice of attitude error representation will require a different performance index to be minimized and will produce a different estimate.
Besides the aforementioned Euclidean distance, the easiest choice of attitude error would be to minimize the vector part of the quaternion error. Such a choice would produce an estimated quaternion with a known solution obtained from solving a 4 × 4 eigenvalue problem [19] . The vector part of the quaternion is not a complete attitude parameterization; hence, in this work, we prefer to minimize an error that is physically a representation of attitude. Furthermore, the choice of the vector part of the quaternion as an error metric would produce undesirable effects during the measurement update phase of the algorithm, as detailed in the corresponding section of this paper.
The scaled Gibbs vector is given by
where the subscripts v and s indicate the vector and scalar parts of the quaternion, respectively.
The propagated quaternion estimateq is obtained by solving Eq. (10) (12); no algebraic mean is ever performed. The propagated covariance is given by
Notice that this covariance calculation is also different from [9] since that work computes threedimensional attitude deviations from the propagated mean quaternion and performs their algebraic mean, hence adding and subtracting attitudes. A common theme of the proposed algorithm is that 8 rotations and unit vector (direction) measurements are never averaged as if they were Euclidean vectors.
Remark In order to reduce computations, it is possible to utilize the quaternion average proposed in [19] directly, as first done in [21] , effectively producing the MMSE estimate where the error is defined as twice the vector part of the quaternion. In this work, however, we consistently define the error as the scaled Gibbs vector, which is a complete attitude parameterization.
B. Measurement Update
This proposed measurement update differs from [9] because a multiplicative measurement model is used as well as a multiplicative residual. The measurement model is given by
where η is a three-dimensional representation of the attitude error, for example a rotation vector, T (η) represents the direction cosine matrix parameterization of η, T is the inertial-to-body coordinate transformation matrix, and r is the true direction in the inertial frame. The classic additive measurement model is given by
The additive measurement model relies on linearization (for example, the large field-of-view model from Cheng et al. [14] linearizes around the actual measurement). Therefore, for coarse sensors, a multiplicative measurement model is more accurate in representing the actual error. Since both the measurement y and the reference vector r are of unit length, it follows from Eq. (15) that
Taking expected values in Eq. (16) and using the fact that r is deterministic,
Eq. (17) implies that, for the classic additive measurement model of Eq. (15), the measurement noise is either zero mean with zero covariance or not zero mean, i.e. the measurement is biased.
Using the multiplicative measurement model in the UKF overcomes the bias in the measurement error and allows an unbiased estimator to be obtained. Furthermore, one of the strengths of the UKF is that it avoids linearization around the mean; it is, therefore, more consistent to utilize a measurement model that also does not rely on linearization around the actual measurement.
The second feature of the proposed update methodology is a multiplicative residual; unit vectors representing directions are not subtracted as if they were vectors in 3 . The attitude update is given by δĝ
where is the multiplicative residual and, once again, the attitude error δg is twice the Gibbs vector defined asq
whereq is the true (unknown) inertial-to-body quaternion. From Eq. (19) it follows immediately that δĝ − = 0; therefore, in fact, attitudes are never added together.
The residual expresses the "distance" between the actual measurement and the expected measurement; the greater this distance, the greater the update. To be consistent with our approach, we define the residual as the scaled Gibbs vector that expresses the rotation to takeŷ into y. There are infinite such rotations, so the minimum one is chosen, which is to say that we choose the Gibbs vector to be perpendicular to bothŷ and y, which yields
where y is the unit vector measurement, which is one realization of the random vector Y, andŷ is the "average" measurement. Using the same logic employed before, the "average" measurement is the unit vectorŷ that minimizes the distance to all possible realizations of Y. The distance is defined in terms of the Gibbs vector. Assuming a discrete distribution with possible outcomes denoted by y j and probability mass function p ĵ y = min
(1 +ŷ · y j ) 2 subject to ŷ = 1 .
The minimizing value ofŷ is obtained numerically with a simple recursion.
Notice that Eq. (18) can be re-written as
where the auxiliary variable z is defined as z = 2(ŷ × y)/(1 +ŷ · y) and has zero mean,ẑ = 0.
Therefore this approach effectively seeks the MMSE estimate of x given the measurement z. The proposed update is rewritten in the standard UKF form utilizing the auxiliary variable z and all the UKF properties still hold.
The sigma points are obtained from the augmented covariance
where P − is the a priori estimation error covariance and R is the measurement noise (η) covariance.
Because of the multiplicative measurement model of Eq. (14), R is chosen full-rank without any approximation. Linearized additive measurement models, on the other hand, possess a rank-deficient measurement error covariance. With the n × n matrix P aug defined above, the 2n + 1 sigma points are given by
where i = 1, . . . , n and √ A i is the i th column of the matrix square root of A, which is defined such
Along with the sigma points, weights are chosen as
where κ is a design parameter of the UKF. Once the sigma points are obtained, they are transformed through the nonlinear measurement function as
where
In Eq. (28), δG i and N i are the elements that compose the input sigma points; that is,
The mean and covariance of the transformed variables are found viâ
The updated state and covariance are obtained from Eq. (18) and
where the pseudoinverse † provides the optimal estimate given the singular covariance P zz . Finally, the quaternion is updated asq
Remark Once again, the system designer could choose to represent the error as twice the vector part of the quaternion rather than the scaled Gibbs vector, effectively minimizing sin 2 θ/2 rather than tan 2 θ/2, where θ is the Euler angle. For most, if not all, spacecraft applications, this alternative approach will work very well. However, the inherent constraint that each element of the vector part of the quaternion must be less than one can create problems in the presence of large attitude errors. A portion of the attitude sigma points are obtained as
and there is no guarantee that for very uncertain systems (n + κ) will not scale the components of the attitude sigma points beyond unity. By choosing to represent attitude errors as Gibbs vectors, not only do we employ a full attitude parameterization, but we take advantage that the Gibbs attitude error is (almost) a one-to-one parameterization of attitude with the only exception/singularity being the 180 degree error. In the context of generating sigma points, that singularity is actually very helpful, because it prevents attitude sigma-points from wrapping around, allowing an extremely robust UKF design even for extremely large attitude uncertainties.
IV. Numerical Results
To demonstrate the validity of the proposed approach, we consider a satellite attitude tracking problem in which the orbit is perfectly known, but the attitude is not. The satellite is taken to be in near-geosynchronous orbit with Keplerian elements as shown in Table 1 . To generate a true attitude profile, we take the rotational dynamics to bė
whereω is the pure quaternion formed from the angular velocity vector ω, J is the moment of inertia of the spacecraft, and m represents the summation of all active moments in the body frame. The active moments are assumed to be zero in this work. The computation of the moment of inertia depends upon the mass distribution of the object. In this work, the object is assumed to be a hexagonal prism, as shown in Figure 1 . This is an 8-plate model with the body-frame unit Table 2 . Based upon the mass, side length, prism height, and the distance from the center to the side, the moment of inertia can be found to be a diagonal matrix of the form
where the elements of J are given by
The resulting inertia values are also summarized in Table 2 . The proposed algorithm is tested with a case where most existing linear filters for attitude fail to provide a consistent estimate. It is assumed that the initial attitude has a mean orientation given by the identity quaternion and that the initial mean angular velocity is taken to be zero. True values are generated by sampling a Gaussian error distribution with a standard deviation of 50 The satellite is equipped with a three-axis rate-integrating gyro that provides incremental angular changes at 100 Hz. The gyro measurements are generated by integrating the true angular velocity signal at the 100 Hz frequency and then subjecting the true integrated signal to a zero-mean bias and a zero-mean white-noise sequence. The statistics of the gyro bias and noise are given in Table 3 .
In addition to the gyro, the satellite is equipped with a sun sensor and an Earth sensor operating at 1 Hz, which provide unit vector measurements that point to the sun and Earth, respectively. The pointing vectors are generated based on the specified (known) orbit and the uncertain attitude; that is, the unit vector measurement for each of the sensors follows Eq. (14) and is computed as
where r is the reference vector in the inertial (i) frame, T is the true inertial-to-body direction cosine matrix (DCM), and T (η) is the DCM parameterization of the three-dimensional attitude measurement error η, which is taken to be zero mean. The measurement error η has covariance σ 2 I 3×3 , where the standard deviation, σ, is specified for each sensor in Table 3 . The proposed attitude filter is initialized with a starting estimated quaternion equal to the identity quaternion and the estimated bias equal to zero. The UKF parameter is set to κ = 0 to avoid any issues with a lack of positive definiteness in the filter's covariance matrix that sometimes plague UKF designs that choose κ = 3 − n when n > 3 and large covariances. The resulting attitude and gyro bias estimation performance is summarized in Figures 2 and 3 , where the gray line shows the estimation error while the black lines show the predicted 3σ error standard deviation. It can be seen that the filter is capable of providing a consistent estimate and reducing the estimation error to below 100 • (3σ) given the very erratic measurements. Typical of highly nonlinear and highly uncertain systems (the measurement noise can easily jump by more than 90 • ), the predicted covariance is highly dependent on the value of the estimated measurement (and hence on the value of the estimated state). Different measurement sequences produce different values of the estimated state and of the estimated covariance.
15 At each time step of each simulation, the noises for the gyro measurements and the pointing vector measurements are re-sampled according to the statistics provided in Table 3 . While unscented transformations provide exact mean and covariance random variable transformations of linear functions, they are an approximation for nonlinear functions and some tuning is sometimes required.
In highly nonlinear systems (either nonlinearity is significant in a small interval around the mean, or the uncertainty is large such that the nonlinearity is overall significant in the large domain of interest), tuning is used to achieve the desired performance of the filter. In UKF implementations one usually tweaks the two values of κ independently for both the propagation and update phases in order to spread the sigma points the desired amount and obtain good performance. We choose an alternative approach. As previously noted, a negative value of κ can create non-positive definite posterior covariances; we therefore chose to utilize 2n sigma points by setting κ = 0. The tuning of the spread of the sigma points is therefore achieved in a similar fashion as EKFs are usually tuned:
by tweaking the noise covariance matrices. The process noise and measurement noise are therefore altered so that the Monte Carlo statistics are brought into agreement with the filter statistics. As such, the process and measurement noise covariances are parameterized as
and it is found that f q = 2 and f r = 1. Figure 6 shows the absolute value of the attitude error scaled by the filter's predicted standard deviation for each Monte Carlo simulation (gray lines) and the root-sum-square (RSS) of these quantities (black line). From Figure   6 , it can be seen that the RSS is very close to one, further indicating that the filter is correctly 
