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This note concerns analytic solutions of the nonlinear second order dif- 
ferential equation 
W” + Q(z) W’” = 0, n = 2, 3, *** . 
Our aim is to establish the following result: 
(1) 
THEOREM 1. IfQ( ) z is a single-valued analytic function regular in the unit 
disk 1 z 1 < 1 except for a pole of order at most n at z = 0, then Eq. (I) will 
have a solution of the form W(z) = mu(z), where u(z) is holommphic in the 
disk 1 z 1 < 1 and a # 0. 
If we set W(z) = aw(x) and an-l = A, then Eq. (1) may be written as 
w” + hQ(z) W” = 0. (2) 
Equations (1) and (2) are thus completely equivalent, and we may regard h 
as a parameter and ask for what values of A, if any, will the nonlinear Eq. (2) 
have holomorphic solutions near z = 0. We remark that in the case of the 
linear equation 
w” + /IQ(z) w = 0, (3) 
Fuchs’ theory tells us that if z = 0 is a regular singular point, then Eq. (3) 
will possess single-valued solutions there for a discrete set of values of h if 
the pole of Q(z) is of order two while all solutions are single-valued when the 
pole of Q(z) is simple. 
Turning now to the proof of Theorem 1, we begin with the equivalent 
Volterra equation 
W(z) = az + 6 + 
s 
’ (t - z) Q(t) Wn(t) dt. (4) 
Setting b = 0, W(z) = azu(z), an-l =” A, and p(a) = znQ(z), Eq. (4) becomes 
u(z) = 1 + h j’ [(;) - I] p(t) u”(t) dt. (5) 
0 
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Since Q(a) has a pole of order at most n at z = 0, p(z) is clearly holomorphic 
in 1 z ) < 1. We will now show that Eq. (5) has holomorphic solutions in the 
disk 1 z 1 < 1, provided h is suitably restricted. 
To establish the existence of holomorphic solutions for (5) we construct 
an approximating sequence {+(z)} by iteration: 
%+1(4 = 1 + x j: [(;) - 11 p(t) bk(w dt7 K = 0, 1, 2, **’ . 
Since p(z) is holomorphic in the unit disk and since 
lii x-1 s z q(t) at= 0, 0 
an induction argument shows that the sequence {Us} is holomorphic in 
the unit disk also. We next show that by suitably restricting h the sequence 
will moreover constitute a normal family. To this end let D, denote the closed 
disk/z\ <r,O<r<I,andlet 
Then there is a positive constant K = K(Y) such that 
1 j;[(+]P(t)+K, ZED,. 
It follows from (6) that 
u,,, < 1 + K I A I u?cn, k = 0, 1, -*a < 
A simple induction argument shows that the sequence of positive numbers 
{ 17,) will be bounded if the algebraic equation 
u= 1 fK]hj U” (7) 
has a real root greater than unity. This latter can be established by the fol- 
lowing continuity argument. Let f(U) = 1 - U + K 1 X I U" and E be a 
positive quantity, then 
f(l)=Klhl >o and f(1 + e) = K 1 h 1 (1 + l )” - E. 
Clearly, if h is any complex number for which 
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then f(1 + c) < 0 and Eq. (7) will indeed have a real root greater than 
unity. In fact, it is easy to see that this root U satisfies the inequality 
(8) 
This being true for each D, with 0 < r < 1, the sequence {+(z)} as defined 
by (6) thus constitutes a normal family. It also follows that the function 
F(z, U) = p(z) un necessarily satisfies a Lipschitz condition so that, according 
to standard argument, the sequence {Us} itself converges uniformly to 
a holomorphic function U(Z). This function u(x) will be the desired solution 
of (5) and W(x) = MU(Z) will indeed be a holomorphic solution of (1) which 
vanishes for z = 0. This completes the proof of Theorem 1. 
We note that this theorem does not give a complete description of all 
solutions of the equation near z = 0. For instance, the equation 
has as one solution, (z/8)llz, which clearly has an algebraic singularity at 
z = 0. However, that the Eq. (1) cannot possess a solution having an isolated 
pole at x = 0, other than a simple one, is evident from the following argu- 
ment: Suppose there is a solution of (1) having a pole of order p > 1 at the 
origin and suppose the pole of Q(Z) is of order m, 0 < m < n, then the 
positive integer p must satisfy the relation p(n - 1) = 2 - m. The left side 
of this relation is always positive, while the right side is positive only if m = 1. 
An example of the exceptional case where p = 1 is the equation 
w” - (2/x) w2 = 0 which has as one solution w = l/x. 
Since the solution obtained above have a simple zero at z = 0, it is natural 
to inquire whether these solutions can be oscillatory in the unit disk or not. 
The following is an analog of a result of Nehari ([I], Theorem III) on linear 
equations. 
THEOREM 2. If 
lim- 
f 
2w 1 p(reie) j d0 < co, 
T+l 0 (9) 
then the solutions of Eq. (1) obtained in Theorem I above cannot be oscillatory 
in thedisk IzI <I. 
PROOF. Let W(Z) be a solution of Eq. (1) such that l&‘(a) = W(b) = 0, 
where 1 a / < 1 and 1 b 1 < 1. Let C be a rectifiable Jordan arc joining the 
two points a and b which lies entirely in the unit disk D. If t is an arbitrary 
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point on C separating it into two subarcs C, and C, joining a with t and t 
with b respectively, then the solution W(z) may be written as 
V.4 = f g(x, t) Q(t) wV) & (10) 
c 
whereg(z, t) is the Green’s function defined by 
(z - a) (b - Mb - 4, 
g(zv t, = /(t - a) (b - x)/(b - a), 
x E Cl 
z E c, 
If we let W(z) = az~(z) as in Theorem 1, then (10) becomes 
zzd(,z) = x 1 g(z, t)p(t) u”(t) dt. (11) 
C 
Since C is closed and bounded, u(x) attains its maximum at one or more 
points of C. Let s be any point of C where 
I 44 I = mc= I 44 I , 
then (11) yields 
Taking C in particular to be an arc of a circle f in D which passes through 
the two points a and b, we see from the definition of g(z, t) that 
1 g(s, t) I < 1 b - a I so that with the help of the uniform bound (8), we have 
nKlsl ~~~)~-lIa-al~~IP(f)dtI. (12) 
Sincep(t) is holomorphic, there exists a function P(t) holomorphic in D such 
that P’(t) = p(t). Then, in view of the mapping properties of the holomorphic 
function w = P(t), 
where I” and A denote respectively the images of r and the unit circle I t I = 1 
under the mapping w = P(t), while the last inte gral is taken in the sense of 
(9). Combining this with (12) we finally arrive at 
I Pk+) 1 de. (13) 
409/I+7 
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If p(z) satisfies condition (9) but the solution W of Theorem 1 is oscillatory, 
then the zeros of such a solution necessarily form a sequence {+} with 
lim, / uk 1 = 1. If we take a and b to be two consecutive zeros for sufficiently 
large k, then / b - a j can be made arbitrarily small and ) s ) > B which is 
impossible in view of (13). This establishes the theorem. 
Finally, we note that the equation 
mentioned earlier is an example of the equations considered in Theorem 1, 
and it has as another solution W(z) = x/(1 + cz). This solution points up 
the existence of movable singularities; singularity-free regions for solutions 
of equations of the type W” = F(z, W) h ave been investigated recently by 
Das [2]. 
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