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ABSTRACT
Micro-segmentation as a network security technique requires deliv-
ering services for each unique segment. To do so, the first stage is
defining these unique segments (a.k.a security groups) and then ini-
tializing policy-driven security controls. In this paper, we propose
an unsupervised learning technique that covers both the security
grouping and policy creation. For the network asset grouping, we
develop a distance-based machine learning algorithm using the
dynamic behavior of the assets. That is, after observing the en-
tire network logs, our unsupervised learning algorithm suggests
partitioning network assets into the groups. A key point of this un-
supervised technique is that the grouping is only generated during
the training phase and remains valid during the testing phase. The
outcome of the grouping stage is then fed into the rules (security
policies) creation stage enabling to establish the security groups as
the lowest granularity of a firewall rules.
We conducted both quantitative and qualitative experiments
and demonstrate the good performance of our network micro-
segmentation approach. We further developed a prototype to val-
idate the run-time performance of our approach at scale in real-
world environment. The hyper-parameters of our approach pro-
vides users with a flexible model to be fine tuned to adapt very
easily with the enterpriseâĂŹs security governance.
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1 INTRODUCTION
One of the critical and most important parts of network automa-
tion is the network security configuration. To define and enforce
the security settings, consistently over an entire network, micro-
segmentation1 helps to securely isolate network assets (referred
here as endpoints) from each other. This not only reduces the sur-
face of attacks but also enables to confine possible attacks by limit-
ing their impact inside the network.
1https://www.networkworld.com/article/3247672/what-is-microsegmentation-how-
getting-granular-improves-network-security.html
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This paper focuses on two main parts of micro-segmentation:
security grouping and firewall rules creation. The first step is group-
ing the endpoints of a network. That is, endpoints that must be
enforced within certain security policies, must be member of a
given group. A traditional and naive approach for this task is net-
work connectivity analysis and manually labeling and selection
of each endpoint to belong to a group [1]. These approaches are
however prone to human errors and misinterpretations leading to
high security risks. They are also highly expensive, time consuming
or altogether faulty.
The second step is firewall rules creation, a process of building
package filters by which the communication between two sides is
either blocked or allowed. The main challenges of building these
filters are completeness and compactness while it is critical to have
them all consistent. To have such characteristics, it is common
to construct a tree-shape decision model out of services compo-
nents and then have a generalization phase followed by an anomaly
removing step [3].
Machine learning techniques have been successfully used in a
wide range of applications including computer network security
[4, 5]. In this work, we propose the use of an unsupervised machine
learning algorithm to enable the aggregation of each endpoint
dynamic behavior during a certain period of time for the purpose
of security analysis.
We set the dynamic behavior of endpoints as the feature space
of the learning algorithm. After observing enough samples from
a given endpoint, the algorithm suggests the endpointâĂŹs likeli-
hood of belonging to each security groups. The Rules creation step
aims then at identifying legitimate communications between these
groups.
We collected two datasets from Ditno2 and performed real world
experimentations with both quantitative and qualitative tests con-
ducted in a client environment. The contribution of this paper are
as follows:
• We propose the application of an unsupervised machine
learning algorithm for the grouping of endpoints for the
micro-segmentation purpose. To the best of our knowledge,
this is the first time unsupervised machine learning tech-
niques are used for network micro-segmentation.
• We propose an integrated model that captures endpoints’
logs and provides a classification into security groups and
automated firewall rules generation.
• We develop a highly efficient and scalable prototype for real
world network applications.
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Figure 1: The proposed scheme. The values and abbreviations in the figure are only examples.
Table 1: The results of grouping phase excluding unknown communication side.
Dataset Asset Qty Group Qty Suggested group Qty run-time homogeneity completeness V-Measure
Dataset1 312 108 175 30.0s 98.24% 84.76% 91.07%
Dataset2 232 113 220 34.0s 96.13% 80.42% 87.56%
2 THE PROPOSED SCHEME
Figure1 shows a detailed schematic of the proposed technique for
micro-segmentation. Input data for the security grouping part
is the real-time logs for each endpoint. Since the attributes of
endpointsâĂŹ behavior are both numerical (e.g. the frequency of
unique traffic package) and categorical (e.g. protocols), we used
one-hot encoding to represent categorical attributes into real value
format. The second part of pre-processing is removing unknown
traffic logged from communication between network members with
non-members.
After pre-processing phase, the signature of each endpoint is
extracted. This signature can be extracted using a linear function
(e.g. Principal Component Analysis) or non-linear function (e.g. Re-
stricted Boltzmann Machine) [2]. These feature representation algo-
rithms also reduce the feature space dimensionality and drastically
reduce computing overhead that is vital for large scale networks.
For the learning algorithm, we use K-means clustering algorithm as
a distance-based metric. A key issue is that the number of security
groups and thereby the number of clusters is not known beforehand.
To address this, we simply assume a maximum number of potential
security groups to be the number of endpoints. Because endpoints
traffic type varies (i.e. the number of samples for each endpoint)
depending on the endpoints activity, final group membership is
obtained using the average distance from all the centroids.
To build the rules, the unique endpointsâĂŹ traffics are selected
using the suggested group identifier. This represents an initial raw
rule. To reduce the number of rules, it is common to generalize rules
and then remove the rules that are known as anomaly [3]. However,
our rule generalization and anomaly detection are implemented
in one step by replacing each endpoint IP with a corresponding
network object.
Table 2: The results of the grouping phase including the net-
work objects inclusion.
Dataset homogeneity completeness V-Measure
Dataset1 99.84% 82.56% 90.37%
Dataset2 97.11% 81.18% 88.41%
2https://www.ditno.com/
3 RESULTS
To evaluate our system, we consider the metrics of homogeneity,
completeness and V-measure as three key indicators of the quality
of clustering operations 3. Table 1 presents the results of the group-
ing phase compared with ground-truth. It is worth mentioning
that hyper-parameters of the system are fixed to have a desirable
homogeneity metric (e.g. ≥ 95%) as a main concern from a security
perspective. This is the reason that the learning algorithm suggests
175 and 220 security groups for the first and second datasets respec-
tively while completeness is more than 80%. V-measure, around
90%, as the harmonic mean of homogeneity and completeness is
our main metric.
In practice, there can be endpoints communicating with assets of
the networkwhile the other side of the communication is not logged.
To address this problem, we replace the other side with network
objects. Table 2 shows the results. The homogeneity increases for
both datasets while the V-measure has slight improvement. We
also had a qualitative test based on DitnoâĂŹs expertise and the
outcome is satisfactory. Since grouping phase comes out of training
phase, for new endpoints, the models is trained again using added
new endpointsâĂŹ samples to data. In case this new data results in
new clusters, the new endpoint establishes a new security group
while not changing the number of clusters.
Figure1 also presents some naive examples of the created rules.
Since the rules are based on security groups suggested by the k-
mean algorithm, only members of two groups can communicate in
a given network service. This strategy resolves rules conflicts and
redundancy. In particular, as classic rules generalization techniques
are vulnerable to building any-to-any allowance problem, these
groups based rules prevent this problem in the rule initiation phase.
4 CONCLUSION
This paper proposed a machine learning-based scheme for network
micro-segmentation. We addressed two main problems: network
security grouping and rule creation. We practically showed that
a distance-based clustering algorithm such as k-means is high ca-
pability to provide users with security groups (i.e. clusters). These
groups are obtained in the k-means training phase and using dy-
namic analysis of endpoints and the average distance to each cluster.
3Readers may refer to https://scikit-learn.org/stable/modules/clustering.html for fur-
ther details about these metrics)
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This grouping technique is the basis of firewall rules where the
lowest granularity of rules are the suggested groups rather than
each target endpoint.
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