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DISPROPORTIONATE DIVISION
LOGAN CREW, BHARGAV NARAYANAN, AND SOPHIE SPRIKL
Abstract. We study the disproportionate version of the classical cake-cutting
problem: how efficiently can we divide a cake, here [0, 1], among n agents with
different demands α1, α2, . . . , αn summing to 1? When all the agents have equal
demands of α1 = α2 = · · · = αn = 1/n, it is well-known that there exists a
fair division with n− 1 cuts, and this is optimal. For arbitrary demands on the
other hand, folklore arguments from algebraic topology show thatO(n log n) cuts
suffice, and this has been the state of the art for decades. Here, we improve the
state of affairs in two ways: we prove that disproportionate division may always
be achieved with 3n− 4 cuts, and give an effective combinatorial procedure to
construct such a division. We also offer a topological conjecture that implies
that 2n− 2 cuts suffice in general, which would be optimal.
1. Introduction
The cake-cutting problem, whose study was initiated by Banach and Stein-
haus [7] in 1949, is a classical measure partitioning problem concerned with the
division of a ‘cake’, here the unit interval [0, 1], amongst n ≥ 2 agents each with
their own ‘utilities’, here non-atomic Borel probability measures µ1, µ2, . . . , µn on
[0, 1].
Traditionally, one is interested in fair divisions : a partition X1 ∪X2 · · · ∪Xn of
[0, 1] is said to be a fair division if µi(Xi) ≥ 1/n for all 1 ≤ i ≤ n. That a fair
division always exists is a classical fact, and is more or less trivial to see. Slide a
knife from 0 to 1, stopping at the first point x ∈ [0, 1] where µi([0, x)) ≥ 1/n for
some 1 ≤ i ≤ n, set Xi = [0, x), and recurse on [x, 1] with the remaining n − 1
agents; this in fact shows us that there is a fair division with n− 1 cuts, which is
optimal since n−1 cuts are necessary just to partition the unit interval into n pieces.
There is now a significant body of work on fair divisions, investigating various
aspects of this problem such as envy-free-ness, equitability and computational
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complexity, and utilising a wide variety of tools from combinatorics, topology and
game theory; for a small sample of the literature, see [5, 9, 11, 3, 4, 1].
Our focus here is a natural ‘disproportionate’ generalisation of the fair division
problem: what can we say when the n agents have differing claims to the cake? In
the measure partitioning literature, the disproportionate problem often presents
subtleties not inherent in the proportionate problem (notably in [8, 2], for example),
and as we shall shortly see, this is also the case here.
Given non-negative demands α1, α2, . . . , αn summing to 1, a disproportionate
division for these demands is a partition X1∪X2 · · ·∪Xn of [0, 1] with µi(Xi) ≥ αi
for all 1 ≤ i ≤ n. The requirement in this definition that all the demands sum to 1
is sensible since the measures µ1, µ2, . . . , µn are, in general, allowed to be identical.
Disproportionate divisions are easily seen to exist when all the demands are
rational: bring all the demands to a common denominator, say D, construct a
fair division for D agents, and then distribute the resulting pieces appropriately.
However, this does not immediately demonstrate existence for irrational demands,
since taking limits with respect to the Hausdorff metric, for example, does not
preserve measure. Nonetheless, it can be shown using an infinite analogue of
the sliding knife procedure that disproportionate divisions exist for all demands,
though when proceeding thusly, one cannot in general avoid ‘crumbs’: the pieces
of cake produced by this argument are only guaranteed to be countable unions of
intervals.
What if we ask for an efficient disproportionate division with a bounded number
of cuts? A beautiful topological result of Stromquist and Woodall [10] furnishes
an answer; a folklore argument utilising this result shows that a disproportionate
division for n agents with arbitrary demands may always be found with O(n2)
cuts, and a more efficient rendition of this argument, recently discovered by Segal-
Halevi [6], shows that in fact O(n logn) cuts always suffice. Our main result
improves on these decades-old topological arguments as follows.
Theorem 1.1. For all n ≥ 2, given non-atomic probability measures µ1, µ2, . . . , µn
on [0, 1] and non-negative reals α1, α2, . . . , αn summing to 1, there exists a dispro-
portionate division for these demands with at most 3n− 4 cuts.
Again, it is clear that n−1 cuts are always necessary for n agents, so this result
is tight up to multiplicative constants. Our proof of Theorem 1.1 is combinatorial
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as opposed to topological; an attractive byproduct of this approach is that the
proof is constructive, yielding an effective procedure for disproportionate division.
While Theorem 1.1 determines the optimal number of cuts for disproportionate
division with n agents up to multiplicative constants, the problem of pinning down
this extremal number still remains. Unlike with fair division, it turns out that n−1
cuts do not always suffice; there is a construction demonstrating that 2n− 2 cuts
may be necessary in general. We suspect that this construction, not Theorem 1.1,
reflects the truth, and that the tightness of this construction should follow from
topological considerations: to this end, we shall present a topological conjecture
that implies that 2n − 2 cuts always suffice for disproportionate division with n
agents.
This paper is organised as follows. We give the proof of Theorem 1.1 in Section 2.
We conclude by discussing lower bounds, and by presenting a measure partitioning
conjecture implying optimal bounds, in Section 3.
2. Proof of the main result
In this section, we prove our main result. It will be helpful to have some notation.
As is usual, we write [n] for the set {1, 2, . . . , n}. Let us also write f(n) for
the maximum number of cuts needed (over all possible measures and demands)
for disproportionate division with n agents; as noted earlier, f(n) exists for all
n ∈ N and we have the estimate f(n) = O(n logn). Recall that our result, in this
language, asserts that f(n) ≤ 3n− 4 for all n ≥ 2.
Before we turn to the proof, let us briefly highlight the main idea behind the
proof. We shall proceed by induction on n. A natural first attempt is as follows.
As in the sliding knife procedure, make O(1) cuts to
• partition the unit interval [0, 1] into two pieces A and B, and
• find a suitable partition of the n agents into two groups of size a and b with
a+ b = n,
so that we may recursively solve the division problem for the first group of size
a on A and the second group of size b on B. This would yield the estimate
f(n) ≤ f(a) + f(b) + O(1), which would in turn imply that f(n) = O(n). While
almost all the arguments in the literature (that we are aware of) follow this rough
outline, we have however been unable to find a proof along these lines. Instead,
it turns out to be quite helpful to allow ourselves a little more elbow room: once
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we have A and B, instead of attempting to partition the n agents into two groups
(thereby generating two subproblems whose sizes add up to n), we shall allow
some agents to participate in both subproblems (i.e., on both A and B), thereby
producing subproblems whose sizes add up to more than n; we shall then make up
for this inefficiency by ensuring that these subproblems are both suitably smaller
than n.
Proof of Theorem 1.1. First, a matter of convenience: since all our measures are
non-atomic, open, half-open and closed intervals with the same endpoints all have
the same measure in each of our measures, so we shall use these interchangeably
as appropriate.
Let us record two simple facts to start with. We trivially have f(1) = 0. Next,
note that f(2) ≤ 2, which we may infer from the following fact: given two non-
atomic probability measures µ and µ′ on the unit circle S1 and any α ∈ [0, 1],
there is an interval X ⊂ S1 such that µ(X) = α and µ′(X) ≥ α. To see this, note
that, by compactness, it suffices to prove the claim for rational α; indeed, the limit
of a sequence of closed intervals with respect to the Hausdorff metric is a closed
interval. Writing α = p/q, we may find intervals X1, X2, . . . , Xq so that µ(Xi) = α
for each 1 ≤ i ≤ q, and so each point of the circle is covered by exactly p of these
intervals; by pigeonholing, it is now clear that µ′(Xi) ≥ α for some 1 ≤ i ≤ q.
With the above bounds for f(1) and f(2) in hand, the result easily follows, by
induction, from the following estimate: for each n ≥ 2,
f(n+ 1) ≤ max{1 + f(n), max
2≤k≤n
{1 + f(k) + f(n+ 2− k)}}. (†)
We prove the above estimate as follows. Given measures µ1, µ2, . . . , µn+1 and
demands α1, α2, . . . , αn+1 with n ≥ 2, define for ϑ ∈ [0, 1] and k ∈ [n + 1], the set
S(ϑ, k) = {i : µi([0, ϑ]) > 1/2} ∪ {i : µi([0, ϑ]) = 1/2 and i ≤ k}.
Now, fix a minimal x ∈ [0, 1] and then a minimal t ∈ [n+ 1] so that
∑
i∈S(x,t)
αi ≥ 1/2.
Next, set P = S(x, t)\{t} and Q = [n+1]\S(x, t), whence [n+1] = P ∪Q∪{t}.
By the minimality of x and t, note that µi([0, x]) ≥ 1/2 for all i ∈ P , µi([0, x]) ≤
1/2 for all i ∈ Q, and µt([0, x]) = 1/2; furthermore, we also have
∑
i∈P αi ≤ 1/2
and
∑
i∈Q αi ≤ 1/2.
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If both P andQ are non-empty, then we are done. Indeed, set α′ = 1/2−
∑
i∈P αi
and α′′ = 1/2−
∑
i∈Q αi so that α
′, α′′ ≥ 0 and α′ + α′′ = αt. Now, note that the
division problem on [0, x] for the measures in P ∪ {t}, with the original demands
αi for each measure µi with i ∈ P , and demand α
′ for the measure µt, is (after
rescaling by constants) a smaller instance of the disproportionate division problem
for k = |P | + 1 measures, with 2 ≤ k ≤ n. Similarly, the division problem on
(x, 1] for the measures in Q ∪ {t}, with the original demands αi for each measure
µi with i ∈ Q, and demand α
′′ for the measure µt, is again a smaller instance of
the disproportionate division problem for n + 2 − k measures. By making a cut
at x and solving these two smaller division problems, we see that (†) holds in this
case.
Now, assume that one of P or Q is empty. We claim that it must have been
that αt ≥ 1/2. Indeed, if P = ∅, then S(x, t) = {t} and the claim follows from
the definition of S(x, t), and if Q = ∅, then αt = 1−
∑
i∈P αi ≥ 1− 1/2 = 1/2.
If αt = 1/2, then we are again done. Indeed, if P = ∅, then assign the piece
[0, x] to µt; having made one cut at x, we are now left with the division problem
on (x, 1] for the n measures µi with i ∈ [n + 1] \ {t}, establishing (†). If Q = ∅,
then we proceed similarly by assigning the piece (x, 1] to µt.
We are left to address the case where αt > 1/2 and one of P or Q is empty. We
now describe how to establish (†) when P = ∅; the other case may be handled
analogously by exchanging the roles of P and Q.
Since P = ∅, note that µt([0, x]) = 1/2 and µi([0, x]) ≤ 1/2 for each i 6= t. We
know that αt > 1/2, so we may fix a minimal y ∈ (x, 1] such that µt([0, y]) = αt,
and define U = {i : µi([0, y]) ≥ αt and i 6= t} and V = {i : µi([0, y]) < αt and i 6=
t}, so that U and V partition Q = [n+ 1] \ {t}.
If U = ∅, we are done as before by cutting at y, assigning [0, y] to µt and
recursively solving the division problem on (y, 1] for the remaining measures. We
may therefore assume that U is non-empty. If V is also non-empty, we may finish
as before by cutting at y and recursively solving two smaller division problems: the
division problem on [0, y] for the measures in U ∪ {t}, with the original demands
αi for each measure µi with i ∈ U , and demand αt −
∑
i∈U αi for the measure µt,
and the division problem on (y, 1] for the measures in V ∪ {t}, with the original
demands αi for each measure µi with i ∈ V , and demand 1−αt−
∑
i∈V αi for the
measure µt.
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Thus, we are left to deal with the case where U = Q = [n+ 1] \ {t} and V = ∅.
Recall that we have P = ∅. To summarise, we now know that µi([0, x]) ≤ 1/2
and µi([0, y]) ≥ αt for each i ∈ U , and that µt([0, x]) = 1/2 and µt([0, y]) = αt.
Therefore, appealing to the intermediate value theorem, we may choose a maximal
z ∈ (x, y] such that µs([0, z]) = µt([0, z]) = β for some s ∈ U ; by the definition of z,
we have µi([0, z]) ≥ β for each i ∈ U . Notice that we have 1−β ≥ 1−αt ≥ αi for all
i 6= t, where the first inequality follows from monotonicity, and the second from the
fact that all the demands sum to 1. Writing U ′ = U \{s}, we may now establish (†)
by cutting at z and recursively solving two smaller division problems: the division
problem on [0, z] for the measures in U ′ ∪ {t}, with the original demands αi for
each measure µi with i ∈ U
′, and demand β −
∑
i∈U ′ αi for the measure µt (which
is a non-negative demand since β ≥ 1/2 and
∑
i∈U ′ αi ≤
∑
i∈U αi ≤ 1/2), and the
division problem on (z, 1] for the measures in {s, t}, with the original demand αs
for the measure µs, and demand 1− αs − β for the measure µt.
We now see that we may establish the estimate (†) in each case; this completes
the proof. 
3. Conclusion
We have shown that f(n) ≤ 3n − 4 for all n ≥ 2. While we trivially have
f(n) ≥ n − 1 for n ≥ 2, it is not hard to do better. The following construction
from [6] shows that f(n) ≥ 2n − 2 for all n ≥ 2. Let µ1 be the uniform measure
on [0, 1] and for 1 ≤ i ≤ n − 1, let µi+1 be the uniform measure supported on
the (tiny) interval [i/n − ε, i/n + ε], where ε = 1/(100n)10. For the demands
α1 = 1 − ε
10 and αi = ε
10/(n − 1) for each 2 ≤ i ≤ n, it is easily seen that any
disproportionate division requires at least two cuts in the support of each of the
measures µ2, µ3, . . . , µn, for a total of 2n− 2 cuts.
We suspect that the above construction reflects the truth and that f(n) = 2n−2
for all n ≥ 2. This conjecture is particularly interesting because we believe there
are deeper topological considerations driving this claim. Concretely, the follow-
ing measure partitioning conjecture, if true, would imply by a simple inductive
argument that f(n) = 2n− 2 for all n ≥ 2.
Conjecture 3.1. For any n ≥ 2 non-atomic probability measures µ1, µ2, . . . , µn
on the unit circle S1 and non-negative reals α1, α2, . . . , αn summing to 1, there
exists a partition of the set [n] = P ∪Q into two nonempty sets and a partition of
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the circle S1 = X ∪Xc into two intervals such that
min
i∈P
µi(X) =
∑
j∈P
αj and min
i∈Q
µi(X
c) =
∑
j∈Q
αj .
The above conjecture for two measures is known to be true and is essentially
the Stromquist–Woodall theorem [10] for two measures, but we have unfortunately
been unable to decide this conjecture even for three measures.
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