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Abstract
It is well-known that for a one dimensional stochastic differential equation driven by Brownian
noise, with coefficient functions satisfying the assumptions of the Yamada-Watanabe theorem
[30, 31] and the Feller test for explosions [17, 18], there exists a unique stationary distribution with
respect to the Markov semigroup of transition probabilities. We consider systems on a restricted
domain D of the phase space R and study the rate of convergence to the stationary distribution.
Using a geometrical approach that uses the so called free energy function on the density function
space, we prove that the density functions, which are solutions of the Fokker-Planck equation,
converge to the stationary density function exponentially under the Kullback-Leibler divergence,
thus also in the total variation norm. The results show that there is a relation between the Bakry-
Emery curvature dimension condition and the dissipativity condition of the transformed system
under the Fisher-Lamperti transformation. Several applications are discussed, including the
Cox-Ingersoll-Ross model and the Ait-Sahalia model in finance and the Wright-Fisher model in
population genetics.
Keywords: stationary distributions, invariant measure, Fokker-Planck equation, Kullback-
Leibler divergence, Cox-Ingersoll-Ross model, Ait-Sahalia model, Wright-Fisher model.
1 Introduction
Stochastic differential equations with Ho¨lder continuous coefficients arise as models in many sciences.
An instance is the Wright-Fisher diffusion model for the genetic drift of alleles with mutation [16];
in the one dimensional case (that is, when there are only two alleles present), it is of the form
dXt = [θ1 − (θ1 + θ2)Xt]dt+
√
Xt(1−Xt)dWt, Xt ∈ [0, 1],
where we assume that the mutation rates θ1, θ2 > 0. Another example is the Cox-Ingersoll-Ross [6]
model for the short term interest rate
dXt = k(θ −Xt)dt+ σ
√
XtdWt, Xt ≥ 0,
1
where k, θ, σ > 0 satisfy kθ ≥ σ22 .
For such nonlinear systems, the diffusion coefficient is only Ho¨lder continuous on a restricted domain
[15], therefore the existence and uniqueness of a solution cannot be proved using classical arguments
like contraction mappings, but one rather needs to invoke the Yoshida and Watanabe theorem
[30, 31, 24]. Moreover, the solution in general does not depend differentiably on the initial values in
the state space, and thus the linearization method for studying the stability problem fails to apply
here.
In this paper, we study the Markov semigroup generated by such a system; this is a strong Feller
process [17, 18] provided that the Feller test of explosion succeeds. In particular, assume that D is
a Polish space (complete metric and separable). A probability measure µ on D is called stationary
(invariant) with respect to the (Markov) diffusion process Xt with semigroup (Tt)t≥0 on C∞0 (D)
and generator G if ∫
D
Ttf(y)µ(dy) =
∫
D
f(y)µ(dy), ∀t ≥ 0, f ∈ C∞0 (D),
or equivalently (due to [20] Theorem 2.3)∫
D
Gf(y)µ(dy) = 0, ∀f ∈ C∞0 (D).
It is called reversible if∫
D
g(y)Ttf(y)µ(dy) =
∫
D
f(y)Ttg(y)µ(dy), ∀t ≥ 0, f, g ∈ C∞0 (D),
or equivalently ∫
D
g(y)Gf(y)µ(dy) =
∫
D
f(y)Gg(y)µ(dy), ∀f, g ∈ C∞0 (D).
Also, it is well-known that the density function of the transition probability satisfies the Fokker-
Planck equation. The existence of stationary measures with respect to the Markov semigroup is
deduced from the Krylov-Bogoliubov theorem [11]. However, under the assumptions on reversibility
and boundary conditions, we can prove directly that there exists a unique stationary measure for
the Markov semigroup which can be written as a Gibbs measure µ∞(dy) = u∞(y)dy = e
−ψ(y)
Z
dy.
Another important issue is the rate of convergence to the stationary distribution. It is well known
from the Harris theorem [23] that if there exists a Lyapunov type function, an initial distribution
under the Markov semigroup will converge exponentially to the stationary distribution. Such a
Lyapunov function is constructed in Hairer [22] for the system with additive noise, however it is not
explicitly given in general.
Our approach here is to present an explicit construction of a Lyapunov type function for the Markov
semigroup on the space of probability measures. Specifically, we consider only those systems in
which there exists a so-called free energy functional defined as the sum of the relative entropy and
the potential energy (see, e.g. [25]) along the flow of densities {u(t, x, ·)}t≥0. We then prove that
the free energy functional decreases in time t along the flow of densities.
Our main result is the convergence rate of the densities under the flow to the stationary density
using the geometrical method by Bakry-Emery [4, 21]. By considering the backward generator
of the Markov semigroup (L∗,D(L∗)), the carre´ du champ operator, the iterated carre´ du champ
operator of L∗ and the Bakry-Emery curvature-dimension condition, we derive a good estimate for
the exponential rate of convergence of the density function u(t, x, ·) to u∞(·) with respect to the
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Kullback-Leibler divergence.
It is interesting to note that for one dimensional systems, there is a relation between the Bakry-
Emery curvature dimension condition and the dissipativity condition of the transformed system
under the so called Fisher-Lamperti transformation which is supposed to be continuous. This
transformation helps to prove the existence of a global random attractor (see [2], [7, 8], [27]) for the
Cox-Ingersoll-Ross model (34), the Wright-Fisher model (37) and the Ait-Sahalia model (39).
2 Existence and uniqueness of the stationary distribution
We consider the following one dimensional stochastic system
dXt = a(Xt)dt+ b(Xt)dWt (1)
where D ∈
{
[d−, d+], (−∞, d+], [d−,∞),R
}
, and a, b : D → R are C3-functions on the interior of a
domain D ⊂ R (D can contain ∞), which satisfy the following assumptions.
Hypothesis A: The functions a, b satisfy
• there exists a positive increasing concave function L : [0,∞)→ [0,∞) such that |a(x)−a(y)| ≤
L(|x− y|) for all x, y ∈ D and ∫ p0+ L(r)−1dr =∞ for every p > 0;
• there exists a positive increasing function ρ : [0,∞)→ [0,∞) such that |b(x)−b(y)| ≤ ρ(|x−y|)
for all x, y ∈ D, and ∫ p0+ ρ(r)−2dr =∞ for every p > 0.
• boundary conditions: a(d−) > 0 > a(d+); b(d−) = b(d+) = 0, b(x) > 0 for x ∈ (d−, d+).
Theorem 1. Under Hypothesis A for the coefficient functions a, b there exists a unique solution of
(1) with initial condition X0 = x ∈ D.
Proof: First, we extend (if necessary) the coefficient functions of (1) from the domain D into
the whole real line by considering the system
dXt = a¯(Xt)dt+ b¯(Xt)dWt (2)
where a¯(x) ≡ a(x), b¯(x) ≡ b(x) for all x ∈ D and a¯(x) = a(d−)(> 0), b¯(x) = b(d−)(= 0) for all
x < d−, a¯(x) = a(d+)(< 0), b¯(x) = b(d+)(= 0) for all x > d+. It is easy to check that a¯, b¯ then
satisfy Hypothesis A. Hence by applying the Yamada and Watanabe theorem (see [30, 31] or the
Ikeda and Watanabe theorem [24, Theorem 3.2, p. 168]), there exists a unique solution X¯t of (2)
with initial condition X0.
Next, we need to prove that all solutions of (2) stay in the domain D almost surely, i.e.
P(X¯t(·, x) ∈ D,∀t ∈ [0, T ]) = 1 for any x ∈ D. It is enough to prove that in case the left boundary
of D is d− then P(X¯t(·, x) ≥ d−,∀t ∈ [0, T ]) = 1. To do that, we follow the Deelstra and Delbaen
technique [15] by introducing for any ǫ > 0 stopping times
τ1 = inf{t ∈ [0, T ]|X¯t < d− − ǫ}
σ11 = inf{t ∈ [0, T ]|X¯t < d− − 2ǫ}
σ21 = inf{t > τ1|X¯t = d−}
σ1 = σ
1
1 ∧ σ21 ∧ T.
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Trivially τ1 < σ1 ≤ T . Define the set A := {infu∈[0,T ] X¯u < d−−2ǫ}. If σ11 ≤ σ21 then σ1 = σ11, hence
X¯σ1 − X¯τ1 = −ǫ due to the continuity of X¯ over time. But on the other hand, b¯(u) = b(d−) = 0
and a¯(u) = a(d−) > 0 for every u ∈ [τ1, σ1], thus by using Ito’s formula for the stopping times,
X¯τ1 − X¯σ1 =
∫ σ1
τ1
a¯(u)du+
∫ σ1
τ1
b¯(u)dWu > 0,
which is a contradiction. We conclude that on this set, σ21 < σ
1
1 ≤ T almost surely. By definition,
we conclude that X¯σ1 = d− on A.
Similarly, define some more stopping times:
τ2 = inf{σ1 < t ∈ [0, T ]|X¯t < d− − ǫ} ∧ T
σ12 = inf{σ1 < t ∈ [0, T ]|X¯t < d− − 2ǫ}
σ22 = inf{t > τ2|X¯t = d−}
σ2 = σ
1
2 ∧ σ22 ∧ T.
Analogously on A, τ1 < σ1 < τ2 < σ2 ≤ T and X¯τ2 = d−. Therefore, we can repeat this argument
and conclude that on A there exists a strictly increasing sequence of stopping times τ1 < σ1 < . . . <
τn < σn < . . . ≤ T . This sequence converges to a limit τ ≤ T , hence all the subsequences (τn) and
(σn) have to converge to τ . However, X¯τn = d− − ǫ while X¯σn = d− on A. By the continuity of
X¯ over time, it follows that A has measure zero, or equivalently P(infu∈[0,T ] X¯(u) < d− − 2ǫ) = 0.
Since it is true for any ǫ > 0, we have proved that P(infu∈[0,T ] X¯(u) < d−) = 0.
Finally, by the definition of a¯, b¯, the solution X¯ is actually also a solution of (1), thus we conclude
the existence and uniqueness of (1) on the domain D for the time interval [0, T ]. As T varies, we
actually can extend the solution of (2) to the whole time interval [0,∞).
It is well-known that the density function of the Markov semigroup with transition probability
Pt(x,O) := P{Xt(·, x) ∈ O|X0 = x} satisfies the Fokker-Planck equation
∂tu(t, x, y) = Lu(t, x, y)
= −∂y[a(y)u(t, x, y)] + 1
2
∂yy[b
2(y)u(t, x, y)]
= ∂y
(
− a(y)u(t, x, y) + 1
2
∂y
(
b2(y)u(t, x, y)
))
. (3)
In this section, we only consider systems that satisfy special conditions which ensure the existence
of a free energy function. To do that, we first consider the definition.
Definition 2. The family of densities {u(t, ·)}t≥0 on a σ−finite measure space (D,µ) is said to
satisfy the condition I(A,ψ) if it solves a diffusion equation of the form
∂tu(t, y) = ∂y
(
A(y)u(t, y)∂y
[
log u(t, y) + ψ(y)
])
, (4)
where A(y) = 12b
2(y). This family of densities {u(t, ·)}t≥0 is said to satisfy the condition II(A,ψ)
if in addition to I(A,ψ), one has ∫
D
e−ψ(y)µ(dy) <∞. (5)
We rewrite a system that satisfies condition I(A,ψ) in the one dimensional case as
∂tu(t, x, y) = ∂y
(
A(y)u(t, x, y)∂y
(
log u(t, x, y) + ψ(y)
))
.
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We introduce the potential energy function ψ(y)
ψ(y) := logA(y)−G(y) = log 1
2
b(y)2 −G(y) (6)
where G(y) is the indefinite integral of a(y)
A(y) , i.e. G(y) =
∫ y a(y)
A(y)dy. It is easy to check that
A(y)u(t, x, y)∂y
(
log u(t, x, y) + ψ(y)
)
= −a(y)u(t, x, y) + 1
2
∂y
(
b2(y)u(t, x, y)
)
.
Thus equation (3) satisfies the I(A,ψ) condition. We will then write the Kolmogorov (forward/backward)
operators in this form, i.e.
Lu(y) = ∂y
(
A(y)∂yu(y)
)
+ ∂y
(
A(y)u(y)
)
∂yψ(y),
and
L∗u(x) = ∂x
(
A(x)∂xu(x)
)
− ∂xψ(x)A(x)∂xu(x).
We need the following assumption.
Hypothesis B: The potential energy function ψ satisfies the condition II(A,ψ) and
A(y)e−ψ(y)
∣∣∣
∂D
= lim
y→∂D
eG(y) = 0 (7)
If ψ satisfies the Hypothesis B, then we have immediately.
Lemma 3. The measure
µ∞(dy) = u∞(y)dy =
e−ψ(y)
Z
dy,
(where Z =
∫
D
e−ψ(y)dy < ∞ due to condition (5), is the normalization coefficient), is reversible
with respect to L∗, i.e. ∫
D
fL∗gdµ∞ =
∫
D
gL∗fdµ∞, ∀f, g ∈ C2(D). (8)
Proof: Integrating by parts, we have
(8) ⇔
∫
D
f [(Agy)y −Aψygy]e−ψdy =
∫
D
g[(Afy)y −Aψyfy]e−ψdy
⇔
∫
D
[
f(Agy)y − g(Afy)y
]
e−ψdy =
∫
D
A(fgy − gfy)ψye−ψdy
⇔
∫
D
[
A(fgyy − gfyy) +Ay(fgy − gfy)
]
e−ψdy =
∫
D
A(fgy − gfy)d(−e−ψ)
⇔
∫
D
[
A(fgyy − gfyy) +Ay(fgy − gfy)
]
e−ψdy = −(fgy − gfy)Ae−ψ
∣∣∣
∂D
+
∫
D
d
[
A(fgy − gfy)
]
e−ψ.
From assumption (7), the first term on the right hand side of the last equation is zero, which then
implies that
(8) ⇔
∫
D
[
A(fgyy − gfyy) +Ay(fgy − gfy)
]
e−ψdy =
∫
D
[
A(fgy − gfy)y +Ay(fgy − gfy)
]
e−ψdy
⇔
∫
D
A(fgyy − gfyy)e−ψdy =
∫
D
A(fgy − gfy)ye−ψdy.
The last equation holds for every f, g ∈ C2(D). This implies the proof.
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Theorem 4. Assume that a, b satisfy Hypotheses A, B. Then there exists a unique stationary
measure for the Markov semigroup Pt(x,O) := P{Xt(·, x) ∈ O|X0 = x}. Moreover, the stationary
distribution is of the form
µ∞(dy) = u∞(y)dy =
e−ψ(y)
Z
dy (9)
Proof: Since the original system is one dimensional, we can prove by using Lemma 3 that the
invariant measure, if it exists, is reversible. We can then follow similar arguments as in [29] to prove
the existence and uniqueness of the invariant measure.
Remark 5. In general, when the probability measure µ∞ is not reversible, we need to prove that
the Markov semigroup Pt(x, ·) is strongly Feller and tight. The existence is then a consequence
of the Krylov-Bogoliubov theorem. Moreover, we need to prove that Pt is irreducible and thus
regular by applying the Khasminskii theorem, and then apply the Doob theorem to conclude that
lim
t→∞
Pt(x,O) = µ∞(O) which in particular proves the uniqueness of µ∞.
For more information about this method, see Prato and Zabczyk [11].
We now would like to find conditions so that the process will never reach the boundary points
with probability one. To do so, we first recall some concepts from potential theory:
Definition 6. Let there be given a reversible process (Xt)t≥0 in D with generator L∗ and reversible
measure u∞(x)dx. The corresponding Dirichlet form is
D(f) := −
∫
D
f(x)Lf(x)u∞(x)dx. (10)
For c > 0, we also define the quadratic form by
Dc(f) = D(f) + c
∫
D
f(x)2u∞(x)dx. (11)
Definition 7. We define the capacity of an open set O ⊆ D by
capc(O) := inf
f∈Fc
O
Dc(f) , F
c
O :=
{
f ∈ Dc : f(x) ≥ 1, ∀x ∈ O
}
(12)
For an arbitrary set B ⊆ D the capacity of B is defined as
capc(B) := inf
O open : O⊇B
capc(O) (13)
Theorem 8. If in addition to the hypothesis A, the coefficients satisfy
c(x) = −a′(x) + b′′(x)b(x) + b′2(x) ≡ c > 0,∀x ∈ D, (14)
then the solution is in Do with probability one.
Proof: First, observe that an eigenfunction f of L∗ for the eigenvalue c is given by
fε(x) =
u∞(d− + ε)
u∞(x)
G(x)
G(d− + ε)
,
where G(x) =
∫ d+
x
u∞(y)
b2(y)
dy. Similar to the arguments in [5], we can prove by direct computation
that, under this additional condition (14),
capc(∂D) = lim
ε→0
Dc(fε) = 0.
Then, we apply a classical result in potential theory (see for example [19], Theorem 4.3.1, page 103)
to show that the points with capacity zero are exceptional, which means that the boundary can
never be reached with probability one.
6
3 Rate of convergence to the stationary distribution
In this section we present a direct construction of a Lyapunov–type function for the Markov semi-
group on the space of probability measures. It is worth noting here that the existence of a Lyapunov
function for a Markov semigroup on the phase space is assumed in Harris’ theorem (see [23] or Hairer
[22]), but such a function in general is not explicitly given.
Definition 9. For a family of densities {u(t, ·)}t≥0 on a σ−finite measure space (D,µ) with condi-
tion I(A,ψ),
• the potential energy functional is defined by
Ψ(u(t, ·)) :=
∫
D
u(t, y)ψ(y)µ(dy); (15)
• the (negative) entropy functional is defined by
Sµ(f) =
∫
D
f log fdµ; (16)
• the free energy functional is defined by
F (u(t, ·)) :=
∫
D
u(t, y)
(
log u(t, y) + ψ(y)
)
µ(dy) = Sµ(u(t, ·)) + Ψ(u(t, ·)). (17)
Definition 10. Let f1, f2 be densities on a σ−finite measure space (D,µ). The relative entropy
(Kullback–Leibler divergence) of f1 with respect to f2 is
DKL(f1‖f2) :=
{∫
D
f1(y) log
f1(y)
f2(y)
µ(dy), if supp(f1) ⊂ supp(f2)
∞, otherwise
Before presenting our main theorem, we need the following assumption.
Hypothesis C: There exists a ρ > 0 such that
1
2
bbyy − ay + aby
b
≥ ρ > 0. (18)
Theorem 11. Assume that a, b satisfies Hypotheses A, B, C. Then the density function u(t, x, ·)
converges to u∞(·) exponentially w.r.t. the Kullback-Leibler divergence, i.e.
DKL(u(t, x, ·)‖u∞(·)) ≤ e−ρtDKL(u(0, x, ·)‖u∞(·)) (19)
Proof: The proof follows the approach in Tran et al. [29] and is divided into several steps.
Step 1: First, we can prove that F (u(t, x, ·)) decreases in time t along the flow of densities. In fact,
∂tF (u(t, x, ·)) = −
∫
D
I(t, x, y)dy, (20)
where
I(t, x, y) =
1
2
b2(y)u(t, x, y)
[
∂yψ(y) +
1
u(t, x, y)
∂yu(t, x, y)
]2
≥ 0.
7
Step 2: Next, assume that there exists a unique stationary distribution µ∞(dy) = u∞(y)dy. We
focus on the rate of the convergence of u to u∞. Putting
h(t, x, y) :=
u(t, x, y)
u∞(y)
,
we shall investigate the rate of the convergence of h to 1.
The stationary density is the Gibbs density function
u∞(y) =
e−ψ(y)
Z
,
which is independent of x. Thus
log u∞(y) + ψ(y) = − logZ.
Since Z is independent of y, this implies
∂y(log u(t, x, y) + ψ(y)) = ∂y
(
log
u(t, x, y)
u∞(y)
)
+ ∂y(log u∞(y) + ψ(y)) = ∂y(log h(t, x, y)).
Therefore, using similar computations as in [29], we can derive a partial differential equation for h
from that of u as follows.
∂th(t, x, y) = ∂y
[
A(y)∂yh(t, x, y)
]
− ∂yψ(y)A(y)∂yh(t, x, y) = L∗h(t, x, y), (21)
where
A(y) :=
1
2
b(y)2. (22)
Also, the difference of the current and the final free energy is equal to the relative entropy (Kullback-
Leibler divergence) between the corresponding densities and also equal to the (negative) entropy of
their ratio with respect to the stationary probability measure:
F (u(t, x, ·)) − F∞(u∞(·)) = DKL(u(t, x, ·)‖u∞(·)) = Sµ∞(h(t, x, ·)) ≥ 0. (23)
Moreover, the rate of change of the free energy functional is equal to the negative of the entropy
production
d
dt
Sµ∞(h(t, x, ·)) = ∂tF (u(t, x, ·)) = −Jµ∞(h) := −
∫
D
A(y)[∂yh(t, x, y)]
2
h(t, x, y)
µ∞(dy). (24)
Step 3: Now we check the convergence rate of the density function to the stationary distribution.
For that we need to apply the geometric theory of Markov operators. From now on, for simplicity,
we will write
qy := ∂yq(y), qyy := ∂yyq(y), qyyy := ∂yyyq(y).
Following [21], we consider an operator (L∗,D(L∗)) defined on a measure space (D,µ) of the form
L∗f := ∂y
[
A∂yf
]
− ∂yψA∂yf
=
[
Afy
]
y
− ψyAfy
= Afyy +Ayfy − ψyAfy,∀f ∈ A = L2(Ω, µ) ∩D(L∗).
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where
ψy =
Ay
A
− a
A
. (25)
Then, we define the carre´ du champ operator of L∗ by
Γ(f, g) =
1
2
(
L∗(fg)− fL∗g − gL∗f
)
, ∀f, g ∈ A (26)
and the iterated carre´ du champ operator of L∗ by
Γ2(f, g) =
1
2
(
L∗Γ(f, g)− Γ(f, L∗g) − Γ(g, L∗f)
)
, ∀f, g ∈ A. (27)
We will also denote Γ(f, f) = Γ1(f) and Γ2(f, f) = Γ2(f) for short. We note that for the above
operator L∗, we always have
Γ(f, g) = Afygy.
A direct computation then shows that
Γ1(h) =
1
2
[
L∗(h2)− 2hL∗(h)
]
= Ah2y (28)
Γ2(h) =
1
2
[
L∗(Γ1(h))− 2Γ(h,L∗(h))
]
=
(A2y
4A
− Ayy
2
+Aψyy +
ψyAy
2
)
Γ1(h) + (Ahyy +
1
2
Ayhy)
2. (29)
Using (22) and (25) and Hypothesis C, we can estimate directly the first coefficient in (29)
A2y
4A
− Ayy
2
+Aψyy +
ψyAy
2
=
1
2
bbyy − ay + aby
b
≥ ρ > 0.
Hence, L satisfies the curvature-dimension condition CD(ρ, n) (see [21]), where ρ > 0 and n = ∞,
i.e. for all f ∈ A
Γ2(f) ≥ ρΓ1(f) + 1
n
(L∗f)2, µ− a.e. (30)
Using similar arguments as in [29], since L∗ satisfies CD(ρ,∞), it follows from [21] that µ∞ satisfies
the logarithmic Sobolev inequality LSI(ρ), i.e. for all densities f we have∫
D
f log fdµ ≤ 1
ρ
∫
D
1
2f
|∇f |2dµ.
In particular,
Sµ∞(h(t, x, ·)) ≤ e−ρtSµ∞(h(0, x, ·)).
Remark 12. Using the Csisza´r-Kullback-Pinsker inequality (see e.g. [9])
‖µ− ν‖TV ≤
√
1
2
DKL(µ‖ν) (31)
where
‖µ − ν‖TV = sup{|µ(O)− ν(O)| : O is an event to which probabilities are assigned}
9
is the total variation metric (or statistical distance) between two probability measure µ and ν, we
combine (31) and (19) to conclude that P (t, x, dy) = u(t, x, y)dy converges to µ∞(dy) = u∞(y)dy
with exponential rate ρ in the total variation metric acting on the space of probability measures.
On the other hand, if we define the semigroup Stµ(A) :=
∫
D
Pt(A, y)µ(dy) on the space of measures,
then
‖Stµ− µ∞‖TV = sup
A
∣∣∣ ∫
D
P (t, y,A)µ(dy) − µ∞(A)
∣∣∣
≤ sup
A
∫
D
|P (t, y,A) − µ∞(A)|µ(dy) ≤ ‖P (t, y, ·) − µ∞‖TV .
Therefore, Stµ→ µ∞ in total variation norm as t→∞.
4 Existence of the global random attractor
In this section, we consider the situation in which the Fisher-Lamperti transformation can be
applied, meaning that there exists a continuous transformation which transforms (1) into a system
with additive noise (see e.g. [26]). We find that under the hypotheses A, B, C, there actually
exists a global random attractor for the random dynamical system generated by (1). This result is
somewhat stronger than the existence of a stationary measure because it implies the convergence
in the pathwise sense rather than the convergence in distribution only.
To do that, we first recall the basic notions of random dynamical systems. Let (Ω,F ,P) be a
probability space. On this probability space we consider a measurable flow θ
θ : R×Ω→ Ω
for which θt(·) : Ω → Ω is P-preserving, i.e. P(θ−1t (A)) = P(A) for every A ∈ F , t ∈ R, and (θt)t∈R
satisfies the group property, i.e. θt+s = θt ◦ θs for all t, s ∈ R. A general model for noise is the
quadruple (Ω,F ,P, (θt)t∈R) which is called a metric dynamical system. For system (1), θ can be
constructed as the Wiener shift w.r.t. the corresponding probability space of the Wiener process
[2].
Definition 13. Let X be a Banach space. Then we define a random dynamical system (RDS) as
a measurable mapping
ϕ : R+ × Ω×X → X
satisfying the cocycle property
ϕ(t+ s, ω, x) = ϕ(t, θsω, ·) ◦ ϕ(s, ω, x) for all t, s ∈ R+, ω ∈ Ω, x ∈ X,
ϕ(0, ω) = idX .
An RDS ϕ is called continuous if each mapping (t, x) 7→ ϕ(t, ω, x) is continuous.
Lemma 14. Given ε ∈ (0, 1]. Let f : R+ → R+ be continuous. Assume that there exists a
continuous nondecreasing super-linear function k : R+ → R+ with k(t) = 0 iff t = 0 such that
f(t) ≤ ε+
∫ t
0
k(f(s))ds, ∀t ≥ 0.
Then
f(t) ≤ εG−1(G(1) + t), ∀t ≥ 0,
where
G(t) =
∫ t
0
1
k(s)
ds.
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Proof: Put u(t) = f(t)
ε
. Then it follows from the assumption that
u(t) ≤ 1 +
∫ t
0
k(f(s))
ε
ds
≤ 1 +
∫ t
0
k(u(s))ds (due to the super-linearity of k).
Put v(t) = 1+
∫ t
0 k(u(s))ds. It implies that u(t) ≤ v(t) and v(t) is nondecreasing. Moreover, because
k is nondecreasing we have v′(t) = k(u(t)) ≤ k(v(t)) and k(v(t)) ≥ k(v(0)) = k(1) > 0. Therefore,
G(v(t)) −G(v(0)) = ∫ t0 dv(s)k(v(s)) ≤ t. Because G′(t) = 1k(t) > 0, both G and G−1 are increasing. This
implies the proof.
Theorem 15. Assume there exists the inverse map Q−1(x) of the indefinite integral Q(x) of 1
b(x) ,
i.e. Q(x) =
∫ x 1
b(y)dy such that both Q(x) and Q
−1(x) are continuous on D and Q(D). Assume
there exists a continuous nondecreasing super-linear function k : R+ → R+ with k(0) = 0 such that
c(y) := a(Q
−1(y))
b(Q−1(y))
+ 12by(Q
−1(y)) satisfies
|c(x)− c(y)| ≤ k(|x− y|), ∀x, y ∈ D.
Then the solution of (1) generates a continuous random dynamical system ϕ : R+ × Ω × D → D
defined by ϕ(t, ω)X0 = Xt(ω,X0).
Proof: Introduce the transformation Yt = Q(Xt). Then by Ito’s formula it follows from (1)
that
dYt = c(Yt)dt+ dWt. (32)
It is easy to see that Yt(ω, Y0) is continuous w.r.t. t ∈ R+. On the other hand, by the comparison
principle in the one dimensional space D, we have Yt(ω, Y1) ≥ Yt(ω, Y0) ≥ 0 for all t ≥ 0 a.s. if
Y1 > Y0 ≥ 0 a.s. Therefore
Yt(ω, Y1)− Yt(ω, Y0) = Y1 − Y0 +
∫ t
0
[
c(Ys(ω, Y1))− c(Ys(ω, Y0))
]
ds
≤ |Y1 − Y0|+
∫ t
0
k(|Ys(ω, Y1)− Ys(ω, Y0)|)ds.
Then by Lemma 14 above and noting that G−1(G(1) + t) is bounded uniformly in t ∈ [0, T ], it
follows that Yt(ω, Y0) is a continuous function w.r.t. Y0 uniformly in t ∈ [0, T ]. By using the
triangle inequality
|Yt1(ω, Y1)− Yt(ω, Y0)| ≤ |Yt1(ω, Y1)− Yt(ω, Y1)|+ |Yt(ω, Y1)− Yt(ω, Y0)|,
it follows that Yt(ω, Y0) is continuous w.r.t. (t, Y0). Therefore Xt(ω,X0) = Q
−1(Yt(ω, Y0)) is
continuous w.r.t. (t,X0).
By applying Arnold [2, Chapter 2], we get from the existence and uniqueness of a solution of (1)
that the system generates a random dynamical system ϕ(t, ω)X0 := Xt(ω,X0) which is continuous
w.r.t. (t,X0). Moreover, if ψ(t, ω) is the RDS generated by the transformed system (32) then
ψ(t, ω) = Q ◦ ϕ(t, ω) ◦Q−1.
Remark 16. In general we can extend the random dynamical system ϕ to the whole two sided time
interval R instead of R+ by defining ϕ(t, ω) := ϕ(−t, θtω)−1 for any t ≤ 0, see Arnold [2, Chapter
1] for more details.
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Definition 17. A global random attractor of an RDS ϕ is a random compact set A which is
invariant, i.e. ϕ(t, ω)A(ω) = A(θtω) for all t ≥ 0, and which attracts all the bounded sets in the
pullback sense, i.e.,
lim
t→∞
d(ϕ(t, θ−tω)M |A(ω)) = 0,
for all bounded sets M , where d(M |A) := supx∈M d(x,A) is the semi-Hausdorff distance.
Remark 18. (i), The random attractor acts as the support of the invariant measure of the generated
random dynamical systems. In fact,
lim
t→∞
ϕ(t, θ−tω)µ∞ = δa(ω), (33)
where δa is a Dirac measure and the limit in (33) is in the sense of weak topology. We recommend
Crauel [7] and Arnold [2, Chapter 1, Proposition 1.8.4, pp. 42] for a presentation of the relation
between invariant measures of the random dynamical system and the stationary distribution of the
corresponding Markov semigroup.
(ii), Under the assumptions of theorems 11 and 15, a direct computation shows that
dc(y)
dy
=
d
dy
( a˜(y)− 12 b˜y(y)
b˜(y)
)
=
dc˜(x)
dx
dx
dy
=
d
dx
(a(x)
b(x)
− 1
2
db(x)
dx
)
b(x)
= −
(1
2
b(x)
d2b(x)
dx2
− da(x)
dx
+
a(x)db(x)
dx
b(x)
)
≤ −ρ.
Hence,
[c(y1)− c(y2)](y1 − y2) ≤ max
z∈D
c′(z)(y1 − y2)2 ≤ −ρ(y1 − y2)2,
which proves the dissipativity of the coefficient function c. Therefore, by applying similar arguments
as in [3], we can prove that there exists a global random attractor A¯ for the RDS ψ generated by
the transformed system (32), i.e. for any x0 ∈ D
lim
t→∞
Q ◦ ϕ(t, θ−tω) ◦Q−1(x0) = A¯(ω).
However, since Q and Q−1 are not assumed to have bounded derivatives, in general it does not
follow that A(ω) := Q−1(A¯(ω)) is the global random attractor of ϕ, i.e. we do not have
lim
t→∞
ϕ(t, θ−tω) ◦Q−1(x0) = Q−1(A¯(ω)).
Below we will present several examples in which there does exist a random attractor for the generated
RDS.
(iii) We note that in general for higher dimensional systems, the relation between the dissipative
constant of the transformed system (32) and the Bakry-Emery (BE) curvature dimension is still an
open question.
Example 19 (Cox-Ingersoll-Ross interest rate model). We consider the Cox-Ingersoll-Ross [6]
(CIR) model for the short term interest rate
dXt = k(θ −Xt)dt+ σ
√
XtdWt,Xt ≥ 0, (34)
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where k, θ, σ > 0 such that kθ ≥ σ22 . Feller [17] proved that the process is nonnegative. The
Markov semigroup is proved to be Feller by Duffie et al. [10]. Given X0, it is well known that
4k
σ2(1−e−kt)Xt follows a noncentral χ
2 distribution with degree of freedom 4kθ
σ2
and non-centrality
parameter 4k
σ2(1−e−kt)X0e
−kt. Moreover, lim
t→∞
1
t
∫ t
0 Xs = X∞ by the law of large numbers, where X0
follows a Gamma distribution with shape parameter 2kθ
σ2
and scale parameter σ
2
2k (see e.g. Deelstra
and Delbaen [12, 13, 14]).
In this case b(y) = σ
√
y which is 12 -Ho¨lder continuous in the domain D := [0,∞), therefore the
existence and uniqueness of a solution of (34) can be derived from [15]. Note that the condition
(14) in the CIR case is c(x) ≡ k > 0 so Xt > 0 for all t ≥ 0 with probability one.
A direct computation to check conditions (5), (7) and (18) gives us
1
2
bbyy − ay + aby
b
=
k
2
+
1
2x
(kθ − σ
2
4
) ≥ k
2
≥ k
2∫ ∞
0
e−ψ(y)dy =
∫ ∞
0
y
( 2kθ
σ2
−1)
e
− 2k
σ2
y
dy <∞.
Hence there exists a unique stationary measure for the corresponding Markov semigroup of system
(34), with rate of convergence k2 .
We can also prove that there exists a global random attractor. Indeed, the transformation Yt =
Q(Xt) =
2
√
Xt
σ
gives us
dYt = c(Yt)dt+ dWt =
[4kθ − σ2
2σ2
1
Yt
− k
2
Yt
]
dt+ dWt. (35)
By the comparison principle in one dimensional space D, we have Yt(ω, Y1) ≥ Yt(ω, Y0) ≥ 0 for all
t ≥ 0 a.s. if Y1 ≥ Y0 a.s. Therefore
Yt(ω, Y1)− Yt(ω, Y0) ≤ Y1 − Y0 − k
2
∫ t
0
[
Ys(ω, Y1)− Ys(ω, Y0)
]
ds,
thus ∣∣∣Yt(ω, Y1)− Yt(ω, Y0)∣∣∣ ≤ |Y1 − Y0|e− k2 t. (36)
Also, it is easy to check that the drift coefficient c in (35) satisfies the dissipativity condition, i.e.
(y1 − y2)(c(y1)− c(y2)) =
[
− 4kθ − σ
2
2σ2
1
y1y2
− k
2
]
(y1 − y2)2 ≤ −k
2
(y1 − y2)2.
Therefore, as seen in Kloeden et al. [3], there exists a pullback random attractor (and also a forward
random attractor because of (36)) Y ∗(ω) which is invariant under the random dynamical system
generated by (35). We are going to prove that X∗(ω) = σ
2
4 Y
∗(ω)2 is also a random attractor of the
random dynamical system generated by (34).
Indeed, taking the expectation in both sides of (34) gives
dEXt = k(θ − EXt)dt,
thus
EXt =
σ2
4
EY 2t = θ + [EX0 − θ]e−
k
2
t.
By the Borel-Cantelli lemma, it is easy to prove that for all Y0 ≥ 0
lim
t→∞
e−
k
2
tYt(ω, Y0) = 0 a.s..
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Hence
|Xt −X∗(θtω)| = σ
2
4
∣∣∣Yt − Y ∗(θtω)∣∣∣∣∣∣(Yt − Y ∗(θtω)) + 2Y ∗(θtω)∣∣∣
≤ σ
2
4
|Y0 − Y ∗(ω)|2e−kt + σ
2
4
|Y0 − Y ∗(ω)|e−
k
2
tY ∗(θtω),
which tends to zero as t→∞, proving the attraction of the random attractor X∗(ω).
Example 20 (Wright-Fisher model). We consider the one dimensional Wright-Fisher model [29]
dXt = [θ1 − (θ1 + θ2)Xt]dt+
√
Xt(1−Xt)dWt,Xt ∈ [0, 1], (37)
where θ1, θ2 ≥ 12 . For the existence and uniqueness of a solution of (37), see [29], in this case
b(y) = σ
√
y(1− y) is 12 -Ho¨lder continuous in the domain D = [0, 1]. The same method to prove
the existence and uniqueness of a stationary distribution is mentioned and proved in [29]. For this
system, the condition (14) becomes c(x) ≡ θ1 + θ2 − 1 > 0, which is sufficient to conclude that the
solution never reaches the boundary with probability one.
A direct computation to check conditions (5), (7) and (18) gives us
1
2
bbyy − ay + aby
b
=
(θ1 − 14)(y − 1)2 + (θ2 − 14)y2
y(1− y) ≥ 2
√
(θ1 − 1
4
)(θ2 − 1
4
) > 0∫ 1
0
e−ψ(y)dy =
∫ 1
0
y2θ1−1(1− y)2θ2−1dy <∞.
Hence there exists a unique stationary measure for the corresponding Markov semigroup of system
(37), with rate of convergence k2 .
To prove the existence of a global random attractor, observe that the transformation Yt = arcsin 2
√
Xt(1−Xt)
gives us
dYt =
α1 − (α1 + α2)Xt√
Xt(1−Xt)
dt+ dWt =
α1 − (α1 + α2) sin2 Yt2
1
2 sinYt
dt+ dWt = c(Yt)dt+ dWt, (38)
where αi = θi − 14 . By the comparison principle, it follows that for any Y1 ≤ Y2 then Yt(ω, Y1) ≤
Yt(ω, Y2) a.s. Since cot is a decreasing function on [0,
pi
2 ], it is then easy to check that
[c(y2)− c(y1)](y2 − y1) =
[
α1 cot
y2
2
− α2 tan y2
2
− α1 cot y1
2
+ α2 tan
y1
2
]
(y2 − y1)
≤ −
[
tan
y2
2
− tan y1
2
]
(y2 − y1)
≤ −(y2 − y1)2,
i.e. the drift coefficient c in (38) satisfies the dissipativity condition. Again, by [3], it follows
that there exists a random attractor (both pullback and forward) Y ∗(ω) for the random dynamical
system generated by (38). Moreover,
d(Yt(ω, Y2)− Yt(ω, Y1)) =
[
c(Yt(ω, Y2))− c(Yt(ω, Y1))
]
dt
≤ −
[
tan
Yt(ω, Y2)
2
− tan Yt(ω, Y1)
2
]
dt
≤ −1
2
[
Yt(ω, Y2)− Yt(ω, Y1)
]
dt,
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which results in
|Yt(ω, Y2)− Yt(ω, Y1)| ≤ |Y2 − Y1|e−
1
2
t.
Then similar to system (34) there also exists a random attractor X∗(ω) = sin2 Y
∗(ω)
2 of the random
dynamical system generated by (37), due to the fact that
|Xt(ω,X2)−Xt(ω,X1)| =
∣∣∣cos Yt(ω, Y2)− cos Yt(ω, Y1)
2
∣∣∣
=
∣∣ sin [Yt(ω, Y2)− Yt(ω, Y1)]
2
∣∣∣∣∣∣ sin [Yt(ω, Y2) + Yt(ω, Y1)]
2
∣∣∣
≤
∣∣∣ [Yt(ω, Y2)− Yt(ω, Y1)]
2
∣∣∣.
Example 21 (Ait-Sahalia interest rate model). We now consider the Ait-Sahalia-type model for
the stochastic interest rate (see Ait-Sahalia [1] and Szpruch et al. [28])
dx(t) =
[
k(θ − x(t))− αx(t)r + β
x(t)
]
dt+ σx(t)pdW (t), (39)
where k, θ, α, β, σ, r, p > 0 such that r > 1, p ≥ 12 and r + 1 ≥ 2p. System (39) does not satisfy
hypothesis A since it contains a singular value 0 in the drift term. However, the coefficient functions
of (39) are locally Lipschitz continuous in (0,∞), thus by using the stopping time technique, Szpruch
et al. [28] prove that there exists a unique solution of system (39) which is positive for all t > 0
given that x0 > 0.
Our direct computations for checking conditions (5) and (7) show that∫ ∞
0
e−ψ(y)dy =
∫ ∞
0
2
σ2y2p
e
∫ y 2kθ
σ2
x−2pdx− k
(1−p)σ2
y2(1−p)− 2α
σ2(r+1−2p)
yr+1−2p− β
pσ2
y−2p
dy <∞
due to the fact that the dominant coefficients − β
pσ2
and − 2α
σ2(r+1−2p) are negative. Therefore there
exists a unique stationary measure µ∞ for the corresponding Markov semigroup.
To check condition (18), observe that
1
2
bbyy − ay + aby
b
= k(1− p) + β(1 + p)
y2
+
kθp
y
+
σ2p(p− 1)
2
y2p−2 + α(r − p)yr−1
> k(1− p) + kθp
y
+
σ2p(p− 1)
2
y2p−2.
We consider three cases.
• Case 1: p ∈ [12 , 1), then
1
2
bbyy − ay + aby
b
> k(1− p) + kθ(1− p)
y
+
σ2p(p− 1)
2
y2p−2 = (1− p)g(y),
where g : R+ → R is a convex function which has a minimum at y1 =
[
kθ
p(1−p)σ2
] 1
2p−1
.
Therefore, the sufficient condition that ensures the exponential rate of convergence to the
stationary measure is
(1− p)g(y1) > 0⇔ y1 > θ(2p− 1)
2(1 − p)
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• Case 2: p > 1, then
1
2
bbyy − ay + aby
b
> k(1− p) + kθ(p− 1)
y
+
σ2p(p − 1)
2
y2p−2 = (p − 1)h(y),
where h : R+ → R is a convex function which has a minimum at y2 =
[
kθ
p(p−1)σ2
] 1
2p−1
.
Therefore, the sufficient condition for an exponential rate of convergence to the stationary
measure is
(p− 1)h(y2) > 0⇔ y2 < θ(2p− 1)
2(p − 1) .
• Case 3: p = 1, then
1
2
bbyy − ay + aby
b
>
kθ
y
+ α(r − 1)yr−1 = q(y),
where q : R+ → R is convex which has a minimum at y3 =
[
kθ
α(r−1)2
] 1
r
. In this case q(y3) > 0
thus we also have the exponential rate of convergence to µ∞.
In all cases, the Fisher-Lamperti transformation can be written explicitly as Q(x) = x1−p for p 6= 1
and Q(x) = log x for p = 1, therefore we can also prove that there exists a random attractor for
the random dynamical system generated by (39). The proof is similar as above and will be omitted
here.
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