Introduction
Beginning from the classical works of R. Coifman and Y. Meyer [7] [8] [9] on bilinear pseudo-differential operators and J.-M. Bony [6] and H. Triebel [30, 31] on bilinear paraproducts through the recent progress in the development of the bilinear Calderón-Zygmund theory [18] [19] [20] [21] [22] , the bilinear Hilbert transform [24, 25] , and molecular paraproducts [13, 14, 29] , bilinear operators continue to be object of intense study. Of particular interest are the recent bilinear estimates in the scales of Besov and Triebel-Lizorkin spaces of the form T :Ḃ 3 , and families of bilinear operators T including bilinear multipliers, bilinear Calderón-Zygmund operators, molecular paraproducts, and bilinear pseudo-differential operators established in, for instance, [1] [2] [3] [4] [5] 13, 14, [16] [17] [18] [19] [20] [21] [22] 27, 29, 33, 34] .
The purpose of this article is to address Besov-Lebesgue boundedness properties of the form
and T :Ḃ
(1.1) (as well as its corresponding non-homogeneous versions) that complement the existing results in the literature on the subject. Our key tool is a lemma (Lemma 2.1 below), which, despite its simplicity, provides an insightful viewpoint into the nature of the bilinear estimates of the form (1.1). From this perspective, in Sections 3 and 4 we prove Besov-Lebesgue estimates (1.1) for bilinear multipliers of Hörmander-Mihlin type and for bilinear molecular paraproducts, respectively, without resorting to the usual tools of molecular decompositions of Besov spaces or reduced bilinear symbols. In Section 5 we introduce a vector-valued interpretation of the present ideas, along with its applications to bilinear Littlewood-Paley theory.
The basic lemma
We first fix some notation that will be used throughout the paper.
The class of Schwartz functions in R n will be denoted by S(R n ) and we set S 0 (R n ) := { f ∈ S(R n ): ∂ γf (0) = 0, for all γ }. We write ψ ∈ Ψ if ψ ∈ S(R n ), supp(ψ) taken in reverse order, see [12] and [32] for more details. Finally, C will denote a constant that may depend only on the parameters involved, and that may change from line to line.
Our starting point is the following lemma, which is essentially based on a bilinear Schur-type inequality and Calderón's reproducing formula. 
for some ψ (1) , ψ (2) ∈ Ψ , such that Calderón's formula holds true for ψ (2) 
Then, for all α ∈ R with |α| < l there exists a constant C 1 > 0, depending on C , n, and α, such that
Proof. Let K (x, y, z) denote the Schwartz distributional kernel of T . We express this by formally writing
In this sense, the second adjoint operator T * 2 has kernel K * 2 (x, y, z) = K (z, y, x), see Section 2 in [20] , for more details. For k ∈ Z and ψ (1) 
Consequently, the bilinear operator
Hölder's inequality and inequality (2.2) yield the following bilinear Schur-type inequalities 
and the lemma follows by duality. 2 Remark 1. By duality, if the condition (2.2) in Lemma 2.1 holds with T or T * 1 instead of T * 2 , then the resulting bounds are of the form
respectively.
Boundedness of bilinear Hörmander-Mihlin multipliers
In this section we consider bilinear multipliers of the form In [18] , L. Grafakos and R. Torres used the molecular decomposition of homogeneous Besov spaces to study mapping properties of T σ in the diagonal Besov cases of the form T σ :Ḃ
for suitably many multiindices ρ, see [18, Theorem 3] . Under the same cancelation hypotheses, mapping properties of 
By Lemma 2.1 it will be enough to prove that K jk satisfy the conditions (2.2) for some l > |α|. We consider three different cases given by j − k −3, j − k 3, and −2 j − k 2.
We will prove that there exists C α such that
for any k, j ∈ Z, j − k −2. Then conditions (2.2) follow for this range of j and k.
We make the following change of variables (ξ, η) → (2
Without loss of generality assume that |x − y| ∼ |x 1 − y 1 | and |x − z| ∼ |x 1 − z 1 |. Choose multiindices γ and β so that γ 1 0 and γ m = 0 for m = 2, . . . ,n, β 1 0 and β m = 0, m = 2, . . . ,n, and |γ | = |β| = 0, or |γ | = |β| = n + 1, or |γ | = n + 1 and |β| = 0, or |γ | = 0 and |β| = n + 1, according to whether 2 j |x − y| and 2 k |x − z| are smaller or larger than 1. Noticing
(i2 k (x 1 −z 1 )) |β| and integrating by parts when γ = 0 or β = 0 we get
where
Using (3.2), the mean value theorem repeatedly, and condition (3.1) we obtain
where τ ∈ R n is in the segment joining 0 ∈ R n and 2 j ξ and the multiindex ρ is chosen appropriately and such that |ρ| = l.
We now have
This yields (3.7) since the last integral is uniformly bounded as j − k < 0.
Case j − k 3. In this case we make the change of variables (ξ, η)
Defineσ (ξ, η) = σ (ξ + η, −η) and note thatσ satisfies conditions (3.1) and (3.2) since σ satisfies (3.1) and (3.3). Now, the change of variables (ξ, η) → (2
We are now in the exact same situation as in the previous case. Therefore,
Case | j − k| 2. As in the first case ( j − k −3), we obtain
and we assume, without loss of generality, that |x − y| ∼ |x 1 − y 1 | and |x − z| ∼ |x 1 − z 1 |. We take |γ | = |β| = 0, or |γ | = |β| = n + 1, or |γ | = n + 1 and |β| = 0, or |γ | = 0 and |β| = n + 1, according to whether 2 j |x − y| and 2 k |x − z| are smaller or larger than 1. Since | j − k| 2 the desired result will follow if we prove that |F (x, y, z)| is bounded as a function of x, y, z, j, k, | j − k| 2, for any values of α and β. From Leibniz rule,
and using the condition (3.1), 
, the result follows from (3.5) and the fact that bilinear Hörmander-Mihlin multipliers obey the inequality
as proved by R. Coifman and Y. Meyer in [8] , K. Yabuta in [35] , and later extended to other indices by L. Grafakos and R. Torres in [20] . 2 
Molecular paraproducts
For ν ∈ Z and k ∈ Z n , let P νk be the dyadic cube
The lower left-corner of P = P νk is denoted by 
A family of smooth molecules {φ P } P ∈D = {φ νk } ν∈Z,k∈Z n that satisfies the additional conditions
where L will be specified in particular uses, will be called a family of smooth molecules with cancelation. Let {φ 
T has a bilinear kernel given by 6) where ψ, φ ∈ S(R n ) and ψ ∈ Ψ and supp(φ) ⊂ {ξ ∈ R n : |ξ | 1/4}. As opposed to the functions φ j and ψ j in (4.6), which are L 1 -normalized, the smooth molecules in (4.4) are L 2 -normalized. Nevertheless, the concept of the molecular paraproduct (4.4) includes (modulo smoothing operators) the one of Bony paraproduct. Indeed, given ψ and φ as in (4.4), we reason as follows: consider φ 1 ∈ S(R n ) with supp( φ 1 ) ⊂ {ξ ∈ R n : 1/16 |ξ | 9/2} and φ 1 ≡ 1 in {ξ ∈ R n : 1/4 |ξ | 9/4} to obtain
and, consequently,
(4.7)
Setting φ 2 := ψ and φ 3 := φ, and using (4.7), we can write
whose bilinear kernel can be expanded as
Here φ j Q (x) = 2 νn/2 φ j (2 ν x − k), for Q = Q νk and j = 1, 2, 3, are smooth molecules and the error term E(x, y, z), depending on the differences 2
, is the kernel of a smoothing operator. Due to the size condition (4.2), E(x, y, z) is usually disregarded, since during the estimates the averages over Q νk above can be replaced by the values of the integrand at x νk .
A detailed study of the mapping properties of the form T : X × Y → Z for molecular paraproducts T , where X , Y , and Z are related functional spaces including Besov, Triebel-Lizorkin, Hardy, Sobolev, and Lebesgue spaces (but not estimate (4.13) in Theorem 4.4 below), can be found in [5] . For the case of Dini continuous molecules, see [27] . End-point results of the
p , for certain Triebel-Lizorkin spaces Y are proven in [33] and [34] . Our Besov-Lebesgue estimates for molecular paraproducts will be based on three known almost-orthogonality estimates, which we included here for the reader's convenience. Namely, 
(4.10)
(4.11)
Lemma 4.2. (See, for instance, [15, p. A-36].) Let a, b ∈ R
n , μ, ν ∈ R, and P, Q > n. Then
(4.12)
Finally, for three real numbers, a 1 , a 2 , a 3 , we denote by med (a 1 , a 2 , a 3 ) one of the a j 's that satisfies min (a 1 , a 2 , a 3 )  a j max(a 1 , a 2 , a 3 ). 
We are now in position to state our Besov-Lebesgue estimates for molecular paraproducts. 
Q } be three families of molecules and let T be its associated molecular paraproduct (4.4). Given α ∈ R,
Proof. We first notice that the second transpose of T is given by
and that, for ψ ∈ Ψ verifying (2.3), the functions 2
and L.
Without loss of generality, we can consider only the k j. Since the case k > j will follow similarly, as identical conditions are required to the families {φ 
.
3, inequality (4.12), and the fact that min(k, ν) min( j, ν) ν, it follows that
| with respect to any two of the variables x 1 , x 2 , x 3 to obtain
where the power τ (k, j, ν) is given by
and, in fact, a brief computation shows that τ (k, j, ν) ≡ 0 for all ν, j, k ∈ Z. Consequently,
and the theorem follows from Lemma 2.1. 2
Remark 2. For α > 0 and 1 < p, q, r < ∞ with 1/p + 1/q = 1/r, the non-homogeneous version of (4.13) follows as in Corollary 3.2, since molecular paraproducts involving two families of smooth molecules with cancelation then verify
see, for instance, [5,13,14,29].
Bilinear Littlewood-Paley theory
Given a function ψ in the Schwartz class S(R n ) such that R n ψ(x) dx = 0, an immediate application of the Fourier transform gives the bound
In [28] , S. Semmes identified sufficient conditions on a family of functions θ t (x, y), t > 0, x, y ∈ R n (more general than ψ t (x − y)) so that the non-convolution operator
In the discrete case, when a family θ k (x, y), k ∈ Z, is considered, inequality (5.2) then becomes
The alluded sufficient conditions have to do with decay, regularity, and cancelation properties of the kernels θ t (x, y) (or θ k (x, y) ). In the following we will assume that {θ k } k∈Z is a family of complex-valued functions defined on R n × R n × R n satisfying the following conditions: There are L, M, N ∈ N and constants c α , and A, such that for all k ∈ Z, 
Then, there is a constant C depending only on L, M, A, N, n, s, and α, such that for all 1 p, q, r, s ∞ with
The essential steps in the proof of Theorem 5.1 can be taken to also prove 
(5.10)
In particular, the case s
which is the natural bilinear version of (5.3). 
Then, for all x, u, z ∈ R n , j, k ∈ Z, and ψ ∈ Ψ ,
where C is a constant depending on L, M, A, N, n, and ψ.
Proof. It is enough to prove the following two inequalities. For all x, z, u ∈ R n , j, k ∈ Z, we have
Proof of (5.12): Using condition (5.4), the properties of ψ , and inequality (4.12), we estimate
Proof of (5.13) : Case j > k. Using the fact that
where ξ is in the segment joining y and u. By (5.5) and the properties of ψ we get
|y−u| N and therefore
Recalling that M + n + 1 < N, k < j and l N − n, we then have
Estimate for II. We have
For II 1 we use that 1 1+2 j |y−u| 1 and we get
where in the last inequality we have used that l M + 1.
For II 2 we use that
(2 j |y−u|) N , and after integrating in polar coordinates and recalling that
Case j k. Using the cancelation property (5.6) for θ k ,
where ξ is in the segment joining x and y. By condition (5.4) we then get
We now proceed as before obtaining 
and, since l/2 > |α|, the duality argument in the proof of Lemma 2.1 completes the proof. 2
Our inequalities (5.8) and (5.10) come as an addition to the related known results on bilinear Littlewood-Paley theory. Namely, the inequality 
for a, b ∈ (0, 1). And also with the square-function inequality 
