Control policies for a group of aerial robots surveilling an area ensure that their coverage is maximized and has guarantees on convergence and stability; simulated and experimental results are presented. 
I. INTRODUCTION
Camera networks are all around us. They are used to monitor retail stores, catch speeding drivers, collect military intelligence, and gather scientific data. Soon autonomous aircraft with cameras will be routinely surveilling our cities, our neighborhoods, and our wildlife areas. This technology promises far reaching benefits for the study and understanding of large scale complex systems, both natural and man made. However, before we can realize the potential of camera networks, we must address an important technical question: How should a group of cameras be positioned in order to maintain the best view of an environment? In this paper, we provide a comprehensive method of controlling groups of robotic cameras in a decentralized way to provide visual coverage of a given environment.
We consider the problem of providing visual coverage with maximal resolution using a group of robots with cameras. The robot group can be heterogeneous in that some cameras may be fixed to aerial or ground robots, while others may be able to pan and tilt in place. Our goal is to control the robots in a decentralized fashion to autonomously position and orient their cameras so that the union of their fields of view achieves visual coverage of a given planar environment at a maximal resolution. We propose a controller with stability and convergence guarantees based on a gradient-descent strategy to drive the robots to such a configuration.
Existing camera surveillance systems often use cameras that are mounted to actuated mechanisms for adjusting the orientations of the cameras. Furthermore, it is becoming increasingly common to mount cameras to autonomous ground and air vehicles, for example the iRobot PackBot or the Northrup Gruman Global Hawk. In this paper, we consider each camera along with its positioning mechanism, be it a rotating mounting or an autonomous vehicle, as a Brobot,[ and assume that there is a wireless network in place to facilitate communication among the robots. We formulate a decentralized control strategy for the cameras to position themselves in an automated and adaptive way in order to maintain the best view of the environment. Our controller is demonstrated with a group of autonomous helicopter robots, known as quadrotors, fitted with downward facing cameras. We present results with groups of three quadrotors in an indoor environment and five quadrotors in an outdoor environment.
The control strategy we describe is useful for robustly collecting visual data over large scale environments either for security or scientific applications. We envision the algorithm as being used in support of a higher level computer vision task, such as object recognition or tracking. That is, we address the problem of how to best position the robots given that the images from their cameras will be used by some computer vision algorithm. For example, the controller could be used to drive groups of autonomous underwater or aerial vehicles to do mosaicing [1] , or to produce photometric stereo from multiple camera views [2] . This might be applied to imaging underwater or landbased archaeological sites or geological formations, environments of ecological interest such as coral reefs or forests, regions that are inaccessible to humans such as disaster sites or war zones, or any other large scale environment of interest. Our algorithm could also be used by autonomous flying robots to do surveillance [3] , target tracking [4] - [6] , or to provide real-time localization and mapping to aid in the navigation of people or vehicles on the ground [7] . Fig. 1 illustrates how our algorithm is used, with a schematic showing aerial robots and the fields of view of their cameras in Fig. 1(a) , indoor experiments in Fig. 1(b) , and a mosaic showing the fields of view of the cameras in an outdoor experiment in Fig. 1 
(c).
Our approach is motivated by an information content principle: minimum information per pixel. Using information per pixel as a metric allows for the incorporation of physical, geometric, and optical parameters to give a cost function that represents how well a group of cameras covers an environment. We obtain a control law by taking the negative gradient of this cost function. The controller is proved to converge to a local minimum of the cost function using Lyapunov techniques. 1 The controller is naturally adaptive to the deletion or addition of cameras to the group, and to a changing environment, and will work with a broad class of environment geometries, including ones with nonconvexities, and ones with multiple disconnected regions. The controller is also decentralized in that robots only exchange information with other robots whose fields of view intersect with its own, and are not aware of the size or the composition of the whole group. In the case that two robots with intersecting fields of view are not in direct communication with one another, we describe an efficient networking algorithm for state propagation so information can be routed between these robots. Finally, the controller also accommodates heterogeneous groups in that different robots in the group may be able to move their cameras in different ways. For example, some cameras may only translate while others may only pan and tilt. This provides insights and tools for studying the tradeoffs between repositioning a camera versus rotating it in place. positions multiple flying robots with cameras to cover an environment in a decentralized way, as in the schematic in (a). Experiments were carried out in an indoor environment with three robots and in an outdoor environment with five robots, as shown in (b). The resulting images from the aerial cameras can be stitched together to produce a large scale surveillance image, as in (c).
The main contributions of this work are as follows. 1) We propose the minimum information per pixel principle as a cost function for camera placement. 2) We use the cost function to design a provably stable controller to deploy multiple robots with fixed downward facing cameras to locally optimal positions in a distributed fashion. 3) We generalize the problem formulation to design a provably stable controller for heterogeneous systems whose cameras have as many as six degrees of freedom. 4) We introduce a practical algorithm for enabling communication of the necessary position information around the wireless mesh network. 5) We present simulation results for several scenarios including ones with heterogeneous groups of robots. 6) We implement the controller on quadrotor robots with fixed downward facing cameras, and provide results from multiple experiments for three quadrotor robots in an indoor environment and five quadrotor robots outdoors.
A. Related Work
Much of the work in this paper is inspired by a recent body of research concerning the optimal deployment of robots for providing sensor coverage of an environment. Cortés et al. [9] introduced a stable distributed controller for sensor coverage based on ideas from the optimal facility placement literature [10] . This approach involves a Voronoi partition of the environment and has seen several extensions, for example, to covering nonconvex environments [11] - [13] , to learning some aspect of the environment online [14] , and to incorporate collision avoidance [12] . One recent extension described in [15, Fig. 14] proposed an algorithm for the placement of hovering sensors, similar to our scenario.
Our method in this paper is related to this body of work in that we propose a cost function and obtain a distributed controller by taking its gradient. However, the cost function we propose is different from previous ones in that it does not involve a Voronoi partition. To the contrary, it relies on the fields of view of multiple cameras to overlap with one another. Another distinction from previous works is that the agents we consider move in a space that is different from the one they cover. Previous coverage scenarios have considered agents constrained to move in the environment that they cover, which leads to a requirement that the environment must be convex. This requirement can be overcome with more sophisticated algorithms, but it has been shown in the literature to be a nontrivial limitation [11] - [13] . In contrast, we consider agents moving in a space in R 3 , covering an arbitrary lower dimensional environment Q & R 2 , which eliminates the need for the environment Q to be convex. Indeed, it need not even be connected. It must only be Lebesgue measurable (since the robots will calculate integrals over it), which is quite a broad specification.
There have also been other algorithms for camera placement, for example, a probabilistic approach for general sensor deployment based on the Cramér-Rao bound was proposed in [16] , and an application of the idea for cameras was given in [17] . In [18] , Kumar et al. choose to focus on positioning downward facing cameras, as opposed to arbitrarily oriented cameras. Many geometrical aspects of the problem are significantly simplified in this setting. More generally, several other works have considered cooperative control with flying robots and unmanned aerial vehicles (UAVs). For an excellent review of cooperative UAV control see [19] , or [20] and [21] for two recent examples.
The remainder of the paper is organized as follows. In Section II, we formulate the problem of optimally covering an environment with cameras. In Section III, we introduce the decentralized controller and analyze its convergence and stability properties for a homogeneous multirobot system with fixed downward pointing cameras. In Section IV, we show an extension to rotating cameras, beginning with one rotational degree of freedom, then generalizing to three rotational degrees of freedom, and finally to heterogeneous groups made up of robots with various degrees of freedom. Section V presents simulation results for the cases of a homogeneous system with fixed cameras with three rotational degrees of freedom, a homogeneous system with cameras with three translational degrees of freedom, and a heterogeneous system with rotating and translating cameras. Section VI proposes a mesh networking algorithm for propagating the information required by the controller to all of the robots. Finally, Section VII describes hardware experiments with three quadrotor robots indoors and five quadrotor robots outdoors, and conclusions are given in Section VIII. Preliminary versions of some of the results in this paper have appeared in [22] - [25] .
II. OPTIMAL CAMERA PLACEMENT
We motivate our approach with an informal justification of a cost function, then develop the problem formally for the single camera case followed by the multicamera case. We desire to cover a bounded environment Q & R 2 with a number of cameras. We assume Q is planar, without topography, to avoid the complications of changing elevation or occlusions. Let p i 2 P represent the state of camera i, where the state space P will be characterized later. We want to control n cameras in a distributed fashion such that their placement minimizes the aggregate information per camera pixel over the environment
This metric makes sense because the pixel is the fundamental information capturing unit of the camera. Consider the patch of the environment that is exposed to a single pixel, as represented by the red circle in Fig. 2 . The information in that patch is reduced by the camera to a low-dimensional representation (i.e., mean color and brightness over the patch). Therefore, the less information content the image patch contains, the less information will be lost in its low-dimensional representation by the pixel. Furthermore, we want to minimize the accumulated information loss due to pixelation over the whole environment Q, hence the integral. In the next two sections, we will formalize the notion of information per pixel.
A. Single Camera
We develop the cost function for a single camera before generalizing to multiple cameras. It is convenient to consider the information per pixel as the product of two functions f : P Â Q7 !ð0; 1, which gives the area in the environment seen by one pixel (the Barea per pixel[ function), and : Q7 !ð0; 1Þ, which gives the information per area in the environment. The form of f ðp i ; qÞ will be derived from the optics of the camera and geometry of the environment. The function ðqÞ is a positive weighting of importance over Q and should be specified beforehand (it can also be learned from sensor data, as in [14] ). For instance, if all points in the environment are equally important, ðqÞ should be constant over Q. If some known area in Q requires more resolution, the value of ðqÞ should be larger in that area than elsewhere in Q. This gives the cost function
which is of a general form common in the locational optimization and optimal sensor deployment literature [10] , [26] . We will introduce significant changes to this basic form with the addition of multiple cameras.
The state of the camera p consists of all parameters associated with the camera that effect the area per pixel function f ðp; qÞ. In a general setting, one might consider the camera's position in R 3 and its angular orientation [which can be represented by a matrix in SOð3Þ], as well as camera specific parameters such as a zoom factor in ð0; 1Þ, thus leading to an optimization in a rather complicated state space P ¼ R 3 ð3Þ Â ð0; 1Þ, for only one camera. For this reason, we first consider the special case in which the camera is downward facing (hovering over Q). This case is of particular interest in many applications involving surveillance with autonomous vehicles, as described in Section I. We will first consider a camera with a circular field of view because this considerably simplifies the geometry and allows us to neglect all rotational degrees of freedom. In Section IV-A, we will consider a downward facing camera with a rectangular field of view, so that one rotational degree of freedom becomes relevant, followed by the case with three rotational degrees of freedom and a rectangular field of view in Section IV-B.
We define the field of view B to be the intersection of the cone whose vertex is the focal point of the camera lens with the subspace that contains the environment, as shown in Fig. 2 . In this case, P ¼ R 3 , and the state space in which we do optimization is considerably simplified from that of the unconstrained camera. Decompose the camera position as p ¼ ½c T ; z T , with c 2 R 2 the lateral position of the focal point of the camera, and z 2 R the height of the focal point of the camera over Q. We have
where is the half-angle of view of the camera. To find the area per pixel function f ðp; qÞ consider the geometry in Fig. 2 . Let b be the focal length of the lens. Inside B, the area/pixel is equal to the inverse of the area magnification factor [which is defined from classical optics [27] to be b 2 =ðb À zÞ 2 ] times the area of one pixel. Define a to be the area of one pixel divided by the square of the focal length of the lens. We have f ðp; qÞ ¼ aðb À zÞ 2 ; for q 2 B 1;
otherwise.
&
Outside the field of view there are no pixels, therefore the area per pixel is infinite. The cost function in (1) takes on an infinite value if any area (of nonzero measure) of Q is outside the field of view. However, we know there exists a p 2 P such that the cost is finite since Q is bounded (given c and , there exist z 2 R such that Q & B). Therefore, we can write the equivalent constrained optimization problem
One can see in this simple scenario that the optimal solution is for p to be such that the field of view is the smallest ball that contains Q. However, with multiple cameras, the problem becomes more challenging.
B. Multiple Cameras
To find optimal positions for multiple cameras, we have to determine how to account for the area of overlap of the images of the cameras, as shown in Fig. 3 . Intuitively, an area of Q that is being observed by two different cameras is better covered than if it were being observed by only one camera, but it is not twice as well covered. Consider a point q that appears in the image of n different cameras. The number of pixels per area at that point is the sum of the pixels per area for each camera. Therefore, the area per pixel at that point is given by the inverse of the sum of the inverse of the area per pixel for each camera, or
where p i is the position of the ith camera. We emphasize that it is the pixels per area that sum because of the multiple cameras, not the area per pixel because, in the overlap region, multiple pixels are observing the same area. Therefore, the inverse of the sum of inverses is unavoidable. Incidentally, this is the same form one would use to combine the variances of multiple noisy measurements when doing Bayesian sensor fusion [8] .
Finally, we introduce a prior area per pixel w 2 ð0; 1Þ. The interpretation of the prior is that there is some preexisting photograph of the environment (e.g., an initial reconnaissance photograph), from which we can get a baseline area per pixel measurement. This is compatible with the rest of our scenario, since we will assume that the robots have knowledge of the geometry of the environment Q, and some notion of information content over it ðqÞ. This preexisting information can be arbitrarily vague (w can be arbitrarily large) but it must exist. The prior also has the benefit of making the cost function finite for all robot positions. It is combined with the camera sensors as if it were another camera to get
Let N q be the set of indices of cameras for which f ðp i ; qÞ is bounded, N q ¼ fijq 2 B i Þ. We can now write the area per pixel function as
to give the cost function
. . . ; p n ; qÞðqÞdq: (6)
We will often refer to h N q and H without their arguments. Now we can pose the multiple-camera optimization problem
The cost function (6) is of a general form valid for any area per pixel function f ðp i ; qÞ, and for any camera state space P (including cameras that have rotational degrees of freedom). Notice also that H > 0 for all ðp 1 ; . . . ; p n Þ. We proceed with the special case of downward facing cameras, where P ¼ R 3 and f ðp i ; qÞ is given by (3).
III. DECENTRALIZED CONTROL
We will take the gradient of (6) and find that it is distributed among the robots in the sense that for a robot to compute its component of the gradient, it only needs to know the state of the other robots whose fields of view intersect with its own. This will lead to a decentralized 
Theorem 1 (Gradient Component):
The gradient of the cost function Hðp 1 ; . . . ; p n Þ with respect to a robot's position p i , using the area per pixel function in (3) is given by
and
Proof: Please refer to the Appendix for a proof. h We propose to use a gradient control law in which every robot follows the negative of its own gradient component
where u i is the control input for robot i and k 2 ð0; 1Þ is a control gain. Assuming integrator dynamics for the robots
we can prove the convergence of this controller to locally minimize the aggregate information per area.
Theorem 2 (Convergence and Stability): For a network of n robots with the dynamics in (11), using the controller in (10):
ii) a n e q u i l i b r i u m ðp 
Next we show that all evolutions of the system are bounded. To see this, consider a robot at p i such that Q \ B i ¼ ;. Then, _ p i ¼ 0 for all time (if the field of view leaves Q, the robot stops for all time), so c i ðtÞ is bounded. Given Q \ B i 6 ¼ ;, H is radially unbounded (i.e., coercive) in z i , therefore _ H 0 implies that z i is bounded for all time. Finally, consider the set of all ðp 1 ; . . . ; p n Þ for which _ H ¼ 0. This is itself an invariant set, since _ H ¼ 0 implies
Therefore, all conditions of LaSalle's principle are satisfied and the trajectories of the system converge to this invariant set.
There may exist configurations at which @H=@p i ¼ 0 8i that are saddle points, local maxima, or local minima of H. Statement ii) says that only the local minima of H are stable equilibria. A proof of this intuitively obvious fact about gradient systems can be found in [29, Ch. 9, Sec. IV].
h Remark 1 (Intuition): The single integral for the lateral component (8) causes the robot to move to increase the amount of the environment in its field of view, while also moving away from other robots j whose field of view overlaps with its own. The vertical component (9) has two integrals with competing tendencies. The first integral causes the robot to move up to bring more of the environment into its field of view, while the second integral causes it to move down to get a better look at the environment already in its field of view.
Remark 2 (Requirements):
Both the lateral (8) and vertical (9) components can be computed by robot i with knowledge of 1) its own position, p i , 2) the environment, Q, 3) the information per area function ðqÞ, and 4) the positions of all other robots whose fields of view intersect with its own (which can be found by communication or sensing).
Remark 3 (Network Requirements):
The requirement that a robot can communicate with all other robots whose fields' of view intersect with its own describes a minimal network graph for our controller to be feasible. In particular, we require the network to be at least a proximity graph in which all agents i are connected to all other agents j 2 N i , where N i ¼ fjjQ \ B i \ B j 6 ¼ ;; i 6 ¼ jg. To compute the controller over a network that is a subgraph of the 2 In this application, the invariance principle requires 1) autonomous, locally Lipschitz dynamics; 2) a nonincreasing, continuously differentiable Lyapunov function; and 3) all evolutions of the system remain bounded. required proximity graph, a robot needs an algorithm for maintaining estimates of the states of the robots with whom it is not in direct communication. Such an algorithm is discussed in Section VI. In the case that the network becomes disconnected, the separate connected subgroups will tend to come together as each subgroup tries to entirely cover the environment (being unaware of the other subgroups). In the case that they do not reconnect, all connected subgroups will separately cover the environment on their own.
Remark 4 (Adaptivity):
The controller is adaptive in the sense that it will stably reconfigure if any number of robots fail. It will also work with nonconvex environments Q, including disconnected ones. In the case of a disconnected environment, the robots may (or may not, depending on the specific scenario) split into a number of subgroups that are not in communication with one another. The controller can also track changing environments Q and changing information per area functions ðqÞ, provided these quantities change slowly enough. This is not addressed by the theorem, but has been shown to be the case in simulation studies.
Remark 5 (Control Gains and Robustness):
The proportional control gain k adjusts the aggressiveness of the controller. In a discretized implementation one should set this gain low enough to provide robustness to discretization errors and noise in the system. The prior area per pixel w adjusts how much of the area Q will remain uncovered in the final configuration. It should be chosen to be as large as possible, but as with k, should be small enough to provide robustness to discretization errors and noise in the system.
Remark 6 (Obstacles and Collisions):
The controller does not explicitly take into account collisions with obstacles or with other robots. The natural tendency of the controller is for robots to push away from one another, though this does not give a definite guarantee, and analytical results to this effect would be difficult to obtain. In a practical setting, this controller would have to be combined with an obstacle and collision avoidance controller in either a hybrid or blended control architecture to prevent collisions. In the 30 experimental trials described in this paper, no collision avoidance component was used, and collisions were not a problem, except for a single instance in which a faulty gyro sensor resulted in a midair collision of two quadrotors.
This controller can be implemented in a discretized setting as Algorithm 1. In general, the integrals in the controller must be computed using a discretized approximation. Let d Q \ @B i and d Q \ B i be the discretized sets of gird points representing the sets Q \ @B i and Q \ B i , respectively. Let Áq be the length of an arc segment for the discretized set d Q \ @B i , and the area of a grid square for the discretized set d Q \ B i . A simple algorithm that approximates (10) is then given in Algorithm 1.
Algorithm 1: Discretized Controller
Require: Robot i knows its position p i , the extent environment Q, and the information per area function ðqÞ. Require: Robot i can communicate with all robots j whose field of view intersects with its own. loop Communicate with neighbors to get p j Compute and move to
Compute and move to
To determine the computational complexity of this algorithm, let us assume that there are m points in both sets d Q \ @B i and d Q \ B i . We can now calculate the time complexity as
Oð1Þ ! 2 OðnmÞ:
When calculating the controller for all robots on a centralized processor (as was done for the simulations in Section V), the time complexity becomes Tðn; mÞ 2 Oðn 2 mÞ.
IV. EXTENSION TO ROTATING CAMERAS
Until this point we have assumed that the camera's field of view B i is a circle, and that the camera is fixed in a downward pointing position. Of course, actual cameras have a rectangular charge-coupled device (CCD) array, and therefore a rectangular field of view. This means that the rotational orientation of the camera with respect to the ground must also be controlled. Furthermore, one may want to mount the camera on gimbals to control pan and tilt angles. This would introduce another two rotational degrees of freedom that must be controlled. In this section, we revisit the gradient in Theorem 1 and calculate it first for a rectangular field of view and one degree of rotational freedom, and then consider a rectangular field of view with the full six degrees of freedom. Finally, we consider the case of heterogeneous groups made up of cameras with different degrees of freedom.
A. Rectangular Field of View
Let the state space of p i ¼ ½c
where i is the yaw angle. The rotation matrix in SOð2Þ associated with i is given by
where Rð i Þq rotates a vector q expressed in the global coordinate frame, to a coordinate frame aligned with the axes of the rectangular field of view. As is true for all rotation matrices, Rð i Þ is orthogonal, meaning Rð i Þ T ¼ Rð i Þ À1 . Using this matrix, define the field of view of robot i to be
where ¼ ½ 1 2 T is a vector with two angles which are the half-view angles associated with two perpendicular edges of the rectangle, as shown in Fig. 4 , and the symbol applies element-wise (all elements in the vector must satisfy ). We have to break up the boundary of the rectangle into each of its four edges. Let l k be the kth edge, and define four outward-facing normal vectors n k , one associated with each edge, where
The cost function Hðp 1 ; . . . ; p n Þ is the same as for the circular case, as is the area per pixel function f ðp i ; qÞ.
Theorem 3 (Rectangular Gradient): The gradient of the cost function Hðp 1 ; . . . ; p n Þ with respect to a robot's position p i using the area per pixel function in (3) and the rectangular field of view in (14) is given by
Proof: Please see the Appendix for a proof. h The terms in the gradient have interpretations similar to the ones for the circular field of view. The lateral component (15) has one integral which tends to make the robots move away from neighbors with intersecting fields of view, while moving to put its entire field of view inside of the environment Q. The vertical component (16) comprises two integrals. The first causes the robot to go up to take in a larger view, while the second causes it to go down to get a better view of what it already sees. The angular component (17) rotates the robot to get more of its field of view into the environment, while also rotating away from other robots whose field of view intersects its own. Computation of the gradient component for the rectangular field of view is of the same complexity as the circular case, and carries the same constraint on the communication topology.
B. Incorporating Pan and Tilt Angles
In the previous section, we extended the controller to the case of four degrees of freedom: three positional degrees and one angular degree. In this section, we complete the extension to the most general case, six degrees of freedom, by including pan and tilt angles. The full six degrees of freedom can be realized with a camera mounted on double gimbals to a hovering robot. The robot's position and yaw angle account for the position and rotation angle Fig. 4 . The geometry of a camera with a rectangular field of view.
Schwager
The full freedom of motion complicates the geometry of the field of view considerably. The field of view is a trapezoid in this case, the lengths of whose sides and the angles between them depend nonlinearly upon the six degrees of freedom of the camera. One can most easily visualize the geometry by considering a rectangular pyramid emanating from the focal point of the lens of the camera toward the environment. We will call this the field-of-view pyramid, or just the pyramid. This pyramid intersects with the plane of the environment to create the field of view of the camera. The plane of the environment can be oriented arbitrarily with respect to the pyramid, creating a trapezoidal field of view (assuming the pan and tilt angle are within certain limits so that all sides of the pyramid intersect the plane). Refer to Fig. 5 for a schematic of the geometry involved.
We follow a similar procedure as for the rectangular case, analyzing the geometry to obtain the geometric constraints describing the field of view, and differentiating the constraints to obtain the gradient controller. Stability can be proved in the same way as before by appealing to Theorem 2 about the convergence and stability of the gradient system.
To formulate the geometry involved, we will introduce a system of coordinate frames and 3-D rotations to describe the state of the camera. Let the state of camera i be given by p i ¼ ½x i y i z i r i p i t i T , and the state space be P ¼R 3 Â S 1 Â½Àð=2Þþ 1 ; ð=2ÞÀ 1 Â ½Àð=2Þ þ 2 ; ð=2Þ À 2 , where 1 and 2 are the two half-angles of view as defined above. The angle r i is the rotation (or yaw) angle, which is positive when the field of view spins clockwise, p i is the pan (or roll) angle, which is positive when the field of view sweeps to the left, and t i is the tilt (or pitch) angle, which is positive when the field of view sweeps upward. The ranges for pan and tilt are limited to the angles over which the field of view is bounded. We also introduce i ¼ ½x i y i z i T to denote the position of the focal point of the camera. We represent the orientation of the camera by the angles that have to be controlled in the gimbals mechanism (similarly to Euler angles), however we will also deal with their associated rotation matrix in SOð3Þ to represent the fieldof-view trapezoid.
Consider two coordinate frames: the camera-fixed frame of robot iðCF i Þ and the global-fixed frame ðGFÞ, which is the same for all robots. The CF i is fixed to the camera, centered at the focal point, with the z-axis pointing through the lens and the y-axis pointing out the right side of the camera. The GF is centered at a fixed origin on the ground, with the z-axis pointing upward normal to the ground. To express vectors in either the CF i or GF frames conveniently, we first formulate three rotation matrices in SOð3Þ, each realizing a rotation through a rotational angle, as 
To take a point x in the GF and express it in the CF i we first translate the vector by i , the position of the focal point in the GF, then rotate the vector about the z-axis by =2 and flip it about the x-axis by using the matrix
and, finally, rotate it through 
We will henceforth drop the angle arguments from R i to be concise. Likewise, we can take a point y in the CF i frame and express it in the GF frame with the inverse transformation in SEð3Þ as R T i y þ i . We will use these transforms 
Let the kth leg of the trapezoidal field of view be called l k as before. The vector from the focal point i to a point in the leg q is perpendicular to the normal of the kth pyramid face, therefore
where I i;j is the i Â j identity matrix. We defined q to be in R 2 (embedded in the ground plane), so we must express it in R 3 , appending a zero z coordinate with I 3;2 q. Points on or to the left of l k (when looking in the counterclockwise direction) satisfy m k T i R i ðI 3;2 q À i Þ 0. Therefore, the field of view can be described by
It is also useful to explicitly state the vertices of the field of view. Let v k i be the vertex between the legs l kÀ1 and l k (where l kÀ1 is understood to be l 4 for k ¼ 1). Then, the vertex must satisfy (22) for both k and k À 1, which gives
Now that we have defined the field of view, we must revisit the area per pixel function f ðp i ; qÞ. Previously, we implicitly approximated the distance from the point in the environment q to the camera focal point i to be z i , which is a fair approximation if the camera remains pointed at the ground. Now, however, we must account for the fact that points on one side of the field of view may be significantly closer to the focal point than points on the other side because of the tilt and pan of the camera. For this reason, we redefine f ðp i ; qÞ to be
The cost function Hðp 1 ; . . . ; p n Þ is the same as for the circular and rectangular cases. The difference is only in the specification of the field of view B i , which is given by (23) , and the new area per pixel function specified by (25) . To derive the gradient controller, however, we must differentiate the constraint equation (22) as before. We relegate the details of this differentiation to the Appendix, and show the result in the form of a theorem. (23) is given by 
Proof: Please see the Appendix for a proof. h The controller in (10) can now be used with the gradient above to produce a controller for the full sixdegree-of-freedom case.
C. Heterogeneous Groups
The gradient control scheme that we propose can be directly applied to heterogeneous groups of robots. If a robot is restricted so that some of its rotational or translational variables are constant, one can apply the controller in (10) to whatever components in the gradient in Theorem 4 are controllable. For example, consider a two robot group in which one robot can only translate and one robot can only rotate. Then, the state space associated with the translating robot is P 1 ¼ R 3 , that for the rotating robot i s P 2 ¼ S 1 Â½Àð=2Þþ 1 ; ð=2Þ À 1 Â ½Àð=2Þ þ 2 ; ð=2Þ À 2 , and the state space for the whole system is P 1 Â P 2 . The relevant optimization for this robot group becomes
The gradient of H het above is the same as the gradient of H, except that H het is only a function of variables p 1 ¼ ½x 1 y 1 z 1 and p 2 ¼ ½ r 2 p 2 t 2 , so its gradient only has elements with respect to these six variables. This applies in general to situations in which any robot has degrees of freedom which are a subset of the six possible degrees of freedom. The convergence and stability results in Theorem 2 still hold since the controller is still a gradient controller, and if H is continuously differentiable, then H het is also. One can also readily extend to the case in which robots' states are constrained to lie on a manifold in their state space, that is, if their state variables are constrained to maintain some relationship with respect to one another. The gradient can be calculated in a straightforward manner using the chain rule. For example, suppose we have control over x i , but y i is constrained such that y i ¼ gðx i Þ. Then, the gradient of the constrained cost function H cnstr is simply found from the unconstrained cost function by
As long as the constraint g is differentiable, with a locally Lipschitz derivative, the convergence and stability in Theorem 2 are ensured. Other kinds of constraints [for example, those written as gðx i ; y i Þ ¼ 0] can be handled in a similar way. In the next section, we demonstrate the proposed control scheme for the three cases of a homogeneous group of robots with fixed cameras, a homogeneous group of robots with cameras that can pan and tilt, and a heterogeneous group of robots.
V. SIMULATIONS
We conducted numerical simulations to demonstrate the performance of the algorithm in various situations. The cameras were simulated in a Matlab environment and controlled using Algorithm 1 on a centralized processor. The camera parameters were set to a ¼ 10
, which are typical for commercially available handheld digital cameras. The control gains were set to w ¼ 2 16 , w ¼ 2 16 , and k ¼ 10
We will show the results from three representative simulation scenarios here. The first simulation, shown in Fig. 6 , models a scenario in which there are four surveillance cameras in a square room, one in each upper corner. The cameras can rotate about each of their three rotational axes, but cannot translate. The relevant controller then uses only (27) in Algorithm 1. The cameras begin pointing downward [ Fig. 6(a) ], then they rotate their fields of view into the square environment [ Fig. 6(b) ], and finally arrange themselves so that each covers a different patch of the environment, while allowing for some overlap [ Fig. 6(c) ]. The decreasing value of the cost function H is shown in Fig. 6(d) . The final value of the function is very small compared to the initial value, but it is not zero. Indeed the cost function is always greater than zero, as can be seen from the definition of H in (7) . The function appears to decrease jaggedly because of the discretized integral computation in Algorithm 1.
The second simulation is of five flying robots with downward facing cameras, as shown in Fig. 7 . The robots (and their cameras) have three translational degrees of freedom and can rotate about their yaw axis. The controller equations from Algorithm 1 were computed with the gradient in (15)- (17) . The environment in this case is nonconvex. This scenario is similar to our outdoor experiments performed with quadrotor robots as described in Section VII-B. Fig. 7 shows the results of a typical simulation. The robots start in an arbitrary configuration and spread out and up so that their fields of view cover the environment. As in the previous simulation, the cost function appears jagged because of the discretized integral computation in Algorithm 1.
The final simulation scenario is of two fixed cameras in opposite corners of a room, similarly to the first scenario, along with three cameras mounted to flying robots and gimbals to enable motion in all six degrees of freedom. This Fig. 8(d) shows the decreasing cost of the group, and is again jagged due to the discretized integral in the computation of the controller.
VI. PROPAGATING STATES OVER THE NETWORK
In this section, we describe a networking algorithm to support the camera coverage controller described above. The algorithm facilitates the efficient propagation of robot state information around the network by weighting the frequency with which robot j's state information is sent to robot i by how relevant robot j's state is to robot i's controller.
As discussed in Remark 3, the camera coverage controller requires the communication of state information between robots with overlapping fields of view. Unfortunately, there is no practical way to guarantee that robots with overlapping fields of view will be in direct communication with one another. Many of the envisioned applications for our control algorithm require the robot team to spread over large scale domains where distances between robots can become larger than their transmission ranges. Furthermore, transmission ranges depend on complicated factors beyond inter-robot distance, such as environment geometry, channel interference, or atmospheric conditions. Therefore, to implement the proposed controller, we require a practical multihop networking algorithm to distribute state information over the entire system.
Existing mobile ad hoc networks typically use sophisticated routing schemes to pass data packets around the network. Due to the mobile nature of such networks, these schemes consume a significant amount of communication capacity for maintaining knowledge about network topology. They also are not efficient (in terms of time, bandwidth, and power) for our application because they do not prioritize state information based on its relevance to the controller. Instead, we here propose an algorithm tailored for our application that is more likely to broadcast state information of robots that are near by than of those that are far away. The algorithm ensures that the state information most likely to be used by a robot's controller is also most likely to be up to date. This location-based multihop algorithm increases propagation rates of state estimates in local neighborhoods (i.e., robots that are likely to have overlapping fields of view), while also being efficient in terms of bandwidth and computational complexity. We refer the reader to [23] for a detailed description and analysis of the algorithm.
A. Importance-Based Broadcasting
In this section, we formalize the idea of maintaining state estimates over a network and propose a means of prioritizing state information based upon proximity. Consider n robots, each of which knows its current state p i ðtÞ 2 P by some means of measurement (e.g., GPS or visual localization). We propose that each robot maintains a list of state estimates ½p 1 ðt i1 Þ; . . . ; p n ðt in Þ, where t ij denotes a time stamp at which robot i's estimate of robot j's state was valid. We have that t ij t and t ii ¼ t.
For simplicity, we use time-division multiple-access (TDMA) 3 to divide the data stream into time slots of length . During a time slot, one assigned robot is allowed to broadcast over the shared channel. The length is measured by the number of state estimates (along with their time stamps) that can be broadcast in the time slot. For example, with a slot of length ¼ 5 a robot can transmit 3 The proposed strategy is not limited to only TDMA; many other channel access methods are appropriate (e.g., FDMA or CDMA). five state estimates. The robots broadcast one after the other in a predetermined order. One complete broadcast cycle is referred to as a frame. The length of a frame is proportional to n.
One naive strategy, called simple flooding, is to assign a time slot length equal to the number of robots ¼ n, so that each robot can broadcast its entire list of state estimates. Although simple to implement, this strategy is not scalable for a large number of robots since increasing the number of robots in the system will quadratically decrease the frame rate (i.e., the rate the team can cycle through all time slots). This highlights the inherent tradeoff between the amount of information that can be broadcast, and the currency of that information. Our algorithm seeks to balance that tradeoff.
Consider a function g : P Â P7 !ð0; 1, called the importance function, that weights how important it is for robot i to have a current state estimate of robot j, defined as
A robot should consider its own state estimate to be the most important to broadcast. This is reflected in the model since g ii is infinite. We use the importance function in (31) to develop a deterministic algorithm. For a given time slot, this algorithm selects which state estimates a robot will broadcast. We first describe a probabilistic approach to help motivate the final algorithm.
B. Probabilistic Algorithm
Consider a robot that needs to select l state estimates to broadcast during its time slot. We provided motivation in Section VI-A that some selections are more important than others. However, the robot should not systematically select the state estimates associated with the highest importance; doing so can prevent estimates from fully dispersing throughout the system. Instead, we propose that the probability of robot i selecting the state estimate of robot j is
where M i is the set of robot indices associated with selectable estimates. Prior to the first selection for a given time slot, M i is the set of all robot indices. From the full set the robot always selects its own state since it has infinite importance. The robot then removes its index from M i . Since (32) is a valid probability mass function, the robot can simply choose the next state estimate at random from the corresponding probability distribution, then remove the corresponding index from M i . This means estimates of closer robots are more likely to be chosen than ones that are farther away. By repeating this process, the entire time slot of length can be filled in a straightforward, probabilistic manner.
C. Deterministic Algorithm
The probabilistic method above is not suitable in practice because consecutive selections of a particular robot index can be separated by an undesirably long period of time, especially for distant robots. By developing a location-based deterministic algorithm, we can increase the average rate at which all state estimates of a given time stamp will propagate throughout a team. In the deterministic case, propagation time is bounded above by the longest path taken among the estimates. No such bound exists in the probabilistic case, resulting in a positively skewed distribution of propagation times and a larger mean. We propose that each robot maintains a list of counters ½c i1 ; . . . ; c in , which are initially set to a value of one. Using the probability mass function in (32), each counter represents the probability that the corresponding index has not been selected. Consider a robot's first selection, which will always be its own index. The probability P ii M i ðtÞ of selecting index i is equal to one, while all other probabilities P ij M i ðtÞ subject to j 6 ¼ i are equal to zero. This implies that the counter c ii is multiplied by ½1 À P ii M i ðtÞ ¼ 0, or a zero probability of not being selected, while all other counters c ij are multiplied by ½1 À P ij M i ðtÞ ¼ 1, or a probability of one. By selecting the index with the lowest counter value, we are deterministically guiding our method to behave according to the probability distribution described by (32). The selected index (in this case i) is removed from the set M i , and its corresponding counter ðc ii Þ is reset to a value of one. This process is iteratively applied to completely fill a time slot with state estimates, with counters maintaining their values between frames. The complete deterministic strategy is given in Algorithm 2. 
VII. EXPERIMENTS
To demonstrate the performance of our distributed control algorithm, we conducted both indoor and outdoor experiments using multiple Ascending Technologies (AscTec) Hummingbird quadrotor flying robots. The pitch, roll, and yaw angles of the robots were stabilized at 1 kHz using the on-board commercial controller developed for the platform as described in [30] . We developed a custom microprocessor module, described in [25] , to run the coverage algorithm in this paper. This high-level controller calculated position waypoints for the robot's closed-loop position controller at 1 Hz. We found that a 1-Hz update rate for the waypoint commands is sufficiently slow compared to the settling time of the position controller that the robot's dynamics are well approximated by the integrator dynamics in (11) .
A. Optimal Coverage of an Indoor Environment
Our indoor experiments were performed at the Computer Science and Artificial Intelligence Lab (CSAIL), Massachusetts Institute of Technology (MIT), Cambridge, in a room equipped with a Vicon motion capture system. This system uses 16 high-resolution infrared cameras to measure the global state of each robot at a rate of 120 Hz. The state update messaged are then broadcast wirelessly over 2.4-GHz Digi XBee-PRO radio modules at a rate of 50 Hz to all robots in the system, where they are parsed by the onboard microcontroller modules. In addition to using this information for the coverage controller, each module runs a proportional-integral-derivative (PID) position control loop at 33 Hz [25] . The system configuration is shown in Fig. 9 .
The coverage algorithm for a circular field of view using (10), (8) , and (9) was implemented on each robot, running asynchronously in a fully distributed fashion. The algorithm calculated the waypoints cðtÞ and zðtÞ from Algorithm 1 at 1 Hz. The camera parameters were set to a ¼ 10e À6 and b ¼ 10e À2 m (which are typical for commercially available cameras), the circular field of view half angle as ¼ 35 , the information per area was a constant ¼ 1, the prior area per pixel was w ¼ 10e À6 m 2 , and the control gain was k ¼ 10eÀ5. The environment to be covered was a skewed rectangle, 3.7 m across at its widest, shown in white in Fig. 10 .
To test the effectiveness of the algorithm and its robustness to robot failures, we conducted experiments as follows: 1) three robots moved to their optimal positions using the algorithm; 2) one robot was manually removed from the environment, and the remaining two were left to reconfigure automatically; and 3) a second robot was removed from the environment and the last one was left to reconfigure automatically. 4 Fig . 10 shows photographs of a typical experiment at the beginning [ Fig. 10(a) We repeated the above experiment a total of 20 times. Of these 19 runs were successful, while in one experiment two of the robots collided in midair. The collision was caused by an unreliable gyroscopic sensor, not by a malfunction of the coverage algorithm. With appropriate control gain values, collisions are avoided by the algorithm's natural tendency for neighbors to repel one another.
The coverage cost of the robots over the course of the experiment, averaged over the 19 successful experiments, is shown in Fig. 11 , where the error bars represent one standard deviation from the mean. Notice that when one robot is removed, the cost function momentarily increases, then decreases as the remaining robots find a new locally optimal configuration. The algorithm proved to be robust to the significant, highly nonlinear unmodeled aerodynamic effects of the robots, and to individual robot failures.
B. Optimal Coverage of an Outdoor Environment
We also conducted outdoor experiments with five quadrotor robots at the German Aerospace Center, Deutsches Zentrum für Luft und Raumfahrt (DLR), Oberpfaffenhofen, Germany. An onboard AscTech AutoPilot module stabilized each robot about a GPS and compass waypoint. In addition, state estimates were acquired from the AutoPilot module by the onboard microprocessor module at 4 Hz. Using the longer range 900-Mhz Xbee-XSC radio modules, these estimates were propagated among the group using the multihop algorithm in Section VI with a time slot of length ¼ 3, thus forming a mobile ad hoc robot network.
The coverage algorithm for a rectangular field of view (with 1 Schwager et al.: Eyes in the Sky: Decentralized Control for the Deployment of Robotic Camera Networks was implemented on each robot running asynchronously in a fully distributed fashion. Similar to the indoor experiments, the robots were expected to cover a skewed rectangular environment measuring approximately 60 m at its widest. In addition, a square area was removed to create a nonconvex environment. These experiments were also performed in three stages: 1) five robots moved to their optimal positions using the algorithm; 2) two robots were manually piloted away from the environment, and the remaining three were left to reconfigure automatically; and 3) two more robots were manually piloted away from the environment and the last one was left to reconfigure automatically. Fig. 12 shows diagrams created from acquired ground truth data of a typical experiment at the beginning [ Fig. 12(a) ], after the first stage [ Fig, 12(b) ], after the second stage [ Fig, 12(c) ], and after the third stage [ Fig. 12(d)] .
The above experiment was repeated a total of ten times, during which all robots successfully converged to their final positions for coverage. The coverage cost of the robots over the course of the experiment, averaged over the ten experiments, is shown in Fig. 12(e) . Similarly to the indoor experiments, the mean cost decreases at each stage, then increases when robots are removed, and decreases again as the remaining robots settle into a new equilibrium. We witnessed several different equilibrium configurations for the three robot system, resulting in a large variation in local optimal cost. Several factors could have contributed to this outcome, such as GPS or compass error, network noise or latency, and variations in the initial positions of the five robots. However, for each run the system was successful in converging to an equilibrium configuration, verifying the practical viability of the coverage algorithm.
To visualize the coverage, we affixed iFlip video cameras to the base of each quadrotor robot. A sixth robot was flown manually above the system to record the entire team during the experiment. Fig. 13(b) shows five higher resolution views overlaying a larger aerial mosaic, with the lowest robots giving the highest resolution at ground level. Also note the difference in equilibrium configuration of Fig. 13 (a) when compared with Fig. 12(b) . This outcome was the result of a malfunctioning robot (the one indicated with the red field of view); however, its neighboring teammates shifted their position to cover where this robot normally would have gone.
VIII. CONCLUSION
In this paper, we presented a distributed control algorithm to position robotic cameras to cover an environment. The controller is proven to locally minimize a cost function representing the aggregate information per pixel of the robots over the environment, and can be used in nonconvex and disconnected environments. We also proposed a custom networking algorithm to communicate the necessary state information among the robots. We showed simulation examples of the control algorithm running on a group of fixed cameras with rotating fixtures, a group of flying robots with downward facing cameras, and a mixed 10 . Frame shots from an experiment with three AscTec Hummingbird quadrotor robots. After launching from the ground (a), the three robots stabilize in a locally optimal configuration (b). Then, one robot is manually removed to simulate a failure, and the remaining two move to compensate for the failure (c). Finally, a second robot is removed and the last one again moves to compensate for the failure (d). The robots move so that their fields of view (which cannot be seen in the snapshots) cover the environment, represented by the white polygon.
group of fixed and flying cameras all mounted on rotating fixtures. We implemented the algorithm on a group of three autonomous quadrotor robots in an indoor environment, and on a group of five autonomous quadrotor robots in an outdoor environment, and experimentally demonstrated robustness to unforeseen robot failures. h Only the integrand in the first integral is a function of p i since the condition i 2 N q is true if and only if q 2 B i (from the definition of N q ). However, the boundaries of both terms are functions of p i , and will therefore appear in boundary terms in the derivative. Using the standard rule for differentiating an integral, with the symbol @Á to mean boundary of a set, we have where q @Á is a point on the boundary of a set expressed as a function of p i , and n @Á is the outward pointing normal Frame shots from an experiment with three AscTec Hummingbird quadrotor robots. After launching from the ground (a), the five robots stabilize in an optimal configuration (b). Then, two robots are manually landed to simulate failures, and the remaining three move to compensate for the missing cameras (c). Finally, two more robots are removed and the last one moves to view the whole environment by itself (d).
The cost function during the three stages of the experiment, averaged over ten successful experiments, is shown in (e). The error bars denote one standard deviate from the mean.
vector of the boundary of the set. which generally can be found by implicitly differentiating the constraint that describes the boundary. Henceforth, we will drop the subscript on q, but it should be understood that we are referring to points q constrained to lie on the set Q \ @B i . A point q on the boundary set Q \ @B i will satisfy The constraint for points on the kth leg of the rectangular boundary is ðq À c i Þ T Rð i Þ T n k ¼ z i tan T n k from (14) . Differentiate this constraint implicitly with respect to c i , z i , and i and solve for the boundary terms to get @q @c i
Using this in (38) gives the expression in (27) 
