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Even though atomistic and coarse-grained (CG) models have been used to simulate
liquid nanodroplets in vapor, very few rigorous studies of the liquid-liquid inter-
face structure are available, and most of them are limited to planar interfaces. In
this work, we evaluate several existing force fields (FF)s, including two atomistic
and three CG FFs, with respect to modeling the interface structure and thermo-
dynamic properties of the water-hexane interface. Both atomistic FFs are able to
quantitatively reproduce the interfacial tension and the coexisting densities of the
experimentally-observed planar interface. We use the atomistic FFs to model water
droplets in hexane and use these simulations to test the CG FFs. We find that the
tested CG FFs cannot reproduce the interfacial tensions of planar and/or curved
interfaces. Finally, we propose a new approach for learning CG potentials within the
CG SDK (Shinoda-DeVane-Klein) FF framework from atomistic simulation data. We
demonstrate that the new potential significantly improves the prediction of both the
interfacial tension and structure of water-hexane planar and curved interfaces.
a)Electronic mail: peiyuan.gao@pnnl.gov
b)Electronic mail: alexandre.tartakovsky@pnnl.gov
1
I. INTRODUCTION
Many physical, chemical, and biological processes such as micelle formation, inter-
facial polymerization, and protein folding occur in presence of hydrophobic-hydrophilic
interfaces.1–3 Therefore, understanding the interface at the molecular level is fundamentally
important. In contrast with liquid-vapor interfaces, simulation of a liquid-liquid interface is
more challenging because a large system size is required to stabilize the liquid phases and
the interfacial region.4 The computation of interfacial properties of large systems involving
sampling of long time and large length scales remains a challenge for atomistic models.5–7
Therefore, coarse-grained (CG) models present an attractive alternative to atomistic models
because of their ability to cover much larger time and length scales.8 To this end, several
methods to obtain CG force fields have been developed by averaging atomistic details to
reproduce certain essential properties of complex fluids. For example, the SDK (Shinoda-
DeVane-Klein) CG force field (FF) was shown to accurately model the surface tension,
bulk density, and hydration free energy of water and alkanes.9 The MARTINI FF, origi-
nally designed for lipids, surfactants, and biomacromolecules, was also used to model the
liquid-vapor interface of an alkane.10,11 The SAFT (Statistical Associating Fluid Theory)
CG FF12,13 was developed for many solvents, including water, alkanes, and carbon dioxide,
where the effective CG intermolecular interactions between particles are estimated using an
accurate description of the macroscopic experimental vapor-liquid equilibria data by means
of a molecular-based equation of state. The above-mentioned CG FFs were shown to ac-
curately describe multiple physical properties for common industrial fluids. However, even
for relatively simple binary multiphase flow system, the accuracy of the CG FF interface
structure and physical properties predictions has not been well studied.
Machine learning methods have been successfully used to construct a potential en-
ergy response surface using quantum chemistry calculations and parameterize atomistic
potentials.14–17 In this paper, we use a machine learning method to parameterize a CG FF
for a water-hexane system and compare it with existing CG FFs. We select the water-hexane
system as a typical immiscible binary system. We investigated the CG FFs ability to accu-
rately model the surface tension and intrinsic/non-intrinsic densities of planar and curved
interfaces as compared with those observed in experiments and/or atomistic simulations.
This paper is organized as follows. Section II describes the atomic and CG models. Section
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III discusses the atomic and CG simulation results. Section IV introduces the machine
learning method and discusses its results. Section V presents the conclusions and outlook
for CG modeling of complex liquid-liquid interfaces.
II. SIMULATION MODELS AND METHODS
A. Atomistic model and simulation
Several water models have been proposed in literature, but only the TIP4P2005 (Trans-
ferable Intermolecular Potential with 4 Points (2005)) model was shown to accurately re-
produce the temperature-dependent liquid-vapor surface tension.18,19 Therefore, we select
the TIP4P2005 water model in our atomistic simulations. The TraPPE (Transferable
Potentials for Phase Equilibria) FF20 was shown to predict surface tension of alkanes in
experiments.20Also, Neyt et al. demonstrated that the TIP4P2005 water and octane models
combination in TraPPE FF can reproduce the experimentally measured interfacial tension
of a water/n-octane system.21 Therefore, in this work we also choose the n-hexane model
from the TraPPE FF. The interaction potential between the TIP4P2005-modeled water
and the TraPPE-modeled alkane is modified following Ashbaugh’s protocol.22 This modifi-
cation improves the hydration energy of an alkane molecule in water and does not change
other properties. In addition, note that the n-hexane model in TraPPE FF is united-atom
model, where CH3 and CH2 groups are represented with a single united atom. Therefore,
the interaction potential between the “TIP4P2005” water and TraPPE n-hexane does not
include electrostatic interactions, which might affect the interfacial structure and tension.
To study the effect of this potential on interfacial tension, we also test the hexane model in
the Optimized Potential for Liquid Simulation All-Atom23 (OPLS-AA) FF.
In our simulations of planar interfaces, we put a pre-equilibrated water slab sandwiched
between pre-equilibrated n-hexane slabs. The initial simulation box size is Lx = Ly =
6 nm and Lz = 20 nm. We place 8315 water molecules and 1152 hexane molecules for
the TraPPE FF and 1140 hexane molecules for the OPLS-AA FF in the simulation box.
Initially, the water and hexane molecules are separated by the plane interface. We also
model a spherical water droplet in n-hexane with both the TIP4P2005 water-TraPPE n-
hexane and the TIP4P2005 water-OPLS n-hexane models. We simulate droplets with radii
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of 2 nm (1026 water molecules) and 3 nm (3609 water molecules) in the simulation box
with Lx = Ly = Lz ≈ 11 nm and Lx = Ly = Lz ≈ 15 nm, respectively. The box size is
slightly adjusted during the equilibration process to keep pressure at 1 atm. For both the
curved and planar interfaces, the long-range dispersion force correction method is used to
obtain the correct density and pressure. These planar and droplet systems are equilibrated
using the NPNAT
24 ensemble (to keep the pressure constant, the box volume is changed by
varying Lz) and the NPT ensemble with V-rescale thermostat and Berendsen barostat for
10 ns, respectively. The temperature and pressure are set to 310 K and 1 atm. Then we run
another 10 ns simulation with the canonical ensemble at 310 K to collect data. All bonds
between atoms are fixed by the LINCS algorithm.25 Periodic boundary conditions are used
in all three directions. The time step is 2 fs. All the atomistic simulations are performed
with GROMACS.
B. CG model and simulation
We selected the MARTINI (including the original and polarized water model) and SAFT
CG FFs for modeling the water-hexane interface. For the original MARTINI water model
we replaced the 12% CG water beads with anti-freeze CG water beads10 to prevent the water
from freezing. Our simulation results show that the addition of anti-freeze CG water beads
does not affect the interfacial tension between water and n-hexane until 50% of the total
number of water beads. For polarized MARTINI water model, the anti-freezing CG water
bead is not needed. We select the bio2 CG water model in the SAFT CG FF.
We build planar and curved interface systems for all considered CG FFs. In the planar
interface simulations, the simulation box size is set to Lx = Ly > 5σ and Lz > 11σ to
avoid the boundary effect on the surface tension.26 To study properties of curved interface,
we simulate a 2 nm water droplet in n-hexane. To reduce the boundary effect, the initial
length of the simulation box is set to 11 nm. The simulation boxes are equilibrated for 20
ns in NPNAT and NPT ensembles at 310 K and 1 atm, respectively. Then, we perform
30 ns (planar interface) and 10 ns (curved interface) NVT simulation at 310 K for data
collection. To get better statistics, we performed five parallel simulations for each curved
interface system. The cutoffs for vdW interaction are 1.2 and 1.5 nm for the MARTINI and
SAFT CG FFs, respectively. The cutoff for Coulomb potential is 1.2 nm for the polarized
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water model in the MARTINI CG FF. The V-rescale thermostat and Berendsen barostat are
used to keep constant temperature and pressure during pre-equilibrium. The Nose-Hoover
thermostat is then employed in the production simulation. The time step is 10 fs. All CG
simulations are performed with GROMACS.
III. SIMULATION RESULTS
In this section, we investigate the water and hexane density and pressure profiles and
interfacial tensions of water-hexane systems with planar and curved interfaces using two
atomistic and three CG FFs. Our analysis demonstrates that the three considered CG FFs
cannot reproduce the interfacial tension of the both planar and curved interfaces observed
in the atomistic simulations. In Section IV, we develop a new CG interfacial potential using
a machine learning approach.
A. Planar interface
Here, we model a slab of water sandwiched between two slabs of hexane forming two
planar water-hexane interfaces approximately located at z=7 and 13 nm. In Section IIIA 1,
we present averaged density profiles as a function of the normal distance from the interfaces.
In Section IIIA 2, we show pressure profiles as a function of z. Pressure and density profiles
are averaged over the x and y coordinates and time.
1. Density profiles
We use intrinsic and non-intrinsic densities of liquids to describe the studied water-hexane
systems. The non-intrinsic or local mass density ρN (x) is defined as the mass of liquid in
a cube centered at fixed locations x per volume of the cube. The intrinsic density ρ(r) is
computed as the mass of liquid in a cube centered at locations r that move with the interface
(see Figure 1 and Appendix A for details about computing the densities). The intrinsic
density provides more information about the interface structure (i.e., the location of the
interface and the molecular organization) than the non-intrinsic density.27 The non-intrinsic
density profile is smooth and only contains approximate information about the interface
location. The intrinsic density profile has local peaks corresponding to the locations of
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FIG. 1. The scheme of the intrinsic density calculation for a water-hexane interface.
molecules layers near the interface, with the largest peak corresponding to the location of
the interface.28–31 Figure 2 presents the intrinsic and non-intrinsic density profiles of water
and n-hexane of a water-hexane planar interface obtained from atomistic simulations with
the TIP4P2005-TraPPE and TIP4P2005-OPLSAA models. Both atomistic models result in
the same water density profiles and very similar hexane density profiles. Also, both atomistic
models can reproduce the experimental density of water and hexane at 310 K. The intrinsic
density profiles show that there are two water layers close to the interface. In addition,
the strong directional bonding of water creates a well-defined correlation structure at short
distances from the interface, but it does not propagate to longer distances as efficiently as it
does for more packed liquid structures such as alkanes. The comparison of Figure 2 (a) and
(b) shows longer-range oscillations in alkanes than in water. Similar observations were made
for a water-hexane binary system with the SPC/E water model.32 In the case of hexane,
we see that the distribution of the first peak is wider. This is due to the long tail of the
alkane molecule. Overall, we find that the intrinsic structure of the water/n-hexane system
is insensitive to atomistic FF parameters.
The density profiles in CG simulations are shown in Figure 3. The non-intrinsic and
intrinsic densities of water and hexane are different for various CG FFs. The non-intrinsic
density profile obtained with the SAFT CG FF is flatter than the MARTINI CG FF. It
should be noted that the density of water in the n-hexane phase in the atomistic simulations
6
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FIG. 2. The intrinsic and non-intrinsic density profiles of (a) water and (b) hexane at the water-
hexane interface as a function of z obtained from atomistic simulation. The point z = 0 corresponds
to the position of the outermost water/hexane atoms in the intrinsic density profile and the Gibbs
dividing surface of the water-hexane system for the non-intrinsic density profile.
is negligibly small for the considered here TIP4P2005 water model (0 due to the float point
precision in the atomistic simulations). In CG simulations, the density of water in hexane
is 3×10-4 g/cm3 for the MARTINI CG FF that is approximately five times larger than the
experimental value of 6×10-5 g/cm3.33 For the SAFT bio2 CG water model in n-hexane, the
water density is even greater. In Figure 3(a), the intrinsic water density profile has three
peaks (two peaks were observed in MD simulations). This indicates that the CG water
phase shows a longer-range ordered structure in comparison with the atomistic simulation.
The intrinsic density profiles are similar for the original and polarized MARTINI CG water
models, except that the original MARTINI CG water model has a higher interfacial density.
The first peak in the SAFT bio2 CG model is lower than in the atomistic models because the
CG model produces a wider interface. The positions of the first intrinsic density peaks for
CG n-hexane models are also very close. The hexane intrinsic density profiles, obtained from
the MARTINI and SAFT CG n-hexane models, do not have distinct peaks (Figure 3(b)).
However, we can observe a peak in the hexane intrinsic density in the polarized MARTINI
CG model. This is because single CG beads are used for both the MARTINI and SAFT
bio2 CG water models. On the other hand, the polarized MARTINI CG water model has a
physics-based three-point structure. Bresme et al. have demonstrated that the packing of
water molecules will influence the orientation of alkane molecules at the interface.29 In our
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FIG. 3. The intrinsic and non-intrinsic density profiles of (a) Water and (b) Hexane at the water-
hexane interface in CG simulations. The zero point of the interface corresponds to the position of
the outermost water/hexane atoms in the intrinsic density profile and the Gibbs dividing surface
of the water-hexane system for the non-intrinsic density profile.
CG simulations, we also see that the geometry topology constraint of the CG water model
would affect the local surface structure of the hexane phase. For the SAFT n-hexane model,
the CG water beads infiltrate into the hexane phase so deeply that the density of the first
peak is lower than that of the bulk phase. In Figures 3 (a) and (b), the intrinsic density
profiles of water or hexane are all different, which illustrates that the intrinsic density profile
is sensitive to the choice of water and n-hexane CG models.
2. Pressure profiles and interfacial tension
Previous atomistic simulations demonstrated that the errors in the estimated surface
tension and liquid density are closely correlated.18,34 Therefore, the accurate prediction of
density is very important in the calculation of surface tension. Above, we demonstrated that
both considered atomistic water and hexane models can reproduce the liquid bulk density
at 310 K. Here, we calculate the interfacial tension using the pressure tensor based on the
mechanical approach.35–39 The details off calculating the pressure tensor components and
the interfacial tension are given in Appendix B. The normal and tangent pressure tensor
components as a function z, obtained from the atomistic and CG simulations, are presented
in Figure 4 and Figure 5. There are two symmetrical positive stress regions in the tangent
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FIG. 4. Pressure tensor components of the water-hexane planar interface in the atomistic (a)
TIP4P2005 water + hexane in TraPPE FF and (b) TIP4P2005 water + hexane in OPLS-AA FF
models.
component of pressure, corresponding to the two water-hexane interfaces, in the atomistic
simulations (Figure 4). They both appear on the water side of the interfaces. A similar
pressure profile was also observed in an atomistic simulation with the TIP3P water and
CHARMM hexane models.40 Water molecules cause interface polarization and the positive
pressure region on the water side of the interface.
Calculated and experimentally determined interfacial tensions are listed in Table I. Both
atomistic models predict the interfacial tension within 5% of the experimental value. We note
that the computational cost of the all-atom model (OPLS-AA FF) is about five times larger
than that of the united-atom model (TraPPE FF). The SAFT CG FF can also reproduce the
experimental interfacial tension. However, the interfacial tension predicted by the MARTINI
CG FF is only half of the experiment value. A previous MARTINI CG FF simulation
study of a water-octane system at 298 K also reported an approximately 25% error in the
estimated interfacial tension.21 In addition, we find that using the polarized MARTINI water
model instead of the MARTINI water model only slightly improves the interfacial tension
prediction.
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FIG. 5. Local pressure components of water-hexane planar interface in (a) MARTINI FF, (b)
MARTINI FF with polarized water, and (c) SAFT FF models.
TABLE I. The interfacial tensions γ0 of the water-hexane planar interface in the atomistic and CG
simulations and the experiment41 at 310 K.
Model Interfacial tension (mN/m)
Experiment 49.4
atomistic TIP4P2005+TraPPE 52.4±1.1
atomistic TIP4P2005+OPLS-AA 52.1±1.2
CG MARTINI 25.9±1.0
CG Polarized MARTINI 27.8±1.2
CG SAFT 51.6±1.1
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FIG. 6. The intrinsic and non-intrinsic density profiles of a 2 nm water droplet in n-hexane obtained
from atomistic simulations.
B. Curved interface
Here, we model a 2 nm water droplet in hexane. In Section IIIB 1, we present averaged
density profiles as a function of the normal distance from the interface. In Section IIIB 2,
we show averaged pressure profiles as a function of the distance from the droplet center.
1. Density profiles
The intrinsic and non-intrinsic density profiles of a 2 nm water droplet in n-hexane,
obtained in the two atomistic models, are shown in Figure 6. There are two peaks in the
intrinsic density profiles in both atomistic models, which is similar to what we observed the
planar interface atomistic simulations. However, the peaks at the curved interface are higher
than those at the planar interface. Compared to Figure 2, we also see that the width of the
first peak is narrower, implying that the first water layer on the droplet surface is thinner
than the one at the planar interface.
The CG water droplets show qualitatively different results. Figure 7 shows the density
profiles of a 2 nm water droplet in n-hexane with various CG FFs. In the CG simulations of
the planar interface, we see three density peaks on the water side. In Figure 7, the intrinsic
density profile in the SAFT CG FF simulation has three peaks, while there are only two
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FIG. 7. The intrinsic and non-intrinsic density profiles of a 2 nm water droplet in n-hexane obtained
from CG simulations.
peaks for the MARTINI FF. This could be caused by a larger cutoff in the SAFT CG FF.
Both, the CG and atomistic simulations show that the first peak in the water density profile
is much higher for a curved interface than a planar interface.
2. Pressure profiles and interfacial tension
Although it is widely accepted that the Laplace law, relating the pressure jump across a
curved interface to its curvature, fails for nanodroplets, the limit of the Laplace law validity
is controversial. Takahashi and Morita concluded that this limit is less than 1 nm.42 For
liquid droplets in vapor environment, thid limit was found to be between 5–10 nm.43,44
Figures 8 and 9 show the normal and tangential components of the pressure tensor for a 2
nm water droplet in n-hexane. We see negative peaks in the tangent pressure profile at the
interface in all simulations, indicating that the interface is under compression. Similar to
the planar interface in atomistic simulations, we find a small peak on the water side of the
tangent pressure in the droplet atomistic simulations. The pressure in the water droplet is
greater than that in the hexane phase, which is consistent with the Laplace law. Comparing
Figures 8 and 9, we find that the inner pressure in the atomistic simulations is higher than
that in the CG simulations. In addition, electrostatic interactions in the MARTINI FF
slightly increase the inner pressure, as shown in Figure 9(b).
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FIG. 8. Pressure components as a function of the distance from the center of a 2 nm water droplet
in n-hexane in atomistic FF simulations, including (a) TIP4P2005 water model and n-hexane in
TraPPE FF and (b) TIP4P2005 water model and n-hexane in OPLS-AA FF.
TABLE II. The interfacial tensions γ2 (R=2 nm) of a water droplet in n-hexane for various atomistic
and CG FFs at 310 K.
Model Interfacial tension (mN/m)
atomistic TIP4P2005+TraPPE 47.0±1.1
atomistic TIP4P2005+OPLS-AA 47.2±1.9
CG MARTINI 21.4±2.0
CG Polarized MARTINI 23.9±2.2
CG SAFT 27.7±1.1
Table II lists the interfacial tensions of a 2 nm water droplet in n-hexane obtained from
the atomistic and CG simulations. Both atomistic models result in a similar interfacial
tension, which is smaller than the interfacial tension of the planar interface. Similar to
the planar interface, the interfacial tension calculated with the MARTINI CG FFs is much
smaller than that provided by the corresponding atomistic simulation. The SAFT CG FF,
which is able to reproduce the interfacial tension of the planar interface, also results in a
nearly 50 % smaller interfacial tension than that in the atomistic simulations.
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FIG. 9. Pressure components as a function of the distance from the center of a 2 nm water droplet
in n-hexane in CG FF simulations, including (a) MARTINI FF, (b) MARTINI FF with polarized
water model and (c) SAFT FF models.
IV. ESTIMATION OF THE INTERACTION PARAMETERS IN CG FF
USING MACHINE LEARNING
Our results in the previous section show that the MARTINI CG FF cannot reproduce
the interfacial tension and density profile near the interface observed in our atomistic sim-
ulations. The SAFT CG FF can predict the interfacial tension of the planar interface but
underestimates the interfacial tension of the curved interface by almost 50%. In addition,
we find that the SAFT CG FF overestimates the solubility of water in n-hexane. We hy-
pothesize that one reason for the poor performance of the above tested CG FFs is that they
use a relatively high degree of coarse graining. We therefore propose using the SDK CG FF9
as it allows a lower degree of coarse-graining. The current SDK model does not define the
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TABLE III. The CG interaction parameters of water and hexane.9?
CG model λr λa ε (kcal/mol) σ(nm)
Water 9 6 0.7050 0.2908
Hexane 9 6 0.4690 0.4585
parameters of the water-hexane potential for the low coarse-graining degree water model.
We note that there is an SDK FF for the high coarse-graining degree water model, but we
find that this water model leads to crystallization of large water droplets.
In the remainder of this paper, we propose a new approach for learning coarse-grained po-
tentials, apply it to estimating parameters in the water-hexane potential under the SDK CG
FF framework, and test the resulting model for the water-hexane system against atomistic
simulations. In this work, we use the 1:2 water model (one CG water bead represents two
water molecules) and the 1:3 hexane model. The potential between CG water and hexane
beads is given as
Uw-h =
(
λr
λr − λa
)(
λr
λa
) λa
λr−λa
ε
((σ
r
)λr
−
(σ
r
)λa)
, (1)
where λr and λa are repulsive and attractive exponents, ε is the energy parameter, and σ
is the core diameter. The potentials Uw-w and Uh-h between water-water and hexane-hexane
beads have the same form, with parameters λr, λa, σ, and ε listed in Table III. In the
original SDK framework, there are only two combinations of λr and λa, (12,4) and (9,6).
The former combination results in a sharper interface because of the larger repulsive force
corresponding to λr = 12. In the atomistic simulations, we observe a relatively sharp water-
hexane interface. Therefore, in the Uw-h potential, we set λr = 12 and λa = 4. Next, we
learn the σ and ε parameters in the Uw-h potential using the surface tension of the planar
and curved water-hexane interfaces as target properties.
We define the parameter vector θ = (σ, ε)T and use polynomial regression (PR)45–47 to
construct a surrogate model of the interfacial tension as a function of θ. PR uses a linear
combination of a set of orthogonal basis functions of θ to represent the quantity of interest
(QoI) f :
f(θ) =
N∑
i=1
ciψi(θ), (2)
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where ψi are basis functions (Legendre polynomials) and ci are constant coefficients. Here,
f is the interfacial tension obtained from the atomistic simulations.
We search parameters in the space σ ∈ [σmin, σmax] and ε ∈ [εmin, εmax] and treat σ and
ε as independent uniform random variables given by

 σ
ε

 =

 σ
ε

+ (δσ, δε) ·

 ξ1 0
0 ξ2

 , (3)
where (σ, ε) = (0.5, 0.225) are the parameter means and (ξ1, ξ2) are independent random
variables uniformly distributed on [−1, 1]. The σ and ε values are defined as an average of σ
and ε in water-water and hexane-hexane potentials, respectively. The parameters δσ = 0.1
and δε = 0.035 are found as δσ = (σmax − σ) and δε = (εmax − ε), where σmax = 0.6 is
the maximum size of the water-hexane molecule cluster, and εmax = 0.26 is the interaction
energy between water and hexane. σmin and εmin are computed as σmin = 2σ − σmax and
εmin = 2ε − εmax, respectively. We generate 49 samples of ξ1 and ξ2 using the sparse grids
method48 with one-dimensional Gaussian quadrature points and the tensor product rule (i.e.,
the number of samples is equal to 7d, where 7 is the number of one-dimensional quadrature
points and d is the number of unknown parameters). We then compute (σ, ε) for each
sample (ξ1, ξ2) from Eq (3), simulate the flat interface using the CG model for these values
of (σ, ε), and compute the corresponding interfacial tension. The values of the interfacial
tension are used to estimate the coefficients ci in the PR surrogate model (2) based on the
probabilistic collocation method.49 We find that the interfacial tension changes smoothly
in the considered parameter space and the relative error of the surrogate model, based on
10-fold cross validation,50 is less than 1%.
Finally, the surrogate model is used to find parameters σ and ε that correspond to
the interfacial tension of the planar water-hexane interface in the atomistic simulation.
Figure 10(a) shows f0(σ,ε)−γ0
γ0
(f0(σ, ε) is the surrogate model for the interfacial tension of
the planar interface, and γ0 is the interfacial tension of the planar interface obtained from
the atomistic simulation) as a function of σ and ε. There is an infinite number of pairs
(σ, ε) that generate γ0 lying on the curve
f0(σ,ε)−γ0
γ0
= 0. To make parameterization unique,
we select the interfacial tension of a 2 nm water droplet in hexane (γ(2) = γ2 = 47mN/m)
as an additional constraint. We use the same 49 samples of random variables and the
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FIG. 10. (a) f0(σ,ε)−γ0γ0 and (b)
√(
f0(σ,ε)−γ0
γ0
)2
+
(
f2(σ,ε)−γ2
γ2
)2
versus σ and ε.
corresponding σ and ε to simulate a water droplet in hexane with the CG model. To reduce
the statistical error caused by the thermal fluctuations of a small droplet, every sample is
averaged over five independent CG simulations. These simulations are used to construct the
surrogate model of the surface tension of a 2 nm droplet f2(σ, ε). Then, the optimal σ and
ε are determined by solving the minimization problem:
(σ, ε) = min
σ,ε


√(
f0(σ, ε)− γ0
γ0
)2
+
(
f2(σ, ε)− γ2
γ2
)2 . (4)
Figure 10(b) shows
√(
f0(σ,ε)−γ0
γ0
)2
+
(
f2(σ,ε)−γ2
γ2
)2
as a function of σ and ε. It can be seen
that there are two sets of optimal parameters: ε = 0.23 kcal/mol and σ = 0.48 nm (the
star); and ε = 0.19 kcal/mol and σ = 0.59 nm (the square). The difference between the
response surface values at these two points is less than 2%, which is within the range of
fluctuations observed in the CG simulations.
Fluctuations in the value of the interfacial tension computed from the CG simulations
are due to thermal fluctuations. When the interfacial tension is used as a target to estimate
parameters, these fluctuations (which can be treated as uncertainty) should be transferred
to parameters. This requires knowledge of the interfacial tension sensitivity with respect to
the parameters σ and ε. To perform the sensitivity analysis, we add 10% and 20% Gaussian
noise to the values of the interfacial tension obtained from the 49 CG simulations, construct
the surrogate model, and determine the optimal parameter set (ε, σ) as described above. We
repeat this procedure 100,000 times and compute the probability density function (PDF) of
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FIG. 11. PDF function of the optimal parameter via UQ analysis of the CG interaction with
various input noises. (a) 10% Gaussian noise and (b) 20% Gaussian noise.
the optimal (ε, σ). Figure 11 shows the PDFs of the (ε, σ) parameter set. We see that the
PDF maximum is at the position (ε, σ) = (0.23, 0.48) for both 10% and 20% added noise,
with the peak in the 10% case being steeper than that in the 20% case. This is because
the smaller noise (uncertainty) in the surface tension leads to a more certain estimate of
the optimal parameters. The important feature of Figure 11 is that, unlike Figure 10, it
predicts a unique set of the optimal parameters. The square in Figure 10 corresponds to a
point with very small probability in Figure 11. With (ε, σ) = (0.23, 0.48), the CG model
produces an interfacial tension of 53.2 mN/m for the planar interface and 42.0 mN/m for
the curved interface: these are within 11% of the values obtained in atomistic simulations.
Finally, we test the CG model with (ε, σ) = (0.23, 0.48), by simulating a 3 nm water droplet
in n-hexane and find that the interfacial tension is 45.1 mN/m, which is within 9% of the
49.1 mN/m interfacial tension value computed from the atomistic simulation of the 3 nm
water droplet.
The intrinsic and non-intrinsic density profiles for planar and curved interfaces obtained
from the CG model with (ε, σ) = (0.23, 0.48) are presented in Figure 12. The comparison of
Figures 12(a) and (b) with Figures 2(a) and (b) shows that the width of the planar interface
is very similar in the atomistic and CG simulations, as well as in the resulting non-intrinsic
density profiles for both water and hexane. For the planar interface, there are three peaks
in the “CG” intrinsic density profile of water, while only two peaks are observed in the
“atomistic” intrinsic water density profile. The CG FF produces a longer-range ordered
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FIG. 12. The intrinsic and non-intrinsic density profiles of a water-hexane interface obtained with
the CG FF with learned σ and ε. (a) Water at water-hexane planar interface. (b) Hexane at the
water-hexane planar interface. (c) Water at the water-hexane curved interface.
structure because it uses a larger cutoff than the atomistic FF. On the other hand, the
locations and magnitudes of the first two peaks in the CG density profile are close to those
in the atomistic simulations. The comparison of Figures 12(c) and 6 also demonstrates good
agreement between the the intrinsic and non-intrinsic density profiles of a 2 nm water droplet
(i.e., curved interface) obtained with our CG model and the atomistic models in terms of
the bulk water density, interface width, and structure. There are some disagreements in the
intrinsic density profiles of hexane in the CG and atomistic simulations. There is a relatively
small peak in the intrinsic atomistic hexane density profile and no apparent peak in the CG
intrinsic hexane density profile. This disagreement is caused by the coarse-graining of the
one-site CG water and two-site CG hexane models.
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V. CONCLUSION
We proposed a new approach for parameterization of CG FF and used it to parameterize
the SDK CG FF for water-hexane systems with the interfacial tension of planar and curved
interfaces as target properties. We demonstrated that the proposed model significantly
improves the accuracy of CG predictions of the coexisting densities, interface structure, and
interfacial tension for planar and curved water-hexane interfaces.
We started this work by testing two atomistic FFs and three CG FFs for water-hexane
systems, including a planar interface separating water and hexane and a water droplet in
hexane. We found that the results of both atomistic FFs agree well with experiments and
later used them as references. Next, we studied three popular CG FFs and found that none
of them can accurately reproduce the interfacial structure and interfacial tension of planar
and/or curved water-hexane interfaces.
Finally, we proposed a new approach for learning parameters in a CG FF with respect
of target properties and used it to parameterize the SDK CG FF for water-hexane system
using the surface tension of a planar interface and a 2 nm water droplet in hexane as target
properties. We found that the proposed SDK CG FF can accurately describe the inter-
face structure and predict the curvature-dependent interfacial tension of the water-hexane
system. For the latter, we demonstrated that the CG model can estimate the interfacial
tension of a 3 nm water droplet (in addition to the surface tension of a 2 nm droplet and
planar interface that we used to train the CG model). The proposed approach can be easily
generalized for learning parameters in other CG models of complex fluids using appropriate
target properties.
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Appendix A: Non-intrinsic and intrinsic density profiles calculations
Non-intrinsic density profiles are calculated along the direction normal to the interface
using a bin size of 0.2 nm. The non-intrinsic density is averaged within each bin over time.
However, these non-intrinsic density profiles are subject to capillary waves due to thermal
fluctuations. Recently, the intrinsic sampling method was developed to obtain the intrinsic
density of liquid-vapor and liquid-liquid interfaces.28–31 The capillary wave theory provides
the dependence of a density profile on the interfacial area. This theory postulates that a
liquid surface can be represented by the intrinsic surface z = ξ(R, q). The intrinsic surface
is defined in terms of a surface layer of N molecules or molecular sites with coordinates
R = (x, y) on the transverse plane. The vector R represents the instantaneous molecular
border of the coexisting phases and depends on the the wave vector cutoff q, which defines
the surface resolution. For a given q, the intrinsic density profile is defined as
ρ (z) =
1
A
〈∑
i
δ(z − zi + γ(xi, yi))
〉
, (A1)
where z is the local non-intrinsic interface location, A is the cross-section area of the interface,
〈· · · 〉 is the ensemble statistical average, and γ is the amplitude of the thermal fluctuations.
We use the ITIM algorithm31,51–53 for identifying the interfacial molecules that are exposed
to the opposite phase using a probe sphere radius of 0.2 nm. The probe sphere is moved
along test lines perpendicular to the plane of the fluid-fluid interface. Atoms that first
encounter the probing ball are identified as the interfacial atoms, and the corresponding
molecules are identified as the interfacial molecules. This process is repeated over the entire
interfacial area in the simulation.
Appendix B: Pressure profile and interfacial tension calculations
The interfacial tension of a planar interface is computed as37
γ(z) =
∫ z/2
−z/2
(PN (z)− PT (z))dz. (B1)
For a spheric droplet, the expression for the surface tension takes the form
γ(r) =
∫
∞
0
(PN (r)− PT (r))dr, (B2)
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where PN and PT are the normal and tangential components of the pressure tensor along the
normal direction to the surface. We use the Irving-Kirkwood35 and Vanegas and Ollila38,54
approaches for computing pressure components in Eqs (B1) and (B2), respectively. These
approaches were originally proposed for pair-wise interactions. To calculate pressures due
to three-body angle potentials, these potentials are decomposed into pair-wise potentials by
the central force decomposition (CFD) method.39 The many-body electrostatic interactions
are approximated as pairwise interaction. In our pressure calculations, we use a pairwise
potential with the 2.0 nm cutoff.
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