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osnova za obdelavo naravnega jezika z metodami strojnega učenja. Omogoča
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2.1 Vektorske vložitve . . . . . . . . . . . . . . . . . . . . . . . . . 3
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5.1 Sorodni pristopi luščenja sopomenk in protipomenk . . . . . . 19
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Povzetek
Naslov: Detekcija protipomenk z vektorskimi vložitvami besed
Avtorica: Jasmina Pegan
Cilj diplomske naloge je razvoj klasifikatorja za prepoznavo protipomenk.
Za izdelavo rešitve je bila uporabljena baza vnaprej pripravljenih vektorskih
vložitev besed za slovenščino. Najprej smo sestavili učno množico proti-
pomenk in sopomenk. Sledilo je iskanje čimbolj ustreznega klasifikacijskega
modela. Ogledali smo si nekaj modelov metode podpornih vektorjev in nekaj
globokih nevronskih mrež. Izbranim besedam smo poiskali pomensko soro-
dne besede in na njih uporabili naučeni model. Tako smo pridobili kandidate
za pare protipomenk in sopomenk. Točnost rezultatov smo ocenili na testni
množici. Najbolje ocenjeni model dosega klasifikacijsko točnost 0.70.
Ključne besede: protipomenke, sopomenke, vektorske vložitve besed, strojno
učenje, klasifikacija.

Abstract
Title: Antonym detection with vector word embeddings
Author: Jasmina Pegan
This thesis aims to develop a classifier for antonym detection. A database of
pre-made word embeddings for Slovene was used to create the solution. First
we collected a learning set consisting of synonyms and antonyms. Then we
searched for the most appropriate classification model. We observed some
support vector machine models and some deep neural networks. We applied
the learned model to groups of words closest to the selected words. Thus,
we obtained candidates for pairs of synonyms and antonyms. The accuracy
of the results set was evaluated on the test set. The top rated model reaches
classification accuracy of 0.70.
Keywords: antonyms, synonyms, word embeddings, machine learning, clas-
sification.

Poglavje 1
Uvod
Protipomenke izražajo kontrast, pomembne so tako pri pisanju besedil, pre-
vajanju in učenju jezika kot pri razvoju modelov za procesiranje naravnega
jezika. V jezikoslovju igrajo vlogo pri določanju pravega pomena besede [24].
Sopomenke so pomembne za izražanje pomenskih odtenkov povedanega, pro-
tipomenke pa za poudarjanje nasprotja. Tako sopomenkam kot tudi proti-
pomenkam je skupna besedna vrsta, prve se razlikujejo v zaznamovanosti,
druge pa v načinu kontrastnosti.
Problem avtomatskega ločevanja protipomenk od sopomenk je težek, a
pomemben za sisteme procesiranja naravnega jezika [17]. Ker se protipo-
menke pogosto pojavljajo v podobnih kontekstih kot sopomenke, je njihovo
ločevanje težko avtomatizirati. Večina pristopov ločevanja temelji na vektor-
skih vložitvah besed.
Vektorske vložitve besed prirejajo besedam vektorje realnih števil glede
na kontekste, v katerih se pojavljajo. Uporabljajo se pri procesiranju narav-
nega jezika in na področjih kot so priporočilni sistemi [16] ter prepoznava
govora [2]. Vektorske vložitve besed word2vec temeljijo na podobnosti kon-
teksta, v katerem se pojavljajo besede [21]. Iz takih vložitev je preprosto
pridobiti pomensko sorodne gruče, v katerih se nahajajo tudi protipomenke.
Težje je vzeti par besed iz take gruče in določiti njuno sopomenskost ozi-
roma protipomenskost. Tu nastopi potreba po modelu strojnega učenja, ki
1
2 Jasmina Pegan
jo skušamo nasloviti v tem delu.
Problema klasifikacije protipomenk smo se lotili z uporabo metode pod-
pornih vektorjev in nevronskih mrež. Modele smo naučili na sestavljeni učni
množici vektorskih vložitev sopomenk in protipomenk in izbrali najbolǰsega
iz obeh skupin. Dobljena modela smo ocenili na testni množici. Najbolje oce-
njeni model bi lahko uporabili za avtomatsko izdelavo slovarja protipomenk,
ki ga slovenščina še nima.
Delo obsega šest poglavij. V drugem poglavju predstavimo metode stroj-
nega učenja, uporabljene pri obdelavi podatkov. V tretjem poglavju opǐsemo
jezikoslovni vidik te naloge – sopomenke in protipomenke. V četrtem po-
glavju opǐsemo podatkovne baze, iz katerih smo pridobili podatke za modele
strojnega učenja. Peto poglavje namenimo opisu podobnih pristopov k pro-
blemu določanja protipomenk in našemu postopku pridobivanja modelov. V
šestem poglavju predstavimo rezultate in ocenimo najbolǰse modele. Nalogo
sklenemo s povzetkom narejenega, oceno učinkovitosti pristopa in idejami za
izbolǰsave.
Poglavje 2
Metode strojnega učenja
V tem poglavju bomo predstavili uporabljene metode strojnega učenja: vek-
torske vložitve besed, metodo k-najbližjih sosedov, globoke nevronske mreže
in metodo podpornih vektorjev.
2.1 Vektorske vložitve
Vektorske vložitve besed (word embeddings, VVB) so metode procesiranja na-
ravnega jezika, ki besedam priredijo vektorje realnih števil. Večina vložitev
temelji na distribucijski hipotezi, ki trdi, da imajo jezikovni elementi s po-
dobnimi porazdelitvami podoben pomen. Najnoveǰse metode se za izračun
VVB poslužujejo nevronskih mrež, mednje sodi tudi word2vec [21].
Za vektorje, pridobljene iz vektorskih vložitev, veljajo intuitivne relacije, re-
cimo
vec(′Paris′)− vec(′France′) + vec(′Italy′) ≈ vec(′Rome′),
kjer je vec(X) vektorska vložitev besede X [25]. V nalogi nam pride prav,
da VVB ohranijo semantične lastnosti besed, sorodne besede pa preslikajo v
bližnje vektorje.
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2.1.1 Word2vec
Metoda word2vec generira vektorske vložitve besed. Časovno je učinkoviteǰsa
od predhodnih metod, saj model uporablja en sam skrit nivo v nevronski
mreži [21]. Nastala je leta 2013 v skupini Googlovih raziskovalcev pod vod-
stvom Tomasa Mikolova [20]. Metoda uvaja dva različna modela: zvezno
vrečo besed (angl. continuous bag of words, CBOW ) in preskočni n-gram
(angl. skip-gram, SG). Ideja modela CBOW je uporaba predhodnih in nasle-
dnjih n besed za napoved osrednje besede. Nasprotno model SG napoveduje,
katere besede se lahko pojavijo v okolici dane sredǐsčne besede.
2.2 Bližnji sosedi
Pri izdelavi naloge smo uporabili metodo k-najblǐzjih sosedov (angl. k-nearest
neighbours, k-NN), ki se navadno uporablja za klasifikacijo ali za regresijo.
V našem primeru jo uporabimo za določitev množice k najbližjih VVB dane
vložitve. Metoda k-NN dani točki v prostoru poǐsče k najbližjih točk glede na
podano metriko, npr. evklidsko ali manhattansko razdaljo. Najbližje sosede
smo iskali glede na kosinusno podobnost, ki izhaja iz skalarnega produkta in
je za dana vektorja x in y podana z enačbo similarity(x, y) = x·y|x|·|y| . Kosinu-
sna razdalja, ki je komplement kosinusne podobnosti, ni prava metrika, saj
zanjo ne velja trikotnǐska neenakost. Za naš namen bo zadoščala kosinusna
podobnost.
2.3 Globoke nevronske mreže
Umetne nevronske mreže (NM) poenostavljeno simulirajo delovanje možganov
– sestavljajo jih umetni nevroni, povezani z vezmi ali sinapsami. Vsaka vez
ima utež, ki je sprva ničelna, nato pa se poveča ali zmanǰsa v procesu učenja.
Nevron prek funkcije kombiniranja iz vhodov izračuna svoj izhod. Funk-
cija kombiniranja je dvodelna – najprej uteženo sešteje vhode, nato pa vsoto
spremeni v izhodno vrednost z aktivacijsko funkcijo.
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2.3.1 Aktivacijske funkcije
Izhod posameznega nevrona je pogojen z izhodno funkcijo, ki ima zalogo
vrednosti [0, 1], [−1, 1] ali [0,∞]. Namen izhodne funkcije je povečanje zmo-
gljivosti NM, saj je brez njih vsaka NM enaka linearni transformaciji. Kom-
pleksne probleme rešujemo z uporabo nelinearnih izhodnih funkcij, kot so:
• sigmoidna funkcija 1
1+e−x
je zvezna funkcija z zalogo vrednosti [0, 1];
• hiperbolični tangens : ex− e−x
ex +e−x
je zvezna funkcija z zalogo vrednosti [−1, 1];
• softplus : ln(1 + ex) je zvezna funkcija z zalogo vrednosti [0,∞];
• ReLU : max(0, x) je zvezna funkcija z zalogo vrednosti [0,∞].
V nalogi smo uporabljali sigmoidno funkcijo iz knjižnice Keras.
2.3.2 Vzvratno razširjanje napake
Pri učenju dvonivojske NM zadošča t.i. pravilo delta: izbrane so naključne
začetne uteži in izračuna se izhod mreže ter njegova razlika od želenega iz-
hoda, ki se uporabi za spremembo uteži med nivojema. Dokazano je, da tak
postopek konvergira [10].
Pri globokih nevronskih mrežah se uporablja posplošeno pravilo delta
ali pravilo vzvratnega razširjanja napake, ki iterativno spreminja uteži med
predzadnjim in izhodnim nivojem, vsakič pa se izračuna želeni izhod za-
dnjega obiskanega sloja. Ta postopek ne konvergira vedno k globalnemu
optimumu in za učenje tipično potrebuje nekaj sto ali tisoč prehodov čez
učno množico [10].
Za uporabo pravila vzvratnega razširjanja napake je treba določiti funk-
cijo napake, ki naj se minimizira. Uporabili smo funkcijo napake binarne
prečne entropije (angl. binary cross-entropy), ki se najpogosteje uporablja
pri klasifikaciji dvorazrednih problemov.
Prednosti NM so paralelno in asinhrono izvajanje, sposobnost učenja in
generalizacije, glavna slabost NM pa je nezmožnost razlage odločitvene poti
do rešitve [10].
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Glede na topologijo so NM lahko:
• brez nivojev: vsak nevron je hkrati vhoden in izhoden ter povezan z
vsemi ostalimi nevroni;
• dvonivojske usmerjene NM imajo ločena nivoja vhodnih in izho-
dnih nevronov. Vsak vhodni nevron je usmerjeno povezan z vsakim
izhodnim;
• večnivojske usmerjene NM imajo enega ali več skritih nivojev med
nivojema vhodnih in izhodnih nevronov. Ta tip NM je največ v upo-
rabi, saj lahko rešuje tudi nelinearne probleme;
• dvosmerni asociativni pomnilnik ima dva nivoja nevronov, pove-
zana z dvosmernimi vezmi. Takšne NM vhodnemu vzorcu priredijo
ustrezni shranjen vzorec [10].
Globoke nevronske mreže (GNM) so večnivojske usmerjene NM z vsaj
enim skritim nivojem. Za usmerjene GNM s skritim nivojem končne veliko-
sti ter z nekonstantno, omejeno in zvezno aktivacijsko funkcijo (kot je npr.
sigmoidna) velja izrek o univerzalni aproksimaciji, ki trdi, da takšna GNM
lahko aproksimira poljubno zvezno funkcijo na zveznih podmnožicah realnih
števil [4].
Za implementacijo GNM smo se poslužili visokonivojskega API-ja knjižnice
Keras [3], ki je spisan v Pythonu. Kot zaledje lahko Keras uporablja Tensor-
Flow, CNTK ali Theano ter se izvaja na CPU ali GPU. Programsko kodo, ki
uporablja Keras, smo večinoma poganjali na GPU z zaledjem TensorFlow, v
ostalih primerih pa na CPU z zaledjem Theano.
2.4 Metoda podpornih vektorjev
Metode podpornih vektorjev (SVM) so algoritmi nadzorovanega strojnega
učenja, namenjeni klasifikaciji in regresiji. Njihova posebnost in prednost
je, da za napovedovanje upoštevajo vse atribute. Metode SVM so uspešne
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na področjih kategorizacije besedil, klasifikacije slik ter nekaterih aplikacij v
znanosti, kjer dosegajo visoko klasifikacijsko točnost [11].
Ideja metode je najti optimalno hiperravnino v prostoru atributov, ki
deli primere na dva razreda z minimalno klasifikacijsko napako. Taka hi-
perravnina maksimizira oddaljenost od najbližjih primerov obeh razredov.
Najbližjim primerom pravimo podporni vektorji ; po njih je metoda SVM do-
bila ime.
Ker optimalna hiperravnina ne obstaja vedno, metoda uporabi implicitno
transformacijo prostora atributov v kompleksneǰsi prostor. Metoda SVM se
z uporabo jedrne funkcije izogne eksplicitni izvedbi transformacij in s tem
tudi problemu prevelikega števila atributov ali prekletstva dimenzionalnosti
[11].
2.4.1 Jedrne funkcije
Metoda SVM ima lahko različne jedrne funkcije, v nalogi sta uporabljeni:
• polinomska jedrna funkcija, ki je za izbrano stopnjo d enaka
(u · uj + 1)d;
• radialna jedrna funkcija (angl. radial basis function, RBF), ki je za
izbran parameter γ enaka exp(−γ|u− uj|2).
Pričakujemo lahko, da bodo SVM z različnimi jedri dali podobne rezultate,
saj se v praksi njihova izbira podpornih vektorjev močno ujema [11]. Upo-
rabili smo implementacijo SVM iz knjižnice scikit-learn [19].
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Poglavje 3
Sopomenke in protipomenke
Par pomensko sorodnih besed je lahko par sopomenk ali par protipomenk.
Slovenska slovnica definira sopomenke kot ”besede, ki stvarno pomenijo več
ali manj isto, imajo pa lahko različne odtenke (in stilno vrednost)”, protipo-
menke pa kot besede z nasprotnim pomenom [24]. Slovenski jezik še nima
slovarja protipomenk [9].
3.1 Sopomenskost
Sopomenki se ujemata v najmanj enem njunih pomenov, hkrati pa sta v
enakovrednem razmerju – nobena ni nadpomenka drugi [15]. Par sopomenk
je zamenljiv v stavku brez izgube sporočilnosti. Sopomenskost ne obsega le
besed, temveč tudi besedne zveze, npr. stara mama/babica in celo posamezna
obrazila: otroč-ič/otroč-ek, -ič/-ek [15].
Večinoma v nizu sopomenk obstaja le ena slogovno nezaznamovana be-
seda. Najbližji sopomenki sta tujka in slovenska ustreznica, saj pravih dvojnic
(besedi z ujemanjem v vseh pomenih) skoraj ni. Sopomenke se glede na izvor
delijo na [15]:
• objektivne
– čustveno zaznamovane: mašina – avtomobil
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– jezikovnopolitično zaznamovane: kompjuter – računalnik
• subjektivne
– medjezikovne: bakalar – polenovka
– znotrajjezikovne
→ časovno zaznamovane: čitati – brati
→ zvrstno (ne)zaznamovane (knjižne, narečne, pogovorne):
kava – kafe, mulc – fant, bicikel – kolo
Sopomenskost je pomembna na vseh področjih izražanja, saj omogoča
podrobno izražanje posameznikovega vidika. Izjema so strokovna besedila,
kjer je jasnost ključnega pomena in bi uporaba sopomenk povzročila zmedo.
3.2 Protipomenskost
Protipomenke imajo vlogo v filozofiji, ki temelji na nasprotjih, v logiki pri
določanju pravilnosti izjav ter v govornǐstvu in literaturi predvsem v obliki
antiteze [9]. Ker človek dojema svet prek nasprotij, se z njimi ukvarja tudi
psihologija. Par protipomenk ima enako slovnično obliko in se med seboj loči
po pomenu. Protipomenskosti je več vrst [15, 7, 9].
• Zamenjavne ali konverzivne protipomenke izražajo relacijsko nasprotje
dveh konceptov, ki obstajata le hkrati, npr. mož – žena. Zamenjava
vrstnega reda osebkov je ekvivalentna uporabi protipomenke: negacija
izjave X je doľznik Y je Y je doľznik X in tudi X je upnik Y.
• Dopolnjevalne ali komplementarne protipomenke so paroma izključujoče,
npr. mrtev – živ. Veljavnost X je živ izključuje možnost X je mrtev.
• Skrajnostne ali polarne protipomenke, ki so večinoma pridevniki, se od
dopolnjevalnih ločijo po obstoju srednje vrednosti: visok – srednji –
nizek. Delimo jih lahko na dve skupini:
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– stopnjevalne ali gradacijske protipomenke, ki jih lahko stopnju-
jemo, npr. vrel – vroč – topel – (srednji) – hladen – mrzel – leden;
– usmerjena ali vektorska protipomenskost večinoma zajema glagole
v vzročno-posledičnem razmerju, ki nimajo eksplicitne srednje vre-
dnosti, npr. zapreti – (biti zaprt) – odpreti. Ta skupina protipo-
menk se naprej deli na nasprotnodejanjske, nasprotnoprocesne in
nasprotnosmerne.
• Koordinacijske sopomenke opisujejo položaj v prostoru ali času: sever
– jug, povsod – nikjer. Ciklične skupine takih besed nekateri navajajo
kot protipomenke, drugi pa ne [9]: pomlad – poletje – jesen – zima. Ta
skupina se deli na nasprotnopoložajne in nasprotnočasne protipomenke.
Skozi zgodovino se konsistentno kot protipomenke obravnava le stopnjevalne
protipomenke, v Slovenski slovnici pa so vključene tudi dopolnjevalne proti-
pomenke [7, 24]. V obravnavo smo vključili vse naštete skupine protipomenk.
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Poglavje 4
Podatkovna množica
V tem poglavju predstavimo vir vektorskih vložitev besed CLARIN.SI-embed.sl,
bazo CJVT, ki jo uporabimo kot vir sopomenk ter bazi SSKJ in SloWNet,
ki sta naša vira protipomenk. Nato opǐsemo izdelavo učne množice, ki jo
uporabljamo za strojno učenje in testne množice za evalvacijo modelov.
4.1 Vložitve
Uporabili smo VVB slovenskih besed iz datoteke embed.sl-token.ft.sg.vec.zip,
dostopne na spletni strani CLARIN.SI [14]. Vseh zapisov v uporabljeni zbirki
je slaba dva milijona in pol. Podatki za vložitve so bili pridobljeni iz več ob-
stoječih korpusov slovenščine, med drugim tudi korpusov GigaFida (vključuje
raznovrstna besedila, od časopisov in leposlovja do spletnih besedil, prepisov
parlamentarnih govorov ipd. [8]) in JANES (Jezikoslovna analiza nestandar-
dne slovenščine), ki črpa predvsem iz spletnih virov.
Te vektorske vložitve so tipa word2vec in uporabljajo preskočni n-gram iz od-
prtokodne knjižnice fastText. Vsak zapis sestoji iz besede in 99-dimenzionalnega
vektorja petmestnih decimalnih števil, primer zapisa je v tabeli 4.1.
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beseda vektorska vložitev besede
dobro -0.30813 0.04533 ... -0.38884 0.11648
Tabela 4.1: Primer zapisa v datoteki z VVB slovenščine.
4.2 Baza sopomenk
Sopomenke smo pridobili iz baze sopomenk na strani CJVT [13], ki je av-
tomatsko generiran slovar sopomenk sodobne slovenščine [12]. Črpa iz vi-
rov Velikega angleško-slovenskega slovarja Oxford-DZS ter korpusa GigaFida.
Spletni slovar sopomenk CJVT je odziven, kar pomeni, da njegova gradnja
nikoli ni zaključena in lahko uporabniki pripomorejo k prečǐsčevanju baze
slovarja tako, da ocenijo ustreznost generiranih podatkov.
Bazo je možno prenesti z repozitorija CLARIN.SI v obliki XML datoteke,
zapisi pa so sledeče oblike:
<entry>
<headword id="th.1">a</headword>
<groups_core>
<group>
<candidate score="0.149788">
<s id="th.1.1">ampak</s>
</candidate>
...
</group>
...
</groups_core>
<groups_near>
...
</groups_near>
</entry>
Podatki v sami bazi so razvrščeni po relevantnosti na groups core – naj-
ustrezneǰse sopomenke in groups near – bližnje protipomenke, kar nam je
omogočilo uporabiti le najbolj ustrezne sopomenke. Dobljeno množico sino-
nimov velikosti 83.609 smo prečistili besed, za katere nimamo vložitev, ter
pridobili 19.667 parov sinonimov.
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4.3 Baze protipomenk
Protipomenke smo poiskali v bazah SSKJ [6] ter SloWNet [5]. Dodatno smo
poiskali vse obstoječe kombinacije besed s predponami ne-, proti- in brez-.
Tako dobljeno datoteko smo ročno prečistili nesmiselnih kombinacij, kot sta
kaj–nekaj, no–brezno. Odstranili smo vse ponovljene zapise in besede, za
katere nimamo vložitev, ter dobili 1.340 parov protipomenk. Da bi povečali
množico, smo dodali še vrstice, kjer smo eno besedo zamenjali z njeno sopo-
menko, in dobili bazo 4.113 parov protipomenk.
4.3.1 Baza SSKJ
Baza SSKJ ima obliko HTML datoteke, za nas je pomembna le pot do pro-
tipomenk:
<div>
<span title="Iztočnica">abstrákten</span>
...
<span title="Protipomenka">ant. </span>
<span title="Protipomenka"><a>konkreten</a>:</span>
...
</div>
Iz baze smo s pomočjo Pythonove knjižnice regex poiskali protipomenke.
Na tak način smo pridobili 87 parov protipomenk.
4.3.2 Baza Slownet
Datoteka z bazo Slownet je oblike XML:
<SYNSET>
<ID>eng-30-00001740-a</ID>
...
<SYNONYM xml:lang="en">
<LITERAL sense="1" pwnid="able%3:00:00::">able</LITERAL>
</SYNONYM>
<SYNONYM xml:lang="sl">
<LITERAL lnote="auto">sposoben</LITERAL>
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<LITERAL lnote="auto">zmožen</LITERAL>
</SYNONYM>
...
<ILR type="near_antonym">eng-30-00002098-a</ILR>
...
</SYNSET>
Pri postopku iskanja antonimnih parov smo si pomagali z API-jem za de-
ljenje XML besedil: xml.etree.ElementTree. Najprej smo razčlenili besedilo
in pridobili ustrezajočo kombinacijo slovarjev in seznamov. Za vsak zapis
SYNSET, ki je v angleščini, smo poiskali in shranili sinonime v slovenskem
jeziku: SYNONYM xml:lang="sl" ter povezave v obliki id-ja na protipomenke:
ILR type="near_antonym". Nato smo poiskali zapis tipa SYNONYM s ta-
kim id-jem in shranili njegove slovenske sopomenke, če jih ima. Nazadnje
smo v datoteko zapisali vse pare iz obeh shranjenih seznamov. Dobljena
datoteka vsebuje 4.514 zapisov.
4.4 Množice za strojno učenje
Iz pridobljenih sopomenk in protipomenk smo sestavili množice za strojno
učenje izbranih modelov. Vsakemu paru protipomenk oziroma sopomenk
smo poiskali ustrezen par vektorjev v bazi vložitev. Dodali smo tudi in-
formacijo o razredu – z 0 smo označili sopomenke ter z 1 protipomenke.
Elementi ciljne množice imajo tako 199 stolpcev: 99 za vsako vložitev in
eno za razred. Podatkovna množica ima 8.433 vrstic, od tega 2.448 zapisov
protipomenk in 5.985 sopomenk. Dve vrstici te množice ilustrira tabela 4.2.
vložitev prve besede vložitev druge besede razred
-0.04002 ... 0.32501 -0.083065 ... -0.094982 1
0.019846 ... -0.17798 -0.1125 ... -0.77235 0
Tabela 4.2: Primera zapisov iz podatkovne množice.
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Da se izognemo pretiranemu prilagajanju učni množici, smo opisano množico
premešali ter razdelili na dva dela: 80% vseh podatkov za učenje klasifika-
torjev, 20% pa za končno testiranje. Tako imamo učno množico, ki obsega
7.019 zapisov in testno množico s 1.414 zapisi.
Ker je dobro, da so razredi približno enako zastopani, smo dodatno iz-
delali uravnoteženo podatkovno množico z 2.448 protipomenkami in 2.448
sopomenkami, ki jo uporabimo za ponovno učenje najbolje ocenjenih mode-
lov ter njuno testiranje. Tudi to smo premešali in razbili na uravnoteženo
učno množico, ki obsega 3.923 zapisov in uravnoteženo testno množico z 981
zapisi.
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Poglavje 5
Metodologija
V prvem razdelku opǐsemo obstoječe rešitve problema določanja protipo-
menk, v sledečih razdelkih pa našo rešitev. Naloge smo se lotili z iska-
njem ustreznega modela za ločevanje protipomenk od sopomenk. Primerjali
smo več modelov GNM in SVM. Najbolǰse modele smo ocenili s petkratnim
prečnim preverjanjem ter določili končni model, ki smo ga nato ocenili na
množicah sorodnih besed.
5.1 Sorodni pristopi luščenja sopomenk in pro-
tipomenk
Leta 2015 so Ono in sod. [17] predstavili dva modela VVB, ki neposredno
določata protipomenke: Word Embedding on Thesauri information (WE-
T), ki je treniran na sinonimnih in antonimnih parih iz tezavrov, ter Word
Embedding on Thesauri and Distributional information (WE-TD), ki po-
leg slovarskih podatkov uporablja še podatke o kontekstu. S tem WE-TD
omogoča tudi izračun podobnosti med še nevidenimi besedami. Ta pristop se
je izkazal za učinkoviteǰsega od predhodnih poskusov ločevanja protipomenk
od sopomenk. Rezultati WE-TD modela so dosegli 0.89 po F-oceni (angl. F-
score, tudi F1-score), ki je harmonična sredina preciznosti (angl. precision)
in priklica (angl. recall), kar je bolje od predhodnih modelov, ki pa so tudi
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presegali 0.80.
Nguyen in sod. [18] so leta 2016 opisali vektorsko vložitev, ki razširja pre-
skočni n-gram in vsebuje tudi podatke o slovničnem kontrastu. To dosežejo s
popravljenimi utežmi vektorjev značilk (angl. feature vectors), da pridejo za
kontrastnost pomembneǰsi vidiki besede bolj do izraza, s čimer je dosežena
večja kosinusna razdalja med protipomenkami kot med sopomenkami. Po-
pravljene uteži izkoristijo razlike med povprečnimi podobnostmi sopomenk
in povprečnimi podobnostmi protipomenk ciljne besede. Besede, ki se po-
gosteje pojavijo v stavku z originalno besedo, se bodo verjetneje pojavile
ob sopomenki kot ob protipomenki ciljne besede. Opisane vložitve, imeno-
vane distributional lexic-contrast embedding model (dLCE), uporabljene s
preskočnim n-gram modelom, so se izkazale pri napovedih protipomenk kot
tudi stopenj podobnosti. Povprečne preciznosti posameznih besednih vrst so
med 0.66 in 0.76, kar je znatno več od preciznosti dotedanjih standardnih
modelov.
Ista skupina raziskovalcev je leta 2017 predstavila NM imenovano Ant-
SynNET, ki izkoristi leksikalno-sintaktične vzorce iz razčlenitvenih dreves
[17]. Rešitev izhaja iz predpostavke, da je par sorodnih besed v stavčnem
vzorcu, tipičnem za protipomenke, bolj verjetno par protipomenk kot sopo-
menk. Primerne stavčne vzorce so pridobili iz velikega korpusa. Podatke
o dobljenih vzorcih, vključno z dolžino poti med besedama v skladenjskem
razčlenitvenem drevesu, so podali rekurenčni NM LSTM (long short-term
memory – nevronska mreža z dolgim kratkoročnim spominom). Dobljene
vložitve vzorcev so klasificirali z logistično regresijo. Drugi predlagani pri-
stop, kombinirani AntSynNET, upošteva vzorce in porazdelitev izbranih pa-
rov za izračun kombiniranih vektorjev. Te izračunajo z lepljenjem (konka-
tenacijo) VVB obeh besed ter njunega posebej definiranega skupnega vek-
torja. Kombinirani vektorji so nato ponovno klasificirani z uporabo logi-
stične regresije. Oba modela AntSynNET sta se izkazala za učinkoviteǰsa od
predhodnih dosežkov modelov, ki temeljijo na stavčnih vzorcih, izbolǰsana
je predvsem klasifikacijska točnost (CA). Primerjali so rezultate ob uporabi
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GloVe vložitev in lastnih dLCE vložitev, ki so se izkazale za bolǰse. F-ocena
klasifikacije kombiniranega AntSynNet-a glede na besedno vrsto se giba med
0.777 in 0.855.
5.2 Ločevanje protipomenk in sopomenk
Pri iskanju modela smo se omejili na SVM z nelinearnim jedrom in GNM z
1 do 3 skritimi nivoji. Modele smo naučili na učni množici ter izbrali tiste
z najbolǰso klasifikacijsko točnostjo. Točnost modelov smo ocenili na testni
množici, ki obsega 20% podatkov, ki jih nismo uporabili za učenje.
5.2.1 Modeli SVM
Ogledali smo si SVM modele z radialnimi in polinomskimi jedri. Parametre
smo prilagajali s pomočjo vizualizacije klasifikacijske točnosti (CA) modelov
nad različnimi obsegi vrednosti parametrov.
SVM z radialnim jedrom
Model SVM z radialnim jedrom prilagajata parametra C in γ (gamma). Pa-
rameter C je stopnja tolerance oziroma cena napačne klasifikacije elementa
in vpliva na kompleksnost ter zveznost odločitvene meje – previsoke vredno-
sti vodijo v pretirano prileganje podatkom. Parameter gamma pa si lahko
predstavljamo kot površino odločitvenega območja – pri visokih vrednostih
je površina manǰsa, zato lahko nastanejo otoki odločitvene meje okoli točk,
in obratno [1].
V izogib pretiranemu prileganju naši množici smo modele trenirali na učni
množici, ki obsega 80% vseh podatkov. Da smo lažje našli dobre parametre,
smo vizualizirali CA modelov pri različnih vrednostih C ter gamma. Upo-
rabili smo razred GridSearchCV iz knjižnice scikit-learn, ki ob klicu metode
fit za vsak par parametrov izdela model in ga trikratno prečno preveri. Med
drugim vrne povprečene rezultate preverjanj in par parametrov z najbolǰso
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oceno.
Sledili smo priporočilu na spletni strani scikit-learn [23], da v praksi nava-
dno zadošča preveriti logaritemsko mrežo med 10−3 in 103, če je maksimalna
vrednost na robu območja, pa to razširimo.
Slika 5.1: CA pri različnih vrednostih parametrov C in gamma.
Na toplotnem grafu 5.1 vidimo CA testiranja modelov glede na izbrane pa-
rametre. Razberemo, da je najugodneǰsi gamma manǰsi od 1, C pa naj bo
vsaj 1. Od izračunanih klasifikacijskih točnosti je najbolj ugodna pri C = 10
in gamma = 0.01. Iskanje ponovimo na manǰsem območju
C_range = numpy.logspace(0, 3, num=8)
gamma_range = numpy.logspace(-3, 0, num=8).
Na sliki 5.2 je rezultat drugega iskanja, najbolǰsa parametra pa sta C =
19.3 in gamma = 0.0518.
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Slika 5.2: CA pri različnih vrednostih parametrov C in gamma.
Postopek smo še nekajkrat ponovili, rezultati so združeni v tabeli 5.1.
Parametri so zaokroženi na tri številska mesta. Razponi parametrov so
izračunani z metodo logspace iz knjižnice numpy, ki potrebuje parametra
min in max kot eksponenta z osnovo 10, ali z linspace, ki vzame krajǐsči in-
tervala, podali smo pa še neobvezni parameter num – število točk. V zadnji
vrstici tabele so parametri modela z vrednostjo auto parametra gamma, kar
pomeni, da je gamma = 1
#atributov
= 1
198
≈ 0.0051.
Iz tabele smo vzeli najbolǰse kombinacije parametrov, naučili ustrezne
modele na celotni učni množici in jih shranili za pozneǰso evalvacijo.
SVM s polinomskim jedrom
Model SVM s polinomskim jedrom poleg parametra C, ki je cena napačne
klasifikacije, potrebuje parameter degree, stopnjo polinoma. Za določanje
parametrov smo uporabili enak postopek kot pri SVM z radialnim jedrom
s to razliko, da optimalno stopnjo ǐsčemo na intervalu [2, 5]. Najpogosteje
uporabljena stopnja je 2, saj vǐsje stopnje povzročajo pretirano prileganje.
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najbolǰsi rezultat
range C range gamma C gamma CA oznaka
logspace(−3, 3, 7) logspace(−3, 3, 7) 10 0.1 0.8782 svm-rbf-1
logspace(0, 2, 8) logspace(−3, −2, 8) 100 0.01 0.8725 svm-rbf-2
logspace(0, 2, 16) logspace(−3, −1, 16) 6.31 0.054 0.8850 svm-rbf-3
logspace(0, 1.5, 20) logspace(−3, −2, 20) 31.6 0.01 0.8736 svm-rbf-4
linspace(10, 50, 10) linspace(0.0, 0.5, 10) 14.4 0.056 0.8852 svm-rbf-5
linspace(10, 50, 10) linspace(0.005, 0.2, 10) 18.9 0.048 0.8856 svm-rbf-6
linspace(0, 3, 8) auto 373 0.005 0.8852 svm-rbf-7
Tabela 5.1: Najbolǰsi parametri SVM z radialnim jedrom
Slika 5.3: CA pri različnih parametrih C in degree.
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Na sliki 5.3 je prikazana CA v odvisnosti od parametrov C in degree v
drugem poskusu. Stopnja degree izgleda optimalna pri 2, C pa je ugoden šele
pri velikostnem redu sto ali tisoč. V tabeli 5.2 vidimo, da je najugodneǰsi
C reda 1000 pri stopnji 3. Pri nižjem obsegu parametra C dobimo slabši
rezultat. Izvedemo tudi iskanje pri privzeti vrednosti parametra degree, ki
je enaka 3. Ker previsok C – stopnja tolerance – lahko generira presplošen
model z nižjo točnostjo, se bomo pri teh parametrih ustavili, več pričakujemo
od modelov SVM z radialnim jedrom.
najbolǰsi rezultat
range C range degree C degree CA oznaka
logspace(−3, 3, 7) linspace(2, 5, 4) 1000 3 0.878 svm-poly-1
logspace(1, 5, 5) linspace(0, 3, 7) 1000 3 0.883 svm-poly-2
logspace(0, 3, 12) 3 152 3 0.876 svm-poly-3
Tabela 5.2: Najbolǰsi parametri SVM s polinomskim jedrom
5.2.2 Modeli nevronskih mrež
Preizkusili smo nekaj kombinacij Kerasovih plasti:
• Dense je gosto povezana plast, vsak nevron je povezan z vsemi ostalimi;
• Dropout poskrbi za bolǰso generalizacijo NM s tem, da izpusti podan
delež naključno izbranih vozlǐsč predhodne plasti med učenjem mreže.
Med napovedovanjem z modelom upoštevamo vse nevrone.
Vedno smo uporabili kot funkcijo izgube binarno prečno entropijo. Iz-
hodni nivo je definiran s številom razredov – ker imamo le razreda 0 in 1,
zadošča en izhod. Parametri, ki jih moramo določiti, so: število skritih
nivojev (1–3), število nevronov v posameznem nivoju, procent izpuščenih
nevronov (dropout) za vsak sloj ter število epoh učenja (prehodov čez učno
množico).
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Najprej smo si ogledali mrežo na sliki 5.4 s štirimi nivoji (dva skrita) z
izpuščanjem 20% nevronov zunanjih plasti in 50% nevronov skritih plasti.
Input Layer: Dense(k1, dropout=d1, activation=’sigmoid’)
Dense(k2, dropout=d2, activation=’sigmoid’)
Dense(k3, dropout=d2, activation=’sigmoid’)
Output Layer: Dense(1, dropout=d1, activation=’sigmoid’)
Slika 5.4: Model nevronske mreže z dvema skritima nivojema.
Parametre k1, k2 in k3 smo izbrali na sledeč način. Smiselno je, da
ima vhodni nivo največ nevronov in vsak naslednji manj, saj ima vhod 198
atributov, izhod pa enega. Za najustrezneǰso aktivacijsko funkcijo se je iz-
kazala sigmoidna ali logistična funkcija. Uporabili smo Kerasovo metodo
EarlyStopping, ki omogoča ustavitev učenja modela, kadar izguba na vali-
dacijski množici (validation loss) začne rasti. Parameter patience, ki pove,
koliko epoh naj metoda čaka pred zaustavitvijo, smo nastavili na 50.
V tabeli 5.3 je prikazana odvisnost testne CA od vrednosti parametra
dropout skritih ter zunanjih slojev GNM s parametri k1 = 64, k2 = 16, k3 =
4, epohe = 200. Dropout se uporablja za regularizacijo GNM, preprečuje
namreč pretirano prilagajanje podatkom. Dropout vhodnega in izhodnega
nivoja naj bi bil blizu 0, dropout skritih nivojev pa med 0 in 0.5; večinoma se
priporoča vrednost 0.5. Glede na maksimalno vrednost CA bi za nadaljnje
modele izbrali d1 = 0.05 in d2 = 0.1, a navadno je dropout skritih nivojev
precej bliže 0.5, zato v izogib pretiranemu prilagajanju vzamemo d2 = 0.2.
Najbolǰsi rezultati posameznih iskanj, ki smo jih uporabili za modele, so
zbrani v tabeli 5.4. V prvem stolpcu so vrednosti k1 označene z razponi,
uporabljene pa so le potence z osnovo 2; tako 128 − 1024 pomeni množico
{128, 256, 512, 1024}. V stolpcih 2−3 so zabeleženi faktorji razmerja števila
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d1 0.2 0.2 0.1 0.1 0.05 0.05 0.05 0
d2 0.5 0.4 0.4 0.2 0.2 0.1 0.05 0.2
CA 0.725 0.752 0.747 0.765 0.779 0.787 0.752 0.761
Tabela 5.3: CA v odvisnosti od parametrov d1 in d2
nevronov s številom v predhodnjem sloju – tako faktor 2 ob predhodnem
128 pomeni 128/8 = 64 nevronov. V naslednjih štirih stolpcih so zapisane
vrednosti parametrov v dveh ali treh najvǐsje ocenjenih modelih. Vidimo, da
so si rezultati blizu, najbolje pa se je odrezala GNM s petimi sloji z oznako
dnn-1.
k1 k1/k2 k2/k3 k3/k4 k1 k2 k3 k4 CA oznaka
128− 1024 2, 4, 8, 16 2, 4 2 256 32 16 8 0.864 dnn-1
128− 1024 2, 4, 8, 16 2, 4 2 256 128 644 32 0.858 dnn-2
128− 1024 2, 4, 8, 16 2, 4 2 256 128 64 32 0.841 dnn-3
64− 512 2, 4, 8 2, 4, 8 – 128 64 8 – 0.856 dnn-4
64− 512 2, 4, 8 2, 4, 8 – 128 16 2 – 0.853 dnn-5
32− 256 2, 4, 8, 16 – – 128 64 – – 0.858 dnn-6
32− 256 2, 4, 8, 16 – – 128 32 – – 0.854 dnn-7
Tabela 5.4: CA v odvisnosti od parametrov in števila slojev NM
5.3 Identifikacija izmed bližnjih sosedov
Izbranim besedam smo določili skupine 20 najbližjih besed glede na kosinusno
razdaljo v množici vseh vektorskih vložitev besed, ki obstajajo tudi v SSKJ.
Tako smo dobili kandidate za protipomenke in sopomenke izbranih besed, saj
so vložitve kontekstno sorodnih besed med seboj blizu. Primer take skupine
za besedo natančen:
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prenatančen precizen točen nenatančen detajlen
podroben zanesljiv izčrpen jasen pregleden
temeljit natančnež netočen hiter manualen
površen preprost eksakten jedrnat se
Vsako najdeno besedo smo nato klasificirali kot sopomenko ali protipomenko
izbrane besede.
Poglavje 6
Evalvacija in rezultati
V tem poglavju opǐsemo postopek izbire najbolǰsih modelov s petkratnim
prečnim preverjanjem na učni množici, ponovno učenje izbranih modelov na
uravnoteženi učni množici in njihovo oceno na uravnoteženi testni množici.
6.1 Modeli
Med vsemi dobro ocenjenimi modeli smo izbrali najbolǰso nevronsko mrežo in
najbolǰsi model tipa SVM. Uporabili smo metodo petkratnega prečnega pre-
verjanja, pri čemer smo vsak model testirali na istih razbitjih učne množice.
Rezultati so podani v tabeli 6.1. Najbolǰsa modela smo naučili na urav-
noteženi učni množici ter shranili za kasneǰso uporabo.
Na sliki 6.1 vidimo spreminjanje CA in izgube s številom epoh pri modelu
dnn-1a med učenjem. Ker okoli 400. epohe začne izguba naraščati, metoda
zgodnjega ustavljanja s toleranco 50 epoh ustavi učenje pred 450. epoho.
V tabeli 6.1 v 2. stolpcu vidimo povprečne rezultate petkratnega prečnega
preverjanja izbranih modelov. Najbolǰsi rezultat je dal model dnn-1 s petimi
sloji velikosti 256, 32, 16, 8 in 1. Najbolǰsi izmed SVM modelov je model
z oznako svm-rbf-5 z vrednostma parametrov C = 14.4 in gamma = 0.056.
Ta dva modela ponovno naučimo na uravnoteženi učni množici, označimo z
dnn-1a in svm-rbf-5a in uporabimo za pridobitev končnih rezultatov.
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oznaka povprečje prečnega preverjanja standardni odklon
svm-rbf-1 0.8868 0.0081
svm-rbf-2 0.8877 0.0047
svm-rbf-3 0.8984 0.0059
svm-rbf-4 0.8835 0.0074
svm-rbf-5 0.8965 0.0049
svm-rbf-5a 0.7772 0.0325
svm-rbf-6 0.8942 0.0046
svm-rbf-7 0.8827 0.0127
svm-poly-1 0.8852 0.0051
svm-poly-2 0.8833 0.0081
svm-poly-3 0.8284 0.0111
dnn-1 0.9104 0.0077
dnn-1a 0.8699 0.0107
dnn-2 0.8900 0.0011
dnn-3 0.8958 0.0059
dnn-4 0.8998 0.0047
dnn-5 0.8632 0.0046
dnn-6 0.8948 0.0066
dnn-7 0.8888 0.0078
Tabela 6.1: Povprečne CA modelov pri petkratnem prečnem preverjanju.
V tabeli 6.2 so zbrani podatki o končnih modelih, v predzadnjem stolpcu
je CA med učenjem modela, v zadnjem pa povprečna CA prečnega prever-
janja. Model dnn-1 ima CA 0.91, kar je odličen rezultat. Model dnn-1a z
istimi parametri ima CA 0.80, kar je znatno manj. Ocenili bomo dnn-1a, saj
pričakujemo bolj realne rezultate z modelom, učenim na podatkih z urav-
noteženimi razredi. Model svm-rbf-5 ima CA 0.89 in svm-rbf-5a ima CA
0.86, oceni sta blizu.
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oznaka parametri CA kfold avg
k1 k2 k3 k4 d1 d2
dnn-1 256 32 16 8 0.05 0.2 0.864 0.9104
dnn-1a 256 32 16 8 0.05 0.2 0.799 0.8699
C gamma
svm-rbf-5 14.4 0.056 0.885 0.8965
svm-5a 14.4 0.056 0.864 0.7772
Tabela 6.2: Parametri končnih modelov za klasifikacijo protipomenk.
Slika 6.1: Klasifikacijska točnost in izguba pri validaciji med učenjem modela
dnn-1a.
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6.2 Ocenitev ločevanja protipomenk in sopo-
menk
Rezultate modela dnn-1a na skupinah k-NN smo ocenili na uravnoteženi
testni množici, saj imamo v njej zbrane veljavne pare protipomenk in so-
pomenk. Vložitve bližnjih besed ǐsčemo v podmnožici VVB, ki obstajajo v
SSKJ. Za primerjavo ima datoteka vseh VVB čez 2 milijona vrstic, zapisov, ki
obenem obstajajo v SSKJ, pa je 67.656. V tabeli 6.3 vidimo možne ocene pra-
vilnosti klasifikacije (zadnji stolpec): pravilna, napačna in neznana; ob pre-
malo gotovih napovedih (med 0.5−delta in 0.5+delta za dan parameter delta)
pa nedefinirana/pravilna, nedefinirana/napačna, nedefinirana/neznana. Ne-
znan rezultat je možen, ker je naša testna množica le vzorčna. Drugi stolpec
nosi podatek o kandidatu za sopomenko oz. protipomenko; tretji stolpec po-
daja rezultat klasifikacije (metode predict našega modela), v četrtem pa je
podana zaokrožitev napovedi na najbližji razred. Takšna delitev rezultatov
nam bo pomagala oceniti točnost napovedi modelov.
izbrana beseda kandidat klasifikacija razred pravilnost klasifikacije
natančen netočen 0.917206 1 pravilna
natančen nenatančen 0.0141602 0 napačna
natančen precizen 0.92443895 1 neznana
socialen asocialen 0.5896928 1 nedefinirana/pravilna
sedanji nekdanji 0.49265146 0 nedefinirana/napačna
dostopen nepoznan 0.540354 1 nedefinirana/neznana
Tabela 6.3: Primer klasifikacije kandidatov iz sosedov izbranih besed.
Ker model svm-rbf-5a klasificira podatke le v razreda 0 in 1, nam zadošča
delitev pravilnosti klasifikacije na pravilno, napačno in neznano. Primer kla-
sifikacije modela je podan v tabeli 6.4.
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izbrana beseda kandidat klasifikacija pravilnost klasifikacije
slab dober 1 pravilna
dober slab 0 napačna
dober odličen 1 neznana
Tabela 6.4: Primer klasifikacije kandidatov iz sosedov izbranih besed.
6.2.1 Model dnn-1a
Poiskali smo skupine 20 najbližjih besed glede na kosinusno razdaljo vsem
besedam testne množice. Izvorno besedo smo dali v par z vsako od teh besed
in klasificirali par z modelom dnn-1a. Rezultati za delta = 0.1 so v tabeli
6.5, za delta = 0.2 v tabeli 6.6 in za delta = 0.3 v tabeli 6.7
napoved/ definirana nedefinirana
pravilnost klasifikacije razred 1 razred 0 razred 1 razred 0 vsota
pravilna 144 5 1 5 155
napačna 1 19 0 4 124
neznana 15668 693 16361
vsota 15837 981 16640
Tabela 6.5: Pravilnost napovedi modela dnn-1a glede na napovedani razred
pri delta = 0.1.
Iz podatkov v tabelah 6.5, 6.6 in 6.7 lahko izračunamo CA z upoštevanjem
nedefiniranih pravilnosti in brez njih. Iz tabele 6.8 lahko razberemo, da je
omejevanje razredov bolj uspešno od preproste zaokrožitve. Najbolǰsa CA
je blizu 0.7, kar je dober rezultat. Izkaže se, da je nastavitev parametra
delta > 0.1 bolǰsa kot vključitev nedefiniranih rezultatov (delta = 0).
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napoved/ definirana nedefinirana
pravilnost klasifikacije razred 1 razred 0 razred 1 razred 0 vsota
pravilna 138 4 7 6 155
napačna 1 107 0 16 124
neznana 14236 2125 16361
vsota 14486 2154 16640
Tabela 6.6: Pravilnost napovedi modela dnn-1a glede na napovedani razred
pri delta = 0.2.
napoved/ definirana nedefinirana
pravilnost klasifikacije razred 1 razred 0 razred 1 razred 0 vsota
pravilna 106 1 39 9 155
napačna 1 46 0 77 124
neznana 8200 8161 16361
vsota 8354 8286 16640
Tabela 6.7: Pravilnost napovedi modela dnn-1a glede na napovedani razred
pri delta = 0.3.
delta 0.1 0.2 0.3
CA 0.539 0.568 0.695
CA z nedefiniranimi 0.556 0.556 0.556
Tabela 6.8: CA napovedi modela dnn-1a glede na vključitev neklasificiranih
parov.
6.2.2 Model svm-rbf-5a
Rezultati klasifikacije modela so v tabeli 6.9. Izračunana CA je enaka 0.588,
kar je slabše od CA napovedi dnn-1a z delta = 0.3, a bolǰse kot dnn-1a s
parametrom delta = 0. Rezultat modela svm-rbf-5a ni optimalen, ampak
pokaže, da je z njim koreliranost možno odkriti. CA je namreč večja od 0.5,
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kar bi ustrezalo naključnemu določanju razreda.
pravilnost klasifikacije razred 1 razred 0
pravilna 138 26
napačna 8 108
neznana 15007
vsota 16640
Tabela 6.9: CA napovedi glede na napovedani razred pri modelu svm-rbf-5a.
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Poglavje 7
Zaključek
V okviru diplomske naloge smo raziskali možnost prepoznave parov protipo-
menk od parov sopomenk s pomočjo njihovih vektorskih vložitev in modelov
strojnega učenja.
Za najbolǰsega izmed modelov globokih nevronskih mrež se je izkazala
nevronska mreža s petimi nivoji s povprečjem prečnega preverjanja klasifika-
cijske točnosti 0.910, učena na uravnoteženi učni množici pa 0.870. Najbolǰsi
izmed modelov tipa SVM je dosegel povprečno klasifikacijsko točnost 0.897,
učen na uravnoteženi učni množici pa 0.777. Klasifikacijsko točnost smo oce-
njevali za vsako besedo med 20 najbližjimi sosedi in jo preverjali na testni
množici. Najbolje ocenjeni model GNM klasificira protipomenke in sopo-
menke s CA = 0.556, z neupoštevanjem vrednosti med 0.2 in 0.8 pa se CA
poveča na 0.695. Končni model SVM napoveduje s CA = 0.588, kar je bolje
od GNM z upoštevanjem vseh vrednosti. Za ponovitev iskanja modelov nam
je zmanjkalo časa, prav tako za iskanje sosedov po celotni množici VVB, saj
je iskanje bližnjih besed časovno zahtevno.
Glavna prednost pristopa je v naravi vektorskih vložitev besed, saj je
razdalja (bližina) med njimi povezana z njihovo pomensko in skladenjsko
prepletenostjo. Naštejmo še nekaj slabosti in omejitev pristopa. Šibkost
pristopa je, da ne moremo določiti protipomenk besede, če nimamo njene
vektorske vložitve. Izbrana vložitev, word2vec, ne loči med besedami, ki se
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enako zapǐsejo, izgovarjava in pomen pa sta drugačna. Pomene vseh različnih
enakopisnic tako združi v eno vektorsko vložitev. Pri določanju protipomenk
nismo upoštevali, da se delijo na več skupin, ki se razlikujejo v načinu kontra-
stnosti – lahko so medsebojno izključujoče (dan – noč), lahko se stopnjujejo
(visok – nizek) ali so relacijsko nasprotne (kupec – prodajalec).
Za pridobitev ustrezneǰsih modelov bi bilo treba ponoviti iskanje para-
metrov na uravnoteženi učni množici, za bolǰse rezultate pa razširiti razpon
neupoštevanih vrednosti in iskati po celotni množici VVB z večjim številom
sosedov. Za doseganje bolǰsih rezultatov bi bilo potrebno konstruirati prila-
gojene vložitve, ki bi upoštevale tudi kontrastnost besed, kot je predlagano
v članku [18]. Še ena možna izbolǰsava bi bila uporaba ELMo ali BERT
vložitev, ki za vsak stavek, v kateri nastopa beseda, ustvarita ločeno vek-
torsko predstavitev. Posledično vložitvi bolje ločita besede po različnih po-
menih; tako obravnavata npr. besedi klòp – žival in klóp – predmet ločeno.
Obe vložitvi lahko rešita tudi problem še nedoločenih besed. Model bi bil
uspešneǰsi tudi ob upoštevanju različnih vrst protipomenskosti in morda so-
pomenskosti ter ob upoštevanju besednih vrst, a s tem bi problem razširili
na klasifikacijo v več razredov. Pomagale bi tudi dodatne značilke v učni
množici, recimo kosinusna podobnost besed in razdalja v številu besed med
izbranima besedama. Prav bi prǐslo tudi bolj podrobno preiskovanje pro-
stora parametrov in večja globina GNM ali uporaba rekurzivnih NM, recimo
LSTM, ki se uporablja v procesiranju stavkov in drugih zaporedij [22].
Literatura
[1] Chris Albon. SVC parameters when using RBF kernel. Dostopno
na: https://chrisalbon.com/machine_learning/support_vector_
machines/svc_parameters_using_rbf_kernel, 2005. [Dostopano: 20.
8. 2019].
[2] Samy Bengio and Georg Heigold. Word embeddings for speech recogni-
tion. Fifteenth Annual Conference of the International Speech Commu-
nication Association, 2014.
[3] François Chollet et al. Keras. https://keras.io, 2015. [Dostopano:
20. 8. 2019].
[4] G. Cybenko. Approximation by superpositions of a sigmoidal function.
Mathematics of Control Signal Systems, zv. 2: str. 303–314, 1989.
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Klemenc in Kaja Dobrovoljc. Thesaurus of modern slovene 1.0. Dose-
gljivo: http://hdl.handle.net/11356/1166, 2018. Slovenian language
resource repository CLARIN.SI.
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