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Abstract In recent era prediction of enzyme class from an unknown protein is one of the challeng-
ing tasks in bioinformatics. Day to day the number of proteins is increases as result the prediction of
enzyme class gives a new opportunity to bioinformatics scholars. The prime objective of this article
is to implement the machine learning classification technique for feature selection and predictions
also find out an appropriate classification technique for function prediction. In this article the
seven different classification technique like CRT, QUEST, CHAID, C5.0, ANN (Artificial Neural
Network), SVM and Bayesian has been implemented on 4368 protein data that has been extracted
from UniprotKB databank and categories into six different class. The proteins data is high dimen-
sional sequence data and contain a maximum of 48 features.To manipulate the high dimensional
sequential protein data with different classification technique, the SPSS has been used as an ex-
perimental tool. Different classification techniques give different results for every model and shows
that the data are imbalanced for class C4, C5 and C6. The imbalanced data affect the performance
of model. In these three classes the precision and recall value is very less or negligible. The exper-
imental results highlight that the C5.0 classification technique accuracy is more suited for protein
feature classification and predictions. The C5.0 classification technique gives 95.56% accuracy and
also gives high precision and recall value. Finally, we conclude that the features that is selected
can be used for function prediction.
Keywords Protein function prediction · enzyme classification · classification techniques ·
UniProtKB
1 Introduction
Protein is a sequence of amino acids binding with the peptide bond that play an important
role in maintaining the life [Karunapala, 2015]. Generally, it works in cells and help in func-
tion and regulation of tissues and organs of body [Das et al., 2015,Jackson and Bartek, 2009,
Weinberg and Chandel, 2015,Yang et al., 2015,Li et al., 2017] The sequence of amino acids deter-
mines the function and structure of Protein. Mainly protein has three different structures Pri-
mary, Secondary and Tertiary. Protein function predictions play a key role to understand the
diseases and a therapy to cure from diseases. Apart from experimental analysis several other ap-
proaches have been designed and implemented for protein function prediction like sequence similar-
ity [Piovesan et al., 2015], clustering [Rentzsch and Orengo, 2013], protein interaction [Kotlyar et al., 2014]
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and many more [Li et al., 2016]. Several studies have been conducted to predict the function. Basi-
cally, the protein function prediction can be done by using sequence similarity, structure similarity
or both. These method takes a lot of resources and computation time to predict the functions
[Singh and Tripathi, 2016].
From the last decades, it seems that the computational technique such as machine learning
classification technique has been used for functional discovery and prediction of proteins that re-
duces the computation cost as well as human effort and increase the accuracy of function predication
[Lee et al., 2008,Yadav and Jayaraman, 2012,Garg and Raghava, 2008,Mer and Andrade-Navarro, 2013,
Jensen et al., 2002]. [Dobson and Doig, 2005] proposed a new method for enzyme class predic-
tion from protein and said that the overall accuracy of the proposed model is 35%. Further
[Borro et al., 2006] used Bayesian classification technique and shows that the accuracy is improved
and it is 45%. [Lee et al., 2008] used the machine learning approach for function prediction and
used total 484 features for function prediction. In this article author used random forest technique
and claimed that the accuracy is about 94.23%. Apart from these researches several other researches
have been conducted for protein function prediction with the help of machine learning technique
such as SVM, ANN and Decision Tree and many researches indicates that the SVM gives better
results than other classification technique [Singh and Tripathi, 2016]. [Yadav et al., 2015] used the
SVM for protein function predictions. [Lin et al., 2011] used SVM for finding DNA-binding sites.
[Wu et al., 2008] used the random forest to predict DNA-binding with the help of DNA-binding
proteins and amino acid. In this article author mentioned that the hybrid approach of features
selection may give better results and improve the accuracy of model. [Amidi et al., 2016] used the
SVM and Nearest Neighbor classification technique for function prediction and claimed that the
accuracy has been reached to 93.4%. Most of the research has used SVM as a classification tech-
nique to predict the function but this classification technique works efficiently for non-liner high
dimensional data. The nature of the protein data is non-linear and have high dimension, but in
many cases, it seems that the several features value are missing and SVM did not account this one
and by using only one classification technique, we cannot say that the particular classification tech-
nique is suited for classification and predictions. To cover the missing data along with all possible
data, in this article we made a comparative analysis of seven different classification technique like
CRT, QUEST, CHAID, C5.0, ANN, SVM and Bayesian and found that the accuracy is above of
86 for all models and C5.0 gives highest accuracy above of 86%. The C5.0 classification technique
is capable to handle non-linearly high dimensional data including missing value. Finally, we can
conclude that the C5.0 is more suited in such type of data sets.
This article gives a comparative analysis of seven different classification technique on 4386
number of sample data of proteins that are classified into 6 different classes. In this article, first
we discuss the process of data extraction that is one of the important parts of classification and
prediction, feature extraction process and performance evaluation metrics in section 2. Section 3
deals with the experimental results and analysis and finally section 4 concludes the article.
2 Data and Methods
In this section we have discussed data and important machine learning and statistical techniques
that are implemented for protein classification.
2.1 Data collection
To predict the functional behavior of proteins from a wide range of different proteins a signifi-
cant assignment.To do this, the UniProtKB (UniProtKnowledgebase) [Poux et al., 2017] has been
widely used. The data of UniProtKB is classified into two categories i.e. reviewed and un-reviewed.
The reviewed dataset known as Swiss-Prot and contains 557,992 proteins. TrEMBL is un-reviewed
dataset and contains 120,243,849 proteins.Generally, the reviewed dataset has been used for pro-
tein function prediction, because the data are reviewed and corrected by the user forums and
communities [Karp, 1998]. The Swiss-Prot dataset contains several organisms. In this study, we
have considered only human organism and extracted the protein data of humans enzyme class
for protein classification. This data set contains total 4,368 no ofsamples of six different enzyme
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classes such as Oxidoreductases, Transferases, Hydrolases, Lyases, Isomerases, and Ligases (shown
in Table 1). This data set of proteins is used in experimental analysis and for finding best suitable
features for function prediction.
Table 1: Protein Data Description
Class Name No. of Proteins
EC1 Oxidoreductases 562
EC2 Transferases 1790
EC3 Hydrolases 1629
EC4 Lyases 149
EC5 Isomerases 112
EC6 Ligases 126
2.2 Feature extraction
Feature selection for protein function prediction is one of the major tasks, because every pro-
tein contains a huge amount of feature. In real world a protein has many features and some of
the features having very less significance in function prediction. The prime objective of feature
selection is to eliminate the less significant feature that helps in accurate prediction and classifi-
cation [Caruana and Sa, 2003,Hall and Holmes, 2003]. Although, the feature that are eliminated
may provide additional information that may improve the classification and prediction but adds
the additional cost in classification and model may give different result. Several filter and wrapper
feature selection techniques are available to extract potential feature. The wrapper techniques used
machine learning technique; however, the filter technique used manual filtering process of feature
selection and it is faster than wrapper. In this study we have used filter technique and select 45
potential features, which are present in all six classes of enzyme of humans protein (shown in table
1). These features are valuable in protein function prediction.
2.3 Classification of protein in enzyme class
The proteins data are classified into six enzyme class (table 1) and every protein contains a set of
features. Several studies related to protein classification mentioned that some of the proteins are
wrongly classified into different class which affect the accuracy of function prediction. To classify
proteins, several classification techniques are available. We have used the following classification
techniques for protein classification: (i) CRT, (ii) QUEST, (iii) CHAID, (iv) C5.0, (v) ANN, (vi)
SVM and (vii) Bayesian.
(i) CRT: In this classification, first data are classified with the help of classification tree and
the predictions are based on the regression tree [Schwartz et al., 2011].
(ii) QUEST: It is a tree based binary classification technique. It reduces the computation
time than the others tree-based classification. In this classification, the statistical test has been
conducted to select an input field. It also separates the input selection and the splitting of trees
[Zwartjes et al., 2016].
(iii) CHAID: It is a tree-based model for classification and prediction of variables and also
find the interaction between variables. It builds a non-binary tree by using multiple regression.
The main objective of the CHAID technique is to find how one variable affect the performance of
other variables [Milanovic´ and Stamenkovic´, 2016].
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(iv) C5.0: It is an extension of ID3 algorithm of decision tree. It produces a binary tree with
multiple branch. It deals with all possible data including the missing features. It is discrete and
continuous in nature [Pang and Gong, 2009].
(v) ANN: It is basically used to estimate the performance of biological networks. In this tech-
nique the learning process is based on adjustment of weight between connection of neurons and
the output of the model is depends on the activation function [Liang and Bose, 1996].
(vi) SVM: It is one of the most influenced classification techniques based on statistical learn-
ing for classifications and prediction of data [Vapnik, 2013,Nizar et al., 2008,Haijun et al., 2007,
Samb et al., 2012,Tiwari and Srivastava, 2014] It deals with wide variety of classification problems
including the non-linearly high dimensional problem.
(vii) Bayesian: It is a graph-based classification technique. In this technique, the node rep-
resents the set of variables and the edge between nodes represents the conditional dependency be-
tween nodes. It also used in classification of sequence data [Cheeseman et al., 1988,Han et al., 2011].
2.4 Performance evaluation metrics
To estimate the performance of above mentioned seven classifiers, the following evaluation met-
rics: (a) Accuracy (AC), (b) Sensitivity (ST), (c) Specificity (SP), (d) F-measure and (e) MCC
(Matthews correlation coefficient) are used in this research [Baldi et al., 2000,Matthews, 1975],
which are described as:
AC =
(TP + TN)
(TP + FN + FP + TN)
(1)
ST =
TP
(TP + FN)
(2)
SP =
TN
(FP + TN)
(3)
F −measure =
(2× PR×RC)
(PR+ RC)
(4)
MCC =
((TP × TN)− (FP × FN))
((TP + FP )(TP + FN)(TN + FP )(TN + FN))
(5)
Where TP, FP, TN and FN represent the total numbers of true positive, false positive, true
negative and false negative of proteins respectively. Precision (PR) and Recall (RC) are equivalent
to sensitivity and specificity respectively.
2.5 Experimental result and analysis
In this section, our main objective of experimental analysis is to find a small set of features for
function prediction. To do this, first we have extracted the humans protein data with 45 features,
after that we have used above mentioned seven classification techniques for function predictions.
Different classification techniques select different feature for functions predictions. To predict the
functions which are plays important role in the function prediction, we have used SPSS as an
experimental tool. Our experimental result show that some of the features are present in all the
seven classification techniques. The list of selected features with their importance factor given in
bracket for every model is shown in Table 2.
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Table 2: List of features selected by different models with their importance factor
Model Total No. of
selected fea-
tures
Selected Feature with importance factor
CRT 27 Beta strand(0.00040), Glycosylation(0.0013), Topological domain(0.0013),
Site(0.0013), Peptide(0.0013), Signal peptide(0.0013), Disulfide bond(0.0013),
Modified residue(0.0013), Mass(0.0013), Erroneous termination(0.0013), Natural
variant(0.0013), Transmembrane(0.0013), Chain(0.0013), Turn(0.0013), Sequence
conflict(0.0013), Erroneous initiation(0.0013), utagenesis(0.0013), Length(0.0013),
Propeptide(0.0013), Compositional bias(0.0013), Region(0.0074), Helix(0.0121),
Domain(0.0723), Binding site(0.0918), Active site(0.2334), Metal binding(0.2653),
Nucleotide binding(0.292)
QUEST 18 Nucleotide binding(0.00), Binding site(0.00), Domain(0.0025), Erroneous termina-
tion(0.0025), Coiled coil(0.0025), Beta strand(0.0025), Disulfide bond(0.0025),
Chain(0.0025), Helix(0.0025), Turn(0.0025), Modified residue(0.0025), Re-
gion(0.0025), Mutagenesis(0.0025), Compositional bias(0.0025), Propeptide(0.0025),
Transit peptide(0.2524), Metal binding(0.2754), Active site(0.4399)
CHAID 15 Length(0.0004), Turn(0.0065), Signal peptide(0.0067), Region(0.0077), Motif(0.0111),
Binding site(0.0174), Mass(0.0185), Glycosylation(0.0254), Modified residue(0.0284),
Domain(0.0466), Zinc finger(0.0572), Helix(0.0614), Nucleotide binding(0.1519),
Metal binding(0.1829), Active site(0.3778)
C5.0 37 Site(0.0), Signal peptide(0.0), Disulfide bond(0.0), Helix(0.0) Modified residue(0.0),
Region(0.0),Domain(0.0), Beta strand(0.0), Repeat(0.0), Sequence conflict(0.0), Se-
quence caution(0.0), Length(0.0), Initiator methionine(0.0), Compositional bias(0.0),
Topological domain(0.0003), Erroneous initiation(0.001), Calcium binding(0.0011),
Mass spectrometry(0.0011), Natural variant(0.0015), Erroneous gene model
prediction(0.0022), Non-standard residue(0.00410), Alternative sequence(0.0052),
Motif(0.0054), Transmembrane(0.0055), Glycosylation(0.0077), Frameshift(0.008),
Cross-link(0.0297), Mass(0.0321), Turn(0.0346), Mutagenesis(0.0427), Propep-
tide(0.078), Nucleotide binding(0.086), Metal binding(0.1098), Transit pep-
tide(0.1101), Zinc finger(0.1145), Binding site(0.1275), Active site(0.192
ANN 45 Peptide(0.0025), Coiled coil(0.0063), Calcium binding(0.0064), Erroneous transla-
tion(0.007), DNA binding(0.0077), Sequence conflict(0.009), Intramembrane(0.0095),
Erroneous termination(0.01), Signal peptide(0.0107), Erroneous gene model predic-
tion(0.0112), Compositional bias(0.0112), Alternative sequence(0.0114), Transmem-
brane(0.0129), Disulfide bond(0.0129), Mass(0.0133), Initiator methionine(0.0136),
Length(0.0137), Domain(0.0139), Sequence caution(0.0153), Lipidation(0.0154), Gly-
cosylation(0.0179), Topological domain(0.0186), Turn(0.0193), Mutagenesis(0.0195),
Site(0.0208), Frameshift(0.0219), Motif(0.022), Erroneous initiation(0.0224), He-
lix(0.0252), Chain(0.0259), Natural variant(0.0262), Modified residue(0.0268),
Propeptide(0.0306), Region(0.0319), Beta strand(0.0339), Repeat(0.0351), Tran-
sit peptide(0.0364), Cross-link(0.0368), Binding site(0.0389), Mass spectrome-
try(0.0397), Non-standard residue(0.0423), Zinc finger(0.0438), Active site(0.047),
Metal binding(0.05), Nucleotide binding(0.0533)
SVM 45 Active site, Alternative sequence, Beta strand, Binding site, Calcium binding, Chain,
Coiled coil, Compositional bias, Cross-link, DNA binding, Disulfide bond, Domain,
Erroneous gene model, prediction, Erroneous initiation, Erroneous termination, Erro-
neous translation, Frameshift, Glycosylation, Helix, Initiator methionine, Intramem-
brane, Length, Lipidation, Mass, Mass spectrometry, Metal binding, Modified residue,
Motif, Mutagenesis, Natural variant, Non-standard residue, Nucleotide binding, Pep-
tide, Propeptide, Region, Repeat, Sequence caution, Sequence conflict, Signal peptide,
Site, Topological domain, Transit peptide, Transmembrane, Turn, and Zinc finger.
Bayesian 45 Signal peptide(0.0108), Beta strand(0.0158), Helix(0.0163), Mutagenesis(0.0167),
Mass spectrometry(0.0167), Glycosylation(0.0168), Intramembrane(0.0172), Do-
main(0.0172), Erroneous termination(0.0172), Erroneous translation(0.0172),
Disulfide bond(0.0172), Modified residue(0.0172), Peptide(0.0172), Non-standard
residue(0.0172), Mass(0.0172), Length(0.0172), Repeat(0.0173), Sequence con-
flict(0.0173), Cross-link(0.0174), Frameshift(0.0174), Chain(0.0175), Lipida-
tion(0.018), Erroneous initiation(0.0181), Calcium binding(0.0187), Initiator
methionine(0.019), Metal binding(0.0202), Coiled coil(0.021), DNA binding(0.0221),
Region(0.0224), Natural variant(0.0226), Nucleotide binding(0.0231), Alternative
sequence(0.0235), Topological domain(0.0237), Sequence caution(0.0241), Compo-
sitional bias(0.0245), Turn(0.0245), Transmembrane(0.0262), Zinc finger(0.0263),
Site(0.0281), Binding site(0.0284), Active site(0.0335), Motif(0.0343), Propep-
tide(0.0344), Erroneous gene model prediction(0.0362), Transit peptide(0.0753)
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In this table (Table 2) one can clearly see that the CHAID classification technique select minimum
number of features, i.e, 15 and the ANN, SVM and Bayesian classification technique select all of
the features. This table also highlight the importance factor of all selected features for all models
and one can see that a small number of features have high importance in the all model excluding
SVM. Feature with high impact for every model is shown in Table 3.
Table 3: Model with high impact value
Model Feature Selected with high impact value
CRT Nucleotide binding(0.292)
QUEST Active site(0.4399)
CHAID Active site(0.3778)
C5.0 Active site(0.192
ANN Nucleotide binding(0.0533)
SVM All
Bayesian Transit peptide(0.0753)
From Table 3 one can conclude that the Active site feature have high importance is QUEST,
CHAID and C5.0, Nucleotide binding having high impact in CRT and ANN. Finally, we can
conclude that the Active site features plays a significance role in feature selection. In SVM all
features have equal importance in classification. To find the optimal set of features that affect the
classification and prediction, first we have analysed the impact of most influential features of every
model and validated with the validation technique.
(i) CRT based classification
To find the optimal set of features that affect the function predictions, we have used CRT classifica-
tion technique. In this classification, first data are classified with the help of classification tree and
the predictions are based on the regression tree. The CRT classification is implemented on total
4,368 no of proteins of six different enzyme classes with 45 different features. This classification
technique classified total 27features out of 45 are predicted for function predictions. The result of
the predicted functions and the performance of model on our data-set is shown in Table 4.
Table 4: Performance result of the CRT model for all classes
C1 C2 C3 C4 C5 C6
True positive (TP) 228 1482 1149 0 0 0
True negative (TN) 3632 1749 2233 4219 4256 4242
False positive (FP) 174 829 506 0 0 0
False negative (FN) 334 308 480 149 112 126
Accuracy 88.36996337 73.96978022 77.42674 96.58883 97.4359 97.11538
Sensitivity 0.40569395 0.827932961 0.705341 0 0 0
Specificity 0.954282712 0.678432894 0.815261 1 1 1
Precision 0.567164179 0.641280831 0.69426 #DIV/0! #DIV/0! #DIV/0!
Recall 0.40569395 0.827932961 0.705341 0 0 0
F-measure 0.473029046 0.722750549 0.699756 #DIV/0! #DIV/0! #DIV/0!
MCC 0.416953394 0.498902024 0.518965 #DIV/0! #DIV/0! #DIV/0!
(ii) QUEST:
It is a tree based binary classification technique. It reduces the computation time than the others
tree-based classification. In this classification, the statistical test has been conducted to select an
input field. It also separates the input selection and the splitting of trees. To find the optimal set
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of features, the QUEST has been implanted by using SPSS tool on above mentioned dataset. This
classification techniques classified total 18 features for predictions. The result of the performance
of this model is shown in Table 5.
Table 5: Performance result of the QUEST model for all classes
C1 C2 C3 C4 C5 C6
True positive (TP) 0 1544 1148 0 0 0
True negative (TN) 3806 1483 2158 4219 4256 4242
False positive (FP) 0 1095 581 0 0 0
Fasle negative (FN) 562 246 481 149 112 126
Accuracy 87.13369963 69.29945 75.68681 96.58883 97.4359 97.11538
Sensitivity 0 0.86257 0.704727 0 0 0
Specificity 1 0.575252 0.787879 1 1 1
Precision #DIV/0! 0.58507 0.663968 #DIV/0! #DIV/0! #DIV/0!
Recall 0 0.86257 0.704727 0 0 0
F-measure #DIV/0! 0.697223 0.68374 #DIV/0! #DIV/0! #DIV/0!
MCC #DIV/0! 0.4403 0.487123 #DIV/0! #DIV/0! #DIV/0!
iii) CHAID (Chi-square Automatic Interaction Detection)
It is a tree-based model for classification and prediction of variables and also find the interaction
between variables. It builds a non-binary tree by using multiple regression. The main objective of
the CHAID technique is to find how one variable affect the performance of other variables. The
CHAID classification is implemented on total 4,368 no of proteins of six different enzyme classes
with 45 different features. This classification technique classified total 15 features out of 45 are
predicted for function predictions. The result of the predicted functions and the performance of
model on our data-set is shown in Table 6.
Table 6: Performance result of the CHAID model for all classes
C1 C2 C3 C4 C5 C6
True positive (TP) 241 1466 1260 0 0 18
True negative (TN) 3646 1878 2257 4219 4256 4201
False positive (FP) 160 700 482 0 0 41
Fasle negative (FN) 321 324 369 149 112 108
Accuracy 88.9881 76.55678 80.5174 96.58883 97.4359 96.58883
Sensitivity 0.428826 0.818994 0.773481 0 0 0.142857
Specificity 0.957961 0.728472 0.824023 1 1 0.990335
Precision 0.600998 0.676824 0.723307 #DIV/0! #DIV/0! 0.305085
Recall 0.428826 0.818994 0.773481 0 0 0.142857
F-measure 0.500519 0.741153 0.747553 #DIV/0! #DIV/0! 0.194595
MCC 0.448509 0.538502 0.5901 #DIV/0! #DIV/0! 0.193123
(iv) SVM:
It is one of the most influenced classification techniques based on statistical learning for classifica-
tions and prediction of data [7,8,9]. It deals with wide variety of classification problems including
the non-linearly high dimensional problem. It provides more efficient predication than others clas-
sification problem. But it requires a set of key parameters. We have implemented this technique
on our data sets and we found that it takes all 45 features as an input and predict total 45 number
of features for function prediction.The result of performance of the SVM is shown in Table 7
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Table 7: Performance result of the SVM model for all classes
C1 C2 C3 C4 C5 C6
True positive (TP) 164 1495 1113 19 15 32
True negative (TN) 3646 1694 2303 4209 4242 4215
False positive (FP) 160 884 436 10 14 27
False negative (FN) 398 296 516 129 97 94
Accuracy 87.22527 73.00824 78.20513 96.79487 97.45879 97.22985
Sensitivity 0.291815 0.834729 0.683241 0.128378 0.133929 0.253968
Specificity 0.957961 0.657099 0.840818 0.99763 0.996711 0.993635
Precision 0.506173 0.628415 0.718528 0.655172 0.517241 0.542373
Recall 0.291815 0.834729 0.683241 0.128378 0.133929 0.253968
F-measure 0.370203 0.717026 0.700441 0.214689 0.212766 0.345946
MCC 0.319136 0.485712 0.529741 0.280731 0.254267 0.359015
(V) C5.0
It is an extension of ID3 algorithm of decision tree. It produces a binary tree with multiple branch.
It deals with all possible data including the missing features. It is discrete and continuous in nature.
In protein function predictions several data have missing some features value. This classification
technique is more suited in this case. We have implemented this technique on our data set and
found that it selects maximum number of features i.e. 37 in functions predictions. The performance
of this model is shown in Table 8.
Table 8: Performance result of the C5.0 model for all classes
C1 C2 C3 C4 C5 C6
True positive (TP) 452 1653 1463 83 58 69
True negative (TN) 3722 2332 2530 4192 4246 4228
False positive (FP) 84 246 209 27 10 14
Fasle negative (FN) 110 137 166 66 52 57
Accuracy 95.55861 91.23168 91.41484 97.87088 98.5348 98.37454
Sensitivity 0.80427 0.923464 0.898097 0.557047 0.527273 0.547619
Specificity 0.97793 0.904577 0.923695 0.9936 0.99765 0.9967
Precision 0.843284 0.870458 0.875 0.754545 0.852941 0.831325
Recall 0.80427 0.923464 0.898097 0.557047 0.527273 0.547619
F-measure 0.823315 0.896178 0.886398 0.640927 0.651685 0.660287
MCC 0.798225 0.821479 0.817599 0.637929 0.664363 0.667282
(Vi) Bayesian Network
It is a graph-based classification technique. In this technique, the node represents the set of variables
and the edge between nodes represents the conditional dependency between nodes. It also used
in classification of sequence data. Our protein data is a sequence data, so that this technique is
useful in classification and prediction of data. We have implemented this technique on our dataset
and found that it selects total 45 features in classification and predict 45 number of features for
function prediction. The performance of Bayes network model is shown in Table 9.
(Vii) ANN
It is basically used to estimate the performance of biological networks. In this technique the learning
process is based on adjustment of weight between connection of neurons. The activity of the neural
network is referred as the liner combination of set of neurons and the output of the model is
Protein Classification using Machine Learning and Statistical Techniques: A Comparative Analysis 9
Table 9: Performance result of the Bayesian model for all classes
C1 C2 C3 C4 C5 C6
True positive (TP) 124 1557 931 19 20 18
True negative (TN) 3695 1332 2432 4200 4252 4230
False positive (FP) 111 1246 307 19 4 12
Fasle negative (FN) 438 233 698 130 92 108
Accuracy 87.43132 66.14011 76.99176 96.58883 97.8022 97.25275
Sensitivity 0.220641 0.869832 0.571516 0.127517 0.178571 0.142857
Specificity 0.970836 0.51668 0.887915 0.995497 0.99906 0.997171
Precision 0.52766 0.555476 0.752019 0.5 0.833333 0.6
Recall 0.220641 0.869832 0.571516 0.127517 0.178571 0.142857
F-measure 0.311167 0.677988 0.649459 0.203209 0.294118 0.230769
MCC 0.284152 0.396426 0.492998 0.240444 0.379821 0.283779
depends on the activation function. This technique also helps in classification of sequence-based
data. We have implemented neural network model on our data set and found that it has taken all
45 features as an input and predict all 45 features for function prediction. The performance of the
Neural network is shown in Table 10.
Table 10: Performance result of the ANN model for all classes
C1 C2 C3 C4 C5 C6
True positive (TP) 156 1471 1248 0 0 0
True negative (TN) 3566 1805 2259 4219 4256 4242
False positive (FP) 240 773 480 0 0 0
Fasle negative (FN) 406 319 381 149 112 126
Accuracy 85.21062 75 80.28846 96.58883 97.4359 97.11538
Sensitivity 0.27758 0.821788 0.766114 0 0 0
Specificity 0.936942 0.700155 0.824754 1 1 1
Precision 0.393939 0.655526 0.722222 #DIV/0! #DIV/0! #DIV/0!
Recall 0.27758 0.821788 0.766114 0 0 0
F-measure 0.325678 0.729301 0.743521 #DIV/0! #DIV/0! #DIV/0!
MCC 0.250162 0.513573 0.58435 #DIV/0! #DIV/0! #DIV/0!
3 Analysis of result
In this section our main objective is to find out the appropriate model for protein function pre-
dictions. To do this, we have made two different comparative analysis: (i) Model wise comparative
analysis of all model for every classes and (ii) Class wise comparative analysis of all model. These
two comparative analyses help in finding the appropriate model for function prediction and also
helps to find out the appropriate model for every class. The class wise comparative analysis of
performance of CRT based model is shown in Table 11.
Table 11: A Comparative analysis of performance of CRT for all class
Accuracy Sensitivity Specificity Precision Recall F-measure MCC
C1 88.36996337 0.40569395 0.954282712 0.567164179 0.40569395 0.473029046 0.416953394
C2 73.96978022 0.827932961 0.678432894 0.641280831 0.827932961 0.722750549 0.498902024
C3 77.42673993 0.7053407 0.815261044 0.694259819 0.7053407 0.699756395 0.518965253
C4 96.58882784 0 1 #DIV/0! 0 #DIV/0! #DIV/0!
C5 97.43589744 0 1 #DIV/0! 0 #DIV/0! #DIV/0!
C6 97.11538462 0 1 #DIV/0! 0 #DIV/0! #DIV/0!
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It can be clearly seen that the accuracy of class 5 is 97.4358, the sensitivity of class 2 is 0.8279, the
specificity of the class 4, 5, & 6 is 1, the Precision of class 3 is 0.6942, the recall is 0.8279 for class
2, the F-measures is 0.7227 for class 2 and the MCC is 0.5189 for class 3 is high as compare to
other classes. If we consider the accuracy as a measure then this model works good for class 5 and
class 6, because both of the classes accuracy have very less difference, but their precision and recall
ration is zero. Therefore, we can say that this model is under-fitting in case of class C4, C5 and
C6 and over-fitting in case of class C1, C2 and C3. If we consider class C1, C2 and C3, then it can
be clearly seen that the class C1 accuracy is more than the other 2 classes, but their precision and
recall value is relatively lesser than the class C2 and C3. If we consider the higher precision, recall
and F-measures, then the performance of this model is good for class C2. If we consider MCC as
an evaluation metrics, then class C3 is good. Finally, we can conclude that the CRT based model
works efficiently for class C2. The class wise comparative analysis of performance of QUEST based
model is shown in Table 12.
Table 12: A Comparative analysis of performance of QUEST for all class
Accuracy Sensitivity Specificity Precision Recall F-measure MCC
C1 87.13369963 0 0 0 0 0 0
C2 69.29945055 0.862569832 0.575252133 0.585070102 0.862569832 0.697222849 0.440299636
C3 75.68681319 0.704726826 0.787878788 0.663967611 0.704726826 0.683740322 0.487123099
C4 96.58882784 0 1 #DIV/0! 0 #DIV/0! #DIV/0!
C5 97.43589744 0 1 #DIV/0! 0 #DIV/0! #DIV/0!
C6 97.11538462 0 1 #DIV/0! 0 #DIV/0! #DIV/0!
Here it can be clearly seen that the performance of the QUEST model on this data set is degraded as
compare to the CRT model. Model is underfitted in case of class C1, C4, C5, and C6 and overfitted
in case of class C2 and C3, because the data are imbalanced. This model works efficiently for class
C5, when we consider high accuracy, in case of high sensitivity, recall or high F-measure, it works
for class C2, and in case of high specificity, precision, or MCC, then model works efficiently for class
C3. Finally, we can conclude that the QUEST model works efficiently on class C3 data and produce
an average performance in every measure. The class wise comparative analysis of performance of
CHAID based model is shown in Table 13.
Table 13: A Comparative analysis of performance of CHAID for all class
Accuracy Sensitivity Specificity Precision Recall F-measure MCC
C1 88.98809524 0.428825623 0.957961114 0.600997506 0.428825623 0.500519211 0.448508664
C2 76.55677656 0.818994413 0.728471683 0.676823638 0.818994413 0.741152679 0.538501997
C3 80.51739927 0.773480663 0.824023366 0.723306544 0.773480663 0.747552655 0.59010047
C4 96.58882784 0 1 #DIV/0! 0 #DIV/0! #DIV/0!
C5 97.43589744 0 1 #DIV/0! 0 #DIV/0! #DIV/0!
C6 96.58882784 0.142857143 0.990334748 0.305084746 0.142857143 0.194594595 0.193123061
In Table 13, it can be clearly seen that the performance of CHAID is much better than the CRT
and QUEST. Here, the model is underfitted in case of Class C4 and C5 an overfitted in case of
other classes. The CRT and QUEST model are underfitted in case of class C4 and C5 and also
here it is underfitted. If we consider high accuracy, then this model works efficiently for, class C5,
when consider only sensitivity, then model fitted for class C2, in case of high specificity model
works efficiently for class C6, when we consider precision, F-measures or MCC, then model works
efficiently for class C3 and in case we consider only recall then it works efficiently for class C2.
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Finally, we can conclude that this model works efficiently for class C3 and produce on average
performance in every measure. The class wise comparative analysis of performance of C5.0 based
model is shown in Table 14.
Table 14: A Comparative analysis of performance of C5.0 for all class
Accuracy Sensitivity Specificity Precision Recall F-measure MCC
C1 95.55860806 0.804270463 0.977929585 0.843283582 0.804270463 0.823315118 0.798224848
C2 91.23168498 0.923463687 0.904577192 0.870458136 0.923463687 0.896177826 0.821479485
C3 91.41483516 0.898096992 0.923694779 0.875 0.898096992 0.886398061 0.817598839
C4 97.87087912 0.55704698 0.993600379 0.754545455 0.55704698 0.640926641 0.637928913
C5 98.53479853 0.527272727 0.997650376 0.852941176 0.527272727 0.651685393 0.664362603
C6 98.37454212 0.547619048 0.99669967 0.831325301 0.547619048 0.660287081 0.667282006
Table 14 shows that the performance of C5.0 model is much better than the CRT, QUEST and
CHAID. This model classify data appropriately and produce balanced result and the accuracy in all
classes in above of 90%. Similarly, if we consider the accuracy as a measure, then this model works
efficiently for class C5, in case of sensitivity, it works efficiently for class C2, in case of specificity
and precision, the model works efficiently for class C5 and C3 respectively. If we consider recall,
F-measures or MCC, it works efficiently on class C2 data. If we consider all measures, then it works
efficiently for class C2, because all measures value is above of 80%. The class wise comparative
analysis of performance of ANN based model is shown in Table 15.
Table 15: A Comparative analysis of performance of ANN for all class
Accuracy Sensitivity Specificity Precision Recall F-measure MCC
C1 85.21062271 0.277580071 0.936941671 0.393939394 0.277580071 0.325678497 0.25016218
C2 75 0.821787709 0.700155159 0.655525847 0.821787709 0.729300942 0.513573088
C3 80.28846154 0.76611418 0.82475356 0.722222222 0.76611418 0.743521001 0.584349942
C4 96.58882784 0 1 #DIV/0! 0 #DIV/0! #DIV/0!
C5 97.43589744 0 1 #DIV/0! 0 #DIV/0! #DIV/0!
C6 97.11538462 0 1 #DIV/0! 0 #DIV/0! #DIV/0!
This model performs as similar to CRT and under-fitted for class C4, C5 and C6 and over-fitted
for rest of the classes. As per accuracy, one can say that the model works efficiently for class C5
and produce similar specificity value for class C4, C5 and C6. If we consider high precision or recall
value, it works efficiently for class C3 and C2 respectively. When we consider, F-measures or MCC
as an evaluation metrics then the model works efficiently for class C3. Overall, we can say that the
Neural network model works efficiently for class C3 and produce on average value for all measures
above of 70%. Table 16 shows the class wise comparative analysis of performance of SVM based
model.
Table 16: A Comparative analysis of performance of SVM for all class
Accuracy Sensitivity Specificity Precision Recall F-measure MCC
C1 87.22527473 0.291814947 0.957961114 0.50617284 0.291814947 0.37020316 0.319135622
C2 73.00824176 0.834729202 0.657098526 0.628415301 0.834729202 0.717026379 0.485711627
C3 78.20512821 0.683241252 0.840817817 0.718528083 0.683241252 0.700440529 0.529740958
C4 96.79487179 0.128378378 0.99762977 0.655172414 0.128378378 0.214689266 0.280731068
C5 97.45879121 0.133928571 0.996710526 0.517241379 0.133928571 0.212765957 0.254266514
C6 97.22985348 0.253968254 0.993635078 0.542372881 0.253968254 0.345945946 0.3590152
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It performs almost similar to C5.0 and can say that the successor model of CRT, QUEST, CHAID
and Neural. As similar to previous model, it works efficiently for class C5 when we consider accuracy
as an evaluation metrics. If we consider either sensitivity or F-measures, it works efficiently for class
C2. If we consider either precision, recall or MCC, it works efficiently for class C3. When we find
the overall performance of this model in every measure, it works efficiently for class C3. The
comparative analysis of performance of Bayesian model can see in Table 17.
Table 17: A Comparative analysis of performance of Bayesian for all class
Accuracy Sensitivity Specificity Precision Recall F-measure MCC
C1 87.43131868 0.220640569 0.970835523 0.527659574 0.220640569 0.311166876 0.284151839
C2 66.14010989 0.869832402 0.516679597 0.555476275 0.869832402 0.677988243 0.396426093
C3 76.99175824 0.571516268 0.887915298 0.752019386 0.571516268 0.649459365 0.492997705
C4 96.58882784 0.127516779 0.995496563 0.5 0.127516779 0.203208556 0.240444234
C5 97.8021978 0.178571429 0.99906015 0.833333333 0.178571429 0.294117647 0.379821433
C6 97.25274725 0.142857143 0.997171146 0.6 0.142857143 0.230769231 0.283779477
This model performs as similar to SVM and C5.0 and give balanced result. In this table number
in boldfaces indicates that the model performs efficiently for respective class. From the above
discussion it can be clearly seen that the accuracy of all model is high for class C5 as compare to
other classes and rest of the measures value is different for different class, however the precision
and recall value for class C5 is relatively very low or negligible in every model. From the above
analysis we can conclude that the almost all of the above classification technique work efficiently
for class C3 excluding the CRT and Bayesian. The CRT and Bayesian classification technique work
efficient for class C2. The experimental results highlight that the Class C4, C5 and C6 data are
comparatively more imbalance than the class of C1, C2 and C3. Finally, we can conclude that the
C5.0, SVM and Bayesian classification technique can be used for data classification and function
prediction, because the protein data is non-linear high dimensional sequence data and also have
missing features value. As we know that the SVM can be used for non-liner high dimensional data,
the C5.0 can be used for all possible data including missing value and the Bayesian is suitable
for sequence data. As a result, the above discussed classification technique is more suited in case
of protein data classification and prediction. But our experimental analysis highlights that the
C5.0 gives highest value for all class in all models for every measures. Therefore, based on the our
experimental analysis we can conclude that the C5.0 is more suited in protein classification. The
above discussion has not found a way to know the exact classification technique for particular class.
To do this, we have made a comparative analysis of performance of all classification technique for
all classes with respect to accuracy, precision, recall, f-measures, MCC, sensitivity and specificity.
The comparative result shown in figure 1 to figure 7.
Fig. 1: Comparative analysis of accuracy for all models and classes
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Here it can be clearly seen that the accuracy for class C3, C4, C5 and C6 are very skew and
have high accuracy for all model rather than the class C1, C2 and C3. The Bayesian based model
give less accuracy than other models for all classes. The accuracy of C5.0 model is high for all
classes.
Fig. 2: Comparative analysis of Precision for all models and classes
In figure 2, the value at point 1 indicates the ”#DIV/0!”. The ”#DIV/0!” indicates that the
models are under-fitted in those class. Here it can be seen that the C5.0 models gives high precision
value for all classes and the QUEST gives very low precision value for class C1. The high precision
value indicates that the C5.0 gives a balanced result in protein classification.
Fig. 3: Comparative analysis of Recall for all models and classes
Form figure 3, it is clearly seen that the recall value is high for class C2 and C3 with respect to
other class and the C5.0 model gives high recall value for every class of data. On the other hand
the CRT gives lower value for class C4, C5 and C6, Quest gives lower value for C1, C4, C5 and
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C6 class of data, CHAID gives lower value for C4 and C5 class of data and ANN gives lower recall
value for C4, C5 and C6 class of data.
Fig. 4: Comparative analysis of F-measure for all models and classes
In figure4, the value at point 1 for class indicate the ”#DIV/0!”. Here it can be clearly seen
that the f-measure value for all class is high in C5.0 and have very less margin for class C2 and C3
in all model. The quest produce very less f-measure value for class C1, that is 0.
Fig. 5: Comparative analysis of MCC for all models and classes
The value at point 1 indicates that the ”#DIV/0!” in figure 5. The C5.0 based model gives
highest MCC value for all class and the QUEST based Model gives lowest value for class C1 i e.
0. Here it can be clearly seen that the MCC value for class C2 and C3 in all models have very less
variations. Finally, we can conclude that, if we have consider MCC as a evaluation metrics then
C5.0 is more suited in classification rather than others.
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Fig. 6: Comparative analysis of Sensitivity for all models and classes
The result of the sensitivity is almost similar to the recall value. Lower the sensitivity higher
the precision value. The lower sensitivity value may give a highest selection value. As similar to
the other measures the C5.0 model gives high sensitivity value than others.
Fig. 7: Comparative analysis of Specificity for all models and classes
In figure 7, it can be clearly seen that the half of the class gives ”#DIV/0!” value for all models.
All these class data are under-fitted in this model. In this measure the C5.0 gives high specificity
value than others and the QUEST give lower specificity value for class C1.
Finally, we can conclude that the Model C5.0 gives better results than the other measures. The
highest performance value for all classes and the models are shown in Table 18.
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Table 18: Highest performance of all model for all class
C5.0 CRT QUEST SVM CHAID BAYESIAN ANN
Accuracy All Class - - - - - -
Sensitivity All Class - - - - - -
Specificity C1, C2, C3 C4, C5 C4, C5 - C4 - C4, C5
Precision All Class - - - - - -
Recall All Class - - - - - -
F-measure All Class - - - - - -
MCC All Class - - - - - -
This table indicates that the C5.0 classification technique gives better result than others classifica-
tion technique on my data set. Here it can be clearly seen that the all performance measures except
Specificity gives better result, when we use C5.0 classification technique. The specificity of class
C1, C2 and C3 are best in C5.0 and rest of the class specificity gives best result in CRT, QUEST,
CHAID and Neural network-based model. The specificity of class C3, C4 and C5 is low in C5.0
classification model because the data of class C3, C4 and C5 are more imbalanced than C1, C2
and C3. Finally, we can say that C5.0 classification technique performs better in our dataset. To
prove this, we have performed another experimental analysis that cover all data as a single data
set (not in class) using SPSS tool. The result of the analysis is shown in Table 19
Table 19: Overall performance table of all models
S.No. Model Data Accuracy Elapsed time
Correct Wrong Correct Wrong
1 CRT 2,925 1,443 66.96% 33.04% 0 hours, 0 mins, 40 secs
2 QUEST 2,692 1,676 61.63% 38.37% 0 hours, 0 mins, 1 secs
3 CHAID 2,985 1,383 68.34% 31.66% 0 hours, 0 mins, 5 secs
4 C5.0 3,778 590 86.49% 13.51% 0 hours, 0 mins, 2 secs
5 ANN 2,900 1,468 66.39% 33.61% 0 hours, 0 mins, 2 secs
6 SVM 2,837 1,531 64.95% 35.05% 0 hours, 0 mins, 39 secs
7 BAYSEAN 2,669 1,699 61.10% 38.90% 0 hours, 0 mins, 3 secs
This table gives a brief summary of different classification technique including the prediction of
total correct and wrong data, accuracy of correct and wrong data and total elapsed time that has
been taken by machine to predict and produce the result. From Table 19, one can clearly seen that
the C5.0 classification technique classifies total 3778 out of 4368 sample as a correct and very less
total 590 samples as wrong. The overall accuracy of C5.0 classification technique on this data set is
86.49 and also takes very less amount of computation time i.e. 2 sec. From the above discussion, it
can be concluded that the C5.0 classification technique performs better than the other classification
technique. So, finally, we can say that C5.0 classification technique can be use as a classification
technique to classify the protein data and these 37 features (shown in Table 2) that are classified
by C5.0 can be used for function prediction.
4 Conclusions
Many previous researcheshave been conducted in the field of computational biology and deter-
mine the meaningful and accurate features for protein function prediction. Here we discuss seven
different type of classification techniques such as CRT, QUEST, CHAID, C5.0, ANN, SVM and
BAYSEAN for protein feature classification and predictions. For classification and predictions, we
have conducted an experimental analysis on 4368 numbers of sample data of proteins of human
category. The experimental results highlight the properties of different classification techniques
and found that class C4, C5 and C6 data are more imbalanced than the others class of data.
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The imbalanced data affect the performance of classification techniques, as a result the precision
and recall value of these classes data are relatively very low than others classes.The experimental
result shown here suggest that the C5.0 classification technique can be used for classification and
prediction of protein based on features, and the features that are classified can be used in function
prediction.
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