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FINDING ENTRIES OF MAXIMUM ABSOLUTE VALUE IN
LOW-RANK TENSORS
LARS GRASEDYCK˚, LUKAS JUSCHKA: , AND CHRISTIAN LO¨BBERT˚
Abstract. We present an iterative method for the search of extreme entries in low-rank tensors
which is based on a power iteration combined with a binary search. In this work we use the HT-
format for low-rank tensors but other low-rank formats can be used verbatim. We present two
different approaches to accelerate the basic power iteration: an orthogonal projection of Rayleigh-
Ritz type, as well as an acceleration of the power iteration itself which can be achieved due to the
diagonal structure of the underlying eigenvalue problem. Finally the maximizing index is determined
by a binary search based on the proposed iterative method for the approximation of the maximum
norm. The iterative method for the maximum norm estimation inherits the linear complexity of
the involved tensor arithmetic in the HT-format w.r.t. the tensor order, which is also verified by
numerical tests.
1. Introduction. Scientific computing with functions, vectors and matrices in
low rank formats allows us to tackle even high-dimensional and extreme scale prob-
lems, provided the underlying mathematical objects allow for a low rank approxima-
tion. In this article we focus on the task of postprocessing low rank matrices and
tensors. Our guiding problem is to find the entry of maximum absolute value in a
low rank object without accessing every entry. Such a task is the discrete analogue
to finding global optima and thus of general interest. While this is straight-forward
for rank one, it is surprisingly difficult for ranks beyond one. The seminal idea for
finding the maximum absolute value efficiently stems from the PhD thesis of Mike
Espig [5] where the problem is reformulated as a diagonal (extreme scale) eigenvalue
problem. The latter can e.g. be solved by a simple power iteration, and in case that
there is a unique maximizer, the corresponding eigenvector is rank one. Hence, it
makes sense to approximate the eigenvector by low rank (cf. [6] for a recent approach
independently of this article). However, if several entries are of similar size, then the
power iteration can be arbitrarily slow, the iterates cannot be approximated by low
rank and a truncation to low rank may destroy convergence altogether.
In this article we provide much more advanced approaches for finding the maxi-
mum by subspace acceleration and a squaring trick. Without truncation we are able
to prove a uniformly good convergence rate of 1{2 for computing the } ¨ }8-norm and
based on this we devise a divide and conquer strategy to find the corresponding entry.
The article is structured as follows: In Section 2 we introduce the HT-format
followed by the problem for rank one or elementary tensors in Section 3. In Section 4
we summarize the power iteration approach and give examples that underline the
involved difficulties. In Section 5 we provide the subspace acceleration and in Sec-
tion 6 the squaring trick. Finally, in Section 7 we explain how one can determine the
entry of maximum absolute value based on the so far introduced iterative methods.
We conclude by giving numerical examples in Section 8 that show the benefits and
limitations of the algorithms.
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2. Low-rank formats for tensors. We denote the entry of an order d tensor
a P RI , I “
Śd
µ“1 Iµ, by
aris “ ari1, . . . , ids , i “ pi1, . . . , idq P I.
For larger tensor order d " 2 a full (entrywise) representation is not feasible (cf. the
curse of dimensionality [3, 2]) and additional structure is required. In the following
we use low rank tensors that generalize the matrix rank.
Definition 2.1 (Elementary tensors). A tensor a P RI is called elementary
tensor or rank 1 tensor if
a “
dâ
µ“1
upµq “ up1q b ¨ ¨ ¨ b updq, upµq P RIµ , µ “ 1, . . . , d. (2.1)
The CP-rank (Canonical Polyadic) [14] of a tensor a P RI is defined as the minimum
number rankpaq “ r P N0 such that
a “
rÿ
k“1
U p1qr‚, ks b ¨ ¨ ¨ b U pdqr‚, ks, U pµq P RIµˆr, µ “ 1, . . . , d. (2.2)
For computational purposes the minimum number r of terms is not necessary, instead
any representation of the form (2.2) with reasonably small r is sufficient. Such a
representation is called CP-format with representation rank r. The corresponding set
is defined by
Rr :“ ta P R
I : rankpaq ď ru. (2.3)
These sets are numerically difficult and thus a different type of rank is commonly used
which is based on matricizations.
Definition 2.2 (t-matricization). Let a P RI . We denote
It :“
ą
µPt
Iµ and Irts :“
ą
µRt
Iµ, t Ď t1, . . . , du (2.4)
and we use the short notation
it “ piµqµPt, it P It irts “ piµqµRt, irts P Irts. (2.5)
Then the t-matricization Mtpaq P R
ItˆIrts of a is defined by
Mtpaqrit, irtss :“ aris, i “ pi1, . . . , idq P I,
i.e. a rearrangement of a into a matrix with row index set It and column index set Irts.
For the CP-format, instead of all tensor entries ari1, . . . , ids of some tensor a P R
I ,
the matrices U pµq P RIµˆr from the right-hand side of (2.2) are stored. Assuming all
tensor directions to be of the same size n “ #Iµ, this sums up to a storage complexity
of dnr, which is linear in the tensor order d. Despite of this desirable linear complexity
in d, the CP-format has two drawbacks: on the one hand, the CP-rank is in general
NP-hard to determine, cf. [15], on the other hand, the set (2.3) is not closed for tensors
of higher order d ě 3, cf. [4, 12]. This fact can render the numerical treatment of
tensors in CP-format difficult.
For the Tucker format the corresponding set is closed, cf. [12], but the storage
complexity w.r.t. the tensor order d is exponential.
The above mentioned complexities and shortcomings transfer to many arithmetic
operations, such as dot products or Hadamard products, which are involved in the
algorithms presented in this article. All of the shortcomings can be resolved by using
the Hierarchical Tucker format (HT-format) introduced in the following.
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Figure 2.1: Two different dimension trees for tensor order d “ 4.
2.1. The Hierarchical Tucker format. An HT-format for a tensor a P RI ,
I “
Śd
µ“1 Iµ, is based on a hierarchy of all tensor directions D :“ t1, . . . , du, which
can be expressed by a binary tree, referred to as dimension tree, cf. [8, 12]:
Definition 2.3 (Dimension tree). For a tensor space RI , I “
Śd
µ“1 Iµ, by
D “ t1, . . . , du we denote the set of all tensor directions. A corresponding dimension
tree TD is a tree with the following properties:
(a) all vertices of TD are non-empty subsets of D,
(b) the root vertex of TD is the set D: rootpTDq “ D,
(c) all vertices t P TD with #t ą 1 have two disjoint successors sonsptq “ ts1, s2u
with
t “ s1 9Ys2 (disjoint union).
A dimension tree TD for a tensor order d P N, D “ t1, . . . , du, is thus a binary
tree with singletons tµu, µ “ 1, . . . , d, at the leaf vertices. Two examples of dimension
trees for tensor order d “ 4 are shown in Figure 2.1.
The HT-format is again defined by matricizations, cf. Definition 2.2, where the
subsets t Ď t1, . . . , du are the subsets t P TD of the underlying dimension tree TD
which determines the structure of the HT-format:
Definition 2.4 (Hierarchical Tucker format (HT-format)). Let a P RI , I “Śd
µ“1 Iµ, be a tensor and TD, D “ t1, . . . , du, a dimension tree. Furthermore, for all
t P TD let
Mtpaq “ U
ptqpV ptqqJ, U ptq P RItˆrt , V ptq P RIrtsˆrt , (2.6)
It, Irts as in (2.4), be a decomposition of the t-matricization of a, where the U
ptq,
t P TD, are referred to as frames: the columns of U
ptq span the range of Mtpaq,
especially for t “ D we assume (2.6) to be chosen such that
a “MDpaq “ U
pDq (2.7)
holds, i.e. V pDq “ 1 P R1ˆ1. A Hierarchical Tucker format (HT-format) for a is then
defined by
(a) the above matrices U ptµuq P RIµˆrtµu for all leaf vertices tµu, µ “ 1, . . . , d, of TD
and
(b) transfer tensors bptq P Rrtˆrs1ˆrs2 at all non-leaf vertices t P TD, sonsptq “
ts1, s2u, with rD “ 1 at the root, which fulfill for all k “ 1, . . . , rt,
U ptqr‚, ks “
rs1ÿ
k1“1
rs2ÿ
k2“1
bptqrk, k1, k2sU
ps1qr‚, k1s b U
ps2qr‚, k2s, (2.8)
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i.e. the transfer tensor bptq holds the coefficients of the linear combination (2.8)
by which the frame U ptq can be obtained from the frames U ps1q and U ps2q.
The vector r “ prtqtPTD containing the numbers of columns of the frames U
ptq, t P TD,
is called representation rank of the HT-format. Notice that we always assume rD “ 1
at the root, i.e. U pDq contains only one column, namely MDpaq “ a, cf. (2.7).
Definition 2.5 (Hierarchical Tucker rank (HT-rank)). The Hierarchical Tucker
rank (HT-rank) of a tensor a P RI , I “
Śd
µ“1 Iµ, w.r.t. some dimension tree TD,
D “ t1, . . . , du, is defined as the vector r “ prtqtPTD containing the smallest possible
numbers rt, t P TD, such that an HT-format of a with representation rank r exists.
Notice that by (2.6) the components rt, t P TD, of the HT-rank of a P R
I ,
I “
Śd
µ“1 Iµ, w.r.t to some dimension tree TD are the ranks of the respective matri-
cizations Mtpaq P R
ItˆIrts , denoted as
ranktpaq :“ rankpMtpaqq.
According to (2.3) for r P NTD0 , rD “ 1, we define the set Hr as
Hr :“ ta P R
I : ranktpaq ď rt, t P TDu, (2.9)
i.e. the set of all tensors for which an HT-representation with representation rank r
exists. It can be shown that Hr is a closed subset of R
I , cf. [12].
Evaluation of tensor entries. Let a P RI , I “
Śd
µ“1 Iµ, be represented in the
HT-format w.r.t. some dimension tree TD, i.e. at the leaf vertices tµu P TD the
matrices U ptµuq P RIµˆrtµu are stored and at the non-leaf vertices t P TD the transfer
tensors bptq P Rrtˆrs1ˆrs1 , sonsptq “ ts1, s2u, are stored. The tensor entries aris,
i “ pi1, . . . , idq P I, are thus not available explicitly but can be computed recursively:
by (2.7) we have
aris “ U pDqris,
which can be evaluated by using (2.8):
U pDqris “
(2.8)
rt1ÿ
k1“1
rt2ÿ
k2“1
bpDqrk1, k2sU
pt1qrit1 , k1sU
pt2qrit2 , k2s, sonspDq “ tt1, t2u,
(2.10)
where we use the notation (2.5) for sub-indices of i P I corresponding to some subset
t Ď t1, . . . , du. The columns U pt1qr‚, k1s and U
pt2qr‚, k2s are either stored explicitly (if
the corresponding vertex t1 or t2 is a leaf of TD) or can again be evaluated recursively
by using (2.8). By this means, the tensor entries aris, i P I, of a can be evaluated with
a computational work growing like Opdr3q, i.e. linearly with the tensor order d, when
r P N is an upper bound for the components of the representation rank r “ prtqtPTD .
Storage complexity. The storage complexity for a tensor a P RI , I “
Śd
µ“1 Iµ,
in HT-representation w.r.t. some dimension tree TD also grows linearly with the
tensor order d (as for the CP-format): assuming all tensor directions to be of the
same size n “ #Iµ and a bound r P N for the components of the representation rank
r “ prtqtPTD of a, nr real numbers have to be stored at each leaf vertex tµu P TD,
µ “ 1, . . . , d, cf. Definition 2.4 (a), and r3 real numbers have to be stored at each
interior vertex (neither leaf nor root) and r2 real numbers at the root. Taking into
account that a dimension tree TD, D “ t1, . . . , du, consists of d leaf vertices and d´ 1
non-leaf vertices, this sums up to a storage complexity of Opdpnr ` r3qq.
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Arithmetic operations in the HT-format. Two arithmetic operations for tensors,
which are of particular importance for this article, are the dot product xx,yy P R and
the Hadamard product x ˝ y P RI of two tensors x,y P RI , defined by
xx,yy :“
ÿ
iPI
xris ¨ yris, px ˝ yqris :“ xris¨yris, i P I.
These operations can be computed directly in the HT-format, cf. [12, 11]. The
corresponding complexities grow again linearly with the tensor order d: assuming all
tensor directions to be of the same size n P N and an upper bound r P N for the
components of the representation ranks of x and y, dot products can be computed
with a complexity bounded by Opdpnr2 ` r4qq flops whereas Opdpnr2 ` r6qq flops are
needed for the computation of Hadamard products (cf. [11] for a parallel algorithm).
A more detailed description of different low-rank formats for tensors can e.g. be
found in [12, 10]. For this article we use the HT-format but other formats can be used
as well, e.g. the TT-format [20, 12] or MPS format [21, 22]. Since the computation
of the Hadamard product of two low-rank tensors typically yields a result of higher
representation rank, one needs a truncation procedure which truncates tensors back
to lower ranks. For the HT-format we use the truncation techniques introduced in
[8] the complexity of which is comparable to that of the computation of dot products
above.
3. Maximum entries of elementary tensors. Let a P RI , I “
Śd
µ“1 Iµ.
Definition 3.1 (Maximum norm of a tensor). The maximum norm of a tensor
a is defined by }a}8 :“ maxt|aris| : i P Iu.
Maximum norm of a matrix. Notice that Definition 3.1 may lead to an ambiguity:
for a matrix M P Rmˆn, }M}8 is often used to denote the operator norm }M}op,8 of
M as a linear operator pRn, } ¨}8q Ñ pR
m, } ¨}8q which does not match Definition 3.1:
}M}op,8 :“ sup
}x}8“1
}Mx}8 “ max
i“1,...,m
}M ri, ‚s}1,
cf. [7], whereM ri, ‚s denotes the i-th row ofM . In the following }M}8 is always used
according to Definition 3.1, i.e. }M}8 “ maxt|M ri, js| : i “ 1, . . . ,m, j “ 1, . . . , nu.
Maximum norm of an elementary tensor. Let a “ up1q b ¨ ¨ ¨ b updq, upµq P RIµ ,
µ “ 1, . . . , d, be an elementary tensor. The maximum norm of a is then given by
}a}8 “ max
iPI
|aris| “
dź
µ“1
|upµqr‚s|8,
which can be maximized by maximizing each of the factors |upµqr‚s|, µ “ 1, . . . , d, in
complexity Opdnq. Unfortunately, no such algorithm is known for tensors of higher
rank (i.e. non-elementary tensors). Even if a good approximation of a matrix M by a
rank-1 matrix M˜ exists in the Euclidean sense (e.g. a truncated singular value decom-
position), the corresponding maximum norms }M}8 and }M˜}8 may differ extremely
as the following example indicates:
Example. Consider a matrix M P Rnˆn defined as
M :“
σ1
n´ 1
¨
˚˚˚
˝
0
1 ¨ ¨ ¨ 1
...
. . .
...
1 ¨ ¨ ¨ 1
˛
‹‹‹‚
loooooooooooooooomoooooooooooooooon
M1
` σ2
¨
˚˚˚
˝
1
0 ¨ ¨ ¨ 0
...
. . .
...
0 ¨ ¨ ¨ 0
˛
‹‹‹‚
looooooooooooomooooooooooooon
M2
, σ1 ą σ2 ě 0. (3.1)
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Then M has the singular values σ1 ą σ2 and M1 is the rank-1 best approximation of
M in the Frobenius (and spectral) norm with an approximation error
}M ´M1}F
}M}F
“
d
σ22
σ21 ` σ
2
2
ď
σ2
σ1
(3.2)
in the Frobenius norm. Assuming σ2 ą
σ1
n´1 we get a corresponding error
|}M}8 ´ }M1}8|
}M}8
“
σ2 ´
σ1
n´1
σ2
“ 1´
σ1
σ2
¨
1
n´ 1
(3.3)
for the approximation of the maximum norm, which tends to 1 for nÑ 8, indepen-
dently of the error (3.2).
4. Estimating the maximum norm by a power iteration. We use a power
iteration to approximate the maximum norm }a}8 of a tensor a P R
I , I “
Śd
µ“1 Iµ,
as introduced in [5]: consider the diagonal matrix
D P RIˆI , diagpDq “ a. (4.1)
Then the maximum norm }a}8 is the maximum absolute value of an eigenvalue of D:
}a}8 “ maxt|λ| : Dv “ λv for some v ‰ 0u, (4.2)
which can be computed by a standard power iteration if there exists only one eigen-
value λ of D with |λ| “ }a}8, i.e. there is only one index i P I with }a}8 “ |aris|.
Taking into account that the matrix multiplication Dv, v P RI , can be written as the
Hadamard product a ˝ v, this results in Algorithm 1, where }a} “ }a}2 denotes the
Euclidean norm of a.
1 ap1q :“ a{}a};
2 for j “ 1, 2, . . . do
3 apj`1q :“ a ˝ apjq;
4 λpj`1q :“ xapjq, apj`1qy // Rayleigh quotient
5 apj`1q Ð apj`1q{}apj`1q};
Algorithm 1: Power iteration: the maximum norm }a}8 of a tensor a P R
I ,
I “
Śd
µ“1 Iµ, is approximated by |λ
pj`1q|, j P N, if only one index i P I with
}a}8 “ |aris| exists.
Improvement of the Rayleigh quotient. Due to the diagonal structure of the eigen-
value problem in (4.2), the Rayleigh quotient in line 4 of Algorithm 1 can be improved,
which results in a new estimator αpj`1q :“ }apj`1q}, j P N, cf. Algorithm 2.
Lemma 4.1 (Improved estimator for the power iteration). The new estimator
αpj`1q, j P N, of Algorithm 2 is at least as good as the Rayleigh quotient λpj`1q,
j P N, from the standard power iteration, cf. Algorithm 1:
|λpj`1q| ď αpj`1q, j P N, (4.3)
and always converges to }a}8 from below: α
pj`1q Ò }a}8, j Ñ8.
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Proof. Using the Cauchy-Schwarz inequality and }apjq} “ 1 in line 4 of Algo-
rithm 1 yields
|λpj`1q| “ |xapjq, apj`1qy| ď }apjq}}apj`1q} “ }apj`1q} “ αpj`1q,
i.e. (4.3). By induction one easily verifies that apjq “ a˝j{}a˝j}, j P N, holds in line 4
of Algorithm 2, where a˝j denotes the j-fold Hadamard product of a. This implies
αpj`1q “ }a ˝ apjq} “
}a ˝ a˝j}
}a˝j}
ď
}a}8}a
˝j}
}a˝j}
“ }a}8, (4.4)
in line 4, i.e. αpj`1q, j P N, are lower bounds of }a}8. We now use
}a˝j} “
˜ÿ
iPI
aris2j
¸1{2
“
¨
˝˜ÿ
iPI
aris2j
¸1{2j˛‚
j
“ }a}j2j (4.5)
and the norm equivalence for p-norms on RI which follows from the Ho¨lder inequality:
}a}2j ď N
1
2j
´ 1
2pj`1q }a}2pj`1q “ N
1
2jpj`1q }a}2pj`1q, N “ #I, (4.6)
as well as
}a}8 ď }a}2pj`1q, (4.7)
in order to get a lower bound for αpj`1q, j P N:
αpj`1q “
(4.4)
}a ˝ a˝j}
}a˝j}
“
}a˝pj`1q}
}a˝j}
“
(4.5)
}a}j`12pj`1q
}a}j2j
ě
(4.6)
}a}j`12pj`1q
N1{p2pj`1qq}a}j2pj`1q
“ N´
1
2pj`1q }a}2pj`1q ě
(4.7)
N
´ 1
2pj`1q }a}8. (4.8)
Combining the bounds (4.4) and (4.8) for αpj`1q yields
0 ď }a}8 ´ α
pj`1q ď p1´N´
1
2pj`1q q}a}8, (4.9)
i.e. αpj`1q Ò }a}8 for j Ñ8 since 1´N
´ 1
2pj`1q Ñ 0, j Ñ8.
1 ap1q :“ a{}a};
2 for j “ 1, 2, . . . do
3 apj`1q :“ a ˝ apjq;
4 αpj`1q :“ }apj`1q} // improved estimator
5 apj`1q Ð apj`1q{}apj`1q};
Algorithm 2: Power iteration: αpj`1q Ò }a}8 for j Ñ8, where α
pj`1q is bounded
from below by the absolute value |λpj`1q| of the Rayleigh quotient from Algorithm 1,
cf. Lemma 4.1.
The following example shows that the estimator αpj`1q from Algorithm 2 is indeed
better than the Rayleigh quotient from the standard power iteration:
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Example. For the vector (order-1 tensor) a “ r1,´1s P R2 the standard power
iteration from Algorithm 1 does not converge to }a}8:
λpj`1q “ 0, j P N.
The estimator αpj`1q from Algorithm 2, however, immediately converges to }a}8:
αpj`1q “ 1 “ }a}8, j P N.
Error estimator for Algorithm 2. Since Algorithm 2 is a power iteration for
a P RI with an improved estimator for the eigenvalue, cf. Lemma 4.1, any er-
ror estimator known for the standard power iteration can also be applied to Algo-
rithm 2. Since in our framework the underlying matrix is diagonal, cf. (4.1), results
for power iteration with symmetric matrices may be applied. E.g. in [18] the error
εpj`1q :“ p}a}8 ´ α
pj`1qq{}a}8, j P N, is proven to be bounded by
lnpNq
j ´ 1
, j ě 2, N “ #I, (4.10)
if the corresponding matrix is symmetric positive definite, which in our framework
means that all entries of a are positive, cf. (4.1).
However, for our special case of a power iteration on a diagonal matrix D, the
bound
εpj`1q ď 1´N´
1
2pj`1q (4.11)
can directly be obtained from (4.9) in the proof of Lemma 4.1. Asymptotically the
bounds (4.10) and (4.11) show the same behavior, where the bound in (4.11) is always
better than the one in (4.10). Assuming an error which grows like the bound (4.10)
leads to a slow convergence:
εpj`1q «
ˆ
1´
1
j ´ 1
˙
εpjq. (4.12)
Even though the above error estimates may be pessimistic in some cases, our ex-
periments show that the convergence behavior (4.12) in fact occurs for many standard
examples, cf. Figures 8.1a and 8.2a.
Complexity of the power iteration. In the HT-format all tensor operations in-
volved in Algorithm 2 can be carried out directly in the HT-format with a complexity
depending linearly on the tensor order d and the mode sizes. We can thus expect
such a linear complexity for the approximation of }a}8 by Algorithm 2 with a P R
I ,
I “
Śd
µ“1 Iµ, in HT-representation, which is verified by the experiments in Sec-
tion 8.6, cf. Figure 8.6.
Truncation. Since the computation of Hadamard products increases the repre-
sentation ranks of the iterates, we include truncations in each step of Algorithm 2 in
order to keep the representation ranks of the iterates small enough. We compute the
truncations by a hierarchical singular value decomposition (HSVD) in the HT-format
[8]. A detailed analysis of truncations in iterative fixed-point like processes is given
by [13]: if the truncation errors are small enough and the starting tensor is chosen
appropriately, the iterative process still converges to the original fixed point, provided
that the latter allows for a respective low-rank representation. In our numerical exper-
iments, cf. Section 8, we truncate w.r.t. fixed prescribed HT-ranks in each step of the
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algorithms, which already worked well. Another option would be to truncate w.r.t.
a given tolerance ε ą 0 for the relative truncation error, which, however, may lead
to high representation ranks in the beginning of the algorithms, since the underlying
error estimations for the HT-format can be rather pessimistic, cf. [8].
Notice that it is possible to construct counterexamples where any truncation
leads to the loss of that entry of a P RI which corresponds to }a}8, i.e. to a wrong
approximation of }a}8 in the end. Such counterexamples can be constructed as in
(3.1): take a “M (order-2 tensor) as defined in (3.1) with σ1 “ pn´ 1qε and σ2 “ 1,
1{pn ´ 1q ă ε ă 1. A rank-1 best approximation of M is given by M1, cf. (3.1),
i.e. after truncation, instead of }M}8 “ 1, the maximum norm }M1}8 “ ε would
be computed. This example shows that it may happen that a single entry of larger
absolute value (the entry 1 ofM) is ”hidden” by many entries of smaller absolute value
(the entries ε of M). The reason for this is that the truncation, cf. [8], is based on
the singular value decomposition, which corresponds to a best approximation in the
Euclidean sense and not w.r.t. the maximum norm. Nevertheless this does not stand
in contradiction to the convergence analysis developed in [13] since the truncation of
M does not meet the underlying assumptions: the starting tensor a{}a} “ M{}M}F
of the iterative process is far away from the fixed point M2 (}M2}F “ 1), cf. (3.1):›››› M}M}F ´M2
››››
F
“
d`
1´
a
pn´ 1q2ε2 ` 1
˘2
` pn´ 1q2ε2
pn´ 1q2ε2 ` 1
ě
d
pn´ 1q2ε2
1` pn´ 1q2ε2
Ñ 1 , nÑ8.
5. Estimating the maximum norm by Ritz values. In order to accelerate
the convergence of the power iteration, we make use of an orthogonal projection tech-
nique which uses not only the iterate apj`1q of the current step j P N for the estimation
of }a}8, cf. line 4 in Algorithm 2, but the latest k iterates, i.e. a
pj´k`2q, . . . , apj`1q,
for some k P N, k ď j ` 1. The resulting method is often referred to as Rayleigh-Ritz
method, cf. [1]:
Rayleigh-Ritz method. The idea is to approximate an exact eigenvector v P RI of
the underlying eigenvalue problem Dv “ λv, |λ| “ }a}8, cf. (4.1), (4.2), by a linear
combination of the latest k iterates apj´k`2q, . . . , apj`1q, k ď j ` 1, which means that
an approximation v˜ of v is searched for in the corresponding subspace
Uk :“ spanta
pj´k`2q, . . . , apj`1qu. (5.1)
The approximation v˜ and a corresponding approximation λ˜ of λ are obtained by
imposing a Galerkin condition:
Dv˜ ´ λ˜v˜ K Uk.
Computing an orthonormal basis tqp1q, . . . ,qpkqu of Uk and defining the symmetric
matrix Bk P R
kˆk as
Bk :“ Q
J
kDQk, Qk :“ rq
p1q | ¨ ¨ ¨ | qpkqs P RIˆk, (5.2)
yields
Bk ¨ w “ λ˜w,
i.e. λ˜ is the eigenvalue of Bk which has maximum absolute value, and v˜ “ Qkw.
The eigenvalues of Bk are called Ritz values of D, i.e. the eigenvalue λ of D fulfilling
|λ| “ }a}8 is approximated by the Ritz value λ˜ of D which maximizes |λ˜|.
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5.1. Computation of orthonormal bases in the HT-format. Since
we use the HT-format for the representation of low-rank tensors, the iterates
apj´k`2q, . . . , apj`1q spanning the subspace Uk are tensors in the HT-format. We
thus want to compute an orthonormal basis tqp1q, . . . ,qpkqu of Uk directly in the HT-
format. This can e.g. be achieved by a Gram-Schmidt process which only involves
the computation of sums and dot products and can thus be carried out directly in the
HT-format.
For our experiments in Section 8 we used a different procedure which computes a
set tqp1q, . . . ,qpkqu of orthonormal HT-tensors together with a right factor R P Rkˆk,
such that
rapj´k`2q | ¨ ¨ ¨ | apj`1qs “ rqp1q | ¨ ¨ ¨ | qpkqs ¨R. (5.3)
We now briefly describe this procedure which we refer to as HT-QR decomposition.
In [12] the computation of joint orthonormal bases (ONB) is described for a set
of tensors in HT-representation: at each non-root vertex t P TD of the underlying
dimension tree TD, a QR-decomposition of the matrix containing the corresponding
frames of the tensors apj´k`2q, . . . , apj`1q is computed:
rU pt,j´k`2q | ¨ ¨ ¨ | U pt,j`1qs “ Qptq ¨ rRpt,j´k`2q | ¨ ¨ ¨ | Rpt,j`1qs. (5.4)
The orthonormal columns of Qptq are kept as new (joint, orthonormal) basis at the ver-
tex t for all tensors apj´k`2q, . . . , apj`1q and the right factors Rpt,j´k`2q, . . . , Rpt,j`1q
are multiplied to the father vertices, where the procedure continues recursively. By
this, joint ONB are installed at all non-root vertices t P TDztDu, i.e. the new HT-
representations of apj´k`2q, . . . , apj`1q only differ at the root vertex. At the leaf
vertices, a QR-decomposition (5.4) can be computed directly since the frame matri-
ces U pt,j´k`2q, . . . , U pt,j`1q are stored explicitly. At the interior vertices, (5.4) can be
computed by a respective QR-decomposition of“
Mt2,3upb
pt,j´k`2qq | ¨ ¨ ¨ |Mt2,3upb
pt,j`1qq
‰
(transfer tensors as columns).
Notice that the computation of joint ONB for the set tapj´k`2q, . . . , apj`1qu only
affects their HT-representations while the tensors themselves stay invariant. After the
HT-representations of tapj´k`2q, . . . , apj`1qu have been transformed into joint ONB,
an HT-QR decomposition (5.3) can easily be obtained by computing a respective
QR-decomposition of the root transfer tensors bpD,j´k`2q, . . . ,bpD,j`1q.
The resulting accelerated power iteration is shown in Algorithm 3: we start with
Algorithm 2, where we leave out the computation of the estimator αpj`1q in each step,
which is now computed in the end as Ritz value of maximum absolute value based on
the last k iterates.
6. Acceleration by squaring. Even though the Rayleigh-Ritz method (Algo-
rithm 3), cf. Section 5, may lead to a notable acceleration of the power iteration
(Algorithm 2), cf. Figure 8.3a and Figure 8.2, there are also cases where the order of
convergence stays invariant, cf. Figure 8.3b. However, the power iteration including a
Rayleigh-Ritz method can well be used to generate sufficiently good starting tensors
for a faster (but less stable) method, which is presented in this section.
Power iteration with squaring. As stated in the proof of Lemma 4.1, the j-th
iterate apjq of Algorithm 2 is the corresponding normalized power of the original
tensor a P RI (if truncations down to smaller HT-representation rank are neglected):
apjq “
a˝j
}a˝j}
, j P N. (6.1)
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1 ap1q :“ a{}a};
2 for j “ 1, 2, . . . do
3 apj`1q :“ a ˝ apjq;
4 apj`1q Ð apj`1q{}apj`1q};
5 rqp1q | ¨ ¨ ¨ | qpkqs “ HT-QRprapj´k`2q | ¨ ¨ ¨ | apj`1qsq; // Compute an ONB
6 for i1 “ 1, 2, . . . , k do
7 for i2 “ 1, 2, . . . , k do
8 pBkqri1, i2s “ xq
pi1q, a ˝ qpi2qy ; // Matrix Bk from (5.2)
9 Compute the eigenvalues λℓ, ℓ “ 1, . . . , k, of Bk;
10 αpj`1q :“ maxℓ“1,...,k |λℓ| // Estimator for }a}8
Algorithm 3: Acceleration of the power iteration using a Rayleigh-Ritz type or-
thogonal projection method: the estimator αpj`1q now depends on the k latest
iterates of the power iteration, 1 ď k ď j ` 1.
The power iteration can be sped up by taking the new iterate
apj`1q :“
apjq ˝ apjq
}apjq ˝ apjq}
instead of line 3 in Algorithm 2, which results in Algorithm 4, hereinafter referred to
as power iteration with squaring. Without truncations, the iterates of Algorithm 4
1 ap1q :“ a{}a};
2 for j “ 1, 2, . . . do
3 apj`1q :“ papjq ˝ apjqq{}apjq ˝ apjq};
4 αpj`1q :“ }a ˝ apj`1q};
Algorithm 4: Power iteration with squaring: αpj`1q Ò }a}8 for j Ñ 8.
are also normalized powers of the original tensor a:
apjq “
a˝2
j´1
}a˝2j´1}
, (6.2)
which yields the corresponding new expression for αpj`1q in line 4 of Algorithm 4.
The comparison of (6.1) and (6.2) shows the immense acceleration which can
be expected by using Algorithm 4 instead of Algorithm 2: the iterate in step j of
Algorithm 4 corresponds to the iterate in step 2j´1 of Algorithm 2. Assuming the
slow convergence (4.12) for Algorithm 2, cf. Figures 8.1a and 8.2a, the corresponding
convergence behavior of Algorithm 4 would be
εpj`1q «
2j´1 ´ 2
2j ´ 2
εpjq ď
1
2
εpjq, (6.3)
i.e. linear convergence with a convergence rate of 0.5 or better, which is verified by
our experiments in Section 8.3, cf. Figure 8.4.
Truncation. As in Algorithm 2, in practice truncations are included into Algo-
rithm 4, since otherwise the complexity of the involved tensor arithmetic quickly be-
comes too large, cf. Section 2.1. Algorithm 4, however, is less stable than Algorithm 2,
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which can be explained as follows: consider two tensors x, y P RI , I “
Śd
µ“1 Iµ, the
Hadamard product of which is to be computed. If only x is perturbed by a relative er-
ror (due to truncation), the computed Hadamard product will have the same relative
error (notice that }x˜´x}p{}x}p ď }ǫ}8 for any p-norm, 1 ď p ď 8, if x˜ “ x ˝ p1 ˝ ǫq):
x˜ “ x ˝ p1` ǫq ñ x˜ ˝ y “ px ˝ yq ˝ p1` ǫq, (6.4)
whereas the relative error doubles if x and y are both afflicted with the relative error:
x˜ “ x ˝ p1` ǫq, y˜ “ y ˝ p1` ǫq ñ x˜ ˝ y˜ “ px ˝ yq ˝ p1` 2ǫ` ǫ ˝ ǫq. (6.5)
In line 3 of Algorithm 2 the Hadamard product a ˝ apjq is computed which corre-
sponds to the case (6.4), if we assume the original tensor a to be exact. In line 3 of
Algorithm 4, instead, the Hadamard product apjq ˝ apjq of two truncated tensors is
computed, which corresponds to (6.5) with x “ y. Similar arguments apply for the
computation of the norms in Algorithms 2 and 4.
Using the power iteration with squaring, the truncation error of the iterates apjq,
j P N, thus has to be small enough in order for the algorithm to converge to a
good approximation of }a}8. We thus use some steps of Algorithm 3 to generate a
sufficiently good starting tensor for Algorithm 4.
Algorithm for the estimation of }a}8. Notice that the iterates a
pjq, j P N, in the
power iteration eventually approximate corresponding eigenvectors of the matrix D,
cf. (4.1), (4.2), which usually means that they have only few non-zero entries and thus
small HT-ranks, i.e. the truncation error is small for reasonable representation ranks
of the HT-formats. Our strategy is therefore to start with some steps of Algorithm 3
in order to get a good starting tensor for Algorithm 4, which we sketched out in
Algorithm 5. The number of steps of Algorithm 3 is chosen adaptively: after N3 steps
of Algorithm 3 we run Algorithm 4 until the iterates differ only by less than some
prescribed relative accuracy (in our experiments we chose }apj`1q ´ apjq}{}apj`1q} ă
10´13 as a stopping criterion). If the truncation error becomes too large during the
execution of Algorithm 4, another N3 steps of Algorithm 3 are applied, and so on.
This leads to ℓ ¨ N3 steps of Algorithm 3 in order to compute a starting tensor for
Algorithm 4, where ℓ is the number of loop iterations which is determined adaptively.
Our experiments in Section 8.4 show that this approach seems to work well for
many tensors: in Figure 8.4 we show the convergence rates of Algorithms 4 and 5
applied to 1000 random HT-tensors, for which Algorithm 4 converges in 942{1000
cases and Algorithm 5 in 986{1000 cases with a convergence rate far below 0.25.
Furthermore, we give an example for which Algorithm 4 does not converge to a good
approximation of }a}8, whereas Algorithm 5 performs well, cf. Figure 8.5a. For our
experiments with Algorithm 5 we chose N3 “ 10.
7. Finding extreme entries through a binary search. Some applications
may require not only an estimation of the maximum norm }a}8 but also an index
where the corresponding extremum is attained in the tensor a P RI , I “
Śd
µ“1 Iµ,
which means that argmaxiPI |aris| is to be computed.
Using Algorithm 5, this task can be accomplished by a binary search, cf. [16]:
in each step of the binary search the tensor a is divided into halves a1,µ, a2,µ w.r.t.
one of its directions µ “ 1, . . . , d and the maximum norms }a1,µ}8, }a2,µ}8 are
approximated by Algorithm 5. The binary search then continues on
a1,µ if }a1,µ}8 ě }a2,µ}8,
a2,µ if }a2,µ}8 ě }a1,µ}8.
(7.1)
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Data: Tensor a; number N3 of Algorithm 3-steps in each loop; upper bound
ε for the relative truncation error in Algorithm 4
1 x :“ a;
2 do
3 N3 steps of Algorithm 3 (including truncations) on x;
4 Store the last iterate of Algorithm 3 in x;
5 Apply Algorithm 4 (including truncations) to x;
6 if truncation error was always smaller than ε then
7 Store the last iterate of Algorithm 4 in x;
8 return the resulting }a}8-approximation of Algorithm 4;
9 while maximum number of iterations not yet reached ;
10 if maximum number of iterations has been reached then
11 return the }a}8-approximation corresponding to the last iterate x in
line 4;
Algorithm 5: An adaptive combination of Algorithm 3 and Algorithm 4 which
prevents too large truncation errors in Algorithm 4: first a starting tensor is com-
puted by ℓ ¨N3 steps of Algorithm 3, where ℓ is the number of loop iterations. Then
Algorithm 4 is applied to the starting tensor until the iterates differ only by less
than some prescribed relative accuracy.
If no clear decision can be made, i.e. if }a1,µ}8 « }a2,µ}8, it may be advantageous
to first continue with another tensor direction ν “ 1, . . . , d, ν ‰ µ.
More precisely, we start with Algorithm 5 applied on the entire tensor a and
keep the last iterate apℓq (i.e. x from line 7 in Algorithm 5). Then the subsequent
computations of }a1,µ}8 and }a2,µ}8 in the binary search can be carried out very fast
by using the estimator from line 4 of Algorithm 4 on the corresponding parts of apℓq.
The resulting procedure is shown in Algorithm 6.
Complexity. Algorithm 6 first determines an eigenvector approximation apℓq, cf.
line 4, the computational effort of which can be bounded by Opdpnr2 ` r6qq flops,
cf. Sections 2.1 and 4, when all tensor directions are assumed to be of the same size
n “ #Iµ, µ “ 1, . . . , d, and the components of the HT-ranks are bounded by r P N.
In each step of the binary search the tensor is divided into halves, only one of which
is retained. Since the tensor has nd entries, this yields a number of
log2pn
dq “ d log2pnq iterations (7.2)
for Algorithm 6 (total number of iterations for the while/for-loop. By computing
the eigenvector approximation apℓq in advance, we only need one further Hadamard
product and one dot product for the computation of }a1,µ}8 and }a2,µ}8 in each
iteration. The overall complexity of Algorithm 6 can be estimated by
Opdpnr2 ` r6qqloooooooomoooooooon
Computation of apℓq
` d log2pnqlooomooon
number of iterations
¨ Opdpnr2 ` r6qqloooooooomoooooooon
one Hadamard product + one dot product
(7.3)
flops, i.e. a total complexity of
Opd2 log2pnqpnr
2 ` r6qq flops. (7.4)
Our experiments in Section 8.6 confirm the complexity estimation (7.4) for Algo-
rithm 6: Figure 8.6 shows an Opd2q-dependence for the runtime of Algorithm 6, while
Algorithm 5 has linear complexity in d.
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Data: tensor a P RI , I “
Śd
µ“1 Iµ
Result: index j “ pj1, . . . , jdq P I such that }a}8 “ |arjs|
1 if a is an elementary tensor then
2 Determine the argmax-index j as described in Section 3;
3 else
4 Apply Algorithm 5 to a and keep the last iterate apℓq;
5 if apℓq is an elementary tensor then
6 Determine the argmax-index j as described in Section 3;
7 else
8 while #I ą 1 for µ “ 1, . . . , d do
9 if #Iµ ą 1 then
10 Cut a into two slices of (nearly) same size
a1,µ :“ a |I1ˆ¨¨¨ˆIp1qµ ˆ¨¨¨ˆId
, a2,µ :“ a |I1ˆ¨¨¨ˆIp2qµ ˆ¨¨¨ˆId
11 Approximate }a1,µ}8, }a2,µ}8 by Algorithm 4 (on a
pℓq);
12 Continue the binary search according to (7.1);
13 else
14 jµ :“ iµ, where Iµ “ tiµu;
Algorithm 6: Binary search for a tensor index j “ argmax
iPI |aris| which corre-
sponds to the maximum norm }a}8.
However, the number (7.2) of iterations of Algorithm 6 can often be reduced for
two reasons:
(a) Since the iterates apj`1q P RI of Algorithms 3 and 4 correspond to approximations
of eigenvectors of the diagonal matrixD P RIˆI , cf. (4.1), (4.2), they are typically
of very low rank in the end. As soon as the iterates are rank-1 tensors, the argmax
can directly be computed without further iterations, cf. Section 3.
(b) For the same reason as in (a) the iterates apj`1q typically contain many zero
entries which is reflected in zero rows at the leaf vertices of the HT-format: any
zero row in U ptµuq, µ “ 1, . . . , d, cf. Definition 2.4, can be removed, which reduces
the size of the corresponding tensor direction and with that the number of further
iterations.
Parallelization. In [11] we present parallel algorithms for tensor operations which
lead to runtimes ofOplog2pdqpnr
2`r4qq and Oplog2pdqpnr
2`r6qq instead ofOpdpnr2`
r4qq and Opdpnr2 ` r6qq and thus to a runtime of
Opd log2pnq log2pdqpnr
2 ` r6qq
instead of (7.4) for the corresponding parallel version of Algorithm 6, i.e. a nearly
linear dependence on d when using d processes, cf. [19].
One could go even further and parallelize the for-loop in Algorithm 6: for each
direction µ “ 1, . . . , d the tensor is split into a1,µ and a2,µ for which }a1,µ}8 and
}a2,µ}8 are estimated by line 4 of Algorithm 4, which needs one Hadamard product
and one dot product. The Hadamard products for the splittings w.r.t. the directions
µ “ 1, . . . , d can be obtained by splitting the respective Hadamard product of the
whole tensor; the dot products can simultaneously be computed for all splittings
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occurring during the for-loop. This approach would lead to a runtime bounded by
Oplog2pnq log2pdqpnr
2 ` r6qq,
i.e. a sub-linear dependence on d and n when using d processes.
8. Numerical experiments. We present several numerical experiments for the
algorithms discussed in this article. The experiments indicate that the methods which
we propose for the maximum norm estimation (Algorithm 5) and for the search of
the maximizing index (Algorithm 6) seem to work for many tensors which occur in
practical applications. However, in Section 8.5 we also give an example which shows
the limit of our method.
Most of our experiments are based on the following two classes of tensors of
entirely different structure, for which we know the exact value of }a}8 as well as an
index i with }a}8 “ |aris|, by which we can evaluate the output of our algorithms:
1. By randpd, n, rq we refer to tensors of order d P N in HT-representation
with each tensor direction of size n P N and all components of the HT-rank
equal to r (except for rD “ 1, cf. Definition 2.4). The HT-data is generated
as uniform random samples from r´1.5, 1.5s, where the leaf frames U ptµuq,
µ “ 1, . . . , d, are generated by randomly repeating two random row vectors
of size r such that argmax
iPI |aris| can easily be computed exactly for d “ 16,
since only 216 different entries occur.
2. By chebpd, nq we denote the tensor which results from the discretization of
the Chebyshev polynomial T4 of degree 4 on the interval r´1, 1s with N :“ n
d
equidistant grid points
xi “ ´1`
2pi´ 1q
N ´ 1
, i “ 1, . . . , N.
This tensor can easily be assembled in the HT-format with HT-rank bounded
by 4` 1 “ 5, cf. [9]. With chebpd, nq we thus have at hand example tensors
a P RI of high tensor order d and possibly large mode sizes n with
}a}8 “ 1 “ |ar1, . . . , 1s|.
In our experiments we truncate back to the original representation rank of the tensor a
after each computation of Hadamard products and after each HT-QR decomposition.
However, higher accuracies of the maximum norm estimation can be obtained by
truncating with higher accuracy, which increases the runtime of the algorithms. Note
that for any positive truncation error one can construct counterexamples which need
higher accuracy in order to reach a good approximation of }a}8, cf. Section 8.5.
8.1. Power iteration (Algorithm 2). Figure 8.1a shows the relative errors of
Algorithm 2 applied to two instances of the class randp16, 100, 5q and to the tensor
chebp16, 100q. The convergence rates for chebp16, 100q as well as for one of the
randp16, 100, 5q-tensors tend to one as indicated by (4.12). The other instance of
randp16, 100, 5q shows a linear convergence with a convergence rate of « 0.52.
In order to get an impression of how likely the slow convergence behavior (4.12)
occurs for Algorithm 2, we measured the convergence rates of Algorithm 2 for 1000
random tensors of randp16, 1000, 5q. The resulting histogram is depicted in Fig-
ure 8.2a: in 24.6% of the cases a convergence rate larger than 0.95 was measured; a
convergence rate of 0.75 or better was observed in 19.2% of the cases. These results
indicate that the sole power iteration in general converges quite slowly.
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(a) Relative errors of Algorithm 2 applied to
two tensors of type randp16, 100, 5q and to
the tensor chebp16, 100q. The convergence
can be very slow with a convergence rate
tending to one, cf. (4.12).
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Figure 8.1: Algorithms 2 and 4 applied to example tensors.
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Figure 8.2: Convergence rates of Algorithm 2 and Algorithm 3 (with k “ 5) for 1000
random tensors of the class randp16, 1000, 5q. We used the same 1000 tensors for
both algorithms.
8.1.1. Measurement of the convergence rate. The convergence rates in
Figures 8.2 and 8.4 have been taken as the quotient errorj{errorj´1, where j is the
last step with a relative error larger than 10´12. For Algorithms 2, 3, 4 we performed
40 steps in total, whereas the number of steps in Algorithm 5 is chosen adaptively, cf.
Section 6.
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Figure 8.3: Improvement achieved by Algorithm 3 (with k “ 5) applied to the slowly
converging tensors from Figure 8.1a: for the randp16, 100, 5q-tensor Algorithm 3 now
shows linear convergence with rate « 0.71, whereas the convergence behavior for
chebp16, 100q is still bad (convergence rate tending to one).
8.2. Power iteration with Rayleigh-Ritz method (Algorithm 3). In Fig-
ure 8.3 we apply Algorithm 3 to the slowly converging tensors from Figure 8.1a. It
turns out that in one case (the slowly converging instance of randp16, 100, 5q from
Figure 8.1a) we get linear convergence of Algorithm 3, whereas the convergence rate
for chebp16, 100q still tends to one, i.e. the convergence behavior does not improve
in this case.
In order to get an idea of how much Algorithm 3 improves Algorithm 2, we
applied Algorithm 3 to the same 1000 tensors which have been used for the histogram
in Figure 8.2a, cf. Figure 8.2b. Based on Figure 8.2, Algorithm 3 seems to yield a
notable acceleration of the convergence speed. Notice, however, that Figure 8.2 only
reflects the the class randp16, 1000, 5q of random tensors.
For our experiments we used a Rayleigh-Ritz method w.r.t. the latest k “ 5
iterates in each step, i.e. the subspace (5.1) has dimension 5. In order to compare
Algorithms 1 and 3, we applied the Rayleigh-Ritz method in each step of Algorithm 3.
In all of our experiments k “ 5 has proven to be a suitable choice: the average
relative error for 100 instances of randpd, n, 4q after 100 steps of power iteration
and subsequent Rayleigh-Ritz method with subspace dimension k was minimized for
k “ 5 or k “ 6, regardless of the tensor size. If k is chosen too small, the resulting
Rayleigh-Ritz method has only little effect. If, on the other hand, k is chosen too
large, the orthogonalization (HT-QR followed by a truncation, cf. Section 5.1) might
not be exact enough which seems to lead to even higher errors than without the
Rayleigh-Ritz method.
Compared to the overall computational work of the power iteration, the effort for
the subsequent Rayleigh-Ritz method is small.
8.3. Power iteration with squaring (Algorithm 4). A significant accelera-
tion of the convergence can be achieved by using Algorithm 4 described in Section 6.
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Figure 8.4: Convergence rates of Algorithms 4 and 5 for the same 1000 tensors of
randp16, 1000, 5q as in Figure 8.2: we measured very small convergence rates far
below 0.25. In 58{1000 cases Algorithm 4 does not converge (i.e. stagnates early)
because of too large truncation errors, cf. (6.5). For 44 (i.e. 75%) of these tensors,
however, convergence can be achieved by using Algorithm 5 instead. In Algorithm 5
we applied N3 “ 10 more steps of Algorithm 3 in each cycle.
The resulting relative errors for the tensor chebp16, 100q are depicted in Figure 8.1b
in comparison with the errors from Figure 8.3b: Algorithm 4 converges almost instan-
taneously to a relative error of about 5 ¨ 10´6, where it stagnates due to truncations
of the iterates down to lower HT-representation ranks.
Figure 8.4a shows the corresponding histogram for Algorithm 4 applied to the
same 1000 tensors used for Figure 8.2: as predicted in Section 6, cf. (6.3), in most
cases we observe a convergence rate of less than 0.5. However, in 5.8% of the cases
the convergence rate is close to one, which reflects those cases where Algorithm 4
does not converge (i.e. stagnates early1) because of the truncation errors becoming
to large, cf. (6.4), (6.5). This stability issue of Algorithm 4 can be improved by using
Algorithm 5 which is an adaptive combination of Algorithms 3 and 4: first a good
enough starting vector is computed by the more stable Algorithm 3 and then the fast
convergence of Algorithm 4 is exploited using this starting vector, cf. Section 6.
8.4. Power iteration with squaring and stabilization (Algorithm 5). In
Figure 8.5a we give an example of a tensor for which Algorithm 4 does not converge,
whereas Algorithm 5 (including 2 steps of Algorithm 3 for the computation of the
starting tensor) converges. The example tensor of Figure 8.5a was found as random
tensor2 generated by the MATLAB toolbox htucker [17].
In Figure 8.4b we apply Algorithm 5 to the same 1000 tensors as in Figure 8.4a
(and in Figure 8.2): we now get convergence for 75% of the cases where Algorithm 4
did not converge.
1A stagnation of the algorithm at some relative error above 10´12 is counted as convergence rate
« 1.0 in our experiments, cf. Section 8.1.1.
2The random tensor of Figure 8.5a is of size 2ˆ2ˆ4ˆ4ˆ2ˆ2ˆ6ˆ8 and was generated by the
htucker MATLAB toolbox which uses the MATLAB function randn to generate normally perturbed
random data for an HT-representation.
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(b) A counterexample a P RI defined by
(8.1), (8.2), for which none of our algorithms
approximates well the maximum norm }a}8:
the relative error of all methods stays above
0.47.
Figure 8.5: Counterexamples
8.5. An example where the algorithms fail. Based on (3.1) we can construct
tensors a P RI , I “
Śd
µ“1 Iµ, for which our algorithms fail: the tensor entry aris which
maximizes |aris| is deleted by truncations which results in the algorithms no longer
converging to }a}8. As an example take a tensor a P R
I , I “
Śd
µ“1 Iµ, with d “ 10
and mode sizes #Iµ “ n, µ “ 1, . . . , d, defined by
a :“
¨
˚˝ randr0.91, 1.0s...
randr0.91, 1.0s
˛
‹‚b ¨ ¨ ¨ b
¨
˚˝ randr0.91, 1.0s...
randr0.91, 1.0s
˛
‹‚ (8.1)
at all indices i ‰ p1, . . . , 1q and
ar1, . . . , 1s :“ 1.9. (8.2)
The elementary tensor (8.1) has HT-rank p1, . . . , 1q and the extra definition (8.2)
increases the components of the HT-rank to 2. The resulting tensor a contains entries
in r0.1, 1.0s at all indices i ‰ p1, . . . , 1q and attains its maximum 1.9 at p1, . . . , 1q, i.e.
}a}8 “ 1.9. As shown in Figure 8.5b, none of the methods presented in this article
approximates well the maximum norm }a}8: the relative errors stay above 0.47 which
corresponds to a computed maximum norm of less than 1.007 instead of 1.9.
8.6. Finding the maximizing index by a binary search (Algorithm 6).
In Figure 8.6 the runtimes of Algorithms 5 and 6 are displayed, once for varying
tensor order d and once for varying mode sizes n. As expected, we find the runtime
of Algorithm 5 to depend linearly on the tensor order d, whereas the runtime of
Algorithm 6 in the end grows quadratically with d, cf. (7.4). Also the dependence of
the runtime on n behaves as expected: finally both algorithms seem to grow linearly
with n.
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Figure 8.6: Runtimes of Algorithms 5 and 6 for the tensor a “ chebpd, nq with tensor
orders d “ 4, 8, . . . , 128 and mode sizes n “ 10, 100, . . . , 1 000 000. For all values of d
and n the corresponding relative approximation error of }a}8 lies between 2 ¨ 10
´10
and 5 ¨ 10´4.
9. Conclusions. In this article we have shown how extreme entries in low-rank
tensors can be approximated using a power iteration. The resulting algorithms can
be applied for any low-rank tensor format which meets the requirements stated at
the end of Section 2. We presented two approaches how to accelerate the generally
slowly converging power iteration. The algorithm which we suggest is an adaptive
combination of these accelerated methods. A binary search makes it possible to
also find an according extreme entry of the tensor, i.e. find a tensor index which
maximizes the absolute value of tensor entries. Our experiments in Section 8 indicate
that our algorithms work well for many tensors, cf. Figures 8.4 and 8.6. Even for
those tensors of Figure 8.4 for which the convergence of Algorithms 4 or 5 stagnates
early, the maximum relative error is 4 ¨10´3, which would still be of good use in many
applications.
The maximum norm estimator of our algorithm approximates the maximum norm
from below (i.e. yields a lower bound), cf. Lemma 4.1. In order to use a branch and
bound algorithm it would be interesting to have useful upper bounds for the maximum
norm.
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