was also shown (Theorem 4.1) that any countable 3-set-homogeneous graph which is not 2-homogeneous is isomorphic to T or its complement, and that, without the countability assumption, any such graph is elementarily equivalent to one of R(3), T or their complements. Here, we show that in this last result, the countability assumption cannot be removed. Our main theorem is the following. Theorem 1.1 For every uncountable cardinal , there is a graph of cardinality which is 3-set-homogeneous but not 2-homogeneous and is elementarily equivalent to R(3).
These results do not con ict with the L owenheim-Skolem Theorems, essentially because, in the natural 2-sorted language for the automorphism group of a graph, the rst order theory cannot in general say that the group is the full automorphism group of the graph.
The graph R(3) is determined up to isomorphism by the following construction rule. For the vertices of R(3), distribute @ 0 points densely around the unit circle, such that no two points make an angle of 2 =3 at the centre. Two vertices are adjacent in R(3) if the angle they carry at the centre is less than 2 =3. The paper 5] is mostly about R(3), and characterisations of it by its symmetry properties. Theorem 1.1 is a straightforward corollary of a more technical result on automorphisms of totally ordered sets, which will we hope have independent interest. To state the latter, we need some de nitions. Let (C; ) and (S; ) be chains (that is, totally ordered sets). We denote by S the Dedekind completion of S. An embedding ' : (C; ) ?! (S; ) is said to be complete if it preserves all suprema and in ma of subsets of C which happen to exist in (C; ). If is a cardinal, a subset T of S is called -dense in S if jT \ a; b]j for any a; b 2 S with a < b; we say that T is dense in S if it is @ 0 -dense in S. If x 2 S has no immediate predecessor, we de ne the co nality of x to be cof x := minfjAj : A S; x 6 2 A; x = sup(A)g: We adopt the convention that if x has an immediate predecessor then cof(x) = @ 0 .
We de ne the coinitiality coi(x) of x dually. If cof(x) = coi(x) then this cardinal is called the coterminality of x, denoted cot x. The ordered pair (cof(x); coi(x)) is called the character of x, and we let char(S) denote the set of all characters of elements of S. The chain (S; ) (or (S; )) is said to have countable coterminality if it has no greatest or smallest element and contains a countable subset which is unbounded above and below in S. A non-trivial closed interval of (S; ) is a set of the form a; b] := fs 2 S : a s bg, where a; b 2 S with a < b.
Finally, for any totally ordered set (S; ) we denote by A (S) the group of all order-automorphisms of (S; ), and for any set I we let Sym(I) denote the full symmetric group on I. Theorem 1.1 will be deduced from the following theorem. Theorem 1.2 Let (C; ) be a chain in which no non-trivial closed interval is dense in itself. Let I be a non-empty set, let G Sym(I), and let be an in nite cardinal with maxfjCj; jIj; jGjg. Then there is a chain (S; ) of cardinality , a partition S = S (S i : i 2 I) and a complete embedding ' : (C; ) ?! (S; ) with the following properties: (e) whenever a; b 2 C with a < b and there is no c 2 C such that a < c < b, the interval ('(a); '(b)) in S has countable coterminality; (f) each element s in S has countable coterminality. will only need the case C = ;. However, the proof of Theorem 1.2 for the case C = ; would be only slightly easier. Theorem 1.2 is proved in Section 2, and Theorem 1.1 in Section 3. In the proof of Theorem 1.1, we use ideas from 4] to obtain a cyclically ordered set (built from the totally ordered set given in Theorem 1.2) which has strong homogeneity properties with respect to a partition into jIj parts, and which is not isomorphic to its reverse cyclic ordering. These conditions will follow from parts (c) and (d) of Theorem 1.2. We then build a graph on the cyclically ordered set much as in the construction of R(3) above.
We remark that these results on 3-set-homogeneous graphs have an analogue for 4- (i) jSj = ; (ii) S has no greatest or smallest element; (iii) each s 2 S has countable coterminality; (iv) the sets S i (i 2 I) and also the set fx 2 S n S : cot(x) = @ 0 g are -dense in S.
In the setting of De nition 2.1 we refer to the sets S i (and the elements of I) as colours. We now give an existence result for good I-coloured -sets for arbitrary .
Lemma 2.2 Let be an in nite cardinal and I a non-empty set with jIj .
Then there is a good I-coloured -set of countable coterminality.
Proof. It su ces to prove the result in the case when jIj = , for the result follows in general by amalgamating colours. So assume jIj = . Let L be the set of all !-sequences ( j : j < !) of ordinals j with 0 j < which are eventually equal to 1, that is, for which there is n 2 ! such that j = 1 for all j > n. Order L lexicographically. For any with 2 < let L comprise all sequences ( j : j < !) in L such that for some n < ! we have n = and j = 1 for all j > n. Put First, we choose countable sets A = fa n : n 2 Zg a; b] SnS ; and B = fb n : n 2 Zg c; d] SnS such that cot(x) = @ 0 for each x 2 A B, a n < a n+1 and b n < b n+1 for each n 2 Z, and a = inf(A), b = sup(A), c = inf(B), d = sup(B). For each n 2 Z let A 0 n be an isomorphic copy of A n := (a n ; a n+1 ) S , let B 0 n be a copy of B n := (b n ; b n+1 ) S , and let An (respectively Bn ) be an isomorphism from A n onto A 0 n (respectively B n onto B 0 n ). Put S := S n2Z (A 0 n B 0 n ): We de ne a linear order on S in the natural way, so that it extends the orders of S and of each of A 0 n , B 0 n , and B n?1 < A 0 n < B n and A n < B 0 n < A n+1 for each n 2 Z. We de ne the colours of S by putting
for each i 2 I. Finally, we de ne the required isomorphism h as in Fig. 1 Basic Construction B (extension of a colour permuting isomorphism We now return to the proof of Theorem 1.2. We may assume that (C; ) has no greatest or smallest element, since we may add a copy of the reverse of ! to the beginning of C, and of ! to the end of C. Write ajb if a; b 2 C, a < b, and there is no c 2 C with a < c < b. Let i : (a; b) 2 P) for all i 2 I. Next, we de ne a linear order on C S (0) in the unique way so that it extends the given orders on C and each L (ajb) , and so that a < L (ajb) < b holds for each (a; b) 2 P. By our assumption on C, whenever c; d 2 C with c < d, there is (a; b) 2 P with c a < b d and there is s 2 S (0) with a < s < b. Thus S (0) is dense in S (0) C, and hence we may regard C as a subset of S (0) n S (0) (so the map ' will be the identity). In fact, the identity mapping id : C ?! S (0) is complete, C is unbounded above and below in S (0) , and (S (0) ; ) is a good I-coloured -set. If = @ 0 we now put S := S (0) . As (S; ) is isomorphic to (Q; ), the theorem follows easily in this case. >From now on, we therefore assume that is uncountable. We argue as in 1] (Theorem 1 and Corollary 2.5), employing the construction in the proof of Theorem 2.11 (parts (I)-(III)) of 3]. That is, we de ne (S; ) as the union of a tower (indexed by ) of good I-coloured -sets (S ( ) ; ) (for < ), so that for all ; < with < we have (S ( ) ; ) (S ( ) ; ) and S ( ) .10] shows that (X; ) has countable coterminality and the elements inf X, sup X of S ( +1) become`forbidden points' in the terminology of 3]; that is, later on in the construction no element gets inserted between inf X and fs 2 S ( ) : s < xg = fs 2 S ( ) : s < Xg or between inf X and X, and similarly for sup X. Hence inf X, sup X have countable coterminality in S ( +1) and keep it in S. Consequently, fx 2 S n S : cot(x) = @ 0 g is -dense in S. Thus (S; ) is a good I-coloured -set with colours S i , and (b) and (f) are automatic.
We next prove (a),(e) and the completeness of ' = id : C ?! S. As in the construction for 1, Theorem 1, p.320] we declare the elements of C`forbidden points'. As before, this ensures that during the construction, if x 2 C then no point gets inserted between x and fs 2 S (0) : s < xg or between x and fs 2 S (0) : x < sg. If a; b 2 C with a < b and there is no c 2 C with a < c < b, then fx 2 S (0) : a < x < bg = L (ajb) has countable coterminality in S (0) , hence so does the interval (a; b) in S.
The proof of (d) is similar to that of the corresponding statement of 1, Corollary 2.5].
Before we prove (c), we note without proof the following claim, which follows immediately from the construction. The proof of Theorem 1.1 uses ideas from Sections 3 and 4 of 4], but we give details here. First, recall that a cyclic ordering is a structure (T; C), where C is a ternary relation on T which satis es (a) for all a 2 T, if we de ne a binary relation < a on T n fag by the rule:
x < a y if and only if C(a; x; y) holds, then < a is a strict total order, and (b) for all x; y; z 2 T, C(x; y; z) ! C(y; z; x) ! C(z; x; y). We apply Theorem 1.2, with C = ;, I = f0; 1; 2g, and G = Sym(I). This yields a chain (S; ) of cardinality with a decomposition S = S 0 S 1 S 2 into dense subsets of S, such that properties (c) and (d) It is immediate that C is a cyclic ordering (see also To show that ? is 3-set-homogeneous, it now su ces to consider all subdigraphs of on at most 3 vertices, and apply the 3-homogeneity of . Oberve that, by its construction, does not embed a directed triangle a ! b ! c ! a, and that paths of length 2 in ? come from directed paths in .
We show next that ? is not 2-homogeneous. Observe that H acts transitively on V , so ? is 1-homogeneous. Let K := Aut(? ). We rst prove the following.
Claim 2. The group K preserves or reverses the cyclic relation C on V , that is, preserves the induced quaternary separation relation.
Proof. Since H is transitive on V and preserves C, it su ces to show that if a 2 S 0 then the stabiliser K a preserves the induced linear betweenness relation B on V n f ag, and for this, we show that B is rst-order de nable using and the parameter a. 
