Interest in automated biometrics continues to increase, but has little consideration of time which are especially important in surveillance and scan control. This paper deals with a problem ofrecognition by gait when time-dependent covariates are added, i.e. when 6 or 12 months have passed between recording of the gallery and the probe sets, and in some cases some extra covariates present as well. We have shown previously how recognition rates fall significantly when data is captured betveen lengthy time intevals. Under the assumption that it is possible to have some subjects from the probe for training and that similar subjects have similar changes in gait over time, we suggest predictive models of changes in gait due both to time and now to time-invariant covariates. Our extended time-dependent predictive model derives high recognition rates when time-dependent or subject-dependent covariates are added. However it is not able to cope with timeinvariant covariates, therefore a new time-invariant predictive model is suggested to accommodate extra covariates. These are combined to achieve a predictive model which takes into. consideration all types of covariates. A considerable improvement in recognition capability is demonstrated, showing that changes can be modelled successfully by the new approach.
INTRODUCTION
The demand for automated person identification systems is growing in many important applications such as visual surveillance, access control, and smart interfaces, where reliable individual verification is essential. Gait recognition aims to discriminate individuals by the way they walk and has the advantage of being non-invasive, hard to conceal, being readily captured without a walker's attention and is less likely to be obscured than other biometric features. Approaches to gait recognition can be broadly classified as being model-based and model-free. Model-based methods [3] , [5] , [9] model the human body structure and extract image features to map them into structural components of models or to derive motion trajectories of body parts. Model-free methods [1] , [2] , [4] , [18] generally characterise the whole motion pattern of the human body by a compact representation regardless of the underlying structure.In this paper we employ the model-free (static) method of Veres et al [16] .
However, in these works only databases recorded over a short time interval were evaluated. Some studies over a more lengthy time interval were reported for face recognition. In [15] images of 240 distinct subjects were acquired under controlled conditions, over a period of ten weeks. They showed that there was not a clearly decreasing performance trend over a period of ten weeks. Other studies have shown that over a period of years, face recognition performance degrades linearly with time [12] . Some studies were done to show effects of aging on face recognition [6] , [7] . In [6] a systematic method for modelling appearance variation due to aging is presented. It was shown that aging variation is specific to a given individual. In [7] face identification experiments are presented, where the age of individuals in the gallery is significantly different than the age of individuals in the probe. It was demonstrated that automatic age simulation techniques can be used for designing face recognition systems, robust to aging variation. Some recent efforts [8] were made to improve age estimation by devoting part of the classification procedure to choosing the most appropriate classifier for the subject/age range in question. In face recognition over a lengthy time interval it is assumed that similar people with similar life styles will age similarly. Moreover, the model for isolating age variations was proposed [6] . Similar ideas can be use to predict changes in gait over lengthy time intervals.
In this paper we consider a gait recognition problem when two databases (the gallery and probe) were recorded with a time interval of 6 and 12 months between the finish of recording the first database (gallery) and the start of recording the second database (probe), i.e. time-dependent covariates are added. Moreover, some extra covariates were added in the second database such as different shoes, clothes, carrying different bags. In real life the need to analyse such databases arises in security of access to a company or an embassy, surveillance during lengthy time interval for example. It is possible to record people walking normally as a gallery, but later it will be necessary to recognize these people in different clothes, shoes, possibly carrying luggage and when time passes. It is shown that in this case correct classification rates fall significantly and recognition becomes unreliable. Similar results have been obtained for the HumanID Gait Challenge Problem [13] , where recognition collapsed from 82% to 6% for data acquiring at an interval of 6 months. Some other recent works reported a significant fall in recognition capability over lengthy time interval [10] , [1 1] .
Under the assumptions that we can have records of people walking normally from the probe and similar people have 0-7803-9399-6/05/$20.00 (© 2005 IEEE similar changes in gait, several predictive models of gait changes are suggested in this paper as way to increase CCRs when analysis is needed over time. Three databases were analysed in the paper and all data was divided between training and test sets. To estimate the effects of time on gait recognition a new time-dependent predictive model is suggested. We use a model to reduce data volume, to understand and to be able to confer invariance on the description. Time-dependent predictive matrices are estimated for every subject in the training set. Then these matrices are used to predict the possible changes in the gallery of the test set. If a subject in the gallery of the test set does not belong to the gallery in the training set, then the nearest neighbour from the training set is found. The predictive matrix corresponding to the nearest neighbour is used and the difference between this nearest neighbour and the subject in the gallery of the test set is included in prediction of the test gallery. Time-invariant covariates are now included in the time-invariant predictive model. In this case the time-invariant predictive matrices are calculated which represent dependency between normal walk of a subject and different possible extra covariates of the same subject. The combined predictive model now takes into consideration both time-dependent and time-invariant covariates of gait. At first, predictive matrices are obtained from the training sets and they are applied for prediction of the gallery on the test sets. The models suggested in the paper are linear, since it is the first approach to handling changes in gait over a lengthy time interval and it is a reasonable intial assumption. Later refinement might be by more complex approaches when enough data will be collected over time. The probe is analysed via the predicted gallery and CCRs are calculated. We show that CCRs can be increased by several times when using the new predictive models and in same cases more than 90% CCRs were achieved. Section 2 describes the suggested predictive models for changes in gait over lengthy time intervals and the new combined model. The database description is presented in Section 3. Experimental evaluation is presented and described in Section 4. Section 5 concludes this paper.
PREDICTION OF GAIT CHANGES
The idea of our approach was inspired by work of Lanitis et al [7] where it was shown that reasonably accurate estimates of age can be made for unseen images. In case of recognition by gait over a lengthy time interval we assume that it is possible to predict the gallery over the given time interval and achieve good recognition results by analysing the probe via the predicted gallery. In this case the training set consists of a set of subjects from the gallery and the same set of subjects from the probe. The test set consists of different set of the same subjects, possible extra subjects and possible extra experiments from the gallery and the probe. The probe was recorded some time after completion of recording of the gallery. An earlier attempt was made at predicting the time-dependent covariates in [17] . However nothing was done to take into account time-in gait due both to time-variant covariates and to timeinvariant covariates. Adding time-invariant covariances into predictive models allows to increase recognition capability. At first, the time-dependent predictive model is presented. Then two approaches to treatment of extra time-invariant covariates are introduced. And lastly the combined predictive model is suggested which takes in consideration all possible changes in gait over time. The predictive models are linear, since it is a reasonable initial assumption. More data is needed to build complex models describing changes in the gait. A. Prediction of Time-dependent Covariates In general case the predicted subject from the gallery can be defined as kt+1 W = f(gt(i)), (1) where t+1 (i) is the ith predicted subject from a gallery, gt(i) is the ith subject in the gallery, f is a prediction function for ith subject. We use a prediction function f in the form
where Wt (i) is Nf x Nf time-dependent predictive matrix for kth subject, Nf is a number of features for each subject.
Let the gallery and the probe be divided into groups, where a number of groups corresponds to a number of subjects and each group represents feature vectors for a given subject.
Let us consider at first the case when the number of groups (subjects) in the gallery equals the number of groups (subjects) in the probe and the groups (subjects) are the same, i.e. training set. At first we sort the records of the subjects according to their groups and note the number of records per subject. Then the time-dependent predictive matrix Wt(i) is constructed as follows. At first for each group in the probe and gallery the mean of the group is calculated n) XJ~(p) 1 2(i and np= I 11
where kJ (p) is the mean of group j in the probe, 5t (g) is the mean of group j in the gallery, j = 1,..., ng, where ng is a number of groups, npi and n-I is a number of records in the jth group of the probe and of the gallery, respectively, xm (pi) and xt (gi) are records for ith subject in jth group in the probe and gallery respectively. Then the time-dependent predictive matrix for each group j is calculated as
where the inverse is calculated by pseudoinverse. Formula (4) allows to find changes in the jth subject's gait in two different time instances and can be derived from the equation invariant covariates. In this paper we try to predict changes (5) 326 -3 Xt (p) = x3t (9)wt U) I where the gallery x-(g) was recorded in one time instance; the probe x2(p) in the next (future) time instance; the predictive matrix Wt(j) represents changes from the subject in the gallery to the subject in the probe due to time. The ith predicted gallery subject from group j is gt+l i W = (gt(i) + gt(i) -(9) D)Wt(j).* (6) With obtaining Wt(j) for each group in the training set the training stage is finished and the time-dependent predictive matrices Wt(j) are saved for future use on the test set.
For the more general case (test set) when a number of groups in the gallery is not the same as number of groups in the probe and/or subjects are not the same both in the gallery and in the probe, the predictive matrix is constructed as follows. Here we present a case when a number of groups in the gallery is more than a number of groups in the probe. Two assumptions are made in this case 1. Every subject in the probe exists in the gallery.
2. The gait of the similar subjects will change in a similar manner with time.
We are looking forward to gathering more data to provide a theoretical analysis or statistical observation to support the second assumption. Each subject in the gallery of the testing set is compared with each subject in the gallery of the training set. If the same subject is presented both in the gallery of the training set and the gallery of the testing set, then group j which the subject from the test set belongs to is recorded and this subject is predicted. If the subject in the test set gteSt(i) is not in the training set, then the nearest neighbour from the training set is found by finding r such as r = j: {rmin Igt(j) -gtest(i) , j = 1,..., Ng} (7) where Ng is a number of records in the gallery of the training set. Then ith predicted subject is calculated as test(i) = (gtest(i) + Igtest(i) -'(r)(g)|)Vt(j(r)) (8) where j(r) means that group j is chosen according to rth record of the training set. Alternatively, instead of calculating groups mean the records of all subjects can be used to generate matrices Wt(j) of the training set. Then comparison is made for the best match between a subject in the gallery of the testing set and a subject in the gallery of the training set and the corresponding timedependent predictive matrix is used for predicting this subject as in (8) .
After the predicted gallery is calculated as (6) or (8), the probe is classified via the predicted gallery. The suggested approach to predict time-dependent changes of gait over lengthy time interval was applied to recognition by gait later in the paper. However, although Egns. (2),(6) and (8) can be used to predict time-invariant gait covariates, these covariates have to be included in the training stage and the predictive matrices are calculated for each extra covariate as separate group at every time instant, which can be time consuming in many cases. Therefore we suggest a different treatment of non time-dependent covariates.
B. Prediction of Other Covariates
In this subsection we consider the dataset recorded over a short time interval when time will have little effect on recognition capability, and the effect of other covariates is much more likely. However, the subject can not only walk normally but have some extra covariates like different clothes, shoes, wearing bags etc. In this case the gallery consists of subjects walking normally and the probe consists of records when some changes to normal walk are added. Then dependency between normal walk and any extra covariate can be expressed through the prediction of the gallery as (9) where f is a function of changes according to eth experiment.
This formula can be re-written as gte(k) = gt(k)We, (10) where We is a square predictive matrix defining differences between normal walk and e th experiment.
If all experiments excluding normal walk are known and some of records are available for training, then the set of non time-dependent predictive matrices We can be calculated using training set,and used when there is a possibility of extra covariates. In this case the training set is divided into groups according to experiments, i.e. normal walk, carrying bag, wearing trench coat etc, and the means of each experiment for each subject is calculated as nek -x(k) -= ek i=1 (11) where is x4e(k) is mean of eth experiment for kth subject and 4tek(i) is ith record in eth group for kth subject. Then the non time-dependent predictive matrices We can be estimated as We=(k) (x x (12) where x°(k) represents mean of normal walk for kth subject and 4x (k) are means of all other experiments for kth walk, since the dependency between the normal walk and extra timeinvariant covariates can be presented as xt (k) = xt (k)W (k)- (13) Then the predicted gallery for k subject in the eth experiment will be ge (k) = gt(k)We(k). (14) After the predictive matrices are obtained, the predicted gallery is calculated as (14) and the probe is classified via the predicted gallery. It was noticing that the gallery contains only normal walk, but it is possible that extra covariates will be added in the probe. Therefore the prediction is made for each possible experiment, since it is not known in advance which experiments will be in the probe. It is enough to calculate the tk'(k) = f'(gt(k)), non time-dependent predictive matrices W4(k) once and then use them when needed. The combination of time-variant and non-time dependent covariates of gait is presented in the next subsection.
C. Combination of Different Gait Changes
So far we consider changes of gait either due to time or extra covariates separately. In this subsection we consider the case when both time and extra covariates are presented. Then the predicted gallery can be presented as ge 1 (k) = fe(f(gt(k))), (15) where f is function defining time-dependent changes and fe defines changes due to eth experiment for kth subject. Combining formulas (6), (8) and (14) the combined predicted gallery is g' (k) = (gt(k) + Igt(k) -x(g)J)Wt(j)We(k), (16) if kth subject exists both in the training and test sets or = (gtteSt(i) + Igtest(i) -_(r)(g)1)
Wt(j(r))VWe(k), (17) if kth subject exists only in the test set.
Using formulas (16) and (17) we can predict the gallery taking into consideration both time-dependent and non timedependent covariates. 3 . DATABASES DESCRIPTION Three databases were analysed in the paper, comprising indoor (studio) data since the purpose of this paper is to investigate a gait recognition problem. The first database, called the large database (LDB), consists of 115 subjects performing a normal walk. The database arrangements are described elsewhere [14] . LDB can help to determine which image information remains unchanged for a subject in normal conditions and which changes significantly from subject to subject, i.e. it represents subject-dependent covariates. The small database (SDB) consists of the sample of 10 subjects from the LDB. Each subject was filmed wearing a variety of footwear, clothes and carrying various bags. They were also filmed walking at different speeds. In this case the covariate factor is more complicated, since it does not solely depend on the subjects, but on the other factors mentioned above. Each subject's data was captured during one continuous filming session.
The temporal database (TDB) also consists of 10 subjects from the LDB in normal conditions, but each subject was refilmed on different dates. The TDB can help to investigate the consequences of time on recognition. One sequence for each subject consists of 50-60 frames describing gait.
Examples of features from the LDB and the SDB are presented in Fig. 1 . The figure shows subject 46's average silhouette computed for a sequence in the LDB and in the SDB walking normally, carrying a bag and wearing a trench coat. It worth noticing that sequence of filming data in time was LDB, SDB and TDB with approximately 6 months difference between LDB and SDB, and SDB and TDB. Moreover this paper is devoted to investigation changes in gait over lengthy time intervals, i.e. from 6 to 12 months, rather than short time intervals, such as days and weeks. For brevity we shall not fully describe the extraction methods, complete explanations of the techniques used can be found in [16] . This technique yields a 4096 dimensional feature vector derived from the subject's silhouette accumulated over a sequence of images.
EXPERIMENTAL EVALUATION
In this section we present the results of an experimental assessment of the performance of the suggested predictive models in the tasks of recognizing people over lengthy time interval by gait, i.e when SDB was analysied via LDB S/L, TDB was analised via SDB TIS and LDB T/L, and of predicting the future changes in gait. All three data sets were divided between training set and testing set. Training set consists of 10 subjects belonging to all three databases walking normally for prediction of time-dependent covariates. However only 50% of records corresponding to a given subject in the database go to the training set, the remained data belong to the testing set together with extra subjects for LDB and extra experiments (non time-dependent covariates) for SDB if not mentioned otherwise. In cases of prediction of time-invariant covariates or both types of covariates each experiment from SDB is divided between training and testing sets equally if not mentioned otherwise. The system was tested on four different conditions. For the first we performed leave-one-out experiments using all training and test silhouettes walking normally, i.e. S/olL1o, T/S10 and T/L10. This experiment tested the accuracy of our approach in prediction of gait changes over time in subjects who had already provided training silhouettes. For the second experiment we added 105 new subjects to the gallery and tested how our approach will work when many more subjects are available for recognition in gallery than were used in training, i.e. Sio/Laul and T/Laii. In third experiment we investigate how adding extra non time-dependent covariates will affect the time-dependent predictive model and how different models predicting non time-dependent covariates will cope with this situation, i.e. Saii/Lio and TISaIv. The last experiment investigates the performance of the different predictive models when an extra 105 subjects are taken from LDB and extra 12 different experiments are taken from SDB, i.e. Saii/Lai1 and T/Sall. The reduced datasets were used for representing all three Table 2 . A subject from SDB can wear normal shoes, clothes and walk normally or can walk slower/faster than normal, wear different shoes, raincoat or even carry a bag/rucksack. We try to match this subject from SDB to a subject from LDB or TDB who walks normally, wears normal shoes and normal clothes (no raincoat) and does not carry any bags. In Table 2 it can be seen that as soon as time-dependent covariates are added to analysis the fall in CCR is very noticeable, especially when all subjects and all experiments are considered and something should be done to improve CCR. One of the ways is to use the suggested predictive models. However CCRs are affected not only by time-dependent covariates but adding extra subjects from LDB and by adding non time-dependent covariates from SDB for analysis. In this paper we try to predict both time-dependent covariates and non time-dependent covariates.
CCRs after applying the time-dependent predictive model on training and testing sets are presented in Table 3 . It can be seen from Table 3 , that the time-dependent predictive model copes very well when either only time-dependent covariates present or extra subjects are added from LDB both for training significantly when SDB is treated as a probe. Special predictive model is required to take into consideration non time dependent covariates when they are presented in the probe.
Two ways are possible to incorporate non time-dependent covariates in the final predictive model. The first approach is to include subjects with extra covariates in training test and use the obtained predictive coefficients for each extra experiment in testing set. The results of applying this approach to analyse SDB via LDB is presented in Table 4 . In this case 93.38% CCR is achieved, considerably better than 26.46% when non time-dependent covariates are not included in the training set. However, this approach is very time consuming, since it requires collection of many experiments for each subject from training set at every time instant when analysis is necessary, and in some cases this cannot be achieved.
The second approach is based on modelling predictive matrices of different non time-dependent covariates and applying them every time in the combine predictive model when there is a chance that a subject can have some extra covariates. The results of using non time-dependent predictive model for SDB is presented in Table 5 . The predictive matrices of different experiments are calculated at first using records of training set. In this case the gallery will consist of people walking normally and the probe will have subjects with different nontime dependent covariates. Table 5 shows that it is possible to calculate the predictive matrices on training stage and then apply then successfully on the testing stage, thus achieving good recognition performance. Table 6 shows the results of applying the combined predictive model. It is worth noticing that predictive matrices for non Table 6 are worse the results of Table 5 , they remain significantly better than results reported in Table 3 . In the same time combination of time-dependent and non-time dependent covariates is noticeably less time consuming and does not require training on all possible experiments at each time instant.
We assumed that the probe set contains a number of different subjects. In case of one subject (some access control applications), the detection performance of the suggested scheme will not change, since the training will be done only on this one subject. If this subject is not available for training, then the possible model based on a priory knowledge is constructed for training. In this case the detection performance will be solely depend on a priory knowledge about subject and the quality of the model developed.
In this paper only three databases representing three time instants are considered. We are looking forward to recording more data over lengthy time intervals to verify the suggested predictive models further.
SUMMARY AND CONCLUSIONS
This paper deals with a problem of increasing correct classification rate when time-dependent covariates (6 or 12 months passed between the finish of recording the gallery and the start of recording the probe) together with some other covariates such as variety of footwear, clothes and carrying different bags are added to an analysed database for gait recognition. We have shown that CCRs are very low in this case. In this paper we suggest use of the prediction of gait over the given time interval and prediction of possible changes in gait due to non time-dependent covariates. One assumption made for the predictive models is that similar subjects will have similar changes in gait over a lengthy interval. The time-dependent predictive model is based on estimation of predictive coefficients between the means of subjects in the gallery and the probe and incorporation of these predictive coefficients in prediction of the feature vectors in the gallery over the given time interval. Then the predicted gallery is compared with the probe and cross-validation is done. When non time dependent covariates are added, two ways are possible to handle this situation. First include all possible experiments in calculation of predictive coefficients, which can be very time consuming, since it will require the recording of many experiments for a given subject in each time instant. The second approach is based on estimation of non time-dependent predictive matrices for each experiment and then use of these matrices in the combine predictive modal. The experimental results showed that good results can be achieved both on the training set and the testing set on four different conditions, i.e. only 10 subjects walking normally considered; extra subjects are added; extra experiments are added; both extra subjects and experiments added. However we have only three databases recorded in 3 different lengthy time instants, which do not allow us to build more generic model depending on time. We are looking forward to recording more data in future to enable this.
