Blind source separation of two electromagnetic fields is investigated. The difficulty of this task lies in the fact that only the power, which is the square of the sum of the electromagnetic fields, can be directly measured; the cross term of the electromagnetic fields is inevitable, and a strong correlation occurs in blind deconvolution. However, the relative phase is physically different from the field intensities, and, hence, extracting the phase during separation seems inconceivable. Our results demonstrate that the intensities and the relative phase of two electromagnetic waves can be determined with eigenvalue problem formalism even when the mixing processes are completely unknown.
Blind signal separation has been studied extensively, particularly because of its close relevance to human experience, for instance, in the cocktail party effect. 1 Blind signal separation also has many applications in various fields, such as separating radio signals by use of an array of antennas in radio astronomy 2 and separating biomagnetic sources with an array of superconducting quantum interference devices in magentoencephalography. 3 The simplest case of the source-separation problem involves two speakers whenever the mixture of their voices reaches two microphones and a separation of the sources is desired so that the output channel registers only a single voice. 4 The diff iculty of such source separation can be summarized as follows: Assume that there are n statistically independent source signals, a i ͑t͒ ͑i 1, 2, 3, . . . , n͒, which satisfy the relation ͗a i ͑t͒a j ͑t 0 ͒͘ K i ͑jt 2 t 0 j͒d ij , and I i ͑t͒ ͑i 1, 2, . . . n͒ are n signals recorded at n detectors. The detected signals are related to the source signals by I i ͑t͒ P n j1 C ij a j ͑t͒, where C ij are the mixing coefficients. The total number of unknown variables is n͑n 1 1͒, as matrix C is typically asymmetric and the source strength is unknown. Whereas other methods used neural networks 5 -7 and either cumulants or polyspectra, 8 -11 the method reported by Molgedey and Schuster used a time-delayed correlation to separate a mixture of independent signals. 12 Their approach significantly reduced the classical blind signal separation to a simple eigenvalue problem. This eigenvalue problem approach involves no cost function or adaptation rule that may cause conceptual diff iculty and ambiguity and is physically straightforward and appealing. The key to the problem is to determine the coeff icients, C ij , and the source strengths, l i K i ͑0͒, by measurement of I i ͑t͒, since only n detected signals are available. Clearly, the symmetric correlation matrix, ͗I i ͑t͒I j ͑t͒͘ M ij , alone does not yield sufficient information.
Molgedey and Schuster elegantly solved this problem by identifying additional relationships in the time-delayed correlation matrix,
The source-separation problem is thus reduced to an eigenvalue problem.
For the situation of electromagnetic fields, the circumstance becomes much more complex. As the signals propagate and are detected, the ith detector's power is I i ͑t͒ j P n j 1 C ij a j ͑t͒j 2 , where now a j ͑t͒ are the j th electric f ields. Intuitively, blind source separation of electromagnetic f ields cannot be solved by use of the Molgedey-Schuster (MS) scheme because of the occurrence of the strongly correlated cross terms. Phase, although important, is physically and conceptually different from the intensity or the amplitude of a f ield. Therefore, extracting the relative phase in separation seems impossible. In this Letter, this important issue is considered, and it is shown that blind source separation of electromagnetic f ields can be solved and that the relative phase can also be extracted.
Since the electric f ield dominates the magnetic field, sources a 1 and a 2 can be assumed to take the forms a 1 ͑t͒ E 1 ͑t͒exp͓if 1 ͑t͔͒ and a 2 ͑t͒ E 2 ͑t͒exp͓if 2 ͑t͔͒, respectively. The relative phase is f͑t͒ f 1 ͑t͒ 2 f 2 ͑t͒. The powers measured at the detectors are P i ͑t͒ jC i1 a 1 ͑t͒ 1 C i2 a 2 ͑t͒j 2 ͑i 1, 2, 3͒, where three detectors are used. In the matrix formalism, the detected powers can be expressed as
Subtracting the time average from Eq. (1) 
where a condition ͗cos f͘ 0 is adopted and the angle brackets specify time average. It can be seen that now ͗jE i j 2 2 ͗jE i j 2 ͘͘ 0. Since jE 1 j, jE 2 j, and cos f are not correlated, we have ͗͑jE i j 2 2 ͗jE i j 2 ͒͘ ͑2jE 1 j jE 2 jcos f͒͘ 0. Note that, after averaging over a long period of time, the phase term ͗cos f͘ 0, assuming a random phase f luctuation, which is physically reasonable in real environments. Meanwhile, the average over a long time, ͗cos f͘ 0, holds if the relative phase involves periodic draft and (or) if two individual phases are not correlated. Thus, three separated signals can be obtained according to the MS scheme as described above. However, how can the separated signals be justif ied as jE 1 j 2 2 ͗jE 1 j 2 ͘, jE 2 j 2 2 ͗jE 2 j 2 ͘, and 2jE 1 j jE 2 jcos f? Restated, how can the relative phase be obtained? Let us assume that the separated signals are x 1 , x 2 , and x 3 . Moreover, let x 3 2jE 1 j jE 2 jcos f at this stage. Theoretically, if the data are sampled over a sufficiently long period, the minimum for x i jE i j 2 2 ͗jE i j 2 ͘, that is, ͑x i ͒ min 2͗jE i j 2 ͘ for i 1, 2, will appear. This result requires that jE i ͑t͒j 2 be zero for some t, a condition that is automatically satisf ied for an oscillating field, E i A i cos͑wt͒, in which A i is the amplitude and v is the oscillating frequency. Hence,
A sum of all squared items increases the eff iciency of prediction:
As a short summary, we seek two values x i , represented as x a and x b , that yield a minimum value of relation (3). In such a case, jE 1 j 2 x a 2 ͑x a ͒ min and jE 2 j 2 x b 2 ͑x b ͒ min , and hence the relative phase c follows cos f x c ͞2jE 1 j jE 2 j, where x c is the resulting x i .
The phase can be distinguished from the intensities in another way that helps in dealing with the f ields that are associated with the additional constant dc bias term. The ordering of coefficients C ij in the middle matrix of Eq. (2) is closely related to the ordering of the column vector of the intensities and the phase. A constant relation will exist for each row of the matrix if the ordering is correct. Explicitly, the product of the square of the f irst component and the square of the second component, divided by the square of the third component, equals 1 for all three rows:
However, the constant relation is not preserved if the ordering of the components of the column vector is not the same as that of the right-hand column vector of Eq. (1). We can extend this classif ication to deal with the phase extraction even if the number of electromagnetic f ields involved is more than two. The theory can be illustrated by a simulation. We calculated the mismatch per unit time interval between separated and original signals to characterize the performance of separation, and a long time average of the absolute difference between the separated and the original signals was obtained. The minimum mismatch of the reconstructed signals is def ined as the minimum of all calculated mismatches. This quantity helps in identifying the performance of the separation scheme, even though the original signals are not available in a real situation. It should be noted that the effectiveness of the MS scheme depends on several factors, including the correlation of the source signals, the period required for evaluation as the correlation is def ined over an infinite period, and the occurrence of the singularity in the correlation matrix, as illustrated in Ref. 13 . Below, the simulation uses the mixing coeff icients C 11 0.7, C 12 0.3, C 21 0.2, C 22 0.8, C 31 0.5, and C 32 0.5. A different choice of coeff icients does not inf luence the performance of the scheme.
In the simulation we f irst considered two common periodic functions for E 1 and E 2 , such that E i sin v i t, where v 1 133 and v 2 79, respectively. The simulation is based on a data period T 10, with a time step of 10 24 . For brevity, periodic phases f i V p, i t, where V p,1 1606 and V p,2 891. In Fig. 1 we present the results of the simulation. The time has been normalized such that, if the time is measured in microseconds, then the units of frequency are megahertz. Figures 1(a) , 1(b), and 1(c) show the results of separation, including the difference between the separated signals and the original ones, in terms of E 1 , E 2 , and f, respectively, assuming a time delay t 0.5211. Figures 1(d) , 1(e), and 1(f ) present the mixed signals, P i (where i 1, i 2, and i 3). The inf luence of time delay t on the separation scheme can be seen in Fig. 1(g) , which shows that a mismatch of less than 1% can be achieved. Besides the limitation caused by the intrinsic singularity of the correlation matrix, the data length essentially limits the separation performance here. An extension to a more-complex coding scheme based on periodic signals in the microwave region and current communication technology, such as code-division multiple assess, 14 can be simply established. Choosing a different phase, for example, a random phase, presents no diff iculty for the separation scheme.
Next, an interesting, complex case is analyzed in which the signals to be separated are mainly chaotic. The amplitudes of two fields are taken from the Lorenz model, 15 such that dx͞dt 10.0͑x 2 y͒, dy͞dt rx 2 y 2 xz, and dz͞dt xy 2 2.66z; the z components at r 28.0 and r 29.0 are f ields E 1 and E 2 , respectively; the phases are assumed to be f i V p, i t, where V p, 1 37 and V p, 2 79. Chaotic electromagnetic f ields, for example, those generated from a D-shaped Er-doped f iber 16 or from laser systems, 17 are possible. The source mismatch and the data length limit the performance, and the divergences in the singularity can also be verified for some time delays. Figure 2 summarizes the results for time delay t 0.163. Again, the phase has been successfully retrieved and two amplitudes have been separated. Because light detectors with frequencies of up to 60 GHz are commercially available, 18 electromagnetic waves with a frequency difference below 60 GHz can be separated out by use of commercial equipment. Advanced photonic technology also can be utilized to probe high-speed f ields. 19 In summary, the extraction of the relative phase and amplitudes of two electromagnetic fields has been described. A variety of applications in physics, biology, chemistry, and engineering, in which optics and electromagnetic f ields play essential roles, are expected. Optimizing time delay in the blind source-separation scheme is a nontrivial issue. This issue can basically be resolved with the scheme offered by Ehlers and Schuster 20 or with a separation procedure assisted by the reference signal scheme proposed in Ref. 13 , although the formalism can be more complicated in the blind phase retrieval of electromagnetic fields.
