Planar stochastic coded apertures in medical y-ray imaging by Kouris, Kypros
- ~ -
Planar stochastic coded apertures 
~n medical y-ray imaging 
by 
Kypros Kouris 
A thesis submitted to the 
Faculty of Mathematical and Physical Sciences 
of the University of Surrey 
for the degree of 
Doctor of Philosophy 
October 1978 
- ~~ -
ABSTRACT 
Medical imaging is int roduced in t he contex t of information the ory, 
~n t e rms of inte r acti ons of 'probes ' wi t h tis sue . A re view of y-ray 
emissi on imaging systems ~ s provided with emphasis on tomography and 
coded apertures. A general mathema tical descrip tion of an imaging 
system is then given f ollowed by an exposition of the theory of 
stochastic apertures. 
The ·3-D simulation model of planar stochastic coded aperture 
systems is presented and suggestions are made for the treatment of 
photon interactions with tissue, aperture and detecting device in 
order to investigate the possible usefulness of scattered photons ~n 
imaging. 
Two reconstruction methods are examined: fractional angles and 
stochastic correlation. Using the simplified model, their respective 
responses are compared corresponding to simulated and deterministic 
(noise-free) coded data. 
Concentrating on the latter method, the properties of the 3-D 
planar stochastic coded aperture imaging system are investigated in 
detail. Through the spread functions of elementary sources (point, 
square and cubic), the longitudinal and transverse resolution characteristics 
are examined and shown to vary with tomographic depth. The dependence of 
image quality on the number of emitted photons is established and the 
influence of i ndividual geometrical parameters identifie d. Images of 
ex t ende d source s are presented to consolidate these f indings. The e f fect 
of interactive image processing on reconstructed tomographic images i s 
demonstrated using y-camera prototype data. 
Finally, outstanding f undamental problems are noted and suggestions 
are made for further work. 
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PROLOGUE 
Phi osophical framework 
Man has always exhibited a desire, often manifesting itself as 
a need, to investigate and conquer the Unknown in all spheres of his 
activity on earth. His motivations have been good and bad, the good 
ones aiming at an enrichment of the totality of his knowledge and at 
an improvement of his way of living and state of health. (The ethical 
concepts good and bad are here being used in the sense of Bertrand 
Russell: 'a thing is good when on its own account it ought to exist, 
and bad when on its own account it ought not to exist,' (Ru 10)). 
In his search for the unknown man has been relying on his visual 
senses and on logical and axiomatic reasoning, the latter being itself 
subject to continuous development. According to Plato this search can 
only establish connections between Reality and what is Apparent, that 
is between the world of 'Ideas' and the world of 'Images'. It is the 
task of philosophy and science to formulate and examine the Apparent 
in order to understand Reality. 
Imaging as a speciality of science 
Within the above very wide framework lie the different aspects 
of man's intellectual efforts. One of them is called Imaging, the 
specialisation of science dealing mainly with the morphology and 
functi on of physical objects that are usually not accessible for 
direct visual inspection. Although the name of this branch of science 
is deeply connected with the Images of Plato its terminology is rather 
more p r agmatic, as follows: 
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An image is defi ned to b e a representation of sp a t i al and time 
variations of a physical property or a combination of propert i es of 
the object under study. In all generality, it ~ s a f unction with 
variables of space and t i me. Since ob j ects are 3-Dimensional and 
the property of interest may be cont i nuously varying wi th time an ideal 
image would be a function f(x,y,z,t). Such an image would convey to an 
observer exactly how this property is varying throughout the object 
with time. 
In cases where the time variation ~s abolished as unnecessary, 
the image ~s called static, otherwise one is concerned with dynamic 
~magLng. 
Images are obtained through interactions of the unknown object 
with an image forming system. Physical parameters internal or 
external to the system may introduce inaccuracies called artifacts 
so that the image is no longer a true representation of the original 
distribution f(x,y,z,t). Image restoration LS concerned with the 
invers i on of such degradation processes in order to improve the 
accuracy of the image; to this end, some form of knowledge about the 
degrading phenomena is needed through an analytic or statistical 
model (Hu 71, Ro 76). 
An image may be considered as a signal. When its transmi ssion 
or storage nece ssitates excessive capacity it is desirable to trans-
form i t efficiently in order to reduce this requirement. This i s 
dealt with by the subject of image coding (Hu 75). 
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Pattern recognition refers to extraction of features and 
selection of specific attributes descriptive of a required aspect 
of an image for subsequent classification, interpretation or 
decision making (Ku 72). 
Imaging techniques find applications in medicine, science and 
industry. Examples are: biomedical imaging, space imaging and 
radioastronomy, formation of tracks of particles, electron m~cro­
graphy of molecules and crystals, satellite mapping of the earth 
for the search of resources, reconnaissance photography, television 
broadcasting, radar mapping, industrial radiography for non-destructive 
testing of materials. 
Thesis outline 
Chapter 1 begins with an exposition of the principles of information 
theory thus providing a framework within which the subject of imaging 
lies. A preliminary discussion on image quality follows and then, ~n 
terms of the interaction of probes with tissue, medical imaging is 
introduced. Subsequent sections concentrate on y-ray· emission imaging 
and provide a review of y-ray emission imaging systems with emphasis on 
the underlying physical principles. The chapter ends with an outline 
of coded aperture imaging systems. 
Chapter 2 provides a unified mathematical description of medical 
imaging by fo l lowing a systems approach. The PSF, LSF and MTF (point 
and l ine spread functions and modulation transfer function) performance 
parameters are characterised and noise is briefly considered. The theory 
of coded aperture imaging is subsequently presented, first for a general 
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code and then f or stochastic coded apertures. The ROC method for 
the overall evaluation of the performance of a medical imaging 
system ~s outlined. 
Chapter 3 describes the Monte Carlo simulation models of planar 
stochastic coded aperture imaging systems. The discussion centers on 
the 3-D model since the simplified model involving a l-D detecting 
device and coded aperture (and a 2-D source), may be understood as 
a special case. The use of th~ latter model for the formation of 
noise-free coded data (images) is outlined. Suggestions are made for 
the future extension of the 3-D model in order to enable an investiga-
tion into the possible use of scattered photons in y-ray emission 
tomography. 
Chapter 4 presents results obtained using the simplified model. 
The relative merits and limitations -of two reconstruction methods, 
fractional angles and stochastic correlation, are assessed and 
comparisons are made between their respective responses using two 
coded data sets, simulated and deterministic. The former involves 
statistical fluctuations whereas the latter is noise-free. 
Chapter 5 presents results obtained using the 3-D model. A 
brief exposition of pinhole images is followed by the point spread 
function of the fractional angles method. The properties of the 
planar s t ochastic coded aperture system are then examiaed ~n detail, 
with r econs t ructions performed by the stochastic correlation method. 
The longitudinal and transverse resolution characteristics of the 
system are investigated and the dependence of the responses on the 
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number of emitted photons is evaluated, for a variety of source 
strengths and configurations. Reconstructions performed under 
dif erent system geometries and employing different binary sequences 
are presented, demonstrating the effect of individual parameters. 
Comparison is made between the pinhole and stochastic coded aperture 
resolutions under identical geometrical arrangements. The effect of 
simple image processing on reconstructed tomographic imag~s 1S 
exhibited using y-camera data, obtained by a planar stochastic coded 
aperture prototype system at the University of Michigan, Ann Arbor. 
Chapter 6 presents the final discussion and conclusions, and 
the author's suggestions for further work . 
Appendix A outlines the probability theory framework relevant 
to this work and Appendix B describes briefly the two stochastic coded 
aperture prototype systems (planar and cylindrical) developed at the 
University of Michigan. 
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CHAPTER 1 
INTRODUCTION 
With the help of an exposition of the principles of information 
theory, the subject of imaging is systematically introduced within an 
information context. Through a simple model, a preliminary discussion 
on image quality emerges as well as the criterion of maximum probability 
and maximum entropy. 
Examp les of processes forming medical ~mages are briefly outlined 
~n terms of the interactions of probes with tissue, and following that, 
the discussion mainly concentrates on y-ray imaging ~n medicine. 
The biological damage incurred to patients due to ionising radiation 
~s considered and then conventional imaging systems and examples of static 
and dynamic investigations employing radionuclides in medicine are out-
lined. Principles of modern y-ray tomography are presented and the 
chapter ends with a descriptive review of coded aperture imaging systems. 
1.1 An information approach to imaging 
The purpose of an image ~s to convey 'meaningful information' 
regarding aspects of an object. It is therefore necessary first to 
obtain a quantitative measure of information and then elaborate on 
the word meaningful as applied to medical images. 
1.1.1 A mathematical measure of information 
Information may be defined as a measure of an observer's freedom of 
choice when, given a problem, he proceeds to select one out of the several 
existing possible outcomes (Sh 49, Br 63). 
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Consider a problem having 2 possible outcomes each one being 
equally likely to occur. The greater 2 is , the larger the uncertainty 
of the choice and hence the greater the amount of information necessary 
for a selection. Shannon (Sh 49) proposed the following mathematical 
measure of information: 
I K tn 2 1.1 
where K ~s a constant and tn denotes natural logarithms. 
The unit of information ~s specified through K. With 2 = 2, (binary 
problem), the outcomes may be represented by 0 and 1. Assigning the 
value of 1 bit (binary digit) to the information needed for the selection 
gives K = l/Q.n 2. Thus the information content of a selection, in bits, is 
I 1.2 
A logarithmic function is consistent with the intuitively acceptable 
idea that information is of an additive nature. For example, let there 
be two i ndependent problems, the first possessing 21 equally probable out-
comes and the second 22 , Each outcome of the first problem may be coupled 
with any of the second thus resulting in 2 = 2122 total number of outcomes. 
Then the information content of the combined problem is 
I K tn 2 
where II and 12 are the measures of information associated ,vi th the cons ti-
tuent problems r espectively. This additive property makes it easy to 
derive a measure of the inf ormation required to reduce the number of outcomes 
from Z to S: 
I K t n 2 - K tn S 
Z 
K t n S 
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1.1.2 The entropy interpretation of information 
Consider the contruction of messages out of combinations of 
symbols. The words message and symbol a re used in their general sense 
to include such messages as sentences, telegraphic signals and images, and 
such symbols as letters of the alphabet, electronic pulses and shades of 
grey or colours. Let there be M di f ferent symbols (j = 1, •.•. ,M) with 
respective probabilities of occurrence PI"" .,PM. The total number of 
cells to be filled with symbols, one symbol per cell, is N. Symbol j 
appears N. times so that 
J 
P . 
J 
and 
M 
L j=l 
N . 
...1. 
N 
P. 
J 
1 
for J 1, •••• ,M 1.3 
M 
N L j=l 
N. 
J 
The symbols are assumed to be independent of each other and any arbitrary 
combination of them forms a message conveying information. (Whether this 
information ~s meaningful to an observer or not is not examined by the 
theory but this aspect ~s discussed in section 1.2). The total number 
of different ways in which the M symbols may be arranged in the N cells 
so that their probabilities of occurrence are obeyed ~s the total number 
of possible distinct messages. This number ~s given by the multinomial 
z N! M: 
IT N.! 
j=l J 
If all the Z messages are equally likely to occur then, using 
eq.(l. l ), the information needed to select one message ~s 
I K tn Z 
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M 
K(tn N! - L 
j=l 
tn N. !) 
J 1.4 
Using Stirling's approximation, tn x ! z x(tn x-I), valid for x » 1, 
in eq.(1.4) gives 
M 
I z K(N tn N - L 
j=l 
N .tn N.) 
J J 
-KN 
-KN 
using eq.(1.3). 
M N. N. 
L 2Q.n.J N N j=l 
M 
L j=l 
P .tn P. 
J J 
Eq.(1.5) gives the average information per message; the average 
information per symbol is 
1.5 
I 
N = 
M 
- K L 
j =1 
P.tn P. 1.6 
J J 
This is less than the maximum value, K tn M, attained when all the 
symbols are equally probable with probability Pj = ~ (j =1, .... ,M). 
Imposition of any conditions or constraints on the freedom of choice 
always results in a decrease of information. The limiting case of zero 
information corresponds to one outcome being certain to occur with all 
other probabilities equal to zero; in this case the restrictions leave 
no freedom of choice, no uncertainty. 
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It is significant that eq.(1.5), representing a quantity of 
information, is of the same mathematical form as thermodynamical 
entropy (Ad 72): 
Thermodynamics proves that the equilibrium state of an isolated system 
is that for which entropy takes on its maximum value, entropy being 
a measure of randomness. At the microscopic level this necessitates 
the greatest degree of disorder, the greatest randomness. Physical 
systems tend towards equilibrium and hence nature as a whole evolves 
towards max~mum entropy. According to Eddington it is this tendency 
that gives time its arrow (Ed 44). 
Information, being a measure of uncertainty, ~s when available, a 
measure of lack of randomness, hence its relation to entropy. Acquisi-
tion of information through the interaction of an observer with a 
physical system removes uncertainty and therefore achieves a lower state 
of entropy for this system. Rothstein (Ro 52) states that max~mum 
available information is associated with zero entropy and minimum 
information corresponds to maximum thermodynamical entropy achieved at 
equilibrium. Thus an observer contemplating the study of a system at 
equilibrium requires maximum information to reduce its entropy to zero. 
In conclusion, eq. (1.5) unites the terms information and entropy; 
M 
= L j=l often, I 
P.log P. is referred to as entropy of information. 
J 2 J 
1.1.3 Informa tion channel and capacity 
If information ~s to be transmitted, stored or presented, a physical 
medium, the channel, ~s necessary. It may be a page of a book, a trans-
mitting cable or a photographic film. Theoretically a channel ~s specified 
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if the symbols used by it (j = 1, ...• ,M) are specified and their 
respective durations or lengths t. known. 
J 
With messages constructed, as before, by combinations of symbols, 
let N(T) be the number of different messages of total duration, or 
length, T. These messages differ not only in the order but also ~n 
the selection of symbols. All messages are equally probable and hence 
selection of one requires information. 
I K £n N(T) 
The information capacity of the channel, defined ~n terms of its ability 
to transmit information ~s (Sh 49, Br 63) 
c K £. £ nN (T) ~m T 
T-+<x> 
1.7 
Physically this quantity ~s the max~mum average rate of flow of 
information through the channel when all possible combinations of symbols 
are allowed. 
1.1.4 Noise and equivocation 
In the context of information theory noise is any extraneous 
contribution to a signal of information due to sources anywhere along 
the communication channel. The result is that the received signal is 
not identical to the transmitted one. Although unwanted, this extraneous 
contribution i s an additional source of uncertainty and as such it 
increas es the information. 
In terms of the theory, information may be useful and/or useless. 
Noise conveys useless information defined as equivocation, another 
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entropy term, expressing the average uncertainty ~n the received signal 
when the message sent is actually known. In order to derive the useful 
inf ormation conveyed by a signal received through a noisy channel, one 
must subtract the equivocation from the total entropy of the received 
signal; the capaci t y of the channel is accordingly reduced. 
1.1.5 Information content of ~mages 
"The application of information theory to images, particularly 
medical images, is complicated because of the importance that subjective 
and non-quantitative human judgement plays in their assessment. A 
measure of the information content of an image may however be obtained ~n 
its simplest sense by considering the following model. 
Let an image be approximated by N square cells called image elements 
or picture elements, pixels. Each element takes on one out of M 
available shades of grey or colours; their assignment is done either 
directly on a film as ~n ordinary photography or according to some rule 
or scale ~n digitised images. The M values are called density levels. 
Although, in principle, Nand M could be large in which case the 
image would provide enormous detail, in practice their range is limited 
in magnitude by physical constraints. The ultimate restriction on N 1S 
through the minimum image area required for the representation of a 
single point source ~vhereas the number of possible density levels M 
ultimately depends on the fluctuations of a signal due to noise, (section 
1.3) . 
With one image element only, M images are possible; for an N 
element image the total number of possible images is ~ because this ~s 
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the total number of ways Ln which the pixels could be filled with 
density levels. If all these images a re equally likely then the 
information content of the selected one is given by eq.(1.2): 
Thus an image employing two density levels, black and white, and 
consisting of N pixels conveys N bits of information. 
The above measure of information is the maxLmum an Lmage could 
possibly convey because the model assumes that all the possible images 
are equally likely to occur. It presupposes that there was no a 
priori information available to the observer, regarding the object, before 
the image was obtained. If there were then an entropy calculation of 
information, eq.(1.5), would have to be performed. 
In practice, there is considerable a priori information about the 
object of interest, particularly in medicine where one is really looking 
for perturbations to well known distributions whether morphological or 
functionalin nature. Hence for an entropy calculation of information it 
is necessary to assign probabilities to each of the N cells regarding 
which density level may fill it; this is a difficult task and may involve 
undesirable subjectivity (Ce 64). 
1.2 Meaningful Information? 
Informa t ion theory provides mathematical measures of the information 
content of messages and capacities of channels but does not attempt to 
examine the human involvement in their assessment. The absence of the 
human semantic element from the theory makes objectivity possible through 
mathema tical rigour but it also demonstrates the weakness of the science 
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of today in understanding and quanti fying the complex function of 
human judgement. 
In medicine once an Lmage LS formed it is the task of the radio-
logist to extract clinically meaningful information from it. A diagnosis 
has to be made as to whether the patient LS normal or not, whether a 
lesion or other abnormality LS present; in equivocal cases a decision 
must be reached as to which further tests may be necessary. However, 
this process of extracting clinically useful information is outside 
the present reach of information theory. 
The usefulness of pattern recognition techniques as an aid to 
medical diagnosis is still a matter of research eRo 76). Such techniques 
are based on comparing features of the image with a wide set of library 
data the purpose of which is to define the range of variations which 
may be accepted as normal. 
The fact remains that an image must contain as much information as 
possible so that the radiologist, or a pattern recognition technique, 
can relate specific features on it to previous experience or data. 
1.3 Image Quality; A Preliminary Discussion 
In spite of the weakness of information theory to examine the 
semantic content of a message, it provides an insight into image quality 
parameters. 
The spatial resolution of an image, the minimum distance between 
two just distinguishable points of the object, is related to the number 
of pixels N and hence to the information content I. The larger N is 
the bet ter the resolution but then, for a constant imaging time interval, 
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the lower the range of values recorded in each cell. This will 
influence the statistical properties of the image and will result 
in increased fluctuations in the measured values; the total number of 
possible density levels M will necessarily decrease. 
Other measures of ~mage quality include sharpness and contrast. 
Sharpness refers to the spatial extent of the image representation of 
a sharp boundary between two different regions of an object. Contrast 
is expressed in terms of the difference in the image density levels of 
two objects which are physically different as regards the property of 
interest. Image definition is another term which refers to the amount 
of detail of the object visible in the image. It is a function of all 
the previously defined parameters. 
Stemming from information theory is a well specified and objective 
criterion for the assessment of the quality of a signal; it is the 
criterion of maximum probability and maximum entropy. Its success has 
been demonstrated in radioastronomy (Fr 72a, Da 75, We 75, Gu 78) but 
in medical imaging it is almost unknown; its principle is described 
below. 
With reference to Appendix A and using the notation therein, 
consider the process of either selecting one out of the several possible 
images which are consistent with the available measurements (constraints), 
or of pe rforming image restoration in order to improve the quality of 
the received signal. 
Prior to accumulating the data, represented by the event B, let 
each possible image, event Ai' be assigned a probability P(Ai ) expressing 
all the a priori information concerning this picture. Then the probability 
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that A. occurs given B, i.e. peA. IB), ~s obtained by using conditional 
~ ~ 
probabili ty and Baye:' s theorem. 
p(A· IB) 
~ 
P (A. ) P (B I A. ) 
~ ~ 
PCB) 
p(BIAi ) is the probability that B occurs given A. and therefore it ~ 
reflects the possible inconsistencies between the events A. and B due 
~ 
to measurement errors. The criterion of maximum probability and 
max~mum entropy states that out of all the A., the one .to be preferred 
~ 
possesses the maximum probability peA. IB). 
~ 
The application of this criterion depends on the assignments of 
all the a priori probabilities P(A.) and on knowledge of the statistics 
~ 
of the measurements since this influences PCB) but also p(BIA.). ~ 
The assignment of probabilities P(A.) defines a distribution 
~ 
function which should incorporate all the a priori available information, 
for example the non negative property of an image. In order to obtain a 
unique distribution function, information theory imposes the requirement 
that it must be one corresponding to maximum entropy. 
It is the author's opinion that the criterion of maximum probability 
and maximum entropy is suitable for medical imaging and that further 
research must be performed for the evaluation of its potential. 
1.4 Image Fo rmation ~n Medicine 
Since internal anatomical structures are invisible to an observer, 
an atraumatic medical examination requires a process involving physical 
interactions between the external measuring system and the organ or 
- 17 -
structure of interest. In general, the interactions are due to a 
probe of known properties employed from within or from the exterior 
of the patient. The use of a particular probe, in a given manner, 
specifies a particular method of medical imaging. A probe must be 
such that its interactions with tissue reflect differences regarding 
a physical property of adjacent regions of the object. 
Examples of probes and applications in medicine are: 
Light transmitted through optical fibres is used for the direct 
visualisation of the gastrointestinal tract. 
Ultrasound is used for various clinical investigations including breast 
imaging and the examination of pregnant women; it is thought that the 
imaging process ~s based on mapping acoustic parameters related to the 
mechanical properties of the medium (Hi 76, We 77). 
X-rays have long been used widely. Conventional procedures include 
imaging of the chest, abdomen and bones. More recently the introduction 
of X-ray Computerised Tomography (CT) scanners has made possible the in 
vivo formation of images of thin anatomical slices of the head and body. 
X-ray techniques exhibit the attenuating properties of the medium 
traversed by the externally emitted photons (Br 76). 
Gamma rays are being clinically employed for investigations of the brain, 
thyroid, liver, kidneys, bones, heart and the lungs. The various 
procedures involve the administration to the patient of a radiopharmaceu-
tical, a chemical compound labelled by an isotope. This is first allowed 
t o equilibrate and then the y-rays due to the decaying radionuclide are 
externally detected in order to produce an image. 
A physical technique which is still in the research stage as regards 
medical applications is NMR (nuclear magnetic resonance); it utilises the 
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spin properties of nuclei in order to map their distribution in the 
body and it requires the application of a carefully controlled 
inhomogeneous magnetic field (Hi 77, Ph 78). 
A probe that lends itself to future research is electric current 
for the mapping of electrical impedance variations within the body. 
Preliminary experiments have been performed at the University of Surrey 
(Gu 76) and at the University of Manchester Medical School (Pu 78). An 
impedance device for spatially specific measurements of the thorax has 
recently been reported in the literature (He 78). 
This thesis ~s concerned with the use of y-rays as the probe for 
medical imaging. The common names of the subject are y-ray, radioisotope 
or radionuclide imaging, or scintigraphy. 
1.5 Biological Damage Caused by Ionising Radiation 
The deposition of energy in tissue by the passage of ionising 
radiation is known to lead to somatic and genetic effects which are 
normally undesirable, except in radiotherapy procedures (Ic 76, Ic 77b). 
As a consequence of the initial physical interactions, (ionisations and 
excitations taking place within 10-17- 10-15 s ), chemical changes occur 
creating free radicals and excited molecules (10- 14- 10-3s ) which alter 
the structure of enzymes, proteins and nucleic acids within seconds to 
hours. Such biomolecular damage may finally result in cell death or 
even animal death, hours, years or decades after the exposure to radiation 
(Co 73). 
The extent of the biological damage depends upon the type, dose, dose 
rate and dose distribution of the ionising radiation. It should be evident 
that whenever ionising radiation is involved in diagnostic medical 
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investigations, all steps and precautions must be taken in order to 
minimise the associated biological damage (Ic 69, Ic 70). The benefits 
from such investigations must always outweigh the radiation hazard. 
1.6 Medical y-ray Imaging: Radiopharmaceutical, Dose and Clinical 
Investigations 
Medical y-ray imaging attempts to map the distribution in an organ 
or tissue of a well chosen radiopharmaceutical; data is collected by 
external detection of the emitted radiation. This mode of internal 
emission and external detection is called emission imaging and should 
be distinguished from transmission ~mag~ng where radiation ~s externally 
directed on, and detected after passing through the patient's body (Bu 
74, Br 76). 
1.6.1 Choice of the radiopharmaceutical 
The choice of the radiopharmaceutical ~s governed by the rule that 
the entailed biological damage must be kept to a m~n~mum. This leads to the 
following important implications: 
a) The radiopharmaceutical must be non toxic and known not to cause any 
irreversible damage to man. 
b) Its metabolism within the body must ensure that it exhibits preferential 
localisation in the region of interest as well as differential uptake 
between normal and pathological tissue (Sc 73). Preferential locali-
sation lessens the undesirable exposure to radiation of regions other 
than the one under examination. Differential uptake provides the 
information regarding the presence or otherwise of a pathology. 
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c) The radiation dose delivered to the patient must be as low as 
possible. 
1.6.2 Radiation dose considerations 
The dose received by an organ depends on the activity administered, 
the physical properties of the radionuclide and the metabolism of the 
radiopharmaceutical. In order to keep the dose to a minimum, considerable 
activity should not be retained by the body long after the end of the 
clinical measurements. Similarly, considerable decay should not occur 
between the administration of the radiopharmaceutical and the beginning 
of the diagnostic test. 
Reduction of the dose to an organ may be achieved by a reduction 
in the effective half-life. This parameter is defined in terms of the 
physical and biological half-lives and for a given radionuclide investi-
gation ~s often varying with time; this ~s due to the presence of more 
than one physiological compartments (Wa 68) each being associated with 
a different biological half-life. For a radionuclide with physical decay 
constant Ap and for compartment j with biological decay constant Ajb , the 
effective decay constant is Aje Ap + Ajb and hence the effective half-
life ~s given by __ 1_ = ~ + 1 For this compartment, T. denotes the 
T . T T 'b Je Je P J 
rate of disappearance of activity from an organ through radioactive decay 
and biological processes. Two consequences follow: 
a) The use of short-lived isotopes in medicine is desirable because, 
whilst reducing the dose, high activities may be administered 
ensuring statistically acceptable detection rates of photons. 
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b) The production of radiopharmaceuticals with shorter biological 
half-lives is also desirable; similarly, radiopharmaceuticals 
exhibiting better preferential localisation and differential 
uptake properties. 
Pure y-emitters should be preferred in diagnostic radionuclide 
investigations since then the energy deposited in tissue, and hence the 
radiation dose, is considerably less than in the presence of accompany~ng 
radiations. The optimum energy range of photons is considered to be 
100-200 keV (Be 69) since then they are sufficiently penetrating to 
ensure adequate detection rates. The physical properties of some isotopes 
of special significance in diagnostic medicine are shown in Table 1.1. 
Accurate and reliable calculations of the radiation dose received 
by an organ from an internally deposited radionuclide suffer from lack of 
detailed knowledge of the following: 
a) elemental constitution, s~ze and shape of the organ 
b) physiological processes that determine the uptake and clearance 
rates as well as their normal range of variation among different 
individuals. 
These limitations preclude the exact prediction of parameters M, F. and 
J 
R(t) which are required for dose calculations, as is indicated below. 
Let R(t) be the, variable with time t, total activity ~n an organ 
of mass M where the units are Bq, s and kg respectively, and R(t) is assumed 
to be uniformly distributed in the organ. If the administered radionuclide 
decays through k modes (j = i, •••. ,k) with p. representing the probability 
J 
of each mode per disintegration, E. the energy of the emitted photon or 
J 
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Table 1.1 Physical properties of some isotopes used 
in radionuclide investigations (Le 67, Ic 77a) 
Isotope Half-l i fe Type of decay 
~4jor radiations, 
approximate energies in HeV 
and intensities 
20.3m 
lO.Om 
124s 
109. 8m 
68.1m 
81l11t<r 13s 
85~r 4.5h 
85IDsr 70m 
99mrc 6.0h 
101. 6m 
13.1h 
1251 59.2d 
131 1 8.07d 
133Xe 5.33d 
65h 
2.69d 
46.8d 
EC 
~+ 
EC 
IT 
IT 
IT 
EC 
IT 
IT 
EC 
EC 
EC 
99% 
0.19% 
97% 
37. 
887. 
12% 
77% 
237. 
86% 
14% 
8+ 0.97max 
y 0.511 
8+ 1. 20max 
y 0.511 
8+ 1. 74max 
0.511 
8+ 0.635max 
y 0 X-rays, 0.511 
8+ 1. 90max 
y Zn X-rays, 0.511 
(daughter of bW Ge , 272d half-life) 
y Kr X-rays, 0.190 (657.) 
8- 0.82max 
y Kr X-rays, 0.150 (74%), 0.305 (137.) 
y Rb X-rays, 
Sr LX-rays, 0.150 (14h) , 0.231 (857.) 
y Tc X-rays, 0.140 (90%) 
(daughter of 99Mo, 66.6h half-life) 
y In X-rays, 0.393 (64%) 
y Te X-rays, 0.159 (83 7. ) 
y Te X-rays, 0.035 (77.) 
8- 0.806max 
y Xe X-rays, 0.364 (827.) 
8- 0.346max 
y Cs X-rays, 0.081 (377.) 
y Au X-rays, 0.077 (18%). 0.191 (2%) 
8 0.962max 
y 0.412 (95 7.), 0.676 (liO 
8 0.214max 
y 0.279 (777. ) 
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particle and F. the fraction of this energy that is absorbed in the 
J 
organ, then for an investigation time interval tl to t2 the total dose 
in Gy (= J kg- 1 = 100 rad) received by the organ is given by 
Dose 
1 k 
M I p.E.F. j=l J J J 
In order to relate this dose to the biological damage incurred to tissue, 
the dose equivalent must be evaluated by incorporating the quality factor 
Q. for radiation type j. The above equation becomes 
J 
Dose equivalent = 
1 k I M . 1 J= Q.p.E.F. J J J J J 
t 
2 
dt R(t) 
Examples of typical isotopes, activities and radiation doses to 
organs for well established clinical investigations are given in 
Table 1.2. 
1.6.3 Static y-ray imaging investigations 
Static y-ray imaging provides no time varying information regarding 
preferential localisation and differential uptake of the radiopharmaceu-
tical and no time indication of physiological function. Rather, it LS 
concerned with the time averaged behaviour over the total imaging 
interval; static images are often called scans. Examples of investigations 
and commonly used isotopes are given below (Be 69, Ic 77a, Wa 68): 
Brain: 
Detection of intracerebral and dural metastases, heamatomas, 
absesses, meningiomas. 
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Tab l e 1.2 Typical i sotopes, activities and radiation doses 
for some well established investigations with 
radionuclides (Ic 69, Ic 77 a) 
Isotope Investi ga tion Typical Organ 
rece~v~ng Maximum dose 
activity in )lCi maximum dose in mrad/)lCi 
81 ffiy(r lung function 6 per cm- 3 lung max~mum total 
-
breathed for 2min dose ~s 7mrad 
99tn.rc brain 5000 large intestine 0.1-0.3 
thyroid 250 thyroid 0.1-0 .5 
liver 1000 liver, spleen 0.2-0.4 
1251 thyroid 5 thyroid 400-1500 
kidney function 10 kidney < 0.2 
blood volume 5 blood 1- 5 
131 1 thyroid uptake 5 thyroid 1200-2100 
lung 300 lung 1-6 
liver 300 liver 1-5 
blood volume 5 thyroid, blood 5-30 
197Hg brain 500-1000 kidney 5-30 
1 Ci 3.7 x 1010Bq 
1 Gy 100 rad 
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Thyroid: 99IDrc 1251 1311 , , 
Nodules demonstrating increased activity, hot, compared with 
surrounding tissue, are normally benign; cold regions are 
associated with a greater possibility of malignancy. 
Heart: 99IDrc, 131 1 
Detection of intracardiac or mediastinal masses. 
Lungs: 
Detection of pulmonary embolism and infartion. 
Liver: 99mTc, 1311, 198Au 
Detection of abnormal masses, determination of the size of the 
liver. No differentiation ~s possible between benign and 
malignant tumours. 
Kidneys: 1251, 19 7Hg, 203Hg 
Differential diagnosis of abnormal masses, detection of cysts, 
determination of renal size. 
Bones: 18F 87mSr 99mTc , , 
Follow-up of cancer patients (particularly breast cancer) for 
early detection of metastases. 
1.6.4 Dynamic y-ray imaging investigations 
In contrast to static, dynamic y-ray imaging enables the extraction 
of time varying information about biological processes. The total time 
interval of the radionuclide investigation ~s subdivided into severa l 
shorter ones and an image, called a frame, ~s obtained for each. It is 
desirable f or the sub-interval to be much smaller than the period over 
which the biological process evolves so that the radiopharmaceutical may 
be followed closely as it traverses its metabolic cycle. In this way. 
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circulatory pro cesses of the brain, heart, lungs, liver and kidneys and 
metabolic proces ses involving several naEurally occurr i n g elements in 
the body are being investigated . Examples and commonly used isotopes 
are given below (Be 69, Ic 77a, Wa 68): 
Regional blood flow: 85mKr 1251 13 11 , , 
Thyroid function: 99mTc 125 1 131 1 , , 
Observation of iodine uptake. 
Lungs: 
Ventilation and perfusion studies. 
Kidneys: 
Determination of renal excretion and retention rates. 
1.7 Conventional y-ray Emission Imaging Systems 
For photon energies below 1 MeV, (the commonly used diagnostic range), 
the most important modes of interaction with matter are the photoelectric 
effect and Compton scattering. The former LS the disappearance of a 
photon with all its energy given to a bound electron and the latter LS an 
inelastic collision of a photon with a free electron (Da 52, He 54, Ev 55, 
Gr 57, Dy 73). 
Since y-rays cannot be focused in the optical sense, Lmage forma-
tion involves the estimation of photon trajectories in order to relate 
points of detection with points (or at least regions) of emission. This 
procedure i mposes the first requirement on the detecting device: it must 
be spatial ly sensitive. 
Conventionally, knowledge of trajectories LS achieved through system 
design: all photon trajectories outside a narrow range of incidence angles 
are geometrically e liminated by using collimators. Ideally, only 
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unscattered photons travelling along directions within the allowable 
range should be utilised for the image formation because then a direct 
correspondence exists between an emission region and a detection point. 
However, ~n practice, not all detected events are due to unscattered 
photons; some are due to scattered ones and o thers to photons pene-
trating the septa of the collimators. Such contributions are thought to 
degrade the quality of the y-ray image (Be 69). This leads to the 
second requirement on the detecting device: it must be energy sensitive. 
Scattered photons may then be discriminated upon and reJected, (at least 
partially) by setting a window level which defines an acceptable energy 
range centred around the photopeak corresponding to the emitted energy. 
Any realistic detecting device may only sub tend a finite solid 
angle with respect to the organ of interest and is associated with a 
probability that an incident photon is detected. These considerations, 
photon attenuation in tissue, and photon selection as described above, 
result in only a very small fraction, ~ 10- 4- 10-5 of the y-rays emitted 
in all space being finally detected. This ~s referred to as the detection 
efficiency of the y-ray imaging system. A similar term is detection 
sensitivity expressed in detected photons per minute per ~Ci administered, 
(cpm/~Ci) . 
The design of collimators may be optimised for a given organ and 
radionuclide with respect to the detection sensitivity, y-ray energy and 
image reso lution (An 64a). Two classes of collimators exist: the pinhole 
and the multihole, the latter being subdivided into parallel hole and 
focused (convergent and divergent types). In addition to image resolution 
and detection sensitivity their performance may be characterised by the 
following: 
a) field of Vlew: 
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the source reglon which may be geometrically 
visualised by the detecting device 
b) depth response: the variation of the response of an lmaglng system 
c) depth of f i ~.! 
to a radioactive source successively placed at 
different depths, (where depth denotes the source 
to detector distance). 
the depth range over which a relatively sharp 
image is observed. 
The pinhole lS the simplest collimator, both In conception and 
In design. It is associated with a small field of view and a low 
detection sensitivity but produces lmages of good resolution. Because 
of its latter property and overall simplicity, it is often employed for 
the assessment of the performance of new medical imaging systems. 
Multihole collimators provide a large field of Vlew, particularly 
the divergent type. Although in alr they all exhibit uniform depth 
response, in an attenuating medium, such as tissue, the response diminishes 
with increasing depth. ' Parallel hole collimators offer a one to one 
relationship between source and image dimensions; best resolution is 
observed for source regions closest to the collimator face. Focused 
collimators offer best resolution for souce regions near the focal plane 
(De 61). 
Pinhole and multihole collimators are widely used in diagnostic 
radionucl ide i nvestigations with y-ray scanners or y-cameras as the 
detec ting devices. 
The y-ray scanner, Fig. 1.1, consists of one or more radiation 
detectors suitably collimated to view only a small region of the source 
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at anyone time (Be 66). An image ~s fo rmed by translating (scanning) 
the device over the whole organ of interest and recording the detected 
radiation at each location. 
The y-camera, Fig. 1.2, consists of a collimated large NaI(Tl) 
scintillation crystal coupled to an array of photomultiplier tubes 
through an optical light guide (An 58, An 64b, Am 64b). The co-ordinates 
of a detection event are computed through the light intensities observed 
by the different photomultipliers. Because of its large field of view, 
the y-camera is continuously sensitive to all parts of the organ under 
examination, thus reducing the total imaging time interval in relation 
to the y-ray scanner. The performance parameters of a currently available 
large field of view y-camera (Toshiba: Jumbo GCA40l) are given in Table 1.3. 
It must be noted that there is a compro~se between image resolution 
and detection sensitivity; this is of fundamental importance ~n medical 
y-ray imaging where sensitivity ~s related to radiation dose and hence to 
biological damage. 
1.8 Tomography; General Considerations 
Since objects are three dimensional and images are physically 
restricted to be two dimensionru, 3-D features are present on conventional 
images in a superimposed and compressed form, thus leading to artifacts. 
Attempts at providing 3-D information about the morphology and/or function 
of internal st ructures through the formation of a number of images of thin 
anatomical slices, at different depths, fall under the subject of 
tomography. A general mathematical representation is given in section 2.2. 
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Table 1.3 y-carnera performance parameters 
Naximum overall count rate: 105s-1 
System dead t ime: 4.5 \IS 
a) Without a collimator 
Usable fi e ld of view: 35 cm 
uniformity (response to a· uniform flood source): ± 10% within 80% 
of the usable field of view 
Linearity (response to a line or grid source): ± 5 rom within 80% 
of the usable field of view 
b) With coll' Imators 
Distance from Low energy 
the collimator Pinhole High image High detection 
surface in em resolution sensitivi ty 
Number of holes 1 42000 16000 
2 6.4 7.7 
I mage resolution in rom 5 7.4 9.9 
10 8.1 9.7 14.1 
Detection sensitivity 
10 300 300 600 
in cpm/\lCi 
Haximum usable 
410 150 150 
energy in keV 
Image resolution and detection sensitivity based on 99ffiTc 
Da t a obtained from Toshiba publication 5321 
High energy 
Convergent Divergent 
2000 2800 
8.7 10.0 
9 . 8 12.0 
11.3 16.0 
420 110 
410 410 
I 
w 
~ 
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Tomography is based on the proper use of mUltiple trajectories 
and this is valid for X-, y-, and other radiations (Br 76, Ku 63, Bu 75). 
Different planes are viewed through mUltiple angles and the accumulated 
data is manipulated for the reconstruction of tomographic images. The 
data for each view, at a given angle, comprise what is referred to as a 
projection or profile. Mathematical methods for reconstructions have 
been reviewed by T.F. Budinger, G.T. Gullberg (Bu 74a) and R. Gordon, 
G.T. Herman (Go 74). 
Depending on the orientation of the tomographs with respect to the 
long axis of the human body, the following classification exists: 
longitudinal tomography concerned with planes parallel to the long axis 
and transverse tomography concerned with planes perpendicular to it. 
1.9 y-ray Emission Tomography 
This section first considers the design of y-ray emission tomography 
systems which are already Ln use Ln some hospitals, and then outlines the 
principles of the Compton y-camera and positron imaging. Finally it 
provides a descriptive review of coded aperture systems. 
1.9.1 'Conventional' systems 
Internal y-ray emission LS suited for both longitudinal and transverse 
t omography but its limitations when compared to transmission tomography, 
particularly CT scanning, are: low de 'tection sensitivity and its reper-
CUSSLons on image quality (Ke 76). Low detection sensitivity is imposed 
by the fact that in emission imaging there is no control on the direction, 
neither on the time, of photon emission. Since an investigation must be 
performed without exceeding a maximum allowable dose, the utilisation of 
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photons in transmission imaging through well collimated external em~ss~on 
and detection is more efficient than in em~ss~on tomography. The 
resulting statistical variations limit the image resolution to the 
values given ~n Table 1.4. 
Table 1.4 Resolution of routinely employed y-ray em~ss~on 
tomography systems and an X-ray CT scanner 
Image resolution Thickness of 
~n rom slice ~n rom 
y-ray emission tomography 
Longitudinal } :s 10 20-40 
conventional sys terrs 
Transverse 20 15 
X-ray transmission tomography 
CT scanning 1.5 13 
In longitudinal y-ray emission tomography, a collimator is used 
with its parallel holes inclined at an angle to the plane of the y-
camera, the latter being positioned parallel to the long axis of the 
human body. The design permits the angle of inclination to vary so that 
mUltiple views (~ 12) may be taken, the data being stored for each one. 
Al l source points in the field of view are observed at all angles so 
that, by geometrically combining the data, tomographic planes may be 
fo rmed with regions of activity on these planes being enhanced whilst 
neighbouring ones are blurred (Co 72, Fr 72b, Mu 72). 
In transverse y-ray emission tomography, a collimated detector 
system, often in the form of two diametrically opposing NaI(Tl) crys tals , 
with the source in between, accumulates the projections (~ 30) by trans-
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lation (to scan the whole field of v~ew, thus completing one projection) 
and then rotation; translation and rotation occur on the plane of the 
transverse section (Ku 63, Ke 76, My 72). If a y- camera is used, rather 
than a scanner, the y-camera rotates round the patient and transverse 
sections may be mathematically reconstructed at a number of planes. 
Table 1.4 compares the resolution of the above described y-ray 
emission tomography systems with values typical in X-ray CT scanning 
(My 72, Br 76). The fundamental difference between y-ray emission and 
X-ray transmission imaging must be stressed: the former conveys bio-
chemical and metabolic information whereas the latter is concerned with 
attenuation and density variations in tissue. 
1.9.2 The Compton y-camera 
A method for the determination of mUltiple trajectories without 
using conventional collimators has been proposed by D.B. Everett et al, 
(To 74, Ev 75). It involves the utilisation of multi ple Compton scattering 
in an array of semiconductor detectors comprising the Compton y- camera. 
The principle is as follows: An internally emitted photon in the energy 
range 0.1-2.0 MeV impinging on a Ge or Si semiconductor detector under-
goes predominantly Compton inelastic collisions (St 67, Ve 73). If it is 
mUltiply scattered, the co-ordinates of the first two interactions define 
a vector, and the energy loss associated with the first determines the 
scattering angle. The photon must have had a trajectory lying on the 
surface of a cone with apex the point of the first interaction, central 
axis along the vector, and conical angle equal to the scattering angle. 
Hence, if this photon had traversed through tissue without being scattered, 
its emission must have occurred from a point lying on this surface. 
Photons which are internally scattered may be rejected (at least partially) 
through knowledge of their incident energy (Ev 76). 
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A point source of activity would r esult in a multitude of cones ; 
their curves of intersection with a plane at the source depth would 
meet at a common point which corresponds to the source. Conic inter-
sections are computed for several planes throughout the organ of 
interest and their superimposition results in a tomographic repre-
sentation of the distribution of activity. 
1.9.3 The positron camera 
An attractive approach to em~ss~on tomography is positron 
imaging (Br 68, Ch 77a). The administered radiopharmaceutical is 
labelled with an isotope emitting S+ particles (rather than a y-emitter) 
of maximum energy less than 3 MeV. Within a short distance from its point 
of emission in tissue, a positron comes to rest (1 mm for a 1 MeV S+) 
and annihilates with an electron, with the emission of two photons, each 
of energy 0.511 MeV, at almost antiparallel directions (Ei 61); their 
external detection in coincidence, defines a vector on which the annihi-
lation event, and hence, to an approximation, the S+ emission, must have 
occurred. This is the principle according to which multiple trajectories 
are determined in positron imaging, thus avoiding the inefficient use of 
conventional collimators. 
A s tatistically large number of coincidence vectors comprises the 
dat a, which when processed by a reconstruction method (Bu 74a, Go 74) 
yields tomographic images of selected planes. The simplest method is 
back-projection; it merely involves the computation of the intersections 
of the coincidence vectors with a series of parallel planes throughout 
the object of interest (Ha 76). However, reconstruction algorithms 
employing Fourie r Transforms are more widely used (Ch 77a, Ph 75). 
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The detecting device ~s called a positron camera. Several 
designs have been reported ~n the literature employing arrays of 
NaI(Tl) detectors (Ch 77b, Ph 76, Th 75) or multiwire proportional 
chambers (Ra 76, Pe 76). Currently their limitation is the detection 
of random coincidences. 
With reference to Table 1.1, it may be seen that the physical 
properties of 68Ga and its mode of production through the decay of 
68Ge are suitable for positron imaging. llC, 13N, 150 and 18F offer 
the possibility of physiological studies. 
Current performance figures in the development of positron imaging 
systems are: 5-7 rom image resolution, 15 ns dead time and a detection 
sensitivity ~ 600 cpm/~Ci. 
1.9.4 Coded apertures 
The most important drawback of conventionaly-ray imaging systems 
(pinhole and multihole collimators with y-ray scanners and y-cameras) is 
that they only utilise a very small fraction, ~ 10- 4- 10-5 , of the total 
number of emitted photons. This, coupled with the constraint of an upper 
maximum value in the administered radiation dose, limits the statistics 
·and hence the quality and diagnostic value of the observed images. 
A number of designs aiming at an ~ncrease in the detection 
efficiency without degrading the ~mage resolution have been reported ~n 
the literature, in recent years (Ro 74, Ro 76). They involve the use of 
a coded aperture (or code) between the source and the detecting device 
and are known under the collective name of y-ray coded aperture imaging 
systems. A coded aperture is a planar or non planar structure of well 
known physical properties chosen so that the information is first 
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efficiently coded and then subsequently decoded to yield images. The 
coded data is called the coded image and since it bears no resemblance 
to the source, the decoding process is called a reconstruction. The 
choice of a particular coded aperture specifies the type of the y-ray 
emission imaging system. Several codes are briefly described below. 
With the rotating slit (Ta 74) as an exception, coded aperture 
systems are tomographic because the coded images contain data from all 
source planes, collected along the mUltiple trajectories geometrically 
allowable by the coded aperture and the detecting device. Appropriate 
decoding yields tomographic images representing the 3-D distribution of 
activity Ln the organ of interest. Optical (Ba 72, Ch 74), electronic 
(Wa 73) and digital (Bu 74b, Ko 75) decoding schemes have been reported 
Ln the literature. It is the author's opLnLon that the latter should 
be preferred for two reasons: (a) The data is reliably available only 
discretely. (b) Quantitative information may be derived; judgements 
relating to states of health should not be restricted to depend only on 
the visual inspection of images. 
The requirements on the detecting device employed by a coded 
aperture imaging system are identical to those specified earlier (section 
1.7). A y-camera is often used (Ko 75) but X-ray sensitive film CPa 76), 
a multiwire proportional chamber (Pr 75, Pr 78b) and convenient arrangements 
oc arr~s of detectors (Kn 77, Kn 78) have also been utilised. 
The coding process and the ability to perform tomography may be 
understood by considering a point source casting a geometrical shadow of 
the coded aperture onto the detecting device. Different point sources cast 
different shadows and hence an extended source forms a coded image as the 
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superposition of many such patterns. Point sources at different depths 
cast shadows of different sizes. Hence the reconstruction of a given 
source plane may be thought of as the result of manipulating the coded 
image as if it were formed by a coded aperture of size equal to the 
shadow of a point source at that depth. 
Coded apertures are classified with respect to their time depen-
dence and spatial form. The former, distinguishes stationary from 
time varying apertures and the latter, planar from non planar. Time vary~ng 
apertures necessitate the formation and storage of a series of coded 
images, one for each time sub-interval during which the code is stationary; 
a point source casts a different shadow for every time sub-interval s~nce 
the coded aperture varies with time. Non planar coded apertures may 
employ a cylindrical or spherical geometry in order to further improve the 
detection efficiency and the attainment of multiple trajectories. 
The concept of us~ng a coded aperture in analogy to an optical · lens 
was first introduced in X-ray astronomy by Mertz and Young (Me 61) in 
1961, in the form of a Fresnel zone plate (Me 65). Its application to 
nuclear medicine was proposed by Barrett (Ba 72) in 1972. Independently, 
in 1968, Dicke (Di 68) and Ables (Ab 68) introduced the use of a coded 
aperture not relying on optical analogies, for imaging X- or y-ray emitting 
sources; it consisted of a large number of pinholes randomly located on a 
planar absorber. Its application to nuclear medicine was proposed by Knoll 
(Kn 73, Kn 74) in 1973. 
A number of coded apertures have been reported ~n the literature; 
brief descriptions are given below. 
- 39 -
Stationary coded apertures 
Fresnel plate: a series of n adjacent annular zones, of equal area, 
alternately transparent and opaque to incident photons, with radii 
given by r. = r Ii (i = 1, ..•• , n) • The fact that this pattern ~s 
~ 1 
the hologram of a point source (Sm 75) ~s the basis of optical 
decoding (Me 65, Ba 72, Ba 73, Bu 74b, Le 74, Ba 74, Da 75, wi 75, 
Pa 76, We 78) . 
Random pinhole array: as introduced by Dicke (Di 68) it involves 10 3- 106 
pinholes uniformly randomly distributed over the entrance plane so 
that the average transmission probability of a photon ~s ~ 0.5. 
Non redundant pinhole array: similar to the random pinhole array but of 
much lower mean transmission, < 0.05; its fundamental property is 
that the spacing between any two pinholes occurs only once over the 
whole plane (Mo 68, Go 71, Ch 74). 
Uniformly redundant pinhole array: a direct generalisation of the non 
redundant pinhole array; its fundamental property ~s that the spacing 
between any two pinholes occurs a constant number of times. Hence 
the average transmission probability of a photon is correspondingly 
higher than that of a non redundant pinhole array. Recent simulation 
studies (Fe 78, Ca 78) have demonstrated the ability of uniformly 
redundant pinhole arrays to form images of weak sources statistically 
re1 i ab1! . Further research is necessary for a complete evaluation 
of the potential of this type of coded aperture in nuclear medicine. 
Random phase code: proposed by Whitehead (Wh 76) and utilised with optical 
decoding; it is the focused image hologram of a ground glass, formed 
using an off-axis reference beam. 
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Single annulus: proposed and implemented by Walton (Wa 73), it consists 
of an annular ring (diameter = 5 cm, width = 0.3 cm) transparent 
to incident photons. Decoding is performed using an electron 
beam scanning the coded image in a helical pattern. 
Time vary~ng coded apertures 
Rotating slit: proposed by Tanaka and Iinuma (Ta 74) it consists of 
a transparent slit rotating about its centre. 
Time varying pinhole arrays: the fundamental property of this class of 
coded apertures is that the photon transmission probability of an 
aperture element is uncorrelated (Appendix A) in time with the 
transmission probabilities at all other elements. (An aperture 
element refers to the region occupied by an open or closed pinhole) . 
Planar and non planar codes have been reported in the literature. 
The ones exhibiting the greatest potential involve the use of 
pseudorandom binary sequences (Ho 69, Ho 70, Am 75) with the values 
o and I corresponding to photon absorption and transmission respecti-
vely. Before their application in nuclear medicine, pseudorandom 
binary sequences had proven to be useful for pUlsing neutron beams 
in time-of-flight experiments (Ho 69, Am 75), and for the determi-
nation of the frequency response of reactors by the external 
stimulati on of known pulsed perturbations (Ry 69, Bu 72). Their 
app lication in nuclear medicine was initiated at the University of 
Michigan, Ann Arbor (Kn 73, Kn 74, Ma 74a, Ma 74b, Ak 74, Le 74, 
Ro 74, Ko 74, Ro 76, Kn 77). Coded apertures formed from pseudo-
random binary sequences are themselves known as pseudorandom or 
stochastic or stochastic time modulated coded apertures. During 
the imaging time interval, the aperture elements are cyclically 
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permuted for each sub-interval over which the coded aperture 1S 
stationary; tomographs are reconstructed digitally. A non planar 
stochastic coded aperture has recently been reported (Kn 77) for 
transverse tomography utilising a circular array of NarCTl) 
detectors. 
A different approach to time vary1ng pinhole arrays has been 
reported by Macouski CMa 74c); during the imaging time interval, 
the time over which an aperture element is transparent to incident 
photons is different than any other element. 
This thesis is mainly concerned with the examination and under-
standing of the properties of planar stochastic coded apertures and the 
evaluation of their potential in medical imaging. The approach followed 
also alms at a unified exposition of the diverse subject of medical 
lmaglng. 
The conceptual difference between stationary and stochastic coded 
apertures lS the following: The accuracy of reconstructions uSlng 
stationary coded apertures depends on a spatial integration over the 
recorded data . Therefore, it relies on the completeness of the detected 
shadows that individual point sources, comprising an extended source, cast 
on the detecting device; not all shadows are, however, complete due to the 
finite geometry. In contrast, time varying apertures involve, in addition, 
a time i n tegration and stochastic coded apertures allow reconstructions to 
be performed on a detector element by element basis because of the cyclic 
permutation of the aperture elements. 
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CHAPTER 2 
IMAGING THEORY 
By following a Systems approach a theoretical rep r esentation 
of a general imaging system is outlined and important concepts and 
parameters pertinent to its function and characterising its perfqrmance 
are introduced. 
Limiting the discussion to y-ray imaging ~n medicine, the 
exposition concentrates on the theory of coded aperture systems, first 
for a general code and then for a particular class, that of stochastic 
apertures. The requirements for such codes are derived and reconstruction 
methods discussed. 
By suitably extending the concept of a medical imaging system to 
include the observer, a quantitative method for the evaluation of the 
overall performance of the system, from the point of view of its final 
success or otherwise for the diagnosis of diseased states, is outlined. 
2.1 Input-Output Systems 
A system may be mathematically represented by an operator or mapping 
T which transforms an input f into an output g (Hu 75, Pa 65). That is, 
System 
Input f T r-__ ~~  ___ Output g ~ 
g T f 
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2.1.1 Linearity and the principle of superposition 
A system is linear if T ~s linear, in which case let T be replaced 
by L. Linearity demands that if gl 
arbitrary constant, 
L f2 then with c an 
2.1 
Linear systems obey the principle of superposition (So 66) which 
states that with L a linear operator and c 1' c2 arbitrary constants then 
if y = Yl and y = Y2 are solutions of L y = 0, so is y = c1Yl + c2Y2' 
Its significance in systems is the following: Since an input may, as 
closely as desired, be represented as an aggregate, sum or integral, of 
elementary constituent inputs, (section 2.2.1), linearity and the 
principle of superposition enable the overall output to be obtained as 
an aggregate of the corresponding elementary outputs. It is hence 
possible to specify a linear system in terms of its response (output) 
to the most elementary input, an impulse; this is called the impulse 
response function (section 2.2.1). 
2.1.2 Imaging systems; a model 
By identifying the input f with the object (often called the source) 
whose image is required, and the output g with the image, an imaging 
system ~s uniquely defined through the properties of T. The source f ~s 
generally unknown except when the performance of the imaging system ~s 
determined by comparing observed images with known inputs. It is 
possible to identify what was introduced in the Prologue as the ideal 
image, the function f(x,y,z,t), with the input f; the image g is an 
~pproximation to this function. 
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Medical imaging systems are considered to be linear (Ka 69, Be 72, 
We 76) and hence for the purposes of the follmving theory L is always 
used rather than T. A model of such a system is represented in Fig. 2.1. 
/ 
/ 
/ 
/ 
/ 
(f(x,y) 
I 
I y. 
Object 
f(x,y, z) 
, 
" 
" ", 
I 
I 
I 
J-------
Imaging sys tern 
g = L f 
Fig. 2.1 Model of a linear imaging system 
y' 
Image 
g(x',y') 
The object is of 3-D extent but the image is necessarily confined to 
2-D. Ste reoscopic visualisation of an object is not possible at present 
except in special cases with holography (Sm 75, Ho 73, Th 78). However 
it is the aim of tomography to provide 2-D images of any selected object 
planes, of any desired orientation. The model provides further under-
standing of tomography through realising that the tomographic image -of a 
plane, such as the one shown dotted, should be free of any contributions 
from adjacent ones; such contributions would constitute artifacts. 
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2.2 Formulation of the Model 
2.2.1 Continuous formulation 
Consider static image formation or equivalently the formation of 
one out of a series of dynamic ~mages. The time variation of functions 
f and g may then be thought of as implicit ~n order to simplify the 
notation. Thus, let the object be denoted by f(x,y,z), an object plane 
by f(x,y) and an image by g(x' ,y') as ~n Fig. 2.1 . 
With r a continuous variable and ~ a well defined function, an 
impulse input is denoted by oCr), the Dirac o-function: 
~ 
J dr ~(r)oCr - rO) ~(ro) 
-~ 
{ + 
~ if r = ro 
oCr - r ) 
a 0 if r # ro 
2.2 
The physical realisation of an impulse input in the case of an imaging 
system is a point source. Its strength, or magnitude, may be controlled 
by a constant c mUltiplying the o-function. 
If a single normalised impulse co(x,y,z) is the object, the ~mag~ng 
system wi ll transform it into an output according to 
hex' ,y',x,y,z) L co(x,y,z) 2.3 
The function h(x',y' ,x,y,z) is the impulse response introduced earlier; 
in imaging it is more commonly referred to as the point spread function, 
PSF. It can be seen that, in gerleral, h depends on z, the variable 
specifying the location of the source plane. 
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Eq. (2.2) formally enables any funct i on, such as f(x,y,z), to be 
expressed as a sum or integral of impulses suitably displaced over the 
whole domain. Through the imaging system each impulse yields a PSF and 
therefore, by superposition, the final output is given by 
00 
g(x' ,y') J J J dx dy dz f(x,y,z)h(x' ,y' ,x,y,z) 2.4 
_00 
A tomographic imaging system may be represented as a special case of the 
above formulation: 
00 
g(x',y') = J J dx dy f(x,y)h(x' ,y',x,y) 2.5 
-00 
Eq. (2.4) is more than a mathematical expression of the intuitive procedure 
outlined in section 2.1.1 for the representation of the total output of a 
linear system Ln terms of elementary outputs. It demonstrates further that 
unless the function h is zero everywhere apart from a plane x,y at a 
specified value of z, then g(x' ,y') contains in compressed form 3-D features 
of the object from adjacent regions. 
If, as a point source scans an object plane, the position of the PSF 
changes but its form remaLns the same, the system LS called stationary, 
isoplanati c or spatially invariant. 
In analogy to a point source producing a PSF, a line source produces 
a line spread function, LSF. A similar concept is the ESF, the edge spread 
function, obtained when an edge test object, rather than a line, acts as 
the input. It is the author's opinion that the function hex' ,y' ,x,y,z) 
is the fundamental one since the LSF and the ESF may be derived from 
eq. (2.4). 
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It may be stated as a conclusion that a tomographic stationary 
linear system is the imaging system of preference; L is then specified 
by knowing the PSF not for all points (x ,y) and for all planes at all z, 
but for one point on each plane. Eq. (2.5) becomes 
00 
g(x',y') J J dx dy f(x,y)h(x' - x, y' - y) 2.6 
This is the convolution integral from which the Fourier transform of g 
can be obtained as the product of the Fourier transforms of f and h 
provided that the func~ions g,f and h are known over all space (Pa 62, 
So 66, Da 74, section 2.3.3). 
The Fourier transform of h, let it be denoted by H, is called 
the transfer function of the imaging system and is generally complex; 
its modulus is the modulation transfer function MTF~m 66, Sh 78). The 
physical significance of the transfer function and of the MTF, 1S given 
in the following section. 
An important feature of the MTF is its cascading property'; if an 
imaging system can be separated into several sub-systems of individual 
MTF. (j = l, .••• ,n), the total MTF is 
J 
MTF = MTF1x .••• MTF.x •••• MTF J n 
as may be proven by successive application of the convolution theorem. 
2.2.2 Discrete formulation 
Two discretised forms of eq. (2.5) may be considered depending on 
the degree of discretisation during the image formation and/or data 
manipula tion. 
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00 
discrete-continuous: g. 
J f J 
- 00 
where J 
discrete-discrete: g h f 
dx dy f ( x , y) h . (x , y) 
J 
1, ...• ,N2 (N2 pixels) 
2.7 
2.8 
where g and f are column matrices N2 x 1 
and h LS a square matrix N2 x N2 -
The discrete-discrete formulation is gLven below. With n,m denoting 
array indices, let column matrices f and g be represented by 2-D arrays 
f(n,m) and g(n,m) in order to emphasise that they consist of elements 
serially sampled from planar distributions. The linear system is described 
by 
g(n,m) = L f(n,m) 2.9 
Let uo(n,m) be the unit sample input, defined in analogy to the normalised 
impulse input, by 
if n = m = 0 
othenvise 
then array f(n,m) can be expressed as 
where fk t are constants dependent on integers 
, 
s ubstitution of eq.(2.11) into eq.(2.9) gives 
g(n ,m) L L f(k,Q,)L uo(n - k, m- Q,) 
k Q, 
2.10 
2.11 
k, Q,; thus fk Q, 
, 
= f(k, Q, ) and 
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A change of variables gives 
g(n,m) r r fen - k, m - ~)L uo(k,~) 
k ~ 
~ l I fen - k, m - ~)h(k,~) 
k ~ 
where h(k,t ) ~s the discrete 'f.orm of the PSF, 
2.12 
Like any other function, the object f may be, arbitrarily closely, 
approximated by Fourier analysis, as the sum of s~ne and cos~ne 
contributions of different frequencies (Pa 62, Br 65, So 66); the approx~-
mation is specified in terms of the greatest employed frequency, called 
the cut-off frequency. In analogy with the concept of temporal frequency 
in electrical communication systems, the concept of spatial frequency ~s 
applicable in imaging (Da 74); s~nce the function f ~s dependent on 
spatial variables (for a fixed t), the sine and cosine terms involve 
spatial frequencies of dimension (length)-l, The object is thus considered 
to be composed of different spatial frequencies: smooth surfaces are mainly 
composed of low ones whereas sharp edges and other fine detail also 
involve strong high frequency contributions. 
In order to examine the action of a linear imaging system on a 
single sp ati al frequency contribution, consider the response to the input 
fen ,m) -i (lln+\im) e 
where ~ /- 1. Eq.(2.l2) gives 
g(n,m) e-i(lln+\im) I I h(k, t )ei(llk+\i~) 
k t 
c £(n,m) H(ll, \i ) 2.13 
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where c is a normalisation constant dependent on the definition of the 
discrete Fourier transform (section 2.3.3). The function H(~,v) 
physically represents the distortion imposed by the system on an input 
composed of a single spatial frequency specified by components ~, v and 
is the transfer function introduced earlier. Its modulus, the MTF, 
describes the fraction of each spatial frequency that is transmitted; 
an ideal system would transmit all the spatial frequencies composing 
the object equally. 
2.3 Coded Aperture Theory 
This section concentrates on the theory of the Lnput-output systems 
relevant to this work, namely those involving a coded aperture ~n a 2-
stage process of tomographic image formation. The first stage yields the 
detecting device data, the coded images, and the second is a reconstruction 
process yielding the tomographic images (section 1.9.4). The discussion 
centres on the structure of the Fredholm integral equation of the ·first 
kind (Gr 69) describing the formation of the data, and on methods for its 
solution. 
2.3.1 Coded image formation 
For simplicity, the notation refers to the planar geometry represented 
~n Fig. 2 . 2 . Let f(x) be the distribution of activity at a depth denoted 
by a, referred to as the tomographic depth or depth of focus, f(x) the 
corresponding reconstructed tomographic image, p(y) the planar coded 
aperture, and g(z) the detecting device data. 
Let f(x) be approximated by discrete source elements fk(k = 1, .... ,Ns); 
the corresponding reconstructed estimates are f k . The fk must be regarded 
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as expectation va lues representing the activity distributed within the 
source elements. 
Function p(y) is restricted to be physically r ealisab l e and such 
that 0 ~ p(y) ~ 1 for all y, since i t represents the t r ansmission 
probabilities of photons incident on the planar coded aperture. Discretely , 
let there be N aperture elements of transmission probability p.. If 
a ~ 
Pi may only assume values equal to either 0 or 1 then the coded aperture 
~s binary, otherwise it is continuous. 
Let the detecting device be subdivided into Nd detector elements 
so that gj denotes the number of photons detected by detector element j. 
With b denoting the coded aperture to detecting device distance, let 
a + b a a=-1 
b S - T 
Then, the equation of the straight line joining xl' Yl and zl ~s 
2.14 
In the continuous formulation and with the distribution of activity 
confined to be at the tomographic depth a, the coded image formation is 
described by 
00 
g( z) T J dx f(x) p(y) 8(x ,z) = 2~ 
_00 
00 
T 
J 
dx f (x) p(a z + Sx) 8 (x ,z) 
2 ~ 
2.15 
_ 00 
00 
J dx f (x) K(x ,z) 
2. 16 
- 00 
_. ') 7. -
S impli (i.ed not~t ion of coded a perture system 
E( x) 
x 
o(v) 
y 
g( z) 
conti.nuous f unc tl on djscrete form 
source at depth a f (x) fk 
r e cons t r li e l e o l.m<1 ~e Fe x) fk 
ended ,11l('rtl l r c p(v) r· l 
c oded l. JTlil }"e ~ (;1:) 
p,. 
.1 
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where ~ (x ,z) is the angl e subtende d by dz about z, at the emissi on 
point x and T is the imaging time inte rval. Eq.(2.l6) is the Fredholm 
integral equation of the f irst kind, where K(x , z) is the kernel or 
Green's function. The represented physical process is the accumulation of 
data following the emission of photons and their transmission through the 
aperture, during the imaging time interval. The formalism neglects the 
random fluctuations associated with the distribution of activity, the 
scattering of photons in the source, coded aperture and detecting device, 
and the finite thickness of the coded aperture; it also assumes a perfect 
detection process. Nevertheless, eq. (2.16) categorises the problem as 
that of indirect sensing (Tw 65): the function f(x) is sought and must 
be inferred from physical measurements of some other function g(z). 
The form of eq. (2.16) rema~ns the same ~n the more general case 
when the distribution of activity ~s not confined to only one tomographic 
depth. A double integral is then necessary with the depth a being the 
second variable (present in f and K). Thus, the exposition may concentrate 
on eq. (2.16), since this form emphasises the tomographic aspect of the 
problem. 
In the discrete formulation, the available data are gj (j = 1, •.•• ,Nd) 
given by 
gj f dz g(z) 
jth 
detector element 
of the above ;ntegral may be employed ~n representing Several approximations L 
For small d;screte sp a tial intervals , the following eq.(2.l6) dis c r ete ly. L 
expression is valid 
g. ~ L K
J
' k fk J k 
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thus providing a matrix formulation. 
2.17 
Consistency of the above notation with the g - L f description of 
a linear input-output system implies that the g. be considered as the 
J 
intermediate, rather than the final, output. This then acts as the input 
'" for the reconstruction stage yielding the final output fk • 
a) the process of radioactive disintegration is inherently random (Ru 36, 
Ev 55, Ma 78) 
b) there is no measurement process which is absolutely accurate. 
~~~ ~,. (~. '\~) o...~~ ~, l ~'\1) ~\ i~ '\~~o.~~ 0...':> ~x.~~I?.,,~\n~ 
~~~\t!\"'\ \'>O..t)..~", ) \"" S ~t£;.Q. '> '> o~ 0.. (I?c.tl'<'\~\~ \)..c.\'1t\'\ \,tt>t~':> .... ~<t~~) 
(ST'\ ~~ \~~ \~~~,"",\A'l' 't ~o.\(\ a.\~ "",Q.~' ~\o..\ (.~ . 
The extension of the continuous and discrete formulations to time 
varying apertures introduces a subscript v denoting a discrete time 
interval during which the code is stationary (section 1.9.4), as follows, 
00 
gv(z) - J dx f(x) Kv(X'z) 
-00 
2.19 
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The solution of the Fredholm integral equation of the first kind, 
represented by eq. (2.16), is the task of all the reconstruction methods 
in coded aperture imaging. More generally, this equation is of funda-
mental importance in the field of medical imaging (Ka 69, Hu 70). The 
difficulty is that when g(z) is known with limited accura~y, and for an 
arbitrary kernel, no widely applicable successful solution exists (Ph 62, 
La 67). Four reconstruction methods are discussed below. 
2.3.2 Matrix inversion reconstruction? 
In terms of matrices g, K and f, eq. (2.17) may be represented by 
g • K f, so that with K-l denoting the inverse of K, the solution would 
be f • K- 1 g. This method was applied by the author in the case of time 
varying stochastic apertures using the simplified model (chapter 3) for 
the simulation of the imaging system. It was shown that when g is known with 
limited accuracy, the solution matrix f differs severely from f and that the 
system of equations is unstable. Further investigations were abandoned in 
favour of other reconstruction methods; however, a least squares approach 
recognising the presence of noise, could proceed as follows: 
Minimisation of 
. 
. . 
l K. ( l K' k fk - g.) • 0 j Jq k J J 
g.)2 gives 
J 
2.20 
and 
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g' - l K. g. eq.(2.20) becomes 
q j J'\. J 
l K'k fk - g' = ° 2.21 k q q 
Thus a matrix inversion gives f - (K,)-l g'. Several other matrix inversion 
approaches have been reported in the literature (Ph 62, Tw 65, La 67, St 68, 
Ka 69, Hu 70, Ch 75, Fr 75). 
2.3.3 Fourier transform reconstruction? 
Stemming from the mathematical simplicity of the convolution integral 
and the associated deconvolution process (Pa 62, Br 65), and from the 
analogy with the physical action of optical lenses (Go 68), Fourier trans-
form methods for the reconstruction of coded aperture images have been 
reported in the literature, particularly for Fresnel zone plate imaging 
systems (Ba 73, Wi 75, Pr 78). It has been pointed out that these methods 
are only approximate (Ca 78, Fe 78, Pr 78); more fundamentally, however, 
it is proven below that for a general coded aperture and a general geomet~, 
Fourier transform methods can not be applied. 
The discrete Fourier transform DFT of n real data values is given be 
F. , 
J 
• 2'IT • , 
n-l 1 -L x.J 
1 2 f(x.)e J 
- Tn j-o J 
2.22 
where the data values are sampled at equal intervals over a length L, i.e • 
• L 
x. - J -J n 
(Co 65, Co 67a, Co 67b). 
Let L ,L and Ld denote the spatial extent of the source, coded 
s a 
aperture and detecting device respectively. The DFT of the coded image is 
given by 
G. , 
J 
N -1 d 
r j=O 
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. 2'IT ., 
1. - z.J Ld J 
g(z.)e 
J 
Substituting for g(Zj) from eq.(2.l5), using the approximation entailed 
in eq.(2.l7) for discretisation, gives 
N -1 . 2'IT z.j' N -1 1. -
1 d Ld J s G. , -- r e r f(~)p(azj + s~)e(~,Zj) J INd j-o k=O 
N -1 . 211' k' 
1 s 1. L ~ r f(~)e s --
IN k=O 
oS 
(Z. ~) x~ N -1 i211'k' ....J. - -d Ld Ls r p(az. + S~)e(~,zj)e 2.23 Nd j-O J 
In the above expression the k-sum by itself would be the DFT of the source. 
Hence, if the double summation in eq.(2.23) were separable, the source 
configuration would be obtainable through an inverse DFT. However, to the 
author's belief, there is no transformation which can render eq.(2.23) the 
product of two sums, for a general coded aperture and geometry. 
Reservations and difficulties of a more general nature associated 
with the use of the convolution integral in various branches of physics 
have been discussed in the literature. They are concerned with the finite 
) limits over which eq.(2.l7) is experimentally realised (Wa 68b) and with the 
noise present in the observables g. (Hu 70, Hu 75, Co 77). 
J 
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2.3.4 Reconstruction by the correlation method 
With reference to Appendix A, and with t(y) a function so far 
unspecified, consider the correlation integral 
f dz t(y)g(z) 2.24 
where the integration is performed over the detecting device. With x, y 
and z colinear, this defines a function of x denoted by f(x). Using eq. 
(2.15). [(x) is given by 
~ 
f(x) - ;~ J dz t(y) J dx' f(x') p(y') e(x',z) 
-40 
~ 
· f dx' f(x') Q(x,x') 2.25 
-~ 
where y - az + ax y' • az + ax' and 
Q(x,x') • 2: J dz e(x',z) t(y) p(y') 2.26 
Q(x,x') represents the point spread function PSF of the imaging system 
and reconstruction method. If it were a ~-function, the object would be 
perfectly reconstructed. 
Thus the resemblance of f(x) with f(x) is governed by Q(x,x') but since the 
physical realisation of a a-function is not possible, it is desirable that 
Q(x,x') exhibits a peak for small Ix - x'l and is equal to zero everywhere 
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else; any sidelobe structure in the PSF would lead to artifacts. 
Different coded aperture imaging systems are characterised by different 
point spread functions. 
Time varying apertures involve a time summation in the formation 
of correlations. With v denoting the discrete time intervals 
(v - 1, •••• ,N ), the correlation integral becomes 
v 
J dz t (y) g (z) v v 
In the case of equal intervals (of duration ~), the PSF is 
v 
N 
Q(x,x') = 2~~" f dz e(x' ,z) I 
v v -1 
t (y) p (y') 
v v 
2.27 
2.28 
Eq.(2.26) and eq.(2.28) unify the various stationary and time varying 
coded apertures respectively, and emphasise the following fundamental 
difference: the PSFs of the former type rely on the completeness of the 
spatial integration whereas those of the latter type rely primarily on the 
completeness of the time summation. A coded aperture imaging system is 
specified by the choice of p and t and by its dependence on time. 
Stochastic coded apertures (Kn 73, Kn 74, Ma 74a, Ma 74b, Ak 74, 
Le 74, Ro 74, Ko 74, Ro 76, Kn 77, Ja 78, section 1.9.4) are specified as 
follows: For a fixed value of v (labelling equal time sub-intervals) the 
function pv(y) , describing the corresponding stochastic coded aperture, is 
chosen so that it constitutes a realisation or member function of a real 
stationary stochastic process p(y) (Appendix A); t(y) is also a real 
stationary stochastic process defined by 
t(y) - p(y) - ~~ p 2.29 
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where ~~ denotes the constant expectation value of the process p(y). p 
The autocovariance and the autocorrelation of the process p(y) are 
functions of Iy - y' 1 given by 
N 
v 
C(y - y') a E(t(y)t(y'» = I 
v-1 
NV 
t (y)t (y') 
v V 
R(y - y') - E(p(y)p(y'» - I pv(y)pv(y') 
v-I 
2.30 
With reference to eq.(2.28) the fundamental criterion governing the choice 
of p(y) is that the time summation yields a a-function, or at least a 
function which exhibits a peak for small Iy - y'l and is equal to zero 
everywhere else with no side10be structure. This demands that the 
autocorrelation of p(y) must exhibit a peak superimposed on an otherwise 
constant term. The contribution of this constant term to Q(x,x') is 
subtracted by using f(y). Thus with 
eq.(2.28) yields 
Q(x,x') - ~(y - y') 2~~ f dz a(x',z) 
v 
and a(x' ,z) is a slow varying function compared to ~(y - y'). 
The above requirements on p(y) are satisfied if the process is 
generated by a function out of a class called binary pseudorandom or 
2.31 
pseudostatistical sequences or strings (Ho 69, Ho 70, Am 75), exhibiting 
the desired autocorrelation. For such a sequence consisting of L discrete 
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elements, the autocorrelation is given by 
L r if j = 0 mod L 
R. = I Pi Pi +j = { 2.32 J i-I q otherwise 
where the parameters r, q and L obey the following necessary (but not 
sufficient) condition for the existence of pseudostatistical sequences 
a r-l 
.... ~ -m 
r L-J. 2.33 
Parameter r is equal to the number of aperture elements with transmission 
probability p. - 1.0; thus m tends to the average transmission probability 
l. 
of the sequence for large L, and hence to the expectation value ~_ of the p 
stationary stochastic process p(y). The N realisations of the stochastic 
v 
process correspond to cyclic translations of the generating pseudostatistical 
sequence. 
The above choice of a generating class of functions is not unique, 
neither is there a restriction that such functions should be binary. 
However, this is the choice implemented in stochastic coded aperture 
imaging and thus the one employed in the work. A particular function is 
hereafter specified by giving the parameters: L r/q m. 
For a fixed value of y, p (y) is a random variable and so is ~ (z) 
v v 
for a fixed z. With x, y and z colinear, the stochastic correlation 
"-
reconstruction obtains f(x) by forming the correlations (Ma 74a) 
E(t (y)g (z» ~ £(x) 
v v 
2.34 
Discretely, with i and j labelling aperture and detector elements the 
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correlation matrix c .. is given by 
1.J 
c .. • ~ g."(p,,, - m) ~ fk 1.J t J v 1. v 
where k denotes the corresponding source element. 
A variance analysis of the stochastic correlation method has 
2.35 
shown that, in general, the statistical reliability of a reconstruction 
depends on the source configuration (Ma 74a, Ko 75); the greatest gain 
in the signal to noise ratio is associated with sources that are more 
intense than the average source intensity within the field of view. 
This result is also valid in the case of Fresnel zone plate coded 
aperture imaging (Ba 74, Le 74). 
2.3.5 Reconstruction by the fractional angles method 
The fractional angles reconstruction method, proposed by the 
author, may be understood with reference to Fig. 2.3. Let gjk be the 
number of photons detected by detector element j, due to source element 
k, during a given time interval. Assume that the activity in k is 
concentrated at ~ and that the detecting device is associated with a 
detection probability Pd - 1.0. Then, 
2.36 
where Ajk is the fractional angle relevant to j and k, defined as follows: 
Fig. 2.3a depicts the case where Ajk is given by the geometrical fractional 
angle (e/2~) subtended by detector element j at ~, multiplied by Pi' where 
i denotes the intersected aperture element. However, more than one 
aperture elements may in general be intersected as shown in Fig. 2.3b. 
'- Fig. 2.3 The concept of fractional angles 
~ source 
coded aperture 
detecting device 
e 
a. Ajk = 21f Pi b. 
A 
jk 
x 
k 
= 
i2 
r 
i=i 
A. k · J 1 
1 
<l' 
W 
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With i 1 and i2 denoting the aperture elements corresponding to the two 
extreme photon paths joning ~ to detector element j, then the associated 
fractional angle Ajk is given by 
A, = Jk A. k , J 1 
From eq.(2.36) if gjk were an observable, fk would be given by 
But the available data are g,. 
J 
g, • l g'k • l fk AJ'k J k J k 
2.37 
2.38 
2.39 
In analogy with eq.(2.38), the expression below gives the contribution to 
fk due to detector element j ;1\ m",.,\ «I:. ~lT\,,~()'''' .. ec\ \"a\ ,\ coo"~"'\\1." 0.1'\ ~~~~">..\.~"'\OTI, (j(" t<l\~~r 
t\... \~\.1 ~"'M\;~ Lto.~C>..c\e.{\"\N~ '-'.f\ 1t\\~\"C"f\ ~ \\-t I».>.\"crr ~Q.'!>J. ~ ~~Im\~\hl:.J. c:.:.="\\.~~\''''''.>. 
A'k f 'k. J g , 2 • 40 
J L A'k J 
k J 
This expression represents the following operation: subdivide the data of 
detector element j to all the source elements in proportion to their 
fractional angle. 
The proposed reconstruction method obtains fk as the sum of fjk' i.e. 
2.41 
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The extension of the above equation to time varying apertures introduces 
the subscript v, labelling the realisations. 
2.42 
The assumption of Pd • 1.0 may be removed with the introduction of the 
pertinent detection probability. 
2.4 ROC Performance Evaluation of a Medical Imaging System 
The qualitative and quantitative measures of image quality discussed 
in earlier sections may be considered to deal with the clarity and accuracy 
of the information contained in an image but not with the consequences of 
its use nor with the associated human involvement. In contrast, ROC 
analysis, receiveroperatirtgcharacteristics, starts with the proposition 
that an observer exists and that he utilises some decision criterion or 
confidence threshold when using th~s information to reach a decision. The 
approach is empirical but the principles are those of signal detection 
theory (Tr 68, Me 76); an outline is given below. 
It is appropriate to extend the concept of a medical imaging system 
to encompass the diagnostic physician, in order to allow an evaluation of 
its overall performance in terms of the success or otherwise of decisions 
regarding states of health of patients. There can be 2 true ~tates in 
medical diagnosis, abnormality and normality and hence 4 types of decisions, 
) two correct and two incorrect. 
With s denoting the presence of an abnormality, actually positive 
state, and n normality, actually negative state, let S denote a positive 
decision and N a negative one. The following possibilities exist and may 
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be associated with conditional probabilities: 
p(Sls) true positive decision 
(p(Sls) is the conditional probability that an actually positive 
state is correctly diagnosed as positive) 
p(Nls) false negative decision 
peS In) false positive decision 
P(Nln) true negative decision 
Although there are 4 possibilities only 2 are independent because there 
exist 2 'natural constraints: 
p(sls) + p(Nls) • I 
P(Sln) + P(Ntn) • 1 
Let the 2 independent ones be p(Sls) and P(Sln); the values of the 
probabilities depend upon the confidence threshold of the observer and 
this is itself a variable. Hence a complete evaluation of the performance 
of a medical imaging system requires knowledge of its successes and failures, 
in terms of p(Sls) and P(Sln), as the confidence threshold is varied. This 
is the principle of ROC analysis. 
Conventionally this knowledge is represented as a graph of p(Sls) 
against P(Sln), each curve corresponding to a particular imaging system. 
) The figure below represents three such systems one of which is the random-
decision one included for comparison. System A is to be preferred than B 
since for all confidence thresholds its proportion of successes is greater. 
The significance of point (0,0) is that the observer has such a strict 
confidence threshold that he is never convinced about the presence of 
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l.0r----------------------------~~~ 
P(Sln) 
indications of abnormalities. The converse is true for point (1,1). 
In order to obtain experimentally an ROC curve for the evaluation 
of the performance of an imaging system, a series of images produced by 
it is presented to an observer who is either asked to state whether each 
image is normal or not (yes-no method), or to rate the confidence associated 
with each decision according to a linear scale (rating method). The two 
limits of the scale are: complete confidence that the image is normal and 
complete confidence that an abnormality is present. The rating method is 
more commonly used because it yields, conveniently, several points on the 
ROC curve from a single series of observations. However, the two methods 
have been shown to be equivalent. The most important requirement in these 
experiments is that the true state represented by each image is known to 
) the experimenter with absolute certainty. 
In conclusion it must be stated that the performance of a medical 
imaging system may strictly be fully evaluated under a clinical context and 
that, at present, ROC analysis is the only available quantitative procedure 
which approaches the requirements of this principle. However, before an 
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imaging system may be brought to full clinical examination and use, 
its properties must be understood theoretically and through studies 
involving little or no patient participation. Image quality must first 
be assessed from the standpoint of clarity and accuracy of information 
for a wide class of possible imaging configurations. This is the 
procedure followed in this research work, mainly through using computer 
simulations, for the examination of the properties of stochastic coded 
aperture imaging systems. 
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CHAPTER 3 
THE SIMULATION MODELS 
After an introduction into the Monte Carlo method as applied to 
particle-transport problems, the simulation of a planar stochastic 
coded aperture imaging system is outlined by considering a single photon 
history. The simulation procedure is then elaborated upon for the 3-D 
model only since that for the simplified model, (involving a l-D 
detecting device and coded aperture, and a 2-D source), follows directly 
as a special case. The sampling schemes used are presented with the under-
lying assumptions clearly stated so that the limitations of the models 
become apparent. 
Apart from simulated coded images (the coded data needed for sub-
sequent reconstructions), the sinplified model deterministically forms 
exact coded data. Since such data involves no statistical fluctuations, 
subsequent reconstructions reflect the noise-free performance of the imaging 
sys tem. 
Suggestions are made for the future development of the 3-D model. 
The most important one involves the simulation of photon interactions with 
tissue in order to enable an investigation into the possible usefulness 
of detected Compton scattered photons in medical imaging. 
3.1 The Monte Carlo Method; an Introduction 
In order to investigate the performance characteristics of a planar 
stochastic coded aperture imaging system and to understand its properties 
and limitations, coded images are required as data for subsequent tomographic 
) 
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reconstructions. In this work, the dataare obtained by Monte Carlo 
computer simulations. 
The Monte Carlo method (Ka 56, Ca 59, Ca 75) is based on the 
appropriate modelling of a physical or mathematical problem so that with 
the use of random numbers for the sampling of the underlying probability 
distribution functions, a statistical solution is obtained. In the case 
of the particle-transport problem, the paths of individual atomic or 
nuclear particles are simulated by sampling the probability distribution 
functions pertinent to their possible interactions with matter; an 
individual particle path and the associated interactions, starting from 
the particle's origin (point of incidence or point of emission) and ending 
at absorption (or when an arbitrarily small probability for any further 
interaction is reached), is called a particle history. A statistically 
large number of particle histories provides the data for the extraction 
of the required information. 
Necessary in all MOnte Carlo simulations is a sequence of unifornUY 
distributed random numbers. Let them be normalised so that they lie in the 
interval (0,1). From Appendix A, they are values of a random variable ~ 
such that Ea) - 0.5 and 
f(~) - { 
0
1 for 0 ~ ~ < 1 
otherwise 
3.1 
Intuitively, each number in the sequence must be unpredictable with respect 
to the others; mathematically, the requirement is that the numbers must be 
uncorrelated. The sequence must satisfy as large a number of statistical 
tests of randomness as possible (Le 51, Kn 69, Ra 76). 
) 
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3.1.1 Random numbers; generation 
'Anyone who considers arithmetical methods of producing 
random digits is, of course, in a state of sin'. 
John von Neuman (1951) 
In spite of the above, arithmetic methods of generating random 
numbers are very widely employed; the most successful one is the 
congruentia1 method, introduced by D.H. Lehmer (Le 51) for the production of 
uniformly distributed random numbers. With ~r (r = 0,1, •••• ) representing 
such a sequence and B, C and M well chosen constants, the generating algo-
rithm is based on 
~r+1 - (B ~r + C)mod M 3.2 
The choice of the constants has been discussed by D.E. Knuth (Kn 69): ~o 
is arbitrary; M must be large, corresponding to the computer's word length; 
Band C must be chosen so that the repetition cycle of the sequence is long, 
approaching M. 
The algorithm used in this work is function G05AAF(X) of the NAG 
library. In order to further avoid problems of correlation between the 
random numbers, this algorithm generates two congruentia1 sequences according 
to eq.(3.2) (with C = 0), 
and then forms the final sequence according to 
~r+1 • (~1,r+1 + ~2,r+1)mod M 3.3 
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3.1.2 Sampling a random variable 
Sampling a random variable x (continuous or discrete) entails 
the appropriate selection of values, called samples, from its domain 
according to its probability relations. As the number of samples 
increases, the probability distribution function derived in this way 
becomes a better approximation to the true one, F(x). The direct and 
rejection sampling methods are outlined below. 
Direct samp ling 
From Appendix A, the distribution function of a random variable x 
with domain the real values xl ~ x ~ x2 ' is given by 
x 
F(x) - J dx' f(x') - P(x ~ x) 
xl 
where 0 < F(x) ~ 1. Hence with reference to the figure below and with ~ a 
uniformly distributed random number in 
1.0 the range (0,1), direct sampling of x 
involves the solution of the equation 
F(x) = ~ ~ - F(x) for x. Al though this method 
is intuitively appealing~it often presents 
implicit problems depending on the 
cO.JIPlexity of F(.x). When an analytic or 
an iterative solution exists then direct sampling should be 'preferred (Ka 56, 
Ca 59). 
Rejection sampling 
With reference to the figure below the principle of the rejection 
sampling method may be understood by considering the probability density 
/ 
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function f(x) as follows. With u 
denoting its upper bound and ~1' ~2 
two uniformly distributed random 
numbers in the range (0,1), let 
then x is accepted as a sample, otherwise 
it is rejected. Hence samples are determined by pairs of random numbers such 
that the corresponding points on the graph f(x) against x be under the 
probability density curve. Since, an area under the curve represents a 
probability, the above procedure samples the random variable x according to 
its probability relations. Rejection sampling avoids the solution of 
~ • F(x) for x, but it requires the computation or storage of f(x) for all 
xl ~ x ~ x2 (Ka 56, Ca 59, Ca 75). 
Algorithms for the sampling of probability density functions commonly 
occurring in particle-transport problems have been published by H. Kahn and 
C.J. Everett, E.D. Cashwell (Ka 56, Ev 72,- Ev 74). 
3.2 The Monte Carlo Simulation of Stochastic Coded Aperture Imaging Systems 
By following the history of a photon which will finally be detected, an 
outline is provided of the simulation procedure implemented in this work. 
Subsequent sections describe the sampling schemes and computations during 
the various stages in the photon's history. 
For each realisation v(v = l, •.•. ,n
v
) the number of photons emitted by 
the source, gv' is sampled and for each one of them a direction of emission 
is selected. Unless this direction is within a certain range which leads to 
trajectories that may possibly, but not necessarily, fall within the detecting 
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device, the photon history is terminated; otherwise, an emission region 
is sampled according to the proposed source configuration. If this region 
is of finite extent an emission point is randomly selected within it. 
The intersection of the photon's geometrical trajectory with the coded 
aperture is then computed and if transmission occurs, the intersection 
with the detecting device is calculated. If it lies within the sensitive 
area ~e photon is detected. 
3.2.1 Sampling the number of photon histories 
An input parameter for the computer simulation of stochastic coded 
aperture imaging is the expectation value of the total number of photon 
histories. This is the expectation value of the number of photons emitted 
by the source, in all space, during the imaging time interval and corresponds 
to the activity administered to a patient for a radionuclide investigation. 
Radioactive disintegration is a random process CSc 36, Ev 55) and 
hence quantitative estimations may only be made in terms of probability theory 
CFr 65, Pa 65). A recent study (Ma 78), initiated by the author, has proven, 
bo th by theory and experimen t, that: 
a) With A the radioactive decay constant and t the period of observation, 
the radioactive decay process is adequately described by the Poisson proba-
bility density function only when At «1. Then, the expectation value ~ is 
associated with a variance 0 2 given by 0 2 - ~. 
b) However, for At ~ 1, that is, when the period of observation is comparable 
or greater than the half-life, the Poisson probability density function is no 
longer valid and that of Ruark-Devol (Ru 36) must be used. Only then are 
predictions of ~ in agreement with experiment. The associated variance 0 2 is 
• b 2 -At th . 2 g~ven y 0 = ~ e , at ~s 0 <~. 
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The author believes that the above is of significance in nuclear 
medicine for quantitative investigations involving short-lived isotopes. 
However, in stochastic coded aperture imaging with currently employed 
radiopharmaceuticals the restriction At « 1 is satisfied, particularly 
for each time sub-interval. Hence, Poisson statistics may be applied and, 
for a large ~, the Normal (Gaussian) approximation to the Poisson probability 
density ftmction, with expectation value ~ and variance 0'2 = ~, is 
appropriate (Sp 72). 
Let ~ denote the expectation value of the number of ~hotons emitted 
during realisation v, gv. (For realisations of equal time duration ~ is 
equal to the expectation value of the total number of photon histories 
divided by the number of realisations n
v
). In this work, gv is selected 
by utilising the Hamming algorithm (Ha 73) as follows: With K an integer 
and ~i (i - 1, •••• ,K) denoting uniformly distributed random numbers in the 
range (0,1), consider a random number ~ given by 
K K ~ - r ~i - 2 
i-I 
3.4 
As K ~ =, ~ asymptotically becomes a normally distributed random number, 
in the range (- ~ , ~) , with probability tending to 1.0. Hence, a sample 
value of ~, giving the number of photons emitted during a realisation v, is 
,. ~ + ~v/~ 3.5 
The chosen value of K was 12, as customary (Ha 73); the resulting random 
numbers were statistically shown to be, sufficiently closely, normally 
distributed. 
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3.2.2 Direction sampling 
With reference to Fig. 3.1, representing the continuous 3-D notation 
of the model, consider a point source on a plane at depth x3 from the planar 
coded aperture. Assuming isotropic photon emission and neglecting interactions 
of photons with matter, photon trajectories and hence photon histories are 
defined vectoria11y by randomly selecting values of angles 6 and ~ consistent 
with the spherically symmetric distribution. Spherical symmetry is expressed 
by the following joint probability density function of the random variables 
a and ~: 
3.6 
It follows (Appendix A) that e and ~ are independent random variables and 
hence may be sampled separately from their respective probability distribution 
e 
F I (6) • J de' f (e ') = l-cose ° ~ e ~ 1T I 2 
0 
~ 3.7 
F 2 (~) - J d~' f (~') .J... ° < 4l ~ 21T 2 21T 
0 
With ~I and ~2 denoting two uniformly distributed random numbers in 
the range (0,1) and using the direct sampling method, random samples of 6 
and ~ are given by 
6 = cos-l(l - 2~ ) 1 
3.8 
(0.0) 
b 
(0.0) 
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3.2.3 Determination of the angle a 
m 
With reference to Fig. 3.2, consider the parallelopiped of sides 
~Xl' ~x2 and ~x3 parallel to the co-ordinate axes; let it be such that 
the organ, or other region of interest, is tangentially en~losed within 
it. Hence it represents the maximum 3-D extent of the source; its 
location, with respect to the coded aperture, is specified by the co-
Clearly not all the emitted photons will have trajectories geome-
trically falling on the detecting device. However, since Compton scattering 
in the organ, surrounding tissue, air and coded aperture is neglected, an 
angle e exists such that an emitted photon may be detected only if a ~ a , 
m m 
irrespective of ~. 
e may usefully attain its maximum value, in the above sense, only when 
the vertical distance between the point source and the detecting device is 
minimum; this occurs when the emitting point lies on the source plane 
nearest to the coded aperture. In Fig. 3.2, this plane is the one located 
(b+x3) 
at depth x3• Then, cose.. p ,and since for a given source configuration 
(b + x 3) is a cons tant, e is maximum (a .. e rrI when p is maximum. Geome trically , 
it may be seen that e is defined by one of the drawn limiting trajectories. 
m 
Considerable computational economy is achieved by immediately rejecting 
a sampled value of e if e > e. Note that this selection would not be valid 
m 
had scattering not been neglected. 
b 
- 7q -
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3.2.4 Sampling the source 
For the purpose of simulating photon emission from an extended 
source, the proposed source configuration must be specified in terms of 
the location and radioactive strength of constituent source regions within 
which the activity is assumed to be uniformly distributed. In this work, 
the following scheme is implemented,for the specification and sampling of 
a source configuration. 
3-D source regions in the form of cubes, parallelopipeds and spheres, 
2-D source regions (squares, parallelograms and circles) and point sources are 
used to approximate, arbitrarily closely, the proposed source. Let there be 
nr such regions (3-D, 2-D and point sources) with their geometry being 
specified by the co-ordinates of vertices, centres and radii. The radio-
active strength of a region r is specified by a dimensionless variable sr 
which is independent of spatial extent and is such that 
expectation value of the total number of photons emitted from 
region r during the whole imaging time interval. 
It is important to realise that the above statement properly allows the 
presence of a deviation, from its expectation value, of the number of photons 
actually emitted by region r during the simulation. Such deviations are due 
to the randomness underlying the process of radioactive disintegration (Ru 36, 
Ev 55, Ma 78). 
Sampling the source entails sampling the origin of each photon history 
in accordance with the proposed source configuration. This is implemented 
in two stages: 
a) For each photon with e < e , a region r is randomly selected by the 
- m 
direct sampling (section 3.1.2) of the following discrete probability 
distribution function F • 
r 
F 
r 
r 
= ~ 
r'=l 
- 81 -
3.9 
b) If this region r is a point source, the origin of the photon history 
is immediately known; otherwise, an emission point within r is randomly selected 
uniformly according to the assumption of uniform distribution of activity in 
a region of finite spatial extent. 
3.2.5 Determination of a photon trajectory 
Consider a photon emitted by a point source at (xl' x2 ' x3) on a 
plane at depth x3 from the planar coded aperture, Fig. 3.1; the inter-
sections of its trajectory with the planes corresponding to the coded 
aperture and the detecting device are given by: 
YI - x + x tanS coscj> I 3 coded aperture plane 3.10 
Y2 - x2 + x3 tanS sincj> 
z 
- x + (x + b) tanS coscj> I I 3 detecting device plane 3.11 
z2 - x 2 + (x3 + b) tanS sincj> 
Whether the photon is absorbed or transmitted by the coded aperture 
depends on the transmission probability P(YI'Y2); it is assumed that all 
photons with trajectories falling outside the coded aperture defining area 
(Fig. 3.3) are absorbed so .that they do not contribute to the coded image. 
Similarly, transmitted photons with trajectories falling outside the sensitive 
area of the detecting device are rejected. The model assumes that the 
detecting device possesses a detection probability equal to 1.0 and that 
a photon incident at (z ,z ) is detected at that very point. The finite 
I 2 
thickness of the coded aperture is neglected. 
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3.2.6 Determination of the intersected aperture and detector elements 
Fig. 3.3 illustrates the geometry of a planar coded aperture and 
the notation used; the location of this plane with respect to the 
detecting device is shown in Fig. 3.1. The square defining area of the 
coded aperture, (side dimension L ), is subdivided into an array of 
a 
na x na square aperture elements. 
Fig. 3.3 
coded aperture defining area 
~r----- --, 
~~/ ~~ ,/ ~/ 7 7 ~ - ---_../ 
4 L ~ 
a 
n x n coded aperture geome~ry 
a a 
corresponding to 
aperture element 
If point (Yl'Y2), the intersection of the photon's trajectory with the 
apertur~ plane, is within the coded aperture defining area, as shown, then 
it corresponds to aperture element (i 1 ,i2) such that 
3.12 
Similarly, the square sensitive area of the detecting device, (side dimensi~n 
Ld , Fig. 3.2), is subdivided into an array of nd x nd square detector 
elements. If point (z ,z ), the intersection of the trajectory of a trans-
J 2 
mitted photon with the detecting device plane, is within the sensitive area, 
With reference to Fig. 2.2, consistency of notation for the 3-D and 
simplified models implies that 
N = n2 Nd .. na a a 
P(Yl'Y2) :II p(y) ,. Pi i = p. 3.13 l' 2 ~ 
g( zl' Z2) • g( z) :II g. . 
-
g. 
J 1 ,J 2 J 
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3.2.7 Circular aperture elements 
Apertures with circular instead of square elements are implemented 
in the 3-D model as follows. With reference to Fig. 3.3, consider the 
square aperture element (i 1,i 2) is which lies point (Yl'Y2)' The 
corresponding circular element is represented by the tangentially inscribed 
. La 
circle. Let its centre be denoted by point (y. ,Yo ); its radius 
1.1 1.2 
1.8 2rl 
a 
If (Yl'Y2) is external to the circle the photon is necessarily absorbed, 
otherwise the continuation of its history depends on p(i 1 ,i 2). Selection 
of the relative location of (Yl'Y2) with respect to (y. ,y. ) may be 
1.1 1.2 
performed in two ways: 
Randomly: The probabi li ty that (y 1 ,y 2) lies wi thin the circle is equal to * ' 
(the ratio of the areas of the circular and square aperture 
elements); hence, with ~ a uniformly distributed random number in 
the range (0,1), (Yl'Y2) may randomly be selected to be external 
to the circle if 
~ > 'II' 
4" 3.14 
Deterministically: (Yl'Y2) is external to the circular aperture element if 
3.15 
3.2.8 Flow chart of the simulation 
Fig. 3.4 represents the flow chart of the Monte Carlo simulation 
procedure implemented in this work. Its aim is to place in their proper 
context and sequence the previous discussions on the different stages 
involved during the generation of photon histories within a stochastic 
coded aperture imaging system. MOreover, it is intended to provide a 
better appreciation of subsequent discussions on the future development 
Of the 3-D model {section 3.6}. 
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Fig. 3.4 Flow chart of the Monte Carlo generation of 'v photon histories 
for a stochastic coded aperture imaging system 
towards a new photon 
history 
no 
next realisation 
randomly specify a 
point of emission 
compute intersection of 
trajectory with aperture plane 
no 
no 
compute intersection of 
trajectory with detectors' plane 
no 
a detected photon; 
determine detector element (j 1,j2) 
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3.3 Deterministic Coded Images 
As it is stated at the beginning of this chapter, the dis cussion 
on the procedure followed for the simulation of coded aperture imaging 
systems has concentrated on the 3-D model. The simplified model involves 
a 1-D detecting device and coded aperture and a 2-D source, as shown in 
Fig. 2.2; this model was developed first, and through it important features 
and limitations were identified. 
In order to further investigate the effect of statistical fluctua-
tions inherently present in realistic coded data, on reconstructed tomo-
graphic images, a study involving noise-free data was perforllEd using the 
simplified model. (Recall that with this model tomography refers to 
reconstructions of the source configuration on lines at specified depths). 
To this end, two sets of coded data (images) were computed as follows: 
a) By using the Monte Carlo simulation procedure which follows directly 
from the discussions presented earlier for the 3-D model. 
b) By using eq.(2.17) and evaluating the summation using the geometrical 
data of the imaging system and fk (k - 1, •••• ,Ns )' the expectation values 
describing the proposed source configuration, themselves dependent on 
s r (r = 1, •••• , n
r
) • 
The fOrllEr set properly involves statistical fluctuations and is therefore 
more realistic than the latter which may be thought of as exact data, to 
within the approximations introduced by the discretisation of the coded 
aperture, detecting device and source. Therefore, reconstructions based on 
the latter, called the deterndnistic coded data, may be considered to be 
noise-free and hence as representing the idealised performance of the imaging 
system. 
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3.4 Pinhole Aperture 
Although most of the simulations presented in this work involve 
stochastic coded apertures, the 3-D model may easily be adapted for the 
implementation of other types of time-varying or stationary systems. 
Currently, the only restriction is that the apertures must be planar. 
The requirement of a square defining area for the coded aperture is not 
a iimitation; it merely imposes that the code to be implemented 
must be inscribed within it, all other remaining regions being associated 
with zero transmission probability. 
The pinhole has been simulated by assigning a value equal to 1.0 
for the transmission probability of the central aperture element only, 
all other elements being assigned the value 0.0. The size of the pinhole 
is thus equal to the size of a corresponding stochastic aperture element 
in order to enable a direct comparison between the responses of the two 
imaging systems. 
3.5 An Alternative Approach for the Formation of Coded Data 
Dependent on the use of deterministic coded data (section 3.3) is 
an alternative method for the formation of the data set which involves 
statistical fluctuations; it utilises the Ha~ng algorithm (section 3.2.1) 
as follows: With 1/1 a normally distributed random number in the range 
(- ~ , ~) and K an integer often equal to 12, let ')..Ij'V be the deterministically 
computed number of photons detected by detector element j during realisation 
/'V. Thus ')..I. represents an expectation value. The method relies on the 
J'V 
fundamental assumption that the overall process for the formation of coded 
data is described by the Poisson statistical density function so that the 
expectation value ')..I. may be associated with an equal variance. Then, a 
J'V 
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random sample of~. gives g. , the number of photons actually detected JV JV 
by detector element j during realisatio~ v. 
g. .. ~. + 1/J I~. JV JV JV j=l, .... ,Nd 3.16 
v = 1, .... ,N
v 
The above method is computationally faster than the one followed 
in this work. Deterministic coded data (images) may be formed by 
calculating the shadow of the aperture which a single point source casts 
on the detecting device plane, (for all realisations), and then translating 
this shadow geometrically for all the point sources comprising the proposed 
source configuration. The parts of a shadow which fall within the detecting 
device increment the counts of the corresponding detector elements according 
to the radioactive strength of the point source. Introduction of statistical 
fluctuations requires the application of eq.(3.l6) for all detector elements 
and realisations. 
Although computationally more demanding, the MOnte Carlo method 
followed in this work is believed to provide a fundamentally more appropriate 
representation of the imaging system. It does not rely on the overall 
validity of Poisson statistics; instead, through individual photon histories 
it properly reflects the randomness of all the intermediate processes. Thus 
the statistical fluctuations present in the coded data are, in this sense, 
not artificial but are directly due to the underlying physical processes. 
In addition, the method followed lends itself to further elaboration for a 
/more complete simulation of a medical imaging system (section 3.6). 
3.6 Future Development of the 3-D MOdel 
This section is concerned with future extensions of the 3-D model 
aiming at a more complete representation and understanding of y-ray coded 
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aperture imaging systems. Section 3.6.1 suggests important areas of 
research and section 3.6.2 widens the purpose of the present study into 
non planar coded apertures. 
3.6.1 Simulation of photon interactions with matter 
Currently, the 3-D model neglects photon interactions with matter 
and hence photon" trajectories are computed purely geometrically. Si~ce 
+ photons in medical y- and e - emission imaging have energies commonly 
< 1 MeV, the above limitation may be removed by a Monte Carlo photon 
transport program which considers, primarily, the photoelectric and 
Compton scattering interactions only (Da 52, He 54, Ev 55, Ca 73) • 
Inclusion of coherent Rayleigh scattering would be a further desirable 
elaboration. The argument for neglecting this process is that it is 
never predominant: its probability of occurrence is always considerably 
smaller than either or both of the probabilities associated with the 
photoelectric and Compton scattering processes (Br 60, Ve 73); furthermore, 
it decreases rapidly with energy. 
The Monte Carlo photon transport program would simulate the interactions 
of emitted photons in the organ, surrounding tissue and instrumentation. A 
detailed description of the shape and elemental composition of the object 
within which the activity is distributed and of surrounding regions is 
therefore required. Such data may be obtained from ICRP publication 23, on 
Reference man (Ic 75). The simplest configuration, to be treated as a first 
approximation, is to consider a distribution of activity in water, since the 
latter is a tissue equivalent medium. Subsequently, organs of interest may 
be simulated, surrounded by water or tissue. 
The Monte Carlo photon transport program would require extensive photon 
attenuation data and an interpolation procedure for the energy range 
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'" 0 .01 - 1.00 MeV. Such. data have been compiled by Wm. J. Veigele eVe 73). 
Knowledge of the elemental composition of a matrix, (compound or mixture) , 
perIni ts its total mass attenuation coefficient (subscript tl to be 
calculated, at a given energy, as the sum of the individual mass attenuation 
coefficients of the constituent elements weighted by their fractional 
abundance by weight (Gr 57, De 69, Ko 78}. The partial mass attenuation 
coefficients for the photoelectric, Compton and coherent Rayleigh. scattering 
processes (subscripts T, ~ and r respectively} may be similarly calculated. 
Consider a photon emitted within a source region of total linear 
attenuation coefficient ~t - PT + P~ + ~r. The probability of no inter-
-P !l, 
action up to a path length !l, is e t, and the probability of no interaction 
up to !l, and an interaction between !l, and !l, "" d!l, is 
3.17 
where f(!l,) is the appropriate density function of the random variable !l,. 
I ts dis tribution function is 
!l, 
f 
-P !l, 
F(!l,) - d!l, f(!l,) - 1 - e t 
o 
With ~ a unifornay distributed random number in the range (0,1), the above 
distribution function may be sampled directly by 
. 
). . 
-~ !l, ~-l-e t 
equivalently, !l, = !l,n~ ---
If the sampled value of i brings the photon to another source region 
3.18 
associated with a different total linear attenuation coefficient, then the 
random variable i must be sampled again at the point of entry in this region. 
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Note that a photon which finally traverses the organ, surrounding tissue 
and coded aperture without undergoing an interaction, corresponds to a 
purely geometrically simulated photon, as in the present 3-D model. 
If the sampled value of i brings the photon to a point within the source 
region where an interaction will occur, random selection must be made as 
to whether.the photon will undergo photoelectric absorption, Compton, or 
coherent Rayleigh scattering. With ~ a uniformly distributed random 
number in the range (0,1) then the interaction will be 
photoelectric absorption if: 
Compton scattering if: 
llT 
~ <-
- II t 
coherent Rayleigh scattering: otherwise 
3.19 
If the interaction is photoelectric absorption, then the photon history is 
termina ted. 
If the interaction is Compton scattering, then the energy of the scattered 
photon must be sampled according to the Klein-Nishina formula (Ne 52, Ev 55) 
for A ~ A' S A + 2; A and A' (in units of J!..) denote the incident and 
me 
3.20 
e 2 
scattered wavelengths respectively, rO = --- , h is Planck's constant, e and 
mc2 
m are the electronic charge and mass respectively, and c is the speed of light. 
With e denoting the scattering angle, 
A' - A a 1 - cos e 3.21 
A computationally efficient sampling procedure based on the rejection method 
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(section 3.1.3) was originally suggested by H. Kahn (Ka 56) and sub-
sequently implemented widely (Br 60, Dr 72, Ca 73, Ev 75). Since 
sampling the energy, determines uniquely the scattering angle a, eq.(3.2l), 
the new trajectory is restricted to lie on the surface of the cone with 
apex the point of interaction, central axis the incident photon direction 
and conical angle equal to a. Sampling of an angle ~ according to ~ = 2~~ 
specifies completely the new trajectory. The history of a Compton scattered 
photon must be continued until it is finally absorbed or detecte.d. 
If the interaction is coherent Rayleigh scattering, then there is no change 
in the photon's energy and the atomic system recoils as a whole under the 
impact. The scattering angle a must be sampled according to the differential 
cross section of this interaction which may be expressed as the product of 
two factors (Da 52, He 54, Gr 57): 
a) the probability that the incident photon is scattered by an angle e and 
transfers momentum, but not energy, to the electrons 
·b) the probability that the electrons take-up this momentum with no change 
in their energy states. 
The history of a coherently scattered photon must be continued until it is 
finally absorbed or detected. 
The above described MOnte Carlo photon transport simulation procedures 
can be applied not only for photons within the organ and surrounding tissue 
but also for photons incident on the coded aperture and the detecting device. 
The coded data produced by such a complete MOnte Carlo simulation of a coded 
aperture imaging system, could consist, in principle, of a pulse height energy 
spectrum corresponding to each detector element, for every realisation. This 
wealth of data may be used for future work in the following areas of research. 
/ 
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a) Evaluation of the effect of scattered photons on reconstructed image 
quality. 
b) Deter~nation of an opti~sed energy window setting for the partial 
rejection of scattered photons. 
c) Investigation of the usefulness of the sC,atter-to-peak ratio, S /p, the 
ratio of the Compton scattered to unscattered photons, for the deter~­
nation of organ depth (Ka 75, Ka 78). 
d) Investigation of the usefulness of scattered photons in the reduction 
or eli~nation of artifacts in a reconstructed coded aperture tomo-
graph due to contributions from the activity in adjacent source regions. 
3.6.2 Non planar apertures and detectors 
The present 3-D model neglects the finite thickness of the coded 
aperture and is li~ted to planar apertures associated with a planar 
detecting device. The former limitation may be removed by geometrically 
allowing a finite thickness and by applying the Monte Carlo photon transport 
procedures discussed in section 3.6.1 for the treatment of photon interactions 
in the aperture. This extension would assess the degrading effect, on the 
image quality, of photons which are trans~tted when they should have been 
absorbed, as a result of penetration of the finite thickness of the aperture 
or after being scattered. 
The simulation of non planar apertures and detectors merely involves 
a change in the geometrical calculation of the points of intersection of 
the photon's .trajectory with the aperture and detecting device. The 
computational implementation of cylindrical and spherical coded apertures 
would make efficient use of their inherent symmetry. 
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3.6.3 Simulation of a finite detection probability and spatial resolution 
The present 3-D model assumes a perfect detecting device. This 
limitation may be fully removed by implementing Monte Carlo photon 
transport for the treatment of photon interactions in the detectors. This 
section presents computationally faster but approximate methods for the 
partial removal of the above limitation; the method aims at the elimination 
of the following two assumptions: 
a) An incident photon is detected with probability Pd - 1.0 
b) Detection occurs at the precise point of incidence (zl,z2) so that the 
number of counts of the corresponding detector element (jl,j2) are 
incremented by 1. 
The former assumption ensures that all incident photons are utilised for the 
process of image formation and the latter implies perfect intrinsic spatial 
resolution, i.e. ~z - 0.0 cm. Note that the elimination of these assumptions 
does not complete the simulation of a realistic detecting device; the 
assumption of perfect energy resolution still remains. The proposed methods 
for the elimination of the above assumptions are, respectively: 
a) With ~ a uniformly distributed random number in the range (0,1) and 
using a realistic value of Pd < 1.0 corresponding to the probability 
that an incident photon is detected, (~O.l for a y-camera), then detection 
may only occur if 
3.22 
b) With ~l' ~2 two uniformly distributed random numbers in the range (0,1) 
and using a realistic value of ~z > 0.0 cm (~ 0.35 cm for a y-camera), then 
the point of detection (zi,z2) of a photon incident at (zl,z2) may be 
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randomly sampled within a circle of radius oz and centre (zl,z2) according 
to 
z' = z + ~ oz cos ~ } 111 
z; = z2 + ~loZ sin ~ 
where ~ = 2~~2 3.23 
In general, the detector element (ji,j~) corresponding to point (zi'z~) 
is not necessarily identical to (jl,j2). 
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CHAPTER 4 
RESULTS THE SIMPLIFIED IDDEL 
Chapter 4 presents results derived using the simplified model. 
Through the simplicity of the adopted planar geometry fundamental 
properties of the stochastic coded aperture imaging system were identified. 
Chapter 5 follows directly, providihg a more elaborate and complete 
representation through the use of the 3-D model. 
The point spread functions are presented for a point source on the 
principal axis for the two reconstruction methods, fractional angles and 
stochastic correlation, using two data sets, simulated and deter~nistic. 
The stationarity property of the stochastic coded aperture imaging system 
is investigated, and a comparison is made between the direct response of a 
1-D pinhole system and the fractional angles reconstruction. 
The tomographic properties of the two reconstruction methods and 
their performance with respect to a weru~ source in the presence of a strong 
one are exa~ned, coupled with their dependence on the number of e~tted 
photons. 
Finally, a summary of conclusions is provided. 
4.1 Computational Facilities 
The following computing systems were used for the implementation of 
the two simulation models and for performing the associated reconstructions 
in Chapters 4 and 5: 
a) Data General Nova 2 minicomputer, Department of Physics, University of 
Surrey 
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b) ICL 1905 F, E, University of Surrey Computing Unit 
c) CDC 6600 and 7600, University of London Computer Centre, Clink at the 
University of London Reactor Centrel. 
The programming language was Fortran. 
4.2 Planar Geomatry 
Fig. 4.1a represents d1e planar geometry of the stochastic coded 
aperture imaging system implemented by the simplified model. The aperture 
to detecting device distance is 5.0 cm. Both the aperture and the detecting 
device consist of 15 discrete elements each and are of dimansion 10.0 cm. 
Consistently, 3 reconstructions were performed per simulation, at depd1s 
of focus 2.0, 4.0 and 6.0 cm from the aperture. 
Th.e autocorrejlation function of the chosen pseudostatistical sequence 
is shown in Fig. 4.lb; the first two realisations of the stochastic coded 
aperture are also given in order to demonstrate its cyclic translation. 
4.3 Simulated and Deterministic Data and Stochastic Correlation Matrices 
Tables 4.la and b represent 1-D coded data (images} in a ~trix form, 
gjv(j,v - 1, •••• ,15), for a point source at (5.41 ~re co-ordinates are 
consistently expressed in cm) emitting 1025 photons within die angle e 
111 
(section 3.2.3). The two data sets were obtained by simulation and oy the 
deterministic procedure respectively, as described in Chapter 3. The former 
set may be regarded to be a random sample of the latter, (the expectation 
set). Th.e observed fluctuations ~bout the expectation values reflect the 
underlying randomness governing the process of y-ray emission imaging. 
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Tables 4.2a and b represent the stochastic correlation matrices 
c .. (i,j = 1, ••.• ,15) corresponding to the simulated and deterministic 1.J 
data sets. The random fluctuations present in the simulated set distort 
the well defined form of the deterministic correlation matrix and yield 
a corrupted version of it. The deterministic matrix reflects a symmetry 
about the principal vertical axis of the imaging system, as expected. Thus, 
c .... c16 . 16 . 1.J -1.,-J for i,j = 1, •••• ,15 4.1 
With reference to the figure below it may be seen that for the point source 
5th aperture . 
1 t 
\ 
po1.nt source 
e emen /\ 
I \ 
I \ coded aperture 
I , 
I " 
I \ I 
I '. detecting device 
Thus, c •. - 0.0 for all j if i < 4 or i > 12 1.J 
4.4 Point Spread Functions 
at (5,4) and the employed 
system geometry (Fig. 4.1a), 
all correlations involving 
aperture elements external to 
the dotted lines are equal to 
0.0. 
4.2 
Figs. 4.2, 4.3 and 4.4 represent the fractional angles and stochastic 
correlation point spread functions of a point source at (5,4) using simulated 
and deterministic coded data sets. Three reconstructions were· performed for 
each set, at 2.0, 4.0 and 6.0 cm depths of focus, in order to observe the 
variation with depth of the response of the imaging system and reconstruction 
method, and to evaluate the out of focus contributions of the point source 
to underlying and overlying tomographs. 
4.4.1 Fractional angles method 
Fig. 4.2a and b represent the fractional angles point spread functions 
using the simulated and deterministic data sets of Tables 4.1a and b respectively. 
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Each response is superimposed on a 'background'; its presence is 
due to there being no subtractive operation within the fractional angles 
formulation, (section 2.3.5). This background may, as a first approximation, 
be assumed to be uniform so that it can be rejected during image processing 
after assessing its level according to some criterion (Fig. 4.3, density 
plots). However, the subjectivity involved in this procedure is undesirable 
and does not allow a reliable estimation of the relative radioactive strengths 
of sources. 
The out of focus responses (2.0 and 6.0 cm depths) exhibit similarity 
both in magnitude and in shape; this symmetry pattern is desirable since the 
two tomographic depths are equally below and above the source position. The 
two responses have a smaller peak and are more broad in shape than the in 
focus one (4.0 cm depth) • 
Examination of the reconstructions using simulated and deterministic 
data reveals very small differences only, (favouring the latter set, as 
expected). This trend, when compared to the respective stochastic correlation 
reconstructions (Fig. 4.4) indicates a property of the fractional angles 
method to yield responses converging to expectation values, in the sense 
that they are almost insensitive to statistical fluctuations in the data. 
The reason for this trend is the following: on subdividing the data of each 
detector element (for all realisations) to all the source elements that may 
be seen by it through the aperture, fluctuations in the data are shared by 
all these elements in proportion to their fractional angle. 
Fig. 4.3 represents the fractional angles point spread functions using 
simulated coded data, with the point source emitting 2024 photons, compared 
to 1025 in Fig. 4.2. 
) 
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Reconstructions are individually presented at the three depths 
of focus with the corresponding density plots below; the latter may be 
regarded as 'l-D images' obtained directly from the responses by assigning 
" grey densities to each fk (k = 1, •••• ,15), for a given response, according 
to a linear scale over the interval between the least and upper bounds of 
£k' The least bound is used consistently throughout this work for fractional 
angles density plots, in order to avoid the greater subjectivity involved 
in setting other background levels for subtraction. For stochastic 
" correlation density plots negative values of fk are replaced by 0.0, so that 
this becomes the least bound and therefore the beginning of the linear 
scale. 
Apart from providing another representation of a response, in a form 
approaching an image, simulation density plots indicate visually the limits 
of reliability of the reconstruction regarding the estimation of the relative 
radioactive strengths of sources. For example, the response in Fig. 4.3b 
exhibits an artifact of strength ~ 0.1, on a normalised scale from the least 
to the upper bounds, and this is observed on the density plot. The out of 
focus density plots clearly demonstrate the broadening of the responses in 
relation to the in focus one. 
Examination of the reconstructions in Fig. 4.2a and Fig. 4.3 provides 
further evidence for the conclusion reached earlier through comparing Figs. 
4.2a and b. In spite of the fact that the simulated radioactive strength of 
the point source in these studies differs by a factor of 2.0, the fractional 
angles reconstructions are almost identical, thus confirming the insensitivity 
to the number of photons emitted and hence to fluctuations in the coded 
data. 
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4.4.2 Stochastic correlation method 
Fig. 4.4a and b represent the stochastic correlation point spread 
functions using the simulated and deterministic data sets of Tables 4.la 
and b respectively. These responses must be compared with the fractional 
angles ones in Figs. 4.2a and b, referring to the same coded aperture 
imaging system geometry and point source. 
Unlike the fractional angles, the stochastic correlation responses 
are free from the interfering background; the reconstruction method involves 
its substraction (section 2.3.4). 
The out of focus responses exhibit reduced similarity, particularly with 
respect to the peak magnitude, when compared with the respective fractional 
angles ones. However, both the 2.0 and 6.0 cm reconstructions have a smaller 
peak and are more broad in shape than that at 4.0 cm. Consistently, the peak 
of a reconstruction for an overlying region is higher than for an underlying 
one. t I 
~. 
In contrast to the fractional angles' trend where reconstructions appear 
to be almost insensitive to random fluctuations in the data, the stochastic 
correlation method yields responses which are very dependent on the number of 
emitted photons (Figs. 4.8 and 4.9). Differences both in magnitude and in 
shape may be observed through comparing the responses obtained by using 
simulated and deterministic coded data. 
4.5 Stationarity Property of the Stochastic Coded Aperture Imaging System 
In order to examine whether the stochastic coded aperture imaging system 
is associated with a spatially invariant point spread function (stationarity 
property, section 2.2.1), five different simulations were performed of a 
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point source emitting 2 x 10 3 photons at co-ordinates (1,4), (3,4), (5,4), 
(7,4) and (9,4) respectively. 
Fig. 4.5 represents the variation of the peak with point source 
position, for the fractional angles and stochastic correlation methods, at 
3 depths of focus. The observed small variation is due to the randomness 
of photon emission in each simulation, and to the different angles sub-
tended by the detecting device of the 5 source locations. The angle 
associated with the central source is 58.1° and the other two angles are 
equal to 51.3° and 56.3°, giving the following expected normalised peaks: 
point source at 
(5,4) 
(1,4) or (9,4) 
(3,4) or (7,4) 
expected peak 
1.00 
0.88 
0.97 
The shape of the point spread function did not vary significantly with 
point source position. 
The above observations confirmed that: 
a) the imaging system exhibits symmetry about the principal vertical 
axis, and 
b) it exhibits the stationarity property. 
Using the data of Fig. 4.5, the mean peaks were evaluated at the 
) 3 depths of focus. They are presented below in a normalised form, with 
the in focus mean peak scaled to 1.00. The mean out of focus peak is also 
presented, expressing an estimate for the expected ± 2.0 em out of focus 
contribution of a point source at 4.0 em from the aperture. For the 
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fractional angles method, two sets of normalised mean peaks are given 
corresponding to no background subtraction and a background subtraction of 
strength 0.5. 
fractional angles s tochas tic corre lation 
no backgrotmd 0.5 strength 
subtraction subtraction 
mean peak at 2.0 cm 0.82 0.62 0.54 
4.0 1.00 1.00 1.00 
6.0 0.86 0.71 0.70 
mean out of focus peak 0.84 0.67 0.62 
With no background subtraction for fractional angles responses, the 
stochastic correlation method differentiates better between in focus and 
out of focus reconstructions since its mean out of focus contribution is 
significantly smaller. However, the fractional angles method yields peaks 
that are more similar in magnitude, associated with equally out of focus 
reconstructions. Thus, the percentage differences between the 2.0 and 
6.0 cm mean peaks with respect to the mean out of focus peak are: 5% and 
13% for fractional angles, (without and with background subtraction 
respectively), and 26% for the stochastic correlation method. 
4.6 Pinhole Imaging System; a Comparison with Fractional Angles 
Fig. 4.6 compares the direct response of a stationary pinhole-imaging 
system with the corresponding fractional angles reconstruction using the 
same data. 
Fig. 4.6a shows the geometrical arrangement and the simulated source 
configuration consisting of 3 point sources of equal radioactive strengths 
at (3 4) (5 4) and (7 4) Dur~ng the ~maging time interval the 3 sources , " ,.... ... 
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emitted 1719, 1749 and 1622 photons respectively, and 531 were detected. 
Fig. 4.6b represents the direct response of the pinhole imaging 
system, that is the number of photons detected by each detector 
element. The corresponding density plot may be regarded as the image 
that would have been observed using a hypothetical l-D 'y-camera'. 
The fractional angles reconstruction and density plot are presented 
in Fig. 4.6c. It may be seen that the density plot contrast and hence 
the image localisation of the point sources can be considerably improved 
by subtracting a uniform background level of strength ~ 0.4~0.5. 
Although the 3 point sources were simulated to be equal in radio~ 
active strength, sources 1 and 3 appear to be of strength ~ 0.7-0.8 
relative to source 2, both for-the direct stationary pinhole response and 
for the fractional angles reconstruction. This is again due to fluctuations 
in the data and to the different angles sub tended by the pinhole at source 
1 (or 3) and source 2. With reference to Fig. 4.6a, the ratio of the two 
angles is 0.75. 
4.7 Tomography; Sburces at Different Depths 
Fig. 4.7 compares the tomographic performance of the two reconstruction 
methods. Fig. 4.7a shows the simulated source configuration, consisting of 
2 point sources of equal strengths located at different depths, (3,4) and 
(7,6). 
Figs. 4.7b and c represent the fractional angles and stochastic 
reconstructions at 3 depths of focus. The two methods yield responses 
which correctly localise longitudinally and transversely the 2 point sources. 
The 4.0 cm tomographs show that source 1 lies at this depth and the 6.0 cm 
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tomographs indicate the presence of source 2. In these reconstructions 
the underlying or overlying source yields a more broad in shape response, 
associated with a smaller peak, as an out of focus contribution, except 
in the stochastic correlation 6.0 cm reconstruction where the peak 
responses of the sources appear to be equal. 
For both methods, the in focus peak of source 2 (6.0 cm depth) is 
smaller than the in focus peak of source 1 (4.0 cm depth), their ratio 
being ~ 0.7-0.B. The ratio of the angles subtended by the detecting 
device at the two point sources is (e~/el) • 0.B5. 
4.B Sources of Different Radioactive Strengths 
Figs. 4.B and 4.9 present the results of a comparative study assessing 
the performance of the two reconstruction methods regarding their sensiti~ 
vity to a weak source in the presence of a stronger one. The simulated 
source configuration comprised of 2 point sources at (3,4) and (7,4) of 
radioactive strengths 1.0 and 0.1 respectively. Reconstructions were 
performed using simulated data. 
Fig. 4.B corresponds to a simulation involving 1025 emitted photons 
(931 by source 1 and 94 by source 2), 60B being detected. Fig. 4.Ba shows 
the in focus responses and density plots. Whereas the fractional angles 
reconstruction clearly identifies a weak source in the presence of a strong 
one, the stochastic correlation reconstruction exhibits fluctuations in 
regions other than those associated with the point spread function of the 
strong source. These fluctuations may only be considered to be artifacts; 
they obscure completely any indication of the presence of another source. 
The fractional angles density plot represents the weak source to be of 
strength ~ 0.2 with ~ 0.1 representing artifacts. This estimated relative 
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radioactive strength would improve by subtracting a uniform background 
level of strength 0.55 (instead of 0.48, the least bound). Fig. 4.8b 
represents the fractional angles and stochastic correlation responses 
for the 3 depths of focus. It demonstrates further the lack of any 
reliable indication regarding the presence of a weak source in the 
.stochastic correlation reconstructions. 
Fig. 4.9 corresponds to a different simulation involving an increase 
in the 'activity' by a factor of 10.0. Thus the number of emitted photons 
was 10155 (9232 by sourse 1 and 923 by source 2), and 7464 were detected. 
By comparing Figs. 4.8b and 4.9 the following observations were made: 
a) The trend of the fractional angles method to yield responses which 
are almost insensitive to fluctuations in the data is once again 
confirmed. 
b) The stochastic correlation reconstructions in Fig. 4.9 are of better 
quality than those in Fig. 4.8b. The weak source is not only well 
identified in location but its relative radioactive strength is 
accurately estimated as 0.1. It must be emphasised however, that 
this improvement became possible at the expense of a tenfold increase 
in the 'dose'. 
4.9 Conclusions 
The following is a summary of conclusions derived through the use 
of the simplified model: 
a) The stochastic coded aperture imaging system exhibits the stationarity 
property, which is essential for the validity of the principle of 
superposition. 
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b) The fractional angles and stochastic correlation methods yield 
out of focus point spread functions which are associated with 
a reduced peak and a more broad shape, in relation to the in 
focus ones. 
c) Fractional angles reconstructions are degraded by the presence of 
the background which prohibits any reliable estimation of the 
relative radioactive strengths of sources. 
d) In contrast to stochastic correlation, fractional angles reconstructions 
demonstrate a remarkable insensitivity to fluctuations in the data. 
e) For a large dose, the stochastic correlation method yields results 
which are as good or better than fractional angles, but if the 
number of photons is reduced, the fractional angles method is superior, 
except for the problem of background. 
f) Provided that following a proper background subtraction, Cd) remains 
valid, then it may become possible to reduce the administered dose, 
with respect to current practice in nuclear medicine. 
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Fig. 4.1 The simplified model 
a. Geometrical arrangement 
(0,0) coded aperture 
r 
I 
• 10 cm 
5 cm 
j detecting device 
III 10 cm 
pseudostatistical sequence: IS 8/4 0.500 
realisation I I I I 100 0 100 I I 010 
realisation 2 o I I I I 000 I 001 101 
b. Autocorrelation function of the binary sequence 
4 
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Table 4.1 Simulated and deterministic coded data of a point source 
at (5,4), emitting 1025 photons 
a. Simulated coded data: number of photons detected = 548 (/548 ~ 23) 
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b. Deterministic coded data: number of photons detected - 560 
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Table 4.2 Stochastic correlation matricel of a point source at (5,4) 
a. Matrix due to simulated data 
4.0 3.0 1.5 2.5 1.5 3.0 5.0 1.0 4.5 4.5 0.5 4.0 0.5 4.5 1.0 
-4.0 -4.0 0.5 -1.5 -5.5 2.0 2.0 1.0 -1.5 -0.5 -0.5 -4.0 3.5 -1.5 -2.0 
-S.O 3.0 -0.5 1.5 4.5 2.0 0.0 2.0 -1.5 -4.5 O.S 6.0 -1.5 -2.5 3.0 
-1.0 2.0 -3.5 -O.S -3.S -2.0 -1.0 6.0 2.5 -1.5 4.5 4.0 -3.5 1.5 3.0 
14.0 14.0 -1.5 ~l.S 2.5 -3.0 0.0 -6.0 -6.S -3.5 -1.5 -1.0 1.5 -0.5 -3.0 
1.0 -2.0 lS.S 21.5 -1.5 -2.0 1.0 -1.0 1.5 3.5 '2.5 -1.0 6.5 1.5 -1.0 
-2.0 -4.0 -1.5 0.5 14.5 16.0 10.0 0.0 3.5 -1.5 1.5 1.0 -6.5 2.S -4.0 
1.0 -1.0 -2.S 1.5 O.S -1.0 14.0 18.0 10.S -2.5 -0.5 4.0 0.5 0.5 4.0 
-1.0 3.0 1.5 1.S -1.5 -3.0 2.0 3.0 1.5 14.5 17.5 3.0 -5.5 0.5 2.0 
-1.0 3.0 1.5 -0.5 4.5 2.0 2.0 1.0 -0.5 0.5 4.5 21.0 20.5 1.5 -1.0 
5.0 -2.0 -1.5 -2.5 -3.5 1.0 -1.0 0.0 -3.5 0.5 1.5 -6.0 -3.5 14.5 16.0 
-2.0 1.0 3.5 0.5 4.5 -2.0 1.0 -3.0 6.5 2.5 -0.5 -6.0 1.5 4.5 -2.0 
2.0 3.0 5.5 2.5 -1.5 3.0 1.0 -2.0 -2.5 -0.5 -1.5 -3.0 5.S -o.S -3.0 
2.0 -2.0 2.5 -1.5 4.5 -3.0 2.0 1.0 2.5 1.5 -5.5 6.0 3.5 3.5 1.0 
1.0 -2.0 -S.S -2.S 0.5 3.0 -S.O -1.0 1.5 1.5 -2.5 1.0 -1.5 -1.5 2.0 
b. Matrix due to d.t.~ni.tic data 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 9.0 
0.0 ·.0.0 
0.0 0.0 
16.0 14.0 
0.0 0.0 
0.0 0.0 
0.0 0.0 
0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 
0.0 0.0 
0.0 0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 
0.0 2.0 16.0 20.0 4.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 16.0 20.0 S.O 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 ~.O 0.0 
0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 
0.0 ,0.0 0.0 0.0 0.0 
0.0 12.0 20.0 12.0 0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 8.0 20.0 16.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 4.0 20.0 16.0 2.0 0.0 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 14.0 16.0 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 O~O 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
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CHAPTER 5 
RESULTS THE 3-D MODEL 
Chapter 5 presents results derived using the 3-D model. The 
pinhole is simulated first, followed by the planar stochastic coded 
aperture imaging system. 
A preliminary comparison is made between fractional angles and 
stochastic correlation reconstructions; subsequent results are obtained 
using the latter method. The fluctuations associated with the spread 
functions of an isolated source are assessed and the effect of a 
surrounding background on the responses investigated. The dependence 
of image quality on the autocorrelation function of the aperture sequence 
is established and the scope of geometrical optimisation indicated. 
The longitudinal and tranverse resolutions are shown to vary with 
the depth of focus. Artifacts due to contributions of a source to out of 
focus reconstructions are demonstrated in the case of isolated and extended 
sources. Another limitation of the imaging system is the non uniformity 
of response within the field of view. 
Post reconstruction image processing is briefly considered using 
stochastic coded aperture prototype data. 
Finally, a summary of conclusions is provided. 
5.1 Pinhole System Simulation 
This section is concerned with the formation of images of sources 
using a pinhole system consisting of a central pinhole at 20.0 cm from the 
) 
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detecting device. The dimension of this pinhole (~ 0.36 cm) was equal 
to that of an aperture element in the 11 x 11 stochastic coded aperture 
system described in section 5.2. 
Fig. 5.1 refers to 2 point sources at (10, 15, 10) and (16, 8, 10) 
of strengths 1.0 and 0.5 respectively. Images a, band c demonstrate the 
dependence of the resolution on the number of detector elements, nd x nd• 
Fig. 5.2 refers to 3 different source configurations involving the 
following sources, labelled by r. 
r co-ordinates (xl ,x2 ,x3) in cm 
1 point source (l0, 15, 10) 
2 point source (16, 8, 10) 
3 point source (12, 13, 10) 
4 paralle10piped (13.5-14.5, 9.5-11.5, 9.0-10.0) 
With nd • 64, images a, band c demonstrate the dependence of image quality 
on the number of emitted photons, notably with reference to the extended 
source. Quantitative results are presented below, where sr and §r denote 
the proposed and estimated radioactive strengths respectively, and Sr • 1.0 
is assigned to the source r associated with the maximum number of detected 
photons. 
a) No. of emitted photons 1:1 2.5 x 106 ; No. of detected photons = 208 
detected photons "" % error r s s 
r r 
1 1.0 106 1.0 
2 0.666 65 0.613 8.0 
3 0.333 37 0.349 4.8 
b) No. of emitted photons = 4.0 x 106 ; No. of detected photons - 328 
detected photons "" % r s sr error r 
1 1.0 112 0.97 3.0 
2 0.666 56 0.48 28 
3 0.333 44 0.38 14 
"- (L RI\ 116 1.0 17 
/ 
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Image c involves the extended source only (r = 4) and corresponds to 
4.0 x 106 emitted and 371 detected photons. The source boundaries are 
better defined than in image b but a need for a greater number of photons 
is evident. 
The mean detection efficiency of the simulated pinhole imaging 
system, expressed as a fraction of detected over emitted photons is 
(8.9 ± 0.9) x 10-5 , where the detection probability was assumed to be 
equal to 1.0 (section 3.2.5). 
5.2 Specifications of the Planar Stochastic Coded Aperture Imaging System 
Fig. 5.3 represents the autocorrelation function of the pseudo-
statistical sequence 121 40/13 0.325 (section 2.3.4) and illustrates the 
cyclic translation of the corresponding ·11 x 11 stochastic coded aperture 
through its first 3 realisations. This was the most widely simulated 
sequence although for completeness, other sequences were also examined. 
The dimension of the defining aperture area was L • 3.929 em, 
a 
equal to that of the planar prototype system at the University of Michigan, 
Ann Arbor (Appendix B). The dimension of the square sensitive area of 
the detecting device was Ld - 25.4 cm, equal to the dimension of the 
inscribed square in a 36 cm diameter y-camera.La and Ld were kept constant 
to enable comparisons between different simulations. However, in order to 
evaluate the effect of these parameters on image quality, a geometrical 
study was performed (section 5.6.2). 
The total imaging time interval was always subdivided into N (= n xn ) 
a a a 
equal time sub-intervals; the aperture to detecting device distance, b, was 
20.0 cm. 
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For reasons of computational economy, the matrix dimensions of 
coded and reconstructed images, nd x nd , did not exceed 21 x 2~ whereas 
in nuclear medicine, images are commonly 64 x 64. This has incurred 
no loss of information because of the appropriate choice of geometry 
and source configurations. Moreover it has ensured that the derived 
longitudinal and transverse resolutions are not overestimates of the 
actual ones. 
With reference to section 3.2.4 the following positional scheme 
was utilised for the specification of proposed sources. The field of 
view (section 1.7, Ko 75) at a given depth from the aperture was sub-
divided into (nd x nd) square elements, called pixels, in analogy to 
picture (image) elements. The location of planar source(s) at this 
depth was then specified in terms of the filled pixel(s). The thickness 
of a volume source called voxe1 (volume element), was specified in terms 
of the pixel dimension at a specified depth of focus. When volume 
sources are referred to as being at a certain depth, then this denotes 
the location of their mid-plane (being parallel to the planar coded 
aperture). 
5.3 Spread Functions 
5.3.1 Fractional angles method 
Figs. S.4a and b represent the response of the stochastic coded 
aperture imaging system to a point source at (12.7, 12.7,5.0), using 
two 3-D implementations of the fractional angles reconstruction method. 
With the fractional angle subtended by detector element j at ~ given by 
~'k' J ~ (section 2.3.5) 
/ 
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the two 3-D implementations employed respectively, the following 
approximations to A'k': J J. 
1) 
2) 
A'k' ~ intersected aperture area J J. 
A'k' ~ intersected aperture area/square of the distance between J J. 
With nd • 9, the dimension of the reconstructions is equal to the 
corresponding field of view. The response at 1.0 em depth (with respect 
to the aperture) is uniform and involves no artifact other than a 'back-
ground' due to the point source at 5.0 cm; all other reconstructions 
exhibit circular symmetry with respect to the location of the source. 
A comparison of Figs. 5.4a and b shows that the reconstruction at 
3.0 cm and 5.0 em in the former are~e,:>c,. broad and sharp respectively, 
than those in the latter. This is due to the use of a better approximation 
to A 'k'. J J. 
The 3.0 em reconstructions are similar in shape and magnitude to the 
in focus ones and the 5.0 cm responses are not sufficiently sharp in shape 
to indicate reliably that a point source is located at this depth. This 
behaviour is due to the presence of the background which was identified 
as the severe limitation of the fractional angles method in chapter 4. 
Failure to implement a proper background subtraction coupled with the 
encouraging success of an optimised 3-D implementation of the stochastic 
correlation method, led to the use of the latter for all subsequent 
reconstructions. The insensitivity of the fractionai angles method to 
fluctuations in the coded data established by using the simplified model, 
was verified. Provided that this property remains valid following back-
/ 
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ground subtraction, the fractional angles method would assume great 
significance in medical y-ray imaging : 
a) The administered radiation dose may be reduced 
b) Since the fundamental limitation of y-ray emission tomography compared 
to X-ray transmission computerised tomography CT, is the inefficient 
use ~f photons (section 1.8) leading to increased fluctuations in the 
reconstructions, a method yielding estimates fk tending to expectation 
values, with data of limited accuracy, would be a positive contribution. 
The computational requirements (processing time and core memory) for 
a fractional angles reconstruction were greater than for a corresponding 
stochastic correlation one. However, this is not a fundamental drawback 
of the method; in an era of rapid and astonishing developments in Computer 
science and technology (array processors and microprocessors), it would be 
worthless to provide details of figures pertinent to the performance of 
yesterday's, or even today's, computing machinery. The problem at hand is 
rather, to examine the fundamental properties of the stochastic coded 
aperture system in terms of the image quality of reconstructed tomograph~. 
The fractional angles method was found to suffer from the presence of the 
background. Before this limitation is overcome, there is no sense in 
performing software optimisation of its present implementation. However, 
following background subtraction, an improvement of image quality may be 
expected by performing accurate solid angle calculations for A'k' (Ma 57, 
, J ~ 
Ga 71, Wi 77). The computing time may be reduced by utilising the symmetry 
of the imaging system with respect to the two principal orthogonal axes. 
The core memory may also be reduced by storing, on a peripheral device, all 
the values of A'kv and A, (for all v, j, k) and retrieving them in blocks, as 
J J" 
required. 
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5.3.2 Stochastic correlation method 
Figs. 5.5, 5.6 and 5.7 show the stochastic correlation spread 
functions of point, planar and cubic sources at 5.0 cm from the aperture, 
respectively. Because of symmetry a row or column response is representa-
tive of a spread function. 
In the case of Fig. 5.5a, 4.0 x 105 photons were emitted by the 
point source and nd a 13; the density plots (section 4.4.1) of the tomo-
a...d. ?,.() '-"" 
graphic reconstructions at 5.0 cmAdepths are presented. The former image 
exhibits an artifact of strength ~ 0.1, but it otherwise allows no 
ambiguity regarding the presence of a centrally located source; the 3.0 em 
image exhibits a mo~e broad central structure but also an asymmetry in 
adjacent regions. This mode of presentation gives no indication of the 
relative magnitude of the two peaks at 5.0 cm and 3.0 cm, and it thus 
over-emphasises the contributions of the source to underlying or overlying 
tomographs. However, with the help of an interactive computing system, 
an observer would be able to differentiate between in focus and out of 
focus reconstructions by examining the responses in terms of shape as well 
as magnitude. In the case of Fig. 5.5b, 1.0 x 105 photons were emitted and 
nd - 15. The 8th column stochastic correlation response, at 3 depths of 
focus (3.0, 5.0 and 7.0 cm), is plotted against pixel location; the 
variation of the field of view with depth is thus also demonstrated. The 
point source spread function is sharp and strong in focus with a peak to 
greatest artifact ratio, referred to hereafter as peak/artifact, equal to 
32. The 3.0 cm and 7.0 em out of focus responses are more broad in shape 
and s 0.07 and ~ 0.30 in magnitude respectively, with reference to the in 
focus peak normalised to 1.0. Asymmetry is again observed between equally 
out of focus responses as established in chapter 4, using the simplified 
model. 
) 
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The stochastic correlation point spread functions are far superior 
than the fractional angles ones presented earlier, both in terms of 
longitudinal resolution and tomography. However, meaningful comparisons 
may only be made after the implementation of background subtraction. 
Fig. 5.6 represents the spread functions of a planar source filling 
pixel (7,8) at 5.0 cm from the aperture, emitting 2.0 x 10 5 photons. Rows 
6,7 and 8 of the reconstructions at 5.0 em and 7.0 em depths are given, 
demonstrating longitudinal resolution and the extent of the out of focus 
contributions, respectively. With the peak to greatest adjacent response 
ratio, referred to hereafter as peak/adjacent resp., the following 
table provides a quantitative evaluation of the presented reconstructions: 
5.0 cm depth 7.0 cm depth 
peak/adjacent resp. 7.8 1.6 
7th row peak/6th row peak 10.4 2.0 
7th row peak/8th row peak 7.8 2.5 
Fig. 5.7 represents the spread functions of a cubic source filling 
pixel (8,8) at 5.0 cm from the aperture, emitting 1.0 x 105 photons. With 
reference to section 5.2, the dimension of the cube is equal to the pixel 
dimension at this depth and its central horizontal plane lies on the 5.0 em 
tomographic plane. A comparison with the point responses, Fig. 5.5b, 
(involving an identical number of o.mi tted photons), reveals that the 3.0 cm 
and 7.0 cm out of focus peaks for the cubic source are higher "than the point 
sQUlice ones, and equal to 0.11 and 0.40 respectively. 
The stochastic correlation spread functions of elementary sources 
(point, planar and cubic) at 5.0 cm from the aperture, establish a 
/ 
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longitudinal resolution < 0.75 cm, (the pixel dimension), at this depth, 
since all 3 sources, the latter 2 being of dimension equal to one pixel, 
yielded in focus sharp peaks at the corresponding pixel position. This 
would also be the estimate given by using the full width at half maximum, 
fwhm, as the measure of image resolution. 
The mean detection efficiency of the stochastic coded aperture 
imaging system for a centrally located source at 5.0 em is (1.43 ± 0.02) x 10-2 , 
where the detection probability was assumed to be equal to 1.0 (section 
3.2.5). 
5.4 Fluctuations Associated with the Spread Functions of an Isolated Source 
This section provides a quantitative assessment of the dependence of 
fluctuations associated with the reconstructions, on the number of emitted 
photons. The source was a cube filling pixel (8,8) at 2.0 em from the 
aperture, emitting (0.5, 1.0, 2.0 and 4.0) x 105 photons in the simulations 
corresponding to Figs. 5.8a, b, c and d, respectively. In each case, 4 
different simulations were performed employing different random number 
sequences and hence different photons. This enabled the observation of 
the effect of statistical fluctuations present in the data, (reflecting 
the randomness of photon emission), on the reconstructions. For each set 
of 4 simulations, corresponding to an expected number of emitted photons, 
the mean 8th column response and the associated standard deviation were 
computed and plotted for two depths of focus 2.0 cm and 3.0 em from the 
aperture. 
The following conclusions were derived: 
a) The mean peak response for each depth of focus is proportional to the 
number of emitted photons, as expected: e.g. The ratio of the in focus 
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peak responses corresponding to 4.0 x 105 and 0.5 x 105 emitted 
photons is 7.92 (~ 8.00 to within 1.0%); the 3.0 cm, out of focus 
ratio is 7.70 (~ 8.00 to within 3.8%). 
b) The plotted mean 8th column stochastic correlation responses of 
the pixel cubic source at 2.0 em from the aperture, establish a 
longitudinal resolution < 0.46 em, (the pixel dimension), at this 
depth. The 1.0 em and 3.0 cm out of focus responses are more broad 
in shape and also smaller in magnitude. With the mean in focus peak 
normalised to 1.0, and a mean value being computed with respect to 
all the 16 simulations, the mean peaks of the 1.0 cm and 3.0 em 
reconstructions were 0.074 ± 0.004 and 0.65 ± 0.03; these values 
demonstrate an increased asymmetry between equally out of focus responses 
than observed in the case of a cubic source at 5.0 cm (section 5.3.2). 
c) The fluctuations associated with the tomographic reconstructions 
decrease as the number of emitted photons increases, as expected. Also, 
the fluctuations associated with the out of focus reconstructions, for 
a given number of emitted photons, are greater than the in focus ones. 
The variation of the standard deviation with the number of emitted 
photons and with the depth of focus is depicted in Fig. 5.8. Further 
evidence is presented in Fig. 5.9 where the % ratio of the standard 
deviation to the mean peak is plotted for 0.5 x 105 and 4.0 x 105 emitted 
photons, for the 2.0 em and 3.0 em depths of focus. Higher values are 
observed in the case of the weak source, particularly in the 3.0 em 
recons truc tion. 
d) The % ratio of the standard deviation to the mean peak provides a measure 
of the statistical reliability of the fk , in the case of in focus 
reconstructions. Thus, with 0.5 x 105 emitted photons, the estimated 
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strength of activity in a pixel region associated with a source can 
be expec ted to be accurate to wi thin 10%; howeve r, wi th 4.0 x 105 
photons it can be expected to be within 1.5%. 
e) There does not appear to be a systematic variation of the standard 
deviation with respect to pixel location, other than a possible 
decrease at the edges of the spread functions. 
The following discussion is intended to provide a rough rule of 
correspondence between the numbers of detected photons in conventional 
Y-camera and stochastic coded aperture imaging, and a preliminary 
comparison between the statistical reliabilities of respective images. 
For a y-camera field of view uniformity correction between 5.0 x 105 
and 1.0 x 106 detected photons are employed, (Toshiba publication 5321). 
With a 15 x 15 field of view matrix, (as in most of the present simula-
tions), the lower limit corresponds to 'V 2.2 x 103- .detected photons per 
pixel, that is each source pixel may be regarded to be responsible 
for this number of detected photons. In this sense, the pixel cubic 
source referred to in Fig. 5.8a was weak since only 1.3 x 103 photons 
were detected, but the source corresponding to Fig. 5.8d was strong 
(1.0 x 104 detected photons). It must be emphasised, that this rule 
of correspondence depends on a maximum number of detected rather than 
emitted photons and hence it neglects the difference in detection 
efficiency between the multihole y-camera and the stochastic coded 
aperture imaging systems. As such, it is biased against the stochastic 
coded aperture system. 
With a 64 x 64 matrix of detectors, (as in conventional y-ray 
imaging), the expectation value and the associated standard deviation 
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of the number of detected photons per detector element, for a 
uniformity correction operation is 122 ± 11. Thus, the corresponding 
statistical accuracy is ~ 10% which is comparable with the accuracy 
associated with Fig. 5.8a referring to the weak source (0.5 x 105 
emitted photons). 
5.5 Sp'read Functions of a Source in a Background 
Fig. 5.10 refers to a study aiming to assess the effect of a 
surrounding background on the spread functions of a cubic source filling 
pixel (8,8) at 2.0 cm from the aperture. 
The simulation of the uniform background involved the 9 central 
pixels at this depth, that is the central 3 x 3 region. Each cubic pixel 
was assigned a radioactive strength equal to 0.2 relative to the super-
imposed source of strength 1.0; thus, the activity in pixel (8,8) was of 
strength 1.2. A total of 2.8 x 105 photons were emitted, 1.0 x 105 by 
the cubic source and 1.8 x 105 by the uniform background. Comparisons 
were therefore made between the observed spread functions and those of an 
isolated central cubic source emitting 1.0 x 105 photons. 
Fig. 5.l0a presents the in focus 8th column responses for the two 
cases. The response of the source in the background is more broad than 
that of the isolated source and it involves increased side fluctuations. 
A quantitative assessment is as follows: 
peak/artifact 
peak/adjacent resp. 
source in background 
21.5 
2.9 
isolated source 
31.0 
15.5 
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An estimation of the mean background response by superposition, using 
the central 3 x 3 region only, of the two reconstructions is also 
presented. The % errors of the estimates of the relative radioactive 
strengths are given below: 
s " s % error 
isolated source 1.0 1.00 
background 0.2 0.29 45 
source in background 1.2 1.38 15 
It was concluded that the presence of a background reduces the accuracy of 
estimations of relative radioactive strengths and degrades the image 
quality in comparison to that associated with an isolated source. 
Fig. 5.l0b represents the in focus 7th, 8th and 9th column responses 
of the source in the uniform background; the normalised mean response of 
a pixel adjacent to (8,8) is' observed to be ~ 0.35 with respect to the 
maximum peak response. Fig. 5.l0c shows that the 1.0 em out of focus 
reconstruction is ~ 0.08. 
5.6 Properties of the Stochastic Aperture 
This section is concerned with properties of the stochastic aperture 
dependent on the choice and the implementation of a binary sequence. In all 
the simulations the source was a cube filling pixel (8,8) at 2.0 cm from 
the aperture. 
/ 
5.6.1 Autocorrelation function 
Fig. 5.11 establishes that the shape and magnitude of the spread 
function depend on the parameters L, q and r characterising a pseudo-
/ 
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statistical sequence, (section 2.3.4), rather than on the actual 
sequence of the binary transmission probabilities. Fig. 5.11a involves 
the binary q-nary m-sequence (Ho 70) most widely employed in this work, 
p.(i - 1, •••• ,L) and its complement p! (i = 1, •••• ,L) given by, 
1 1 
p! - p. + 1 
1 1 
mod 2 
The resolution is identical in both cases and so is the peak magnitude. 
Fig. 5.11b involves 4 stochastic coded apertures which, although 
characterised by the same parameters (121 40/13 0.325), consist of 
different sequences of binary transmission probabilities. To within 
minor fluctuations, believed to be due to the simulated randomness of 
photon emission, the 4 spread functions are identical. A possible 
exception may be associated with the presence of two symmetric side arti-
facts in the unclassified 3 spread function; however, since the peak/artifact = 
22.0, this exception is not considered significant. It was concluded that 
what is important in the choice of a stochastic aperture is that its 
autocorrelation function must exhibit a sharp peak superimposed on an 
otherwise constant term, since this function is completely specified by 
L, q and r. 
Fig. 5.12 provides further evidence for the above conclusion. Fig. 
5.12a shows the effect that ad hoc changes to the pseudostatistica1 sequence 
121 40/13 0.325 have on the in focus spread function. The peak/artifact 
is shown to deteriorate from 36.2 to 14.8 and then to 10.2 as a result of 
changing 2 and 5 transmission probabilities respectively, from 0.0 to 1.0; 
the extent of the fluctuations that these changes incurred to the constant 
term of the autocorrelation function is also shown. Fig. 5.12b represents 
the in focus 8th column and 8th row responses obtained by using 2 different 
random coded apertures. The 2 sets of binary transmission probabilities were 
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formed by employing 2 different sequences of random numbers according to 
{
1.0 
p .• 
~ 0.0 
if ~ ~ 0.325 
otherwise 
where ~ is a uniformly distributed random number in the range (0,1). The 
peak and the extent of the fluctuations of the associated autocorrelation 
functions are also given. An unexpected asymmetry was observed between 
the 8th column and the 8th row responses for in focus and out of focus 
reconstructions; the author is unable to justify this behaviour. All 
responses were more broad in shape than the ones observed with a pseudo-
statistical stochastic coded aperture; they involved considerable arti-
facts and the peak/artifact was reduced to < 5.0. 
Fig. 5.13 refers to the implementation of a 17 x 17 stochastic coded 
aperture based on the binary q-nary m-sequence, (Ho 70) 273 17/1 0.059 
augmented by 16 elements of 0.0 transmission probability. Representative 
sections of the associated autocorrelation function are plotted in Fig. 
5.l3a, in order to demonstrate the extent of the incurred fluctuations 
about the constant term. Fig. 5.l3b presents the in focus 8th and 5th 
column responses with the cubic source emitting 2.1 x 106 photons. It can 
be observed that the spread function exhibits increased fluctuations 
compared to the one obtained using the 11 x 11 coded aperture. A quanti-
tative assessment in terms of the peak/artifact is as follows: 
17 x 17 coded aperture 11 x 11 coded aperture 
No. of emitted photons 
- 2.1 x 105 No. of emitted photons = 2.0 x 105 
peak/artifact - 3.5 peak/artifact - 30 
No. of emitted photons - 2.1 x 106 
peak/artifact a 5.5 
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It was concluded that the 11 x 11 coded aperture yields superior spread 
functions than the 17 x 17 one whilst the required administered activity 
would,for a given investigation,be considerably lower. 
5.6.2 Geometry 
Fig. 5.14 reflects the depende~ce of the spread functions on the 
choice of the imaging systems geometry. The source was a cube filling 
pixel (8,8) at 2.0 cm from the aperture, emitting 2.0 x 105 photons. Two 
parameters were varied, the aperture and the detecting device dimensions, 
La and Ld, as follows: 
L (cm) 
a Ld(cm) 
Fig. 5.l4a 3.929 25.4 
Fig. 5.14b 3.929/2 25.4 
Fig. 5.14c 3.929 25.4/2 
Fig. 5.14d 3.929/2 25.4/2 
For each simulation, the 8th column stochastic correlation response is 
plotted at 3 depths of focus (1.0, 2.0 and 3.0 em); the variation of the 
field of view with the choice of geometry and with depth is depicted by 
the horizontal dimension of the plots. As expected, the number of 
detected photons is proportional to the solid angle sub tended by the 
detecting device at the source, through the aperture. 
The tomographic responses presented in Fig. 5.14a provide the 
/ reference for the current comparisons, since the pertinent choice of the 
parameters La and Ld is the most widely implemented one in the 3-D simula-
tions (section 5.2). Fig. 5.14b refers to a choice yielding an improved 
in focus longitudinal resolution, and an increased peak/adjacent resp. 
However, Fig. 5.14c and d corresponding to another two choices 
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demonstrate dramatic reductions in the peak/adjacent resp.; howe "rer , 
although the 3.0 em out of focus responses are more broad in shape than 
the in focus ones, they are associated with stronger peaks. It was concluded 
that the latter 2 choices of La and Ld are associated with undesirable 
tomographic performance. 
In order to compare quantitatively the in focus responses in Figs. 
5.l4a and b, consider the derivation of a simple theoretical expression for 
the longitudinal resolution, os. With reference to the figure below, the 
following two contributions, oSI and oS2' 
L /n 
a a 
Ld/nd 
tomographic plane 
coded aperture plane 
La/na is the dimension of an 
aperture element 
detecting device plane 
adding in quadrature to give as can be geometrically evaluated (An 65, 
Ko 75): 
a) due to the aperture element 
b) due to the detector element 
Hence, 
os • 1 (1 + :} 
a 
--b 
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With Ld = 25.4, nd = 15 and na = 11, the table below compares the estimated 
with the observed longitudinal resolutions for the cases L = 3.929 cm and 
a 
L = 3.929/2 cm. 
a 
oSl 
. oS2 
os 
observed resolution 
L 
a 
(cm) 
(cm) 
(cm) 
(cm) 
.. 3.929 em L a = 3.929/2 cm 
0.39 0.20 
0.17 0.17 
0.43 0.26 
0.46 0.31 
The observed values are consistent with the expected ones. The reduction 
of the aperture area by a factor of 4.0, improved the resolution by 33%. 
Since the expression for os is also valid for a pinhole of dimension L In , 
a a 
the above table compares the observed coded aperture resolution with that 
of the corresponding pinhole, under the same" geometry. 
With the in focus peaks normalised to 1.0, the table below compares 
the magnitude of the tomographic responses associated with the two imaging 
systems involving L - 3.929 cm and L - 3.929/2 cm. 
a a 
La - 3.929 cm La = 3.929/2 cm 
peak. at 1.0 cm 0.09 0.07 
peak at 2.0 em 1.00 1.00 
peak at 3.0 cm 0.68 0.53 
Hence, apart from an improvement in longitudinal re~olution, the reduction of 
the aperture area improved the tomographic performance, by decreasing the 
out of focus contributions. 
It must be emphasised that both improvements were realised in spite of 
a reduction in the detection efficiency. This confirms that the dependence 
of image quality on the number of detected photons is not linear. 
/ 
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The above geometrical study provides an example of the optimisation, 
for a given source configuration, that is possible in stochastic coded 
aperture imaging. 
5.6.3 Square and circular elements 
Fig. 5.15 compares the spread functions (at two depths of focus, 2.0 cm 
and 3.0 em) associated with stochastic coded apertures consisting of square 
and circular elements. 4 different simulations were performed, 2 of which 
involved circular elements. The two modes of implementation (randomly with 
respect to the ratio : and by geometrical calculation) were discussed in 
section 3.2.7. 
The proportionality of the reconstructed peak to the number of emitted 
photons may again be confirmed through the peaks corresponding to 2.0 x 105 
and 1.0 x 105 emitted photons; their ratio is 2.12, equal to 2.0 within 6.0%. 
The two simulations using circular elements are almost identical in 
shape and magnitude, demonstrating the equivalence of the two modes of 
implementation. The ratio of the in focus peaks corresponding to the use of 
4 
square and circular elements is 1.19 which is equal to n ' the ratio of the 
areas of a square and its inscribed circle, to within 6.4%. 
Examination of the shape and magnitude of the spread functions associated 
with square and circular elements reveals no significant differences. A 
quantitative comparison is as follows: 
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circular elements 
square elements 
random selection geometrical selection 
peak/adjacent resp. at 
2.0 cm depth 6.9 8.2 7.5 
3.0 cm depth 2.2 2.4 2.2 
ratio ~f in focus to 
3.0 em out of focus peak~ 1.48 1.56 
In order to assess the effect of the finite thickness of a realistic 
coded aperture on the reconstructions, the present 3-D simulation model 
would have to be extended as discussed in section 3.6. It is thought that 
the associated small changes in the geometry are less significant than 
photon scattering and septum penetration. 
5.7 Estimation of Radioactive Strengths 
Fig. 5.16 presents results from a study aiming to assess the statistical 
reliability of a stochastic correlation estimate of the radioactive strength 
of a source relative to another one. 2 planar sources of different radio-
active strengths, filling pixels (7,8) and (9,8) at 5.0 em from the aperture, 
emitted 2.0 x 105 photons in each simulation. The 8th column of the tomo-
graphic reconstructions at 5.0 cm and 7.0 cm are presented, with the in 
focus peak of the strong source, filling pixel (7,8), normalised to 1.0. 
The proposed source strengths of the weak source filling pixel (9,8) 
and the respective stochastic correlation estimates are shown below: 
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5.0 em ~~ 7.0 em ~~ 
A % s s error S % error 
0.05 0.09 80 0.17 240 
0.10 0.14 40 0.25 150 
0.20 0.26 30 0.34 70 
0.50 0.55 10 0.61 22 
0.75 0.79 5.3 0.83 10.7 
0.90 0.92 2.2 0.90 0.0 
0.95 0.96 1.1 0.90 5.3 
The % error between the proposed and the estimated radioactive 
strengths decreases, and hence the statistical reliability of the estimate 
improves, as the 2 sources become more comparable in activity. Thus when 
the weak source is of strength 0.50, ·the in focus estimate is within 10% 
and when s - 0.95, s is within 1.1%. 
The above in focus estimates, and their relation to the proposed 
strengths, justify the overall use of a linear 10-leve1 grey scale in 
stochastic coded aperture imaging. 
It is interesting that in Fig. 5.l6a, referring to values of s equal 
to 0.20,0.50,0.75 and 1.00, the response of pixel (8,8) which separates 
the 2 planar sources is in the range 0.04-0.15; in Fig. 5.l6c, referring, 
in a sense, to extreme values of s, (0.05,0.10, 0.90 and 0.95), the 
I 
response of pixel (8,8) is negative and in the range -(0.05-0.10). The 
latter reconstructions are therefore associated with a better longitudinal 
resolution since no artifacts would be observed in that pixel. 
Fig. 5.17 provides a joint assessment of the statistical reliability 
of estimates of relative radioactive strengths and of longitudinal reso1u-
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tion. 2 planar sources of equal radioactive strengths, filling pixels 
7.2-8.2 end 8.8-9.8 of the 8th column at 5.0 cm from the aperture, were 
simulated to emit 2.0 x 105 photons. The proposed source configuration 
is schematically shown below. The corresponding proposed activity in pixels 
8th column 7, 8 and 9 of the 8th column is as 
~ follows: 
... ___ 8th row 
f 7 ,S = 1.0 
fs,s - 0.4 
f - 1.0 9,S 
(normalised) 
Similarly, Fig. 5.17d refers to 2 
planar sources of equal radioactive 
strengths, filling pixels 7.25-8.25 
and 8.8-9.8. 
Fig. 5.l7a represents the 8th column tomographic response of the former 
source configuration, at 3 :depths of focus (3.0,5.0 and 7.0 em); Fig. 5.17b 
provides a histogram representation of the in focus 8th column response. 
Fig. 5.17c compares the in focus 7th, 8th and 9th columns and demonstrates 
that the peak/adjacent row resp. is greater than the peak/adjacent column 
resp.; This trend follows directly from the s?ecification of the 
proposed source, and it confirms that the longitudinal resolution at 5.0 em 
depth is better than 0.75 cm, the pixel dimension. 
Regarding tomography, no structure resembling the proposed source 
configuration is observed in the 3.0 cm and 7.0 em out of focus reconstructions; 
the associated normalised peak responses are ~ 0.17 and ~ 0.5, respectively. 
The in focus reconstruction reflects well, both in shape and in magnitude, 
the proposed source; a quantitative assessment is as follows: 
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A 
f f % error 
pixel (7,B) 1.0 0.91 9.9 
pixel (B, B) 0.5 0.43 14.0 
pixel (9, B) 1.0 1.00 
peak/ artifact 
- 11.1 
peak/ adj acent row resp. • 15.6 } . peak/adjacent resp. - 5.5 • • 
peak/ adj acent column resp. • 5.5 
Fig. 5.l7d shows how sensitive the planar stochastic coded aperture 
imaging system and the stochastic correlation reconstruction method are with 
respect to minor changes in the proposed source configuration. A comparison 
of the in focus Bth column responses corresponding to the simulations of the 
sources filling pixels 7.2-B.2 & B.8-9.B, and 7.25-B.25 & B.8-9.B respectively, 
reveals no significant differences in pixels other than (7,B) and (B,B). The 
% differences between the proposed and the estimated activities for the 
latter source configuration are as follows: 
A 
f f % error 
pixel (7,8) 0.94 0.84 10.6 
pixel (8,8) 0.56 0.47 10.7 
pixel (9,8) 1.00 0.98 2.0 
The sums of the estimated normalised activities relating the two source 
configurations are 2.34 and 2.29, about equal to 2.5, the sum of the proposed 
activities, to within 6.4% and B.4%, respectively. This correspondence is 
due to the fact that the two simulations involved the same number of emitted 
photons. 
Fig. 5.lB refers to 4 point sources at 5.0 cm from the aperture 
having co-ordinates corresponding to the corners of a centrally located 
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square of dimension 5.63 cm, equal to half the field of view at this 
depth. This arrangement ensured that the solid angles sub tended by the 
detecting device at the 4 point sources, through the aperture, were equal. 
With the 4 point sources simulated to be of relative radioactive 
strengths 0.333, 0.666, 1.0 and 1.0, and with nd • 9, Fig. S.18a shows 4 
different 3-D plots of the in focus stochastic correlation reconstruction. 
It is the author's opinion that this mode of image representation does not 
convey to an observer any further information than conventional grey or 
colour images. However, the use of ordinary plots of selected parts of 
reconstructed rows or columns is recommended, together with the computation 
of parameters of diagnostic significance. 
With nd • 18, Fig. S.l8b shows the variation of (peak/artifact)-l, 
(the artifact to peak ratio) with the number of emitted photons. 'Peak' 
denotes the mean of the two peak responses associated with the two point sources 
of strength equal to 1.0. The number of emitted photons, corresponding to the 
activity administered for a radionuc1ide investigation, was varied from 
5.0 x 104 to 5.0 x 106 and the artifact/peak was shown to decrease with 
increasing activity. It is suggested that a curve fitting the plotted data 
may provide a reference for the determination of the quantity of activity 
required in order to attain a desired degree of accuracy. 
The % error of the estimated relative radioactive strengths of the 
0.333 and 0.666 point sources is plotted in Fig. S.18c, against the number 
of emitted photons. The errors associated with the 0.333 source are generally 
greater than in the case of the 0.666 one due to the difference (by a factor 
of 2.0) in the corresponding number of emitted photons. It may be observed 
from Fig. S.18b and c, that at least 1.0 x 106 emitted photons are required, 
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in the case of 4 point sources, in order to expect an overall accuracy 
~ 10%. 
The above conclusion was confirmed by the following two case studies: 
a) A % s s error 
r r No. of emitted photons = 3.0 x 106 
0.333 0.32 3.9 
No. of detected photons = 10376 
0.666 0.66 0.9 
detection efficiency = 3.5 x 10-3 
0.850 0.87 2.4 
1.000 1.00 
b) With 2.0 x 106 photons being emitted in each case, 4 simulations were 
performed in which, successively, one of the 4 point sources was of 
strength 0.9, the rest being of strength 1.0. The mean response for the 
1.0 source was evaluated to be 31.4 ± 0.5, and that for the 0.9 source 
28.2 ± 0.6. The estimated radioactive strength of the latter source is 
therefore 0.90 ± 0.03, denoting a statistical variation of 3.3%. 
5.8 Transverse Resolution and Depth Normalisation 
This section assesses further the tomographic behaviour of the stochastic 
coded aperture system and the stochastic correlation reconstruction method. 
The peak response of the tomographic reconstructions is plotted against the 
depth of focus for underlying and overlying depths. 
Fig. 5.19 refers to a point source at (12.7, 12.7,5.0) emitting 
4.0 x 105 photons; the strength of the source en&ured that the reconstructions 
could be expected to involve only minor statistical fluctuations (section 5.4). 
Rather than at 5.0 cm, the reconstruction at 5.3 em exhibited the maximum 
peak response. With the latter being normalised to 1.0, the 5.0 cm peak was 
~ 0.78, about equal to that at 5.35 cm. Under this normalisation, the full 
width of half maximum, fwhm, is observed to be ~ 1.5 cm, but with respect to 
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the 5.0 cm peak it is ~ 2.0 cm. The latter value is thought to express 
a measure of the transverse (depth) resolution at 5.0 em from the aperture; 
thus, reconstructions which are ± 1.0 cm out of focus would be expected 
to involve an artifact of strength ~ 0.5 due to the source at 5.0 em. 
Therefore, neighbouring tomographic reconstructions must be separated by 
~ 1.0 cm in depth. In view of this, it is not considered significant that 
the maximum peak response was observed at 5.3 cm. 
Fig. S.20a refers to a point source at (12.7, 12.7, 2.0), again 
emitting 4.0 x 105 photons. With the peak response of the 2.0 em reconstruction 
being normalised to 1.0 cm, the transverse resolution at this depth is 
observed to be ~ 1.0 cm. Therefore, neighbouring tomographic reconstructions 
must be separated by ~ 0.5 cm. 
The following important property of the stochastic coded aperture 
imaging system is therefore established: the transverse resolution varies 
with depth. 
Both figures demonstrate further the previously observed asymmetry 
between equally out of focus responses; in agreement with results obtained 
using the simplified model (section 4.4.2), the peak of an overlying 
reconstruction is consistently higher than that of an underlying one. Fig. 
5.20 presents the effect of the following 3 depth normalisation factors 
aiming to attain symmetry without degrading the transverse resolution: 
1/a2 
1/d2 
s 
l/(td )2 
s 
a 3 depth of focus 
d - dimension of source element (source pixel) 
s 
t - a + b where b is the aperture to detecting device 
distance. 
Each one of the 8 curves is normalised with respect to the in focus peak 
/ 
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being sealed to 1.0, in order to enable intercomparisons. The curves 
associated with the latter 2 factors exhibit similarity because of the 
small variation of 12 , (1 > 20.0 em), with the depth of focus, a. The 
l/a2 factor is thought to fulfil its purpose since it does attain the 
desired symmetry; moreover, it appears to improve somewhat the trans-
verse resolution: the fwhm associated with the point sources at 2.0 cm 
and 5.0 cm are ~ 1.0 cm and ~ 1.8 cm respectively. The application of this 
factor increases the peaks of underlying reconstructions and decreases the 
overlying ones. 
Although no depth normalisation has been applied in the present 
reconstructions, the use of the 1/a2 factor in related future work is 
recommended. 
In order to demonstrate the effect of the transverse resolution 
limitation of the stochastic coded aperture imaging system on tomographic 
image quality, a simulation involving 2 planar sources at different depths 
was performed. The sources, denoted by 1 and 2, were of equal 
radioactive strengths and their spatial extent was that of a pixel at 5.0 cm 
from the aperture; they were located at 4.5 em and 5.5 cm depths but their 
co-ordinates on the planes were respectively those of pixels (7,8) and (9,8) 
at 5.0 em. Fig. 5.2la presents grey scale images of tomographic reconstructions; 
Fig. 5.2lb shows plots of the 8th column responses at 5 depths of focus and 
hence also depicts the variation of the field of view. 
Two modes of image representation were utilised, density and intensity; 
the former was described earlier (section 4.4.1) and is suitable for quanti-
tative analysis; the latter involves the linear assignment of grey levels to 
A 2 ~ (fk) , rather than ~,(for all k) and is commonly employed for the visual 
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interpretation of images in nuclear medicine. The intensity mode suppresses 
I> 
low values of fk and enhances high activity regions. The 4.5 cm and 5.5 cm 
intensity tomographs establish the presence of two sources of equal spatial 
extent (the in focus source appearing more intense at each depth). However, 
only an interactive examination of all the images would render possible the 
correct location of the sources at their respective depths. 
The peaks associated with the in 'focus sources in the 4.5 cm and 5.5 cm 
reconstructions were observed to be equal; let them be normalised to 1.0; 
then the magnitude of the out of focus contributions is shown below. 
normalised peak 
depth of source 1 at source 2 at 
focus (cm) 4.5 cm 5.5 em 
3.0 0.32 no peak 
4.5 1.00 0.66 
5.0 1.16 1.04 
5.5 0.92 1.00 
7.0 0.42 0.69 
In the 3.0 cm response there is no indication of the presence of source 2 
located 2.5 cm in depth further away; however, the 7.0 em response does 
indicate the presence of source 1, located at a depth differing again by 
2.5 cm (closer to the aperture) from the depth of focus. This is consistent 
with the asymmetry between equally out of focus responses discussed earlier: 
/ 
the contribution of a source to an overlying tomograph is greater than to an 
underlying one. For the same reason, the out of focus peak in the 4.5 cm 
reconstruction (- 0.66) is less than the out of focus peak in the 5.5 em 
one (- 0.92) • 
) 
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5.9 Non Uniformity of Response 
Figs. 5.22 and 5.23 demonstrate the non uniformity of response within 
the field of view, that is the variation of the peak of the spread 
function with source location. This variation is shown to be due to the 
different solid angles sub tended by the detecting device, through the 
defining area of the coded aperture, at the different source locations. 
Figs. 5.22a and b refer to cubic pixel sources at 5.0 cm from the 
aperture. Each simulation involved one source emitting 1.0 x 105 photons, 
filling one pixel of the 8th row and then column, sequentially for all 
these pixels. The peaks of the reconstructions at 5.0 em and 3.0 em depths 
are plotted in Fig. 5.22a. The row and column responses are identical to 
within minor fluctuations at both depths, and symmetry is observed about 
pixel (8,8). Thus, the mean number of detected photons per pixel location 
along the radius of the field of view was computed and plotted after being 
normalised with respect to the maximum peak. The resulting curve, repre-
senting the variation of solid angle, fits well the in focus peak responses. 
Fig. 5.22b presents 'line' source responses obtained as the superposition 
of the individual responses of the 8th column pixel sources. The shape of 
the thus obtained 8th column response is also comparable to that of the 
mean number of detected photons, but exhibits increased fluctuations. The 
in focus 7th and 9th column responses are of the same normalised magnitude 
as the 3.0 em out of focus 8th row and column ones of Fig. 5.22a. 
Figs. 5.22c and d refer to a line source filling the 8th column at 
2.0 cm from the aperture (thickness equal to the-dimension of a pixel), and 
to a floo"': source (of the same thickness) filling the field of view at this 
depth, emitting 2.0 x 106 and 5.0 x 106 photons respectively. The in focus 
8th column line response is more broad in shape than that of the superimposed 
'line' source at 5.0cm depth denoting an improved uniformity. The 1.0 cm 
) 
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out of focus 7th and 8th column responses are of the same normalised 
magnitude (~ 0.2) as the in focus 7th column one. The flood source 
responses exhibit severe fluctuations due to the low number of detected 
photons, equal to 5.0 x 104 • This corresponds to only 220 detected 
photons per pixel for the 15 x 15 field of view and compares unfavourably, 
in the ratio 1:10, with the y-camera uniformity correction discussed in 
section 5.4. 
Fig. 5.23 presents density and intensity tomographic images 
corresponding to the above simulations for a visual examination. The non 
uniformity of response within the field of view is best exhibited in the 
line source images; the fluctuations in the reconstructions of the flood 
source are very prominent. 
Attempts to restore uniformity by applying a post reconstruction 
solid angle factor, at each depth of focus, yielded responses involving 
fluctuations in regions near the edge of the field of view; however, the 
uniformity was found to improve. 
5.10 An Extended Source 2 Letters H 
Fig~ 5.24 refers to 2 letters H at 2.0 cm from the aperture, consisting 
of 14 cubic pixels (of equal strength) as shown below. During the imaging 
time interval 1.4 x 106 photons were emitted and ~ 3.4 x 103 detected. The 
purpose of this simulation was to consolidate in the case of an extended 
source previous findings regarding longitudinal and transverse resolution. 
Fig. 5.24a presents tomographic grey scale images at 1.0 cm and 2.0 em 
depths utilising the density and intensity modes. Fig. 5.24b represents the 
7th, 8th and 9th row responses to enable a quantitative evaluation of the 
in focus image. 
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+--7th row 
+-8th row 
+-9th row 
i 8th column 
Since the activity within the proposed source was simulated to be 
uniformly dis tributed, each cubic pixel may be considered to emi t 1.0 x 105 
photons and be regarded responsible for ~ 2.4 x 103 detected ones. The latter 
number is comparable to the expected number of detected photons for a y-camera 
field of view uniformi ty co~rection (15 x 15 matric), (section 5.4) • 
The plotted responses demonstrate sharp localisation of the cubic 
pixel sources and hence good longitudinal resolution; this may also be 
observed in the in focus images, notably through the intensity representation. 
The 7th and 9th row responses are similar, as expected. The 1.0 em out or 
focus images present no pronounced structure but do nevertheless constitute 
artifacts; however, an interactive examination of images at other depths 
would easily establish their nature. 
The mean (in focus) response associated with the 7 unfilled pixels 
of the letters H is 0.22 ± 0.06. Although this must also be considered as 
artifact, its magnitude could have been predicted through knowledge of the 
spread function corresponding to 1.0 x 105 emitted photons: With reference 
to Fig. 5.8b the mean (in focus) response adjacent to the peak is 0.13 ± 0.03; 
thus, the normalised response of a pixel located within two cubic sources 
could be expected to be ~ 0.26. 
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The non uniformity of response within the field of view is evident 
both in the images and in the responses. 
5.11 Image Processing; a Preliminary Investigation 
Fig. 5.25 presents tomographic images of the following radioactive 
source: letters 0, S, A filled with 99IDrc, at depths 1.90, 2.65 and 
4.33 cm respectively, from the aperture. The coded data were obtained at 
the University of Michigan Medical Centre, Ann Arbor, U.S.A., using the 
planar stochastic coded aperture prototype system (Appendix B) and was 
kindly forwarded to the author by Professor W.L. Rogers. 
The images (matrix dimension 64 x 64) were photographed from an 
oscilloscope screen using a polaroid camera; 10 levels of grey were used. 
The figure demonstrates the effect of simple post reconstruction processing 
on tomographs at the above 3 depths. Fig. 5.25a and b correspond to letters 
° and A, and establish the effect that arbitrary cut-off levels have on 
image quality and hence image interpretation; the choice of the cut-off 
levels reflect nuclear medicine practice. Fig. 5.25c refers to the inter-
mediate source, S. The out of focus contributions of the underlying and 
overlying sources constitute severe artifacts in this reconstruction. 
Although both the ° and A appear to be more broad than in their respective 
tomographs, they still exhibit considerable structure even after selecting 
the mean and then the (mean + 20% cut-off) as the least bounds for the grey 
scale. Further image processing involved: 
a) Exponential expansion: With fk denoting the reconstructed response 
'" and f its upper bound, form 
max 
f' = f exp(- R(f - ~k» k k max 
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where R is an input parameter controlling the expansion. 
A 
b) Linear filtering (smoothing): From each fk subtract the mean response 
of a specified number of reconstructed elements lying closest to a 
circle of specified radius, centred at k. 
As might be expected, the 0 reconstruction, (the source lying closest 
to the aperture), involved the least artifacts whereas that of the inter-
mediate source S, presented the most severe difficulties. 
This section has provided a preliminary appreciation of the effect 
of image processing on image quality. Simple operations were shown to 
change significantly the visual appearance of images. 
The author holds the opinion that rather than pursuing post reconstruc-
tion image processing, work should be directed towards the development of a 
reconstruction method which involves an inherent image processing criterion, 
such as that of maximum probability and maximum entropy (section 1.3). 
5.12 Conclusions 
The following is a summary of conclusions derived through the use of 
3-D model: 
a) The background term present in fractional angles reconstructions is 
the fundamental limitation of this method. 
b) In focus stochastic correlation responses of point, planar and cubic 
sources exhibit well localised, sharp peaks and no systematic sidelobe 
structure. The peak is proportional to the number of emitted photons; 
hence the relative radioactive strength of sources may be estimated. 
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c) Out of focus stochastic correlation responses are more broad in 
shape and considerably smaller in magnitude than in focus ones. 
Their elimination constitutes the most important aspect of further 
work in stochastic coded aperture imaging. 
d) The fluctuations present in tomographic reconstructions decrease 
as the number of emitted photons increases. Out of focus reconstruc-
tions are associated with greater fluctuations than in focus ones; 
there appears to be no systematic variation with pixel location. 
e) The presence of a radioactive background reduces the accuracy of 
estimates of radioactive strengths. 
f) Image quality depends primarily on the autocorrelation function 
of the aperture sequence: it must exhibit a sharp peak superimposed 
on an otherwise constant term. 
g) The longitudinal and transverse resolutions vary with the depth of 
focus: optimisation is possible through varying the geometry of the 
imaging system. However, a compromise must be reached between resolution 
and detection efficiency. 
h) The in focus peak response varies with source location on the tomo-
graphic plane; a post reconstruction solid angle factor improves the 
uniformity but the peaks of sources at the edges of the field of view 
exhibit enhanced fluctuations. 
i) For equally out of focus responses, the peak of an overlying reconstruction 
is higher than that of an underlying one. Symmetry may be imposed by 
applying the depth normalisation factor (depth of focus)-2. 
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j) Post reconstuction image processing is dependent on undesirable 
subjectivity. The maximum probability and maximum entropy criterion 
may, however, be inherently applied within the reconstruction 
process. 
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Fig 5. 25 Image processing using prototype coded data 
(al Letter 0: depth = 1. 90cm 
mean response = 101 
standard deviation = 322 
maximum response = 3198 
linear range: O-maximum 
linear range: mean _ maximum 
(b) Letter A: depth = 4. 35cm 
mean response = 21889 
standard deviation = 624 
maximum response = 25282 
linear range: mean - maximum 
100;, cut -off 
linear range: 22228 - maximum 
20'(, cut off-
linear range: 22567 - maximum 
(cl Letter S: depth = 2. 65cm 
Linear density r epresentation 
mean response = 102 
standard deviation = 250 
maximum response = 2186 
linear range: mean - maximum 
20'1 cut-off 
linear range: 518 - 2186 
t--' 
00 
t--' 
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(d) Exponential expans ion (e) Linear fil te ring (smoothing) 
R = 0.0010 
R = 0.0020 
R = 0.0025 
filtering: radius = 4 
points = 4 
mean response = 874 
s tandard deviation = 153 
maximum response = 2861 
linear range: mean _ maximum 
filtering: r ad iu s = 1 
points = 4 
mean response = 389 
s tandard deviation = 38 
maximum r esponse = 834 
linear range: mean _ maximum 
filtering as above 
10% cut -off 
linear range: 433 - maxi mum 
- 183 -
CHAPTER 6 
CONCLUSIONS AND FURTHER WORK 
This thesis has aimed at an appreciation and a unified description 
of medical imaging, and an understanding of the properties of planar 
stochastic coded apertures with reference to applications in Nuclear 
Medicine. The first objective is general in nature and scope but, as 
such, is of fundamental significance to Medical Physics; the second is 
specific and directly relates to the development of instrumentation. 
Emission imaging, medical or non medical, is concerned with the 
representation of an internal 3-D distribution of activity through the 
external detection of internally emitted particles in order to provide 
information regarding its static and/or dynamic state. It was therefore 
appropriate to approach the subject in an information theory context and, 
since the emission of particles is a random process, it was important to 
provide a probability theory basis. Both sciences lie at the foundation 
of imaging, together with the physical principles of particle emission, 
interactions with matter and detection, and the relevant mathematics. Thus, 
the methodology followed in this work is not restricted to medical y-ray 
emission imaging but has wider application. 
With reference to information theory, further work is suggested for 
the exploitation of the maximum probability and maximum entropy criterion 
in image reconstruction and in the evaluation of image quality. Regarding 
photon interactions with matter, suggestions are made for research into the 
usefulness of internally scattered photons in medical imaging. 
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Through the simplified and 3-D models, simulations were performed 
I 
to investigate the properties of the planar stochastic coded aperture 
imaging system. 
The Fourier transform reconstruction method was shown not to be 
applicable for a general code and geometry; two other methods were 
examined, fractional angles and stochastic correlation, with the former 
based on a geometrical back-projection description. Its remarkable 
insensitivity to fluctuations in the coded data was demonstrated by 
comparing such reconstructions with noise-free responses and by varying 
the total number of emitted photons. Failure to incorporate a proper 
background subtraction in its formulation, coupled with the encouraging 
success of an optimised 3-D implementation of the stochastic correlation 
method, led to the use of the latter for all subsequent reconstructions. 
If, however, following a background subtraction, the insensitivity of the 
fractional angles method to fluctuations in the data remains valid, its 
application may lead to a reduction in the administered radiation dose 
with respect to current pr~ctice in medicine. 
The 3-D simulations laid the emphasis on tomography in order to 
provide a '3-D' representation of information in the form of images of 
different source planes. 
The spread functions of elementary sources (point, square and cubic), 
at different depths, and system geGmetries, are presented for different 
tomographic planes. At the source depth, the reconstruction yields a 
spread function exhibiting a strong and sharp peak at the source location 
and no sidelobe structure. This behaviour was shown to be due to the 
autocorrelation properties of the employed binary pseudostatistical 
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sequences. Reconstructions for underlying or overlying tomographic 
planes yield spread functions which are smaller in magnitude and more 
broad in shape, again exhibiting no systematic sidelobes. Although these 
spread functions uniformly become further reduced in magnitude and even 
more broad in shape as the difference between the source depth and the 
depth of the reconstruction increases, they are nevertheless non-zero and 
are hence expected to cause artifacts. Further work is necessary for their 
elimination since they constitute the most important drawback of the 
imaging system and reconstruction method. To this end, (but also 
independently), it is suggested to investigate theoretically andexperimen-
tally the dependence on source depth, of the ratio of scattered to 
unsc"attered photons, and its variation with scattering angle. Also, the 
possible usefulness of uniformly redundant arrays which exhibit similar 
autocorrelation properties to pseudostatistical sequences, must be examined. 
The longitudinal and transverse resolution characteristics of the 
imaging system and stochastic correlation reconstruction method were 
investigated and their dependence on geometrical parameters was identified. 
They were both found to improve with decreasing source depth and with 
decreasing aperture size. These observations allow scope for optimisation 
and demonstrate the need for a compromise between resolution and efficiencY4 
The latter may be improved by employing non planar stochastic coded apertures; 
their pertinent design parameters and respective effect on image quality 
must be investigated. 
For equally out of focus planes, the peak of the underlying reconstruction 
is smaller than that of the overlying one, However, the shape of the peak 
against depth of focus curve, was found to become symmetric about the source 
depth when a normalisation factor equal to (depth of focus)-2 was applied. 
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The performance of the imaging system and stochastic correlation 
reconstruction method regarding the estimation of the relative radioactive 
strengths of sources was examined through simulations involving sources 
of different strengths. The artifact to peak ratio was found to decrease 
with increasing total number of emitted photons; it is suggested that such 
a curve may be used for the determination of the activity required for a 
given accuracy. 
The final assessment regarding the future role of stochastic coded 
apertures in Nuclear Medicine for routine y-ray emission imaging investi-
gations, may only be made conclusively through clinical evaluation using 
receiver operating characteristics (ROC) analysis. Before then, however, 
one basic problem remains to be solved: the elimination of artifacts due 
to out of focus contributions. It is the author's belief that once this 
problem is overcome, a hos t of app lications wi 11 emerge and the potential 
of the stochastic system in tomography will be greatly appreciated. 
In conclusion, the author would like to emphasise the need, at this 
stage, for a fundamental (if somewhat pensive but collective) research 
work, of theoretical and experimental nature, into the unifying physical 
principles of the various existing emission and transmission imaging 
techniques. 
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APPENDIX A 
PROBABILITY THEORY 
A.l Probability 
Using the language of sets (Li 64) a trial is an observation 
under controlled conditions and an event A is a set representing 
any possible outcome of a trial. The set that contains all the 
possible outcomes is called the certain event or sample space S. 
An elementary event is a set containing one element only and hence 
one that can not be formed by combinations (unions U and inter-
sections n) of other events. 
Axiomatic probability theory (Pa 65, Sp 75) assigns to each 
event A a number P(A) called the probability.that event A occurs; this 
number must satisfy three axioms: 
a) 0 s P(A) s 1 
b) P(S)· 1 
c) With A, B representing two mutually exclusive events, P(AfiB) = 0, 
then P(AUB) - P(A) + P(B) 
An experiment is defined in terms of the set S containing all 
the possible outcomes as subsets (events), each one of them being 
assigned a probability of occurrence. 
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For any two events A, B 
P(AUB) = peA) + PCB) - P(AnB) 
Let peA! B) be the conditional probability of A assuming B. Then 
P(A!B) = P(AnB) = P(A)P(B A) 
P(B) P B 
With A. (i • 1, •••• ,n ) denoting n mutually exclusive events such 
1 
that their union completes the sample space S and with B any arbitrary 
event within S, then Baye~s theorem follows directly from above, as 
a generalisation 
where 
n 
PCB) • L P(A.)P(B!A.) 
i-1 1 1 
Two events A, Bare independent if 
P(AfiB) = P(A)P(B) 
A.2 Random variables 
To every outcome A of an experiment assign a number x(A), continuous 
or discrete, according to a rule. This defines a function x whose 
domain is S; ! is called a random or stochastic variable. The mathema-
tical restrictions it has to obey are: 
a) i ~ x defines a set which represents the event that the random 
variable x takes any of its values which are less or equal to x. 
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b) P(x = + 00) = P(x = - 00) = 0 
The distribution function of a random variable x is the function 
F(x) = P(x S x) where -00 < x < 00 
Its density function is the first derivative of F(x) 
so that 
f(x) _ dF(x) 
dx 
00 
I dx f(x) = 1 
-00 
and the probability that x takes any of its values whithin the range 
P(X1 S x s X2) · F(x2) - F(x1) - 12 dx f(x) 
Xl 
Given an ordinary function g then y = g(x) determines a random 
variable y as a function of the random variable x so that when x 
assumes the value x, y assumes the value y - g(x) 
The expectation value of any function of a random variable x, 
y - g(x) is defined by 
E(y) - E(g(x» = f dy fey) = I dx g(x)f(x) 
Useful expectations are: 
00 
mean ~ = E(x) = I dx x f(x) 
-00 
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co 
variance 
h .. f . E( iwS't) c aracter1st1c unct10n e where i = 1-1 
For a wide range of applications the most important density 
functions are: 
Uniform (S't uniformly distributed in the interval (xl' X2)) 
f(x) .. 1 
o otherwise 
Normal (Gaussian) f(x) 1 -(x-~)2/(2a2) =-e 
Binomial 
where 
Poisson 
a121T 
p + q - 1 and (k
n) _ n! 
k! (n-k) ! 
and a2 - n p q 
k -~ 
P(x == k) .. ~ k~ 
the binomial coefficient 
The joint distribution function of random variables X, y is 
F(x,y) == P(x ~ x, y ~ y) 
and the joint density 
f(x,y) = a2F(x,y) 
ax oy 
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Two random variables x, yare independent if the two events x S x 
and y S yare independent. Then 
f(x,y) = f(x)f(y) 
The quantity E(xy) is obtained by 
00 00 
E(xy) - J f dx dy xy f(x,y) 
-00 -00 
If E(xy) = 0 then X, yare orthogonal 
If E(xy) - E(x)E(y) then X, yare uncorrelated 
Given a sequence of n random variables xl' .... ,x
n 
their joint 
distribution function is 
(and similarly their joint density). Such a sequence is useful in 
understanding the law of large numbers and the central limit theorem, 
both important in linking axiomatic probability with the classical 
frequency interpretation. Moreover both theorems are essential in 
Monte Carlo methods. 
With x. = {l 
1 0 
if an event A occurs at the ith trial 
otherwise 
and p the probability of A then for any E > 0 the law of large numbers 
states that 
lim 
n~ 
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= 1 
where n is the number of trials and k the number of times that A 
occurs. 
Consider a sequence of n random variables x. with respective 
1 
densities f(x.) and let 
1 
n 
L 
i-l 
x. 
1 
x - n 
The previous law requires the variance of x to be small for a large nand 
hence the density f(x) to be concentrated near the mean. The central 
limit theorem requires in addition that as n increases f(~) tends to a 
Normal (Gaussian) density regardless of the type of the individual f(x.). 
1 
A.3 Stochastic processes 
To every outcome of an experiment assign a function x(t,A), continuous 
or discrete, according to a rule. This defines a function of two variables: 
t with domain the real numbers and A with domain S as in the definition 
of a random variable;t may denote time or spatial variation. With t 
and A varying x(t,A) is a stochastic process. Often the A dependence is 
assumed and the stochastic process is denoted by x(t). 
In all generality x(t) is a family of random variables and since a 
random variable is a measurable function, it is a family of functions 
(Do 42). Note however that with t fixed x(t) denotes a random variable, 
with A fixed it denotes a single function of t called a realisation of 
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the stochastic process and with t and A fixed it denotes a single 
number. 
Random variables and stochastic processes may be real or complex, 
the complex ones being formed in the same manner as ordinary complex 
numbers, i.e. z - a + ib. 
The first order distribution function of a stochastic process 
x(t) is the distribution function of the random variable i(t) resulting 
by specifying t. Thus 
F(x;t) a P(i(t) ~ x) 
where P(x(t) ~ x) is the probability of the event that for the specified 
value of t the random variable x(t) does not exceed the value x. The 
corresponding first order density function is 
f(x.t) = aF(x;t) 
, ax 
The second order distribution function of a stochastic process I(t) 
is the joint distribution function of the two random variables x(t1), 
x(t2) resulting by specifying two values of t. Thus 
The corresponding density function is 
a2F(xl,x2;tl,t2) 
f(x1 ,x2 ;t 1,t 2) = ax1ax2 
The statistics of nth order for a stochastic process x(t) are 
similarly defined. 
With x*(t) denoting the complex conjugate of x(t), useful expectations 
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of stochastic processes are: 
00 
mean ~x(t) = E(x(t» = J dx x f(x;t) 
-00 
cross-correlation of two processes x(t), yet) 
Given two stochastic processes x(t). yet) then if for any t I , t2 
R~ -(t I .t2) • 0 the processes are orthogonal x,y 
A stochastic process x(t) is stationary if for any e. x(t) and x(t + e) 
are described by the same probability relations. Thus the nth order 
density function of a stationary stochastic process is such that 
Two important sequences are: 
a) f(x;t) = f(x;t + e) 
f(x;t) - f(x) 
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Hence the expectation value of a stationary process is 
E(x(t» = ].1- = constant 
x 
b) f(x 1,x2;t 1,t2) = f(x1,x2;t 1 + €,t2 + €) 
, , f(x 1 ,x2;t1 ,t2) a f(x 1 ,x2;T) where T = tl - t2 
Hence the autocorrelations and cross-correlations of stationary 
processes depend only on T and not on t 1 , t 2 , Thus 
* E(x(t)x (t + T» "'J.~(T) 
* and E(x(t)y (t + T» - R!,y(T) 
With x(t) a real stationary stochastic process consider the following 
stochastic integrals defining t-averages. 
T 
Ii = lim 1 J T-2T dt x(t) 
-T 
T 
R(T) :II lim 1 J 
T- 'iT 
-T 
dt !(t)x(t + T) 
fi and ~(T) are ramdom variables and hence are associated with expectation 
values, A stationary stochastic process is called ergodic if t-averages 
are equal to the expectation values, that is, if 
E(fi) :II ].1(= constant) 
E(R(T» :II E(x(t)!(t + T» = R(T) 
The Eower of Wiener spectrum of a stationary stochastic process is 
the Fourier transform of its autocorrelation 
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If, in addition, the process is ergodic then 
T 
S(w) = E(i!: 2~1 I dt x(t)e-iwt I2) 
-T 
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APPENDIX B 
PROTOTYPE SYSTEMS 
Experimental work on stochastic coded apertures is being carried 
out at the University of Michigan, Ann Arbor, U.S.A. (Department of 
Nuclear Engineering, and Medical Centre). Two prototype systems are 
being developed utilising planar and cylindrical geometries and their 
potential in nuclear medicine is being investigated. Brief descriptions 
are given below: 
Planar sys tem 
A photograph of the coded lead plate employing the pseudorandom 
sequence, 
121 40/13 0.325 
is shown below. The plate is of thickness 0.02 cm and the circular 
aperture elements are of diameter 0.03 cm. An open square area of dimension 
3.929 cm beneath the coded plate defines the 11 x 11 aperture area. As 
the 11 x 121 plate is translated sequencially by one column per realisation, 
each of the 121 11 x 11 regions forms the pseudorandom sequence, but 
cyclically shifted by one element with respect to the preceding one. The 
detecting device is a y-camera (Ko 75). 
Cylindrical system 
The coded aperture consists of a lead cylinder of diameter 32 cm and 
thickn:ss 0.01 cm, involving a pattern of slits and opaque regions, covering 
the circumference. The employed pseudorandom sequence is characterised by: 
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156 31/6 O. 194 
The object under investigation is placed within the coded cylinder 
and the detectors are located externally with lead collimators 
defining the limiting thickness of the transverse slice. Three 
NaI(T1) detectors were initially used (Kn 77) but an array of 48 
has recently been constructed in order to improve the detection 
efficiency and the image quality (Kn 78). 
