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有限母集団における順位情報を用いる
         母平均の推定
       高  橋  宏  一＊




                      一  1 nその順序統計量をX州，X。（。），．．．，Xゴωとする．巧剛二一ΣX｛（｛〕と定義する．一方，大きさ












効に母平均を推定しようとする方法（the method ofranked set samp1ing）は，上記の2つの
論文のほかに，Takahasi（！969．1970），De11andC1utter（1972），柳川，白旗（1974），Yanagawa
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図1．有限母集団の例




















               〔創標本（非復元）をとる．これをX、ゴ（タ，プ＝1，2，．．．，n；々＝1，2，．．一，7）で表す．いいかえる
と，大きさmの単純無作為標本を非復元で〃回抽出する．各乞，尾に対して，X二㌘，Xニニ），．．．，
 ｛創x、チ、の順序統計量を
                  （々）    （角）        （庖） （2．！）          X ≦X く…≦X                  ｛（1〕     ｛｛2〕’         ｛｛η）
とおく．この記号を用いて
                  （γ〕  1  「 n  （則（2・2）      γ同＝7Σ、君X州
                         ｛r）と定義する．母平均をμ，母分散をσ2とする．このγエ、1がμの不偏推定量であることは容易





                   N一〃  σ2 （2．3）
                    N－1  〃
                （γ〕と比較することにする．相対効率e【、］を
                    け〕 VarXmブ（24）         ・工、1＝  （、〕                      Varγ                         二列
で定義する．
 大きさmの単純無作為標本X1，．．．，X、、の順序統計量をX（1〕≦X｛。〕≦…≦X（、〕とし，
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 （2．5）                   μ，王＝～二EX（ゴ〕
    〃        〃とおく．ΣXFΣX（｛〕から直ちに
    ｛＝1     ゴ＝1
                    1 η （2．6）            μ＝一Σμ”＝’                    m圭＝1
を得る．この関係から
                 け） 1 「 η（1’7）   Eγ同＝7品μ”＝∵
           （r〕がわかる．問題はVarγ一、、1を求めることである．
（…） …γ：ll一・（ま、鶯・lll、一μ）2
           一・（｝プ象（・lll、一μ一）γ
           一、1。舗輔…（・lll，，XlZ，）
           一、1．1埴…（・lllダ・lll、）
            ・幸担…（ぺ，，・lll，）・擁禁…（列1，，・lll、）／
           一、1、・／倉σ一・（・一1）自ター・・‡‡ア＿／





                        2 2                   一 一    mσ     ＝n2Cov（X，γ）＝一                       N－1’
         η          n                              η （2．10）        Σδ，、＝’，’＝Σ（α，、：～．～一μ三＝’）＝m（σ2＋μ2）一Σμ三＝’
         ゴ＝1         ゴ＝1                             ゴ＝1
                 〃            ．＝・σ2一Σ（μ。＝rμ）2
                ｛＝1
である．ただし，α，、、j、ゴ＝EXωX（j）である．（2．9），（2．10）を（2．8）に代入することによって
（・！・）…γ：ll一千竿芸1一÷／（。≦1）、・÷倉（μ・r〃・÷倉ター／
        一…兄r÷／（。書1）、・÷倉（μ・rμ戸・÷倉アー／，
を得る．（2．11）式の／／の中の量はκに依存したい．この量をgとおこう．すなわち









 （2．13）      γ、＝1．1＝EX（1｛1〕＝E（min｛Zl，Z2｝・min｛Z3，Z4｝）
             ＝E［E（min｛Z1，Z2｝・min｛Z3，Z4｝l Z（1j，．．．，Z（4〕）］
一・（青・11）・（・）・÷・（1）・・〕）
 2    1
＝一 ｿ4＝1．2＋一α4＝1，3 3    3
となることは，Z（。〕，．．．，Z｛。）の順列を書き上げることによって容易にわかる．同じようにして
                       2    1 （2．14）                       γ2＝2．2＝Iα4＝3．、十…α4，2，4                       3    3
を得る．これらを（2．12）に代入して
                   1（215）     ・＝12（α・1・十α・・rα…■α・1・）
を得る．α。、’、ゴ＝E（Z（｛〕Z（5〕）を代入し整頓すると











                 1               ・一亙E［（Zl・rZ（1））（Z（・〕一Z（・〕）1
とおく．このとき
 （i）
 （2．17）      9＞O，
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（ii）
（2．18）    ｛τ〕    ■   9     －V・・γ1・1＝V・・Xゲ7＜V・・X・・
（iii）
（2．19） ・：；f一（1一←去争）一’，
         一         （r〕     （・）＿VarX2フーVarγI，1
 （1V）  τ 一         一       とおけば
     【21    VarX2τ
             1τLN－1 2g（220）    τ1・1一ポ2，7
である．ただし，X。、は大きさ2プの単純無作為標本の標本平均である．
 定理1の母集団に関する制限は，実際的には，ほとんど考慮する必要がたい程弱いものであ




























               2（2・23） ・＝N（N－1）（卜2）（M－3）
           1黒1（㌧1）・（㌃ノ）一（ノー1■タ）一（∵）（∵）／舳
ただし・（1）は1が負のときや舳1きは・！約束する・
 側1．離散的一様分布舳＝ゴ（ゴ＝1，2，．．．，M）の場合，（2．23）を計算すると
                    1（2・24）      ・＝莉（M＋1）（5M＋4）
    L（N－1）（N＋1）とたる σ＿       であるから         12
              （・〕  5N＋4 （2．25）       τ＝              【2115（M－2γ）
              （r）  15N－30プ     3N－6プ （226）     e二    ＝            【2ユ  10ノ〉’一30κ一4          4                        2。～「一6γ一一                             5
    （r）となる．e－21はNについて単調減少，プについて単調増加であることは容易にわかる．プを固
定したとき，Nの範囲は4プ≦N＜∞であることに注意すれば
                 3｛ブ〕15γ6 （227）         一＜e≦  ＝3＋                 2   【2］一5プー2     5プー2
を得る．（2．27）の右辺は〆について単調減少であるから，結局
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図5．相対効率
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これは無限母集団に対応することにたるが，このときに相対効率は下限の3／2にたる．またγ＝
                                       2プ［N／4］（N／4の整数部分を表す）としてN→○oにすれば相対効率は3に近づいていく．トT
（抽出率）を用いて相対効率を表せば
（・．・・）    ・：1、）一（・一・∫）／（・一・・1㍍）
であり，Mが十分大きいときは
（…） @llll一音（1・五1，／
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      図6．連続分布から作った有限母集団
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3．種々の有限母集団における相対効率の数値例




  （1）   舳一・（。年1）， 1－1，・，，・，
  （ii）舳二F（κ）からの大きさNの標本のク番目の順序統計量の期待値，








M 4 8 16 20 40 60 80 100200 400
母集団
D1（σ） 0．533O．419 O．3730．3650．3490．344 0．3410．339 0．336 O．335
D1（G） 0，517．O．409 0．3640．356O．339O．3330．330 0．328 0．3240． ！
D1（亙） O，468 O，363 O．316 O．307O．286O．278 0．273 0．2700．263 0．258
D2（亙） O．435O，339 O．298O．289O．272O．266 0．2630．260 0，256 0．253
D1（〃G） O．628 O．4150．364 0．355O．3390．33401331O．330 0．327 O．325
D1（W2）O．515 0．406O．361 0．352013350．329 O．326 0，3240．320 O．317
D1（W．5）O，308 0．239O．202 0．1940．1720．1630．1570．152 0．141O．133
表2．＾の値
N 4 8 16 20 40 60 80 100 200 400
母集団
D3（σ） O．650 0．4040．361 O．357O，344O．341 O．339O，338 0．3350．334
D3（σ） O．384 O，4080．3530．352 0．3470．3420．337O．337 O．336O．334
D3（0） 0．536 O．3820．3430．348 O．3170．330 0．324 O．331 O．3250．321
D3（G） O．223 0．369O，3360．317 O．3330．332 0．308 0．332 0．3110．319
D3（亙） 0．225O．331 0．3060．305 0．2400．230O．310 O，2410．284 0．269
D3（五） 0．519O．242O．3480．267O．2580．293 0．315 0．227 0．255 0．245
D3（r2） 0．281 0．347O，303O．314O．286O．324 O．291 0．320 O．2980．298
D3（r2）O．1880．413 O．205O：333O．327O．280 0．290 O．274 0．2850．290
D3（r．5）0．0610．252 0，2670．3100．246O．235O．169012400．1460．182
D3（r．5）0．025 0．393 0．2750，148O．2270．2290．199O，242 0．2040．226
震表3． 相対効率（M＝64）
クI
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
母集団
D1（σ） 1．53 1．561．59 1．63 1．67 1．71 1．761，82 1．891．96 2．06 2，17 2，32 2．50 2．74 3．08
D1（G） 1．51 1．54 1．56 1．601．63 1．67 1．721，77 1．831．91 1．99 2．102．23 2．39 2．60 2．89
D1（〃G） 1．51 1．54 1．57 1，601．64 1．68 1，721．78 1．84 1．912．00 2．102．23 2，402，61 2．91
D1（亙） 1，39 1．41 1．43 1．451．48 1．50 1．531．57 1．61 1．66 1．71 1．771，85 1，94 2，05 2．19
D2（亙） 1．37 1．391．40 1．421．45 1．47 1．501．53 1．571．61 1．66 1．72 1，78 1．87 1．972．09
D1（W2） 1．50 1．531．55 1．591．62 1．66 1．71 1．76 1．82 1．89 1，972．07 2．19 2．35 2．552．83
D1（W．5） 1．20 1．201．21 1．221．23 1．24 1．251．27 1．281．30 1．32 1．341．36 1．39 1．431．46
D3（r2） 1．44 1．46 1．48 1．51 1．54 1．57 1．61 1，65 1．701．75 1．82 1．90 1．99 2．112．25 2．44
D3（r2） 1．46 1．481．51 1．541．57 1．60 1．641．69 1．74 1．80 1．87 1，962．06 2．192．35 2．57
D3（r．5） 1．26 1．271．28 1，29 1．31 1．32 1，34 1．36 1．38 1．411．43 1．47 1．50 1．551．60 1．66
D3（r．5） 1．18 1．181．19 1，201．21 1，22 1．23 1，241．25 1．27 1．28 1．301．32 1．351，37 1．41













母集団 7 1 2 3 4 5 6 8 10 15 20 25 30 40 50 60 80 100N
D1（σ） 9 5．32
18 2．66 4．57
36 2．26 2．58 3．13 4．26
45 2．20 2．42．74 3．26 4．2！
90 2．09 2．172．27 2．39 2．53 2．70 3，20 4．10
135 2．06 2．11 2．17 2，232．30 2．382．57 2．83 4107
180 2．04 2．08 2．12 2．162．21 2．26 2．38 2，52 3．024．05
225 2．03 2，06 2．09 2．132．16 2．202，28 2，37 2，68 3．17 4．04
450 2．02 2．03 2．05 2．062．08 2．092，12 2．16 2．25 2．372，51 2．67 3．154．02
900 2．01 2．02．02 2．032．04 2．042．06 2．072．11 2，16 2．20 2．25 2．3750 2．673．15 4．01
D1（亙） 9 3．57
18 2．18 3．10
36 1．89 2．082．36 2．85
45 1．85 1．98 2，15 2．40 2．79
90 1．75 1．801．86 1．92．00 2，082．31 2．66
135 1．72 1．75 1．78 1．82 1．861．90 2，00 2．12．60
180 1．71 1．731．75 1．771．80 1，831．89 1．952．19 2．57
225 1．70 1．71．73 1．75 1．77 1．791．83 1，882．02 2．23 2．55
450 1．67 1．681．69 1．70 1．70 1．713 1．751，80 1．85 1．922．00 2．20 2．49
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Ranked Set Samp1ing from a Finite Popu1ation
    Koiti Takahasi and Masao Futatsuya
     （Facu1ty of Science，Hirosaki University）
    The theory of ranked set samp1ing to provide a more e伍。ient estimator than the
samp1e mean usua11y assumes that the ranked sets of e1ements are independent1y distribut－
ed．In this paper we consider the ranked set samp1ing without rep1acement from a丘nite
popu1ation．
    Suppose that a simp1e random samp1e of size m2プis drawn from a finite popu1ation of
size M with meanμand varianceσ2without rep1acement and that the samp1e is divided
into mフ戸groups of size m． Let X｛，尾be theクーth order statistic of the（m（々一1）十ク）一th group
                                                                      ω   1for1二1， ，m and々＝1， ，〆 We cons1der the mb1ased est1matorγ ＝  ・                                                                      同  m7
 τ   πΣ1ゴ暮、X1，・・fth・m…μ・・・…i・11・・i・th・・・…f・一・・Th…1・・i…価・i・・…12・f
  ｛τ）                     一γ工、1to the samp1e mean X2・of a samp1e of size2κobtained by simp1e random samp1ing
・1・・・・・…1・・・…t1・・1・・…（1一分三。≒箏）一’，・・・…1・占・［（・1・r・1・〕）（・1・〕
一Z（ユ〕）］and Z｛1〕，．．．，Z｛4〕are the order statistics of a simp1e random samp1e of size4from
the丘nite popu1ation without rep1acement．
    Th…m・・i・・1…m・1…f・／σ2・・d・；2…gi…i・T・b1・1，2・・d3，・・・…ti・・1・，f・・
various kinds of inite popu1ations．
Key words：Ranked set samp1ing，inite popu1ation，order statistics．
