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Zum Zeitpunkt der Marktzulassung eines neuen Wirkstoﬀes wurden in aufwändigen kli-
nischen Studien bereits neben der Wirksamkeit auch viele sicherheitsrelevante Aspekte
untersucht. Aufgrund der Stichprobengröße, der geringen Dauer und des hochselektierten
Patientenkollektivs sind diese jedoch nur teilweise zu der Bildung eines vollständigen Risi-
koproﬁls des Wirkstoﬀs geeignet. Da der Aufbau großer Kohorten primär zu Forschungs-
zwecken sehr aufwändig und kostenintensiv ist, hat sich in den letzten Jahren in der
Arzneimittelsicherheitsforschung neben der Auswertung von Spontanmelderegistern zu-
nehmend die Sekundärnutzung von routinemäßig zu anderen Zwecken erhobenen Daten,
wie etwa Leistungsdaten der gesetzlichen Krankenversicherung (GKV) etabliert. Obwohl
oftmals essentielle Informationen in diesen Daten fehlen oder nur unzureichend vorhanden
sind, beinhalten sie in der Regel mehr Informationen als Daten aus Spontanmelderegistern.
In dieser Arbeit wird untersucht, wie Abrechnungsdaten der GKV im Rahmen automa-
tisierter Signalgenerierungsverfahren zu verlässlichen Aussagen über das Risikoproﬁl von
Arzneimitteln beitragen können. Dazu wird in einem ersten Schritt auch geprüft, inwieweit
fehlende Informationen in automatisierter Form aus den vorhandenen Daten rekonstruiert
werden können.
Diese Arbeit besteht insgesamt aus sechs Kapiteln. Auf die Einleitung folgen in Kapitel
2 die Vorstellung der auf GKV-Daten basierenden deutschen pharmakoepidemiologischen
Forschungsdatenbank (GePaRD) sowie die Beschreibung eines Algorithmus zur automati-
sierten Verknüpfung von Neugeborenen mit ihren leiblichen Müttern und der gleichzeitigen
Rekonstruktion des fehlenden exakten Geburtsdatums. In Kapitel folgt 3 eine Einführung
in die Theorie der Signalgenerierung, insbesondere der Disproportionalitätsanalysen. Da-
bei wird speziell auf die theoretischen Hintergründe des bayesianischen Gamma-Poisson
Shrinkers (GPS) eingegangen (DuMouchel, 1999) und dargelegt, wie sich dieses ursprüng-
lich für Spontanmeldedaten entwickelte Verfahren auf die Analyse von Longitudinaldaten
erweitern lässt. In einer Anwendungsstudie wird anhand des bekannten Risikos für zere-
brale Blutungsereignisse nach Phenprocoumonexposition die Eignung der GePaRD für die
Signalgenerierung über bayesianische Disproportionalitätsanalysen nachgewiesen.
Um dem Problem der in der Signalgenerierung häuﬁg fehlenden oder nur unzureichenden
Berücksichtigung von Confoundern zu begegnen, wird in Kapitel 4 zunächst der von Ro-
senbaum und Rubin (1983) vorgestellte Propensity Score eingeführt, der eine Balancierung
der Studienpopulation für eine Reihe von Kovariablen erlaubt. Da in automatisierten Ana-
lysen die Auswahl dieser Kovariablen nicht manuell erfolgen kann, wird im Anschluss die
Idee des High-dimensional Propensity Scores (HDPS) dargelegt (Schneeweiss et al., 2009a).
Dabei handelt es sich um ein mehrschrittiges Verfahren zur automatisierten Selektion re-
levanter Kovariablen, die in die Schätzung des PS eingehen. Eine Vergleichsstudie, in der
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eine Kohorte zunächst über einen traditionell geschätzten PS, anschließend über den HD-
PS balanciert wurde, zeigte, dass die über das HDPS-Verfahren adjustierten geschätzten
Risiken vergleichbar waren zu denen aus den randomisierten klinischen Studien.
In Kapitel 5 werden schließlich die Ideen der Disproportionalitätsanalyse und der auto-
matisierten Kovariablenselektion aufgegriﬀen und zusammengeführt. Im Anschluss an die
Vorstellung eines Algorithmus für eine automatisierte confounderadjustierte Signalgene-
rierung auf longitudinalen Daten wird in einer Pilotstudie dessen Anwendbarkeit unter-
sucht. Basierend auf fünf verschiedenen Studienpopulationen, unadjustiert und adjustiert
mittels verschiedener HDPS, wurde das Risiko von nichtsteroidalen Antirheumatika für
verschiedene Zielereignisse untersucht. Innerhalb der HDPS Modelle erscheinen die Ergeb-
nisse konsistent und das Matching weist eine hohe Güte auf, allerdings scheint u. a. die
gewählte Deﬁnition des Expositionsstatus einen bislang unbekannten Einﬂuss auf die Po-
pulationsstruktur zu haben, da sich die Risiken in den balancierten Kohorten systematisch
von denen in der unbalancierten unterscheiden. Somit ist weitere Forschung notwendig, um
das HDPS Verfahren für die mangelnde Confounderadjustierung in der Signalgenerierung
zuverlässig anwenden zu können.
Die Arbeit schließt in Kapitel 6 mit einer zusammenfassenden Diskussion und einem Aus-
blick. Sämtliche untersuchten automatisierten Verfahren können erfolgversprechend auf
die Daten in GePaRD angewandt werden, auch wenn für den in Kapitel 5 präsentierten
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1 Einleitung
Das Hauptanliegen der pharmakoepidemiologischen Forschung besteht in der Untersu-
chung des Gebrauchs und der Eﬀekte eines Arzneimittels in einer großen Gruppe von
Personen. Die Pharmakoepidemiologie gliedert sich in mehrere Teilgebiete. Die Arzneimit-
telanwendungsforschung beschäftigt sich hauptsächlich mit dem Nutzungsverhalten von
Arzneimitteln nach deren Marktzulassung. Ein Schwerpunkt liegt dabei auf der Über-
prüfung der Einhaltung der behördlichen Vorgaben zur Anwendung eines Arzneimittels
wie z. B. der Einhaltung der zugelassenen Indikationen. Die Ergebnisse dieser Untersu-
chungen ermöglichen es den Arzneimittelbehörden und der pharmazeutischen Industrie,
einem gefährlichem Gebrauch außerhalb der zugelassenen Indikation („Oﬀ-Label Use“) von
Arzneimitteln rechtzeitig entgegenzusteuern. Eng verbunden mit der Arzneimittelanwen-
dungsforschung ist die Versorgungsforschung, deren Fokus auf der Erkennung von Deﬁzi-
ten in der medizinischen Versorgung der Bevölkerung, d. h. der Identiﬁzierung von Unter-,
Über- und Fehlversorgung, liegt.
Ein weiteres großes Arbeitsfeld der pharmakoepidemiologischen Forschung, das von be-
sonderem Interesse für die vorliegende Arbeit ist, ist die Untersuchung der Arzneimittel-
sicherheit auf Bevölkerungsebene (WHO, 2002), also der Anwendungssicherheit von Arz-
neimitteln nach deren Marktzulassung. Zum Zeitpunkt der Marktzulassung eines neuen
Wirkstoﬀes wurden bereits in aufwändigen präklinischen und klinischen Studien neben
der Wirksamkeit auch viele sicherheitsrelevante Aspekte dieses Wirkstoﬀes untersucht,
wie etwa Toxizität oder das Auftreten von unerwünschten Nebenwirkungen. Dennoch sind
derartige Studien nur zum Teil dazu geeignet, ein vollständiges Bild vom Risikoproﬁl
eines Arzneimittels zu zeichnen. Dies liegt zum einen in der oft zu geringen Stichpro-
bengröße einer klinischen Studie. Sehr seltene Nebenwirkungen können über eine solche
Zulassungsstudie in der Regel nicht zuverlässig aufgedeckt werden, sondern zeigen sich
erst bei Anwendung in großen Populationen. Zum anderen werden oftmals hoch selektier-
te Patientenkollektive untersucht, Patienten mit Vor- und Begleiterkrankungen sind oft
unterrepräsentiert und spezielle Patientengruppen, z. B. Kinder oder Schwangere, werden
meist ganz ausgeschlossen. Ein weiteres Problem klinischer Studien liegt in der eher kur-
zen Laufzeit, was die Entdeckung später Risiken nicht erlaubt. Zudem ﬁnden klinische
Studien unter sehr stark kontrollierten Bedingungen statt, so dass Informationen über das
Einnahmeverhalten und damit verbundene Risiken unter Alltagsbedingungen fehlen.
Da der Aufbau großer Kohorten primär zu Forschungszwecken sehr aufwändig und kosten-
intensiv ist, hat sich die Sekundärnutzung von routinemäßig zu anderen Primärzwecken
erhobenen Daten (wie etwa Leistungsdaten der Krankenversicherung) in der pharmako-
epidemiologischen Forschung etabliert (Harpe, 2009). Diese Sekundärnutzung birgt viele
Vorteile, wie etwa die relativ kostengünstige Bereitstellung der Daten. Allerdings birgt
sie auch Nachteile. So sind in der Regel für die Forschung wertvolle Informationen, wie
etwa lebensstilbedingte Faktoren (z. B. Rauchverhalten, Alkoholkonsum oder körperliche
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Aktivität) oder personenbezogene Merkmale (etwa Wohnort, Geburtstag oder Familienzu-
gehörigkeit) nicht oder nur unzureichend in den Daten enthalten, da sie z. B. im Falle von
Leistungsdaten der Krankenversicherung entweder nicht Teil des Abrechnungsprozesses
sind oder aus datenschutzrechtlichen Erwägungen vergröbert werden. Für viele pharma-
koepidemiologische Forschungsfragen sind diese Informationen aber integraler Bestandteil.
Lebensstilbedingte Faktoren sind in fast allen (pharmako)epidemiologischen Studien als
potenzielle Confounder von Interesse und in vielen Fällen kann die Kenntnis etwa des
genauen Geburtsdatums von entscheidender Bedeutung sein, wie etwa in Studien zum Ri-
siko von Impfungen bei Kleinkindern. Um solche Untersuchungen mit den zur Verfügung
stehenden Daten trotzdem durchführen zu können, wurden und werden Strategien ent-
wickelt, die benötigte Information in automatisierter Form aus den vorhandenen Daten
zu extrahieren, ohne die datenschutzrechtlichen Rahmenbedingungen zu verletzen. Diese
automatisierte Generierung von zusätzlichen Informationen aus dem vorhandenen Daten-
bestand stellt ein wichtiges Thema dieser Arbeit dar.
Ein weiteres Teilgebiet der Arzneimittelsicherheitsforschung ist die „Signalgenerierung“,
das automatisierte zeitnahe Identiﬁzieren von unbekannten Arzneimittelnebenwirkungen
nach Marktzulassung in großen Datenbeständen über Data Mining Verfahren. Arznei-
mittelzulassungsbehörden wie das Bundesinstitut für Arzneimittel und Medizinprodukte
(BfArM) oder die U.S. Food and Drug Administration (FDA) nutzen für die Signalge-
nerierung oftmals sogenannte Spontanmeldedatenbanken (vgl. Abschnitt 3.1). Da diese
Daten aber gravierenden Limitationen unterliegen (Hauben und Bate, 2009a), gibt es auf
internationaler Ebene, z. B. in Europa oder den USA, den Versuch, Sekundärdaten zur Si-
gnalgenerierung zu nutzen, da diese Daten nicht die inhärenten Limitationen der Spontan-
meldedaten aufweisen. Das Gebiet der Signalgenerierung auf Abrechnungsdaten ist noch
jung und die methodische Forschung steckt noch in den Anfängen, wobei die Entwicklung
neuer Algorithmen zurzeit im Vordergrund steht.
Die „Qualität“ dieser durch die neuen automatisierten Verfahren gefundenen Risikoschät-
zungen, d. h. die Größenordnung und Stabilität dieser Schätzungen im Vergleich zu Risi-
ken, die über etablierte Verfahren wie etwa Fall-Kontroll- oder Kohortenstudien ermittelt
wurden, war bislang von nachrangigem Interesse und wurde nur wenig untersucht. Insbe-
sondere für die sichere und zeitnahe Identiﬁzierung von Sicherheitsrisiken ist die Validität
dieser Risikoschätzungen aber von außerordentlicher Bedeutung: Hier besteht gegenwärtig
noch großer methodischer Forschungsbedarf. Besonderes Augenmerk gilt dabei dem Unter-
schied zwischen Ergebnissen aus den Data Mining Verfahren, die weitestgehend autonom
und ohne Anwenderinteraktion generiert werden, und den Resultaten aus etablierten Stu-
diendesigns bezüglich Größe und Variabilität des Risikos. Dies ist insbesondere für Situa-
tionen von Interesse, in denen der Zusammenhang zwischen Zielereignis und Arzneimittel-
exposition durch Confounding verzerrt wird, da die für Spontanmeldedaten eingesetzten
Verfahren eine Berücksichtigung von Confoundern bislang nur sehr eingeschränkt, d. h. in
der Regel lediglich durch Stratiﬁzierung der Daten erlauben. Im Rahmen dieser Arbeit soll
u. a. ein Verfahren für eine automatisierte Confounderadjustierung in Signalgenerierungs-
algorithmen entwickelt und auf Tauglichkeit überprüft werden, um dieser Einschränkung
zu begegnen.
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1.1 Zielstellung der Arbeit
Fokus der Arbeit ist die Entwicklung von Verfahren zur automatisierten statistischen
Auswertung der Informationen der deutschen pharmakoepidemiologischen Forschungsda-
tenbank (GePaRD). Dazu soll anhand verschiedener Fragen untersucht werden, welches
Potenzial die Leistungsdaten der gesetzlichen Krankenversicherungen in Hinblick auf die
automatisierte Generierung von Zusatzinformationen im Rahmen der Arzneimittelsicher-
heitsforschung bieten und wo die Grenzen der eingesetzten Verfahren liegen. Die grundsätz-
liche Idee besteht darin, dass GePaRD ein langfristig angelegtes einheitliches Datenmodell
darstellt, in dem sich Leistungsdaten verschiedener Krankenversicherungen abbilden las-
sen und dass auf diesem einheitlichen Datenmodell routinemäßig informationsgenerierende
Algorithmen zum Einsatz kommen könnten. Die zentrale Frage unter praktischen Gesichts-
punkten ist dabei, ob die Daten in GePaRD für eine automatisierte Verarbeitung geeignet
sind. Diese Frage wird anhand zweier Teilbereiche untersucht:
• Zum einen wird geprüft, ob es möglich ist, fehlende Detailinformationen in GePaRD
aus den vorhandenen Daten zu rekonstruieren. Beispielhaft wird hier die Rekon-
struktion der Verknüpfung zwischen Neugeborenen und der leiblichen Mutter sowie
die Rekonstruktion des exakten Geburtsdatums des Kindes untersucht. Diese Infor-
mationen sind von entscheidender Bedeutung für die Untersuchung von Arzneimit-
telexpositionen während der Schwangerschaft sowie für Impfstudien.
• Zum zweiten wird ausführlich die Frage untersucht, ob eine Generierung von Sicher-
heitssignalen auf den longitudinalen Daten in GePaRD möglich und sinnvoll ist und
wie die Longitudinalität der Informationen in die Risikobewertung einﬂießen kann.
Dabei werden verschiedene Aspekte beleuchtet, wie etwa die Wahl eines geeigneten
Verfahrens zur Signalgenerierung oder die automatisierte Einbeziehung von Kovaria-
blen zur Bias-Reduktion in die Schätzung des Sicherheitsrisikos eines Arzneimittels.
Zu diesem Zweck werden die Verfahren zur Signalgenerierung mit existierenden pharma-
koepidemiologischen Studien (Fall-Kontroll- und Kohortenstudien) im Hinblick auf die
resultierenden Risikoschätzungen verglichen, um so einen Eindruck über die Güte der au-
tomatisierten Risikobewertungen zu gewinnen.
1.2 Aufbau der Arbeit
Die Arbeit besteht im Wesentlichen aus zwei Teilen. Der erste Teil umfasst die Einführung
in die verwendete Datenbasis, die theoretischen Herleitungen der eingesetzten Verfahren
sowie eine Beschreibung der anwendungsorientierten Untersuchungen. Teil Zwei der Arbeit
bilden fünf Zeitschriftenartikel, von denen vier einem Peer-Review-Verfahren unterzogen
wurden bzw. derzeit werden und ein weiterer nach Abgabe der Arbeit zur Publikation mit
Peer-Review-Verfahren eingereicht wird. Diese Artikel sind im Anhang C abgedruckt.
Der erste Teil dieser Arbeit untergliedert sich in insgesamt sechs Kapitel. Dieser Einleitung
folgt in Kapitel 2 zunächst die Vorstellung der Entstehung, der Struktur und des Inhalts der
deutschen pharmakoepidemiologischen Forschungsdatenbank. Anschließend wird anhand
eines ausführlichen Praxisbeispiels – der Identiﬁzierung von Paaren aus Neugeborenen und
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den biologischen Müttern – demonstriert, wie die in den Daten vorhandenen Informationen
in einem autonom agierenden Algorithmus miteinander verknüpft werden können, um so
die Grundlage für die Bearbeitung von Arzneimittelsicherheitsfragen zu bilden (Garbe et
al., 2012, Artikel in Anhang C.1).
In Kapitel 3 werden die einzelnen Schritte im Prozess der Signalgenerierung ausführlich be-
schrieben und die mathematischen Grundlagen der einzelnen Verfahren, insbesondere des
Gamma-Poisson Shrinkers (GPS), aufgearbeitet. Es wird ein inhaltlicher Bogen geschlagen
von einfachen frequentistischen Disproportionalitätsmaßen bis hin zu bayesianischen An-
sätzen, die für die Analyse von longitudinalen Daten geeignet sind. Zusätzlich wird ein Aus-
blick auf weitere Analyseverfahren gegeben, die in jüngster Zeit für die Signalgenerierung
und -überwachung auf longitudinalen Daten entwickelt wurden. Als Anwendungsbeispiel
wird eine Studie vorgestellt, in der Ergebnisse eines bayesianischen Signalgenerierungsver-
fahrens mit denen einer klassischen Fall-Kontroll-Studie verglichen werden. Als Grundlage
dieses Kapitels dienen im Wesentlichen zwei Veröﬀentlichungen (Suling und Pigeot, 2012;
Suling et al., 2013, Artikel in Anhang C.2 und C.3).
Kapitel 4 diskutiert die Problematik des Confounding. Im Unterschied zu klassischen phar-
makoepidemiologischen Studien ist eine Adjustierung für Confounding in Data Mining
Verfahren nur sehr begrenzt möglich, da eine passende Kovariablenselektion vollautoma-
tisiert durchgeführt werden müsste. Es wird die Methodik der Propensity Scores vorge-
stellt, wobei speziell der High-dimensional Propensity Score (HDPS) als Algorithmus zur
automatisierten Kovariablenselektion verwendet werden kann. Das Kapitel endet mit ei-
ner komparativen Studie zur Confounderadjustierung über ein traditionelle Propensity
Score-Matching gegenüber einem HDPS-Matching (Garbe et al., 2012, Artikel in Anhang
C.4).
Kapitel 5 führt die in dem vorigen Kapitel vorgestellten methodischen Verfahren zusam-
men. Es wird ein innovativer Ansatz präsentiert, der das in Kapitel 3 beschriebene baye-
sianische Data Mining Verfahren um eine automatisierte Kovariablenselektion über den
HDPS-Ansatz erweitert. So wird eine Adjustierung für Confounding im Signalgenerie-
rungsprozess ermöglicht, die nur wenig Vorgaben des Anwenders erfordert. Dieser Ansatz
wird im Anschluss in einem weiteren Anwendungsbeispiel erprobt, in dem das vorgestell-
te Verfahren auf verschiedenen Studienpopulationen angewendet wird. Die resultierenden
Risikoschätzungen werden anschließend mit Resultaten aus der Literatur und Ergebnissen
einer großen, europaweiten Fall-Kontroll-Studie (The SOS Project, 2012) verglichen (vgl.
Manuskript zu den Ergebnissen dieser Studie in Anhang C.5).
Die Arbeit schließt mit einer Diskussion und einem Ausblick in Kapitel 6 sowie einem
Anhang, der zum ersten die wichtigsten statistischen Beweise umfasst, zum zweiten eine
Zusammenstellung aller Risikoschätzungen der in Kapitel 5 vorgestellten Anwendungsstu-




Forschungsdatenbank und ihr Potenzial
in der praktischen Nutzung
Im Folgenden wird eine Übersicht über die Datengrundlage gegeben, auf der alle in die-
ser Arbeit vorgestellten Analysen basieren. Zunächst wird beschrieben, welche Bedeu-
tung große, bevölkerungsbezogene pharmakoepidemiologische Datenbanken für die Arz-
neimittelsicherheitsforschung haben, um dann auf die Etablierung und die Struktur der
verwendeten Datenbank einzugehen. Im Anschluss daran wird anhand eines ausführli-
chen Anwendungsbeispiels – der Identiﬁzierung von Paaren aus Neugeborenen und den
biologischen Müttern – demonstriert, wie die in den Daten vorhandenen Informationen
miteinander verknüpft werden können, um so eine Grundlage für die Bearbeitung von
Arzneimittelsicherheitsfragen zu bilden. Die Verknüpfung von Neugeborenen mit ihren
Müttern ist Gegenstand eines in Pharmacoepidemiology and Drug Safety veröﬀentlichten
Artikels (Garbe et al., 2011, Artikel in Anhang C.1). Neben der Mitarbeit beim Verfas-
sen dieses Artikels, hauptsächlich des Methoden- und Ergebnisteils, bestand mein Beitrag
in der vorausgehenden Konzeption großer Teile des verwendeten Algorithmus sowie der
vollständigen Implementierung dieses Algorithmus in SAS.
2.1 Datenquellen für die pharmakoepidemiologische
Forschung
Wie im einleitenden Kapitel 1 bereits beschrieben, liegt neben der Arzneimittelanwen-
dungs- und Versorgungsforschung ein zentrales Ziel der pharmakoepidemiologischen For-
schung in der Untersuchung der Arzneimittelsicherheit auf Bevölkerungsebene (WHO,
2002). Um derartige Untersuchungen anstellen zu können, werden geeignete Datenquel-
len benötigt, die gewissen Anforderungen genügen müssen (Pigeot und Ahrens, 2008):
(a) Die Datenquelle sollte von ausreichender Größe sein, um seltene Ereignisse statis-
tisch abgesichert entdecken zu können, d. h. Daten sollten in einem Umfang und einer
Granularität vorliegen, dass es möglich ist, tragfähige Aussagen auch über seltene
Gesundheitsrisiken treﬀen zu können.
(b) Insbesondere sollten eventuelle der Bevölkerung innewohnenden Heterogenitäten ab-
gebildet sein, um die Repräsentativität der zugrunde liegenden Bevölkerung sicherzu-
stellen.
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(c) Die Daten sollten die tägliche Praxis widerspiegeln, um realistische Risikoschätzungen
vornehmen zu können.
(d) Die Daten sollten aktuell sein, d. h. zeitnah verfügbar, um nach Markteinführung des
Wirkstoﬀes oder nach Bekanntwerden eines Signals Arzneimittelrisiken so schnell wie
möglich verfolgen zu können.
(e) Die Daten sollten longitudinal sein, um chronische Verläufe und/oder Langzeitwirkun-
gen von Wirkstoﬀen erfassen zu können.
(f) Die Bereitstellung und Verarbeitung der Daten zu Forschungszwecken muss den gesetz-
lichen Bestimmungen, insbesondere zum Schutz personenbezogener Daten, genügen.
Eine der etabliertesten Datenquellen insbesondere zur Beantwortung von Fragen der Arz-
neimittelsicherheit stellen große Sammlungen von Spontanmeldungen dar. In Deutsch-
land werden diese systematisch vom Bundesinstitut für Arzneimittel und Medizinproduk-
te (BfArM) registriert, in den USA von der U. S. Food and Drug Administration (FDA).
Unter einem Spontanreport versteht man im Allgemeinen die Meldung eines vermeint-
lich ungewöhnlichen Symptoms nach Arzneimittelexposition. Diese Meldungen kommen
von Unternehmen der pharmazeutischen Industrie, niedergelassenen Ärzten und zum Teil
auch von betroﬀenen Patienten. Auf Spontanmeldedaten und deren Eigenschaften wird
in Kapitel 3 dieser Arbeit näher eingegangen. Beispiele für weitere Datenquellen sind
Datenbestände aus anonymisierten Informationen elektronischer Patientenakten nieder-
gelassener Allgemeinmediziner, wie in der General Practice Research Database (GPRD)
aus Großbritannien (Hollowell, 1994), oder Abrechnungsdaten ärztlicher Behandlungen,
auf denen z. B. die Saskatchewan Health Administrative Claims Database (Downey et al.,
2007) aufbaut. Des Weiteren können auch Daten aus klinischen Studien für die pharma-
koepidemiologische Forschung genutzt werden, allerdings sind (a) die Patientenkollektive
in der Regel hochselektiert, werden die Patienten (b) in einem stark kontrollierten klini-
schen Setting behandelt und (c) ist die Anzahl der eingeschlossenen Patienten häuﬁg sehr
beschränkt. Insgesamt erfüllen die genannten Datenquellen oftmals nicht vollständig die
zuvor formulierten Anforderungen. Insbesondere Spontanmeldedatenbanken weisen große
Deﬁzite auf, die in Kapitel 3 näher beschrieben werden. Große Datensammlungen, wie
etwa die GPRD, sind in vielerlei Hinsicht für die bevölkerungsbezogene Untersuchung
von Arzneimittelrisiken geeignet, jedoch wurde die Übertragbarkeit von in ausländischen
Datenbanken gewonnenen Erkenntnissen auf die deutsche Bevölkerung bislang wenig er-
forscht.
2.2 Beschreibung der deutschen pharmakoepidemiologischen
Forschungsdatenbank (GePaRD)
Als Grundlage zum Aufbau einer der genannten Kriterien entsprechenden Datenbank für
Deutschland bieten sich die routinemäßig erhobenen Abrechnungsdaten der gesetzlichen
Krankenversicherungen (GKVen) an. In den Routinedaten der GKVen laufen verschiede-
ne Stränge der Abrechnungsstruktur des deutschen Gesundheitswesens zusammen (siehe
6





















Abbildung 2.1: Datenﬂuss im deutschen Gesundheitswesen (aus Pigeot und Ahrens, 2008)
auch Abb. 2.1), wie etwa die Ansprüche der niedergelassenen Ärzte, die über die Kassen-
ärztlichen Vereinigungen an die GKVen gelangen, die Diagnosedaten aus Krankenhaus-
aufenthalten sowie Verschreibungsdaten der Apothekenrechenzentren.
Abrechnungsdaten von GKVen enthalten neben Stammdaten der Versicherten (wie Alter,
Geschlecht, Wohnort) die Zeiten mit Versicherungsanspruch, alle ambulanten Arztkontakte
inkl. Diagnosen und Behandlungen, alle Hospitalisierungen mit Datum des Krankenhaus-
aufenthalts, Haupt- und Nebendiagnosen, abrechnungsfähige diagnostische und therapeu-
tische Prozeduren sowie alle abrechnungsfähigen ambulanten Verschreibungen. Nicht ent-
halten hingegen sind Arzneimittel, die während eines Krankenhausaufenthalts verabreicht
wurden, da diese nicht für jeden Patienten einzeln, sondern – bis auf Ausnahmen, etwa
sehr kostenintensiven Medikationen – über eine Fallpauschale von den Krankenhausträgern
mit der GKV abgerechnet werden. Weiterhin nicht enthalten sind Daten von Personen,
die über andere Sonderregelungen versichert sind (z. B. Soldaten). Darüber hinaus ist von
einer Unterrepräsentierung der einkommensstärkeren Bevölkerungsschichten in den Daten
der GKVen auszugehen, da Personen in diesen Einkommensgruppen die Option haben,
sich privat zu versichern. Im Jahr 2010 waren knapp 9 Millionen Personen in Deutsch-
land privat versichert, was etwa 11% der Bevölkerung entspricht (PKV, 2012). Das Fehlen
dieser Bevölkerungsgruppen muss bei den Betrachtungen zur Repräsentativität der Daten
berücksichtigt werden. Weitere Einschränkungen ergeben sich z. B. durch fehlende La-
bordaten, fehlende Informationen bezüglich frei verkäuﬂicher („Over-the-counter“, OTC)
Medikamente und zu Lebensstilfaktoren wie z. B. Rauchgewohnheiten, Alkoholkonsum,
Ernährung oder körperlicher Aktivität.
Obwohl die Abrechnungsdaten der GKVen umfangreiche Informationen über den Krank-
7
2 Die deutsche pharmakoepidemiologische Forschungsdatenbank und ihr Potenzial in der
praktischen Nutzung
heitsstatus von vielen Millionen Personen enthalten, wurden sie in der pharmakoepide-
miologischen Forschung wenig genutzt. Pigeot und Ahrens (2008) beschreiben den Aufbau
einer Pilotdatenbank bestehend aus Abrechnungsdaten von GKVen der Jahre 2000 bis
2003, in die insgesamt 3,6 Millionen Versicherte eingeschlossen wurden. Es wird die Eig-
nung solcher Routinedaten für pharmakoepidemiologische Studien untersucht, indem der
Datenentstehungsprozess analysiert und die Repräsentativität der Pilotdaten überprüft
wird. Trotz der oben angeführten Schwächen der GKV-Daten werden gute Übereinstim-
mungen der Pilotdaten mit Daten aus nationalen Statistiken in Bezug auf Alters- und
Geschlechtsverteilung und auf allgemeine und krankheitsspeziﬁsche Hospitalisierungsra-
ten gefunden. Insgesamt kommen die Autoren zu dem Ergebnis, dass Routinedaten der
GKVen für pharmakoepidemiologische Studien nutzbar sind, jedoch mit der Einschrän-
kung, dass insbesondere mit dem Lebensstil einhergehende Confounder nicht erfasst sind,
aber ggf. über adäquate Proxy-Variablen abgebildet werden können.
Als direkte Fortführung der in Pigeot und Ahrens (2008) beschriebenen Pilotdatenbank
wurde am Institut für Epidemiologie und Präventionsforschung (BIPS) eine Versicher-
tenstichprobe aus gepoolten GKV-Daten etabliert, die seit 2007 für die pharmakoepide-
miologische Forschung genutzt wird. Diese Daten dieser Versichertenstichprobe (im Fol-
genden auch als „GePaRD“ bezeichnet, abgeleitet von German Pharmacoepidemiological
Research Database) umfassen derzeit Stamm- und Leistungsdaten von vier GKVen in
Deutschland, von denen eine Versicherung lokal in Bremen operiert, eine überregional und
zwei bundesweit. Sie enthält gegenwärtig Daten von etwa 17 Millionen Versicherten aus
den Jahren 2000 bis 2009. Ein weiterer Ausbau auf die Folgejahre ist geplant, ebenso eine
Ausweitung auf bis zu 30 Millionen Versicherte. Bereits jetzt gehört sie zu den größten
Forschungsdatenbanken im Bereich der Arzneimittelsicherheit und Versorgungsforschung
europaweit. Mit ihrer Größe, der Zusammenführung von Daten verschiedener Krankenver-
sicherungen und der longitudinalen Fortschreibung der Daten ist diese Forschungsdaten-
bank einzigartig in Deutschland.
2.2.1 Datenstruktur
Die Datenbank besteht aus verschiedenen Datentabellen, die demographische Stammda-
ten, Informationen zu Hospitalisierungen oder ambulanten Behandlungen sowie zu ver-
schreibungspﬂichtigen Medikamenten enthalten. Verknüpft sind diese Tabellen über ein
Pseudonym, das keinen direkten Rückschluss auf die tatsächliche Identität des Versicher-
ten zulässt (siehe auch Abb. 2.2). Alle Detailinformationen zu Diagnosen, Behandlungen
und Arzneimittelexpositionen liegen in einheitlich kodierter Form vor:
• Alle Diagnosen sind gemäß der internationalen statistischen Klassiﬁkation der Krank-
heiten und verwandter Gesundheitsprobleme, Version 10, deutsche Fassung (ICD-
10-GM) kodiert, die vom Deutschen Institut für Medizinische Dokumentation und
Information (DIMDI) herausgegeben wird (DIMDI, 2012).
• Abrechnungsfähige operationelle Prozeduren sind nach dem Operationen- und Proze-
durenschlüssel (OPS) kodiert, der deutschen Modiﬁkation der Internationalen Klas-
siﬁkation der Prozeduren in der Medizin (ICPM), der ebenfalls vom DIMDI heraus-
gegeben wird (DIMDI, 2012).
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Abbildung 2.2: Aufbau von GePaRD
• Andere vertragsärztlich erbrachte ambulante Leistungen, die mit der GKV abge-
rechnet werden können, werden über den einheitlichen Bewertungsmaßstab (EBM)
verschlüsselt, ein für Deutschland speziﬁsches Kodiersystem, bereitgestellt von der
Kassenärztlichen Bundesvereinigung (KBV, 2012).
• Die Arzneimittelexpositionen sind in Form der Pharmazentralnummer (PZN) ab-
gelegt, einer Identiﬁkationsnummer, die neben dem aktiven Wirkstoﬀ auch Rück-
schlüsse auf Packungsgröße, Darreichungsform und die empfohlene Tagesdosierung
(„Deﬁned Daily Dose“, DDD) zulässt (IFA, 2012). Die Übersetzung in das internatio-
nal gebräuchliche anatomisch-therapeutisch-chemische Klassiﬁkationssystem (ATC,
WHO Collaborating Centre for Drug Statistics Methodology, 2012) ist über eine im
BIPS gepﬂegte Arzneimittel-Referenzdatenbank möglich.
2.2.2 Durchführung von Studien
Um diese Daten für pharmakoepidemiologische Studien nutzen zu können, müssen ihre
Besonderheiten im Studiendesign berücksichtigt werden. In den meisten pharmakoepide-
miologischen Studien wird der Eﬀekt einer Arzneimittelexposition auf das Auftreten einer
bestimmten Krankheit oder eines Ereignisses (der Hauptzielgröße) unter Berücksichtigung
von Begleiterkrankungen und Begleitmedikation untersucht. Beim Design der Studie ist
es wichtig, dass insbesondere die Hauptzielgröße und die interessierende Exposition prä-
zise erfasst werden können. Grundlegend für eine sensitive und speziﬁsche Erfassung der
Hauptzielgröße ist erstens eine gute Übersetzung der interessierenden Krankheit in die
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ICD-10 Kodierung und zweitens eine zuverlässige Diagnosekodierung in den Abrechnungs-
daten. Es ist anzunehmen, dass die Qualität der Diagnosekodierung von der Bedeutung
dieser Information für die Abrechnung abhängt. Vertragsärztliche Leistungen werden über
die kassenärztlichen Vereinigungen abgerechnet. Basis der Abrechnung sind dabei nach
dem einheitlichen Bewertungsmaßstab (EMB) kodierte Leistungen. Die zugehörigen Dia-
gnosen müssen zwar erfasst werden, spielen für die Bezahlung des Arztes jedoch keine
Rolle. Stationäre Behandlungen werden seit 2004 als Fallpauschalen über Diagnosis Re-
lated Groups (DRGs) abgerechnet. Für die Eingruppierung eines Patienten in eine DRG
werden die Hauptdiagnose, bestimmte Nebendiagnosen und durchgeführte Operationen
berücksichtigt. Die Qualität der DRG-Einteilung und somit auch der Kodierung wird vom
Medizinischen Dienst der Krankenkassen (MDK) stichprobenartig überprüft. Laut Kran-
kenhausreport 2007 (Klauber et al., 2008) war die Kodierung der überprüften Fälle 2004
in über 80% und in 2005 in über 90% der Fälle korrekt. Vor diesem Hintergrund liegt
die Vermutung nahe, dass sich die Qualität der Diagnosekodierung für ambulante und
stationäre Diagnosen unterscheiden; von allen erfassten Diagnosen erscheint die Haupt-
diagnose stationärer Behandlungen am zuverlässigsten und ist somit für die Deﬁnition der
Hauptzielgröße am geeignetsten.
Neben der Deﬁnition der Hauptzielgröße ist eine möglichst genaue Erfassung der Expo-
sition unerlässlich. Hierfür muss zunächst die Vollständigkeit der Expositionserfassung in
den Abrechnungsdaten überprüft werden. Wie eingangs erwähnt, sind Medikamente, die
im Krankenhaus verabreicht werden und OTC-Medikamente im Regelfall nicht in den
Abrechnungsdaten enthalten. Verschreibungspﬂichtige Medikamente, die üblicherweise im
ambulanten Bereich eingesetzt werden, sollten dagegen nahezu vollständig in den Daten
erfasst sein. Ein weiterer kritischer Punkt ist die Bestimmung des Expositionszeitraums.
Zur Bestimmung des Expositionszeitraums stehen in den Abrechnungsdaten folgende In-
formationen zur Verfügung: das Verschreibungsdatum, das Abgabedatum, die Anzahl ver-
schriebener Packungen und über die PZN die Wirkstoﬀmenge pro Packung und pro Ein-
heit (d. h. Tablette, Ampulle, etc.), die Darreichungsform und die DDD. Der Beginn des
Expositionszeitraums kann über das Verschreibungsdatum oder über das Abgabedatum
deﬁniert werden. Da in der Regel keine Informationen über das vom Arzt verordnete
Behandlungsregime bekannt sind, muss das Ende des Expositionszeitraums aus der ver-
ordneten Packungsgröße und der DDD geschätzt werden. Diese Schätzung kann erheblich
von der realen Exposition abweichen, da keine Informationen über das Einnahmeverhalten
vorliegen. Bei chronischen Krankheiten gibt es darüber hinaus noch die Möglichkeit, die
tatsächliche Exposition aus dem Zeitraum zwischen zwei Verschreibungen und der ver-
ordneten Packungsgröße zu schätzen. Eine ausführliche Diskussion zur Bestimmung der
Expositionsdauer ﬁndet sich bei Brown et al. (2009).
2.2.3 Gesetzliche Grundlage
Die gesetzliche Grundlage für die Verwendung von Daten der GKVen beruht auf §75 Zehn-
tes Sozialgesetzbuch (SGB X), in dem die Übermittlung von Sozialdaten für Forschungs-
zwecke geregelt ist. Demnach ist eine „Übermittlung von Sozialdaten [. . . ] zulässig, soweit
sie erforderlich ist für ein bestimmtes Vorhaben der wissenschaftlichen Forschung im Sozi-
alleistungsbereich [. . . ] und schutzwürdige Interessen des Betroﬀenen nicht beeinträchtigt
10
2.2 Beschreibung der deutschen pharmakoepidemiologischen Forschungsdatenbank
(GePaRD)
werden oder das öﬀentliche Interesse an der Forschung oder Planung das Geheimhaltungs-
interesse des Betroﬀenen erheblich überwiegt.“
Die GKV in Deutschland wird durch das fünfte Sozialgesetzbuch (SGB V) geregelt. Die
Gesetze des SGB V geben Mindestanforderungen für Informationen vor, die in den Abrech-
nungsdaten vorhanden sein müssen. So müssen z. B. Beispiel die Abrechnungsunterlagen
für vertragsärztliche Leistungen neben den erbrachten Leistungen auch den Tag der Be-
handlung und die Diagnosen enthalten (vgl. §295 SGB V). Außerdem müssen alle Diagno-
sen mit der jeweils aktuellen Version der ICD-10-GM kodiert werden. Mit diesen Gesetzen
trägt das SGB V dazu bei, dass die Abrechnungsdaten der GKVen inhaltlich ähnlich sind
und sich somit für gemeinsame Auswertungen eignen.
Die Durchführung pharmakoepidemiologischer Studien anhand der in GePaRD verfügba-
ren Informationen erfordert eine projektbezogene Genehmigung sowohl durch die beteilig-
ten GKVen als auch durch das Bundesversicherungsamt (BVA) oder regionale Behörden.
Für jede geplante Studie wird vor Beginn eine ausführliche Projektbeschreibung zur Ge-
nehmigung an die GKVen und die zuständige Behörde übermittelt. Des Weiteren werden
im Vorfeld sowohl ein detailliertes Studienprotokoll als auch ein statistischer Analyseplan
(SAP) erstellt, um den beteiligten Akteuren gegenüber die Transparenz der mit den In-
dividualdaten geplanten Auswertungen sicherzustellen. Die Genehmigung umfasst in der
Regel einen klar deﬁnierten Studienzeitraum, in dem alle für die Studie notwendigen Zu-
griﬀe auf die Daten erfolgen müssen. In diesem Zeitfenster dürfen nur an dem Projekt
beteiligte Mitarbeiter auf die für das Projekt bereitgestellten Daten zugreifen. Der Zugriﬀ
der entsprechenden Mitarbeiter wird über ein System von Zugriﬀsrechten organisiert. Nach
Studienende erlischt die Zugangsberechtigung.
2.2.4 Datenﬂuss
Die personenbezogenen Leistungsdaten werden von den GKVen aus datenschutzrechtli-
chen Gründen nicht direkt an das BIPS geliefert, sondern in pseudonymisierter Form –
im Folgenden als „Versichertenpseudonyme“ (VPS) bezeichnet – zunächst an eine vom
BIPS räumlich getrennte Vertrauensstelle, die in der Verantwortung des Instituts für
Informations-, Gesundheits- und Medizinrecht (IGMR) der Universität Bremen steht (vgl.
Abb. 2.3). In der Vertrauensstelle werden die von den GKVen gelieferten Daten zunächst
auf Plausibilität geprüft. Diese Prüfung umfasst generelle Parameter wie die Anzahl der
gelieferten Datensätze und die Vollständigkeit in Bezug auf die erwarteten Anzahlen und
Zeiträume. Inhaltliche Überprüfungen werden nicht durchgeführt. Nach Abschluss der
Plausibilitätsprüfungen werden die VPS in der Vertrauensstelle über dort erzeugte Schlüs-
seltabellen ein weiteres Mal pseudonymisiert (im Folgenden als VPS2 bezeichnet). Diese
Pseudonyme ermöglichen einen longitudinalen Anschluss an die bereits in der Datenbank
vorhandenen Daten. Während der Datenaufbereitung in der Vertrauensstelle werden ei-
nige personenbezogene Merkmale der Versicherten, wie etwa das Geburtsdatum oder der
Wohnort, aus datenschutzrechtlichen Gründen vergröbert. Die so in der Vertrauensstelle
verarbeiteten und pseudonymisierten Daten werden im Anschluss auf einem verschlüssel-
ten Datenträger per Boten an das BIPS übermittelt, wo sie weiteren Plausibilitätsuntersu-
chungen unterzogen werden. Sobald auch diese Überprüfungen abgeschlossen sind, werden
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VID = Nummer des Versicherten in der Versicherung 
VPS   = Pseudonym des Versicherten erzeugt in der Krankenversicherung
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Abbildung 2.3: Datenﬂuss der Leistungsdaten von den gesetzlichen Krankenversicherungen über die
Vertrauensstelle im Institut für Informations-, Gesundheits- und Medizinrecht (IGMR) an das Institut
für Epidemiologie und Präventionsforschung (BIPS)
die neuen Daten zum bestehenden Datenbestand hinzugefügt. Um den Forschungsprojek-
ten im BIPS stets einen konsolidierten Datenstand zur Verfügung zu stellen, wird nach
Hinzufügen der neuen Daten ein neuer sogenannter Datenbanksnapshot erstellt. Dieser
dient als Auswertungsgrundlage und wird nicht mehr verändert.
Werden bei den Plausibilitätsprüfungen in der Vertrauensstelle oder bei den Auswertungen
im BIPS größere Fehler entdeckt, müssen diese korrigiert und eventuell mit der entspre-
chenden GKV geklärt werden. Die Korrekturen ﬂießen dann beim nächsten Datenbank-
snapshot ein. Rückfragen an die GKVen, die sich auf einzelne Personen oder eingeschränk-
te Personengruppen beziehen, müssen über die Vertrauensstelle abgewickelt werden. Nach
Übermittlung der entsprechenden VPS2 durch das BIPS an die Vertrauensstelle ist eine
Ermittlung der zugehörigen VPS möglich, die dann an die GKV weitergeleitet werden
können.
2.3 Identiﬁzierung von Mutter-Kind-Paaren
Als ein Beispiel für das Potenzial der GePaRD wird hier die Möglichkeit der Zuordnung von
Kindern zu ihren leiblichen Müttern beschrieben, was in vielen Datenbanken nicht möglich
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ist, jedoch ein wichtiges Thema in der Arzneimittelsicherheitsforschung bei der Frage nach
der Teratogenität darstellt. Dabei spricht man von Teratogenität als der fruchtschädigen-
den Wirkung auf den Fötus einer schwangeren Frau, nachdem diese einem bestimmten
Wirkstoﬀ ausgesetzt war. Das bekannteste Beispiel für derartige teratogene Mechanismen
ist sicherlich der breite Gebrauch von Thalidomid (Handelsname „Contergan“) in den spä-
ten 1950ern (McBride, 1961). Dieses Sedativum mit einem zusätzlichen antiemetischen
Eﬀekt wurde schwangeren Frauen zur Vermeidung morgendlicher Übelkeit verschrieben,
führte jedoch zu Missbildungen des Kindes, in erster Linie Phokomelien (schweren Fehlbil-
dungen der Gliedmaßen des Fötus). Nachdem diese Schädigungen unabhängig voneinander
in mehreren Ländern eindeutig dem Wirkstoﬀ Thalidomid zugeschrieben werden konnten,
wurde Thalidomid im Jahr 1961 vom Markt genommen. Seitdem wurde das teratogene
Potenzial neu entwickelter Präparate gründlicher abgewogen.
Um solche teratogene und andere Langzeiteﬀekte in den GePaRD Daten abzuschätzen,
muss die Exposition der Mutter mit potenziellen schädlichen Präparaten mit der Kranken-
akte des Neugeborenen verknüpft werden. Während diese Verknüpfung in vielerlei Hinsicht
wünschenswert wäre, ist sie kein Teil der Datenstruktur in GePaRD, da sie im Abrech-
nungsprozess der GKVen nicht relevant ist und erfordert somit einen eigenen Algorithmus
zu ihrer Erstellung.
Im System der deutschen GKV existieren zwei grundlegende Typen der Versicherungsmit-
gliedschaft (vgl. §10 SGB V):
Pﬂichtversicherung: Der Versicherte ist für gewöhnlich ﬁnanziell eigenständig, jedoch
liegt sein jährliches Einkommen unterhalb der Versicherungspﬂichtgrenze (in 2012:
e 50.850), ab der er sich privat versichern könnte.
Familienversicherung: Der Versicherte ist ﬁnanziell nicht eigenständig, aber auf eine Art
abhängig von einem anderen pﬂichtversicherten Familienmitglied. Dies könnte auf-
grund der Minderjährigkeit des Versicherten sein (d. h. ein Kind), weil er ein nicht ar-
beitender oder gering verdienender Ehepartner ist oder ein abhängiges Familienmit-
glied anderer Art. Diese Personen sind für gewöhnlich bei einem Pﬂichtversicherten
mitversichert.
Der Schlüssel zur Identiﬁzierung von Mutter-Kind-Paaren liegt in dieser Verknüpfung ei-
nes Pﬂichtversicherten und seinen Familienversicherten. Diese ist in den Leistungsdaten
der GKVen als Eintrag der Versichertennummer des Pﬂichtversicherten in den Daten des
abhängig Versicherten abgebildet.
2.3.1 Der Algorithmus
Wie oben beschrieben, basiert der Algorithmus zur Identiﬁzierung von Mutter-Kind-Paaren
auf der Familienversicherung der entsprechenden GKV. Im Folgenden wird eine detaillierte
Beschreibung der Prozedur und der verschiedenen Ebenen der Verknüpfung gegeben.
Die Verknüpfung eines Neugeborenen zu seiner biologischen Mutter unter Verwendung von
Abrechnungsdaten der Versicherung bringt drei Hauptprobleme mit sich:
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Problem 1: Es gibt keine speziﬁsche Verknüpfung zwischen einem Neugeborenen und sei-
ner biologischen Mutter, da diese Information nicht abrechnungsrelevant ist. Die-
ser Mangel macht die Verwendung der Informationen zur Familienversicherung not-
wendig.
Problem 2: Aus Datenschutzgründen enthält die Datenbank für keinen Versicherten das
exakte Geburtsdatum. Dies schließt natürlich auch die Neugeborenen ein, was ein
Problem darstellt, wie sich im Laufe des Prozesses herausstellen wird.
Problem 3: Finanziell eigenständige und pﬂichtversicherte Mütter, bei denen das Neuge-
borene nicht familienversichert ist (weil es etwa beim Vater mitversichert ist), können
basierend auf den Informationen zur Familienversicherung nicht mit Neugeborenen
verknüpft werden, selbst wenn sie bei derselben GKV versichert sind. Dies ist ein sys-
temimmanentes Problem, das durch die hier beschriebene Methode nicht lösbar ist
und die Auswirkungen dieses Problem werden in Abschnitt 2.3.2 näher untersucht.
Um die ersten beiden Probleme lösen zu können, wurde ein aus sechs Schritten bestehender
Algorithmus entwickelt:
1. Identiﬁzierung der Neugeborenen;
2. Identiﬁzierung von direkt verknüpften Paaren;
3. Identiﬁzierung aller Geburtsinformationen der Frauen aus den direkt verknüpften
Paaren;
4. Identiﬁzierung von indirekt verknüpften Paaren;
5. Identiﬁzierung aller Geburtsinformationen der Frauen aus den indirekt verknüpften
Paaren;
6. Bereinigung der Ergebnisse.
Jeder dieser Schritte wird im Folgenden detaillierter beschrieben. Es wird in allen Schritten
feste Studienperiode vorausgesetzt, d. h. ein Zeitraum von einem oder mehreren Jahren,
in denen Mutter-Kind-Paare in der Datenbank identiﬁziert werden sollen.
Schritt 1 – Identiﬁzierung der Neugeborenen
Für die gesamte Studienperiode werden alle Versicherten identiﬁziert, deren Geburtsjahr
innerhalb der Studienperiode liegen. Für jedes dieser neugeborenen Kinder werden die
Versichertennummer (im Folgenden: Kind-ID) und der Tag des Versicherungsbeginns ex-
trahiert. Dabei wird der Tag des Versicherungsbeginns als Proxy-Variable für das Geburts-
datum das Kindes verwendet. Um sicherzustellen, dass nur die Kinder einbezogen werden,
die technisch auch eine Chance zur Verknüpfung zu ihrer Mutter haben, werden alle Kinder
ausgeschlossen, für die entweder kein Versicherungseintrittsdatum in den Daten vorliegt
oder deren Versicherungseintrittsdatum außerhalb des Studienzeitraums liegt (vgl. auch
Abb. 2.4).
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Abbildung 2.4: Schematische Darstellung der Einzelschritte bei der Identiﬁzierung von Neugeborenen
Schritt 2 – Identiﬁzierung von direkt verknüpften Paaren
Wie zuvor beschrieben, sind im System der deutschen GKV Ehegatten, rechtliche Lebens-
partner, Kinder (bis zu 25 Jahren) und Enkelkinder bei einem Pﬂichtversicherten familien-
versichert, wenn sie eine gewisse Einkommensgrenze nicht überschreiten. Die Verknüpfung
zum Pﬂichtversicherten wird in GePaRD durch die sogenannte Familien-ID realisiert, d. h.
die Versichertennummer des Pﬂichtversicherten ist innerhalb der Dokumentation des Fa-
milienversicherten gespeichert.
In diesem Schritt des Algorithmus wird diese Tatsache ausgenutzt, indem alle direkten Paa-
re von Kindern und möglichen Müttern identiﬁziert werden. Eine Kind-ID hat eine „direkte
Verknüpfung“ zu einem Pﬂichtversicherten, wenn – zu irgendeinem durch die Datenbank
abgedeckten Zeitpunkt, also auch über die Studienperiode hinaus – die Versichertennum-
mer des Pﬂichtversicherten in der Dokumentation des Kindes innerhalb der Familien-ID
erfasst ist. Über diesen Link kann das zuvor angeführte Problem 1, die fehlende Verknüp-
fung zwischen Mutter und Kind, gelöst werden. Die Betrachtung aller Pﬂichtversicherten,
mit denen das entsprechende Kind in der gesamten Abdeckung der Datenbank (nicht nur
der interessierenden Studiendauer) verbunden ist, lässt sich dadurch begründen, dass die
Chance eine potenzielle Mutter zu identiﬁzieren steigt, wenn eine direkte Verknüpfung
nicht nur auf die Studiendauer begrenzt ist. Wenn das Kind bei der entsprechenden Per-
son familienversichert ist oder war, muss es eine Art der Beziehung geben oder gegeben
haben, auch wenn diese Beziehung schon beendet sein kann, noch nicht begonnen hat oder
– ebenso möglich – sich der Versichertenstatus des Pﬂichtversicherten geändert hat, nicht
jedoch die Beziehung zum Kind.
Bis zu diesem Zeitpunkt wurde das Geschlecht des Pﬂichtversicherten nicht beachtet. Nun
werden in einem Zwischenschritt alle Paare mit einem männlichen Pﬂichtversicherten ent-
fernt; sie werden später erneut betrachtet.
Das Ergebnis dieses zweiten Schritts im Algorithmus ist eine Menge von Paaren aus Neu-
geborenen und potenziellen Müttern (vgl. Abb. 2.5). Zu diesem Zeitpunkt ist es durchaus
möglich, dass einem Kind mehrere potenzielle Mütter zugeordnet sind. Wenn ein Kind
nicht direkt mit einer Frau verknüpft werden kann, bedeutet dies nicht, dass keine Mutter
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Abbildung 2.5: Identiﬁzierung von direkt verknüpften Paaren
für das entsprechende Kind gefunden werden kann. Diese Neugeborenen werden in einem
späteren Schritt erneut betrachtet.
Schritt 3 – Identiﬁzierung aller Geburtsinformationen der Frauen aus den direkt
verknüpften Paaren
Zu allen Frauen, die in den direkt verknüpften Paaren einem Kind zugeordnet sind, wer-
den die stationären und ambulanten Informationen in der Datenbank nach Anzeichen
einer Entbindung durchsucht. In GePaRD gibt es zwei Möglichkeiten, eine Entbindung
festzustellen. Zum einen kann ein eindeutiger Entbindungstermin in den stationären oder
ambulanten Daten der Frauen erfasst sein, da für Entbindungstermine in GePaRD eigene
Variablen vorgesehen sind. Zum anderen kann es vorkommen, dass kein Entbindungs-
termin dokumentiert wurde, sich jedoch in den stationären oder ambulanten Daten der
Frauen Codes (ICD-10-GM, OPS oder EBM) beﬁnden, die auf eine Geburt hinweisen. Ins-
gesamt gibt es somit vier Pfade, über die ein direktes Paar als valides Mutter-Kind-Paar
identiﬁziert werden kann (vgl. Abb. 2.6).
Um eine Mutter zuverlässig ihrem Kind zuordnen zu können, muss es eine Übereinstim-
mung zwischen dem Geburtsdatum des Kindes und einem Geburtsereignis in den Daten
der Mutter geben. Da aber das Geburtsdatum des Kindes nicht bekannt ist (Problem 2),
muss ein Ersatz gefunden werden. Hier spielt nun der Versicherungseintritt des Kindes als
Proxy-Variable für das Geburtsdatum eine entscheidende Rolle. Über diesen Behelf kann
Problem 2 zumindest ausreichend aufgelöst werden. Für die Zuordnung von Kind und Mut-
ter werden nur die Geburtsereignisse in den Daten der verbundenen Frau berücksichtigt,
die innerhalb eines vorher deﬁnierten Zeitfensters von x Tagen um den Versicherungsein-
tritt des Kindes liegen. Standardmäßig werden fünf Zeitfenster berücksichtigt (x = 0, 5,
10, 20 oder 30 Tage), um die Sensitivität des Algorithmus prüfen zu können. Findet sich
im Zeitraum von ±x Tagen um den Versicherungseintritt des Kindes ein Entbindungsda-
tum in den Daten der Frau, wird diese als Mutter angenommen und das Paar wird als
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valides Mutter-Kind-Paar gekennzeichnet. Dabei wird hierarchisch vorgegangen: Zunächst
wird geprüft, ob ein stationäres Entbindungsdatum vorliegt. Ist dies nicht der Fall, wird
nach einem ambulanten Entbindungsdatum gesucht. Falls kein Entbindungsdatum in den
Daten der Frau abgelegt ist, werden die stationären Diagnosen (ICD-10-GM) und OPS-
Codes im entsprechenden Zeitfenster nach Hinweisen auf eine Entbindung durchsucht.
Sind in den stationären Daten keine Hinweise auf eine Entbindung vorhanden, werden zu-
letzt noch die ambulanten Diagnosen und weiteren Leistungen nach Hinweisen durchsucht.
Dabei ergibt sich das Problem, dass ambulante Leistungen in der Regel nicht tagesgenau,
sondern nur quartalsweise abgerechnet werden. Dies bedeutet, dass ambulante Diagnosen
und Operationen (OPS-Codes) nicht mit einem exakten Datum, sondern nur als Abrech-
nungsquartal vorliegen. Hier wird eine valide Verknüpfung zwischen Mutter und Kind
angenommen, wenn der entsprechende Eintrag in den Daten der Mutter im selben Quar-
tal oder im vorherigen bzw. direkt folgenden Quartal liegt wie der Versicherungseintritt
des Kindes. Diese Zuordnung ist naturgemäß wesentlich ungenauer und weniger verlässlich
als eine Zuordnung über ein genaues Datum, jedoch ist dies die einzige Möglichkeit, die
die Abrechnungsdaten bieten. Leistungen, die nach dem EBM abgerechnet werden, haben
allerdings ein Behandlungsdatum, so dass in diesen Fällen wieder mit dem tagesgenau-
en Zeitfenster von ±x Tagen um den Versicherungseintritt des Kindes gearbeitet werden
kann. Der hierarchische Ablauf der Identiﬁzierung von direkten Mutter-Kind-Paaren ist in
Abb. 2.6 veranschaulicht.
Schritt 4 – Identiﬁzierung von indirekt verknüpften Paaren
Alle Paare aus Neugeborenen und Hauptversicherten, die bislang nicht als valide Mutter-
Kind-Paare identiﬁziert werden konnten (hier sind insbesondere alle Paare mit männlichen
Hauptversicherten enthalten), werden in einem weiteren Analyseschritt prozessiert. Von
Interesse ist nun, ob die Hauptversicherten eventuell weitere mitversicherte Personen ha-
ben, die als potenzielle Mutter in Frage kommen. Ein klassisches Bespiel wäre hier etwa
eine Familie mit dem Mann als Hauptverdiener, bei dem sowohl das Neugeborene als auch
die Mutter über die Familienversicherung erfasst sind.
Es werden also nun Paare aus allen verbliebenen Neugeborenen und allen Personen, die
über einen gemeinsamen Hauptversicherten einander zugeordnet werden können gebildet
(vgl. Abb. 2.7 und Abb. 2.9). Diese Paare werden als indirekt verknüpfte Paare bezeich-
net.
Schritt 5 – Identiﬁzierung aller Geburtsinformationen der Frauen aus den indirekt
verknüpften Paaren
Die Identiﬁzierung der indirekten Mutter-Kind-Paare verläuft analog zum hierarchischen
Ablauf in Schritt 3 (vgl. Abb. 2.8). Zunächst werden die Paare mit weiblichen Mitver-
sicherten identiﬁziert und für diese Paare wird in den Daten der Frau nach Geburtsin-
formationen gesucht. Danach werden wieder die stationären bzw. ambulanten Daten der
potenziellen Mutter nach einem eingetragenen Entbindungsdatum im Zeitraum ±x um den
Versicherungseintritt des Kindes abgesucht. Bei Fehlen eines Entbindungsdatums wird in
den stationären bzw. ambulanten Codes nach Hinweisen auf eine Entbindung gesucht.
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Abbildung 2.7: Indirekte Paare: Neugeborenes und potenzielle Mutter sind über ein gemeinsames
Familienmitglied versichert
Analog zu den direkten Paaren gibt es somit auch für die indirekten Paare vier Pfade, auf
denen ein Mutter-Kind-Paar identiﬁziert werden kann.
Alle Neugeborenen, die nach diesem Schritt keiner Mutter zugeordnet werden konnten,
werden als „Waisen“ betrachtet, da eine Verknüpfung zur Mutter in der vorliegenden Da-
tenbank mit dem vorgestellten Algorithmus nicht möglich ist.
Schritt 6 – Bereinigung der Ergebnisse
Nach der eigentlichen Identiﬁzierung der Mutter-Kind-Paare werden die Ergebnisse einer
ﬁnalen Datenreinigung unterzogen. Dabei werden verschiedene Aspekte geprüft, da auf-
grund der automatisierten Vorgehensweise nicht ausgeschlossen werden kann, dass sich
Fehlzuordnungen ergeben haben.
Im Einzelnen wird geprüft, ob die identiﬁzierte Mutter selbst in der Liste der Neugebore-
nen auftaucht. Dies kann etwa bei Zwillingen der Fall sein, wenn das Geburtsereignis nicht
in den Daten der Mutter erfasst wurde, sondern fälschlicherweise in den Daten eines der
Kinder. Ein ähnliches Problem sind Mütter mit unplausiblem Alter. So werden alle Paare
verworfen, bei denen die Mutter zum fraglichen Zeitpunkt jünger als 10 Jahre war. Eine
Inspektion von Einzelfällen hat ergeben, dass der überwiegende Teil dieser Fehlzuordnun-
gen aufgrund scheinbar fehlerhaft kodierter EBM-Codes zustande gekommen ist, für die
allerdings kein oﬀensichtlicher Grund ersichtlich ist.
Des Weiteren werden alle Neugeborenen ausgeschlossen, für die mehr als eine Mutter
identiﬁziert wurde. Dies kann der Fall sein, wenn ein Kind mehrere verbundene Frauen
(direkt oder indirekt) hat und für mehr als eine dieser Frauen im fraglichen Zeitraum ein
Geburtsereignis gefunden wurde. Da die richtige Mutter nicht mit Sicherheit bestimmt
werden kann, werden alle diese Paare ausgeschlossen.
In einer aufwändigeren konﬁrmatorischen Analyse wird für alle noch verbleibenden Paare
untersucht, ob in einem Zeitraum von 300 Tagen bzw. 4 Quartalen vor Versicherungsein-
tritt des Kindes ein Hinweis auf eine Schwangerschaft in den Daten der Mutter identiﬁ-
ziert werden kann. Ist dies nicht der Fall und ist die Mutter gleichzeitig entweder jünger
als 15 oder älter als 44 Jahre, wird das entsprechende Paar als Fehlzuordnung eingestuft,
ausgehend von der Annahme, dass Schwangerschaften gut überwacht und damit auch do-
kumentiert sein müssten.
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Abbildung 2.9: Schematische Darstellung der Einzelschritte bei der Identiﬁzierung von indirekt ver-
knüpften Paaren
Alle verbleibenden Paare werden als valide angesehen.
2.3.2 Mutter-Kind-Paare in GePaRD für 2004 bis 2006
Für die Versicherungsjahre 2004 bis 2006 konnten über alle vier in GePaRD eingeschlos-
senen GKVen insgesamt 323.993 Neugeborene identiﬁziert werden, von denen 250.355
(77,27%) eindeutig einer Mutter zugeordnet werden konnten. Die Verteilung auf die acht
verschiedenen vorgestellten Pfade, auf denen eine Identiﬁzierung der Mutter-Kind-Paare
möglich ist, wird in Tab. 2.1 gegeben. Der Hauptteil aller Mutter-Kind-Paare wurde über
stationäre Entbindungsdaten gefunden (direkt: 77,01 %, indirekt: 22,70%) und lediglich
3,21% aller gefundenen Paare wurden rein über Codes identiﬁziert.
Es wurden insgesamt 73.638 (22,73%) Neugeborene nicht verknüpft, zum Teil aufgrund
der in Tab. 2.2 aufgeführten Gründe, hauptsächlich aber, weil keine passende Mutter in
den Daten gefunden wurde. Dies war der Fall für 58.959 Kinder (80,07%). Dabei liegt
die Vermutung nahe, dass es sich bei diesen Kindern größtenteils um Kinder mit dem
Tabelle 2.1: Valide Mutter-Kind-Paare, aufgeschlüsselt nach Pfad
Direkte Paare Indirekte Paare
Pfad N % N %
Stationäres Entbindungsdatum 180.291 72,01 56.820 22,70
Ambulantes Entbindungsdatum 3.618 1,45 1.586 0,63
Stationärer Code 2.038 0,81 577 0,23
Ambulanter Code 3.755 1,50 1.670 0,67
Total 189.702 75,77 60.653 24,23
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Tabelle 2.2: Neugeborene, die nicht zugeordnet werden konnten, aufgeschlüsselt nach Grund. Her-
vorgehoben sind die Kinder, die ohne oﬀensichtlichen Grund nicht mit ihrer Mutter verknüft werden
konnten.
Grund N %
Keine valides Versicherungseintrittsdatum 31 0,04
Versicherungseintritt nicht im Geburtsjahr (± 30 Tage) 11.967 16,25
Keine (gültige) Familien-ID 2.303 3,13
Nicht verknüpft, obwohl regulär mitversichert 58.959 80,07
Mutter jünger als 10 Jahre 229 0,31
Mehrere Mütter identiﬁziert 123 0,17
Alter <15 bzw. >44 und kein Hinweis auf Schwangerschaft 26 0,04
Total 73.638 100,00
geschilderten Problem 3 handelt, also Neugeborene mit einer eigenständig versicherten
Mutter.
Um diese Vermutung näher zu untersuchen, wurde zunächst das Geschlecht der Haupt-
versicherten der 58.959 mitversicherten Kinder ermittelt. Dabei zeigte sich, dass 53.967
(91,5%) dieser Kinder ausschließlich bei männlichen Mitgliedern familienversichert waren,
evtl. den entsprechenden biologischen Vätern. Weiterhin wurden aus GePaRD alle Frauen
identiﬁziert, die zwar ein Entbindungsdatum (stationär oder ambulant) oder einen entbin-
dungsrelevanten Code (stationär und/oder ambulant) in ihren Daten aufgezeichnet hatten,
denen aber keines der Neugeborenen zugeordnet werden konnte. Es wurden 58.927 Frauen
identiﬁziert, die laut Datenlage eine Entbindung hatten, aber denen kein Kind zugeord-
net werden konnte. Von diesen Müttern waren 52.575 (89,3%) eigenständig versichert.
Die Gesamtheit dieser Ergebnisse, insbesondere die hohen Anteile von rein männlichen
Hauptversicherten der nicht zugeordneten Neugeborenen auf der einen Seite und selbst-
versicherten Müttern ohne zugeordnetes Kind auf der anderen Seite könnten ein Hinweis
darauf sein, dass ein Großteil dieser Kinder wegen des angesprochenen Problems 3 nicht
verknüpft werden konnte.
Abschließend wurde in Sensitivitätsanalysen untersucht, wie der Algorithmus auf die Va-
riation des Zeitfensters x reagiert. Hierzu wurden Analysen mit verschiedenen Zeitfenstern
(x = 0, 5, 10, 20, 30 Tage) durchgeführt und die Anzahl und Anteile der identiﬁzierten
Mutter-Kind-Paare betrachtet. Wie erwartet, ist die Zahl der identiﬁzierten Paare bei
x = 0 Tagen geringer (246.985 (76,23%) von 323.993 Neugeborenen verknüpft) als beim
maximalen Zeitfenster x = 30 Tagen (250.355 (77,27%) von 323.993 Neugeborenen ver-
knüpft), da hier nur die Geburtsereignisse berücksichtigt wurden, die exakt mit dem Tag
des Versicherungseintritts übereinstimmen. Daher ist bei den im restriktiven Zeitfenster
x = 0 Tagen identiﬁzierten Paaren von einer hohen Validität der Ergebnisse auszugehen.
Die Ergebnisse der Sensitivitätsanalyse sind in Tab. 2.3 dargestellt.
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Tabelle 2.3: Anzahl der erfolgreich zugeordneten Neugeborenen bei verschiedenen Größen des Zeit-
fensters. Anzahl der Neugeborenen insgesamt: 323.993







Eine Anwendung des oben beschriebenen Algorithmus betriﬀt die Abschätzung von Impf-
komplikationen, insbesondere bei Neugeborenen und jungen Kindern. In dieser frühen Pha-
se des Lebens sind Nebenwirkungen von Standardimpfungen von großem Interesse (z. B.
Fieberkrämpfe nach Kombi-Impfungen gegen Masern, Mumps und Röteln (MMR), MMR
und gesonderter Varizellen-Impfung (V) oder MMRV Kombi-Impfungen, Schink et al.,
2012). Zur korrekten Identiﬁzierung von Impfungen und Nebenwirkungen sind das exakte
Alter des Kindes, die chronologische Reihenfolge der Ereignisse und die Anzahl der Tage
zwischen der Impfung und der Nebenwirkung notwendig. Da in GePaRD der Zeitpunkt
der Geburt nur durch das Geburtsjahr angegeben ist, ist das exakte Alter des Kindes
unbekannt, so dass es nicht ohne Weiteres möglich ist, die Nebenwirkungen von Impfun-
gen zu untersuchen. Um dieser Einschränkung begegnen zu können, kann ebenfalls der
vorgestellte Algorithmus zur Identiﬁzierung der Mutter-Kind-Paare herangezogen werden,
insbesondere unter Verwendung des restriktiven Zeitfensters x = 0 Tagen. Diese Möglich-
keit zur Rekonstruktion des genauen Geburtsdatums wurde im BIPS ebenfalls untersucht.
In einer Validierungsstudie wurde geprüft, ob die durch den Algorithmus geschätzten Ge-
burtsdaten mit den tatsächlichen Geburtsdaten, die von den Kassen zu diesem Zweck zur
Verfügung gestellt wurden, übereinstimmen. Es ergab sich, dass das geschätzte Geburts-
datum in 95% der Fälle mit dem echten Datum übereinstimmt.
Dieses einführende Beispiel der Verknüpfung von Neugeborenen mit ihren leiblichen Müt-
tern macht das große Potenzial der GePaRD-Daten für automatisierte Datenanalysen deut-
lich. Im weiteren Verlauf dieser Arbeit wird beschrieben, wie diese Daten auch im Rahmen
der Signalgenerierung zur Bewertung des Sicherheitsproﬁls von Arzneimitteln in automa-
tisierter Weise genutzt werden können. Dazu werden im folgenden Kapitel zunächst die
grundlegenden Signalgenerierungsverfahren vorgestellt und detailliert erläutert.
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Dieses Kapitel befasst sich mit dem technischen Prozess der Signalgenerierung. Dies schließt
die Beschreibung der einzelnen Schritte des Prozesses sowie technische und statistische De-
tails einiger häuﬁg verwendeter Methoden ein. Nach einer Beschreibung des Ablaufs der
Signalgenerierung wird näher auf eine Klasse von statistischen Verfahren zum Aufdecken
von Sicherheitsrisiken eingegangen, die sogenannten Disproportionalitätsmaße. Besonderes
Augenmerk liegt dabei auf den Eigenschaften, insbesondere den Vorteilen und Schwächen,
der einzelnen Verfahren und ihrer Eignung zum Einsatz auf longitudinalen Daten, wie sie
in der deutschen pharmakoepidemiologischen Forschungsdatenbank (vgl. Abschnitt 2.2)
vorliegen. Die Grundlage dieses Kapitels bilden zwei von mir verfasste Arbeiten. Dies ist
zunächst ein eingeladener Übersichtsartikel von Suling und Pigeot mit dem Titel „Signal
detection and monitoring based on longitudinal healthcare data“ über Signalgenerierung
und -überwachung basierend auf longitudinalen Daten, der in überarbeiteter Form zur
Veröﬀentlichung in Pharmaceutics eingereicht wurde (Artikel in Anhang C.2). Der zweite
Artikel mit dem Titel „Data mining in pharmacoepidemiological databases“ diskutiert ins-
besondere die statistischen Eigenschaften eines der im Folgenden vorgestellten Dispropor-
tionalitätsmaße, des Gamma-Poisson Shrinkers. Dieser Artikel ist zur Veröﬀentlichung in
einem Sammelband mit Peer-Review-Verfahren angenommen (Artikel in Anhang C.3).
3.1 Einführung in den Prozess der Signalgenerierung
Als Signalgenerierung wird die automatisierte zeitnahe Identiﬁzierung unbekannter Arz-
neimittelnebenwirkungen (UAW) nach Marktzulassung bezeichnet. Der Prozess der Signal-
generierung umfasst mehrere Stufen und wird in Suling und Pigeot (2012) in ausführlicher
Form beschrieben (Artikel in Anhang C.2); daher soll der Ablauf an dieser Stelle nur knapp
umrissen werden (siehe dazu Abb. 3.1).
3.1.1 Spontanmelderegister und longitudinale Daten
Nationale und internationale Programme zur systematischen Überwachung der Sicher-
heit von Arzneimitteln beruhten seit ihrer Etablierung hauptsächlich auf Daten aus so-
genannten Spontanmelderegistern. In diesen Registern werden Meldungen zu vermuteten
Zusammenhängen zwischen einer Arzneimittelexposition und einem danach auftretenden
medizinischen Ereignis gesammelt. Gemeldet werden diese Zusammenhänge in der Regel
von Akteuren aus dem professionellen medizinischen Bereich, d. h. von Ärzten und der
pharmazeutischen Industrie; jedoch können die Meldungen auch direkt von den Patienten
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Abbildung 3.1: Grobes Schema des Ablaufs der Signalgenerierung (UAW = Unerwünschte Arzneimit-
telwirkung)
stammen (Almenoﬀ et al., 2005; Hauben et al., 2005). Die so kumulierten Informationen zu
Expositionen und Ereignissen werden anhand speziell entwickelter Algorithmen analysiert,
um potenzielle Sicherheitsrisiken („Signale“) zu entdecken. Allerdings sind Spontanmelde-
daten für die Signalgenerierung nicht unproblematisch, da sie einigen in der Literatur
ausführlich dokumentierten Limitationen unterliegen. Zum einen werden nur ca. 5-10%
der Arzneimittelnebenwirkungen tatsächlich gemeldet, wodurch sich ein erhebliches Un-
derreporting ergibt. Dem gegenüber kann es aber auch zu vermehrten Meldungen einer
bestimmten Wirkstoﬀ-Ereignis-Kombination (WEK) kommen, die nicht allein durch ein
vorhandenes Sicherheitsrisiko induziert ist, sondern andere Ursachen haben kann (z. B. Me-
dienaufmerksamkeit für diese spezielle WEK). Durch die verschiedenen Meldekanäle (z. B.
Ärzte, pharmazeutische Industrie oder Patienten) kann nicht vermieden werden, dass es
zu Doppelmeldungen einzelner WEKs kommt. Darüber hinaus ist der enthaltene Informa-
tionsumfang oftmals gering und/oder lückenhaft und die für eine adäquate Beschreibung
des Gesundheitszustands eines Patienten notwendigen Kovariablen sind häuﬁg nicht an-
gegeben. Ein schwerwiegendes Problem aus methodischer Sicht ist der Umstand, dass in
diesen Datenbanken nur Personen verzeichnet sind, die nach einer Arzneimittelexposition
auch irgendein Gesundheitsereignis hatten. Es sind keine Informationen zur Arzneimittel-
exposition ohne nachfolgende Ereignisse vorhanden, was z. B. Inzidenzschätzungen anhand
solcher Daten unmöglich macht (Bates et al., 2003; Goldman, 1998; Hauben und Bate,
2009a).
Longitudinale Datenbestände, wie etwa in GePaRD, unterliegen vielen dieser Limitationen
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nicht. So können diese Daten in der Regel ein sehr vollständiges Bild vom Gesundheits-
zustand eines Patienten geben, da detaillierte Informationen zu Komedikationen und Ko-
morbiditäten verfügbar sind. Auch die Problematik fehlender, überzähliger oder doppelter
Meldungen ist nicht gegeben. Allerdings sind im Allgemeinen wertvolle Informationen, wie
etwa lebensstilbedingte Faktoren oder personenbezogene Merkmale nicht oder nur unzu-
reichend in den Daten enthalten.
3.1.2 Signalgenerierung
Um Signale generieren zu können, können prinzipiell alle Datenbestände genutzt werden,
die sowohl Informationen zu Arzneimittelexpositionen als auch zu damit einhergehenden
gesundheitlichen Ereignissen enthalten. Dabei ist von sekundärem Interesse, ob diese Daten
zum Zweck der Arzneimittelsicherheit erhoben wurden (z. B. Spontanmeldedaten) oder
primär einem anderen Zweck dienen (z. B. Abrechnungsdaten von Krankenversicherungen,
elektronische Krankenakten oder auch Internetforen zu medizinischen Fragen) (Harpaz
et al., 2012). Allerdings ist in jedem Fall die Qualität der verwendeten Datenquelle zu
überprüfen.
Nach einer Aufbereitung der Daten können Signalgenerierungsalgorithmen angewendet
werden. Hierbei werden im Groben zwei Ansätze unterschieden:
1. Auﬃnden bislang unbekannter Signale über Data Mining Verfahren. Data Mining
Verfahren, z. B. Disproportionalitätsanalysen (siehe Abschnitt 3.2), werden in der
Regel auf großen Datensätzen und mit relativ unspeziﬁschen Suchparametern ein-
gesetzt, d. h. es werden wenig bis keine Restriktionen vorgegeben, welche Wirkstoﬀe
(bzw. Wirkstoﬀgruppen) und welche Ereignisse in der Analyse berücksichtigt werden
sollen.
2. Einsatz von Surveillance-Techniken. Falls ein Wirkstoﬀ im Verdacht steht, ein er-
höhtes Sicherheitsrisiko zu besitzen, etwa durch Identiﬁzierung mittels eines Data
Mining Verfahrens, dieses Risiko aber noch nicht hinreichend sicher belegt werden
kann, werden Überwachungstechniken eingesetzt. Diese basieren oftmals auf sequen-
tiellen Testverfahren, vgl. Brown et al. (2007), Li (2009) oder Kulldorﬀ et al. (2011).
Wenn in der Signalgenerierung ein potenzielles Sicherheitsrisiko erkannt wurde, ist noch
kein tatsächliches Risiko sichergestellt, da der Signalgenerierungs-Algorithmus lediglich
eine zu prüfende Hypothese zum Resultat hat. Da Suchläufe, die viele Wirkstoﬀe und Er-
eignisse einschließen, in großen Datenbanken in der Regel sehr viele Signale zum Resultat
haben, ist es wünschenswert (a) alle bereits bekannten Signale, (b) Signale, die auf sehr
seltenen Ereignissen beruhen und daher als statistisch instabil anzusehen sind, und (c)
aus medizinischer Sicht sehr unplausible Zusammenhänge möglichst schnell automatisiert
zu erkennen und auszuﬁltern. Es besteht in der Literatur kein Konsens darüber, wie die-
ser Filtervorgang, die sogenannte Triage, am eﬀektivsten umgesetzt werden kann. Jedoch
hat sich die Anwendung einiger „Daumenregeln“ als praktikabel erwiesen. So sollen z. B.
nach dem Vorgehen der EudraVigilance (2012) nur Signale weiterverfolgt werden, die auf
mindestens drei Ereignissen beruhen und ein geschätztes Risiko von mindestens 2 bei ei-
ner unteren Konﬁdenzgrenze größer als 1 aufweisen. Durch diese schnell und einfach zu
implementierenden Regeln lässt sich die Anzahl der weiterhin zu betrachtenden Signale
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Tabelle 3.1: 2×2 Kontingenztafel als Grundlage der meisten Signalgenerierungsalgorithmen (WEKij
= Wirkstoﬀ-Ereignis-Kombination aus Wirkstoﬀ i und Ereignis j)
WEKij Ereignis Kein Ereignis Gesamt
Exposition n11 n10 n1·
Keine Exposition n01 n00 n0·
Gesamt n·1 n·0 n··
drastisch reduzieren, allerdings ist nicht auszuschließen, dass auf diese Weise tatsächliche
Sicherheitsrisiken übersehen werden.
Die verbleibenden Signale werden im Anschluss erneut im Hinblick darauf beurteilt, ob
umgehend konﬁrmatorische Studien durchgeführt werden sollten oder ein Sicherheitsrisiko
zwar erkennbar scheint, dieses aber noch nicht als ausreichend abgesichert gelten kann,
um konﬁrmatorische Studien anzustoßen. Im letzteren Fall besteht eine typische Vorge-
hensweise in der Überwachung dieses speziellen Signals etwa mit Hilfe von sequentiellen
Testverfahren.
3.2 Disproportionalitätsanalysen
Die bei Weitem am häuﬁgsten angewandten Verfahren zur Identiﬁzierung von Sicherheits-
signalen sind sogenannte Disproportionalitätsanalysen. Diese basieren auf der Annahme,
dass ein von einem bestimmten Wirkstoﬀ speziﬁsch verursachtes unerwünschtes Ereignis
im Zusammenhang mit diesem Wirkstoﬀ häuﬁger auftritt als nach Exposition mit anderen
Wirkstoﬀen (Evans et al., 2001). Disproportionalitätsanalysen basieren in der Regel auf der
Auswertung von 2×2-Kontingenztafeln (vgl. Tab. 3.1). Für jede Kombination aus Wirkstoﬀ
i und Ereignis j in der Datenbank wird eine solche Kontingenztafel aufgestellt. Die Anzahl
dieser 2×2-Tafeln kann unter Umständen sehr groß werden. Nimmt man z. B. an, in einer
Datenbank sollen die Kombinationen aus I = 15.000 Wirkstoﬀen und J = 15.000 Ereignis-
sen betrachtet werden, dann müssen sukzessive 225 Millionen Kontingenztafeln analysiert
werden. Für jede Wirkstoﬀ-Ereignis-Kombination ij (WEKij) wird auf Basis der entspre-
chenden Kontingenztafel ein „Risikomaß“ berechnet, das als Indikator für die Stärke eines
eventuell gefundenen Signals dient. Obwohl in der einschlägigen Literatur die Bezeichnung
„Risikomaß“ für die Ergebnisse der Disproportionalitätsanalysen gängig ist, können diese
Maßzahlen nicht direkt mit Risikomaßen aus (pharmako)epidemiologischen Studien wie
etwa dem Odds Ratio (OR) oder dem relativen Risiko (RR) verglichen werden. Liegen in
der Datenquelle keine Informationen zu exponierten Personen ohne Zielereignis vor, wie
z. B. in Spontanmeldedaten, können z. B. keine Inzidenzen geschätzt werden und bevölke-
rungsbezogene Risikoschätzungen sind nicht möglich. Der Einfachheit halber werden aber
auch in dieser Arbeit die statistischen Maßzahlen, die aus den Disproportionalitätsanaly-
sen resultieren, als Risikomaße bezeichnet. Weiterhin wird im Folgenden auf die Indizes





Die einfachsten gebräuchlichen Disproportionalitätsmaße sind die Proportional Reporting
Rate (PRR, Evans et al., 2001) und das Reporting Odds Ratio (ROR, Rothman et al.,
2004), die deﬁniert sind als
PRRij =
P (UAW j |Wirkstoﬀ i)
P (UAW j | kein Wirkstoﬀ i) (3.1)
und
RORij =
P (UAW j |Wirkstoﬀ i)/P (kein UAW j |Wirkstoﬀ i)
P (UAW j | kein Wirkstoﬀ i)/P (kein UAW j | kein Wirkstoﬀ i)
, (3.2)
wobei P (UAW j |Wirkstoﬀ i) die bedingte Wahrscheinlichkeit für das Auftreten von UAW j
gegeben einer Exposition mit Wirkstoﬀ i bezeichnet. Beide Maße können über Quotienten
aus den Einträgen der Kontingenztafel geschätzt werden (vgl. Suling et al., 2013, Artikel
in Anhang C.3). Eine gemeinsame Schwäche dieser beiden Risikomaße liegt darin, dass
die Ergebnisse statistisch instabil werden, wenn die Zahl der Ereignisse sehr klein ist.
Dies kann zu sehr hohen Risikoschätzungen und sehr breiten Konﬁdenzintervallen führen.
Durch die hohen Risikoschätzungen würden diese WEKs als kritische Signale betrachtet,
obwohl dies aufgrund der niedrigen Zahl der Ereignisse nicht abgesichert werden kann.
Trotz dieser Schwäche werden beide Verfahren aufgrund ihrer Einfachheit vielfach in der
Praxis eingesetzt, insbesondere zur Analyse von Spontanmeldedaten (Conforti et al., 2006;
Oshima und Tojo, 2011; van Puijenbroek et al., 2003).
3.2.2 Bayes-Theorie
Die Bayes-Statistik stellt einen alternativen Ansatz zur klassischen frequentistischen Sta-
tistik dar, wobei in der Herangehensweise an eine statistische Fragestellung grundlegende
Unterschiede bestehen. In der frequentistischen Statistik ist die Grundannahme, dass sich
getroﬀene Aussagen auf alle möglichen Zufallsstichproben und nicht nur auf die konkret
gezogene Stichprobe beziehen. Damit erhält man Wahrscheinlichkeitsaussagen über alle
Ausgänge, die das Zufallsexperiment hätte annehmen können. In der frequentistischen Sta-
tistik wird der wahre, aber unbekannte Parameter θ, über den Aussagen getroﬀen werden
sollen, als feste Konstante aufgefasst, wohingegen dieser in der bayesianischen Sichtweise als
Zufallsvariable Θ betrachtet wird. Dies impliziert, dass auch Θ eine Wahrscheinlichkeits-
verteilung besitzt, die sogenannte a-priori-Verteilung (oder auch „Prior“), in die Vorwissen
über den Parameter einﬂießen kann. Der Prior muss vor Beobachtung der Daten vom An-
wender speziﬁziert werden und gibt damit die subjektive Einschätzung des Anwenders über
den zu beobachtenden Parameter wieder. Grundsätzlich sind die zur Auswahl stehenden
möglichen a-priori-Verteilungen wenig eingeschränkt. Die Entscheidung ist im Allgemei-
nen von der konkreten statistischen Fragestellung abhängig und auch an die zur Verfügung
stehende Vorinformation über Θ gebunden. Diese Vorinformationen können z. B. aus theo-
retischen Überlegungen, aber auch aus Expertenwissen gewonnen werden. Das Einbinden
vorhandenen Vorwissens könnte über die Wahl einer informativen a-priori-Dichte reali-
siert werden, also der expliziten Wahl einer bestimmten Verteilung mit entsprechenden
Parametern. Gibt es kein oder nur wenig Vorwissen über Θ, so wird eine sogenannte nicht
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informative a-priori-Dichte gewählt, wie etwa eine stetige Gleichverteilung. Somit enthält
der Prior vor der Durchführung des Zufallsexperiments das Wissen über Θ. Durch den
beobachteten Ausgang des Zufallsexperiments kommen neue Informationen über den Pa-
rameter hinzu und die Verteilung des Parameters kann anhand dieser Daten aktualisiert
werden. Die Verteilung von Θ nach der Realisierung des Experiments wird als a-posteriori-
Verteilung bezeichnet. Sie ermöglicht Wahrscheinlichkeitsaussagen über Θ, bedingt auf die
beobachteten Daten.
Die a-posteriori-Verteilung g(θ |x) von Θ bei gegebenen Realisierungen x ist – in Form
einer Wahrscheinlichkeitsdichte – nach dem Satz von Bayes gegeben als
g(θ |x) = g(θ) · f(x | θ)∫
f(x | θ) · g(θ) dθ (3.3)
mit der a-priori-Dichte g(θ) von Θ und der Likelihood-Funktion f(x|θ) = L(θ|x) des
Parameters Θ. Die marginale Dichte im Nenner stellt lediglich einen Normierungsfaktor
dar und wird in der Regel weggelassen, d. h. es ergibt sich
g(θ |x) ∝ g(θ) · f(x | θ) . (3.4)
Empirischer Bayes-Ansatz
Als a-priori-Verteilung wird häuﬁg ein sogenannter konjugierter Prior gewählt, da die-
ser vorteilhafte analytische Eigenschaften besitzt (vgl. Anhang A). Durch die Wahl eines
konjugierten Priors kann die Verteilungsklasse bestimmt werden, jedoch ist die konkrete
Darstellung dadurch noch nicht festgelegt. Der Prior besitzt einen eigenen Parametervek-
tor η, der bestimmt werden muss. Im bayesianischen Kontext werden die Elemente von
η als Hyperparameter bezeichnet, um sie vom interessierenden Parameter θ abzugrenzen.
Zur Durchführung von Analysen ist eine Bestimmung des Parametervektors η notwen-
dig. η kann entweder vom Anwender vorgegeben oder aus den Daten geschätzt werden.
Der empirische Bayes-Ansatz nutzt dabei die vorhandenen Daten, um den unbekannten
Parametervektor η anhand der beobachteten Daten und der Randdichte im Nenner der
a-posteriori-Dichte zu schätzen, in der Regel nach dem Maximum-Likelihood Prinzip. Das
heißt, ηˆ ergibt sich als der Vektor, der die Randdichte als Funktion von η maximiert. Nach
Einsetzen der Schätzung erhält man die geschätzte a-posteriori-Verteilung
g(θ |x, ηˆ) = g(θ | ηˆ) · f(x | θ)∫
f(x | θ) · g(θ | ηˆ) dθ . (3.5)
Da hierbei die Daten nicht nur zur Aufstellung der Likelihood benutzt werden, sondern
auch, um die Parameter des Priors unter Verwendung von Punktschätz-Methoden der klas-
sischen Statistik zu bestimmen, wird oft zwischen „rein“ bayesianischen und den empirisch
bayesianischen Methoden unterschieden.
3.2.3 Bayesianische Maße
Um die oben genannten statistischen Instabilitäten der einfachen frequentistischen Maße
bei sehr seltenen Ereignissen zu überwinden, wurden aufwändigere bayesianische Verfah-
ren entwickelt, die die Risikoschätzung bei kleinen Ereignisanzahlen nach unten korrigieren
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(„shrinkage“-Verfahren). Zwei der gebräuchlichsten Verfahren sind das Bayesian Conﬁdence
Propagation Neural Network (BCPNN, Bate et al., 1998), das von der Weltgesundheits-
organisation (WHO) im Uppsala Monitoring Centre (UMC) in Uppsala, Schweden, zur
Signalgenerierung eingesetzt wird, und der Multi-item Gamma-Poisson Shrinker (MG-
PS, DuMouchel, 1999; DuMouchel und Pregibon, 2001), der bei der FDA zum Einsatz
kommt.
Beide Verfahren basieren auf dem Relative Reporting Ratio (RRR), das deﬁniert ist als
RRR =
P (Wirkstoﬀ i,UAW j)
P (Wirkstoﬀ i) · P (UAW j) , (3.6)
wobei P (Wirkstoﬀ i,UAW j) die Wahrscheinlichkeit für das gemeinsame Auftreten von
Exposition i und Ereignis j bezeichnet und P (Wirkstoﬀ i) bzw. P (UAW j) die entspre-
chenden Randwahrscheinlichkeiten. Das RRR kann geschätzt werden als
̂RRR =
n11 · n··
n1· · n·1 . (3.7)
3.2.4 Der Gamma-Poisson Shrinker
Der von DuMouchel (1999) entwickelte Gamma-Poisson Shrinker (GPS) hat zur Annah-
me, eine UAW sei ein seltenes Ereignis und dass die Auftretenshäuﬁgkeit einer Poisson-





wobei μ11 den Erwartungswert der Poisson-Verteilung der beobachteten UAW-Anzahl
n11 bezeichnet und E11 die erwartete Anzahl der Ereignisse unter der Annahme, dass
Wirkstoﬀexposition i und UAW j stochastisch unabhängig voneinander sind. Gemäß dem
bayesianischen Ansatz wird λ11 nicht als fester Parameter, sondern als Realisation ei-
ner Zufallsvariable Λ11 angenommen. Insgesamt wird die Anzahl der Ereignisse N11 als
Poisson-verteilt gegeben Λ11 angesehen, wobei Λ11 als Gamma-verteilt mit Dichtefunk-
tion g(λ11 |α, β) , α, β > 0, mit Erwartungswert αβ und Varianz αβ2 angenommen wird.
Um die Flexibilität bei der Anpassung an die Daten zu erhöhen, wird weiterhin für Λ11
keine einfache Gamma-Verteilung angenommen, sondern eine Mischung aus zwei Gamma-
Verteilungen mit festem, aber unbekanntem Mischungsparameter p > 0:
gpriormix (λ11 | p, α1, α2, β1, β2) = p · g(λ11 |α1, β1) + (1− p) · g(λ11 |α2, β2). (3.9)
Über die Formel für das k-te Moment einer Gamma-verteilten Zufallsvariablen (siehe Lem-
ma (A.2) im Anhang) ergeben sich Erwartungswert und Varianz von Λ11 als
 (Λ11) = p · α1
β1
+ (1− p) · α2
β2
, (3.10)







+ p · α1
β21




3 Signalgenerierung und Signalüberwachung
Die genaue Herleitung ﬁndet sich im Anhang im Beweis zu Satz (A.3).
Um die a-posteriori-Verteilung von Γpost von (Λ11 |N11 = n11) zu bestimmen, wird die
Randverteilung von N11 benötigt. Diese ergibt sich als Mischung aus zwei Negativ-Bino-
mialverteilungen:
P (N11 = n11) = f(n11, E11 | p, α1, α2, β1, β2)
= p · nb(n11, E11 |α1, β1) + (1− p) · nb(n11, E11 |α2, β2) (3.12)
mit den zugehörigen Wahrscheinlichkeitsdichten














, l = 1, 2. (3.13)
Da die Gamma-Verteilung die zur Poisson-Verteilung konjugierte a-priori Verteilung ist,
kann die a-posteriori-Verteilung von Λ11 in geschlossener analytischer Form wieder als Mi-
schung zweier Gamma-Verteilungen angegeben werden und die Wahrscheinlichkeitsdichte
ergibt sich als
gpostmix (λ11 | q, α1 + n11, α2 + n11, β1 + E11, β2 + E11)
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p · nb(n11, E11 |α1, β1)
p · nb(n11, E11 |α1, β1) + (1− p) · nb(n11, E11 |α2, β2) (3.15)
und
α∗l = αl + n11 , β
∗
l = βl + E11 , l = 1, 2 . (3.16)
In der a-posteriori-Dichte, gegeben durch (3.14), ist die gesamte Information über das
wahre, aber unbekannte Λ11 nach Beobachtung der Daten enthalten. Basierend darauf
ergibt sich der Erwartungswert von log(Λ11) als
  (log(Λ11)) = q ·
[















wobei Ψ(·) die Digammafunktion bezeichnet und q wie in (3.15) deﬁniert ist. Über diesen
Erwartungswert lässt sich das Risikomaß des GPS-Algorithmus deﬁnieren, das Empirical
Bayesian Geometric Mean (EBGM), deﬁniert als
EBGM = e (log(Λ11)). (3.18)
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Der Schätzer des EBGM ergibt sich, indem über einen Plug-in-Ansatz alle unbekannten
Parameter in (3.14) durch die entsprechenden Schätzer aus dem empirischen Bayes-Ansatz
(vgl. Abschnitt 3.2.2) ersetzt werden und die erwartete Anzahl der Ereignisse E11 unter






Die bislang beschriebenen Verfahren beschränken sich auf die Betrachtung von jeweils einer
Wirkstoﬀexposition i und einem UAW j. Dieser Ansatz erlaubt keine Erfassung eventueller
Interaktionen, wie etwa das Auftreten eines Ereignisses nach der kombinierten Exposition
mit zwei verschiedenen Wirkstoﬀen, die einzeln zu keiner Risikoerhöhung geführt hätten.
Ein prominentes Bespiel ist die Marktrücknahme des Statins Cerivastatin („Lipobay“) in
2001. Hier hatte die gemeinsame Einnahme mit dem Fibrat Gemﬁbrozil zu einer Zerstö-
rung von Muskelgewebe (Rhabdomyolyse) und dadurch bedingt zu Nierenversagen geführt
(Furberg und Pitt, 2001; Pogson et al., 1999).
DuMouchel und Pregibon (2001) haben den vorgestellten GPS-Algorithmus erweitert, um
auch das Risikoproﬁl solcher Wirkstoﬃnteraktionen erfassen zu können. Der Einfachheit
halber wird hier von einer Interaktion zweier Wirkstoﬀe i1 und i2 ausgegangen, die eine
UAW j auslösen. Die Methodik ist aber nicht zwingend auf Dreierkombinationen be-
schränkt. Wie in Suling und Pigeot (2012) (Artikel in Anhang C.2) beschrieben, wird über
ein log-lineares Modell die Anzahl eAll2F der zu erwartenden Ereignisse unter der Annah-
me, dass keine Interaktion zwischen den Wirkstoﬀen vorliegt, geschätzt. DuMouchel und
Pregibon deﬁnieren den Wert EXCESS2 als
EXCESS2 = (̂EBGMi1i2j · Eˆi1i2j)− eˆAll2F . (3.20)
Hohe EXCESS2-Werte weisen somit auf ein mögliches Risikopotenzial der untersuchten
Kombination aus Wirkstoﬀen und Zielereignis hin. Weitere Ansätze, Interaktionen zwi-
schen mehreren Wirkstoﬀen in die Signalgenerierung einzubeziehen, ﬁnden sich u. a. bei
Norén et al. (2006), Norén et al. (2008) oder Madigan et al. (2011).
3.2.6 Erweiterung auf longitudinale Daten
Die bisher vorgestellten Methoden können sowohl für Spontandaten als auch für longitudi-
nale Daten eingesetzt werden (vgl. Artikel in Anhang C.2), jedoch können sie angewandt
auf Longitudinaldaten nicht alle vorhandenen Informationen nutzen. Insbesondere die ex-
ponierte und nichtexponierte Personenzeit kann nicht abgebildet werden. Aufgrund dessen
wurden die bestehenden Verfahren dahingehend weiterentwickelt, dass sie auch die Perso-
nenzeiten erfassen können.
Ausgehend von einem Wirkstoﬀ i bezeichne t1 die Zeit in Tagen, die die in der Datenbank
erfassten Personen unter Exposition mit Wirkstoﬀ i („unter Risiko“) waren und t0 die An-
zahl der Tage ohne Exposition mit Wirkstoﬀ i („nicht unter Risiko“). Weiterhin bezeichne
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n11 die Anzahl der beobachteten Zielereignisseij unter Exposition mit Wirkstoﬀ i und n01
die Anzahl der Ereignisse, die nicht unter Exposition mit Wirkstoﬀ i auftraten.
Analog zum relativen Risiko bzw. der Proportional Reporting Rate (PRR) aus dem fre-
quentistischen Ansatz in Abschnitt 3.2.1 wird in longitudinalen Daten das Verhältnis der
Inzidenzdichten unter Exposition bzw. Nichtexposition bestimmt, das in der relevanten
Literatur als Incidence Rate Ratio (IRR) bezeichnet wird und deﬁniert ist als
IRR11 =
Anzahl Ereignisse j unter Exposition mit Wirkstoﬀ i
Gesamte Personenzeit unter Risiko
Anzahl Ereignisse j nicht unter Exposition mit Wirkstoﬀ i
Gesamte Personenzeit nicht unter Risiko
. (3.21)







Der von DuMouchel (1999) vorgeschlagene GPS-Algorithmus kann wie von Schuemie
(2011) beschrieben in natürlicher Weise auf longitudinale Daten angepasst werden. Es
wird lediglich der Schätzer Eˆ11 aus (3.19) durch den folgenden Schätzer ersetzt
Eˆ11,long = n01 · t1
t0
, (3.23)
wobei hier die Personenzeit in die Schätzung der erwarteten Anzahl der Ereignisse unter
der Annahme der Unabhängigkeit einﬂießt. Auf diese Weise erweitert Schuemie (2011) den
GPS auf longitudinale Daten und bezeichnet den resultierenden Algorithmus als „longi-
tudinalen“ GPS (LGPS). Dabei ist zu beachten, dass die Risiken als zeitlich invariant
angenommen werden.
Weitere Verfahren zur Signalgenerierung auf longitudinalen Daten, die keine Weiterent-
wicklungen von auf Disproportionalitätsanalysen beruhenden Methoden sind (z. B. die IC
temporal pattern discovery, Norén et al., 2010), werden in Suling und Pigeot (2012) vorge-
stellt (Artikel in Anhang C.2).
3.3 Anwendung – Studie zu zerebralen Hämorrhagien nach
Phenprocoumon-Exposition
Um die Fähigkeit der vorgestellten Verfahren in der Aufdeckung bereits bekannter Sicher-
heitsrisiken bei der Analyse von longitudinalen Daten zu untersuchen, wurde anhand der
Daten in GePaRD eine Studie zum hämorrhagischen Risiko von Phenprocoumon durch-
geführt. Dazu wurden die aus dem Data Mining erhaltenen Resultate mit Ergebnissen
aus pharmakoepidemiologischen Fall-Kontroll-Studien verglichen, die ebenfalls anhand der
GePaRD-Daten durchgeführt wurden (Behr et al., 2010a,b). Das erhöhte Blutungsrisiko
von Phenprocoumon ist bekannt und medizinisch gut belegt (Bamford et al., 1988; Grøn-
bæk et al., 2008; Johnsen et al., 2003; Mattle et al., 1989; Olsen et al., 2010; Sturgeon
et al., 2007) und scheint daher gut geeignet für eine derartige Vergleichsstudie.
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3.3.1 Beschreibung der Studie
Zur Analyse der Longitudinaldaten in GePaRD wurde der Prototyp einer Software genutzt,
die von der Firma Oracle zur Zeit als eine Variante der seit Jahren für Spontanmelde-
daten etablierten Analysesoftware „Empirica Signal“ (Oracle, 2012) entwickelt wird. In
dieser Software sind zwei Schätzverfahren implementiert: (a) ein an den MGPS angelehn-
ter Algorithmus für Longitudinaldaten, ähnlich dem LGPS von Schuemie (2011), dessen
Risikomaß im Folgenden als bayesianisches relatives Risiko (BRR) bezeichnet wird, und
(b) ÎRR wie in (3.22) deﬁniert. Zur Bewertung der Güte der aus dem Data Mining ermit-
telten Risikoschätzungen wurden diese mit den geschätzten Odds Ratios (ORs) aus den
Fall-Kontroll-Studien (Behr et al., 2010a,b) verglichen und als hinreichend gut angesehen,
wenn sie innerhalb der 95% Konﬁdenzintervalle (KI) der ORs lagen. Als Datengrundlage
für diesen Testlauf diente eine zufällige Stichprobe, die 25% der in GePaRD eingeschlosse-
nen Individuen der Abrechnungsjahre 2004 bis 2006 umfasste. Dabei wurden demographi-
sche Informationen, Versicherungsperioden, Krankenhausaufenthalte mit Aufnahme- und
Entlassungsdiagnosen sowie ambulante Verschreibungen aus GePaRD extrahiert.
In die Studie wurden Daten vom 1. Juli 2004 bis 30. November 2006 eingeschlossen, um
den gleichen Zeitraum abzudecken, der auch in den Fall-Kontroll-Studien betrachtet wur-
de. Kohorteneintritt war der 1. Juli 2004, Kohortenaustritt entweder das erste Blutungser-
eignis oder das Ende des Studienzeitraums. Als Endpunkte wurden zwei Arten zerebra-
ler Blutungsereignisse deﬁniert, die intrazerebralen Blutungen (IZB, ICD-10-Code I61)
und Subarachnoidalblutungen (SAB, ICD-10-Code I60). Der zu untersuchende Risiko-
faktor war eine Exposition mit Phenprocoumon, einem gerinnungshemmenden Vitamin-
K-Antagonisten. Alle Analysen wurden stratiﬁziert nach Geschlecht und Altersgruppen
(<55, 55-64, 65-74, 75-85, 85+ Jahre) durchgeführt. Dabei wurde die erste Altersgruppe
(<55 Jahre) sehr groß gewählt, da in diesem Altersspektrum erfahrungsgemäß nur wenige
zerebrale Blutungsereignisse auftreten.
Zur Ermittlung der Exposition wurden aus den erfassten ambulanten Verschreibungen der
ATC-Code, die Anzahl der verschriebenen Wirkstoﬀeinheiten (z. B. Anzahl der Tablet-
ten), die Dosierung und die DDD ermittelt. Daraus wurde die Expositionsdauer in Tagen,
beginnend am Tag der Verschreibung, geschätzt als
Dauer =
#Einheiten ·Dosierung pro Einheit
DDD
. (3.24)
Eine Person wurde dabei als „exponiert“ deﬁniert, wenn sie am Tag des Blutungsereignisses
unter Phenprocoumonexposition stand. Da über Medikationen während eventueller Kran-
kenhausaufenthalte keine Informationen verfügbar waren, wurden diese Zeiträume weder
als exponierte noch als nichtexponierte Personenzeit angesehen und aus der Analyse aus-
geschlossen.
3.3.2 Ergebnisse
Risikoschätzungen anhand der automatisierten Software
Der Analysedatensatz enthielt Daten von 3.460.501 Personen, von denen 1.886.234 (54,5%)
Frauen waren. Es wurde ein Altersspektrum von 0 bis 109 Jahre abgedeckt, wobei mit
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Tabelle 3.2: Allgemeine Demographie, Anzahl der zerebralen Blutungsereignisse und Expositionen mit
Phenprocoumon in der Studienpopulation (MW=Mittelwert, Std=Standardabweichung, Q25=25%-
Quantil, Q75=75%-Quantil, w=weiblich, m=männlich)
# Personen # Personen pro
Art der Blutung
intrazerebral subarachnoidal
N % N % N %
Gesamt 3.460.501 100,0% 2.301 100,0% 902 100,0%
Geschlecht w 1.886.234 54,5% 1.103 47,9% 572 63,4%
m 1.574.267 45,5% 1.198 52,1% 330 36,6%
Alter <55 2.463.436 71,2% 405 17,6% 456 50,6%
55-64 427.922 12,4% 387 16,8% 184 20,4%
65-74 355.897 10,3% 632 27,5% 151 16,7%
75-84 165.070 4,8% 676 29,4% 86 9,5%
85+ 48.176 1,4% 201 8,8% 25 2,8%
MW 40,29 67,59 54,66
Std 22,21 15,73 16,37
Median 41 70 54
Q25-Q75 22-57 60-79 44-66
Phenprocoumon-Exposition 63.215 1,8% 170 7,4% 18 2,0%
2.463.436 (71,2%) die Mehrzahl der Personen jünger als 55 Jahre war. Das mittlere Alter
betrug 40,29 Jahre (vgl. Tab. 3.2).
Während der Studienperiode waren 63.215 (1,8%) Personen mit Phenprocoumon expo-
niert. Eine IZB wurde bei 2.301 Personen diagnostiziert, nur 902 Personen hatten eine
SAB-Diagnose. Unter allen 2.301 Personen mit IZB standen 170 (7,4%) zum Zeitpunkt
der Blutung unter Phenprocoumonexposition, für SAB waren dies lediglich 18 (2,0%) von
den 902 Personen mit einer SAB-Diagnose. Für die IZB ergibt sich eine große Variation in
den geschätzten Inzidenzraten (IR). Diese reichen von ÎRIZB=6,2 (95% KI=[5,3;7,1]) neu
aufgetretenen Blutungsereignissen pro 100.000 Personenjahren in der Gruppe der Frauen
unter 55 Jahren bis zu ÎRIZB=201,0 (95% KI=[155,5;255,7]) neu aufgetretenen Blutungen
pro 100.000 Personenjahre in der Gruppe der Männer über 85 Jahre (vgl. Tab. 3.3 und
Abb. 3.2). Die geschätzten Inzidenzraten für SAB unter Phenprocoumonexposition wa-
ren deutlich geringer und reichten von ÎRSAB=5,8 (95% KI=[4,9;6,8]) neu aufgetretenen
Fällen pro 100.000 Personenjahre für Männer unter 55 Jahren bis zu ÎRSAB=24,9 (95%
KI=[15,2;38,4]) neuen Fällen pro 100.000 Personenjahre für Frauen über 85 Jahre (vgl.
Tab. 3.4 und Abb. 3.2).
Für das allgemeine Blutungsrisiko wurden Schätzungen von ÎRRIZB=11,1 (95% KI=[9,5;
13,0]) für IZB und ÎRRSAB=2,8 (95% KI=[1,8;4,5]) für SAB ermittelt (vgl. Tab. 3.3 und
3.4). Die entsprechenden̂BRRs sind niedriger mit̂BRRIZB=3,3 (95% CI=[2,9;3,9]) für IZB
und̂BRRSAB=1,7 (95% CI=[1,1;2,7]) für SAB. Die Ergebnisse der stratiﬁzierten Analysen
sind in Tab. 3.3 und 3.4 angegeben.
Wie erwartet, fallen die Schätzungen des IRR gerade bei niedrigen Fallzahlen und we-
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Inzidenzraten?
























a)          Intrazerebrale Blutungen 
Weiblich Männlich
Abbildung 3.2: Geschätzte Inzidenzraten für intrazerebrale Blutungen und Subarachnoidalblutungen
nach Phenprocoumonexposition pro 100.000 Personenjahre, stratiﬁziert nach Geschlecht und Alters-
gruppe
nig exponierter Personenzeit sehr hoch aus, wie z. B. in der Altersgruppe <55 Jahre. Die
Schätzungen des BRR sind hier bedeutend kleiner; siehe dazu Abb. 3.3 a) und b) sowie
Abb. 3.4 a) und b). Insgesamt lässt sich sagen, dass sich ÎRR und̂BRR einander annä-
hern, wenn die Fallzahlen und die exponierte Personenzeit größer werden, wie in Tab. 3.3
und Tab. 3.4 dargestellt. Weiterhin ist zu beobachten, dass beide Schätzverfahren erhöhte
Risiken für IZB und SAB unter Phenprocoumonexposition ﬁnden.
Vergleich mit den Fall-Kontroll-Studien
Im Hinblick auf die altersabhängigen Inzidenzraten decken sich die Ergebnisse aus dem
Data Mining Verfahren grob mit denen aus den Fall-Kontroll-Studien von Behr et al.
(2010a,b). In den Fall-Kontroll-Studien wurden für IZB Inzidenzraten von ÎRIZB=4,7
(95% KI=[4,3;5,1]) Neuerkrankungen pro 100.000 Personenjahre in der Gruppe der Frau-
en unter 55 Jahren bis zu ÎRIZB=236,3 (95% KI=[207,6;267,5]) Neuerkrankungen in der
Gruppe der Männer über 85 Jahre ermittelt. Für SAB ergaben sich in den Fall-Kontroll-
Studien geschätzte Inzidenzraten von ÎRSAB=3,3 (95% KI=[2,9;3,7]) neuen Fällen pro
100.000 Personenjahre in der Gruppe der Männer unter 55 Jahren bis zu ÎRSAB=17,0
(95% KI=[12,6;22,4]) neu erfasster Fälle pro 100,000 Personenjahre in der Gruppe der
Frauen über 85 Jahre.
Beim Vergleich der Risikoschätzungen des Data Mining Verfahrens und den geschätzten
Odds Ratios der Fall-Kontroll-Studien wird deutlich, dass sich sowohl für IZB als auch
SAB Resultate der gleichen Größenordnung ergeben. Diese Übereinstimmung zeigt sich
insbesondere für das bayesianische relative Risiko: Es liegt bis auf die Altersgruppe der
55-64 jährigen Personen immer im 95% KI des entsprechenden ORs. Das geschätzte IRR
für IZB ist insbesondere in den jüngeren Altersgruppen deutlich größer und liegt über der
oberen Konﬁdenzgrenze des ORs. Alle Ergebnisse des Vergleichs zwischen automatisiertem
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Tabelle 3.5: Geschätzte Incidence Rate Ratios und bayesianische relative Risiken aus dem Data Mi-
ning Verfahren im Vergleich zu geschätzten Odds Ratios aus den Fall-Kontroll-Studien, inklusive 95%
Konﬁdenzintervallen, für die Risiken von intrazerebralen Blutungen (IZB) und Subarachnoidalblutungen
(SAB) unter Phenprocoumonexposition (IRR= Incidence Rate Ratio, BRR=Bayesianisches relatives
Risiko, OR=Odds Ratio, KI=Konﬁdenzintervall)
Art der Alter ̂IRR 95% KI ̂BRR 95% KI ̂OR 95% KI
Blutung
Intrazerebral Gesamt 11,1 [9,5;13,0] 3,3 [2,9;3,9] — —
<55 20,4 [11,2;37,1] 5,1 [2,7;8,7] 4,2 [2,4;7,2]
55-64 7,1 [4,8;10,4] 4,5 [3,1;6,5] 3,2 [2,4;4,2]
65-74 4,2 [3,2;5,4] 3,5 [2,7;4,5] 3,5 [3,0;4,1]
75-84 2,4 [1,9;3,2] 2,3 [1,7;2,9] 2,5 [2,2;2,9]
85+ 3,4 [1,9;6,1] 2,5 [1,4;4,2] 2,4 [1,8;3,3]
Subarachnoidal Gesamt 2,8 [1,8;4,5] 1,7 [1,1;2,7] — —
<55 6,5 [2,4;17,3] 2,3 [1,1;2,7] 3,5 [1,5;8,2]
55-64 0,5 [0,1;3,5] 0,7 [0,9;5,1] 1,2 [0,6;2,7]
65-74 1,9 [0,9;4,1] 1,6 [0,2;2,2] 2,1 [1,3;3,5]
75-84 1,6 [0,6;3,9] 1,4 [0,8;3,1] 1,7 [1,0;3,0]
85+ 2,2 [0,3;16,4] 1,2 [0,6;2,8] 0,6 [0,1;2,5]
Data Mining Verfahren und Fall-Kontroll-Studien ﬁnden sich in Tab. 3.5, in Abb. 3.3 c)
und 3.4 c) sind die Vergleiche der̂BRRs und ÔRs dargestellt.
Insgesamt lässt sich beobachten, dass die durch einen stratiﬁzierten Data Mining Ansatz
erzeugten Ergebnisse den aus den Fall-Kontroll-Studien gewonnenen Ergebnissen ähnlich
sind. Dies gilt sowohl für die geschätzten Inzidenzraten, die in derselben Größenordnung
liegen und mit dem Alter ansteigen, als auch für die Risikoschätzungen ÎRR und̂BRR,
die überwiegend innerhalb der 95% Konﬁdenzintervalle der entsprechenden Odds Ratios
liegen.
Der Zusammenhang zwischen Alter und steigendem Risiko für IZB ist bekannt und in
der Literatur beschrieben (z. B. Ariesen et al., 2003 oder Sturgeon et al., 2007), eine aus-
führliche Diskussion ﬁndet sich auch bei Behr et al. (2010b). Eine mögliche Erklärung für
das sinkende Risiko mit zunehmendem Alter, sowohl für IZB als auch für SAB, ist die
mit dem Alter in der Regel zunehmende Multimorbidität, oftmals begleitet von einer er-
heblichen Anzahl von Komedikationen. Dies hat zur Folge, dass ein nur geringerer Anteil
des gesundheitlichen Risikos allein der Phenprocoumonexposition zugeschrieben werden
kann.
Dieses Resultat ist insbesondere deshalb bemerkenswert, weil die Ergebnisse des Data
Mining Verfahrens – bis auf Stratiﬁzierung nach Alter und Geschlecht – nicht für eventu-
elles Confounding kontrolliert wurden, da eine weitergehende Adjustierung in der Software
nicht realisiert werden kann. Im Gegensatz dazu wurden die Ergebnisse der Fall-Kontroll-
Studien über adjustierte Regressionsanalysen ermittelt, in denen eine Reihe weiterer Ein-
ﬂussfaktoren wie Komorbiditäten und Komedikationen berücksichtigt wurden. Daher liegt
der Schluss nahe, dass im vorliegenden Beispiel der größte Teil des Confoundings durch
die Kontrolle von Alter und Geschlecht aufgelöst werden konnte, wobei nach Behr et al.
(2010b) der Großteil des Confounding durch die ein Adjustierung für Alter aufgefangen
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wird. Dies sollte aber nicht zu der Annahme führen, dass eine Confounderadjustierung
durch eine Stratiﬁzierung in jedem Fall ausreichend ist. Eine Stratiﬁzierung bzgl. meh-
rerer Variablen kann sehr schnell dazu führen, dass einzelne Zellen in den resultierenden
Kontingenztafeln nur noch schwach besetzt sind, was die Stabilität und damit die Aussa-
gekraft der Analysen beeinträchtigt (vgl. Abschnitt 3.2.1).
Wünschenswert wäre eine Möglichkeit, zusätzliche Informationen ausgewählter Kovaria-
blen in die Schätzung des Risikos einﬂießen zu lassen, wie es in klassischen pharmakoepide-
miologischen Studien der Fall ist. Zwei maßgebliche Probleme dabei sind (a) die Auswahl
der geeigneten Kovariablen – dies ist im Regelfall ein manueller Prozess und als solcher
für die automatisierte Signalgenerierung ungeeignet – und (b) die Berücksichtigung der
ausgewählten Kovariablen bei der Risikoschätzung.
Im folgenden Kapitel wird ein Lösungsansatz für beide genannten Probleme vorgestellt.
Er basiert auf der Schätzung des von Rosenbaum und Rubin (1983) präsentierten Propen-
sity Score (PS), der eine automatisierte Selektion einer großen Anzahl von Kovariablen
vorgeschaltet ist. Dieses Verfahren scheint geeignet, die Adjustierung für Confounder auf
automatisierte Analysen auszudehnen.
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c)          BRR vs. OR 
BRR OR
Abbildung 3.3: Vergleich von geschätzten Incidence Rate Ratios (IRR) und bayesianischen relativen
Risiken (BRR) für intrazerebrale Blutungen unter Phenprocoumonexposition aus dem Data Mining
Verfahren mit geschätzten Odds Ratios (OR) aus der Fall-Kontroll-Studie. a) ÎRR mit 95% Konﬁdenz-
intervallen (KIs), stratiﬁziert nach Geschlecht und Altersgruppe; b) B̂RR mit 95% KIs, stratiﬁziert nach
Geschlecht und Altersgruppe; c) B̂RR vs. ÔR mit 95% KIs, die KIs der ORs sind hervorgehoben.
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a)          Incidence Rate Ra?o (IRR) 
Männlich Weiblich Gesamt
Abbildung 3.4: Vergleich von geschätzten Incidence Rate Ratios (IRR) und bayesianischen relativen
Risiken (BRR) für Subarachnoidalblutungen unter Phenprocoumonexposition aus dem Data Mining
Verfahren mit geschätzten Odds Ratios (OR) aus der Fall-Kontroll-Studie. a) ÎRR mit 95% Konﬁdenz-
intervallen (KIs), stratiﬁziert nach Geschlecht und Altersgruppe; b) B̂RR mit 95% KIs, stratiﬁziert nach
Geschlecht und Altersgruppe; c) B̂RR vs. ÔR mit 95% KIs, die KIs der ORs sind hervorgehoben.
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Im letzten Kapitel wurde bereits darauf hingewiesen, dass die Berücksichtigung von Con-
foundern eine entscheidende Rolle in der unverzerrten Schätzung potenzieller Risiken
spielt. Bislang wurde nur die Stratiﬁzierung als eine Möglichkeit umgesetzt, die jedoch
ihre Limitationen hat. In diesem Kapitel wird ein Ansatz zur Confounderadjustierung be-
schrieben, der auf dem von Rosenbaum und Rubin (1983) entwickelten Propensity Score
beruht. Es wird zunächst die Idee des Propensity Scores vorgestellt, wobei auf die übli-
chen Anwendungen im Kontext der Pharmakoepidemiologie eingegangen sowie eine grobe
Beschreibung der wichtigsten Limitationen gegeben wird. Im Anschluss wird mit dem
High-dimensional Propensity Score (HDPS) ein mehrschrittiges Verfahren zur Schätzung
des Propensity Scores mit vorgeschalteter automatisierter Kovariablenselektion beschrie-
ben und eine Anwendung dieses Verfahrens auf die GePaRD-Daten vorgestellt. Am Bei-
spiel des Risikos für Komplikationen des oberen Gastrointestinaltrakts nach der Einnahme
nichtsteroidaler Antirheumatika wurde untersucht, inwieweit sich die Risikoschätzungen
nach „traditionellem“ PS-Matching, d. h. Selektion der Kovariablen durch Expertenwissen,
und HDPS-Matching unterscheiden. Die Ergebnisse dieser Studie wurden 2012 im Euro-
pean Journal of Clinical Pharmacology veröﬀentlicht (Garbe et al., 2012, Artikel in Anhang
C.4). Mein Beitrag zu diesem Artikel bestand neben der Mitarbeit beim Verfassen zudem
in der beratenden und praktischen Zusammenarbeit mit Sebastian Kloss bei der Aufarbei-
tung der statistischen Hintergründe des HDPS-Verfahrens sowie bei der Programmierung
der Analysen für die im Artikel vorgestellte Studie.
4.1 Confounding in der Signalgenerierung
Wie bereits an verschiedenen Stellen dieser Arbeit angesprochen, ist ein entscheidender
Aspekt bei der statistischen Auswertung (pharmako)epidemiologischer Studien die ad-
äquate Berücksichtigung von Confoundern. In der Regel wird für unterliegendes Confoun-
ding beispielsweise durch multivariate Regressionsanalysen adjustiert, so dass der Eﬀekt
des eigentlich betrachteten Risikofaktors möglichst verzerrungsfrei geschätzt werden kann.
Eine zwingende Voraussetzung für die größtmögliche Reduzierung von Verzerrungen ist
eine passende Auswahl der zu berücksichtigenden Confounder. Diese ist dabei abhängig
von der inhaltlichen Fragestellung und erfolgt in der Regel mit großer Sorgfalt manuell und
unter Einbeziehung von Expertenwissen aus verschiedenen beteiligten wissenschaftlichen
Disziplinen.
Die adäquate Auswahl von Kovariablen und deren Einbeziehung in die Analyse stellen in
dem Prozess der Signalgenerierung derzeit noch ein großes Problem dar. In den meisten
der gängigen Verfahren ist eine Stratiﬁzierung für einzelne Variablen bislang die einzige
Möglichkeit, Confounder zu berücksichtigen. Bei wachsender Anzahl zu berücksichtigender
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Kovariablen ist eine Stratiﬁzierung aber keine zielführende Vorgehensweise, da schnell
dünn besetzte Strata entstehen, die für die Signalgenerierung sehr problematisch sind
(vgl. Abschnitt 3.2.1). Eine günstigere Möglichkeit, systematische Unterschiede zwischen
den Behandlungsgruppen zu reduzieren, stellt daher die Balancierung der gemessenen
Kovariablen über den PS dar.
Darüber hinaus werden mit den in Kapitel 3 vorgestellten Verfahren sehr viele unterschied-
liche WEK untersucht und eine manuelle Auswahl der zu berücksichtigenden Kovariablen
für jede dieser Kombinationen überstiege jeden akzeptablen zeitlichen und personellen
Aufwand. Auch eine Beschränkung auf eine fest vorgegebene Liste von Kovariablen, die
als potenzielle Confounder berücksichtigt werden sollen, scheint wenig zielführend, da hier
die Unterschiedlichkeit der einzelnen WEKs vernachlässigt wird. Wünschenswert wäre al-
so eine automatisierte Auswahl von möglichen Confoundern für jede einzelne WEK. Eine
mögliche Lösung stellt der High-dimensional Propensity Score dar (Schneeweiss et al.,
2009a), der automatisiert über einen aufwändigen Algorithmus potenzielle Confounder
aus den zu untersuchenden Daten ermittelt.
4.2 Der Propensity Score
Bei der Schätzung eines Behandlungseﬀekts in Beobachtungsstudien kann nicht davon
ausgegangen werden, dass vor Behandlungsbeginn keine systematischen Unterschiede zwi-
schen den zu vergleichenden Gruppen vorliegen; es muss also von einer Verzerrung des
Eﬀektschätzers ausgegangen werden. Eine Methode zur Adjustierung dieser Verzerrung
stellt die Verwendung von Propensity Scores dar.
Der PS ist für jedes Individuum m deﬁniert als die bedingte Wahrscheinlichkeit, die interes-
sierende Behandlung Tm zu erhalten (Tm = 1), gegeben einer Menge von Kovariablen Xm
dieses Individuums, die vor der Exposition beobachtet wurden. Der Propensity Score ist
deﬁniert als
sm(Xm) = P (Tm = 1 |Xm). (4.1)
Rosenbaum und Rubin (1983) zeigten, dass der PS ein sogenannter Balancing Score ist,
d. h. bedingt auf den PS ist die Verteilung der Kovariablen X zwischen den beiden Be-
handlungsgruppen gleich. Rosenbaum und Rubin (1983) zeigten auch, dass unter Annahme
der strengen Ignorierbarkeit der Behandlungszuordnung und einem Matching nach dem
PS die Mittelwertsdiﬀerenz der Eﬀekte zwischen Exponierten und Nichtexponierten einen
unverzerrten Schätzer des mittleren Behandlungseﬀekts liefert. Sei Ym(1) das potenzielle
Zielereignis für Individuum m unter Behandlung und Ym(0) das potenzielle Zielereignis
unter Nichtbehandlung, so ist strenge Ignorierbarkeit der Behandlungszuordnung deﬁniert
als:
(Ym(1), Ym(0)) ⊥⊥ Tm |Xm und 0 < P (Tm = 1 |Xm) < 1, (4.2)
d. h. dass (a) die Zuordnung zu einer Behandlungsgruppe unabhängig vom potenziellen
Zielereignis gegeben der Kovariablen ist und (b) dass jedes Individuum eine echt positive
Wahrscheinlichkeit besitzt, in der Behandlungsgruppe zu sein.
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In der Eigenschaft des PS, die beobachteten Kovariablen zwischen den beiden Behand-
lungsgruppen zu balancieren, liegt der Schlüssel für die Adjustierung für potenzielle Con-
founder, da so systematische Unterschiede zwischen den beiden Gruppen minimiert werden
können. Allerdings ist dabei anzumerken, dass ungemessene, also nicht in X erfasste Ko-
variablen nur dann mitbalanciert werden, wenn sie über die erfassten Kovariablen mit
abgebildet werden (Austin et al., 2005; Rosenbaum und Rubin, 1983).
4.2.1 Berechnung des Propensity Scores
Die dem PS zugrunde liegende Idee basiert auf der Behandlungszuordnung in einem rando-
misierten Experiment. Hier ist die Wahrscheinlichkeit, einer der beiden Behandlungsgrup-
pen zugeordnet zu werden, für jedes Individuum m gleich P (Tm = 0) = P (Tm = 1) = 0,5.
Damit wäre in diesem Fall auch der PS für jedes Individuum bekannt, sm(Xm) = 0,5. In
nichtrandomisierten Beobachtungsstudien ist dieser Score jedoch unbekannt und muss an-
hand der über das Individuum m in Xm vorliegenden Informationen geschätzt werden, in
der Regel durch eine logistische Regression, in die möglichst viele gemessene Kovariablen
eingeschlossen werden.
Der so geschätzte PS kann auf verschiedene Weisen zur Confounder-Adjustierung genutzt
werden, wie vielfach in der Literatur beschrieben wurde, etwa von Rosenbaum und Rubin
(1983), Brookhart et al. (2006) sowie von Austin (2009). Neben Stratiﬁzierung nach dem
PS, Einbeziehung des PS als Kovariable in eine Regression oder einer Gewichtung nach
dem inversen PS ist vor allem das Matching nach dem PS hier von Interesse.
4.2.2 Matching und Balance
Bezeichne im Folgenden M1 die Menge der exponierten Personen, M0 die Menge der
nichtexponierten. Anhand des für jedes Individuum geschätzten PS sˆm(Xm) können die
Behandlungsgruppen M1 und M0 balanciert werden, indem zu einer exponierten Person
m1 ∈ M1 mit geschätztem PS sˆm1(Xm1) eine nichtexponierte Person m0 ∈ M0 mit dem
gleichen oder einem ähnlichen PS gesucht wird:
sˆm1(Xm1) ≈ sˆm0(Xm0). (4.3)
Dabei kann dieses Matching nach verschiedenen Strategien vollzogen werden, zu denen
ebenfalls umfassende Literatur existiert, siehe etwa Dehejia und Wahba (2002), Lechner
(2002), Stuart (2010) oder Austin (2011a). Eines der gebräuchlichsten Matching-Verfahren
ist das Nearest-Neighbor -Verfahren. Dabei wird zu einer zufällig ausgewählten exponierten
Person m1 ∈ M1 eine nichtexponierte Person m0 ∈ M0 identiﬁziert, so dass gilt:
|sˆm1 − sˆm0 | = min
m∈M0
|sˆm1 − sˆm| . (4.4)
Eine restriktivere Variante des Nearest-Neighbor-Verfahrens ist das sogenannte Caliper -
Matching. Dabei wird zusätzlich ein Maximalradius ρ vorgegeben, den die Diﬀerenz der
beiden verglichenen PS nicht überschreiten darf. Insbesondere an den Rändern der PS-
Verteilung kann es so passieren, dass für eine exponierte Person m1 keine nichtexponierte
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Person gefunden werden kann. Andere Ansätze wie etwa das optimale Matching oder
Verfahren, die auf der Mahalanobis-Distanz oder auf der Verwendung von Kernfunktionen
basieren, werden hier nicht weiter betrachtet.
Diese Matching-Strategien haben gemeinsam, dass sie über beide Behandlungsgruppen
hinweg Personenpaare identiﬁzieren, die prinzipiell (d. h. nach ihrem PS) eine gleiche Be-
handlungswahrscheinlichkeit haben. Anzumerken ist, dass PS-Matching nicht auf ein 1:1
Matching beschränkt ist; es können einer exponierten Person auch mehrere Nichtexpo-
nierte zugeordnet werden. Des Weiteren können nichtexponierte Personen auch mehr als
einmal gepaart werden („Matching mit Zurücklegen“).
Ziel des PS-Matchings ist es, die vor Expositionsbeginn erfassten Kovariablen zwischen
Exponierten und Nichtexponierten zu balancieren. In einer Übersichtsarbeit von Austin
(2009) wurden unterschiedliche Methoden zur Untersuchung der Balance zwischen den ge-
matchten Gruppen vorgeschlagen. Die wohl am häuﬁgsten angewendete Methode stellen
die standardisierten Diﬀerenzen der einzelnen Kovariablen zwischen den Behandlungs-
gruppen dar, ein vom Stichprobenumfang und der Einheit der gemessenen Variable un-
abhängiges Abstandsmaß (Flury und Riedwyl, 1986). Für eine binäre Kovariable ist die
standardisierte Diﬀerenz Δ zweier Behandlungsgruppen deﬁniert als
Δ =




wobei π1 und π0 den Anteil der Personen in der jeweiligen Behandlungsgruppe bezeichnen,
bei denen die Kovariable ausgeprägt ist. Standardisierte Diﬀerenzen von größer als 10%
können dabei als bedeutsamer Unterschied interpretiert werden (Austin et al., 2007).
4.2.3 Limitationen des Propensity Scores
Generell lässt sich sagen, dass die Balanciertheit mit der Größe der Stichprobe zunimmt
(Austin, 2009). Jedoch weist Austin darauf hin, dass auch nach einem PS-Matching noch
verhältnismäßig große Unbalancen auftreten können, z. B. wenn das Regressionsmodell zur
Bestimmung des PS nicht passend gewählt wurde. Ist dies der Fall, kann beispielsweise
das PS-Modell modiﬁziert werden, etwa durch Einschluss von Wechselwirkungstermen
oder quadrierten Termen.
In der zweiten Annahme der strengen Ignorierbarkeit der Behandlungszuordnung (vgl.
(4.2)) ist eine Überschneidung der PS-Verteilungen beider Gruppen gefordert, die bei-
spielsweise über eine graﬁsche Darstellung der empirischen PS-Dichten beider Behand-
lungsgruppen überprüft werden kann. Für Individuen, die außerhalb des überlappenden
Bereichs liegen, lässt sich kein oder nur ein schlecht angepasster Matching-Partner identiﬁ-
zieren und somit kein Behandlungseﬀekt schätzen. Von Lechner (2001) wurde eine Metho-
de zur Untersuchung der Robustheit der geschätzten Eﬀekte bei mangelnder Überlappung
vorgeschlagen.
In die Schätzung des PS können augenscheinlich nur Begleitinformationen eingehen, die
auch in den Daten erfasst sind. Unbekannte oder nicht erfasste Kovariablen können aber
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einen immensen Einﬂuss auf das Zielereignis haben und so einen versteckten Bias verursa-
chen. Es kann versucht werden, nicht erfasste Variablen über Proxy-Variablen abzubilden,
die in den Daten erfasst sind. Ist der Proxy sehr stark mit dem ungemessenen Confounder
assoziiert, kann er als Surrogat für diesen genutzt werden (Wooldridge, 2010, S. 67).
Zusammenfassend gilt, dass es durch eine Balancierung der Behandlungsgruppen möglich
ist, Verzerrungen durch systematische Unterschiede zwischen den Vergleichsgruppen zu
reduzieren. Allerdings ist für die Schätzung des PS eine Vordeﬁnition der einzuschließenden
Variablen notwendig, so dass vor der Schätzung eine Selektion dieser Kovariablen erfolgen
muss.
4.3 Kovariablenselektion durch den High-dimensional
Propensity Scores (HDPS)
Der von Schneeweiss et al. (2009a) vorgestellte Algorithmus zur Berechnung des High-
dimensional Propensity Scores besteht im Kern aus einer mehrstuﬁgen Strategie zur au-
tomatisierten Identiﬁzierung von einer großen Anzahl an gemessenen Kovariablen, die als
potenzielle Confounder in Frage kommen. Diese Kovariablen werden im Anschluss in die
Schätzung des PS eingeschlossen. Die einzelnen Schritte des Verfahrens werden im Folgen-
den kurz dargelegt.
Laut Schneeweiss et al. (2009a) besteht ein Hauptvorteil der automatisierten Identiﬁzie-
rung einer sehr großen Anzahl von Kovariablen darin, dass auf diese Weise zum Teil auch
für ungemessenes Confounding adjustiert werden kann. Durch die verschiedenartigen Infor-
mationen, die den Patienten zum gleichen Zeitpunkt beschreiben, ist es möglich, dass die
Summe mehrerer dieser Informationen (z. B. ATC-Codes für ambulante Verschreibungen,
ICD-10-Codes für ambulante und stationäre Diagnosen oder OPS-Codes für Operationen)
gemeinsam einen Gesundheitszustand abbildet, der über Betrachtung der einzelnen Co-
des nicht erfasst werden könnte. Diese gemeinsame Proxy-Funktion mehrerer Kovariablen
kann zu einer Adjustierung für ungemessenes Confounding führen.
Der HDPS-Algorithmus ist in sechs Schritte untergliedert, die im Folgenden genauer be-
schrieben werden.
Schritt 1 – Identiﬁzierung der Datendimensionen
Zunächst müssen vom Anwender die in der Datenbank vorhandenen verschiedenen Infor-
mationsdimensionen identiﬁziert werden. Je nach Beschaﬀenheit der Datenbank können
diese sogenannten Datendimensionen sehr unterschiedlich ausfallen. In der Regel umfas-
sen sie zumindest Medikamentenexpositionen sowie medizinische Diagnosen. Des Weiteren
können etwa Laborwerte oder erfolgte therapeutische Maßnahmen als Datendimensionen
vorhanden sein. Generell kann festgehalten werden, dass sich das Ergebnis des Algorith-
mus verbessert, je umfassender die Informationen in der Datenbank sind. Demographische
Informationen werden in der Regel nicht als eigene Datendimension in den Algorithmus
eingespeist, sondern in Schritt 5 als zusätzliche Kovariablen hinzugefügt.
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Nach der Identiﬁzierung der in den Daten vorhandenen d1 Dimensionen muss ein Zeitraum
vor Beginn der Exposition festgelegt werden (Baselineperiode), in dem die potenziellen
Kovariablen K ermittelt werden sollen. Die Größe dieses Zeitfensters ist prinzipiell frei,
üblicherweise werden Zeiträume von 6 bis 12 Monaten gewählt.
Weiterhin können in dem Algorithmus optional bestimmte Kovariablen von vornherein
ausgeschlossen werden, wenn bekannt ist, dass sie sehr stark mit der Exposition korreliert
sind, aber nur schwach oder gar nicht mit dem Zielereignis. Diese Auswahl erfordert in der
Regel wieder Expertenwissen.
Abschließend muss pro Datendimension entschieden werden, in welchem Detailgrad die
einzelnen Informationen eingehen sollen. So kann es etwa sinnvoll sein, bestehende Erkran-
kungen nicht einzeln anhand des vollen ICD-10-Codes zu beschreiben, sondern Erkrankun-
gen in Gruppen zusammenzufassen, z. B. kann statt „I61.0“ (Intrazerebrale Blutung in die
Großhirnhemisphäre, subkortikal) nur „I61“ (Intrazerebrale Blutung) oder „I6“ (Zerebro-
vaskuläre Krankheiten) verwendet werden. Der Einﬂuss der Wahl des Detailgrades wird
in Schritt 2 des Algorithmus deutlich.
Schritt 2 – Identiﬁzierung der Kovariablen mit der höchsten Prävalenz
Nachdem in Schritt 1 d1 Dimensionen identiﬁziert wurden, werden die in den einzelnen Di-
mensionen kodierten Informationen (etwa Expositionen uber ATC-Codes und Diagnosen
über ICD-10-Codes)anhand ihrer Prävalenz sortiert. Als Prävalenz wird hier der Anteil der
Individuen deﬁniert, bei denen in den Daten der entsprechende Code mindestens einmal in
der Baselineperiode erfasst ist. Aus der sortierten Liste werden pro Dimension die obers-
ten d2 Codes als potenzielle Kovariablen ausgewählt, wobei die Anzahl d2 vom Anwender
vorgegeben ist. An dieser Stelle wird deutlich, warum der Detailgrad der Kodierungen
entscheidend ist. Bei einem zu hohen Detailgrad werden eventuell wichtige Krankheitsbil-
der zu fein aufgeteilt und haben eine zu geringe Prävalenz um unter den „obersten“ d2
Variablen zu erscheinen.
Als Resultat von Schritt 2 erhält man nun Kovariablen Kr, r = 1, . . . , (d1 · d2) mit den
jeweiligen Prävalenzen.
Schritt 3 – Kategorisierung der Häuﬁgkeit der Variablen
In diesem Schritt werden Informationen über die ausgewählten Kovariablen Kr, r = 1, . . . ,
(d1 · d2), mit den Daten des Individuums m verknüpft.
Bezeichne M die Anzahl aller Individuen in der Datenbank. Für jede Kovariable Kr wird
für alle erfassten Personen die Häuﬁgkeit hm(Kr) des Auftretens der Kovariable Kr in
den Daten des Individuums m ermittelt. Von diesen M Häuﬁgkeiten werden der Median
medM (Kr) und das 75% Perzentil PM75 (Kr) bestimmt.
Im Anschluss daran werden für jede Kovariable Kr drei neue binäre Variablen x1r , xmedr
und xP75r erzeugt. Diese enthalten Informationen über die Auftretenshäuﬁgkeit hm(Kr)
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Tabelle 4.1: Beispiel der Abbildung der Häuﬁgkeit des Auftretens einer Kovariable K1 in binäre Varia-
blen für M = 10 verschiedene Individuen. Dabei liegt der Median der Auftretenshäuﬁgkeiten von K1
bei med10(K1) = 2 und das 75%-Perzentil bei P 1075 (K1) = 7.
m 1 2 3 4 5 6 7 8 9 10
hm(K1) 0 2 0 1 1 10 2 7 13 3
x11 0 1 0 1 1 1 1 1 1 1
xmed1 0 1 0 0 0 1 1 1 1 1
xP751 0 0 0 0 0 1 0 1 1 0
von Kr bei Person m und werden für jedes Individuum m berechnet als
x1r = 1 , falls hm(Kr) ≥ 1, x1r = 0 sonst,
xmedr = 1 , falls hm(Kr) ≥ medM (Kr), xmedr = 0 sonst,
xP75r = 1 , falls hm(Kr) ≥ PM75 (Kr), xP75r = 0 sonst.
Durch diese Kategorisierung jeder Kovariablen Kr, r = 1, . . . , (d1 · d2), in binäre Variablen
besitzt nun jedes Individuum m einen Kovariablenvektor Xm bestehend aus (d1 · d2 · 3)
binären Variablen. Ein Beispiel der Berechnung der binären Variablen für zehn Individuen
m1 bis m10 und eine Kovariable K1 ist in Tab. 4.1 dargestellt.
Schritt 4 – Priorisierung der Variablen
Bislang wurde die Sortierung und Auswahl der Kovariablen innerhalb der d1 Dimensionen
vorgenommen. Um die Zahl der Kovariablen für das Schätzen des Propensity Scores zu
reduzieren, ohne wichtige Variablen zu verlieren, werden im folgenden Schritt die Infor-
mationen der einzelnen Dimensionen kombiniert und es wird eine „globale“ Priorisierung
vorgenommen. Da verschiedene Datendimensionen Prävalenzen unterschiedlicher Größen-
ordnung aufweisen können, können die Variablen nicht einfach gepoolt werden, um dann
die mit den höchsten Prävalenzen auszuwählen, da auf diese Weise wichtige Variablen aus
Datendimensionen mit insgesamt niedrigeren Prävalenzen verloren gingen.
Für jede der in Schritt 3 erzeugten Variablen x1r , xmedr und xP75r , r = 1, . . . , (d1 · d2), wird
daher der sogenannte Schlesselman-Bias berechnet (Schlesselman, 1978). Dieser ist ein
Maß für den Unterschied der Prävalenzen eines binären Confounders zwischen den Grup-
pen der exponierten Personen und der nichtexponierten Personen und für den Einﬂuss des
binären Confounders auf das Zielereignis Y . Bezeichne nun xr eine der binären Variablen;
auf die explizite Indizierung „1“, „medM “ oder „PM75 “ wird an dieser Stelle aus Gründen
der Übersichtlichkeit verzichtet. Dazu bezeichne pr(1) die Prävalenz von xr unter den ex-
ponierten Individuen und pr(0) die Prävalenz unter den Nichtexponierten. Dann ist der
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P (Y = 1 |Kr = 1)
P (Y = 1 |Kr = 0) , (4.7)
wobei P (Y = 1 |Kr = 1) die Wahrscheinlichkeit für das Zielereignis gegeben einer Ausprä-
gung der Kovariable Kr bezeichnet und P (Y = 1 |Kr = 0) entsprechend die Wahrschein-






wobei nr11 die Anzahl der Personen mit Zielereignis Y und ausgeprägter Kovariable Kr,
nr10 die Anzahl der Personen ohne Zielereignis Y mit Kovariable Kr, nr01 die Anzahl der
Personen mit Zielereignis ohne Kovariable Kr und nr00 die Anzahl der Personen ohne
Zielereignis und ohne Kovariable Kr bezeichnen.
Zu jeder binären Kovariable wird nun log(Br) berechnet und die Kovariablen werden
absteigend gemäß dieses Werts sortiert.
Schritt 5 – Auswahl der ﬁnalen Liste der Kovariablen
Aus der in Schritt 4 erzeugten sortierten Liste werden nun die ersten d3 Kovariablen als
potenzielle Confounder für die Schätzung des PS ausgewählt. Die Anzahl d3 wird hierbei
vom Anwender vorab festgelegt. Zusätzlich können in diesem Schritt 0 demographische
Angaben wie Alter und Geschlecht als feste Kovariablen hinzugefügt werden sowie weite-
re 1 Variablen, die als unabdingbar angesehen werden. Letztere hängen häuﬁg von der
unterliegenden Fragestellung ab und erfordern in der Regel wieder Expertenwissen.
Als Resultat erhält man nach diesem Schritt d3 + 0 + 1 Kovariablen für die Schätzung
des PS.
Schritt 6 – Schätzung des High-dimensional Propensity Scores
Im letzten Schritt wird für jedes Individuum über eine multiple logistische Regression der
PS geschätzt, wobei alle zuvor ausgewählten d3 + 0 + 1 Kovariablen mit in das Modell
aufgenommen werden. Dieser geschätzte PS wird als sˆHDm bezeichnet und kann wie in
Abschnitt 4.2.1 beschrieben zur Balancierung der Kohorte eingesetzt werden.
Um die Performance des HDPS im Vergleich zu einer „traditionellen“ PS-gematchten Stu-
die beurteilen zu können, wurde anhand der GePaRD-Daten eine Pilotstudie durchgeführt,
die im Folgenden kurz beschrieben wird.
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4.4 Anwendung des HDPS in einer Pilotstudie
Der HDPS-Algorithmus wurde verwendet, um das Risiko von Komplikationen des oberen
Gastrointestinaltrakts (oGI) nach Einnahme von nichtsteroidalen Antirheumatika (NSAR)
zu beurteilen. Dabei wurde zwischen traditionellen Präparaten (tNSAR) und selektiven
COX-2-Hemmern (Coxibe) unterschieden. Als primäre Endpunkte wurden Blutungen und
Perforationen betrachtet (ICD-10-Gruppen K25–K27, K62.5 und K92.0–K92.2). Die Risi-
koschätzungen nach dem HDPS-Matching wurden verglichen mit Schätzungen aus einer
parallel durchgeführten, „traditionellen“ PS-gematchten Kohortenstudie, in der 79 ausge-
wählte Confounder zur PS-Schätzung berücksichtigt wurden. Die Ergebnisse sind publi-
ziert (Garbe et al., 2012, Artikel in Anhang C.4).
4.4.1 Beschreibung der Studie
Als Datengrundlage für diese Studie dienten die in GePaRD eingeschlossenen Personen
der Abrechnungsjahre 2004 bis 2008. Dabei wurden demographische Informationen, Ver-
sicherungsperioden, Krankenhausaufenthalte mit Aufnahme- und Entlassungsdiagnosen,
stationäre Operationen und Prozeduren, ambulante Diagnosen, Operationen und Proze-
duren sowie ambulante Verschreibungen aus GePaRD extrahiert.
Die Studie wurde als Kohortenstudie mit new user -Design angelegt, wobei eine Person
als neuer Nutzer galt, wenn sie mindestens 12 Monate durchgehend versichert war, ohne
eine Verschreibung eines NSAR zu erhalten. Eintritt in die Kohorte war die erste Ver-
schreibung eines NSAR, Kohortenaustritt des erste der folgenden Ereignisse: Absetzen
des Medikaments oder Wechsel auf ein anderes NSAR, Krankenhausaufnahme aufgrund
von oGI-Komplikationen, Diagnose von Krebs, Ende der Versicherungszeit oder Ende der
Studienperiode.
Als Datendimensionen für den HDPS-Algorithmus wurden
(a) stationäre Diagnosen (ICD-10-GM Codes, dreistellig),
(b) stationäre Operationen (OPS-Codes, vierstellig),
(c) ambulante Diagnosen (ICD-10-GM Codes, dreistellig),
(d) ambulante Behandlungen (EBM-Codes, fünfstellig),
(e) ambulante Operationen (OPS-Codes, vierstellig) sowie
(f) ambulante Verschreibungen (ATC-Codes, vollständig)
identiﬁziert. Es wurden für jeden Versicherten vier verschiedene HDPS geschätzt, basie-
rend auf KPS = 200, 500, 700 und 900 empirisch identiﬁzierten Kovariablen, dazu der
„traditionelle“ PS basierend auf 79 ausgewählten Variablen. Es wurden tNSAR-Nutzer
mit Coxib-Nutzern verglichen, wobei die Kohorte jeweils über ein 1:1 Nearest-Neighbor-
Matching nach einem der fünf zu untersuchenden PS balanciert wurde.
Es wurde ein breites Spektrum an NSAR aus der ATC-Gruppe „M01A“ betrachtet, eine
volle Liste ist in Garbe et al. (2012) angegeben.
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4.4.2 Ergebnisse
Insgesamt wurden 2.141.895 neue NSAR-Nutzer identiﬁziert, von denen 37.281 (1,7%)
Coxibe und 2.104.614 (98,3%) tNSAR eingenommen haben. Unter den Coxiben war Eto-
ricoxib (62,0%) das häuﬁgste, gefolgt von Celecoxib (30,4%) und Valdecoxib (4,8%). Die
am häuﬁgsten verschriebenen tNSAR waren Diclofenac (51,4%), Ibuprofen (41,7%) und
Dexketoprofen (1,5%). Insgesamt gab es 48 (0,2%) Fälle von oGI-Komplikationen in der
Coxib-Gruppe und 1.670 (0,1%) Fälle unter den tNSAR-Nutzern. Geschätzt wurde jeweils
das relative Risiko für eine oGI-Komplikation von inzidenten Coxib-Nutzern gegenüber
tNSAR-Nutzern. In der nicht gematchten, vollen Kohorte wurde ein rohes relatives Ri-
siko von R̂R=1,21 (95% KI=[0,91;1,61]) geschätzt. Nach dem 1:1-Matching reduzierte
sich die Größe der Kohorte erheblich: Es wurden in beiden Behandlungsgruppen jeweils
noch 37.281 Versicherte eingeschlossen. In der gematchten Kohorte verringerte sich das
geschätzte relative Risiko bei zunehmender Anzahl von Kovariablen, siehe Tab. 4.2. Die
Tabelle 4.2: Geschätzte relative Risiken (RR) inklusive 95% Konﬁdenzintervalle (KI) in der vollen
Kohorte, nach traditionellem Propensity Score (tPS) Matching und nach High-dimensional Propensity
Score (HDPS) Matching
Matching Anzahl der Kovariablen R̂R 95% KI
im PS
— — 1,21 [0,91;1,61]
tPS 79 0,84 [0,56;1,26]
HDPS 200 0,68 [0,49;1,01]
HDPS 500 0,67 [0,49;0,97]
HDPS 700 0,64 [0,44;0,94]
HDPS 900 0,62 [0,43;0,91]
Risikoschätzungen nach dem PS-Matching (traditionell oder HD) entsprechen dem erwar-
teten Ergebnis, da die Coxibe gerade entwickelt wurden, um das hämorrhagische Risiko bei
einer NSAR-Exposition zu senken. Das geschätzte relative Risiko von R̂R =1,21 in der un-
gematchten Kohorte, das gerade den gegenteiligen Eﬀekt der Coxibe aufzuzeigen scheint,
ist zumindest durch einen Indikationsbias verzerrt, da Coxibe bevorzugt Patienten mit
bestehenden oGI-Komplikationen verschrieben werden.
Am Beispiel dieser Studie wird deutlich, dass das Matching einer Kohorte bezüglich eines
PS oder eines HDPS eine deutlich verbesserte Risikoschätzung ermöglichen kann. Darüber
hinaus ist mit dem HDPS-Algorithmus eine Möglichkeit gegeben, Kovariablen aus den
Daten in einem automatisierten Verfahren als potenzielle Confounder zu identiﬁzieren
und so einen PS zu schätzen.
Damit sind dem Anschein nach alle Voraussetzungen erfüllt, um den HDPS in den Prozess
der Signalgenerierung einzubetten. Im nächsten Kapitel wird zunächst ein innovativer
Ansatz zur Nutzung des HDPS in der Signalgenerierung vorgestellt. Im Anschluss wird
dieser Ansatz in einer praktischen Studie zu kardiovaskulären und hämorrhagischen Risiken
von NSAR umgesetzt.
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Für die routinemäßige Bestimmung von Arzneimittelrisiken ist vor allem bei sehr vie-
len Wirkstoﬀ-Ereignis-Kombinationen, wie sie zum Beispiel in der pharmakoepidemiolo-
gischen Forschungsdatenbank GePaRD vorliegen, ein zeiteﬃzientes Verfahren notwendig.
Dazu sollte insbesondere eine Adjustierung der Risikomaße erfolgen können, ohne dass
die Kovariablen für jede betrachtete Kombination vom Anwender neu festgelegt werden
müssen. Für ein solches Verfahren zur Signalgenerierung wird in diesem Kapitel ein erster
Ansatz vorgestellt. Dazu werden in einem weitestgehend automatisierten Verfahren, d. h.
einem Verfahren, das die Anwenderinteraktionen reduziert, die Disproportionalitätsanaly-
se aus Kapitel 3 und die automatisierte Adjustierung über HDPS aus Kapitel 4 kombiniert.
Dieser Ansatz würde es ermöglichen, zum einen große Datenmengen systematisch zu durch-
suchen und zum anderen eine Adjustierung durchzuführen, die die in Kapitel 3 genannten
Limitationen der Stratiﬁzierung umgeht.
Um insbesondere die Praxistauglichkeit des Verfahrens zu testen, wird der vorgestellte
Ansatz auf Daten aus GePaRD angewandt. Für verschiedene Studienpopulationen (un-
gematcht und gematcht) werden dazu jeweils Risikoschätzungen für kardiale Erkrankun-
gen, Schlaganfall und Komplikationen des oberen Gastrointestinaltrakts nach einer NSAR-
Exposition durchgeführt und die erzielten Risiken miteinander verglichen. Dabei werden
sowohl die Ergebnisse der einzelnen Schritte der Kohortenbalancierung als auch die resul-
tierenden geschätzten Risiken zwischen den Kohorten betrachtet. Als externe Vergleichs-
größen werden zudem die Resultate verschiedener klassischer pharmakoepidemiologischer
Studien, unter anderem des Projekts „Safety of non-steroidal anti-inﬂammatory drugs“
(SOS, The SOS Project, 2012), herangezogen. Insgesamt geht es bei dieser Anwendung
wie schon in der in Kapitel 3 vorgestellten Studie zum Blutungsrisiko von Phenprocou-
mon nicht um einen tatsächlichen Erkenntnisgewinn über das Sicherheitsproﬁl der NSAR,
sondern rein um die Vergleichbarkeit der erzielten Ergebnisse.
Der hier vorgestellte erste Ansatz für eine innovative Strategie zur Signalgenerierung auf
balancierten Kohorten und die Ergebnisse des durchgeführten Vergleichs sind in dem Ma-
nuskript „A combination of the high-dimensional propensity score and Bayesian signal
detection: a novel approach on German claims data“ zusammengefasst, das nach Abgabe
dieser Arbeit bei einem Journal mit Peer-Review-Verfahren zur Veröﬀentlichung einge-
reicht wird (Anhang C.5).
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5.1 Idee des neuen Ansatzes
Der Signalgenerierungsprozess ist in insgesamt sechs Schritte untergliedert. Das Ziel ist
dabei die Berechnung von Disproportionalitätsmaßen für jede mögliche Wirkstoﬀ-Ereignis-
Kombination (WEK) aus Wirkstoﬀen i und Ereignissen j. Die einzelnen Schritte werden
im Folgenden genauer beschrieben:
Schritt 1: Identiﬁzierung der Kohorte. Zunächst muss die zu untersuchende Kohorte de-
ﬁniert werden. Diese besteht im einfachsten Fall aus allen Personen, die in der Daten-
bank GePaRD erfasst sind. Der Personenkreis kann aber auch eingeschränkt werden,
wenn zum Beispiel nur spezielle WEKs in einer bestimmten Population untersucht
werden sollen (etwa für alle NSAR-Nutzer).
Schritt 2: Identiﬁzierung der Datendimensionen. Die für die automatisierte Kovariablen-
selektion relevanten d1 Datendimensionen müssen vom Anwender festgelegt werden
(vgl. Abschnitt 4.3).
Schritt 3: Identiﬁzierung der Wirkstoﬀ-Ereignis-Kombinationen. Da der Propensity Sco-
re als die Wahrscheinlichkeit für eine Medikamentenexposition gegeben der beobach-
teten Kovariablen deﬁniert ist, müssen für jeden zu untersuchenden Wirkstoﬀ i eige-
ne Propensity Scores geschätzt werden. Darüber hinaus geht im HDPS-Algorithmus
das jeweilige Zielereignis j in die Berechnung des Schlesselman-Bias ein und ist somit
ebenfalls Teil der Kovariablenselektion. Dies hat insgesamt zur Folge, dass sämtli-
che zu untersuchenden WEK ij in diesem Schritt vom Anwender festgelegt werden
müssen.
Schritt 4: Kovariablenselektion und Schätzen des HDPS. Für jede der in Schritt 3 de-
ﬁnierten WEK ij wird eine automatisierte Kovariablenselektion über das HDPS-
Verfahren durchgeführt. Hierzu wird ein von Schneeweiss et al. (2009b) bereitge-
stelltes SAS-Makro genutzt. Im Anschluss an jede Selektion wird für jede Person m
in der betrachteten Kohorte der PS bestimmt, d. h. die bedingte Wahrscheinlichkeit
sHDm (i) geschätzt, dass diese Person mit Wirkstoﬀ i exponiert ist gegeben der zuvor
ausgewählten Kovariablen.
Schritt 5: Matching. Für jede WEK ij wird die Kohorte zunächst basierend auf den ge-
schätzten sˆHDm (i) in eine vorgegebene Anzahl an Strata aufgeteilt. Innerhalb dieser
Strata wird allen exponierten Personen über ein 1:1 Nearest-Neighbor-Verfahren eine
nichtexponierte Person zugeordnet (vgl. Abschnitt 4.2.2). Die Wahl eines strataba-
sierten Verfahrens hat zum einen den Vorteil, dass nur Personen verknüpft werden,
deren geschätzte PS sich nicht mehr als die Stratumsbreite unterscheiden. Dieser
Ansatz folgt der Idee des Caliper-Matchings. Zum anderen kann damit die Lauf-
zeit des Verfahrens erheblich reduziert werden, da jeweils nur eine Teilmenge aller
nichtexponierten Personen für das Matching in Frage kommt.
Schritt 6: Data Mining für alle WEKs. Für alle in Schritt 3 deﬁnierten WEK werden
nun auf der für Wirkstoﬀ i und Ereignis j gematchten Kohorte für das Zielereignis
j die gewünschten Disproportionalitätsanalysen durchgeführt.
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Das Verfahren ist darauf ausgelegt, die notwendigen Vorgaben vom Anwender möglichst
gering zu halten. Ergänzend zu den in den Schritten 1 bis 3 des Algorithmus erforderli-
chen Angaben werden nur einige wenige weitere Angaben benötigt, die für alle WEK als
gleich angenommen werden: Es müssen die Anzahlen d2 und d3 der zu berücksichtigenden
Kovariablen für den HDPS-Algorithmus (siehe Abschnitt 4.3) und die Liste der weiteren
zu berücksichtigenden Confounder (z. B. Alter und Geschlecht) deﬁniert werden.
Über die automatisierte Analyse hinaus werden für jede WEK ij Visualisierungen der
Überlappung der geschätzten PS beider Behandlungsgruppen sowie Visualisierungen der
Balance der beteiligten Kovariablen vor und nach dem Matching generiert. Für die Vi-
sualisierungen der Balance werden vor und nach dem Matching absolute standardisierte
Diﬀerenzen (Flury und Riedwyl, 1986) für jede Kovariable berechnet (vgl. Abschnitt 4.2.2),
die bei einer guten Balance nach dem Matching deutlich geringer sein sollten als vor dem
Matching. Auch wenn eine eventuell zu geringe Überlappung oder eine schlechte Balance
der Kohorte momentan nicht zum Abbruch führen oder in anderer Form in den Analysen
berücksichtigt werden, ist so eine Möglichkeit gegeben, die Resultate zumindest stich-
probenhaft graﬁsch zu bewerten. Diese Darstellungen können also zum Beispiel genutzt
werden, um bei Identiﬁzierung eines Signals relativ schnell die Qualität der Balancierung
zu beurteilen.
Der vorgeschlagene Ansatz zur confounderadjustierten Signalgenerierung ist in gewisser
Weise modular aufgebaut. So ist beispielsweise die Wahl der Matching-Methode nicht auf
das Nearest-Neighbor-Verfahren festgelegt. Hier könnten auch andere Matching-Verfahren
zum Einsatz kommen, wie etwa ein Caliper-Matching oder ein optimales Matching. Wei-
terhin können verschiedene Disproportionalitätsmaße verwendet werden oder auch andere
Risikomaße zum Einsatz kommen. Der Ansatz ließe sich damit also sehr leicht für ver-
schiedene Fragestellungen anpassen und bietet somit das Potenzial für einen vielfältigen
Einsatz.
5.2 Anwendung des neuen Ansatzes auf GePaRD-Daten
Um die Anwendbarkeit des beschriebenen neuen Ansatzes in der Praxis zu testen, wurden
auf fünf verschiedenen Teilpopulationen von GePaRD die Risiken für fünf verschiedene
Endpunkte (s. u.) nach der Exposition mit 29 NSAR geschätzt. Besonderes Augenmerk
lag dabei auf den Auswirkungen der unterschiedlichen Populationen auf die geschätzten
Risiken, da dies einen ersten Hinweis darauf geben kann, ob der vorgestellte Ansatz in
der Lage ist, Signale in Abrechnungsdaten zu identiﬁzieren. Weiterhin wurde der Erfolg
der Balancierung anhand der visuellen Darstellungen der standardisierten Diﬀerenzen der
automatisiert selektierten Kovariablen vor und nach dem Matching beurteilt.
5.2.1 Berechnung der Risiken
Kohortendeﬁnition
Die Grundpopulation für die zu untersuchenden Kohorten bestand aus Versicherten aus
vier deutschen gesetzlichen Krankenversicherungen mit den Daten der Abrechnungsjahre
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2004 bis 2009. Auf Basis dieser Grundpopulation wurden insgesamt fünf Studienpopulatio-
nen ermittelt. Alle Analysen wurden auf anonymisierten Daten durchgeführt. Dazu wurde
das in Abschnitt 2.2.4 vorgestellte Vertrauensstellen-Pseudonym (VSP2) in allen Datenta-
bellen durch eine zufällig generierte Identiﬁkationsnummer ersetzt, die keinen Rückschluss
auf das Individuum zulässt. Die erste der fünf Studienpopulationen wurde anhand der in
der Signalgenerierung typischen Herangehensweise gewählt, indem die Daten aller Versi-
cherten mit allen zur Verfügung stehenden Versicherungsperioden in die Studienpopulati-
on eingeschlossen wurden. Dies maximiert den Informationsgehalt für die Berechnung der
Disproportionalitätsmaße. Basierend auf dieser Kohorte wurde das Risiko von inzidenten
NSAR-Expositionen gegenüber Nichtexposition geschätzt. Eine Wirkstoﬀexposition galt
dabei als inzident, wenn in den 365 Tagen vor dem jeweiligen Verschreibungsdatum keine
andere Verschreibung dieses Wirkstoﬀes in den Daten des Versicherten verzeichnet war.
Für die Einschätzung des Risikos eines Wirkstoﬀes ist es oftmals von Interesse, diesen
mit anderen, ähnlichen Wirkstoﬀen zu vergleichen. Um das speziﬁsche Risiko einer be-
stimmten NSAR-Exposition vor dem Hintergrund von anderen Wirkstoﬀexpositionen die-
ser Klasse zu untersuchen, wurde für die zweite Studienpopulation die Grundgesamtheit
auf alle NSAR-Nutzer eingeschränkt. Dazu wurde eine inzidente NSAR-Nutzer-Kohorte
aufgesetzt, d. h. es wurden nur Individuen eingeschlossen, die in der berücksichtigten Ver-
sicherungsperiode mindestens eine Verschreibung eines beliebigen NSAR hatten, volljäh-
rig und vor der ersten NSAR-Verschreibung mindestens 365 Tage durchgehend versichert
waren. Dabei wurde das Geburtsdatum als der 1. Juli des Geburtsjahres festgelegt und
das Alter jeweils zur Mitte der erfassten Versicherungsdauer berechnet. Ausgeschlossen
wurden anschließend alle Personen, für die in der berücksichtigten Versicherungsperiode
mindestens eine Krebsdiagnose anhand der ICD-10-Codes in den stationären und ambulan-
ten Leistungsdaten identiﬁziert wurde, diese Patienten oftmals viel Zeit im Krankenhaus
verbringen und daher diese Expositionen nicht in der Datenbank erfasst sind. Berücksich-
tigt wurde schließlich pro Versichertem lediglich die erste zusammenhängende Versiche-
rungsperiode, wobei Unterbrechungen in der durchgehenden Versicherungszugehörigkeit
von weniger als vier Tagen Länge als durchgängig versichert klassiﬁziert wurden. Diese
NSAR-Nutzer-Kohorte diente zusätzlich als Basis für drei weitere Kohorten, die durch
Anwendung des hier vorgestellten Ansatzes über ein HDPS-Matching generiert wurden.
Identiﬁzierung der Datendimensionen
Für die automatisierte Kovariablenselektion und das anschließende Matching der NSAR-
Nutzer-Kohorte wurden für die NSAR-Nutzer-Kohorte folgende Informationen aus Ge-
PaRD extrahiert:
(a) stationäre Diagnosen (ICD-10-Codes, 3-stellig), d. h. alle verfügbaren Aufnahme-, Ent-
lassungs-, Haupt- sowie Nebendiagnosen,
(b) ambulante Diagnosen (ICD-10-Codes, 3-stellig),
(c) ambulante Verschreibungen (ATC-Codes),
(d) stationäre Operationen (OPS-Codes, 4-stellig) und
(e) ambulante Operationen (OPS-Codes, 4-stellig),
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soweit von den Krankenversicherungen erfasst und übermittelt. Die Identiﬁzierung dieser
potenziellen Kovariablen wurde auf die 365 Tage vor der ersten NSAR-Verschreibung ei-
nes jeden Individuums beschränkt. Diese so extrahierten Informationen bildeten als fünf
Datendimensionen die Grundlage für die automatisierte Kovariablenselektion. Die Verkür-
zung der ICD- und OPS-Codes auf 3 bzw. 4 Stellen begründet sich in den in Kapitel 4
dargelegten Überlegungen zum Detailgrad der einzelnen potenziellen Kovariablen.
Deﬁnition von Zielereignis und -exposition für die HDPS-Berechnung
Die für die Kovariablenselektion notwendigen Zielexpositionen, d. h. die NSAR-Verschrei-
bungen, wurden über eine zuvor deﬁnierte Liste von 29 ATC-Codes identiﬁziert. Als Ex-
positionsbeginn wurde das Verschreibungsdatum deﬁniert, die Expositionsdauer (in Tagen)
wurde aus der verschriebenen Packungsgröße (Anzahl der Einheiten), der DDD und der
Anzahl der verschriebenen Packungen geschätzt (vgl. Abschnitt 3.3.1).
Die Bestimmung des Expositionsstatus gestaltete sich insofern schwierig, als in der NSAR-
Nutzer-Kohorte jeder Versicherte zu einem Zeitpunkt exponiert war, d. h. es existieren
eigentlich keine echten Nichtexponierten. Da die Balancierung über den PS aber auf dem
unterschiedlichen Expositionsstatus basiert, wurde hier ein Kompromiss verfolgt: Aufgrund
der Tatsache, dass die die hier verwendete Expositionsdeﬁnition lediglich zur Bestimmung
der Kovariablen und der Berechnung des PS dient und nicht etwa zur ﬁnalen Schätzung des
Risikos der Wirkstoﬀe herangezogen wird, wurden als Kompromiss vier NSAR (Diclofenac,
Indometacin, Naproxen, Piroxicam) zur Expositionsbestimmung ausgewählt. Fand sich
eine Verschreibung eines dieser NSAR in den Leistungsdaten eines Individuums, wurde
die Person als exponiert deﬁniert und sonst als nichtexponiert.
Als Zielereignisse wurden innerhalb der berücksichtigten Versicherungsperiode die folgen-
den primären Endpunkte betrachtet:
1. akuter Myokardinfarkt (AMI),
2. Komplikationen des oberen GI-Trakts (oGI),
3. ischämischer Schlaganfall (ISA),
4. hämorrhagischer Schlaganfall (HSA),
5. Herzinsuﬃzienz (HI).
Alle Endpunkte wurden über entsprechende ICD-10-Codes stationärer Entlassungsdiagno-
sen der Versicherten identiﬁziert. Eine Übersicht der berücksichtigten Codes ﬁndet sich im
Manuskript in Anhang C.5. Jedes Individuum mit einem entsprechend ICD-Code in der
betrachteten Versicherungsperiode wurde als Fall klassiﬁziert.
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Kovariablenselektion und Schätzen des Propensity Scores
Auf Basis der NSAR-Nutzer-Kohorte wurden in diesem Schritt Kovariablenselektionen für
jeden der fünf Endpunkte durchgeführt. Vor Beginn der Kovariablenselektion wurden aus
den Dimensionen 1 und 2 (stationäre und ambulante Diagnosen) alle ICD-10-Codes aus-
geschlossen, die zum jeweilig betrachteten Endpunkt gehören; ebenso wurden alle NSAR-
Verschreibungen aus Dimension 3 (ambulante Verschreibungen) gelöscht.
Die Deﬁnition der Exposition über vier ausgewählte Wirkstoﬀe hatte zur Folge, dass nicht
für jede mögliche Kombination aus NSAR und Endpunkt eine Kovariablenselektion durch-
geführt wurde, es ergab sich vielmehr eine „gemeinsame“ Exposition für alle 29 NSAR, so
dass nur für jeden Endpunkt eigene Selektionen durchgeführt werden mussten. Um den Ef-
fekt der Anzahl der über den HDPS-Algorithmus ermittelten Kovariablen auf die Balance
der Kohorte betrachten zu können, wurden der HDPS pro Endpunkt dreimal angewen-
det, dabei wurden jeweils 400, 650 und 900 Kovariablen extrahiert. Die Schätzung des PS
basierte anschließend auf diesen 400, 650 oder 900 automatisiert ermittelten Kovariablen
sowie dem Geschlecht und dem Alter, kategorisiert in Altersgruppen (<50, 51-60, 61-70,
71-80 und >80 Jahre).
Es wurden so insgesamt für jedes Individuum in der NSAR-Nutzer-Kohorte 15 PS ge-
schätzt, einer für jeden primären Endpunkt und jede der drei Anzahlen an ermittelten
Kovariablen.
Matching
Vor dem Matching wurden, getrennt nach der in die PS-Schätzung eingeﬂossenen Ko-
variablenanzahlen, die für die fünf Endpunkte geschätzten PS pro Person miteinander
verglichen. Dieser Vergleich zeigte, dass sich die PS der einzelnen Endpunkte nur minimal
voneinander unterschieden (siehe Abb. 5.1). Aufgrund dieser Tatsache wurden im Folgen-
den für das Matching nicht separate PS für die einzelnen Endpunkte verwendet, vielmehr
wurden die entsprechenden fünf geschätzten Scores auf Personenebene gemittelt, so dass
für jedes Individuum insgesamt drei mittlere PS bestimmt wurden, basierend auf 400, 650
und 900 Kovariablen sowie Geschlecht und Altersgruppe. Diese mittleren Scores bildeten
die Grundlage für die weiteren Analysen. Diese Abweichung vom geplanten Ablauf hatte
eine enorme Zeitersparnis zur Folge, da nicht mehr 15 sondern nur noch drei Kohorten
gematcht werden mussten.
Es wurde zudem visuell überprüft, ob die Überlappung zwischen den Behandlungsgruppen
groß genug war, um ein stabiles Kohortenmatching zu gewährleisten. Für das Matching
kam ein 1:1 Nearest-Neighbor-Verfahren zum Einsatz, das innerhalb von 20 PS-basierten
Strata geeignete Paare aus exponierten und nichtexponierten Versicherten verknüpft hat.
Um den Erfolg des Matchings anschließend zu bewerten, wurde die Balance der Kohorte
vor dem Matching mit der Balance der drei Kohorten nach dem Matching verglichen.
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Signalgenerierung
Mit der ersten Studienpopulation, also den Daten aller Versicherten in GePaRD, konnten –
analog zu Kapitel 3 – „rohe“, d. h. unadjustierte, Risikoschätzungen für die Kombinationen
der 29 Zielexpositionen und der fünf Endpunkte auf Basis einer nichtselektierten Populati-
on berechnet werden. Die so erzielten Resultate waren zwar aufgrund der unterschiedlichen
Populationen nicht direkt mit denen der nachfolgend analysierten NSAR-Nutzer-Kohorten
vergleichbar, entsprachen aber am ehesten dem ursprünglichen Ansatz der Signalgenerie-
rung.
Die Risikoschätzungen wurden für die vier NSAR-Nutzer-Kohorten wiederholt: Für die
ungematchte Ausgangskohorte aller NSAR-Nutzer erhielt man so unadjustierte Risiken
und für die drei mittels des vorgestellten Ansatzes gematchten Kohorten basierend auf
400, 650 und 900 Kovariablen jeweils adjustierte Risiken.
Alle Risiken wurden über das bereits in Kapitel 3 beschriebene bayesianische Disproportio-
nalitätsmaß BRR bestimmt, das in der verwendeten Software von Oracle implementiert
ist. Dabei wurde nicht die Expositionsdeﬁnition aus der vorangehenden Kovariablenselek-
tion genutzt, vielmehr wurden für jedes der 29 NSAR die Expositionszeiten der Individuen
aus den Verschreibungsdaten bestimmt.
5.2.2 Ergebnisse der Signalgenerierung
In die erste Studienpopulation wurden insgesamt 16.748.551 Versicherte eingeschlossen,
darunter 9.046.421 (54,0%) Frauen. Es wurde ein Altersbereich von 0 bis 109 Jahren ab-
gedeckt, mit einem mittleren Alter von 39,7 Jahren. Es konnten für die NSAR-Nutzer-
Kohorten 2.671.773 NSAR-Nutzer identiﬁziert werden. Diese Anzahl verringerte sich nach
dem Matching auf 2.240.292 Versicherte für Matching mit 400 Kovariablen, auf 2.230.568
Versicherte für 650 Kovariablen und auf 2.224.792 Versicherte für 900 Kovariablen (vgl.
Tab. 5.1). Anhand der veränderten Geschlechterverteilung in den gematchten Kohorten
(50,2% Frauen, 49,8% Männer) gegenüber der Verteilung in den ungematchten Popula-
tionen (53,9% Frauen, 46,1% Männer) lässt sich der Balancierungseﬀekt des Matchings
beispielsweise erkennen. Die für eine gute Balancierung notwendigen großen Überlappun-
gen der PS für Exponierte gegenüber Nichtexponierten sind für die einzelnen fünf End-
punkte in Abb. 5.1 dargestellt. Auch wenn man die absoluten standardisierten Diﬀerenzen
der im HDPS-Algorithmus ermittelten 400, 650 und 900 Kovariablen vor und nach dem
Matching betrachtet (siehe Abb. 5.2), ist deutlich zu erkennen, dass die Diﬀerenzen der
gematchten Kohorten wesentlich geringer sind als die Diﬀerenzen der ungemachten NSAR-
Nutzer-Kohorte. Betrug die Diﬀerenz vor dem Matching für einige Variablen noch bis zu
15%, so zeigt sich nach dem Matching eine maximale Diﬀerenz von 2,1%. Eine Berech-
nung der mittleren Diﬀerenz vor und nach dem Matching ergab im Schnitt eine Reduktion
um den Faktor 8,4. Dies deutet darauf hin, dass sich die Kovariablenverteilungen der in
den beiden Behandlungsgruppen verbleibenden Individuen einander angeglichen haben,
die Balancierung insgesamt also gelungen ist. Allerdings verringerte sich auch der Umfang
der Kohorte (siehe Abschnitt 5.2.2) deutlich um ca. 431.500 Personen in der Kohorte mit
400 Matching-Variablen und um weitere 10.000 bzw. 5.000 in den Kohorten mit 650 und
900 Matching-Variablen gegenüber der ungematchten NSAR-Nutzer-Kohorte.
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Abbildung 5.1: Vergleich der Überlappung der geschätzten Propensity Scores für die Endpunkte akuter
Myokardinfarkt (AMI), Komplikationen des oberen GI-Trakts (oGI), ischämischer Schlaganfall (ISA),
hämorrhagischer Schlaganfall (ISA) und Herzinsuﬃzienz (HI) vor dem Matching, basierend auf 400,
650 und 900 automatisiert selektierten Kovariablen.
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Abbildung 5.2: Absolute standardisierte Diﬀerenzen der Behandlungsgruppen, basierend auf den 400,
650 und 900 automatisiert selektierten Kovariablen vor und nach dem PS-Matching (links: vor dem
Matching, rechts: nach dem Matching)
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Tabelle 5.1: Allgemeine Demographie der fünf zu vergleichenden Kohorten
Ganze Datenbank NSAR-Nutzer 400 Kovariablen 650 Kovariablen 900 Kovariablen
N % N % N % N % N %
N 16.748.551 100,0 2.671.773 100,0 2.240.292 100,0 2.230.568 100,0 2.224.792 100,0
Frauen 9.046.421 54,0 1.440.600 53,9 1.123.575 50,2 1.119.201 50,2 1.111.778 50,2
Männer 7.702.130 46,0 1.231.173 46,1 1.116.717 49,8 1.111.367 49,8 1.107.014 49,8
Alter 0-109 18-106 18-106 18-106 18-106
Mittl. Alter 39,7 44,1 44,4 44,4 44,4
Tabelle 5.2: Geschätzte Risiken für Herzinsuﬃzienz (HI) nach Exposition mit vier ausgewähl-
ten Wirkstoﬀen in fünf verschiedenen Studienpopulationen: die ganze GePaRD-Datenbank, al-
le inzidenten NSAR-Nutzern und drei Propensity Score-gematchte Kohorten basierend auf den
NSAR-Nutzern und gematcht nach 400, 650 und 900 automatisiert selektierten Kovariablen
(DB=Datenbank, NSAR=nichtsteroidale Antirheumatika, exp.= exponiert, n.exp.= nicht exponiert,
BRR=bayesianisches relatives Risiko)
Risiko für HI
Ganze DB NSAR-Nutzer 400 Kov. 650 Kov. 900 Kov.
Diclofenac
exp. Fälle 3.450 154 148 148 147
n.exp. Fälle 118.474 7.870 5.282 5.184 5.134
̂BRR 2,81 1,60 2,06 2,09 2,10
Piroxicam
exp. Fälle 141 4 4 4 4
n.exp. Fälle 139.745 8.442 5.835 5.732 5.683
̂BRR 3,30 1,55 1,75 1,77 1,78
Ibuprofen
exp. Fälle 2.757 133 113 113 104
n.exp. Fälle 124.536 7.986 5.430 5.335 5.297
̂BRR 2,38 1,89 2,29 2,33 2,16
Etoricoxib
exp. Fälle 621 17 15 15 13
n.exp. Fälle 138.773 8.419 5.816 5.716 5.669
̂BRR 5,06 2,83 3,16 3,20 2,83
Aufgrund der großen Anzahl der ermittelten Risiken werden an dieser Stelle nicht alle
Ergebnisse im Detail diskutiert. Eine Aufstellung aller Risiken für die 29 untersuchten
Wirkstoﬀe, die fünf primären Endpunkte und den fünf untersuchten Kohorten ﬁndet sich
in Anhang B. Der Vergleich der Ergebnisse beschränkt sich an dieser Stelle auf die vier
Wirkstoﬀe Diclofenac, Ibuprofen, Piroxicam und Etoricoxib, die bei allen fünf Endpunkten
stark vertreten waren.
Vergleich der Kohorten
Ein Vergleich der Verteilung der demographischen Marker zwischen der ganzen Daten-
bank und der NSAR-Nutzer-Kohorte zeigt, dass die NSAR-Nutzer aufgrund der gefor-
derten Volljährigkeit im Schnitt über 4 Jahre älter sind. Auch die geschätzten Risiken in
diesen beiden Populationen unterscheiden sich zum Teil erheblich. In Tab. 5.2 sind die
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Risikoschätzungen für das Auftreten einer HI nach Exposition mit den vier ausgewähl-
ten Wirkstoﬀen für alle fünf Kohorten dargestellt. Es ist deutlich zu erkennen, dass die
nicht adjustierten geschätzten Risiken in der ganzen Datenbank für Diclofenac, Ibupro-
fen und Etoricoxib am höchsten sind und die ermittelten Risiken auf der ungemachten
NSAR-Nutzer-Kohorte für alle Wirkstoﬀe am kleinsten sind. Die geschätzten Risiken in
den gematchten Kohorten sind sich untereinander sehr ähnlich. Hier scheint in dieser An-
wendung die Anzahl der in die Schätzung des PS aufgenommenen Kovariablen keinen
gravierenden Einﬂuss zu haben, zumindest nicht bei 400 oder mehr Kovariablen.
In der graﬁschen Darstellung der geschätzten Risiken für die fünf Endpunkte wird zudem
ein Muster im Vergleich der NSAR-Nutzer-Kohorten untereinander deutlich (vgl. Abb. 5.3,
zur Verdeutlichung wurden die Risiken der NSAR-Nutzer verbunden). Die Risiken in den
gematchten Kohorten sind in 14 von 19 Fällen jeweils sehr ähnlich und dabei größer als
das geschätzte Risiko in der ungematchten Kohorte. Dies ist zunächst kein unerwartetes
Ergebnis, da durch die Balancierung der Kovariablen eine Veränderung des geschätzten
Risikos erreicht werden sollte. Bei genauerer Betrachtung der Anzahlen von Myokardin-
farkten zwischen der NSAR-Kohorte und den gematchten Kohorten fällt auf, dass sich das
Verhältnis zwischen exponierten und nichtexponierten Fällen durch das Matching ändert.
Dies ist ebenfalls ein erwarteter Eﬀekt: Da die eingesetzten Analyseverfahren nur noch
die Fallzahlen und die Personenzeit berücksichtigen, nicht aber die Kovariablen, ist mit
einer Verschiebung des Verhältnisses der Fallzahlen zu rechnen. In der NSAR-Kohorte für
AMI beispielsweise beträgt das Verhältnis 278/13.868 ≈ 0,020, in der Kohorte mit 400 Ko-
variablen liegt das Verhältnis bei 265/9.286 ≈ 0,029, was einer Änderung um den Faktor 1,4
gleichkommt. In den weiteren gematchten Kohorten zeichnet sich ein ähnliches Bild ab.
Da sich das genannte Muster konsistent im Vergleich der gematchten Kohorten gegenüber
der NSAR-Kohorte zeigt, deutet dies darauf hin, dass es sich bei diesem Eﬀekt in dieser
Anwendung nicht um ein Artefakt handelt.
Vergleich mit externen Quellen
Da die echten Risiken der untersuchten Wirkstoﬀe in Bezug auf die untersuchten fünf
Endpunkte nicht bekannt sind, wurden als zusätzlich verfügbare Vergleichsmöglichkeit
veröﬀentlichte Resultate aus pharmakoepidemiologischen Studien herangezogen.
In einer Meta-Analyse mehrerer Studien zu Schlaganfällen nach NSAR-Exposition be-
richten Varas-Lorenzo et al. (2011) ein erhöhtes Risiko für ischämischen Schlaganfall von
RR=1,1 für Ibuprofen und von RR=1,2 für Diclofenac. Rahme und Nedjar (2007) be-
richten AMI-Risiken von RR=1,04 und RR=1,17 für Ibuprofen bzw. Diclofenac, sowie
nicht-signiﬁkant erhöhte Risiken für oGI von RR=1,11 und RR=1,18 wiederum für Ibu-
profen und Diclofenac. Singh et al. (2006) haben in einer Meta-Analyse 14 Studien zum
Risiko von AMI nach NSAR-Exposition gemeinsam ausgewertet. Die Autoren berichten
ein gepooltes AMI-Risiko von RR=1,41 nach Einnahme von Diclofenac und ein Risiko von
RR=1,11 für Ibuprofen. Zum Risiko von Herzinsuﬃzienz nach NSAR-Exposition ﬁnden
Mamdani et al. (2004) ein erhöhtes Risiko von RR=1,4 für nicht-selektive NSAR (z. B.
Ibuprofen, Diclofenac und Piroxicam), allerdings in einer Population älterer Menschen
(>65 Jahre).
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Tabelle 5.3: Im SOS-Projekt geschätzte Odds Ratios (OR) für die Risiken ischämischer Schlaganfall
(ISA) und Herzinsuﬃzienz (HI) nach Exposition mit vier nichtsteroidalen Antirheumatika (SOS=Safety
of non-steroidal anti-inﬂammatory drugs, KI=Konﬁdenzintervall, n. v.= nicht verfügbar).
ISA HI
̂OR 95% KI ̂OR 95% KI
Diclofenac 1,4 [1,3;1,6] 1,4 [1,3;1,6]
Piroxicam n. v. 1,6 [0,9;2,8]
Ibuprofen 1,2 [1,1;1,5] 1,4 [1,3;1,7]
Etoricoxib n. v. 1,9 [1,3;2,9]
So unterschiedlich die in der Literatur berichteten Risiken auch zum Teil sind, so zeigt
sich sehr deutlich, dass diese Risiken am ehesten den Risiken entsprechen, die durch das
Data Mining in der ungematchten NSAR-Nutzer-Kohorte entdeckt wurden. Die Risiken,
die für die gematchten Kohorten ermittelt wurden, sind in der Regel deutlich höher.
Als weitere Vergleichsquelle, wurden die Ergebnisse des EU-geförderten „Safety of non-
steroidal anti-inﬂammatory drugs“ Projektes (SOS) herangezogen. Dieses Projekt bietet
den Vorteil, dass die Untersuchungen ebenfalls zum Teil auf GePaRD beruhten und analo-
ge Ein- und Ausschlusskriterien wie in den hier durchgeführten Analysen deﬁniert waren.
Hauptanliegen des SOS-Projekts war die Abschätzung des Risikoproﬁls von NSAR im Hin-
blick auf die primären Endpunkte, darunter akuter Myokardinfarkt, (ischämischer) Schlag-
anfall und Herzinsuﬃzienz. Von Interesse war insbesondere der Einﬂuss von zeitnah zum
Zielereignis eingenommenen NSAR gegenüber einer lange zurückliegenden Einnahme. Als
Einﬂussfaktoren wurden hauptsächlich Expositionsdauer, Dosis, Einnahme von Begleitme-
dikation und Begleiterkrankungen berücksichtigt (Arfe et al., 2012; Kollhorst et al., 2012;
The SOS Project, 2012). Vergleicht man die im SOS-Projekt ermittelten Risiken mit de-
nen aus dem Data Mining auf der NSAR-Nutzer-Kohorte und den gematchten Kohorten
(vgl. Tab. 5.3 und Anhang B), so wird auch hier deutlich, dass die in den gematchten
Populationen ermittelten Risiken in der Regel eine größere Diﬀerenz zu den Ergebnissen
aus SOS aufweisen als die in der ungematchten Population.
5.2.3 Schlussfolgerungen und Limitationen
Der Vergleich mit Resultaten aus externen pharmakoepidemiologischen Studien scheint
nahezulegen, dass die in den gematchten Kohorten geschätzten Risiken zu hoch sind, sofern
die Ergebnisse der externen Studien als Approximation der wahren, unbekannten Risiken
angesehen werden. Die würde den Schluss nahelegen würde, dass der vorgestellte Ansatz
die Risiken systematisch überschätzt. Nun kann zwar nicht zwingend davon ausgegangen
werden, dass die Risiken aus den externen Studien der Realität besser entsprechen als
die in dieser Studie geschätzten Risiken, allerdings ist die Konsistenz der scheinbaren
Risikoüberschätzung in den gematchten Kohorten Grund genug, sich die einzelnen Schritte
des Verfahrens genauer anzusehen.
Innerhalb der HDPS Modelle erscheinen die Ergebnisse konsistent und das Matching weist
eine hohe Güte auf, allerdings scheint u. a. die gewählte Deﬁnition des Expositionsstatus
66
5.2 Anwendung des neuen Ansatzes auf GePaRD-Daten
einen bislang unbekannten Einﬂuss auf die Populationsstruktur zu haben, da sich die
Risiken in den balancierten Kohorten systematisch von denen in der unbalancierten un-
terscheiden. Der in Abschnitt 5.2.1 beschriebene Kompromiss, die NSAR-Exposition über
vier bestimmte Wirkstoﬀe abzubilden und damit den PS für die gesamte Wirkstoﬀklasse
zu schätzen, könnte einen größeren Einﬂuss auf die Zusammensetzung der gematchten Po-
pulationen gehabt haben als anfangs antizipiert. Es ist möglich, dass der Kohortenansatz,
der diesem Data Mining Verfahren zugrunde liegt, nicht geeignet ist, eine spezielle Pati-
entengruppe wie die NSAR-Nutzer-Kohorte – Exponierte, die mit anderen Exponierten
verglichen werden – abzubilden. Hier sollte in Zukunft genauer untersucht werden, auf
welche Expositionsszenarien der automatisierte Data Mining Ansatz anwendbar ist und
welche Strategien zur Expositionsbestimmung erfolgreich genutzt werden können.
Weiterhin scheint die vorgenommene Stratiﬁzierung eine mögliche Fehlerquelle zu sein.
Durch eine unvorteilhafte Verteilung der Behandlungsgruppen in den Strata konnte es
vorkommen, dass sowohl exponierte Personen als auch nichtexponierte Personen keinem
Partner zugeordnet werden konnten, obwohl ihre PS zwar nicht sehr verschieden voneinan-
der waren, aber in verschiedenen Strata lagen. Dies zeigt sich im Übrigen auch in Tab. 5.1:
Die schwankende Populationsgröße in den gematchten Kohorten ist eine Folge des unvoll-
ständigen Matchings. Wären alle Exponierten verknüpft worden, wäre die Populationsgrö-
ße in allen drei balancierten Kohorten gleich. Zudem ist es möglich, dass Verknüpfungen
vorgenommen worden sind, obwohl günstigere Partner zur Verfügung gestanden hätten,
wenn die Suche auf benachbarte Strata erweitert worden wäre. An dieser Stelle sollte in
weiteren Analysen untersucht werden, wie sich eine veränderte Matchingstrategie auf die
Risikoschätzungen auswirkt.
Einige weitere Limitationen des Verfahrens sind zum gegenwärtigen Zeitpunkt eher tech-
nischer Natur. Insbesondere die Laufzeit der Kovariablenselektion und der anschließenden
Balancierung über das Matching-Verfahren ist sehr hoch: Diese Analysen benötigen auf
einem momentan handelsüblichen PC (Mehrkern-CPU, 4GB RAM) bis zu einer Woche
Laufzeit. Die Implementierung erfolgte in SAS 9.2 (SAS, 2008). Das verwendete SAS-
Macro von Schneeweiss et al. wurde inzwischen zwar aktualisiert und verspricht eine Ver-
besserung der Laufzeiten, konnte aber aufgrund von Inkompatibilitäten nicht erfolgreich
zur Anwendung gebracht werden. Darüber hinaus sind die Datenformate der verschiedenen
Komponenten des Verfahrens (Datenmodell in GePaRD, die für das HDPS-Makro nötigen
Datentabellen und insbesondere die für die Data Mining Software benötigte Datenstruk-
tur) nicht miteinander kompatibel, so dass zurzeit noch aufwändige Datenkonvertierungen
benötigt werden. Obwohl diese Datenkonvertierungen ebenfalls automatisiert werden kön-
nen, tragen sie derzeit zur Laufzeitverlängerung bei.
Die Verwendung der Data Mining Software hatte zur Folge, dass eine Konvertierung der
Daten vor der eigentlichen Signalgenerierung notwendig war und in der Software einige
Abläufe manuell gestartet werden mussten, was einem automatisierten Verfahren wider-
spricht. Diese Einschränkung könnte bei der Verwendung eines eigenständig implementier-
ten Disproportionalitätsmaßes umgangen werden, wenn die Implementierung speziell auf
das hier vorgestellte Verfahren zugeschnitten ist. Dies soll ebenfalls in Zukunft umgesetzt
werden.
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Abbildung 5.3: Risikoschätzungen für vier Expositionen und fünf Endpunkte in allen fünf untersuch-
ten Kohorten (AMI=akuter Myokardinfarkt, ISA= ischämischer Schlaganfall, oGI=Komplikationen
des oberen Gastrointestinaltrakts, HSA=hämorrhagischer Schlaganfall, HI=Herzinsuﬃzienz,
BRR=bayesianisches relatives Risiko, DB=Datenbank)
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6 Diskussion und Ausblick
Ziel dieser Arbeit war die Entwicklung automatisierter statistischer Auswerteverfahren
zur Erkennung von Arzneimittelrisiken in Abrechnungsdaten der gesetzlichen Kranken-
versicherungen. Als Beispieldatensatz diente die deutsche pharmakoepidemiologische For-
schungsdatenbank GePaRD. Während solche Daten in klassischen pharmakoepidemiologi-
schen Studien routinemäßig genutzt werden (Schneeweiss und Avorn, 2005), besteht hin-
sichtlich ihrer Nutzung zur automatisierten Überwachung der Risiken bereits zugelassener
Medikamente noch Forschungsbedarf.
Zu diesem Zweck wurde zunächst anhand der Verknüpfung von Neugeborenen zu ihren
leiblichen Müttern geprüft, inwiefern sich fehlende Detailinformationen automatisiert aus
den vorhandenen Daten rekonstruieren lassen. Diese Verknüpfung ist z. B. notwendig, um
die Teratogenität eines Wirkstoﬀs untersuchen zu können, was bis zu diesem Zeitpunkt
auf verschiedensten Datenbanken durchgeführt wurde, jedoch nicht auf Leistungsdaten
der GKV (Ehrenstein et al., 2010; Garbe et al., 2011, Artikel in Anhang C.1). Da die
Verknüpfung von Neugeborenen und ihren leiblichen Müttern für den Abrechnungsprozess
der Krankenversicherungen nicht relevant ist, fehlt diese Information in den zur Verfügung
stehenden Daten. Daher wurde im Rahmen dieser Arbeit ein automatisierter Algorithmus
entwickelt, der diese fehlende Verknüpfung herstellt und darüber hinaus ein Vorgehen
zur Rekonstruktion des exakten Geburtsdatums liefert. Über einen Schlüssel, der fami-
lienversicherte Mitglieder miteinander verknüpft, können mögliche Mütter auf Basis von
stationären und ambulanten direkten Entbindungsdaten sowie indirekten Diagnosen und
Prozeduren, die auf eine Entbindung schließen lassen, identiﬁziert werden. Technische Li-
mitationen des Algorithmus ergeben sich hauptsächlich durch Konstellationen, in denen
die Mütter selbständig versichert und das Kind in der Familienversicherung des Vaters
erfasst ist. Hier können keine Mutter-Kind-Paare rekonstruiert werden und der Einﬂuss
dieser fehlenden Paare ist bisher ungeklärt. Somit wäre eine Erweiterung dieses Algorith-
mus zur valideren Identiﬁzierung einer Entbindung wünschenswert, was z. B. über einen si-
multanen Abgleich aller verwendeten Identiﬁzierungspfade denkbar wäre. Dazu könnte ein
Score entwickelt werden, in dem Paare als valide gelten, wenn sie über eine bestimmte An-
zahl von Identiﬁzierungspfaden gefunden wurden. Hierzu wäre eine Gewichtung der Pfade
notwendig, um die mit jedem gefundenen Pfad einhergehende Unsicherheit zu berücksich-
tigen, d. h. es würde z. B. ein höheres Gewicht für das Entbindungsdatum gegenüber einem
EBM-Code vergeben werden.
Auch wenn die Rekonstruktion fehlender Information in GKV-Daten ein wichtiger erster
Schritt zur Nutzung ihres Potenzials ist, lag der Schwerpunkt dieser Arbeit dennoch auf
der Entwicklung automatisierter Signalgenerierungsprozesse für die systematische Über-
wachung auf dem Markt zugelassener Wirkstoﬀe, um das Auftreten von bislang unbe-
kannten, potenziell schädlichen Arzneimittelwirkungen möglichst zeitnah zu erkennen. Da
69
6 Diskussion und Ausblick
für solche Überwachungen bislang hauptsächlich Daten aus Spontanmelderegistern ver-
wendet wurden (Almenoﬀ et al., 2005; Hauben et al., 2005), galt es zu untersuchen, wie
die Longitudinalität der GKV-Daten unter Berücksichtigung zusätzlicher Kovariablen in
die Risikoschätzung einﬂießen kann (Madigan und Ryan, 2011; Robb et al., 2012; Shi-
bata und Hauben, 2011; Triﬁrò et al., 2009; Zorych et al., 2011). Dabei ist eine direkte
Übertragung der für Spontanmeldedaten entwickelten Verfahren auf Longitudinaldaten
nicht möglich. Dazu ist entweder eine Anpassung der Verfahren nötig oder es muss eine
Umstrukturierung der Daten vorgenommen werden (Suling und Pigeot, 2012, Artikel in
Anhang C.2; Zorych et al., 2011). Letzteres hätte einen großen Informationsverlust zur
Folge, da zum einen der den Daten inhärente Zeitverlauf unberücksichtigt bliebe und zum
anderen das zusätzliche Spektrum an Variablen zu Komorbiditäten und Komedikationen
nicht zur Confounder-Adjustierung genutzt würde. Somit bestand ein Teil dieser Arbeit in
der Aufarbeitung sowohl der theoretischen Eigenschaften und Limitationen von Verfahren,
die für Spontanmeldedaten entwickelte wurden, als auch deren Erweiterung auf die longi-
tudinale Struktur der GKV-Daten. Über die Vorstellung von einfachen frequentistischen
Maßen für Spontanmeldedaten (Evans et al., 2001; Rothman et al., 2004; Van Puijenbroek
et al., 2002) hin zu dem komplexeren bayesianischen Multi-item Gamma-Poisson Shrinker
(MGPS, DuMouchel, 1999; DuMouchel und Pregibon, 2001) und dessen mathematischer
Herleitung wurde auf die Problematik von seltenen Ereignissen und dem Problem schwach
besetzter Kontingenztafeln eingegangen (Suling et al., 2013, Artikel in Anhang C.3). Im
Anschluss wurden Möglichkeiten aufgezeigt, die exponierte und nichtexponierte Personen-
zeit in die Risikoschätzung des MGPS einﬂießen zu lassen (Schuemie, 2011). Die Schätzung
des an den MGPS angelehnten bayesianischen Disproportionalitätsmaßes BRR berück-
sichtigt ebenfalls die Expositionszeit. In einer Anwendungsstudie mit den GePaRD-Daten
wurde die Zuverlässigkeit in der Aufdeckung bekannter Signale (intrazerebrale und Sub-
arachnoidalblutungen nach Exposition mit Phenprocoumon) unter Verwendung des BRR
erprobt. Dabei stellte sich heraus, dass diese in der Größenordnung zu den bekannten Ri-
sikoschätzungen aus klassischen pharmakoepidemiologischen Studien vergleichbar waren
(Suling et al., 2013, Artikel in Anhang C.3). Zusammenfassend werden Disproportionali-
tätsanalysen zur Signalerfassung in der Literatur einstimmig als ein sinnvolles Instrument
der Arzneimittelsicherheitsforschung bewertet. Allerdings dürfen die Grenzen der Metho-
den und der zugrunde liegenden Daten nicht außer Acht gelassen werden (Hauben und
Bate, 2009a; Hauben und Norén, 2010; Lu, 2009). Bei der Frage der Methodenwahl für
die Analyse von Spontandaten gibt es in der Literatur eine klare Tendenz zu einer der
„großen Vier“ (PRR, ROR, BCPNN, MGPS), wobei nach Madigan et al. (2011) bayesiani-
sche Verfahren in der Anwendung auf Daten von Spontanmelderegistern deutliche Vorteile
gezeigt haben und praktisch als weltweiter Standard in der Analyse dieser Register gelten.
Diese Methoden sind nach geeigneter Umstrukturierung longitudinaler Daten ebenso auf
diese anwendbar; darüber hinaus hat auch die Anwendung des erweiterten MGPS (LG-
PS) als Disproportionalitätsmaß gute Resultate geliefert (Schuemie, 2011). Nach jüngsten
Ergebnissen von Schuemie et al. (2012) und Ryan et al. (2012) weisen neuere Methoden
der Observational Medical Outcomes Partnership-Initiative (OMOP, FNIH, 2012), wie die
IC temporal pattern discovery (ICTPD, Norén et al., 2010) und die Anwendung von self-
controlled case-series (SCCS, Farrington, 1995) oder HDPS, jedoch bessere Eigenschaften
auf, beispielsweise bezüglich der Präzision der Risikoschätzer und der Vermeidung von
falsch-positiven Signalen.
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Ein kritischer Aspekt, der von allen vorgestellten Methoden ganz vernachlässigt oder nur
unzureichend durch Stratiﬁzierung beachtet wird, stellt die Confounderadjustierung dar
(Hauben und Bate, 2009a,b; Lu, 2009). Denkbare Ansätze zur hinreichenden Adjustierung
lassen sich in zwei grundsätzliche Konzepte einteilen. Zum einen kann die Adjustierung
simultan während der Schätzung des Risikomaßes erfolgen, indem das verwendete Regressi-
onsmodell für die Confounder adjustiert wird und zum anderen kann das Risiko auf einer
bereits beispielsweise durch Matching adjustierten Stichprobe geschätzt werden. Solche
Ansätze sind aber für eine automatisierte Signalüberwachung nur eingeschränkt nutzbar.
Insbesondere besteht das Problem, dass innerhalb der Signalgenerierungsverfahren eine
manuelle individuelle Kovariablenselektion für alle WEK praktisch nicht umsetzbar ist.
Zur Confounderadjustierung einer Stichprobe vor der Schätzung des interessierenden Ri-
sikos müssen die Gruppen der exponierten und nichtexponierten Personen so angeglichen
werden, dass keine systematischen Unterschiede hinsichtlich der Kovariablen zwischen den
Behandlungsgruppen bestehen. Hierbei muss festgelegt werden, nach welcher Methode die
Gruppen angeglichen werden sollen und es muss eine Selektion der zu berücksichtigen-
den Kovariablen stattﬁnden. Mit dem HDPS wurde von Schneeweiss et al. (2009a) eine
Methode zur automatisierten Kovariablenselektion präsentiert, die bisher jedoch fast aus-
schließlich in klassischen pharmakoepidemiologischen Studien Verwendung gefunden hat
(Rassen und Schneeweiss, 2012).
In einem ersten Schritt wurde zunächst die grundsätzliche Praktikabilität des HDPS zur
Auswertung der GePaRD-Daten untersucht. In einer Vergleichsstudie wurde dazu speziell
die Fähigkeit des HDPS, eine Kohorte adäquat zu balancieren, im Vergleich zu einer Ko-
horte betrachtet, die über ein traditionelle PS-Matching balanciert wurde (Garbe et al.,
2012, Artikel in Anhang C.4). Von Interesse waren dabei Komplikationen des oberen GI-
Trakts nach einer Exposition mit NSAR (unterschieden in nicht-selektive und Coxibe).
Für die Schätzung des traditionellen PS wurden 79 Kovariablen ausgewählt. Der HDPS
basierte zusätzlich auf 200, 500, 700 oder 900 Kovariablen. Die Risikoschätzer wurden mit
zunehmender Kovariablenanzahl kleiner und passten sich Ergebnissen aus klinischen Stu-
dien an, die in dieser Studie als Goldstandard angesehen wurden. Darüber hinaus weist
die einschlägige Literatur im Vergleich zu anderen verfügbaren Methoden auf eine Überle-
genheit des HDPS hin. In einer kürzlich publizierten Studie von Ryan et al. (2012) wurden
acht der 13 in OMOP entwickelten Methoden verglichen, darunter auch das HDPS. Gemes-
sen an unterschiedlichen Gütekriterien wies das HDPS die besten Vorhersageeigenschaften
in der Erkennung bekannter Signale auf. Rassen und Schneeweiss (2012) untersuchten
die statistischen Eigenschaften des HDPS, wie die Robustheit und den Verzerrungsgrad
bei ungenügender oder Überadjustierung, und kamen zu dem Schluss, dass die Vorteile
einer automatisierten Kovariablenselektion die Limitationen überwiegen. Zusammenfas-
send lässt sich die HDPS Methode als empfehlenswert und praktikabel bewerten. Die
Ergebnisse unserer eigenen Studie und dieser Vergleiche ließen die weitere Anwendung des
HDPS-Verfahrens zur Kohortenbalancierung lohnenswert erscheinen.
In dieser Arbeit wurde daher diese Idee aufgegriﬀen und in einem ersten Ansatz die Ko-
variablenselektion über den HDPS mit einer bayesianischen Disproportionalitätsanalyse
verknüpft. Hierfür wurde ein Algorithmus entwickelt, der in sechs Schritten für jede WEK
eine Kovariablenselektion, -balancierung und eine Disproportionalitätsanalyse beinhalte-
te. Dieses Vorgehen wurde in einer Anwendungsstudie auf einer NSAR-Nutzer-Kohorte
erprobt. In dem Studiendesign wurde ein Versicherter im Rahmen der Kovariablenselekti-
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on als exponiert klassiﬁziert, wenn ihm innerhalb der Studienperiode eines von vier aus-
gewählten NSAR verordnet wurde, andernfalls als nichtexponiert. Da für diesen Testlauf
fünf interessierende Endpunkte deﬁniert wurden und die Anzahl der Kovariablen zwischen
400, 650 und 900 variierte, wurde der HDPS insgesamt 15 mal geschätzt. Die Anglei-
chung der Gruppen erfolgte mittels eines 1:1 Nearest-Neighbor-Matching-Verfahrens mit
vorangestellter Stratiﬁzierung und resultierte in einer hohen Balance-Güte. Den Resulta-
ten zufolge sind die Risiken auf der ungematchten Kohorte fast ausschließlich geringer als
in der gematchten Kohorte. Vergleiche mit Ergebnissen der Literatur bestätigen eher die
geringeren Risiken. Gründe für diese Unterschiede und damit für das hier eher ungünstige
Abschneiden des Algorithmus liegen zum einen in der unterschiedlichen Expositionsde-
ﬁnition für die Disproportionalitätsanalyse und die Kovariablenadjustierung. Diese war
erforderlich, da im Gegensatz zum Signalgenerierungsschritt während der Kovariablense-
lektion die gewünschte Behandlungsgruppenstruktur (derzeitige Exposition eines NSAR
vs. frühere Exposition zu einem beliebigen anderen NSAR) nicht zufriedenstellend ab-
gebildet werden konnte. Zum anderen hatte die Wahl der Matching-Methode zur Folge,
dass z. B. trotz eines 1:1 Nearest-Neighbor-Matchings exponierte Versicherte nicht gepaart
werden konnten, da mögliche Partner aufgrund der Stratiﬁzierung im entsprechenden Stra-
tum nicht zur Verfügung standen. In welche Richtung sich diese Schwierigkeiten auf die
Risikoschätzung auswirken, ist noch nicht ausreichend geklärt. Zudem bestehen techni-
sche Limitationen des hier vorgeschlagenen Verfahrens in extrem hohen Laufzeiten des
Matchings, wofür eﬃzientere Verfahren gefunden werden müssten, und einer aufwändigen
Konvertierung der Daten zwischen den einzelnen Schritten aufgrund inkompatibler Daten-
strukturen. Speziell bei der Wahl eines Matching-Verfahrens muss ein Ausgleich gefunden
werden zwischen einer Reduktion der Verzerrung des Risikoschätzers durch Bilden von sehr
guten Paaren im Sinne von gleichen oder ähnlichen PS auf der einen Seite und der damit
einhergehenden zunehmenden Varianz des Schätzers durch eine Verkleinerung der Kohor-
te auf der anderen Seite (Austin, 2011b). Des Weiteren scheint es aus Eﬃzienzgründen
lohnenswert zu analysieren, ob zum Zweck der Kovariablenselektion ähnliche Zielexposi-
tionen sowie -ereignisse zu Gruppen zusammengefasst werden können, etwa auf Ebene der
Wirkstoﬀklasse oder ICD-Subgruppe, und welchen Einﬂuss eine solche Gruppierung auf
die Risikoschätzung hat. Die Ergebnisse der durchgeführten Studie zur Kombination des
HDPS mit dem BRR und ergänzende Sensitivitätsanalysen sind in einem ersten Entwurf
für eine Publikation in Anhang C.5 zusammengefasst.
Insgesamt kann die Eignung longitudinaler GKV-Daten sowohl für die klassische pharma-
koepidemiologische Forschung als auch für die Signalgenerierung konstatiert werden. Die
Ergebnisse dieser Arbeit zeigen, dass am ausgewählten Beispiel, das in der Erforschung
von Wirkstoﬀ-Teratogenitäten und Impfkomplikationen eine entscheiden Rolle spielt, ei-
ne Rekonstruktion fehlender Detailinformationen anhand der vorhandenen Daten möglich
ist. Eine konkrete Fortführung der Forschung auf diesem Gebiet sollte sich mit einer Er-
höhung der Validität der konstruierten Informationen beschäftigen. Es können Scores wie
der vorgeschlagene entworfen und im Anschluss auf ihre Reliabilität geprüft werden. In
der Signalgenerierung erwiesen sich die longitudinalen Daten als eine Quelle, deren zusätz-
licher Informationsgehalt durch zeitliche Verläufe und einer großen Anzahl an Kovariablen
auf Basis angepasster und neuer Methoden erfolgreich nutzbar gemacht werden konnte.
Insbesondere der HDPS zeigt ein großes Potenzial bei der automatisierten Selektion von
adäquaten Variablen, die vor allem bei vielen WEK manuell nicht mehr durchführbar ist.
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In der Verknüpfung mit bayesianischen Risikoschätzern sind jedoch weitere Sensitivitäts-
analysen hinsichtlich der beschriebenen Schwierigkeiten, z. B. der Findung eines eﬃzienten
Matching-Verfahrens, notwendig. Es kann erwartet werden, dass eine feinere Confounder-
adjustierung bei der Anwendung des HDPS zu besser angepassten Risikoschätzern führt.
Abschließend sei noch einmal darauf hingewiesen, dass die oben präsentierten Forschungs-
ergebnisse Limitationen unterliegen, die sich zum Teil aus den zugrunde liegenden GKV-
Daten ergeben. In den Daten liegen lediglich ein Verschreibungs- und Abgabedatum von
Medikamenten vor, es fehlen jedoch Informationen darüber, ob und wie die Medikamente
tatsächlich eingenommen wurden. So können die in der Arbeit deﬁnierten Expositionen nur
als Annäherungen der wahren aufgefasst werden und weitere Sensitivitätsanalysen unter-
schiedlicher Deﬁnitionen wären wünschenswert. Ein weiteres Problem ergibt sich aus der
Tatsache, dass stationäre Krankenhausaufenthalte pauschal mit den Krankenversicherun-
gen abgerechnet werden und keine separaten Informationen über Arzneimittelverordnun-
gen vorliegen, was zu einer Unterschätzung der Exposition führen kann. Darüber hinaus
unterliegen ambulante Diagnosen der Einschränkung einer quartalsweisen Erfassung, so-
fern es sich nicht um operative Eingriﬀe handelt, die mit einem direkten Datum erfasst
werden. Dies hat zur Folge, dass die Deﬁnition einer zeitlichen Abfolge von Exposition
und Ereignis innerhalb des ambulanten Settings nur eingeschränkt möglich ist. Trotz die-
ser Einschränkungen können longitudinale GKV-Daten im Signalgenerierungsprozess als
eine weitere schnell verfügbare und kostengünstige Datenquelle angesehen werden, die eine
Grundlage für belastbare Ergebnisse bietet. Der Versuch, den wesentlichen Limitationen
der mangelnden Confounderadjustierung mit dem HDPS Verfahren zu begegnen, liefer-
te allerdings trotz der praktisch möglichen Umsetzung bisher keine zufriedenstellenden
Resultate.
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A Deﬁnitionen und Beweise zum
Gamma-Poisson Shrinker
Konjugierte a-priori-Verteilungen
Der Begriﬀ der Konjugiertheit lässt sich wie folgt deﬁnieren (Gelman et al., 2003):
Deﬁnition A.1 (Konjugierte a Priori-Verteilungen)
Eine Klasse G von a-priori-Verteilungen g(θ) heißt konjugiert zu einer Klasse F von
Likelihood-Funktionen f(x | θ), falls die resultierenden a-posteriori-Verteilungen g(θ |x)
auch zur Klasse G gehören.
Dies bedeutet, dass man durch die Wahl eines konjugierten Priors eine a-posteriori-Vertei-
lung aus derselben Funktionenklasse wie die a-priori Verteilung mit veränderten Parame-
tern erhält. Als Beispiele konjugierter a-priori-Verteilungen sei (a) die Normalverteilung
genannt, die konjugiert zu sich selbst ist, (b) die Beta-Verteilung als konjugierte Vertei-
lung zur Binomialverteilung und (c) die Gamma-Verteilung als konjugierte Verteilung zur
Poisson-Verteilung (Gelman et al., 2003).
Sätze und Beweise
Lemma A.2 (k-tes Moment der Gamma-Verteilung)
Sei X ∼ Γ(α, β) eine Gamma-verteilte Zufallsvariable. Dann gilt allgemein für das k-te
Moment von X:










































· xk+α−1 · e−βxdx
︸ ︷︷ ︸










(α+ k − 1) · Γ(α+ k − 1)
Γ(α)βk
=







Satz A.3 (Eigenschaften einer Gamma-Mischverteilung)
Sei für 0 ≤ p ≤ 1 , p fest, aber unbekannt, gmix die Dichte einer 2-Komponenten-
Gamma-Mischverteilung für eine Zufallsvariable Λ gegeben durch
gmix(λ|p, α1, α2, β1, β2) = p · g(λ|α1, β1) + (1− p) · g(λ|α2, β2)
wobei g(λ|αl, βl) , l = 1, 2, die Dichte einer Gamma-Verteilung bezeichnet mit Parame-
tern α1, α2, β1, β2 > 0 sowie λ > 0.
Dann gilt für die Momente von Λ:
 (Λ) = p · α1
β1
+ (1− p) · α2
β2
,







+ p · α1
β21
+ (1− p) · α2
β22
.
Beweis: Sei Λ entsprechend der 2-Komponenten-Gamma-Mischverteilung verteilt mit
zugehöriger Dichte gmix(λ|p, α1, α2, β1, β2). Dann folgt mit der Linearität des Erwartungs-
werts für stetige Zufallsvariablen:
 (Λ) = p · (Λ1) + (1− p) · (Λ2) (A.2)
= p · α1
β1




Für die Berechnung der Varianz wird der Varianzverschiebungssatz angewendet. Da  (Λ)
bereits berechnet wurde, bleibt hier nur noch die Herleitung von  (Λ2). Dazu wird im Fol-
genden die in Lemma A.2 gezeigte Darstellung des k-ten Moment einer Gamma-verteilten












λ2 · p · g(λ|α1, β1) dλ+
∞∫
0




λ2 · g(λ|α1, β1) dλ+ (1− p) ·
∞∫
0
λ2 · g(λ|α2, β2) dλ
(A.1)
= p · 1
β21
· α1(α1 + 1) + (1− p) · 1
β22
· α2(α2 + 1) . (A.4)
Mit (A.3) und (A.4) erhält man als Varianz von Λ insgesamt:

















(α1 + 1) + (1− p)α2
β22











































A Deﬁnitionen und Beweise zum Gamma-Poisson Shrinker
Satz A.4 (A-posteriori-Verteilung von Λ)
Bezeichne gprior(λ|p, α1, α2, β1, β2) die a-priori-Dichte einer Zufallsvariable Λ, die einer
2-Komponenten-Gamma-Mischverteilung folgt, wie in Satz A.3 deﬁniert. Dann gilt nach
Beobachtung der Daten
(Λ|N = n) ∼ Γpost(α∗1, α∗2, β∗1 , β∗2 , q) (A.5)
mit
α∗l = αl + n ,
β∗l = βl + E , l = 1, 2
und
q =
nb(n,E|α1, β1) · p
nb(n,E|α1, β1) · p+ nb(n,E|α2, β2) · (1− p)
als Mischungsparameter, für den gilt: 0 ≤ q ≤ 1 , wobei q fest, aber unbekannt ist. nb(·)
bezeichnet hierbei die Dichte der Negativ-Binomialverteilung, n und E seien deﬁniert
wie in Abschnitt 3.2.4 beschrieben.
Die a-posteriori-Dichte von Λ ist dann gegeben als
gpost = gpost (λ|q, α1 + n, α2 + n, β1 + E, β2 + E)






· e−λβ∗1 · λα∗1−1
)









gpost = gpost(λ|N = n) = f(n|μ = λE) · gprior(λ|p, α1, α2, β1, β2)∞∫
0
f(n|μ = λE) · gprior(λ|p, α1, α2, β1, β2) dλ
=
f(n|μ = λE) · p · g(λ|α1, β1) + f(n|μ = λE) · (1− p) · g(λ|α2, β2)
∞∫
0
f(n|μ = λE) · p · g(λ|α1, β1) dλ+
∞∫
0
f(n|μ = λE) · (1− p) · g(λ|α2, β2) dλ
=
f(n|μ = λE) · g(λ|α1, β1)
∞∫
0





f(n|μ = λE) · g(λ|α1, β1) dλ
∞∫
0
f(n|μ = λE) · p · g(λ|α1, β1) dλ+
∞∫
0
f(n|μ = λE) · (1− p) · g(λ|α2, β2) dλ
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+
f(n|μ = λE) · g(λ|α2, β2)
∞∫
0





f(n|μ = λE) · g(λ|α2, β2) dλ
∞∫
0
f(n|μ = λE) · p · g(λ|α2, β2) dλ+
∞∫
0
f(n|μ = λE) · (1− p) · g(λ|α2, β2) dλ
=
f(n|μ = λE) · g(λ|α1, β1)
∞∫
0
f(n|μ = λE) · g(λ|α1, β1) dλ
· p · nb(n,E|α1, β1)
p · nb(n,E|α1, β1) + (1− p) · nb(n,E|α2, β2)
+
f(n|μ = λE) · g(λ|α2, β2)
∞∫
0
f(n|μ = λE) · g(λ|α2, β2) dλ
· (1− p) · nb(n,E|α1, β1)
p · nb(n,E|α1, β1) + (1− p) · nb(n,E|α2, β2)
Setzt man
q =
p · nb(n,E|α1, β1)
p · nb(n,E|α1, β1) + (1− p) · nb(n,E|α2, β2) ,
erhält man
gpost = q · f(n|μ = λE) · g(λ|α1, β1)∞∫
0
f(n|μ = λE) · g(λ|α1, β1) dλ
+ (1− q) f(n|μ = λE) · g(λ|α2, β2)∞∫
0
f(n|μ = λE) · g(λ|α2, β2) dλ
.
Durch Einsetzen der Poisson- und Gamma-Dichte ergibt sich weiter:










n · e−λE) · ( βα11Γ(α1)λα1−1e−λβ1) dλ
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e−λ(β2+E) · λα2+n−1 dλ
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(β1 + E)α1+n−1 · (β1 + E) · e−λ(β1+E) · λα1+n−1 dλ







(β2 + E)α2+n−1 · (β2 + E) · e−λ(β2+E) · λα2+n−1 dλ
.
Nun substituiere t = λ(βl + E), l = 1, 2 =⇒ dtdλ = (βl + E), dann ergibt sich




· 1(β1+E)α1 · Γ(α1 + n)




· 1(β2+E)α2 · Γ(α2 + n)
= q · (β1 + E)α1+n · e−λ(β1+E) · λα1+n−1 · 1
Γ(α1 + n)




α∗l = αl + n und β
∗
l = βl + E, l = 1, 2
ergibt sich letztlich die gesuchte Gamma-Mischverteilung
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Tabelle B.1: Geschätzte Risiken für akuten Myokardinfarkt (AMI) in fünf verschiedenen Studienpopulationen: der vollen GePaRD-Datenbank, allen inzi-
denten NSAR-Nutzern und drei Propensity Score-gematchten Kohorten basierend auf den NSAR-Nutzer und gematcht nach 400, 650 und 900 automati-
siert selektierten Kovariablen (DB=Datenbank, NSAR=nichtsteroidale Antirheumatika, exp.= exponiert, n.exp.= nicht exponiert, BRR=bayesianisches
relatives Risiko, KI=Konﬁdenzintervall, B05=untere Grenze des 1-seitigen 95%KI des BRR)
Risiko für akuten 
Myokardinfarkt
(AMI)
Ganze Datenbank NSAR-Nutzer 400 Kovariablen 650 Kovariablen 900 Kovariablen
N=16.748.551 N=2.671.773 N=2.240.292 N=2.230.568 N=2.224.792
Ereignisse
BRR B05 95% KI
Ereignisse
BRR B05 95% KI
Ereignisse
BRR B05 95% KI
Ereignisse
BRR B05 95% KI
Ereignisse
BRR B05 95% KI
exp. n.exp. exp. n.exp. exp. n.exp. exp. n.exp. exp. n.exp.
Mofebutazon 0 103.234 - - - 0 15.008 - - - 0 10.361 - - - 0 10.289 - - - 0 10.250 - - -
Indometacin 72 102.703 2,98 2,44 [2,34;3,75] 2 14.988 0,84 0,29 [0,23;2,16] 2 10.342 1,02 0,35 [0,28;2,61] 2 10.270 1,02 0,35 [0,28;2,63] 2 10.231 1,03 0,35 [0,28;2,63]
Diclofenac 2.421 88.031 2,70 2,61 [2,59;2,81] 278 13.868 1,56 1,41 [1,38;1,75] 265 9.286 2,10 1,89 [1,85;2,37] 264 9.223 2,10 1,89 [1,86;2,37] 261 9.191 2,09 1,88 [1,84;2,36]
Lonazolac 0 103.229 - - - 0 15.008 - - - 0 10.361 - - - 0 10.289 - - - 0 10.250 - - -
Acemetacin 41 102.838 2,27 1,74 [1,64;3,06] 2 14.985 1,05 0,36 [0,29;2,69] 2 10.340 1,22 0,42 [0,33;3,12] 2 10.269 1,22 0,42 [0,33;3,13] 2 10.229 1,22 0,42 [0,33;3,14]
Proglumetacin 5 103.193 1,59 0,75 [0,64;3,28] 0 15.008 - - - 0 10.361 - - - 0 10.289 - - - 0 10.250 - - -
Aceclofenac 20 103.116 2,94 1,99 [1,84;4,46] 1 15.006 1,16 0,32 [0,24;3,40] 1 10.359 1,25 0,34 [0,26;3,64] 1 10.287 1,25 0,34 [0,26;3,64] 1 10.248 1,25 0,34 [0,26;3,65]
Diclofenac,
Kombipräparate 60 102.795 3,06 2,45 [2,34;3,92] 4 14.984 1,53 0,66 [0,56;3,33] 4 10.340 1,79 0,78 [0,66;3,90] 4 10.270 1,79 0,78 [0,66;3,91] 4 10.231 1,80 0,78 [0,66;3,91]
Piroxicam 72 102.720 2,40 1,96 [1,88;3,01] 10 14.978 2,22 1,28 [1,14;3,87] 10 10.332 2,69 1,55 [1,39;4,70] 10 10.260 2,71 1,56 [1,40;4,73] 10 10.221 2,71 1,57 [1,40;4,74]
Lornoxicam 4 103.196 1,40 0,61 [0,51;3,05] 0 15.008 - - - 0 10.361 - - - 0 10.289 - - - 0 10.250 - - -
Meloxicam 76 102.751 2,69 2,21 [2,12;3,35] 4 14.991 1,27 0,55 [0,46;2,76] 4 10.345 1,53 0,66 [0,56;3,32] 4 10.273 1,53 0,66 [0,56;3,33] 4 10.233 1,53 0,67 [0,56;3,34]
Ibuprofen 1.591 93.282 1,90 1,82 [1,81;2,00] 167 14.218 1,35 1,19 [1,16;1,57] 147 9.646 1,72 1,50 [1,46;2,02] 148 9.577 1,74 1,51 [1,47;2,04] 143 9.554 1,69 1,46 [1,42;1,99]
Naproxen 64 102.962 2,34 1,89 [1,81;2,98] 6 14.993 1,72 0,86 [0,74;3,40] 5 10.348 1,75 0,82 [0,70;3,61] 4 10.277 1,51 0,66 [0,55;3,28] 5 10.237 1,76 0,83 [0,71;3,64]
Ketoprofen 12 103.145 2,31 1,40 [1,26;3,88] 0 15.006 - - - 0 10.359 - - - 0 10.287 - - - 0 10.248 - - -
Tiaprofensäure 2 103.207 1,25 0,43 [0,34;3,21] 0 15.007 - - - 0 10.360 - - - 0 10.288 - - - 0 10.250 - - -
Oxaprozin 0 103.234 - - - 0 15.008 - - - 0 10.361 - - - 0 10.289 - - - 0 10.250 - - -
Dexibuprofen 17 103.098 2,17 1,42 [1,30;3,38] 2 15.005 1,47 0,50 [0,40;3,76] 2 10.358 1,59 0,54 [0,43;4,07] 2 10.286 1,59 0,54 [0,43;4,08] 2 10.247 1,59 0,54 [0,43;4,09]
Dexketoprofen 33 102.982 2,03 1,50 [1,41;2,82] 4 14.991 1,26 0,55 [0,46;2,75] 3 10.347 1,27 0,50 [0,41;2,98] 3 10.275 1,28 0,50 [0,42;2,99] 3 10.236 1,28 0,50 [0,42;2,99]
Mefenaminsäure 0 103.236 - - - 0 15.008 - - - 0 10.361 - - - 0 10.289 - - - 0 10.250 - - -
Celecoxib 83 102.713 2,42 2,00 [1,93;2,99] 4 14.993 1,33 0,58 [0,49;2,89] 4 10.348 1,60 0,70 [0,59;3,49] 3 10.278 1,34 0,53 [0,43;3,13] 3 10.238 1,34 0,53 [0,44;3,14]
Rofecoxib 0 103.094 - - - 0 15.008 - - - 0 10.361 - - - 0 10.289 - - - 0 10.250 - - -
Valdecoxib 1 103.093 0,68 0,19 [0,14;2,00] 0 15.008 - - - 0 10.361 - - - 0 10.289 - - - 0 10.250 - - -
Parecoxib 1 103.232 1,28 0,35 [0,26;3,75] 0 15.007 - - - 0 10.361 - - - 0 10.289 - - - 0 10.250 - - -
Etoricoxib 244 102.358 2,91 2,61 [2,55;3,29] 11 14.967 1,27 0,75 [0,68;2,18] 11 10.325 1,68 0,99 [0,89;2,87] 11 10.252 1,69 1,00 [0,90;2,89] 11 10.215 1,69 1,00 [0,90;2,89]
Lumiracoxib 6 103.194 1,59 0,79 [0,69;3,14] 0 15.006 - - - 0 10.359 - - - 0 10.287 - - - 0 10.248 - - -
Nabumeton 4 103.217 1,79 0,78 [0,66;3,91] 0 15.006 - - - 0 10.359 - - - 0 10.287 - - - 0 10.248 - - -
Azapropazon 0 103.236 - - - 0 15.008 - - - 0 10.361 - - - 0 10.289 - - - 0 10.250 - - -
Glucosamin 0 103.234 - - - 0 15.008 - - - 0 10.361 - - - 0 10.289 - - - 0 10.250 - - -
Oxaceprol 13 103.168 1,93 1,19 [1,08;3,19] 3 15.003 1,82 0,72 [0,59;4,25] 2 10.358 1,59 0,54 [0,43;4,06] 2 10.285 1,59 0,54 [0,43;4,07] 2 10.247 1,59 0,54 [0,43;4,07]
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Tabelle B.2: Geschätzte Risiken für ischämischen Schlaganfall (ISA) in fünf verschiedenen Studienpopulationen: der vollen GePaRD-Datenbank, allen
inzidenten NSAR-Nutzern und drei Propensity Score-gematchten Kohorten basierend auf den NSAR-Nutzer und gematcht nach 400, 650 und 900 automati-
siert selektierten Kovariablen (DB=Datenbank, NSAR=nichtsteroidale Antirheumatika, exp.= exponiert, n.exp.= nicht exponiert, BRR=bayesianisches





Ganze Datenbank NSAR-Nutzer 400 Kovariablen 650 Kovariablen 900 Kovariablen
N=16.748.551 N=2.671.773 N=2.240.292 N=2.230.568 N=2.224.792
Ereignisse
BRR B05 95% KI
Ereignisse
BRR B05 95% KI
Ereignisse
BRR B05 95% KI
Ereignisse
BRR B05 95% KI
Ereignisse
BRR B05 95% KI
exp. n.exp. exp. n.exp. exp. n.exp. exp. n.exp. exp. n.exp.
Mofebutazon 0 124.400 - - - 0 16.454 - - - 0 11.480 - - - 0 11.435 - - - 0 11.323 - - -
Indometacin 76 123.807 2,61 2,15 [2,06;3,26] 3 16.428 1,03 0,41 [0,34;2,41] 3 11.455 1,22 0,48 [0,40;2,85] 3 11.411 1,22 0,48 [0,40;2,86] 3 11.299 1,23 0,48 [0,40;2,87]
Diclofenac 2.765 106.059 2,51 2,44 [2,42;2,61] 284 15.143 1,53 1,38 [1,36;1,72] 276 10.230 1,99 1,80 [1,77;2,24] 273 10.196 1,97 1,78 [1,75;2,22] 273 10.091 2,00 1,81 [1,77;2,25]
Lonazolac 0 124.400 - - - 0 16.454 - - - 0 11.480 - - - 0 11.435 - - - 0 11.323 - - -
Acemetacin 63 123.913 2,73 2,20 [2,11;3,48] 0 16.439 - - - 0 11.465 - - - 0 11.420 - - - 0 11.308 - - -
Proglumetacin 3 124.358 0,97 0,38 [0,32;2,27] 0 16.450 - - - 0 11.478 - - - 0 11.433 - - - 0 11.319 - - -
Aceclofenac 13 124.229 1,64 1,01 [0,92;2,71] 0 16.446 - - - 0 11.473 - - - 0 11.428 - - - 0 11.316 - - -
Diclofenac,
Kombipräparate 80 123.876 3,22 2,66 [2,56;4,00] 3 16.428 1,21 0,48 [0,39;2,83] 3 11.459 1,42 0,56 [0,46;3,31] 2 11.414 1,14 0,39 [0,31;2,91] 3 11.299 1,42 0,56 [0,46;3,32]
Piroxicam 100 123.781 2,65 2,23 [2,16;3,22] 5 16.433 1,24 0,58 [0,50;2,55] 5 11.460 1,46 0,69 [0,59;3,02] 5 11.416 1,47 0,69 [0,59;3,03] 5 11.304 1,48 0,69 [0,59;3,05]
Lornoxicam 4 124.339 1,20 0,52 [0,44;2,61] 1 16.453 1,33 0,36 [0,27;3,89] 1 11.479 1,37 0,37 [0,28;4,01] 1 11.434 1,37 0,37 [0,28;4,01] 1 11.322 1,37 0,37 [0,28;4,02]
Meloxicam 97 123.831 2,63 2,21 [2,13;3,20] 4 16.424 1,18 0,51 [0,43;2,57] 4 11.451 1,41 0,61 [0,52;3,07] 4 11.407 1,41 0,61 [0,52;3,07] 3 11.296 1,19 0,47 [0,38;2,77]
Ibuprofen 1.985 112.174 1,90 1,84 [1,82;1,99] 174 15.551 1,28 1,13 [1,10;1,49] 153 10.670 1,61 1,40 [1,36;1,88] 150 10.636 1,58 1,37 [1,34;1,85] 150 10.525 1,60 1,39 [1,35;1,87]
Naproxen 72 124.083 1,96 1,60 [1,53;2,46] 3 16.440 0,93 0,37 [0,30;2,18] 3 11.466 1,07 0,42 [0,35;2,50] 2 11.422 0,86 0,29 [0,23;2,20] 2 11.310 0,86 0,30 [0,24;2,21]
Ketoprofen 13 124.304 2,11 1,30 [1,18;3,48] 0 16.454 - - - 0 11.480 - - - 0 11.435 - - - 0 11.323 - - -
Tiaprofensäure 3 124.371 1,42 0,56 [0,46;3,31] 0 16.451 - - - 0 11.478 - - - 0 11.432 - - - 0 11.321 - - -
Oxaprozin 0 124.400 - - - 0 16.454 - - - 0 11.480 - - - 0 11.435 - - - 0 11.323 - - -
Dexibuprofen 22 124.233 2,18 1,50 [1,39;3,24] 2 16.444 1,41 0,48 [0,38;3,60] 1 11.472 1,15 0,31 [0,24;3,36] 2 11.427 1,53 0,52 [0,42;3,93] 2 11.314 1,54 0,52 [0,42;3,93]
Dexketoprofen 36 124.123 1,77 1,33 [1,25;2,43] 2 16.439 0,79 0,27 [0,22;2,04] 2 11.465 0,96 0,33 [0,26;2,47] 2 11.420 0,97 0,33 [0,26;2,48] 2 11.308 0,97 0,33 [0,26;2,48]
Mefenaminsäure 0 124.402 - - - 0 16.454 - - - 0 11.480 - - - 0 11.435 - - - 0 11.323 - - -
Celecoxib 97 123.748 2,14 1,80 [1,74;2,61] 7 16.427 1,84 0,96 [0,84;3,50] 7 11.456 2,21 1,15 [1,01;4,19] 5 11.413 1,72 0,81 [0,69;3,55] 6 11.300 1,98 0,98 [0,85;3,90]
Rofecoxib 0 124.276 - - - 0 16.454 - - - 0 11.480 - - - 0 11.435 - - - 0 11.323 - - -
Valdecoxib 11 124.250 2,58 1,52 [1,37;4,41] 1 16.452 1,36 0,37 [0,28;3,97] 1 11.478 1,40 0,38 [0,29;4,08] 1 11.433 1,39 0,38 [0,29;4,08] 1 11.321 1,40 0,38 [0,29;4,09]
Parecoxib 1 124.398 1,24 0,34 [0,25;3,61] 0 16.454 - - - 0 11.480 - - - 0 11.435 - - - 0 11.323 - - -
Etoricoxib 366 123.259 3,37 3,08 [3,03;3,73] 23 16.394 2,24 1,56 [1,45;3,31] 20 11.428 2,55 1,73 [1,60;3,87] 19 11.388 2,44 1,64 [1,51;3,74] 22 11.272 2,81 1,94 [1,80;4,18]
Lumiracoxib 12 124.360 2,32 1,40 [1,27;3,89] 0 16.451 - - - 0 11.478 - - - 0 11.434 - - - 0 11.321 - - -
Nabumeton 3 124.387 1,31 0,52 [0,43;3,07] 0 16.453 - - - 0 11.479 - - - 0 11.434 - - - 0 11.322 - - -
Azapropazon 0 124.402 - - - 0 16.454 - - - 0 11.480 - - - 0 11.435 - - - 0 11.323 - - -
Glucosamin 0 124.400 - - - 0 16.454 - - - 0 11.480 - - - 0 11.435 - - - 0 11.323 - - -













Tabelle B.3: Geschätzte Risiken für Komplikationen des oberen Gastrointestinaltrakts (oGI) in fünf verschiedenen Studienpopulationen: der vollen
GePaRD-Datenbank, allen inzidenten NSAR-Nutzern und drei Propensity Score-gematchten Kohorten basierend auf den NSAR-Nutzer und gematcht
nach 400, 650 und 900 automatisiert selektierten Kovariablen (DB=Datenbank, NSAR=nichtsteroidale Antirheumatika, exp.= exponiert, n.exp.= nicht
exponiert, BRR=bayesianisches relatives Risiko, KI=Konﬁdenzintervall, B05=untere Grenze des 1-seitigen 95%KI des BRR)
Risiko für Kompl. 
des oberen
GI-Trakts (oGI)
Ganze Datenbank NSAR-Nutzer 400 Kovariablen 650 Kovariablen 900 Kovariablen
N=16.748.551 N=2.671.773 N=2.240.292 N=2.230.568 N=2.224.792
Ereignisse
BRR B05 95% KI
Ereignisse
BRR B05 95% KI
Ereignisse
BRR B05 95% KI
Ereignisse
BRR B05 95% KI
Ereignisse
BRR B05 95% KI
exp. n.exp. exp. n.exp. exp. n.exp. exp. n.exp. exp. n.exp.
Mofebutazon 2 96.394 1,95 0,67 [0,53;5,00] 0 10.036 - - - 0 7.364 - - - 0 7.297 - - - 0 7.185 - - -
Indometacin 131 95.775 5,65 4,87 [4,72;6,69] 10 10.011 3,22 1,86 [1,66;5,62] 9 7.340 3,29 1,84 [1,64;5,88] 9 7.273 3,30 1,85 [1,65;5,91] 9 7.161 3,33 1,86 [1,66;5,95]
Diclofenac 4.231 78.965 5,16 5,03 [5,01;5,32] 347 9.068 3,09 2,82 [2,77;3,43] 332 6.446 3,77 3,43 [3,37;4,19] 330 6.385 3,77 3,44 [3,38;4,20] 329 6.271 3,84 3,50 [3,43;4,27]
Lonazolac 1 96.390 1,34 0,36 [0,28;3,92] 0 10.036 - - - 0 7.364 - - - 0 7.297 - - - 0 7.185 - - -
Acemetacin 57 96.031 3,12 2,48 [2,37;4,02] 2 10.027 1,25 0,43 [0,34;3,19] 2 7.358 1,36 0,47 [0,37;3,50] 2 7.290 1,37 0,47 [0,37;3,51] 2 7.179 1,38 0,47 [0,37;3,53]
Proglumetacin 7 96.356 2,03 1,06 [0,93;3,85] 0 10.035 - - - 0 7.363 - - - 0 7.296 - - - 0 7.184 - - -
Aceclofenac 12 96.283 1,85 1,12 [1,01;3,11] 1 10.030 1,25 0,34 [0,26;3,66] 1 7.359 1,30 0,35 [0,27;3,81] 0 7.293 - - - 0 7.181 - - -
Diclofenac,
Kombipräparate 67 95.982 3,41 2,77 [2,65;4,32] 3 10.020 1,52 0,60 [0,49;3,54] 2 7.350 1,34 0,46 [0,37;3,44] 2 7.283 1,35 0,46 [0,37;3,45] 2 7.171 1,35 0,46 [0,37;3,46]
Piroxicam 176 95.710 5,89 5,18 [5,05;6,82] 16 10.001 4,26 2,75 [2,52;6,73] 15 7.330 4,50 2,86 [2,62;7,21] 15 7.264 4,52 2,88 [2,63;7,24] 15 7.153 4,56 2,90 [2,66;7,31]
Lornoxicam 11 96.329 3,00 1,78 [1,60;5,14] 3 10.032 2,32 0,91 [0,75;5,42] 3 7.361 2,36 0,93 [0,77;5,51] 3 7.293 2,36 0,93 [0,77;5,51] 3 7.181 2,36 0,93 [0,77;5,52]
Meloxicam 157 95.831 5,37 4,69 [4,56;6,27] 8 10.013 2,57 1,40 [1,23;4,74] 8 7.342 2,91 1,58 [1,39;5,35] 7 7.276 2,62 1,37 [1,20;4,98] 8 7.164 2,94 1,59 [1,41;5,41]
Ibuprofen 2.106 85.580 2,64 2,55 [2,53;2,76] 168 9.364 2,04 1,79 [1,74;2,37] 144 6.789 2,35 2,04 [1,98;2,76] 141 6.724 2,32 2,01 [1,96;2,73] 141 6.617 2,36 2,04 [1,99;2,78]
Naproxen 101 96.054 3,46 2,92 [2,82;4,19] 6 10.017 1,98 0,99 [0,85;3,90] 5 7.347 1,89 0,89 [0,76;3,90] 5 7.281 1,90 0,89 [0,77;3,92] 5 7.169 1,92 0,90 [0,77;3,96]
Ketoprofen 25 96.272 4,53 3,20 [2,98;6,60] 1 10.035 1,30 0,35 [0,27;3,80] 1 7.363 1,34 0,37 [0,28;3,93] 1 7.296 1,34 0,37 [0,28;3,93] 1 7.184 1,35 0,37 [0,28;3,93]
Tiaprofensäure 0 96.368 - - - 0 10.036 - - - 0 7.364 - - - 0 7.297 - - - 0 7.185 - - -
Oxaprozin 1 96.393 1,48 0,40 [0,31;4,33] 0 10.036 - - - 0 7.364 - - - 0 7.297 - - - 0 7.185 - - -
Dexibuprofen 18 96.259 2,22 1,47 [1,36;3,43] 0 10.029 - - - 0 7.357 - - - 0 7.291 - - - 0 7.178 - - -
Dexketoprofen 65 96.069 3,93 3,18 [3,04;4,99] 6 10.014 2,08 1,03 [0,90;4,10] 5 7.344 2,07 0,97 [0,83;4,27] 6 7.276 2,38 1,18 [1,03;4,69] 6 7.164 2,39 1,19 [1,03;4,71]
Mefenaminsäure 0 96.397 - - - 0 10.036 - - - 0 7.364 - - - 0 7.297 - - - 0 7.185 - - -
Celecoxib 132 95.741 3,72 3,20 [3,11;4,40] 3 10.019 1,33 0,52 [0,43;3,11] 2 7.351 1,20 0,41 [0,33;3,08] 2 7.286 1,21 0,41 [0,33;3,10] 2 7.172 1,22 0,42 [0,33;3,12]
Rofecoxib 0 96.225 - - - 0 10.036 - - - 0 7.364 - - - 0 7.297 - - - 0 7.185 - - -
Valdecoxib 5 96.235 1,61 0,75 [0,65;3,31] 0 10.036 - - - 0 7.364 - - - 0 7.297 - - - 0 7.185 - - -
Parecoxib 0 96.385 - - - 0 10.036 - - - 0 7.364 - - - 0 7.297 - - - 0 7.185 - - -
Etoricoxib 408 95.237 4,84 4,46 [4,38;5,34] 10 10.001 1,58 0,91 [0,82;2,76] 9 7.330 1,76 0,99 [0,88;3,16] 9 7.266 1,77 0,99 [0,89;3,18] 10 7.153 1,96 1,13 [1,01;3,42]
Lumiracoxib 6 96.366 1,56 0,78 [0,67;3,08] 0 10.036 - - - 0 7.364 - - - 0 7.297 - - - 0 7.185 - - -
Nabumeton 5 96.377 2,06 0,97 [0,83;4,25] 0 10.036 - - - 0 7.364 - - - 0 7.297 - - - 0 7.185 - - -
Azapropazon 0 96.397 - - - 0 10.036 - - - 0 7.364 - - - 0 7.297 - - - 0 7.185 - - -
Glucosamin 0 96.395 - - - 0 10.036 - - - 0 7.364 - - - 0 7.297 - - - 0 7.185 - - -
Oxaceprol 5 96.346 0,87 0,41 [0,35;1,80] 1 10.032 1,17 0,32 [0,24;3,43] 1 7.360 1,24 0,34 [0,26;3,64] 1 7.293 1,25 0,34 [0,26;3,64] 1 7.181 1,25 0,34 [0,26;3,65]
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Tabelle B.4: Geschätzte Risiken für hämorrhagischen Schlaganfall (HSA) in fünf verschiedenen Studienpopulationen: der vollen GePaRD-Datenbank, allen
inzidenten NSAR-Nutzern und drei Propensity Score-gematchten Kohorten basierend auf den NSAR-Nutzer und gematcht nach 400, 650 und 900 automati-
siert selektierten Kovariablen (DB=Datenbank, NSAR=nichtsteroidale Antirheumatika, exp.= exponiert, n.exp.= nicht exponiert, BRR=bayesianisches





Ganze Datenbank NSAR-Nutzer 400 Kovariablen 650 Kovariablen 900 Kovariablen
N=16.748.551 N=2.671.773 N=2.240.292 N=2.230.568 N=2.224.792
Ereignisse
BRR B05 95% KI
Ereignisse
BRR B05 95% KI
Ereignisse
BRR B05 95% KI
Ereignisse
BRR B05 95% KI
Ereignisse
BRR B05 95% KI
exp. n.exp. exp. n.exp. exp. n.exp. exp. n.exp. exp. n.exp.
Mofebutazon 0 18.794 - - - 0 2.615 - - - 0 1.756 - - - 0 1.717 - - - 0 1.703 - - -
Indometacin 14 18.717 2,57 1,61 [1,47;4,17] 1 2.613 1,22 0,33 [0,25;3,58] 1 1.754 1,29 0,35 [0,27;3,78] 1 1.715 1,30 0,35 [0,27;3,79] 1 1.701 1,30 0,35 [0,27;3,79]
Diclofenac 372 16.441 2,17 1,99 [1,95;2,40] 37 2.456 1,22 0,92 [0,87;1,67] 35 1.605 1,57 1,17 [1,10;2,16] 35 1.565 1,60 1,20 [1,13;2,21] 34 1.553 1,57 1,17 [1,10;2,18]
Lonazolac 0 18.792 - - - 0 2.615 - - - 0 1.756 - - - 0 1.717 - - - 0 - - - -
Acemetacin 11 18.723 2,46 1,46 [1,31;4,21] 0 2.613 - - - 0 1.754 - - - 0 1.715 - - - 0 - - - -
Proglumetacin 1 18.784 1,21 0,33 [0,25;3,55] 0 2.615 - - - 0 1.756 - - - 0 1.717 - - - 0 - - - -
Aceclofenac 2 18.777 1,30 0,44 [0,35;3,33] 0 2.615 - - - 0 1.756 - - - 0 1.717 - - - 0 - - - -
Diclofenac,
Kombipräparate 6 18.736 1,44 0,72 [0,62;2,84] 0 2.614 - - - 0 1.755 - - - 0 1.716 - - - 0 - - - -
Piroxicam 11 18.717 1,73 1,02 [0,92;2,96] 0 2.612 - - - 0 1.753 - - - 0 1.714 - - - 0 - - - -
Lornoxicam 1 18.787 1,22 0,33 [0,25;3,58] 0 2.615 - - - 0 1.756 - - - 0 1.717 - - - 0 - - - -
Meloxicam 12 18.717 1,90 1,15 [1,04;3,19] 1 2.611 1,20 0,33 [0,25;3,52] 1 1.752 1,28 0,35 [0,26;3,74] 1 1.713 1,28 0,35 [0,26;3,75] 1 1.699 1,28 0,35 [0,26;3,75]
Ibuprofen 322 17.046 2,03 1,85 [1,81;2,26] 40 2.466 1,79 1,37 [1,29;2,42] 35 1.627 2,25 1,68 [1,58;3,11] 32 1.590 2,11 1,55 [1,46;2,95] 37 1.576 2,44 1,84 [1,73;3,33]
Naproxen 11 18.747 1,77 1,04 [0,94;3,02] 1 2.613 1,18 0,32 [0,24;3,45] 1 1.754 1,24 0,34 [0,26;3,63] 1 1.715 1,25 0,34 [0,26;3,64] 1 1.701 1,25 0,34 [0,26;3,65]
Ketoprofen 1 18.783 1,08 0,30 [0,22;3,17] 1 2.614 1,44 0,39 [0,30;4,21] 1 1.755 1,46 0,40 [0,30;4,27] 1 1.716 1,46 0,40 [0,30;4,27] 1 1.702 1,46 0,40 [0,30;4,27]
Tiaprofensäure 1 18.789 1,35 0,37 [0,28;3,93] 0 2.615 - - - 0 1.756 - - - 0 1.717 - - - 0 - - - -
Oxaprozin 0 18.794 - - - 0 2.615 - - - 0 1.756 - - - 0 1.717 - - - 0 - - - -
Dexibuprofen 2 18.770 1,19 0,41 [0,33;3,06] 0 2.615 - - - 0 1.756 - - - 0 1.717 - - - 0 - - - -
Dexketoprofen 6 18.757 1,62 0,81 [0,70;3,20] 3 2.608 2,02 0,79 [0,65;4,70] 3 1.749 2,15 0,85 [0,70;5,01] 3 1.710 2,15 0,85 [0,70;5,03] 3 1.696 2,16 0,85 [0,70;5,03]
Mefenaminsäure 0 18.794 - - - 0 2.615 - - - 0 1.756 - - - 0 1.717 - - - 0 - - - -
Celecoxib 10 18.702 1,39 0,80 [0,72;2,43] 1 2.611 1,22 0,33 [0,25;3,56] 1 1.752 1,29 0,35 [0,27;3,78] 1 1.713 1,30 0,35 [0,27;3,79] 0 - - - -
Rofecoxib 0 18.765 - - - 0 2.615 - - - 0 1.756 - - - 0 1.717 - - - 0 - - - -
Valdecoxib 1 18.763 1,22 0,33 [0,25;3,57] 0 2.615 - - - 0 1.756 - - - 0 1.717 - - - 0 - - - -
Parecoxib 0 18.792 - - - 0 2.615 - - - 0 1.756 - - - 0 1.717 - - - 0 - - - -
Etoricoxib 50 18.629 2,86 2,24 [2,13;3,75] 2 2.608 1,16 0,39 [0,31;2,96] 2 1.751 1,32 0,45 [0,36;3,39] 2 1.712 1,33 0,46 [0,36;3,42] 2 1.698 1,34 0,46 [0,36;3,43]
Lumiracoxib 0 18.791 - - - 0 2.614 - - - 0 1.755 - - - 0 1.716 - - - 0 - - - -
Nabumeton 1 18.790 1,32 0,36 [0,27;3,86] 0 2.615 - - - 0 1.756 - - - 0 1.717 - - - 0 - - - -
Azapropazon 0 18.794 - - - 0 2.615 - - - 0 1.756 - - - 0 1.717 - - - 0 - - - -
Glucosamin 0 18.794 - - - 0 2.615 - - - 0 1.756 - - - 0 1.717 - - - 0 - - - -













Tabelle B.5: Geschätzte Risiken für Herzinsuﬃzienz (HI) in fünf verschiedenen Studienpopulationen: der vollen GePaRD-Datenbank, allen inzidenten
NSAR-Nutzern und drei Propensity Score-gematchten Kohorten basierend auf den NSAR-Nutzer und gematcht nach 400, 650 und 900 automatisiert selek-
tierten Kovariablen (DB=Datenbank, NSAR=nichtsteroidale Antirheumatika, exp.= exponiert, n.exp.= nicht exponiert, BRR=bayesianisches relatives




Ganze Datenbank NSAR-Nutzer 400 Kovariablen 650 Kovariablen 900 Kovariablen
N=16.748.551 N=2.671.773 N=2.240.292 N=2.230.568 N=2.224.792
Ereignisse
BRR B05 95% KI
Ereignisse
BRR B05 95% KI
Ereignisse
BRR B05 95% KI
Ereignisse
BRR B05 95% KI
Ereignisse
BRR B05 95% KI
exp. n.exp. exp. n.exp. exp. n.exp. exp. n.exp. exp. n.exp.
Mofebutazon 0 140.596 - - - 0 8.457 - - - 0 5.850 - - - 0 5.747 - - - 0 5.698 - - -
Indometacin 133 139.705 4,05 3,49 [3,39;4,79] 5 8.437 2,03 0,95 [0,82;4,18] 5 5.830 2,28 1,07 [0,92;4,70] 5 5.727 2,30 1,08 [0,92;4,74] 5 5.678 2,31 1,08 [0,93;4,75]
Diclofenac 3.450 118.474 2,81 2,73 [2,71;2,90] 154 7.870 1,60 1,39 [1,35;1,87] 148 5.282 2,06 1,79 [1,74;2,41] 148 5.184 2,09 1,82 [1,77;2,45] 147 5.134 2,10 1,83 [1,77;2,46]
Lonazolac 0 140.586 - - - 0 8.457 - - - 0 5.850 - - - 0 5.747 - - - 0 5.698 - - -
Acemetacin 85 139.951 3,26 2,71 [2,61;4,02] 1 8.443 0,99 0,27 [0,20;2,90] 1 5.840 1,09 0,30 [0,23;3,20] 1 5.734 1,10 0,30 [0,23;3,22] 1 5.688 1,10 0,30 [0,23;3,22]
Proglumetacin 14 140.525 2,87 1,80 [1,64;4,67] 0 8.456 - - - 0 5.849 - - - 0 5.746 - - - 0 5.697 - - -
Aceclofenac 27 140.413 2,87 2,05 [1,92;4,12] 0 8.456 - - - 0 5.849 - - - 0 5.746 - - - 0 5.698 - - -
Diclofenac,
Kombipräparate 114 139.823 4,06 3,46 [3,35;4,87] 1 8.448 0,97 0,26 [0,20;2,84] 1 5.841 1,08 0,29 [0,22;3,15] 1 5.739 1,08 0,30 [0,22;3,17] 1 5.689 1,09 0,30 [0,22;3,17]
Piroxicam 141 139.745 3,30 2,86 [2,78;3,89] 4 8.442 1,55 0,67 [0,57;3,37] 4 5.835 1,75 0,76 [0,64;3,82] 4 5.732 1,77 0,77 [0,65;3,85] 4 5.683 1,78 0,77 [0,65;3,87]
Lornoxicam 9 140.532 2,03 1,14 [1,01;3,63] 0 8.455 - - - 0 5.848 - - - 0 5.745 - - - 0 5.696 - - -
Meloxicam 131 139.823 3,13 2,70 [2,62;3,71] 3 8.436 1,39 0,55 [0,45;3,25] 3 5.832 1,59 0,62 [0,51;3,70] 3 5.729 1,60 0,63 [0,52;3,72] 3 5.680 1,60 0,63 [0,52;3,74]
Ibuprofen 2.757 124.536 2,38 2,30 [2,29;2,47] 133 7.986 1,89 1,63 [1,58;2,24] 113 5.430 2,29 1,95 [1,89;2,75] 113 5.335 2,33 1,99 [1,92;2,80] 104 5.297 2,16 1,83 [1,77;2,62]
Naproxen 105 140.195 2,50 2,11 [2,04;3,02] 3 8.451 1,33 0,53 [0,43;3,12] 3 5.844 1,48 0,58 [0,48;3,45] 3 5.741 1,49 0,59 [0,48;3,49] 3 5.692 1,50 0,59 [0,49;3,50]
Ketoprofen 20 140.450 2,83 1,91 [1,77;4,28] 1 8.456 1,33 0,36 [0,27;3,88] 1 5.849 1,37 0,37 [0,28;4,01] 1 5.746 1,37 0,37 [0,28;4,01] 1 5.697 1,37 0,37 [0,28;4,02]
Tiaprofensäure 4 140.558 1,61 0,70 [0,59;3,50] 0 8.456 - - - 0 5.849 - - - 0 5.746 - - - 0 5.698 - - -
Oxaprozin 0 140.600 - - - 0 8.457 - - - 0 5.850 - - - 0 5.747 - - - 0 5.698 - - -
Dexibuprofen 29 140.372 2,53 1,83 [1,71;3,59] 1 8.454 1,23 0,34 [0,25;3,60] 1 5.847 1,30 0,35 [0,27;3,79] 1 5.744 1,30 0,35 [0,27;3,80] 0 5.696 - - -
Dexketoprofen 45 140.201 1,95 1,51 [1,43;2,60] 2 8.449 1,12 0,38 [0,31;2,88] 2 5.842 1,29 0,44 [0,35;3,31] 2 5.739 1,30 0,44 [0,35;3,33] 2 5.690 1,30 0,44 [0,35;3,34]
Mefenaminsäure 0 140.601 - - - 0 8.457 - - - 0 5.850 - - - 0 5.747 - - - 0 5.698 - - -
Celecoxib 180 139.599 3,49 3,08 [3,00;4,04] 2 8.444 1,15 0,39 [0,31;2,94] 2 5.839 1,31 0,45 [0,36;3,34] 2 5.735 1,32 0,45 [0,36;3,37] 2 5.686 1,32 0,45 [0,36;3,38]
Rofecoxib 0 140.300 - - - 0 8.457 - - - 0 5.850 - - - 0 5.747 - - - 0 5.698 - - -
Valdecoxib 7 140.305 1,65 0,86 [0,75;3,14] 0 8.457 - - - 0 5.850 - - - 0 5.747 - - - 0 5.698 - - -
Parecoxib 1 140.594 1,21 0,33 [0,25;3,53] 0 8.457 - - - 0 5.850 - - - 0 5.747 - - - 0 5.698 - - -
Etoricoxib 621 138.773 5,06 4,73 [4,67;5,48] 17 8.419 2,83 1,85 [1,70;4,42] 15 5.816 3,16 2,01 [1,84;5,06] 15 5.716 3,20 2,04 [1,86;5,12] 13 5.669 2,83 1,74 [1,58;4,67]
Lumiracoxib 16 140.528 2,74 1,77 [1,62;4,33] 0 8.457 - - - 0 5.850 - - - 0 5.747 - - - 0 5.698 - - -
Nabumeton 10 140.553 2,96 1,71 [1,53;5,18] 0 8.456 - - - 0 5.849 - - - 0 5.746 - - - 0 5.697 - - -
Azapropazon 0 140.601 - - - 0 8.457 - - - 0 5.850 - - - 0 5.747 - - - 0 5.698 - - -
Glucosamin 0 140.600 - - - 0 8.457 - - - 0 5.850 - - - 0 5.747 - - - 0 5.698 - - -
Oxaceprol 3 140.522 0,46 0,18 [0,15;1,08] 0 8.455 - - - 0 5.848 - - - 0 5.745 - - - 0 5.696 - - -
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ABSTRACT
Purpose Administrative healthcare databases are increasingly being used to investigate potential drug risks in pregnancy. Our study aimed
to develop an algorithm for linkage of mother–baby pairs (MBPs) in the German Pharmacoepidemiological Research Database (GePaRD) as a
prerequisite for such studies.
Methods GePaRD contains sociodemographic data, drug dispensations, ambulatory, and hospital information on more than 14 million
insurants from four German statutory health insurances (SHIs) covering all regions in Germany. Linkage was based on co-insurance
information of the newborn with the potential mother (direct linkage) or of both potential mother and newborn with the potential father
(indirect linkage). Linkage is not possible if the baby is co-insured with the father and the mother is self-insured. Further information on birth
or childbed was used to validate the potential mother as true mother in MBP. Descriptive comparisons between linked and unlinked mothers
were conducted.
Results Of 323 993 newborns identiﬁed between 2004 and 2006, 250 355 (77.3%) could be linked in MBP. Of those, 189 702 (75.8%) MBP
were based on direct linkage. Mean age was similar in linked (31.1 years, standard deviation (SD¼ 5.4) and unlinked (31.8 years, SD¼ 5.5)
mothers as was the proportion of caesarean sections in both groups (28.9% vs. 29.3%).
Conclusions The developed algorithm permits linkage of a great number of newborns with their mothers and creates a potential data source
for investigation of drug risks in pregnancy. Further validation studies are needed also including information on pregnancies not resulting in
live births. Copyright # 2010 John Wiley & Sons, Ltd.
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INTRODUCTION
Drugs are commonly used by women of childbearing
age. More than 80% of all pregnant women in Germany
use at least one drug during pregnancy.1,2 Since pregnant
women are usually excluded from the premarketing
clinical trials for ethical reasons, there is a lack of
comprehensive and valid data on the beneﬁts and risks
of drugs in pregnancy.
A common source of information on drug risks
in pregnancy are spontaneous case reports in post-
marketing surveillance.3 Other sources include
cohort4,5 and case-control studies,6–9 data from
teratology information services (TISs),10–12 pregnancy
registries,13,14 or record linkage of pregnancy or birth
registries with prescription data.15,16 Large medical
records or claims databases are now also increasingly
being used for the assessment of teratogenic drug
effects.17–20
In Germany, only few data sources on the safety of
drugs in pregnancy are available. One was the
prospective PEGASUS study collecting medication
information from the pregnant woman or her gynecol-
ogist between 1997 and 2000 on more than 2600
pregnancies in Bavaria. PEGASUS linked this infor-
mation to information on the course of pregnancy,
maternal risk factors, and fetal outcomes from the
so-called Perinatal Study.1,21,22 The TIS in Berlin is
based on information from pregnant women who
themselves or through their healthcare professional
seek advice about potential adverse drug effects during
pregnancy. A subsequent follow-up is conducted in a
pharmacoepidemiology and drug safety 2011; 20: 258–264
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cohort approach. Follow-up data on 2407 and 3424
pregnancies from all over Germany were reported in
200411 and 2008,23 respectively.
Up to now, data from German statutory health
insurances (SHIs) have not been used to investigate
drug risks in pregnancies. These data have been used
to assess drug utilization during pregnancy,24–26
but medication exposures were not linked to fetal
outcomes, since a unique identiﬁer for linkage of
newborns to their mothers is lacking. It was the
aim of our study to develop an algorithm for linkage
of newborns to their mothers in German SHI data
by making use of co-insurance and other relevant
information. In Germany, spouses, legal partners,
children up to 25 years of age, and grandchildren are
co-insured with a main insurance member without extra
cost if they are not employed or not self-employed and if
they do not exceed an income of 400s/month.
METHODS
Source of data was the German Pharmacoepidemio-
logical Research Database (GePaRD) including more
than 14 million insurants from four German SHIs from
all regions in Germany. The pseudonymized data
include demographic information and information on
hospital admissions, ambulatory physician visits, and
ambulatory drug dispensations for each insurant. For
data protection reasons, only the year of birth is
available and not the exact birth date. Claims of
ambulatory physician visits include the specialty of
the treating physician, ambulatory treatments, pro-
cedures, diagnoses (related to a quarter), and ambu-
latory delivery date. The hospital data comprises
admission and discharge diagnoses, delivery date, and
diagnostic and therapeutic procedures with their
respective dates. Diagnoses are coded according to
the German modiﬁcation of the International Classi-
ﬁcation of Diseases (ICD-10 GM). Dispensation data
of reimbursed drugs includes the date of prescription
and dispensation, the amount of substance prescribed,
and information on the prescribing physician. Through
linkage to a pharmaceutical reference database infor-
mation is obtained on the anatomical-therapeutic-chemi-
cal (ATC) code, the deﬁned daily dose (DDD), packaging
size, strength, formulation, generic and trade name.
Preliminary analyses regarding age and sex distribution,
the number of hospital admissions, and drug use have
shown the database to be representative for Germany.27,28
This study was conducted using data from 1 January 2004
to 31 December 2006.
Co-insurance of newborns with their mother or
father can be identiﬁed through the so-called family
identiﬁcation number (ID) which is the pseudonymized
ID of themother or father, if the child is co-insuredwith the
mother or father, respectively. In some instances, newborns
are self-insured and therefore do not have a family ID.
Based on co-insurance information, newborns can
be linked to their potential mother directly or indirectly
(Figure 1). In the direct linkage approach, the mother is
the main insurance member with whom the newborn is
co-insured. In the indirect linkage approach, the father
(or in rare cases, another male insurance member, e.g.,
grandfather) is the main insurance member with whom
both mother and newborn are co-insured. If the
newborn is co-insured with the father and the mother
is self-insured, linkage is not possible.
For linkage of mother–baby pairs (MBPs), we ﬁrst
identiﬁed all newborns who were born in 2004–2006
and who entered the SHI in their year of birth allowing
for 30 days at the beginning or the end of the year.
All newborns with missing information on the date of
insurance entry were excluded from further analyses.
Also excluded were newborns for whom a family ID
was lacking or for whom the family ID did not correspond
to another main insurance member. Using the family ID,
all female main insurants with whom the newborn was
ever co-insured were identiﬁed as potential mothers
(direct linkage). In a second step, all females whowere co-
insuredwith the samemain insurancemember as the baby
were identiﬁed as potential mothers (indirect linkage).
To validate that the female insurance member was
indeed the mother and not grandmother or sister,
additional information on birth and/or childbed was
obtained from the potential mother’s records. This
included the inpatient or ambulatory delivery date,
ICD-10 GM codes, operation or procedure codes in
hospital (‘OPS codes’) or in the ambulatory setting
(‘EBM codes’). ICD-10 GM codes related to birth and
childbed included O15.1, O15.2, O60-O75, O80-O84,
O85-O92, P00-P96, and Z37-Z39. OPS codes indicat-
ing birth and childbed included 5-72 to 5-75 and 9-26.
Besides, a large number of EBM codes were used (list
available on request).
Dates of inpatient or ambulatory delivery or
ambulatory procedures (EBM codes) were required
to be 30 days around the date of insurance entry of
the newborn which was used as a proxy for the exact
birth date. For hospital diagnoses or procedures, the
proxy birth date was required to be 30 days around
the hospitalization period of the mother, whereas it had
to lie within30 days around the quarter for ambulatory
diagnoses, since the latter only relate to the quarter and
not to an exact date. We conducted several sensitivity
Copyright # 2010 John Wiley & Sons, Ltd. Pharmacoepidemiology and Drug Safety, 2011; 20: 258–264
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analyses in which we speciﬁed the requested range of
additional birth or childbed information around the proxy
birth date to be 20, 10, 5, and 0 days.
Validation of the potential mother as true mother was
conducted in a hierarchical order. For each step, the
resulting pairs were numbered in the hierarchical order
in which these steps were conducted. First, all directly
linked pairs were searched: MBP1 and MBP2 refer to
pairs based on additional information on the hospital
(MBP1) or ambulatory (MBP2) delivery date. MBP3
and MBP4 refer to additional information based on
ICD-10 GM, OPS, or EBM codes related to birth or
childbed in hospital (MBP3) or in the ambulatory (MBP4)
setting. In a further step, all indirectly linked pairs were
searched in the same way. Thus, MBP5 and MBP6
describe MBP based on additional information on the
hospital (MBP5) or ambulatory (MBP6) delivery date,
whereas MBP7 and MBP8 are based on ICD-10 GM,
OPS, or EBMcodes related to birth or childbed in hospital
(MBP7) or the ambulatory (MBP8) setting.
We excluded all potential MBP with mothers below
the age of 10 or cases where two mothers were
identiﬁed for one baby. We further removed all MBP
where the mother was below age 15 or above age 44
years and did not have ICD-10 GM, OPS, or EBM-
codes indicating pregnancy in the preceding 300 days
before the proxy birth date of the newborn. The
following ICD-10 GM and OPS codes related to
Figure 1. Insurance constellations allowing or not allowing linkage of newborn to mother
Copyright # 2010 John Wiley & Sons, Ltd. Pharmacoepidemiology and Drug Safety, 2011; 20: 258–264
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pregnancy, obstetric conditions and maternal care were
used: ICD-10 GM O10-O14, O150, O159, O16, O20-
O29, O30-O48, O94-O99, Z33-Z36, A34, and OPS
code 9-28. EBM codes used are available upon request.
We determined the proportion of linked newborns by
type of validation step.
In a further step, we aimed to identify all unlinked
mothers for the years 2004–2006 using a hierarchical
approach similar to that used for validation of MBP.
We ﬁrst identiﬁed all women who had a delivery date
in hospital or in the ambulatory setting between 2004
and 2006 and who had additional information in ICD-
10 GM codes, OPS codes, or EBM codes related to
birth or childbed in hospital or in the ambulatory
setting. From these potentially unlinked mothers, we
excluded all women who were below the age of 10 at
the delivery date. We further excluded all women who
were below the age of 15 or above the age of 44 years at
the delivery date and who had no ICD-10 GM codes,
OPS codes, or EBM codes indicating pregnancy in the
preceding 300 days before the delivery date in hospital
or in the same or three preceding quarters in the
ambulatory setting. In the last step, all mothers who
were included inMBPwere subtracted from the dataset
of potentially unlinkedmothers. The remaining women
were classiﬁed as unlinked mothers.
We determined the insurance status (self-insured
versus co-insured) of unlinked mothers and compared
their age distribution to the age distribution of mothers
linked in MPB. We also determined the co-insurance
status for unlinked babies who had a valid family ID.
We further determined the proportion of caesarean
sections in mothers with and without linkage using
OPS codes 5-740–5-742, 5-745, 5-749, or ICD-10 GM
code O82 and compared the respective proportions.
We also identiﬁed the proportion of twins or other
multiple births in mothers in MBP and in unlinked
mothers by searching for ICD-10 GM codes Z37.2,
Z37.3, Z37.5, Z38.3-Z38.8 in hospital ﬁles. We
compared the respective proportions of twins and
other multiple births in unlinked mothers and mothers
in MBP.
All analyses were conducted with SAS, version 8.2.
Algorithms and results for MBP were validated by
double programming.
In Germany, utilization of healthcare insurance data
for scientiﬁc research is regulated by the Code of
Social Law (SGB X). This study was conducted with
permission from the Federal Ministry of Health and the
Senate of Bremen as preparatory part of a study on the
adverse effects of diabetes mellitus in pregnancy.
Informed consent of insurants was not required by law,
since the study was based on pseudonymous data.
RESULTS
Of 323 993 newborns identiﬁed in the years 2004–2006,
14 newborns without insurance periods, and 17 new-
borns with an entry date into the SHI outside the study
period were excluded. Another 11 967 newborns were
excluded, because the date of insurance entry was not in
their year of birth 30 days. Another 2303 newborns
were excluded because information on the family ID
was lacking or the baby’s recorded family ID could not
be identiﬁed as ID of an existing main insurance
member. For the resulting group of 309 692 newborns,
250 733 could be linked to potential mothers. Of those,
229 pairs with mothers below the age of 10 were
excluded as well as another 123 newborns where two or
more mothers were identiﬁed. Another 26 MBP were
excluded because the mother was below age 15 or above
age 44 years and had no code indicating pregnancy in
the requested time range. Overall, 14 679 babies were
excluded (Table 1). Of all newborns, 250 355 (77.3%)
could be linked inMBP, whereas 58 959 newborns could
not be linked to their mother.
Of the 250 355 MBP, 189 702 (75.8%) MBP were
based on direct linkage and 60 653 (24.2%) on indirect
linkage. Table 2 shows the numbers of MBP by type of
linkage and validation step. In MBP with direct
linkage, 180 291 (72.0%) mothers had additional
information on the hospital delivery date (MBP1)
and 3618 (1.5%) mothers on the ambulatory delivery
date (MBP2), whereas additional information on birth
or childbed was available for 2038 (0.8%) mothers in
hospital (MBP3) and for 3755 (1.5%) mothers in the
ambulatory setting (MBP4). In MBP with indirect
linkage, information on the delivery date was available
for 56 820 (22.7%) mothers in hospital (MBP5) and for
1586 (0.6%) mothers in the ambulatory setting
(MBP6). Another 577 (0.2%) mothers had information
Table 1. Numbers of excluded newborns by reason for exclusion
Exclusions before linkage process N %
No insurance periods of newborn 14 0.10
Date of insurance entry
outside study period
17 0.11
Date of insurance entry not
in year of birth 30 days
11 967 81.52
No family ID or family ID invalid 2 303 15.69
Exclusions after linkage process
Mother <10 years of age 229 1.56
Newborns for whom more than
one mother was identiﬁed
123 0.84
Mother was <15 or >44 years of age
and no pregnancy code was found
preceding birth
26 0.18
Total 14 679 100.00
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on birth or childbed in hospital (MBP7) in the
requested range, whereas this was the case for 1670
(0.7%) mothers (MBP8) in the ambulatory setting.
Sensitivity analyses in which we speciﬁed the
requested time range of the date of additional birth
or childbed information to be 20, 10, 5, or 0 days
around the proxy birth date showed that 246 985
(98.7%) of all identiﬁed MBP could already be linked
with a time range of 0 days.
We identiﬁed 58 927 unlinked mothers who fulﬁlled
the inclusion criteria. Of those, 52 575 (89.3%) were
self-insured. Of the 58 959 newborns without linkage,
91.5% were co-insured with only a single male main
insurance member.
Age at birth was similar in linked and unlinked
mothers with a mean age of 31.1 years (SD¼ 5.4) in
mothers in MBP versus a mean age of 31.8 years
(SD¼ 5.5) in unlinked mothers. The age distribution of
linked versus unlinked mothers was similar, however,
the age distribution of mothers in MBP was symmetrical
around the mean, whereas the age distribution of
unlinked mothers was skewed and showed a higher
proportion of mothers of younger ages.
Of mothers in MBP, 28.9% had a caesarean section
versus 29.3% in unlinked mothers. The proportion of
multiple births was 1.6% in mothers in MBP versus
2.0% in unlinked mothers.
DISCUSSION
The principal data for linkage of MBP in the GePaRD
stems from co-insurance information of the newborn
with the main insurance member which can be mother
or father or in very rare instances another person, e.g.,
grandparent. Based on this data and information related
to birth or childbed, more than 77% of newborns could
be linked to their mothers according to our algorithm
creating a potential data source for investigation of
drug risks in pregnancy.
Failure of linkage was to a major part attributable to
the insurance/co-insurance constellation in which
linkage of MBP is not possible. This is the case when
the newborn is co-insured with the father (or another
male insurance member) and the mother is self-
insured. Of unlinked newborns, we found 91.5% to be
co-insured with a male main insurance member,
whereas of unlinked mothers 89.3% were self-insured.
Since failure of linkage was mainly based on
administrative reasons, we do not expect that newborns
in MBP will differ substantially from those not linked.
However, since information on the social status of
linked versus unlinked mothers is not available to us,
differences might still exist, since a lower social status
has been associated with a higher risk of congenital
malformations or reproductive failures.29–31
Almost 76% of the identiﬁed MBP resulted from
direct co-insurance of the newborn with the mother.
Direct linkage of MBP carries a lower risk of
misclassiﬁcation than the indirect linkage approach in
which other female insurants like a sister or grand-
mother might erroneously be classiﬁed as mother. To
avoid such misclassiﬁcation, potential mothers had to
fulﬁll further validation requirements and were only
regarded as true mothers when they had a delivery date
and/or additional codes related to birth or childbed
recorded around the proxy birth date of the newborn.
Although we allowed for a certain time range owing to
the uncertainty of the proxy birth date, our sensitivity
analyses showed that in 98.7%, the proxy birth date in
the newborn coincided with the date of delivery or other
birth or childbed information in the mother.
The mean age of linked and unlinked mothers was
similar and it corresponded well to the mean age of
mothers of 31 years which is stated in the ofﬁcial statistics
in Germany for the years 2004–2006. The comparison of
the percentage of caesarean sections in linked versus
unlinked mothers showed similar results. The percentage
of multiple births was slightly lower in mothers in MBP
than in unlinked mothers (1.6% vs. 2%). In a further
analysis, linked mothers with multiple births had a lower
rate of in vitro fertilization or other fertilization promoting
activities than unlinkedmothers withmultiple births (21%
versus 24.9%) which may explain this slight difference.
One distinct advantage of the GePaRD is its huge
size also enabling follow-up of less frequent drug
exposures during pregnancy. Selective losses to follow-
upwhich may be of concern in ﬁeld studies are unlikely
in the SHI database. However, claims databases such as
the GePaRD also have several limitations for the
assessment of drug risks. A drug dispensation coded in
Table 2. Proportions of linked mother–baby pairs by type of linkage and
validation information
Directly linked N %
Delivery date in hospital 180 291 72.01
Ambulatory delivery date 3 618 1.45
Hospital codes indicating birth
or childbed
2 038 0.81




Delivery date in hospital 56 820 22.70
Ambulatory delivery date 1 586 0.63
Hospital codes indicating birth or childbed 577 0.23
Ambulatory codes indicating birth
or childbed
1 670 0.67
Total 250 355 100.00
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the database is not equal to drug intake. The timing of
drug intake which is of particular relevance in the study
of congenital malformations cannot be ascertained.
This will particularly be a problem for drugs which
are not used on a continuous basis. It is further not
possible to study the risk of over-the-counter drugs in
pregnancy. Moreover, the positive predictive value
of congenital malformations has been shown to vary
for the different congenital anomalies in a claims
database.32
In summary, we were able to identify a large number
of MBP in the GePaRD which may provide the
opportunity to study drug risks during pregnancy. We
have no access to an external gold standard against
which we can compare the correctness of our linkage.
However, since we conducted a great number of
internal validation steps, we do not expect relevant
numbers of pairs with false positive linkage. Our
linkage did not include a substantial proportion of
pregnancies of potential interest, sincewe restricted the
mother–baby link to live births. Further investigations
need to consider pregnancies not resulting in live births
and pregnancy complications. Further validation steps
are necessary. The external validity of birth related
information in the GePaRD needs to be investigated by
comparing this information against external statistics
from Germany. Coding of speciﬁc congenital malfor-
mations in the database will be explored by comparing
the percentage of babies with speciﬁc congenital
malformations in the GePaRD against data from birth
registries and similar healthcare databases. Presently, it
is not possible to determine the positive predictive
value of diagnostic information on congenital malfor-
mations in the database, since we do not have access to
the babies’ medical records. In a further step, birth
outcomes of babies born by diabetic mothers will be
investigated to determine whether the database permits
recognition of the known increased risk of congenital
malformations in babies born by diabetic mothers.
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healthcare data
Die Übersichtsarbeit zum gegenwärtigen Forschungsstand der Signalgenerierung und -
überwachung auf longitudinalen Daten ist im Journal Pharmaceutics, einem Journal mit
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C.2 Signal detection and monitoring based on longitudinal healthcare data
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C.3 Data mining in pharmacoepidemiological databases
Die Aufarbeitung der mathematischen Hintergründe des Gamma-Poisson Shrinkers und
eine erste Anwendung eines longitudinalen bayesianischen Signalgenerierungsverfahrens
auf Daten der deutschen pharmakoepidemiologischen Forschungsdatenbank sind nach ei-
nem Peer-Review-Verfahren zur Publikation akzeptiert. Der Artikel wird im Mai 2013
im Rahmen eines Sammelbands zum Thema „Robustheit und komplexe Datenstrukturen“
erscheinen (Suling et al., 2013).
An dieser Stelle wird daher lediglich eine gekürzte Version dieses Artikels wiedergegeben.
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C Publikationen
C.4 High-dimensional versus conventional propensity scores
in a comparative eﬀectiveness study of coxibs and
reduced upper gastrointestinal complications
Die Studie zum Risiko von Komplikationen des oberen Gastrointestinaltrakts nach Exposi-
tion mit nichtsteroidalen Antirheumatika, in der ein Vergleich zwischen einem traditionell
geschätzten Propensity Score und dem High-dimensional Propensity Score angestellt wird,
ist im Journal European Journal of Clinical Pharmacology, einem Journal mit Peer-Review-
Verfahren, veröﬀentlicht (Garbe et al., 2012).
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Abstract
Purpose High-dimensional propensity score (hd-PS) adjust-
ment has been proposed as a tool to improve control for
confounding in pharmacoepidemiological studies using
longitudinal claims databases. We investigated whether
hd-PS matching improved confounding by indication in
a study of Cox-2 inhibitors (coxibs) and traditional
nonsteroidal anti-inflammatory drugs (tNSAIDs) and
their association with the risk of upper gastrointestinal
complications (UGIC).
Methods In a cohort study of new users of coxibs and
tNSAIDs we compared the effectiveness of these drugs to
reduce UGIC using hd-PS matching and conventional
propensity score (PS) matching in the German Pharma-
coepidemiological Research Database.
Results The unadjusted rate ratio (RR) of UGIC for coxib
users versus tNSAID users was 1.21 [95 % confidence inter-
val (CI) 0.91–1.61]. The conventional PS matched cohort
based on 79 investigator-identified covariates resulted in a
RR of 0.84 (0.56–1.26). The use of the hd-PS algorithm based
on 900 empirical covariates further decreased the RR to 0.62
(0.43–0.91).
Conclusions A comparison of hd-PS matching versus
conventional PS matching resulted in improved point
estimates for studying an intended treatment effect of
coxibs versus tNSAIDs when benchmarked against
results from randomized controlled trials.
Keywords NSAIDs . Upper gastrointestinal complications .
Confounding by indication . Propensity score .
High-dimensional propensity score
Introduction
Electronic healthcare databases have become an increasingly
important tool by which to study the safety and effectiveness
of drugs and vaccines [1]. Such secondary data reflect medical
care as it is practiced outside of controlled research environ-
ments, unlike most randomized controlled trials (RCTs) [2, 3].
These databases are of sufficient size to study rare health
outcomes, and they do not suffer from the delays that result
from primary data collection. However, since these data are
not ascertained for research purposes, relevant confounder
information may remain unobserved or incompletely
measured. This is particularly problematic when studying
intended treatment effects where treatment selection factors
are often strong, as is the case in the selection of coxibs
based on their upper gastrointestinal (GI) protective effects
[4]. Comparative effectiveness research studies based on
electronic healthcare databases have therefore been criticized
to suffer from residual confounding [5].
Even though certain confounders may not be directly
recorded in electronic healthcare databases, these databases
contain considerably more information than is usually
included in pharmacoepidemiology database studies. Some of
this information may be used as a surrogate for unobserved
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confounder information, but it is unknown which observable
surrogate information is relevant for the control of confound-
ing in a specific study. A close correlation of one or more
surrogate variables to an unobserved or imperfectly measured
confounder is needed to achieve control for confounding by
this means [6]. This challenge to identify the relevant surro-
gate information meants that the wealth of information
contained in large healthcare utilization databases has
remained largely unused.
Recently, high-dimensional propensity score (hd-PS) adjust-
ment has been proposed as an approach to empirically identify
relevant surrogate information for improved confounder
adjustment [7, 8]. The approach was illustrated with the exam-
ination of several well-known drug effects, including the effect
of non-selective traditional nonsteroidal anti-inflammatory
drugs (tNSAIDs) and Cox-2 selective NSAIDS (coxibs) on
the risk of upper GI bleeding in Medicare databases.
The example studies introducing hd-PS adjustment
were based on an empirical comparison of the new
and traditional PS method, but they lacked a gold stan-
dard. Further validation of the algorithm based on other
data sources has been proposed in order to achieve a
better understanding of its value in comparative effec-
tiveness research [9]. In the study reported here, we
sought to further evaluate the hd-PS algorithm in a large
German population-based healthcare utilization database
by investigating the risk of upper GI complications
(UGIC) associated with tNSAIDs and coxibs.
Methods
Data source
We used information from the German Pharmacoepide-
miological Research Database (GePaRD), which consists
of claims data from four German statutory health insur-
ance (SHI) providers and includes more than 14 million
enrollees covering all regions in Germany. The study
was conducted with data collected between 2004 and
2008, since more recent data were not available at the
time of the analyses. This longitudinal patient-level da-
tabase contains demographic information and informa-
tion on hospital discharges, physician visits, and
outpatient prescription dispensings. The hospital data
include admission and discharge dates, diagnoses asso-
ciated with the admission, all discharge diagnoses, and
diagnostic and therapeutic procedures with their respec-
tive dates. Claims of outpatient physician visits include
codes for all procedures and diagnoses. Since physician visits
are reimbursed on a quarterly basis, diagnoses associated with
a visit can only be attributed to a calendar quarter and not an
exact date. All diagnoses are coded according to the German
modification of the International Statistical Classification
of Diseases and Related Health Problems (ICD-10 GM).
Prescription drug information is recorded for all outpatient
dispensings that are reimbursable by the SHI providers and
includes the date of prescription, the date of the dispensing,
the quantity, strength, formulation, generic and trade name,
the anatomical–therapeutic–chemical (ATC) code, the defined
daily dose (DDD), as well as information on the prescribing
physician and the physician’s specialty. Age and sex distribu-
tions, the number of hospital admissions, and the quantity of
drug use have been shown to be representative of the German
general population [10–12].
In Germany, the utilization of health insurance data for
scientific research is regulated by the Code of Social Law
(SGB X). This study was conducted with permission from
the Federal Ministry of Health according to this code. The
study was based on pseudonymous data.
Study design
This was a cohort study in which a new user design was
applied. The aim was to estimate the effect of tNSAIDs and
coxibs on the risk of UGIC. New users of tNSAIDs or coxibs
were defined as patients who were continuously enrolled in
their SHI provider for at least 12 months without any notation
of NSAID use, including coxibs, during this time period.
Cohort entry was the first notation of a prescription for a
tNSAID or a coxib. Cohort exit was defined as discontinua-
tion or switch of the initial NSAID, disenrollment from the
SHI provider, hospitalization for UGIC, hospital diagnosis of
cancer, death, or the end of the study period, whichever came
first. Patients were required to be at least 16 years of age at
the time of first use and not to have a diagnosis of cancer in
the 12 months preceding cohort entry.
Exposure
The tNSAIDs included aceclofenac (ATC code M01AB16),
acemetacin (M01AB11), azapropazone (M01AX04), butyl-
pyrazolidines (M01AA), dexibuprofen (M01AE14), dexke-
toprofen (M01AE17), diclofenac (M01AB05), diclofenac+
combination (M01AB55), fenamates (M01AG), flurbipro-
fen (M01AE09), glucosamine (M01AX05), ibuprofen
(M01AE01), indomethacin (M01AB01), indomethacin and
combination (M01AB05), kebuzone (M01AA06), ketopro-
fen (M01AE03), lonazolac (M01AB09), lornoxicam
(M01AC05), mefenamic acid (M01AG01), meloxicam
(M01AC06), mofebutazone (M01AA02), nabumetone
(M01AX01) , naproxen (M01AE02) , oxacep ro l
(M01AX24), oxaprozine (M01AE12), phenylbutazone
(M01AA01), piroxicam (M01AC01), proglumetacine
(M01AB14), tenoxicam (M01AC02), and tiaprofenic acid
(M01AE11). The coxibs included celecoxib (M01AH01),
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etoricoxib (M01AH05), lumiracoxib (M01AH06), pare-
coxib (M01AH04), and valdecoxib (M01AH03).
Definition of UGIC
Upper gastrointestinal complications were defined as
hemorrhage, perforation, or obstruction located in the
stomach, duodenum, or gastrojejunal part of the GI
tract. The following ICD-10 codes included in the sub-
divisions hemorrhage and perforation were ascertained
for the outcome: gastric ulcer (K25), duodenal ulcer
(K26), peptic ulcer (K27), gastrojejunal ulcer (K28),
hemorrhage of anus and rectum (K62.5), hematemesis
(K92.0), melena (K92.1), and GI hemorrhage unspeci-
fied (K92.2). High positive predictive values of site-
and lesion-specific codes (between 80 and 97 %) and
somewhat lower predictive values of non-specific codes
(between 57 and 70 %) have been reported for GI
ulcers and complications in the ICD coding system in
several studies [13, 14].
Covariates included in the PS model
The conventional PS model included 79 covariates that were
considered to be risk factors for the outcome or to possibly
influence physician prescribing of coxibs or tNSAIDs.
Comorbidities were ascertained in the 6 months before
cohort entry. With the exception of medications which
inhibited cytochrome P450 (CYP) 2C9, each drug was
considered as currently used (exposed at the date of
cohort entry or within 10 days before cohort entry) or
recently used (exposure ending within 11 days and
6 months before cohort entry). For CYP2C9 inhibitors,
only current use was considered.
The following diagnoses and covariates were considered in
the PS model (ICD-10-GM codes available upon request): age
at cohort entry, sex, year, history of gastric or duodenal ulcer or
UGIC, esophagitis and esophageal disease, noninfective gas-
troenteritis and colitis, coagulation disorders, alcohol abuse,
chronic liver disease, kidney failure, osteoarthritis, rheumatoid
arthritis, ischemic heart disease, acute myocardial infarction,
old myocardial infarction, hypertension, heart failure, myo-
carditis, pericarditis, hyperlipidemia, cardiomyopathies,
valvular heart disease and endocarditis, cardiac conduction
disorders and cardiac arrest, atrial fibrillation and flutter,
transitory ischemic attack, stroke, peripheral arterial disease,
arterial thrombosis and embolism, diabetes mellitus, obesity,
chronic respiratory disease, and iron deficiency anemia.
The PS model included the following medications (ATC
codes available upon request): proton pump inhibitors, H2-
receptor antagonists, other drugs for acid-related disorders
(e.g., prostaglandins or sucralfate), combination treatment
for Helicobacter pylori eradication, antithrombotic agents,
including vitamin K antagonists and heparins, platelet aggre-
gation inhibitors, glucocorticoids, nitrates, calcium channel
blockers, angiotensin-converting enzyme (ACE) inhibitors,
angiotensin II antagonists, beta blocking agents, diuretics,
other antihypertensive drugs, combination antihypertensive
drugs, cardiac glycosides, bisphosphonates, sulfonylureas, se-
lective serotonin reuptake inhibitors, serotonin–noradrenaline
reuptake inhibitors, CYP2C9 inhibitors, methotrexate, oral
contraceptives, postmenopausal hormones, and bile acid
sequestrants.
Statistical analysis
We used a Poisson regression analysis to estimate the
rate ratio (RR) of UGIC for coxib initiation versus
tNSAID initiation and its 95 % confidence interval
(CI). A conventional approach and the hd-PS approach
were used to estimate the PS. The PS was estimated as
the probability of initiating a coxib in a logistic regres-
sion model. In the conventional approach, the PS was
estimated via a logistic regression model for coxib ini-
tiation that included all 79 pre-specified covariates de-
scribed above, which were ascertained during the 6-
month period before cohort entry.
For the hd-PS algorithm version 1, we used the SAS (SAS
Institute, Cary, NC) program (available at: www.drugepi.
org). Briefly, the hd-PS algorithm (1) requires the identifica-
tion of the different data dimensions (e.g., hospitalization
data, outpatient care data, outpatient drug dispensation data)
in the database, (2) identifies the top n most prevalent codes
(e.g., ICD codes, ATC codes) in each data dimension as
candidate covariates, (3) ranks candidate covariates based
on their recurrence (the frequency that the codes are recorded
for each individual during the baseline period), (4) ranks
covariates across all data dimensions by their potential for
control of confounding based on the bivariate associations of
each covariate with the treatment and with the outcome, (5)
selects a pre-specified number of covariates from step 4 (e.g.,
500) for PS modeling, and (6) estimates the propensity score
with multivariable logistic regression using the selected
covariates plus any pre-specified covariates.
We structured the data collected from the 6-month
period before cohort entry as six datasets corresponding
to the following data dimensions: (1) inpatient diagno-
ses (ICD-10 GM); (2) outpatient diagnoses (ICD-10
GM); (3) inpatient procedures [OPS (Operationen- und
Prozedurenschlüssel) codes, i.e., the German modifica-
tion of the International Classification of Procedures in
Medicine]; (4) outpatient procedures [EBM (Einhei-
tlicher Bewertungsmaßstab) codes, i.e., claim codes for
outpatient services and procedures]; (5) outpatient sur-
gery (OPS codes); (6) outpatient drug use (ATC codes).
Inpatient and outpatient diagnoses were based on three
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digits of the ICD-10-GM codes, OPS procedure codes
were based on four digits, and EBM codes wee based
on five digits. The full ATC code was used to identify a
single drug substance.
We calculated the hd-PS for each patient four times by
including 200, 500, 700, or 900 empirically identified and
prioritized covariates into a logistic regression model of
treatment choice. Each model additionally included age,
sex, calendar year, and the number of distinct drugs during
the last 6 months before cohort entry as a proxy for health-
care intensity.
Initiators of coxibs were 1:1 matched to initiators of
tNSAIDs by the conventional PS or the hd-PS derived
from each of the four models using a different number of
empirically identified covariates. PS matching was con-
ducted using nearest neighbor matching. Methods for con-
founder adjustment with the PS are displayed in the text
box.
The RR of UGIC associated with coxibs or tNSAIDs
were calculated with Poisson regression analysis in the full
cohort and in each of the PS and hd-PS 1:1 matched cohorts,
with further adjustment for age, sex, and calendar year in the
Poisson regression outcome model [15].
Results
We identified 2,141,895 new users of NSAIDs between
2005 and 2008 (Fig. 1). Of these, 37,281 were coxib users
and 2,104,614 tNSAID users. The most frequently used
coxib was etoricoxib with 62.0 % followed by celecoxib
(30.4 %) and valdecoxib (4.8 %). Among tNSAIDs, diclo-
fenac was with 51.4 % most frequently used, followed by
ibuprofen (41.7 %) and dexketoprofen (1.5 %). The average
number of days (SD) on treatment was 31.8 (19.8) days in
the tNSAID cohort and 40.1 (42.7) days in the coxib cohort.
A total of 1,670 patients suffered an UGIC in the tNSAID
cohort and 48 in the coxib cohort, resulting in an unadjusted
RR of 1.21 (95 % CI 0.91–1.61) for coxib versus tNSAID
initiators. The conventional and hd-PS matched cohort
study included 37,281 coxib and 37,281 tNSAID initiators.
The distribution of covariates in the unmatched and in the
PS matched cohort is shown in (Table 1). The conventional
Fig. 1 Patient flow chart for the study cohort and incidence rates of
upper gastrointestinal complications (UGIC). NSAIDs Nonsteroidal
anti-inflammatory drugs, Coxib Cox-2 selective NSAIDS, RR rate
ratio, CI confidence interval
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Table 1 Comparison of the distribution of the covariates included in the propensity score (PS) model before and after PS matching for traditional
nonsteroidal anti-inflammatory drug (tNSAID) users and Cox-2 selective NSAIDS










Age (mean years & SD) 45.3 (16.9) 52.7 (15.6) −7.4 53.0 (15.6) 52.7 (15.6) 0.3
Number of distinct drugs (mean & SD) 3.4 (3.0) 4.4 (3.9) −1 4.4 (3.9) 4.4 (3.9) 0
Gender (female) 1,134,617 (53.9) 22,349 (59.9) −6 22,490 (60.3) 22,349 (59.9) 0.4
Arterial embolism and thrombosis 4,550 (0.2) 216 (0.6) −0..4 192 (0.5) 216 (0.6) −0.1
Arterial fibrillation and flutter 24,360 (1.2) 1,010 (2.7) −1.5 992 (2.7) 1,010 (2.7) 0
Alcohol abuse 19,357 (0.9) 395 (1.1) −0.2 414 (1.1) 395 (1.1) 0
Cardiac conduction disorders and arrest 81,434 (3.9) 2,231 (6.0) −2.1 2,329 (6.2) 2,231 (6.0) 0.2
Cardiomyopathies 8,230 (0.4) 228 (0.6) −0.2 238 (0.6) 228 (0.6) 0
Chronic respiratory disease 230,984 (11.0) 4,706 (12.6) −1.6 4,870 (13.1) 4,706 (12.6) 0.5
Chronic liver disease 100,057 (4.8) 2,366 (6.3) −1.5 2,471 (6.6) 2,366 (6.3) 0.3
Coagulation disorders 13,736 (0.7) 539 (1.4) −0.7 432 (1.2) 539 (1.4) −0.2
Diabetes mellitus 129,093 (6.1) 3,320 (8.9) −2.8 3,322 (8.9) 3,320 (8.9) 0
Esophageal disease 56,027 (2.7) 2,116 (5.7) −3 2,086 (5.6) 2,116 (5.7) −0.1
Heart failure 38,155 (1.8) 1,241 (3.3) −1.5 1,183 (3.2) 1,241 (3.3) −0.1
Hyperlipidemia 273,677 (13.0) 6,718 (18.0) −5 6,889 (18.5) 6,718 (18.0) 0.5
Hypertension 422,327 (20.1) 10,787 (28.9) −8.8 10,929 (29.3) 10,787 (28.9) 0.4
GI inflammatory 81,812 (3.9) 1,704 (4.6) −0.7 1,539 (4.1) 1,704 (4.6) −0.5
Iron deficiency anemia 25,934 (1.2) 609 (1.6) −0.4 582 (1.6) 609 (1.6) 0
Ischemic heart disease 105,577 (5.0) 3,051 (8.2) −3.2 3,095 (8.3) 3051 (8.2) 0.1
Kidney failure 23,597 (1.1) 672 (1.8) −0.7 718 (1.9) 672 (1.8) 0.1
Acute MI 16,915 (0.8) 443 (1.2) −0.4 440 (1.2) 443 (1.2) 0
Myocarditis and pericarditis 3,993 (0.2) 87 (0.2) 0 98 (0.3) 87 (0.2) 0.1
Obesity 126,607 (6.0) 2,750 (7.4) −1.4 2,722 (7.3) 2,750 (7.4) −0.1
Past MI 3,407 (0.2) 83 (0.2) 0 89 (0.2) 83 (0.2) 0
Osteoarthritis 82,286 (3.9) 2,911 (7.8) −3.9 2,947 (7.9) 2,911 (7.8) 0.1
Peripheral arterial disease 45,914 (2.2) 1,368 (3.7) −1.5 1,360 (3.6) 1,368 (3.7) −0.1
Rheumatoid arthritis and inflammatory polyarthritis 83,960 (4.0) 3,334 (8.9) −4.9 3,056 (8.2) 3,334 (8.9) −0.7
Stroke 40,094 (1.9) 1,073 (2.9) −1 1,190 (3.2) 1,073 (2.9) 0.3
TIA 4,988 (0.2) 140 (0.4) −0.2 146 (0.4) 140 (0.4) 0
Past DU, GU, UGIC 8,128 (0.4) 374 (1.0) −0.6 292 (0.8) 374 (1.0) −0.2
Valvular disease and endocarditis 37,092 (1.8) 1,099 (2.9) −1.1 1,047 (2.8) 1,099 (2.9) −0.1
ACE inhibitors (past use) 116,422 (5.5) 2,787 (7.5) −2 2,775 (7.4) 2,787 (7.5) −0.1
ACE inhibitors (current use) 29,339 (1.4) 621 (1.7) −0.3 665 (1.8) 621 (1.7) 0.1
Anticoagulants (past use) 34,274 (1.6) 1,624 (4.4) −2.8 1,486 (4.0) 1,624 (4.4) −0.4
Anticoagulants (current use) 38,687 (1.8) 921 (2.5) −0.7 974 (2.6) 921 (2.5) 0.1
ATII antagonists (past use) 37,769 (1.8) 1,265 (3.4) −1.6 1,133 (3.0) 1,265 (3.4) −0.4
ATII antagonists (current use) 8,357 (0.4) 303 (0.8) −0.4 248 (0.7) 303 (0.8) −0.1
Beta blocker (past use) 184,652 (8.8) 4,749 (12.7) −3.9 4,930 (13.2) 4,749 (12.7) 0.5
Beta blocker (current use) 45,878 (2.2) 1,131 (3.0) −0.8 1,138 (3.1) 1,131 (3.0) 0.1
Bile-acid-sequestants (past use) 591 (0.0) 27 (0.1) −0.1 21 (0.1) 27 (0.1) 0
Bile-acid-sequestants (current use) 130 (0.0) 5 (0.0) 0 5 (0.0) 5 (0.0) 0
Bisphosphonates (past use) 10,055 (0.5) 472 (1.3) −0.8 446 (1.2) 472 (1.3) −0.1
Bisphosphonates (current use) 2,856 (0.1) 173 (0.5) −0.4 141 (0.4) 173 (0.5) −0.1
Calcium channel blocker (past use) 81,025 (3.8) 2,227 (6.0) −2.2 2,271 (6.1) 2,227 (6.0) 0.1
Calcium channel blocker (current use) 21,147 (1.0) 566 (1.5) −0.5 604 (1.6) 566 (1.5) 0.1
Cardiac glycosides (past use) 16,320 (0.8) 618 (1.7) −0.9 638 (1.7) 618 (1.7) 0
Cardiac glycosides (current use) 3,193 (0.2) 111 (0.3) −0.1 126 (0.3) 111 (0.3) 0
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PS resulted in a RR of 0.84 (95 % CI 0.56–1.26). Using the
hd-PS derived from models with 200, 500, 700, or 900
empirically identified covariates, we obtained a RR of 0.68
(95 % CI 0.49–1.01), 0.67 (0.49–0.97), 0.64 (0.44–0.94),
and 0.62 (0.43–0.91), respectively (Fig. 2).
Discussion
Coxibs were developed with the intention to improve the GI
tolerability of NSAIDs while maintaining their analgetic and
anti-inflammatory efficacy. Large RCTs and meta-analyses
of RCTs have shown a 50–60 % lower risk of upper GI
bleeding among coxib initiators compared with tNSAID
initiators [16, 17]. Because of this intended treatment effect
of coxibs, they are preferentially prescribed to patients with
existing GI problems or complications [18–21], and it is not
surprising that our unadjusted analysis showed a 21 % in-
creased risk of UGIC for coxibs due to confounding bias.
Such confounding by indication has also been shown in
other observational studies comparing coxibs and tNSAIDs
[22, 23].
Table 1 (continued)










Combined hypertension drugs (past use) 119,491 (5.7) 3,302 (8.9) −3.2 3,413 (9.2) 3,302 (8.9) 0.3
Combined hypertension drugs (current use) 30,639 (1.5) 800 (2.1) −0.6 782 (2.1) 800 (2.1) 0
Diuretics (past use) 85,838 (4.1) 2,474 (6.6) −2.5 2,443 (6.6) 2,474 (6.6) 0
Diuretics (current use) 20,728 (1.0) 604 (1.6) −0.6 577 (1.5) 604 (1.6) −0.1
Other drugs for acid related disorders (past use) 1,833 (0.1) 75 (0.2) −0.1 63 (0.2) 75 (0.2) 0
Other drugs for acid related disorders (current use) 490 (0.0) 18 (0.0) 0 10 (0.0) 18 (0.0) 0
Glucocorticoids (past use) 47,759 (2.3) 1,770 (4.7) −2.4 1,602 (4.3) 1,770 (4.7) −0.4
Glucocorticoids (current use) 34,317 (1.6) 1,007 (2.7) −1.1 793 (2.1) 1,007 (2.7) −0.6
H2 antagonists (past use) 16,519 (0.8) 480 (1.3) −0.5 524 (1.4) 480 (1.3) 0.1
H2 antagonists (current use) 13,852 (0.7) 169 (0.5) 0.2 304 (0.8) 169 (0.5) 0.3
Helicobacter pylori eradication (past) 2,152 (0.1) 83 (0.2) −0.1 73 (0.2) 83 (0.2) 0
Helicobacter pylori eradication (current) 180 (0.0) 12 (0.0) 0 4 (0.0) 12 (0.0) 0
Methotrexate (past use) 2,782 (0.1) 241 (0.6) −0.5 170 (0.5) 241 (0.6) −0.1
Methotrexate (current use) 900 (0.0) 132 (0.4) −0.4 49 (0.1) 132 (0.4) −0.3
Nitrates (past use) 23,036 (1.1) 744 (2.0) −0.9 696 (1.9) 744 (2.0) −0.1
Nitrates (current use) 5,526 (0.3) 176 (0.5) −0.2 170 (0.5) 176 (0.5) 0
Oral contraceptives (past use) 49,716 (2.4) 289 (0.8) 1.6 269 (0.7) 289 (0.8) −0.1
Oral contraceptives (current use) 7,875 (0.4) 33 (0.1) 0.3 50 (0.1) 33 (0.1) 0
Other hypertension drugs (past use) 15,882 (0.8) 507 (1.4) −0.6 480 (1.3) 507 (1.4) −0.1
Other hypertension drugs (current use) 4,121 (0.2) 133 (0.4) −0.2 121 (0.3) 133 (0.4) −0.1
Platelet aggregation inhibitor (past use) 40,603 (1.9) 1,114 (3.0) −1.1 1,126 (3.0) 1114 (3.0) 0
Platelet aggregation inhibitor (current use) 8,381 (0.4) 217 (0.6) −0.2 237 (0.6) 217 (0.6) 0
Postmenopausal hormones (past use) 47,767 (2.3) 1,381 (3.7) −1.4 1,409 (3.8) 1,381 (3.7) 0.1
Postmenopausal hormones (current use) 6,606 (0.3) 179 (0.5) −0.2 172 (0.5) 179 (0.5) 0
Proton pump inhibitor (past use) 88,968 (4.2) 3,789 (10.2) −6 3,534 (9.5) 3,789 (10.2) −0.7
Proton pump inhibitor (current use) 77,418 (3.7) 1,879 (5.0) −1.3 2,087 (5.6) 1,879 (5.0) 0.6
SNRIs (past use) 7,035 (0.3) 193 (0.5) −0.2 200 (0.5) 193 (0.5) 0
SNRIS (current use) 1,444 (0.1) 49 (0.1) 0 31 (0.1) 49 (0.1) 0
SSRIs (past use) 28,881 (1.4) 674 (1.8) −0.4 654 (1.8) 674 (1.8) 0
SSRIs (current use) 5,371 (0.3) 174 (0.5) −0.2 134 (0.4) 174 (0.5) −0.1
Sulfunylureas (past use) 21,199 (1.0) 511 (1.4) −0.4 548 (1.5) 511 (1.4) 0.1
Sulfunylureas (current use) 4,970 (0.2) 127 (0.3) −0.1 117 (0.3) 127 (0.3) 0
CYP2C9 inhibitor (current use) 16,763 (0.8) 248 (0.7) 0.1 337 (0.9) 248 (0.7) 0.2
GI, Gastrointestinal; MI, myocardial infarction; SD, standard deviation; TIA, transient ischemic attack; UGIC, upper gastrointestinal complication;
ACE, angiotensin-converting enzyme; SNRIs, serotonin–norepinephrine reuptake inhibitors; SSRIs, selective serotonin reuptake inhibitors; CYP,
cytochrome P450
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The results of the conventional PS matched cohort anal-
ysis showed a numerical risk reduction of UGIC by 16 % for
initiators of coxibs versus tNSAIDs. Although this result is
in line with the expectation of a gastroprotective effect for
coxibs, the magnitude of the risk reduction is lower than the
50–60 % risk reduction that would be expected based on the
results from the RCTs [16, 24, 25]. Results of the hd-PS
matched cohort moved the risk estimate further towards a
gastroprotective effect that would be expected from the
randomized trials. Inclusion of a greater number of empiri-
cally identified covariates in the PS model slightly empha-
sized the protective effect of coxibs but did not qualitatively
change results. The inclusion of 200 empirically identified
covariates in the PS model resulted in an estimated risk
reduction of 32 %, and the use of 900 covariates further
increased the risk reduction to 38 %. This was achieved
without forcing any of the investigator pre-specified cova-
riates apart from age, sex, and the number of distinct drugs
during the 6 months before cohort entry into the model.
These factors were in fact automatically identified by the
hd-PS algorithm and then included.
We observed a greater risk reduction of UGIC for coxibs
than two previous studies that applied the hd-PS algorithm
in U.S. Medicare data of elderly patients [7] and in the UK
THIN database [26]. In contrast to these two studies, which
used an intention-to-treat analysis in coxib and tNSAID
initiators with a fixed follow-up of 180 days, our study
included only continuous users of the same NSAID com-
pound without a predefined follow-up and defined discon-
tinuation of the initial NSAID as a censoring event. This
design will result in less misclassification of exposure than
the intention-to-treat design used in the previous two studies
[27]. In the study of the UK-based THIN database, 89 % of
the coxib initiators and 95 % of the tNSAID initiators
stopped using their medications or switched to the compar-
ator NSAIDs before the end of the follow-up period [26].
The investigators themselves questioned the adequacy of the
intention-to-treat design under these circumstances. The
lower potential for misclassification of exposure in our
study may explain the greater magnitude of the protective
effect of coxibs that we observed [28].
The hd-PS algorithm recommends that important con-
founders which are not included in the data dimensions
(see below) should be forced into the hd-PS model. Age,
sex, calendar year, and the number of distinct drugs used
during the 6 months before cohort entry were included in
each of the models estimating the hd-PS. The number of
distinct drugs used has been shown to perform as well or
even better than other comorbidity scores in predicting the
risks of clinical outcomes [29]. Summary measures of
healthcare utilization are automatically created by version
2 of the hd-PS [30], including number of drugs used, num-
ber of physician visits, and number of hospitalizations. In
the GePaRD it is not possible to obtain the number of
physician visits to the same physician in a yearly quarter
as information is lacking on whether a patient saw the same
physician more than once in a yearly quarter for treatment of
the same disease episode, whereas visits to different physi-
cians or to the same physician for a different disease episode
are captured in the database.
We set the granularity to three digits for ICD-10-GM data
and to four digits for the OPS code, and we considered the
full ATC code for drugs. The granularity needs to be decided
for all data dimensions. Since candidate covariates are based
on their prevalence in the respective data dimension, consid-
ering only the fourth digit of the ICD-10 code will reduce the
prevalence of the code; however, it might be a better proxy for
the underlying confounder [7]. The estimated hd-PS can be
used to adjust for confounding through stratification, match-
ing, regression, or inverse probability weighting. Whereas it is
recommended to either match or trim extremes off a PS
distribution [31], the U.S. and THIN database studies investi-
gating the same association adjusted for it in deciles of the hd-
PS in the logistic regression analysis [7, 26].
Fig. 2 Rate ratio of UGIC as a
function of increasing covariate
adjustment with predefined
propensity scores and high-
dimensional propensity scores
(hd-PS)
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Although the hd-PS algorithm enhanced adjustment for
measured and unmeasured confounding in our example study
through extensive proxy adjustment, some limitations need to
be addressed. Typically PS analyses are limited to dichoto-
mous exposures and are more complex to apply to multi-
categorical exposures (e.g., multiple doses), although this
has been demonstrated [32, 33]. The current algorithm cannot
adjust for time-varying confounding, since only baseline
covariates are incorporated into the model estimating the hd-
PS. The prioritization of covariates is based on the uncondi-
tional associations of potential empirical confounders with the
exposure and separately with the outcome. Bias can also occur
through the inclusion of a so-called “collider” variable, i.e., a
variable in a causal system that is a shared effect of more than
one cause, although simulation studies have shown this bias to
be weak [34]. It cannot be ruled out with certainty that an
empirically selected variable could increase variance and am-
plify the confounding of unobserved factors, although simu-
lation studies by Myers have shown that more adjustment is a
better strategy when there is doubt of whether a variable is a
confounder or not [35]. The algorithm recommends the in-
spection and deletion of variables that are likely only associ-
ated with exposure, but not with the outcome. A screening
tool has been developed to highlight such variables.
In this study we compared the results of the conventional
and hd-PS method using the well-known association between
NSAIDs and UGIC as an example. We do not know whether
our findings with respect to the performance of the hd-PS
algorithm will also apply to other treatment–outcome pairs. It
has been suggested that the performance of the hd-PS ulti-
mately depends on the information richness of the data source
[7, 30]. We benchmarked our findings against results from
RCTs which are usually conducted under tightly controlled
research conditions. It is unclear whether the trial findings are
applicable to our study population, which is less strictly
controlled in terms of population composition and adherence.
We assumed that a patient was exposed if she/he received a
drug dispensation, since we lacked further information on
whether the dispensed drugs were actually consumed, al-
though several studies have shown that data on dispensed
drugs are a more reliable exposure source than physician or
patient reporting. Some NSAIDs may in low doses be dis-
pensed over the counter (OTC) in Germany (diclofenac up to
25 mg, ibuprofen up to 400 mg, naproxen up to 200 mg, as
well as oral or rectal aminosalicylic acid preparations), and
these OTC dispensations are not captured in the GePaRD.
Validation of the outcomes identified in the database against
hospital charts has so far not been feasible because of
German data protection legislation. However, coding is
regularly checked in samples of patients in German hospi-
tals by the Medical Review Board of the Statutory Health
Insurance Funds so that coding quality is generally regarded
to be high.
In conclusion, the results of our study showed that the hd-
PS algorithm meaningfully improved the effect estimates
above those derived from a large list of expert-defined
confounders in comparative effectiveness research when
benchmarked against the results of RCTs. The algorithm
presents an important approach when dealing with the lim-
ited confounder information in information-rich large elec-
tronic healthcare databases. Instead of basing covariate
selection on the recurrence of one covariate, the recurrence
of specific covariate patterns could be formalized and ex-
plored. Given the potential of this new algorithm for con-
founder control in database studies, it is desirable to test its
performance in simulation studies with known associations.
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C Publikationen
C.5 A combination of the high-dimensional propensity score
and Bayesian signal detection: a novel approach on
German claims data
Die Ergebnisse der Studie zur ersten Anwendung einer Kombination aus Kohortenba-
lancierung über den High-dimensional Propensity Score und einem bayesianischen Data
Mining Verfahren auf Daten der deutschen pharmakoepidemiologischen Forschungsdaten-
bank liegt bei Veröﬀentlichung dieser Promotionsschrift als fortgeschrittenes Manuskript
vor und wird zu einem späteren Zeitpunkt bei einem Journal mit Peer-Review-Verfahren
eingereicht.
An dieser Stelle wird daher lediglich eine gekürzte Version dieses Manuskripts wiederge-
geben.
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In post-marketing detection of potential safety hazards, the problem of adjustment for underlying 
confounding is still largely unsolved. Due to the automated nature of the signal detection analyses, 
manual covariate selection is not feasible. The presented approach combines the recent technique of 
the high-dimensional propensity score (HDPS) with a Bayesian disproportionality measure designed 
for longitudinal data. In a pilot study on data from the German pharmacoepidemiological Research 
Database (GePaRD), the risks for acute myocardial infarction, complications of the upper GI tract, 
ischemic and hemorrhagic stroke and heart failure after exposure to non-steroidal anti-inflammatory 
drugs are estimated in different cohorts: the entire database, all contained NSAID users and three 
matched cohorts of NSAID users based on 400, 650 and 900 automatically selected covariates, 
respectively. Results are compared between the cohorts and to published results from 
pharmacoepidemiological studies. The risk estimates obtained in the unmatched user cohort are 
always lower than in the matched cohorts. Although the true risks are unknown, this may indicate a 
potential systematic difference between the unmatched and matched population. Comparisons with 
published results from external studies may endorse this impression. While the approach seems to be 
applicable to GePaRD data, further analyses need to follow to elucidate the observed systematic 
differences. 
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