Stochastic programming is the subfield of mathematical programming that considers optimization in the presence of uncertainty. During the last four decades a vast amount of literature on the subject has appeared. The researchers in the field have never ceased to emphasize the inherent difficulties in solving stochastic programming problems, without ever giving a theoretical justification of this common feeling. Recent developments in the theory of computational complexity allow us to establish the theoretical complexity of most stochastic programming models studied in the literature. Our results confirm the general feelings alluded to above.
Introduction
Stochastic programming is the subfield of mathematical programming that considers optimization problems under uncertainty. During the last four decades a vast amount of literature on the subject has appeared. The two most comprehensive textbooks that have appeared on the subject are [1] and [11] . An easily accessible introduction is given in [6] . In this paper we will give theoretical evidence that stochastic programming problems are in general hard to solve, even harder then most well known combinatorial optimization problems. This confirms the feelings that researchers in stochastic programming have always had. We determine the complexity of what is known in stochastic programming literature as two-stage decision problems. The general formulation is given by
and X ⊂ IR n specifying non-negativity and possibly integrality restrictions on the decision variables x. Similarly Y ⊂ IR n1 is defined for the decision variables y. All variables, matrices and vectors have consistent dimensions. Boldface characters are used to indicate randomness. Realizations of random variables are written in normal font.
In the stochastic programming literature this model originates from a linear or mixed integer linear programming model with uncertain parameter values:
It is assumed that the imprecise information about T and h can be represented by random objects with known probability distributions. Possible infeasibilities due to a choice of x together with a realization T of T and h of h are compensated in a second stage recourse action by choosing second stage decisions y as optimal decisions of the second stage problems
where q is a realization of the random cost vector q, and the recourse matrix W specifies the available technology. Though in the most general stochastic programming model W is also a random matrix, we comply with the majority of stochastic programming literature in assuming it to be fixed (fixed recourse). A random W -matrix leads to nasty technical problems (see e.g. [18] ). In the two-stage decision model, Q(x) is the expected optimal recourse cost associated with a first-stage decision x, often called the expected value function of the two-stage stochastic programming problem, as we will call it here.
Two-stage stochastic programming models are not just reflecting a decision situation with recourse actions. They may also appear as a result of a decision situation with different levels. At an aggregate level a decision has to be taken while precise detailed information is not available. At the detailed level decisions then have to be made given the aggregate decision and given the precise information. E.g., think of a situation in project planning, in which at an aggregate level resources, like machines and man power, have to be acquired or hired, whereas the precise data about what will eventually be required of the resources are not available. Just before the project is to be executed, detailed information becomes available and an optimal planning has to made, given the resources acquired. Problems of this type appear in the literature under the name of hierarchical planning problems (see e.g. [2] , [14] ).
The two-stage decision problem models a situation in which all information that was unprecise at the first stage is dissolved at the same moment. The situation in which information becomes available in more than one stage can be described by a multi-stage decision problem. We come back to this problem in Section 4. Before that section we concentrate on the two-stage decision problem.
Structural properties of the objective functions of two-stage stochastic programming problems are known. Under some mild conditions on the distribution of the random parameters the objective function is a convex function of x, if the second stage decision variables y are continuous. This property is lost if integrality conditions are imposed on y, in which case we speak of stochastic integer or stochastic mixed integer programming. For an overview of such properties we refer to e.g. [1] , [12] , [16] .
The complexity of a problem, in terms of time or space to solve it, is related to input size. For each instance a bound on the number of elementary computer operations or on the number of computer storage units required to solve the problem instance as a function of the size of its input indicates, respectively, the time or space complexity of the problem. We will see that the way in which the random parameters in stochastic programming problems are described has an important impact on the complexity. To illustrate this crucial item we start by studying in Section 2 a problem which in stochastic programming language is called the deterministic equivalent problem. This study shows that, under some specific random model on the parameters, two-stage stochastic programming problems are either easy or N P -hard, depending only on the absence or presence, respectively, of integer decision variables.
Different random models lead to considerably different complexities. E.g., we notice that the evaluation of the function Q in a single point of its domain requires the computation of a multiple integral, in case the random parameters are continuously distributed. Most of the stochastic programming literature on this subclass of problems is concerned with how to get around this obstacle. Indeed, it will appear in this paper that it is this feature that dominates the complexity of the problems. For two-stage problems the evaluation of Q is ♯P -hard.
The class ♯P consists of counting problems, for which membership to the set of items to be counted can be decided in polynomial time. We notice that strictly following this definition of ♯P , none of the stochastic programming problems can belong to this complexity class. We will use the term ♯P -hard for an optimization problem in the same way as N P -hardness is used for optimization problems, whose recognition version is N Pcomplete. For an exposition of the definitions and structures of the various complexity classes we refer to [5] and [10] .
The complexity of two-stage decision problems under various random models on the parameters is presented in Section 3. In Section 4 some first steps in the study of the complexity of multi-stage decision problems are discussed. In particular, we show that under some specific random model on the stage by stage uncertain parameters multistage decision problems are P SP ACE-hard. Though personal communication to people in stochastic programming has revealed that our model is a very reasonable and practically relevant one, it is not the standard model in stochastic programming literature. The complexity of this standard model remains open. We conjecture that it is P SP ACEhard as well.
Complexity of the deterministic equivalent problem
As the start of many solution methods for stochastic programming problems the so-called deterministic equivalent problem is formulated (see e.g. [1] , [17] ). The basic assumption for formulating this problem is that the realizations of the random parameters are specified in the form of scenarios. Each scenario contains a complete description of (q, T, h), as the values these objects have in one realization. Thus, the scenarios are enumerated
, with K the total number of possible realizations of (q, T, h). To each realization (q k , T k , h k ) corresponds the probability p k of it to occur. The problem can now be formulated as
If, as input of the problem, each scenario and its corresponding probability has to be specified completely, then the input size of the problem is just the size of the binary encoding of all the parameters in this deterministic equivalent problem and hence the problem is polynomially solvable in case the decision variables are continuous and NPcomplete if there are integrality constraints on decision variables.
However. consider another extreme in which all parameters are independent identically distributed random variables, each having a value α 1 with probability p and α 2 with probability 1 − p. In that case there are K = 2 n1+mn+m possible scenarios, but they can be encoded with a relatively small number of bits. The size of the deterministic equivalent problem is exponential in the size of the input, and the complexity changes correspondingly, as we will show below. Indeed, although stochastic programming researchers think in scenarios, the curse of problem size is usually caused by specification of the scenarios as combinations of realizations of independent random parameters. Thus, from now on we will consider models wherein random parameters are independently distributed.
Complexity of two-stage decision problems
We will treat models with discretely distributed random parameters and with continuously distributed ones separately.
Discrete distributions
We will establish ♯P -hardness of the evaluation of the second stage expected value function Q(x) for fixed x of a two-stage stochastic programming problem with discretely distributed parameters using a reduction from the problem graph reliability, ♯P -Completeness of which has been proved in [15] .
Proof. That the problem is ♯P -easy can be seen from the fact that for any realization of the second stage random parameters a linear program remains to be solved.
To prove ♯P -hardness. take any instance of graph reliability, i.e. a network G = (V, A) with two prefixed nodes u and v in V . Introduce an extra arc from v to u, and introduce for each arc (i, j) ∈ A a variable y ij . Give each arc a random weight q ij except for the arc (v, u) that gets weight 1. Let the weights be independent and identically distributed (i.i.d.) with distribution P r{q = −2} = P r{q = 0} = 1/2. Denote A ′ = A ∪ (v, u). Now define the two-stage stochastic programming problem.
The event {q = −2} corresponds to failure of the arc in the Graph reliability instance. If for a realization of the failures of the arcs the network has a path from u to v, then it implies that there is a path from u to v consisting of arcs with weight 0 only and vice versa. This accounts for an optimal solution value x of the corresponding realization of the second stage problem, obtained by setting all y ij 's corresponding to arcs (i, j) on this path and y vu equal to x, whereas y ij = 0 for all (i, j) not on the path. If for a realization the graph does not have a path from u to v, implying in the reduced instance that on each path there is an arc with weight −2 and vice versa, then the optimal solution of the realized second stage problem is 0, by setting all y ij 's equal to 0, and henceforth also y vu = 0). Therefore, the network has reliability R if and only if Q(x) = Rx and hence the objective function of the two-stage problem is (R − c)x.
Thus, if c ≤ R then the optimal solution is x = 1 with value (R − c), and if c ≥ R then the optimal solution is x = 0 with value 0. Since R can take only 2 m possible values, by bisection, we need to solve only m two-stage stochastic programming problems to know the exact value of R.
By total unimodularity of the restriction coefficients matrix [13] in the proof, the same reduction shows that two-stage integer programming problem with discretely distributed parameters, i.e. the problem in which second stage decision variables are restricted to have integer values, is ♯P -hard.
Given a ♯P -oracle for evaluating Q in any point x, solving two-stage stochastic linear programming problems (with discretely distributed random variables) will require a polynomial number of consultations of the oracle, since Q is a concave function in x, and maximizing a concave function over a convex set is known to be easy [8] . Thus, two-stage stochastic linear programming is in the class P ♯P = ♯P [10] . Given a ♯P -oracle for evaluating Q in any point x of a two-stage stochastic integer programming problem, makes solving this problem to be in N P . In this case the expected value function is not convex (see [14] ), but there are a finite number of points x that are candidate for optimality. Thus, two-stage stochastic integer programming is in the class N P ♯P .
Continuous distributions
For two-stage stochastic programming problems with continuously distributed parameters, ♯P -hardness of an evaluation of the expected value function Q can be established under even the mildest conditions on the distributions. For the proof we use a reduction from the problem of computing the volume of the knapsack polytope. Proof. Given an instance of a knapsack polytope, define i.i.d. random variables q 1 , . . . , q n with distribution uniform on [0, 1]. Now, consider the following two-stage stochastic programming problem with continuously distributed parameters:
For any realization q 1 , . . . , q n of q 1 , . . . , q n , the optimal solution of the second stage problem in the formulation above is either y = y j = 0, j = 1, . . . , n, in case n j=1 q j α j ≤ β, or y = x, y j = α j x, j = 1, . . . , n, otherwise. Thus, using the notation (s) + = max{0, s},
Hence, the objective function of the two-stage problem is (1 − V ol(P ) − c)x, which has solution x = 0 with value 0 if c ≥ 1 − V ol(P ) and x = 1 with value 1 − V ol(P ) − c if c ≤ 1 − V ol(P ). Again by bisection we can approximate V ol(P ) within any accuracy ǫ by solving 1/ log ǫ two-stage stochastic programming problems, thus solving a ♯-P hard problem [3] .
Membership of this problem in ♯P would require additional conditions on the input distributions. We note that a result of Lawrence [7] shows that exact computation may not even be in PSPACE.
Complexity of multi-stage stochastic programming problems
We will treat the complexity of the multi-stage stochastic programming problem under discrete distributions only. For easy reference we write out the S+1-stage decision problem
with, for s = 1, 2, . . . , S − 1,
interpreting y 0 = x, and
If K = S + 1, the number of stages, is part of the input, we argue that the K-stage decision problem with discretely distributed random parameters is in P SP ACE. Consider the last stage, stage S + 1. Take a fixed point y S−1 for the decision variables of the last but one stage. Then, for any realization q S k , T S k and h S k , of the random parameters, where k ranges over all possible joint realizations, and for each k its probability is denoted by p S k , a linear or integer linear programming problem is to be solved, which can be done in polynomial space. Denote its optimal solution value by
, so that Q S can be evaluated in polynomial space. If y S−1 is bounded integral valued then it is clear that the solution of the S + 1-th stage can be done in polynomial space. In the case of continuous problems the function Q S is convex, so that the ellipsoid method guarantees that the number of points in which it is to be evaluated is polynomially bounded.
We show that the a version of the problem is P SP ACE-hard, in which distributions in later stages are conditional on decisions made in earlier stages. We call this the multi-stage stochastic programming problem with decision dependent distributions. This is not the definition of the multi-stage decision problem appearing standard in the literature. The complexity of the standard problem remains open, though we expect it to be P SP ACEhard as well. We include the complexity of the non-standard formulation of the problem, since it gives some idea how difficult multi-stage problems can be, and since stochastic programming researchers have indicated in personal communication that this model is actually of interest for practical applications.
The complexity result follows rather directly from the P SP ACE-hardness of problems that are called decision-making under uncertainty by Papadimitriou [9] . Those problems are roughly characterized by dynamic decision making, in which decisions are based on the current state, whereas the next state is a random variable or object with distribution depending on the current decision, much in the same way as classical Markov Decision problems. We selected the problem called Dynamic graph reliability [9] for our reduction here. Definition 4.1 Dynamic graph reliability. Given a directed acyclic graph , with n nodes and m edges, which is to be traversed from some specific node to some other specific node, while edges fail. At any moment, the probability that edge e fails before the next move is p(e, w), where w is the node that is currently being visited. Find the strategy that maximizes the probability of successful traversal.
Theorem 4.1 Multi-stage stochastic programming with discretely decision dependent distributed parameters is ♯P -hard.
Proof. Take any instance of Dynamic graph reliability, i.e. a network G = (V, A) with two prefixed nodes u 0 and v 0 . We introduce an extra node u * and an extra arc (u * , u 0 ). Define the number of stages S + 1 as the length of the longest u 0 , v 0 -path in G. Suppose this path is (u 0 , v 1 , . . . , v S , v 0 ) . The vertices are partitioned into subsets V 0 , V 1 , V 2 , . . . , V S , V S+1 with V 0 = {u * , u 0 }, V S+1 = {v 0 }, v s ∈ V s and all other vertices in subsets in such a way that for any edge (arc) (i, j) ∈ A we have i ∈ V s and j ∈ V t for any s < t. If in such a case t > s + 1 we introduce auxiliary nodes i 1 , . . . , i t−s−1 , adding i k to V s+k , k = 1, . . . , t − s − 1, and auxiliary edges (i, i 1 ) , . . . , (i t−s−1 , j), adding them to A and deleting the edge (i, j) from A. In this way we obtain a so-called layered network
.e., a network with S + 1 layers of nodes, the sets V 0 , V 1 , . . . , V S+1 , in which for each edge (i, j) ∈ A ′ , i ∈ V s−1 and j ∈ V s for some 1 ≤ s ≤ S + 1. G ′ is obviously directed acyclic also. Thus, a partial order (<) can be defined on the edges in A ′ , indicating for any two edges if and in which order they appear on a path from u 0 to v 0 .
For any two edges (u, v) < (i, j) with v ∈ V and i ∈ V , we define the random variable h uv,ij as follows: Let v ∈ V s then If y As in the proof of Theorem 4.1, the graph has dynamic reliability R if and only if Q 1 (x) = Rx and hence the objective function of the two-stage problem is (R − c)x, and only m of the S + 1-stage stochastic programming problems need to be solved to get to know the exact value of R.
Postlude
The complexity of two-stage stochastic programming problems is settled in this paper. The results support the claim of many stochastic programming researchers that their problems are harder than most discrete optimization problems.
The complexity of the usual multi-stage stochastic programming problem remains to be settled. We conjecture that this is P SP ACE-hard as well.
In [4] a polynomial randomized approximation scheme has been designed for the twostage stochastic programming problem with continuously distributed parameters and continuous decision variables, when the input distributions are restricted to be log-concave. Their scheme relies heavily on the convexity of Q, and therefore cannot be applied to the two-stage stochastic integer programming problem.
