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In this paper,we consider the eigenvalue problems for fourth order integral boundary value
problems on time scales for an increasing homeomorphism and homomorphismwith sign
changing nonlinearities. By using a fixed point index theorem, we give the existence of
eigenvalue intervals in which there exist one symmetric positive solution to the problem.
An example is also given to demonstrate the main results.
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1. Introduction
A time scale T is a nonempty closed subset ofR. Wemake the blanket assumption that 0, T are points in T. By an interval
(0, T ), we alwaysmean the intersection of the real interval (0, T )with the given time scale, that is (0, T )∩T. Throughout this
paper, we assume a knowledge of time scales and time scale notation; for more general information concerning dynamic
equations on time scales, introduced by Aulbach and Hilger [1], see the excellent text by Bohner and Peterson [2,3].
The existence of positive solutions for second order nonlinear boundary value problems has been studied by many
authors using the fixed point theorem in cones. See [4–7] and references therein.
In this paper,we are concernedwith the existence of a symmetric positive solution of the following fourth order boundary
value problem with integral boundary conditions
(q(t)φ(p(t)x∆∇))∆∇ = λf (t, x(t)), t ∈ (0, 1), (1.1)
x(0) = x(1) =
∫ 1
0
g(s)x(s)∇s,
q(0)φ(p(0)x∆∇(0)) = q(1)φ(p(1)x∆∇(1)) =
∫ 1
0
h(s)q(s)φ(p(s)x∆∇(s))∇s, (1.2)
where λ > 0, φ : R→ R is an increasing homeomorphism and homomorphism and φ(0) = 0. A projection φ : R→ R is
called an increasing homeomorphism and homomorphism if the following conditions are satisfied:
(i) If x ≤ y, then φ(x) ≤ φ(y), for all x, y ∈ R;
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(ii) φ is continuous bijection and its inverse mapping is also continuous;
(iii) φ(xy) = φ(x)φ(y), for all x, y ∈ R.
We will assume that the following assumptions are satisfied:
(H1) p(t), q(t) : [0, 1] → (0,∞) are continuous functions, p(t), q(t) are symmetric on [0, 1];
(H2) f : [0, 1] × [0,+∞)→ (−∞,+∞) is continuous, f (., x) is a symmetric function on [0, 1], f (t, 0) ≥ 0, f (1− t, x) =
f (t, x) for all (t, x) ∈ [0, 1] × [0,∞);
(H3) g, h ∈ C([0, 1], [0,+∞)) are symmetric functions on [0, 1], and µ ∈ [0, 1), ν ∈ [0, 1), where
µ =
∫ 1
0
g(s)∇s, ν =
∫ 1
0
h(s)∇s.
The present work is motivated by recent papers [8,9]. In [9], Ma considered the following fourth order boundary value
problem with integral boundary conditions
u′′′′(t) = h(t)f (u), 0 < t < 1,
u(0) = u(1) =
∫ 1
0
p(s)u(s)ds,
u′′(0) = u′′(1) =
∫ 1
0
q(s)u(s)ds,
where p, q ∈ L1[0, 1], h : (0, 1) → [0,+∞) is continuous, symmetric on (0, 1) and may be singular at t = 0 and
t = 1, f : [0, 1] × [0,+∞) → [0,+∞) is continuous and f (., x) is symmetric on [0, 1] for all x ∈ [0,+∞). The author
obtained at least one symmetric positive solution by using the fixed point index in cones.
In [8], Zhang, Feng and Ge studied the existence and nonexistence of symmetric positive solutions of the following fourth
order boundary value problem with integral boundary conditions
φp(x′′(t))′′ = w(t)f (t, x(t)), 0 < t < 1,
x(0) = x(1) =
∫ 1
0
g(s)x(s)ds,
φp(x′′(0)) = φp(x′′(1)) =
∫ 1
0
h(s)φp(x′′(s))ds,
where φp(t) = |t|p−2t, p > 1, w ∈ L1[0, 1] is nonnegative, symmetric on (0, 1), f : [0, 1] × [0,+∞) → [0,+∞) is
continuous and f (., x) is symmetric on [0, 1] for all x ∈ [0,+∞).
This work is organized as follows. After this section, we give some preliminary lemmas. In Section 3, we give our
main results Theorems 3.1 and 3.2. An example is also given to show our results. To the best of our knowledge, no
paper has appeared in the literature which discusses the fourth-order integral boundary value problem for an increasing
homeomorphism and homomorphism on time scales when nonlinearity in the dynamic equation may change sign.
In this paper, a symmetric positive solution x of (1.1) and (1.2) means a solution of (1.1) and (1.2) satisfying x > 0 and
x(t) = x(1− t), t ∈ [0, 1].
2. Preliminary lemmas
To prove the main results in this paper, we will make use of the following lemmas.
Lemma 2.1. Assume (H3) holds. Then for any y ∈ C[0, 1], the BVP
q(t)φ(p(t)x∆∇(t)) = y(t), (2.1)
x(0) = x(1) =
∫ 1
0
g(s)x(s)∇s (2.2)
has a unique solution x and x can be expressed in the form
x(t) = −
∫ 1
0
H(t, s)
1
p(s)
φ−1
(
y(s)
q(s)
)
∇s, (2.3)
where
H(t, s) = G(t, s)+ 1
1− µ
∫ 1
0
G(s, τ )g(τ )∇τ , (2.4)
G(t, s) =
{
t(1− s), 0 ≤ t ≤ s ≤ 1;
s(1− t), 0 ≤ s ≤ t ≤ 1. (2.5)
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Proof. First suppose that x ∈ C[0, 1] is a solution of problem (2.1) and (2.2). It is easy to see by integration of both sides of
(2.1) on [0, t] that
x∆(t)− x∆(0) =
∫ t
0
1
p(s)
φ−1
(
y(s)
q(s)
)
∇s.
Integrating again, we can get
x(t) = x(0)+ x∆(0)t +
∫ t
0
(t − s) 1
p(s)
φ−1
(
y(s)
q(s)
)
∇s. (2.6)
Letting t = 1 in (2.6), we find
x∆(0) = −
∫ 1
0
(1− s) 1
p(s)
φ−1
(
y(s)
q(s)
)
∇s. (2.7)
Substituting x(0) = ∫ 10 g(s)x(s)∇s, we obtain
x(t) =
∫ 1
0
g(s)x(s)∇s−
∫ 1
0
t(1− s) 1
p(s)
φ−1
(
y(s)
q(s)
)
∇s+
∫ t
0
(t − s) 1
p(s)
φ−1
(
y(s)
q(s)
)
∇s
= −
∫ 1
0
G(t, s)
1
p(s)
φ−1
(
y(s)
q(s)
)
∇s+
∫ 1
0
g(s)x(s)∇s, (2.8)
where∫ 1
0
g(s)x(s)∇s =
∫ 1
0
g(s)
[
−
∫ 1
0
G(s, τ )
1
p(τ )
φ−1
(
y(τ )
q(τ )
)
∇τ +
∫ 1
0
g(τ )x(τ )∇τ
]
∇s
and so∫ 1
0
g(s)x(s)∇s = −1
1− ∫ 10 g(s)∇s
∫ 1
0
g(s)
[∫ 1
0
G(s, τ )
1
p(τ )
φ−1
(
y(τ )
q(τ )
)
∇τ
]
∇s. (2.9)
Substituting (2.9) to (2.8), we have
x(t) = −
∫ 1
0
G(t, s)
1
p(s)
φ−1
(
y(s)
q(s)
)
∇s− 1
1− µ
∫ 1
0
g(s)
[∫ 1
0
G(s, τ )
1
p(τ )
φ−1
(
y(τ )
q(τ )
)
∇τ
]
∇s
= −
∫ 1
0
H(t, s)
1
p(s)
φ−1
(
y(s)
q(s)
)
∇s, (2.10)
where H(t, s) is defined in (2.4).
Sufficiency let x be as in (2.10), then
x(t) = −
∫ t
0
s(1− t) 1
p(s)
φ−1
(
y(s)
q(s)
)
∇s−
∫ 1
t
t(1− s) 1
p(s)
φ−1
(
y(s)
q(s)
)
∇s
− 1
1− µ
∫ 1
0
g(s)
[∫ 1
0
G(s, τ )
1
p(τ )
φ−1
(
y(τ )
q(τ )
)
∇τ
]
∇s. (2.11)
Taking the∆ derivative of (2.11), we get
x∆(t) =
∫ t
0
s
p(s)
φ−1
(
y(s)
q(s)
)
∇s− (1− σ(t))σ (t) 1
p(σ (t))
φ−1
(
y(σ (t))
q(σ (t))
)
+ (1− σ(t))σ (t) 1
p(σ (t))
φ−1
(
y(σ (t))
q(σ (t))
)
−
∫ 1
t
1− s
p(s)
φ−1
(
y(s)
q(s)
)
∇s
and
x∆∇(t) = t
p(t)
φ−1
(
y(t)
q(t)
)
+ 1− t
p(t)
φ−1
(
y(t)
q(t)
)
= 1
p(t)
φ−1
(
y(t)
q(t)
)
,
and it is easy to verify that x(0) = x(1) = ∫ 10 g(s)x(s)∇s. The proof is complete. 
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We will also assume the following condition.
(H4)
∫ 1
0 G(s, τ )g(τ )∇τ 6= 0.
The functions G and H have the following properties.
Lemma 2.2. Assume (H3) and (H4) hold, then we have
H(t, s) > 0, G(t, s) > 0, t, s ∈ [0, 1].
Lemma 2.3. For t, s ∈ [0, 1],
G(t, s) ≤ G(s, s), G(1− t, 1− s) = G(t, s).
Lemma 2.4. Let δ ∈ (0, 1/2) for all t ∈ Jδ = [δ, 1− δ], s ∈ [0, 1], then we have
G(t, s) ≥ δG(s, s).
Lemma 2.5. If (H3) holds, then for all t, s ∈ [0, 1] we have
H(1− t, 1− s) = H(t, s).
Proof.
H(1− t, 1− s) = G(1− t, 1− s)+ 1
1− µ
∫ 1
0
G(1− s, τ )g(τ )∇τ
= G(t, s)+ 1
1− µ
∫ 0
1
G(1− s, 1− τ)g(1− τ)∇(1− τ)
= G(t, s)+ 1
1− µ
∫ 1
0
G(s, τ )g(τ )∇τ
= H(t, s). 
Lemma 2.6. If (H3) holds, then for all t, s ∈ [0, 1] we have
H(t, s) ≤ H(s, s).
Lemma 2.7. If (H3) holds, then for all t ∈ Jδ = [δ, 1− δ], s ∈ [0, 1] we have
H(t, s) ≥ δG(s, s),
where δ is defined in Lemma 2.4.
Lemma 2.8. Assume (H3) holds. Then for any y ∈ C[0, 1], the BVP
y∆∇(t) = λf (t, x(t)), (2.12)
y(0) = y(1) =
∫ 1
0
h(s)y(s)∇s (2.13)
has a unique solution y and y can be expressed in the form
y(t) = −λ
∫ 1
0
H1(t, s)f (s, x(s))∇s, (2.14)
where
H1(t, s) = G(t, s)+ 11− υ
∫ 1
0
G(s, υ)h(υ)∇υ.
Assume that x is a solution of problem (1.1) and (1.2). Then from Lemma 2.1, we get
x(t) = −
∫ 1
0
H(t, s)
1
p(s)
φ−1
(
y(s)
q(s)
)
∇s.
From Lemma 2.8, we have
x(t) = −
∫ 1
0
H(t, s)
1
p(s)
φ−1
(
−λ 1
q(s)
∫ 1
0
H1(s, τ )f (τ , x(τ ))∇τ
)
∇s.
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Lemma 2.9. If (H3) holds, then for all t, s ∈ [0, 1] we have
H1(1− t, 1− s) = H1(t, s).
Lemma 2.10. If (H3) holds, then for all t, s ∈ [0, 1] we have
H1(t, s) ≤ H1(s, s).
Lemma 2.11. If (H3) holds, then for all t ∈ Jδ = [δ, 1− δ], s ∈ [0, 1] we have
H1(t, s) ≥ δG(s, s),
where δ is defined in Lemma 2.4.
To obtain a positive solution of BVP (1.1) and (1.2), the following fixed point theorem is essential.
Lemma 2.12 (See [10]). Let K be a cone in a Banach space B. Let D be an open bounded subset of B with DK = D ∩ K 6= ∅ and
DK 6= K . Suppose that A : DK → K is a completely continuous map such that x 6= Ax for x ∈ ∂DK . Then the following results
hold:
(i) If ‖Ax‖ ≤ ‖x‖, x ∈ ∂DK , then i(A,DK , K) = 1;
(ii) If there exists x0 ∈ K \ {0} such that x 6= Ax+ λx0, for all x ∈ ∂DK and all λ > 0, then i(A,DK , K) = 0;
(iii) Let U be open in E such that U ⊂ DK . If i(A,DK , K) = 1 and i(A,UK , K) = 0, then A has a fixed point in DK \ UK . The same
result holds if i(A,DK , K) = 0 and i(A,UK , K) = 1.
Consider the Banach space C[0, 1] equipped with the norm ‖x‖ = maxt∈[0,1] |x(t)|, and define the coneK ⊂ B by
K = {x : x ∈ C[0, 1], x(t) is concave, nonnegative and symmetric on [0, 1]} .
We define
ϕ(t) = min {t, 1− t} , t ∈ (0, 1),
γ =
δ2
∫ 1−δ
δ
G(s, s) 1p(s)φ
−1
[
δ 1q(s)
∫ 1−δ
δ
G(τ , τ )∇τ
]
∇s∫ 1
0 H(s, s)
1
p(s)φ
−1
[
1
q(s)
∫ 1
0 H1(τ , τ )∇τ
]
∇s
,
γ1 =
δ
∫ 1−δ
δ
G(s, s) 1p(s)φ
−1
[
δ 1q(s)
∫ 1−δ
δ
G(τ , τ )∇τ
]
∇s∫ 1
0 H(s, s)
1
p(s)φ
−1
[
1
q(s)
∫ 1
0 H1(τ , τ )∇τ
]
∇s
,
Kρ = {x(t) ∈ K : ‖x‖ < ρ} ,
K ∗ρ = {x(t) ∈ K : ρϕ(t) < x(t) < ρ} ,
Ωρ =
{
x(t) ∈ K : min
t∈[δ,1−δ] x(t) < γρ
}
.
Lemma 2.13. Ωρ has the following properties:
(a) Ωρ is open relative toK .
(b) Kγ ρ ⊂ Ωρ ⊂ Kρ .
(c) x ∈ ∂Ωρ if and only if mint∈[δ,1−δ] x(t) = γ ρ .
(d) If x ∈ ∂Ωρ , then γ ρ ≤ x(t) ≤ ρ for t ∈ [δ, 1− δ].
Now, for convenience, we introduce the following notations. Let
f ργρ = min
{
f (t, x)
φ(ρ)
: t ∈ [δ, 1− δ], x ∈ [γ ρ, ρ]
}
,
f ρϕ(t)ρ = max
{
f (t, x)
φ(ρ)
: t ∈ [0, 1], x ∈ [ρϕ(t), ρ]
}
,
m =
[∫ 1
0
H(s, s)
1
p(s)
φ−1
[
1
q(s)
∫ 1
0
H1(τ , τ )∇τ
]
∇s
]−1
,
M =
[
δ
∫ 1−δ
δ
G(s, s)
1
p(s)
φ−1
[
δ
1
q(s)
∫ 1−δ
δ
G(τ , τ )∇τ
]
∇s
]−1
.
It is easy to see thatm > 0,M <∞, andMγ = Mδγ1 = δ2m < m.
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3. Existence of one symmetric positive solution
In this section, growth conditions are imposed on f which yield the existence of one symmetric positive solution of the
eigenvalue problem (1.1) and (1.2) by using the fixed point index theorem.
Theorem 3.1. Assume that (H1)–(H4) are satisfied. Furthermore, the following condition holds:
(H5) There exist ρ1, ρ2 ∈ (0,∞) with ρ1 < γρ2 such that
(1) f (t, x) > 0, t ∈ [0, 1], x ∈ [ρ1ϕ(t),∞);
(2) φ(Mγ )
f
ρ2
γ ρ2
≤ λ ≤ φ(m)
f
ρ1
ϕ(t)ρ1
.
Then BVP (1.1) and (1.2) has one symmetric positive solution inK .
Proof. Assume that (H5) holds.
f ∗(t, x) =
{
f (t, x), x ≥ ρ1ϕ(t);
f (t, ρ1ϕ(t)), 0 ≤ x < ρ1ϕ(t).
It is easy to check that f ∗(t, x) ∈ C([0, 1]×[0,+∞), (0,+∞)) and since f (t, x) is symmetric on the interval [0, 1], f ∗(t, x)
is also symmetric on the interval [0, 1].
Now, we consider the following modified problem of (3.1) and (3.2)
(q(t)φ(p(t)x∆∇))∆∇ = λf ∗(t, x(t)), t ∈ (0, 1), (3.1)
x(0) = x(1) =
∫ 1
0
g(s)x(s)∇s,
q(0)φ(p(0)x∆∇(0)) = q(1)φ(p(1)x∆∇(1)) =
∫ 1
0
h(s)q(s)φ(p(s)x∆∇(s))∇s. (3.2)
It is easy to see that the BVP (3.1) and (3.2) has a solution x = x(t) if and only if x is a fixed point of the operator equation
Ax(t) = −
∫ 1
0
H(t, s)
1
p(s)
φ−1
(
−λ 1
q(s)
∫ 1
0
H1(s, τ )f ∗(τ , x(τ ))∇τ
)
∇s. (3.3)
For all x ∈ K , we have by
(Ax)∆∇(t) = φ−1
(
−λ 1
q(s)
∫ 1
0
H1(s, τ )f ∗(τ , x(τ ))∇τ
)
≤ 0,
which implies Ax is concave on [0, 1].
On the other hand, by (3.3) we have
(Ax)(0) = Ax(1) =
∫ 1
0
H(0, s)
1
p(s)
φ−1
(
−λ 1
q(s)
∫ 1
0
H1(s, τ )f ∗(τ , x(τ ))∇τ
)
∇s ≥ 0.
It follows that Ax(t) ≥ 0 for t ∈ [0, 1]. Noticing that p(t), q(t) are symmetric on [0, 1], x(t) is symmetric on [0, 1], and
f ∗(t, x) is symmetric on [0, 1]we have
Ax(1− t) = −
∫ 1
0
H(1− t, s) 1
p(s)
φ−1
(
−λ 1
q(s)
∫ 1
0
H1(s, τ )f ∗(τ , x(τ ))∇τ
)
∇s
= −
∫ 0
1
H(1− t, 1− s) 1
p(1− s)φ
−1
(
−λ 1
q(1− s)
∫ 1
0
H1(1− s, τ )f ∗(τ , x(τ ))∇τ
)
∇(1− s)
= −
∫ 1
0
H(t, s)
1
p(s)
φ−1
(
−λ 1
q(s)
∫ 1
0
H1(1− s, τ )f ∗(τ , x(τ ))∇τ
)
∇s
= −
∫ 1
0
H(t, s)
1
p(s)
φ−1
(
−λ 1
q(s)
∫ 0
1
H1(1− s, 1− τ)f ∗(1− τ , x(1− τ))∇(1− τ)
)
∇s
= −
∫ 1
0
H(t, s)
1
p(s)
φ−1
(
−λ 1
q(s)
∫ 1
0
H1(s, τ )f ∗(τ , x(τ ))∇τ
)
∇s
= (Ax)(t),
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i.e. (Ax)(1 − t) = (Ax)(t), t ∈ [0, 1]. Therefore, (Ax)(t) is symmetric on [0, 1]. By applying the Arzela–Ascoli Theorem on
time scales, we can obtain that A(K) is relatively compact. In view of the Lebesgue Convergence Theorem on time scales, it
is obvious that A is continuous. Hence, A : K 7→ K is a completely continuous operator.
From the condition (H5) (2), we have φ(Mγ )
f ∗ρ2γ ρ2
≤ λ ≤ φ(m)
f
ρ1
ϕ(t)ρ1
.
Firstly, we show that i(A,K∗ρ1 ,K) = 1.
In fact by λf ∗ϕ(t)ρ1
ρ1 ≤ φ(m) and x 6= Ax, for x ∈ ∂K∗ρ1 , we have for x ∈ ∂K∗ρ1 ,
−λ 1
q(s)
∫ 1
0
H1(s, τ )f ∗(τ , x(τ ))∇τ ≥ −φ(m)φ(ρ1) 1q(s)
∫ 1
0
H1(τ , τ )∇τ ,
so that
ϕ(s) = φ−1
[
−λ 1
q(s)
∫ 1
0
H1(s, τ )f ∗(τ , x(τ ))∇τ
]
≥ −mρ1φ−1
[
1
q(s)
∫ 1
0
H1(τ , τ )∇τ
]
.
Therefore we get,
Ax(t) = −
∫ 1
0
H(t, s)
1
p(s)
φ−1
(
−λ 1
q(s)
∫ 1
0
H1(s, τ )f ∗(τ , x(τ ))∇τ
)
∇s
≤ mρ1
∫ 1
0
H(t, s)
1
p(s)
φ−1
(
1
q(s)
∫ 1
0
H1(τ , τ )∇τ
)
∇s
≤ mρ1
∫ 1
0
H(s, s)
1
p(s)
φ−1
(
1
q(s)
∫ 1
0
H1(τ , τ )∇τ
)
∇s
= ρ1 = ‖x‖.
So,
‖Ax‖ ≤ ‖x‖, ∀x ∈ ∂K∗ρ1 .
By Lemma 2.12(i), we have i(A,K∗ρ1 ,K) = 1.
Secondly, we show that i(A,Ωρ2 ,K) = 0. Let e(t) ≡ 1, for t ∈ [0, 1], then e ∈ ∂K1. We claim that x 6= Ax + λ˜e for
x ∈ ∂Ωρ2 , and λ˜ > 0. In fact, if not, there exist x0 ∈ ∂Ωρ2 and λ˜0 > 0 such that x0 = Ax0 + λ˜0e.
By (H5), λf ρ2γ ρ2 ≥ φ(Mγ ), and x 6= Ax for x ∈ ∂Ωρ2 , we have for t ∈ [δ, 1− δ],
−λ 1
q(s)
∫ 1
0
H1(s, τ )f ∗(τ , x0(τ ))∇τ ≤ −δλ 1q(s)
∫ 1−δ
δ
G(τ , τ )f ∗(τ , x0(τ ))∇τ
≤ −φ(ρ2)φ(Mγ )δ 1q(s)
∫ 1−δ
δ
G(τ , τ )∇τ ,
so that
ϕ(s) = φ−1
[
−λ 1
q(s)
∫ 1
0
H1(s, τ )f ∗(τ , x0(τ ))∇τ
]
≤ −ρ2Mγφ−1
[
δ
1
q(s)
∫ 1−δ
δ
G(τ , τ )∇τ
]
.
Therefore,
x0(t) = Ax0(t)+ λ˜oe(t)
= −
∫ 1
0
H(t, s)
1
p(s)
φ−1
(
−λ 1
q(s)
∫ 1
0
H1(s, τ )f ∗(τ , x0(τ ))∇τ
)
∇s+ λ˜0
≥ −δ
∫ 1−δ
δ
G(s, s)
1
p(s)
φ−1
(
−λ 1
q(s)
∫ 1
0
H1(s, τ )f ∗(τ , x0(τ ))∇τ
)
∇s+ λ˜0
≥ ρ2δMγ
∫ 1−δ
δ
G(s, s)
1
p(s)
φ−1
(
δ
1
q(s)
∫ 1−δ
δ
G(τ , τ )∇τ
)
∇s+ λ˜0
= γ ρ2 + λ˜0.
This implies that γ ρ2 ≥ γ ρ2 + λ˜0, a contradiction. Hence by Lemma 2.12(ii), it follows that i(A,Ωρ2 ,K) = 0.
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By Lemma 2.13(b) and ρ1 < γρ2, we haveKρ1 ⊂ Kγ ρ2 ⊂ Ωρ2 . It follows from Lemma 2.12(iii) that A has a fixed point
x1 inΩρ2 \K∗ρ1 , we note that f ∗(t, x) = f (t, x), if x ≥ ρ1ϕ(t). Thus we can get that problem (1.1) and (1.2) has a symmetric
positive solution. The proof is complete. 
Theorem 3.2. Suppose that (H1)–(H4) hold. Furthermore, the following condition holds:
(H6) There exist ρ1, ρ2 ∈ (0,∞) with ρ1 < ρ2 such that
(1) f (t, x) > 0, t ∈ [0, 1], x ∈ [min {γ ρ1, ρ2ϕ(t)} ,∞);
(2) φ(Mγ )
f
ρ1
γ ρ1
≤ λ ≤ φ(m)
f
ρ2
ϕ(t)ρ2
.
Then BVP (1.1) and (1.2) has one symmetric positive solution inK .
Proof. The proof holds similar to that in (H5). So we omit it here. 
Example 3.1. Let T = [0, 13 ] ∪ [ 23 , 1], and f (t, 0) ≡ 0. Consider the following boundary value problem on T
(φ(x∆∇))∆∇ = λf (t, x(t)), t ∈ (0, 1), (3.4)
x(0) = x(1) =
∫ 1
0
1
2
x(s)∇s,
φ(x∆∇(0)) = φ(x∆∇(1)) = 0, (3.5)
where φ(x) = x,
f (t, x) =

t(1− t)
(
x(t)− ϕ(t)
2
)5
, (t, x) ∈ [0, 1] × (0, 8];
t(1− t)
(
8− ϕ(t)
2
)5
, (t, x) ∈ [0, 1] × (8,+∞).
It is obvious that f : [0, 1] × [0,+∞) → (−∞,+∞) is continuous and f is symmetric on the interval [0, 1]. In this case
p(t) = 1, q(t) = 1, g(t) = 1/2 and h(t) = 0, µ = 12 , υ = 0, it follows from a direct calculation that
H(t, s) = G(t, s)+
∫ 1
0
G(s, τ )∇τ , H1(t, s) = G(t, s),
where
G(t, s) =
{
t(1− s), 0 ≤ t ≤ s ≤ 1;
s(1− t), 0 ≤ s ≤ t ≤ 1.
m =
[∫ 1
0
H(s, s)
1
p(s)
φ−1
[
1
q(s)
∫ 1
0
H1(τ , τ )∇τ
]
∇s
]−1
= 3
2
[∫ 1
0
s(1− s)
[∫ 1
0
τ(1− τ)∇τ
]
∇s
]−1
' 25.8.
Choose δ = 13 ∈
(
0, 12
)
, then
M =
[
δ
∫ 1−δ
δ
G(s, s)
1
p(s)
φ−1
[
δ
1
q(s)
∫ 1−δ
δ
G(τ , τ )∇τ
]
∇s
]−1
=
[
1
3
∫ 2
3
1
3
s(1− s)
[
1
3
∫ 2
3
1
3
τ(1− τ)∇τ
]
∇s
]−1
= 1640.25
γ = δ
1
M
1
m
= 8
507
.
Choose ρ1 = 1, ρ2 = 507, it is easy to check that 1 = ρ1 < γρ2 = 8507 × 507 = 8.
f (t, x) > 0, t ∈ [0, 1], u ∈ [ϕ(t),+∞).
N.A. Hamal, F. Yoruk / Computers and Mathematics with Applications 59 (2010) 3603–3611 3611
f ρ1ϕ(t)ρ1 = max

t(1− t)
(
x(t)− ϕ(t)2
)5
1
: t ∈ [0, 1], x ∈ [ϕ(t), 1]

=
1
2
(
1− 12
)
15
1
= 1
4
f ρ2γ ρ2 = min

t(1− t)
(
8− ϕ(t)2
)5
507
: t ∈
[
1
3
,
2
3
]
, x ∈ [8, 507]

=
1
3
(
1− 13
) (
8− 12
)5
507
' 10.4.
So
φ(Mγ )
f ρ2γ ρ2
' 0.82, φ(m)
f ρ1ϕ(t)ρ1
= 103.2.
Thus, if 0.82 ≤ λ ≤ 103.2, then the BVP (3.4) and (3.5) has one symmetric positive solution.
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