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Use of the Cross Wigner-Ville Distribution for 
Estimation of Instantaneous Frequency 
Boualem Boashash and Peter O’Shea 
Abstract-This correspondence presents an iterative instantaneous 
frequency (IF) estimation scheme in which successive IF estimates are 
obtained from the peak of the cross Wigner-Ville distribution (XWVD) 
using a reference signal synthesized from an initial IF estimate. The- 
oretical and practical aspects of performance are discussed, and com- 
pared with other methods. 
I. INTRODUCTION 
The concept of instantaneous frequency (IF) has become very 
useful in many engineering applications where it is used to describe 
the time-varying nature of a signal. A thorough tutorial review of 
this concept is provided in [3]. 
A number of approaches have been proposed for estimating the 
IF of a constant amplitude phase modulated signal and were re- 
viewed in [2], [3], [7], and [6]. Perhaps the simplest approach is 
to use the direct definition, i.e., differentiate the phase of the an- 
alytic signal [13]: 
where z,(t) = a(t)eJmc‘) is the analytic signal associated with the 
real signal s ( f ) .  The estimator based on the direct definition is un- 
biased, but high in variance. For many signals one can obtain a 
lower variance estimate which is still unbiased by using altemative 
methods [7]. 
One approach which gives low variance estimates is based on 
extracting the peak of time-frequency distributions (TFD’s). That 
is, just as good estimates of frequency may be obtained from the 
peak of the spectrum, useful estimates of the IF may be obtained 
from the peak of TFD’s. The peak of the Wigner-Ville distribution 
(WVD), for example, is an optimal IF estimator for linear fre- 
quency modulated (FM) signals at high signal-to-noise ratio (SNR) 
[ 1 I] .  The bilinear nature of most TFD’s, however, accentuates the 
effects of noise and limits their use for IF estimation at low SNR. 
For this reason a method based on a linear time-varying spectral 
representation, the cross Wigner-Ville distribution (XWVD), is 
proposed in this correspondence. 
11. XWVD BASED IF ESTIMATION 
The following iterative XWVD based algorithm is proposed for 
estimating the IF: 
1) Initialization: Obtain an IF estimate and form a unit amplitude 
signal from it. 
2) Estimation Procedure: Using the current signal estimate as 
reference, form an XWVD and extract the peak as the new IF es- 
timate. 
3 )  Recursion: Repeat the procedure from step 1 until the IF es- 
timate differs from the previous one by less than a specified amount. 
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Any method can be used’to obtain the initial IF estimate. How- 
ever, the authors have found that STFT peak based estimates tend 
to result in comparatively rapid convergence at low SNR. At high 
SNR, the simplest IF estimate to use is one based on the direct 
definition in (1). Using such an estimate, the reference signal be- 
comes the observed signal and the XWVD scheme reduces to find- 
ing the peak of the WVD. 
The XWVD scheme exhibits typical nonlinear estimator per- 
formance: above a SNR threshold it has very low variance (and in 
fact meets the Cramer-Rao (CR) bound), but fails badly below the 
threshold. A consideration of the noise performance is provided in 
the following sections. 
A .  Performance of IF Estimation Using the XWVD 
Consider an infinite length analytic signal z,(t) ,  derived from the 
observation sequence, which belongs to the class of constant am- 
plitude phase modulated signals. In the XWVD based algorithm an 
XWVD is formed between z,(r) and a unit amplitude analytic sig- 
nal, & ( r ) ,  synthesized from an initial IF estimate of the signal. This 
is expressed as 
+m 
W:,:>(t, f )  = 1 z,(t + r)i:(t - ~ ) e - ’ ~ ~ ~ ~  d7 (2) 
--m 
where 
3 
T - 2/ 
signifies Fourier transformation in the 7 variable (with a frequency 
scaling of a half). i,(t) is given by 
i,(t) = exp [ J ~ T  j‘ --m . f ( t )d t  + &] (4) 
wheref,(t) is the initial IF estimate, and 4, is a phase constant. 
The initial IF estimate, f, ( t ) ,  will differ from the true IF by some 
error term. The IF  estimate, then, may be considered to be the sum 
of a true term and an error term: 
( 5 )  
This implies that in the time domain, i , ( t )  may be written as the 
product of a complex signal reflecting the “true IF” and a complex 
signal reflecting the “IF error,’’ i.e., 
i , ( t )  = zs 0) . z,(t) ( 6 )  
where z,(t)  = Izs/ exp [j2a jLm f?((t)dt + (z,I is the amplitude 
of z , ( t ) ,  and $e is a phase constant. Equation (3) may then be re- 
written as 
f , ~  = i ( t )  + LO). 
~ ; , ~ , ( t , f )  = 5 {z,(r + 7 )  z:(t - 7) z 3 t  - 7)) 
= 3 {z,(t + 7 )  z:(t - 7 ) )  7 5 ( z 3  - 7 ) )  
r - 2 f  
7 - 2 f  7 - 2 f  
= W Z , , ( t , f ) f *  5 I z 3 t  - 7 ) )  (7) 
r - 2 f  
where 7 denotes convolution in the frequency variable f. From (7) 
it can be seen that the XWVD estimate which is formed from the 
IF estimate is the “true” XWVD smeared by the frequency scaled 
Fourier transform of the error term. 
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Fig. 1. IF estimate variance versus the Cram&-Rao bound. 
B. Convergence Aspects 
We first consider the problem of convergence for signals with 
linear frequency laws. Considerations of how the scheme performs 
for deviations of the FM law from nonlinearity will be given in a 
subsequent section. 
Analysis shows that if the true signal is a linear FM signal, con- 
vergence will occur (in the absence of noise) for any arbitrary ini- 
tial IF estimate. The proof is given below. 
Pro08 Denote the IF error after the ith iteration asf,,(t) and 
its corresponding time domain reconstruction as z,,(t). Then the 
initial IF errorf,,(t), is constrained to be between the normalized 
frequencies - 1 / 4  and + 1 / 4  (from the Nyquist criterion). That is, 
)feo(t)I I 1 / 4  for all r. (8) 
Since the initial IF error is constrained to be between - 1 /4 and 
+ 1 /4 ,  a simple superposition argument can be used to show that 
the peak frequency in the spectrum of z,,(t) is likewise constrained 
to be between - 1 /4 and + 1 /4.  That is, 
1 fpako(r)( 5 1 /4 for all t (9) 
where fpab(t) is the frequency which maximizes 
Since (7) indicates that hl(t) is the frequency which maximizes 
then 
lh,(r)l 5 1 /8 for all t. (10) 
Again, sincefFl(t) is constrained to be between - 1 / 8  and + 1 /8 ,  
the peak of the spectrum of ze,(t) will be constrained to the interval 
[1/8,  +1/8] ,  i.e., 
Ifpakl(t)( 5 1 / 8  for all t 
where fpak,(f) is the frequency which maximizes 
Again, since (7) implies that fe,(r) is the frequency which maxi- 
mizes 
then 
I f,,(t)l 5 1 /16 for all t .  (12) 
By similar reasoning, after the ith iteration, the IF error will be 
given by 
and so 
lim lh,(t)l -+ 0 for all t. Q.E.D. (14) 
r - m  
Convergence has been shown above to be assured where there is 
no noise. For the case where noise exists, the XWVD scheme will 
assuredly converge for asymptotically long signals. This is clear 
from the fact that the contribution of the observation noise to the 
XWVD magnitude will tend to a constant level asymptotically if a 
Blackman-Tukey type spectral estimator is used. Hence the noise 
will have no effect on estimation of the peak of the XWVD, asymp- 
totically. 
In practice, as signal length is reduced, a threshold effect occurs, 
in much the same way as for conventional frequency estimation. 
I 
IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 41, NO. 3, MARCH 1993 
> U z w 
3 
0 w 
z U 
( x 1 0  s 
> U z 
W 
2 
Q 
W 
CT U 
x i o  3 
0 . 5  
0.45 
0.4 
0 . 3 5  
0.3 
0 .25  
0 . 2  
0.15 
0.1 
0.05 
0.00 
0 . 5  
0.45 
0.4 
0 . 3 5  
0 . 3  
0.25 
0.2 
0.15 
0 .1  
0.05 
0.00 
. .  . , 
1 I r 
0 32 e4 96 128 160 IS2 224 256 
SAMPLE No 
(a) 
0 32 64 96 126 160 192 224 256 
SAMPLE No. 
(b) 
Fig. 2. (a) Initial and tme IF estimates; (b) XWVD based IF estimate. Sfreq = 200.0 Hz. N = 256 
For real data, the XWVD based scheme is implemented on long 
signals via a sliding window, the window length being such that 
the frequency law within the window is very close to linear. Under 
these conditions, and if an STFT peak starting estimate is used, the 
SNR threshold has been observed to be almost identical to the 
threshold for stationary tones analyzed with the same window [12]. 
Fig. 1 shows simulations of the variance of the XWVD scheme for 
estimating the IF of a long linear FM signal using a 128 point win- 
dow. The XWVD estimates are seen to meet the CR bounds above 
the -4 dB threshold point. The method is seen to compare favor- 
ably with other methods. In order to conform to the scenario in 
1441 
[ 121 this comparison uses white complex (as opposed to analytic) 
noise. This fact does not alter the comparative performance of the 
method. Further comparisons are given in [7] and [3]. 
C.  Computer Simulation 
The dashed line of Fig. 2(a) shows the true IF law for signal 1, 
which is a 256 point linear chirp signal sampled at 1 Hz, and 
imbedded in -8 dB white Gaussian noise. An initial IF estimate 
which is significantly biased from the true law is also shown in Fig. 
2(a) as a full line. It was obtained by a finite differencing of a white 
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Fig. 3.  True IF and XWVD based IF estimate for hyperbolic FM signal. 
Gaussian random signal, and thus represents a highly random start- 
ing estimate. The XWVD based estimate after ten iterations is dis- 
played in Fig. 2(b). Convergence has occurred (apart from some 
errors at the endpoints due to the time-limiting problems). End por- 
tions of the signal must in fact be determined by linear extrapola- 
tion. For signals which are not so noisy, the number of iterations 
required for convergence is much lower, typically one or two. 
D. Extensions 
This section briefly discusses the implications of extending the 
scheme to nonlinear FM signals and to wide-band FM signals. Ex- 
tensions to multicomponent signals is beyond the scope of this cor- 
respondence. 
The XWVD based scheme is particularly effective for signals 
exhibiting a linear frequency law. In fact, asymptotic convergence 
has only been shown to be assured for such signals. To extend the 
procedure to the general case in which there is significant nonlin- 
earity in the IF, one should replace the WVD in this scheme by the 
generalized WVD which is optimal for nonlinear FM signals [3]- 
[ 5 ] ,  (81, 191. However, good results are achieved by adjusting the 
window length in the XWVD method so that the IF variation is 
close to linear within the window. A formula for optimally adjust- 
ing the window length is 111  
If good starting estimates of the IF  can be obtained, this formula 
may be used; otherwise one may need to use trial and error. It 
should be noted that for nonlinear frequency laws the peak of the 
WVD (and hence of the XWVD) may be biased [ l ] .  This bias for 
nonlinear laws introduces a complication for the XWVD based 
scheme. Because there is a discrepancy between the XWVD peak 
and the true IF, it will not be possible to converge to the true IF. 
However, if the window is chosen such that the law is close to 
linear, one will amve at an estimate very close to the true estimate. 
This is illustrated in Fig. 3 .  The curves on Fig. 3 represent the true 
IF law and the XWVD estimate for a noiseless hyperbolic FM sig- 
nal (number of samples = 256, window length = 96, SNR --t 00, 
sampling rate = 1 ) .  The laws are seen to be quite close. 
Simulation of the XWVD based scheme for estimating a nonlin- 
ear IF law in the presence of noise is illustrated in Fig. 4. Fig. 4(a) 
shows the true IF law of the nonlinear (sinusoidally modulated) FM 
signal. The signal was imbedded in 0-dB white Gaussian noise, and 
Figs. 4(b)-(d) show IF estimates based, respectively, on the direct 
definition, the spectrogram peak, and the XWVD. The XWVD 
based estimate has the lowest variance. The final XWVD estimate 
is shown in Fig. 4(e). Further comparisons are given in [7] and 161. 
One may also extend the XWVD based IF estimation scheme to 
processes which exhibit significant spread about the IF. We will 
refer to such a signal as a wide-band IF process. The XWVD 
formed from the observed signal and the synthesized reference can 
then give a good representation of the spread of the process about 
its IF. Of course, the more broadly the IF is spread, the lower the 
SNR will be at which the IF may be effectively estimated. Fig. 5(a) 
and (b) show the XWVD estimates for a “narrow-band’’ IF and 
“broad-band’’ IF time-varying process. Both signals were imbed- 
ded in 6-dB white Gaussian noise. The spread of the IF is well 
displayed in both representations. 
It should be noted that the iterative XWVD based approach could 
also be extended to applications other than IF estimation. For ex- 
ample, an independent development of iterative XWVD based 
techniques has been applied successfully to signal synthesis [ lo].  
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The Constrained MUSIC Problem 
Ronald D. DeGroat, Eric M. Dowling, and Dare1 A.  Linebarger 
Abstract-In this correspondence, the MUSIC based direction-of-ar- 
rival (DOA) method is generalized to include constraints involving 
known signal information. Projection operators are used to constrain 
the noise subspace to be orthogonal to a set of prespecified direction 
vectors. By incorporating known source directions, the estimation of 
unknown source directions can be significantly improved. Simulations 
are performed over a wide range of scenarios to demonstrate the use- 
fulness of the new approach. 
I. INTRODUCTION 
In the field of signal processing, MUSIC [ l ]  has had a major 
impact on high resolution frequency and direction-of-amval (DOA) 
estimation problems. In this correspondence, the basic concept of 
MUSIC is extended to include constraints involving known signal 
information. By incorporating known signal information, the esti- 
mation of unknown signal information can be greatly improved. 
Although constrained MUSIC can be applied to frequency esti- 
mation, we focus on the DOA estimation problem. In the DOA 
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problem, unconstrained MUSIC produces direction estimates by 
searching the array manifold for direction vectors that are orthog- 
onal or nearly orthogonal to a “noise” subspace. In the constrained 
MUSIC problem, we use projection operators to constrain the noise 
subspace to be orthogonal to a set of prespecified constraint vec- 
tors. The constraint vectors typically represent known source di- 
rections. However, the constraints are not limited to source direc- 
tions. In certain applications, other constraints and projections may 
be appropriate. It should be emphasized, however, that the con- 
straints described in this correspondence are suitable for problems 
in which some of the source directions are known apriori. In other 
words, accurate knowledge of certain source directions is assumed 
to be available. This kind of situation might arise, for example, if 
echoes are received from a tower (or other fixed structure) that lies 
in the viewing field of an active radar. 
To  simplify the initial presentation of constrained MUSIC, we 
will assume that q complex monochromatic (possibly coherent) 
plane waves are incident on an array of m sensors in a nondisper- 
sive medium. With additive sensor noise, the kth snapshot vector 
can be written as 
x ( k )  = As(k)  + n(k)  ( 1 )  
where A = [a(0,)I . . . Ia(Oy)], x y  is a matrix of source direction 
vectors, s ( k )  = e J w k [ a ,  ( k ) ,  . . . , aY(k)lT is a vector of q mono- 
chromatic signals, a i ( k ) e f W k ,  i = 1 . . . q, for which the ai@) are 
random complex amplitudes, and the elements of the noise vector, 
n ( k )  = [nl ( k ) ,  . . . , n, (k)lT consist of zero mean, white, complex 
Gaussian noise. It is assumed that the signal and noise are uncor- 
related with each other. In the case of a linear equispaced array, 
the direction vectors are defined by the array manifold a (0) = [ 1 ,  
] where d is the sensor spac- 
ing in units of half wavelengths ( A  = w / 2 m ,  c = wave propa- 
gation speed) and 19 is the direction angle measured with respect to 
the main axis of the array. For the data model in ( l ) ,  the correlation 
matrix is of the form 
e]ndcosO e j2~dcorO . . . e j ( m  ~ I )ndcos0 T 
R = E[x ,x ; ]  V k  
= A P A ~  + 21 ( 2 )  
where P = E[sks;], V k  is the q X q signal correlation matrix, u2 
is the white noise power (or variance) and E [ . ]  is the expectation 
operator. Coherence between the i th and j th signals is defined by 
(3) 
Based on the model in ( 1 ) .  let 
x = [x, 1x21 . . . X,l ,xn  (4) 
be a full rank data matrix containing n snapshot vectors. It is as- 
sumed that n > m > q. The noise subspace used in MUSIC can 
be obtained from the singular value decomposition (SVD) of X (or 
from the eigenvalue decomposition of R = (l/n)XX”, but for nu- 
merical reasons, the SVD approach is preferred). Suppose the SVD 
of X is given by 
= U ,  c, vy + U2 E2 v; 
V Y Y  Y Y Y  
, n x . ,  s x s  . \ x n  m x y  y x y  y x n  
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