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Abstract
The Coulomb gauge in QCD is the only explicitly unitary gauge. But it
suffers from energy-divergnces which means that it is not rigorously well-
defined. One way to define it unambiguously is as the limit of a gauge
interpolating between the Feynman gauge and the Coulomb gauge. This
interpolating gauge is characterized by a parameter θ and the Coulomb
gauge is obtained in the limit θ → 0. We study the renormalization of this
θ-gauge for all values of θ. Novel features include field mixing as well as
scaling, the renormalization of the θ parameter itself, and the appearance
of new counter-term structures at two-loop order.
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1
1 Introduction
The Coulomb gauge in non-abelian gauge theory is the only explicitly unitary
gauge. But in perturbation theory it suffers from ’energy divergences’, that is
Feynman integrals which are divergent over the time-components of the mo-
menta, while the spacial components are held fixed. The simplest such energy
divergences occur at one loop. For pure YM theory, these are quite easily can-
celed by combining Feynman diagrams appropriately, but they are automatically
removed by using the Hamiltonian, rather than the Lagrangian, formalism [3].
More subtle, logarithmic, divergences appear first at two loop order. The
cancellation of these was proved by Doust [1] (see also [2] and generalized in [5]).
The origin of these divergences was linked by Christ and Lee [9] with the problem
of correctly ordering the factors in the Coulomb potential in the Hamiltonian
(see also [8]). But in this paper we consider only ordinary momentum-space
Feynman perturbation theory, in the manner of Doust.
Pure energy-divergences, that is divergences over the energy integrals with
all spatial momenta fixed, occur at 2-loop order only, not at higher order (see
[1]). But if ordinary UV divergences are combined with energy divergences, new
problems occur at 3-loop order, from the insertion of UV divergent loops into
two-loop graphs. A difficulty in studying this is to be sure that the divergent
integrals we are manipulating are well-defined. To overcome this problem, we
make use of a ’flow gauge’, which interpolates between the Feynman gauge and
the Coulomb gauge. This flow gauge is characterized by a parameter θ, θ = 1
is the Feynman gauge, and the Coulomb gauge is defined by the limit θ → 0.
For nonzero θ, there are no energy divergences in any Feynman integral. We
have used this flow gauge in a previous paper [4] to study the insertion of UV
divergent loops into energy-divergent graphs. We emphasize that the flow gauge
is of no practical use, having the advantages of neither the Feynman nor the
Coulomb gauge. We use it only as a mathematical tool.
To 2-loop order, Doust [1] has shown that the summed energy divergences
give the O(~2) terms in the Hamiltonian which were derived by Christ and Lee
by consideration of operator ordering. The 3-loop energy divergences give higher
order corrections, but they are not energy-independent like the Christ-Lee oper-
ator. The main purpose of the present paper is to complete the renormalization
of the flow gauge for general values of θ. It turns out that the renormalization is
complicated by three features: (i) there is mixing between fields (and sources)
as well as scaling; (ii) there are new counter-term structures which appear for
the first time at two-loop order, which are not needed to one-loop order; (iii)
the gauge parameter θ itself is scaled in renormalization.
In section 2, we review the flow gauge. In section 3, we discuss the renormal-
ization to one-loop order, and give the values of the counter-terms for general
values of θ. There is a counter-term (a12 in equation (24) below) which is not
needed for θ = 0. In section 4, we give the structure of the counter-term for
general loop order n. In section 5, we indicate how renormalization could be
done by iteration from loop order n to n+ 1.
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2 The interpolating gauge
We use indices i, j, k;m,n for spatial vectors; λ, µ, ν for Lorentz vectors, a, b, c, d
for colour. We generally suppress colour indices, and use the notation
(X ∧ Y )a = fabcXbY c. (1)
Energy divergences occur when there are integrals which are divergent over the
energy variables, with the spatial momenta held fixed. These divergences are
removed by going to a gauge defined by the gauge-fixing term
LGF = −
1
2θ2
[(∂iA
i + θ2∂0A
0)2]. (2)
For θ = 1 this gauge is the Feynman gauge, and the limit θ → 0 gives the
Coulomb gauge by enforcing ∂iA
i = 0.
The Yang-Mills Lagrangian in the Hamiltonian formalism is
L0 = −
1
4
Fij .F
ij +
1
2
Ei.E
i − EiF0i
+ui.[∂ic+ g(Ai ∧ c)] + u0[∂0c+ g(A0 ∧ c)] + gv
i.(Ei ∧ c)−
1
2
gK.(c ∧ c)
+∂ic
∗.[∂ic+ gAi ∧ c)] + θ2∂0c
∗(∂0c+ gA0 ∧ c) (3)
Here
Fµν = ∂µAν − ∂νAµ + g(Aµ ∧Aν), (4)
Eai is the momentum conjugate field to A
a
i (that is the colour electric field), c
is the ghost, c∗ the anti-ghost, and ui, u0, vi,K are the sources for the gauge
transforms of Ai, A0, Ei, c respectively.
We will use the notation that the momentum k = (k0,K), K=|K|, and
k2 = k20 −K
2, and
K¯2 ≡ K2 − θ2k20 . (5)
We use gµν for the Minkowski metric with g00 = 1. In the gauge given by
(2), the Coulomb propagator is
−
1
K¯2
, (6)
and the ghost propagator by
+
1
K¯2
(7)
the spatial propagator is
1
k2 + iη
[
gij + (1− θ
2)
KiKj
K¯2
]
=
1
k2 + iη
[
gij +
KiKj
K2
]
+ θ2
KiKj
K2K¯2
, (8)
where the second form displays the transverse and longitudinal parts. Since
we use the Hamiltonian formalism, we require also propagators involving the
electric field E. It is
K2
k2 + iη
[
gmn +
KmKn
K
2
]
. (9)
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(unlike (8), this is transverse.) (We use indices i, j, ... for the potential A and
indices m,n, ... for E). There are also off-diagonal propagators. That between
Em and Aj is
ik0
k2 + iη
[
gmj + (1 − θ
2)
KmKj
K¯2
]
, (10)
and the off-diagonal propagator between Em and A0 is
iKm
K¯2
. (11)
In addition to the usual Yang-Mills vertex involving the spatial components Ai,
there is an EmaAb0A
c
i vertex
− gfabcgim. (12)
With the gauge-fixing term (2), there is no off-diagonal propagator between Ai
and A0.
3 Renormalization to one-loop order
In order to renormalize the flow gauge we need to use BRST invariance (see for
example [10] section 12.4). We denote the BRST operation by ∗, where for any
two space-time integrals X,Y
X∗Y ≡
∫
d4x
[
δX
δui(x)
.
δY
δAi(x)
+
δX
δu0(x)
.
δY
δA0(x)
+
δX
δvi(x)
.
δY
δEi(x)
+
δX
δc(x)
.
δY
δK(x)
]
±(X ↔ Y ), (13)
where the plus sign applies if at least one of X,Y is bosonic, and the minus sign
applies if they are both fermionic (that is, anti-commuting).
We define
γ0 =
∫
d4xL0(x). (14)
We use γ for the renormalized and unrenormalized actions, and Γ for the com-
plete effective action derived from (14). γ0 satisfies γ0 ∗ γ0 = 0, and as a
consequence Γ has the same property (see for example [10] section (12-4-2)):
Γ ∗ Γ = 0, (15)
and the additional relation
δΓ
δc∗
= −∂i
δΓ
δui
− θ2∂0
δΓ
δu0
(16)
which determines the dependence on c∗ and on θ. If, in (13), Y is fermionic (that
is, anti-commuting) and X is bosonic (or the other way round), the order of the
factors is important. For example then δX/δui and δY/δAi do not commute.
The order shown in (13) ensures that it implies the idempotent condition
Γ ∗ {Γ ∗G} = −
1
2
[{Γ ∗ Γ} ∗G] = 0 (17)
for any G (bosonic or fermionic).
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We will use the notation
Γ(N) =
N∑
0
Γn (18)
for the sum of the contributions up to N loops from (that is the contributions
up to order ~N). Then (15) implies that (note that γ0 is the same as Γ0)
γ0 ∗ Γ1 = 0. (19)
The UV divergent part of Γ1 satisfies the same equation and hence also the
counter-terms (to 1-loop order), γ1, satisfy
γ0 ∗ γ1 = 0. (20)
Using eq (17), solutions of this equation are generated by
γ1 = γ0 ∗G1. (21)
The most general form of G1 allowed by locality, dimensions, rotational invari-
ance, ghost number, and invariance under the rigid colour group, is
G1 = a5(u
i + ∂ic∗).Ai + a6(u0 + θ
2∂0c
∗).A0 + a7c.K + a8v
i.Ei
+vi.
[
a9∂iA0 + a10∂0Ai + a11A0 ∧Ai + a12
1
2
(vi ∧ c)
]
, (22)
where the an are arbitrary divergent constants (proportional to 1/(4 − d) in
dimensional regularization). The c∗ terms are inserted in order to be consistent
with (16). The numbering is to accord with our conventions in [7] (a12 was not
necessary to zero order in θ.)
In addition to counter-terms of the form (21), there is
a0g
dγ0
dg
(23)
which also satisfies (20), as can be seen by differentiating γ0∗γ0 = 0 with respect
to g.
The counter-terms from (21) and (23), are
−a5(∂iAj−∂jAi).∂
iAj−(3a5+a0)g∂iAj .(A
i∧Aj)−(a0/2+a5)g
2(Ai∧Aj).(A
i∧Aj)
−[a9∂iA0 + a10∂0Ai + a11(A0 ∧Ai)].F
0i
−(a5+a8−a10)E
i.∂0Ai+(a6+a8+a9)E
i.∂iA0−{(a5+a6+a0+a8)g−a11}E
i.(A0∧Ai)
+a8Ei.E
i − (a5 + a7)(u
i + ∂ic∗).∂ic− (a6 + a7)(u
0 + θ2∂0c
∗).∂0c
−(a9+a10)v
i.∂i∂0c+(a0−a7)g[(u
i+∂ic∗).(Ai∧c)+(u
0+θ2∂0c
∗).(A0∧c)]+(a0−a7)gv
i.(Ei∧c)
+
1
2
(a7 − a0)gK.(c ∧ c)− (a9g + a11)v
i.(A0 ∧ ∂ic)− (a10g − a11)v
i.(Ai ∧ ∂0c)
−
1
2
a12g(v
i ∧ c).(vi ∧ c) + a12(E
i − F 0i).(vi ∧ c). (24)
By calculating the UV divergent parts of the amplitudes in (24), we have de-
duced the values of counter-terms. They are expressed in terms of the divergent
constant
c =
g2
8π2
CG
1
4− d
, (25)
where CG is the colour group Casimir. The results are:
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a0 = −
11
6
c, a5 =
[
1
2
+ θ −
4
3
θ2
1 + θ
]
c, a6 =
[
11
6
− θ
]
c,
a7 =
[
−
11
6
+
1
2
θ
]
c, a8 =
[
−
2
3
+
1
2
θ −
2
3
θ2
1 + θ
]
c,
a9 =
[
1
6
−
θ(1− θ)
1 + θ
]
c, a10 =
[
−
1
6
+
2
3
θ2(1− θ)
(1 + θ)2
]
c,
a11 = g
[
−
1
6
−
θ3
(1 + θ)2
]
c, a12 = −g
1
3
θ2(2 + θ)
(1 + θ)2
c. (26)
a0 is independent of θ, and for θ = 1 (the Feynman gauge) a5 = a6 =
5
6 c. In
Appendix A, we give one example of the calculation of a divergent part.
Note that the renormalized action γ0+γ1 is no longer strictly of Hamiltonian
form: the equations of motion contain second order time derivatives coming from
the second line in (24).
4 Renormalization to all orders
In this section, we show how the work of the last section can be extended to all
loop orders, by a combination of field and source scaling and mixing. We divide
the effective action Γ into two parts, denoted by tilde and hat,
Γ = Γ˜ + Γ̂ (27)
where Γ̂ is the part proportional to c∗ and Γ˜ is the rest. If Γ˜ is known, Γ̂ is
determined by equation (16), that is
δΓ̂
δc∗
= −∂i
δΓ˜
δui
− θ2∂0
δΓ˜
δu0
. (28)
Note that this equation also fixes the dependence on θ.
Define renormalized fields and sources:
AiR = Z
1/2
5 A
i, A0R = Z
1/2
6 A0, cR = Z
−1/2
7 c, v
i
R = Z
−1/2
8 v
i,
uiR = Z
−1/2
5
[
ui + Y10∂0v
i − Y11v
i ∧A0
]
,
u0R = Z
−1/2
6
[
u0 + Y9∂iv
i + Y11v
i ∧Ai
]
,
EiR = Z
1/2
8
[
Ei + Y9∂
iA0 + Y10∂0A
i + Y11A0 ∧A
i + Y12v
i ∧ c
]
,
KR = Z
1/2
7
[
K +
1
2
Y12v
i ∧ vi
]
. (29)
This represents mixing, given by the Y coefficients, followed by scaling, given
by the Z coefficients. (We define the Z’s with square roots to follow the usual
notation in QED and QCD.) These coefficients are related to the a’s in the last
section by
Z
1/2
5 = 1 + a5 + ......, (30)
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and similarly for a6, a7, a8; and
Y9 = a9 + ...., (31)
and similarly for a10, a11, a12. We also define
gR = Z
1/2
0 g, (32)
where Z0 is related to a0 similarly to equation (30).
With these definitions, we define the renormalized (that is, bare) action to
be
γ˜R = γ˜0(A
i
R, A
0
R, E
i
R, cR, u
i
R, u
0
R, v
i
R,KR; gR). (33)
Here the function γ˜0 is the part of (14) with terms in c
∗ omitted, that is derived
from the first two lines of L0 in (3). Then we will show that
γ˜R ∗ γ˜R = 0. (34)
The renormalized quantities defined in (29) have the property that
AaRi(x) ∗ u
bj
R (y) = g
j
i δ
abδ(x − y), AaR0(x) ∗ u
b
R0(y) = δ
abδ(x− y),
EaRi(x) ∗ v
jb
R = g
j
i δ
abδ(x − y), KaR(x) ∗ c
b
R(y) = δ
abδ(x− y), (35)
and all the other 32 pairs of fields/sources give zero. For example
EaRi(x) ∗ u
b
R0(y) = 0, E
a
Ri(x) ∗ u
b
Rj(y) = 0,
uiaR (x) ∗ u
b
R0(y) = 0, E
a
Ri(x) ∗K
b(y) = 0. (36)
These last four relations are not obvious, but depend on cancellations between
different contributions in (13). Because of this property of the transformation
(29), it is what Weinberg [11] calls ’anticanonical’. The required property (34)
follows as a consequence.. In Appendix B we give a proof applicable to the
present case.
Given now γ˜R defined by (33) and satisfying (34), γ̂R is given by (28), that
is
δγ̂R
δc∗(x)
= −Z
−1/2
5
∂
∂xi
[
δγ˜R
δuiR(x)
]
− Z
−1/2
6 θ
2 ∂
∂x0
[
δγ˜R
δu0R(x)
]
. (37)
Inserting (33) and using the notation
c∗R = Z
1/2
5 c
∗, θ2R = (Z5/Z6)
1/2θ2, (38)
we get
γ̂R =
∫
dx[∂ic
∗
R.(∂
ic+ gRA
i
R ∧ cR) + θ
2
R∂0c
∗
R.(∂0c+ gRA0R ∧ cR)], (39)
which may be considered as the renormalized form of the last line of (3). For
the Feynman gauge, θ = 1 we have that θR = 1 also.
In terms of the renormalized quantities, the gauge-fixing term (2) becomes
LGF = −
1
2θ2R
(Z5Z6)
−1/2[(∂iA
i
R + θ
2
R∂0A
0
R)
2]. (40)
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γ˜R in (33) contains a part linear in the Y coefficients and a part quadratic
in them. The linear part is similar to (24), bearing in mind (30), (31) and (32).
But the quadratic part∫
dx
1
2
Z8[Y9∂iA0 + Y10∂0Ai + Y11A0 ∧Ai + Y12vi ∧ c]
×.[Y9∂
iA0 + Y10∂0A
i + Y11A0 ∧A
i + Y12v
i ∧ c] (41)
has a different form from the second line of (24), and contributes first at 2-loop
order. We give a simple example of terms coming from (41). Take counter-terms
of the form
α1∂0Ai.∂
iA0 + α2∂iA0.∂
iA0 + α3∂0Ai.∂0A
i, (42)
and consider the combination
α ≡ α1 + α2 + α3. (43)
In γ˜R in (33), terms linear in Y9 and Y10 from the fourth line of (29) contribute
to (42); but in (43) they cancel out. In particular, α is zero to one-loop order.
But (41) does contribute to (43) and gives
α =
1
2
Z8(Y9 + Y10)
2. (44)
To two-loop order this reduces to
α =
1
2
(a9 + a10)
2. (45)
Thus the two-loop contribution to α is predicted just from a knowledge of the
one-loop counter-terms in (26), and the corresponding divergent part is of course
the negative of (45). There are several similar examples involving a11 and a12.
5 Renormalization order-by-order
Renormalization is an iterative process. Renormalization to any given order,
say N loops, has to be completed before the next order, N +1 loops, is started.
In this section, we show that this process is consistent with the complete renor-
malized action (33).
For the renormalized quantities up to a finite order N of loops, we use a
notation, illustrated by two examples,
[Z
(N)
8 ]
1/2 =
N∑
0
a8,n, Y
(N)
9 =
N∑
1
a9,n, (46)
where as in (18) the superfix N is the maximum loop order and the suffix n is
an individual contribution of order ~n (n ≤ N). (a8,1 ≡ a8 in section 2). For
the renormalized quantities in (29) we write, for example,
E
(N)
i = (Z
(N)
8 )
1/2
[
Ei + Y
(N)
9 ∂iA0 + Y
(N)
10 ∂0Ai + Y
(N)
11 A0 ∧Ai + Y
(N)
12 vi ∧ c
]
,
(47)
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which has the same form as (29) but with Y9 replaced by Y
(N)
9 etc, and similarly
for the other fields and sources. Note that, in spite of the notation, because of the
products, (Z
(N)
8 )
1/2Y
(N)
9 etc, E
(N)
i contains contributions higher than O(~
N ),
in fact up to ~2N . The analogue of (33) is
γ˜(N) = γ˜0
(
A
(N)
i , ....,K
(N); g(N)
)
. (48)
Just like γ˜R in (34), γ˜
(N) satisfies the equation
γ˜(N) ∗ γ˜(N) = 0. (49)
Again, in spite of the notation, γ˜(N) contains many terms of higher order than
~
N . One source of such terms is the analogue of the non-linear term (41). These
higher order terms do not matter as long as we are working to N -loop order, but
they are necessary for (49) to be exact, and are required to proceed to higher
orders.
Thus we make the assumption that (48) is the exact action we require, and
then we get to (N+1)-loop order in the same way as in section 3 equations (21)
and (23). That is, we use
GN+1 = a5,N+1u
i(N).A
(N)
i + a6,N+1u
(N)
0 .A
(N)
0 + a7,N+1c
(N).K(N)
+a8,N+1v
i(N).E
(N)
i + v
i(N).
[
a9,N+1∂iA
(N)
0 + a10,N+1∂0A
(N)
i
+a11,N+1A
(N)
0 ∧A
(N)
i + a12,N+1
1
2
(v
(N)
i ∧ c
(N))
]
, (50)
where the coefficients a5,N+1 etc are of order ~
N+1. Then the next order is
obtained from
γ˜(N) + γ˜(N) ∗GN+1. (51)
In (50), we can replace A
(N)
i by Ai etc with neglect of terms O(~
N+2).
To explain the argument, we show as an example the dependence on Ei; the
other fields and sources work out in analagous ways. We define
∆i,N+1 ≡
δGN+1
δvi
= a8,N+1Ei+a9,N+1∂iA0+a10,N+1∂0Ai+a11,N+1A0∧Ai+a12,N+1vi∧c. (52)
Then (51) contains a contribution
γ˜(N) +
∫
dx
[
δG(N)
δvi(x)
δγ˜(N)
δEi(x)
]
+ .....
≈ γ˜(N) +
∫
dx
[
∆i,N+1
δγ˜(N)
δEi(x)
]
+ .....
≈ γ˜(N)(Ei +∆i,N+1, ....) ≈ γ˜(E
(N)
i +∆i,N+1, ....) (53)
with repeated neglect of terms of higher order than ~N+1. The argument of γ˜
in the last expression in (53) is, from (47) and (52).
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E
(N)
i +∆i,N+1 =
(Z
(N)
8 )
1/2
[
Ei + Y
(N)
9 ∂iA0 + Y
(N)
10 ∂0Ai + Y
(N)
11 A0 ∧Ai + Y
(N)
12 vi ∧ c
]
+a8,N+1Ei+a9,N+1∂iA0 +a10,N+1∂0Ai+a11,N+1A0∧Ai+a12,N+1vi∧c. (54)
We now use
(Z
(N)
8 )
1/2 + a8,N+1 ≈ (Z
(N+1)
8 )
1/2, (55)
(Z
(N)
8 )
1/2Y
(N)
9 + a9,N+1 ≈ (Z
(N+1)
8 )
1/2[Y
(N)
9 + a9,N+1] = (Z
(N+1)
8 )
1/2Y
(N+1)
9
(56)
(again with neglect of O(~N+2), and similar equations involving a10, a11, a12.
Then, comparing with (47), (54) gives
E
(N)
i +∆i,N+1 = E
(N+1)
i +O(~
N+2). (57)
Thus (51) gives (57), and so with neglect of higher order terms,
γ˜(E
(N)
i +∆i,N+1, .....) ≈ γ˜(E
(N+1)
i , .....) = γ˜
(N+1), (58)
as required for the iterative process to be consistent with (33).
6 Summary
We have studied the renormalization of a flow gauge, used to interpolate between
the Feynman gauge and the Coulomb gauge, thereby giving an unambiguous
definition of the latter. The flow gauge has a parameter θ. We use the Hamil-
tonian formalism, which includes the momentum field Eai . The renormalized
Lagrangian is obtained by mixing fields and sources, as well as scaling (Section
2). We calculate the renormalization constants to one-loop order (section 3).
We find the general form of the renormalized Lagrangian (Section 4), and we
demonstrate the order-by-order renormalization is consistent with this (section
5). We find that counter-terms of a new structure appear first at two-loop order.
The parameter θ has to be renormalized as well as the coupling constant.
7 Appendix A: An example
In this Appendix, we give a sample calculation of a divergent part which is
typical of the calculations from which the counter-terms in (26) were derived.
In particular, this example will show how the denominators 1/(1 + θ)2 arise.
The amplitude which we choose is the AiA0 transition. There are six graphs,
if we separate contributions from the transverse and longitudinal parts of the
propagator in (8), but we treat only three of them here. These are shown in
Fig.1.
Graph (a) gives the integral
Ga = (2π)−4g2CGδab
∫
ddp
P ′j
P¯ ′2
p0
p2 + iη
[
gij +
PjP
i
P 2
]
. (59)
Because of the transverse projection operator, P ′j can be replaced by Kj. The
integral over p0 is zero for k0 = 0, so a factor k0 must come out. The integral
10
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is then only logarithmically divergent, so to determine the divergent part it is
sufficient to put K = 0. Then we require the integral
I1 ≡
∫
dp0
p0
[p20 − P
2][θ2(p0 − k0)2 − P 2]
. (60)
To first order in k0, this is
J1k0 (61)
where
J1 =
[
dI1
dk0
]
k0=0
= 2
∫
dp0
θ2p20
[p20 − P
2][[θ2p20 − P
2]2
= iπ
θ
(1 + θ)2
1
P 3
. (62)
Inserting (62) and (61) into (59), we get
− (2π)−4g2CGδabK
jk0πi
θ
(1 + θ)2
∫
dd−1P
[
gij +
PjP
i
P 2
]
1
P 3
= −(2π)−4g2CGδabK
ik0πi
θ
(1 + θ)2
2
3
4π
ǫ
, (63)
where, in dimensional regularization, d = 4− ǫ and (63) is just the pole part of
(59).
It is convenient to take the contributions from graphs (b) and (c) of Fig.1
together. They give
Gb +Gc = (2π)−4g2CGδabθ
2
∫
ddp
p0
P¯ 2P¯ ′2
[
P iPl
P 2
+ gil
]
P ′l, (64)
where the first term in the square bracket comes from graph (b) and the second
from (c). Again the transverse projection operator allows us to replace P ′l by
K l. The p0 integral is
I2 ≡
∫
dp0
p0
(θ2p20 − P
2)[θ2(p0 − k0)2 − P 2]
, (65)
which to first order in k0 gives J2k0, where
J2 =
∫
dp0
2θ2p20
(θ2p20 − P
2)3
=
iπ
4θ
1
P 3
. (66)
Inserting (65) and (66) into (64), and integrating over P as in (63), we get
(2π)−4g2CGδabK
ik0πiθ
1
6
4π
ǫ
. (67)
Combining (68) with (71) and expressing the result of the divergent coefficient
c defined in (25), the total result for graphs (a), (b) and (c) is
icθ
(θ2 + 2θ − 3)
(1 + θ)2
δabk0K
i. (68)
The graphs in Fig.2 contain the right hand vertex
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igf bdc[gjl(P − P ′)i + gli(K + P ′)j − gij(P +K)l] ≡ gf bdcV ijl. (69)
The integrand is simplified by the use of the identity
PjV
ijl = −(K2gil +KiK l) + (P ′2gil + P ′iP ′l), (70)
where the first term leads to a convergent integral, and the second term acts
as a projection operator as in (59) and (64). We just quote the results for the
graphs in Fig.2. Graph (d) gives
ic
1
3
δabk0K
i, (71)
and (e) and (f) together give
− icθ2
4
3
(1− θ)
(1 + θ)2
δabk0K
i. (72)
Graph (g) is not divergent. The complete divergent part for the graphs of
Fig.1 and Fig.2 is
ic
1
3
[
1− θ
(1 − θ)(3 + 5θ)
(1 + θ)2
]
δabk0K
i. (73)
This is canceled by the counter-term proportional to (a9 − a10) in the second
line of (24).
8 Appendix B: Theorem
Here is a proof that the anticanonical conditions (35) and (36) imply the BRST
property (34). Our argument is not completely general but is sufficient for the
present case.
We use the highly abbreviated notation
ψα = {Aia(x), Ab0(x), E
jc(x),Kd(x)},
χβ = {u
a
i (x), u
b
0(x), v
c
j (x), c
d(x)} (74)
where the indices α and β stand for all the vector and colour indices and for
x. Repeated indices are summed over, which includes integration over x. The
above definition has been chosen so that ψ consists of bosonic variables and χ
consists of fermionic variables. This entails that the source K is in ψ and the
field c is in χ.
With this notation, the BRST operation (13) becomes
X ∗ Y =
δX
δχα
δY
δψα
±
δY
δχα
δX
δψα
, (75)
where the minus sign applies if X,Y are both fermionic and the plus sign other-
wise. (This is the same ordering as we used in (13), with fermionic denominators
on the left.) Then
ψα ∗ χβ = δ
α
β , ψ
α ∗ ψβ = 0, χα ∗ χβ = 0. (76)
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For the renormalized quantities, we use the notation
ψαR = {A
ia
R (x), A
b
R0(x), E
jc
R (x),K
d
R(x)},
χRβ = {u
a
Ri(x), u
b
R0(x), v
c
Rj(x), c
d
R(x)}. (77)
Then the conditions (35) and (36) for the transformation to the renormalized
quantities to be anticanonical are
ψαR ∗ χRβ = δ
α
β , ψ
α
R ∗ ψ
β
R = 0, χRα ∗ χRβ = 0. (78)
Using (75), these conditions become[
δψαR
δχγ
δχRβ
δψγ
+
δχRβ
δχγ
δψαR
δψγ
]
= δαβ , (79)[
δψαR
δχγ
δψβR
δψγ
+ (α↔ β)
]
= 0,
[
δχRα
δχγ
δχRβ
δψγ
− (α↔ β)
]
= 0. (80)
Since γ˜R is the same function of (χRα, ψ
β
R) as γ˜ is of (χα, ψ
β), equation (74)
and the property γ˜0 ∗ γ˜0 = 0 imply that
δγ˜R
δχRα
δγ˜R
δψR
α = 0. (81)
With these preliminaries, we can complete the proof of the theorem.
1
2
γ˜R ∗ γ˜R =
δγ˜R
δχα
δγ˜R
δψα
=
[
δγ˜R
δψβR
δψβR
δχα
+
δγ˜R
δχRβ
δχRβ
δχα
] [
δψγR
δψα
δγ˜R
δψγR
+
δχRγ
δψα
δγ˜R
δχRγ
]
(82)
Here the only question about ordering occurs in the product
δχRγ
δψα
δγ˜R
δχRγ
where
both factors are fermionic. The above ordering is correct because in γ˜R the
terms in χRα which contribute are functional derivatives with respect to Ai or
A0 of uR0 and uRi, and these come on the left in γ˜R in (33) just as u0 and ui are
on the left in γ˜0 in (3). In the other terms in (82), the ordering is unimportant.
We may write (82) as the sum of two parts:
δγ˜R
δψβR
δψβR
δχα
δχRγ
δψα
δγ˜R
δχRγ
+
δγ˜R
δχRβ
δχRβ
δχα
δψγR
δψα
δγ˜R
δψγR
(83)
δγ˜R
δψβR
δψβR
δχα
δψγR
δψα
δγ˜R
δψγR
+
δγ˜R
δχRβ
δχRβ
δχα
δχRγ
δψα
δγ˜R
δχRγ
. (84)
In the second term in (83) only the first factor is fermionic and (83) can be
re-ordered to give (interchanging also β and γ)
δγ˜R
δψβR
[
δψβR
δχα
δχRγ
δψα
+
δχRγ
δχα
δψβR
δψα
]
δγ˜R
δχRβ
= 0, (85)
using (79) and (81). Similarly, each term in (84) is zero by (80). This completes
the proof that (82) is zero.
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