Abstract. Recently A. G. Ramm (1999) has shown that a subset of phase shifts δ l , l = 0, 1, . . ., determines the potential if the indices of the known shifts satisfy the Müntz condition l =0,l∈L 1 l = ∞. We prove the necessity of this condition in some classes of potentials. The problem is reduced to an inverse eigenvalue problem for the half-line Schrödinger operators.
Introduction
Consider the inverse scattering problem for the operator The values δ(λ) ∈ C are called phase shifts; they are defined by (1.3) only mod π. In quantum mechanics most relevant are the shifts δ l = δ(l + 1/2), l= 0, 1, 2, . . . . (1.4) Concerning the recovery of the potential q(r) by a set of phase shifts δ(λ n ) we mention the following recent result of Ramm. 
Theorem 1.1 ([9]). Suppose that q(r)
=
is valid. Then the data δ l , l ∈ L, uniquely determine the potential q(r).
We show next that here L 2 can be substituted by L 1 and that the condition (1.5) is "almost" necessary.
Remark. The potentials of Theorem 1.1 belong to B σ for every 0 < σ < 1/2. Hence if (1.5) does not hold, then there exists another potential q * ∈ B σ with the same data δ l , l ∈ L, as for q. Whether there exists a potential q * with rq * (r) ∈ L 2 (0, a) and δ l (q * ) = δ l (q), l ∈ L, is an open question. Analogous L p -problems are not investigated here.
Next we consider the inverse eigenvalue problem for the Schrödinger operators for some 0 ≤ α < π. The values λ 2 for which the system (1.8), (1.10) has a nontrivial L 2 -solution are called eigenvalues of the Schrödinger operator (1.8) with boundary condition (1.10). It is known that the eigenvalues are negative. We apply the notation
for the eigenvalues of (1.8), (1.10) . We say that the values λ 2 n < 0 are common eigenvalues of the potentials Q * and Q if there exist numbers 0 ≤ α n < π with
In other words, the boundary conditions can be different for every eigenvalue λ 2 n . Remark. By the above setting every negative value λ 2 n < 0 can be considered as an "eigenvalue" of Q if we define α n correspondingly. However Q and λ 2 n define α n , and hence (1.11) contains real information, namely that the parameter α n is the same for Q * and Q. This idea is useful since it is intimately connected with the problem of recovering the potential from phase shifts; see the end of Section 3 below. 
Consider the numbers
n are common eigenvalues of Q * and Q.
Remark. As we shall check by a Liouville transformation, the statements in Theorems 1.4 and 1.5 are special cases of Theorems 1.2 and 1.3, respectively.
Remark. Condition (1.6) is necessary and sufficient for the system {r λ n } to be closed in L 1 (0, a). Analogously (1.12) holds if and only if {e
The statements corresponding to Theorems 1.4 and 1.5 for Schrödinger operators over a finite interval have been obtained earlier by the author. Namely, define σ(Q, α) as the spectrum of the operator
We say that the values λ 2 n are common eigenvalues of the potentials Q * and Q if there are numbers 0 ≤ α n < π satisfying
The potential Q ∈ L 1 (0, π) is said to be determined by the eigenvalues λ 
Let Q ∈ L loc 1 (0, ∞) be a potential which is a limit point at infinity, and for λ > 0 let y 1 (x, λ) be the (essentially unique) solution of −y
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As is well known, the m-function defines the potential. 
For related results on finite intervals see [5] .
Remark. Theorems 1.8 and 1.2, respectively 1.9 and 1.3 are identical; see (3.23) below.
In the proofs below we borrow some ideas and methods from [5] . Section 2 is devoted to collect the preliminary material needed, while Section 3 contains the proofs of Theorems 1.2 to 1.9.
Preliminaries
We first recall the following known result. Theorem 2.1 (Berezin, Shubin [3] ). Let Q ∈ L 1 (0, ∞) and λ ∈ C \ {0}. Then the equation −y + Qy = λ 2 y has two solutions,
If λ ≥ 0, then the solution y 1 "regular at infinity" satisfies the integral equation
The function
Consider two potentials Q * , Q ∈ L 1 (0, ∞), and denote by y * 1 (x, λ), y 1 (x, λ) the corresponding y 1 -solutions. Define the functions 
and here the integral can be estimated by
Consequently (for fixed λ)
Comparing this with (2.1) and (2.3) gives
Now we have
Taking the limit N → ∞ gives (2.5).
Lemma 2.3. F (λ) is bounded in every half-plane {λ
Proof. The function
is bounded for x ≥ 0 by a bound depending on λ. From
i.e.
Consequently from (2.5)
This estimate with the continuity of F shows its boundedness on λ ≥ γ.
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From now on we consider more rapidly decaying potentials satisfying
This means that the function
We need the following well-known facts. [7] , Chapter III). Suppose (2.10). Then there exists a function K(x, t), continuous for 0 ≤ x ≤ t < ∞, satisfying the properties
Lemma 2.4 (Marchenko
Finally we have
* ∈ C δ (as in Theorem 1.5) and define the kernels K(x, t), K * (x, t) corresponding to Lemma 2.4. Introduce the third kernel
and the corresponding Volterra-type integral operator
Its relevance is justified by the following formula.
Lemma 2.5.
Proof. It is a simple calculation by substituting (2.11) into (2.5):
By interchanging the order of integrations we get
We used the fact that
|K(x, t)| dt is bounded in x; see (2.13). Finally we get
which is (2.20).
Define the kernelK
and the corresponding Volterra operator
and from (2.13) we get
and a corresponding bound can be given forK after the multiplication by e δ(x−t) . The operator norm ofK has the bound
|K(x, t)| dx dt
(the dependence ofK on Q and Q * is not indicated). In proving a) we will approximateK in operator norm by operators of finitedimensional range. First let
We will check that
where
In I 1 we have by (2.22)
This expression is small (uniformly in t) if N is large. Indeed, if max(N + t − ν, t) ≥ N/2, then the inner integral is small; if max(N + t − ν, t) < N/2, then ν > N/2 and on this domain the outer integral is small. This verifies that I
In I 2 we can apply similar manipulations (with t instead of N ), namely for
Thus (2.24) is verified. a bound depending on N ) . Consequently
With (2.24) this means thatK can be approximated by theK N,M in operator norm. Since theK N,M have finite-dimensional range,K is compact, so statement a) is proved. Point b) is a corollary of a). Indeed, a) implies the compactness of the integral operator with kernel K 1 . We know A Q * = I + K 1 . If A Q * is not an isomorphism, then −1 must be an eigenvalue of K 1 , i.e. there exists 0 = h ∈ C δ such that −h = K 1 h. But this is impossible for a Volterra operator with a continuous kernel. So A Q * is an isomorphism as asserted.
The constant c(D, δ) depends only on its arguments.
Proof. Consider the functions H
it is increasing in v for fixed u and decreasing in u for fixed v since
Analogously define * with Q * instead of Q. Finally let
The proof of (2.27) is based on the estimate
for n = 0 only the second summand is considered on the right. We apply induction on n. For n = 0
Suppose (2.28) for a value of n. Then
We use the identity
and (2.18) to obtain
On the other hand
Apply the identity
to get
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Summing up (2.31)-(2.34) gives
(n + 1)! which verifies (2.28) for n + 1. Consequently
Since we have˜
the estimate (2.35) can be continued as follows:
or, from (2.14)
Now we are able to prove the estimate
This implies the Lipschitz property (2.27) because
Now use the decomposition (2.19) in
We estimate I 1 using (2.37) as follows:
and analogously
In I 2 we have, as in verifying (2.24) above,
and by the same way we obtain
Thus we have checked the estimate (2.38). The proof of Lemma 2.7 is complete.
Proof of the main results
Proof of Theorem 1.8. Suppose indirectly that (1.17) holds, however there are two
Introduce the function F (λ) as in (2.4); then F (λ n ) = 0, ∀n. Let µ > 0 be arbitrary; by Lemma 2.3 the function F (λ + iµ) is bounded analytic in the upper half-plane λ > 0. So if F is not identically vanishing, its zeros must satisfy the Blaschke condition
see e.g. Duren [2] . In particular, for the zeros λ n − iµ
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We can suppose that γ > 2µ and then 
the constant c(q 0 ) being independent of q, q * and h. Then the set {A q (q − q 0 ) : q ∈ B 1 } contains a ball in B 2 with center at the origin.
The Müntz theorem about the closedness of exponential systems is known in several versions. The author did not find a proper reference containing the version formulated below, so a proof is provided.
Lemma 3.2. Let λ n be different complex numbers with
It is bounded analytic in the upper half-plane, so if H = 0, its zeros satisfy the Blaschke condition and then
The only if part: Let
Since lim inf λ n > 0, there exists δ > 0 such that λ n ≥ 2δ with finitely many exceptions. Thus 
Proof of Theorem 1.9. Let Q ∈ C δ be arbitrary; our task is to find a different
Recall from Lemma 2.5 the identity
Comparing this with (3.6) we see that F (λ n ) = 0 is guaranteed if
To check (3.8) we apply Lemma 3.1 with B 1 = B 2 = C δ . The conditions (3.1) and (3.2) are verified in Lemmas 2.6 and 2.7, respectively. Since the set {A Q * (Q * − Q) : Q * ∈ C δ } contains all elements of C δ of sufficiently small norm, there exists a potential
Proof of Theorems 1.4 and 1.5. for the corresponding m-functions. Taking into account (3.12) and (3.13) we see that Theorem 1.2 and 1.8, respectively Theorem 1.3 and 1.9, are the same statements. The proof is complete.
