Design and Implementation of Real-time Communication for Sensory Network with Website Based Control Application by Zlámal, Martin
ZA´PADOCˇESKA´ UNIVERZITA V PLZNI
FAKULTA ELEKTROTECHNICKA´
Katedra elektroenergetiky a ekologie
Bakala´rˇska´ pra´ce
Na´vrh a realizace real-time komunikace pro senzorickou s´ıt’
s webovou rˇ´ıdic´ı aplikac´ı
Design and Implementation of Real-time Communication for
Sensory Network with Website Based Control Application
Autor pra´ce: Martin Zla´mal
Vedouc´ı pra´ce: Ing. Petr KRIST, Ph.D. Plzenˇ 2015


Abstrakt
V te´to pra´ci je hlavn´ım u´kolem vyrˇesˇit real-time komunikaci mezi senzorickou
s´ıt´ı a webovou aplikac´ı. Toho je dosazˇeno pouzˇit´ım klasicke´ komunikace TCP
a UDP. Hlavn´ı slozˇkou cele´ pra´ce je JavaScriptovy´ server s databa´z´ı Redis,
ktery´ zajiˇst’uje vy´meˇnu informac´ı mezi koncovy´mi cˇleny cele´ s´ıteˇ. Tyto cˇleny
jsou tvorˇeny mikrokontrole´ry od spolecˇnosti STMicroelectronics, ktere´ jsou
k serveru prˇipojeny pomoc´ı beˇzˇny´ch s´ıt’ovy´ch prvk˚u a Ethernetu. Vy´sledkem
pra´ce je funkcˇn´ı program, jehozˇ funkcˇnost byla oveˇrˇena na prakticke´m zapo-
jen´ı s´ıteˇ.
Kl´ıcˇova´ slova
Ethernet, Sails.js, Node.js, Mikrokontrole´r, Redis, RESP, TCP, UDP, Web-
socket, STMicroelectronics
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Abstract
The main task of this thesis is to solve the real-time communication between
the sensory network and the web based application. It is achieved by using
standard communications TCP and UDP. The main component of this thesis
is JavaScript server with Redis database which provides exchanging of infor-
mation between the end members of the network. These members are formed
by microcontrollers from STMicroelectronics which are connected to the ser-
ver via standard network elements and Ethernet. The result is a functional
program which was verified by a practical network connection.
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1U´vod
C´ılem te´to pra´ce je navrhnout komunikaci pro senzorickou s´ıt’ s prˇihle´dnut´ım
k tomu, zˇe by tato s´ıt’ meˇla by´t ovladatelna´ v rea´lne´m cˇase z webove´ rˇ´ıdic´ı
aplikace. Toto je velmi za´sadn´ı pozˇadavek pro budouc´ı realizaci, protozˇe z hle-
diska elektronicky´ch syste´mu˚ je real-time komunikaci mozˇne´ realizovat po-
moc´ı protokol˚u k tomu urcˇeny´ch, ktere´ vymezuj´ı prˇenos dat do prˇesneˇ defino-
vany´ch cˇasovy´ch slot˚u (Ethernet Powerlink, Time-triggered CAN, FlexRay).
U webovy´ch aplikac´ı zˇa´dny´ takovy´ prvek neexistuje a webova´ rˇ´ıdic´ı aplikace
se tak sta´va´ limituj´ıc´ım prvkem cele´ s´ıteˇ. Existuj´ı vsˇak metody, ktere´ se
real-time komunikaci, resp. rychle´ komunikaci, jak je real-time u webovy´ch
aplikac´ı vsˇeobecneˇ cha´pa´n, mohou velmi prˇibl´ızˇit. V roce 2011 bylo vyda´no
RFC 6455 [1], ktere´ zastrˇesˇuje novy´ protokol websocket, ktery´ umozˇnˇuje pro-
pojen´ı serveru a klientske´ cˇa´sti aplikace socketem a je tak mozˇne´ prˇena´sˇet in-
formace velmi vysokou rychlost´ı, cozˇ doposud nebylo prakticky te´meˇrˇ mozˇne´
realizovat.
V na´sleduj´ıc´ı cˇa´sti pra´ce bude rozebra´na problematika komunikace sen-
zoricke´ s´ıteˇ s webovou rˇ´ıdic´ı aplikac´ı, ze ktere´ vyplyne, zˇe nejvhodneˇjˇs´ım
rˇesˇen´ım je naprogramovat jednotlive´ cˇleny senzoricke´ s´ıteˇ co nejv´ıce n´ızkou´-
rovnˇoveˇ, na´sledneˇ je propojit s rˇ´ıdic´ım serverem, na ktere´m pobeˇzˇ´ı Node.js
real-time server (asynchronn´ı single-thread) pro zpracova´va´n´ı pozˇadavk˚u a
za´rovenˇ zde pobeˇzˇ´ı server pro webovou aplikaci, ktera´ bude vyuzˇ´ıvat web-
socket protokolu coby na´stroje pro komunikaci s t´ımto serverem. Za´rovenˇ
je tato senzoricka´ s´ıt’ uva´deˇna na prˇ´ıkladu administrativn´ı budovy, resp.
jake´hokoliv objektu, kde se beˇzˇneˇ pohybuj´ı lide´ a vyuzˇ´ıvaj´ı konvencˇn´ı elektro-
instalaci, tzn. naprˇ´ıklad doma´c´ı objekty, poprˇ´ıpadeˇ jine´ objekty podobne´ho
charakteru, kde ma´ vyuzˇit´ı te´to s´ıteˇ prakticky´ prˇ´ınos.
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2Real-time komunikace
Real-time komunikace prˇedstavuje vy´znamny´ prvek v aplikac´ıch, kde je za-
potrˇeb´ı prˇesny´ch cˇasovy´ch ra´mova´n´ı prˇena´sˇene´ho signa´lu. Real-time syste´m
je bud’ hardwarovy´ nebo softwarovy´ syste´m, ktery´ by meˇl komunikovat s rˇ´ıdi-
c´ım syste´mem v prˇesneˇ stanoveny´ch cˇasovy´ch perioda´ch. Tato definice tedy
neznamena´, zˇe by meˇl syste´m odpov´ıdat nebo pos´ılat data okamzˇiteˇ, ale zˇe ga-
rantuje reakci syste´mu v dane´m cˇasove´m intervalu, a to bud’ reakc´ı na vy´zvu
od rˇ´ıdic´ıho signa´lu nebo ve fixn´ı cˇasy (tedy v relativn´ı nebo absolutn´ı cˇas) [2].
Da´le lze real-time komunikaci rozdeˇlit na tzv. soft real-time a hard real-time.
Rozd´ıl je pouze v samotne´m prˇ´ıstupu ke spolehlivosti prˇenosu informace.
U soft real-time prˇ´ıstupu je mozˇne´ prˇipustit, zˇe se informace po neˇjake´m
cˇase zahod´ı, jelikozˇ je jizˇ nezˇa´douc´ı. Jiny´mi slovy, pokud informace nedoraz´ı
do prˇij´ımacˇe v urcˇite´m cˇase, postra´da´ svoji informacˇn´ı hodnotu. Toto by meˇl
vsˇak by´t pouze ojedineˇly´ stav. U hard real-time toto nen´ı prˇ´ıpustne´. Tento
prˇ´ıstup se hod´ı pro aplikace vyzˇaduj´ıc´ı velmi vysokou spolehlivost a je tak
me´neˇ cˇasty´.
Obecneˇ lze vsˇak za real-time aplikaci uvazˇovat syste´m, ktery´ reaguje na
pozˇadavky bez zbytecˇne´ho dopravn´ıho zpozˇdeˇn´ı, ktere´ je naprˇ´ıklad u we-
bovy´ch aplikac´ı naprosto beˇzˇne´ a odezvy v prˇesneˇ definovany´ch cˇasovy´ch
odezva´ch se nepouzˇ´ıvaj´ı zejme´na z d˚uvodu rychlosti. Je totizˇ mnohem d˚ule-
zˇiteˇjˇs´ı odeslat data ze serveru co nejrychleji, nezˇ je pos´ılat podle cˇasoveˇ defi-
novany´ch oken. Prˇedej´ıt vsˇak dopravn´ımu zpozˇdeˇn´ı u webovy´ch aplikac´ı nen´ı
mozˇne´. Du˚vod je prosty´. Webova´ aplikace mus´ı by´t dostupna´ pro vsˇechny
uzˇivatele na cele´m sveˇteˇ a z toho plyne, zˇe kazˇdy´ uzˇivatel je na jine´m geo-
graficke´m mı´steˇ a cˇas potrˇebny´ k dosta´n´ı informace ke koncovy´m uzˇivatel˚um
nen´ı stejny´. Tento proble´m lze cˇa´stecˇneˇ vyrˇesˇit distribuovany´m syste´mem,
kdy se servery prˇiblizˇuj´ı uzˇivatel˚um, cozˇ prakticky deˇlaj´ı naprˇ´ıklad streamo-
vac´ı porta´ly jako je YouTube. Toto rˇesˇen´ı ma´ sva´ omezen´ı, a proto druhy´m
zp˚usobem, jak usˇetrˇit cˇas prˇi komunikaci s koncovy´m prvkem, je zjednodusˇit
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komunikacˇn´ı protokol nebo se omezit na co nejme´neˇ zbytecˇne´ rezˇie, a to i za
tu cenu, zˇe nedojde ke stoprocentn´ımu prˇenosu informace.
2.1 Hardwarove´ prostrˇedky senzoricke´ s´ıteˇ
Pozˇadavky na hardwarove´ prostrˇedky te´to s´ıteˇ nejsou v soucˇasne´ chv´ıli za-
da´vaj´ıc´ı firmou te´to pra´ce nijak definova´ny. Je tedy mozˇne´ s´ıt’ navrhnout
libovolny´m zp˚usobem. Vzhledem ke komplikovanosti cele´ problematiky bude
v ra´mci te´to pra´ce popisova´na s´ıt’ jako striktneˇ metalicka´. Vesˇkere´ informace
vsˇak plat´ı bez vy´znamneˇjˇs´ıch zmeˇn i pro bezdra´tova´ prˇipojen´ı. Takova´ s´ıt’
se tedy skla´da´ v nejmensˇ´ı konfiguraci pouze z koncove´ho cˇlenu a serveru.
S nar˚ustaj´ıc´ım pocˇtem koncovy´ch cˇlen˚u je zapotrˇeb´ı s´ıt’ patrˇicˇneˇ rozsˇiˇrovat.
Vy´hodou tohoto syste´mu je fakt, zˇe se dana´ s´ıt’ nijak neliˇs´ı od beˇzˇny´ch me-
talicky´ch ethernetovy´ch s´ıt´ı, tzn. zˇe lze vyuzˇ´ıt vesˇkere´ dostupne´ prostrˇedky
pro tvorbu te´to s´ıteˇ a nen´ı zapotrˇeb´ı vyv´ıjet zbytecˇneˇ draha´ nova´ zarˇ´ızen´ı.
Cela´ s´ıt’ se tak skla´da´ z klasicke´ho ethernetove´ho veden´ı a rozbocˇovacˇ˚u,
prˇep´ınacˇ˚u, poprˇ. smeˇrovacˇ˚u. Zby´va´ tedy vyrˇesˇit server a koncove´ cˇleny. Zde
vsˇak za´lezˇ´ı na prakticke´ aplikaci. Vezmeme-li vsˇak v u´vahu nejobycˇejneˇjˇs´ı
syste´m, server pak mu˚zˇe by´t prakticky jaky´koliv pocˇ´ıtacˇ, ktery´ doka´zˇe zpra-
covat prˇ´ıchoz´ı pozˇadavky. Tzn. mus´ı by´t dostatecˇneˇ vy´konny´ a pro lepsˇ´ı
bezpecˇnost cele´ho syste´mu take´ redundantn´ı (nebo alesponˇ neˇktere´ kriticke´
komponenty v neˇm). Redundanci komponent vsˇak dobrˇe rˇesˇ´ı klasicke´ ser-
very, kde jsou redundantn´ı naprˇ´ıklad zdroj, pevne´ disky, rˇadicˇe a da´le dua´ln´ı
pameˇti, poprˇ. procesory.
Samotne´ koncove´ prvky se pak sesta´vaj´ı z n´ızkoodbeˇrovy´ch mikrokon-
trole´r˚u, ktere´ maj´ı mensˇ´ı, pro danou aplikaci vsˇak dostatecˇny´ vy´kon. Zde
opeˇt za´lezˇ´ı na dane´m u´cˇelu koncove´ho zarˇ´ızen´ı. Pokud ma´ slouzˇit jako kon-
centra´tor, tedy zarˇ´ızen´ı sb´ıraj´ıc´ı data ze senzor˚u, potrˇebuje veˇtsˇ´ı vy´kon nezˇ
naprˇ´ıklad terma´ln´ı cˇidlo. Obecneˇ vsˇak plat´ı, zˇe zarˇ´ızen´ı mus´ı by´t dostatecˇneˇ
vy´konna´, aby bylo mozˇne´ vyuzˇ´ıvat bezdra´tove´ho prˇipojen´ı nebo Ethernetu.
Potrˇebny´ vy´kon koncove´ho prvku je tak da´n samotny´m programem, ktery´
na tomto prvku pobeˇzˇ´ı a da´le potrˇebnou periferi´ı pro prˇipojen´ı k serveru.
Tato s´ıt’ je tedy v takove´m stavu, kdy je zapojen server (nejle´pe na
neza´visle´m napa´jen´ı) a senzory jsou zapojeny v ethernetove´ s´ıti pomoc´ı beˇzˇ-
ny´ch s´ıt’ovy´ch prvk˚u. Du˚lezˇite´ je vsˇak vyrˇesˇit, co se stane, kdyzˇ vypadne
napa´jen´ı. V tomto okamzˇiku s´ıt’ prakticky prˇestane fungovat. Toto se nijak
neliˇs´ı od naprˇ. beˇzˇne´ zapojen´ı elektroinstalace. Sice by sˇlo zajistit napa´jen´ı
koncovy´ch prvk˚u, protozˇe server mu˚zˇe by´t zapojen na v´ıce neza´visly´ch zdro-
j´ıch elektricke´ energie, to vsˇak nebude naprˇ. v rodinne´m domeˇ beˇzˇne´. Horsˇ´ı
prˇ´ıpad nastane, kdyzˇ vypadne prˇipojen´ı k internetu. Zde by se nejednalo
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o proble´m, pokud by se server nacha´zel v rˇ´ızene´m objektu. Jediny´ efekt by
byl ten, zˇe by nebylo mozˇne´ server ovla´dat vzda´leneˇ. Horsˇ´ı situace ovsˇem
nastane v okamzˇiku, kdy je server umı´steˇn ve vzda´lene´ serverovneˇ. V ta-
kove´m prˇ´ıpadeˇ je pro tuto senzorickou s´ıt’ potrˇeba vyrˇesˇit chova´n´ı v prˇ´ıpadeˇ
poruchy (tzv. disaster solution). Samotne´ koncove´ cˇleny mus´ı veˇdeˇt, jak se
chovat pokud nen´ı prˇipojen´ı k dispozici. To veˇtsˇinou nen´ı proble´m, protozˇe
paradoxneˇ nen´ı potrˇeba rˇesˇit jejich chova´n´ı. To je nutne´ pouze v prˇ´ıpadeˇ za-
bezpecˇen´ı objekt˚u. Starost´ı koncovy´ch cˇlen˚u totizˇ nen´ı naprˇ. vypnout sveˇtlo,
pokud nen´ı syste´m prˇipojen k internetu. V takove´m objektu je vsˇak zapotrˇeb´ı
zarˇadit do s´ıteˇ zarˇ´ızen´ı, ktere´ bude prˇij´ımat od serveru povely a obsluhovat
s´ıt’. V prˇ´ıpadeˇ prˇerusˇen´ı spojen´ı se serverem prˇevezme toto zarˇ´ızen´ı kontrolu
nad s´ıt´ı a uvede objekt do docˇasne´ho mo´du nezˇ se proble´m vyrˇesˇ´ı nebo nezˇ
prˇijede servis. Bude tak mozˇne´ i nada´le ovla´dat alesponˇ na za´kladn´ı u´rovni
veˇtsˇinu zarˇ´ızen´ı. Je vsˇak vhodne´, aby co nejv´ıce prvk˚u veˇdeˇlo, jak se v takove´
situaci zachovat, pokud je to mozˇne´.
2.2 Real-time ve webovy´ch aplikac´ıch
Ve webovy´ch aplikac´ıch zˇa´dny´ real-time jako takovy´ v podstateˇ neexistuje.
Existuj´ı vsˇak technologie, ktere´ umozˇnˇuj´ı rychlou komunikaci s webovy´m
serverem, resp. rychlou vy´meˇnu dat, cozˇ vzˇdy nemus´ı by´t jedno a to same´.
Je totizˇ rozd´ıl mezi t´ım, jestli je nutne´ prˇi kazˇde´m pozˇadavku sestavovat nove´
spojen´ı se serverem, nebo je mozˇne´ bez dalˇs´ı rezˇie rovnou vymeˇnˇovat data.
Jedn´ım z typicky´ch za´stupc˚u je AJAX (poprˇ. AJAJ). Jedna´ se jedno-
smeˇrny´ mechanismus, kdy se po periodicke´ akci nebo naprˇ´ıklad prˇi stisku
tlacˇ´ıtka vyvola´ JavaScriptova´ akce, ktera´ nava´zˇe HTTP spojen´ı se serverem
a z´ıska´ data v za´vislosti na pozˇadavku. Na´sledneˇ prˇekresl´ı cˇa´st stra´nky obsa-
huj´ıc´ı nova´ data. Nedojde tak k obnoven´ı cele´ stra´nky, ke ktere´mu by dosˇlo
prˇi beˇzˇne´m pohybu na´vsˇteˇvn´ıka na stra´nce. Vy´hodou je, zˇe nen´ı zapotrˇeb´ı
prˇena´sˇet celou stra´nku. Nevy´hodou vsˇak je mozˇny´ na´r˚ust HTTP pozˇadavk˚u
na server a hlavneˇ nutnost vyjednat se serverem spojen´ı prˇi kazˇde´m pozˇadav-
ku, cozˇ je cˇasoveˇ velmi na´rocˇne´. Pro tuto aplikaci je proto pouzˇit´ı AJAXu
nevhodne´.
Oproti tomu websocket [1] je protokol, ktery´ umozˇnˇuje otevrˇ´ıt socket
mezi serverem a prohl´ızˇecˇem a pomoc´ı ra´mc˚u pos´ılat obousmeˇrneˇ informace.
Vyjednat spojen´ı se serverem tak stacˇ´ı pouze jednou prˇi otevrˇen´ı webove´
stra´nky a na´sledneˇ je mozˇne´ velmi rychle se stra´nkou komunikovat. Za´rovenˇ
se periodicky kontroluje, jestli je stra´nka sta´le aktivn´ı (tzv. heartbeat) a po-
kud ne, server spojen´ı uzavrˇe. Nespornou vy´hodou je take´ fakt, zˇe web-
socket vyuzˇ´ıva´ principu event-driven, takzˇe kromeˇ periodicke´ kontroly ak-
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tivn´ıho spojen´ı je mozˇne´ pos´ılat data pouze pokud je to nutne´, cozˇ hodneˇ
usˇetrˇ´ı na komunikaci mezi serverem a browserem. Websocket je neza´visly´
protokol zalozˇeny´ na TCP. Jedine´, kdy vyuzˇ´ıva´ HTTP, je v okamzˇiku vy-
jedna´va´n´ı spojen´ı [1]. V ten okamzˇik pos´ıla´ na server pozˇadavek na zmeˇnu
protokolu na websocket. Nı´zˇe je uvedeny´ HTTP pozˇadavek na server. Pro
prˇehlednost jsou umaza´ny s websocketem nijak nesouvisej´ıc´ı hlavicˇky (naprˇ.
Accept-Encoding, Accept-Language, Cookie, User-Agent a dalˇs´ı).
1 GET ws://localhost.dev:1337/socket.io/1/websocket/... HTTP/1.1
2 Host: localhost.dev:1337
3 Connection: Upgrade
4 Upgrade: websocket
5 Origin: http://localhost.dev:1337
6 Sec-WebSocket-Version: 13
7 Sec-WebSocket-Key: ehMTznt9qCyM3Iu5HC9YSA==
8 Sec-WebSocket-Extensions: permessage-deflate;
client_max_window_bits↪→
Du˚lezˇita´ je zejme´na hlavicˇka Connection. Tato hlavicˇka serveru rˇ´ıka´, zˇe
je pozˇadova´na zmeˇna protokolu z HTTP/1.1 na neˇjaky´ jiny´. Hlavicˇka Upgrade
pak rˇ´ıka´ na jaky´. Teˇchto protokol˚u zde mu˚zˇe by´t uvedeno i v´ıce. V tomto
prˇ´ıpadeˇ je vsˇak pozˇadova´n pouze websocket. Na za´kladeˇ tohoto pozˇadavku
server odpov´ıda´:
1 HTTP/1.1 101 Switching Protocols
2 Upgrade: websocket
3 Connection: Upgrade
4 Sec-WebSocket-Accept: TM+QlyuB6XGn/7ei9mnaCRepx9M=
Server mu˚zˇe tuto hlavicˇku odmı´tnout a ponechat HTTP/1.1. Tento ser-
ver vsˇak pozˇadavku vyhoveˇl a zmeˇnil protokol na pozˇadovany´ websocket.
Dnesˇn´ı beˇzˇne´ prohl´ızˇecˇe tomuto protokolu bez proble´mu˚ rozumı´, nicme´neˇ
pro prˇ´ıpad toho, zˇe by webovou stra´nku otevrˇel uzˇivatel ve starsˇ´ım prohl´ızˇecˇi,
jsou veˇtsˇinou k dispozici doplnˇkova´ rˇesˇen´ı ve formeˇ jiny´ch technologi´ı tak,
aby stra´nka fungovala. V tomto prˇ´ıpadeˇ se jedna´ zejme´na o XHR-polling a
JSONP-polling.
2.3 TCP
Protokol TCP je jedn´ım ze dvou transportn´ıch protokol˚u [3], ktere´ tento
syste´m vyuzˇ´ıva´. Stejneˇ tak jako UDP je zde tento protokol rozeb´ıra´n zejme´na
5
z toho d˚uvodu, zˇe pra´veˇ na TCP paketech a UDP datagramech je vystaveˇna
komunikace mezi koncentra´tory a serverem. Oproti UDP protokolu se jedna´
o pomeˇrneˇ komplikovanou a tedy i cˇasoveˇ na´rocˇnou komunikaci. Posloupnost
komunikace je na´sleduj´ıc´ı, prˇicˇemzˇ na adrese 192.168.0.20 se nacha´z´ı server:
1 192.168.0.11 -> 192.168.0.20 : SYN
2 192.168.0.11 <- 192.168.0.20 : SYN, ACK
3 192.168.0.11 -> 192.168.0.20 : ACK
Spojen´ı tedy prob´ıha´ zhruba na´sledovneˇ. Koncentra´tor (192.168.0.11)
otev´ıra´ TCP spojen´ı vysla´n´ım pozˇadavku na spojen´ı prˇ´ıznakem SYN. Ser-
ver potvrzuje spojen´ı pomoc´ı prˇ´ıznaku ACK a vys´ıla´ take´ pozˇadavek na spo-
jen´ı (SYN). Koncentra´tor toto spojen´ı prˇij´ıma´ pomoc´ı ACK prˇ´ıznaku, cˇ´ımzˇ je
spojen´ı ustanoveno. Tomuto procesu se rˇ´ıka´ trˇ´ıcestne´ zaha´jen´ı spojen´ı (an-
glicky three-way handshake) [3]. Umı´steˇn´ı teˇchto prˇ´ıznak˚u v TCP paketu je
zna´zorneˇno na obra´zku 2.1. Samotne´ posla´n´ı jednoho paketu vcˇetneˇ dat a
uzavrˇen´ı spojen´ı pak vypada´ na´sledovneˇ:
1 192.168.0.11 -> 192.168.0.20 : SYN
2 192.168.0.11 <- 192.168.0.20 : SYN, ACK
3 192.168.0.11 -> 192.168.0.20 : FIN, PSH, ACK # prˇenos dat
4 192.168.0.11 <- 192.168.0.20 : ACK
5 192.168.0.11 <- 192.168.0.20 : FIN, ACK
6 192.168.0.11 -> 192.168.0.20 : ACK
Zacˇa´tek spojen´ı (trˇ´ıcestne´ zaha´jen´ı) z˚usta´va´ stejny´, ale pro u´sporu mnozˇ-
stv´ı prˇena´sˇeny´ch informac´ı se hned prˇi potvrzen´ı spojen´ı pomoc´ı ACK pos´ılaj´ı
na server data (PSH) a za´rovenˇ se pos´ıla´ pozˇadavek na ukoncˇen´ı spojen´ı (FIN).
Na´sledneˇ server potvrzuje prˇijet´ı dat (ACK) a ihned take´ zas´ıla´ pozˇadavek na
ukoncˇen´ı spojen´ı z jeho strany (FIN, ACK). Nakonec i koncentra´tor potvrzuje
uzavrˇen´ı spojen´ı (ACK). Je tedy zrˇejme´, zˇe i po prvn´ım FIN prˇ´ıznaku docha´z´ı
k dalˇs´ı komunikaci. Nutneˇ tedy tento prˇ´ıznak neznamena´ u´plny´ konec spo-
jen´ı, ale pouze konec z jedne´ strany. V tomto prˇ´ıpadeˇ uzav´ıra´ spojen´ı sa´m
koncentra´tor, nen´ı to vsˇak nutne´. Spojen´ı mu˚zˇe stejny´m zp˚usobem ukoncˇit i
server. V soucˇasne´ chv´ıli nejsou mezi serverem a koncentra´torem implemen-
tova´ny perzistentn´ı sockety, tedy sockety, ktere´ se neuzav´ıraj´ı a prˇetrva´vaj´ı
do dalˇs´ı komunikace (obdoba websocketu).
Nespornou vy´hodou TCP je fakt, zˇe tento protokol zajiˇst’uje to, zˇe dany´
paket doraz´ı na c´ılovou adresu. To u UDP neplat´ı. TCP se proto pouzˇ´ıva´
pro prˇenos kriticky´ch informac´ı (naprˇ´ıklad vypnut´ı/zapnut´ı sveˇtla). Jsou to
operace, ktere´ se mus´ı bezpodmı´necˇneˇ vykonat a jejich nevykona´n´ı by vedlo
pro uzˇivatele k velmi zvla´sˇtn´ımu chova´n´ı s´ıteˇ.
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Obra´zek 2.1: Usporˇa´da´n´ı TCP paketu
zdroj: http://serverfault.com/a/8986
2.4 UDP
UDP je oproti TCP protokol typu
”
fire and forget“, tedy informace se vysˇle
a v tu chv´ıli se zdrojove´ zarˇ´ızen´ı prˇesta´va´ o tuto informaci starat. Zdrojove´
zarˇ´ızen´ı pak nev´ı, jestli informace dorazila na mı´sto urcˇen´ı, nebo nikoliv.
To ma´ za na´sledek urcˇitou nespolehlivost prˇenosu informace, ale o mnohem
me´neˇ rezˇie potrˇebne´ pro prˇenos. V porovna´n´ı s TCP prˇena´sˇ´ı UDP datagram
mnohe´m me´neˇ informac´ı v za´hlav´ı:
Obra´zek 2.2: Usporˇa´da´n´ı UDP datagramu
zdroj: http://serverfault.com/a/8986
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Pro posla´n´ı informace potom stacˇ´ı vyslat jeden tento datagram s daty a
to je vsˇe. Proto skutecˇnost, zˇe nezna´me vy´sledek prˇenosu vede k tomu, zˇe
mus´ıme by´t smı´ˇreni s faktem, zˇe se neˇktere´ datagramy prˇi prˇenosu jednodusˇe
ztrat´ı. Tento proble´m nastane azˇ u veˇtsˇ´ıch s´ıt´ı, ale prˇi prakticke´m testova´n´ı
tohoto projektu se uka´zalo, zˇe mu˚zˇe doj´ıt ke ztra´teˇ datagramu˚ na levneˇjˇs´ıch
komponenta´ch s´ıteˇ. V tomto prˇ´ıpadeˇ mohl za ztra´ty switch. Tento nezˇa´douc´ı
stav mu˚zˇe nastat bud’ vlivem male´ pameˇti dane´ho zarˇ´ızen´ı, nebo vysokou
rychlost´ı pos´ıla´n´ı datagramu˚, cozˇ je hlavn´ı prˇ´ıcˇina. Na levneˇjˇs´ıch zarˇ´ızen´ıch
pak docha´z´ı k prˇenosu pouze nejrychlejˇs´ıho na´hodne´ho datagramu. Cela´ s´ıt’
se pak chova´ tak, zˇe se datagramy pos´ılaj´ı na na´hodne´ prvky za t´ımto swit-
chem, ale nikdy ne na v´ıce nezˇ jedno zarˇ´ızen´ı. Tento efekt byl pozorova´n na
zarˇ´ızen´ıch ZyXEL ES-105A i TP-LINK TL-WR743ND. U switche D-Link
DFE-916DX k tomuto efektu nedosˇlo.
Tento prˇenos (vzhledem k charakteru UDP) je tedy vhodny´ pro prˇenos
velke´ho mnozˇstv´ı informac´ı s t´ım, zˇe na´m prˇ´ıpadne´ ztra´ty nevad´ı. Typicky´m
za´stupcem toho typu prˇenosu jsou naprˇ´ıklad kontinua´ln´ı cˇidla, ktera´ neusta´le
sn´ımaj´ı (naprˇ´ıklad teplotu) a v kra´tky´ch cˇasovy´ch intervalech pos´ılaj´ı infor-
mace na server.
8
3Volba vhodne´ technologie
Pro tuto s´ıt’ nejsou v tuto chv´ıli stanoveny zada´vaj´ıc´ı firmou zˇa´dne´ konkre´tn´ı
pozˇadavky na hardware. Proto je mozˇne´ vybrat z hlediska softwarove´ho
rˇesˇen´ı jakoukoliv platformu. Z hardwarove´ho hlediska je doporucˇeno pouzˇ´ıvat
vy´vojove´ desky od STMicroelectronics. V na´sleduj´ıc´ı cˇa´sti budu popisovat
jednotlive´ pouzˇite´ technologie a d˚uvod jejich volby.
3.1 Prvky senzoricke´ s´ıteˇ
Prvky senzoricke´ s´ıteˇ jsou testova´ny na vy´vojovy´ch deska´ch s mikrokon-
trole´ry STM32F207IGH6 a STM32F457IGH6 s vyuzˇit´ım oficia´ln´ıch Cube
knihoven [4]. Jedna´ se o 32-bit mikrokontrole´ry pro obecne´ pouzˇit´ı. Pro oba
mikrokontrole´ry da´le plat´ı, zˇe maj´ı 176 pin˚u s velikost´ı flash pameˇti 1024 KB
v proveden´ı pouzdra UFBGA pro beˇzˇne´ rozsahy teplot od -40 do 85 °C.
3.1.1 Mikrokontrole´r STM32F207IGH6
 Ja´dro ARM 32-bit Cortex-M3 CPU (120 MHz max)
 128 KB SRAM
 LCD interface
 12 × 16-bit timer, 2 × 32-bit timer - azˇ 120 MHz
 15 komunikacˇn´ıch rozhran´ı
 2 × USB, 10/100 Ethernet
 8 azˇ 14-bit interface pro kameru
 CRC jednotka
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Obra´zek 3.1: Pouzˇita´ vy´vojova´ deska MB786 rev.B
zdroj: http://bit.ly/1Kor8OH
3.1.2 Mikrokontrole´r STM32F457IGH6
 Ja´dro ARM 32-bit Cortex-M4 CPU (168 MHz max)
 192 KB SRAM
 LCD interface
 12 × 16-bit timer, 2 × 32-bit timer - azˇ 168 MHz
 15 komunikacˇn´ıch rozhran´ı
 2 × USB, 10/100 Ethernet
 8 azˇ 14-bit interface pro kameru
 CRC jednotka
Vesˇkere´ vy´vojove´ desky s mikrokontrole´ry jsou prˇipojeny pomoc´ı kla-
sicky´ch s´ıt’ovy´ch prvk˚u a UTP kabel˚u do serveru.
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3.2 Real-time server
Jako real-time server, ktery´ obsluhuje celou s´ıt’ i webovou aplikaci, je zvolen
Node.js [5]. Jedna´ se o platfomu postavenou nad V8 JavaScript Engine od
spolecˇnosti Google. V8 je engine napsany´ v C++, ktery´ vyuzˇ´ıva´ naprˇ´ıklad
prohl´ızˇecˇ Google Chrome jako ja´dro pro velmi rychle´ zpracova´n´ı JavaScriptu.
Dı´ky tomu je mozˇne´ vyuzˇ´ıvat te´meˇrˇ vsˇech vlastnost´ı JavaScriptu, zejme´na
pak single-thread asynchronn´ı chova´n´ı (neblokuj´ıc´ı I/O model) a EDA ar-
chitektury. Jedna´ se o velmi podobny´ engine jako je v prohl´ızˇecˇi Google
Chrome s t´ım rozd´ılem, zˇe Node.js neobsahuje mozˇnost pra´ce s oknem pro-
gramu nebo s dokumentem jako takovy´m, protozˇe zde zˇa´dny´ nen´ı. Oproti
tomu umozˇnˇuje prˇistupovat k process objektu, ktery´ zase nen´ı dostupny´
v prohl´ızˇecˇ´ıch. Na´sleduj´ıc´ı uka´zka ukazuje jednoduchy´ webovy´ server na-
psany´ pra´veˇ s pomoc´ı Node.js:
1 var http = require(’http’);
2 var PORT = 8000;
3
4 var server = http.createServer(function(request, response) {
5 response.writeHead(200, {’content-type’: ’text/html’});
6 response.write("<h1>hello</h1>\n");
7 setTimeout(function() {
8 response.end("<p>world</p>\n");
9 }, 2000);
10 });
11
12 server.listen(PORT, function() {
13 console.log(’Server is listening on port ’ + PORT);
14 });
Tento server je za´rovenˇ vysoce sˇka´lovatelny´, a to hlavneˇ do sˇ´ıˇre. Je tak
mozˇne´ vytvorˇit velky´ pocˇet vza´jemneˇ komunikuj´ıc´ıch uzl˚u (node). Tyto uzly
jsou vsˇak striktneˇ oddeˇleny (i na u´rovni pameˇti) a nemohou se tak prˇ´ımo
ovlivnˇovat. Tento model je vhodny´ pro velmi vyt´ızˇene´ aplikace, protozˇe je
mozˇne´ potrˇebny´ vy´kon rozlozˇit na velke´ mnozˇstv´ı me´neˇ vy´konny´ch stroj˚u.
3.3 Databa´zovy´ server
Na pozici databa´zove´ho serveru byl zvolen Redis [6]. Redis je key-value
databa´ze, ukla´da´ si tedy hodnoty r˚uzny´ch datovy´ch typ˚u, ke ktery´m se
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prˇistupuje pomoc´ı identifika´toru - kl´ıcˇe. Od nejrozsˇ´ıˇreneˇjˇs´ıch relacˇn´ıch da-
taba´z´ıch se liˇs´ı naprˇ´ıklad t´ım, zˇe je na´sobneˇ vy´konneˇjˇs´ı a neobsahuje relace.
Vy´znamny´m prvkem te´to databa´ze je pra´veˇ vztah kl´ıcˇe a hodnoty, kdy hod-
notu je mozˇne´ ukla´dat do sedmi datovy´ch struktur (string, hash, list, set,
sorted set, bitmap, hyperloglog). Velkou rychlost Redisu zajiˇst’uje zejme´na
to, zˇe pracuje s RAM pameˇt´ı serveru. Prˇijate´ hodnoty si nejdrˇ´ıve ukla´da´
pra´veˇ do pameˇti a na´sledneˇ je podle konfigurace ukla´da´ na disk. Prˇ´ıklad
vy´choz´ı konfigurace:
# save <seconds> <changes>
save 900 1
save 300 10
save 60 10000
Vzˇdy mus´ı by´t splneˇna cˇasova´ podmı´nka i mnozˇstv´ı zmeˇn za tento cˇas.
Takove´ nastaven´ı pak tedy uda´va´, zˇe se po 900 vterˇina´ch (15 minut) ulozˇ´ı
zmeˇny na disk, pokud byla provedena zmeˇna alesponˇ jednoho kl´ıcˇe, nebo
po 300 vterˇina´ch prˇi zmeˇneˇ alesponˇ deseti kl´ıcˇ˚u, resp. po minuteˇ, dosˇlo-li ke
zmeˇneˇ alesponˇ 10 000 kl´ıcˇ˚u. Jizˇ z te´to konfigurace je zrˇejme´, zˇe se u Redisu
ocˇeka´va´ velke´ vyt´ızˇen´ı a tato databa´ze je na to prˇipravena.
3.3.1 Redis kl´ıcˇe
Redis kl´ıcˇe mohou by´t velke´ azˇ 512 MB a jsou binary safe, tzn. zˇe platny´ je
jak beˇzˇny´ text, tak pra´zdny´ text, ale take´ bina´rn´ı data nebo obsahy soubor˚u
(do maxima´ln´ı velikosti kl´ıcˇe). Samotny´m kl´ıcˇ˚um lze pak take´ nastavovat
zˇivotnost (pomoc´ı prˇ´ıkazu EXPIRE). Kl´ıcˇe potom vyprsˇ´ı po nastavene´m cˇase.
3.3.2 Datova´ struktura string
Datova´ struktura string je nejza´kladneˇjˇs´ı zp˚usob jak je mozˇne´ ulozˇit data
do databa´ze. Princip je velmi jednoduchy´. Kazˇde´mu kl´ıcˇi se prˇiˇrad´ı textova´
hodnota. V te´to pra´ci je datova´ struktura string pouzˇ´ıva´na k ukla´da´n´ı a
inkrementova´n´ı celkove´ho pocˇtu prˇijaty´ch nebo odeslany´ch zpra´v. Uka´zka
pouzˇit´ı pocˇ´ıtadla:
> SET counter 1
OK
> INCR counter
(integer) 2
> INCRBY counter 50
12
(integer) 52
> INCRBYFLOAT counter 3.0e3
"3052"
Cˇasova´ na´rocˇnost teˇchto operac´ı je O(1)1.
3.3.3 Datova´ struktura hash
Hash je velmi podobny´ stringu s t´ım rozd´ılem, zˇe je mozˇne´ ukla´dat k jednomu
kl´ıcˇi v´ıce hodnot. Cˇasova´ slozˇitost je pak O(1) pro jeden prvek, resp. O(N),
kde N je pocˇet ukla´dany´ch nebo vyb´ırany´ch prvk˚u. V te´to pra´ci je datova´
struktura hash pouzˇita pra´veˇ pro ukla´da´n´ı informac´ı o koncove´m zarˇ´ızen´ı.
Konkre´tneˇ se o koncovy´ch zarˇ´ızen´ıch uchova´va´ IP adresa, porty TCP a UDP
komunikace, cˇas posledn´ıho ohla´sˇen´ı, status aktivity a pocˇet prˇeneseny´ch
zpra´v.
3.3.4 Datova´ struktura list
List je v Redisu implementovany´ jako spojovy´ seznam. Tato implementace
umozˇnˇuje vkla´dat nova´ data na zacˇa´tek nebo na konec spojove´ho seznamu
v konstantn´ım cˇase neza´visle na pocˇtu prvk˚u v seznamu. Cˇasova´ slozˇitost je
tedy opeˇt O(1). U operac´ı, kdy se vkla´da´ prvek dovnitrˇ seznamu, je slozˇitost
O(N), kdy N je pocˇet prvk˚u, prˇes ktere´ je nutne´ iterovat, nezˇ se dosta-
neme k pozˇadovane´mu umı´steˇn´ı. V nejlepsˇ´ım prˇ´ıpadeˇ muzˇe by´t tedy i zde
cˇasova´ slozˇitost O(1). List je v tomto projektu pouzˇity´ pro ukla´da´n´ı historie
prˇ´ıchoz´ıch dat z koncentra´tor˚u na´sledovneˇ:
> LPUSH device_uid:data <data>
> LTRIM device_uid:data 0 999
Vy´hodne´ na tomto prˇ´ıstupu je to, zˇe je slozˇitost obou prˇ´ıkaz˚u O(1). Je to
da´no t´ım, zˇe LPUSH umist’uje data do seznamu zleva, cozˇ nen´ı nijak cˇasoveˇ
na´rocˇne´. Da´le je slozˇitost LTRIM funkce da´na pocˇtem prvk˚u, ktere´ se touto
funkc´ı odstran´ı, cozˇ je jeden stary´ prvek. S minima´ln´ı rezˇi´ı je tak uchova´va´no
posledn´ıch 1000 hodnot.
1Oznacˇen´ı O(f(x)) znacˇ´ı asymptotickou slozˇitost algoritmu. Slozˇitosti algoritmu˚
rozdeˇlujeme do r˚uzny´ch trˇ´ıd (1 < log(n) < n < n · log(n) < nk < kn < k! < nn),
ktere´ urcˇuj´ı, jak je dany´ algoritmus rychly´. Za´pisy je pak mozˇne´ cˇ´ıst tak, zˇe algoritmus je
stejneˇ rychly´ nebo rychlejˇs´ı nezˇ f(x).
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3.3.5 Datova´ struktura set a sorted set
Sety jsou neserˇazene´ kolekce unika´tn´ıch string˚u. Zde je nutne´ zd˚uraznit, zˇe
hodnoty zde skutecˇneˇ nejsou serˇazeny a vra´ceny´ vy´sledek tak mu˚zˇe meˇnit
porˇad´ı. Vy´hodne´ je, zˇe je mozˇne´ do te´to mnozˇiny ukla´dat data se slozˇitost´ı
O(N), kde N je pocˇet prvk˚u. To same´ plat´ı i pro cˇten´ı. Tato struktura se
hod´ı pro ukla´da´n´ı relac´ı, cˇ´ımzˇ je mozˇne´ simulovat relacˇn´ı vztahy mezi objekty.
V tomto projektu je proto set pouzˇ´ıvany´ pro ukla´da´n´ı vsˇech zna´my´ch zarˇ´ızen´ı
k s´ıti a da´le pro ukla´da´n´ı vazeb mezi jednotlivy´mi koncentra´tory.
Sorted set je obdoba setu s t´ım rozd´ılem, zˇe prvky jsou v mnozˇineˇ serˇazeny
podle zvolene´ho sko´re. Tato struktura nen´ı v projektu nikde pouzˇita a je zde
uvedena pouze pro u´plnost.
3.3.6 Datova´ struktura bitmap
Bitmapy umozˇnˇuj´ı ukla´dat bina´rn´ı data do databa´ze. Tento zp˚usob pra´ce
s daty je pouze obdobou pra´ce se stringy. Vzhledem k tomu, zˇe se jedna´
o pra´ci s nejmensˇ´ı jednotkou informace, je tato struktura velmi u´sporna´ co
se ty´cˇe velikosti a velmi se hod´ı pro ukla´da´n´ı velke´ho mnozˇstv´ı pravdivy´ch
resp. nepravdivy´ch informac´ı. Bitmapy jsou limitova´ny na velikost 512 MB
stejneˇ jako kl´ıcˇe. To jiny´mi slovy znamena´, zˇe je v jednom kl´ıcˇi mozˇne´ ucho-
vat informace azˇ o 232 stavech (232 = 4 294 967 296 b = 536 870 912B =
524 288 kB = 512MB).
Tato struktura nen´ı v projektu nikde pouzˇita a je zde uvedena pouze pro
u´plnost.
3.3.7 Datova´ struktura hyperloglog
Posledn´ım a relativneˇ novy´m datovy´m typem je hyperloglog. Jedna´ se o sta-
tistickou datovou strukturu, ktera´ se pouzˇ´ıva´ zejme´na pro rychle´ urcˇen´ı
kvantity unika´tn´ıch dat s chybou me´neˇ nezˇ 1%. Tato struktura prˇedcha´z´ı
pameˇt’ove´ na´rocˇnosti prˇi pocˇ´ıta´n´ı mnozˇstv´ı unika´tn´ıch dat. V beˇzˇne´m prˇ´ıpadeˇ
je totizˇ nutne´ pamatovat si tyto data, aby bylo mozˇne´ prˇi dalˇs´ım vstupu
unika´tn´ı hodnotu zapocˇ´ıtat, nebo ji ignorovat, protozˇe je jizˇ zapocˇ´ıta´na. Re-
dis prˇi sve´ implementaci pouzˇ´ıva´ v nejhorsˇ´ım prˇ´ıpadeˇ 12 kB pameˇti pro
uchova´n´ı te´to struktury.
Tato struktura nen´ı v projektu nikde pouzˇita a je zde uvedena pouze pro
u´plnost.
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3.3.8 Vy´kon Redisu
Redis je d´ıky sve´mu prˇ´ıstupu k pameˇti a omezene´mu pocˇtu zapisova´n´ı na
disk velmi rychla´ databa´ze. Je prˇipravena na sˇka´lova´n´ı do sˇ´ıˇre, takzˇe je
mozˇne´ prˇipojit dalˇs´ı servery jako databa´zove´ uzly [7]. Nı´zˇe je uvedeny´ rea´lny´
vy´sledek benchmarku [8] na Linuxove´m stroji Debian s 2ÖCPU po 2 GHz,
2 GB RAM. Test je proveden pro r˚uzne´ datove´ struktury a jejich prˇ´ıkazy
vzˇdy pro 50 soubeˇzˇny´ch prˇipojen´ı a 100 000 pozˇadavk˚u s de´lkou SET/GET
hodnoty 256 B. V tomto prvn´ım testu jsou vzˇdy prˇ´ıkazy pos´ıla´ny postupneˇ
a postupneˇ take´ vybavova´ny.
1 $ redis-benchmark -q -n 100000 -d 256
2 PING_INLINE: 212314.23 requests per second
3 PING_BULK: 211416.50 requests per second
4 SET: 131752.31 requests per second
5 GET: 199600.80 requests per second
6 INCR: 213219.61 requests per second
7 LPUSH: 213219.61 requests per second
8 LPOP: 204918.03 requests per second
9 SADD: 214592.28 requests per second
10 SPOP: 212765.95 requests per second
11 LPUSH (needed to benchmark LRANGE): 213675.22 requests per
second↪→
12 LRANGE_100 (first 100 elements): 45269.35 requests per second
13 LRANGE_300 (first 300 elements): 15586.04 requests per second
14 LRANGE_500 (first 450 elements): 9325.75 requests per second
15 LRANGE_600 (first 600 elements): 6472.49 requests per second
16 MSET (10 keys): 131578.95 requests per second
Je zrˇejme´, zˇe jizˇ prˇi za´kladn´ı konfiguraci dosahuje Redis vysoky´ch vy´kon˚u.
Nevy´hodou te´to konfigurace, resp. prˇ´ıstupu k pra´ci s Redisem, je skutecˇnost,
zˇe novy´ pozˇadavek je vzˇdy posla´n azˇ po zpracova´n´ı databa´z´ı a vra´cen´ı od-
poveˇdi. Redis totizˇ funguje pomoc´ı TCP, takzˇe klient odes´ıla´ pozˇadavek a
prˇij´ıma´ od serveru odpoveˇd’. Tato smycˇka mu˚zˇe by´t velmi kra´tka´, zejme´na
pak pokud je Redis umı´steˇn na stejne´m serveru jako klient. V kazˇde´m prˇ´ıpadeˇ
vsˇak vznika´ cˇasova´ prodleva mezi t´ım, kdy putuj´ı pakety od klienta k serveru
a zpeˇt. Tento cˇas se nazy´va´ RTT. I cˇas potrˇebny´ pro loka´ln´ı smycˇku na ser-
veru mu˚zˇe by´t v soucˇtu velky´ prˇi velke´m pocˇtu pozˇadavk˚u. Tento proble´m se
da´ cˇa´stecˇneˇ vyrˇesˇit tzv. pipeliningem. Pak je mozˇne´ pos´ılat v´ıce zrˇeteˇzeny´ch
pozˇadavk˚u v jednom dotazu. Na´sleduj´ıc´ı prˇ´ıklad ukazuje stejny´ benchmark
jako drˇ´ıve, ale se zapnuty´m pipeliningem. Vzˇdy se zrˇeteˇz´ı 16 prˇ´ıkaz˚u do jed-
noho pozˇadavku:
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1 $ redis-benchmark -q -n 100000 -d 256 -P 16
2 PING_INLINE: 1612903.25 requests per second
3 PING_BULK: 2127659.75 requests per second
4 SET: 1086956.50 requests per second
5 GET: 1351351.38 requests per second
6 INCR: 1219512.12 requests per second
7 LPUSH: 934579.44 requests per second
8 LPOP: 1030927.81 requests per second
9 SADD: 1265822.75 requests per second
10 SPOP: 1562499.88 requests per second
11 LPUSH (needed to benchmark LRANGE): 990099.00 requests per
second↪→
12 LRANGE_100 (first 100 elements): 35186.49 requests per second
13 LRANGE_300 (first 300 elements): 8521.52 requests per second
14 LRANGE_500 (first 450 elements): 5236.70 requests per second
15 LRANGE_600 (first 600 elements): 3888.48 requests per second
16 MSET (10 keys): 207468.88 requests per second
3.3.9 RESP protokol
Redis databa´ze komunikuje interneˇ prˇes TCP v RESP (Redis Serialization
Protocol) forma´tu. RESP pouzˇ´ıva´ celkem 5 typ˚u dat. Vzˇdy plat´ı, zˇe prvn´ı
byte je byte urcˇuj´ıc´ı o jaky´ forma´t se jedna´:
 + simple string (jednoduchy´ rˇeteˇzec)
 - error (chybovy´ stav)
 : integer (cele´ cˇ´ıslo)
 $ bulk string (binary safe rˇeteˇzec)
 * array (pole)
Na´sleduje samotny´ obsah nebo dodatecˇne´ informace, naprˇ´ıklad o de´lce,
a vsˇe je ukoncˇeno pomoc´ı CRLF (\r\n). Postupneˇ tedy prˇena´sˇene´ informace
mohou vypadat naprˇ´ıklad takto:
 +PONG\r\n
 -Error 123\r\n
 :54986\r\n
 $4\r\nPING\r\n (prvn´ı cˇa´st urcˇuje de´lku rˇeteˇzce, NULL je pak $-1\r\n)
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 *2\r\n$3\r\nGET\r\n$3\r\nkey\r\n (prvn´ı je de´lka pole, na´sleduje
kombinace prˇedchoz´ıch)
Redis server potom prˇij´ıma´ pole rˇeteˇzc˚u, ktere´ obsahuj´ı jednotlive´ in-
strukce. Tento protokol je velmi d˚ulezˇity´, protozˇe i koncentra´tory (koncove´
cˇleny s´ıteˇ, se ktery´mi server komunikuje) pos´ılaj´ı data prˇes TCP i UDP
v RESP forma´tu. Je tak mozˇne´ data pos´ılat prˇ´ımo do databa´ze. Tato vlast-
nost vsˇak nen´ı vyuzˇ´ıva´na, protozˇe je vhodne´, aby byl jako prostrˇedn´ık server
a naprˇ´ıklad zjiˇst’oval aktivitu koncentra´tor˚u. Kazˇdopa´dneˇ tato mozˇnost zde
je, a pokud by bylo zapotrˇeb´ı ukla´dat data tou nejrychlejˇs´ı cestou, prˇ´ımy´
prˇ´ıstup do databa´ze je t´ımto mozˇny´ a funkcˇn´ı.
3.4 Webova´ aplikace
Webovy´ server je mozˇne´ spustit na jizˇ beˇzˇ´ıc´ım Node.js serveru. Pro webovou
aplikaci byl zvolen framework Sails.js [12]. Sails je MVC webovy´ framework,
ktery´ stav´ı pra´veˇ nad Node.js, ale ulehcˇuje pra´ci prˇi stavbeˇ webovy´ch apli-
kac´ı. Vy´hodou tohoto prˇ´ıstupu je to, zˇe je mozˇne´ na jednom serveru za-
pnout jak server zpracuj´ıc´ı pozˇadavky z koncentra´tor˚u, tak server obsluhuj´ıc´ı
pozˇadavky klient˚u z webove´ho prohl´ızˇecˇe. Sails ma´ nav´ıc vestaveˇnou podporu
pro protokol websocket, ktery´ je potrˇebny´ pro rychlou komunikaci serveru
pra´veˇ s prohl´ızˇecˇem.
Volba tohoto frameworku je pouze na osobn´ıch preferenc´ıch. Zˇa´dny´ z exis-
tuj´ıc´ıch framework˚u neobsahuje dalˇs´ı vy´hody, ktere´ by jej staveˇly do jedno-
znacˇne´ vy´hody. Nav´ıc z hlediska s´ıteˇ je potrˇebny´ hlavneˇ Node.js a webova´
aplikace je mozˇna´ postavit take´ pouze nad Node.js. Acˇkoliv tedy tato aplikace
tvorˇ´ı velkou cˇa´st ko´d˚u, nen´ı pro samotne´ fungova´n´ı projektu kl´ıcˇova´.
17
4Struktura programove´ho rˇesˇen´ı
Struktura cele´ho programove´ho rˇesˇen´ı je zna´zorneˇna na obra´zku 4.1. Cely´
projekt funguje na´sledovneˇ. Jednotlive´ mikrokontrole´ry, resp. koncentra´tory,
sn´ımaj´ı potrˇebne´ velicˇiny, nebo cˇekaj´ı na impulz od uzˇivatele s´ıteˇ poprˇ.
serveru. Mohou tedy aktivneˇ odes´ılat sn´ımane´ informace nebo reagovat na
prˇijaty´ signa´l ze serveru. Tyto koncentra´tory komunikuj´ı s real-time serve-
rem pomoc´ı protokol˚u TCP nebo UDP podle toho, jaky´ druh komunikace je
pro dany´ u´cˇel potrˇeba. Server vesˇkere´ prˇijate´ hodnoty ukla´da´ do databa´ze
a za´rovenˇ prˇi kazˇde´ prˇ´ıchoz´ı akci prohla´s´ı zarˇ´ızen´ı za aktivn´ı. Udrzˇuje tak
neusta´le jeho status. Kromeˇ toho, zˇe server do databa´ze hodnoty ukla´da´,
tak si take´ drzˇ´ı jednotlive´ relace mezi koncentra´tory, resp. koncovy´mi cˇleny,
a odes´ıla´ data zpeˇt. Tvorˇ´ı tak jednotliva´ propojen´ı koncentra´tor˚u, ktera´ je
mozˇne´ dynamicky meˇnit. Toto je asi nejveˇtsˇ´ı vy´hoda tohoto rˇesˇen´ı. Za´rovenˇ
maj´ı koncentra´tory mozˇnost zapisovat do databa´ze prˇ´ımo. Je to da´no t´ım,
zˇe i se serverem komunikuj´ı v RESP forma´tu. Tato funkce nen´ı vyuzˇ´ıva´na,
protozˇe by bylo zapotrˇeb´ı zapsat tvar databa´ze do kazˇde´ho koncentra´toru,
cozˇ by bylo velmi omezuj´ıc´ı pro dalˇs´ı rozsˇiˇritelnost projektu. Nicme´neˇ tato
mozˇnost zde je a je mozˇne´ ji vyuzˇ´ıt pro rychlejˇs´ı ukla´da´n´ı do databa´ze.
Na serveru da´le beˇzˇ´ı webovy´ server, ktery´ poskytuje webovou stra´nku, kde
je mozˇne´ celou s´ıt’ ovla´dat. Kazˇdy´ uzˇivatel s´ıteˇ se pak mu˚zˇe prˇipojit pomoc´ı
sve´ho zarˇ´ızen´ı (mobiln´ı telefon, tablet, notebook, pocˇ´ıtacˇ, atd.) a s´ıt’ ovla´dat.
Je zrˇejme´, zˇe je nutne´ umozˇnit pohodlne´ ovla´da´n´ı s´ıteˇ, za´rovenˇ vsˇak mus´ı by´t
zamezena mozˇnost zmeˇny konfigurace neautorizovane´ osobeˇ. Toto omezen´ı je
mozˇne´ udeˇlat na straneˇ webove´ aplikace pomoc´ı rˇ´ızen´ı uzˇivatelsky´ch pra´v.
Fakticky se jedna´ o zmeˇny relac´ı v s´ıti a o zmeˇnu parametr˚u jednotlivy´ch
koncovy´ch cˇlen˚u. Server se pak postara´ o distribuci dat v s´ıti podle zvolene´
konfigurace.
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Obra´zek 4.1: Struktura programove´ho rˇesˇen´ı
4.1 Koncentra´tory
Syste´movy´ firmware pro koncentra´tory je napsa´n v programovac´ım jazyce
C s vyuzˇit´ım oficia´ln´ıch Cube knihoven od STMicroelectronics. Jsou tady
napsa´ny n´ızkou´rovnˇoveˇ, ale se zachova´n´ım prˇijatelne´ho programove´ho pro-
strˇed´ı. Koncentra´tor ma´ neˇkolik za´kladn´ıch funkc´ı. Prˇedneˇ je jeho u´kolem
prˇipojit se na pevneˇ stanovenou IP adresu v s´ıti. Ta je momenta´lneˇ stano-
vena na 192.168.0.20:50000. Koncentra´tor se pak periodicky s frekvenc´ı
1 Hz ohlasˇuje prˇes TCP serveru. Tato frekvence je zvolena libovolneˇ s ohle-
dem na rozumne´ vyt´ızˇen´ı s´ıteˇ teˇmito jinak zbytecˇny´mi informacˇn´ımi pakety.
S´ıt’ se tak zbytecˇneˇ nevyteˇzˇuje a za´rovenˇ docha´z´ı k rychle´mu zaregistrova´n´ı
vy´padku koncentra´toru. 1 Hz je nav´ıc nejhorsˇ´ı prˇ´ıpad, protozˇe jaka´koliv
prˇ´ıchoz´ı informace se za´rovenˇ povazˇuje za ohla´sˇen´ı.
Struktura programu z pohledu adresa´rˇove´ struktury je na´sleduj´ıc´ı. Zob-
razeny jsou pouze d˚ulezˇite´ cˇa´sti programu:
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concentrator
Drivers
BSP...........................knihovny pro konkre´tn´ı hardware
CMSIS................................... n´ızkou´rovnˇove´ definice
STM32F4xx HAL Driver.........................definice periferi´ı
Inc............................................hlavicˇkove´ soubory
MDK-ARM ............................. konfigurace projektu pro Keil
Middlewares........................knihovny trˇet´ıch stran (LwIP)
Src........................................ zdrojove´ ko´dy aplikace
app ethernet.c ........pomocny´ soubor pro pra´ci s Ethernetem
ethernetif.c.............hlavn´ı soubor pro pra´ci s Ethernetem
main.c ..................................hlavn´ı soubor aplikace
stm32f4xx hal msp.c ...................... konfigurace periferi´ı
smt32f4xx it.c..............................obsluha prˇerusˇen´ı
tcp.c.....................soubor staraj´ıc´ı se o TCP komunikaci
udp.c.....................soubor staraj´ıc´ı se o UDP komunikaci
...
Utilities....................................doplnˇkove´ knihovny
Hlavn´ı cˇa´st te´to pra´ce se nacha´z´ı v Src slozˇce, zejme´na se pak jedna´
o soubory main.c, cozˇ je soubor obsahuj´ıc´ı hlavn´ı program. Tento program
vyuzˇ´ıva´ funkce z dalˇs´ıch soubor˚u, jmenoviteˇ pak naprˇ´ıklad tcp.c a udp.c,
ktere´ se jizˇ podle na´zvu staraj´ı o TCP resp. UDP spojen´ı se serverem.
Na´sleduje zjednodusˇeny´ popis hlavn´ıho programu vcˇetneˇ neˇkolika uka´zek
ko´du.
Nejd˚ulezˇiteˇjˇs´ı funkc´ı v kazˇde´m podobne´m programu je funkce main(void).
Jedna´ se totizˇ o funkci, ktera´ je zavola´na po spusˇteˇn´ı programu. Ta prvneˇ vola´
funkci pro inicializaci HAL knihovny HAL Init(void) [9]. Na´sledneˇ je vola´na
funkce pro nastaven´ı syste´movy´ch hodin SystemClock Config(void), kon-
figurace BSP (BSP Config(void)), inicializace LwIP (lwip init(void)),
konfigurace s´ıt’ove´ho rozhran´ı (Netif Config(void)), nastaven´ı cˇasovacˇ˚u po-
moc´ı TIM Config(void) a nastaven´ı ADC prˇevodn´ıku (ADC Config(void)).
Toto nastaven´ı za´rovenˇ vsˇechny potrˇebne´ procesy startuje. Vzˇdy, kdyzˇ do-
jde k neˇjake´ akci, jako je naprˇ´ıklad stisk tlacˇ´ıtka, zavola´ se tzv. callback
(naprˇ´ıklad HAL GPIO EXTI Callback), ktery´ je umı´steˇn v souboru main.c.
Zde se provedou dalˇs´ı potrˇebne´ u´koly na za´kladeˇ te´to spousˇteˇc´ı akce. T´ım
pa´dem nen´ı nutne´ mı´t vesˇkerou logiku v hlavn´ı smycˇce programu. Tento
princip je podrobneˇji rozebra´n n´ızˇe na prˇ´ıkladu diody a tlacˇ´ıtka.
Na´sleduj´ıc´ı uka´zka zna´zornˇuje, jak Cube knihovny zabaluj´ı logiku jed-
notlivy´ch operac´ı. Pro jednoduchost uva´d´ım pra´ci s LED diodou. Samotna´
inicializace se provede velmi jednodusˇe pomoc´ı BSP LED Init(LED1). Z to-
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hoto za´pisu nen´ı zrˇejme´, co se fakticky deˇje. Nicme´neˇ jednou z vy´hod Cube
knihovny je fakt, zˇe pouzˇ´ıva´ velmi podobny´ princip jako je Dependency In-
jection, tedy prˇeda´va´n´ı za´vislost´ı. Samozrˇejmeˇ toto nemu˚zˇe by´t dotazˇeno do
dokonalosti jako u vysˇsˇ´ıch objektoveˇ zameˇrˇeny´ch programu˚, ale podstatne´
je, zˇe se identifika´tor diody prˇeda´va´ v parametru. Tato skutecˇnost zame-
zuje tomu, aby docha´zelo k magicke´ inicializaci neˇcˇeho na pozad´ı. Samotna´
inicializacˇn´ı metoda pak vypada´ na´sledovneˇ:
1 void BSP_LED_Init(Led_TypeDef Led) { //LED1 = 0
2 GPIO_InitTypeDef GPIO_InitStruct;
3
4 LEDx_GPIO_CLK_ENABLE(Led); //LED1_GPIO_CLK_ENABLE
5
6 GPIO_InitStruct.Pin = GPIO_PIN[Led]; //GPIO_PIN_6
7 GPIO_InitStruct.Mode = GPIO_MODE_OUTPUT_PP;
8 GPIO_InitStruct.Pull = GPIO_PULLUP;
9 GPIO_InitStruct.Speed = GPIO_SPEED_FAST;
10
11 HAL_GPIO_Init(GPIO_PORT[Led], &GPIO_InitStruct); //GPIOG
12 }
Z toho plyne, zˇe nen´ı nutne´ vyuzˇ´ıvat tyto Cube funkce a je mozˇne´ pracovat
prˇ´ımo s inicializacˇn´ımi strukturami. V tomto prˇ´ıpadeˇ je to vsˇak zbytecˇne´.
U slozˇiteˇjˇs´ıch veˇc´ı, kde je zapotrˇeb´ı upravit logiku inicializace, je naopak
nevhodne´ tyto funkce pouzˇ´ıvat. Pro u´plnost, obsluha extern´ıho prˇerusˇen´ı
mu˚zˇe vypadat naprˇ´ıklad takto:
1 void EXTI15_10_IRQHandler(void) {
2 HAL_GPIO_EXTI_IRQHandler(GPIO_PIN_15); //Button
3 }
Ve funkci HAL GPIO EXTI IRQHandler(uint16 t GPIO Pin) je pak ukry-
ta na´sleduj´ıc´ı implementace:
1 void HAL_GPIO_EXTI_IRQHandler(uint16_t GPIO_Pin) {
2 if(__HAL_GPIO_EXTI_GET_IT(GPIO_Pin) != RESET) {
3 //EXTI line interrupt detected
4 __HAL_GPIO_EXTI_CLEAR_IT(GPIO_Pin);
5 HAL_GPIO_EXTI_Callback(GPIO_Pin);
6 }
7 }
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Nezby´va´, nezˇ tedy implementovat funkci HAL GPIO EXTI Callback(uint16 t
GPIO Pin):
1 void HAL_GPIO_EXTI_Callback(uint16_t GPIO_Pin) {
2 if(GPIO_Pin == GPIO_PIN_15) {
3 BSP_LED_Toggle(LED3);
4 }
5 }
Nyn´ı se tedy po stisku tlacˇ´ıtka vyvola´ prˇerusˇen´ı, ktere´ zavola´ patrˇicˇny´
callback. V tomto vola´n´ı je mozˇne´ implementovat jakoukoliv logiku, zde
naprˇ´ıklad jednoduche´ prˇepnut´ı stavu LED diody. Jedna´ se o jednoduche´
prˇ´ıklady, ale tento princip se da´le velmi podobneˇ opakuje da´le. Prˇ´ıpadne´
implementacˇn´ı detaily lze pak dohledat naprˇ´ıklad v referencˇn´ım manua´lu
[10].
4.1.1 Komunikace se serverem
Koncentra´tory komunikuj´ı se serverem v RESP forma´tu, ktery´ mu˚zˇe vypadat
takto:
*2\r\n$4\r\nPING\r\n$11\r\nTEMP_000001\r\n
Prvn´ı cˇa´st zpra´vy je samotny´ prˇ´ıkaz (PING) na´sledovany´ unika´tn´ım iden-
tifika´torem zarˇ´ızen´ı. Zpra´va
”
PING“ nema´ nic spolecˇne´ho s datagramem
”
Echo Request“ protokolu ICMP [11], ktery´ se vyvola´va´ ve veˇtsˇineˇ OS pra´veˇ
pomoc´ı prˇ´ıkazu ping. Na´zev prˇ´ıkazu byl t´ımto protokolem pouze inspirova´n.
Server tyto zpra´vy prˇij´ıma´, parsuje a da´le zpracova´va´. Konkre´tneˇ v tomto
prˇ´ıkladu server prˇida´ dalˇs´ı zarˇ´ızen´ı, pokud neexistuje a jizˇ existuj´ıc´ı zarˇ´ızen´ı
prohla´s´ı za aktivn´ı. Aktivita je vyhodnocova´na podle cˇasove´ znacˇky po-
sledn´ıho ohla´sˇen´ı a prodluzˇuje se prˇi kazˇde´ zpra´veˇ, kterou koncentra´tor odesˇle
a server prˇijme. Konkre´tneˇ tento druh zpra´v se pos´ıla´ prˇes TCP s frekvenc´ı
1 Hz. Na´sleduje kra´tka´ vzorova´ uka´zka funkcˇn´ıho ko´du pro odes´ıla´n´ı upo-
zorneˇn´ı o aktiviteˇ (tcp.c):
1 struct tcp_pcb *client_pcb;
2 struct ip_addr IPaddr;
3
4 client_pcb = tcp_new();
5 if (client_pcb != NULL) {
6 IP4_ADDR( &IPaddr, IP_ADDR0, IP_ADDR1, IP_ADDR2, IP_ADDR3 );
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7 tcp_bind(client_pcb, &IPaddr, DEST_PORT);
8 IP4_ADDR( &DestIPaddr, DEST_IP_ADDR0, DEST_IP_ADDR1,
DEST_IP_ADDR2, DEST_IP_ADDR3 );↪→
9 tcp_connect(client_pcb, &DestIPaddr, DEST_PORT,
tcp_ping_callback);↪→
10 } else { //can not create tcp pcb
11 memp_free(MEMP_TCP_PCB, echoclient_pcb);
12 }
Po prˇipojen´ı se zavola´ funkce tcp ping callback, ktera´ jizˇ mu˚zˇe odeslat
data v pozˇadovane´m forma´tu. K tomu je mozˇne´ vyuzˇ´ıt soubor resp.c. Nen´ı
to vsˇak nutne´ vzhledem k tomu, zˇe forma´t zpra´vy z˚usta´va´ sta´le stejny´.
4.1.2 Prˇ´ıjem dat ze serveru
Pro prˇ´ıjem zpra´vy se serveru je mozˇne´ pouzˇ´ıt funkci tcp echoclient recv
pro TCP (tcp.c) nebo funkci udp receive callback pro UDP (udp.c),
ktera´ je vyuzˇ´ıva´na cˇasteˇji. V te´to funkci se berou data ze struktury, ktera´ je
obsahuje. Da´le je mozˇne´ prova´deˇt podobne´ operace jako prˇi prˇijet´ı na straneˇ
serveru, tedy rozparsovat zpra´vu a da´le ji zpracovat. Zjednodusˇeny´ prˇ´ıklad
prˇijmut´ı dat a na´sledne´ho vy´pocˇtu procentua´ln´ı hodnoty:
1 char *pc = (char *)p->payload; //struct pbuf *p
2
3 char *ptr;
4 uint16_t value = strtol(pc, &ptr, 10);
5
6 if(value <= 0) {
7 uhADCxConvertedValuePercent = 0;
8 } else if(value >= 1023) {
9 uhADCxConvertedValuePercent = 100;
10 } else {
11 uhADCxConvertedValuePercent = (value * 100) / 1023;
12 }
Procˇ se prova´d´ı prˇepocˇet na procenta? Cela´ s´ıt’ si prˇepos´ıla´ cˇ´ıselne´ zpra´-
vicˇky v rozsahu 0 azˇ 1023. Je to z toho d˚uvodu, zˇe pro kazˇde´ zarˇ´ızen´ı ma´ toto
cˇ´ıslo jiny´ vy´znam a koncentra´tor se mus´ı postarat o spra´vnou interpretaci.
V tomto prˇ´ıpadeˇ ma´ koncentra´tor za u´kol z prˇijate´ hodnoty nakonfigurovat
PWM vy´stup. Jak bude vysveˇtleno pozdeˇji, nejedna´ se o perfektn´ı prˇ´ıstup,
cela´ s´ıt’ se vsˇak sta´va´ velmi jednotnou z hlediska prˇena´sˇen´ı informace a tyto
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hodnoty je mozˇne´ na serveru ovlivnˇovat. Pro jednoduchy´ prˇ´ıklad stmı´vacˇe to
naprˇ´ıklad znamena´, zˇe je mozˇne´ jedn´ım kliknut´ım zmeˇnit funkci potencio-
metru z linea´rn´ıho na exponencia´ln´ı, logaritmickou nebo neˇjakou vlastn´ı. To
by bez za´sahu serveru do te´to informace nebylo mozˇne´.
Obra´zek 4.2: Zmeˇrˇene´ PWM vy´stupn´ı signa´ly
4.2 Real-time Server
Server je naprogramovany´ v JavaScriptu s vyuzˇit´ım Sails.js frameworku [12].
Tento framework stav´ı nad Express frameworkem, ktery´ stav´ı nad Node.js.
Node.js je platforma postavena´ nad V8 [17], tedy JavaScriptove´m ja´drˇe na-
psane´m v C++. Toto ja´dro je naprˇ´ıklad soucˇa´st´ı prohl´ızˇecˇe Chrome. Kromeˇ
toho, zˇe toto ja´dro dosahuje vysoke´ho vy´konu prˇi zpracova´n´ı JS, otev´ıra´ take´
zaj´ımave´ mozˇnosti, jak prˇistupovat k programu. Konkre´tneˇ nab´ız´ı naprˇ´ıklad
event-driven chova´n´ı nebo neblokuj´ıc´ı I/O model. Toto chova´n´ı vycha´z´ı z Ja-
vaScriptu jako takove´ho. To mu˚zˇe by´t svy´m zp˚usobem za´rovenˇ nevy´hoda.
JavaScript se totizˇ chova´ (v beˇzˇny´ch implementac´ıch) jako jednovla´knovy´
asynchronn´ı program. To sice umozˇnˇuje vytva´rˇet zaj´ımave´ programove´ struk-
tury, za´rovenˇ je vsˇak limituj´ıc´ı jedno vla´kno. Je proto lepsˇ´ı spustit oddeˇleneˇ
webovou aplikaci a cˇa´st zpracova´vaj´ıc´ı prˇ´ıchoz´ı signa´ly. Kazˇda´ tato cˇa´st lze
pak v prˇ´ıpadeˇ potrˇeby spustit v clusteru [16]. Adresa´rˇova´ struktura je zobra-
zena n´ızˇe. Opeˇt jsou zna´zorneˇny jen d˚ulezˇite´ cˇa´sti. Tato struktura odpov´ıda´
beˇzˇne´ strukturˇe Sails.js [12] aplikace s EJS sˇablonovac´ım syste´mem.
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/redis...................................Redis server pro Windows
server .................................. soubory real-time serveru
.tmp..................................docˇasne´ soubory aplikace
api................................modely a kontrole´ry aplikace
controllers.....................................kontrole´ry
hooks ............................................... eventy
models .............................................modely
policies................. skripty upravuj´ıc´ı chova´n´ı aplikace
responses..........................HTTP odpoveˇdi serveru
services............................................ sluzˇby
assets.................................obra´zky, skripty a styly
config....................................konfiguracˇn´ı soubory
node modules ................ nainstalovane´ knihovny prˇes NPM
tasks......................................... u´koly pro Grunt
views......................................... sˇablony aplikace
Device.......................sˇablony pro DeviceController.js
Documentation.....................sˇablony pro dokumentaci
Homepage................. sˇablony pro HomepageController.js
layout.ejs...................... layout pro sˇablony aplikace
...
app.js.........................script automaticky´ start serveru
Gruntfile.js.......................startovac´ı skript pro Grunt
package.json..........................JSON soubor pro NPM
...
start.bat........................................startovac´ı script
Cely´ server lze nastartovat souborem start.bat, jehozˇ obsah je zna´zor-
neˇn n´ızˇe.
1 @echo off
2
3 cd .\redis\bin\release\redis-2.8.17
4 start redis-server.exe
5
6 cd .\..\..\..\..\server
7 sails lift
8
9 exit
Je tedy zrˇejme´, zˇe je nutne´ nastartovat Redis databa´zi a na´sledneˇ samot-
nou aplikaci pomoc´ı prˇ´ıkazu sails lift. Prˇi prvn´ım spusˇteˇn´ı je take´ nutne´
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doinstalovat za´vislosti pomoc´ı NPM. Pokud by bylo nezˇa´douc´ı spousˇteˇt apli-
kaci pomoc´ı Sails.js, je mozˇne´ pouzˇ´ıt klasicky´ Node.js (node app.js). Sa-
motny´ framework tedy neomezuje aplikaci a tu je tak mozˇne´ prˇene´st do jine´ho
prostrˇed´ı, jako je naprˇ´ıklad Heroku [18], nebo vyuzˇ´ıt podp˚urne´ na´stroje, jako
je Forever [19] (forever start app.js), ktery´ zajist´ı, zˇe program pobeˇzˇ´ı
neprˇetrzˇiteˇ, tzn. i po fata´ln´ı chybeˇ.
Cela´ aplikace je rozdeˇlena na neˇkolik cˇa´st´ı. Prvn´ı jsou sˇablony jednot-
livy´ch stra´nek. Tyto sˇablony vyuzˇ´ıvaj´ı sˇablonovac´ı syste´m EJS, ktery´ ma´ asi
nejprˇijatelneˇjˇs´ı za´pis ze vsˇech ostatn´ıch:
1 <h1><%= variable %></h1>
2 <ul>
3 <% for(var i = 0; i < xarray.length; i++) { %>
4 <li><%= xarray[i] %></li>
5 <% } %>
6 </ul>
7 <%= img_tag(’images/picture.png’) %>
Do te´to sˇablony se prˇeda´vaj´ı data z controlleru (zjednodusˇeneˇ):
1 module.exports = {
2
3 index: function (request, response) {
4 RedisService.smembers(’devices’, function (err, result) {
5 res.view({
6 xarray: result,
7 varibale: ’example’
8 });
9 });
10 }
11
12 };
Prˇi psan´ı takovy´ch programu˚ je nutne´ mı´t na pameˇti, zˇe se ko´d mu˚zˇe
(a bude) vykona´vat asynchronneˇ. Proto je nutne´ vsˇechny synchronn´ı ope-
race prova´deˇt pomoc´ı callback˚u nebo naprˇ´ıklad prˇes na´vrhovy´ vzor promise.
Rozd´ıly mezi teˇmito prˇ´ıstupy jsou popsa´ny n´ızˇe. Na´vrhovy´ vzor promise ale
nen´ı tolik rozsˇ´ıˇreny´, takzˇe se vsˇude v tomto programu pouzˇ´ıva´ prvn´ı prˇ´ıstup.
Za´kladn´ı rozd´ıl je v tom, zˇe beˇzˇne´ je v Node.js funkce kv˚uli synchronn´ımu
chova´n´ı zanorˇovat:
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1 step1(function (value1) {
2 step2(value1, function(value2) {
3 step3(value2, function(value3) {
4 step4(value3, function(value4) {
5 console.log(value4);
6 });
7 });
8 });
9 });
Zat´ımco s promise na´vrhovy´m vzorem zanorˇova´n´ı nen´ı nutne´:
1 Q.fcall(promisedStep1)
2 .then(promisedStep2)
3 .then(promisedStep3)
4 .then(promisedStep4)
5 .then(function (value4) {
6 console.log(value4);
7 })
8 .catch(function (error) {
9 console.error(value4);
10 })
11 .done();
Je mozˇne´ pouzˇ´ıt knihovnu Q [20], ze ktere´ jsou tyto prˇ´ıklady prˇebra´ny.
Toto chova´n´ı by meˇlo by´t v pozdeˇjˇs´ıch verz´ıch JavaScriptu k dispozici bez
potrˇeby knihoven trˇet´ıch stran. Vzhledem k tomu, zˇe pouzˇit´ı callback˚u ma´
celou rˇadu nevy´hod, na´vrhovy´ vzor promise se sta´va´ velmi popula´rn´ım a
postupneˇ na neˇj prˇecha´zej´ı vsˇechny velke´ knihovny.
Samotna´ aplikace vyuzˇ´ıva´ na´sleduj´ıc´ı tabulky v Redis databa´zi, kde xxx
je unika´tn´ı identifika´tor zarˇ´ızen´ı:
 devices (set) - obsahuje unika´tn´ı identifika´tory prˇipojeny´ch zarˇ´ızen´ı
 device:xxx (hash) - informace o konkre´tn´ım zarˇ´ızen´ı:
– ip - IP adresa zarˇ´ızen´ı
– port - TCP port
– active - logicka´ hodnota urcˇuj´ıc´ı, jestli je zarˇ´ızen´ı aktivn´ı
– last ping - cˇas posledn´ıho ohla´sˇen´ı
– msg count - pocˇet vymeˇneˇny´ch zpra´v se serverem
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– udp port - UDP port
– function - zvolena´ funkce pro prˇepocˇet hodnot
 xxx:data (list) - historie prˇijaty´ch dat ze zarˇ´ızen´ı (posledn´ıch 1000
hodnot)
 xxx:table (hash) - vypocˇtena´ prˇevodn´ı tabulka
 connection:xxx (set) - tabulka uchova´vaj´ıc´ı relace
Da´le je pak k dispozici hodnota msg count, ktera´ udrzˇuje pocˇet vymeˇneˇ-
ny´ch zpra´v s jaky´mkoliv zarˇ´ızen´ım prˇipojeny´m do s´ıteˇ.
4.2.1 Komunikace s koncentra´tory
Server komunikuje s koncentra´tory hlavneˇ pomoc´ı UDP. Cela´ logika je u-
mı´steˇna v souboru api/hooks/UDP/index.js, kde je take´ vyrˇesˇene´ odesla´n´ı
UDP datagramu˚. Tento script je ve formeˇ tzv. hooku. Volneˇ by se tento
termı´n dal prˇelozˇit jako
”
ha´k“, cozˇ jej prˇesneˇ vystihuje. Tento ko´d se totizˇ
naveˇs´ı na okamzˇik spousˇteˇn´ı cele´ aplikace jesˇteˇ prˇed nastartova´n´ım webove´ho
serveru. Je zde pouzˇit callback prˇ´ıstup, nikoliv na´vrhovy´ vzor promise. Z d˚u-
vodu slozˇitosti zde neuva´d´ım zˇa´dne´ uka´zky ko´du, za zmı´nku vsˇak stoj´ı jedna
zaj´ımava´ vlastnost, ktera´ je spolecˇna´ pro server i koncentra´tory. Ve sku-
tecˇnosti totizˇ neodes´ılaj´ı data porˇa´d, ale pouze, pokud je to potrˇeba, tzn.
pokud se nova´ informace liˇs´ı od prˇedchoz´ı. T´ımto se za´sadneˇ sn´ızˇ´ı pocˇet
prˇena´sˇeny´ch datagramu˚ a je mozˇne´ zvy´sˇit rychlost cyklu. Je potrˇeba myslet
na to, zˇe nikdy nenastane dlouha´ doba, kdy by se koncentra´tor u´plneˇ odmlcˇel.
Koncentra´tor se totizˇ pravidelneˇ ohlasˇuje serveru, cˇ´ımzˇ rˇ´ıka´, zˇe je sta´le ak-
tivn´ı a spra´vneˇ funguje. Pra´veˇ na tomto mı´steˇ pak docha´z´ı k vyuzˇ´ıva´n´ı
prˇevodn´ıch tabulek, ktere´ jsou podrobneˇ popsa´ny v dalˇs´ı kapitole. Podobna´
logika je k nalezen´ı i v souboru api/hooks/TCP/index.js pro TCP. V sou-
boru api/hooks/routine.js docha´z´ı k vyhodnocova´n´ı aktivity prˇipojeny´ch
zarˇ´ızen´ı na za´kladeˇ posledn´ıho ohla´sˇen´ı.
4.2.2 Webovy´ server
Kromeˇ real-time serveru existuje take´ webovy´ server, ktery´ zab´ıra´ ve slozˇce
server nejv´ıce mı´sta. Jednou z hlavn´ıch slozˇek tohoto serveru, kromeˇ jizˇ
zmı´neˇny´ch sˇablon a kontrole´r˚u, je cˇa´st obsluhuj´ıc´ı websocket. Ta je k nale-
zen´ı v souboru api/hooks/websocket.js. V tomto projektu je pouzˇita cˇa´st
frameworku Sails.js [12], ktera´ websockety obsluhuje, fakticky vsˇak pouze za-
baluje knihovnu Socket.IO [21]. Na´sleduje zjednodusˇena´ uka´zka pouzˇit´ı te´to
28
knihovny a to vcˇetneˇ zabalen´ı ko´du tak, aby se choval jako hook a spustil se
prˇi startu aplikace:
1 module.exports = function WebsocketHook(sails) {
2 return {
3 start: function () {
4 sails.io.on(’connection’, function (socket) {
5 RedisService.smembers(’devices’, function (err, result) {
6 socket.emit(’devices’, result);
7 });
8 });
9 sails.log(’Starting WEBSOCKET server...’);
10 },
11 initialize: function (cb) {
12 var hook = this;
13 hook.start();
14 return cb();
15 }
16 }
17 };
Sails.js prˇi startova´n´ı serveru zavola´ metodu initialize. Ta na´sledneˇ
spust´ı pozˇadovany´ ko´d, v tomto prˇ´ıpadeˇ odes´ıla´ prˇi prˇipojen´ı klienta infor-
mace o vsˇech zarˇ´ızen´ıch, ktere´ jsou k dispozici. Pra´veˇ v te´to cˇa´sti serveru
docha´z´ı k dalˇs´ı zaj´ımave´ vlastnosti cele´ho syste´mu. Momenta´lneˇ se totizˇ
vsˇechny informace v s´ıti pos´ılaj´ı jako des´ıtkova´ cela´ cˇ´ısla v rozsahu 0-1023.
Tzn., zˇe naprˇ´ıklad vy´stupem z ADC je jedna z hodnot v tomto rozsahu.
Vy´hodne´ je to, zˇe je mozˇne´ jednodusˇe tuto informaci na serveru upravovat.
Jednou z u´prav jsou naprˇ´ıklad nelinearity. Dalˇs´ı je vsˇak jednoduchy´ klouzavy´
pr˚umeˇr (SMA). Protozˇe prˇ´ıchoz´ı data se nepatrneˇ meˇn´ı v jednotkove´m roz-
sahu naprˇ´ıklad vlivem necˇistot potenciometru, je nutne´ tuto informaci vyhla-
dit. Toto vyhlazen´ı je pouze z esteticky´ch d˚uvod˚u, protozˇe vzhledem k tomu,
jak je cely´ syste´m rychly´, toto prˇeskakova´n´ı se dostane i do uzˇivatelske´ho
rozhran´ı a to nep˚usob´ı dobrˇe. Konkre´tneˇ se vypocˇ´ıta´va´ SMA z posledn´ıch
peˇti hodnot:
SMA =
Xt + Xt−1 + Xt−2 + Xt−3 + Xt−4
5
(4.1)
Klouzavy´ pr˚umeˇr se tedy pouzˇ´ıva´ pouze prˇi vy´stupu do webove´ aplikace.
Jinak funguje cela´ s´ıt’ s takovou informac´ı, jaka´ opustila koncentra´tor. Je
nutne´ myslet na to, zˇe klouzavy´ pr˚umeˇr sice vyhlazuje vy´kyvy v pr˚ubeˇhu,
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za´rovenˇ vsˇak cely´ pr˚ubeˇh zpomaluje. Toto zpomalen´ı je pak veˇtsˇ´ı se zveˇtsˇu-
j´ıc´ım se pocˇtem vzork˚u, ktere´ se do SMA zahrnuj´ı.
Velkou vy´hodou je fakt, zˇe je cely´ syste´m mozˇne´ ovla´dat z webove´ apli-
kace. Tu je mozˇne´ otevrˇ´ıt te´meˇrˇ na jake´mkoliv zarˇ´ızen´ı, ktere´ je prˇipojene´
k internetu. Celou aplikaci je vsˇak jesˇteˇ mozˇne´ zabalit do nativn´ı mobiln´ı apli-
kace naprˇ´ıklad pomoc´ı Apache Cordova [22], takzˇe ji lze na jake´koliv mobiln´ı
zarˇ´ızen´ı nainstalovat. Nejedna´ se sice o nejlepsˇ´ı zp˚usob jak takovou aplikaci
postavit, je to vsˇak mnohem rychlejˇs´ı a levneˇjˇs´ı cesta. Neˇktere´ frameworky,
jako naprˇ´ıklad Meteor umozˇnˇuj´ı tyto aplikaci vystavit jizˇ v za´kladu pomoc´ı
dvou prˇ´ıkaz˚u [23]. Tento framework vsˇak nebyl zvolen, protozˇe nema´ dobrou
integraci Redis [6] databa´ze a hod´ı se na jine´ aplikace, kde je mozˇne´ vyuzˇ´ıt
principu
”
latency compensation“, tedy kompenzace cˇasu spotrˇebovane´ho pro
komunikaci mezi serverem a prohl´ızˇecˇem. Toho je doc´ıleno tak, zˇe se pro-
gramove´ metody umı´st´ı jak na server, tak na klientskou stranu. Na´sledneˇ
prˇi pozˇadavku se metody zavolaj´ı na serveru, ale framework na straneˇ kli-
enta necˇeka´ a provede simulaci dane´ operace i v prohl´ızˇecˇi. Tak je mozˇne´
neˇktere´ operace zpracovat jesˇteˇ prˇed odpoveˇd´ı serveru. Pokud se vy´sledek
operace ze serveru shoduje s vy´sledkem na straneˇ klienta, vsˇe je v porˇa´dku.
V opacˇne´m prˇ´ıpadeˇ se provedene´ zmeˇny vra´t´ı zpeˇt a prohl´ızˇecˇ skutecˇneˇ zr-
cadl´ı stav serveru. V prˇ´ıpadeˇ u´speˇsˇne´ operace se tedy aplikace chova´ velmi
rychle, jinak mu˚zˇe docha´zet ke zvla´sˇtn´ımu chova´n´ı uzˇivatelske´ho prostrˇed´ı.
Takto samozrˇejmeˇ nen´ı mozˇne´ prova´deˇt operace cˇekaj´ıc´ı na vy´sledek z da-
taba´ze.
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5Prakticka´ aplikace
Vzhled a ovla´da´n´ı cele´ aplikace je velmi jednoduche´ a intuitivn´ı. Na u´vodn´ı
stra´nce je prˇehled vsˇech zarˇ´ızen´ı zapojeny´ch do s´ıteˇ vcˇetneˇ jejich stavu. Ve-
dle na´zvu zarˇ´ızen´ı je videˇt, jestli je online, cˇi nikoliv. Pod na´zvem je videˇt
aktua´ln´ı prˇijata´ informace v cˇ´ıselne´ podobeˇ. Na´sleduje seznam prˇipojeny´ch
a prˇipojitelny´ch zarˇ´ızen´ı.
Obra´zek 5.1: U´vodn´ı stra´nka aplikace - prˇehled prˇipojeny´ch zarˇ´ızen´ı
Jedn´ım kliknut´ım je mozˇne´ propojit jake´koliv koncentra´tory. V tu chv´ıli
zacˇne server prˇepos´ılat prˇ´ıchoz´ı data na vsˇechna prˇipojena´ zarˇ´ızen´ı. Dany´m
zarˇ´ızen´ım pos´ıla´ pouze ty informace, ktere´ jim pos´ılat ma´. To je da´no pra´veˇ
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t´ım, jak jsou zarˇ´ızen´ı vza´jemneˇ propojena. Pocˇet prˇipojitelny´ch zarˇ´ızen´ı nen´ı
nijak omezen. Toto je velka´ vy´hoda cele´ho projektu. Nen´ı totizˇ va´za´n na
fyzicka´ spojen´ı a prˇ´ıchoz´ı data je tak mozˇne´ poslat vsˇem v s´ıti bez dalˇs´ıch
technicky´ch komplikac´ı. Acˇkoliv Redis [6] nen´ı relacˇn´ı databa´ze, tak se v n´ı
mimo jine´ uchova´vaj´ı hlavneˇ relace. Relacˇn´ı databa´ze nebyla zvolena hlavneˇ
proto, zˇe nedosahuj´ı takovy´ch vy´kon˚u, jako pra´veˇ Redis.
Detail konkre´tn´ıho zarˇ´ızen´ı poskytuje podobny´ pohled, nav´ıc vsˇak uka-
zuje dodatecˇne´ informace jako jsou naprˇ´ıklad IP adresy nebo cˇas posledn´ıho
ohla´sˇen´ı. Kromeˇ samotne´ vizualizace historie prˇ´ıchoz´ıch dat je mozˇne´ na-
stavit charakter dat odchoz´ıch. To znamena´, zˇe kdyzˇ bude prˇipojeno dalˇs´ı
zarˇ´ızen´ı, nebudou se data rovnou prˇepos´ılat, ale najde se prˇ´ıslusˇna´ hodnota
podle zvolene´ funkce a tato hodnota se posˇle. Ve vy´choz´ım stavu se vsˇe chova´
linea´rneˇ, tzn. jaka´ informace prˇijde, takova´ se prˇepos´ıla´. Je vsˇak mozˇne´ zvolit
exponencia´ln´ı (rovnice 5.1), logaritmicky´ (5.2) nebo vlnity´ charakter (5.3).
y exp = 1.80753 · 1.00625x (5.1)
y log = −1053.96 + 289.931 · ln(x) (5.2)
y vlna = −3.23206 · 10−8 · x4 + 0.000068 · x3 − 0.044362 · x2+
+ 9.59513 · x− 47.9076 (5.3)
y bool =
{
0 pro x ≤ 512
1023 pro x > 512
(5.4)
Tyto funkce jsou vy´sledkem aproximace rucˇneˇ zvoleny´ch funkc´ı. Byl kla-
den d˚uraz na to, aby funkce v cele´m sve´m rozsahu meˇly neˇjakou rozumnou
hodnotu. Za´rovenˇ jsou v projektu zarˇazeny i zda´nliveˇ nesmyslne´ funkce (naprˇ.
rovnice 5.3), ty jsou zde pro uka´za´n´ı mozˇnost´ı syste´mu. Posledn´ı variantou
je boolean za´vislost, kdy do hodnoty 512 vcˇetneˇ je vy´stupem 0, jinak ma-
xima´ln´ı hodnota. Lze ji tedy definovat jako upravenou Heavisideovu funkci
viz rovnice 5.4.
Tyto funkce jsou naprogramova´ny ve slozˇce api/services v souboru
FunctionsService.js. Uka´zkova´ implementace logaritmicke´ funkce vypada´
takto:
1 logarithmic: function (device, after_callback) {
2 RedisService.del(device + ’:table’);
3 for (var iterator = 0; iterator <= 1023; iterator++) {
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4 var entry = -1053.96 + (289.931 * (Math.log(iterator) /
Math.log(Math.exp(1))));↪→
5 entry = entry <= 0 ? 0 : entry;
6 entry = entry >= 1023 ? 1023 : entry;
7 RedisService.hmset(device + ’:table’, iterator,
Math.round(entry));↪→
8 }
9 after_callback();
10 },
Funkce tedy nejdrˇ´ıve mazˇe prˇedchoz´ı prˇevodn´ı tabulku a na´sledneˇ ukla´da´
nove´ vypocˇtene´ hodnoty. Pomoc´ı terna´rn´ıho opera´toru [25] jsou pak imple-
mentova´ny omezovacˇe hodnot.
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Obra´zek 5.2: Prˇevodn´ı funkce vstupn´ıch hodnot
C´ılem te´to uka´zky je jesˇteˇ jednou zna´zornit, zˇe cely´ syste´m pracuje na
za´kladeˇ prˇepos´ıla´n´ı jasneˇ dany´ch informac´ı, ktere´ jsou realizova´ny pomoc´ı
jednoduchy´ch cˇ´ısel. Je tak mozˇne´ prova´deˇt jake´koliv matematicke´ operace
bez nutnosti znalosti vy´znamu te´to informace. Tento prˇ´ıstup vsˇak nen´ı ide-
a´ln´ı. V prvn´ı rˇadeˇ se azˇ postupem cˇasu uka´zalo, zˇe rozsah 1024 hodnot je
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pro urcˇite´ prˇ´ıpady maly´. To se projevuje u rychly´ch vy´stup˚u (naprˇ´ıklad u di-
ody). Jde totizˇ o to, zˇe v urcˇite´ hodnoteˇ ma´ vy´stup, na ktery´ je prˇipojena´
dioda, jedno efektivn´ı napeˇt´ı a o jeden krok da´le je toto napeˇt´ı o mnoho veˇtsˇ´ı,
protozˇe takovy´ je vypocˇteny´ vy´stup z prˇevodn´ı funkce (hodnota 300⇒ 1, 3V
ale 301⇒ 1, 5V ). I prˇi nejpomalejˇs´ıch zmeˇna´ch hodnot jsou tyto kroky roz-
poznatelne´, rychlost zde nehraje hlavn´ı roli. Jedna´ se o nepatrne´ zmeˇny,
jsou vsˇak postrˇehnutelne´. A to t´ım v´ıce, cˇ´ım je na´r˚ust hodnot strmeˇjˇs´ı,
tedy jak moc velka´ chyba vznika´ v prˇevodn´ı tabulce. Jedno z mozˇny´ch
rˇesˇen´ı je zjemneˇn´ı cele´ho rozsahu nebo neumozˇneˇn´ı velky´ch skokovy´ch zmeˇn,
naprˇ´ıklad pomoc´ı neˇktere´ho z druh˚u klouzave´ho pr˚umeˇru. Je vsˇak zapotrˇeb´ı
myslet na to, zˇe i tyto u´pravy maj´ı sve´ nevy´hody. V prvn´ım prˇ´ıpadeˇ mnozˇstv´ı
hodnot a sta´le veˇtsˇ´ı kmita´n´ı kolem jedne´ hodnoty, v druhe´m prˇ´ıpadeˇ zpoma-
len´ı syste´mu.
Obra´zek 5.3: Detailn´ı pohled na prˇipojene´ zarˇ´ızen´ı
Jedn´ım z mozˇny´ch vylepsˇen´ı je tak dvojite´ chova´n´ı serveru. Ten by totizˇ
mohl prˇij´ımat jak prˇevedene´ hodnoty, tak obecne´ hodnoty z cˇidla. Server by
jim sice nemohl rozumeˇt (pokud by nemeˇl sa´m implementovanou prˇevodn´ı ta-
bulku), ale mohl by informaci prˇepos´ılat da´le do s´ıteˇ. Tato funkce v soucˇasne´
dobeˇ nen´ı implementovana´ a to hlavneˇ z toho d˚uvodu, zˇe je na´rocˇne´ tyto
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informace neˇjaky´m zp˚usobem vyuzˇ´ıvat a skladovat v databa´zi, protozˇe se
jedna´ o velmi konkre´tn´ı proble´my va´zane´ na konkre´tn´ıho vy´robce zarˇ´ızen´ı
nebo cˇidla. Oproti tomu cˇ´ıselna´ interpretace hodnot dobrˇe ukazuje, co je
v te´to s´ıti mozˇne´ vytvorˇit.
Vzhledem ke svy´m vlastnostem je mozˇne´ tuto s´ıt’ pouzˇ´ıt jako domovn´ı s´ıt’
pro ovla´da´n´ı beˇzˇny´ch prvk˚u, cozˇ byl prvotn´ı u´cˇel. Z hlediska technologie vsˇak
tato s´ıt’ nen´ı limitova´na pouze na ovla´da´n´ı elektroinstalace, ale je mozˇne´ ji
vyuzˇ´ıt pro jakoukoliv senzorickou s´ıt’ pro sbeˇr dat a za´rovenˇ ovla´da´n´ı kon-
covy´ch cˇlen˚u. Jej´ı rozumne´ vyuzˇit´ı by bylo vsˇak tam, kde se bude struktura
s´ıteˇ cˇasto meˇnit nebo zarˇ´ızen´ı prˇesouvat.
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6Rozsˇ´ıˇren´ı sta´vaj´ıc´ıho rˇesˇen´ı
Sta´vaj´ıc´ı rˇesˇen´ı je plneˇ funkcˇn´ı a splnˇuje vesˇkere´ pozˇadavky v zada´n´ı. Jedna´
se vsˇak pouze o za´klad, na ktere´m lze staveˇt syste´m, ktery´ by bylo mozˇne´
pouzˇ´ıt v rea´lny´ch budova´ch. Prvneˇ je totizˇ zapotrˇeb´ı tuto s´ıt’ zabezpecˇit. To
se ty´ka´ zejme´na okamzˇiku, kdy by s´ıt’ zacˇala komunikovat prˇes Wi-Fi (nebo
jinou bezdra´tovou technologii), ale plat´ı to stejneˇ i pro metalicke´ veden´ı.
Nesmı´ by´t mozˇne´, aby mohl kdokoliv ovlivnˇovat chova´n´ı s´ıteˇ, pokud k tomu
nen´ı opra´vneˇn.
Jak bylo jizˇ rˇecˇeno, samotna´ mysˇlenka nen´ı nijak limitova´na na prˇenos
informace pomoc´ı vodicˇ˚u a je mozˇne´ pouzˇ´ıt bezdra´tovou komunikaci. Jednou
ze zaj´ımavy´ch zp˚usob˚u bezdra´tove´ komunikace, acˇkoliv take´ mozˇna´ poneˇkud
futuristicky´m, je Li-Fi [24]. Tuto komunikaci poprve´ prˇedstavil prof. Harald
Haas v roce 2011 v Edinburghu prˇi vystoupen´ı na konferenci TEDGlobal
[26]. Jedna´ se o prˇenos informace pomoc´ı viditelne´ho sveˇtla. Tento prˇ´ıstup
ma´ celou rˇadu vy´hod. Kromeˇ kapacity a efektivnosti stoj´ı za zmı´nku hlavneˇ
fakt, zˇe kazˇdy´ v budova´ch sv´ıt´ı a je tedy pro tento prˇenos informac´ı vlastneˇ
prˇipraven. V neposledn´ı rˇadeˇ se jedna´ o bezpecˇny´ prˇenos, a to jak z hlediska
lidske´ho zdrav´ı, tak i z hlediska r˚uzny´ch nezˇa´douc´ıch odposlech˚u, protozˇe se
informace sˇ´ıˇr´ı pouze tam, kam dane´ sveˇtlo sv´ıt´ı (nikoliv naprˇ. skrz zed’). S´ıla
a dosah signa´lu jsou tedy doslova videˇt.
Dalˇs´ım d˚ulezˇity´m prvkem je implementace IPv6. Tyto adresy je mozˇne´
vyuzˇ´ıvat jizˇ od verze 1.4.x LwIP oddeˇleneˇ od IPv4. V pozdeˇjˇs´ıch verz´ıch by
meˇlo by´t mozˇne´ pouzˇit´ı IPv4 a IPV6 soucˇasneˇ. V soucˇasne´ chv´ıli je totizˇ
nepsany´m prˇedpokladem, zˇe budou koncentra´tory prˇipojeny v priva´tn´ı s´ıti
a vyuzˇ´ıvaj´ı IPv4. Pokud by vsˇak meˇla s´ıt’ fungovat i na verˇejne´ s´ıti, vzroste
pocˇet potrˇebny´ch IPv4 adres a jizˇ v tuto chv´ıli je jich nedostatek. Oproti
tomu je IPv6 adres 2128 [13]1, cozˇ je v´ıce nezˇ dostatek. V tomto projektu
1Ve skutecˇnosti je jich o neˇco me´neˇ viz cˇla´nek od Chris Welsh
”
Just how many IPv6
addresses are there? Really?“ (http://bit.ly/1Js6EpZ)
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je pouzˇit LwIP stack, ktery´ IPv6 podporuje. Tato vlastnost nen´ı implemen-
tova´na, protozˇe nen´ı potrˇeba. Pokud by se vsˇak projekt rozrostl do veˇtsˇ´ıch
rozmeˇr˚u, bylo by jej vhodne´ smeˇrˇovat do stavu tzv.
”
fog computingu“. To
znamena´, zˇe se z p˚uvodneˇ prˇeva´zˇneˇ centralizovane´ho syste´mu zacˇne sta´vat
silneˇ distribuovany´ a p˚uvodneˇ centralizovana´ cˇa´st s´ıteˇ bude slouzˇit pouze pro
analy´zy a statistiky. Vesˇkere´ zpracova´n´ı dat se bude odehra´vat na kraj´ıch
s´ıteˇ. T´ım se vyrˇesˇ´ı naprˇ´ıklad proble´m s latenc´ı. Zde by jizˇ bylo kra´tkozrake´
uvazˇovat prˇeklad IP adres v ra´mci intranetove´ s´ıteˇ, protozˇe jednotlivy´mi kon-
covy´mi cˇleny s´ıteˇ mohou by´t jaka´koliv prˇipojitelna´ zarˇ´ızen´ı, tedy naprˇ´ıklad
automobily, mobiln´ı senzory atd. Vzhledem k tomu, zˇe je v soucˇasne´ chv´ıli
cela´ s´ıt’ za´visla´ na centra´ln´ım serveru, nelze tento pozˇadavek jednodusˇe im-
plementovat. Bylo by vsˇak vhodne´, aby se server zacˇal postupneˇ prˇesouvat
na samotne´ koncentra´tory, azˇ by jej v˚ubec nebylo potrˇeba. To by znamenalo
server u´plneˇ horizonta´lneˇ rozsˇka´lovat, cozˇ v soucˇasnou chv´ıli nen´ı mozˇne´. Jed-
nak proto, zˇe by se to z hlediska Node.js nedeˇlalo dobrˇe, jednak take´ proto,
zˇe koncentra´tory maj´ı pomeˇrneˇ maly´ vy´kon. Maly´ vy´kon v tom smyslu, zˇe
pro rozumne´ spusˇteˇn´ı Node.js nebo konkurencˇn´ıho io.js je nutne´ Linuxove´
prostrˇed´ı. Nicme´neˇ rea´lneˇ funguj´ıc´ı projekt vyuzˇ´ıvaj´ıc´ı OpenWrt Linux [14]
s io.js je naprˇ´ıklad Tessel 2 (Cortex-M3 CPU - 180 MHz) [15]. Tento krok
by prˇibl´ızˇil cely´ projekt k naprosto autonomn´ı s´ıti, kde by se velmi jednodusˇe
rˇesˇil naprˇ´ıklad vy´padek jednoho z koncentra´tor˚u. Prˇestala by totizˇ fungovat
pouze mala´ cˇa´st s´ıteˇ. Nav´ıc by bylo mozˇne´ cˇa´stecˇneˇ se zbavit metalicky´ch
vodicˇ˚u a vytva´rˇet tzv. mesh s´ıteˇ, cozˇ by ostatneˇ bylo zˇa´douc´ı. Kazˇdy´ kon-
centra´tor by se mohl bez veˇtsˇ´ı na´mahy prˇipojit na vsˇechny koncentra´tory,
ktere´ jsou pobl´ızˇ.
Da´le je zaj´ımavou mysˇlenkou implementovat real-time prˇenos i na komu-
nikaci mezi koncentra´tory a serverem (naprˇ. pomoc´ı Ethernet Powerlink).
Tato vlastnost nebyla implementova´na ze dvou d˚uvod˚u. Jednak to nebylo
vzhledem k zada´n´ı zˇa´douc´ı a da´le prˇi konzultaci se zada´vaj´ıc´ı firmou byl sta-
noven za´veˇr, zˇe by tato na´rocˇna´ implementace nemeˇla tak velky´ dopad, aby
sta´lo za to real-time komunikaci v tomto slova smyslu rˇesˇit. V za´veˇru pra´ce
se vsˇak ukazuje, zˇe by jaka´koliv real-time komunikace byla prˇ´ınosem. Cely´
syste´m totizˇ sice funguje, ale neexistuj´ı zˇa´dne´ jasneˇ dane´ cˇasove´ vztahy, takzˇe
se mu˚zˇe sta´t, zˇe se informace neˇkde zdrzˇ´ı. To nen´ı uzˇivatelsky prˇ´ıveˇtive´. Je
vsˇak nutne´ zd˚uraznit, zˇe tento efekt byl zp˚usoben hlavneˇ t´ım, zˇe byla cela´
pra´ce vyv´ıjena na beˇzˇne´m notebooku s OS Windows a to pro tuto aplikaci
nen´ı nejvhodneˇjˇs´ı. Vhodne´ prostrˇed´ı je jednoznacˇneˇ Linuxove´. Docha´zelo pak
k tomu, zˇe server (notebook) nezvla´dal vybavovat vsˇechny pozˇadavky ply-
nule. V soucˇasne´ chv´ıli take´ nen´ı kv˚uli jednoduchosti implementova´no ani
prˇij´ıma´n´ı adres z DHCP serveru. Na funkcionaliteˇ se nic nemeˇn´ı, je vsˇak
mozˇne´ pohodlneˇ vyv´ıjet i bez nutnosti dalˇs´ıho prvku v s´ıti.
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Velmi aktua´ln´ı novinkou je potom prˇedstaven´ı nove´ho operacˇn´ıho syste´mu
Brillo od spolecˇnosti Google na konferenci Google I/O 2015 , ktera´ probeˇhla
28. azˇ 29. kveˇtna v San Franciscu. U´kolem tohoto syste´mu by meˇlo by´t
sjednocen´ı komunikace pro IoT zarˇ´ızen´ı pomoc´ı nove´ho protokolu Weave.
Brillo by meˇlo by´t odvozeno od OS Android s t´ım, zˇe bude prˇizp˚usobeny´
pro ma´lo vy´konny´ hardware. Svoj´ı koncepc´ı je velmi podobny´ architekturˇe
Cube knihoven. Je vsˇak zrˇejme´, zˇe nep˚ujde ani tak o ja´dro a HAL vrstvu, ale
sp´ıˇse o samotnou komunikaci pomoc´ı Weave (forma´t JSON). Zejme´na pak
z toho d˚uvodu, zˇe tomuto protokolu bude zrˇejmeˇ OS Android jako takovy´
uzˇ v za´kladu rozumeˇt. Tento projekt by meˇl by´t uverˇejneˇn na konci roku
2015. Sta´lo by proto za zva´zˇen´ı implementace protokolu Weave. Z hlediska
JavaScriptu se jedna´ o prˇirozeny´ forma´t, u koncentra´tor˚u tomu tak nen´ı.
Zat´ım vsˇak nejsou dostupne´ zˇa´dne´ podrobneˇjˇs´ı informace.
V neposledn´ı rˇadeˇ bude take´ nutne´ vybavit s´ıt’ velky´m pocˇtem r˚uznoro-
dy´ch prvk˚u jako jsou r˚uzne´ vyp´ınacˇe, sn´ımacˇe a akcˇn´ı cˇleny, protozˇe dobrou
s´ıt’ deˇla´ mimo jine´ho take´ pocˇet mozˇnost´ı, ktere´ lze se s´ıt´ı deˇlat.
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7Za´veˇr
Tato pra´ce byla pro meˇ velky´m prˇ´ınosem zejme´na d´ıky tomu, zˇe jsem si
mohl prakticky vyzkousˇet JavaScriptovy´ real-time server Node.js v kombi-
naci s key-value databa´z´ı Redis. Vzhledem ke svy´m specia´ln´ım vlastnostem
nen´ı moc aplikac´ı, kde lze tyto technologie pouzˇ´ıt. Cely´ efekt je umocneˇn
t´ım, zˇe jsem mohl pracovat s mikrokontrole´ry od STMicroelectronics. Spo-
jen´ı webove´ aplikace a elektroniky je v dnesˇn´ı dobeˇ sta´le velmi nezvykle´, ale
pomalu nab´ıra´ na populariteˇ.
V pra´ci se podarˇilo u´speˇsˇneˇ vyrˇesˇit vesˇkere´ body zada´n´ı. Vedle teore-
ticke´ho rozboru a vy´beˇru vhodny´ch technologi´ı byla cela´ mysˇlenka naprogra-
mova´na a neˇkolik stovek hodin postupneˇ testova´na. Celkem bylo mezi kon-
centra´tory a serverem vymeˇneˇno v´ıce nezˇ 32 220 000 paket˚u nesouc´ıch data,
cozˇ odpov´ıda´ zhruba 1, 61GB prˇeneseny´ch testovac´ıch dat prˇi pr˚umeˇrne´ ve-
likosti paketu 50B. Prˇi tomto testova´n´ı se potvrdila p˚uvodn´ı mysˇlenka, tedy
zˇe ovla´dat s´ıt’ pomoc´ı prˇena´sˇene´ informace ma´ mnohem v´ıce mozˇnost´ı nezˇ
ovla´da´n´ı toku energie v rozvodu a je mozˇne´ neˇco takove´ho prakticky zreali-
zovat.
Hlavn´ım nedostatkem a prˇeka´zˇkou na cesteˇ k sˇirsˇ´ımu prakticke´mu vyuzˇit´ı
je nutnost vytvorˇen´ı zcela novy´ch ovla´dac´ıch prvk˚u v beˇzˇny´ch elektrorozvo-
dech. To se ty´ka´ prakticky jake´hokoliv zarˇ´ızen´ı, protozˇe tato mysˇlenka pocˇ´ıta´
s t´ım, zˇe bude mozˇne´ s libovolny´m prvkem s´ıteˇ komunikovat a prˇeda´vat si
informace. Toto je vsˇak prˇeka´zˇka, ktera´ bude vzhledem ke vzr˚ustaj´ıc´ı po-
pulariteˇ IoT brzy prˇekona´na. Tato s´ıt’ byla v pra´ci navrzˇena a vyzkousˇena
jako metalicka´. Samotny´ na´vrh vsˇak nen´ı na vodicˇe nijak va´zany´ a lze jej
vyuzˇ´ıt v kombinaci s bezdra´tovou komunikac´ı naprˇ´ıklad na principu Wi-Fi
nebo Li-Fi.
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