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ABSTRACT
FULL-POTENTIAL INTEGRAL SOLUTIONS FOR 
STEADY AND UNSTEADY TRANSONIC AIRFOILS 
WITH AND WITHOUT EMBEDDED EULER DOMAINS
Hong Hu 
Old Dominion University, 1988 
Director: Dr. Osama A. Kandil
The integral equation solution of the fu ll-potentia l equation is presented for 
steady and unsteady transonic a irfo il flow problems. The method is also coupled 
w ith  an embedded Euler domain solution to treat flows w ith  strong shocks for steady 
flows.
For steady transonic flows, three integral equation schemes are well developed. 
The firs t two schemes are based on the integral equation solution of the full-potentia l 
equation in terms of the velocity field. The Integral Equation w ith  Shock-Capturing 
(IE-SC) and the Integral Equation w ith  Shock-Capturing Shock-Fitting (IE-SCSF) 
schemes have been developed. The IE-SCSF scheme is an extension of the IE-SC 
scheme, which consists o f a shock-capturing (SC) part and a shock-fitting (SF) part 
in which shock panels are introduced at the shock location. The shock panels are 
fitted and crossed by using the Rankine-Hugoniot relations in the IE-SCSF scheme. 
The th ird  scheme is based on coupling the IE-SC integral equation solution of the 
fu ll-potentia l equation w ith  the psuedo time integration of the Euler equations in 
a small embedded domain around the shock w ith in  the IE  computational domain. 
The integral solution provides the in itia l and boundary conditions for the Euler 
domain. This scheme is named as the Integral Equation-Embedded Euler (IE-EE)
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scheme. These three schemes are applied to different airfoils over a wide range of 
Mach numbers, and the results are in good agreement w ith  the experimental data 
and other computational results.
For unsteady transonic flows, the full-potentia l equation formulation in the 
moving frame of reference has been used. The steady IE-SC scheme has been 
extended to treat airfoils undergoing time-dependent motions, and the unsteady 
IE-SC scheme has thus been developed. The resulting unsteady scheme is ap­
plied to a NACA 0012 a irfo il undergoing a pitching oscillation around the quarter 
chord length. The numerical results are compared w ith  the results o f an im p lic it 
approximately-factored Euler scheme.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
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Chapter 1
INTRODUCTION
One of the main difficulties facing the a ircraft designer is to predict the aero­
dynamic loads at transonic speeds. The mixed nature and the nonlinearity of the 
flow are at the root of the difficulty. In the transonic regime, even the simplest 
representation of the aerodynamics must be described by a mixed type, nonlin­
ear, partial-differentia l equation or set of equations. This fact is in contrast to the 
subsonic or supersonic flow regimes where an adequate representation of the aerody­
namics can be obtained by using linear theory and mixed type governing equations 
do not occur. On the other hand, the transonic flow regime is a very im portant 
flow regime, because it  :s in this regime that most m ilita ry  aircraft maneuvers and 
most c iv il a ircraft cruises. Due to the difficulties and importance of the prediction 
of aerodynamic loads at transonic speeds, the transonic flow regime is probably 
the most critica l flow regime for today’s aircraft. Therefore, it  is of extreme im­
portance to have an understanding of the flow and to provide the aircraft designer 
w ith  accurate and reliable prediction methods that are as advanced and as relevant 
to practice as possible.
As the name implies, transonic flows are the flows where the velocities are 
in the neighborhood of the local speed of sound. The flows are characterized by 
the presence of both subsonic and supersonic regions w ith in  the flow field simul­
taneously. Therefore, transonic flows are described by a mixed elliptic-hyperbolic 
partia l differential equation w ith  the boundary between them unknown apriori. For
1
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both subsonic and supersonic flows, there exist physical analogs which facilitate the 
interpretation of these phenomena. In addition, the close relationship between the 
governing equations of subsonic flows and the Laplace equation as well as tha t be­
tween the governing equations o f supersonic flows and the wave equation are very 
helpful. But, the same is not true of transonic flows. There is almost no phe­
nomenon analogous to  the mixed flow and there is almost no available theory of the 
mixed elliptic-hyperbolic differential equations.
Also, the nonlinear physics is associated w ith  transonic flows. In  transonic 
flows, the disturbance propagation velocity is comparable in magnitude w ith  the 
local flu id velocity. The fam iliar inequalities o > t i o r a < u o f  classical subsonic or 
supersonic flow theory are no longer valid for transonic flows. This makes transonic 
flow equations impossible to linearize. Also since the shock location and the shock 
strength is a crucial part of a transonic computation, any method for predicting 
the aerodynamic loads must be based on a nonlinear equation or set of nonlinear 
equations.
For unsteady flows under certain conditions, aircraft structures like wings and 
ta il surfaces may experience severe vibrations o f an unstable nature. This aeroelastic 
phenomenon is governed by the interaction of elastic and inertia l forces w ith  the 
unsteady aerodynamic forces, and it is called “ flu tte r” . This phenomenon may 
lead to the disintegration of the structure. The accuracy of the flu tte r prediction 
depends mainly on the knowledge of unsteady aerodynamic forces.
For unsteady transonic flows at low to moderate reduced frequencies, the gov­
erning equation of the flow cannot be linearized in contrast w ith  the unsteady 
subsonic or supersonic flows. This means tha t the unsteady transonic flow field 
cannot be treated independently of the steady flow field. This makes the unsteady 
transonic flow problems considerably more complicated.
2
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The development of a method for predicting aerodynamic loads at transonic 
speeds has challenged many scientists and engineers. During the last decade, the 
decade for the advance of the computational aerodynamics, significant research 
work has been done in the computational transonics. Most o f the work done is in 
the finite-difference (FD) and finite-volume (FV) methods and some work is in the 
integral equation (IE) methods. In Chapter 2, a review of the current research work 
on transonics w ill be presented.
For flows w ith  shocks of weak to moderate strength, the potential equation, 
which assumes irrota tiona l isentropic flows, can be used satisfactorily to solve for 
these flows, since the entropy increase and vo rtic ity  production across the shock 
are small. The integral equation solution of the potential equation represents an 
alternative to the finite-difference and fin ite -volume methods (FD M  and FVM ) for 
treating transonic flows.
The integral equation method (IEM ) has several advantages over the finite- 
difference and finite-volume methods. I t  involves evaluation of integrals, which is 
more accurate and simpler than the FD M  and F V M  where the accuracy depends 
on the grid size since they involve evaluation o f derivatives. In the IEM , grid 
refinement and high-order source, vortic ity  and compressibility modeling can be 
used in order to increase the accuracy. Moreover, the IE M  automatically satisfies the 
far-field boundary conditions as 0 ( l / r )  or 0 ( l / r 2) and hence only a small lim ited 
region around the source of disturbance is needed. In the FDM  and FVM , grid 
points are needed over a large region around the source of disturbance and special 
treatment is required to satisfy the far-field boundary conditions where a certain 
part of the boundary is treated as an inflow boundary while the other part is treated 
as an outflow boundary. The IE M  is computationally inexpensive, particularly for 
unsteady flows, and does not suffer from the a rtific ia l viscosity effects as compared
3
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to FD M  and FV M  for shock capturing in transonic flows. Because of these obvious 
advantages of the method, i t  is highly desirable to fu lly  develop the IE M  and extend 
it to treat transonic flows over a wide range of Mach numbers.
But, for the upper transonic range, where strong shocks exist and where entropy 
changes and vo rtic ity  production cannot be ignored, and for flows w ith  distributed 
vortic ity  existing in the field, the potential equation simply breaks down unless 
these effects are carefully taken into account. Thus, the integral equation method 
which is based on the potential flow assumption is not valid for flows w ith  strong 
shocks. I t  should be mentioned that the use of Helmholtz decomposition along w ith  
scalar and vector potentials can be used in this regard.
Euler equations adm it d istributed vortic ity  fields and should produce accurate 
solutions for rotational flows w ith  strong shock waves. But, the numerical solutions 
of the Euler equations are expensive. Usually the a irfo il Euler computation requires 
a fine grid and a large computational domain, o f which the outer boundary extends 
twenty to th ir ty  chord lengths away from the a irfo il surface. On the other hand, it  
is known tha t the flow ro ta tiona lity  is confined to a lim ited small domain behind the 
strong shock, and hence the flow can be assumed irrota tiona l outside this domain. 
Therefore, a combined algorithm using the IEM  for the full-potential equation and 
the F V M  for the Euler equations is most desirable for transonic flows w ith  strong 
shocks.
The objective of this dissertation is to develop efficient, reliable and accurate 
computational schemes to treat transonic flows using the IE M  for the full-potential 
equation w ith  and w ithout embedded Euler domains.
4
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Three IE  schemes axe developed and are briefly described as follows:
(i) An IE  scheme for the full-potential equation to solve for transonic flows w ith  
shocks of moderate strength. Shocks are captured in this scheme. This is called 
the Integral Equation w ith  Shock Capturing (IE-SC) scheme.
(ii) An IE scheme, sim ilar to the one given in item (i) w ith  the exception of fitting  
the shocks once they axe captured. This scheme is called the Integral Equation 
w ith  Shock Capturing- Shock F itting  (IE-SCSF) scheme.
(iii) An IE scheme, sim ilar to  the one given in item (i) w ith  the exception of using 
Euler equations in an embedded domain around the captured shock. This is 
called the Integral Equation w ith  Embedded Euler (IE-EE) scheme.
These schemes have been applied to steady transonic a irfo il computations. The 
first scheme has been extended to treat unsteady transonic flows and has been 
applied to unsteady airfoils in pitching motion.
Chapter 2 presents an extensive literature survey o f transonic research w ith  
emphasis on inviscid computational transonics. In Chapter 3, the formulation of 
the problem is given in terms of a moving frame of reference. The formulation is 
then specialized for steady flows around airfoils and unsteady flows of airfoils under­
going pitching motion. This is then followed by the corresponding integral equation 
solutions in terms of the velocity field for steady and unsteady flows. Finally, the 
Euler formulation in the embedded domain is given. The solution procedures for 
solving the steady a irfo il transonic flows are presented in Chapter 4. The IEM  for 
shock-free flows is first described, the IE-SC, IE-SCSF, and IE-EE schemes are then 
presented. Chapter 5 presents the solution procedure o f the IE-SC scheme applied 
to unsteady flows for an a irfo il undergoing pitching motion. The numerical results 
of steady and unsteady flows are presented in Chapter 6, along w ith comparisons 
w ith  other numerical results and experimental data. The computations are applied
5
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to the NACA 0012 and NACA 64A010A airfoils. The accuracy and the capability 
of the schemes are also discussed. Finally, the concluding remarks on the numerical 
schemes and the recommendations for further research on the transonic IE methods 
are addressed in Chapter 7.
6
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Chapter 2
LITERATURE SURVEY
In the first section of this chapter, the physics o f steady and unsteady transonic 
flows past airfoils is described briefly. This is then followed by a literature survey 
of the developments in computational and experimental transonics. Emphasis w ill 
be placed on the recent developments of the computational inviscid transonics, 
including both the finite-difference and integral equation methods. The early work 
on transonic flows before 1970 is discussed first in  the second section. Then the 
recent developments on steady and unsteady transonic flows are presented in the 
following two sections, respectively.
2.1 Physics of Steady and Unsteady Transonics
A brief discussion of the physics of steady and unsteady transonic flows past 
airfoils provides an introduction to the review of the transonic research work. A 
classification of the flow past airfoils is shown in Fig. 2.1. The critical free-stream 
Mach number, M cri*, is defined as the lowest value of the free-stream Mach number, 
Moo, for which the local supersonic speed (M  >  1) appears in the flow field. The 
values of M crit vary from one flow to another. For example, the value of M crit 
could be as low as 0.4 for b lu ff bodies and as high as near 1.0 for very slender 
configurations. When the value of Moo is less than the value of M crtt, the whole 
flow field has local Mach numbers less than 1.0 and the flow is called subsonic or 
subcritical. When the value of Moo is greater than the value of M crit but less than
7
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1, the flow is called lower transonic flow or simply, transonic flow. The physics of 
this type of flow w ill be discussed in this section. I f  Moo is slightly greater than 1 
and i f  the flow field has local Mach numbers less than 1 at some places, then the 
flow is called an upper transonic flow. For supersonic flows, the whole flow field 
has local Mach numbers greater than 1, while i f  Moo becomes greater than 5, in 
general, the flow is called hypersonic flow.
Figure 2.2 shows a typical transonic flow past an a irfo il. The flow is subsonic in 
the free-stream, from  which it  accelerates over the a irfo il to supersonic speeds and 
forms a supersonic region over the a irfo il as shown. This supersonic region is then 
term inated by, in  general, a shock wave through which the flow speed is reduced 
from supersonic to subsonic. The strength and location of the shock wave are the 
crucial part of transonic aerodynamic load predictions.
The strength of a normal shock in terms of the pressure jum p is on the order 
of (M 2 — 1), where M i  is the local Mach number ahead of the shock wave. I f  the 
value o f M i is not too high, then the shock is called a weak shock and the flow is 
called a critica l flow. I f  the value of M \  is large, then the shock wave is strong and 
the shock is called a strong shock. The flow is then called a supercritical flow. The 
appearance of the shock wave is related to the increase in the flu id entropy. The 
increase of entropy across the shock wave is of the order o f [ (M 2 — l ) 3],which is the 
th ird  power of the pressure change across the shock. Therefore, if  the strength of 
the shock is small enough such tha t (M 2 — l ) 3 <§: (M 2 — 1), the increase in the flu id 
entropy is negligible and the flow is then called a homentropic flow. But for strong 
shock flows, the increase in flu id  entropy is not negligible because of the large value 
o f ( M 2 — 1). Furthermore, from Crocco’s theorem for steady, inviscid, isoenergetic 
flows, the assumption of the homentropic flow yields d irectly the assumption of 
potential flow. On the other hand, the increase in entropy must correspond to
8
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the vo rtic ity  production. The details about the entropy increase and the vortic ity  
production across the shock w ill be discussed in Chapter 3.
Another im portant phenomenon associated w ith  the shock wave is the increase 
of the wave drag force. A t the lower end of the transonic flow regime, the drag 
rises rap id ly as a result of the shock wave development, and this is followed by a 
significant reduction o f the l if t  force at a slightly higher free-stream Mach number. 
This phenomenon of significant reduction in lif t  is called shock stall. One of the 
most im portant practical problem in the design o f aerodynamic configurations is to 
optim ize the cruise performance at high free-stream subsonic Mach numbers before 
shock stall occures.
I f  an a irfo il performs unsteady motion, such as a sinusoidal oscillation around 
a given mean position, the properties of the flow field show periodic variations. In 
general, the shock wave can be generated or lost during the motion of the airfoil. 
The strength and the location of the shock vary periodically w ith  the motion of 
the a irfo il. According to Helmholtz’s theorem, a free-vortex sheet is shed from the 
tra iling  edge of the a irfo il in order to conserve the total vortic ity, as shown in Fig. 
2.2. This free-vortex sheet is convected downstream by the local particle velocity. 
These phenomena of unsteady flows make the problem even more complicated.
I t  should be mentioned tha t transonic flow is largely dominated by viscous 
effects, although the m ajority of the research work on transonic flows is based on 
the inviscid flow assumptions. The interaction between shock waves and the wall 
viscous boundary-layers is a dominant factor in transonic flows. This interaction 
culminates in a shock-induced flow separation, which results in a loss of lif t  and 
an increase of drag. A ll of these phenomena cannot be understood fu lly  w ithout 
considering viscous effects. But when viscous effects are negligible compared w ith
9
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the inviscid effect, the inviscid flow assumption can be used for practical transonic 
flow analysis.
2.2 Transonics before 1970
The study of transonic flows has a long history. Molenbroeck [ l] in 1890 and 
Chaplygin [2] in 1904 published mathematical analyses in which they reduced the 
steady, two-dimensional, nonlinear, potential-flow equation for a compressible gas to 
a linear equation by use of a hodograph transformation. The resulting equation was 
applied to nozzle flows. B u t between those dates and 1940, very lim ited theoretical 
work was done.
Since 1940, significant efforts have been made in both theoretical and exper­
imental areas. The d ifficulty associated w ith  the theoretical work in the area of 
transonics is the treatment of the nonlinear mixed-type differential equations. A t 
the time when high-speed computers were not available, the theoretical work was 
based mainly on physical approximations and various classical techniques. The clas­
sical theoretical work on transonic flows was made mainly in the transonic small- 
disturbance (TSD) theory and the transonic s im ilarity rules.
Cole [3] has reviewed the history of transonic small-disturbance theory and 
the hodograph solution up to the 1960’s. O f the early work, the most outstanding 
contributions to transonic small-disturbance theory were made by Oswatitsch and 
Wiegardt [4], Busemann and Guderley [5] and Guderley [6,7]. From the transonic 
small-disturbance theory, the transonic s im ilarity rules were first obtained by von 
Karman [8,9] in 1947. Soon after this theory was applied to the symmetric transonic 
flow around three different single wedges [10-12], Liepmann and Bryson [13] and 
Bryson [14] completed wind-tunnel tests for flow around these three wedges. The 
experimental results showed good agreement.
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During tha t time, there was also some work done in which the solution was 
sought by iterating either the fu ll-potentia l equation or the approximate equations 
o f transonic small- disturbance theory. The most notable work was due to Asaka 
[15] who used a third-order power series for subsonic flows past an airfoil-like shape. 
Another more powerfull technique for solving the transonic small-disturbance equa­
tion was the integral equation method w ith  the most notable contribution from 
Oswatitsch [16,17] in 1950. The results showed good agreement w ith  the exper­
imental data for subsonic flows. However, no results were provided for mixed or 
transonic flows.
The development of the transonic theory of wings o f fin ite  span started w ith  
the introduction of the transonic s im ilarity rules by Spreiter [18] in 1953. Then 
the transonic equivalence rule and transonic area rule were derived by Oswatitsch 
[19,20] and by W hitcomb [21], respectively. The transonic equivalence rule relates 
the flow around a slender body of a rb itra ry  cross section to the flow around an 
“equivalent” non lifting  body o f revolution w ith  the same longitudinal d istribution 
of cross-sectional area, while the area rule deals w ith  the zero-lift drag. These rules 
were then used for slender bodies of a rb itra ry  cross section, including wing-body 
combinations, by Heaslet and Spreiter [22].
By the end of the 1950’s, a local linearization method was first derived by Spre­
iter and Alksne [23], which was applied to two-dimensional flows past th in  airfoils. 
They replaced the original nonlinear partia l differential equation by a different lin ­
ear partia l differential equation at each point. Soon after, this local linearization 
method was applied to axisymmetric flows past slender bodies of revolution [24] 
and to flows past non-lifting wings of fin ite span [25] w ith  the free-stream Mach 
number near unity. The local linearization method made significant contributions 
to the theoretical transonics during tha t period.
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From the discussion given above, it  is obvious tha t the period from 1940 to 1960 
was one o f rapid development in  transonic aerodynamics, in which the transonic 
small-disturbance theory played an im portant role. Unsteady transonic flows were 
not considered un til the 1970’s. The period between 1960 and 1970 was not one 
of rapid progress in transonics, but certain developments were underway which 
cluminated in the explosive advances o f the 1970’s.
2.3 Current Status of Steady Transonics
Since 1970, transonic research work has been focused heavily on the develop­
ment o f reliable computational methods for predicting aerodynamic loads at tran­
sonic speed w ith  shocks. The computational methods for inviscid transonic flows 
can be divided basically into two types: finite-difference (FD) methods including 
finite-volume methods, and integral equation (IE) methods (or field panel meth­
ods). Also, finite-element methods for transonic flows have been developed recently. 
These methods w ill not be reviewed in this dissertation.
2.3.1 FD Methods for Steady Inviscid Transonics
The developments of finite-difference methods for steady inviscid transonic 
flows have been accomplished using three different levels of mathematical approx­
imations for the problem formulation: (i) the transonic small-disturbance (TSD) 
form ulation, (ii) fu ll-potentia l (FP) equation formulations, and (iii) Euler equation 
formulations.
Finite-difference methods of transonics are new methods which started in 1970. 
M urman and Cole [26] were the first to obtain a stable transonic solution including 
the shock by solving the transonic small-disturbance equation. The computation 
was made on a 6%-thick circular-arc a irfo il and a weak shock was captured in the
12
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solution. The basic idea o f their difference scheme was to use central-differencing 
at the subsonic points and to use upwind-differencing at the supersonic points. In 
this way the disturbance propagation of the equation is simulated computationally 
according to the partia l-differentia l equation type. This scheme has been named 
the Murmar.-Cole type-difference scheme. This type-difference scheme has proven 
to be very successful; and opened the way for modern computational transonics. 
Soon after, this technique was extended to three-dimensional flows for swept-wing 
calculations by Ballhaus and Bailey [27] and for wing-cylinder calculations by Bailey 
and Ballhaus [28]. The method [27] was applied to the flow about a th in  swept lifting  
wing. The computed results at angles o f attack, a  = 0° and 2°, for the planform 
model o f aspect ratio , A R  =  4, constant chord, sweptback angle of 23.75°, w ith  a 
Lockheed C141 a irfo il section, compared well w ith  the experimental data for the 
critica l flows w ith  weak shocks.
On the other hand at this same time, finite-difference solutions to the fu ll- 
potential equation were being developed by using suitable mapping procedures. 
Notable contributions were due to Steger and Lomax [ 2 9 ]  and Garabedian and 
Korn [ 3 0 ]  for a irfo il computations. Steger and Lomax [ 2 9 ]  used a successive over- 
relaxation (SOR) procedure to solve the full-potential equation. The procedure 
was applied to blunt-nosed airfoils at a wide range of subsonic free-stream Mach 
numbers. The computed results for the NACA 0 0 1 2  airfo il at M o o = 0 . 8 6 4  and 
a  =  0 ° ,  at M o o = 0 . 7 5  and a  — 2° and at M o o  = 0 . 8 0  and a  =  1 °  were reported. 
Also, the computed results for the NACA 0 0 1 5  airfo il at M o o = 0 . 7 2 6  and a — 2° 
and at M o o  = 0 . 7 2 9  and a = 4 °  were presented. The comparisons of these results 
w ith  the experimental data for the flows w ith  weak shocks showed a good agreement. 
Garabedian and Korn [3 0 ]  solved the full-potential equation w ith  the Korn a irfo il for 
a shock of moderate strength. Then, the first three-dimensional wing calculations
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using the FP form ulation were published by Jameson [31], who solved the flow about 
an unyawed wing at M o o = 0 . 8 2  and a  = 1°, and a yawed wing w ith  a yaw angle 
of 36° at Moo =  1.0 and a =  1.8°. The computations on these two cases yielded 
reasonable results.
A ll of these schemes are based on non-conservative formulation of the gov­
erning equations and are thus called non-conservative relaxation (NCR) schemes. 
The solutions for the NCR-schemes did not give the correct shock jum p condition 
when compared w ith  accurate numerical solutions which were developed later. I t  
is known tha t the difference schemes for computing solutions w ith  discontinuities 
need to obey the global conservation laws. As a consequence, a solution procedure 
using the conservative form o f the full-potential equation was introduced first by 
Jameson [32] for two-dimensional airfo il computations. This was later extended to 
three-dimensional wing computations by Jameson and Caughey [33,34], who used 
the explicit finite-volume scheme w ith  added dissipation terms to solve the three- 
dimensional full-potentia l equation. The computations were made on both a single 
ONERA wing M6 and a wing-cylinder combination for the same wing. The results 
compared well w ith  experimental data for the location and strength of the shock 
w ith  the exception o f slight underprediction o f the peak pressure.
These early works on FD methods established a very good foundation for the 
rapid improvements in the computational transonics which took place later on. 
Most of the recent work in the steady transonic potential methods has been di­
rected toward increasing the efficiency of the computations. The Jameson conser­
vation scheme [32] was modified by Holst [35] who introduced the upwind-biased 
scheme and by Hafez et al. [36] who introduced the artific ia l compressibility scheme. 
Holst [35] applied the ir upwind-biased scheme to subcritical flows (NACA 0012, 
Moo =  0-63 and a  — 2°) and to critical flows (NACA 0012, Moo=0.75 and a = 2°).
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The comparisons o f their results w ith  other numerical solutions are satisfactory 
for subcritical flows. But for critica l flows, the shock location predicted by this 
scheme appears to be too far downstream. The a rtific ia l compressibility scheme 
[36] was applied to  certain th in  airfoils at Moo=0.9 to 1.1. The development of 
more computationally efficient methods has been accomplished by introducting the 
fu lly  im p lic it approximate factorization (AF) methods and m u ltig rid  methods. The 
first solution of TSD theory for transonic flows past airfoils by using the AF-scheme 
was obtained by Ballhaus et al. [37] in 1978. This AF-scheme was applied to a 
10%-thick a irfo il at Moo=0.84 w ith  a  =  0° and the Korn a irfo il at Moo=0.7 w ith  
a  =  1°. This scheme requires substantially less computer time than the standard 
successive-line over relaxation (SLOR) scheme to get the same accuracy. This in­
crease in the computational efficiency is achieved w ithout increase in the computer 
storage. A fter one year, the AF-scheme was extended to  the two-dimensional fu ll- 
potential flows by Holst [35] and to three-dimensional fu ll-potentia l flows by Holst 
[38] again in 1980. The computational results on the two-dimensional NACA 0012 
airfo il at Moo =0.75 and a = 2° and on the NACA 0015 wing at M ^  =  0.86, a  -  0°, 
A R  =  1.9 and sweptback angle of 30° were reported [38]. Substantial improvement 
in the convergence speed was achieved. While the m u ltig rid  techniques were al­
ready developed by Brandt [39,40], South and Brandt [41] were the first to present 
a m ultig rid  method by using the SLOR for transonic flow calculations. The conver­
gence of the South and Brandt scheme [41] was five times faster than the uniform 
grid calculations, which reduced the computational cost significantly. Further work 
on reducing the computational cost is s till underway.
By the 1980’s, Euler equation solutions for transonic flows were introduced. 
Before reviewing the work on Euler equations, it  is im portant to mention that 
asymmetric solutions of the conservative potential equation have been obtained
15
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recently for symmetric flows at moderate Mach numbers [ 4 2 - 4 4 ] ;  a very disturbing 
computational result. Steinhoff and Jameson [ 4 3 ]  examined this nonuniqueness by 
using FD schemes to solve the full-potential equation at different Mach numbers. 
They found tha t for the symmetric 11.8%-thick Joukowski a irfo il at a  =  0 ° ,  the 
nonuniqueness occurs only in a narrow band of Mach number, between 0 . 8 2  and 0 . 8 5 .  
The nonunique solution at M o o = 0 . 8 3 2  was presented. Also, a nonunique solution 
was obtained for the flow around the NACA 0 0 1 2  a irfo il at M o o = 0 . 8 4  and a  = 0 °  in 
their research. Salas and Gumbert [ 4 5 ]  have shown tha t the problem appears to be 
universal because of the isentropic-flow assumption, which is violated as the shock 
strength becomes finite. More recently, Fuglsang and W illiam s [ 4 6 ]  have shown tha t 
the nonuniqueness can be eliminated by relatively m inor modifications to potential- 
flow codes which account for entropy changes across a shock of fin ite strength. The 
method was applied to both steady and unsteady a irfo il computations. The steady 
solutions for the NACA 0 0 1 2  airfo il at M o o = 0 . 8 4  and a =  0 °  and at Moo —0 . 8 2  
and a =  2 °  showed satisfactory agreement w ith  the Euler solutions. Later on, 
the concept of the entropy correction has been used in the fu ll-potentia l equation 
by W hitlow  et al. [ 4 7 ]  for the steady and unsteady a irfo il computations. The 
steady results for an NACA 0 0 1 2  airfo il at M o o — 0 . 8 4  and a =  0 °  showed tha t the 
nonuniqueness was removed but the shock location was s till too far downstream 
when compared w ith  the accurate Euler solutions. The Euler solution of transonic 
flows over a wide range o f free-stream Mach numbers does not show any m ultip le 
solutions, since the Euler formulation does not assume isentropic flows.
During the last five years, several methods which use the strong conserva­
tive form of the unsteady Euler equation have been developed to solve for steady 
transonic flows. One of the excellent schemes for steady, two-dimensional transonic 
flows was developed by Jameson et al. [48], who used an explicit central-differencing
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finite-volume method w ith  added second and fourth-order dissipation terms. This 
scheme proved to be an effective tool for solving Euler equations for compressible 
flows, particu larly  for transonic flows w ith  strong shocks. The computations were 
carried out on the flow around a cylinder at M o o  = 0 . 4 5  w ith  a  = 0 ° ,  and on the 
flow around an NACA 0 0 1 2  airfo il at M o o  = 0 . 8 0  and 0 . 8 5  w ith  a  = 0 ° .  His com­
parisons o f the Euler results for flows w ith  strong shocks (NACA 0 0 1 2 ,  M o o = 0 . 8 5  
and a  — 0 ° )  w ith  his early F P  solutions showed that the shock wave was further aft 
in the fu lly  conservative F P  calculations. This difference may have been caused by 
the isentropic flow assumption used in the F P  formulation. Recently, an im p lic it 
finite-volume scheme for the Euler equations was developed by Caughey [ 4 9 ]  who 
used a m u ltig rid  implementation of the alternating direction im p lic it(A D I) algo­
rithm . Computed results for the NACA 0 0 1 2  airfo il at M o o = 0 . 8 5  w ith  a =  0 °  and 
at Moo= 0 . 8 0  w ith  a  =  1 . 2 5 °  were presented. An improvement in the computa­
tional efficiency as compared w ith  the Jameson explicit scheme [ 4 8 ]  was achieved. 
The accuracy, s tab ility  and convergence rate o f various artific ia l dissipation models 
tha t are used w ith  central-differencing algorithms for the Euler equations have been 
analyzed recently by Pulliam  [ 5 0 ] .
Although most of the work done is based on inviscid flow theory, transonic 
flows are highly influenced by viscous effects. Early work on this problem was done 
by Deiwert [51,52] in the mid-1970’s, who used a finite-volume method to solve the 
time-dependent, Reynolds-Averaged Navier-Stokes equations for two-dimensional 
flows. Recently the two-dimensional Navier-Stokes equations were solved using the 
LU -A D I method by Matsushima et al. [53]. The scheme was applied to flows with 
strong shocks around N ACA 0012 and RAE 2822 airfoils. The work on Navier- 
Stokes equations is outside the scope of this dissertation.
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2.3.2 IE  Methods for Steady Inviscid Transonics
A lthough a great deal of progress has been made in solving nonlinear fluid flow 
problems by FD methods, these methods have not yet proved to be easily adaptable 
to complex three-dimensional surfaces. The major d ifficulty is caused by the need 
for generating suitable grids. More recently, this d ifficu lty and the relatively large 
computational time associated w ith  FD  methods prompted some researchers to 
reconsider the application of integral equation methods to transonic flows.
Panel methods for linearized subsonic and supersonic aerodynamic computa­
tions have been in use since the 1960’s and have become indispensable tools in aero­
dynamic analysis and design. A review of the panel methods in this flow regime 
was given by Kandil and Yates [54].
Relatively litt le  (compared w ith  FD methods) attention has been paid, so far, 
to the IE  methods for transonic flows. Certain appropriate IE M  formulations of the 
transonic small-disturbance problem were studied in the pre-computer era, notably 
by Oswatitsch [17] and Spreiter [55] in the 1950’s. Computerized and extended 
versions of the approximate IE M  were developed later. The most notable contribu­
tions are due to Crown [56], Norsturd [57] and Nixon [58]. The solutions obtained 
in these pioneering works compared well w ith  the experimental data and other com­
putational solutions for shock-free flows at high subsonic Mach numbers. But for 
flows w ith  shocks, the comparison was poor for both the shock strength and the 
shock location. I t  should be noted that the approximate IEMs, mentioned above, 
are all based on a special, partial-integration form of the integral equation for the 
TSD formulation, which enables easy im plim entation of approximating assumptions 
on the decay of the perturbation velocity away from the body. The approximating 
assumptions on the decay of the pertubation velocity and the shock-fitting character 
of these methods are not considered to be competitive w ith  FDMs.
18
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In  1979, Piers and Sloof [59] first developed an IE M  based on transonic small- 
disturbance theory. Their method does not contain any approximating assumptions 
and, through the introduction of artific ia l viscosity and directional bias, they pro­
duced a shock-capturing capability sim ilar to tha t of current F D M ’s. The results 
of calculations were presented for a non-lifting 10%-thick parabolic-arc a irfo il at 
Moo =0.80, 0.825 and 0.85, respectively. The comparisons of these results w ith  the 
other FD solutions were in good agreement for shock-free flows and for transonic 
flows w ith  weak shocks.
The development of the integral equation methods based on the full-potential 
equation formulation started two years ago. Kandil and Yates [5 4 ]  first developed 
an IE M  for steady transonic flows past delta wings and a conical shock was captured 
on the suction side of the wing. The results showed tha t the method is promising 
and efficient. Also, Oskam [ 6 0 ]  developed an IE M  of the full-potentia l equation ap­
plied to multicomponent airfoils. These two methods are obtained by adding a field 
d istribution of source singularities to the conventional d istribution  of singularities 
over the boundaries of the field. The comparisons of the results by Oskam [6 0 ]  for 
the NACA 0 0 1 2  airfoil at M o o = 0 . 8 0  and a  =  0 °  w ith  the other accurate F D  solu­
tions of the full-potential equation are satisfactory. Also, the computed solution for 
flow around multicomponent airfoils at M o o = 0 . 2 5  and a =  1 4 °  was presented and a 
shock was captured in the solution. A t about the same time, Erickson and Strande 
[6 1 ]  used Green’s th ird  identity to extend the panel method to non-linear potential 
flows, using the concept of the artific ia l density. An optim ization technique was 
used to make sure that the total compressibility is conserved. This computational 
code was named TranA ir. The code was applied to the flow around an NACA 0 0 1 2  
arifoil at Moo = 0 - 8  with a  =  0 °  and 0 . 3 7 ° ,  respectively. These results were found 
to be as accurate as other reliable F D  solutions. Recently, this TranA ir code was
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applied to the F-16A aircraft configuration by Erickson et al. [62]. The compu­
tations were made for both subcritical and critica l flows. Solutions for the flows 
at Mqo=0.6 and Moo = 0 . 9  w ith  a  = 4° were presented. A t M o o  =0.6 (subcritical 
flow), the results were generally in close agreement w ith  the experimental data. 
A t M o o  = 0 . 9  (critical flow), weak shocks were captured on the wing, and the pre­
dicted pressure distributions were in  fa irly  close agreement w ith  the experimental 
data. The computations of this F-16A a ircra ft configuration showed tha t complex 
geometries can be represented easily since the surface-conforming field grids are not 
needed for IEM . Later on, another IE M  for two-dimensional, steady transonic flows 
based on the full-potentia l formulation was performed by Sinclair [63], which was 
s im ilar to tha t of Kandil and Yates [ 5 4 ]  for three-dimensional flows. The numerical 
examples of both single airfoils and multicomponent airfoils were presented. The 
solutions for the flows around the NACA 0 0 1 2  airfo il at M o o = 0 . 8  and a =  0 °  were 
in close agreement w ith  FD solutions to the fu ll-potentia l equation, while the result 
for the flow w ith  a strong shock (RAE 2 8 2 2  airfoil, M o o = 0 . 7 2 9  and a  =  2 . 4 6 ° )  
was not in good agreement w ith  the FD solutions in terms of the location and the 
strength of the shock.
On the other hand, the development of the integral equation method based 
on TSD theory was continued by Ogana [64], who used the streamwise-linear- 
d istributed field-elements to solve for two-dimensional airfoil flows. Numerical ex­
amples were made for the non-lifting flows around the 6%-thick parabolic-arc airfoil 
at M o o = 0 . 8 7  and the NACA 0 0 1 2  airfo il at M 0o = 0 . 8 0 .  The results were generally 
in good agreement w ith  the FD solutions. This method is one of the few IE methods 
based on TSD theory developed during the last several years.
I t  is clear that, the integral equation approachs to the steady transonic flows 
are s till in their in itia l stage of development. The results obtained recently using IE
20
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methods are in good agreement w ith  those from other numerical approach as well 
as w ith  experimental data for transonic flows w ith  weak shocks. Unfortunately, 
no good results for flows w ith  strong shocks were reported by IEM . The reason 
behind tha t may be the isentropic flow assumption used in the IE M  of the potential 
equation.
2.3.3 Experimental Work in Steady Transonics
For transonic flows, litt le  experimental data are available compared w ith  in­
compressible, subsonic, supersonic and hypersonic flows. This is due to  the fact 
tha t transonic w ind-tunnel tests are subject to much greater uncertainties than any 
other flow. The pioneering work on experimental transonics is due m ainly to Liep- 
mann [65] and Ackeret, Feldman and R ott [66]. Liepmann [65] obtained a clear 
schlieren photograph showing the interaction between the shock edge and the tu r­
bulent boundary-layer near the tra iling  edge of a profile in transonic flows. Ackeret 
et al. [66] got a series of photographs showing the effect of Mach number on shock 
wave-boundary layer interaction. Their work had helped greatly in understanding 
transonic flow phenomena.
The emphases of the recent experimental work on transonic flows has been 
extended from the significance of a local shock wave-boundary layer interaction 
over curved surfaces or simple airfoils to shock induced separation. Based on the 
extensive observations of Pearcey et al. [67] they postulated tha t two types of 
separation, called Type A and Type B separations, are permissible and both can 
exist in a realistic flow. Type A  separation is a separation bubble formed at the foot 
of a near-normal shock wave adjacent to the surface, while Type B separation is 
flow separation from  the a irfo il tra iling  edge. Further experimental studies of these
21
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two types o f separation were continued by Yoshihara and Zonnars [68], Collins and 
Krupp [69], Collins [70] and Studwell [71].
Surface pressure measurements on the airfoils and wings for steady transonic 
flows started in the late 1950’s. Knechtel [72] measured the surface pressure on a 
6%-thick circular-arc a irfo il at transonic speeds w ith  weak shocks in 1959. A t about 
this same time, the pressure measurements on the H-34 helicopter main ro tor airfoil 
section were done [73]. The measured surface pressures at Moo =  0-75 w ith  a  = 2° 
and at Moo — 0-80 w ith  a  = 1° were reported.
Most of the steady transonic pressure measurements were made during the 
1970’s. The surface pressure measurements for steady transonic flows about a th in  
swept liftin g  wing w ith  a Lockheed C-141 a irfo il section at the critica l condition was 
made by Cahill et al. [74] in 1971. The three-dimensional wing surface pressure 
measurements were continued by Monnerie et al. [75], who measured the surface 
pressure for the flow about ONERA wing M6 at M o o = 0 . 8 4  and a = 3.06° w ith  a 
strong shock predicted.
Several two-dimensional a irfo il pressure measurements were made during the 
last few years. M cD evitt et al. [76] measured the surface pressure for the non-lifting 
flows about a 18%-thick circular-arc a irfo il at a wide range of Mach numbers w ith 
weak and strong shocks. Cook et al. [77,78] reported the measured results for flow 
about a 12%-thick circular-arc airfo il at Moo=0.865 and cc =  0° [77], and for an 
RAE 2822 a irfo il at Moo =  0.729 w ith  a =  2.54° and at Moo =  0.750 w ith  a — 2.51° 
[78]. Anon [79] measured the surface pressure for the M BB-A3 supercritical airfoil 
at design conditions. Recently, Harris [80] made pressure measurements on the 
NACA 0012 a irfo il at large angles of attack w ith  strong shocks. Some other steady 
surface pressure measurements for several standard AGARD two-dimensional airfoil 
configurations, such as, NACA 64A006, NACA 64A010, NLR 7301 and NACA
22
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0012 airfoils and some non-standard AGARD airfoils, have been made in recent few 
years and w ill be reviewed in the next section along w ith  a review of the unsteady 
experimental work. A ll of these measured surface pressure distributions provide 
rigorous verifications for numerical schemes.
2.4 Current Status of Unsteady Transonics
Unsteady computational transonics have been developed in parallel w ith  the 
developments of the steady transonics, but w ith  a lag of approximately five years
[81] due to the additional requirement of time-accruacy. The rapid developments 
o f unsteady transonics started in the mid-1970’s from two sources: the first is the 
computational method of unsteady TSD theory developed by Ballhaus and Lomax
[82] and the second is the pioneering experiment by Tijdeman [83] tha t determined 
pressure of unsteady transonic flows. The developments in this field since the mid- 
1970’s w ill be reviewed in the following sub-sections.
2.4.1 FD Methods for Unsteady Inviscid Transonics
The development of inviscid unsteady finite-difference methods has also been
\
based on three levels of mathematical approximations: (i) TSD formulations, (ii) FP 
formulations, and (iii) Euler equation formulations. Most of the available methods 
are based on the TSD formulation.
The unsteady two-dimensional solution based on the TSD formulation was 
first obtained by Ballhaus and Lomax [82] who applied sem i-implicit methods to 
the general TSD equation and its low-frequency approximation. Next Ballhaus 
and Steger [84] developed a fu lly  im p lic it scheme which used an ADI-scheme for 
the low-frequency TSD equation. Then this ADI-scheme was implemented into a 
computer code LTRAN2 by Ballhaus and Goorjian [85]. The code was applied
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to the computations of the low-frequency unsteady flap oscillations of an NACA 
64A006 a irfo il under transonic speeds. T ijdem an’s experimental observations of 
Type A, B and C shock wave motions (see Sec. 2.4.3) resulting from airfo il flap 
oscillations were qualitatively reproduced by this code. The computational time 
required by this im p lic it A D I algorithm  is substantially less than that o f the semi- 
im p lic it scheme.
Further developments of the scheme used in LTRAN2 were made by Houwink 
and van der Vooren [86] and by Couston and Angelin [87]. To extend the frequency 
range, they solved the low-frequency TSD equation w ith  added high-frequency terms 
to the wake condition and the pressure calculation. The computations were made 
for flows about an NACA 64A006 airfo il oscillating in pitch w ith  a reduced fre­
quency based on the chord length, fcc=0 to  0.8. Moreover, Rizzetta and Chin 
[88] extended the frequency range further by including a high-frequency term in 
the governing equation, and the scheme was implemented into a computer code 
ATRAN2. The reduced frequency range, fcc=0.05 to 5.0, was examined using both 
ATRAN2 and LTRAN2 codes, and good agreement between the results obtained 
by ATRAN2 and LTRAN2 was found only for the lower frequencies. This indicates 
the importance of the unsteady terms in high-frequency motions. W hitlow  [89] 
further modified the GTRAN2 code by replacing the Murman-Cole (M-C) type- 
difference by the Engquist- Osher (E-O) monotone-difference scheme and by us­
ing non-reflecting boundary conditions. The method was implemented into the 
computer code X TR AN 2L TSD. The test on the M -C type-differencing scheme 
and the E -0  monotone-differencing scheme was made. The results showed that 
the E -0  monotone-differencing scheme was much more stable than the M-C type- 
differencing scheme during the unsteady computations. A test on the reflecting 
and non-reflecting unsteady boundary conditions was also made. The results w ith
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non-reflecting boundary conditions showed good agreement w ith  the reference so­
lutions. A  computational scheme for three-dimensional unsteady transonic flows 
based on the complete TSD equation was developed by Borland and Rizzetta [90] 
and this computational code is named as XTR AN 3. Further study o f the XTRAN3 
code was made by Gibbons et al. [91]. The non-lifting steady flows over a rect­
angular wing w ith  an NACA 0012 a irfo il section and an aspect ra tio  of 12 were 
computed for Moo—0.82, 0-84 and 0.86. A nonunique solution was observed for 
the flows at Moo=0.84 when the aspect ra tio  became larger than 24. The steady 
and unsteady solutions were also presented for the RAE tailplane model at Moo 
=0.90 and a  =  —0.3°, and comparison w ith  the experimental data was generally in 
good agreement. Nearly continuous study of the application of the TSD theory has 
been made by Edwards et al. [92], Bland and Seidel [93], Goorjian and Guruswamy 
[94], Malone et al. [95], and Edwards [96] in the mid-1980’s. The numerious nu­
merical examples were calculated for several AGARD two-dimensional aeroelastic 
configurations: NAC A 64A006, NACA 64A010A, NACA 0012, M BB-A3 and NLR 
7301 airfoils, and for a three-dimensional F-5 wing and AGARD rectangular wings 
[92-96]. The several types of unsteady motions, such as, pitching oscillation of the 
a irfo il, flap oscillations and transient ramping motions, were simulated. For most of 
the cases, the comparisons of the results w ith  other numerical solutions and exper­
imental data were made, and they rated from very good to fair. A recent notable 
contribution to TSD theory is the introduction of the concept of entropy correction 
across the shock, which was first applied to two-dimensional flows by Fuglsang and 
W illiams [46], as discussed before.
The algorithm  developments of the implicit-scheme to fu ll-potentia l equation 
formulations were started by Isogai [97], who developed a sem i-im plicit a lgorithm  for 
the conservative fu ll-potentia l equation. Soon after, Chipman and Jameson [98] have
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developed a conservative im p lic it a lgorithm  that used a time-varying coordinate 
system to satisfy the exact boundary conditions. The time-accurate calculations 
have been made for the pulsating problem of a thickening-thining circular-arc airfoil 
at Moo =  0-85 and a  = 0° w ith  the thickness ra tio  changing from  0% to 10%, and 
for a 10%-thick circular-arc a irfo il w ith  flap oscillation under Moo = 0-8 and a 
mean angle of attack, a 0 =  0°. The results were in good agreement w ith  the 
more accurate Euler solutions. Shock location and strength were predicted better 
by this conservative fu ll-potentia l solution than by either the TSD theory or the 
non-conservative fu ll-potentia l equation. Further developments on this scheme have 
been reported by Goorjian [99] and Chipman and Jameson [100]. Goorjian [99] used 
time-linearization of the density function to reduce the solution process from one 
of solving a system of two equations to one of solving a single equation. This AD I 
im p lic it scheme was applied to the same airfo il-th ickening-th ining problem as that 
of Chipman and Jameson [98]. Comparisons of these results w ith  Chipman and 
Jameson’s [98] results showed a close agreement. Chipman and Jameson [100] used 
both density and velocity potential as dependent variables rather than the velocity 
potential only which was the case in their previous method [98], resulting in a simple 
system of two equations. This scheme had excellent s tab ility  and yielded accurate 
solutions when applied to a pulsating a irfo il. Recently, the idea of an entropy 
correction has been used in the fu ll-potentia l solution by W hitlow  et al. [47] and 
applied to the unsteady two-dimensional computations. The numerical example has 
been presented for flow about the NACA 0012 a irfo il under pitch motions about its 
quarter-chord at M 00 =  0.755 and an amplitude of 2.51° about the mean angle of 
attack of 0.016°. Reduced frequency based on the half-chord length, k ck, is 0.0814. 
Their results were in good agreement w ith  experimental data for flows w ith  strong 
shocks.
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The unsteady transonic solution of the Euler equation formulation also started 
in the mid-1970’s. Magnus and Yoshihara [101] solved the Euler equations for two- 
dimensional flows using an explicit algorithm. They solved the Euler equations w ith 
and w ithout a viscous ramp for an NACA 64A006 a irfo il at M 00 =  0.875 w ith  a 
quarter-chord flap oscillation. The use of viscous ramps was found to reduce the dif­
ference between the inviscid Euler results and the experimental data. This explicit 
Euler scheme was also applied to an NACA 64A010 a irfo il in pitching and plunging 
motions at Moo — 0.80 by Magnus [102], and to a blunt-nosed, 16.5%-thick, NLR 
7301 a irfo il under pitching ±  0.5° by Magnus [103] again. Later on, Chyu et al. 
[104] solved both Euler equations and Navier-Stokes equations using an im plic it 
scheme for an NACA 64A010 a irfo il undergoing pitch oscillations of ±  1° ampli­
tude about its quarter-chord w ith  a reduced frequency, k ch =  0.2, at M 00 =  0.80. 
Comparisons of the ir results w ith  the experimental data showed good agreement for 
both solutions. The computational time used by this im p lic it scheme was reduced 
significantly when compared to explicit schemes. Recently, the unsteady conserva­
tive Euler equations in the moving frame of reference have been solved by Kandil 
and Chuang for a pitching oscillation around a mean angle of attack of an NACA 
0012 a irfo il in transonic flow [105,106] and for a locally conical supersonic flow 
w ith  ro lling oscillations of a sharp-edged delta wing at zero mean angle of attack 
[105,107]. The a irfo il solutions were obtained by using a time-accurate solution of 
an im p lic it, approximately-factored finite-volume Euler solver, and the delta wing 
solutions were obtained by using time-accurate solutions of an explicit finite-volume 
Euler solver. The results for the NACA 0012 airfo il in pitching motion at transonic 
speeds showed good agreement w ith the experimental data. Time-accurate solu­
tions of the unsteady Euler equations have also been presented for pitching airfoils 
by Anderson, Thomas and Rumsey [108]. They solved the Euler equations by
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using the flux-vector sp litting  and the flux-difference sp litting  methods extended 
for dynamic meshes. The Euler equations have been solved for three-dimensional 
unsteady transonic flows and the results for this type of solution are given in refer­
ence [109-113]. Some numerical examples can be found in these references, such as 
the results for an F-5 wing configuration, pitching at ±  0.113° w ith  a frequency of 
40 hz at Moo =  0.8 and mean angle of attack o f 0° by Sankar et al. [113].
Methods used for unsteady viscous flows are not reviewed here. This type of 
flow modeling includes interactive viscous modeling, shock induced boundary-layer 
separation modeling and wake separation modeling, etc. Edwards and Thomas 
[114] presented a very extensive review of this field. An example of the solution 
o f unsteady viscous flow problems is given by Rumsey and Anderson [115]; they 
solved the thin-layer Navier-Stokes equations for unsteady laminar and turbulent 
transonic flows past a pitching NACA 0012 a irfo il at transonic speeds.
2.4.2 IE Methods for Unsteady Inviscid Transonics
Integral equation methods for unsteady transonic flows received litt le  attention 
until recently. Nixon [116] first developed an integral equation method for a har­
monically oscillating a irfo il using transonic small-disturbance theory which was a 
pioneering work for unsteady IE methods. The method was applied to computations 
for non-lifting flows about a 10%-thick biconvex airfo il at Moo =  0 . 8 0 8  pulsating in 
thickness between 9% and 11% of the chord length w ith  a reduced frequency k c of 
0 . 1  , and to the flow about an NACA 0 0 1 2  airfo il at M o o = 0 . 8  and a mean angle 
of attack of 0° oscillating in pitch at ±  0.5° about the mid-chord w ith  reduced fre­
quency, k c, of 0.2. The motion of the weak shock was predicted by this scheme. The 
principle disadvantage of the method is the restriction that shock waves cannot be 
lost or generated during the motion, due to the use of a strained coordinate system
2 8
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in treating the shock motion. This restriction eliminates the study of im portant 
nonlinear shock motion effects. A fter three years, Hounjet [117] developed another 
two-dimensional TSD integral equation method. This method combined supersonic 
and subsonic linear lifting  surface theories, which are based on the velocity potential 
panel approach w ith  an account for the moving shock effect. The unsteady load cal­
culations were performed for an NACA 64A006 a irfo il at Moo =  0.875 and a  =  0° 
under the pitching oscillation and the oscillating flap motions. The comparisons 
o f the calculated unsteady loads w ith  those obtained by LTRAN2 code developed 
by NLR showed a good agreement. The computational time used in this IE M  is 
5% of tha t necessary for the LTRAN2 code, which makes this approach attractive. 
Unfortunately, these two methods are restricted to small motion of airfoils.
Later, Tseng and M orino [118] developed a nonlinear Green’s function method 
(IEM ) for three-dimensional unsteady transonic flows based on TSD formulations. 
The unsteady loads on a rectangular wing of aspect ratio , A R  =  5, w ith  a NACA 
64A006 section at Moo =  0.875 under a small amplitude and low frequency pitch­
ing motion were presented. The results showed satisfactory agreement w ith  the FD 
solutions. Recently, a hybrid method for calculating time-linearized unsteady tran­
sonic potential flows was developed by Hounjet [119]. The method combined the 
advantages of the FD M  and the IE M  in tha t the computational time was reduced. 
The FDM  was adopted to deal w ith  the fast local variations of the flow variables 
in the immediate neighborhood of the body, while the IE M  described the smoother 
variations at some distance away from the body. The corresponding computer code 
was named as FTRAN3, and it was applied to several wing planforms, and weak 
shocks were capured by this code.
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2.4.3 Experimental Work in Unsteady Transonics
Due to the wall interference problem, unsteady transonic experiments are more 
d ifficu lt to carry out than those for steady transonic flows. Erickson and Robinson 
[120] made the firs t local unsteady transonic pressure measurements on an oscil­
la ting w ind-tunnel model, but they only reported overall aerodynamic coefficients. 
Twelve years later in 1960, Lessing et al. [121] and Leadbetter et al. [122] pub­
lished the first detailed unsteady transonic pressure d is tribution  measurement over 
oscillating wings.
By the mid-1970’s, after a series of investigations made by the NLR of the 
Netherlands [123-129], Tijdeman [127] divided flows over airfoils w ith  oscillating 
flaps in to three different types of periodic shock wave motions, named Type A, 
Type B and Type C motions as mentioned previously. This classification was one 
of the most significant contributions to interpreting unsteady transonic experiments. 
For Type A motion, the shock moves almost sinusoidally and persists during the 
complete cycle of the sinusoidally pitching oscillation of the flap. For Type B mo­
tion, the motion of the shock is sim ilar to tha t o f Type A motion, except tha t the 
change of the shock strength during the motion is larger than the mean steady 
shock strength and thus the shock may disappear during the cycle. Type C motion 
is to ta lly  different from Type A and Type B motions, which is an upstream prop­
agated shock wave motion. The shock wave is formed periodically on the airfoil 
upper surface. This shock wave moves upstream while the strength of the shock is 
increased at begining and then the strength of the shock is decreased. Finally, the 
shock wave leaves the a irfo il from the leading edge to propagate upstream into the 
incoming flow as a shock-free wave. This phemomenon is repeated periodically and 
alternates between the a irfo il upper and lower surfaces. This phenomenon of Type 
C m otion happens when Moo is slightly greater than M crn.  The types of the shock
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wave motions tha t occur depend on the free-stream Mach number, the amplitude 
and the frequency of the flap oscillations.
Another notable contribution in  experimental study of unsteady transonics at 
tha t time is due to Grenon and Thers [130], who observed tha t an almost linear 
relationship exists between the frequency of oscillation and the phase shift between 
the motion of the a irfo il and the motion of the shock wave for low to moderate 
frequencies.
The period from  the late 1970’s to the early 1980’s is the period of the rapid de­
velopments of experimental unsteady transonics. Some transonic unsteady load and 
surface pressure measurements for the standard AGARD two-dimensional airfoils 
and three-dimensional wings were made during this period.
Tijdeman and Schippers [125] measured the surface pressure on an NACA 
64A006 a irfo il for steady and unsteady flows. For the steady flows, the surface 
pressure d istributions at a  =  0° and M * , — 0.80 to 0.96 were presented, which 
corresponded to shock-free flows and transonic flows w ith  weak shocks, respectively. 
For the unsteady flows, the measurements were made for the oscillation of a flap w ith  
its hinge axis located at the three-quarter-chord about a zero mean angle of attack. 
The surface pressure distributions were presented for many AGARD standard cases, 
mainly for Moo =  0.825 to 0.96, the flap oscillation amplitude, a a — 1° and 2°, and 
a reduced frequency, which is based on the half -chord length, of k ch =  0.064 to 
0.254.
For a NACA 64A010 airfo il, the steady and the unsteady teansonic flow mea­
surements were made by Davis and Malcolm [131]. For the steady flows, the mea­
sured surface pressure distributions were reported for Moo =0.49 to 0.802 at a  — 0°. 
The motion of the unsteady flow was for an airfoil pitch oscillation about its quarter- 
chord length at a zero mean angle of attack. The measured surface pressure
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distributions were presented for various AGARD standard cases, mainly for Moo =  
0.5 and 0.8, a  =  1° and 2°, and reduced frequencies, A:cfc=0.01 to 0.3.
Extensive pressure measurements on the unsteady transonic flows were made by 
Landon [132] for an NACA 0012 airfoil, who published the measured time history of 
the surface pressure distributions for the a irfo il pitch oscillation and ramp motion 
about its quarter-chord and for quasi-steady motions. For the pitch oscillation, 
the results presented include the cases of Moo =0.755 w ith  mean angle of attack, 
a 0 = 0.016°, and the amplitude, a a =  2.51, and of M 00 =  0.60 w ith  a 0 =  2.89° to 
4.86° and a a =  2.41° to 4.59°, at the reduced frequency, kch =  0.08. For the ramp 
and quasi-steady motions, the results for Moo = 0.30 to 0.75, and a =  —3.27° to 
15.55°, were presented.
Pressure measurements have been done for a 16%-thick supercritical NLR 7301 
airfo il by Tijdeman [133] for steady and unsteady flows. For steady flows, the 
surface pressure distributions were measured for the flows at a subcritical condition 
at Moo — 0.5 and a  =  0°, a supercritical condition w ith  a shock at Moo =  0.7 and 
a  =  2°, and the design condition at Moo =  0.721 and a — —0.19°. For unsteady 
flows, the pressure distributions for the airfo il pitch oscillations about its 40% chord 
and flap oscillations located at three-quarter-chord w ith  various frequencies and 
amplitudes at these three conditions were presented.
Recently, the steady and unsteady flows about a 14%- thick model supercritical 
airfo il, Sc(2)-0714, were tested by Hess et al. [134]. A t Moo =0.72 and four angles 
of attack of 0°, 1.5°, 2.0° and 2.5°, the steady surface pressure distributions were 
presented. The unsteady surface pressure measurements were made for the airfoil 
oscillation in pitch about a mean angle of attack of 1° and 2°, at amplitides of 0.25° 
to 1.0°, w ith  a frequency range from 5 hz to 60 hz.
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Along w ith  the two-dimensional experimental data measurements, the three- 
dimensional unsteady pressure measurements for flows past wing configurations 
were made. Tijdeman et al. [ 1 3 5 ]  measured the surface pressure on an F - 5  wing 
under p itch oscillations at M o o  =  0 . 9 ,  a 0 =  0 ° ,  a a  = 0 . 1 0 9 °  and k ch — 0 . 1 3 7 .  
Sim ilar work was done by Horsten et al. [ 1 3 6 ]  for a LAN N wing, and by Mabey 
et al. [ 1 3 7 ]  for an RAE wing. The results for the LAN N wing, pitching oscillation 
about a mean angle of attack of 0 . 6 2 °  at Moo =  0 . 8 2 ,  a a  =  0 . 2 5 °  and k ch =  0 . 0 7 6 ,  
were available from  Horsten et al. [ 1 3 6 ] ;  while for the RAE wing, the results for 
the pitching oscillation at 7 0  hz about a mean angle of attack of - 0 . 3 0 °  w ith  an 
amplitude of 0 . 5 7 °  at M o o = 0 . 9 0  were available from  Mabey et al. [ 1 3 7 ] .
This work on the pressure measurements provided very reliable data for com­
parisons w ith  the computational results. They helped the rapid development of 
computational unsteady transonics.
2.5 S u m m a ry
The study of the recent developments on the computational transonics shows 
that the integral equation methods have a very good potential to challenge finite- 
difference methods in the field o f inviscid transonics due to the obvious advantages 
mentioned. Furthermore, i f  the integral equation methods are combined w ith  finite- 
difference methods, the possibility to handle flows w ith  strong shocks exists. In this 
hybrid IE -FD method, the IE solution can be used in the far-field to satisfy bound­
ary conditions of a small FD domain. This method would result in a significant 
reduction in the size of the FD computational domain. I t  is not clear, however, if  
the integral equation methods w ill ever replace the present mainstream techinque 
FD methods in some fields of inviscid transonics. I t  is always beneficial to consider 
different viewpoints of the same problem.
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Chapter 3
FORMULATION OF THE PROBLEM
In  the firs t section of this chapter, we consider the physical aspects of the 
fu ll-potentia l and the Euler equation formulations. In the second section, we first 
describe briefly the physical problem to be solved. This is then followed by the 
derivation of the general unsteady three-dimensional fu ll-potentia l equation along 
w ith  the associated boundary conditions in the body-fixed moving frame of refer­
ence. The governing equations and the boundary conditions are then specialized 
for two-dimensional steady and unsteady flows. In  the next section, integral equa­
tion solutions are presented. For the embedded Euler domain method, the Euler 
equations and the boundary conditions are given. F ina lly we end this chapter w ith  
a brief discussion on the va lid ity  of the IE method for transonic flows.
3.1 Physical Aspects of Flow Modeling
The Navier-Stokes equations are generally accepted as the most basic governing 
equations for flu id  dynamic phenomena of interest to aerodynamicists. The equa­
tions are capable o f representing the most general transonic flows, including mixed 
subsonic-supersonic flows, shock waves, separations and boundary-layers including 
turbu lent flows. But, because of the present computer speed and capacity, it  is not 
possible to solve all of those flows using the Navier-Stokes equations for practical 
aerodynamic configurations.
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Different levels o f approximations to the Navier-Stokes equations are available. 
For large Reynolds numbers, viscous effects are small compared to inviscid effects, 
and in the lim iting  case where n  —► 0 and k —* 0, the Navier- Stokes equations reduce 
to the Euler equations. Since the lim iting  process changes the order o f the governing 
equations from  second-order (Navier-Stokes equations) to first-order (Euler equa­
tions), one cannot satisfy all the boundary conditions. Moreover, singular-lim iting 
surfaces appear in the flow field. They model regions w ith  large gradients in flow 
properties in real flows by reducing them to surfaces of mathematical discontinu­
ities in the Euler lim it. In addition, by introducing isentropic flow and irrotational 
flow assumptions the fu ll-potentia l equation is obtained. Further sim plification is 
the transonic small-disturbance (TSD) equation, which is the simplest equation 
tha t can describe transonic flows w ith  shocks. However, the TSD theory has some 
significant lim itations. Only flows past bodies o f small thickness at small angles 
of attack and undergoing small amplitude, unsteady motions can be modeled ad­
equately since their transonic flow is characterized w ith  weak shocks. Because of 
these lim itations, the TSD theory w ill not be used in this work. A  brief discussion of 
the fu ll-potentia l equation and the Euler equation formulations for transonic flows 
w ill be given in the following paragraphs.
The Euler equations generally represent all inviscid rotational flows in all speed 
ranges. In an inviscid flow, the energy equation can be w ritten  as [138],
providing tha t there are no singular surfaces in the flow field. Therefore, the only 
mechanism for generating entropy changes in an inviscid flow is through the presence 
of singular surfaces - shock waves. I t  may be shown [138] tha t the entropy rise, AS ,
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through a shock wave is of order (M 2n — l ) 3, or
¥ ■ = * £ t)<m- - i>3 + o <'4> <3-2>
where M \ n is the normal component of the local Mach number ahead of the shock, 
k the gas specific heat ratio, R  the gas constant, and the small parameter e is given
by e =  M j2n — 1; while other flow variable changes are of order (M 2n — 1). For
example, the change of the pressure across the shock, Ap, is given by
-  i )  +  0(<=) (3.3)
Pi K T  1
where p\  is the pressure ahead of the shock. I f  the shock wave is sufficiently weak 
such that
( M 2ln -  l ) 3 «  ( M l  -  1) (3.4)
then the entropy production is a negligible higher-order effect compared w ith  those 
of other flow variables. Therefore, the homentropic flow assumption can be used 
for the flow where the value of (M f„  -  1) is small.
Crocco’s theorem gives the relation between the vo rtic ity  production and the 
changes of the other field variables. For inviscid flows, it  is given by
dV
$ x V  = T V S - V h t - —  (3.5)
where f  is the vo rtic ity  given by f  =  V  x V ; ht is the tota l enthalpy and the term 
V/i£ is zero for homoenergetic flows. For a steady, inviscid, homoenergetic flow, 
Crocco’s theorem reduces to
f x U  =  T V S  (3.6)
This equation tells us that the vortic ity  production is the same order as that of
the entropy gradient if  T  and V are both of order 1, and that the assumption
of homentropic flows yields directly the assumption of irro ta tiona l flow. Under the
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assumptions of homentropic and irrota tiona l flow, the full-potential equation is thus 
obtained, and it  is probably the most appropriate modeling equation for transonic 
flows w ith  shocks o f moderate strength. The full-potential equation formulation is 
used in present reaserch work. The well developed integral equation methods of 
linear potential flows w ill be extended to treat nonlinear transonic flows.
Experience has shown tha t rather accurate solutions can be obtained for many 
transonic flows using the full-potential equation. The equation can be shown to 
express conservations of mass, momentum and energy, neglecting the effects due 
to viscosity, vo rtic ity  and entropy production. For transonic flows w ithou t strong 
shocks and massive separation, the fu ll-potentia l equation is an adequate approxi­
mation to the Navier-Stokes equations.
B ut for flows w ith  strong shocks, where the entropy increase and vortic ity  
production are not negligible because of large (M?n — 1), the full-potential equation 
formulation breaks down if  none of these effects are taken into account. Here the 
Euler equations are more appropriate for modeling the flow. The Euler equations 
adm it more accurate solutions for transonic flows w ith  strong shocks because the 
equations do not assume isentropic flows and moreover they contain the vortic ity  
term. However, w ith  the Euler equations, there are, in general, five nonlinear 
differential equations instead of one equation as in the full-potential formulation, 
which greatly increases the computational cost. And as mentioned above, it  is 
known tha t the rotational effects and entropy changes are confined to a small region 
behind the strong shocks. Thus, the Euler equations can be solved in this small 
region while the integral solution of the full-potentia l equation is used outside of 
tha t region. This is the idea of the IE w ith  embedded Euler domain scheme. The 
purposes of this scheme are to extend IE method of the full-potential equation to 
treat transonic flows w ith  strong shocks and to reduce the computational time.
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3.2 Full-Potential Equations
In  this section, the physical problems to be solved are firs t introduced. This is 
then followed by the derivation o f the governing equations and the related boundary 
conditions.
3.2.1 Physical Problems
Figures 3.1 and 3.2 show the physical problems studied and the coordinate 
systems used in the present research. Figure 3.1 shows the steady flow cases; while 
Fig. 3.2 shows the unsteady flow cases.
In Fig. 3.1, an a irfo il is placed in a subsonic free-stream. When the flow reachs 
airfo il surfaces it  w ill accelerate to supersonic speeds and then i t  w ill decelerate to 
subsonic speeds by means of a shock wave as shown in Fig. 2.2. The solution o f the 
pressure d is tribution  over a irfo il surfaces w ith  the location and the strength o f the 
shock is very im portant for aerodynamicists. Transonic steady flow computations 
over a wide range of Mach number have been made in the present research work.
In Fig.3.2, a body-fixed frame of reference is attached to the airfo il which is 
translating at a subsonic speed of V0, and ro tating  at an angular velocity of ak.  For 
unsteady transonic flows, the moving coordinate form ulation has been used, where 
the source of the unsteadiness in the flow has been introduced through the motion 
of the airfoil-fixed frame of reference. In  the present research, the sinusoidal pitch 
oscillation around a pivot point has been studied as a numerical example. The 
oscillation function in terms of angles of attack, a{t),  is given by
a (f) =  a 0 -f- a asin(wr)
(3.7)
=  a 0 + a a sin(kct)
where, a 0 is the mean angle of attack, a a the pitch amplitude, ui the frequency 
and k c the reduced frequency based on the chord length (k c =  w c /\V0\,V0 is the
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characteristic speed and c the chord length), r is the dimensional time and t the 
non-dimensional time (£ =  r|V 0|/c).
3.2.2 General Unsteady Full-Potential Equation
In this subsection we derive the fu ll-potentia l equation in the moving frame 
of reference for general three-dimensional unsteady flows. Then, the equation is 
reduced to tha t o f two-dimensional steady and unsteady flows in the subsequent 
two subsections, respectively.
For a general unsteady motion of a body, the governing equations are simple 
to solve i f  the body-fixed frame of reference form ulation is used. In addition to 
the space-fixed frame o f reference OXYZ, we introduce the body-fixed frame of 
reference oxyz, which is also known as the moving frame of reference as shown in 
Fig. 3.3. The moving frame of reference oxyz is translating at a velocity of Va{t) 
and ro tating around a pivot point, r p, at an angular velocity of H(£). Next, we 
derive the equation of absolute motion of a flu id  particle in the moving frame of 
reference.
The continuity and momentum equations for unsteady, inviscid compressible 
flows w ith  negligible body forces in a space fixed frame of reference OXYZ are given 
by
=  0 (3.8)
D V  , ,
p —  +  Vp =  0 (3.9)
where p and p are the density and the pressure, respectively, while V is the absolute 
velocity.
By introducing the body fixed moving frame of reference described above, we 
have following relations:
V = Vr + Ve (3.10)
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v e =  v 0 + n  x f  (3.11)
where f  denotes the radius vector in the moving frame of reference of the flu id 
particle measured from the pivot point, r p, VT is the relative velocity of the flu id 
partic le  w ith  respect to the moving frame oxyz; and Ve is the transformation velocity 
vector o f the moving frame
The substantial derivative of a scalar quantity like p is related to  its substantial 
derivative in the moving frame and to  the local derivative in the moving frame by 
the equation
%  = % - w + * ' - v '  (3 ' 12)
On using Eq. (3.10), Eq. (3.12) becomes
ir ^ r  = fr + <7- ’7«>'v'’ (313)
where the prime (/) refers to the time derivative w ith  respect to the moving frame. 
Combining Eqs. (3.8) and (3.13), the continuity equation becomes
+ V  • (PV) - V e - V p  = 0 (3.14)
Also, we can w rite the substantial derivative of a vector quantity like V  as 
follows:
D V  D ’V  -  -
■ — - — F f i  x V
Dt Dt
d ’V  -  -  -+ v r ■ vv + n x v
(3.15)
dt
On using Eq. ( 3 . 1 0 ) ,  Eq. ( 3 . 1 5 )  becomes
D V  d ’V  -  -  -  -  -
 =  — -  + V - V V  - V e - V V  + n  x V  (3.16)
Dt dt
But Ve • V V ^  can be expanded as follows:
- V e ■ V V  = - V ( V  ■ Ve) + V ■ V V e + V  x ( V  x  Ve) + Ve x  ( V  x  V)  ( 3 . 1 7 )
4 0
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Since
V  ■ V V e = V  ■ V{V0 +  f i x r ]
=  V - V ( f l x f )  (3.18a)
=  n  x v
and
V  x (V  x Ve) =  V  x  [V  x [V0 + tl x r)]
=  2V x  n  (3.186)
=  —2n x v
Eq. (3.17) can be w ritten as
— Ve ■ V V  = - V ( V  ■ Ve) -  n  x V + Ve x (V  x V)  (3.19)
Substituting Eq. (3.19) into Eq. (3.16), one obtains 
D V  d 'V
Dt dt  
On using the identity
+  V • V V  -  V ( V  • Ve) l ^ x ( V x V )  (3.20)
V - V \ 7  = v ( ^ - p J  - V  x ( V x V )
into Eq. (3.20), we obtain
D V  d 'V  „ ( V 2
+  V  —
Dt dt  \  2
-  V  x (V  x V) -  V ( V  • Ve) + Ve x ( V x V )
d ' v  ( v 2 -
=  —  + V  v - v e
dt  V 2
-  {V -  V e ) x (V  X  V)
Combining Eq. ( 3 . 2 1 )  w ith  Eq. ( 3 . 9 ) ,  one obtains the momentum equation of 
absolute motion in the moving frame of reference as follows:
d 'V  ( V 2 -  -  \  -  -  -  1
+  V  V  • Ve )  -  ( V  -  V e )  x (V  x V )  +  - V p  =  0  ( 3 . 2 2 )
dt  \  2 7  v ' v ' p
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I f  we assume tha t the absolute motion is irrotational, then we have a zero 
vortic ity, f,
By introducing the velocity potential, $ , one gets
V  =  V '$  =
(3.23)
(3.24)
Thus, Eq. (3.22) becomes
(V $ ) : -  v$ • v e + - V p  =  0 
p
(3.25)
Integrating Eq. (3.25) w ith  respect to space, we obtain 
d ' *  (V $ )2
dt  + 2
(3.26)
For a barotropic flu id, one can find that
/ * - K  —  1 (3.27)
where a is the speed of sound. I f  the flu id is at rest at in fin ity, then Eq. (3.26) and 
Eq. (3.27) yield
m  =
K  —  1
(3.28)
where the subscript oo refers to the in fin ity  condition. Substituting Eqs. (3.27) and 
(3.28) into Eq. (3.26), one gets
3 '$  (V $ )2 ^  -  a2 <4
—  +  i -  V $  • Ve + -------  =  —22-
dt  2 k — 1 k — 1
(3.29)
Now, we assume tha t the flow is isentropic, and hence we can use the isentropic 
relation
f  = (3-3°)
Poo \ a oo /
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in to Eq. (3.29). This yields the equation for density as follows:
£  = { 1 -  + 2 ( i t )  - 2V* • * ]  F  <«»)
The continu ity equation, Eq. (3.14) can be rew ritten in the form
or,
1 d'p  -  Vp Vp
i - J L  + V  , V  + V  ■ —  -  Ve - —  = 0
p at  p p
V V  = (3.32)
p p at
Using Eq. (3.24), Eq. (3.32) becomes
V 2$  =  -  ̂  • (V S  -  Ve) -  -  ̂  (3.33)
p p at
Equation (3.33) is the unsteady fu ll-potentia l equation in the moving frame of ref­
erence w ith  the density given by Eq. (3.31). A fte r introducing the characteristic 
parameters of | VQ |, p,*, and length /, and defining the free-stream Mach number 
as Moo = | Vo | /floo) Eqs. (3.33) and (3.31) take the dimensionless form as follows:
V 2$ =  . ( V $ - { 0 - i i x f ) - ~  (3.34)
p p dt
and
0 =  +  - f i x r } 2
+  (e-0 +  n x r ) 2 - 2 ( | 5 ) j } ::iT
where e0 = u 0i + v 0j  +  u>0k  is a un it vector parallel to V0. A ll quantities in the 
above two equations are dimensionless, although the same notations are used.
Equation (3.34) is the desired fu ll-potentia l equation in the moving frame of ref­
erence w ith  the density given by Eq.(3.35). I t  should be noted that the formulation 
in terms of the moving frame of reference does not introduce artific ia l accelerations
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since the velocity terms associated w ith  the moving frame of reference are algebraic 
terms. Next, we consider the associated boundary conditions:
(i) Surface No-Penetration Condition: This condition states tha t there is no 
flow across the body surfaces, or tha t the normal component of the velocity relative 
to the body surface is zero at the surface. This condition is given by
Dg d'g -  _
Divided by | V g  |, we obtain
1 d'g
+  V r  ■ f i g  =  0
I V ff i dt
For a rig id  body, the body surface, g{r) = 0, is not a function of t. Thus, we get
Vr • rig = 0 on g(r) — 0 (3.36)
where n g is the un it normal vector of the body surface, g(r) = 0 .
(ii) K u tta  Condition: Along the edge of separation (e.g., a irfo il tra iling  edge) a 
form of the K u tta  condition must be enforced. For a sharp edge the pressure must 
be continuous across the edge and hence
A C P |sp=  0 (3.37)
where the subscript sp refers to the edges of separation.
(iii) In fin ity  Condition: Because the moving frame of reference formulation is 
used,the velocity at in fin ity  is zero. This condition is given by
V $  —► 0 away from g{f) — 0 (3.38)
(iv) Wake Condition: For unsteady flows, a wake surface denoted by w(r , t )  =  0, is
shed from the edge of separation (e.g., a irfo il tra iling  edge). The wake surface must
44
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satisfy a kinematic boundary condition and a dynamic boundary condition. The 
kinematic boundary condition has the same form as the no-penetration condition 
for the body surface and is given by
1
+ Vr - n w = 0 on w( f , t )  =  0 (3.39)
Vui I dt
The dynamic boundary condition requires that the pressure jum p across the wake 
surfaces is zero, or
A C P = Cpu -  Cpi = 0 on w(r,  t) — 0 (3.40)
where subscripts u and I refer to the upper and lower surface, respectively. The 
pressure coefficient, Cp, is defined by
c > = (3-41>
where the non-dimensional density, p, is given by Eq. (3.35). Substituting Eq. 
(3.41) together w ith  Eq. (3.35) into Eq. (3.40) and simplying the results, one 
obtains
^  +  (V *« „  -  Ve) ■ VOt
=  0 on w(r, t )  = 0 (3-42)
where
and
A #  =
V * a„ =  X-  [ (V $ )u +  (V $ ),j
Eq. (3.42) reproduces the theorems of Kelvin and Helmholtz for the conserva­
tion of circulation and outflow of vortic ity, respectively. This gives
W  _  D_ 
Dt  ~  Dt
J  J  f -  n ^ d A  =  0 on w(r,  £) =  0 (3.43)
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where T is the circulation around a wake element and <f • is the outflow of the 
vo rtic ity  through the area bounded by the curve around which T is calculated. For
inviscid, homentropic flow, it  can be shown [138] that the theorem of the Kelvin is
equivalent to
( 3 - 4 4 )
3.2.3 2-D Steady Full-Potential Equation
For two-dimensional steady flows, the time derivative terms and angular veloc­
ity, n , in the above equations are all zero. By using the characteristic parameters 
of | V0 |, poo and chord length, c, Eqs. (3.34) and (3.35) reduce to
* * *  +  $ y y  -  G  (3.45)
w ith
G =  - ~ [ ( $ x  -  U0)Px + ($y -  V 0 ) p y ]  (3.46)
p
and
P =  { l  +  [1 -  ( * *  -  »o)2 -  ( * y  -  «o)2] } K" ‘ (3.47)
The terms ($ z -  u 0) and ($ y — v0) are the components of relative velocity. 
For steady flows, the space-fixed frame of reference formulation w ill yield the same 
equations if  we replace ($ z — u 0) and ($ y -  v0) by $ z and $ y and let the flu id move 
at a velocity of eoo(eoo =  —e0) while the a irfo il is kept stationary. This yields
=  G (3.48)
w ith
and
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The boundary conditions for the steady two-dimensional flow can be obtained 
directly from  Eqs. (3.36) to (3.38). Here no wake conditions are needed. These 
conditions are summarized as follow:
(i) Surface No-Penetration Condition:
V $ - n g =  0 on <7(z ,y ) = 0  (3.51)
(ii) K u tta  Condition:
A Cp |TE= 0 (3.52)
Equation (3.52) implies tha t the vortex d is tribution  at the a irfo il tra iling  edge must 
be zero:
1  \ t e , u  + 1  \ t e , i =  0 (3.53)
(iii) In fin ity  Condition:
V $  —► away from g(x, y)  — 0 (3.54)
where g(x, y)  =  0 is the a irfo il surface and n g is its un it normal vector; T E  refers 
to the tra iling  edge and the subscripts u and I refer to the upper and lower surface, 
respectively.
Equations (3.48) through (3.50) are the basic equations to be solved for steady 
flows in the space-fixed reference. The associated boundary conditions are given by 
Eqs. (3.51), (3.53) and (3.54).
3.2.4 2-D Unsteady Full-Potential Equation
For the unsteady two-dimensional flow, shown in Fig. 3.2, we have
f p -  x pi + ypj  = x pi + oj  =  x vi (3.55)
V -
t 0 =  — =  Uoi +  v 0j  (3.56)
I I
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Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
and
17 =  o ■ i + o ■ j  + ak  = a k  (3.57)
where
• _  M * )  co\
( 3 ' 5 8 )
As a special case of pitching oscillation, the a(t)  is given by Eq. (3.7). Equation 
(3.34) thus becomes
$11 +  $yy  =  G l +  G% (3.59)
w ith
and
G i =  - - { ( $ *  -  u 0 +  ay)px +  [$ y - v 0 -  a ( i  -  x p)]py } (3.60)
P
G2 =  - " §  (3-61)p at
where x p is the pivot point of the pitching oscillation.
Sim ilarly, Eq. (3.35) reduces to
+  -  ($ x -  u0 + a y ) 2
-  ($ y - v 0 -  a (x -  xp))2 +  {u0 -  a y ) 2 (3.62)
+  {v0 + a{x -  x p))2 - 2  } ' t" ‘
Equations (3.59) through (3.62) are the basic equations to be solved for two- 
dimensional unsteady flows in the moving frame of reference. The boundary con­
ditions are derived directly from  those in Subsection 3.2.2. They are presented 
here.
(i) Surface No-Penetration Condition:
V r - f i g - 0  on g(x,  y) =  0 (3.63)
note tha t here is the relative velocity.
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(ii) K u tta  Condition:
A Cp |Te = 0 (3.64)
This also implies that
J K p ) |t e = o (365)
or
| ( ^ ) | 7 - E +  v'r - v ( ^ ) | r E =  °  (3.66)
Note tha t Eq. (3.65) is a special case of Eq. (3.44) for two-dimemsional flows.
(iii) In fin ity  Condition:
V $  —► 0 away from g(x,y)  = 0 (3.67)
(iv) Wake Conditions: The kinematic boundary condition is given by
1 d* xu
7= — +  Vr ■ n w =  0 on w{x , y , t )  = 0 (3.68)
( Vw)  dt
and the dynamic boundary condition is given by
D (<;
or
« . , 0 (3-69) Dt  V p /
s ( ; ) . + * - v ( ? ) . - °  ( 3 ' 7 0 )
where the subscript w( x , y , t )  — 0 is the wake surface shed from the tra iling  edge.
3.3 IE Solutions of FP Equations
Before the integral equation solution of the fu ll-potentia l equation is presented, 
it  is necessary to describe briefly the standard panel method for incompressible 
potential flows and its recent extension to transonic flows.
3.3.1 Panel Methods or Incompressible IE Methods
The standard panel method for incompressible potential flows around a com­
plex configuration can be described briefly as follows:
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Since the governing equation for this flow is Laplace’s equation, the IE  solution 
for the perturbation velocity field consists o f the sum of two surface integral terms: 
a source term  and a doublet or vortex term. Therefore, the body sufaces are divided 
into a fin ite number o f small elements w ith  each element geometry approximated 
by an nt h  order panel. A  distributed or concentrated singularity is placed on 
each panel. The strength of singularities on the panels are determined by satisfing 
the boundary conditions at certain points on the panel surfaces (so-called control 
points). Once the strength o f the singularities is known, the IE  for the velocity field 
is used and the pressure at the body surface or at any field point can be calculated 
easily. The perturbation velocity at any point is the sum of the contributions from 
all body-surface singularities. Therefore, the solution of a flow problem around 
complex configurations reduces to a solution for the strength of a set of surface 
singularities by satisfying body-surface boundary conditions. This yields a set of 
linear algebraic equations, which can be solved by any standard method. The 
surface singularities can be divided into three types: (i) source/sink, (ii) vortex 
and/or, (iii) doublet. Different combinations of these three types of singularities 
can be made according to the flow conditions and body configurations. Details on 
standard panel methods for incompressible flows can be found in many references, 
such as Kraus [139].
For subsonic flows, a linearized governing equation can be obtained by assum­
ing small disturbances. The solution for subsonic small disturbance flows can be 
obtained by standard panel methods described above in which compressibility ef­
fects are taken into account through the Prandtl-G lauert transformation. Also, the 
standard panel methods can be applied to linearized supersonic flows.
But for transonic flows, there is no such linearized governing equation. The 
compressibility effects must be maintained as nonlinear term(s) in the governing
50
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equation. Recently, several IE schemes which are based on standard panel methods 
have been developed for transonic flows, as mentioned in Chapter 2. The schemes 
are called field panel methods. In the IE  solution for transonic flows, volume integral 
terms contributed from the nonlinear compressibilities are added to the standard 
surface integral terms of singularities for velocity calculations. The details of this 
method w ill be discussed in Chapters 4 and 5.
3.3.2 IE Solution for Steady Transonic Flows
Equation (3.48) is the full-potentia l equation in  which G is representing the 
to ta l compressibility. This G-term could be sp lit into a linear and a nonlinear term 
w ith  the linear term given by Instead, reading Eq. (3.48) as Poisson’s
equation and by using Green’s th ird  identity, the integral equation solution o f Eq. 
(3.48) in terms of the velocity field for a steady two-dimensional flow in a space-fixed 
frame of reference is given by
V *(x ,y ) = +  -  j
+  ^ / s , s ( s ) r  ' " ' U s
(x -  f ) t  +  [y -  T ) ) j
(x -  f ) 2 +  { y -  v ) 2 '
where the subscript g refers to the airfo il surface and the subscript S  refers to the 
shock surface; q and 7 are surface source and vortex d istributions, respectively; ds 
is the infinitesimal line element measured in (£, r?) coordinates. Here the source and 
vortex singularities are used in the present research work. I t  should be noted here 
tha t the G-term is considered as an inhomogeniety in stead of a nonlinearity.
In Eq. (3.71), the first integral is the contribution of the body thickness; the 
second integral is the contribution of lif t  or thickness or both; the th ird  integral is
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Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
a field integral term  representing the contribution due to  the fu ll compressibility; 
while the last integral is the explicit contribution due to the shock for the shock- 
fitt ing  solution, which w ill be discussed detail in Sec. 4.2.2.
Not all of the terms in the first and second integral in Eq. (3.71) are necessarily 
included in the calculation o f the velocity field. For symmetric flows, either the first 
integral or second integral can be used; while for asymmetric flows, either the second 
integral or both integrals should be used.
I t  should be noticed tha t the integrand of the volume integral o f Eq. (3.71) 
decreases rap id ly  w ith  increasing distance not only because of the factor of l / [ ( i  -  
f ) 2 +  (2/ — y )2] bu t also because G(x,y) diminishes rapidly w ith  increasing distance. 
Consequently, for computational purposes, the volume integral term  needs to be 
addressed only w ith in  the immediate v ic in ity  of the body.
I t  should also be noticed tha t the present formulation differs from  the formula­
tions given by Sinclair [63] and by Tseng and M orino [118]. The present formulation 
is based on the velocity field in which the field source term  G(x,y) contains first 
order derivatives of the density only, and the normal velocity is discontinuous across 
the shock. Both formulations of Sinclair [63] and Tseng and M orino [118] are based 
on the velocity potentia l in which the source term  G contains first- and second-order 
derivatives o f the velocity potential and the velocity potential is continuous across 
the shock. The present form ulation has two advantages over the velocity-potential 
form ulation: ( l )  only first order derivatives need to be calculated by finite-difference, 
and (2) I t  does not need the calculation of derivatives of the velocity potential in 
order to detect the shock formation since the velocity field is calculated directly in 
the present form ulation.
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3.3.3 IE Solution for Unsteady Transonic Flows
The unsteady fu ll-potentia l equation in the moving frame of reference oxy is 
given by Eq. (3.59), which is a Poisson’s equation also. By using the Green’s th ird  
identity, s im ilar to tha t for steady flows, the integral equation solution o f Eq. (3.59), 
for the absolute velocity field in the moving frame of reference, is given by
s. . i .  I
. 1 f  ^  ix  ~ 0*’ + (y -  v)j
2* J J {x -  Z) 2 +  (y -  ri) 2 ^3 72^
2ir J J  ) ( * - ( ) * + ( v - < l ) 2
+f  f  : {r 0U
^  Jw {x -  Z) 2 +  (y -  T] ) 2
, JL f  n (c (x -  0 *  +  iy ~ *?).?' j .
2tt /s  s ’ (x -  0 2 + (y - 7?)2
The first two integrals in Eq. (3.72) are sim ilar to those of Eq. (3.71) for 
steady flows, w ith  the exception of their im p lic it dependence on time t. The th ird  
integral is the contribution of compressibility sim ilar to tha t of Eq. (3.71), while 
the fourth  integral is the explicit contribution due to the unsteadiness. The fifth  
integral represents the contribution of the wake surface shed at the a irfo il tra iling 
edge. The last integral term represents the explicit contribution of the shock panel 
and must not be considered in the field integral terms for the shock-fitting solution. 
I t  should be noted tha t the term eoo, which appeared in Eq. (3.71) for steady 
flows, does not appear here, because the moving frame of reference is used since the 
in fin ity  boundary condition is zero.
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3.4 Unsteady Euler Equations
As discussed earlier, for transonic flows w ith  strong shocks, the full-potential 
equation w ith  the isentropic flow assumption is no longer applicable. For these 
cases, Euler equations are solved in a small embedded domain around the shock. 
The dimensionless conservation form of the Euler equations in two-dimensional flows 
is given by
dq d E  8 F  n
Tt  + S i  + T y = a «3-731
where the flow vector field q, and the inviscid fluxes E  and F  are given by
q =  [p,pu,/9u,pet ]‘
E  = [pu , pu2 +  p , p u v , p u h tf  (3-74)
F  =  \ pv ,puv ,pv2 + p ^ v h t f  
In Eq. (3.74), the density is p, the velocity components are u and v; the
pressure is p and the total energy and tota l enthalpy per un it mass are given by
= ^  + <3-75>
and
h t = et + - ,  (3.76)
P
respectively.
For steady flows, the energy equation, the last component of Eq. (3.74), reduces 
to a statement of constant-total enthalphy, which gives
1 (̂ C 4“ l )  , 2 2̂
+   ------------------- ( 1  -  u -  V * ) (3.77)
M l  2
The no-penetration condition is enforced on the a irfo il surface through the 
normal-momentum equation. The normal-momentum equation is given by
=  PV  ■ (V ■ Vn) (3.78)
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where n is the un it normal to the a irfo il surface. The other boundary conditions at 
the upstream boundary and the top boundary and in itia l conditions are obtained 
from the integral equation solutions. The downstream boundary conditions in itia lly  
are obtained from  the integral equation solutions. In the subsequent time steps, 
they are extrapolated from  the in terior cells sim ilar to the outflow treatment of a 
subsonic boundary.
3.5 Validity of IEM for Transonics
Panel methods for linearized aerodynamics (incompresssible, subsonic and su­
personic flows) have been very well developed. The methods are well accepted in 
the linear aerodynamics community. But the IE methods for nonlinear transonic 
flows are new ones started only a few years ago.
Questions about the va lid ity of the mathematical foundations of transonic IE 
methods may often be asked. People may question the va lid ity of using the inte­
gral equation solution, which is based on linear e llip tic operators, to solve nonlinear 
mixed-type differential equations as those of transonic flows. The best answer to this 
question is the successful solutions of newly developed transonic integral equation 
methods [54, 58-64,116-119]. In these methods, a volume integral term, correspond­
ing to the nonlinear term  that is considered as an inhomogeneous term, is added 
in the integral solution to account for the fu ll contribution of compressibility. The 
type-differencing or the artific ia l density concept is used to model computationally 
the proper wave propapation implied by the mixed nature of the equation. They 
are at the root of extending the classical IE  methods to transonic flow problems. 
For more discussion on the valid ily of the method, one can refer to the paper by 
Tseng and Morino [118].
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C h a p te r 4
C O M P U T A T IO N A L  S C H E M E S  O F  S T E A D Y  T R A N S O N IC  F L O W S
The computational schemes for solving steady transonic flows are presented in 
this chapter. In the first section, we present the scheme of integral equation method 
for shock-free flows. In the second section, the IE  w ith  Shock-Capturing (IE-SC) 
and the IE w ith  Shock-Capturing Shock-Fitting (IE-SCSF) schemes of the integral 
equation solution for the transonic flows are described. The Integral Equation w ith  
Embedded Euler Domain (IE-EE) scheme for the solution o f transonic flows w ith  
strong shocks is presented in  the th ird  section.
4.1 IE  Scheme fo r  Shock-Free F lo w s
4.1.1 Discretization of the Equations. No-Penetration Condition
Equation (3.71) is the integral equation solution for the velocity field of the 
steady fu ll-potentia l equation. The firs t two integral terms are the standard panel 
method terms, which account for the contributions of the a irfo il thickness, camber 
and angle of attack. These two integrals are evaluated along the a irfo il surface. The 
a irfo il surface is divided in to  a number of fla t panels and a source and/or vortex 
d istribution  is placed on each panel as shown in Fig. 4.1. The finer panels are 
used in the leading edge and in the region around the shock for transonic flows. 
To enforce the no-penetration condition at the a irfo il surface, one control point on 
each panel must be used as shown in Fig. 4.1, where the condition is satisfied.
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The th ird  integral term is a field integral term, which represents the contri­
bution of the fu ll compressibility, G(x,y). The computational domain for this field 
integral term  is constructed around the airfo il w ith in  a small lim ited  region. The 
domain is divided into a number of rectangular elements w ith  the exception of the 
a irfo il surface where trapezoidal elements are used. The computational domain for 
this integral term  is shown in Fig. 4.2. For shock-free flows, the last integral term 
is set to zero. I t  w ill be considered only for the shock-fitting scheme.
The discretized equation becomes
V $ (x , y) =  V  =  ui  +  v j
1 N f
N '  ( x -  £ ) i  +  (y -  v ) j  ^
k = l J 9>‘
N
( i  -  £)2 +  { y -  v ) 2
i f  t n (y ~ *)* -  (x -  £)j  ̂ (4>1)
2n l^ J s k lg,k s (1 -  £)2 + (y -  y)2 5
I M J M  r  ,  ,  , . - r
, } - 'a,, ’ { x -  0 2 + (y-y )2
where N  is the tota l number of a irfo il surface panels and I M  x J M  is the total 
number of field elements. The indices, k  and ( i , j ) ,  refer to the surface panel and 
field-element numbers, respectively, while the subscript g refers to the airfo il surface.
The summations of the above integrals in Eq. (4.1) are taken over all airfoil- 
surface panels and all field elements. These surface panels and field elements are thus 
called “senders” , while the surface panels and field-elements, where the velocities 
are computed at their control points, are called “ receivers” . Therefore, Eq. (4.1) 
clearly states tha t the velocity at the receiver (x,y), V $ (x ,y ) ,  is contributed from 
all sources at senders plus the contribution of the free-stream velocity.
For high accuracy, local linear distributions of source and vortex singularities 
are used in the present research work. These distributions are expressed in terms 
of the local nodal values as given by
57





where £ is the local coordinate as shown in Fig. 4.3; qg,k,qg,k+1 and 'igtk , l g,k+i are 
paris of unknown nodal values for each panel source and vortex distributions, respec­
tively. Thus, the distributions of the source and vortex singularities are continuous 
but not smooth between adjacent panels. Therefore, there are N + l unknown nodal 
values for the source and/or vortex distributions for N panels.
Substituting Eqs. (4.2a) and (4.2b) into Eq. (4.1) and evaluating the inte­
gral in local coordinates, a closed form expression of the solutions is obtained as 
given in Appendix A. The resulting expressions are then transformed from  the local 
coordinates (£,r?) to the global coordinates (x,y).
Due to the fact that the computation of the th ird  integral term of Eq. (4.1) is 
expensive, a constant G d istribution is assumed over each small field element. This 
integral is evaluated in the global coordinates over each field element. The resulting 
closed form expression for typical elements is given in Appendix B.
Applying the no-penetration condition, Eq. (3.51), at each control point, we 
obtain a set o f linear algebraic equations. For example, if  we want to solve for 7g, 
then we get a set of N linear algebraic equations for N control points o f the form
where { i g,i} is the m atrix of unknown nodal values of vorticity, and {B ,}  is the
(4.3)
known right-hand side vector which is the contributions from compressibility and
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free-stream velocity. The coefficient m a trix  [j4*,y ] is known as the “ Influence Coef­
ficient M a trix ” .
4.1.2 Computational Scheme for Shock-Free Flows
The main difference between the standard panel scheme and the transonic 
integral equation scheme is due to the field integral term  o f Eq. (4.1). This term 
is a nonlinear term  and therefore unlike the standard panel schemes, the solution 
cannot be obtained directly and an iterative procedure is necessary.
In this research work, we examine both the source panel and vortex panel 
modeling. For sim plicity, we firs t describe the computational scheme for shock-free 
flows w ith  the full-compressibility term, G, included. The procedure is the base of 
the IE-SC scheme.
The computational scheme is sketched in Fig. 4.4 and it  is described as follows: 
Step 1 - Standard Panel Scheme for the Linear Problem:
Setting G(x ,y )  =  0, a standard panel method scheme is employed to get qg or 
or both. By applying the no-penetration condition, Eq. (3.51), at each control 
point o f the a irfo il surface panels, one gets a set of N equations w ith  N + l unknown 
nodal values as given by Eq. (4.3). There is at least one additional equation needed 
to solve for the N + l unknowns. I f  a source panel modeling is used, one can use the 
condition of zero to ta l source, because the a irfo il is a closed body. This condition
K=l
I f  a vortex panel modeling is used, one can apply the K u tta  condition, Eq. (3.53), 
at the tra iling  edge. This yields one additional equation which is given by
gives
(4.4)
7 ITE,u + 7  ITE,l= 0 (4.5)
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Equation (4.3) together w ith  Eq. (4.4) or Eq. (4.5) form a set o f N + l linear 
algebraic equations for N + l unknown nodal values. This set is solved by any 
standard method to obtain N + l nodal values of the source or vortex distributions.
Stet 2 - Computation of the In itia l Values of G :
The in itia l values of the compressibility, G (x ,y ), are calculated by using the 
linear (Prandtl-G lauert) compressibility
G (x, y) = M ^ u x(x, y ) (4.6)
Here, the x-component of the field velocity, u(x, y), is obtain from  the x-component 
o f Eq. (4.1) w ithout the compressibility term , and qg or 7g is obtained in Step 1. 
The derivatives o f u (x ,y ) w ith  respect to x , u x , is obtained analytically.
Step 3 - Enforcing the Boundary Conditions:
W ith  the compressibility, G (x,y), obtained in Step 2 and the source or vortex 
d istribution obtained in Step 1, Eq. (4.1) is used to satisfy the airfoil-surface no- 
penetration condition, Eq. (3.51), to get a set o f N-equations for N + l unknown 
nodal values of the qg or i g d istributions, as given by Eq. (4.3). By solving Eq.
(4.3) together w ith  Eq. (4.4) or Eq. (4.5), the N + l new nodal values o f qg or i g 
are obtained.
Step 4 - Calculation of the Surface Pressure Coefficient:
Once we obtain G and qg or 'yg d istributions, we use Eq. (4.1) to calculate the 
velocity at each control point. Next, we calculate the surface pressure coefficient. 
The pressure coefficient is defined by
( 4 ' 7 )
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where p and p 00 are all dimensional quantities. By introducing the isentropic fiow 
relation,
-  =  ( - ) *Poo \  Poo J (4.8)
and w riting  (-£- )  as the dimensionless density, p, Eq. (4.7) becomes
Poo
c '  “  i s a . ^  - '> (4-9)
Substituting Eq. (3.50) into Eq. (4.9), we get 
2
-  1 (4.10)
Equation (4.10) is used to calculate the pressure coefficients at each of the a irfo il- 
surface control points.
Step 5 - Calculation of the Full-Com pressibilitv:
In this step, we first compute the velocity field, V $ (x ,y ) ,  by using Eq. (4.1). 
The source/vortex d istribution, qg/ l g, over each airfoil-surface panel and the com­
pressibility, G (x,y), over each field-element are already obtained in previous steps. 
Substituting the newly obtained qg/ l g and G(x,y) into Eq. (4.1) and evaluating 
the integrals, one obtains the velocity fields, V $ (z ,y ) ,  at each field point (centroid 
of a field-element). Then Eq. (3.50) is used to compute the density, p(x,y) ,  and 
Eq. (3.49) is used to  compute the compressibility, G (x,y), at each field point, where 
central-differencing is used to compute the derivatives of the densities for subsonic 
(shock-free) flows.
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Step 6 - Enforcing the Boundary Conditions:
W ith  the newly obtained compressibility, we use Eq. (4.1) to satisfy the no­
penetration condition, Eq. (3.51), over each airfoil-surface control point. Thus a set 
o f N-linear algebraic equations given by Eq. (4.3) is obtained. By solving Eq. (4.3) 
w ith  Eq. (4.4) or Eq. (4.5), we get the new N + l nodal values of source/vortex.
Step 7 - Calculation of the Surface Pressure Coefficient:
Eq. (4.1) is used to calculate the velocities at each control point and then Eq. 
(4.10) is used to calculate Cp there.
Step 8 - Convergence C riterion:
Steps 5-7 are repeated un til the Cp converges at each control point.
Since the computation of the field integral term  in Eq. (4.1) is expensive, be­
cause of the constant G -distribution assumption over each field element, we restrict 
the computation of the integral form using a constant G -d istribution to the near 
field computations. For the far field computations, this integral term is replaced 
by an equivalent lumped source term at its centroid. As given by the th ird  in­
tegral of Eq. (4.1), we represent the velocity at point (x ,y ) due to the constant 
G -d istribution at the element of centroid of (f,ry) by using the integral
Since the distance between the receiver (x,y) and the sender (£,r]),d3r, is given by
^ r  =  [ ( x - 0 2 +  ( y - r ?) 2]  ̂ (4.12)
we compare the value of dsr w ith  a specified near field distance, dnear, and if  
dsr > dnear Eq. (4.11) is replaced by the equivalent lumped formula, which is given
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by
where (x,y) is the centroid of the receiver and (£ ,77) is the centroid of the sender.
W ith  sufficient accuracy, i t  has been determined computationally that the near field 
distance can be as small as
The concept of the far-field lumped calculation is shown in Fig. 4.5.
4.2 IE-SC and IE-SCSF Schemes for Transonic Flows
The IE w ith  Shock-Capturing (IE-SC) and IE w ith  Shock-Capturing-Shock- 
F ittin g  (IE-SCSF) schemes are developed to treat transonic flows w ith  shocks. The 
IE-SC scheme is a natural extension o f the IE scheme for shock-free flows presented 
in the previous section. The IE-SCSF scheme consists o f two parts: a Shock- 
Capturing (SC) part and a Shock-Fitting (SF) part. The steps of the IE-SCSF 
scheme is shown in Fig. 4.6. These two schemes are described in the following two 
sub-sections.
4.2.1 IE-SC Scheme
The IE-SC scheme is sim ilar to tha t for shock-free flows described in Subsection 
4.1.2, w ith  the exception tha t the Murman-Cole type difference is used to compute 
the derivatives of the densities during Step 5 of the scheme. Now le t’s explain the 
type differencing used in the current IE-SC scheme.
Once the velocity and the density fields are computed at each field point during 
Step 5, the local Mach number is computed to determine the type of field point; 
supersonic or subsonic points. The local Mach number, M (x ,y ) ,  is calculated by
dnear =  0.05 chord length (4.14)
M[ x , y )  =  Moo | V $ (x ,y )  | / p ( x , y ) K-'  
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For subsonic points where M  <  1, central-differencing is used to calculate the 
derivatives o f the densities w ith  respect to x and y. They are given by
dp  _  Pi+l,j Pi-1,]
d x j  — X i + I j  — X i —\ tj
for M  < 1 (4.16a)
and
=  PiJ + l for M < ] [  (41g6)
For supersonic points where M  >  1, backward-differencing is used. They are given 
by
( I)  = x " I x - T ' ' f°r M > 1  ( 4 ' I 7 o )
and
=  P i j - P i j - i ' for M > 1  (4176)
\ dyJ i , j  y i j - y i , i - i  
where the subscripts, i and j ,  represent the centroid of the element where the 
derivative is computed as shown in Fig. 4.7. This type-differencing is the so-called 
Murman-Cole type-difference scheme.
The type-differencing given by Eqs. (4.16a) through (4.17b) is consistant w ith 
the mixed nature of the transonic flow, because the local disturbance in a subsonic 
flow propagates in all directions while in a supersonic flow the local disturbance 
is confined to the downstream Mach wedge of the disturbance. Also it  should be 
noted tha t the type-differencing is used both in x  and y directions, because the 
fu ll-potentia l equation form ulation (rather than TSD formulation) is used.
One exception is that forward-differencing is used to compute the derivatives 
of the densities at the first elements after the shock discontinuity. The forward- 
differencing formula is given by
d p \  _  P t+ i j -  Pi ^  (4.18a)
t j  - t j
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and
/ a p \  =  PiJ 4-1 Pi j  ( 4 186)
\dyJij yi,j+i-yi,i
4.2.2 IE-SCSF Scheme
The IE-SCSF scheme is an extension of the IE-SC scheme by introducing shock 
panels at the captured shock. In  this scheme, the iterative cycle of the shock- 
capturing (SC) part described above is carried out u n til the location of the shock 
is fixed. Then, the shock-fitting (SF) part is in itia ted by introducing shock panels 
at the captured shock.
The iterative cycle o f the SF part is described below:
Step 1 - Introducing Shock Panels:
W ith  the values of the local Mach number at each field point obtained in the 
previous step, we can find the approximate location o f the shock wave, where the 
local Mach number changes from a value greater than 1 to a value smaller than 1. 
Furthermore, we use the relation between the slope o f the oblique shock and the 
relative direction of the velocities ahead and behind the shock to generate the shock 
panels one by one. This relation is given by
(3 — sin 1
(k +  1) sin (3sin0 1
2 cos { 0 - 0 )  + M l
(4.19)
where (3 is the shock-panel angle and 6 is the direction o f the flow behind the shock 
relative to tha t ahead of the shock as shown in Fig. 4.8.
We start w ith  the firs t layer of the field-elements above or below the airfoil and 
place a vertical shock panel at a location where M  changes from a value greater than 
1 to a value smaller than 1. Then we compute the velocity vectors at the elements 
ahead and behind the shock for the next layer to obtain the relative direction of
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these two velocity vectors, d. Using 0 and M i  in Eq. (4.19) the shock angle, 0,  is 
computed for th is layer. The second shock panel is thus generated according to the 
value of 0  jus t obtained and the fact tha t shock panels form  continuous surfaces. 
This procedure is repeated un til M \  is smaller than 1, where it is stopped.
The field element w ith  the shock panel inside is then split into three parts as 
shown in  Fig. 4.8, where the original rectangular element is sp lit into two trapezoidal 
sub-field elements plus one panel representing a shock panel.
The constant d is tribu tion  of strength for each shock panel is given by
*  =  - ( Vi « - V2") =  - ^ ( l - A ^ ~ ) >  M l n > 1  (4-2°)
where subscripts 1 and 2 refer to conditions ahead and behind the shock, respec­
tively, while the subscript n  refers to the normal component w ith  respect to the 
shock.
A fter introducing shock panels, the integral equation solution, Eq. (4.1), be­
comes
N
 ̂ -  , 1 v - /  , i ix ~  0 *  +  { y ~ v ) j  j
+  T V  f
k= 1 3k
N
, 1 v "  /  t  ̂ (y ~  v ) * _  (x -  O i j
I* ~  &  + & ~  W
(g _  g)?+ {y -  
t,J J J Ai . (z -  £)2 +  (y -  n)2
(4.21)
* j
4. J _ v \ ,  f  (x  -  &  + (y -  j .
2 l k s ’k ^  +  (y ~
where the index N S  refers to the tota l number of shock panels and the last integral 
term is the explic it contribution of the shock panels, which is extracted from the 
th ird  field integral term. I t  should be mentioned that mathematically the th ird  field 
integral term includes all compressibility effects including shock discontinuity. Since
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a relatively coarse grid has been used in our computational domain, the contribution 
of the shock discontinuity is extracted from the th ird  field integral term, for those 
field-elements which include shock surface, and is used explicitly. By doing this, the 
shock discontinuity is sharpened. Also we should note tha t the strength of the shock 
panels is calculated by Eq. (4.20), which states that the strength is equal to the 
jum p of the normal velocity across the shock panel. Therefore, i f  a shock panel is 
placed at a location where the normal velocity jum p vanishes, then the shock-panel 
strength w ill be automatically zero and thus this integral term  w ill vanish.
Step 2 - Calculation of the Flow Properties:
A fter the shock panels are introduced, Eq. (4.21) is used to compute the 
velocity field, where the contributions from the two sp lit trapezoidal elements are 
computed by using the th ird  integral term in Eq. (4.21). The contribution of the 
shock panel is computed by using the fourth integral term in Eq. (4.21). Equation
(3.50) is then used to compute the density.
Step 3 - R-H Relations Across the Shock:
In this step, the Rankine-Hugoniot relations are used to cross the shock. The 
velocities and the densities at the first elements behind the shock panels are updated
by
(k. -  l ) M jn + 2
2 n  —  f  . ,  \  • ^ 2  l n
( *  +  } In
V2t = Vu  (4.22)
( « + m i  l
P2 — 7------- — ~ z P  l(/c -  l ) M f n +  2
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Step 4 - Computation of the Full-Compressibility:
Now we calculate the derivatives of the densities by using the type-differencing 
described above, and then Eq. (3.49) is used to compute the full-compressibility 
function, G(x,y) .
Step 5 - Enforcing the Boundary Conditions:
Equation (4.21) is used to satisfy the non-penetration condition at each control 
point of the a irfo il surface panel. We then solve the resulting equations given by 
Eq. (4.3) together w ith  Eq. (4.4) or (4.5) to obtain the N + l new nodal values of 
the source/vortex distributions.
Step 6 - Computation of the Surface Pressure Coefficients:
Equation (4.10) is applied to compute the airfo il surface pressure coefficient at 
each control point.
Step 7 - Convergence C riterion:
I f  the surface pressure coefficient at each control point does not converge, Steps 
1-6 are repeated.
4.3 IE-EE Scheme for Transonic Flows with Strong Shocks
In order to obtain accurate and unique solutions to the transonic flow problem 
w ith strong shocks, the Euler equations are solved in a small embedded domain 
around the shock in the integral equation computational region. Because it is 
desired tha t the method be applicable to complex geometric configurations, the 
finite-volume method is used to develop the space discretization, allowing the use 
of an arb itra ry grid.
68
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
The basic finite-volume equation is obtained by integrating the Euler equations, 
Eq. (3.73), over x  and y and applying the divergence theorem to the flux terms
J  J  ̂ ^4 +  j>  [Edy + F d x ) =  0 (4-23)
Equation (4.23) is applied to each quadrilateral cell of the embedded domain.
The resulting difference equation is given by
( ^ j  A A ij  + yp { E A y r + F A x r) = 0  (4.24)
where A A i j  is cell area; r  refers to the cell-side number and the integer subcript
refers to  the centroidal value.
Second- and fourth-order dissipation terms, D(g),  as proposed by Jameson, 
et al. [48], are added to the right-hand side o f Eq. (4.24) w ith  a rtific ia l viscosity 
coefficients and Thus, Eq. (4.24) becomes
( AAi j  +  ^ ( £ A  yr + F  A i r ) =  D{q) (4.25)
'  ' * 0  r = l
where
and
D [q) = D x {q) +  D y (q) (4.26)
D x {q) =  di+i / 2,j — (4.27a)
D y (q) =  d i j +i/2 — d i, j_ i /2 (4.276)
and a typical d,-+1/ 2j  is given by
w.nere
A j4,-+1/2j [ (2) , ,
1 -(-1/2,j  -  \ui+ Qi,})
~  +  +  ~  ^ Qi  +  l ,} +  3  <71,; “  9 t  — I , j ) ]
= e2max(At+ liJ ,A M )
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Equations (4.29) and (4.30) show that the artific ia l viscosity coefficients 
and i /W  adapt to the local pressure gradient. The i/^ -coe ffic ien t varies from a 
maximum value in regions of high pressure gradients (shock regions) to a m inim um 
value in regions of low pressure gradients. On the other hand, the coefficient 
is turned off in regions o f high pressure gradients. The values of €2 and e4 used here 
are 0.25 and 0.004, respectively.
Equation (4.25) w ith  added artific ia l viscosity terms, given by Eqs. (4.26) 
through (4.30), is solved by central-differencing, finite-volume methods, which use 
four-stage Runge-Kutta time stepping.
In this IE-EE scheme, the IE-SC scheme is used to locate the shock. Once 
the shock is captured, a fine grid is constructed w ith in  the small embedded domain 
around the shock. Figure 4.9 shows a typical embedded Euler domain inside an IE 
domain.
The iterative procedure of the IE-EE scheme is shown in Fig. 4.10 and it is 
described as follows:
Step 1 - Shock-Capturing of IE Computations:
In  this step, the IE-SC scheme is used. The scheme is carried out un til the 
location of the shock is fixed. The purpose of this step is to predict the shock 
location and to provide the boundary and in itia l conditions for the Euler domain.
Step 2 - Euler Computations:
A fte r the shock is captured, a small parallel quadrilateral fine-grid Euler do­
main is constructed around the shock. By using a bilinear interpolation of the
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velocity components and the density obtained in Step 1, the corresponding d is tri­
butions are obtained on the Euler grids. These distributions provide the in itia l and 
boundary conditions. The pressure, p, is calculated by Eq. (3.77).
The boundary conditions at the upstream and top boundaries are obtained 
from IE solutions and they are fixed during the unsteady time-marching, while 
the boundary conditions at the downstream boundary are updated by using linear 
extrapolation from the in terior cells. A t the a irfo il surface, the boundary conditions 
are satisfied by using the normal-momentum equation as given by Eq. (3.78). 
Moreover, the central-differencing artific ia l viscosity terms given by Eqs. (4.27a) 
through (4.30) are replaced by corresponding forward- differencing terms at the first 
two layers above the airfo il surface.
The central-differencing, finite-volume Euler equation, Eq. (4.25), is solved in 
this Euler domain by using a four-stage Runge-Kutta time stepping procedure.
Step 3 - Updating the B.C.’s by IE Computations:
Fixing the values of the velocity components and the density obtained by the 
Euler computations, the integral equation calculations are carried out once in the 
IE domain outside the Euler domain to update the boundary conditions for the 
next Euler computation.
Step 4 - Euler Computations:
W ith  the in itia l conditions obtained from the previous Euler computation and 
the boundary conditions interpolated from the previous IE computations, the Euler 
equations are solved again.
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Step 5 - Convergence C riterion:
I f  the maximun residuals reach an order o f 10-3 , the computations stop; oth­
erwise Steps 3 and 4 are repeated.
Since Euler equations do not assume isentropic flow, the entropy increases 
across the shock and vortic ity  is produced behind the shock. On the other hand, 
the Euler domain boundary conditions are obtained from  the solution of a potential 
flow. Therefore, one has to extract the vo rtic ity  from the flow at the downstream 
boundary of the Euler domain. This is accomplished as follows: During the solution 
of the Euler equations w ith in  its domain, the dowmstream boundary conditions are 
updated. When the IE computation is performed, an overlap region between the 
Euler equation domain and the IE  domain is created, where the IE  solution is also 
used.
The size of the Euler domain is determined by the strength of the shock. The 
Euler domain is increased w ith  increases in the shock strength. The height of the 
Euler domain should be made such that the entire shock is included inside the Euler 
domain.
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Chapter 5
COMPUTATIONAL SCHEME OF UNSTEADY TRANSONIC FLOWS
The computational scheme for unsteady transonic flows is presented in this 
chapter. The Integral Equation w ith  Shock-Capturing (IE-SC) scheme for steady 
flows has been extended to treat unsteady transonic flows. Although the scheme 
is applied to a irfo il p itching motion in the present work, the scheme is capable of 
treating the most general unsteady motions. In the firs t section, the time marching 
iterative cycle of the unsteady IE-SC scheme is described after the discretization of 
the integral equation solution is presented. In the second section, the wake point 
vortex generation procedure is described.
5.1 Unsteady IE-SC Scheme
For general unsteady flows, the governing equations are simple to solve if  the 
body-fixed moving frame of reference is used. A  major advantage of this description 
is tha t the computational grid is moving w ith  the body. Therefore, no grid-motion 
computations are required for rig id  airfoils. In Chapter 3, the fu ll-potentia l equation 
and the associated boundary conditions for unsteady a irfo il p itching motions, Eqs.
(3.59) through (3.70), have been derived in the body-fixed moving frame.
The integral equation solution of the unsteady full-potentia l equation, Eq.
(3.59), is given by Eq. (3.72) in terms of the absolute velocity field, V4>(x,y,f). 
Due to the fact tha t the body-fixed moving frame of reference is used in the formu­
lation of the problem, the computational domain is fixed in tha t frame of reference
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(5.1)
and moves w ith  it. Consideration o f the motion of the grid is necessary only i f  the 
body is deforming; a case which is not considered in the present dissertation.
A fte r discretization of the integral equation solution, Eq. (3.72) becomes
..........
r  f  (X -  {)< +  ( y -  , ) J
2,rS,§ ; J I** <x ~ 5>2 + (»- "i)2
i_ v'*/,i f  (y -  ’?)»-11 - ,
where JV is the to ta l number of a irfo il surface panels, 7 M  x J M  is the tota l number 
o f fie ld elements, and M ( t)  is the tota l number o f wake point vortices or wake vortex 
panels, which is a function of the time.
In  Eq. (5.1), it  should be noted tha t the integral term  of the shock panel 
contribution is absorbed into two volume integral terms -  the second and th ird  
in tgra l terms in Eq. (5.1), because the Shock-Capturing (SC) rather than Shock- 
F itt in g  (SF) scheme is used. Also, it  should be noted tha t the surface source (qg) 
integral term  is not included in Eq. (5.1), because surface vortex paneling is applied 
in the present unsteady computations.
S im ilar to the steady flow case, a linear, d istributed surface vortex panel, given 
by Eq. (4.2b), and constant d istributed compressibility terms, G i and G2, are used 
in the unsteady computations. Wake point vortex or a constant d istributed wake 
vortex panel modeling can be employed. I f  wake point vortex modeling is used, the 
last integral term  in Eq. (5.1) becomes an algebraic term, which is given by
(5.2)
2 t t ^  ( x -  x w ) 2 +  ( y  -  y w ) 2
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where [7(t)u»,Jb^5tu,fc] *s the strength o f the wake point vortex; and (x w, y w) is the 
coordinate of the wake point vortex. The surface panels and the field-elements in 
this unsteady computation are constructed in the same way as those in the steady 
flow computation, which are given by Figs. 4.1 and 4.2. The coordinate system is 
already shown in Fig. 3.2.
The main differences between the steady and the unsteady integral equation 
solutions are due to the unsteady contribution of the G2-integral term in Eq. (5.1) 
and the unsteady contribution in the computation o f density, Eq. (3.62). Moreover, 
this unsteadiness is partia lly  represented by the shedding of the wake vorticity. The 
generation of the wake point vortex or vortex panels is of one of the most im portant 
parts o f the unsteady flow modeling.
The unsteady IE-SC scheme is a time marching iterative scheme, which is 
outlined as follows: Starting w ith  the in itia l conditions, which may be steady flow 
conditions or flu id  at rest, one solves Eq. (5.1) w ith  G\  and G2 given by Eqs. (3.60) 
through (3.62) and w ith  boundary conditions given by Eqs. (3.63), (3.65), (3.67) 
through (3.69) iteratively at each time step. By the end of the iteration at each 
time step, we obtain the necessary d istribution values; i g ^ w ,  G 1 and G2. The wake 
point vortices or panels are generated during each time step and updated at each 
iteration.
The unsteady IE-SC time-marching, iterative scheme is shown in Fig. 5.1 and 
is described as follows:
(I) A t Tim e Step fn=0) - Steady Flows:
Let the time step, n =  0, correspond to the steady flow problem, and solve the 
steady flow problem using the steady IE-SC scheme to obtain the in itia l conditions.
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In order to start the unsteady computation directly from steady flows, it  is 
helpful to update the steady a irfo il surface vortex d istributions by including the 
unsteady contribution of the rate of change of angle o f attack, a,  in Eq. (3.60) and 
fixing the angle of attack at the in itia l (steady flow) position. By doing this, the 
wake point vortices or vortex panels generated during the unsteady computations 
are much more stable. A fter updating surface vortex d istributions, one obtains 'ig°\ 
where the superscript (o) refers to the time step, n = 0.
(II) A t Time Step fn l - Unsteady Time Marching Iterative Scheme:
From the previous time steps, (n — 1), and (n — 2), one has already obtained all 
necessary d istribution values at (n — 1) and (n — 2) time levels, w ith  the exception 
of n  =  1 where the necessary d is tribution  values at (n — 1) time level are obtained. 
A t the time step (n), the airfoil changes its orientation according to Eq. (3.7), and 
thus one obtains new angle of attack, rate of change of angle of attack and time- 
step size, a^n\ a ^  and (A f)n , respectively. The rate of change of angle o f attack 
is calculated numerically as
}   5-3(A t)*  v ’
where supercripts, (n), (n -  1), etc., refer to time steps. One continues the iteration 
cycle to solve for the necessary d istribution values at the (n) time level un til the 
solution converges. The iteration cycle for the time step (n) can be described as 
follows:
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Step 1 - Enforcing the Boundary Conditions:
In this step, Eq. (5.1) is used to calculate the absolute velocity at the airfoil 
surface control points and the relative velocity is calculated, according to Eq. (3.10), 
as
Vr = V $ (x ,y , f )  -  e0 -  (a k ) x r
(5-4)
=  (u +  cos a +  ay )i + [v — sin a  — a (x  — x p)]j 
After one obtains the relative velocity at each control point, Eq.(3.63) is applied to 
enforce the no-penetration condition and to obtain the a irfo il vortex d istribution at 
tim e level (n), .
Step 2 - Wake Point Vortex Generation:
The change o f the angle o f attack in an unsteady motion corresponds to vor­
tic ity  shedding in the form  of a vortex s trip  along the tra iling  edge w ith  the local 
relative velocity. In the present work, the shed vortex strip  is modeled by a lumped 
point vortex. By using Eqs. (3.68) and (3.69), the wake point vortices are gener­
ated and thus we obtain for k — 1 to n. The details of the wake point vortex 
generation are described in the next section.
Step 3 - Computation of
The tim e derivative term o f the potential, can be calculated by and 
<£(n-i), ancj hence the potential, and must be calculated by integration
of the velocity field numerically. In order to avoid numerical error when doing
j /  ^  \
this numerical integration of velocity, Eq. (3.62) is used to compute the 
distributions. Thus, Eq. (3.62) takes the form
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£#(») =  f  £ ^ V  } _  -------- 1-------- N _  ( ( n - l ) j K - l i
** - \ d t )  (k - 1  [P ] 1
+  i { - ( $ i n- 1 ) + c o s a W  +  d W y ) 2 ( 5 5 )
- [ ^ " - • l - s m a W - d W f i - i , ) ] 2
+  ( c o s a ^  +  a ^ y ) 2 +  [ s in a ^  -F a ^ ( x  -  z P)]2} 
where the $ z, and p values at tim e level (n -  1) are replaced by the values at 
tim e level (n) and previous iteration, starting from the second iteration.
Step 4 - Computation of Relative Velocity Fields. V rn^:
Equations (5.1) and (5.4) are used to compute the relative velocity field. For 
Eq. (5.1), the vortex distributions for the a irfo il surface vortex panels and the wake 
point vortices are already known from  Steps 1 and 2, respectively and the values of 
G i ( x , y , t )  and G 2{x ,y , t )  are also obtained in the previous iteration or the previous 
tim e step (n — 1) (for the firs t iteration of the time step (n)). Only for the first 
tim e step (n =  1) at the firs t iteration, G2 is set equal to zero.
Step 5 - Computation of and G
After one computes in Step 3 and in Step 4, we use Eq. (3.62)
again to calculate the density d istributions as given by
= p (V * < n\ s S P \ a (n),a (n>) (5.6)
In order to compute G ^ \  one must firs t calculate the time derivative of den­
sity, p ' ^ . The value of p\ ^  is calculated numerically by second-order accurate
backward-differencing, which is given by
_  . -  V V n) _  c ip (n~2) +  c2p[n~ l) +  c3p(n)
Pt ~  ' dt  J  c4 (5.7)
+  0 [ ( A i (n" 1)) 2, ( A *< ,l>)2]
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where
Cl =  1
' A f t " " 1) +  A*(n) '  2
C2 =  -
c3 =  c\  — 1
7 , 7  7 7 + AtW)2
ct  =  +  At<">) + i ---------^ ------ i -
Equation (3.61) is then used to calculate G ^ K  One exception is for n =  1, where 
first-order accurate backward-differencing is used.
Step 6 - Computation of M ^ nK oin\  and
Equation (4.15) is used to compute the local Mach number based on the relative 
velocity field. For these unsteady computations, Eq. (4.15) takes the form
M W  =  I (5.8)
\ p M ( x , y , t )  ] V
A fter the local Mach numbers are obtained, the Murman-Cole type differencing is 
used to calculate the spatial derivatives of p ^  and p\,n\  Then Eq. (3.60) is used 
to calculate G ^ .
Step 7 - Computation of Surface Pressure Coefficients. Cpn^:
The surface pressure coefficient, Cpn\  is calculated using Eq. (4.9) w ith  the 
density given by Eq. (3.62).
Step 8 - Convergence C rite rion :
I f  Cp ^  conveges at every surface control point, then we go to the next time 
step (rc+ 1); otherwise, Steps 1-8 are repeated to update all quantities at time level 
(n).
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( I l l)  A t Time Step (n 4- 1):
The airfo il changes its orientation to another position and Steps 1-8 are re­
peated for time step (n +  l) .
5.2 Wake Point Vortex Generation
As mentioned before, the change of the angle of attack during the unsteady 
pitching motion corresponds to vo rtic ity  shedding from the tra iling  edge. The 
generation of the wake point vortices has been discussed in Step 2 of the section 
above. Now, more details on the generation, as shown in Fig. 5.2, are given below:
(I) A t T im e Step (n =  0 ):
This time step corresponds to the steady flow, and hence there is no wake 
vo rtic ity  shedding from the airfoil tra iling  edge.
(II) A t Time Step in — 1):
When the airfo il changes angle of attack from a to c^1), a strip  of vortic ity  
is shed from the airfo il tra iling edge. The shed vo rtic ity  is modeled by a lumped 
point vortex which is placed at the middle point or at the end of this strip. The 
direction of this vortex strip  is determined by Eq. (3.68) or by the fact that the local 
relative velocity is tangential to the vortex strip . The length of the strip , A s ^ i ,  is 
determined by
=  \Vr \{Tn)E ( A t ) W  (5.9)
where |F r|[y£) is the relative velocity at tra iling  edge and the second subscript, 1, 
refers to the first point vortex. The strength of the wake point vortex is determined
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where the summation is taken over the a irfo il surface and T is the tota l vortex over 
the a irfo il surface panel ( r  =  f panel id l )  or the strength o f the lumped wake point 
vortex.
The firste wake point vortex developed in the time step (n =  1) has thus been 
generated. The location and the strength of this point vortex is updated during 
this time step and at each succeeding iteration.
( I l l)  A t Time Step (n — 2):
When the airfo il changes its angle of attack from to a new point 
vortex is shed from the tra iling  edge while the old point vortex, shed during the 
previous time step, is now convected downstream w ith  the local relative velocity. 
The location and the strength of the newly shed, point vortex is determined in the
same way as that of the time step (n =  1), where Eqs. (5.9) and (5.10) are used to
( 21  (21obtain A s w j and T w 1? respectively. The strength of the old point vortex is kept
constant, or
In general, we have
p ( 2 )  _  p ( l )  
L w,2 ~  1 w , l
p (n)   p (n— 1)
w ,k w,k — l
(5.11)
(5.11a)
Therefore at time step (n =  2), there are two wake point vortices in the flow field. 
The generation of the first point vortex and the convection of the old point vortices 
are updated at each iteration.
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(IV ) A t T im e Step (n — 3 .4 ....):
In general, when the a irfo il changes its orientation, a new wake vortex strip  is 
shed from  tra iling  edge. A t the same time, all the old point vortices are convected 
downstream w ith  the relative velocity.
The generation of the wake vortex is one of the most im portant parts o f the 
unsteady integral equation method. The procedure described above has been tested 
and shown to be very stable.
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Chapter 6
NUMERICAL RESULTS
In order to implement the IE-SC, IE-SCSF and IE-EE schemes for steady 
transonic flows, two scalar programs have been developed; the first is for the IE-SC 
and IE-SCSF schemes and the second is for the IE-EE scheme. The code has been 
applied to  an N AC A 0012 a irfo il and a NACA 64A010A (Ames Model) airfo il at 
different Mach numbers and different angles of attack. Then the computer code for 
the integral equation solution of the IE-SC scheme for the steady transonic flows 
has been extended to  tha t for unsteady transonic flows. The unsteady computation 
has been made on the NACA 0012 a irfo il undergoing pitching motion. In the first 
section, the numerical results for the steady transonic flows are presented along 
w ith  comparisons w ith  other numerical results and experimental data; while in the 
second section, the unsteady transonic flow solutions by the unsteady IE-SC scheme 
are presented.
Most of the computations are applied to the NACA 0012 a irfo il. This is a 
symmetric, round leading edge a irfo il w ith  12% thickness. The coordinates of the 
a irfo il surfaces are given by the equation [140]
y =  ± 0 .6 (0 .2 9 6 9 ^  -  0.1260x
(6.1)
-  0.3516x +  0.2843x -  0.1015X1)
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The NACA 64A010A airfo il is a NASA Ames Research Center model a irfoil, which 
has an actual thickness of about 10.6% w ith  a small camber. The coordinates of 
this a irfo il are tabulated in Ref. [140].
6.1 Steady Transonic Flow Solutions
The numerical results for steady flows w ill be presented in this section in three 
parts: (i) shock-free flow solutions, (ii) IE-SC and IE-SCSF solutions for tran­
sonic flows, and (iii) IE-EE solutions for transonic flows including flows w ith  strong 
shocks.
6.1.1 Shock-Free Flow Solutions
The in itia l step in the code development for transonic flows was aimed at exam­
ining solutions for shock-free flows, which include incompressible and compressible 
high subsonic flows. The purpose of the work in this part is to examine the accuracy 
o f the method applied to near critica l flows and to provide the appropriate param­
eters, such as the number of a irfo il surface panels, the size of the computational 
domain, etc., for transonic flow computations.
The first numerical test was aimed at comparing the results of the standard 
panel scheme using linear d istributed source panels w ith  those using linear dis­
tributed vortex panels for symmetric incompressible flows; the results of this test 
are shown in Fig. 6.1 for the NACA 0012 airfo il. The number of a irfo il surface 
panels was determined numerically to be 50 panels each on the upper and lower 
a irfo il surfaces. Around the leading edge, small panels were used, while uniform 
panels were used everywhere else for shock-free flows. By comparing the results 
w ith  experimental data [141] shown in Fig. 6.1, it  is obivious that the IE  solution 
w ith  linear d istributed surface vortex panels is superior to that of the source panels.
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The same test was also made for a lifting  flow case. Figure 6.2 shows the 
results for this test w ith  the same a irfo il at Moo =  0 and a  =  9°. In this test, we 
compared the IE  solutions obtained using the linear d istributed vortex panels w ith  
the analytical approximate solution [142]. Again, we found tha t the IE solution, 
w ith  the linear d istributed vortex panels, was much better than the one w ith  source 
and vortex panels. The number of surface panels was the same as tha t given in Fig. 
6.1.
Next, we consider the computation o f the compressible shock-free flows at high 
subsonic Mach numbers. The test on the vortex vs. source panel models was also 
applied to the NACA 0012 a irfo il at Moo =  0.72 and a  = 0°. The results, along 
w ith  a comparison w ith  the Euler solution [143], are shown in Fig. 6.3. This test 
showed the same relative superiority of the vortex panel model. The computational 
domain used to compute the compressibility w a s  2 x  1.5 chord: 0.5 chord ahead and 
behind the a irfo il in the x-direction and 0.75 chord above and below the airfo il, as 
shown in Fig. 4.2. A to ta l number of 64 x 60 field- elements w as  used around the 
airfoil.
The second numerical test was to check the sensitivity o f the IE  solution to the 
size of the computational domain. Figures 6.4 and 6.5 show such results for two 
domain sizes: 2 x  1.5 and 3 x  2.5 chord, for symmetric and lifting  flows, respectively. 
Figure 6.4 is for the NACA 0012 a irfo il at Moo =  0-72 and a  =  0° while Fig. 6.5 
is for the same airfo il at Moo — 0-63 and a  — 2°. Several different sizes for the 
computational domains were tested and it  w as found tha t sufficient engineering 
accuracy was obtained when the domain was as small a s  2 x  1.5 chord. I t  can been 
seen from the figures, tha t a computational domain of 2 x 1.5 gives solutions which 
are a s  accurate as those of the 3 x  2.5 computational domain. The total number of 
field-elements used in these two computational domains were both 64 x  60. Also,
85
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
a computational domain of 3 x 2.5 w ith  80 x  80 field elements was used and the 
results did not show appreciable changes from  those o f the 2 x  1.5 and 64 x  60 
case. For the purpose of engineering accuracy vs. computational cost, the domain 
o f 2 x  1.5 chord w ith  64 x  60 field-elements w ill be used for shock-free flows and for 
transonic flows w ith  shocks of weak to moderate strength. In these tests, the linear 
d istributed surface vortex panels are used. The comparison of the lifting  case for 
the domain o f dimension 2 x 1.5 w ith  other finite-difference solutions [144,145] is 
shown in Fig. 6.6. The number of iterations used to achieve a convergent solution 
in all above compressible flow cases was six.
A fter we finished these numerical tests for shock-free flows, we proceded to 
compute transonic flows, which was our main interest. Several conclusions can be 
drawn from above tests:
(i) A to ta l number of 100 surface panels w ith  linear d istributed vortic ity  is suffi­
cient to get an engineering accurate solution for shock-free flows. However, for 
flows w ith  shocks, a tota l number of 140 panels w ill be used due to the panel 
refinement requirement around the shock.
(ii) Linear d istributed surface vortex panel modeling is much better than the linear 
d istributed surface source panel modeling or the mixed source-vortex panel 
modeling when used w ith  fla t panels. Therefore the linear d istributed vortex 
panels w ill be used for the transonic flow computations.
(iii) For the purposes of engineering accuarcy vs. computational cost the compu­
tational domain of 2 x 1.5 w ill be used for the transonic flow computations, 
except for the strong shock case where a larger domain w ill be used. The total 
number o f the field-elements is 64 x  60 in this domain.
(iv) The IE solutions for the shock-free flows compare very well w ith  the experimen­
ta l data and other numerical results. For both symmetric and
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liftin g  incompressible flows, the present solutions w ith  the vortex panels match 
accurately the experimental data and the approximate analytic solution as 
shown in Figs. 6.1 and 6.2. For symmetric compressible flow as shown in 
Fig. 6.3, the IE solution w ith  vortex panels and a computational domain of 
2 x  1.5 chord gives excellent results for near critica l flows. Also for lifting , com­
pressible flows, the IE  solutions provide acceptable results, except tha t a slight 
underprediction of the peak pressure exists in the solution when compared w ith  
finite-difference computational results [144,145].
6.1.2 IE-SC and IE-SCSF Solutions for Transonic Flows
For transonic flow computations, a to ta l o f 140 linear d istributed surface vortex 
panels has been used. The surface panels were refined in the region around the 
shock. The computational domains used in the analysis presented in this subsection 
are all 2 x 1.5 chord, as determined earlier, and the tota l number o f field-elements 
is 64 x 60 w ith  the finer elements around the shock, as shown in Fig. 4.2.
F irst, a numerical test case is presented to show the effect of introducing the 
shock panels and their fitt in g  as explained earlier. Figure 6.7 shows a comparison 
between the IE-SC results and the IE-SCSF results for the NACA 0012 airfoil 
at Moo =  0.8 and a =  0°. Convergence is achieved in the IE-SC scheme after 
40 iterations. In the IE-SCSF scheme, convergence is achieved after 25 SCSF- 
iterations, in which 12 SC-iterations are taken to locate the shock and 13 SF- 
iterations are taken to f it  the shock. I t  is clear tha t the IE-SCSF scheme sharpens 
the shock, as expected, w ith  this relatively coarse grid and that the IE-SCSF scheme 
is more efficient computationally in its treatment of the shock than the IE-SC 
scheme.
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Next, we compare the IE-SCSF results w ith  experimental data and w ith  other 
computational results. Figure 6.8 shows the results of the IE-SCSF scheme for 
NACA 0012 a irfo il at M & =  0.8 and a  =  0°, along w ith  the comparisons w ith  the 
computational results of Garabedian, Korn and Jameson [144], and the experimental 
data taken from  reference [146]. I t  can been seen tha t the shock strength and the 
shock location predicted by the current IE-SCSF scheme compare well w ith  the 
experimental data [146] and the FD-solutions [144], except tha t the peak pressure 
is s lightly underpredicted.
Figure 6.9 shows the results of the IE-SCSF scheme for the lifting  flow case 
of an N AC A 0012 a irfo il at M 00 = 0.75 and a = 2° along w ith  the computational 
results for the non-conservative full-potentia l FD-solution o f Steger and Lomax [29] 
and the FD conservative Euler solution of Steger [147]. This case is approaching 
a strong shock case. The number of SCSF-iterations used to achieve convergence 
is the same as tha t for the case given in Fig. 6.8. The comparisons show that the 
current IE-SCSF solution agrees well w ith  the fu ll-potentia l solution [29], and it 
also shows tha t the location of the shock predicted by the SCSF-scheme is slightly 
upstream when compared w ith  the Euler solution [147]. Also, the underprediction 
of the peak value of the pressure is noted as already seen in the earlier compressible 
shock-free liftin g  flow computation (Fig. 6.6).
The computation o f the IE-SCSF scheme has also been carried out on another 
airfo il: NACA 64A010A. Figure 6.10 shows the results for tha t airfoil at M  = 0.796 
and a  =  0°, along w ith  a comparison w ith  the computational results of Edwards, 
Bland and Seidel [92] who used the TSD-equation, and w ith  experimental data 
taken from reference [92]. The present results compare very well overall, including 
the shock location. The number of SCSF-iterations used to achieve the convergence 
remained 12 SC-iterations and 13 SF-iterations.
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6.1.3 IE-EE Solutions for Transonic Flows
The IE-SCSF scheme produces good solutions for the transonic flows w ith  
shocks of moderate strength. The location and strength o f the shock are predicted 
correctly by the IE-SCSF scheme. But for the transonic flows w ith  the strong 
shocks, the IE-SCSF scheme may not give accurate solutions. Here the Integral 
Equation w ith  Embedded Euler domain (IE-EE) scheme has been developed and 
the computations have been carried out for flows w ith  shocks of moderate strength 
as well as for strong shocks.
The firs t three cases of the IE-EE scheme are the same as those of the IE-SCSF 
scheme presented in the previous subsection. Figure 6.11 shows the results of the 
IE-EE scheme for the same case as shown in Fig. 6.8 along w ith  the comparison 
w ith  the computational results of Jameson et al. [48], who also used a finite-volume 
Euler scheme w ith  four-stage Runge-Kutta time stepping. In the present IE-EE 
scheme, the integral equation domain is s till 2 x 1.5 w ith  64 x 60 field-elements 
while the embedded Euler domain has a size of 0.5 x 0.6 around the shock region 
w ith  a grid of 25 x 30, as shown in Fig. 4.9. This case took 10 SC-iterations to 
locate the shock, 250 time steps of the Euler solution to achieve a residual error 
of 10-3  and 5 IE-iterations to update the Euler domain boundary conditions. The 
IE-EE results predict a stronger shock, as compared w ith  the experimental data of 
Fig. 6.8, typical of Euler results. Also, the IE-EE scheme over predicts the pressure 
behind the shock when compared w ith  the Euler results of Jameson et al. [48]. 
This may be attributed to the short overlap between the Euler domain and the IE 
domain.
Figure 6.12 shows the IE-EE solution for the NACA 0012 airfoil at Moo =  0.75 
and a  = 2°. The sizes of the IE-domain and Euler domain and the number of IE 
field-elements and the Euler grid resolution are all the same as those used in the
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case of Fig. 6.11. The numbers of IE-iterations and Euler-time steps are also same 
as those o f Fig. 6.11. The FD Euler solution of Steger [147] is shown in Fig. 6.12. 
Comparison indicates that the IE-EE solution yields results which are close to the 
conservative Euler solutions, in terms of the strength and location of the shock, in 
this near strong shock flow case than those predicted by the IE-SCSF scheme shown 
in Fig. 6.9.
The th ird  case of the IE-EE solution is made on an NACA 64A010A airfo il at 
Moo =  0.796 and a = 0° as shown in Fig. 6.13. In this case a slightly larger Euler 
domain o f 0.7 x 0.6 around the shock region w ith  a grid o f 35 x 30 was used, and 
consenquently, the number o f Euler time steps required to achieve the same residual 
error of 10-3  was reduced. I t  took 10 SC-iterations to locate the shock, 130 Euler 
time steps to achieve a convergent solution and 3 IE-iterations to update the Euler 
domain boundary conditions. The comparisons o f the current IE-EE results w ith  
other computational results [92] and the experimental data taken from reference 
[92] are shown in Fig. 6.13. Again, it  is noticed tha t the IE-SCSF scheme predicts 
a slightly weaker shock (as shown in Fig. 6.10) than the experimental data, while 
the IE-EE scheme predicts a slightly stronger shock (as shown in Fig. 6.13) than 
the experimental data.
For stronger shocks than those considered above, both the IE and Euler com­
putational domains are extended in the longitudinal and lateral directions. The 
Euler domain is extended beyond the tra iling  edge to allow for the vo rtic ity  to be 
shed downstream, where the overlaping region w ith  the IE domain exists. The next 
three cases show the IE-EE solutions for the NACA 0012 a irfo il at a =  0° and three 
different free-stream Mach numbers: Moo =  0.812,0.82 and 0.84, respectively.
Figure 6.14 shows the results for the IE-EE scheme for the NACA 0012 airfoil 
at Moo =  0.812 and a =  0° along w ith  the experimental data taken from reference
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[146]. In Fig. 6.15, the results o f the IE-EE scheme for the same a irfo il at M =
0.82 and a  =  0° are shown along w ith  the three-dimensional solution for the wing 
root chord of Tseng and M orino [118], who used the IE M  for the TSD equation, 
and the same three-dimensional FD solution of reference [148]. The size o f the 
embedded Euler domain for these two cases is 0.8 x 0.8 w ith  a 40 x 40 grid. This 
case took 10 SC-iterations to locate the shock, 130 Euler time steps to achieve a 
residual error o f 10-3  and 3 IE -iterations to update the boundary conditions. The 
comparisons shown in Figs. 6.14 and 6.15 are considered satisfactory.
F inal case is a typical strong shock flow case, which is for an N ACA 0012 airfo il 
at Moo =  0-84 and a  =  0°. Figure 6.16 shows a computational domain used in this 
case. The size of the integral equation domain is 3 x 6 chord lengths and the Euler 
domain is 1.5 x 1.0 w ith  a grid of 60 x 40. The results o f the IE -EE scheme for this 
case are shown in Fig. 6.17 along w ith  comparisons w ith  the finite-volume Euler 
equation solution o f Jameson et al. [48] and w ith  the non-isentropic FP-solution 
o f W hitlow  et al. [47]. This case took 10 IE-iterations to locate the shock, 300 
Euler tim e steps to achieve a residual error o f 10~3 and 3 IE-iterations to update 
the Euler domain boundary conditions. The present IE-EE results compare very 
well w ith  the Euler solution o f Jameson et al. [48] both in the strength and in 
the location of the shock. For this particu lar case, it  is worth mentioning tha t the 
finite-difference solution o f the conservative fu ll-potentia l equation yields a m ultiple 
solution for this symmetric flow [43], as mentioned in Chaptei 2, but the present 
IE-solution did not show such nonuniqueness and neither did the IE-EE solution.
Since the Euler equations do not assume isentropic flow, one must extract 
the vo rtic ity  from the flow at the downstream boundary of the Euler domain as 
mentioned earlier. The downstream boundary conditions are updated during the 
Euler time-march in a ll of the above IE-EE computations and also, an overlap
91
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
region is created where the IE  computation is carried out to clean the oscillation 
produced at the region near the downstream boundary of the Euler domain during 
the embedded Euler domain computations. The size o f the overlap region increases 
w ith  increases in the shock strength, and it  decreases w ith  the increase in the size 
of the embedded Euler domain.
A CYBER-185 computer at NASA-Langley Research Center was used. For 
64 x 60 field elements, on tha t computer, an IE -iteration cycle took about 200 CPU 
seconds. For 25 x 30 cells, an Euler cycle took about 2 CPU seconds on the same 
computer.
6.2 Unsteady Transonic Flow Solutions
The unsteady IE-SC scheme has been applied to the NACA 0012 a irfo il at a 
free-stream Mach number of 0.755 undergoing forced pitching oscillation around a 
pivot point at the quarter-chord, measured from the leading edge ( i p =  0.25). The 
angle of attack, a{t),  is given by Eq. (3.7) as follows:
a (f) =  a 0 + a a s'm(kct) (6.2)
where
a 0 = 0.016°
<xa = 1.255° 
k c =  0.1632
Figures 6.18, 6.19 and 6.20 show the present computed results along w ith  a com­
parison w ith  the finite-volume Euler solution produced by Kandil and Chuang [106] 
who used an im p lic it approximately factorized Euler solver.
The in itia l condition corresponds to the steady flow solution at mean angle of 
attack, a 0 = 0.016°, w ith  =  0.755. The computed steady solution is shown in 
Fig. 6.18 along w ith  the comparison w ith  the Euler solution produced by Reference
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[106]. The comparison shows that the steady peak pressure predicted by the present 
IE-SC scheme is lower than that of the Euler solution, a typical relation between 
the present IE-SC solutions and the Euler solutions as seen in the previous steady 
computations. Figures 6.8 and 6.11 have already shown this relation, where the 
peak pressure predicted by IE-SCSF scheme (Fig. 6.8) is slightly lower than that 
of experimental data while the peak pressure predicted by the Euler solution (Fig. 
6.11) is higher than that o f the experimental data.
Figure 6.19 shows the computed periodic lif t  coefficient, C n , for this pitching 
motion case. The lif t  coefficient, Cjv, is calculated by
CN = [  (Cpl -  Cpu)dx  (6.3)
Jo
The comparison w ith  the Euler solution produced by Reference [106] shown in 
Fig. 6.19 is satisfactory. Figure 6.20 shows the corresponding periodic unsteady 
surface pressure coefficients for one cycle of the motion along w ith  a comparison 
w ith  the Euler solution produced by Reference [106]. The comparison shows that 
the unsteady pressure history is consistant w ith  that of the Euler solution [106], 
except that the upper and lower surface peak pressure coefficients are lower than 
those of the Euler solution [106]. This difference has already existed in the steady 
in itia l condition as shown in Fig. 6.18. The unsteady motion o f the shock, which 
includes the change of the shock strength, generation and loss of the shock, and the 
change of the shock location, is in a good agreement w ith  the Euler solution [106], 
except that the shock strength is smaller than that of the Euler solutions [ 106].
The computational domain used in this unsteady flow case is same as that for 
most of the steady computations: 2 x  1.5 chord lengths w ith  64 x 60 field-elements. 
A to ta l of 102 uniform  time steps were used for one cycle of the computation and the 
number of iterations ranged from 10 to 20 per time step to achieve the convergence
93
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
for one tim e step. The periodic solution was obtained after 2 cycle. The CPU time 
for one iteration is almost the same as tha t for the steady IE  iteration.
Most of the steady and unsteady transonic flow computational results presented 
here have been presented in References [149-153].
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Chapter 7
CONCLUSIONS AND RECOMMENDATIONS
The integral equation (IE) solution for the fu ll-potentia l equation has been 
presented for steady and unsteady transonic a irfo il flow problems. The method 
has also been coupled w ith  an embedded Euler domain solution to treat flows w ith  
strong shocks for steady flows.
For steady transonic flows, three IE  schemes have been developed. The first two 
schemes are based on the integral equation solution of the fu ll-potentia l equation in 
terms of the velocity field. The Integral Equation w ith  Shock-Capturing (IE-SC) 
and the Integral Equation w ith  Shock-Capturing Shock-Fitting (IE-SCSF) schemes 
have been developed. The IE-SCSF scheme is an extension of the IE-SC scheme, 
which consists of a shock-capturing (SC) part and a shock-fitting (SF) part, in 
which the shock is captured during the iteration of the SC-part and shock panels are 
introduced and updated at the shock location during the iteration of SF-part. The 
shock panels are fitted and the shocks are crossed by using the Rankine-Hugoniot 
relations in the SF-part of the IE-SCSF scheme. The th ird  scheme is based on 
coupling the IE-SC integral equation solution of the fu ll-potentia l equation w ith  the 
psuedo-time integration of the Euler equation in a small embedded region around 
the shock. The integral solution provides the in itia l and boundary conditions for the 
Euler domain. The Euler solver is a central-difference, finite-volume scheme w ith 
four-stage Runge-Kutta time stepping. This scheme has been named the Integral
9 5
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Equation-Embedded Euler (IE-EE) scheme. These three methods have been applied 
to different airfoils over a wide range of Mach numbers, and the results are in good 
agreement w ith  the experimental data and other computational results.
For unsteady transonic flows, the full-potentia l equation formulation in the 
moving frame of reference has been used. The steady IE-SC scheme has been 
extended to treat airfoils undergoing time-dependent motions, and the unsteady IE- 
SC scheme has thus been developed. The resulting unsteady IE-SC scheme has been 
applied to a NACA 0012 undergoing a pitching oscillation. The numerical results 
are compared w ith  the results of an im p lic it approximately-factored finite-volume 
Euler scheme. Although the motion o f the shock has been predicted correctly, the 
predicted surface pressure has shown lower peaks compared w ith  those from  an 
Euler solver.
The three steady IE schemes and the unsteady IE-SC scheme are nevertheless 
efficient in terms of the number of iterations, compared to other existing schemes 
which use finite-difference or finite-volume methods throughout large computational 
domains w ith  fine grids. I f  the influence coefficients of the field-elements are stored 
in the core memory of the computer, the computational time of the IE-iteration can 
be reduced substantially since the field-element calculations represent about 80% 
of the computational time per iteration.
The main focus of this study was to develop IE  schemes for transonic flows. The 
study has shown tha t the integral equation solution of the full-potential equation can 
handle transonic flows w ith  shocks correctly. But the IE method is restricted to flows 
w ith  weak shocks or w ith  shocks of moderate strength. The accuracy of the shock 
wave prediction is improved substantially by using shock-fitting instead of using 
fine gridding. The integral equation w ith  an embedded Euler solution can handle 
transonic flows w ith  strong shocks both accurately and efficiently. For unsteady
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transonic flows, the integral equation solution of the full-potential equation has been 
first developed and the present unsteady IE-SC scheme is capable of generating the 
shock during the unsteady motion.
The recommendations for further research work in the area of transonic IE 
methods are drawn as follows:
(1) For steady flows, further development on the IE-EE scheme is recommended. 
C om patib ility  conditions between the integral equation domain and the embed­
ded Euler domain need further development, so tha t the rotational flow behind 
the shock in the Euler domain can be matched w ith  a corrected potential flow 
at the downstream boundary. Hence a small embedded Euler domain can been 
used for strong shock flow problem.
(2) For steady and unsteady flows, a stability analysis of the integral equation 
method should be developed. For unsteady flows, this work on stab ility  analysis 
w ill definitely help in determining the optimun time-step size and hence increase 
the computational efficiency.
(3) Due to the success of the IE-EE scheme in the steady flow applications, the 
IE-EE scheme should be applied to unsteady transonic flows. Using the results 
of recommondations given in (1) and (2), the IE-EE scheme is expected to 
compete w ith  the existing Euler schemes which are applied throughout the 
computational domain.
(4) For both steady and unsteady integral equation computations, the increase in 
computational efficiency per iteration cycle of time step is s till an im portant 
issue tha t needs further study. The study must focus on the computational 
efficiency o f the field integral term since it  currently represents 80% of the 
computational time.
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(5) The present IE-SCSF and IE-EE schemes are recommended to be extended for 
three-dimensional steady and unsteady transonic flows.
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APPENDIX A
SURFACE INTEGRALS
After the linear surface source or vortex d istribution, given by Eq. (4.2a) or 
Eq. (4.2b), or the constant shock panel source is substituted in to the corresponding 
integral terms in Eqs. (4.1), (4.21) and (5.1), the four integrals are obtained in the 
local coordinates £ and ry as follows:
•lk
l i { x , y )  =  f  
Jo
h ( x , y )  =
Jo
y
( x -  f ) 2 + y 2
y£
 ( *  -  Z)2 +  y 2
x - z
' * < « >  =  / „  ( * - € ) *  +  »*
Jo ( i -  0 2 +  y2^
The closed form expressions of these four integrals are given by
I i ( x , y )  =  tan 1 ( — tan 1 _^k
h ( x , y )  =  -  In
(x -  l k) 2 +  y 2
x 2 + y 2
+ x l i  (x, y)
h { x , y )  =  - -  In
(x -  lk )2 +  y2"1
x 2 + y 2









where (x , y ) is the receiver point measured in the local coordinates £ and rj, and lk 
is the source or vortex panel length (lk = Zk+i — £*)•
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When the receiver point (x, y) is on the panel surface itself (y  =  0, but x  ^  0 or 
lk), then the integrals given by Eqs. (A .l)  through (A.4) become singular integrals. 
The results of these singular integrals are given by
h { x , y )  = ir
h { x , y )  =  i t t
h { x , y )  =  In lk -  x
h { x , y )  = - l k  +  x ln
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APPENDIX B
FIELD INTEGRALS
The integrals of compressibilities, G, G\  and G 2, axe double integrals which 
are evaluated over rectangular and trapezoidal elements. Constant d istributions of 
G ,G i and G2 are used over each element.
B .l  Rectangular Elements
The integrals are given by
•d rb x ~  Z
/6(x,y) = / “' fJ c J a
y - n
[x -  f ) 2 +  {y -  r?)2 
The corresponding results are given by
didr]
didr]
( B . l )
(5.2)
h [ x , y )  =  h, \ {b ,d)  -  / s , i ( M )  -  h , i {b , c)  +  I 5,i (a ,c) (B .lo )
I G{x,y) = / 6, i ( M )  -  / 6, i ( M )  -  h , i (b , c )  +  /e ,i(a ,c ) (B.2o)
where
x  ~ i  
y -T)
+ 1 ( B . l f c )
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where (x,y) is the receiver point measured in the global coordinates i  and y.
B .2  T ra p e z o id a l E lem ents 
The integrals are given by
( B ' 3 )
h ( x ' y) = L L Bt i . - o * + £ - , ) ’ * *  (BA)
The corresponding results are given by
h ( x ,  y) — h , \ (6, d) -  (a , d ) -  l7,i{b) +  h , i  (a) (5 .3a)
h { x ,y)  =  h, i {b)  — (®) — h,2{b) + h,2{a)  (5 .4a)
- l  ( y -  A  -  B£ '
where
h , \ ( 0  =  — £ tan"
x -  f
+  r r r "  n̂ [ E i £2 +  ^ 2^ +  Ez)  (5.36)2b 1
EE2-Il t ( E u E 2, E z )
2 E
h, i ( f )  = - \ ( t  + £ r )  ]n(Fi ?  + + K )  + f
+ ^ ^ r ^ I n t ( F 1,F2tF8)
Is,2(f) = - \  ( f  ~ ln (# i£2 + H t f +  H3)
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and
Ei  = 1 + B  
E 2 = —2x -  2B(y  -  A)  
E 3 = x 2 + { y -  A ) 2 
E  - -( .A  +  Bx )  +  y 
Fi = l  
F2 = —2z 
F3 = x 2 + { y -  d)2
H i = E i
H 2 =  E 2 
H 3 =  £3 
I it[X 1,X2,X3) = J  + ^
The result of is given by:
For D  = X 2 -  4 X 1X 3 <  0 :
X 2£ +  X 3
I i t [ X i , X 2, X 3) = tan -1
2 X i t  + X 2
\f-D
For D > 0:
For D — 0:
I „ { X „  x 2, x s ) =  4= 1" ( 2 X , e  +  X a ~ ^ ' 
3; \2Xie+x2 + x / £ y
I l t ( X u X 2, X 3) = -







(B . 3 f ) 
(B.3g)
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M  <  1
M o o  —  - M e r i t
M qo — 1
M o o
Subsonic flow
M  <  1  / M  >  1 /  M  <  1
Lower transonic flow
M  >  1 M  <  1 M  >  1
Upper transonic flow
M  >  1 M  >  1
Supersonic flow
Fig. 2.1 Classification of the flow. 
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Sonic line Shock wave
Moo <  1
M  > 1 M  <  1
Wake
Fig. 2.2 Sketch of a typical transonic flow. 
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Free-stream Mach no. =  i7oo/ac
Angle of attack a
Space-fixed coordinates x,  y
Fig. 3.1 Physical problem and coordinate system for steady flows.
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a(t)
Physical parameters:
Space-fixed coordinates X,  Y
Body-fixed coordinates x , y
Translation velocity V0
Angle of attack a(t)  =  a 0 +  a a sin(kct)
Angular velocity ak  =
Pivot point o f pitching oscillation x v
Fig. 3.2 Physical problem and coordinate system for unsteady flows.
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Y
Physical parameters:
Space-fixed coordinates X , Y , Z
Body-fixed coordinates x , y , z
Translation velocity Vo
Angular velocity n
Fig. 3.3 Space-fixed and body-fixed frames of reference.
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Panel Control point
Fig. 4.1 A irfo il surface paneling. 
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Leading
edge
Fig. 4.2 Computational domain and field-elements.
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x,  y : Global coordinate
f ,  77: Local coordinate for each panel
Fig. 4.3 Relation between global and local coordinates.
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Step 8 pressure 
converges, stop; 
otherwise, go to 
Step
Enforcing the boundary 
conditions
Enforcing the boundary 
conditions
Standard panel method 
calculation
Calculation of the surface 
pressure coefficient
Calculation of the surface 
pressure coefficients
Calculation of the fu ll- 
compressibility
Computation of the in itia l 
value of the compressibility
Fig. 4.4 Computational steps for shock-free flows.
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near
I f  the sender point ( f ,  77) is inside the circle w ith  the 
center at the receiver point (x,y)  and radius of dnear, 
Eq. (4.11) is used; otherwise, Eq. (4.13) is used.
Fig. 4.5 Near-field vs. far-field computations. 
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Step 7 / I F  p re ssu re \ 
converges, stop; 
otherwise go to 
\ .  Step 1 . /
Enforcing the boundary 
conditions
Introducing the shock panels 
and sp litting  of the elements
Calculation o f the velocity 
and density
Computation of the fu ll- 
compressibility
Calculation o f the surface 
pressure coefficient
Using R-H relations across 
the shock
Shock-capturing part is carried 
out un til the location o f the 
shock is fixed.
Fig. 4.6 Computational steps of the IE-SCSF scheme.
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i , j  +  1 
•
* -  i ,y i j * +  1,3
• • •
i , j  ~  1
•
Fig. 4.7 Index used in difference scheme. 
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Piece-wise linear oblique shock panels
M  < 1M  >
Shock
V2, M 2 I  I I I  I I
Areas I  and I I :  T h ird  integral of Eq. (4.21)
Area I I I : Fourth integral of Eq. (4.21)
Fig. 4.8 Illustra tion  of shock panels and field-element sp litting.
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Fig. 4.9 Computational region of the IE  w ith  embedded Euler domain.
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Step 1
The IE-SC scheme is carried out 
u n til the shock location is fixed.
Step 2
W ith  B.C.s and I.C. obtained from 
Step 1, Euler equations are solved 
in the small embedded Euler domain.
Step 3
One IE-SC iteration is taken in the 
IE-domain outside the Euler domain to 
update the B.C.s for the Euler domain.
Step 4
W ith  the B.C.s obtained in Step 3 and the I.C. 
obtained in Step 2, Euler equations 
are solved in the Euler domain.
Step 5
Repeat Steps 3 and 4 un til the 
solution converges.
Fig. 4.10 Computational steps of the IE-EE scheme.
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Time step (o):









Time step (n + l):
Wake poin t vortex generation
Computation o f C,
Computation of
Computation of
Computation of p ^  and G
Enforcing the boundary 
conditions
Computation of M ^ , p , Py 
and G {,n)
I f  pressure 
converges, go to 
time step (n + l) ;  
otherwise go to 
Step 1.
Repeat Steps 1 through 8 for 
time step (n + l)  un til the 
solution converges._________
Steady flow computation 
using IE-SC scheme to provide 
I.C. for unsteady computations
Fig. 5.1 Computational steps of the unsteady IE-SC scheme.
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n=0
Newly generated vortex core
Convected vortex core
Newly generated vortex core
n = k
Convected vortex core
Newly generated vortex core
Fig. 5.2 Wake point vortex generation. 
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- . 8 - 1
- . 6 -
- . 4 '
- . 2  —
c p  o - |
.2  —
. 4 - !
A
A
i . o  J L
O  O  O  Present solution
w ith  vortex panels
A A A  Present solution
w ith  source panels
---------------  Experiment [141]










Fig. 6.1 Vortex vs. source panels, NACA 0012, Mx> — 0 ,a  — 0°
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Fig. 6.2 Vortex vs. source-vortex panels, NACA 0012, M 00 =  0, a  — 9°.
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Fig. 6.3 Vortex vs. source panels, NACA 0012, Moo — 0.72, a — 0°.
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Fig. 6.4 Computational domain effect, NACA 0012, Moo =  0.72, a — 0°
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Fig. 6.5 Computational domain effect, NACA 0012, Moo =  0.63, a =  2°.
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Fig. 6.6 Comparisons w ith  FD solutions, NACA 0012, M 00 — 0.63, a — 2°.
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Fig. 6.7 IE-SC vs. IE-SCSF schemes, NACA 0012, M 00 =  0.8, a =  0P.
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Fig. 6.8 Comparison of the IE-SCSF solution, NACA 0012, A/oo — 0.8, a — 0°.
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Fig. 6.9 Comparison of the IE-SCSF solution, NACA 0012, M 00 — 0.75, a — 2°
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Fig. 6.10 Comparison of the IE-SCSF solution, NACA 64A010A, Moo — 0.796, 
a =  0°.
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Fig. 6.11 Comparison of the IE-EE solution, NACA 0012, Moo — 0 .8 , 0  =  0°.
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Fig. 6.13 Comparison of the IE-EE solution, NACA 64A010A, Moo — 0.796, 
a =  0°.
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Fig. 6.14 Comparison of the IE-EE solution, NACA 0012, Moo — 0.812, a — 0°.
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Fig. 6.15 Comparison of the IE-EE solution, NACA 0012, Moo — 0.82, a — 0°.
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Fig. 6.16 IE  and Euler domains, NACA 0012, Moo — 0.84, a -  0°.
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Fig. 6.17 Comparison of the IE-EE solution, NACA 0012, Moo =  0.84, a =  0°.
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Fig. 6.18 In itia l Cp distributions, NACA 0012, Moo =  0.755, a =  a 0 =  0.016°.
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Fig. 6.19 L ifting  coefficients for a pitching oscillation, NACA 0012, =  0.755,
a (f) =  0.016° +  1.255° sin(0.1632t).
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Fig. 6.20 Time history of Cp for a p itching oscillation, N ACA 0012, =  0.755,
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Fig. 6.20 (Continued.)
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Fig. 6.20 (Continued.)
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Fig. 6.20 (Continued.)
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Fig. 6.20 (Continued.)
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