A random search process in a networked environment is governed by the time it takes to visit every node, termed the cover time. Often, a networked process does not proceed in isolation but competes with many instances of itself within the same environment. A key unanswered question is how to optimise this process: how many concurrent searchers can a topology support before the benefits of parallelism are outweighed by competition for space? Here, we introduce the searcher-averaged parallel cover time (APCT) to quantify these economies of scale. We show that the APCT of the networked symmetric exclusion process is optimised at a searcher density that is well predicted by the spectral gap.
From animals foraging to T-cells hunting pathogens to proteins examining DNA, nature relies on carefully optimised random searches at many scales [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] . This concept is not limited to biology: robotic self-assembly 11 , traffic flow management [12] [13] [14] and computer resource allocation 15 hinge on optimising decentralised exploration. In these distributed processes, the searcher, be it a protein, an animal or a network token, must often visit not just one site but many locations connected in a network 16 . The critical measure of efficiency is then the time to visit every node of the network, called the cover time 17 . Single-searcher cover times are known on simple networks such as linear chains, rings and other regular lattices [18] [19] [20] [21] [22] , and significant progress has been made on establishing transport statistics for more general networks 16, [23] [24] [25] [26] [27] [28] , providing a means to design topologies that can be searched efficiently. However, when multiple parallel searchers compete for space or resources, as often occurs in the examples above, how to design optimal search strategies remains a significant open question. Our central result is that the optimal density of searchers depends heavily, yet predictably, on network topology, implying that search strategies can be made efficient by careful optimisation of topology and searcher quantity.
The exclusion process represents the most fundamental model of competition for space [29] [30] [31] . It has been key to understanding such diverse phenomena as cell migration 32 , molecular traffic 33, 34 , surface roughening 35 and queueing 36 . Capitalising on this breadth, we use the exclusion process to model parallel searching of a network and introduce the searcher-averaged parallel cover time (APCT), the average per-searcher time for all searchers to visit all nodes within a network. Strategy optimisation then demands an understanding of how both network topology and searcher density impact the APCT. Consider, for example, a scenario with as many searchers as nodes. Placing all searchers on the network simultaneously results in an infinite APCT, while a simple 'serial' strategy where a single searcher is placed on the network, removed once it has visited every node and replaced with a new searcher, one at a time, is almost always inefficient. It is therefore critical to determine the optimal, or most efficient, density of parallel searchers minimising the APCT ( Fig. 1(a) ).
Through analytic and numerical results, we find that this optimal density is heavily dependent on network topology. We demonstrate that the spectral gap, which quantifies the convergence rate of a single-searcher random walk, is a strong predictor of a network's density optimum and outperforms simpler degree-based network statistics, as measured by mutual information. We provide strategies for optimal deployment of hybrid series-parallel searches allowing for construction of efficientlyexplored networks. We broaden to non-equilibrium processes by generalising to flux-conserving asymmetric exclusion processes, finding a remarkable non-monotonic relationship between density optima and the spectral gap. Our work provides an accessible route into the design of optimal search strategies in complex environments involving equilibrium and non-equilibrium processes.
Results

Average parallel cover time and optimal density
We employ a symmetric exclusion process of M parallel searchers on a network with N vertices (where M < N ). First, an initial configuration of searchers is generated uniformly at random with each searcher occupying its own node. The searchers then perform mutually-excluding continuoustime random walks (CTRWs) with i.i.d. exponential waiting times of mean τ = 1. When a searcher attempts to move, an adjacent node is picked uniformly at random; if the node is vacant the searcher moves there, and if not the move is aborted. Let T This is equivalent to describing the CTRW by a discrete-time random walk with time step 1/M which is sufficient when seeking only first moments as we do here.) We define the parallel cover
N } as the time for all M searchers to each visit all N nodes, and the expectation C M to be taken simultaneously over the space of all initial configurations and random walk instances. (This is contrary to the usual cover time, where a maximum over initial position is taken 37 . Here, this is combinatorially intractable on most networks when M 1, and our definition allows us to consider topological effects removed from any influence of initial conditions.) The Efficient search for ring-like topologies
Parallel search of a ring lattice is optimal at a strikingly low density (ρ * = 0.05 when N = 100; Fig. 1(a) ), becoming increasingly inefficient as M increases. This is due to the strong confinement effects of single-file diffusion [38] [39] [40] [41] [42] [43] . That said, parallel searching is still more efficient than simple serial searching for a range of ρ ( Fig. 1(a) , dashed line). Remarkably, however, a parallel search on a ring lattice can be made significantly more efficient by introducing only a small number of additional edges. To demonstrate, we consider a form of the Newman-Watts ensemble 44 that interpolates between the two extremal topologies of the ring lattice and the complete network. Starting from a ring lattice, we add a fixed number of random additional edges, or shortcuts ( Fig. 1(b) , inset). The optimal density rapidly approaches that of the complete network, ρ * = 0.47, even with only 3-4% of the possible shortcuts added on N = 100 nodes ( Fig. 1(b) ).
Parallel search efficiency on the complete network can be evaluated exactly. In the Supplementary Information (SI Text), we derive the APCT
where h(i) is the i-th harmonic number. The optimal density of parallel searchers, ρ * , for a given N can then be calculated from M * = argmin M S M , which gives ρ * → 0. For general networks, naïve mean-field approximations (MFAs) [29] [30] [31] can lead to drastically inaccurate estimation of the APCT and optimal density. Taking the near-Gumbel-distributed single searcher cover times on random networks 16 and attempting to incorporate exclusion through rescaling by φ fails for many networks: under this MFA the predicted optimal density as N becomes large approaches ρ * = 0.5 (SI Text), but for networks of low average degree, and for the ring lattice 
This estimate does extremely well in predicting the APCT (SI Text, Fig. S2 ). It is exact for k = 1, and only noticeably deviates when ρ 0.85 for N = 100. Equation (2) 
General topologies and the spectral gap
Can we identify a topological heuristic to predict density optima for general networks? Given the adjacency matrix A and the diagonal matrix D whose entries are the node degrees, define the random walk transition matrix P = D −1 A. The eigenvalues {λ i } of P determine how fast the probability distribution of a single-searcher random walk converges to its equilibrium (that is, mixes) 37 .
The largest eigenvalue is necessarily λ 1 = 1, and we define the spectral gap, G, as the difference in magnitude between the first and second largest eigenvalues
G is to zero, the slower a random walk converges 37 . The spectral gap is then a natural candidate for predicting density optima as the features of networks that slow down convergence, such as bottlenecks (identified through nodes of high betweenness centrality 45 ), also significantly increase the parallel cover time. Furthermore, single-searcher cover times can be related 23 to the eigenvalues of the combinatorial Laplacian L = D − A, which in turn relate to those of
There is a tight relationship between the spectral gap and the optimal density of searchers for general networks (Fig. 2) , quantified through high mutual information (SI Text). Sampling over random networks of minimum degree 2 and average degree between 2 and 5 (Methods) reveals that topology has a huge impact on optimal parallel search strategies: for a small spectral gap (Fig. 2, right-most inset) networks have low average degree and a high concentration of nodes of degree 2, resulting in linear chains along which the single-file diffusion of searchers significantly increases the cover time [38] [39] [40] [41] [42] [43] . Indeed, for a linear chain the parallel cover time is finite only for a single searcher;
for two or more searchers the left-most (right-most) searcher will never reach the right-most (leftmost) site due to the effect of single-file diffusion. The naïve MFA fails to capture this relationship (Fig. 2, grey curve) , demonstrating the importance of long-lived occupancy correlations. The MFA only becomes valid for networks of average degree nearing 5, where the density optima approach that of the complete network (ρ * = 0.47 for N = 100). Typically, these networks have a small fraction of degree two nodes and are more highly connected (Fig. 2 , left-most inset). A power
, constructed such that ρ * (1) = 1/2 to match the N → ∞ limit of the complete graph, matches the data well (Fig. 2 , red curve) and provides an easily-computed predictive approximation. Beyond random networks, we find that two real-world transport networks, the London Underground and American airport networks 47 , further validate this relationship in practice (Fig. 2) . While the inefficiency of the former may be expected from an average degree near 2, the latter is more surprising: despite an average degree near 12 its optimal density is markedly low, a phenomenon captured by the spectral gap (SI Text). Simpler statistics based on the degree distribution fail in such cases and have lower mutual information over our graph ensemble (SI Text). 
Optimising parallel search strategies
Our results enable the design of optimal search strategies for arbitrary numbers of searchers. Suppose M tot searchers, potentially more than N , need to each cover a given network. A hybrid seriesparallel strategy comprises sequentially introducing batches of searchers, with each batch covering the network in parallel to completion before being removed and replaced by the next batch. Let k i be the number of times i parallel searchers are introduced sequentially; for example, k 1 = 3 and k 2 = 4 denotes performing three successive searches with one searcher and four successive searches with two searchers. A hybrid strategy is then defined by the vector k = (k 1 , . . . , k N −1 ). The optimal strategy, k opt , minimises the overall cover time
As M tot increases the solution of this integer programming problem typically yields a strategy comprising a mixture of searcher numbers near the optimal density (Fig. 3) . For M tot N , we find that the optimal strategy is to have almost all serial searches operating at optimal density with vanishingly small standard deviation away from the optimum (Fig. 3(b) ; SI Text), validating optimal density as a crucial search statistic. Thus for large networks whose optimal density becomes difficult to evaluate, our results present a simple strategy to optimise mutually excluding search: approximate ρ * via the easily-computed spectral gap (Fig. 2) , and then perform searches in batches at this density.
Asymmetric search processses
Until now, we have only considered the symmetric exclusion process, where searchers uniformly sample a target node from their neighbours. However, many biological and physical systems are not in equilibrium, possessing non-zero probability currents in stationary state that markedly change the possible physical behaviours 34 . To model this, we now explore directed networks with bias in the choice of target node. To avoid searchers accumulating at nodes we restrict to flux-conserving Asymmetric processes facilitate a significantly greater optimal density than the equivalent unbiased process on the ring lattice. We find numerically that the optimal density for N = 100 and ε = 0.25 is ρ * = 0.51 (with high confidence; SI Text) compared to ρ * = 0.05 in the symmetric case ε = 0. This is a marked increase in ρ * that even exceeds the symmetrically-biased complete network for which ρ * < 0.5. Here, conservation of flux forces there to be only two viable orientations for the edges, all either clockwise or anticlockwise, effectively adding a constant drift to the symmetric process. As for symmetric exclusion, intuition can be drawn from asymptotic estimates of the APCT in the high density regime for the ring lattice. Let p and q = 1 − p be the probabilities of moving clockwise and anticlockwise, respectively. In the SI Text we show that, for large N and small vacancy count k, the APCT for M = N − k searchers with p > q is approximately Beyond the ring lattice, general flux-conserving networks of low degree also see a significantly enhanced optimal density for sufficient bias, with a far narrower distribution of optimal densities (Fig. 4(b) ). Dramatic increases in optimal density particularly occur for networks with G ≈ 0 (Fig. 4(c) ): these have a high concentration of degree two nodes implying many linear chains, the edges of which must have the same directional bias (Fig. 4(a) ). More surprisingly, for networks with extremely small spectral gaps (G ≈ 0) we see a non-monotonic relationship between G and ρ * on average. This phenomenon is also captured by the APCT at optimal density (Fig. 4(d) searchers on the random network in Fig. 4 (a) using the optimal serial-parallel strategy versus the same search on the ring lattice. Without bias (ε = 0), the random network has an average search time of 6.6 × 10 4 and the ring lattice has time 4.8 × 10 5 . In contrast, with ε = 0.25, these times become 8.5 × 10 3 and 8.3 × 10 2 , respectively. Thus, random flux-conserving bias inverts the networks' relative efficiency, implying care must be taken when attempting to improve network search efficiency process by naïve biasing.
Conclusion
We have introduced the APCT as a fundamental measure of how efficiently a network can support mutually excluding random search processes. We found that the optimal density of concurrent searchers can vary from 1-2% to nearly 50% depending on topology, and showed that this topological dependence can be efficiently captured by the spectral gap for both artificial random graphs and real-world transport networks. Finally, we generalised to a biased, non-equilibrium process and uncovered a qualitative change in the topological dependence of optimal densities. This evidences how the transport process itself must be taken into account when optimising random search, and leads us to ask whether there is an efficient statistical characterisation of the topology-transport interplay for general active networked processes 33, [48] [49] [50] . More broadly, our work paves the way towards new strategies for topology optimisation in process allocation and flow transport problems across physical and biological networked systems.
Methods
Numerical evaluation of cover time statistics and optimal densities
All cover time statistics presented in this work were calculated as follows. We do not explicitly sample from the exponential waiting time distribution; rather, we sample the next attempted jump and update the time statistic of interest, t, by the average waiting time, t = t + τ /M . As we are only interested in the first moments of the cover times, linearity of expectation implies that this suffices.
We now detail our numerical procedure for evaluating optimal densities. Suppose we have a network
with N nodes and we wish to calculate the optimal number of parallel searchers, M * , that minimises the APCT. For efficiency we begin using a small number of random walk instances (initially 10 3 )
that we increase as we get closer to M * . Starting at M = 1 we calculate the average cover time S 1 , then increase M by one and run another sample of random walk instances, calculating S 2 and so on.
After generating a new APCT for j + 1 parallel searchers we ask whether S j+1 > S j to see whether j is a candidate for M * . If not we increase M by one, however if so then we increase the number of random walk instances to 10 4 and return to the previous number of parallel searchers j, where we recalculate S j and S j+1 , and check again to see if S j+1 > S j . Once we have moved to 10 4 random walk instances we still check to see if the new APCT is greater than the old one, as before. Once we find a density of parallel searchers that appears to be the minimum we increase the number of random walk instances used for the final time to 10 5 . Then the number of searchers that are found to minimise the APCT using 10 5 random walk instances is taken to be M * , the optimal number of searchers. This was typically enough realisations such that the standard error when calculating the APCTs resulted in mutually excluding 95% confidence intervals either side of the optimal density.
Generating random symmetric networks
In this section we explain the procedure used to sample the random networks in Fig. 2 of the text. if the only remaining connections to choose from result in self-loops or multiple-edges then start over and return to step 2.
6:
else select two distinct nodes (avoiding self-loops) with stubs remaining uniformly at random and connect them with an edge only if they have not already been connected (avoiding multiple-edges).
7:
end if 8: end while 9: if the resulting network is not connected then return to step 2.
10: else take the resulting network to be a single realisation.
11: end if
Generating random balanced directed networks
In this section we describe the sampling procedure for the asymmetric random networks in Fig. 4 of the text. if the only remaining connections to choose from result in self-loops or multiple-edges then start over and return to step 2.
7:
else select uniformly at random a node with an outward stub and a distinct node with an inward stub. Connect these two nodes with an edge with preferential direction from the outward node to the inward node as long as these nodes have not been connected before. 8: end if 9: end while 10: if the resulting network is not connected then return to step 2.
11: else take the resulting network to be a single realisation.
12: end if
