an atom of type j to be in a given environment E compared to the expected Boulevard Sébastien Brant value if everything was random; Boltzmann's law is then used to transform 67400 Illkirch Graffenstaden these preferences into energies. These new potentials very clearly France discriminate misfolded from correct structural models. The performance of these potentials are critically assessed by monitoring the recognition of the native fold among a large number of alternative structural folding types (the hide-and-seek procedure), as well as by testing if the native sequence can be recovered from a large number of randomly shuffled sequences for a given 3D fold (a procedure similar to the inverse folding problem). We suggest that these potentials reflect the atomic short range non-local interactions in proteins. To characterise atomic solvation alone, similar potentials were derived as a function of the percentage of solvent-accessible area alone. These energies were found to agree reasonably well with the solvation formalism of Eisenberg and McLachlan.
Introduction
Despite numerous both experimental (for a review, see Privalov, 1989; Fersht & Dill, 1994 and references therein) and theoretical (see Dill, 1990; Rost & Sander, 1994 and references therein) work, the molecular basis of the stability of native proteins remains unclear. One often cited driving force of the folding process is the so-called hydrophobic effect, which is still poorly understood (see for instance Richards et al., 1989) . However, a better quantitative comprehension of the thermodynamics at work is clearly badly needed, not only for the analysis and evaluation of experimentally determined protein structures, for the analysis of the change of stability induced by site-specific mutations in proteins, but also for the modelling of new structures on known three-dimensional templates. In a recent paper, a discrepancy between the experimental and predicted values of thermodynamic measurements on proteins binding nucleic acids has been used to infer a concomitant structural rearrangement (Spolar & Record, 1994) . Needless to say, such a conclusion is highly dependent on the accuracy of the underlying model.
One of the most appealing formulations of the missing energetic terms for a quantification of the hydrophobic interactions is the so-called solvation energy, introduced by Eisenberg & McLachlan (1986) . Their solvation free energy, G s , is the sum of all possible atomic contributions, each of which is equal to the accessible surface area, ASA (Richards, 1977) , of the given atom multiplied by an atom-specific parameter ASP (or s i in the initial formulation; Eisenberg & McLachlan, 1986) , which has the dimension of a surface tension factor:
where the sum extends over all atoms i of the protein.
The ASP parameters are derived from experimental data on free energy of transfer of amino acid analogues from octanol to water (Fauchère & Pliska, 1983) . In this model, the difference DG s in solvation free energy between the folded state and a theoretical fully extended, unfolded state of the same protein provides a quantification of the contribution of the hydrophobic effect to the stability of the protein.
Although the underlying assumptions to this model (i.e. the additivity of the contribution of the different atoms and the linear relationship relating atomic surface area and solvation free energy) have been questioned (Wood & Thompson, 1990; Simonson & Brü nger, 1994; Ben Naim, 1994) , it has proven useful in many instances and has now been introduced as an extra term in molecular mechanics and molecular dynamics simulations (Wesson & Eisenberg, 1992; Schiffer et al., 1992; Williams et al., 1992; von Freyberg et al., 1993) . In a previous paper (Koehl & Delarue, 1994a ) we tried to generalise this theory to take into account contributions not only from protein solvent interactions, but also from protein atoms interacting inside the protein. In the initial Eisenberg & McLachlan (1986) formalism, the surface area of polar atoms buried upon folding yields an unfavourable contribution to DG s , irrespective of the environment of the polar atoms in the core of the folded protein. However, polar atoms may be in contact with other polar atoms in the core of the proteins (such as the polar contacts in the hydrogen bonds stabilizing secondary structures in proteins), which intuitively is not as unfavourable as having the polar atoms completely buried by non-polar atoms; similarly, atomic surface areas of non-polar atoms buried upon folding always contribute favourably to DG s even if they are in contact with polar atoms inside the protein and this seems counter-intuitive. For that reason, we introduce a free energy of environment, G e , in order to provide information on the full environment of each atom of the protein (solvent and other protein atoms), as a direct extension of the solvation free energy G s :
where the summation extends over all atoms i, PCA i and NPCA i are the surface areas of i occluded by polar and non-polar atoms, respectively (hereafter referred as the polar and non-polar contact area of i ). A i and B i are surface tension factors similar to the atomic solvation parameters ASP. In order to derive the main parameters of this simple model, and to test it against experimental data, we had to make a number of simplifying assumptions; the results however were encouraging (Koehl & Delarue, 1994a) . The major assumptions underlying equation (2) are the additivity of the contribution of each atom of the protein, the linearity of the contribution of the various parts of the atomic surface area (i.e. ASA, NPCA and PCA) to the environment free energy (hence to the stability of the protein) and the identity of the surface tension for accessible surface area and polar contact area (the latter assumption implying that occluding polar or non-polar atoms of the protein with polar atoms is equivalent to occluding them with solvent atoms).
In this paper, we define atomic environment potentials based on a totally different statistical approach to free ourselves from most of these assumptions, retaining the full atomic representation of the protein (and keeping the additivity of the contribution of the different atoms). Protein atoms are divided into four classes, i.e. non-polar atoms, polar atoms of the backbone and of the side-chains, and charged (N + , O − ) atoms. For each class of atoms, the distributions of the fractions of the atomic surface area accessible to solvent, occluded by polar atoms, and occluded by non-polar atoms are calculated from a database of protein structures available from the Brookhaven Protein Data Bank (Berstein et al., 1977) . The observed normalized frequencies are transformed with the help of Boltzmann's law to yield the energy of each atom type as a function of its environment, DE, or of its accessibility only, DE solv . These potentials are potentials of mean force which contain the knowledge acquired from the database (Sippl, 1993a) .
We present applications of this environment energy, DE, as well as of a solvation energy, DE solv to the problem of assessing structural models for proteins, in cases in which the native fold is known. In addition, two screening tests were used to further assess the discriminative power of these energies: the first one is referred to as the sequence-recognizesstructure or hide-and-seek protocol, in which a given amino acid sequence is threaded (slid) through en ensemble of structures to determine if the native fold can be recognized among all the incorrect alternatives, and the second one is referred to as the structure-recognizes-sequence, in which a large number of sequences is threaded through a given three-dimensional structure to determine if the native sequence can be singled out.
The method described here is in essence not very different from the one developed by Vriend & Sander (1993) , only with a much reduced set of parameters and atom types. It also bears strong resemblance to work of Colovos & Yeates (1993) , who however do not take explicitly into account the effect of the solvent. It was also inspired by the work of DeLaCruz & Fita (1991) , especially for the use of solvent-accessible surface areas as parameters. The statistical treatment is very much in the spirit of what is commonly used for deriving knowledge-based potentials, such as those described in the work of Sippl (1990 Sippl ( , 1993a or Bryant & Lawrence (1991 .
Results

Building the environment and solvation energies
Atomic environment in proteins
Atomic environments sampled in our database of protein structures are represented by their frequency as a function of the two variables XASA and XNPCA in Figure 1 for all atoms, independently of the atom type. The 2D density function shows two heavily populated regions corresponding to highly accessible atoms, and atoms mainly occluded by non-polar atoms. The region in which both XASA and XNPCA are small is not populated, indicating that no atoms have been found to have their surface areas mainly buried by polar atoms.
Data presented in Figure 1 were further subdivided into four atom classes, namely non-polar atoms (C, S), polar atoms (N, O) from the main-chains and the side-chains, and charged atoms (N + , O − ), and the resulting distributions are shown in Figure 2 . All four histograms reflect the characteristics of the corresponding classes. Non-polar atoms prefer to be occluded, mainly by non-polar atoms (the maximum of the peak at 0% accessibility occur at XNPCA = 85%) while a large fraction of charged atoms are highly accessible to solvent. Surprisingly, the environments of polar atoms of the backbone resemble the environments of non-polar atoms, in that they prefer to be buried. There is a difference however, in that they tend to maintain a higher fraction of polar contact area (for comparison, the maximum of the peak at 0% accessibility with non-polar atoms occurs at XNPCA = 70%, which corresponds to XPCA = 30%). In contrast, the behaviour of neutral polar atoms of the side-chains is closer to the one of charged atoms.
The atomic environment energy Figure 3 gives the result of the application of the Boltzmann device to the four probability density functions derived from the frequency distributions F j shown in Figure 2 (where j stands for any of the four atom types defined above), yielding DE j , which we will refer to as the environment energy. Negative values for DE j indicate environments that are favoured by the atom of type j. All four plots reflect the preferences already observed in Figure 2 . Non-polar atoms prefer non-polar environments (the negative cluster near xasa = 0 and xnpca = 100%). Neutral polar atoms from the backbone also prefer to be buried, however they do not favour a complete non-polar environment and tend to maintain a relatively large polar environment. This probably reflects the presence of secondary structures in proteins. Both neutral polar atoms from the side-chains and charged polar atoms prefer to remain accessible to solvent. The larger positive values for DE j are observed for charged atoms which are buried. It was already reported that the presence of buried charged atoms can be a very discriminative criterion to detect misfolded models (Baumann et al., 1989; Novotny et al., 1984 Novotny et al., , 1988 .
The solvation energy
The procedure presented above can be repeated for preferences based solely on the solvation of each atom, yielding a solvation potential energy defined by:
The resultant DE solv (xasa) are shown on Figure 4 . The central part of these curves seems to indicate a linear dependence of the solvation energy on solvent accessibility for all four types of atoms, in accordance with the solvation theory of Eisenberg & McLachlan (1986) . In this region, the coefficients of the linear regressions (which are equivalent to Atomic Solvation Parameter, ASP) are large and negative for charged and neutral polar atoms of the side-chains, and slightly positive for non-polar atoms (see the legend to Figure 4 ). The main difference with the ASP values of Eisenberg & McLachlan (1986) concerns polar atoms of the backbone, in which case the solvation potential energy increases when the solvent accessibility is increased, while ASP values for all neutral polar atoms are found negative. It should be noted that if neutral polar atoms of the backbone and the side-chains are grouped together, the corresponding solvation potential energy is found to decrease when the accessibility is increased, with a slope smaller in amplitude than the slope found for charged atoms (result not shown). We prefer however to maintain the separation of polar atoms from the backbone and the side-chains, since their environments are different (Figure 2) . DE solv , as DE, indicates that neutral polar atoms from the backbone have a preference to be buried. However, DE contains more information, concerning the type of atoms that bury these polar atoms.
Similar database-derived potentials can be derived for the fraction of surface occluded by non-polar : − 4 cal Å −2 (using kT = 600 cal). These values are much smaller than the atomic solvation parameters determined from free energy of transfer of amino acid analogues from octanol to water (Eisenberg & McLachlan, 1986) . atoms (xnpca, yielding DE npca ) and for the fraction of surface occluded by polar atoms (xpca, yielding DE pca ). It should be mentioned however that all three are not independent (i.e. xasa + xnpca + xpca = 1); this motivated the definition of the environment potential energy, based on the two-dimensional distribution functions of Figures 1 and 2.
The environment energy of a full protein: length dependence
Assuming additivity of the contribution of all atoms of a protein, the environment potential energy of a protein of sequence S which adopts the conformation C is given by:
where j is the type of atom i, the individual DE j are calculated based on equation (14), and N is the total number of atoms in the protein. A similar equation is derived for DE
solv (S, C). DE(S, C) and DE
solv (S, C) have been calculated for the 81 proteins of our database, and are plotted in Figure 5 versus the number of residues of the proteins (multimeric proteins are considered as such, i.e. only one value is provided for the full protein).
DE(S, C) is found to vary approximately linearly
with N, with a correlation coefficient of 0.92. A linear least-squares fit to the data yields:
where DE is given in kT units. Two proteins differ significantly from this linear relationship, i.e. a pea lectin (PDB code 3wga), and the photosynthetic reaction centre (PDB code 1prc). 3wga is a dimeric protein, with each domain containing 174 residues, out of which 34 are cysteine residues involved in 17 disulphide bridges. The structure of this protein is unusual in that it contains a low amount of secondary structure, and its topology is mainly constrained by its high proportion of disulphide bonds, which may explain its unusual environment energy. The photosynthetic reaction centre is the only membrane protein in our database, and its unusual behaviour is not surprising. Values for DE solv (S, C) as a function of protein lengths are more scattered, and a linear fit would yield a correlation of 0.70 only. The photosynthetic reaction centre 1prc is also an outlier for DE solv (S, C), mainly because it has a large proportion of hydrophobic residues at the surface (since it is a membrane protein), however the pea lectin 3wga Navia et al. (1989) ; b, Novotny et al. (1984) ; c, Novotny et al. (1988); d, Chapman et al. (1988) .
shows a ''normal'' behaviour (a crude interpretation of this result combined with the result obtained with DE is that 3wga has reasonable distributions of hydrophobic and hydrophilic atoms at the surface of the protein, however the contacts formed in the core are unusual, mainly because of the presence of the 34 disulphide bridges). The lyase from pig heart 6acn shows the reverse behaviour compared to 3wga, in that its environment energy is normal, while it is an outlier for the solvation free energy.
It should be mentioned however that we cannot strictly compare DE(S, C) and DE solv (S, C) for proteins of similar sizes but different sequences, because of the different partition functions (the comparison is correct only for proteins having the same composition in amino acids). Applications of equation (5) to test if a model for a given protein is correct or not (based on the scheme proposed by Chiche et al., 1990 ) is valid only under the approximation that ln(Z j /Z)10; in other cases, it should be considered as an indication, among others (like the overall stereochemistry and other physicochemical properties), of the quality of the model.
Assessing protein model structures
The database-derived environment energy accounts for both the interactions of the protein atoms with the solvent and the environment of each atom in the interior of the protein. Since these interactions are essential both for folding and stability, we decided to test the ability of DE(S, C) to assess protein models in cases in which the structures in known correct and incorrect folds have been modelled. The proteins considered include the ferrodoxin of Azotobacter vinelandii, the HIV protease, rubisco small subunit, and the Ig k VL region and haemerythrin. In the two latter cases, misfolded structures were generated by modelling the side-chains of the a-helical haemerythrin on the b-sheet backbone of Ig k VL domain, and vice versa. Two sets of misfolded structures were generated either by modelling the incorrect sidechains in an all trans conformation (Novotny et al., 1984) using the program CHARMM (Brooks et al., 1983) , or by optimisation of the position of the side-chains (Novotny et al., 1988) , using a conformational space sampling program, CONGEN (Bruccoleri & Karplus, 1987) . The environment and the solvation energies were compared and the results are summarised in Table 1 . Both energies are found to be significantly more discriminative than the solvation and environment free energies considered in our previous work (Koehl & Delarue, 1994a ). The Table 1 ). environment energy is the most discriminative criterion (see Figure 6 ).
The models available in the PDB databank of three proteins, i.e. the gene 5 DNA binding domain (2gn5), the d-alanyl carboxypeptidase (1pte) and the very sweet protein thaumatin (1thi) have recently been reported to behave anomalously for different energy criteria (Sippl, 1993b) . 2gn5 is a dimer with 87 residues in each subunit, and its environment potential energy is found to be −44.0 in kT units, which is smaller than the expected value of −66.5 obtained using equation (5). The difference however is too small to draw a definite conclusion. For the two other proteins 1pte and 1thi, only the C a co-ordinates are available from the PDB files. Since we need a full atom representation of the protein, the corresponding backbones have been reconstructed using the program O (Jones et al., 1991) , and the conformations of the side-chains have been calculated using our method for optimal side-chain placement, based on a self-consistent mean field approach (Koehl & Delarue, 1994b) . Their environment potential energies were found to be higher than the expected values calculated for proteins of their sizes (−14.4 for 1thi and −15.5 for 1pte, instead of −76 and −120, respectively), based on equation (5). It should be mentioned that the reconstruction step of thaumatin and the carboxypeptidase from the C a only may have generated errors which could increase the corresponding values for DE(S, C). These errors however are not expected to be large enough to explain the small values observed for DE(S, C) reported here. For example the difference in DE(S, C) between the X-ray structure and a model structure obtained from the position of the C a (using the same protocol mentioned above) of thermolysin (PDB code 3tln), a protein of 316 residues, was found to be only 14 kT units. For thaumatin (346 residues), DE(S, C) for its model structure is found to be −14, while its expected value is close to −121, setting the difference at 107 kT units. The full co-ordinates of the refined models for all three proteins (2gn5, 1thi and 1pte) are not yet available, so that we are presently unable to report the energies of the crystallographic structures. Colovos & Yeates (1993) pointed out that the model structure for xylose isomerase from Streptomyces olivochromogenes (PDB code 3xia) was an outlier in their survey of the PDB databank, while the model structure for xylose isomerase from Arthrobacter (PDB code 4xia) is normal. In the header of file 4xia, it is mentioned that these two models are structurally different, while sequence homology indicates that they should be similar. The environment potential energy of one monomer for both 3xia (including 377 residues) and 4xia (393 residues) were found to be −41 and −136 kT units, respectively, which effectively suggests that 3xia contains errors. A new model for xylose isomerase of S. olivochromogenes has recently been deposited in the PDB databank (entry 1xya), and the environment potential energy of the first 377 residues of one of its monomer was found to be −155 kT units, which is much closer to what is Cohen et al. (1979) , versus the r.m.s. deviation of these models from the X-ray structure 3mbn. Note that for the solvation free energy, the best models have lower energies than the X-ray structure. In comparison, the environment energy is always much lower than the energies of all 20 models.
expected for a protein of this size. Also, the structure 1xya is closer to 4xia than 3xia, with the secondary structures of 4xia and 1xya correctly aligned.
To further assess the utility of our environment potential energy in discriminating within a group of proposed models for a given structure, we calculated a set of DE(S, C) energies, where S stands for the sequence of sperm whale myoglobin, and C is one of the 20 model structures proposed by Cohen et al. (1979) , with co-ordinates available for all atoms. The results of these calculations are shown on Figure 7 , in which both the solvation potential energy (Figure 7(A) ) and the environment potential energy (Figure 7(B) ) are plotted against the r.m.s. deviation between these models and the crystallographic structure (PDB code 3mbn). Again, it is observed that DE(S, C) is more discriminative than DE solv (S, C). DE(S, C Xray ) for the crystallographic structure is significantly lower than DE(S, C) for any of the 20 models, with the most native-like structures having the lowest energies among all models. For the solvation energy, the best models have lower energies (S, C) . All these results indicate that the environment energy DE(S, C) introduced here can be of value in ordering, and even filtering out alternative model structures for a given protein.
Hide-and-seek experiments
In the applications presented so far, the (putative) correct fold was identified as having a lower environment potential energy than one or, in the case of sperm whale myoglobin, twenty, alternative fold(s). A more complete test would be to test the native fold to a much larger number of alternative folds, through the so-called ''Hide-and-Seek'' procedure. In this computer experiment, the experimentally determined fold X for a sequence S is hidden among a large number of non-native folds, C, and the task is to retrieve X using the environment energy as a guiding criterion. The task is solved successfully if DE(S, X) is lower than any DE(S, C). This procedure is in spirit similar to the so-called ''threading problem'' (Jones et al., 1992) , though it does not allow for gaps in the sequence. Alternative structures were derived from the subset of 54 monomeric proteins smaller than 350 residues from our database of 82 non-homologous proteins. The sequence S of length N is shifted along each of the 54 proteins, yielding a set of possible backbone conformations for S. Side-chains are added on each backbone, using our approach based on self-consistent mean field theory (Koehl & Delarue, 1994b) . At this stage, side-chain conformations are selected from a rotamer library (Tuffery et al., 1991) , and the selection is based solely on a Lennard-Jones potential for VdW interactions; no full energy minimisation is performed at the end to remove possible clashes between rotamers, for sake of computing time. The set L of conformations C obtained (which include all atoms) represents the conformational space accessible to S. The potential energies DE(S, C) and DE solv (S, C) are calculated for each C in L, as well for the experimental conformation C nat . In all conformations C however, the positions of the side-chains are approximate, and correspond to discrete conformations derived from a rotamer library. For a fair comparison, the same procedure for side-chain placement was performed on the native structure C nat , yielding a ''native'' model, X. The quality of the two potential energies defined here can then be estimated by a z-score (Bowie et al., 1992 , Sippl, 1993b :
where stands for the average over all conformations C in L, and s is the corresponding standard deviation. If the discrimination is significant, z is expected to be positive and large. Table 2 shows the result for a list of 11 proteins varying in size between 65 and 316 residues. The corresponding CPU computing times are 17 seconds for 1sn3 (65 residues) and 200 seconds for 1rhd (316 residues) per conformation (including side-chain placement, and calculations of DE(S, C) and DE solv (S, C) on the IBM RS6000 -990; these CPU times vary approximately linearly with the number of residues in the protein.
In all calculations, the protein under study is subtracted from the full database, and the potentials DE j and DE are recompiled. Except for two cases with marginal differences (proteins 156b and 1sn3), the environment energy is always found to be more discriminative than the solvation energy. Based on DE, the experimental (native) fold was in most cases more stable than random conformations by three or more standard deviations. It did not however always appear as the most stable conformation detected by DE. The discrimination is usually better for large proteins.
Equations (14) and (3) were used to calculate DE and DE solv , respectively, leaving out the partition functions Z and Z j . It should be noted however that these partition functions are calculated over all possible environments for all types (or a given type j for Z j ) of atoms, and are as such constant and independent of a specific conformation. The sum of the contributions of all the terms including the partition functions (see equation (13)) would have introduced in equation (4) a second term, sequencedependent (i.e. through the dependence on the number and types of terms to consider), but structure-independent. Hence the energies for all possible conformations C for a given sequence would be shifted by a constant term as compared to the assumption Z j 1Z, and this constant term vanishes in the z-score.
Sequence design
Another problem of interest for understanding the structure-sequence correlation in proteins is to compare the energy of the native sequence on a given In all test cases, the respective protein is subtracted from the database and the potentials are recompiled fold (defined by the position of the backbone) to the energies obtained for random sequences imposed on the same backbone. Using a discriminative potential, one expects that the native sequence has one of the lowest energies; this energy however has no reason to be the lowest one, since the structure can tolerate stabilizing mutations, as observed experimentally (Baldwin & Matthews, 1994 , and reference therein). To test our database-derived environment energy, a computer experiment in sequence space was performed. Random sequences obtained by shuffling the native sequence of a protein are imposed on the backbone of the experimental structure of this protein, and the side-chains are optimally positioned, using the self-consistent mean field approach (Koehl & Delarue, 1994b) . Both the environment energy and the solvation energy are calculated for the corresponding model. The qualities of both criteria are given by their respective z-scores (see equation (6)). By keeping the composition in amino acids constant in all sequences considered, the sum of the partition function terms in the expression of the potential energy functions are equal for all sequences, and vanishes exactly in the expression of the z-score, without resorting to the assumption Z j 1Z. This test was performed on the same set of 11 proteins used for the hide-and-seek experiment, and the corresponding results are given in Table 3 . The native sequence is always well discriminated by both potentials, and the environment energy always provides a better separation. The same computer experiments were performed using the backbones of the Ig k VL region and haemerythrin (see above), and the shapes of the distributions observed, as well as the relative position of the native sequences, are illustrated in Figure 8 for the environment energy. The corresponding z-scores for the environment energy are 3.57 and 3.58 for the VL region and haemerythrin, respectively (the z-scores for the solvation energy for the same proteins are 2.3 and 2.26, respectively).
Discussion
As originally pointed out by Kauzmann (1959) , hydrophobic interactions might be the driving force in protein folding, leading to a collapsed structure form for a protein molecule. However, quantification of these hydrophobic energies has remained difficult. A semi-empirical model has been proposed in which these energies are proportional to the surface area buried upon folding, with a coefficient of proportionality s (Chothia, 1975; Richards, 1977; Janin, 1979) . Eisenberg & McLachlan (1986) have extended this idea by defining a solvation free energy of a protein as the sum of the energies of each of its atoms, which are proportional to their accessible surface areas. This model however raises several questions. The linear relationship between the solvation free energy and the surface area of a molecule has been shown experimentally by studying the free energy of transfer of liquid, normal aliphatic hydrocarbons into water (for a review, see Ben-Naim, 1987) ; its application to molecules of other shapes, as well as to proteins in which hydrophobic pair interactions occur, has been questioned (Wood & Thompson, 1990; Ben-Naim & Mazo, 1993; Simonson & Brü nger, 1994) . Related to this is the problem of the definition of the protein surface area. The accessible surface area, obtained by rolling a water molecule probe on the surface of each atom (Richards, 1977) is most commonly used, though it has been proposed that the molecular surface area instead might provide a better agreement with experiments (Tunon et al., 1992; Jackson & Sternberg, 1993 (Eisenberg & McLachlan, 1986; Sharp et al., 1991; Tunon et al., 1992) . 72 cal mol
corresponds to the macroscopic surface tension between water and liquid hydrocarbons (Aveyard & Haydon, 1965) . All these values are based on the same experimental free energy of transfer of amino acid analogues from n-octanol to water (Fauchère & Pliska, 1983) . Each value in the above range, however, has been obtained by a modified free energy theory of solvation (Holtzer, 1992; Ben-Naim, 1994) , whose applicability has to be redefined for each specific case (Chan & Dill, 1994) .
To alleviate the problems mentioned above, we have developed an approach that is specific to protein molecules. It is related to the Eisenberg and McLachlan formalism in that the hypothesis of the additivity of atomic contributions is maintained, as well as the dependence of the energy on the accessible surface area (and, following our previous generalisation (Koehl & Delarue, 1994a) on the surface area in contact with polar and non-polar atoms), but solvation and environment energy functions are now derived from statistics observed in a database of non-homologous proteins, using the Boltzmann's law. Interestingly, the database-derived solvation energy function DE solv was found to be approximately linear with atomic accessibility, as in Eisenberg & McLachlan (1986) solvation formalism ( Figure 4) ; deviations from linearity are observed for high accessibility in which case pair interactions are dominant, and these interactions cannot be reproduced correctly with a linear relation (Wood & Thompson, 1990; Jackson & Sternberg, 1993) . A similar deviation from linearity is observed for low accessibility, for reasons that are not yet clear.
All applications of the environment and solvation energies presented above have shown that both distinguish very well misfolded models from native(-like) structure of proteins. Similar results were found for DE pca and DE npca (data not shown). The solvation energy DE solv as well as the polar energy DE pca and the non-polar energy DE npca were usually found to be less discriminative than the environment energy DE. These results are not surprising, considering that DE summarizes all information on atomic contacts, including solvent. DE in fact provides an estimate of all non-local, short range interactions in a protein, following the terminology of Chan & Dill (1991) . The accuracy of DE is such that it not only distinguishes correct model from grossly misfolded structures (Table 1 and Figure 6 ), but also provides a tool to discriminate between a group of proposed models (Figure 7) . Out of the three partial contact energies, i.e. DE solv , DE pca and DE npca , the non-polar contact energy DE npca was found to be the most discriminative; this was already suggested by Bryant & Amzel (1987) .
In the recent past, several experimentally determined protein structures have been proven to contain major errors (see Bränden & Jones, 1990; Janin, 1990) . This fact has lead to the development of several new methods designed to recognize these errors, based on the definition of empirical scoring functions. All these methods obviously also address the problem of fold recognition, as well as the related problem of designing a sequence that will fold into a given three-dimensional target structure, i.e. the reverse folding problem (Pabo, 1983; Bowie et al., 1991; Jones et al., 1992; Godzik et al., 1992; Bryant & Lawrence, 1993) . It is interesting to review some of these methods and compare them (both in terms of quality and in defining the type of information they include) with our most efficient potential, i.e. the environment energy defined here.
The simplest and lowest resolution method consists of separating residues into two groups, i.e. polar (P) and hydrophobic, non-polar (H); the energy is then provided by the sum of H-H contact (Lau & Dill, 1989 Chan & Dill, 1991) . Though this two-state model is crude and does not contain detailed information (such as amino acid specificity within the H and P groups), it has proven useful in lattice simulations (see for example the hydrophobic zipper model, Dill et al., 1993) as well as in computer experiments in which it was used to discriminate the native sequence among random sequences for a given fold (DeWitte & Shakhnovich, 1994) . As mentioned by DeWitte & Shakhnovich, however, random sequences are very likely to have wrong proportions of exposed and buried hydrophobic and hydrophilic residues compared to the native sequence, which explains the power of the HP model in their experiments. This property makes this HP model unrealistic, in that it allows the design of a ''superstable'' sequence for a given fold just by making all buried residues non-polar and surface residues polar (Shakhnovich & Gutin, 1993) .
Higher resolution models usually proceed through the definition of contact or pair potentials between united residues represented as a single entity corresponding either to the C a or C b atom, or the centre of gravity of the side-chain (Miyazawa & Jernigan, 1985; Maiorov & Crippen, 1992; Hinds & Levitt, 1992; Wilson & Doniach, 1989; Goldstein et al., 1992; Sippl, 1990; Jones et al., 1992; Godzik et al., 1992; Casari & Sippl, 1992; Kolinsky et al., 1993; Bryant & Lawrence, 1993; Kocher et al., 1994; Bauer & Beyer, 1994) . For example, Sippl (1990) derived potentials of mean force from pairwise contacts in known protein structures, which are functions of the spatial distance (taken between the C a or C b ) as well as of the sequence separation between the two residues, yielding a large number of pair categories. The usefulness of these potentials was tested with hide-and-seek computer experiments using a large number of alternative tertiary structures (Hendlich et al., 1990; Sippl & Weitckus, 1992; Sippl, 1993b) , and the specificity obtained was found to be higher than the one we describe here (Figure 1 of Sippl, 1993b, compared to Table 2 of this work; the z-scores in these two reports are defined with opposite signs). Based on similar potentials with the addition of gap penalties and an empirically derived hydrophobic term to account for solvent interactions, Jones et al. (1992) also reported accurate alignments between sequences and structure motifs. The main reason however that these pair potentials provide better discrimination than the environment potential energy is the fact that they are more complete, since they include all short range, long range, local and non-local interactions.
Other methods have been developed in which potentials for united residues are considered, which have been derived from detailed structural information on the different side-chains (Bowie et al., 1991; Lü thy et al., 1992; Jones et al., 1992; Overington et al., 1992; Nishikawa & Matauo, 1993; Wilmanns & Eisenberg, 1992) . We prefer however higher resolution methods in which full atomic details are maintained and not averaged over one residue, because residues have different sizes and have characteristics that cannot usually be averaged. Full atomic force fields are commonly used in molecular mechanics and molecular dynamics packages. However, the internal energy included in these packages has been shown to be insufficient to discriminate between misfolded and correct protein models (Novotny et al., 1984 (Novotny et al., , 1988 . To complement this internal energy, several potentials have been developed, either based on statistics of the number of atomic contacts (Colovos & Yeates, 1993; Vriend & Sander 1993; DeLaCruz et al., 1992) , or as semi-empirical models for the hydrophobic interactions, based solely on accessible surface areas (Eisenberg & McLachlan, 1986; Ooi et al., 1987; Chiche et al., 1990; Vila et al., 1991; Luthardt & Frommel, 1994) , with all the associated problems mentioned above. The environment energy defined here fits into this class but proposes a solution to these latter problems.
The environment energy could find an obvious application in protein homology modelling problems; it should be supplemented by a short range repulsive term like in the Lennard-Jones potential, as implemented in our optimization protocol for side-chain packing on a given backbone (Koehl & Delarue, 1994b ). Though we report here encouraging results for the environment energy in hide-and-seek and sequence design experiments (Tables 2 and 3) , its potential applications to the folding problem or the reverse folding problem (including threading) are not straightforward, however. The success of the residue-averaged energies in the threading problem is probably due to their ability to deal with some backbone flexibility, since they look only at distances between C a or C b or the centres of gravity of the two side-chains. Full atomic potentials such as the environment energy presented here, on the other hand, are highly dependent on the position of the backbone of the protein. We are currently working on a way to deal with backbone flexibility, using a self-consistent mean field approach (Koehl & Delarue, 1995) .
One shortcoming of the environment energy is that it requires a full atomic representation of the structure of the protein under study. Its use in any optimization procedure would then imply construction of all side-chains and atomic surface area calculations at each step, and both are computationally time-consuming (though we have shown here that these calculations are tractable, even for proteins of 300 residues or so). New methods and faster algorithms have been recently devised to do these surface area calculations much more quickly LeGrand & Merz, 1993; Abagyan et al., 1994) and we are currently working on adapting one of these methods to our computer program.
Material and Methods
Characterizing atomic environment in proteins
The contact area (Sij ) between a test atom i and a target atom j can be defined as the amount of the surface from atom i that becomes inaccessible when the contacting atom j is considered (Richmond & Richards, 1978) . When all atoms j of the protein are considered, the total surface area of the hydrated sphere around atom i can be divided into four parts: the local (or ''near'' using the terminology of Shrake & Rupley, 1973) contact area corresponding to atoms j belonging to the same residue as i, the non-polar, NPCA, and polar, PCA, contact areas corresponding to non-polar and polar occluding atoms j, respectively (all C and S are considered non-polar, while all N, O, N + and O − are classified as polar; explicit hydrogen atoms were not included), and the remaining accessible surface area ASA. When the same fraction F of the surface of atom i is in contact with several atoms j, two cases are considered. If one of these atoms j is local, i.e. belongs to the same residue, the corresponding fraction F is assigned to the local surface area; in this approach, the local surface area of atom i is similar in the unfolded and the folded state of the protein (Koehl & Delarue, 1994a) . If the set of atoms j does not contain a local atom, then each atom j is given a weight that depends linearly on its distance rij to the centre of the test atom i; this weight is obtained from a linear square well, as proposed by Holm & Sander (1992) . The fractions of polar and non-polar atoms in contact with F are computed based on these weights, and F contributes to the non-polar and polar contact area of atom i according to these fractions. A complete description of the implementation of this procedure is provided in our previous work (Koehl & Delarue, 1994a) . The near or local surface area of any atom i in the protein only describes its local interactions, which mainly depend on the stereochemistry of the amino acid to which it belongs. Since we are mainly interested in non-local interactions, we will characterise the environment of atom i only with three variables, i.e. its ASA, NPCA and PCA. To further reduce the number of parameters, these variables are normalized such that their sum is equal to 1, i.e. defining:
With this normalisation, the environment of atom i can be characterized by any group of two of the three variables XASA, XNPCA and XPCA; we have chosen XASA and XNPCA. SUM corresponds to the total accessible surface area of atom i in the unfolded state (Koehl & Delarue, 1994a) . The normalisation applied in equations (8) allows a direct comparison of all types of atoms, regardless of their local surface area. A problem could occur however with atoms for which the near surface area represents a very high fraction of their total surface area. For that reason, atoms for which this fraction was higher than 85% were excluded. All calculations presented above were repeated with this limit set to 80%, yielding similar results. Setting the limit of 95% however decreased the quality of the potentials defined above (results not shown).
Atomic environments sampled in a number of proteins in the Brookhaven Protein Data Bank are represented by their frequency as a function of the two variables XASA and XNPCA in Figure 1 . The protein database consists of 81 non-homologous, well refined X-ray structures (resolution <2 Å ), and has been described elsewhere (Boberg et al., 1992) . Our initial database contained 82 proteins, from which we had removed the gene 5 DNA binding protein, 2gn5, since there are indications that it is incorrectly folded (Colovos & Yeates, 1993; Sippl, 1993b) . Frequencies were calculated over 92,135 atoms, distributed into 20 bins for both XASA and XNPCA (i.e. 400 2D bins total, out of which only 210 can be populated, since XASA + XNPCAE1).
The frequencies mentioned above concern all atoms. Differences however are expected if subclasses of atoms are defined. For example, it is intuitively expected that non-polar atoms have a small accessible surface area, while charged and polar atoms should be mainly exposed to solvent. Hence four classes of atoms were defined: non-polar atoms (C, S), backbone neutral polar atoms (N, O), side-chain neutral polar atoms, and charged atoms (N + , O − ). There are no charged atoms on the backbone of a protein if the N and C termini are not considered, and non-polar atoms from the backbone and from the side-chains were grouped together since they were found to display similar behaviours.
A database-derived environment energy
Formalism
Energy parameters can be derived from frequency counts based on a simple approximation (referred to as the Boltzmann device by Sippl, 1990 Sippl, , 1993a : the probability of a given atom in a given protein to be in an environment described by an accessible fraction equal to xasa, and a non-polar fraction equal to xnpca, is given by:
where kT is a scaling factor (k is the Boltzmann's constant and T the temperature), and Z is the partition function, integrated over all possible environments of any atom of a protein. Conversely, if the probability density functions can be measured, we can get the energy of an atom in the environment (xasa, xnpca) from:
E(xasa, xnpca)
= − kTln [P(XASA = xasa, XNPCA = xnpca)] − kTln [Z] (10)
As mentioned by Sippl (1990) , the state integral Z cannot be evaluated by measuring density of states: therefore the energy can only be determined up to the constant − kTln [Z] . The same approach applies to the subset of atoms of type j, in which case: where Pj refers to a probability density function defined on the statistical ensemble of atoms of type j. We can then define a relative potential,
such that the net potential of an atom i of the type j is given by: 
As mentioned above, the partition functions Z and Zj cannot be calculated from the probability functions. However, both are constant and do not depend on the state variables XASA and XNPCA. For simplicity, we will assume that Z1Zj , such that − kT ln(Zj /Z)10, and: 
This simplification is generally applied for the definition of database-derived potentials (Sippl, 1990 (Sippl, , 1993a DeWitte & Shakhnovich, 1994) . In each of the following applications of equation (14), we will clearly stipulate if neglecting the partition function is required or not. The net potentials DEj arise from the specific environment of atoms of type j, with respect to the reference state described by E. The ratios of probability density functions in equation (14) in fact provide the preference for atom type j to be in an environment (xasa, xnpca), compared to an average ''type-less'' atom. Interestingly, rewriting the marginal probabilities Pj as: Pj (XASA = xasa, XNPCA = xnpca) = P(TYPE = j, XASA = xasa, XNPCA = xnpca) P(TYPE = j )
the same ratios of probabilities in equation (14) become:
Pj (XASA = xasa, XNPCA = xnpca) P(XASA = xasa, XNPCA = xnpca) = P(TYPE = j, XASA = xasa, XNPCA = xnpca) P(TYPE = j )P(XASA = xasa, XNPCA = xnpca)
indicating that it is a measure of the dependence of type and environment of an atom, i.e. whether or not the fact that atom i is of type j introduces a bias in the measurements of its environment, compared to an averaged atom. Equation (16) also shows that the difference in natural abundance of the different types of atoms (65% are non-polar, 32% polar, and the remaining 3% are charged) is accounted for.
Handling small data sets
As mentioned by Sippl (1990) , it is necessary to distinguish the genuine probability densities P and Pj from the frequencies F and Fj , obtained from the database, which are illustrated in Figures 1 and 2 . In principle, F and Fj only provide an approximation for P and Pj and, the larger the dataset, the better the approximation. Even if this approximation may be valid for all atoms, independent of their type, they might be poor for some specific atom types and in particular for charged atoms, which only represent a small fraction of all atoms. For that reason, we followed the sparse data treatment of Sippl (1990) 
where m is the number of atoms of type j observed in a bin (xasa, xnpca) and s a scaling constant, set to 0.02. This is the original value proposed by Sippl (1990) , such that on 50 observations, F and Fj have the same weight for the calculation of Pj . It has recently been suggested (Bauer & Beyer, 1994) that lower values for s might be better; this was not tested here. If F(xasa, xnpca) was found to be 0, the corresponding P and Pj (for all j ) were set to 1, such that the net potential for this environment is 0.
