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Abstract. We introduce the concept of finitely coloured equivalence
for unital ∗-homomorphisms between C∗-algebras, for which unitary
equivalence is the 1-coloured case. We use this notion to classify ∗-
homomorphisms from separable, unital, nuclear C∗-algebras into ultra-
powers of simple, unital, nuclear, Z-stable C∗-algebras with compact
extremal trace space up to 2-coloured equivalence by their behaviour on
traces; this is based on a 1-coloured classification theorem for certain
order zero maps, also in terms of tracial data.
As an application we calculate the nuclear dimension of non-AF,
simple, separable, unital, nuclear, Z-stable C∗-algebras with compact
extremal trace space: it is 1. In the case that the extremal trace
space also has finite topological covering dimension, this confirms the
remaining open implication of the Toms-Winter conjecture. Inspired
by homotopy-rigidity theorems in geometry and topology, we derive a
“homotopy equivalence implies isomorphism” result for large classes of
C∗-algebras with finite nuclear dimension.
Contents
Introduction 2
1. Preliminaries 10
2. A 2× 2 matrix trick 24
3. Ultrapowers of trivial W∗-bundles 27
4. Property (SI) and its consequences 44
5. Unitary equivalence of totally full positive elements 58
6. 2-coloured equivalence 67
7. Nuclear dimension and decomposition rank 72
8. Quasidiagonal traces 78
9. Kirchberg algebras 82
Addendum 88
References 89
2010 Mathematics Subject Classification. 46L05, 46L35.
Research partially supported by EPSRC (grant no. I019227/1-2), by NSF (grant no.
DMS-1201385), by JSPS (the Grant-in-Aid for Research Activity Start-up 25887031), by
NSERC (PDF, held by AT), by an Alexander von Humboldt foundation fellowship (held
by SW) and by the DFG (SFB 878).
1
2 J. BOSA, N. BROWN, Y. SATO, A. TIKUISIS, S. WHITE, AND W. WINTER
Introduction
Extending covering dimension to the noncommutative context, WW and
Zacharias introduced nuclear dimension in [100]. This is a topological con-
cept formed by approximating C∗-algebras by noncommutative partitions
of unity, and then measuring the dimension through a covering number for
these approximations. Via the Gelfand transform, commutative C∗-algebras
are of the form C0(X), and the nuclear dimension recaptures the dimen-
sion of the underlying space X. Through examples, we see that the nu-
clear dimension starkly divides simple nuclear C∗-algebras into two classes:
the topologically infinite dimensional C∗-algebras, where higher dimensional
topological phenomena can occur, and low dimensional algebras. Indeed, all
Kirchberg algebras have finite nuclear dimension ([100, 60, 77]), while the
exotic examples of simple, infinite but not purely infinite C∗-algebras from
[75] cannot have finite nuclear dimension.1 We are left to decide when sim-
ple, stably finite C∗-algebras enjoy this property.
The following conjecture of Toms and WW predicts the answer: finite
nuclear dimension should coincide with two other regularity properties of
very different natures (cf. [30, 95]; the precise form stated here is given in
[100, Conjecture 9.3]).
Conjecture A (Toms-Winter). Let A be a simple, separable, unital, infinite
dimensional, nuclear C∗-algebra. The following are equivalent.
(i) A has finite nuclear dimension.
(ii) A tensorially absorbs the Jiang-Su algebra of [42] (A is Z-stable).
(iii) A has strict comparison.
Let us give a brief description of properties (ii) and (iii) above; precise
details are found in Section 1.
A C∗-algebra is Z-stable if A⊗Z ∼= A. This should be thought of as the
C∗-algebra version of being a McDuff factor (a von Neumann II1 factor that
absorbs the hyperfinite II1 factor R tensorially — a fundamental concept in
the theory of II1 factors). Indeed, the Jiang-Su algebra Z is the minimal non-
trivial unital C∗-algebra D which has two fundamental properties enjoyed
by R: D ∼= D⊗D and every unital endomorphism of D is approximately in-
ner [96]. As such, Z-stability is the weakest tensorial absorption hypothesis
analogous to the McDuff property that one can apply to C∗-algebras (see
[89] for these strongly self-absorbing algebras D and D-absorption).
Very roughly, A has strict comparison whenever traces determine the
order on positive elements. This C∗-property is inspired by the fact that
traces determine the order on projections in any von Neumann algebra of
type II1. Unlike the W
∗-case, however, having strict comparison isn’t auto-
matic ([90]). With the help of the Cuntz semigroup, strict comparison can
also be given an algebraic flavour via a natural order-completeness property
([76]).
The implications (i) =⇒ (ii) and (ii) =⇒ (iii) of Conjecture A were proved
by WW and by Rørdam, respectively ([95, 97, 76]), while (iii) =⇒ (ii) is
known to hold whenever the tracial state space T (A) is a Bauer simplex
1By Kirchberg’s dichotomy theorem [74, Theorem 4.1.10] and the main result of [97].
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(i.e., it is nonempty and its extreme boundary ∂eT (A) is compact) and
∂eT (A) has finite covering dimension ([51, 78, 88]) — these extend the work
[59] which handles the case of finitely many extremal traces. In more recent
breakthroughs, (ii) =⇒ (i) was proven in the monotracial case ([60, 79]). In
the present paper, the following theorem is established.
Theorem B. The implication (ii) =⇒ (i) of the Toms-Winter conjecture
holds whenever T (A) is a Bauer simplex. Hence the Toms-Winter conjecture
holds if in addition ∂eT (A) has finite topological dimension.
It turns out that the passage from the monotracial case to Bauer simplices
goes well beyond a straightforward generalization, and in fact requires a
whole arsenal of new machinery. We describe the main ingredients of the
proof of Theorem B below, but first discuss an application.
It is well-known that the class C of simple approximately subhomogeneous
(ASH) algebras with no dimension growth provides models in the context of
stable finiteness and finite nuclear dimension, meaning that if a stably finite
algebra A is as in the Toms-Winter conjecture then it ought to be isomorphic
to an element in C, because this class exhausts the Elliott invariant. Inspired
by classical theorems in geometry (e.g., Mostow’s rigidity theorem), let us
say that a simple C∗-algebra A is homotopy rigid if it is isomorphic to an
element in C whenever it is homotopic to an element in C.2 In [60], Matui
and YS proved that having a unique trace implies homotopy rigidity; in their
paper quasidiagonality is a crucial assumption which here follows from work
of Voiculescu ([92]). We note that the third condition in our next result
simultaneously generalizes the first two.
Theorem C. Let A be a simple, separable, unital, infinite dimensional C∗-
algebra with finite nuclear dimension. The following hypotheses imply ho-
motopy rigidity.
(i) A is monotracial (the Matui-Sato theorem).
(ii) A has real rank zero and T (A) is a Bauer simplex.
(iii) Projections separate traces on A and T (A) is a Bauer simplex.
In an earlier version of this paper, we included the hypothesis that all
traces are quasidiagonal in the above theorem; we are grateful to Narutaka
Ozawa for pointing out that this hypothesis is superfluous.
To prove the results above we need a number of tools. The first such de-
vice, and arguably the main technical result of this paper, classifies a certain
kind of maps between C∗-algebras up to approximate unitary equivalence.
Statements like this, with various conditions on the domain and target al-
gebras, and with various classifying invariants, are by now omnipresent in
the structure and classification theory of C∗-algebras; they are often re-
ferred to as uniqueness results for ∗-homomorphisms. Approximate unitary
equivalence is the equivalence relation of choice in this context, as it pro-
vides access to Elliott’s intertwining argument (cf. [28]); the invariants will
then inevitably keep track of tracial information and of ideal structures.
2Since homotopy doesn’t preserve Elliott invariants, the two elements in C will be
different, in general.
4 J. BOSA, N. BROWN, Y. SATO, A. TIKUISIS, S. WHITE, AND W. WINTER
When comparing ∗-homomorphisms from this point of view, the invariants
will also have to include all sorts of homological — i.e., K-theoretic — in-
formation. We will eliminate this complication by considering cones over
∗-homomorphisms or, more generally, certain types of order zero (i.e., or-
thogonality preserving) completely positive contractions.
Very roughly, our result then says that two cones over ∗-homomorphisms
agree up to approximate unitary equivalence, provided the ∗-homomorphisms
carry the same tracial information. To be more precise, given a Z-stable
C∗-algebra B, and a ∗-homomorphism φˆ : A→ B, let k be a positive contrac-
tion in Z with spectrum [0, 1]. This gives a ∗-homomorphism C0((0, 1]) →
Z which maps the generator id(0,1] ∈ C0((0, 1]) to k. Then define φ :
C0((0, 1])⊗A→ Z⊗B ∼= B to be the tensor product of this ∗-homomorphism
with φˆ.3
Theorem D. Let A be a separable, unital and nuclear C∗-algebra, and let B
be a simple, separable, unital and exact C∗-algebra such that B is Z-stable
and T (B) is a Bauer simplex. Consider two injective ∗-homomorphisms
φˆ1, φˆ2 : A → B. Let k ∈ Z be a positive contraction of full spectrum and
form the maps φi : C0((0, 1])⊗A→ Z⊗B ∼= B as described above. Then φ1
and φ2 are approximately unitarily equivalent if and only if φˆ1 and φˆ2 agree
on traces.
One can decompose a ∗-homomorphism φ : A → B as the sum h ⊗ φ +
(1 − h) ⊗ φ of two maps of the form considered by Theorem D. This leads
to a new notion of equivalence of morphisms in the spirit of Cuntz-Pedersen
equivalence of positive elements from [24] and the 2-coloured equivalence of
projections lemma of Matui and YS ([60, Lemma 2.1]). We say that two
unital ∗-homomorphisms φi : A→ B (i = 1, 2) are 2-coloured equivalent, if
there exist w(0), w(1) in B such that
φ1(a) = w
(0)φ2(a)w
(0)∗ + w(1)φ2(a)w(1)∗, and
φ2(a) = w
(0)∗φ1(a)w(0) + w(1)∗φ1(a)w(1), a ∈ A,(0.1)
and such that w(i)∗w(i) commutes with the image of φ2 and w(i)w(i)∗ com-
mutes with the image of φ1. This forms part of a general definition of n-
coloured equivalence between unital ∗-homomorphisms (Definition 6.1) for
which the n = 1 case is precisely unitary equivalence.
In general we need approximate coloured equivalence (i.e., 2-coloured
equivalence upon embedding the codomain into the ultrapower Bω). In this
way the approximate unitary equivalence classification result of Theorem
D gives rise to the following theorem, which classifies morphisms by traces
up to 2-coloured equivalence; more general versions which do not require
simplicity of A will be given in Section 6.
Theorem E. Let A be a simple, separable, unital, nuclear C∗-algebra, and
let B be a simple, separable, unital, and exact C∗-algebra such that B is
3The notation here is chosen as 1Z ⊗ φˆ is a supporting map for φ; a concept we use
repeatedly in the paper — see Lemma 1.14.
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Z-stable and T (B) is a Bauer simplex. Let φ1, φ2 : A → Bω be unital ∗-
homomorphisms. Then φ1 and φ2 are approximately 2-coloured equivalent
if and only if τ ◦ φ1 = τ ◦ φ2 for every τ ∈ T (Bω).
We view Theorem E as a 2-coloured C∗-algebraic version of the classical
fact that normal ∗-homomorphisms M → N ω from a finite, injective, sep-
arably acting von Neumann algebra M into the ultrapower of a II1 factor
are classified, up to unitary equivalence, by their tracial data.
We can extend 2-coloured classification results to the situation where only
one of φ1 or φ2 is a
∗-homomorphism and the other an order zero map (albeit
with a slightly weaker conclusion). This enables us to calculate the nuclear
dimension of broad classes of C∗-algebras, which will imply Theorems B and
C.
In the stably finite setting, there is also a sharper version of Conjecture A
which replaces nuclear dimension by decomposition rank (cf. [52]) in (i).
It follows from [60] and [79] that in the monotracial case the dividing line
between decomposition rank and nuclear dimension is precisely quasidiago-
nality. Our methods carry this statement over to more general trace spaces;
quasidiagonality of all traces is the property that distinguishes decomposi-
tion rank from nuclear dimension. The following summarizes our dimension
computations in the stably finite case (we exclude the approximately finite
dimensional (AF) algebras, as these are precisely the C∗-algebras with nu-
clear dimension zero [100, Remark 2.3(iii)]).
Theorem F. If A is a non-AF, simple, separable, unital, nuclear, Z-stable
C∗-algebra such that T (A) is a Bauer simplex, then the nuclear dimension
of A is 1. Furthermore, if every τ ∈ T (A) is quasidiagonal, then the decom-
position rank of A is 1.
Here the optimal bound of 1 on the nuclear dimension can be viewed
as a 2-coloured approximate finite dimensionality; one can approximate the
nuclear C∗-algebras of Theorem F by two order zero images of finite di-
mensional algebras. The two order zero maps arise from the two colours in
Theorem E.
An alternative — in fact almost orthogonal — approach to the implication
(ii) =⇒ (i) of the Toms-Winter conjecture is through the examination of
C∗-algebras arising as inductive limits of concrete building blocks. This was
initiated by AT and WW in [86], who showed that Z-stable approximately
homogeneous (AH) C∗-algebras have decomposition rank at most 2, and
very recently extended in [31] (with the same estimate) to Z-stable ASH
algebras. These results, and the dimension computations in the present
paper complement each other nicely: here we require no inductive limit
structure, and so our methods work under abstract axiomatic conditions; in
particular we obtain nuclear dimension results in the absence of the Universal
Coefficient Theorem (UCT) and quasidiagonality. In contrast, the results of
[86, 31] do not require simplicity or tracial state space restrictions, but only
work for algebras with very concrete building blocks.
We end the paper by showing how our techniques can also be used to
calculate the nuclear dimension of Kirchberg algebras without a UCT as-
sumption. Aiming for the exact value of 1 (and hence lowering the bound
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for Kirchberg algebras from [60]) was inspired by recent work of Ruiz, Sims
and Sørensen ([77]) who obtain the optimal estimate for UCT Kirchberg
algebras.
Theorem G. The nuclear dimension of every Kirchberg algebra is 1.
In summary, our formal main results are the dimension computations of
Theorems F and G, together with their implications for the Toms-Winter
conjecture and the Elliott program, Theorems B and C.
The main conceptual novelties are (a) the systematic use of von Neumann
bundle techniques in connection with central sequence algebra methods, (b)
the classification of order zero maps up to approximate unitary equivalence
by tracial information (Theorem D) and, based on this, (c) the n-coloured
classification of ∗-homomorphisms, again in terms of tracial data (Theorem
E).
In the remainder of this introduction we will say a bit more about the
strategies of the proofs and the architecture of the paper.
From classification to nuclear dimension.
Before outlining the proofs of Theorems D and E, which are long and quite
technical, let us briefly explain how we get from there to Theorem F (from
which Theorem B is immediate), following Connes’ strategy for proving
that an injective II1 factorM is hyperfinite ([20]). This contains three main
ingredients:
(i) M is McDuff, i.e., M∼=M⊗R;
(ii) there exists a unital embedding θ : M ↪→ Rω, into the ultrapower
of the hyperfinite II1 factor;
(iii) M has approximately inner flip, meaning x⊗ y 7→ y⊗ x onM⊗¯M
is approximately inner.
Using (iii), one compares the first factor embedding M ↪→ (M⊗R)ω with
x 7→ 1 ⊗ θ(x) using the approximately inner flip. This moves the finite
dimensional approximations from Rω back intoM yielding hyperfiniteness.
C∗-algebra versions of this argument appeared in work of Effros and
Rosenberg ([26]), and provide the strategy used in [60] and [79]. In the
C∗-algebra context, (i) is naturally replaced by Z-stability which, unlike the
von Neumann algebra situation, must be imposed as a hypothesis; the exotic
examples of [75, 87, 90, 91] are not Z-stable. Very recently YS, SW and WW
proved a version of (ii), with order zero maps in place of ∗-homomorphisms
([79, Proposition 3.2]). Having approximately inner flip in the C∗-context
is far too restrictive (e.g., an AF algebra with this property must be UHF;
see also [83], which characterizes those classifiable C∗-algebras with approx-
imately inner flip), but Matui and YS took a major step toward circumvent-
ing this problem by proving that simple, nuclear, UHF-stable C∗-algebras
with unique trace have a 2-coloured approximately inner flip (this is, in fact,
a special case of Theorem E). With an additional 2-coloured reduction tech-
nique to pass from UHF-stable to Z-stable C∗-algebras, these C∗-analogues
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of (i)-(ii) were used in [79] to prove that simple, separable, unital, nuclear,
Z-stable C∗-algebras with unique trace have nuclear dimension at most 3.
To extend past the monotracial situation, a replacement for a 2-coloured
approximately inner flip is required, as such a flip allows for at most one
trace (see [79, Proposition 4.3]). At least for Bauer simplices, the 2-coloured
classification theorems (Theorem E and its technical extensions allowing one
of the two maps to be c.p.c. order zero) provide such a tool. Indeed, with
A as in Theorem F, we are able to compare the first factor embedding
A ↪→ (A ⊗ Z)ω with suitable maps from A into (A ⊗ Z)ω which factor
through ultrapowers of finite dimensional algebras, and agree with the first
factor embedding on traces. We produce these maps by gluing together maps
which behave well on individual extremal traces of A over the boundary, with
the individual maps either arising from [79] or from the quasidiagonality
assumption in Theorem F. In contrast to [79] this technique enables both
2-colouring arguments to be performed simultaneously, leading to nuclear
dimension 1 rather than anything greater.
Outline of the proof of Theorem D.
We outline the proof of Theorem D, from which the 2-coloured classification
theorem (Theorem E) follows, so let A and B be as in Theorem D. Write Bω
for the ultrapower of B and consider two unital ∗-homomorphisms φˆ1, φˆ2 :
A→ Bω which agree on traces. For this exposition, we additionally assume
that A is simple and that B is nuclear.
Identify Bω with (B ⊗ Z)ω, and fix a positive contraction k ∈ Z with
full spectrum and consider the c.p.c. order zero maps φi := φˆi(·) ⊗ k (ap-
proximate unitary equivalence of these c.p.c. order zero maps is the same as
approximate unitary equivalence of the ∗-homomorphisms φ1, φ2 appearing
in Theorem D, see Proposition 1.3). To establish the unitary equivalence of
φ1 and φ2, we use an order zero version of a 2× 2 matrix trick invented by
Connes ([19]), to reduce the problem of classifying maps to that of classifying
positive elements, with the complexity transferred to a relative commutant
sequence algebra. Define a ∗-homomorphism pi : A→M2(Bω) by
(0.2) pi(x) =
(
φˆ1(x)⊗ 1Z 0
0 φˆ2(x)⊗ 1Z
)
, x ∈ A,
and form the relative commutant sequence algebra C := M2(Bω) ∩ pi(A)′,
noting that
(0.3) h1 :=
(
φ1(1A) 0
0 0
)
, h2 :=
(
0 0
0 φ2(1A)
)
∈ C.
The 2× 2 matrix trick will show that φ1 and φ2 are unitarily equivalent in
Bω whenever h1 and h2 are unitarily equivalent in C; given the structure of
C it suffices to show that h1 and h2 are approximately unitarily equivalent.
A key tool for establishing approximate unitary equivalence of two positive
elements h1 and h2 in a C
∗-algebra C is the Cuntz semigroup, dating back to
[23]. The positive contractions h1 and h2 induce homomorphisms between
the Cuntz semigroups of C0((0, 1]) and of C. Using a modification of an
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argument of Robert and Santiago from [71], we can show that, for the relative
commutant sequence algebras used in the 2 × 2 matrix trick, two totally
full positive contractions h1 and h2 are unitarily equivalent if and only if
they induce the same map at the level of the Cuntz semigroup (here totally
full means that f(hi) is full in C for all nonzero f ∈ C0((0, ‖hi‖])+). To
show that h1 and h2 induce the same Cuntz semigroup maps, we develop
structural properties of C. The ultrapower M2(Bω) is equipped with the
trace kernel ideal J , which gives the ideal J∩CCC. When A is simple, Matui
and YS show (using the language we adopt in this paper, see Definition 4.2)
in [60] that the ∗-homomorphism pi has property (SI). This is a technical tool
which enables the transfer of some structural properties from the quotient
C/(J ∩ C) back to C. For example, in the presence of property (SI), all
traces on C factor through C/(J ∩ C).
When B has a unique trace τ , the algebra C/(J ∩ C) is a finite von
Neumann algebra: in fact it is the relative commutant Rω ∩ p¯i(A)′, where
Rω is the ultrapower of the hyperfinite II1 factor, and p¯i is the induced map
obtained from the quotient map M2(Bω)/J ∼= Rω. As such, C/(J ∩ C)
has a wealth of structural properties. For example, C/(J ∩ C) has strict
comparison of positive elements. Using property (SI), strict comparison
passes back to C. We can also use the structure of C/(J ∩ C) to see that
every trace on C lies in the closed convex hull of those traces of the form
τ(pi(a)·) for some a ∈ A+. Thus these latter traces can be used as a test
set to show that ρ(f(h1)) = ρ(f(h2)) > 0 for all traces ρ on C and nonzero
f ∈ C0((0, 1])+. Strict comparison is then used to see that h1 and h2 are
totally full in C and induce the same Cuntz semigroup map. This strategy
of examining tracial behaviour of h1 and h2 inside C has its spiritual origins
in Haagerup’s proof of injectivity implies hyperfiniteness (see [39, Proof of
Theorem 4.2]).
The sketch of the previous paragraph works equally well when B has
finitely many extremal traces, as in this case C/(J ∩C) is again a finite von
Neumann algebra. In general, however, C/(J ∩ C) is not a von Neumann
algebra, but when the set of extremal traces of B is compact, C/(J ∩ C) is
a relative commutant inside an ultraproduct of W∗-bundles, in the sense of
Ozawa, of finite von Neumann algebras4 over this compact extremal tracial
boundary. The Z-stability assumption on B ensures that these bundles are
trivial by [65], which enables us to extend certain von Neumann algebraic
structural properties to these bundles, in Section 3. In this way we obtain
strict comparison and a test set of traces for C via a more general version
of property (SI), from which Theorem D follows as in the unique trace case.
Structure of the paper.
While we described the strategy for maps A → Bω, where Bω is the ul-
trapower of a fixed finite, simple, separable, unital, exact and Z-stable C∗-
algebra, the proofs work when Bω =
∏
ω Bn is the ultraproduct of any
sequence (Bn)
∞
n=1 of such algebras. Further exactness is only used in Theo-
rems D and E in order to access Haagerup’s result that quasitraces are traces
4In fact each fibre is the hyperfinite II1 factor.
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for exact algebras ([40]). We will work in the generality of ultraproducts of
C∗-algebras whose quasitraces are traces in the main body of the paper.
In order to use the 2-coloured strategy to prove Theorem F, we must
actually work in the situation where the second map is only an order zero
map.5 This gives rise to additional technicalities, which take up a significant
part of the next 5 sections of the paper. For example, it will not in general
be possible to construct a ∗-homomorphism pi used to define the algebra
C above, and we instead work with an order zero map pi and modify the
definition of C accordingly. Such supporting order zero maps are constructed
in Section 1 which also collects a number of preliminary facts regarding
order zero maps, traces, ultraproducts, approximations by invertibles, and
Z-stability. Section 2 contains the version of our 2 × 2 matrix trick for
the order zero relative commutant sequence algebras we use. In Section
3 we develop structural properties of ultrapowers of W∗-bundles, which we
transfer to the algebras C in Section 4, via a more flexible notion of property
(SI) which allows for nonsimple domain algebras and order zero maps. In
Section 5, we give our version of the Robert-Santiago classification result and
use this to obtain Theorem 5.5 (which is the technical version of Theorem
D) from which Theorems B, C, E, F and G will follow.
In Section 6 we prove Theorem E (as Theorem 6.2) and further develop
the notion of coloured equivalence. Our covering dimension estimates are
then given in Section 7, which proves Theorem F (as Theorem 7.5). Section
8 revisits the notion of quasidiagonal traces, and shows that vast classes of
simple, stably finite, nuclear C∗-algebras have the property that all traces
are quasidiagonal; in this section, we also prove Theorem C (as Corollary
8.10). The paper ends with Section 9, in which we prove Theorem G (as
Corollary 9.9), and also show how our 2-coloured methods can be applied in
the setting of Kirchberg algebras. Indeed, in the absence of traces the purely
infinite analogue of Theorem D provides a classification result for suitable
order zero maps (Theorem 9.1).
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1. Preliminaries
Let A be a C∗-algebra. Denote the positive cone of A by A+, the set of
contractions by A1, and the set of positive contractions by A1+. Let a, b ∈ A.
For ε > 0, we write a ≈ε b to mean ‖a − b‖ < ε. When b is self-adjoint
we write a C b to mean that ba = ab = a. In the case that A is unital,
this is equivalent to a ∈ {1A − b}⊥; we will often use this latter notation,
particularly when b is a positive contraction. By a hereditary subalgebra of
A, we mean a C∗-subalgebra B of A satisfying x ∈ B+ whenever 0 ≤ x ≤
y ∈ B+; when a ∈ A+, the hereditary subalgebra generated by a is denoted
her(a) and is equal to aAa.
We use two pieces of functional calculus repeatedly in the paper. Given
ε > 0 and a positive element a in a C∗-algebra, write (a−ε)+ for the element
obtained by appplying the function t 7→ max(0, t − ε) to a. The function6
gε ∈ C0((0,∞]) is defined by
(1.1) gε|(0,ε/2] ≡ 0, gε|[ε,∞] ≡ 1, and gε|[ε/2,ε] is linear.
In this way (a− ε)+ C gε(a) for a ≥ 0.
The Jiang-Su algebra, denoted by Z, was introduced in [42] and is central
to this paper. It is a simple, unital C∗-algebra with a unique trace and the
same K-theory as C. Moreover Z is strongly self-absorbing in the sense that
the first factor embedding Z → Z⊗Z is approximately unitarily equivalent
to an isomorphism ([42, Theorems 3 and 4]). A C∗-algebra A is Z-stable if
it is isomorphic to A⊗Z. This is a regularity property, which gives rise to
a wealth of additional structural properties (including the main results of
the present article). We will collect a number of these of relevance to us in
Lemma 1.22 below.
Another key notion is that of totally full ∗-homomorphisms. In [25, Defi-
nition 2.8], these were called “full embeddings” (in the unital case).
Definition 1.1. Let A,B be C∗-algebras, let pi : A → B be a ∗-homo-
morphism. We say that pi is totally full if for every nonzero element a ∈ A,
pi(a) is full in B (i.e., pi(a) generates B as a closed two-sided ideal). Likewise,
a positive element b ∈ B+ is said to be totally full if b 6= 0 and the ∗-
homomorphism C0((0, ‖b‖])→ B sending id(0,‖b‖] to b is totally full.
1.1. Order zero maps.
Over the last 10 years it has become apparent that it is very natural to
work with the class of maps between C∗-algebras which preserve the order
structure and orthogonality. Building on the work of Wolff ([101]), the
structure theory for these maps was developed in [99].
Definition 1.2 ([99, Definition 1.3]). Let A,B be C∗-algebras. A com-
pletely positive and contractive (c.p.c.) map φ : A → B is said to be order
zero if, for every a, b ∈ A+ with ab = 0, one has φ(a)φ(b) = 0.
6When we use gε to define gε(a), we only need to consider gε as a function in
C0((0, ‖a‖]).
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Proposition 1.3 ([99, Corollary 3.1]). Let A,B be C∗-algebras. There is a
one-to-one correspondence between c.p.c. order zero maps φ : A → B and
∗-homomorphisms pi : C0((0, 1])⊗A→ B, where φ and pi are related by the
commuting diagram
(1.2) A
a7→id(0,1]⊗a //
φ
))RR
RRR
RRR
RRR
RRR
RRR
R C0((0, 1])⊗A
pi

B .
It follows that, when A is unital, c.p.c. order zero maps φ : A → B are
characterized as the c.p.c. maps satisfying the order zero identity
(1.3) φ(ab)φ(1A) = φ(a)φ(b), a, b ∈ A.
From this relation one can read off the following well known fact.
Proposition 1.4. Let A,B be C∗-algebras such that A is unital, and let
φ : A→ B be a c.p.c. order zero map. Then φ is a ∗-homomorphism if and
only if φ(1A) is a projection.
There is a continuous functional calculus for c.p.c. order zero maps (see
[99, Corollary 4.2]): given a c.p.c. order zero map φ : A→ B and a positive
contraction f ∈ C0((0, 1])+, the c.p.c. order zero map f(φ) : A → B is de-
fined as follows. If pi : C0((0, 1])⊗A→ B is the ∗-homomorphism satisfying
φ(a) = pi(id(0,1] ⊗ a) then
(1.4) f(φ)(a) := pi(f ⊗ a), a ∈ A.
Throughout this paper, when φ is an order zero map and n ∈ N, φn refers
to the functional calculus output, i.e., φn = f(φ) where f(t) = tn.
1.2. Traces and Cuntz comparison.
Let A be a C∗-algebra. In this paper we only consider bounded traces,
so for us a trace on A is a state τ : A → C such that τ(ab) = τ(ba) for
every a, b ∈ A. (We use the term tracial functional for positive bounded
functionals with the trace property.) The set of all traces on A is denoted
T (A). When A is unital, this set is convex and compact under the weak-∗
topology, so has an extreme boundary, ∂eT (A); in fact, T (A) is a Choquet
simplex ([9, Theorem II.6.8.11]).
Let τ : A → C be a trace. Then, by tensoring with the non-normalized
tracial functional on Mk, τ induces a tracial functional (also denoted τ) on
Mk(A) for every k ∈ N. Also, it produces a function dτ : Mk(A)+ → [0,∞)
defined by
(1.5) dτ (a) := lim
n→∞ τ(a
1/n).
Let A be a C∗-algebra and let a, b ∈ Mk(A)+ for some k ∈ N. Cuntz
subequivalence, which has its origins in [22, 23], is the relation  defined by
a  b if there exists a sequence (xn)∞n=1 in Mk(A) such that
(1.6) lim
n→∞ ‖a− x
∗
nbxn‖ = 0.
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Say that a and b are Cuntz equivalent, if a  b and b  a. The Cuntz semi-
groupW (A) (first studied in this form in [73]) is the quotient of
⋃∞
n=1Mn(A)+
by Cuntz equivalence, where eachMn(A)+ is treated as a subset ofMn+1(A)+
by embedding it in the top-left corner. The class of a ∈ Mn(A)+ in W (A)
is denoted [a]. The set W (A) inherits a semigroup structure defined by
(1.7) [a] + [b] =
[(
a 0
0 b
)]
.
The Cuntz semigroup W (A) is additionally endowed with an order induced
by the preorder .
Recall from [11, Theorem II.2.2] that for τ ∈ T (A), and for a, b ∈Mk(A)+,
with a  b we have
(1.8) dτ (a) ≤ dτ (b).
See [3] for more about the Cuntz semigroup.
Definition 1.5 (cf. [8, Section 6]). The C∗-algebra A has strict comparison
(of positive elements, with respect to bounded traces), if
(∀τ ∈ T (A), dτ (a) < dτ (b)) =⇒ a  b(1.9)
for k ∈ N and a, b ∈Mk(A)+.
Note that strict comparison, as in Definition 1.5, is a property of the
classical Cuntz semigroup W (A) rather than the complete version Cu(A) :=
W (A ⊗ K) developed in [21]. Also, we emphasize that although we will be
applying strict comparison to nonsimple C∗-algebras, the above definition
can be used to obtain Cuntz comparison only when the element b is full—
for otherwise, dτ (b) = 0 can occur for some trace τ . Blackadar originally
considered this property in the case that A is a simple C∗-algebra ([8]). In
the nonsimple case, a variation called “almost-unperforation of the Cuntz
semigroup” is often the more suitable property, as it says something about
Cuntz comparison of nonfull elements, and is therefore strictly stronger than
the property we have defined. Nonetheless, the definition above is most
useful for the arguments in this article.
Functionals on the Cuntz semigroup arise from 2-quasitraces on the C∗-
algebra ([32, Proposition 4.2]). It remains an open problem as to whether
all 2-quasitraces are traces; famously this is the case for exact C∗-algebras
by the work of Haagerup ([40]). We will often need as a hypothesis on
a C∗-algebra that all its 2-quasitraces are traces, and we write QT (A) =
T (A) to indicate that this condition holds for a C∗-algebra A (although the
exact definition of a 2-quasitrace will not be needed). Note too that we
do not ask that dτ (a) < dτ (b) for all lower semicontinuous 2-quasitraces in
Definition 1.5, as the definition we give here works best for our arguments
(in retrospect, for the C∗-algebras that we show this concept applies to, all
quasitraces turn out to be traces, see Remark 4.11).
Remark 1.6. In [76, Corollary 4.6], Rørdam shows that simple, separable,
unital, exact, Z-stable C∗-algebras have strict comparison (of positive el-
ements by bounded traces). Examining this proof, exactness is only used
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to access Haagerup’s result ([40]) (see also the discussion in footnote 8 be-
low). As such every simple, separable, unital, Z-stable C∗-algebra A with
QT (A) = T (A) has strict comparison in the sense of Definition 1.5.
Remark 1.7. If A has strict comparison with respect to bounded traces, and
B is a full hereditary subalgebra of A, then B also has strict comparison
with respect to bounded traces. This is because every trace τ ∈ T (A)
restricts to a nonzero bounded tracial functional on B (and hence a trace
after renormalizing), so that if a, b ∈ B+ satisfy (1.9) for traces in T (B)
then (1.9) holds for traces in T (A), whence a  b in A and therefore in B
(by [50, Lemma 2.2(iii)]).
1.3. Ultraproducts and the reindexing argument.
Throughout this article, ω will always denote a free ultrafilter on N, which
we regard as fixed. Let (Bn)
∞
n=1 be a sequence of C
∗-algebras. The bounded
sequence algebra is defined to be
(1.10)
∞∏
n=1
Bn := {(bn)∞n=1 | bn ∈ Bn and ‖(bn)∞n=1‖ := sup
n
‖bn‖ <∞}.
The ultraproduct C∗-algebra is defined to be
(1.11)
∏
ω
Bn :=
∞∏
n=1
Bn
/{(bn)∞n=1 | limn→ω ‖bn‖ = 0}.
We will often also use Bω to denote the ultraproduct
∏
ω Bn.
Suppose now that for all n we have T (Bn) 6= ∅. The trace-kernel ideal is
defined to be
(1.12) JBω := {(bn)∞n=1 ∈ Bω | limn→ω maxτ∈T (Bn) τ(b
∗
nbn) = 0}.
Let Tω(Bω) be the collection of limit traces on Bω, i.e., those τ ∈ T (Bω)
of the form τ((bn)
∞
n=1) = limn→ω τn(bn) for some sequence of traces τn ∈
T (Bn). Then JBω consists of b ∈ Bω for which
(1.13) τ(b∗b) = 0, τ ∈ Tω(Bω);
equivalently,
(1.14) τ(|b|) = 0, τ ∈ Tω(Bω),
where this last equivalence follows from τ(|b|)2 ≤ τ(b∗b) ≤ τ(|b|)‖b‖ (cf. [51,
Definition 4.3]). Here is a simple fact regarding the trace-kernel quotient,
using this last characterization.
Lemma 1.8. Let (Bn)
∞
n=1 be a sequence of unital C
∗-algebras such that
T (Bn) 6= ∅ for all n, and set Bω :=
∏
ω Bn. Let a, e ∈ (Bω)+ be contractions
such that a C e and τ(e) = dτ (a) for all τ ∈ Tω(Bω). Then the image of e
in Bω/JBω is a projection.
Proof. For τ ∈ Tω(Bω), we have
(1.15) τ(e2) ≤ τ(e) = lim
n
τ(a1/n)
aCe
= lim
n
τ(ea1/ne) ≤ τ(e2).
Since e− e2 ≥ 0, it follows that e− e2 ∈ JBω , as required. 
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It is of particular relevance to this paper to know when the limit traces
are weak∗-dense in T (Bω), as in particular JBω will then be the set of those
b ∈ Bω for which (1.13) holds for all τ ∈ T (Bω). This density fails in
general ([7]), but does hold for C∗-algebras with suitable regularity prop-
erties. Indeed, Ozawa establishes such a density result ([65, Theorem 8])
when each Bn is Z-stable and exact. This was generalised by Ng and
Robert in [63, Theorem 1.2] to the case where each Bn is unital and has
strict comparison of full positive elements by bounded traces.7 By results
essentially due to Rørdam ([76, Section 4]) this happens when each Bn is
additionally simple, Z-stable and has QT (Bn) = T (Bn).8 Combining these
results gives the following set of conditions ensuring that limit traces are
weak∗-dense, which we will use repeatedly (noting that if one replaces the
condition QT (Bn) = T (Bn) by exactness, this reduces exactly to Ozawa’s
theorem ([65, Theorem 8])).
Proposition 1.9 (Rørdam, Ng-Robert). Let (Bn)
∞
n=1 be a sequence of sim-
ple, separable, unital and Z-stable C∗-algebras such that QT (Bn) = T (Bn)
for all n. Then Tω(
∏
ω Bn) is weak
∗-dense in T (
∏
ω Bn).
A key property of the ultraproduct is that one can use an argument
variously called “Kirchberg’s ε-test”, the “diagonal sequence argument”, the
“reindexing argument”, or “saturation”. In this paper we primarily work
with Kirchberg’s formulation from [48], which is the most suitable for our
purposes.
Lemma 1.10 (Kirchberg’s ε-test, [48, Lemma A.1]). Let X1, X2, . . . be
a sequence of nonempty sets, and for each k, n ∈ N, let f (k)n : Xn →
[0,∞) be a function. Define f (k)ω :
∏∞
n=1Xn → [0,∞] by f (k)ω ((sn)∞n=1) =
limn→ω f
(k)
n (sn) for (sn) ∈
∏∞
n=1Xn. Suppose that for all m ∈ N and ε > 0,
there exists (sn)
∞
n=1 ∈
∏∞
n=1Xn with f
(k)
ω ((sn)) < ε for k = 1, . . . ,m. Then
there exists (tn)
∞
n=1 ∈
∏∞
n=1Xn such that f
(k)
ω ((tn)) = 0 for all k ∈ N.
One of our most crucial applications of this argument is the existence of
supporting order zero maps given in Lemma 1.14, for which we record a
test for detecting c.p.c. order zero maps. First we set up a way of using the
ε-test with contractive maps out of a separable C∗-algebra.
Lemma 1.11. Let A,Bn be C
∗-algebras such that A is separable and unital,
and write Bω :=
∏
ω Bn. Fix a countable dense Q[i]-∗-subalgebra A0 of A.
Let Xn denote the set of
∗-linear maps A0 → Bn. Then there exist functions
7Note that Ng and Robert use the complete Cuntz semigroup Cu(A) := W (A ⊗ K)
to define strict comparison, whereas in this paper we work primarily with the incomplete
version W (A).
8There is a detail required here to take care of the difference between W (A), which
Rørdam works with in [76], and Cu(A), used in [63]. Rørdam shows in [76, Theorem
4.5] that any Z-stable C∗-algebra B has almost unperforated Cuntz semigroup W (B).
Applying this to B := A⊗K, it follows that Cu(A) is almost unperforated whenever A is
Z-stable. If additionally A is simple, then Cu(A) has strict comparison by its functionals,
namely those induced by lower semicontinuous 2-quasitraces, by [32, Proposition 6.2].
Thus for simple, unital, Z-stable A with QT (A) = T (A), Cu(A) has strict comparison by
bounded traces on A (extended to lower semicontinuous tracial functionals on A⊗K).
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g
(k)
n : Xn → [0,∞) indexed by n ∈ N and k ∈ I, for some countable index
set I, such that for (φn)
∞
n=1 ∈
∏∞
n=1Xn, (φn)
∞
n=1 induces a contractive
∗-
linear map A0 → Bω (which therefore extends by continuity to a contractive
∗-linear map A→ Bω) if and only if limn→ω g(k)n (φn) = 0 for all k ∈ I.
Proof. Enumerate A0 as (ak)
∞
k=1. A sequence (φn)
∞
n=1 ∈
∏∞
n=1Xn, repre-
sents a contractive map A0 → Bω if and only if limn→ω ‖φn(ak)‖ ≤ ‖ak‖ for
all k. Therefore, the conclusion holds by defining g
(k)
n by
(1.16) g(k)n (φn) := max{‖φn(ak)‖ − ‖ak‖, 0}, φn ∈ Xn.
Lemma 1.12. Let A,Bn be C
∗-algebras such that A is separable and unital,
and write Bω :=
∏
ω Bn. Fix a countable dense Q[i]-∗-subalgebra A0 of A.
Let Xn denote the set of
∗-linear maps A0 → Bn. Then there exist functions
f
(k)
n : Xn → [0,∞) indexed by n ∈ N and k ∈ I, for some countable index
set I, such that the following holds: a sequence (φn)
∞
n=1 ∈
∏∞
n=1Xn induces
a contractive ∗-linear map A0 → Bω which extends by continuity to a c.p.c.
order zero map φ : A→ Bω if and only if limn→ω f (k)n (φn) = 0 for all k ∈ I.
Proof. First take g
(k)
n to be a family of functions provided by Lemma 1.11,
indexed by k ∈ N. For each m ∈ N, enumerate all elements of Mm(A0)+ as
(a
(m)
k )
∞
k=1 (note that this sequence is dense in Mm(A)+), and define
(1.17) f (m,k)n (φn) = inf
b∈Mm(Bn)+
‖φ(m)n (a(m)k )− b‖, φn ∈ Xn,
where φ
(m)
n : Mm(A0) → Mm(Bn) is the amplification of φn : A0 → Bn.
Let (φn)
∞
n=1 ∈
∏∞
n=1Xn extend by continuity to a contractive
∗-linear map
A → Bω. Then (φn)∞n=1 represents a completely positive (and therefore
c.p.c.) map if and only if limn→ω f
(m,k)
n (φn) = 0 for all k,m ∈ N.9
To test for the additional condition of being order zero, enumerate the
unit ball of A0 as (a
′
k)
∞
k=1 (so that this sequence is dense in the unit ball of
A), and define h
(k,l)
n : Xn → [0,∞) by
(1.18) h(k,l)n (φn) := ‖φn(a′ka′l)φn(1A)− φn(a′k)φn(a′l)‖, φn ∈ Xn.
Then, for a sequence (φn)
∞
n=1 ∈
∏∞
n=1Xn which represents a c.p.c. map
φ : A → Bω, the order zero identity (1.3) shows that φ is order zero if and
only if limn→ω h
(k,l)
n (φn) = 0 for all k, l ∈ N. Thus the functions g(k)n , f (m,k)n
and h
(k,l)
n provide the required testing functions. 
Remark 1.13. The previous lemma is easily strengthened to the following (a
form that will be needed in Lemma 7.4).
Let A be a separable unital C∗-algebra, let A0 be a countable dense Q[i]-∗-
subalgebra A0 of A, and let C be a set of C∗-algebras. Let Xn denote the set
of ∗-linear maps from A0 to any C∗-algebra in C. Then there exist functions
f
(k)
n : Xn → [0,∞) indexed by n ∈ N and k ∈ I, for some countable index
set I, such that for a sequence (φn)
∞
n=1 ∈
∏∞
n=1Xn (with φn : A0 → Bn and
9As (φn)
∞
n=1 induces a contractive map A→ Bω, the amplifications (φ(m)n )∞n=1 induce
continuous maps Mm(A) → Mm(Bω) for each m ∈ N. Thus it suffices to test for m-
positivity on a dense set from Mm(A)+.
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Bn ∈ C), (φn)∞n=1 induces a contractive map which extends by continuity to
a c.p.c. order zero map A → ∏ω Bn if and only if limn→ω f (k)n (φn) = 0 for
all k ∈ I.
Indeed, this version follows from Lemma 1.12 by taking
⊕
C∈C C for each
Bn in the lemma.
Lemma 1.14 (cf. [79, Lemma 2.2]). Let A,Bn be unital C
∗-algebras such
that A is separable, set Bω :=
∏
ω Bn, and suppose that S ⊂ Bω is separable
and self-adjoint. Let φ : A→ Bω∩S′ be a c.p.c. order zero map. Then there
exists a c.p.c. order zero map φˆ : A→ Bω ∩ S′ such that
φ(ab) = φˆ(a)φ(b) = φ(a)φˆ(b), a, b ∈ A.(1.19)
If the map τ 7→ dτ (φ(1A)) from T (Bω) to [0, 1] ⊂ R is continuous (with
respect to the weak∗-topology on T (Bω)) then we can, in addition, arrange
that
τ(φˆ(a)) = lim
m→∞ τ(φ
1/m(a)), a ∈ A+, τ ∈ Tω(Bω),(1.20)
where order zero map functional calculus (1.4) is used to interpret φ1/m. In
this case, the induced map
¯ˆ
φ : A→ Bω/JBω is a ∗-homomorphism.
A c.p.c. order zero map φˆ satisfying (1.19) is called a supporting order
zero map of φ, and throughout, we will use the notation φˆ (or ψˆ, pˆi, etc.)
exclusively to denote a supporting order zero map of φ (respectively ψ, pi).
Note that the requirement that τ 7→ dτ (φ(1A)) is continuous on Tω(Bω) is
certainly necessary for (1.20) to hold.
Supporting order zero maps can be used to recapture the functional cal-
culus for order zero maps from (1.4): if φ, φˆ : A → Bω are c.p.c. order zero
maps satisfying (1.19), and f ∈ C0((0, 1])+, then (as noted after [79, Lemma
2.2]), f(φ)(x) = φˆ(x)f(φ(1A)) for all x ∈ A.
Proof of Lemma 1.14. Lift φ to a representative sequence of ∗-linear maps
φn : A → Bn.10 We will use the ε-test, with Xn equal to the set of ∗-linear
maps A → Bn. For this we fix dense sequences (ai)∞i=1 in the unit ball of
A and (s(i))∞i=1 in S, and lift each s
(i) to a bounded sequence (s
(i)
n )∞n=1 with
each s
(i)
n ∈ Bn. Consider the countable collection of functions f (0,i,j)n , f (1,i,j) :
Xn → [0,∞) given by
f (0,i,j)n (ψn) := ‖φn(aiaj)− ψn(ai)φn(aj)‖
+ ‖φn(aiaj)− φn(ai)ψn(aj)‖, ψn ∈ Xn,
f (1,i,j)n (ψn) := ‖[ψn(ai), s(j)n ]‖, ψn ∈ Xn.(1.21)
Fix ε > 0 and define ψ := gε(φ) : A → Bω ∩ S′ (where gε is as in (1.1)) so
that ψ is a c.p.c. order zero map. Let pi : C0((0, 1]) ⊗ A → Bω ∩ S′ be the
10When A is nuclear we can use the Choi-Effros lifting theorem to lift φ to a rep-
resentative sequence of c.p.c. maps, thus (by setting Xn equal to the set of c.p.c. maps
A→ Bn) avoiding Lemma 1.11 and the completely positive part of Lemma 1.12. The only
application of Lemma 1.14 to which this short cut does not apply is Remark 4.3, which
shows that the definition we give of property (SI) in terms of maps extends the original
definition for C∗-algebras.
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∗-homomorphism induced by φ as in Proposition 1.3. For any contractions
a, b ∈ A+, as gε · id(0,1] ≈ε id(0,1], we have
φ(ab) = pi(id(0,1] ⊗ (ab))
≈ε pi
(
(gε · id(0,1])⊗ (ab)
)
= pi(gε ⊗ a)pi(id(0,1] ⊗ b) = pi(id(0,1] ⊗ a)pi(gε ⊗ b)
= ψ(a)φ(b) = φ(a)ψ(b).(1.22)
Thus taking any representative sequence (ψn)
∞
n=1 ∈
∏∞
n=1Xn of ψ, we have
limn→ω f
(0,i,j)
n (ψn) ≤ ε for all i, j ∈ N. Further, as ψ(A) commutes with S,
we also have limn→ω f
(1,i,j)
n (ψn) = 0 for all i, j ∈ N. Using the functions
f
(0,i,j)
n , f (1,i,j), together with the functions from Lemma 1.12 (with respect
to a dense Q[i]-∗-subalgebra A0 of A), in Kirchberg’s ε-test (Lemma 1.10),
it follows that there exists a c.p.c. order zero map φˆ : A→ Bω∩S′ satisfying
(1.19).
Now suppose additionally that τ → dτ (φ(1A)) from T (Bω) to [0, 1] is
continuous (with respect to the weak∗-topology on T (Bω)). Set
(1.23) γm := max
τ∈T (Bω)
dτ (φ(1A))− τ(φ(1A)1/m) ≥ 0,
so that limm→∞ γm = 0 by Dini’s theorem (this is where we use the continu-
ity of τ 7→ dτ (φ(1A))). Consider the additional countable family of functions
h
(m)
n : Xn → [0,∞), given by
(1.24) h(m)n (ψn) := max
(
max
τn∈T (Bn)
(
τn(ψn(1A))− τn(φn(1A)1/m)
)− γm, 0)
for ψn ∈ Xn. For each ε > 0 and τ ∈ T (Bω),
(1.25) τ(gε(φ)(1A)) ≤ dτ (φ(1A)) ≤ τ(φ(1A)1/m) + γm, m ∈ N,
using (1.23). Thus if (ψn)
∞
n=1 is an element of
∏∞
n=1Xn representing gε(φ),
then
(1.26) lim
n→ω h
(m)
n (ψn) = 0, m ∈ N.
Since the maps gε(φ) are precisely those used in the above, in the case when
τ → dτ (φ(1A)) is continuous, we can combine the functions h(m)n with those
used in the previous paragraph, so that Kirchberg’s ε-test (Lemma 1.10)
provides a c.p.c. order zero map φˆ : A → Bω ∩ S′ satisfying (1.19) and
represented by a sequence (ψn)
∞
n=1 ∈
∏∞
n=1Xn with limn→ω h
(m)
n (ψm) = 0
for all m ∈ N. It follows that
(1.27) max
(
max
τ∈Tω(Bω)
(
τ(φˆ(1A))− τ(φ(1A)1/m)
)− γm, 0) = 0, m ∈ N,
and so
(1.28) τ(φˆ(1A)) ≤ τ(φ(1A)1/m) + γm, m ∈ N, τ ∈ Tω(Bω).
Taking limits, since limm→∞ γm = 0, we have
(1.29) τ(φˆ(1A)) ≤ lim
m→∞(τ(φ(1A)
1/m) + γm) = dτ (φ(1A)), τ ∈ Tω(Bω).
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Fix τ ∈ Tω(Bω) momentarily. For any a ∈ A+, using the fact that
supporting order zero maps can be used to recapture the functional calculus
(as noted in the paragraph preceding this proof), (1.19) implies that
(1.30) φ1/m(a) = φˆ(a)(φ(1A))
1/m = (φˆ(a))1/2(φ(1A))
1/m(φˆ(a))1/2 ≤ φˆ(a),
for each m ∈ N. Thus, a 7→ τ(φˆ(a))− limm→∞ τ(φ1/m(a)) is a positive func-
tional, and since it evaluates to 0 at 1A, it must be zero. Consequently, we
find that (1.20) holds. The last part of the lemma follows from Proposition
1.4 since, by Lemma 1.8,
¯ˆ
φ(1A) is a projection. 
Remark 1.15. The delicate point in the proof of the previous lemma is that
even for limit traces τ = limn→ω τn, it is not the case that dτ ((an)∞n=1) =
limn→ω dτn(an), hence the need to introduce γm. Indeed limn→ω dτn(an)
can depend on the choice of a representing sequence (an)
∞
n=1; for example,
(1Bn/n)
∞
n=1 and (0)n represent the same element ofBω, yet limn→ω dτn(1Bn/n) =
1 and limn→ω dτn(0) = 0.
With a few small exceptions, our remaining applications of Kirchberg’s
ε-test are more routine, taking Xn to be (finite products) of bounded subsets
(primarily the unit ball) of a C∗-algebra Bn and defining the functions f
(k)
n
through norm and trace conditions; an expository account of how to use the
ε-test in this way is in [82, Section 4.1]. We record three such applications
of the reindexing argument here for use in the sequel.
Lemma 1.16. Let (Bn)
∞
n=1 be a sequence of C
∗-algebras and set Bω :=∏
ω Bn. Let S1, S2 be separable self-adjoint subsets of Bω, and let T be
a separable subset of Bω ∩ S′1 ∩ S⊥2 . Then there exists a contraction e ∈
(Bω ∩ S′1 ∩ S⊥2 )+ that acts as a unit on T , i.e., such that et = te = t for
every t ∈ T .
Proof. We use the ε-test with Xn equal to the collection of positive con-
tractions in Bn. Since S1 and S2 are separable, there exists a countable
collection of functions f
(k)
n : Xn → [0,∞), such that a positive contraction
x ∈ Bω represented by (xn)∞n=1 ∈
∏∞
n=1Xn lies in Bω ∩ S′1 ∩ S⊥2 if and
only if limn→ω f
(k)
n (xn) = 0 for all k. Take a dense sequence (t
(k))∞k=1 in
T , fix representatives (t
(k)
n )∞n=1 of t(k) and define g
(k)
n (xn) := max(‖xnt(k)n −
t
(k)
n ‖, ‖t(k)n xn − t(k)n ‖). In this way a contraction x ∈ Bω represented by
(xn)
∞
n=1 ∈
∏∞
n=1Xn acts as a unit on T if and only if limn→ω g
(k)
n (xn) = 0
for all k ∈ N.
Given m ∈ N and ε > 0, use an approximate unit to find a positive
contraction x ∈ C∗(T ) ⊂ Bω ∩ S′1 ∩ S⊥2 with ‖xt(k) − t(k)‖ ≤ ε and ‖t(k)x−
t(k)‖ ≤ ε for k = 1, . . . ,m. Then a representative (xn)∞n=1 ∈
∏∞
n=1Xn for x
will satisfy limn→ω f
(k)
n (xn) = 0 for all k ∈ N, and limn→ω g(k)n (xn) ≤ ε for
k = 1, . . . ,m. Thus Kirchberg’s ε-test (Lemma 1.10) provides the required
e. 
Lemma 1.17. Let (Bn)
∞
n=1 be a sequence of C
∗-algebras and set Bω :=∏
ω Bn. Let S1, S2 be separable self-adjoint subsets of Bω, and set C :=
Bω ∩ S′1 ∩ S⊥2 . Write C∼ for the unitization of C if C is non-unital, and
C∼ = C otherwise.
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(i) Let h1, h2 ∈ C+. Then h1 and h2 are unitarily equivalent via a
unitary from C∼ if and only if they are approximately unitarily
equivalent, i.e., for any ε > 0 there exists a unitary u ∈ C∼ with
uh1u
∗ ≈ε h2.
(ii) Let a ∈ C. Then there exists a unitary u ∈ C∼ with a = u|a| if and
only if for each ε > 0 there exists a unitary u ∈ C∼ with a ≈ε u|a|.
(iii) Let h1, h2 ∈ C+. Then h1 and h2 are Murray-von Neumann equiv-
alent if and only if they are approximately Murray-von Neumann
equivalent, i.e., for any ε > 0 there exists x ∈ C with xx∗ ≈ε h1
and x∗x ≈ε h2.
Proof. We give the proof when C is non-unital (the unital case is easier).
Taking Xn to be the set of elements of Bn of norm at most 2, as in Lemma
1.16, there is a countable collection of functions f
(k)
n : Xn → Bn with
the property that for x ∈ Bω with norm at most 2 and with the repre-
sentative (xn)
∞
n=1 ∈
∏∞
n=1Xn, we have x ∈ Bω ∩ S′1 ∩ S⊥2 if and only if
limn→ω f
(k)
n (xn) = 0 for all k ∈ N.
(i): Take representative sequences (h1,n)
∞
n=1 and (h2,n)
∞
n=1 from
∏∞
n=1Bn
for h1 and h2 respectively. For x ∈ C and λ ∈ C, x + λ1C∼ is a unitary if
and only if |λ| = 1 and xx∗ + λx∗ + λ¯x = x∗x + λx∗ + λ¯x = 0. For each
λ ∈ C with |λ| = 1, consider functions g(λ)n : Xn → [0,∞) given by
g(λ)n (xn) := max
(‖xnx∗n + λ¯xn + λx∗n‖, ‖x∗nxn + λ¯xn + λx∗n‖,
‖(xn + λ1C∼)h1,n(xn + λ1C∼)∗ − h2,n‖
)
(1.31)
and define gn : Xn → [0,∞) by
(1.32) gn(xn) := inf
λ∈C, |λ|=1
g(λ)n (xn).
Now suppose h1 and h2 are approximately unitarily equivalent in C
∼. Fix
ε > 0 and take a unitary u = x+ λ1C∼ with x ∈ C and λ ∈ C with |λ| = 1,
such that uh1u
∗ ≈ε h2. Since ‖x‖ ≤ 2, x is represented by a sequence
(xn)
∞
n=1 ∈
∏∞
n=1Xn. Then limn→ω f
(k)
n (xn) = 0, and limn→ω g
(λ)
n (xn) ≤ ε,
so that limn→ω gn(xn) ≤ ε. Thus, by Kirchberg’s ε-test (Lemma 1.10), there
exists a sequence (xn)
∞
n=1 in
∏∞
n=1Xn representing an element x ∈ Bω with
limn→ω f
(k)
n (xn) = 0 (i.e., x ∈ C), and limn→ω gn(xn) = 0. For each n, pick
λn ∈ C with |λn| = 1 that minimizes g(λn)n (xn); then set λ := limn→ω λn, so
that |λ| = 1. Then limn→ω g(λ)n (xn) = 0, so u = x + λ1C∼ ∈ C∼ witnesses
the unitary equivalence of h1 and h2.
(ii): This is very similar to (i). Take a representative sequence (an)
∞
n=1
for a and define functions g
(λ)
n : Xn → [0,∞) for |λ| = 1 by
g(λ)n (xn) := max
(‖xnx∗n + λ¯xn + λx∗n‖, ‖x∗nxn + λ¯xn + λx∗n‖,
‖an − (xn + λ)|an|‖
)
(1.33)
and gn : Xn → [0,∞) by gn(xn) = inf{g(λ)n (xn) : λ ∈ C, |λ| = 1} for
xn ∈ Xn. Then, one can argue just as in (i) to see that if for each ε > 0
there is a unitary u ∈ C∼ with a ≈ε u|a|, then there is a unitary u ∈ C∼
with a = u|a|.
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(iii): This is a straightforward application of the ε-test as it does not
make reference to the unitization. We may assume that h1 and h2 are
contractions. Given representative sequences (h1,n)
∞
n=1 and (h2,n)
∞
n=1 in∏∞
n=1Xn for h1 and h2 respectively, the result follows from applying Kirch-
berg’s ε-test (Lemma 1.10) to the functions f
(k)
n as above which test for
membership of C, and the functions gn : Xn → [0,∞) given by gn(xn) :=
max(‖xnx∗n − h1,n‖, ‖x∗nxn − h2,n‖). 
Lemma 1.18. Let (Bn)
∞
n=1 be a sequence of unital C
∗-algebras with T (Bn) 6=
∅ for each n ∈ N. Write Bω :=
∏
ω Bn. Let S0 be a countable self-adjoint
subset of (Bω)+ and let T be a separable self-adjoint subset of Bω. If
x, f ∈ (Bω ∩ S′0 ∩ T ′)+ are contractions with x C f and with the prop-
erty that for all a ∈ S0 there exists γa ≥ 0 such that τ(afm) ≥ γa for all
m ∈ N, τ ∈ Tω(Bω), then there exists a contraction f ′ ∈ (Bω ∩ S′0 ∩ T ′)+
such that x C f ′ C f and τ(a(f ′)m) ≥ γa for all m ∈ N, τ ∈ Tω(Bω), and
a ∈ S0.
If each Bn is simple, separable, Z-stable and has QT (Bn) = T (Bn), then
the above statement holds with T (Bω) in place of Tω(Bω).
Proof. We use the ε-test with Xn equal to the set of positive contractions
in Bn. By countability of S0 and separability of T , there are functions
g
(k)
n : Xn → [0,∞) such that a positive contraction y ∈ Bω represented by
(yn)
∞
n=1 ∈
∏∞
n=1Xn satisfies y ∈ Bω ∩ S′0 ∩ T ′ and x C y if and only if
limn→ω g
(k)
n (yn) = 0 for all k ∈ N. Enumerate S0 as {a(1), a(2), . . . }. Fix
a representative sequence (fn)
∞
n=1 of f and for each k, fix a representative
sequence (a
(k)
n )∞n=1 of a(k). Define
h(0)n (yn) := ‖fnyn − yn‖ and
h(m,k)n (yn) := max
(
γa(k) − min
τ∈T (Bn)
τ(a(k)n y
m
n ), 0
)
, yn ∈ Xn.(1.34)
In this way a positive contraction y ∈ Bω represented by (yn)∞n=1 ∈
∏∞
n=1Xn
has y C f and τ(aym) ≥ γa for all a ∈ S0, m ∈ N and τ ∈ Tω(Bω) if and
only if limn→ω h(0)(yn) = 0 and limn→ω h
(m,k)
n (yn) = 0 for all m, k ∈ N.
Fix ε > 0, find r ∈ N such that tr − tr+1 < ε for all t ∈ [0, 1], and set
y = f r, a positive contraction in Bω ∩ S′0 ∩ T ′ with x C y. Since
(1.35) fy = f r+1 ≈ε f r = y,
a representative sequence (yn)
∞
n=1 in
∏∞
n=1Xn for y will satisfy the estimate
limn→ω h(0)(yn) ≤ ε. As τ(aym) = τ(af rm) ≥ γa for all a ∈ S0, m ∈ N and
τ ∈ Tω(Bω), we have limn→ω h(m,k)n (yn) = 0. Kirchberg’s ε-test (Lemma
1.10) then provides the required positive contraction f ′.
The last statement follows by the density of Tω(Bω) in T (Bω) from Propo-
sition 1.9. 
Via a special case of the previous result, we adapt the crucial relative
commutant surjectivity results from [51, Section 4] to handle the hereditary
subalgebras of relative commutant sequence algebras used in this paper.
Lemma 1.19. Let (Bn)
∞
n=1 be a sequence of separable, unital C
∗-algebras
with T (Bn) 6= ∅ for each n ∈ N. Set Bω :=
∏
ω Bn. Let A be a separable,
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unital C∗-algebra and let pi : A → Bω be a c.p.c. order zero map such that
pi(1A) is full and the induced map p¯i : A → Bω/JBω is a ∗-homomorphism.
Define C := Bω ∩ pi(A)′ ∩ {1Bω − pi(1A)}⊥. Let S ⊆ C be a countable
self-adjoint subset and let S¯ denote the image of S in Bω/JBω .
(i) Then the image of C ∩ S′ in Bω/JBω is precisely
p¯i(1A)
(
(Bω/JBω) ∩ p¯i(A)′ ∩ S¯′
)
= (Bω/JBω) ∩ p¯i(A)′ ∩ S¯′ ∩ {1Bω/JBω − p¯i(1A)}⊥,(1.36)
a C∗-subalgebra of Bω/JBω with unit p¯i(1A).
(ii) Let τ ∈ Tω(Bω) be a limit trace and a ∈ A+ and form the tracial
functional ρ := τ(pi(a)·) on C. Then ‖ρ‖ = τ(pi(a)). If each Bn is
additionally simple, Z-stable and has QT (Bn) = T (Bn), then this
holds for all traces τ ∈ T (Bω).
Proof. (i): Kirchberg’s ε-test (Lemma 1.10) can be used to see that JBω is a
σ-ideal of Bω (in the case that Bn = B for some fixed B, this is done in [51,
Proposition 4.6], and the general case is proved in exactly the same fashion).
Then [51, Proposition 4.5(iii)] shows that the image of Bω ∩ pi(A)′ ∩ S′ in
Bω/JBω is (Bω/JBω) ∩ p¯i(A)′ ∩ S¯′.
The image of a hereditary C∗-subalgebra A0 of a C∗-algebra A under a
surjective ∗-homomorphism θ : A → D is again hereditary.11 Since C ∩
S′ is a hereditary subalgebra of Bω ∩ pi(A)′ ∩ S′, the image of C ∩ S′ in
Bω/JBω is a hereditary subalgebra of (Bω/JBω) ∩ p¯i(A)′ ∩ S¯′, contained in
p¯i(1A)
(
(Bω/JBω) ∩ p¯i(A)′ ∩ S¯′
)
. We need to show that p¯i(1A) lies in this
image.
As p¯i is a ∗-homomorphism, τ(pi(1A)m) = τ(pi(1A)) for all m ∈ N and all
τ ∈ Tω(Bω). Taking T := S ∪ pi(A), S0 := {pi(1A)}, f := pi(1A) and x := 0
in Lemma 1.18, we obtain a positive contraction e ∈ Bω ∩ pi(A)′ ∩ S′ with
e C pi(1A) (so that e ∈ C ∩ S′ and pi(1A) − e ≥ 0) and τ(pi(1A)) ≥ τ(e) ≥
τ(pi(1A)) for all τ ∈ Tω(Bω). Then, for τ ∈ Tω(Bω), τ(pi(1A) − e) = 0, so
by (1.14), e ≡ pi(1A) modulo JBω , and thus p¯i(1A) is equal to the image of
e ∈ C ∩ S′ in Bω/JBω .
(ii): Given τ ∈ Tω(Bω) and a ∈ A+, form ρ := τ(pi(a)·). Then we
certainly have ‖ρ‖ ≤ τ(pi(a)). Conversely, for the positive contraction e as
above, since pi(1A) ≡ e modulo JBω ,
(1.37) |τ(pi(a)(pi(1A)− e))| ≤ ‖pi(a)‖τ(pi(1A)− e) = 0
so that ρ(e) = τ(pi(a)e) = τ(pi(a)pi(1A)) = τ(pi(a)), as p¯i is a
∗-homomorphism.
Thus ‖ρ‖ = τ(pi(a)).
When each Bn is simple Z-stable and has QT (Bn) = T (Bn), the weak∗-
density of Tω(Bω) in T (Bω) from Proposition 1.9 gives the last statement.

A unital C∗-algebra is said to have stable rank one if its invertible elements
form a dense subset ([69, Definition 1.4]). As in [57] stable rank one passes
to ultraproducts via the following well-known lemma (a special case of [66,
Theorem 5]), which we record for later use.
11For positive elements x ∈ A0 and d ∈ D with d ≤ θ(x), we have d ∈ θ(x)θ(A)θ(x) ⊆
θ(A0), so θ(A0) is a hereditary subalgebra of D.
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Lemma 1.20. Let A be a unital C∗-algebra and let a ∈ A. Then a is a
norm-limit of invertible elements if and only if, for any ε > 0, there exists
a unitary u ∈ A such that a ≈ε u|a|.
Lemma 1.21 (cf. [57, Lemma 19.2.2(1)]). Let (Bn)
∞
n=1 be a sequence of
unital C∗-algebras with stable rank one. Then Bω :=
∏
ω Bn also has stable
rank one.
Ultraproducts of Z-stable C∗-algebras satisfy a number of known regu-
larity properties; the lemma below collects some of these for later use.
Lemma 1.22. Let (Bn)
∞
n=1 be a sequence of separable, Z-stable C∗-algebras
and set Bω :=
∏
ω Bn. Then:
(i) If S ⊂ Bω is separable, then there exist isomorphisms φn : Bn →
Bn ⊗ Z such that the induced isomorphism Bω →
∏
ω(Bn ⊗ Z) takes
x ∈ S to x⊗ 1Z ∈ (
∏
ω Bn)⊗Z ⊂
∏
ω(Bn ⊗Z).
(ii) If S ⊂ Bω is separable and self-adjoint, and each Bn is unital, then
Bω ∩ S′ contains a unital copy of Z.
(iii) If each Bn is simple, unital, and finite, then Bω has stable rank one.
(iv) If S ⊂ Bω is separable and self-adjoint, and b ∈ (Bω ∩ S′)+, then for
any n ∈ N there exists c ∈ (Bω ∩S′)+ with c ≤ b such that n[c] ≤ [b] ≤
(n+ 1)[c] in W (Bω ∩ S′).
Proof. For (i), the strongly self-absorbing property of Z (see [89, Theorem
2.2] and [74, Theorem 7.2.2]) provides isomorphisms ψn : Bn → Bn ⊗ Z
which are approximately unitarily equivalent to idBn ⊗ 1Z . Take a dense
sequence (s(k))∞k=1 in S and lift each s
(k) to a bounded sequence (s
(k)
n )∞n=1.
Take unitaries un in Bn (or its unitisation if Bn is non-unital) such that
‖Ad(un)◦ψn(s(k)n )−s(k)n ⊗1Z‖ < 1n for k = 1, . . . , n. Then φn = Ad(un)◦ψn
provides the required isomorphisms.
Then (ii) follows immediately since the canonical embedding of Z into∏
ω(Bn ⊗ Z) commutes with the image of Bω in
∏
ω(Bn ⊗ Z). Part (iii) is
a consequence of [76, Theorem 6.7] and Lemma 1.21.
For (iv), let φ : Z → Bω ∩ (S ∪ {b})′ be a unital embedding by (ii). By
[76, Lemma 4.2], let en ∈ Z+ be a positive contraction such that n[en] ≤
[1Z ] ≤ (n+ 1)[en]. Then define c := bφ(en). 
Finally in this section, we record that strict comparison passes to ultra-
products, and in fact, only limit traces are needed there to test comparison.
Results of this nature are known and standard, though we are not aware of
this particular form in the literature.
Lemma 1.23. Let (Bn)
∞
n=1 be a sequence of unital C
∗-algebras and set
Bω :=
∏
ω Bn. Suppose that each Bn has strict comparison with respect
to bounded traces (as in Definition 1.5). Then Bω has strict comparison
of positive elements with respect to limit traces, in the following sense: If
a, b ∈ Mk(Bω)+ for some k ∈ N satisfy dτ (a) < dτ (b) for all τ in the
weak∗-closure of Tω(Bω), then a  b.
Proof. Take contractions a, b ∈ Mk(Bω)+ with dτ (a) < dτ (b) for all τ ∈
Tω(Bω) and fix ε > 0. As τ 7→ τ(gε(a)) is continuous on the compact
set Tω(Bω) and τ 7→ dτ (b) is the increasing pointwise supremum of the
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continuous functions τ 7→ τ(gδ(b)), one can find δ > 0 such that τ(gε(a)) <
τ(gδ(b)) for all τ ∈ Tω(Bω). Given lifts (an)∞n=1 and (bn)∞n=1 of a and b to
sequences of positive contractions, we have
(1.38) I := {n ∈ N : for all τ ∈ T (Bn), τ(gε(an)) < τ(gδ(bn))} ∈ ω.
For n ∈ I, since dτ ((an−ε)+) ≤ τ(gε(an)), strict comparison in Bn provides
vn ∈ Mk(Bn) with ‖v∗ngδ(bn)vn − (an − ε)+‖ < 1n . Set wn := gδ(bn)1/2vn
for n ∈ I and wn = 1 for n /∈ I so that (wn)∞n=1 is bounded and therefore
represents an element w ∈ Bω. Thus gδ/2(b)w = w and w∗w = (a − ε)+.
Therefore (a− ε)+  gδ/2(b). Since ε was arbitrary, a  b. 
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2. A 2× 2 matrix trick
In Lemma 2.3 of this section, we provide our order zero version of a 2 × 2
matrix trick due to Connes, used to reduce unitary equivalence of maps to
unitary equivalence of positive elements in a suitable relative commutant
sequence algebra. We set this up in such a way to handle both the stably
finite and purely infinite cases simultaneously. We need some additional
facts about approximating elements by invertibles, which we will use again
in Section 5. The strategy for approximating elements with invertibles by
examining zero divisors (used in the next two results) originates in [73];
there, Rørdam showed that simple, unital, stably finite, UHF-stable C∗-
algebras have stable rank one. Our initial preparatory lemma uses Robert’s
version of these methods from [70].
Lemma 2.1. Let (Bn)
∞
n=1 be a sequence of unital, Z-stable C∗-algebras
and set Bω :=
∏
ω Bn. Let S ⊂ Bω be separable and self-adjoint, and let
d ∈ (Bω∩S′)+ be a contraction. Suppose that x, f ∈ C := Bω∩S′∩{1Bω−d}⊥
are such that xf = fx = 0, f ≥ 0 and f is full in C. Then x is approximated
by invertibles in the unitization of C.
Proof. By Lemma 1.16 (with T := {x∗x, xx∗}, S1 := S, S2 := {1Bω − d, f}),
we may find a contraction e ∈ C+ such that xx∗, x∗x C e and ef = 0 so
that by taking polar decomposition, ex = xe = x. We may find a separable
subalgebra C0 of C containing x, e, and f , such that f is full in C0. Since
Bω∩S′∩C ′0∩{d}′ contains a unital copy of Z (Lemma 1.22(ii)), there exists
a map φ : C0 ⊗ Z → C which restricts to the identity on C0 ⊗ 1Z = C0;
namely, φ(c⊗z) := cψ(z) for c ∈ C0, z ∈ Z, where ψ : Z → Bω∩S′∩C ′0∩{d}′
is a fixed unital ∗-homomorphism. By [70, Lemma 2.1], x⊗ 1Z is a product
of two nilpotent operators in C0 ⊗ Z, and so pushing forward along φ, x
is a product of two nilpotent operators in C. For a nilpotent operator
y ∈ C and ε > 0, the operator y + ε1C∼ is invertible in C∼ (with inverse
−∑Nk=1(−ε)−kyk−1, where N ∈ N satisfies yN = 0). Therefore x lies in the
closure of the invertible operators in the unitization of C. 
The next lemma improves the previous one, by replacing the positive
element f by an element s not required to be positive. Note that if s is
a full element in a C∗-algebra C, then so too is |s|, since upon taking the
polar decomposition s = u|s|, for any ε > 0, we have ugε(|s|) ∈ C and
s = limε→0 ugε(|s|)|s|.
Lemma 2.2. Let (Bn)
∞
n=1 be a sequence of unital, Z-stable C∗-algebras
and set Bω :=
∏
ω Bn. Let S ⊂ Bω be separable and self-adjoint, and let
d ∈ (Bω∩S′)+ be a contraction. Suppose that x, s ∈ C := Bω∩S′∩{1Bω−d}⊥
are such that xs = sx = 0 and s is full in C. Then x is approximated by
invertibles in the unitization of C.
Proof. By Lemma 1.16, let e ∈ C+ be such that s C e. By Lemma 1.22(ii),
there exists a unital ∗-homomorphism ψ : Z → Bω ∩ S′ ∩ {x, x∗, s, s∗, e}′.
Let z1, z2 ∈ Z+ be nonzero orthogonal elements. Define s′ := ψ(z1)s and
f := ψ(z2)|s|. Since Z is simple and s and |s| are full in C, both f and s′
are full in C. Also f ≥ 0 and fs′ = s′f = 0, so by Lemma 2.1 (with s′ in
place of x), s′ is approximated by invertibles in C∼.
DIMENSION AND 2-COLOURED CLASSIFICATION 25
By Lemma 1.20 and Lemma 1.17(ii) s′ has a unitary polar decomposition
s′ = u|s′| in C∼. Since
(2.1) s′x = ψ(z1)sx = 0
and similarly xs′ = 0, it follows that
(2.2) (xu)|s′| = |s′|(xu) = 0,
so that by Lemma 2.1 (with |s′| in place of f and xu in place of x, noting that
C∼ multiplies C into C so that xu ∈ C), xu is approximated by invertibles
in C∼. Finally, since u is unitary, it follows that x is itself approximated by
invertibles in C∼. 
Now we can present our 2 × 2 matrix trick, in the context of order zero
maps into ultrapowers.
Lemma 2.3. Let A be a separable, unital C∗-algebra, let (Bn)∞n=1 be a se-
quence of separable C∗-algebras and write Bω =
∏
ω Bn. Let φ1, φ2 : A→ Bω
be c.p.c. order zero maps and φˆ1, φˆ2 : A→ Bω be supporting order zero maps
(as in (1.19)). Suppose that either:
(i) Bω has stable rank one; or
(ii) each Bn is a Kirchberg algebra, and φi(1A) is totally full in Bω for
i = 1, 2.
Let pi : A→M2(Bω) be given by
(2.3) pi(a) :=
(
φˆ1(a) 0
0 φˆ2(a)
)
, a ∈ A.
If
(2.4)
(
φ1(1A) 0
0 0
)
and
(
0 0
0 φ2(1A)
)
are unitarily equivalent in the unitization of C := M2(Bω)∩pi(A)′∩{1M2(Bω)−
pi(1A)}⊥, then φ1 and φ2 are unitarily equivalent.
Proof. Let
(2.5) u =
(
u11 u12
u21 u22
)
∈ C∼
be a unitary such that
(2.6) u
(
φ1(1A) 0
0 0
)
=
(
0 0
0 φ2(1A)
)
u.
Then, since u is unitary,
(2.7) u∗11u11 + u
∗
21u21 = 1Bω .
By (2.6),
(2.8) u11φ1(1A)u
∗
11 = 0, and u21φ1(1A) = φ2(1A)u21.
It follows that u11φ1(1A)
1/2 = 0, and so
(2.9) φ1(1A)
(2.7)
= u∗21u21φ1(1A)
(2.8)
= u∗21φ2(1A)u21.
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Symmetrically, we obtain (among other relations)
(2.10) φ2(1A) = u21u
∗
21φ2(1A).
As u commutes with pi(A), one checks that
(2.11) u21φˆ1(a) = φˆ2(a)u21, a ∈ A.
We claim that u∗21φ2(1A) = φ1(1A)u∗21 is approximable by invertibles
in Bω. In case (i) this is immediate. In case (ii), take ε > 0, so that
u∗21(φ2(1A) − ε)+ has a nonzero right zero-divisor in Bω of the form er =
h(φ2(1A)) for some nonzero positive h ∈ C0((0, 1]) supported on [0, ε] (this
is nonzero by the assumption that φ2(1A) is totally full). Also
(2.12) u∗21(φ2(1A)− ε)+ = (φ1(1A)− ε)+u∗21,
so that el = h(φ1(1A)) is a nonzero (as φ1(1A) is totally full) left zero-
divisor of u∗21(φ2(1A) − ε)+ in Bω. Since Bω is simple and purely infinite
(see [48, Remark 2.4], for example), there exists t ∈ Bω with telt∗ = er.
Thus s := te
1/2
l 6= 0 satisfies su∗21(φ2(1A)− ε)+ = 0 and
(2.13) u∗21(φ2(1A)− ε)+ss∗(φ2(1A)− ε)+u21 = 0,
so u∗21(φ2(1A) − ε)+s = 0. By Lemma 2.2 (with S := {1Bω} and d :=
1Bω), u
∗
21(φ2(1A) − ε)+ is approximated by invertibles in Bω. Since ε > 0
was arbitrary in the last calculation, u∗21φ2(1A) is also approximated by
invertibles in Bω. This establishes our claim.
By Lemma 1.20 and Lemma 1.17(ii), there is a unitary w ∈ Bω with
(2.14) u∗21φ2(1A) = w |u∗21φ2(1A)| .
By (2.10),
(2.15) |u∗21φ2(1A)| = (φ2(1A)u21u∗21φ2(1A))1/2 = φ2(1A).
Thus,
(2.16) u∗21φ2(1A) = wφ2(1A).
It follows that u∗21bu21 = wbw∗ for all b ∈ her(φ2(1A)), and therefore,
u∗21φ2(a)u21 = wφ2(a)w
∗, a ∈ A.(2.17)
We now compute, for a ∈ A,
φ1(a)
(1.19)
= φˆ1(a)φ1(1A)
(2.9)
= φˆ1(a)u
∗
21φ2(1A)u21
(2.11)
= u∗21φˆ2(a)φ2(1A)u21
(1.19)
= u∗21φ2(a)u21
(2.17)
= wφ2(a)w
∗,(2.18)
as required. 
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3. Ultrapowers of trivial W∗-bundles
In this section we examine trivial W∗-bundles, which arise from strict com-
pletions of Z-stable C∗-algebras. Our objective is to obtain structural results
for relative commutant sequence algebras of these bundles, such as strict
comparison of positive elements, which we later lift back to the C∗-algebra
level.
3.1. Continuous W∗-bundles.
Tracial continuous W∗-bundles were introduced by Ozawa in [65, Section 5]
as follows.12 Let K be a compact Hausdorff space.
Definition 3.1 ([65, Section 5]). A C∗-algebra M is a tracial continuous
W∗-bundle over K if:
• C(K) is contained in the centre of M;
• there is a faithful tracial conditional expectation E : M → C(K),
defining a norm ‖x‖2,u := ‖E(x∗x)‖1/2, called the uniform 2-norm;
• the unit ball of M is complete in ‖ · ‖2,u.
For each λ ∈ K, let τλ be the trace evλ ◦ E on M, with associated GNS-
representation piλ and associated 2-norm ‖x‖2,λ := evλ ◦ E(x∗x)1/2. The
W∗-bundle axioms imply that each fibre piλ(M) is a finite von Neumann
algebra: piλ(M)′′ = piλ(M) (this is [65, Theorem 11] — the proof does not
use the standing metrizability assumption in [65]). We say that M has
factorial fibres when each piλ(M) is a factor.
The following formula is obvious but quite useful:
(3.1) ‖x‖2,u = max
λ∈K
‖x‖2,λ.
CompletingM in ‖ ·‖2,u gives a Hilbert C(K)-module L2(M). The strict
topology onM is given by the action ofM as adjointable operators on this
module; precisely a net (xi) in M converges strictly to x ∈ M if and only
if ‖xiη − xη‖L2(M), ‖x∗i η − x∗η‖L2(M) → 0 for all η ∈ L2(M).13 Just as the
strong∗-topology on the unit ball of a II1 factor in standard form is induced
by the 2-norm, it is easy to see that on the unit ball of M, the ‖ · ‖2,u-
topology and the strict topology agree. Consequently, a W∗-bundle M is
12In [65], Ozawa works with a standing assumption that the base space K is metrizable;
we have generalized the definition to the non-metrizable case, since we will need this
level of generality to treat ultraproducts of W∗-bundles in Section 3.2. In particular the
ultracoproduct
∏
ωKn of metrisable compact spaces (Kn)
∞
n=1 need not be metrisable.
13As set out in [53, Chapter 8], there are two natural “strict” topologies on the ad-
jointable operators on a Hilbert module; the one defined here, and the strict topology
arising from the adjointable operators as the multiplier algebra of the compact operators
on the module. These topologies agree on the unit ball of the adjointable operators ([53,
Proposition 8.1]). Thus, via the Kaplansky density theorem for the strict topology ([53,
Proposition 1.4]), one obtains the same closure of a unital C∗-subalgebra of the adjointable
operators in either strict topology. Using this, all statements below are equally valid for
either strict topology.
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‖ · ‖2,u-separable if and only if it is separable in the strict topology;14 this
is the natural notion of separability for W∗-bundles. Note also that if M is
strictly separable, then C(K) is norm-separable, so that K is metrizable.
Tracial continuous W∗-bundles (hereafter referred to as W∗-bundles) form
a category, with morphisms defined as follows. Given W∗-bundles M and
N over K and L respectively with conditional expectations EM and EN ,
a morphism θ : M → N in the category of W∗-bundles is given by a ∗-
homomorphism from M into N (also denoted θ) and a continuous map
σ : L→ K, inducing the ∗-homomorphism σ˜ : C(K)→ C(L) such that
(3.2) M θ //
EM

N
EN

C(K)
σ˜
// C(L)
commutes.
There are three key constructions of W∗-bundles used in this paper: trivial
bundles, bundles arising from the strict completion of a stably finite C∗-
algebra, and ultraproducts. We recall the first two of these now from [65].
Example 3.2. Let N be a finite von Neumann algebra with faithful trace
τN , used to define ‖ · ‖2, and let K be a compact Hausdorff space. The
trivial W∗-bundle over K with fibre N is the C∗-algebra Cσ(K,N ) of norm
bounded and ‖ · ‖2-continuous functions from K to N , with the canonical
conditional expectation onto C(K), E(f)(λ) = τN (f(λ)) for f ∈ Cσ(K,N )
and λ ∈ K. Note that by a partition of unity argument, C∗(N , Cσ(K,C1N ))
is ‖ · ‖2,u-dense in Cσ(K,N ).
Example 3.3 (Ozawa). Let B be a separable, unital C∗-algebra for which
T (B) 6= ∅. Let Tr : B∗∗f → Z(B∗∗f ) be the centre valued trace on the finite
part of the bidual of B, and let B
st
be the closure of B in B∗∗f with respect
to the strict topology on the Hilbert Z(B∗∗f )-module (B
∗∗
f , T r).
Ozawa maps the bounded Borel functions on ∂eT (B) into Z(B
∗∗
f ) and uses
this to describe B
st
and B
st∩Z(B∗∗f ). When the extreme boundary ∂eT (B)
is compact, this work canonically identifies B
st∩Z(B∗∗f ) with C(∂eT (B)) and
the center valued trace Tr restricts to a conditional expectation E : B
st →
C(∂eT (B)) ([65, Theorem 3]), giving B
st
the structure of a W∗-bundle over
∂eT (B), which is determined on the strictly dense subalgebra B by
(3.3) E(b)(τ) = τ(b), b ∈ B, τ ∈ ∂eT (B).
For x ∈ B ⊆ Bst, we have ‖x‖2,u = sup{τ(x∗x)1/2 : τ ∈ T (B)}. Al-
ternatively to this strict completion picture, B
st
can be thought of as the
14A strictly-dense sequence will automatically be ‖ · ‖2,u-dense; conversely, if M is
‖ ·‖2,u-separable then so are the operator norm balls of any radius (as the ‖ ·‖2,u-topology
is metrizable). This implies that these balls, and therefore M (as the countable union of
the balls of radius n) is strictly separable.
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C∗-algebra obtained by adjoining to B the limit points of all norm-bounded,
‖ · ‖2,u-Cauchy sequences; see [65, Page 351-2].15
The fibre at τ ∈ ∂eT (B) is given by piτ (B)′′ ([65, Theorem 3]), where
piτ is the GNS-representation of B induced by τ . In particular, if B is
additionally nuclear and has no finite dimensional quotients, then all these
fibres are copies of the hyperfinite II1 factor R.
3.2. Tensor products, ultraproducts and McDuff bundles.
Here we set out the theory of tensor products and ultraproducts of W∗-
bundles and use these to discuss McDuff bundles and Ozawa’s trivialization
theorem.
Definition 3.4. Given W∗-bundlesM and N over spaces K and L respec-
tively with conditional expectations EM and EN , the continuous W∗-bundle
M⊗N over K × L is defined as follows. Set E := EM ⊗ EN :M⊗N →
C(K) ⊗ C(L) ∼= C(K × L) be the conditional expectation defined on the
minimal tensor product of M and N . This is faithful (as can be deduced
from Kirchberg’s slice lemma, [74, Lemma 4.1.9]) and tracial and so induces
a uniform 2-norm. We obtain M⊗N by taking the strict completion of
M⊗N in the Hilbert C(K × L)-module associated to (M⊗N , E).
Note that whenM and N are finite von Neumann algebras with faithful
traces, which we can view as W∗-bundles over the one point space, then
the W∗-bundle tensor product described above agrees with the classical von
Neumann tensor product, justifying our notation. Note too that one obtains
the trivial bundle Cσ(K,M) as the tensor product of C(K) (viewed as a
trivial bundle over K with fibres C) and M viewed as a bundle over the
one point space. We also wish to note that the tensor product operation
commutes with taking the uniform 2-closure of a C∗-algebra. To do this, we
need the following folklore proposition; we supply a proof as we have not
found a reference.
Proposition 3.5. Let A and B be unital, stably finite C∗-algebras with
extreme tracial boundaries ∂eT (A) and ∂eT (B) respectively. Then every
extremal trace on A ⊗ B is of the form τA ⊗ τB for τA ∈ ∂eT (A) and τB ∈
∂eT (B). This leads to a canonical homeomorphism ∂eT (A) × ∂eT (B) ∼=
∂eT (A⊗B).
Proof. Firstly recall that a trace τ on a unital C∗-algebra C is extremal
if and only if piτ (C)
′′ is a factor. Take an extremal trace τ on A ⊗ B,
and let τA and τB denote the traces on A and B obtained by restricting
τ to A ⊗ 1B ∼= A and 1A ⊗ B ∼= B respectively. Then piτ (A ⊗ 1B)′′ must
be a factor, as any nontrivial central element would also commute with
piτ (1A ⊗ B). It is easy to check (using [67, Proposition 3.3.7], for example)
15Formally, as in [65], one considers the quotient C∗-algebra of the norm bounded
‖ · ‖2,u-Cauchy sequences, modulo the ideal of ‖ · ‖2,u-null sequences.
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that piτ (A⊗ 1B)′′ ∼= piτA(A)′′, and hence piτA(A)′′ is also a factor. Thus τA is
extremal. For a ∈ A and a contraction b ∈ B+ with 0 < τB(b) < 1, we have
(3.4) τA(a) = τB(b)
τ(a⊗ b)
τB(b)
+ (1− τB(b))τ(a⊗ (1B − b))
1− τB(b) .
Since τA is extremal, τA(a)τB(b) = τ(a ⊗ b). Therefore τ = τA ⊗ τB. In
this way we see that ∂eT (A ⊗ B) = ∂eT (A) × ∂eT (B), as a set. Working
with elementary tensors, this identification is also a homeomorphism with
respect to the weak∗-topologies. 
Proposition 3.6. Let A and B be simple, separable, unital, stably finite C∗-
algebras with compact extreme tracial boundaries ∂eT (A) and ∂eT (B) respec-
tively. Then A⊗Bst ∼= Ast⊗Bst, as W∗-bundles over ∂eT (A)× ∂eT (B) ∼=
∂eT (A⊗B).
Proof. Identify ∂eT (A⊗B) with ∂eT (A)×∂eT (B) as in the previous propo-
sition. By construction A ⊗ B is strictly dense in Ast⊗Bst and the expec-
tations EA : A
st → C(∂eT (A)) and EB : Bst → C(∂eT (B)) satisfy
EA(a)(τA) = τA(a), a ∈ A, τA ∈ ∂eT (A),(3.5)
EB(b)(τB) = τB(b), b ∈ B, τB ∈ ∂eT (B).(3.6)
Thus EA⊗EB satisfies the defining relation (3.3) for the expectation on the
bundle A⊗Bst from Example 3.3. 
Definition 3.7. Given a sequence of W∗-bundles (Mn)∞n=1 over a sequence
of compact Hausdorff spaces (Kn)
∞
n=1, with uniform 2-norms ‖ · ‖(n)2,u, and a
free ultrafilter ω on N, define the underlying C∗-algebra of the W∗-bundle
ultraproduct to be
(3.7)
ω∏
Mn :=
∞∏
n=1
Mn/
{
(xn)
∞
n=1 ∈
∞∏
n=1
Mn : lim
n→ω ‖xn‖
(n)
2,u = 0
}
.
In addition to the operator norm, the ultraproduct inherits a uniform 2-
norm, ‖ · ‖ω2,u defined by ‖(xn)∞n=1‖ω2,u := limn→ω ‖xn‖(n)2,u.
Remark 3.8. The definition above extends the usual definition of ultraprod-
ucts of finite von Neumann algebras with fixed faithful tracial states, re-
garding these as W∗-bundles over the one-point space.
The ultraproduct construction of Definition 3.7 remains in the category
of W∗-bundles. For a sequence (Kn)∞n=1 of compact metrizable spaces, let∑
ωKn denote the ultracoproduct of (Kn)
∞
n=1, i.e., the compact Hausdorff
space satisfying C(
∑
ωKn) =
∏
ω C(Kn) (this has also been described, for
instance, in [5]). We shall often denote this ultracoproduct by Kω, particu-
larly when Kn = K for all n. The set theoretic ultraproduct
∏
ωKn (defined
to be
∏∞
n=1Kn modulo the equivalence relation given by (λn)
∞
n=1 ∼ (µn)∞n=1
if and only if {n : λn = µn} ∈ ω) is identified with the subset of
∑
ωKn
consisting of those characters λ ∈ (∏ω C(K))∗ defined using a sequence
(λn)
∞
n=1 from
∏∞
n=1Kn by g(λ) = limn→ω gn(λn), where (gn)
∞
n=1 represents
g ∈∏ω C(Kn). If g ∈∏ω C(Kn) is nonzero, and is represented by (gn)∞n=1,
we can find a sequence (λn)
∞
n=1 in
∏∞
n=1Kn with limn→ω |gn(λn)| = ‖g‖. In
this way,
∏
ωKn is dense in
∑
ωKn.
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Proposition 3.9. Given a sequence (Mn)∞n=1 of W∗-bundles over Kn and a
free ultrafilter ω on N, the ultraproduct
∏ωMn is a W∗-bundle over ∑ωKn,
via the conditional expectation Eω :
∏ωMn → ∏ω C(Kn) induced by the
maps En :Mn → C(Kn). Indeed, we have
(3.8) ‖Eω(x∗x)‖1/2 = ‖x‖ω2,u, x ∈
ω∏
Mn.
The proof is essentially the same as the classical proof that the ultrapower
of a finite von Neumann algebra is a finite von Neumann algebra; see [80,
Theorem A.3.5].
Proof. Given a bounded sequence (xn)
∞
n=1 with xn ∈Mn, one has
lim
n→ω ‖En(xn)‖ = limn→ω ‖En(x
∗
n)En(xn)‖1/2 ≤ limn→ω ‖En(x
∗
nxn)‖1/2
= lim
n→ω ‖xn‖
(n)
2,u ≤ limn→ω ‖xn‖.(3.9)
In particular, when xn = En(xn) ∈ C(Kn) ⊂ Z(Mn) for each n, we have
that limn→ω ‖xn‖ = limn→ω ‖xn‖(n)2,u so that the C∗-ultraproduct
∏
ω C(Kn)
canonically embeds into Z(
∏ωMn). The inequality limn→ω ‖En(xn)‖ ≤
limn→ω ‖xn‖(n)2,u shows that Eω is well defined. The map Eω is clearly a tra-
cial conditional expectation onto
∏
ω C(Kn), and as limn→ω ‖En(x∗nxn)‖1/2 =
limn→ω ‖xn‖(n)2,u, Eω is faithful.
It remains to verify ‖ · ‖ω2,u-completeness of the unit ball. Suppose that
(xi)
∞
i=1 is a ‖·‖ω2,u-Cauchy sequence of contractions. Passing to a subsequence
we may assume that ‖xi − xj‖ω2,u < 1/j for all i > j. We can inductively
lift x1, x2, . . . to sequences of contractions (x1,n)
∞
n=1, (x2,n)
∞
n=1, . . . so that
‖xi,n − xj,n‖(n)2,u < 1/j for all n ∈ N and all i > j. Indeed, if lifts have
been obtained for x1, . . . , xi, then start with any lift (xˆi+1,n)
∞
n=1 of xi+1 to
a sequence of contractions. Then Ii+1 := {n ∈ N : ‖xˆi+1,n − xj,n‖(n)2,u <
1/j, ∀j = 1, . . . , i} ∈ ω. Defining
(3.10) xi+1,n =
{
xˆi+1,n, n ∈ Ii+1;
xi,n, n /∈ Ii+1,
we obtain the desired lift. Thus, for each n as the unit ball ofMn is ‖ · ‖(n)2,u
complete, there is some yn in the unit ball ofMn such that ‖yn−xn,j‖(n)2,u ≤
1/j for all j. Thus, with y the element of
∏ωMn represented by (yn)∞n=1,
‖y − xj‖ω2,u ≤ 1/j for all j, proving the required completeness. 
A key ingredient in the application of W∗-techniques to the study of the
structure of simple, nuclear C∗-algebras is the surjectivity result [51, The-
orem 3.3] concerning the canonical map between central sequence algebras,
and the extension of this result in [60] to relative commutant sequence al-
gebras. This is crucial in arguments where properties of the von Neumann
algebraic (or W∗-bundle) central sequence algebras are transferred to the
C∗-algebraic level. The next lemma provides the version of this fact we
need in this paper, in the setting of sequences of algebras.
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Lemma 3.10. Let (Bn)
∞
n=1 be a sequence of separable, unital C
∗-algebras
such that ∂eT (Bn) is nonempty and compact for each n. Let Mn := Bnst
be the W∗-bundle associated to Bn by Ozawa as in Example 3.3. Write
Bω :=
∏
ω Bn, Mω :=
∏ωMn and let JBω be the trace-kernel ideal from
(1.12). Then we have the canonical identification
(3.11) Bω/JBω
∼=Mω.
Further, suppose we are given a separable, unital C∗-algebra A and a c.p.c.
order zero map pi : A → Bω such that pi(1A) is full and the induced map
p¯i : A → Bω/JBω = Mω is a ∗-homomorphism. Define C := Bω ∩ pi(A)′ ∩
{1Bω − pi(1A)}⊥. Let S ⊂ C be countable and self-adjoint. Let S¯ denote the
image of S in Mω. Then the image of C ∩S′ in Mω = Bω/JBω is precisely
(3.12) p¯i(1A)
(
(Bω/JBω) ∩ p¯i(A)′ ∩ S¯′
)
=Mω∩p¯i(A)′∩S¯′∩{1Mω−p¯i(1A)}⊥.
Proof. The inclusions Bn → Mn induce a well defined ∗-homomorphism
Θ : Bω →Mω, with kernel JBω = {(bn)∞n=1 ∈ Bω : limn→ω(‖bn‖(n)2,u)2 = 0}.
Given a sequence (xn)
∞
n=1 of contractions inMn representing a contraction x
inMω, applying the strict topology version of Kaplansky’s density theorem
(see [53, Proposition 1.4]) to Bn ⊂ Bnst =Mn, and using that the ‖ · ‖(n)2,u-
topology agrees with the strict topology on the unit ball ofMn,16 we obtain
a contraction yn ∈ Bn with ‖yn − xn‖(n)2,u ≤ 1n . In this way (yn)∞n=1 also
represents x, and hence Θ is surjective, proving (3.11)
The second part follows by Lemma 1.19 (i). 
In [62], McDuff characterized those separably-acting II1 factorsM which
absorb the hyperfinite II1 factor R tensorially, as those for which R embeds
in Mω ∩M′ (or equivalently those for which some matrix algebra Mk for
k ≥ 2 embeds intoMω∩M′). These factors, now called the McDuff factors,
played a crucial role in Connes’ work on injective factors. The analogous
characterization holds in the category of W∗-bundles. Given a tracial con-
tinuous W∗-bundle M, note that the canonical embedding M ↪→ Mω is
a W∗-bundle embedding, enabling us to form the central sequence tracial
W∗-bundle Mω ∩M′.
Proposition 3.11. LetM be a strictly-separable W∗-bundle. The following
are equivalent:
(1) M∼=M⊗R as W∗-bundles;
(2) R embeds unitally into Mω ∩M′;
(3) there exists k ≥ 2 such that Mk embeds unitally into Mω ∩M′;
(3′) Mk embeds unitally into Mω ∩M′ for all k ≥ 2;
(4) there exists k ≥ 2 such that for any ‖ · ‖ω2,u-separable self-adjoint
subset S of Mω, Mk embeds unitally into Mω ∩ S′.
(4′) for any ‖·‖ω2,u-separable self-adjoint subset S ofMω and any k ≥ 2,
Mk embeds unitally into Mω ∩ S′.
Definition 3.12. We call strictly separable W∗-bundles satisfying the con-
ditions of Proposition 3.11 McDuff.
16Or using the alternative definition of Bn
st
in terms of adjoining limit points of norm-
bounded, ‖ · ‖(n)2,u-Cauchy sequences.
DIMENSION AND 2-COLOURED CLASSIFICATION 33
Proof of Proposition 3.11. The implication (1) =⇒ (3′) follows from the
fact that there exist unital embeddings Mk → Rω ∩ R′. The implications
(3) =⇒ (4) and (3′) =⇒ (4′) follow from a standard reindexing argument.17
The implication (4) =⇒ (2) is proven by using (4) to inductively construct
compatible unital embeddings M⊗mk → Mω ∩M′ for each m, which gives
rise to a unital embedding θ : Mk∞ →Mω∩M′. By uniqueness of the trace
on Mk∞ this embedding has ‖θ(x) − θ(y)‖ω2,u = ‖x − y‖2,τMk∞ , and hence,
using that the unit ball of M is ‖ · ‖ω2,u-complete, it extends to the required
unital embedding R ↪→Mω ∩M′.
The implication (2) =⇒ (1) is proven using the standard techniques for
tensorial absorption of strongly self-absorbing algebras, cf. [74, Section 7.2]
as follows.18
We claim that there is a sequence of unitaries (un)
∞
n=1 in (M⊗R)ω ∩
(M⊗ 1R)′ with
(3.13) lim
n→∞ inf{‖unxu
∗
n− z‖ω2,u | z ∈ ((M⊗1R)ω)1} = 0, x ∈ (M⊗R)1.
Assuming this claim is true, fix ‖ · ‖2,u-dense sequences (xn)∞n=1 and (yn)∞n=1
of the unit balls M1 and (M⊗R)1 respectively. We can then inductively
find unitaries (vn)
∞
n=1 in M⊗R and elements zj,n in M1 such that
‖v∗n(v∗n−1 · · · v∗1yjv1 · · · vn−1)vn − zj,n ⊗ 1R‖2,u ≤
1
n
, j ≤ n
‖[vn, (xj ⊗ 1R)]‖2,u < 2−n, j ≤ n
‖[vn, (zj,m ⊗ 1R)]‖2,u < 2−n, j ≤ n, m ≤ n− 1.(3.14)
Then, for each j ∈ N, (v1 · · · vn(xj ⊗ 1R)v∗n · · · v∗1)∞n=j is a ‖ · ‖2,u-Cauchy
sequence in the unit ball of (M⊗R), and thus converges to some ele-
ment of (M⊗R)1, which we denote ψ(xj). This defines a function ψ :
{x1, x2, . . . } → (M⊗R)1 which is uniformly continuous in ‖ · ‖2,u. Since
(M⊗R)1 is ‖ · ‖2,u-complete, ψ extends to a continuous function on M1,
and then in turn to a bounded linear map on M, also denoted ψ, which is
an injective (since it is ‖ · ‖2,u-isometric) ∗-homomorphism (here we use the
fact that multiplication is jointly ‖ · ‖2,u-continuous on bounded sets). The
first and third conditions of (3.14) ensure that ψ is surjective. Moreover, for
each j, we have
(3.15)
EM⊗R ◦ ψ(xj) = limn→∞(EM ⊗ τR)(v1 · · · vn(xj ⊗ 1R)v
∗
n · · · v∗1) = EM(xj),
and by ‖ · ‖2,u-continuity, it follows that EM⊗R ◦ ψ = EM on the unit
ball, and hence on all of M by linearity, so that ψ is an isomorphism of
W∗-bundles.
17Given a ‖ · ‖ω2,u-dense sequence (s(m))∞m=1 in S, lift each s(m) to a uniformly bounded
representative sequence (s
(m)
n )
∞
n=1 from M. Then, given a unital embedding θ : Mk →
Mω ∩M′, lift it to a sequence of u.c.p. maps θn : Mk →M. Fix a finite generating set of
unitaries F for Mk. For each n, there exists some ln such that ‖[θln(u), s(m)n ]‖2,u ≤ 1n for
m ≤ n and ‖θln(u)θln(u∗) − 1M‖2,u < 1n for u ∈ F . Then the map induced by (θln)∞n=1
gives a unital embedding Mk ↪→Mω ∩ S′.
18The language of continuous model theory puts this implication, McDuff’s original
theorem for II1 factors, and the tensorial absorption results for strongly self-absorbing
algebras in the same framework, cf. [36, Lemma 6.2].
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Now, to prove the claim, let θ : R ↪→Mω ∩M′ be the unital embedding
given by (2), which we view as taking values in (M⊗ 1R)ω ⊂ (M⊗R)ω. Let
β : R → (M⊗R)ω be the second factor embedding, so that θ(R) and β(R)
commute. By the following argument, we see θ ⊗ β defines a ‖ · ‖2-‖ · ‖ω2,u-
isometric ∗-homomorphism R⊗R → (M⊗R)ω ∩ (M⊗ 1R)′. Identify M2∞
with a strong∗-dense C∗-subalgebra of R, so that the unit ball of M2∞ is
‖ · ‖2-dense in the unit ball of R. Then by nuclearity of M2∞ , we have a
∗-homomorphism
(3.16) (θ|M2∞ ⊗ β|M2∞ ) : M2∞ ⊗M2∞ → (M⊗R)ω.
By uniqueness of the trace on M2∞⊗M2∞ , this map is ‖·‖2-‖·‖ω2,u-isometric,
so its restriction to the unit ball of M2∞⊗M2∞ extends to a map (R⊗R)1 →
((M⊗R)ω)1; moreover, the image of this map commutes withM⊗ 1R. By
linearity, this defines a map θ ⊗ β : R⊗R → (M⊗R)ω ∩ (M⊗ 1R)′.
As R has approximately inner (half-)flip, there is a sequence of unitaries
(un)
∞
n=1 in (θ⊗β)(R⊗R) ⊂ (M⊗R)ω ∩ (M⊗ 1R)′ with ‖un(1M⊗ y)u∗n−
θ(y)‖ω2,u → 0 for y ∈ R. Thus
(3.17) ‖un(x⊗ y)u∗n − (x⊗ 1R)θ(y)‖ω2,u → 0, x ∈M, y ∈ R.
The assignment x ⊗ y → (x ⊗ 1R)θ(y) defines a ∗-homomorphism η :
M⊗M2∞ → (M⊗ 1R)ω, and this map is ‖ ·‖2,u-‖ ·‖ω2,u-isometric, whence it
extends to a ‖·‖2,u-‖·‖ω2,u-isometric ∗-homomorphismM⊗R→ (M⊗ 1R)ω.
Hence, by (3.17), for x ∈ (M⊗R)1,
(3.18) unxu
∗
n → η(x) ∈ ((M⊗ 1R)ω)1,
converging in ‖ · ‖ω2,u, as required. 
Remark 3.13. For later use we note that if (Mn)∞n=1 is a sequence of strictly
separable, McDuff W∗-bundles over the compact spaces Kn, and we write
Mω := ∏ωMn, then a reindexing argument shows that for any separable
self-adjoint subset S of Mω and k ∈ N, there is a unital embedding Mk ↪→
Mω ∩ S′.
In [65, Section 5] Ozawa studies when a strictly separable (equivalently,
‖ ·‖2,u-separable) W∗-bundleM over a compact metrizable19 space K, all of
whose fibres are copies of R, is isomorphic to the trivial bundle Cσ(K,R).
In [65, Theorem 15], he characterizes these bundles as those which are Mc-
Duff, as defined above. This theorem is the W∗-bundle version of Connes’
equivalence of property Γ, McDuff and hyperfiniteness for separably acting
injective II1 factors ([20]). A key consequence of Connes’ work is that all
separably acting injective II1 factors are hyperfinite, but the corresponding
question is open for tracial continuous W∗-bundles.
Question 3.14. Does there exist a nontrivial strictly-separable bundle M
over a compact metrizable space K all of whose fibres are copies of R?
There are two key conditions where triviality is known to hold: when K
has finite covering dimension (this is due to Ozawa, [65, Corollary 12]), and
when M = Bst for a separable, unital, nuclear Z-stable C∗-algebra B such
19As M is strictly separable, metrizability of K is redundant here.
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that T (B) is a Bauer simplex. In the latter case, B
st
= B ⊗Zst ∼= Bst⊗R,
by Proposition 3.6 (since Zst ∼= R), and soM is trivial by Ozawa’s theorem
([65, Theorem 15]). We summarize this in the following theorem.
Theorem 3.15. Let B be a separable, unital, nuclear C∗-algebra with no
finite dimensional quotients such that ∂eT (B) nonempty and compact, and
suppose that either:
(i) ([65, Corollary 12]) ∂eT (B) has finite covering dimension; or
(ii) B is Z-stable.20
Then B
st
is isomorphic as a W∗-bundle to Cσ(∂eT (B),R).
3.3. Strict comparison of relative commutant sequence alge-
bras for McDuff bundles.
In this subsection we show that relative commutants of ‖ · ‖2,u-separable
subalgebras of ultraproducts of strictly separable, McDuff W∗-bundles have
strict comparison of positive elements (Lemma 3.20), which we later ap-
ply to obtain strict comparison results for relative commutant C∗-algebras
(Theorem 4.1). The strategy is to use a partition of unity argument similar
to that of [65, Lemma 14] to extend this local structural result (all fibres,
being von Neumann algebras, have strict comparison) to a global result; we
use this argument again later (Proposition 3.23 and Lemma 7.4) and so set
up a general technical statement (Lemma 3.18) which can be used in all oc-
currences. We begin with two preparatory lemmas, producing the required
partitions of unity.
Lemma 3.16. Let M be a strictly separable, McDuff W∗-bundle over a
compact metrizable space K. Fix x1, . . . , xr ∈ M and ε > 0. Given a
partition of unity f1, . . . , fl ∈ C(K)+, there exist projections p1, . . . , pl ∈M
with sum 1 such that
(i) ‖[pi, xj ]‖2,u < ε for i = 1, . . . , l and j = 1, . . . , r;
(ii) τλ(pi) = fi(λ), for i = 1, . . . , l and λ ∈ K;
(iii) |τλ(pixj)− fi(λ)τλ(xj)| < ε for i = 1, . . . , l, j = 1, . . . , r, and λ ∈ K.
Proof. We work in M⊗R, so suppose x1, . . . , xr ∈ M⊗R and ε > 0 are
given. By hyperfiniteness we can choose a matrix subalgebra Mk of R and
y1, . . . , yr ∈ M⊗Mk ⊂ M⊗R such that ‖xj − yj‖2,u < ε2 for each j. SetS := M ′k ∩R, which is another copy of the hyperfinite II1 factor. This gives
us a W∗-bundle embedding θ : Cσ(K,S) ↪→ (M⊗R) ∩ {y1, . . . , yr}′ such
that
(3.19) τλ(yiθ(f)) = τλ(yi)τλ(f), i = 1, . . . , r, f ∈ Cσ(K,S), λ ∈ K,
arising from the canonical embeddings C(K) ↪→M and S ↪→ R. Choose a
maximal abelian self-adjoint subalgebra A in S. Then A can be identified
with L∞[0, 1] in such a way that the restriction of the trace on S to A is
given by integration with respect to Lebesgue measure on [0, 1] (see [80,
Theorem 3.5.2] for example). With this identification, for t ∈ [0, 1] let
20In this case the no finite dimensional quotient condition is of course automatic.
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et ∈ A be the characteristic function of the interval [0, t] so that (et)t∈[0,1] is
a monotonically increasing family of projections in A. In this way ef1 defines
an element of Cσ(K,S) with ef1(λ) = ef1(λ) for λ ∈ K. Define p1 = θ(ef1).
For i > 1, define pi similarly by
(3.20) pi(λ) := θ(e∑i
j=1 fj
− e∑i−1
j=1 fj
).
This defines pairwise orthogonal projections p1, . . . , pl ∈ M ∩ {y1, . . . , yr}′
which sum to 1M, and satisfy τλ(pi) = fi(λ) for each λ ∈ K and i = 1, . . . , l
(verifying (ii)) and τλ(piyj) = fi(λ)τλ(yj). Conditions (i) and (iii) follow
from the estimate ‖xj − yj‖2,u < ε2 . 
Lemma 3.17. Let (Mn)∞n=1 be a sequence of strictly separable, McDuff
W∗-bundles over the sequence of compact metrizable spaces (Kn)∞n=1. Write
Mω := ∏ωMn and Kω := ∑ωKn, and let S be a ‖ · ‖ω2,u-separable and
self-adjoint subset of Mω containing 1Mω .
Given a partition of unity f1, . . . , fl ∈ C(Kω)+ ∼= (
∏
ω C(Kn))+, there
exist pairwise orthogonal projections p1, . . . , pl ∈ Mω ∩ S′ with sum 1 such
that
(3.21) τλ(pix) = fi(λ)τλ(x), x ∈ S, λ ∈ Kω.
In particular τλ(pi) = fi(λ).
Proof. Let (xj)
∞
j=1 be a ‖·‖ω2,u-dense sequence in S and let xj be represented
by a uniformly bounded sequence (x
(n)
j )
∞
n=1 with x
(n)
j ∈Mn. Lift each fi to
a sequence of representatives (f
(n)
i )
∞
n=1 in C(Kn)+ so that f
(n)
1 , . . . , f
(n)
l is a
partition of unity in C(Kn)+ for each n (for example by using Choi-Effros
to lift the u.c.p. map Cl → ∏ω C(Kn) given by (a1, . . . , al) 7→∑li=1 aifi to∏∞
n=1C(Kn)).
By Lemma 3.16, for each n, there are pairwise orthogonal projections
p
(n)
1 , . . . , p
(n)
l in Mn with
‖[p(n)i , x(n)j ]‖(n)2,u <
1
n
,(3.22)
τλn(p
(n)
i ) = f
(n)
i (λn),(3.23)
|τλn(p(n)i x(n)j )− f (n)i (λn)τλn(x(n)j )| <
1
n
,(3.24)
for i = 1, . . . , l, j = 1, . . . , n and λn ∈ Kn. Let pi be the projection in Mω
represented by (p
(n)
i )
∞
n=1, so that p1, . . . , pl are pairwise orthogonal projec-
tions which commute with S by (3.22). These satisfy τλ(pi) = fi(λ) for
λ ∈ ∏ωKn by (3.23) and thus for all λ ∈∑ωKn by the density of ∏ωKn
in
∑
ωKn. Similarly, (3.24) gives τλ(pix) = fi(λ)τλ(x) for all x ∈ S and
λ ∈∑ωKn. 
We now come to the technical statement which allows us to transfer struc-
tural properties from fibres of an ultraproduct of McDuff bundles to the
entire bundle. In the statement below we have arranged that the number of
variables in the polynomials hn corresponds to n only to simplify notation.
Lemma 3.18. Let (Mn)∞n=1 be a sequence of strictly separable, McDuff W∗-
bundles over compact spaces Kn. WriteMω :=
∏ωMn, Kω := ∑ωKn and
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let Eω : Mω → C(Kω) be the expectation from Proposition 3.9. For each
n ∈ N let hn(x1, . . . , xn, z1, . . . , zn) be a ∗-polynomial in 2n noncommuting
variables. Let (ai)
∞
i=1 be a sequence fromMω. Suppose that, for every ε > 0,
k ∈ N, and λ ∈ Kω, there exist contractions yλ1 , . . . , yλk ∈ piλ(Mω) such that
(3.25) |τpiλ(Mω)(hm(piλ(a1), . . . , piλ(am), yλ1 , . . . , yλm))| < ε, m = 1, . . . , k.
Then there exist contractions yi ∈Mω for i ∈ N such that
(3.26) Eω(hm(a1, . . . , am, y1, . . . , ym)) = 0, m ∈ N.
Recall that while τλ is the trace on Mω given by composing the con-
ditional expectation Eω : Mω → C(Kω) with evaluation at λ, the trace
τpiλ(Mω) appearing in the above statement is the trace on the fibre piλ(Mω),
so that
(3.27) Mω piλ //
τλ
$$JJ
JJ
JJ
JJ
JJ
J piλ(Mω)
τpiλ(Mω)

C
commutes.
Proof. Using Kirchberg’s ε-test (Lemma 1.10) with Xn equal to the product
of n copies of the unit ball of Mn, it suffices to find for each k ∈ N and
ε > 0, contractions y1, . . . , yk ∈Mω such that
(3.28) |τλ(hm(a1, . . . , am, y1, . . . , ym))| < ε, m = 1, . . . , k, λ ∈ Kω.
Once this is done, take bounded representative sequences (ai,n)
∞
n=1 of each
ai, and define f
(m)
n : Xn → [0,∞) by
f (m)n (y1,n, y2,n, . . . , yn,n)(3.29)
:=
{
supλn∈Kn |τλn(hm(a1,n, . . . , am,n, y1,n, . . . , ym,n))|, m ≤ n;
0, m > n.
Lift the contractions yi in Mω satisfying (3.28) to sequences (yi,n)∞n=1 of
contractions, so that (3.28) ensures that
(3.30) lim
n→ω f
(m)
n (y1,n, . . . , ym,n, 0, . . . , 0) ≤ ε, m ≤ k.
Thus the ε-test gives us contractions (y˜i)
∞
i=1 ∈ Mω with contractive lifts
(y˜i,n)
∞
n=1, such that
(3.31) lim
n→ω f
(m)
n (y˜1,n, . . . , y˜n,n) = 0, m ∈ N.
From this we have
(3.32) |τλ(hm(a1, . . . , am, y˜1, . . . , y˜m))| = 0, m ∈ N, λ ∈
∏
ω
Kn,
whence the density of
∏
ωKn in
∑
ωKn gives (3.32) for all λ ∈ Kω, which
is precisely (3.26).
We now verify (3.28), so fix k ∈ N and ε > 0. For each λ ∈ Kω, by
hypothesis there are contractions yλ1 , . . . , y
λ
k ∈ piλ(Mω) such that (3.25)
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holds. Lift these to contractions y˜λ1 , . . . , y˜
λ
k ∈ Mω and so there is an open
neighbourhood Uλ of λ in K
ω such that
(3.33) |τµ(hm(a1, . . . , am, y˜λ1 , . . . , y˜λm))| < ε, m = 1, . . . , k, µ ∈ Uλ.
By compactness, find λ1, . . . , λl ∈ Kω so that
⋃l
i=1 Uλi covers K
ω, and then
let f1, . . . , fl ∈ C(Kω)+ be a partition of unity subordinate to this cover.
Set
T := {a1, . . . , am, a∗1, . . . , a∗m}
∪{y˜λij , y˜λij ∗ | i = 1, . . . , l, j = 1, . . . , k}
∪{hm(a1, . . . , am, y˜λi1 , . . . , y˜λim ) | i = 1, . . . , l, m = 1, . . . , k}
∪{hm(a1, . . . , am, y˜λi1 , . . . , y˜λim )∗ | i = 1, . . . , l, m = 1, . . . , k},(3.34)
and then use Lemma 3.17 to find pairwise orthogonal projections p1, . . . , pl ∈
Mω ∩ T ′ which sum to 1Mω and satisfy (3.21) for all x ∈ T and λ ∈ Kω.
For j = 1, . . . , k, set yj :=
∑l
i=1 piy˜
λi
j . Since the pi are pairwise orthogonal
and commute with the y˜λij , yj is a contraction. Further, since p1, . . . , pl is
an orthogonal partition of unity commuting with T , we have
hm(a1, . . . , am, y1, . . . , ym) =
l∑
i=1
pihm(a1, . . . , am, y1, . . . , ym)
=
l∑
i=1
pihm(a1, . . . , am, piy1, . . . , piym)
=
l∑
i=1
pihm(a1, . . . , am, y˜
λi
1 , . . . , y˜
λi
m ).(3.35)
For λ ∈ Kω, as the support of fi is contained in Uλi , if fi(λ) 6= 0, then
(3.33) ensures that
(3.36) |τλ(hm(a1, . . . , am, y˜λi1 , . . . , y˜λim ))| < ε, m = 1, . . . , k.
Therefore, for λ ∈ Kω,
|τλ(hm(a1, . . . , am, y1, . . . , ym))|
(3.35)
≤
l∑
i=1
|τλ(pihm(a1, . . . , am, y˜λi1 , . . . , y˜λim ))|
(3.21)
=
l∑
i=1
fi(λ)|τλ(hm(a1, . . . , am, y˜λi1 , . . . , y˜λim ))|
(3.36)
<
l∑
i=1
fi(λ)ε = ε,(3.37)
as required. 
Remark 3.19. Note that, for example, given a ‖ · ‖ω2,u-separable and self-
adjoint subset S ⊂Mω, we can encode the relation y ∈ S′ by the conditions
(‖[y, sn]‖ω2,u)2 = ‖Eω((ysn − sny)∗(ysn − sny))‖ = 0 for a dense sequence
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(sn)
∞
n=1 from S. In this way we can use Lemma 3.18 to construct elements
inside relative commutants, as in the following strict comparison result.
Lemma 3.20. Let (Mn)∞n=1 be a sequence of strictly separable, McDuff W∗-
bundles over compact spaces Kn. WriteMω :=
∏ωMn and Kω := ∑ωKn.
Let S be a ‖ · ‖ω2,u-separable and self-adjoint subset of Mω, and let p be a
projection in the centre of Mω ∩ S′ (as happens when p ∈ S ∩ S′). Then
p(Mω ∩S′) has strict comparison of positive elements, as in Definition 1.5.
Proof. Note that Mk(p(Mω ∩ S′)) is isomorphic to
(3.38) (p⊗ 1k)
(( ω∏Mn ⊗Mk) ∩ (S ⊗ 1k)′),
so it suffices to take k = 1 and positive contractions a, b ∈ p(Mω ∩ S′) with
dτ (a) < dτ (b) for all τ ∈ T (p(Mω ∩ S′)) and show a  b in Mω ∩ S′.
Let ε > 0. With gε as defined in (1.1), we have
(3.39) dτ ((a− ε)+) ≤ τ(gε(a)) ≤ dτ (a) < dτ (b), τ ∈ T (p(Mω ∩ S′)).
As the map τ 7→ τ(gε(a)) is continuous and τ 7→ dτ (b) is the increasing (as
δ → 0) pointwise supremum of continuous functions τ 7→ τ(gδ(b)), there is
δ > 0 such that
(3.40) τ(gε(a)) < τ(gδ(b)), τ ∈ T (p(Mω ∩ S′)).
We shall now use Lemma 3.18 to show that there exists y ∈ p(Mω ∩ S′)
such that
(3.41) gδ/2(b)y = y and y
∗y = (a− 2ε)+.
We encode the condition y ∈ S′ as in Remark 3.19, and the condition that
py = yp = y as (‖py − y‖ω2 )2 = (‖yp − y‖ω2 )2 = 0, so that Lemma 3.18
shows that it is sufficient to find, for each λ ∈ Kω, a contraction yλ ∈ Nλ :=
piλ(p)
(
piλ(Mω) ∩ piλ(S)′
)
such that
(3.42) piλ(gδ/2(b))yλ = yλ and y
∗
λyλ = piλ((a− 2ε)+).
Fix λ ∈ Kω so that piλ(a), piλ(b) ∈ Nλ. There are two cases to consider.
Firstly, when piλ(p) = 0, then piλ(a) = piλ(b) = 0 and we can take yλ = 0
also. Secondly, when piλ(p) 6= 0, (3.39) and (3.40) give
(3.43) dτ (piλ((a− ε)+)) < dτ (piλ(gδ(b))) τ ∈ T (Nλ),
as piλ(p) 6= 0. Since piλ(Mω) is a finite von Neumann algebra ([65, Theorem
11]), so too is Nλ, which therefore has strict comparison (this is easily seen
using the Borel functional calculus and comparison of projections in finite
von Neumann algebras), so that piλ((a − ε)+)  piλ(gδ(b)) in Nλ. Then by
[73, Proposition 2.4] there exists rλ ∈ Nλ and ηλ > 0 such that
(3.44) piλ((a− 2ε)+) = r∗λ(piλ(gδ(b))− ηλ)+rλ.
Set yλ = ((piλ(gδ(b))− ηλ)+)1/2rλ, so that
(3.45) piλ(gδ/2(b))yλ = yλ and y
∗
λyλ = piλ((a− 2ε)+),
as required (since yλ is automatically contractive from (3.44)). 
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3.4. Traces on a relative commutant.
In this section, we describe a generating collection of traces on the rela-
tive commutant of a separable nuclear C∗-subalgebra in an ultraproduct of
McDuff W∗-bundles. These results are bundle versions of the fact that the
central sequence algebra Rω∩R′ is a II1 factor (and hence has unique trace);
see [81, Theorem XIV.4.18]. Recall that a trace is normal if it is continu-
ous with respect to strong operator topology on bounded sets of M (this is
independent of the choice of faithful representation). We use T (M) for the
collection of all traces on the finite von Neumann algebra M (not just the
normal traces). Since every trace on M is of the form φ ◦E where E is the
centre-valued trace on M (which is normal) and φ is a state on the centre
of M, normal traces are dense in the set of all traces; see [45, Proposition
8.3.10].
Lemma 3.21. Let M be a finite von Neumann algebra with faithful normal
trace τM, used to define ‖ · ‖2 on M. Let A be a separable, unital, nuclear
C∗-algebra and φ : A→M a unital ∗-homomorphism. Set N :=M∩φ(A)′.
Define T0 to be the set of all traces on N of the form τ(φ(a)·) where τ ∈
T (M) is a normal trace and a ∈ A+ has τ(φ(a)) = 1. Suppose that z ∈ N
is a contraction for which ρ(z) = 0 for all ρ ∈ T0. Then for any finite subset
F of A and ε > 0, there exist elements x1, . . . , x10, y1, . . . , y10 ∈M of norm
at most 12, such that
(3.46) z =
10∑
i=1
[xi, yi]
and ‖[xi, φ(a)]‖2, ‖[yi, φ(a)]‖2 < ε for all a ∈ F .
If additionally (M, τM) arises as an ultraproduct of tracial von Neumann
algebras, then the weak∗-closed convex hull of T0 is T (N ).
Proof. Define S0 to be the set of all traces on N of the form τ(b·) where
τ ∈ T (M) and 0 ≤ b ∈ M ∩ φ(A)′′, such that τ(b) = 1. Let us first show
that S0 is the closure of T0. First given a normal trace τ ∈ T (M) and
b ∈ M ∩ φ(A)′′ with τ(b) = 1, take a bounded sequence (an)∞n=1 in φ(A)
with an → b in strong-operator topology by Kaplansky’s density theorem.
Then τ(an) → τ(b) = 1, so renormalizing, we can assume that τ(an) = 1
for all n. Further, for each x ∈ M, anx → bx in strong operator topology
so that τ(anx) → τ(bx). Thus τ(b·) lies in the weak∗-closure of T0. As the
normal traces onM are weak∗-dense in the collection of all traces onM, T0
is weak∗-dense in S0. Therefore, our hypothesis on z ensures that ρ(z) = 0
for all ρ ∈ S0.
Since A is nuclear, M∩ φ(A)′′ is hyperfinite (by Connes’ theorem [20])
and so we may find a finite dimensional subalgebra B of M∩ φ(A)′′ such
that for all a ∈ F there exists b ∈ B such that ‖φ(a) − b‖2 < ε/10. We
shall arrange that xi, yi ∈ M ∩ B′; it will then follow from the estimates
‖xi‖, ‖yi‖ ≤ 12, that ‖[xi, φ(a)]‖2, ‖[yi, φ(a)]‖2 < ε for a ∈ F .
Let B =
⊕l
k=1Mrk , and let pk be a minimal projection in Mrk , so that
M ∩ B′ is isomorphic to p1Mp1 ⊕ · · · ⊕ plMpl via an isomorphism ψ :
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p1Mp1 ⊕ · · · ⊕ plMpl →M∩B′ of the form
(3.47) ψ(x1, . . . , xl) =
l∑
k=1
rk∑
i=1
e
(k)
i1 xle
(k)
1i
where (e
(k)
ij )
rk
i,j=1 is a set of matrix units for Mrk with e
(k)
11 = pk. We have
that z ∈ M∩B′, and by hypothesis, τ(pjz) = 0 for every τ ∈ T (M), since
τ(pj ·) is a scalar multiple of a trace in S0. By [35, Theorem 3.2], there exist
x1,j , . . . , x10,j , y1,j , . . . , y10,j ∈ pjMpj of norm at most 12, such that
(3.48) pjz =
10∑
i=1
[xi,j , yi,j ].
Set xi = ψ(xi,1⊕· · ·⊕xi,l) and yi = ψ(yi,1⊕· · ·⊕yi,l) so that xi, yi ∈M∩B′
satisfy (3.46), as required.
Now consider the case when (M, τM) is an ultraproduct of tracial von
Neumann algebras. This means that we have a sequence (Mn)∞n=1 of fi-
nite von Neumann algebras with a distinguished faithful trace τn ∈ T (Mn)
for each n, and M = Mω := ∏ωMn is the tracial ultrapower, with
the distinguished faithful trace τM arising from the sequence (τn)∞n=1. In
this case Kirchberg’s ε-test enables us to take xi, yi ∈ N . Indeed, lift z
to a sequence (zn)
∞
n=1 in
∏∞
n=1Mn, φ to a sequence of c.p.c. maps φn :
A → Mn (by the Choi-Effros lifting theorem [17]) and take a dense se-
quence (ak)
∞
k=1 in A. For each n ∈ N, let Xn denote the set of tuples
(x¯n, y¯n) = (x1,n, . . . , x10,n, y1,n, . . . , y10,n) of elements ofMn of norm at most
12, and define functions f
(k)
n : Xn → [0,∞) for k ≥ 0 by
f (0)n (x¯n, y¯n) = ‖
10∑
i=1
[xi,n, yi,n]− zn‖2,τn
(3.49)
f (k)n (x¯n, y¯n) = max
i=1,...,10
(‖[xi,n, φn(ak)]‖2,τn , ‖[yi,n, φn(ak)]‖2,τn), k ≥ 1.
The first part of the lemma ensures that for any ε > 0 and m ∈ N, we can
find a sequence (x¯n, y¯n)
∞
n=1 in
∏∞
n=1Xn so that limn→ω f
(k)
n (x¯n, y¯n) ≤ ε for
k ≤ m. Thus the ε-test (Lemma 1.10) provides a sequence (x¯n, y¯n)∞n=1 in∏∞
n=1Xn with limn→ω f
(k)
n (x¯n, y¯n) = 0 for all k = 0, 1, . . . . The elements
x1, . . . , x10, y1, . . . , y10 inMω represented by this sequence lie in N and have
(3.46). Therefore, ρ(z) = 0 for every ρ ∈ T (N ). Thus by the Hahn-Banach
theorem, the weak∗-closed convex hull of T0 is T (N ). 
Proposition 3.22. Let (Mn)∞n=1 be a sequence of strictly separable, McDuff
W∗-bundles over compact spaces Kn. Write Mω :=
∏ωMn and Kω :=∑
ωKn. Let A be a separable, unital, nuclear C
∗-algebra and φ : A →Mω
a ∗-homomorphism. Set C := Mω ∩ φ(A)′ ∩ {1Mω − φ(1A)}⊥. Define T0
to be the set of all traces on C of the form τ(φ(a)·) where τ ∈ T (Mω) and
a ∈ A+ with τ(φ(a)) = 1. If z ∈ C satisfies ρ(z) = 0 for all ρ ∈ T0 then
there exist elements x1, . . . , x10, y1, . . . , y10 ∈ C of norm at most 12, such
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that
(3.50) z =
10∑
i=1
[xi, yi].
In particular, T (C) is the closed convex hull of T0.
Proof. This is a direct consequence of Lemma 3.18 and Lemma 3.21. The
condition (3.50) can be written as Eω((z−∑10i=1[xi, yi])∗(z−∑10i=1[xi, yi])) =
0, so is of the form required by of Lemma 3.18. As noted in Remark 3.19,
we can also encode the condition xi, yi ∈ Mω ∩ φ(A)′ in the required form,
and similarly for the condition xi, yi ∈ {1Mω −φ(1A)}⊥. Lemma 3.21 shows
that we can find the required elements approximately satisfying the required
conditions in the images piλ(Mω)∩{1piλ(Mω)−piλ(φ(1A))}⊥ for each λ ∈ Kω,
and hence Lemma 3.18 provides suitable x1, . . . , x10 and y1, . . . , y10 in C. 
3.5. Unitary equivalence of maps into ultraproducts.
Though we do not need it in the sequel, we end with another application of
the local-to-global structure mechanism which fits the theme of the paper,
showing that maps from separable nuclear C∗-algebras into ultraproducts of
McDuff bundles are classified by traces. This is an extension of a well known
consequence of the equivalence of hyperfiniteness and injectivity, that two
normal ∗-homomorphisms φ, ψ : M → N from a finite injective von Neu-
mann algebra into a finite von Neumann algebra are approximately unitarily
equivalent if and only if τN ◦ φ = τN ◦ ψ for all normal traces τN on N (see
[43], for the case when N is a factor, which also shows that this uniqueness
condition characterizes injectivity of M). Thus, when A is separable and
nuclear, two ∗-homomorphisms φ, ψ : A → N with τN ◦ φ = τN ◦ ψ will
be approximately unitarily equivalent, as these homomorphisms will extend
to normal ∗-representations on the finite part of the bidual A∗∗ which also
agree on the trace (see the discussion before Lemma 2.5 of [10]).
Proposition 3.23. Let (Mn)∞n=1 be a sequence of strictly separable, McDuff
W∗-bundles over compact spaces Kn. Write Mω :=
∏ωMn and Kω :=∑
ωKn. Let A be a separable, nuclear C
∗-algebra, and suppose that φ, ψ :
A→Mω are ∗-homomorphisms such that
(3.51) τ ◦ φ = τ ◦ ψ, τ a ‖ · ‖ω2,u-continuous trace on Mω.
Then φ and ψ are unitarily equivalent in Mω.
Proof. This is a consequence of Lemma 3.18. Fixing a dense sequence (xi)
∞
i=1
in A, we encode a unitary u satisfying ψ(x) = uφ(x)u∗ for all x ∈ A by the
conditions ‖u∗u−1‖ω2,u = 0, ‖uu∗−1‖ω2,u = 0, and ‖ψ(xi)−uφ(xi)u∗‖ω2,u = 0
for all i. To verify the hypothesis of Lemma 3.18, it suffices to show that
for any n ∈ N, ε > 0, and λ ∈ Kω, there exists a unitary uλ ∈ piλ(Mω) such
that
‖piλ(ψ(xi))− u∗λpiλ(φ(xi))uλ‖2,τpiλ(Mω) < ε, i = 1, . . . , n.(3.52)
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Such a unitary does exist by the uniqueness result discussed in the paragraph
preceding the lemma, since piλ ◦φ agrees with piλ ◦ψ on all normal traces on
piλ(Mω). 
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4. Property (SI) and its consequences
In this section we develop key structural properties for relative commutant
sequence algebras, establishing the following theorem.
Theorem 4.1. Let (Bn)
∞
n=1 be a sequence of simple, separable, unital, finite,
Z-stable C∗-algebras with QT (Bn) = T (Bn) for all n. Set Bω :=
∏
ω Bn, and
let JBω be the trace-kernel ideal as defined in (1.12). Let A be a separable,
unital, nuclear C∗-algebra and let pi : A → Bω be a c.p.c. order zero map
such that pi(a) is full for each nonzero a ∈ A and the induced map p¯i : A→
Bω/JBω is a
∗-homomorphism. Set
(4.1) C := Bω ∩ pi(A)′ ∩ {1Bω − pi(1A)}⊥, C¯ := C/(C ∩ JBω).
Then:
(i) Every trace on C comes from a trace on C¯, and in particular, T (C)
is a Choquet simplex.
(ii) If ∂eT (Bn) is compact for each n ∈ N, then C has strict comparison
of positive elements with respect to traces (as in Definition 1.5).
(iii) If ∂eT (Bn) is compact for each n ∈ N, then the set of traces on C
of the form τ(pi(a)·) for τ ∈ T (Bω) and a ∈ A+ with τ(pi(a)) = 1,
has weak∗-closed convex hull T (C).
In the situation of Theorem 4.1, the algebra C¯ will be a W∗-bundle relative
commutant sequence algebra as studied in Section 3.3. Thus our strategy for
proving the theorem follows the approach of [60, Proposition 3.3(i)] and [61,
Theorem 4.8] in that we aim to lift the structural properties of C¯ developed
in Section 3 back to C. The key tool required to do this is establishing (in
Lemma 4.4) that the c.p.c. order zero map pi has property (SI), in the sense
of Definition 4.2; this is the subject of Section 4.1. We then give the proof
of Theorem 4.1 in Section 4.2.
The form of the algebra C is critical: sticking to elements upon which
pi(1A) acts as a unit is needed for property (SI) to hold (see Remark 4.5(ii)),
yet an algebra C of the form in (4.1) can be used to establish unitary equiv-
alence of order zero maps through the 2× 2 matrix trick of Section 2.
Note too that the collections of traces appearing in (iii) have been used
as a critical set of traces in previous work on central sequence algebras; in
particular the analogous set of traces of the form τ(a·) on `∞(A)/c0(A)∩A′
play a crucial role in [95, 97] (see [97, Proposition 5.2] for example, as well as
[72, Section 5]). At least in the Z-stable compact extreme tracial boundary
case, part (iii) shows why these are the right traces to consider.
4.1. Property (SI).
Here we show that the order zero maps appearing in Theorem 4.1 have
property (SI), in the following sense.
Definition 4.2 (cf. [58, Definition 4.1] and [60, Lemma 3.2]). Let (Bn)
∞
n=1
be a sequence of simple, separable, unital, finite, C∗-algebras withQT (Bn) =
T (Bn) 6= ∅ for all n. Set Bω :=
∏
ω Bn, and define JBω as in (1.12). Let
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A be a separable, unital C∗-algebra, let pi : A → Bω be a c.p.c. order zero
map, and define
(4.2) C := Bω ∩ pi(A)′ ∩ {1Bω − pi(1A)}⊥, C¯ := C/(C ∩ JBω).
The map pi has property (SI) if the following condition holds. For all e, f ∈
C+ such that e ∈ JBω , ‖f‖ = 1 and f has the property that, for every
nonzero a ∈ A+, there exists γa > 0 such that
(4.3) τ(pi(a)fn) > γa, τ ∈ Tω(Bω), n ∈ N,
there exists s ∈ C such that
(4.4) s∗s = e and fs = s.
Remark 4.3. If, in addition to the conditions above, A is simple, then, as
we show below, for f ∈ C+, the condition (4.3) is the same as asking that
there exists γ > 0 such that τ(fn) > γ for all τ ∈ Tω(Bω) and n ∈ N (this is
the largeness condition that appears in prior property (SI) theorems in the
literature). In particular:
(i) When A is simple, Bn = B for all n, and pi is a unital
∗-homo-
morphism, then pi has property (SI) in the sense of Definition 4.2 if
and only if B has property (SI) relative to pi(A) in the sense of [60,
Lemma 3.2].
(ii) When A is simple, Bn = A for all n, and pi : A→ Aω is the canonical
inclusion, then pi has property (SI) in the sense of Definition 4.2 if
and only if A has property (SI) in the sense of [58, Definition 4.1].
To see this, first note that if (4.3) holds, then as f C pi(1A), τ(fn) > γ1A
for all τ ∈ Tω(Bω) and all n ∈ N. Conversely, when A is simple and τ(fn) >
γ for all τ ∈ Tω(Bω) and all n ∈ N, take a nonzero a ∈ A+. Since A is simple,
there exists y1, . . . , ym ∈ A such that
∑
yjay
∗
j = 1A. Let pˆi : A→ Bω ∩ {f}′
be a supporting c.p.c. order zero map for pi as given by Lemma 1.14. Then
for τ ∈ T (Bω), since f C pi(1A),
τ(fn) = τ(pi(1A)f
n)
=
m∑
j=1
τ(pi(yjay
∗
j )f
n)
(1.19), f∈pˆi(A)′
=
m∑
j=1
τ(pˆi(y∗j )pˆi(yj)pi(a)f
n)
=
m∑
j=1
τ(fn/2pi(a)1/2pˆi(y∗j )pˆi(yj)pi(a)
1/2fn/2)
≤
m∑
j=1
‖pˆi(yj)‖2τ(pi(a)fn)(4.5)
so that (4.3) holds with γa = γ/(
∑m
j=1 ‖pˆi(yj)‖2) > 0.
We now state our property (SI) result. While we state it for all c.p.c.
order maps pi note that in order for property (SI) to be non-vacuous, it is
necessary that pi(a) is full in Bω for each nonzero a ∈ A+.
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Lemma 4.4. Let (Bn)
∞
n=1 be a sequence of simple, separable, unital, finite,
Z-stable C∗-algebras with QT (Bn) = T (Bn) for all n. Set Bω :=
∏
ω Bn,
and define JBω as in (1.12). Let A be a separable, unital, nuclear C
∗-algebra.
Then every c.p.c. order zero map pi : A→ Bω has property (SI).
Remark 4.5. (i) Let θ : A → B(H) be the faithful representation of A
obtained by taking the direct sum of one representation from each unitary
equivalence class of irreducible representations of A. If θ(A) contains no
compact operators then the proof of Lemma 4.4 will work if, instead of
assuming that each Bn is Z-stable, we only ask that each Bn is stably finite
and has strict comparison of positive elements. This as because the only
essential use of Z-stability of Bn in our proof of Lemma 4.4 (beyond strict
comparison) is to provide space for an augmented map p˜i : A ⊗ Z → Bω,
as certainly no irreducible representation of A ⊗ Z can contain a compact
operator. When θ(A) contains no compact operators this augmented map
is not necessary. In this way when pi is a unital ∗-homomorphism and A
is simple and infinite dimensional, we regain precisely the property (SI)
statement of [60, Lemma 3.2] (by Remark 4.3 (i)).
(ii) The choice of definition of C is crucial. If, in place of C, one used
the hereditary subalgebra of Bω ∩ pi(A)′ generated by pi(1A) (or even, all
of Bω ∩ pi(A)′), the conclusion of Lemma 4.4 no longer holds. To see this,
suppose that A = C and B = Z. Let h ∈ Z+ be a contraction of full
spectrum with dτ (h) = 1 so that pin : A → B given by pin(1A) = h1/n
induces a c.p.c. order zero map pi : A→ Bω. In this way, p¯i : A→ Bω/JBω is
a unital ∗-homomorphism and pi(1A) is not a projection. Then there exists
g ∈ Cc((0, 1))+ such that g(pi(1A)) 6= 0. Choose a function k ∈ C0((0, 1])+
which is orthogonal to g and for which k(1) = 1. Set
(4.6) e := g(pi(1A)), f := k(pi(1A)) ∈ Bω ∩ pi(A)′ ∩ her(pi(1A)).
Since p¯i(1A) = 1Bω/JBω , we see that e ∈ JBω whereas τω(fn) = k(1)n = 1
for all n ∈ N and the unique trace τω on Bω = Zω. However,
(4.7) (Bω ∩ pi(A)′)f(Bω ∩ pi(A)′) = f1/2(Bω ∩ pi(A)′)f1/2 ⊆ {e}⊥,
so that e is not even in the ideal of Bω ∩ pi(A)′ generated by f , and in
particular, s satisfying (4.4) cannot exist.
We now commence the proof of Lemma 4.4. Previous (SI) results have
been set up in the case when pi is a unital ∗-homomorphism and A is simple.
To reach beyond the simple case, we generalize the 1-step elementary maps
used in the treatment of property (SI) in [51]. The first step is to simul-
taneously excise multiple pure states in an almost-orthogonal way. We do
this with the following result, which uses the quasicentral approximate unit
argument from [51, Theorem 3.3].
Lemma 4.6. Let A be a C∗-algebra and suppose that c(1), . . . , c(n) are pair-
wise orthogonal positive contractions in the centre of A∗∗. Then there exist
nets (e
(i)
j )j of positive contractions in A (indexed by the same directed set)
such that
(i) limj ‖[e(i)j , x]‖ = 0 for all x ∈ A, i = 1, . . . , n;
(ii) limj ‖e(i1)j e(i2)j ‖ = 0 for i1 6= i2; and
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(iii) e
(i)
j → c(i) in strong∗-topology.
Proof. It suffices to prove that: given ε > 0, a finite subset F of A, and
a strong∗-neighbourhood U of 0 in A∗∗, there exist positive contractions
e(1), . . . , e(n) ∈ A such that
(i) ‖[e(i), x]‖ < ε for all x ∈ F , i = 1, . . . , n;
(ii) ‖e(i1)e(i2)‖ < ε for i1 6= i2; and
(iii) e(i) − c(i) ∈ U for i = 1, . . . , n.
Let V be the net of strong∗-neighbourhoods of 0 in A∗∗ directed by reverse
inclusion. As in [41, Lemma 1.1], define
(4.8) D := {(xV )V ∈V ∈ `∞(V, A∗∗) | strong∗- lim
V
xV exists},
and J := {(xV )V ∈V ∈ D | strong∗- limV xV = 0} which is a closed 2-sided
ideal in D as multiplication is jointly strong∗-continuous on bounded sets.
Let D0 be the subalgebra of those (xV )V ∈ D such that each xV ∈ A.
By the Kaplansky density theorem there exist positive contractions of
the form f (i) = (e
(i)
V )V ∈V ∈ D0 (so that each e(i)V is a contraction) such that
e
(i)
V − c(i) ∈ V for each V ∈ V. Thus, c(i) is the strong∗-limit of (e(i)V ), i.e.,
f (i) − c(i) ∈ J , where we are identifying c(i) with its canonical image in D.
Since c(i) is central in D, for x ∈ F ,
(4.9) [f (i), x] ≡ [c(i), x] ≡ 0, mod J,
i.e., [f (i), x] ∈ J∩D0. Likewise, since c(1), . . . , c(n) are orthogonal, f (i1)f (i2) ∈
J ∩D0 for i1 6= i2.
Using a quasicentral approximate unit for the ideal J ∩D0 of D0, there
exists a positive contraction h = (hV )V ∈ J ∩D0 such that
(4.10) hy ≈ε/2 y
for all y = [f (i), x] where x ∈ F and i = 1, . . . , n, and for all y = f (i1)f (i2)
where i1 6= i2, and
(4.11) ‖[h, z]‖ < ε/4
for z ∈ F∪{f (1), . . . , f (n)}. Since h ∈ J , (1A∼−h)f (i)(1A∼−h)−c(i) ∈ J . By
definition of J , this means that, eventually, (1A∼−hV )e(i)V (1A∼−hV )−c(i) ∈
U .
Fixing such V , we set e(i) := (1A∼ − hV )e(i)V (1A∼ − hV ) ∈ A1+. Then, for
x ∈ F ,
[e(i), x] = (1A∼ − hV )e(i)V (1A∼ − hV )x− x(1− hV )e(i)V (1A∼ − hV )
(4.11)≈ε/2 (1A∼ − hV )[e(i)V , x](1A∼ − hV )
(4.10)≈ε/2 0.(4.12)
Likewise, for i1 6= i2,
e(i1)e(i2) = (1A∼ − hV )e(i1)V (1A∼ − hV )2e(i2)V (1A∼ − hV )
(4.11)≈ε/2 (1A∼ − hV )2e(i1)V e(i2)V (1A∼ − hV )2
(4.10)≈ε/2 0. (4.13)
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We now strengthen the Akemann-Anderson-Pedersen excision theorem
([1, Proposition 2.2]) to simultaneously excise multiple pure states by almost-
orthogonal elements.21
Lemma 4.7. Let A be a C∗-algebra and let λ1, . . . , λn be pure states whose
associated irreducible representations are pairwise inequivalent. Then given
a finite subset F of A and ε > 0 there exist positive contractions a1, . . . , an ∈
A such that
(i) λi(ai) = 1, i = 1, . . . , n;
(ii) aixai ≈ε λi(x)a2i , i = 1, . . . , n, x ∈ F ;
(iii) aixaj ≈ε 0, i 6= j, x ∈ F .
Proof. Assume, without loss of generality, that F consists of contractions.
Let pi1, . . . , pin be the irreducible representations corresponding to λ1, . . . , λn.
These extend to normal representations p¯i1, . . . , p¯in of A
∗∗ whose kernels take
the form piA
∗∗ for central projections pi ∈ A∗∗ satisfying (1A∗∗ − pi)(1A∗∗ −
pj) = 0 for i 6= j (see [14, Proposition 1.4.3], for example). Write ci :=
1A∗∗ − pi.
Fix η > 0 so that 2(η+ (2η)1/2) < ε. By Lemma 4.6, we can find positive
contractions e1, . . . , en in A with
‖eiej‖ < η, i 6= j,(4.14)
‖[ei, x]‖ < η, x ∈ F ,(4.15)
and λi(ei) > 1− η (as λi(ci) = 1).
For each i, the Akemann-Anderson-Pedersen excision theorem ([1, Propo-
sition 2.2]) gives a positive contraction ai ∈ A such that λi(ai) = 1 and
(4.16) aixai ≈η λi(x)a2i , x ∈ F ∪ {ei},
giving (i) and (ii). Since λi(ei) ≈η 1, (4.16) gives
(4.17) ‖ai(1A∼ − ei)‖2 ≤ ‖ai(1A∼ − ei)1/2‖2 = ‖ai(1A∼ − ei)ai‖ < 2η
and so
(4.18) ai ≈(2η)1/2 aiei.
We compute, for x ∈ F ,
aixaj
(4.18)≈2(2η)1/2 aieixejaj
(4.15)≈η aixeiejaj
(4.14)≈η 0.(4.19)
The choice of η ensures that (iii) holds. 
21Note that this does not give excisors for states given as a convex combination of
pure states; indeed [1, Proposition 2.3] shows that a state can only be excised if it is a
limit of pure states. To see what happens if we try to use this lemma to excise a convex
combination, consider φ = 1
2
(λ1 + λ2) where λ1, λ2 are pure states on A. With ai as in
the lemma (where F includes 1A), suppose that some combination a = µ1a1 + µ2a2 with
0 ≤ µ1, µ2 ≤ 1 approximately excises φ, in that axa ≈ φ(x)a2 and φ(a) ≈ 1 for x ∈ F
(and suitable tolerances which we do not keep track of here). A routine, but somewhat
messy, computation then shows that λ1 and λ2 approximately agree on F , i.e., λ1 and λ2
are weak∗-close (relative to F).
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To prove property (SI) in [59, Lemma 3.1], Matui and YS approximate
the identity map on a simple, infinite dimensional, nuclear C∗-algebra by so-
called one-step elementary maps (see [51, Section 5]) arising from a single
pure state. The next lemma provides an extension of this result to non-
simple, nuclear C∗-algebras at the price of allowing multiple inequivalent
pure states to appear. We require a technical hypothesis on the irreducible
representations of A.
Lemma 4.8. Let A be a separable, unital, nuclear C∗-algebra such that
θ(A) contains no compact operators, where θ is the faithful representation
obtained as the direct sum of one irreducible representation from each unitary
equivalence class of irreducible representations of A. Let F be a finite subset
of A and ε > 0. Then there exist L,N ∈ N, pairwise inequivalent pure states
λ1, . . . , λL on A and elements ci, di,l ∈ A for i = 1, . . . , N, l = 1, . . . , L such
that
(4.20) x ≈ε
L∑
l=1
N∑
i,j=1
λl(d
∗
i,lxdj,l)c
∗
i cj
for x ∈ F .
Proof. By hypothesis, θ is a faithful representation of A containing no com-
pacts. We identify A with θ(A) and let the underlying Hilbert space for θ be
denoted H. Then H and θ split as the direct sum ⊕γ∈ΓHγ and ⊕γ∈Γ θγ re-
spectively, where Γ indexes equivalence classes of irreducible representations
of A, and we fix one representative θγ from each class.
By the completely positive approximation property, there exists n ∈ N,
and completely positive maps φ : A → Mn, ρ : Mn → A such that
ρ(φ(x)) ≈ε/2 x for x ∈ F . As in the proof of [51, Lemma 5.9], we can
decompose ρ as the composition Mn → Mn ⊗ Mn → A so that ρ(y) =
C∗(y ⊗ 1n)C for some column matrix C in Mn2,1(A).22 Set N := n2,
let C = (c1, . . . , cN )
T, and let φ˜ : A → Mn ⊗ Mn ∼= MN be given by
φ˜(x) := φ(x)⊗ 1n. In this way,
(4.21)
N∑
i,j=1
φ˜(x)i,jc
∗
i cj ≈ε/2 x, x ∈ F .
Set η := ε
2N2
(maxi,j ‖c∗i cj‖)−1. Using the hypothesis that θ(A) has zero
intersection with the compact operators, [15, Theorem 2.5] tells us that there
exists an operator V : CN → H with ‖φ˜(x) − V ∗xV ‖ < η for x ∈ F . Let
e1, . . . , eN be the usual basis for CN so that |φ˜(x)i,j − 〈xV ei, V ej〉| < η for
all i, j = 1, . . . , N . We can approximate each V ei by a finite direct sum
⊕Ll=1ξi,l in ⊕Ll=1Hγl ⊂ H for some γ1, . . . , γL ∈ Γ, so that
(4.22) φ˜(x)i,j ≈η
L∑
l=1
〈θγl(x)ξi,l, ξj,l〉, x ∈ F , i, j = 1, . . . , N.
Then, for each l, choose a pure state λl inducing θγl , and let ξ0,l ∈ Hγl be
a GNS-vector corresponding to this pure state. By Kadison’s transitivity
22This is not related to the algebra C in Definition 4.2; we are using this notation for
comparison with the proof of [51, Lemma 5.9].
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theorem ([44]), we can find di,l ∈ A such that θγl(di,l)ξ0,l = ξi,l. In this way
〈θγl(x)ξi,l, ξj,l〉 = λl(d∗j,lxdi,l). Combining this with (4.21) and (4.22) gives
(4.20). 
We need another technical ingredient to handle the nonsimple version of
property (SI). Recall that a C b means that b acts as a unit on a.
Lemma 4.9. Let (Bn)
∞
n=1 be a sequence of simple, separable, unital, stably
finite C∗-algebras with strict comparison of positive elements, set Bω :=∏
ω Bn and define JBω as in (1.12). Let A be a separable, unital C
∗-algebra
and let pi : A → Bω be a c.p.c. order zero map. Let a ∈ A+ have norm
at least 1. Then there exists a countable set S ⊂ A+ \ {0} such that the
following holds. If e, t, h ∈ (Bω ∩pi(A)′∩{1Bω −pi(1A)}⊥)+ are contractions
such that
(4.23) e ∈ JBω and h C t,
and if for all b ∈ S, there exists γb > 0 such that
(4.24) τ(pi(b)h) > γb, τ ∈ Tω(Bω),
then there exists a contraction r ∈ Bω such that
(4.25) pi(a)r = tr = r and r∗r = e.
Proof. Since ‖a‖ ≥ 1, we may use functional calculus to produce a countable
set S ⊂ C∗(a)+ \ {0} such that, for every ε > 0, there exists a0 ∈ S and
a1 ∈ C∗(a)+ such that a0 C a1 and a1 ≈ε a. This is our set S; let us now
suppose that (4.24) holds for all b ∈ S.
For ε > 0, we will produce a contraction r ∈ Bω satisfying r∗r ≈ε e,
r ≈ε pi(a)r and tr = r. An easy application of Kirchberg’s ε-test (Lemma
1.10) then yields r satisfying (4.25) exactly.
Let a0 ∈ S, a1 ∈ C∗(a)+ be such that a0 C a1 and a1 ≈ε a. By hypothesis,
dτ (e) = 0 and τ(h
1/2pi(a0)h
1/2) ≥ γa0 for all τ ∈ Tω(Bω), and hence also for
τ ∈ Tω(Bω) (the weak∗-closure), whence
(4.26) dτ (e) < γa0 ≤ τ(h1/2pi(a0)h1/2) ≤ dτ (h1/2pi(a0)h1/2), τ ∈ Tω(Bω).
By Lemma 1.23, Bω has strict comparison by limit traces, whence e 
h1/2pi(a0)h
1/2 in Bω. By [73, Proposition 2.4], there exists r ∈ Bω and δ > 0
such that r∗r = (e−ε)+ (so that r is contractive) and gδ(h1/2pi(a0)h1/2)r = r.
As h C t, it follows that r = tr.
By Lemma 1.14, we may fix a supporting c.p.c. order zero map pˆi : A →
Bω ∩ {h, t}′ for pi. We have gδ(h1/2pi(a0)h1/2) C pˆi(a1) as a0 C a1 and hence
also pi(a0) C pˆi(a1). In this way pˆi(a1)r = r, and so
(4.27)
r = pˆi(a1)r = pˆi(a1)tr ≈ε pˆi(a)tr tCpi(1A)= pˆi(a)pi(1A)tr (1.19)= pi(a)tr = pi(a)r.
We have r∗r ≈ε e, r ≈ε pi(a)r and tr = r, as required. 
A calculation needed in the proof of property (SI) is extracted in the
following lemma, for subsequent reuse in Section 9.
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Lemma 4.10. Let A and B be unital C∗-algebras and pi : A→ B be a c.p.c.
order zero map. Suppose that s ∈ B satisfies
(4.28) s∗pi(a)s = pi(a)s∗s, a ∈ A
and s∗s C pi(1A). Then s ∈ B ∩ pi(A)′ ∩ {1B − pi(1A)}⊥.
Proof. Note that s∗s ≥ s∗pi(1A)s = pi(1A)s∗s = s∗s, so that by the C∗-
identity,
(4.29) ‖pi(1A)1/2s− s‖2 = ‖s∗s− s∗pi(1A)s‖ = 0,
which implies that s = pi(1A)
1/2s = pi(1A)s. Then, for a = a
∗ ∈ A, we have
s∗pi(a)2s
(1.3)
= s∗pi(a2)pi(1A)s
pi(1A)s=s
= s∗pi(a2)s
(4.28)
= pi(a2)s∗s
s∗sCpi(1A)
= pi(a2)pi(1A)s
∗s
(1.3)
= pi(a)2s∗s.(4.30)
Then, for a = a∗ ∈ A, in the expansion of [s, pi(a)]∗[s, pi(a)], all the terms
cancel and so by the C∗-identity, [s, pi(a)] = 0. Thus also spi(1A) = s and so
s ∈ B ∩ pi(A)′ ∩ {1B − pi(1A)}⊥. 
Proof of Lemma 4.4. Let A and Bn be as in Lemma 4.4 and let pi : A→ Bω
be a c.p.c. order map. Recall that
(4.31) C := Bω ∩ pi(A)′ ∩ {1Bω − pi(1A)}⊥, C¯ := C/(C ∩ JBω).
Let e, f ∈ C+ satisfy the conditions in the definition of property (SI) so that
e ∈ JBω and ‖f‖ = 1 has the property that for every nonzero a ∈ A+, there
exists γa > 0 such that
(4.32) τ(pi(a)fn) > γa, τ ∈ Tω(Bω), n ∈ N.
We will show that there exists s ∈ Bω that satisfies
(4.33) s∗pi(a)s = pi(a)e, for all a ∈ A and fs = s.
It will then follow that pi(1A)s = pi(1A)fs = s. Then, taking a := 1A gives
s∗s = pi(1A)e = e C pi(1A). By Lemma 4.10, s ∈ Bω ∩ pi(A)′ ∩ {1Bω −
pi(1A)}⊥ = C.
Fix a finite set F of contractions in A and ε > 0; we will produce a
contraction s ∈ Bω that satisfies
(4.34) s∗pi(x)s ≈3ε pi(x)e for all x ∈ F and fs = s.
Once this is done, a routine application of Kirchberg’s ε-test (Lemma 1.10),
will give a contraction s ∈ Bω satisfying (4.33).
Since each Bn is Z-stable, using Lemma 1.22(ii) we can find a unital ∗-
homomorphism α : Z → Bω ∩ pi(A)′ ∩ {e, f}′. Thus we can define a c.p.c.
order zero map p˜i : A ⊗ Z → Bω satisfying pi(a) = p˜i(a ⊗ 1Z) for a ∈ A by
p˜i(a⊗ z) = pi(a)α(z). This is c.p.c. order zero by [99, Corollary 4.3] as it is
the tensor product of pi and α. Note that e, f ∈ Bω ∩ p˜i(A ⊗ Z)′ ∩ {1Bω −
p˜i(1A⊗Z)}⊥.
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We claim that for every nonzero b ∈ (A ⊗ Z)+, there exists γ˜b > 0 such
that
(4.35) τ(p˜i(b)fn) > γ˜b, τ ∈ Tω(Bω), n ∈ N.
When b = a⊗z for some nonzero a ∈ A+ and z ∈ Z+, (4.35) is a consequence
of (4.32) as we can find y1, . . . , ym ∈ Z with
∑m
i=1 yizy
∗
i = 1Z . Write
K = ‖∑mi=1 yiy∗i ‖ > 0, and compute
Kτ(pi(a)α(z)fn) ≥ τ
(
pi(a)fnα
(
z1/2
( m∑
i=1
yiy
∗
i
)
z1/2
))
=
m∑
i=1
τ(pi(a)α(y∗i zyi)f
n)
=
m∑
i=1
τ(p˜i(a⊗ y∗i zyi)fn)
= τ(pi(a)fn) ≥ γa, τ ∈ Tω(Bω), n ∈ N,(4.36)
so that (4.35) holds with γ˜b = K
−1γa (where γa is as given in (4.32)). For
general nonzero b ∈ (A⊗Z)+, use Kirchberg’s slice lemma (see [74, Lemma
4.1.9]), to find a nonzero element c ∈ A⊗Z such that c∗c = a⊗ z for some
a ∈ A+ and z ∈ Z+ and cc∗ ∈ b1/2(A⊗Z)b1/2. Then, as f ∈ p˜i(A⊗Z)′,
(4.37) τ(p˜i(cc∗)fn) = τ(p˜i(c∗c)fn) ≥ γ˜c∗c, τ ∈ Tω(Bω), n ∈ N
by the calculation above.
Take a nonzero x ∈ (A⊗Z)+ such that b1/2xb1/2 ≈ γ˜c∗c
2
cc∗ so that
(4.38) τ(p˜i(b1/2xb1/2)fn) ≥ γ˜c∗c
2
, τ ∈ Tω(Bω), n ∈ N.
Therefore
(4.39) τ(p˜i(b)fn) ≥ ‖x‖−1 γ˜c∗c
2
, τ ∈ Tω(Bω), n ∈ N,
establishing (4.35).
Write G = {x⊗ 1Z : x ∈ F} ⊂ A⊗Z. Note that no irreducible represen-
tation of A ⊗ Z contains any compact operators. So, by Lemma 4.8, there
exist L,N ∈ N, pairwise inequivalent pure states λ1, . . . , λL on A ⊗ Z and
elements ci, di,l ∈ A⊗Z for i = 1, . . . , N , l = 1, . . . , L such that
(4.40) x ≈ε
L∑
l=1
N∑
i,j=1
λl(d
∗
i,lxdj,l)c
∗
i cj , x ∈ G.
By our orthogonal excision lemma, Lemma 4.7 applied to the finite set
{d∗i,lxdj,l′ : x ∈ G, i, j = 1, . . . , N, l, l′ = 1, . . . , L} there exist positive
contractions a1, . . . , aL ∈ (A ⊗ Z)+ such that for l = 1, . . . , L, λl(al) = 1
and
(4.41)
ald
∗
i,lxdj,lal ≈ε/(N2Lmaxk ‖ck‖2) λl(d∗i,lxdj,l)a2l , x ∈ G, i, j = 1, . . . , N,
while for l 6= l′,
(4.42) ald
∗
i,lxdj,l′al′ ≈ε/(N2L2 maxk ‖ck‖2) 0, x ∈ G, i, j = 1, . . . , N.
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By Lemma 1.14, let pˆi : A ⊗ Z → Bω ∩ {f}′ be a supporting c.p.c.
order zero map for p˜i. For each l = 1, . . . , L, let Sl ⊂ (A ⊗ Z)+ \ {0} be
the countable set provided by Lemma 4.9 with p˜i in place of pi and al in
place of a (recalling from [76, Corollary 4.6] that separable, simple, unital,
finite and Z-stable C∗-algebras whose quasitraces are traces are stably finite
and have strict comparison; see Remark 1.6). Using (4.35), we can apply
Lemma 1.18 twice (with x := 0 and with S0 := p˜i(S1 ∪ · · · ∪ SL)) to obtain
t, h ∈ Bω ∩ pˆi(A ⊗ Z)′ ∩ p˜i(A ⊗ Z)′ such that h C t C f and, for every
b ∈ S1 ∪ · · · ∪ SL,
(4.43) τ(p˜i(b)hn) ≥ γ˜b, τ ∈ Tω(Bω), n ∈ N.
In particular this holds for n = 1, so for each l = 1, . . . , L, by the definition
of Sl in the application of Lemma 4.9 (with p˜i in place of pi), there exists
a contraction rl ∈ Bω such that p˜i(al)rl = trl = rl and r∗l rl = e. Since
t C f C p˜i(1A), it follows that p˜i(1A)rl = rl for each l, and therefore,
r∗l p˜i(a
2
l )rl = r
∗
l p˜i(a
2
l )p˜i(1A)rl
(1.3)
= r∗l p˜i(al)
2rl
= r∗l rl = e = p˜i(1A)
1/2ep˜i(1A)
1/2.(4.44)
Set
(4.45) s :=
L∑
l=1
N∑
i=1
pˆi(di,lal)rlpˆi(ci) ∈ Bω.
Since rl = trl, t C f and t commutes with the image of pˆi, it follows that
fs = s. For x ∈ F ,
s∗pi(x)s
= s∗p˜i(x⊗ 1Z)s
(4.45)
=
L∑
l,l′=1
N∑
i,j=1
pˆi(c∗i )r
∗
l pˆi(ald
∗
i,l)p˜i(x⊗ 1Z)pˆi(dj,l′al′)rl′ pˆi(cj)
rlCpi(1A),(1.19)
=
L∑
l,l′=1
N∑
i,j=1
pˆi(c∗i )r
∗
l p˜i(ald
∗
i,l(x⊗ 1Z)dj,l′al′)rl′ pˆi(cj)
(4.42)≈ε
L∑
l=1
N∑
i,j=1
pˆi(c∗i )r
∗
l p˜i(ald
∗
i,l(x⊗ 1Z)dj,lal)rlpˆi(cj)
(4.41)≈ε
L∑
l=1
N∑
i,j=1
λl(d
∗
i,l(x⊗ 1Z)dj,l)pˆi(c∗i )r∗l p˜i(a2l )rlpˆi(cj)
(4.44)
=
L∑
l=1
N∑
i,j=1
λl(d
∗
i,l(x⊗ 1Z)dj,l)pˆi(c∗i )p˜i(1A)1/2ep˜i(1A)1/2pˆi(cj)
(1.19)
=
L∑
l=1
N∑
i,j=1
λl(d
∗
i,l(x⊗ 1Z)dj,l)p˜i1/2(c∗i )ep˜i1/2(cj)
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e∈p˜i(A⊗Z)′, (1.3)
=
L∑
l=1
N∑
i,j=1
λl(d
∗
i,l(x⊗ 1Z)dj,l)p˜i(c∗i cj)e
(4.40)≈ε p˜i(x⊗ 1Z)e = pi(x)e,(4.46)
as required. 
4.2. Proof of Theorem 4.1.
With the property (SI) result in place, we now establish Theorem 4.1.
Proof of Theorem 4.1(i). This follows from property (SI) essentially as in
the proof of [60, Proposition 3.3]. For completeness, here is the proof. Let
τ ∈ T (C). Our aim is to show that τ(x) = 0 for all positive contractions
x ∈ C ∩ JBω . Temporarily fix x ∈ (C ∩ JBω)1+.
For a nonzero a ∈ A+, set
(4.47) γa := min
η∈T (Bω)
η(pi(a)),
and note that for each n ∈ N,
(4.48) γa = min
η∈T (Bω)
η(pi(1A)
npi(a)) > 0,
since p¯i is a ∗-homomorphism and pi(a) is full in Bω. Let S be a countable
dense subset of A+ \ {0}. By Lemma 1.18 (applied to f := pi(1A) and
with S0 := S), there exists a positive contraction f
′ ∈ C with x C f ′,
η((f ′)npi(a)) ≥ γa for all n ∈ N, η ∈ T (Bω) and a ∈ S.23 Since a 7→ γa is
continuous and S is dense in A+,
(4.49) η((f ′)npi(a)) ≥ γa, a ∈ A+ \ {0}.
Now f ′ − x ∈ C1+ and this difference satisfies
(4.50) η(pi(a)(f ′−x)n) = η(pi(a)(f ′)n) ≥ γa, η ∈ T (Bω), a ∈ A+, a 6= 0.
Hence, as pi has property (SI) (Lemma 4.4), there exists a contraction s ∈ C
such that s∗s = x and (f ′ − x)s = s, so that (f ′ − x)1/2s = s. In particular
x+ ss∗ ≤ x+ (f ′− x)1/2ss∗(f ′− x)1/2 ≤ x+ f ′− x ≤ f ′. Hence x+ ss∗ is a
positive contraction in C ∩JBω with τ(x+ ss∗) = 2τ(x). This shows that, if
(4.51) α := sup τ(x)
where the supremum is taken over all positive contractions x ∈ C∩JBω then
α ≥ 2α. Therefore, α = 0, as required.
This establishes surjectivity of the map T (C¯) → T (C) induced by the
quotient map C → C¯. It is a general fact that a surjective ∗-homomorphism
induces an affine continuous open injective map between the tracial state
spaces.24 Thus, it follows that T (C¯) and T (C) are affinely homeomorphic.
Since C¯ is unital (Lemma 1.19), T (C¯) is a Choquet simplex, and therefore
so is T (C). 
23The hypotheses on each Bn ensure that this holds on T (Bω) and not just Tω(Bω) by
Proposition 1.9.
24Surjectivity is required for (a) the image of a state to be a state, (b) injectivity, and
(c) openness.
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The proof of the second part of Theorem 4.1 uses ideas from [61, Theorem
4.8].
Proof of Theorem 4.1(ii). Let b, c ∈ C+ be positive contractions such that
(4.52) dτ (b) < dτ (c), τ ∈ T (C).
Let ε > 0. Then, with gε as defined in (1.1),
(4.53) dτ ((b− ε)+) ≤ τ(gε(b)) ≤ dτ (b) < dτ (c), τ ∈ T (C).
Since T (C) is compact (by (i)), τ 7→ τ(gε(b)) is continuous, and τ 7→ dτ (c) is
the increasing (as δ → 0) pointwise supremum of continuous functions τ 7→
τ(gδ(c)), there are δ > 0 and k ∈ N such that γ := minτ∈T (C) τ(g2δ(c)) > 0
and
(4.54) dτ ((b− ε)+) ≤ τ(gε(b)) < k − 1
k
τ(gδ(c)), τ ∈ T (C).
Set
(4.55) b0 := (b− ε)+ and c0 := gδ(c),
so that it suffices to show that (b0 − ε)+  c0 in C. We know that
dτ (b0) <
k − 1
k
τ(c0), τ ∈ T (C), and(4.56)
τ(cn0 ) ≥ γ, τ ∈ T (C), n ∈ N.(4.57)
Let Mω be the ultraproduct of the sequence of tracial continuous W∗-
bundles (B
st
n )
∞
n=1 so that Lemma 3.10 gives Bω/JBω
∼= Mω and (taking
S := ∅ in Lemma 3.10) C¯ = p¯i(1A)(Mω ∩ p¯i(A)′). In particular, as each
Bn is separable and Z-stable, each Bnst is a strictly separable McDuff W∗-
bundle over ∂eT (Bn) (by Proposition 3.6, Proposition 3.11, and the fact that
Zst ∼= R) so that C¯ has strict comparison of positive elements by Lemma
3.20.
Let c¯ denote the image of c in C¯. By Remark 3.13, there exists a unital
embedding
(4.58) φ¯′ : Mk →Mω ∩ p¯i(A)′ ∩ {c¯}′.
Cutting this homomorphism by the projection p¯i(1A), gives a unital embed-
ding
(4.59) φ¯ : Mk → p¯i(1A)Mωp¯i(1A)∩p¯i(A)′∩{c¯}′ = (C∩{c}′)/(JBω∩C∩{c}′),
where the last identity is obtained by another application of Lemma 3.10
(with S := {c}). Then, using projectivity of C0((0, 1],Mk) ([56, Theorem
4.9]), φ¯ lifts to a c.p.c. order zero map
(4.60) φ : Mk → C ∩ {c}′.
Let p ∈ Mk be a rank one projection. Since φ(1Mk) ≡ pi(1A) mod JBω ,
Theorem 4.1(i) gives
(4.61) τ(φ(1Mk)c
n
0 ) = τ(pi(1A)c
n
0 ) = τ(c
n
0 ), n ∈ N, τ ∈ T (C).
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As φ(p) commutes with c0, and φ(p)
n ≡ φ(p) mod JBω , we similarly have
τ((φ(p)c0)
n) = τ(φ(p)cn0 ) =
τ(cn0 )
k
, n ∈ N, τ ∈ T (C), and(4.62)
τ(φ(1Mk − p)c0) =
k − 1
k
τ(c0), τ ∈ T (C).(4.63)
In particular, letting b¯0, c¯0 denote the images of b0, c0 in C¯ = C/(C∩JBω),
(4.56) and (4.63) give
(4.64) dτ (b¯0) < τ(φ¯(1Mk − p)c¯0) ≤ dτ (φ¯(1Mk − p)c¯0), τ ∈ T (C¯).
Since C¯ has strict comparison of positive elements by bounded traces it
follows that b¯0  φ¯(1Mk − p)c¯0 in C¯. By [73, Proposition 2.4], there exist
µ > 0 and v¯ ∈ C¯ such that
(4.65) v¯∗v¯ = g ε
2
(b¯0), gµ(φ¯(1Mk − p)c¯0)v¯ = v¯;
in particular v¯ is a contraction, and, since C¯ = C/(C ∩ JBω), we can lift v¯
to a contraction v ∈ C. Define a contraction r := v(b0 − ε)1/2+ ∈ C so that
r∗gµ(φ(1Mk − p)c0)r = (b0 − ε)1/2+ v∗gµ(φ(1Mk − p)c0)v(b0 − ε)1/2+
≡ (b0 − ε)+ mod JBω .(4.66)
Therefore
(4.67) b1 := (b0 − ε)+ − r∗gµ(φ(1Mk − p)c0)r ∈ (C ∩ JBω)+.
We will apply property (SI) to e := b1 and f := φ(p)c0, so must check
the ‘largeness’ requirement for the latter operator. Let a ∈ A+ be nonzero.
Then for τ ∈ T (Bω), τ(pi(a)·) is a scalar multiple, with scalar τ(pi(a)) (by
Lemma 1.19(ii)) of a tracial state on C, so that
τ(pi(a)(φ(p)c0)
n)
(4.62)
=
τ(pi(a)cn0 )
k
(4.57)
≥ γτ(pi(a))
k
.(4.68)
By hypothesis, pi(a) is full in Bω, so that there exists γa > 0 such that
γτ(pi(a))
k > γa for all τ ∈ T (Bω). It follows that
(4.69) τ(pi(a)(φ(p)c0)
n) > γa, n ∈ N, τ ∈ T (Bω), a ∈ A+ \ {0}.
Therefore as pi has property (SI) (Lemma 4.4), taking e := b1 ∈ (C∩JBω)+
and f := φ(p)c0 ∈ C+, we obtain
(4.70) b1  φ(p)c0 in C.
Thus, we have (using [3, Lemma 2.10] for the standard Cuntz semigroup
fact in the first line),
[(b0 − ε)+]
(4.67)
≤ [r∗gµ(φ(1Mk − p)c0)r] + [b1]
(4.70)
≤ [φ(1Mk − p)c0] + [φ(p)c0]
= [φ(1Mk)c0]
≤ [c0],(4.71)
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where on the penultimate line, we used the facts that φ(1Mk) is the orthog-
onal sum of φ(1Mk − p) and φ(p), and that φ(Mk) ∈ {c0}′. We have thus
established (b0 − ε)+  c0, as desired. 
Proof of Theorem 4.1(iii). Again, letMω be the ultraproduct of the strictly
separable, McDuff W∗-bundles (Bstn )∞n=1 so that Bω/JBω ∼= Mω and C¯ =
Mω ∩ p¯i(A)′ ∩ {1Mω − p¯i(1A)}⊥ by Lemma 3.10 (with S = ∅). As p¯i is a
∗-homomorphism, Proposition 3.22 shows that the collection of traces of the
form τ(p¯i(a)·) for τ ∈ T (Mω) and a ∈ A+ with τ(p¯i(a)) = 1 has closed
convex hull T (C¯). By Theorem 4.1(i), traces on C come from those on C¯,
and so the collection of traces τ(pi(a)·) for τ ∈ T (Bω) and a ∈ A+ with
τ(pi(a)) = 1 have closed convex hull T (C). 
Remark 4.11. Let Bn, A, and pi be as in Theorem 4.1, and define C as
in (4.1). Suppose that ∂eT (Bn) is compact, so that (ii) of Theorem 4.1
applies. Then a result of Ng and Robert, [63, Theorem 3.6(ii)], shows that
QT (C) = T (C).
Let us explain how to verify the hypotheses of [63, Theorem 3.6(ii)],
namely that the primitive ideal space of C is compact and that Cu(C) has
strict comparison of full positive elements by traces, in the sense of [63,
Definition 3.2] (whereas Theorem 4.1(ii) only shows the analogous property
for W (C)). The quotient C¯ is unital, and if e ∈ C is a positive contrac-
tion lifting the unit of C¯, then it is clear from Theorem 4.1(i) and (ii) that
(e − 1/2)+ is full. Hence by [84, Proposition 3.1], the primitive ideal space
of C is compact.
Next, let a, b ∈ (C ⊗ K)+ be full positive elements and let γ > 0 be
such that dτ (a) ≤ (1 − γ)dτ (b) for all τ ∈ T (C); we must show that [a] ≤
[b] in Cu(C). Since [a] is the supremum of elements from W (C), we may
assume that [a] ∈W (C). Let (bn)∞n=1 be a sequence of elements from matrix
algebras over C, such that ([bn])
∞
n=1 is an increasing sequence in Cu(B) whose
supremum is [b] (for example, use bn := (1C ⊗ 1Mn)b(1C ⊗ 1Mn)). Let ε > 0;
then for each τ ∈ T (C), τ(gε(a)) ≤ dτ (a) < dτ (b) = supn dτ (bn) (because
dτ (a) < ∞ and dτ (b) > 0). Since the map τ → τ(gε(a)) is continuous and
T (C) is compact (by Theorem 4.1(i)), there exists n ∈ N such that
(4.72) τ(gε(a)) < dτ (bn), τ ∈ T (C).
By strict comparison (Theorem 4.1(ii)), [(a − ε)+] ≤ [bn] ≤ [b]. Since ε is
arbitrary, [a] ≤ [b], as required.
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5. Unitary equivalence of totally full positive elements
In this section, we classify totally full positive elements in relative commu-
tant sequence algebras with respect to c.p.c. order zero maps, up to unitary
equivalence. We state the result in the following theorem, and prove it in
Section 5.1. In Section 5.2, we use Theorem 5.1 to access the 2 × 2 matrix
trick, to establish a strengthening of Theorem D (as Theorem 5.5), which
is the key classification result used to establish two coloured classification
and our covering dimension estimates. Note that we do not need simplicity
of the Bn in Theorem 5.1 or in the lemmas of Section 5.1, just that C has
strict comparison.25
Recall from Definition 1.1 that a nonzero h ∈ C+ is totally full if f(h) is
full in C for every non-zero f ∈ C0((0, ‖h‖])+.
Theorem 5.1. Let (Bn)
∞
n=1 be a sequence of separable, unital, stably finite
Z-stable C∗-algebras with QT (Bn) = T (Bn) for all n, and set Bω :=
∏
ω Bn.
Let A be a separable, unital C∗-algebra and let pi : A→ Bω be a c.p.c. order
zero map such that
(5.1) C := Bω ∩ pi(A)′ ∩ {1Bω − pi(1A)}⊥
is full in Bω and has strict comparison of positive elements with respect to
bounded traces (as in Definition 1.5).
Let a, b ∈ C+ be totally full positive elements. Then a and b are unitarily
equivalent (by unitaries in the unitization of C) if and only if τ(ak) = τ(bk)
for every τ ∈ T (C) and k ∈ N.
5.1. Proof of Theorem 5.1.
Our proof of Theorem 5.1 is motivated by stable rank one considerations: if
we knew that the stable rank of the relative commutant sequence algebra C
given in (5.1) is one, then by [18, Theorem 4], one gets a classification of all
positive elements by their behaviour on the Cuntz semigroup (as Kirchberg’s
ε-test shows that unitary equivalence and approximate unitary equivalence
are the same in the unitization of C (Lemma 1.17(i)). However, we were
unable to determine whether algebras of the form (5.1) have stable rank one.
Indeed, even the following question is open.
Question 5.2. Let A be a simple, separable, unital, nuclear C∗-algebra which
is Z-stable (or even UHF-stable) and has a unique trace. Does Aω ∩A′ have
stable rank one?
To the authors’ knowledge, the answer is only known to be positive for a
small handful of C∗-algebras, namely AF algebras and the Jiang-Su algebra,
while there are no C∗-algebras for which the answer is known to be negative.
For an AF algebra, if B ⊆ A is finite dimensional then Aω ∩ B′ is a direct
sum of unital corners of Aω, so it has stable rank one. The ε-test can then
be used to prove that Aω ∩A′ has stable rank one if A is AF (in fact, unique
trace is not needed for this argument). For Z, [37, Theorem 2(2)] shows
25However, when we come to use Theorem 5.1, we will use simplicity of Bn to obtain
strict comparison of C via Section 4.
DIMENSION AND 2-COLOURED CLASSIFICATION 59
that Z is elementarily equivalent to Zω ∩Z ′ (in the language of continuous
model theory — see [36]); since stable rank one is preserved by elementary
equivalence (a consequence of Lemma 1.20), it follows that Zω∩Z ′ has stable
rank one.
If A is as in Question 5.2, then our results imply that every element
of Aω ∩ A′ ∩ JAω can be approximated by invertibles. Certainly, for such
an element x, an application of Kirchberg’s ε-test similar to Lemma 1.16
provides another element e ∈ Aω ∩A′ ∩ JAω such that x C e. Thus 1Aω − e
is a two-sided zero divisor for x, and it is full in Aω ∩A′ by Theorem 4.1(i)
and (ii). Hence by Lemma 2.1 (with Bn := A, S := A, and d := 1A), x is
approximated by invertibles in Aω ∩ A′. However, this does not show that
Aω ∩ A′ ∩ JAω has stable rank one, because it says nothing about elements
of the unitization.
Further, for A as in Question 5.2, Aω ∩ A′ has stable rank one if and
only if every element of the form 1Aω + x, where x ∈ Aω ∩ A′ ∩ JAω , can
be approximated by invertibles (in the unitization of Aω ∩ A′ ∩ JAω , or
equivalently by [69, Theorem 4.4], in Aω ∩ A′). Certainly, if every element
of the form 1Aω + x, where x ∈ I := Aω ∩ A′ ∩ JAω , can be approximated
by invertibles, then this shows that the ideal I has stable rank one. The
quotient of Aω ∩ A′ by I is the II1 factor Rω ∩ R′, and hence has stable
rank one.26 Moreover, the unitary group of (Aω ∩ A′)/I is connected ([9,
Example V.1.2.3 (i)]). By [69, Theorem 4.11], stable rank one for I then
implies stable rank one for Aω ∩A′.
In the absence of an answer to Question 5.2 (let alone whether the algebra
C in Theorem 5.1 has stable rank one), we instead adapt an argument of
Robert and Santiago ([71]), allowing us to prove Theorem 5.1 using only
that certain elements in certain hereditary subalgebras of C in (5.2) are
approximated by invertibles. We establish Theorem 5.1 using Lemma 5.3
below, which is designed for re-use later: our proof that Kirchberg algebras
have nuclear dimension one involves an analogue of Theorem 5.1 for purely
infinite Bn, which will also make use of this lemma.
Lemma 5.3. Let (Bn)
∞
n=1 be a sequence of separable, unital, Z-stable C∗-
algebras and set Bω :=
∏
ω Bn. Let A be a separable, unital C
∗-algebra and
let pi : A→ Bω be a c.p.c. order zero map such that
(5.2) C := Bω ∩ pi(A)′ ∩ {1Bω − pi(1A)}⊥
is full in Bω.
Assume that every full hereditary subalgebra D of C satisfies the following:
if x ∈ D is such that there exist totally full elements el, er ∈ D+ such that
elx = xer = 0, then there exists a full element s ∈ D such that sx = xs = 0.
Let a, b ∈ C+ be totally full positive contractions. Then a and b are
unitarily equivalent (by unitaries in the unitization of C) if and only if for
every f ∈ C0((0, 1])+, f(a) is Cuntz equivalent to f(b) in C.
Before proceeding, we show how to recapture Theorem 5.1 from Lemma
5.3.
26Finite von Neumann algebras have stable rank one, since operators in a finite von
Neumann algebra have unitary polar decompositions.
60 J. BOSA, N. BROWN, Y. SATO, A. TIKUISIS, S. WHITE, AND W. WINTER
Proof that Theorem 5.1 follows from Lemma 5.3. Let a, b ∈ C+. If a and b
are unitarily equivalent then of course τ(ak) = τ(bk) for every k ∈ N and
τ ∈ T (C); we must prove the converse. For this, we may assume that a, b
are positive contractions. We check (i) that when C is full and has strict
comparison, then it satisfies the technical condition of Lemma 5.3;27 and (ii)
that strict comparison of C and the hypothesis τ(ak) = τ(bk) for all k ∈ N
and τ ∈ T (C) implies that a and b satisfy the hypothesis concerning Cuntz
equivalence. Then the conclusion follows from Lemma 5.3.
(i): Let D be a full hereditary subalgebra of C, which inherits strict
comparison by traces from C (see Remark 1.7). Let x ∈ D and let el, er ∈
D+ be full and satisfy elx = xer = 0. We claim that there exists h ∈ D+
such that (h− δ)+ is full, for some δ > 0, and
(5.3) dτ (h) < min{dτ (el), dτ (er)}, τ ∈ T (C).
To see this, first, using Lemma 1.16 with S1 := pi(A), S2 := {1Bω−pi(1A)},
and T := {er, el}, we obtain an element f ′ ∈ C+ such that er, el C f ′;
consequently, er, el C 2(f ′− 1/2)+ as well. Let h0 ∈ D+ be any full element
(eg. take h0 = er). There exists ε > 0 such that (f
′ − 1/2)+ is in the ideal
generated by (h0 − ε)+, so that (h0 − ε)+ is full. Let m ∈ N be such that
[(h0 − ε/2)+] ≤ m[er] and [(h0 − ε/2)+] ≤ m[el] in the Cuntz semigroup of
D. Then by Lemma 1.22(iv), find 0 ≤ h ≤ (h0 − ε/2)+ in Bω ∩ pi(A)′ (so
that h ∈ D+), with (m+ 1)[h] ≤ [(h0 − ε/2)+] ≤ (m+ 2)[h]. In particular,
since dτ (el), dτ (er) > 0 (as these elements are full), (5.3) holds. Moreover,
since (h0 − ε)+ is full, there exists δ > 0 such that (h− δ)+ is full in D.
By strict comparison, h is Cuntz below el, er, so it follows by [73, Propo-
sition 2.4] that there exists y, z ∈ D such that
(5.4) (h− δ)+ = y∗y = z∗z
and
(5.5) yy∗ ∈ her(el), zz∗ ∈ her(er).
Then set s := zy∗ so that sx = xs = 0. Also, since y∗s∗sy = (h − δ)3+, it
follows that s is full in D.
(ii): Let f ∈ C0((0, 1])+ be nonzero, and let us show that f(a) and f(b)
are Cuntz equivalent. The assumption that τ(ak) = τ(bk) for all k ∈ N
and τ ∈ T (C) shows that τ(g(a)) = τ(g(b)) for every continuous function
g ∈ C0((0, 1])+ and every τ ∈ T (C). This implies that ‖a‖ = ‖b‖, as if
‖a‖ < ‖b‖ say, then there would be some positive g ∈ C0((0, 1])+ with
g(a) = 0 and g(b) 6= 0, whence g(b) is full in C and so has τ(g(b)) > 0 for
all τ ∈ T (C), while τ(g(a)) = 0. Assume without loss of generality that
‖a‖ = ‖b‖ = 1. Note too that dτ (g(a)) = dτ (g(b)) for all τ ∈ T (C) and
g ∈ C0((0, 1])+.
For ε > 0, set U := f−1((0, ε)) and let g ∈ C0(U)+ be a nonzero function.
Since a is totally full in C, g(a) is full in C and so dτ (g(a)) > 0 for every
τ ∈ T (C). However, g(a) is orthogonal to (f(a) − ε)+, so that for every
27In this stably finite case the technical condition holds when el and er are full; it is
convenient in the purely infinite setting of Section 9 to ask for these elements to be totally
full in this technical condition.
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τ ∈ T (C),
dτ ((f(a)− ε)+) < dτ ((f(a)− ε)+) + dτ (g(a))
= dτ ((f(a)− ε)+ + g(a)) ≤ dτ (f(a)) = dτ (f(b)).(5.6)
Now by applying strict comparison, it follows that (f(a)− ε)+  f(b) in D,
and since ε is arbitrary, f(a)  f(b). By symmetry, f(a) and f(b) are Cuntz
equivalent. 
We now turn to the proof of Lemma 5.3 following the Robert-Santiago
strategy. A key tool is provided by Lemma 2.2, which shows that appropriate
elements are approximated by invertibles: namely those that have full zero
divisors. We start with our replacement for [71, Lemma 2]; the notation
in the following lemma has been selected to enable comparisons with [71,
Lemma 2]. Note that, since we are working in a relative commutant sequence
algebra to which Kirchberg’s ε-test applies (see Section 1.3), our statement
avoids an approximation as in the conclusion of [71, Lemma 2].
Recall that a C b means that b acts as a unit on a. In the rest of this
section we use ∼ for Murray-von Neumann equivalence of positive elements,
i.e., for a, b ∈ A+, write a ∼ b to mean that there exists x ∈ A with x∗x = a
and xx∗ = b. It is well-known that this is an equivalence relation; the proof
is not difficult using polar decomposition.
Lemma 5.4 (cf. [71, Lemma 2]). Let A,Bn, pi be as in Lemma 5.3, and
define C as in (5.2). Let e, f, f ′, α, β ∈ C+ be such that
(5.7) α C e, α ∼ β C f, and f ∼ f ′ C e.
Suppose also that there exist de, df ∈ C+ that are totally full, such that
de C e, deα = 0, and
df C f, dfβ = 0.(5.8)
Then there exists e′ ∈ C+ such that
α C e′ C e, and α+ e′ ∼ β + f.(5.9)
Proof. Let y ∈ C be such that
(5.10) f = yy∗, y∗y = f ′.
Set
(5.11) α1 := y
∗βy ∈ C ∩ {1Bω − e}⊥.
Note that α1 ∼ β1/2yy∗β1/2 = β ∼ α, so there exists x ∈ C such that
(5.12) α = xx∗, x∗x = α1.
Clearly, x C e. Then α1y∗dfy = y∗βyy∗dfy = y∗βdfy = 0, so that
(5.13) xy∗dfy = 0.
Also,
(5.14) dex = 0
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and y∗dfy, de C e and these operators are totally full in C (in the case of
y∗dfy, note that it is Murray-von Neumann equivalent to df ). The subal-
gebra
(5.15) Cˇ := C ∩ {1Bω − e}⊥
is a full hereditary subalgebra of C, so by the technical hypothesis of Lemma
5.3, there exists s ∈ Cˇ that is full, such that sx = xs = 0. Hence by Lemma
2.2, x is approximated by invertibles in the unitization of Cˇ.
By Lemma 1.20 and Lemma 1.17(ii), x has a unitary polar decomposition,
x = u|x|, where u is a unitary in the unitization of Cˇ. Using (5.12), we have
(5.16) uα1 = αu.
Set
(5.17) e′ := uf ′u∗.
Since u is in the unitization of Cˇ, u commutes with e, and therefore, e′ C e.
We can see that
e′α
(5.16),(5.17)
= (uf ′u∗)(uα1u∗)
(5.10),(5.11)
= uy∗yy∗βyu∗
(5.7),(5.10)
= uy∗βyu∗
(5.11),(5.16)
= α.(5.18)
Finally, we likewise have
α+ e′ = u(α1 + f ′)u∗
= uy∗(β + 1Cˇ∼)yu
∗
∼ (β + 1Cˇ∼)1/2yy∗(β + 1Cˇ∼)1/2
= (β + 1Cˇ∼)
1/2f(β + 1Cˇ∼)
1/2
= β + f,(5.19)
since β and f commute. 
Proof of Lemma 5.3. This is essentially the proof of [71, Theorem 1, (I) ⇒
(II)], although we need to be careful to verify the hypotheses of Lemma
5.4 that aren’t present in [71, Lemma 2]. Also, since we aim for exact
unitary equivalence, we avoid the hard analysis component of the proof
of [71, Theorem 1]. For completeness, we give a full proof here. Note
that one direction is trivial: if a and b are unitarily equivalent then for
any f ∈ C0((0, 1])+, f(a) and f(b) are unitarily equivalent, whence Cuntz
equivalent.
Assume now that f(a) and f(b) are Cuntz equivalent (in C) for every
f ∈ C0((0, 1])+. Note that ‖a‖ = ‖b‖, as if ‖a‖ < ‖b‖ say, then there would
exist some f ∈ C0((0, 1])+ with f(a) = 0 and f(b) 6= 0, giving a contradic-
tion.28 We will first show that a and b are Murray-von Neumann equivalent;
using Lemma 1.17(iii) it suffices to do this approximately. Therefore, fix a
tolerance ε > 0.
28No nonzero positive contraction is Cuntz equivalent to the zero element.
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Let m ∈ N be even such that 3m < ε. For i = 0, 1/2, 1, . . . ,m − 1/2, let
ξi ∈ C0((0, 1])+ be such that ξi is identically 0 on [0, im ] and identically 1 on
[ im +
1
2m , 1]. Note: the choice of indices here is selected to make comparison
with the proof of [71, Theorem 1] easier.
Define ai := ξm−i+1/2(a) and bi := ξm−i+1/2(b) for i = 1, 32 , . . . ,m+
1
2 . As
in [71, proof of Theorem 1], these satisfy
ai C ai+1/2, bi C bi+1/2, for i = 1,
3
2
, . . . ,m.(5.20)
By assumption, ai+1/2 is Cuntz equivalent to bi+1/2, and therefore by [73,
Proposition 2.4], there exist ci, di ∈ C+ such that
ai ∼ di C bi+1/2, bi ∼ ci C ai+1/2, for i = 1, . . . ,m.(5.21)
Inductively, we will produce positive contractions a′1, a′3, . . . , a′m−1 and
b′2, b′4, . . . , b′m, such that
a′1 C a3/2 C a2 C a′3 C · · · C a′m−1 C am−1/2,
b1 C b′2 C b5/2 C b3 C b′4 C · · · C b′m C bm+1/2,
and, for each k = 1, . . . ,m,
(5.22)
k∑
i=1
a′′i ∼
k∑
i=1
b′′i ,
where
(5.23) a′′i =
{
a′i, i odd;
ai, i even,
and b′′i =
{
bi, i odd;
b′i, i even.
For the base case, k = 1, we define a′1 = c1. For the inductive step,
having defined a′i, b
′
i for odd, respectively even, i ≤ k, let us describe how to
construct a′k+1 or b
′
k+1, (depending on whether k + 1 is odd or even). The
even and odd cases are essentially the same, so assume that k + 1 is odd.
Set α :=
∑k
i=1 a
′′
i , β :=
∑k
i=1 b
′′
i , e := ak+3/2 and f := bk+1. These satisfy
the hypotheses (5.7) of Lemma 5.4, with f ′ = ck+1. For the hypotheses
(5.8), note that α C ak+1, and so there exists a nonzero g ∈ C0((0, 1])+ such
that
(5.24) g(a)α = 0, g(a) C ak+3/2 = e,
and we therefore may set de := g(a), which is totally full since a is totally
full. Likewise, since β C bk+1/2, there exists df totally full such that dfβ = 0
and df C bk+1 = f . Having satisfied all the hypotheses of Lemma 5.4, this
lemma provides e′ ∈ C+ such that
(5.25) α C e′ C ak+3/2 and α+ e′ ∼ β + f.
Therefore, setting a′k+1 := e
′, we get
(5.26)
k+1∑
i=1
a′′i = α+ e
′ ∼ β + f =
k+1∑
i=1
b′′i ,
as required.
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This completes the induction, and therefore shows that the a′i and the b
′
i
can be chosen for i up to m. Now, set
(5.27) α :=
m∑
i=1
a′′i , β :=
m∑
i=1
b′′i .
We note that, by the choice of ξ0, . . . , ξm−1/2,
a− 3
m
≤ 1
m
(0 + a1 + · · ·+ am−1)
≤ 1
m
(a′1 + a2 + · · ·+ a′m−1 + am) =
1
m
α,(5.28)
and likewise,
1
m
α ≤ a, and b− 3
m
≤ 1
m
β ≤ b.(5.29)
Thus,
(5.30) a ≈ε α
m
∼ β
m
≈ε b.
By Lemma 1.17(iii) a and b are Murray-von Neumann equivalent in C.
We end by showing that a and b are unitarily equivalent. Let ε > 0.
We may apply the above argument to show that (a− ε)+ and (b− ε)+ are
approximately, and therefore exactly, Murray-von Neumann equivalent, so
let x ∈ C+ be such that
(5.31) (a− ε)+ = xx∗ and x∗x = (b− ε)+.
Let g ∈ C0((0, ε))+ be nonzero. Then g(a)x = xg(b) = 0, and g(a), g(b) are
totally full. Therefore by the technical hypothesis (applied to D := C) and
Lemma 2.2, x is approximated by invertibles in the unitization of C. Hence,
by Lemma 1.20 and Lemma 1.17(ii), x has a unitary polar decomposition
x = u|x|, where u is in the unitization of C. Then u(b−ε)+u∗ = (a−ε)+. In
particular ubu∗ ≈2ε a. Since ε > 0 was arbitrary, Lemma 1.17(i) shows that
b and a are unitarily equivalent, by a unitary in the unitization of C. 
5.2. Theorem D.
This section contains the key classification theorem, of which Theorem D is
a special case. This result is the main ingredient in both the classification up
to two-coloured equivalence (Theorem 6.2) and the nuclear dimension (and
decomposition rank) computation (Theorem 7.5). We would like to thank
Thierry Giordano for asking whether nuclearity of the Bn was necessary in a
presentation of an earlier version of this lemma, leading us to the statement
presented here.
Theorem 5.5. Let (Bn)
∞
n=1 be a sequence of simple, separable, unital, finite,
Z-stable C∗-algebras with QT (Bn) = T (Bn) for all n and such that ∂eT (Bn)
is compact for each n ∈ N. Set Bω :=
∏
ω Bn and (B⊗Z)ω :=
∏
ω(Bn⊗Z)
so that we have a canonical embedding of Bω ⊗ Z into (B ⊗ Z)ω.29 Let A
29This is an abuse of notation (based on the case when all the Bn are constant and
equal to B); there is no C∗-algebra B in the lemma.
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be a separable, unital, nuclear C∗-algebra. Let φ1 : A→ Bω be a totally full
∗-homomorphism and let φ2 : A→ Bω be a c.p.c. order zero map such that
(5.32) τ ◦ φ1 = τ ◦ φm2 , τ ∈ T (Bω), m ∈ N,
where order zero functional calculus is used to interpret φm2 . Let k ∈ Z+
be a positive contraction with spectrum [0, 1] and set ψi := φi(·) ⊗ k : A →
(B ⊗Z)ω for i = 1, 2.30 Then ψ1 is unitarily equivalent to ψ2 in (B ⊗Z)ω.
Proof. Define a ∗-homomorphism ψˆ1 := φ1(·) ⊗ 1Z : A → (B ⊗ Z)ω (which
is a supporting c.p.c. order zero map for ψ1). Equation (5.32) ensures that
dτ (φ2(1A)) = τ(φ1(1A)) for all τ ∈ T (Bω). Accordingly τ 7→ dτ (φ2(1A))
is weak∗-continuous, and so Lemma 1.14 provides a supporting order zero
map φˆ2 : A → Bω for which the induced map ¯ˆφ2 : A → Bω/JBω is a∗-homomorphism. Note that (5.32) shows that
(5.33)
τ(f(φ2)(a)) = f(1)τ(φ1(a)), τ ∈ Tω(Bω), a ∈ A+, f ∈ C0((0, 1])+,
when (1.20) gives
(5.34) τ(φˆ2(a)) = lim
n→∞ τ(φ
1/n
2 (a)) = τ(φ1(a)), τ ∈ Tω(Bω), a ∈ A+.
Write ψˆ2 = φˆ2(·) ⊗ 1Z : A → (B ⊗ Z)ω. This is a supporting order
zero map for ψ2 whose induced map
¯ˆ
ψ2 : A → (B ⊗ Z)ω/J(B⊗Z)ω is a∗-homomorphism.
Define pi : A→M2(Bω) ⊂M2((B ⊗Z)ω) by
(5.35) pi(a) :=
(
ψˆ1(a) 0
0 ψˆ2(a)
)
, a ∈ A,
and set
(5.36) C := M2((B ⊗Z)ω) ∩ pi(A)′ ∩ {1M2(B⊗Z)ω − pi(1A)}⊥.
We wish to use the 2×2 matrix trick (Lemma 2.3), to obtain unitary equiv-
alence of ψ1 and ψ2, and so we first use Theorem 5.1 to show that
(5.37) h1 :=
(
ψ1(1A) 0
0 0
)
and h2 :=
(
0 0
0 ψ2(1A)
)
are unitarily equivalent in the unitization C∼ of C.
Since QT (Bn) = T (Bn) and Bn ∼= Bn⊗Z, it follows that QT (M2⊗Bn⊗
Z) = T (M2 ⊗Bn ⊗Z).
For a ∈ A+ nonzero, ψ1(a) is full in (B ⊗ Z)ω as φ1 : A → Bω is totally
full and k ∈ Z is full. As
(5.38) 0 ≤
(
ψ1(a) 0
0 0
)
≤
(
ψˆ1(a) 0
0 0
)
≤ pi(a),
pi(a) is full in M2((B⊗Z)ω). Write J for the trace kernel ideal in M2((B⊗
Z)ω) ∼=
∏
ω(M2 ⊗ Bn ⊗ Z). As both ψˆ1, ψˆ2 : A → (B ⊗ Z)ω induce ∗-
homomorphisms
¯ˆ
ψi : A → (B ⊗ Z)ω/J(B⊗Z)ω , the induced map p¯i : A →
M2((B ⊗ Z)ω)/J is a ∗-homomorphism. Noting that each M2 ⊗ Bn ⊗ Z
has compact extremal tracial boundary, we have verified the hypotheses
30φi(·)⊗ k denotes the map a 7→ φi(a)⊗ k from A to (∏ω Bn)⊗Z ⊂∏ω(Bn ⊗Z).
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of Theorem 4.1 parts (ii) and (iii). Therefore C has strict comparison of
positive elements with respect to bounded traces and T (C) is the closed
convex hull of the set T0 of all traces on C of the form τ(pi(a)·) where
τ ∈ T (M2((B ⊗Z)ω)) and a ∈ A+ satisfies
(5.39) τ(pi(a)) = 1.
We now show that Theorem 5.1 can be applied. It is immediate that C
is full in M2((B ⊗Z)ω) as h1 ∈ C is full in M2((B ⊗Z)ω). We must verify
that ρ(hm1 ) = ρ(h
m
2 ) for all ρ ∈ T (C) and m ∈ N and that h1 and h2 are
totally full in C (and not just in M2((B ⊗Z)ω)).
Let ρ = τ(pi(a)·) ∈ T0 where τ ∈ T (M2((B ⊗ Z)ω)) and a ∈ A+ satisfies
(5.39). For i = 1, 2 we have
(5.40) ψˆi(a)ψi(1A)
m = φmi (a)⊗ km, m ∈ N,
where φmi is given by order zero functional calculus. Define τ˜ ∈ T (Bω) by
τ˜(b) = τ(12 ⊗ b ⊗ 1Z). Thus, using the fact that Z and M2 have unique
trace,
ρ(hmi ) = τ(pi(a)h
m
i )
(5.40)
= τ˜(φmi (a))τZ(k
m)/2
(5.32)
= τ˜(φ1(a))τZ(km)/2
= τ(pi(a))τZ(km)/2
(5.39)
= τZ(km)/2, m ∈ N,(5.41)
using (5.32) and the fact that
(5.42) τ(pi(a)) =
1
2
τ˜(φ1(a) + φˆ2(a))
(5.34)
=
1
2
τ˜(φ1(a) + φ2(a))
for the fourth equality. Therefore, for all f ∈ C0((0, 1])+ we have
(5.43) ρ(f(h1)) = ρ(f(h2))) = τZ(f(k))/2;
since the closed convex hull of T0 is dense in T (C), this holds for all ρ ∈ T (C).
For f ∈ C0((0, 1])+ nonzero, τZ(f(k)) 6= 0, so that by strict comparison
of C, f(h1) and f(h2) are full in C, i.e., h1 and h2 are totally full in C.
Thus Theorem 5.1 applies and converts (5.43) to the unitary equivalence of
h1 and h2 in the unitization of C.
Since each Bn ⊗ Z is unital, simple, finite and Z-stable, (B ⊗ Z)ω has
stable rank one by Lemma 1.22(iii) and so ψ1 and ψ2 are unitarily equivalent
by the 2× 2 matrix trick of Lemma 2.3. 
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6. 2-coloured equivalence
We now have all the ingredients to establish the 2-coloured uniqueness theo-
rem (Theorem E). We start by recalling the definition of coloured equivalence
from (0.1).
Definition 6.1. Let A,B be unital C∗-algebras, and let φ1, φ2 : A → B
be unital ∗-homomorphisms, and n ∈ N. Say that φ1 and φ2 are n-coloured
equivalent if there exist w(0), . . . , w(n−1) ∈ B such that
φ1(a) =
n−1∑
i=0
w(i)φ2(a)w
(i)∗, a ∈ A,
φ2(a) =
n−1∑
i=0
w(i)∗φ1(a)w(i), a ∈ A,(6.1)
w(i)∗w(i) commutes with the image of φ2, and w(i)w(i)∗ commutes with the
image of φ1, for i = 0, . . . , n−1. (Consequently, the summands w(i)φ2(·)w(i)∗
and w(i)∗φ1(·)w(i) are order zero.)
We will say that φ1 and φ2 are approximately n-coloured equivalent if the
compositions ι ◦ φ1, ι ◦ φ2 : A→ Bω are n-coloured equivalent.
There are other possible notions of coloured versions of equivalence; [16]
will discuss the relationship between n-coloured equivalence and the stronger
concept of n-intertwined ∗-homomorphisms.31
Note that, despite its name, there is no reason to expect that (approxi-
mate) n-coloured equivalence is an equivalence relation. However it is imme-
diate that (approximately) n-coloured equivalent ∗-homomorphisms agree on
traces as necessarily the w(i) in the definition will satisfy
∑n−1
i=0 w
(i)w(i)∗ =∑n−1
i=0 w
(i)∗w(i) = 1B. The following theorem, of which Theorem E is a spe-
cial case, provides a converse; this is established by decomposing each φi as
in Theorem 5.5. In particular this shows that, for the maps as in Theorem
6.2, 2-coloured equivalence is an equivalence relation.
Theorem 6.2. Let (Bn)
∞
n=1 be a sequence of simple, separable, unital, fi-
nite, Z-stable C∗-algebras with QT (Bn) = T (Bn) and such that ∂eT (Bn)
is compact and nonempty for each n ∈ N. Set Bω :=
∏
ω Bn and define
JBω as in (1.12). Let A be a separable, unital, nuclear C
∗-algebra, and let
φ1, φ2 : A→ Bω be ∗-homomorphisms with φ1 totally full. The following are
equivalent.
(i) τ ◦ φ1 = τ ◦ φ2 for all τ ∈ T (Bω).
(ii) There exists k, l ∈ N and v(0), . . . , v(k), w(0), . . . , w(l) ∈ Bω such that
k∑
i=0
v(i)φ1(a)v
(i)∗ =
l∑
j=0
w(j)φ2(a)w
(j)∗, a ∈ A, and
v(0)∗v(0) + · · ·+ v(k)∗v(k) = w(0)∗w(0) + · · ·+ w(l)∗w(l) = 1Bω .(6.2)
31Unital ∗-homomorphisms φ1, φ2 : A → B are said to be n-intertwined if there exist
v(0), . . . , v(n−1) ∈ B with φ1(a)v(i) = v(i)φ2(a) for all a ∈ A and i = 0, . . . , n−1 satisfying∑n−1
i=0 v
(i)v(i)∗ =
∑n−1
i=0 v
(i)∗v(i) = 1B .
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(iii) There exist w(0), w(1) ∈ Bω such that
φ1(a) = w
(0)φ2(a)w
(0)∗ + w(1)φ2(a)w(1)∗ a ∈ A, and
w(0)∗w(0) + w(1)∗w(1) = 1Bω ,(6.3)
and in addition, w(i)∗w(i) commutes with the image of φ2 for i = 0, 1
(consequently, w(i)φ2(·)w(i)∗ is order zero).
(iv) There exist w˜(0), w˜(1) ∈ Bω such that
φ1(a) = w˜
(0)φ2(a)w˜
(0)∗ + w˜(1)φ2(a)w˜(1)∗ a ∈ A,(6.4)
φ2(a) = w˜
(0)∗φ1(a)w˜(0) + w˜(1)∗φ1(a)w˜(1) a ∈ A,(6.5)
φ1(1A) = w˜
(0)w˜(0)∗ + w˜(1)w˜(1)∗, φ2(1A) = w˜(0)∗w˜(0) + w˜(1)∗w˜(1),(6.6)
and in addition w˜(i)∗w˜(i) commutes with the image of φ2 and w˜(i)w˜(i)∗
commutes with the image of φ1, for i = 0, 1.
In the case that φ1 and φ2 are unital
∗-homomorphisms, condition (iv) is
just that φ1 and φ2 are 2-coloured equivalent, and the above conditions are
also equivalent to that there exists some m ∈ N such that φ1 and φ2 are
m-coloured equivalent. Also in this case, w˜(i) can be chosen to be normal in
(iv).
Remark 6.3. Note that the condition in (iii) that w(i)∗w(i) commutes with
φ2(A) is strictly stronger than w
(i)φ2(·)w(i)∗ being order zero. Indeed if φ :
C→M2 is the embedding into the top left hand corner and p a nondiagonal
projection, then certainly pφ(·)p is order zero, but p does not commute with
φ(C). In general if φ : A→ B is an order zero map with A unital, then for
w ∈ B, the map w∗φ(·)w is order zero if and only if w satisfies the cut-down
commutation relation:
(6.7) φ1/2(1A)ww
∗φ1/2(a) = φ1/2(a)ww∗φ1/2(1A), a ∈ A.
To see this, fix a ∈ A+ and check that d := φ1/2(1A)ww∗φ1/2(1A) and
e := φ1/2(1A)ww
∗φ1/2(a) commute (by expanding (de − ed)∗(de − ed) and
using the order zero identity (1.3) for w∗φ(·)w). Thus de = ed, which is
positive. As ee∗ is in the hereditary subalgebra dBd, it follows that there are
positive functions fn such that fn(d)de→ e as n→∞. As fn(d) commutes
with de, each fn(d)de is positive, and hence e = e
∗, giving (6.7). Conversely
if the cut-down commutation condition (6.7) holds, then for ab = 0 in A, we
have
w∗φ(a)ww∗φ(b)w = w∗φ1/2(a)φ1/2(1A)ww∗φ1/2(b)φ1/2(1A)w
= w∗φ(ab)ww∗φ(1A)w = 0.(6.8)
Proof of Theorem 6.2. It is easy to see that (iv) =⇒ (i) and that (iii) =⇒
(ii) =⇒ (i). When φ1 and φ2 are unital, it is immediate that (iv) is just
2-coloured equivalence, and further m-coloured equivalence for some m, im-
plies (i). Thus it remains to prove that (iii) and (iv) follow from (i), and
obtain the additional normality statement in the case of unital maps. So
assume (i), that is, that τ ◦φ1 = τ ◦φ2 for all τ ∈ T (Bω). By Lemma 1.22(i),
without loss of generality we may also assume that Bn = Cn⊗Z (for a copy
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Cn of Bn) such that, for i = 1, 2, φi = φˇi ⊗ 1Z , for some ∗-homomorphisms
φˇi : A→
∏
ω Cn with φˇ1 totally full.
Let h ∈ Z+ have spectrum [0, 1]. The conditions on Bn and A ensure
that Theorem 5.5 can be applied, and so using this theorem twice, first with
k := h and then with k := 1Z − h, we obtain unitaries uh, u1−h ∈ Bω =∏
ω(Cn ⊗Z) with
φˇ1(a)⊗ h = uh(φˇ2(a)⊗ h)u∗h,
φˇ1(a)⊗ (1Z − h) = u1−h(φˇ2(a)⊗ (1Z − h))u∗1−h, a ∈ A.(6.9)
To obtain (iii), define
(6.10) w(0) := uh(1
∏
ω Cn
⊗h1/2) and w(1) := u1−h(1∏ω Cn⊗(1Z−h)1/2)
so that
φ1(a) = φˇ1(a)⊗ h+ φˇ1(a)⊗ (1Z − h)
= uh(φˇ2(a)⊗ h)u∗h + u1−h(φˇ2(a)⊗ (1Z − h))u∗1−h
= w(0)φ2(a)w
(0)∗ + w(1)φ2(a)w(1)∗, a ∈ A,(6.11)
and
w(0)∗w(0) + w(1)∗w(1)
= (1∏
ω Cn
⊗ h)1/2u∗huh(1∏ω Cn ⊗ h)1/2
+ (1∏
ω Cn
⊗ (1Z − h))1/2u∗1−hu1−h(1∏ω Cn ⊗ (1Z − h))1/2
= 1∏
ω Cn
⊗ h+ 1∏
ω Cn
⊗ (1Z − h) = 1Bω .(6.12)
Further w(0)∗w(0) = 1∏
ω Cn
⊗h and w(1)∗w(1) = 1∏
ω Cn
⊗(1Z−h), and these
operators commute with φ2(A). This establishes (iii).
To obtain (iv), define
(6.13) w˜(0) := uh(φˇ2(1A)⊗ h1/2) and w˜(1) := u1−h(φˇ2(1A)⊗ (1Z − h)1/2)
so that w˜(0)∗w˜(0) = φˇ2(1A)⊗h and w˜(1)∗w˜(1) = φˇ2(1A)⊗ (1Z −h) and thus,
these operators commute with φ2(A) and satisfy
(6.14) w˜(0)∗w˜(0) + w˜(1)∗w˜(1) = φ2(1A).
As φˇ2 is a
∗-homomorphism,
φ1(a) = φˇ1(a)⊗ h+ φˇ1(a)⊗ (1Z − h)
= uh(φˇ2(a)⊗ h)u∗h + u1−h(φˇ2(a)⊗ (1Z − h))u∗1−h
= w˜(0)φ2(a)w˜
(0)∗ + w˜(1)φ2(a)w˜(1)∗, a ∈ A.(6.15)
Calculating in a very similar fashion to (6.11) and (6.12), using the fact that
φˇ1 and φˇ2 are
∗-homomorphisms gives
φ1(a) = w˜
(0)φ2(a)w˜
(0)∗ + w˜(1)φ2(a)w˜(1)∗, a ∈ A.(6.16)
By (6.9), we also have
(6.17) w˜(0) = (φˇ1(1A)⊗ h1/2)uh and w˜(1) = (φˇ1(1A)⊗ (1Z − h)1/2)u1−h
so that
(6.18) w˜(0)∗ = u∗h(φˇ(1A)⊗ h1/2) and w˜(1)∗ = u∗1−h(φˇ1(1A)⊗ (1Z − h)1/2).
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Thus, just as above (now using that φˇ1 is a
∗-homomorphism),
(6.19) φ2(a) = w˜
(0)∗φ1(a)w˜(0) + w˜(1)∗φ1(a)w˜(1), a ∈ A
with w˜(0)w˜(0)∗ = φˇ1(1A)⊗ h ∈ φ1(A)′ and w˜(1)w˜(1)∗ = φˇ1(1A)⊗ (1Z − h) ∈
φ1(A)
′, and so w˜(0)w˜(0)∗ + w˜(1)w˜(1)∗ = φ1(1A). This establishes (iv).
In case φ1, φ2 are unital, so are φˇ1 and φˇ2, and so
(6.20) w˜(0)w˜(0)∗ = φˇ1(1A)⊗ h = φˇ2(1A)⊗ h = w˜(0)∗w˜(0),
and likewise, w˜(1)w˜(1)∗ = w˜(1)∗w˜(1). 
Remark 6.4. In Theorem 6.2, the assumption that φ1 is totally full is essen-
tial, as otherwise for some nonzero a ∈ A+, one or both of φ1(a) and φ2(a)
could lie in the trace kernel ideal JBω , where they would be positive elements
with infinitesimal traces, but possibly of different sizes not seen by condition
(i). In contrast, the other conditions do relate how fast the trace of repre-
sentative sequences of φ1(a) and φ2(a) vanishes. At the worst extreme, if φ2
is the zero map, then condition (iii) would imply that so too is φ1, whereas
any nonzero ∗-homomorphism φ1 : A→ JBω CBω has τ ◦ φ2 = τ ◦ φ1 for all
τ ∈ T (Bω).
Specializing the 2-coloured uniqueness theorem to ∗-homomorphisms A→
B yields the following corollary.
Corollary 6.5. Let A be a separable, unital and nuclear C∗-algebra, and
let B be a separable, simple, unital Z-stable C∗-algebra such that QT (B) =
T (B) and ∂eT (B) is compact and nonempty. Let φ1, φ2 : A→ B be unital ∗-
homomorphisms such that φ1 is injective. Then the following are equivalent:
(i) τ ◦ φ1 = τ ◦ φ2 for all τ ∈ T (B);
(ii) φ1 and φ2 are approximately n-coloured equivalent for some n ∈ N;
(iii) φ1 and φ2 are approximately 2-coloured equivalent.
Proof. Write φ˜i = ι ◦ φi : A → Bω, where ι : B ↪→ Bω is the canonical
inclusion. As φ1 is injective, it follows that φ˜i is totally full. By Proposition
1.9, the limit traces Tω(Bω) are dense in T (Bω). Accordingly, condition (i)
is equivalent to τ ◦ φ˜1 = τ ◦ φ˜2 for all τ ∈ T (Bω), and so the corollary follows
from Theorem 6.2. 
We also obtain results in the case when φ2 is only a c.p.c. order zero map
such that φm2 agrees on traces with φ1 for all m ∈ N; however in this case
we do not obtain a symmetric decomposition.
Theorem 6.6. Let (Bn)
∞
n=1 be a sequence of simple, separable, unital, finite
Z-stable C∗-algebras such that QT (Bn) = T (Bn) and ∂eT (Bn) is compact
and nonempty for each n ∈ N, set Bω :=
∏
ω Bn and define JBω as in
(1.12). Let A be a separable, unital, nuclear C∗-algebra, let φ1 : A → Bω
be a totally full ∗-homomorphism and φ2 : A→ Bω a c.p.c. order zero map
with τ ◦ φ1 = τ ◦ φm2 for all τ ∈ T (Bω) and m ∈ N. Then, there exist
contractions v(0), v(1), w(0), w(1) ∈ Bω such that
φ1(a) = w
(0)φ2(a)w
(0)∗ + w(1)φ2(a)w(1)∗ a ∈ A, and
φ2(a) = v
(0)φ1(a)v
(0)∗ + v(1)φ1(a)v(1)∗ a ∈ A,(6.21)
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with w(0)∗w(0), w(1)∗w(1) ∈ φ2(A)′, v(0)∗v(0), v(1)∗v(1) ∈ φ1(A)′ and
(6.22) w(0)∗w(0) + w(1)∗w(1) = v(0)∗v(0) + v(1)∗v(1) = 1Bω .
Proof. The existence of the w(i) is obtained as in the proof of Theorem 6.2
(i) =⇒ (iii), as the assumptions on φ1 and φ2 enable us to apply Theorem
5.5 exactly as in that proof. Once one has applied Theorem 5.5, we can then
exchange the roles of φ1 and φ2 in the rest of the proof of Theorem 6.2 (i)
=⇒ (iii), producing the v(i) with the stated properties. 
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7. Nuclear dimension and decomposition rank
In this section we use the two-coloured uniqueness strategy to obtain two-
coloured covering (i.e., one-dimension) results for simple, separable, unital,
nuclear, Z-stable C∗-algebras with compact extremal tracial boundaries,
proving Theorem F. We first recall the definitions of nuclear dimension and
decomposition rank.
Definition 7.1 ([52, Definition 3.1], [100, Definition 2.1]). Let A be a C∗-
algebra and let n ∈ N. The nuclear dimension of A is at most n (written
dimnuc(A) ≤ n) if for any finite subset F of A and ε > 0, there exist finite
dimensional C∗-algebras F (0), . . . , F (n) and maps
(7.1) A
ψ // F (0) ⊕ · · · ⊕ F (n) φ // A
such that ψ is c.p.c., φ|F (i) is c.p.c. order zero for i = 0, . . . , n, and such that
φ(ψ(x)) ≈ε x for x ∈ F . The decomposition rank of A is at most n (written
dr(A) ≤ n) if additionally φ can be taken contractive.
The importance of quasidiagonality to the structure of stably finite simple
nuclear C∗-algebras dates back to [68]. Now we can see that quasidiagonality,
or more precisely the stronger condition that all traces are quasidiagonal in
the sense of [13], provides the essential difference between finite nuclear
dimension and finite decomposition rank. We explore quasidiagonal traces
further in Section 8, in particular showing that all traces on a C∗-algebra
with finite decomposition rank are quasidiagonal.
Definition 7.2 ([13, Definition 3.3.1]). Let A be a separable, unital C∗-
algebra. A trace τ on A is quasidiagonal if there exists a sequence (Fn)
∞
n=1
of finite dimensional C∗-algebras, a limit trace σ ∈ Tω(
∏
ω Fn), and a u.c.p.
map A → ∏∞n=1 Fn which induces a ∗-homomorphism φ : A → ∏ω Fn such
that τ = σ ◦ φ. Write TQD(A) for the set of all quasidiagonal traces on A.
The definition above formally differs from that in [13] in that the orig-
inal uses full matrix algebras in place of finite dimensional algebras, and
limits as n → ∞ as opposed to ultrapowers. It is routine to embed a fi-
nite dimensional algebra F unitally into a full matrix algebra in a fashion
which approximately preserves a fixed trace on F (if the trace on F is a
rational convex combination of extreme traces, then it can be exactly pre-
served). Combining this with an application of Kirchberg’s ε-test (Lemma
1.10) shows that the two definitions agree.
Without quasidiagonality, [79, Proposition 3.2] provides, for each trace τ
on a unital, nuclear C∗-algebra, a map φ as in Definition 7.2, except that φ
is only c.p.c. order zero rather than a ∗-homomorphism.
To obtain covering dimension estimates, we patch together these trace-
witnessing maps into ultraproducts of finite dimensional algebras, to obtain
a map factoring through order zero maps on finite dimensional C∗-algebras,
which agrees on all traces with the constant-sequence embedding of A into
Aω. A W
∗-bundle partition of unity argument allows us to do this patching.
Note that TQD(A) is a weak
∗-closed convex subset of T (A) (see [13, Propo-
sition 3.5.1]), so in Lemma 7.4 and Theorem 7.5 there is no difference be-
tween asking for all traces to be quasidiagonal and asking for extremal traces
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to be quasidiagonal (which is what we use). It remains an open question
whether TQD(A) is necessarily a face in T (A) (asked after Proposition 3.5.1
in [13]). A more important question is the following:
Question 7.3 (cf. [13, Question 6.7(2)]). Let A be a unital, nuclear, quasidi-
agonal C∗-algebra. Is T (A) equal to TQD(A), i.e., is every trace quasidiag-
onal?
Lemma 7.4. Let A be a simple, separable, unital, nuclear, Z-stable C∗-
algebra such that T (A) is a Bauer simplex. Then there exists a sequence
(φn)
∞
n=1 of c.p.c. maps φn : A → A, which factorize through finite dimen-
sional algebras Fn as
(7.2) A
θn   A
AA
AA
AA
A
φn // A
Fn
ηn
>>}}}}}}}}
with θn c.p.c. and ηn c.p.c. order zero, such that the induced maps (θn)
∞
n=1 :
A→∏ω Fn and Φ = (φn)∞n=1 : A→ Aω are order zero and
(7.3) τ ◦ Φ(x) = τ(x) x ∈ A, τ ∈ T (Aω).
If additionally all traces on A are quasidiagonal, then each θn can be taken
unital.
Proof. Fix a finite subset F of A and ε > 0. By Kirchberg’s ε-test (Lemma
1.10), it suffices to find a sequence (φn)
∞
n=1 as in the statement, except with
(7.3) weakened to
(7.4) |σ ◦ Φ(x)− σ(x)| ≤ ε, x ∈ F , σ ∈ Tω(Aω).
Indeed, take Xn to be the set of triples (F, θ, η), where F is a finite dimen-
sional C∗-subalgebra, θ : A→ F is c.p.c., η : F → A is c.p.c. order zero, and,
if all traces on A are quasidiagonal, then in addition, θ is unital. Taking a
dense sequence (x(k))∞k=1 in A, consider functions f
(k)
n : Xn → [0,∞) given
by
(7.5) f (k)n (Fn, θn, ηn) = sup
σ∈T (A)
|σ ◦ ηn ◦ θn(x(k))− σ(x(k))|.
Given a sequence (Fn, θn, ηn)
∞
n=1 from
∏∞
n=1Xn, we obtain an induced c.p.c.
map Θ : A → ∏ω Fn. By the version of Lemma 1.12 discussed in Remark
1.13, there is a countable collection of functions g
(k)
n : Xn → [0,∞) such that
the induced map Θ is order zero if and only if limn→ω g
(k)
n (Fn, θn, ηn) = 0 for
all k.32 Our condition (7.4), shows that for any ε > 0 and m ∈ N, we can find
a sequence (Fn, θn, ηn) from
∏∞
n=1Xn satisfying limn→ω f
(k)
n (Fn, θn, ηn) ≤ ε
for k = 1, . . . ,m and limn→ω g
(k)
n (Fn, θn, ηn) = 0 for all k ∈ N. Then the
ε-test (Lemma 1.10) provides a sequence (Fn, θn, ηn) from
∏∞
n=1Xn sat-
isfying limn→ω f
(k)
n (Fn, θn, ηn) ≤ ε and limn→ω g(k)n (Fn, θn, ηn) = 0 for all
k ∈ N. Thus the map Θ : A → ∏ω Fn induced by this sequence is order
32We implicitly fix a countable dense Q[i]-∗-subalgebra A0 of A to do this, but note
that since each θn is c.p.c., it is determined by its restriction to A0.
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zero, and hence so too is the map Φ (as each ηn is c.p.c. and order zero so
the induced map
∏
ω Fn → Aω is order zero). Further, by density of the
sequence (x(k))∞k=1 in A, (7.3) holds for all limit traces τ ∈ Tω(Aω), whence
by Proposition 1.9, for all τ ∈ T (Aω).
We now proceed to produce φn satisfying (7.4). Let Q be the universal
UHF-algebra. Fix, momentarily, an extreme trace λ ∈ K := ∂eT (A). By
[79, Proposition 3.2], there exists a c.p.c. order zero map Θλ : A → Qω
such that λ(x) = τQω ◦ Θλ(x) for x ∈ A. Using the Choi-Effros lifting
theorem ([17]), we can lift Θλ to a sequence (θ˜λ,n)
∞
n=1 of c.p.c. maps A→ Q.
Fix a dense sequence (am)
∞
m=1 in the unit ball of A. For each n, find a
unital finite dimensional subalgebra Fλ,n ⊂ Q which approximately contains
{θ˜λ,n(ai) : i = 1, . . . , n} up to the tolerance 1/n, and set θλ,n := Eλ,n ◦ θ˜λ,n,
where Eλ,n : Q → Fλ,n is a conditional expectation. Thus (θλ,n)∞n=1 also
represents the map Θλ.
When T (A) = TQD(A), then we use quasidiagonality instead of [79,
Proposition 3.2] in the previous paragraph to construct the maps Θλ. In
this case, each θλ,n is unital.
Let (ψn)
∞
n=1 be a sequence of c.p.c. order zero maps Q → Z provided
by [79, Lemma 6.1] which induce a c.p.c. order zero map Ψ : Qω → Zω
satisfying τZω ◦ Ψ(1Qω) = 1, so that by uniqueness of the trace on Qω,
τZω ◦Ψ = τQω . Hence for each λ ∈ K,
(7.6) τZω ◦Ψ ◦Θλ = λ.
For each λ ∈ K, let Vλ be a neighbourhood of λ such that, for σ ∈ Vλ,
(7.7) |σ(x)− λ(x)| < ε
3
, x ∈ F .
By compactness, there exists λ1, . . . , λl ∈ K such that
⋃l
i=1 Vλi = K. Note
that if σ ∈ Vλi0 and Vλi0 ∩ Vλi 6= ∅, then
(7.8) |σ(x)− λi(x)| ≤ ε, x ∈ F .
Since A is Z-stable, and K = ∂eT (A) is compact, Ozawa’s character-
ization of trivial W∗-bundles shows that Ast is isomorphic to the trivial
W∗-bundle Cσ(K,R) with fibres the hyperfinite II1 factor R (Theorem
3.15). Then Aω/JAω
∼= Cσ(K,R)ω (see the first part of Lemma 3.10). Let
f1, . . . , fl ∈ C(K)+ be a partition of unity, such that fi is supported on
Vλi and let p1, . . . , pl be pairwise orthogonal projections in Cσ(K,R) with
τR(pi(λ)) = fi(λ) for all λ ∈ K (see Lemma 3.16, but note that we do not
need the approximate centrality given by that lemma). Regarding these
projections as embedded as constant sequences into Cσ(K,R)ω, we may lift
them to pairwise orthogonal contractions d1, . . . , dl in Aω.
We can lift again to pairwise orthogonal sequences (d1,n)
∞
n=1, . . . , (dl,n)
∞
n=1
of positive contractions in `∞(A). These satisfy
(7.9) lim
n→ωmaxτ∈K
|τ(di,n)− fi(τ)| = 0,
as if this was not the case, then there would exist ε > 0 and I ∈ ω such
that, for each n ∈ I there exists τn ∈ K such that |τn(di,n) − fi(τn)| ≥ ε;
then with τ equal to the limit trace on Aω given by (τn)
∞
n=1, we obtain
|τ(di)− τ(pi)| ≥ ε, a contradiction.
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Define c.p.c. maps φ˜n : A→ A⊗Z by
(7.10) φ˜n(x) =
l∑
i=1
di,n ⊗ (ψn ◦ θλi,n)(x),
which induces a c.p.c. order zero map Φ˜ : A → (A ⊗ Z)ω. Defining Fn :=⊕l
i=1 Fλi,n and θn : A→ Fn, η˜n : Fn → A⊗Z by
θn(x) :=
l⊕
i=1
θλi,n(x), x ∈ A, and(7.11)
η˜n(y1 ⊕ · · · ⊕ yl) :=
l∑
i=1
di,n ⊗ ψn(yi), yi ∈ Fλi,n,(7.12)
we see that
(7.13) φ˜n = η˜n ◦ θn, n ∈ N,
and (θn)
∞
n=1 =
∑l
i=1 Θλi : A →
∏
ω Fn is order zero. In the case that
T (A) = TQD(A), then all the maps θn are unital as each θλi,n is unital.
Since K = ∂eT (A) is compact, each fi extends to a continuous affine
function on T (A) by
(7.14) fi(σ) =
∫
K
fi dµσ, σ ∈ T (A),
where µσ is the measure induced on K by σ ([2, Theorem II.4.1]). In this
way (fi)
l
i=1 forms a continuous affine partition of unity on T (A). For any
sequence of traces (σn)
∞
n=1 in T (A), we have
lim
n→ω σn(di,n) = limn→ω
∫
K
τ(di,n) dµσn(τ)
(7.9)
= lim
n→ω
∫
K
fi(τ) dµσn(τ)
= lim
n→ω fi(σn),(7.15)
using the fact that the convergence in (7.9) is uniform.
Fix i0 ∈ {1, . . . , l} and suppose that σ(i0) ∈ Tω(A) is a limit trace de-
fined by a sequence (σn)
∞
n=1 of traces in the convex hull of Vλi0 ; that is,
σ(i0)((xn)
∞
n=1) = limn→ω σn(xn) for all (xn)∞n=1 ∈ Aω. Thus each µσn (the
measure on ∂eT (A) which gives σn by integration) will be supported on Vλi0 ,
and so if fi(σn) > 0 for some i and n, then Vλi0 ∩ Vλi 6= ∅, whence for all
x ∈ F ,
(7.16) |σn(x)− λi(x)| ≤ ε,
from (7.8). In particular,
(7.17)
∣∣∣∣∣
l∑
i=1
fi(σn)λi(x)− σn(x)
∣∣∣∣∣ ≤ ε, x ∈ F ,
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holds for all n ∈ N. Write σ(i0)⊗ τZ for the limit trace on (A⊗Z)ω induced
by the sequence (σn ⊗ τZ)n. As (7.6), (7.10) and (7.15) give
(σ(i0) ⊗ τZ)(Φ˜(x)) =
l∑
i=1
(
lim
n→ω σn(di,n)
)(
lim
n→ω τZ(ψn(θλi,n(x)))
)
= lim
n→ω
l∑
i=1
fi(σn)λi(x), x ∈ A,(7.18)
we have by (7.17),
(7.19) |(σ(i0) ⊗ τZ)(Φ˜(x))− σ(i0)(x)| ≤ ε, x ∈ F .
Now suppose σ ∈ Tω(Aω). Then σ can be written as a convex combination
of σ(1), . . . , σ(l) where σ(i) is a limit trace represented by a sequence coming
from the closed convex hull of Vλi . Thus (7.19) passes to these convex
combinations and holds for all τ ∈ Tω(Aω).
Let β : A⊗Z → A be an isomorphism which satisfies λ ◦ β = λ⊗ τZ for
any trace λ ∈ T (A). Then set ηn := β ◦ η˜n : Fn → A and φn := β ◦ φ˜n, so
that the maps θn, ηn and φn factorize as in (7.2) and thus the resulting map
Φ satisfies (7.4). 
We can now compute the nuclear dimension and decomposition rank.
Theorem 7.5 (Theorem F). Let A be a simple, separable, unital, nuclear,
Z-stable C∗-algebra such that T (A) is a Bauer simplex. Then dimnuc(A) ≤
1. If additionally T (A) = TQD(A), then dr(A) ≤ 1.
Proof. We shall estimate the nuclear dimension of the first factor embedding
ι : A → A ⊗ Z, ι(x) = x ⊗ 1Z in the sense of [86, Definition 2.2]; since A
is Z-stable and Z is strongly self-absorbing, we have dimnuc(A) = dimnuc(ι)
and dr(A) = dr(ι) (see [86, Proposition 2.6]).
Let Φ : A→ Aω be the c.p.c. order zero map of Lemma 7.4 satisfying (7.3),
which is represented by a sequence of c.p.c. maps (φn)
∞
n=1 which factorize
as ηn ◦ θn through finite dimensional algebras Fn as in (7.2). By (1.14),
1Aω−Φ(1A) ∈ JAω , so that the map Φ¯ : A→ Aω/JAω is a ∗-homomorphism.
Consequently, as Tω(Aω) is dense in T (Aω) (by Proposition 1.9), τ = τ ◦Φ =
τ ◦ Φn for any n ∈ N and any τ ∈ T (Aω).
Let h be a positive contraction in Z of full spectrum. Thus, applying
Theorem 5.5, we obtain unitaries w(0), w(1) ∈ (A⊗Z)ω such that
x⊗ h = w(0)(Φ(x)⊗ h)w(0)∗(7.20)
x⊗ (1Z − h) = w(1)(Φ(x)⊗ (1Z − h))w(1)∗, x ∈ A.(7.21)
Choose representing sequences (w
(0)
n )∞n=1 and (w
(1)
n )∞n=1 of unitaries in A⊗Z
for w(0) and w(1) respectively. We have c.p.c. maps θn ⊕ θn : A→ Fn ⊕ Fn,
and η˜n : Fn ⊕ Fn → A⊗Z, where
(7.22) η˜n(y0, y1) = w
(0)
n (ηn(y0)⊗ h)w(0)n ∗ + w(1)n (ηn(y1)⊗ (1Z − h))w(1)n ∗.
Hence, ι(x) is the limit, as n→ ω, of (η˜n ◦ (θn ⊕ θn)(x))∞n=1 and, since η˜n is
the sum of two c.p.c. order zero maps, dimnuc(ι) ≤ 1.
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Finally, suppose that all traces on A are quasidiagonal. Then the maps
θn from Lemma 7.4 can be taken unital. Ergo 1A ⊗ 1Z is the limit of
η˜n(1Fn ⊕ 1Fn) and so the c.p. map η˜n is approximately contractive. By
rescaling, it can be made contractive. That is, dr(ι) ≤ 1. 
We immediately obtain the following abstract classification theorem when
all traces are quasidiagonal, extending that of [60] in the unique trace case.
In the following, for a unital C∗-algebra A, we use [1A]0 to denote the class
of the unit in K0(A).
Corollary 7.6. Let C0 denote the class of all simple, separable, unital, nu-
clear, Z-stable C∗-algebra A for which the following hold:
(i) T (A) a Bauer simplex;
(ii) all traces on A are quasidiagonal;
(iii) projections in A separate traces;
(iv) A satisfies the UCT.
If A,B ∈ C0 then A ∼= B if and only if K0(A) ∼= K0(B) as partially ordered
groups with order units [1A]0 and [1B]0 respectively, and K1(A) ∼= K1(B) as
groups.
Proof. By Theorem 7.5, every algebra in C0 has finite decomposition rank.
The result thus follows by [95, Corollary 5.2], where the key points are that
algebras in C0 are rationally real rank zero and thus rationally TAF ([93,
Theorem 4.1]), allowing the application of the classification technique from
[98], refined by Lin and Lin-Niu in [54, 55]. 
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8. Quasidiagonal traces
In [13], NB explored approximation properties for traces, showing in par-
ticular that all traces on ASH algebras are quasidiagonal (and in fact have
the stronger approximation property of being uniform locally finite dimen-
sional ([13, Corollary 4.4.4])). Here our objective is to show that very many
nuclear, quasidiagonal C∗-algebras have the property that all traces are qua-
sidiagonal, namely those that can be tracially approximated by algebras of
finite decomposition rank (Corollary 8.7). In particular, to get finite de-
composition rank in Theorem F, it is necessary to ask that all traces are
quasidiagonal (see Corollary 8.6).
The following technical lemma is our main tool.
Lemma 8.1. Let A be a separable, unital C∗-algebra. Suppose that for
τ ∈ T (A), there exists a sequence (Cn)∞n=1 of unital C∗-algebras with unital
C∗-subalgebras Bn ⊆ Cn, quasidiagonal traces σn ∈ T (Bn), and a u.c.p.
map (φn)
∞
n=1 : A →
∏
nCn which induces an injective
∗-homomorphism
φ : A→∏ω Cn such that:
(i) φ(A) ⊆∏ω Bn;
(ii) τ = limn→ω σn ◦ φn.
Then τ is quasidiagonal.
Remark 8.2. The purpose of the algebras Cn is that condition (i) is much
weaker than asking that φn(A) ⊆ Bn for each n.
Proof. Let τ ∈ T (A), let F ⊂ A be a finite set of contractions, and let
ε > 0. Let n0 be such that φn0 is (F , ε)-approximately multiplicative and
(F , ε)-approximately isometric, and such that for each x ∈ F , there exists
yx ∈ Bn0 satisfying φn0(x) ≈ε yx and σn0(yx) ≈ε τ(x). Set
(8.1) G := {yx | x ∈ F} ⊂ Bn0 .
As σn0 is quasidiagonal, we can find a finite dimensional algebra F , a trace
τF ∈ T (F ), and a u.c.p. map ψ : Bn0 → F satisfying τF ◦ ψ(a) ≈ε σn0(a)
for a ∈ G, such that ψ is (G, ε)-approximately multiplicative and (G, ε)-
approximately isometric, i.e.,
(8.2) ψ(ab) ≈ε ψ(a)ψ(b), and ‖ψ(a)‖ ≈ε ‖a‖, a, b ∈ G.
By Arveson’s extension theorem ([4]), ψ extends to a u.c.p. map ψ˜ : Cn0 →
F . Then the composition ψ˜◦φn0 will be u.c.p., (F , 5ε)-approximately multi-
plicative, (F , 4ε)-approximately isometric, and satisfies τF ◦ ψ˜ ◦φn0 ≈F ,3ε τ .
This shows that τ is quasidiagonal. 
Proposition 8.3. Let S be a class of unital C∗-algebras for which all traces
are quasidiagonal. If A is a simple, separable, unital C∗-algebra that is TAS,
in the sense of [29, Definition 2.2], then T (A) = TQD(A).
Proof. It follows directly from the definition of TAS that there exists a
sequence of algebras (Bn)
∞
n=1 from S with Bn ⊂ A, such that the u.c.p. map
φ : A→∏ω 1BnA1Bn given by
(8.3) φ(a) := (1Bna1Bn)n
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is an injective ∗-homomorphism satisfying φ(A) ⊆∏ω Bn, and such that for
each trace τ ∈ T (A),
(8.4) τ = ( lim
n→ω τ |Bn) ◦ φ.
Since T (Bn) = TQD(Bn) for all n ∈ N, Lemma 8.1 implies that the same
holds for A. 
To show that traces on certain C∗-algebras are quasidiagonal, we need to
know the structure of traces on ultraproducts of finite dimensional algebras.
Lemma 8.4. Let (Fn)
∞
n=1 be a sequence of finite dimensional C
∗-algebras. If
τ is a tracial state on
∏
ω Fn and S ⊂
∏
ω Fn is a separable and self-adjoint
subset, then there is τ ′ ∈ Tω(
∏
ω Fn) such that τ |S = τ ′|S.
Proof. This can be proven using exactly the same Hahn-Banach argument
as in [65, Theorem 8], but using [34, Lemma 3.5] in place of [65, Theorem
6]; alternatively one can appeal to [63, Theorem 1.2]. 
Proposition 8.5. Let A be a separable, unital C∗-algebra with finite decom-
position rank. Then T (A) = TQD(A).
Proof. When A has finite decomposition rank [52, Proposition 5.1] provides
maps
(8.5) A
ψ−→
∏
ω
Fn
φ−→ Aω,
such that each Fn is finite dimensional, ψ is a unital
∗-homomorphism that
lifts to a u.c.p. map A→∏n Fn, φ is a sum of m c.p.c. order zero maps and
is c.p.c. itself, and
(8.6) a = φ ◦ ψ(a)
for all a ∈ A.
For τ ∈ T (A), extend τ (in the canonical way) to Aω, and then set
σ0 := τ ◦ φ :
∏
ω Fn → C. Since φ is a sum of c.p.c. order zero maps, σ0 is
a sum of traces (by [99, Corollary 4.4]). Moreover, τ = σ0 ◦ ψ, and hence
σ0(1∏
ω Fn
) = 1. This shows that σ0 ∈ T (
∏
ω Fn). By Lemma 8.4, there
exists a limit trace σ ∈ Tω(
∏
ω Fn) that agrees on ψ(A) with σ0, whence we
have
(8.7) τ = σ ◦ ψ.
This is the definition of quasidiagonality of τ from Definition 7.2. 
Corollary 8.6. Let A be a simple, separable, unital, infinite dimensional
C∗-algebra such that T (A) is a Bauer simplex. The following are equivalent:
(i) A is nuclear, Z-stable, and T (A) = TQD(A);
(ii) A has finite nuclear dimension and T (A) = TQD(A);
(iii) A has finite decomposition rank;
(iv) dr(A) ≤ 1.
Proof. (i) =⇒ (iv) is by Theorem 7.5. (iv) =⇒ (iii) is trivial. For (iii)
=⇒ (ii), note that the nuclear dimension of a C∗-algebra is always at least
its decomposition rank, and T (A) = TQD(A) comes from Proposition 8.5.
Finally (ii) =⇒ (i) combines the main result of [97] and the fact that finite
nuclear dimension implies nuclearity ([100, Remark 2.2(i)]). 
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Combining Propositions 8.3 and 8.5, we arrive at the following conse-
quence.
Corollary 8.7. If A is a separable, unital C∗-algebra, that is tracially ap-
proximated by unital C∗-algebras of finite decomposition rank, then T (A) =
TQD(A).
Being tracially approximated by unital, finite decomposition rank C∗-
algebras is a very weak finiteness condition. In particular, it includes al-
gebras of locally finite decomposition rank ([94, Definition 1.2]), as well as
TAI algebras and even TA(1NCCW) algebras (simple algebras of this form
have recently been classified, under UCT- and nuclearity-hypotheses ([38])).
There are no simple, stably finite, nuclear C∗-algebras which are known not
to have locally finite decomposition rank.
Outside the nuclear setting there exist nonquasidiagonal traces on qua-
sidiagonal (even residually finite dimensional) C∗-algebras ([13, Corollary
4.3.8]). The obstruction is failure of amenability, and it remains open
whether all amenable traces on quasidiagonal algebras must be quasidi-
gaonal.
Question 8.8. Are all traces on simple, nuclear, quasidiagonal C∗-algebras
quasidiagonal?
Note that [13, Lemma 6.1.20] shows that if the answer to Question 8.8
is yes, then the same is true without assuming simplicity. In particular the
strongest form of the Toms-Winter conjecture, which predicts that finite,
simple, separable, unital, nuclear, Z-stable C∗-algebras have finite decom-
position rank, would imply that all traces on a stably finite, nuclear C∗-
algebra are quasidiagonal. This is stronger than the Blackadar-Kirchberg
conjecture, that stably finite, nuclear C∗-algebras are quasidiagonal ([12]).
It is remarkable that the problem is also open – and at this point seems just
as hard – for strongly self-absorbing C∗-algebras.
We end this section by observing how the homotopy rigidity theorem
follows from these classification results. The following argument was kindly
provided to us by Narutaka Ozawa. It allows the removal of the additional
statement that all traces are quasidiagonal (appearing in an earlier version
of this paper) as an explicit hypothesis in Corollary 8.10 below.
Proposition 8.9. Let A,B be unital C∗-algebras. Suppose that projections
in A separate traces, B homotopy dominates A, and that T (B) = TQD(B).
Then T (A) = TQD(A).
Proof. Let τ ∈ T (A). Suppose that α : A → B and β : B → A are
∗-homomorphisms such that β ◦ α is homotopic to idA. Since homotopic
projections have the same trace, we see that
τ(p) = τ ◦ β ◦ α(p)
for every projection p ∈ A. Since projections separate traces on A, it follows
that τ = τ ◦ β ◦ α. Finally, since τ ◦ β is quasidiagonal by assumption, we
conclude that τ is quasidiagonal. 
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Corollary 8.10 (Theorem C (iii)). Let A be a simple, separable, unital, nu-
clear, Z-stable C∗-algebra such that T (A) is a Bauer simplex. If projections
separate traces on A, then A is homotopy rigid.
Proof. If A is homotopic to an ASH algebra then it satisfies the UCT. By
[64, Corollary 2.2] and Corollary 8.7, all traces on an ASH algebra are qua-
sidiagonal; thus, by Proposition 8.9, T (A) = TQD(A). Consequently, A is in
the class C0 of Corollary 7.6. Further by [27], there exists an ASH-algebra of
slow dimension growth B ∈ C0 with the same Elliott invariant as A. Thus
A ∼= B by Corollary 7.6. 
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9. Kirchberg algebras
In this section we show how our methods also give the optimal bound of 1
for the nuclear dimension of Kirchberg algebras (Corollary 9.9), generalizing
the UCT case, handled using higher rank graph algebras in [77]. Finiteness
– with an upper bound of 5 – of nuclear dimension for UCT Kirchberg al-
gebras was already established in [100]; this bound was later improved by
Enders in [33]. Two proofs that Kirchberg algebras without the UCT have
nuclear dimension at most 3 where given in [60] and [6]. The merit of these
approaches is that they do not require the Kirchberg-Phillips classification
and hence the UCT. Our result builds on [60, 6], using the 2-coloured strat-
egy, to obtain the optimal bound of 1 without assuming the UCT.
Recall that a Kirchberg algebra is, by definition, a simple, separable, nu-
clear, purely infinite C∗-algebra. Such an algebra is automaticallyO∞-stable
(and therefore Z-stable), by Kirchberg’s celebrated O∞-absorption theorem
([47] or [49, Theorem 3.15]). Indeed, these algebras can be characterized as
simple, separable, nuclear, Z-stable C∗-algebras with no (densely defined)
traces.
The key ingredient is Theorem 9.1 below, which provides a uniqueness the-
orem for order zero maps into ultraproducts of Kirchberg algebras. Results
of this nature can be obtained from Kirchberg’s approach to the classifica-
tion of purely infinite algebras ([46]) (see for example [74, Theorem 8.3.3]),
but we do not know of a reference to the exact statement below in the lit-
erature, and so take this opportunity to show how it can be obtained via
simpler versions of the methods used above in the stably finite case.
Theorem 9.1. Let (Bn)
∞
n=1 be a sequence of unital Kirchberg algebras, write
Bω :=
∏
ω Bn and let A be a separable, unital, nuclear C
∗-algebra. Let
φ(1), φ(2) : A → Bω be c.p.c. order zero maps such that f(φ(i)) is injective
for every nonzero f ∈ C0((0, 1])+, for i = 1, 2. Then φ(1) and φ(2) are
unitarily equivalent.
The first crucial step is the following Stinespring type result, obtained
from the technical ingredients in the proof of Kirchberg’s embedding theorem
in [49]. It can be proven in just the same way as [74, Corollary 6.3.5(ii)],
which handles the situation of ultrapowers.
Lemma 9.2 (cf. [74, Corollary 6.3.5(ii)]). Let A be a separable, unital, exact
C∗-algebra, and (Bn)∞n=1 a sequence of unital Kirchberg algebras. Write
Bω :=
∏
ω Bn. Let (ρn)
∞
n=1 be a sequence of unital completely positive maps
ρn : A → Bn which induce an injective ∗-homomorphism ρ : A → Bω.
Given any sequence (σn)
∞
n=1 of unital completely positive maps σn : A→ Bn,
inducing σ : A→ Bω, there is an isometry s ∈ Bω such that s∗ρ(a)s = σ(a)
for a ∈ A.
We use this to provide purely infinite versions of the two key steps in the
stably finite case. In place of the strict comparison results from Section 4,
we show that, in the Kirchberg algebra setting, totally full elements in rela-
tive commutant sequence algebras represent maximal elements in the Cuntz
semigroup. This verifies the technical hypothesis of Lemma 5.3, and so one
immediately obtains the purely infinite version of Theorem 5.1 (Lemma 9.5).
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Lemma 9.3. Let A be a separable, unital, nuclear C∗-algebra and let (Bn)∞n=1
be a sequence of unital Kirchberg algebras. Write Bω :=
∏
ω Bn and let
pi : A→ Bω be a c.p.c. order zero map. Write
(9.1) C := Bω ∩ pi(A)′ ∩ {1Bω − pi(1A)}⊥.
Let D be a full hereditary subalgebra of C, and let b ∈ D+ be totally full.
Then for every c ∈ D+ there exists t ∈ D with t∗bt = c.
Proof. Assume, without loss of generality, that ‖b‖ = 1. Set J := {a ∈ A :
pi(a)C = 0}, which is a left ideal and satisfies J = J∗ (using the fact that C
commutes with pi(A)). Thus J CA is an ideal.
Fix c ∈ D+. Define maps ψ1, ψ2 : C0((0, 1])⊗ (A/J)→ Bω by
(9.2) ψ1(f ⊗ (a+ J)) := f(b)pi(a) and ψ2(f ⊗ (a+ J)) := f(1)cpi(a)
for f ∈ C0((0, 1]), a + J ∈ A/J . Note that these maps are well defined, as
if a1 + J = a2 + J , then f(b)pi(a1) = f(b)pi(a2) for all f ∈ C0((0, 1]) and
cpi(a1) = cpi(a2). The map a+ J 7→ cpi(a) = c1/2pi(a)c1/2 is c.p.c. and order
zero, and hence ψ2 is c.p.c. and order zero as it is the tensor product of this
map and f 7→ f(1) (we actually only care that it is c.p.c.). The map ψ1 is
a ∗-homomorphism, since for f1, f2 ∈ C0((0, 1]), a1 + J, a2 + J ∈ A/J , we
have
ψ1(f1 ⊗ (a1 ⊗ J))ψ1(f2 ⊗ (a2 ⊗ J)) (9.2)= f1(b)pi(a1)f2(b)pi(a2)
= f1(b)f2(b)pi(a1)pi(a2)
(1.3)
= f1(b)f2(b)pi(1A)pi(a1a2)
bCpi(1A)
= f1(b)f2(b)pi(a1a2)
= ψ1((f1f2)⊗ (a1a2 + J)).(9.3)
If ψ1 was not injective, then there would exist some nonzero elementary
tensor f ⊗ (a + J) in kerψ1 (by Kirchberg’s slice lemma, see [74, Lemma
4.1.9], for example). Replacing with (f ⊗ (a+J))∗(f ⊗ (a+J)) if necessary,
we may assume f and a are positive. Then consider
(9.4) I := {x ∈ C : xpi(a) = 0}
so that f(b) ∈ I. As pi(A) commutes with C, I is an ideal in C. Since
‖b‖ = 1, b is totally full in D, and D is a full hereditary subalgebra of C,
f(b) is full in C. Then I = C, and hence a ∈ J , giving a contradiction.
Thus ψ1 is injective.
Denote by ψ∼1 , ψ∼2 : (C0((0, 1])⊗A)∼ → Bω the unital c.p. maps obtained
by unitizing ψ1 and ψ2. As 1Bω /∈ ψ1(C0((0, 1]) ⊗ (A/J)), ψ∼1 is a unital
injective ∗-homomorphism.
As A is nuclear, each ψ∼i lifts to a sequence of unital c.p. maps (C0((0, 1])⊗
A)∼ → Bn by the Choi-Effros lifting theorem. We may therefore apply
Lemma 9.2 to ρ := ψ∼1 and σ := ψ∼2 , yielding an isometry s ∈ Bω such that
s∗ψ∼1 (·)s = ψ∼2 (·). Plugging in the definitions of ψ1, ψ2, this says that
(9.5) s∗f(b)pi(a)s = f(1)cpi(a), f ∈ C0((0, 1]), a ∈ A.
Define t := bs, so that (as b, c C pi(1A)),
(9.6) t∗t = s∗b2s = s∗b2pi(1A)s = cpi(1A) = c C pi(1A).
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Likewise, t∗bt = c and
(9.7) t∗pi(a)t = s∗b2pi(a)s = cpi(a) = t∗tpi(a), a ∈ A.
Therefore t ∈ Bω∩pi(A)′∩{1Bω−pi(1A)}⊥, by Lemma 4.10. Since t∗t = c ∈ D
and tt∗ = bss∗b ≤ b2 ∈ D, and D is hereditary in C, we have t ∈ D as
required. 
Remark 9.4. When A is additionally simple, similar methods show that the
algebra C = Bω ∩ pi(A)′ ∩ {1Bω − pi(1A)}⊥ from Lemma 9.3 is simple and
purely infinite (analogous to Kirchberg’s result that Bω ∩ B′ is simple and
purely infinite when B is a Kirchberg algebra, see [49, Proposition 3.4]).
Indeed, given nonzero positive contractions b and c in C, write X for the
spectrum of b with 0 removed, and define maps ψ1, ψ2 : C0(X) ⊗ A → Bω
by ψ1(f ⊗ a) = f(b)pi(a) and ψ2(f ⊗ a) = f(1)cpi(a). Simplicity of A can
be used to show that ψ∼1 is a unital injective ∗-homomorphism, and then we
can follow the rest of the above proof to obtain some t ∈ C with t∗bt = c.
Lemma 9.5. Let A be a separable, unital, nuclear C∗-algebra and let (Bn)∞n=1
be a sequence of unital Kirchberg algebras. Write Bω :=
∏
ω Bn and let
pi : A→ Bω be a c.p.c. order zero map. Define C as in (9.1). Suppose that
a, b ∈ C+ are totally full elements of norm one. Then a and b are unitarily
equivalent in the unitization of C.
Proof. We verify the technical condition of Lemma 5.3. (The algebra C
is nonzero whenever pi is nonzero, whence C is full in the simple purely
infinite C∗-algebra Bω.) So let D be a full hereditary subalgebra of C and
suppose x ∈ D has totally full positive contractions el, er ∈ D+ such that
elx = xer = 0. By Lemma 9.3 there exists t ∈ D with t∗elt = er. Then
set s := t∗el so that sx = 0. Since t∗e2l t ≤ t∗elt = er, we also have xs = 0.
Since st = er is full in D, so too is s.
Now given totally full norm one elements a, b ∈ C+ and a nonzero f ∈
C0((0, 1])+, it follows that f(a) and f(b) are also totally full in C. By Lemma
9.3, f(a) is Cuntz equivalent to f(b) in C for all f ∈ C0((0, 1])+. Thus a
and b are unitarily equivalent in the unitization of C by Lemma 5.3. 
In order to apply the preceding lemma to prove Theorem 9.1, we need
one more step to ensure that φ(1A) is totally full in the appropriate relative
commutant sequence algebra.
Lemma 9.6. Let A be a separable, unital, nuclear C∗-algebra and let (Bn)∞n=1
be a sequence of unital Kirchberg algebras. Write Bω :=
∏
ω Bn. Let
φ : A → Bω be a c.p.c. order zero map such that f(φ) is injective for
every nonzero f ∈ C0((0, 1])+. Let φˆ : A → Bω be a supporting order zero
map for φ. Then φ(1A) is totally full in C := Bω ∩ φˆ(A)′ ∩{1Bω − φˆ(1A)}⊥.
Proof. Clearly ‖φ(1A)‖ = 1. Fix g ∈ C0((0, 1])+ with ‖g‖ = 1 and a positive
contraction c ∈ C+. We will show that there exists t ∈ C with t∗g(φ(1A))t =
c. Define maps ψ1, ψ2 : C0((0, 1])⊗A→ Bω by
ψ1(f ⊗ a) = f(g(φ(1A)))φˆ(a) = (f ◦ g)(φ(1A))φˆ(a) = (f ◦ g)(φ)(a),
ψ2(f ⊗ a) = f(1)cφˆ(a).(9.8)
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Then, as in Lemma 9.3, ψ1 is a
∗-homomorphism: for f1, f2 ∈ C0((0, 1]) and
a1, a2 ∈ A,
ψ1(f1 ⊗ a1)ψ1(f2 ⊗ a2) = f1(g(φ(1A)))φˆ(a1)f2(g(φ(1A)))φˆ(a2)
= (f1f2)(g(φ(1A)))φˆ(1A)φˆ(a1a2)
= ψ1(f1f2 ⊗ a1a2),(9.9)
as (f1f2)(g(φ(1A))) C φˆ(1A). Further, ψ1 is injective, as otherwise (using
Kirchberg’s slice lemma) there would be a positive nonzero elementary tensor
f ⊗ a in kerψ1. That is (f ◦ g)(φ)(a) = 0, so that f ◦ g = 0, by the
injectivity hypothesis on φ. Since g((0, 1]) = (0, 1], this implies f = 0,
a contradiction. Also, as in Lemma 9.3, ψ2 is c.p.c. as it is the tensor
product of two commuting c.p.c. order zero maps. Unitizing, we obtain maps
ψ∼i : (C0((0, 1]) ⊗ A)∼ → Bω with ψ∼1 a unital injective ∗-homomorphism.
Now we can follow the last two paragraphs of the proof of Lemma 9.3 (with
pi replaced by φˆ) to obtain t ∈ C with t∗g(φ(1A))t = c. Thus g(φ(1A)) is
full in C. 
Proof of Theorem 9.1. By Lemma 1.14, let φˆi be a supporting c.p.c. order
zero map for φi, for i = 1, 2. Define pi : A→M2(Bω) by
(9.10) pi(a) :=
(
φˆ1(a) 0
0 φˆ2(a)
)
, a ∈ A.
Note that pi is a supporting order zero map (satisfying (1.19)) for both
(9.11)
(
φ1(·) 0
0 0
)
and
(
0 0
0 φ2(·)
)
.
Set
(9.12) h1 :=
(
φ1(1A) 0
0 0
)
, h2 :=
(
0 0
0 φ2(1A)
)
∈ C ⊂M2(Bω).
These elements clearly have norm one and Lemma 9.6 shows that h1 and
h2 are totally full in C := M2(Bω)∩ pi(A)′ ∩ {1M2(Bω) − pi(1A)}⊥ (where we
think of M2(Bω) as
∏
ωM2(Bn)). Thus h1 and h2 are unitarily equivalent
in C∼ by Lemma 9.5. Since the condition on φ1 and φ2 also ensures that
φ1(1A) and φ2(1A) are totally full in Bω, the 2 × 2 matrix trick of Lemma
2.3 shows that φ1 and φ2 are unitarily equivalent. 
The final ingredient in computing the nuclear dimension of Kirchberg al-
gebras are maps, analogous to those in Lemma 7.4, which factor through
finite dimensional C∗-algebras. We obtain these through Voiculescu’s qua-
sidiagonality of cones ([92]).
Lemma 9.7. Let B be a unital Kirchberg algebra. Then there exists a
sequence (φn)
∞
n=1 of c.p.c. maps φn : B → B, which factorize through matrix
algebras Fn as
(9.13) B
θn   A
AA
AA
AA
A
φn // B
Fn
ηn
>>}}}}}}}}
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with θn c.p.c. and ηn a
∗-homomorphism, such that the induced map Φ :=
(φn)
∞
n=1 : B → Bω is a c.p.c. order zero map for which (Φ− t)+ is injective
for every t ∈ [0, 1).
Proof. The cone over B is quasidiagonal ([92]), so there exist matrix algebras
Fn and an isometric c.p.c. order zero map B →
∏
ω Fn with a c.p.c. lift
(θn : B → Fn)∞n=1. Further, since B contains a copy of O∞, we may find an
injective ∗-homomorphism ηn : Fn → B. Now, simply define φn := ηn ◦ θn.
For t ∈ [0, 1), since Φ is isometric, (Φ− t)+(1B) = (Φ(1B)− t)+ has norm
1 − t. Since B is simple and (Φ − t)+ is order zero, it follows using the
structure of order zero maps that (Φ− t)+ is injective. 
Lemma 9.8. Let A,B be C∗-algebras, let φ : A→ B be a c.p.c. order zero
map such that (φ − t)+ is injective for all t ∈ [0, 1), and define ψ : A →
C0((0, 1])⊗B by
ψ(a) = id(0,1] ⊗ φ(a).
Then ψ is a c.p.c. order zero map with the property that, for any nonzero
f ∈ C0((0, 1])+, f(ψ) is injective.
Proof. It is clear that ψ is c.p.c. order zero. Let piφ : C0((0, 1])⊗A→ B and
piψ : C0(0, 1] ⊗ A → C0(0, 1] ⊗ B be the ∗-homomorphisms corresponding
to φ and ψ as in Proposition 1.3; these satisfy piφ(id(0,1] ⊗ a) = φ(a) and
piψ(id(0,1]⊗ a) = ψ(a) = id(0,1]⊗φ(a) for all a ∈ A. Then for any n ∈ N and
a ∈ A,
(9.14) piψ(id
n
(0,1]⊗a) = idn(0,1]⊗φn(a) = (idC0((0,1])⊗piφ)(idn(0,1]⊗ idn(0,1]⊗a).
Therefore, by the Stone-Weierstrass theorem, for f ∈ C0((0, 1])+,
(9.15) f(ψ)(a) = (idC0((0,1]) ⊗ piφ)(f(id(0,1] ⊗ id(0,1])⊗ a), a ∈ A.
For nonzero f ∈ C0((0, 1])+, write g := f(id(0,1] ⊗ id(0,1]) ∈ C0((0, 1]) ⊗
C0((0, 1]). Thus (9.15) becomes
(9.16) f(ψ)(a) = (idC0((0,1]) ⊗ piφ)(g ⊗ a), a ∈ A,
(noting that the tensor factors are broken down differently in the two terms
on the right hand side).
Under the canonical identification C0((0, 1]
2) ∼= C0((0, 1]) ⊗ C0((0, 1]),
g is given by g(s, t) = f(st). Since f is nonzero, g−1((0,∞)) contains a
set of the form U × (t, 1] for some t ∈ (0, 1] and some nonempty open set
U ⊂ (0, 1]. Hence, if g0 ∈ C0(U)+, then g0 ⊗ (id(0,1] − t)+ is in the ideal of
C0((0, 1])⊗ C0((0, 1]) generated by g. In particular, for a ∈ A+,
(9.17) (idC0((0,1]) ⊗ piφ)(g0 ⊗ (id(0,1] − t)+ ⊗ a) = g0 ⊗ (φ− t)+(a)
lies in the ideal generated by f(ψ)(a). Taking g0 and a to be nonzero, the
operator in (9.17) is nonzero since (φ− t)+ is injective; therefore f(ψ)(a) is
nonzero. 
Corollary 9.9. Let B be a Kirchberg algebra. Then dimnuc(B) = 1.
Proof. Since B cannot be AF, dimnuc(B) ≥ 1 by [100, Remark 2.2(iii)].
When B is unital, dimnuc(B) ≤ 1 is obtained from Theorem 9.1 as in the
proof of Theorem 7.5, using Lemma 9.7 in place of Lemma 7.4 as follows.
Let (φn)
∞
n=1 be the sequence of c.p.c. order zero maps φn : B → B which
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factorize as ηn ◦ θn through finite dimensional algebras Fn as in (9.13) given
by Lemma 9.7. Let Φ : B → Bω be the induced map, which is c.p.c. and
order zero, and let ι : B → Bω be the canonical inclusion. By Kirchberg’s
absorption theorem ([47, 49]), B ∼= B ⊗ O∞. Fix a positive contraction
h ∈ O∞ of full spectrum, and consider the c.p.c. order zero maps φ(1) :=
Φ⊗ h : B → (B ⊗O∞)ω and φ(2) := ι⊗ h : B → (B ⊗O∞)ω.
By Lemma 9.8 (which applies as Lemma 9.7 ensures that (Φ − t)+ is
injective for each t ∈ [0, 1)), f(φ(1)) and f(φ(2)) are injective for any nonzero
f ∈ C0((0, 1])+. Therefore Theorem 9.1 provides a unitary w(0) ∈ (B⊗O∞)ω
satisfying
(9.18) x⊗ h = w(0)(Φ(x)⊗ h)w(0)∗, x ∈ B.
Working with 1O∞ − h in place of h we obtain another unitary w(1) ∈
(B ⊗O∞)ω satisfying
(9.19) x⊗ (1O∞ − h) = w(1)(Φ(x)⊗ (1O∞ − h))w(1)∗, x ∈ B.
Choosing representing sequences (w
(0)
n )∞n=1 and (w
(1)
n )∞n=1 of unitaries in (B⊗
O∞) for w(0) and w(1), we obtain c.p.c. maps θn ⊕ θn : B → Fn ⊕ Fn and
η˜n : Fn ⊕ Fn → (B ⊗O∞), defined for (y0, y1) ∈ Fn ⊕ Fn by
(9.20) η˜n(y0, y1) = w
(0)
n (ηn(y0)⊗ h)w(0)n ∗ + w(1)n (ηn(y1)⊗ (1O∞ − h))w(1)n ∗.
Then, x ⊗ 1O∞ is the limit as n → ω of (η˜n ◦ (θn ⊕ θn)(x))∞n=1. Since each
η˜n is a sum of two c.p.c. order zero maps, the nuclear dimension of the first
factor embedding B → B ⊗ O∞ is 1. Since O∞ is strongly self-absorbing,
dimnuc(B) = 1 (see [86, Proposition 2.6]).
General Kirchberg algebras are either unital or stable ([102]) and in the
latter case, B ∼= B0 ⊗ K for some unital Kirchberg algebra B0. Hence, by
[100, Corollary 2.8(i)], dimnuc(B) = dimnuc(B0) = 1. 
Combining the previous result with the stably finite case from Section 7
computes the nuclear dimension for simple, separable, unital, nuclear, Z-
stable C∗-algebras with compact (possibly empty) tracial boundary.
Corollary 9.10. Let A be a non-AF, simple, separable, unital, nuclear,
Z-stable C∗-algebra such that ∂eT (A) is compact. Then dimnuc(A) = 1.
Proof. By Kirchberg’s dichotomy theorem (see [74, Theorem 4.1.10]), A is
either finite or purely infinite (in the case that ∂eT (A) = ∅). The result
follows from Theorem 7.5 in the first case and Corollary 9.9 in the latter. 
Two-coloured classification results also follow from Theorem 9.1 as in the
stably finite case in Section 6. The result applies to any pair of injective
∗-homomorphisms – there are no trace restrictions since Bω has no traces.
More generally, we allow for the φi to be order zero maps rather than
∗-
homomorphisms, though for this we need to ask that (φi − t)+ is injective
for 0 ≤ t < 1 (whereas in Theorem 6.6, the trace condition automatically
ensured that (φ2 − t)+ is full).
Corollary 9.11. Let (Bn)
∞
n=1 be a sequence of Kirchberg algebras, write
Bω :=
∏
ω Bn and let A be a separable, unital, nuclear C
∗-algebra. Let
φ1, φ2 : A → Bω be a pair of c.p.c. order zero maps such that (φi − t)+(a)
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is nonzero for all 0 ≤ t < 1, 0 6= a ∈ A, and i = 1, 2. Then there exist
contractions w(0), w(1) ∈ Bω such that
φ1(a) = w
(0)φ2(a)w
(0)∗ + w(1)φ2(a)w(1)∗, a ∈ A, and
w(0)∗w(0) + w(1)∗w(1) = 1Bω ,(9.21)
and in addition, w(i)∗w(i) commutes with φ2(A) (so that w(i)φ2(·)w(i)∗ is a
c.p.c. order zero map) for i = 0, 1.
If moreover both φ1, φ2 are
∗-homomorphisms, then there exist w˜(0), w˜(1)
such that
φ1(a) = w˜
(0)φ2(a)w˜
(0)∗ + w˜(1)φ2(a)w˜(1)∗ a ∈ A,
φ2(a) = w˜
(0)∗φ1(a)w˜(0) + w˜(1)∗φ1(a)w˜(1) a ∈ A,
φ1(1A) = w˜
(0)w˜(0)∗ + w˜(1)w˜(1)∗, φ2(1A) = w˜(0)∗w˜(0) + w˜(1)∗w˜(1),(9.22)
and such that w˜(i)∗w˜(i) commutes with φ2(A) and w˜(i)w˜(i)∗ commutes with
φ1(A). In the case that φ1, φ2 are unital
∗-homomorphisms, this says that
φ1, φ2 are 2-coloured equivalent in the sense of Definition 6.1, and in this
case, w˜(i) can be chosen to be normal.
Proof. This proof follows along the same lines as the proof of Theorem 6.2.
Via Kirchberg’s absorption theorem ([47, 49]), Bn ∼= Bn ⊗ O∞ ∼= Bn ⊗ Z
for each n ∈ N. Then, by Lemma 1.22(i), we may assume without loss of
generality that Bn = Cn ⊗ Z (for a copy Cn of Bn) such that φi = φˇi ⊗ 1Z
where (φˇi − t)+ is injective for all t ∈ [0, 1), for i = 1, 2 (and φˇi is a (unital)
∗-homomorphism when φi is). Let h ∈ Z+ have spectrum [0, 1], so that
by Lemma 9.8, for every nonzero f ∈ C0((0, 1])+, the maps f(φˇi ⊗ h) and
f(φˇi ⊗ (1Z − h)) are injective, for i = 1, 2. Hence by Theorem 9.1, there
exist unitaries uh, u1−h ∈ Bω =
∏
ω(Cn ⊗Z) satisfying
φˇ1(a)⊗ h = uh(φˇ2(a)⊗ h)u∗h,
φˇ1(a)⊗ (1Z − h) = u1−h(φˇ2(a)⊗ (1Z − h))u∗1−h, a ∈ A.(9.23)
This is exactly the same as (6.9). To obtain (9.21), follow the proof of
Theorem 6.2 from (6.9) to where condition (iii) is established. When both
φ1 and φ2 are
∗-homomorphisms, one obtains the symmetric statements in
the second half of the corollary by following the proof of Theorem 6.2 from
(6.13) to the end of the proof. 
Addendum
Since the first version of this paper AT, SW and WW have shown in [85]
that faithful traces on separable nuclear C∗-algebras in the UCT class are
quasidiagonal. Consequently, in the UCT case, Question 8.8 has a positive
answer and Theorem F gives rise to decomposition rank estimates. A full
discussion can be found in [85, Section 6].
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