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ON A DEGENERATING LIMIT THEOREM OF DEMARCO–FABER
YUˆSUKE OKUYAMA
Abstract. Our aim is to complement and simplify the proof of DeMarco–Faber’s degenerat-
ing limit theorem for the family of the unique maximal entropy measures parametrized by a
punctured open disk associated to a meromorphic family of rational functions on the complex
projective line degenerating at the puncture. Complementation is done by our main result,
which improves a key computation in their argument, and simplification is by establishing a
direct and explicit translation from degenerating complex dynamics into quantized Berkovich
dynamics.
1. Introduction
Let K be an algebraically closed field that is complete with respect to a non-trivial and
non-archimedean absolute value. The action of a rational function h ∈ K(z) on P1 = P1(K)
extends continuously to that on the Berkovich projective line P1 = P1(K). If in addition
deg h > 0, then this extended action of h on P1 is surjective, open, and fiber-discrete and
preserves the type (among I, II, III, and IV) of each point in P1, and the local degree function
deg · h of h on P
1 also extends upper semicontinuously to P1 so that for every open subset V
in P1 and every component U of h−1(V ), V ∋ S ′ 7→
∑
S∈h−1(S′)∩U degS h ≡ deg(h : U → V ).
The pushforward h∗ : C
0(P1) → C0(P1) is defined so that for every ψ ∈ C0(P1), (h∗ψ)(·) :=∑
S∈h−1(·)(degS h)ψ(S) on P
1. The pullback h∗ from the space M(P1) of all Radon measures
on P1 to itself is defined by the transpose of h∗, so that for every ν ∈M(P
1),
h∗ν =
∫
P1
( ∑
S′∈h−1(S)
(degS′ h)δS′
)
ν(S) on P1,(1.1)
where for each S ∈ P1, δS is the Dirac measure at S on P
1; in particular, (h∗δS)(P
1) = degh.
1.1. Factorization on P1 and quantization. We follow the presentation in [4, §4.2]. For
each finite subset Γ consisting of type II points (i.e., a semistable vertex set in P1), the family
S(Γ) := {either a component of P1 \ Γ or a singleton {S} for some S ∈ Γ} ⊂ 2P
1
is a partition of P1; the measurable factor space (P1/S(Γ), 2P
1/S(Γ)) = (S(Γ), 2S(Γ)) is identified
with the measurable space (P1, σ(S(Γ))). The factor map πP1,Γ : P
1 → P1/S(Γ) induces the
pullback (πP1,Γ)
∗ from the space of σ(S(Γ))-measurable functions on P1 to that of measurable
functions on P1 so that (πP1,Γ)
∗1U = 1U on P
1 for any U ∈ S(Γ), and in turn the transpose
(projection/quantization) (πP1,Γ)∗ from the space M(P
1) of all complex Radon measures ν on
P
1 to the space M(Γ) of all complex measures on (P1, σ(S(Γ))) so that for every ν ∈M(P1),(
(πP1,Γ)∗ν
)
(U) = ν(U) for any U ∈ S(Γ);(1.2)
then (πP1,Γ)∗ restricts a map fromM
1(P1) := {ω ∈M(P1) : ω ≥ 0 and ω(P1) = 1} toM1(Γ) :=
{ω ∈M(Γ) : ω ≥ 0 and ω(P1/S(Γ)) = 1}. we also set
M1(Γ)† :=
{
ω ∈M1(Γ) : ω({S}) = 0 for any S ∈ Γ
}
.
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Moreover, for any finite subsets Γ and Γ′ both consisting of type II points and satisfying Γ ⊂ Γ′,
the projection πΓ′,Γ : P
1/S(Γ′) → P1/S(Γ) induces the pullback (πΓ′,Γ)
∗ from the space of
σ(S(Γ))-measurable functions on P1 to that of σ(S(Γ′))-measurable ones so that (πΓ′,Γ)
∗1U =∑
V ∈S(Γ′):V⊂U 1V on P
1 for any U ∈ S(Γ), so that (πP1,Γ)
∗ = (πP1,Γ′)
∗(πΓ′,Γ)
∗, and in turn
the transpose (say the projection) (πΓ′,Γ)∗ : M(Γ
′) → M(Γ) so that for every ν ∈ M(Γ′),(
(πΓ′,Γ)∗ν
)
(U) =
∑
V ∈S(Γ′):V⊂U ν(V ) for any U ∈ S(Γ). Then (πΓ′,Γ)∗(M(Γ
′)†) ⊂M(Γ)†.
Let us denote by SG the Gauss (or canonical) point in P
1, which is a type II point (see §2.1).
For a rational function h ∈ K(z) on P1 of degree > 0, setting
ΓG := {SG} and Γh := {SG, h(SG)},
the quantized pullback (hΓG,Γh)
∗ :M(Γh)→M(ΓG) is induced from the pullback h
∗ in (1.1) so
that for every ω ∈M(Γh),(
(hΓG,Γh)
∗ω
)
(U) =
∑
V ∈S(Γh)
mV,U (h)ω(V ) for any U ∈ S(ΓG);
here the quantized local degree mV,U (h) of h with respect to each pair (U, V ) ∈ S(ΓG)× S(Γh)
is induced from the local degree function deg · h on P
1 so that for any S ′ ∈ V ,
mV,U (h) =
{
(h∗δS′)(U) if U ∈ S(ΓG) \ {{SG}} and V ∈ S(ΓG) \ {{h(SG)}},
(h∗δS′)({SG}) if U = {{SG}}
(the remaining case that U ∈ S(ΓG) \ {{SG}} & V = {{h(SG)}} is more subtle) and that for
every V ∈ S(Γh),
∑
U∈S(ΓG)
mV,U(h) = deg h; see §2.5 for the precise definition of mV,U(h).
1.2. The f -balanced measures on P1. From now on, let f ∈ K(z) be a rational function on
P1 of deg f =: d > 1. The equilibrium (or canonical) measure νf of f on P1 is the weak limit
νf := lim
n→∞
(fn)∗δS
dn
in M(P1) for any S ∈ P1 \ E(f)(1.3)
(see [9] for the details), and is the unique ν ∈M1(P1) satisfying both the f -balanced property
f∗ν = (deg f)·ν on P1 and the vanishing condition ν(E(f)) = 0. Here the (classical) exceptional
set E(f) := {a ∈ P1 : #
⋃
n∈N∪{0} f
−n(a) <∞} of f is the union of all (superattracting) cycles
of f in P1 totally invariant under f , and the Berkovich Julia set J(f) := supp νf of f is in
P
1 \E(f) (by (1.3)); E(f) is at most countable, and when charK = 0, we even have
E(f) =
{
a ∈ P1 : f−2(a) = {a}
}
and #E(f) ≤ #{a ∈ P1 : dega(f) = d} ≤ 2.(1.4)
For every n ∈ N, we also have νfn = νf in M1(P1) and E(fn) = E(f). Setting
δE :=
∑
a∈E δa
#E
∈M1(P1) (so δE 6= νf )
for each cycle E of f in E(f), any ν ∈M1(P1) satisfying the f -balanced property f∗ν = (deg f)·ν
on P1 is written as ν(J(f)) · νf +
∑
E⊂E(f): a cycle of f ν(E) · δE (also by (1.3)).
Recall that for any S ∈ H1 := P1 \ P1, (see e.g. [2, Corollary 10.33])
f−1(S) 6= {S} ⇔ νf ({S}) < 1⇔ supp(νf ) 6= {S} ⇔ νf ({S}) = 0⇔ νf ({f(S)}) = 0.(1.5)
1.3. Main result: the projections of the f -balanced measures to P1/S(ΓG). Recall that
for each n ∈ N, ΓG := {SG} and Γfn := {SG, fn(SG)}. Let us say ω ∈ M1(Γf ) satisfies the
quantized f -balanced property if
(deg f)−1(fΓG,Γf )
∗ω = (πΓf ,ΓG)∗ω in M
1(ΓG).(1.6)
Set ∆†f := ∆f ∩
(
M1(ΓG)
†
)
(⊂ ∆f ), where
∆f :=
{
ω ∈M1(ΓG) : for (any) n≫ 1, there is ωn ∈M
1(Γfn) such that
(deg(fn))−1((fn)ΓG,Γfn )
∗ωn = ω = (πΓfn ,ΓG)∗ωn in M
1(ΓG)
}
⊂M1(ΓG).
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Our principal result is the following computations of ∆f (and ∆
†
f ) when charK = 0; the
assumption on E(f) in the statement (ii) is just for simplicity. The proof is given in Section 5.
Theorem 1. Let K be an algebraically closed field of characteristic 0 that is complete with
respect to a non-trivial and non-archimedean absolute value, and let f ∈ K(z) a rational function
on P1 of degree d > 1. If f−1(SG) 6= {SG} and f−1(a) = {a} for any a ∈ E(f), then one and
only one of the following (i) and (ii) occurs; (i) ∆†f = ∆f = (πP1,ΓG)∗({νf}), (ii) degfn(SG)(f) ≡
d for n≫ 1, and there is a ∈ E(f) such that limn→∞ f
n(SG) = a, f
n(SG) is the interval [SG, a]
in P1 for n≫ 1, νf (U−−→SGa
) < 1, and
(1.7) ∆f =
{
ω ∈M1(ΓG) :
{
ω(U−→v ) = sνf(U−→v ) for every
−→v ∈
(
TSGP
1
)
\ {
−−→
SGa},
ω({SG}) = s
′, and ω(U−−→
SGa
) =
(
sνf
(
U−−→
SGa
)
+ (1− s)
)
− s′
for some 0 ≤ s ≤ 1 and some 0 ≤ s′ ≤ min
{
sνf
(
U−−→
SGa
)
, (1− s)
(
1− νf
(
U−−→
SGa
))}}
.
Moreover, in the case (ii), we have the equivalence among the following three conditions that
degfn(SG)(f) ≡ d for any n ∈ N ∪ {0}, that νf (U−−→SGa) = 0, and that ∆
†
f = ∆f .
In Theorem 1(ii), the computation (1.7) in particular asserts not only that ∆†f ( ∆f iff
νf (U−−→SGa
) > 0 but also that ∆†f = (πP1,ΓG)∗({sνf + (1 − s)δa : 0 ≤ s ≤ 1}) no matter whether
νf (U−−→SGa
) = 0 (also by (1.2)). In the proof of Theorem 1, we will also point out that for some
f (indeed f(z) = z2 + t−1z and its iterations), we have the proper inclusion ∆†f ( ∆f .
1.4. Application: the unique degenerating limit for the maximal entropy measures.
We call an element f ∈ (O(D)[t−1])(z) of degree say d ∈ N ∪ {0} a meromorphic family of
rational functions on P1(C) (of degree d and parametrized by D = {t ∈ C : |t| < 1}) if for any
t ∈ D∗ = D \ {0}, the specialization ft of f at t is a rational function on P1(C) of degree d. Let
us denote by L the valued field of formal Puiseux series/C around t = 0, i.e., the completion of
the field C((t)) of Puiseux series/C around t = 0 valuated by their vanishing orders at t = 0.
Noting that O(D)[t−1] is a subring of the field C((t)) of formal Laurent series/C around t = 0,
we also regard f as an element of L(z). If in addition d > 1, then for every t ∈ D∗, there is the
equilibrium (or canonical, and indeed the unique maximal entropy) measure µft of ft on P
1(C).
As already seen in §1.2, there is also the equilibrium (or canonical) measure νf of f ∈ L(z) of
degree d > 1 on P1(L).
If in addition νf ({SG}) = 0 or equivalently f
−1(SG) 6= {SG} (in (1.5); see also another
equivalent condition (3.2) below), then recalling that ΓG := {SG} ⊂ P
1(L) as in §1.1 and noting
that
S(ΓG) \
{
{SG}
}
= TSG
(
P
1(L)
)
∼= P1(kL) = P1(C),
where kL(= C as fields) is the residue field of L and the bijection between the tangent (or
directions) space TSG(P
1(L)) of P1(L) at SG and P1(kL) is given by
−−→
SGa↔ a˜ for each a ∈ P1(L)
(see §2.2 for the reduction a˜ ∈ P1(kL) of a), the projection/quantization(
πP1(L),ΓG
)
∗
νf
of νf is in M
1(ΓG)
† and is also regarded as a purely atomic probability measure on P1(C).
Using Theorem 1 (and by some new argument, see Remark 6.2 below), we could complement
the proof of the following degenerating limit theorem of DeMarco–Faber. Our proof is given in
Section 6.
Theorem 1.1 ([4, Theorem B]). For every meromorphic family f ∈ (O(D)[t−1])(z) of rational
functions on P1(C) of degree > 1, if f−1(SG) 6= {SG}, then
lim
t→0
µft =
(
πP1(L),ΓG
)
∗
νf weakly on P
1(C).(1.8)
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We could also eliminate the intermediate “bimeromorphically modified surface dynamics”
part from the (conceptual) “transfer principle” from degenerating complex dynamics to quan-
tized Berkovich dynamics in [4, The proof of Theorem B]. We hope our direct and more explicit
translation from degenerating complex dynamics into quantized Berkovich dynamics (given in
Section 4) could also be helpful for a further investigation of degenerating complex dynamics
(see e.g. [8, 5]).
2. Background from Berkovich dynamics
Let K be an algebraically closed field that is complete with respect to a non-trivial and
non-archimedean absolute value | · |.
2.1. Berkovich projective line. We call B(a, r) := {z ∈ K : |z − a| ≤ r} for some a ∈ K
and some r ∈ R≥0 a K-closed disk in K. The Berkovich projective line P1 = P1(K) over K is
a compact, uniquely arcwise connected, and Hausdorff topological space; as sets,
P
1 = P1 ∪ H1 = P1 ∪ H1II ∪ H
1
III ∪ H
1
IV (the disjoint unions),
P1 = P1(K) = K ∪ {∞} ∼= H1I ∼= {{a} = B(a, 0) : a ∈ P
1},
H
1
II
∼=
{
B(a, r) : a ∈ K, r ∈ |K∗|
}
, and H1III
∼=
{
B(a, r) : a ∈ K, r ∈ R>0 \ |K∗|
}
.
More precisely, each element of P1 is regarded as either the cofinal equivalence class of a decreas-
ing (i.e., non-increasing and nesting) sequence of K-closed disks in K or ∞ ∈ P1. The inclusion
relation ⊂ among K-closed disks in K canonically extends to an ordering  on P1, so that∞ is
the unique maximal element in (P1,), and the diameter function diam|·| for K-closed disks in
K also extends continuously to P1, so that diam|·|(∞) = +∞. For S1,S2 ∈ P
1, if S1  S2, then
set [S1,S2] = [S2,S1] := {S ∈ P
1 : S1  S  S2}, and in general there is the unique minimal
element S ′ in {S ∈ P1 : S1,S2  S} and set
[S1,S2] = [S2,S1] := [S1,S
′] ∪ [S ′,S2].
Those (closed) intervals [S,S ′] in P1 equip P1 with a (profinite) tree structure in the sense of
Jonsson [10, §2]. For every S ∈ P1, the tangent (or directions) space TSP
1 of P1 at S is
TSP
1 :=
{−→v = −−→SS ′ : the germ of a non-empty left half open interval (S,S ′] := [S,S ′] \ {S}}
and, as a subset in P1 \ {S}, each element −→v ∈ TSP
1 is also denoted by U−→v = US,−→v ; then
#TSP
1 = 1 iff S ∈ P1 ∪ H1IV, #TSP
1 = 2 iff S ∈ H1III, and TSP
1 ∼= P1(k) iff S ∈ H1II (see
(2.3) below for more details). The collection (US,−→v )S∈P1,−→v ∈TSP1 is a quasi open basis of the
(Gel’fand, weak, pointwise, or observer) topology on P1. In particular, both P1 and H1II are
dense in P1.
The Gauss (or canonical) point SG ∈ H
1
II corresponds to the unit K-closed disk B(0, 1), that
is, the ring OK = {z ∈ K : |z| ≤ 1} of K-integers; MK = {z ∈ K : |z| < 1} is the unique
maximal ideal in OK , and
k = kK := OK/MK
is the residue field of K. The reduction a˜ ∈ P1(k) of a point a ∈ P1(K) is defined by the point
a˜1/a˜0 ∈ P1(k), where a1, a0 ∈ K are chosen so that a = a1/a0 (regarding 1/0 = ∞) and that
max{|a0|, |a1|} = 1. We have the canonical bijection
TSGP
1 ∋
−−→
SGa↔ a˜ ∈ P1(k) = k ∪ {∞˜}.(2.1)
For more details on (dynamics on) P1, see e.g. the books [2, 3] and the survey article [10].
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2.2. Dynamics on P1 and their reduction. For every h ∈ K(z), writing
h(z) =
P (z)
Q(z)
, P (z) =
deg h∑
j=0
ajz
j ∈ K[z], and Q(z) =
deg h∑
ℓ=0
bℓz
ℓ ∈ K[z],
this h is regarded as the point [b0 : · · · : bdeg h : a0 : · · · : adeg h] ∈ P2(deg h)+1(K). Then choosing
P,Q so that max{|b0|, . . . , |bdeg h|, |a0|, . . . , |adeg h|} = 1, we also obtain the point h˜ =
[
b˜0 : · · · :
b˜deg h : a˜0 : · · · : a˜deg h
]
∈ P2(deg h)+1(k); this h˜ is also formally written as
h˜ = Hh˜φh˜,
where
P˜ (ζ) :=
deg h∑
j=0
a˜jζ
j ∈ k[ζ], Q˜(z) :=
deg h∑
ℓ=0
b˜ℓζ
ℓ ∈ k[ζ],
Hh˜(X0,X1) := GCD
(
Xdeg h0 Q˜(X1/X0),X
deg h
0 P˜ (X1/X0)
)
∈
deg h⋃
ℓ=0
k[X0,X1]ℓ \ {0}, and
φh˜(ζ) :=
P˜ (ζ)/Hh˜(1, ζ)
Q˜(ζ)/Hh˜(1, ζ)
∈ k(ζ)
(Hh˜ is unique up to multiplication in k
∗). The rational function φh˜ ∈ k(ζ) on P
1(k) is called
the reduction of h, the degree of which equals deg h− degHh˜.
Notation 2.1. When degHh˜ > 0, we denote by [Hh˜ = 0] the zeros divisor on P
1(k) defined
by the zeros of Hh˜ on P
1(k) taking into account their multiplicities. When degHh˜ = 0, we set
[Hh˜ = 0] := 0 on P
1(k) by convention.
The action on P1 of h ∈ K(z) extends continuously to that on P1, and if in addition degh > 0,
then this extended action is surjective, open, and fiber-discrete, and preserves P1,H1II,H
1
III, and
H
1
IV, as already mentioned in Section 1. The group PGL(2,K) of Mo¨bius transformations on
P1 acts transitively on H1, and PGL(2,OK) is the stabilizer subgroup of SG in PGL(2,K).
Fact 2.2 (Rivera-Letelier [11], see also [2, Corollary 9.27]). deg(φh˜) > 0 if and only if h(SG) =
SG. Moreover,
φh˜ ≡ z˜ for some z ∈ P
1 ⇒
−−−−−−→
SGh(SG) =
−−→
SGz.(2.2)
From now on, suppose that deg h > 0.
2.3. The directional and surplus local degrees of rational functions. For the details,
see Rivera-Letelier [12, 11].
For every S ∈ P1, the tangent map h∗ = (h∗)S : TSP
1 → Th(S)P
1 of h at S is defined so that
for every −→v =
−−→
SS ′ ∈ TSP
1, if S ′ is close enough to S, then h maps the interval [S,S ′] onto the
interval [h(S), h(S ′)] homeomorphically and
h∗(
−→v ) =
−−−−−−→
h(S)h(S ′).
For every S ∈ H1II, choose A,B ∈ PGL(2,K) so that B
−1(S) = A(h(S)) = SG and in
particular that for every −→v ∈ TSP
1, writing (B−1)∗(
−→v ) =
−−→
SGz and A∗(h∗(
−→v )) =
−−→
SGw by some
z, w ∈ P1, we have
φ
A˜◦h◦B
(z˜) = w˜,(2.3)
and then the directional local degree m−→v (h) of h on U−→v is defined so that
m−→v (h) := degz˜
(
φ
A˜◦h◦B
)
.(2.4)
For every S ∈ P1 ∪ H1III ∪ H
1
IV and every
−→v ∈ TSP
1, we set m−→v (h) := degS(h).
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Fact 2.3 (decomposition of the local degree). For every S ∈ P1, also using the notation in the
previous paragraph, we have
deg
(
φ
A˜◦h◦B
)
=
∑
−→v ∈TSP1:h∗(
−→v )=−→w
m−→v (h) = degS(h) for any
−→w ∈ Th(S)P
1;(2.5)
in particular, h∗ : TSP
1 → Th(S)P
1 is surjective, and if in addition h ∈ PGL(2,K), then
h∗ : TSP
1 → Th(S)P
1 is bijective.
Fact 2.4 (a non-archimedean argument principle). For every S ∈ P1 and every −→v ∈ TSP
1, there
is the surplus local degree s−→v (h) ∈ N ∪ {0} of h on U−→v such that for every S
′ ∈ P1 \ {h(S)},
(h∗δS′)(U−→v ) =
{
m−→v (h) + s−→v (h) if Uh∗(−→v ) ∋ S
′,
s−→v (h) otherwise;
(2.6)
moreover, h(U−→v ) is either P
1 or Uh∗(−→v ), the latter case in which is the case if and only if
s−→v (h) = 0. Fixing S
′ ∈ P1 \ {h(S)}, we have degh = (h∗δS′)(P
1) = (h∗δS′)(P
1 \ {S}) =
degS(h) +
∑
−→v ∈TSP1
s−→v (h) (the final equality in which is by (2.5)), so that∑
−→v ∈TSP1
s−→v (h) = degh− degS(h).(2.7)
In particular, if in addition h ∈ PGL(2,K), then for every S ∈ P1 and every −→v ∈ TSP
1,
h(U−→v ) = Uh∗(−→v ).
Fact 2.5 (Faber [6, Lemma 3.17]). If in addition k is algebraically closed (i.e., k = k), then for
every S ∈ H1II and every
−→v ∈ TSP
1, in the notations in (2.3), we have
s−→v (h)
{
= ordz˜
[
H
A˜◦h◦B
= 0
]
if degH
A˜◦h◦B
> 0,
≡ 0 otherwise.
(2.8)
2.4. The hyperbolic metric ρ on H1 and the piecewise affine action of h on (H1, ρ).
The hyperbolic metric ρ on H1, which is defined so that
ρ
(
S1,S2
)
= log
(diam|·| S2
diam|·| S1
)
if S1  S2,
and would be needed at some part in the proof of Theorem 1. The topology on (H1, ρ) is finer
than the relative topology on H1 from P1.
Fact 2.6. For every
−−→
SS ′ ∈ TSP
1, if S ′ is close enough to S, then
ρ
(
h(S), h(S ′)
)
= m−−→
SS′
(h) · ρ(S,S ′).(2.9)
2.5. Quantized local degrees and quantized pullbacks. Let us precisely define the quan-
tized local degrees mV,U(h) in §1.1 in terms of the (directional/surplus) local degrees of h, and
then also re-define the quantized pullback (hΓG,Γh)
∗ :M(Γh)→M(ΓG). Recall
ΓG := {SG} and Γh := {SG, h(SG)} in H
1
II.
Definition 2.7 (the quantized local degree). For every U−→v ∈ S(ΓG) \{{S} : S ∈ ΓG}
∼= TSGP
1
(the bijection is the canonical one in (2.1)) and every V ∈ S(Γh), set
mV,U−→v (h) :=
{
m−→v (h) + s−→v (h) if V ⊂ Uh∗(−→v ),
s−→v (h) if V ∩ Uh∗(−→v ) = ∅
=
(2.6)
(h∗δS′)(U−→v ) for any S
′ ∈ V = V \ {{h(SG)}} if V ∈ S(Γh) \ {{h(SG)}},
and for every V ∈ S(Γh), set
mV,{SG}(h) :=
{
degSG(h) if V = {h(SG)},
0 if V ∈ S(Γh) \ {h(SG)}
(1.1)
= (h∗δS′)({SG}) for any S
′ ∈ V.
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Fact 2.8. The fundamental equality∑
U∈S(ΓG)
mV,U (h) = deg h for any V ∈ S(Γh)(2.10)
holds; indeed, for every V ∈ S(Γh) \ {{h(SG)}}, there is a unique
−→w ∈ Th(SG)P
1 such that
V ⊂ U−→w , and then∑
U∈S(ΓG)
mV,U (h) =
∑
−→v ∈TSGP
1:h∗(
−→v )=−→w
m−→v (h) +
∑
−→v ∈TSGP
1
s−→v (h)
=
(2.5)&(2.7)
degSG(h) +
(
deg h− degSG(h)
)
= deg h,
and similarly,∑
U∈S(ΓG)
m{h(SG)},U (h) =
∑
−→v ∈TSGP
1
s−→v (h) + degSG(h) =(2.7)
(
degh− degSG(h)
)
+ degSG(h) = deg h.
The quantized pushforward (hΓG,Γh)∗ from the space of measurable functions on (P
1, σ(S(ΓG)))
to that of measurable functions on (P1, σ(S(Γh))) is defined so that for every measurable func-
tion ψ on (P1, σ(S(ΓG))),
(hΓG,Γh)∗ψ ≡
∑
U∈S(ΓG)
mV,U(h) · ψ|U on each V ∈ S(Γh)
≡
∑
−→v ∈TSGP
1
(h∗δ ·)(U−→v ) · ψ|U−→v = h∗(πP1,ΓG)
∗ψ on each V ∈ S(Γh) \ {h(SG)}.(2.11)
The quantized pullback (hΓG,Γh)
∗ : M(Γh)→M(ΓG) is induced by the transpose of this push-
forward (hΓG,Γh)∗ so that for every ω ∈M(Γh),
(2.12)
(
(hΓG,Γh)
∗ω
)
(U) = 〈1U , (hΓG,Γh)
∗ω〉 = 〈(hΓG,Γh)∗1U , ω〉
=
∑
V ∈S(Γf )
( ∑
W∈S(ΓG)
mV,W (h) · 1U,W
)
ω(V ) =
∑
V ∈S(Γf )
mV,U(h)ω(V ) for any U ∈ S(ΓG).
3. Degenerating balanced property for degenerating limit points of the
maximal entropy measures
We follow the presentation in [4, §2.1-§2.4]. The field C((t)) of Laurent series around t = 0
over C is equipped with the non-trivial and non-archimedean absolute value
|x|r = r
min{n:an 6=0}(3.1)
for x(t) =
∑
n∈Z ant
n, which extends the trivial norm on C to C((t)), fixing r ∈ (0, 1) (e.g.
r = e−1) once and for all. An algebraic closure C((t)) of C((t)) is the field of Puiseux series
around t = 0 over C, and the completion L of C((t)) is the field of formal Puiseux series around
t = 0 over C and is still algebraically closed. We note that O(D)[t−1] ⊂ C((t)),
C ⊂ O(D) ⊂ OC((t)) =
{∑
n∈Z
ant
n ∈ C((t)) : an = 0 if n < 0
}
,
OC((t)) = C[[t]], MC((t)) = t · OC((t)), kL = kC((t)) = C (as fields), and
TSGP
1(L) ∼= P1(kL) = P
1(C) (the bijection is the canonical one in (2.1)).
Notation 3.1. Set M(P1(C)) := {the space of all complex Radon measures on P1(C)}. The
pullback R∗µ of each µ ∈M(P1(C)) under a non-constant rational function R ∈ C(z) on P1(C)
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is defined by R∗µ :=
∫
P1(C)(
∑
w∈R−1(w)(degz R)δw)µ(z) on P
1(C) where for each z ∈ P1(C), δz
is the Dirac measure at z on P1(C); when R is constant, set R∗µ := 0 by convention. Also set
M1(P1(C)) :={µ ∈M(P1(C)) : µ ≥ 0 and µ(P1(C)) = 1} and
M1(P1(C))† :={µ ∈M1(P1(C)) : µ is the sum of (at most countable) atoms on P1(C)}.
For any meromorphic family h ∈ (O(D)[t−1])(z) ⊂ L(z) of rational functions on P1(C), let
us regard h˜ = Hh˜φh˜ ∈ P
2(deg h)+1(kL) as a point in P2(deg h)+1(C) under kL = C. Then
h−1(SG) = {SG} ⇔ h˜ = φh˜ ⇔ degHh˜ = 0.(3.2)
The following target rescaling theorem is [4, Lemma 2.1].
Theorem 3.2. For every meromorphic family f ∈ (O(D)[t−1])(z) of rational functions on
P1(C) of degree > 1, scaling D around t = 0 if necessary, there is a meromorphic family
A ∈ (O(D)[t−1])(z) of Mo¨bius transformations on P1(C) such that (A ◦ f)(SG) = SG(∈ P1(L)).
Such A is unique up to a postcomposition to A of any meromorphic family B ∈ (O(D)[t−1])(z)
of Mo¨bius transformations on P1(C) satisfying B˜ = φB˜ ∈ PGL(2,C).
For any µ ∈M1(P1(C)), the pullback h˜∗µ ∈M(P1(C)) of µ under h˜ is defined by
h˜∗µ := (φh˜)
∗µ+ [Hh˜ = 0] on P
1(C),
regarding the effective divisor [Hh˜ = 0] on P
1(kL) as that on P1(C) under kL = C, so we still
have (h˜∗µ)(P1(C)) = deg h.
The degenerating f -balanced property (the former half in (3.3)) is a consequence of the
fact that limt→0 ht = φh˜ locally uniformly on P
1(C) \ supp[Hh˜ = 0] and the complex argument
principle. The proof of the purely atomic property of the µ (the latter in (3.3)) is more involved.
Theorem 3.3 (a consequence of [4, Theorems 2.4 and A]). Let f ∈ (O(D)[t−1])(z) be a mero-
morphic family of rational functions on P1(C) of degree d > 1 satisfying f−1(SG) 6= {SG},
A ∈ (O(D)[t−1])(z) be a meromorphic family of Mo¨bius transformations on P1(C) such that
(A ◦ f)(SG) = SG, and let µC = limj→∞ µftj , µE = limj→∞(Atj )∗µftj ∈ M
1(P1(C)) be weak
limit points on P1(C) as t → 0 of the family (µft)t∈D∗ of the unique maximal entropy mea-
sures µft on P
1(C) of ft and the rescaled family ((At)∗µft)t∈D∗ of (µft)t∈D∗ by A = (At)t∈D∗ ,
respectively, for some sequence (t = tj) in D∗ tending to 0 as j →∞. Then
(A˜ ◦ f)∗µE = d · µC on P
1(C) and µ := (µC , µE) ∈ (M
1(P1(C))†)2.(3.3)
4. A direct translation
Pick a meromorphic family f ∈ (O(D)[t−1])(z) of rational functions on P1(C) of degree d > 1,
and suppose that f−1(SG) 6= {SG} in P
1(L). Choose a meromorphic family A ∈ (O(D)[t−1])(z)
of Mo¨bius transformations on P1(C) such that (A ◦ f)(SG) = SG ∈ P1(L), and write A˜ =
HA˜φA˜ ∈ P
3(kL) = P3(C) (under kL = C here and below). Recall also
ΓG := {SG} and Γf := {SG, f(SG)} in H
1
II(L).
From Fact 2.2, the following
ΓG = Γf , f(SG) = SG, deg φf˜ > 0, and A(SG) = {SG}
are equivalent, and then A˜ = φA˜ ∈ PGL(2, kL) = PGL(2,C); when ΓG 6= Γf , there are
hA, aA ∈ P1(C) such that
supp[HA˜ = 0] = {hA} in P
1(C), φA˜ ≡ aA on P
1(C), and φf˜ ≡ hA on P
1(C).(4.1)
Lemma 4.1. When Γf 6= ΓG, we have
(A−1)∗
(−−−−−−→
SGA(SG)
)
=
−−−−−−→
f(SG)SG.(4.2)
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Proof. If (A−1)∗(
−→v ) =
−−−−−−→
f(SG)SG =
−−−−−−−−→
A−1(SG)SG for some
−→v ∈ TSGP
1(L), then we have SG ∈
U(A−1)∗(−→v ), which yields A(SG) ∈ A(U(A−1)∗(−→v )) = UA∗(A−1)∗(−→v ) = U−→v , so
−→v =
−−−−−−→
SGA(SG). 
There are the bijections
Tf(SG)P
1(L)
∼=
←
(A−1)∗
TSGP
1(L) ∼= P1(kL) = P
1(C)
(the bijection TSGP
1(L) ∼= P1(kL) is the canonical one in (2.1). Recall also Fact 2.3).
Lemma 4.2. When Γf 6= ΓG, for any x˜, y˜ ∈ P1(kL) = P1(C) (and representatives x, y ∈ P1(L)
of x˜, y˜, respectively), we have{−−→
SGx =
−−−−−−→
SGf(SG) in TSGP
1(L) ⇔ x˜ = hA in P1(kL) = P1(C),
(A−1)∗(
−−→
SGy) =
−−−−−−→
f(SG)SG in Tf(SG)P
1(L) ⇔ y˜ = aA in P1(kL) = P1(C).
(4.3)
Proof. The former is by φf˜ ≡ hA on P
1(C) (in (4.1)) and (2.2). On the other hand, by (4.2),
(A−1)∗(
−−→
SGy) =
−−−−−−→
f(SG)SG ⇔
−−→
SGy(= A∗(
−−−−−−→
f(SG)SG)) =
−−−−−−→
SGA(SG),
so the latter assertion holds by φA˜ ≡ aA on P
1(C) (in (4.1)) and (2.2). 
For every µ = (µC , µE) ∈ (M
1(P1(C)))2 satisfying the following admissibility{
A˜∗µE = µC on P1(C) when Γf = ΓG
µC({hA}) + µE({aA}) ≥ 1 when Γf 6= ΓG,
(4.4)
writing µC = ν˜C + νC and µE = ν˜E + νE, where ν˜C , ν˜E are the sums of (at most countable)
atoms on P1(C) and νC , νE have no atoms on P1(C), we define ωµ ∈ M1(Γf ) such that when
Γf = ΓG,ωµ({SG}) = νE(P
1(C))
(
= νC(P1(C))
)
,
ωµ
(
U
(A−1)∗(
−−→
SGy)
)
= µE({y˜})
(
⇔
(2.3)
ωµ(U−−→SGy
) = µC({y˜})
)
for every y˜ ∈ P1(kL) = P1(C)
and, when Γf 6= ΓG, noting also Lemma 4.2,
ωµ({SG}) = νC(P1(C)),
ωµ(U−−→SGx
) = µC({x˜}) for every x˜ ∈ P1(C) \ {hA},
ωµ({f(SG)}) = νE(P1(C)),
ωµ
(
U
(A−1)∗(
−−→
SGy)
)
= µE({y˜}) for every y˜ ∈ P1(C) \ {aA},
ωµ
(
U−−−−−−→
SGf(SG)
∩ U−−−−−−→
f(SG)SG
)
= µC({hA}) + µE({aA})− 1;
(4.5)
then we have
(πΓf ,ΓG)∗ωµ ∈M
1(ΓG)
† ⇒ µC = (πΓf ,ΓG)∗ωµ in M
1(P1(C))† =M1(ΓG)
†,(4.6)
identifyingM1(ΓG)
† withM1(P1(C))† under the bijection S(ΓG)\{SG} = TSGP
1(L) ∼= P1(kL) =
P1(C).
The following is a direct translation from degenerating complex dynamics into quantized
Berkovich dynamics based on the above explicit definition of ωµ, bypassing a correspondence
between semistable models of P1(L) and semistable vertex sets in P1(L) from rigid analytic
geometry (see, e.g, [1]), which is used in [4]. See Section 8 for a complement of this proposition.
Proposition 4.3 (cf. [4, Proposition 5.1(1)]). For every µ = (µC , µE) ∈ (M
1(P1(C)))2 satisfy-
ing the admissibility (4.4), we have
(A˜ ◦ f)∗µE = d · µC on P
1(C) ⇒ (fΓG,Γf )
∗ωµ = d · (πΓf ,ΓG)∗ωµ in M
1(ΓG).(4.7)
Proof. Pick µ = (µC , µE) ∈ (M
1(P1(C)))2 satisfying the admissibility (4.4).
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(a). When Γf 6= ΓG, for every x˜ ∈ P1(C) = P1(kL) ∼= TSGP
1(L) = S(ΓG) \ {SG}, we compute
both(
(fΓG,Γf )
∗ωµ
)
(U−−→
SGx
) =
(2.12)
∑
V ∈S(Γf )
mV,U−−→
SGx
(f)ωµ(V )
= s−−→
SGx
(f) · 1 +m−−→
SGx
(f) ·
∑
V ∈S(Γf ):V⊂Uf∗(
−−→
SGx)
ωµ(V ) = s−−→SGx
(f) +m−−→
SGx
(f)×
×

ωµ
(
U−−−−−−→
SGf(SG)
∩ U−−−−−−→
f(SG)SG
)
+ ωµ({SG}) +
∑
−→v ∈TSGP
1(L)\{
−−−−−−→
SGf(SG)}
ωµ(U−→v ) if f∗(
−−→
SGx) =
−−−−−−→
f(SG)SG,
ωµ
(
U
f∗(
−−→
SGx)
)
otherwise,
=
(4.3)
s−−→
SGx
(f) +m−−→
SGx
(f)×
×

µE({aA}) if f∗(
−−→
SGx) =
−−−−−−→
f(SG)SG,
(
(4.2)
⇔ (A ◦ f)∗(
−−→
SGx) =
−−−−−−→
SGA(SG)
(2.2)&(4.1)
=
−−→
SGz
for a representative z ∈ P1(L) of aA ∈ P1(C) = P1(kL)
)
,
µE({y˜}) if f∗(
−−→
SGx) = (A
−1)∗(
−−→
SGy)
(
⇔ (A ◦ f)∗(
−−→
SGx) =
−−→
SGy
)
for some y˜ ∈ P1(C) \ {aA},
=
(2.8)&(2.4)&(2.3)
ordx˜
[
H
A˜◦f
= 0
]
+
(
degx˜ φA˜◦f
)
· µE
({
φ
A˜◦f
(x˜)
})
=
(
(A˜ ◦ f)∗µE
)
({x˜})
and(
(πΓf ,ΓG)∗ωµ
)
(U−−→
SGx
) =
∑
V ∈S(Γf ):V⊂U−−→SGx
ωµ(V )
=

ωµ
(
U−−−−−−→
SGf(SG)
∩ U−−−−−−→
f(SG)SG
)
+ ωµ({f(SG)}) +
∑
−→w∈Tf(SG)P
1(L)\{
−−−−−−→
f(SG)SG}
ωµ(U−→w ) if
−−→
SGx =
−−−−−−→
SGf(SG),
ωµ(U−−→SGx
) otherwise,
=
(4.3)
{
µC({hA}) if
−−→
SGx =
−−−−−−→
SGf(SG)
(
⇔ x˜ = hA
)
,
µC({x˜}) otherwise,
=µC({x˜}).
Hence if (A˜ ◦ f)∗µE = d · µC on P1(C), then ((fΓG,Γf )
∗ωµ)(U−−→SGx
) = (d · (πΓf ,ΓG)∗ωµ)
(
U−−→
SGx
)
.
Moreover, we compute(
(fΓG,Γf )
∗ωµ
)
({SG}) =
(2.12)
∑
V ∈S(Γf )
mV,{SG}(f)ωµ(V )
= degSG(f) · ωµ({f(SG)}) =(2.5)
deg
(
φ
A˜◦f
)
· νE(P
1(C)) =
(
(A˜ ◦ f)∗µE
)
(P1(C) \ F1)
and
(
(πΓf ,ΓG)∗ωµ
)
({SG}) = ωµ({SG}) = νC(P1(C)) = µC(P1(C) \ F2), where F1, F2 are any
sufficiently large and at most countable subsets in P1(C). Hence if (A˜ ◦ f)∗µE = d · µC on
P1(C), then ((fΓG,Γf )
∗ωµ)({SG}) = (d · (πΓf ,ΓG)∗ωµ)({SG}).
(b). When Γf = ΓG, for every x˜ ∈ P1(C) = P1(kL) ∼= TSGP
1(L) = S(ΓG) \ {SG}, similarly,(
(fΓG,Γf )
∗ωµ
)
(U−−→
SGx
) =
(2.12)
∑
V ∈S(ΓG)
mV,U−−→
SGx
(f)ωµ(V ) = s−−→SGx
(f) · 1 +m−−→
SGx
(f) · ωµ(Uf∗(
−−→
SGx)
)
= s−−→
SGx
(f) +m−−→
SGx
(f) · µE({y˜}) for some y ∈ P
1(L) satisfying f∗(
−−→
SGx) = (A
−1)∗(
−−→
SGy),
=
(2.8)&(2.4)&(2.3)
ordx˜
[
H
A˜◦f
= 0
]
+
(
degx˜ φA˜◦f
)
· µE
({
φ
A˜◦f
(x˜)
})
=
(
(A˜ ◦ f)∗µE
)
({x˜})
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and (
(πΓf ,ΓG)∗ωµ
)
(U−−→
SGx
) = ωµ(U−−→SGx
) = µC({x˜}).
Hence if (A˜ ◦ f)∗µE = d · µC on P1(C), then ((fΓG,Γf )
∗ωµ)(U−−→SGx
) = (d · (πΓf ,ΓG)∗ωµ)(U−−→SGx
).
We similarly compute both(
(fΓG,Γf )
∗ωµ
)
({SG}) =
(2.12)
∑
V ∈S(ΓG)
mV,{SG}(f) · ωµ(V )
= degSG(f) · ωµ({SG}) =(2.5)
deg
(
φ
A˜◦f
)
· νE(P
1(C)) =
(
(A˜ ◦ f)∗µE
)
(P1(C) \ F1)
and (
(πΓf ,ΓG)∗ωµ
)
({SG}) = ωµ({SG}) = νC(P1(C)) = µC(P1(C) \ F2),
where F1, F2 are any sufficiently large and at most countable subsets in P1(C). Hence if
(A˜ ◦ f)∗µE = d · µC on P1(C), then ((fΓG,Γf )
∗ωµ)({SG}) = (d · (πΓf ,ΓG)∗ωµ)({SG}). 
The following complements Theorem 3.3.
Proposition 4.4. If µC = limj→∞ µftj , µE = limj→∞(Atj )∗µftj are weak limit points on P
1(C)
as t → 0 of (µft)t∈D∗ , ((At)∗µft)t∈D∗ , respectively, for some (t = tj) in D
∗ tending to 0 as
j →∞, then µ := (µC , µE) ∈ (M
1(P1(C)))2 satisfies the admissibility (4.4).
Proof. When Γf = ΓG, limt→0At = φA˜ = A˜ ∈ PGL(2,C) uniformly on P
1(C), so we have
A˜∗µC = µE on P1(C), that is, the admissibility A˜∗µE = µC on P1(C) in this case holds. When
Γf 6= ΓG, using (4.1), we have limt→0At = φA˜ ≡ aA locally uniformly on P
1(C) \ supp[HA˜ =
0] = P1(C) \ {hA}, and then we have µE({aA}) ≥ µC(P1(C) \ {hA}) = 1 − µC({hA}), that is,
the admissibility µE({aA}) + µC({hA}) ≥ 1 in this case also holds. 
5. Proof of Theorem 1
Let K be an algebraically closed field that is complete with respect to a non-trivial and non-
archimedean absolute value | · |, and let f ∈ K(z) be a rational function on P1 of deg f =: d > 1.
Recall that for each n ∈ N, ΓG := {SG} and Γfn := {SG, fn(SG)} in H1II.
Lemma 5.1. For every ν ∈ M1(P1), if ν satisfies the f -balanced property f∗ν = d · ν on
P
1 and ν({f(SG)}) = 0, then for every n ∈ N, (πP1,Γfn )∗ν ∈ M
1(Γfn) satisfies the quantized
fn-balanced property (1.6).
Proof. Under the assumption, for every measurable function ψ on (P1, σ(S(ΓG))), we compute〈
ψ, (fΓG,Γf )
∗
(
(πP1,Γf )∗ν
)〉
=
〈
(fΓG,Γf )∗ψ, (πP1,Γf )∗ν
〉
=
(2.11)&(1.2)
∫
P1\{f(SG)}
(f∗(πP1,ΓG)
∗ψ)ν
=
〈
f∗(πP1,ΓG)
∗ψ, ν
〉
=
〈
(πP1,ΓG)
∗ψ, f∗ν
〉
=
〈
(πP1,ΓG)
∗ψ, d · ν
〉
=
〈
(πP1,Γf )
∗(πΓf ,ΓG)
∗ψ, d · ν
〉
=
〈
ψ, d · (πΓf ,ΓG)∗
(
(πP1,Γf )∗ν
)〉
,
so (πP1,Γf )∗ν satisfies the quantized f -balanced property. For any n ∈ N, we also have
(fn)∗ν = dn · ν on P1, and in turn 0 = dn−1 · (degSG f) · ν({f(SG)}) = d
n−1 · (f∗ν)({SG}) =
((fn)∗ν)({SG}) = degSG(f
n) · ν({fn(SG)}) ≥ ν({f
n(SG)}) ≥ 0, so ν({f
n(SG)}) = 0 and we are
done. 
Proof of Theorem 1. (a) Assume now that charK = 0. Under the assumption that f−1(SG) 6=
{SG} or equivalently that
νf ({f(SG)}) = νf ({SG}) =
(1.2)
(
(πP1,ΓG)∗νf
)
({SG}) = 0 (in (1.5)),(5.1)
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the inclusion (πP1,ΓG)∗
(
{νf} ∪ {δE : E is a cycle of f in E(f)}
)
⊂ ∆†f (⊂ ∆f ) holds by Lemma
5.1. In particular, only one of the two statements (i),(ii) in Theorem 1 is the case. We also
assume that that f−1(a) = {a} for any a ∈ E(f).
(b). If for any −→v ∈ TSGP
1,
lim sup
n→∞
s−→v (f
n)
dn
≥ νf (U−→v ),(5.2)
then for every ω ∈ ∆f and n ≫ 1, choosing ωn ∈ M
1(Γfn) such that d
−n((fn)ΓG,Γfn )
∗ωn =
ω = (πΓfn ,ΓG)∗ωn in M
1(ΓG), we have
ω(U−→v ) = lim sup
n→∞
(
((fn)ΓG,Γfn )
∗ωn
)
(U−→v )
dn
≥
(2.12)&(5.2)
νf (U−→v ) · 1 =
(1.2)
((πP1,ΓG)∗νf )(U−→v )
for any −→v ∈ TSGP
1, which with (5.1) yields ω = (πP1,ΓG)∗νf in M
1(ΓG). Hence ∆f = ∆
†
f =
(πP1,ΓG)∗({νf}) (see [4, p. 27]).
(c.1). Suppose now that ∆f 6⊂ (πP1,ΓG)∗({νf}). Then there is
−→w ∈ TSGP
1 not satisfying (5.2).
Hence fixing any S ∈ P1 \ E(f)(⊂ P1 \ (E(f) ∪ {fn(SG) : n ∈ N})), we have
νf (U−→w ) =
(1.3)
lim
n→∞
(
(fn)∗δS
)
(U−→w )
dn
≤
(2.6)
lim sup
n→∞
m−→w (f
n)
dn
+ lim sup
n→∞
s−→w (f
n)
dn
< lim sup
n→∞
m−→w (f
n)
dn
+ νf (U−→w ), so that lim sup
n→∞
n−1∏
j=0
m(fj )∗−→w (f)
d
= lim sup
n→∞
m−→w (f
n)
dn
> 0,
and in turn
degfn(SG)(f)
(
= m(fn)∗−→w (f)
)
≡ d for n≫ 1;(5.3)
then we also have fn+1(SG) 6= f
n(SG) for n ≫ 1 under the assumption that f
−1(SG) 6= {SG}.
Recall that the maximally ramified locus R(f) := {S ∈ P1 : degS(f) = d} of f is connected in
P
1 ([6, Theorem 8.2]). Hence for n ≫ 1, [fn(SG), f
n+1(SG)] ⊂ R(f), and then f restricts to
a homeomorphism from [fn−1(SG), f
n(SG)] onto [f
n(SG), f
n+1(SG)] and S 7→ m−−−−−−→Sfn(SG)
(f) =
degS(f) ≡ d on [f
n−1(SG), f
n(SG)], so that for any m ≥ n ≫ 1, also by (2.9), we have
ρ(fm(SG), f
m+1(SG)) = d
m−n · ρ(fn(SG), f
n+1(SG)) > 0. Hence (f
n(SG))n accumulates only
to P1. By the upper semicontinuity of deg ·(f) on P
1 and #{a ∈ P1 : dega(f) = d} ≤ 2 (as
mentioned in (1.4)), we moreover have
⋂
N∈N {f
n(SG) : n ≥ N} ⊂ E(f), and in turn, under the
assumption that f−1(a) = {a} for any a ∈ E(f), even limn→∞ f
n(SG) = a for some a ∈ E(f).
Then we also have fn(SG) ∈ [SG, a] for n≫ 1 using [7, Theorem F] and (2.9) (see [4, p. 25]).
(c.2). For every −→v ∈ (TSGP
1) \ {
−−→
SGa} and n ≫ 1, since f
−1(a) = {a} and fn(SG) ∈ [SG, a]
for n≫ 1, we have
s−→v (f
n) = 0
(
⇔ fn(U−→v ) = U(fn)∗−→v
)
and(5.4)
(fn)∗(
−→v ) 6=
−−−−−→
fn(SG)a,(5.5)
and then
s−−→
SGa
(fn) = dn − degSG(f
n) (using also (2.7)) and(5.6)
(fn)∗
(−−→
SGa
)
=
−−−−−→
fn(SG)a
(
since the tangent map ((fn)∗)SG is surjective
)
.(5.7)
By limn→∞ f
n(SG) = a ∈ E(f) ⊂ P
1 \ J(f) and fn(SG) ∈ [SG, a] for n≫ 1, we have not only
νf
(
U−−−−−−−→
fn(SG)SG
)
= 1 for n≫ 1(5.8)
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but, fixing any S ∈ P1 \ E(f), also
(5.9)
degSG(f
n)
dn
=
(5.6)
dn − s−−→
SGa
(fn)
dn
=
(5.7)&(2.6)
1−
(fn)∗δS
dn
(U−−→
SGa
)
≡
(5.3)&(1.3)
1− νf (U−−→SGa
) for n≫ 1,
so in particular νf (U−−→SGa
) < 1.
For every −→v ∈ (TSGP
1) \ {
−−→
SGa} and n ≫ 1, by (5.8), (5.4), and the f -balanced property of
νf on P
1, we have the equivalence
νf (U−→v ) > 0⇔ (f
n)∗(
−→v ) =
−−−−−−−→
fn(SG)SG (⇒ f
n(U−→v ) = U−−−−−−−→fn(SG)SG
).(5.10)
Hence for every −→v ∈ (TSGP
1) \ {
−−→
SGa} satisfying νf (U−→v ) > 0,
νf (U−→v ) =
(fn)∗νf
dn
(U−→v ) =
(2.6)
m−→v (f
n) + s−→v (f
n)
dn
· νf (U−−−−−−−→fn(SG)SG
) =
(5.4)&(5.8)
m−→v (f
n)
dn
for n≫ 1.
(5.11)
On the other hand, for n≫ 1, by (5.5) and (5.10), we also have
(5.12)
{
(fn)∗(
−→v ) : −→v ∈ (TSGP
1) \ {
−−→
SGa} satisfying νf (U−→v ) = 0
}
=
(
Tfn(SG)P
1
)
\
{−−−−−→
fn(SG)a,
−−−−−−−→
fn(SG)SG
}
,
and then, noting also that f : P1 \ (U−−−−−−→
fn(SG)a
∪ U−−−−−−−→
fn(SG)SG
∪ {fn(SG)}) → P
1 \ (U−−−−−−−−→
fn+1(SG)a
∪
U−−−−−−−−−→
fn+1(SG)SG
∪{fn+1(SG)}) is a d to 1 (unbranched) covering (since f
−1(a) = {a}, limn→∞ f
n(SG) =
a, and fn(SG) ∈ [SG, a]), (5.3), and (2.5), for every
−→v ∈ (TSGP
1)\{
−−→
SGa} satisfying νf (U−→v ) = 0,
we have
m(fn)∗(−→v )(f) ≡ 1 for n≫ 1.(5.13)
Remark 5.2. In [4, §4.6], the condition U−−→
SGa
∩ J(f) = ∅ or equivalently νf (U−−→SGa
) = 0 was
assumed with loss of some generality; by (5.9), those conditions are equivalent to
degfn(SG)(f) ≡ d for any n ∈ N ∪ {0}.(5.3
′)
The claim νf (U−−→SGa
) = 0 is not always the case (see Section 7 below).
(d.1). Let us see the equality (1.7). Fix ω ∈ ∆f and, for n ≫ 1, fix ωn ∈ M
1(Γfn) such that
d−n((fn)ΓG,Γfn )
∗ωn = ω = (πΓfn ,ΓG)∗ωn in M
1(ΓG). Then for n≫ 1, we have both
ω(U−→v ) =
(5.4)&(2.12)
m−→v (f
n)
dn
· ωn
(
fn(U−→v )
)
for any −→v ∈ (TSGP
1) \ {
−−→
SGa}(5.14)
and
ωn({f
n(SG)}) =
(2.12)
dn · ω({SG})
degSG(f
n)
=
(5.9)
ω({SG})
1− νf (U−−→SGa
)
.(5.15)
By (5.14), (5.10), and (5.11), there is a constant sω ∈ [0, 1] such that
ωn
(
U−−−−−−−→
fn(SG)SG
)
≡ sω for n≫ 1(5.16)
and that for every −→v ∈ (TSGP
1) \ {
−−→
SGa} satisfying νf (U−→v ) > 0,
ω(U−→v ) = sωνf (U−→v ).(5.17)
On the other hand, for every −→v ∈ (TSGP
1) \ {
−−→
SGa} satisfying νf (U−→v ) = 0, we have
0 ≤ ω(U−→v ) =
(5.14)
m−→v (f
n)
dn
· ωn
(
fn(U−→v )
)
≤
m−→v (f
n)
dn
=
n−1∏
j=0
m(fj)∗(−→v )(f)
d
→
(5.13)
0 as n→∞,
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so that
ω(U−→v ) = 0 = sωνf (U−→v );(5.18)
then also by (5.12) and (5.14), for n≫ 1,
ωn(U−→v ) = 0 for any
−→v ∈
(
Tfn(SG)P
1
)
\
{−−−−−→
fn(SG)a,
−−−−−−−→
fn(SG)SG
}
.(5.19)
(d.2). For n≫ 1, we compute
(5.20) ω
(
U−−→
SGa
)
= 1−
∑
−→v ∈(TSGP
1)\{
−−→
SGa}
ω(U−→v )− ω({SG})
=
(5.17)&(5.18)
1− sωνf
(
P
1 \ U−−→
SGa
)
− ω({SG}) =
(
sωνf
(
U−−→
SGa
)
+ (1− sω)
)
− ω({SG});
then also recalling that (πΓfn ,ΓG)∗ωn = ω in M
1(ΓG),
(5.21) 0 ≤ ωn
(
U−−−−−−−→
fn(SG)SG
∩ U−−→
SGa
)
= ωn
(
U−−−−−−−→
fn(SG)SG
)
−
∑
−→v ∈(TSGP
1)\{
−−→
SGa}
ωn(U−→v )− ωn({SG})
=
(5.16)&(5.17)&(5.18)
sω − sω · νf
(
P
1 \ U−−→
SGa
)
− ωn({SG})
= sωνf
(
U−−→
SGa
)
− ωn({SG})
and
(5.22) 0 ≤ ωn
(
U−−−−−−→
fn(SG)a
)
= ω
(
U−−→
SGa
)
− ωn
(
U−−→
SGa
∩ U−−−−−−−→
fn(SG)SG
)
− ωn
(
P
1 \ (U−−−−−−→
fn(SG)a
∪ U−−−−−−−→
fn(SG)SG
∪ {fn(SG)})
)
− ωn({f
n(SG)})
=
(5.20)&(5.21)&(5.19)&(5.15)
(
1− sωνf
(
P
1 \ U−−→
SGa
)
− ω({SG})
)
−
(
sωνf
(
U−−→
SGa
)
− ω({SG})
)
− 0−
ω({SG})
1− νf (U−−→SGa
)
= 1− sω −
ω({SG})
1− νf (U−−→SGa
)
.
By (5.17), (5.18), (5.20), (5.21), and (5.22), ∆f is contained in the right hand side in (1.7).
(d.3). Conversely, let us fix an element ω in the right hand side in (1.7), and fix 0 ≤ s ≤ 1
and 0 ≤ s′ ≤ min{sνf (U−−→SGa
), (1 − s)(1 − νf (U−−→SGa
))} so that ω(U−→v ) = sνf (U−→v ) for every
−→v ∈
(
TSGP
1
)
\ {
−−→
SGa}, that ω({SG}) = s
′, and that ω(U−−→
SGa
) = (sνf (U−−→SGa
) + (1− s))− s′.
Recalling limn→∞ f
n(SG) = a and that f
n(SG) ∈ [SG, a] for n≫ 1, define ωn ∈M
1(Γfn) as
ωn({SG}) = s
′, ωn({f
n(SG)}) =
s′
1− νf
(
U−−→
SGa
) ,
ωn(U−→v ) = sνf (U−→v ) for every
−→v ∈ (TSGP
1) \ {U−−→
SGa
},
ωn
(
U−−→
SGa
∩ U−−−−−−−→
fn(SG)SG
)
= sνf (U−−→SGa
)− s′,
ωn(U−→v ) = 0 for every
−→v ∈
(
Tfn(SG)P
1
)
\ {
−−−−−−−→
fn(SG)SG,
−−−−−→
fn(SG)a}, and
ωn
(
U−−−−−−→
fn(SG)a
)
= 1− s−
s′
1− νf
(
U−−→
SGa
)
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for n≫ 1, so that (πΓfn ,ΓG)∗ωn = ω in M
1(ΓG). Moreover, for n≫ 1, we also compute
(
d−n((fn)ΓG,Γfn )
∗ωn
)
(U−→v ) =
(2.12)&(5.4)&(5.10)
m−→v (f
n) · ωn
(
U−−−−−−−→
fn(SG)SG
)
dn
=
(5.11)
νf (U−→v ) · ωn
(
U−−−−−−−→
fn(SG)SG
)
= νf (U−→v ) · sνf (P
1 \ {SG})
=
(5.1)
νf (U−→v ) · s = ω(U−→v ) for every
−→v ∈ (TSGP
1) \ {
−−→
SGa} satisfying νf (U−→v ) > 0,
(
d−n((fn)ΓG,Γfn )
∗ωn
)
(U−→v ) =
(2.12)&(5.4)
m−→v (f
n) · ωn
(
U(fn)∗−→v
)
dn
=
(5.12)
0
= sνf(U−→v ) = ω(U−→v ) for every
−→v ∈ (TSGP
1) \ {
−−→
SGa} satisfying νf (U−→v ) = 0,
(
d−n((fn)ΓG,Γfn )
∗ωn
)
({SG}) =
(2.12)
degSG(f
n) · ωn({f
n(SG)})
dn
=
(5.9)
(
1− νf (U−−→SGa
)
)
· ωn({f
n(SG)}) = s
′ = ω({SG}), and then
(
d−n((fn)ΓG,Γfn )
∗ωn
)(
U−−→
SGa
)
= 1−
(
d−n((fn)ΓG,Γfn )
∗ωn
)(
P
1 \ U−−→
SGa
)
= 1− ω
(
P
1 \ U−−→
SGa
)
= ω
(
U−−→
SGa
)
,
so that d−n((fn)ΓG,Γfn )
∗ωn = ω in M
1(ΓG). Hence ∆f contains the right hand side in (1.7).
(e). Once the equality (1.7) is at our disposal, the final assertion in the case (ii) in Theorem 1
is clear recalling also Remark 5.2. Now the proof of Theorem 1 is complete. 
6. Proof of Theorem 1.1
We use the notatons in Sections 3 and 4. Let f ∈ (O(D)[t−1])(z) ⊂ L(z) be a meromorphic
family of rational functions on P1(C) of degree d > 1, and suppose that f−1(SG) 6= {SG} in
P
1(L). Recall that charL = 0 and that the norm | · |r on L is (the extension of) (3.1), fixing
r ∈ (0, 1) once and for all. By νf2 = νf on P
1(L), the equivalence (1.5) applied to both f and
f2, µ(ft)2 = µft on P
1(C) for every t ∈ D∗, E(f2) = E(f), and #E(f) ≤ 2, replacing f with f2
if necessary, we can assume that f−1(a) = {a} for any a ∈ E(f) with no loss of generality.
For every n ∈ N, pick a meromorphic family An ∈ (O(D)[t−1])(z) ⊂ L(z) of Mo¨bius trans-
formations on P1(C) such that (An ◦ fn)(SG) = SG in P1(L). Recall that ΓG := {SG} and
Γfn := {SG, f
n(SG)} in H
1
II(L) and that M
1(ΓG)
† is identified with M1(P1(C))† under the
bijection S(ΓG) \ {SG} = TSGP
1(L) ∼= P1(kL) = P1(C).
Let
µ0 = lim
j→∞
µftj
be any weak limit point of (µft)t∈D∗ on P
1(C) as t → 0. Then taking a subsequence of (tj) if
necessary, for every n ∈ N, the weak limit µ(n)E := limj→∞((An)tj )∗µftj also exists on P
1(C).
For every n ∈ N, by the former half of (3.3) in Theorem 3.3 and Proposition 4.4, the pair
µ(n) :=
(
µ0, µ
(n)
E
)
∈ (M1(P1(C)))2
satisfies the degenerating fn-balanced property and the admissibility (4.4) (for a while, we
would not use the latter half of (3.3) in Theorem 3.3). Then also by Proposition 4.3, we have
ω0 := (πΓfn ,ΓG)∗ωµ(n) ∈ ∆f ,
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which is indeed independent of n ∈ N. Hence in the case (i) ∆f = ∆
†
f = (πP1(L),ΓG)∗({νf})
in Theorem 1, also by (4.6), we have the desired µ0 = ω0 = (πP1(L),ΓG)∗νf in M
1(P1(C))† =
M1(ΓG)
†.
(a). Suppose that the case (ii) in Theorem 1 is the case. Then degfn(SG)(f) ≡ d for n≫ 1 and,
there is a ∈ E(f) such that limn→∞ f
n(SG) = a and that f
n(SG) ∈ [SG, a] for n≫ 1.
(b). Since f ∈ (O(D)[t−1])(z) ⊂ C((t))(z) and f(a) = a, we have a ∈ P1(C((t)))(⊂ P1(L)), and
then taking (the extension to D of) a finitely-sheeted and unbranched holomorphic self-covering
of D∗ if necessary, we first have a ∈ P1(C((t))). Then since (ft(z)− z)′|z=a(t) = 0− 1 = −1 6= 0
for any t ∈ D∗, by the implicit function theorem for holomorphic functions, we indeed have
a = (a(t))t∈D ∈ P1(O(D)[t−1]) (cf. [4, Proof of Corollary 5.3]).
Replacing f with B ◦ f ◦ B−1 for some meromorphic family B ∈ (O(D)[t−1])(z) of Mo¨bius
transformations satisfying B˜ = φB˜ ∈ PGL(2, kL) = PGL(2,C) and mapping a to∞ if necessary,
we can assume not only
a =∞ ∈ P1
(
O(D)[t−1]
)
(⊂ P1(L))
but also that f ∈ (O(D)[t−1])(z) is a meromorphic family of polynomials on P1(C) of degree
d. Moreover, by νfn = νf on P
1(L), the equivalence (1.5) applied to both f and fn for every
n ∈ N, µ(ft)n = µft on P
1(C) for every t ∈ D∗ and every n ∈ N, E(fn) = E(f) for every
n ∈ N, and f−1(∞) = {∞} (and d > 1), replacing f with f ℓ for some ℓ ≫ 1 if necessary, we
furthermore assume that for every n ∈ N (but not necessarily for n = 0), fn(SG) ∈ [SG,∞],
Γfn 6= ΓG, degfn(SG)(f) ≡ d,
f
(
U−−−−−−→
fn(SG)∞
)
= U−−−−−−−−→
fn+1(SG)∞
,(6.1)
and that the identity (5.9) holds, with no loss of generality.
(c.1). Writing f(z) =
∑d
j=0 cjz
j ∈ (O(D)[t−1])(z) and setting
d0 := max
{
j ∈ {0, . . . , d} : |cj |r = max
i∈{0,...,d}
|ci|r
}
,
by f(SG) ∈ [SG,∞] \ {SG}, we have d0 ∈ {1, . . . , d} and |cd0 |r > 1, and the point f(SG) is
(represented by) the L-closed disk {z ∈ L : |z|r ≤ |cd0 |r} in L. Then we can choose A := A1 as
A(z) = c−1d0 z (so that HA˜(ζ0, ζ1) = ζ0, hA =∞, and φA˜ ≡ 0),
and in turn have
d0 = deg(φA˜◦f ) =(2.5)
degSG(A ◦ f) = degSG(f)(> 0), φA˜◦f (ζ) =
d0∑
j=0
(˜ cj
cd0
)
· ζj, and
H
A˜◦f
(ζ0, ζ1) = ζ
d−d0
0 ;
in particular, [
H
A˜◦f
= 0
]
({∞}) = d− d0 = d− degSG(f).(6.2)
Remark 6.1. On the other hand, Hf˜(ζ0, ζ1) =
∑d0
j=0
˜(cj/cd0) · ζ
d−j
0 ζ
j
1 and φf˜ ≡ ∞.
For each j ∈ {0, . . . , d}, set
Cj :=
cj
cd0
· cj−d0d0 ∈ O(D)[t
−1], so that Cd0 ≡ 1 and that Cj(0) = 0 if j < d0.
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Then setting (fA)(w) := (A ◦ f ◦A
−1)(w) = cd0d0
(
wd0 +
∑
j∈{0,...,d}\{d0}
Cjw
j
)
, we have
(6.3) (fA)(U−−−→SG∞
) = (A ◦ f)
(
U−−−−−−−−→
A−1(SG)∞
)
=
(A◦f)(SG)=SG
(A ◦ f)
(
U−−−−−→
f(SG)∞
)
= A
(
f(U−−−−−→
f(SG)∞
)
)
=
(6.1) for n=1
A
(
U−−−−−−→
f2(SG)∞
)
= U−−−−−−−−−−−→
((A◦f2)(SG))∞
( P1(L).
Claim 1. There is j > d0 such that Cj(0) 6= 0.
Proof. Otherwise, we have (0 <)d0 < d and |Cj |r < 1 for every j ∈ {0, . . . , d}\{d0}. Then since
|cd0d0 |r = |cd0 |
d0
r > 1, we have Hf˜A
(ζ0, ζ1) = ζ
d−d0
0 ζ
d0
1 (and φf˜A
=∞), so that [H
f˜A
= 0]({∞}) =
d − d0. In particular, we must have s−−−→SG∞
(fA) = [Hf˜A
= 0]({∞}) = d − d0 > 0 (by Fact 2.5),
and then (fA)
(
U−−−→
SG∞
)
= P1(L) (by Fact 2.4). This is impossible by (6.3). 
(c.2). Set
µE := µ
(1)
E on P
1(C), so that µ(1) = (µ0, µE) ∈ (M
1(P1(C)))2.
Claim 2. suppµE ⊂ P1(C) \ {∞}. In particular, supp((φA˜◦f )
∗µE) ⊂ P1(C) \ {∞}.
Proof. For every t ∈ D∗, every ℓ > 0, and every ǫ ∈ ∂D, we have
ft(ǫℓcd0(t)) = ǫ
d0ℓd0(cd0(t))
d0+1 ·
{ ∑
j∈{0,...,d}\{d0}
ǫj−d0
cj(t)
cd0(t)
(ℓcd0(t))
j−d0 + 1
}
.
Once Claim 1 is at our disposal, there are 0 < t0 ≪ 1 and ℓ0 ≫ 1 such that for every 0 < |t| ≤ t0
and every ℓ ≥ ℓ0, we also have |cd0(t)| > 1 and
sup
|z|=ℓ|cd0(t)|
∣∣∣∣∣∑
j<d0
cj(t)
cd0(t)
zj−d0
∣∣∣∣∣ <
(
inf
|z|=ℓ|cd0(t)|
∣∣∣∣∣∑
j>d0
cj(t)
cd0(t)
zj−d0
∣∣∣∣∣
)
− 3.
Hence for any 0 < |t| ≤ t0 and any ℓ ≥ ℓ0, we have ft({z ∈ C : |z| = ℓ · |cd0(t)|}) ⊂ {z ∈ C :
|z| > 2ℓ · |cd0(t)|}, so that
supp(µft) ⊂
{
z ∈ C : |z| ≤ ℓ0 ·
∣∣cd0(t)∣∣} for any 0 < |t| ≤ t0.
This yields suppµE ⊂ {z ∈ C : |z| ≤ ℓ0} ⊂ P1(C) \ {∞} since
µE := µ
(1)
E = limj→∞
(
Atj
)
∗
µftj = limj→∞
(
cd0(tj)·
)∗
µftj
weakly on P1(C). Now we are done also recalling φ
A˜◦f
∈ C[ζ]. 
(d). By ω0 = (πΓf ,ΓG)∗ωµ(1) ∈ ∆f , there are 0 ≤ s ≤ 1 and 0 ≤ s
′ ≤ min{sνf (U−−−→SG∞
), (1 −
s)(1− νf (U−−−→SG∞
))} such that
ω0(U−→v ) = sνf (U−→v ) for every
−→v ∈
(
TSGP
1
)
\ {
−−−→
SG∞},
ω0({SG}) = s
′, and
ω0(U−−→SGa
) =
(
sνf (U−−−→SG∞
) + (1− s)
)
− s′.
Then (recalling the definition (4.5) of ωµ(1) in the case that Γf 6= ΓG and) using hA = ∞ and
the degenerating f -balanced property of µ(1), we compute
(
sνf (U−−−→SG∞
) + (1− s)
)
− s′ = ω0(U−−−→SG∞
) = µ0({hA}) =
(
(φ
A˜◦f
)∗µE + [HA˜◦f = 0]
)
({∞})
d
=
Claim 2&(6.2)
0 +
d− degSG(f)
d
= 1−
degSG(f)
d
=
(5.9)
νf (U−−−→SG∞
),
so that s′ = (1− s)(1− νf (U−−−→SG∞
)).
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(e). Now also using the latter half µ(1) = (µ0, µE) ∈ (M
1(P1(C))†)2 in (3.3) in Theorem 3.3,
we have ωµ(1) ∈M
1(Γf )
†, so in particular ω0 ∈M
1(P1(C))† and in turn s′ = 0 and s = 1 (also
recalling that νf (U−−−→SG∞
) < 1 in this case (ii) in Theorem 1). Then also by (4.6) (and (1.2)), we
still have the desired µ0 = ω0 = (πP1(L),ΓG)∗νf in M
1(P1(C))† =M1(ΓG)†. 
Remark 6.2. The steps from (c) to (d) in this proof of Theorem 1 (i.e., [4, Theorem B]) are
new. The final assertion in [4, Corollary 5.3], which was used in [4, Proof of Theorem B], is
shown in [4] under the condition (5.3′).
7. Example
Pick a meromorphic family ft(z) = z
2+t−1z ∈ (O(D)[t−1])[z] ⊂ L[z] of quadratic polynomials
on P1(C). Noting that f−1(∞) = {∞} = E(f), the case (ii) in Theorem 1 occurs, setting
a = ∞ ∈ P1(L). By a direct computation, z = −t−1 + 1 ∈ P1(L) is a (classical) repelling fixed
point of f in U−−−→
SG∞
, so that νf (U−−−→SG∞
) > 0. Hence the condition (5.3′) is not the case for this f .
8. A complement of Proposition 4.3
Let us continue to use the notations in Sections 3 and 4. Let f ∈ (O(D)[t−1])(z) ⊂ L(z) be a
meromorphic family of rational functions on P1(C) of degree d > 1, and suppose that f−1(SG) 6=
{SG} in P
1(L). Recall that ΓG := {SG} and Γfn := {SG, fn(SG)} in H1II(L) for every n ∈ N and
that M1(ΓG)
† is identified with M1(P1(C))† under the bijection S(ΓG) \ {SG} = TSGP
1(L) ∼=
P1(kL) = P1(C). For every n ∈ N, pick a meromorphic family An ∈ (O(D)[t−1])(z) ⊂ L(z) of
Mo¨bius transformations on P1(C) such that (An ◦ fn)(SG) = SG in P1(L), and set A := A1.
We note that for every µ = (µC , µE) ∈ (M
1(P1(C))†)2, ωµ ∈ M1(Γf )†. Conversely, for
every ω ∈ M1(Γf )
†, recalling that f(SG) = SG iff Γf = ΓG, we define µω = (µω,C , µω,E) ∈
(M1(ΓG)
†)2 = (M1(P1(C))†)2 such that when Γf = ΓG,{
µω,C := (πΓf ,ΓG)∗ω ∈M
1(ΓG)
†,
µω,E := A˜∗(πΓf ,ΓG)∗ω ∈M
1(ΓG)
†
and, when Γf 6= ΓG, noting that {f(SG)} ⊂ Γf ⊂ H
1
II(L),{
µω,C({x˜}) =
(
(πΓf ,ΓG)∗ω
)(
U−−→
SGx
)
for every x˜ ∈ P1(kL) = P1(C),
µω,E({y˜}) =
(
(πΓf ,{f(SG)})∗ω
)(
U
(A−1)∗(
−−→
SGy)
)
for every y˜ ∈ P1(kL) = P1(C);
then µω satisfies the admissibility (4.4) (by Lemma 4.2 when Γf 6= ΓG). Moreover,
µωµ = µ in (M
1(ΓG)
†)2 = (M1(P1(C))†)2.(8.1)
For completeness, we include the following.
Proposition 8.1 (cf. [4, Proposition 5.1 and Theorem 5.2]). We have the bijection{
(µC , µE) ∈ (M
1(P1(C))†)2 : satisfying the admissibility (4.4) and (A˜ ◦ f)∗µE = d · µC
}
∋ µ
7→ ωµ ∈
{
ω ∈M1(Γf ) : satisfying (fΓG,Γf )
∗ωµ = d · (πΓf ,ΓG)∗ωµ
}
,
the inverse of which is given by the map ω 7→ µω. This induces a canonical bijection
∆†0 ∋ µC 7→ (πΓfn ,ΓG)∗ω
(
µC ,µ
(n)
E
) ∈ ∆†f ;
here we set ∆†0 := ∆0 ∩M
1(P1(C))†, where
∆0 :=
{
µC ∈M
1(P1(C)) : for (any) n≫ 1,
there is µ
(n)
E ∈M
1(P1(C))† such that (A˜n ◦ fn)
∗µ
(n)
E = d · µC} ⊂M
1(P1(C)).
Proof. The former assertion follows from the proof of Proposition 4.3 and (8.1). Then the latter
holds also by (4.6). 
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