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PREFACE
The Expectation-Maximization (EM) algorithm is a broadly applicable approach
to the iterative computation of maximum likelihood estimates (MLEs), and is use-
ful in a variety of incomplete-data problems. Maximum likelihood estimation and
likelihood-based inference are of central importance in statistical theory and data
analysis. Maximum likelihood estimation is a general-purpose method with attrac-
tive properties. Maximum likelihood estimation is an ubiquitous technique and is
used extensively in every eld where statistical techniques are used. The EM algo-
rithm is an iterative algorithm, in each iteration of which there are two steps; the
Expectation step (E-step) and the Maximization step (M-step).
Several methods have been suggested in the EM literature for augmenting the
EM computation with some computation of obtaining an estimate of the covariance
matrix of the computed MLE. Many such methods attempt to exploit the computa-
tions in the EM steps. These methods are based on the observed information matrix
I(^; y), the expected information matrix or on resampling methods.
Theoretically one may compute the asymptotic covariance matrix by invert-
ing the observed or expected information matrix at the MLE. In practice, however,
this may be tedious computationally, defeating one of the advantages of the EM
approach. Louis (1982) extracts the observed information matrix in terms of the
conditional moments of the gradient and curvature of the complete-data log likeli-
hood function introduced within the EM algorithm. These conditional moments are
generally easier to work out than the corresponding derivatives of the incomplete-
data log likelihood function. We have two parts of our thesis, the objectives of each
v
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part are given bellow:
 OBJECTIVES OF THE PART ONE
1. We derive the observed information matrices for the normal mixture model
and usual normal hidden Markov model. We obtain the maximum likelihood
estimates for both models via EM algorithm and then estimate the variance
of these MLEs. Our derivation is carried out according to Louis (1982).
2. To compare the eciency of the derives observed information matrices with
existing parametric bootstrap method for normal mixture model and usual
normal hidden Markov model.
3. Shown the concrete numerical results of derives observed information matrices
for normal mixture model and usual normal hidden Markov model. We apply
the derives observed information matrices for both models to the \faithful"
data set in R freely available on \web site", which consists of two kinds of
variable: eruption time and waiting time to next eruption of the Old faithful
Geyser in yellowstone National Park. In Part One, we treat only the eruption
to obtain the observed information matrices for normal mixture and normal
hidden Markov models. Azzalini and Bowman (1990) shows the second-order
Markov chain model is necessary to explain the observed correlations in the
data of this geyser. Everitt and Hothron (2009) estimates the density function
of this data set. We are interested in the forecast system of the above two
variables, and so our nal, object is to nd a good model to predict those. At
present normal hidden Markov model may be a good candidate. We need to
check the tness of the model, in which the variance of the predictors should be
evaluated. Part One of our study is prepare with that aim. We also apply the
parametric bootstrap method to estimate the variance of the MLEs for normal
mixture model and usual normal hidden Markov model. Further, compares
between the results obtain using the derive matrices and these obtain using
bootstrap method.
vi
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 OBJECTIVES OF THE PART TWO
1. We propose a new type of normal hidden Markov model i.e., \hidden Markov
model possessing two groups of states". In this model, we assume that the
states of a hidden Markov model are divided into two groups and transitions
are repeated alternately between these two groups. We give a method to
estimate the MLEs for new model. We also develop an algorithm for this
model.
2. Furthermore, we also consider the validity of the new hidden Markov model by
using the same numerical example given in Part One, but here we treat both
type of variables eruption time and waiting time between eruptions, repeated
by turns.
The remainder of This thesis is organized as follows. We divide our study in two
parts. Part one contains: Chapter 1, gives the Introduction about part one. Chapter
2, describes the normal mixture model, obtain the MLEs of normal mixture model
by the EM algorithm, and derives the observed information matrix for normal mix-
ture model. Chapter 3, dene the normal hidden Markov model, nd the MLEs
of the same model by the EM algorithm, and give the derivation procedure of the
observed information matrix for normal hidden Markov model. Chapter 4, include
the procedure to estimates the variance of the MLEs for normal mixture and normal
hidden Markov models by the parametric bootstrap method. Chapter 5, shows a
numerical example, to apply above mention models on the dataset named "faith-
ful" given in the free statistical software R. The concluding remarks of part one is
summarized in Chapter 6.
Part two presents: Chapter 7, gives the Introduction for Part Two. Chapter
8, presents the normal hidden Markov model, new normal hidden Markov model.
Chapter 9, give the procedure to obtain the MLEs for the new model through the
EM algorithm. Chapter 10, shows a numerical example. Conclusion of part two are
given in Chapter 11.
vii
PART ONE
ESTIMATION OF THE VARIANCE FOR THE MAXIMUM
LIKELIHOOD ESTIMATES IN NORMAL MIXTURE MODEL
AND NORMAL HIDDEN MARKOV MODEL
Chapter 1
INTRODUCTION
We treat a nite mixture model and a hidden Markov model, each consists of a data
generation part and a system state part. The observable data is produced by the
data generation part with the normal distribution N(; 2), while the system state
part is an unobservable process on discrete time.
The system state part for the nite mixture model is independently distributed
with some probability distribution, and that for the hidden Markov model is dis-
tributed according to a Markov chain.
Baum and Petrie (1966) rst introduced the hidden Markov model and dis-
cussed the procedure to calculate the MLEs and its convergence (see also Baum et
al., 1970). The detailed description of the procedure is also given in Kikuchi and
Nomakuchi (2002). This procedure is commonly called Baum-Welch algorithm in
2
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the hidden Markov model literature, but viewing the system part as missing data,
the procedure is just same to the Expectation-Maximization (EM) algorithm for
such incomplete data (Dempster, Laird and Rubin, 1977; Konishi, Ochi and Omori,
2008).
One criticism of the EM algorithm is that it does not automatically provide
an estimate of the covariance matrix of the MLEs (McLachlan and Krishnan, 2008).
The asymptotic covariance matrix of the MLEs is obtained as the inverse matrix
of the observed information matrix, the matrix of the negative second derivatives
of the observed data log likelihood function. Since the EM algorithm does not
make use of the observed information matrix, an extra calculation is needed to get
the matrix. Louis (1982) gives a technique to compute the observed information
matrix for incomplete data within the EM framework. Oakes (1999) gives another
formula in terms of derivatives of the criterion function invoked by the EM algorithm.
Using a relation between information matrices and the convergence rate of the EM
algorithm, Meng and Rubin (1991) gives a procedure that numerically estimate the
covariance matrix of the MLEs.
In this part, we derive the observed information matrices to estimate the vari-
ance of the MLEs for normal mixture model and normal hidden Markov model. Our
derivation is carried out according to Louis (1982). Secondly, we compare the results
obtained by the derived matrices with that of the bootstrap method. The method
using the observed information matrix seems to be valid through the concrete nu-
merical results.
Furthermore, a numerical example for both models is shown in Chapter 5.
We apply the above models to \faithful" data set in R, which consists of two kinds
of variable: eruption time and waiting time to next eruption for the Old Faithful
Geyser in Yellowstone National Park. Azzalini and Bowman (1990) shows that a
second-order Markov chain model is necessary to explain the observed correlations
in the data of the this geyser. Everitt and Hothorn (2010) estimates the density
function on this data set. We are interested in the forecast system for the above
3
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two variables, and so our nal object is to nd a good model to predict those. At
present, normal hidden Markov model may be a good candidate. We need to check
the tness of the model, in which the variance of the predictors should be evaluated.
The contents of this part are prepared as the rst step of our study with that aim.
4
Chapter 2
OBSERVED INFORMATION
MATRIX FOR NORMAL
MIXTURE MODEL
2.1 NORMAL MIXTURE MODEL
In this section, we treat the time series data yt given at time t = 1; 2; : : : ; n. The
random variable corresponding to yt is denoted by Yt. We use the same convention
in this part. Furthermore, we consider an m data generation systems and describe
the i-th system by symbol "i, where "i is m-dimensional row vector having 1 as the
i-th element and 0 as other elements. We assume that the state of system St =
5
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(St1; St2; : : : ; Stm) takes a state "i with probability i and Yt is generated according
N(i; 
2
i ) when St = "i at each time t, where N(i; 
2
i ) is a normal distribution with
mean  and variance 2. We put parameters as follows:
 = (1; 2; : : : ; m 1); m = 1 
m 1X
i=1
i;
 = (1; 
2
1; 2; 
2
2; : : : ; m; 
2
m);  = (;)
T :
We use the following notations:
Xt = (St; Yt); t = 1; 2; : : : ; n;
S = (ST1 ; S
T
2 ; : : : ; S
T
n )
T ;
Y = (Y1; Y2; : : : ; Yn)
T ;
X = (XT1 ; X
T
2 ; : : : ; X
T
n )
T = (S; Y ):
We suppose that Xt = (St; Yt) are mutually independent. Consequently, the joint
distribution of X = (S; Y ) is given by
f(x j ) = f(s; y) =
nY
t=1
mY
i=1
stii
nY
t=1
mY
i=1
h
(yt;i; 
2
i )
isti
=
nY
t=1
mY
i=1
h
i(yt;i; 
2
i )
isti
;
where sti is the i-th element of st, the realization of St, and ( ;i; 2i ) is the prob-
ability density function of N(i; 
2
i ). Hence, the marginal density of Y is given
by
g(y j ) =
nY
t=1
"
mX
i=1
i(yt;i; 
2
i )
#
:
Yt; t = 1; : : : ; n are independently distributed with a mixture of normal distributions.
The joint distribution of X = (S; Y ) is clearly more tractable than the one of Y , and
so we view the data x = (s; y) and y to be complete and incomplete, respectively.
To obtain the MLE of  in such a situation, the EM algorithm works eectively.
Implementing the process of the EM algorithm, we need the conditional distribution
of S given Y = y:
f(s j y; ) =
nY
t=1
mY
i=1
"
i(yt;i; 
2
i )Pm
i=1 i(yt;i; 
2
i )
#sti
;
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and hence we have
E [Sti j y; ] = i(yt;i; 
2
i )Pm
j=1 j(yt;j; 
2
j )
; t = 1; 2; : : : ; n; i = 1; 2; : : : ;m:
2.2 EMALGORITHM FORNORMALMIXTURE
MODEL
In this section, we consider the EM algorithm in the context of normal mixture
model. Algorithms for the computation of MLEs of the said model include EM
algorithm, Newton-Raphson method, and Fisher's method of scoring. The latter
two methods require more operation to per iteration than the EM algorithm, but
tend to require fewer iterations to achieve convergence (Render and Walker, 1984).
The EM algorithm oers an attractive alternative in a variety of settings. It is
now a popular tool for iterative ML estimation in a variety of problems involving
missing data. According to the notations in Section 2.1, the log likelihood function
of  = (;)T is given by
log f(x j ) =
nX
t=1
mX
i=1
sti log i   1
2
nX
t=1
mX
i=1
sti
"
log(2) + log(2i ) +
1
2i
(yt   i)2
#
:
Therefore, if the `-th estimate ^(`) = (^(`); ^(`))T is given, the Q-function (Dempster
et al., 1970; Konishi et al., 2008) is obtained by calculating the following conditional
expectations given y = (y1; y2; : : : ; yn) with estimate ^
(`) (E-step):
s^
(`)
ti = E
h
Sti j y; ^(`)
i
; t = 1; 2; : : : ; n; i = 1; 2; : : : ;m:
Thus, we obtain
Q( j ^(`)) = E
h
log f(S; y) j y; ^(`)
i
=
nX
t=1
mX
i=1
s^
(`)
ti log i  
1
2
nX
t=1
mX
i=1
s^
(`)
ti
"
log(2) + log(2i ) +
1
2i
(yt   i)2
#
;
where s^
(`)
ti is given by
s^
(`)
ti = E
h
Sti j y; ^(`)
i
=
^
(`)
i (yt; ^
(`)
i ; ^
2 (`)
i )Pm
j=1 ^
(`)
j (yt; ^
(`)
j ; ^
2 (`)
j )
; (2.1)
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for t = 1; 2; : : : ; n; i = 1; 2; : : : ;m and ( ;; 2) is the probability density function
of N(; 2).
By the maximization of this function (M-step), the next stage estimate ^(`+1)
is obtained as follows:
^
(`+1)
i =
Pn
t=1 s^
(`)
tiPn
t=1
Pm
i=1 s^
(`)
ti
=
1
n
nX
t=1
s^
(`)
ti ; (2.2)
^
(`+1)
i =
1Pn
t=1 s^
(`)
ti
nX
t=1
s^
(`)
ti yt; (2.3)
^
2 (`+1)
i =
1Pn
t=1 s^
(`)
ti
nX
t=1
s^
(`)
ti

yt   ^(`+1)i
2
: (2.4)
2.3 OBSERVED INFORMATIONMATRIX FOR
NORMAL MIXTURE MODEL
In this section, we derive the observed information matrix for normal mixture model.
It is common in practice to estimate the inverse of the covariance matrix of the
MLEs by the observed information matrix I(^; y): Several ways are introduced for
calculating or approximating I(^; y): One way to proceed is to directly evaluate
I(^; y) after the computation of MLEs. However, analytical evaluation of the second-
order derivatives of the incomplete-data log likelihood, L log(); may be dicult, or
atleast tedious. Indeed, often it is for reasons of this nature that the EM algorithm is
used to compute the MLEs in the rst instance. In part one of this study, denoting
the MLEs of  by ^, and put s^ti = E[Sti j y; ^]. In this case, log f(x j ), the log
likelihood function of complete data x = (s; y) is decomposed using log f(xt j ), the
log likelihood function of xt = (st; yt), as follows:
log f(x j ) =
nX
t=1
log f(xt j )
=
nX
t=1
 
mX
i=1
sti log i   1
2
mX
i=1
sti
"
log(2) + log(2i ) +
1
2i
(yt   i)2
#!
:
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Then, according to Louis (1982), the observed information matrix for incomplete
data y is given by
IY (^) =
nX
t=1
E
h
Ht   UtUTt j yt; ^
i
+
nX
t=1
E
h
Ut j yt; ^
i
E
h
UTt j yt; ^
i
; (2.5)
where
Ut =
@ log f(xt j )
@
; Ht =   @
2 log f(xt j )
@ @T
:
The rst term of (2.5) is represented as0B@ O Pnt=1ATtPn
t=1At
Pn
t=1Bt
1CA ;
where, O is an (m 1) (m 1) zero matrix. 2m (m 1) matrix At is represented
by two-dimensional column vector At(i; j) as
At = (At(i; j))1im; 1jm 1
and the elements of At(i; j) are given as follows:
At(i; j) =
8>>>>>>>>>>><>>>>>>>>>>>:
 
  s^ti
^i
yt   ^i
^2i
;
s^ti
^i
^2i   (yt   ^i)2
2(^2i )
2
!T
1  i = j  m  1;
(0; 0)T 1  i 6= j  m  1; 
s^tm
^m
yt   ^m
^2m
;   s^tm
^m
^2m   (yt   ^m)2
2(^2m)
2
!T
i = m; 1  j  m  1:
Actually from (2.1),
s^ti
^i
=
(yt; ^i; ^
2
i )Pm
j=1 ^j(yt; ^j; ^
2
j )
; t = 1; 2; : : : ; n; i = 1; 2; : : : ;m; (2.6)
which is used in numerical computation in Chapter 5. Furthermore, 2m2m matrix
Bt is a block diagonal matrix having the i-th diagonal block such as0BBBBB@
s^ti
^2i   (yt   ^i)2
(^2i )
2
s^ti
(yt   ^i)f3^2i   (yt   ^i)2g
2(^2i )
3
s^ti
(yt   ^i)f3^2i   (yt   ^i)2g
2(^2i )
3
  s^ti3(^
2
i )
2   6^2i (yt   ^i)2 + (yt   ^i)4
4(^2i )
4
1CCCCCA :
The derivation of the representations of At's and Bt's is given in Appendix 1.
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On the other hand, the p-th element (1  p  3m  1) of E[Ut j yt; ^] in (2.5)
is given by
1  p  m  1 p = m+ 2i  2 p = m+ 2i  1
s^tp
^p
  s^tm
^m
s^ti
yt   ^i
^2i
  s^ti ^
2
i   (yt   ^i)2
2(^2i )
2
;
for 1  i  m.
10
Chapter 3
OBSERVED INFORMATION
MATRIX FOR NORMAL
HIDDEN MARKOV MODEL
3.1 NORMAL HIDDEN MARKOV MODEL
In this section, the state of system is assumed to be a series of a Markov chain, with
m discrete states, which has arrived at the stationary distribution. In other words,
St, the state of system at time t, changes according to a Markov chain which has
the stationary probability vector
 = (1; 2; : : : ; m); i = P (S1 = "i); i = 1; 2; : : : ;m;
11
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and the homogeneous transition probability matrix
  = (ij); ij = P (St+1 = "j jSt = "i); i; j = 1; 2; : : : ;m:
Furthermore, we suppose that if St = "i at time t, then Yt is generated according to
N(i; 
2
i ). Hereafter, we omit the stationary distribution and related terms in the
likelihood function, since those are derived by the transition probabilities. We put
parameters as follows:
  = (12; : : : ; 1m; 21; 23; : : : ; 2m; : : : ; m1; : : : ; m;m 1); ii = 1 
X
j 6=i
ij;
 = (1; 
2
1; 2; 
2
2; : : : ; m; 
2
m);  = ( ;)
T :
We use the notations given in Section 2.1. We suppose that Yt depends only on St,
that is, if St is given then Yt is conditionally independent to the other system states
S1; : : : ; St 1; St+1; : : : ; Sn. In other words, given all system states S = (ST1 ; : : : ; S
T
n )
T ,
the conditional distribution of Yt depends only on St. Consequently, the joint density
of X omitting the stationary probability is given by
f(x j ) = f(s; y) =
n 1Y
t=1
mY
i=1
mY
j=1

stist+1;j
ij
nY
t=1
mY
i=1
[(yt;i; 
2
i )]
sti ;
where sti is the i-th element of st, the realization of St, and ( ;i; 2i ) is the prob-
ability density function of N(i; 
2
i ).
Now, we put for t = 1; 2; : : : ; n,
at(i) = f(y1; : : : ; yt; st = "i);
bt(i) = f(yt+1; : : : ; yn j st = "i);
where we interpret bn(i) = 1 and a1(i) = i(y1;i; 
2
i ). Also, let
at = (at(1); at(2); : : : ; at(m));
bt = (bt(1); bt(2); : : : ; bt(m)):
at(i) and bt(i) are called \forward probabilities" and \backward probabilities", re-
spectively, in MacDonald and Zucchini (1997). The following results (3.1){(3.3) are
12
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given in MacDonald and Zucchini (1997) and Koski (2001), and also obtained by
Corollary 2 of Kikuchi and Nomakuchi (2002). First, the likelihood function of the
observation y = (y1; y2; : : : ; yn) is represented as
l() = f(y1; : : : ; yn)
=
mX
i=1
f(y1; : : : ; yn; st = "i)
=
mX
i=1
f(y1; : : : ; yn j st = "i)f(st = "i)
=
mX
i=1
f(y1; : : : ; yt j st = "i)f(yt+1; : : : ; yn j st = "i)f(st = "i)
=
mX
i=1
at(i)bt(i) = atb
T
t ; (3.1)
for all t = 1; 2; : : : ; n. Furthermore, at and bt satisfy the following recurrence formu-
lae:
at+1(j) = f(y1; : : : ; yt+1; st+1 = "j)
=
mX
i=1
f(y1; : : : ; yt+1; st = "i; st+1 = "j)
=
mX
i=1
f(y1; : : : ; yt j st = "i; st+1 = "j)f(st = "i; st+1 = "j)
=
mX
i=1
f(y1; : : : ; yt st = "i)f(yt+1 j st+1 = "j)f(st+1 = "j j st = "i)
=
mX
i=1
at(i)ij(yt+1;j; 
2
j ) (3.2)
bt(i) = f(yt+1; : : : ; yn j st = "i)
=
mX
j=1
f(yt+1; : : : ; yn; st+1 = "j j st = "i)
=
mX
j=1
f(yt+1; : : : ; yn j st = "i; st+1 = "j)f(st+1 = "j j st = "i)
=
mX
j=1
f(yt+1 j st+1 = "j)f(yt+2; : : : ; yn j st+1 = "j)f(st+1 = "j j st = "i)
=
mX
j=1
ij(yt+1;j; 
2
j )bt+1(j): (3.3)
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3.2 EMALGORITHM FORNORMALHIDDEN
MARKOV MODEL
In this section, we estimate the maximum likelihood estimates for normal hidden
Markov model through the EM algorithm. The EM algorithm can be applied to
likelihood maximization for the hidden Markov model almost as simple as for the
independent mixture model. In this study, we also consider the EM algorithm in
the context of normal hidden Markov model. According to the notations given in
Section 2.1, we may regard x = (s; y) as complete data and y as incomplete data.
Then the log likelihood function of  = ( ;)T omitting the stationary probability
is given by
log f(x j ) =
n 1X
t=1
mX
i=1
mX
j=1
stist+1;j log ij   1
2
nX
t=1
mX
i=1
sti
"
log(2) + log(2i ) +
1
2i
(yt   i)2
#
:
Therefore, if the `-th estimate ^(`) = ( ^ (`); ^(`))T is given, Q-function (Dempster et
al., 1977; Konishi et al., 2008) is obtained by calculating the following conditional
expectations given y = (y1; y2; : : : ; yn) with estimate ^
(`) (E-step):
u^
(`)
ti = E
h
Sti j y; ^(`)
i
; t = 1; 2; : : : ; n; i = 1; 2; : : : ;m;
v^
(`)
tij = E
h
StiSt+1;j j y; ^(`)
i
; t = 1; 2; : : : ; n  1; i; j = 1; 2; : : : ;m:
Thus, we obtain
Q( j ^(`)) = E
h
log f(S; y) j y; ^(`)
i
=
n 1X
t=1
mX
i=1
mX
j=1
v^
(`)
tij log ij  
1
2
nX
t=1
mX
i=1
u^
(`)
ti
"
log(2) + log(2i ) +
1
2i
(yt   i)2
#
:
By the maximization of this function (M-step), the next stage estimate ^(`+1) is
obtained as follows:
^
(`+1)
ij =
Pn 1
t=1 v^
(`)
tijPm
j0=1
Pn 1
t=1 v^
(`)
tij0
=
Pn 1
t=1 v^
(`)
tijPn 1
t=1 u^
(`)
ti
; i; j = 1; 2; : : : ;m;
^
(`+1)
i =
1Pn
t=1 u^
(`)
ti
nX
t=1
u^
(`)
ti yt; i = 1; 2; : : : ;m;
^
2 (`+1)
i =
1Pn
t=1 u^
(`)
ti
nX
t=1
u^
(`)
ti

yt   ^(`+1)i
2
; i = 1; 2; : : : ;m:
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Therefore, the EM algorithm is completed by giving the way to calculate the above
conditional expectations. As St = (St1; St2; : : : ; Stm) is a random vector such that
each element takes only 0 or 1, u^
(`)
ti = E
h
Sti j y; ^(`)
i
is given by the following condi-
tional probability:
f^(`)(st = "i j y1; : : : ; yn) = f^(`)(y1; : : : ; yn; st = "i)=l(^(`))
= f^(`)(y1; : : : ; yt; st = "i)f^(`)(yt+1; : : : ; yn j st = "i)=l(^(`))
= a
(`)
t (i)b
(`)
t (i)=l(^
(`)); t = 1; 2; : : : ; n; i = 1; 2; : : : ;m:
Also, v^
(`)
tij = E
h
StiSt+1;j j y; ^(`)
i
is given by
f^(`)(st = "i; st+1 = "j j y1; y2; : : : ; yn)
= f^(`)(y1; y2; : : : ; yn j st = "i; st+1 = "j)f^(`)(st = "i; st+1 = "j)=l(^(`))
= f^(`)(y1; y2; : : : ; yt; st = "i)f^(`)(yt+1 j st+1 = "j)
f^(`)(yt+2; : : : ; yn j st+1 = "j)f^(`)(st+1 = "j j st = "i)=l(^(`))
= a
(`)
t (i)b
(`)
t+1(j)^
(`)
ij (yt+1; ^
(`)
j ; ^
2 (`)
j )=l(^
(`)); (3.4)
for t = 1; 2; : : : ; n  1; i; j = 1; 2; : : : ;m. Thus, we obtain the following results:
^
(`+1)
ij =
Pn 1
t=1 a
(`)
t (i)b
(`)
t+1(j)^
(`)
ij (yt+1; ^
(`)
j ; ^
2 (`)
j )Pn 1
t=1 a
(`)
t (i)b
(`)
t (i)
; i; j = 1; 2; : : : ;m;
^
(`+1)
i =
1Pn
t=1 a
(`)
t (i)b
(`)
t (i)
nX
t=1
a
(`)
t (i)b
(`)
t (i)yt; i = 1; 2; : : : ;m;
^
2 (`+1)
i =
1Pn
t=1 a
(`)
t (i)b
(`)
t (i)
nX
t=1
a
(`)
t (i)b
(`)
t (i)

yt   ^(`+1)i
2
; i = 1; 2; : : : ;m:
The same convergence result for this EM algorithm holds as in normal mixture
model.
3.3 OBSERVED INFORMATIONMATRIX FOR
NORMAL HIDDEN MARKOV MODEL
In this section, we derive the observed information matrix for normal hidden Markov
model. In this study, we denote the MLE of  by ^, and put u^ti = E[Sti j y; ^]
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and v^tij = E[StiSt+1;j j y; ^]. In this case, log f(x j ), the log likelihood function of
complete data x = (s; y) is decomposed using log f(xt j ), the log likelihood function
of xt = (st; yt) and st+1, as follows:
log f(x j ) =
nX
t=1
log f(xt; st+1 j )
=
nX
t=1
0@ mX
i=1
mX
j=1
stist+1;j log ij   1
2
mX
i=1
sti
"
log(2) + log(2i ) +
1
2i
(yt   i)2
#1A ;
where sn+1;j = 0 (j = 1; 2; : : : ;m). Then, according to Louis (1982), the observed
information matrix for incomplete data y is given by
IY (^) =
nX
t=1
E
h
Ht   UtUTt j yt; ^
i
+
nX
t=1
E
h
Ut j yt; ^
i
E
h
UTt j yt; ^
i
; (3.5)
where
Ut =
@ log f(xt; st+1 j )
@
; Ht =   @
2 log f(xt; st+1 j )
@ @T
:
As in normal mixture model, the rst term of (3.5) is represented as0B@ O Pnt=1CTtPn
t=1Ct
Pn
t=1Bt
1CA ;
where, O is an m(m 1)m(m 1) zero matrix. 2mm(m 1) matrix Ct is given
by two-dimensional column vector Ct(i; p) as
Ct = (Ct(i; p))1im; 1pm(m 1)
and the elements of Ct(i; p) are given by
Ct(i; p) =
 
 
 
v^tij
^ij
  v^tii
^ii
!
yt   ^i
^2i
;
 
v^tij
^ij
  v^tii
^ii
!
^2i   (yt   ^i)2
2(^2i )
2
!T
;
for 1  i  m; p = (i   1)(m   1) + j (when j < i) and p = (i   1)(m   1) + j  
1 (when i < j). Actually from (3.4),
v^tij
^ij
=
at(i)bt+1(j)(yt+1; ^j; ^
2
j )
l(^)
; t = 1; 2; : : : ; n  1; i; j = 1; 2; : : : ;m; (3.6)
which is used in numerical computation in Chapter 5. On the other hand,
Ct(i; p) = (0; 0)
T ;
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for 1  i  m; 1  p  (i  1)(m  1); i(m  1) + 1  p  m(m  1). Furthermore,
the elements of 2m 2m matrix Bt is obtained by replacing s^ti in the above result
for normal mixture model, with u^ti. The derivation of the representations of Ct's
and Bt's is given in Appendix 2.
On the other hand, the p-th element (1  p  m2 +m) of E[Ut j yt; ^] in (3.5)
is given by
[1] p = (i  1)(m  1) + j
[2] p = (i  1)(m  1) + j   1
p = m(m  1) + 2i  1 p = m(m  1) + 2i
v^tij
^ij
  v^tii
^ii
u^ti
yt   ^i
^2i
  u^ti ^
2
i   (yt   ^i)2
2(^2i )
2
;
for 1  i 6= j  m, where [1] : when j < i; [2] : when i < j.
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PARAMETRIC BOOTSTRAP
METHOD
Bootstrap method is introduced by Efron (1979). For parametric bootstrap method,
see Efron (1982) and Konishi et al. (2008). In this section, we describe the para-
metric bootstrap method which is used to estimate the variance of the MLEs of
normal mixture model and normal hidden Markov model. Let the original data be
(y1; y2; : : : ; yn).
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4.1 PARAMETRIC BOOTSTRAP FOR NOR-
MAL MIXTURE MODEL
Parameters involved in this model are proportions i and parameters of normal
distribution (i; 
2
i ) (1  i  m).
1. Obtain the estimates of the above parameters ^i and (^i; ^
2
i ) from the original
data by means of the EM algorithm.
2. Repeat (1) and (2) for b = 1; 2; : : : ; B.
(1) Repeat (i) and (ii) for t = 1; 2; : : : ; n.
(i) Generate u  U(0; 1)
(ii) If
Pi 1
l=1 ^l  u <
Pi
l=1 ^l, then generate y
;b
t  N(^i; ^2i ).
(2) Obtain the estimates of the above parameters ^;bi and (^
;b
i ; ^
2;;b
i ) from
the bootstrap samples (y;b1 ; y
;b
2 ; : : : ; y
;b
n ) by means of the EM algorithm.
3. Compute
i =
1
B
BX
b=1
^;bi ; s
2
^i
=
1
B   1
BX
b=1
(^;bi   i )2;
i =
1
B
BX
b=1
^;bi ; s
2
^i
=
1
B   1
BX
b=1
(^;bi   i )2;
2;i =
1
B
BX
b=1
^2;;bi ; s
2
^2;i
=
1
B   1
BX
b=1
(^2;;bi   2;i )2:
4. Estimate the variance of ^i; ^i and ^
2
i by s
2
^i
; s2^i and s
2
^2;i
, respectively.
4.2 PARAMETRIC BOOTSTRAP FOR NOR-
MAL HIDDEN MARKOV MODEL
Parameters involved in this model are transition probabilities ij and parameters of
normal distribution (i; 
2
i ) (1  i; j  m).
19
Parametric Bootstrap Method
1. Obtain the estimates of the above parameters ^ij and (^i; ^
2
i ) from the original
data by means of the EM algorithm. Compute the estimates of the stationary
distribution ^i from ^ij.
2. Repeat from (1) to (4) for b = 1; 2; : : : ; B.
(1) Generate u  U(0; 1)
(2) If
Pi 1
l=1 ^l  u <
Pi
l=1 ^l, then put i0 = i.
(3) Repeat from (i) to (iii) for t = 1; 2; : : : ; n.
(i) Generate y;bt  N(^i0 ; ^2i0).
(ii) Generate u  U(0; 1).
(iii) If
Pj 1
l=1 ^i0l  u <
Pj
l=1 ^i0l, then put i0 = j.
(4) Obtain the estimates of above parameters ^;bij and (^
;b
i ; ^
2;;b
i ) from the
bootstrap samples (y;b1 ; y
;b
2 ; : : : ; y
;b
n ) by means of the EM algorithm.
3. Compute
ij =
1
B
BX
b=1
^;bij ; s
2
^ij
=
1
B   1
BX
b=1
(^;bij   ij)2;
i =
1
B
BX
b=1
^;bi ; s
2
^i
=
1
B   1
BX
b=1
(^;bi   i )2;
2;i =
1
B
BX
b=1
^2;;bi ; s
2
^2;i
=
1
B   1
BX
b=1
(^2;;bi   2;i )2:
4. Estimate the variance of ^ij; ^i and ^
2
i by s
2
^ij
; s2^i and s
2
^2;i
, respectively.
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A NUMERICAL EXAMPLE
AND RESULTS
In this chapter, we apply the procedures given in Chapter 2, and Chapter 3, to the
data set named \faithful" given in the free statistical software R. The \faithful"
consists of the waiting time between eruptions and the duration of the eruption
for the Old Faithful Geyser in Yellowstone National Park, Wyoming, USA. The
\faithful" is a dataframe with 272 observations on two variables named eruptions
(et): eruption time (in mins), and waiting (wt): waiting time to next eruption (in
mins). Though the eruptions and waiting are repeated by turns, we treat only
eruptions in this section. Histogram and scatter plot of eruptions are given in
Figures 5:1 and 5:2; respectively.
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5.1 MAXIMUM LIKELIHOOD ESTIMATES AND
STANDARD ERROR
We can obtain the MLEs of the parameters for normal mixture model and normal
hidden Markov model via the EM algorithm. The estimates of stationary probability
^i for the latter model can be deduced from the estimates of transition probability
^ij. Furthermore, we compute the variances through the observed information ma-
trix. From 2.6 and 3.6, it is understood that the observed information matrix can
be computed even when ^i = 0 or ^ij = 0.
The MLEs for two models are given in Tables 5.1, and 5:2. Each value in
the parenthesis is the standard error of the MLEs computed through the observed
information matrix.
Table 5.1: MLEs and their standard errors for normal mixture model
m i ^i ^i ^
2
i
2
1
2
0.3484 (0.0018)
0.6516 (0.0018)
2.0186 (0.0016)
4.2733 (0.0021)
0.0555 (0.0007)
0.1910 (0.0014)
3
1
2
3
0.3388 (0.0018)
0.1490 (0.0070)
0.5122 (0.0075)
2.0016 (0.0016)
3.7269 (0.0230)
4.4012 (0.0048)
0.0455 (0.0006)
0.2959 (0.0103)
0.1058 (0.0020)
4
1
2
3
4
0.1102 (0.0020)
0.2345 (0.0023)
0.2022 (0.0084)
0.4531 (0.0086)
1.8283 (0.0009)
2.0972 (0.0026)
3.8699 (0.0158)
4.4408 (0.0051)
0.0030 (0.0001)
0.0499 (0.0007)
0.2282 (0.0055)
0.0922 (0.0018)
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Figure 5.1: Histogram of eruptions
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Figure 5.2: Scatter plot of et+1 against et
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Table 5.2: MLEs and their standard errors for normal hidden Markov model
m i ^i1 ^i2
1 0.0620 (0.0015) 0.9380 (0.0015)
2
2 0.5208 (0.0023) 0.4792 (0.0023)
m i ^i1 ^i2 ^i3
1 0.0633 (0.0015) 0.1215 (0.0030) 0.8152 (0.0033)
3 2 0.4324 (0.0038) 0.3438 (0.0050) 0.2238 (0.0046)
3 0.5661 (0.0035) 0.4339 (0.0043) 0.0000 (0.0026)
m i ^i1 ^i2 ^i3 ^i4
1 0.0680 (0.0018) 0.0000 (0.0054) 0.1549 (0.0040) 0.7771 (0.0042)
2 0.0000 (0.0241) 0.0000 (0.0342) 0.5035 (0.0227) 0.4965 (0.0156)
4
3 0.5137 (0.0053) 0.1637 (0.0048) 0.2118 (0.0054) 0.1108 (0.0043)
4 0.5182 (0.0037) 0.1327 (0.0032) 0.3233 (0.0038) 0.0258 (0.0020)
m i ^i ^i ^
2
i
2
1
2
0.3570
0.6430
2.0362 (0.0017)
4.2892 (0.0019)
0.0692 (0.0007)
0.1707 (0.0012)
3
1
2
3
0.3502
0.2977
0.3521
2.0195 (0.0018)
3.9703 (0.0036)
4.5326 (0.0020)
0.0564 (0.0009)
0.1676 (0.0028)
0.0654 (0.0007)
4
1
2
3
4
0.3258
0.0860
0.2554
0.3328
1.9882 (0.0015)
3.2977 (0.0204)
4.0401 (0.0028)
4.5745 (0.0018)
0.0403 (0.0004)
0.5095 (0.0133)
0.0778 (0.0012)
0.0532 (0.0006)
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5.2 COMPARISON OF TWO METHODS
Estimates of the variance of the MLEs obtained from the observed information
matrix (O.I.M.) and the parametric bootstrap method (P.B.) for normal mixture
model are given in Tables 5:3; 5:4 and 5:5; and those for normal hidden Markov
model are given in Tables 5:6; 5:7 and 5:8. In each Table, O.I.M. and P.B. give
the near values for most estimates. The large dierences between O.I.M. and P.B.
occur for ^12 = 0; ^21 = 0and ^22 = 0, as shown by shaded cells in Table 5:8. The
bootstrap mean ij; 

i and 
2;
i have been almost equal to ^ij; ^i and ^
2
i , respectively,
except for these three estimates. The bootstrap means have been obtained as 12 =
0:0042; 21 = 0:0227 and 

22 = 0:0314. From this fact, the parametric bootstrap
estimates are not reliable for ^ij = 0.
Table 5.3: Estimates of variance by O.I.M. and P.B. for normal mixture model
m = 2
^1 ^2
O.I.M. P.B. O.I.M. P.B.
0.0009 0.0009 0.0009 0.0009
^1 ^2
O.I.M. P.B. O.I.M. P.B.
0.0007 0.0006 0.0012 0.0012
^21 ^
2
2
O.I.M. P.B. O.I.M. P.B.
0.0001 0.0001 0.0006 0.0004
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Table 5.4: Estimates of variance by O.I.M. and P.B. for normal mixture model
m = 3
^1 ^2 ^3
O.I.M. P.B. O.I.M. P.B. O.I.M. P.B.
0.0009 0.0009 0.0132 0.0087 0.0152 0.0092
^1 ^2 ^3
O.I.M. P.B. O.I.M. P.B. O.I.M. P.B.
0.0007 0.0005 0.1443 0.1026 0.0063 0.0033
^21 ^
2
2 ^
2
3
O.I.M. P.B. O.I.M. P.B. O.I.M. P.B.
0.0001 0.0001 0.0290 0.0219 0.0011 0.0008
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Table 5.5: Estimates of variance by O.I.M. and P.B. for normal mixture model
m = 4
^1 ^2 ^3 ^4
O.I.M. P.B. O.I.M. P.B. O.I.M. P.B. O.I.M. P.B.
0.0011 0.0014 0.0014 0.0017 0.0191 0.0126 0.0200 0.0128
^1 ^2 ^3 ^4
O.I.M. P.B. O.I.M. P.B. O.I.M. P.B. O.I.M. P.B.
0.0002 0.0003 0.0018 0.0025 0.0683 0.0861 0.0069 0.0048
^21 ^
2
2 ^
2
3 ^
2
4
O.I.M. P.B. O.I.M. P.B. O.I.M. P.B. O.I.M. P.B.
4:1 10 6 5:6 10 6 0.0001 0.0002 0.0083 0.0112 0.0009 0.0008
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Table 5.6: Estimates of variance by O.I.M. and P.B. for normal hidden Markov
model
m = 2
^i1 ^i2
i O.I.M. P.B. O.I.M. P.B.
1 0.0006 0.0006 0.0006 0.0006
2 0.0015 0.0014 0.0015 0.0014
^1 ^2
O.I.M. P.B. O.I.M. P.B.
0.0008 0.0008 0.0010 0.0011
^21 ^
2
2
O.I.M. P.B. O.I.M. P.B.
0.0001 0.0001 0.0004 0.0003
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Table 5.7: Estimates of variance by O.I.M. and P.B. for normal hidden Markov
model
m = 3
^i1 ^i2 ^i3
i O.I.M. P.B. O.I.M. P.B. O.I.M. P.B.
1 0.0006 0.0007 0.0024 0.0034 0.0029 0.0041
2 0.0039 0.0044 0.0067 0.0119 0.0058 0.0118
3 0.0033 0.0032 0.0050 0.0047 0.0019 0.0031
^1 ^2 ^3
O.I.M. P.B. O.I.M. P.B. O.I.M. P.B.
0.0009 0.0007 0.0035 0.0082 0.0010 0.0014
^21 ^
2
2 ^
2
3
O.I.M. P.B. O.I.M. P.B. O.I.M. P.B.
0.0002 0.0001 0.0021 0.0024 0.0001 0.0002
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Table 5.8: Estimates of variance by O.I.M. and P.B. for normal hidden Markov
model
m = 4
^i1 ^i2 ^i3 ^i4
i O.I.M. P.B. O.I.M. P.B. O.I.M. P.B. O.I.M. P.B.
1 0.0009 0.0007 0.0078 0.0001 0.0044 0.0070 0.0049 0.0073
2 0.1579 0.0036 0.3179 0.0065 0.1403 0.0540 0.0661 0.0563
3 0.0076 0.0137 0.0063 0.0095 0.0080 0.0152 0.0051 0.0108
4 0.0037 0.0042 0.0027 0.0051 0.0040 0.0080 0.0010 0.0019
^1 ^2 ^3 ^4
O.I.M. P.B. O.I.M. P.B. O.I.M. P.B. O.I.M. P.B.
0.0006 0.0006 0.1133 0.1164 0.0021 0.0052 0.0009 0.0021
^21 ^
2
2 ^
2
3 ^
2
4
O.I.M. P.B. O.I.M. P.B. O.I.M. P.B. O.I.M. P.B.
5:4 10 5 6:5 10 5 0.0484 0.0474 0.0004 0.0006 0.0001 0.0002
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CONCLUSIONS
In this part, we consider the observed information matrix and the parametric boot-
strap method to obtain the variance of the MLEs for normal mixture model and
normal hidden Markov model. The variance estimation using the observed informa-
tion matrix seems meaningful due to the similarity of the values between the said
methods.
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Appendix 1. Derivation of the
representations of At's and Bt's in
Section 2.3
The log likelihood function of
xt = (st1; st2; : : : ; stm; yt)
is given by
log f(xt j ) =
mX
i=1
sti log i   1
2
mX
i=1
sti
"
log(2) + log(2i ) +
1
2i
(yt   i)2
#
:
We dene
Ut =
@ log f(xt j )
@
and
Ht =  @
2 log f(xt j )
@ @T
:
The vector of the rst derivatives, Ut, is called a score function. The rst and the
second order partial derivatives of log f(xt j ) with respect to each element of  are
obtained as follows:
@ log f(xt j )
@i
=
sti
i
  stm
m
, 1  i  m  1;
@ log f(xt j )
@i
= sti
yt   i
2i
; 1  i  m;
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@ log f(xt j )
@(2i )
=   sti
2
i   (yt   i)2
2(2i )
2
; 1  i  m;
@2 log f(xt j )
@i @j
=
8>>>><>>>>:
 
 
sti
2i
+
stm
2m
!
; 1  i = j  m  1;
  stm
2m
; 1  i 6= j  m  1;
@2 log f(xt j )
@i @j
=
8>>>><>>>>:
  sti 1
2i
; 1  i = j  m;
0; 1  i 6= j  m;
@2 log f(xt j )
@(2i ) @(
2
j )
=
8>>>><>>>>:
sti
2i   2(yt   i)2
2(2i )
3
; 1  i = j  m;
0; 1  i 6= j  m;
@2 log f(xt j )
@i @j
= 0; 1  i  m; 1  j  m  1;
@2 log f(xt j )
@(2i ) @j
= 0; 1  i  m; 1  j  m  1;
@2 log f(xt j )
@i @(2j )
=
8>>>><>>>>:
  stiyt   i
(2i )
2
; 1  i = j  m;
0; 1  i 6= j  m:
Ut is the following 3m  1 dimensional column vector:
Ut =
 
st1
1
  stm
m
;
st2
2
  stm
m
; : : : ;
st;m 1
m 1
  stm
m
;
st1
yt   1
21
; st1
2
1   (yt   1)2
2(21)
2
;    ; stmyt   m
2m
; stm
2
m   (yt   m)2
2(2m)
2
!T
:
Equivalently, Ut = (Ut(1); Ut(2); : : : ; Ut(3m   1))T is a 3m   1 dimensional column
vector with the p-th element
Ut(p) =
8>>>>>>>>><>>>>>>>>>:
stp
p
  stm
m
; for 1  p  m  1;
sti
yt   i
2i
; for p = m+ 2i  2; 1  i  m;
  sti
2
i   (yt   i)2
2(2i )
2
; for p = m+ 2i  1; 1  i  m:
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Now, we put
Ht   UtUTt =
0BB@ Pt Q
T
t
Qt Rt
1CCA :
Note that
sti =
8><>:1 if the observation yt is generated by the i-th data generation system0 otherwise
and
stistj =
8>><>>:
sti 1  i = j  m;
0 1  i 6= j  m:
First,
Pt = (Pt(i; j)) =   @
2 log f(xt j )
@@T
  @ log f(xt j )
@
@ log f(xt j )
@T
is an (m  1) (m  1) matrix with the (i; j)-th element
Pt(i; j) =   @
2 log f(xt j )
@i @j
  @ log f(xt j )
@i
@ log f(xt j )
@j
;
for 1  i; j  m  1. We obtain
Pt(i; i) =  
(
 
 
sti
2i
+
stm
2m
!)
 

sti
i
  stm
m
2
= 0; 1  i  m  1;
Pt(i; j) =  
 
 stm
2m
!
 

sti
i
  stm
m
 
stj
j
  stm
m
!
= 0; 1  i 6= j  m  1
Therefore, Pt is an (m  1) (m  1) zero matrix.
Next,
Qt = (Qt(i; j)) =  @
2 log f(xt j )
@@T
  @ log f(xt j )
@
@ log f(xt j )
@T
is a 2m(m 1) matrix with the (i; j)-th block which is the following two dimensional
column vector
Qt(i; j) =
0BBBBB@
 @
2 log f(xt j )
@i @j
  @ log f(xt j )
@i
@ log f(xt j )
@j
 @
2 log f(xt j )
@(2i ) @j
  @ log f(xt j )
@(2i )
@ log f(xt j )
@j
1CCCCCA
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=
0BBBBB@
0  stiyt   i
2i
 
stj
j
  stm
m
!
0 
(
 sti
2
i   (yt   i)2
2(2i )
2
) 
stj
j
  stm
m
!
1CCCCCA ;
for 1  i  m and 1  j  m  1. We obtain
Qt(i; i) =
0BBBBB@
  sti
i
yt   i
2i
sti
i
2i   (yt   i)2
2(2i )
2
1CCCCCA ;
for 1  i  m  1, and
Qt(i; j) =
0B@ 0
0
1CA ;
for 1  i  m  1, 1  j  i  1 and i+ 1  j  m  1. For i = m, we obtain
Qt(m; j) =
0BBBBB@
stm
m
yt   m
2m
  stm
m
2m   (yt   m)2
2(2m)
2
1CCCCCA ;
for 1  j  m  1. Therefore, we obtain
At(i; i) = E
h
Qt(i; i) j yt; ^
i
=
0BBBBB@
  s^ti
^i
yt   ^i
^2i
s^ti
^i
^2i   (yt   ^i)2
2(^2i )
2
1CCCCCA ;
for 1  i  m  1, and
At(i; j) = E
h
Qt(i; j) j yt; ^
i
=
0B@ 0
0
1CA ;
for 1  i  m  1, 1  j  i  1 and i+ 1  j  m  1. For i = m, we obtain
At(m; j) = E
h
Qt(m; j) j yt; ^
i
=
0BBBBB@
s^tm
^m
yt   ^m
^2m
  s^tm
^m
^2m   (yt   ^m)2
2(^2m)
2
1CCCCCA ;
for 1  j  m  1.
37
Appendix 1
Last,
Rt = (Rt(i; j)) =   @
2 log f(xt j )
@@T
  @ log f(xt j )
@
@ log f(xt j )
@T
is a 2m 2m matrix with the (i; j)-th element R(i; j) which is a 2 2 matrix and
we put
Rt(i; j) =
0BB@ Rt;i;j(1; 1) Rt;i;j(1; 2)
Rt;i;j(2; 1) Rt;i;j(2; 2)
1CCA :
For 1  i  m, we obtain
Rt;i;i(1; 1) =  @
2 log f(xt j )
@2i
 
 
@ log f(xt j )
@i
!2
=  
 
 sti 1
2i
!
 
 
sti
yt   i
2i
!2
= sti
2i   (yt   i)2
(2i )
2
;
Rt;i;i(1; 2) = Rt;i;i(2; 1)
=  @
2 log f(xt j )
@i @(2i )
  @ log f(xt j )
@i
@ log f(xt j )
@(2i )
=  
(
 stiyt   i
(2i )
2
)
 
 
sti
yt   i
2i
!(
 sti
2
i   (yt   i)2
2(2i )
2
)
= sti
(yt   i)f32i   (yt   i)2g
2(2i )
3
;
Rt;i;i(2; 2) =  @
2 log f(xt j )
@(2i )
2
 
 
@ log f(xt j )
@(2i )
!2
=  sti
2
i   2(yt   i)2
2(2i )
3
 
(
 sti
2
i   (yt   i)2
2(2i )
2
)2
=  sti3(
2
i )
2   62i (yt   i)2 + (yt   i)4
4(2i )
4
:
Clearly,
Rt(i; j) =
0BB@ 0 0
0 0
1CCA ;
for 1  i 6= j  m. Therefore, we obtain
Bt(i; i)
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= E
h
Rt(i; i) j yt; ^
i
=
0BBBBB@
s^ti
^2i   (yt   ^i)2
(^2i )
2
s^ti
(yt   ^i)f3^2i   (yt   ^i)2g
2(^2i )
3
s^ti
(yt   ^i)f3^2i   (yt   ^i)2g
2(^2i )
3
 s^ti3(^
2
i )
2   6^2i (yt   ^i)2 + (yt   ^i)4
4(^2i )
4
1CCCCCA ;
for 1  i  m, and
Bt(i; j) =
0BB@ 0 0
0 0
1CCA ;
for 1  i 6= j  m.
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Appendix 2. Derivation of the
representations of Ct's and Bt's in
Section 3.3
The log likelihood function of
xt = (st1; st2; : : : ; stm; yt) and st+1 = (st+1;1; st+1;2; : : : ; st+1;m)
is given by
log f(xt; st+1 j ) =
mX
i=1
mX
j=1
stist+1;j log ij
  1
2
mX
i=1
sti
"
log(2) + log(2i ) +
1
2i
(yt   i)2
#
;
where
sn+1 = (0; 0; : : : ; 0):
We dene
Ut =
@ log f(xt; st+1 j )
@
and
Ht =  @
2 log f(xt; st+1 j )
@ @T
:
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The rst and the second order partial derivatives of log f(xt; st+1 j ) with respect
to each element of  are obtained as follows:
@ log f(xt; st+1 j )
@ij
=
stist+1;j
ij
  stist+1;i
ii
, 1  i 6= j  m;
@ log f(xt; st+1 j )
@i
= sti
yt   i
2i
; 1  i  m;
@ log f(xt; st+1 j )
@(2i )
=  sti
2
i   (yt   i)2
2(2i )
2
; 1  i  m;
@2 log f(xt; st+1 j )
@ij @i0j0
=
8>>>>>>>>>>>><>>>>>>>>>>>>:
 
 
stist+1;j
2ij
+
stist+1;i
2ii
!
; 1  i = i0 6= j = j0  m;
 stist+1;i
2ii
; 1  i = i0 6= j; 6= j0; j 6= j0  m;
0; 1  i 6= i0  m;
@2 log f(xt; st+1 j )
@i @j
=
8>>>>><>>>>>:
 sti 1
2i
; 1  i = j  m;
0; 1  i 6= j  m;
@2 log f(xt; st+1 j )
@(2i ) @(
2
j )
=
8>>>>><>>>>>:
sti
2i   2(yt   i)2
2(2i )
3
; 1  i = j  m;
0; 1  i 6= j  m;
@2 log f(xt; st+1 j )
@k @ij
= 0; 1  k  m; 1  i 6= j  m;
@2 log f(xt; st+1 j )
@(2k) @ij
= 0; 1  k  m; 1  i 6= j  m;
@2 log f(xt; st+1 j )
@i @(2j )
=
8>>>>><>>>>>:
 stiyt   i
(2i )
2
; 1  i = j  m;
0; 1  i 6= j  m:
Ut is the following m
2 +m dimensional column vector:
Ut =
 
st1st+1;2
12
  st1st+1;1
11
;
st1st+1;3
13
  st1st+1;1
11
; : : : ;
st1st+1;m
1m
  st1st+1;1
11
;
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st2st+1;1
21
  st2st+1;2
22
;
st2st+1;3
23
  st2st+1;2
22
; : : : ;
st2st+1;m
2m
  st2st+1;2
22
;
...
stmst+1;1
m1
  stmst+1;m
mm
;
stmst+1;2
m2
  stmst+1;m
mm
; : : : ;
stmst+1;m 1
m; 1
  stmst+1;m
mm
;
st1
yt   1
21
; st1
2
1   (yt   1)2
2(21)
2
;    ; stmyt   m
2m
; stm
2
m   (yt   m)2
2(2m)
2
!T
:
Equivalently, Ut = (Ut(1); Ut(2); : : : ; Ut(m
2+m))T is an m2+m dimensional column
vector with the p-th element
Ut(p) =
8>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>:
stist+1;j
ij
  stist+1;i
ii
; for 1  p  m(m  1);
where p = (i  1)(m  1) + j; when j < i;
p = (i  1)(m  1) + (j   1); when i < j;
sti
yt   i
2i
; for p = m(m  1) + 2i  1; 1  i  m;
 sti
2
i   (yt   i)2
2(2i )
2
; for p = m(m  1) + 2i; 1  i  m:
Now, we put
Ht   UtUTt =
0BB@ Pt Q
T
t
Qt Rt
1CCA :
Note that
sti =
8><>: 1 if the observation yt is generated by the i-th data generation system0 otherwise
and
stistj =
8>><>>:
sti 1  i = j  m;
0 1  i 6= j  m:
First,
Pt = (Pt(p; q)) =  @
2 log f(xt; st+1 j )
@  @  T
  @ log f(xt; st+1 j )
@ 
@ log f(xt; st+1 j )
@  T
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is an m(m  1)m(m  1) matrix with the (p; q)-th element
Pt(p; q) =  @
2 log f(xt; st+1 j )
@ij @i0j0
  @ log f(xt; st+1 j )
@ij
@ log f(xt; st+1 j )
@i0j0
;
where
p = (i  1)(m  1) + j; when j < i;
p = (i  1)(m  1) + (j   1); when i < j;
and
q = (i0   1)(m  1) + j0; when j0 < i0;
q = (i0   1)(m  1) + (j0   1); when i0 < j0:
For p and q such that i = i0 and j = j0,
Pt(p; q) =  
(
 
 
stist+1;j
2ij
+
stist+1;i
2ii
!)
 
 
stist+1;j
ij
  stist+1;i
ii
!2
=
 
stist+1;j
2ij
+
stist+1;i
2ii
!
 
 
s2tis
2
t+1;j
2ij
+
s2tis
2
t+1;i
2ii
!
+ 2
 
stist+1;j
ij
stist+1;i
ii
!
= 0:
For p and q such that i = i0 and j 6= j0,
Pt(p; q) =  
 
 stist+1;i
2ii
!
 
 
stist+1;j
ij
  stist+1;i
ii
! 
stist+1;j0
ij0
  stist+1;i
ii
!
=
stist+1;i
2ii
  s
2
tis
2
t+1;i
2ii
= 0:
For p and q such that i 6= i0,
Pt(p; q) = 0 
 
stist+1;j
ij
  stist+1;i
ii
! 
sti0st+1;j0
i0j0
  sti0st+1;i0
i0i0
!
= 0:
Therefore, Pt is an m(m  1)m(m  1) zero matrix.
Next,
Qt = (Qt(k; p)) =  @
2 log f(xt; st+1 j )
@@  T
  @ log f(xt; st+1 j )
@
@ log f(xt; st+1 j )
@  T
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is a 2m  m(m   1) matrix with the (k; p)-th element which is the following two
dimensional column vector
Qt(k; p) =
0BBBBB@
 @
2 log f(xt; st+1 j )
@k @ij
  @ log f(xt; st+1 j )
@k
@ log f(xt; st+1 j )
@ij
 @
2 log f(xt; st+1 j )
@(2k) @ij
  @ log f(xt; st+1 j )
@(2k)
@ log f(xt; st+1 j )
@ij
1CCCCCA
=
0BBBBB@
0  stk yt   k
2k
 
stist+1;j
ij
  stist+1;i
ii
!
0 
(
 stk
2
k   (yt   k)2
2(2k)
2
) 
stist+1;j
ij
  stist+1;i
ii
!
1CCCCCA
where
p = (i  1)(m  1) + j; when j < i;
p = (i  1)(m  1) + (j   1); when i < j:
For 1  k = i 6= j  m, we obtain
Qt(i; p) =
0BBBBB@
 
 
stist+1;j
ij
  stist+1;i
ii
!
yt   i
2i 
stist+1;j
ij
  stist+1;i
ii
!
2i   (yt   i)2
2(2i )
2
1CCCCCA :
Equivalently,
Qt(i; p) =
0BBBBB@
 
 
stist+1;j
ij
  stist+1;i
ii
!
yt   i
2i 
stist+1;j
ij
  stist+1;i
ii
!
2i   (yt   i)2
2(2i )
2
1CCCCCA ;
for
1  i  m; p = (i  1)(m  1) + j; when j < i;
p = (i  1)(m  1) + (j   1); when i < j:
For 1  k 6= i  m, we obtain
Qt(k; p) =
0B@ 0
0
1CA :
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Equivalently,
Qt(i; p) =
0B@ 0
0
1CA ; 1  p  (i  1)(m  1);
i(m  1) + 1  p  m(m  1):
Therefore, we obtain
Ct(i; p) = E[Qt(i; p) j yt; ^]
=
0BBBBB@
 
 
v^tij
^ij
  v^tii
^ii
!
yt   ^i
^2i 
v^tij
^ij
  v^tii
^ii
!
^2i   (yt   ^i)2
2(^2i )
2
1CCCCCA ;
for
1  i  m; p = (i  1)(m  1) + j; when j < i;
p = (i  1)(m  1) + (j   1); when i < j;
and
Ct(i; p) = E[Qt(i; p) j yt; ^]
=
0B@ 0
0
1CA ; 1  p  (i  1)(m  1);
i(m  1) + 1  p  m(m  1):
Last,
Rt = (Rt(i; j)) =  @
2 log f(xt; st+1 j )
@@T
  @ log f(xt; st+1 j )
@
@ log f(xt; st+1 j )
@T
is a 2m 2m matrix with the (i; j)-th element R(i; j) which is a 2  2 matrix and
we put
Rt(i; j) =
0BB@ Rt;i;j(1; 1) Rt;i;j(1; 2)
Rt;i;j(2; 1) Rt;i;j(2; 2)
1CCA :
For 1  i  m, we obtain
Rt;i;i(1; 1) =  @
2 log f(xt; st+1 j )
@2i
 
 
@ log f(xt; st+1 j )
@i
!2
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=  
 
 sti 1
2i
!
 
 
sti
yt   i
2i
!2
= sti
2i   (yt   i)2
(2i )
2
;
Rt;i;i(1; 2) = Rt;i;i(2; 1)
=  @
2 log f(xt; st+1 j )
@i @(2i )
  @ log f(xt; st+1 j )
@i
@ log f(xt; st+1 j )
@(2i )
=  
(
 stiyt   i
(2i )
2
)
 
 
sti
yt   i
2i
!(
 sti
2
i   (yt   i)2
2(2i )
2
)
= sti
(yt   i)f32i   (yt   i)2g
2(2i )
3
;
Rt;i;i(2; 2) =  @
2 log f(xt; st+1 j )
@(2i )
2
 
 
@ log f(xt; st+1 j )
@(2i )
!2
=  sti
2
i   2(yt   i)2
2(2i )
3
 
(
 sti
2
i   (yt   i)2
2(2i )
2
)2
=  sti3(
2
i )
2   62i (yt   i)2 + (yt   i)4
4(2i )
4
:
Clearly,
Rt(i; j) =
0BB@ 0 0
0 0
1CCA ; 1  i 6= j  m:
Therefore, we obtain
Bt(i; i) = E[Rt(i; i) j yt; ^]
=
0BBBBB@
u^ti
^2i   (yt   ^i)2
(^2i )
2
u^ti
(yt   ^i)f3^2i   (yt   ^i)2g
2(^2i )
3
u^ti
(yt   ^i)f3^2i   (yt   ^i)2g
2(^2i )
3
 u^ti3(^
2
i )
2   6^2i (yt   ^i)2 + (yt   ^i)4
4(^2i )
4
1CCCCCA ;
for 1  i  m, and
Bt(i; j) =
0BB@ 0 0
0 0
1CCA ; 1  i 6= j  m:
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PART TWO
NORMAL HIDDEN MARKOV MODEL WITH TWO GROUPS OF
STATES
Chapter 7
INTRODUCTION
We treat a hidden Markov model which consists of a system state part and a data
generation part. The system state part is an unobservable process on discrete time.
Furthermore, this part is distributed according to a Markov chain, which was intro-
duced by Baum and Petrie (1966). On the other hand, the observable variables are
generated by the data generation part. In this study, we assume normal distribution
for the data generation part. The description of the precise procedures to calculate
the MLEs applicable to the incomplete data such as hidden Markov model is given
by Kikuchi and Nomakuchi (2002). The algorithm for incomplete data was rst pro-
posed by Baum et al. (1970), which was later called the Expectation-Maximization
(EM) algorithm by Dempster, Laird and Rubin (1977). Konishi, Ochi and Omori
(2008) gives a detailed description on the EM algorithm.
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Introduction
In part two, we purpose a new type of hidden Markov model. In this model,
we assume that the states of a hidden Markov model are divided into two groups
and transitions are repeated alternately between these two groups. We also develop
an algorithm for this model.
This study is arranged as follows: In Chapter 8, we give the mathematical
framework for usual normal hidden Markov model and a new type of hidden Markov
model. The EM algorithm for the latter model is given in Chapter 9. A numerical
example is shown in Chapter 10. Finally, conclusion given in Chapter 11.
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Chapter 8
MATHEMATICAL
FRAMEWORKS
8.1 USUAL NORMALHIDDENMARKOVMODEL
We treat the time series data yt given at time t = 1; 2; : : : ; n. Furthermore, we
consider an m data generation systems and describe the i-th system by symbol "i,
where "i is m-dimensional row vector having 1 as the i-th element and 0 as other
elements. The state of system is assumed to be a series of a Markov chain, with m
discrete states, which has arrived at the stationary distribution. In other words, St,
the state of system at time t, changes according to a Markov chain which has the
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stationary probability vector
 = (1; 2; : : : ; m); i = P (S1 = "i); i = 1; 2; : : : ;m;
and the homogeneous transition probability matrix
  = (ij); ij = P (St+1 = "j jSt = "i); i; j = 1; 2; : : : ;m:
We use the following notations:
Xt = (St; Yt); t = 1; 2; : : : ; n;
S = (ST1 ; S
T
2 ; : : : ; S
T
n )
T ;
Y = (Y1; Y2; : : : ; Yn)
T ;
X = (XT1 ; X
T
2 ; : : : ; X
T
n )
T = (S; Y ):
Furthermore, we suppose that if St = "i at time t, then Yt is generated accord-
ing to N(i; 
2
i ). We re-put parameters as follows:
  = (11; : : : ; 1m; : : : ; m1; : : : ; mm);  = (1; 
2
1; 2; 
2
2; : : : ; m; 
2
m);  = ( ;)
T :
We suppose that Yt depends only on St, that is, if St is given then Yt is conditionally
independent to the other system states S1; : : : ; St 1; St+1; : : : ; Sn. In other words,
given all system states S = (ST1 ; : : : ; S
T
n )
T , the conditional distribution of Yt depends
only on St. Hereafter, we omit the stationary distribution and related terms in the
likelihood function, since those are derived by the transition probabilities. Conse-
quently, the joint density of X = (S; Y ) omitting the stationary probability is given
by
f(x j ) = f(s; y) =
n 1Y
t=1
mY
i=1
mY
j=1

stist+1;j
ij
nY
t=1
mY
i=1
[(yt;i; 
2
i )]
sti ;
where sti is the i-th element of st, the realization of St, and (;i; 2i ) is the prob-
ability density function of N(i; 
2
i ).
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8.2 NEWTYPE OF HIDDENMARKOVMODEL
In this section, we treat the time series data yt given at time t = 1; 2; : : : ; 2n. We
consider a new type of normal hidden Markov model possessing two groups of the
state of system. Hereafter, we call this model a new model. We assume that there
are m1 states "1; "2; : : : ; "m1 in group 1, and m2 states "m1+1; "m1+2; : : : ; "m1+m2 in
group 2. S2t 1, the state of system at time 2t   1, takes one state in group 1, and
S2t, the state of system at time 2t, takes one state in group 2 (t = 1; 2; : : : ; n). St,
the state of system at time t (t = 1; 2; : : : ; 2n), changes according to a Markov chain
which has a homogeneous transition probability matrix
  = (ij); ij = P (St+1 = "j jSt = "i); i; j = 1; 2; : : : ;m1 +m2:
These transition probabilities are assumed that
P (St+1 = "j jSt = "i) = 0; 1  i  m1 and 1  j  m1;
m1 + 1  i  m1 +m2 and m1 + 1  j  m1 +m2;
i.e.,
  =
0B@ O  1
 2 O
1CA ;
where
 1 = (ij); 1  i  m1; m1 + 1  j  m1 +m2;
 2 = (ij); m1 + 1  i  m1 +m2; 1  j  m1;
and O is zero matrix. Furthermore, we suppose that the Markov chain has arrived
at the stationary distribution. Let
1 = (1; 2; : : : ; m1); and
2 = (m1+1; m1+2; : : : ; m1+m2)
be the stationary distribution of group 1 and group 2, respectively, then
1 = 1 1 2; and
2 = 2 2 1:
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Furthermore, we suppose that if St = "i at time t, then Yt is generated according to
N(i; 
2
i ). We re-put parameters as follows:
 1 = (1;m1+1; : : : ; 1;m1+m2 ; : : : ; m1;m1+1; : : : ; m1;m1+m2);
 2 = (m1+1;1; : : : ; m1+1;m1 ; : : : ; m1+m2;1; : : : ; m1+m2;m1);
 = (1; 
2
1; 2; 
2
2; : : : ; m1+m2 ; 
2
m1+m2
);
 = ( 1;  2; )
T :
Hereafter, we omit the stationary distribution and related terms in the like-
lihood function. Using the notations given in Section 8.1, the joint density of
X = (S; Y ) omitting the stationary probability is given by
f(x j ) = f(s; y) =
24 nY
t=1
m1Y
i=1
m1+m2Y
j=m1+1

s2t 1;is2t;j
ij
3524n 1Y
t=1
m1+m2Y
i=m1+1
m1Y
j=1

s2t;is2t+1;j
ij
35

nY
t=1
24m1Y
i=1
[(y2t 1;i; 2i )]
s2t 1;i
m1+m2Y
i=m1+1
[(y2t;i; 
2
i )]
s2t;i
35 ;
where sti is the i-th element of st, the realization of St, and (;i; 2i ) is the prob-
ability density function of N(i; 
2
i ).
Now, we put for t = 1; 2; : : : ; 2n,
at(i) = f(y1; : : : ; yt; st = "i);
bt(i) = f(yt+1; : : : ; y2n j st = "i);
where we interpret b2n(i) = 1 for m1 + 1  i  m1 +m2 and
a1(i) = i(y1;i; 
2
i ); 1  i  m1:
at(i) and bt(i) are called \forward probabilities" and \backward probabilities", re-
spectively, in MacDonald and Zucchini (1997).
Since P (S2t 1 = "i) = 0 for m1 + 1  i  m1 +m2 and P (S2t = "i) = 0 for
1  i  m1, the following results are obtained for 1  t  n:
a2t 1(i) = f(y1; : : : ; y2t 1; s2t 1 = "i) = 0; m1 + 1  i  m1 +m2;
a2t(i) = f(y1; : : : ; y2t; s2t = "i) = 0; 1  i  m1:
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Also let
a2t 1 = (a2t 1(1); a2t 1(2); : : : ; a2t 1(m1 +m2))
= (a2t 1(1); : : : ; a2t 1(m1); 0; : : : ; 0);
a2t = (a2t(1); a2t(2); : : : ; a2t(m1 +m2))
= (0; : : : ; 0; a2t(m1 + 1); : : : ; a2t(m1 +m2)):
On the other hand,
b2t 1(i) = f(y2t; : : : ; y2n j s2t 1 = "i) cannot be dened for m1 + 1  i  m1 +m2;
b2t(i) = f(y2t+1; : : : ; y2n j s2t = "i) cannot be dened for 1  i  m1;
for t = 1; : : : ; n.
Then, the log likelihood function of the observation y = (y1; y2; : : : ; y2n) is
represented as
l() = f(y1; : : : ; y2n) =
m1+m2X
i=1
f(y1; : : : ; y2n; s2n = "i) =
m1+m2X
i=m1+1
f(y1; : : : ; y2n; s2n = "i):
On the other hand,
l() =
m1+m2X
i=1
f(y1; : : : ; y2n; st = "i) =
8>>>><>>>>:
m1X
i=1
f(y1; : : : ; y2n; st = "i) if t is odd;
m1+m2X
i=m1+1
f(y1; : : : ; y2n; st = "i) if t is even:
Note that Lemma 1 and Corollary 2 in Section 2 of Kikuchi and Nomakuchi
(2002) hold in this model. The following results (8.1){(8.6) are obtained by the said
corollary.
First, two expressions of l() are obtained: for all 1  t  n,
l() =
m1X
i=1
f(y1; : : : ; y2n; s2t 1 = "i)
=
m1X
i=1
f(y1; : : : ; y2n j s2t 1 = "i)f(s2t 1 = "i)
=
m1X
i=1
f(y1; : : : ; y2t 1 j s2t 1 = "i)f(y2t; : : : ; y2n j s2t 1 = "i)f(s2t 1 = "i)
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=
m1X
i=1
f(y1; : : : ; y2t 1; s2t 1 = "i)f(y2t; : : : ; y2n j s2t 1 = "i)
=
m1X
i=1
a2t 1(i)b2t 1(i); (8.1)
l() =
m1+m2X
i=m1+1
f(y1; : : : ; y2n; s2t = "i)
=
m1+m2X
i=m1+1
f(y1; : : : ; y2n j s2t = "i)f(s2t = "i)
=
m1+m2X
i=m1+1
f(y1; : : : ; y2t j s2t = "i)f(y2t+1; : : : ; y2n j s2t = "i)f(s2t = "i)
=
m1+m2X
i=m1+1
f(y1; : : : ; y2t; s2t = "i)f(y2t+1; : : : ; y2n j s2t = "i)
=
m1+m2X
i=m1+1
a2t(i)b2t(i): (8.2)
Next, at and bt satisfy the following recurrence formulae (8.3){(8.6):
For 1  t  n  1 and 1  j  m1,
a2t+1(j) = f(y1; : : : ; y2t+1; s2t+1 = "j)
=
m1+m2X
i=m1+1
f(y1; : : : ; y2t+1; s2t = "i; s2t+1 = "j)
=
m1+m2X
i=m1+1
f(y1; : : : ; y2t+1 j s2t = "i; s2t+1 = "j)f(s2t = "i; s2t+1 = "j)
=
m1+m2X
i=m1+1
f(y1; : : : ; y2t j s2t = "i)f(y2t+1 j s2t+1 = "j)
 f(s2t = "i)f(s2t+1 = "j j s2t = "i)
=
m1+m2X
i=m1+1
f(y1; : : : ; y2t; s2t = "i)f(y2t+1 j s2t+1 = "j)f(s2t+1 = "j j s2t = "i)
=
m1+m2X
i=m1+1
a2t(i)ij(y2t+1;j; 
2
j ): (8.3)
For 0  t  n  1 and m1 + 1  j  m1 +m2,
a2t+1(j) = 0:
For 1  t  n and m1 + 1  j  m1 +m2,
a2t(j) = f(y1; : : : ; y2t; s2t = "j)
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=
m1X
i=1
f(y1; : : : ; y2t; s2t 1 = "i; s2t = "j)
=
m1X
i=1
f(y1; : : : ; y2t j s2t 1 = "i; s2t = "j)f(s2t 1 = "i; s2t = "j)
=
m1X
i=1
f(y1; : : : ; y2t 1 j s2t 1 = "i)f(y2t j s2t = "j)
 f(s2t 1 = "i)f(s2t = "j j s2t 1 = "i)
=
m1X
i=1
f(y1; : : : ; y2t 1; s2t 1 = "i)f(y2t j s2t = "j)f(s2t = "j j s2t 1 = "i)
=
m1X
i=1
a2t 1(i)ij(y2t;j; 2j ): (8.4)
For 1  t  n and 1  j  m1,
a2t(j) = 0:
For 1  t  n and 1  i  m1,
b2t 1(i) = f(y2t; : : : ; y2n j s2t 1 = "i)
=
m1+m2X
j=m1+1
f(y2t; : : : ; y2n; s2t = "j j s2t 1 = "i)
=
m1+m2X
j=m1+1
f(y2t; : : : ; y2n j s2t 1 = "i; s2t = "j)f(s2t = "j j s2t 1 = "i)
=
m1+m2X
j=m1+1
f(y2t; : : : ; y2n j s2t = "j)f(s2t = "j j s2t 1 = "i)
=
m1+m2X
j=m1+1
f(y2t j s2t = "j)f(y2t+1; : : : ; y2n j s2t = "j)f(s2t = "j j s2t 1 = "i)
=
m1+m2X
j=m1+1
ij(y2t;j; 
2
j )b2t(j): (8.5)
For 1  t  n and m1 + 1  i  m1 +m2,
b2t(i) = f(y2t+1; : : : ; y2n j s2t = "i)
=
m1X
j=1
f(y2t+1; : : : ; y2n; s2t+1 = "j j s2t = "i)
=
m1X
j=1
f(y2t+1; : : : ; y2n j s2t = "i; s2t+1 = "j)f(s2t+1 = "j j s2t = "i)
=
m1X
j=1
f(y2t+1; : : : ; y2n j s2t+1 = "j)f(s2t+1 = "j j s2t = "i)
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=
m1X
j=1
f(y2t+1 j s2t+1 = "j)f(y2t+2; : : : ; y2n j s2t+1 = "j)f(s2t+1 = "j j s2t = "i)
=
m1X
j=1
ij(y2t+1;j; 
2
j )b2t+1(j): (8.6)
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Chapter 9
EM ALGORITHM FOR THE
NEW MODEL
The EM algorithm for usual hidden Markov model is given in Kikuchi and No-
makuchi (2002). In this chapter, we consider the EM algorithm in the context of
the new model. The log likelihood function of  = ( 1;  2; )
T is given by
log f(x j ) =
nX
t=1
m1X
i=1
m1+m2X
j=m1+1
s2t 1;is2t;j log ij +
n 1X
t=1
m1+m2X
i=m1+1
m1X
j=1
s2t;is2t+1;j log ij
+
nX
t=1
m1X
i=1
s2t 1;i log g(y2t 1;i; 2i ) +
nX
t=1
m1+m2X
i=m1+1
s2t;i log g(y2t;i; 
2
i )
=
nX
t=1
m1X
i=1
m1+m2X
j=m1+1
s2t 1;is2t;j log ij +
n 1X
t=1
m1+m2X
i=m1+1
m1X
j=1
s2t;is2t+1;j log ij
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  1
2
nX
t=1
m1X
i=1
s2t 1;i
"
log(2) + log(2i ) +
1
2i
(y2t 1   i)2
#
  1
2
nX
t=1
m1+m2X
i=m1+1
s2t;i
"
log(2) + log(2i ) +
1
2i
(y2t   i)2
#
:
Therefore, if the `-th estimate ^(`) is given, Q-function (Dempster et al., 1977; Kon-
ishi et al., 2008) is obtained by calculating the following conditional expectations
given y = (y1; y2; : : : ; y2n) with estimated parameter ^
(`) (E-step):
u^
(`)
2t 1;i = E
h
S2t 1;i j y; ^(`)
i
; t = 1; 2; : : : ; n; i = 1; 2; : : : ;m1;
u^
(`)
2t;i = E
h
S2t;i j y; ^(`)
i
; t = 1; 2; : : : ; n; i = m1 + 1;m1 + 2; : : : ;m1 +m2;
v^
(`)
2t 1;ij = E
h
S2t 1;iS2t;j j y; ^(`)
i
; t = 1; 2; : : : ; n; 1  i  m1; m1 + 1  j  m1 +m2;
v^
(`)
2t;ij = E
h
S2t;iS2t+1;j j y; ^(`)
i
; t = 1; 2; : : : ; n  1; m1 + 1  i  m1 +m2; 1  j  m1:
Thus, we obtain
Q( j ^(`)) = E
h
log f(S; y) j y; ^(`)
i
=
nX
t=1
m1X
i=1
m1+m2X
j=m1+1
v^
(`)
2t 1;ij log ij +
n 1X
t=1
m1+m2X
i=m1+1
m1X
j=1
v^
(`)
2t;ij log ij
  1
2
nX
t=1
m1X
i=1
u^
(`)
2t 1;i
"
log(2) + log(2i ) +
1
2i
(y2t 1   i)2
#
  1
2
nX
t=1
m1+m2X
i=m1+1
u^
(`)
2t;i
"
log(2) + log(2i ) +
1
2i
(y2t   i)2
#
:
By the maximization of this function (M-step), the next stage estimate ^(`+1) is
obtained as follows:
^
(`+1)
ij =
Pn
t=1 v^
(`)
2t 1;ijPm1+m2
j0=m1+1
Pn
t=1 v^
(`)
2t 1;ij0
=
Pn
t=1 v^
(`+1)
2t 1;ijPn
t=1 u^
(`)
2t 1;i
; 1  i  m1; m1 + 1  j  m1 +m2;
^
(`+1)
ij =
Pn 1
t=1 v^
(`)
2t;ijPm1
j0=1
Pn 1
t=1 v^
(`)
2t;ij0
=
Pn 1
t=1 v^
(`)
2t;ijPn 1
t=1 u^
(`)
2t;i
; m1 + 1  i  m1 +m2; 1  j  m1;
^
(`+1)
i =
1Pn
t=1 u^
(`)
2t 1;i
nX
t=1
u^
(`)
2t 1;i y2t 1; 1  i  m1;
^
2 (`+1)
i =
1Pn
t=1 u^
(`)
2t 1;i
nX
t=1
u^
(`)
2t 1;i

y2t 1   ^(`+1)i
2
; 1  i  m1;
^
(`+1)
i =
1Pn
t=1 u^
(`)
2t;i
nX
t=1
u^
(`)
2t;i y2t; m1 + 1  i  m1 +m2;
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^
2 (`+1)
i =
1Pn
t=1 u^
(`)
2t;i
nX
t=1
u^
(`)
2t;i

y2t   ^(`+1)i
2
; m1 + 1  i  m1 +m2:
Therefore, giving the way to calculate the above conditional expectations completes
the EM algorithm. As St = (St1; St2; : : : ; St;m1+m2) is a random vector such that
each element takes only 0 or 1, calculating u^
(`)
2t 1;i = E
h
S2t 1;i j y; ^(`)
i
and u^
(`)
2t;i =
E
h
S2t;i j y; ^(`)
i
is equivalent to calculating the following conditional probabilities:
f^(`)(s2t 1 = "i j y1; : : : ; y2n) = f^(`)(y1; : : : ; y2n; s2t 1 = "i)=l(^(`))
= f^(`)(y1; : : : ; y2t 1; s2t 1 = "i)
f^(`)(y2t; : : : ; y2n j s2t 1 = "i)=l(^(`))
= a
(`)
2t 1(i)b
(`)
2t 1(i)=l(^
(`)); 1  i  m1;
f^(`)(s2t = "i j y1; : : : ; y2n) = f^(`)(y1; : : : ; y2n; s2t = "i)=l(^(`))
= f^(`)(y1; : : : ; y2t; s2t = "i)f^(`)(y2t+1; : : : ; yn j s2t = "i)=l(^(`))
= a
(`)
2t (i)b
(`)
2t (i)=l(^
(`)); m1 + 1  i  m1 +m2:
And calculating v^
(`)
2t 1;ij = E
h
S2t 1;iS2t;j j y; ^(`)
i
and v^
(`)
2t;ij = E
h
S2t;iS2t+1;j j y; ^(`)
i
is
also equivalent to calculating
f^(`)(s2t 1 = "i; s2t = "j j y1; : : : ; y2n)
= f^(`)(y1; : : : ; y2n j s2t 1 = "i; s2t = "j)f^(`)(s2t 1 = "i; s2t = "j)=l(^(`))
= f^(`)(y1; : : : ; y2t 1; s2t 1 = "i)f^(`)(y2t j s2t = "j)
f^(`)(y2t+1; : : : ; yn j s2t = "j)f^(`)(s2t = "j j s2t 1 = "i)=l(^(`))
= a
(`)
2t 1(i)b
(`)
2t (j)^
(`)
ij (y2t; ^
(`)
j ; ^
2 (`)
j )=l(^
(`)); 1  i  m1; m1 + 1  j  m1 +m2;
f^(`)(s2t = "i; s2t+1 = "j j y1; : : : ; y2n)
= f^(`)(y1; y2; : : : ; y2n j s2t = "i; s2t+1 = "j)f^(`)(s2t = "i; s2t+1 = "j)=l(^(`))
= f^(`)(y1; y2; : : : ; y2t; s2t = "i)f^(`)(y2t+1 j s2t+1 = "j)
f^(`)(y2t+2; : : : ; yn j s2t+1 = "j)f^(`)(s2t+1 = "j j s2t = "i)=l(^(`))
= a
(`)
2t (i)b
(`)
2t+1(j)
(`)
ij (y2t+1; ^
(`)
j ; ^
2 (`)
j )=l(^
(`)); m1 + 1  i  m1 +m2; 1  j  m1:
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Thus, we obtain the following results:
^
(`+1)
ij =
Pn
t=1 a
(`)
2t 1(i)b
(`)
2t (j)^
(`)
ij (y2t; ^
(`)
j ; ^
2 (`)
j )Pn
t=1 a
(`)
2t 1(i)b
(`)
2t 1(i)
; 1  i  m1; m1 + 1  j  m1 +m2;
^
(`+1)
ij =
Pn 1
t=1 a
(`)
2t (i)b
(`)
2t+1(j)^
(`)
ij (y2t+1; ^
(`)
j ; ^
2 (`)
j )Pn 1
t=1 a
(`)
2t (i)b
(`)
2t (i)
; m1 + 1  i  m1 +m2; 1  j  m1;
^
(`+1)
i =
1Pn
t=1 a
(`)
2t 1(i)b
(`)
2t 1(i)
nX
t=1
a
(`)
2t 1(i)b
(`)
2t 1(i)y2t 1; 1  i  m1;
^
2 (`+1)
i =
1Pn
t=1 a
(`)
2t 1(i)b
(`)
2t 1(i)
nX
t=1
a
(`)
2t 1(i)b
(`)
2t 1(i)

y2t 1   ^(`+1)i
2
; 1  i  m1;
^
(`+1)
i =
1Pn
t=1 a
(`)
2t (i)b
(`)
2t (i)
nX
t=1
a
(`)
2t (i)b
(`)
2t (i)y2t; m1 + 1  i  m1 +m2;
^
2 (`+1)
i =
1Pn
t=1 a
(`)
2t (i)b
(`)
2t (i)
nX
t=1
a
(`)
2t (i)b
(`)
2t (i)

y2t   ^(`+1)i
2
; m1 + 1  i  m1 +m2:
An algorithm for the new model is given in Appendix 3.
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A NUMERICAL EXAMPLE
In this chapter, we check the validity of the new model by using the same example
given in Chapter 5. We apply the new model to the same dataset given in Chapter
5. The \faithful" is a dataframe with 272 observations on two variables named
eruptions (et): eruption time (in mins), and waiting (wt): waiting time to next
eruption (in mins). The eruptions and waiting are repeated by turns. So, the states
transit as
t 1 2 3 4    543 544
eruptions ! waiting ! eruptions ! waiting !    ! eruptions ! waiting :
e1 w1 e2 w2    e272 w272
Scatter plot of wt against et and that of et+1 against wt are given in Figures 10:1
and 10:2; respectively. We assume four cases; Model I (m1 = m2 = 2), Model II
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(m1 = 2;m2 = 3), Model III (m1 = 3;m2 = 2) and Model IV (m1 = m2 = 3).
We obtain the MLEs of the parameters for these models via the EM algorithm, and
the MLEs for these models are given in Tables 10:1 and 10.2. Let us consider the
relationship between  ^1;  ^2 given in Table 10.1and Figures 10:1, 10:2 with ^i's given
in Table 10.2, respectively.
Model I
We obtain Figure 10:3 by drawing vertical and horizontal lines indicating ^1; ^2
and ^3; ^4, respectively, on Figure 10:1. All of the points placed near by ^1 are almost
located around ^3, and this observation corresponds to ^13 = 1:0000 and ^14 =
0:0000: All the points placed nearby ^2 are located around ^4 and this observation
corresponds to ^23 = 0:0000 and ^24 = 1:0000.
Similarly, we obtain Figure 10:4 by drawing horizontal and vertical lines indi-
cating ^1; ^2 and ^3; ^4, respectively, on Figure 10:2. Points placed nearby ^3 are
almost located around ^2, and this observation corresponds to ^31 = 0:0618 and
^32 = 0:9382: Points placed near by ^4 are located around ^1 and ^2 according to
almost the same proportions, and this observation corresponds to ^41 = 0:5233 and
^42 = 0:4767: Figures 10:3 and 10:4 are consistent to  ^1 and  ^2 given in Table 10.1,
respectively.
Model II, Model III and Model IV
It is found from ^i's given in Table 10.2 that the second state in group 1 of
Model I is divided into the second and the third states in group 1 of Models III and
IV. Similarly, the second state in group 2 of Model I is divided into the second and
the third states in group 2 of Models II and IV.
Figures 10:5; 10:7; 10:9 and 10:6; 10:8; 10:10 are similarly obtained as Figures
10:3 and 10:4; respectively. Next, we consider to compare the proposed models by
Akaike Information Criterion (AIC, Akaike (1973)). The number of free parameters
involved in the assumed models is given by
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Figure 10.1: Scatter plot of wt against et
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Figure 10.2: Scatter plot of et+1 against wt
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Table 10.1: MLEs of transition probability matrices for new model
Model I (m1 = m2 = 2)
 ^1  ^2
i ^ij (3  j  4) i ^ij (1  j  2)
1 1.0000 0.0000 3 0.0618 0.9382
2 0.0000 1.0000 4 0.5233 0.4767
Model II (m1 = 2;m2 = 3)
 ^1  ^2
i ^ij (3  j  5) i ^ij (1  j  2)
1 1.0000 0.0000 0.0000 3 0.0618 0.9382
2 0.0000 0.5877 0.4123 4 0.1918 0.8082
5 0.9932 0.0068
Model III (m1 = 3;m2 = 2)
 ^1  ^2
i ^ij (4  j  5) i ^ij (1  j  3)
1 1.0000 0.0000 4 0.0618 0.1612 0.7770
2 0.0000 1.0000 5 0.5233 0.4321 0.0446
3 0.0000 1.0000
Model IV (m1 = m2 = 3)
 ^1  ^2
i ^ij (4  j  6) i ^ij (1  j  3)
1 1.0000 0.0000 0.0000 4 0.0619 0.1204 0.8177
2 0.0000 0.4925 0.5075 5 0.2948 0.1543 0.5509
3 0.0000 0.0258 0.9742 6 0.5880 0.4120 0.0000
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Figure 10.3: Scatter plot of wt against et for Model I
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Figure 10.4: Scatter plot of et+1 against wt for Model I
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Figure 10.5: Scatter plot of wt against et for Model II
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Figure 10.6: Scatter plot of et+1 against wt for Model II
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Figure 10.7: Scatter plot of wt against et for Model III
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Figure 10.8: Scatter plot of et+1 against wt for Model III
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Figure 10.9: Scatter plot of wt against et for Model IV
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Figure 10.10: Scatter plot of et+1 against wt for Model IV
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Table 10.2: MLEs for new normal hidden Markov model
Model I Model II Model III Model IV
i ^i ^
2
i
1 2.0385 0.0708
2 4.2915 0.1676
3 54.500 33.824
4 79.990 35.718
i ^i ^
2
i
1 2.0383 0.0706
2 4.2914 0.1678
3 54.497 33.789
4 78.274 32.848
5 82.434 29.663
i ^i ^
2
i
1 2.0385 0.0708
2 4.0434 0.1347
3 4.5655 0.0609
4 54.500 33.822
5 79.990 35.719
i ^i ^
2
i
1 2.0373 0.0699
2 3.9604 0.1217
3 4.5340 0.0639
4 54.487 33.721
5 73.846 23.777
6 81.749 25.370
m3 = [m1(m2   1) + 2m1] + [m2(m1   1) + 2m2]
= 2m1m2 +m1 +m2
and AIC is calculated by
AIC =   2 log l(^) + 2m3:
Table 10.3: AIC for four models
Model I II III IV
m3 12 17 17 24
AIC 2252.2 2249.0 2207.7 2188.5
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CONCLUSIONS
In this part, we proposed a new type of hidden Markov model, i.e., \hidden Markov
model possessing two groups of states". We need some key assumptions as follows:
 Assumptions on the transition probability:
P (St+1 = "j jSt = "i) = 0; 1  i  m1 and 1  j  m1
m1 + 1  i  m1 +m2 and m1 + 1  j  m1 +m2
 Assumptions on the data:
 S2t 1, the state of system at time 2t  1, takes one state in group 1,
i.e. ("1; "2; : : : ; "m1)
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 S2t, the state of system at time 2t, takes another state in group 2,
i.e. ("m1+1; "m1+2;    ; "m1+m2)
 When St = "i, Yt  N(i; 2i )
Furthermore, we gave the EM algorithm for the new model. We examined a
numerical example using the dataset named \faithful" given in the free statistical
software R. We investigated the relationship between scatter plots and transition
probability matrices. Model comparison among four models was also given in the
numerical example. We selected the best model for this data considering both AIC
and the meaning given in the investigation mentioned immediately above.
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Appendix 3. Algorithm for a New
Hidden Markov Model
(1) Initial setting:
Set the observed data: y = (y1; y2; : : : ; y2n)
Set an initial value: ^(0) =

 ^ (0) = (^
(0)
ij ); (^
(0)
i ; ^
2 (0)
i ); i = 1; 2; : : : ;m1 +m2

^
(0)
ij =
8><>:0 i = 1; 2; : : : ;m1; j = 1; 2; : : : ;m11=m2 i = 1; 2; : : : ;m1; j = m1 + 1;m1 + 2; : : : ;m1 +m2
^
(0)
ij =
8><>:1=m1 i = m1 + 1;m1 + 2; : : : ;m1 +m2; j = 1; 2; : : : ;m10 i = m1 + 1;m1 + 2; : : : ;m1 +m2; j = m1 + 1;m1 + 2; : : : ;m1 +m2
For the given `-th estimate  ^ (`) = (^
(`)
ij ); (^
(`)
i ; ^
2 (`)
i ); i = 1; 2; : : : ;m1 +m2 :
(2) Compute stationary probability ^
(`)
i (i = 1; 2; : : : ;m1).
(3) Compute a
(`)
1 and b
(`)
2n :
a
(`)
1 (i) = ^
(`)
i g(y1; ^
(`)
i ; ^
2 (`)
i ); i = 1; 2; : : : ;m1;
b
(`)
2n(i) = 1; i = m1 + 1;m1 + 2; : : : ;m1 +m2:
(4) Compute A
(`)
t :
A
(`)
t =  ^
(`)Diag

g(yt; ^
(`)
1 ; ^
2 (`)
1 ); : : : ; g(yt; ^
(`)
m1+m2 ; ^
2 (`)
m1+m2)

; t = 1; 2; : : : ; 2n:
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(5) Compute a
(`)
t and b
(`)
t :
a
(`)
2 = a
(`)
1 A
(`)
2 ;
a
(`)
2t+1 = a
(`)
2t A
(`)
2t+1;
a
(`)
2t+2 = a
(`)
2t+1A
(`)
2t+2;
t = 1; 2; : : : ; n  1;
b
(`)
2n 1
0 = A(`)2nb
(`)
2n
0;
b
(`)
2t
0 = A(`)2t+1b
(`)
2t+1
0;
b
(`)
2t 1
0 = A(`)2t b
(`)
2t
0;
t = n  1; : : : ; 2; 1:
(6) Compute l(^(`)) :
l(^(`)) =
m1+m2X
i=m1+1
a
(`)
2t (i) b
(`)
2t (i)
=
m1X
i=1
a
(`)
2t 1(i) b
(`)
2t 1(i)
This value is equal for t = 1; 2; : : : ; n, and check this result.
(7) Compute  ^ (`+1) = (^
(`+1)
ij ) :
For i = 1; 2; : : : ;m1; j = m1 + 1;m1 + 2; : : : ;m1 +m2,
^
(`+1)
ij =
Pn
t=1 a
(`)
2t 1(i) b
(`)
2t (j)^
(`)
ij g(y2t; ^
(`)
j ; ^
2 (`)
j )Pn
t=1 a
(`)
2t 1(i) b
(`)
2t 1(i)
;
and for i = m1 + 1;m1 + 2; : : : ;m1 +m2; j = 1; 2; : : : ;m1,
^
(`+1)
ij =
Pn 1
t=1 a
(`)
2t (i) b
(`)
2t+1(j)^
(`)
ij g(y2t+1; ^
(`)
j ; ^
2 (`)
j )Pn 1
t=1 a
(`)
2t (i) b
(`)
2t (i)
:
(8) Compute (^
(`+1)
i ; ^
2 (`+1)
i ) (i = 1; 2; : : : ;m1 +m2) :
For i = 1; 2; : : : ;m1,
^
(`+1)
i =
Pn
t=1 a
(`)
2t 1(i) b
(`)
2t 1(i) y2t 1Pn
t=1 a
(`)
2t 1(i) b
(`)
2t 1(i)
;
^
2 (`+1)
i =
Pn
t=1 a
(`)
2t 1(i) b
(`)
2t 1(i)

y2t 1   ^(`+1)i
2
Pn
t=1 a
(`)
2t 1(i) b
(`)
2t 1(i)
;
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and for i = m1 + 1;m1 + 2; : : : ;m1 +m2,
^
(`+1)
i =
Pn
t=1 a
(`)
2t (i) b
(`)
2t (i) y2tPn
t=1 a
(`)
2t (i) b
(`)
2t (i)
;
^
2 (`+1)
i =
Pn
t=1 a
(`)
2t (i) b
(`)
2t (i)

y2t   ^(`+1)i
2
Pn
t=1 a
(`)
2t (i) b
(`)
2t (i)
:
Repeat from (2) to (8) until ^(`) =

  (`) = (^
(`)
ij ); (^
(`)
i ; ^
2 (`)
i ); i = 1; 2; : : : ;m1 +m2

converges.
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