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GLOBAL WELL-POSEDNESS AND SCATTERING FOR
NONLINEAR SCHRO¨DINGER EQUATIONS WITH COMBINED
NONLINEARITIES IN THE RADIAL CASE
XING CHENG, CHANGXING MIAO, AND LIFENG ZHAO
Abstract. We consider the Cauchy problem for the nonlinear Schro¨dinger equa-
tion with combined nonlinearities, one of which is defocusing mass-critical and the
other is focusing energy-critical or energy-subcritical. The threshold is given by
means of variational argument. We establish the profile decomposition in H1(Rd)
and then utilize the concentration-compactness method to show the global well-
posedness and scattering versus blowup in H1(Rd) below the threshold for radial
data when d ≤ 4.
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1. Introduction
We will consider the Cauchy problem for the nonlinear Schro¨dinger equation{
i∂tu+∆u = |u|
4
du− |u|p−1u,
u(0) = u0 ∈ H1(Rd),
(1.1)
where u : R× Rd → C is a complex-valued function, 1 + 4
d
< p ≤ 1 + 4
d−2
, d = 3, 4
and 1 + 4
d
< p <∞, d = 1, 2.
The equation (1.1) has the following mass and energy:
M(u) =
∫
Rd
|u|2 dx, (1.2)
E(u) =
∫
Rd
(
1
2
|∇u|2 − 1
p+1
|u|p+1 + d
2(d+2)
|u|
2(d+2)
d
)
dx. (1.3)
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The equation (1.1) is a special case of the general nonlinear Schro¨dinger equation
with combined nonlinearities
{
i∂tu+∆u = µ1|u|
p1−1u+ µ2|u|
p2−1u,
u(0) = u0 ∈ H1(Rd),
(1.4)
where 1 < p1, p2 ≤ 1 +
4
d−2
, for d ≥ 3, 1 < p1, p2 <∞, for d = 1, 2, µ1, µ2 ∈ {±1}.
This equation arises in the study of the Hartree approximation and quasi-classically
within the frame of the secondary quantization in the boson gas with many body
δ-function interaction. It can also be used to describe the effect of saturation of
nonlinear refractive index. At the same time, the equation of nuclear hydrodynamics
with effective Skyrme’s forces reduces quasi-classically to (1.4). For more physical
background, we refer the reader to [5, 26] and the references therein.
The local theory for (1.4) in the energy space follows from the standard method
of T. Cazenave, F. B. Weissler [10], see also [9]. Proceeded by [30], T. Tao, M. Visan
and X. Zhang considered various cases in [28]. They proved global wellposedness
and scattering of the solution to the equation (1.4) for finite energy data when
µ1 = µ2 = +1 and 1 +
4
d
≤ p1 < p2 ≤ 1 +
4
d−2
, d ≥ 3. The case when p1 = 1 +
4
d
and p2 = 1 +
4
d−2
is the most difficult. In [28], the low frequencies of the solution
are well approximated by the L2 critical problem and the high frequencies are well
approximated by the energy-critical problem. The medium frequencies are controlled
by the Morawetz estimates.
In [22], C. Miao, G. Xu and L. Zhao considered the case where µ1 = +1, µ2 = −1
and 1 + 4
d
< p1 < p2 = 1 +
4
d−2
, d = 3. The threshold was given by variational
method due to the energy trapping property as in [13]. They established the linear
profile decomposition in H1(Rd) in the spirt of [13]. By using this new profile
decomposition, they reduced the scattering problem to the extinction of the critical
element. The critical element can then be excluded by using the Virial identity.
They showed the dichotomy of global wellposedness and scattering versus blow-up
phenomenon below the threshold for radial solutions. The radial assumption was
removed in dimensions five and higher in [23]. While, for the case of lower dimensions
d ∈ {3, 4}, how to remove the radial assumption is still open in this field.
If µ1 = µ2 = −1 and 1 +
4
d
< p1 < p2 = 1 +
4
d−2
, d ≥ 5, the Cauchy problem was
considered in [1, 2]. After giving existence of the ground state based on the idea
in [7] and [13], they showed a sufficient and necessary condition for the scattering
in the spirit of [15] by using the profile decomposition in H˙1(Rd) and the global
wellposedness and scattering result in [18].
In this paper, we aim to look for the suitable threshold to study the global well-
posedness and scattering versus blowup of (1.1). Before stating the main theorem,
we introduce some notations. For ϕ ∈ H1(Rd), we denote the scaling (Tλϕ)(x) =
λ
d
2ϕ(λx). For any ω > 0, we have the Lyapunov functional
Sω(ϕ) = E(ϕ) +
1
2
ωM(ϕ). (1.5)
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We also denote the scaling derivative of Sω(ϕ) by K(ϕ),
K(ϕ) = LSω(ϕ) =
d
dλ
∣∣
λ=1
Sω(Tλϕ) =
d
dλ
∣∣
λ=1
E(Tλϕ)
=
∫
Rd
|∇ϕ|2 − d(p−1)
2(p+1)
|ϕ|p+1 + d
d+2
|ϕ|
2(d+2)
d dx.
(1.6)
Let
mω = inf{Sω(ϕ) : ϕ ∈ H
1(Rd) \ {0},K(ϕ) = 0}, (1.7)
then we have
Proposition 1.1. For 1 + 4
d
< p < 1 + 4
d−2
, d ≥ 3, and 1 + 4
d
< p < ∞, d = 1, 2,
ω > 0, we have mω > 0. Moreover, mω = Sω(Q), where Q ∈ H1(Rd) is the ground
state of
− ωQ+∆Q + |Q|p−1Q− |Q|
4
dQ = 0. (1.8)
Proposition 1.2. For p = 1 + 4
d−2
, d ≥ 3, we have for all ω > 0,
mω = E
0(W ), (1.9)
where
E0(W ) =
∫
Rd
(
1
2
|∇W |2 − d−2
2d
|W |
2d
d−2
)
dx,
and W ∈ H˙1(Rd) is unique positive radial solution of
−∆W = |W |
4
d−2W. (1.10)
Remark 1. (1) When p = 1 + 4
d−2
, we note mω = E0(W ), which indicates that
mω is independent of ω, so we can define m := mω = E0(W ) in this case.
Let
Aω,+ = {ϕ ∈ H
1(Rd) : Sω(ϕ) < mω, K(ϕ) ≥ 0},
Aω,− = {ϕ ∈ H
1(Rd) : Sω(ϕ) < mω, K(ϕ) < 0},
A+ = {ϕ ∈ H
1(Rd) : E(ϕ) < m, K(ϕ) ≥ 0},
A− = {ϕ ∈ H
1(Rd) : E(ϕ) < m, K(ϕ) < 0}.
(2) Aω,± and A± are non-empty. In fact, we note ϕ = 0 belongs to both Aω,+
and A+, so Aω,+ and A+ are nonempty. On the other hand, we can easily
verify that ϕ(x) = ǫ−
d
2Q(ǫ−1x) belongs to Aω,−, when ǫ is sufficiently smalll.
Similarly, by using some truncation of ϕ = ǫ−
d
2W (ǫ−1x) (still denoted by ϕ)
to make sure ϕ ∈ H1(Rd), we can show A− is nonempty.
(3) We will give the proof of the following theorem in a unified form regardless
of 1 + 4
d
< p < 1 + 4
d−2
, d ∈ {3, 4} or 1 + 4
d
< p < ∞, d ∈ {1, 2} or
p = 1+ 4
d−2
, d = 3, 4. In fact, We note for any u0 ∈ A+, we have E(u0) < m,
we can take ω > 0 small enough such that E(u0)+
1
2
ωM(u0) < m, thus u0 ∈
Aω,+. Similarly, for any u0 ∈ A−, we can still take ω > 0 small enough such
that u0 ∈ Aω,−. Thus, our result below in the situation p = 1+
4
d−2
, d = 3, 4
can be proved as in the case 1 + 4
d
< p < 1 + 4
d−2
, d ∈ {3, 4}.
Now, we state our result.
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Theorem 1.3. (1) For 1 + 4
d
< p < 1 + 4
d−2
, d ∈ {3, 4}, 1 + 4
d
< p < ∞, d ∈
{1, 2}, and u0 is radial, we have for any ω > 0,
(i) if u0 ∈ Aω,+, the solution u to (1.1) exists globally and scatters in H
1(Rd);
(ii) if u0 ∈ Aω,−, for d ≥ 2, p ≤ min(5, 1 +
4
d−2
), the solution u blows up in
finite time.
(2) For p = 1 + 4
d−2
, d ∈ {3, 4}, and u0 is radial, we have
(i) if u0 ∈ A+, the solution u to (1.1) exists globally and scatters in H1(Rd);
(ii) if u0 ∈ A−, the solution u blows up in finite time.
For the nonlinear Schro¨dinger equation with combined nonlinearities, we focus on
the different roles played by the two nonlinearities. Generally speaking, the main
barrier of the local theory is the higher order term while the lower order term is
dominant in the global behavior. We prove our main theorem by the compactness-
contradiction method initiated by C. E. Kenig and F. Merle [15]. In the argument,
the linear profile decomposition plays an important role. In previous works such as
[22, 23], the authors considered the equation{
i∂tu+∆u = |u|
p−1u− |u|
4
d−2u,
u(0) = u0 ∈ H1(Rd),
(1.11)
where 1 + 4
d
< p < 1 + 4
d−2
, d ≥ 3. Since the lower order term is H˙s(Rd)(0 <
s = d
2
− 2
p−1
< 1) critical, the solution of (1.11) is expected to behave like that of
the defocusing equation i∂tu + ∆u = |u|
p−1u. The critical space of this defocusing
equation is H˙s(0 < s < 1), so it is reasonable to apply the H˙s-profile decomposition
to 〈∇〉
|∇|s
u for u ∈ H1(Rd). Since the symmetry group in H˙s is of the same type as
in H˙1 case, we may equivalently apply the H˙1-profile decomposition to 〈∇〉
|∇|
u for
u ∈ H1(Rd). However, the lower term in (1.1) is L2(Rd)-critical. The symmetry
group in L2(Rd) is different from that in H˙1(Rd) due to the Galilean symmetry.
Therefore, it is natural that the L2-profile decomposition is applied to 〈∇〉u for
u ∈ H1(Rd) in this paper.
Although the Galilean transform and scaling are encoded in the profile decompo-
sition in L2, they turn out to be excluded in the profile decomposition in H1. In fact,
for a typical profile, if the scaling parameter goes to zero then the H˙1 boundedness
is violated. If the scaling parameter goes to infinity, then we can show such a profile
vanishes. Similar case occurs for the Galilean transform. As a consequence of the
linear profile decomposition, we can reduce to almost periodic solution independent
of wellposedness and scattering results of energy-critical or mass-critical equations.
This is a striking difference from [2, 22], where scaling to zero was excluded by
the non-existence of the almost periodic solution to the focusing energy-critical
Schro¨dinger equations. Hence it relies heavily on the results in [15, 18].
We explore the profile decomposition in use to get better estimate (4.13) for
the remainder. This estimate provides spacetime control for both the remainder
wkn and its derivative |∇|w
k
n. This makes remarkable difference with the profile
decomposition for H1(Rd) data obtained both in [8] and [22]. In fact, R. Carles and
S. Keraani [8] only provided the control over the remainder, while the authors in
[22] only provided the control over the derivative of the remainder.
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Although we make more delicate analysis due to the stronger control in the per-
turbation theorem, we get stronger compactness for the critical element in H1(Rd),
which is stronger than the compactness in H˙s(0 < s ≤ 1) obtained in [22, 23].
We expect our result will be extended to higher dimensions(d ≥ 5) since all
the arguments make sense except the long-time perturbation. However, the exotic
Strichartz estimates in [11, 29] seem useless to establish the long-time perturbation
in our case because the mass-critical term in our equation cannot be controlled
properly in the Sobolev spaces. The radial assumption is expected to be removed
in a forthcoming paper.
The rest of the paper is organized as follows. After introducing some notations and
preliminaries, we give the threshold in Section 2. Moreover, we show the energy-
trapping properties for the set Aω,± in this section. The local wellposedness and
perturbation theory are stated in Section 3. In Section 4, we derive the linear
profile decomposition for data in H1(Rd). Then we argue by contradiction. We
reduce to the existence of a critical element in Section 5 and show the extinction
of such a critical element in Section 6. To make the results complete, we show the
existence of blowup solutions in Section 7.
Notation and Preliminaries We will use the notation X . Y whenever there
exists some positive constant C so that X ≤ CY . Similarly, we will use X ∼ Y if
X . Y . X .
We define the Fourier transform on Rd to be
fˆ(ξ) = 1
(2π)d
∫
Rd
e−ixξf(x) dx,
and for s ∈ R, the fractional differential operators |∇|s is defined by |̂∇|sf(ξ) =
|ξ|sfˆ(ξ). We also define 〈∇〉s by 〈̂∇〉sf(ξ) = (1 + |ξ|2)
s
2 fˆ(ξ).
We define the homogeneous Sobolev norms
‖f‖H˙s(Rd) = ‖|∇|
sf‖L2(Rd) ,
and inhomogeneous Sobolev norms
‖f‖Hs(Rd) = ‖〈∇〉
sf‖L2(Rd) .
We use the notation on(1) to denote a quantity which tends to 0, as n→∞.
For I ⊂ R, we use LqtL
r
x(I × R
d) to denote the spacetime norm
‖u‖LqtLrx(I×Rd) =
(∫
I
(∫
Rd
|u(t, x)|r dx
) q
r
dt
) 1
q
.
When q = r, we abbreviate LqtL
r
x as L
q
t,x.
We also recall Duhamel’s formula
u(t) = ei(t−t0)∆u(t0)− i
∫ t
t0
ei(t−s)∆(iut +∆u)(s)ds. (1.12)
We say that a pair of exponents (q, r) is L2-admissible if 2
q
+ d
r
= d
2
and 2 ≤ q, r ≤
∞, (q, r, d) 6= (2,∞, 2), d ≥ 1.
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Lemma 1.4 (Strichartz estimate, [14]). Let I be a compact time interval and let
u : I × Rd → C be a solution to the forced Schro¨dinger equaton i∂tu+ ∆u = G for
some function G, then we have
‖u‖LqtLrx(I×Rd) . ‖u(t0)‖L2x(Rd) + ‖G‖Lq˜′t Lr˜
′
x (I×R
d)
for any t0 ∈ I and any L2-admissible exponents (q, r), (q˜, r˜).
If I × Rd is a spacetime slab, we define the Strichartz norm S0(I) by
‖u‖S0(I) = sup ‖u‖LqtLrx(I×Rd), (1.13)
where the sup is taken over all L2-admissible pairs (q, r). When d = 2, we need to
modify the norm a little, where the sup is taken over all L2-admissible pairs with
q ≥ 2 + ǫ, for ǫ > 0 arbitrary small. We also define S1(I) norm by
‖u‖S1(I) = ‖〈∇〉u‖S0(I). (1.14)
2. Variational estimates
In this section, we prove Proposition 1.1 and 1.2. We show the existence of the
ground state together with the energy-trapping property for Aω,±, which will be
used to show the scattering and blow-up.
Let K(ϕ) = KQ(ϕ) +KN(ϕ), where
KQ(ϕ) =
∫
Rd
|∇ϕ|2 dx,
KN (ϕ) = −d(p−1)
2(p+1)
∫
|ϕ|p+1 dx+ d
d+2
∫
|ϕ|
2(d+2)
d dx.
We have the following basic fact about K(Tλϕ):
Lemma 2.1 (Dynamic behavior of K under the scaling). For any ϕ ∈ H1(Rd)\{0},
there exists a unique λ0(ϕ) > 0 that
K(Tλϕ)

> 0, 0 < λ < λ0(ϕ),
= 0, λ = λ0(ϕ),
< 0, λ > λ0(ϕ).
(2.1)
Proof. An easy computation gives
1
λ2
K(Tλϕ) =
∫
|∇ϕ|2 + d
d+2
|ϕ|
2(d+2)
d − d(p−1)
2(p+1)
λ
d
2
(p−1)−2|ϕ|p+1 dx,
which implies K(Tλϕ) > 0 for λ > 0 sufficiently small. By
d
dλ
(
1
λ2
K(Tλϕ)
)
= −d(p−1)
2(p+1)
(
d
2
(p− 1)− 2
)
λ
d
2
(p−1)−3
∫
|ϕ|p+1 dx < 0,
we see 1
λ2
K(Tλϕ) is monotone decreasing with respect to λ > 0.
Since
K(Tλϕ) = λ
2
(
‖∇ϕ‖2L2 +
d
d+2
‖ϕ‖
2(d+2)
d
L
2(d+2)
d
)
− λ
d
2
(p−1) d(p−1)
2(p+1)
‖ϕ‖p+1
Lp+1
→ −∞, as λ→∞,
there exists a unique λ0 > 0 such that K(Tλ0ϕ) = 0 and (2.1) follows. 
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Now, we show the positivity of K near 0 in the energy space.
Lemma 2.2. For any bounded sequence ϕn ∈ H1(Rd) \ {0} with KQ(ϕn) → 0, as
n→∞, then for n large enough, we have K(ϕn) > 0.
Proof. By assumption, ‖∇ϕn‖L2 → 0, as n → ∞. Due to the interpolation and
Sobolev inequalities, we have
‖ϕn‖
p+1
Lp+1
. ‖ϕn‖
p+1− d
2
(p−1)
L2
‖∇ϕn‖
d
2
(p−1)
L2
.
Since d
2
(p− 1) > 2, for n large enough, we see
K(ϕn) =
∫
Rd
|∇ϕn|
2 − d(p−1)
2(p+1)
|ϕn|
p+1 + d
d+2
|ϕn|
2(d+2)
d dx
≥
∫
Rd
|∇ϕn|
2 dx− o
( ∫
Rd
|∇ϕn|
2 dx
)
∼
∫
Rd
|∇ϕn|
2 dx > 0.

Lemma 2.3. For any ϕ ∈ H1(Rd), we have
(2− L)Sω(ϕ) = ω‖ϕ‖
2
L2 +
d(p−1)−4
2(p+1)
‖ϕ‖p+1
Lp+1
, (2.2)
L(2− L)Sω(ϕ) =
d(p−1)(d(p−1)−4)
4(p+1)
‖ϕ‖p+1
Lp+1
. (2.3)
Proof. Direct computation shows that
L‖∇ϕ‖2L2 = 2‖∇ϕ‖
2
L2,
L‖ϕ‖p+1
Lp+1
= d
2
(p− 1)‖ϕ‖p+1
Lp+1
,
L‖ϕ‖
2(d+2)
d
L
2(d+2)
d
= 2‖ϕ‖
2(d+2)
d
L
2(d+2)
d
,
hence we have
(2−L)Sω(ϕ) = 2Sω(ϕ)−K(ϕ)
= ω‖ϕ‖2L2 +
d(p−1)−4
2(p+1)
∫
Rd
|ϕ|p+1 dx,
L(2−L)Sω(ϕ) = ωL‖ϕ‖
2
L2 +
d(p−1)−4
2(p+1)
L‖ϕ‖p+1
Lp+1
= d(p−1)−4
2(p+1)
L‖ϕ‖p+1
Lp+1
= (d(p−1)−4)d(p−1)
4(p+1)
‖ϕ‖p+1
Lp+1
.

Due to the lack of positivity of Sω(ϕ), we introduce a non-negative functional
Hω(ϕ) =
(
1− L
2
)
Sω(ϕ)
= Sω(ϕ)−
1
2
K(ϕ)
= ω
2
‖ϕ‖2L2 +
d(p−1)−4
4(p+1)
‖ϕ‖p+1
Lp+1
,
(2.4)
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then for any ϕ ∈ H1(Rd) \ {0}, we have Hω(ϕ) ≥ 0, LHω(ϕ) ≥ 0.
Proposition 2.4.
mω = inf{Hω(ϕ) : ϕ ∈ H
1 \ {0},K(ϕ) ≤ 0}
= inf{Hω(ϕ) : ϕ ∈ H
1 \ {0},K(ϕ) < 0}.
(2.5)
Proof. Since Sω(ϕ) = Hω(ϕ) when K(ϕ) = 0,
mω ≥ inf{Hω(ϕ) : ϕ ∈ H
1 \ {0},K(ϕ) ≤ 0}.
Claim:
mω ≤ inf{Hω(ϕ) : ϕ ∈ H
1 \ {0},K(ϕ) < 0}.
In fact, ∀ϕ ∈ H1 \ {0} with K(ϕ) < 0, by Lemma 2.1, there exists 0 < λ0 < 1 that
K(Tλ0ϕ) = 0, then the fact LHω ≥ 0 implies Sω(Tλ0ϕ) = Hω(Tλ0ϕ) ≤ Hω(ϕ).
It suffices to show
inf{Hω(ϕ) : ϕ ∈ H
1 \ {0},K(ϕ) ≤ 0} ≥ inf{Hω(ϕ) : ϕ ∈ H
1 \ {0},K(ϕ) < 0}.
(2.6)
In fact, for any ϕ ∈ H1 \ {0} with K(ϕ) ≤ 0, by (2.3), we know that
LK(ϕ) = 2K(ϕ)− d(p−1)(d(p−1)−4)
4(p+1)
‖ϕ‖p+1
Lp+1
< 0, (2.7)
then for any λ > 1, we have K(Tλϕ) < 0, and as λ→ 1,
Hω(Tλϕ) =
ω
2
‖Tλϕ‖
2
L2 +
d(p−1)−4
4(p+1)
‖Tλϕ‖
p+1
Lp+1
= ω
2
‖ϕ‖2L2 +
d(p−1)−4
4(p+1)
λ
d
2
(p−1)‖ϕ‖p+1
Lp+1
→ ω
2
‖ϕ‖2L2 +
d(p−1)−4
4(p+1)
‖ϕ‖p+1
Lp+1
= Hω(ϕ).
This shows (2.6) and completes the proof. 
We now give the value of mω for 1 +
4
d
< p < 1 + 4
d−2
, d ≥ 3, and 1 + 4
d
< p <
∞, d = 1, 2, namely prove Proposition 1.1.
Proof of Proposition 1.1. Let ϕn ∈ H1(Rd) be a minimizing sequence for (2.5),
namely
K(ϕn) ≤ 0, ϕn 6= 0, Hω(ϕn)ց mω, as n→∞.
Let ϕ∗n be the Schwartz symmetrization of ϕn, i.e. the radial decreasing rearrange-
ment. Since the symmetrization preserves the nonlinear parts and does not increase
the H˙1 part, we have
ϕ∗n 6= 0, K(ϕ
∗
n) ≤ K(ϕn) ≤ 0 and Hω(ϕ
∗
n) = Hω(ϕn)→ mω, as n→∞.
Then by Lemma 2.1 and (2.7), there exists 0 < λn ≤ 1 such that ψn = Tλnϕ
∗
n
satisfies
ψn 6= 0, K(ψn) = 0, Sω(ψn) = Hω(ψn)→ mω, as n→∞.
Moreover, direct computation gives
ω
2
‖ψn‖
2
L2 +
1
2
‖∇ψn‖
2
L2 ≤ Sω(ψn) +
4
d(p−1)−4
Hω(ψn),
which implies the boundedness of ψn in H
1(Rd).
Then, ψn converges weakly to some ψ in H
1(Rd), up to a subsequence. Since
ψn is radial, it also converges strongly in L
q(Rd) for 2 < q < 2d
d−2
, d ≥ 3 and 2 <
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q < ∞, d = 1, 2. Thus, K(ψ) ≤ lim inf
n→∞
K(ψn) = 0, Hω(ψ) ≤ lim inf
n→∞
Hω(ψn) = mω.
Moreover, ψ 6= 0. In fact, if ψ = 0, then K(ψn) = 0 implies KQ(ψn) = −KN (ψn)→
0, as n → ∞, and by Lemma 2.2, we have K(ψn) > 0 for n large, a contradiction.
Since K(ψ) ≤ 0 and ψ 6= 0, we have Hω(ψ) ≥ mω, so we have Hω(ψ) = mω and
K(ψ) ≤ 0.
By scaling, we may replace ψ by its rescaling, so that
K(ψ) = 0, Sω(ψ) = Hω(ψ) ≤ mω and ψ 6= 0.
Then ψ is a minimizer and mω = Hω(ψ) > 0.
By variational theory, there is a Lagrange multiplier η ∈ R such that S ′ω(ψ) =
ηK′(ψ). We note
0 = K(ψ) = LSω(ψ) = S
′
ω(ψ)Lψ = ηK
′(ψ)Lψ = η · L2Sω(ψ).
By (2.3) and LSω(ψ) = 0, we have
L2Sω(ψ) = 2LSω(ψ)−
d(p−1)(d(p−1)−4)
4(p+1)
‖ψ‖p+1
Lp+1
= −d(p−1)(d(p−1)−4)
4(p+1)
‖ψ‖p+1
Lp+1
< 0,
therefore η = 0 and ψ is a solution to −ωQ +∆Q+ |Q|p−1Q− |Q|
4
dQ = 0.
The minimality of Sω(Q) among the solutions is clear from (1.7), since every
solution Q in H1(Rd) of (1.8) satisfies K(Q) = S ′ω(Q)LQ = 0. 
We now turn to find the ground state in the case p = 1 + 4
d−2
, d ≥ 3, that is to
prove Proposition 1.2.
Let
K0(ϕ) =
∫
Rd
(
|∇ϕ|2 − |ϕ|
2d
d−2
)
dx, (2.8)
H0(ϕ) = 1
d
‖ϕ‖
2d
d−2
L
2d
d−2
. (2.9)
We will show
Lemma 2.5. For p = 1 + 4
d−2
, d ≥ 3,
mω = inf{H
0(ϕ) : ϕ ∈ H1 \ {0},K0(ϕ) < 0}
= inf{H0(ϕ) : ϕ ∈ H1 \ {0},K0(ϕ) ≤ 0}.
(2.10)
Proof. Since K0(ϕ) ≤ K(ϕ), H0(ϕ) ≤ Hω(ϕ), it follows that
mω = inf{Hω(ϕ) : ϕ ∈ H
1 \ {0},K(ϕ) < 0} ≥ inf{H0(ϕ) : ϕ ∈ H1 \ {0},K0(ϕ) < 0}.
Hence, in order to show the first equality, it suffices to show
inf{Hω(ϕ) : ϕ ∈ H
1 \ {0},K(ϕ) < 0} ≤ inf{H0(ϕ) : ϕ ∈ H1 \ {0},K0(ϕ) < 0}.
(2.11)
For any ϕ ∈ H1 \ {0} with K0(ϕ) < 0, taking T˜λϕ(x) = λ
d−2
2 ϕ(λx), we have
as λ→∞,
K(T˜λϕ) =
∫
Rd
(
|∇ϕ|2 − |ϕ|
2d
d−2 + d
d+2
λ−
4
d |ϕ|
2(d+2)
d
)
dx→ K0(ϕ),
Hω(T˜λϕ) =
ω
2
λ−2‖ϕ‖2L2 +
1
d
‖ϕ‖
2d
d−2
L
2d
d−2
→ H0(ϕ).
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This gives (2.11) and completes the proof of the first equality.
For the second equality, it suffices to show
inf{H0(ϕ) : ϕ ∈ H1 \ {0},K0(ϕ) < 0} ≤ inf{H0(ϕ) : ϕ ∈ H1 \ {0},K0(ϕ) ≤ 0}.
(2.12)
For any ϕ ∈ H1 \ {0} with K0(ϕ) ≤ 0 and
LK0(ϕ) =
∫ (
2|∇ϕ|2 − 2d
d−2
|ϕ|
2d
d−2
)
dx = 2K0(ϕ)− 4
d−2
‖ϕ‖
2d
d−2
L
2d
d−2
< 0,
which implies K0(Tλϕ) < 0, for λ > 1. We also have
H0(Tλϕ) =
1
d
λ
2d
d−2‖ϕ‖
2d
d−2
L
2d
d−2
→H0(ϕ), as λ→ 1,
so we obtain (2.12) and complete the proof. 
Proof of Proposition 1.2.
By Lemma 2.5, we have
mω = inf
{
1
d
‖ϕ‖
2d
d−2
L
2d
d−2
: ϕ ∈ H1 \ {0}, ‖∇ϕ‖2L2 ≤ ‖ϕ‖
2d
d−2
L
2d
d−2
}
≥ inf
{
1
d
‖∇ϕ‖2L2 : ϕ ∈ H
1 \ {0}, ‖∇ϕ‖2L2 ≤ ‖ϕ‖
2d
d−2
L
2d
d−2
}
≥ inf
1d‖∇ϕ‖2L2
 ‖∇ϕ‖2L2
‖ϕ‖
2d
d−2
L
2d
d−2
 d−22 : ϕ ∈ H1 \ {0}

≥ inf
{
1
d
(
‖∇ϕ‖
L2
‖ϕ‖
L
2d
d−2
)d
: ϕ ∈ H˙1 \ {0}
}
= 1
d
(C∗d)
−d,
where C∗d is the sharp Sobolev constant in R
d, that is
‖ϕ‖
L
2d
d−2 (Rd)
≤ C∗d‖∇ϕ‖L2, ∀ϕ ∈ H˙
1(Rd), (2.13)
with the equality is attained by W (see [3], [27]) and 1
d
(C∗d)
−d = E0(W ).
On the other hand, by the density H1(Rd) in H˙1(Rd), we can find ϕn ∈ H
1 \ {0},
such that ϕn → W in H˙1(Rd), as n → ∞. Then we have H0(ϕn) → H0(W ) =
E0(W ), as n → ∞, by Lemma 2.5, H0(ϕn) ≥ mω for n large enough. So we have
mω ≤ E
0(W ). Thus, we obtain (1.9). 
Next we show the energy-trapping properties of Aω,±.
Lemma 2.6. For 1 + 4
d
< p ≤ 1 + 4
d−2
, d ≥ 3, and 1 + 4
d
< p < ∞, d = 1, 2, we
have for any ϕ ∈ H1(Rd) with K(ϕ) ≥ 0,
d(p−1)−4
d(p−1)
∫
1
2
|∇ϕ|2 + d
2(d+2)
|ϕ|
2(d+2)
d dx ≤ E(ϕ) ≤
∫
1
2
|∇ϕ|2 + d
2(d+2)
|ϕ|
2(d+2)
d dx.
(2.14)
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Proof. On the one hand,
E(ϕ) =
∫
1
2
|∇ϕ|2 − 1
p+1
|ϕ|p+1 + d
2(d+2)
|ϕ|
2(d+2)
d dx
≤
∫
1
2
|∇ϕ|2 + d
2(d+2)
|ϕ|
2(d+2)
d dx.
On the other hand, since
K(ϕ) =
∫
|∇ϕ|2 − d(p−1)
2(p+1)
|ϕ|p+1 + d
d+2
|ϕ|
2(d+2)
d dx ≥ 0,
we have
1
p+1
∫
|ϕ|p+1 dx ≤ 2
d(p−1)
∫
|∇ϕ|2 + d
d+2
|ϕ|
2(d+2)
d dx.
So
E(ϕ) =
∫
1
2
|∇ϕ|2 − 1
p+1
|ϕ|p+1 + d
2(d+2)
|ϕ|
2(d+2)
d dx
≥
∫
1
2
|∇ϕ|2 + d
2(d+2)
|ϕ|
2(d+2)
d dx− 2
d(p−1)
∫
|∇ϕ|2 + d
d+2
|ϕ|
2(d+2)
d dx
=
∫ (
1
2
− 2
d(p−1)
)
|∇ϕ|2 +
(
d
2(d+2)
− 2
(d+2)(p−1)
)
|ϕ|
2(d+2)
d dx
= d(p−1)−4
d(p−1)
∫
1
2
|∇ϕ|2 + d
2(d+2)
|ϕ|
2(d+2)
d dx.

Proposition 2.7 (Energy-trapping for Aω,−). For 1+
4
d
< p ≤ 1+ 4
d−2
, d ≥ 3, 1+ 4
d
<
p < ∞, d = 1, 2, and u0 ∈ Aω,−. Let u be the solution of (1.1), and Imax be the
lifespan of u, then
K(u(t)) < −
(
mω − Sω(u(t))
)
, ∀ t ∈ Imax. (2.15)
Proof. We first claim that K(u(t)) < 0, for t ∈ Imax. Indeed, since u0 ∈ Aω,−, we
have by the mass and energy conservation that Sω(u(t)) < mω, for t ∈ Imax. If
K(u(t0)) ≥ 0 for some t0 ∈ Imax, then there is t1 ∈ Imax, such that K(u(t1)) = 0. So
we have Sω(u(t1)) ≥ mω, which contradicts Sω(u(t)) < mω, for all t ∈ Imax, so we
have K(u(t)) < 0 for t ∈ Imax.
Next, we turn to (2.15). By the above claim, for any t ∈ Imax, there exists
0 < λ(t) < 1 such that K(Tλ(t)u(t)) = 0, which together with the definition of mω
shows that Sω(Tλ(t)u(t)) ≥ mω. By Lemma 2.3,
L2 Sω(u(t)) = 2LSω(u(t))−
d(p−1)(d(p−1)−4)
4(p+1)
‖u(t)‖p+1
Lp+1
= 2K(u(t))− d(p−1)(d(p−1)−4)
4(p+1)
‖u(t)‖p+1
Lp+1
< 0,
we have
Sω(u(t)) > Sω(Tλ(t)u(t)) + (1− λ(t))
d
dλ
∣∣
λ=1
Sω(Tλu(t))
= Sω(Tλ(t)u(t)) + (1− λ(t))K(u(t))
> mω +K(u(t)),
so K(u(t)) < −(mω − Sω(u(t))). 
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Before discussing the energy-trapping for Aω,+, we first show ∀ω > 0, Aω,+ is
bounded in H1(Rd).
Lemma 2.8. Let ω > 0 and u ∈ Aω,+, then we have
‖u‖2L2 ≤
2mω
ω
, ‖∇u‖2L2 . mω,
and hence
‖u‖2H1 . mω +
mω
ω
. (2.16)
Proof. By u ∈ Aω,+, we have
Hω(u) ≤ Sω(u) ≤ mω,
which implies
‖u‖2L2 ≤
2mω
ω
.
The boundedness of ‖∇u‖L2 follows from
mω ≥ Sω(u) ≥ E(u) =
∫
1
2
|∇u|2 − 1
p+1
|u|p+1 + d
2(d+2)
|u|
2(d+2)
d dx
≥
∫
1
2
|∇u|2 + d
2(d+2)
|u|
2(d+2)
d dx− 2
d(p−1)
(
‖∇u‖2L2 +
d
d+2
‖u‖
2(d+2)
d
L
2(d+2)
d
)
≥
(
1
2
− 2
d(p−1)
)
‖∇u‖2L2,
where the first inequality is given by K(u) ≥ 0. 
Proposition 2.9 (Energy-trapping for Aω,+). For u0 ∈ Aω,+, let u be a solution of
(1.1), with Imax the lifespan, we have δ > 0 depending on d, p and ω such that for
t ∈ Imax,
K(u(t)) ≥ min
{
d(p−1)−4
d(p−1)
(
‖∇u(t)‖2L2 +
d
d+2
‖u(t)‖
2(d+2)
d
L
2(d+2)
d
)
, δ
(
mω − Sω(u(t))
)}
.
(2.17)
Proof. Direct computation shows that
Sω(Tλu(t)) =
ω
2
‖Tλu(t)‖
2
L2 + E(Tλu(t))
= ω
2
‖u(t)‖2L2 +
∫
1
2
λ2|∇u(t)|2 + d
2(d+2)
λ2|u(t)|
2(d+2)
d − 1
p+1
λ
d
2
(p−1)|u(t)|p+1 dx
and
d2
dλ2
Sω(Tλu(t)) =
∫
|∇u(t)|2 + d
d+2
|u(t)|
2(d+2)
d − d(p−1)(d(p−1)−2)
4(p+1)
λ
d
2
(p−1)−2|u(t)|p+1 dx.
Since
K(Tλu(t)) =
∫
λ2|∇u(t)|2 − d(p−1)
2(p+1)
λ
d
2
(p−1)|u(t)|p+1 + d
d+2
λ2|u(t)|
2(d+2)
d dx,
we have
d2
dλ2
Sω(Tλu(t)) = −
1
λ2
K(Tλu(t)) +
2
λ2
(
K(Tλu(t)) +
(4−d(p−1))d(p−1)
8(p+1)
∫
|Tλu(t)|
p+1 dx
)
.
(2.18)
MASS-CRITICAL COMBINED SCHRO¨DINGER EQUATION 13
Case I.
K(u(t))− (d(p−1)−4)d(p−1)
8(p+1)
∫
|u(t)|p+1 dx ≥ 0, for t ∈ Imax. (2.19)
In this case,
K(u(t)) =
∫
|∇u|2 − d(p−1)
2(p+1)
|u|p+1 + d
d+2
|u|
2(d+2)
d dx
≥
∫
|∇u|2 + d
d+2
|u|
2(d+2)
d dx− 4
d(p−1)−4
K(u(t)),
thus
K(u(t)) ≥ d(p−1)−4
d(p−1)
∫
|∇u(t)|2 + d
d+2
|u(t)|
2(d+2)
d dx, ∀ t ∈ Imax.
Case II.
K(u(t))− (d(p−1)−4)d(p−1)
8(p+1)
∫
|u(t)|p+1 dx < 0, for t ∈ Imax. (2.20)
In this case,
‖∇u(t)‖2L2 <
d2(p−1)2
8(p+1)
∫
|u(t)|p+1 dx− d
d+2
∫
|u(t)|
2(d+2)
d dx,
which implies u(t) 6= 0, ∀ t ∈ Imax, and
d2(p−1)2
8(p+1)
‖u(t)‖p+1
Lp+1
≥ ‖∇u(t)‖2L2. (2.21)
Since u0 ∈ Aω,+ and u(t) 6= 0, ∀ t ∈ Imax, together with the definition of mω, we
have K(u(t)) > 0 by similar argument as in the claim in Proposition 2.7. Therefore,
by Lemma 2.1, there is λ(t) > 1 such that
K(Tλ(t)u(t)) = 0 (2.22)
and
K(Tλu(t)) > 0 for 1 ≤ λ < λ(t). (2.23)
By (2.22), we have
‖∇u(t)‖2L2 −
d(p−1)
2(p+1)
λ(t)
d
2
(p−1)−2‖u(t)‖p+1
Lp+1
+ d
d+2
‖u(t)‖
2(d+2)
d
L
2(d+2)
d
= 0,
so by Lemma 2.8 together with the interpolation and Sobolev inequalities, we have
λ(t)
d
2
(p−1)−2‖u(t)‖p+1
Lp+1
= 2(p+1)
d(p−1)
(
‖∇u(t)‖2L2 +
d
d+2
‖u(t)‖
2(d+2)
d
L
2(d+2)
d
)
≤ 2(p+1)
d(p−1)
(
‖∇u(t)‖2L2 + Cd‖u(t)‖
4
d
L2
‖∇u(t)‖2L2
)
≤ 2(p+1)
d(p−1)
(
1 + Cd
(
2mω
ω
) 2
d
)
‖∇u(t)‖2L2,
where Cd is some constant depending on d related to the Sobolev inequality. Thus,
we see by (2.21),
2(p+1)
d(p−1)
(
1 + Cd
(
2mω
ω
) 2
d
)
λ(t)2‖∇u(t)‖2L2 ≥ λ(t)
d
2
(p−1)‖u(t)‖p+1
Lp+1
≥ 8(p+1)
d2(p−1)2
λ(t)
d
2
(p−1)‖∇u(t)‖2L2,
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which yields
λ(t) ≤
(
d
4
(p− 1)
(
1 + Cd
(
2mω
ω
) 2
d
)) 1
d
2 (p−1)−2
. (2.24)
Because
d
dλ
(
1
λ2
K(Tλu)
)
= −d(p−1)
2(p+1)
(
d
2
(p− 1)− 2
)
λ
d
2
(p−1)−3
∫
|u|p+1 dx ≤ 0,
d
dλ
(
1
λ2
∫
|Tλu|
p+1 dx
)
=
(
d
2
(p− 1)− 2
) ∫
|u|p+1 dx ≥ 0,
we have
d
dλ
(
1
λ2
(
K(Tλu) +
(4−d(p−1))d(p−1)
8(p+1)
∫
|Tλu|
p+1 dx
))
≤ 0. (2.25)
Collecting (2.20) and (2.25), we have
1
λ2
(K(Tλu(t)) +
(4−d(p−1))d(p−1)
8(p+1)
∫
|Tλu(t)|
p+1 dx) < 0, for λ ≥ 1. (2.26)
Hence, (2.18), (2.23) and (2.26) shows for 1 ≤ λ ≤ λ(t),
d2
dλ2
Sω(Tλu(t))
=− 1
λ2
K(Tλu(t)) +
2
λ2
(
K(Tλu(t)) +
(4−d(p−1))d(p−1)
8(p+1)
∫
|Tλu(t)|
p+1 dx
)
<− 1
λ2
K(Tλu(t)) ≤ 0. (2.27)
Combining (2.24) and (2.27), we obtain((
d
4
(p− 1)
(
1 + Cd
(
2mω
ω
) 2
d
)) 1
d
2 (p−1)−2
− 1
)
K(u(t))
≥ (λ(t)− 1) d
dλ
∣∣
λ=1
Sω(Tλu(t))
≥ Sω(Tλ(t)u(t))− Sω(u(t))
≥ mω − Sω(u(t)).
Thus, there is δ > 0 depending on d, p and ω that
K(u(t)) ≥ min
{
d(p−1)−4
d(p−1)
(
‖∇u(t)‖2L2 +
d
d+2
‖u(t)‖
2(d+2)
d
L
2(d+2)
d
)
, δ
(
mω − Sω(u(t))
)}
.

3. Wellposedness and perturbation theory
In this section, we present the local wellposedness theory and the perturbation
theory for (1.1). We start by recording the wellposedness theory. For the proof we
refer to [9, 10, 19].
Proposition 3.1. (i) (Local existence) Let φ ∈ H1(Rd), I be an interval, t0 ∈ I
and A > 0. Assume that
‖φ‖H1 ≤ A,
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and there exists δ > 0 depending on A that∥∥〈∇〉ei(t−t0)∆φ∥∥
L
2(d+2)
d
t,x (I×R
d)
≤ δ,
then there exists a unique solution u ∈ C(I,H1(Rd)) to (1.1) such that
u(t0) =φ,
‖u‖S1(I) . ‖φ‖H1 ,
‖〈∇〉u‖
L
2(d+2)
d
t,x (I×R
d)
≤2
∥∥〈∇〉ei(t−t0)∆φ∥∥
L
2(d+2)
d
t,x (I×R
d)
.
As a consequence, we have the small data global existence: if ‖φ‖H1 is suffi-
ciently small, then u is a global solution with ‖u‖S1(R) . ‖φ‖H1.
(ii) (Unconditional uniqueness) Suppose u1, u2 ∈ C(I,H1(Rd)) are two solutions
of (1.1) with u1(t0) = u2(t0) for some t0 ∈ I, then u1 = u2.
Let u ∈ C((Tmin, Tmax), H1(Rd)) be the maximal-lifespan solution to (1.1),
then we have
(iii) (Conservation laws) For any t, t0 ∈ Imax,
M(u(t)) =M(u(t0)),
E(u(t)) = E(u(t0)),
Sω(u(t)) = Sω(u(t0)), for any ω > 0,
P(u(t)) = ℑ
∫
Rd
∇u(t, x)u(t, x) dx = P(u(t0)).
(iv) (Blow-up criterion) If Tmax <∞, then
‖u‖
L
2(d+2)
d
t,x ∩L
(d+2)(p−1)
2
t,x ([T, Tmax)×R
d)
=∞, ∀Tmin < T < Tmax.
A similar result holds, if Tmin > −∞.
(v) (Scattering) If
‖u‖
L
2(d+2)
d
t,x ∩L
(d+2)(p−1)
2
t,x ((Tmin,Tmax)×R
d)
<∞, (3.1)
then Tmax =∞, Tmin = −∞, and there exist u± ∈ H1(Rd) such that
lim
t→∞
∥∥u(t)− eit∆u+∥∥H1 = limt→−∞∥∥u(t)− eit∆u−∥∥H1 = 0. (3.2)
In the following, we will give the long-time perturbation theory when d ≤ 4.
Proposition 3.2 (Long-time perturbation). Let I be a compact time interval and
let w be an approximate solution to (1.1) on I × Rd in the sense that
i∂tw +∆w = |w|
4
dw − |w|p−1w + e
for some function e.
Assume that
‖w‖L∞t H1x(I×Rd) ≤ A1, (3.3)
‖w‖
L
2(d+2)
d
t,x ∩L
(d+2)(p−1)
2
t,x (I×R
d)
≤ B (3.4)
for some A1, B > 0.
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Let t0 ∈ I and u(t0) close to w(t0) in the sense that
‖u(t0)− w(t0)‖H1x(Rd) ≤ A2 (3.5)
for some A2 > 0.
Assume also the smallness conditions∥∥〈∇〉ei(t−t0)∆(u(t0)− w(t0))∥∥
L
2(d+2)
d
t,x (I×R
d)
≤ δ, (3.6)
‖〈∇〉e‖
L
2(d+2)
d+4
t,x (I×R
d)
≤ δ (3.7)
for some 0 < δ ≤ δ1, where δ1 = δ1(A1, A2, B) is a small constant. Then there exists
a solution u to (1.1) on I × Rd with the specified initial data u(t0) at time t = t0
that satisfies
‖u− w‖
L
2(d+2)
d
t,x ∩L
(d+2)(p−1)
2
t,x (I×R
d)
≤C(A1, A2, B)δ
α, (3.8)
‖u− w‖S1(I) ≤C(A1, A2, B)A2, (3.9)
‖u‖S1(I) ≤C(A1, A2, B), (3.10)
where 0 < α < 4
d(p−1)
.
To show the long-time perturbation theory, we will first give the following short-
time perturbation theory.
Lemma 3.3 (Short-time perturbation). Let I be a compact time interval and let w
be an approximate solution to (1.1) on I × Rd in the sense that
i∂tw +∆w = |w|
4
dw − |w|p−1w + e
for some function e.
Suppose we also have the energy bound
‖w‖L∞t H1x(I×Rd) ≤ A1 (3.11)
for some constant A1 > 0.
Let t0 ∈ I and let u(t0) ∈ H1(Rd) be close to w(t0) in the sense that
‖u(t0)− w(t0)‖H1x ≤ A2 (3.12)
for some A2 > 0.
Moreover, assume the smallness conditions
‖〈∇〉w‖
L
2(d+2)
d
t,x (I×R
d)
+ ‖w‖
L
(d+2)(p−1)
2
t,x (I×R
d)
≤ δ0, (3.13)∥∥〈∇〉ei(t−t0)∆(u(t0)− w(t0))∥∥
L
2(d+2)
d
t,x (I×R
d)
≤ δ, (3.14)
‖〈∇〉e‖
L
2(d+2)
d+4
t,x (I×R
d)
≤ δ (3.15)
for some 0 < δ ≤ δ0, where δ0 = δ0(A1, A2) > 0 is a small constant.
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Then, there exists a solution u ∈ S1(I) to (1.1) on I×Rd with the specified initial
data u(t0) at time t = t0 that satisfies
‖u− w‖
L
2(d+2)
d
t,x ∩L
(d+2)(p−1)
2
t,x (I×R
d)
. δα, (3.16)
‖u− w‖S1(I) . A2 + δ
α, (3.17)
‖u‖S1(I) . A1 + A2, (3.18)
‖〈∇〉((i∂t +∆)(u− w) + e)‖
L
2(d+2)
d+4
t,x (I×R
d)
. δα, (3.19)
where 0 < α < 4
d(p−1)
.
Proof. By the wellposedness theory, it suffices to prove (3.16)-(3.19) as a priori
estimate, that is, we assume that the solution u already exists and belongs to S1(I).
By time symmetry, we may assume t0 = inf I.
Let v = u− w, then v satisfies
i∂tv +∆v = |w + v|
4
d (w + v)− |w + v|p−1(w + v)− |w|
4
dw + |w|p−1w − e,
and v(t0) = u(t0)− w(t0).
For T ∈ I, define
S(T ) = ‖〈∇〉((i∂t +∆)v + e)‖
L
2(d+2)
d+4
t,x ([t0,T ]×R
d)
.
We will now work entirely on the slab [t0, T ]× R
d.∥∥〈∇〉v∥∥
L
2(d+2)
d
t,x
+ ‖v‖
L
(d+2)(p−1)
2
t,x
≤
∥∥〈∇〉ei(t−t0)∆v(t0)∥∥
L
2(d+2)
d
t,x
+
∥∥ei(t−t0)∆v(t0)∥∥
L
(d+2)(p−1)
2
t,x
+ ‖〈∇〉e‖
L
2(d+2)
d+4
t,x
+ ‖〈∇〉((i∂t +∆)v + e)‖
L
2(d+2)
d+4
t,x
.S(T ) + δα, (0 < α < 4
d(p−1)
< 1) (3.20)
where we use the fact∥∥ei(t−t0)∆v(t0)∥∥
L
(d+2)(p−1)
2
t,x
.
∥∥〈∇〉ei(t−t0)∆v(t0)∥∥
L
(d+2)(p−1)
2
t L
2d(d+2)(p−1)
d(d+2)(p−1)−8
x
.
∥∥〈∇〉ei(t−t0)∆v(t0)∥∥ 4d(p−1)
L
2(d+2)
d
t,x
∥∥〈∇〉ei(t−t0)∆v(t0)∥∥1− 4d(p−1)L∞t L2x . δ 4d(p−1)A1− 4d(p−1)2 ≤ δα.
On the other hand, since
|∇((i∂t +∆)v + e)| .|∇w||v|
4
d + |∇v||w + v|
4
d + |∇w||v||w|
4
d
−1 + |∇w||v|p−1
+ |∇v||w + v|p−1 + |∇w||v||w|p−2
and
|(i∂t +∆)v + e| . |w||v|
4
d + |w + v|
4
d |v|+ |w||v|p−1 + |w + v|p−1|v|,
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we have
S(T ) . ‖〈∇〉w‖
L
2(d+2)
d
t,x
‖(v, w)‖
4
d
L
2(d+2)
d
t,x
+ ‖〈∇〉v‖
L
2(d+2)
d
t,x
‖(v, w)‖
4
d
L
2(d+2)
d
t,x
+ ‖〈∇〉w‖
L
2(d+2)
d
t,x
‖(v, w)‖p−1
L
(d+2)(p−1)
2
t,x
+ ‖〈∇〉v‖
L
2(d+2)
d
t,x
‖(v, w)‖p−1
L
(d+2)(p−1)
2
t,x
.δ0
[
(S(T ) + δα)
4
d + δ
4
d
0 + (S(T ) + δ
α)p−1 + δp−10
]
+ (δ
4
d
0 + δ
p−1
0 )(S(T ) + δ
α) + (S(T ) + δα)1+
4
d + (S(T ) + δα)p.
By the continuity argument, we can take δ0 = δ0(A1, A2) sufficiently small, then
S(T ) . δα, ∀T ∈ I, (3.21)
which implies (3.19). We also have
‖u− w‖
L
2(d+2)
d
t,x ∩L
(d+2)(p−1)
2
t,x
.
∥∥ei(t−t0)∆v(t0)∥∥
L
2(d+2)
d
t,x ∩L
(d+2)(p−1)
2
t,x
+ ‖〈∇〉((i∂t +∆)v + e)‖
L
2(d+2)
d+4
t,x
+ ‖〈∇〉e‖
L
2(d+2)
d+4
t,x
. δα,
which is (3.16). To obtain (3.17), we see
‖u− w‖S1(I) . ‖u(t0)− w(t0)‖H1 + ‖〈∇〉((i∂t +∆)v + e)‖
L
2(d+2)
d+4
t,x
+ ‖〈∇〉e‖
L
2(d+2)
d+4
t,x
. A2 + S(t) + δ . A2 + δ
α.
We now show (3.18). Using Strichartz estimate, (3.11) and (3.13), we get
‖w‖S1(I) . ‖w(t0)‖H1 +
∥∥∥〈∇〉(|w| 4dw − |w|p−1w)∥∥∥
L
2(d+2)
d+4
t,x
+ ‖〈∇〉e‖
L
2(d+2)
d+4
t,x (I×R
d)
. A1 + ‖w‖
4
d
L
2(d+2)
d
t,x
‖〈∇〉w‖
L
2(d+2)
d
t,x
+ ‖w‖p−1
L
(d+2)(p−1)
2
t,x
‖〈∇〉w‖
L
2(d+2)
d
t,x
+ δ
. A1 + (δ
4
d
0 + δ
p−1
0 ) ‖w‖S1(I) + δ.
By the continuity argument, we have
‖w‖S1(I) . A1,
provided δ0 is sufficiently small depending on A1. This together with (3.20), (3.21)
and u = v + w yields
‖〈∇〉u‖
L
2(d+2)
d
t,x
≤ ‖〈∇〉v‖
L
2(d+2)
d
t,x
+ ‖〈∇〉w‖
L
2(d+2)
d
t,x
. A1.
While, we have by (3.16), (3.20) and (3.21)
‖u‖
L
2(d+2)
d
t,x ∩L
(d+2)(p−1)
2
t,x
≤ ‖v‖
L
2(d+2)
d
t,x ∩L
(d+2)(p−1)
2
t,x
+ ‖w‖
L
2(d+2)
d
t,x ∩L
(d+2)(p−1)
2
t,x
. δα
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Combining these with Strichartz estimate, we obtain
‖u‖S1(I) . ‖u(t0)‖H1 +
∥∥∥〈∇〉(|u| 4du− |u|p−1u)∥∥∥
L
2(d+2)
d+4
t,x
. A1 + A2 + ‖u‖
4
d
L
2(d+2)
d
t,x
‖〈∇〉u‖
L
2(d+2)
d
t,x
+ ‖u‖p−1
L
(d+2)(p−1)
2
t,x
‖〈∇〉u‖
L
2(d+2)
d
t,x
. A1 + A2 + δ
4
d
αA1 + δ
(p−1)αA1 . A1 + A2,
which proves (3.18), provided δ0 is sufficiently small depending on A1 and A2. 
We now show the long-time perturbation theory.
Proof of Proposition 3.2: We will derive Proposition 3.2 from Lemma 3.3 by an
iterative procedure. First, we will assume without loss of generality that t0 = inf I.
Let δ0 = δ0(A1, 2A2) be as in Lemma 3.3.
The first step is to establish an S1 bound on w. In order to do so, we subdivide
I into N0 ∼ (1 +
M
ǫ0
)
d
2(d+2) subintervals Ik such that
‖w‖
L
2(d+2)
d
t,x ∩L
(d+2)(p−1)
2
t,x (Ik×R
d)
∼ δ0.
On each subinterval Ik, we have
‖w‖S1(Ik) . ‖w‖L∞t H1x +
∥∥∥〈∇〉(|w| 4dw − |w|p−1w)∥∥∥
L
2(d+2)
d+4
t,x
+ ‖〈∇〉e‖
L
2(d+2)
d+4
t,x (Ik×R
d)
. A1 + ‖w‖
4
d
L
2(d+2)
d
t,x
‖〈∇〉w‖
L
2(d+2)
d
t,x
+ ‖w‖p−1
L
(d+2)(p−1)
2
t,x
‖〈∇〉w‖
L
2(d+2)
d
t,x
+ δ
. A1 + (δ
4
d
0 + δ
p−1
0 ) ‖w‖S1(Ik) + δ.
By the continuity argument, we have ‖w‖S1(Ik) . A2, provided δ0 is sufficiently small
depending on A1.
Summing these bounds over all the intervals Ik, we obtain ‖w‖S1(I) ≤ C(A1, B, δ0),
which implies
‖〈∇〉w‖
L
2(d+2)
d
t,x (I×R
d)
+ ‖w‖
L
(d+2)(p−1)
2
t,x (I×R
d)
≤ C(A1, B, δ0).
This allows us to subdivide I into N1 = C(B, δ0) subintervals Jk = [tk, tk+1] such
that
‖〈∇〉w‖
L
2(d+2)
d
t,x (Jk×R
d)
+ ‖w‖
L
(d+2)(p−1)
2
t,x (Jk×R
d)
≤ δ0.
Choosing δ1 = δ1(N1, A1, A2) sufficiently small, we apply Lemma 3.3 to obtain for
each k, and all 0 < δ < δ1,
‖u− w‖
L
2(d+2)
d
t,x ∩L
(d+2)(p−1)
2
t,x (Jk×R
d)
≤C(k)δα,
‖u− w‖S1(Jk) ≤C(k)(A2 + δ
α),
‖u‖S1(Jk) ≤C(k)(A1 + A2),
‖〈∇〉((i∂t +∆)(u− w) + e)‖
L
2(d+2)
d+4
t,x (Jk×R
d)
≤C(k)δα,
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provided we can show (3.5), (3.6) hold with t0 replaced by tk. We verify this using
an inductive argument. We have
‖u(tk+1)− w(tk+1)‖H1 . ‖u(t0)− w(t0)‖H1 + ‖〈∇〉e‖
L
2(d+2)
d+4
t,x ([t0,tk+1]×R
d)
+ ‖〈∇〉((i∂t +∆)(u− w) + e)‖
L
2(d+2)
d+4
t,x ([t0,tk+1]×R
d)
.A2 + δ +
k∑
j=0
C(j)δα,
and ∥∥〈∇〉ei(t−tk+1)∆(u(tk+1)− w(tk+1))∥∥
L
2(d+2)
d
t,x
.
∥∥〈∇〉ei(t−t0)∆(u(t0)− w(t0))∥∥
L
2(d+2)
d
t,x (I×R
d)
+ ‖〈∇〉e‖
L
2(d+2)
d+4
t,x
+ ‖〈∇〉((i∂t +∆)(u− w) + e)‖
L
2(d+2)
d+4
t,x
.δ +
k∑
j=0
C(j)δα.
Here, C(j) depends only on j, A1, A2, δ0.
Choosing δ1 sufficiently small depending on N1, A1, A2, we can continue the in-
ductive argument. This concludes the proof of Proposition 3.2.
4. Linear Profile decomposition
The linear profile decomposition was first established by H. Bahouri and P. Ge´rard
[4] for the energy critical wave equation in H˙1(Rd). Later, S. Keraani [16] proved the
linear profile decomposition for the energy critical Schro¨dinger equation in H˙1(Rd).
At almost the same time, F. Merle and L. Vega [21] gave the linear profile decom-
position for the mass critical Schro¨dinger equation in L2(Rd), then R. Carles and
S. Keraani [8] established this in L2(R). In [17], S. Keraani use the L2 profile de-
composition to describe the minimal mass blowup solution. Later, P. Be´gout and
A. Vargas [6] extend these results to L2(Rd), d ≥ 3. In this section, we will give the
linear profile decomposition in H1(Rd) by using the linear profile decomposition in
L2(Rd). We first review the linear profile decomposition in L2(Rd) in the following.
Lemma 4.1 (Profile decomposition in L2(Rd), [6, 8, 21]). Let {φn}n≥1 be a bounded
sequence in L2(Rd). Then up to passing to a subsequence of {φn}n≥1, there exists
a sequence of functions φj ∈ L2(Rd) and (θjn, h
j
n, t
j
n, x
j
n, ξ
j
n)n≥1 ⊂ R/2πZ× (0,∞)×
R× Rd × Rd, with
hmn
h
j
n
+ h
j
n
hmn
+ |t
j
n−t
m
n |
(hjn)2
+hjn|ξ
j
n−ξ
m
n |+
∣∣∣xjn−xmn
h
j
n
+ 2(t
j
nξ
j
n−t
m
n ξ
m
n )
h
j
n
∣∣∣→∞, as n→∞, for j 6= m,
(4.1)
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where
hjn → h
j
∞ ∈ {0, 1,∞}, h
j
n = 1 if h
j
∞ = 1, (4.2)
τ jn = −
t
j
n
(hjn)2
→ τ j∞ ∈ [−∞,∞], as n→∞, (4.3)
ξjn = 0 if lim sup
n→∞
|hjnξ
j
n| <∞, (4.4)
such that ∀ k ≥ 1, there exists rkn ∈ L
2(Rd),
φn(x) =
k∑
j=1
T jnφ
j(x) + rkn(x), (4.5)
here T jn is defined by T
j
nφ(x) = e
iθ
j
neix·ξ
j
ne−it
j
n∆
(
1
(hjn)
d
2
φ
(
·−xjn
h
j
n
))
(x). The remainder rkn
satisfies
lim sup
n→∞
‖eit∆rkn‖LqtLrx(R×Rd) → 0, as k →∞, (4.6)
where (q, r) is L2-admissible, and 2 < q < ∞ when d ≥ 2, 4 < q < ∞ when d = 1.
We also have as n→∞,∥∥eit∆T jn(φj)eit∆Tmn (φm)∥∥
L
d+2
d
t,x (R×R
d)
→ 0, 〈T jn(φ
j), Tmn (φ
m)〉L2 → 0, for j 6= m,
(4.7)
and ∀ 1 ≤ j ≤ k, 〈T jn(φ
j), rkn〉L2 → 0, (T
j
n)
−1rkn ⇀ 0 in L
2(Rd). (4.8)
As a consequence, we have the mass decoupling property:
∀ k ≥ 1, ‖φn‖
2
L2 −
k∑
j=1
‖φj‖2L2 − ‖r
k
n‖
2
L2 → 0. (4.9)
Proof. We only need to show (4.2), (4.4), (4.6) and (4.8). Other statements in
the theorem are stated in the profile decomposition in L2(Rd) proved in [6, 8, 21].
Without loss of generality, we assume that the sequence is up to a subsequence in
the following.
To show (4.2), we only need to prove that we may take hj∞ and h
j
n to be 1 when
hj∞ ∈ (0,∞). In fact, if h
j
n → h
j
∞ ∈ (0,∞), as n→∞, we have
eiθ
j
neix·ξ
j
ne−it
j
n∆
(
1
(hjn)
d
2
φj
(
·−xjn
h
j
n
))
(x)
= eiθ
j
neix·ξ
j
ne−it
j
n∆
(
1
(hj∞)
d
2
φj
(
·−xjn
h
j
∞
))
(x)
+ eiθ
j
neix·ξ
j
ne−it
j
n∆
(
1
(hjn)
d
2
φj
(
·−xjn
h
j
n
))
(x)− eiθ
j
neix·ξ
j
ne−it
j
n∆
(
1
(hj∞)
d
2
φj
(
·−xjn
h
j
∞
))
(x).
Note that∥∥∥∥eiθjneix·ξjne−itjn∆( 1(hjn)d2 φj
(
·−xjn
h
j
n
))
(x)− eiθ
j
neix·ξ
j
ne−it
j
n∆
(
1
(hj∞)
d
2
φj
(
·−xjn
h
j
∞
))
(x)
∥∥∥∥
L2
=
∥∥∥∥φj(x)− ( hjnhj∞)d2 φj( hjnhj∞x)
∥∥∥∥
L2
→ 0, as n→∞.
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So we can put eiθ
j
neix·ξ
j
ne−it
j
n∆
(
1
(hjn)
d
2
φj
(
·−xjn
h
j
n
))
(x)−eiθ
j
neix·ξ
j
ne−it
j
n∆
(
1
(hj∞)
d
2
φj
(
·−xjn
h
j
∞
))
(x)
into the remainder term, by the Strichartz estimate. We now shift φj(x) by 1
(hj∞)
d
2
φj( x
h
j
∞
),
and (θjn, h
j
n, t
j
n, x
j
n, ξ
j
n) by (θ
j
n, 1, t
j
n, x
j
n, ξ
j
n). It is easy to see that (4.1)-(4.4) are not
affected. Thus, we conclude (4.2).
We now show (4.4). If hjnξ
j
n → ξ
j ∈ Rd, as n→ ∞, for some 1 ≤ j ≤ k. By the
Galilean transform
eit0∆(eix·ξ0φ(x)) = ei(x·ξ0−t0|ξ0|
2)eit0∆φ(x− 2t0ξ0),
we have
eiθ
j
neix·ξ
j
ne−it
j
n∆
(
1
(hjn)
d
2
φj
(
·−xjn
h
j
n
))
(x)
= 1
(hjn)
d
2
eiθ
j
ne−it
j
n|ξ
j
n|
2
e−it
j
n∆
(
eix·ξ
j
nφj
(
x−xjn−2t
j
nξ
j
n
h
j
n
))
= 1
(hjn)
d
2
eiθ
j
nei(t
j
n|ξ
j
n|
2+xjn·ξ
j
n)e−it
j
n∆
((
ei〈·, h
j
nξ
j
n〉φj
)(
·−xjn
h
j
n
))
(x− 2tjnξ
j
n)
= 1
(hjn)
d
2
ei(θ
j
n+t
j
n|ξ
j
n|
2+xjn·ξ
j
n)e−it
j
n∆
((
ei〈·, ξ
j〉φj
)(
·−xjn
h
j
n
))
(x− 2tjnξ
j
n)
+ 1
(hjn)
d
2
ei(θ
j
n+t
j
n|ξ
j
n|
2+xjn·ξ
j
n)e−it
j
n∆
((
ei〈·, h
j
nξ
j
n〉φj
)(
·−xjn
h
j
n
))
(x− 2tjnξ
j
n)
− 1
(hjn)
d
2
ei(θ
j
n+t
j
n|ξ
j
n|
2+xjn·ξ
j
n)e−it
j
n∆
((
ei〈·, ξ
j〉φj
)(
·−xjn
h
j
n
))
(x− 2tjnξ
j
n).
We see∥∥∥∥ 1(hjn)d2 ei(θjn+tjn|ξjn|2+xjn·ξjn)e−itjn∆
((
ei〈·, h
j
nξ
j
n〉φj
)(
·−xjn
h
j
n
)
−
(
ei〈·, ξ
j〉φj
)(
·−xjn
h
j
n
))
(x− 2tjnξ
j
n)
∥∥∥∥
L2
=
∥∥∥(eix·hjnξjn − eix·ξj)φj(x)∥∥∥
L2
→ 0, as n→∞.
We now replace (θjn, h
j
n, t
j
n, x
j
n, ξ
j
n) by (θ
j
n+ t
j
n|ξ
j
n|
2+ xjn · ξ
j
n, h
j
n, t
j
n, x
j
n+2t
j
nξ
j
n, 0), and
φj(x) by eix·ξ
j
φj(x), we can verify that (4.1)-(4.4) are not affected. So we can take
ξjn = 0 when lim sup
n→∞
|hjnξ
j
n| <∞.
For the profile decomposition in [6, 8, 21], the remainder rkn satisfies
lim sup
n→∞
∥∥eit∆rkn∥∥
L
2(d+2)
d
t,x (R×R
d)
→ 0, as k →∞.
By using interpolation, the Strichartz estimate and (4.9), we easily obtain (4.6).
To show (4.8), we see in [6, 8, 21], we already have
(T jn)
−1rjn ⇀ 0 in L
2(Rd), as n→∞. (4.10)
Since rkn(x) = r
j
n(x)−
k∑
m=j+1
Tmn (φ
m)(x), when 1 ≤ j < k, so by (4.1) and (4.10),
(T jn)
−1rkn = (T
j
n)
−1rjn −
k∑
m=j+1
(T jn)
−1Tmn φ
m ⇀ 0 in L2(Rd), as n→∞.
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
We can now show the linear profile decomposition in H1(Rd).
Theorem 4.2. Let {ϕn} be a bounded sequence in H1(Rd). Then up to passing
to a subsequence of {ϕn}, there exists a sequence of functions ϕj ∈ H1(Rd) and
(θjn, t
j
n, x
j
n)n≥1 ⊂ R/2πZ× R× R
d, with when n→∞,
|tjn − t
m
n |+
∣∣xjn − xmn ∣∣→∞, ∀ j 6= m, (4.11)
such that for any k ∈ N, there exists wkn ∈ H
1(Rd),
eit∆ϕn =
k∑
j=1
eiθ
j
nei(t−t
j
n)∆ϕj(x− xjn) + e
it∆wkn. (4.12)
The remainder wkn satisfies
lim sup
n→∞
‖〈∇〉eit∆wkn‖LqtLrx(R×Rd) → 0, as k →∞, (4.13)
where (q, r) is L2-admissible, and 2 < q < ∞ when d ≥ 2, 4 < q < ∞ when d = 1.
Moreover, we have the following decoupling properties: ∀ k ∈ N,
∥∥|∇|sϕn∥∥2L2 − k∑
j=1
∥∥∥|∇|se−itjn∆ϕj∥∥∥2
L2
−
∥∥|∇|swkn∥∥2L2 → 0, s = 0, 1, (4.14)
E(ϕn)−
k∑
j=1
E(e−it
j
n∆ϕj)− E(wkn)→ 0, (4.15)
Sω(ϕn)−
k∑
j=1
Sω(e
−itjn∆ϕj)− Sω(w
k
n)→ 0, (4.16)
K(ϕn)−
k∑
j=1
K(e−it
j
n∆ϕj)−K(wkn)→ 0, (4.17)
Hω(ϕn)−
k∑
j=1
Hω(e
−itjn∆ϕj)−Hω(w
k
n)→ 0, as n→∞. (4.18)
Proof. We divide the proof into four steps.
Step 1. Applying Lemma 4.1 to {〈∇〉ϕn}, we have
〈∇〉ϕn(x) =
k∑
j=1
eiθ
j
neix·ξ
j
ne−it
j
n∆
(
1
(hjn)
d
2
(
〈∇〉ϕj
)(
·−xjn
h
j
n
))
(x) + 〈∇〉wkn(x), (4.19)
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where
τ jn = −
t
j
n
(hjn)2
→ τ j∞ ∈ [−∞,∞],
hjn → h
j
∞ ∈ {0, 1,∞}, as n→∞, and h
j
n = 1 if h
j
∞ = 1, (4.20)
ξjn = 0 if lim sup
n→∞
|hjnξ
j
n| <∞, (4.21)
h
j
n
hmn
+ h
m
n
h
j
n
+ hjn|ξ
j
n − ξ
m
n |+
|tjn−t
m
n |
(hjn)2
+
∣∣∣xjn−xmn
h
j
n
+ 2(t
j
nξ
j
n−t
m
n ξ
m
n )
h
j
n
∣∣∣→∞, as n→∞, for j 6= m,
lim sup
n→∞
‖〈∇〉eit∆wkn‖LqtLrx(R×Rd) → 0, as k →∞,
where (q, r) is L2-admissible and 2 < q <∞ when d ≥ 2, 4 < q <∞ when d = 1.
Moreover, we have
∀ k ≥ 1, ‖〈∇〉ϕn‖
2
L2 −
k∑
j=1
∥∥〈∇〉ϕj∥∥2
L2
− ‖〈∇〉wkn‖
2
L2 → 0, as n→∞.
By (4.19) and the Galilean transform, we have
eit∆ϕn(x) =
k∑
j=1
eit∆〈∇〉−1eiθ
j
neix·ξ
j
ne−it
j
n∆
(
1
(hjn)
d
2
(
〈∇〉ϕj
)(
·−xjn
h
j
n
))(
x
)
+ eit∆wkn(x)
=
k∑
j=1
〈∇〉−1Gjn(e
it∆〈∇〉ϕj)(x) + eit∆wkn(x), (4.22)
where Gjn(e
it∆ϕ)(x) = eit∆T jnϕ(x) and T
j
n is defined in Lemma 4.1.
By the density of C∞0 (R
d) in H1(Rd), we can assume that ϕj is smooth for all
j ≥ 1.
Step 2. We now show hj∞ = 1 and ξ
j
n = 0. By (4.20) and (4.21), we only need to
exclude the case hj∞ = 0,∞ and lim sup
n→∞
|hjnξ
j
n| =∞.
By (4.22), we have
〈∇〉−1Gjn(e
it∆〈∇〉ϕj) = eit∆(wj−1n − w
j
n),
which implies that
ϕj = 〈∇〉−1e−it∆(Gjn)
−1〈∇〉eit∆(wj−1n − w
j
n)
= 〈∇〉−1(T jn)
−1〈∇〉(wj−1n − w
j
n).
(4.23)
We note by (4.8), for 1 ≤ m ≤ j,
(Tmn )
−1〈∇〉wjn ⇀ 0 in L
2(Rd), as n→∞, (4.24)
so
〈∇〉−1(Tmn )
−1〈∇〉wjn ⇀ 0 in H
1(Rd), as n→∞.
This together with (4.23) yields
〈∇〉−1(T jn)
−1〈∇〉wj−1n ⇀ ϕ
j in H1(Rd), as n→∞. (4.25)
Meanwhile, since {wj−1n } is bounded in H
1(Rd), there exists a subsequence of {wj−1n }
and ψj ∈ H1(Rd) that
wj−1n ⇀ ψ
j in H1(Rd), as n→∞. (4.26)
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Combining (4.25), (4.26), we get
〈∇〉−1(T jn)
−1〈∇〉ψj ⇀ ϕj in H1(Rd), as n→∞.
Then by the Rellich-Kondrashov theorem(see [20]), for any ball BK centered at the
origin with radius K, we have
〈∇〉−1(T jn)
−1〈∇〉ψj → ϕj in Lq(BK), as n→∞
for 2 ≤ q <∞ for d = 1, 2 and 2 ≤ q < 2d
d−2
for d ≥ 3. So∥∥ϕj∥∥
Lq(BK )
≤ lim inf
n→∞
∥∥〈∇〉−1(T jn)−1〈∇〉ψj∥∥Lq(Rd)
= lim inf
n→∞
(hjn)
d
2
∥∥∥( 1
〈hjn∇〉
eit
j
n∆e−i〈·, ξ
j
n〉〈∇〉ψj
)
(hjnx)
∥∥∥
Lq(Rd)
= lim inf
n→∞
(hjn)
d
2
− d
q
∥∥∥ 1
〈hjn∇〉
eit
j
n∆e−ix·ξ
j
n〈∇〉ψj
∥∥∥
Lq(Rd)
. lim inf
n→∞
∥∥∥∥ |hjn∇| d2− dq〈hjn∇〉 eitjn∆e−ix·ξjn〈∇〉ψj
∥∥∥∥
L2(Rd)
= lim inf
n→∞
∥∥∥∥ |hjnξ| d2− dq〈hjnξ〉 〈ξ + ξjn〉ψ̂j(ξ + ξjn)
∥∥∥∥
L2(Rd)
. (4.27)
Case I. |hjnξ
j
n| → ∞, as n→∞.
When hj∞ < ∞, we take q = 2, then by the dominated convergence theorem, we
have∥∥∥ 1
〈hjnξ〉
〈ξ + ξjn〉ψ̂
j(ξ + ξjn)
∥∥∥
L2(Rd)
=
∥∥∥ 1
〈hjn(ξ−ξ
j
n)〉
〈ξ〉ψ̂j(ξ)
∥∥∥
L2(Rd)
→ 0, as n→∞.
This implies ϕj = 0 in H1(Rd).
When hj∞ = ∞, we take q = 2, if ξ
j
n → ξ¯ ∈ R
d, for any small number ε > 0, we
can take r = r(ε) > 0 such that∥∥∥ 1
〈hjn(ξ−ξ
j
n)〉
〈ξ〉ψ̂j(ξ)
∥∥∥
L2(Br(ξ¯))
≤ ε
by the continuity of the integral. And we use the dominated convergence theorem
again to obtain ∥∥∥ 1
〈hjn(ξ−ξ
j
n)〉
〈ξ〉ψ̂j(ξ)
∥∥∥
L2(Rd\Br(ξ¯))
→ 0.
Since ε is arbitrary, we have ϕj = 0 in H1(Rd). If |ξjn| → ∞, the dominated
convergence theorem will guarantee that ϕj = 0 in H1(Rd).
Case II. If lim sup
n→∞
|hjnξ
j
n| <∞, then we obtain ξ
j
n = 0 by (4.21).
When hj∞ = 0, we can take some q > 2, we have∥∥∥∥ |hjnξ| d2− dq〈hjnξ〉 〈ξ〉ψ̂j(ξ)
∥∥∥∥
L2(Rd)
→ 0, as n→∞,
so ‖ϕj‖Lq(BK) = 0 for any K > 0. Therefore, ‖ϕ
j‖Lq(Rd) = 0. Since ϕ
j is smooth,
ϕj = 0 in H1(Rd).
When hj∞ =∞, we take q = 2. Then by the dominated convergence theorem, we
have ∥∥∥ 1
〈hjnξ〉
〈ξ〉ψ̂j(ξ)
∥∥∥
L2(Rd)
→ 0, as n→∞,
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which implies ϕj = 0 in H1(Rd).
Combining the above facts, we conclude that hj∞ = 1 and ξ
j
n = 0. This together
with (4.22) implies (4.11) and (4.12).
Step 3. We now turn to (4.14). By (4.12), we have
ϕn(x) =
k∑
j=1
eiθ
j
ne−it
j
n∆ϕj(x− xjn) + w
k
n(x),
so we only need to show the orthogonality:〈
µ〈∇〉(eiθ
j
ne−it
j
n∆ϕj(x− xjn)), µ〈∇〉(e
iθmn e−it
m
n ∆ϕm(x− xmn ))
〉
L2
→ 0, ∀ j 6= m,〈
µ〈∇〉(eiθ
j
ne−it
j
n∆ϕj)(x− xjn), µ〈∇〉w
k
n(x)
〉
L2
→ 0, for 1 ≤ j ≤ k, as n→∞,
for µ = 1
〈∇〉
and µ = |∇|
〈∇〉
, respectively. This follows from〈
µ〈∇〉(eiθ
j
ne−it
j
n∆ϕj(x− xjn)), µ〈∇〉(e
iθmn e−it
m
n ∆ϕm)(x− xmn )
〉
L2
=
〈
Sm,jn µ〈∇〉ϕ
j, µ〈∇〉ϕm
〉
L2
→ 0, as n→∞,
where
Sm,jn ϕ(x) = e
i(θjn−θ
m
n )e−i(t
j
n−t
m
n )∆ϕ(x− (xjn − x
m
n )) ⇀ 0, as n→∞, ∀ϕ ∈ L
2, by (4.11)
and〈
µ〈∇〉(eiθ
j
ne−it
j
n∆ϕj(x− xjn)), µ〈∇〉w
k
n(x)
〉
L2
=
〈
µ〈∇〉eiθ
j
ne−it
j
n∆ϕj(x− xjn), µ〈∇〉w
k
n(x)
〉
L2
=
〈
µ2〈∇〉ϕj, (T jn)
−1〈∇〉wkn
〉
L2
→ 0, as n→∞, ∀ 1 ≤ j ≤ k, by (4.24).
Step 4. Since we already have (4.14), to obtain (4.15), (4.16), (4.17), (4.18), it
suffices to show
‖ϕn‖
p+1
Lp+1
−
k∑
j=1
∥∥∥e−itjn∆ϕj∥∥∥p+1
Lp+1
−
∥∥wkn∥∥p+1Lp+1 → 0, as n→∞, for 1+4d ≤ p ≤ 1+ 4d− 2 .
(4.28)
Suppose that t1∞ ∈ R, then the refined Fatou Lemma(see [18, 20]) shows that
lim
n→∞
∣∣∣∣‖ϕn‖p+1Lp+1 − ∥∥∥eiθ1ne−it1n∆ϕ1∥∥∥p+1
Lp+1
−
∥∥w1n∥∥p+1Lp+1∣∣∣∣ = 0. (4.29)
Next, suppose that t1∞ = ±∞, then by the dispersive estimate, we obtain
lim
n→∞
∣∣∣∣‖ϕn‖p+1Lp+1 − ∥∥∥eiθ1ne−it1n∆ϕ1∥∥∥p+1
Lp+1
−
∥∥w1n∥∥p+1Lp+1∣∣∣∣
≤ lim
n→∞
∣∣∣‖ϕn‖p+1Lp+1 − ∥∥w1n∥∥p+1Lp+1∣∣∣ + limn→∞∥∥∥e−it1n∆ϕ1∥∥∥p+1Lp+1
≤ lim
n→∞
(
‖ϕn‖
p
Lp+1
+
∥∥w1n∥∥pLp+1) ∥∥∥e−it1n∆ϕ1∥∥∥Lp+1 + limn→∞∥∥∥e−it1n∆ϕ1∥∥∥p+1Lp+1 .
. lim
n→∞
(
‖ϕn‖
p
H1
+
∥∥w1n∥∥pH1) ∥∥∥e−it1n∆ϕ1∥∥∥Lp+1 + limn→∞∥∥∥e−it1n∆ϕ1∥∥∥p+1Lp+1 = 0.
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Thus, we have proved
‖ϕn‖
p+1
Lp+1
−
∥∥∥e−it1n∆ϕ1∥∥∥p+1
Lp+1
−
∥∥w1n∥∥p+1Lp+1 → 0, as n→∞. (4.30)
Similarly, we can show∥∥w1n∥∥p+1Lp+1 − ∥∥∥e−it2n∆ϕ2∥∥∥p+1Lp+1 − ∥∥w2n∥∥p+1Lp+1 → 0, as n→∞, (4.31)
which together with (4.30) shows (4.28) when k = 2. Repeating this procedure, we
obtain (4.28) for any k ≥ 1. 
5. Extraction of a critical element
In this section, we show the existence of the critical element in the general case
by using the profile decomposition and the long-time perturbation theory.
By Proposition 3.1(v), it suffices for Theorem 1.3 to show that any solution u to
(1.1) with u0 ∈ Aω,+ satisfies
‖u‖
L
2(d+2)
d
t,x ∩L
(d+2)(p−1)
2
t,x (Imax×R
d)
<∞,
where Imax denotes the maximal interval where u exists.
To this end, for m > 0, let
Λω(m) = sup
{
‖u‖K(Imax) :
u is a solution to (1.1) with
u0 ∈ Aω,+ and Sω(u) ≤ m
}
(5.1)
with ‖u‖K(I) := ‖u‖
L
2(d+2)
d
t,x ∩L
(d+2)(p−1)
2
t,x (I×R
d)
and define
m∗ω = sup{m > 0 : Λω(m) <∞}. (5.2)
If u0 ∈ Aω,+ with Sω(u0) ≤ m sufficiently small, then Lemma 2.8 shows ‖u0‖H1 ≪ 1.
Hence, Proposition 3.1(i) gives the finiteness of Λω(m), which implies m
∗
ω > 0.
Now our aim is to show m∗ω ≥ mω defined by (1.7). Suppose by contradiction
that m∗ω < mω, we will show the existence of the critical element. In fact, by the
definition of m∗ω, we can take a sequence {un} of solutions (up to time translations)
to (1.1) that
un(t) ∈ Aω,+, for t ∈ In, and Sω(un)→ m
∗
ω, as n→∞, (5.3)
lim
n→∞
‖un‖K([0,sup In)) = lim
n→∞
‖un‖K((inf In,0]) =∞, (5.4)
where In denotes the maximal interval of un including 0.
By Lemma 2.8,
sup
n
‖un‖
2
L∞t H
1
x(In×R
d) . mω +
mω
ω
. (5.5)
Applying Theorem 4.2 to {un(0, x)} and obtain some subsequence of {un(0, x)}(still
denoted by the same symbol), then there exists ϕj ∈ H1(Rd) and (θjn, t
j
n, x
j
n)n≥1 of
sequences in R/2πZ× R× Rd, with
tjn → t
j
∞ ∈ [−∞,∞],
|tjn − t
m
n |+
∣∣xjn − xmn ∣∣→∞, ∀ j 6= m, as n→∞, (5.6)
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such that, ∀ k ∈ N, there exists wkn ∈ H
1(Rd),
eit∆un(0, x) =
k∑
j=1
eiθ
j
nei(t−t
j
n)∆ϕj(x− xjn) + e
it∆wkn(x). (5.7)
The remainder wkn satisfies
lim sup
n→∞
‖〈∇〉eit∆wkn‖LqtLrx(R×Rd) → 0, as k →∞, (5.8)
where (q, r) is L2-admissible, 2 < q < ∞ when d ≥ 2 and 4 < q < ∞ when d = 1.
Moreover, for any k ∈ N, s = 0, 1, we have∥∥|∇|sun(0)∥∥2L2 − k∑
j=1
∥∥|∇|se−itjn∆ϕj∥∥2
L2
−
∥∥|∇|swkn∥∥2L2 → 0, (5.9)
E(un(0))−
k∑
j=1
E(e−it
j
n∆ϕj)− E(wkn)→ 0, (5.10)
Sω(un(0))−
k∑
j=1
Sω(e
−itjn∆ϕj)− Sω(w
k
n)→ 0, (5.11)
K(un(0))−
k∑
j=1
K(e−it
j
n∆ϕj)−K(wkn)→ 0, (5.12)
Hω(un(0))−
k∑
j=1
Hω(e
−itjn∆ϕj)−Hω(w
k
n)→ 0, as n→∞. (5.13)
Using Strichartz estimate, (5.9) and (5.5), we get
sup
k∈N
lim sup
n→∞
‖eit∆wkn‖S1(R) . sup
k∈N
lim sup
n→∞
‖wkn‖H1 <∞. (5.14)
Next, we construct the nonlinear profile. We define the nonlinear profile uj ∈
C((T jmin, T
j
max), H
1(Rd)) to be the maximal lifespan solution of i∂tu+∆u = |u|
4
du−
|u|p−1u such that ∥∥∥uj(−tjn)− e−itjn∆ϕj∥∥∥
H1
→ 0, as n→∞. (5.15)
The unique existence of uj around t = −tj∞ is known in all cases, including t
j
∞ =
±∞(the latter corresponding to the existence of the wave operators), by using the
standard iteration with the Strichartz estimate.
Let
ujn = e
iθ
j
nuj(t− tjn, x− x
j
n), (5.16)
then, the lifespan of ujn is (T
j
min + t
j
n, T
j
max + t
j
n).
For the linear profile decomposition (5.7), we can give the corresponding nonlinear
profile decomposition
u<kn (t) =
k∑
j=1
ujn(t). (5.17)
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We will show u<kn + e
it∆wkn is a good approximation for un provided that each
nonlinear profile has finite global Strichartz norm, which is the key to show the
existence of the critical element.
When j large enough, we have the following basic fact about uj:
Lemma 5.1. There exists j0 ∈ N such that T
j
min = −∞, T
j
max =∞ for j > j0 and∑
j>j0
‖uj‖2S1(R) .
∑
j>j0
‖ϕj‖2H1 <∞. (5.18)
Proof. By (5.5) and (5.9), we have
∞∑
j=1
∥∥∥〈∇〉(e−itjn∆ϕj)∥∥∥2
L2
<∞,
which shows
∞∑
j=1
‖ϕj‖2
H1
< ∞, and therefore ‖ϕj‖H1 → 0, as j → ∞. By the small
data global wellposedness and scattering theory together with (5.15), we obtain
when j large enough, ‖uj‖S1(R) . ‖ϕ
j‖H1 and so we have the desired result. 
Lemma 5.2. In the nonlinear profile decomposition (5.17), if
‖uj‖
L
2(d+2)
d
t,x ∩L
(d+2)(p−1)
2
t,x ((T
j
min,T
j
max)×Rd)
<∞ for 1 ≤ j ≤ k, (5.19)
then, we have T jmin = −∞, T
j
max =∞, and
‖ujn‖S1(R) = ‖u
j‖S1(R) . 1, (5.20)
for 1 ≤ j ≤ k, and there exists B > 0 such that
lim sup
n→∞
(∥∥u<kn ∥∥
L
(d+2)(p−1)
2
t,x (R×R
d)
+
∥∥〈∇〉u<kn ∥∥
L∞t L
2
x∩L
2(d+2)
d
t,x (R×R
d)
)
≤ B. (5.21)
Proof. By Proposition 3.1(v) and (5.19), we have T jmin = −∞, T
j
max =∞.
Using the Strichartz estimate and (5.19), we get
‖uj‖S1(R) . 1, for 1 ≤ j ≤ k,
which implies (5.20).
We now turn to (5.21). By∣∣∣∣∣∣∣∣ ∑
1≤j≤k
ujn
∣∣∣q − ∑
1≤j≤k
∣∣∣ujn∣∣∣q
∣∣∣∣∣ ≤ Ck,q ∑
1≤j 6=m≤k
|ujn|
q−1|umn |, 1 < q <∞,
we have∥∥∥∥∥ ∑
1≤j≤k
ujn
∥∥∥∥∥
(d+2)(p−1)
2
L
(d+2)(p−1)
2
t,x (R×R
d)
≤
∑
1≤j≤k
∥∥ujn∥∥ (d+2)(p−1)2
L
(d+2)(p−1)
2
t,x (R×R
d)
+ Ck
∑
1≤j 6=m≤k
∫ ∫
R×Rd
|ujn|
(d+2)(p−1)
2
−1|umn | dxdt. (5.22)
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We see by (5.20) and Lemma 5.1 that∑
1≤j≤k
‖ujn‖
(d+2)(p−1)
2
L
(d+2)(p−1)
2
t,x (R×R
d)
.
∑
1≤j≤j0
‖uj‖
(d+2)(p−1)
2
S1(R) +
(∑
j>j0
‖ϕj‖2H1
) (d+2)(p−1)
4
<∞.
(5.23)
Next, we consider the second term on the right side of (5.22). By the Ho¨lder
inequality, (5.6) and (5.20), we have∫ ∫
R×Rd
|ujn|
(d+2)(p−1)
2
−1|umn | dxdt . ‖u
j
nu
m
n ‖
L
(d+2)(p−1)
4
t,x
‖ujn‖
(d+2)(p−1)
2
−2
L
(d+2)(p−1)
2
t,x
. ‖ujnu
m
n ‖
L
(d+2)(p−1)
4
t,x
→ 0, as n→∞.
(5.24)
Plugging (5.23) and (5.24) into (5.22), we obtain that there is B1 > 0 such that
lim sup
n→∞
∥∥u<kn ∥∥
L
(d+2)(p−1)
2
t,x (R×R
d)
≤ B1.
Similarly, we have
lim sup
n→∞
∥∥〈∇〉u<kn ∥∥
L
2(d+2)
d
t,x (R×R
d)
≤ B1
and
lim sup
n→∞
∥∥〈∇〉u<kn ∥∥L∞t L2x(R×Rd) ≤ B1.
Thus, we obtain (5.21). 
Lemma 5.3 (At least one bad profile). Let j0 be as in Lemma 5.1, then there exists
1 ≤ j ≤ j0 such that
‖uj‖
L
2(d+2)
d
t,x ∩L
(d+2)(p−1)
2
t,x ((T
j
min,T
j
max)×Rd)
=∞.
Proof. We argue by contradiction. Assume
‖uj‖
L
2(d+2)
d
t,x ∩L
(d+2)(p−1)
2
t,x ((T
j
min,T
j
max)×Rd)
<∞, ∀ 1 ≤ j ≤ j0.
Combining this with Lemma 5.1, we have
‖uj‖
L
2(d+2)
d
t,x ∩L
(d+2)(p−1)
2
t,x ((T
j
min,T
j
max)×Rd)
<∞, ∀ j ≥ 1. (5.25)
This together with Lemma 5.2 implies ujn exists globally in time for j ≥ 1 and hence
so does u<kn (t) + e
it∆wkn.
We now verify u<kn (t)+e
it∆wkn is an approximate solution to un when n and k large
enough, then we can use the long time perturbation theory to give a contradiction.
We see from Lemma 5.2 and (5.14) that there exists A1, B > 0 such that
lim sup
n→∞
‖〈∇〉(u<kn (t) + e
it∆wkn)‖L∞t L2x(R×Rd) ≤ A1, (5.26)
lim sup
n→∞
‖u<kn (t) + e
it∆wkn‖
L
(d+2)(p−1)
2
t,x ∩L
2(d+2)
d
t,x (R×R
d)
≤ B. (5.27)
MASS-CRITICAL COMBINED SCHRO¨DINGER EQUATION 31
Moreover, it follows from (5.7) with t = 0 and (5.15) that∥∥un(0)− u<kn (0)− wkn∥∥H1
=
∥∥∥∥∥
k∑
j=1
eiθ
j
ne−it
j
n∆ϕj(x− xjn)−
k∑
j=1
eiθ
j
nuj(−tjn, x− x
j
n)
∥∥∥∥∥
H1
≤
k∑
j=1
∥∥∥e−itjn∆ϕj − uj(−tjn)∥∥∥
H1
−→ 0, as n→∞.
Hence, ∥∥un(0)− u<kn (0)− wkn∥∥H1 → 0, as n→∞. (5.28)
Next, we claim that as k →∞
lim
n→∞
∥∥〈∇〉[(i∂t +∆)(u<kn (t) + eit∆wkn)−N (u<kn (t) + eit∆wkn)]∥∥
L
2(d+2)
d+4
t,x
→ 0, (5.29)
where N (u) = |u|
4
du− |u|p−1u.
Before proving this claim, we remark that (5.29) together with the long-time
perturbation theory leads to a contradiction. Indeed, by (5.26), (5.27), (5.28) and
(5.29), we conclude as a consequence of Proposition 3.2 that
‖un‖
L
2(d+2)
d
t,x ∩L
(d+2)(p−1)
2
t,x (R×R
d)
<∞
when n large enough, which contradicts (5.4). Hence, Lemma 5.3 holds.
It remains to prove the claim (5.29). Note that
(i∂t +∆)(u
<k
n (t) + e
it∆wkn)−N (u
<k
n (t) + e
it∆wkn)
=
k∑
j=1
(i∂t +∆)u
j
n −N (u
<k
n (t))−N (u
<k
n (t) + e
it∆wkn) +N (u
<k
n (t)).
Hence, it suffices to show that
lim
n→∞
∥∥∥∥∥〈∇〉
( k∑
j=1
(i∂t +∆)u
j
n −N (u
<k
n (t))
)∥∥∥∥∥
L
2(d+2)
d+4
t,x
= 0, ∀ k ∈ N, (5.30)
and
lim
n→∞
∥∥〈∇〉(N (u<kn (t) + eit∆wkn)−N (u<kn (t)))∥∥
L
2(d+2)
d+4
t,x
→ 0, as k →∞. (5.31)
First, we show (5.30). Noting that
(i∂t +∆)u
j
n = N (u
j
n),
and using (5.6) and Lemma 5.2, we get as n→∞∥∥∥∥∥〈∇〉(
k∑
j=1
(i∂t +∆)u
j
n −N (u
<k
n )
)∥∥∥∥∥
L
2(d+2)
d+4
t,x
=
∥∥∥∥∥〈∇〉
(
k∑
j=1
N (ujn)−N (
k∑
j=1
ujn)
)∥∥∥∥∥
L
2(d+2)
d+4
t,x
→ 0,
and (5.30) follows.
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We now turn to (5.31). By the Fundamental Theorem of Calculus,
F (u)−F (v) = (u−v)
∫ 1
0
Fz
(
v+θ(u−v)
)
dθ+(u− v)
∫ 1
0
Fz¯
(
v+θ(u−v)
)
dθ, (5.32)
we obtain∥∥〈∇〉(N (u<kn + eit∆wkn)−N (u<kn ))∥∥
L
2(d+2)
d+4
t,x
.
∥∥|u<kn |p−1eit∆wkn∥∥
L
2(d+2)
d+4
t,x
+
∥∥∥|u<kn | 4d eit∆wkn∥∥∥
L
2(d+2)
d+4
t,x
(5.33)
+
∥∥eit∆wkn∥∥p
L
2(d+2)p
d+4
t,x
+
∥∥eit∆wkn∥∥ d+4d
L
2(d+2)
d
t,x
(5.34)
+
∥∥|u<kn |p−1∇eit∆wkn∥∥
L
2(d+2)
d+4
t,x
+
∥∥∥|u<kn | 4d∇eit∆wkn∥∥∥
L
2(d+2)
d+4
t,x
(5.35)
+
∥∥|eit∆wkn|p−1∇u<kn ∥∥
L
2(d+2)
d+4
t,x
+
∥∥∥|eit∆wkn| 4d∇u<kn ∥∥∥
L
2(d+2)
d+4
t,x
(5.36)
+
∥∥|eit∆wkn|p−1∇eit∆wkn∥∥
L
2(d+2)
d+4
t,x
+
∥∥∥|eit∆wkn| 4d∇eit∆wkn∥∥∥
L
2(d+2)
d+4
t,x
(5.37)
+
∥∥|u<kn |p−2eit∆wkn∇u<kn ∥∥
L
2(d+2)
d+4
t,x
+
∥∥∥|u<kn | 4−dd eit∆wkn∇u<kn ∥∥∥
L
2(d+2)
d+4
t,x
. (5.38)
For the terms (5.34), (5.37). By the Ho¨lder inequality and (5.8), we have
(5.34) .
∥∥∥|∇| d2− d+42p eit∆wkn∥∥∥p
L
2(d+2)p
d+4
t L
2d(d+2)p
d(d+2)p−2(d+4)
x
+
∥∥eit∆wkn∥∥ d+4d
L
2(d+2)
d
t,x
.
∥∥〈∇〉eit∆wkn∥∥p
L
2(d+2)p
d+4
t L
2d(d+2)p
d(d+2)p−2(d+4)
x
+
∥∥eit∆wkn∥∥ d+4d
L
2(d+2)
d
t,x
→ 0, as n→∞, k →∞.
(5.37) ≤
[ ∥∥eit∆wkn∥∥p−1
L
(d+2)(p−1)
2
t,x
+
∥∥eit∆wkn∥∥ 4d
L
2(d+2)
2
t,x
]
·
∥∥∇eit∆wkn∥∥
L
2(d+2)
d
t,x
.
[ ∥∥|∇|speit∆wkn∥∥p−1
L
(d+2)(p−1)
2
t L
2d(d+2)(p−1)
d(d+2)(p−1)−8
x
+
∥∥eit∆wkn∥∥ 4d
L
2(d+2)
2
t,x
]
·
∥∥∇eit∆wkn∥∥
L
2(d+2)
d
t,x
→ 0, as n→∞, k →∞.
By Lemma 5.2 and (5.8), we also have for (5.36) that
lim
k→∞
lim
n→∞
(∥∥|eit∆wkn|p−1∇u<kn ∥∥
L
2(d+2)
d+4
t,x
+
∥∥∥|eit∆wkn| 4d∇u<kn ∥∥∥
L
2(d+2)
d+4
t,x
)
≤ lim
k→∞
lim
n→∞
[ ∥∥eit∆wkn∥∥p−1
L
(d+2)(p−1)
2
t,x
+
∥∥eit∆wkn∥∥ 4d
L
2(d+2)
d
t,x
]
·
∥∥〈∇〉u<kn ∥∥
L
2(d+2)
d
t,x
= 0.
We now consider the terms of the form∥∥|u<kn |q|∇|seit∆wkn∥∥
L
2(d+2)
d+4
t,x
, 1 +
4
d
≤ q ≤ 1 +
4
d− 2
, s = 0, 1,
which corresponds to (5.33), (5.35).
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By the Ho¨lder inequality, (5.8), (5.14), (5.21), we have∥∥∥∣∣u<kn ∣∣q−1|∇|seit∆wkn∥∥∥
L
2(d+2)
d+4
t,x
.
∥∥∥∣∣u<kn ∣∣q−1|∇|seit∆wkn∥∥∥
L
2(d+2)
d+4
t,x
.
∥∥u<kn ∥∥q−1
L
(d+2)(q−1)
2
t,x
∥∥|∇|seit∆wkn∥∥
L
2(d+2)
d
t,x
.
∥∥u<kn ∥∥q−1
L
(d+2)(q−1)
2
t,x
∥∥|∇|seit∆wkn∥∥
L
2(d+2)
d
t,x
→ 0, as n→∞, k →∞.
Thus, we obtain for 1 + 4
d
≤ q ≤ 1 + 4
d−2
, s = 0, 1,
lim
n→∞
∥∥|u<kn |q−1|∇|seit∆wkn∥∥
L
2(d+2)
d+4
t,x
→ 0, as k →∞.
We now estimate (5.38). For q > 2, we have∥∥|u<kn |q−2eit∆wkn∇u<kn ∥∥
L
2(d+2)
d+4
t,x
≤
∥∥eit∆wkn∥∥
L
(d+2)(q−1)
2
t,x
∥∥∇u<kn ∥∥
L
2(d+2)
d
t,x
∥∥u<kn ∥∥q−2
L
(d+2)(q−1)
2
t,x
.
∥∥|∇|sqeit∆wkn∥∥
L
(d+2)(q−1)
2
t L
2(d+2)d(q−1)
d(d+2)(q−1)−8
x
∥∥∇u<kn )∥∥
L
2(d+2)
d
t,x
∥∥∇u<kn ∥∥q−2
L
(d+2)(q−1)
2
t,x
→ 0,
as n→∞, k →∞. Thus (5.31) follows. 
We can now show the main result in this section:
Proposition 5.4 (Existence of the critical element). Suppose m∗ω < mω, then there
exists a global solution uc ∈ C(R, H1(Rd)) to (1.1) such that
uc(t) ∈ Aω,+ and Sω(uc(t)) = m
∗
ω, for t ∈ R, (5.39)
‖uc‖
L
(d+2)(p−1)
2
t,x ∩L
2(d+2)
d
t,x ([0,∞)×R
d)
= ‖uc‖
L
(d+2)(p−1)
2
t,x ∩L
2(d+2)
d
t,x ((−∞,0]×R
d)
=∞. (5.40)
Proof. By Lemma 5.1, Lemma 5.3 and reordering indices, there exists J ≤ j0 that
‖uj‖
L
(d+2)(p−1)
2
t,x ∩L
2(d+2)
d
t,x ((T
j
min,T
j
max)×Rd)
=∞, for 1 ≤ j ≤ J,
‖uj‖
L
(d+2)(p−1)
2
t,x ∩L
2(d+2)
d
t,x ((T
j
min,T
j
max)×Rd)
<∞, for j ≥ J.
(5.41)
From (5.9), (5.11) and (5.13), we have
‖〈∇〉un(0)‖
2
L2 −
J∑
j=1
∥∥〈∇〉ϕj∥∥2
L2
−
∥∥〈∇〉wJn∥∥2 → 0,
Sω(un(0))−
J∑
j=1
Sω(e
−itjn∆ϕj)− Sω(w
J
n)→ 0, (5.42)
Hω(un(0))−
J∑
j=1
Hω(e
−itjn∆ϕj)−Hω(w
J
n)→ 0, as n→∞. (5.43)
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Since K(un(0)) ≥ 0, we have Hω(un(0)) ≤ Sω(un(0)) by (2.4). It follows from (5.43)
and (5.3) that
Hω(e
−itjn∆ϕj), Hω(w
J
n) ≤ Sω(un(0)) <
mω+m∗ω
2
,
for 1 ≤ j ≤ J and n large enough.
By (2.5), we have
K(e−it
j
n∆ϕj) > 0, K(wJn) > 0, for 1 ≤ j ≤ J and n large enough, (5.44)
which together with Lemma 2.6 shows
Sω(e
−itjn∆ϕj) ≥ 0, Sω(w
J
n) ≥ 0, (5.45)
for 1 ≤ j ≤ J and n large enough.
We shall show J = 1. Assume for a contradiction that J ≥ 2. Then, it follows
from (5.3) and (5.42) that
lim sup
n→∞
Sω(e
−itjn∆ϕj) < m∗ω, ∀ 1 ≤ j ≤ J,
which together with (5.15) shows
Sω(u
j(t)) < m∗ω, ∀ 1 ≤ j ≤ J, t ∈ I
j.
Since uj is a solution to (1.1), it follows from the definition of m∗ω that
‖uj‖
L
(d+2)(p−1)
2
t,x ∩L
2(d+2)
d
t,x ((T
j
min,T
j
max)×Rd)
<∞, ∀ 1 ≤ j ≤ J.
This contradicts (5.41). Thus, we have J = 1.
Since ‖u1‖
L
(d+2)(p−1)
2
t,x ∩L
2(d+2)
d
t,x ((T
1
min,T
1
max)×R
d)
=∞, we have
Sω(u
1(t)) ≥ m∗ω, for t ∈ (T
1
min, T
1
max). (5.46)
On the other hand, by (5.15), (5.42), (5.45), we get
Sω(u
1(t)) ≤ m∗ω, for t ∈ (T
1
min, T
1
max).
Combining this with (5.46), we obtain
Sω(u
1(t)) = m∗ω, for t ∈ (T
1
min, T
1
max). (5.47)
By (5.15), we have
Sω(u
1(t)) = lim
n→∞
Sω(e
−it1n∆ϕ1),
this together with (5.3), (5.42) and (5.47) shows
Sω(w
1
n)→ 0, as n→∞. (5.48)
Hence, Lemma 2.6 together with (5.44) and (5.48) shows
‖w1n‖H1 → 0, as n→∞. (5.49)
We see from (5.7), (5.49) that
‖un(0, x)− e
−it1n∆ϕ1(x− xjn)‖H1 → 0, as n→∞. (5.50)
Now, we shall show T 1min = −∞, T
1
max = ∞. Assume for a contradiction that
T 1max <∞. Let {tn} be a sequence in (T
1
min, T
1
max) such that tn ր T
1
max and put
u˜n(t) = u
1(t + tn) and I˜n = (T
1
min − tn, T
1
max − tn).
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We see that {u˜n} satisfies
u˜n(t) ∈ Aω,+ for t ∈ I˜n, and Sω(u˜n) = m
∗
ω,
‖u˜n‖
L
(d+2)(p−1)
2
t,x ∩L
2(d+2)
d
t,x (I˜n×R
d)
=∞.
Then, we can apply the above argument as deriving (5.50) to this sequence and find
that there exists a non-trivial ψ ∈ H1(Rd), a sequence {τn} with τ∞ = lim
n→∞
τn ∈
[−∞,∞], yn ∈ Rd such that
lim
n→∞
‖u1(tn, x)− e
−iτn∆ψ(x− yn)‖H1 = lim
n→∞
‖u˜n(0, x)− e
−iτn∆ψ(x− yn)‖H1 = 0.
This together with the Strichartz estimate yields∥∥〈∇〉(eit∆u1(tn, x)− ei(t−τn)∆ψ(x− yn))∥∥
L
2(d+2)
d
t,x (R×R
d)
→ 0, as n→∞. (5.51)
Case 1. τ∞ = ±∞. By the dispersive estimate for the free solution, for any
compact interval I, we have∥∥〈∇〉ei(t−τn)∆ψ∥∥
L
2(d+2)
d
t,x (I×R
d)
→ 0, as n→∞,
this together with (5.51) yields∥∥〈∇〉eit∆u1(tn)∥∥
L
2(d+2)
d
t,x (I×R
d)
→ 0, as n→∞. (5.52)
Case 2. τ∞ ∈ R. For any interval I with τ∞ ∈ I and |I| ≪ 1, we have by (5.51),
lim
n→∞
∥∥〈∇〉eit∆u1(tn)∥∥
L
2(d+2)
d
t,x (I×R
d)
=
∥∥〈∇〉ei(t−τ∞)∆ψ∥∥
L
2(d+2)
d
t,x (I×R
d)
≪ 1. (5.53)
Then, Proposition 3.1 together with (5.52), (5.53) implies that u1 exists beyond
T 1max, which is a contradiction. Thus, T
1
max =∞. Similarly, we have T
1
min = −∞.
Therefore, u1 is a global solution and it is just the desired critical element uc
satisfying (5.39) and (5.40). 
We now show the trajectory of the critical element is precompact in the energy
space H1(Rd) modulo spatial translations.
Proposition 5.5 (Compactness of the critical element). Let uc be the critical ele-
ment in Proposition 5.4, then there exists x(t) : R→ Rd such that {uc(t, x− x(t)) :
t ∈ R} is precompact in H1(Rd).
Proof. For {tn} ⊂ R, if tn → t∗ ∈ R, as n → ∞, then we see by the continuity of
uc(t) in t that
uc(tn)→ uc(t
∗) in H1(Rd), as n→∞.
If tn →∞. Applying the above argument as deriving (5.50) to uc(t+ tn), there exist
(t′n, x
′
n) ∈ R× R
d and φ ∈ H1(Rd) that
uc(tn, x)− e
−it′n∆φ(x− x′n)→ 0 in H
1(Rd), as n→∞.
(i) If t′n → −∞, then we have
‖〈∇〉eit∆uc(tn)‖
L
2(d+2)
d
t,x ([0,∞)×R
d)
= ‖〈∇〉eit∆φ‖
L
2(d+2)
d
t,x ([−t
′
n,∞)×R
d)
+ on(1)→ 0, as n→∞.
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Hence, we can solve (1.1) for t > tn globally by iteration with small Strichartz norm
when n large enough , which contradicts
‖uc‖
L
2(d+2)
d
t,x ∩L
(d+2)(p−1)
2
t,x ([0,∞)×R
d)
=∞.
(ii) If t′n →∞, then we have
‖〈∇〉eit∆uc(tn)‖
L
2(d+2)
d
t,x ((−∞,0]×R
d)
= ‖〈∇〉eit∆φ‖
L
2(d+2)
d
t,x ((−∞,−t
′
n]×R
d)
+ on(1)→ 0, as n→∞.
Hence, uc can solve (1.1) for t < tn when n large enough with diminishing Strichartz
norm, which contradicts
‖uc‖
L
2(d+2)
d
t,x ∩L
(d+2)(p−1)
2
t,x ((−∞,0])×R
d)
=∞.
Thus t′n is bounded, which implies that t
′
n is precompact, so is uc(tn, x + x
′
n) in
H1(Rd).
Similar argument makes sense when tn → −∞, we will omit the proof. 
We define for R > 0, x0 ∈ Rd,
E˜R,x0(u(t)) =
∫
|x−x0|≥R
|∇u(t)|2 + |u(t)|
2(d+2)
d + |u(t)|p+1 dx,
then by the compactness of the critical element, we have
Corollary 5.6. Let uc be the critical element in Proposition 5.4, then for any ǫ > 0,
there exist R0(ǫ) > 0 and x(t) : R→ Rd such that
E˜R0,x(t)(uc(t)) ≤ ǫE(uc), ∀ t ∈ R.
Remark 2. In particular, for the radial data u0 ∈ H1, by the same argument as in
[22], we have x(t) ≡ 0, i.e.
E˜R0,0(uc(t)) ≤ ǫE(uc), ∀ t ∈ R.
6. Extinction of the critical element
In this section, we prove the non-existence of the critical element by deriving a
contradiction from Proposition 5.5 and the Virial identity in the radial case.
For a bounded real function φ ∈ C∞(Rd), we can define the virial quantity:
VR(t) =
∫
Rd
φR(x)|u(t, x)|
2 dx, where φR(x) = R
2φ
( |x|
R
)
, ∀R > 0. (6.1)
Then, for u ∈ C(I;H1(Rd)), we have
V ′R(t) =2R · ℑ
∫
Rd
φ′
( |x|
R
) x
|x|
· ∇u(t, x) u(t, x) dx, (6.2)
V ′′R(t) =4ℜ
∫
∂j∂kφR(x)∂ju(t, x)∂ku(t, x) dx−
∫
∆2φR(x)|uc(t, x)|
2 dx
− 2(p−1)
p+1
∫
∆φR(x)|u(t, x)|
p+1 dx+ 4
d+2
∫
∆φR(x)|u(t, x)|
2(d+2)
d dx. (6.3)
Theorem 6.1. There does not exist the radial critical element uc of (1.1) in Propo-
sition 5.4.
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Proof. Let the weight function φ in (6.1) be a smooth, radial function satisfying
0 ≤ φ ≤ 1, and
φ(x) =
{
|x|2, |x| ≤ 1,
0, |x| ≥ 2.
On the one hand, by (6.2), we have
|V ′R(t)| . R, ∀R > 0, t ∈ R. (6.4)
On the other hand, by (6.3), we have
V ′′R(t) = 4
∫
φ′′R(r)|∇uc(t, x)|
2 dx−
∫
∆2φR(x)|uc(t, x)|
2 dx
− 2(p−1)
p+1
∫
∆φR(x)|uc(t, x)|
p+1 dx+ 4
d+2
∫
∆φR(x)|uc(t, x)|
2(d+2)
d dx
= 8K(uc) +
C
R2
∫
R≤|x|≤2R
|uc|
2 dx
+ C
∫
R≤|x|≤2R
|∇uc(t)|
2 + |uc(t)|
p+1 + |uc(t)|
2(d+2)
d dx.
(6.5)
By Lemma 2.9 and Lemma 2.6, we have
8K(uc) ≥ min
{
d(p−1)−4
d(p−1)
(
‖∇uc(t)‖
2
L2 +
d
d+2
‖uc(t)‖
2(d+2)
d
L
2(d+2)
d
)
, δ
(
mω − Sω(uc(t))
)}
& E(uc(t)).
Thus, choosing ǫ > 0 small enough and R = R(ǫ) large enough, then by Corollary
5.6 with x(t) ≡ 0, we get
V ′′R(t) & E(uc(t)) = E(u0).
This together with (6.4) implies for T > 0,
T · E(u0) .
∣∣∣∣∫ T
0
V ′′R(t) dt
∣∣∣∣ = |V ′R(T )− V ′R(0)| . R.
Taking T large enough, we obtain a contradiction unless uc ≡ 0, which is impossible
due to ‖uc‖
L
2(d+2)
d
t,x ∩L
(d+2)(p−1)
2
t,x (R×R
d)
=∞. 
7. Blow-up
We will show the blow-up result in Theorem 1.3.
Let the weight function φ in (6.1) be a smooth, radial function([24]) satisfying
φ(r) = r2 for r ≤ 1, φ′′(r) ≤ 2 and φ(r) is constant for r ≥ 3.
By (6.3), we have
V ′′R(t) ≤ 4
∫
2|∇u|2 − d(p−1)
p+1
|u|p+1 + 2d
d+2
|u|
2(d+2)
d dx
+ C
R2
∫
R≤|x|≤3R
|u(t, x)|2 dx+ C
∫
R≤|x|≤3R
|u|p+1 + |u|
2(d+2)
d dx
= 8K(u) + C
R2
∫
R≤|x|≤3R
|u|2 dx+ C
∫
R≤|x|≤3R
|u(t)|p+1 + |u(t)|
2(d+2)
d dx.
(7.1)
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Since u is radial, we have the following radial Sobolev inequalities
‖u‖p+1
Lp+1(|x|≥R) ≤
C
R
(d−1)(p−1)
2
‖u‖
p+3
2
L2(|x|≥R)‖∇u‖
p−1
2
L2(|x|≥R),
‖u‖
2(d+2)
d
L
2(d+2)
d (|x|≥R)
≤ C
R
2(d−1)
d
‖u‖
2(d+1)
d
L2(|x|≥R)‖∇u‖
2
d
L2(|x|≥R),
this together with (7.1), the mass conservation and Young’s inequality shows ∀ ǫ > 0,
there exists R large enough that
V ′′R(t) ≤ 8K(u) + ǫ‖∇u(t)‖
2
L2 + ǫ. (7.2)
By K(u) < 0, energy, mass conservation and Lemma 2.7, we see
K(u(t)) < − (mω − Sω(u(t))) , ∀ t ∈ Imax,
thus
‖∇u(t)‖2L2 <
d(p−1)
2(p+1)
‖u(t)‖p+1
Lp+1
− (mω − Sω(u)).
So we have by (7.2),
V ′′R(t) ≤ 8K(u) + ǫ‖∇u(t)‖
2
L2 + ǫ
= 16Sω(u)− 8ω‖u‖
2
L2 +
16−4d(p−1)
p+1
‖u(t)‖p+1
Lp+1
+ ǫ‖∇u(t)‖2L2 + ǫ
< 16Sω(u)− 8ω‖u‖
2
L2 +
(
16−4d(p−1)
p+1
+ d(p−1)ǫ
2(p+1)
)
‖u(t)‖p+1
Lp+1
− ǫ(mω − Sω(u)) + ǫ.
Here we take ǫ > 0 small enough such that 16−4d(p−1)
p+1
+ d(p−1)ǫ
2(p+1)
< 0.
We also note by K(u) < 0 and Proposition 2.4,
mω ≤ Hω(u(t)) =
ω
2
‖u(t)‖2L2 +
d(p−1)−4
4(p+1)
‖u(t)‖p+1
Lp+1
,
so
4(p+1)
d(p−1)−4
(
mω −
ω
2
‖u(t)‖2L2
)
≤ ‖u(t)‖p+1
Lp+1
.
Thus, we have
V ′′R(t) ≤ 16Sω(u)− 8ω‖u‖
2
L2 − ǫ(mω − Sω(u)) + ǫ
+
(
16−4d(p−1)
p+1
+ d(p−1)ǫ
2(p+1)
)
4(p+1)
d(p−1)−4
(
mω −
ω
2
‖u(t)‖2L2
)
.
By Sω(u) < mω and the energy, mass conservation, we see there exists δ1 > 0 small
enough such that Sω(u) ≤ (1− δ1)mω. Then, we get
V ′′R(t) ≤ 16(1− δ1)mω − 8ω‖u‖
2
L2 − ǫ(mω − Sω(u)) + ǫ
+
(
−4d(p−1)−16
p+1
+ d(p−1)ǫ
2(p+1)
)
4(p+1)
d(p−1)−4
(
mω −
ω
2
‖u‖2L2
)
=−
(
16δ1 + ǫδ1 −
4(p+1)
d(p−1)−4
d(p−1)ǫ
2(p+1)
)
mω −
d(p−1)ǫ
2(p+1)
· 4(p+1)
d(p−1)−4
·
ω
2
‖u‖2L2 + ǫ
≤−
(
16δ1 + ǫδ1 −
2d(p−1)ǫ
d(p−1)−4
)
mω + ǫ.
We can take ǫ > 0 small enough that V ′′R(t) ≤ −4δ1mω, which implies that u must
blow up in finite time.
Remark 3. The blowup is shown for p ≤ 5, which leads to the restriction of the
blowup result to d ≥ 2. This is a technical restriction. See also [12, 24, 25] for some
related discussion.
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