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We report the first measurements of a complete second-order cumulant matrix of net-charge, net-
proton and net-kaon multiplicity distributions for the first phase of the beam energy scan program
at RHIC. This includes the centrality and, for the first time, the pseudorapidity window dependence
of both diagonal and off-diagonal cumulants in Au+Au collisions at
√
sNN = 7.7-200 GeV. Within
the available acceptance of |η| < 0.5, the cumulants grow linearly with the pseudorapidity window.
Relative to the corresponding measurements in peripheral collisions, the ratio of off-diagonal over
3diagonal cumulants in central collisions indicates an excess correlation between net-charge and net-
kaon, as well as between net-charge and net-proton. The strength of such excess correlation increases
with the collision energy. The correlation between net-proton and net-kaon multiplicity distributions
is observed to be negative at
√
sNN = 200 GeV and change to positive at the lowest collision energy.
Model calculations based on non-thermal (UrQMD) and thermal (HRG) production of hadrons
cannot explain the data. These measurements will help map the QCD phase diagram, constrain
hadron resonance gas model calculations and provide new insights on the energy dependence of
baryon-strangeness correlations.
I. INTRODUCTION
Ever since the first discussion of possible signatures of
the quark-gluon plasma (QGP) [1–4] at the Relativistic
Heavy-Ion Collider (RHIC) [5–8], physicists have been
exploring the landscape of the Quantum Chromodynam-
ics (QCD) phase diagram and trying to locate the conjec-
tured critical endpoint (CP) [9, 10]. About a decade ago,
the Beam Energy Scan (BES) program was proposed at
the RHIC to achieve such a goal by colliding heavy ions
over a wide range of beam energies [11]. One of the pri-
mary aims of such a program was to identify the signature
of criticality in the measurements of event-by-event fluc-
tuations of the net-multiplicity (δN) of different particle
species that carry different conserved charges (α) such
as net-electric charge (Q), net-baryon number (B), and
net-strangeness (S). It is suggested that the n-th order
cumulants of the net-multiplicity distributions (κnα[δN ])
are related to the n-th order thermodynamic susceptibili-
ties (χnα) of the corresponding conserved charges in QCD
that diverge near the CP [12–16]. Therefore, measure-
ments of κnα[δN ] can be used to signal the presence of
the CP [12, 17]. The STAR and PHENIX experiments,
over past few years, have measured such higher-order cu-
mulants of the net-charge (Q) [18, 19], net-proton (p, a
proxy for the net-baryon) [20, 21], and net-kaon (k, a
proxy for the net-strangeness) [22] multiplicity distribu-
tions, although no distinctive signatures of the CP have
been inferred from such measurements. In addition, these
measurements have also been used to extract the freeze-
out temperature (T ) and baryon chemical potential (µB),
at a given collision energy, by comparing the data with
hadron resonance gas model (HRG) and lattice QCD cal-
culations [18, 19, 23–26].
So far, RHIC measurements have focused on diago-
nal cumulants (κnα) which quantify the self-correlation
of a specific kind of conserved charge (α). Similar
to the diagonal cumulants, one can readily construct
and measure off-diagonal cumulants (κm,nα,β ) of the net-
charge, net-proton, and net-kaon multiplicity distribu-
tions in heavy-ion experiments. As we alluded to pre-
viously, these off-diagonal cumulants are related to the
off-diagonal thermodynamic susceptibilities (χm,nα,β ) that
carry the correlation between different conserved charges
(α, β) of QCD [27–31]. The importance of studying off-
diagonal cumulants was first highlighted in the context
of baryon-strangeness correlations [27], which can be
studied by measuring the energy dependence of the ra-
tios of off-diagonal over diagonal cumulants κ1,1B,S/κ
2
S .
Such ratios can be quantified by the susceptibility ra-
tio CB,S = −3χ1,1B,S/χ2S and are expected to show a rapid
change with the onset of deconfinement [27, 29, 32, 33].
Another impetus for studying off-diagonal cumulants
comes from the comparisons of lattice QCD and ideal
HRG model calculations [34, 35]. One expects ideal HRG
to be a good approximation of QCD matter below the
crossover transition temperature (e.g. Tc = 154 (±9)
MeV, at µB = 0 [36]). However, the baryon-charge sus-
ceptibility χ1,1B,Q shows a significant difference between
ideal HRG and lattice calculations [34, 35]. A similar
difference between HRG and lattice can also be seen
in higher-order baryon susceptibilities (χ4B). It turns
out that the off-diagonal cumulants, even at the level
of second-order, show significant sensitivity to the differ-
ence between the calculations from the ideal HRG and
lattice [37]. Calculations presented in [35] demonstrated
that by including additional interactions among hadrons
it may be possible to explain the difference between lat-
tice and HRG calculations for χ1,1B,Q. Therefore, measure-
ments of off-diagonal moments will help constrain differ-
ent hadron gas models that include various assumptions
on the underlying baryon-meson interactions, species de-
pendent freeze-out temperatures, and the number of res-
onance states [35, 38–41]. The measurements of off-
diagonal cumulants will enable independent extraction
of freeze-out parameters, as obtained previously using
diagonal cumulants.
It is important to take into account the sensitivity of
the off-diagonal and diagonal cumulants to the experi-
mental inefficiency of detecting neutral and heavy parti-
cles that also carry conserved charges. In most heavy-ion
experiments, the measurements of the total number of
produced baryons are challenged by the lack of detection
capability of neutral baryons (e.g. neutrons). The same
is also true for the measurements of strange particles.
It is difficult to perform high-purity event-by-event mea-
surements of neutral strange baryons such as Λ, strange
mesons such as K0S or other heavy conserved charge-
carrying particles such as Ω,Σ,Ξ, etc. This is because
they require reconstruction using invariant mass spectra
that reduces both the efficiency and purity of their detec-
tion [42]. One, therefore, uses the number of net-protons
(p) and net-kaons (k) as proxies for the measurements
of κnB and κ
n
S . Only the measurement of κ
n
Q does not
require any proxy. On the other hand, measurements of
off-diagonal cumulants such as κm,nQ,B or κ
m,n
Q,S are less af-
fected by the experimental inability to measure neutral
baryons or neutral strange particles, as they do not con-
4tribute to such correlations. They can be approximated
as κm,nQ,B ≈ κm,nQ,p and κm,nQ,S ≈ κm,nQ,k [43]. Without mea-
suring strange-baryons, one cannot simply approximate
κm,nB,S by κ
m,n
p,k . However, one expects a reasonable connec-
tion between the two quantities [43, 44]. Measurement
of κm,np,k therefore provides access to essential albeit qual-
itative features of a rapid change of baryon-strangeness
correlations near deconfinement transition as predicted
in [27].
We present the measurements of the second-order di-
agonal and off-diagonal cumulants of net-charge, net-
proton, and net-kaon distributions within the common
acceptance in Au+Au collisions at
√
sNN = 7.7, 11.5,
14.5, 19.6, 27, 39, 62.4 and 200 GeV from the STAR
experiment. We show a comparison of our results with
hadronic models, including HRG and UrQMD [45, 46].
The paper is organized as follows. In the next section
(section II) we define the observables and notations used
in this analysis. In section III, we discuss experimental
details and analysis techniques including particle identi-
fication, centrality selection, centrality bin-width correc-
tion, efficiency correction, and uncertainty estimation.
We discuss the results in section IV and summarize in
section V.
II. OBSERVABLES
Different second-order thermodynamic number sus-
ceptibilities of the conserved charges at thermal and
chemical equilibrium are related to the corresponding
second-order diagonal and off-diagonal cumulants of net-
multiplicity distributions [13] as,
χ2α =
1
V T 3
κ2α, χ
1,1
α,β =
1
V T 3
κ1,1α,β , (1)
where V and T are the system volume and temperature.
The second-order cumulants, also referred to as the vari-
ance (σ2α) and covariance (σ
1,1
α,β), respectively, can be ex-
pressed as
κ2α = σ
2
α = 〈(δNα − 〈δNα〉)2〉 (2)
and
κ1,1α,β = σ
1,1
α,β = 〈(δNα − 〈δNα〉)(δNβ − 〈δNβ〉)〉. (3)
Here, 〈· · ·〉 represents an average over the events with
δNα = Nα+ − Nα− and α, β can be p, Q and k for the
current measurements. It is more convenient to write all
possible combinations of cumulants in a matrix form as
σ =

σ2Q σ
1,1
Q,p σ
1,1
Q,k
σ1,1p,Q σ
2
p σ
1,1
p,k
σ1,1k,Q σ
1,1
k,p σ
2
k
 . (4)
Since σ1,1α,β = σ
1,1
β,α, we present measurements of the
six independent components of this cumulant matrix at
the different beam energies, centralities and windows of
pseudorapidity.
III. DATASET AND EXPERIMENTAL DETAILS
We make use of the data from Au+Au collisions at
RHIC collected by the STAR detector [47] over the
years 2010 to 2014. We analyze minimum-bias (MB)
events for eight different energies,
√
sNN = 7.7, 11.5,
14.5, 19.6, 27, 39, 62.4 and 200 GeV, acquired by re-
quiring the coincidence of signals from the Zero Degree
Calorimeters (ZDCs) [48] and the Vertex Position De-
tectors (VPDs) [49]. STAR has uniform acceptance at
mid-rapidity of |η| < 1, a full 2pi azimuthal coverage,
and excellent particle identification. The Time Projec-
tion Chamber (TPC) [50] sits inside a 0.5 T magnet
and records the charged particle tracks, measures their
momenta, and identifies them based on their energy loss
(dE/dx). We use the TPC to reconstruct the position
of the primary vertices of collisions along the beam di-
rection (Vz) and along radial direction transverse to the
beam axis (Vr). For the current analysis we restrict the
positions of primary vertices to be |Vz| < 30 cm and
Vr < 2 cm. RHIC delivers collisions at higher luminosity
for higher energies
√
sNN = 39, 62.4 and 200 GeV that
increases the probability of pile-up events. In order to
suppress such pile-up events we apply an additional cut
on the absolute difference between the z -vertex positions
determined by two different detectors (TPC and VPD),
i.e. |Vz(VPD)−Vz(TPC)| < 3 cm. In addition, pile-up
events have been removed by taking correlation between
the number of TPC tracks and number of TOF matched
tracks.
For the calculation of cumulants, we use charged tracks
reconstructed by the TPC within |η| < 0.5, and with
transverse momentum 0.4 < pT < 1.6 GeV/c. To reduce
the contamination from the secondary charged particles,
we only select tracks with a distance of closest approach
(DCA) from the primary vertex less than 1 cm. We also
require at least twenty ionization points (nFitPoints) in
the TPC for selecting a good track.
A. Particle identification
We use a combination of the TPC and Time-of-Flight
(TOF) [49] detectors for the measurements of (anti-) pro-
tons (p(p¯)) and (anti-) kaons (K±) within the same ac-
ceptance. Figure 1 (top) shows the distribution of the
energy loss of charged tracks passing through the TPC,
plotted against charge times momentum. To achieve a
good purity in the sample of identified particle species
“X”, we determine a quantity nσX defined as,
nσX =
ln[(dE/dx)Measured/(dE/dx)Bichsel]
σX
. (5)
5FIG. 1. Top: dE/dx from TPC plotted against charge ×
momentum of individual particles for Au+Au collisions at√
sNN = 27 GeV. Bottom: m
2 from the TOF detector plotted
as a function of charge × momentum for Au+Au collisions at√
sNN = 27 GeV. The red and pink lines represent the proton
and kaon selection cuts respectively. Similar distributions are
obtained for all other collision energies.
Here (dE/dx)Measured is the ionization energy loss mea-
sured by the TPC, and (dE/dx)Bichsel is the correspond-
ing theoretical value from Bichsel curves estimated for
each identified particle using an extension of the Bethe-
Bloch formula [51]. The quantity σX is the dE/dx res-
olution of TPC. It is obvious from Fig. 1 that the iden-
tification using TPC is limited to low momenta where
distinct dE/dx bands are observed for different particle
species. We, therefore, use TOF to improve particle iden-
tification over a wider range of momenta by measuring
the flight time (t) of a particle from the primary vertex of
a collision. By combining such information with the path
length (L) traversed by the particle, measured by TPC,
one can directly calculate the velocity (v) and mass (m)
using the expressions:
β =
v
c
=
L
ct
, (6)
m2 = p2
((
1
β
)2
− 1
)
. (7)
Fig. 1 (bottom) shows the distribution of the m2
against charge times momentum. This is used to iden-
tify different particle species. This additional informa-
tion of m2 helps us to identify p(p¯) and K± in the region
of higher momentum where their dE/dx distributions
merge as shown in Fig. 1 (top). More specifically, for
particles with 0.4 < pT < 0.8 GeV/c we use the TPC to
identify the p(p¯) using a cut of |nσp| < 2. To identify p(p¯)
in the range 0.8 < pT < 1.6 GeV/c, we apply an addi-
tional cut of 0.6 < m2 < 1.2 GeV2/c4 using TOF. In case
of K±, we use the following criteria: 0.15 < m2 < 0.4
GeV2/c4, |nσK | < 2 and |nσp| > 2 for the entire range of
transverse momentum, i.e., 0.4 < pT < 1.6 GeV/c. The
purities of K± and p(p¯) are found to be 98% and 99%,
respectively.
B. Centrality determination and bin-width
correction
In order to determine collision centrality we use the
distribution of the measured charged-particle multiplic-
ity (Ntrk) within 0.5 < |η| < 1. Thus, we exclude the
particles used to calculate the cumulants from the parti-
cles used to determine the centrality to reduce autocor-
relation effects [18, 21]. We perform our analysis for nine
centrality intervals (0-5%, 5-10%, 10-20%, ..., 70-80%),
and use a Monte Carlo Glauber model [51, 52] to esti-
mate the average number of participating nucleons Npart
for each of these intervals. For details, we refer the reader
to [51].
The conventional approach to centrality analysis leads
to an artifact in the event-by-event analysis of cumulants
known as the centrality bin width (CBW) effect [53, 54].
This happens because a given centrality class (e.g. 0-
5%) is determined using the charged-particle multiplic-
ity (uncorrected) distribution. A particular window of
Ntrk corresponds to a large variation of impact parame-
ter and collision geometries. Such variations lead to vol-
ume fluctuations, complicating the picture of ensemble
averaging over identical configurations. Also, cumulants
of different orders can have different sensitivity to such
fluctuations [55]. In principle, CBW cannot be removed
completely due the lack of knowledge of the collision ge-
ometry in heavy-ion collisions. These effects can be min-
imized by choosing narrowest possible windows of Ntrk.
In order to both minimize CBW and present the final re-
sults in terms of conventional centrality intervals (0-5%,
5-10%, 10-20%, ..., 70-80%), we perform the following
procedure.
We first estimate different cumulants in bins of unit
multiplicity and then weight the cumulants by the num-
ber of events in each bin over a desired centrality class.
This can be expressed as,
O =
∑
i niOi∑
i ni
=
∑
i
ωiOi. (8)
Here Oi is the observable measured in the ith multiplicity
bin, ni and ωi (=
ni∑
i ni
) are the number of events and the
weight factor for ith multiplicity bin, respectively. This
approach was implemented in previous publications from
6STAR and PHENIX [18, 19, 21]. A number of indepen-
dent studies indicate that the CBW effect is negligible for
lower-order (≤ 2) cumulants [53, 54]. Note that statisti-
cal uncertainties of the cumulants also require the same
CBW correction. All the results presented in this paper
include CBW correction.
C. Efficiency correction
Cumulant measurements are complicated by the finite
efficiency of detection. We perform the efficiency correc-
tion in two steps: first, we determine the numerical values
of the efficiency using detector simulation and then we
use the algebra based on binomial detector response [56]
to correct the measurements of individual cumulants. A
major challenge in this context arises from the depen-
dence of efficiency on particle species and transverse mo-
mentum which leads to a cumbersome algebra of effi-
ciency correction [57].
For the first step, we estimate the tracking efficiency
using simulations based on the geant [58] implementa-
tion of the TPC. The efficiency values of proton and anti-
proton, for all beam energies, vary between 60-80% and
80-83% at the most central (0-5%) and peripheral (70-
80%) centralities, respectively, at low-pT (0.4 < pT < 0.8
GeV/c). As mentioned above, we use a combination of
TPC and TOF for the identification of high-pT particles.
We estimate the combined TPC+TOF efficiency for high-
pT particles by multiplying the TPC tracking efficiency
and TOF matching efficiency. The TOF matching effi-
ciency is estimated by comparing the number of tracks
that are detected in TPC and the ones that also have cor-
responding hits in TOF. The combined TPC+TOF effi-
ciency is approximately 30% lower than the TPC tracking
efficiency because not every track detected in TPC can
be matched to a corresponding hit in TOF. For p(p¯), the
TPC+TOF efficiency varies between 40-60% at all cen-
tralities and beam energies within 0.8 < pT < 1.6 GeV/c.
Similarly, for K±, the TPC+TOF efficiency varies about
38-42% in the range 0.4 < pT < 1.6 GeV/c. In case of in-
clusive charged particles, measured within 0.4 < pT < 1.6
GeV/c, TOF-matching is not required. For Q±, we find
a variation of the efficiency between 60-80% and 75-80%
at 0-5% and 70-80% centralities, respectively, for all eight
energies.
For the second step, we apply the efficiency values
in the algebraic expressions that relate the true cumu-
lants to the measured ones. Such expressions are ob-
tained by assuming an ansatz of binomial detector re-
sponse [56, 57, 59]. The same approach of efficiency cor-
rection has been performed in the previous measurements
of the diagonal cumulants [18, 21, 22]. It has been argued
that deviations from binomial detector response will fur-
ther complicate the efficiency corrections [60]. The effects
of non-binomial detector response are currently being ex-
plored in the STAR collaboration [22]. Nevertheless, in
a recent publication it has been explicitly demonstrated,
using hijing+geant simulations with STAR geometry,
that binomial detection response for efficiency correction
can reproduce the cumulants of the initial input mul-
tiplicity distributions [22, 58]. Particularly, for second-
order cumulants, the binomial detector response is shown
to be a reasonable approximation.
In this analysis, we apply binomial efficiency correc-
tions for all six cumulants in two pT bins, nine centrality
bins, and separately for particles and anti-particles. It
must be noted that the statistical uncertainties of these
cumulants have to be also corrected for detection effi-
ciency [61]. A detailed discussion of both the statistical
and systematic uncertainties can be found in the follow-
ing section.
D. Uncertainty estimation
We estimate statistical uncertainties of the diagonal
and off-diagonal cumulants using the analytical error
propagation method [62, 63]. Statistical uncertainty of
the cumulant of net-distributions depends on the vari-
ance of the distribution and the number of events (n).
For a cumulant of any order, the statistical uncertainty
is expressed in terms of higher-order cumulants. There-
fore, along with the cumulants, we also perform efficiency
corrections to the estimated statistical uncertainties [59].
We estimate systematic uncertainties in our measure-
ments by varying track selection criteria (DCA, nFit-
Points values) and the conditions for particle identifi-
cation (|nσK |, |nσp
∣∣ values). When we vary these cuts,
we make sure the measured particle yields lie within 5%
of what is obtained for the default cuts. We take into
account the correlations of the statistical uncertainties
while studying the systematic effects. The feed down
from weak decays decreases the purity of the proton and
kaon samples, however in our case they are largely sup-
pressed by applying DCA cuts. We vary the DCA cut
within a range of 0.8-1.2 cm and find that the magnitude
of the cumulants at
√
sNN = 200 (7.7) GeV changes by
about 10 (6)%. However, the variation of such cuts on
the ratio of off-diagonal over diagonal cumulants is about
1%.
The variation of nFitPoints over a range of 16-24 leads
to about 2% variations in the cumulants. The parti-
cle identification condition and detection efficiency con-
tribute among the dominant sources of (5-7%) system-
atic uncertainty. We also estimate systematic variations
in the cumulant values by varying the tracking efficiency
by 5%; such variations account for the uncertainty in the
geant simulation. In this analysis, we find statistical
uncertainties to be smaller (less than 5%) than the corre-
sponding systematic uncertainties. We also find the sys-
tematic uncertainties have a weak dependence on beam
energy. Overall systematic uncertainties lie within 8-15%
for all the results.
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IV. RESULTS AND DISCUSSION
We start with the differential measurements of the cu-
mulants. Figure 2 shows the efficiency-corrected diagonal
and off-diagonal cumulants as a function of the η-window
for most central (0-5%) and peripheral (70-80%) bins
and for eight different collision energies. Since our mea-
surements involve centrality determination using charged
tracks within the acceptance of 0.5 < |η| < 1, we can
vary the width of the η-window to a maximum value of
0.5. We observe that in central events the cumulants, ex-
cept σ1,1p,k show a linear increasing trend with increasing
η-window within the range of 0.1 < |η| < 0.5 for the mea-
sured beam energies. σ1,1p,k shows significantly different
trends in contrast to the other cumulants. It is negative
at all energies except for
√
sNN = 7.7 GeV. As discussed
below, this might indicate an anti-correlation between
proton and kaon production, as expected from the fact
that positive baryon number is associated with negative
strangeness [27]. At the lowest beam energy, other mech-
anisms [64, 65] must dominate such anti-correlation to
change the sign of σ1,1p,k. The magnitudes of all the cu-
mulants are closer to zero at |η| < 0.1; for peripheral
collisions (70-80%) the cumulants are close to zero over
the whole range of η-window.
Ref. [66] discusses the underlying origin of the rapid-
ity acceptance (∆ywindow) dependence of cumulants. The
authors argue that a linear dependence (κα ∝ ∆ywindow)
is expected if the cumulants are driven by uncorre-
lated contributions developed over a range of acceptance
(∆ycorr) that is much smaller than the window of mea-
surements (∆ywindow). If the underlying correlations are
developed over a range ∆ycorr  ∆ywindow, one expects
deviations from a linear dependence. Although we use
pseudorapidity rather than rapidity, based on the mo-
tivations from [66], we perform linear fits (a + b × |η|)
to the data shown in Fig. 2 for 0-5%. Similar linear
growth is also observed for 70-80% centrality. We do
not find a significant deviation from linear dependence
within the range of our measurements. However, it is
known that such linear growth will saturate at a cer-
tain η-window, and then should decrease to a minimum
value at |η| = 2Ybeam due to the global charge conserva-
tion [27]. A detailed simulation demonstrating the effect
of global conservation, using the UrQMD and HRG mod-
els, can be found in [43]. Figure 2 shows UrQMD calcula-
tions for 0−5% centrality. UrQMD explains the diagonal
cumulants but does a poor job for the off-diagonal ones.
This already hints that off-diagonal cumulants contain
additional information as compared to diagonal cumu-
lants and cannot be described by hadronic models.
It will be possible to perform an improved study of
the acceptance dependence of cumulants with the future
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iTPC upgrade of STAR planned for the BES-II program
at RHIC [67, 68]. For the BES-II program, the centrality
determination can be performed by an independent event
plane detector (EPD) [69] over an acceptance window of
2.1 < η < 5.1. Therefore, it will be possible to measure
acceptance dependence of the cumulants using iTPC over
a wider η-window (∼ 1.7) and search for deviations from
a linear trend as predicted in [27, 66, 70].
For the rest of the paper, we present results for cumu-
lants integrated over the window of |η| < 0.5. In Figs. 3
and 4 we present the centrality dependence of efficiency-
corrected second-order diagonal and off-diagonal cumu-
lants, respectively, for all eight energies. For all diagonal
cumulants shown in Fig. 3, we find a linear increasing
trend as expected from a scaling predicted by the cen-
tral limit theorem (CLT): σ2 ∝ 〈Npart〉. The slopes of
σ2k and σ
2
Q show a monotonic increase with the collision
energy. A different trend is seen for the 〈Npart〉 depen-
dence of σ2p for net-proton distributions. The slope of
this dependence decreases in the range of
√
sNN = 7.7-
19.6 GeV, remains approximately constant over
√
sNN =
19.6-39 GeV and then increases in the range of
√
sNN =
39-200 GeV. Such a trend, first reported in [21], can be
attributed to the details of baryon transport that has a
strong collision energy dependence. As can be seen from
Fig. 3, at
√
sNN = 200 GeV, σ
2
Q > σ
2
k > σ
2
p, while for
the range of
√
sNN = 7.7-19.6 GeV, one finds an ordering
like σ2Q > σ
2
p > σ
2
k as expected from a baryon dominated
medium at lower energies. We find that UrQMD calcu-
lations slightly underestimate these cumulants although
seem to qualitatively describe the trend seen in data.
The centrality dependence of the off-diagonal cumu-
lants σ1,1Q,kand σ
1,1
Q,p, shown in Fig. 4, is very similar to that
of the diagonal cumulants. A distinct difference is seen
for σ1,1p,k. The values of σ
1,1
p,k are negative at higher ener-
gies. At lower energies, we observe a slight deviation from
CLT associated with a sign change that we discussed pre-
viously in the context of Fig. 2. The magnitude of σ1,1p,k is
much smaller than σ1,1Q,k (or σ
1,1
Q,p) as the latter can have
a contribution from self-correlations. Once again we see
quantitative disagreement between data and UrQMD cal-
culations which is more pronounced in comparison with
what is seen for the diagonal cumulants.
We now explore the order of magnitude difference be-
tween σ1,1p,k and σ
1,1
Q,p (or σ
1,1
Q,k) by constructing ratios of
off-diagonal and diagonal cumulants defined as
Cp,k =
σ1,1p,k
σ2k
, CQ,k =
σ1,1Q,k
σ2k
, CQ,p =
σ1,1Q,p
σ2p
. (9)
The construction of Cα,β , also referred to as “Koch ra-
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tio”, is motivated by [27]. The trivial volume dependence
of the cumulants is expected to be cancelled in such ra-
tios. Also, since the number of p(p¯) and K± are subsets
of Q±, it is natural to normalize σ1,1Q,k (σ
1,1
Q,p) by the self-
correlation of net-kaon (net-proton). It must be noted
that σ1,1p,k is not affected by trivial self correlations. One
can, therefore, choose either σ2k or σ
2
p in the denomina-
tor of Cp,k; in this paper we use σ
2
k. Note that, in the
original definition of CB,S = −3× χ1,1B,S/χ2S , the authors
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of [27] included a pre-factor of −3; for our definition in
Eq. 9 we do not include such pre-factors.
Figure 5 presents the centrality dependence of these
Koch ratios. An interesting trend is seen for Cp,k. It
shows a weak centrality dependence and a sign change
as expected from the trend observed for σ1,1p,k in Fig. 4.
For most of the centrality bins, the sign change happens
around 14.5-19.6 GeV. We will come back to this impor-
tant observation later in this paper. On the other hand,
CQ,k and CQ,p show much stronger energy and central-
ity (particularly, at higher energies) dependence. Since
they measure the excess correlation, it is not obvious why
an increase of net-charge is strongly affected by the in-
crease of net-proton or net-kaon in the system. We see
both qualitative and quantitative disagreements between
data and UrQMD calculations. We investigate this in
the following sub-section by concentrating only on two
centrality bins.
Figure 6 shows the beam energy dependence of the
Cp,k, CQ,k and CQ,p for two centralities (0-5% and 70-
80%). We compare the data with the UrQMD [45] cal-
culations and with an implementation of the HRG model
based on the experimentally known hadron spectrum
(PDG) [38].
Correlated fluctuations of total kaons and protons were
previously reported by NA49 and STAR collaborations
in [71, 72]. However, in this work, we measure the corre-
lation in the corresponding net-multiplicity distributions
to study net-baryon and net-strangeness correlations in
a more direct way. The top panel of Fig. 6 indicates that
Cp,k has a very weak energy dependence down to 19.6
GeV that is very similar for both the central and periph-
eral events. The UrQMD model seems to give rise to a
Cp,k that is either positive or consistent with zero within
the uncertainties. On the other hand, the HRG model
calculations for Cp,k are consistent with zero. Clearly,
we do not see such trends in the data. For the two
centralities shown in Fig. 6 (and for all the centralities
shown in Fig. 5) we see that Cp,k is significantly negative
(3σ below zero at
√
sNN = 200 GeV) at higher energies.
At lower energies, Cp,k becomes positive (4σ above zero
at
√
sNN = 7.7 GeV). The contribution to Cp,k from a
hadronic medium is difficult to understand. The decay
of resonance Λ(1520) → p + K− with a branching ratio
of (22.5 ± 0.5%) [73] can contribute to Cp,k. However,
such a decay increases net-proton and decreases net-kaon
in the system and therefore, can only lead to an anti-
correlation and cannot be responsible for the positive
values of Cp,k at lower energies. An indirect source of
correlations between net-proton and net-kaon is expected
to arise at lower energies from the associated production:
pp→ pΛ(1115)K+ [64]. Such a hadronic scattering pro-
cess dominates owing to the abundance of protons and
leads to an increase in the fraction of net-kaon (and also
net-lambda) at lower energies [22, 74]. One, therefore,
expects events with higher net-protons to be associated
with higher net-kaons resulting in positive values of Cp,k
at lower energies. The associated production is already
included in the UrQMD model [65], which might explain
the trend seen in Fig. 6. Note that the associated produc-
tion is followed by the resonance decay Λ(1115)→ p+pi−
with a branching ratio of 63.9%. Since the decay proton
from this channel is strongly correlated with the K+ from
the associated production, one expects a further increase
in the net-proton to net-kaon correlation as energy de-
creases. The UrQMD calculations shown in Fig. 6 corre-
spond to an evolution time of τevol = 100 fm/c and do not
include the decay of Λ(1115) that has a decay length of
cτ = 7.89 cm. Although we apply a DCA cut of 1 cm in
our analysis we do not fully exclude the protons coming
from the Λ(1115) decays. Therefore, we force the decay
of all the produced Λ’s in UrQMD and find an increase
of Cp,k by about 30% at 7.7 GeV. At higher energies
(200 GeV) we find negligible effect on Cp,k from both as-
sociated production and the subsequent Λ(1115) decay.
At higher energies where µB is small, the abundance of
baryonic resonances like Λ(1520) is also small [75, 76].
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This may be the possible reason for nearly zero values
of Cp,k seen in HRG and for UrQMD at higher energies.
Therefore, the negative value of Cp,k at higher energies
may not be dominantly coming from the hadronic phase.
We discuss the expectations from a QGP phase below.
The correlated production of net-proton and net-
kaons from a QGP phase is a consequence of positive
strangeness (carried by a strange anti-quark) being asso-
ciated with a negative baryon number. One, therefore,
expects production of net-strangeness or net-kaon to be
correlated with a compensating decrease in net-baryon
or net-proton. This strong anti-correlation between net-
strangeness and net-baryon in the QGP phase is expected
to have weak T and µB dependence [27]. In a hadronic
phase, such correlations will have a strong dependence
on T and µB . One of the original predictions of [27]
was that CB,S would show weak T and µB dependence
in the QGP phase and a strong dependence in the HRG
phase. Since changing
√
sNN changes both T and µB , it
is not straightforward to directly compare the
√
sNN de-
pendence of Cp,k shown in Fig. 6 to the behavior as pre-
dicted for CB,S in [27]. Nevertheless, the current data on
Cp,k may provide some important insights on the baryon-
strangeness correlations that are expected to change at
the onset of deconfinement [27, 33].
A very different behavior is observed for the energy de-
pendence of CQ,p and CQ,k. Both of these ratios show sig-
nificantly higher correlations in central 0-5% events than
in 70-80% events. The difference shows an increasing
trend with energy, not predicted by UrQMD calculations.
The HRG predictions for these ratios are much lower than
the data. Clearly, the excess correlation of net-charge
with net-kaon and net-proton, cannot be explained by
either thermal (HRG) or non-thermal (UrQMD) produc-
tion of hadrons. It must be noted that unlike Cp,k one
expects many resonances to contribute to CQ,p and CQ,k.
For example, in case of CQ,p, one expects contributions
from the decay of baryons such as ∆++ → pi+ + p [73].
The doubly charged state of ∆++ can simultaneously in-
crease net-proton and net-charge. The quantity CQ,k
should have contributions from the resonance decay to
K and pi states that has a net-charge state and can de-
cay to change the number of net-kaons. Resonance de-
cays like K∗0(892)→ pi± +K∓ or φ(1020)→ K+ +K−
[73] will not change CQ,k as they do not lead to corre-
lated production of net-charge and net-kaon. Decays like
K∗±(892)→ K0S+pi± increases both the net-strangeness
and net-charge in the system, although, it is not clear if
such decays lead to correlated production of net-kaon and
net-charge. Therefore, a small contribution to CQ,k from
the hadronic phase is expected. More theoretical input is
needed to see if the excess correlations, seen for CQ,p and
CQ,k, indeed come from the resonance states that have
not been included in the existing hadronic models [77].
It will also be important to understand if the growth of
these cumulants with collision energy can be explained
by model calculations that include contributions from the
QGP phase.
V. SUMMARY AND OUTLOOK
In this paper we present the second-order diagonal
and off-diagonal cumulants of net-charge, net-proton and
net-kaon multiplicity distributions, within a common ac-
ceptance of |η| < 0.5 and 0.4 < pT < 1.6 GeV/c in
Au+Au collisions at eight different energies in the range
of
√
sNN = 7.7-200 GeV. The primary motivation of
this analysis is to understand the mechanism behind the
correlated production of hadrons carrying different con-
served charges in heavy-ion collisions. Many theoreti-
cal calculations hint that correlated production of two
different conserved charges contains additional informa-
tion that can provide crucial tests for hadronic models
of heavy-ion collisions. With the current measurements
we indeed demonstrate that although hadronic models
describe the variance of a particular conserved charge
distribution, they fail to describe many features of the
correlated fluctuations of two different kinds of conserved
charges.
The findings of this analysis can be summarized as fol-
lows. We observe a strong dependence of the cumulants
with the phase space window of measurements. When
plotted as a function of the η-window, all cumulants
show an approximately linear dependence, a trend that
is reproduced by UrQMD model calculations, although,
the growth of the off-diagonal cumulants is weaker in
UrQMD than in data. The centrality dependence of
the cumulants within a given pseudorapidity window
(|η| < 0.5) is also linear when plotted against the num-
ber of participants. The slope of such dependence for
the σ1,1p,k changes sign at lower energies. We construct
the Koch ratios Cp,k, CQ,p and CQ,k by dividing the off-
diagonal cumulants by the diagonal ones to remove the
trivial volume dependence. The values of Cp,k are clearly
negative (with about 3σ significance) at
√
sNN = 200
GeV, they change sign around 19.6 GeV for most central-
ity bins, and become positive (with about 4σ significance)
at
√
sNN = 7.7 GeV. UrQMD and HRG predict values of
Cp,k that are either positive or consistent with zero and
do not explain the non-zero negative values observed for
data at higher energies. We argue that the energy and
centrality dependence of Cp,k will help understand the
baryon-strangeness correlations that is predicted to have
different dependence on T and µB between the QGP and
hadronic phases [27, 29, 32, 33].
The ratios CQ,p = σ
1,1
Q,p/σ
2
p and CQ,k = σ
1,1
Q,k/σ
2
k are
constructed such that they measure the excess corre-
lations of net-charge with net-proton and net-kaon, re-
spectively. This removes the trivial self-correlations aris-
ing from the fact that Q± contains both p(p¯) and K±.
Both CQ,p and CQ,k show strong centrality dependence
in data indicating the presence of a large excess correla-
tion in most central events in comparison with periph-
eral events. The difference between central and periph-
eral events seems to grow with energy. Both UrQMD and
HRG models under-predict the data and can not describe
the strong energy and centrality dependence of CQ,p and
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CQ,k. Current data will, therefore, constrain HRG and
improve modeling of correlated production of particles
carrying different conserved charges in heavy-ion colli-
sions. It will be important to obtain theoretical input to
see if the behavior of CQ,p and CQ,k has a partonic origin
and therefore is not captured by conventional hadronic
models. Finally, we argue that the measurements of the
full cumulant matrix of net-multiplicity distributions in a
common acceptance will improve the estimation of freeze-
out parameters extracted by HRG or lattice calculations
that help map the QCD phase diagram.
The measurements presented here are limited by
the current acceptance of the STAR detector. A more
comprehensive measurement of higher-order cumulants
will be pursued by the second phase of BES program
(BES-II) with better capability of centrality determina-
tion using the EPD and with the improved acceptance of
the inner Time Projection Chamber (iTPC) upgrade of
STAR. Also, in this paper we have restricted ourselves
to the measurements of off-diagonal cumulants up to
second-order. With higher-statistics data sets and
improved techniques of detector efficiency corrections
it will be possible to measure higher-order off-diagonal
cumulants in the upcoming BES-II program of RHIC.
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