Latent Semantic Indexing (LSI) is an effective method to discover the underlying semantic structure of data. It has numerous applications in information retrieval and data mining. However, the computational complexity of LSI may be prohibitively high when applied to very large datasets. In this paper, we present a fast approximate algorithm for large-scale LSI that is conceptually simple and theoretically justified. Our main contribution is to show that the proposed algorithm has provable error bound and linear computational complexity.
Introduction
In many problem domains, the data can be naturally modelled as a matrix A such that each column corresponds to a feature and each row describes an instances as a point or vector in the feature space. For example, a collection of m documents that contain n distinctive terms can be represented as an m × n document-term matrix [17] .
The technique of Latent Semantic Indexing (LSI) [6, 3, 20, 14] employs truncated Singular Value Decomposition (SVD) [13, 11] (see Section 2) to find the best low-rank description of A ∈ R m×n , i.e., the matrix D ∈ R m×n of rank k (k ≪ m, n) with minimum error A − D F where · F denotes the Frobenius norm. Since the intrinsic dimensionality of data is usually much smaller than n, the low-rank matrix D actually reveals the underlying semantic structure of the original data matrix A. For example, it has been shown that using D instead of A for information retrieval can effectively deal with the tough problem of synonymy and polysemy [6] .
There are numerous applications of LSI in information retrieval and data mining, including ad hoc text retrieval [6, 3, 20, 14] , cross-language retrieval [10] , distributed retrieval [23] , text categorisation [5] , Web search [15, 26] , face or object recognition [25, 19] , and DNA microarray data analysis [2, 21, 24] .
However, the computational complexity of LSI is superlinear (in m and n) [13, 11] , which may be prohibitive when A is very large.
In this paper, we present a fast approximate algorithm for large-scale LSI that is conceptually simple and theoretically justified. The central idea is to perform truncated SVD computation not directly on A but on its sketch sub-matrix S that consists of the s (k ≤ s ≪ m, n) columns of A with largest lengths (l 2 norms) | · |. We prove that the rank k description D * of A obtained in this way is close to the optimal rank k description of A: The rest of this paper is organised as follows. In Section 2, we review the background knowledge of linear algebra. In Section 3, we describe our fast approximate algorithm for large-scale LSI. In Section 4, we give an analysis on the algorithm's error bound and computational complexity. In Section 5, we present the preliminary experimental results. In Section 6, we discuss related work. In Section 7, we make conclusions.
Preliminary
This section contains a brief review of linear algebra [13, 11] that is relevant to our work.
For a vector x ∈ R n , let x j , j = 1, . . . , n denote the j-th element of x. The length or l 2 norm of x is For a matrix A ∈ R m×n , let A ij denote the (i, j)-th element of A, and also let A (i) , i = 1, . . . , m denote the ith row of A as a row vector and A (j) , j = 1, . . . , n denote the j-th column of A as a column vector. The Frobenius norm of A that provides a measure of A's size is defined by
If Tr(A) represents the matrix trace, i.e., the sum of the diagonal elements, of A, then
Furthermore, if {x 1 , . . . , x n } constitute a basis of R n , then
The rank of A, rank(A), is the number of linearly independent columns (or rows) of A.
Given a matrix A ∈ R m×n , there exist orthogonal matri-
where 
m×r denotes the matrix consist of the first r columns of U, V r ∈ R r×n denotes the matrix consist of the first r columns of V, and Σ r ∈ R r×r denotes the principal r × r sub-matrix of Σ, then
For 1 ≤ k < r, the truncated SVD of A (see Figure 1 ) is given by
The matrix A k ∈ R m×n is the projection of A on to the space spanned by the top k singular vectors of A, i.e.,
and
Furthermore, the distance (as measured by · F ) between A and any rank k approximation to A is minimised by A k , i.e.,
In other words, the matrix A k constructed from the k largest singular triplets of A is the optimal rank k approximation to A with respect to · F . It can be shown that
According to the matrix perturbation theory [22] , the size of the difference between two matrices can be used to bound the difference between the singular value spectrum of the two matrices. In particular, the Hoffman-Wielandt inequality states that if
Algorithm
Consider a very large data matrix A ∈ R m×n , and without loss of generality assume that m ≥ n. The LSI of A can be considered as an optimization process that finds A k , i.e., the optimal rank k approximation to A in terms of the Frobenius norm · F of their difference. Since the computational complexity of this process depends on the dimension of A, our idea for accelerating the process is to divide it into two stages:
1. reduce the high dimensional matrix A to a low dimensional matrix S ∈ R m×s that is close to A;
perform the truncated SVD of S that provides approximations to the singular values and singular vectors of the original matrix A.
A simple method to construct the low dimensional matrix S is to pick s ≪ n columns from A. Since
the best strategy for minimizing the Frobenius norm loss is obviously to select the s columns with largest lengths | · |. Furthermore, we can get the truncated SVD of S through performing eigen-decomposition of the symmetric matrix S T S ∈ R s×s which can be computed efficiently if s is small.
Our fast approximate algorithm for large-scale LSI is presented in Figure 2 . Given a matrix A ∈ R m×n , the algorithm returns the approximations to A's left singular vectors U k = [û 1 , . . . ,û k ] as well as the approximations to A's singular values Σ k = diag (σ 1 , . . . ,σ k ). Then a rank k approximation to A can be given by
which (as we will show later in Section 4) is close to A k the optimal rank k approximation to A.
Analysis

Error Bound
The matrix
If using the fast approximate algorithm for large-scale LSI (as described in Figure 2 ) on A ∈ R m×n we get the result
Proof. Using the rules that X 2 F = Tr X T X and
Applying the Cauchy-Schwartz inequality and noting that u 1 , . . . ,û k provides a basis of R k , we get
Output: U k and Σ k .
• Calculate |A (j) | = m i=1 A 2 ij for j = 1, . . . , n.
• Construct S = A (j1) , . . . , A (js) where A (jt) , t = 1, . . . , s are the s columns of A with largest lengths |A (jt) |.
• Compute S T S.
• Perform the eigen-decomposition of S T S, i.e., S T S = QΛQ T where Q = [q 1 , . . . , q s ] and Λ = diag(λ 1 , . . . , λ s ) with λ 1 ≥ . . . λ s ≥ 0.
• Computeσ t = √ λ t for t = 1, . . . , k.
• Computeû t = Sq t /σ t for t = 1, . . . , k.
• 
Applying the Cauchy-Schwartz inequality again and in addition the Hoffman-Wielandt inequality, we get
Applying the triangle inequality to combine the above two inequalities, we get
Without loss of generality, we can assume that A (j) , j = 1, . . . , s are the largest columns of A, i.e., S = A (1) , . . . , A (s) . Then applying the triangle inequality again, we get
Finally, assembling all the above inequalities yields the theorem,
The above theorem also justifies our intuition that the best strategy to construct the sketch matrix S is to select the largest columns from A thus the proportion p = S 2 F / A 2 F is large and consequently the error bound is small.
In practice, it could be more convenient to determine the value of parameter s based on a pre-fixed threshold of p rather than the other way around.
Computational Complexity
Let's examine our fast approximate algorithm for largescale LSI (as shown in Figure 2 ) step by step.
Calculating the lengths of the columns of A, i.e.,
ij for j = 1, . . . , n, can be done in one pass over A and requires only O(n) additional time and space. Picking the s largest columns from the n columns of A can be done using selection algorithms [4] which typically have O(n + s log s) computational complexity, but as we do not need those largest s columns A (j1) , . . . , A (js) to be themselves ordered, the complexity can be further reduced to O(n).
Then the construction of S takes O(ms) additional time and space, and to get S T S we need O(ms 2 ) additional time and space. Furthermore, the eigen-decomposition of the s × s matrix S T S takes O(s 3 ) additional time and space [13, 11] . Moreover, computingσ t = √ λ t for t = 1, . . . , k requires O(k) additional time and space; computingû t = Sq t /σ t for t = 1, . . . , k requires O(msk) additional time and space.
In summary, since s and k are constants, the overall computational complexity of our algorithm is only O(m + n).
Experiments
We have implemented our algorithm in Matlab, and performed preliminary experiments on a real-world text dataset 20-newsgroups 1 [16] . There are totally 19928 documents and 62061 terms, therefore the document-term matrix A has m = 19928 rows and n = 62061 columns. Assuming the number of latent semantic concepts in this corpus to be 20, we use truncated SVD with k = 20 of A for LSI. The experimental observation is that selecting the s = n/10 columns with largest lengths, our fast approximate algorithm is an order of magnitude faster than the original LSI algorithm, while keeping the approximation error small as 1 − p = 0.1002. In practice, we note that the fast approximate algorithm often performs much better than the theoretical error bound suggests.
Related Work
The exact solutions of truncated SVD are typically computed using iterative algorithms like the Lanczos method [18] , but the computational complexity of such algorithms is too high to be practical on very large datasets.
Gorrell proposed an incremental algorithm for approximate truncated SVD which works in a neural-network-like fashion and requires much less resources [12] . Tang et al. proposed to reduce the cost of truncated SVD through document clustering and term selection [23] . However, those approximate algorithms do not come with a theoretical guarantee of error bounds.
Drineas et al. proposed a randomised algorithms for approximate truncated SVD which also reduces the computation on the given large matrix A to that on a small sketch matrix consisting of randomly sampled columns from A according to a certain probability distribution [7, 8, 9] , but their used sketch matrix, unlike ours, contains many duplicate columns and consequently impairs the algorithm's time and space efficiencies. Achlioptas and McSherry proposed an alternative entry-wise randomised algorithm for approximate truncated SVD based on the theory of random matrices [1] .
Conclusions
We have presented a fast approximate algorithm for large-scale LSI that is conceptually simple and theoretically justified. Our main contribution is to show that the proposed algorithm has provable error bound and linear computational complexity.
We plan to conduct more experiments on real-world datasets in the future so as to empirically evaluate the effectiveness and efficiency of our proposed algorithm.
