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Abstract.
We define a clause tableau calculus for MinSAT, and prove its soundness and
completeness. The calculus allows one to compute the maximum number of clauses
that can be falsified in a multiset of clauses by applying, finitely many times,
tableaux-like inference rules. We also describe how the calculus can be extended to
solve weighted MinSAT and weighted partial MinSAT.
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1. Introduction
There has been tremendous progress in theoretical and applied aspects of the MinSAT
and MaxSAT problems over the last decade. As a result, there are now a number of com-
petitive solvers that are able to solve challenging optimization problems in different areas
(see e.g. [1,2,3,4,5,11,12,13,15,17,18,19] and the references therein for related work).
One lesson learned during that time is that the inference rules applied in SAT solving
usually cannot be applied in MinSAT (MaxSAT), because they preserve satisfiability but
do not preserve the maximum (minimum) number of falsified clauses. This implies that
successful SAT solving techniques such as resolution are unsound in both MinSAT and
MaxSAT. The most relevant studies conducted to date about inference rules in MinSAT
and MaxSAT have concentrated on showing that a resolution-like inference rule [6,10]
is complete for both MaxSAT and MinSAT, but using a different notion of variable
saturation for each problem [7,14]. That resolution rule replaces two parent clauses
(x∨a1∨· · ·∨as and ¬x∨b1∨· · ·∨bt) with their resolvent (a1∨· · ·∨as∨b1∨· · ·∨bt)
plus s+ t compensation clauses (x∨a1∨· · ·∨as∨¬b1, . . . , x∨a1∨· · ·∨as∨b1∨· · ·∨
bt−1 ∨¬bt,¬x∨ b1 ∨ · · · ∨ bt ∨¬a1, . . . ,¬x∨ b1 ∨ · · · ∨ bt ∨a1 ∨ · · · ∨as−1 ∨¬as) that
are not needed in SAT. Compensation clauses ensure that the number of falsified clauses
is preserved but complicate the application of the rule due to the increase in the number
of clauses.
We have recently investigated in [16] how to extend the clause tableau method for
SAT [8,9] to solve MaxSAT. In the present paper, we investigate how to extend the clause
tableau method to solve MinSAT. As a result, we define a complete tableau calculus for
MinSAT that does not need to deal with compensation clauses, and is simpler and more
intuitive than MinSAT resolution. We also describe how the proposed calculus can be
extended to solve weighted MinSAT and weighted partial MinSAT.
The paper is structured as follows. Section 2 defines basic concepts. Section 3 de-
scribes how clause tableaux solve SAT and MaxSAT. Section 4 defines a clause tableaux
calculus for MinSAT, and proves its soundness and completeness. Section 5 describes
how to solve weighted partial MinSAT with tableaux. Section 6 gives the conclusions.
2. Preliminaries
A literal is a propositional variable or a negated propositional variable. A clause is a
disjunction of literals. A weighted clause is a pair (c, w), where c is a clause and w, its
weight, is a natural number or infinity. A clause is hard if its weight is infinity; otherwise
it is soft. A Weighted Partial MinSAT instance is a multiset of weighted clauses φ =
{h1, . . . , hk, (c1, w1), . . . , (cm, wm)}, where the first k clauses are hard and the last m
clauses are soft; infinity weights are omitted for simplicity.
A truth assignment assigns to each propositional variable either 0 (false) or 1 (true).
Weighted Partial MinSAT (WPMinSAT) for an instance φ is the problem of finding an
assignment that satisfies all the hard clauses and maximizes the sum of the weights of the
falsified soft clauses. Weighted MinSAT (WMinSAT) is WPMinSAT when there are no
hard clauses. Partial MinSAT (PMinSAT) is WPMinSAT when all soft clauses have the
same weight. MinSAT is PMinSAT when there are no hard clauses. The SAT problem
is PMinSAT problem when there are no soft clauses. Weighted Partial MaxSAT (WP-
MaxSAT) for a multiset of weighted clauses φ is the problem of finding an assignment
that satisfies all the hard clauses and minimizes the sum of the weights of the falsified
soft clauses.
3. Clause Tableaux for SAT and MaxSAT
It is common to view the tableau method for solving SAT as a proof by case distinction
that allows one to systematically generate subcases until elementary contradictions are
reached. In the context of SAT, a clause tableau is a finite tree whose nodes are labelled
with clauses, and a branch is a maximal path in a tree. A branch is closed if there are two
nodes labelled with complementary unit clauses; otherwise, it is open. A clause tableau
is closed iff all its branches are closed [8,9].
Given a set of clauses φ = {C1, . . . , Cm}, we create an initial tableau that has a
single branch with m nodes, where each node is labelled with a clause of φ. Then, we
select an open branch B and a non-unit clause l1 ∨ . . . ∨ lr of φ that has not yet been
expanded in B, and append r nodes below B, labelling each node with a different unit
clause from {l1, . . . , lr}. This process of creating r new branches from B is known as
the application of the extension rule. If there are two complementary unit clauses in a
branch, we close it (in this paper, closing a branch amounts to derive an empty clause).
This process continues until either all the branches are closed, or the application of the
extension rule on a branch until saturation leaves it open. φ is declared to be unsatisfiable
in the first case, and satisfiable in the second case. From a semantic perspective, given a
clause tableau T for φ, we have that φ is satisfiable iff there is a branch in T such that
the conjunction of all its clauses is satisfiable (or alternatively, φ is unsatisfiable iff all
the branches of T are unsatisfiable).
Figure 1 shows, on the left, a closed SAT tableau T for φ = {¬x1,¬x2,¬x3, x1 ∨
x2, x1 ∨ x3, x2 ∨ x3}. To prove the unsatisfiability of φ, we only need to create the
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Figure 1. SAT and MaxSAT clause tableaux for φ = {¬x1,¬x2,¬x3, x1 ∨ x2, x1 ∨ x3, x2 ∨ x3}.
initial tableau and then apply the extension rule to one of the binary clauses of φ to close
all the branches of T . The left branch is closed due to the complementary unit clauses
{¬x1, x1}, and the right branch due to the complementary unit clauses {¬x2, x2}.
Recently, we have defined a complete clause tableau calculus for MaxSAT [16].
Roughly speaking, the way of creating a MaxSAT clause tableau T for a multiset of
clauses φ is similar to the generation of a SAT clause tableau but with two important
differences: (i) once a contradiction is detected in a branch B, the search continues in
B to detect further contradictions until all the possible applications of the extension rule
are completed on B; and (ii) a complementary pair of unit clauses can only be used to
detect one contradiction; for instance, if B contains {x1,¬x1,¬x1}, one empty clause
is derived, whereas if B contains {x1, x1,¬x1,¬x1}, two empty clauses are derived.
Once no more contradictions can be detected in T (B) we say that the tableau (branch)
is saturated. The cost of a saturated tableau is the minimum number of empty clauses
among the branches of T . By the soundness and completeness of the tableau calculus for
MaxSAT, it holds that the minimum number of clauses that can be falsified in a multiset
of clauses φ is k iff the cost of a saturated clause tableau for φ is k. So, the systematic
construction of a saturated clause tableau for φ provides an exact method for MaxSAT,
and each saturated tableau is a proof.
Figure 1 shows, on the right, a saturated MaxSAT tableau T for φ =
{¬x1,¬x2,¬x3, x1 ∨ x2, x1 ∨ x3, x2 ∨ x3}. The saturated branches of T have cost 2
except for two branches that have cost 3. Therefore, the minimum number of falsified
clauses in φ is 2. Note that the two tableaux of Figure 1 have the same input formula.
4. A Clause Tableau Calculus for MinSAT
The minimum number of empty clauses among the branches of a saturated MaxSAT
clause tableau for a multiset of clauses φ is the number of clauses that an optimal
MaxSAT assignment falsifies in φ. Nevertheless, the maximum number of empty clauses
among the branches of a saturated MaxSAT tableau is not the maximum number of
clauses that can be falsified in φ; i.e., MaxSAT clause tableaux cannot solve MinSAT.
This is so because the extension rule is unsound for MinSAT. Hence, we need to find a
sound extension rule for MinSAT.
In the rest of the section, we first define MinSAT clause tableaux (unless otherwise
stated, we refer to them simply as clause tableaux). We then prove the soundness and
completeness of the proposed clause tableau calculus. Note that, in MinSAT, we also
need to derive contradictions from satisfiable instances because the maximum number
of clauses that can be falsified in a satisfiable instance other than the empty multiset is
always greater than or equal to one.
Definition 1 A clause tableau is a finite tree whose nodes are labelled with clauses. A
branch is a maximal path in a tree.
Definition 2 Let φ be a multiset of clauses and let l1, . . . , lr be literals that occur in
φ. The instantiation of l1, . . . , lr in φ, denoted by φl1|···|lr , is the multiset of clauses
resulting of eliminating from φ all the occurrences of ¬l1, . . . ,¬lr and removing all the
clauses with occurrences of l1, . . . , lr.
Definition 3 Let φ be a multiset of clauses. A clause tableau for φ is constructed by a
sequence of applications of the following rules:
Initialize A tree with a single branch with a single node labelled with the multiset of
clauses φ is a clause tableau for φ. Such a tableau is called initial tableau.
Extension Given a clause tableau T for φ, and a branch B of T whose leaf node is
labelled with a multiset φ = φ′∪{l1∨· · ·∨ lr}, the tableau obtained by appending
a new left node belowB labelled with the multiset φ¬l1|···|¬lr and a new right node
below B labelled with the multiset φ′ is a clause tableau for φ.
In the definition of the extension rule, note that φ¬l1|···|¬lr = {} ∪ φ′¬l1|···|¬lr .
Definition 4 Let T be a clause tableau for a multiset of clauses φ, and let B be a branch
of T . B is saturated iff its leaf node is labelled with the empty formula or with a multiset
of empty clauses. T is saturated iff all its branches are saturated. The cost of a saturated
branch is the number of empty clauses in its leaf node. The cost of a saturated tableau is
the maximum cost among all its branches.
Let φ1 = {¬x1,¬x2, x1∨x2} and φ2 = {x1∨x2,¬x1∨x3,¬x2∨¬x3} be multiset
of clauses. The upper part of Figure 2 shows saturated clause tableaux for φ1 (left) and
φ2 (right). The leaf nodes of the branches of the tableau for φ1 have at most cost 2, and
of the tableau for φ2 have at most cost 1. Therefore, the maximum number of clauses
that can be falsified in φ1 (φ2) is 2 (1), which is the cost of the tableau. Note that φ2 is
satisfiable.
Lemma 1 There exists a saturated clause tableau for each multiset of clauses φ.
Proof: This follows from the fact that the extension rule either eliminates one clause or
replaces one clause with an empty clause at each application of the rule. Moreover, the
instantiation of literals neither increases the number of clauses nor increases the number
of literals per clause. Thus, after a finite number of applications of the extension rule,
any initial clause tableau is transformed into a saturated clause tableau.
4.1. Soundness and Completeness of clause tableaux for MinSAT
We first prove that the extension rule preserves the maximum number of falsified clauses
among the branches of a MinSAT tableau, and then the soundness and completeness.
Lemma 2 Let φ = φ′∪{l1∨· · ·∨lr} be a multiset of clauses, and letminsat(ψ) denote
the maximum number of clauses that can be falsified in the multiset of clauses ψ. It holds
that minsat(φ) = max(minsat(φ′),minsat(φ¬l1|···|¬lr )).
Proof:
We first prove the following inequalities: minsat(φ) ≥ minsat(φ′) and
minsat(φ) ≥ minsat(φ¬l1|···|¬lr ):
Since φ′ ⊂ φ and the maximum number of clauses that can be falsified in every
subset of φ cannot be greater than the maximum number of clauses that can be falsified
in φ, it holds that minsat(φ) ≥ minsat(φ′).
Assume that there is an optimal assignment I ′ of φ¬l1|···|¬lr that falsifies more
clauses than an optimal assignment I of φ. Then, we could extend I ′ by setting I ′(li) = 0
for i = 1, . . . , r, and get an optimal assignment of φ that falsifies more clauses than I: If
we restore the occurrences of the literals l1, . . . , lr in the clauses of φ¬l1|···|¬lr in which
such literals were eliminated when ¬l1, . . . ,¬lr were instantiated in φ, we get a multiset
φ′′ such that φ′′ ⊆ φ. It holds that the number of clauses that I ′ falsifies in φ¬l1|···|¬lr
and φ′′ is the same because I ′ falsifies the added literals, but this is in contradiction with
I being optimal. Therefore, minsat(φ) ≥ minsat(φ¬l1|···|¬lr ).
Taking into account the previous inequalities, we prove that minsat(φ) =
max(minsat(φ′),minsat(φ¬l1|···|¬lr )). Let I be an optimal assignment of φ. We dis-
tinguish two cases:
i) I satisfies l1 ∨ · · · ∨ lr. Then, I falsifies the same clauses in φ and φ′, and is also
an optimal assignment of φ′ because minsat(φ) ≥ minsat(φ′). Since minsat(φ) =
minsat(φ′) and minsat(φ) ≥ minsat(φ¬l1|···|¬lr ), it follows that minsat(φ) =
max(minsat(φ′),minsat(φ¬l1|···|¬lr )).
ii) I falsifies l1 ∨ · · · ∨ lr. Then, I sets l1, . . . , lr to 0 and I falsifies the same
number of clauses in φ and φ¬l1|···|¬lr . Since minsat(φ) ≥ minsat(φ¬l1|···|¬lr ),
it follows that I is also an optimal assignment of φ¬l1|···|¬lr . Since minsat(φ) =
minsat(φ¬l1|···|¬lr ) and minsat(φ) ≥ minsat(φ′), it follows that minsat(φ) =
max(minsat(φ′),minsat(φ¬l1|···|¬lr )).
Theorem 1 Soundness. Let φ be a multiset of clauses, and let T be a saturated clause
tableau for φ that has costm. Then, the maximum number of clauses that can be falsified
in φ is m.
Proof: T was obtained by creating a sequence of clause tableaux T0, . . . , Tn (n ≥ 0)
such that T0 is an initial tableau for φ, Tn = T , and Ti was obtained by a single appli-
cation of the extension rule on a leaf node of a branch of Ti−1 for i = 1, . . . , n. Assume
that I is an optimal assignment of φ that falsifies k clauses, where k 6= m. By induction
on n, we prove that the maximum number of clauses that I falsifies among the leaf nodes
of the branches of T0, . . . , Tn (and in particular of T) is k:
Basis: T0 has a single branch with one node labelled with the clauses of φ. So, I
falsifies k clauses in T0, and k is the maximum number of clauses that can be falsified in
T0.
Inductive step: Assume that the maximum number of clauses that I falsifies among
the leaf nodes of the branches of Ti−1 is k. We prove that the maximum number of
clauses that I falsifies among the leaf nodes of the branches of Ti is also k.
Ti was constructed from Ti−1 by applying the extension rule on a branchB of Ti−1.
If I falsifies k clauses of the leaf node of B, by Lemma 2, the maximum number of
clauses that I falsifies among the branches of Ti remains k. If I falsifies r clauses in the
leaf node of B, where r < k, I falsifies k clauses of the leaf node of a branch B′ of Ti
(B′ 6= B and B′ is also a branch of Ti−1), and I cannot falsify more than k clauses in
the leaf nodes of any of the two branches derived from B because otherwise we could
define an assignment that falsifies more than k clauses of the leaf node of B.
We proved that the maximum number of clauses that I falsifies among the leaf
nodes of the branches of T0, . . . , Tn —and in particular of T— is k but this is in
contradiction with T being a saturated tableau for φ that has cost m. Since T is saturated
and has cost m, the leaf nodes are labelled with either a multiset of empty clauses or
the empty formula, and there is at least a branch B whose leaf node is a multiset with
m empty clauses. So, the maximum number of clauses that can be falsified in the leaf
node of B is m (and not k), and is at most m in the rest of leaf nodes of branches of T .
Hence, the maximum number of clauses that can be falsified in φ is m.
Theorem 2 Completeness. Let φ be a multiset of clauses whose maximum number of
clauses that can be falsified in φ is m. Then, any saturated clause tableau T for φ has
cost m.
Proof: Assume that there is a saturated tableau T for φ that does not have cost m. We
distinguish two cases:
(i) T has a branch B that has cost k, where k > m. Then, the leaf node of B has k
empty clauses, and each empty clause is derived from a clause of φ; let C1, . . . , Ck be
such clauses. We define an assignment I of φ as follows: I(x) = 1 (I(x) = 0) if ¬x
(x) occurs in {C1, . . . , Ck}; and I(x) = 0 if variable x does not occur in {C1, . . . , Ck}.
Note that {C1, . . . , Ck} only contain literals with both the same variable and polarity
because the corresponding literals with opposite polarity occur in clauses that were elim-
inated. Assignment I falsifies at least k clauses of φ because all the literal occurring in
{C1, . . . , Ck} are falsified by I . Since k > m, this is in contradiction with m being the
maximum number of clauses that can be falsified in φ.
(ii) T has no branch of cost m. This is in contradiction with m being the maximum
number of clauses that can be falsified in φ. Since an optimal assignment falsifies m
clauses of the initial tableau and the leaf nodes of a saturated tableau are labelled with
either a multiset of empty clauses or the empty formula, by Lemma 2, T must have a
branch of cost m.
From the proof of Theorem 2 it follows that, for building an optimal assignment
I from a saturated tableau, we have to consider a branch with a maximum number of
empty clauses in its leaf node and identify the input clauses that became empty. Then,
for each one of such clauses, say l1 ∨ · · · ∨ lm, we define I(li) = 0 for i = 1, . . . ,m;
and the variables that do not appear in such clauses can be set to an arbitrary value. For
example, in the tableau for φ1 = {¬x1,¬x2, x1 ∨ x2} of Figure 2, the input clauses
that became empty in the branch with maximum cost are {¬x1,¬x2} and, therefore,
I(x1) = I(x2) = 1 is an optimal assignment of φ1.
5. Clause Tableaux for WPMinSAT
We presented our results for MinSAT to keep the description as simple as possible. We
next describe how our approach can be extended to both WMinSAT and WPMinSAT.
In the case of WMinSAT, we must consider the same tableau rules but keeping the
weights. In addition, we also could need to collapse several weighted clauses of the form
(C,w1), . . . , (C,wk) into a single weighted clause (C,w1 + · · ·+ wk).
Let φ3 = {(x1, 1), (¬x2, 3), (x1∨¬x2, 5), (x1∨¬x3; 2), (x2∨x3, 1)} be a multiset
of weighted clauses. The lower part of Figure 2 shows a saturated clause tableau T for
φ3. The leaf nodes of the branches of T have at most cost 11. Therefore, the maximum
sum of the weights of the clauses that can be falsified in φ3 is 11.
In the case of WPMinSAT, we must first derive an equivalent WMinSAT instance,
and then solve the derived instance as explained above. We will assume that there is an
assignment that satisfies all the hard clauses, since otherwise no feasible solution exists.
Given a WPMinSAT instance φ whose number of hard clauses is #hard and whose
sum of the weights of all its soft clauses is w, we derive a WMinSAT instance φ′ by
adding (i) all the soft clauses in φ, and (ii) the soft clauses (¬l1, w+1), (l1∨¬l2, w+1),
. . . , (l1 ∨ l2 ∨ · · · ∨ ¬lk, w + 1) for each hard clause hi = l1 ∨ l2 ∨ · · · ∨ lk in φ.
Observe that an assignment I satisfies hi iff I falsifies exactly one clause among
¬l1, l1 ∨¬l2, . . . , l1 ∨ l2 ∨ · · · ∨ ¬lk; or equivalently, I falsifies hi iff I satisfies all these
clauses. Since the clauses derived from hard clauses have weight w+1 and we assumed
that the hard part of φ is satisfiable, every optimal solution of φ′ falsifies exactly one
clause derived from a hard clause, and is also an optimal solution of φ. Besides, if the
maximum sum of the weights of the falsified clauses in φ′ is m, then the maximum sum
of the weights of the falsified clauses in φ is m − #hard × (w + 1). The treatment of
hard clauses in MinSAT tableaux is not as in MaxSAT tableaux, where it is enough to
add the weight w + 1 to each hard clause and solve the resulting WMaxSAT instance.
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6. Conclusions
We defined a sound and complete clause tableau calculus for WPMinSAT that is sim-
pler and more intuitive than the MinSAT resolution calculus described in [14] because it
avoids the use of compensation clauses. At the same time, the contributions of the paper
provide a new angle to look at MinSAT, and show one more difference between MaxSAT
and MinSAT that reinforces the hypothesis that MaxSAT and MinSAT are complemen-
tary generic problem solving approaches.
Despite that our work is theoretical, it also has practical implications. For instance,
an immediate application of our tableau calculus is to replace the common branching
in branch-and-bound MinSAT solvers by the branching suggested by the MinSAT ex-
tension rule: Given a multiset of clauses φ ∪ {l1 ∨ · · · ∨ lr}, instead of branching on a
variable x and its negation ¬x, we create a branch labelled with the multiset φ and an-
other branch labelled with the multiset {}∪φ¬l1|···|¬lr . Note that the MaxSAT branch-
ing suggested by the MaxSAT extension rule amounts to create r branches, one branch
for each literal from {l1, . . . , lr} labelled with φli for i = 1, . . . , r. Also note that the
MaxSAT branching is unsound for MinSAT, and vice versa.
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