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Chapter 1
Introduction
Pyroclastic flows, which are among the most dangerous products of explosive ac-
tivity, are recognized as a class of gravity currents (i.e., a fluid motion driven by
density contrast in the gravity field) caused by the presence of suspended solid
particles in a gas. Such currents, characterized by the propagation of a turbulent
front and by a stratified structure, occur in a variety of other geophysical situ-
ations, for instance in snow avalanches and turbidity currents (sediment-laden
water moving along the bottom of the ocean). Therefore, the study of these
phenomena plays an important role in many problems related to environmental
protection.
1.1 Explosive volcanism
Volcanoes display two main eruptive styles defined according to the fluid me-
chanics that magma undergoes during the ascent to the surface and the resulting
products: effusive and explosive. This latter, which is the object of this thesis,
is characterized by the ejection of a mixture of gas and discrete fragments of
magma in atmosphere at high temperature, velocity, and pressure, while the
eruption of fluid lava flows are typical of an effusive event. The solid products
ejected in atmosphere from a volcanic explosion are called pyroclasts. These
include fine ash, expanded pumices, crystallized magma and fragments deriving
from conduit erosion, covering a wide range of grain sizes (from few microns
to meters). Generally speaking, the size of the products of explosive eruptions
decreases with increasing intensity of the eruption [48, 9], here defined by the
peak of the mass eruption rate [kg/s]. For eruptions with mass eruption rate
larger than about 106 kg/s (such as those potentially producing pyroclastic den-
sity currents considered in this thesis) most of the erupted solid mass is in the
sub-millimeter range of the grain size distribution [48].
The evolution of magma during the rise along the volcanic conduit is governed
by complex, not completely understood mechanisms regulated by ascent veloc-
ity and magma composition [28]. In particular the explosive eruption style can
be associated with higher magma viscosities, which determine the process of
magma fragmentation. The driving force of explosive eruptions is provided by
the rapid expansion of volatiles (primarily water and carbon dioxide) dissolved
in the magma, which exsolve from the melt to form growing bubbles because of
the decompression occurring during the ascent.
3
4The primary conduit processes leading to an explosive eruption are illus-
trated in Fig. 1.1. Primary magmas are composed by a “melt” (a mixture of
oxides, primarily SiO2) and dissolved volatiles (up to 6% in weight - mainly
H2O, CO2, SO2). During their rise from the Earth mantle through the litho-
sphere, magmas are often stored in shallow reservoirs (“magma chambers”, 4-10
km below the surface), where their chemical composition evolve because of par-
tial crystallization due to the effect of cooling. At the same time, volatiles
are progressively exsolved. During its eventual rise from the magma chambers
towards the surface, during eruptions, the magma undergoes a rapid decom-
pression, which causes the expansion of exsolved volatiles to form bubbles. The
quick transformation of the liquid magma into a foam and the sudden increase
of the melt viscosity, associated to degassing, lead to the brittle fragmentation
of the magma. As a result, the bubbly liquid is transformed into a mixture of
gas with dispersed fragments of liquid or solid melt, which is accelerated to-
wards the surface by the pressure gradient and exits the volcanic conduit at
high velocity (≥ 150 m/s) temperature (1000-1300 K) and Pressure (106 − 107
Pa) [18].
Figure 1.1: Sketch of the conduit processes leading to an explosive eruption [28].
5The rapid release of large quantities of magma and the relative emptying
of the reservoir can cause structural collapses (calderas) which enhance the
eruption intensity because of the contact of magma with phreatic water (phreatic
eruptions). The interaction between magma and water can also occur in the
conduit (phreatomagmatic eruptions). Explosive eruptions characterized by the
discharge from a vent of a dense gas-particles jet, at a rate larger than about
106 kg/s are classified as sub-Plinian and Plinian eruptions [49, 8].
The dynamics of the plume in Plinian eruptions can be divided vertically in
three regions (Fig. 1.2):
1. A jet region where a turbulent regime, induced from air-blow into the
mixture of particles and gas, reduces the initial momentum but increases
the mixture volume causing the decrease of its density.
2. A convective region characterized by the ascension of the mixture that
has reached a lower density in respect to the surrounding atmosphere,
and thus it is positively buoyant. This ascending structure is the so called
Plinian column.
3. An umbrella region where the mixture continues to rise to a maximum
height (which depends on the mass eruption rate and can reach the strato-
sphere ∼ 40 km), and expands driven by wind.
High efficiency in the ascension of the particle in atmosphere is associated to
high eruption’s intensities and concentration of volatile species in the magmas.
If the ejected jet cannot achieve positive buoyancy, because the dilution due
to air entrainment and the heating are not sufficient to reduce its density be-
neath the atmospheric value, the dense column gravitationally collapses and
flows down the slope of the volcano forming a pyroclastic density current (PDC)
(Fig. 1.3).
However other less frequent mechanism of PDCs production exist, for example
the explosive collapse of a volcanic dome (i.e. the unstable protrusion resulting
from the slow extrusion of viscous lava) or the rapid expansion and decom-
pression (blast) of an eruptive pyroclastic mixture into the atmosphere deriving
from the explosion of a part of volcano.
1.2 Pyroclastic density currents
Pyroclastic density currents are hot (reaching temperatures up to 500◦C) mov-
ing mixtures of gas and solid particles (Fig. 1.4) resulting from the described
Plinian and sub-Plinian volcanic eruptions, which propagates at high velocities
(up to 100 m/s) for several tens of km from the vent, overcoming obstacles
and devastating everything along their path [25, 10, 11]. They are among the
most dangerous and destructive natural phenomena but, because of the com-
plexity of their dynamics and the difficulty of direct observations, they remain
not completely understood and fatalities continue to result from unsuccessfully
predicted flow behaviors [7].
Their motion is driven by the density gradient in the gravitational field, which
is reduced by the processes of air entrainment and particle sedimentation deter-
mining the flow deceleration.
6Figure 1.2: Plume of a Plinian eruption.
Figure 1.3: Generation of a pyroclastic density current from a column collapse.
7The analysis of deposits composition identifies the existence of two different
regimes: a diluted one, featured by low concentration particle suspensions and
a fluidized one concerning dense granular flows. PDCs are characterized by a
stratified structure with the lighter layers situated above the heavier.
Figure 1.4: PDCs descending Merapi volcano, Indonesia.
Earliest models of pyroclastic flows described these complex phenomena assum-
ing equilibrium of gas and solid particles and accounting for particle deposition
by means of a settling velocity. These are shallow-water models, i.e. obtained
from depth-integrating the Navier-Stokes equations in the hypothesis of a neg-
ligible fluid depth in respect to the horizontal scale of motion.
Following the same approach, simplified integral models have been successfully
applied to describes the kinematics of pyroclastic currents, for instance the box-
model described in Sec. 2.2.1.
However, since PDCs are characterized by a multiphase nature, in order to take
into account the processes of stratification, deposition and erosion and the com-
plex rheology determined by the interaction between solid particles, multiphase
models have been developed for describing these currents more accurately. In
these models, presented in Chap.3, the gas and each class of particles is treated
individually and coupling terms are added to account for the interactions among
these.
Variants of these multiphase models, modified in order to correctly describe the
different rheological regimes dominant at different particle concentrations (de-
scribed in Sec. 3.1.3) have been proposed. For instance Orsucci [43] recently
introduced a description of concentrated regime based on the kinetic theory
of granular material, proving its compatibility with other kind of models and
demonstrating its validity in describing the dynamics of a flow on horizontal
boundaries. However, the necessity of an improvement of this model which
should take into account also a granular regime typical of higher concentrations
(out of the hypothesis for the validity of a kinetic theory) appears evident from
the work presented in this thesis at least for a correct description of PDCs mo-
tion on slopes, which is, as obvious, a frequent case in a volcanological context.
81.3 Motivation and objectives
Even if homogenous gravity current dynamics have been analyzed extensively
both theoretically [3, 46] and experimentally [30, 29, 27] and, in literature,
models that satisfactorily reproduce their dynamics (described in Sec. 2.1.1) are
available [5, 12], most previous studies have considered the flow over an hori-
zontal boundary. However this is often not the case in practical situations, e.g.
volcanoes show angle of incline up to 40◦ [22] (as can be observed in Fig. 1.5).
Figure 1.5: Merapi volcano, Indonesia.
Since the dynamics of gravity currents is affected by the surrounding topogra-
phy [4, 2, 6, 45], the effect of a uniform slope on the release of a fluid has been
the object of my analysis. Actually, inclining the boundary, some substantial
differences (described in Sec. 2.1.2) against the horizontal flow have been ob-
served experimentally by Maxworthy et al. (2007) [39] (see also [40, 6]) and from
Navier-Stokes equation-based simulations as reported by Birman et al. (2007)
[4]. They attribute this differences to two effects: direct entrainment of ambient
fluid into the current and feeding of the front from the fluid layers behind that
move faster than the front itself.
One of the aim of this work is to verify the presence of the mentioned effects for
various angle of incline in flow conditions typical of pyroclastic density currents,
by analyzing the inclined flow motion and comparing it to the horizontal one.
In both the quoted analyses, a transition to a regime of motion during which the
front velocity shows unsteady fluctuations, absent in the case of an horizontal
boundary, is observed.
In my work the conditions of this transition have been reproduced in order to
analyze its effects on the current motion.
9Most of the works found in literature is limited to the Boussinesq limit (i.e.
small density contrasts) [6, 2, 39, 40, 6, 4], but in some geophysical situations,
e.g. pyroclastic flows [35] and snow avalanches [20] [21], fluids with large density
differences are involved. High-concentration effects, analyzed by Hallworth et
al. [29], show a noticeable influence on the current motion. Birman et al.
[4] extended their analysis to the inclined case, showing an anticipation in the
transition between the two dynamical regimes for denser currents.
Multiphase flow models, as the one described in Chap.3 used in this work,
have been often adopted in order to analyze the PDCs features related to the
presence of particles [42, 19]. Actually the class of gravity currents whose driving
force is provided by suspended particles, to which pyroclastic flows and snow
avalanches belong, have many qualitative features in common with the non-
particulate cases but new phenomena arise. In particular their behaviour is
influenced by the rheology of the solid phase, related to the typical stratified
structure of these, as extensively discussed in the experimental work of Amy et
al. [1] and in the numerical analysis of Meruane et al. [41] and Dartevelle et al.
[14].
Orsucci, in his thesis [43], found that the rheology of the granular phase would
have a negligible effect on the dynamics of stratified particulate gravity current
over a flat, horizontal surface.
My analysis extends the study of Orsucci to inclined surfaces and larger particle
concentrations, in order to evaluate the necessity of the introduction of a more
accurate model for the solid rheology for the basal layer of PDCs where particle
volume fraction eventually reaches the limits of frictional granular regimes.
1.4 Outline of the work
In the first part of the thesis, after the description of the used numerical model,
particle-driven gravity currents on flat surface are analyzed. The validity of the
box-model, described in Sec. 2.2.1, is then examined.
Then, in order to establish appropriate simulation conditions, an analysis of
the influence of initial parameters is made. This analysis allows to fix the
initial shape of the dense fluid volume, an appropriate spatial resolution and
the turbulence model required to correctly describe the dissipative effects of the
turbulence.
Afterward a comparison between the horizontal and the inclined flow in dilute
conditions is made. Again a good agreement with experimental data concerning
diluted gravity currents on slopes is shown.
In a further analysis the effects of the initial particles concentration and of the
temperature on the currents flow have been studied.
Finally, numerical simulations of PDC propagation along the Southern slopes
of Vesuvius volcano have been performed, and the above analysis has been
applied in order to provide a coherent computational framework for PDC hazard
assessment.
Part I
Background
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Chapter 2
Gravity currents
In this chapter the main features of gravity current phenomena, to which Py-
roclastic flows belong, are described emphasizing the influence of an inclined
boundary and the dependence from initial concentration on their dynamics.
Subsequently, commonly adopted models for their evolution, are described for
homogeneous and particle driven cases. Finally the numerical approach to these
is presented.
2.1 Phenomenology
The flow structure of gravity currents is characterized by the anatomy of the
front which consists of a raised mixing region, the head, followed by a shallower
part, the tail, easily distinguishable as shown in Fig. 2.1 (indicated in the sketch
of Fig. 2.2). The current assumes a stratified structure: after the release the
denser fluid moves rightwards along the bottom creating a region of stratified
fluid layers where the lighter fluid is situated above the heavier.
Figure 2.1: Evolution of an experimental gravity current [27].
The heavy fluid from the fore part of the head is rejected into large counterclock-
wise vortex at the rear of this, observable in Fig. 2.3. These eddy structures are
attributable to a Kelvin-Helmoltz instability at the upper interface between the
fluids.
11
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Figure 2.2: Anatomy of a gravity current.
Figure 2.3: Entrainment of ambient fluid in the flow head.
The motion of the current on an horizontal boundary is the result of the
balance between the buoyancy force and the effect of entrainment by mixing of
ambient fluid into the head. Since the transfer of momentum to the entrained
ambient fluid, which has to be accelerated, results in an effective drag of the
fluid, the current dynamics is governed by the rate of entrainment. This process
is strongest at the front of the head (Fig. 2.3) beneath the typical advanced nose
structure indicated in Fig. 2.2, because of the lower velocity of this basal layer
which is produced by the no-slip condition imposed at the lower boundary (i.e.
null tangential velocity) [45]. But it is also found in the rare part of the head
caused by the overturning motion of the large structures of the front [20].
2.1.1 Dam-break configuration
In order to study the spatio-temporal evolution of gravity currents the dam-
break configuration can be considered. This configuration concerns the release
of a fixed volume of fluid from an enclosed lock into an ambient one (Fig. 2.4).
Figure 2.4: Starting configuration of a dam-break setting.
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This setting is far from the described typical starting situation of a pyroclastic
flow (Sec. 1.1), but it represents a simple way to generate a gravity current. For
this reason we are not interested in investigating the features of the initial col-
lapsing phase, but only in the phases concerning an already developed current.
This prototype problem has been extensively investigated theoretically and ex-
perimentally in the past [4] [39] [40] [31].
The front dynamics is one of the connotative feature of a gravity current, thus
the dependence of its position, velocity and heigh on time are widely described
in literature.
Three dynamical regimes (specified in Fig. 2.5), attributable to the balancing
between different leading forces, which are
• the pressure gradient ρg′Hf/x
• the fluid inertia ρU2f /x
• the viscous stress ρνUf/H2f
where Hf and x are respectively the height and length of the current (mass
conservation implies that the volume per unit width is A ∼ Hfx), Uf the
velocity, ρ the fluid density, ν the kinematic viscosity (exhaustively defined in
Sec. 3.1.2) and g′ is the reduced gravity : a function of gravitational acceleration
g that takes into account the densities of the fluid ρD and the ambient fluid ρA
as
g
′
= g
ρD − ρA
ρA
(2.1)
are identified experimentally in the current evolution as described by Amy et
al. (2005) [1] [43]:
1. a slumping phase, in which the pressure gradient balances the fluid inertia,
such that
x ∼ (g′)1/2t⇒ dx
dt
= cost. (2.2)
2. an inertial phase also governed by the pressure gradient and fluid inertia
(but now Hf = A/x) during which velocity decreases in time in a way
such that
x ∼ (g′A)1/3t2/3 ⇒ x ∼ t2/3 (2.3)
3. a viscous phase characterized by the effects of the viscous stress that slows
the current as
x ∼ (g′A3t/ν)1/5 ⇒ x ∝ t1/5 (2.4)
This relation were predicted from the theory [34].
Imposing the continuity of these solutions at the transitions between consecutive
phases, distance and time of these are found:
for the first transition {
t1 = A/[H
√
g′H]
x1 = A/H
(2.5)
for the second one {
t2 = (A
4/ν3g′2)1/7
x2 = (g′a5/ν2)1/7 (2.6)
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Figure 2.5: Dynamical regimes of the current evolution in an horizontal dam-
break [1].
2.1.2 Influence of a slope
The influence of a slope on the density current dynamics can be analyzed con-
sidering an inclined dam-break configuration (Fig. 2.6).
Figure 2.6: Starting configuration of an inclined dam-break setting.
Inclining the lower boundary some substantial difference against the horizontal
flow are observed [39, 40, 4]: the head of the current drastically grows with
distance downstream instead of attaining a constant value as in the horizontal
setting (a comparison made by Birman et al. [4] is reported in Fig. 2.7). This
results in the increase of the mixing region dimensions revealing a strong de-
pendence of the vortical structures along the interface on the angle of incline.
Furthermore the succession of dynamic phases appears different from the hori-
zontal case: after an initial accelerating phase, the current undergoes a transi-
tion to a second phase during which the front velocity shows unsteady fluctua-
tions.
These differences have been shown experimentally by Maxworthy et al. (2007)
[39] (see also [40] [6]) and from numerical simulations reported by Birman et al.
(2007) [4].
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Figure 2.7: Evolution of the front height (h is obtained integrating the density
in z direction, while hmax is the highest point on the interface between the
two fluids) temporal evolutions for an horizontal, dotted line, and an inclined
(θ = 30◦), continuous line, dam-break gravity current flow reported by Birman
et al. [4]. The height of the front in the inclined channel increases and than
decreases while the horizontal one attains a lower constant value. The temporal
and spatial scales are non-dimensionalized making use of the typical scales,
namely h = Hf/H and τ =
√
H/g′/ sin Θ. [4].
Birman and Maxworthy attribute the increase in dimensions of the head to two
effects: direct entrainment of ambient fluid and feeding of the head from the
fluid layers behind that move faster than the front (around the 20% of the total
inflow in the head is due to this effect [39]) [4] [6] [39] [40]. For the horizontal
current this latter effect is not found: the tail is constituted by the mixed fluid,
produced from the leading head, that is left behind as the current moves forward
[6]. Therefore, the presence of a basal dense layer subject to the gravity com-
ponent parallel to the slope, takes an active role in the inclined flow dynamics
of a gravity current.
Birman suggests that the transition to the unsteady phase in the inclined case
is due to the continuous acceleration of the stratified fluid layers: the head, that
moves with constant velocity, has to absorb additional dense fluid from behind
then, when a certain amount of dense fluid has been caught up, the front itself
should accelerate. The results of Maxworthy indicate that at later times of cur-
rent evolution, after a distance of the order of 5 − 10 lock lengths, the feeding
into the head ceases and the head begins to leave fluid behind in a wake of large
vortical structures, even if it continues to grow by entrainment of ambient fluid.
This regime was analyzed by Maxwhorty et al. (2010) [40] that observed that
this transition occurs when the head reaches its maximum buoyancy and starts
to loose it. He found that, during this stage of current evolution, the head
location x varies approximately with time t as t2/3. The observed transition
between the two phases is quite abrupt.
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2.1.3 Influence of the density ratio
The limit in which the difference between the fluid densities ρD and ρA is neg-
ligible in respect to the ambient one ρA, i.e. ∆ρ/ρA = (ρD − ρA)/ρA << 1 is
defined Boussinesq approximation.
Non-Boussinesq effects are analyzed in the experiments of Hallworth et al. [29],
who shows the presence of an abrupt transition between two dynamical regimes
absent in the dilute case.
Focusing on the effects of concentration on inclined motion Birman et al. [4]
found that front velocities have a similar trend to the Boussinesq case but, for
increasing density contrast, the transition between the two dynamical regimes
occurs earlier and is more pronounced for the denser current.
The only difference attributable to the increase of the initial concentration [43]
is the decreasing in the Froude number defined as
Fr = Uf/
√
g′H (2.7)
where Uf is the head front velocity, g′ is the reduced gravity defined in eq.2.1
and H is the lock depth, indicated in Fig. 2.6.
For Boussinesq currents on horizontal boundaries this is, experimentally and
from numerical simulations, estimated to be Fr ≈ 1 [45, 33, 43, 3] and from
models it is predicted to be Fr =
√
2 [34, 45, 33]. However, the Froude number,
shows a dependence on the Reynolds number, which is a dimensionless quantity
used to distinguish laminar from turbulent flow regimes defined as the ratio of
inertial forces to viscous forces:
Re =
UfH
ν
(2.8)
where ν = µ/ρD is the kinematic viscosity (µ is the dynamic viscosity), which
will be exhaustively described in Sec. 3.1.2. In particular it is found that [45]
the Froude number increases with Reynolds number up to a Reynolds number
of about 1000, above that it appears constant.
2.2 Modeling
In these section some models available in literature concerning the gravity cur-
rent evolution are introduced. The applicability of the described box-model to
homogeneous gravity currents and of its modified version to the particulate case
is discussed in the Part II of this thesis in relation to the obtained numerical
results.
In Sec. 2.2.3 a brief review of the only theoretical model concerning an inclined
dam-break available in literature and of the related condition of validity is given.
2.2.1 Box-model
The front kinematics and the related characteristic scales of the motion, in the
inertial phase, are quite satisfactorily reproduced by a model borrowed from the
kinematics of the steady propagation of a fluid into another: the box-model [13].
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This model can be extended to a gravity current collapse in the incompress-
ible Boussinesq non-dissipative limit (Von Karman, 1940 [47], Benjamin, 1968
[3]) and approximates the temporal evolution of the current during the inertial
phase as a collapsing box of constant volume AB (Fig. 2.8).
Figure 2.8: A gravity current collapse and the related box-model approximation.
This models predicts the temporal evolution of the front position and current
height in terms of the box depth hB and the box length lB :{
dlB/dt = Fr
√
g′hB
lBhB = cost. ≡ AB (2.9)
where g
′
is the reduced gravity (defined in eq.2.1) and Fr the Froude number
(defined in eq.2.7).
Integrating these equations in a time interval (t, t0) we obtain:
l
3/2
B = l
3/2
B0 +
3
2
Fr
√
g′AB(t− t0) (2.10)
Identifying the characteristic length of the problem with the initial length lB0
and the time scale with
τ =
3
2
√
l3B0/[Fr
2g′AB ] (2.11)
the equations can be rewritten in terms of the non-dimensional variables
l˜ = lB/lB0, h˜ = hB/lB0 and t˜ = t/τ as{
l˜ = (1 + t˜)2/3
h˜ = AR/(1 + t˜)2/3
(2.12)
where AR = hB0/lB0 is the initial aspect ratio.
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2.2.2 Particle driven gravity currents
In currents whose density excess is originated by solid particles suspended in
the fluid, reduced gravity g′ can be expressed as a function of the concentration
as
g′ = gs(ρP − ρA)/ρA (2.13)
where ρP and ρA are respectively the particle and ambient densities, s is the
solid volumetric fraction. The main difference of particle-laden currents, with
respect to homogeneous ones, is related to the progressive decrease of the density
of the current associated with the sedimentation of particles, which decreases
its inertia and decelerates the front.
The box-model introduced in Sec. 2.2.1 can be extended to particle laden cur-
rents [30, 43] accounting for a particle deposition process characterized by a
constant settling velocity ws in the hypothesis of constant volume (i.e. A =
Hfx = cost.). Since the rate of mass loss is
dM/dt = −wssρPx (2.14)
eq.2.9 should be modified as dlB/dt = Fr
√
g′hB
lBhB = cost. ≡ AB
ds/dt = −wss/hB
(2.15)
The integration of the obtained differential equation for s gives:
1/2s = 
1/2
s,0 − 1/5λ(x5/2 − L5/2) (2.16)
where s,0 is the initial concentration and λ = ws/
√
Fr(A3g′/s). Defining the
runout x∞ as the distance corresponding to s = 0, in the approximation of
a negligible initial box length in respect to the reached distance from this, i.e.
L << x it results:
x∞ =
(
5
√
s,0
λ
)2/5
(2.17)
Making use of the other model equations of eq.2.15, introducing the character-
istic time
τp = x∞/[Fr
√
g′A] (2.18)
in terms of the non-dimensional quantities x˜ = x/x∞ and t˜ = t/τp we obtain
the front position as a function of time:∫ x
0
√
x/(1− x5/2) dx = t˜ (2.19)
In non-Boussinesq regimes (i.e., for current density >> ambient density) exper-
imental observations [29, 1] show an abrupt transition in the dynamic regime of
flows associated to the establishment of a dense basal layer due to the sedimen-
tation process of the particles in particle laden gravity currents. This regime,
dominant at very high concentrations, can be attributed to the frictional inter-
actions between solid particles and appears fundamental in the prediction of the
current runout (maximum distance from the origin reached from the flow) on
inclined boundaries.
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The basal layer can be treated as a granular flows, whose dynamics is
strongly influenced by the concentration of the solid phase. On varying this,
different regimes concerning different rheologies can be identified as extensively
described in Sec. 3.1.3.
2.2.3 Modeling of gravity currents on slopes
Theoretical models for the dynamics of an instantaneous release of dense fluid
in a sloping channel found in literature are based on the theory of Beghin et al.
(1981) [2] that developed a mathematical model based on a bulk parametriza-
tion of the motion of the current head assuming a constant buoyancy for this.
The model is based on conservation of mass and momentum for the head of
the current and is developed in the Boussinesq approximation, but it is eas-
ily exendible to non-Boussinesq conditions [39]. The Beghin mass conservation
equation is:
d
dt
(S1HhLh) = S2
√
HhLhα(Θ)UCM (2.20)
where Hh and Lh are respectively the height and the length of the head, UCM
is the head centre of mass velocity, α is an empirical entrainment coefficient,
S1 = Head cross-section area/HhLh and S2 = Head circumference/HhLh are
shape factors. The Beghin conservation equation for momentum is given by
d
dt
[ρA(1 + kv)S1HhLhUCM ] = B sin Θ (2.21)
where kv = Hh/Lh is an added mass coefficient and
B = g(ρD − ρA)S1HhLh (2.22)
is the total constant buoyancy.
The model proposed by Beghin predicts that, after an initial acceleration phase,
the centre of mass of the current head decelerates but Maxworthy, in his experi-
ments, found an acceleration phase that extends much more than the predicted
distance. Moreover the entrainment coefficients results smaller than the value
deduced in the Beghin analysis. The predictability of the Beghin model is in
fact limited to large aspect ratios H/L of the lock, that is the case considered
in his analysis (H/L |Beghin= 0.8, H/L |Maxworthy= 0.5). Effectively, for large
enough aspect ratios, when the fluid is released the majority of this constitutes
the head and only a negligible quantity is left to feed the head from behind.
Thus, under these conditions, the limited assumption of constant buoyancy
within the head contained in the Beghin model is approximately valid. On the
contrary, if the aspect ratio of the lock were small, only the fraction of the fluid
closest to the gate will constitute the current head leaving the rest of the fluid
behind in the tail. Therefore this fluid can feed additional buoyancy into the
head as it propagates downslope.
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2.3 Numerical simulations
Numerical simulations represent a validation of models when compared to ex-
perimental analysis but can also give the evolution of variables whose values
are not easily accessible in experiments, for instance local density and velocity
variations inside the fluid. Furthermore the experiments cannot replicate the
important sedimentation processes and do not take into account large density
and temperature gradient found for example between pyroclastic flows and their
environment [35] [20] [21].
Since the governing forces of gravity current dynamics are gravity and entrain-
ment, although the turbulence structure is three-dimensional, the first-order dy-
namics is closely reproduced by two-dimensional simulations because the gener-
ation of the structures responsible of the gravity currents motion are essentially
a two-dimensional mechanism, as demonstrated by Etienne et al. (2006) (see
also [20] [31]). This allows to deal with a simplified problem and it is justified
by comparison with experimental results [20] [21].
Chapter 3
Multiphase flow modeling
This chapter concerns the PDAC model used for the study described in Part II
of this thesis preceded by a brief summary of the fluid theory on which this is
based.
In the first section (Sec. 3.1), after an introduction on the fluid descriptions and
the definition of non-Newtonian fluids to which pyroclastic flows belong, the
ideal, viscous and granular rheologies are introduced. The latter are suited to
describe conglomerations of discrete solid, macroscopic particles, which includes
multiphase flows made of solid particles dispersed in a fluid, whose theory is
treated in Sec. 3.2. This has been adopted as the proper model for pyroclastic
density currents in the PDAC code, as explained in Sec. 3.3. The adopted
multiphase flow model allows to take into account the decoupled dynamics of
solid particles, leading to current stratification, sedimentation and deposition,
which characterize pyroclastic flow dynamics.
3.1 Fluids
Fluid description
A fluid is a continuous medium. A fluid element of volume is defined as a volume
small compared to the total body volume of the fluid but large compared to the
distances between molecules, whose dynamics can be described applying the
Newton’s law of motion ~F = m~a.
The dynamics of continuous mediums can be described following each fluid
element during its motion in terms of spatial coordinates ~x(t) as a function φ
of time t and its initial coordinates ~X:{
~x(t) = Φ( ~X, t)
~x(t0) = ~X
(3.1)
The Xi coordinates are called Lagrangian or Material coordinates, thus a La-
grangian description depicts a given material fluid volume MV , represented
by a set of fluid element enclosed in a material surface SCV , moving (and de-
forming) in space.
The xi are the Eulerian coordinates that represent the description of the fluid
as a velocity field. Following an Eulerian description the dynamic of the fluid
flowing in a region of the space, defined control volume CV , is analyzed.
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Transport theorem
Considering an extensive quantity Q (e.g. mass, momentum or energy) con-
tained in a volume V and the related intensive quantity q per unit volume1
that is such that
Q =
∫
V
qdV (3.2)
The Liebnitz-Reynolds transport theorem states that
d
dt
Q =
d
dt
∫
V (t)
qdV =
∫
CV
∂q
∂t
dV +
∫
SCV
(q ~vS) · ~dS (3.3)
where ~vS is the velocity of the surface of the volume V .
This theorem depicts the fact that a quantity varies in a CV because it is a
function of time and because the material volume moves and deforms in time,
i.e. q = q(t) and V = V (t). If the second term is a continuously differentiable
vector field defined on a neighborhood of V the Gauss’s theorem can be applied
obtaining:
d
dt
Q =
∫
CV
[
∂q
∂t
+ ~∇ · (q~v)
]
dV (3.4)
The operator
d
dt
=
∂
∂t
+ ~v · ~∇ (3.5)
is called advection or advective derivative.
Transport equations
The conservation of a quantity per unit volume q can be expressed by its trans-
port equation:
∂q
∂t
= −~∇ · (q~v) + S (3.6)
This equation is derived from the transport theorem given in eq.3.4 equaling
to zero the expression and observing that it must be satisfied for an arbitrary
control volume. It depicts the fact that the variation of q in a fixed volume with
time is given by the difference between the quantity entering and the quantity
outgoing the volume, plus source (or sink) terms Sq.
In order to describe the behaviour of a fluid the transport equation for mass,
momentum and energy must be derived.
Fluid rheology
Rheology is the study of deformation of materials, primarily in liquid state, in
response to an applied force.
1If the intensive quantity q is considered per unit mass eq.3.2 becomes, ρ is the fluid density,
Q =
∫
V
ρqdV
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The velocity component vj of a fluid particle placed in the point x¯ inside a
fluid volume, whose barycenter x¯G is moving with a velocity ~v
g (Fig. 3.1), can
be approximated by a Taylor expansion as:
vj(x¯) = v
g
j +
∂vj
∂xi
∣∣∣∣
x¯
(x¯i − xgi ) + o[(x¯j − xgj )2] (3.7)
Figure 3.1: Particle position x¯ and velocity v¯ in a fluid volume with a barycenter
displaced in x¯G moving with the velocity ~v
g.
The tensor
∂vj
∂xi
can be divided in a symmetric (strain rate tensor Eij) and an
antisymmetric (rotation tensor Rij) part:
∂vj
∂xi
=
1
2
(
∂vj
∂xi
+
∂vi
∂xj
)
︸ ︷︷ ︸
Strane rate
tensor
+
1
2
(
∂vj
∂xi
− ∂vi
∂xj
)
︸ ︷︷ ︸
Rotation
tensor
= Eij +Rij (3.8)
The rotational part can be neglected choosing the proper coordinate system.
The deviatoric part of the strain rate tensor is called shear strain rate tensor (or
just shear rate) Sij , the rest defined expansion strain rate tensor Dij accounts
for expansion and contraction effects:
Eij =
1
3
Ekkδij︸ ︷︷ ︸
expansion
strain rate
tensor
+
(
Eij − 1
3
Ekkδij
)
︸ ︷︷ ︸
shear
strain rate
tensor
= Dij + Sij (3.9)
A fluid is defined Newtonian if its viscous stress tensor is proportional to the
shear strain rate Sij that represents the rate of change in strain (deformation)
of a material with respect to time. The constant of proportionality is given by
the dynamic viscosity µ, which depends only on temperature:
τij = µSij (3.10)
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The viscous stress tensor for a Newtonian fluid is, as extensively described in
Sec. 3.1.2:
τij = µ
(
∂vi
∂xk
+
∂vk
∂xi
− 2
3
δik
∂vl
∂xl
)
(3.11)
In non-Newtonian fluids the relationship between viscous stress tensor and
shear strain rate is non-linear, the dynamic viscosity is a function of tempera-
ture but also of the rate of deformation. However the stress tensor of a Non-
Newtonian fluid can always be written in the Newtonian form defining a viscosity
that depends on the shear strain rate magnitude γ˙ = 2
√
S · S = 2√tr(SST ) as
τij = µ(γ˙)Sij (3.12)
Power-law functional forms are often adopted to approximate a non-Newtonian
fluid:
τij ∝ (Sij)n (3.13)
Thus, this law,
• if n = 1 describes a Newtonian fluid.
• if n < 1 depicts a Non-Newtonian pseudoplastic or shear thinning fluid,
i.e. a material whose viscosity decreases when the rate of shear strain
increases (e.g. paint, ketchup)
• if n > 1 represents a Non-Newtonian dilatant or shear thickening fluid, i.e.
a material whose viscosity is enhanced if the shear strain rate is increased
(e.g. suspensions of corn starch in water, sand in water)
A fluid that behaves as a rigid body at low stresses but flows as a Newtonian
fluid at high stress is defined Bingham fluid.
The described behaviors are drawn in a shear strain rate/viscous stress tensor
plot in Fig. 3.2.
3.1.1 Ideal fluids
A fluid is defined ideal if energy dissipation during its motion is negligible. En-
ergy dissipation in fluids is a consequence of internal friction and heat exchange,
thus, in an ideal fluid, viscosity and thermal conductivity are negligible.
Continuity equation
The state of a fluid is completely described by the three components of the fluid
velocity distribution ~v = ~v(x, y, z, t), two thermodynamic quantities (e.g. the
pressure p(x, y, z, t) and the density ρ(x, y, z, t)) and its equation of state.
In an Eulerian coordinate system the variables x, y, z and t refer to fixed point
in the space, not to specific particles.
The matter conservation is expressed by the continuity equation
∂ρ
∂t
+ ~∇ · (ρ~v) = 0 (3.14)
thus ~j = ρ~v is the mass flux density.
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Figure 3.2: Shear strain rate γ˙ as a function of viscous stress tensor τ for New-
tonian (black line), pseudoplastic (red line), dilatant (green line) and Bingham
(blu line) fluids.
Euler’s equation
Since the force that act on the fluid is ~F = −~∇p, where p is the pressure over
the surface bounding the volume, the equation of motion of a volume element
of the fluid (Lagrangian coordinate system) is
ρ
d~v
dt
= −~∇p (3.15)
here ~v denotes the velocity of a fluid particle.
From eq.3.5 the equation of motion of the fluid, Euler’s equation, in advective
form is obtained
∂~v
∂t
+ (~v · ~∇)~v = −
~∇p
ρ
+
~f
ρ
(3.16)
where ~f contains external body forces per unit volume, in a gravitational field
~f = ρ~g.
The equivalent conservative formulation of eq.3.16, linked to this via continuity
equation (eq.3.14), is:
∂(ρ~v)
∂t
+ ~∇ · (ρ~v ⊗ ~v) = −~∇p+ ~f (3.17)
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Momentum transport equation
Substituting in eq.3.17 the momentum per unit volume
~P = ρ~v (3.18)
a transport equation for this is obtained:
∂ ~P
∂t
+ ~∇ · (~P ⊗ ~v + pI) = ~f (3.19)
Therefore a momentum flux density tensor can be defined as
~~Π = pI+ ρ~v ⊗ ~v (3.20)
In terms of components
Πij = pδij + ρvivk (3.21)
Energy transport equation
The total energy per unit volume of the fluid E is given by the sum of kinetic
and internal energy:
E =
1
2
ρv2 + eiρ (3.22)
where ei is the internal energy per unit mass.
Thus the total energy U is
U =
∫
V
EdV =
∫
V
(
1
2
ρv2 + eiρ
)
dV (3.23)
The energy flux ∂∂t (
1
2ρv
2 + eiρ) is deduced making use of continuity equation
(eq.3.14) and Euler’s equation (eq.3.16) for the kinetic term and of the first law
of thermodynamics:
dei = Tds− pdV = Tds+ p
ρ2
dρ (3.24)
for the term concerning the internal energy, obtaining
∂
∂t
E + ~∇ · [(E + p)~v] = ~f · ~v (3.25)
Thus (E + p)~v is the energy flux density tensor.
In terms of enthalpy per unit mass
h = ei +
p
ρ
(3.26)
such that the total enthalpy is
H =
∫
V
ρhdV =
∫
V
ρ
(
ei +
p
ρ
)
dV (3.27)
making use of the Euler’s eq.3.16 and 3.19 is found:
∂
∂t
(ρh) + ~∇ · [(ρh)~v] = ~v · ~∇p+ ∂p
∂t
(3.28)
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3.1.2 Viscous fluids
The viscosity causes energy dissipation during the motion of fluids because of
internal friction, resulting in the irreversibility of motion.
The continuity equation (eq.3.14) is also valid for viscous fluids. Nevertheless, in
order to obtain the equation of motion of the fluid in the viscous case, modifica-
tions to the Euler’s equation (eq.3.16) are required: additional terms should be
included to the ideal case. Actually the viscosity causes an additional transfer
of momentum from points with large velocity to those with smaller one. This
effect is contained in the viscous stress tensor Tik and should be summed to the
mechanical transport due to the motion of the single particles of the fluid and
to the pressure forces in the momentum flux density tensor.
Given that
• the fluid is isotropic
• internal frictions occurs only between fluid particles with different veloci-
ties
• if the whole fluid is in uniform rotation no internal friction occurs
the most general formulation for the viscous stress tensor is
Tik = µ(
∂vi
∂xk
+
∂vk
∂xi
− 2
3
δik
∂vl
∂xl
) + λδik
∂vl
∂xl
(3.29)
where the viscosity coefficients µ and λ are positive functions of the temperature
T [38].
The second viscosity λ is negligible in respect to µ in most cases.
In vector form:
~~T = µ
{[(
~∇⊗ ~v
)
+
(
~∇⊗ ~v
)T]
− 2
3
(
~∇ · ~v
)
I
}
+ λ
(
~∇ · ~v
)
I (3.30)
The momentum flux density tensor Πik in the viscous case is given by the sum
of the ideal part (eq. 3.21) and this viscous component:
Πik = −σik + ρvivk (3.31)
where σik, which concerns the terms that do not depend on the direct transfer
of momentum (dues to mass motion), is the stress tensor defined as
σik = −pδik + Tik (3.32)
Therefore, substituting this momentum flux density tensor in the momentum
transport equation 3.19 is obtained the the Navier-Stokes equation that, in
advective formulation, states
ρ
[
∂~v
∂t
+ (~v · ~∇)~v
]
= −~∇p+ ~∇ · ~~T + ~f (3.33)
If viscosity coefficients are assumed constant this becomes
ρ
[
∂~v
∂t
+ (~v · ~∇)~v
]
= −~∇p+ µ∇2~v +
(
λ+
1
3
µ
)
~∇ ·
[
(~∇ · ~v)I
]
(3.34)
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Momentum transport equation
The momentum transport equation corresponds to eq.3.33 in conservative form:
∂(ρ~v)
∂t
+ ~∇ · (ρ~v ⊗ ~v − pI+ ~~T ) = ~f (3.35)
This equation represents eq.3.19 in the viscous case. Actually it is obtained
adding the viscous stress tensor in the momentum flux tensor:
Πij = ρvivj + σij = ρvivj − pδij + Tij
Energy transport equation
The flux of total energy is derived in the same way as in the ideal case (Sec-
tion 3.1.1).
To the ideal energy-flux must be added:
1. Thermal conduction: the heat flux density ~q, at first order approximation,
is given by the Fourier’s law
~q = −k~∇T (3.36)
where k is the thermal conductivity.
2. The energy flux due to the processes of friction given by
~~T · ~v.
In most cases this is negligible in respect to thermal conductivity[14].
Actually its ratio to thermal conductivity µc, multiplied specific heat at
constant pressure Cp (Prandtl number), for most fluid species, is
Pr =
µcCp
k
≈ 1 (3.37)
Thus, the energy equation for a viscous fluid, is
∂
∂t
E + ~∇ · [(E + p)~v + ~q − (~~T · ~v)] = ~f · ~v (3.38)
Substituting the expression of the enthalpy h = ei +
p
ρ in E = ρei +
1
2ρv
2 can
be deduced the equation for the enthalpy per unit mass:
∂
∂t
(ρh) + ~∇ · [(ρh)~v] = ~v · ~∇p+ ∂p
∂t
+ ~∇ · ~q + ~∇ · (~~T · ~v)− (~v · ~∇) · ~~T (3.39)
Incompressible viscous fluids
For incompressible fluids ρ = const., thus the continuity equation implies
~∇ · ~v = 0 (3.40)
therefore, from eq.3.34, the Navier-Stokes equation becomes:
∂~v
∂t
+ (~v · ~∇)~v = −
~∇p
ρ
+ ν∇2~v (3.41)
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where
ν =
µ
ρ
(3.42)
is the kinematic viscosity, while µ is called dynamic viscosity.
The stress tensor takes the form
~~σ = −pI+ µ
[(
~∇⊗ ~v
)
+
(
~∇⊗ ~v
)T]
(3.43)
In terms of components
σik = −pδik + µ( ∂vi
∂xk
+
∂vk
∂xi
) (3.44)
3.1.3 Granular fluids
A granular material is a conglomerations of discrete macroscopic solid particles,
with or without an interstitial fluid. Its behaviour is strongly influenced by
the concentration of the solid phase, quantified through the solid volumetric
fraction s. In varying this, three different regimes (shown in Fig. 3.3) concerning
different rheologies can be identified [14], [41], [36]:
Figure 3.3: Kinetic, collisional and frictional regimes of solid phases in granular
flows [14].
kinetic regime: for highly dilute flow, i.e. s << 10
−3vol.%, grains randomly
fluctuate and translate.
kinetic-collisional regime: at higher concentration, i.e. for s >> 10
−3vol.%,
grains undergo binary short collisions, giving rise to further dissipation and
stress.
frictional regime: at very high concentration, i.e. s ≥ 50vol.%, grains start
to endure long, sliding and rubbing contacts give rise to a frictional (or
plastic) dissipation.
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A global granular rheological model requires a comprehensive unified stress ten-
sor able to adequately describe viscous stress within the flow for any of these
regimes and their intermediate states without imposing a priori what regime
will dominate over the others [14], [41].
Therefore the proposed tensor [14],[41] is represented by the sum of the stress
tensors in these limiting cases:
~~σs =
~~σfs +
~~
σk/cs (3.45)
where the kinetic/collisional stress tensor
~~
σ
k/c
s
• is a shear strain rate dependent tensor:
~~
σ
k/c
s =
~~
σ
k/c
s (
~~Ss)
• is a dynamic stress due to the momentum transfer during grain random
motions and their binary collisions
• is important for diluted flows
• can be defined from Boltzmann’s statistical approach of dense gas kinetic
theory
Instead, the frictional stress tensor
~~σfs ,
• is a shear strain rate independent tensor
• is due to the rubbing and rolling of grains on each other (interactions are
no more instantaneous)
• is dominant at very high concentrations
• can be defined from plastic potential theory whit regard to the known
static case
Kinetic and collisional stress Dilute flows are dominated by random kinetic
motion of grains.
The interplay between the solid phases and with the fluid in a granular flow
introduce an intermediate energy state in the dissipation process. The quantity
of energy stored in this energy state lies in the velocity fluctuations and is
accounted in the granular temperature Θ.
This variable quantifies the magnitude of random motion of grains and is defined
as an average measure of this:
Θ =
1
3
〈 ~C ′′s · ~C ′′s 〉 (3.46)
where ~C ′′s is the fluctuating velocity. Actually if ~vs = 〈~cs〉 is mean velocity, the
instantaneous velocity of the particle ~cs can be expressed as
~cs = ~vs + ~C
′′
s (3.47)
Granular temperature is increased by viscosity and slip between particles and
dissipated by collisions and drag.
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Figure 3.4: Processes of energy dissipation in a granular flow.
Thus, a granular flow and an homogeneous fluid medium, fundamentally differs
in the dissipation processes because of the presence, in the first case, of this
intermediate state of energy (Fig. 3.4).
The use of the term “temperature” is improper because the variable has not
the dimension of a temperature, cannot be measured with a thermometer and
in the definition does not concern the mass of the particles.
In most of the range of solid concentration can be considered [41]
Θ = (dsγ˙)
2
(3.48)
where ds is the diameter of the solid particles and γ˙ the shear strain rate mag-
nitude.
Otherwise, following a more rigorous approach, the granular temperature can
be taken into account introducing for this a transport equation coupled to the
others [14], this approach has been developed by Orsucci [43], who implemented
this in the PDAC code (Sec. 3.3).
The conduction of the granular temperature follows a Fourier law:
~qΘ = −kk/cΘ ∇Θ (3.49)
whose constant k
k/c
Θ strongly depends on the grain diameter ds, concentration s
and inelasticity of collisions accounted in the coefficient of restitution e defined
as
e = −
~ˆk · ~c′12
~ˆk · ~c12
∈ (0, 1] (3.50)
(where ~ˆk is the collision versor, ~c12 and
~c
′
12 are the relative velocities before
and after the collision) in a way that the granular temperature conduction ~qΘ
is enhanced if solid phase concentration s and size ds increase.
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Within the framework of classical granular kinetic assumptions:
1. only one grain size
2. inelastic collisions accounted through the coefficient of restitution e
3. negligible correlation between particles velocities
4. first order perturbations to Maxwellian velocity
5. isotropic granular temperature
6. negligible production of granular temperature by fluid turbulence
the solid stress tensor in the kinetic/collisional regime
~~
σ
k/c
s can be decomposed
as [14]
~~
σk/cs = −pk/cs I+
~~
T k/cs (3.51)
where
• the kinetic solid pressure pk/cs is exactly the pressure given by the equation
of state for an ideal gas with van-der-Waals correction for dense gas [14]:
pk/cs = ρssΘ
[
1 + 4sg0
1 + e
2
]
(3.52)
where g0 =
2−s
23g
is a semi-empirical radial distribution function.
• the kinetic solid viscous stress tensor is [41]
~~
T k/cs = 2µ
c
s
~~Ss (3.53)
where the collisional viscosity µcs is a function of the volumetric fraction
s, the solid diameter ds and the restitution coeff. e, and depends on the
granular temperature as µcs ∝
√
Θ.
Actually it is shown [14] that, as grains concentration enhances, inelastic
collisions become more important, therefore granular temperature is dis-
sipated into conventional heat more efficiently. Such dissipation process
decreases the viscosity of the granular phase.
Frictional stress At very high concentrations (s ≥ 50vol.%) collisions can-
not be seen as instantaneous and binary anymore and particles are in contact
with each others, thus a frictional stress model is needed. Furthermore, in this
limit, the intensity of interactions is no longer proportional to the velocity of
the interacting grains. Plasticity and critical state theories can be utilized to
describe the stress tensor in this regime. In such theories the material behavior
is assumed to be independent of the rate of strain: the granular material shears
only at a critical magnitude of the normal stress.
The solid stress tensor in the frictional regime
~~σfs can be modelled as [41]
~~σfs = −pfs I+
~~T fs (3.54)
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The solid pressure pfs is assumed as isotropic and should account for the in-
compressibility of the granular material above the maximum packing threshold.
In the static or quasi-static case, the pressure pˆfs represents the fraction of the
weight of solids that is sustained by direct contacts among solid particles and
can be written as [41]:
pfs =
{
pˆfs if s ≥ mins
0 if s < 
min
s
(3.55)
The definition of this solid pressure, which depicts the reaction force to the
packing of incompressible solid particles and vanishes when the solid phase is
unpacked, is a critical point of this theory [24]. Many experimental studies
have tried to derive an empirical equation of state, which relates the divergent
trend of pressure for increasing solid volumetric concentrations. For example
Dartevelle (2004) [14] proposes the following one:
pˆfs = pst
(s − mins )3
(maxs − s)3
(3.56)
with pst = 1000. 
min
s = 0.50 is the loose packing concentration defined as
the solid volumetric concentration at which friction starts to be effective and
maxs = 0.64 is the maximum solid concentration that corresponds to the case
of maximum packaging of spheres.
Alternatively, Gidaspow (1994) [26, 42] proposes to introduce a repulsive Coulom-
bic stress component of the form:
∇ps = −G(g)∇s (3.57)
, where G(s) is an empirical stress modulus that accounts for the existence of
a maximum compression of grains:
G(g) = 10
−ag+b[N/m2] a = 8.76, b = 5.43 (3.58)
A second approach, which has been explored in this work (see Sec. 3.3.4), is to
compute numerically the solid isotropic pressure by imposing the incompress-
ibility constrain above the loose packing concentration.
Finally, the quasi-static frictional shear stress tensor of the solid phase
~~T fs can
be described by the Mohr-Coulomb condition [14] [41]
T fs,ij = (1− δij)pfs tanφ (3.59)
where φ is the internal friction angle.
3.2 Multiphase flows
A multiphase flow (MF) is a flowing system made of different phases, defined
as chemical species, in solid, liquid or gas state. A multiphase flow made of
solid particles dispersed in a fluid is called granular flow.
In order to analyze the behaviour of the whole fluid the single phases can be
treated individually considering their mean thermodynamical and dynamical
properties, adding coupling terms concerning their interactions.
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A phase is described as a
• continuum when the dimension of the constituents is negligible in respect
to the whole fluid.
• dispersal if the constituents have finite dimensions.
This distinction is arbitrary, usually it is made referring to the typical scales of
the system.
In order to obtain the system of equations governing a multiphase flow the
definition of a few variables, related to the single phase and to the whole flow,
is needed.
If the different phases that constitute a flow with global volume V are identified
by the sub-index p,
the volumetric fraction of the p-phase p, since the volume occupied by a
phase cannot be occupied by the others, is such that∑
p
p = 1 (3.60)
The volume of the phase p can be defined as:
Vp =
∫
V
pdV (3.61)
For a solid phase s there is a maximum concentration that corresponds to
the case of maximum packaging of spheres: maxs = 0.64
Two different densities can be defined:
microscopic density ρp such that the mass of the phase p is:
mp =
∫
V
pρpdV (3.62)
For gas phases g, modeled as ideal gasses, this is the density that appears
in the equation of state:
pg = ρgR˜Tg (3.63)
where pg and Tg are the pressure and temperature and R˜ is the ratio
between the universal gas constant R and the molar mass of the gas phase
Mg:
R˜ = R
g
Mg
(3.64)
bulk density ρˆp defined as
ρˆp = pρp (3.65)
For solid phases s, if ns is the numerical density of the grains,
ρˆs = nsms (3.66)
The grain diameter of solid phases s, ds, is defined as the diameter of the sphere
that has the same volume of the grain.
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3.2.1 MF transport equations
In order to understand the behaviour of the whole multiphase flow, transport
properties of this should be analyzed.
Conservative equations for the single phases can be deduced from transport
equations of the fluid theory (see Sec. 3.1).
Continuity equation
Since the decrease of the mass of the phase p in a fixed volume V
− ∂
∂t
∫
V
pρpdV
should equal the mass of the phase p flowing out the surface S bounding the
volume V ∫
S
pρp ~vp · d~S =
∫
V
~∇ · (pρp ~vp)dV
where ~vp is the mean velocity of the phase p in the volume, is obtained that∫
V
[
∂
∂t
(pρp) + ~∇ · (pρp ~vp)
]
dV = 0
Thus continuity equation for a single phase p in a multiphase flow is
∂
∂t
(pρp) + ~∇ · (pρp ~vp) = Sp (3.67)
where Sp contains possible mass source and sink terms.
The mass flux density of the phase p can be defined as ~jp = pρp~vp.
Momentum transport equation for phase p
The momentum ~Pp carried by the phase p in a volume V of the fluid is
~Pp =
∫
V
pρp ~vpdV (3.68)
The decrease of this given by the transport theorem (eq.3.3)
− d
dt
∫
V
ρpp ~vpdV = −
∫
V
(
∂(ρpp ~vp)
∂t
+ ~∇ · [(ρpp ~vp)⊗ ~vp]
)
dV
must equals (Newton’s second law) the total force acting on the volume that is
given by the sum of the volumetric forces ~Fp (external forces ~fp and forces ex-
erted by the other phases in the volume
∑
f
~Ipf ) and the surface forces contained
in the tensor ~~σp:
~Ftot =
∫
∂V
~~σp · d~S︸ ︷︷ ︸
Surface forces
+
∫
V
~FpdV︸ ︷︷ ︸
Volume forces
=
∫
V
~∇ · ~~σpdV +
∫
V
(~fp +
∑
f
~Ipf )dV
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where the Gauss theorem allows to skip the problem of defining the surface of
the volume of a single phase in a volume of mixture.
From the momentum balance equation for phase p
∫
V
(
∂(ρpp ~vp)
∂t
+ ~∇ · [(ρpp ~vp)⊗ ~vp]
)
dV =
∫
V
~∇ · ~~σp + ~fp +∑
f
~Ipf
 dV
can be obtained the differential form:
∂(ρpp ~vp)
∂t
+ ~∇ · [(ρpp ~vp)⊗ ~vp] = −
Surface
forces︷ ︸︸ ︷
~∇ · ~~σp +
Volume forces︷ ︸︸ ︷
~fp︸︷︷︸
External
forces
+
∑
f
~Ipf︸ ︷︷ ︸
Interaction
between
phases
(3.69)
In a gravitational field ~fp = pρp~g. For the other terms in the right side of eq.
3.69 a formulation is needed. Actually, for solid phases, the stress tensor is not
well defined because pressure and viscosity should be determined. Furthermore
an equation for the forces acting between the phases, i.e. the drag force, should
be given.
Momentum transport equation
The momentum ~Pp carried by the phase p in a volume V of the fluid is
~Pp =
∫
V
pρp ~vpdV (3.70)
The decrease of this given by the transport theorem (eq.3.3)
− d
dt
∫
V
ρpp ~vpdV = −
∫
V
(
∂(ρpp ~vp)
∂t
+ ~∇ · [(ρpp ~vp)⊗ ~vp]
)
dV
must equals (Newton’s second law) the total force acting on the volume that is
given by the sum of the volumetric forces ~Fp (external forces ~fp and forces ex-
erted by the other phases in the volume
∑
f
~Ipf ) and the surface forces contained
in the tensor ~~σp:
~Ftot =
∫
∂V
~~σp · d~S︸ ︷︷ ︸
Surface forces
+
∫
V
~FpdV︸ ︷︷ ︸
Volume forces
=
∫
V
~∇ · ~~σpdV +
∫
V
(~fp +
∑
f
~Ipf )dV
where the Gauss theorem allows to skip the problem of defining the surface of
the volume of a single phase in a volume of mixture.
From the momentum balance equation for phase p
∫
V
(
∂(ρpp ~vp)
∂t
+ ~∇ · [(ρpp ~vp)⊗ ~vp]
)
dV =
∫
V
~∇ · ~~σp + ~fp +∑
f
~Ipf
 dV
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can be obtained the differential form:
∂(ρpp ~vp)
∂t
+ ~∇ · [(ρpp ~vp)⊗ ~vp] = −
Surface
forces︷ ︸︸ ︷
~∇ · ~~σp +
Volume forces︷ ︸︸ ︷
~fp︸︷︷︸
External
forces
+
∑
f
~Ipf︸ ︷︷ ︸
Interaction
between
phases
(3.71)
In a gravitational field ~fp = pρp~g. For the other terms in the right side of eq.
3.71 a formulation is needed. Actually, for solid phases, the stress tensor is not
well defined because pressure and viscosity should be determined. Furthermore
an equation for the forces acting between the phases, i.e. the drag force, should
be given.
Surface forces acting on a fluid phase The stress tensor for the fluid
phases g, from the stress tensor of the fluid theory (eq.3.32), can be written as
[26]
σg,ij = −pgδij + Tg,ij (3.72)
where
~~Tg is the viscous stress tensor of the fluid phase g and pgis the pressure
acting on the phase g.
The structure of this term used in our model is analyzed in Section 3.3.2.
Surface forces acting on a solid phase Pressure and viscosity for a solid
phase s can be defined following Eq.3.45.
In dilute mixtures (s < 10
−3), since the reduced weight of the solid parti-
cles is not transmitted through the ambient fluid, the contribution of the ki-
netic/collisional pressure psk/c term is usually neglected (Gidaspow’s Model B)
[26, 41]. Alternatively, it has been proposed to describe the kinetic-collisional
solid pressure term as psk/c = −s~∇pf (pf is the fluid pressure) (Gidaspow’s
model A).
The structure of the solid stress tensor in our model is described in Section 3.3.2.
Drag force In order to obtain an equation for the drag force similar to the
Darcy law for steady flows in porous mediums that, in 1D, states
g
∂Pg
∂x
= −Dgs(vg − vs)
the drag term is modeled as
−Dgs(~vs − ~vp) (3.73)
where the drag coefficient is a function of concentration, density and viscosity
of the fluid phase, grains diameter and magnitude of relative velocity:
Dgs = Dgs(g, ρg, µg, ds, ‖~vg − ~vs‖).
For analogy the term concerning drag between solid phases is given the same
structure:
Dss′ (~vs′ − ~vs) (3.74)
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Thus
~Ig =
∑
s
~Isg =
∑
s
Dgs(~vs − ~vg) (3.75)
~Is =
∑
p 6=s
~Isp = −Dgs(~vs − ~vg) +
∑
s′ 6=s
Dss′ (~vs′ − ~vs) (3.76)
Energy transport equation
In order to obtain enthalpy equation the internal energy transport equation is
needed: for a phase p, if ei,p is the internal energy of phase p per unit mass, the
internal energy Ei,p is given by
Ei,p =
∫
V
pρpei,pdV (3.77)
By neglecting the heat contribution of viscous dissipation and drag force, and
the work done by gravity force, the first law of thermodynamics writes:
dEi = δQ− pdV (3.78)
the transport of Ei,p must equals the sum of
1. Heat flux
δQp
dt given by the sum of
• external heat transfer:
−
∫
V
(~∇ · ~qp)dV
where, from analogy with the Fourier’s law eq.3.36, ~qp is defined as
~qp = −kp~∇Tp (3.79)
• heat transfer from other phases modeled as:∫
V
∑
p′
Qp′ (Tp′ − Tp)dV
where Qp′ = Qp′ (s, ρs, ds, ρg, µg, ‖~vg − ~vs‖) is an empirical heat
transfer coefficient.
Therefore
δQg
dt
= −
∫
V
[~∇ · (−kg ~∇Tg)]dV +
∫
V
∑
s
Qs(Ts − Tg)dV (3.80)
δQs
dt
= −
∫
V
[~∇ · (−ks~∇Ts)]dV +
∫
V
−Qs(Ts − Tg)dV (3.81)
2. Mechanical work done by phase p:
δLp
dt
=
∫
Vp
pp
dVp
dt
=
∫
V
pp
dp
dt
dV =
∫
V
pp
[
∂p
∂t
+ ~∇ · (p~vp)
]
dV
that is negligible for the solid phase almost incompressible.
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Thus, for internal energy, is obtained:
∂(gρgei,g)
∂t
+ ~∇ · (gρgei,g~vg) =
~∇ · (kg ~∇Tg) +
∑
s
Qs(Ts − Tg)− pg
[
∂g
∂t
+ ~∇ · (g~vg)
]
(3.82)
∂(sρsei,s)
∂t
+ ~∇ · (sρsei,s~vs) = ~∇ · (ks~∇Ts)−Qs(Ts − Tg) (3.83)
Since enthalpy per unit mass of the phase p is hp = ei,p +
pp
ρp
then
dei,p
dt
=
dhp
dt
+
pp
ρ2p
dρp
dt
− 1
ρp
dpp
dt
(3.84)
Substituting the expression of
dρp
dt obtained from the continuity eq.3.67 in eq.3.84
is found
dei,p
dt
=
dhp
dt
+
pp
ρpp
dp
dt
− 1
ρp
dpp
dt
Making use of this equation and continuity eq. 3.67 in the internal energy
equations 3.82 and 3.83, the enthalpy transport equations, neglecting the viscous
dissipation heat release, are obtained:
∂(gρghg)
∂t
+ ~∇ · (gρghg~vg) = ~∇ · (kg ~∇Tg) +
∑
s
Qs(Ts − Tg) + g
[
∂pg
∂t
+ ~∇ · (pg~vg)
]
(3.85)
∂(sρshs)
∂t
+ ~∇ · (sρshs~vs) = ~∇ · (ks~∇Ts)−Qs(Ts − Tg) (3.86)
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3.3 PDAC
The PDAC (Pyroclastic Dispersal Analysis Code) code solves the multiphase
flows equations for a mixture of solid phases dispersed in gas medium. The
numerical implementation allows selecting different physical models and consti-
tutive equations for the granular phases. In particular, in this thesis, I have
implemented in the PDAC code the Johnson and Jackson (1987) description of
the solid stress tensor [37], as described in Sec. 3.3.2.
3.3.1 Model equations
Coordinates
Pdac solves 2D and 3D transport equations. The first can be described in
both cartesian and cylindrical coordinate systems, whereas for 3D simulations
a cartesian reference frame is adopted.
Pdac is written for parallel environments because of computational efficiency but
also because parallel computing is suited for calculations concerning problems
of interacting subdivisions of the computational domain.
Transport equations in pdac
Pdac model equations are derived from multiphase flow theory Sec. 3.2.
The degree of freedom of the system, that corresponds to the number of equa-
tions and variables are:
• N volumetric fractions of solid phases s
• N densities of solid phases ρs
• M − 1 mass fractions yi of the M chemical species of gas
• 3N components of the particle velocity ~vs
• 3 components of the gas velocity ~vg
• 1 gas pressure pg
• N particle temperatures Ts
• 1 gas temperature Tg
For a granular flow made of N solid phases dispersed in a gas one, the used
transport equations are:
Continuity equations that express the transport of gas and solid bulk densi-
ties.
Mass transfer between different phases and chemical reactions between
gas component are not allowed.
Thus, for the gas phase:
∂
∂t
(gρg) + ~∇ · (gρg ~vg) = 0 (3.87)
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That for single chemical components, if yi with i = 0, ..,M is the mass
fraction of the i component (air, H2O or CO2), becomes
∂
∂t
(gρgyi) + ~∇ · (gρgyi ~vg) = 0 (3.88)
For solid phases:
∂
∂t
(sρs) + ~∇ · (sρs ~vs) = 0 s = 1, .., N (3.89)
Momentum equations that account for convective and diffusive viscous trans-
port, pressure gradients and gravity force.
Coupling between gas and particles and between solid phases is concerned
in the drag term. For the solid phases, the kinetic/collisional pressure
term and the frictional stress tensor are neglected (Gidaspow’s model B)
[26].
Therefore for gas and solid phases
∂(ρgg ~vg)
∂t
+ ~∇ · [(ρgg ~vg)⊗ ~vg] =
−∇ · σg + gρg~g +
N∑
s=1
Dgs(~vs − ~vg) (3.90)
and
∂(ρss ~vp)
∂t
+ ~∇ · [(ρss ~vs)⊗ ~vs] =
−∇ · σs + sρs~g −Dgs(~vs − ~vg) +
N∑
s′=1
Dss′ (~vs′ − ~vs) s = 1, .., N
(3.91)
Energy equations expressed in terms of enthalpy.
Particle-particle heat exchange and viscous dissipation heat release are
ignored, particles are incompressibles. Diffusive terms are weighted by
volumetric fraction.
Thus is obtained
∂(gρghg)
∂t
+ ~∇ · (gρghg~vg) =
~∇ · (kgeg ~∇Tg) +
∑
s
Qs(Ts − Tg) + g
[
∂pg
∂t
+ ~∇ · (pg~vg)
]
(3.92)
∂(sρshg)
∂t
+ ~∇ · (sρshg~vs) =
~∇ · (kses~∇Ts)−Qs(Ts − Tg) s = 1, .., N (3.93)
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3.3.2 Closure Equations and interphase exchange terms
In order to solve the system of the described transport equations a sufficient
number of closure equations is required. The setting of these equations is of
fundamental importance because they concern the description of the system
with which we have to deal. The expressions for these found in literature can
be empirical, i.e. fixed from experimental results, semi-empirical, i.e. obtained
matching experimental and numerical results, or, where possible, derived from a
theory (as the kinetic term of the stress tensor, which is written in terms of the
kinetic theory). The latter approach is obviously the best because it contains
the hypothesis and defines the limits of the validity for these equations, while
the other formulations are often non universal and their limits of validity are
not well defined.
Volumetric and mass fractions closures
Volumetric and mass fractions must satisfy:
g +
N∑
s=1
s = 1 (3.94)
M∑
i=1
yi = 1 (3.95)
Thermal equation of state
The equation of state for the gas phase is derived from the ideal gas one:
pg = ρgR˜Tg (3.96)
Since particles are incompressible:
ρs = Cost.s s = 1, .., N (3.97)
Stress tensor of the fluid phase
The viscous stress tensor of the fluid phase is modeled following the approach of
large eddy models belonging to Large Eddy Simulation (LES) class: since larger
eddies are by far the most effective transporters of the conserved properties this
model neglects the small ones [23].
The used viscous stress tensor of the fluid phase concerns the effect of turbu-
lence in a viscous term, following the Smagorinsky approach. The Smagorinsky
model is an eddy viscosity model based on the fact that the principal effects
of turbulence are increased transport and dissipation: since in laminar flows
these phenomena are due to viscosity results reasonable to include the effect of
turbulence in the viscosity coefficient [23].
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Therefore the viscous stress tensor of the fluid phase in eq.3.72 is modeled
as [14],[41]
Tg,ij = µg,eff
(
∂vg,i
∂xj
+
∂vg,j
∂xi
)
= 2µ
g,effSij (3.98)
where µ
g,eff is an effective viscosity given by the sum of the molecular viscosity
of the fluid µg and the turbulent or eddy viscosity µT :
µ
g,eff = µg + µT (3.99)
Therefore, from eq.3.72, the stress tensor of fluid phases g can be written as
σg,ij = −pgδij + (µg + µT )
(
∂vg,i
∂xj
+
∂vg,j
∂xi
)
(3.100)
The parameter µT , for the case of granular flows, is more complicated than that
for the case of pure fluid flows because the solid particles modify the structure
and intensity of the fluid turbulence altering the transport rate of momentum
[41]. From Smagorinsky model it takes the form [14],[23]:
µgt = l
2ρgγ˙; (3.101)
l =
{
lS = cS∆ away from boundaries
lB = k(z + z0) close to boundaries
where cS ≈ 0.33 is the dimensionless Smagorinsky constant, ∆ =
√
Πi∆xi the
geometric mean of grid size, γ˙ is the magnitude of the shear strain rate and lB
is defined in order to send to zero the turbulent viscosity on the boundary.
The reason why in eq.3.101 a dependence from the grid dimensions appears,
is described in the context of my analysis of turbulence models applied to the
propagation of density currents on flat surfaces (Sec. 4.2.2).
Stress tensor of the solid phases
The granular phases are described as in Sec. 3.1.3. In order to describe regimes
close to the frictional threshold, I have implemented the Johnson and Jackson
(1987) [37] model for the stress tensor by adding a frictional component
~~σfs to
the viscous-collisional stress tensor
~~
σ
k/c
s . This model requires specification of
the granular pressure pfs . To this aim, the empirical equations of state 3.56
and 3.57 have been used. As an alternative, the solid pressure pfs can be taken
as a flow variable and computed numerically by imposing the incompressibility
constrain above a given solid concentration threshold, as suggested by [41]. The
computational approach is described in Sec. 3.3.4.
Summarizing all the equations, in PDAC the solid stress tensor structure is:
~∇ · ~~σs =
~~σfs +
~~
σk/cs
where
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* The kinetic/collisional term is given by:
~~
σk/cs = −pk/cs I+
~~
T k/cs
pk/cs = ρssΘ
[
1 + 4sg0
1 + e
2
]
~~
T k/cs = 2µ
c
s
~~Ss
* The frictional term is described as:
~~σfs = −pfs I+
~~T fs
pfs =
{
pˆfs if s ≥ mins
0 if s < 
min
s
T fs,ij = (1− δij)pfs tanφ
Caloric equation of state
Thermal conductivities are
kge = kg + kgt = kg +
Cpgµgt
Pr
(3.102)
kse = constant (3.103)
The caloric equations of state, avoiding the dependence of specific heats Cp from
temperature, are given by
Tg =
hg
Cpg
(3.104)
and
Ts =
hs
Cps
s = 1, .., N (3.105)
Drag coefficients
The empirical gas-particles drag coefficient takes a different shape in respect to
the concentration s and to the regime of the flow specified by the Reynolds
number
Re =
gρgds‖~vg − ~vs‖
µg
(3.106)
• If g ≥ 0.8
Dgs =
3
4
CDs
gsρg‖~vg − ~vs‖
ds
−2.7g (3.107)
where
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– for low Reynolds numbers Re < 1000
CDs =
24
Res
[1 + 0.15Re0.687k ] (3.108)
– for high Reynolds numbers Re > 1000
CDs = 0.44 (3.109)
• If g < 0.8
Dgs = 150
2sµg
gd2s
+ 1.75
sρg‖~vg − ~vs‖
ds
(3.110)
The empirical coefficient of the drag force between particles is
Ds1s2 = Fs1s2α(1 + e)s1ρs1s2ρs2
(ds1 + ds2)
2
(ρs1d
3
s1 + ρs2d
3
s2)
‖~vg − ~vs‖ (3.111)
where e ∈ [0, 1] is the restitution coefficient and α ∈ [0, 1] is an empirical
coefficient, Fs1s2 is a function of the two volume fractions [17].
The empirical gas-particle heat transfer coefficient is
Qs = Nus
6kgs
d2s
(3.112)
Nus = (2 + 5
2
s)(1 + 0.7Re
0.2Pr1/3) + (0.13 + 1.22s)Re
0.7Pr1/3 Re ≤ 105
(3.113)
where Re is the Reynolds number defined in eq.3.106 and Pr =
Cpgµg
kg
the
Prandtl number defined in eq.3.37.
3.3.3 Discretization
Time discretization of transport equations in PDAC is made by using a semi-
implicit first-order Euler method (see App. A.0.2), and by using a constant
time-step.
Spatial discretization is performed by means of a second-order finite volume
method (see App. A.0.1). Equations are discretized on a regular Cartesian
grid. To ensure stability of the solution, momentum equations are discretized
on staggered grids [44], with respect to the grid adopted for mass and enthalpy
equations. In this geometry, the center of the Control Volume (CV) for a compo-
nent of momentum lays on the face of the scalar CV, along the same coordinate
direction.
Hereafter, I describe the discretization technique for the one-dimensional mul-
tiphase flow equations.
Time discretization
Since time discretization is independent from the spatial one, in the following
equations δδx is used to indicate a generic spatial discretization.
Convective and diffusive fluxes, body forces and interphase coefficients are com-
puted explicitly, the other terms implicitly.
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The resulting discretized equations for a CV are:
Discretized continuity equations
(pρp)
n+1 = (pρp)
n︸ ︷︷ ︸
Explicit terms
− dt
[
δ
δ~x
(pρp~v)
]n+1
︸ ︷︷ ︸
Implicit terms
p = g, 1, .., N
(3.114)
Discretized momentum equations
(pρp~vp)
n+1 = (pρp~vp)
n + dt
{
− δ
δ~x
(pρp~vp ⊗ ~vp)n + δ
δ~x
(
~~T )n − pρp~g
}
︸ ︷︷ ︸
Explicit terms
+
+ dt
{
− δ
δ~x
(pp)
n+1 +
∑
l
(Dlp)
n(~vl − ~vp)n+1
}
︸ ︷︷ ︸
Implicit terms
p = g, 1, .., N (3.115)
Discretized enthalpy equations
(sρshs)
n+1 = (pρphs)
n − dt
[
δ
δ~x
(sρs~vshs)
n
]
+ dt
δ
δ~x
{
(ks)
ns
δ
δ~x′
(Ts)
n
}
︸ ︷︷ ︸
Explicit terms
+
+ dt
[
(Qs)
n(Tg − Ts)n+1
]︸ ︷︷ ︸
Implicit terms
s = 1, .., N (3.116)
(gρghg)
n+1 = (gρghg)
n − dt
[
δ
δ~x
(gρg~vghg)
n
]
+ dt
δ
δ~x
{
(kg)
ns
δ
δ~x′
(Tg)
n
}
︸ ︷︷ ︸
Explicit terms
+
+ dt
{
g
δ
δ~x
[(pg)
n(~vg)
n]
}
︸ ︷︷ ︸
Explicit terms
+g[(pg)
n+1 − (pg)n]+
+ dt
[∑
s
(Qs)
n(Ts − Tg)n+1
]
︸ ︷︷ ︸
Implicit terms
(3.117)
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Discretization of spatial derivatives
Mass and enthalpy transport equations are solved on the cell centers, whereas
the momentum equations are solved on the staggered locations [44].
The diffusive gradients are discretized by a second-order, centered scheme,
whereas the convective gradients are computed by adopting different upwind
methods.
To reduce the numerical diffusion of the first-order upwind scheme [44] and to
increase numerical accuracy, especially for the coarse meshes, several second-
order schemes have been implemented. They are based on the MUSCL flux
reconstruction on the cell boundary and include a variety of flux limiters to
avoid the numerical under/over-shooting phenomena [16].
According to this formalism, the MUSCL reconstruction is applied to the value
of the variable on the interface, so that, for example, the one-dimensional con-
vective flux of a quantity Φ (defined on a mesh point i) across the East boundary
of the cell (indicated by the subscript i+ 12 ), is written as:
〈Φv〉i+ 12 = vi+ 12
 Φi + L(ri+ 12 ) · dxi2 · ∇CΦi+ 12 , if vi+ 12 ≥ 0
Φi+1 − L(ri+ 12 ) ·
dxi+1
2
· ∇CΦi+ 12 , if vi+ 12 < 0

In the above equation ∇CΦi+ 12 is the “centered” gradient of the field, computed
as ∇CΦi+ 12 =
Φi+1 − Φi
(dxi+1 + dxi)/2
.
The “upwind” gradient is defined as:
∇UΦi+ 12 =

Φi − Φi−1
(dxi + dxi−1)/2
if vi+ 12 ≥ 0
Φi+2 − Φi+1
(dxi+2 + dxi+1)/2
if vi+ 12 < 0
L(ri+ 12 ) is the limiter, which includes the high-order formulation and is ex-
pressed as a function of the ratio of successive gradients ri+ 12 =
∇UΦi+ 12
∇CΦi+ 12
.
Four limiters are implemented in PDAC, according to the following expressions
[17]:
Van Leer: L(r) = MAX(0, 2r1+r )
Minmod: L(r) = MAX(0,MIN(r, 1))
Superbee: L(r) = MAX(0,MIN(2r, 1),MIN(r, 2))
Ultra-beta: L(r) = MAX(0,MIN(2r, (1− β) + βr, 2))
The first-order upwind scheme is retrieved by setting L(r) = 0.
The Ultra-beta scheme is third-order accurate with a uniform mesh and β = 1/3.
With the second- and third-order discretization schemes, two neighbours in each
direction are needed to compute the gradients on a mesh point.
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3.3.4 Solution procedure
The numerical algorithm is detailed in Figure 3.5.
The solution is evolved from the initial conditions by a discrete time advance-
ment (Loop 1).
The time discretization is obtained from the first-order, semi-implicit Euler
scheme, and the system of the discretized equations is solved at each time-step
by means of a parallel SOR iterative method. The non-linear mass and momen-
tum coupling is thus solved cell-by-cell by a pressure-based predictor-corrector
method. The interphase terms of momentum and energy coupling are linearized
so that the non-linear parts are computed explicitly in the coefficients (as a func-
tion of the independent fields at the previous time-step). The implicit treatment
of the linear part improves the convergence and allows the treatment of both
tightly coupled and decoupled flows (i.e., from fine-grained to coarse pyroclasts)
[16].
External loop: Parallel SOR method
The SOR iterative method is adopted to achieve convergence in all cells simul-
taneously. Since the gas bulk density is computed as a function of the particle
volumetric fractions, pressure and temperature, the gas continuity equation is
used as a check for convergence. The convergence is achieved when the value of
the gas mass residual is reduced below a prescribed value contemporarily in all
cells (typically of 10−8).
The SOR loop is schematically represented by Loop 2 in the right box in Fig-
ure 3.5 and is based on the following steps:
a) Apply the successive predictor-corrector procedure to update all fields
(Loops 3) in the cells of each subdomain
b) Exchange the data on the sub-domain boundaries through the ghost-cells
c) Check convergence on all processors
d) Exit or Over/Under-relax the solution before starting a new SOR cycle
on every subdomain
The parallelization of the SOR solver by the domain partitioning can be imme-
diately implemented on distributed memory architectures. It is based on the
natural ordering of the mesh points in each Cartesian sub-grid (obtained by
successively increasing the index i, j, and k along x, y and z directions).
On each sub-domain, the sequential SOR is carried out without considering the
values at boundaries that are updated by the neighbouring processors. Bound-
ary values are exchanged only at the end of each iteration. To check the efficiency
of the parallel SOR, the average number of iterations needed to converge to the
solution within a fixed residuals.
Inner-loop: predictor-corrector algorithm
In each cell, the solution procedure is not modified by the parallelization cri-
terion. In the predictor stage, the pressure field P ∗ is kept constant in each
cell. The velocities {v∗g , v∗s} are computed explicitly by inverting, in each cell, a
squared matrix of size (n+1)2, using the direct Gauss-Jordan procedure (starred
quantities indicate the intermediate value in the iterative procedure).
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For the horizontal x-component of the velocities, for example, the linear
system for the starred velocities is expressed by:{
(gρgvg)
∗ − dt∑Ns=1Dnsg(v∗g − v∗s ) = ˜(gρgvg)n − dt ∂∂xp∗g
(sρsvs)
∗ + dtDnsg(v
∗
g − v∗s )− dt
∑N
l=1D
n
sl(v
∗
l − v∗s ) = ˜(sρsvs)
n
− dt ∂∂xp∗s
s = 1, ..., N
where the (˜...) tilde terms include the convective and diffusive fluxes and external
forces, which are computed explicitly. The volumetric fraction of solids and the
void fraction are then estimated from the solid continuity equations and from
the closure equation:
∗s = 
n
s − dt
∂
∂x
(svs)
∗; ∗g = 1−
N∑
s=1
∗s
The corrector stage proceeds accordingly to the following steps (Loop 4 in Fig-
ure 3.5):
1. Correct the gas pressure p∗g and update the gas density
2. Correct the velocities by solving the remainder of the momentum equa-
tions
3. Correct the solid and gas volumetric fractions
4. Check the new value of the gas mass residual. If it is still too large, repeat
the corrector stage from (1).
The pressure in the corrector stage is adjusted, in each cell, by minimizing the
value of the residual of the gas continuity equation, defined as
Dg = (gρg)∗ − (gρg)n + dt ∂
∂x
(gρgvg)
∗
By expressing the derivative
dDg
dp
through a re-arrangement of the discretized
gas mass and momentum equations, the new value of the pressure (minimizing
the value of Dg) can be found iteratively by using Newton’s descent method
(App. A.0.5). Actually, a combination of the Newton’s, secant and bi-secant
methods (App. A.0.5, A.0.6) is adopted in PDAC [17].
The pressure-correction method usually lowers the gas mass residual to a frac-
tion of 10−8 with respect to the local cell gas bulk density within 3-4 iterations
and is largely independent on the number of processors used.
Update of gas components and enthalpies
The updated pressure, density and velocity fields are used to compute explicitly
the gas components and the coefficients in the enthalpy equations, including
the advection-diffusion enthalpy fluxes and the heat exchange coefficients. The
resulting equation system is linear in the temperatures (Tg, Ts, s = 1, ..., N) and
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can be solved directly by using the Gauss-Jordan method.{
(gρgC
n
v gTg)
∗ − dt∑Ns=1Qns (T ∗g − T ∗s ) = ˜(gρghg)n
(sρsC
n
s Ts)
∗ + dtQns (T
∗
g − T ∗s ) = ˜(sρshs)
n
s = 1, ..., N
where again the (˜...) tilde terms include the convective and diffusive fluxes,
which are computed explicitly. Since the enthalpy equations are solved explicitly
after the solution of the momentum and continuity equations the temperature
is kept constant during the solution procedure. In other words, the effects
of the temperature variation (due to advection-diffusion and especially to the
interphase heat transfer) on the gas pressure and density are deferred to the
next time-step computation. This explicit treatment of the enthalpy (motivated
by the need for computational efficiency) introduces a numerical error that is
negligible when the time step is adequately small. In the PDAC code, the
time-step is fixed and the convergence is constrained by a CFL number (i.e.,
the ratio
dtVmax
∆z
) of about 0.2. Numerical tests performed by including the
enthalpy solution in the iterative solver showed only a minor improvement of
the solution accuracy under this constraint.
Calculation of the solid (frictional) pressure
The solid pressure in the frictional regime is computed following the scheme
proposed by Patankar [44]. This procedure is based on the fact that the pressure
field is indirectly specified via the mass continuity equation, so that when the
correct pressure field is substituted into the momentum equations, the resulting
velocity field satisfies the mass continuity equation (Patankar 1980 [44]).
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Figure 3.5: PDAC main flow-chart. The time-advancement loop (1), the SOR
loop (2), the cell-by-cell solution loop (3) and the in-cell predictor-corrector loop
(4) are highlighted. The parallel data-exchange are also indicated explicitly.
Dg is the residual of the gas continuity equation, which is compared with a
prescribed minimal residual C and EOS is the Equation of State.
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3.3.5 List of symbols
Subscripts
g Gas phase
s Solid phase
T Turbulent component
Supercripts
k/c Kinetic-collisional component
f Frictional component
Latin symbols
C Specific heat
cs Smagorinsky constant
Dg Residual of the gas continuity equation
D Drag coefficient
ds Particle diameter
e Restitution coefficient
h Enthalpy
k Thermal conductivity
L Limiter function
Mg Gas molar mass
N Number of different solid phases
p Pressure
Pr Prandtl number
pˆfs Solid weight sustained by direct contacts among solid particles at high concentrations
Qs Gas-particle heat transfer coefficient
R Universal gas constant
R˜ Ratio between the universal gas constant and the gas molar mass
Re Reynolds number
T Temperature
v Velocity
x Horizontal coordinate
yi Mass fractions of the chemical species of gas
z Vertical height from the boundary
z0 Boundary height
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Greek and math symbols
∆ Geometric mean of grid size
 Volumetric fractions
mins Loose packing concentration
φ Internal friction angle
Φ Flux across a CV boundary
γ˙ Magnitude of the shear strain rate
µ Dynamic viscosity
µg,eff Gas effective viscosity
µgt Smagorinsky turbulent viscosity
ρ Microscopic density
σ Stress tensor
Θ Granular temperature
∇C Centered gradient
∇U Upwind gradient
Part II
Analysis of numerical
results
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Chapter 4
Particle-driven gravity
currents on flat surfaces
In the first part of this work dam-break particle-driven gravity currents on hor-
izontal surface simulations are analyzed (Fig. 4.1). An open domain has been
used.
Figure 4.1: Starting configuration of an horizontal dam-break setting.
The analysis is focused on the inertial phase of the motion (described in Chap. 2.1.1),
since this is by far the dominant regime in my currents conditions. However a
brief attention is also given to the previous regimes of flow evolution.
The results are shown to be in good agreement with the theoretical model pre-
dictions (described in Chap. 2.2.1) and with the simulation results of Birman et
al. [4].
In the second section of this chapter, in order to establish appropriate simulation
conditions, an analysis of the initial parameters effects is made.
4.1 Inertial regime
Since the effect due to the solid particles sedimentation have been discussed
later, in the first part of the work, in order to deal with a nearly-homogeneous
current characterized by a negligible setting time in respect to the characteristic
time of the flow, a dense fluid made of particles with small dimensions and a
low initial concentration (particle diameter = 10 µm, s = 5 ∗ 10−4) has been
considered.
In Fig. 4.2 A) the flow evolution of a particle-driven gravity current for an
horizontal dam break is shown.
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A B
Figure 4.2: A) Flow evolution (respectively t = 0, 10, 20, 30, 40, 50, 60, 70 s)
of a particle-driven gravity current for an horizontal dam break and B) the
related isolines corresponding to a particle concentration of 10−4, 10−6 and
10−8 (particles diameter 10 µm, initial concentration of particles 5 ∗ 10−4, lock
aspect ratio H/L = 0.5, resolution 5m× 2.5m).
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The flow reproduced by our model shows all the typical features of an hori-
zontal dam-break front propagation: the head and the tail of the current (spec-
ified in Fig. 4.3) are easily noticeable, the most advanced part of the front
(enlarged in Fig. 4.4) shows the typical nose structure due to the no-slip con-
dition at the boundary, which enables the ambient fluid entrainment under the
dense front, as described in Sec. 2.1. The gas velocity (indicated by the arrows
in Fig. 4.5 A) ) reveals the turbulent nature of the current.
The Kelvin-Helmoltz condition on the velocity (presence of an inflection point),
which justifies the formation of the turbulent structures, is satisfied as shown
in Fig. 4.5 B).
In Fig. 4.2 B the isolines related to the current of the previous figure corre-
sponding to a concentration of 10−8, 10−6 and 10−4 are depicted, showing the
stratified structure of the current.
Figure 4.3: Anatomy of the simulated gravity current.
Figure 4.4: Front of the simulated gravity current showing the typical nose-
structure.
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A
B
Figure 4.5: A) Gas velocity in the head area and B) plot of the horizontal
velocity over the vertical line indicated in the upper picture. The horizontal
velocity shows an inflection point, this is the condition for eddies generation.
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As shown in Fig. 4.6, the simulated flow correctly reproduce the expected
linear trend for the (front position)3/2 in the inertial phase (box-model predic-
tion described in chap.2.2.1) and making use of the slope coefficient m obtained
from the linear fit of the curve, from the box model equation eq.2.10 the Froude
number can be estimated as
Fr =
2m
3
√
g′HL
(4.1)
the value obtained for this is:
Fr = 0.91± 0.09 (4.2)
This is a validation of the used model. In this context the front position has
been defined as the most advanced cell from the starting point with a particle
volumetric fraction bigger than 1 ∗ 10−8, which corresponds to the black line in
the isolines drawn in Fig. 4.2.
In the following, the evolution of the front height and velocity are analyzed
since these represents fundamentals parameters in the description of a current
evolution, especially for inclined flows as described in the next chapter.
Figure 4.7 and 4.8 show respectively the evolution of these parameters. It can be
observed that in an horizontal flow the head height oscillates around a constant
value before attaining to this. This trend is the same found by Birman et al. [4]
from their simulations (Fig. 2.7), even if the typical scales of motion are different
because of the several differences in the flow conditions, mainly because they
considered a close domain.
The maximum current velocity is reached only a short distance after the release,
then it shows a decreasing trend as expected in the inertial phase described in
Chap. 2.1.1. The analysis of the first transient phase, typical of the collapse
of gravity currents [31] on which we are not interested in our volcanological
applications, requires an adequate resolution.
Under the used conditions the slumping phase, preceding the inertial one and
characterized by a constant velocity, appears too short to be observed.
In order to verify the presence of such a regime, has been simulated an even
more dilute flow (s = 3∗10−6). In this conditions the pressure gradient driving
the front is considerably lower than in the previous case extending the slumping
period duration, as can be observe in Fig. 4.9, in which a constant velocity phase
is clearly shown.
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Figure 4.6: Evolution of (front position)3/2 in the inertial phase of the current
motion (particles diameter 10 µm, initial concentration of particles 5∗10−4, lock
aspect ratio H/L = 0.5, resolution 5m× 2.5m). The curve, after 200s, attains a
linear trend as expected from the box-model.
Figure 4.7: Evolution of the front height Hf (particles diameter 10 µm, initial
concentration of particles 5 ∗ 10−4, lock aspect ratio H/L = 0.5, resolution
5m × 2.5m). It is shown that in the inertial phase Hf oscillates around a
constant value and then attains to this.
61
Figure 4.8: Evolution of the front velocity (particles diameter 10 µm, initial
concentration of particles 5 ∗ 10−4, lock aspect ratio H/L = 0.5, resolution
5m×2.5m for the first 100 s and 20m×10m). The velocity reaches its maximum
value only after a short distance after the release, then it shows a decreasing
trend.
Figure 4.9: Evolution of the front velocity for a highly diluted (particles diameter
10 µm, initial concentration of particles 3 ∗ 10−6, lock aspect ratio H/L = 0.5,
resolution 5m× 2.5m). The velocity attains a constant value as aspected in the
slumping phase.
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4.2 Influence of initial parameters, turbulence
and rheological models
The analysis of the initial parameters described in this section allows to fix the
initial shape of the dense fluid volume, an appropriate spatial resolution and
the turbulence model required to correctly include the dissipative effects of the
turbulence. Then the choice of the use of the empirical solid rheology described
in Sec. 4.2.1, instead of the kinetic model already implemented in the code by
Orsucci [43], is explained.
4.2.1 Solid rheology
As described in Sec. 3.3.2, in our code are implemented various rheological
models for the solid phase. Orsucci in his thesis [43], evaluates the effects of
the introduction of the granular kinetic model, comparing the evolution and the
structure of horizontal currents with and without this. He founds a relevant
difference on the current dynamics and propagation only in very dense currents
(i.e. with an initial solid volume fraction larger than few per cent) since, in
dilute conditions, the viscosity effects are negligible in respect to current inertia
and turbulence. Furthermore, in this limits, the model seems to have limited
effects also on the particle concentration in the basal layer and current stratifi-
cation.
The frictional regime, which is established above the critical concentration, is
seldom reached in the conditions considered in my study. Preliminary testing of
the new solid stress tensor implemented in the PDAC code however, evidences a
significant influence of the granular stress model at initial concentrations above
0.5, a range of concentrations that goes beyond the scope of this thesis. There-
fore, since almost all the simulation are performed in dilute conditions, I have
neglected the kinetic and frictional models, which would be computationally
heavier with negligible effects.
4.2.2 Turbulence model
As described in Par. 3.3.2, the dissipative effects of the turbulence can be taken
into account through an effective viscosity term µT . As indicated by eq.3.101,
since µT ∝ ∆2 where ∆ =
√
Πj∆xj is the geometric mean of the grid cell size,
this term is affected by the spatial resolution used in the simulations. This
is because, in order to correctly describe the turbulence and thus the whole
dynamics of the current, it is necessary for the resolution to reach the eddy
scale. This scale can be defined as the spatial resolution needed to describe the
boundary layer and thus the process of entrainment that determines the current
dynamics.
In order to define an appropriate resolution, we have compared the results of
simulations at varying resolution. In Fig. 4.10 the effect of the turbulence model,
i.e. of the introduction of the turbulent viscosity µT , is shown for two different
resolutions on an horizontal plane. The front position and the thickness, which
are the most relevant variables in this study, have been compared.
These plots show that the major influence of the resolution is on the front evo-
lution and that the turbulence model has a larger effect on the low resolution
trends as expected.
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A
B
Figure 4.10: Effect of the turbulence model for different spatial resolutions (Low
resolution= 20m × 10m, High resolution= 5m × 2.5m, very high resolution=
2m× 1m) on the front position evolution (A) and on the head heigh evolution
(B) for an horizontal dam-break (particles diameter 10 µm, initial concentration
of particles 5 ∗ 10−4, lock aspect ratio H/L = 0.5). The major influence of the
resolution is on the front advancement, the turbulence model is shown to have
a bigger effect on the low resolution trends.
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However also the head heigh evolution is not correctly reproduced at low reso-
lutions. Actually, in the low resolution pictures, the eddy structures, which are
a result of the air entrainment, appears completely removed, as emerges from
Fig. 4.11. Therefore, despite the use of the turbulence model, the low resolution
simulations produce erroneous front shapes.
High resolution
Low resolution+Turbulence model
Figure 4.11: Front evolution for an horizontal dam-break for different spatial
resolutions (Low resolution= 20m×10m, High resolution= 5m×2.5m, particles
diameter 10 µm, initial concentration of particles 5 ∗ 10−4, lock aspect ratio
H/L = 0.5). Even if the runout of the current is correctly reproduced by
the turbulence model in the low resolution simulations, the eddies structures
appears completely removed.
For very high resolutions the correction due to the turbulence model becomes
negligible. As a compromise between the duration of the simulations and accu-
racy of their results it has been chosen a resolution of 2.5m × 5m or otherwise
a lower resolution of 20m× 10m coupled with the turbulence model.
However, as the interest of this study primarily lays in the inclined case, the
effects of the turbulence model have also been compared in this case. As results
from Picture 4.12, the turbulence model has a negligible impact on the inclined
flow even at low resolutions. This behaviour can be attributed to the differ-
ent dynamics of the currents on slopes. Since the typical spatial scale severely
increases for inclined flows because of the reduction of the gravity component
normal to the boundary which counteracts the front growth, as evident from
Fig. 4.12, the used resolution results high enough for correctly reproduce the
boundary layer, the entrainment of the ambient fluid and thus the whole current
dynamics. In this case also the eddies are correctly reproduced.
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C D
Figure 4.12: Effect of the turbulence model on the front position evolution (A,B)
and on the head heigh evolution (C,D) for an horizontal and an inclined dam-
break (particles diameter 10 µm, initial concentration of particles 5 ∗ 10−4, lock
aspect ratio H/L = 0.5, resolution = 20m × 10m). The turbulence model is
shown to have a negligible effect on the inclined flow.
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4.2.3 Geometrical parameters: Aspect Ratio
In the context of a dam-break configuration the aspect ratio AR is defined as
the ratio between the initial height H and the initial length L of the dense fluid
(see Fig. 4.13):
Figure 4.13: Starting configuration of an horizontal dam-break setting. The
lock aspect ratio is defined as the ratio between the initial height H and the
initial length L of the dense fluid.
In order to analyze the dynamics of the flow in a dam-break configuration, the
choice of the aspect ratio has important consequences. Comparison of the evo-
lution of a density current flow, obtained varying between 2 and 0.2 the lock
aspect ratio (keeping the volume constant), shows (Fig. 4.14) that for large
enough aspect ratios the majority of the fluid constitutes the head, whose eddy
structures result more developed, and only a negligible quantity is left behind.
This is clearly visible in Fig. 4.15, where the mass distribution at a certain time
is depicted for currents with a different initial lock aspect ratio, respectively 2.0
and 0.5. Thus, in high aspect ratio cases, the effect of the interaction among the
tail and the head on which we are interested, as it represent one of the differ-
ences between horizontal and inclined flow, is negligible because the mass of the
tail is negligible with respect to that on the heads. For the analysis concerned
in this work this feature has been considered disturbing up to an aspect ratio
of the order of 0.6.
On the other hand, for aspect ratios smaller than about 0.4, the head dimen-
sions decrease because of the lower mass content. As the head dynamics is one
of the connotative feature of a gravity current, in order to make an accurate
estimate of its dimensions, position and velocity an aspect ratio of 0.5 is found
to be appropriate for the following analysis.
By sampling the solid volumetric fraction near the boundary, the ratio between
the body and the tail concentrations for different aspect ratios can be quantified.
From Fig. 4.16 it can be deduced that for aspect ratios up to 0.6 the tail con-
centration is quasi-steady and it is of the same order of the head one while for
greater aspect ratios it shows unsteady fluctuations and substantially decreases
with the aspect ratio value. Therefore, for lower values of the aspect ratio, the
contribution of the tail feeding to the head momentum that characterize the
inclined flow, is expected to be relevant.
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AR = 2, t = 0 s t = 65 s
AR = 1, t = 0 s t = 65 s
AR = 0.8, t = 0 s t = 65 s
AR = 0.6, t = 0 s t = 65 s
AR = 0.5, t = 0 s t = 65 s
AR = 0.4, t = 0 s t = 65 s
AR = 0.2, t = 0 s t = 65 s
Figure 4.14: Comparison between the dam-break flow evolution (t = 0, 65 s)
on an horizontal boundary for different lock aspect ratios, respectively AR =
H/L = 2, 1, 0.8, 0.6, 0.5, 0.4, 0.2. An aspect ratio between 0.6 and 0.4 is found
to be appropriate for the analysis.
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Figure 4.15: Mass distribution at t = 70 s after the release for currents with
different initial lock aspect ratio, respectively 2.0 and 0.5. The total mass,
computed integrating the curves, is the same but the current corresponding to
an higher initial value of the aspect ratio, is shown to have most of the mass
in the head of the flow, while in the other a considerable quantity is left in the
tail.
AR = 2 AR = 0.5
Figure 4.16: Sampling of the volumetric solid concentration at the second cell
above the lower boundary indicated by the red point (500 m from the left
wall and 2 m over the lower boundary) for different aspect ratios (AR =
2.0, 1.0, 0.8, 0.6, 0.5, 0.4, 0.2). For high values of the aspect ratio (AR ≥ 0.8)
the concentration of the tail shows lower values and has an unsteady trend.
Chapter 5
Gravity currents on slopes
In the second part of this work I have analyzed the features of a dam-break on
an inclined boundary (Fig. 5.1) making a comparison with the horizontal case,
the experimental results of Maxworthy and Nokes (2007, 2010) [39] [40] and
with numerical simulation results obtained by Birman (2007) [4].
Initially, in order to avoid the effects of solid particles sedimentation which have
been considered later, a fluid made of solids with a diameter of 10µm and an
initial concentration of  = 10−4 has been examined by varying the slope angle.
Moreover, to correctly reproduce the Maxworthy and Nokes experimental con-
ditions, a fluid with an initial concentration of g
′
= 3.063 ∗ 10−6 released on a
boundary inclined of 17◦ to the horizontal, has been analyzed.
Later, the effect of increasing particles concentration on the dynamics, has been
investigated.
Figure 5.1: Starting configuration of an inclined dam-break setting.
5.1 Dilute regime
By inclining the boundary some substantial differences against the horizontal
flow emerge: as clearly visible in Fig. 5.2 the head of the current drastically
grows with distance downstream instead of attaining a constant value as in the
horizontal case, while the tail thins with time. This is confirmed experimentally
by Maxworthy and Nokes [39, 40] and by numerical analysis of Birman et al.
[4].
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Figure 5.2: Comparison between the dam-break flow evolution on an inclined
boundary (slope angle Θ = 25◦) and on an horizontal one of a particle-driven
gravity current (respectively t = 0, 300, 600, 900 s, particles diameter 10 µm,
initial concentration of particles 5∗10−4, lock aspect ratio AR = 100m/200m =
0.5, resolution= 20m× 10m).
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As described by Maxworthy and Nokes, the flows initially assumes a semi-
elliptically-shaped head (Fig. 5.3 left picture). Then the mixing region dimen-
sions increase, revealing a strong dependence of the vortical structures along the
interface on the angle of incline (see the right picture of Fig. 5.3 and Fig. 5.4 ).
t = 300s (Θ = 40◦, 25◦, 15◦) t = 600s (Θ = 40◦, 25◦, 15◦)
Figure 5.3: Isolines, corresponding to a solid concentration of 10−8, showing
the growth of the gravity current head on an incline (slope angles respectively
Θ = 15◦,Θ = 25◦ and Θ = 40◦, t = 300, 600 s, particles diameter 10 µm, initial
concentration of particles 5 ∗ 10−4, lock aspect ratio AR = 0.5).
The front height (defined as the altitude on the boundary of the global max-
imum of the head computed on the concentration isoline corresponding to a
value of T = 10
−8) is plotted in Fig. 5.3 to analyze the growth of the flow head.
In Fig. 5.5 the evolutions of the front height on different slope angles is com-
pared. The height of the front on inclined boundaries drastically increases to
a maximum value (indicated in the left panel of Fig. 5.5) before starting to
slowly decrease, while on the horizontal case it attains a lower constant value
(as described in Chap. 4). This trends are in good agreement with the numerical
results of Birman, see Fig. 2.7. The maximum thickness of the front increases
with the angle of incline, as can be noticed in Figure 5.5 A) in which the front
heights are compared for all the analyzed angles.
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Figure 5.4: Shape of the current front at t = 600 s after the release, for slope
angles of Θ = 40◦, 25◦ and 5◦ (particles diameter 10 µm, initial concentration
of particles 5 ∗ 10−4, lock aspect ratio AR = 100m/200m = 0.5, resolution=
20m× 10m).
A B
Figure 5.5: A) Comparison between front height temporal evolutions for an
horizontal, black line, and inclined, colored lines, dam-break particle-driven
gravity current flow (particles diameter 10 µm, initial concentration of particles
5 ∗ 10−4, lock aspect ratio AR = 0.5). B) Extract of most significant case from
panel A). The height of the front on the inclined boundary drastically increases
to a maximum value and then decreases while the horizontal one attains a lower
constant value.
73
The growth of the current head on inclines, allowed from the reduction of
the orthogonal gravity component, is associated with two phenomena, namely
the increase of ambient air entrainment from the flow front and the feeding of
the current head by the accelerated current body, which is less dilute and thus
has a higher velocity on the gravity field.
The presence of a fluid feeding at the rear of the head has been verified by
sampling the parallel component of the velocity in a fixed point a few meters
over the boundary (40 m over the slope in order to avoid boundary effects, 3 km
from the release point to be sure of observing the current when the first phase of
motion, described later, has been established). In Figure 5.6 the results for an
inclined flow are compared with the horizontal cases. A substantial difference
emerges: the velocities on the slope are characterized by a double peak, while
for the horizontal trend only one maximum is found. The first peak corresponds
to the front transit, the second, more pronounced for higher slopes, to the en-
trance of fluid from behind the head, which in most cases appears even faster
than the front. This tendency is clearly confirmed by the analysis of the internal
velocities of the head depicted in Fig. 5.8. For the horizontal current this effect
is not observed: the head shows an approximatively constant internal velocity.
In Fig. 5.6 B) it is also shown that the normal velocity is about one third of the
parallel one. In addition, the analogy between solid and fluid velocity shown in
Fig. 5.8 and Fig. 5.7, proves that in the analyzed conditions (small particles,
dilute condition) the gas-particle flow behaves as an homogeneous fluid.
Another validation of the hypothesis of the presence of a feeding effect from the
tail to the head of the current, absent in the horizontal case, is given by the
comparing of the mass distribution at a given time of the current flow reported
in Fig. 5.9: in this figure it is shown that in the inclined cases the rear part of
the head is characterized by the presence of high quantity of mass (due to the
inflow from behind), while this area corresponds to the less filled part of the
current in the horizontal case.
Since the presence of a slower boundary layer, identified by a nose structure in
the front morphology, is a direct cause of the air engulfment in the front head,
in order to qualitatively observe the dependence of this process from the slope
angle, I have compared the dimensions of the current nose for different angles
of incline.
The height and depth of the current nose for an inclined flow are shown to be
about 10 times greater than in the horizontal case (Fig. 5.10) confirming the
strong enhancement of the process.
The presence of a slope is observed to have remarkable consequences on the front
velocity, and thus on the runout, of inclined currents. As for the described hor-
izontal case (Chap. 4), the dynamics of the front propagation are characterized
by three different phases of motion:
1. A first transient phase typical of the collapse of gravity currents [32]
2. A first inertial regime of motion characterized by a higher velocity for the
inclined currents
3. A second regime of motion associated to a considerable change of current
shape in which the currents rapidly decelerates
74
A B
C D
E
Figure 5.6: Sampling of the parallel component (and orthogonal in the inset
of panel C) of the solid velocity at the second cell above the lower boundary
indicated by the red and green points (3 km from the starting point and 20 m
over the lower boundary) between the horizontal and inclined flows (left plot
Θ = 15◦, right plot Θ = 25◦, lower plot Θ = 5◦, 10◦, 15◦, 25◦, 40◦, particles
diameter 10 µm, initial concentration of particles 5 ∗ 10−4, lock aspect ratio
AR = 0.5). The process of feeding to the head from the fluid layers behind,
which move faster than the front, is apparent for inclined flows while, it is not
observed for horizontal currents.
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Figure 5.7: Comparison between the component of gas velocity parallel to the
boundary for an inclined (Θ = 15◦) and an horizontal current (particles diameter
10 µm, initial concentration of particles 5 ∗ 10−4, lock aspect ratio AR = 0.5
resolution respectively 20m× 10m and 10m× 5m). In the figure the feeding of
the inclined flow head rear from faster fluid coming from the tail of the current
can be noticed.
Figure 5.8: Comparison between the component of particles velocity parallel
to the boundary for an inclined (Θ = 15◦) and an horizontal current (same
conditions of Fig. 5.7).
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Figure 5.9: Mass distribution at t = 600 s for horizontal and inclined currents
(Θ = 15◦, 25◦). In the inclined cases the rear part of the head is characterized
by the presence of high quantity of mass (due to the inflow from behind), while
this area corresponds to the less filled part of the current in the horizontal case.
The total mass, obtained from the integration of the curve, is the same in all
cases.
Horizontal flow
Inclined flow (Θ = 15◦)
Inclined flow (Θ = 25◦)
Figure 5.10: Front profile for different angles of incline (respectively Θ = 0◦,
Θ = 15◦, Θ = 25◦) for a dilute gravity current (particles diameter 10 µm, initial
concentration of particles 5 ∗ 10−4, lock aspect ratio AR = 0.5 resolution 20m×
10m). The dimensions of the current nose give an estimate of the increasing of
the entrainment process with the slope angle.
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5.1.1 Transient phase
A first transient phase typical of the collapse of gravity currents [4] [32], lasting
less then 100 s, in which the maximum velocity is reached a short distance
down the slopes. The reached distance is proportional to the angle of incline
(Fig. 5.11), as aspected since the gravity component in the slope direction is
enhanced. In order to analyze this short phase a higher resolution must be
used. Actually in the left plot, which has been made with an higher resolution,
it is shown the typical trend that, for lower resolution (right plot), is caught
only for higher angles, where it has a larger dimension.
5.1.2 First regime of motion
A first regime of motion, observed until about 900 s (Fig. 5.11), characterized
by a higher velocity for the inclined currents caused by the greater slope incli-
nation.
A B
Figure 5.11: A) Comparison between front velocities for an horizontal, black
line, and inclined, colored lines, dam-break particle-driven gravity current flow
(particles diameter 10 µm, initial concentration of particles 5∗10−4, lock aspect
ratio AR = 0.5, resolution = 20m× 10m, resolution of the first 100 s of the left
plot = 5m × 2.5m). B) Extract of most significant case from panel A). In the
first stage the motion on slopes is faster, then it attains to a quasi-steady phase
whereas the horizontal current decreases with a smooth trend.
The enlargement of the front takes an important role during this phase: for
angles up to 15◦ the front velocities are shown to attain to a quasi-steady phase
resulting from the force (pressure gradient, fluid inertia and viscous stress) bal-
ance. For higher angles of incline the drag resistance on the grown front causes
its deceleration. For example, in Fig. 5.11, the trend of the velocity on a slope
of 25◦, unlike the other inclined flows, never attains a constant value.
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Moreover, in this figure, the curve related to 40◦ shows again a quasi-steady
trend. This behaviour can be attributed to a new balance between the forces, as
in this case the high acceleration due to the extreme inclination is balanced by
the high resistance caused by the head growth. In this case, the ambient fluid
resistance even causes the detachment of the current front from the boundary,
revealing the stratified structure of the atmosphere (Fig. 5.12).
Figure 5.12: Front evolution of a gravity currents flow on an extremely inclined
slope (slope angle = 40◦, t = 1400 s, particles diameter 10 µm, initial concentra-
tion of particles 5 ∗ 10−4, lock aspect ratio AR = 0.5). In this case, the ambient
fluid resistance causes the detachment of the current front from the boundary,
leading to a layered ash dispersal pattern associated to the stratification of the
atmosphere.
The described trend of the front velocity, reflects on the current runout, as
observable from the left plot of Fig. 5.13. Actually, in this phase of motion,
the runout of an inclined current is larger with respect to its horizontal coun-
terpart. As a consequences of the explained behaviour, the runout on slope
angles larger than 15◦ decreases enhancing the inclination, reaching values of
the order of those on the horizontal flow (for instance the curve concerning 40◦
of incline in Fig. 5.13). In the right plot of Fig. 5.13, in order to separate the
geometrical effect of the slopes (increase of the distance to cover for reaching
the same runout) from the kinematical ones, the travelled distances are plotted.
The same differences, even if reduced, still appear.
In order to test the box-model prediction (described in Sec. 2.2.1), in Fig. 5.14
the curve of the (front position)3/2 and the linear fit are reported. The figure
shows that in this regime of motion the current evolution can be approximated
by the box-model also for inclined currents. The worst agreement for the hor-
izontal case with respect to Fig. 4.6 of Chap. 4 can be attributed to the lower
resolution used. Making use of the slope coefficients m obtained from the fit
of the curves, from the box model equation eq.2.10 the Froude number can be
estimated as
Fr =
2m
3
√
g′HL
(5.1)
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A B
Figure 5.13: A) Comparison between the runout of an horizontal, black line, and
inclined, colored lines, dam-break particle-driven gravity current flow (particles
diameter 10 µm, initial concentration of particles 5 ∗ 10−4, lock aspect ratio
AR = 0.5). B) Travelled distances along the slope. In the first stage of the
motion the reached runout increases with the slope angle.
Figure 5.14: Evolution of (front position)3/2 in the first regime of current motion
(particles diameter 10 µm, initial concentration of particles 5∗10−4, lock aspect
ratio H/L = 0.5, resolution 10m× 20m). The curves can be approximated by a
linear trend as expected from the box-model for all angles.
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In tab.5.1 the values obtained for the Froude number are reported for dif-
ferent angles of incline: the horizontal value is of the order of 1 as expected
(Sec. 2.1.3), the inclined currents take an higher value for slope angles of 15◦
and 25◦ and smaller ones for 40◦, as expected from the velocities trend reported
in Fig. 5.11.
Slope angle Fr n◦
0◦ 0.91± 0.09
15◦ 1.27± 0.06
25◦ 1.25± 0.06
40◦ 0.53± 0.03
Table 5.1: Values of the Froude number estimated from the best linear fit in
Fig. 5.14. The errors are computed from the values of m obtained fitting the
data in different ranges.
5.1.3 Second regime of motion
At later times the inclined currents undergo to a transition to a second regime
of motion, the inflation regime, during which they grow and rapidly decelerate,
while the velocity of the horizontal flow is still decreasing with a smooth trend
as in the previous phase. This behaviour can be attributed to the higher re-
sistance acting on the fluid due to the growth of its front and it is associated
with a considerable change of shape: as described by laboratory experiments by
Maxworthy and Nokes [40], after the transition, the head begins to leave fluid
behind in a wake of large vortical structures.
In order to observe this transition more clearly, a more diluted flow has been
considered. Indeed, the motion of a current with a lower initial particle concen-
tration, involves shorter distances as is described in the next section (Sec. 5.2).
To observe this phenomenology initial conditions comparable to those of Max-
worthy and Nokes have been used: they analyzed an heavy salt solution dam-
break release with an aspect ratio of 0.5 down a slope at Θ = 17◦ to the
horizontal in the Boussinesq limit, the reduced gravity was g
′
= 2.55 cm
s−2 = 2.6 ∗ 10−3g. In order to correctly reproduce this conditions a fluid made
of particles with negligible settling velocity (diameter = 10 µm) and an initial
concentration of 3.063 ∗ 10−6 contained in a lock with an aspect ratio of 0.5,
released on a boundary inclined of 17◦ on the horizontal has been considered.
As qualitatively demonstrated by Fig. 5.15, the anatomy of the current during
its evolution is correctly reproduced by the model in all phases. The small dif-
ferences, as the vortex on the head front in the last phases of motion, can be
attributed to the presence of the solid particles in the simulated dense current.
In order to quantitatively compare the simulation results with the experimental
ones, the front position and the Froude number evolutions have been analyzed.
In Fig. 5.16 the trends of these variables for the first stages of the flow are com-
pared: the variables advancement trends are well reproduced from the model.
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Experimental flow Simulated flow
Figure 5.15: Comparison between the experimental dam-break flow evolution
reported by Maxworthy and Nokes [40] and the simulation of a comparable flow
made with the proposed model (particles diameter 10 µm, initial concentration
of particles 3 ∗ 10−6, lock aspect ratio AR = 0.5, resolution= 10m × 5m). The
model correctly reproduce the evolution of the flow, even if some differences,
imputable to the presence of particles in the dense fluid model, can be noticed.
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Experimental flow
Simulated flow
Figure 5.16: Comparison between front position and Froude number evolutions
for the experimental flow reported by Maxworthy and Nokes [39] and the simu-
lated one (particles diameter 10 µm, initial concentration of particles 3 ∗ 10−6,
lock aspect ratio AR = 0.5). The experimental trends are well reproduced by
the model.
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The inflation regime of the flow (Fig. 5.17 and Fig. 5.18) can be identified
as one of the most important and surprising consequences of the presence of
a slope on a gravity current motion: after the transition the inclined currents
decelerate (Fig. 5.19) and the horizontal eventually overtake the inclined ones
as demonstrated by Fig. 5.20. This figure also shows the horizontal expansion
of the front for the inclined current in the inflation phase of motion, inferable
from the increase of the distance between the lines concerning the front defined
from different concentrations.
We will see what implication this phenomenology has on the dynamics of py-
roclastic density currents in the next section, where I analyzed numerical sim-
ulations of particle-driven gravity currents on inclines at higher concentrations
and for coarser particles.
Figure 5.17: Evolution of a dam-break gravity current flow on an inclined
boundary (Maxworthy and Nokes conditions: slope angle Θ = 17◦, respec-
tively t = 400, 1100 s, initial concentration of particles 3 ∗ 10−6, lock aspect
ratio H/L = 0.5). While the first phase of current evolution is characterized by
an elliptical head fed by the tail of the flow, the later regime is featured by the
detachment of large vortical structures from the head.
Figure 5.18: Isolines, corresponding to a solid concentration of 10−8 and 10−6,
for inclined (slope angle Θ = 17◦) and horizontal flows of a particle-driven
gravity current (t = 400, 1100 s, particles diameter 10 µm, initial concentration
of particles 3 ∗ 10−6, lock aspect ratio AR = 0.5). The inclined current shows
the transition to the inflation dynamical regime characterize by the detachment
of large vortical structures from the head, while the horizontal one does not.
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A)
B)
C)
D)
Figure 5.19: A) Velocity of the front, defined as the most advanced cell from the
starting point with a particle volumetric fraction larger than 10−8 (black and
red lines) and of 10−6 (green and violet lines) for an horizontal and an inclined
current (particles diameter 10 µm, initial concentration of particles 3 ∗ 10−6,
lock aspect ratio AR = 0.5). B) and C) Gas velocity for the inclined current
respectively in the inertial (t = 600s) and inflation (t = 1100 s) regimes. The
abrupt decrease of the front velocity of the inclined current corresponds to the
transition to the inflation regime. The horizontal current maintains a constant
velocity, as expected in the slumping phase.
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Figure 5.20: Runout of an horizontal and an inclined current (particles diameter
10 µm, initial concentration of particles 3 ∗ 10−6, lock aspect ratio AR = 0.5),
defined as the most advanced cell from the starting point with a particle volu-
metric fraction bigger than 10−8 (black and red lines) and of 10−6 (green and
violet lines). The transition of the inclined current to the inflation regime cor-
responds to the plateau in its runout curve. During this dynamical regime the
horizontal current overtakes the inclined one (dotted line in the plot).
Figure 5.21: Isolines, corresponding to a solid concentration of 10−8, for inclined
(slope angle Θ = 17◦) and horizontal flows of a particle-driven gravity current
(t = 600, 1300 s, particles diameter 10 µm, initial concentration of particles
3 ∗ 10−6, lock aspect ratio AR = 0.5). The horizontal current overtakes the
inclined one.
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5.1.4 Effects of the Aspect Ratio
Analyzing the influence of a slope on the effects of the aspect ratios (described
for the horizontal case in Sec. 4.2.3) is observed that, despite the runout remains
unchanged as shown in Fig. 5.22, for higher values of this the velocity shows a
more unsteady trend (Fig. 5.24). This behaviour is attributed to the smaller
quantity of fluid in the tail of the current (verified by comparing the mass
distributions, Fig. 5.23), which results in a reduced effect of the head feeding
from behind and in a more developed eddy structure, as indicated by the higher
growth of the head shown in Fig. 5.25. The time of the initial transient phase
in the first case is reduced as expected, as noticeable in Fig. 5.24.
Figure 5.22: Comparison between the runout of an inclined (slope angle Θ =
15◦) dam-break particle-driven gravity current flow for different aspect ratios,
respectively AR = 200m/100m = 2 and AR = 100m/200m = 0.5 (particles
diameter 10µm, initial concentration of particles 5 ∗ 10−4, resolution= 20m ×
10m, temperature=300 K). The flows attains the same runout independentely
from the initial volume shape.
Figure 5.23: Mass distribution at t = 600 s for an inclined (slope angle Θ =
15◦) dam-break particle-driven gravity current flow for different aspect ratios,
respectively AR = 200m/100m = 2 and AR = 100m/200m = 0.5 (particles
diameter 10µm, initial concentration of particles 5 ∗ 10−4, resolution= 20m ×
10m, temperature=300 K). The figure shows that, as for the horizontal case,
higher values of the aspect ratio corresponds to currents characterized by a
bigger presence of mass in the fore part of the head.
87
Figure 5.24: Comparison between front velocities for an inclined (slope angle
Θ = 15◦) dam-break particle-driven gravity current flow for different aspect
ratios, respectively AR = 200m/100m = 2 and AR = 100m/200m = 0.5 (par-
ticles diameter 10µm, initial concentration of particles 5 ∗ 10−4, resolution=
20m × 10m, temperature=300 K). The trend of the velocity is the same for
both cases but in the first case it shows a more unsteady trend, this behaviour
is attributed to the smaller quantity of fluid in the tail of the current which
results in a reduced effect of the head feeding from behind. The time of the
initial transient phase in the first case is reduced as expected.
Figure 5.25: Comparison between the height of the frontof an inclined (slope
angle Θ = 15◦) dam-break particle-driven gravity current flow for different
aspect ratios, respectively AR = 200m/100m = 2 and AR = 100m/200m = 0.5
(particles diameter 10µm, initial concentration of particles 5∗10−4, resolution=
20m×10m, temperature=300 K). The front of the first case is higher as expected
since for high aspect ratios all the initial fluid constitutes the current head,
which is characterized by a more developed eddy structure (also noticeable in
Fig. 4.14).
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5.2 Effects of particles concentration
So far only fluids in the Boussinesq limit (i.e. such that (ρC−ρA)/ρA = s(ρP −
ρA)/ρA << 1 where ρC , ρA, ρP are respectively the current, ambient and
particle densities and s is the solid volumetric fraction) have been considered.
Since in the context of pyroclastic flows we have to deal with fluids with large
density differences, the analysis has been extended to the non-Boussinesq case
comparing the evolution of currents (with a particle density of 2000 Kg/m3
and diameter of 125µm) by varying the initial concentrations of particles from
s = 5 ∗ 10−4 (which corresponds to ∆ρA/ρA ≈ 1) to s = 0.1 (∆ρA/ρA ≈ 200).
As can be easily noticed from Fig. 5.26, flows with an higher initial concentration
develop faster: in the same time they reach a longer runout (Fig. 5.27) and larger
dimensions (Fig. 5.28). This is because of the increasing of the reduced gravity,
which depends on the solid fraction as g
′
= gs(ρP − ρA) ρA.
Initial Particles Concentration = 5 ∗ 10−4, t=120 s
Initial Particles Concentration = 5 ∗ 10−3, t=120 s
Initial Particles Concentration = 5 ∗ 10−2, t=120 s
Initial Particles Concentration = 1 ∗ 10−1, t=120 s
Figure 5.26: Comparison between the dam-break flow evolution on an inclined
boundary (slope angle Θ = 15◦) of particle-driven gravity currents with different
initial particles concentrations (respectively 5∗10−4, 5∗10−3, 5∗10−2, 1∗10−1,
t = 120 s, particles diameter 125 µm, lock aspect ratio AR = 100m/200m = 0.5,
resolution= 20m× 10m). The white line corresponds to the 10−8 concentration
isoline. The flows with an higher initial concentration are shown to develop
faster.
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Figure 5.27: Runout of inclined (slope angle Θ = 15◦) currents with different
initial particle concentrations (respectively 5 ∗ 10−4, 5 ∗ 10−3, 5 ∗ 10−2, 1 ∗ 10−1,
t = 12 s, particles diameter 125 µm, lock aspect ratio AR = 100m/200m = 0.5,
resolution= 20m × 10m), defined as the most advanced cell from the starting
point with a particle volumetric fraction bigger than 10−8 (white line). The
runout is strongly influenced by the initial concentration of particles as expected.
Figure 5.28: Comparison between front height temporal evolutions for and in-
clined (Θ = 15◦) dam-break particle-driven gravity current flow with different
initial particle concentrations (respectively 5 ∗ 10−4, 5 ∗ 10−3, 5 ∗ 10−2, 1 ∗ 10−1,
t = 12 s, particles diameter 125 µm, lock aspect ratio AR = 100m/200m = 0.5,
resolution= 20m× 10m). The height of the front drastically increases with the
initial particles concentration. The most concentrated flow shows an abrupt
growth corresponding to the transition to an unsteady regime noticeable in
Fig. 5.29.
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In Fig. 5.28 the front height related to the most concentrated flows (i.e.,
with s ≥ 5 ∗ 10−2), is shown to undergo an abrupt increase in its thickness at
a certain instant of its evolution. Analyzing the temporal evolution of the front
velocity, depicted in Fig. 5.29, this abrupt growth results to follow the transition
from a short inertial phase of motion (occurring after the first transient phase)
to an inflation accelerating regime. Actually this second regime, highly different
from the inflation of Boussinesq currents, is characterized by an initial abrupt
acceleration followed by an unsteady velocity trend. This transition has been
observed also by Birman et al. [4] in their numerical simulations of homoge-
neous gravity currents (Fig. 5.30).
The big difference in the dilute and dense currents behaviour during the second
regime of motion can be attributed to the balancing between the feeding effect
and the entrainment process. While in the light case the growth of the head is
sufficient to dilute the incoming fluid, for dense fluids it is not. Therefore, this
growth, is sustained for a finite time after which the front itself has to acceler-
ate. However, such an acceleration of the front leads to the observed increase
in the front growth, resulting in a higher resistance and in the decreasing of the
density difference and thus to a subsequent deceleration phase. This is the cause
of the unsteady, oscillating velocity trend. In Fig. 5.31 is shown the gas velocity
in the accelerating phase, the feeding effect from the tail appears evident.
In order to observe the described behaviour, three concentration profiles taken
in the front, body (area of maximum feeding from the tail) and tail areas of
the currents have been analyzed. From Fig. 5.33 it emerges that, for the dense
currents, the tail (Fig. 5.33 C) ) and the body (Fig. 5.33 B) ) are more con-
centrated and considerably deeper in respect to the dilute flows. Also the nose
(Fig. 5.33 A) ) appears higher, revealing an increase in the entrainment which,
however, remains insufficient to dilute the highly concentrate fluid coming from
behind.
In Fig. 5.32 the mass distribution is reported in order to observe and quantify
the differences in the total quantity of mass (evaluated integrating the curves)
obtained with the chosen initial conditions.
In order to evaluate the box model approximation for dense currents, the evolu-
tion of the flow parameters: runout, front height and x3/2 have been compared
over different time intervals (Fig. 5.34, Fig. 5.35 and Fig. 5.36). The scaling of
x3/2 and HFront with the box model characteristic times of motion (computed
from eq.2.11 and reported in tab.5.2) is depicted in Fig. 5.37 and Fig. 5.38. The
continuos lines concern the values evaluated from the Froude number computed
in the inertial phase of motion while the dashed ones are computed on the whole
time range: the differences between these curves are taken as the errors of this
scaling analysis. The curves concerning the lower concentrations appears closer
than in Fig. 5.36 and Fig. 5.34 and are nearly overlapped, proving that the box
model gives a good prediction for their runout, while the denser ones remains
isolated and show a behaviour which appears more influenced by the choice of
the phase of motion on which the Froude numbers are computed. This indicates
that the regime of motion is not predictable from the box model for concentrated
currents, actually their inertial phase is much shorter (less than 100 s) than in
the dilute cases, as noticeable in Fig. 5.29.
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Figure 5.29: Comparison between front velocities for inclined (slope angle
Θ = 15◦) dam-break particle-driven gravity current flow with different ini-
tial particle concentrations (respectively 5 ∗ 10−4, 5 ∗ 10−3, 5 ∗ 10−2, 1 ∗ 10−1,
t = 12 s, particles diameter 125 µm, lock aspect ratio AR = 100m/200m = 0.5,
resolution= 20m × 10m). While the dilute flows (with an initial concentration
of particles of respectively 3 ∗ 10−6, 5 ∗ 10−4 and 5 ∗ 10−3) are in the inertial
phase of motion, the most concentrated show a transition to a regime of motion
characterized by a highly unsteady velocity.
Figure 5.30: Comparison between the front velocities Uf for a dense (contin-
uous line) and a light front (dashed line) in the numerical analysis of Birman
et al. [4]. The transition between the two dynamical regimes, the second of
which characterized by an unsteady velocity, for the dense front can be clearly
observed.
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A)
B)
Figure 5.31: A) Particle concentration and B) velocity of the gas phase during
the accelerating phase of the second regime of motion for inclined (slope angle
Θ = 15◦) dam-break particle-driven gravity current flow (initial particle con-
centration = 5 ∗ 10−3, t = 150 s, particles diameter 125 µm, lock aspect ratio
AR = 100m/200m = 0.5, resolution= 20m × 10m). The strong feeding effect
from the tail to the body of the current appears evident.
Figure 5.32: Mass distribution of inclined (Θ = 15◦) currents with different
initial particle concentrations (respectively 5 ∗ 10−4, 5 ∗ 10−3, 5 ∗ 10−2, t =
200 s, particles diameter 125 µm, lock aspect ratio AR = 100m/200m = 0.5,
resolution= 20m× 10m). This figure quantifies the difference in the quantity of
the mass constituting the currents for the chosen initial conditions. The total
masses are obtained integrating the curves.
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A
B
C
D
Figure 5.33: Profiles of the particle volumetric fractions, respectively in the area
of the front A), body B) and tail c) (indicated in the upper picture) of inclined
(Θ = 15◦) currents with different initial particle concentrations (respectively
5 ∗ 10−4, 5 ∗ 10−3, 5 ∗ 10−2, 1 ∗ 10−1, t = 160 s, particles diameter 125 µm, lock
aspect ratio AR = 100m/200m = 0.5, resolution= 20m × 10m). Entrainment,
which is proportional to the nose height, and body/tail concentrations appear
greater for the concentrated currents justifying the more rapid development of
these.
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Figure 5.34: Comparison between front height temporal evolutions for and in-
clined (Θ = 15◦) dam-break particle-driven gravity current flow with differ-
ent initial particle concentrations (respectively 5 ∗ 10−4, 5 ∗ 10−3, 5 ∗ 10−2,
1 ∗ 10−1, particles diameter 125 µm, lock aspect ratio AR = 100m/200m = 0.5,
resolution= 20m × 10m). The growth of the front head appears to be propor-
tional to the time scale of the currents, even if the maximum height is propor-
tional to the initial concentration of particles.
Figure 5.35: Runout of inclined (Θ = 15◦) currents with different initial particle
concentrations (respectively 5 ∗ 10−4, 5 ∗ 10−3, 5 ∗ 10−2, 1 ∗ 10−1, particles
diameter 125 µm, lock aspect ratio AR = 100m/200m = 0.5, resolution= 20m×
10m), defined as the most advanced cell from the starting point with a particle
volumetric fraction bigger than 10−8 (white line). The runout of the currents
appears to be proportional to the time scale of these.
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Figure 5.36: Trend of x3/2 for inclined (Θ = 15◦) currents with different initial
particle concentrations (respectively 5∗10−4, 5∗10−3, 5∗10−2, 1∗10−1, particles
diameter 125 µm, lock aspect ratio AR = 100m/200m = 0.5, resolution= 20m×
10m). The trends in the inertial phase of motion appears rectilinear as expected
from the box model.
Initial Concentration Fr n◦ τ [s]
1 ∗ 10−1 0.29± 0.12 2.5± 0.6
5 ∗ 10−2 0.38± 0.17 2.7± 0.6
5 ∗ 10−3 1.02± 0.03 3.1± 0.1
5 ∗ 10−4 1.27± 0.06 8.0± 0.3
Table 5.2: Values of the Froude number and the box model characteristic time
estimated from the best linear fit in Fig. 5.36 (which corresponds to the inertial
phase of motion). The errors are computed comparing these value to the ones
obtained considering the whole time interval.
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Figure 5.37: Trend of x3/2 for inclined (Θ = 15◦) currents with different initial
particle concentrations (respectively 5∗10−4, 5∗10−3, 5∗10−2, 1∗10−1, particles
diameter 125 µm, lock aspect ratio AR = 100m/200m = 0.5, resolution= 20m×
10m), as a function of t/τ , where τ is the characteristic box-model time of the
current motion evaluated from the Froude number computed in the inertial
phase of motion (continuous line) and on the whole time range (dashed lines).
The curves concerning the lower concentrations appears closer than in Fig. 5.36,
proving that the box model gives a good prediction for their runout, while
the denser ones remains isolated and show a behaviour which appears more
influenced by the choice of the phase of motion on which the Froude numbers
are computed. This indicates that the regime of motion is not predictable from
the box model for concentrated currents, actually their inertial phase is much
shorter than in the dilute cases.
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Figure 5.38: Trend of the front height Hfront for inclined (Θ = 15
◦) currents
with different initial particle concentrations (respectively 5 ∗ 10−4, 5 ∗ 10−3,
5 ∗ 10−2, 1 ∗ 10−1, particles diameter 125 µm, lock aspect ratio AR =
100m/200m = 0.5, resolution= 20m × 10m), as a function of t/τ , where τ
is the characteristic box-model time of the current motion, evaluated from the
Froude number computed in the inertial phase of motion (continuous line) and
on the whole time range (dashed lines). The curves concerning the lower con-
centrations appear closer than in Fig. 5.34 proving that the dimensions of the
currents in the inertial phase for these is well predicted by the box model, while
the denser ones remains isolated and show a behaviour which appears more
influenced by the choice of the phase of motion on which the Froude numbers
are computed. This indicates that the regime of motion is not predictable from
the box model for concentrated currents, actually their inertial phase is much
shorter than in the dilute cases.
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5.3 Effects of the temperature
High temperature is one of the typical feature of volcanic eruptions and py-
roclastic flows: while typical temperatures of evolved magmas characterizing
explosive eruptions range between 1000 and 1200 K, the typical emplacement
temperature of pyroclastic density currents is seldom above 700 K (at least, for
small eruptions, see Chap. 1).
In this section the effect of the temperature on diluted (Sec. 5.3.1) and dense
(Sec. 5.3.2) flows is analyzed.
5.3.1 Effects of the temperature on diluted flows
Before introducing a realistic concentration value in my analysis of particulate
dense flows, the effects on a diluted current have been considered. As shown in
Fig. 5.39, the flow of a current with an initial temperature of 500 K is charac-
terized by the rising of convective columns due to the reduction of the density
contrast in respect to the ambient fluid, which is a direct consequence of the
heating and expansion of the entrained air. This behaviour, enhanced for the
inclined cases, makes hot currents dynamics different from cold ones, as can be
noticed comparing a cold and a hot current evolutions (Fig. 5.40). This ten-
dency is remarked by the drastic front height growth shown in Fig. 5.41.
The consequence of this attitude is the decreasing of the tangential velocity.
As depicted in Fig. 5.42 hot currents decelerates to zero in the downslope (or
horizontally on flat boundaries) reproducing the trends of the cold flows in both
cases (horizontal and inclined). This results in a strong reduction of the runout
in high-temperature cases, as emerges from Fig. 5.43.
Therefore, the effects of temperature on currents are the production of a rising
convective motion and the subsequent deceleration of the front although, the
dynamical regimes appear to be the same of the described cold case.
99
Horizontal flow (T=500 K) Inclined flow (T=500 K)
Figure 5.39: Dam-break flow evolution on an horizontal and an inclined bound-
ary (slope angle Θ = 15◦) of particle-driven gravity currents with an initial
temperature of 500 K (particles diameter 10 µm, initial particles concentration
5 ∗ 10−4, lock aspect ratio AR = 100m/200m = 0.5, resolution= 20m × 10m).
In both cases, since the high temperature causes a severe reduction of the den-
sity contrast in respect to the ambient fluid, the currents decelerate and rising
columns are formed.
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Figure 5.40: Comparison between the experimental dam-break flow evolution on
an horizontal and an inclined boundary (slope angle Θ = 15◦) of particle-driven
gravity currents with an initial temperature respectively of 300 K and 500 K (t=
10, 20, 30, 40, 50 s, particles diameter 10 µm, initial particles concentration 5 ∗
10−4, lock aspect ratio AR = 100m/200m = 0.5, resolution= 20m× 10m). The
dynamics of the hot currents are shown to be extremely different in respect to
the cold ones. In particular the flow with an high temperature are considerably
slower and characterized by rising convective columns.
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Figure 5.41: Comparison between front height temporal evolutions for horizontal
and inclined (Θ = 15◦) dam-break particle-driven gravity current flows with
an initial temperature of 300 K and 500 K (particles diameter 10 µm, initial
particles concentration 5 ∗ 10−4, lock aspect ratio AR = 100m/200m = 0.5,
resolution= 20m × 10m). The height of the hot fronts drastically increases
because of the positive buoyancy.
Figure 5.42: Comparison between front velocities tangential to the boundary
for horizontal and inclined (Θ = 15◦) dam-break particle-driven gravity current
flows with an initial temperature of 300 K and 500 K (particles diameter 10 µm,
initial particles concentration 5 ∗ 10−4, lock aspect ratio AR = 100m/200m =
0.5, resolution= 20m × 10m). Hot currents decelerates to zero because of the
severe decrease of the density contrast. The decelerating trend is shown to
reproduce the phases of the cold flows in both cases.
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Figure 5.43: Comparison between runout for horizontal and inclined (Θ = 15◦)
dam-break particle-driven gravity current flows with an initial temperature of
300 K and 500 K (particles diameter 10 µm, initial particles concentration 5 ∗
10−4, lock aspect ratio AR = 100m/200m = 0.5, resolution= 20m× 10m). The
currents with a high temperature are shown to stop their horizontal propagation
because of the transition to a convective rising motion.
5.3.2 Effects of the temperature on dense flows
By increasing the temperature in the cases of dense fluid, some differences
against the dilute one emerges: while the current on the slope remains com-
pact during its evolution, a fraction of the horizontal one detaches in rising
columns because of the high temperature (Fig. 5.44). These is clearly shown by
the Plot 5.45 of the front height. Thus, in the inclined dense case, the reduced
gravity is large enough to add its leading effect to the heating one, resulting in
a motion with
• a front height evolution trend analogue to the cold case but characterized
by a higher growth (Fig. 5.45).
• a velocity following the typical trend of an inclined current but subject to
an early deceleration (Fig. 5.46).
• a runout longer than that of the horizontal case but with a reduced dif-
ference (Fig. 5.47).
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Figure 5.44: Isolines, corresponding to a solid concentration of 10−8 and 10−5,
for inclined (slope angle Θ = 15◦) and horizontal flows of a particle-driven
gravity current (t = 290 s, particles diameter 125 µm, initial concentration of
particles 5 ∗ 10−2, lock aspect ratio AR = 100m/200m = 0.5, temperature=500
K, resolution= 20m × 10m). The current on the slope, during its evolution,
remains compact while a fraction of the horizontal one detaches in rising columns
because of the high temperature.
Figure 5.45: Comparison between the height of the front, defined as the max-
imum altitude on the boundary computed on the isoline corresponding to a
concentration respectively of 10−8 and 10−5, for an horizontal and an in-
clined (Θ = 15◦) dam-break particle-driven gravity current flow (particles
diameter 125µm, initial concentration of particles 5 ∗ 10−2, lock aspect ratio
AR = 100m/200m = 0.5, resolution= 20m × 10m, temperature=500 K). The
current on the slope, during its evolution, remains compact showing the typical
trend of inclined currents, while a fraction of the horizontal one detaches in
rising columns typical of high temperature flows.
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Figure 5.46: Comparison between front velocities between horizontal and in-
clined (slope angle Θ = 15◦) dam-break particle-driven gravity current flow
(particles diameter 125µm, initial concentration of particles 5 ∗ 10−2, lock as-
pect ratio AR = 100m/200m = 0.5, resolution= 20m× 10m, temperature=500
K). The inclined current shows the typical unsteady decreasing trend slower
than the horizontal one.
Figure 5.47: Runout of horizontal and inclined (slope angle Θ = 15◦) currents
(particles diameter 125µm, initial concentration of particles 5∗10−2, lock aspect
ratio AR = 100m/200m = 0.5, resolution= 20m × 10m, temperature=500 K),
defined as the most advanced cell from the starting point with a particle volu-
metric fraction bigger than 10−8. The runout is longer for the inclined current
as expected.
Chapter 6
Stratified granular currents
So far, we have mostly dealt with nearly-homogeneous currents, i.e. regimes
where the settling time of particles is small with respect to the characteristic
time of the flow. For example, in the case of particles of 10 microns diameter,
the Stokes number defined as the ratio of the settling time to the characteristic
time of the current is of the order of ∼ 10−3. In such conditions, the vertical
concentration profile shows some stratification (with larger particle concentra-
tion at the base) but the large-scale dynamics of the current is almost unaffected
by the multiphase nature of the mixture.
When the dimension of particles is increased it is observed the formation of
a two-layer system: the current shows a dense basal layer displaced under an
upper dilute one, resulting from depositional process.
Analyzing the interactions among these layers for current flows on flat surfaces,
Orsucci [43] found that the basal one has a negligible influence on the large-scale
dynamics: removing the particles from the lower boundary at a rate proportional
to the settling velocity, appreciable differences on the current flow are not found.
Anyway, in the presence of a gravity component along the lower boundary, the
conditions under which this is proved no longer holds. Actually an effect of the
acceleration on the dense basal layer can be expected to influence the dilute
upper layer, especially in the phases of motion characterized by a decelerating
dilute head, which should be dragged from the fluid below.
In this frame the importance of an exhaustive description of the concentrated
basal layer rheology, which should take into account also the frictional effects
described in Sec. 3.1.3, would appear evident.
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6.1 The dynamics of stratified pyroclastic den-
sity currents on slopes
In order to analyze the new phenomena arising when a gravity currents is driven
by suspended particles of increasing dimensions, in this part of the study I com-
pare the flow of particle driven gravity currents with different particles diameters
(from 10µm to 500µm). As can be noticed from the contour plot in Fig. 6.1,
the presence of particles with a non-negligible settling velocity in respect to the
flow time scale, accelerates the stratification process and diminishes the thick-
ness of the flow head thus reducing the concentration in the upper layers of the
current.
This tendency, due to the sedimentation process, causes the formation of a
concentrated basal layer clearly observable in the current profiles reported in
Fig. 6.2. This basal layer, is always observed to remain coupled to the dilute
one.
The effect of the sedimentation process on the current kinematics is shown in
Fig. 6.3. The presence, in the currents laden with coarse particles, of a consid-
erable vertical component of the particle momentum causes the decrease of the
horizontal one reducing the front velocity but maintaining the typical trend of
inclined flows.
The consequence of the described current deceleration is the reduction of the
related runout, noticeable in Fig. 6.4.
As can be noticed in Fig. 6.5 and Fig. 6.6, as the component of gravity along
the slope increases with the angle of incline, the velocity and the runout of the
current are enhanced for higher slope angles, especially for currents with bigger
particles as these are most affected by gravity.
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Particles diameter = 10µm, t = 140s
Particles diameter = 125µm, t = 140s
Particles diameter = 500µm, t = 140s
Figure 6.1: Comparison between the dam-break flow evolution (t = 140 s) on
an inclined boundary (slope angle Θ = 15◦) of particle-driven gravity currents
with different particles diameters (respectively 10µm, 125µm, 500µm, initial
concentration of particles 5 ∗ 10−4, lock aspect ratio AR = 310m/640m = 0.48,
resolution= 20m× 10m). The presence of coarse particles accelerates the strat-
ification process and thus the dilution in the upper layers of the current. The
current depth decreases for larger particle size. A concentrated basal layer due
to the sedimentation process can be observed for the coarsest particles.
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Figure 6.2: Profiles of the particle volumetric fractions, respectively front (A),
body (B) and tail (C) (indicated in the upper picture) of inclined (Θ = 15◦)
currents with different particles diameters (respectively 10µm, 125µm, 500µm,
initial concentration of particles 5∗10−4, lock aspect ratio AR = 310m/640m =
0.48, resolution= 20m × 10m). The concentrated basal layer due to the sed-
imentation process can be observed for bigger particles. From picture A) the
entrainment, which is proportional to the nose height, is shown to be greater
for flows with smaller particles, while from picture B) and C) emerges that the
feeding effect, which is proportional to the body and tail concentration, is more
important for currents constitute by coarse particles.
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Figure 6.3: Comparison between front velocities for inclined (slope angle
Θ = 15◦) dam-break particle-driven gravity current flow with different par-
ticles diameters (respectively 10µm, 125µm, 250µm, 500µm, initial concen-
tration of particles 5 ∗ 10−4, lock aspect ratio AR = 310m/640m = 0.48,
resolution= 20m × 10m). All currents show the initial transient phase and
the inertial phase of motion. The flow with particles of major size is slower
than the others.
Figure 6.4: Runout of inclined (slope angle Θ = 15◦) currents with differ-
ent particles diameters (respectively 10µm, 125µm, 250µm, 500µm, initial con-
centration of particles 5 ∗ 10−4, lock aspect ratio AR = 310m/640m = 0.48,
resolution= 20m × 10m). The runout is influenced by the particles diameters:
it is smaller for the bigger ones because of the sedimentation process.
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Figure 6.5: Comparison between front velocities for inclined (slope angle Θ =
15◦, 25◦) dam-break particle-driven gravity current flow with different particles
diameters (respectively 10µm, 125µm, 250µm, 500µm, initial concentration of
particles 5 ∗ 10−4, lock aspect ratio AR = 310m/640m = 0.48, resolution=
20m × 10m). The runout appears enhanced by the angle of incline, especially
for bigger particles.
Figure 6.6: Comparison between the runout of inclined (slope angle Θ =
15◦, 25◦) currents with different particles diameters (respectively 10µm, 125µm,
250µm, 500µm, initial concentration of particles 5 ∗ 10−4, lock aspect ratio
AR = 310m/640m = 0.48, resolution= 20m×10m). The runout is enhanced by
the angle of incline, especially for bigger particles.
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6.2 Applications to Mount Vesuvius
In this section I present an application of the described numerical analysis of
inclined density current dynamics to Mount Vesuvius aimed to provide an haz-
ard assessment.
Numerical simulations of PDC propagating along the Southern slopes of Vesu-
vius volcano have been performed in order to evaluate the influence of the topog-
raphy on the current motion. The Vesuvius slope, which is depicted in Fig. 6.7
A), can be approximated with a linear piecewise-defined function (Fig. 6.7 B)),
whose slope angle decreases with distance from the vent from a maximum of
40◦ to 0◦ reached at a distance of ≈ 7 km.
In Fig. 6.8 is shown that the current evolution has the typical characteristic of
inclined flows described in Chap. 5: the head grows with distance downstream
(as shown in Fig. 6.9) and the velocity shows the typical trend of currents on
slopes (Fig. 6.10). Comparing the motion of this to an analogue current on an
horizontal boundary (Fig. 6.9,6.10,6.11), the presence of a slope in the first kilo-
meters of the current propagation is shown to reflects its influence also in the
motion after the reaching of the horizontal boundary. In particular in Fig. 6.11
can be noticed that the inclined current overtakes the horizontal one in corre-
spondence of the topographic transition from 11◦ to 4◦ (≈ 3500 m from the
vent) and then, the difference with the travelled distance from the horizontal
counterpart, continues to grow also after the transition of the inclined current
to the horizontal boundary for several kilometers as shown in Fig. 6.12.
As expected from our analysis, the effect of an high initial concentration of
particles is a more rapid and large development of the current front (depicted
in Fig. 6.13), while the high temperature results in the typical convective ris-
ing columns observable in the tail of the current in Fig. 6.14. In Fig. 6.15 are
reported the effects of this variables, i.e. of the initial concentration and temper-
ature, on the front thickness (Fig. 6.15 B)) and on the currents runout (Fig. 6.15
A)): as expected the growing and decelerating effects of high temperature are
enhanced for the dense currents.
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A)
B)
Figure 6.7: Mount Vesuvius topography A) and the related linear approximation
B).
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Figure 6.8: Dam-break evolution on Mount Vesuvius topography of a particle-
driven gravity current (t= 0, 200, 400 s, particles diameter 125 µm, initial
particles concentration 5 ∗ 10−4, lock aspect ratio AR = 360m/280m = 1.3,
resolution= 20m× 10m, temperature 300 K).
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Figure 6.9: Comparison between the height of the front, defined as the max-
imum altitude on the boundary computed on the isoline corresponding to
a concentration of 10−6 for a dam-break particle-driven gravity current flow
on the Mount Vesuvius topography and on an horizontal boundary (particles
diameter 125 µm, initial particles concentration 5 ∗ 10−4, lock aspect ratio
AR = 360m/280m = 1.3, resolution= 20m × 10m, temperature 300 K). The
front heights show the typical inclined and horizontal trends.
Figure 6.10: Comparison between front velocities of a dam-break particle-driven
gravity current flow on Mount Vesuvius topography and on an horizontal bound-
ary (particles diameter 125 µm, initial particles concentration 5 ∗ 10−4, lock
aspect ratio AR = 360m/280m = 1.3, resolution= 20m× 10m, temperature 300
K). The velocities show the typical inclined and horizontal trends. The presence
of a slope reflects its influence also in the first stages of motion after the reaching
of the horizontal boundary.
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Figure 6.11: Comparison between the runout of a dam-break particle-driven
gravity current flow on the Mount Vesuvius topography and on an horizontal
boundary (particles diameter 125 µm, initial particles concentration 5 ∗ 10−4,
lock aspect ratio AR = 360m/280m = 1.3, resolution = 20m×10m, temperature
300 K). The inclined current overtakes the horizontal one in correspondence of
the topographic transition from 11◦ to 4◦. The difference between the travelled
distance continues to grow also after the transition of the inclined current to
the horizontal boundary (Fig. 6.12).
Figure 6.12: Differences between the runout of a dam-break particle-driven
gravity current flow on the Mount Vesuvius topography and on an horizontal
boundary (particles diameter 125 µm, initial particles concentration 5 ∗ 10−4,
lock aspect ratio AR = 360m/280m = 1.3, resolution = 20m×10m, temperature
300 K). The difference between the runout continues to grow for several km after
the transition of the inclined current to the horizontal boundary.
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Figure 6.13: Evolution of a dense flow on the Mount Vesuvius topography (t =
100 s, initial particle concentrations 5 ∗ 10−2, temperatures 300 K, particles
diameter 125 µm, lock aspect ratio AR = 360m/280m = 1.3, resolution= 20m×
10m). The front of the dense current results larger than the dilute one shown
in Fig. 6.8.
Figure 6.14: Evolution of a hot dense flow on the Mount Vesuvius topography
(t = 100 s, initial particle concentrations 5∗10−2, temperatures 500 K, particles
diameter 125 µm, lock aspect ratio AR = 360m/280m = 1.3, resolution= 20m×
10m). The tail shows the typical high temperature rising columns.
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Figure 6.15: Comparison between the height and the runout of the front for a
dam-break particle-driven gravity current flow on the Mount Vesuvius topogra-
phy for different initial particle concentrations (5 ∗ 10−4, 5 ∗ 10−3 and 5 ∗ 10−2)
and for different temperatures ( 300 K and 500 K) (particles diameter 125 µm,
lock aspect ratio AR = 360m/280m = 1.3, resolution= 20m × 10m). The
flows with a higher concentration are shown to develop faster, this behaviour
corresponds to larger front dimensions (Fig. A)) and runout (Fig. B)). High
temperature has the expected effect, i.e. downslope deceleration and rising of
convective columns, which are enhanced for the denser case.
Chapter 7
Discussion
Based on the result presented in this study, the presence of a slope is confirmed
to have a decisive influence on density currents dynamics, as reported in several
works found in literature [39, 40, 4, 45, 2]. In particular, as observed in the ex-
perimental analysis of Maxworthy et al. [39, 40], the inclined motion of a dilute
current is characterized by the succession of two dynamical regimes, occurring
after the transient phase typical of collapsing systems [4, 31].
The first regime of motion is featured by a semielliptical-shaped head, which
drastically grows to a maximum height proportional to the slope angle before
starting to slowly decrease instead of attaining to a constant value as in horizon-
tal flows. The growth of the current head is attributed by Maxworthy et al. [39]
and Birman et al. [4] to two effects: entrainment of ambient fluid into the head
and feeding of the front from the fluid layers behind, which move faster than
the front. The presence of a feeding from behind is confirmed by the present
study by sampling the fluid velocity in a fixed point near the lower boundary.
In the horizontal case this effect in not found: the tail is constituted by the
fluid left behind by the head, which moves at constant velocity and does not
interact with the front. This is because in the horizontal case the current is not
subject to a gravity component parallel to the lower boundary, which, in the
inclined case, leads to an acceleration of the fluid layers. The increase of the
entrainment with the slope angle is clearly visible from the growth of the nose,
which increases one order of magnitude for angles of 15◦ to the horizontal. A
more detailed analysis would require the calculation of fluxes of ambient fluid
and tail into the head, which for a strongly unsteady phenomena is a complex
issue.
The first regime of motion, which can be approximated by the box-model trend
((front position)3/2 ∝ t) as for horizontal flows, is characterized by a higher
velocity than the horizontal one. However the dynamics are extremely different
due to a counterbalance between the decreasing buoyancy force, the longitudi-
nal component of gravity and the increased air resistance, which opposes to the
front advancement. Increasing the angle of incline over 25◦, the bigger dimen-
sions of the flow head makes the latter effect dominating.
This regime is followed by a second phase, the inflation regime, associated to
an abrupt deceleration and a considerable change of shape: the front appears
characterized by larger turbulent structures, its growth rate becomes larger than
the propagation velocity. The second regime is absent in the horizontal case.
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The cause of the transition can be found in the higher resistance acting on the
fluid due to the growth of its front and on the dilution of the head due to the air
entrainment, which decreases of the effective gravity. While in the first phase
the current runout is enhanced by the presence of a slope, during this dynamical
regime the horizontal current overtakes the inclined one.
The effect of the increase of the initial particle concentration on the first regime
of motion is a reduction of the characteristic time (defined by eq. 2.11), imply-
ing a more rapid and pronunced development of the dense currents. On the
other hand, the described decelerating inflation regime, is replaced by an un-
steady phase characterized by an oscillating high velocity associated with an
abrupt change in the head dimensions, also observed by Birman et al. [4]. This
behaviour is attributed to the insufficient inflation and dilution of the current.
Actually, if the feeding effect is no longer balanced by a sufficient growth and
dilution, this can be sustained for a finite period after which the front has to
accelerate. Through a scaling analysis it is found that for dense currents (with
an initial concentration larger than 5 ∗ 10−3) the box model approximation no
longer holds, not even in the inertial phase.
By increasing the temperature of the current, because of the heating and expan-
sion of the entrained air, the flow results characterized by the rising of convective
plumes, corresponding to a drastic front height growth, due to the reduction of
the density contrast in respect to the ambient one. This attitude decreases the
downslope velocity and thus the runout of the current. However the succession
of dynamical regimes appears the same as the low-temperature case. This ef-
fects, also described by Orsucci [43], are found to be enhanced by the presence
of a slope, as expected since they depend on the air entrainment which is in-
creased in the inclined flow. However, for dense currents, the difference with the
low-temperature case appears reduced because of the high value of the reduced
gravity which counteracts the temperature effects increasing the downslope ve-
locity.
An increase in the solid particle dimensions, which accelerates the sedimentation
process and thus the current stratification, is found to be associated to the for-
mation of a dense basal layer, as also described by Orsucci [43] in the horizontal
case. In the context of an inclined boundary it is expected to take an active role
in the flow dynamics because subject to the gravity component parallel to the
slope, while it is shown to have negligible consequences for flows on horizontal
boundaries [43]. Therefore, an evaluation of the effects of the introduction of
a more accurate description of the solid rheology, capable of accounting for the
frictional regime dominant at high concentrations, for currents on slopes may
represent a forward step in this work.
A deeper understanding of the mechanism of interaction between this dense
layer and the dilute one, which are shown to remain always coupled, would be
also necessary to a complete understanding of particle laden currents dynamics.
Finally the effect of a different initial lock aspect ratio has been mentioned: this
appears to affect the initial potential energy and reflects into a different dis-
tribution between the average and turbulent components of the kinetic energy,
leading to an analogue front motion but to different head shape. In particular
high values of the aspect ratio correspond to larger and more turbulent heads.
To verify this hypothesis future studies should address the distribution and time-
evolution of average and fluctuating kinetic energy in stratified, particle-laden
gravity currents.
Chapter 8
Conclusions
Pyroclastic density currents are among the most hazardous manifestations of
explosive volcanic eruptions which have often caused victims and destruction.
In this context the knowledge of a predictive model capable of anticipating the
flow mobility would be crucial, especially for populated volcanic areas such as
the Vesuvius region where more than five hundred thousand people are directly
threatened by a possible reactivation of the volcano. Such an high risk un-
derlines the urgent need for an improved physical understanding of the flow
dynamics in order to improve assessments of their hazard.
The work in this thesis is aimed to analyze the effects of a slope on density cur-
rents with different initial geometries, concentrations, temperatures and gran-
ulometry and to evaluate the predictive capability of the simplified box-model.
The presented results show a complex interaction of the currents with the to-
pography, which makes their dynamics more difficult to predict, especially for
realistic pyroclastic flow conditions (i.e., for large particle concentrations and
coarse grains). In particular inclined currents show a larger acceleration and
higher front dimensions in respect to the horizontal flows and, during a second
inflation regime of motion, a decelerating trend which makes the formulation
of a simple model complicated in the inclined case. On the contrary, for dilute
currents, the box-model still reasonably describes the kinematics of the current
front.
The adopted multiphase flow model has demonstrated to be extremely useful in
the context of PDC research and hazard assessment studies to perform broad
sensitivity analysis on the influence of the main initial flow parameters (slope
angle, initial geometry, concentration, temperature and granulometry).
Moreover, the discussed results will potentially allow new interpretations of sed-
imentological and geophysical observations.
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Appendix A
Numerical methods
A.0.1 Space discretization
Since flows and related phenomena are described by differential equations most
of which cannot be solved analytically, in order to obtain a numerical approxima-
tion a discretization method is needed. The discretization method approximates
the equations with a system of algebraic equations that can be solved.
The accuracy1 of the numerical solutions defines the quality of the used method.
The Finite Volume Method (FVM) is one of the most utilized discretization
method that can be applied to solve the integral form of the conservative equa-
tions. It is simple to be understood because all the terms that should be ap-
proximated have a physical meaning. Otherwise it has the disadvantage to be
difficult to develop at high order then the second in 3D.
Considering a generic intensive quantity per unit mass φ of a steady fluid, as-
suming that velocity and fluid properties are known, its conservation equation
in the integral form is given by:
Convective term︷ ︸︸ ︷∫
S
ρφ~v · d~S =
Diffusive term︷ ︸︸ ︷∫
S
Γ~∇φ · d~S +
Source term︷ ︸︸ ︷∫
Ω
qφdΩ (A.1)
The solution domain is subdivided by a grid into a finite number of contiguous
control volumes (CV) defining their boundaries (Fig. A.1).
In order to guarantee the conservation conditions it is necessary that CVs do
not overlap.
There are different way to build the CVs, the usual one is to define these starting
by the grid and then assigning a computational node at the centers of these.
The value ΦP assigned to the P -node is the approximation of the mean value
of the quantity in the CV:
ΦP ≡ φˆ|CV (A.2)
The advantage of this approach is that the nodal value represents the mean over
CV to the second order accuracy, because the node is defined at the centroid of
the CV.
1In numerical analysis, accuracy is the nearness of a calculation to the true value.
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Figure A.1: Example of a Cartesian 2D CV-grid.
Another important advantage of the FVM is that it automatically contains
the global conservation of the quantities on the whole volume because, summing
all the integral conservative equations of the CVs, the surface integrals on the
inner surfaces cancel out.
Approximation of volume integrals
A second-order accurate approximation of the terms containing volume integrals
of a generic quantity q is given by the product of the mean value in the CV qˆ and
the volume ∆Ω of this. In the case of a constant or linearly variating quantity
this equals the product of the value qP at the centre of CV and its volume,
otherwise this is an approximation that contains a second order error, i.e.∫
Ω
qdΩ = qˆ∆Ω ≈ qP∆Ω (A.3)
Approximations of higher order require the evaluation of q in more locations.
Approximation of surface integrals
In order to treat convective and diffusive terms, that are written in terms of
surface integrals, an approximation of these is required. The total flux of a
quantity ~q through a CV is given by the sum of the partial fluxes through its
faces Sk: ∫
S
q⊥dS =
∑
k
∫
Sk
q⊥dS (A.4)
where q⊥ is the component of ~q normal to the face of the CV.
Each term of this sum would require the value of the quantity on the surface
to be calculated but this is initially known only at the centroid of the CV.
Therefore an approximation is needed.
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The approximation procedure can be divided into two steps:
1. The surface integral referring to a face is approximated in terms of one or
more values on this.
This can be done making use of the
Midpoint Rule:
• assigns to the k-face center the approximation q⊥k of the mean value
on the face qˆ⊥k
• approximates the k-face integral as the product of the value at the
surface centre q⊥k and the face area Sk∫
Sk
q⊥dSk = qˆ⊥kSk ≈ q⊥kSk (A.5)
This is the simplest second-order accuracy approximation.
2. The face-values should be interpolated from the nodal values in the cen-
troid of the CVs.
There are different schemes to interpolate the value of q, i.e. φ and its
normal derivative, from the centroid to the faces:
Upwind Interpolation Scheme (UDS) The Upwind scheme assigns
to the surface value φk the value φU at the first CV centroid found on the
upstream side of the surface, hence the name upwind differencing scheme
(UDS).
For example, referring to Fig. A.2, the value on the e-surface is given by:
Figure A.2: Consecutive CVs divided by the surface Se in a uniform 2D Carte-
sian grid.
φe =
{
φP if ~v · Sˆe > 0
φE if ~v · Sˆe < 0 (A.6)
In the case such that ~v · Sˆk > 0 the Taylor expansion of φk gives:
φk = φP+
(
∂φ
∂x
)
P
(xk−xP )+ 1
2
(
∂2φ
∂x2
)
P
(xk−xP )2+o[(xk−xP )2] (A.7)
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The UDS approximation takes into account only the first term, thus it is a
first-order scheme with a leading truncation error2 that can be expressed
in diffusive form:
qdk = Γk
(
∂φ
∂x
)
k
Γk = ρk~vk
∆x
2
(A.8)
This can be deduced writing the taylor expansion A.7 for φe:
φe = φP +
(
∂φ
∂x
)
P
(xe − xP ) + o(xe − xP ) = φP +
(
∂φ
∂x
)
P
∆x
2
+ o(∆x)
(A.9)
Therefore very fine grids are required in order to obtain accurate solutions.
Linear interpolation This scheme assigns to the i-surface the value
obtained from the linear interpolation between the two nodes on its sides.
Referring to the Fig. A.2 for φe is obtained:
φe = φEλe + φP (1− λe) λe = xe − xP
xE − xP (A.10)
For a uniform grid it becomes:
φe =
φE + φP
2
(A.11)
This is a second-order accurate approximation with a leading error pro-
portional to the square of the grid spacing (∆x)
2
as can be demonstrated
deriving the first order term in eq.A.7 from the Taylor expansion of φE in
xP
φE = φP + (xE − xP )
(
∂φ
∂x
)
P
+ o(xE − xP )⇒
(
∂φ
∂x
)
P
=
φE − φP
xE − xP
substituting it in eq.A.7 for φe and rewriting this in the shape of eq.A.10:
φe = φEλe+φP (1−λe)− (xe − xP )(xE − xe)
2
(
∂2φ
∂x2
)
P
+o(∆x2) (A.12)
In this scheme the second-order accuracy approximation of the gradients
is given by: (
∂φ
∂x
)
e
≈ φE − φP
xE − xP (A.13)
and the leading error is of the order of (∆x)2
Thus the CDS scheme is more accurate that the UDS one.
2The truncation error is the difference between the exact equation and the discretized one.
It is usually proportional to a power of space and/or time step (∆x)n and (∆t)n.
The power n is the order of the approximation.
A method is consistent if the truncation error becomes zero for ∆x→ 0 and ∆t→ 0.
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Following the linear interpolation scheme, from the definition of derivative:(
∂φ
∂x
)
xi
≡ lim
∆x→0
φ(xi + ∆x)− φ(xi)
∆x
the first derivative of φ in x direction evaluated in xi for a uniform grid
can be approximated choosing different couple of points by a
Forward Difference if the points are xi and xi+1, thus(
∂φ
∂x
)
xi
≈ φi+1 − φi
∆x
(A.14)
Backward Difference if the points are xi−1 and xi, thus(
∂φ
∂x
)
xi
≈ φi − φi−1
∆x
(A.15)
Central Difference Scheme (CDS) if the points are xi+1 and xi−1,
thus (
∂φ
∂x
)
xi
≈ φi+1 − φi−1
2(∆x)
(A.16)
In this scheme the second derivative can be approximated choosing
the points xi− 12 and xi+ 12 as
(
∂2φ
∂x2
)
xi
≈
(
∂φ
∂x
)
x
i+1
2
−
(
∂φ
∂x
)
x
i− 1
2
∆x
≈ φi+1 + φi−1 − 2φi
(∆x)2
(A.17)
The algebraic equation system
The algebraic equation system, resulting from the discretization process applied
to the integral formulation of the conservation equations, relates the variable
values at the centroid of the CVs with the values at the neighbor CVs. As
required for a well-posed system the number of equation and variables is equal,
in particular this equals the number of CVs.
For the P -node the generic algebraic equation obtained from the discretization
process is
ApφP +
∑
l
Alφl = QP (A.18)
where l labels the neighbor nodes involved in the approximation of the node P ,
Al are coefficients depending on geometrical quantities, fluid properties and, for
non linear systems, on the variable values and QP contains the known terms.
Considering the whole system these equations can be written in matrix notation
as
A~φ = ~Q (A.19)
grouping all the variable values at the nodes φi and the source terms Qi in two
vectors and defining the square sparse N1×N2 matrix A, where Nj denotes the
number of nodes in the j direction.
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Figure A.3: Index of A matrix elements.
This matrix, if the variables are labelled in a regular manner starting from a
corner (for example see Fig. A.3), has a poly-diagonal structure. The diagonals
represent the connections to the variable at the nodes in a certain direction,
thus they are labelled with the name of that direction. In this notation the
eq.A.19 becomes:∑
l
[
Al,W ~φl,W +Al,S~φl,S +Al,P ~φl,P +Al,N ~φl,N +Al,E~φl,E
]
= ~Ql,P (A.20)
For example, approximating the P -node algebraic equation as a function of the
first neighbor CV in each direction, the matrix obtained has non zero values
only on the main diagonal, the two neighboring ones (concerning the E and W
CVs) and the two that are at a distance from the main one that equals the
number of nodes to the boundary (concerning the S and N CVs) as shown in
Fig. A.4.
Figure A.4: The algebraic system obtained approximating the P -node algebraic
equation as a function of the first neighbor CV in each direction in matrix
formulation.
Methods for solving matrix with 3 and 5 diagonals exist, but for matrix with
more diagonals deferred correction methods3 should be used.
3The deferred correction method reduces a N -diagonal matrix to a 3-diagonal one plus a
correction.
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A.0.2 Time discretization
In computing unsteady flows there is one more coordinate that should be dis-
cretized: the time t. The main difference between time and space coordinates is
that for the first there is no backward influence: the past can not be influenced
by future time.
The conservation equation for unsteady flows can be written as:
∂(ρφ)
∂t
=
Convective term︷ ︸︸ ︷
−~∇ · (ρφ~v) +
Diffusive term︷ ︸︸ ︷
~∇ · (Γ~∇φ) +
Source term︷︸︸︷
qφ (A.21)
the problem is to find the solution φ(t) of this first order differential equation
after a time interval ∆t, given the value φ(t0) = φ
0 at the starting time t0.
Integrating equation A.21 from tn to tn+1 = tn + ∆t, considering the 1D ver-
sion with constant velocity, constant fluid properties and no source terms for
simplicity, is obtained:∫ tn+1
tn
∂φ
∂t
dt = φn+1 − φn =
∫ tn+1
tn
f(t, φ(t))dt (A.22)
where f(t, φ(t)) is the sum of convective and diffusive terms divided by ρ:
f(t, φ(t)) ≡ −v ∂φ
∂x
+
Γ
ρ
∂2φ
∂x2
(A.23)
A numerical approximation procedure is needed in order to evaluate the integral.
Explicit methods
The explicit or forward method consists in the approximation of the time integral
with the value of f estimated at a previous time: the only unknown at the new
time step is the value at the node considered, other values are evaluated at
earlier time levels. Therefore the new value can be calculated explicitly.
A.0.3 Euler Explicit Method
The value at the new time step is obtained taking the value of f at the previous
one:
φn+1 = φn + f(tn, φ
n)∆t (A.24)
Approximating the spatial derivatives using the CDS (Par. A.0.1) the new value
is:
φn+1i = φ
n
i +
[
−uφ
n
i+1 − φni−1
2∆x
+
Γ
ρ
φni+1 + φ
n
i−1 − 2φni
(∆x)2
]
∆t =
= (1− 2d)φni +
(
d− c
2
)
φni+1 +
(
d+
c
2
)
φni−1 (A.25)
where two dimensionless parameters have been introduced:
• the parameter d is the ratio of the time step ∆t to the characteristic
diffusion time ρ(∆x)2/Γ:
d =
Γ∆t
ρ(∆x)2
(A.26)
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• the parameter c, called Courant number is the ratio of ∆t to the charac-
teristic convection time v/∆x:
c =
u∆t
∆x
(A.27)
Since φ represents a concentration it should not be negative. Thus, a method
to analyze the sign of the coefficients in the equation, is needed.
The set of equations A.25 can be written in matrix form as
~φn+1 = A~φn (A.28)
where the tridiagonal matrix A gives the solutions at the new time step in terms
of these at the previous time step. Therefore the solution at tn+1 is given by
repetitive multiplications of φ0 by A.
The stability4 of the solution is connected with the eigenvalues φnj of the matrix
A. Actually, considering the norm
 = ||φn − φn−1|| =
√∑
i
(φn − φn−1)2
that is a measure of the difference between successive step values and is required
to decrease with time because of the dissipation processes,
• if the eigenvalues are all smaller than 1,  decays, thus the solution is
stable.
• if some of these are greater than 1,  grows and the solution is unstable.
Substituting in equation A.25 the eigenvalues φnj = σ
neiαj these are found as
functions of the dimensionless parameters d and c introduced in eq. A.26 and
A.27:
σ = 1 + 2d(cosα− 1) + i2c sinα (A.29)
As already said, the magnitude of these
σ2 = [1 + 2d(cosα− 1)]2 + 4c2 sin2 α
determines the stability of the solution:
• If there is no diffusion, i.e. d = 0, σ > 1 ∀α, c. Thus the solution is
unconditionally unstable.
• If there is no convection, i.e. c = 0, since the maximum is obtained for
cosα = −1 thus σ > 1 if d < 1/2. Therefore, in this case, the solution is
conditionally stable.
The conditions found imposing that all the coefficients off the nodes should be
positive (sufficient but not necessary for the stability of the solution) are similar:
d < 0.5; c < 2d (A.30)
4A numerical method is defined stable if it produces a bounded solution for equations with
bounded solution.
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This implies c < 1, therefore this scheme is useful for problems with a high
temporal resolution required.
If UDS (Par. A.0.1) is used instead of eq.A.25 obtained from CDS, is found
φn+1i = (1− 2d− c)φni + (d)φni+1 + (d+ c)φni−1 (A.31)
This formulation brings more stabile solutions because the coefficients of φni+1
and φni−1 are always positive. However the positivity of the coefficient of φ
n
i
should be imposed. This conditions implies:
∆t <
1
2Γ
ρ(∆x)2 +
v
∆x
(A.32)
and for negligible convection corresponds to
d < 0.5; c < 1 (A.33)
The condition on c implies
∆t <
∆x
v
(A.34)
Thus the UDS scheme is more stable that the CDS one.
Implicit methods
If the integral of eq.A.22 is approximated estimating variable values at the
new time step tn+1 = tn + ∆t, since these are not known, further iterations are
needed. Therefore a system of algebraic equations, similar to the one in eq.A.20,
is obtained.
Euler Implicit Method Estimating the value of f at the new time step is
obtained:
φn+1 = φn + f(tn+1, φ
n+1)∆t (A.35)
In matrix form
A~φn+1 = ~φn (A.36)
The algebraic equations resulting from this method and CDS spatial discretiza-
tion, written in terms of the dimensionless parameters d and c defined in eq.A.27
and eq.A.26, are
(1 + 2d)φn+1i +
( c
2
− d
)
φn+1i+1 +
(
− c
2
− d
)
φn+1i−1 = φ
n
i (A.37)
Writing in matrix form the whole system of equations, and labeling the diagonals
as done in eq.A.20, results
APφ
n+1
i +AEφ
n+1
i+1 +AWφ
n+1
i−1 = QP (A.38)
where
AE =
ρu
2∆x
− Γ
(∆x)2
; AW = − ρu
2∆x
− Γ
(∆x)2
;
AP = −(AE +AW ) + ρ
∆t
; QP =
ρ
∆t
φni (A.39)
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It can be seen that, as ∆t→∞, the equation reduces to the steady state one:
(AE +AW )φ
n+1
i = AEφ
n+1
i+1 +AWφ
n+1
i−1 (A.40)
Therefore this method allows to take arbitrarily large time steps resulting in a
unconditionally stable procedure, even if it is needed to solve a coupled set of
equations at each time step.
Thus implicit contribution increases stability but it is computationally heavier
than the explicit part.
A.0.4 Solution of the Navier-Stokes equations
After the application of a discretization method to the transport equations one
has to deal with a system of coupled equations. This can be resolved as a whole
by means of inversion of the global matrix.
Otherwise a segregated solution algorithm can be adopted. The underling idea
of this approach is to solve the equations one-by-one, resolving the coupling
making use of an iterative procedure.
Pressure correction method
In order to solve mass and momentum equations, that are coupled through
pressure and velocities, an iterative procedure to compute the simultaneous
solution of these can be used.
The idea of this algorithm is to march from a time step to the following (outer
iterations) in a number m of internal steps (inner iterations):
n∆t
m steps︷ ︸︸ ︷
=⇒ · · · =⇒(n+ 1)∆t
Assuming that the non-linear convection term can be linearized fixing the ve-
locities coefficients at each time step, at each iteration on m
1. pressure and source terms are given the values of the previous step
2. momentum equations are solved for the velocities
3. pressure is corrected to enforce continuity equation
4. fluxes are corrected
5. the algorithm is repeated until convergence is reached and velocities are
updated.
For incompressible fluids, if an implicit method is used to advance the equations
in time, the discretized mass and momentum equations take the form:{ δρvi
δxi
= 0
(ρvi)
n+1−(ρvi)n
∆t = − δ(ρvivj)
n+1
δxj
+
δTn+1ij
δxj
+ ρgi − δp
n+1
δxi
(A.41)
where δδx concerns a generic spatial discretization, i and j label the directions.
The momentum equations for the P -CV can be written as
An+1P v
n+1
P,i +
∑
l
An+1l (v
n
i )v
n+1
l,i = Q
n+1
I −
(
δp
δxi
)n+1
P
(A.42)
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where the sum is done on the l-CVs neighbors, QP contains all terms that may
be explicitly computed in terms of vni , body forces or other term that may
depend on vn+1i ; also Al and QI may depend on v
n+1
i .
If at each time step coefficients are expressed as functions of the previous time
step values (linearization) and making use of a pressure correction:
(∆p)mP ≡ pmP − pm−1I (A.43)
instead of the actual pressure, at each iteration, if vmP,i is the current estimate
of vn+1P,i , the momentum equations to be solved are:
δρvi
δxi
= 0
AP v
n+1
P,i +
∑
lAlv
n+1
l,i = Q
n+1
P −
(
δ(∆p)P
δxi
)n+1 (A.44)
At each iteration pressure and source are given the previous values thus the
momentum equations become
AP v
m
P,i +
∑
l
Alv
m
l,i = Q
m−1
P −
(
δ(∆p)P
δxi
)m−1
(A.45)
Then these equation are solved for the velocities: their current solutions are
vmP,i =
H
AP
− 1
AP
(
δ(∆pP )
δxi
)m−1
where H(vmi ) ≡ Qm−1P −
∑
l
Alv
m
l,i (A.46)
The inner loop requires the assignment of initial values to the velocity vm∗P,i that
must be corrected in order to satisfy transport equations (it is a guess on velocity
value). This is called the predictor step and the predicted velocity field is
vm∗P,i =
H
AP
(A.47)
Therefore substituting the velocities
vmP,i = v
m∗
P,i −
1
AP
(
δ(∆p)m−1P
δxi
)
(A.48)
in the continuity equation is obtained
δ(ρvi)
δxi
= 0 =⇒ δ
δxi
[
ρ
AP
(
δ(∆p)m
δxi
)]
P
=
[
δ(ρvm∗P,i )
δxi
]
(A.49)
The pressure correction (∆pP )
m is corrected until the term on the right side of
the equation, the residual, becomes lower than a fixed value . Then pressure
(from eq.A.43), velocities (from eq.A.48) and fluxes are updated.
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A.0.5 Newton’s method
The Newton’s method is a method for finding successively better approximations
to the roots of a real-valued function. The idea of the method is the following:
starting with an initial guess the function is approximated by its tangent line,
then it is computed the x-intercept of this tangent line. This x-intercept will
typically be a better approximation to the function’s root than the original
guess, and the method can be iterated (see Fig. A.0.5).
Figure A.5: Example of Newton method application.
A.0.6 Secant method
The Secant method is another root-finding algorithm that requires two initial
values close to the root. Starting with the two initial points p0 and p1, the ap-
proximation p2 is the x-intercept of the line joining (p0, f(p0)) and (p1, f(p1));
the approximation p3 is the x-intercept of the line joining (p1, f(p1)) and (p2, f(p2))
and so on. (see Fig. A.0.6).
Figure A.6: Example of Secant method application.
Appendix B
Table of simulations
In the table inserted in the next pages are listed the initial conditions of the
performed simulations, respectively: the resolution dx[m] × dz[m], the slope
angle Θ, the presence of a topography, the lock volume V0 [m
2], the lock aspect
ratio H0[m]/L0[m], the initial particle concentration, the initial particle density
[kg/m
3
], the particle dimension [µm] and the presence of a turbulence model.
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