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The length L of the de Rham curve is the common limit of two monotonic se-
quences of lengths ln and Ln of inscribed and circumscribed polygons, respec-
tively. Numerical computations show that their convergence is linear with the same
convergence rate. This result is easy to prove for the parabola. For arbitrary de
Rham curves, we prove two nearby results. First, the existence of a limit q2 0; 1
of the sequence of ratios LnC1 −L=Ln −L implies the convergence to the same
limit of the two sequences lnC1 − L=ln − L and LnC1 − lnC1=Ln − ln. Second,
the sequence LnC1 −Ln is bounded by a convergent geometric sequence. In prac-
tice, this allows us to accelerate the convergence of both sequences by standard
extrapolation algorithms. © 1998 Academic Press
1. INTRODUCTION
The de Rham curve Cγ, studied in [3], is the limit of a sequence of
polygons depending on a parameter γ.
We are interested in the computation of the length L of this curve.
This problem was already considered by other authors in the context of
computer-aided geometric design, in particular for piecewise polynomial or
rational curves (see, e.g., [4] and [5]). In a further paper, we shall develop
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Here is an outline of the paper: In Section 2, we recall the construction
of the curve Cγ and its known properties. In Section 3, we first define
upper and lower approximations of L as the lengths of two approximating
polygons. They form two sequences Ln and ln which both converge
monotonically to L. In Section 4, we study the convergence speed of Ln
to L. Numerical computations strongly suggest that both sequences Ln
and ln converge lineary to L for all γ > 1 (various examples are given in




Ln − Ln−1 ; q2 0; 1; with q 6D
γ
γ C 2 ;




Ln − L and limn!C1
lnC1 − L
ln − L y
moreover these limits are also q. But we did not succeed in proving the ex-
istence of this limit, except for the parabola (γ D 2). In that case, we prove
in Section 5 that both limits are equal to 1=4. However, in the general case
(γ > 1), we can prove that there exist constants c > 0 and 0 <  < 1 de-
pending on γ such that LnC1 −Ln  cn. This shows that the convergence
of Ln is at worst linear.
Finally, this suggests the possibility of accelerating the convergence of the
two sequences Ln and ln by the "-algorithm or the iterated Aitken’s 12
algorithm (see e.g., [1, Chap. 2]), since they do not need the knowledge of
the exact rate of convergence of these sequences.
2. CONSTRUCTION AND PROPERTIES OF
THE DE RHAM CURVE
Let ABC be a triangle. The curve is the limit of a sequence of polygons,
Pn; n D 0; 1; 2; : : : starting with P0 D A;B;C. Then the points divid-
ing in three parts the sides of the polygon Pn obtained at the nth step are
the vertices of the next one. The three parts have lengths proportional to
1; γ; 1 successively. The number of sides of Pn is 2n C 1.
We denote by Sn0 ; S
n
1 ; : : : ; S
n
2nC1 the vertices of P
n. The construction of
de Rham in order to get the next polygon PnC1 D SnC10 ; SnC11 ; : : : ; SnC12nC1C1
from the previous one Pn is as follows: SnC12i D 1 − Sni C SniC1 and
SnC12iC1 D Sni C 1− SniC1 for i D 0; : : : ; 2n, where  D 1=γ C 2.
In Fig. 1, we show the first step in the construction of de Rham with
P0 D A;B;C and P1 D A0; B0; C 0;D0.
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FIG. 1. The first step in the construction of de Rham.
The following properties are given by de Rham.
 The polygons Pn are convex and the sequence Pn converges to a
curve Cγ which is continuous and convex.
 Cγ is tangent at the midpoint of each side of Pn.
 If γ > 1, Cγ has a tangent at each point and the slope m is contin-
uous.
 For γ D 2, C2 is an arc of a parabola from the midpoint of AB to
the midpoint of BC.
For the next sections, we shall suppose γ > 1.
3. UPPER AND LOWER APPROXIMATIONS OF
THE LENGTH OF THE CURVE
We denote by Mn0 ;M
n
1 ; : : : ;M
n
2n the midpoints of the sides of P
n. Let Ln
be the length of Pn measured from the midpoint Mn0 of the first side to
the midpoint Mn2n of the last one, and let l
n be the length of the polygonal
line joining the midpoints: Mn0M
n
1   Mn2n . With this notation, Mni D Sni C
SniC1=2 and MnC12i DMni . We write U  for the euclidean norm of the vector
U . Thus, we have
L0 D M00S01  C S01M01  D AB C BC=2;
l0 D AC=2;
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From now on, we shall omit the upper index n in Mni if it is not necessary
for the comprehension; similarly, we shall write M 0j instead of M
nC1
j .
Proposition 1. For all n 2 , the following holds:
LnC1 D γL
n C 2ln
γ C 2 :
Proof. Let j D 2i, then for i D 0; : : : ; 2n we have,
M 0jS0jC1 C S0jC1M 0jC1 C M 0jC1S0jC2 C S0jC2M 0jC2
D M 0jS0jC1 C S0jC1S0jC2 C S0jC2M 0jC2
D γ
γ C 2 MiSiC1 C
2
γ C 2 MiMiC1 C
γ
γ C 2 SiC1MiC1
D γ
γ C 2 MiSiC1 C SiC1MiC1 C
2
γ C 1 MiMiC1:




M 0jS0jC1 C S0jC1M 0jC1:
Proposition 2. The two sequences (Ln) and (ln) are respectively decreas-
ing and increasing and they converge to the same limit L, which is the length
of Cγ.
Proof. Again let j D 2i:
 MiMiC1 D M 0jM 0jC2  M 0jM 0jC1 C M 0jC1M 0jC2, therefore ln lnC1.
 Similarly,
MiSiC1 C SiC1MiC1
D MiS0jC1 C S0jC1SiC1 C SiC1S0jC2 C S0jC2MiC1
 MiS0jC1 C S0jC1S0jC2 C S0jC2MiC1
D M 0jS0jC1 C S0jC1M 0jC1 C M 0jC1S0jC2 C S0jC2M 0jC2;
therefore Ln  LnC1.
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FIG. 2. The main parameters in the construction of de Rham.
 Now Ln  AC=2 and ln  AB C BC=2, so that both sequences
are converging, respectively, to L and l. From the preceding proposition,
we deduce L D l, which is the length of Cγ.
4. ON THE RATE OF CONVERGENCE OF THE SEQUENCE Ln
We shall now study the asymptotic behavior of the sequence Ln; we
first prove that when n goes to C1 the ratios of the lengths of any two
consecutive sides of Pn are uniformly bounded, then we prove that the
angle between two sides tends to . With the help of these preliminary
results we shall be able to study the convergence of Ln.
We denote by 0 D S0S1, 1 D S1S2; : : :, 2n D S2nS2nC1 the suc-
cessive lengths of the sides of Pn and by 00; 
0
1; : : : ; 
0
2nC1 those of P
nC1.
The sides of Pn (resp. PnC1) make angles 0 D ÜS0S1; S1S2; : : : ; 2n−1 D
ÜS2n−1S2n ; S2nS2nC1 (resp. 00; : : : ; 02nC1−1). See Fig 2.
We shall study the ratio LnC1 − Ln=Ln − Ln−1; indeed, Brezinski and
Redivo Zaglia have proved in [1] that, for a sequence un converging to




un − u D q if and only if limn!C1
unC1 − un
un − un−1 D q:
With the next proposition, we shall be able to get the rate of convergence





Ln − L D q with q 6D 1 and q 6D
γ
γ C 2





ln − L D limn!C1
LnC1 − lnC1
Ln − ln D q:
Proof. By Proposition 1, γ C 2LnC1 D γLn C 2ln; then γ C 2L D
γLC 2L. So that, by difference, γC 2LnC1−L− γLn−L D 2ln−L
and γC 2Ln −L − γLn−1 −L D 2ln−1 −L from the preceding step.
By division, we successively get
γ C 2LnC1 − L − γLn − L
γ C 2Ln − L − γLn−1 − L D
ln − L
ln−1 − L;
γ C 2LnC1 − L=Ln − L − γ
γ C 2 − γLn−1 − L=Ln − L D
ln − L
ln−1 − L:
As n tends to C1, we get
q D γ C 2q− γ
γ C 2 − γ=q D limn!C1
lnC1 − L
ln − L
as soon as q 6D γ=γ C 2.
Similarly, using γ C 2LnC1 − L − Ln − L D 2ln − Ln and the
preceding step, we easily get
q D q− 1
1− 1=q D limn!C1
ln − Ln
ln−1 − Ln−1
as soon as q 6D 1.
Proposition 4. For every n 2  we have












Proof. We recall that  D 1=γ C 2; we set  D γ=γ C 2 and again





a2i C b2i − 2aibi cos i
D
r





i C iC12 − 4iiC1 cos2
i
2
D i C iC1
s





and 02nC1 D 2n .
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Using Ln D 0=2 C
P2n−1
iD1 i C 2n=2 and a similar formula for LnC1, we
can evaluate "n D LnC1 − Ln:
"n D 0
2













































Proposition 5. Let rni D niC1=ni for i 2 0; : : : ; 2n be the ratios of two
successive lengths at step n. If γ > 1, then there exist r0 and R0 such that, for
every n 2 , for every i 2 0; : : : ; 2n, r0  rni  R0:
Proof. First, let us remark that the angles ni of P
n are bounded away
from 0 since 00  ni  . We can suppose that there exists 0 2 0; 
such that
0  ni  :




; r 02 D
0jC2
0jC1





r2 − 2r cos C 11=2 and r 02 D
γr
r2 − 2r cos C 11=2 y
see Fig 2. We consider the two functions f and g defined by
f x D 1
γ
x2 − 2x cos C 11=2
and
gx D γxx2 − 2x cos C 1−1=2
with x > 0. So we have r 01 D f r and r 02 D gr.
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Since
x2 − 2x cos C 1  x2 C 2xC 1 D 1C x2;
x2 − 2x cos C 1  x2 − 2x cos 0 C 1  sin2 0;
we get the following bounds for f x, x 2 C:
sin 0
γ









and similarly, we obtain









; γ − 1











Using the above inequalities,we immediately get the result by induction on
n 2 .
Proposition 6. There exists c 2  and q2 0; 1 such that for every n 2
, for every i 2 1; : : : ; 2n,  − ni   cqn.
Proof. In the following computations, we are using Fig. 2 and Fig. 3.
Let us consider in the polygonal line Pn the triangle SiSiC1SiC2. We
set  D ÜSiSiC1; SiC1SiC2. If r D SiC1SiC2=SiSiC1, then the trian-
gle SiSiC1SiC2 is similar to the triangle whose vertices are 1; 0, 0; 0,
r cos ; r sin . If j D 2i, we denote by ’1 D ÜS0jS0jC1; S0jC1S0jC2 and
’2 D ÜS0jC1S0jC2; S0jC2S0jC3. Since the triangle S0jSiC1S0jC2 is similar to
SiSiC1SiC2, the vector W whose endpoints are 1; 0 and r cos ; r sin 
makes an angle ’1 with the x-axis. If w D W , one has the vector identity
w cos’1; w sin’1 D r cos − 1; r sin . From this, it follows that
cot’1 D cot −
1
r sin 




FIG. 3. Computation of angles in the construction of de Rham.
190 dubuc, merrien and sablonnie`re
Moreover ’2 D −  − ’1, hence
cot’2 D
1C cot  cot’1
cot’1 − cot 
D cot − r
p
1C cot2 :
Setting mi D cot i, m0j D cot 0j , m0jC1 D cot 0jC1, and ri D iC1=i, with
j D 2i, we get









1Cm2i  1 and
q
1Cm2i  −mi imply
m0j  mi − 1=ri; m0jC1  mi − ri;
m0j  m0i1C 1=ri; and m0jC1  mi1C ri:
Let  D min1=R0; r0, where R0 and r0 are defined in the preceding
proposition. By induction, there exists c1 2  such that, for all n 2  and
i 2 1; : : : ; 2n, mni  c1 − n, so that mni  tends to −1 as n tends to C1
and the angles ni tend to .
Similarly, there exists c2 < 0 such that, for all n sufficiently large and for
i 2 1; : : : ; 2n, mni  c21C n.
Then there exists a constant c3 > 0 such that





1C n D c3q
n
with q2 0; 1 and we can conclude that for some constant c4 > 0 the fol-
lowing holds:
 − ni   c4qn:
Proposition 7. There exists c 2 C and 2 0; 1 such that, for every
n 2 ;
LnC1 − Ln  cn:
Proof. From Proposition 4 we know that
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Now as
p




















5. THE CASE OF THE PARABOLA, γ D 2
Starting with the triangle ABC, for γ D 2, we obtain an arc of parabola
C2 joining the midpoint S0 of AB to the midpoint S2 of BC. Let S1 D B,
1Si D SiC1 − Si, and 12Si D 1SiC1 −1Si. In this particular case, we are able
to evaluate the length L of C2 and to estimate the convergence rates of the
sequences Ln and ln.







2S0 C 1S1 12S0
1S0:1






Proof. The equation of the parabola is
Mt D S01− t2 C 2S1t1− t C S2t2 with t 2 0; 1:








where pt D 01 − t2 C 21t1 − t C 2t2, 0 D 1S02, 1 D 1S0:1S1,
and 2 D 1S12. Let
10 D 1 − 0 D 1S0:12S0; 11 D 2 − 1 D 1S1:12S0;
and
120 D 2 − 21 C 0 D 12S02:
Then we have 02 − 21 D 1S021S12 − 1S0:1S12  0 by the Schwarz
inequality.
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u2 C a2 du;
with u0 D 10=
p
120 and u1 D 11=
p























u20 C a2 D 1S0,
q




















we obtain the desired result.





Ln − L D limn!C1
lnC1 − L
ln − L D limn!C1
LnC1 − lnC1




Proof. For any function g 2 C10; 1, there hold, respectively, the two
following asymptotic expansions for the values of the trapezoidal rule and
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This proves that the two sequences converge linearly to the integral with a
convergence rate equal to 1=4.
























It suffices to prove these equalities for n D 0, as the general formulas
are summations of local formulas in each interval i=2n; iC 1=2n, i 2
0; : : : ; 2n − 1. With the notation of the previous proposition, we easily
compute
L0 D 1S0 C 1S1 and l0 D S0S2 D 1S0 C 1S1:




M 00 C M 01 and l0 D
M 012

are, respectively, the values of the trapezoidal rule and of the midpoint
rule applied to the integral L D R 10 M 0tdt. Similarly, Ln and ln are,
respectively, the values of the composed trapezoidal and midpoint rules,









D 212S0 cos 1;
where 0 D Ü1S0; 12S0 and 1 D Ü1S1; 12S0, hence
g01 − g00 D 212S0cos 1 − cos 0 6D 0:
Similarly, the first term of the asymptotic expansion of Ln − ln being
equal to 18g01 − g00=4n, we deduce the third limit in the same way.
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6. EXAMPLES
In an orthonormal basis, let A D −1; 1, B D 0; 0, and C D 1; 2. The
following three tables show the computed values of the successive lengths














10 1.3038891 1.3038886 0.251342 0.251176















10 1.3685601 1.3685596 0.250000 0.250000















10 1.4650072 1.4650067 0.248206 0.248205
11 1.4650070 1.4650069 0.248208 0.248208
γ D 3.
The last table shows the computed maximum and minimum values of
niC1=
n
i at step n D 11; these extrema seem to converge to γ − 1 and
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