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Abstract
We consider the edge statistics of large dimensional deformed rectangular matrices of the form Yt “
Y `
?
tX, where Y is a p ˆ n deterministic signal matrix whose rank is comparable to n, X is a p ˆ n
random noise matrix with centered i.i.d. entries with variance n´1, and t ą 0 gives the noise level.
This model is referred to as the interference-plus-noise matrix in the study of massive multiple-input
multiple-output (MIMO) system, which belongs to the category of the so-called signal-plus-noise model.
For the case t “ 1, the spectral statistics of this model have been studied to a certain extent in the
literature [17, 18, 58]. In this paper, we study the singular value and singular vector statistics of Yt
around the right-most edge of the singular value spectrum in the harder regime n´2{3 ! t ! 1. This
regime is harder than the t “ 1 case, because on one hand, the edge behavior of the empirical spectral
distribution (ESD) of Y Y J has a strong effect on the edge statistics of YtY
J
t since t ! 1 is “small”, while
on the other hand, the edge statistics of Yt is also not merely a perturbation of those of Y since t " n´2{3
is “large”. Under certain regularity assumptions on Y, we prove the edge universality, eigenvalues rigidity
and eigenvector delocalization for the matrices YtY
J
t and Y
J
t Yt. These results can be used to estimate
and infer the massive MIMO system. To prove the main results, we analyze the edge behavior of the
asymptotic ESD for YtY
J
t , and establish some sharp local laws on the resolvent of YtY
J
t . These results
can be of independent interest, and used as useful inputs for many other problems regarding the spectral
statistics of Yt.
1 Introduction
Large dimensional signal-plus-noise matrices are common objects in many scientific fields, such as signal
processing [3, 56], image denoising [49, 53], wireless communications [58, 60] and biology [32, 66]. In these
applications, researchers are interested in the estimation and inference of some deterministic matrix, known
as the signal matrix, from its noisy observation. Specifically, we consider matrices of the form
Yt “ Y `
?
tX, (1.1)
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where Y is a pˆn deterministic signal matrix, X is a white noise matrix whose entries xij are i.i.d. random
variables with mean zero and variance n´1, and t ą 0 represents the noise level. In this paper, we consider
the high dimensional setting where p is comparable to n.
There have been a lot of theoretical studies of this model in the literature by imposing various structural
assumptions on Y. Among them, the most popular one is perhaps the low rank structure assumption [3, 4,
5, 10, 12, 33, 45, 63]. Towards this direction, it is assumed that Y is a low-rank deterministic or random
matrix, and admits a singular value decomposition (SVD)
Y “
rÿ
i“1
a
diuiv
J
i , (1.2)
where t?diu are the singular values, and tuiu and tviu are the left and right singular vectors, respectively.
In the low-rank setting, r is a fixed integer that does not change with n. This low-rank assumption is popular
in many applications, including signal processing [3, 56], imaging denoising [49, 53] and statistical genetics
[32, 66]. Based on it, many statistical methods have been proposed to estimate Y from the noisy observation
Yt: the shrinkage estimation [33, 45], the iterative thresholding procedure [12, 63], and the regularization
methods [35, 52, 67], to name but a few.
Although the low-rank assumption is useful in many applications, it is not always feasible, especially in
the applications driven by wireless communications and the massive or multicell multiuser MIMO systems
[6, 47, 60], such as the subspace estimation [58] and direction of arrival (DOA) estimation [44]. In these
applications, Y is a large rank interference matrix, where the rank r in (1.2) can be comparable to n, and
Yt is called an interference-plus-noise matrix [60, 68]; see Section 2.4 below for a more detailed discussion.
Moreover, in modern statistical learning theory, a large-rank matrix Y can provide deep insights into many
optimization techniques. For example, it is necessary to take r to be proportional to n in order to obtain a
minimax estimator on Y using nuclear norm penalization and singular value thresholding [15]. Furthermore,
it is empirically observed that the mean square error of the minimax estimator of a large-rank Y is closely
related to the phase transition phenomenon in matrix completion [16]. Motivated by the above applications,
it is natural to extend the low-rank assumption and study the signal-plus-noise model (1.1) for a large-rank
signal matrix Y .
From the perspective of Random Matrix Theory, the signal-plus-noise model (1.1) falls into the category
of the so-called deformed random matrix models [11], some of which haven been studied in the literature,
including the deformed Wigner matrices [36, 37, 40], deformed sample covariance matrices [38], and separable
covariance matrices [13, 65]. In this paper, we call Yt a deformed rectangular matrix. Under the low-rank
assumption that r is fixed, the empirical spectral distribution (ESD) of YtY
J
t is mostly determined by the
noise matrix X , while the signal matrix Y will give rise to several outlier singular values (i.e., singular values
that are detached from the bulk singular value spectrum) depending on the values of di’s [5, 12]. On the
other hand, when Y is a large-rank matrix, the ESD of YtY
J
t will be governed by both the ESD of Y Y
J and
the noise matrix X . One purpose of this paper is to extend some of the known results in the low-rank setting
to large-rank deformed rectangular matrices, which in turn will provide useful insights into the applications
of the interference-plus-noise matrix model (1.1).
Motivated by the successful applications of edge statistics in high-dimensional statistics, we shall focus
on the eigenvalue and eigenvector statistics of Qt :“ YtY Jt and Qt :“ Y Jt Yt (or equivalently, the singular
values and singular vectors of Yt) near the right-most edge of the eigenvalue spectrum. Furthermore, we are
interested in the regime t ! 1, that is, t ď n´ε for some constant ε ą 0. In fact, the case t „ 1 has been
studied to certain extent in [17, 18, 58]. Combining the results there with the arguments of this paper, one
can reproduce all the main results of this paper. We remark that there is an important difference between
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the t „ 1 case and the t “ op1q case considered in this paper. In the case t „ 1, due to the large component?
tX , the asymptotic ESD of Qt will be regular and has a square root behavior around the right-most edge
regardless of the edge behavior of Y Y J to some extent. On the other hand, in the t “ op1q case, the edge
behavior of Y Y J will have a strong effect on the asymptotic ESD of Qt, since Yt can be regarded as a
perturbation of Y . Consequently, we need more assumptions on Y . In this paper, we shall follow the notion
in [39] for deformed Wigner matrices, and impose an η˚-regular condition on Y (c.f. Definition 2.1) for some
scale parameter 0 ă η˚ ! 1. This regularity assumption ensures a regular square root behavior of the ESD of
Y Y J around its right-most edge on the scale η˚. Moreover, we shall take t such that η˚ ! t2 ! 1. Intuitively,
t “ ?η˚ is the threshold where the noise component
?
tX starts to dominate the behavior of the ESD of
Qt. That is to say, when t ! ?η˚, the ESD of Y around the right-most edge can be well approximated by
that of Yt on scales that are larger than η˚.
We mention that in free probability theory [11], the asymptotic ESD of Qt is called the rectangular free
convolution with the Marchenko-Pastur (MP) law. In [17, 18, 58], it has been shown that the rectangular
free convolution has a regular square root behavior near the right-most edge of the spectrum in the t „ 1
case. However, the estimates there diverge as t Ñ 0, and hence are not strong enough for our setting with
t “ op1q. In this paper, we first establish some deterministic estimates of the rectangular free convolution
based on a sophisticated analysis of the subordination function in (3.2). In particular, we will show that for
t " ?η˚, the rectangular free convolution still has a regular square root behavior near the right-most edge.
Based on these estimates, we are able to prove sharp local laws on the resolvents of Qt and Qt. In the proof,
we first establish the local laws for the so-called rectangular matrix Dyson Brownian motion, which is a
special case of Yt with a Gaussian random matrix X . Together with a self-consistent comparison argument,
we can extend the local laws to deformed rectangular matrices with generally distributed X , assuming only
certain moment conditions. Once we have obtained the local laws, we can prove some important results
regarding the eigenvalue and eigenvector statistics of Qt and Qt, including the edge universality, eigenvalues
rigidity and eigenvector delocalization. Although we will not give the detailed proof in this paper, we believe
that all the above results hold true even when t „ 1, and the proof in fact will be much easier.
Finally, we remark that the results of this paper can be a key input for many other problems regarding
the spectral statistics of large-rank deformed rectangular matrices. For instance, in [14] we prove the Tracy-
Widom fluctuation for the edge eigenvalues of a general class of Gram type random matrices, using the
estimates of the rectangular free convolution and the local laws proved in this paper as key technical inputs.
Furthermore, our results can be used to study the outlier eigenvalues and eigenvectors when Yt is perturbed
by another low rank matrix, say Y0. This kind of matrix model Y0`Y `
?
tX will be useful in the estimation
and inference of the massive MIMO system; see Section 2.4 below for a more detailed discussion.
The rest of the paper is organized as follows. In Section 2, we state our main results regarding the
basic properties of the rectangular free convolution, the local laws, and the edge statistics of Qt and Qt. In
Section 3, we analyze the rectangular free convolution and prove some useful deterministic estimates. Based
on these estimates, in Sections 4 and 5, we prove the local laws for the resolvents of Qt and Qt in the case
with a Gaussian noise matrix X . Finally in Section 6, we extend these local laws to the case with generally
distributed X , and prove the results on the edge statistics of Qt and Qt.
Convention. The fundamental large parameter is n and we always assume that p is comparable to and
depends on n. We use C to denote a generic large positive constant, whose value may change from one
line to the next. Similarly, we use ε, τ , δ, etc. to denote generic small positive constants. If a constant
depends on a quantity a, we use Cpaq or Ca to indicate this dependence. For two quantities an and bn
depending on n, the notation an “ Opbnq means that |an| ď C|bn| for some constant C ą 0, and an “ opbnq
means that |an| ď cn|bn| for some positive sequence cn Ó 0 as n Ñ 8. We also use the notations an À bn if
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an “ Opbnq, and an „ bn if an “ Opbnq and bn “ Opanq. For a matrix A, we use }A} :“ }A}l2Ñl2 to denote
the operator norm; for a vector v “ pviqni“1, }v} ” }v}2 stands for the Euclidean norm. For a matrix A and
a positive number a, we write A “ Opaq if }A} “ Opaq. In this paper, we often write an identity matrix of
any dimension as I or 1 without causing any confusions.
2 Main results
2.1 The model and rectangular free convolution
We consider a class of deformed rectangular matrices of the form (1.1), where Y is a p ˆ n deterministic
signal matrix of large rank, X is a pˆn random noise matrix whose entries xij are real independent random
variables satisfying
Exij “ 0, E|xij |2 “ n´1, 1 ď i ď p, 1 ď j ď n, (2.1)
and t ą 0 gives the noise level. Unlike [17, 18, 58], we have used t instead of σ2 to denote the variance of
the noise, because in this paper we will consider a full range of scales for the noise level. Hence it is more
instructive to take the noise variance to be a varying parameter. Following the random matrix literature (see
e.g. [28]), we choose it to be the time parameter t. In particular, one can also consider the dynamics of Yt
as t changes; see Section 2.2 below for a more detailed discussion regarding this point of view. In this paper,
we consider the high dimensional setting, where the aspect ratio cn :“ p{n converges to a finite positive
constant. Without loss of generality, by switching the roles of Yt and Y
J
t if necessary, we can assume that
τ ď cn ď 1, (2.2)
for some small constant 0 ă τ ă 1. Let
Y “ O1WOJ2 , (2.3)
be a singular value decomposition of Y , where W is a pˆ n rectangular diagonal matrix,
W “ `D, 0˘ , D2 “ diagpd1, ¨ ¨ ¨ , dpq,
with
?
d1 ě
?
d2 ě ¨ ¨ ¨ ě
a
dp ě 0 being the singular values of Y . We assume that the ESD of Y Y J has a
regular square root behavior near the right edge. Following [39], we state the regularity condition in terms
of the Stieltjes transform of V :“WWJ,
mV pzq :“ 1
p
Tr pV ´ zq´1 “ 1
p
pÿ
i“1
1
di ´ z , z P C` :“ tz P C : Im z ą 0u. (2.4)
Definition 2.1 (η˚-regular). Let η˚ be a parameter satisfying η˚ :“ n´φ˚ for some constant 0 ă φ˚ ď 2{3.
We say V (or equivalently, Y , W or mV ) is η˚-regular around the largest eigenvalue d1 if there exist constants
cV ą 0 and CV ą 1 such that the following properties hold for λ` :“ d1 (here λ` is a standard notation for
the right spectral edge in random matrix literature).
• For z “ E ` iη with λ` ´ cV ď E ď λ` and η˚ `
a
η˚|λ` ´ E| ď η ď 10, we have
1
CV
a
|λ` ´ E| ` η ď ImmV pE ` iηq ď CV
a
|λ` ´ E| ` η. (2.5)
For z “ E ` iη with λ` ď E ď λ` ` cV and η˚ ď η ď 10, we have
1
CV
η
|λ` ´ E| ` η ď ImmV pE ` iηq ď CV
η
|λ` ´ E| ` η . (2.6)
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• We have 2cV ď λ` ď CV {2.
• We have ‖V ‖ ď nCV .
Remark 2.2. The motivation for conditions (2.5) and (2.6) is as follows: if mpzq is the Stieltjes transform
of a density ρ with square root behavior around λ`, i.e. ρpxq „
apλ` ´ xq`, then (2.5) and (2.6) hold for
Immpzq with η˚ “ 0. For a general η˚ ą 0, (2.5) and (2.6) essentially mean that the empirical spectral
density of V behaves like a square root function near λ` on any scale larger than η˚. The condition η ď 10
in the assumption is purely for definiteness of presentation—we can replace 10 with any constant of order 1.
Consider a large rank matrix Y whose spectral density of singular values follows a continuous function,
say ρ, on a scale η˚ ! 1. Then the square root behavior of ρ appears naturally near the spectral edge,
which is the point where the density becomes zero. The conditions (2.5) and (2.6) hold for many Gram
type random matrix ensembles for some n´2{3 ! η˚ ! 1, such as sample covariance matrices [51], separable
sample covariance matrices [13, 65], random Gram matrices [1, 2] and sparse sample covariance matrices
[34].
Recall Qt “ YtY Jt . Let ρw,t be the asymptotic spectral density of Qt as n Ñ 8 and mw,t be the
corresponding Stieltjes transform, i.e.,
mw,tpzq :“
ż
ρw,tpxqdx
x´ z . (2.7)
Here the w in the subscript refers to the matrix W , and we use it to remind ourselves that ρw,t and mw,t
only depend on the singular values of Y . It is known that [17, 18, 58] for any t ą 0, mw,t is the unique
solution to
mw,t “ 1
p
pÿ
i“1
1
dip1 ` cntmw,tq´1 ´ p1` cntmw,tqz ` tp1´ cnq , (2.8)
such that Immw,t ą 0 for any z P C`. Adopting notations from free probability theory [11], we shall call
ρw,t the rectangular free convolution of ρw,0 with the Marchenko-Pastur (MP) law at time t. Let λ`,t be
the right-most edge of ρw,t. In [17, 18, 58], it has been shown that ρw,t has a regular square root behavior
near λ`,t when t „ 1. In the following lemma, we extend this result to the t “ op1q case.
Lemma 2.3. Suppose (2.1) and (2.2) hold, and V is η˚-regular in the sense of Definition 2.1. Moreover,
we assume that t satisfies nεη˚ ď t2 ď n´ε for a small constant ε ą 0. Then we have
ρw,tpEq „
b
pλ`,t ´ Eq` for λ`,t ´ 3cV {4 ď E ď λ`,t ` 3cV {4, (2.9)
and for z “ E ` iη P C`,
Immw,tpzq „
$’&’%
b
|E ´ λ`,t| ` η, λ`,t ´ 3cV {4 ď E ď λ`,t
ηa|E ´ λ`,t| ` η , λ`,t ď E ď λ`,t ` 3cV {4 . (2.10)
Proof. This lemma is an immediate consequence of Lemma 3.18 and Lemma 3.19 below.
Remark 2.4. We have required a lower bound t2 " η˚ in the assumption due to the following reason. For
very small t, the edge behavior of ρw,t is only a perturbation of the edge behavior of Y Y
J near λ`, and
t “ ?η˚ is the threshold when the random matrix statistics of
?
tX begins to dominate over the effect of
the edge eigenvalues of Y Y J. Theoretically, if the entries of X are i.i.d. Gaussian, it has been shown in [14]
that the edge statistics of YtY
J
t already converges to the local equilibrium when t
2 " η˚.
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2.2 Rectangular Dyson Brownian Motion
In this subsection, we state the main results for the case where the entries of X are i.i.d. Gaussian random
variables satisfying (2.1). From both the theoretical and realistic points of view, this is perhaps the most
important example of large deformed rectangular matrices. In this case, we shall call the the evolution of
Qt :“ pY `
?
tXqpY `?tXqJ with respect to t a rectangular matrix Dyson Brownian motion (MDBM), and
call the evolution of the eigenvalues of Qt with respect to t the rectangular Dyson Brownian motion (DBM).
They are extensions of the symmetric MDBM and DBM for Wigner type random matrix ensembles, which
have been used crucially in proving the universality conjecture for Wigner matrices [25, 26, 27, 29]; for a
more extensive review, we refer the reader to [28] and references therein. In this paper, we mainly focus on
the eigenvalue and eigenvector statistics of Qt and Qt near the right-most edge for each fixed t “ op1q. On
the other hand, the dynamics of the rectangular DBM with respect to t will be studied in [14], and the proof
there also depends heavily on the results proved in this section.
Most of our main results can be formulated in a simple and unified fashion using the following pp` nq ˆ
pp` nq symmetric block matrix
Ht ” HtpYtq :“
ˆ
0 Yt
Y Jt 0
˙
,
which we shall refer to as the linearization of the matrices Qt and Qt.
Definition 2.5 (Resolvents). We define the resolvent of Ht as
Gpzq ” GpYt, zq ” Gpt,X, zq :“ pz1{2Ht ´ zq´1, z P C`. (2.11)
For Qt :“ YtY Jt and Qt :“ Y Jt Yt, we define the resolvents
G ” GpYt, zq :“ pQt ´ zq´1 , G ” GpYt, zq :“
`
Q
t
´ z˘´1 . (2.12)
We denote the empirical spectral density ρ of Qt and its Stieltjes transform as
ρ ” ρpYt, zq :“ 1
p
pÿ
i“1
δλipQtq, mpzq ” mpYt, zq :“
ż
1
x´ z ρpdxq “
1
p
TrGpzq, (2.13)
where λipQtq, 1 ď i ď p, denote the eigenvalues of Qt in the decreasing order. Similarly, we denote the
empirical spectral density ρ of Q
t
and its Stieltjes transform as
ρ ” ρpYt, zq :“ 1
n
nÿ
i“1
δλipQtq
, mpzq ” mpYt, zq :“
ż
1
x´ z ρpdxq “
1
n
TrGpzq. (2.14)
Using Schur complement formula, one can check that
G “
ˆ
G z´1{2GYt
z´1{2Y Jt G G
˙
“
ˆ
G z´1{2YtG
z´1{2GY Jt G
˙
. (2.15)
Thus a control of Gpzq yields directly a control of the resolvents G and G.
Since Q share the same nonzero eigenvalues with Q and has n´ p more zero eigenvalues due to (2.2), we
have
m “ p
n
m´ n´ p
nz
“ cnm´ 1´ cn
z
. (2.16)
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We will see that pm,mq is asymptotically equal to pmw,t,mw,tq as nÑ8, where
mw,t :“ cnmw,t ´
1´ cn
z
. (2.17)
Furthermore, we define the asymptotic matrix limit of Gpzq as
Πpzq :“
»———–
´p1` cntmw,tq
zp1` cntmw,tqp1` tmw,tq ´ Y Y J
´z´1{2
zp1` cntmw,tqp1` tmw,tq ´ Y Y J
Y
Y J
´z´1{2
zp1` cntmw,tqp1 ` tmw,tq ´ Y Y J
´p1` tmw,tq
zp1` cntmw,tqp1` tmw,tq ´ Y JY
fiffiffiffifl . (2.18)
It is easy to check that the inverse of Π is
Π´1pzq :“
ˆ´zp1` tmw,tqIp z1{2Y
z1{2Y J ´zp1` cntmw,tqIn
˙´1
. (2.19)
For z “ E ` iη P C`, we introduce the notation
κ ” κE :“ |E ´ λ`,t|. (2.20)
Then for any constant ϑ ą 0, we define the spectral domains
Dϑ :“
"
z “ E ` iη : λ`,t ´ 3
4
cV ď E ď λ`,t ` ϑ´1t2, nη
`
t`?κ` η˘ ě nϑ, η ď 10*YDoutϑ , (2.21)
where
Doutϑ :“
"
z “ E ` iη : λ`,t ď E ď λ`,t ` 3
4
cV , nη
?
κ` η ě nϑ, η ď 10
*
. (2.22)
Before stating the first main result of this paper, we introduce the following notion of stochastic domi-
nation, which was first introduced in [20] and subsequently used in many works on random matrix theory,
such as [7, 8, 9, 22, 23, 38]. It simplifies the presentation of the results and their proofs by systematizing
statements of the form “ξ is bounded by ζ with high probability up to a small power of n”.
Definition 2.6 (Stochastic domination). (i) Let
ξ “
´
ξpnqpuq : n P N, u P U pnq
¯
, ζ “
´
ζpnqpuq : n P N, u P U pnq
¯
be two families of nonnegative random variables, where U pnq is a possibly n-dependent parameter set. We
say ξ is stochastically dominated by ζ, uniformly in u, if for any fixed (small) ε ą 0 and (large) D ą 0,
sup
uPUpnq
P
´
ξpnqpuq ą nεζpnqpuq
¯
ď n´D
for large enough n ě n0pε,Dq, and we shall use the notation ξ ă ζ. Throughout this paper, the stochastic
domination will always be uniform in all parameters that are not explicitly fixed (such as matrix indices, and
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z that takes values in some compact set). If for some complex family of random variables ξ we have |ξ| ă ζ,
then we will also write ξ ă ζ or ξ “ Oăpζq.
(ii) We extend the definition of Oăp¨q to matrices in the operator norm sense as follows. Let A be a family of
random matrices and ζ be a family of nonnegative random variables. Then A “ Oăpζq means that }A} ă ζ.
(iii) We say an event Ξ holds with high probability if for any constant D ą 0, PpΞq ě 1 ´ n´D for large
enough n.
Now we are ready to state the local law on the resolvent Gpzq. For simplicity of notations, we introduce
the following deterministic control parameter
Ψpzq :“
d
Immw,tpzq
nη
` 1
nη
. (2.23)
Theorem 2.7. Suppose (2.2) holds, V is η˚-regular in the sense of Definition 2.1, and the entries of X are
i.i.d. Gaussian random variables satisfying (2.1). Let t satisfy nεη˚ ď t2 ď n´ε for a small constant ε ą 0.
Then for any constant ϑ ą 0, the following estimates hold uniformly in z P Dϑ:
(1) (anisotropic local law) for any deterministic unit vectors u,v P Rp`n,ˇˇ
uJΠ´1pzq rGpzq ´ΠpzqsΠ´1pzqvˇˇ ă tΨpzq ` t1{2
n1{2
; (2.24)
(2) (averaged local law) for z P Dϑ, we have
|mpzq ´mw,tpzq| ă 1
nη
; (2.25)
for z P Doutϑ , we have
|mpzq ´mw,tpzq| ă 1
npκ` ηq `
1
pnηq2?κ` η . (2.26)
Remark 2.8. The anisotropic local law (2.24) can be reformulated as follows: for any deterministic unit
vectors u,v P Rp`n, ˇˇ
uJ rGpzq ´Πpzqsvˇˇ ă ˆtΨpzq ` t1{2
n1{2
˙
}Πpzqu}}Πpzqv}. (2.27)
In Lemma 3.15 and Lemma 3.16 below, we will see that
}Πpzqu} À ̟´1pzq, ̟pzq :“
#
t2 ` η ` t?κ` η, if E ď λ`,t
t2 ` κ` η, if E ě λ`,t
, (2.28)
for any unit vector u P Rp`n.
Theorem 2.7 has some important implications, including the rigidity of eigenvalues and Tracy-Widom
distribution for the edge eigenvalues of Qt. The former one will be presented in Theorem 2.13 below, while
the latter one will be presented in another paper [14] due to the length constraint. For the purpose of [14],
we also need another type of local law when Y itself is a random matrix. In fact, when Y is random, we can
still apply Theorem 2.7 by conditioning on Y , but the asymptotic density ρw,t and its Stieltjes transform
mw,t will be random, which makes the result less convenient to use. On the other hand, if we know that Y
already satisfies a local law in the sense that mV is close to some deterministic function, then we can show
that mw,t also converges to a deterministic limit.
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Assumption 2.9. Let mcpzq be the Stieltjes transform of a deterministic law ρcpxq that is compactly sup-
ported on r0, λ`s, and such that }ρc}8 “ Op1q and
ρcpxq „
?
x, for λ` ´ cV ď x ď λ`. (2.29)
We assume that the Stieltjes transform of V satisfies that for any constant ϑ ą 0,
|mV pzq ´mcpzq| ă 1
nη
, λ` ´ cV ď E ď λ`, 0 ď η ď 10,
a
|E ´ λ`| ` η ě n
ϑ
nη
,
and
|mV pzq ´mcpzq| ă 1
np|E ´ λ`| ` ηq `
1
pnηq2a|E ´ λ`| ` η , λ` ď E ď λ` ` cV , n´2{3`ϑ ď η ď 10.
We denote the rectangular free convolution of ρc with the MP law at time t as ρc,t, and denote its Stieltjes
transform as mc,t. More precisely, similar to (2.8), mc,tpzq is the unique solution of
mc,t “
ż p1 ` cntmc,tqρcpxqdx
x´ p1` cntmc,tq2z ` tp1´ cnqp1` cntmc,tq ,
such that Immc,tpzq ą 0 for any z P C`. With (2.29), it is easy to check that mc is η˚-regular in the sense
of Definition 2.1 with η˚ “ 0. In particular, Lemma 2.3 holds for any 0 ă t ď n´ε, which shows that ρc,t has
a square root behavior around its right edge, denoted by λc,t. Similar as before, we define κc :“ |E ´ λc,t|
and the spectral domain
Dcϑ :“
"
z “ E ` iη : λc,t ´ 3
4
cV ď E ď λc,t,
?
κ` η ě n
ϑ
nη
, η ď 10
*
ď"
z “ E ` iη : λc,t ď E ď λc,t ` 3
4
cV , n
´2{3`ϑ ď η ď 10
*
,
(2.30)
and the control parameter
Ψcpzq :“
d
Immc,tpzq
nη
` 1
nη
.
Now we have the following result.
Theorem 2.10. Suppose (2.2) holds, mV satisfies Assumption 2.9, and the entries of X are i.i.d. Gaussian
random variables satisfying (2.1). Let t satisfy 0 ď t2 ď n´ε for a small constant ε ą 0. Then for any
constant ϑ ą 0, the following averaged local laws hold uniformly in z P Dcϑ:
|mpzq ´mc,tpzq| ă 1
nη
for E ď λc,t, (2.31)
and
|mpzq ´mc,tpzq| ă 1
npκ` ηq `
1
pnηq2?κ` η for E ě λc,t. (2.32)
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2.3 General deformed rectangular matrices
In this section, we extend the local laws in Theorem 2.7 to the general case where the entries of X are
generally distributed, assuming only certain moment assumptions. We remark that the proof of the general
case actually uses Theorem 2.7 in an essential way; see the discussions in Section 6.
We define the following control parameter
Φpzq :“ 1
̟pzq
ˆ
tΨpzq ` t
1{2
n1{2
˙
. (2.33)
Using the definition of Dϑ and the definition of ̟ in (2.28), it is easy to check that
Φpzq À n´ϑ{2, z P Dϑ. (2.34)
For any vector u P Rp`n, we introduce the notation
}u}Πpzq :“ }Πpzqu1} ` }Πpzqu2}, (2.35)
where u1 P Rp and u2 P Rn are vectors such that u “
ˆ
u1
u2
˙
.
Theorem 2.11. Suppose (2.2) holds, V is η˚-regular in the sense of Definition 2.1, and X is a pˆn random
matrix whose entries xij are real independent random variables satisfying (2.1) and
Ex3ij “ 0, 1 ď i ď p, 1 ď j ď n. (2.36)
Moreover, assume that the entries of X have finite moments up to any order, that is, for any fixed k P N,
E|?nxij |k ď Ck, (2.37)
for some constant Ck ą 0. Let t satisfy nεη˚ ď t2 ď n´ε for a small constant ε ą 0. Then for any constant
ϑ ą 0, the following estimates hold uniformly in z P Dϑ:
(1) (anisotropic local law) for any deterministic unit vectors u,v P Rp`n,ˇˇ
uJ rGpzq ´Πpzqsvˇˇ ă Φpzq}u}1{2
Π
}v}1{2
Π
; (2.38)
(2) (averaged local law) for z P Dϑ, we have
|mpzq ´mw,tpzq| ă 1
nη
; (2.39)
for z P Doutϑ , we have
|mpzq ´mw,tpzq| ă 1
npκ` ηq `
1
pnηq2?κ` η `
Φ
nη
. (2.40)
Remark 2.12. Theorem 2.11 is proved through a comparison with the Gaussian case in Theorem 2.7, where we
need the first three moments of xij to match those of the Gaussian random variables. Without the condition
(2.36), the comparison argument cannot give the local laws up to a small enough η (for our purpose, we need
η to be as small as n´2{3). We will try to remove the assumption (2.36) in future works.
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Consider the singular value decomposition of Yt,
Yt “
pÿ
k“1
a
λkξkζ
J
k ,
where
?
λ1 ě
?
λ2 ě . . . ě
a
λp are the singular values of Yt, tξkupk“1 are the left singular vectors, and
tζkunk“1 are the right-singular vectors. As a consequence of Theorem 2.11, we can obtain some important
estimates on tλku, tξku and tζku. Before stating them, we first introduce some notations. For any fixed E,
let ηlpEq (“l” stands for “lower bound”) be the unique solution of
nηlpEq
´
t`
a
κE ` ηlpEq
¯
“ 1.
For t satisfying t " n´1{3, it is easy to check that
ηlpEq „ 1
npt`?κEq . (2.41)
We define the classical location γj for the j-th eigenvalue of Qt as
γj :“ sup
x
"ż `8
x
ρw,tpxqdx ą j ´ 1
p
*
. (2.42)
In particular, by the square root behavior of ρw,t in (2.9), we have γ1 “ λ`,t, and κγj “ |γj´λ`,t| „ j2{3n´2{3
for j ě 2 and γj ě λ`,t ´ cV {2.
Theorem 2.13. Suppose the assumptions of Theorem 2.11 hold.
(1) (Eigenvalues rigidity) For any k such that λ`,t ´ cV {2 ă γk ď λ`,t, we have
|λk ´ γk| ă n´2{3k´1{3 ` ηlpγkq. (2.43)
(2) (Edge universality) There exist constants ε, δ ą 0 such that for all x P R,
P
G
´
n2{3pλ1 ´ λ`,tq ď x´ n´ε
¯
´ n´δ ď P
´
n2{3pλ1 ´ λ`,tq ď x
¯
ď PG
´
n2{3pλ1 ´ λ`,tq ď x` n´ε
¯
` n´δ,
(2.44)
where PG denotes the law for X “ pxijq with i.i.d. Gaussian entries satisfying (2.1).
(3) (Eigenvector delocalization) For any deterministic unit vectors u P Rp, v P Rn and any k such
that λ`,t ´ cV {2 ă γk ď λ`,t, we have thatˇˇ
uJξk
ˇˇ2
ă ηlpγkq ¨
“
ImpuJΠpzkquq ` Φpzkq ¨ }u}Πpzkq
‰
,ˇˇ
vJζk
ˇˇ2
ă ηlpγkq ¨
“
ImpvJΠpzkqvq ` Φpzkq ¨ }v}Πpzkq
‰
,
(2.45)
where we denote zk :“ γk ` iηlpγkq.
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Remark 2.14. As in [21, 30, 41], (2.44) can be generalized to the finite correlation function of the k largest
eigenvalues for any fixed k P N:
P
G
ˆ´
n2{3pλi ´ λ`,tq ď xi ´ n´ε
¯
1ďiďk
˙
´ n´δ ď P
ˆ´
n2{3pλi ´ λ`,tq ď xi
¯
1ďiďk
˙
ď PG
ˆ´
n2{3pλi ´ λ`,tq ď xi ` n´ε
¯
1ďiďk
˙
` n´δ, (2.46)
for all xi P R, 1 ď i ď k. Moreover, in [14] we will show that PG
`pn2{3pλi ´ λ`,tq ď xiq1ďiďk˘ converges to
the Tracy-Widom law [54, 55]. Thus (2.44) and (2.46) actually show that for a general X , the largest few
eigenvalues obey the Tracy-Widom fluctuation.
2.4 Statistical applications
In this section, we discuss some potential applications of our results in high dimensional statistics. Specif-
ically, we shall consider the model used in multicell multiuser MIMO system [60] as an example, which
belongs to the massive MIMO system [6, 59, 47]. The massive MIMO system is a promising technique to
deal with large wireless communication systems, such as the design of 5G [47]. In contrast to the standard
MIMO system that assumes a low-rank structure of Y [57], the massive MIMO system requires a large-rank
signal matrix.
First we introduce the model for the multicell multiuser MIMO system [60]. Suppose there is a single
target cell and r nearby interfering cells. Each cell contains a single base station equipped with p antennas
and K single-antenna users. Consider the uplink (reverse link) transmission where the target base station
receives signals from all users in all cells. Then we observe n i.i.d. samples yi, i “ 1, 2, ¨ ¨ ¨ , n, each of which
can be modeled as
yi “Hzi `
rÿ
k“1
Wkz
k
i `wi. (2.47)
Here the transmitted data zi P RK is a centered random vector with covariance matrix Γ; H P RpˆK is
the channel matrix between the base station and the K users; zki P RK is the interfering data in the k-th
interfering cell with i.i.d. centered entries of unit variance; Wk P RpˆK is the channel matrix between the
base station and the users in cell k; wi P Rp is the additive noise with i.i.d. centered entries of variance?
t. We assume that all the random vectors zi, z
k
i and wi are independent of each other. Suppose that
the number of users in each cell is fixed, i.e., K is a fixed integer, and that the number of the neighboring
interfering cells is large, i.e., r is large. Denote
rzi “ ppz1i qJ, ¨ ¨ ¨ , pzri qJqJ, W :“ pW1, ¨ ¨ ¨ ,Wrq.
Then we obtain the following matrix model by concatenating the n observed samples:
rYt :“ py1, ¨ ¨ ¨ ,ynq “HΓ1{2Z `WZI `?tX, (2.48)
where Z P RKˆn, ZI :“ prz1, ¨ ¨ ¨ ,rznq P RprKqˆn and X :“ t´1{2pw1, ¨ ¨ ¨ ,wnq P Rpˆn are independent
random matrices with i.i.d. centered entries of unit variance. Denoting Y0 :“ HΓ1{2Z and Y :“ WZI , we
can rewrite (2.48) as rYt “ Y0 ` Y `?tX, (2.49)
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where Y0 is a low-rank matrix representing the transmitted signals of the home cell, Y is a large-rank matrix
representing the signals of the interfering cells, and
?
tX is the additive noise. Note that Yt :“ Y `
?
tX
is the deformed rectangular matrix model, which, as mentioned in [60, Section 3], is called the interference-
plus-noise matrix in the above application. We are interested in the estimation and inference of the model
(2.49). We will propose some useful statistics based on our results in Section 2.3. For definiteness, we assume
that Yt satisfies the assumptions of Theorem 2.11 in the following discussion,
In the first application, we are interested in detecting the signals, that is, the existence of Y0. Let r˚ the
number of non-zero singular values of Y0. Formally, we consider the following hypothesis testing problem
H0 : r˚ “ 0 vs Ha : r˚ ą 0. (2.50)
Under the null hypothesis of H0, by (2.46) we know that the joint distribution of the largest few eigenvalues
of rYt rY Jt is universal regardless of the distributions of the entries of X . Since we have no a priori information
on the interference matrix Y and the noise level t, we shall use the following pivotal statistic [50]
T1 “ µ1 ´ µ2
µ2 ´ µ3 , (2.51)
where µ1 ě µ2 ě ¨ ¨ ¨ ě µp^n are the eigenvalues of rYt rY Jt . The statistic T1 will be powerful if some singular
values of Y0 are above the threshold for BBP transition such that they give rise to some outliers of rYt, that is,
singular values those are detached from the bulk singular value spectrum. This kind of assumption appears
commonly in the literature of signal detection, see e.g. [3, 45, 46, 48]. Furthermore, by the remark below
(2.46), under the null hypothesis H0, T1 actually satisfies an explicit distribution that can be derived from
the Tracy-Widom law.
For the second application, we consider the estimation of the number of signals once we reject the null
hypothesis of (2.50). For simplicity, for now we assume that the eigenvalues d1 ą d2 ą ¨ ¨ ¨ ą d˚ of Y0Y J0 are
reasonably large such that they gives rise to r˚ outliers µ1 ą µ2 ą ¨ ¨ ¨ ą µr˚ . Following the discussions in
Sections 3 and 4 of [11], one can show that with probability 1´ op1q,
µi “ ζ´1t pdiq ` op1q, 1 ď i ď r˚,
where ζ´1t p¨q is the inverse function of the subordination function defined in (3.2). With the estimates proved
in Section 3.2 below, we can show that µi ą λ`,t if di ą ζtpλ`,tq, where ζtpλ`,tq gives the threshold for BBP
transition. On the other hand, by (2.43) and Cauchy interlacing theorem, we have that
µj`r˚ “ λ`,t `Oăpn´2{3`εq, for any fixed j ě 1.
In light of the above observations, we propose the following statistic,
pr˚ :“ argmin
1ďiďℓ
"
µi`1
µi`2
´ 1 ď ω
*
.
Here ℓ is a pre-given large constant and ω is a small number that can be chosen using a calibration procedure.
We refer the readers to [13, Section 4.1] for more details. Using our result, Theorem 2.13, it is not hard to
show that pr˚ is a consistent estimator of r˚. We also remark that our local law, Theorem 2.11, combined
with the strategy in [4, 8, 12, 13] can give optimal convergent rates and exact asymptotic distributions for
the outlier eigenvalues µi, 1 ď i ď r˚. However, this requires a lot more dedicated efforts and is beyond the
scope of the current paper. We will pursue this direction somewhere else. We also remark that in general,
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it may happen that only a subset of the eigenvalues of Y0Y
J
0
are above the BBP transition threshold, say
µ1 ą ¨ ¨ ¨ ą dr` ą ζtpλ`,tq ą dr``1 ą ¨ ¨ ¨ ą dr˚ for some 0 ă r` ă r˚. In this case, the estimator pr˚ will
consistently give the value r`, and it is known that eigenvalues dr``1, ¨ ¨ ¨ , dr˚ cannot be detected reliably
using the singular values of rYt only.
Finally, we mention that our results can be used to study many other problems involving large-rank
deformed rectangular matrices. For instance, in Section 3, we will conduct a thorough analysis of mw,t and
the equation (2.8). Based on the results there, we can propose a convex optimization based methodology to
estimate the large-rank matrix Y by utilizing (2.8) and the strategy in [19]. Moreover, the model (2.49) also
appears in many other statistical problems. For example, in the factor model [31, 42, 50], Y0 represents the
excess return matrix, Y is the cross-section (i.e. the common factors) part, and
?
tX is the idiosyncratic
component. In existing literature, Y is commonly assumed to be either sparse or low-rank. Based on our
results, we can study the factor model beyond the low-rank assumption. We will consider these problems in
future works.
3 Analysis of rectangular free convolution
The proof of the main results depends crucially on a good understanding of the rectangular free convolution
ρw,t and its Stieltjes transform mw,t. In this section, we prove some deterministic estimates on them given
that mw,0 ” mV is η˚-regular as in Definition 2.1. In particular, we will show that ρw,t has a regular square
root behavior around the right edge as given in Lemma 2.3. When t „ 1, some of the estimates have been
proved in [17, 18, 58]. Here we extend them to the case nεη˚ ď t2 ď n´ε, which requires much more careful
estimates regarding the equation (2.8). We expect the results of this section to be of independent interest
in the statistical estimation of large rank deformed rectangular matrices.
3.1 Basic estimates
In this section, we collect some known estimates from the previous works [17, 18, 58]. Following [17], we
denote btpzq :“ 1` cntmw,tpzq. It is easy to see from (2.8) that bt satisfies the following equation
bt “ 1` tcn
p
pÿ
i“1
1
b´1t di ´ btz ` tp1´ cnq
. (3.1)
Next, we introduce the notation
ζtpzq :“ b2t z ´ bttp1´ cnq, (3.2)
which ζ is actually the subordination function of the rectangular free convolution [11]. Then the equation
(3.1) can be rewritten as
1
cnt
ˆ
1´ 1
bt
˙
“ mw,0pζtq. (3.3)
We remark that mw,0pζtq is well-defined because Im ζt ą 0 whenever Im z ą 0; see Lemma 3.1 below.
As shown later, our main analysis will boil down to the study of the two analytic functions ζt and bt on
C` :“ tz P C : Im z ą 0u. We first summarize some basic properties of these quantities, which have been
proved in previous works [17, 18, 58].
Lemma 3.1 (Existence and uniqueness of asymptotic density). For any t ą 0, the following properties hold.
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(i) There exists a unique solution mw,t to equation (2.8) satisfying that Immw,tpzq ą 0 and Im zmw,tpzq ą
0 if z P C`.
(ii) For all x P Rzt0u, limηÓ0mw,tpx ` iηq exits, and we denote it as mw,tpxq. The function mw,t is
continuous on Rzt0u, and ρw,tpxq :“ π´1 Immw,tpxq is a continuous probability density function on
R` :“ tx P R : x ą 0u. Moreover, mw,t is the Stieltjes transform of ρw,t. Finally, mw,tpxq is a solution
to (2.8) for z “ x.
(iii) For all x P Rzt0u, limηÓ0 ζtpx` iηq exits, and we denote it as ζtpxq. Moreover, we have Im ζtpzq ą 0 if
z P C`.
(iv) We have Re btpzq ą 0 for all z P C` and
|mw,tpzq| ď pct|z|q´1{2. (3.4)
Proof. (i) follows from [18, Theorem 4.1], (ii) and (iii) follow from [17, Theorem 2.1] and [58, Proposition 1],
and (iv) follows from [17, Lemma 2.1].
Denote the support of ρw,t as Sw,t. It is has been shown in [17, 58] that the support and edges of Sw,t
can be completely characterized by mw,t.
Lemma 3.2. The interior IntpSw,tq of Sw,t is given by
IntpSw,tq “ tx ą 0 : Immw,tpxq ą 0u “ tx ą 0 : Im ζtpxq ą 0u,
which is a subset of R`. Moreover, ζtpxq R td1, ¨ ¨ ¨ , dpu when x R BSw,t.
Proof. The result was contained in [58, Propositions 1 and 2].
The following lemma characterizes the right-most edge of Sw,t. From equation (3.3), we can solve that
mw,t “ mw,0pζtq
1´ cntmw,0pζtq .
Plugging it into (3.2), we get
Φtpζtpzqq “ z, (3.5)
where Φt is an analytic function on C` defined as
Φtpζq “ ζp1 ´ cntmw,0pζqq2 ` p1 ´ cnqtp1´ cntmw,0pζqq, ζ P C`. (3.6)
In [58], the authors characterize the support of ρω,t and its edges using the local extrema of Φt on R.
Lemma 3.3. Fix any t ą 0. The function Φtpxq on Rzt0u admits 2q positive local extrema counting
multiplicities for some integer q ě 1. The preminages of these extrema are denoted by ζ1,´ptq ă 0 ă
ζ1,`ptq ď ζ2,´ptq ď ζ2,`ptq ď ¨ ¨ ¨ ď ζq,´ptq ď ζq,`ptq, and they belong to the set tζ P R : 1´ cntmw,0pζtq ą 0u.
Moreover, the rightmost edge of Sw,t is given by λ`,t “ Φtpζq,`ptqq, and Φt is increasing on the intervals
p´8, ζ1,´ptqs, rζ1,`ptq, ζ2,´ptqs, ¨ ¨ ¨ , rζq´1,`ptq, ζq,´ptqs, rζq,`ptq,8q. Finally, for k “ 1, ¨ ¨ ¨ , q, each interval
pζk,´ptq, ζk,`ptqq contains at least one of the elements of td1, ¨ ¨ ¨ , dp, 0u, and ζq,´ptq ă d1 ă ζq,`ptq.
Proof. See [58, Proposition 3] and the discussion below [58, Theorem 2] or [43, Lemma 1].
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For our purpose, in some cases the equation (3.3) is more convenient to use than (3.5). Now we rewrite
(3.3) into a equation of ζt and z. We focus on z P C` with Re z ą 0. Then we can solve from (3.2) that
bt “ tp1´ cnq `
a
t2p1´ cnq2 ` 4ζtz
2z
, (3.7)
where we have chosen the branch of the solution such that Lemma 3.1 (iv) holds. Together with (3.3), we
find that the pair pz, btq is a solution to (3.3) if and only if pz, ζtq is a solution to
Ftpz, ζtq “ 0, Ftpz, ζtq :“ 1` tp1´ cnq ´
a
t2p1´ cnq2 ` 4ζtz
2ζ
´ cntmw,0pζtq. (3.8)
Since Φtpζtpxqq “ x and Ftpx, ζtq “ 0 are the same equation, from Lemma 3.3 we can derive the following
characterization of the edges of Sw,t.
Lemma 3.4. Denote ak,˘ptq :“ Φtpζk,˘ptqq, 1 ď k ď q. Then pak,˘ptq, ζk,˘ptqq are real solutions of
Ftpz, ζq “ 0, and BFtBζ pz, ζq “ 0. (3.9)
Proof. By chain rule, if we regard z as a function of ζ, then we have
0 “ dFt
dζ
“ BFtBζ `
BFt
Bz z
1pζq. (3.10)
By Lemma 3.3, we have Φ1tpζk,˘q “ 0 since ak,˘ are local extrema of Φt. Then from equation (3.5), we can
derive
z1pζk,˘q “ Φ1tpζk,˘q “ 0,
Plugging it into (3.10) and using zpζk,˘ptqq “ ak,˘ptq by definition, we get
BFt
Bζ pak,˘ptq, ζk,˘ptqq “ 0,
which concludes the proof.
Remark 3.5. As an application of Lemma 3.4, we can use it to derive an expression for the derivative Btλ`,t
of the right edge, which will be used in [14]. Taking derivative of (3.8) with respect to t and using (3.9), we
get that at z “ λ`,t and ζ`ptq :“ ζtpλ`,tq,
BF pt, λ`,t, ζ`ptqq
Bt `
BF pt, λ`,t, ζ`ptqq
Bz
dλ`,t
dt
“ 0,
where we denote F pt, z, ζq ” Ftpz, ζq. Thus we can solve that
dλ`,t
dt
“
„
1´ cn
2ζ`ptq ´ cnmw,0pζ`ptqq
b
t2p1´ cnq2 ` 4ζ`ptq ¨ λ`,t ´ p1´ cnq
2t
2ζ`ptq
“
„
1´ cn
2ζ`ptq ´
cnmw,tpλ`,tq
bpλ`,tq
b
t2p1´ cnq2 ` 4ζ`ptq ¨ λ`,t ´ p1 ´ cnq
2t
2ζ`ptq , (3.11)
where we used (3.3) in the second step.
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Our proof will use extensively the following estimates in Lemma 3.6, which are consequences of the
regularity assumption in Definition 2.1. Define the spectral domains
D :“ tz “ E ` iη : λ` ď E ď λ` ` 3cV {4, 2η˚ ď η ď 10u
Y tz “ E ` iη : λ` ´ 3cV {4 ď E ď λ`, η˚ `
a
η˚pλ` ´ Eq ď η ď 10u,
Y tz “ E ` iη : λ` ` 2η˚ ď E ď λ` ` 3cV {4, 0 ď η ď 10u. (3.12)
Lemma 3.6 (Lemma C.1 of [39]). Suppose V is η˚-regular in the sense of Definition 2.1. Let µV be the
measure associated with mV . For any fixed a ě 2, the following estimates hold for z “ E ` iη P D: if
E ď λ`, we have ż
dµV pxq
|x´ E ´ iη|a „
a|E ´ λ`| ` η
ηa´1
; (3.13)
if E ą λ`, we have ż
dµV pxq
|x´ E ´ iη|a „
1
p|E ´ λ`| ` ηqa´3{2 . (3.14)
3.2 Behavior of the contour ζtpEq
In this subsection, we study the behaviors of ζtpEq for E P R around the right edge λ` of V . Throughout
the rest of this section, we assume that V is η˚-regular, and
t :“ n´1{3`ω, with 1{3´ φ˚{2´ ε{2 ď ω ď 1{3´ ε{2, (3.15)
such that nεη˚ ! t2 ď n´ε. We will not repeat them in the assumptions of our results.
For simplicity of notations, we shall abbreviate bt and ζt as b and ζ, respectively. Moreover, we centralize
ζ at the right-most edge λ` of V as
ξpzq ” ξtpzq :“ ζtpzq ´ λ`, and ξ` ” ξ`ptq :“ ζ`ptq ´ λ`, (3.16)
where ζ`ptq :“ ζtpλ`,tq. The following lemma gives a basic estimate on ξ`.
Lemma 3.7. For ξ`ptq defined in (3.16), we have ξ`ptq ě 0 and
ξ`ptq „ t2. (3.17)
Proof. The statement ξ`ptq ě 0 follows directly from Lemma 3.3 since ζ`ptq ” ζq,`ptq ě d1 “ λ`. For the
estimate (3.17), by Lemma 3.3, we know that Φtpζ`ptqq is the only local extrema of Φtpζq on the interval
pd1,`8q. Hence we have Φ1tpζ`ptqq “ 0, which gives the equation
p1 ´ cntmw,0pζ`qq2 ´ 2cntm1w,0pζ`q ¨ ζ` p1´ cntmw,0pζ`qq ´ cnp1´ cnqt2m1w,0pζ`q “ 0. (3.18)
From this equation, we can get that
cntm
1
w,0pζ`q “
p1 ´ cntmw,0pζ`qq2
2ζ` p1´ cntmw,0pζ`qq ` p1´ cnqt . (3.19)
By (3.4), we have the bound
b “ 1`Opt1{2q, (3.20)
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which gives cntmw,0pζ`q “ Opt1{2q by (3.3). Plugging it into (3.19), we obtain that
m1ω,0pζ`ptqq „ t´1. (3.21)
Together with (3.14), it implies that
a
ξ`ptq „ t.
For E ď λ`,t, ξpEq has a nonzero imaginary part by Lemma 3.2, and we denote
ξpEq :“ αpEq ` iβpEq. (3.22)
We now establish an equation satisfied by α and β. We remark that this equation corresponds to equation
(7.12) of [39], which takes a much simpler than our equation (3.23) due to the simple form of additive free
convolution.
Lemma 3.8. For any E P R, α ” αpEq and β ” βpEq satisfy the following equation
1´ 2cnt
ż
xdµw,0pxq
px´ α´ λ`q2 ` β2 ` c
2
nt
2
«ˆż
xdµw,0pxq
px´ α´ λ`q2 ` β2
˙2
`1´ cn
cn
ż
dµw,0pxq
px ´ α´ λ`q2 ` β2 ´
`pα` λ`q2 ` β2˘ˆż dµw,0pxqpx´ α´ λ`q2 ` β2
˙2ff
“ 0. (3.23)
where µw,0 :“ p´1
řp
i“1 δdi is the ESD associated with V .
Proof. By (3.5), we have that ΦtpζpEqq “ E. By taking the imaginary parts of both sides of this equation
and using (3.22), we obtain that
β
´
1´ 2cntRemw,0pα` iβq ` c2nt2
”
pRemw,0pα` iβqq2 ´ pImmw,0pα` iβqq2
ı¯
` pα` λ`q
`´2cnt Immw,0pα` iβq ` 2c2nt2 Immw,0pα` iβq ¨ Remw,0pα` iβq˘
´ cnp1 ´ cnqt2 Immw,0pα` iβq “ 0. (3.24)
Then after a straightforward calculation using (2.4), we can conclude (3.23).
Now with Lemma 3.8, we study the behaviors of α and β for E around λ`. The next lemma corresponds
to [39, Lemma 7.1], but our proof is slightly different from the proof there.
Lemma 3.9. For ´3cV {4 ď α ď ξ`ptq and cV {8 ď E ď λ`,t, we have
β „ t|α´ ξ`ptq|1{2. (3.25)
Proof. Under the given condition, we have cV ă Re ζ “ α` λ` ď λ` `Opt2q. Moreover, by (3.3) and (3.4)
we have that
|cntmw,0pζtq| “
ˇˇˇˇ
cntmw,tpζq
1` cntmw,tpζq
ˇˇˇˇ
À t1{2. (3.26)
In the following proof, for simplicity of notations, we treat function Φtpζq as a function of ξ “ ζ ´ λ`.
We consider the following two cases for ξ.
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Case 1: |ξ ´ ξ`ptq| ď τt2 for some small constant τ ą 0. By (3.17), for small enough τ ą 0, we have that
α Á t2 " η˚. Then using Lemma 3.6, we can get that for any fixed k ě 1,
|cntmpkqw,0pζq| À t´p2k´2q, for |ξ ´ ξ`| ď τt2. (3.27)
Moreover, by (3.17) and Lemma 3.6, we have that
|cntmpkqw,0pζ`q| „ t´p2k´2q. (3.28)
Note that m
pkq
w,0pξ`q are real numbers for all k.
Now for the equation (3.5), we expand Φtpξq around ξ` and get that
E ´ λ`,t “ Φtpξq ´ Φtpξ`q “ Φ
2
t pξ`q
2
pξ ´ ξ`q2 ` Φ
p3q
t pξ`q
6
pξ ´ ξ`q3 `O
`
t´6|ξ ´ ξ`|4
˘
. (3.29)
Using (3.27), it is easy to check that
|Φpkqt pξq| À t´p2k´2q. (3.30)
Moreover, we can calculate directly that
Φ2t pξq “ ´2cntm2w,0pζq ¨ ζp1´ cntmw,0pζtqq ´ 4cntm1w,0pζq ¨ p1´ cntmw,0pζtqq
` 2ζrcntm1w,0pζqs2 ´ cnp1´ cnqt2m2w,0pζq “ ´2cntm2w,0pζq ¨ ζ `Opt´3{2q, (3.31)
where we used (3.26) and (3.28) in the second step. Since
m2w,0pζ`q “
ż
dµw,0pxq
px ´ ζ`q3 ă 0,
we get that Φ2t pξ`q ą 0 and
Φ2t pξ`q „ t´2. (3.32)
Now inverting equation (3.29) and using (3.30)-(3.32), we obtain that
ξ ´ ξ` “
d
2pE ´ λ`,tq
Φ2t pξ`q
˜
1´ Φ
p3q
t pξ`q
3Φ2t pξ`q
pξ ´ ξ`q `O
`
t´4|ξ ´ ξ`|2
˘¸
.
Back-substituting this equation once more we obtain that
ξ ´ ξ` “
d
2pE ´ λ`,tq
Φ2t pξ`q
˜
1´ Φ
p3q
t pξ`q
3Φ2t pξ`q
d
2pE ´ λ`,tq
Φ2t pξ`q
`O `t´4|ξ ´ ξ`|2˘
¸
. (3.33)
Taking the real and imaginary part of the above equation and using (3.30) and (3.32), we obtain that
|α´ ξ`| „ |E ´ λ`,t|, β „ t|E ´ λ`,t|1{2 „ t|α´ ξ`|1{2, (3.34)
for |ξ ´ ξ`| ď τt2.
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Case 2: ´3cV {4 ă α ď ξ` ´ τ1t2 for some small constant τ1 ą 0. In this case, we have t|α ´ ξ`|1{2 Á t2
by (3.34) as long as τ1 is small enough. First suppose that β " t|α ´ ξ`|1{2. Then using Lemma 3.6 and
|α| À |α´ ξ`|, we get thatż
xdµw,0pxq
px´ α´ λ`q2 ` β2 À
ż
dµw,0pxq
px ´ α´ λ`q2 ` β2 “ opt
´1q.
This contradicts (3.23), so we have β À t|α´ ξ`|1{2.
On the other hand, suppose β ! t|α´ ξ`|1{2. For any small constant δ ą 0, we take β0 :“ δt|α ´ ξ`|1{2
and ζ0 :“ pα` λ`q ` iβ0. Then we can check that
Immw,0pζq
β
“
ż
dµw,0pxq
px ´ α´ λ`q2 ` β2 ě
ż
dµw,0pxq
px´ α´ λ`q2 ` β20
“ Immw,0pζ0q
β0
.
Then using Lemma 3.6, we can bound
Immw,0pζ0q
β0
ě c1?
β0
ě c2
t
?
δ
, if ´ t2 ď α ď ξ` ´ τ1t2,
and
Immw,0pζ0q
β0
ě c1
a|α| ` β0
β0
ě c2
tδ
, if α ă ´t2,
for some constants c1, c2 ą 0 that do not depend on δ. Now taking the imaginary part of equation (3.8)
gives that
1
β
Im
tp1´ cnq ´
a
t2p1 ´ cnq2 ` 4ζE
2ζ
“ cnt Immw,0pζtq
β
ě cnc2?
δ
.
Using |ζ| ě cV and t “ op1q, we can bound the left hand side by some constant C ą 0 that does not depend
on δ. This gives a contradiction if δ is taken sufficiently small. Hence we must also have β Á t|α´ξ`|1{2.
Based on Lemma 3.9, we are able to prove the following result, which corresponds to [39, Lemma 7.2].
Lemma 3.10. For ´3cV {4 ď α ď ξ`ptq, we have
|αpEq ´ ξ`ptq| „ |E ´ λ`,t|. (3.35)
Proof. Note that by (3.34), (3.35) holds true when |α ´ ξ`ptq| ď τt2. To conclude the proof, it suffices to
show that dα{dE ě 0 and
dα
dE
„ 1, for |α´ ξ`| ě τt2. (3.36)
From equation (3.5), we obtain that
dα
dE
“ Re 1
Φ1tpζq
“ ReΦ
1
tpζq
|Φ1tpζq|2
. (3.37)
After a tedious but straightforward calculation, we can calculate that
ReΦ1tpζq “ 1` 2cnt
«ż ´x
px´ α´ λ`q2 ` β2 dµw,0pxq `
ż
2β2x
rpx´ α´ λ`q2 ` β2s2
dµw,0pxq
ff
(3.38)
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` c2nt2
#ˆż
x´ α´ λ`
px´ α´ λ`q2 ` β2 dµw,0pxq
˙2
´
ˆż
β
px ´ α´ λ`q2 ` β2 dµw,0pxq
˙2
`2pα` λ`q
ż
x´ α´ λ`
px´ α´ λ`q2 ` β2 dµw,0pxq ¨
ż px´ α´ λ`q2 ´ β2
rpx´ α´ λ`q2 ` β2s2dµw,0pxq
´4pα` λ`q
ż
β2
px´ α´ λ`q2 ` β2 dµw,0pxq ¨
ż
x´ α´ λ`
rpx´ α´ λ`q2 ` β2s2dµw,0pxq
´4
ż
β2px´ α´ λ`q
rpx´ α´ λ`q2 ` β2s2 dµw,0pxq ¨
ż
x´ α´ λ`
px ´ α´ λ`q2 ` β2 dµw,0pxq
´2
ż
β2
px´ α´ λ`q2 ` β2 dµw,0pxq ¨
ż px´ α´ λ`q2 ´ β2
rpx´ α´ λ`q2 ` β2s2dµw,0pxq
´1´ cn
cn
ż px´ α´ λ`q2 ´ β2
rpx´ α´ λ`q2 ` β2s2 dµw,0pxq
*
.
Then using the equation (3.23), we can rewrite the above equation as
ReΦ1tpζq “
ż
4cntβ
2x
rpx´ α´ λ`q2 ` β2s2
dµw,0pxq ´ R, (3.39)
where R is defined as
R :“ 4c2nt2pα` λ`q
ż
β2
px´ α´ λ`q2 ` β2 dµw,0pxq ¨
ż
x´ α´ λ`
rpx´ α´ λ`q2 ` β2s2 dµw,0pxq
` 4c2nt2
ż
β2x
rpx´ α´ λ`q2 ` β2s2 dµw,0pxq ¨
ż
x´ α´ λ`
px´ α´ λ`q2 ` β2 dµw,0pxq
` 2c2nt2
ż
β2
px´ α´ λ`q2 ` β2 dµw,0pxq ¨
ż px´ α´ λ`q2 ´ β2
rpx´ α´ λ`q2 ` β2s2 dµw,0pxq
` 2cnp1´ cnqt2
ż px´ α´ λ`q2
rpx´ α´ λ`q2 ` β2s2 dµw,0pxq “: R1 ` R2 ` R3 ` R4.
(3.40)
Now we estimate ReΦ1tpζq using Lemma 3.6. We first consider the case α ď τ1t2 for some small enough
constant τ1 ą 0. In this case, by (3.17) and (3.25), we have that ζ “ pα ` λ`q ` iβ P D defined in (3.12).
Then using Lemma 3.6 and (3.25), we obtain that
0 ă
ż
dµw,0pxq
px´ α´ λ`q2 ` β2 „
a
|α| ` β
β
„
a
|α| ` t|α´ ξ`ptq|1{2
t|α´ ξ`ptq|1{2
„ t´1, (3.41)
where we also used |α´λ`|`β „ β for α ě 0 in the second step, (3.25) in the third step, and α ď ξ`ptq´τt2
by (3.17) in the last step. Similarly, we have
0 ă
ż
dµw,0pxq
rpx´ α´ λ`q2 ` β2s2
„
a
|α| ` t|α´ ξ`ptq|1{2
β3
„ t´1β´2, (3.42)
and
0 ă
ż px ´ α´ λ`q2
rpx´ α´ λ`q2 ` β2s2
dµw,0pxq ď
ż
dµw,0pxq
px´ α´ λ`q2 ` β2 À t
´1. (3.43)
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Using (3.41)-(3.43), we can bound each term in R as:
|R1| À t2β
2
t
„ż px ´ α´ λ`q2
rpx´ α´ λ`q2 ` β2s2 dµw,0pxq
1{2 „ż
dµw,0pxq
rpx´ α´ λ`q2 ` β2s2
1{2
À β À t,
|R2| À t2 β
2
tβ2
„ż px´ α´ λ`q2
rpx´ α´ λ`q2 ` β2s2 dµw,0pxq
1{2
À t1{2,
|R3| À t2 ¨ β
2
t
¨ t´1 À t2, |R4| À t2 ¨ t´1 ď t.
In sum we get that
|R| ď |R1| ` |R2| ` |R3| ` |R4| À t1{2.
On the other hand, by (3.42) we have
0 ă
ż
4cntβ
2x
rpx´ α´ λ`q2 ` β2s2
dµw,0pxq „ 1.
Hence (3.39) gives that ReΦ1tpζq „ 1, which also gives a lower bound |Φ1tpζq| ě ReΦ1tpζq Á 1. For an upper
bound of |Φ1tpζq|, we have
|Φ1tpζq| “
ˇˇp1´ cntmw,0pζtqq2 ´ 2cntm1w,0pζq ¨ ζ p1´ cntmw,0pζtqq ´ cnp1´ cnqt2m1w,0pζqˇˇ À 1,
using (3.4) and
cnt|m1w,0pζq| ď cnt
ż
dµw,0pxq
px´ α´ λ`q2 ` β2 „ 1
by (3.41). This concludes (3.36) for α ď τ1t2.
For the case τ1t
2 ď α ď ξ`ptq ´ τt2, the proof is similar except that we shall use (3.14) to estimate each
term.
3.3 Behavior of ζtpzq on general domain
In this subsection, we first extend the result of Lemma 3.9 to ξpzq “ αpzq ` iβpzq for complex z “ E ` iη
around the right edge λ`. In the proof, we will regard α and β as functions of E and η. First, we claim the
following simple estimate.
Lemma 3.11. Suppoe ´3cV {4 ď α ď ξ`ptq´τt2 for some constant τ ą 0, |E´λ`| ď cV {2 and 0 ď η ď 10.
Then we have
βpE, ηq ě cτ t|E ´ λ`|1{2 (3.44)
for some constant cτ ą 0.
Proof. First, taking the imaginary parts of both sides of (3.2), we get
β “ ηRe p1` cntmw,tpzqq2 ` E
`
2cnt Immw,tpzq ` c2t2 Imm2w,tpzq
˘´ cnp1´ cnqt2 Immw,tpzq. (3.45)
On the other hand, taking the imaginary part of equation (3.8), we can get that
t Immw,tpzq À β ` η.
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Plugging it into (3.45) and using (3.4), we get that for some constant C ą 0,
β ě ηp1 `Opt1{2qq ´ Ct pβ ` ηq ñ β ě 1
2
η. (3.46)
The rest of the proof is similar to Case 2 in the proof of Lemma 3.9. Suppose β ! t|α´ ξ`|1{2. For any
small constant δ ą 0, we take β0 :“ δt|α´ ξ`|1{2 and ζ0 :“ pα` λ`q ` iβ0. Then we have
Immw,0pζtq
β
ě Immw,0pζ0q
β0
ě c2
t
?
δ
for some constant c2 ą 0 that does not depend on δ. Then taking the imaginary part of equation (3.8), we
get that for some constant C ą 0 independent of δ,
c2?
δ
ď t Immw,0pζtq
β
“ 1
cnβ
Im
tp1´ cnq ´
a
t2p1´ cnq2 ` 4ζz
2ζ
ď C
cn
β ` η
β
ď 3C
cn
,
where we used (3.46) in the last step. This gives a contradiction if δ is taken sufficiently small. Hence we
must have β Á t|α´ ξ`|1{2.
Then we prove the following estimate.
Lemma 3.12. For |E ´ λ`| ď cV {2 and 0 ď η ď 10, we have
|Φ1tpζq| „ min
"
1,
|α´ ξ`ptq| ` β
t2
*
. (3.47)
Proof. We first assume that |α´ ξ`ptq| ` β ď c1t2 for some small constant c1 ą 0. In this case, applying the
mean value theorem to Φ1tpξq we get
Φ1tpξq “ Φ
2
t pξ`ptqqpξ ´ ξ`ptqq ¨
“
1`Opt´2|ξ ´ ξ`ptq|q
‰
. (3.48)
where we used (3.30), (3.32) and Φ1tpξ`q “ 0. Hence for a small enough c1, we get
|Φ1tpξq| „ |Φ
2
t pξ`ptqq||ξ ´ ξ`ptq| „ t´2|ξ ´ ξ`ptq|.
It remains to prove that |Φ1tpξq| „ 1 when |α´ ξ`ptq|`β ą c1t2. The proof is based on a careful analysis
of ReΦ1tpξq. First we observe that (3.38) still holds for general z “ E` iη. On the other hand, the right-hand
side of equation (3.24) is now η, and hence (3.39) becomes
ReΦ1tpζq “
η
β
`
ż
4cntβ
2x
rpx´ α´ λ`q2 ` β2s2
dµw,0pxq ´ R, (3.49)
We will estimate ReΦ1tpζq using (3.38) and (3.49).
Case 1: We first consider the case where α ď ξ`ptq ´ τt2 for some constant τ ą 0. Together with (3.44),
we see that ζ “ pα ` λ`q ` iβ P D. Then with the same arguments as in the proof of Lemma 3.10, we can
derive from (3.38) and (3.49) that
ReΦ1tpζq “ 1` 2cnt
«ż ´x
px´ α´ λ`q2 ` β2 dµw,0pxq `
ż
2β2x
rpx´ α´ λ`q2 ` β2s2
dµw,0pxq
ff
` op1q, (3.50)
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and
ReΦ1tpζq “
η
β
`
ż
4cntβ
2x
rpx´ α´ λ`q2 ` β2s2
dµw,0pxq ` op1q. (3.51)
Then using (3.13), we get that
2cnt
ż
x
px´ α´ λ`q2 ` β2 dµw,0pxq „
t
a|α| ` β
β
“: Q,
and
4cnt
ż
β2x
rpx´ α´ λ`q2 ` β2s2
dµw,0pxq „ tβ2
a
|α| ` β
β3
“ Q.
Inserting these two estimates into (3.50) and (3.51), we obtain that for some constants c1, C1 ą 0,
ReΦ1tpζq ě maxt1´ C1Q, c1Qu Á 1,
which gives a lower bound for |Φ1tpζq|. Finally, using (3.13) and (3.44), it is easy to check that |Φ1tpζq| À 1.
Hence we obtain the estimates ReΦ1tpζq „ |Φ1tpζq| „ 1.
Case 2: Second, we assume that |α´ ξ`ptq|`β ě C1t2 for some large constant C1 ą 0 and α ě ξ`ptq´ τt2.
Then ζ “ pα` λ`q ` iβ P D with α Á t2 by (3.17). Hence using (3.14), we get that
t
ż
2cnx
px ´ α´ λ`q2 ` β2 dµw,0pxq ě c1
t?
α` β
for some constant c1 ą 0 that does not depend on C1. On the other hand, we have
0 ď t
ż
4cnβ
2x
rpx´ α´ λ`q2 ` β2s2
dµw,0pxq ď C 1 tβ
2
pα` βq5{2 ď C
1 t?
α` β (3.52)
for some constant C 1 ą 0 that does not depend on C1. Therefore, we conclude that as long as C1 is chosen
large enough, then
1
2
ď 1` t
«ż ´2cnx
px´ α´ λ`q2 ` β2 dµw,0pxq `
ż
4cnβ
2x
rpx´ α´ λ`q2 ` β2s2
dµw,0pxq
ff
ď 3
2
.
Moreover, using (3.14) we can readily show that the rest of the terms on the right-hand side of (3.38) are all
of order op1q, and that |Φ1tpζq| À 1. We omit the details since they are similar to the arguments in the proof
of Lemma 3.10. In sum, we obtain that ReΦ1tpζq „ |Φ1tpζq| „ 1 for the current case.
Case 3: It remains to consider the case c1t
2 ď |α´ ξ`ptq| ` β ď C1t2 and α ě ξ`ptq ´ τt2. If |α´ ξ`ptq| ď
c1t
2{2, we have β ě c1t2{2. Then using Lemma 3.6, one can check that |Φ1tpζq| “ Op1q, (3.51) still holds,
and
4cnt
ż
β2x
rpx´ α´ λ`q2 ` β2s2
dµw,0pxq „ t
a
|α| ` β
β
„ 1.
Thus we get ReΦ1tpζq „ |Φ1tpζq| „ 1.
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In the above proof, we can take the constants such that τ ď c1{2. Then we are only left with the regime
α ě ξ`ptq ` c1t2{2 and c1t2 ď |α ´ ξ`ptq| ` β ď C1t2. In this regime, we have ζ “ pα ` λ`q ` iβ P D with
α Á t2 by (3.17). Then using (3.14) and the same arguments as in the proof of Lemma 3.10, we can check
that |Φ1tpζq| “ Op1q, (3.51) still holds, and that
4cnt
ż
β2x
rpx´ α´ λ`q2 ` β2s2
dµw,0pxq „ t β
2
p|α| ` βq5{2 „ 1.
Thus we get ReΦ1tpζq „ |Φ1tpζq| „ 1. This completes the proof.
Armed with Lemma 3.12, we can prove the following estimates. Recall the notation in (2.20).
Lemma 3.13. If κ` η ď τ1t2 for some sufficiently small constant τ1 ą 0, then we have
t
?
κ` η „ |ξ ´ ξ`ptq|, (3.53)
which also implies that
|Φ1tpζq| „ min
"
1,
?
κ` η
t
*
. (3.54)
In the region |κ` η| ě τt2 for any constant τ ą 0, we have
Bα
BE “
Bβ
Bη „ 1, (3.55)
and ˇˇˇˇBα
Bη
ˇˇˇˇ
“
ˇˇˇˇ Bβ
BE
ˇˇˇˇ
À 1. (3.56)
The above two estimates imply that
|α| ` |α´ ξ`ptq| ` β À t2 ` η ` κ. (3.57)
Proof. If |ξ ´ ξ`ptq| ď c1t2 for some small constant c1 ą 0, then with the same Taylor expansion argument
as in the proof of Lemma 3.9, we can obtain that (recall (3.33))
ξ ´ ξ` “
d
2pz ´ λ`,tq
Φ2t pξ`q
˜
1´ Φ
p3q
t pξ`q
3Φ2t pξ`q
d
2pz ´ λ`,tq
Φ2t pξ`q
`O `t´4|ξ ´ ξ`|2˘
¸
. (3.58)
As long as c1 is small enough, we have
|ξ ´ ξ`| „
d
|z ´ λ`,t|
Φ2t pξ`q
„ t|z ´ λ`,t|1{2 „ t
?
κ` η. (3.59)
where we used the estimates (3.30) and (3.32). Moreover, with (3.58) one can observe that there exists a
constant τ1 ą 0 such that |Φ´1t pzq ´ ξ`ptq| ď c1t2 for all z with κ ` η ď τ1t2. It then concludes (3.53)
together with (3.59). Moreover, inserting (3.53) into (3.47) we get (3.54).
Now we consider the region |κ` η| ě τt2 for some constant τ ą 0. By (3.53), we have |ξ ´ ξ`ptq| ě cτ t2
for some constant τ ą 0. Moreover, in the proof of Lemma 3.12 we have shown that ReΦ1tpζq „ |Φ1tpζq| „ 1.
25
Together with (3.37), we get (3.55), where the first equality comes from Cauchy-Riemann equation. Similarly,
we have ˇˇˇˇBα
Bη
ˇˇˇˇ
“
ˇˇˇˇ Bβ
BE
ˇˇˇˇ
ď 1|Φ1tpζq|
À 1,
which gives (3.56). Finally (3.57) is an easy consequence of (3.55) and (3.56).
Remark 3.14. Besides (3.53), we will also use the expansion (3.58), which gives more detailed behavior of ξ
near ξ`. In the following proof, whenever we refer to Lemma 3.13, it also includes (3.58).
Next we collect some useful estimates that are needed in the proof of the local laws. They are established
on different spectral domains.
Lemma 3.15. Fix any constant C1 ą 0. For z P Dϑ with E ď λ`,t ` C1t2, the following estimates hold:
p
min
i“1
|di ´ ζ| Á t2 ` η ` t Immw,t; (3.60)ż
dµw,0pxq
|x´ ζ|a À
t`?κ` η
pt2 ` Im ζqa´1 , for any fixed a ě 2; (3.61)
t`?κ` η À t` Immw,t. (3.62)
Proof. Using (3.2) and (3.4), we can check that
β “ Im ζ “ Im “p1` cntmw,tpzqq2z ´ tp1´ cnqp1 ` cntmw,tpzqq‰ „ η ` t Immw,t. (3.63)
Since di’s are real values, we get that |di ´ ζ| ě Im ζ Á η ` t Immw,t. Thus to show (3.60), it remains to
show that
p
min
i“1
|di ´ ζ| ě τt2 (3.64)
for some constant τ ą 0. If E ´ λ`,t ě c1t2 for some constant c1 ą 0, then by Lemma 3.13 we have
αpzq ´ ξ`ptq Á t2. Hence we get
p
min
i“1
|di ´ ζ| ě
p
min
i“1
|di ´ α| Á t2
using (3.17) and that di ď λ`. Finally, we are only left with the case Im ζ ď c1t2 and E ď λ`,t ` c1t2 for
some small constant c1 ą 0. In this case, we claim that
κ ď Cc1t2 (3.65)
for some constant C ą 0 that does not depend on c1. If (3.65) does not hold, then by Lemma 3.13 we must
have Im ζ ě C 1?Cc1t2 for some constant C 1 that does not depend on C and c1, which gives a contradiction
for large enough C. Now given (3.65), we can choose c1 ą 0 small enough such that |ξ ´ ξt| ď τ1t2 for any
small constant τ1 ą 0 by (3.53). Together with (3.17) and d2i ď λ`, we conclude that
|d2i ´ ζ| “ |d2i ´ pλ` ` ξ`,tq ´ pξ ´ ξ`,tq| ě |ξ`ptq| ´ |ξ ´ ξ`,t| ě τt2.
For (3.61), we first suppose that Im ζ ď τt2 for a small constant τ ą 0. As shown in the above proof of
(3.60), we must have that α ě τt2 as long as τ is chosen sufficiently small. Thus by (3.14), we getż
dµw,0pxq
|x´ ζ|a À
1
pt2 ` Im ξqa´3{2 À
t
pt2 ` Im ζqa´1 .
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Then we consider the case Im ζ ě τt2. In this case, (3.13) always serves as an upper bound regardless of the
sign of α, and hence ż
dµw,0pxq
|x´ ζ|a À
a
|α| ` β
βa´1
ď
a
|α| ` β
pt2 ` Im ζqa´1 .
Then we conclude (3.61) using (3.57).
Finally, the last estimate (3.62) follows from a simple calculation using the fact that mw,t is a Stieltjes
transform of a density with square root behavior near the right edge; see Lemma 3.18 below.
Lemma 3.16. Fix any constant C1 ą 0. For z P Dϑ with E ě λ`,t ` C1t2, the following estimates hold:
p
min
i“1
|di ´ ζ| Á t2 ` κ` η; (3.66)ż
dµw,0pxq
|x´ ζ|a À
1
pκ` η ` t2qa´3{2 , for any fixed a ě 2. (3.67)
Proof. From the proof of Lemma 3.15, we have seen that |di ´ ζ| Á t2. Moreover, since Im ζ Á η, we have
|di ´ ζ| Á η. Finally, if E ě λ`,t ` Cη ` t2 for some large constant C ą 0, then by Lemma 3.13 we have
α ě c1κ for some constant c1 ą 0. Hence using di ď λ` ď λ`,t, we get
p
min
i“1
|di ´ ζ| ě α Á κ.
This concludes (3.66). For (3.67), if E ě λ`,t ` Cη ` t2, then by (3.14) we haveż
dµw,0pxq
|x´ ζ|a À
1
κa´3{2
À 1pκ` η ` t2qa´3{2 .
On the other hand, suppose C1t
2 ď E ´ λ`,t ď Cη ` t2. Then we have α Á t2 by Lemma 3.13 and β Á η
by (3.63). Thus using (3.14), we getż
dµw,0pxq
|x´ ζ|a À
1
pt2 ` ηqa´3{2 À
1
pκ` η ` t2qa´3{2 ,
where we used κ ď Cη ` t2 in the second step. This concludes (3.67).
Lemma 3.17. If κ` η ď τ1t2 for some sufficiently small constant τ1 ą 0, then we have
|m2w,0pζq| „ t´3. (3.68)
Proof. If κ` η ď τ1t2, then by (3.53) we have ζ P D with α Á t2 and |ξ| „ t2. Thus using (3.14) we getż
dµw,0pxq
|x´ ζ|3 „ t
´3.
Furthermore, by (3.53) we have α ě C1?τ1 Im ζ for some constant C1 ą 0 that does not depend on τ1. As
long as τ1 is taken sufficiently small, we have ´Re px´ ζq´3 „ |x´ ζ|´3 for all x P supppµw,0q. Thus we get
|m2w,0pζq| “ 2
ˇˇˇˇż
dµw,0pxq
px´ ζq3
ˇˇˇˇ
„
ż
dµw,0pxq
|x´ ζ|3 „ t
´3,
which concludes the proof.
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3.4 Qualitative properties of ρw,t and mw,t
The following lemma describes the square root behavior of ρw,t around the edge λ`,t.
Lemma 3.18. For |E ´ λ`,t| ď 3cV {4, the asymptotic density ρw,t satisfies
ρw,tpEq „
b
pλ`,t ´ Eq`. (3.69)
Moreover, for ´τt2 ď E ´ λ`,t ď 0 for some sufficiently small constant τ ą 0, we have
ρw,tpEq “ 1
π
d
2pλ`,t ´ Eq
r4λ`,tξ`ptq ` p1 ´ cnq2t2sc2nt2Φ2pξ`ptqq
ˆ
1`O
ˆ |E ´ λ`,t|
t2
˙˙
. (3.70)
Recall that by (3.32) we have t2Φ
2pξ`ptqq| „ 1.
Proof. By (3.63), we have
βpEq “ Im ζpEq „ t Immw,tpEq “ tπρw,tpEq. (3.71)
Then (3.69) follows from (3.25) and (3.35). For (3.70), we use (3.7) and bpzq “ 1` cntmw,tpzq to get that
mw,tpEq “ tp1´ cnq `
a
t2p1´ cnq2 ` 4pαpEq ` iβpEq ` λ`qE
2Ecnt
´ 1
cnt
, (3.72)
Taking the imaginary part of (3.72) and using (3.33), we can conclude (3.70).
Lemma 3.18 immediately implies the following estimates on Immw,t.
Lemma 3.19. We have the following estimates for z “ E ` iη with λ`,t ´ 3cV {4 ď E ď λ`,t ` 3cV {4 and
0 ď η ď 10:
|mw,tpzq| À 1, Immw,tpzq „
$&%
?
κ` η, λ`,t ´ 3cV {4 ď E ď λ`,t
η?
κ` η , λ`,t ď E ď λ`,t ` 3cV {4
. (3.73)
Proof. (3.73) can be derived easily from (2.7) combined with the square root behavior of ρw,t in (3.69).
We also need to control the derivative Bzmw,tpzq. First by (2.7), we have the trivial estimate
|Bzmw,tpzq| “
ˇˇˇˇż
dµw,tpxq
px´ zq2
ˇˇˇˇ
ď Immw,t
η
. (3.74)
Moreover, we claim the following estimates.
Lemma 3.20. For κ` η ď t2, we have
|Bzmw,tpzq| À pκ` ηq´1{2. (3.75)
Moreover, if κ` η ě t2, we have that for E ě λ`,t,
|Bzmw,tpzq| À pκ` ηq´1{2, (3.76)
and for E ď λ`,t,
|Bzmw,tpzq| À
?
κ` η
t
?
κ` η ` η . (3.77)
28
Proof. By equation (3.5), we have Bzζ “ rΦ1tpζqs´1. Then using the definition of ζ in (3.2), we can solve that
Bzmw,tpzq “ rΦ
1
tpζqs´1 ´ b2
r2bz ´ p1´ cnqts cnt .
Then using (3.54), we get that
|Bzmw,tpzq| À max
"
1?
κ` η ,
1
t
*
, (3.78)
which concludes (3.75) for κ ` η ď t2. The bound (3.76) follows directly from (3.73) and (3.74). Similarly,
with (3.73) and (3.74), we can get (3.77) when t
?
κ` η ď η. If t?κ` η ě η, we use (3.78) to get
|Bzmw,tpzq| À max
"
1?
κ` η ,
1
t
*
À
?
κ` η
t
?
κ` η ` η .
This concludes (3.77).
4 Proof of Theorem 2.7
Since the multivariate Gaussian distribution is rotationally invariant under orthogonal transforms, for any
t ą 0 we have the following equality in distribution
Yt “ Y `
?
tX
d“ O1WtOJ2 , Wt :“W `
?
tX, (4.1)
where we used the SVD of Y in (2.3). As in Definition 2.5, we define the following resolvents
Rpzq ” RpWt, zq :“ pz1{2 rHt ´ zq´1, rHtpWtq :“ ˆ 0 WtWJt 0
˙
, (4.2)
and
R ” RpWt, zq :“
`
WtW
J
t ´ z
˘´1
, R ” RpWt, zq :“
`
WJt Wt ´ z
˘´1
. (4.3)
With slight abuse of notations, we still denote
mpzq ” mpWt, zq :“ 1
p
TrRpzq, mpzq ” mpWt, zq :“ 1
n
TrRpzq. (4.4)
By (4.1), we know that they have the same distribution as the original mpzq and mpzq defined in (2.13) and
(2.14). Moreover, by (4.1) we have
Gpzq d“
ˆ
O1 0
0 O2
˙
Rpzq
ˆ
OJ
1
0
0 OJ
2
˙
.
Correspondingly, we can obtain from (2.18) the asymptotic limit of Rpzq as
Πwpzq :“
»———–
´p1` cntmw,tq
zp1` cntmw,tqp1 ` tmw,tq ´WWJ
´z´1{2
zp1` cntmw,tqp1 ` tmw,tq ´WWJ
W
WJ
´z´1{2
zp1` cntmw,tqp1 ` tmw,tq ´WWJ
´p1` tmw,tq
zp1` cntmw,tqp1 ` tmw,tq ´WJW
fiffiffiffifl . (4.5)
To prove Theorem 2.7, it suffices to study the resolvent Rpzq.
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4.1 Basic tools
In this subsection, we introduce more notations and collect some basic tools that will be used in the proof.
First as in (2.15), using Schur complement formula we can get
R “
ˆ
R z´1{2RWt
z´1{2WJt R R
˙
“
ˆ
R z´1{2WtR
z´1{2RWJt R
˙
. (4.6)
For simplicity of notations, we define the index sets
I1 :“ t1, ..., pu, I2 :“ tp` 1, ..., p` nu, I :“ I1 Y I2.
We shall consistently use the latin letters i, j P I1, greek letters µ, ν P I2, and a, b P I. For simplicity, given
a vector v P CI1,2 , we always identify it with its natural embedding in CI . For example, we shall identify
v P CI1 with
ˆ
v
0n
˙
.
Definition 4.1 (Minors). For any J ˆ J matrix A and T Ď J , where J and T are some index stes, we
define the minor ApTq :“ pAab : a, b P J zTq as the pJ zTq ˆ pJ zTq matrix obtained by removing all rows and
columns indexed by T. Note that we keep the names of indices when defining ApTq, i.e. pApTqqab “ Aab for
a, b R T. Correspondingly, we define the resolvent minor as
RpTqpzq : “
”
z1{2 rHpTqt pzq ´ zı´1 “
˜
RpTq z´1{2RpTqW
pTq
t
z´1{2pW pTqt qJRpTq RpTq
¸
,
and the partial traces
mpTq :“ 1
p
pTqÿ
iPI1
R
pTq
ii , m
pTq :“ 1
n
pTqÿ
µPI2
RpTqµµ ,
where we used the notation
řpTq
a :“
ř
aRT . For T Ă I1, we define the subset rTs :“ ta P I : a P T or a`p P Tu.
Then we define the minor rH rTs :“ rHprTsq, and correspondingly RrTs :“ RprTsq.
For convenience, we will adopt the convention that for any minor ApTq defined as above, A
pTq
ab “ 0 if
a P T or b P T. Moreover, we will abbreviate i :“ i ` p P I2 for i P I1, µ :“ µ ´ p P I1 for p ` 1 ď µ ď 2p,
ptauq ” paq, ris ” rtius, pta, buq ” pabq and rti, jus ” rijs.
For an I ˆ I matrix A and i, j P I1, we define the 2ˆ 2 minors as
Arijs :“
ˆ
Aij Aij
Aij Aij
˙
,
Moreover, for a P Izti, iu we denote
Arisa “
ˆ
Aia
Aia
˙
, Aaris “ pAai,Aai.q , .
Now we record the following resolvent identities obtained from Schur complement formula.
Lemma 4.2. The following resolvent identities hold.
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(i) For i P I1, we have
pRriisq´1 “
˜
´z z1{2pd1{2i `
?
tXiiq
z1{2pd1{2i `
?
tXiiq ´z
¸
´ zt
ˆ pXRrisXJqii pXRrisXqii
pXJRrisXJqii pXJRrisXqii
˙
. (4.7)
For 2p` 1 ď µ ď p` n, we have
1
Rµµ
“ ´z ´ zt
´
XJRpµqX
¯
µµ
. (4.8)
(ii) For i ‰ j P I1, we have
Rrijs “ ´z1{2
?
tRriis
ˆ pXRrisqij pXRrisqij
pXJRrisqij pXJRrisqij
˙
“ ´z1{2?t
ˆpRrjsXJqij pRrjsXqij
pRrjsXJqij pRrjsXqij
˙
Rrjjs
“ ztRriis
ˆ pXRrijsXJqij pXRrijsXqij
pXJRrijsXJqij pXJRrijsXqij
˙
R
ris
rjjs. (4.9)
For 2p` 1 ď µ ‰ ν ď p` n, we have
Rµν “ ´z1{2
?
tRµµ
´
XJRpµq
¯
µν
“ ´z1{2
?
t
´
RpνqX
¯
µν
Rνν “ ztRµµRpµqνν
´
XJRpµνqX
¯
µν
. (4.10)
(iii) For i P I1 and 2p` 1 ď µ ď p` n, we have
Rrisµ “ ´z1{2
?
tRriis
˜
pXRpiiµqqiµ
pXJRpiiµqqiµ
¸
“ ztRriisRrisµµ
ˆ pXRpiµµqXqiµ
pXJRpiµµqXqiµ
˙
. (4.11)
(vi) For a P I and b, c P Iztau,
Rbc “ Rpaqbc `
RbaRac
Raa
,
1
Rbb
“ 1
R
paq
bb
´ RbaRab
RbbR
paq
bb
Raa
. (4.12)
For i P I1 and a, b P Izti, iu, we have
Rab “ Rrisab `RarisR´1riisRrisb, R´1aa “ pR
ris
aaq´1 ´R´1aa pRrisaaq´1RarisR´1riisRrisa. (4.13)
(vii) All of the above identities hold for RrTs instead of R for any subset T Ă I1.
Using the spectral decomposition of Gpzq, it is easy to prove the following estimates and identities, which
also hold for Rpzq as a special case. The reader can also refer to [38, Lemma 4.6], [61, Lemma 3.5] and [65,
Lemma 5.4] for the proof.
Lemma 4.3. For z “ E ` iη such that |z| „ 1, we have that for some constant C ą 0,
}Gpzq} ď Cη´1, }BzGpzq} ď Cη´2. (4.14)
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Furthermore, we have the following identities:ÿ
iPI1
|Gij |2 “ ImGjj
η
,
ÿ
µPI2
|Gµν |2 “ ImGνν
η
, (4.15)
ÿ
iPI1
|Giµ|2 “ |z|´1Gµµ ` z|z|
ImGµµ
η
,
ÿ
µPI2
|Giµ|2 “ |z|´1Gii ` z|z|
ImGii
η
. (4.16)
All of the above estimates remain true for GpTq instead of G for any T Ď I.
As a consequence of Lemma 4.3, we can derive the following estimate. For its proof, we refer the reader
to [65, Lemma 5.5].
Lemma 4.4. For any T Ď I and z “ E ` iη such that |z| „ 1, we have
ˇˇ
m´mpTqˇˇ “ c´1n ˇˇm´mpTqˇˇ ď C |T|nη , (4.17)
for some constant C ą 0.
The following lemma gives standard large deviation bounds.
Lemma 4.5 (Lemmas B.2-B.4 of [22]). Let pxiq, pyjq be independent families of centered and independent
random variables, and pAiq, pBijq be families of deterministic complex numbers. Suppose the entries xi and
yj have variance at most n
´1 and finite moments up to any order, i.e. for any fixed k P N, there exists a
constant Ck ą 0 such that
max
i
E|?nxi|k ď Ck, max
i
E|?nyi|k ď Ck.
Then the following large deviation bounds hold:ˇˇˇÿ
i
Aixi
ˇˇˇ
ă n´1{2
´ÿ
i
|Ai|2
¯1{2
,
ˇˇˇÿ
i,j
xiBijyj
ˇˇˇ
ă n´1
´ÿ
i,j
|Bij |2
¯1{2
,
ˇˇˇÿ
i
xiBiixi ´
ÿ
i
pE|xi|2qBii
ˇˇˇ
ă n´1
´ÿ
i
|Bii|2
¯
,
ˇˇˇ ÿ
i‰j
xiBijxj
ˇˇˇ
ă n´1
´ÿ
i‰j
|Bij |2
¯1{2
.
The following lemma collects basic properties of stochastic domination ă, which will be used tacitly
throughout the proof.
Lemma 4.6 (Lemma 3.2 in [7]). Let ξ and ζ be families of nonnegative random variables.
(i) Suppose that ξpu, vq ă ζpu, vq uniformly in u P U and v P V . If |V | ď nC for some constant C, thenř
vPV ξpu, vq ă
ř
vPV ζpu, vq uniformly in u.
(ii) If ξ1puq ă ζ1puq and ξ2puq ă ζ2puq uniformly in u P U , then ξ1puqξ2puq ă ζ1puqζ2puq uniformly in u.
(iii) Suppose that Ψpuq ě n´C is deterministic and ξpuq satisfies Eξpuq2 ď nC for all u. Then if ξpuq ă Ψpuq
uniformly in u, we have Eξpuq ă Ψpuq uniformly in u.
32
We define the random error
θpzq :“ |mpzq ´mw,tpzq| “ c´1n |mpzq ´mw,tpzq|. (4.18)
Moreover, we define the random control parameters
Ψθpzq :“
d
Immw,tpzq ` θpzq
nη
` 1
nη
, (4.19)
and
Λo :“ max
i‰jPI1
››››R´1riisRrijs ´Rrisrjjs¯´1››››` maxµ‰νě2p`1
ˇˇˇˇ
R´1µµRµν
´
Rpµqνν
¯´1 ˇˇˇˇ
` max
iPI1,µě2p`1
››››R´1riisRrisµ ´Rrisµµ¯´1›››› ,
which controls the size of off-diagonal entries. In analogy to [24, Section 3] and [38, Section 5], we introduce
the Z variables
Zµ :“ p1´ Eµq
`
Rµµ
˘´1
, µ ě 2p` 1,
where Eµr¨s :“ Er¨ | rHpµqt s is the partial expectation over the randomness of the µ-th row and column of rHt.
By (4.8), we have that for µ ě 2p` 1,
Zµ “ ztpEµ ´ 1q
´
XJRpµqX
¯
µµ
“ zt
ÿ
i,jPI1
R
pµq
ij
ˆ
1
n
δij ´XiµXjµ
˙
. (4.20)
We also introduce the following matrix value Z variables:
Zris :“ p1´ Erisq
`
Rriis
˘´1
, i P I1,
where Erisr¨s :“ Er¨ | rH rist s is the partial expectation over the randomness of the i-th and i-th rows and
columns of rHt. By (4.7), we have
Zris “
?
zt
ˆ
0 Xii
Xii 0
˙
` zt
˜ř
µ,νPI2
R
ris
µνpn´1δµν ´XiµXiνq
ř
jPI1,µPI2
R
ris
µjXiµXjiř
jPI1,µPI2
R
ris
jµXiµXji
ř
j,kPI1
R
ris
jk pn´1δjk ´XjiXkiq
¸
. (4.21)
Now using Lemma 4.5, we can prove the following large deviation estimates on the Z variables and Λo.
Lemma 4.7. Define the events Ξ0 :“ tθ “ Op1qu. For z P Dϑ, we have
}Zris} ` |Zµ| ă tΨθ ` t1{2n´1{2, i P I1, µ ě 2p` 1, (4.22)
and
1pΞ0qΛo ă tΨθ. (4.23)
Moreover, for any constant c0 ą 0 we have
1pη ě c0q
`}Zris} ` |Zµ| ` Λo˘ ă t1{2n´1{2, i P I1, µ ě 2p` 1, (4.24)
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Proof. Applying Lemma 4.5 to Zµ in (4.20), we get that
|Zµ| ă t
n
˜ÿ
i,j
ˇˇˇ
R
pµq
ij
ˇˇˇ
2
¸1{2
“ t
n
˜ÿ
i
ImR
pµq
ii
η
¸1{2
ď t
d
Immpiq
nη
À t
d
Imm
nη
` t
nη
ď tΨθpzq, (4.25)
where we used (4.15) in the second step, (4.17) in the fourth step and (4.18) in the last step. With similar
arguments, we get
|pZrisq11| ` |pZrisq22| ă tΨθpzq. (4.26)
For the p1, 2q and p2, 1q-th entries of Zrµs, we have that on event Ξ0,
|pZrisq12| “ |pZrisq21| ă t
1{2
n1{2
` t
n
˜ÿ
j,µ
ˇˇˇ
R
ris
jµ
ˇˇˇ
2
¸1{2
ď t
1{2
n1{2
` t
ˆ
|z|´1m
ris
n
` z|z|
Immris
nη
˙1{2
À t
1{2
n1{2
` t
nη
` t
ˆ |m|
n
` Imm
nη
˙1{2
ă
t1{2
n1{2
` tΨθpzq,
(4.27)
where we used Xii ă n
´1{2 by Markov’s inequality in the second step, (4.16) in the third step, (4.17) in the
fourth step, 1pΞ0q|m| “ Op1q and (4.18) in the last step. This concludes (4.22). For (4.23), by (4.9)-(4.11),
each term
R´1riisRrijs
´
R
ris
rjjs
¯´1
, or R´1µµRµν
´
Rpµqνν
¯´1
, or R´1riisRrisµ
´
Rrisµµ
¯´1
,
can be bounded in exactly the same way as above. Finally, for η ě c0 we have }Rpzq} “ Op1q by (4.14), so
Ξ0 holds. Then we conclude (4.24) immediately using (4.22) and (4.23).
4.2 The averaged local laws
In this subsection, we mainly focus on the proof of the averaged local laws (2.25) and (2.26), from which the
anisotropic local law follows using a standard argument. We divide our proof into two parts according to
whether E ď λ`,t`Ct2 or E ą λ`,t`Ct2 for some constant C ą 0. More precisely, we define the following
spectral domains for some large constant C1 ą 0:
D1ϑ :“ Dϑ X tz “ E ` iη : E ď λ`,t ` C1t2u, D2ϑ :“ Dϑ X tz “ E ` iη : E ą λ`,t ` C1t2u. (4.28)
We first prove the averaged local laws on the region D1ϑ.
Proposition 4.8. Under the assumptions of Theorem 2.7, (2.25) holds uniformly in z P D1ϑ, and (2.26)
holds uniformly in z P D1ϑ XDoutϑ .
Recall the equation in (3.5). Using Lemma 3.15 and Lemma 3.17, we now provide some deterministic
estimates on the derivatives of Φt.
Lemma 4.9. For z P C` satisfying
|z´mw,t| ď t` Immw,tplog nq2 , (4.29)
and u ” upzq :“ p1` cntzq2z ´ p1` cntzqtp1 ´ cnq, we have
|Φ1tpuq| „ min
"
1,
?
κ` η
t
*
, (4.30)
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and for k “ 2, 3,
|Φpkqt puq| À
t2 ` t?κ` η
pt2 ` Im ζtqk . (4.31)
Moreover, if κ` η ď τ1t2 for some small enough constant τ1 ą 0, then we have
|Φp2qt puq| „ t´2. (4.32)
Proof. By (3.60), we have that for z satisfying (4.29),
|u´ ζt| À t|z´mw,t| À min
p
i“1 |di ´ ζt|
plognq2 . (4.33)
With this estimate, we can repeat the proof for (3.54) and get (4.30).
Using (3.61) and (4.33), we can bound that for any fixed k ě 1,
|mpkqw,0puq| À
t`?κ` η
pt2 ` Im ζqk . (4.34)
From the definition (3.6), we can calculate directly that (recall (3.31))
Φ2t puq “ ´2cntm2w,0puq ¨ up1´ cntmw,0puqq ´ 4cntm1w,0puq ¨ p1 ´ cntmw,0puqq
` 2urcntm1w,0puqs2 ´ cnp1´ cnqt2m2w,0puq.
(4.35)
Using (4.34), we can conclude (4.31) for k “ 2. The proof of (4.31) for k “ 3 is similar. Finally, using (4.35)
and Lemma 3.17, we can conclude (4.32).
The core of the proof for Proposition 4.8 is an analysis of the self-consistent equation. We define that
ut :“ upmq “ p1` cntmq2z ´ p1` cntmqtp1´ cnq, (4.36)
and the event
Ξ :“
"
θ ď t` Immw,tplognq2
*
.
Note that on this event, (4.33) holds for u “ ut. Recalling the definition of Πw in (4.5), it is easy to check
that
Πwriispzq “
˜
´zp1` tmw,tq z1{2d1{2i
z1{2d
1{2
i ´zp1` cntmw,tq
¸´1
. (4.37)
Lemma 4.10. For z P D1ϑ and on the event Ξ, we have that for any constant ε ą 0,ˇˇˇˇ
Φ1tpζtqput ´ ζtq `
1
2
Φ2t pζtqput ´ ζtq2
ˇˇˇˇ
ď θ
2
logn
t2
t2 ` Im ζt ` n
ε t
2 ` t?κ` η
t2 ` Im ζt tΨθ ` n
ε tn
´1
t2 ` Im ζt (4.38)
with high probability. Moreover, we have the finer estimate: for any constant ε ą 0,ˇˇˇˇ
Φ1tpζtqput ´ ζtq `
1
2
Φ2t pζtqput ´ ζtq2
ˇˇˇˇ
ď θ
2
logn
t2
t2 ` Im ζt ` n
εt}rZs} ` nε t
`
tΨ2θ ` n´1
˘
t2 ` Im ζt , (4.39)
with high probability, where
rZs :“ 1
p
ÿ
iPI1
ΠwriisZrisΠ
w
riis. (4.40)
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Proof. In the following proof, we always assume that event Ξ holds. Using (4.8), we get that for µ ě 2p` 1,
1
Rµµ
“ ´z ´ zcntmpµq ` Zµ “ ´z ´ zcntmw,t ` εµ, (4.41)
where
εµ :“ Zµ ` zcntpm´mpµqq ` zcntpmw,t ´mq.
On the other hand, using (4.7) we get that for i P I1,
pRriisq´1 “
ˆ´zp1` tmw,tq z1{2di
z1{2di ´zp1` cntmw,tq
˙
` εris, (4.42)
where
εris :“ Zris ` zt
ˆ
m´mris 0
0 cnpm´mrisq
˙
` zt
ˆ
mw,t ´m 0
0 cnpmw,t ´mq
˙
“ Zris ` zcnt
”
pm´mrisq ` pmw,t ´mq
ıˆ
1 0
0 1
˙
,
where we used (2.16) in the second step. With (4.17) and (4.22), we can bound that
}εris} ` |εrµs| À tθ `Oă
´
tΨθ ` t1{2n´1{2
¯
. (4.43)
Together with (4.33), we get that with high probability,
}εris}
|di ´ ζt| “ O
`plognq´2˘ ñ ›››Πwriisεris››› “ O `plog nq´2˘ .
Thus taking the matrix inverse of (4.42), we get that
Rriis “ Πwriis
„
1`O
ˆ }εris}
|di ´ ζt|
˙
“ Πwriis
“
1`O `plognq´2˘‰ (4.44)
with high probability on the event Ξ. On the other hand, by (4.17) we have that for z P D1ϑ,
1pΞq|mris ´mw,t| ď C
nη
` t` Immw,tplognq2 ď 2
t` Immw,t
plognq2 .
Thus repeating the above proof, we can obtain a similar estimate for R
ris
rjjs as in (4.44) for any j ‰ i:
R
ris
rjjs “ Πwrjjs
“
1`O `plognq´2˘‰ (4.45)
with high probability on the event Ξ.
We can also write (4.42) as
pRriisq´1 “
˜
´zp1` tmq z1{2d1{2i
z1{2d
1{2
i ´zp1` cntmq
¸
` rεris, (4.46)
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where
rεris :“ Zris ` zcntpm´mrisqˆ 1 00 1
˙
ă tΨθ ` t
1{2
n1{2
. (4.47)
Now taking the matrix inverse of both sides of (4.46), we get
Rriis “ πris ´ πrisrεrisπris `Op}πris}3}rεris}2q, (4.48)
where we denoted πris as
πrispzq :“
˜
´zp1` tmq z1{2d1{2i
z1{2d
1{2
i ´zp1` cntmq
¸´1
. (4.49)
With (4.33) and (3.60), we can check that on Ξ,
}πris ´Πwriis} À
tθ
|di ´ ζt|2 À
tθ
pt2 ` Im ζtq2 , }πris} À }Π
w
riis} À
1
|di ´ ζt| . (4.50)
By (4.13), we have
m1 ´mris1 “
1
p
ÿ
j
´
RrjisR
´1
riisRrijs
¯
11
.
Then using (4.23), (4.44) and (4.45), we get that
|m1 ´mris1 | À
1
n
ÿ
jPI1
›››RrjisR´1riisRrijs››› À 1n}Rriis} ` 1n ÿ
j‰i
Λ2o}Rriis}}Rrisrjjs}2
ă
1
|di ´ ζt|
˜
1
n
` t
2Ψ2θ
n
ÿ
j‰i
1
|dj ´ ζt|2
¸
À 1
t2 ` Im ζt
`
n´1 ` tΨ2θ
˘
, (4.51)
where in the last step we used (3.60), (3.61) and that
t2 ` Im ζt Á t2 ` η ` t Immw,t Á t2 ` η ` t
?
κ` η (4.52)
by (3.62). Thus taking average of (4.48) over i P I1 and using (4.47), (4.50), (4.51) and (3.61) with a “ 3,
we obtain that
1
p
ÿ
iPI1
Rriis “
1
p
ÿ
iPI1
πris ´ rZs `Oă
„
1
t2 ` Im ζ
ˆ
θ
ˆ
tΨθ ` t
1{2
n1{2
˙
` tΨ2θ `
1
n
˙
. (4.53)
In particular, the p1, 1q-th entry of (4.53) gives that
m “ 1
p
pÿ
i“1
1` cntm
di ´ p1` cntmq2z ` tp1´ cnqp1` cntmq `OăpEq, (4.54)
where we used (2.16) and introduced the notation
E :“ }rZs} ` 1
t2 ` Im ζ
ˆ
θ
ˆ
tΨθ ` t
1{2
n1{2
˙
` tΨ2θ `
1
n
˙
.
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Using the definition of mw,0 “ mV , we can rewrite (4.54) as
m “ p1 ` cntmqmw,0putq `OăpEq ñ m “ mw,0putq `OăpEq
1´ cntmw,0putq .
Plugging it into (4.36), we get
z “ Φtputq `OăptEq. (4.55)
Now subtracting the equation z “ Φtpζtq from (4.55) and performing Taylor expansion, we get thatˇˇˇˇ
Φ1tpζtqput ´ ζtq `
1
2
Φ2t pζtqput ´ ζtq2
ˇˇˇˇ
À t
2 ` t?κ` η
pt2 ` Im ζtq3 ¨ t
3θ3 `Oă ptEq , (4.56)
where we used (4.31) and that |ut ´ ζt| À tθ. We can bound tE as
tE ă t}rZs} ` t
t2 ` Im ζ
“
nε
`
tΨ2θ ` n´1
˘` n´εtθ2‰ (4.57)
for any constant ε ą 0, where we used that
t1{2θ
´
t1{2Ψθ ` n´1{2
¯
ď n´εtθ2 ` nε
´
t1{2Ψθ ` n´1{2
¯2
.
On the other hand, using the definition of the event Ξ and (4.52) we can bound
t2 ` t?κ` η
pt2 ` Im ζtq3 ¨ t
3θ3 À t
3θ2
pt2 ` Im ζtq2
t` Immw,t
plog nq2 À
θ2
plognq2
t2
t2 ` Im ζt . (4.58)
Plugging (4.57) and (4.58) into (4.56), we conclude (4.39).
For (4.38), we need to bound
rZs “ 1
p
ÿ
iPI1
ΠwriisArisΠ
w
riis `
1
p
ÿ
iPI1
ΠwriisBrisΠ
w
riis,
where
Aris :“
?
zt
ˆ
0 Xii
Xii 0
˙
, Bris :“ Zris ´Aris.
The proof of Lemma 4.7 already gives that }Aris} ă t1{2n´1{2 and }Bris} ă tΨθ. Using Lemma 4.5 and (3.61),
we obtain that
1
p
ÿ
iPI1
ΠwriisArisΠ
w
riis ă n
´1
˜
1
p
ÿ
i
t
|di ´ ζt|4
¸1{2
À pt
2 ` t?κ` ηq1{2
npt2 ` Im ζtq3{2 À
1
npt2 ` Im ζtq , (4.59)
and
1
p
ÿ
iPI1
ΠwriisBrisΠ
w
riis ă
1
p
ÿ
i
tΨθ
|di ´ ζt|2 ă
t2 ` t?κ` η
t2 ` Im ζt Ψθ. (4.60)
Plugging these two estimates into (4.39) and using Ψθ ! t`?κ` η for z P D1ϑ, we conclude (4.38).
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Combining Lemma 3.15, Lemma 4.9 and Lemma 4.10, we can conclude the proof of Proposition 4.8 using
the same argument as the one for Proposition 5.3 of [39]. We only give an outline of the proof without
writing down the details.
Lemma 4.11 (Weak averaged local law). There exists a constant τ1 ą 0 such that the following estimates
hold for z P D1ϑ: if κ` η ě τ1t2, then
θ ă Ψpzq,
where Ψ was defined in (2.23); if κ` η ď τ1t2, then
θ ă t2{3pnηq´1{3.
Proof. The proof of this lemma is the same as the one for Proposition 5.6 of [39]. Roughly speaking, it
follows from the self-consistent equation estimate (4.38), which corresponds to estimate (5.21) of [39]. In the
proof, we shall need some deterministic estimates on the coefficients Φ1tpζtq and Φ2t pζtq, which are provided
by Lemma 4.9. In particular, when κ` η ď τ1t2, we will need to use the estimate (4.32).
To get the strong local laws in (2.25) and (2.26), we need a stronger bound on rZs in (4.39), which is
given by the following fluctuation averaging lemma.
Lemma 4.12 (Fluctuation averaging). Suppose that θ ă Φ, where Φ is a positive, n-dependent deterministic
function on D1ϑ satisfying that
1
nη
ď Φ ď t` Immw,tplognq2 .
Then for z P D1ϑ we have
|rZs| ă 1
nη
Immw,t ` Φ
t` Immw,t ` Φ . (4.61)
Proof. The proof is similar to the one for Lemma 5.8 of [39], where the only difference is that [39] dealt with
an average of scalar value Z variables, while here rZs is an average of matrix value Z variables. However,
this only brings into some minor notational changes. For a fluctuation averaging estimate for matrix value
Z variables, one can also refer to [61, Lemma 4.9].
Now we have all the ingredients for the proof of Proposition 4.8.
Proof of Proposition 4.8. The proof of Proposition 4.8 follows from an iteration argument using the stronger
self-consistent equation estimate (4.39), Lemma 4.11 and Lemma 4.12. The proof is exactly the same as the
one in Section 5.1.4 of [39], so we omit the details.
Next we prove the averaged local law on the region D2ϑ.
Proposition 4.13. Under the assumptions of Theorem 2.7, (2.26) holds uniformly in z P D2ϑ.
Our proof of Proposition 4.13 follows the same strategy as for the proof of Proposition 4.8. In this case,
using the estimates in Lemma 3.16 we can prove the following version of Lemma 4.9.
Lemma 4.14. For z P C` satisfying
|z´mw,t| ď tplog nq2 , (4.62)
and u “ p1 ` cntzq2z ´ p1 ` cntzqtp1 ´ cnq, we have
|Φ1tpuq| „ 1, |Φp2qt puq| À
t
pt2 ` κ` ηq3{2 . (4.63)
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Proof. By (3.66), we have that for z satisfying (4.62), (4.33) holds. Using this estimate, we can repeat the
proof for (3.54) and get the first estimate in (4.63). Then using (4.35) and (3.67), we can obtain the second
estimate in (4.63).
Next we prove the following counterpart of Lemma 4.10. We define the event
Ξ :“
"
θ ď tplognq2
*
.
Lemma 4.15. For z P D2ϑ and on the event Ξ, we have that for any constant ε ą 0,ˇˇ
Φ1tpζtqput ´ ζtq
ˇˇ À θ2 ` nεtΨθ ` nεt
npκ` ηq (4.64)
with high probability. Moreover, we have the finer estimate: for any constant ε ą 0,ˇˇ
Φ1tpζtqput ´ ζtq
ˇˇ À θ2 ` nεt}rZs} ` nεtpnηq2?κ` η ` nεtnpκ` ηq (4.65)
with high probability.
Proof. In this case, with (3.67) the estimate (4.53) becomes
1
p
ÿ
iPI1
Rriis “ 1
p
ÿ
iPI1
πris ´ rZs `Oă
„
t
pt2 ` κ` ηq3{2
ˆ
θ
ˆ
tΨθ ` t
1{2
n1{2
˙
` tΨ2θ `
1
n
˙
. (4.66)
Then estimate (4.54) now holds with
E :“ }rZs} ` tpt2 ` κ` ηq3{2
ˆ
θ
ˆ
tΨθ ` t
1{2
n1{2
˙
` tΨ2θ `
1
n
˙
.
Repeating the proof below (4.54), we can obtain (4.55). Again performing Taylor expansion and using (4.63),
we obtain that for any constant ε ą 0,
ˇˇ
Φ1tpζtqput ´ ζtq
ˇˇ À t3pt2 ` κ` ηq3{2 θ2 `Oă ptEq À θ2 `Oă
ˆ
t}rZs} ` n
εt
pt2 ` κ` ηq3{2
ˆ
t2Ψ2θ `
t
n
˙˙
with high probability. This concludes (4.65) using the definition of Ψθ, the estimate (3.73), and κ ě C1t2
for z P D2ϑ. For the term rZs, we can bound it as in (4.59) and (4.60):
1
p
ÿ
iPI1
ΠwriisArisΠ
w
riis ă n
´1
˜
1
p
ÿ
i
t
|di ´ ζt|4
¸1{2
À 1
n
ˆ
t
pt2 ` κ` ηq5{2
˙1{2
À 1
npt2 ` κ` ηq ,
and
1
p
ÿ
iPI1
ΠwriisBrisΠ
w
riis ă
1
p
ÿ
i
tΨθ
|di ´ ζt|2 À
tΨθ
pt2 ` κ` ηq1{2 À Ψθ.
Plugging these two estimates into (4.65) we conclude (4.64).
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From Lemma 4.15, we can then derive a similar weak local law as in Lemma 4.11.
Lemma 4.16 (Weak local law). For all z P D2ϑ, we have
θ ă Ψpzq.
Proof. The proof of this lemma is similar to the one for Proposition 5.6 of [39]. In fact, it is much simpler
because the proof uses the estimate (4.64), which takes a much simpler form than (4.38). We omit the
details.
Similarly to Lemma 4.12, we have the following fluctuation averaging estimate on rZs.
Lemma 4.17 (Fluctuation averaging). Suppose that θ ă Φ, where Φ is a positive, n-dependent deterministic
function on D2ϑ satisfying that
1
nη
ď Φ ď tplognq2 .
Then for all z P D2ϑ we have
|rZs| ă 1
npκ` ηq `
Φ
nη
?
κ` η . (4.67)
Proof. The proof is similar to the one for Lemma 5.13 of [39]. We omit the details.
Now we give the proof of Proposition 4.13.
Proof of Proposition 4.13. With (4.65), (4.63) and Lemma 4.17, we get
θ ă
nε
pnηq2?κ` η `
nε
npκ` ηq `
nεΦ
nη
?
κ` η . (4.68)
Iterating this estimate, we get θ ă nε{pnηq. Plugging Φ “ nε{pnηq into (4.68), we conclude Proposition 4.13
since ε can be arbitrarily small.
4.3 The anisotropic local law
In this subsection, we complete the proof Theorem 2.7. Note that Proposition 4.8 and Proposition 4.13
already conclude the averaged local laws (2.25) and (2.26) by (4.1). It remains to prove the anisotropic local
law (2.24). Since most arguments are standard, we only give an outline of the proof and refer the reader to
relevant references for more details.
By (4.1), we see that to prove (2.24), it suffices to prove that for any deterministic unit vectors u,v P Rp`n,
ˇˇ
uJpΠwpzqq´1 rRpzq ´Πwpzqs pΠwpzqq´1vˇˇ ă tΨpzq ` t1{2
n1{2
. (4.69)
We first prove an entrywise version of this result, that is, for any a, b P I,
ˇˇ“pΠwpzqq´1 rRpzq ´Πwpzqs pΠwpzqq´1‰
ab
ˇˇ
ă tΨpzq ` t
1{2
n1{2
. (4.70)
First, plugging (2.25) into (4.43), we get
}εris} ` |εrµs| ă tΨ` t1{2n´1{2.
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Note that by (3.60) and (3.66), we can check that (recall (2.34))
}Πwriispzq} ¨
´
tΨ` t1{2n´1{2
¯
ď tΨ` t
1{2n´1{2
mini |di ´ ζt| À n
´ϑ{2, z P Dϑ.
Now using (4.41) and (4.42), we obtain that for µ ě 2p` 1,
Rµµ “ 1´z ´ zcntmw,t `OăptΨ` t1{2n´1{2q “ Π
w
µµ `OăptΨ ` t1{2n´1{2q, (4.71)
and that for i P I1,
pΠwriisq´1
´
Rriis ´Πwriis
¯
pΠwriisq´1 “ pΠwriisq´1
„´
pΠwriisq´1 `OăptΨ` t1{2n´1{2q
¯´1
´Πwriis

pΠwriisq´1
ă tΨ` t1{2n´1{2. (4.72)
These two estimates give the diagonal estimates in (4.70). Combining (4.71) and (4.72) with (4.23), we can
also obtain the off-diagonal estimates, which conclude the entrywise local law (4.70).
Next we prove the anisotropic local law (2.24) using (4.70). Due to the polarization identity
uJM v “ 1
2
pu`vqJM pu`vq ´ 1
2
pu´vqJM pu´vq ,
for any symmetric matrix M , it suffices to take u “ v in (4.69). For any vector u P Rp`n and i P I1, we
denote uris :“
ˆ
ui
ui
˙
. Then with (4.70), we have that for any deterministic unit vector u P Rp`n,
ˇˇ
uJpΠwq´1pRpzq ´ΠwpzqqpΠwq´1 uˇˇ ă tΨ` t1{2n´1{2 ` ˇˇˇ ÿ
i‰jPI1
uJris
“pΠwq´1RpΠwq´1‰
rijs
urjs
ˇˇˇ
`
ˇˇˇ ÿ
µ‰νě2p`1
uµ
“pΠwq´1RpΠwq´1‰
µν
uν
ˇˇˇ
` 2
ˇˇˇ ÿ
iPI1,µě2p`1
uJris
“pΠwq´1RpΠwq´1‰
risµ
uµ
ˇˇˇ
.
(4.73)
We need to bound each sum on the right hand side. With Markov’s inequality, it reduces to proving the
following high moment bounds: for any fixed a P N,
E
ˇˇˇ ÿ
i‰jPI1
uJris
“pΠwq´1RpΠwq´1‰
rijs
urjs
ˇˇˇ
2a
ă
´
tΨ` t1{2n´1{2
¯2a
; (4.74)
E
ˇˇˇ ÿ
µ‰νě2p`1
uµ
“pΠwq´1RpΠwq´1‰
µν
uν
ˇˇˇ2a
ă
´
tΨ` t1{2n´1{2
¯2a
; (4.75)
E
ˇˇˇ ÿ
iPI1,µě2p`1
uJris
“pΠwq´1RpΠwq´1‰
risµ
uµ
ˇˇˇ2a
ă
´
tΨ` t1{2n´1{2
¯2a
. (4.76)
The proof of these estimates is based on a polynomialization method developed in [7, section 5]. The core of
the proof is some combinatorial results, which have been discussed in details in [7, 61, 62, 64]. In particular,
the setting in [61] is most close to the setting here, where the main difference is that the di’s are all replaced
with a fixed complex number w P C in [61]. However, in the proof we only need the bound |w| “ Op1q in
the proof, which also holds for di’s, i.e. maxi |di| “ Op1q. So we omit the details. This concludes the proof
of (4.69), which further implies (2.24).
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5 Proof of Theorem 2.10
As in the proof of Theorem 2.7, in order to prove Theorem 2.10, it suffices to use the resolvent Rpzq in (4.2)
and prove (2.31) and (2.32) for m and m in (4.4).
Corresponding to (3.2) and (3.5), we define the following functions with mc,t:
ζc ” ζcptq :“ zp1` cntmc,tq2 ´ p1´ cnqtp1` cntmc,tq, (5.1)
and
Φcpζq ” Φcpζ, tq :“ ζp1´ cntmcpζqq2 ` p1´ cnqtp1´ cntmcpζqq.
First with Theorem 2.7, we can prove that Theorem 2.10 holds for t " n´1{3.
Proposition 5.1. For any fixed constants ε0 ą 0, Theorem 2.10 holds for all t ě n´1{3`ε0 .
Proof. As a consequence of the square root behavior of ρc around λ` in (2.29), we get that for any z such
that λ` ´ 3cV {4 ď E ď λ` ´ 3cV {4 and 0 ă η ď 10,
Immcpzq „
#
η{?κ` η, if E ě λ`?
κ` η, if E ď λ`
. (5.2)
Let η˚ “ n´2{3`δ for a sufficiently small constant δ ą 0. Combining (5.2) with Assumption 2.9, we obtain
that W is η˚-regular. Now using Theorem 2.7, we get that for all t ě n´1{3`ε0 , the averaged local laws
(2.25) and (2.26) hold. It remains to show that mw,t and mc,t are close to each other. More precisely, we
will show that for z P Dcϑ,
|mw,t ´mc,t| ă 1
nη
, for E ď λc,t, (5.3)
and
|mw,t ´mc,t| ă 1
npκ` ηq `
1
pnηq2?κ` η , for E ě λc,t. (5.4)
Combining these estimates with (2.25) and (2.26), we conclude Proposition 5.1.
Recall that ζt and ζc satisfy Φtpζtq “ z and Φcpζcq “ z, respectively. Thus we have the equation
0 “ Φtpζtq ´ Φcpζcq. (5.5)
We first consider the case η ě c0 for some constant c0 ą 0. In this case, using Assumption 2.9 it is easy to
check the following estimates:
|ζt| „ Im ζt „ 1, |ζc| „ Im ζc „ 1, |ζt ´ ζc| Á t|mw,t ´mc,t|,
and
|Φtpζtq ´ Φtpζcq| Á |ζt ´ ζc|, |Φcpζtq ´ Φcpζcq| Á |ζt ´ ζc|, |Φtpζtq ´ Φcpζtq| ` |Φtpζcq ´ Φcpζcq| ă tn´1.
Thus from equation (5.5) we get
t|mw,t ´mc,t| À |ζt ´ ζc| À |Φcpζtq ´ Φcpζcq| “ |Φtpζtq ´ Φcpζtq| ă tn´1. (5.6)
This concludes (2.31) and (2.32) for the η Á 1 case.
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Now we consider the case E ď λc,t ` C1t2 for some constant C1 ą 0. As in the proof of Proposition 4.8,
we first assume that the following estimate holds:
|mw,t ´mc,t| ď t` Immc,tplognq2 . (5.7)
Under this estimate, we have |x´ ζc| " |ζc ´ ζt| for x P supp ρc,t by (3.60). Then we rewrite (5.5) as
rΦtpζtq ´ Φcpζtqs ` rΦcpζtq ´ Φcpζcqs “ 0. (5.8)
Now performing the Taylor expansion to Φcpζtq ´ Φcpζcq as in (4.56), and applying Assumption 2.9 to
Φtpζtq ´ Φcpζtq, we obtain from (5.8) thatˇˇˇˇ
Φ1cpζcqpζt ´ ζcq `
1
2
Φ2cpζcqpζt ´ ζcq2
ˇˇˇˇ
À t
2 ` t?κ` η
pt2 ` Im ζcq3 ¨ t
3|mw,t ´mc,t|3 `Oă
ˆ
t
n Im ζc
˙
, (5.9)
where we used (4.31). For κ` η ě τ1t2, we have |Φ1cpζcq| „ 1. Then using Lemma 4.9 and (5.9), we obtain
that
t|mw,t ´mc,t| À |ζt ´ ζc| ă t
n Im ζt
ñ |mw,t ´mc,t| ă 1
npη ` t?κ` ηq , (5.10)
as long as (5.7) holds. Note that (5.10) implies (5.7) since pnηq´1 ď n´ϑ?κ` η ď plog nq´2pt ` Immc,tq
for z P Dcϑ with E ď λc,t ` C1t2. Thus starting from (5.6) for the η Á 1 case, using a standard continuity
argument, we obtain that (5.10) holds for κ ` η ě τ1t2 without assuming (5.7). On the other hand, if
κ ` η ď τ1t2, we have |Φ1cpζcq| „
?
κ` η{t and |Φ2cpζcq| „ t´2 by Lemma 4.9. Suppose that the following
estimate holds:
|mw,t ´mc,t| ď
?
κ` η
plognq2 . (5.11)
Then from (5.9), we obtain that
|mw,t ´mc,t| À |mw,t ´mc,t|
2
?
κ` η `Oă
ˆ
t
n Im ζc ¨ ?κ` η
˙
ñ |mw,t ´mc,t| ă 1
npκ` ηq . (5.12)
Note that (5.12) implies both (5.7) and (5.11). Moreover, we have shown that (5.7) and (5.11) hold when
κ`η “ τ1t2. Thus using a standard continuity argument, we obtain that (5.12) holds for κ`η ď τ1t2 without
assuming (5.7) and (5.11). Combining (5.10) and (5.12), we conclude (5.3) and (5.4) for E ď λc,t ` C1t2
(here we also used that η ` t?κ` η Á κ` η for λc,t ď E ď λc,t ` C1t2).
Next we consider the case E ě λc,t ` C1t2. We first assume that the following estimate holds:
|mw,t ´mc,t| ď tplognq2 . (5.13)
Under this estimate, we have |x ´ ζc| " |ζc ´ ζt| for x P supp ρc,t. As above, using (4.63) and Assumption
2.9 we can derive from (5.8) thatˇˇ
Φ1cpζcqpζt ´ ζcq
ˇˇ À tpt2 ` κ` ηq3{2 ¨ t2|mw,t ´mc,t|2 `Oă
ˆ
t
n|ζc ´ λ`| `
t
pn Im ζcq2|ζc ´ λ`|1{2
˙
. (5.14)
Together with |Φ1cpζcq| „ 1 and |ζc ´ λ`| Á t2 ` κ` η by (3.66), (5.14) implies that
t|mw,t ´mc,t| À |ζt ´ ζc| ă t
npκ` ηq `
t
pnηq2?κ` η ñ |mw,t ´mc,t| ă
1
npκ` ηq `
1
pnηq2?κ` η . (5.15)
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Note that (5.15) implies (5.13) since η ě n´2{3`ϑ and t " n´1{3. Moreover, we have shown that (5.15)
holds for E “ λc,t ` C1t2. Hence using a standard continuity argument, we obtain that (5.15) holds for
E ě λc,t ` C1t2 without assuming (5.13). This concludes (5.4) for E ě λc,t ` C1t2.
Hence it remains to consider the case where
0 ď t ď n´1{3`ε0 , 0 ă ε0 ď ϑ{100. (5.16)
Define the spectral domainspD1ϑ :“ Dcϑ X tE ` iη : E ď λc,t ` n´2{3`ϑu, pD2ϑ :“ Dcϑ X tE ` iη : E ą λc,t ` n´2{3`ϑu. (5.17)
Then we have the following deterministic estimates.
Lemma 5.2. Let 0 ď t ď n´1{3`ε0 . For z P pD1ϑ, we have
|di ´ ζc| Á η ` t
?
κ` η, (5.18)
and for any fixed a ě 2,
1
p
pÿ
i“1
1
|di ´ ζc|a À
?
κ` η
pη ` t?κ` ηqa´1 . (5.19)
On the other hand, for z P pD2ϑ, we have
|di ´ ζc| Á κ` η, (5.20)
and for any fixed a ě 2,
1
p
pÿ
i“1
1
|di ´ ζc|a À
1
pκ` ηqa´3{2 . (5.21)
Proof. By (5.2), we see that mc is η˚-regular with η˚ “ 0. So the analysis in Section 3 goes through for any
0 ă t ! 1. In particular, by (3.73) we have
Immc,t Á
?
κ` η, for z P pD1ϑ.
Then using (5.1), we can get |di ´ ζc| ě Im ζc Á η ` t?κ` η. Furthermore, by (3.57) we get that
|ζc ´ λ`| À t2 ` κ` η À κ` η
for z P pD1ϑ and t ď n´1{3`ε0 . Consequently, using Lemma 3.6 we obtain that
1
p
pÿ
i“1
1
|di ´ ζc|a À
|ξc|1{2
pIm ξcqa´1 À
?
κ` η
pη ` t?κ` ηqa´1 .
In the domain pD2ϑ, by Lemma 3.13 we have that if κ ě Cη for some large enough constant C ą 0, then
|Re ζc ´ di| ě cκ for some constant c ą 0, which gives (5.20). Furthermore, with (3.14) we can get (5.21).
On the other hand, if κ ď Cη, then with (3.73) we get
|di ´ ζc| ě Im ζc Á η Á κ` η,
and with (3.14) we can conclude (5.21).
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Similar to the proof of Theorem 2.7, we divide the proof into two parts according to the two regions pD1ϑ
and pD2ϑ. We first prove the following proposition.
Proposition 5.3. Theorem 2.10 holds for z P pD1ϑ.
The strategy for the proof of Proposition 5.3 is similar to the one for Propositions 4.8, that is, we first
derive a self-consistent equation estimate, with which we can prove a weak averaged local law. Then using a
fluctuation averaging estimate together with a stronger self-consistent equation estimate, we can prove the
strong local law in Proposition 5.3.
As in (4.18) and (4.19), we define
θpzq :“ |m´mc,t|, Ψθpzq :“
d
Immc,tpzq ` θpzq
nη
` 1
nη
.
Moreover, we define the asymptotic matrix limit of R as
Πcpzq :“
»———–
´p1` cntmc,tq
zp1` cntmc,tqp1 ` tmc,tq ´WWJ
´z´1{2
zp1` cntmc,tqp1` tmc,tq ´WWJ
W
WJ
´z´1{2
zp1` cntmc,tqp1` tmc,tq ´WWJ
´p1` tmc,tq
zp1` cntmc,tqp1` tmc,tq ´WJW
,
fiffiffiffifl , (5.22)
where as in (2.17) we denoted
mc,t :“ cnmc,t ´
1´ cn
z
.
First we claim the following self-consistent equation estimates. Recall that ut was defined in (4.36).
Lemma 5.4. For z P pD1ϑ and on the event
Ξ :“
"
θ ď Immc,tplognq2
*
,
we have that for any constant ε ą 0,
ˇˇ
Φ1cpζcqput ´ ζcq
ˇˇ À tθ2?
κ` η ` n
εtΨθ, (5.23)
with high probability. Moreover, we have the finer estimate: for any constant ε ą 0,
ˇˇ
Φ1cpζcqput ´ ζcq
ˇˇ À tθ2?
κ` η ` n
εt}rZs} ` n
εt
nη
, (5.24)
with high probability.
Proof. Note that by (5.18), we have that on Ξ,
|ut ´ ζc| À tθ À
"
Im ζc
plognq2 ,
minpi“1 |di ´ ζc|
plognq2
*
. (5.25)
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Then we can repeat the proof of Lemma 4.10. In particular, using (5.19) we can get a similar estimate as in
(4.53):
1
p
ÿ
iPI1
Rriis “ 1
p
ÿ
iPI1
πris ´ rZs `Oă
„
t
?
κ` η
pη ` t?κ` ηq2
ˆ
θ
ˆ
tΨθ ` t
1{2
n1{2
˙
` tΨ2θ `
1
n
˙
. (5.26)
Then estimate (4.54) holds with
E :“ }rZs} ` t
?
κ` η
pη ` t?κ` ηq2
ˆ
θ
ˆ
tΨθ ` t
1{2
n1{2
˙
` tΨ2θ `
1
n
˙
.
Repeating the proof below (4.54), we can get (4.55). Now comparing (4.55) with equation z “ Φcpζcq, we
get that
|Φcputq ´ Φcpζcq| “ |Φtputq ´ Φcputq| `OăptEq ă t
n Im ζc
` tE , (5.27)
where we used Assumption 2.9 and (5.25) in the second step. Then performing Taylor expansion and using
(5.19), we obtain that for any constant ε ą 0,
ˇˇ
Φ1cpζcqput ´ ζcq
ˇˇ À t?κ` ηpη ` t?κ` ηq2 t2θ2 `Oă
ˆ
tE ` t
n Im ζc
˙
À tθ
2
?
κ` η `Oă
ˆ
t}rZs} ` n
εt
?
κ` η
pη ` t?κ` ηq2
ˆ
t2Ψ2θ `
t
n
˙
` t
nη
˙
“ tθ
2
?
κ` η `Oă
ˆ
t}rZs} ` n
εt
nη
˙
,
where we used the definition of Ψθ in the last step. For the term rZs, we can bound it as in (4.59) and (4.60):
1
p
ÿ
iPI1
ΠcriisArisΠ
c
riis ă
1
n
˜
1
p
ÿ
i
t
|di ´ ζc|4
¸1{2
À 1
n
ˆ
t
?
κ` η
pη ` t?κ` ηq3
˙1{2
À 1
nη
,
and
1
p
ÿ
iPI1
ΠcriisBrisΠ
c
riis ă
1
p
ÿ
i
tΨθ
|di ´ ζc|2 À
t
?
κ` η
η ` t?κ` ηΨθ À Ψθ.
Plugging these two estimates into (5.24) we conclude (5.23).
With (5.23), we can prove the following weak local law as in Lemma 4.11.
Lemma 5.5 (Weak local law). For any z P pD1ϑ, we have θ ă Ψpzq.
Proof. Note that by (3.54), we have |Φ1cpζcq| „ min t1,
?
κ` η{tu „ 1, since ?κ` η " t for the choice of t in
(5.16). Thus if Ξ holds, then with (5.23) we immediately obtain that
tθ À |ut ´ ζc| ă tΨθ ñ θ ă Ψpzq.
To complete the proof, we will use the estimate for the η Á 1 case together with a standard continuity
argument as the one for Proposition 5.6 of [39]. We omit the details.
Then we have the following fluctuation averaging estimate for rZs.
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Lemma 5.6 (Fluctuation averaging). Suppose that θ ă Φ, where Φ is a positive, n-dependent deterministic
function on pD1ϑ satisfying that
1
nη
ď Φ ď Immc,tplognq2 .
Then for any z P pD1ϑ, we have
|rZs| ă 1
nη
. (5.28)
Proof. The proof is similar to the one for Lemma 6.6 of [39]. We omit the details.
With this estimate, we can immediately conclude the proof of Proposition 5.3.
Proof of Proposition 5.3. With the stronger self-consistent equation estimate (5.24) and Lemma 5.6, we
immediately get θ ă pnηq´1. This concludes Proposition 5.7 by noticing that pnpκ ` ηqq´1 À pnηq´1 for
z P pD1ϑ with E ě λc,t.
Next we prove (2.32) on the domain pD2ϑ.
Proposition 5.7. Theorem 2.10 holds for z P pD2ϑ.
Again we first prove the following self-consistent equation estimates.
Lemma 5.8. For z P pD2ϑ and on the event Ξ :“  θ ď n´1{3( , we have that for any constant ε ą 0,ˇˇ
Φ1cpζcqput ´ ζcq
ˇˇ ď nεt
n1{2pκ` ηq1{4 `
nεt
nη
(5.29)
with high probability. Moreover, we have the finer estimate: for any constant ε ą 0
ˇˇ
Φ1cpζtqput ´ ζcq
ˇˇ ď tθ2?
κ` η ` n
εt}rZs} ` n
εt
pnηq2?κ` η `
nεt
npκ` ηq , (5.30)
with high probability.
Proof. Note that by (5.20) and mintκ, ηu ě n´2{3`ϑ for z P pD2ϑ, we have that (5.25) holds on Ξ. Then we
can repeat the proof of Lemma 4.10. In particular, using (5.21) we can obtain a similar estimate as in (4.53):
1
p
ÿ
iPI1
Rriis “
1
p
ÿ
iPI1
πris ´ rZs `Oă
„
t
pκ` ηq3{2
ˆ
θ
ˆ
tΨθ ` t
1{2
n1{2
˙
` tΨ2θ `
1
n
˙
. (5.31)
Then estimate (4.54) holds with
E :“ }rZs} ` tpκ` ηq3{2
ˆ
θ
ˆ
tΨθ ` t
1{2
n1{2
˙
` tΨ2θ `
1
n
˙
.
Repeating the proof below (4.54), we can get (4.55). Now we subtract z “ Φcpζcq from (4.55) and get that
|Φcputq ´ Φcpζcq| “ |Φtputq ´ Φcputq| `OăptEq ă tpnηq2?κ` η `
t
npκ` ηq ` tE , (5.32)
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where in the second step we used Assumption 2.9 and |λ` ´ ut| „ |λ` ´ ζc| Á κ` η by (5.20). With (5.21),
it is easy to check that
|Φ2t puq| À
t
pκ` ηq3{2 ,
for all u lying between ut and ζc. Then performing Taylor expansion to (5.32), we obtain that for small
enough constant ε ą 0,
ˇˇ
Φ1cpζcqput ´ ζcq
ˇˇ À tpκ` ηq3{2 t2θ2 `Oă
ˆ
tE ` tpnηq2?κ` η `
t
npκ` ηq
˙
ď n
´ϑ{2tθ2?
κ` η `Oă
ˆ
t}rZs} ` n
εt
pκ` ηq3{2
ˆ
t2Ψ2θ `
t
n
˙
` tpnηq2?κ` η `
t
npκ` ηq
˙
ď tθ
2
?
κ` η `Oă
ˆ
t}rZs} ` tpnηq2?κ` η `
t
npκ` ηq
˙
,
where we used the definition of Ψθ is the last step. This concludes (5.30). For the term rZs, we can bound
it as in (4.59) and (4.60):
1
p
ÿ
iPI1
ΠcriisArisΠ
c
riis ă
1
n
˜
1
p
ÿ
i
t
|di ´ ζc|4
¸1{2
À 1
n
ˆ
t
pκ` ηq5{2
˙1{2
ď 1
npκ` ηq ,
and
1
p
ÿ
iPI1
ΠcriisBrisΠ
c
riis ă
1
p
ÿ
i
tΨθ
|di ´ ζc|2 À
t?
κ` ηΨθ ď
1
n1{2pκ` ηq1{4 `
1
nη
.
Plugging these two estimates into (5.30), we conclude (5.29).
With this lemma, we can prove the following weak local law.
Lemma 5.9 (Weak local law). For all z P pD2ϑ, we have
θ ă
1
n1{2pκ` ηq1{4 `
1
nη
. (5.33)
Proof. In this case we have |Φ1cpζcq| „ 1. Thus if Ξ holds, with (5.29) we immediately obtain (5.33). To
complete the proof, we will use the estimate at η Á 1 together with a standard continuity argument as the
one for Proposition 5.6 of [39]. We omit the details.
Then we have the following fluctuation averaging estimate for rZs.
Lemma 5.10 (Fluctuation averaging). Suppose that θ ă Φ, where Φ is a positive, n-dependent deterministic
function on pD2ϑ satisfying that
pnηq´1 ď Φ ď n´1{3.
Then for any z P pD2ϑ, we have
|rZs| ă 1
npκ` ηq `
Φ
nη
?
κ` η . (5.34)
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Proof. The proof is similar to the one for Lemma 6.11 of [39]. We omit the details.
Now we can complete the proof of Proposition 5.7.
Proof of Proposition 5.7. With the self-consistent equation estimate (5.30) and Lemma 5.10, we get that
θ ă
1
pnηq2?κ` η `
1
npκ` ηq `
Φ
nη
?
κ` η . (5.35)
Iterating this estimate, we get θ ă pnηq´1. Plugging Φ “ nε{pnηq into (5.35), we conclude Proposition 5.7
since ε can be arbitrarily small.
Finally, combining Proposition 5.3 and Proposition 5.7, we conclude the proof of Theorem 2.10.
6 Proof of Theorem 2.11 and Theorem 2.13
With Theorem 2.11, we can prove Theorem 2.13 with some standard arguments. Hence we will not write
down all the details, and refer the reader to the known arguments in previous papers instead.
Proof of Theorem 2.13. The estimate (2.43) follows from the averaged local laws (2.39) and (2.40) combined
with a standard argument using Helffer-Sjo¨strand calculus. The reader can refer to e.g. [24, Theorem 2.13],
[30, Theorem 2.2] and [51, Theorem 3.3] for more details.
The estimate (2.44) can be proved with a resolvent comparison argument as in the proof of [30, Theorem
2.4]. We have collected all the necessary inputs for this argument, including the rigidity of eigenvalues
(2.43), the averaged local laws (2.39) and (2.40), and the anisotropic local law (2.38). We remark that
in order for these arguments to work, we need to know that the local laws hold at z “ E ` in´2{3´δ for
E around λ`,t, where δ ą 0 is some small constant. Our domain Dϑ contains such z by the assumption
t ě nε{2?η˚ ě n´1{3`ε{2 as long as ϑ is taken sufficiently small.
For (2.45), we shall use the following spectral decomposition of G: for i, j P I1 and µ, ν P I2,
Gij “
pÿ
k“1
ξkpiqξJk pjq
λk ´ z , Gµν “
nÿ
k“1
ζkpµqζJk pνq
λk ´ z . (6.1)
Choose rzk “ λk ` inεηlpλkq. Using (2.43), it is easy to check that rzk P Dϑ. Then with (2.38) and (6.1), we
obtain that
|uJξk|2
nεηlpλkq ď
pÿ
j“1
nεηlpλkq|uJξk|2
pλj ´ λkq2 ` n2εη2l pλkq
“ ImuJGprzkqu “ ImuJΠprzkqu`OăpΦprzkq ¨ }u}Πprzkqq.
This estimate immediately gives that
|uJξk|2 ď nεηlpλkq
“
ImuJΠprzkqu`OăpΦprzkq ¨ }u}Πprzkqq‰
À nεηlpγkq
“
ImuJΠpzkqu`OăpΦpzkq ¨ }u}Πpzkqq
‰
with high probability, where in the second step we used the rigidity estimate (2.43) to replace λk with γk.
Since ε is arbitrary, we conclude the first estimate in (2.45). The second estimate of (2.45) can be proved in
the same way.
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For the rest of this section, we focus on the proof of Theorem 2.11. Our proof mainly uses a self-consistent
comparison argument developed in [38]. We take the proof of the anisotropic local law (2.38) as an example.
Since Theorem 2.7 already implies that (2.24) holds when X is Gaussian, it suffices to prove that for X
satisfying the assumptions in Theorem 2.11,ˇˇ
uJ
“
GpX, zq ´GpXGauss, zq‰vˇˇ ă Φpzq}u}1{2
Π
}v}1{2
Π
,
for any deterministic unit vectors u,v P RI , where the entries of XGauss are i.i.d. Gaussian random variables
satisfying (2.1). For simplicity of notations, in the proof we shall use the following notion of generalized
entries. For v,w P RI and a P I, we denote
Gvw :“ vJGw, Gva :“ vJGea, Gaw :“ eJaGw, (6.2)
where ea is the standard unit vector along a-th axis.
6.1 The anisotropic local law
This subsection is devoted to the proof of the anisotropic local law (2.38). Our proof is an extension of the
arguments in [38, Section 7] and [65, Section 6]. We will not give all the details, but mainly focus on the
main differences from the previous arguments. The proof consists of a bootstrap argument from larger scales
to smaller scales in multiplicative increments of n´δ, where δ is a positive constant satisfying
δ P
ˆ
0,
ϑ
2Ca
˙
. (6.3)
Here ϑ ą 0 is the constant in the definition of Dϑ and Ca ą 0 is an absolute constant that will be chosen
large enough in the proof (for example, Ca “ 100 will work). For any z “ E ` iη P Dϑ, we define
ηl :“ ηnδl for l “ 0, ..., L´ 1, ηL :“ 1. (6.4)
where L ” Lpηq :“ max  l P N| ηnδpl´1q ă 1( . Note that L ď δ´1 since η " n´1 for z “ E ` iη P Dϑ. By
(4.14), the function z ÞÑ Gpzq ´ Πpzq is Lipschitz continuous in Dϑ with Lipschitz constant bounded by
n2. Thus to prove (2.38) for all z P Dϑ, it suffices to show that (2.38) holds for all z in some discrete but
sufficiently dense subset S Ă Dϑ. We will use the following discretized domain: S is an n´10-net of Dϑ such
that |S| ď n20 and
E ` iη P S ñ E ` iηl P S for l “ 1, ..., Lpηq.
The bootstrapping is formulated in terms of two scale-dependent properties (Ak) and (Ck) defined on
the subsets
Sk :“
 
z P S | Im z ě n´δk( .
Property pAkq: For all z P Sk, any deterministic unit vectors x P RI and any X satisfying the assumptions
in Theorem 2.11, we have
ImGxxpzq ă ImΠx1x1pzq ` ImΠx2x2pzq ` nCaδΦpzq}x}Πpzq, (6.5)
where x1 P RI1 and x2 P RI2 are defined such that
x “
ˆ
x1
x2
˙
. (6.6)
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Property pCkq: For all z P Sk, any deterministic unit vectors x,y P RI , and any X satisfying the assump-
tions in Theorem 2.11, we have
|Gxypzq ´Πxypzq| ă nCaδΦpzq}x}1{2Π pzq}y}1{2Π pzq. (6.7)
It is easy to see that pA0q holds by (4.14) and ImΠx1x1pzq ` ImΠx2x2pzq „ 1. Moreover, it is not hard to
check that
for any k, property pCkq implies property pAkq. (6.8)
The key step is the following induction result.
Lemma 6.1. For any 1 ď k ď δ´1, property pAk´1q implies property pCkq.
Combining (6.8) and Lemma 6.1, we conclude that (6.7) holds for all z P S. Since δ can be chosen
arbitrarily small under the condition (6.3), we conclude that (2.38) holds for all z P S, which further gives
(2.38) for all z P Dϑ. What remains now is the proof of Lemma 6.1. For any deterministic unit vectors
u,v P RI , we denote
FuvpX, zq :“ |GuvpX, zq ´Πuvpzq| . (6.9)
By Markov’s inequality, it suffices to prove the following lemma.
Lemma 6.2. Suppose that the assumptions of Theorem 2.11 and property pAk´1q hold. Then for any fixed
a P 2N, we have that
EF auvpX, zq À
”
nCaδΦpzq}u}1{2
Π
pzq}v}1{2
Π
pzq
ıa
(6.10)
for all z P Sk and any deterministic unit vectors u,v P RI.
The rest of this subsection is devoted to proving Lemma 6.2. First, in order to make use of the assumption
pAk´1q, which has spectral parameters in Sk´1, to get some estimates for Gpzq with spectral parameters in
Sk, we shall use the following rough bounds on Gxy.
Lemma 6.3. For any z “ E ` iη P S and unit vectors x,y P RI , we have
|Gxypzq ´Πxypzq| ăn2δ
¨˝
Lpηqÿ
l“1
2ÿ
α“1
ImGxαxαpE ` iηlq‚˛
1{2 ¨˝
Lpηqÿ
l“1
2ÿ
α“1
ImGyαyαpE ` iηlq‚˛
1{2
,
where x1,y1 P RI1 and x2,y2 P RI2 are defined as in (6.6), and ηl is defined in (6.4).
Proof. The proof uses the spectral decomposition of G, and is the same as the one for [38, Lemma 7.12].
Lemma 6.4. Suppose pAk´1q holds. Then for any deterministic unit vector x,y P RI and z P Sk, we have
|Gxypzq ´Πxypzq| ă n2δ}x}1{2Π pzq}y}1{2Π pzq, (6.11)
and
ImGxxpzq ă n2δ
“
ImΠx1x1pzq ` ImΠx2x2pzq ` nCaδΦpzq}x}Πpzq
‰
. (6.12)
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Proof. This lemma is an easy consequence of Lemma 6.3, together with the following property for Stieltjes
transforms. Let
spzq “
ż
dµpzq
x´ z , z P C`,
be the Stieltjes transform of a measure µ. Then for any fixed E, η´1 Im spE ` iηq is decreasing in η, while
η Im spE ` iηq is increasing in η. The reader can refer to [38, Lemma 7.13] for more details.
The self-consistent comparison is performed using the following interpolating matrices between X , which
satisfies the assumptions of Theorem 2.11, and the Gaussian matrix XGauss.
Definition 6.5 (Interpolating matrices). Introduce the notations X0 :“ XGauss and X1 :“ X. Let ρ0iµ and
ρ1iµ be the laws of X
0
iµ and X
1
iµ, respectively. For θ P r0, 1s, we define the interpolated law
ρθiµ :“ p1´ θqρ0iµ ` θρ1iµ.
We shall work on the probability space consisting of triples pX0, Xθ, X1q of independent I1 ˆ I2 random
matrices, where the matrix Xθ “ pXθiµq has lawź
iPI1
ź
µPI2
ρθiµpdXθiµq. (6.13)
For λ P R, i P I1 and µ P I2, we define the matrix Xθ,λpiµq through´
X
θ,λ
piµq
¯
jν
:“
#
Xθiµ, if pj, νq ‰ pi, µq
λ, if pj, νq “ pi, µq .
We also introduce the matrices
Gθpzq :“ G `Xθ, z˘ , Gθ,λpiµqpzq :“ G´Xθ,λpiµq, z¯ .
By Theorem 2.7, we have that Lemma 6.2 holds if X “ X0. Moreover, using (6.13) and fundamental
calculus, we can get the following basic interpolation formula.
Lemma 6.6. For any differentiable function F : RI1ˆI2 Ñ C, we have that
d
dθ
EF pXθq “
ÿ
iPI1
ÿ
µPI2
„
EF
ˆ
X
θ,X1iµ
piµq
˙
´ EF
ˆ
X
θ,X0iµ
piµq
˙
(6.14)
provided all the expectations exist.
We shall apply Lemma 6.6 with F pXq “ F auvpX, zq for FuvpX, zq defined in (6.9). The main work is
devoted to proving the following self-consistent estimate for the right-hand side of (6.14).
Lemma 6.7. Suppose pAk´1q holds. Then for any fixed a P 2N, we have thatÿ
iPI1
ÿ
µPI2
„
EF auv
ˆ
X
θ,X1iµ
piµq , z
˙
´ EF auv
ˆ
X
θ,X0iµ
piµq , z
˙
“ O
´”
nCaδΦpzq}u}1{2
Π
}v}1{2
Π
ıa
` EF auvpXθ, zq
¯
, (6.15)
for all θ P r0, 1s, z P Sk and any deterministic unit vectors u,v P RI .
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Combining Lemma 6.6 and Lemma 6.7 with a Gro¨nwall’s argument, we get Lemma 6.2, which concludes
the proof of (2.38). It remains to prove Lemma 6.7. For this purpose, we compare X
θ,X0iµ
piµq and X
θ,X1iµ
piµq via a
common Xθ,0piµq, i.e. we will prove thatÿ
iPI1
ÿ
µPI2
”
EF auv
´
X
θ,Xuiµ
piµq , z
¯
´ EF auv
´
X
θ,0
piµq, z
¯ı
“ O
´”
nCaδΦpzq}u}1{2
Π
}v}1{2
Π
ıa
` EF auvpXθ, zq
¯
, (6.16)
for all u P t0, 1u, θ P r0, 1s, w P Sk, and any deterministic unit vectors u,v P RI .
Underlying the proof of (6.16) is an expansion approach which we will describe below. During the proof,
we always assume that pAk´1q holds. Also the rest of the proof is performed at a fixed z P Sk. We introduce
the I ˆI matrix ∆piµq :“ eieJµ ` eµeJi , whose pi, µq and pµ, iq-th entries are equal to 1, and all other entries
are zero. Then we have the resolvent expansion
Gθ,λ
1
piµq “ Gθ,λpiµq `
Kÿ
k“1
pλ´ λ1qkGθ,λpiµq
´
∆piµqG
θ,λ
piµq
¯k
` pλ ´ λ1qK`1Gθ,λ1piµq
´
∆piµqG
θ,λ
piµq
¯K`1
. (6.17)
With this expansion, we can obtain the following bound on the entries of Gθ,λpiµq.
Lemma 6.8. Suppose that y is a random variable satisfying |y| ă t1{2n´1{2. Then for any deterministic
unit vector x,y P RI, we haveˇˇˇˇ´
G
θ,y
piµq
¯
xy
´Πxy
ˇˇˇˇ
ă n2δ}x}1{2
Π
}y}1{2
Π
, i P I1, µ P I2 . (6.18)
Proof. The proof is based on the expansion (6.17) with λ “ Xθiµ and λ1 “ y, and Lemma 6.4 for Gθ. In the
proof, we need to use that for any deterministic unit vector x P RI ,
}x}Πpzq À ̟´1pzq, }x}Πpzq ¨ |y| ă Φpzq À n´ϑ{2, (6.19)
by (2.28) and (2.34). For more details of the proof, we refer the reader to [38, Lemma 7.14].
In the following proof, for simplicity of notations, we denote fpiµqpλq :“ F auvpXθ,λpiµqq. We shall use f
prq
piµq
to denote the r-th derivative of fpiµq with respect to λ. With Lemma 6.8 and (6.17), it is easy to prove the
following result.
Lemma 6.9. Suppose that y is a random variable satisfying |y| ă t1{2n´1{2. Then for any fixed r P N,ˇˇˇ
f
prq
piµqpyq
ˇˇˇ
ă n2δpr`aq}u}a{2
Π
}v}a{2
Π
}ei}r{2Π }eµ}r{2Π . (6.20)
Let y be a random variable satisfying |y| ă t1{2n´1{2. Using the Taylor expansion of fpiµq and (6.19), we
get that
fpiµqpyq “
4a`4ÿ
r“0
yr
r!
f
prq
piµqp0q `Oă
´
Φa`4}x}a{2
Π
}y}a{2
Π
¯
, (6.21)
provided Ca is chosen large enough in (6.3). Therefore we have for u P t0, 1u,
EF auv
´
X
θ,Xuiµ
piµq
¯
´ EF auv
´
X
θ,0
piµq
¯
“ E “fpiµq `Xuiµ˘´ fpiµqp0q‰
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“ E fpiµqp0q `
t
2n
E f
p2q
piµqp0q `
4a`4ÿ
r“4
tr{2
r!
E f
prq
piµqp0qE
`
Xuiµ
˘r `Oă ´Φa`4}x}a{2Π }y}a{2Π ¯ ,
where we used that Xuiµ has vanishing third moment. We remark that this is the only place where we need
the condition (2.36). By (2.37), we have that for any fixed r P N,ˇˇ
E
`
Xuiµ
˘r ˇˇ À n´r{2. (6.22)
Thus to show (6.16), we only need to prove that for r “ 4, 5, ..., 4a` 4,
tr{2
nr{2
ÿ
iPI1
ÿ
µPI2
ˇˇˇ
E f
prq
piµqp0q
ˇˇˇ
“ O
´”
nCaδΦpzq}u}1{2
Π
}v}1{2
Π
ıa
` EF auvpXθ, zq
¯
. (6.23)
In order to get an estimate in terms of the matrix Xθ only as on the right-hand side of (6.23), we want to
replace Xθ,0piµq in fpiµqp0q “ F auvpXθ,0piµqq with Xθ “ X
θ,Xθiµ
piµq on the left-hand side.
Lemma 6.10. Suppose that
tr{2
nr{2
ÿ
iPI1
ÿ
µPI2
ˇˇˇ
E f
prq
piµqpXθiµq
ˇˇˇ
“ O
´”
nCaδΦpzq}u}1{2
Π
}v}1{2
Π
ıa
` EF auvpXθ, zq
¯
(6.24)
holds for r “ 4, ..., 4a` 4. Then (6.23) holds for r “ 4, ..., 4a` 4.
Proof. The proof is the same as the one for [38, Lemma 7.16].
It remains to prove (6.24). For simplicity, in the following proof we abbreviate Xθ ” X . In order to
exploit the detailed structure of the derivatives on the left-hand side of (6.24), we introduce the following
algebraic objects.
Definition 6.11 (Words). Given i P I1 and µ P I2. Let W be the set of words of even length in two
letters ti,µu. We denote the length of a word w P W by 2ℓpwq with ℓpwq P N. We use bold symbols to
denote the letters of words. For instance, w “ t1s2t2s3 ¨ ¨ ¨ trsr`1 denotes a word of length 2r. Define
Wr :“ tw PW : ℓpwq “ ru to be the set of words of length 2r, and such that each word w PWr satisfies that
tlsl`1 P tiµ,µiu for all 1 ď l ď r. Next we assign to each letter a value r¨s through ris :“ i and rµs :“ µ,
which are regarded as summation indices. Finally, to each word w we assign a random variable Auv,i,µpwq
as follows. If ℓpwq “ 0 we define
Auv,i,µpwq :“ Guv ´Πuv.
If ℓpwq ě 1, say w “ t1s2t2s3 ¨ ¨ ¨ trsr`1, we define
Auv,i,µpwq :“ Gurt1sGrs2srt2s ¨ ¨ ¨GrsrsrtrsGrsr`1sv. (6.25)
Notice the words are constructed such that, by (6.17),ˆ B
BXiµ
˙r
pGuv ´Πuvq “ p´1qrr!
ÿ
wPWr
Auv,i,µpwq,
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with which we get that
f
prq
piµq “ p´1qr
ÿ
ℓ1`¨¨¨`ℓa“r
a{2ź
s“1
`
ℓs!ℓs`a{2!
˘ ¨˝ ÿ
wsPWℓs
ÿ
ws`a{2PWℓs`a{2
Auv,i,µpwsqAuv,i,µpws`a{2q‚˛.
Then to prove (6.24), it suffices to show that
tr{2
nr{2
ÿ
iPI1
ÿ
µPI2
ˇˇˇˇ
ˇˇE a{2ź
s“1
Auv,i,µpwsqAuv,i,µpws`a{2q
ˇˇˇˇ
ˇˇ “ O´”nCaδΦpzq}u}1{2Π }v}1{2Π ıa ` EF auvpX, zq¯ (6.26)
for 4 ď r ď 4a` 4 and all words w1, ..., wa PW satisfying ℓpw1q` ¨ ¨ ¨` ℓpwaq “ r. To avoid the unimportant
notational complications associated with the complex conjugates, we will actually prove that
tr{2
nr{2
ÿ
iPI1
ÿ
µPI2
ˇˇˇˇ
ˇE aź
s“1
Auv,i,µpwsq
ˇˇˇˇ
ˇ “ O´”nCaδΦpzq}u}1{2Π }v}1{2Π ıa ` EF auvpX, zq¯ . (6.27)
The proof of p6.26q is essentially the same but with slightly heavier notations. Treating empty words
separately, we find that it suffices to prove
tr{2
nr{2
ÿ
iPI1
ÿ
µPI2
E
ˇˇˇˇ
ˇAa´buv,i,µpw0q bź
s“1
Auv,i,µpwsq
ˇˇˇˇ
ˇ “ O´”nCaδΦpzq}u}1{2Π }v}1{2Π ıa ` EF auvpX, zq¯ (6.28)
for 4 ď r ď 4a` 4, 1 ď b ď a, and words such that ℓpw0q “ 0,
řb
s“1 ℓpwsq “ r and ℓpwsq ě 1 for s ě 1.
Finally, it remains to prove estimate (6.28). Using Lemma 6.4 and (6.19), we obtain the following bounds
for any word w:
|Auv,i,µpwq| ă n2δpℓpwq`1q}ei}ℓpwq{2Π }eµ}ℓpwq{2Π }u}1{2Π }v}1{2Π ; (6.29)
for ℓpwq “ 1, we have
|Auv,i,µpwq| ă |Gui||Gvµ| ` |Guµ||Gvi|; (6.30)
for ℓpwq ě 2, we have
|Auv,i,µpwq| ă n2δpℓpwq´1q
”
|Gui||Gvi|}ei}pℓpwq´2q{2Π }eµ}ℓpwq{2Π ` |Guµ||Gvµ|}ei}ℓpwq{2Π }eµ}pℓpwq´2q{2Π
ı
` n2δpℓpwq´1q p|Gui||Gvµ| ` |Guµ||Gvi|q }ei}pℓpwq´1q{2Π }eµ}pℓpwq´1q{2Π ;
(6.31)
Define u1,v1 P RI1 and u2,v2 P RI2 as in (2.35). Then with Lemma 4.3, we can get that
t
n
ÿ
iPI1
|Gui|2 ` t
n
ÿ
µPI2
|Guµ|2 À t ImGu1u1 ` ImGu2u2 ` η |Gu1u1 | ` η |Gu2u2 |
nη
ă tn2δ
ImΠu1u1 ` ImΠu2u2 ` nCaδΦpzq}u}Π ` η}u}Π
nη
ă npCa`2qδ}u}Π
ˆ
t2Ψ2pzq}u}Π ` t
n
}u}Π ` t
nη
Φ
˙
À npCa`2qδ}u}Π ¨̟Φ2, (6.32)
56
where in the second step we used the two bounds in Lemma 6.4, in the third step we used
ImΠuαuα À pη ` t Immw,tq }u}2Π, α “ 1, 2,
by the definition of Π, and in the last step we used the definition of Φ in (2.33) and }u}Π À ̟´1 by (2.28).
We have a similar estimate by replacing u with v. Using (3.61) and (3.67), we can get that
t
n
ÿ
iPI1
}ei}2Π `
t
n
ÿ
µPI2
}eµ}2Π À
t
p
pÿ
i“1
1
|di ´ ζt|2 À 1. (6.33)
Now we consider the following cases for the left-hand side of (6.28).
Case 1: There exist at least two words ws with ℓpwsq “ 1. Then we have b ď r ď 2b ´ 2. Furthermore,
using (6.29)-(6.32), we can bound
tr{2
nr{2
ÿ
iPI1
ÿ
µPI2
ˇˇˇˇ
ˇAa´buv,i,µpw0q bź
s“1
Auv,i,µpwsq
ˇˇˇˇ
ˇ
ă n2δpr´4`bqF a´buv pXq}u}b{2´1Π }v}b{2´1Π ̟´pr´2q
tr{2´2
nr{2´2
t2
n2
ÿ
iPI1
ÿ
µPI2
`|Gui|2|Gvµ|2 ` |Guµ|2|Gvi|2˘
ă n2δpr`bqF a´buv pXq}u}b{2Π }v}b{2Π ̟´pr´2q p̟Φqr´4
`
nCaδ̟Φ2
˘2
ď F a´buv pXq}u}b{2Π }v}b{2Π
´
nCaδ{2`4δΦ
¯r
(6.34)
where we also used t1{2n´1{2 ď ̟Φ in the second step. If we take Ca “ 100, then under (6.3) we have
nCaδ{2`4δΦ ! 1, so we can bound (6.34) as
(6.34) ă F a´buv pXq
´
n3Caδ{4}u}1{2
Π
}v}1{2
Π
Φ
¯b
.
Case 2: There is at most one word ws with ℓpwsq “ 1. Then we have r ě maxtb, 2b ´ 1u. Furthermore,
using (6.29)-(6.33), we can bound
tr{2
nr{2
ÿ
iPI1
ÿ
µPI2
ˇˇˇˇ
ˇAa´buv,i,µpw0q bź
s“1
Auv,i,µpwsq
ˇˇˇˇ
ˇ
ă n2δpr´2`bqF a´buv pXq}u}b{2´1{2Π }v}b{2´1{2Π ̟´pr´4q
tr{2´2
nr{2´2
ˆ t
2
n2
ÿ
iPI1
ÿ
µPI2
“|Gui||Gvi|}eµ}2Π ` |Guµ||Gvµ|}ei}2Π ` p|Gui||Gvµ| ` |Guµ||Gvi|q }ei}Π}eµ}Π‰
ă n2δpr`bqF a´buv pXq}u}b{2Π }v}b{2Π ̟´pr´4q p̟Φqr´4
`
nCaδ̟Φ2
˘
ď F a´buv pXq}u}b{2Π }v}b{2Π
´
nCaδ{2`8δΦ
¯r´2
. (6.35)
If we take Ca “ 100, then under (6.3) we have nCaδ{2`8δΦ ! 1. Moreover, if r ě 4 and r ě 2b ´ 1, then
r ě b ` 2. Thus we can bound (6.35) as
(6.35) ă F a´buv pXq
´
n3Caδ{4}u}1{2
Π
}v}1{2
Π
Φ
¯b
.
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Combining the above two cases, we conclude that
tr{2
nr{2
ÿ
iPI1
ÿ
µPI2
E
ˇˇˇˇ
ˇAa´buv,i,µpw0q bź
s“1
Auv,i,µpwsq
ˇˇˇˇ
ˇ ď EF a´bv pXq ”nCaδ}u}1{2Π }v}1{2Π Φıb .
Now (6.28) follows from Ho¨lder’s inequality. This concludes the proof of (6.24), which further implies (6.16),
which gives Lemma 6.7, which then concludes the proof of Lemma 6.2, which finally implies Lemma 6.1.
Hence we have concluded the proof of the anisotropic local law (2.38).
6.2 The averaged local law
In this section, we prove the averaged local laws (2.39) and (2.40). The proof is similar to that for (2.38) in
previous subsection, and we only explain the main differences. A great simplification is that the bootstrapping
argument is not necessary, since we already have a good bound on the resolvent entries by (2.38). In analogy
to (6.9), we define
rF pX, zq : “ |mpzq ´mw,tpzq| “
ˇˇˇˇ
ˇ1p ÿ
iPI1
pGiipX, zq ´Πiipzqq
ˇˇˇˇ
ˇ .
Moreover, by Theorem 2.7, (2.39) and (2.40) hold for Gaussian X . For simplicity of notations, we denote
φpzq :“ 1
nη
1Eďλ`,t `
ˆ
1
npκ` ηq `
1
pnηq2?κ` η `
Φ
nη
˙
1Eąλ`,t , for z “ E ` iη.
Then following the argument in previous subsection, analogous to (6.24), we only need to prove that for any
fixed a P 2N and r “ 4, ..., 4a` 4,
tr{2
nr{2
ÿ
iPI1
ÿ
µPI2
ˇˇˇˇ
E
ˆ B
BXiµ
˙r rF apXqˇˇˇˇ “ O´`nδφpzq˘a ` E rF apXq¯ , (6.36)
for any small constant δ ą 0. Then similar to (6.27), it suffices to prove that
tr{2
nr{2
ÿ
iPI1
ÿ
µPI2
ˇˇˇˇ
ˇˇE
˜
1
n
ÿ
jPI1
Aejej ,i,µpw0q
¸a´b bź
s“1
˜
1
n
ÿ
jPI1
Aejej ,i,µpwsq
¸ˇˇˇˇ
ˇˇ “ O´`nδφpzq˘a ` E rF apXq¯ (6.37)
for 4 ď r ď 4a ` 4, 1 ď b ď a, and words such that ℓpw0q “ 0,
řb
s“1 ℓpwsq “ r and ℓpwsq ě 1 for s ě 1.
Using (2.38), similar to (6.32), we can get that for any deterministic unit vector u P RI ,
1
n
ÿ
iPI1
|Gui|2 ` 1
n
ÿ
µPI2
|Guµ|2 ă }u}Π
ˆ
t
̟
Ψ2pzq ` 1
n̟
` Φ
nη
˙
À φpzq}u}Π. (6.38)
where in the second step we used (2.23), (2.10) and the definition of ̟ in (2.28). Now using (2.38) and
(6.38), we can bound that for any j P I1 and word w with ℓpwq ě 1,ˇˇˇˇ
ˇ 1n ÿ
jPI1
Aejej ,i,µpwq
ˇˇˇˇ
ˇ ă }ei}ℓpwq{2Π }ei}ℓpwq{2Π φpzq. (6.39)
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With (6.39), for any r ě 4, we can bound that
tr{2
nr{2
ÿ
iPI1
ÿ
µPI2
ˇˇˇˇ
ˇ bź
s“1
˜
1
n
ÿ
jPI1
Aejej ,i,µpwsq
¸ˇˇˇˇ
ˇ ă tr{2nr{2 ÿ
iPI1
ÿ
µPI2
}ei}r{2Π }ei}r{2Π φb ă
tr{2´2
nr{2´2
̟´pr´4qφb ď φb,
where we used (6.33) in the second step. Thus the left-hand side of (6.37) can be bounded as
tr{2
nr{2
ÿ
iPI1
ÿ
µPI2
ˇˇˇˇ
ˇˇE
˜
1
n
ÿ
jPI1
Aejej ,i,µpw0q
¸a´b bź
s“1
˜
1
n
ÿ
jPI1
Aejej ,i,µpwsq
¸ˇˇˇˇ
ˇˇ ă E rF a´bpXqφb.
Applying Holder’s inequality, we get (6.36), which completes the proof of (2.39) and (2.40).
A Matching properties for rectangular free convolutions
In this section, with the estimates proved in Section 3, we compare the edge behaviors of two free rectangular
convolutions when their initial measures at t “ 0 satisfy certain matching properties. The estimates proved
in this section will be used in [14] to study the evolution of the rectangular DBM. We also expect these
estimates to be of independent interest from the point of view of free probability theory. We remark that
similar matching properties for additive free convolution have been established in [39, Section 7.3].
Let t0 “ n´1{3`ω0 for some constant 0 ă ω0 ă 1{3, and let ψ ą 0 be a fixed constant. We consider two
probability measures ρ1 and ρ2 having densities on the interval r0, 2ψs, such that for some constant cψ ą 0,
ρ1pψ ´ xq “ ρ2pψ ´ xq
ˆ
1`O
ˆ |x|
t2
0
˙˙
, 0 ď x ď cψt20, (A.1)
and
ρ1pxq “ ρ2pxq “ 0 on rψ, 2ψs, ρ2pxq „
a
ψ ´ x on rψ ´ cψ, ψs. (A.2)
Let ρ1,t and ρ2,t be the rectangular free convolutions of the MP law with ρ1 and ρ2, respectively. We denote
the Stieltjes transform of ρi,t by mi,t. By (3.3), mi,t satisfies the equation
1
cnt
ˆ
1´ 1
bi,t
˙
“
ż
ρipxq
x´ ζipz, tqdx, i “ 1, 2, (A.3)
where
bi,tpzq :“ 1` cntmi,tpzq, ζipz, tq :“ b2i,tz ´ bi,ttp1´ cnq. (A.4)
Moreover, as in Section 3, we introduce the notations ξipz, tq :“ ζipz, tq ´ψ and ζipz, tq “ αipz, tq ` iβipz, tq.
Throughout this section, we assume that t ď t0 and |E ´ ψ| ` η ď τt20 for some small constant τ ą 0.
Then with the square root behavior of ρi, i “ 1, 2, one can check that
|mipzq| À 1, |Bzmipzq| ď p|E ´ ψ| ` ηq´1{2, z “ E ` iη, (A.5)
and that (2.5) and (2.6) hold for mipzq with η˚ “ 0. Hence by replacing λ` with ψ, Lemma 3.6 can be
applied to any z with ψ ´ 3cψ{4 ď E ď ψ ` 3cψ{4 and 0 ď η ď 10. Moreover, all the analysis in Section 3
goes through for any 0 ă t ď t0. In particular, ρi,t has a right edge at, say, λi,t, and we have
ξ`,iptq :“ ξipλi,t, tq „ t2 (A.6)
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by (3.17). Moreover, for E ď λi,t, we have
|αi ´ ξi,t| „ |E ´ λi,t|, βi „ t|E ´ λi,t|1{2, (A.7)
by (3.35) and (3.25). Using Lemma 3.20 and (A.5), we can obtain the following estimate.
Lemma A.1. For z satisfying |E ´ ψ| ` η ď τt2
0
, we have
|Bzmi,tpzq| À pκi ` ηq´1{2, (A.8)
where we denoted κi :“ |E ´ λi,t|.
Proof. Taking the derivative of equation (A.3) with respect to z, we get that
|Bzmi,tpzq| À |Bζmipζiq| |Bzζi| À |Φ
1
ipζiq|´1a|αi| ` βi , (A.9)
where we used (A.5) and equation Φipζiq “ z by (3.5) with
Φipζq :“ ζp1 ´ cntmipζqq2 ` p1 ´ cnqtp1´ cntmipζqq, i “ 1, 2.
If κi ` η ď τ1t2 for some small contant τ1 ą 0, we have |αi ´ ξ`,i| ` βi „ t?κi ` η by (3.53). Together with
(3.54), we get from (A.9) that
|Bzmi,tpzq| À |Bζmipζiq| |Bzζi| À ta|αi| ` βi?κi ` η À 1?κi ` η ,
where in the second step we used |αi| Á t2 by (A.6). On the other hand, if κi ` η ą τ1t2, we have
|αi| ` βi „ |αi ´ ξ`,i| ` βi „ κi ` η by Lemma 3.13. Again using (3.54), we get from (A.9) that
|Bzmi,tpzq| À 1?
κi ` η .
This concludes the proof.
Due to the matching condition (A.1), we can show that ξ`,1 and ξ`,2 are close to each other.
Lemma A.2. We have that
|ξ`,1 ´ ξ`,2| À t
t0
t2, (A.10)
and
|λ1,t ´ ψ| ` |λ2,t ´ ψ| À t. (A.11)
Proof. By Lemma 3.3, ζ`,1 “ ψ ` ξ`,1 and ζ`,2 “ ψ ` ξ`,2 satisfy the equations Φ11pζ`,1q “ Φ12pζ`,2q “ 0,
from which we can derive the following equation of ζ`,1 and ζ`,2:
0 “ cntpm2pζ`,2q ´m1pζ`,1qq r2´ cntpm2pζ`,2q `m1pζ`,1qqs ` cnp1 ´ cnqt2pm12pζ`,2q ´m11pζ`,1qq (T1)
` 2cntζ`,2p1´ cntm2pζ`,2qqm12pζ`,2q ´ 2cntζ`,1p1 ´ cntm1pζ`,1qqm11pζ`,1q. (T2)
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For the term (T2), we decompose it as
pT 2q “ 2cntpζ`,2 ´ ζ`,1qp1 ´ cntm2pζ`,2qqm12pζ`,2q ` 2c2nt2ζ`,1pm1pζ`,1q ´m2pζ`,2qqm12pζ`,2q
` 2cntζ`,1p1´ cntm1pζ`,1qqpm12pζ`,2q ´m11pζ`,1qq.
Hence from (T1) and (T2), we obtain that
cnt r2ζ`,1p1 ´ cntm1pζ`,1qq ` p1 ´ cnqts pm12pζ`,2q ´m11pζ`,1qq “ ´2cntm12pζ`,2qp1´ cntm2pζ`,2qqpζ`,2 ´ ζ`,1q
´ cntpm2pζ`,2q ´m1pζ`,1qq
“
2´ cntpm2pζ`,2q `m1pζ`,1qq ´ 2cntζ`,1m12pζ`,2q
‰
. (A.12)
By (3.73), we have bi,t “ 1`Optq, which gives mipζ`,iq “ Op1q by (3.3). With this estimate and (3.21), we
can obtain from (A.12) the following boundˇˇ
m1
2
pζ`,2q ´m11pζ`,1q
ˇˇ À t´1|ζ`,2 ´ ζ`,1| ` |m2pζ`,2q ´m1pζ`,1q| À t´1|ζ`,2 ´ ζ`,1| ` 1. (A.13)
On the other hand, we have
m1
2
pζ`,2q ´m11pζ`,1q “ pξ`,1 ´ ξ`,2q
ż ψ
0
pp2ψ ` ξ`,1 ` ξ`,2q ´ 2xqρ1pxqdx
px´ ξ`,1 ´ ψq2px´ ξ`,2 ´ ψq2 `
ż
ρ2pxq ´ ρ1pxq
px´ ξ`,2 ´ ψq2 dx. (A.14)
With (A.1), we can bound the second term on the RHS asˇˇˇˇż
ρ2pxq ´ ρ1pxq
px´ ξ`,2 ´ ψq2 dx
ˇˇˇˇ
À 1` 1
t2
0
ż cψt20
0
x3{2dx
px` t2q2 `
ż cψ
cψt
2
0
?
xdx
px ` t2q2 À
1
t0
.
On the other hand, for the first term on the RHS of (A.12), we haveż ψ
0
pp2ψ ` ξ`,1 ` ξ`,2q ´ 2xqρ1pxqdx
px´ ξ`,1 ´ ψq2px´ ξ`,2 ´ ψq2 Á t
2
ż cψ
0
?
xdx
px` t2q4 Á t
´3.
Plugging the above two estimates into (A.13), we get (A.10). The estimate (A.11) can be obtained using
λ1,t ´ λ2,t “ Φ1pζ`,1q ´ Φ2pζ`,2q and (A.10).
Next we show that ξ1pλ1,t ´ xq and ξ2pλ2,t ´ xq match each other up to a negligible error.
Lemma A.3. Let 0 ă t ď t0n´ε0 for a constant ε0 ą 0. Suppose that 0 ď x ď τn´2εt20 for some small
enough constants τ, ε ą 0. Then we have that for any fixed D ą 0,
|β1pλ1,t ´ xq ´ β2pλ2,t ´ xq| À
ˆ
nεt
t0
` n´D
˙
t
?
x, (A.15)
and
|rξ`,1 ´ α1pλ1,t ´ xqs ´ rξ`,2 ´ α2pλ2,t ´ xqs| À
ˆ
nεt
t0
` n´D
˙
x. (A.16)
Proof. We divide the proof into two cases according to the value of x.
Case 1: Consider the case where 0 ď x ď n´δ0t2 for a sufficiently small constant 0 ă δ0 ă ε0{100. We shall
use the Taylor expansion (3.29). We claim thatˇˇˇ
Φ
pkq
1
pξ`,1q ´ Φpkq2 pξ`,2q
ˇˇˇ
À t
t0
1
t2pk´1q
. (A.17)
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In fact with (3.30) and (A.10), we can get thatˇˇˇ
Φ
pkq
1
pξ`,1q ´ Φpkq1 pξ`,2q
ˇˇˇ
À t
t0
1
t2pk´1q
. (A.18)
On the other hand, using (A.1) we can get that for k ě 1,ˇˇˇ
m
pkq
1
pξ`,2q ´mpkq2 pξ`,2q
ˇˇˇ
À 1` 1
t2
0
ż cψt20
0
x3{2dx
px` t2qk`1 `
ż cψ
cψt
2
0
?
xdx
px ` t2qk`1 À
1
t2
0
t2k´3
` 1
t2k´1
0
,
which further implies thatˇˇˇ
Φ
pkq
1
pξ`,2q ´ Φpkq2 pξ`,2q
ˇˇˇ
À t
ˇˇˇ
m
pk`1q
1
pξ`,2q ´mpk`1q2 pξ`,2q
ˇˇˇ
ď 1
t0t2k´3
. (A.19)
Combining (A.18) and (A.19), we conclude (A.17).
By (3.29) and (3.30), we have that for any fixed ℓ P N,
E ´ λi,t “
ℓÿ
k“2
Φ
pkq
i pξ`,iq
k!
pξipEq ´ ξ`,iqk `Op|ξipEq ´ ξ`,i|ℓ`1t´2ℓq. (A.20)
Using repeated back-substitution as in the proof of Lemma 3.9 and (A.17), we obtain that for 0 ď x ď n´δ0t2,
ξ`,1 ´ α1pλ1,t ´ xq “ pξ`,2 ´ α2pλ2,t ´ xqq
“
1`Opt{t0 ` n´Dq
‰
, (A.21)
and
β1pλ1,t ´ xq “ β2pλ2,t ´ xq
“
1`Opt{t0 ` n´Dq
‰
, (A.22)
for any fixed D ą 0, as long as we choose ℓ large enough depending on δ0 and D. With (A.7), we see that
(A.21) implies (A.16), while (A.22) implies (A.15).
Case 2: Then we consider the case where n´δ0t2 ď x ď τn´2εt20. In this case, we can check with (3.39)
that dα1,2{dE ą 0 for small enough δ0. Hence we can parameterize β1 “ β1pαq and β2 “ β2pαq for
α P tα1pλ1,t ´ xq : n´δ0t2 ď x ď τn´2εt20u Y tα2pλ2,t ´ xq : n´δ0t2 ď x ď τn´2εt20u. Since both pα, β1pαqq
and pα, β2pαqq satisfy equation (3.23), we obtain thatż
2xρ1pxqdx
px ´ α´ ψq2 ` β2
1
´
ż
2xρ2pxqdx
px´ α´ ψq2 ` β2
2
“ cnt
ˆ
1´ cn
cn
R1 `R2 `R3
˙
, (A.23)
where Ri, i “ 1, 2, 3, are defined as
R1 “ Imm1pζ1q
β1
´ Imm2pζ2q
β2
, R2 “ pImm2pζ2qq2 ´ pImm1pζ1qq2,
R3 “ Rem1pζ1q
ż px` α` ψqρ1pxqdx
px ´ α´ ψq2 ` β2
1
´ Rem2pζ2q
ż px` α` ψqρ2pxqdx
px´ α´ ψq2 ` β2
2
.
Here we denoted ζi “ α` ψ ` iβipαq, i “ 1, 2.
First, for the left-hand side of (A.23), we have
R0 :“
ż
2xρ1pxqdx
px´ α´ ψq2 ` β2
1
´
ż
2xρ2pxqdx
px´ α´ ψq2 ` β2
2
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“ pβ22 ´ β21q
ż
2xρ1pxqdx
rpx´ α´ ψq2 ` β2
1
s rpx´ α´ ψq2 ` β2
2
s `
ż
2xpρ1pxq ´ ρ2pxqqdx
px´ α´ ψq2 ` β2
2
. (A.24)
Using (A.1) and (A.7), we can bound ˇˇˇˇż
2xpρ1pxq ´ ρ2pxqqdx
px´ α´ ψq2 ` β2
2
ˇˇˇˇ
À 1
t0
. (A.25)
Then we bound the first term in (A.24). By (A.7), we have that |α ´ ξ`,i| Á n´δ0t2, i “ 1, 2. Moreover,
since δ0 ă ε0{100, we get from (A.10) that |α´ ξ`,i| " |ξ`,1 ´ ξ`,2|. Together with (A.7), we obtain that
|α´ ξ`,1| “ |α´ ξ`,2|p1` op1qq, β1 „ β2.
Then using Lemma 3.6 and (A.7), we get the lower boundż
2xρ1pxqdx
rpx´ α´ ψq2 ` β2
1
s rpx´ α´ ψq2 ` β2
2
s
Á 1pα ă 0q
a
|α| ` t|α´ ξ`,1|1{2
t3|α´ ξ`,1|3{2 `
1pα ě 0q
p|α| ` t|α´ ξ`,1|1{2q5{2 “: El,
(A.26)
and the upper boundż
2xρ1pxqdx
rpx´ α´ ψq2 ` β2
1
s rpx´ α´ ψq2 ` β2
2
s À
a
|α| ` t|α´ ξ`,1|1{2
t3|α´ ξ`,1|3{2 “: Eu.
(A.27)
Note that we have that
1pα ď 0q|α´ ξ`,1| „ 1pα ď 0q
´
|α| ` t|α´ ξ`,1|1{2
¯
, (A.28)
and
1pα ě 0q|α´ ξ`,1| Á n´δ01pα ě 0qp|α| ` t2q, (A.29)
using the estimates |α| À t2 and |α´ ξ`,1| Á t2n´δ0 when α ě 0. In particular, from (A.29) we get that
Eu À n3δ0{2El. (A.30)
Then we control the right-hand side of (A.23). First R1 can be bounded in the same way as (A.24):
t|R1| “ t
ˇˇˇˇż
dµ1,0pxq
px´ α´ ψq2 ` β2
1
´
ż
dµ2,0pxq
px´ α´ ψq2 ` β2
2
ˇˇˇˇ
À t
t0
` tEu|β22 ´ β21 |. (A.31)
For R2, we can simply use (A.5) to bound it as
t|R2| À t. (A.32)
Finally, for term R3 we have
t|R3| À t|Rem1pζ1q ´ Rem2pζ2q|
ż
ρ1pxqdx
px´ α´ ψq2 ` β2
1
` t|Rem2pζ2q|p|R0| ` |R1|q
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À
a
|α| ` t|α´ ξ`,1|1{2
|α´ ξ`,1|1{2 ` tp|R0| ` |R1|q À n
δ0{2 ` tp|R0| ` |R1|q, (A.33)
where we used (3.13) in the second step, and (A.28) and (A.29) in the last step. Combining (A.31)-(A.33),
we get that
|ctpR1 `R2 `R3q| ď n´2δ0 ¨
`
Eµ|β22 ´ β21 | ` t´10
˘
(A.34)
as long as δ0 is small enough. Plugging (A.24)-(A.27), (A.30) and (A.34) into (A.23), we obtain that
|β2
2
´ β2
1
|El À n´2δ0Eµ|β22 ´ β21 | ` t´10 ñ |β2 ´ β1| À
1
t0|β2 ` β1|El .
Then using (A.7), (A.28) and (A.29), we can simplify the bound as
|β2 ´ β1| À 1tαă0u
t2|α´ ξ`,1|
t0
a
|α| ` t|α´ ξ`,1|1{2
` 1αě0 p|α| ` t|α´ ξ`,1|
1{2q5{2
t0t|α´ ξ`,1|1{2
À 1tαă0u
t
t0
t|α´ ξ`,1|1{2 ` n2δ01αě0 t
t0
t|α´ ξ`,1|1{2 ď n
2δ0t
t0
´
t|α´ ξ`,1|1{2
¯
. (A.35)
This bound shows that β1 and β2 are close to each other if taking the same variable α.
Now fix an n´δ0t2 ď x ď τn´2εt2
0
. We choose E˚ ” E˚pxq such that α2pE˚q “ α1pλ1,t ´ xq “: α˚, and
write
β1pλ1,t ´ xq ´ β2pλ2,t ´ xq “ pβ1pλ1,t ´ xq ´ β2pE˚qq ` pβ2pE˚q ´ β2pλ2,t ´ xqq . (A.36)
We have shown that β1pλ1,t ´ xq ´ β2pE˚q is small in (A.35). For the second term on the right-hand side,
we need to control E˚ ´ pλ2,t ´ xq. Let Ei ” Eipαq be the inverse function of αi ” αipEq, i “ 1, 2. Then
from (A.20) we get that for y ď τ1n´δ0t2 for some small enough constant τ1 ą 0,
λ1,t ´ E1pζ`,1 ´ yq “ pλ2,t ´ E2pζ`,2 ´ yqqp1 `Opt{t0 ` n´Dqq.
Next we show that dE1{dα and dE2{dα are close to each other for α that is at least t2n´δ0 away from ξ1,t.
More precisely, we shall prove the boundˇˇˇˇ
dE1
dα
´ dE2
dα
ˇˇˇˇ
À n
4δ0t
t0
, for ξ`,1 ´ α Á n´δ0t2. (A.37)
If (A.37) holds, then we get that for any y À n´2εt2
0
,
pλ1,t ´ E1pζ`,1 ´ yqq “ pλ2,t ´ E2pζ`,2 ´ yqqp1`Opn4δ0t{t0 ` n´Dqq. (A.38)
Taking ζ`,1 ´ y “ α˚, we get from (A.38) that
E˚ ´ pλ2,t ´ xq “ E2pα˚q ´ E2pα˚ ` ζ`,2 ´ ζ`,1q `Opn4δ0xt{t0 ` xn´Dq. (A.39)
Using (3.39) and the arguments below it, we can check that for small enough δ0,
ReΦ12pζq „
ż
4cntβ
2xρ2pxq
rpx´ α´ λ`q2 ` β2s2
dx
„ 1pα ă 0q
a
|α| ` t|α´ ξ`,2|1{2
|α´ ξ`,2|1{2 `
1pα ě 0qt3|α´ ξ`,2|
p|α| ` t|α´ ξ`,2|1{2q5{2 Á n
´δ0 ,
(A.40)
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where in the last step we used similar estimates as in (A.28) and (A.29) with ξ`,1 replaced by ξ`,2. Combining
(A.40) with (3.54), we get
dE2
dα
“ |Φ
1
2
pζq|2
ReΦ1
2
pζq À n
δ0 .
Hence applying mean value theorem to (A.39), we get that for any fixed D ą 0,
|E˚ ´ pλ2,t ´ xq| À nδ0 |ζ`,2 ´ ζ`,1| ` n5δ0x t
t0
` xn´D À x
ˆ
n5δ0
t
t0
` n´D
˙
,
where we used (A.10) and x ě n´δ0t2 in the second step. Combining this estimate with (A.8) and |BEβ2| À
t|BEm2,t|, we get that
|β2pE˚q ´ β2pλ2,t ´ xq| À t
?
x
ˆ
n5δ0
t
t0
` n´D
˙
. (A.41)
Finally, using (A.41) and (A.35), we conclude from (A.36) that (A.15) holds for Case 2.
Next we show that (A.37) implies (A.16). We introduce the functions
fipxq “ ξ`,i ´ αipλi,t ´ xq, i “ 1, 2.
By (A.21), we have already seen that
f1pxq “ f2pxqp1 `Opt{t0 ` n´Dqq, x ď n´δ0t2. (A.42)
It remains to consider the case x ě n´δ0t2. Both f1 and f2 are bijections on some intervals, and their inverses
satisfy
f´1
1
pyq “ f´1
2
pyq `1`Opn5δ0t{t0q˘ (A.43)
by (A.37). Thus we can write
f1pxq ´ f2pxq “ f2pf
´1
2
pf1pxqqq ´ f2pf´11 pf1pxqqq
f´1
2
pf1pxqq ´ f´11 pf1pxqq
“
f´1
2
pf1pxqq ´ f´11 pf1pxqq
‰
. (A.44)
By (A.40), we have ReΦ1
2
pζq À 1, and by (3.54), we have |Φ1
2
pζq| Á n´δ0{2 for x ě n´δ0t2. Thus we get
dα
dE2
“ ReΦ
1
2pζq
|Φ1
2
pζq|2 À n
δ0 ,
which gives that ˇˇˇˇ
f2pf´12 pf1pxqqq ´ f2pf´11 pf1pxqqq
f´1
2
pf1pxqq ´ f´11 pf1pxqq
ˇˇˇˇ
À nδ0 .
Plugging it into (A.44) and using (A.43), we obtain that
f1pxq “ f2pxqp1 `Opn6δ0t{t0qq, (A.45)
which concludes (A.16) for Case 2.
It still remains to prove the estimate (A.37). With equation (3.37), we obtain that
dE1
dα
´ dE2
dα
“ |Φ
1
1pζ1q|2
ReΦ1
1
pζq ´
|Φ12pζ2q|2
ReΦ1
2
pζq . (A.46)
65
To control (A.46), we need to bound |Φ1
1
pζ1q ´ Φ12pζ2q|:
Φ1
1
pζ1q ´ Φ12pζ2q “ cntpm2pζ2q ´m1pζ1qqp2 ´ cntm1pζ1q ´ cntm2pζ2qq ` cnp1´ cnqt2pm12pζ2q ´m11pζ1qq
` 2cnt
“
ζ2m
1
2pζ2qp1 ´ cntm2pζ2qq ´ ζ1m11pζ1qp1 ´ cntm1pζ1qq
‰ “: K1 `K2 `K3. (A.47)
First, with (A.5) we can bound
|K1| À t. (A.48)
For the terms K2 and K3, we need to bound |m12pζ2q ´m11pζ1q|:
m1
2
pζ2q ´m11pζ1q “
ż pρ2pxq ´ ρ1pxqqdx
px´ ζ2q2 `
ż „
1
px´ ζ2q2 ´
1
px´ ζ1q2

ρ1pxqdx “: P1 ` P2.
As in (A.25), we can bound |P1| À t´10 . For the term P2, we write it as
P2 “ ipβ2 ´ β1q
ż px´ ζ1q ` px´ ζ2q
px ´ ζ1q2px´ ζ2q2 ρ1pxqdx.
When α ě 0, we use (A.35) and (3.14) to bound
|P2| À n
2δ0t
t0
t|α´ ζ`,1|1{2
ż ˆ
1
|x´ ζ1||x´ ζ2|2 `
1
|x´ ζ1|2|x´ ζ2|
˙
ρ1pxqdx
À n
2δ0
t0
t2|α´ ζ`,1|1{2
p|α| ` t|α´ ζ`,1|1{2q3{2 À
n2δ0
t0
,
where in the last step we used |α| À t2 and |α| ` t|α ´ ζ`,1|1{2 Á t2 for α ě 0. If α ă 0, with (3.13) we get
that
|P2| À n
2δ0t
t0
t|α´ ζ`,1|1{2
a
|α| ` t|α´ ξ`,1|1{2
t2|α´ ξ`,1| À
n2δ0
t0
,
where in the last step we used |α´ ξ`,1| Á |α| ` t2 for α ď 0. With similar arguments, we can show that
t|m1
2
pζ2q| ` t|m11pζ1q| À 1.
Together with the estimates on P1 and P2, we conclude
|m1
2
pζ2q ´m11pζ1q| À
n2δ0
t0
,
which implies
|K2| ` |K3| À t|m2pζ2q ´m1pζ1q| ` t|m12pζ2q ´m11pζ1q| À
n2δ0t
t0
. (A.49)
Together with (A.48), we obtain that
|Φ1
1
pζ1q ´ Φ12pζ2q| À
n2δ0t
t0
.
Inserting it into (A.46) and using (A.40), we can get (A.37).
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With Lemma A.3, it is easy to prove the matching properties for the real and imaginary parts of m1,t
and m2,t.
Lemma A.4. Under the assumptions of Lemma A.3, we have that for any fixed D ą 0,
ρ1,tpλ1,t ´ xq “ ρ2,tpλ2,t ´ xq
ˆ
1`O
ˆ
nεt
t0
` n´D
˙˙
, (A.50)
and
|Rerm1,tpλ1,t ´ xq ´m1,tpλ1,tqs ´ Rerm2,tpλ2,t ´ xq ´m2,tpλ2,tqs| À
ˆ
nε
t0
` n
´D
t
˙
x. (A.51)
Proof. With (A.4), for Ei :“ λi,t ´ x, i “ 1, 2, we get that
βipEiq “ r2EiRe bi,tpEiq ´ p1´ cnqts ¨ πcntρi,tpEiq. (A.52)
Using (3.73) and (A.11), we get
2E1Re b1,tpE1q ´ p1´ cnqt
2E2Re b2,tpE2q ´ p1´ cnqt “ 1`Optq.
Together with (A.15) and the estimate βi „ t
?
x, we conclude (A.50) from (A.52). Moreover, by (3.25),
(3.35) and (A.52), we have that
ρipλi,t ´ xq „
?
x, i “ 1, 2, for 0 ď x ď τ, (A.53)
as long as the constant τ ą 0 is sufficiently small. Now for (A.51), with (A.4) we get that
αipEq ` ψ “ E
“pRe bi,tpEqq2 ´ π2c2nt2pρi,tpEqq2‰´ p1´ cnqtRe bi,tpEq. (A.54)
Using (A.54) and ρi,tpλi,tq “ 0, we obtain that
ξ`,i ´ αipEiq “ x
“pRe bi,tpEiqq2 ´ π2c2nt2pρi,tpEiqq2‰´ cnp1´ cnqt2 Re rmi,tpλi,tq ´mi,tpEiqs
` λi,t
“
Re pbi,tpλi,tq ` bi,tpEiqq ¨ cntRe pmi,tpλi,tq ´mi,tpEiqq ` π2c2nt2pρi,tpEiqq2
‰
“ x` rλi,t Re pbi,tpλi,tq ` bi,tpEiqq ´ p1´ cnqts cntRe pmi,tpλi,tq ´mi,tpEiqq `Opxtq, (A.55)
where we used (3.73) and (A.53) in the second step. Now with (3.35), we can obtain from (A.55) that
|Re pmi,tpλi,tq ´mi,tpEiqq| À x
t
. (A.56)
Inserting it back into (A.55) and using (A.11), we get
ξ`,i ´ αipEiq “ x` 2E1cntRe pmi,tpλi,tq ´mi,tpEiqq `Opxtq, i “ 1, 2. (A.57)
Combining (A.57) with (A.16), we conclude (A.51).
Lemma A.5. Suppose the assumptions of Lemma A.3 hold. If 0 ď x ď τn´2εt0t, then we have that for any
constant D ą 0,
|Re rm1,tpλ1,t ` xq ´m1,tpλ1,tqs ´ Re rm2,tpλ2,t ` xq ´m2,tpλ2,tqs| À
˜
nε
t1{2
t
1{2
0
` n´D t
1{2
0
t1{2
¸
x1{2. (A.58)
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Proof. We fix a scale η ď τn´2εt2
0
, and estimate that
|Re rm1,tpλ1,t ` xq ´m1,tpλ1,tqs ´ Re rm2,tpλ2,t ` xq ´m2,tpλ2,tqs|
ď
ˇˇˇˇż
Eěη
ˆ
1
E
´ 1
E ` x
˙
ρ1,tpλ1,t ´ EqdE
ˇˇˇˇ
`
ˇˇˇˇż
Eěη
ˆ
1
E
´ 1
E ` x
˙
ρ2,tpλ1,t ´ EqdE
ˇˇˇˇ
`
ˇˇˇˇż
0ďEďη
rρ2,tpλ2,t ´ Eq ´ ρ1,tpλ1,t ´ Eqs
ˆ
1
E
´ 1
E ` x
˙
dE
ˇˇˇˇ
“: A1 `A2 `A3.
By the square root behavior of ρi,t around λi,t, we can get the bound
|A1| ` |A2| À x
η1{2
.
One the other hand, using (A.50) we can bound that
|A3| À
ˆ
nε
t
t0
` n´D
˙
η1{2.
Finally, we can conclude the proof by choosing η “ xpt0{tq.
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