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Abstract
We introduce Verblunsky-type coefficients of Toeplitz and Hankel
matrices, which correspond to the discrete Dirac and canonical sys-
tems generated by Toeplitz and Hankel matrices, respectively. We
prove one to one correspondences between positive-definite Toeplitz
(Hankel) matrices and their Verblunsky-type coefficients as analogs of
the well-known Verblunsky’s theorem. Several interconnections with
the spectral theory are described as well.
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1 Introduction
Orthogonal scalar and matrix polynomials is an important and actively stud-
ied domain (see, e.g., [2,4–6,9,14–18,28,30] and numerous references therein).
In his interesting talk on the spectral theory of orthogonal polynomials [29],
B. Simon mentioned “two tribes” working in this domain. Namely, the spe-
cialists in orthogonal polynomials and the specialists in spectral theory, which
1
communicate quite insufficiently although their results are closely connected.
We would like to discuss here one more set of related results, which could
be fruitfully used in the theory of orthogonal polynomials and corresponding
problems of Toeplitz and Hankel matrices.
We recall that the theory of orthogonal polynomials on the unit circle
(OPUC) studies interrelations between a measure dτ (or, equivalently, non-
decreasing weight function τ(t) on [−π, π]) and positive-definite Toeplitz
matrices
S(n) = {sj−i}ni,j=1, sk =
1
2π
∫ pi
−pi
eiktdτ(t) (1.1)
on one side, and orthogonal trigonometric polynomials Pr(eit) generated by
the measure dτ on the other side. The theory of orthogonal polynomials on
the real axis (OPRL) studies interrelations between a nondecreasing weight
function τ(t) on (−∞, ∞) and Hankel matrices
H(n) = {Hi+j−2}ni,j=1, Hk =
∫ ∞
−∞
tkdτ(t) (1.2)
on one side, and orthogonal polynomials generated by the measure dτ on the
other side.
It is well known (see, e.g., [2, Sect. 5.2]) that the orthornormal polyno-
mials Pr(λ) on the unit circle satisfy Szego¨ recurrence
Zk+1(λ) =
1√
1− |ak|2
[
1 −ak
−ak 1
] [
λIp 0
0 Ip
]
Zk(λ), (1.3)
where Zr(λ) :=
 Pr(λ)
λrPr(1/λ)
, and the coefficients {ak} are so called Verblun-
sky coefficients:
|ak| < 1 (0 ≤ k <∞). (1.4)
Clearly, there is a one to one correspondence between Szego¨ recurrences
(1.3), (1.4) and the sequences of Verblunsky coefficients {ak}. A funda-
mental Verblunsky theorem (see, e.g., a detailed discussion in [28]) states
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that there is a one to one correspondence between Verblunsky coefficients
and nontrivial probability measures dτ on [−π, π].
Thus, the study of the interconnections between the measure dτ and
OPUC is equivalent in a certain sense to the study of the interconnections
between the measure and Verblunsky coefficients or Szego¨ recurrences.
It is important that the Toeplitz matrices (or measures) generate not
only Szego¨ recurrences but also discrete Dirac systems, which are dual to
Szego¨ recurrences [12]. Moreover, we show that these Dirac systems are
determined by Verblunsky-type coefficients. Therefore, the study of discrete
Dirac systems and corresponding Verblunsky-type coefficients could bring
interesting results in the theory of OPUC and vice versa.
The most essential example of such interaction one finds in the continu-
ous case, where the seminal paper “Continuous analogues of propositions on
polynomials orthogonal on the unit circle” by M.G. Krein [17] led to solv-
ing of the inverse spectral problem for continuous Dirac-type systems. Here
Krein system may be considered as an analog of the Szego¨ recurrence and
both inverse spectral problems (for Krein system in [17] and for Dirac-type
systems in [21, 27]) are solved using continuous analogues of Toeplitz matri-
ces. On the inverse spectral problems for continuous Dirac-type systems see
also the related results and references in [10, 22, 23].
Another example of the mentioned above interaction is connected with
the interesting paper [8], where the nonclassical (indefinite) analog of Szego¨
theorem from our work [20] is derived (for the scalar case) using the theory
of orthogonal polynomials. We note that the nonclassical analog of Szego¨
theorem is derived in [20] for the case of block Toeplitz matrices (and not
only for the scalar case of Toeplitz matrices). It would be useful to obtain
this result in full generality via the theory of orthogonal polynomials (namely,
matrix orthogonal polynomials) as well.
Similar to [20], we consider here the case of block Toeplitz matrices S(n)
(and the Hankel matrices H(n) are also block Hankel matrices). Correspond-
ingly, the functions τ(t) are matrix functions.
Since the analogies between Szego¨ recurrences and discrete Dirac systems
are of interest, in Section 2 we present Verblunsky-type (instead of Verblun-
sky) matrix coefficients (see Definition 2.9) and prove Verblunsky-type results
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for Dirac systems and Toeplitz matrices (see Theorems 2.5, 2.10 and 2.11).
The related procedure to recover Dirac system from the Weyl function is
formulated in Theorem 2.13.
In the case of the orthogonal polynomials on the real axis (OPRL), Ja-
cobi matrices appear instead of the Szego¨ recurrences and certain canonical
systems appear instead of the Dirac systems. In Section 3, we introduce
the corresponding Verblunsky-type coefficients (see Definition 3.5) and prove
Verblunsky-type results for canonical systems and Hankel matrices (see The-
orem 3.9, Corollary 3.11 and Remark 3.12). The related results on spectral
functions of the canonical systems are formulated in Theorem 3.14.
The appendix contains a proof of the important for the theory interpo-
lation Theorem 3.1.
We note that the one to one mappings between Dirac systems and Szego¨
recurrences are given in [13, Theorem 2.5]. The one to one correspondence
between canonical systems (3.69), (3.70) and block Jacobi matrices is dis-
cussed in [26, Section 8.2]. However, the correspondence between Verblunsky
and Verblunsky-type coefficients is rather complicated. It is better to choose
which coefficients to use depending on the problem.
As usual C stands for the complex plane, C+ (C−) stands for the upper
(lower) open complex half-plane, and Cp×r stands for the set of p×r matrices
with complex-valued entries. We often use the same notations in Sections 2
and 3 for the notions which play similar roles in the schemes for Toeplitz and
Hankel matrices, respectively.
2 Verblunsky-type theorems
for Dirac systems
2.1 Toeplitz matrices and Dirac systems
Let τ(t) be an nondecreasing p× p matrix function on [−π, π] such that the
block Toeplitz matrix
S(n) = {sj−i}ni,j=1, sk :=
1
2π
∫ pi
−pi
eiktdτ(t) (2.1)
4
is positive-definite (i.e. S(n) > 0). For any S(n) = S(n)∗ the following
matrix identity is valid (see [20] and references therein):
AS(n)− S(n)A∗ = iΠJΠ∗; Π = [Φ1 Φ2] , (2.2)
A =
{
aj−i
}n
i,j=0
, ak =

0 for k > 0
i
2
Ip for k = 0
i Ip for k < 0
, J =
[
0 Ip
Ip 0
]
; (2.3)
Φ1 =

Ip
Ip
· · ·
Ip
 , Φ2 =

s0/2
s0/2 + s−1
· · ·
s0/2 + s−1 + . . .+ s1−n
+ iΦ1ν, ν = ν∗; (2.4)
A = A(n), Π = Π(n), Φ1 = Φ1(n), Φ2 = Φ2(n), (2.5)
where i is the imaginary unit and Ip is the p×p identity matrix. We omit the
variable n in S(n), A(n) ∈ Cpn×pn and in some other notations (and write
simply S or A) when the order of the matrix is clear from the context.
Remark 2.1 One can see from (2.4) that the np × p matrix Φ2(n) is not
determined by S(n) uniquely but up to a self-adjoint p×p matrix ν. This ν is
essential and further (in Theorem 2.5) we establish one to one correspondence
between the pairs {S(n), ν} and Dirac systems (2.13), (2.14). If we fix ν
(e.g., set ν = 0), we should speak in Theorem 2.5 about Dirac systems with
the potentials {Ck}, where C0 has a special form.
The transfer matrix function wA in Lev Sakhnovich form [25] is given, for
the case of the Toeplitz matrix S(n) and the identity (2.2), by the formula:
wA(n, λ) = I2p − iJΠ(n)∗S(n)−1
(
A(n)− λInp
)−1
Π(n). (2.6)
Since S(n) > 0, we have S(k) > 0 (1 ≤ k ≤ n), and so all the matrices S(k)
are invertible and
tk :=
[
0 . . . 0 Ip
]
S(k)−1
[
0 . . . 0 Ip
]∗
> 0. (2.7)
Therefore, according to the general factorization theorem for transfer matrix
functions wA [25] (see also [23, Theorem 1.16] and further references therein),
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we have factorization
wA(n, λ) = wn(λ)wn−1(λ) . . . w1(λ) (n ∈ N), (2.8)
where
wk(λ) := I2p − i
(
i
2
− λ
)−1
J
[
X∗k
Y ∗k
]
t−1k
[
Xk Yk
]
, (2.9)[
Xk Yk
]
=
[
0 . . . 0 Ip
]
S(k)−1
[
Φ1(k) Φ2(k)
]
. (2.10)
The factorization above (for the case of Toeplitz matrices) was considered
and applied in [12, 20] (see [20, p. 468] and [12, p. 219]).
Next, introduce Wk by the equality (compare with [12, (5.42)]):
Wk(λ) = λ
−k(λ+ i)kK∗wA(k,−λ/2)K (0 < k ≤ n), (2.11)
W0(λ) := I2p, K :
1√
2
[
Ip −Ip
Ip Ip
]
. (2.12)
Using (2.8)-(2.12) we will prove the following proposition.
Proposition 2.2 The matrix function Wk(λ) given by (2.11) (and generated
by the Toeplitz matrix S(n) > 0) is a fundamental solution of the discrete
Dirac system
Wk+1(λ)−Wk(λ) = − i
λ
jCkWk(λ), j :=
[
Ip 0
0 −Ip
]
; (2.13)
Ck > 0, CkjCk = j (0 ≤ k < n). (2.14)
Moreover, we have
Ck = 2K
∗β(k)∗β(k)K − j, β(k) := t−1/2k+1
[
Xk+1 Yk+1
]
. (2.15)
P r o o f. It easy to see that
K∗ = K−1, K∗JK = j. (2.16)
Hence, in view of (2.8), (2.11) and (2.12), we have
Wk+1(λ) =
λ+ i
λ
K∗wk+1(−λ/2)KWk(λ) (k ≥ 0). (2.17)
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Taking into account (2.9), (2.15) and (2.16), we derive
λ+ i
λ
K∗wk+1(−λ/2)K = λ+ i
λ
I2p − 2i
λ
K∗JKK∗
[
X∗k+1
Y ∗k+1
]
t−1k+1
[
Xk+1 Yk+1
]
K
= I2p − i
λ
jCk. (2.18)
Thus, according to (2.17) and (2.18), the relations (2.13) and (2.15) are valid,
and it remains to prove (2.14) for Ck given by (2.15).
In view of the particular case (i.e., the case S(k+1) = S(k+1)∗) of [20,
Proposition 2.1], we have tk+1 = Xk+1Y
∗
k+1 + Yk+1X
∗
k+1, that is,
β(k)Jβ(k)∗ = Ip (2.19)
for β(k) introduced in (2.15). (The fact follows after some transformations
from the identity (2.2).) Using (2.16), we rewrite (2.15) and (2.19) in the
form
Ck = 2β̂(k)
∗β̂(k)− j, β̂(k)jβ̂(k)∗ = Ip, β̂(k) := β(k)K. (2.20)
The second equality in (2.20) yields
β̂(k)∗β̂(k)jβ̂(k)∗β̂(k) = β̂(k)∗β̂(k). (2.21)
According to the first equality in (2.20) and to (2.21), the relation CkjCk = j
(i.e., the second relation in (2.14)) holds.
Finally, in order to prove Ck > 0 (i.e., the first relation in (2.14)) we use
some p× 2p matrix β˘(k) such that
β̂(k)jβ˘(k)∗ = 0, β˘(k)jβ˘(k)∗ = −Ip. (2.22)
The existence of β˘(k) easily follows from [23, Proposition 1.44]. Taking into
account (2.22) and β̂(k)jβ̂(k)∗ = Ip, we derive[
β̂(k)
β˘(k)
]
j
[
β̂(k)
β˘(k)
]∗
= j =
[
β̂(k)
β˘(k)
]∗
j
[
β̂(k)
β˘(k)
]
. (2.23)
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Let us substitute the right-hand side of (2.23) for j in the first equality in
(2.20). We obtain
Ck = 2β̂(k)
∗β̂(k)−
[
β̂(k)
β˘(k)
]∗
j
[
β̂(k)
β˘(k)
]
= β̂(k)∗β̂(k) + β˘(k)∗β˘(k) =
[
β̂(k)
β˘(k)
]∗ [
β̂(k)
β˘(k)
]
> 0. (2.24)

The inverse to Proposition 2.2 statement, namely, the statement that each
discrete Dirac system (2.13), (2.14) is generated by some block Toeplitz
matrix S(n) > 0 (and the procedure to recover such S(n)) easily follows
from [12, Theorem 5.2].
Proposition 2.3 For each Dirac system (2.13), (2.14) there exist a block
Toeplitz matrix S(n) > 0 and a p × p matrix ν = ν∗ (which is used in the
definition (2.6) of Φ2(n)) such that relations (2.15) hold.
P r o o f. According to [12, Theorem 5.2], there are S(n) > 0 and ν = ν∗ such
that the corresponding C0 is given, indeed, by the formula (2.15), and the
matrices Ck (0 < k < n) are given by the formulas
Ck = 2K
∗ϑ(k)K − j (k > 0), (2.25)
ϑ(k) := Π(k + 1)∗S(k + 1)−1Π(k + 1)− Π(k)∗S(k)−1Π(k). (2.26)
We note that the notations in [12] slightly differ from the notations in this
paper and, in particular, PkSP
∗
k in [12] is denoted by S(k+1) here. Moreover,
for α0 from [12, Theorem 5.2] we have α0 =
s0
2
+ iν.
Writing S(k + 1) in the block form
S(k + 1) =
[
S(k) S12
S21 s0
]
(2.27)
and using formula [20, (2.7)] for T (k + 1) = S(k + 1)−1, we obtain[
0 . . . 0 Ip
]
S(k + 1)−1Π(k + 1) = tk+1
[
S21S(k)
−1 −Ip
]
Π(k + 1),
(2.28)
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and we rewrite also (2.26) in the form
ϑ(k) = Π(k + 1)∗
[
S(k)−1S12
−Ip
]
tk+1
[
S21S(k)
−1 −Ip
]
Π(k + 1). (2.29)
Relations (2.28) and (2.29) yield
ϑ(k) = Π(k + 1)∗S(k + 1)−1

0
. . .
0
Ip
 t−1k+1 [0 . . . 0 Ip]S(k + 1)−1Π(k + 1).
(2.30)
On the other hand, formula (2.10) and the definition of β(k) in (2.15) imply
that
β(k) = t
−1/2
k+1
[
0 . . . 0 Ip
]
S(k + 1)−1Π(k + 1) (2.31)
From (2.30) and (2.31), it is immediate that ϑ(k) = β(k)∗β(k), and so for-
mula (2.25) coincides with (2.15) (for k > 0). It means that relations (2.15)
are valid, and S(n) constructed in [12, Theorem 5.2] generates (in the sense
of Proposition 2.2) the initial Dirac system. 
Remark 2.4 It is essential that only one pair {S(n) > 0, ν = ν∗} generates
(in the sense of Proposition 2.2) each Dirac system (2.13), (2.14). Indeed,
according to [20, Theorem 4.1] or [12, Theorem 6.1] each wA(n, λ) uniquely
determine S(n) (and α0 =
s0
2
+iν), which generate it, and wA(n, λ) is in turn
uniquely recovered from the Dirac system (2.13), (2.14) using (2.11).
The following theorem is immediate from Propositions 2.2, 2.3 and Re-
mark 2.4.
Theorem 2.5 For each n ∈ N, there is a one to one correspondence between
the pairs {S(n), ν} (of the block Toeplitz matrices S(n) > 0 and the arbitrary
p × p matrices ν = ν∗ which are used in the definition (2.6) of Φ2(n)) and
Dirac systems (2.13), (2.14). This correspondence is given by the formula
(2.15).
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2.2 Verblunsky-type coefficients and Dirac systems
1. Further in the text, we introduce Verblunsky-type coefficients ρk for
Dirac systems via matrices Ck. The connection between ρk and Ck is similar
to the connection between Verblunsky coefficients ak and Szego¨ recurrences
(1.3). The next theorem is a special case of [13, Proposition 2.4]. Note that
the paper [13] is dedicated to Dirac systems with j =
[
Ip1 0
0 −Ip2
]
, and Dirac
systems considered here appear in [13] when one puts p1 = p2 = p.
Proposition 2.6 Let a 2p × 2p matrix C be j-unitary and positive. Then,
it admits a representation
C = DF, (2.32)
where F and D are of the form
F =
[
Ip ρ
ρ∗ Ip
]
, D = diag
{(
Ip − ρρ∗
)− 1
2 ,
(
Ip − ρ∗ρ
)− 1
2
}
, (2.33)
ρ∗ρ < Ip. (2.34)
Remark 2.7 Note that FD is a well-known expression (such that FD =
DF ) which is sometimes called the Halmos extension of ρ (see, e.g., [9, p.
167]).
Remark 2.8 Clearly, there is a unique ρ satisfying (2.32). Namely, parti-
tioning C into p× p blocks C = {cij}2i,j=1, we express ρ by the formula:
ρ = c−111 c12. (2.35)
Using Proposition 2.6 and Remark 2.8, we introduce the notion of Verblunsky-
type coefficients.
Definition 2.9 Verblunsky-type coefficients ρk of a block Toeplitz matrix
S(n) > 0 (more precisely, of the pair {S(n), ν}) or, equivalently, of the
corresponding Dirac system (2.13), (2.14) are given, using representations
(2.32) of the matrices Ck, by the formulas
ρk =
([
Ip 0
]
Ck
[
Ip
0
])−1 [
Ip 0
]
Ck
[
0
Ip
]
(0 ≤ k < n), (2.36)
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where the matrices Ck are expressed via S(n) in (2.15) (using formulas (2.7)
and (2.10)).
In view of Theorem 2.5, Proposition 2.6 and Remark 2.8, we can formulate
the theorem which confirms the correctness of the Definition 2.9.
Theorem 2.10 The Verblunsky-type coefficients satisfy the inequalities
‖ρk‖ < 1.
For each n ∈ N, there is a one to one correspondence between the pairs
{S(n), ν} (of the block Toeplitz matrices S(n) > 0 and of the arbitrary p× p
matrices ν = ν∗ which are used in the definition (2.6) of Φ2(n)) and the
sequences of the coefficients ρk such that ‖ρk‖ < 1 (0 ≤ k < n). This
correspondence is given by the formula (2.36).
2. Using considerations from Proposition 2.2 and Remark 2.4 we see that if
the sequence of Verblunsky-type coefficients {ρk} (0 ≤ k < N) corresponds
to the pair {S(N) = {sj−i}Ni,j=1, ν} (and vice versa), then the sequence {ρk}
(0 ≤ k < n < N) corresponds to the pair {S(n), ν} with the reduced matrix
S(n) = {sj−i}ni,j=1 (and the pair {S(n), ν} corresponds to this sequence).
Together with Theorem 2.10 it means that there is a one to one correspon-
dence between the infinite sequences of Verblunsky-type coefficients {ρk}
(0 ≤ k <∞) and the pairs consisting of ν = ν∗ and the infinite sequences of
the blocks {sk} (0 ≤ k <∞) such that S(n) = {sj−i}ni,j=1 > 0 for all n ≥ 1.
Moreover, in the case S(n) ≥ 0 for all n ≥ 1, there is a unique measure
dτ such that (2.1) holds (see, e.g., [7, Theorem 1]). Now, Verblunsky-type
theorem below follows from Theorem 2.10.
Theorem 2.11 There is a one to one correspondence between the pairs con-
sisting of the measures dτ , such that S(n) > 0 for all S(n) generated by
(2.1) (n ≥ 1), and arbitrary p × p matrices ν = ν∗ on one side, and the
sequences {ρk} (0 ≤ k < ∞), where ‖ρk‖ < 1 (Verblunsky-type coefficients
of the measure), on the other side.
3. The discussed above correspondence between Verblunsky-type coeffi-
cients and Dirac systems on one side and block Toeplitz matrices on the
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other side is essential for solving inverse spectral problems. We demonstrate
this by the result, which is immediate from [12, Theorem 5.2 and Section 6]
and from the proof of our Proposition 2.3. We consider in this paragraph
Dirac systems on the semiaxis k ∈ {0, 1, 2, . . .} (i.e., on the semiaxis k ≥ 0)
and substitute conditions (2.14) on the finite interval by the similar condi-
tions on the semiaxis:
Ck > 0, CkjCk = j (0 ≤ k <∞). (2.37)
Definition 2.12 A p × p matrix function ϕ(λ) holomorphic in the lower
complex half-plane C− is called a Weyl function for Dirac system (2.13),
(2.37) if the inequality
∞∑
k=0
[iϕ(λ)∗ Ip]q(λ)
kKWk(λ)
∗CkWk(λ)K
∗
[ −iϕ(λ)
Ip
]
<∞, (2.38)
holds for q(λ) := |λ2|(|λ2|+ 1)−1.
Theorem 2.13 There is a unique Weyl function ϕ(λ) of Dirac system (2.13),
(2.37). This Weyl function admits representation
iϕ
(
i
(z + 1)
(z − 1)
)
= α0 +
∞∑
k=1
s−kz
k, (2.39)
where {sj−i}ni,j=1 > 0 for s0 = α0+α∗0 and for all 0 < n <∞. Each function
ϕ(λ), such that (2.39) holds and {sj−i}ni,j=1 > 0 for s0 = α0 + α∗0 and all
0 < n <∞, is a Weyl function of some Dirac system (2.13), (2.37).
The Dirac system (2.13), (2.37) is uniquely recovered from the Weyl func-
tion via the formula (2.15) using definitions (2.4), (2.7), (2.10) and the equal-
ity ν = (α0 − α∗0)/(2i).
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3 Verblunsky-type theorems
for canonical systems
3.1 Hankel matrices and canonical systems
Consider a self-adjoint n × n block Hankel matrix H with the p × p blocks
Hk (0 ≤ k ≤ 2n− 2):
H = H(n) = {Hi+j−2}ni,j=1 (n ≥ 1). (3.1)
The self-adjoint Hankel matrix (equivalently, the Hankel matrix where Hk =
H∗k) satisfies the matrix identity
AH −HA∗ = iΠJΠ∗, Π = Π(n) = [Φ1(n) Φ2(n)] , (3.2)
A = A(n) =

0 0 . . . 0 0
Ip 0 . . . 0 0
· · · · · · · · · · · · · · ·
0 0 . . . Ip 0
 , J =
[
0 Ip
Ip 0
]
, (3.3)
Φ1 = Φ1(n) = −i

0
H0
H1
· · ·
Hn−1
 , Φ2 = Φ2(n) =

Ip
0
0
· · ·
0
 . (3.4)
Clearly A and H are np × np matrices and Φ1 and Φ2 are np × p matrices.
When we deal with the matrices A, H or Π with various numbers of block
rows, we write H(n), A(n) and Π(n) instead of H , A and Π, respectively.
We note that we often use the same notations in Sections 2 and 3 for
the notions which play similar roles in the schemes for Toeplitz and Hankel
matrices, respectively. One can see that in the case of the Toeplitz matrices
S we had Φ1 independent of the choice of S and Φ2 depending on this choice,
but in the case of the Hankel matrices, Φ2 does not depend on H and Φ1
depends (see (3.4)). This difference (which is caused by the literature used
in Sections 2 and 3) is mathematically insignificant.
In view of (3.2), an explicit solution of the interpolation problem (i.e., of
the truncated Hamburger moment problem) for H > 0 is easily obtained via
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the method of operator identities [24–27] using V.P. Potapov’s fundamental
matrix inequalities [3, 19].
First, introduce several important notations. Recall that the transfer
matrix function from [25] is given (for the case of the identity (3.2)) by the
formula:
wA(n, λ) = I2p − iJΠ(n)∗H(n)−1
(
A(n)− λInp
)−1
Π(n). (3.5)
A 2p×pmatrix-valued function (matrix function)Q(z), which is holomor-
phic in the open upper half-plane C+, is called nonsingular with property-J
if
Q(z)∗Q(z) > 0, Q(z)∗JQ(z) ≥ 0. (3.6)
The matrix function Q is often partitioned into two p× p matrix functions,
in which case one speaks about a nonsingular pair with property-J .
Finally, let us denote by E(n) the class of nondecreasing p × p matrix
functions τ(t) (t ∈ R) such that∫ ∞
−∞
t2n−2dτ(t) <∞. (3.7)
Now, we set
A(n, z) = wA(n, 1/z)
∗ = wA(1/z)
∗, (3.8)
and collect the results from [27, pp. 19, 20] into the following theorem.
Theorem 3.1 Assume that the block Hankel matrix H = H(n) is positive-
definite (i.e., H > 0).
Then, the matrix functions ϕ(z) = ϕQ(z) given by the linear fractional
transformations
ϕ(z) = iA1(z)Q(z)
(
A2(z)Q(z)
)−1
, (3.9)
A1(z) :=
[
Ip 0
]
wA(1/z)
∗, A2(z) :=
[
0 Ip
]
wA(1/z)
∗, (3.10)
where the matrix functions Q are nonsingular with property-J and the trans-
fer matrix function wA is introduced in (3.5), belong to the Herglotz class,
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that is, ℑ(ϕ(z)) ≥ 0 for z ∈ C+. Moreover, each matrix function ϕ(z)
admits a unique Herglotz representation of the form
ϕ(z) =
∫ ∞
−∞
(t− z)−1dτ(t) <∞, (3.11)
and τ in this representation belongs E(n).
These and only these matrix functions τ ∈ E(n) (i.e., τ given by (3.9)–
(3.11)) satisfy the equalities
Hk =
∫ ∞
−∞
tkdτ(t) (0 ≤ k < 2n− 2), (3.12)
and the inequality
H2n−2 ≥
∫ ∞
−∞
t2n−2dτ(t). (3.13)
The proof of the theorem above is based on various statements from several
sections in [26, Ch. 1], and we explain in the Appendix which statements
from [26, Ch. 1] are used (without formulating some of them directly).
We partition self-adjoint matrices H(n) (n > 1) of the form (3.1) into
the following blocks
H(n) =
[
H(n− 1) H12(n)
H21(n) H2n−2
]
, H12(n) :=
Hn−1· · ·
H2n−3
 , H21(n) = H12(n)∗.
(3.14)
Assuming
detH(n) 6= 0, detH(n− 1) 6= 0, (3.15)
we put
T (m) = H(m)−1, H12 = H12(n), H21 = H21(n), (3.16)
tn :=
(
H2n−2 −H21T (n− 1)H12
)−1
. (3.17)
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Then, the inversion formula below easily follows from the representation
(3.14) (and is given in [20, (2.7)]):
T (n) =
[
T (n− 1) + T (n− 1)H12tnH21T (n− 1) −T (n− 1)H12tn
−tnH21T (n− 1) tn
]
.
(3.18)
Applying general factorization theorem for transfer matrix functions wA
[25] (see also [23, Theorem 1.16]) to the case of the Hankel matrix H(n) and
using (3.3), (3.16) and (3.18), we have the factorization
wA(n, λ) =W(n, λ)wA(n− 1, λ), (3.19)
W(n, λ) = I2p + i
λ
JΠ(n)∗T (n)P ∗2 t
−1
n P2T (n)Π(n), (3.20)
P2 = P2(n) :=
[
0 . . . 0 Ip
] ∈ Cp×pn. (3.21)
We note that we apply above [23, Theorem 1.16] to the so called symmetric
S-node (see [23, Definition 1.12]). Similar to some other notations, we omit
the variable n in P2(n) and write simply P2 when the order of P2 is clear
from the context.
When H(n) > 0, the equalities detH(k) 6= 0 hold for 1 ≤ k ≤ n, and so
we may factorize successively wA(n − 1), wA(n − 2), . . . , wA(2). Thus, we
can rewrite (3.19) in the form
wA(n, λ) = wn(λ)wn−1(λ) . . . w1(λ), (3.22)
wk(λ) :=W(k, λ) (k > 1), w1(λ) := wA(1, λ). (3.23)
It is also easy to see that in the case H(n) > 0 we have
tk > 0 (1 ≤ k ≤ n), wA(1, λ) = I2p + i
λ
J
[
0
Ip
]
H−10
[
0 Ip
]
. (3.24)
It follows from (3.20)–(3.24) that the system
yk+1 = wk+1(λ)yk (0 ≤ k < n) (3.25)
is a discrete canonical system (which is generated by the Hankel matrix
H(n)). More precisely, we have the following proposition.
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Proposition 3.2 Each Hankel matrix H(n) > 0 determines a canonical
system
yk+1 = wk+1(λ)yk (0 ≤ k < n), wk+1(λ) = I2p + i
λ
JQk; (3.26)
Qk = Π(k + 1)
∗T (k + 1)P ∗2 t
−1
k+1P2T (k + 1)Π(k + 1) (1 ≤ k), (3.27)
Q0 =
[
0
Ip
]
H−10
[
0 Ip
]
, (3.28)
where T (m) = H(m)−1. The matrices Qk (0 ≤ k < r < n), that is the
first r values of the Hamiltonian {Qk}, are determined by the blocks Hk
(0 ≤ k ≤ 2r − 2) of H(n).
3.2 Verblunsky-type coefficients and canonical systems
1. According to (3.27) and (3.28), we have
Qk = ω
∗
kt
−1
k+1ωk, (3.29)
ωk := P2T (k + 1)Π(k + 1) (0 ≤ k < n). (3.30)
Here we take into account that in the special case k = 0 we have
A(1) = 0, Π(1) =
[
0 Ip
]
, P2(1) = Ip, T (1) = t1 = H
−1
0 . (3.31)
In order to show that ωk may be considered as Verblunsky-type coefficients,
we need to study their properties. In particular, similar to the case of Toeplitz
matrices (see the proof of (2.19)), we need an expression for tk+1.
Proposition 3.3 The matrices ωk introduced in (3.30) have the following
properties:
ω0
[
Ip
0
]
= 0, ω0
[
0
Ip
]
= t1; (3.32)
ωkJω
∗
k = 0, iωkJω
∗
k−1 = tk+1 (0 < k < n). (3.33)
P r o o f. The properties (3.32) of ω0 are immediate from (3.30) and (3.31).
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The matrix identity (3.2) implies that
T (k + 1)A− A∗T (k + 1) = iT (k + 1)Π(k + 1)JΠ(k + 1)∗T (k + 1). (3.34)
In view of (3.3) and (3.34), we obtain
P2T (k + 1)Π(k + 1)JΠ(k + 1)
∗T (k + 1)P ∗2 = 0.
Now, the first equality in (3.33) follows from the definition of ωk in (3.30).
According to (3.4) and the definition of ωk−1, we have the formula
ω∗k−1 = Π(k + 1)
∗
[
T (k)
0
]
P2(k)
∗. (3.35)
Taking into account (3.30), (3.35) and (3.2), we derive
ωkJω
∗
k−1 = P2T (k + 1)Π(k + 1)JΠ(k + 1)
∗
[
T (k)
0
]
P2(k)
∗ (3.36)
= −iP2
(
T (k + 1)A(k + 1)H(k + 1)− A(k + 1)∗) [T (k)
0
]
P2(k)
∗.
Definitions (3.3) and (3.21) imply P2A
∗ = 0, and so we rewrite (3.36) in the
form
ωkJω
∗
k−1 = −iP2(k + 1)T (k + 1)A(k + 1)H(k + 1)
[
T (k)
0
]
P2(k)
∗. (3.37)
Using the partitioning (3.14) of H(k + 1) and recalling again the definitions
(3.3) and (3.21), we obtain
A(k + 1)H(k + 1)
[
T (k)
0
]
P2(k)
∗ = P2(k + 1)
∗. (3.38)
Substitute (3.38) into (3.37) and use (3.18) in order to derive
ωkJω
∗
k−1 = −iP2(k + 1)T (k + 1)P2(k + 1)∗ = −itk+1. (3.39)
The second equality in (3.33) is immediate from (3.39). 
Formulas (3.29), (3.32) and (3.33) yield the corollary
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Corollary 3.4 The Hamiltonian {Qk} is expressed via {ωk} by the relation
Q0 = ω
∗
0
(
ω0
[
0
Ip
])−1
ω0, Qk = ω
∗
k
(
iωkJω
∗
k−1
)−1
ωk (0 < k < n). (3.40)
Definition 3.5 Verblunsky-type coefficients ωk of a block Hankel matrix
H(n) > 0 or, equivalently, of the corresponding canonical system (3.26)–
(3.28) are given by the formula (3.30).
We note that Verblunsky-type coefficients introduced above may be consid-
ered as a parametrization of Hankel matrices. Such parametrization is di-
rectly connected with the spectral theory and is essentially simpler than the
important Catalan or canonical Hankel parametrizations (see, e.g., [1, 11]).
Proposition 3.6 Each block Hankel matrix H(n) > 0 is uniquely defined by
its Verblunsky-type coefficients ωk (0 ≤ k < n).
P r o o f. Since {ωk} (0 ≤ k < n) are Verblunsky-type coefficients of H(n), it
is easy to see that each subsequence {ωk} (0 ≤ k < r < n) is the sequence
of Verblunsky-type coefficients of H(r). Now, we prove the proposition by
induction. It follows from (3.31) and (3.32) that
H0 =
(
ω0
[
0
Ip
])−1
. (3.41)
Assume that H(r) is uniquely determined by the subsequence {ωk} (0 ≤ k <
r < n) and let us show that the sequence {ωk} (0 ≤ k < r + 1) determines
further blocks H2r−1 and H2r of H(r + 1).
Setting n = r + 1 in formulas (3.8), (3.22), (3.26) and in Theorem 3.1
and taking into account (3.40), we see that A(r+1, z) is uniquely determined
by the sequence {ωk} (0 ≤ k < r + 1), and so the set of functions ϕ(z) of
the form (3.9) is uniquely determined by this sequence as well. Moreover,
formulas (3.11), (3.12) and representation
1
u− z = −
1
z
(
(u/z)2r+1
(
1− u
z
)−1
+
2r∑
k=0
(u/z)k
)
19
yield the asymptotic formula
ϕ(z) = −
2r−1∑
k=0
1
zk+1
Hk +
1
z2r+1
H˘2r + o
(
1
z2r+1
)
(3.42)
for z tending nontangentially to infinity in C+. Thus, ϕ(z) and so {ωk}
(0 ≤ k < r + 1) determine uniquely the block H2r−1.
Finally, given the blocks H0, . . . , H2r−1 we recover H2r using the second
equalities in (3.17) and (3.33):
H2r = (iωrJω
∗
r−1)
−1 +H21(r + 1)T (r)H12(r + 1). (3.43)

2. Some modification of the proof of Proposition 3.6 will show that each
sequence {ωk} with the properties discussed in Proposition 3.3 is a sequence
of Verblunsky-type coefficients of some Hankel matrix. Namely, we will prove
the following proposition.
Proposition 3.7 Each sequence {ωk} (0 ≤ k < n) of p× 2p matrices, such
that
ω0
[
Ip
0
]
= 0, ω0
[
0
Ip
]
> 0; (3.44)
ωkJω
∗
k = 0, iωkJω
∗
k−1 > 0 (0 < k < n), (3.45)
is a sequence of Verblunsky-type coefficients of some block Hankel matrix
H(n).
P r o o f. Similar to the proof of Proposition 3.3 we prove this proposition by
induction. Setting H0 =
(
ω0
[
0
Ip
])−1
, we see from (3.30) and (3.31) that ω0
is the Verblunsky-type coefficient of H0 > 0.
Assume that the subsequence {ωk} (0 ≤ k < r < n) is the sequence of
Verblunsky-type coefficients of a block Hankel matrix H(r) > 0. In order to
show that {ωk} (0 ≤ k < r+1) is again a sequence of Verblunsky-type coeffi-
cients, we will determine the blocks H2r−1 and H2r of some extension H(r+1)
20
of H(r) and will prove further that {ωk} (0 ≤ k < r+1) are Verblunsky-type
coefficients of this H(r + 1). For this, we need some preparations.
Setting n = r in Theorem 3.1 and putting
Q(z) ≡ ω∗r , (3.46)
we see that Q satisfies (3.6) and the conditions of Theorem 3.1 are fulfilled.
Moreover, ϕ(z) given by (3.9), where Q ≡ const, is a rational matrix function
and may be considered as a rational meromorphic function on C. In order
to show that
ϕ(z) = ϕ(z)∗ for z ∈ C, Q ≡ ω∗r , (3.47)
we write a useful more general formula for ϕ (i.e., for ϕQ) and another func-
tion ϕ̂ = ϕ
Q̂
given by (3.9) after substitution there of some Q̂ instead of Q
(and of r instead of n). Namely, we note that in view of [23, (1.84)] we have
wA(z)JwA(z)
∗ = J , and so (3.8) yields A(z)∗JA(z) = J . Hence, (3.9) yields
the relation
ϕ(z)− ϕ̂(z)∗ = i((A2(z)Q̂)−1)∗Q̂∗(A2(z)∗A1(z) + A1(z)∗A2(z))Q(A2(z)Q)−1
= i
(
(A2(z)Q̂)−1
)∗Q̂∗A(z)∗JA(z)Q(A2(z)Q)−1
= i
(
(A2(z)Q̂)−1
)∗Q̂∗JQ(A2(z)Q)−1. (3.48)
Setting
Q̂ = Q, ϕ̂ = ϕ, (3.49)
and taking into account that ωrJω
∗
r = 0, we see that (3.48) implies (3.47).
Formula (3.47) shows that τ in (3.11) is piecewise constant with a finite
number of jumps. Now, similar to the case (3.42), relations (3.11) and (3.12)
yield asymptotic formula
ϕ(z) = −
(
2r−3∑
k=0
1
zk+1
Hk +
1
z2r−1
H˘2r−2 +
1
z2r
H˘2r−1
)
+O
(
1
z2r+1
)
(3.50)
for z →∞, and we set
H2r−1 = H˘2r−1, H2r = (iωrJω
∗
r−1)
−1 +H21(r + 1)T (r)H12(r + 1). (3.51)
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The inversion formula (of the form (3.18)) for the extension H(r + 1) of
H(r) (defined via (3.51)) is constructed using a triangular factorization of
H(r + 1) and it is easy to see that the invertibility of H(r + 1) follows from
the invertibility of H(r) and of H2r −H21(r + 1)T (r)H12(r + 1). Moreover,
rewriting (3.18) for T (r + 1) = H(r + 1)−1 we have
T (r + 1) =
[
T (r) 0
0 0
]
+
[
T (r)H12
−Ip
]
tr+1
[H∗12T (r) −Ip] > 0, (3.52)
and so H(r + 1) = T (r + 1)−1 > 0. Thus, H(r + 1) generates a sequence of
Verblunsky-type coefficients ω0, . . . , ωr−1, ω˜r and it remains to show that
ω˜r = ωr, (3.53)
where ωr was given in the conditions of the proposition and was applied to
the construction of H(r + 1) in (3.50), (3.51).
Since ω˜r is a Verblunsky-type coefficient, it follows from Proposition 3.3
that −iωr−1Jω˜∗r = tr+1. On the other hand, from (3.17) and (3.51) we derive
−iωr−1Jω∗r = tr+1. Hence, the formula below is valid:
− iωr−1Jω˜∗r = tr+1 = −iωr−1Jω∗r . (3.54)
Setting n = r + 1 and Q = Q˜ ≡ ω˜∗r in Theorem 3.1, we construct via
(3.9) a function ϕ˜(z). Similar to (3.47) we have the equality
ϕ˜(z) = ϕ˜(z)∗. (3.55)
Similar to (3.42) and (3.50), the function ϕ˜ has the asymptotic expansion
ϕ˜(z) = −
2r−1∑
k=0
1
zk+1
Hk +O
(
1
z2r+1
)
. (3.56)
According to (3.8), (3.22), (3.26) and (3.29), we may factorize A(r + 1, z)
from the representation (3.9) of ϕ˜ in the following way:
A(r + 1, z) = A(r, z)(I2p − izω˜∗r t−1r+1ω˜rJ). (3.57)
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Taking into account the property ω˜rJω˜
∗
r = 0 of the Verblunsky-type coeffi-
cient ω˜r and the equality Q˜ ≡ ω˜∗r , we obtain from (3.57) the relation
A(r + 1, z)Q˜ = A(r, z)Q˜. (3.58)
Therefore, we set Q̂ = Q˜ and rewrite the representation of ϕ˜ of the form
(3.9) in terms of A(r, z) instead of A(r + 1, z):
ϕ˜(z) = ϕ̂(z) = ϕ̂(z)∗ = iA1(z)Q̂
(
A2(z)Q̂
)−1
, (3.59)
A1(z) :=
[
Ip 0
]
A(r, z), A2(z) :=
[
0 Ip
]
A(r, z), Q̂ = Q˜ = ω˜∗r . (3.60)
We note that A(r, z) =
∏r−1
k=0((I2p − izQkJ), and so in view of (3.29), (3.32)
and (3.33) the leading terms of the matrix polynomials A2(z)Q and A2Q̂
have the form
A2(z)Q = (−iωrJQ)zr +O(zr−1), A2(z)Q̂ = (−iωrJQ̂)zr +O(zr−1).
(3.61)
Using (3.46), (3.54) and the third equality in (3.60), we rewrite (3.61) as:
A2(z)Q = tr+1zr +O(zr−1), A2(z)Q̂ = tr+1zr +O(zr−1). (3.62)
According to (3.48), (3.59) and (3.62), we have
ϕ(z)− ϕ˜(z) = iz−2r(t−1r+1Q̂∗JQt−1r+1)+O(z−2r−1). (3.63)
On the other hand, from (3.50), (3.51) and (3.56) we derive
ϕ(z)− ϕ˜(z) = z−2r+1(H2r−2 − H˘2r−2)+O(z−2r−1). (3.64)
Compare (3.63) and (3.64) in order to see that
H2r−2 = H˘2r−2, Q̂∗JQ = 0. (3.65)
Formula (3.46) and the last equalities in (3.60) and (3.65) show that
ω˜rJω
∗
r = 0. (3.66)
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Relations (3.44), (3.45), (3.54), (3.66) and ω˜rJω˜
∗
r = 0 imply the following
equalities
KJK∗ =
[
0 tr+1
tr+1 0
]
, Kω∗r = Kω˜∗r =
[
0
tr+1
]
for K :=
[
ωrJ
−iωr−1J
]
.
In view of the first equality in the formula above, we have detK 6= 0, and so
the second equality yields (3.53). 
The first equality in (3.65) means that for Q = ω∗r the inequality in (3.13),
where n is substituted for r, turns into equality. Note also that if Q satisfies
(3.6) (i.e., Q is nonsingular with property-J), then the matrix Qu, where
u is a p × p matrix and det u 6= 0, is nonsingular with property-J as well.
Moreover, ϕ in (3.9) does not change if we substitute Q by Qu, that is,
ϕQ = ϕQu. Hence, we may talk about Q = ω∗ru and have the following
corollary.
Corollary 3.8 When Q in Theorem 3.1 has the properties
Q∗JQ = 0, det(ωn−1JQ) 6= 0, (3.67)
this Q is nonsingular with property-J and the equality
H2n−2 =
∫ ∞
−∞
t2n−2dτ(t) (3.68)
is valid.
Propositions 3.6 and 3.7 imply the Verblunsky-type theorem below.
Theorem 3.9 There is a one to one correspondence between Hankel matri-
ces H(n) > 0 (n ∈ N) and their Verblunsky-type coefficients.
The blocks of H(n) are recovered from the Verblunsky-type coefficients
of H(n) successively. Namely, H0 is recovered from (3.41), the block H2r−1
(r > 0) is uniquely recovered from the asymptotic expansions (3.42) of the
matrix functions ϕ(z) = iA1(r+1, z)Q(z)
(
A2(r+1, z)Q(z)
)−1
, and the matrix
H2r is recovered (after we have H2r−1) from (3.43).
For each fixed n ∈ N, the set of the sequences ωk (0 ≤ k < n) of
Verblunsky-type coefficients of Hankel matrices H(n) > 0 coincides with the
set of sequences of matrices ωk satisfying (3.44) and (3.45).
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3. Now, we will consider interconnections between canonical systems gen-
erated by Hankel matrices H(n) and Verblunsky-type coefficients of these
matrices in greater detail.
Proposition 3.10 For each fixed n ∈ N, the set of canonical systems (3.26)–
(3.28) generated by the Hankel matrices H(n) > 0 coincides with the set of
canonical systems
yk+1 = wk+1(λ)yk, wk+1(λ) = I2p +
i
λ
JQk, Qk = γ
∗
kγk, (3.69)
where γk ∈ Cp×2p (0 ≤ k < n) and
γ0
[
Ip
0
]
= 0, γkJγ
∗
k = 0, det γk−1Jγ
∗
k 6= 0 (0 < k < n). (3.70)
P r o o f. According to (3.29), (3.32) and (3.33), each canonical system (3.26)–
(3.28) generated by some Hankel matrixH(n) > 0 has the form (3.69), (3.70),
where γk = t
−1/2
k+1 ωk (0 ≤ k < n).
On the other hand, for each system (3.69), (3.70) we may choose succes-
sively (for the increasing values of k) such pairs of unitary matrices uk and
p× 2p matrices ωk that
u0γ0
[
0
Ip
]
> 0, ω0 :=
(
u0γ0
[
0
Ip
])
u0γ0; (3.71)
iukγkJω
∗
k−1 > 0, ωk :=
(
iukγkJω
∗
k−1
)
ukγk (0 < k < n). (3.72)
Clearly, the existence of the corresponding matrices uk follows from the third
relation in (3.70) and from the existence of polar decompositions of square
complex matrices. Taking into account (3.71) and (3.72), we obtain
ω0
[
0
Ip
]
=
(
u0γ0
[
0
Ip
])2
> 0, iωkJω
∗
k−1 =
(
iukγkJω
∗
k−1
)2
> 0 (3.73)
for k > 0. Formulas (3.70)–(3.73) imply that the conditions (3.44) and (3.45)
hold, that is, by virtue of Proposition 3.7 the matrices {ωk} are Verblunsky-
type coefficients. Moreover, in view of (3.71)–(3.73), the Hamiltonian Qk =
γ∗kγk coincides with the matrices Qk in (3.40). Hence, Corollary 3.4 yields
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that the system (3.69), (3.70) is generated by the Hankel matrix H(n) > 0
determined via the constructed above Verblunsky-type coefficients {ωk}. 
In the proof of Proposition 3.10, we have shown that each canonical sys-
tem (3.69), (3.70) is determined via a sequence of Verblunsky-type coeffi-
cients using relations (3.40). Let us prove the uniqueness of the sequence
of Verblunsky-type coefficients, which determines any fixed system (3.69),
(3.70). Indeed, let Verblunsky-type coefficients {ωk} determine system (3.69),
(3.70). Then, comparing equalities in (3.40) with Qk = γ
∗
kγk, for some ma-
trices qk we have
ωk = qkγk, det qk 6= 0. (3.74)
In particular, we have
ω0 =
[
0 κ
]
(κ > 0), γ0 =
[
0 χ
]
(detχ 6= 0). (3.75)
Hence, (3.40) and (3.74) for k = 0 imply q0χ = χ
∗χ, and q0 is uniquely
defined. Assume that the matrices q0, . . . , qr−1 are uniquely defined and
consider Qr = γ
∗
rγr. The formulas (3.40) and (3.74) for k = r yield now
q∗r(iqrγrJω
∗
r−1)
−1q(r) = Ip, e.g., q(r)
∗ = iγrJω
∗
r−1.
Thus, q(r) and ωr are uniquely defined. We proved by induction the following
corollary.
Corollary 3.11 There is a one to one correspondence between Verblunsky-
type coefficients and canonical systems (3.69), (3.70). This correspondence
is given by the formula (3.40).
Remark 3.12 It follows from Corollary 3.11 that there is a one to one cor-
respondence between infinite sequences {ωk} (0 ≤ k < ∞) satisfying rela-
tions (3.44) and (3.45), where n is substituted by ∞ (i.e., infinite sequences
of Verblunsky-type coefficients), and canonical systems (3.69), (3.70) on the
semiaxis k ≥ 0 (i.e., systems (3.69), (3.70) with n substituted in (3.70) by
∞). It follows also from Theorem 3.9 that there is a one to one correspon-
dence between infinite sequences of the blocks {Hk}, such that all the matrices
H(n) = {Hi+j−2}ni,j=1 (n ≥ 0) are positive-definite, and infinite sequences of
Verblunsky-type coefficients.
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4. Consider system (3.69), (3.70) on the semiaxis k ≥ 0. In order to estab-
lish connections with the spectral theory, we will need the definition of the
spectral function of the discrete canonical system from [26, Section 8]. For
this purpose, we introduce the spaces ℓ2Q and L
2(τ), where Q(k) = Qk ≥ 0
and τ is a non-decreasing p× p matrix function on R. The scalar product in
ℓ2Q is given by the formula (h, h˜)Q =
∑∞
k=0 h˜(k)
∗Qkh(k) and the scalar prod-
uct in L2(τ) is given by the formula (f, f˜)τ =
∫∞
−∞
f˜(t)∗dτ(t)f(t). Denote
the normalized fundamental solution of the system (3.69), (3.70) (k ≥ 0) by
Y , that is, let Y satisfy relations
Y (k + 1, λ)− Y (k, λ) = i
λ
JQkY (k, λ) (k ≥ 0), Y (0) = Ip. (3.76)
Finally, introduce the operator V from ℓ2Q into L
2(τ) by its action on the
functions with finite support:
(
V h
)
(λ) =
[
0 Ip
] ∞∑
k=0
Y
(
k,
1
λ
)∗
Qkh(k). (3.77)
Definition 3.13 A non-decreasing p × p matrix function τ on R is called
a spectral function of the system (3.69), (3.70) on the semiaxis k ≥ 0 if V
given in (3.77) is an isometric mapping into L2(τ).
Although we restricted the definition above to the system, which we consider
here, it is clear that the same definition works for all canonical systems.
Slightly rephrasing Corollaries 8.2.1 and 8.2.3 from [26] we obtain the
following theorem.
Theorem 3.14 A non-decreasing p× p matrix function τ on R is a spectral
function of some system (3.69), (3.70) on the semiaxis k ≥ 0 if and only if
all the blocks given by
Hk =
∫ ∞
−∞
tkdτ(t) (k ≥ 0) (3.78)
are well-defined and all the matrices H(n) = {Hi+j−2}ni,j=1 (n ≥ 1) are
positive-definite. Moreover, if τ is, indeed, a spectral function of some sys-
tem (3.69), (3.70), it is a spectral function of only one system (3.69), (3.70)
(k ≥ 0).
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A Appendix
P r o o f of Theorem 3.1. When looking at this proof, one has to take into ac-
count thatH is a particular case of operators S in [26], and that the notations
β and α are used in [26] instead of µ and ν in the Herglotz representation
(A.80). Since
H > 0; Φ2g 6= 0 for all g 6= 0 (g ∈ Cp); σ(A) = 0 (A.79)
(where σ(A) means the spectrum of A), the conditions of [26, Theorem 1.4.2]
are fulfilled. Thus, the set of functions (matrix functions) ϕ(z) constructed
in (3.9) coincides with the set of holomorphic (in C+) solutions of the fun-
damental Potapov’s inequality [26, (1.2.1)].
In particular, the inequality
(ϕ(z)− ϕ(z)∗)/(z − z) ≥ 0
is immediate from [26, (1.2.1)], that is, the functions ϕ(z) belong to the
Herglotz class. Hence, the functions ϕ admit Herglotz representation
ϕ(z) = µz + ν +
∫ ∞
−∞
(
1
t− z −
t
1 + t2
)
dτ(t) (µ ≥ 0, ν = ν∗). (A.80)
Moreover, according to [26, Theorem 1.3.1] the nondecreasing p × p matrix
functions τ in (A.80) belong to E(n). Hence, the right-hand sides of (3.12)
and (3.13) are well-defined. The inequality (3.13) itself follows from the
inequality
H ≥ Hτ :=
∫ ∞
−∞
(Inp − tA)−1Φ2dτ(t)Φ∗2(Inp − tA∗)−1 (A.81)
given on [26, p. 7] and from the easy relation
(Inp − zA)−1Φ2 =

Ip
zIp
· · ·
zn−1Ip
 . (A.82)
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Recall that ϕ satisfies the Potapov’s inequality [26, (1.2.1)]. Therefore,
we may use [26, Lemma 1.3.1], and, more precisely, the equality
Φ2µΦ
∗
2 = A(H −Hτ )A∗. (A.83)
In view of the definitions (3.3) and (3.4) of A and Φ2, formula (A.83) yields
µ = 0. (A.84)
Taking into account the definition of Hτ in (A.81) and relations (A.82) and
(A.84), we see that the same formula (A.83) implies (3.12).
Finally, from [26, Proposition 1.3.1] we obtain
ν =
∫ ∞
−∞
t
1 + t2
dτ(t). (A.85)
Substituting (A.84) and (A.85) into (A.80), we derive (3.11).
We have shown that for all ϕ constructed in (3.9) relations (3.11)–(3.13)
hold. It remains to prove that all nondecreasing functions τ satisfying (3.12)
and (3.13) are described via the set of ϕ constructed in (3.9).
Indeed, assume that (3.12) and (3.13) hold for some nondecreasing τ(t),
and define µ and ν via (A.84) and (A.85). Then, [26, Lemma 1.1.2] together
with (3.12) and (3.13) shows that [26, (1.1.11)] is valid. Hence, by virtue
of [26, Corollary 1.2.1], the function ϕ(z) determined by our τ via (3.11)
satisfies Potapov’s inequality [26, (1.2.1)]. As discussed at the beginning of
the proof, this means that ϕ is one of the functions constructed in (3.9), that
is, τ belongs to the set given by (3.9)–(3.11). 
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