Abstract. When the number of labeled training samples is very small, the sample information we can use would be very little. Because of this, the recognition rates of some traditional image recognition methods are not satisfactory. In order to use some related information that always exist in other databases, which is helpful to feature extraction and can improve the recognition rates, we apply multi-task learning to feature extraction of images. Our researches are based on transferring the projection transformation. Our experiments results on the public AR, FERET and CAS-PEAL databases demonstrate that the proposed approaches are more effective than the general related feature extraction methods in classification performance.
Introduction
The performance of single task for classification cannot meet our requirement when the number of labeled training samples is very small. When there are relations between the tasks to learn, it can be advantageous to learn all tasks simultaneously instead of following the more traditional approach of learning each task independently of the others. There has been a lot of experimental work showing the benefits of such multi-task learning relative to individual task learning when tasks are related, see [1, 2] . Multi-task learning is a very interesting field, which has been used in many fields of pattern recognition in recent years. With multi-task learning, we can utilize the correlation information of several related tasks to learn a few tasks. By this way, we can improve the efficiency of learning tasks, and prompt the recognition rate under condition of SSS issues [3, 4, 5] .Multi-task learning was proposed by Caruana in 1997, a multi-task learning mechanism [6, 7] , which train a single multi-layer perceptron to perform multi-task. Ghosn and Bengio [8] proposed a idea based on manifold learning. On the other hand, Silver etc [9, 10] also puts forward a kind of multi-task study, which is given continuously. The challenge of this method probably appears interference of disaster or be forgotten. Argyriou [11] etc proposed a technique for dimension reduction, trying to find a representation in all the tasks of the low dimensional feature space. Jebara [12] proposed an idea, which utilizes the choice of kernel function and feature with support vector machine (SVM) to solve the problem of multi-task learning. Obozinski [13] etc researched the same problem with Argyriou in the view of feature selection.
We propose a new approach to extract features from images with multi-task based on orthogonal projection transformation, which extracts orthogonal feature vectors with related information among several datasets.
Orthogonal Projection Transformation of Multi-task Learning Technology

A. Supervised feature extraction method based on orthogonal projection transformation
Assume that there are three data set A, B, C, and they are related.Based on the Fisher criterion,we firstly calculate the discriminant transformation A W on set A through (1)
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where λ and µ are the Lagrange multipliers, and 1 C and 2 C are two constant matrices.
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Similarly, we get B W on dataset B through (12) ( ) ( )
In order to eliminate correlation of discriminant transform between data set C and data set A, and between data set C and data set B. we construct the objective function and constraint:
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where I is a unit matrix. (25)is equivalent to (19). In order to eliminate correlation of discriminant transform between data set C and data set A, and between data set C and data set B, we construct the objective function and constraint:
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C. Algorithm description
The brief of our approach is given as follows:
Step 1: Calculate A W , B W , C W by using (2), (12), (14)on training set A, B and C, respectively. , then classify the test sample with the nearest neighbor classifier.
Step 3: Calculate B W , C W in the same way, then classify the test sample with the cosine distance classifier.
Experiments
Our experiments are carried out on the AR, FERET and CAS-PEAL face database. The AR face database contains over 4000 color face images of 126 people (70 men and 56 women), including frontal views of faces with different facial expressions, under different lighting conditions and with various occlusions. Most of the pictures were taken in two sessions (separated
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Optoelectronics Engineering and Information Technologies in Industry by two weeks). Each session yielded 13 color images, with 119 individuals (65men and 54 women) participating in each session. We selected images from 119 individuals for use in our experiment for a total number of 3094 (=119 × 26) samples. All color images are transformed into gray images and each image was scaled to 60×60 with 256 gray levels. Fig. 1 illustrates all of the samples of one subject. The FERET face database contains 2200 face images belonging to 200 persons, and there are 11 images corresponding to each person. Each image is 384 ×256 with 256 gray levels. Considering many images in this database include the background and the body chest region, we automatically cropped every image sample. We scaled the intercepted images to 60 × 48. Fig. 2 shows 11 images of an individual of the FERET face database.
The CAS-PEAL face database we employed contains 1060 images of 106 individuals (10 images each person) with varying lighting. A frontal image of each subject was captured under variable illumination. In the experiment, each image was automatically cropped and scaled to 60 × 48. Fig. 3 shows 10 images of an individual of the CAS-PEAL face database. Demo images of one subject from the AR face database. We scaled the intercepted images to 60× 48 on three face data set. Our supervised and unsupervised approach are carried out on the AR，FERET and CAS-PEAL face database and the training samples range from 2 to 6. Experimental results on these three public face databases demonstrate that the proposed approach acquires higher recognition rates when comes to small sample size.
From Table1 and Table2, we can see that the training samples range from 2 to 6, and the recognition rate of every training sample of our approach high than that of LDA on three face dataset. Our approach improves recognition rate when the number of labeled training samples is very small. 
Conclusions
The experiments demonstrate our proposed image feature extraction method based on orthogonal projection transformation of multi-task learning technology improves the recognition rate relative to LDA and LPP. When the number of labeled training samples is very small, the sample information we can use would be very little and the recognition rates of traditional image recognition methods are not satisfactory. Our approach apply the useful information contained in other databases to help extract the features more effectively and improve the recognition rates.
