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Complex oxides with correlated carriers are a class of materials characterized by multiple
competing and nearly degenerate ground states due to interactions that create a subtle
balance to define their ground state. This in turn leads to a wide diversity of intriguing
properties ranging from high Tc superconductivity to exotic magnetism and orbital
phenomena. By utilizing bulk properties of these materials as a starting point, interfaces
between different classes of correlated oxides offer a unique opportunity to break the
fundamental symmetries of the bulk and alter the local environment. From experimental
point of view, utilizing recent advances in growth with atomic layer precision one can
now combine layers of compounds with distinct and even antagonistic order parameters
to design new artificial quantum materials. Here we illustrate this approach by selected
examples how broken lattice symmetry, strain, and altered chemical and electronic
environments at the correlated interfaces can provide a unique platform to manipulate
this subtle balance and enable quantum many-body states and phenomena not attainable
in the bulk.
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I. INTRODUCTION
Finding new collective electronic states in materials is
one of the fundamental goals of condensed matter physics.
While the traditional approach has been to search for such
phases within naturally occurring compounds, in recent
years the focus has shifted to heterostructures (Hwang
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2et al., 2012): artificial materials formed by interleaving
two or more structurally and chemically dissimilar mate-
rials. Of particular interest is the spatial region at the
interface where dissimilar materials meet. New states may
emerge here because the environment near an interface
is different from that occurring in bulk (thermodynami-
cally stable) materials. Advances in the angstrom-scale
layer-by-layer synthesis of multi-element compounds for
materials-by-design have taken the approach to a new
level of power and sophistication: It enables the atomic-
scale combination of materials with different properties,
granting access to a new terrain in which unusual states
of matter may arise (Schlom et al., 2008).
Heterostructures formed from transition metal oxides
(TMO) are a particularly appealing hunting ground for
new physics. In these materials the transition metal
(M) ion has an open d-shell electronic configuration with
spin, orbital, and charge degrees of freedom. Electrons in
these partially filled d-shells are correlated : the motion
of one electron depends explicitly and non-trivially on
the behavior of all of the others giving rise to interesting
many-body phenomena (Imada et al., 1998). The result-
ing magnetic, superconducting, and multiferroic phases
are of great scientific interest and are potentially capa-
ble of providing innovative energy, security, electronics
and medical technology platforms. The heterostructure
geometry (Granozio et al., 2013; Mannhart and Schlom,
2010; Zubko et al., 2011a) enables otherwise unattain-
able changes in atomic structure and chemical bonding,
leading to new modalities for control and optimization of
known states and potentially leading to new ones.
Over the past decade, one particular class of heterostruc-
tures, based on the interface between lanthanum alumi-
nate (LaAlO3; LAO for short) and Strontium titanate
(SrTiO3; STO for short), has been the subject of very
extensive study. In this Colloquium we choose not to
discuss the LAO/STO interface or its variants, selecting
our examples instead from vanadate, manganite, cuprate
and nickelate-based systems for two reasons. First, the
LAO/STO system and its variants have been extensively
reviewed in other venues, see for example Hwang et al.,
2012; Mannhart et al., 2008; and Zubko et al., 2011b.
Second, and more importantly, the LAO/STO system
involves doping nominally insulating STO with maximum
sheet carrier densities of fewer than 0.5 electrons (e) per in-
plane unit cell, and the charge density is typically spread
over several unit cells in the direction perpendicular to
the interface. The volume carrier densities are therefore
typically low, so that the situation is more closely related
to a doped semiconductor than to the correlated electron
materials on which we wish to focus here. Nonetheless
some of the scientific excitement has focused on supercon-
ductivity (Reyren et al., 2007) (exhibited also when bulk
STO is lightly doped by conventional dopants) and An-
derson localization metal-insulator transitions (Caviglia
et al., 2008). Reports or theoretical suggestions of other
correlation phenomena in this system including charge
ordering (Pentcheva and Pickett, 2007) and magnetism
(Ariando et al., 2011; Bert et al., 2011; Brinkman et al.,
2007; Li et al., 2011; Okamoto et al., 2006) have also
appeared; we return to the issue in section IV and in the
conclusions.
This Colloquium illustrates the essential features that
make TMO-based heterostructures an appealing discovery
platform for emergent properties. The guiding principle
is that strong electronic correlations in combination with
the access to new symmetries and electronic band struc-
tures provided by oxide interfaces can activate new elec-
tronic properties formerly “hidden” in bulk compounds.
We illustrate this principle with a few selected exam-
ples, showing how charge redistributes, magnetism and
orbital polarization arises and ferroelectric order emerges
from heterostructures comprised of oxide components
with nominally contradictory behavior. For example, in-
terfaces may be metallic, magnetic, or ferroelectric even
though in bulk form the constituent materials are insulat-
ing, non-magnetic, or simple dielectrics. We conclude by
articulating open challenges and opportunities in the field,
in particular, how to translate the new understanding of
when emergent phases arise into control of novel behavior
by design at oxide interfaces, and the manipulation of
these states by suitable mechanical, electrical or optical
boundary conditions and excitations.
II. ANATOMY OF AN OXIDE INTERFACE
The formation of a coherent perovskite oxide heteroint-
erface, as shown in Figure 1, provides a remarkable corre-
lated electron “playground.” It brings different transition
metal cations with their localized d electron physics and
interacting charge, spin and lattice degrees of freedom into
intimate contact in a tunable crystalline environment.
The key structural features of transition metal oxides re-
late to the coordination geometry of the metal ions and the
metal-oxygen-metal bond angles. These determine mag-
netic exchange interactions (Anderson, 1950; Goodenough,
1955; Kanamori, 1965) and electronic bandwidths (Eng
et al., 2003), thereby controlling the electronic and mag-
netic ground states. Structural and electronic changes
across an interface can act to stabilize previously unan-
ticipated phases of matter (Okamoto and Millis, 2004).
Consider for example a multilayer heterostructure com-
prised of alternating blocks of the metallic ferromagnet
La2/3Ca1/3MnO3 (LCMO), and the high-temperature
cuprate superconductor YBa2Cu3O7−x (YBCO) sketched
in Figure 1. The interface brings several crucial structural
effects. The first is a coordination mismatch. LCMO is a
three-dimensional perovskite (AMO3 stoichiometry) with
corner-connected MnO6 octahedra that may be described
by interleaving alternating (La,Ca)O and MnO2 layers
along [001]. In contrast, YBCO is a two-dimensional
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FIG. 1 Anatomy of an oxide heterointerface: an illustration showing the interplay between different degrees of freedom (charge,
spin, and lattice) at a coherently grown interface between ferromagnetic La2/3Ca1/3MnO3 and superconducting YBa2Cu3O7−x.
The electron micrograph is reproduced from Ref. Chien et al., 2013, where each color represents a different chemical species.
oxide with four- and five-fold coordinated Cu cations.
The layered cuprate structure may be considered as a
derivative of perovskite, which partly facilitates coher-
ent growth of the heterostructure. But unlike LCMO,
YBCO displays an ordered network of oxygen vacancies
accommodated by the valence preferences of Cu: One
oxygen atom is removed from every third (001) YO plane
to produce the square pyramidal CuO5 coordination, then
on every third CuO2 layer, vacancies order along [100],
producing the square planar CuO4 coordination. Thus a
“coordination mismatch” arising from the change from the
6-fold coordination of the Mn to the lower coordination
of the Cu (Figure 1, lower left) occurs at the interface.
As a result, a set of CuO chains (i.e. charge reservoir) is
missing from the interfacial YBCO unit cell to maintain
a prerovskite-like sequence ...MnO2–BaO–CuO2... across
the junction (Chien et al., 2013; Zhang et al., 2009).
Coherent epitaxial growth also produces an intrinsic
strain mismatch arising from the different equilibrium
lattice constants (Figure 1, center). The atomic structure
at the heterointerface responds to alleviate the strain mis-
match through relaxation of the interatomic distances and
internal atomic degrees of freedom (for example, rotations
or size deformations to the transition metal oxygen poly-
hedra) in the constituents along the superlattice repeat
direction. These new atomic arrangements directly alter
the electronic structure. Away from the interface it is
characterized by carriers in the d-manifold with orbital
symmetries d(x2 − y2) (YBCO) and d(z2 − r2/x2 − y2)
for LCMO (Figure 1, upper left), but near the interface
the d(z2− r2) become occupied in the YBCO and acquire
more d(x2 − y2) character in the LCMO.
In addition to the structural effects, an electronic mis-
match occurs. The ferromagnetism in LCMO relies on the
cooperative parallel alignment of spins from the narrow
correlated electronic bands; singlet Cooper pair forma-
tion in YBCO, in contrast, relies on paired spins with
antiferromagnetic interactions. These antagonistic spin
interactions (frustration) have been invoked to explain
changes in the interfacial magnetization and supercon-
ductivity, e.g. giant magnetoresistance, the appearance of
uncompensated magnetic moment on Cu in CuO2 plane,
and large modulation of ferromagnetic magnetization pro-
file across the heterojunction (Chakhalian et al., 2006;
Hoppler et al., 2009; Pen˜a et al., 2005; Stahn et al., 2005)
The different valence configurations of the cations in
the constituent materials of the heterostructure also in-
duce changes in charge density and chemical bonding.
In the system shown in Figure 1 (lower right panel) a
charge of ∼0.2e per Cu ion is transferred from Mn to Cu
ions across the interface (Chakhalian et al., 2007). The
charge transfer at other oxide interfaces has also been
found to exhibit a peculiar asymmetric electronic “rough-
ness” intertwined with an asymmetric interface stacking
sequence or an asymmetric chemical roughness (Chien
et al., 2013; Hoffmann et al., 2005; May et al., 2008). The
effects from different stacking sequences and electronic
roughness remain to be resolved.
To summarize, the following degrees of freedom are
highly tunable at an oxide interface and may be exploited
4in uncovering new phases:
• Epitaxial strain mismatch owing to differences in
equilibrium lattice parameters
• Atomic coordination frustration and cation site pref-
erences
• Ordered spin and orbital states
• Charge flow across the interface (layer dipole dis-
continuities)
• Chemical frustration and interlayer mixing
The following examples detail how these considerations
are made, and the exciting new phases born from the
interplay of the correlated electronic and atomic structure
across oxide interfaces.
III. CHARGE AT THE INTERFACE
Understanding and controlling the distribution of
charge carriers at the interface between dissimilar semi-
conductors is one of the pivotal developments of modern
microelectronics (Gertner, 2013) important both for de-
vices and as a crucial platform for discovery of remarkable
physical phenomena including integer and fractionally
quantized Hall effects as well as spin-Hall and other spin-
tronic phenomena.
In conventional semiconductor heterojunctions the ba-
sic physics is driven by the difference in work-function,
which causes charge transfer across the boundary to equal-
ize chemical potentials. The work-function difference may
be manipulated by a process known as δ-doping (Harris
et al., 1991; Schubert, 1990), in which a layer of ions is
implanted in a plane at some distance from the interface.
An additional advantage of δ-doping is that the placement
of the dopants at some distance from the interface mini-
mizes the effects of randomness in the dopant positions.
δ-doping is now widely used to produce two dimensional
electron gases (2DEGs) confined to the proximity to the
interface (e.g. GaAs/AlGaAs).
The interest in using TMO to explore similar physics
was motivated by two observations (Ahn et al., 2003,
2006): (i) in oxides, the accessible carrier density is ex-
pected to be orders of magnitude higher than that of
semiconductors (≥ 1020 cm−3), and (ii) the Thomas-
Fermi screening length is expected to be much shorter,
so the charges may be confined to within <1-2 nm of
the interface, a factor of 5− 10 shorter than the ∼10 nm
length characteristic of semiconductor junctions. However,
the current intense effort in material synthesis, theory,
and device fabrication of oxide interfaces is motivated
mainly by the known sensitivity of the correlated electron
properties of transition metal oxides to the d-band filling
(Armitage et al., 2010; Basov, 2005; Dagotto et al., 2001;
Lee and Wen, 2006; Mackenzie, 2003; Ovchinnikov, 2003;
Tokura, 2006; Tokura and Tomioka, 1999). The discovery
of an interface-based method of carrier doping has revived
the idea of tailoring the materials electronic properties
and creating novel quantum states not easily attainable
in the bulk counterparts. The basic idea (analogous to
that motivating δ-doping) is to explore electronic and
magnetic phases without the hindering effects of chemical
disorder inherent in the conventional solid state chemistry
methods of changing carrier concentration.
During the past several years, extensive experimenta-
tion has established that perovskite-based heterostruc-
tures are particularly susceptible to interlayer charge re-
distribution derived from the incompatibilities illustrated
in Figure 1 making them ideal candidates to explore such
possibilities (Bibes et al., 2011; May et al., 2009; Ohtomo
and Hwang, 2004; Ohtomo et al., 2002; Okamoto and
Millis, 2004).
A. Interface Doping of a High-Tc Superconductor
To illustrate the inherent interest of charge reconstruc-
tion on interfacial states, we discuss as one of many pos-
sible examples the recent progress on cuprate/manganite
heterointerfaces. Macroscopically it has been established
that the introduction of a ferromagnetic (La,Ca)MnO3
manganite layer into the heterostructure with an opti-
mally doped YBCO cuprate triggers a suppression of the
superconducting transition temperature accompanied by
a reduced ferromagnetic Curie temperature (Driza et al.,
2012; Holden et al., 2004; Hoppler et al., 2009; Kalcheim
et al., 2011; Pen˜a et al., 2004; Satapathy et al., 2012;
Sefrioui et al., 2003). In a recent set of experiments (Fig-
ure 2), L-edge polarized resonant X-ray absorption spectra
taken at the Mn and Cu edges reveal the presence of a
chemical shift implying a flow of electronic charge across
the interface of about ∼0.2 e per Cu atom (Chakhalian
et al., 2007; Chien et al., 2013). The depleted electrons
from MnO2 layer are directly transferred to the CuO2
planes, unbalancing the charge distribution between the
atomic CuO2 layers and the CuO chain charge reservoir
block. The average Mn valence also increases from the
as-grown value (Mn+3.33) to around 3.5, indicative of
covalent bond formation across the Mn–O–Cu interface.
The charge transfer across the interface from the Mn
to Cu ions induces a major reconstruction of the d-orbital
occupancies and frontier orbital symmetries in the inter-
facial CuO2 layers (Chakhalian et al., 2007, 2006). In
particular, the Cu d3z2−r2 orbital, which is fully occupied
and electronically inactive in the bulk cuprates becomes
active at the interface (Figure 2b). At the same time
charge transfer is observed in the presence of enhanced
covalent chemical bonding across the interface, the Cu
cations from the nominally antiferromagnetic CuO2 plane
acquire an uncompensated magnetic moment (Figure 2c),
attributed to spin canting of the local moments on the
interfacial Cu cations.
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FIG. 2 Electronic structure of Cu in a La2/3Ca1/3MnO3/YBa2Cu3O7−x heterostructure, determined from X-ray Linear
Dichroism (XLD) and X-ray Magnetic Circular Dichroism (XMCD) measurements. Panels (a,b): XLD spectra taken on the Cu
L3-edge at temperature T = 15 K with the electric-field vector E‖ab plane and E‖c plane, taken in bulk (panel a) and interface
(panel b) sensitive modes. The main peak (“white line”) in (b) is shifted towards higher energies, indicating a lower charge state
of Cu at the interface. Panel (c): XMCD spectra measured at the Cu and Mn L3 edges in (c) recorded at T = 15 K in a 5 T
applied magnetic field demonstrating that the interfacial copper cations exhibit a non-zero ferromagnetic local moment, whereas
in bulk the antiferromagnetic coupling leads to a net magnetization of zero.
Initial studies of the interplay between the ferromag-
netic and superconducting order parameters used syn-
chrotron based X-ray and neutron reflectivity experi-
ments. However these tools were unable to clearly re-
solve the length scale of interactions at the boundary
between the two phases. Very recently, the issue has been
FIG. 3 Panel (a): Schematic of cross-sectional scanning tun-
neling microscopy (XSTM) measurements performed on an
LCMO/YBCO superlattice grown on a Nb-doped STO sub-
strate. Panel (b): Data reproduced from Ref. Chien et al.,
2013. The spatial evolution of the dI/dV spectra averaged
across the two identically terminated heterointerfaces reveals
that the electronic transition is more abrupt for the bottom
interface (right arrow) than the top, broader, interface (left
arrow). The red dots represent the voltage of the minimum in
the density of states.
addressed by use of cross-sectional scanning tunneling
microscopy (XSTM) together with atomic-resolution elec-
tron microscopy (EELS/STEM). These methods enable
direct observation of the charge distribution and the cor-
responding spatial scale for the buried interface (Chien
et al., 2013). Figure 3 shows the spatially resolved dI/dV
spectra, which provided the first direct evidence that
the length scale for charge transfer between YBCO and
LCMO has an upper limit of <1 nm, and that the spatial
broadening of the electronic transition is commensurate
with the rougher interface. This result sets a fundamen-
tal upper limit on the charge-transfer length scale in the
YBCO/LCMO system, ruling out a class of theories based
on long-range proximity effects (Hoffmann et al., 2005).
In addition to the established X-ray and neutron based
probes, this powerful characterization technique provides
a useful tool to achieve a microscopic direct space un-
derstanding of the electronic structure across correlated
oxide interfaces.
B. Additional considerations
The complex behavior occurring at the LCMO/YBCO
interface highlights the need to develop a clear language
and set of concepts to describe interface electronic physics
in correlated oxides. The inherently many-body nature
of the correlated interface raises fundamental questions,
in particular of the applicability of the ideas, formulae,
and language devised for semiconductor interfaces where
a single-particle description works well. Pioneering work
of Oka and Nagaosa (Oka and Nagaosa, 2005) showed via
density matrix renormalization group calculations of a
one dimensional model system (in essence the one dimen-
sional Hubbard model with a spatially varying interaction
parameter and band bottom) that the standard concepts
of band bending and interface dipole apply, albeit with
6some modifications, as long as the conduction and valence
bands are replaced by lower and upper Hubbard bands.
A growing body of literature builds on this work,
using the concepts of band bending, Schottky barri-
ers, and depletion layer creation borrowed from semi-
conductor physics (Hikita et al., 2009; Yajima et al.,
2011), as well as more involved approaches, which unite
Poisson-Schro¨dinger electrostatics with Mott-Hubbard
physics (Charlebois et al., 2013; Lee and Macdonald, 2006;
Okamoto and Millis, 2004). Correlation physics is shown
to lead to quantitative changes in the spatial confinement
of carriers near interfaces (Lee and Macdonald, 2006, 2007;
Okamoto and Millis, 2004), including the possible forma-
tion of extended depletion regions of zero compressibility
(so-called ‘Mott plateaus’)(Charlebois et al., 2013; Lee and
Macdonald, 2006). Other theoretically proposed possibili-
ties unattainable with semiconductor junctions, include
a spontaneously emerging quantum-well structure when
an electron-doped Mott-Hubbard insulator is coupled to
a normal metal with a large work-function. Following
the same line of reasoning, in a p-n junction between two
correlated insulators the local Mott gap collapses giving
rise to a 2DEG (Charlebois et al., 2013).
With few exceptions (Jin et al., 2011), current experi-
mental attention has focussed on interfaces such as that
between the two band insulators LaAlO3 and SrTiO3. In
most of these situations the carriers are introduced via
the polar catastrophe mechanism (Mannhart et al., 2008);
the maximum sheet carrier density is 0.5 per in-plane
unit cell and this carrier density is typically distributed
(Mannhart et al., 2008; Okamoto et al., 2006) over several
unit cells away from the interface, leading in general to
volume carrier densities far below the Mott value of one
per unit cell. Density functional plus Hubbard U calcula-
tions (Pentcheva and Pickett, 2007) indicate that a charge
ordered phase in which the entire polar catastrophe charge
density is in the first interface layer may be possible, but
these suggestions have not yet been confirmed by exper-
iment or beyond-DFT methods. One very interesting
potential exception is the work of Moetakef et al., 2012
on GdTiO3/SrTiO3 heterostructures, where a nontrivial
insulating phase was observed when two layers of SrTiO3
were sandwiched between thick sheets of GdTiO3. It has
been explained by Chen, Lee and Balents in terms of a
novel ‘Mott dimer’ phase (Chen et al., 2013), where the
carrier density is far below the one electron per transi-
tion metal ion value needed for Mott physics; nonetheless
many theoretical predictions suggest alternative avenues
for emergent properties to arise and warrant experimental
investigation.
Additional issues beyond conceptual approaches to in-
terface control arise. The length scales in correlated oxides
are typically very short, so the details of the interface may
be more important than in conventional semiconductors.A
local picture is needed, which is able to address the forma-
tion of chemical bonds across the junction, differing elec-
tronegativities of transition metal ions, changes in both
crystal field energies and Madelung potentials, and polar-
ity effects (Biscaras et al., 2012; Garcia-Barriocanal et al.,
2013; Herranz et al., 2007; Hotta et al., 2007; Ohtomo
and Hwang, 2004; Park et al., 2013b; Salluzzo et al., 2013;
Savoia et al., 2009; Sing et al., 2009; Takizawa et al., 2009;
Zhong et al., 2010).
A further complication is that while many correlated
oxides are reasonably well described by the Mott-Hubbard
picture on which the above-cited works are based, some im-
portant functional TMO are charge-transfer compounds
(Imada et al., 1998; Khomskii and Sawatzky, 1997; Zaa-
nen et al., 1985). The role of the lower Hubbard band
in these materials is usurped by the ligand states (typi-
cally oxygen 2p), thus implying a very different physical
character for the doped holes (mainly in oxygen levels)
and doped electrons (mainly in transition metal d-levels).
As a result, the alignment of the oxygen levels across the
interface becomes crucial.
For all of the materials discussed in this paper, theo-
retical treatments which go beyond the simple Hubbard
model, including chemically realistic structures and en-
ergetics on the same footing as correlation effects, are
needed, as are experimental investigations of systems with
higher electron densities and complete control over cation
and oxygen stoichiometry.
IV. CONTROL OF MAGNETISM WITH OXIDE
HETEROSTRUCTURES
Long range magnetic order in transition metal oxides
usually arises from a combination of local moment for-
mation on the transition metal site and inter-site cou-
pling via the oxygen sublattice. Heterostructures offer
an opportunity to generate new magnetic states by ma-
nipulating both the moment formation and the nature of
the inter-site coupling. As examples, we note that the
paramagnet LaCoO3 can be converted to a ferromagnetic
(FM) material by tensile epitaxial strain, which changes
the material from a low-spin to a high-spin state (Free-
land et al., 2008; Fuchs et al., 2007; Park et al., 2009;
Rondinelli and Spaldin, 2009). On the other hand, bulk
antiferromagnetic (AFM) EuTiO3 can be converted to a
ferromagnetic insulator under modest tensile strains (Lee
et al., 2010). Another notable example is the compre-
hensive study by Seo et al., 2010, which examined three-
component SrRuO3/manganite/SrRuO3 heterostructures.
These authors found strong compressive strain causes rel-
ative FM alignment of magnetization in the heterostruc-
ture layers, while tensile or weak compressive strain favors
AFM alignment of neighboring layers.
This sort of control over local magnetization in thin film
geometries is of potential utility for oxide electronics and
spintronic applications, including magnetic memory and
sensing (Bibes et al., 2011). For example, electromechani-
7cal coupling via a piezoelectric material can be used to
control the orientation and strength of the magnetization
by tuning the lattice parameters of the heterostructure
through an applied electric field (Dekker et al., 2011).
Here, we focus on going beyond strain control to make
use of the broken symmetry at the interface between two
dissimilar materials to generate unique spatially struc-
tured magnetic states.
A. Creating Novel Magnetic States at Interfaces
One approach to manipulating magnetism involves in-
terfacial charge transfer in heterostructures created from
an antiferromagnetic insulator and a paramagnetic metal
(Freeland et al., 2010; Takahashi et al., 2001; Yordanov
et al., 2011). The choice of materials in this case was de-
termined by two key factors: first, creating moments from
a material without any propensity to moment formation,
i.e., zero moments, is difficult. It is therefore reasonable to
begin then by choosing a system with a large local moment
such as CaMnO3 with 3µB/Mn, which in bulk is a G-
type (conventional two-sublattice Ne´el) antiferromagnet.
However, modest electron doping of this material leads
to strong ferromagnetic (FM) correlations (Neumeier and
Cohn, 2000). In a quantum-well heterostructure in which
a paramagnetic metal (in this case CaRuO3) is confined
between two thick layers of CaMnO3 one may expect that
charge transfer from the metal to insulating CaMnO3 will
lead to interfacial doping and thus ferromagnetism.
Theoretical studies substantiate this argument and find
that a charge of approximately 0.1 e per interface unit
cell leaks across the interface and is confined within ∼1
unit cell at the CaRuO3/CaMnO3 interface (Nanda et al.,
2007). Although the magnitude of the charge leakage is
small, it has a significant impact on the antiferromagnetic
order in the CaMnO3, providing a mechanism for spin
canting which yields large ferromagnetic moments at the
interface (Freeland et al., 2010; Takahashi et al., 2001;
Yordanov et al., 2011). To validate this concept a study
of the spatial distribution of the magnetism was carried
out using X-ray resonant magnetic scattering (XRMS)
at the Mn L-edge (Freeland et al., 2005; Kavich et al.,
2007). Figure 4 shows the large XRMS signal, and that it
deviates from anticipated bulk G-type AFM state, which
shows no ferromagnetic component to the magnetic mo-
ment under identical strain conditions indicating that
the ferromagnetism emerges from the interface (Freeland
et al., 2010). By fitting this signal as a function of incident
angle, the extent of the magnetic polarization away from
the interface was found to extend over several unit cells in
contrast to the length of one unit cell predicted by theory
(Nanda et al., 2007). The observed longer length scale of
the magnetization profile discrepancy may be due to mag-
netic polarons, which are known to exist in lightly-doped
CaMnO3 (Chiorescu et al., 2007), but such interfacial
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FIG. 4 Panel (a): Schematic crystal structure showing canted
spins (pink arrows) within the MnO6 octahedra of CaMnO3
at the interface of the quantum-well structure with metallic
CaRuO3. The canting arises from electron transfer owing
to the ohmic contact. Panel (b): X-ray resonant magnetic
scattering data showing a large magnetic signature arising from
the FM alignment of spins at the interface in the presence of
a magnetic field (see associated data in Ref. Freeland et al.,
2010).
polarons have not explicitly investigated theoretically.
B. Other Routes to Interface Magnetism
Strain and layer sequencing can offer additional han-
dles to manipulate the interfacial magnetic state in the
CaRuO3/CaMnO3 system (He et al., 2012). The link
between the metallic layer and magnetism is best illus-
trated by studying superlattices where the metallic layer
undergoes a metal-to-insulator transition when the di-
mensionality is reduced in the ultra-thin layer, and cor-
respondingly the magnetism disappears (Grutter et al.,
2013). One can use this understanding and exploit it
to design new functional materials and there are many
possibilities that exist within the perovskite familiy which
can be combined to seek new types of magnetic states
(Bhattacharya et al., 2008; Gibert et al., 2012; Hoffman
et al., 2013; Smadici et al., 2007). For example, many anti-
ferromagnets have ordering temperatures well-above room
temperature, so one could extend this concept to create
interfacial insulating ferrimagnets that operate at high
temperature (Ueda et al., 1998). Another possibility is to
make use of the spatially localized magnetic state in prox-
imity to a metallic layer to create a spin-polarized 2DEG
(Nanda and Satpathy, 2008). More broadly, one could
create heterostructures with two magnetic materials, and
use the competition towards different collectively ordered
magnetic states in addition to structural incompatibilities
to generate a plethora of interesting and potentially spa-
tially varying magnetic phases. These are but a few of the
magnetic possibilities which remain to be uncovered at
oxide heterointerfaces, chosen to highlight the large phase
space still available for exploration and the opportunities
available to connect with materials theory in the rational
search for new magnetic systems.
8V. INTERFACIAL CONTROL OF ORBITAL
POLARIZATION
A. The Case of Rare-earth Nickelates
The orbital configuration, i.e., the distribution of the
d-electrons over the available crystal field levels, plays
an important role in the formation of strongly correlated
ground states in transition metal oxides (Tokura and Na-
gaosa, 2000). In general, orbital configurations are closely
linked to structure and may therefore be manipulated at
interfaces. Here we discuss these issues specifically for the
orthonickelate perovskites RNiO3, where R is a trivalent
cation from the lanthanide series, but the ideas can be
extended to other AMO3 systems.
The original and decade later renewed interest in nicke-
lates arose from the possibility of generating a cuprate-like
electronic and orbital configuration in a copper-free sys-
tem (Anisimov et al., 1999; Chaloupka and Khaliullin,
2008; Hamada, 1993; Lee and Pickett, 2004; Poltavets
et al., 2010). The basic idea is that in bulk RNiO3 the
Ni is octahedrally coordinated, with only small devia-
tions from cubic (Oh) symmetry. Further, formal valence
considerations indicate that the nominally Ni3+ cation
is in the low-spin d7 configuration, with the t2g states
(dxy,xz,yz) filled and one electron in the two-fold degener-
ate eg-symmetry (d3z2−r2,x2−y2) Ni d-levels. Low-spin d7
is a first-order Jahn-Teller configuration, with a suscep-
tibility to bond distortions which break the cubic point
symmetry and are enhanced by correlation effects. It
was thus expected that modest perturbations would split
the eg levels, leaving an effective one-band configuration
where the electron is fully confined to a single orbital.
The degree to which an electron occupies two differ-
ent ml1 and ml2 orbitals can be quantified as an orbital
polarization
Pl1ml1,l2ml2 =
nl1ml1 − nl2ml2
nl1ml1 + nl2ml2
,
where nl1ml1 and nl2ml2 are the occupancies of the |l1ml1〉
and |l2ml2〉 states (Han et al., 2010), with orbital quantum
number li and magnetic quantum number mli, respec-
tively. For the rare-earth nickelates, the relevant orbital
polarization arises from the nx2−y2 and n3z2−r2 occupan-
cies, and a fully polarized state P = 1 would be indicative
of a single band electronic structure.
Something akin to this effect occurs in many members
of the “colossal” magnetoresistance manganites, where
the basic configuration is a high-spin d4 configuration
and similarly a Jahn-Teller ion that can be manipulated
with strain (Tokura and Nagaosa, 2000). Hubbard-model
calculations further indicated that the single-band physics
was very likely to appear (Hansmann et al., 2009); how-
ever, more realistic ab-initio calculations indicate that the
actual electronic configuration for Ni is in the high-spin d8
state with a hole on the oxygen (d8L¯) (Han et al., 2010).
Since the high-spin d8 configuration has one electron in
each of the two eg orbitals, it is significantly less suscep-
tible to undergoing Jahn-Teller distortions, suggesting
that it would be more difficult than initially expected to
achieve the desired degree of orbital polarization, even
in the correlated case (Han et al., 2011). Studies of the
dependence of orbital polarization on the different fla-
vors of structural symmetry-breaking (Cammarata and
Rondinelli, 2013) is thus of great experimental interest
and is a stringent test of the theory.
B. Manipulating Orbitals in RNiO3 Heterostructures
Advances in high-quality growth of nickelates over the
past few years mean that we are now in a position to test
these predictions (Boris et al., 2011; Bruno et al., 2013;
Eguchi et al., 2009; Hwang et al., 2013; Liu et al., 2010b;
May et al., 2010; Scherwitzl et al., 2010; Tsubouchi et al.,
2008). The basic experimental approach is to use a com-
bination of quantum confinement, achieved by fabricating
ultra-thin layers of TMO sandwiched between layers of
wide-gap insulators, and epitaxial strain, obtained by
varying the substrate material, to break the octahedral
symmetry. Advanced x-ray techniques are then used to
estimate the resulting changes in orbital occupancies.
However, ab-initio calculations based on density func-
tional theory indicate that the contribution of strain to
octahedral symmetry breaking is not completely intuitive
(see Rondinelli et al., 2012 and references therein). In
particular, a considerable degree of compression or tension
can be accommodated by octahedral rotations, without
necessarily changing the local point symmetry signifi-
cantly since the NiO6 units are highly flexible (Chakhalian
et al., 2011). Furthermore, quantum confinement may
be affected by the chemistry of the insulating layer, with
different degrees of polarization found for different choices
of wide-gap insulator (Han et al., 2010).
At present, the experimental results are not completely
consistent with each other or with theory. For example,
examination of the Ni L2 edge indicated an ∼ 5% orbital
polarization for a single unit-cell of LaNiO3 subject to
tensile strain (Freeland et al., 2011) and no orbital po-
larization for compressive strain. Other measurements
employing an orbital reflectometry technique on four unit
cell films also observed a similar non-zero interfacial po-
larization for tensile strain (Benckiser et al., 2011; Frano
et al., 2013). Recent studies have indicated it is possible
to increase the orbital polarization up to 25% through
judicious optimization of high tensile strain states and
alternative spacer materials (Wu et al., 2013); the latter
had been shown theoretically to play a considerable role
in obtaining the targeted orbital polarization levels (Han
et al., 2010).
9C. Open Questions in Orbital Control at Interfaces
All experiments agree though that the degree of or-
bital polarization observed in actual superlattices is small
compared to that needed to achieve a fully orbital po-
larized Ni e1g state. The main challenge is to then build
the framework to understand how to create fully orbital
polarized states in oxide heterostructures.
One important facet of this problem has to do with
strain and symmetry. For example, LaNiO3 has rhombo-
hedral symmetry in the bulk which actually disfavors a
uniaxial Jahn-Teller distortion (Carpenter and Howard,
2009). NdNiO3, on the other hand, is orthorhombic which
allows such a distortion without large energetic penalties.
Recent studies by Tung et al., 2013 show that the nickelate
films maintain to some extent the symmetry of the bulk,
which, due to the connection between compatible lattice
distortions and crystal symmetry, directly influences the
ability to orbitally polarize the 3d-states even under large
strains.
With this understanding, one may be able to choose
the proper bulk symmetry of the TMO to be used in the
heterostructure to build in larger orbital polarizations in
NdNiO3 by coupling strain with the interfacial covalency
effect discussed above and interfacial proximity effects
(Aso et al., 2014; Moon et al., 2014). Even for the case
of NdNiO3 films, however, the orbital polarization is still
insufficient to create a fully polarized state (Tung et al.,
2013). This is largely due to the energy scale mismatch
between elastic strain (∼ 100 meV) and the bandwidth (on
order of several eV), and the overall tendency to orbital
polarization is further reduced by the d8L¯ character of
the Ni3+ state.
Small orbital polarizations have also been observed even
in the case of the Jahn-Teller active manganites (Aruta
et al., 2006; Pesquera et al., 2012; Tebano et al., 2008),
which indicates that this balancing of drastically different
energy scales is difficult even in systems that prefer orbital
order. A potential solution is to create interfaces with
large symmetry mismatch due to lattice topology or by
combination of dissimilar crystal field environments.
Consider for example bulk oxides with large orbital po-
larization such as the cuprates (Chen et al., 1992; Nu¨cker
et al., 1995) and Ruddlesden-Popper (layered-structure)
nickelates (Kuiper et al., 1998; Pellegrin et al., 1996) as
a starting point. In these materials, the large orbital
polarization arises from the strongly asymmetric crystal
(ligand) field of the layered structure. As was discussed
above for the LCMO/YBCO heterointerface, oxide inter-
faces can be harnessed to ‘undo’ orbital polarization, but
there is no reason why the converse should not also be
possible. This offers a real opportunity in the area of
matching systems with drastically different symmetries
to create orbital states at the interface.
Orbital control can also be used to modulate strongly
correlated states. Strain very effectively controls the
metal-insulator transition (MIT) for NdNiO3 thin films
(Liu et al., 2010a, 2013), but the underlying mechanism is
not fully understood. Using quantum confinement when
the layer dimensions approach the atomic limit, it was ob-
served that orbital polarization under compressive strain
tends to favor a metallic state while quantum confinement
caused a re-emergence of a MIT through the interfacial
reduction of the orbital polarization (Liu et al., 2012a).
A similar connection was recently observed in the case of
VO2 thin films (Aetukuri et al., 2013), where the decrease
in the MIT temperature was correlated with strain driven
polarization of the V t2g orbitals. The potential use of
strain in combination with symmetry mismatch to tune
between correlated metallic and insulating phases is an
important issue warranting further investigation.
VI. FERROELECTRIC HETEROSTRUCTURES FROM
NONFERROELECTRIC BULK OXIDES
The electrically switchable polarization of ferroelectrics
(FE) allows their integration in random access memories
(FE-RAM), electro-optical devices, sensing microsystems,
active vibration control and surface acoustic wave sys-
tems, to high frequency devices (Setter et al., 2006). The
main challenges for future FE-RAM scaling, however, is
that the FE dielectric thickness must be reduced to fit
within the required device area while maintaining suffi-
cient reproducibility and signal margins for sense amplifier
differentiation between a ‘0’ and ‘1’ data state (Wu et al.,
2010). Furthermore, non-destructive magnetic sensing
of electric polarization, enhanced miniaturization and in-
creased packaging density in magnetoelectric materials
(ME) (Eerenstein et al., 2006; Fiebig, 2005; Ramesh and
Spaldin, 2007; Velev et al., 2011) would enable the real-
ization of four-state logic in a single device (Bibes and
Barthelemy, 2008; Khomskii, 2009).
The conventional approach for realizing strong ME
materials, i.e., where their is strong coupling between
the primary electric and magnetic polarizations, uses
naturally occurring materials possessing primary ferroic
orders, namely ferroelectricity and ferromagnetism. Such
materials not only are rare, but often suffer from weak
coupling between the spin and charge degrees of freedom
(Eerenstein et al., 2006).
Recent advances in atomic layer epitaxy now enable the
design and fabrication of heterostructures with atomically
flat interfaces that can support new forms of ferroelectric-
ity (Bousquet et al., 2008; Mulder et al., 2013; Rondinelli
and Fennie, 2012) and magnetoelectric coupling owing to
interfacial interactions among electronic spins, charges,
and orbitals (Wu et al., 2010). A promising avenue to
pursue in the search for new materials with emergent
ferroelectricity and a strong magnetic field dependence
of the electric polarization exploits an superlattice struc-
ture with broken inversion symmetry, which results from
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being constructed from three distinct layers (Lee et al.,
2005; Warusawithana et al., 2003). The ‘tri-color’ layering
lifts inversion symmetry – a prerequisite for an electric
polarization – whereas epitaxial strain applied to the het-
erostructure can promote the formation of electrically and
magnetically tunable polarizations, even in the absence
of ferroic components (Hatt and Spaldin, 2007; Tokura,
2007).
Using a combination of complementary experimental
probes, magnetoelectricity was recently demonstrated
in artificial tri-layer heterostructures consisting solely of
dielectric antiferromagnetic oxides (Figure 5a). Laser
molecular-beam epitaxy was used to create the het-
erostructure comprising alternating LaMnO3, SrMnO3,
NdMnO3 layers on a SrTiO3 substrate. Rogdakis et al.,
2012 report the emergence of ferroelectricity below 40K
(Figure 5c) and it was found to depend on the number of
NdMnO3 layers n in the superlattice (Figure 5d). Inter-
estingly, the authors observed slim loop-like polarization–
electric (P -E) field hysteresis, with an extended tail of
the polarization above the ferroelectric transition temper-
ature and a thermal hysteresis between zero-field-cooled
and field-cooled measurements. Such features are typical
of relaxor ferroelectrics and were attributed to interface
effects (Rogdakis et al., 2012). We note that this dielectric
relaxation also leads to differences in the magnitudes of
the measured polarization obtained from the P -E loop
and the pyrocurrent measurement, which might also be
affected from the challenges in characterizing the dielec-
tric properties of ultrathin film oxides with techniques
commonly used for bulk single crystals. Nonetheless, the
magnetoelectric coupling resulted in 150% magnetic mod-
ulation of the electric polarization, demonstrating how
heterostructuring multiple compounds together to lift in-
version symmetry in superlattices is an avenue to create
new functionalities.
First-principles density functional calculations indi-
cated that broken space inversion symmetry and mixed
valency, arising from the heterostructure geometry (cation
layer sequence) and interfacial polar discontinuity, respec-
tively, is responsible for the observed behavior. In par-
ticular, the formal charge layering of the LaMnO3 and
NdMnO3 components at the interfaces with SrMnO3 give
rise to a charge discontinuity, leading to electron trans-
fer and cooperative off-centering of the cations. The A
cation layering leads to a pattern of Mn and A-cation
displacements along the superlattice normal growth direc-
tion that lift inversion symmetry and therefore produce
the macroscopic electric polarization. We note that the
ferroelectric relaxor behavior could not be seen from the
theoretical results, which capture the static and cation
ordered zero-temperature behavior.
This work demonstrates yet another fascinating exam-
ple of emergent functionality exhibited in heterostructures.
The ability to lift inversion symmetry and independently
tune spin order allows the design of many more materials
n
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FIG. 5 Ferroelectric and magnetoelectric properties of
[(NdMnO3)n/(SrMnO3)n/(LaMnO3)n]m superlattice, where
(n,m) denotes the specfic superlattice structure (a) Schematic
[(NdMnO3)5/(SrMnO3)5/(LaMnO3)5]8 superlattice on single-
crystalline SrTiO3 substrate with the metal–oxygen octahedra
and A cations emphasized. The arrays of the arrows in (b) rep-
resent the corresponding antiferromagnetic spin arrangements
for each component of the heterostructure. (c) Temperature
(T ) dependence of the electric polarization (P ) measured in a
superlattice of period (22,2) using the pyroelectric technique
for a typical electric field (Ea) of +100 V cm
−1 (black curve)
and −100 V cm−1 (red curve) applied perpendicular to the
plane of the superlattice layering. The temperature-dependent
electric polarization under a magnetic field H=6 T applied
parallel to the plane of the superlattice layering (green curve)
reveals strong magnetoelectric coupling. (d) Normalized rel-
ative change in the electric polarization at fixed electric and
magnetic fields for various superlattices. Figure adapted from
Ref. Rogdakis et al., 2012.
with multifunctional behavior (Gou and Rondinelli, 2014;
Puggioni and Rondinelli, 2014). One may exploit these
systems to engineer devices from artificial low-dimensional
materials exhibiting novel tunable functions distinct from
that of bulk systems.
VII. CONCLUSION
The physics of interfaces between materials exhibiting
correlated electronic behaviors including superconductiv-
ity, magnetism and ferroelectricity is a rapidly advancing
field, situated at the intersection of materials science, solid
state chemistry and condensed matter physics. Under-
standing and exploiting these remarkable systems places
extraordinary demands on synthesis, measurement and
theory, and the challenge is stimulating remarkable work
in all areas. By way of conclusion we highlight challenges
and prospects in correlated oxide interfaces.
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A. Chemical and structural order
Characterization and control of chemical and struc-
tural order is a crucial issue. While research to date has
revealed remarkable phenomena, clearly related to prop-
erties of theoretically ideal interfaces, effects of disorder
are not negligible. The brutally short length scales (often
only one or two unit cells) pose strong constraints on
materials quality. For example, metal to insulator tran-
sitions generically occur in oxide heterstructures when
the thickness of the metallic layer becomes of the order
of 1-2 unit cells. Systematic dependence on strain (Son
et al., 2010), and systematic evolution of electronic struc-
ture with thickness (Yoshimatsu et al., 2011) suggest an
important intrinsic component, but disorder effects and
changes in growth processes on these length scales cannot
yet be ruled out as mechanisms. Antisite defects mean
that real interfaces are not as sharp as depicted in the
idealized sketches shown in this paper, and these defects
are not necessarily easy to identify in transmission elec-
tron microscopy experiments, which average over columns
of order 103 atoms. Further, oxygen defects and inter-
stitials play a crucial role in transition metal oxides and
oxygen partial pressure during growth and in post-growth
annealing of heterostructures clearly affects properties
in many cases (Ariando et al., 2011; Nakagawa et al.,
2006). Methods to further define and control the actual
structure of interfaces are urgently needed. One area of
future study, is to couple the insight from in-situ studies
of oxide film synthesis to that of multiscale theory in order
to build a mechanistic understanding of the process by
which interfaces are created.
B. Theory
The importance and interest of oxide interfaces for
the general issue of the theory of correlated electron ma-
terials cannot be overemphasized. Understanding the
phenomena at interfaces requires a combination of so-
phisticated many-body physics (to understand the cor-
related electron states) and ab-initio insights (to under-
stand the implications of the changes in octahedral rota-
tions, atomic coordination, and lattice relaxations). The
present state of the theoretical art is a combination of
analysis of model systems (in particular the Hubbard
model), which cannot easily encode many real materials
aspects, in particular the transition-metal/ligand cova-
lence as well as the energetics associated with lattice relax-
ations and ab-initio techniques (especially the DFT+U
method) which have provided crucial insights but are
based on a greatly oversimplified Hartree approximation
to the many-body physics and may overemphasize order
(Chan et al., 2009; Wang et al., 2012). In particular the
status of the DFT+U predictions of magnetism (Okamoto
et al., 2006) and charge order (Pentcheva and Pickett,
2007) at the LAO/STO interface remains unclear.
The combination of density functional band theory and
dynamical mean field theory (DFT+DMFT) is a promis-
ing alternative (Kotliar et al., 2006), combining ab-initio
and many-body physics in a systematic way. However,
working implementations of total energy calculations are
only now beginning to appear (Park et al., 2013a) and
forces cannot yet be computed so structural optimization
remains a challenge. More fundamentally, existing imple-
mentations for systems in which more than one d-orbital
is important are based on the single-site approximation,
which is believed to become poor in the two dimensional
situation relevant to heterostructures.
C. Topological states of matter
Topological insulators (TIs) are a fascinating class of
materials in which strong spin-orbit interaction promotes
gapless electronic states on the surface (i.e. edge states)
with the bulk of a material remaining gapped (Fu et al.,
2007; Hasan and Kane, 2010; Hsieh et al., 2008; Moore,
2010; Qi and Zhang, 2010). Most of the current TI mate-
rials belong to the Bi2X3 (X=Se, Te) family. Recently, a
new approach has been proposed that is based on super-
lattices of two (or three) unit cells of a strongly correlated
electron perovskite ABO3 grown along the [111] direction
combined with a band insulator spacer layer; the resulting
heterostructure structurally forms a buckled honeycomb
lattice topologically equivalent to that of graphene lat-
tice for the case of three unit cell strongly correlated
oxide. Depending on the strength of electron-electron
correlations, magnitude of Hund’s coupling and inter-site
hopping, the proposed heterostructures display potentially
rich physics associated with exotic electronic and topo-
logical phases (Okamoto, 2013; Ru¨egg and Fiete, 2011;
Ru¨egg et al., 2012, 2013; Xiao et al., 2011; Yang et al.,
2011). At present, the main challenge in experimental re-
alization is the film growth along the [111] direction since
for the commonly used substrates, e.g. SrTiO3 LaAlO3,
NdGaO3, YAlO3, etc., the (111) structure consists of al-
ternating ±4e or ±3e charged planes along this direction.
The large polar discontinuity generally results in complex
surface/interface and electronic reconstructions (Enterkin
et al., 2010; Marks et al., 2009), which can act to com-
pensate for the polar mismatch. To date there is limited
understanding of thin film nucleation, growth and charge
compensation in perovskites along highly polar directions.
Very recently the synthesis work in this direction has been
initiated (Middey et al., 2012).
D. Oxygen Defect control
While many of the examples discussed above in-
volve oxygen stoichiometric perovskites, the ease of re-
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moval/addition of oxygen can also offer opportunities
for materials that can be programmed by their chemical
environment (Kalinin et al., 2012; Kalinin and Spaldin,
2013). While the role of oxygen vacancies has been ex-
plored deeply in the context of catalysis and fuel cells
(Adler, 2004), recent work has highlighted the controlled
stabilization of related oxygen deficient phases using ox-
ide heterostructures. This is interesting for epitaxial
thin film phases such as SrCoO3−δ (Jeen et al., 2013a,b)
or La1−xSrxFeO3−δ (Xie et al., 2013), which can be re-
versibly converted between oxygen deficient and stoichio-
metric phases at low temperatures. Since these phases
have drastically different ground states, it offers an in-
teresting path for control of strongly correlated electrons
via dynamic anion compositional control. By combining
low conversion energy with electrochemical gating of va-
cancies, such as that seen recently for VO2 (Jeong et al.,
2013) and RNiO3 (Shi et al., 2013), this approach allows
direct control of metal vs. insulating phase as well as
possible elements of brain-like (neuromorphic) electronic
circuits.
E. Moving beyond the static realm
Up to now, all the properties that have been discussed
were limited to the quasi-equilibrium properties, but in the
future one should also investigate the dynamical degree
of freedom to explore the emergence of unique transient
states. While the dynamic response for bulk materials has
been extensively investigated (Averitt and Taylor, 2002;
Basov, 2005), oxide heterostructures offer new possibili-
ties. Recent pump-probe studies of oxide films illustrate
the potential for ultrafast strain modulation (Daranciang
et al., 2012; Wen et al., 2013), which allows one to manip-
ulate the lattice in a new direction since the film motion
is clamped in-plane by epitaxy and can only alter the
lattice out of plane. Using this epitaxial constraint allows
one to drive the crystalline lattice (symmetry, rotations,
etc...) into distinctly different areas of phase space. For
example, experiments in manganite thin films showed
the emergence of a hidden phase that existed only in the
dynamic realm (Ichikawa et al., 2011). Moving into the
mid-IR region enables direct pumping of lattice modes
that can trigger phase transitions (Rini et al., 2007) and
was recently used to trigger a metal-insulator transition
through dynamic strain created by direct pumping of
substrate phonons (Caviglia et al., 2012). Low energy
photons in the THz regime can also serve as a dynamic
way to drive transitions with ultra-fast electric fields (Liu
et al., 2012b). Such experiments have only begun to
explore the complex landscape available in the dynamic
realm.
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