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Introduction
There is an overwhelming amount of empirical evidence that the conditional variance (volatility) of economic and¯nancial time series, say V (Y J jY J¡ ; Y J¡ ; : : :), is asymmetric in the sense that large negative shocks are often followed by larger increases in volatility than from equally large positive shocks. Various parametric models for this conditional variance asymmetry have been proposed in the generalized autoregressive heteroskedasticity (GARCH) literature; see, e.g., Hentschel (1995) and Pagan (1996) for overviews. The structure of most existing GARCH models only describe one particular feature of the asymmetric conditional probability density function. Therefore, it seems natural to develop models for¯nancial time series that include other aspects of the conditional distribution function as well. In particular, a di®erent delay in reacting to positive rather than negative innovations (up markets versus down markets) can be represented by an asymmetric parametrization of the conditional mean. The asymmetric moving average (asMA) model proposed by Wecker (1981) is a suitable candidate for this purpose; see, e.g., BrÄ annÄ as and De Gooijer (1994) . The model employs two separate (linear)¯lters one for positive and one for negative shocks, i.e. the response of the system is asymmetric with respect to the sign of the innovation.
In this article we combine the asMA model for the conditional mean E(Y J jY J¡ ; Y J¡ ; : : :) with an analogously de¯ned asymmetric parametrization of the conditional variance. The latter model is an asymmetric extension of the quadratic GARCH model of Sentana (1995) . Thus the resulting model allows for both types of asymmetry in stock return data, and is for ease of reference denoted asMA-asQGARCH. In particular, we are concerned with the asymmetric the conditional mean model captures the asymmetric impact of shocks on volatility or, more elaborate, that both the conditional mean and conditional variance speci¯cations capture this phenomenon jointly. In other words, one can detect asymmetries of various kind relatively easy.
The outline of this paper is as follows. In the next section the asMA-asQGARCH model is introduced. Some basic statistical properties are given in Section 3. Section 4 describes the estimation method and the associated tests of symmetry in the conditional mean and the conditional variance or both. Estimation and testing results for asMA-asQGARCH model¯tted to the NYSE composite daily stock returns are presented in Section 5. This section also contains genuine out-of-sample forecasts for prediction horizons of 1-4 days through a rolling forecasting approach. Section 6 provides some concluding remarks.
asMA model with asQGARCH errors
Let Bu J C be a real-valued discrete time stochastic process generated by
where B" J C is a sequence of independent, identically distributed (iid) random variables with mean zero and unit variance, and the conditional standard deviation h J is independent of " J as well as non-negative for all t. Further, let = min(" J ; 0). Now the general asymmetric moving average process of order q, which we shall abbreviate by asMA(q), is de¯ned by the stochastic sequence BY J C Various models have been proposed to represent the conditional heteroskedasticity h 2 t = V (Y t jY t¡1 ; Y t¡2 ; : : :) in (1). Sentana (1995) 
The second term on the right-hand side describes the asymmetry in the conditional variance. Of course, this term may also cause a problem with the positivity of h 2 J in (3) unless parameters are constrained. In (3) positive shocks have a di®erent e®ect than negative shocks. The response of the process is parabolic, though not symmetric around zero.
An alternative parametrization of the conditional variance, similar in structure to (3) 
After some tedious but rather straightforward algebra it can be shown that the lag k (k = 0; 1; : : :) autocovariance°k of (2) and (1) is given by°k
where Clearly, if u t´"t with f" t g a sequence of iid (0,1) distributed random variables (6) becomes the autocovariance of the pure asMA(q) model. 3 In that case°k = 0, for k > q. Hence, in contrast to the pure asMA(q) and the symmetric MA(q) model, the asMA(q)-asQGARCH(1;1,1) model does not have autocovariances equal to zero beyond lags k > q. In other words, the asymmetry in the conditional variance added through the innovations clearly changes the correlation structure of the process. Consequently it may, at least on the basis of the theoretical autocovariances and autocorrelations, be possible to empirically discriminate between a pure asMA(q) and an asMA(q)-asQGARCH(1;1,1) model. By setting k = 0 in (6) it follows directly that the asMA-asQGARCH model has a variance given by°0
where º i = E[j" (6)- (7) are estimated by sample averages from generated series of length T = 100 000. 
Estimation and Testing
Conditional on Y J¡1 = (y 1 ; : : : ; y J¡1 ) the prediction error
has the distribution of " J h J . Note that the included constant term µ 0 catches the mean return but also any nonzero threshold in the fu + J g and fu ¡ J g sequences (cf. footnote 2). We assume f" J g to be normally distributed so that the conditional density of Y J given Y J¡1 is normal with In Appendix B we give the details for evaluating the blocks of the information matrix.
Empirical results
For our empirical analysis, we use the daily returns introduced in Section 1. In the next four subsections we discuss various issues related to the estimation, evaluation, interpretation, and forecasting of the models¯tted to this series. 
Estimation and evaluation
To model the series fY J g in terms of the conditional mean and variance, the adopted strategy is to start with the conditional mean function and choose the \best"¯tted asMA(q) model on the basis of the minimum value of AIC subject to the condition that the residuals are not serially correlated. Next, in a second step, the asMA(q) model is augmented with an asQGARCH(1;1,1) model for conditional heteroskedasticity. Table 1 shows values of the sample autocorrelation function (sacf) for both the Y J and Y J series. On comparing the sacf of Y J with the 95% asymptotic con¯dence bands §1:96= p 4956 = §0:028 the autocorrelations of Y J at lags 1 and 5 stand out as large in absolute value. The LjungBox (LB) statistic for ten lags indicates jointly, statistically signi¯cant autocorrelations. Wecker (1981) has shown that the asMA(q) model can generate series with no manifest autocorrelation structure. Hence, it is reasonable to include also higher order lags in the asMA model. The LB statistic for the Y 2 J series indicates that higher order moment, temporal dependencies are also present in the series. Note, however, that the LB statistic is incapable of detecting asymmetries in neither the conditional mean nor the conditional variances. Table 2 Figure 3 .a shows a plot of the largest residual against the smallest, the second largest against the next to smallest, and so on. For a symmetric distribution we expect points to fall on a line of unit negative slope. For most values of the residual this holds quite well, and asymmetry is therefore due to only a few residuals, and these are all con¯ned to the tails of the distribution. Thus a model that is successful in¯tting the most extreme observations could well bring the residual distribution closer to a symmetric distribution with thinner tails. The LM test against conditional variance of the asQGARCH(1;1,1) type clearly rejects a constant conditional variance (LM = 345:5, p = 0). Table 2 columns 2-6, show parameter estimates of the considered asMA-asQGARCH(1;1,1) models. From the values of the log-likelihood function, ln L, it is apparent that the pure asMA model can be rejected against any of the reported asMA-asQGARCH speci¯cations. Moreover, we see that the speci¯cation containing all lagged u J¡1 variables cannot be rejected against any of the rival and nested speci¯cations. The preferred model, given in the¯nal column of Figure 3 .b and note the di®erences in scales). In general, it may be Bollerslev and Wooldridge (1992) , which is appropriate for non-normal B" J C, gives almost identical standard errors.
Comparing column 1 with columns 2-7 in Table 2 
Interpretation
A characteristic feature of the¯tted asMA-asQGARCH model in columns 2-3 and 5-7 of Table   2 is that a positive shock has a negative e®ect on conditional heteroskedasticity through the negative values of the parameter estimates of ® + . Note, however, that the squared shock has a larger parameter estimate so that for positive shocks larger than about 0.5 the total e®ect is an enhancing one. A negative shock has a risk enhancing e®ect for all speci¯cations. In Figure Another way of depicting the e®ect of asymmetry is through a dynamic simulation of the conditional heteroskedasticity speci¯cation. Since the estimates of°are about 0:9 a shock will have a long lasting e®ect on h 2 J . In Figure 5 we see that a negative shock prolongs the period with enhanced risk for the asMA-asQGARCH model in the last column of Table 2 , while a positive shock though prolonging has a much smaller e®ect.
In Figure 6 the observations for September 1988 { December 1999 are displayed with pointwise 95 per cent con¯dence bands. In common with other conditional variance models the present one quickly adjusts to a higher variance level, with a subsequent slow return to the average variance level of about 0.8. A close view suggests that a large negative observation is followed by a larger variance in the next period, than would be the case for an equally large positive observation. Note also that the the limits of the con¯dence intervals are rather symmetrically located around zero. This indicates the small¯tted values of the model (following from the small parameter estimates). 
Forecasting
In this subsection we evaluate the forecasting performance of the best asMA-asQGARCH model, The conditional mean forecast performance is compared to that of the pure asMA model and to a no-change forecast. The models are re-estimated for the daily returns covering the period January 1, 1981{October 8 (Friday), 1999 (4896 observations). Subsequently the Naive and Approx forecasts four days ahead are calculated. Next, the forecast values are compared to the actual observations. Adding one observation at a time, re-estimating and forecasting we continue to the end of the series, i.e. we employ a rolling forecasting framework. In total, this approach gives rise to n = 60 one-step-ahead forecasts, n = 59 two-step-ahead forecasts, and so on. Before reporting the forecasting results it is worth mentioning that for an e±cient¯nancial market one should not expect to beat the no-change forecast. If it was possible this indicates an ine±cient market and would suggest that the evaluated model is a money-maker. Equally strong arguments do not apply to the risk forecast. Table 3 gives the performance measures for conditional mean forecasting. There are small di®erences in terms of mean performance. On comparing forecast variances, the no-change forecast has the by far largest one. The variance of the asQGARCH model is marginally smaller than that of the asMA model for all forecast horizons H . Figure 7 gives the one-step-ahead risk or conditional heteroskedasticity forecasts over the evaluation period. The mean of the forecasts is 0.92 and the median is 0.78, based on n = 60 observations. This may be compared to the variance of the time series for the whole period 1981-1999 of about 0.83 or to the variance in the period of 0.89. As the risk distribution is positively skewed (0.69) the mean of the risk forecasts is not far o® target. The risk forecasts vary between 0.38 (end of December, 1999) and 1.79 (October, 1999) . Over the complete period the risk forecasts have a signi¯cant negative trend. Also included in Figure 7 are two alternative risk measures formed as the moving variance over the previous 10 and 15 days, respectively. The curves are positively correlated (r > 0:9), though the risk forecast series varies much less than the other two.
Discussion
To investigate the robustness of the reported estimates several alternative speci¯cations for capturing asymmetry in the conditional variance were¯tted to the data. Here some of the estimation results are brie°y discussed. 4 For instance, we adapted the Glosten et al. (1993) speci¯cation by replacing the term¯u 2 J¡1 in the asQGARCH(1;1,1) part of the asMA-asQGARCH model by the term¯1u 2 J¡1 +¯2(u + J¡1 ) 2 . Estimation gave a signi¯cant (positive) additional parameter value for¯2. However, at the 5% critical level, it also resulted in a positive though insigni¯cant value of ® + . More interestingly, the introduction of asymmetry in the quadratric term has hardly no e®ect on the LB-test for residual autocorrelation nor on the distributional properties of the residuals.
In trying to expand the asQGARCH part of our model with higher order lags, we found empirically that most parameters would require restrictions to be introduced during the estimation phase to render h 2 J positive for all t. Only for u ¡ J¡2 did we¯nd a signi¯cant contribution " Detailed results are available upon request from the authors. without employing restrictions, but again little e®ect was found on the values of the parameters and the test statistics reported in Table 2 . Nelson (1991) and others have used conditional moment tests to test aspects of their model speci¯cations. Our reported LB statistics and signi¯cant skewness and kurtosis statistics are alternative statistics answering the same questions. Bollerslev and Wooldridge (1992) showed that the covariance matrix estimator (10) is not consistent if normality can be rejected. Empirically we found that their estimator and that in (10) gave almost identical results. In addition to asQGARCH speci¯cations we have also estimated some asymmetric versions of the EGARCH model (cf. Nelson, 1991) . Using the AIC or ln L to discriminate between models, all EGARCH speci¯cations are inferior to the asQGARCH speci¯cations of Table 2 . The conditional mean of the NYSE index returns responds more slowly to positive shocks, though the response is stronger than for negative shocks. For the conditional variance the impact of negative shocks is greater. The asymmetric and positive responses in volatility to past shocks is in line with, e.g., Nelson (1991) . To study the previously found inverse relationship between autocorrelation and volatility (LeBaron, 1992), consider Figure 2 which is based on estimated versions of (6)- (7) to obtain the autocorrelation coe±cient at lag one, ½ =°=°. Variation in h J is obtained by varying the constant term ® (E(h J ) is increasing from 0.47 to 7.31). Figure 2 is based on a generated series of length T = 100 000 to estimate the unknown expectations. As the graph manifests a negative slope, the estimated model provides additional support to the previously found inverse relationship.
Some Concluding Remarks
In this article we presented a general methodology for simultaneously modeling and estimating asymmetries in the conditional mean and the conditional variance of observed time series. We also introduced a framework for testing asymmetries in the conditional mean and the conditional variance, separately or jointly. Finally, we derived some theoretical properties of the proposed asMA-asQGARCH model and showed how the model can be used in a forecasting context.
Using these results, potential asymmetries in (economic) time series data can be investigated in a uni¯ed and coherent way. In particular, we explored asymmetries in the NYSE composite daily returns. The empirical evidence suggests that both the conditional mean and the conditional variance respond asymmetrically to past information. Speci¯cally, the daily returns are on average a®ected by within the day news. Furthermore, we noted that positive shocks (good news) have a negative e®ect on conditional heteroskedasticity. On the other hand negative shocks (bad news) increase volatility by about 1.3 times more than positive innovations of the same magnitude. This behaviour is consistent with a partial adjustment price model where bad news are incorporated faster into current market prices than good news. It implies that the cost of failing to adjust prices downward is higher.
In a recent paper of Harvey and Siddique (1999) asymmetries introduced through a skewness mechanism were found. Such a model may reduce the importance of conditional variance asymmetry. For an extension of the model of this paper a density that incorporates, at least, three non-zero moments is required. 
