A graph G is edge k-choosable (respectively, total k-choosable) if, whenever we are given a list L(x) of colors with |L(x)| = k for each x ∈ E(G) (x ∈ E(G) ∪ V (G)), we can choose a color from L(x) for each element x such that no two adjacent (or incident) elements receive the same color. The list edge chromatic index χ ′ l (G) (respectively, the list total chromatic
Introduction
All graphs considered in this article are finite, loopless, and without multiple edges. A proper edge k-coloring of a graph G is a coloring of the edges of G with k colors such that no two adjacent edges receive the same color. The chromatic index χ ′ (G) is the smallest k such that G admits a proper edge k-coloring. The list edge coloring, as an extension of the proper edge coloring, has attracted a lot of attention. For any list assignment L : E(G) → P(N ), a graph G = (V (G), E(G)) is edge L-colorable if there exists a proper edge coloring φ of G such that φ(e) ∈ L(e) for every edge e ∈ E(G), and we always say that G is edge Lcolorable and φ is a proper edge coloring for L. A graph G = (V (G), E(G)) is said to be list edge k-colorable (or edge k-choosable) if G is edge L-colorable for any list assignment L such that |L(e)| ≥ k for any edge e ∈ E(G). The list edge chromatic index χ ′ l (G) is the smallest k such that G is edge k-choosable. The total coloring (respectively, proper (vertex) coloring), the total chromatic number χ ′′ (G) (respectively, chromatic number χ(G)), the list total coloring (respectively, list (vertex) coloring) and the list total chromatic number χ ′′ l (G) (respectively, list (vertex) chromatic number χ l (G)) of a graph G are defined similarly in terms of coloring edges and vertices.
Clearly, for any graph G, we have χ ′ l (G) ≥ χ ′ (G) ≥ ∆(G) and χ ′′ l (G) ≥ χ ′′ (G) ≥ ∆(G) + 1, where ∆(G) denotes the maximum degree of G. In terms of the relationship between χ ′ l (G) and χ ′ (G), there is a conjecture as follows.
Conjecture 1. For any graph
For the restriction of cycles, we should state that the fact that no triangle is adjacent to a 4-cycle not only contains the substructure of no chordal 5-cycle, but also contains the substructure of no chordal 4-cycle. Hence, Theorem 2 is different from that in [6] .
In the proof of Theorem 2, we will use the method of contradiction. Let G = (V, E) be a minimal counterexample to the statement of Theorem 2, in the sense that the quantity |V | + |E| is minimum. Then G is connected. In terms of the edge choosability, a minimal counterexample is called an LEC-minimal if G is not edge ∆(G)-choosable, but it holds for each proper subgraph H of G. For the total choosability, we define an LTC-minimal counterexample similarly. In the following, we always assume that L is a list assignment such that G is not edge L-colorable with |L(e)| = ∆(G) for any edge e ∈ E(G) or is not total L-colorable with |L(x)| = ∆(G) + 1 for any element x ∈ V (G) ∪ E(G).
In Section 2, we will use two ways to discuss structure properties of LECminimal counterexample and LTC-ones, respectively. For LEC-minimal counterexamples in Section 2.1, we will use a theorem of Alon and Tarsi to obtain main results, which focus on the list coloring through special orientations. For LTC-minimal counterexamples in Section 2.2, we will use Combinatorial Nullstellensatz to analyse the structures, which is effective with the help of MATLAB. In Section 3, we will use discharging method to prove Theorem 2.
Some definitions and notations should be introduced. Let G be a graph with the vertex set V (G) and edge set E(G). If v ∈ V (G), then its neighbor set N G (v) (or simply N (v)) is the set of the vertices in G adjacent to v and the
We denote the maximum degree and minimum degree of G by ∆(G) and δ(G), respectively. A k-, k + -and k − -vertex is a vertex of degree k, at least k and at most k, respectively. A vertex u is called a k-
Similarly, we can define an (a 2 )-edge. Note that the length of a cycle is the number of its edges, and a cycle of length k is called a k-cycle. A k-cycle C can be denoted by C = [u 1 u 2 · · · u k ], where u 1 , u 2 , . . . , u k are its consecutive vertices. For convenience, a cycle C = [u 1 u 2 · · · u n ] is called an (a 1 , a 2 , . . . , a n )-cycle if the degree of the vertex u i is a i for i = 1, 2, . . . , n. For a given plane graph G, F (G) denotes the face set of G. For f ∈ F (G), we use V (f ) to denote the set of vertices on the boundary of f . A face of G is said to be incident with all edges and vertices in its boundary. The degree of a face f , denoted by d G (f ), is the number of edges incident with it, where a cut edge is counted twice. A k-, k + -and k − -face in a plane graph G is defined analogously to counterparts of a vertex and the notation of a k-face is the same to that of a k-cycle. For the terminologies and notations not defined here, we follow [4] .
Structure Properties of Minimal Counterexamples
To begin with, we display some known structural properties of a minimal counterexample G, no matter G is LEC-minimal or LTC-minimal.
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Lemma 3 [20] .
Lemma 4 [20] . The subgraph induced by all edges joining 2-vertices to ∆(G)-vertices in G is a forest.
Lemma 5 [6] . If ∆(G) ≥ 7 and there is no triangle adjacent to a C 4 in G, then G has no configurations (A 1 ) and (A 2 ) as follows, see Figure 1 .
(1) For a vertex v 1 with d G (v 1 ) = 2, let u and w 1 be its two neighbors, and there is a path Figure 1 .
(2) For a vertex v 1 with d G (v 1 ) = 2, let u and w 1 be its two neighbors, and there is a cycle (w 1 , v 2 , w 2 , . . . , Figure 1 . Lemma 6 [20] . For any integer k satisfying 2 ≤ k ≤
In Lemma 6 we call y the k-master of x if xy ∈ M k and x ∈ X k , and we call x the k-dependent of y.
We introduce some coloring notations. In a proper partial edge (respectively, total) coloring φ, let A φ (x) denote the set of colors which are still available for coloring the element x ∈ E(G) (respectively, x ∈ V (G) ∪ E(G)) under the partial coloring φ.
In the following, we will introduce two important theorems and show how to use them to discuss structure properties of minimal counterexamples. Our approach is similar to the one used by Borodin, Kostochka and Woodall in [7] except that we rely on the following theorem proved by Alon and Tarsi [1] . This intricate theorem reveals the connection between the list coloring of a graph G and its orientations.
A digraph ( 
Based on the theorem, we construct orientations for some special graphs, which is useful in the discussion of structural properties. 
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(1) We give an orientation of the 3-cycle Figure 2 (a). It is easy to check that there is no odd Eulerian subgraph and only one even Eulerian subgraph ∅.
(2) An orientation of G is given in Figure 2 (c). In D, we can check that there are five even Eulerian subgraphs:
and four odd Eulerian subgraphs:
(3) An orientation of G is given in Figure 3 (b). In D, we can check that there are four even Eulerian subgraphs:
and two odd Eulerian subgraphs:
Structure properties of LEC-minimal counterexamples
Lemma 9. Let G be an LEC-minimal counterexample with ∆(G) ≥ 7. Then G contains none of the following configurations (see Figure 4) .
(2) (B 2 ) consisting of two (4, 5, 5)-cycles with a common 5-vertex. 
Otherwise, by the minimality of G, there exists a proper edge coloring φ of 
) denotes the set of edges incident with u (respectively v) in G. Hence, φ can be extended to a proper edge coloring of G and G is edge ∆(G)-choosable, a contradiction.
(2) Suppose, to the contrary, that there exists the structure (B 2 ) presented in Figure 4 . 
Then by Lemma 8(2), φ can be extended to a proper edge coloring of G and G is edge ∆(G)-choosable, a contradiction.
(3) Suppose, to the contrary, that there exists the structure (B 3 ) presented in Figure 4 .
, e} and H be the line graph of the subgraph of G induced by the edges a, b, c, d, e. Then H is isomorphic to the graph in Figure 3(a) . By the minimality of G, there exists a proper edge coloring φ of G ′ for the edge list assignment L.
Then by Lemma 8(3), φ can be extended to a proper edge coloring of G and G is edge ∆(G)-choosable, a contradiction.
Structure properties of LTC-minimal counterexamples
In this section, we will construct special polynomials according to the definition of total colorings, then we can deduce whether the corresponding graph is total (∆(G) + 1)-choosable by Combinatorial Nullstellensatz. The process above aims at solving the problem of forbidden configurations of LTC-minimal counterexam-ples. Firstly, we introduce Combinatorial Nullstellensatz.
Combinatorial Nullstellensatz
Lemma 10 [2] (The Combinatorial Nullstellensatz). Let F be an arbitrary field, and let P = P (x 1 , . . . , x n ) be a polynomial in F [x 1 , . . . , x n ]. Suppose the degree deg(P ) of P equals n i=1 k i , where each k i is a non-negative integer, and suppose the coefficient of
From the assumptions of Combinatorial Nullstellensatz, we can see that some special coefficients should be calculated. Since the constructed polynomials are always complicated, we use partial derivatives and MATLAB to determine the coefficients of certain monomials. In fact, if P (x 1 , . . . , x m ) is a polynomial with deg(P ) = n, k 1 , . . . , k m are nonnegative integers with
Structure properties of LTC-minimal counterexamples
Lemma 11. Let G be an LTC-minimal counterexample. Then G contains no configurations (B 1 ), (B 2 ) and (B 3 ) (see Figure 4 ).
Proof.
(1) To the contrary, suppose that there exists the structure (B 1 ) in G. Let G ′ =G \ {u 1 u 2 , u 2 u 3 , u 3 u 1 }. Then by the minimality of G, there exists a total coloring of G ′ for the list assignment L. In the total coloring above, erase the colors of u 1 , u 2 , u 3 and denote this partial total coloring by φ. Now, we use colors x 1 , x 2 , . . . , x 6 to color u 1 , u 2 , u 3 , u 1 u 2 , u 2 u 3 , u 3 u 1 , respectively. Then we have
In P , the coefficient of monomial
. By Lemma 10, we can find s i ∈ A φ (u i ) for i = 1, 2, 3, s 4 ∈ A φ (u 1 u 2 ), s 5 ∈ A φ (u 2 u 3 ) and s 6 ∈ A φ (u 3 u 1 ) such that P (s 1 , s 2 , . . . , s 6 ) = 0. So φ can be extended to a total coloring of G and G is total L-choosable, a contradiction.
(2) To the contrary, suppose that there exists the structure (B 2 ) in G. Let
Then by the minimality of G, there exists a total coloring of G ′ for the list assignment L. In the total coloring above,
)(x 9 − x 10 )(x 9 − x 11 )(x 10 − x 11 ).
In P , we get that c P x 3 1 x 3 4 x 5 5 x 4 6 x 2 7 x 2 8 x 3 9 x 2 10 x 4
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= −2 = 0 by MATLAB. Let (w 1 , w 2 , . . . , w 11 ) = (u 1 , u 2 , u 3 , u 4 , u 5 , u 1 u 5 , u 1 u 2 , u 2 u 5 , u 3 u 5 , u 3 u 4 , u 4 u 5 ), a i ≤ |A φ (w i )| and w i is corresponding to x i , i = 1, 2, . . . , 11. Then we show a 1 , a 2 , . . . , a 11 in Table 1 . Table 1 By Lemma 10, we can find s i ∈ A φ (w i ) for i = 1, 2, . . . , 11 such that P (s 1 , s 2 , . . . , s 11 ) = 0. So φ can be extended to a total coloring of G and G is total L-choosable, a contradiction.
(3) To the contrary, suppose that there exists the structure (B 3 ) in G. Let G ′ =G \ {u 1 u 2 , u 2 u 3 , u 3 u 4 , u 4 u 1 , u 1 u 3 }. Then by minimality of G, there exists a total coloring of G ′ for the list assignment L. In the total coloring above, erase the colors of u 1 , u 2 , u 3 , u 4 and denote this partial total coloring by φ. Now, we use colors x 1 , x 2 , . . . , x 9 to color u 1 , u 2 , u 3 , u 4 , u 1 u 2 , u 2 u 3 , u 3 u 4 , u 4 u 1 , u 1 u 3 , respectively. Then we have
In P , we get that c P x 3 1 x 3 2 x 3 3 x 3 4 x 3 5 x 3 6 x 3 7 x 2 8 = −2 = 0 by MATLAB. Let (w 1 , w 2 , . . . , w 9 ) = (u 1 , u 2 , u 3 , u 4 , u 1 u 2 , u 2 u 3 , u 3 u 4 , u 4 u 1 , u 1 u 3 ), a i ≤ |A φ (w i )| and w i is corresponding to x i , i = 1, 2, . . . , 9. Then we show a 1 , a 2 , . . . , a 9 in Table 2 .
By Lemma 10, we can find s i ∈ A φ (w i ) for i = 1, 2, . . . , 9 such that P (s 1 , s 2 , . . . , s 9 ) = 0. So φ can be extended to a total coloring of G and G is total L-choosable, a contradiction. Table 2 3. Proof of Theorem 2 Let G = (V, E) be a minimal-counterexample to the statement of Theorem 2 which is stated in Section 1. Let f k (y) (respectively, f k + (y), f k − (y)) denote the number of k-faces (respectively, k + -faces, k − -faces) incident with y for any element y ∈ V (G) ∪ E(G). For any face f ∈ F (G), n k (f ), n k − (f ) and n k + (f ) denote the number of the k-vertices, k − -vertices and k + -vertices incident with the face f , respectively. Since G contains no general 5-cycles, we have the following observation.
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.
By Lemma 3, we can get the following result immediately.
O 2. For any face f ∈ F (G), we have
By Lemmas 3 and 6, it is easy to obtain the following. 
, f i is incident with vv i and vv i+1 for i = 1, 2, 3.
In [19] , Theorem 2 was proved for ∆(G) ≥ 8. Hence, to prove Theorem 2, we just consider the case ∆(G) = 7. In the following, we will use discharging method to show the proof. By Euler's formula, we have that
We will give discharging rules to redistribute the charges and check the final charge c ′ (y) ≥ 0 for each y ∈ V (G) ∪ F (G). Then a contradiction arises and the proof is completed.
We use τ (y 1 → y 2 ) to denote the charge moved from y 1 to y 2 , for c 2 , c 3 ) denote that the vertex v i gives f the charge c i for i = 1, 2, 3.
R1. Let f ∈ F (G) and v be its incident vertex. Then τ (f → v) equals R1.1. According to the discharging rules for 2-vertices, we divide 2-vertices into five types. Let v be a 2-dependent of u in G. v is said to be a A-2-dependent
R4. Let v be a 2-vertex in G and uv
Similarly, we can define A-, B-, C-, D-, E-2-non-dependents of u. At the same time, for a 3-vertex v in G and uv ∈ E(G), v is called a 3-TB-vertex of u if f 3 (uv) = 2 and 3-QB-vertex of u if f 4 (uv) = 2.
Firstly, we discuss the final charge of each face f ∈ F (G).
, and it follows that c ′ (f ) ≥ 3 − 4 + 2 × Let f be a 6-face in G. Suppose that f is not incident with any (6 + , 6 + )-edge. If n 3 − (f ) ≥ 1 and 2n 3 − (f ) + 1 ≤ 5, then by O2(2), R1.1, R1.2 and 
Suppose that f is incident with a (6 + , 6 + )-edge. By Lemma 3 and R1.1 and R1.3, n 3 − (f ) ≤ 2 and it follows that Let v be a 5-vertex in G. By O1, f 3 (v) ≤ 3 and it follows that Let v be a 7-vertex in G. By O1, f 3 (v) ≤ 4. Let n 2A , n 2B , n 2C , n 2D , n 2E , n 3T B and n 3QB denote the number of A-, B-, C-, D-, E-2-non-dependents, 3-TBvertices and 3-QB-vertices of v in G, respectively. We will divide this problem into several cases in terms of the number of different kinds of 2-dependents and 2-non-dependents.
(1) v has no 2-dependents in G. Then f 3 (v) ≤ 4 by O1. 
