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We analyze the physics of cold atoms in honeycomb optical lattices with on-site repulsion and
spin-dependent hopping that breaks time reversal symmetry. Such systems, at half filling and large
on-site repulsion, have been proposed as a possible realization of the Kitaev model. The spin-
dependent hopping breaks the spin degeneracy and, if strong-enough, leads to four non-overlapping
bands in the non-interacting limit. These bands carry nonzero Chern number and therefore the non-
interacting system has nonzero angular momentum and chiral edge states at 1/4 and 3/4 filling. We
have investigated the effect of interactions on a quarter-filled system using the variational cluster
perturbation theory and found that the critical spin-dependent hopping that separates the metal
from the quantum Hall state is affected by interactions.
I. INTRODUCTION
Condensed matter systems with topological quantum
order have been studied for several decades now. Ini-
tially, the focus was on quantum Hall states, but it was
later realized that topological effects arise from fermionic
band structures too.1 The effect of interactions in such
topological systems is of current interest.
The Kitaev model on the honeycomb lattice is a quan-
tum spin- 12 model that has such topological order.
2 There
have been recent proposals3–5 to realize this model in
an optical lattice, using two-state bosonic or fermionic
atoms with spin-dependent hopping on a honeycomb lat-
tice with on-site repulsion.
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FIG. 1. (Color online) The honeycomb lattice, the NN vectors
ba and the lattice basis e1,2. The A and B sublattices are
represented by green and blue dots, respectively.
The system proposed by Duan et al.3 consists of atoms
trapped in a two dimensional honeycomb optical lattice.
They have suggested a scheme by which the potential
barriers between the neighboring minima of the trapping
potential can be made spin and direction dependent. The
scheme is to choose two atomic states with slightly dif-
ferent energies to be the two effective spin states. These
two states are coupled to a common excited level by shin-
ing two phase locked laser beams with frequencies that
are slightly blue detuned to the corresponding transi-
tions. The laser beams can be chosen such that they
do not change positions of the minima of the trap poten-
tial. They will however induce a spin dependence in the
potential barrier between two neighboring minima in the
direction of the laser beams. The form and strength of
the spin dependent potential would depend on the rel-
ative phase and amplitudes of the two beams. Thus by
applying three pairs of laser beams in the three tunneling
directions with different relative phases and amplitudes,
a spin and direction dependent potential barrier can be
engineered. Such a trapping potential barrier will result
in spin and direction dependent hopping matrix elements
in an effective tight-binding model that describes the low
energy dynamics of the system.
We therefore study an effective tight-binding model on
a honeycomb lattice. The unit cell positions span a trian-
gular lattice and are given by i1eˆ1+ i2eˆ2, where the basis
vectors are taken to be eˆ1(2) = (± 32 ,
√
3
2 ) (see Fig. 1). We
label sites by i = (i1, i2, s) where s = A,B labels the sub-
lattice. We denote the three directions linking a site on
the A sublattice with its three neighbors on the B sub-
lattice by ba, a = 1, 2, 3 (Fig. 1). The nearest-neighbor
pairs along the ba direction are denoted by 〈ij〉a. The
Hamiltonian is then
H =
∑
〈ij〉a
{
1
2
c†iα(tδαβ + t
′σaαβ)cjβ + H.c.
}
+U
∑
i
ni↑ni↓
(1)
where c†iα creates a fermion of spin projection α at site i,
and niα = c
†
iαciα is the number operator. σ
a (a = 1, 2, 3)
are the Pauli spin matrices:
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
(2)
Model (1), which we call the Kitaev-Hubbard model,
reduces to the Kitaev spin model at half-filling and large
on-site repulsion U .3–6 We have recently shown7 that at
half filling, this model supports a stable algebraic spin
liquid at intermediate values of the on-site repulsion. In
this paper, we will rather study the same model at quar-
ter filling.
At t′ = 0, the model reduces to the simple spin-
invariant, nearest-neighbor (NN) Hubbard model, as rel-
evant to graphene, and is time-reversal invariant. At
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2t′ = t, the one-body part of the Hamiltonian is a combi-
nation of the projection operators 12 (1 + σ
a). Thus, only
particles spin polarized in the a direction can hop along
the a bonds. The term proportional to t′ is qualitatively
different from the usual spin-orbit term as it breaks time
reversal symmetry.
To see this, let us denote the hopping matrix between
the nearest neighbor sites in direction a by Ta = t +
t′σa. Time reversal invariance requires Ta = σ2T ∗aσ
2.
However, we have σ2T ∗aσ
2 = t− t′σa 6= Ta.
The physical origin of this lies in the asymmetry of the
amplitudes and phases of the two laser beams coupling
the two spin components. If the phases and amplitudes
of these two beams are interchanged, we find t′ → −t′,
i.e., the time-reversed model. It is interesting to note
that a time-reversal invariant hopping term of the form
1
2c
†
i (t+ it
′σa) cj , which is of the form of a standard spin-
orbit coupling, does not lead to the Kitaev model at half
filling in the large-U limit.
Topological effects in electronic bands were highlighted
in the seminal paper of Thouless et al.8 where the quan-
tized Hall conductivity was expressed as the sum of the
Chern numbers of the occupied bands (when the Fermi
level lies in a gap). The Chern number and hence the
quantized Hall conductivity was later identified with the
number of chiral edge channels at the Fermi level by
Hatsugai.9 A nonzero Chern number can only occur in
a system which is not time reversal invariant. However,
this does not necessitate an external magnetic field: Hal-
dane constructed a tight-binding model on a honeycomb
lattice with next-NN hopping terms that are not time-
reversal invariant.1 In that model the two bands carry
Chern numbers equal to ±1 and an anomalous Hall ef-
fect occurs when the bands are partially filled.10 The Hall
conductivity is quantized when the Fermi level lies in
the gap. More recently, the topology of time reversal
invariant electronic bands with spin-orbit couplings has
been extensively studied in the physical context of the
spin Hall effect, leading to the discovery of topological
insulators.11,12 Effects of interactions on such systems
with spin-orbit coupling have also been studied.13 The
effect of time-reversal-breaking spin-dependent hopping,
to our knowledge, has not been studied so far.
In the rest of the paper, we concentrate on Model (1)
at 14 (or
3
4 ) filling and show that it is in an anomalous
quantized Hall state in a region of the (t′-U) plane. At
U = 0, the four bands carry Chern numbers equal to
±1. At large enough t′, they do not overlap, leading
to quantized anomalous Hall states at fillings 14 and
3
4 .
We analyze the corresponding chiral edge state structure
and propose a way to detect them. We then study the
model at U > 0 using Cluster Perturbation Theory14
(CPT) and the Variational Cluster Approximation.15 We
show that, for an interval of t′, it is possible to go from
the metallic state to the Hall state upon increasing U ,
a transition that could be observed in ultra-cold atom
systems.
Previous work on realizing quantum Hall states in cold
atom systems devised schemes to simulate a magnetic
field acting on the neutral atoms. For instance, Baranov
et al.16 exploit the analogy between a rotating frame and
a magnetic field. On the other hand, Sorensen et al.17
use an oscillating quadrupole field to induce phases in
the hopping elements of the effective tight-binding model,
which is exactly the effect of a magnetic field on a charged
particle hopping on the lattice. By contrast, the physics
of the Kitaev-Hubbard model (1) is similar to that of
the Haldane model, where the nonzero Chern number
comes from band effects. Whereas the Haldane model
has complex next-nearest-neighbor hopping on the hon-
eycomb lattice, which breaks time-reversal symmetry and
gives rise to nonzero Chern number, our model has only
nearest-neighbor hopping; the nonzero Chern number is
rather due to the nature of the time-reversal-breaking,
spin-dependent hopping.
II. THE NON-INTERACTING LIMIT
In this section we solve model (1) in the U = 0 limit.
Hereinafter, we set t = 1. Thus all energies are in units
of t. We define the Fourier transform
cksα =
∑
i1,i2
eik·(i1eˆ1+i2eˆ2)ci1,i2,s,α (3)
Let Pa =
1
2 (1 + t
′σa) and k1(2) ≡ k · eˆ1(2). The Hamilto-
nian in momentum space can then be written as
H =
∑
k
(
c†k,1 c
†
k,2
)( 0 Σ(k)
Σ†(k) 0
)(
ck,1
ck,2
)
(4)
where Σ(k) = P3 + P1e
ik2 + P2e
−ik1 is a 2× 2 matrix in
spin space. Let us write an eigenvector of the above ma-
trix as (φ, ψ), where φ and ψ are two-component spinors.
The eigenvalue equation is then
Σ(k)ψ = (k)φ Σ†(k)φ = (k)ψ (5)
which, after eliminating φ, reduces to Σ†(k)Σ(k)ψ =
2(k)ψ. Thus the single-particle spectrum is completely
determined in terms of the spectrum of the positive semi-
definite matrix
Σ†Σ = f∗f +
3
4
(t′)2 +
t′
2
B · σ (6)
where
f =
1
2
(1 + eik1 + e−ik2)
B1 = 1− t′ sin k1 + cos k2 + cos k3
B2 = 1 + cos k1 − t′ sin k2 + cos k3
B3 = 1 + cos k1 + cos k2 − t′ sin k3 (7)
The eigenvalues of B(k) · σ are ±|B(k)|, and the corre-
sponding normalized eigenvectors are
ψ− =
(
eiφ sin θ/2
− cos θ/2
)
ψ+ =
(
eiφ cos θ/2
sin θ/2
)
(8)
3where θ and φ are the polar and azimutal angle defining
the vector B = |B|(sin θ cosφ, sin θ sinφ, cos θ). ψ± are
also the eigenvectors of Σ†(k)Σ(k) with eigenvalues
2±(k) = f
∗f +
3
4
(t′)2 ± t
′
2
|B(k)| (9)
Since Σ†(k) = Σ(−k), it is a simple matter to see that
the second spinors φ±(k) are identical to ψ±(−k), up to
a phase factor. The four-component vectors
Φpp
′
(k) =
1√
2
(
ψp(k)
peiχ(k)ψp
′
(−k)
)
(10)
where p = ± and p′ = ±, are then the eigenvectors of the
single-particle Hamiltonian defined by Eq. (4) with eigen-
values pp′(k). The phase factor χ(k) we will discussed
below.
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FIG. 2. (Color online) The dispersion relation ±(k) along
a high-symmetry path in the Brillouin zone. The negative
energy bands are symmetrically located underneath the hor-
izontal axis and do not touch the upper bands. K is the
Dirac point, and M = (K + K′)/2 is the mid-point between
the two Dirac points. Note the new Dirac point at t′ = 0.5,
about midway between K and M . At t′ = 0, + and − are
degenerate.
At t′ = 0, we recover the graphene spectrum: There
are two spin-degenerate bands touching each other at
two distinct Dirac points (K = (2pi/3, 2pi/3
√
3) and
K′ = (−2pi/3,−2pi/3√3)) at the zone boundary. At any
nonzero value of t′, the spin degeneracy is broken. Two
of the bands, − and −−, continue to touch each other
at two Dirac points whereas the other two develop a gap.
The + and − bands overlap until a critical value t′c of
t′ given by
√
6 − √3 = 0.717. For t′ > t′c, a finite gap
appears. This is illustrated in Fig. 2.
At t′ =
√
3, the middle two bands, − and −−, touch
each other at k = 0. For t′ >
√
3, the point of contact
splits into six more Dirac points, for a total of eight Dirac
points.
III. CHERN NUMBERS AND ORBITAL
MAGNETIZATION
The Pancharatnam-Berry (PB) curvature for each
band is given by
Rpp
′
(k) =
µν
8pii
(
∂µΦ
pp′(k)†∂νΦpp
′
(k)−H.c.
)
(11)
where µ, ν = 1, 2 are two orthogonal directions in the
Brillioun zone. µν is the two-dimensional Levi-Civita
tensor. Hereinafter, we use the Einstein convention of
summing over repeated indices. From Eqs (10) and (8)
and the discussion in Ref. 18, it follows that
Rpp
′
(k) = p′
1
2
(b(k) + b(−k)) + 1
2
µν∂µ∂νχ(k)
b(k) =
µν
8pi
Bˆ(k) · ∂µBˆ(k)× ∂νBˆ(k) (12)
It is not difficult to prove that |B| 6= 0 for all points
in the Brillouin zone, including the Dirac points, for any
nonzero value of t′. Thus Rpp
′
(k) is well defined through-
out the Brillouin zone. However the phase factor χ(k) is
multi-valued at the Dirac points and gives rise to the
delta function contribution to the PB curvature there
with strength ±pi. Since we are concentrating on the
quarter (three quarter) filled case in this paper and there
are no Dirac points in the lowest and highest energy
bands, we can afford to ignore this phase χ(k).
The integral
∫
k
b(k) is the number of times the vector
Bˆ(k) sweeps the unit sphere as k covers the whole Bril-
louin zone. We have numerically verified that it is equal
to 1. Therefore, the highest and lowest energy bands with
energies, ±+, have Chern numbers +1 whereas the mid-
dle two bands with energies, ±−, have Chern numbers
−1.
When t′ > 0.717 and the bands are non-overlapping,
the half-filled state has total Chern number zero but the
quarter and three-quarter filled states have Chern num-
bers equal to ±1 respectively. These states are thus anal-
ogous to quantum Hall states with quantized Hall con-
ductivity σH = ±1. At t′ < 0.717, the bands overlap and
at quarter filling the Fermi level passes through the −−
bands. The system is then analogous to an anomalous
Hall conductor with the “Hall conductivity” equal to the
PB curvature integrated over the occupied states.10
In the regime t′ > 0.717, we expect chiral edge states
in the gap between the + and − bands likewise between
the −− and −+ bands. Exact diagonalizations in finite
cylindrical geometry and zig-zag edges (Fig. 5B) confirm
this. Figure 3 shows the corresponding spectrum, with
non-dispersive, zero energy edge states, as in graphene.
There are also chiral edge states between the top two and
the bottom two bands.
In a system of neutral atoms, the Hall conductivity is
not easily measurable. However, the non-trivial topology
also manifests itself in the orbital angular momentum,
4-3
-2
-1
0
1
2
3
0 pi/2 pi
ω
k
FIG. 3. The spectrum for an open tube of circumference
L = 60 with zig-zag edges, for t′ = t. Note the edge states
that cross the gaps between the bands.
which is easier to measure then. The orbital magnetiza-
tion of Bloch particles of the band pp′ is given by18–22
Mpp′ =
e
2~
∫
pp′ (k)≤µ
d2k
(2pi)2
× 〈∂kΦpp′ |(Hk + pp′(k)− 2µ)|∂kΦpp′〉, (13)
where µ is the chemical potential (Fermi energy) and
|Φpp′〉 are the single particle eigenvectors. In the metallic
case, Eq. (13) provides a µ-dependent magnetization, as
it should. In the insulating case, when µ is varied in
the gap, M changes linearly only if the Chern invariant
is nonzero, and remains constant otherwise. Eq. (13) is
related – though not identical – to the anomalous Hall
conductivity.
We computed the orbital magnetization as a function
of the filling n by Eq. (13) in the metallic region at
t′ = 0.5 and in the insulating region at t′ = 1.0. The
behavior of the orbital magnetization as the Fermi en-
ergy varies from the bottom of the lowest band to the
top of the second band is displayed in Fig. 4. The orbital
magnetization in the insulating phase at t′ = 1 shows a
discontinuity at n = 0.25, because the integral of the PB
curvature over the Brillouin zone is nonzero and quan-
tized. The anomalous quantized Hall conductivity is the
ratio of the discontinuity in the orbital magnetization to
Eg/(2e), where Eg is the gap between the first and the
second band.
Thus, the nonzero Hall conductivity manifests itself as
a nonzero orbital angular momentum. In other words,
there is a rotating condensate in a static optical trap.
The above calculation corresponds to a system with a
sharp edge. However, the same physics holds for a slowly
varying confinement potential as in a realistic optical
trap. To see this, consider the semiclassical equations
derived by Sundaram and Niu23 for a wave packet of an
atom restricted to the lowest band in the presence of
a slowly varying confining potential. For wave packets
whose width in real space is much larger than the lattice
-1
-0.5
0
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M
n
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FIG. 4. (Color online) Orbital magnetization of the model as
a function of the filling n for t′=0.5,1.0
spacing, the dynamics of the mean wave vector k and the
mean position r are governed by the equations23
x˙µ = −∂−(k)
∂kµ
+ µνR−−(k)k˙ν (14)
k˙µ = −∂V (r)
∂xµ
(15)
where V (r) is the confining potential, −−(k) and
R−−(k) are the kinetic energy and the PB field of the
lowest band. For a circularly symmetric confining po-
tential, the force on the atoms will be radial and we put
−∇V = F (r)rˆ, where r = rrˆ. Thus the velocity of the
atom, v = r˙ is,
vµ = −∂−(k)
∂kµ
+ µν
xν
r
F (r)R−−(k) (16)
Within the semiclassical approximation, the velocity field
of the many particle system is obtained from the above
equation by summing over all the occupied wave vectors.
The second term, the so called anomalous velocity, is
tangential and its magnitude is proportional to the total
PB curvature integrated over the occupied states. As we
have shown earlier, this is nonzero in the lowest band.
Thus a slowly varying static confining potential will also
induce the fermionic condensate to rotate.
IV. INTERACTIONS
Thus far, the calculations we have presented were ob-
tained in the non-interacting limit (U = 0). We now
study the model as a function of the Hubbard interac-
tion U to determine the region in the parameter space
(t′ − U) where the topological effects persist.
In the presence of interactions, the Chern number
may still be calculated in principle, using the following
expression:24
N =
1
24pi2
∫
dωd2k µνλ tr
{
G∂µG
−1G∂νG−1G∂λG−1
}
(17)
5where G stands for the Green function, the integral is
taken over frequency and momentum and the trace is
taken over spin and band indices. Greek indices are
space-time (wave vector-frequency) indices running from
0 to 2 with the convention that k0 = ω. Also, 
µνλ is
the three dimensional Levi-Civita tensor. In the non-
interacting case, this expression coincides with the in-
tegral of the PB curvature over occupied states of the
Brillouin zone. In the interacting case, the Green func-
tion will be deformed, but as long as a gap persists at the
Fermi level, the Chern number should not be affected, as
it is robust against smooth deformations that do not in-
troduce or remove any poles in G. The Chern invariant
will also manifest itself as chiral edge states in the in-
teracting system. We therefore address two questions:
What is the region of parameter space where the gap
persists? Are there chiral edge states in that region?
We study the interacting theory using Cluster Per-
turbation Theory14 (CPT) and the Variational Cluster
Approximation.15
CPT is an approximation scheme for the one-electron
Green function G(ω) within Hubbard-like models.14,25,26
It proceeds by dividing the infinite lattice γ into a super-
lattice Γ of identical clusters of L sites each. The lat-
tice Hamiltonian H is written as H = Hc + HT , where
Hc is the cluster Hamiltonian, obtained by severing the
hopping terms between different clusters, which are put
into HT . Let T be the matrix of inter-cluster hopping
terms and Gc(ω) the exact Green function of the clus-
ter. Because of the periodicity of the superlattice, T
can be expressed as a function of the reduced wave vec-
tor k˜ and as a matrix in site indices within the cluster:
Tmn(k˜) (m and m will be used to denote collectively lat-
tice site and spin). Likewise, Gc is a matrix in cluster
site indices only, since all clusters are identical: Gcmn(ω).
Thus, hopping matrices and Green functions in what fol-
lows will be k˜-dependent matrices of order L, the number
of sites within each cluster. The CPT approximation for
the Green function is
G−1(k˜, ω) = Gc−1(ω)−T(k˜) (18)
In practice Gc(ω) is calculated numerically by the Lanc-
zos method and the cluster must be small enough for this
to be possible. Because the lattice tiling breaks the orig-
inal translation invariance of the lattice, a prescription
is needed to restore the translation invariance of the re-
sulting Green function. The CPT prescription for this
periodization is
G(k, ω) =
1
L
∑
m,n
e−ik·(rm−rn)Gmn(k, ω) (19)
where now k belongs to the Brillouin zone of the original
lattice. This formula is exact in both the strong (t→ 0)
and the weak (U → 0) coupling limits.
Once the approximate interacting Green function can
be calculated, various quantities can be calculated, such
as the electron density n(µ) as a function of chemical po-
tential, or the spectral function A(k, ω) = − 1pi ImG(k, ω)
and its integral over wave vectors, the density of states
N(ω).
The Variational Cluster Approximation (VCA) is an
extension of CPT in which parameters of the cluster
Hamiltonian Hc may be treated variationally, according
to Potthoff’s Self-Energy Functional Theory (SFT).15,27
In particular, it allows the emergence of spontaneously
broken symmetries and provides an approximate value
for the system’s grand potential Ω. Technically, VCA
proceeds by minimizing the following quantity:
Ω(h) = Ωc(h)−
∫
dω
pi
d2k
(2pi)2
∑
k˜
ln det
[
1−T(k˜)G(k˜, iω)
]
(20)
where Ωc(h) is the grand potential of the cluster alone
(obtained by exact diagonalization). The integral over
frequencies k0 is carried over the imaginary axis, and h
denotes collectively the parameters of the cluster Hamil-
tonian Hc that are treated variationally; these must be
the coefficients of one-body operators. At the optimal
value h∗, Ω(h∗) is the best estimate of the system’s grand
potential; in particular, its derivative ∂Ω/∂µ = −n gives
us a reliable estimate of the electron density. VCA pro-
vides estimates of order parameters, much like mean-field
theory, but is quite superior to it because the Hamil-
tonian remains fully interacting (no factorization of the
interaction) and spatial correlations are treated exactly
within the cluster. It has been widely applied to systems
of strongly correlated electrons, mostly to investigate or-
dered phases. For a general review, see Ref. 27, and
Refs 28–32 for examples of its use.
σx
σy
σz
(A) (B)
FIG. 5. (Color online) Clusters used in this work. Left: 6-site
cluster used for the two-dimensional model. Right: 10-site
cluster used for one-dimensional zigzag ribbons. Intercluster
links are represented by dashed lines and the repeated unit is
shaded in gray.
We have applied the VCA to the current system
by treating the cluster spin magnetization Mc and the
cluster chemical potential µc as variational parameters.
Fig. 5 illustrates the clusters that were used in this work.
Allowing µc to be different from µ and adopting the value
that makes the Potthoff functional Ω(Mc, µc) stationary
ensures thermodynamic consistency, i.e., that the elec-
tron density n calculated from the CPT Green function
coincides with −∂Ω/∂µ.33 This procedure allows us to
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FIG. 6. (Color online). The phase diagram of the model in
U-t′ plane. The four black squares correspond to the spectral
plots of Fig. 7.
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FIG. 7. Spectral function A(k, ω), as a function of ω, for spin-
up particles and wave vectors along high-symmetry directions
at t′ = 2/3, quarter-filling and U = 0, 0.5, 1 and 2. The energy
unit is set by t = 1.
calculate a more accurate value of the electron density
n as a function of chemical potential µ, compared with
the simple CPT result. This in turn allows us to bet-
ter estimate the gap in the one-particle density of states
N(ω).
We have scanned several values of the interaction U
and of the spin-dependent hopping t′, in order to find
whether the system remains gapped at quarter-filling.
Fig. 6 shows the phase diagram thus obtained, on the
t′ − U plane. The curve shown is the phase boundary,
i.e., the critical value t′c at which the Fermi energy moves
from the gap to within the band, as a function of U . In
the insulating region (right) the system remains in the
quantum Hall state. Left of the line, the gap disappears
0
pi
2pi
U = 0 ↑ U = 4 ↑
0
pi
2pi
-2 0 2
ω
U = 0 ↓
-2 0 2
ω
U = 4 ↓
FIG. 8. (Color online) Top: Single particle spectral function
of zigzag ribbons of 10 sites at t′ = t = 1, as a function
of energy ω. Top: up spins; bottom: down spins. The red
arrows indicate that the chiral edge states intersect the Fermi
level for both the non-interacting and interacting systems
and the system becomes metallic. We call this a chiral
metal because non quantized Hall current flows along its
boundary. We conclude that the topology of the band is
protected for U > 0, and that a gapped state exists for
t′ & 0.5 if U is large enough.
In the interval from t′ ≈ 0.5 to t′ = 0.717, the quantum
Hall state is entered from the chiral metal simply by in-
creasing the interaction strength. This is a Lifshitz tran-
sition, as illustrated on Fig. 7. Note that even though a
finite Lorenzian broadening has been used to make these
plots, the phase diagram of Fig. 6 was obtained by using
several values of η and extrapolating the density of states
towards η = 0.
We also calculated the spectral weight of zizgag rib-
bons of width 10 at t′ = t and quarter filling. The sys-
tem is shown on Fig. 5(B) and the spectral weight on
Fig. 8. The bottom four bands are nearly degenerate at
k = pi in the presence of interactions and are still clearly
separated from the chiral edge state (shown by the red
arrow) near that wave vector. This indicates that the
chiral edge state persists at U > 0: the interaction does
not destroy the topology of the bands.
V. CONCLUSION
We have shown that time-reversal-breaking spin-
dependent hopping, in a model that can be realized
in fermionic cold atom systems,3–6 leads to anomalous
quantum Hall states at 14 and
3
4 filling. These states are
robust against interactions and have a clear experimental
signature: As we showed in section III, in a confining po-
7tential (as in an optical trap) the PB curvature will make
the atoms rotate. Thus we have a rotating condensate
in static trap. This implies that the atoms have a non-
zero orbital angular momentum. So if the orbital angular
momentum can be measured or the rotation detected in
any other way, it would provide an unambiguous signal
of time-reversal symmetry breaking and of the presence
of PB curvature in the band. We will be describing the
effect in more quantitative detail in forthcoming work.
Note that the absence of time-reversal symmetry and
the presence of PB curvature are general features of the
model at non-zero t′ and are present in both the gapless
chiral metal phase and the gapped quantum Hall phase.
The angular momentum also carries a signature of the
two phases. In the chiral metal phase the orbital angular
momentum smoothly increases with the filling factor, as
can be seen in Fig.. 4. By contrast, in the quantum Hall
phase, there is a discontinuity at quarter filling. This dis-
continuity is due to the contributions of the edge states
that lie between the bottom two bands. The graphs in
Fig. 4 have been computed for the infinite lattice in ab-
sence of a confining potential. However we may expect
its effects to persist even in the presence of a trap po-
tential in the form of a sharp increase or a kink in the
orbital angular momentum at quarter filling. As can be
seen from the phase diagram in Fig. 6, there is a tran-
sition between the chiral metal phase and the quantum
Hall phase as t′ is increased at all U . As we pointed out
earlier, the time-reversal symmetry breaking term t′ is in-
duced by the three auxiliary laser beams that create the
spin-dependent barriers in the potential. Thus t′ can be
tuned by adjusting the intensity of the three laser beams.
We have argued that it may be possible to probe the tran-
sition that occurs when the auxiliary laser beam intensity
is increased by measuring the orbital angular momentum
and looking for the appearance of a kink at quarter fill-
ing. Techniques have been developed to measure the an-
gular momentum of bosonic condensates34 and photons
in a laser beam.35 Our results motivate the search for
fractional anomalous quantum Hall states in this model
when the bands are partially filled.
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