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Abstract
In this article, we apply non-convex regularization methods for stable estimation of loss development factors,
which are used to project claims for establishing reserves. Among the non-convex regularization methods, we
focus on the use of log-adjusted absolute deviation (LAAD) penalty and provide discussion on optimization of
LAAD penalized model, which is assured to converge with coordinate descent algorithm under mild conditions.
This has the advantage of obtaining a consistent estimator for the regression coefficients as well as allowing
variable selection, which is linked to the stable estimation of loss development factors. We calibrate our
proposed model using a multi-line insurance dataset from a property and casualty company where we have
observed reported aggregate loss along the accident years and development periods.
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1 Introduction
Chain ladder method, as an industry benchmark with theoretical discussions such as Mack (1993) and Mack
(1999), has been widely used to determine the development pattern of reported or paid claim. However,
although the prevalence of the method, we need to consider some issues in estimation of development
factors for mature years with chain ladder method. In general, we expect that cumulative reported loss
amount gradually increases whereas the magnitude of development decreases. However, it is possible that
loss development patterns with some run-off triangles may not follow that usual patterns. As mentioned
in Renshaw (1989), it is because we have only a few data points in the north-east corner and estimation
of parameters depends on those data points becomes unstable, due to triangular or trapezoidal shape of
aggregated claim data. Therefore, we need to consider a way to estimate the development factors for mature
years with more stability.
In order to deal with the aforementioned issue, stable estimation of development factors for mature years,
one can apply regulrization method or penalized regression in loss development models. Today, there is a rich
literature of using penalization in regression framework. The first penalization method introduced is ridge
regression, developed by Hoerl and Kennard (1970). By adding an L2 penalty term on the least squares,
they showed that it is possible to have smaller mean squared error when there is severe multicollinearity
in a given dataset. However, ridge regression has merely the shrinkage property and not the property of
variable selection. To tackle this problem, Tibshirani (1996) suggested LASSO, which uses an L1 penalty
term on the least squares, and showed that this method enables us to do variable selection, which leads to
dimension reduction as well. Despite the simplicity of the proposed method, there has been a great deal of
work done to extend the LASSO framework. For example, Park and Casella (2008) extended Tibshirani’s
work by providing a Bayesian interpretation on LASSO. Although LASSO has the variable selection property,
the estimates derived by LASSO regression are inherently biased. However, there have been some meaningful
approaches so that we obtain both the variable selection property and the consistency of the estimates. For
example, Fan and Li (2001) proposed smoothly clipped absolute deviation (SCAD) penalty, which is derived
by assuming continuously differentiable penalty function to achieve three properties such as (i) consistency
of the estimate as the true value of the parameter grows, (ii) variable selection, and (iii) the continuity of
the calculated estimates. Although SCAD penalty has the above-mentioned good properties, it is naturally
a non-convex optimization so that it loses the desirable properties of convex optimization problems. Thus,
Zhang (2010) proposed minimax concave penalty (MCP), which minimizes the maximum concavity subject to
unbiasedness feature. Further, Lee et al. (2010) and Armagan et al. (2013) proposed a version of log-adjusted
penalty, which is derived by assuming hyperprior on the tuning parameter λ, as suggested in Park and Casella
(2008).
The use of penalized regression in the actuarial literature is not quite new, but there have only been a
few relevant works in the field. For instance, Williams et al. (2015) applied elastic net penalty, which is a
combination of L1 and L2 penalties, on a dataset with over 350 initial covariates to enhance insurance claims
prediction. In addition, Nawar (2016) used LASSO for detecting possible interaction between covariates
which are used in claim modeling. Recently, McGuire et al. (2018) proposed the use of L1 penalization for
stable estimation of loss development factors.
In this paper, we explore the use of LAAD} penalty, which enables us to obtain variable selection property while
maintaining consistency of the estimator. This motivated us to apply LAAD penalty in cross-classified model
2
used in loss development for reserving. We also provide a theoretical discussion on the convergence analysis
of LAAD penalized model under coordinate descent algorithm and a sufficient condition for convergence,
which is satisfied well in loss reserving application. To calibrate the model, we use reported loss triangles
from multiple lines of business from a property and casualty (P&C) insurer. We compare the estimated
loss development factors of our proposed model with usual cross-classified model and cross-classified model
with LASSO and non-convex penalties including LAAD. All these models are comparably explained in the
section on estimation and prediction; we also discuss the validation measures. It turns out that our proposed
model provides us reasonable estimates of loss development factors which agree with our prior knowledge or
expectation on loss development pattern as well as shows better performance in the prediction of reserves.
This paper has been organized as follows. In Section 2, we briefly introduce the construction of the LAAD
penalty and provide a sufficient condition of the convergence when we calibrate a regression model with
LAAD penalty using coordinate descent algorithm. In Section 3, we show the efficacy of the proposed method
via simulation study. In Section 4, we explore possible use of LAAD penalty in insurance reserving application
using a multi-line reported loss triangles dataset and provide results of the estimation and prediction for the
various models. We make a conclusion in Section 5.
2 Property of LAAD penalization model and optimization
2.1 Derivation and properties of LAAD penalty
According to Park and Casella (2008), we may interpret LASSO in a Bayesian framework as follows:
Y |β ∼ N(Xβ, σ2In), βi|λ ∼ Laplace(0, 1/λ),
where β is a vector of size p with each component having a density function p(βi|λ) = λ2 e−λ|βi|, for βi ∈ R.
According to their specification, we may express the likelihood and the log-likelihood for β, respectively, as
L(β|y,X, λ) ∝ exp
(
− 12σ2
[
n∑
i=1
(yi −Xiβ)2
]
− λ||β||1
)
and
`(β|y,X, λ) = − 12σ2
[
n∑
i=1
(yi −Xiβ)2
]
− λ||β||1 + Constant. (1)
In their work, Park and Casella (2008) suggested two ways to choose the optimal λ in Equation (1). One is
the use of point estimate by cross-validation, and the other is the use of a ‘hyperprior’ distribution for λ.
Now, consider the following distributional assumptions
Y |β ∼ N(Xβ, σ2In), βj |λj ∼ Laplace(0, 1/λj), and λj |r i.i.d.∼ Gamma(r/σ2 − 1, 1).
In other words, the hyperprior of λj follows a gamma distribution with density p(λj |r) = λ
r
σ2−2
j e
−λj/Γ( rσ2 −1).
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This implies that we have:
L(β, λ1, . . . , λp|y,X, r) ∝ exp
(
− 12σ2 [
n∑
i=1
(yi −Xiβ)2]
)
×
p∏
j=1
exp (−λj [|βj |+ 1])λ
r
σ2−1
j ,
L(β|y,X, r) =
∫
L(β, λ|y,X, r)dλ ∝ exp
(
− 12σ2 [
n∑
i=1
(yi −Xiβ)2]
)
×
p∏
j=1
(1 + |βj |)−
r
σ2 ,
`(β|y,X, r) = − 12σ2
 n∑
i=1
(yi −Xiβ)2 + 2r
p∑
j=1
log(1 + |βj |)
+ Constant. (2)
As a result, the log-likehood in Equation (2) allows us to have the following formulation of our penalized
least squares problem. This gives rise to what we call the log-adjusted absolute deviation (LAAD) penalty
function:
||β||L =
p∑
j=1
log(1 + |βj |),
so that
βˆ = argmin
β
1
2 ||y −Xβ||
2 + r
p∑
j=1
log(1 + |βj |).
As mentioned above, such derivation of LAAD penalty is not new by itself and has been explored in the
statistics literature. For example, Mazumder et al. (2011) studied similar penalties in their work on non-convex
paths and Wang et al. (2019) applied it in a health context.
To further understand the characteristic of a model with LAAD penalty, let us consider a simple example
when p = 1 and ||X|| = 1. In this case, optimization of ` in Equation (2) is reduced to a univariate case so
that it is enough to solve the following:
θˆj = argmin
θj
1
2(zj − θj)
2 + r log(1 + |θj |), (3)
where z = X ′y.
Theorem 1. Let us set l(θ|r, z) = 12 (z − θ)2 + r log(1 + |θ|). Then the corresponding minimizer will be given
as θˆ = θ∗ · 1{|z|≥z∗(r)∨r}, where
θ∗ = 12
[
z + sgn(z)
(√
(|z| − 1)2 + 4|z| − 4r − 1
)]
,
and z∗(r) is the unique solution of
∆(z|r) = 12(θ
∗)2 − θ∗z + r log(1 + |θ∗|) = 0.
Proof. See Appendix A.
Note that θ∗ = z2 + sgn(z)
[√
(|z|+1)2−4r−1
2
]
' z2 + sgn(z)
[
(|z|+1)−1
2
]
= z when |z| is large enough, which
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means θ∗ converges to z when |z| → ∞. Therefore, by using LAAD penalty, we obtain an optimizer which
has the variable selection property, consistency, and continuity as shown in Armagan et al. (2013).
Figure 1 provides graphs which describe the behavior of the obtained optimizer derived with different
penalization. The first graph is the behavior of the optimizer derived with L2 penalty, which is also called
ridge regression. In that case, as we previously mentioned, it has no variable selection property but it only
shrinks the magnitude of the estimates. The second graph is the behavior of the optimizer derived with L1
penalty, which is the basic LASSO. For this case, we see that although it has variable selection property (if
value of β is small enough, then βˆ becomes 0), the discrepancy between the true β and βˆ remains constant
even when the true |β| is very big. Finally, the third graph shows the behavior of the optimizer derived
with the proposed LAAD penalty. One can see that not only the given optimizer has the variable selection
property, but also βˆ converges to β as |β| increases.
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Figure 1: Estimate behavior for various penalty functions
Figure 2 illustrates the constraint regions implied by each penalty. It is well known that the constraint regions
defined by L2 penalization is a p-dimensional circle, whereas the constraint regions defined by L1 penalization
is a p-dimensional diamond. We can observe that in both cases of L2 and L1 penalization, the constraint
regions are convex, which implies we entertain good properties of convex optimization. However, in the case
of the constraint region implied by LAAD penalty, the region is non-convex, which is inevitable to obtain
both the consistency of the estimates and the variable selection property.
It is also possible to compare the behavior of LAAD penalty with SCAD penalty and MCP. According to
Fan and Li (2001) and Zhang (2010), one can write down the penalty functions (and their derivatives) in the
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Figure 2: Constraint regions for various penalties
univariate case, assuming θ ≥ 0, as follows:
pLASSO(θ;λ) = λθ, p′LASSO(θ;λ) = λ,
pMCP (θ;λ, γ) =
∫ θ
0
λ(1− x/γλ)+dx, p′MCP (θ;λ, γ) = λ(1− θ/γλ)+,
p′SCAD(θ;λ, a) = λ{I(θ ≤ λ) +
(aλ− θ)+
(a− 1)λ I(θ > λ)}, and
pLAAD(θ;λ) = λ log(1 + θ), p′LAAD(θ;λ) = λ
(
1
1 + θ
)
.
(4)
From above, it is straightforward to see that
lim
θ→∞
p′SCAD(θ;λ, a) = lim
θ→∞
p′MCP (θ;λ, γ) = lim
θ→∞
p′LAAD(θ;λ) = 0.
This implies that the marginal effect of penalty converges to 0 as the value of θ increases and hence, the
magnitude of distortion on the estimate becomes negligible as the true coefficient gets larger when we use
either SCAD penalty, MCP, or LAAD penalty. However, we see that limθ→∞ p′LASSO(θ;λ) = λ, which means
that the magnitude of distortion on the estimate is the same even in the case when the true coefficient is very
large.
On the other hand, if we let θ to 0, one can see that
lim
θ→0+
p′SCAD(θ;λ, a) = lim
θ→0+
p′MCP (θ;λ, γ) = lim
θ→0+
p′LAAD(θ;λ) = lim
θ→0+
p′LASSO(θ;λ) = λ,
which implies that for SCAD penalty, MCP, and LAAD penalty, the magnitude of penalization is the same
with LASSO when the true value of θ is very small. Therefore, we verify that SCAD, MCP, and LAAD
penalty have the same property of variable selection as LASSO, when the true θ is small enough.
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2.2 Implementation in general case and convergence analysis
Estimating parameters from given penalized least squares is an optimization problem. Since an analytic
solution is obtained in the case of univariate penalized least squares, one can implement an algorithm for
optimization. For example, for obtaining βˆ in the multivariate case, we may apply coordinate descent
algorithm proposed by Luo and Tseng (1992), which starts with an initial estimate and then successively
optimize along each coordinate or blocks of coordinates. The algorithm is explained in details as follows:
Initialize β(0)
res← y −
p∑
j=1
Xjβ
(0)
j
Do Loop (t = 0, 1, 2, . . .)
for (j in 1 : p) {
res← res +Xjβ(t)j
z(t,j) = X ′jres
β
(t+1)
(j) = θˆ(z(j), r)
res← res−Xjβ(t+1)j
}
Until ||β(t+1) − β(t)|| < .
Interestingly, the use of LAAD penalty has been explored in the statistics literature, but thorough analysis on
the convergence of coordinate descent algorithm for LAAD penalization model is still scarce. Mazumder et al.
(2011) found that application of coordinate descent algorithm to LAAD penalized model “can produce multiple
limit points (without converging) - creating statistical instability in the optimization procedure”, though
they did not provide a sufficient condition which assures statistical stability in the optimization procedure.
In this regard, here we provide a sufficient condition so that coordinate descent algorithm converges with
our optimization problem. To show the convergence, we need to introduce the concepts of quasi-convex and
hemivariate. A function is hemivariate if a function is not constant on any interval which belongs to its
domain. A function f is quasi-convex if
f(x+ λd) ≤ max{f(x), f(x+ d)}, for all x, d and λ ∈ [0, 1].
An example of a function which is quasi-convex and hemivariate is f(x) = log(1 + |x|).
The following lemma is useful for obtaining a sufficient condition that our optimization problem converges
with coordinate descent algorithm.
Lemma 1. Suppose a function l : Rp → R is defined as follows:
l(β1, . . . , βp) =
1
2 ||y −Xβ||
2 + r
p∑
j=1
log(1 + |βj |)
and ||Xj || = 1 for all j = 1, . . . , p. If r ≤ 1, then lj : βj 7→ l(β1, . . . , βp) is both quasi-convex and hemivariate
for all j = 1, . . . , p.
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Proof. See Appendix B.
Note that the sum of quasi-convex functions may not be quasi-convex. Therefore, although both ||y −Xβ||2
and log(1 + |βj |) are quasi-convex functions of βj on R, it does not assure that l(β1, . . . , βp) is a quasi-convex
function for each coordinate. Intuitively, a continuous function on R is quasi-convex if and only if it has
unique local minimum. To illustrate, f(x) = log(1 + |x|) + 0.01(10− x)2 is a quasi-convex function since
f ′(x) =
 11+x + 0.02(x− 10) > 0; x > 0,−1
1−x + 0.02(x− 10) < 0; x < 0,
and f(x) has unique local (indeed, global) minimum at x = 0.
However, if g(x) = 7 log(1 + |x|) + (3− x)2, then g(x) is not quasi-convex since such function has two local
minima, 0 and 1 + 1/
√
2. Figure 3 provides a visualization of these two examples.
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Figure 3: An example of quasi-convex function and non-quasi-convex function
Therefore, r ≤ 1 is the critical condition in the proof of Lemma 1, and it leads to the following theorem which
assures the convergence of coordinate descent algorithm for LAAD penalization model.
Theorem 2. If ||Xj || = 1 for all j = 1, . . . , p and r ≤ 1, then the solution from coordinate descent algorithm
with function l : Rp → R converges to βˆ where
βˆ = argmin
β
1
2 ||y −Xβ||
2 + r
p∑
j=1
log(1 + |βj |).
Proof. According to Theorem 5.1 of Tseng (2001), it suffices to show that 1) ||y −Xβ||2 is continuous on Rp,
2) log(1 + |βj |) is lower semicontinuous, and 3) lk : βk 7→ l(β1, . . . , βp) is quasi-convex and hemivariate. 1)
and 2) are obvious and 3) could be shown from Lemma 1.
As shown in Theorem 2, the applicability of estimation with LAAD penalty heavily depends on the range
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of tuning parameter r, which assures convergence of the algorithm if r ≤ 1. For example, when LAAD
penalization is applied to the stable estimation of loss development factor, it is known that the estimated
loss development factor for later development years are usually quite low so it is innocuous to impose such
condition.
3 Simulation study
In this section, we conduct a simulation study so as to show the novelty of the proposed method. Suppose
we have the following nine available covariates (X1, . . . , X9) and response variable y which are generated as
follows:
X1 ∼ N (5, 1), X2 ∼ N (−2, 1), X3 ∼ N (1, 4), X4 ∼ N (3, 4), X5 ∼ N (0, 4),
X6 ∼ N (0, 9), X7 ∼ N (−3, 4), X8 ∼ N (2, 1), X9 ∼ N (3, 1),  ∼ N (0, 1),
y = −X1 +X2 +X3 −X4 +X5 −X6 +X7 +X8 −X9 − 10X1X6 +X2X3 + 0.1X3X4 − 0.01X4X6 + ,
so that the simulation scheme can incorporate possible interactions in the model (while the model is
still sparse enough) whose effect sizes vary. One can check that if a regression model is calibrated us-
ing (X1, X2, . . . , X9), then the estimated regression coefficients are all significant. However, even if all
covariates are significant by themselves, omission of effective interaction terms can lead to biases in the
estimated coefficients and subsequently lack of fit as illustrated in Figure 4. In Figure 4, reduced model
means a linear model fitted only with (X1, X2, . . . , X9), while true model is a linear model fitted with
(X1, X2, . . . , X9, X1X6, X2X3, X3X4, X4X6).
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Figure 4: QQplots for reduced model and true model
On the other hand, including every interaction terms also may end up with a poor model since it may
accumulate noises in the estimation which leads to higher variances in the estimates. As elaborated in James
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et al. (2013), the mean squared error (MSE) of a predicted value under a linear model is determined by both
the variance of the predicted value and the squared bias of the estimated regression coefficients as follows:
E
[
y0 − fˆ(x0)
]2
= V ar(fˆ(x0)) + [Bias(fˆ(x0))]2 + V ar()
= (x0)′
[
V ar(βˆ) + Bias(βˆ)2
]
(x0) + σ2
(5)
From Equation (5), we note that by including fewer variables in our model with variable selection, we may
get lower V ar(βˆ). However, it could increase [Bias(βˆ)]2 due to omitted variable bias (i.e., if a variable has
been selected out) or inherent bias of the estimated value because of the penalization. Therefore, it implies
that if most of the original variables are significant so that the magnitude of the bias is too high, then the
benefit of a reduced V ar(βˆ) is compensated by a higher [Bias(βˆ)]2. In this regard, variable selection should
be performed carefully to make a balance between the bias and variance and get better prediction with lower
mean squared error.
To show the novelty of our proposed penalty function, we first obtain 100 replications of simulated samples
(X1, X2, . . . , X9, y) with sample size 1000 and estimate the regression coefficients based on the following
seven models:
(i) Full model: a linear model fitted with (X1, X2, . . . , X9) and every possible interaction among them,
(ii) Reduced model: a linear model fitted only with (X1, X2, . . . , X9),
(iii) Best model: Full model regularized with L0 penalty (forward feature selection),
(vi) LASSO model: Full model regularized with L1 penalty,
(v) MCP model: Full model regularized with MC penalty,
(vi) SCAD model: Full model regularized with SCAD penalty,
(vii) LAAD model: Full model regularized with LAAD penalty.
To evaluate the estimation result under each model, we introduce the following metrics which measure the
discrepancy between the true coefficients and estimated coefficients under each model.
Bias for βj =
1
100
100∑
r=1
(βj − βˆj(r)), Root Mean Squared Error for βj =
√√√√ 1
100
100∑
r=1
(βj − βˆj(r))2,
where βj is the true value of jth coefficient and βˆj(r) refers to the estimated value of jth coefficient with rth
simulated sample. According to Table 1, Full model is most favored in terms of the biases of estimated
coefficients, which is reasonable since ordinary least square (OLS) estimator is unbiased. However, one can
see MSEs of estimated coefficients under Full model tend to be greater than those of LAAD model so
that LAAD model is expected to provide better estimation in general. It is also observed that estimation
results with Reduced model is quite poor whereas the performance of regularized models are accceptible.
Besides the values of estimated coefficients, it is also of our interest the ability to capture correct degree of
10
Table 1: Summary of estimation
Bias RMSE
Full Reduced Best LASSO MCP SCAD LAAD Full Reduced Best LASSO MCP SCAD LAAD
x1 -0.006 0.107 -0.001 -0.275 -0.714 -0.713 0.002 0.082 0.977 0.042 0.526 0.747 0.743 0.026
x2 -0.020 1.080 -0.002 0.490 -0.938 -0.916 -0.002 0.165 1.399 0.056 0.930 0.970 0.957 0.037
x3 -0.011 -1.639 -0.014 -0.492 -0.970 -0.960 -0.022 0.099 1.713 0.086 0.552 0.985 0.978 0.052
x4 0.003 0.164 -0.003 -0.044 0.921 0.910 0.005 0.116 0.438 0.055 0.406 0.959 0.953 0.022
x5 0.012 -0.048 0.006 -0.178 -0.133 -0.036 -0.013 0.123 0.512 0.042 0.241 0.363 0.131 0.029
x6 -0.004 -50.062 -0.024 -0.265 0.968 0.989 0.038 0.088 50.066 0.071 0.284 0.985 0.995 0.078
x7 0.004 -0.055 -0.001 -0.231 -0.941 -0.896 -0.005 0.114 0.471 0.050 0.478 0.966 0.941 0.020
x8 -0.003 0.045 -0.001 -0.250 -0.953 -0.966 -0.057 0.180 0.822 0.135 0.746 0.975 0.980 0.178
x9 0.012 0.232 0.018 0.636 0.940 0.979 0.029 0.148 1.054 0.091 0.809 0.969 0.986 0.123
‘x1 : x6‘ 0.001 10.000 0.001 0.045 -0.189 -0.194 -0.009 0.012 10.000 0.012 0.048 0.193 0.195 0.016
‘x2 : x3‘ -0.001 -1.000 -0.001 -0.074 -0.206 -0.255 -0.012 0.016 1.000 0.016 0.079 0.248 0.312 0.020
‘x3 : x4‘ 0.001 -0.100 0.001 0.004 -0.055 -0.074 -0.004 0.008 0.100 0.008 0.012 0.084 0.088 0.009
‘x4 : x6‘ 0.000 0.010 0.006 0.007 0.008 0.010 0.005 0.005 0.010 0.009 0.008 0.011 0.010 0.006
sparsity in a model with the following measures:
Mean L1 norm difference =
1
100
100∑
r=1
p∑
j=1
|βj − βˆj(r)|,
Mean L0 norm difference =
1
100
100∑
r=1
p∑
j=1
1{βj=0 6=βˆj(r) or βj 6=0=βˆj(r)}.
Table 2 shows how LAAD model captures the sparsity of the true model correctly. One can see that LAAD
model shows the least mean L1 and L0 norm differences while Full model fails to capture the sparsity of
the true model. Therefore, this simulation supports the assertion that LAAD penalty can be utilized in
practice with better performance.
Table 2: L1 and L0 norm differences for each model
Full Reduced Best LASSO MCP SCAD LAAD
Mean L1 norm difference 2.325 68.429 1.578 5.961 10.048 9.888 1.381
Mean L0 norm difference 31.000 5.000 6.550 19.930 12.900 12.410 4.300
4 Empirical analysis: application in loss development methods
4.1 Data characteristics
A dataset from ACE Limited 2011 Global Loss Triangles is used for our empirical analysis which is shown in
Tables 3 and 4. This dataset is summarization of two lines of insurance business including General Liability
and Other Casualty in the form of reported claim triangles.
Given dataset can be also expressed in the following way:
D1:I = {Y (n)ij : 1 ≤ i ≤ I and 1 ≤ j ≤ min(I, I + 1− i), n = 1, 2}, (6)
where Y (n)ij means the reported claim for nth line of insurance business in ith accident years with jth
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development lag. Note that I = 10 in our case and they are displayed in the upper-left parts of Tables 3 and
4.
Based on the reported claim data (upper triangle), an insurance company needs to predict ultimate claims
(lower triangle) described as follows:
DI+k = {Y (n)ij : 1 + k ≤ i ≤ I and j = I + 1 + k − i, n = 1, 2}. (7)
Table 3: Reported claim triangle for General Liability
DL 1 DL 2 DL 3 DL 4 DL 5 DL 6 DL 7 DL 8 DL 9 DL 10
AY 1 87,133 146,413 330,129 417,377 456,124 556,588 563,699 570,371 598,839 607,665
AY 2 78,132 296,891 470,464 485,708 510,283 568,528 591,838 662,023 644,021 654,481
AY 3 175,592 233,149 325,726 449,556 532,233 617,848 660,776 678,142 696,378
AY 4 143,874 342,952 448,157 599,545 786,951 913,238 971,329 1,013,749
AY 5 140,233 284,151 424,930 599,393 680,687 770,348 820,138
AY 6 137,492 323,953 535,326 824,561 1,056,066 1,118,516
AY 7 143,536 350,646 558,391 708,947 825,059
AY 8 142,149 317,203 451,810 604,155
AY 9 128,809 298,374 518,788
AY 10 136,082 339,516
Table 4: Reported claim triangle for Other Casualty
DL 1 DL 2 DL 3 DL 4 DL 5 DL 6 DL 7 DL 8 DL 9 DL 10
AY 1 201,702 262,233 279,314 313,632 296,073 312,315 308,072 309,532 310,710 297,929
AY 2 202,361 240,051 265,869 302,303 347,636 364,091 358,962 361,851 355,373 357,075
AY 3 243,469 289,974 343,664 360,833 372,574 373,362 382,361 380,258 384,914
AY 4 338,857 359,745 391,942 411,723 430,550 442,790 437,408 438,507
AY 5 253,271 336,945 372,591 393,272 408,099 415,102 421,743
AY 6 247,272 347,841 392,010 425,802 430,843 455,038
AY 7 411,645 612,109 651,992 688,353 711,802
AY 8 254,447 368,721 405,869 417,660
AY 9 373,039 494,306 550,082
AY 10 453,496 618,879
4.2 Model specifications and estimation
In our search for a loss development model, we use cross-classfied model which was also introduced in Shi
and Frees (2011) and Taylor and McGuire (2016). For each nth line of business, unconstrained lognormal
cross-classified model is formulated as follows:
E
[
log Y (n)ij
]
= µ(n)ij = γ(n) + α
(n)
i + δ
(n)
j , (8)
where γ(n) means the overall mean of the losses from nth line of business, α(n)i is the effect for ith accident
year and δ(n)j means the cumulative development at jth year.
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Table 5: Summary of unconstrained model estimation
General Liability Other Casualty
Estimate Pr(>|t|) Estimate Pr(>|t|)
γ 11.382 0.000 12.173 0.000
δ2 0.789 0.000 0.260 0.000
δ3 1.236 0.000 0.359 0.000
δ4 1.515 0.000 0.430 0.000
δ5 1.673 0.000 0.464 0.000
δ6 1.779 0.000 0.491 0.000
δ7 1.825 0.000 0.489 0.000
δ8 1.850 0.000 0.506 0.000
δ9 1.874 0.000 0.508 0.000
δ10 1.936 0.000 0.432 0.000
α2 0.168 0.020 0.065 0.027
α3 0.221 0.004 0.188 0.000
α4 0.505 0.000 0.370 0.000
α5 0.396 0.000 0.282 0.000
α6 0.616 0.000 0.323 0.000
α7 0.570 0.000 0.835 0.000
α8 0.461 0.000 0.347 0.000
α9 0.410 0.002 0.667 0.000
α10 0.439 0.010 0.852 0.000
Adj-R2 1.000 1.000
It is natural that incremental reported loss amount gradually decreases while cumulative reported loss amount
still increases until it is developed to ultimate level, which is equivalent to δj ≥ δj′ for j ≥ j′. It is observed,
however, that estimated values δj do not show that pattern for both lines of business in Table 5.
In order to handle aforementioned issue, we propose a penalized cross-classfied model. Since both γ and α
are nuisance parameters in terms of loss development, we modify the formulation in (8) in the following way:
C
(n)
i,j+1 := log
Y
(n)
i,j+1
Y
(n)
i,j
and C(n)i,j+1 ∼ N
(
ζ
(n)
j+1, σ
2
)
where δ(n)j =
j∑
l=1
ζ
(n)
l , ζ
(n)
j+1 = ηj+1 + κ
(n)
j+1. (9)
In this formulation, mean of C(n)i,l , ζl can be interpreted as incremental development factor from (l − 1)th
year to lth year so that if ζL+1 = 0 for a certain value of L, then it implies there is no more development of
loss after L years of development and ζL would determine the tail factor. Therefore, this formulation allows
us to choose tail factor based on variable selection procedure performed with penalized regression on given
data, not by a subjective judgment. Furthermore, ζl consists of two parts; ηl which accounts for the common
payment pattern for all lines of business in the same company, and κ(n)l which accounts for the specific
payment pattern for each line of business. This approach allows us to consider possible dependence among
different lines of business in a simple manner. Those who are interested in more complicated dependence
modeling among different lines of business might refer to Shi et al. (2012) and Jeong and Dey (2019). In that
regard, we propose the following six model specifications:
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• Unconstrained model - a model which minimizes the following for all lines of business simultaneously:
I∑
i=1
I−i∑
j=1
N∑
n=1
(
C
(n)
i,j+1 − ζ(n)j+1
)2
,
• Best subset model - a model which minimizes Bayesian information criterion (BIC) based on the
estimated parameter values.
• LASSO / SCAD / MCP / LAAD constrained models - models which minimize the following
for all lines of business simultaneously with pλ(·) as defined in (4):
I∑
i=1
I−i∑
j=1
N∑
n=1
(
C
(n)
i,j+1 − ζ(n)j+1
)2
+
J−1∑
j=2
(
p(ηj+1;λ) +
N−1∑
n=1
pλ(κ(n)j+1;λ)
) ,
Although ζl has been decomposed as two parts: common payment patterns and line-specific payment patterns,
one can also model ζl directly for each line of business seperately, as in Appendix D. Note that for all
constrained models, η2 is not penalized in the estimation in order to avoid underreserving issue due to
penalization and κ(N)j+1 = 0 for all j due to the identifiability issue.
When a variable selection via penalization is implemented, it is required to set the tuning parameter which
controls the magnitude of penalty. In our search for the tuning parameter for LASSO / SCAD / MCP /
LAAD constrained models, usual cross-validation method is applied to choose optimal λ so that the average
of root mean squared errors (RMSEs) on k-fold cross-validation with each value of tuning parameters are
examined and a value is chosen which yields the smallest average of cross-validation RMSEs. For detail, see
Friedman et al. (2009).
Note that apart from the choice of tuning parameters, we also need to consider different attributes of covariates
(for example, binary, ordinal, discrete, or continuous) when we do variable selection via penalization. However,
since the covariates used in our empirical analysis are all binary factor variables, we can claim that either
direct use of L1 penalty or its transformation is innocuous. For the variable selection on the covariates with
diverse attributes, see Devriendt et al. (2018).
Once the parameters are estimated in each model, the corresponding incremental development factor jth lag for
nth line of business can be also estimated as exp(ζˆ(n)j ), based on the formulation of lognormal cross-classified
model. Table 6 summarizes the estimated results of incremental development factors for the calibrated models.
One can see that the unconstrained model deviates from our expectations on the development pattern. For
example, in the case of General Liability, incremental development factor of 7th lag is less than that of 8th lag.
In the case of Other Casualty, it is also shown that incremental development factor of 9th lag is less than 1,
which is not intuitive as well. In contrast, it is observed that all constrained models and best subset selection
model are able to perform variable selection and provide reasonable loss development patterns, where loss
develoment factors are decreasing as claims develop over years.
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Table 6: Summary of estimated incremental development factors
General Liability Other Casualty
Unconstrained Best LASSO SCAD MCP LAAD Unconstrained Best LASSO SCAD MCP LAAD
exp (ζ2) 2.2022 2.3527 2.3545 2.3067 2.2923 2.3006 1.2975 1.3861 1.4115 1.3590 1.3505 1.3657
exp (ζ3) 1.5681 1.5681 1.5253 1.5681 1.5681 1.5433 1.1052 1.1052 1.0948 1.1052 1.1052 1.0965
exp (ζ4) 1.3108 1.3108 1.2723 1.3108 1.3108 1.2875 1.0792 1.0000 1.0679 1.0508 1.0674 1.0706
exp (ζ5) 1.1723 1.1723 1.1349 1.1723 1.1723 1.1493 1.0352 1.0000 1.0231 1.0000 1.0000 1.0262
exp (ζ6) 1.1569 1.1569 1.1164 1.1569 1.1569 1.1321 1.0298 1.0000 1.0162 1.0000 1.0000 1.0200
exp (ζ7) 1.0465 1.0000 1.0053 1.0022 1.0030 1.0209 0.9959 1.0000 1.0000 1.0000 1.0000 1.0000
exp (ζ8) 1.0512 1.0000 1.0033 1.0000 1.0000 1.0215 1.0024 1.0000 1.0000 1.0000 1.0000 1.0000
exp (ζ9) 1.0106 1.0000 1.0000 1.0000 1.0000 1.0000 0.9929 1.0000 1.0000 1.0000 1.0000 1.0000
exp (ζ10) 1.0147 1.0000 1.0000 1.0000 1.0000 1.0000 0.9589 1.0000 1.0000 1.0000 1.0000 1.0000
4.3 Model validation
To validate the predictive models for loss development, calibrated using the training set (upper loss triangles)
D1:10 defined in (6), we use cumulative (or incremental) payments of claims for calendar year 2012 as a
validation set, obtained from ACE Limited 2012 Global Loss Triangles. Note that those data points can be
described as D11 = {Y (n)ij : 2 ≤ i ≤ 10 and j = 12− i, n = 1, 2} and they are displayed as semi-diagonals in
blue color under the upper-triangles of Tables 3 and 4.
Based on the estimated incremental development factor, one can predict cumulative (or incremental) payments
of claims for the subsequent calendar year. For example, according to the model specification in (9), it is
possible to predict the cumulative payment for ith accident year at j + 1th lag as of jth lag as follows:
Yˆ
(n)
i,j+1 = Yi,j × E
[
Y
(n)
i,j+1/Y
(n)
i,j
]
= Yi,j × E
[
exp(C(n)i,j )
]
= Yi,j × exp
(
ζ
(n)
j+1 +
1
2σ
2
)
.
Table 7 provides the predicted values of incremental claims under each model and the actual values as
well. According to the table, we can see that in case of Other Casualty line, LAAD model is the best for
prediction of total unpaid claims for next calendar year. In case of General Liability line, Best / SCAD / MCP
models perform marginally well for the prediction of total unpaid claims, while LASSO model substantially
underestimates the unpaid claims.
Table 7: Summary of predicted incremental paid claims
General Liability Other Casualty
Unconstrained Best LASSO SCAD MCP LAAD Actual Unconstrained Best LASSO SCAD MCP LAAD Actual
AY=2004 14,647 4,986 5,301 4,803 4,746 4,932 10,460 -11,930 2,751 2,925 2,650 2,619 2,722 1,702
AY=2005 12,610 5,250 5,582 5,058 4,998 5,194 18,236 275 2,944 3,130 2,836 2,803 2,912 4,655
AY=2006 57,778 7,520 11,266 7,244 7,159 28,505 42,420 4,514 3,386 3,600 3,262 3,224 3,350 1,098
AY=2007 42,162 5,964 10,479 7,449 8,013 22,093 49,790 1,575 3,213 3,417 3,096 3,059 3,179 6,641
AY=2008 175,372 175,194 132,625 174,848 174,740 148,629 62,450 16,338 3,335 10,599 3,213 3,175 12,000 24,195
AY=2009 128,676 128,555 102,272 128,319 128,246 112,112 116,112 29,856 5,329 21,723 5,134 5,073 23,477 23,449
AY=2010 145,081 144,995 127,759 144,827 144,775 134,362 152,345 35,583 3,142 31,120 23,789 30,540 31,980 11,790
AY=2011 173,204 173,136 160,477 173,003 172,962 165,626 220,413 56,300 56,220 51,295 56,065 56,017 51,845 55,776
AY=2012 165,965 186,556 186,954 180,158 178,152 179,383 203,434 139,542 179,970 191,861 167,408 163,468 170,580 165,383
Total 915,495 832,154 742,714 825,710 823,791 800,836 875,659 272,051 260,290 319,670 267,454 269,979 302,046 294,690
It is also possible to evaluate the performance of prediction based on usual validation measures such as root
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mean squared error (RMSE) and mean absolute error (MAE) defined as follows:
RMSE =:
√√√√1
9
10∑
i=2
(Yˆ (n)i,12−i − Y (n)i,12−i)2, MAE =:
1
9
10∑
i=2
|Yˆ (n)i,12−i − Y (n)i,12−i|.
Table 8 shows us that LAAD model is the most preferred in terms of prediction performance measured by
RMSE and MAE in both lines of business. One can see that LAAD model is the best in terms of out-of-sample
validation except for the case of RMSE of General Liability line, in which LASSO model is the best followed
by LAAD model.
Table 8: Summary of validation measures
General Liability Other Casualty
Unconstrained Best LASSO SCAD MCP LAAD Unconstrained Best LASSO SCAD MCP LAAD
RMSE 43381.92 45677.11 36949.02 45782.23 45827.07 37279.38 13246.63 12032.92 10915.02 10248.55 11335.33 8299.45
MAE 27803.04 32653.29 30366.00 33240.06 33413.07 27464.62 10101.76 8231.78 7903.88 6898.50 7642.07 5557.39
Finally, to account for uncertainty of parameter estimation in each models, we incorporate the bootstrap
approach to simulate unpaid claim for subsequent calendar year under each model, which is similar to Shi
and Frees (2011) and Gao (2018). From Figure 5, one can see that simulated unpaid claims under each model
tend to be centered at the point estimates of total unpaid claims given in Table 7 and given all six approaches
have intervals covering actual unpaid claims. Details of simulation scheme with bootstrap is provided in
Appendix C.
5 Concluding remarks
In this paper, we introduce use of LAAD penalty for stable estimation of loss development factors. It is
also shown that the proposed penalization method has some good properties such as variable selection with
reversion to the true regression coefficients, analytic solution for the univariate case, and an optimization
algorithm for the multivariate case which converges under modest condition via coordinate descent. The
novelty of the proposed method is also shown with a simulation study. In this study, use of LAAD penalty
outperforms the other methods such as OLS or other non-convex penalization in terms of better prediction
and the ability to capture the correct level of model sparsity. According to the result of the empirical analysis,
one can see that use of LAAD penalty ended up with reasonable loss development pattern with modest
regularization and better performance of prediction of unpaid claims for next calendar year, while use of
other non-convex regularization methods are still acceptable. As future research work, it is expected that one
can apply regularization method with LAAD penalty not only to aggregate loss reserving model but also to
individual loss reserving model, which would naturally incorporate much more covariates.
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Figure 5: Predictive density of incremental reported losses for each model via Bootstrap
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Appendix A. Proof of Theorem 1
It is easy to see that θˆ × z ≥ 0 so we can start from the case that z is not a negative number. Then we have
the following:
l′(θ|r, z) = (θ − z) + r1 + θ , l
′′(θ|r, z) = 1− r(1 + θ)2 ,
l′(θ∗) = 0⇐ θ∗ = z − 12 +
√
(z − 1)2 + 4z − 4r
2
Note that if z = r = 1, then l′′(θ) = (θ2 + 2θ)/(1 + θ)2 > 0 for θ > 0 and θ∗ = 0. Thus, θˆ = 0.
Case 1) z ≥ r
Since θˆ should be non-negative, we just need to consider θ∗ = z−12 +
√
(z−1)2+4z−4r
2 . If z ≤ 1, then
4(1 + θ∗)2 ≥ (z + 1 + |z − 1|)2 = 22 > 4r ⇒ ∴ l′′(θ∗|r, z) > 0.
If z > 1, then we have
4(1 + θ∗)2 ≥ (z + 1 + |z − 1|)2 = 4z2 > 4z ≥ 4r ⇒ ∴ l′′(θ∗|r, z) > 0.
Thus, for both cases we have only one local minimum point θ∗ for l′(θ|r, z) and θ∗ is indeed, a global minimum
point so that θˆ = z−12 +
√
(z−1)2+4z−4r
2 .
Case 2) z < r, z < 1
In this case, θ∗ < 0 so that l′(θ|r, z) > 0 ∀θ ≥ 0. Therefore, l(θ|r, z) strictly increasing and θˆ = 0.
Case 3) r ≥ ( z+12 )2
In this case, θ∗ /∈ R. Moreover, ( z+12 )2 ≥ z, l′(0|r, z) = r − z ≥ 0 and l′(θ|r, z) > 0 ∀θ > 0. Therefore, θˆ = 0.
Case 4) 1 ≤ z < r < ( z+12 )2
Here, let θ∗ = z−12 +
√
(z−1)2+4z−4r
2 and θ
′ = z−12 −
√
(z−1)2+4z−4r
2 . Now, let us show that θ∗ is the local
minimum of l(θ|r, z) - which only requires to show that l′′(θ∗|r, z) > 0. Again, it suffices to show that
4(1 + θ∗)2 > 4r as follows:
4(1 + θ∗)2 = (z + 1 +
√
(z + 1)2 − 4r)2 > (z + 1)2 + (z + 1)2 − 4r > 4r ⇒ ∴ l′′(θ∗|r, z) > 0.
Therefore, θ∗ is a local minimum of l(θ|r, z) and θˆ would be either θ∗ or 0. So in this case, we have to compute
∆(z|r) = l(θ∗|r, z)− l(0|r, z) and
θˆ =
θ∗ , if ∆(z|r) < 0,0 , if ∆(z|r) > 0
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Note that for fixed r,
∆(z|r) = 12(θ
∗)2 − θ∗z + r log(1 + θ∗),
∆′(z|r) = (θ∗ − z + r1 + θ∗ )
∂θ∗
∂z
− θ∗
= −θ∗ (∵ l(θ∗|r, z) = θ∗ − z + r1 + θ∗ = 0)
Thus, ∆(z|r) is strictly decreasing with respect to z and
∆(z|r) = 12(θ
∗)2 − θ∗z + r log(1 + θ∗)
= 12
(
z − 1
2 +
√
(z − 1)2 + 4z − 4r
2
)2
−
(
z − 1
2
√
(z − 1)2 + 4z − 4r
2
)
z
+ r log
(
z + 1
2 +
√
(z − 1)2 + 4z − 4r
2
)
= 0
has unique solution because ∆(z|r) < 0⇔ θˆ = θ∗ if z = r and ∆(z|r) > 0⇔ θˆ = 0 if z = 2√r − 1. Hence
θˆ =
(
z − 1
2 +
√
(z − 1)2 + 4z − 4r
2
)
(1{z≥z∗(r)}).
where z∗(r) is the unique solution of ∆(z|r) = 0 for given r. See Figure 5.
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Figure 6: Distribution of optimizer along with r and z
Once we get a result for z ≥ 0, we can use the same approach to l(θ|r,−z) when z < 0.
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Appendix B. Proof of Lemma 1
Suppose βj is fixed as wj for all j = 1, . . . , k − 1, k + 1, . . . , p. Then we can observe that
lk(θ) =
1
2
∣∣∣∣∣∣∣∣(y −∑
j 6=k
Xjwj)−Xkθ
∣∣∣∣∣∣∣∣2 + r log(1 + |θ|) + r∑
j 6=k
log(1 + |wj |)
= 12 ||tk −Xkθ||
2 + r log(1 + |θ|) + r
∑
j 6=k
log(1 + |wj |)
= 12(θ
′X ′kXkθ − 2θX ′ktk + t′ktk) + r log(1 + |θ|) + r
∑
j 6=k
log(1 + |wj |)
= 12(θ − zk)
2 + r log(1 + |θ|) + Ck
where Ck = 12 (t′ktk − t′kXkX ′ktk) + r
∑
j 6=k log(1 + |βj |) and zk = X ′ktk.
As usual, we can start from the case that zk ≥ 0. First, one can easily check that lk(θ) is a decreasing function
of θ where θ ≤ 0 and zk ≥ 0. When θ > 0, according to the arguments in the proof of Theorem 1, lk(θ) is
strictly decreasing when θ ∈ (0, θ∗] and strictly increasing when θ ∈ [θ∗,∞) if r and zk belong to Case 1,
Case 2, and Case 3. Note that if r ≤ 1, then we may exclude Case 4. Therefore, lk(θ) is hemivariate and
quasi-convex if zk ≥ 0 and also if zk < 0 because of the symmetry of penalty term.
Appendix C. Bootstrap for predictive distribution of unpaid loss
(1) Simulate {cˆ(n)ij[r]| i = 1, . . . , I, j = 1, . . . J − I + 1, n = 1, 2} where log cˆ(n)ij[r] ∼ N (ηˆ(n)ij , σˆ2).
(2) Using the simulated values of cˆ(n)ij[r] in step (1), estimate bootstrap replication of the parameters
{(ηˆ(n)ij[r], σˆ2[r])| i = 1, . . . , I, j = 1, . . . J − I + 1, n = 1, 2}.
(3) Based on (ηˆ(n)ij[r], σˆ2[r]), predict the unpaid loss L(n) for the next year which is given as follows:
Lˆ
(n)
[r] =
10∑
i=2
(
exp (ηˆ(n)i,12−i[r] + σˆ
2
[r]/2)− 1
)
y
(n)
i,11−i
Note that the values of y(n)i,11−i for i = 2, . . . , 10 and n = 1, 2 are already known in advance from the
training set.
(4) Repeat steps (1), (2), and (3) for r = 1, . . . , R to obtain the predictive distribution and standard error
of L(n).
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Appendix D. Empirical analysis of loss development under independent frame-
work
While loss development for all lines of business was described as a combination of the common effects and
line specific effects throughout this article, it is also possible to model all lines of business independently. In
this case, loss development factors C(n)i,j+1 are described as follows:
C
(n)
i,j+1 := log
Y
(n)
i,j+1
Y
(n)
i,j
and C(n)i,j+1 ∼ N
(
ζ
(n)
j+1, σ
(n)2
)
,
and optimized with the following six models.
• Unconstrained model - a model which minimizes the following objective functions for each nth lines
of business separately:
I∑
i=1
I−i∑
j=1
(
C
(n)
i,j+1 − ζ(n)j+1
)2
,
• Best subset model - a model which minimizes Bayesian information criterion (BIC) based on the
estimated parameter values.
• LASSO / SCAD / MCP / LAAD constrained models - models which minimize the following
objective functions for each nth lines of business separately with pλ(·) as defined in (4):
I∑
i=1
I−i∑
j=1
(
C
(n)
i,j+1 − ζ(n)j+1
)2
+
J−1∑
j=2
p
(
ζ
(n)
j+1;λ
) ,
Note that for all constrained models and all lines of business, ζ(n)2 is not penalized in estimation in order to
avoid underreserving issue due to penalization.
Table 9 summarizes the estimated results of incremental development factors for the calibrated models under
independent framework, which shows similar patterns as in Table 6. One can see that estimated coefficients
for unconstrained model are exactly the same, whereas they are varying in the other penalized models since
penalizations are applied for different parameterizations.
Table 9: Summary of estimated incremental development factors
General Liability Other Casualty
Unconstrained Best LASSO SCAD MCP LAAD Unconstrained Best LASSO SCAD MCP LAAD
exp (ζ2) 2.2022 2.2940 2.5759 2.3153 2.3074 2.2955 1.2975 1.3398 1.4142 1.4033 1.3611 1.3590
exp (ζ3) 1.5681 1.5681 1.5132 1.5681 1.5681 1.5560 1.1052 1.1052 1.0712 1.0847 1.1007 1.0871
exp (ζ4) 1.3108 1.3108 1.2611 1.3108 1.3108 1.2991 1.0792 1.0792 1.0433 1.0388 1.0624 1.0601
exp (ζ5) 1.1723 1.1723 1.1238 1.1723 1.1723 1.1605 1.0352 1.0000 1.0000 1.0000 1.0000 1.0151
exp (ζ6) 1.1569 1.1569 1.1040 1.1378 1.1449 1.1441 1.0298 1.0000 1.0000 1.0000 1.0000 1.0078
exp (ζ7) 1.0465 1.0000 1.0000 1.0000 1.0000 1.0331 0.9959 1.0000 1.0000 1.0000 1.0000 1.0000
exp (ζ8) 1.0512 1.0000 1.0000 1.0000 1.0000 1.0356 1.0024 1.0000 1.0000 1.0000 1.0000 1.0000
exp (ζ9) 1.0106 1.0000 1.0000 1.0000 1.0000 1.0000 0.9929 1.0000 1.0000 1.0000 1.0000 1.0000
exp (ζ10) 1.0147 1.0000 1.0000 1.0000 1.0000 1.0000 0.9589 1.0000 1.0000 1.0000 1.0000 1.0000
In the case of predicted values of incremental claims, we can see that all models work relatively better for
General Liability but relatively worse for Other Casualty from Table 10. Interestingly, LAAD model is still
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the most preferred in terms of prediction performance measured by RMSE and MAE in both lines of business
under independent framework as shown in Table 11.
Table 10: Summary of predicted incremental paid claims
General Liability Other Casualty
Unconstrained Best LASSO SCAD MCP LAAD Actual Unconstrained Best LASSO SCAD MCP LAAD Actual
AY=2004 18,623 8,346 10,375 8,419 8,388 8,688 10,460 -13,991 657 967 907 713 723 1,702
AY=2005 16,780 8,788 10,924 8,865 8,832 9,149 18,236 -2,008 703 1,035 970 763 774 4,655
AY=2006 63,989 12,588 15,647 12,698 12,651 48,173 42,420 1,862 808 1,191 1,116 877 890 1,098
AY=2007 47,066 9,983 12,410 10,070 10,033 36,196 49,790 -925 767 1,130 1,059 833 845 6,641
AY=2008 182,805 181,569 128,567 161,256 168,732 168,475 62,450 13,655 796 1,173 1,099 864 4,263 24,195
AY=2009 133,732 132,891 100,572 132,985 132,945 124,871 116,112 25,547 1,272 1,874 1,756 1,381 11,816 23,449
AY=2010 148,684 148,085 127,157 148,152 148,123 143,061 152,345 32,934 32,938 18,727 16,834 26,176 25,255 11,790
AY=2011 176,050 175,577 160,405 175,630 175,607 172,155 220,413 52,996 53,001 36,655 43,227 50,887 44,144 55,776
AY=2012 167,789 180,129 220,099 183,106 181,998 180,507 203,434 135,984 155,233 189,575 184,506 165,012 164,067 165,383
Total 955,517 857,956 786,155 841,181 847,310 891,275 875,659 246,054 246,174 252,326 251,475 247,504 252,777 294,690
Table 11: Summary of validation measures
General Liability Other Casualty
Unconstrained Best LASSO SCAD MCP LAAD Unconstrained Best LASSO SCAD MCP LAAD
RMSE 45447.55 46679.53 35423.89 40874.73 42977.70 40224.74 13054.65 14461.50 11960.96 12423.82 10515.76 8641.85
MAE 27214.36 35108.99 33346.80 32350.42 33444.55 27046.99 10738.65 11644.93 10090.06 10176.01 8439.61 7649.09
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