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Cover figure: Illustration of some physical quantities in the simulationbox of the
M2V star with an average vertical magnetic field ofB0 = 500 G. The silvery surface
reperesents the optical surface, whereτR = 1; the red tubes indicate magnetic field lines;
the bottom face of the box shows the vertical velocity near the bottom of the box (blue
= upflows, red= downflows); the side faces show the temperature fluctuations(blue=
cooler than horizontal mean; red= hotter than horizontal mean). The physical dimensions
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In this thesis, the magnetoconvective processes in the near-surface layers of cool main-
sequence stars were studied in 24 three-dimensional local “box-in-a-star” simulations.
For each of six sets of stellar parameters corresponding to spectral types F3V – M2V
including the solar case (G2V), one non-magnetic and three magnetic simulations with an
initially vertical and homogeneous field of 20, 100, and 500 Gwere performed.
Analogous to the solar example, hot upwellings (granules) and network of cool
downflows evolve. In the magnetic case, the magnetic flux is advected by the granular
outflows and concentrated in the intergranular lane network, where it causes local depres-
sions in the optical surface and impedes the convective flows. Thi leads to the formation
of small bright and larger dark structures. In the upper photospheres, the magnetic field
considerably modifies the non-radiative heating processesin all simulated stars.
A granule segmentation and tracking algorithm was developed and the granulation
was analysed for the non-magnetic and some magnetic runs. The sizes and lifetimes of
granules agree with observations in the solar case. A marginal influence of the magnetic
field on the statistical properties of granules was found.
For a few wavelength passbands, the centre-to-limb variation of the intensity and its
rms contrast were calculated on the basis of snapshots from the simulations. The limb
darkening in the non-magnetic case agrees relatively well with the limb darkening de-
rived from 1D atmospheres. The deviations of the different magnetic cases from the non-
magnetic case are large due to a brightening of the limb by magnetic flux concentrations
appearing as “faculae”.
Synthetic spectral line profiles were calculated for the simulated stars. A disc-inte-
gration including differential rotation was carried out in order to study the eff cts of the
three-dimensional atmospheric structure on spectral lineprofiles. A dependence of the
line bisector shapes on differential rotation parameter and inclination was found. The
impact of the magnetic field on the Stokes I component of some Zeeman-sensitive lines
was analysed. While in M-type stars the Zeeman effect substantially broadens the lines
for an average surface field strength of 500 G, in hotter starsthe modified atmospheric
structure (due to the field) has a strong additional impact onthe line profiles, e. g. line
weakening due to ionisation. This can considerably impair mgnetic field measurements
as it usually leads to narrower line profiles. Moreover, the correlation between magnetic
field and velocity field leads to a net Doppler shift of spectral lines.
Although the simulations presented in this thesis only cover parts of the phenomena of
stellar surface magnetism (excluding, e. g., starspots andbipolar active regions), they are
an essential step towards a physically comprehensive description of magnetoconvective
processes in stars, which is needed, e. g. for the improvement of i version methods and




Stellar magnetic fields are the driver of a number of phenomena, acting on different time
and length scales and in different phases of stellar evolution. For example, magnetic
instabilities play a role in the formation processes of stars and their planetary systems
(Hennebelle and Teyssier 2008, Johansen 2009). During the early phase of the main-
sequence evolution, the magnetic field is responsible for a significant loss of angular mo-
mentum (Reiners and Mohanty 2012). Evolved stellar objectssuch as white dwarfs can
have strong surface magnetism (e. g. Kuelebi et al. 2010) andit has been suggested that,
in cases of extreme magnetism, the structure of these objects is rucially changed, so that
the Chandrasekhar mass limit maybe violated (cf. Das and Mukhopadhyay 2012, Chamel
et al. 2013).
In the Sun, the magnetic field causes dark spots, bright faculae, and chromospheric
and coronal UV and X-ray emission (see Schrijver and Zwaan 2000, for a review). These
and various other phenomena are referred to as stellar/so (magnetic) activity. The level
of the solar activity varies in an 11-year cycle (for a reviewsee Hathaway 2010). The so-
lar activity cycle influences not only the solar surface but also has considerable impact on
the entire heliosphere, including the Earth. For instance,the solar activity leads to coro-
nal mass ejections and geomagnetic storms (Chen 2011), which can cause considerable
problems for human high-tech activities (Schwenn 2006, Pulkkinen 2007). Moreover, the
total and spectral irradiance of the Sun vary with the solar cycle (Ball et al. 2012, Thuil-
lier et al. 2013). Consequently, the solar activity probably plays some albeit small role in
global climate variations (cf. Solanki et al. 2013).
The very dynamic magnetic field at the surface of the Sun is shaped by its interaction
with convective flows. Cool main-sequence stars such as the Sun have thick convective
envelopes (for stellar massesM & 0.3 M⊙) or are fully convective (ifM . 0.3 M⊙).
The magnetic field is amplified, restructured, and transported by convective motions (for
reviews, see Schrijver and Zwaan 2000, Fan 2009, Stein 2012,Schüssler 2013). In the
Sun, there is evidence for a global flux-transport dynamo, which is mainly responsible
for the emergence of magnetic flux in active regions and thus sapes the 11-year activity
cycle (e.g. Rempel 2006). In addition, small-scale dynamo action has been proposed for
the near-surface layers (see Pietarila Graham et al. 2010, and references therein).
Magnetic field measurements of spatially resolved magneticf atures in the solar pho-
tosphere exploit the polarisation, broadening, and splitting of (some) spectral lines in the
presence of a magnetic field owing to the Zeeman effect. For resolved magnetic structures,
the circularly polarised light (Stokes V) is a very sensitive measure of the (line-of-sight
component of the) magnetic field. The measurements reveal a very inhomogeneous mag-
netic field on the Sun’s surface: in sunspot umbrae, the field strength at the optical surface
can locally reach 2 – 3 kG, while most of the visible surface isnearly field-free (e.g. Schri-
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jver and Zwaan 2000). Complementary measurements using theHanle effect indicate a
volume-filling magnetic field of about 130 G in the photosphere with polarities mixed on
unresolved scales; consequently, its Zeeman-effect signal in the circular polarisation is
canceled (Trujillo Bueno et al. 2004).
For the Sun, there exist strong temporal correlations between different phenomena
caused by the magnetic field such as sunspot number, X-ray flux, chromospheric H-α
emission, etc. (see, e. g. Bachmann et al. 2004, Orlando et al. 2004). For stars other than
the Sun, it is much more difficult to use the Zeeman and Hanle effects to measure their
surface magnetic field, which is invariably not fully resolved. Consequently, information
about the magnetic activity of stars is usually obtained by measurements of activity in-
dicators such as fluxes from chromospheric emission lines (Hα, Caii, etc.) or X-rays.
According to these activity indicators, especially young star and very-low-mass stars,
are far more magnetically active than the Sun, while the solar activity level is typical for
solar-like stars of an age of several billion years (Güdel 2007, Reiners 2012). The high
photometric and spectroscopic variability of very active star has a negative impact on,
e. g., the detectability of planetary companions (cf. Jeffers et al. 2013, Cegla et al. 2013).
Moreover, due to the high UV fluxes and variability linked to sellar activity, it may also
play an important role in the habitability of planets.
For some stars, especially cool stars of spectral types K andM, there have been mea-
surements of the magnetic field using the Zeeman and Hanle effects. Some active M stars
were found to have global average magnetic fields of up to several kG (Reiners and Basri
2007). With Zeeman-Doppler imaging (Semel 1989, ZDI), mapsof the magnetic field
could be obtained for some active stars from time-resolved sp ctropolarimetric data. This
method attempts to invert the combined Doppler and Zeeman effects on the Stokes I and
V parameters1 of spectral lines. The resulting maps often show large polar“spots” with
strong azimuthal fields (Donati et al. 2003, Petit et al. 2004).
The magnetic field measurement of stars are often made neglectin the unknown ef-
fects of the magnetic field on the atmospheric structure. If the magnetic field is very
inhomogeneously distributed and has a strong effect on the convection, it can be expected
that the atmospheric structure is not independent of the field strength but that tempera-
ture, velocities, gas pressure, etc. statistically dependthe local direction and strength of
the magnetic field. Consequently, the magnetic component ofthe stellar surface (e. g.
starspots) has very different properties from the non-magnetic component. If thesediff r-
ences are neglected, the measurement of the magnetic field could involve large systematic
errors (cf. Rosén and Kochukhov 2012). A detailed knowledgeof the impact of the mag-
netic field on the local atmospheric structure of stars of different parameters is therefore
essential to verify or improve the results obtained by stellar magnetic field measurements.
The knowledge and understanding of the physical backgroundf magnetic phenom-
ena in the solar photosphere have seen much progress in recent y ars. On the one hand,
new observational data from space (e. g. Hinode, SDO) and balloon-borne missions (Sun-
rise) have produced a huge amount of observational data withunprecedented quality. On
the other hand, the theory of the solar near-surface magnetoconvection has flourished ow-
ing to the growing computational power, which facilitates comprehensive 3D radiative
MHD simulations. The first fully compressible simulation ofthe solar surface magneto-




convection have been run by Nordlund and Stein (1990) illustrating the modified convec-
tive flows in a small surface region (few granules) with 500 G aver ge field. More recent
simulations of the solar surface magneto-convection covermany different phenomena and
scales comprising the small-scale dynamo in intergranularlanes (Pietarila Graham et al.
2010), umbral convection (Schüssler and Vögler 2006, Bharti et al. 2010), solar pores
(Cameron et al. 2007), sunspots (Rempel et al. 2009), and whole active regions (Cheung
et al. 2010, Stein et al. 2011). Reviews on the results of solar urface magnetoconvection
are given by, e. g., Stein (2012) and Schüssler (2013). Most relevant in the context of
this thesis are simulations of unipolar weak to intermediate strength magnetised regions
(plage regions) as previously investigated by, e. g., Nordlun and Stein (1990), Stein et al.
(2002), Vögler (2003), Vögler et al. (2005), and Moll et al. (2012).
The comparison of the results obtained from such comprehensive simulations with
spatially well-resolved observations show an excellent agreement, most of the deviations
investigated thus for being caused by instrumental effects in the observations rather than
by systematic errors in the simulations (e. g. Keller et al. 2004, Cheung et al. 2008, Bello
González et al. 2009, Beeck et al. 2013b). Beeck et al. (2012)carried out a comparison
of three different numerical codes to cross-validate the results obtained with them.
For stars other than the Sun, a number of comprehensive hydrod namic simulations
(without magnetic field) have been conducted in recent yearsto address various scien-
tific questions. Following the pioneering work of Nordlund and Dravins (1990a), who
simulated four stars with parameters roughly resembling those ofProcyon, α Cen A, α
Cen B, andβ Hyi, the simulations were extended to less solar-like objects such as white
dwarfs (Ludwig et al. 1994), M-type main-sequence and pre-main-sequence stars (Lud-
wig et al. 2002, 2006), red giants (Collet et al. 2007), and metal-poor stars (Collet et al.
2011). Recently, grids of hydrodynamical models have been developed for the purpose
of fitting spectroscopic observations with synthetic spectra generated from the simula-
tion results and thus determining the stellar parameters(Trampedach et al. 2013, Magic
et al. 2013). Although the range of parameters spanned by thedifferent stellar types is
large, the general picture of asymmetric convection with slowly expanding upflows and a
network of entropy deficient, dense downflows is qualitatively similar in all these cases.
Quantitatively, the flow characteristics vary strongly with spectral type, which promotes
the necessity of 3D simulations to correctly interpret stellar spectra.
Simulations and observations of the Sun indicate that the magnetic field plays a key
role in the physical interpretation of many observable phenomena in the solar atmosphere.
Therefore, it is an important task to include the magnetic field in simulations for other
stars, which generally have similar or much stronger surface magnetism compared to the
Sun. A detailed understanding of the physical processes in stellar atmospheres with a
magnetic field is also an essential step to improve magnetic fild measurements in stars
on the basis of spectroscopic and spectropolarimetric data. The first radiative MHD sim-
ulations of stellar atmospheric layers were presented by Beeck t al. (2011). Wedemeyer
et al. (2013) recently published MHD simulations of the chromospheres of M-type dwarfs.
In this thesis, radiative (M)HD simulations of main-sequenc stars of six different sets
of stellar parameters are analysed. For each of the six simulated stars there is one non-
magnetic and three magnetic simulations with different field strengths (signed average
vertical field strength of 20, 100, and 500 G, respectively).The sections describing the
non-magnetic simulations (Sects. 3.1, 4.1, 4.2, 5.1, 6.1, 6.2) have been published in Beeck
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et al. (2013a) and Beeck et al. (2013b).2
The thesis is structured as follows: Sect. 2 briefly introduces the applied numerical
codes and explains the setup of the simulations. Sect. 3 describ the overall properties
of the simulation results. In Sect. 4 the granulation pattern and the vertically emerging
intensity are analysed. Sect. 5 details the centre-to-limbvariation of the intensity and its
rms contrast, while in Sect. 6 synthetic spectral line profiles are analysed. A concluding
section, Sect. 7, with a brief summary of the results, implications for stellar physics, and
an outlook closes the thesis.
2A footnote to the title of each already published section gives the reference to the corresponding paper.
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2 Numerical codes and simulation
setup
The results presented in Sect. 3 – 6 are based on two numericalcodes: the magnetohy-
drodynamics (MHD) codeMURaM and the spectral line synthesis codeSPINOR. In this
section, the relevant physical background and the numerical methods of both codes are
briefly delineated and the simulation setup is given. For a more detailed description of
the codes themselves, see Vögler (2003) and Vögler et al. (2005) for theMURaM code and
Frutiger (2000) and Frutiger et al. (2000) for theSPINOR code.
2.1 The MURaM code
2.1.1 Compressible magnetohydrodynamics
The dynamics of plasmas (and electrically conducting fluidsin general) are much more
complicated than the dynamics of uncharged isolating fluidsbecause of the long-range
interaction between particles through electromagnetic fields. Magnetohydrodynamics
(MHD) is a powerful way to describe the physics in a well-conducting fluid under certain
conditions. The key prerequisites of MHD are that no charge separation takes place on
resolved scales and that all phase velocities are much smaller than the speed of light. Con-
sequently, the displacement current can be dropped from theMaxwell equations. These
assumptions hold when all time and length scales consideredare large compared to the
inherent scales of the plasma, such as the Debye lengthλD, t e inverse of the plasma fre-
quency,ω−1p , and the gyro-radii of the charged particles. Fortunately,hese scales are very
small in stellar atmospheres1 while the spatial resolution of the simulations considered
here are of the order of several km and the temporal resolution is ∼ 0.1 s. This implies
that MHD can be used to describe the relevant dynamics of stellar atmospheres.
In what follows,̺ = ̺(x, y, z, t), v = v(x, y, z, t), p = p(x, y, z, t), B = B(x, y, z.t), and
e = e(x, y, z, t) are the fields of mass density, velocity, pressure, the magnetic field, and
the internal energy (per volume), respectively, in three-dimensional space with time,t. In
1With realistic upper and lower limits for the electron density, ne, the temperature,T, and the modulus of
the magnetic field,B, the following upper limits for the three mentioned inherent scales follow: gyro-radius
of a proton withB > 0.01 G andυ < 30 km s−1: rp < 10−7 cm; inverse of plasma frequency with with
ne > 106 cm−3: ω−1p < 2 · 10
−8 s; Debye length withne > 106 cm−3 andT > 2500 K: λD < 0.25 cm. The
low ionisation degree and collisions with neutrals in very-cool-star atmospheres can, however, substantially
increase the gyro-radius. Also see discussion in Sect. 7.3.
13
2 Numerical codes and simulation setup
cgs units, the equations of compressible MHD then are
∂̺
∂t










(∇ × B) × B + ̺g, (2.2)
∂B
∂t
= ∇ × (v × B) + η∇2B , (2.3)

















∇ · (B × η∇ × B) + ̺g · v + Qrad .
(2.5)
where g andη are the gravitational acceleration and the magnetic diffusivity, respectively,
Qrad is the radiative heating. For the results considered in thisthe is, the magnetic diffu-
sivity was not explicitely specified; the diffusive termη∇2B is than dropped from equa-
tion and the diffusion of the magnetic field is described by artificial diffusivities (see
Sect. 2.1.2).
The continuity equation, Eq. (2.1), and the divergence-frecondition for the magnetic
field, Eq. (2.4), are general. The derivation of the MHD approximations of the equation of
motion, Eq. (2.2), the induction equation, Eq. (2.1.1), andthe energy equation, Eq. (2.5)
from the Navier-Stokes equation and the Maxwell equations makes use of the neglect of
displacement currents (see, e. g. Biskamp 1997, Choudhuri 1998, for a formal derivation).
On the right-hand side of the energy equation, Eq. (2.5), thesource term for conductive
heat transport does not appear because it is negligible in thphotospheres and interiors of
main-sequence stars (but plays a crucial role in the upper stellar atmospheric layers) and
therefore is not considered inMURaM. Note that theMURaM approximations of the energy
equation and the equation of motion do not include viscous dis ipation. Analogous to the
dissipation of the magnetic field, viscous dissipation is decribed by artificial diffusivities
(see Sect. 2.1.2).
The system of equations, Eqs. (2.1) – (2.5), is closed by two equations of state,
T = T(e, ̺) , p = p(e, ̺) . (2.6)
Owing to the ionisation of different species (most importantly of hydrogen), the ideal gas
law does not apply for the plasma in the near-surface layers of stars. Therefore, Eq. (2.6)
are complicated relations, which depend on the elemental composition of the star. In
theMURaM code, they are approximated by interpolation between tabulated values from
the OPAL equation-of-state (Rogers et al. 1996, Rogers 1994) for the solar composition
published by Anders and Grevesse (1989).
2.1.2 The numerical scheme
TheMURaM code solves numerical approximations to Eqs. (2.1) – (2.5) on a three-dimen-
sional Cartesian grid. The spatial derivatives are discretised as fourth-order centred dif-
ferences, and the time stepping is explicit (fourth-order Runge-Kutta solver). For more
details, see Vögler (2003).
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As the resolved scales are several orders of magnitude larger than the scales on which
the kinetic and magnetic energy is dissipated, theMURaM simulations are large-eddy sim-
ulations. For the solution of these it is necessary to introduce artificial diffusivities for all
physical quantities calculated directly by the MHD scheme (i. . for v, B, e, and̺), be-
cause the actual values of magnetic diffusivity and viscosity are much too small to affect
these large scales. Without artificial diffusivities strong gradients in the velocity field and
in advected quantities (e. g. in shock fronts) can cause numerical instabilities. The diffu-
sivities depend on the resolution and are calculated in eachtime step for each coordinate
direction and each quantity. The general procedure is describ d in Vögler (2003). Rempel
et al. (2009) implemented a Minmod slope limiter for a later vsion of theMURaM code,
which is also used for the simulations presented in this thesis.
2.1.3 Treatment of radiation
An important process in the photosphere is the interaction of the plasma with the radiation
field. The radiative heating/cooling in theMURaM code is described byQrad in the energy
equation, Eq. (2.5). To calculateQrad, the radiative heat transport within the simulation
domain is solved after each time step of the MHD scheme.
The neglect of the displacement current has the consequencethat MHD is not able to
describe the interaction between electromagnetic waves and pl sma motions. Radiation
with frequenciesν fulfilling 2πν ≪ ωp with the plasma frequencyωp = (4πe2ne/me)1/2,
can be treated by radiative MHD, because it only interacts wih the plasma by emission
and absorption and does not induce plasma oscillations. Thetypical value ofωp in stellar
atmospheres is of the order of 1011 s−1 and thus radiation with wavelengthsλ≪ 2 cm can
be described without taking into account plasma oscillations. The bulk of the radiative
flux in the stellar atmospheres simulated here is at wavelengths between 10−5 and 10−2 cm.
The radiation fieldIλ in a medium is subject to absorption, scattering, and emission
processes. The equation of radiative transfer along a givenray with coordinates then
reads:
dIλ = (−Iλ + Sλ) κλ ̺ ds or (2.7)
dIλ = (−Iλ + Sλ) dτλ with dτλ = κλ ̺ ds , (2.8)
whereSλ is the source function,κλ the opacity,̺ the density, andτλ the monochromatic
optical depth; the indexλ signifies that these quantities depend on wavelength,λ. In
MURaM, which assumes local thermodynamical equilibrium (LTE), the source function is
given by the Planck functionBλ(T):








whereh, kB, andc are the Planck constant, the Boltzmann constant, and the (vacuum)
speed of light, respectively. With this assumption,Sλ becomes independent of the radi-
ation field and is only a function ofT andλ, which facilitates the formal solution of the
radiative transfer equation for single wavelengths and raydirections.
A fully wavelength- and angle-resolved treatment of radiation in every time step of a
three-dimensional simulation is impossible with today’s computational power. TheMURaM
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code uses the short characteristics scheme (Kunasz and Auer1988), which approximates
the intensity field for a small number of directions by calculating the intensity reaching
each grid pointP from the nearest intersectionQ with a cell boundary in the (upstream)
direction of the ray. For this ray, the radiative transfer equation, Eq. (2.8) is integrated,
giving




B(τ) exp(−τ)dτ , (2.10)






with a pointR on the ray betweenP and Q; τQ is this optical depthτ for R = Q. In
the current implementation ofMURaM, the A4 scheme of Carlson (1963), which uses three
rays per octant, is used. The intensity field is calculated for these 24 directions by stepping
through the grid downstream. Due to the necessary interpolation to obtainIQ, B(τ), κ(s)
and̺(s), the procedure entails some numerical diffusion, but is much more efficient than
a long-characteristics solution.
The wavelength dependence of radiation is approximated with an opacity binning
method (Nordlund 1982); for a detailed description of theMURaM implementation see
Vögler (2003), Vögler et al. (2004). For the simulations considered here, the opacity
distribution functions from theATLAS9 package (Kurucz 1993) were used as basis for
the binning. Four opacity bins were calculated using theτ-sorting procedure. In this
method, wavelengths are binned together according to a referenc optical depth level at
which the vertical optical depth at this wavelength reachesunity. As reference optical
depth, a hybrid optical depth, ¯τ, was used: ¯τ converges to the Rosseland optical depth
for large optical depth and to the Planck optical depth for small optical depth with a
smooth transition centred atτ0 = 0.35 (cf. Ludwig 1992, Vögler 2003). The threshold
levels for the bins are at log ¯τ = 0,−2, and−4. The reference atmosphere needed for
the τ-sorting was obtained as follows. For preliminary simulations for F3V, G2V, and
K0V stars (for the parameters of these simulations, see Sect. 2.3.1), the solar opacity
bins, which were available from earlier studies (e. g. Beecket al. 2012), were used. The
horizontally averaged simulation results were then used asnew reference atmospheres to
generate improved binned opacities, which were then used for the final simulations of
the F3V, G2V, and K0V stars considered here.2 For the K5V, M0V, and M2V stars, the
improved binned opacities of the K0V star were used for the preliminary simulations. The
results of these simulations were then used as reference atmospheres to obtain the binned
opacities for the final simulations.
2This procedure could be iterated. However, even after this one “iteration”, the changes in the horizon-
tally averaged temperature structure were small and no further iteration was made.
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Table 2.1: Effective temperature and gravitational acceleration of the 24 simulations
SpT logg[cm s−2] Teff
hydro. B0 = 20 G B0 = 100 G B0 = 500 G
F3V 4.301 (6893± 7) K (6885± 6) K (6911± 8) K (7003± 5) K
G2V 4.438 (5780± 13) K (5779± 9) K (5802± 8) K (5864± 9) K
K0V 4.609 (4856± 5) K (4858± 2) K (4878± 4) K (4901± 2) K
K5V 4.699 (4368± 2) K (4376± 2) K (4383± 3) K (4402± 2) K
M0V 4.826 (3905± 1) K (3907± 1) K (3909± 1) K (3906± 1) K
M2V 4.826 (3690± 1) K (3691± 1) K (3692± 1) K (3679± 1) K
2.2 The SPINOR code
In Sect. 6 the effect of the three-dimensional atmospheric structure and of the magnetic
field on the profiles of spectral lines was analysed. TheSPINOR code was used to forward-
synthesise the Stokes vector,
I (λ) = (I (λ),Q(λ),U(λ),V(λ))T , (2.12)
from the simulated stellar atmospheres. The components of the Stokes vector correspond
to the total monochromatic intensity,Iλ, the intensity of circularly polarised,Vλ, and of
linearly polarised light (two directions, rotated by 45◦), Qλ andUλ.
For the results presented in Sect. 6 only the forward part,STOPRO, of SPINOR was
used. It solves the radiative transfer equation for polarised radiation, which reads
dI (λ)
ds
= −K(λ)I (λ) + j (λ) , (2.13)
whereK(λ) is the (opacity related) absorption matrix andj (λ) is the emission vector (con-
taining a generalisation of the source function). The numerical solution of Eq. 2.13 is
discussed in detail in Frutiger (2000); for the spectral line profiles presented in this thesis,
the Diagonal Element Lambda Operator (DELO; Rees et al. 1989) method was chosen in
STOPRO.
In this thesis, only the Stokes-I component is considered. The other Stokes compo-
nents were simultaneously calculated for the sameMURaM cubes and will be analysed in
future work as discussed in Sects. 7.2 and 7.3.
2.3 Simulation setup
2.3.1 Stellar parameters
In this thesis, the results of 24 simulation runs are presentd. Six of these are non-
magnetic (hydrodynamic) simulations, which also serve as reference for the analysis of
the effects of the magnetic field and are used as initial condition for the simulation runs
with magnetic field. The simulations have parameters corresponding to a set of main-
sequence stars with solar metallicity. The only parametersva ied were the gravitational
acceleration,g, at the surface (assumed constant throughout the simulation box), and the
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Figure 2.1: logTeff-logg diagram of the six hydrodynamic simulations along with three
isochrones by Bressan et al. (2012): zero-age main sequence(solid), 1 Ga (dashed), and
4.5 Ga (dotted).
effective temperature,Teff, which was indirectly determined by adapting the entropy den-
sity of the inflowing plasma (also see Sect. 2.3.2). The values of Teff and logg are given
in Table 2.1. Figure 2.1 shows the position of the stellar parameters in a logTeff-logg
diagram along with three isochrones by Bressan et al. (2012).
For each of the six hydrodynamic simulations, there exist three magnetic (magnetohy-
drodynamic) simulations (see Sect. 2.3.3) with different average field strengths, but almost
the same stellar parameters (Teff slightly differs between cases of different magnetic field,
see Table 2.1 and Fig. 2.2).
2.3.2 Setup of the non-magnetic simulations
The simulation domain ofMURaM corresponds to a rectangular box containing a small
horizontal section of the topmost layers of the convective envelope of the star and the
lower part of the stellar atmosphere (≈ the photosphere). In order to facilitate the compar-
ison between simulations of different stars, the dimensions of the box were chosen such
that the expected number of granules at a given time in the simulation box as well as the
number of pressure scale heights below and above the opticalsurf ce are approximately
equal in all cases. The horizontal resolution was 512× 512 cells in all simulations. The
vertical resolution varies between simulations for different spectral type (but not between
simulations runs for the same spectral type) because it was cho en sufficiently high to
resolve the steep photospheric temperature gradient and the pressure stratification (re-
quiring∆z < Hp/5, everywhere). The box sizes and resolutions are summarised for all
simulations in Table 2.2.
The effective temperature of the simulation boxes is controlled bythe entropy density
of the inflows at the lower boundary of the simulation domain.The automatic temperature
control implemented inMURaM (see Vögler 2003) was switched off for all simulation runs
presented in this thesis. Instead, the entropy density of the inflows was manually varied
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Table 2.2: Box sizes and grid resolutions.3
Simulation F3V G2V K0V K5V M0V M2V
Box height [Mm] 9 3 1.8 1.5 0.9 0.8
abovez0a 1.57 0.95 0.48 0.41 0.25 0.21
belowz0 7.43 2.05 1.32 1.09 0.65 0.59
# of pressure scale heights 13.1 14.0 13.2 15.3 14.8 14.5
abovez0 6.9 8.6 7.1 9.1 8.4 7.8
belowz0 6.2 5.4 6.2 6.4 6.4 6.8
Hp at z0 [km] 500 200 90 65 38 35
∆zb [km] 11.25 10 6 5 4 3.2
min(Hp)/∆z 18.1 10.0 9.57 7.87 6.53 7.19
Horizontal box size [Mm] 30 9 6 4 2.5 1.56
∆x,∆y c [km] 58.6 17.6 11.7 7.81 4.88 3.05
∆x/∆z 5.21 1.76 1.95 1.56 1.22 0.953
a z0 = 〈z(τR = 1)〉
b ∆z is the vertical grid resolution
c ∆x and∆y are the horizontal grid resolution; in all simulations considered here,
∆x = ∆y was chosen
until the desired effective temperature was reached. After that, the simulations were run
for several hours of simulated time (comparable to the Kelvin-Helmholtz times of the
boxes), before six snapshots of each simulation were selected for the analysis presented
in this thesis. One of these snapshots for each spectral typewas also used as an initial
condition for all magnetic runs of the same spectral type.
2.3.3 Setup of the magnetic simulations
For the analysis of the magnetoconvection in the different simulated stars, snapshots of the
simulations described in Sect. 2.3.2 were used as initial conditi ns for̺(x, y, z), e(x, y, z),
andv(x, y, z). As initial condition for the field,
Bx(x, y, z) ≡ 0 , By(x, y, z) ≡ 0 , Bz(x, y, z) ≡ B0 (2.14)
was applied. For each star, simulations withB0 = 20 G, B0 = 100 G, andB0 = 500 G
were run. Owing to the interaction with the flows, the field configuration evolves from
the arbitrary initial condition of Eq. (2.14) to a statistically stationary configuration within
a time of the order of the convective turnover time (see Sect.3.2)
The sudden “injection” of a magnetic field in the existing self-consistently structured
atmosphere can lead to short-lived transient phenomena (e.g. additional pulsations),
which die away after some time. Moreover, the presence of thefield changes the atmo-
spheric structure (see Sect. 3.3), which needs some time to reach a statistically stationary
3This table has been published as Table 2 in Beeck et al. (2013a)
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Figure 2.2: Temporal evolution of the eff ctive temperature of the magnetic simulation
runs after the injection of the magnetic field (att = 0). The small black diamonds mark
the six snapshots of each simulation run which are the basis for the analysis in this thesis.
state. Therefore, the snapshots of the magnetic runs analysed in the later sections of this
thesis were taken roughly one to two hours of simulated stellar time after the injection of
the field. Various quantities were inspected to verify that te simulations have stabilised
at this point in time.
Figure 2.2 shows the temporal evolution of the effective temperatures for all magnetic
runs. Especially the 500 G runs show a significant change of the effective temperature af-
ter the field injection. After only a few minutes the temperatu e quasi-stabilises (with the
usual temporal fluctuations). Owing to the formation of flux con entrations which appear
as bright or dark structures (cf. Sect. 3.3), the eff ctive temperature of the quasi-stable
20
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Figure 2.3: Temporal evolution of the depth profile of the magnetic energy density〈emag〉z,
averaged over horizontal planes, in some magnetic runs after the field injection (at = 0).
The last time given in each plot corresponds to the time step of the first of the six snapshots
for the respective simulation run which are the basis for theanalysis in this thesis.
convection is not the same for different values ofB0. The changes inTeff of the order of
up to 1–2 % correspond to a change in the energy flux through thetop of the box of a few
percent, which has to be compensated by a change in the energyflux through the bottom.
However, the finite heat capacity in the box adds some thermalinertia: the energy balance
is adapting to the new atmospheric structure on time scales up to the Kelvin-Helmholtz
timescaleτKH. For our simulation boxes,τKH is between 9 hours (F3V) and 14 days
(M2V). This implies that the simulation boxes show a transiet thermodynamical struc-
ture: only after several Kelvin-Helmholtz times of the box the energy balance between
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the convective input (at the bottom boundary) and radiativeoutput (at the top boundary)
is fully restored. As real surface magnetism on the Sun (and probably also on stars) en-
tails surface structure variations on time scales much shorter thanτKH of the convective
envelope, this equilibrium onτKH is, however, probably irrelevant for the phenomena
analysed in this thesis. The small black diamonds in the figure co respond to the times
(and effective temperatures) of the six snapshots, on which the analysis in later sections
of this thesis is based. There temporal separation is on the order f several minutes and
much shorter thanτKH, so there are no obvoius trends in effective temperature and in the
thermodynamics atmosphere structure.
Figure 2.3 shows the evolution of the profile of the horizontally veraged magnetic
energy density,〈emag〉z, for a selection of different simulations. At the field injection the
magnetic energy density isB20/(8π) everywhere, following from the initial condition ofB,
Eq. (2.14). The vertical magnetic flux is advected horizontally by the diverging convec-
tive outflows and becomes concentrated in the downflows (cf. Sect. 3.2). This concentra-
tion enhances the magnetic energy density, especially in the runs withlow average field
strength. After some time (roughly 1 h of stellar time) a quasi-stationary state is reached.
As visible in Fig. 2.3, in some runs (e. g. the 500 G run of the K0V star) there might still
a weak growth ofemag in the deepest layers, while in most runs there is no apparenttrend
left. The last time step for which a curve is plotted in the figure corresponds to the time
of the first snapshot analysed in later sections of this thesis.
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3.1 Overall structure of the non-magnetic simulations1
3.1.1 General morphology of near-surface convection
Figure 3.1 gives maps of the bolometric intensity emerging vertically from the simulated
stellar surfaces for single snapshots of the time-dependent simulations. All simulations
show intensity patterns reminiscent of solar granulation.The typical size of the granules
varies from∼5 Mm for F3V to∼0.3 Mm for M2V. The rms bolometric intensity contrast
(denoted byσI in Table 3.1) decreases from about 20% for F3V to less than 3% in the
M2V simulation, reflecting decreasing temperature fluctuations on surfaces of constant
optical depth (see Sect. 3.1.3).
There are qualitative changes in the visual appearance of thsurface convection along
the sequence of simulated stars. For instance, the granulation pattern of the F3V model
appears “rough” and irregular owing to numerous shock wavest the optical surface.
Shocks are rarer and weaker in the near-surface layers of thecool r stars since the typical
convective velocities are lower (also in relation to the sound speed; cf. Fig. 3.5). At
the cool end of our model sequence, the M-dwarf granules, which are sustained by the
slowest convective flows, have more irregular shapes but less brightness substructure than
their counterparts on the simulated G- and K-type stars. As we report quantitatively in
Sect. 4.2.1, their dark intergranular lanes are thinner (with respect to the granule size) and
vary more strongly in intensity and width than those of the other stars (see also Ludwig
et al. 2002).
Ludwig et al. (2006) found “dark knots” associated with strong downflows and vor-
tex motion in simulations of convection in M-type main- and pre-main-sequence ob-
jects. Our simulations show knots of high vorticity associated with strong downflows
in all models (some examples in Fig. 3.1 are: G2V, (x, y) = (8.7 Mm, 4.4 Mm); K5V,
(x, y) = (0.36 Mm, 0.52 Mm); M0V, (x, y) = (0.45 Mm, 0.6 Mm)). They become increas-
ingly stable and prominent at lower eff ctive temperatures. In our models, some of these
vortices are evacuated strongly enough by the eff ct of the centrifugal force to become
brighter than their surroundings (cf. vortices in solar simulations studied by Moll et al.
2011, 2012). Most frequently these bright vortex structures occur in our two K-type sim-
ulations.
A more detailed analysis of the granulation properties and their effects on spectral lines is
given in Sects. 4 and 6.
1This section has been published as Section 3 of Beeck et al. (2013a)
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Table 3.1: Stellar parameters, bolometric intensities andrms velocities.
Simulation logga Teff [K] 〈I〉/〈I〉G2V b σI c [%] υz,rms(z) [km s−1]
z= z0 d z= z2 e
F3V 4.301 6893.2±6.4 1.98 20.3 5.1 3.5
G2V 4.438 5764.4±7.4 1.00 15.7 2.0 1.2
K0V 4.609 4855.6±5.5 0.500 8.04 1.1 0.72
K5V 4.699 4367.9±2.0 0.322 6.90 0.99 0.57
M0V 4.826 3904.8±0.8 0.195 3.55 0.72 0.42
M2V 4.826 3688.6±1.4 0.153 2.17 0.59 0.57
a g is the gravitational acceleration at the stellar surface incgs units.
b temporal and spatial mean of the bolometric intensity normalised to the solar value
c bolometric intensity contrast (temporal mean)
d z0 := 〈z(τR = 1)〉
e z2 is defined as the depth where〈p(z2)〉 = 100〈p(z0)〉
3.1.2 Velocity field
As the visible granulation pattern is created by convectiveflows, it is strongly correlated
to the vertical velocities at the optical surface,υz(z= 0). Figure 3.2 showsυz(z= 0) for
four of the six simulations. The snapshots are taken at the sam time as in Figure 3.1. The
colour scale of the images saturate at 2υz,rms(z0) with z0 := 〈z〉τR=1, values of which are
given in Table 3.1. The granules visible in Figure 3.1 correspond to upflows, while the
dark intergranular lanes correspond to downdrafts. In the G-, K-, and M-type simulations,
an anti-correlation between size and mean upflow velocity ofthe granules is indicated:
while most of the small convection cells appear (almost) saturated in Figure 3.2, meaning
their velocity reaches 2υz,rms(z0), the larger granules appear paler, meaning their upflow
speed is lower. In the F3V simulation, this effect is not visible, due to a strong large-
scale modulation of the vertical velocity at the optical surface. This large scale pattern
might hint to a strong mesogranulation in this spectral type. Unfortunately, the length
scale of this modulation is the horizontal box size, which raises the question whether this
effect is produced, enhanced, or modified by the periodic boundary condition. A test
simulation with a box twice as large has shown similar but weaker large-scale modulation
but probably is still strongly influenced by the periodic boundary condition.
Figure 3.3 shows maps of the vertical velocity at a depth of 4.6 pressure scale heights
below the optical surface, where the average pressure is 100times the average pressure at
the optical surface,p0 := 〈p〉τR=1. The typical size of the convection cells is significantly
larger at this depth than at the surface. A rough estimate basd on mass conservation and
stationarity predicts a proportionality between the horizntal scale of the vertical velocity












Figure 3.1: Maps of bolometric intensity emerging vertically from single snapshots of the
six simulations. The grey scale of each image is saturated at±2σI , whereσI is the rms
contrast (cf. Table 3.1). The significant difference in the length scales of the images is
illustrated by the inset in theupper left panel, which shows all other images on the same





Figure 3.2: Maps of the vertical velocityυz at constant geometrical depthz0 = 〈z(τR = 1)〉
(average level of the optical surface) for four of the six models. Upward motions are
blue, downward motions are red, colour scales saturate at±2 · υz,rms(z0) (for values, see
Table 3.1). Note that the horizontal scales are different (cf. Fig. 3.1).
whereυhor andυver are the horizontal and vertical convection velocities, respectively. They
can be approximated by the horizontally averaged (height-dependent) rms values of the
vertical and horizontal components of the fluid velocity,









respectively (for the definition and discussion of the horizntal average〈·〉z, see Ap-
pendix A). In the left panel of Figure 3.4 the ratio ofυx,y,rms andυz,rms is plotted as a
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F3V G2V
K0V M0V
Figure 3.3: Same as Figure 3.2, but for geometrical depthz2 with 〈p(z2)〉 = 100〈p(z0)〉,
corresponding to 4.6 pressure scale heights below the optical surface.
function of normalised gas pressure〈p〉z/p0. In subsurface layers, we findυhor/υver ≈ 1,
hence Eq. (3.1) predicts that the horizontal scale of the flowpattern roughly follows the
trend of the inwardly increasing density scale height.
The right panel of Figure 3.4 shows the profile ofDhor as derived from Eq. (3.1) in
units of the horizontal box sizeXtot of the respective simulation. The density scale height
obtained from the simulations was smoothed (convolution with a Gaussian kernelσ =
10∆z) to avoid a sharp maximum ofDhor at the optical surface of the two hottest models
(cf. Fig. 3.8). The predicted horizontal scale of 12 – 20 % of the horizontal box size at the
optical surface and 25 – 40 % of the horizontal box size atp = 100· p0 matches the sizes
of the patterns visible in Figures 3.2 and 3.3.
The left panel of Figure 3.5 shows the depth dependence ofυz,rms, which is a measure
of the typical convective velocity. The profiles ofυz,rms all peak near the optical surface,
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Figure 3.4: Properties of the convective flows.Left: ratio of rms values of horizontal
and vertical flow velocity on surfaces of constant geometrical depth. Right: estimated
horizontal scale of the vertical velocity patterns as derived from Eq. (3.1) on surfaces of
constant geometrical depth. The horizontal scale is given in un ts of the horizontal box
size,Xtot, for an easier comparison with Figs. 3.2 and 3.3. The solid curves refer to the four
simulations shown in these figures, the dashed curves to the remaining two simulations.
Figure 3.5: Flow velocity rms.Left: rms of the vertical component of the flow velocity
on surfaces of constant geometrical depth.Right: rms of the modulus of the flow velocity
in units of the local sound speed,cs (Mach number) on surfaces of constant geometrical
depth.
where radiative energy transport starts to become important (cf. Fig. 3.12). The peak rms
velocity decreases with decreasing effective temperature. The position of the maximum
of υz,rms shifts along the model sequence: in the F- and G-star simulations his maximum
is almost directly at the optical surface while in the coolermodels it is about one to two
pressure scale heights below it. In the deeper layers, the conve tion velocity decreases
monotonically with increasing depth in all simulations. Inthe optically thin upper layers,
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Figure 3.6: Properties of up- and downflows.Left: relative area covered by upflows
(υz > 0) on surfaces of constant geometrical depth as functions oformalised averaged
pressure.Right: average speed of the upflows,υu := 〈υz|υz>0〉z, (solid) and of the down-
flows, υd := 〈υz|υz<0〉z, (dashed) as functions of normalised average pressure for four of
the six simulations.
the overshooting large-scale convective motions slow downwith increasing height above
the optical surface where the stratification is stable against convection. However, theυz,rms
drop only for about one to three scale heights, before they rise again, as shocks become
more important.
The right panel of Figure 3.5 shows profiles of the mean Mach number. Although the
typical velocities in all simulations reach a substantial fr ction of the local sound speed
cs, only in the atmosphere of the F3V simulation is an average Mach number of order
unity reached. Surface convection is largely subsonic in our simulations of M, K, and G
stars.
The left panel of Figure 3.6 shows the depth dependence of therelative area of the
upflows plotted as functions of normalised average pressure. Below the surface layers,
the upflow area is very similar in all six simulations and almost constant at about 63 to
65 % of the total area, which reflects the asymmetry between fast, dense downflows and
slower upflows. The value for the upflow area of approximately2/3 of the total area is
in good agreement with the results of Trampedach and Stein (2011) who used another
code and different stellar parameters. Near the optical surface, the area fraction of the up-
flows drops to about 50 % as the strong correlation between vertical velocity and density
weakens and the asymmetry between up- and downflows decreases. The low value of the
relative upflow area in the upper layers of the F3V simulationof about 42 to 44 % can be
interpreted as an effect called reversed granulation in the subadiabatic atmospheric layers
(Cheung et al. 2007, and references therein), which invertsthe correlation betweenυz and
̺. This effect is amplified by shock fronts in the F3V simulation: the materi l trailing the
shocks which move upwards is over-dense compared to the average stratification.
The right panel of Figure 3.6 shows the mean speed of the upflows and the downflows.
Although both speed profiles peak slightly below the opticalsurface in all simulated stars,
the asymmetry between up- and downflows in the convectively unstable layers leads to
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mean downflow speeds reaching 1.6 to 1.8 times the mean upflow speed in the lower part
of the box. In the atmospheres, averaged up- and downflow speed ar almost equal for
the four cooler stars. In the F3V simulation, the presence ofsh cks leads to a steep rise of
the average upflow speed in the optically thin layers, whereas the gradient of the averaged
downflow speed is flatter (indicating an asymmetry reversed to the one observed below
the surface).
3.1.3 Temperature, pressure, and density
The upper two panels of Figure 3.7 show the temperature (averaged over iso-τR surfaces;
for a discussion of the different averages〈·〉τ, 〈·〉z, and〈·〉p, see Appendix A) as function
of logτR, both in absolute units and normalised byTeff. The simulations from F3V to
K5V show a steep temperature gradient just beneath the optical surface, whereas, in the
M dwarfs, the steepest temperature gradient occurs well below this layer (see also Figs 3.9
and 3.10 and Sect. 3.1.4). In the normalised representation, ll simulations have a similar
profile in the atmosphere (logτR < 0), while their temperature curves diverge in the
subphotospheric layers.
The bottom panel of Figure 3.7 gives the pressure (averaged on iso-τR surfaces) plotted
as function of logτR. In the atmosphere, where opacity and temperature are only mildly
height-dependent, logp essentially depends linearly on logτR as the structure is governed
by hydrostatic and radiative equilibrium and is also almostiso-thermal. In the layers just
below the photosphere, the curves for the different simulations diverge. The diverging
profiles of the subphotospheric temperature (middle panel)and pressure (bottom panel)
reflect that the pressure and temperature structures are determined by convection below
the photosphere and converge to different adiabat (depending on the stellar parameters) in
the deep convective envelopes.
Figure 3.8 shows the depth dependences of the pressure and density scale heights as









As the gravitational acceleration increases and the photospheric temperature decreases
monotonically from F3V to M2V the, local pressure scale heigt aroundτR = 1 decreases
from ∼ 500 km in F3V to∼ 35 km in M2V. In the atmosphere, where the temperature
is mildly height-dependent, the local pressure scale height becomes roughly constant.
In the convective layers, the strong temperature gradient entails also a strong increase
of the pressure scale height towards deeper layers. Atp = 100p0, near the bottom of
the simulation boxes, the local pressure scale height of theF3V simulation is already
∼ 2000 km, which poses a problem for the current implementation of theMURaM code
with its fixed vertical cell size (high computational costs).
The peak of the density scale height near the optical surfacein some simulations
coincides with the strong photospheric temperature gradient of these simulations. Locally,
the density scale height often becomes negative at the optical surface in the F3V and G2V
simulations (density inversion). In the subsurface layerswith high temperature gradient,
the density scale heights are somewhat (M2V-G2V:15-30%, F3V: up to 45%) larger then
the pressure scale heights whereas, in the almost isothermal at ospheres, the scale heights
of pressure and density are almost equal.
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Figure 3.7: Temperature and pressure stratifications on surfaces of constant optical depth.
Top panel:temperature averaged over surfaces of constant optical depth. Middle panel:
same as top panel, but normalised by the eff ctive temperature of the respective model.
Bottom panel:pressure averaged on surfaces of constant optical depth.
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Figure 3.8: Horizontally averaged local scale heights as functions of normalised pressure.
Left: pressure scale height.Right: density scale height.
Figure 3.9: Profiles of mean temperature〈T〉z (left panel) and mean density〈̺〉z (right
panel) as functions of normalised pressure.
Figure 3.9 shows the profiles of temperature and density averaged on iso-z surfaces
as functions of the normalised pressure. As already seen in Fig. 3.7 on theτR scale, the
coolest models lack the strong photospheric temperature gradient of the warmer models.
This is shown quantitatively in the left panel of Figure 3.10, which gives the mean pro-
files of the logarithmic temperature gradient,〈∇〉τ = d log〈T〉τ/d log〈p〉τ. Here, the iso-τ
average was chosen because∇ changes considerably near the optical surface. Since this
represents a transition from a (highly) superadiabatic to asubadiabatic regime, averag-
ing over iso-z planes would smear out the sharp photospheric feature in thetemperature
gradient and thus obscure the relevant physics in this layer.
In the right panel of Figure 3.10, the profile of the superadiabaticity 〈∇〉τ − 〈∇ad〉τ is
given. The superadiabaticity in the lowest part of the simulation domain is small (∼10−3)
for most of the models, with the exception of the F3V simulation, where the stratifica-
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Figure 3.10: Profiles of the logarithmic temperature gradient (l ft panel) and of superadi-
abaticity (right panel) averaged on iso-τR surfaces as function of pressure.
tion remains substantially superadiabatic even 5 pressurescal heights below the optical
surface. For the M dwarfs, the superadiabaticity is low compared to the hotter models,
even in the layers directly beneath the optical surface. This is a consequence of the high
densities (i. e. high heat capacity per volume) and low energy fluxes and consequently
low horizontal temperature fluctuations.
The top panel of Figure 3.11 shows the relative rms fluctuations f temperature on
surfaces of constant optical depth. The relative rms fluctuations of temperature show a
monotonic decrease from the hotter to the cooler stars at alldepths. This is consistent
with the trend in the bolometric intensity contrast (cf. Table 3.1). The subphotospheric
peak in the depth profile of temperature fluctuations is at lower optical depth in the F-
and G-star simulations compared to the cooler simulations.This has already been pointed
out by Nordlund and Dravins (1990a), who coined the expression “hidden” or “veiled”
granulation for stars cooler than the Sun, as the maximum temperature contrast occurs far
below the optical surface. In the case of the K0V star, the relative temperature contrast at
the optical surface is only about 34% of its peak value at logτR ≈ 1 (compared to 42%
in the solar simulation and 64% in the F3V simulation). The reason for this effect is the
lower temperature-sensitivity of opacity near the opticalsurfaces of the cooler K and M
stars. This leads to the transition from convective to radiative energy transport occuring
at somewhat larger optical depth or normalised pressure (paticul rly in the K-star simu-
lations) and over a larger optical depth range or normalisedpr ssure range (particularly
in the M-star simulations; see Sect. 3.1.4).
The middle panel of Figure 3.11 shows the rms fluctuations of gas pressure on surfaces
of constant optical depth. They also diminish with decreasing effective temperature of the
simulations, with the notable exception of the G-type star,where the rms fluctuations of
pressure on surfaces of constant optical depth are very low in the upper atmosphere com-
pared to the much cooler K stars. This can be explained as an opcity effect: while the
temperature dependence of the Rosseland opacityκR(p,T) is usually much more impor-
tant than the pressure dependence, in the temperature rangebetw en 4000 and 5000 K
and at pressures between 102 and 105 dyn cm−2, κR is nearly independent of temperature.
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Figure 3.11: Profiles of relative rms fluctuations.Top: temperature fluctuations on sur-
faces of constant optical depth.Middle: gas pressure fluctuations on surfaces of constant
optical depth.Bottom: pressure fluctuations on surfaces of constant geometricaldepth.
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Moreover, the temperature fluctuations in the atmosphere arin general relatively small,
so that density depends mainly on pressure. Therefore, the incr ment of the optical depth
dτR = (κR̺) dzbecomes (almost) independent of temperature, too, so that iso-τR and iso-p
surfaces of an atmosphere in this temperature regime are almost identical, i. e. the fluctu-
ations of pressure on surfaces of constant optical depth becom small. In our simulation
sequence, the G2V star is the only star where the temperaturend pressure of the atmo-
spheric layers at−4 ≤ logτR ≤ −1 fall in the regime of nearly temperature-independent
κR.
The bottom panel of Figure 3.11 shows the rms fluctuations of pressure on planes of
constant geometrical depth, which are mainly monotonically decreasing with increasing
depth and with decreasing eff ctive temperature. This illustrates that in the deeper layers,
where velocities and horizontal temperature fluctuations are small, the deviations from
hydrostatic equilibrium are small, too. Horizontal temperatu e fluctuations entail hori-
zontally varying local pressure scale heights: the pressurfl ctuations on a horizontal
plane in the atmosphere can be regarded as the integrated effect of the temperature fluctu-
ations below this plane.
Before the energy balance of the simulated stellar surface layers is analysed in Sect. 3.1.4,
we want to point out that the trends observed in convective velocities and temperature
fluctuations can be consistently explained as an effect of the stellar parameters: the lower
temperature and higher gravitational acceleration in the amospheres of cooler stars result
in much higher densities. The resulting higher heat capacity per unit volume,cp/̺, and
the much lower net energy flux (F ∝ T4eff) then have the consequence that the convective
motions in the coolest models are less vigorous. This is reflect d in the rms velocities of
about 0.5 km s−1 for those simulations compared to more than 5 km s−1 for the F3V-star
simulation (see Fig. 3.5). A rough estimate of the convectivheat fluxFconv (enthalpy
flux) in the spirit of mixing-length theory gives
Fconv ≈ ∆T · υconv · cp · ̺ , (3.3)
where∆T is the temperature contrast between up and downflows,υconv is the convective
velocity, and̺ is the density, both of which are assumed to be equal in up- anddownflows
for this rough estimate. In the convective subsurface layers of cool stars radiative energy
transport can be neglected, so that
Fconv ≈ Ftot = σT
4
eff .
If we approximate the quantitiesυconv and∆T by 〈υz,rms〉 and〈δT〉, respectively (〈·〉 de-
notes a horizontal and temporal average), and if we further ignore the variation ofcp with
temperature due to ionisation, we obtain:
T4eff〈̺〉
−1
∼ 〈δT〉 · 〈υz,rms〉 . (3.4)
Directly beneath the optical surface, the product on the left-hand side decreases by a fac-
tor of about 500 from F3V to M2V, which entails a strong variation of 〈δT〉·〈υz,rms(z0)〉. In
fact, the simulations show that both〈δT〉 and〈υz,rms(z0)〉 decrease monotonically through
the model sequence by about an order of magnitude each (see Figs 3.4 and 3.11).
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Figure 3.12: Profiles of average energy flux, normalised to total flux. Left: convective
energy flux split into net enthalpy flux and net kinetic energyflux. Right: radiative flux.
3.1.4 Energy flux
The total energy flux leaving the stellar atmosphere in the form f radiation is supplied
by energy flux from below. In the absence of nuclear energy sources, the (temporally
averaged) total luminosity is constant throughout the upper layers of a star. In plane-
parallel geometry, this means that the energy flux is independent of depth.
In the convection zone, the energy flux is almost entirely provided by convective en-
ergy transport and is mainly composed of two opposing fluxes:the net enthalpy flux which
is directed towards the surface, and the net kinetic energy flux, which is directed inwards.
This is a consequence of the asymmetry in temperature and velocity. The fast, cool, and
dense downdrafts cary less enthalpy but more kinetic energy(per unit area) than the slow,
hot upflows. The left panel of Figure 3.12 shows the profiles ofthese two fluxes for the
six simulated stars, all normalised to the respective totalflux. Most models show profiles
of the kinetic energy flux levelling off below the optical surface at values between∼20
to ∼60 % of the total flux, larger values corresponding to cooler sta s. The F3V model,
however, shows a monotonic increase of the kinetic energy flux for increasing depth. The
right panel of Figure 3.12 shows the radiative flux in the simulations. The transition from
purely convective (Frad/Ftot . 0.1) to mainly radiative energy transport (Frad/Ftot & 0.9)
is quite sharp (within one pressure scale height), except for the M-star simulations, for
which this transition takes place over a more extended pressu range. For the K- and
M-star simulations, the contribution of the radiative flux to the total flux is larger within
the first few pressure scale heights below the surface. One pressu e scale height below
the surface (i. e. atp/p0 = 2.72), in the M0V model, radiation carries already 17 % of the
total flux compared to 1.2 % in the G2V simulation. Half a pressure scale height below
the optical surface (p/p0 = 1.65), radiation caries 60 to 70 % of the flux in the K-star
simulations, about 25 to 30 % in the M-star models, but only 13.4 % in the simulation of
the G2V star. This means that the convective flux directly below the optical surface drops
to a relatively small fraction of the total flux for the coolersimulations (especially the
K-star simulations). As the convective flux is linked to vertical velocities and temperature
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Figure 3.13: Comparison between the 3DMURaM simulations with 1D MLT models. The
dashed curves represent results from a 1D MLT model atmosphere and the solid curves
represent the averaged simulation results.Left: Profile of temperature (3D: averaged on
iso-p surfaces).Right: average vertical velocity, weighted by density (3D: averag d on
iso-z surfaces; 1D: convective velocity). In the 1D models, the mixing-length parameter
α was set to 1.5, 1.7 and 2.0 for F3V, G2V, and M0V, respectively.
contrast between up- and downflows, this is also reflected in the depth-dependence of the
rms of the vertical flow velocity (see Fig. 3.5) and the depth profile of the relative rms
fluctuations of temperature (see top panel of Fig. 3.11). Thepeak of the vertical velocity
rms is almost exactly atτR = 1 in the F- and G-star simulations but somewhat deeper
in the simulations of cooler stars. Similarly, the peak of the relative temperature fluctua-
tions shifts to higher optical depth from hotter to cooler models. Near the bottom of the
simulation box, the contribution of the radiative flux eventually becomes negligible in all
simulations except for F3V, where even at this depth radiation still carries about 0.5 % of
the energy flux. The much lower density and higher temperature in the subsurface layers
of this star enable a somewhat more efficient radiative heat transport.
The inset in the right panel of Figure 3.12 indicates the negative convective energy flux
(which follows directly from〈Frad〉z > Ftot) in the convective overshoot region, which is
most prominent in the K-dwarf models.
3.1.5 Comparison to 1D models
The horizontal averages of our 3D models can be compared to 1Dmixing-length models.
We used a model grid by Ludwig (priv. comm.) of 1D mixing-length calculations. Anal-
ogous to the definition of〈z〉τR=1 ≡ 0 and〈p〉τR=1 ≡ p0 as reference points for thez- and
p-scales in the averaged 3D stratifications, we chosez(τR = 1) ≡ 0 andp(τR = 1) ≡ p0 as
reference points for the 1D models.
Figure 3.13 shows depth profiles of temperature and rms of thevertical velocity as
functions of pressure for three of our simulations (F3V, G2V, and M0V) and 1D models
with the sameg andTeff. The mixing-length parameter was set toα = 1.5, 1.7, and 2.0
for F3V, G2V, and M0V, respectively. Although the temperatue profiles in the almost
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adiabatic sub-surface layers are influenced by the choice ofα, they could not be brought
into exact agreement with the profiles of the 3D results (which, moreover, depend on the
averaging method). We therefore choseα close to the values by Trampedach and Stein
(2011) for the mass mixing length, which are consistent withthe literature values for the
MLT-α cited there.
The left panel of Figure 3.13 shows the run of temperature. The 3D results were
averaged on surfaces of constant pressure (as a compromise betw en the iso-z and iso-
τR averages, see Appendix A). The general shape of the curves does not differ strongly
between averaged 3D and 1D results. However, the temperaturs in the 1D models are
in general somewhat lower than in the averaged 3D simulations, which can be partly
explained by the way in which the 3D results were horizontally veraged but can also be
an effect of the opacity in the optically thin layers, which differs between 1D and our 3D
models (the 1D models were calculated withATLAS6 opacities, see Kurucz 1979). The
position and steepness of the strong photospheric gradiento s not match the result of the
more realistic 3D simulations. This has two reasons: First,this feature is very sensitive
to the horizontal averaging method (see Appendix A) becauseof the strongly corrugated
optical surfaces. Second, in this layer overshoot and the transition from convective to
radiative energy transport play a major role. The physics behind these effects is essentially
three-dimensional and has to be parameterised in a 1D model where only a very crude
description of these effects is possible. In the lower part of the depth range considered,
there is also a mismatch between the temperature gradients of the averaged 3D and the
1D results. A disparity in the superadiabaticity (particularly for F3V) and differences in
the equation of state between the 3D and 1D models are responsible for this deviation.
In the right panel of Figure 3.13, we show the run of the vertical velocity. For the 3D
results, iso-z averages of the density-weighted vertical flow speed are shown. While the
gradient of the subsurface velocity and the position of the velocity peak (at least for F3V
and G2V) are similar between 1D and 3D models, the 1D models have lower velocities
than the 3D simulations (by 10-30%) in the nearly adiabatic inter or. The 1D models ob-
viously lack any velocities in the convectively stable layers, where the simulations display
overshooting flows.
In Figure 3.14 the run of the superadiabaticity is shown. The3D results are shown as
iso-z and iso-τR horizontal averages. As discussed in Appendix A, near the photospheric
transition, the iso-τ average is closer to the 1D description and therefore more useful
for the comparison between 1D and averaged 3D models although the plain horizontal
average is the physically more decisive quantity. Despite the necessary parameterisation
of important physics in the 1D models, there is a qualitativesimilarity between 1D and
3D results. Below its peak, the superadiabaticity of the 1D models is higher by a factor
of about 1.5 to 3 compared to the 3D models. For the F3V star, this deviation is the main
cause for the difference of the temperature profiles, while for the simulations f the cooler
stars, the differences in∇ad related to the equation of state between 1D and 3D models are
larger than the small deviation in∇−∇ad. Around the superadiabatic peak, the profiles of
1D and 3D results differ more strongly. In this regime, which is more extended in terms of
pressure scale heights for the M0V star than for the other twos ars, the superadiabaticity
in the 3D models is higher than predicted by the 1D models. Thesup radiabaticity in the
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Figure 3.14: Comparison of the superadiabaticity of the 3DMURaM simulations with 1D
MLT models.Top: 3D results averaged on planes of constant geometrical depth, z. Bot-
tom: 3D results averaged on iso-τR surfaces. Theleft sub-plots show the superadiabaticity
of the atmospheric layers on a linear scale, theright sub-plots show the superadiabatic
regime on a logarithmic scale. In the 1D models, the mixing-length parameterα was set
to 1.5, 1.7 and 2.0 for F3V, G2V, and M0V, respectively.
atmospheric layers is qualitatively in agreement between 1D and 3D results.2
Although there were small deviations in chemical abundances, equation of state, and
opacities between 1D and 3D calculations, most of the diff rences in the upper part of the
depth range shown can be attributed to the necessarily very crude treatment of convection
and – most importantly – radiation in the 1D models versus thecomprehensive 3D simu-
lations.
2According to R. F. Stein, priv. comm., an analogous comparison of the simulations presented in
Trampedach et al. (2013) with 1D MLT models yielded a significantly different result: the superadiabatic
peaks are narrower and taller in their 3D simulations compared to the 1D models. This is probably due to
the differences in the MLT models used rather than the differences in the 3D simulations.
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3.2 Structure of the magnetic field
If the magnetic field in a plasma is weak (emag= B2/(8π) ≪ ekin) the Lorentz force acting
on the flows does not overcome the inertial forces and the magnetic field has to adjust to
the flow patterns. In all simulation runs considered here, thinitial magnetic field (ho-
mogeneous and vertical) is weak in that sense in the optically thick subsurface layers.
Therefore, the convective motions restructure the magnetic fi ld from the arbitrary initial
configuration: following the diverging upflows and convergin downflows, the magnetic
field is compressed in the network of intergranular lanes, while it is diluted in the gran-
ules. After this transient phase, a statistically stationary state is reached. As described
in Sect. 2.3.3, the analysis in this and later sections is based on six snapshots within this
phase for each of the 18 magnetic simulation runs.
Figure 3.15 shows maps of the bolometric intensity in one snap hot each for twelve
of the 18 magnetic simulation runs (the remaining six magnetic simulations are shown
in Fig. B.1 in Appendix B).3 There are significant differences in the visual appearance
of the granulation in comparison to the non-magnetic convection (see Fig. 3.1). In all
simulations there appear bright structures, which are the stellar analogues of magnetic
bright points observed on the Sun (e. g. Keller 1992, Jafarzadeh et al. 2013) and described
in MHD simulations of the solar surface convection (e. g. Vögler et al. 2005). In the
F3V simulation runs, these brightenings are located in the downflow lanes as well as in
their periphery, and sometimes even in larger downflow structu es that resemble over-
bright granules, e. g. in the snapshot of the 500 G run at (x, y) = (15 Mm, 2.5 Mm). In
the cooler models brightenings only occur in the downflow lanes and in the periphery of
dark micropores (described below). As displayed in Fig. 3.15 with grey scales saturated
at ±2.5 standard deviations from the mean, these brightenings becom more prominent
again from F3V to K0V and then less prominent from K0V to M2V. This is analysed
quantitatively in Sect. 4.3.1.
At high values ofB0, there also appear dark structures. These are stellar analogues f
(micro)pores, which are known from solar observations (e. g. Cho et al. 2010) and have
also been studied with MHD simulations of the solar surface convection (e. g. Vögler et al.
2005). For the Sun, there is a critical size of a few hundred kilometers above which mag-
netic structures become micropores. The sequence of simulat ons with varying spectral
types andB0 suggests that this critical size is much smaller in terms of granule sizes for
stars cooler than the Sun. Consequently, the value forB0 above which micropores are
likely to form decreases for cooler stars as less magnetic flux is needed for their forma-
tion. While bright structures are still dominant at 500 G in F3V and G2V, dark and bright
structures are both prominent in K0V and K5V. In the M-star simulations, dark structures
dominate at 500 G, in the M2V simulation even at 100 G. This renders the magnetocon-
vection in M stars considerably different from the solar example (Beeck et al. 2011). The
reasons and consequences of these diff rences are analysed in more detail in subsequent
sections of this thesis. One should, however, take into account that the formation of larger
3All maps shown in later figures in this section and Sect. 3.3 are t ken at the same time step of the
simulation runs in order to facilitate the comparison of different quantities at various depth levels.
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Figure 3.15: Maps of the vertical bolometric intensity for twelve of the 18 magnetic
simulation runs (for snapshots of the magnetic K5V and M0V simulations, see Fig. B.1).
The grey scale saturates at 2.5 standard deviations below and above the mean intensity.
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Figure 3.16: Maps of the vertical componentBz of the magnetic field strength at the
average geometrical depth of the optical surface, i. e. atz = 0 (same simulation runs and
at the same time step as Fig. 3.15; plots for the magnetic K5V and M0V simulations are
given in Fig. B.2).
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magnetic structures (such as pores) also depends on the sizeof the simulation box. In solar
simulations with deep and horizontally extended boxes, theformation of micropores and
pores occurs also at an averaged field strength of 100 G (Schüssler 2013). To minimise
their influence on the results, the simulation boxes considered here were chosen to have
similar sizes in terms of pressure scale heights and granulesizes. However, the influence
of the limited depth of the simulation boxes needs to be evaluated in future work.
Figure 3.16 shows maps of the vertical component of the magnetic fi ld at the mean
level of the optical surface at the same time steps as shown inFig. 3.15. It is commonly
observed in numerical simulations of solar magnetoconvection that the downflow lanes
with magnetic flux concentrations form a mesoscale structure (Stein and Nordlund 2000).
This is also visible in our stellar simulations: several dark l nes appear in Fig. 3.15, which
show a very low magnetic field strength but are evidently downflows (cf. Fig. 3.30). With
increasingB0, the mesoscale becomes less obvious since more downflow lanes become
filled with magnetic flux. This mesoscale is closely related to the deep sub-surface veloc-
ity patterns as will be shown in Sect. 3.3.2.
Table 3.2 lists some characteristic values of the magnetic fild at the optical surface
(τR = 1) for all 18 magnetic simulation runs. The maximum field strength is higher for
higher values ofB0, but the dependence is rather weak, in particular for the models cooler
than the Sun. The rms value of the magnetic field at the opticalsurface depends less
than linearly onB0 and is almost identical for different stellar types at the sameB0. The
quantitiesBstrong, Bweak, Beq,kin, andBeq,p are defined and discussed below.
Figures 3.17 and 3.18 show histograms of the modulus of the magnetic field strength
at the optical surface,τR = 1, and at its average geometrical depth,z = 0, respectively.
The deviation between the distributions based on the two different surfaces is smaller for
cooler stars, because they have less corrugated optical surf ces (see Sect. 3.3.1). With log-
arithmically equidistant bins, the distributions show twopeaks, one at a low field strength,
Bweak, and one at a high field strength,Bstrong. The peak atBstrong is caused by the magnetic
flux concentrations, which show a typical value of the magnetic field (owing to pressure
balance as discussed below). As some magnetic field diffuses out of the flux concentra-
tions or is advected back into the upflows by turbulent motions, the magnetic field outside
the flux concentrations does not drop to zero but fluctuates around a finite valueBweak.
Bstrong andBweak both only slightly depend on the stellar type and onB0. Values for both
peaks of the distributions ofB(τR = 1) shown in Fig. 3.17 are given in Table 3.2. The
corresponding values for theB(z = 0) distribution are very similar forBweak and some-
what smaller forBstrong (about 150 and 250 G lower in the M- and K-star simulations,
respectively, 300 G lower in G2V and 500 G lower in F3V). As a consequence of the little
variation ofBstrongwith B0 and stellar type, the height of the corresponding peak changes
considerably fromB0 = 100 G toB0 = 500 G. ForB0 = 20 G there only is an extended
tail of the distribution, but no strong-field peak.
The fact thatBstrong is almost independent ofB0 and of the star is consistent with
the rms values ofB, which change less than linearly withB0 and are almost identical
for different stars. If small-scale dynamo action is not relevant (because the resolution
of the simulations is not sufficient), the main mechanism to enhance the rms ofB is
the compression of the field in (some) intergranular lanes. In a simple two-component
model, one can approximate the magnetic field distribution assumingB ≡ Bstrong for the












Table 3.2: Properties of the magnetic field at theτR = 1 surface (all values in G; errors give temporal 1-σ scatter)
SpTa 〈Bz〉 max(B(τR = 1))
√
〈B2〉 Bstrongb Bweakb Beq,kin Beq,p
F3V 20 2040±160 150±4 — 20±7 560±7 989±6
F3V 100 4250±550 445±4 1418±67 39±7 556±6 994±4
F3V 500 5180±510 1160±10 1886±59 77±9 494±7 1074±3
G2V 20 2310±110 178±6 — 47±3 505±4 1590±3
G2V 100 3250±410 412±10 1702±74 62±4 492±6 1598±7
G2V 500 3550±150 1022±11 1990±18 79±10 444±6 1681±9
K0V 20 2890±160 175±7 — 27±4 471±3 2088±3
K0V 100 2930±130 425±3 1824±24 37±5 450±6 2094±2
K0V 500 3390±140 1031±6 2056±11 44±3 381±6 2158±2
K5V 20 2640±170 176±4 — 26±5 509±10 2548±2
K5V 100 2980±80 418±6 1823±48 14±2 463±9 2560±3
K5V 500 3550±140 1043±3 2099±13 52±3 404±5 2614±4
M0V 20 3400±240 185±5 — 27±3 494±13 3341±3
M0V 100 3900±200 436±4 1917±41 23±5 465±13 3351±2
M0V 500 4200±200 1075±3 2326±15 52±3 375±3 3433±2
M2V 20 3500±580 182±3 — 34±6 426±5 3666±3
M2V 100 4090±370 440±8 1994±85 34±8 406±7 3675±2
M2V 500 4450±320 1067±7 2352±57 40±4 322±2 3758±2
a spectral type of the simulation
b peaks of the histograms of Fig. 3.17
4
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Figure 3.17: Histograms of the modulusB of the magnetic field strength at the optical
surface,τR = 1.
fraction of 1− f ). With the further simplifying assumptionBweak = 0, this yields f =
B0/Bstrong and the rms is then〈B2〉1/2 = Bstrongf 1/2 = (BstrongB0)1/2. With Bstrong= 2000 G,
this simple model predicts rms values of the magnetic field of200, 447, and 1000 G for
B0 = 20, 100, and 500 G, respectively, which are very close to the actual values given in
Table 3.2.
An interesting fact is, that the area withB(τR) < 0.1 G is a negligible part of the
optical surface. Even atB0 = 20 G, there is an ubiquitous magnetic field of a several G,
which is consistent with solar observations employing the Hanle effect (Trujillo Bueno
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Figure 3.18: Histograms of the modulusBof the magnetic field strength at the geometrical
depthz= 0, i. e. at the mean level of the optical surface.
et al. 2004, Stenflo et al. 2002). Most Hanle-effect measurements, however, indicate
a somewhat higher magnetic field strength of∼ 100 G. This apparent discrepancy is
probably due to the finite spatial resolution of the simulations: the field found by the
Hanle-effect measurements is probably very turbulent and fluctuates on length scales far
below 10 km, which are not resolved by the MHD simulations.
Figure 3.19 shows joint histograms of the modulus of the magnetic field and its angle
with respect to the surface in the near-surface layers for several simulations. In all cases, a
weak-field and a strong-field component can be distinguished. While weak fields occur at
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Figure 3.19: Joint histograms of the modulus of the magneticfi ld and its angleθ(B) with
respect to the surface in a layer between〈z(p = p0 exp(−0.5))〉 and〈z(p = p0 exp(+0.5))〉,
where p0 = 〈p(τR = 1)〉 is the mean pressure at the optical surface. Red and yellow
indicate high point density; black, blue and green regions indicate low point density.
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nearly arbitrary inclination, the stronger fields show a strong preference for near vertical
directions. This is not restricted to simulations with highvalues ofB0: even atB0 =
20 G all points with a field of more than about 1 kG have an inclination of the field of
θ(B) & 45◦. The only apparent differences between the stars of different spectral types
are that the field modulus of the strong field regime becomes larger and the distribution
of angles around vertical orientation becomes narrower at lower effective temperature.
The distribution of magnetic field directions explains why Stokes-V measurements do not
detect the few-G volume filling field in the Sun: positive and negative inclinations cancel
each other within one resolution element of the measurements (Stenflo et al. 2002).
As the magnetic field is locally enhanced by the interaction with the flows, its pressure
can locally dominate the turbulent pressure and the gas presur . In these regions, the
flows are strongly influenced by the magnetic field. The Lorentz force overcomes the
inertial forces if the magnetic energy density surpasses thkinetic energy density, which




In Table 3.2 values for this equipartition field strength aregiven on the basis the average
kinetic energy density at the optical surface. In all cases,the magnetic flux concentra-
tions are far above equipartition. If equipartition with the kinetic energy density at the
optical surface is exceeded, the outflows from the granules cannot penetrate the flux con-
centrations anymore. As the surface layers of cool stars areconvectively unstable, the
plasma in the flux concentration sinks down, which causes thetructure to horizontally
contract. As the field is amplified by this contraction the magnetic pressure inside the
flux concentrations rises until the sum of gas and magnetic pressure inside the structure
are in equilibrium with the external gas pressure. This mechanisms can produce flux
concentrations with magnetic fields far above the equipartition field strengthBeq,kin.
As it is important for the dynamics and structure of the magnetic field one often dis-





where p is the gas pressure. Low-β regions are dominated by the magnetic pressure
and the Lorentz force cannot be balanced by gas pressure gradients (i. e. the field has
to adjust to a force-free configuration), while high-β regions are dominated by the gas
pressure, which allows the existence of pressure-balancedflux tubes. The corresponding




Within our model sequence, the surface pressure increases from F3V to M2V. Thus, the
averageBeq,p increases from about 1 kG at the optical surface of the F3V star to 3.7 kG
at the optical surface of the M2V simulation (values based onthe average gas pressure at
the optical surface, see Table 3.2). As the optical surfaces(especially of the F- and G-
star simulations) are strongly corrugated, the more relevant quantity is the field strength
at which the gas pressure outside a flux concentration is equal to the magnetic pressure
inside at the same geometrical depth (e. g. at the depth wheret optical surface in the
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Figure 3.20: Area fraction of low-β regions (β < 1) , i. e. regions dominated by magnetic
pressure, in the G2V (left) and M2V (right) simulations.
magnetic flux concentration is located). This value is considerably higher because the
optical surface is locally depressed in the flux concentrations. As is explained in more
detail in Sect. 3.3.1, this depression is caused by the strong reduction of the gas pressure
inside the flux concentrations. The field strengthBstrong is close to equipartition with the
external pressure in F- and G-type stars at the optical surface of the flux concentrations.
This means, that the flux tubes are mostly evacuated and a higher compression of the
field is no longer possible. In cooler stars, the equipartition with the external gas pressure
is not reached. This might be a result of radial radiative heating of the magnetic flux
concentrations. The radiative cooling time scales at the optical surface of stars cooler
than the Sun are larger because the temperature is lower and the density (and thus the
heat capacity per volume) is higher. As shown in Sect. 3.1.4,radiative energy transport is
more important in the layers directly below the surface in K and M stars than it is in F and
G stars because the absorption coefficient is less sensitive to temperature around 4000 –
5000 K than it is at higher temperatures. The flux concentrations can thus be radially
heated in the layers directly below the surface on a time scale similar to the radiative
cooling time scale of the structure. A more detailed analysis of the convective collapse of
the tubes is beyond the scope of this work.
Figure 3.20 shows the height-dependence of the area fraction of low-β regions (i. e.
regions withβ < 1) for the G2V and M2V simulations. The low-β regions have a much
lower area fraction at the optical surface of the M2V star forall values ofB0. With increas-
ing height, the gas pressure drops roughly exponentially, while the horizontally averaged
magnetic pressure has a lower limit of〈Bz〉2/(8π) = B0/(8π) within the simulated unipolar
regions. Therefore, the upper photospheric layers are mostly dominated by the magnetic
field (i.e.β < 1) in our simulations, especially atB0 = 500 G.
Figure 3.21 shows maps of the vertical component of the magnetic fi ld at a height
corresponding to 4.6 pressure scale heights above the mean level of the optical surface.
At this height, the magnetic pressure is on average far higher than the gas pressure. Con-
sequently, the magnetic field is much less structured by the flows and is less concentrated
in the downflows. Even atB0 = 500 G, there are, however, some small almost field-free
regions at this height, which are situated above the centresof mesogranules. Although
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Figure 3.21: Maps of the vertical magnetic field component ata height corresponding to
4.6 pressure scale heights above the mean level of the optical surf ce. The geometrical
depthz of this level is specified in each panel. Plots for the K5V and M0V simulations
are given in Fig. B.3.
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Figure 3.22: Same as Fig. 3.21, but 4.6 pressure scale heightsbelowthe mean level of the
optical surface. Plots for the K5V and M0V simulations are given in Fig. B.4.
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the magnetic field seems rather smooth in this layer, it is capable of imposing a complex
structure on the flows as will be analysed in Sect. 3.3.2.
The higher layers, where the magnetic field determines the dynamics, do not play a
significant role for the convective energy transport of the star as they are optically thin
and convectively stable. However, these layers are relevant for the formation of spectral
lines, which are used to infer observational information onthe magnetic field of stars.
Figure 3.22 shows the vertical component of the magnetic field 4.6 pressure scale
heightsbelow the average level of the optical surface. The pattern in thisdepth looks
roughly similar to the pattern at the optical surface shown in Fig. 3.16. In addition, there
are patches of inversed polarity in the shear layers betweenup- and downflows where the
fluid turns over. In these layers, some overturning flows penetrate the flux concentrations
somewhat and twist the magnetic field lines downwards, whichcauses inversed polarity
patches around the flux concentrations. In the downflows, themagnetic field strength is
locally somewhat higher than at the surface (up to 9.2 kG in the K0V simulation) due to
the strong compression in the converging downflows. Here, the magnetic field is of the
same order of the local value ofBeq,kin, but small compared toBeq,p.
3.3 Effects of the magnetic field on the atmospheric struc-
ture
3.3.1 Optical depth structure
The opacity,κ, in a solar-metallicity star at temperatures between∼ 4000 K and∼ 7000 K
can be mainly attributed to bound-free transitions of the H− ion (see, e. g., Gray 2005, and
references therein). In this temperature regime, the abundance of H− is roughly propor-
tional to the electron pressure, which, in turn, is roughly proportional top at constantT.
The density,̺ , is also proportional top. Therefore, a local gas pressure reduction strongly
affects the absorption coefficient,κ̺ (roughlyκ̺ ∝ p2). If a magnetic flux concentration
with a radiusa≪ Hp is approximately in magnetohydrostatic equilibrium, the sum of the
gas and magnetic pressures inside the structure equal the gas pressure at the same height
outside (Spruit 1976). At low values of the plasma-β, the magnetic pressure makes up a
significant fraction (namely (1+ β)−1) of the total pressure, entailing a strongly reduced
gas pressure. Consequently, field concentrations make the gas locally more transparent
and thus cause depressions in the optical surface, called “Wilson depressions” in analogy
to the same phenomenon in sunspots (Bray and Loughhead 1964). This is a slightly over-
simplified picture, as the local transparency changes entail ch nges in the local heat flux,
which modify the temperature structure and have thus a considerable positive effect on the
local value ofκ, which counteracts the eff ct ofp onκ̺. Nonetheless, local depressions of
the optical surface caused by magnetic flux concentrations have been invariably found in
simulations of solar magneto-convection (e. g. Vögler et al. 2005, Cameron et al. 2007).
Figure 3.23 shows maps ofz(τR = 1), i. e. maps of the geometrical depth of the
optical surface, for four non-magnetic simulations and therespective 100 G and 500 G
runs. The Wilson depressions show up very clearly as marked local minima inz(τR = 1)
and coincide with the locations of strong flux concentrations (cf. Fig. 3.16).
Figure 3.24 illustrates the depth-dependence of the effect of the magnetic field on the
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Figure 3.23: Maps of the geometrical depth of the optical surface for different spectral
types and three different field strengths. Plots for K5V and M0V are given in Fig. B.5.
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Figure 3.24:Top panels:average geometrical depth of iso-τR surfaces in the G2V (left)
and M2V (right) simulations. The black solid curve corresponds to the non-magnetic
(hydro.) run; the lower subpanels show the differences between the magnetic runs and
the non-magnetic run with 1σ temporal scatter indicated by dashed lines.Bottom panels:
rms fluctuations of the geometrical depth of iso-τR surfaces in the G2V (left) and M2V
(right) simulations. The black solid curve corresponds to the non-magnetic (hydro.) run.
iso-τR surfaces for the G2V and M2V simulations. The upper panels show t e average
geometrical depth,〈z(τR)〉, of these surfaces as function of logτR. With increasingB0,
the iso-τR surfaces move closer together, i. e.|〈z(τR)〉| is reduced somewhat by the pres-
ence of the magnetic field. For instance, in the G2V simulation with B0 = 500 G, the
surface where logτR = −4 is on average only 450 km above the optical surface com-
pared to 550 km in the non-magnetic run, i. e. a relative difference of about 20%. This
can be regarded as an effect of the increasing dominance of the magnetic pressure with
height (higher area fraction of regions withβ < 1): the magnetic flux concentrations fan
out above the optical surface and the filling factor of the loca depressions increases with
height, reducing the average height of a given iso-τR surface (see Fig. 3.27). As the photo-
spheric gas pressure increases along the model sequence from F3V to M2V, one expects
this effect to decrease monotonically from F3V to M2V. In fact, the strongest effect is
visible in the F3V star (∼ 25% reduction of〈z(logτR = −4)〉 at B0 = 500 G), however,
it is weakest in the K5V simulation (∼ 4% reduction) and becomes somewhat stronger
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Figure 3.25: Average geometrical depth of iso-τR surfaces in regions withB > 500G
(blue dashed curve), in regions withB < 500 G (red dotted curve), and in the whole
simulation box (black solid curve) for the 500 G runs of the F3V (left) and K0V (right)
simulations.
again in the M stars (for M2V:∼ 8% reduction). This is probably related to the effect
of the magnetic field on the temperature (see Sect. 3.3.3.1):in the M-star simulations the
horizontally averaged temperature in the photosphere is mostly lower in the 500 G runs
than in the non-magnetic runs, whereas, in the other stars, the horizontally averaged pho-
tospheric temperature increases withB0. A higher temperature entails a higher pressure
scale height, reducing the eff ct discussed above, while the lower temperature enhances
the effect in the M stars.
The lower panels of Fig. 3.24 illustrate the effect of the magnetic field on the corruga-
tion of the iso-τR surfaces, i. e. the standard deviation,σ(z(τR)) :=
√
〈z(τR)2〉 − 〈z(τR)〉2,
of the geometrical depth of an iso-τR surface.σ(z(τR)) is higher by a factor of 2 to 5
(for logτR . 2) in the 500 G runs than in the non-magnetic runs for all spectral types.
For the special case ofτR = 1, i. e. for the optical surface, this is already evident by the
increasing amplitude ofz(τR = 1) shown in Fig. 3.23. The strongest relative effect on the
roughness of the optical surface is visible in the M2V star, where the optical surface is
rather flat without magnetic field, namelyσ(z(τR = 1)) = 1.25 km, and is substantially
roughened by the magnetic field reachingσ(z(τR = 1)) = 6.65 km in the 500 G run. This
is, however, still small compared to the local pressure scale height in that model (which is
of the order of 25 km). In the F3V star, where the optical surface is already quite strongly
corrugated without magnetic field (σ z(τR = 1)) = 220 km), the roughness in the 500 G
run isσ(z(τR = 1)) = 550 km, exceeding the local pressure scale height (of the ordr of
350 km).
The increased corrugation of the iso-τR surfaces for higher values ofB0 is mainly a
result of the Wilson depression of the magnetic flux concentrations. This is illustrated
in Figure 3.25. The solid black curves of this figure indicateth depth dependence of
〈z(τR)〉 for the 500 G runs of the F3V and K0V stars. The blue dashed curves and red
dotted curves show the same quantity, but only averaged overregions whereB > 500 G
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Figure 3.26: Wilson depressions.Left panel:Difference in average geometrical depth of
theτR = 1 surface between magnetic structures (B(τR = 1) > 500 G) and non-magnetic
area (B(τR = 1) < 500 G) as measure for the depth of the Wilson depressions.Right
panel: Downward shift of the optical surface within the magnetic flux concentrations in
terms of pressure scale heights (measured outside the flux concentrations).
and B < 500 G, respectively.4 The blue dashed curves thus approximately represent
the run of〈z(τR)〉 within the magnetic flux concentrations, while the red dotted curves
show the same quantity in the less strongly magnetised partsof the simulation box. The
difference between these curves gives an approximate measure ofthe typical depth of the
local depressions of the iso-τR surfaces due to magnetic field concentrations. ForτR = 1,
this corresponds to the Wilson depressions (cf. Fig. 3.23).The left panel of Figure 3.26
shows this depth for all magnetic simulations. Along the model sequence, the depth of
the Wilson depressions decreases by almost two orders of magnitude from 880 km in
the F3V simulation to 12 km in the M2V simulation (both withB0 = 500 G). The right
panel of Fig. 3.26 shows the depth of the Wilson depressions in terms of pressure scale
heights outside the flux concentrations. As the pressure scal heights and the granule size
differ only by roughly one order of magnitude between these two models, the depth of the
Wilson depressions is also considerably larger in terms of pressure scale height or granule
size in the F3V star compared to the M2V star. Figure 3.26 suggests that the average depth
of the Wilson depressions depends onB0. This is probably due to the fact that the average
(horizontal) size of the magnetic flux concentrations becomes larger with largerB0 and
that the depth of a Wilson depression of a flux concentration depends somewhat on this
size (see Fig. 3.23). This is partly caused by the fact that the remaining gas in the dark
structures (which are larger than the bright structures) haa lower opacity owing to their
lower temperature. Dark structures have consequently a more strongly depressed optical
surface than bright structures for the same star. Partly, this effect might also be due to
a selection bias: as all points on the optical surface withB > 500 G where selected as
belonging to a flux concentration, some selected points are located on the inclined side
4The value of 500 G was chosen because it roughly corresponds tthe minimum of the magnetic field
distribution at the mean level of the optical surface (see Fig. 3.17), i. e. 500 G approximately mark the
transition from weak-field to strong-field regime.
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walls of the structures. Smaller structures have a higher fraction of these side-wall points.
Figure 3.27 shows vertical cuts through one magnetic flux concentration for each of
the 100 G simulations. The grey scale indicates density (normalised to the horizontally
averaged density of the whole simulation box). The relativedensity perturbations become
smaller from F3V to M2V, as the average plasma-β in the magnetic structures becomes
larger. Consequently, the optical surface is less stronglydepressed in the cooler mod-
els. The red dash-dotted contours show the surfaces ofT/Teff = 0.9, 1.0, and 1.1. In all
flux concentrations, theT = 0.9Teff surface reaches higher up above the flux concentra-
tions, indicating a heating of the upper part of the structure. Heating processes in these
layers include adiabatic heating of the downflowing material, adiative heating from the
inclined sidewalls of the depressed optical surface, viscou heating produced by vortex
like motions or magneto-hydrodynamic waves, and ohmic heating in the current layer
surrounding the flux concentration (cf. Figs. 3.34 and 3.35). TheT = 1.1Teff surface, is
approximately at the same height as the optical surface outside he flux concentrations.
Within the flux concentrations it is above the optical surface in the three hottest simula-
tions, but clearly below it in the M-star simulations. At this height, the radiative heating
from the side walls of the depression is the most efficient heat source since the convective
energy transport from below is supressed. The side-wall heating is more efficient, if the
radius-to-depth ratio of the Wilson depression is small andif the sub-surface temperature
gradient is large. The very shallow depressions of the magnetic flux concentrations in the
M-star simulations consequently have a very limited side wall heating effect. The flux
concentrations appear mainly as dark structures even at thelower values ofB0 in these
simulations (see Figs. 3.15 and B.1). The various aspects ofthe heating in the magnetic
flux concentrations is further discussed in Sects. 3.3.2 and3.3.3.
3.3.2 Velocity field
The magnetic field has a strong effect on the velocity field. The Mach number in the
simulations is mostly between 0.1 and 1 (see Fig. 3.5), whichimplies Beq,p ≥ Beq,kin.
Therefore, in regions withβ < 1 the field strength is generally above equipartition with the
thermalandkinetic energy densities.β decreases with increasing height in the simulated
stars (see Fig. 3.20). Therefore, it is expected that the flows in the high atmospheric
layers are more strongly affected by the magnetic forces than the flows in the deeper,
optically thick parts of the simulation boxes. At and below the optical surface, the very
inhomogeneous distribution of the magnetic field (cf. Figs.3.16 and 3.22) suggests that
downflows are more strongly affected by the field than upflows in the deeper layers.
Figure 3.28 shows the rms of the vertical and horizontal flow velocity components for
the G2V and M2V simulations on horizontal planes as functions f normalised pressure
as depth coordinate. The results for the other stars are qualitatively similar. The rms of the
vertical flow speed,υz,rms, is reduced in the magnetic runs below the optical surface. For
the 500 G runs, this reduction reaches up to∼ 20% in F3V and G2V and∼ 25% in the K-
and M- star simulations. In contrast, about three to five pressure scale heightsabovethe
optical surface,υz,rms is increased in most magnetic runs compared to the the non-mag etic
runs. Here, even atB0 = 20G, the rms of the vertical speed is increased by 10 – 20% in the
G2V and M2V simulations. For the runs withB0 = 100G, the strongest increase ofυz,rms
in the upper photosphere is visible in most simulations:υz,rms is increased by∼ 60% in
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Figure 3.27: Cuts through typical magnetic flux concentrations in the six simulations with
B0 = 100 G. The grey scale indicates the density̺/〈̺〉z relative to the horizontal mean
density; the solid (dotted) yellow curve is theτR = 1 (τR = 0.01) surface; the dashed blue
contour shows theβ = 1 surface; the dotted blue curve is the 500 G iso-B surface; the red
dash-dotted curves indicate theT/Teff = 0.9, 1.0, and 1.1 surfaces.x andz coordinates
are to scale for each panel but differ more than one order of magnitude for the different
models.
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Figure 3.28: Run of the rms of the vertical (upper panels) and horizontal (lower pan-
els) components of the flow velocity for the G2V (left panels) and M2V (right panels)
simulations.
the G2V simulation (25% in the K0V simulation,∼ 15% in the K5V simulation, and 30 –
40% in the M-star simulations). Only in the F3V simulation the rms of the vertical flow
speed is up to 20% smaller for all three magnetic simulationsn the upper photosphere





y shows a similar depth dependence asυz,rms (see lower
panels of Fig. 3.28). Its reduction below the surface in the magnetic runs is somewhat
stronger (forB0 = 500 G:∼ 35% in the F3V and the G2V simulation,∼ 40% in the K-
and M-star simulations) and is already noticable atB0 = 20 G. The increase about three
to five pressure scale heights above the optical surface is also stronger. Again, the 100 G
runs show the strongest eff ct in these layers and the rms of the horizontal velocities is
increased by 60 to 100% in all simulations with the exceptionof F3V and K5V, where
this increase is relatively small (∼ 10%).
In the optically thick lower layers of the simulation boxes,the main effect of the
magnetic field is a reduction of the velocity in the downflows,hile the upflows are much
less affected as expected from the preference of the magnetic field for the downflows.
This is illustrated in Figure 3.29, where the depth-dependence of the average upflow and
downflow speed is shown for the G2V and M2V simulations. The upflow speed below
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Figure 3.29: Horizontal averages of the upflow (upper panels) and downflow (lower pan-
els) speeds in the G2V (left panels) and M2V (right panels) simulations.
the optical surface is reduced by 10 – 20% atB0 = 500 G in these two stars. For the
simulatons of other spectral types, the effect is similar. The downflow speed is reduced
somewhat more strongly: all simulations show a reduction ofab ut 30% of the downflow
speed in the first few pressure scale heights below the optical surface atB0 = 500G
compared to the respective non-magnetic run. Figure B.21 inAppendix B shows the up-
and downflow speeds averaged on surfaces of constant opticaldepth.
As the downflow speed is more strongly reduced by the presenceof th magnetic field
than the upflow speed and the density in the downflows is also reduced, it is expected
that the area fraction of upflows, which is about 65 – 70% in thenon-magnetic runs (cf.
Fig. 3.6), should be lower in the 500 G runs. This is actually the case: in all simulations
with B0 = 500 G, the area fraction of upflows is reduced to values around60% below the
optical surface.
Figure 3.30 shows maps of the vertical componentυz(z = 0) of the flow velocity
at the mean level of the optical surface for the non-magneticand two magnetic (B0 =
100 G, 500 G) runs for the F3V, G2V, K0V, and M2V simulations (maps for the K5V and
M0V simulations are given in Fig. B.6 in Appendix B). For the magnetic simulation runs,
the time step shown is the same as in Figs. 3.15, 3.16, 3.21, and 3.22. On the one hand,
the presence of the magnetic field appears to reduce the amount of small-scale structure
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Figure 3.30: Vertical component,υz, of the flow velocity for four different spectral types
(from top to bottom:F3V, G2V, K0V, and M2V; for K5V and M0V, see Fig. B.6) for three
different runs per spectral type (from left to right: non-magnetic (hydro.), B0 = 100 G,
andB0 = 500 G) at the average level of the optical surface (z= 0).
(especially well visible in the 100 G run of the F3V star, which looks much smoother
than its non-magnetic counterpart). On the other hand, strong c ncentrations of magnetic
field appear as regions with detailed small-scale structurein υz, albeit with reducedυz
amplitude. Small amounts of magnetic flux apparently help tostabilise downflows as the
field is mainly vertical and thus Lorentz force mainly acts onhorizontal flows. Larger
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flux concentrations start to impede even the vertical flows, as the mass supply at the top
of the structures is blocked. After an initial formation phase during which the downflow
evacuates the upper part of the structure, the velocity at the optical surface drops almost
to zero. Moreover, ifβ < 1, the complicated structure of the flows and magnetic field in
deeper layers is partly imposed on the velocity structure atthe surface.
Figure 3.31 shows the joint histogram of the vertical components of the magnetic field
and the flow velocity for the same selection of simulations asin Fig. 3.19, taken from a
layer of half a pressure scale height each above and below themean level of the optical
surface. The vertical component of the magnetic field has a similar bimodal distribution
as its modulus|B| (cf. Fig. 3.17) in all simulations. The correlation betweenBz andυz
is qualitative different between the spectral types: in the F3V-star simulation, the vertical
component of the flow velocity has a broad distribution in theweak- and in the strong-
field parts of the simulation. Most of the upflows are associated with weak field. In the
strong-field regime aroundBz ≈ 2 kG, there occur downflows of up to 12 km s−1, but also
a small percentage of substantial upflows. In the cooler K0V-star simulation, there is a
very clear relation betweenBz andυz: for |Bz| < 0.5 kG, there is a broad distribution of
υz, while for 0.5 kG < Bz < 2 kG the vertical flow speed is mostly negative, its modulus
decreasing with increasingBz. For Bz > 2 kG,υz is mostly close to zero. For the coolest
model of the sequence, the M2V-star simulation, the pictureis similar, but the distribution
of υz around 0 for high field strength is even narrower and extends down to approximately
Bz = 1 kG.
These different joint histograms can be understood in terms of lifetims of magnetic
flux concentrations. As the magnetic field is concentrated inownflows, one would, on
the one hand, expect the strongest fields to coincide with thestrongest downdrafts. On
the other hand, these downflows cannot be sustained owing to the suppression of their
horizontal inflows, i. e. of their mass supply. Consequently, a downflow is only possible
during the formation phase and not in a long-lived flux concentration. The downflows are
thus decelerated by the presence of the field. Long-lived magnetic regions are almost at
rest. As is shown in Sect. 4.3.3, the magnetic flux concentrations on the M-star simula-
tions evolve on much longer timescales than the flux concentrations on hotter stars, which
is consistent with the different appearance of the histograms in Fig. 3.31.
Figures 3.32 and 3.33 show vertical velocity maps for four depths below the optical
surface for the non-magnetic and the 100 and 500 G runs of the G2V and M2V simu-
lations (for the other simulations see Figs. B.7 – B.10 in Appendix B). While in the
non-magnetic simulations the network of intergranular lanes breaks apart into a number
of strong downdrafts below the surface, the downflows seem toprefer a more network-
like structure in the magnetic case down to 4.6 pressure scalheights below the optical
surface. This phenomenon is known for solar magnetoconvection (Nordlund and Stein
1990). The strongest magnetic flux concentrations (cf. Fig.3.16) all appear above ex-
tended downflow areas. The “mesogranular” structure indicated by the locations of mag-
netic flux concentrations is thus a reflection of the structure of the subsurface flow pattern.
As already shown in Figs. 3.28 and 3.29, the average speeds decreas with increasingB0
in these layers. As the magnetic field prevents most downdrafts to become as fast as in the
non-magnetic case, the area fraction of downflows has to increase and a more network-
like structure evolves. This might also be one of the causes for the slightly smoother
appearance of the vertical flow structure at the optical surface (cf. Fig. 3.30).
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Figure 3.31: Joint histograms of the vertical components ofthe magnetic field and the
flow velocity in a layer between〈z(p = p0 exp(−0.5))〉 and〈z(p = p0 exp(+0.5))〉, where
p0 = 〈p(τR = 1)〉 is the mean pressure at the optical surface.
63
3 Overall structure
Figure 3.32: Vertical component,υz, of the flow velocity at four distinct depth levels
below the optical surface for the G2V simulation without magnetic field (left column),
with B0 = 100 G (middle column), and withB0 = 500 G (right column). The four depth
levels correspond to roughly 1.15, 2.3, 3.45, and 4.6 pressucale heights below the
optical surface (from top to bottom); the geometrical depth is given in each panel; also see
Figs. 3.33 and B.7 – B.10.
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Figure 3.33: Same as Fig. 3.32, but for the M2V simulation. Plots for the F3V, K0V, K5V,
and M0V simulations are given in Figs. B.7 – B.10.
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Figure 3.34: Horizontal cuts through three different runs of the G2V star simulation with-
out magnetic field (left column) with B0 = 100 G (middle column) and withB0 = 500 G.
All cuts are situated such that〈p〉z = 0.01p0, i. e. about 4.6 pressure scale heights above
the optical surface; the geometrical depth of this level is given in each panel.From top to




magnetic field strength|B| are given; also see Figs. 3.35 and B.11 – B.14.
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Figure 3.35: Same as Fig. 3.34, but for the M2V star; plots forthe F3V, K0V, K5V, and
M0V simulations are given in Figs. B.11 – B.14.
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Figures 3.34 and 3.35 illustrate the dynamics of the higher atmosphere, which change
considerably from the non-magnetic to the magnetic case. For the same simulation runs
as in Figs. 3.32 and 3.33, the figures show the vertical component,υz, of the flow veloc-




y, the temperature,T, and
the modulus of the magnetic field strength,|B|, in horizontal cuts situated 4.6 pressure
scale heights above the optical surface (for the same figure for the other four stellar types,
see Figs. B.11 – B.14 in Appendix B). In this high layer, theβ < 1 regions comprise a
high area fraction and the magnetic field governs the dynamics of the plasma. Without
magnetic field, the vertical velocity structure in this height is dominated by overshoot-
ing convection, which penetrates these layers from the strongest upflows. As the sound
speed decreases with increasing height (decreasing temperature), some of the flows be-
come supersonic and shocks evolve at the interface between up- and downflows in the
G2V simulation. The viscous heating at the shock fronts is the main non-radiative heat
source in this layer (also see Moll et al. 2011). If a magneticfield is present, the veloc-
ity structure of the upper atmosphere becomes much more complicated, as the magnetic
field couples these layers to the lower layers: above magnetised downflows of the 100 G
run, strong downflows with vortex-like horizontal motions evolve. The sharp and straight
shock fronts dissappear, but in some of the vortices there issub tantial viscous heating
(also see Moll et al. 2012). Moreover, the plasma motions in the deeper layers may ex-
cite various magnetohydrodynamic wave modes (Jafarzadeh et al. 2013, Shelyag et al.
2013). Consequently, the sites of this non-radiative heating (i. e. of enhancedT) roughly
coincide with the locations of magnetic field concentrations. At 500 G, the velocity am-
plitudes and heating goes down, as strong magnetic field (especially the magnetic tension
force) starts to suppress the formation of vortices and strong downflows near the optical
surface. In the M2V star, the situation is rather similar. Here, the magnetic field seems to
be even more important for the heating of the upper atmosphere, as there are no shocks in
the non-magnetic case. The sites of enhanced temperature inth cut shown in Fig. 3.35
coincide very well with the sites where the magnetic field strength is particularly high for
both magnetic runs shown.
3.3.3 Thermodynamic structure
In Sect. 3.3.1 it was shown that the magnetic field has a strongeffect on the local density
and temperature near the optical surface (cf. Fig. 3.27). Atthe end of Sect. 3.3.2, the
influence of the magnetic field on the thermodynamical structure in the upper atmosphere
was briefly described (cf. Figs. 3.34 and 3.35). In this section, the effect of the magnetic
field onT(x, y, z), p(x, y, z), and̺(x, y, z) is discussed in more detail.
3.3.3.1 Temperature
The effective temperature of the simulations slightly changes dueto the presence of the
magnetic field (see Table 2.1 and Fig. 2.2). As described in Sect. 2.3.3, the bottom
boundary condition for the entropy density in the simulations was left unchanged when
a magnetic field was introduced. This is close to the real situation, if the boxes are deep
enough and if the magnetised regions are thought to be relativ ly small and thus not to
substantially influence the global structure of the star. However, one should be cautious
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Figure 3.36: Run of the horizontally averaged temperature as function ofz (upper panels)
and logτR (lower panels) for the F3V (left) and K0V (right) simulations. The lower
subplot displays the differences between the magnetic runs and the non-magnetic (hydro.)
run.
to interpret these differences in effective temperature to reflect the absolute radiative flux
differences to be expected between active regions and the quiet unmagnetised star. The
differences in effective temperature of the runs of differentB0 should be taken into account
in the interpretation of the synthetic spectral line profiles.
Figure 3.36 illustrates the depth dependence of the temperatur in the F3V and K0V
simulations averaged over horizontal planes (upper panels) and over surfaces of constant
optical depth (lower panels). In horizontal planes, the temp rature is higher in the mag-
netic runs than in the non-magnetic runs at almost all depths. In the F3V star, the tem-
perature in the 500 G run is higher than in the non-magnetic run by more than 1000 K at
depthsz ≥ 3000 km. In the lower atmosphere, there seems to be an increase of almost
2000 K from non-magnetic to 500 G run in this star. However, one has to take into ac-
count the very corrugated optical surface: the deep Wilson depressions of the magnetic
flux concentrations shift the average level of the optical surface (which definesz = 0)
outside the magnetic flux concentrations downwards. This mimics a strong increase of
T(z) as the steep photospheric temperature gradient of the weakly magnetised regions is
moved to a shallower geometrical depth. The run of the temperature averaged on iso-τR
surfaces, i. e.〈T〉τ(τR), indicates a somewhat weaker, but still considerable, impact of
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Figure 3.37: Temperature averaged on horizontal planes (left panel) and surfaces of
constant optical depth (right panel) whereB > 500 G (blue dashed curve) and where
B < 500 G (red dotted curves) for the 500 G run of the G2V simulation. The black solid
curve gives the averages over the total area.
the magnetic field on the depth dependence of temperature. Thdifference in〈T〉τ(τR)
between simulations with differentB0 becomes insignificant only in the deepest layers
(logτR & 3) for all spectral types. Slightly below the optical surface the magnetic runs
are cooler (especially the 500 G run), and in the higher atmospheric layers they are hotter
than the non-magnetic runs. In the M-stars, the 500 G runs arecool r (in iso-τR averages
between logτR = 3 and logτR = −2.
Figure 3.37 shows the run of the temperature in regions withB > 500 G and withB <
500 G for the G2V simulation withB0 = 500 G. The horizontally averaged temperature
〈T〉z is much lower within magnetic flux concentrations than in regions which are only
weakly magnetised. This is again an effect of the depressions caused by the magnetic flux
concentrations (cf. Figs. 3.25 and 3.27). The temperature averaged over iso-τR surfaces
(see right panel of Fig. 3.37) is higher within the flux concentrations in the atmosphere
(τR . 1), but lower in the convective envelope (τR ≫ 1). This is partly due to the fact
that most of the magnetic flux is accumulated in downflows: downflows are hotter than
upflows in the subadiabatically stratified atmospheres while t ey are cooler than upflows
in the (superadiabatically stratified) convective envelops. In order to isolate the eff ct
of the magnetic field, one has to compare downflows and upflows separately between
the 500 G run and the non-magnetic runs. This comparison is shown in Fig. 3.38 for
the F3V, G2V, K0V, and M2V simulations. Interestingly, the effect of the magnetic field
on the temperature is qualitatively and quantitatively quite s milar in up- and downflows
and thus they both resemble approximately the overall effect shown in Fig. 3.37: the
atmospheres are hotter in the magnetic simulations while the layers directly below the
surface are cooler (if compared at the same optical depth). Generally, the effect on the
downflows is somewhat stronger than the effect on the upflows. Only the M stars show
a considerably different impact: in the magnetic simulations only a very small thin layer
in the atmospheres (around logτR = −3) is hotter than in the non-magnetic simulations
while the lower (and very high) atmosphere is cooler in up- and downflows.
As pointed out in Sect. 3.2, not all downflows carry substantial magnetic flux. Fig-
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Figure 3.38: Average temperature difference between the 500 G and non-magnetic runs
in up- and downflows for the F3V, G2V, K0V, and M2V simulations.
ure 3.39 shows〈T〉τ(τR) separately for weakly magnetised downflows (B < 500 G) and
for strongly magnetised downflows (B > 500 G) in the 500 G run of the K0V star rela-
tive to the non-magnetic simulation of that star. The strongly magnetised downflows are
further decomposed into dark structures (Ibol < 〈Ibol〉 − σI , whereσI denotes the standard
deviation ofIbol), bright structures (Ibol > 〈Ibol〉+σI ), and intermediately bright structures
(〈Ibol〉−σI ≤ Ibol ≤ 〈Ibol〉+σI ). As expected,〈T〉τ(τR) differs strongly between differently
bright structures. However, all three groups of strongly magnetised downflows have a
lower temperature than the weakly magnetised downflows around logτR = 2 and a higher
temperature above logτR = −2. The reduced temperature in the magnetic structures be-
low the surface is probably caused by the reduced mixing between up- and downflows
due to the suppression of horizontal motions, while the enhanced temperature above the
surface is caused by various heat sources, especially the radiative heating from the side
walls of the depression.
Figure 3.40 illustrates the temperature structure of the 100 G run of the K0V star and
the 500 G run of the M2V star as two examples. The figure shows maps of T(x, y, τR)
for a number of different optical depths for a fraction of the horizontal extentof the two
simulation boxes. All temperature images are saturated at±2 standard deviations from
the mean temperature of the respective map. The values for the mean and the satura-
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Figure 3.39:Left panel:Temperature averaged on surfaces of constant optical depthin the
downflows of the 500 G and non-magnetic runs for the K0V simulations. The downflows
of the magnetic run are divided into different components: a weakly magnetised compo-
nent (B < 500 G; grey curve), and three strongly magnetised components (B > 500 G)
with different vertical bolometric intensity: low intensity (dark, Î < −1, purple curve),
medium intensity (medium, −1 ≤ Î ≤ 1, red curve), and high intensity (bright, Î > 1, or-
ange curve), using the definition ofÎ given in Eq. (4.1).Right panel:Difference between
the curves of theleft paneland the averaged temperature of the non-magnetic run (grey
dashed curve inleft panel).
tion thresholds are indicated on the color bar next to each map. The snapshots are the
same as shown in Figs. 3.15 and 3.16. The region shown for the K0V simulation con-
tains several very bright magnetic features. These features ar remarkably hot directly
at the optical surface. Not much below the surface, at logτR = 1.5, these structures
are, however, much cooler than the surrounding granules andeven somewhat cooler than
weakly magnetised downflows owing to the reduced mixing below up- and downflows.
This is consistent with the average temperature profiles of magnetised downflows shown
in Fig. 3.39. Above the optical surface, at logτR = −1.5 the temperature fluctuations
of the non-magnetised area is reversed, as the (overshooting) upflows above granules are
cooler than the downflows. The atmosphere above most of the bright magnetic struc-
tures is hotter than average from the optical surface up to logτR = −4.5, again consistent
with Fig. 3.39. In the higher layers, there appear some vortex-lik structures (e. g. at
(x, y) = (3.2 Mm, 4.9 Mm); cf. Fig. B.12). The region shown for the M2V simulation
contains parts of the most prominent dark magnetic structure as well as a second, smaller
and less dark one and the surrounding granules. At the optical surf ce, the very dark re-
gion is cooler by up to 200 K than the average temperature, while the smaller dark region
is mostly only cooler by 50 – 100 K. Both structures are surrounded by very small-scaled
hot features. Below the surface, the dark structures are still cooler than the environment
but not significantly cooler than less magnetised downflows.The dark structures remain
also cooler somewhat above the optical surface (cf. Fig. 3.39), but at logτR . −3, they
appear as hot regions (especially the smaller one). At logτR = −3 and logτR = −4.5, the
coolest regions are above the granules (reversed granulation).
In the F- G- and K-star simulations, the magnetic flux concentrations are mostly
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Figure 3.40: Maps of the temperature,T, on iso-τR surfaces of a region from the K0V




Figure 3.41: Gas pressure averaged over horizontal planes in the F3V (left panel) and
K0V simulations (right panel) with B0 = 500 G. The blue dashed curves shows averages
within magnetic flux concentrations (B > 500 G), the red dotted curve in the surroundings
(B < 500 G), the black solid curve gives the averages over the total are .
heated radiatively through their side walls near the optical surface. Fig. 3.39 suggests
that this even works to some extent in small dark magnetic stru tu es (micropores), which
are hotter than the non-magnetic downflows at logτR < −1.5. This mechanism does not
work efficiently in the shallow depressions caused by the magnetic field on M dwarfs (cf.
Figs. 3.27). Consequently, micropores on M stars are cool except for the small-scaled
hot features at their edges. However, there is some heat generat d by viscous and ohmic
heating in the upper atmosphere (logτR ≈ −3; cf. Fig. 3.35).
3.3.3.2 Pressure and density
Figure 3.41 shows the gas pressure averaged over horizontalplanes within flux concen-
trations (B > 500 G) and in the surroundings (B < 500 G) for the 500 G runs of the F3V
and K0V simulations. Owing to the high magnetic pressure inside the flux concentra-
tions, the gas pressure is strongly reduced. At constant geometrical depth, this effect is
most strongly pronounced in the F3V simulation, where the gas pressure reduction is on
average around 85 % at the optical surface (locally it can surpass 90 %). The gas pressure
reduction becomes smaller for the cooler stars because the field strength at the optical
surface are similar while the photospheric gas pressure incases by about one order of
magnitude (cf. Fig. 3.7). In the coolest model, the M2V star,i amounts to roughly 25 %
at z = 0. This is consistent with a smaller reduction of the densityin the cooler models,
which entails much shallower Wilson depressions (cf. Fig. 3.27).
As the absorption coefficient is highly pressure-dependent in the photospheres (ap-
proximatelyκ̺ ∝ p2, see discussion in Sect. 3.3.1), the effect of the magnetic field on
〈p〉τ is quantitatively and qualitatively different from on〈p〉z. Figure 3.42 shows the dif-
ference in〈p〉τ between simulations withB0 = 500 G and their non-magnetic counterparts
separately for up- and downflows. As for the temperature, this difference is relatively
similar in quality and quantity in up- and downflows, although almost the entire magnetic
flux is concentrated in downflows. The average gas pressure ona given iso-τR surface
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Figure 3.42: Differences in gas pressure averaged on iso-τR surfaces between the 500 G
runs and the non-magnetic runs separately for up- and downflos.
is higher in the magnetic runs over large parts of the given depth range. As the area
fraction of the (partially evacuated) low-β regions increases with height (cf. Fig. 3.20),
the average gas pressure drops more quickly with height in the 500 G runs than in the
non-magnetic runs, entailing a steeper gradient ofκ̺. Neglecting the effect of the tem-
perature onκ, this would result in a somewhatlarger horizontally averagedκρ and thus
larger average gas pressure at any given optical depth. The hig st pressure is found in
the periphery of magnetic structures (see Fig. B.15 in Appendix B), which is expected
because these are viewed through a partially evacuated and consequently very transparent
magnetic structure: the optical depth is already reduced atthese points, while pressure and
density are not (cf. Fig. 3.27). At logτR < −2, however, the gas pressure often becomes
smaller in the 500 G runs than in the non-magnetic runs (especially in the downflows).
This is related to the higher temperature in the magnetic downfl regions in the high
atmosphere (cf. Fig. 3.40): a higher temperature entails a higher opacity (see Fig. B.17
in Appendix B), which moves the iso-τR surfaces upwards to lower pressures and densi-
ties. In fact, the lowest pressure values on iso-τR surfaces are observed in hot magnetic
structures (cf. Fig.B.15 in Appendix B).
Figure 3.43 shows the relative differences of the gas pressure at the optical surface,
p0 := 〈p(τR = 1)〉, between the magnetic simulations and their non-magnetic counterpart.
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Figure 3.43: Relative increase ofp0, the pressure at the optical surface, in the magnetic
runs in comparison to their non-magnetic counterparts.
Generally, the gas pressure at the optical surface is higherin the magnetic runs. The
strongest effect is visible in the 500 G runs (∼ 5-7% difference to non-magnetic run in the
M- and K-star simulations, 12% in the G2V simulation and 22% in the F3V simulation).
The density shows a behaviour very similar to that of the gas pre sure (see Figs. B.16
and B.18 in Appendix B). This is because the relative temperature fluctuations on surfaces
of constant optical depth are generally smaller than the relativ pressure fluctuations. In
the temperature range of interest (3000 – 7000 K) the mean molecular weight does not
change significantly, because neither molecule formation nor hydrogen ionisation play an
important role in this range. Therefore, the ratio of gas presure and density only depends
linearly on temperature and is thus not strongly varying within he photosphere.
In contrast to the temperature, the impact of the pressure (and density) on observation-
ally detectable signals (i. e. on spectral lines) is relatively weak (“pressure broadening”).
Although the magnetic field affects the pressure and density very strongly on horizontal
planes and still considerably on surfaces of constant optical depth, the direct effect of
this modification on spectral lines is most likely undetectable for the considered spectral
types and values ofB0. However, the effect of the magnetic field on optical depth (see
Sect. 3.3.1) and temperature (see Sect. 3.3.3.1) are mainlyco sequences of its eff ct on
the gas pressure.
3.3.3.3 Fluctuations of temperature and pressure
Figure 3.44 shows the rms fluctuations of gas pressure and temperature for the F3V and
M2V simulations on surfaces of constant optical depth. Bothquantities change consider-
ably from non-magnetic to magnetic simulations. The pressure fl ctuations become much
larger with magnetic field above the optical surface in all stars. Below the optical surface
the effect is smaller, but in most cases there is still a considerablincrease. The reason for
this strong increase is the combination of higher pressure in the periphery of the magnetic
flux concentrations(cf. Fig. B.15) and the considerably changed atmosphere structure
within the flux concentrations. The high pressure in the periphery is a geometrical effect
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Figure 3.44: Profiles of the relative rms fluctuations of the gas pressure (upper panels)
and the temperature (lower panels) on iso-τR surfaces for the F3V (left) and M2V (right)
simulations. The curves for the non-magnetic simulation runs (hydro.) correspond to the
curves in Fig. 3.11.
of the inclined walls of the magnetic flux concentrations (cf. Fig. 3.27), which affect the
optical depth structure and shift surfaces of constant optical depth downwards in the pe-
riphery of the magnetic flux concentrations. Within the flux con entrations, the opacity
is either enhanced (hot structures) or reduced (cool structures) leading to a reduced or
enhanced gas pressure, respectively.
The effect on the temperature fluctuations is weaker and mostly confined to logτR .
2. For the hotter stars, the temperature fluctuations even becom smaller in the higher
photosphere with magnetic field, while the M-star simulations show somewhat enhanced
temperature fluctuations in the magnetic runs. On the one hand, the viscous heating in
shocks, which only occur in the hotter stars, becomes less with magnetic field. On the
other hand, Ohmic heating and viscous dissipation of vortices and magnetohydrodynamic
waves are heat sources which lead to temperature inhomogeneities. While the former
effect leads to a reduction of the temperature fluctuations caused by the magnetic field in




Figure 3.45: Enthalpy flux (top) and kinetic energy flux (bottom) in the G2V and M2V
simulations. Both quantities are given in units of the totalenergy flux (cf. Fig 3.12).
3.3.4 Energy flux
As shown in Sect. 3.1.4, the energy flux in the convective envelope is composed of two
fluxes of opposite sign. In the non-magnetic case, there is a considerable kinetic energy
flux from the surface towards the stellar interior of -20 to -60% percent of the total en-
ergy flux. The net enthalpy flux is directed upwards and carries more than 100% of the
total flux to compensate the negative net kinetic energy flux.Figure 3.45 gives the depth
profiles of the enthalpy flux and kinetic energy flux of the G2V and M2V stars with dif-
ferentB0. The other spectral types show qualitatively similar results. The kinetic energy
flux is reduced in all magnetic runs. In the 500 G runs, it is lesthan a third of its value
without magnetic field. This is mainly a consequence of the strong concentration of mag-
netic flux in downflows, which entails a lower downflow speed an(see Sect. 3.3.2) and
lower density in downflows (see Sect. 3.3.3.2). The enthalpyflux is thus mostly smaller
in the magnetic runs. The presence of the magnetic field reduces the enthalpy flux in up-
and downflows. However, the reduction in the upflows is somewhat stronger than in the
downflows, causing the difference in the net enthalpy flux. In greater (geometical) depth,
enthalpy flux and kinetic energy flux do not seem to add up to exactly 100% in the plots of
Fig. 3.45. This is probably due to the low number (six) of snapshots used for this analysis
and to the fact that the system has not reached a global equilibri m again, as the time
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As a basis for the analysis of the granulation patterns, we used a time series of 500 syn-
thetic (bolometric) intensity images for each of the six simulation runs (for details on the
simulations considered, see Sect. 2.3.2). The images are separat d by 20δt whereδt is the
simulation time step (depending on the star, 2.9 s≤ 20δt ≤ 4.3 s), which is well below the
typical lifetime of the stellar granules (of the order of several minutes).
We implemented a granule segmentation and tracking algorithm, which was designed
to follow granules in intensity images. In order to scale to the different intensity values of
the stars the algorithm uses the normalised (bolometric) intensity fluctuation,
Î = (I − 〈I〉)/σI , with σI =
√
〈I2〉 − 〈I〉2 , (4.1)
where〈. . . 〉 denotes the temporal and spatial mean. This normalisation simplifies the
comparison between stars with different surface temperatures and temperature contrasts.
In the first step,S1, of the algorithm, the image is divided into sub-images of 2× 2
pixels. For each sub-imagei, the mean,〈Î 〉i, and the standard deviation,σi(Î ), of the nor-
malised intensity contrast are calculated. The algorithm ten utilises the fact that granules
are extended bright features, while intergranular lanes ard k and rather sharp (i. e. the
intensity gradient is large). Accordingly, depending on its values of〈Î 〉i andσi(Î ), each
sub-image is put into four categories, characterised by a numbera between 0 and 1. A
high value ofa means that the probability that the sub-image is part of a granule is high.

















0, if 〈Î 〉i < I inter or σi(Î ) > σh
0.3, if I inter ≤ 〈Î 〉i ≤ Igran and σh > σi(Î ) ≥ σm
0.7, if I inter ≤ 〈Î 〉i ≤ Igran and σm > σi(Î ) ≥ σl
1, if 〈Î 〉i > Igran or σi(Î ) < σl
. (4.2)
The threshold valuesIgran, I inter, σl, σm, andσh enter the segmentation as parameters.
The “map” resulting from this categorising (cf. upper rightpanel of Fig. 4.1) has
half the resolution of the original image. In the next step,S2 this map is smoothed by
a Gaussian (σ = 2 pixels), interpolated back onto the original grid size, and clipped at
a threshold value of typically 0.5. The continuous regions obtained in this step already
roughly correspond to granules in the original images but are usually somewhat smaller.
In the last step,S3, using a multiple-level tracking (MLT) method (cf. Bovelet and Wiehr













Figure 4.1: Illustration of the segmentation and tracking algorithm (snapshot of the G2V
simulation). Top panels:raw intensity image (left); map of sub-image categories (the
numbera is shown in grey scale;right). Middle panels: granule segmentation before
the multiple-level tracking (MLT; coloured areas= granules; black= intergranular lanes;
colours were chosen randomly and for clarity;left); segmented image after MLT (right).
Bottom panels:trackable (coloured) and non-trackable (white) granules after the first
segmentation/tracking run (left) and after the fifth run (right).
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2001), all pixels withÎ > I inter which are not yet part of a detected granule are either
assigned to one of the granules already detected or considered as small-scale intergranular
structures, which were excluded with a minimum-size criterion. The first four images of
the series shown in Figure 4.1 give an illustration of the segm ntation algorithm.
For a statistical analysis of granule properties (such as size, mean intensity, etc.) in
snapshots this algorithm provides a suitable basis. However, it is not sufficient for tracking
granules in time since there are often cases where the distinct on between a single granule
with substructure and a group of two or more granules is not clear. The interpretation of
such cases by the algorithm could fluctuate from snapshot to snapshot, which would give
rise to numerous granules which are identified only in one snap hot. To overcome this
problem and enable tracking granules, a modification of the sc me is necessary. First, the
series of images were subdivided into packages of 10 sequential images. After running
the segmentation algorithm described above for all 10 images, a simple comparison of
overlapping granule area in subsequent images yields a firsttracking step (T1). Structures
which exist through the whole sub-series of images are considered as unambiguous cases
of trackable (“stable”) granules. Next, the segmentation is run again only considering the
parts of the 10 images where no trackable granules have been det cted in the previous
step. A slight variation of the segmentation parameters enabl s the algorithm to find
further granules in this run. After about five iterations 80 –90% of the granules can be
tracked through the series of 10 subsequent images. The remaining granules are probably
in a phase of evolution where their definition is particularly difficult (splitting or merging).
The last two images of the series shown in Figure 4.1 show the trackable granules after
the first segmentation/tracking run and after the last (fifth) run, respectively. Most f the
granules are detected by the algorithm. There are, however,a f w untrackable granules:
the largest white region appearing in the lower right panel of Figure 4.1, for instance,
seems to belong to a larger granule-like, bright area. A closer inspection of the original
image and the intermediate steps of the algorithm suggests,however, that this larger area
is composed of three parts. While the middle and the right part do not appear clearly
divided from each other by a dark lane, there is a lane-like structure between the left-hand
side part of the area and the rest. The algorithm will therefore find this left-hand side part
as one granule living through the short sub-series of 10 images for most parameter sets
whereas the rest of this granule-like area will sometimes appe r as two, sometimes as one
detected granule and remain untrackable.
Finally, the packages are merged and granules which exist inubsequent packages
are identified (search for overlapping area, similar in size). The described procedure effi-
ciently finds long-lived granules, but it also limits the lifetime resolution, since, by defi-
nition in this algorithm, the granules can only have lifetimes which are integer multiples
of 10 subsequent images. This corresponds to a minimum lifetime of roughly 29 to 43 s,
depending on the simulated star.
In order to use the same data set and algorithm for the statistic l analysis (Sect. 4.2.3)
of snapshots as for the evolution and lifetime analysis of the granules (Sect. 4.2.4), we
limited ourselves to a rather short sequence of 500 images spanning roughly half an hour
of stellar time. As a good compromise between statistical independence and statistical
significance, we considered every 15th image for the statistical part of the analysis, which
corresponds to a time step of the order of one minute of stellar time. Since this is already
smaller than the typical evolution time scale of the granules (∼ several minutes), a finer
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sampling would not improve the statistical significance. For the statistical analysis in
Sect. 4.2.3, all granules (trackable and not trackable) were considered, whereas for the
determination of the lifetime and time averaged properties, he untrackable granules were
excluded from the sample.
4.2 Properties of the granulation in the non-magnetic sim-
ulations2
4.2.1 General appearance of the granulation pattern
All six simulations considered here show spatial patterns in the vertically emerging (bolo-
metric) intensity reminiscent of solar granulation (see Fig. 3.1). The visual appearance
indicates a qualitative change of the convection within themodel sequence around spec-
tral type K, which will be analysed further in this section.
The top panel of Figure 4.2 shows histograms of the bolometric intensity, illustrating
the difference of about a factor of ten between the average intensityof the hottest and the
coolest model, as well as the decreasing intensity contrast(wid h of the distribution). In
what follows, we use the normalised intensity fluctuationÎ as defined in Eq. (4.1). For this
quantity, the differences in mean intensity and contrast are removed by the normalisation.
The middle and bottom panel of Figure 4.2 show histograms of the normalised inten-
sity fluctuations,̂I , (solid curves) calculated from a large number of statistically indepen-
dent snapshots. In all cases, the distributions show signs of bimodality, i. e. there is a
bright and a dark component. Without taking into account possible asymmetries of the
two individual components, the balance between them varieslong the model sequence:
the brighter component gets relatively weaker from F3V to K0V and then stronger again
from K0V to M2V.
The dashed and dotted curves in Figure 4.2 show histograms ofseparate distributions
of Î for intergranular lanes and granules, respectively, as defined by our segmentation al-
gorithm. The fractional area covered by granules is almost invar ant between simulations,
which effectively couples the width and amplitudes of the granular and intergranular com-
ponents of the intensity distributions. The intensity distribution of the granular component
is broader and has a lower amplitude in the three hotter models than in the cooler ones. It
becomes more asymmetric from F3V to K0V with its peak shifting towards lower inten-
sities. From K0V to M2V, the granular component becomes moresymmetrical again and
somewhat narrower. In contrast, the intergranular component is relatively narrow and has
a high amplitude in the hottest models and becomes broader inthe K- and M-star simula-
tions. Consequently, along the model sequence, the granular component becomes weaker
in the combined distributions from F3V to K0V and than stronger from K0V to M2V.
In the M-star simulations, the intergranular component merges with the flank of bright
component, which results in an apparently unimodal distribu ion with a peak at the typ-
ical granule intensity. The decreasing intensity contrastσI/〈I〉 with decreasing effective
temperature is a consequence of the lower energy flux (∝ T4eff) and higher density of the
emitting layers. Higher density results in a higher heat capa ity per volume which means
2This section has been published as Sect. 3.2 – 3.5 in Beeck et al. (2013b).
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Figure 4.2: Intensity histograms.Top panel:histograms of the bolometric intensity. The
bins are logarithmically equidistant with a bin size of 0.01dex.Middle and bottom panels:
histograms of the normalised intensity fluctuationÎ (see Eq. (4.1)). The bins are linearly
equidistant with a bin size of 0.1. Solid curves show the histograms of the entire area,
dotted and dashed curves in the middle and bottom panel show the histograms of granules
and intergranular lanes, respectively, as detected by the algorithm described in Sect. 4.1.
85
4 Granulation
that the enthalpy flux can be sustained by a smaller temperatur contrast between up- and
downflows (see Sect. 3.1.3). The smooth appearance and lack of bright sub-structure in
K- and M-star granules can be explained by the veiling of the granulation by an opti-
cally thick layer (cf. Nordlund and Dravins 1990a): for decrasing effective temperature,
the transition from convective to radiative heat transportoccurs over a greater range of
pressure scale heights and sets in at greater optical depth.This leads to a thin subsurface
layer in which diffusive radiative energy transport plays an important role. In most cases,
the top part of this layer (the region aroundτR ≈ 1) is stable against convection. The
vertical motions which are present in this layer mainly represent overshoot from the un-
stable layers below so that the correlation between upflow velocity and temperature is less
pronounced than in the convection zone. The granules of cooler stars are veiled by this
optically thick convectively stable layer, which brakes convective flows and smears out
the inhomogeneities in the temperature of the upflows by horizontal radiative diffusion.
Compared to the these “veiled” granules, granules of G- and F-type stars are “naked”
in the sense that the bulk of the energy is carried by convection up to the height where
the atmosphere becomes optically thin. The transition to radiative energy transport occurs
very rapidly owing to the strong temperature dependence of the opacity in the temperature
range in which the cooling sets in. The corresponding layer is an order of magnitude
smaller than the typical granule diameter. The cool downflows, however, remain optically
thin into deeper layers and over a larger depth range. This leads to a strong corrugation
of the optical surface. Together with the high (sometimes super-sonic) flow velocities,
which entail strong deviations from hydrostatic equilibrium, this makes the 3D structure
of F- and G-type stars more complex than that of cooler stars.
Figure 4.3 illustrates the differences between the “naked” granulation of the F3V star
with much brightness sub-structure, strong deviations from hydrostatic equilibrium, a
complex velocity field, and a corrugated optical surface on the one hand and the “veiled”
granulation of the K5V star with a lack of brightness sub-structure, small deviations from
hydrostatic equilibrium, a less complex velocity field, anda rather flat optical surface on
the other hand (see also Fig. A.1).
4.2.2 Vortex motions
Horizontal and vertical vortex flows of (sub-)granular scale have been detected in high-
resolution solar observations (e. g. Bonet et al. 2008, 2010, Steiner et al. 2010, Vargas
Domínguez et al. 2011, Wedemeyer-Böhm et al. 2012) and also in lar simulations (e. g.
Stein and Nordlund 1998, Moll et al. 2011). Ludwig et al. (2006) reported swirling down-
flows also in simulations of cool main-sequence stars of spectral type M.
We find vertical and horizontal vortex motions in all our simulations. Horizontal
vortices are usually located along the edges of granules, where t ey are driven by the shear
between the horizontal outflow from the granule centres and the more randomly oriented
flows in the optically thin layers above. Vertical vortices occur in strong downdrafts as
consequence of angular momentum conservation in the highlystratified medium. Strong
vertical vortices are partially evacuated owing to the centrifugal force, which leads to a
local depression of the optical surface. Analogous to small-sca e bright magnetic features
(magnetic bright points), for which the depressions of the optical surface are caused by
the magnetic pressure, the vortex flows sometimes can appearas features of enhanced
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F3V K5V
Figure 4.3: Comparison between F3V and K5V granulation.Top panels:Images of the
bolometric intensity in small areas of simulation snapshotcorresponding to about the
size of one granule in the respective simulations. The images r 50 and 58 grid points
across, for the F3V and K5V simulations, respectively. The black triangles mark the
positiony = 0 of the vertical cuts shown in the lower panels.Middle panels:Vertical cuts
through the near-surface layers; arrows indicate the velocity field, grey contours show the
isobars (labels give the logarithm of the pressure in dyn cm−2). Bottom panels:Same cuts
as middle panels showing the temperature field (coloured soli c ntours, labels in 1000 K)




intensity due to side-wall heating of the interior of the depression. The vortices in solar
MURaM simulations are described in detail by Moll et al. (2011, 201).
The formation of bright vortex features requires a sufficiently high spatial resolution
of the simulation. In our models, the horizontal resolutionscales with the granule size and
the vertical resolution with the local pressure scale height (see Sect. 3.3.2) in order to be
dynamically comparable to each other. We observe bright vortices to be most common in
the K-star simulations (especially K0V). This is probably an opacity effect. Generally, the
opacity,κ(p,T), depends on pressure and temperature. However, at pressures around 10−4
to 10−5 dyn cm−2 there is a rather temperature-insensitive regime ofκ f r 4000 K. T .
5000 K. The absorption coefficient, κ̺, thus mainly depends on density. Photospheric
transitions in this temperature range are not accompanied by the usual strong gradient of
κ̺. This is the case for the intergranular lanes of the K stars. Therefore, the location of the
photosphere, in these cases, is more sensitive to density than to temperature. The partial
evacuation caused by vertical vortices in K stars locally moves the photosphere inward
to higher temperatures, entailing a brightening of the cores f these vortices. In the other
stars,κ̺ is more sensitive to temperature and the depth of the local photosphere in most
vortices only changes little and the brightening is much less pronounced.
Figure 4.4 illustrates the vertical vortices in the K5V simulation. In the left panel, a
snapshot with eight sharp intensity maxima aboveÎ > 1.0 is shown. All these features
are associated with vortices, but there are many weaker intensity structures in this image
which are also linked to vortex motion. The bottom panels of Figure 4.4 illustrate the
velocity field and depression of the optical surface for a single vertical vortex.
4.2.3 Granule properties
In this section, we analyse the statistical properties of granules as they appear in individual
snapshots of the simulation runs, i. e. we do not consider theevolution or time-averaged
properties of individual granules but their properties at agiven point in time. From 33
snapshots for each simulation about 1000 to 2000 granules were detected (values see
table 4.1). The time interval between two subsequent imagescon idered was∆t = 300δt
whereδt is the simulation time step (∆t is thus on the order of 1 minute of stellar time).
Since many granules live much longer than∆t, individual granules are likely to appear
several times in this sample at different stages of their evolution.
For the F-, G-, and K-star simulations, the filling factor of granules as detected by our
segmentation algorithm is between 67.5 and 69% (including non-trackable granules). In
the M stars, the granules have a slightly higher filling factor of about 72%, which confirms
the impression that the intergranular lanes of the M stars are n rower than the ones of
hotter stars. These values are very close to the filling factor of 64 and 69% for the upflow
area about one pressure scale height below the surface in allsimu ations (see Fig. 3.6).
The asymmetry between up- and downflow area is mirrored in theasymmetry between
granular and intergranular area, which we find are fairly robust and independent of the
parameters used in our segmentation method.
Figure 4.5 shows histograms of the granule area. The size of the granules decreases
for cooler, more compact stars (see Sect. 3.3.2). The spreadof the size distributions of
almost two orders of magnitude in area (one order of magnitude in granule diameter) is




















Table 4.1: Detected granules.
Simulation F3V G2V K0V K5V M0V M2V
# of snapshots 33 33 33 33 33 33
time span [min] 28.2 24.8 34.9 28.4 28.4 24.8
# of granule snapshotsa 1788 1075 1684 1251 1598 1328
granule filling factor [%] 68.9± 0.4 68.1± 0.8 67.9± 0.8 69.0± 0.5 72.3± 0.8 72.6± 0.9
# of granulesb 522 255 562 354 573 518
# of granules (tlife > 3 min) 69 48 101 66 66 34
a “granule snapshot” refers to a granule as it appears in a snapshot (no tracking/evolution)




Figure 4.4: Vertical vortices.Top panel:intensity map with bright points (Î > 1.0) in a
snapshot of the K5V simulation, all of which are associated with vertical vortices.Left
bottom panel:zoom into the intensity map of a vertical vortex; the horizontal flow atz= 0
is shown as red arrows.Right bottom panel:vertical cut through the vortex shown in the
middle panel; the colour map shows the modulus of the vorticity |~ω| = |∇ × ~υ| (red/yellow
indicating regions of high vorticity), the white arrows show the projection of the velocity
onto the plane of the cut, the solid white line indicates the optical surface (τR = 1).
and 6 Mm2, corresponding to diameters (assuming circular granule shape) of 0.5 to 2.5
Mm (0.6 to 3.5”). This is roughly consistent with the upper pat of the size distributions
in observations (e. g. Hirzberger et al. 1999). However, observationally obtained size
distributions of solar granules show an increasing number of g anules at decreasing size
down to diameters of less than 0.5”, while our numerically obtained distribution peaks
at roughly 2”. At least part of this discrepancy can be due to adifferent definition of a
granule or to artifacts of the image reconstruction for the observations. A detailed com-
parison would require a degrading of our synthetic intensity maps and the segmentation
of these “synthetic observations” and real observations ofthe same quality with the same
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Figure 4.5: Histograms of granule area. The bins are logarithmically equidistant with a
bin size of 0.1 dex.
Figure 4.6: Histograms of granule brightness〈Î 〉gr, i. e. the normalised intensity fluctu-
ation Î averaged over single (snapshots of) granules (definition ofÎ , see Eq. (4.1)). The
bins are linearly equidistant with a bin size of 0.1.
algorithm. This is beyond the scope of this thesis.
Figure 4.6 shows histograms of the granule brightness. The quantity 〈Î〉gr is the nor-
malised intensity fluctuation̂I as defined in Eq. (4.1), averaged over the area of a granule.
The histograms are similar for all spectral types, in spite of the different overall intensity
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Figure 4.7: Histograms of〈υz〉gr, the vertical velocity averaged over the area of a (snapshot
of a) granule. The bins are logarithmically equidistant with a bin size of 0.025 dex.
distribution (see Fig. 4.2). This can partly be attributed to the fact that the intensity fluc-
tuation Î is normalised by its standard deviation but also indicates th physical similarity
of the convective upflow regions.
Figure 4.7 shows histograms of〈υz〉gr, which is the upflow velocityυz(τR = 1) at the
corrugated optical surface spatially averaged over the area of a granule. A very small
fraction (. 1%) of the detected granules have a negative mean vertical velocity; these can
either be wrong detections or granules in a very late evolutionary state. In our logarithmic
representation of the histograms only granules with an average upflow speed of more than
0.1 km s−1 are shown (more than 95% of the detected granules). The distributions show a
marked peak at a velocity that can be regarded as the “typicalconvective velocity”,υconv.
This peak shifts from about 4 km s−1 for the F3V simulation to about 0.3 km s−1 for M2V,
and is roughly proportional to the rms value ofυz at the optical surface (see Fig. 3.5).
We find a correlation of the brightness of a granule with its upflow velocity as well as
with the amount of sub-structure in the granule. As a quantittive measure for the latter,
we take the standard deviationσgr(Î ) of the normalised intensity fluctuation̂I within the
granule area. Figure 4.8 shows the correlation between granule brightness, vertical ve-
locity, andσgr(Î ) as scatter plots for the solar run (G2V) and as binned scatter plots for
all simulations. Brighter granules tend to have stronger mean upflow speeds and more
sub-structure. The brightness of a granule is proportionalto the convective energy flux
directly below the optical surface, which in turn is roughlyproportional to the vertical
velocity. A correlation between mean velocity and brightness is therefore expected. The
brighter granules also tend to have more brightness variation than the dimmer ones in all
simulations. This is caused by a combination of many effects, such as inhomogeneities
in the upflows, a stronger corrugation of the optical surfacedu to the higher average ve-
locities in the brighter granules, more pronounced shock waves (in the F-star simulation),
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Figure 4.8: Correlations between granule brightness,〈Î 〉gr and average vertical velocity
(left panels) and standard deviation of intensityσgr(Î ) as measure for the sub-structure
within the granules (right panels). Theupper panelsshow scatter plots for the solar run
(G2V) where each black diamond represents a single granule.Th red diamonds are
binned averages (bin size 0.1 inÎ ) the error bars show the 1-σ scatter. In thelower panels
the binned data are displayed for each of the six simulations.
and a less effective horizontal radiative diffusion owing to the shorter time span in which
the convective elements rise through the near-surface layers where radiation becomes im-
portant.
Figure 4.9 shows the correlations of brightness and granule-averaged upflow velocity
with the area of the granules. We find a correlation between ara nd mean brightness for
the smaller granules, whereas for the larger ones the brightness saturates and correlation
is lost. This is consisitent with solar observations (see, e. g,., Hirzberger et al. 1997).
At least for large granules, there is negative correlation between size and mean vertical
velocity (cf. Fig. 3.2). This might be due to buoyancy breaking: granules typically grow
as more material wells up from below. Once their size exceedsa critical value of a few
density scale heights the granule vanishes or splits (Nordlund et al. 2009).
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Figure 4.9: Correlations of granule area with granule brightness (left) and with vertical
velocity (right) in binned scatter plots (cf. Fig. 4.8).
Figure 4.10: Autocorrelation function of the bolometric inte sity images (img) and binary
segmented masks (mask) as function of the time lag∆t for the solar simulation (G2V).
The autocorrelation timestac andtac,mask (half width at half maximum) are marked.
4.2.4 Granule lifetime
In this section, we aim to determine the time-scale on which the granules evolve and the
typical lifetime of granules. From solar observations, granule lifetimes of the order of
several minutes have been reported (see, e. g., Title et al. 1989, Hirzberger et al. 1999).
One possible approach to define an evolution time-scale of the granulation pattern is
autocorrelation (Title et al. 1989). We calculated the autocorrelation function for a time
series of intensity images from our simulations as well as for a sequence of binary masks
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Table 4.2: Autocorrelation times and granule lifetimes in mi utes
Simulation tac tac,mask τlife τlife ,all
F3V 1.55 0.87 8.03 4.60
G2V 2.58 1.28 6.22 4.18
K0V 1.90 0.80 4.80 3.15
K5V 1.84 0.96 4.06 3.28
M0V 1.32 0.64 2.48 1.98
M2V 1.13 0.54 1.73 1.44
of the segmented images (granules= 1, intergranular lanes= 0). We define the autocorre-
lation timestac andtac,mask, respectively, as the time lag for which the autocorrelation has
dropped by half. Figure 4.10 shows the autocorrelation functio of the solar simulation
(G2V). The advantage of using the autocorrelation time is that i can be computed without
previous image segmentation and does not depend on arbitrary definitions of granules. It
does, however, not necessarily reflect the time-scale on which individualgranules evolve:
a pattern of randomly drifting, but otherwise unchanging granules would show a finite
autocorrelation time although the individual granules show n evolution at all. The au-
tocorrelation time therefore gives a pattern evolution time, which, in most cases, will be
much shorter than the mean evolution time or the lifetime of individual granules. Table 4.2
lists the autocorrelation timestac andtac,mask for all simulations.
The lifetime of individual granules can be determined by tracking in time. For each
simulation, about 250 to 600 granules were tracked with our algorithm (see Sect. 4.1 and
Table 4.1). Our definition of the beginning and end of a “life”of a granule roughly fol-
lows Hirzberger et al. (1999): a granule starts its life eithr by fragmentation, merger, or
apperance and dies by fragmentation, merger, or fading away. If merger (or splitting)
occurs which involves two very unequally large granules (with a critical area ratio of 15)
only the smaller one ends (begins) its life, while the largerone survives. If both granules
involved in a merger (splitting) are similar in size, both granules “die” (are “born”). Fig-
ure 4.11 shows histograms of the lifetimetlife of the∼ 250 to 600 granules tracked with
these criteria in each of the six time series. We only consider granules, whose lives lie
entirely within the series. This implies that, for a time series starting at = 0 and ending
at t = T, a granule with a lifetime ofti has to be born betweent = 0 andt = T − ti in
order to be considered. The resulting histogram (shown as dotted line) therefore depends
on the lengthT of the time series. In order to remove this dependence, we corr cted the







whereN∗i is the number of detected granules within the lifetime bini (centred aroundti)
andNi is the corrected number. These corrected histograms are shown as solid lines in
Figure 4.11.
We find many small granules with a very short lifetime of less than 3 minutes, some
of which are probably granule sub-structures or wrong detections. If one excludes these
granules, the resulting histograms can be fitted quite well with an exponential function:
N(tlife ) = N0 exp(−tlife/τlife) . (4.4)
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Figure 4.11: Lifetime histograms. The dotted black lines show the actual number of
detected granules,N∗i , while the solid black lines show the corrected granule number,Ni,
of Eq. (4.3). The solid coloured lines are exponential least-square fits to all histogram
bins (red), and to all but the first three bins (blue), respectiv ly.
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Note that the short-lived granules are much more numerous (see table 4.1). For the sample
from the solar simulation, we obtainτlife = 6.22 min considering the 48 granules with
tlife ≥ 3 min andτlife ,all = 4.18 min considering all 255 granules. This is consistent with
the results by Title et al. (1989) and Hirzberger et al. (1999), who found exponential laws
for the lifetime of observed solar granules with a time consta t τlife between 2.53 and
6.25 min (depending on the method of granule detection). DelMoro (2004) analysed
three data sets of solar granulation and obtained values between 2.6 and 4.1 min for the
long-lived granules. However, he argues that the distributions are better described by a
stretched exponential or that the granule population should be divided into two parts with
lifetimes oftlife < 2.5 min andtlife > 2.5 min, respectively. This is also consistent with our
histograms. In Table 4.2, we give the four different time-scales described in the previous
paragraphs. There is an obvious trend towards shorter lifetimes for cooler stars. While
the longer-lived granules of the F3V-star simulation live on average for 8 minutes, the
M2V-star granules have a mean lifetime of less than 2 minutes. The autocorrelation time
shows the same trend, except for F3V. This is probably due to the granule substructure
and shock waves exhibited by this simulation, which both evolve n shorter time-scales
than the granules.
Apart from the fact that many of the short-lived granules (tlife < 3 min) are very small,
we do not find significant correlations between the granule lifetime and the temporal av-
erages of the granule properties (area, intensity, mean vertical velocity). This, in the
solar case, is in contrast to the results of Del Moro (2004), who found weak correlations
between granule lifetime and mean area, mean intensity and maximum intensity of in-
dividual granules. However, our statistics (especially for granules withtlife > 5 min) are
relatively poor.
4.3 Effects of the magnetic field on the granulation
4.3.1 Vertically emerging intensity
As can be seen in Fig. 3.15 in Sect. 3.2, the magnetic simulations have a substantially
different overall appearance of the intensityIbol(µ = 1). The granulation pattern is still
visible in all magnetic simulations, but there are additional features. At lowB0, bright
structures caused by magnetic field concentrations appear in the intergranular lanes. At
higher values ofB0, the magnetic flux concentrations become more extended and some of
them are dark. The threshold (in structure size and inB0) between dominance of bright
structures and dominance of dark structures appears to decrease towards the cooler stars in
the model sequence. In the F3V and G2V simulations, the number and relative darkness
of structures of reduced intensity is quite small (even atB0 = 500 G), while brightenings
due to the magnetic field fill most of the intergranular lanes (especially in G2V) and can
become very bright: the extended bright structure in the 500G snapshot of the F3V star in
Fig. 3.15 at (x, y) = (15 Mm, 2.5 Mm) has a maximum intensity of 2.34〈Ibol〉, i. e. Î ≈ 7,
in terms of the normalised intensity fluctuation introducedin Eq. (4.1). In the 500 G runs
of the K-star simulations, the number density of dark structures is higher (in relation to the
number density of granules) than in the hotter stars, and they become darker in terms of
Î (in their centres, typicallŷI < −3). The magnetic brightenings are also very prominent:
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the brightest structures in the K-star simulations often reach Ibol > 2〈Ibol〉 or Î > 10;
rare cases of up tôI = 20 are observed in the K0V star simulation withB0 = 20 G (see
Fig. B.20 in Appendix B). The bright magnetic structures arebrighter than the brightest
vertical vortices observed in the non-magnetic K-star simulations. The reason for the
extreme brightness of small magnetic structures in the K-star imulations is probably
the same as for the vertical vortices (see Sect. 4.2.2): the low temperature sensitivity
of the opacity between 4000 and 5000 K entails a strong effect of the gas pressure on
T(τR). Consequently, the reduction of the gas pressure shifts the τR = 1 level in the flux
concentrations to higher temperatures (relative to the effective temperature) in the K stars
than in other stars. In the M-star simulations, brightenings due to the magnetic field are
very small-scaled, less frequent, and less bright: while the brightest feature observed in
the M0V-star simulations has still an intensity ofIbol ≈ 1.6 〈Ibol〉 or Î ≈ 17, the brightest
structures in the M2V simulations do not exceedIbol ≈ 1.3 〈Ibol〉 or Î ≈ 13. In the M stars,
prominent dark structures evolve. Although these structures typically still have intensities
around 0.85〈Ibol〉 in M2V, compared to the intensity contrast of the non-magnetic M2V-
star simulation ofσI ≈ 0.02〈Ibol〉, this is a considerable change. The filling factor of these
dark regions is so high, thatσI is more than twice as large in the 500 G run of the M2V
simulation as in the non-magnetic run.
Figure 4.12 shows histograms of the vertical bolometric intensity normalised to the
mean value of the respective non-magnetic simulation for the G2V and M2V simulations.
For the solar (G2V) simulations, the peak of the distribution, which is at below-average in-
tensity, increases somewhat in height from the non-magnetic run toB0 = 100 G, while the
“shoulder” attributed to the granules shrinks. Both these eff cts are not directly related to
the magnetic flux concentrations but an indirect consequence of the presence of the field:
the area fraction of downflows increases as a result of the reduced downflow speed and
the reduced density in the downflows. The logarithmic representation of the intensity his-
togram shown in the lower left panel of Fig. 4.12 indicates additional bright features with
a low area fraction (the highest area fraction of very brightregions withIbol > 1.5〈Ibol,0 G〉
is found in the 100 G run). In the 500 G run, dark regions appearin the G2V star, while
the bright regions exhibit a lower intensity than in the 100 Grun (cf. Fig. 3.15). As dark
magnetic regions (micropores) are usually surrounded by bright egions with a smooth
transition, a substantial fraction of the magnetised area has a bolometric intensity which
falls into the range of normal granulation. This explains the different overall shape of the
500 G-run histogram. For the M2V simulations, the dark component already appears in
the 100 G run. As the overall distribution is rather narrow, the dark magnetic features at
about 80 to 90% of the mean intensity are prominent in the intensi y histogram of the
500 G run.
Figure 4.13 shows the average relation between the magneticfield modulusB(τR = 1)
at the optical surface and the vertically emerging bolometric intensity (normalised to its
mean value) for all three magnetic runs (B0 = 20 G, 100 G, 500 G) of the F3V, G2V, K5V,
and M2V simulations as binned scatter plots. The symbol sizes ar scaled with the (log-
arithm of the) number of points per bin where this is lower than 1000 (i. e.∼ 0.06% of
a total of 1.57 · 106 points considered): very small symbols are thus statistically proba-
bly not significant. All curves show a systematic decrease from the first bin (0 – 200 G)
through the next few bins. This is a purely kinematic effect: the magnetic field accumu-
lates in downflows, which are intrinsically darker than the granules as long as the field
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Figure 4.12: Intensity histograms of the G2V (left panels) and M2V (right panels) sim-
ulations. In both representations (upper panels: linear; lower panels: logarithmic), the
histogram bins are linearly equidistant with a bin size of 0.01.
strength is too small to influence the atmospheric structureand thus the local radiation
field. From about 1 kG on, there is a steep rise in most simulations, meaning that the local
intensity is statistically higher where the local field strength at optical surface is higher.
In all simulated stars shown, the slope of theI -B relation becomes shallower (or changes
sign) at larger values ofB0. This indicates the presence of larger structures, which have
a dark centre or are entirely dark. The “error bars”, which indicate the 1-σ scatter within
the bins, also become slightly larger at higherB0, suggesting a bimodality of the intensity
distribution in magnetic structures. The M stars (here, only the M2V-star simulation is
shown), qualitatively differ from the other simulations: Even atB0 = 20 G, the slope of
the relation betweenB(τR = 1) andIbol(µ = 1) is weaker than in the other stars (in rela-
tion to the scatter within the bins). AtB0 = 100 G and especiallyB0 = 500 G the dark
structures dominate. Only at very high field strength there rmains a positive slope of the
relation. As the symbol size suggests, this is, however, produced by a very small number
of points (centres of small-scale bright regions).
As illustrated in Sect. 3.3, the different impact of the magnetic field on the vertical
intensity is mainly due to the fact that the magnetic flux concentrations cause much shal-
lower depressions in the M-stars than on other stars (cf. Figs. 3.27 and 3.26), which
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Figure 4.13: Relation between the magnetic field modulusB(τR = 1) at the optical surface
and the vertical bolometric intensityIbol(µ = 1) normalised with its mean value. The
field is binned in steps of 200 G, error bars give the 1-σ scatter in the bins, the slight
horizontal shifts between the plot symbols and error bars ofdifferent simulations are
added for clarity. The symbol size is scaled with the logarithm of the number of points
per bin where this number is below 1000 (∼ 0.06% of all points considered).
renders the side-wall heating inefficient even for structures much smaller than granules.
4.3.2 Granule properties
Although the magnetic flux is predominantly concentrated inthe intergranular lane net-
work, there are also some subtle effects of the magnetic field on the upflow regions, i. e.
on the granules (cf. Figs. 3.29, 3.38, 3.42 and B.18). Therefore, one might expect that the
average properties of the granules differ between non-magnetic and magnetic runs. For
the F3V, G2V, and M2V simulations, the granulation segmentation described in Sect. 4.1
was carried out for the 100 G runs. Here, the main differences in the statistical properties
between the 100 G run granulation and the non-magnetic granulation in these three stars
are briefly summarised.
Figure 4.14 shows a comparison of the distributions of granule sizes and average ver-
tical flow speedυz(τR = 1) between the non-magnetic and magnetic runs. The diff r-
ences are small: in the 100 G runs of the F3V and G2V simulations, the mean gran-
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Figure 4.14: Histograms of the distribution of granule area(l ft) and granule averaged
vertical speed at the optical surface (right). The dotted curves correspond to the non-
magnetic results also shown in Figs. 4.5 and 4.7. The bins arelogarithmically equidistant
with a bin size of 0.1 and 0.025 dex, respectively.
ule size is smaller by 12% and 23%, respectively, than in the non-magnetic runs. The
mean size of the granules in M2V simulation with 100 G is slight y igher (7%) than
in the non-magnetic run. The vertical flow speed at the optical surface is reduced in all
three magnetic runs compared to their non-magnetic counterparts: the mean values of the
distributions are reduced by 18% (F3V), 20% (G2V), and 27%(M2V). This is in con-
trast to the upflow speed averaged on surfaces of constant optical depth (see Fig. B.21
in Appendix B), which shows a considerable decrease near theoptical surface only for
B0 = 500 G. The reason is the slightly higher area fraction of downflows in the granule
areas detected by the algorithm. Morever, the averaging over the area of single granules
gives more weight to small granules. As the effect of the magnetic field on the granules is
mainly located at their edges (close to the downflows), smaller granules are more likely
to show this influence in their average quantities than larger on s.
Figure 4.15 shows the relation between granule properties for the 100 G and the
non-magnetic runs. The left panel gives the relation between granule size and granule-
averaged normalised intensity fluctuation (granule brightness, hereafter). Small granules
are brighter in the magnetic runs than in the non-magnetic runs, while large granules are
less bright. This is probably an eff ct of the bright flux concentrations, especially when
the brightening occurs not directly in the centre of a downflow lane but at the edge of
a granule. In this case, the brightening is in some cases treated as part of the granule
by the algorithm, which affects the mean brightness more strongly if the granule area is
small. While this effect can be seen as a fault of the segmentation algorithm, the reduced
intensity of large granules is probably a real effect.
The relation between granule brightness and upflow speed (right panel of Fig. 4.8 is
only affected by the magnetic field for the less bright granules in theF- and G-star sim-
ulations, while for the M2V star, the smaller brighter granules seem to be affected more
strongly than the less bright ones. For the F- and G-star simulations this again shows that
small granules are more likely to show an influence of the magnetic field on their average
properties than larger granules. In the M2V simulation, this can again be explained by the
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Figure 4.15: Relations between granule properties.Left: binned scatter plot of gran-
ule area and granule-averaged normalised intensity fluctuation 〈Î 〉gr. Right: binned scat-
ter plot of granule-averaged normalised intensity fluctuations〈Î 〉gr and granule-averaged
vertical speed at the optical surface. The diamonds and dotted lines represent the non-
magnetic simulations also shown in Fig.4.9 and Fig. 4.8.
magnetic brightenings: some small granules are brighter duto the magnetic brightenings
at their edges (in the periphery of the micropores). As smallgr nules tend to have lower
upflow velocities in the M-type stars, the average vertical velocity of the granules goes
down for bright granules.
4.3.3 Temporal evolution of individual magnetic features
Unfortunately, the magnetic bright structures caused problems with the stability of the
segmentation algorithm, rendering a lifetime analysis forthe granules as presented for
the non-magnetic runs in Sect. 4.2.4 difficult for the magnetic runs. In this section, the
temporal evolution of the magnetic features described in Sect. 4.3.1 is briefly discussed.
In contrast to all other sections of this thesis, the resultsshown in this section are partly
taken from earlier points in time than indicated in Fig. 2.2.This has presumably no sig-
nificant impact on the qualitative results shown. For a more quantitative study, however,
the magnetic simulations would have to be run considerably longer.
The bright magnetic elements (or “magnetic bright points”,“magnetic BPs”) change
their appearance on a relatively short time scale of roughlyone minute. They are moved
around by the surrounding granules. Their lifetime is hard to define since they often
merge or fragment. Especially in the 100 G and 500 G runs, theydo usually not appear as
isolated objects but rather as a network. The left column of Fig. 4.16 shows the evolution
of some magnetic BPs in the K0V star simulation withB0 = 20 G. The time in each panel
is given in minutes after the introduction of the field; the gry scale (only in this column
of the figure) is saturated 2.5σI below the mean intensity (black) and 7.5σI above the
mean intensity (white). The small feature around (x, y) = (2.5 Mm, 3.7 Mm), which is
associated with a vortical downflow structure, changes shape, brightness, and position on
a time scale of about one minute. The larger structure near (x, y) = (1.7 Mm, 2.8 Mm) is
somewhat more stable. It is, however, involved in a series ofmergers and fragmentations
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K0V, B0 = 20 G K0V, B0 = 500 G M2V,B0 = 500 G
Figure 4.16: Temporal evolution of individual magnetic features. The grey scale saturates
at Î = −2.5 (black) andÎ = 7.5 (left column) and 2.5 (middle and right column; white).
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on the same rapid time scale. The time scale and the merging and splitting behaviour are
roughly consistent with observations of solar (chromospheric) magnetic BPs observed
with Sunrise (Jafarzadeh et al. 2013).
As shown in Sect. 3.2 (cf. Figs. 3.15 and 3.16), the dark structu es (or micropores) cor-
respond to larger magnetic flux concentrations, which makesth ir evolution time scales
longer than that of magnetic BPs. They are less moved around by the adjacent granules
as the considerable amount of magnetic flux brakes horizontal flows. In the F-, G-, and
K-star simulations, some of these structures can be followed through their entire evolution
in our time sequence. They can “die” by fragmentation into smaller flux concentrations,
which then become bright. However, as they usually appear atthe vertices of mesogran-
ules, they tend to reappear at similar locations after some ti . This is visible for the
micropores shown in the middle column of Fig. 4.16, which shows snapshots of the K0V
simulation withB0 = 500 G. In the first image (t = 54 min), there are two dark structures
in the lower right corner of the region shown. During the next15 min of stellar time, the
two dark structures merge to one extended dark structure, while another small dark struc-
ture appears at the upper left corner of the region shown (second and third image). After
a few more minutes, this smaller structure is gone, but att = 83.5 min it has reappeared,
while the larger structure has split into two again.
Compared to the micropores on hotter stars, the dark structures on M stars have an
even longer lifetime. Not a single one of the larger of these structures dissolves during
the simulation runs and fragmentation into smaller units israre. The right column of
Fig. 4.16 shows the evolution of the largest of these structues in the M2V simulation
with B0 = 500 G over roughly half an hour (& 10 granule lifetimes). Although some
horizontal outflows from adjacent granules penetrate the structure and change the details
of its shape, the general position and intensity of the structu e is altered very little. As
the simulations have not been run longer, it cannot be inferred if these dark regions will
decay or fragment at some point. Their evolution time scale is, however, probably rather
hours than minutes.
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variation of the intensity contrast
5.1 Centre-to-limb variation of the intensity without mag-
netic field1
In this short section, we analyse the centre-to-limb variation of the intensity (limb darken-
ing) and of the rms intensity contrast of the simulated stars. Analysis of the centre-to-limb
variation of spectral lines follows in Sect. 6.2.2.
For the results presented in this section, we solved the radiative transfer using ei-
ther only the continuum opacity or opacity distribution functions (ODFs) and directly
integrated along single rays (with an adaptive increment tores lve the photospheric tran-
sition). For the opacities (continuum and ODFs), we used thesameATLAS9 data as for
the radiative transfer of the hydrodynamical calculations(see Sect. 2.1.3). The narrow
passbands in which the inclined view (Fig. 5.1) and the centre-to-limb variation for all
simulations (Fig. 5.2) are presented, correspond to singlewavelength bins of theATLAS9
opacity data. For the limb darkening calculations in the Johns n filter bands (Fig. 5.3)
several of these wavelength bins (B: 20, V: 25 , R: 35, I: 22) were combined with differ-
ent weights according to the response functions of the filters (Johnson and Morgan 1951,
Bessell 1990). Figure 5.1 shows intensity maps (continuum intensity at 400 to 410 nm)
of snapshots of the simulation for a line of sight inclined byθ = 60◦ (i. e. µ = 0.5) in
they-direction. The F- and G-type stars show bright granule edges facing the observer,
which are viewed through the more transparent cool intergranular regions in front of them
and hence appear brighter. These bright granule edges are less pronounced at this angle
in the K-star simulations and absent in the M-star simulations. This can be attributed to
the much smaller corrugation of the optical surface.
Figure 5.2 shows the centre-to-limb variation of the mean intensity〈I (µ)〉/〈I (µ = 1)〉
and its normalised standard deviationσI (µ)/〈I (µ)〉 (i. e. the rms intensity contrast) for four
different continuum wavelengths. In all wavelength bands considered, the limb darkening
is strongest in the two K-star simulations. Generally, limbdarkening is stronger when
the opacity decreases less steeply with height.2 In the lower photospheres of the K stars,
the temperature is in the range of 4000 to 5000 K, for which theopacity becomes almost
independent of temperature, while in the photospheres of most other stars the opacity
increases rapidly with temperature. Consequently, the opacity drops less steeply with
1This section has been published as Sect. 5 of Beeck et al. (2013b).
2more precisely: when the absorption coefficientκ̺ decreases less steeply with decreasing temperature.
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Figure 5.1: Maps of the intensity atµ = 0.5 for a wavelength band in the blue (400 –
410 nm). The grey scale is saturated at±3 standard deviations.
height in the K stars as compared to the other types, resulting in a stronger limb darkening.
As the source function (here assumed to be Planckian) depends more strongly on tem-
perature towards shorter wavelengths, the limb darkening is strongest in the blue wave-
length band (400 – 410 nm). Our most extreme case is our K5V star, for which the blue
band intensity atµ = 0.1 is less than 15% of the disc-centre value.
While the limb darkening is qualitatively similar for all stars, the centre-to-limb vari-
ation of the intensity contrast changes qualitatively witheffective temperature. For most
stars, the intensity contrast decreases towards the limb, as the optical surface moves up-
wards where temperature fluctuations are smaller. However,for the F3V star, the contrast
increases with decreasingµ (except very near to the limb). The reason for this behaviour
is the strong corrugation of the optical surface: the “naked” granules are separated by
deep, optically thin trenches, through which radiation canescape at an inclined angle (see
also Fig. 5.1). As the granule side walls have less effici nt radiative cooling than the gran-
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Figure 5.2: Centre-to-limb variation of the mean intensity〈I〉 (left panels) and the rms
intensity contrastσI/〈I〉 (right panels) in four different wavelength bands centred at 405,
605, 805, and 2025 nm, respectively. Note the differenty-scale for each panel.
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ule tops, the temperature contrast between the granule topsand the hot side walls is very
high and so, asµ is decreased, the intensity contrast increases as more bright side walls
come into view. Atµ . 0.3 this effect is over-compensated by the normal centre-to-limb
decrease of contrast due to the increasing geometrical height of the optical surface. As
the corrugation of the optical surface is less pronounced inthe cooler stars, the intensity
contrast decreases monotonically with decreasingµ in the G and M stars; the K stars
(particularly the K0V star) show, however, an almost constat or even slightly increas-
ing intensity contrast at lowµ at some wavelengths. This is mainly produced by very
bright regions behind intergranular lanes. As explained inSect. 4.2.2, the temperature-
insensitive regime of the opacity between 4000 and 5000 K is responsible for a higher
sensitivity ofT(τ = 1) to density fluctuations. For some extended intergranularlanes
with particularly low density this leads to a significant brightening of the granule edges
behind them at strongly inclined view. This eff ct might also be responsible for the fact
that the two K-star simulations have similar contrasts, while it is generally decreasing
with decreasing effective temperature: in the K5V simulation, the temperature-ins nsitive
opacity regime is reached right at the optical surface in thegranules (rather than in the
intergranular lanes). Consequently, small density perturbations enhance the rms contrast
of the granule intensities and thus the overall intensity contrast of the K5V simulation.
Figure 5.3 shows a comparison of the limb darkening of the K0Vsimulation with
that of anATLAS model withTeff = 4750 K, logg[cgs] = 4.5, turbulent velocityυturb =
1 km s−1, and solar metallicity by Claret (2000). The typical relative difference between
our 3D calculation and the 1D model is mostly below 2%. The disc-integrated effect
of these deviations on the total stellar radiance is between0.4 and 0.5% in all bands.
Carrying out the same comparison between our solar model (G2V) and the corresponding
1D results by Claret (2000), we find relative differences of up to about 8% (B band) and
a disc-integrated effect between 0.2% (I band) and 1.6% (B band). We also compared
our results to observational data of solar limb darkening byNeckel and Labs (1994) for a
limited number of continuum wavelengths between 400 and 900nm and found deviations
mostly below 5%. The statistical uncertainties of our limb darkening results are very
small: the relative error of〈I (µ)〉 is of the order of 10−3, estimated from the scatter between
the six snapshots. However, we expect somewhat larger systematic errors due to the
opacity binning in our simulations with only four bins (Beeck et al. 2012).
5.2 Effect of the magnetic field
As the magnetic field has an impact on the corrugation of the optical surface (see Sect. 3.3.1),
the centre-to-limb variation of the radiation leaving the star is affected by the presence of
a magnetic field. Figure 5.4 shows the continuum intensity ina narrow passband between
400 and 410 nm of the six simulations withB0 = 500 G, viewed at an inclination of 60◦
(i. e. µ = 0.5). In comparison to the non-magnetic simulations (see Fig.5.1) there are
some clear differences visible in the images. In the F-star simulation, themagnetic flux
concentrations cause such deep depressions in the optical surf ce, that the intergranular
lanes which contain magnetic flux vanish from sight behind the granules in front of them.
The strong evacuation in the flux concentration above the optical surface, however, ren-
ders them more transparent for the radiation from the granules behind. Consequently,
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Figure 5.3: Limb darkening. Comparison of the limb darkening between the K0VMURaM
simulation (diamonds and dashed curves) and a 1DATLAS model (solid curves) with
similar parameters (Teff = 4750 K, logg[cgs]= 4.5, υturb = 1 km s−1, solar metallicity) by
Claret (2000). The four passband filters are the Johnson B, V,R, and I passbands (Johnson
and Morgan 1951, Bessell 1990). The lower subplot shows the relative differences betwen
1D and 3D results.
granules seen through flux concentrations appear brightened. To a lesser extend, this is
also visible in the G2V simulation and is consistent with solar observations of “faculae”
as well as MHD simulations (see, e. g. Carlsson et al. 2004, Keller t al. 2004, Steiner
2005). The thin dark contours seen especially in front of bright granules are produced
by the cooler gas directly above the granules where the optical path through this gas is
particularly long (“limb darkening” of single granules). In the G- and K-star simulations,
the brightenings are more confined to the side walls of the granules behind flux concen-
trations. A few micropores are visible, but less prominent than atµ = 1 (cf. Fig. 3.15).
In contrast, the M-star simulations still show prominent dark regions at this angle. How-
ever, compared to the vertical view, the magnetic regions are associated with more bright
regions (side walls of the depressions).
Figure 5.5 shows the centre-to-limb variation of the continuum intensity in the 500 G
runs and non-magnetic runs of the G2V- and M2V-star simulations in four narrow pass-
band filters (for analogous plots for the other four stars seeFig. B.22 in Appendix B).
The presence of the magnetic field reduces the limb darkeningi all wavelength bands
considered. In the case of the G- and K-star simulations, thiweakening of the limb dark-
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Figure 5.4: Continuum intensity at 400 – 410 nm leaving the simulation domains of the
six simulations withB0 = 500 G at an angle of 60◦ (i. e. µ = 0.5). The snapshots are taken
from the same simulation time step as in , e. g., Figs. 3.15, B.1, 3.16, and B.2.
ening results from a slightly decreased disc-centre intensity (not visible in the normalised
representation of Fig. 5.5) and a slightly brightened limb.The larger pore-like structures
are better visible in the vertically emerging light whereasthe bright structures (stellar ana-
logues of faculae) have a higher intensity and filling factornear the limb. In the F-star
simulations, bright structures dominate: the disc centre and the limb both have a higher
intensity with 500 G than without magnetic field, the limb being more strongly brightened
than the disc centre. In contrast, the M2V simulation is darker at all values ofµ ≥ 0.2
in the 500 G run, because of the high area fraction of dark micropores, the intensity re-
duction being stronger at disc centre than near the limb. In all cases, the resulting limb
darkening is reduced in the magnetic runs. The impact of the magnetic field on the limb
darkening is decreasing along the model sequence from hot toc ol stars (cf. Fig. 5.6).
In Figure 5.6 the difference between the limb darkening of the non-magnetic run and
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Figure 5.5: Limb darkening for the G2V (left) and M2V (right) simulations withB0 = 0 G
( diamonds and dotted curves) and 500G (squares and solid curves) in narrow passbands
near 400, 600, 800, and 2000 nm (for the same plots for the other four simulated stars see
Fig. B.22). In both plots, the temporal scatter is indicatedby (tiny) error bars.
the different magnetic runs is displayed for two simulated stars (F3V and K0V, for the
other four stars, see Fig. B.23 in Appendix B). WithB0 = 20 G, the F3V simulation has a
stronger limb darkening than without magnetic field. Although this result is highly signif-
icant in terms of the errors given (deduced from the temporalsc tter), it is not necessarily
directly related to the magnetic field: the non-magnetic runshows a large-scale structure
in the velocity field (cf. Fig 3.2) and the optical surface level (cf. Fig. 3.23), which is
probably related to an oscillation excited by granulation.As the wavelength of this os-
cillation is comparable to the horizontal size of the simulation box, it is not clear if it is
caused or modified by the periodic boundary conditions. Thisoscillation possibly leads
to a slightly increased intensity near the limb (bright side-walls of protruding regions).
In the magnetic runs, this large-scale structure has a loweramplitude or is not present at
all in the analysed snapshots, which reduces the brightnessnear the limb. The magneti-
cally caused brightening of the limb overcompensates this relative darkening in the 100 G
and 500 G runs of the F3V star, but not in the 20 G run, which showa stronger limb
darkening than the non-magnetic reference. With this one exc ption, the limb darkening
is reduced in all magnetic simulations compared to the non-magnetic simulations. The
effect is decreasing towards cooler stars and is strongly increasing with increasingB0. Al-
ready at 100 G average field, the deviation of the limb darkening from the non-magnetic
case is significantly larger than the corresponding difference between the non-magnetic
case and a 1D atmosphere (see Fig. 5.3). At 500 G the deviationfrom the non-magnetic
case is larger than the differences between different spectral types (see Fig. 5.2). This is
an important result, e. g., for the detection and characterisation of extra-solar transiting
planets (see Sect. 7.2).
Figure 5.7 shows the centre-to-limb variation of the rms continuum intensity contrast
of the 500 G and non-magnetic runs of the G2V and M2V simulations (for the corre-
sponding figure for the other simulated spectral types, see Fig. B.24 in Appendix B). In
the G2V simulation, the intensity contrast at the disc centre does not change considerably
from non-magnetic to 500 G run. The intensity contrast atµ < 1, however, is strongly
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Figure 5.6: Difference of the limb darkening of the three magnetic simulations from the
non-magnetic simulations of the F3V and K0V simulations (corresponding plots for the
other stars are given in Fig. B.23). The colour code and abscissa scale are the same for all
sub-plots. Note the different scale of the ordinates.
increased by the presence of the field. In the non-magnetic case, the contrast decreases
monotonically from the disc-centre towards the limb, while, n the 500 G runs, the con-
trast is highest near the limb (µ ≈ 0.3). A qualitatively similar result was obtained for the
K stars (see Fig. B.24). This increasing intensity contrasttowards the limb is caused by
the the bright structures, which are brighter and have a higher area fraction near the limb
(“faculae”).
As discussed in Sect. 4.3.1, the bolometric intensity contrast atµ = 1 (disc centre)
in the M stars is considerably higher in the 500 G runs owing tothe large area fraction
covered by dark micropores. In the different passbands shown in Fig. 5.5, the contrast is
enhanced by approximately a factor of two in the M2V star. Thecentre-to-limb variation
of the contrast is less affected by the magnetic field than in other stellar types.
As in the non-magnetic case, the temporal scatter,3 which was used for an error esti-
3The analysis in this section was based on the six snapshots indicated for each simulation in Fig. 2.2.
They span a time of roughly 10 – 15 min, which is larger than thegranule lifetime, but probably shorter than
the time scale on which the micropores (cf. Sect. 4.3.3) and lrge-scale velocity patterns (mesogranulation)
evolve.
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Figure 5.7: Centre-to-limb variation of the rms intensity contrast for the G2V (left) and
M2V (right) simulations withB0 = 0 G (diamonds and dotted curves) and 500G (squares
and solid curves) in narrow passbands near 400, 600, 800, and2000 nm (corresponding
plots for the other four simulated stars are given in Fig. B.24). In both plots, the errors are
indicated by (tiny) error bars. Note the logarithmic scale of the ordinates.
Figure 5.8: Limb darkening in the Johnson UX, B, V, R, and I passb nd filters (Johnson
and Morgan 1951, Bessell 1990) in the G2V star (for corresponding plots for the F3V and
M0V stars, see Fig. B.25).Left panel:Limb darkening of the non-magnetic (hydro.) and
500 G runs.Right panel:Relative difference between both runs.
mate, is very small. The relative errors thus obtained are between 10−4 and 5·10−3 for the
limb darkening and between 5· 10−3 and 2.5 · 10−2 for the contrast in most of the simu-
lations. These errors are indicated by (often invisibly small) error bars in Figs. 5.5 – 5.7
and B.22 – B.24. Systematic errors might be considerably larger, as the 20 G-run result
of the F3V star suggests (cf. Fig. 5.6).
For some of the 500 G runs, the centre-to-limb variation in the Johnson UX, B, V, R,
and I passband intensities were calculated with qualitatively similar results. The resulting
limb darkening curves for the G2V star are given in Fig. 5.8. The corresponding plots for
the F3V and M0V star are shown in Fig. B.25 in Appendix B.
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6 Synthetic spectral lines
6.1 Line synthesis and stellar disc integration1
In order to quantify the effect of the 3D structure on spectral lines, we chose as three
representative lines: an infrared Tii line at 2223 nm and two optical Fei lines at 616.5 and
617.3 nm, which are present in all stars of our effective temperature range, although the
titanium line is weak in the two hottest models. These lines ar relatively isolated (un-
blended) and we possess high-resolution archive spectra ofF- and G-type main-sequence
stars covering spectral ranges containing the two iron lines (s e Sect. 6.2.4). All lines
are magnetically sensitive and are suitable for measuring stellar magnetic fields (Ander-
son et al. 2010, Johns-Krull et al. 2004, and several follow-up papers). This will become
relevant in the third paper of this series, in which the impact of the magnetic field on
convection and spectral lines will be discussed.
The lines were calculated with the line synthesis codeSPINOR (Frutiger 2000) for six
3D snapshots for each simulation. We considered snapshots 2000 simulation time steps
δt apart (about 5 – 7 minutes stellar time).
For comparison with spatially unresolved stellar observations, we integrated the light
over a constructed stellar disc. This integration can be done semi-analytically by a convo-
lution for rigid-body rotation and homogeneous surface prope ties (Nordlund and Dravins
1990b, Ludwig 2007). Real stars, however, often rotate differentially or have large-scale
inhomogeneities such as star spots. In order to cover this general case, we implemented a
numerical stellar-disc integration.
The locally averaged line profileI0(λ, µ), which is generally a function of wavelength
λ and angleθ (with cosθ =: µ) between line of sight and surface normal, is only calculated
for a limited numberNµ of reference valuesµ j. One considersI0(λ, µ) to be represented
by the profileI0(λ, µ j) within a small interval ˜µ j ≥ µ > µ̃ j+1 ( j = 0, 1, . . . ,Nµ − 1),
1This section has been published as Sect. 5.1 in Beeck et al. (2013b).
Table 6.1: Line parameters.
Species λrest[nm] Ei[eV] a
Fei 616.536 4.143
Fei 617.333 2.223
Ti i 2223.284 1.739
a Ei is the excitation potential of the lower level of the transition
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Figure 6.1: Sketch of a stellar disc decomposed into areas ofnearly-constant velocity
(“υ-stripes”) and surface normal direction (“µ-rings”) for a star with differential rotation
in latitude. Red circles indicate the limits between theµ-rings, blue curves indicate the
limits betweenυ-stripes, the dotted green curves show constant latitude circles on the
stellar sphere (in steps of 10◦). Two bins (w1,3 andw2,7) are filled in different shades of
grey for illustration . The shown star has an inclination of 45◦ and rotates differentially
with twice the solar equator-to-pole shear (α = 0.4). In this sketch we usedNµ = 5 and
Nυ = 11. For the numerical stellar-disc integrations considerein Sect. 6.2.3 and 6.2.4
we usedNµ = 10 andNυ = 51.
whereµ̃ j > µ j > µ̃ j+1. On the stellar disc, theseµ intervals correspond to concentric
rings (and a central disc). To include rotation (differential or rigid), the constructed stellar
surface is additionally divided into “velocity stripes”, which are the projected areas of
regions with a line-of-sight component of the rotation velocity in a given interval ˜υk ≤
υ < υ̃k+1 (k = 0, 1, ...,Nυ − 1). Figure 6.1 shows a sketch of a stellar disc withNµ = 5
µ-rings andNυ = 11υ-stripes. To obtain the disc-integrated line profile,F(λ), we replace









wjkI0(υ + υk, µ j) , (6.1)
where each weightwjk corresponds to the projected area on the stellar disc with ˜µ j ≥ µ >
µ̃ j+1 andυ̃k ≤ υ < υ̃k+1 normalised by the total projected disc area. Interval limits were
chosen such that the reference valuesµ j andυk are centred in the intervals.
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For the differential rotation we here use the simple law
Ω = Ωeq ·
(
1− α sin2 θ
)
. (6.2)
The differential rotation parameterα is positive for solar-like differential rotation (α⊙ ≈
0.2 at the surface, Howard and Harvey 1970) and negative for anti-solar differential rota-
tion. With the current implementation of the numerical integration, we are able to cover
the range−0.5 ≤ α ≤ +1.0, which is much wider than the range of today’s observed and
predicted values ofα in stars.
It is computationally expensive to use manyµ-rings because each value ofµ j requires
a separate 3D line synthesis. In their pioneering work, Nordlun and Dravins (1990b)
usedNµ = 3 and included rigid-body rotation by convolution. Here, weusedNµ = 10
with µ j = 1.0, 0.9, . . . , 0.1.
In contrast, the number ofυ-stripes has only a minor impact on the computational
expense and thus can be chosen almost arbitrarily high. In a few test cases with rigid-body
rotation, the relative error between the semi-analytical result and the numerical method
was found to be smaller than 10−4 for Nυ ≥ 50, which is lower than the typical statistical
error due to the limited number of simulation snapshots. Forthe disc integration presented
in this paper, we usedNυ = 51. The numerical values ofυk scale linearly withυrot sini (the
line-of-sight component of the rotational velocity of the st llar equator;i is the inclination
of the rotation axis with respect to the line of sight). Once calculated, theNµ×Nυ weights
wjk for a given combination ofi andα can be used for the integration for any rotational
velocityυrot and given local profilesI0(υ, µ j) .
6.2 Spectral lines without magnetic fields2
6.2.1 Spatially resolved line profiles
Figure 6.2 shows the vertically (µ = 1) emerging spectrum of the Tii line at 2223 nm
for two locations (one in an upflow and one in a downflow region)in a snapshot of the
K0V simulation. The depth of the line depends on temperatureand temperature gradient;
it is smaller in the downflow region, where the temperature gradient is lower. While
the wings of this line form at−1 < logτR < 0 in the K0V model, the line core forms
at −2.5 < logτR < −1. Hence, the depth-dependence of the flow velocity entails line
asymmetries: in upflow regions, the whole line is blueshifted, but as the flow decelerates
with height, the line core is less strongly shifted than the wings. Analogously, the line
wings originating in a downflow accelerating with depth are more strongly redshifted
than the line core.
6.2.2 Centre-to-limb variation of line profiles
Figure 6.3 illustrates the centre-to-limb variation of theFei line profile at 617.3 nm av-
eraged over six snapshots of the F3V simulation box. The convective blueshift and line
asymmetry are largest at disc centre and decrease towards the limb. For the Sun, this
2This Section has been published as Sects. 5.2 – 5.5 in Beeck etal. (2013b).
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Figure 6.2: Synthetic line profiles (Tii at 2223 nm) of single vertical rays of the K0V-star
simulation in an upflow region (upper panels) and in a downflow region (lower panels).
Left panels:Temperature (solid), pressure (dotted), and vertical component of the fluid
velocity (dashed) along the vertical ray.Right panels:Profiles of the Ti line at 2223 nm
obtained withSPINOR for the corresponding vertical rays (∆λ = λ−λrest; the dashed lines
give the bisectors of the profiles).
effect has been demonstrated in many observational studies andi referred to as the “limb
effect” (for a review, see Dravins 1982). It is a consequence of the correlation between
intensity and velocity: at disc centre, the line-of-sight velocity corresponds to the vertical
flow velocity. As upflows (granules) are bright and have a higher area fraction, they con-
tribute more to the average line profile provided that the lindepth in up- and downflows
is comparable. Therefore, most lines are convectively blue-shifted at disc center. Near the
limb, the line-of-sight velocity is dominated by the horizontal flow component, which has
no correlation between its direction and temperature. Thisresults in a more symmetrical
line profile with a less shifted line core near the limb. The line wings are, however, some-
what more blue-shifted (near wings) or less red-shifted (extreme wings) near the limb
than at the disc centre. As the line wings originate close to the optical surface, this is
probably caused by very bright front edges of the granules inthis star.
The upper panels of Figure 6.4 show the variation of equivalent width and FWHM
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Figure 6.3: Centre-to-limb variation of a sample line profile. Left panel: line profile
obtained from the F3V simulation (Fei line at 617.3 nm; average over six snapshots) for
various values ofµ = cosθ. Right panel:bisector variation of the profile; same color code
and ordinate labels asleft panel.
with µ for the same line as in Figure 6.3, but for all our simulations. For the cooler simu-
lations, the equivalent width of this line decreases towards the limb as a consequence of
the decreasing temperature gradient with respect to optical depth along the inclined opti-
cal path. In the two hottest models, however, the line is stronger (higher equivalent width)
near the limb (cf. Fig 6.3), because of the high temperature in the lower photospheres:
the excitation potential of 2.2 eV of the lower level of the transition is relatively low and
this level becomes depopulated as the temperature rises significantly above 7000 K. In
addition, at this temperature, the first ionisation of iron sets in, so that the abundance of
Fei drops rapidly with temperature.
The FWHM of the spectral line is growing in all stars towards the limb as a conse-
quence of the increasing contribution of the horizontal flowvelocity to the line-of-sight
velocity: the rms of the horizontal velocity is up to about three times as high as the rms of
the vertical velocity in the photosphere and above (cf. Fig.3.4). This leads to a stronger
Doppler broadening of the line at low values ofµ.
The lower panels of Figure 6.4 show the Doppler shifts of the lin wings (5% of total
line depth) and the line core. The line wings are slightly blueshifted for most stars and
show a weak dependence onµ. However, for the F3V star, the line wings are strongly
redshifted at the disc centre and un-shifted near the limb. This indicates that, at disc
centre, the downflow regions contribute considerably to theresulting integrated profile of
this line in spite of their lower continuum intensity and area fraction. As discussed above,
this line becomes weak due to the high photospheric temperatur s and since upflows are
much hotter than downflows, the upflows contribute very little o the average line profile.
This effect vanishes near the limb, where the line-of-sight velocities correspond rather to
the horizontal component of the flows and where the line formshigher in the atmosphere,
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Figure 6.4: Centre-to-limb variation of the Fei line at 617.3 nm.Top panels:Variation of
equivalent width (right) and FWHM (left) of the line as functions ofµ. Bottom panels:
Convective Doppler shift (translated into line-of-sight velocity) of the line wings (right;
5% level of max. line depth) and the line core (l ft) as functions ofµ (positive= redshift).
The gravitational redshift is neglected.
i. e. at lower temperature.
The line cores of all stars except M2V show a pronounced increasing redshift (or
decreasing blueshift) at decreasingµ. The fact that some line cores are redshifted near
the limb is due to a statistical bias owing to reversed granultion: receding flows are more
often seen in front of hotter gas above intergranular lanes ad approaching flows are more
often seen in front of the cooler gas above granules (e. g., Asplund et al. 2000). This effect
is irrelevant for the line wings, as their formation height is closer to the optical surface.
The convective blueshift and its centre-to-limb variationare very important for high-
precision radial velocity measurements (e. g. for exoplanet detection and characterisa-
tion). As this section has shown, the many different mechanisms that determine the con-
vective blueshift for individual spectral lines can only bereproduced by comprehensive
3D calculations (also see Ramírez et al. 2009, Allende Prieto et al. 2013).
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Figure 6.5: Rotational broadening and line distortion.Upper panels:rotational broad-
ening of the Fei line at 617.3 nm for the G2V (left) and M0V (right) simulations. The
narrow right sub-plots of each plot show the bisectors of thelines (same colour code and
ordinate labels as other sub-plot).Lower panels:same as upper panels, but for the Tii
line at 2223 nm. In all cases, we used solar differential rotation together with five different
rotation rates.
6.2.3 Disc-integrated line profiles
Using the numerical method outlined in Sect. 6.1, we calculated disc-integrated profiles of
the three spectral lines listed in Table 6.1 for six snapshots of each of our six simulations.
Figure 6.5 shows the profiles of two lines (Fei at 617.3 nm and Tii at 2223.3 nm) for
the solar (G2V) and the M0V simulations for solar-like differential rotation (α = 0.2,
Eq. (6.2)) and various values ofυrot sini (i. e., the projection of the equatorial rotation
velocity onto the line of sight). As we have discussed in the previous section, the con-
vective flows and their correlation with temperature generally c use line asymmetries and
shifts (with respect to the rest wavelength of the line). These ffects are visible in the
disc-integrated profiles as well and best illustrated by line bisectors, which are generally
curved and shifted. Stellar rotation broadens the spectralline. The line shift due to rotation
is symmetric with respect to the projected rotation axis on the stellar disc (see Fig. 6.1)
and does therefore not produce an additional line asymmetry. However, asymmetries of
the local profiles (due to convection) can be modified by rotati n in a non-trivial fashion.
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Figure 6.6: Illustration of line broadening and bisector modification by rotation. The
black solid line shows an artificial line profile with a straight (but inclined) bisector (black
dashed curve). The coloured curves were obtained by convolving the blackcurve with a
(rigid-body) rotation profile of different width, simulating different velocities. Note that
the bisectors (dashed curves) are modified by the convolution although the rotation profile
is perfectly axis-symmetric.
This is illustrated in Figure 6.6: here, aµ-independent artificial line profile is convolved
by a rotation profile to mimic stellar rigid-body rotation (α = 0). The bisector depends on
rotation velocity and evolves from a straight line into curved C- and S-shapes when the
rotation velocity is increased.
Figure 6.7 shows the dependence of the bisector of the Fei line at 617.3 nm on the
differential rotation parameterα as defined in Eq. (6.2) and on the inclinationi of the
rotation axis of the star at a rotation speed ofυrot sini = 5 km s−1. Whenα is varied,
i = 60◦ is fixed, wheni is varied,α = 0.2 is fixed. While the impact ofi on the bisector
shape is very subtle, the eff ct ofα is more pronounced. The eff ct is similar in magnitude
for all inclinations between 15 and 90◦ at constantυrot sini. In contrast, we find that the
effect of inclination is proportional to|α| and thus vanishes for rigid-body rotation (α = 0)
as expected. The dependence of the bisector shape onα and i can be explained by the
different contribution of differently shifted and inclined projected surface elements ofhe
star. With our numerical method (see Sect. 6.1 and Fig. 6.1),the weightswjk change
with α and (ifα , 0) with i. Similarly a continuous contribution functionw(µ, υ) would
depend on both parameters. This implies that, at least for inactive stars with homogeneous
convective surface structure, the investigation of the bisctor shape of individual lines can
yield constraints on the rotational velocity and the differential rotation parameter.
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Figure 6.7: Bisector variation with inclinationi and differential rotation parameterα of the
Fei line at 617.3 nm for the G2V and M0V simulations. For the variation ofα (left panels)
the inclination was fixed ati = 60◦; for the variation ofi (right panels) the differential
rotation parameter was fixed atα = +0.2. For all calculationsυ sini = 5 km s−1 was used.
6.2.4 Comparison to observational data
For a preliminary comparison of our disc-integrated line profiles, we considered three F
stars from a set of observations of main-sequence stars obtained with the CES spectro-
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graph mounted on the 3.5-m telescope at Calar Alto observatory (Reiners 2006, Ammler-
von Eiff and Reiners 2012).
Figure 6.8 shows a comparison of disc-integrated syntheticspe tra with their obser-
vational counterpart. As we have only a limited number of spectral types and only one
set of elemental abundances, the depth of the synthetic spectral line did not match the
observed ones and was multiplied by a factor in order to facilit te a better comparison
between model and observation. For the unknown inclinations, we assumedi = 60◦ as
the “average case”. The projected rotational velocityυrot sini and the differential rotation
parameterα was set to the values published by Ammler-von Eiff and Reiners (2012). The
observed data have typical signal-to-noise ratios of several hundred and a spectral resolv-
ing power ofR≈ 230, 000. The instrumental broadening was mimicked by a convolution
of the synthetic spectra with a gaussian. In general, the synthetic spectra provide a good
representation of the observations. Some deviations are likely due to the mismatch in
effective temperature, surface gravity, and chemical composition between stars and simu-
lations as well as to magnetic activity and surface inhomogeneities in the observed stars,
which are not taken into account so far.
The preliminary comparison to observed data in this sectionmerely serves as an il-
lustration and an outlook. A more detailed analysis of observational data is beyond the
scope of this paper and will follow in a subsequent paper.
6.3 Effects of the magnetic fields
The three lines investigated here are sensitive to the Zeeman ffect (the effective Landé
factors,geff, are 0.69, 2.5, and 1.66, for the Fei line at 616.5 nm, the Fei line at 617.3 nm
and the Ti line at 2223.3 nm, respectively, see VALD Data Base, Piskunov et al. 1995,
Kupka et al. 1999). If the magnetic field had no influence on thethermodynamic structure
of the photospheric layers of the stars (which, for lack of information, is often assumed in
measurements of stellar magnetic fields), one would expect th S okes-I components of
the lines to roughly resemble superpositions of un-split lines (originating in non-magnetic
regions) and split or strongly broadened lines (originating in the magnetic flux concen-
trations). The weight of the two components is then just the area fraction of magnetised
regions. Some observers refine this technique and take into account not just two but sev-
eral components of different field strengths. This method has been successfully appied
to fit observed spectral lines with model spectra, where a two-component model did not
suffice (Shulyak, submitted).
However, as our simulations (as well as observations of the Sun) show, the magnetic
field has a significant impact on the local thermodynamics andas all spectral lines are also
sensitive to the pressure and temperature along the opticalath, the situation can become
far more complicated. In the partially evacuated Wilson depressions, the layer of line
formation (which is roughly at−3.0 . logτR . −0.5 for the lines investigated) is geo-
metrically deeper and (at least for F-, G- and K-stars) oftenat a higher temperature (and
a lower temperature gradient) in small-scale flux concentrations. The higher temperature
can lead to the ionisation of the line-producing atomic species and thus to a reduced line
opacity for lines of neutral atoms as considered here. Moreover, the magnetic and non-
magnetic parts of the photosphere can have statistically different velocity distributions,
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Figure 6.8: Profiles of the two Fei lines of three F stars (black lines and diamonds) in
comparison to disc-integrated profiles from the F3V simulation (red curves). For the
rotational broadening of the synthesised lines, an inclinatio of the rotation axis ofi = 60◦
was assumed. For a better comparison, the line profiles were multiplied by a factor such
that the depth of the line core come into agreement. For the proj cted rotational velocities
υrot sini and differential rotation parameterα the values by Ammler-von Eiff and Reiners
(2012) were used; for comparison, the blue curve in thebottom panelsshows a disc-
integrated profile with the sameυrot sini butα = 0.
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Figure 6.9: Illustration of the definition of(spectral) line fluxin analogy to the flux of
emission lines. As only absorption lines are considered here, the quantity calledline flux
in what follows is, strictly speaking, the modulus of the (negative) absorption line flux.
which means that the shift and broadening of lines due to the Doppler effect is different
(and has probably a differentµ-dependence).
Even if a line is fairly insensitive to temperature, the differently bright parts of the
stellar surface contribute different amounts of flux to the spectrum. For the analysis of a
spectral absorption line, the amount of flux missing with respect to the non-normalised
continuum gives the weight of a profile in the composite profile. In analogy to the flux of
emission lines, this quantity will be called(spectral) line fluxin the following sections.
As only absorption lines are considered here, just the modulus of the line flux is of im-
portance. Thus, all line fluxes in the following appear as positive quantities. Figure 6.9
illustrates this definition of the spectral line flux.
As will be shown in Sect. 6.3.4, even for the relatively weak aver ge magnetic fields
of up to 500 G considered in this thesis, the local changes in the thermodynamic structure
have a stronger impact on the three spectral lines investigated than the Zeeman eff ct for
F- and G-type stars. In the following three sections, the influence of these local modifi-
cations is illustrated in spatially resolved “local” line profiles (Sect. 6.3.1), the centre-to-
limb variation of the averaged line profiles (Sect. 6.3.2), and the disc-integrated profiles
(Sect. 6.3.3).
6.3.1 Spatially resolved spectra
Figure 6.10 shows the local profiles of two spectral lines forfou single vertical rays in one
snapshot of the K0V simulation withB0 = 500 G. Point 1 is located in a non-magnetised
granule (upflow), while Point 2 is located in a non-magnetised downflow. The other two
points were chosen at two magnetised sites: Point 3 at a bright magnetic structure and
Point 4 in the centre of a dark micropore. The local line profiles of the non-magnetised
points are shifted to the blue in Point 1 and to the red in Point2. For the Fei line at
617.3 nm, which forms over a wider depth range, the profiles show strong asymmetries
caused by velocity gradients along the line of sight. As discus ed in Sect. 6.2.1, the
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Figure 6.10: Local vertical spectral line profiles for the K0V simulation withB0 = 500 G.
Left panel:intensity image with four positions marked for which local spectra are shown
in theright panels: (1) a non-magnetic upflow, (2) a non-magnetic downflow, (3) abright
magnetic structure, (4) a dark magnetic structure.Right panels:local profiles of the Fei
line at 617.3 nm (top) and the Ti line at 2223 nm (bottom) at (µ = 1); the four different
colours correspond to the four points marked in theleft panel.
wings, which originate near the optical surface, have a stronger shift (away from the
rest wavelength of the line) than the cores, which are formedin higher layers where the
vertical flow speeds are considerably lower. Both lines are subject to the Zeeman eff ct
and are split into two Zeeman components in the magnetic points considered (Point 3 and
4). The excitation potential of the Tii line much smaller than that of the iron line. Hence,
the lower level of the transition becomes depopulated at lower temperatures for the Ti
line as for the Fe line. Moreover, titanium is ionised at a lower temperature than iron.
As a result, the Ti line is very sensitive to temperature at the p otospheric temperatures
typically prevailing in the K0V star. Consequently, the fluxof the (strongly split) line is
much higher in Point 4 than it is in Point 3 in spite of the higher continuum flux level
in Point 3. The less temperature-sensitive iron line has a comparable equivalent width
in Points 3 and 4, but as the continuum flux is more than twice aslarge at Point 3, the
line flux is also higher in this point than in the dark magneticstructure (Point 4). The
two Zeeman components are asymmetric in both spectral lines(but rather symmetric with
respect to the central wavelength of the line). This can be explained by the gradient of
the magnetic field along the line of sight. As the tube-like magnetic structures fan out
in the stellar atmospheres, the field strength decreases with height above the surface (cf.
Figs. 3.16 and 3.21). Consequently, the wings of the Zeeman components, which form
closer to the optical surface than the cores, are more strongly shifted away from the central
wavelength of the line than their cores.
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Figure 6.11: Decomposition of four line profiles into differently magnetised components.
The black line shows the average vertical (µ = 1) line profile, while the coloured curves
show the line averaged over areas whereB(τR = 1) is in a certain range (range specified in
the plots). Each line is normalised to its own continuum. Thenumbers in parentheses give
the weight of the component in the composite spectrum (see text for further explanation).
Figure 6.11 illustrates for a few combinations of spectral lines and simulations (all
with B0 = 500 G), how line profiles originating from regions of different magnetic field
strength add up to the average line profile (atµ = 1). For this analysis, the optical surface
was split into four groups of pixels with different field strength: the first group (repre-
sented by the dark blue curve in Fig. 6.11) comprises the virtually field-free area (B(τR =
1) < 250 G), while the second an third groups (purple and red curves, respectively) con-
tain regions with 250 G< B(τR = 1) < 750 G and 750 G< B(τR = 1) < 2000 G),
respectively. The fourth group (orange) comprises the strongly magnetised area with
B(τR = 1) > 2000 G). The choice ofB(τR = 1) rather than, e. g.B(τR) = 0.01 does
not strongly influence the result presented in this figure. The average profiles of the four
groups are normalised to their respective continua. The product of relative continuum flux
level and area fraction of the group yields the weight of the group profile in the average
profile. The weights for the four groups are specified in the figure (numbers in parenthe-
ses). While all profiles were calculated from simulations with B0 = 500 G, the impact
of the magnetic field on the line profiles is very different in quantity and quality for the
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Figure 6.12: Average downflow speed in non-magnetic (hydro.) and 500 G runs of the
F3V simulations (thick curves). The thin curves represent the run of the average downflow
speed decomposed into the four groups of pixels differentB(τR) introduced in Fig. 6.11.
Dotted lines give the 1-σ scatter of the six snapshots analysed.
different spectral types and spectral lines. In the F3V simulation, he flow velocities are of
the order of several km s−1 and as the magnetic field is mainly accumulated in the down-
flow regions, the average profile of the magnetic regions is strongly redshifted while the
non-magnetic profile is slightly blueshifted. The 617.3-nmiron line becomes broader and
shallower at higher magnetic field strength. In the regions with B(τR) > 2000 G, which are
the hot magnetic structures, the line has a strongly reducedequivalent width and its central
depth is only about 3% of the continuum (compared to 35% in thenon-magnetic group).
A similar effect is also seen for the other two lines in this star. The mean profile has a
strongly asymmetrical shape: the redshifted, broadened component of the intermediately
magnetised regions produces a redshifted line wing, which is much more pronounced in
the 500 G run than in the non-magnetic run (cf. Fig. 6.12). In the K0V simulation, the
effect of the vertical velocity perturbations becomes small compared to the Zeeman ef-
fect for the Fei line at 617.3 nm. However, the Zeeman splitting at about 2 kG is still
comparable to the width of the individual Zeeman components. For the titanium line in
the same simulation, the splitting is larger compared to thewidth of the components, re-
sulting in a strongly split line profile in the intermediate and strong field groups (i.e. at
B(τR = 1) > 750 G). The equivalent width of the lines from these two groups is consider-
ably smaller than in the unmagnetised group, but as these twogroups comprise more than
25% of the weight in the resulting mean profile, they produce strongly broadened line
wings. In the M2V star, the effect is much less obvious: the broadening affects the entire
profile and not just the extreme wings, since the line profile of the Zeeman components is
wider (owing to pressure broadening).
The fact that the redshifted wing of the Fei line profile at 617.3 nm is much more
pronounced in the 500 G run of the F3V star than in the non-magnetic run is only partly
due to the higher filling factor of downflows in the 500 G run. A similar but much smaller
effect of a redshifted line wing at the disc centre is also seen inthe G2V simulation. As
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shown in Fig. B.21 in Appendix B for the G2V and M2V simulations, the downflow speed
averaged on iso-τR surfaces is reduced below the surface but slightly higher inthe atmo-
spheres in the 500 G runs compared to the non-magnetic runs (qalitatively similar results
are obtained for the other stars). Figure 6.12 shows the average downflow speed in the
non-magnetic run (thick black curve) and the 500 G run (thickviolet curve) for the F3V
star averaged on surfaces of constant optical depth. For the500 G run, this average is also
shown split into four groups analogous to Fig. 6.11. There isa strong relation between
average downflow speed and field strength, which only breaks down below the optical
surface. The two groups with high field strength have averagedownflow speed of about 4
and 5 km s−1 at logτR = −2, where the non-magnetic run has less than 3 km s−1. The area
fraction of downflows is (86± 1)% and (80± 1)% in these groups at logτR = −2. This
explains the redshifted wing of the Fei line profile (617.3 nm) in the F3V simulation with
500 G, as well as a similar shift in other spectral lines formed at similar optical depth. As
discussed in Sect. 3.3.2, longer-lived magnetic flux concentrations cannot sustain down-
flows. As most of the magnetic flux concentrations on K and in particular on M stars are
long-lived and show concequently very low vertical flow velocities (cf. Fig. 3.31), the
spectral line profiles of K and M stars do not show a strongly redshifted line wing.
The results presented in Figs. 6.10 and 6.11 illustrate thatdifferent parts of the stellar
surface have a different weight in the resulting spectrum. For each single ray this weight
is simply the line flux. Figure 6.13 shows the average line fluxas function of the local
magnetic field strengthB(τR = 1) at the optical surface normalised by the average line
flux in the first bin (B(τR = 1) < 200 G) for the same spectral lines for which the profiles
are shown in Fig. 6.11. As in Fig. 4.13 (Sect. 4.3.1), bins with less than 1000 points
(corresponding to about 0.06% of all points) are scaled by the logarithm of the number of
points, i. e. small symbols represent very small numbers of points rendering these bins as
rather insignificant. In the F3V simulation, the magnetic structures are so hot that even the
Fei line at 617.3 nm is weakened substantially in places whereB(τR = 1) is high. At 2 kG,
the typical field strength of the magnetic flux concentrations, the line flux is reduced to
20–30% of the non-magnetic value. For the K0V simulation, the flux of Ti i line decreases
with increasing local field strength, while the flux of the Fei line slightly increases with
local field strength. As titanium is ionised at a lower temperatu e than iron, the Ti line
is weakened in the hot magnetic structures of the K0V star, while t e iron line is not.
The flux of the iron line is even somewhat higher in the magnetic r gions, because of two
effects: first, the overall flux level is higher in the small magnetic regions (cf. Fig. 6.10),
second, the Fei line is saturated to a high degree in this star. The individual Zeeman
components are less saturated and consequently the line fluxof the split or broadened
line is higher. For this spectral type, the runs with differentB0 show somewhat different
line flux in strongly magnetised regions. This is an effect of the dark, pore-like structures
which form only at higherB0 (cf. Figs. 3.15, 4.12, and 4.13). For the titanium line, which
is very temperature-sensitive in this temperature regime,the line flux is less reduced at
higherB0, because of the onset of the formation of dark micropores. Incontrast, the Fe
line flux gets less enhanced at higherB0 due to the lower average (continuum) intensity
of the (dark) magnetic regions, in spite of the reduction of the saturation by the splitting.
In the M-star simulations, the line flux is relatively independ nt of the local field and of
B0 for all three lines investigated. The variation is smaller bcause the temperature and
intensity contrasts in the M-star atmospheres are smaller than in the atmospheres of hotter
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Figure 6.13: Relation between magnetic field strengthB(τR = 1) at the optical surface
and line flux (cf. Fig. 6.9). The field is binned in steps of 200 G, and the line flux is given
relative to the line flux in the first field bin (B(τR = 1) < 200 G). Error bars indicate the
1-σ scatter in the bins, the slight horizontal shifts between thplot symbols and error bars
of different simulations are added for clarity. The size of symbolsrepresenting bins with
less than 1000 points (0.06% of all points) is scaled with thelogarithm of the number of
points in this bin.
stars.
Figure 6.14 summarises the line flux difference between magnetic and non-magnetic
regions for all three spectral lines investigated and all 18magnetic simulation runs. In
this figure, the ratio between the line flux averaged over regions withB(τR = 1) > 1400 G
and the line flux averaged over regions withB(τR = 1) < 600 G is plotted versus spectral
type. For the three lines investigated here, the line flux produced in magnetic regions is
reduced in the F- and G-star simulations. In the M stars, the average line flux does not
differ strongly between non-magnetic and magnetic simulations. In the K stars, the result
depends on the spectral line: while the titanium line has a lower flux in the magnetic runs
than in the non-magnetic run, the flux of the iron lines are mostly unaffected. The result
for the 500 G run differs somewhat from the result for the other two valuesB0, which in
turn are very similar. In the F-, G-, and K-star simulations,the formation dark magnetic
structures influences the line flux of magnetic regions, and such dark structures form only
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Figure 6.14: Ratio of the line flux〈Fline〉B(τR=1)>1400 G, averaged over the parts of the surface
whereB(τR = 1) > 1400 G, to the line flux〈Fline〉B(τR=1)<600 G, averaged over the parts of
the surface whereB(τR = 1) < 600 G (first three bins in Fig. 6.13). Different symbols and
linestyles represent the different spectral lines investigated.
in the 500 G runs of these stars.
The results presented in this section show that magnetic andno -magnetic regions do
not appear in the spectrum weighted with their area fraction. For some spectral lines, the
modified thermodynamics locally reduce the line flux and thusreduce the Zeeman-eff ct
signal of the magnetic field in the composite spectrum. If these lines were used for a
determination of the magnetic field without any knowledge ofthe local thermodynamic
changes, the field or filling factor would be strongly underestimated (cf. Sect. 6.3.4).
6.3.2 Centre-to-limb variation of spectral line profiles
In the previous section, the analysis was restricted to the spectral line profiles in verti-
cally emerging light (i. e.µ = 1). In this section, the effect of the magnetic field on the
spectral lines profiles is discussed for different values ofµ in terms of the four parame-
ters equivalent width, full width at half maximum, convective Doppler shift of the line
core and of the line wings. In Sect. 6.2.2, it was shown that these parameters vary across
the stellar discs in the non-magnetic case. The reason for this µ-dependence is the vari-
ation of temperature, pressure, density, and line-of-sight velocity along the optical paths
of different inclination due to the 3D structure of the surface layers. For the magnetic
simulation runs, the magnetic field along the optical path, wich acts on some spectral
lines by virtue of the Zeeman eff ct, can likewise statistically vary withµ. An additional
impact of the magnetic field on the centre-to-limb variationof spectral line profile shapes
can be expected owing to the local modifications of the thermodynamic structure by the
field (see Sect. 3.3). As discussed in this section and in Sect. 6.3.4, the effect of the modi-
fied thermodynamic structure on the three spectral lines investigated turns out to be more
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Figure 6.15: Centre-to-limb variation of the Fei line at 617.3 nm in the F3V simulations.
Shown is the centre-to-limb variation of the equivalent width (top left), the full width at
half maximum (top right), the Doppler shift of the line core (positive= redshift;bottom
left), and the Doppler shift of the line wings (bottom right). The black curve represents
the non-magnetic run (hydro.), the three coloured curves represent the magnetic runs with
different values ofB0.
important than the Zeeman eff ct in F- and G-type stars for all magnetic field strengths
considered here.
Figure 6.15 shows the centre-to-limb variation of the equivalent width (EW), full
width at half maximum (FWHM), and the Doppler shifts of the line core and the line
wings of the profile of the Fei line at 617.3 nm in the F3V simulations. The EW and
FWHM increase towards the limb in this star, because the geometrical height of line
formation moves upwards where the temperature is lower (less ionisation of Fei; see
Sect. 6.2.2). The general increase in EW and FWHM with decreasingµ can be observed
in all four runs. In addition both parameters are decreasingwith increasingB0. For the
equivalent width, this decrease is due the line weakening (owing mainly to ionisation
of Fei, but also to the lower temperature gradient and to the decreased population of the
lower level of the atomic transition) in the hot magnetic struc ures (cf. Fig. 6.13). The line
weakening does not affect the FWHM much. Consequently, the reduction of the FWHM
of the line near the disc centre is smaller than the reductionof EW. As the horizontal rms
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Figure 6.16: Same as Fig. 6.15, but for the Tii line at 2223 nm and the M2V simulations.
flow speeds are reduced in the magnetic runs (cf. Fig. 3.28), the “turbulent broadening”
of the line is decreased near the limb. This has no strong effect on the EW, but leads to a
reduction of the FWHM at lowµ.
As pointed out in Sect. 6.3.1 (see discussion of Figs. 6.11 and 6.12), the magnetic field
has also an impact on the eff ctive Doppler shift of the line profile. In the non-magnetic
run, the Fei line at 617.3 nm has a blueshifted line core and redshifted line wings at the
disc centre and almost unshifted cores and wings near the limb (cf. Fig. 6.3). In the 500 G
run of the F3V star, the line core is no longer blueshifted at the disc centre, but more
strongly blueshifted near the limb, while the wings are muchmore strongly redshifted
(about 3 km s−1) than in the non-magnetic case (less than 1 km s−1) at the disc centre but
still almost unshifted near the limb. The modified flows in themagnetic flux concentra-
tions and the much more strongly corrugated optical surfaceare mainly responsible for
these changes. Near the disc centre, the deep depressions caused by the magnetic flux
concentrations lead to the strong redshift in the line wings(cf. Fig. 6.11), whereas closer
to the limb, the flux concentrations are hidden from view (cf.Fig. 5.4) and this shift is
consequently not present.
Figure 6.16 shows the centre-to-limb variation of the line profile parameters for the
Ti i line in the M2V star. There are qualitative and quantitativedifferences to the F3V star
discussed above. In contrast to the F3V star, EW and FWHM are inc asing withB0. For
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the EW, this increase is strongest near the limb, while for the FWHM the relative increase
is almost independent ofµ. For the FWHM, this can be attributed to the Zeeman effect,
which substantially broadens this line in this star (cf. Fig. 6.11). The Zeeman eff ct also
has an influence on the EW: although the magnetic structures have reduced intensity, the
flux of this line is slightly increased in these regions mostly due to the reduced degree of
saturation in the individual Zeeman components (cf. Fig. 6.13). The increase is stronger
near the limb, probably due to the side walls of the magnetic structures, where the line
forms in the cool region above and in front of the magnetic structure before a bright
continuum background of the side wall.
The variation of the Doppler shifts of line core and wings with B0 is very small for
this star. There is a small tendency for redshifted lines at higherB0. This tendency might
be caused by the increased line flux within the magnetic structu es: although large parts
of these structures are virtually at rest, the smaller ones ar associated with downflows,
which then contribute substantially to the spectrum due to their high area fraction and
the increased line flux. The difference between the Doppler shifts of runs with different
B0 are, however, not very significant and the magnitude of the supposed effect does not
scale well withB0. The observed impact of the magnetic field on the line shifts could be
coincidental in this star.
In Figure 6.17, the difference of the EW and FWHM of the three spectral lines be-
tween the 500 G runs and the respective non-magnetic runs areshown. As outlined in the
discussion of Figs. 6.15 and 6.16, this difference can be attributed mainly to three effects:
Zeeman effect, line weakening, and modified flows. The Zeeman effect leads to an en-
hanced FWHM. To a lesser extend, it also enhances the EW (due to th reduction of line
saturation by the Zeeman splitting into several components). A the relative strength of
theσ components of the line to theπ component depends on the field direction, the im-
pact of the Zeeman effect should decrease withµ as the angle between magnetic field and
line of sight becomes larger. The magnitude of the Zeeman splitting or broadening also
depends on the line parameters (geff, λ). In contrast, the line weakening (due to ionisation)
entails a reduced EW and, to a lesser extend, also a reduced FWHM (if the line weakening
is correlated with the velocity field). The line weakening should depend mildly onµ, but
not onλ andgeff. The modified flows can also considerably change the centre-to-limb
variation of the FWHM and the EW as discussed in detail for theF3V star above (see
discussion of Fig. 6.15). The impact of the modified flows is strongly depending onµ and
only weakly depending on the line parameters. Figure 6.17 thus illustrates the balance
between these three eff cts. In the F3V star, line weakening and modified flows dominate
over the Zeeman effect in all three lines (reduced,µ-dependent EW and FWHM in the
500 G run compared to the non-magnetic run). In the G- and K-star simulations, the ef-
fect of the line weakening is smaller. In the K stars it only plays a role for the titanium line
(lower ionisation temperature). In the M stars, most of the impact of the magnetic field
on the EW can be attributed to the Zeeman effect. Consequently, it is strongest in the in-
frared titanium line because the Zeeman broadening dependsquadratically onλ whereas
other broadening mechanisms scale linearly withλ. For the two iron lines, the Zeeman
broadening is much stronger for the 617.3 nm line because of its effective Landé factor of
geff = 2.5 compared togeff = 0.69 of the 616.5 nm line.
Figures 6.18 and 6.19 give the differences of the Doppler shifts of line cores and
line wings, respectively, between the 500 G runs and the respective non-magnetic runs.
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Figure 6.17: Difference of equivalent width (upper panels) and FWHM (lower panels)
between simulations withB0 = 500 G and the respective non-magnetic simulations for
the three spectral lines investigated as function ofµ.
The impact of the magnetic field on the Doppler shift of the line cores and wings is
qualitatively similar for all spectral lines, in spite of their slightly different formation
heights. For the F3V and G2V stars, core and wings are relativy shifted to the red at disc
centre and to the blue near the limb. The reason of the relativredshift at the disc centre is
the strongly enhanced downflow speed in the magnetic flux concentrations (cf. discussion
of Fig. 6.15), while the relative blueshift near the limb is caused by the strong corrugation
of the optical surface: downflows are mosly hidden behind granules and have a low line-
of-sight velocity component, whereas the granule tops approaching the observer are less
obscured by the receeding flows in front of them than without magnetic field. For the
other spectral types, the impact is small, with a small tendency towards a relative redshift
in the K5V and M2V simulations, which might, however, be coincidental because its
significance is low (see discussion of Fig. 6.16).
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Figure 6.18: Difference of the line core Doppler shift between simulations with B0 =
500 G and the respective non-magnetic simulations as function ofµ for the three spectral
lines considered. Thelower panelsare a zoom-in on the curves for the cooler stars.
6.3.3 Disc-integrated spectra
For the spectral lines presented in this section, the numerical disc-integration method
presented in Sect. 6.1 was applied assuming a homogeneous large-scale distribution of
the magnetic field over the visible stellar surface. The consequences of this somewhat
unrealistic assumption are discussed in Sect. 7.2.
Figure 6.20 shows disc-integrated line profiles for a few combinations of spectral lines
and spectral types. The dashed curves represent the profileswithout rotation. For the
solid curves the profiles were broadened with the solar differential rotation (α = 0.2)
at a rotation velocity ofυrot sini = 7.5 km s−1 and an inclination ofi = 60◦. This is a
reasonable rotation rate for moderately active stars of spectral type F and G, as well as for
relatively young and active K and M dwarfs.
In the F3V simulation, both iron lines are shallower and narrower in the 500 G runs
than in the non-magnetic runs. Moreover, the lines are considerably shifted to the red and
their red wings become more prominent. As already discussedin Sects. 6.3.1 and 6.3.2,
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Figure 6.19: Same as Fig. 6.18 but for the difference of the linewingDoppler shift.
the line weakening3 and the modified flows play a more important role in this star thn
the Zeeman effect (cf. Figs. 6.11 and 6.15). The modifications of both iron lines by the
magnetic field look thus very similar although the sensitivity to the Zeeman effect is rather
different. In the cooler K0V star, the line weakening is unimportant for the iron lines, but
still important for the titanium line (cf. Fig. 6.10). Although the Zeeman broadening is
stronger in the infrared titanium line than in the 617.3 nm iron line, the EW of the Tii
line is slightly reduced in the magnetic run and its FWHM similar to the non-magnetic
run without rotation. The Zeeman eff ct, however, shifts some line flux to the extreme
wings (cf. Fig. 6.11). For the Fei line at 617.3 nm, the line weakening does not play a
role. Therefore, EW and FWHM are larger in the line profiles ofthe 500 G run at any
rotation rate. In the M2V simulations, there is no line weakening, thus EW and FWHM
are higher in the 500 G runs than in the non-magnetic runs for all lines owing to the
Zeeman effect. Owing to the larger wavelength and higheff, the titanium line shows the
strongest Zeeman broadening in this star.
3The line weakening is less obvious in the disc-integrated profile without rotation because its eff ct is
mainly on the EW and not so much on the line depth.
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Figure 6.20: Disc-integrated line profiles of six combinations of spectral lines and spectral
types. In all panels the black curves correspond to the non-magnetic run and the violet
curves correspond to the 500 G runs. The dashed curves represent the disc-integrated
line profiles without rotation, while the solid curves include broadening by a differential
rotation (solar,α = 0.2) atυrot sini = 7.5 km s−1 seen at an inclination of 60◦.
Figure 6.21 presents the values of the EW and FWHM of all disc-integrated line pro-
files without stellar rotation. The line weakening shows up very clearly in the EW of the
hotter end of the model sequence, while the broadening due tothe Zeeman effect is best
visible in the FWHM of the cooler end of the model sequence. The Zeeman broadening
shows the strongest eff ct in the titanium line, as expected, while it is almost not present
in the Fei line at 616.5 nm with its low effective Landé factor ofgeff = 0.69. The virtual
absence of the Zeeman effect in this line renders the whole extent of the line weaken-
ing visible, while it is partly compensated by the Zeeman effect in the other two spectral
lines. It is important to note that the Zeeman broadening appe rs to be roughly propor-
tional toB0 (in both EW and FWHM), which is well visible for the M stars, while the line
weakening increases less than linearly withB0.
As shown in terms of bisectors in Figs. 6.5 – 6.7 in Sect. 6.2.3, stellar rotation can
distort already asymmetric line profiles and thus have an impact on the line shape, in
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Figure 6.21: Equivalent width (left panels) and full width at half maximum (FWHM,right
panels) of the profiles of the three investigated lines for all 24 simulation runs.
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Figure 6.22: Doppler shift of the line profile cores (olid curves) and wings (dashed
curves) of all three spectral lines investigated in the F3V, K0V, and M2V simulations
as function ofυrot sini (for the same plot for the G2V, K5V, and M0V simulations see
Fig. B.26). In all cases,i = 60◦ andα = 0.2 was assumed.
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particular on the effective Doppler shift of the line core and its wings. Figure 6.22 illus-
trates the impact of stellar rotation on the effective Doppler shift of the lines as function
of the rotational velocity. In Sect. 6.3.2 it was illustrated that the Doppler shifts of the
lines are strongly affected by the magnetic field near the disc centre in the F- and G-
star simulations (cf. Figs. 6.18 and 6.19). As expected, thehighly redshifted line wings
of the disc-centre spectrum also have an effect on the disc-integrated spectrum. For the
616.5 nm Fei line in the F3V simulation for instance, line wings and core ashifted by
approximately 800 and 600 m s−1, respectively, to the red in the 500 G run compared to
the non-magnetic run. As Fig. 6.22 illustrates, simulations with differentB0 have differ-
ent effective Doppler shifts of the lines and, more importantly, a different dependence on
υrot. If the simulated stars had large-scale structures in the magnetic field (analogous to
active and quiet region on the Sun), the Doppler shift would become time dependent in a
non-trivial fashion (also see Sect. 7.2). Reiners et al. (2013) proposed an effect of the Zee-
man effect on radial velocity signals by a combination of the Doppler and Zeeman effects
similar to the Rossiter-McLaughlin eff ct (Rossiter 1924, McLaughlin 1924). Fig. 6.22
shows, that the effect of the magnetic field is even more pronounced and probablymore
complicated than that and not exclusively caused by the Zeeman effect but also by the
modified convective flow patterns.
6.3.4 Zeeman effect vs. thermodynamic effects
The sensitivity to the Zeeman eff ct of the three spectral lines investigated is considerably
different. The Ti line and the Fei line at 617.3 nm were chosen for their large effective
Landé factors (2.5 and 1.66, respectively) and the resulting strong Zeeman splitting, while
the Fei line at 616.5 nm has a lower eff ctive Landé factor of only 0.69. In the previous
section, the impact of the magnetic field on disc-integratedline profiles was analysed. In
particular for the two hottest models (F3V and G2V), the effect of the magnetic field is
not limited to broadening due to the Zeeman effect, but rather a complicated consequence
of the modified thermodynamical structure. In this section,the relative importance of the
Zeeman effect will be analysed more quantitatively.
To disentangle the effects of the modified thermodynamical structure (here including
the modified flows) and the Zeeman splitting, the spectral line synthesis for the 500 G
runs was repeated with the Zeeman effect artificially turned off: the thermodynamical
structures were exactly identical to the ones of the 500 G runs, but the magnetic field
was neglected for these new line calculations. Figure 6.23 show two examples of the
resulting disc-integrated profiles (Fei line at 617.3 nm for the G2V star at two different
rotation rates). The grey curves in these plots correspond tthe line profiles of the non-
magnetic simulation and the blue curves to the line profiles of the 500 G simulation. The
red curve is the line profile of the 500 G-run atmosphere withou Zeeman effect (labelled
500 G/ 0 G). The difference between the grey and the red curves are thus only due toth
local modifications in the atmospheric structure (indirectffect of the magnetic field),
whereas the difference between the blue and the red curves are exclusively caused by the
Zeeman effect (direct effect of the magnetic field). Without rotation, direct and indirect
effects of the magnetic field on the line profile are similar in magnitude for this star and
spectral line. At a rotation speed ofυrot sini = 7.5 km s−1, however, the indirect effects of
the magnetic field are much stronger than the direct ones as the line is strongly broadened
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Figure 6.23: Disc-integrated profiles of the Fei line at 617.3 nm without rotation (left) and
with υrot sini = 7.5 km s−1 (differential,α = 0.2, i = 60◦; right) for G2V simulations. The
grey line represents the profile of the non-magnetic run (hydro.), the blue curve is the pro-
file of the 500 G run, the red curve is calculated using the thermodynamic structure of the
500 G run but assumingB ≡ 0 G for the line calculation (see text for further explanation).
Note the different scales of ordinate and abscissa.
by rotation so that the much smaller broadening by the Zeemaneffect is largely concealed.
As one possible way of quantifying the differences between the different line profiles
shown in Fig. 6.23, the integral of the unsigned differences in the line profiles (with nor-
malised continuum flux) was calculated. The resulting integrated differences are shown
for the Fei line at 617.3 nm and the Tii line at 2223.3 nm in Fig. 6.24 for all spectral
types. The blue squares in this Figure represent the integrated differences between the
500 G-run atmosphere with and without Zeeman effect (blue and red curves in Fig. 6.23).
The red diamonds show the integrated difference between the non-magnetic run and the
500 G run without Zeeman eff ct (red and grey curves in Fig. 6.23). The blue squares
thus represent the impact of the Zeeman effect and the red triangles the impact of the
modified atmospheric structure. All values are normalised by the difference between the
non-magnetic and the 500 G run with Zeeman effect (difference between blue and grey
curves in Fig. 6.23). The sum of both values for the same star iusually above 100 %
because unsigned differences are used and the two effects often cause deviations with
opposite sign. For example, for the profiles shown in the right panel of Fig. 6.23, the
modified thermodynamical structure causes the difference between grey and red profile
of the Fei line. This difference is about 1.7 times as large as the difference between the
blue and grey curves, which corresponds to the actually observable difference between
the profiles calculated from the non-magnetic and 500 G runs.The Zeeman effect causes
the difference between red and blue curve, which is about 70% of the magnitude of the
observed effect. In this case, the eff cts have opposite signs at all wavelengths, and partly
cancel each other.
According to the integrated differences, the modification of the thermodynamic struc-
ture can only be neglected in the M stars, where their impact on the line profiles is less
than 10% of the total effect of the magnetic field. In all other stars, the effect of the mod-
ified thermodynamical structure is at least comparable to the Zeeman effect for these two
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Figure 6.24: Integrated unsigned deviation between differently obtained line profiles. The
red diamonds represent the difference between the line profiles of the non-magnetic run
and the 500 G-run without Zeeman effect (see text); the blue squares represent the diff r-
ence between the 500 G-run profiles with and without Zeeman effect; solid lines connect
the symbols representing profiles withυrot sini = 7.5 km s−1 (α = 0.2, i = 60◦), dotted
lines connect symbols representing profiles without rotatin. All values were normalised
by the integrated difference between the non-magnetic and the 500 G run profile (with
Zeeman effect).
lines.
Instead of using the integrated difference between the profiles, one can also calculate
the impact on parameters describing the line profile. Figure6.25 shows the differences
of the four line profile shape parameters equivalent width (EW), full width at half max-
imum (FWHM), Doppler shift at of the line core, and of the linewings (cf. Sects. 6.2.2
and 6.3.2) between differently obtained profiles of the Fei line at 617.3 nm for all spectral
types considered. The colour code is analogous to Fig. 6.24:Figures B.27 and B.28 in
Appendix B show the corresponding plots for the other two spectral lines considered. For
the EW and the FWHM the effect of the thermodynamic modifications is usually negative
(shallower and narrower lines), while the impact of the Zeeman effect is positive (broader
lines). The effect on the effective Doppler shifts is more complicated and highly depen-
dent on rotation velocity. Again, the eff ct of the modified thermodynamical structure is
negligible only in the M-star simulations, while it is domina t in F- and G-type stars.
6.4 Test case: two-component measurement of the mag-
netic field
In Sect. 6.3, the effects of the magnetic field on the profiles of spectral lines were investi-
gated. In this section, it will be shown that these eff cts can impair the measurement of the
magnetic field. A simple two-component model is applied in order to fit the two magneti-
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Figure 6.25: Differences between parameters of differently obtained line profiles. The
black trianglesrepresent the differences between the profiles of the 500 G runs with Zee-
man effect and the profiles of the non-magnetic runs; thered diamondsrepresent the
difference between the line profiles of the 500 G-run without Zeeman effect (see text) and
of the non-magnetic run ; theblue squaresrepresent the difference between the 500 G-
run profiles with and without Zeeman eff ct;solid linesconnect the symbols representing
profiles withυrot sini = 7.5 km s−1 (α = 0.2, i = 60◦), dotted linesconnect symbols
representing profiles without rotation.
cally most sensitive of the lines considered (i. e. the Tii line at 2223.3 nm and the Fei line
at 617.3 nm) in the 500 G run of the K0V star simulation. This model assumes that the
magnetic structures on the stellar surface have a magnetic fild strength,B, and a filling
factor, f . The remaining surface fraction, 1− f , is assumed to be field-free. Consequently,
the spectral line can be fitted by a superposition of the spectral line originating from the
magnetic component, weighted withf , and from a non-magnetic component, weighted
with 1− f . Usually, the input spectral lines for this method originate from 1D models (e. g.
Anderson et al. 2010). However, in this test case, the input sectral lines were obtained
by a full 3D calculation including disc integration. The following two setups were used:
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• Setup 1uses one snapshot of the non-magnetic K0V simulation as input, i. e. the
influence of the magnetic field on the atmospheric structure is neglected. The line
calculation withSPINOR was performed on the 3D structure (T, p, ̺, υ), assuming
a homogeneous vertical (height-independent) field with various strengths between
0 G and 3 kG to generate a “grid” of input spectra. The step in the grid is 250 G.
Between these points, an interpolation was used. Tests yielded a precision of±10 G
for this interpolation.
• Setup 2uses one snapshot of the K0V simulation withB0 = 500 G as input. The area
was divided into magnetic and non-magnetic parts accordingto a reference (verti-
cal) optical depth,τR,ref, and a threshold value of the magnetic field,Bref: every point
(x, y) with B(τref, x, y) > Bref belongs to the magnetic part of the atmosphere and all
other points to the non-magnetic part. However, instead of the inhomogeneous mag-
netic field (simulation result), a homogeneous, vertical (heig t-independent) mag-
netic field of various strengths between 0 G and 3 kG was assumed to calculate the
line profile from the magnetic component, while the non-magnetic line component
was obtained from the non-magnetic part of the box with the field s t to 0. Con-
sidering the formation height of the lines (which range fromabout logτR = −0.5
to logτR = −3.0 in this star) and the bimodal distribution of the magnetic field (cf.
Figs. 3.17 and 3.18 in Sect. 3.2), a reasonable choice for thetwo reference values is
(Bref, logτR,ref) = (500G,−1.5), which will be applied in the following.
For simplicity, the inclination,i, the differential rotation parameter,α and the rotational
velocity υrot were assumed to be known (i = 60◦, α = 0.2, υrot = 5.77 km s−1, hence
υrot sini = 5 km s−1). For real measurements, these parameters are additional free para-
meters to be fitted. After the superposition of the line profiles of the two components,
a wavelength shift corresponding to a Doppler shift of up to 200 m s−1 was allowed to
optimise the fit.
Figure 6.26 shows the result of the two setups in theB- f -plane along with an ap-
proximation to the simulation result (from which the spectral line originates). As the real
simulation result (as well as a real star) is not fully described by a height-independent
two-component model, there is no ideal solution of the fitting parametersB and f . The
black curve shown in the figure represents the mean ofB whereB(x, y, τR) > 500G and
the area fraction whereB(x, y, τR) > 500G for 0 ≥ logτR ≥ −3. For the rest of this
section, these values are just calledB and f in analogy to the fit parameters, which try to
represent them. At a first glance, Setup 1 might appear to be som what closer to the “real”
values ofB and f . The result for the Tii line of (B, f ) = (1.66 kG, 0.28) is close to the
(B, f ) of the simulation at the optical surface (B, f ) = (1.73 kG, 0.32). The result for the
iron line, (B, f ) = (1.52 kG, 0.30) is also not too far off these values. However, one has
to take into account the formation height of the spectral lines. The lines both form over a
height range, but are most sensitive to the conditions in thelayer around logτR = −1.5. As
described in Sect. 3.2, the magnetic field is strongly height-dependent. At logτR = −1.5
the K0V simulation withB0 = 500G has a lower field strength and a higher filling factor,
namely (B, f ) ≈ (1.19 kG, 0.49). For the iron line, these values are matched quite nicely
by Setup 2, which gives (B, f ) = (1.25 kG, 0.50). For the Titanium line even the result of
Setup 2 is quite far off: (B, f ) = (1.22 kG, 0.37). In both cases, however, Setup 2 gives
better results forB and f than Setup 1.
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Figure 6.26: Result of two-component fits of spectral lines from the K0V simulation
with B0 = 500 G in theB- f plane. Setup 1 is indicated by squares, setup 2 by crosses;
blue symbols are the fit results for the Fei line at 617.3 nm, red symbols for the Tii
line at 2223.3 nm. The black curve represents the run of〈B(x, y, τR)〉B(x,y,τR)>500 G and
f (B(x, y, τR) > 500 G) in the simulation from logτR = 0 to logτR = −3 (some values
are indicated). Grey contours indicate curves of constantB f . The big diamond sym-
bol corresponds to the approximate position of the simulation in theB- f plane (further
explanations in the text).
Often, instead of (B, f ), the productB f is given for measurements in real stars, as it
is supposed to be more stable (cf. Reiners 2012). In Fig. 6.26curves of constantB f are
indicated. The “real value” ofB f is between 500 and 600 G (owing to local small-scale
patches of reversed polarity it is not exactly 500 G) and almost independent of height.
The value at logτR = −1.5 is 581 G. The two-component fits generally underestimate
B f by 20 – 30%. The only exception is the Fei line in Setup 2 (B f = 625 G). For the
measurement ofB f , both setups have similar errors.
As discussed in Sect. 6.3.4, the effects of the modified thermodynamical structure are
strongest in the F3V and G2V star. Hence, the test case presented in this section for the
K0V star does not present the most extreme case of a systematic error in a magnetic field
measurement introduced by line weakening, modified convective flows, and optical sur-
face structure. But even in the moderate case of the K0V star,the field is overestimated by
more than 30%, and the filling factor is underestimated by roughly 40%. As these effects
can be explained by the unaccounted 3D effects in Setup 1 (which are partly included in
Setup 2), it seems rather coincidental that the values obtained with Setup 1 are relatively
close to the values ofB and f at the optical surface (where the line shows almost no re-
sponse to the magnetic field) and that the fit value ofB f underestimates the value most
closely representing the simulation by only 20%. It is beyond the scope of this thesis, to
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7.1 Brief summary of the results
In this thesis, the near-surface convection of main-sequence stars with spectral types F3V
to M2V was analysed. Special emphasis was given to the effect of a moderate magnetic
field (signed average of up to a 500 G) on the convection. In thefollowing, the main
results are listed:
• All simulations show qualitatively similar convection patterns at and below the op-
tical surface with hot extended upflows and a network of fast,cool downflows.
• Although the mechanisms that drive and shape the convectionare similar in all
simulations, the differences in stellar parameters (a factor of 5 in the gravitation l
acceleration and a factor of 2 in eff ctive temperature) entail differences in granule
size and shape, intensity contrast, flow velocities, superadiab ticity, etc. The highly
non-linear temperature dependence of the opacity (in particular its low temperature
sensitivity between 4000 and 5000 K) causes some diff rences in the atmospheric
structure (e. g. “hidden” granulation) in stars cooler thanthe Sun and is responsible
for a strong limb darkening and bright vertical vortex strucures in K stars.
• The magnetic field is advected into the downflow lanes where itis compressed
by the flows. The magnetic flux concentrations impede horizontal i flows into the
downflows and become partially evacuated; the external gas pres ure is balanced by
the sum of gas and magnetic pressures in the flux concentratios. This evacuation
entails local depressions of the optical surface. The depthof ese depressions is
strongly decreasing along the model sequence from hot to cool stars. The typical
field strength in the magnetic flux concentrations amounts toa few kG (at the optical
surface) and is rather independent of the amount of flux availble and of stellar
parameters (within the considered parameter range).
• The magnetic flux concentrations appear as bright or dark structures depending on
their size and the position on the stellar disc. On F, G, and K stars, small flux con-
centrations are bright because they are radiatively heatedthrough their side walls.
This mechanism is inefficient if the radius-to-depth ratio is large. Larger flux con-
centrations therefore appear dark on F, G, and K stars. On M stars the local depres-
sions of the optical surface in the magnetic flux concentrations are rather shallow
and most of the magnetic flux concentrations appear as dark regions.
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• For the non-magnetic simulations the limb darkening does not tr ngly deviate from
the limb darkening of a 1D atmosphere of the same spectral type. The limb dark-
ening strongly differs between magnetic and non-magnetic simulations: as eventhe
larger magnetic flux concentrations become bright near the limb, the limb darkening
is reduced in the magnetic simulations.
• The profiles of three spectral lines were calculated for several snapshots of each
simulation. For disc-integrated spectra, a small influenceof differential rotation
on the shape of the line profiles was found. In the magnetic simulations, the line
profiles are affected not only by the Zeeman eff ct, but also by the modified flows
and thermodynamical structure in the magnetic flux concentrations.
• In a test case it was shown that the magnetic field is overestimated by two-component
models which neglect the eff cts of the magnetic field on the thermodynamical
structure.
7.2 Relevance for stellar physics
For the Sun, it has been shown that comprehensive 3D MHD simulations can help to inter-
pret observational data and that the observations can, to some extent, provide evidence for
the validity of the simulations (cf. Carlsson et al. 2004, Keller et al. 2004, Shelyag et al.
2007, Cheung et al. 2008, Bello González et al. 2009). For stars o her than the Sun, where
no spatially resolved observations are available, such a comparison between observations
and simulations is much more difficult and consequently the way in which one can learn
from it is less direct. Nonetheless, there are various implications of the results presented
in this thesis for stellar astrophysics.
The simulation results presented here were calculated witha unipolar and initially
vertical magnetic field. For solar simulations this is the typical numerical setup to model
mature plage regions or weakly magnetised “quiet sun” (network and intranetwork) with-
out strong emergence of magnetic flux (cf. Vögler et al. 2005). Although large parts of
the solar photosphere can be described by this setup, the emerg nc of new flux is essen-
tial in the formation of active regions with bipolar structure and of sunspots (cf. Cheung
et al. 2010, Stein and Nordlund 2012). It is very likely that flux emergence takes place
on other stars as well, and many observations indicate the existence of temperature in-
homogeneities interpreted as starspots on stars of different types (cf. Strassmeier 2009,
Reinhold et al. 2013). More simulations of various setups are thus needed to study these
different aspects of stellar magnetism (cf. Sect. 7.3).
Consequently, the results presented in this thesis are justa first step towards under-
standing stellar surface magnetoconvection. The integratd light from the Sun is, for
instance, more strongly influenced by small-scale magneticf atures like magnetic bright
points or faculae than by the relatively rare sunspots (cf. Ball et al. 2012). For rather in-
active stars, the magnetoconvection of plage and “quiet-sun” regions is hence probably a
very important aspect of the magnetic structuring of the photosphere.
Although the simulations presented here only show parts of the magnetic phenomena
which are structuring the atmospheres of stars, they provide insights in the relevant phys-
ical processes which influence the observable signals and help to stimate the magnitude
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of this influence. In the following, I outline a few examples which show the importance
of the results presented, which also motivates the outlook presented in Sect. 7.3:
• Magnetic field measurements using Stokes I.Recently, many measurements of
the magnetic field in various types of stars have been reported (see Reiners 2012).
Most of these measurements neglect a possible correlation between magnetic field
strength and atmospheric structure and just assume a 1D atmosphere with a height-
independent magnetic field, which only acts on the spectral lines by virtue of the
Zeeman effect. Although this method can reproduce some observed spectra very
well (cf. Reiners and Basri 2007), the shortcomings of its assumptions are obvious:
all local modifications in the atmospheric structure causedby the magnetic field
are disregarded. It has been shown in this thesis that, depening on the large-scale
distribution of the magnetic field and especially on the spectral type and the spectral
lines used, these modifications can become crucial. But there are also cases (e. g.
the M stars at moderate field strength), where the impact is comparatively small.
The results presented in this thesis and the future work based on this project can thus
help to distinguish between more and less reliable magneticfi ld measurements on
physical grounds and help to improve these measurements by the possible inclusion
of some relevant indirect effects of the field on the spectral lines.
• Spectropolarimetry and Zeeman Doppler imaging (ZDI).Similarly to the Stokes-
I measurement of the magnetic field, also ZDI generally assume the same atmo-
spheric structure for all values of the magnetic field strength. Rosén and Kochukhov
(2012) showed that the reconstruction of magnetic fields in cool spots with ZDI
fails if the temperature is not simultaneously reconstructed. However, the results
presented in Sect. 3.3 show that even a magnetic field distribution which is homo-
geneous on scales resolved by ZDI can result in correlationsbetweenT andB (on
scales much below the resolution of a spatial temperature reconstruction). More-
over, the magnetic field is strongly correlated with the velocity field, which means
that the spatial resolution of ZDI (which relies on the Doppler effect), is reduced.
With the disc-integration method described in Sect. 6.1 andset of simulations
with different magnetic field strength and direction, it is now possible to provide ar-
tificial time-dependent spectropolarimetric data with which ZDI reconstruction can
be tested and possibly improved.
• Calibration of stellar parameters and abundances.The difference in limb dark-
ening or spectral line profile shape between magnetic and non-magnetic simula-
tion runs of the same spectral type is often comparable to thediff rence between
different spectral types (without magnetic field). Even if the magnetic field is
not detectable, it might strongly influence spectral classificat on and abundance
analysis. Asplund et al. (2009) showed that taking into account the effects of
three-dimensional hydrodynamical simulations (rather than a one-dimensional at-
mosphere) already has a strong impact (about 0.2 dex in heavyelements) on the
deduced elemental abundances of the Sun. Including a magnetic field might have
an additional effect of similar magnitude on stars. The results presented in this the-
sis with the comparatively coarse treatment of radiative transfer might not be ideal
for detailed abundance analysis, the simulation results obained can perhaps still
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improve the spectral classification and determination of parameters of active stars
as they indicate, which changes in the observable signals are to be expected if the
star harbours a substantial magnetic field.
• Exoplanet detection and characterisation.Active stars are much more spectro-
scopically and photometrically variable than inactive stars. The so-called stellar
jitter caused by magnetic fields can impair the detection andcharacterisation of
extrasolar planets (cf. Cegla et al. 2013). Sect. 6.3.3 illustrates that the modifica-
tions of the convective flows can induce radial velocity signals in the disc-integrated
spectra, which probably vary with rotation phase if the magnetic field distribution
in stellar longitude is inhomogeneous. These signals have to be understood and
disentangled from signals that might be caused by the orbital motion of a planetary
companion. Moreover, the magnetic field has a strong impact on the limb darkening
(see Sect. 5.2), which is important for the characterisation of transiting extrasolar
planets. In return, the multitude of planet transits of which high signal-to-noise-
ratio lightcurves are available (e. g. from the Kepler and CoRoT satelites), might
help to measure the limb darkening of stars, which could provide insight in their
magnetically induced surface properties (faculae, micropo es, but also spots).
7.3 Outlook
The results presented are an important step towards a more detaile understanding of
surface magnetism in stars. As already pointed out in Sect. 7.2, the possible applications
of the results are varied and consequently there are many different directions for the future
work based on this project.
One possible and very crucial direction is to extend the simulations for the stellar types
already available and use different setups. This can include the modelling of starspots, flux
emergence, but also the small-scale dynamo. In short, all the different setups which have
been used for solar MHD in recent years can also be used on stellar MHD to complete the
picture of comprehensively simulated magnetic surface phenomena.
As soon as different magnetic configurations including spots have been simulated, a
detailed comparison to observational data is a relevant next st p. The direct fitting of
observational spectra with synthetic spectra generated from three-dimensional model at-
mospheres including a non-trivial global configuration of the magnetic field is a highly
degenerate problem and rather beyond the scope of applications for such simulations.
However, a statistical analysis of differently active stars might help to identify more and
less likely magnetic field configurations. The simulations could, for instance, answer
the question whether a large spot, covering a substantial fraction of the surface of a star
(see Strassmeier 2009, for some examples) is more likely composed of many small units
(smaller spots, pores, and/or micropores) or rather of a single large starspot. Moreover,
these simulations provide a basis to test, validate, and eventually improve inversion meth-
ods used by observers (such as ZDI, cf. Sect. 7.2).
Another important step for the next few years will be to improve the code and the
tables (especially for the opacities) in order to be more suitable for the conditions on
stars considerably cooler and denser (or hotter and less dense) than the Sun. Cheung
and Cameron (2012) extended theMURaM code to include Hall currents and ambipolar
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diffusion, the two most important eff cts in a weakly ionised plasma that are not covered
by the MHD formalism given in Sect. 2.1.1. Other steps that might be important would
be to include rotation (at least for large computational boxes), radiative heat flux through
the bottom boundary (for the hot end of our model sequence), and eventually a realistic
transition from a plasma to a neutral gas and possibly the formation of condensates (dust,
clouds, etc.). The latter two eff cts will become important if one aims at modelling even
cooler stars and finally brown dwarfs.
This motivates another possibility to extend the study presented here: the extension of
the model sequence in the stellar parameter space. Hydrodynamical simulations (without
magnetic fields) have been done for a much wider range of stellar parameters than pre-
sented in this thesis, including red giants and white dwarfsas well as very metal-poor stars
(e. g. Ludwig et al. 1994, Collet et al. 2007, Trampedach et al. 2013, Magic et al. 2013).
In all these stars, magnetic fields are expected to play an important role and eventually it
will be necessary to run analogous simulations including manetic fields.
There are many problems in solar and stellar physics which stll are not fully solved.
The list includes dynamo action for different Rossby numbers, the heating of the solar
corona, the predictability of the solar cycle, magnetic star-pl net interactions, the impact
of stellar activity on habitability of planets, etc. In ordeto eventually solve at least some
of these issues, it is very important to combine the results and methods from different dis-
ciplines. Comprehensive three-dimensional simulations are an ideal bridge between the
idealised theory on the one hand, and the noise-afflicted, often ambiguous observationally
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We consider temporally and horizontally averaged quantities o study the mean stratifi-
cation of the six simulated stars and compare them to 1D models. Depending on the
context, the sensible “horizontal” average is an average over surfaces of constant geo-
metrical depth, (Rosseland) optical depth, or (gas) pressu, denoted by〈·〉z, 〈·〉τ, or 〈·〉p,
respectively. The average〈·〉τ sensible for the layers around the optical surface and in the
photosphere (especially for quantities involving the emergent intensity), while the aver-
age〈·〉z is more relevant for the convective, deeper layers, where the s ratifications are
nearly adiabatic and largely independent from the radiation field. However,z is highly
impractical as a coordinate scale for comparing simulations f stars of various spectral
types, since the pressure scale height varies by more than a factor of ten between the six
simulated stars presented in this paper (cf. Fig. 3.8). Therefore, we use the logarithm of
the normalised pressure〈p〉z/p0 as a more suitable depth coordinate (wherep0 = 〈p〉τR=1
is the average gas pressure at the optical surface) to illustrate depth dependences of quan-
tities averaged on iso-zsurfaces. This should not be confused with an average on surfaces
of constant pressure,〈·〉p.
The averages〈·〉τ and 〈·〉p are defined as horizontal averages of a quantity on iso-τ
and iso-p surfaces, respectively. For the average〈·〉p, which is rarely used in this article,
there is the problem that sometimes iso-p surfaces cannot be unambiguously defined since
strong deviations from hydrostatic equilibrium in regionswith Mach number of order
unity can lead to a locally non-monotonic depth-dependenceof the gas pressure. Our
iso-p surfaces are the deepest surfaces on which the pressure assumes the given value.
This arbitrary choice does not significantly influence the results for the iso-p means in
the simulations, except for the surface layers of the F3V simulation where the flows are
mostly sonic and supersonic (cf. Fig. 3.5).
Figure A.1 shows the rms fluctuations of the geometrical depth on surfaces of con-
stant optical depth (left panel) and pressure (right panel)as a measure of the corrugation
of these surfaces. Due to this corrugation of the iso-p and iso-τR surfaces, profiles of
quantities averaged in the different ways described above are not just distorted versions of
each other, but can show a significantly different depth-dependence of the same quantity.
The differences between the three averaging methods are expected tob largest in the
F- and G-type simulations, for which the corrugation of the iso-p and iso-τR surfaces is
strongest.
The left panel of Figure A.2 shows a vertical cut through somef the iso-p and iso-τR
surfaces in the G2V simulation. Note that in the optically thin upper part of the simulation
domain, the iso-p-surfaces follow the iso-τR surfaces. Although this is observed in all six
1This appendix section has been published as Appendix A in theonline version of Beeck et al. (2013a)
165
A Horizontal averages
Figure A.1: Average profiles of the rms fluctuations of the geom trical height on iso-τR
surfaces (left) and on iso-p surfaces (right) in units of the local pressure scale heights.
Figure A.2: Illustration of the different averages.Left panel:Vertical cut through a part
of the G2V simulation domain. Surfaces of constant optical depth (solid, red curves)
and constant pressure (dashed, blue curves) are indicated;the underlying grey-scale im-
age illustrate the density (normalised by the horizontal mean 〈̺〉z). Right panel:Run of
the horizontally averaged temperature vs. averaged pressure in the G2V simulation for
the different averages〈·〉z (dotted, black),〈·〉τ (red,solid), and〈·〉p (blue, dashed); as a
reference the position of somez andτ values is marked.
simulations, this effect is most prominent in the G-type star (see discussion of Fig. 3.11 in
Sect. 3.1.3). In the optically thick part, the temperature fluctuations determine the shape
of the iso-τR surfaces, since the opacity is highly temperature-sensitive in this regime. The
iso-p surfaces, however, become almost flat planes in the deeper layers since the density
contrast and deviations from hydrostatic equilibrium decrease with increasing depth.
The right panel of Figure A.2 illustrates the different depth dependences of tempera-
ture,T, for the three different averages〈·〉z, 〈·〉τ, and〈·〉p. As for most of the figures in
this paper, the gas pressure (here without normalisation) was used as depth coordinate.
For 〈T〉τ and〈T〉z, the pressure varies along the surfaces over which the average is per-
166
A Horizontal averages
formed. The depth coordinates are therefore averages themselves, namely〈p〉τ and〈p〉z,
respectively, in these cases. As expected, the diff rences between the differently averaged
temperature are largest at the optical surface and all threeav rages converge at large op-
tical depth (logτR & 4). As the deviations from hydrostatic equilibrium are small in the
subsurface layers,〈·〉p stays close to〈·〉z. The average〈·〉τ deviates more strongly near the
photospheric transition since the big temperature fluctuations govern the opacity and thus
lead to strongly corrugated iso-tau surfaces. In the atmosphere, the deviations between
different averages of temperature become smaller with height. Especially,〈T〉p ≈ 〈T〉τ, in
these layers as expected, because the iso-τ surfaces roughly follow the iso-p surfaces.
If one aims at comparing 1D and averaged 3D results, one has tot ke into account that
a 1D model does not have corrugated iso-τ surfaces. Profiles of quantities which change
rapidly at the photospheric transition have a steep gradient in 1D models comparable
to the local gradient in a 3D simulation. As the depth of the photospheric transition
varies across the surface in a 3D simulation, these strong local gradients are smeared out
and the similarity between 1D and averaged 3D results is obscured, if a plain horizontal
average,〈·〉z is used. The average〈·〉τ is more appropriate in these cases for a comparison
between 1D and averaged 3D profiles. This average however hasno relevance below the
photospheric transition, where〈·〉z is more useful. For the stellar parameters used in our
simulations, the〈·〉p average seems a good compromise between the two other averaging
methods for comparison with 1D models as it is converging towards〈·〉τ in the atmosphere
and towards〈·〉z in the convection zone.
In order to obtain the temporally averaged profiles presented in this paper, first one
of the horizontal averaging methods described above was applied to several snapshots
with a time separation of 5 – 7 minutes, depending on the star.Then, for each quantity
and at each depth point, the values of the different snapshots were averaged. The time-
dependence of the horizontal averages of most quantities under consideration (such asT,
p, ̺, etc.) was found to be very small, so that we found a small number of snapshots to be
sufficient for a sensible temporal average. The mean profiles present d in this article are






Figure B.1: Same as Fig. 3.15, but for the K5V and M0V simulations.
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Figure B.2: Same as Fig. 3.16, but for the K5V and M0V simulations.
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Figure B.3: Same as Fig. 3.21, but for the K5V and M0V simulations.
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Figure B.4: Same as Fig. 3.22, but for the K5V and M0V simulations.
Figure B.5: Same as Fig. 3.23 but for the K5V and M2V simulations.
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Figure B.6: Same as in Fig. 3.30, but for the K5V and M0V simulations.
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Figure B.7: Same as Figs. 3.32 and 3.33, but for the F3V simulation.
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Figure B.8: Same as Figs. 3.32 and 3.33, but for the K0V simulation.
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Figure B.9: Same as Figs. 3.32 and 3.33, but for the K5V simulation.
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Figure B.10: Same as Figs. 3.32 and 3.33, but for the M0V simulation.
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Figure B.11: Same as Figs. 3.34 and 3.35, but for the F3V star.
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Figure B.12: Same as Figs. 3.34 and 3.35, but for the K0V star.
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Figure B.13: Same as Figs. 3.34 and 3.35, but for the K5V star.
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Figure B.14: Same as Figs. 3.34 and 3.35, but for the M0V star.
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Figure B.15: Maps of the local gas pressure on iso-τR surfaces of a region from the K0V










Figure B.16: Maps of the local density on iso-τR surfaces of a region from the K0V
simulation withB0 = 100 G and one from the M2V simulation withB0 = 500 G (cf.
Figs. 3.40 and B.15).
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Figure B.17: Maps of the local Rosseland opacity on iso-τR surfaces of a region from the
K0V simulation withB0 = 100 G and one from the M2V simulation withB0 = 500 G (cf.
Figs. 3.40, B.15, and B.16).
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Figure B.18: Average density difference between the 500 G and non-magnetic runs in up-
and downflows of the F3V, G2V, K0V, and M2V simulations.
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Figure B.19: Extreme values (solid), standard deviations (dotted), and mean value
(dashed) of the intensity of all simulation runs over the 10000 simulation time steps which
were the basis for most of the analysis in this thesis. All intensities are normalised to the
mean intensity of the respective simulation. The colour code is the same as in Fig. 3.24:
black= non-magnetic run, dark red= 20 G run, green= 100 G run, light violet= 500 G.
The “spikes” in the maximum value of the non-magnetic K0V, K5V, and M0V simulations
are caused by strong vertical vortices (see Sect. 4.2.2).
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Figure B.20: Same as Fig. B.19 but in normalised intensity fluctuationsÎ of Eq. (4.1).
Note that since the standard deviation depends onB0 especially in the M stars, the dark
regions on the M2V star have a higherÎ value in the 500 G run than in the 100 G run,
although they are actually darker (cf. Fig. B.19).
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Figure B.21: Convective up- and downflow speeds in the G2V andM2V simulations
averaged on surfaces of constant optical depth.
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Figure B.22: Same as Fig. 5.5, but for the F3V, K0V, K5V, and M0V simulations.
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Figure B.23: Same as Fig. 5.6 but for the G2V, K5V, M0V, and M2Vsimulations.
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Figure B.24: Same as Fig. 5.7, but for the F3V, G2V, K5V, and M0V simulations.
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Figure B.25: Same as Fig. 5.8 but for the F3V and M0V star.
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Figure B.26: Same as Fig. 6.22 but for the G2V, K5V, and M0V simulations.
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Figure B.27: Same as Fig. 6.25 but for the Fei line at 616.5 nm.
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