Abstract. The solution of the stochastic filtering problem is approximated using Clark's robust representation approach [1] . The ensuing approximation is shown to coincide with the time marginals of solutions of a certain McKean-Vlasov type process. The result leads to a representation of the solution of the stochastic filtering problem as a limit of empirical distributions of systems of equally weighted particles. A similar representation has been introduced by Del Moral and Miclo in [9] in the context of Feynman-Kac formulae. The representation introduced below differs from the one introduced in [9] as it involves processes with no jumps.
Introduction
Let (Ω, F , P ) be a probability space on which we have defined a pair of independent Brownian motions B = B . Let X be a solution of the stochastic differential equation
be the stochastic process which satisfies the evolution equation
Letθ t be the conditional distribution of X t given the observation σ-field W t = σ (W s , s ≤ t) . Thenθ = θ t , t ≥ 0 is probability measure valued process satisfying the following non-linear stochastic partial differential equationθ
where L is the infinitesimal generator associated to X and ϕ is any function in the domain of L. Equation (2) is called the Fujisaki-Kallianpur-Kunita or Kushner-Stratonovitch equation (cf. [11] , [13] ). In general, (2) has no explicit solution, though one can approximate its solution by numerical means. There are a wide variety of methods to do this (see, for example, [3] and the references therein). For example, one can show thatθ t has the representationθ
where X i , i > 0 are independent copies of X and
As demonstrated in [12] representations of the type (3) hold true for a far wider class of stochastic partial differential equations than the one described by (2) . However, the convergence in (3) is very slow. That is because the variance of the weights A t X i , i > 0, increases exponentially fast with time. The effect is that most of weights decrease to 0 with only a few becoming very large. In order to offset this outcome, a wealth of methods have been proposed. In filtering theory, the generic name for such a method is that of a particle filter ([4] , [5] , [10] , etc.). The standard remedy is to introduce an additional procedure that removes particles with small weights and adds additional particles in places where the existing one have large weights. Put differently, one applies at certain times a branching procedure by which, each particle will be replaced by a random number of "offsprings" with a mean proportional with its corresponding weight. This branching procedure is a double edged sword: applying it too often may actually decrease the rate of convergence (cf. [6] ).
Here, we suggest a different remedy to the slow convergence of the Monte Carlo method. We will keep the weights of the particles equal without introducing an additional procedure but only by amending the motion of the particles in a way that will take into account the state of the entire system. The proof of the results stated below can be found in [7] .
First we need to approximateθ by using Clark's robust representation result ( [1] , see also [2] )). For this we introduceθ δ = θ δ t , t ≥ 0 to be the probability measure valued process satisfying the following non-linear partial differential equationθ
where
Then we can choose δ = δ (ω, n) , so that
In (7), the norm ||·|| M. is defined as
where µ is a finite measure and (ϕ k ) k>0 are the elements of a convergence determining set M ∈ C b (R d ).
Main Results
Let µ is a probability measure with a strictly positive density x → µ (x) with respect to the Lebesgue measure. Define (s, x) −→b δ,µ s (x) to be the functioñ
where x → µ (x) is the density ofθ
is the vector function We have the following convergence result. 
In particular,θ δn t converges toθ t ,P -almost surely and
where X i,δn , i ≥ 0 are independent realizations of the non-linear diffusion X δ as defined by (10) . Henceθ t has an asymptotic representation involving particles with equal weights. is a differentiable convex function, then condition ES is satisfied. The construction also works with minimal changes when (the initial Markov process) ξ is a reflecting boundary diffusion. In this case, the analysis simplifies considerably if the domain is compact. In this case, condition ES is replaced by the assumption that X has a density which is bounded away from 0.
The asymptotic representations (11) is not, in itself, a direct numerical methods for solving the SPDE (2). For this, one would have to obtain numerical approximation for the non-linear diffusions X i,δ n i=1
. In other words, we need to solve numerically the McKean-Vlasov equation (10) . An additional approximating procedure is needed for this. See [8] for details.
