1. Introduction. -In some non-crystalline systems in which atomic configurations are disordered in some way or another, metal-non metal (MNM) transitions are observed when appropriate physical parameters such as densities, impurity concentrations, electric fields, and temperatures are changed. Doped semiconductors, like Ge : P and Si : P which we shall discuss here, are one of the best examples of such transitions. Hence they have been the subject of a large number of experimental and theoretical studies. Other examples are metal-ammonia solutions, metalrare gas mixtures, supercritical metallic fluids, and excitons of high densities [I] .
At low concentrations and temperatures the conduction in doped semiconductors is due to the hopping between impurity centers. With increasing concentration, however, a rapid (but not sharp) increase in the conductivity occurs at a critical concentration, n,. For concentrations larger than n, the system has metallic characteristics. So far, two major theoretical schemes have been put forward to explain the observed transition and the related electronic properties, i. e. the Mott-Hubbard-Anderson [I-31 scheme and the percolation theory for inhomogenous regions [4, 51. At this conference we find it appropriate to summarize previous estimates of n,. The classical explanation of the MNM transition was given by Mott [I] , who predicted that it would occur when (a: is the characteristic ~Bohr radius ot the material [14] . Closely related is also Gutzwiller's [15] variational approach to narrow bands as applied to Si : P [16, 171. Although some of these estimates are in good agreement with experiments one notes that an accurate evaluation of A and U is indeed quite difficult. Hence it may be hard to tell how reliable the computed values of n, are in the case of the Hubbard model as well. As mentioned above disorder has also been ignored in the estimates. Concluding our list of previous theoretical predictions for n, we may mention the dielectric catastrophe occuring in the ClausiusMosotti equation [18, 191. In the calculation of n,, as listed above, no attempts to include the effects of disorder have been made.
A current picture [l] is that the transition is primarily triggered by electron correlation but that disorder adds some important features. Thus in the Hubbard model the repulsion U gradually gives rise to a pseudogap in the density of states as n, is approached from the metallic side. According to Mott, Anderson localization sets in first in this pseudogap. We may then distinguish between two transitions, one at which localized states appear leading to variable range hopping and another at which the Hubbard bands actually split. This would explain why the transition is not sharp. One may ask how close these transitions are, or how strongly correlated the system really is in the vicinity of the transition. Oaki and Kamimura [20] have recently studied the Hubbard model for a structurally random system. Using hydrogenic orbitals they find that the bands split at 113 * n, a~ -0.18, which would imply that n, is not very sensitive to whether the system is crystalline or disordered. The Anderson transition is found to set in at 113 * n, a~ -0.20, i. e. quite close to the density at which the sub-bands split. There is also some experimental evidence that this may be the case. In the localized regime, but before band splitting takes place, there is a continuum of states at cF available for excitations. It therefore seems reasonable to assume that the dielectric constant would be infinite (or at least very high) in this regime and would take on finite values only when the bands split. In the measurements of Castner et al. [21] the dielectric constant of for example Si : P approaches infinity at in close agreement with n, ci 3 x 10'' ~m -~ obtained from conductivity data. The considerations above thus seem to support the idea that a correlation induced pseudogap is formed in the metallic phase and not much before band splitting occurs Anderson localization arises in this gap. Most recently, however, Mott [223 has come to doubt this picture and is inclined to believe that, for example, highly doped silicon is less correlated than previously thought. According to Mott a pure Anderson transition due to the random positions of the donors seems equally capable of explaining the transition. In particular it then becomes easier to understand why quite strong compensation (up to 80 %) has only a minor effect on the critical concentration. The least we can say is that we are for the moment left in total confusion about the true character of the transition ! Above we have reviewed previous estimates of n, and pointed out the dificulties associated with its strict prediction. In our opinion it is therefore of value to try to deal with the problem in another way: We shall therefore discuss a model that has been inspired by recent work on electron-hole droplets. (A preliminary report is found in [23] ). Doing so we will not claim that our model is more accurate than previous ones. We simply believe that a delicate problem should be approached in as many ways as possible. [24] ). We may understand the formation of an electron-hole plasma at T = 0 K in the following elementary way. If at some density the energy (per electron-hole pair) of the plasma is less than the binding energy of an exciton in the gaseous phase electronhole droplets will form spontaneously. The analogy with doped semiconductors is apparent. For n-type substances we simply let the holes be infinitely heavy. Isolated impurity atoms then play the role of excitons, and the collective state is an electron gas with the same characteristics as the conduction band of the host material. An elementary criterion for the transition is obtained by equating the energy of the metallic phase with -I, where Iis theionization energy of an electron bound to an impurity ion. Our model is similar to the one discussed by Baltensperger [25] , but differsin some important aspects ; the true band structure of the host material is incorporated as well as the variation of I with density. It is worth pointing out that our model is free of any adjustable parameters.
Let us now consider the metallic phase. In the effective mass thebry the Hamiltonian is
Here m, and m, are the transverse and longitudinal masses, respectively, o(ri -R,) is the interaction between a donor at site R, and an electron at ri, rc is the dielectric screening of the host material, and r r -r . , 
R g h = I R g -R h I .
In the following we shall treat the electron-donor ion interaction as a perturbation. For this purpose we should thus add and subtract a compensating uniform background. The perturbing field is therefore (n is the electron density) The total energy of the metallic phase can hence be written as (below we always mean the energy per electron-donor ion pair)
E ( n ) = E k i n + E x + E M + E c + E p + E B S (3)
where the four first contributions refer to the unperturbed uniform electron gas. If v is the number of conduction band minima (4 and 6 for Ge and Si, respectively) the kinetic energy is (see e. g. [24] )
and the exchange energy
where y = m,/m, and q, = (3 n2 n/v)lJ3. (As shown in [14] intervalley exchange may be omitted in Ex).
If g(r) is the pair distribution function for the donor ions the Madelung energy is
A simple choice of g(r) is where R is of the order of the Wigner-Seitz radius of host material. The distribution of donors is thus random, except for the fact that two ions cannot occupy the same site. The Madelung energy then becomes where r, is the radius of the electron sphere (n = 314 nr?).
Obviously R -g r, for the present system, so one can to a very good approximation put EM --0.
The contribution Ep in eq. (3) is the first correction in perturbation theory due to V(r) in eq. (2) where o(q) is the Fourier transition of w(r). To estimate the effect of this term we may use the bare pseudopotential which has been used by Pantelides [26] in connection with shallow donor states in Si. The potential w(q) in eq. (9) equals wo(q) divided by the (q-dependent) dielectric function of the host material. Eqs. (9) and (10) thus give
To second order in perturbation theory the potential in eq. (2) gives rise to the band structure energy where xO(q) is a density-density response function, a(q) a structure factor related to (:Ib. and s12(q) a dielectric screening function with the pobrizabilities from both the electron gas and the host materials included. In s12 we have used the Hubbard-Shaw scheme as adjusted to the present problem. Furthermore we have replaced m, and m, in xO(q, o ) with the density of states effective mass in order to make the calculations tractable. Space will not allow us to deal with the correlation energy, E, in detail. We therefore only mention that we have, followed the treatment of Brinkman and Rice [27] , with the only difference that the contributions from the holes are removed.
In the insulating phase we shall treat the variation of the ionization with density in a simple semi-classical way (see [19] and references therein). In the presence of a large density of polarizable donors the ionization energy is shifted by the factor (1 -4 nna(0)/3)~/~ where a(0) is the static atomic polarizability.
3.
Results and Summary. -The energy of the metallic phase has been computed for n-type Ge and Si with values of m,, m,, and rc taken from 1281. The results are shown in figures 1 and 2. In the metallic phase the central cell corrections expressed through o(q) are evidently unimportant. The dominant contributions come from E,,, and E,,. It is noteworthy that the inclusion of multi-valley character of the conduction bands is important for the cohesion of the metallic phase. The dashed curves in figures 1 and 2 refer to the ionization energies of bound donor electrons. In the case of doped Si they have been computed from the experimental polarizabilities given in [21] , and in the case of Ge as given by the hydrogenic expression for a. For Si : Sb, Si : P, and Si : As we thus obtain the critical densities -3 x lo1', 4 x lo1', and 9 x lO''~rn-~.
The experimental values [21] are -3 x lo1', 3.5 x lo1', and 6.4 x 10" cmP3, respectively. For Ge : Sb, Ge : P and Ge : As the theoretical values are --1.0 x 1017, 2.5 x loi7, and 3.7 x 1017 ~r n -~ to be compared with the experimental values [I] --0.95 x 1017 , 2.5 x loL7 and 3.5 x 1017 ~r n -~ , respectively. It is indeed hard to ask for a better agreement ! In the introduction, however, we pointed out possible inaccuracies in previous estimates of n,. We should therefore ask ourselves if the present results are fortuitous. A comparison of the energies of two phases as in figures 1 and 2 is for example always sensitive to small errors in one or both of the energy curves. In particular the variation of I was calculated in a rather rough way. Furthermore one may expect that third order corrections in EBs are important since the perturbing potential is essentially a Coulomb potential. Besides investigating these different approximations more carefully the model should be tested against other cases as well. It is for example evident that the model can easily be extended to p-type semiconductors. Also the model should be used to compute quantities like specific heat and spin susceptibilities of the metallic phase which are available from experiments in order to obtain a more crucial test. In view of the present results we may briefly address ourselves to the question whether the observed MNMtransition in uncompensated Ge and Si is dominated mainly by disorder or by electron correlation (or rather cohesive properties in our model). The fact that our model is based on not too unrealistic assumptions seems to indicate, together with previous models discussed in the introduction, that the latter mechanism in the most important one. We again stress, however, that our good results may be accidental.
Finally, some remarks could be made about the general character of the energy curves in figures 1 and 2. In the case of for example metallic fluids or electronhole systems the intersection-of two energy curves signals a two-phase region. A system then gains in cohesive energy by forming droplets or metallicislands. In doped semiconductors 'the impurity atoms in general are not free to move, however, so such a formation of islands would occur at the price of the formation of differently charged regions. If on the other hand there would be cases where the impurity atoms are mobile a condensation into metallic droplets is to be expected. 22 (1975) 
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