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Earthquake hazards present a significant risk to New Zealand. Many faults are known to be close
to urban areas, and damaging earthquakes have been known to occur on previously unknown
faults (such as the Mw 7.1 Darfield earthquake of September 2010). Precisely locating faults
and characterising ground conditions near urban centres is crucial in understanding earthquake
hazard. The potential for a large earthquake on the Akatore Fault represents a significant
seismic hazard to Dunedin City (McCahon et al., 1993; Taylor, 1998; Glassey et al., 2003;
Taylor-Silva, 2017). Improved knowledge of Akatore Fault geometry will allow more accurate
magnitude and source location estimates. A key component of seismic hazard analysis is ground
motion prediction. As Dunedin has not experienced a large earthquake since it was settled in
1840, the best way to quantify earthquake ground motion is through ground motion simulation
based on the geophysical characteristics of the subsurface, and through the use of earthquake
sources characterised from geological, geodetic and seismological modelling. Another important
consideration in seismic hazard analysis is site characterisation. The near surface properties of a
site have a large influence on the amplitude, frequency content, and duration of ground motions
observed at that site. This study aims to address all three aspects of seismic hazard in Dunedin
City using a range of geophysical methods.
1.2 Earthquake hazard modelling
This study will focus on ground motion as a critical earthquake hazard. Ground motion is caused
by seismic waves produced by earthquakes. Seismic waves are produced at the fault, then travel
to the surface to result in the ground motions. Earthquakes generate waves spanning a wide
range of frequencies (broadband signal) with some frequencies in the audible range and others
with wavelengths on a whole earth scale. High frequencies attenuate faster than low frequencies.
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At distances further from the source frequencies between 1-0.1 Hz dominate the signal.
Faults are fractures that accommodate relative motion between blocks in the Earth’s crust
through brittle deformation. At first, relative motion is accommodated by elastic deformation
in the rocks. Deformation continues until the rock’s internal strength is exceeded. The fault
then ruptures, releasing the stored energy as seismic waves propagating outward from the fault
plane. Seismic hazards are the physical phenomena associated with earthquakes that have the
potential to negatively impact humans. Examples include ground motion, subsidence, differen-
tial settlement and sediment liquefaction. The severity of the hazard depends on several factors:
energy released (earthquake magnitude), seismic wave properties (such as frequency), source
proximity (seismic waves attenuate as they travel through the Earth), subsurface properties
(such as consolidation and seismic wave velocity), site effects (such as amplification of certain
frequencies) and the recurrence interval of events (Cowgill, 1984).
Seismic hazard analysis aims to quantitatively estimate such hazards at a particular site.
Seismic hazards may be analysed probabilistically, considering uncertainties in earthquake source,
size, location, and recurrence interval. Seismic hazard may also be analysed deterministically,
considering only the location and size of an earthquake .
Seismic hazard analysis in New Zealand has been done using Probabilistic Seismic Hazard
Analysis (PSHA). PSHA is an analytical technique for estimating the probability that earth-
quake ground motions will exceed a given value in a given time period for a specific location.
The PSHA methodology used in the National Seismic Hazard Model for New Zealand (Stirling
et al., 2012) is based on the work of Cornell (1968), who first formalised the method. PSHA has
two key phases; building a seismic hazard source model and ground motion estimation.
A seismic hazard source model describes the earthquakes sources in a region in terms of
magnitude, frequency, and location. The New Zealand National Seismic Hazard Model combines
a fault source model and a distributed seismicity model. Fault dimensions and slip rates are
used to develop a characteristic earthquake magnitude and frequency for mapped faults in the
area of interest. The available earthquake catalogue is used to develop a Gutenberg - Richter
magnitude - frequency distribution (Gutenberg and Richter, 1944) for distributed seismicity in
the region of interest. Together earthquake catalogues and paleoseismological data form the
most complete possible fault source model, as they represent a spectrum of time scales and
magnitudes (Stirling et al., 2012).
Ground motions are Conventionally estimated using empirical Ground Motion Prediction
Equations (GMPEs) derived from available earthquake-induced ground motion records. GMPEs
predict the severity of ground shaking at a given site for an event based on key parameters such
as earthquake magnitude, slip type, source to site distance, attenuation, and site conditions. Site
conditions may be parametrised by descriptive site classes, average s-wave velocity in the top
30 m (Vs 30), and the depth to basement or hard rock (Abrahamson and Silva, 2008; McVerry
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et al., 2006; Douglas, 2011). However, empirical GMPEs have several limitations. There may
be no ground motion records from larger earthquakes and some faults of interest in a region. As
GMPEs are derived from available earthquake-induced ground motion records, existing ground
motion records must be modified to fit the magnitude, mechanism, distance, and site conditions
of events of interest (Graves and Pitarka, 2010). This limits the accuracy and usefulness of the
model. This is true of our target earthquake on the Akatore Fault. GMPEs use a very simplified
representation of the physics of seismic waves, constraining the information available.
Physics-based ground motion simulations have been developed to provide a more explicit
treatment of the physics of seismic wave propagation. Physics-based ground motion simulations
use numerical models of a source (fault and rupture details), path (geophysical characteristics
of geology along the path of the seismic waves), and site-specific effects (such as amplification of
certain frequencies) to generate synthetic ground motion records. Physics-based models include
rupture and wave propagation effects, such as rupture directivity, path, site effects, basin depth
and edge effects (Graves and Pitarka, 2010).
The first 3D physics-based ground motion simulations were run in the 1990s in California
(Frankel and Vidale, 1992; Graves, 1996). As computer power became more accessible, physics-
based methods have gained popularity. In recent years the Graves and Pitarka Hybrid Approach
(Graves and Pitarka, 2010) has become the standard methodology for physics-based ground mo-
tion simulation. This method treats low (0-1 Hz) and high (1-10 Hz) frequencies separately. The
low-frequency component is computed deterministically, with ground motions calculated using
a physics-based finite-difference algorithm that incorporates fault rupture and wave propagation
in 3D. The high-frequency component is calculated using a semistochastic approach which as-
sumes a stochastic source radiation pattern and uses simplified Greens functions based on a 1D
velocity model. The calculated high and low frequencies are combined to produce a broadband
time history (Graves and Pitarka, 2010, 2014).
In New Zealand, ground motions observed during the 2011 Mw 6.2 Christchurch earthquake
(Razafindrakoto et al., 2018) and 2016 Mw 7.8 Kaikoura earthquake (Bradley et al., 2017) have
been compared to to ground motions predicted by 3D hybrid broadband ground-motion simula-
tions. In both cases there was good agreement between observed and predicted ground motions.
The simulated ground motions for 2011 Mw 6.2 Christchurch earthquake (Razafindrakoto et al.,
2018) were able to capture major basin amplification effects. The simulated ground motions
were found to exhibit lower bias than empirical groundmotion models for frequencies assesed
deterministically using the 3D velocity model (1-10 Hz) (Razafindrakoto et al., 2018).
1.2.1 Seismic velocity models
Physics-based ground motion simulations require a seismic velocity model. The seismic velocity
model is used by the 3D finite-difference algorithm to determine wave propagation through the
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geology from source to site. Seismic velocity models contain the simplified 3D geology for the
region of interest and the p-wave velocity, s-wave velocity, and density of the units present.
Therefore physics-based ground motion simulation in Dunedin will require the development of
a realistic regional 3D seismic velocity model.
The most advanced seismic velocity model in New Zealand is the CantVM, a 3D velocity
model spanning the Canterbury region (Lee et al., 2017). This model characterises five geologi-
cal units with contrasting lithology deposited from the Late Cretaceous to the Quaternary. The
surfaces in this model were constrained principally by seismic reflection data, with information
from boreholes, well logs, CPT tests, geological maps, structure contour maps, and geologi-
cal cross-sections. Supplementary cross sections were designed for regions where measured data
were sparse to prevent the Kriging algorithm from generating a geologically unreasonable model.
Geostatistical Kriging was used to build surfaces that represent the boundaries between units.
Seismic velocities and densities were derived for the units using data measured from well logs,
seismic reflection interval velocities, a regional crustal model, and the Brocher (2005) empiri-
cal correlations. The model has three main sections: A detailed upper Quaternary model, a
moderately detailed model for the older sedimentary sequence, and a basement model based on
the Eberhart-Phillips EP10 regional crustal model down to a depth of 23 km (Eberhart-Phillips
et al., 2010). Faulting is smoothed over for the Kriged surface. Identified units are assigned
an average, constant velocity across the entire modelled region. Depth and overburden pressure
dependence of velocities are neglected within each geologic unit.
1.2.2 Site effects
Evidence from large earthquakes, such as the 1985 Michoacan earthquake (Singh et al., 1988;
Singh and Ordaz, 1993), 1989 Loma Prieta earthquake (Hough et al., 1990), 2010 Haiti earth-
quake (Hough et al., 2010) and the 2010-2011 Christchurch earthquake sequence (Bradley, 2012),
shows conclusively that the near surface properties of a site and local structural features (such as
basins) have a significant influence on the amplitude, frequency content, and duration of ground
motions observed at that site. Soft sediments amplify ground motion.
The distribution of felt intensity and damage from the M5 April 1974 Dunedin earthquake
suggests that near-surface geology and local structural features had an important effect. Bishop
(1974) reports an intensity maximum for South Dunedin corresponding to the edge of the allu-
vium. The thickness of the alluvium and amplification due to the alluvium-rock interface are
thought to be the main factors. Volcanic rocks and the Tertiary sedimentary rocks were found
to have similar responses during the earthquake. Therefore investigating near-surface geology
and amplification site periods is critical for understanding seismic hazard in South Dunedin.
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1.3 Dunedin regional geology
1.3.1 South Island tectonic setting
Dunedin City is built around the upper reaches of the Otago Harbour on the southeastern coast
of the South Island of New Zealand. It sits on the outboard zone of the Alpine Fault collision
(Norris et al., 1990). The city is located at the edge of a Range and Basin landscape (McSaveney
and Stirling, 1992) formed by a series of coast-parallel northeast striking folds and reverse faults
that define the Otago fault-fold belt (figure 1.1; Litchfield and Norris (2000)). These faults are
steeply dipping, with evidence suggesting some faults are reactivated Cretaceous normal faults
(Litchfield, 2001).
The two major fault systems in the region are the Titri and Akatore faults (figure 1.1).
Numerous offshore faults parallel to the Akatore Fault have been imaged in seismic surveys e.g.,
(Carter, 1988; Johnstone, 1990; Bruce, 2010; Gorman et al., 2013). These have the same steep
dip, although some dip in different directions. Some are thought to be active (Glassey et al.,
2003).
1.3.2 Titri Fault System
The Titri Fault system was first observed by Ongley (1939) and has subsequently has been well
characterised through the work of Litchfield (2001). This investigation included a combination of
field mapping, aerial photo interpretation, seismic profile interpretation, gravity measurements
and geomorphological evidence to characterise the fault.
The Titri Fault System is a 58 km long reverse fault system, striking northeast and dipping
southeast (Litchfield, 2001). It has uplifted the basement schist to form the range of hills
between the Taieri Plains and the ocean south of Dunedin City (figure 1.1). The Titri Fault
System consists of two structures, a master fault, and frontal strands. The master fault runs
along the inland side of the hills from the Dunedin Volcanic Complex from near Waitati to
Kaitangata. Within 2 km west of the master fault, there are six frontal strands (Litchfield,
2001). The fault traces of the frontal strands are curved, indicating a shallower dip than the
relatively straight master fault (Litchfield, 2001). During the middle Late Cretaceous, the Titri
Fault system was a normal down-to-the-southeast fault. Faulting during this early phase of
deformation created the Henley Breccia which lies southeast of the fault system. The Titri
fault system was reactivated as a reverse fault in the Late Miocene (Litchfield, 2001). The fault
system has been active in the last 30,000 years (Taylor-Silva, 2017).
1.3.3 Akatore Fault
The Akatore Fault was first observed by Benson (1935), although it was not named until mapped
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Figure 1.1: Mapped faults in the Dunedin City region. Faults compiled from Johnstone (1990) shown
in green, Bishop and Turnbull (1996) and Litchfield et al. (2014) shown in black, Bruce (2010) shown in
blue. Survey sites are indicated by orange (Kaikorai estuary), green (railway corridor), and pink (Kettle
Park) lines. Land is indicated by green hillshade
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onshore (McKellar, 1966; Bishop and Turnbull, 1996) and offshore (Johnstone, 1990; Bruce,
2010). The location of the Akatore Fault is shown in figure 1.1. The Akatore Fault is a 65 km
long reverse fault. The fault runs offshore sub-parallel to the coast south of the Clutha River,
coming onshore between Measly Beach and Taieri Beach (Johnstone, 1990). The fault then runs
sub-parallel to the coast between 800-1000 m offshore and is last observed near Bruce Rocks,
∼20 km from Dunedin (Bruce, 2010). There are two competing interpretations of the fault’s
location north of this. The Akatore Fault either comes on shore at Kaikorai estuary(∼10 km
from Dunedin) and along Kaikorai Valley as the Kaikorai Fault (Bishop and Turnbull, 1996;
Litchfield and Norris, 2000) or strikes offshore south of Brighton, joining with the Green Island
Fault (Bruce, 2010; Villamor et al., 2018). Both possibilities are shown in figure 1.1.
Slickensides at Akatore Creek have a trend of 090° and a plunge of 58°. In the central
onshore portion of the Akatore Fault, exposed sections of the fault dip between 45 and 60° E/SE
(Litchfield and Norris, 2000). Motion is down to the west (Litchfield and Norris, 2000). The
Akatore Fault produced several significant Holocene uplift events. Trenching of the Akatore
Fault revealed the two most recent events occurred between 1, 326± 22 and 776± 22 cal. yr BP
(Taylor-Silva, 2017).
1.3.4 Lithology
Geologists have been studying the Otago region for the last 150 years. There have been numerous
studies into the basement rock as well as the sedimentary sequence that overlies it. The first
systematic classification of Otago geology was published by von Hochstetter (1864). Since this
initial report many more detailed surveys have been undertaken (e.g. (Hutton and Ulrich, 1875;
Marshall, 1906; McKellar, 1966; Benson and Marshall, 1969; McKellar et al., 1990; Bishop and
Turnbull, 1996). The main sources of geological information used in this study are McKellar
et al. (1990) and Bishop and Turnbull (1996). The current geological model for Dunedin has
a schist basement overlain by a Cretaceous to Tertiary sedimentary sequence, which is then
covered by middle Miocene volcanic rocks and Quaternary sediments in low lying areas. The
sequence is summarised in figure 1.2.
Basement
The basement underlying Dunedin City is Rakaia Terrane that has been metamorphosed to form
the Otago Schist (Mortimer, 2004). The Otago Schist is a subdivision of the Haast Schist Group.
The Otago Schist varies in grade from amphibolite facies to prehenite-pumpellite. The majority
of the schist is greenschist facies (Landis and Coombs, 1967). The protoliths mainly consist
of Permian to Late Triassic submarine quartzofeldspathic sandstones and mudstones (290-206
Ma, Mortimer (2004)). Metamorphism occurred during the Jurassic and Cretaceous. The schist
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contains quartz veins that cross cut foliation. The schist has an anisotropic strength with the
weakest direction parallel to the foliation. Weathering exacerbates the weakness of schist in all
directions (Glassey et al., 2003). The Otago Schist was uplifted and eroded from the earliest
Jurassic through to the mid-Cretaceous (Adams et al., 1985) forming an extensive low relief
erosion surface, upon which a sequence of Cretaceous-Tertiary sediments has been deposited
(Landis et al., 2008). Away from the coast, the schist is deeply weathered to weak, soft rock.
Cretaceous - Tertiary Sedimentary Rocks
The Cretaceous-Tertiary sedimentary sequence is divided into four main groups. In stratigraphic
order these are the Matakea, Onekakara, Kekenodon, and the Otakou groups (Bishop and Turn-
bull, 1996).
The Matakea Group contains the Henley Breccia. The Henley Breccia consists of pebble to
boulder breccias, conglomerates, infrequent sandstone and siltstone beds, carbonaceous mud-
stone, and coal streaks. The unit has a regional 15-30° northwest dip. Clasts are a mixture of
quartz and schist, and the schist clasts originate from the Caples Terrane. The Henley Breccia
can be over 1000 m thick and of Mid to Late Cretaceous age (McKellar et al., 1990; Bishop and
Turnbull, 1996). The Henley Breccia was formed by erosion of the eastward-facing Titri Fault
scarp and forms part of the coastal hills east of the Taieri Plain (Bishop and Turnbull, 1996).
The Onekakara Group contains the non-marine Taratu formation and a series of marine
sediments. The units form a transgressive facies interpreted as marine transgression from Late
Cretaceous to Oligocene.
In most places, the Late Cretaceous Taratu Formation rests unconformably on the Otago
Schist erosion surface but may overlie the Henley Breccia. The Taratu Formation contains six
major lithofacies. These include quartz sandstone, schist pebble conglomerates, and discon-
tinuous coal seams with associated carbonaceous mudstone and clay. The sandstone-quartz
conglomerate is occasionally interbedded with coal and shale (Bishop and Turnbull, 1996). The
coal seams lie near the base of the formation. A well-developed seam exists at Ocean View
(McKellar et al., 1990). The Taratu Formation bedding dips 5-20° southeast while the forma-
tion itself dips at ∼6° (McKellar et al., 1990). The conglomerates of the Taratu Formation
are compact to very compact. Clay layers are firm to stiff (McKellar et al., 1990). The Taratu
Formation is generally only 20 m thick; however, in the Dunedin City area this increases to 50 m
and reaches 600 m in the Kaitangta coal field (Bishop and Turnbull, 1996). The Taratu for-
mation is interpreted as braided stream deposits from a fluvial environment with swampy areas
interspersed (Bishop and Turnbull, 1996). In previous seismic surveys, the Taratu Formation
has been characterised by strong discontinuous internal reflectors thought to be caused by high




The Taratu Formation has a gradational conformable contact with the overlying Brighton
Formation. The Brighton Formation consists of a hard pebbly shelly limestone with shelly ma-
terial increasing up the unit. This unit represents a high energy shallow marine environment.
There is a calcareous, shelly greensand, known as the Fairfield Greensand. This glauconitic
greensand is silt to fine sand in grain size. The unit, which represents a tranquil marine envi-
ronment, is 5 - 10 m thick and Late Cretaceous in age. The limestone is very strong and hard
(Benson and Marshall, 1969; McKellar et al., 1990).
The next unit in the Dunedin sedimentary sequence is the Saddle Hill Siltstone. The Saddle
Hill Siltstone is a massive silt to fine sand with particles of glauconite. Glauconite particles are
thought to have been transported before deposition (McKellar et al., 1990). The unit is 2-30 m
thick, compact to very compact, and Late Cretaceous in age (McKellar et al., 1990).
The Saddle Hill Siltstone is overlain conformably by the Abbotsford Formation. This unit
includes mudstones, sandstones, greensands, with diatomaceous and carbonaceous beds. It is
abundant in glauconite and clay minerals. The grain size is mud to clay with some layers of fine
sand. The lower portion is most glauconitic, with the upper layers consisting of mudstones and
greensands. The mudstone ranges from 30 to 300 m thick (Benson and Marshall, 1969; McKellar
et al., 1990) and is Paleocene to mid-Eocene in age (McKellar et al., 1990). This unit represents
continued deepening and marine transgression. The Abbotsford Formation is relatively dense,
weak to very weak and soft to very soft (McKellar et al., 1990).
The Abbotsford Formation is overlain conformably by the Green Island Sand. The Green
Island Sand is a poorly cemented cross-stratified fine to medium sand with significant silt and
clay (Bishop and Turnbull, 1996). Granules are about 0.8 mm in diameter and irregular in form.
The Green Island Sand is interpreted as forming in a shallow marine environment, potentially
a sandbar. It is mid-Eocene in age (McKellar et al., 1990). The Green Island Sand has a
maximum thickness of 60 m in the south of the Dunedin area, thinning out to the north, and
in some locations it is absent (Benson, 1940). Bedding dips 7° southeast (McKellar et al., 1990)
The next unit stratigraphically is the Late Eocene Burnside Mudstone, a homogeneous grey
calcareous mudstone that is weak and soft (McKellar et al., 1990). It is composed of clay
minerals, calcite, and quartz and is silty or clayey. The Burnside Mudstone is interpreted to
have formed in a deep marine environment (McMillan and Wilson, 1997).
The Abbotsford Formation and Burnside Mudstone contain swelling clays. These exhibit
high plasticity and low strength when weathered or disturbed (Glassey et al., 2003).
The Marshal Paraconformity separates the Onekakara and Kekenodon groups. The Marshal
Paraconformity has been linked to a strong, continuous seismic reflector in the Great South
Basin 1-2 m thick (Fulthorpe et al., 1996).
The Late Oligocene Kekenodon Group contains the Concord Greensand. The group is gen-
erally less than 30 m thick and may be locally absent. The Concord Greensand is weak to
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moderately strong (McKellar et al., 1990).
The Otakou Group contains the Caversham Sandstone. The Caversham Sandstone is a white
to yellow sandstone with quartz pebble conglomerate lenses. It is moderately well cemented and
cliff-forming (Glassey et al., 2003). The Caversham Sandstone can be 200-230 m thick. Pre-
volcanic erosion reduced the thickness to the west. The most westerly outcrop (near Black Head)
is only 50 m thick. The Caversham Sandstone is Early Miocene in age and represents Early
Miocene marine regression (McKellar et al., 1990).
Dunedin Volcanic Complex
The Cretaceous-Tertiary sedimentary sequence is capped in many places by units of the Dunedin
Volcanic Complex. A sizeable composite shield volcano was once located where the Dunedin
urban area, harbour, and Otago Peninsula are today. The volcanics of the Dunedin Volcanic
Complex are primarily alkaline basaltoid rocks, but range from basalt and basanite to phonolite
with some trachyte tephras. The Dunedin volcano was active between 16 and 10 Ma (Coombs
et al., 2008). Unweathered, fine-grained volcanic rocks are stable and very strong (McKellar
et al., 1990). Volcanics appear in seismic lines as units with no internal reflectors.
Quaternary Sediments and the Erosion and evolution of the modern landscape
Ongoing uplift and erosion have variably removed parts of the cover sequence in different lo-
cations. Eroded material is one of the major components of the Quaternary deposits in the
region (Bishop and Turnbull, 1996). The Quaternary deposits in and around Dunedin City vary
by environment. Near the base of slopes, there is often a 5-10 m thick layer of dense, clayey,
bouldery colluvium (Hancox, 2008). The colluvia are composed of fragments of the rocks that
form the slope from which it was derived. In general, there is a mixture of volcanic boulders,
pebbles, sand, silt, and clay. Stiff clayey loess deposits are also present and overlie the colluvium.
These range from 3 to 7 m in thickness (Hancox, 2008).
The most recent phase of loess deposition occurred during the last glacial maximum 20,000 to
14,000 years ago. If a loess deposit is preserved on a slope, the slope has been stable since the time
of deposition (Glassey et al., 2003). Low lying non-tidal areas are covered by loose well-sorted
gravel, sand, silt, and swamp deposits. Dune belts have formed in some coastal areas, notably on
St Clair - St Kilda beach. River valleys contain river alluvium made up of well-sorted rounded
gravel with pockets of sand and silt (Barrell et al., 2014; Bishop and Turnbull, 1996). During the
last glacial maximum, around 20,000 years before present, sea level was 125 m lower than it is
today. The coastline was 30 km further out than the modern coast, close to the continental shelf
break. The area that is now South Dunedin was an exposed valley occupied by a river flowing
from what are now the Port Chalmers and Portobello peninsulas down to the coast (Benson and
Raeside, 1963; Cournane, 1992; Rekker, 2012; Goldsmith and Hornblow, 2016; Fletcher, 2016).
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During this time South Dunedin was undergoing erosive land forming processes. 14,000 years
ago sea level rose abruptly with the end of the last glacial maximum. As sea level increased
seawater encroached on the South Dunedin area. This changed the depositional environment
to shallow marine sedimentation. Significant sedimentation occurred as sea level continued to
rise. The shist derived silts and sands that partly filled the harbour were transported from the
Clutha River by longshore drift (Carter and Carter, 1986). The formation of the St Clair - St
Kilda dune belt sheltered the head of the harbour. Soft wet sediment from the surrounding hills
and harbour then filled in the valley forming the tombolo that now connects the peninsula to
the mainland (Rekker, 2012; Barrell et al., 2014).
There has been significant anthropogenic landscape alteration including land reclamation
around the harbour, draining, and infilling of swamps. Much of the commercial property in
Dunedin City is built on land reclaimed between the 1850s and 1970’s (Goldsmith and Hornblow,
2016). Reclaimed land is shown in figure 1.3. The area is very low-lying with an average elevation
of 1.4 m (Goldsmith and Hornblow, 2016). The fill used is general rock, sand, or human-made
materials (Rekker, 2012) and generally overlies Quaternary deposits, in most cases estuarine silt
and sand (Glassey et al., 2003).
It has been suggested that the shape of the Otago Harbour is due to faulting. Rivers
often follow faults as they are a line of weakness in the landscape. The harbour has a similar
orientation to both the Akatore and Titri faults, supporting this idea. However, conclusive
evidence of faulting has yet to be identified (Fletcher, 2016; Rees, 2018).




This study aims to contribute towards improving seismic hazard analysis in Dunedin. This
overarching aim is divided into six key objectives:
1. Determine if the Akatore Fault comes onshore at the Kaikorai Estuary.
2. Image key units and boundaries in the Dunedin sedimentary sequence using reflection
seismology.
3. Determine the p-wave and s-wave velocities for key units in the Dunedin sedimentary
sequence.
4. Produce near surface s-wave velocity profiles at key locations in South Dunedin using
surface wave inversion techniques.
5. Quantify the variations in late Quaternary sediment depth and fundamental site period
across South Dunedin using HVSR and gravity methods.
6. Build a three-dimensional seismic velocity model for the energy path of an Akatore Fault
rupture toward Dunedin City. The region of interest is shown in figure 1.2.
Active source seismic methods present an effective means to identify faults where erosional
processes or the built environment hide their surface expression. Therefore to address objective
one, a seismic survey was acquired across the Kaikorai Estuary. The survey should image the
Akatore Fault if it is present and shows vertical displacement of geological units that are larger
than the resolution of the survey. In addition to imaging faults, active source seismic surveys can
be used to identify contacts between subsurface lithologies and estimate the p-wave and s-wave
velocities of said lithologies. Therefore to address objectives two and three, the survey across
the Kaikorai Estuary is combined with two further active source seismic surveys in Dunedin city.
Near surface s-wave velocity profiles are estimated at four locations in South Dunedin using
surface wave inversion techniques. Data from active source and passive arrays is combined. This
study investigates if data from the body wave surveys can be reprocessed to analyse surface waves
to give more profile locations.
Soft sediment depth is investigated by combining existing information (including CPT data,
boreholes, gravity data, and resistivity data) with newly acquired Horizontal to Vertical Spectral
Ratio (HVSR) data from ambient seismic vibrations and active source seismic data from the
surveys in South Dunedin. The HVSR data is key to determining the fundamental site period.
The three-dimensional seismic velocity model for the Dunedin region is built using Leapfrog
Geo software (ARANZ Geo Ltd., 2019). For the Dunedin sedimentary sequence seismic lines,
borehole data, and mapped data provide constraints on the contacts between units, and the
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seismic velocity data collected during the active source seismic surveys gives the velocities of the
units in the subsurface. The depth of the Quaternary sediments in South Dunedin is defined
using the output of objective five, considering all the sources of information mentioned above.
1.5 Previous studies
1.5.1 Regional seismic hazard analysis
Smith (1978) was the first regional seismic hazard model for New Zealand. Following this Mc-
Cahon et al. (1993) developed a seismicity model for the Otago region. The model includes
a Gutenberg-Richter relationship based on the earthquake catalogue of regional historical seis-
micity and an estimate of the maximum credible earthquake and recurrence estimates for many
regional faults, including the Akatore Fault. McCahon et al. (1993) also presented isoseismals
based on average ground conditions and response spectra predictions developed from a general
source-to-site attenuation model used to predict the bedrock motion beneath overlying alluvium
at sites in Dunedin. A deep soil response model for particular sites was used to modify bedrock
motion. Response spectra were developed for a 450 yr return period.
More recently ground motion during earthquakes has been addressed at a national scale,
including probabilistic ground motion estimates (Stirling et al., 2002, 2012). Expected spectral
accelerations in Dunedin are dominated by activity on faults close to the city. Probabilistic
hazard analysis for Dunedin City was updated using the McVerry et al. (2006) ground motion
prediction equations by Stirling et al. (2012). This study had a national scope, with specific
attention paid to urban centres Auckland, Wellington, Christchurch, and Dunedin. Standard
Probabilistic Seismic Hazard Analysis method was used. The Akatore Fault was considered a
significant earthquake source in addition to distributed seismicity. The Gutenberg - Richter
parameters used in Dunedin were derived from earthquake data from the entire southeast South
Island. Key outputs were seismic hazard maps for 475- and 2500-year return periods (peak
ground acceleration and spectral acceleration) and response spectra for urban centres based on
shallow soi site conditions. The hazard for Dunedin was modelled as dominated by earthquakes
produced by the distributed seismicity model. Of the fault sources contributing to the model,
the Akatore Fault is the greatest source of hazard (Mw 7.4 at 13 km; contribution 14%). The
magnitude and recurrence interval of an earthquake on the Akatore fault have been the subject
of recent paleoseismic research by Taylor-Silva (2017).
1.5.2 Active source seismic imaging of the Akatore Fault
Many seismic investigations have been done in the Dunedin area. Several postgraduate theses
have used high-resolution seismic reflection surveys and side scan sonar images of the coast near
Dunedin to identify sedimentological and structural features. Six of these are integrated and
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summarised in Gorman et al. (2013). This paper identifies shallow shelf structures such as the
sedimentary rocks and erosional surfaces. It also discusses the offshore portion of the Akatore
Fault System, along the Brighton coast. Another relevant seismic investigation was undertaken
by Bruce (2010). This study used Boomer, CHIRP and side scan sonar data to image the
Akatore Fault north of Taieri Mouth.
1.5.3 South Dunedin geophysical surveys
The soft late Quaternary sediments in South Dunedin are prone to ground motion amplification
during an earthquake. Amplified felt effects were reported during the 1974 April 9 earthquake
(Bishop, 1974). The sediments have also been identified as at risk of liquefaction (McCahon
et al., 1993; Taylor, 1998). Stephenson and Barker (1999) conducted a geophysical investigation
of the late Quaternary sediments of South Dunedin including HVSR, soil-to-rock spectral ratios
of small earthquakes and piezocone penetrometry and seismic CPT to investigate the basin
response observed in the 1974 Dunedin Earthquake.
For the 1993 “The earthquake hazard in Dunedin Soils and Foundations EQC research
project” (McCahon et al., 1993) a three dimensional model of the geologic profile beneath
Dunedin city was created using ∼200 boreholes and the results of a resistivity survey. The
resistivity survey maps Quaternary sediment depth and suggests a maximum of 72 m. The
resistivity depth contours indicate a potential paleochannel through the South Dunedin tombolo.
Patrick Fletcher’s honours thesis (Fletcher, 2016) examined 23 seismic lines across the Otago
Harbour. Some indicators of faulting, such as slumping strata and offset reflectors in the outer
harbour were found, but overall the evidence of faulting was inconclusive. Fletcher produced a
depth to bedrock model for the harbour. The section closest to south Dunedin gives a maximum
depth to bedrock of 140 m below sea level. Further seismic reflection profiling of the inner
Otago Harbour was conducted by Oliver Rees (Rees, 2018) as part of his Honours thesis. Oliver
Rees’s Honours thesis aimed to observe changes in harbour sedimentation using seismic reflection
profiles and by analysing a sediment core from the Edgar Centre near the harbour (figure 1.4).
The study constrained the timing of those changes using radiocarbon dating. The upper 17 m
of the core was found to be Holocene in age.
Another relevant study is the 3D gravitational modelling in the South Dunedin area con-
ducted by Lutter (2018). This study produced a 3D bedrock interface model and identified a
deeply incised channel running through South Dunedin parallel to the harbour and trending









Seismic waves are elastic waves triggered by an impulse. These waves carry energy in the form
of oscillatory particle motion. Particles oscillate about their individual equilibria and do not
move with the wave. The energy is partitioned into several types of seismic wave. Seismic waves
are categorised based on how they propagate. The categories relevant to this research are body
waves ( P-waves and S-waves), and surface waves (Love waves and Rayleigh waves). The
proportion of energy partitioned into different types of waves is controlled by the Poisson’s Ratio
(the negative of the transverse deformation to axial deformation ratio) of the material (Kolsky,
1963; Gercek, 2007). In most soils and rocks surface waves account for more than two-thirds of
total seismic energy (Richart et al., 1970).
When discussing the velocity of seismic waves it is sometimes necessary to distinguish be-
tween group velocity and phase velocity. The group velocity of a wave is the velocity with
which energy propagates. The phase velocity of a wave is the velocity at which the phase prop-
agates (Brillouin, 1960). Different frequency components of a wave can have different phase
velocities, but the overall wave has one group velocity. Velocity refers to group velocity unless
otherwise specified.
2.1.1 Body waves
Body waves propagate through the subsurface as spherical wavefronts moving away from the
source. If the source is at the surface the wavefronts are hemispherical. The behaviour of these
wavefronts is described using the ray approximation (figure 2.1). Rays are perpendicular to the
wavefronts. These rays are simpler to consider than wavefronts. Using the ray approximation,
the energy recorded on the seismometers (figure 2.1) can be described as having travelled along
the ray path from the source to the receiver.
P-waves (primary waves) are pressure waves that periodically compress and dilate a medium
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parallel to the direction of propagation. This changes the size and shape of a constant mass.






where κ is the bulk modulus, µ is the shear modulus, and ρ is the density of the material through
which the wave propagates (Mussett and Khan, 2000).
S-waves (secondary waves) are shear waves that displace particles perpendicular to the
direction of propagation. The volume of a constant mass is unchanged. Hence the velocity is






Seismic velocity increases with greater compaction and cementation and decreases with in-
creased porosity. The P-wave velocity is roughly 1.7 times the S-wave velocity in consolidated
rocks (Milsom and Eriksen, 2011).
2.1.2 Surface waves
Surface waves are confined near to the surface of the Earth as their amplitude decays expo-
nentially with depth. The decrease in amplitude with depth is proportional to wavelength.
Therefore surface waves with longer wavelengths induce particle motion to greater depths than
those with shorter wavelengths for the same mode of oscillation (Richart et al., 1970). Rayleigh
waves displace particles along an elliptical path with the longest axis of the ellipse perpendicular
to the surface. The amplitude of the wave is determined by the length of the shortest axis of the
ellipse (Rayleigh, 1885). Love waves have horizontal and transverse particle motion. Different
frequency components of surface waves have different phase-velocities. This effect is known as
dispersion and will be discussed further in section 3.3.
2.2 Attenuation
Attenuation is a term used to describe the loss of energy of seismic waves as they radiate
away from their source. Attenuation can be broken down into three main categories: geometric
spreading, absorption, and scattering. Geometric spreading is due to the spherical geometry
of a spreading wavefront. As the wavefront propagates away from the source, the surface area
increases distributing the same energy over a larger surface area. The total energy of the wave
remains the same, but intensity decreases with distance from the source (Durek and Ekström,
1996). The intensity of body waves is proportional to 1
r2
. The intensity of surface waves
is proportional to 1r . Energy lost to absorption includes energy lost to anelastic processes
and as vibrational heat due to internal friction during wave propagation (Shapiro and Kneib,
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1993). Absorption preferentially attenuates higher frequencies. When a wavefront encounters
a heterogeneity in the subsurface some energy is elastically scattered. Scattering reduces the
energy in the coherent wavefront. Scattering also preferentially attenuates higher frequencies
(Yilmaz, 2001).
Surface waves often dominate a seismic wave recordings as they account for the greatest
proportion of the energy released. This becomes more pronounced further from the source as
body waves experience a larger geometrical decrease in energy than surface waves (Zywicki,
1999).
.
2.3 Reflection and refraction
Seismic imaging provides a way to produce a visual representation of subsurface properties from
seismograms recorded at the Earth’s surface. The basic experiment consists of a controlled
impulsive source of seismic energy and an array of receivers to detect the energy as it returns
to the surface. This is shown in figure 2.1. Body waves are reflected, refracted, and diffracted
by features in the subsurface. Layers in the subsurface have different seismic velocities (v) and
densities (ρ). The product of these properties defines the acoustic impedance (Z ).
Z = vρ (2.3)
The reflection or refraction of body waves occurs at the boundary between layers of different
impedance. When a body wave is incident upon an interface between two such layers some of
the energy is reflected toward the surface, and some is refracted through into the second layer.
In either case wave conversion may also occur, with an incident P-wave producing both P- and
S-waves (Yilmaz, 2001). The ratio of the amplitude of the reflected wave to the amplitude of
the incident wave is known as the reflection coefficient (Milsom and Eriksen, 2011). At normal





A refracted path is indicated by the green ray in figures 2.1 and 2.2. The refracted portion







Where θ1 is the incident angle, θ2 is the refracted angle, and v1 and v2 are the velocities of the
layers as indicated in figure 2.2.
If θ2 is greater than 90° the ray does not enter the second medium, and is reflected off the





Figure 2.1: The basic controlled source seismic experiment. The starburst symbol represents the con-
trolled impulsive source of seismic energy. This releases energy into the subsurface. The rays indicate
some of the paths energy may take. The array of receivers, which detect the energy as it returns to the
surfaces, are indicated in red, and a trace recorded at one of these receivers is in blue.
V1
V2
Figure 2.2: Ray diagram of refracted and reflected waves following paths determined by Snell’s Law
(equation 2.5). The green path follows a refracted ray; the black path follows a reflected ray. Equal




illustrated in figure 2.2 When the incident angle (θ1) is equal to some critical angle such that
θ2 = 90° the refracted wave follows a wave path parallel to the interface, just below the interface
in the second medium. As the wave propagates parallel to the interface it is a secondary source
for spherical wavelets (Huygens Principle). The ray path of these secondary waves leaves the
interface at the critical angle. These are the refracted waves recorded by the seismometers. This
is illustrated in figure 2.3.
V1
V2
Figure 2.3: Ray diagram of refracted wave generating head waves. θcrit is the critical angle of θ1 such
that θ2 = 90°. All the labelled angles in the diagram are equal.
The reflected portion of the incident wave follows a ray path where the angle of reflection is
equal to the angle of incidence. There is also the direct ray, which travels along the air/surface
boundary.
2.4 Signal processing
The seismic signals in this study are recorded as changes in voltage with time. The data are
recorded in the time domain. Many of the signals contributing to the recorded signal have
a periodic or quasi-periodic structure. Fourier’s Theorem states that any periodic signal can
be expressed as a sum of scaled sines and cosines (Peatross and Ware, 2015). Therefore the
data also have interesting properties relating to the constituent frequencies and analysis in the
frequency domain is critical. Seismic data are transformed into the frequency domain using
a Fourier transform. The graphical result of this is called the frequency spectrum. Figure
2.4 shows a signal decomposed into the contributing sine and cosine waves and the frequency
spectrum of the signal. The power spectrum is another important frequency domain property.
The power spectrum (or power spectral density) of a signal shows the distribution of power
across frequencies in the signal. An example of this from this study is shown in figure 3.11.
The seismic signal recorded is the product of several processes. The seismic source produces
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Figure 2.4: The above graphs illustrate the process of a Fourier transform. The periodic signal in A
is a superposition of several sinusoids. The contributing sinusoids are shown in B. Each sinusoid has a
different frequency and amplitude. C shows the Fourier transform of the signal. Each peak correlates
with the frequency of a contributing sinusoid, and the amplitude of that peak is proportional to the
amplitude of the frequency component.
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a signal which travels into the Earth. Within the Earth the signal is modified. This modified
signal reached the receivers which modify the signal further during recording. Noise, unwanted
inputs that obscure the signal, is also recorded. The modification of the seismic source signal is
described mathematically by the convolution (Yilmaz, 2001). The convolution operator combines
two functions to produce a third function. In geophysics we model the reflectivity sequence in
the subsurface as a function (acoustic impedance response) as shown in figure 2.5. The seismic
source produces a characteristic wavelet which when convolved with the reflectivity sequence
gives the ground motion. This signal is then convolved with the receivers as it is converted to
voltage. The system is described mathematically by the equation:
Recorded signal = Source ∗ Reflectivity sequence ∗ Recievers + Noise (2.6)
where ∗ is the convolution operator.
Figure 2.5: Diagrammatic visualisation of convolution of the source wavelet (A) with the reflectivity series
of the earth (B) to give the recorded signal (C). The acoustic impedance response function is shown by
the black lines in B.
Filters are functions applied to the data in order to remove noise. The process of altering a
signal using a filter is described mathematically as follows:
Filtered signal = Original signal ∗ Filter (2.7)
It is easier to understand the behaviour of filters in the frequency domain. It is also sig-
nificantly easier to perform multiplication than convolution. The convolution of two functions
in the time domain is equivalent to multiplication of the Fourier transformed versions of the
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functions in the frequency domain. Therefore we apply filters by transforming both functions
to the frequency domain, multiplying them, and transforming the resulting function back to the




3.1 Seismic reflection survey methods
3.1.1 Data collection
For this study active source seismic data was collected along three lines. In order to optimise
the data acquired from the seismic surveys many factors were considered. In this section the
site selection, seismic source, receivers, recording equipment, survey geometry, and noise min-
imisation techniques used in each survey are discussed. The data collection methods used are
outlined and differences between the three surveys highlighted.
Survey locations
The three surveys undertaken are located:
• Along Ocean Beach, crossing Kaikorai Estuary as shown in figure 3.1 A. This survey took
place in two parts. The first set of data was collected in 2016 by students as part of the
GEOL 261/361 field school. The second set of data was collected on the 29/4/2017 and
1/5/2017, specifically for this project.
• Along the railway corridor through Dunedin city centre, as shown in figure 3.1 B. These
data were collected over three days between 25/7/2017 and 27/7/2017.
• Along Kettle Park in South Dunedin, as shown in figure 3.1 C. These data were collected
over two days, 26/3/18 and 27/3/18.
The positioning of the Kaikorai survey was chosen to cross the Kaikorai Estuary at a loca-
tion where the Akatore Fault possibly comes onshore (Bishop and Turnbull, 1996). The beach
provides a clear, flat, relatively straight setting along which geophones can be easily buried and
thumper shots can be readily positioned. The location of the Railway survey was chosen as
the rail corridor provided a flat and relatively straight path through to the central city. This
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Figure 3.1: Locations of shots and geophones for each survey. A) The Kaikorai survey line. The position
of the Akatore Fault as proposed by Bishop and Turnbull (1996), is indicated by the red dashed line. B)
The Railway survey line. C) The Kettle Park survey line.
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location is crucial to hazard analysis. The Kettle Park location was chosen as it provided easy
access to a relativity flat, straight piece of land uninterrupted by roads that would require traf-
fic management. It also samples a very different environment than the railway line, possibly
perpendicular to a paleochannel in an ancient Leith delta. Kettle Park is built over a known
landfill (figure 3.2 ). The different conditions at each location required only slight adjustments
to the basic method. The adjustments are detailed in this section.
0 20 40 60 80 10010
MetersExtent of rubbish dump as apparent from
1947 aerial photography. Photography shown 
dated March 2007. Copyright NZAM.
1:1,000¯ Extent of Rubbish Dump, 1947
Figure 3.2: Extent of rubbish dump as apparent from 1947 aerial photography provided by the Dunedin
City Council (Dunedin City Council, 2018).
Equipment
Seismic source
There are a range of seismic sources that can be used in the setting of this project, such a







Environmental impact. Many of the survey sites are in environmentally sensitive loca-
tions, such as the beach or in the city. As such, any seismic source used must not do any
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lasting damage or disturb people who are using the area. This ruled out an explosive source.
The remaining available seismic sources were a trailer mounted weight drop mechanism and a
sledgehammer.
Practicality. The seismic source used must be practical for use at the site. This includes
transportation to the site. All of the survey sites were accessible by vehicle and relatively flat,
so were accessible to the weight drop mechanism. In difficult terrain we would have been limited
to a sledgehammer.
Energy. The ideal seismic source should release enough energy to image the strata effec-
tively. The incoming signal must be easily distinguished from the background noise. Higher
energy sources allow greater penetration and resolution. The maximum amplitude produced by
any source must be within the range of amplitudes the geophones can record. Lepine (2016)
compared the energy content of the weight drop mechanism and a sledgehammer, and found the
weight drop mechanism produced more energy at lower frequencies than the sledgehammer.
Frequency content Reflection and refraction methods require energy at higher frequencies
(between 30-200 Hz), whereas surface wave methods require lower frequencies to characterise
the subsurface at depth. Therefore the ideal source will have a wide spectrum signal. Lepine
(2016) found the peak frequency of the weight drop mechanism to be 25 Hz compared to 35 Hz
for the sledgehammer.
Repeatability. If the pulses of seismic energy generated by the source are consistent, the
data can be stacked. Stacking improves the signal-to-noise ratio. Also, if the source signature
(pattern of the wavelet) generated is well defined, then deconvolution can be used to enhance
the data during processing. Sledgehammer shots can differ based on the operator’s strength,
whereas the weight drop mechanism is entirely mechanical, and therefore the shots are more
likely to be similar.
Based on these criteria we selected the weight drop mechanism (figure 3.3). This is an
impulsive source, creating a time-limited pulse of seismic energy by impacting the surface. The
weight drop mechanism consists of a 250 kg mass that is dropped 1.28 m onto a steel plate. The
falling mass triggers the geophones to begin recording. The weight drop mechanism is referred
to as the Thumper.
Receivers
The seismometers used were geophones (figure 3.4). Geophones translate ground motion into
a voltage. Inside the plastic housing there is a mass suspended by a spring. A coil surrounds
the magnet. As the ground rises and falls the coil moves relative to the magnet. This induces a
voltage in the coil proportional to the relative velocity of the magnet to the coil. The geophones
are only sensitive to motion parallel to the axis of the coil. Vertical component geophones with
a natural frequency of 11 Hz were used. The geophones were generally planted in the ground, to
couple the movement of the surface with the geophone. However, along the Railway line 35 (out
28










Figure 3.3: Diagram of the weight drop seismic source.
of 400) geophones were placed on chip seal or asphalt. To couple the geophones when they could
not be planted we placed them upside down underneath an upturned bucket of sand. These two
methods are shown in figure 3.5. The polarity of the upside down recievers was reversed during




Figure 3.4: Diagram of geophone showing key components.
Recording equipment
Seismographs.
The seismographs used were Geode 24-channel ultra-light exploration seismographs from
Geometrics. For the Kaikorai survey, one Geode was used. For the Railway and Kettle Park
surveys two were used. The Geode receives the ground motion signal from 24 geophones, samples
the signal at a rate defined by the user (0.5 ms for Kaikorai and Kettle Park surveys, 0.25 ms for
railway line survey) and converts this analogue voltage signal to a digital time series of numbers.
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Figure 3.5: These pictures show the two main methods used to deploy geophones. A) shows the geophone
planted in the ground. The majority of geophones were deployed in this manner. B) shows one of the
geophones deployed under a bucket of sand. The geophone inside is upside-down (i.e. the spike is pointing
up). In both images the geophone is connected to the takeout on the cable.
The Geode also amplifies the signal. The signal from each geophone is recorded on a channel
and referred to as a trace.
Roll box. The roll box controls which set or sets of 24 geophones record each time the
weight is dropped (roll). This is a mechanical device and does not alter the signal in any way.
Laptop. Data were recorded on an HP Toughbook as SEG-D files. Incoming data were
displayed on the laptop in the field. This was used to monitor noise and as quality control for
shots.
Positional surveying. Positional surveying was done using a Trimble GPS unit. The GPS
unit picks up as many satellite signals as possible to trilaterate its position. The GPS can only
receive signals from satellites that have a direct line of sight to the receiver. Therefore obstacles
that obscure the sky, such as bridges and buildings reduce the accuracy of the survey points.
The location of each geophone and shot was surveyed, labelled with a unique four-digit number,
and saved as a point file. Measurements were repeated ~10 times and averaged to improve
accuracy. Locations were generally accurate to ± 0.25 m. For survey points that could not be
located, such as the shots and geophones under the Warf St overpass along the railway corridor,
the approximate location was entered manually after data collection using the survey geometry
and aerial photography.
Observer log. The shot location identification number (shot ID), the recording geophone’s
location identification numbers (active spread), the file number and roll of each thump were
recorded in the observer log. Observer logs are available in the digital appendix (appendix D).
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Survey geometry
For each survey we used an array of multiple receivers, and recorded multiple shots. This
allowed points in the subsurface to be sampled multiple times. The number of times each point
is sampled is called the fold. Nominal fold can be calculated using the equation:
fold =
number of receivers
2( shot spacinggeophone spacing)
(3.1)
By recording the position of each shot and each geophone, we will later be able to identify
the traces that correspond to a common point in the subsurface. This point is called a Common




Figure 3.6: Three source-receiver pairs sharing a common depth point. The rays are coloured to match
the traces they produce. The information contained in each trace corresponds to the same set of points
in the subsurface. The energy arrives later at geophones with a greater offset. This is called Normal
Move Out and is addressed in subsubsection 3.1.2.
Our survey parameters are shown in figure 3.7.
Geophone spacing. Data were collected using a 96-channel array of geophones. These
were laid out at 5 m intervals.
Shot location and spacing. The geometry of all surveys had central shots with receivers
on both sides. In order to keep the line balanced, the shots were made within 60 m of the centre
of the line. The Thumper was placed adjacent to the line. Shots were generally every 10 m in
between two geophones. For the Kaikorai survey each shot consisted of four drops, one for each
set of 24 geophones (roll). For the Railway and Kettle Park surveys two drops were required
for each 96 channel record, as two Geodes were used. For the Kaikorai survey the thumper was
displaced about 10 m toward to the ocean where the sand was better packed. For the Railway
and Kettle Park surveys, the Thumper was placed in the closest safe location. Putting the








However, due to overlaps between lines and places where we could not thump, the true fold
is considerably more variable. The fold is usually between 15 and 60. The fold along each line
is shown in figure 3.8.
Roll up. The geophones were generally moved up (rolled up) 24 at a time as needed to keep
the shots within the central two cables on the spread of geophones.
Figure 3.7: Seismic survey general field parameters.
Noise
Any measured signal that does not correspond to reflections from subsurface geology is generally
classified as noise. Noise can obscure the signal in seismic data. Therefore we tried to minimise
the noise recorded. Some sources of noise we minimised in the field were:
• Poor coupling. We improved coupling by ensuring the takeouts on the cable and the geo-
phone crocodile clips were clean, and that cable connections were tight and that geophones
were firmly planted in the ground.
• Intermittent ambient activity (e.g. cars, trains, waves crashing on the beach). By mon-
itoring the noise on the line we timed shots to quiet moments. However, this was not
always possible, particularly along the rail corridor.
• People walking on the line. By maintaining radio contact with the team working on the
survey we controlled when people were moving about and paused recording when foot
traffic was excessive.
• Roll box moving up too soon.
• Electrical noise induced by loops in the cabling. We avoided loops by snaking the cable
rather than coiling it.
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Some sources of noise could not be controlled, such as rain on the geophones and ocean
waves. Noise from these sources is minimised during data processing.
3.1.2 Data processing
Once the ground motion data were collected they needed to be processed to give interpretable
results. In this section, the techniques used to process the data and explain the relevant theory
are outlined. Data analysis for reflection and refraction studies was done using GLOBE Claritas™
software, a module driven processing package developed by GNS Science (Ravens, 2001). All
surveys were processed in a similar manner. The flow is presented as a linear development. In
reality, the flow was tested and improved iteratively with different procedures and parameters
being trialled and the resulting stacks compared. As well as discussing processes that have
been included in the final flow, processes that were trialled and removed from the flow are
discussed. Flow diagrams are available in appendix A. Shear wave velocities were estimated
from the outputs of these analyses using empirical relations. The practical application of the
relations is discussed in this section.
Data input
Field data were recorded in SEG-D format (Barry et al., 1975). This was converted to CSGY, the
Claritas specific SEG-Y format. SEG-Y and CSGY files have headers that contain information
about the whole data set at the start of the file (line headers) and information about trace before
the trace data itself (trace headers).
Merging and linking
Once the field data were in the correct format the shot records containing 24 (Kaikorai) or 48
(Railway and Kettle Park) channels were combined into full shot gathers containing 96 channels
using the mergeshots job. The mergshots job was controlled by a JCS (Job Control System) file
which specifies the name and order of files in each shot gather, as well as specifying the active
spread during each shot gather. The mergeshots job combined the specified files to group
together all 96 channels contributing to each shot gather and renumbered the trace headers
1-96. The output was a single CSGY file for each shot gather.
The shot gathers were then linked together in the order of the shot points along the line. A
text file specifying the shot gathers to be linked in order was used by the RENUMBER module
in Claritas. This linked together the shot gathers, and renumbered channels. A single CSGY
file containing all shots along each seismic line is produced.
For the Kaikorai survey, the process was repeated for the 2016 and 2017 data. These files
were then linked using the same job flow described.
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Figure 3.8: The fold along the survey lines is shown above in colour. A) Kaikorai line. B) Railway line.
C) Kettle Park line. The colour of the bars extending from the line indicates the fold in each CDP bin.
On the Kaikorai line, the high fold feature is due to the overlap between lines. On the Railway line an
area of low fold is visible where the line bends. We were unable to thump in this area because the survey
corridor was too close to the tracks. Fold is low at the end of the lines.
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Static shifts
Static shifts are constant movements in time applied to individual traces. If the delay between
the recorders being triggered and the first arrival was different between shots in a shot gather,
the traces were shifted in time to correlate with the adjacent shots. Bulk shifts were also applied
to all shots to force the records to begin at time zero. Bulk shifts differ between shots. This may
be due to incorrect triggering of the system during acquisition, inconsistent positioning of the
thumper retaliative to the line, variations in near surface geology, or variation in topography.
30 ms were added to the top of each trace in the Kaikorai line as this improved stacking later.
The static shifts were applied using the STATIC module controlled by a JCS file. The static
shifts improved the stacking of events, especially in the near surface.
Trace editing
In order to maximise the signal-to-noise ratio, some trace editing is required to remove visible
noise. Noisy traces or traces that contain no signal were identified by inspection of the shot
gathers in SV (a seismic data viewing application in Claritas). These traces were removed from
the file. Traces with reverse polarity (e.g. geophones wired backwards in the field or planted
upside down) were corrected. Examples of both these corrections are shown in figure 3.9. These
were applied to the shot gathers using the TREDIT and TRFILIP modules.
.
Air wave attenuation
The data contain energy carried through the air, known as the air wave. The air wave travels
at ∼ 330 m/s (partially dependant on temperature). To minimise the airwave in the data,
energy falling 25 ms above or below the 330 m/s line are attenuated. This was done using the
AIRWAVE module in Claritas (Ravens, 2001).
Geometry
In order to correctly evaluate sound propagation along the seismic line and produce a reflection
image, the position of each shot and receiver must be known, so a geometry database is created.
This is done using the geometry setup application in Claritas. Two files are required, the survey
file (.sur) which contains the four digit label, map coordinates (NZTM), and height (NZVD2016)
for each point surveyed.
Input files and geometry database set up
The survey file was built using the survey data collected in the field. The survey data were






















Figure 3.9: A shot gather from the Railway line before (top) and after (bottom) trace editing. The noisy
traces that were killed are highlighted in red. The reversed trace that was flipped is highlighted in green
.
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was applied to the data using the receiver at the School of Surveying as the reference station.
This accounted for any error or delay in the timing signal from the satellites, making the point
locations more accurate. During the Kettle Park survey the differential correction was applied
automatically in the field. The data were then exported as a shapefile. Using ArcGIS any
manual input or adjustment of points was done with reference to an aerial photograph. the
coordinates, height, and four-digit identifier for each point were extracted. The coordinates
were transformed from WSG84 to NZTM, and the height was transformed to NZVD2016. This
information was then formatted into a survey file (.sur).
Digital observer log files were produced from the handwritten field logs (available in appendix
D). Each shot’s four-digit identifier, active spread, and number of traces were formatted into a
Claritas-defined .obl file.
These files were combined using the “setup” geometry tool to create a database locating
each shot point and each geophone.
Common Depth Points
Once the geometry was set up, CDPs were assigned. All traces that have the same CDP contain
information relating to the same subsurface points (figure 3.6). Adding together traces with a
common depth point increases the signal-to-noise ratio as noise is uncorrelated between traces
so it cancels out, whereas the signal is the same between traces, so it is amplified by addition.
CDPs were assigned using a wiggly line gather method. Hitpoints were placed along a line
approximately between the geophones and shot points. A spline curve fitted to the hitpoints
was used to guide CDP location. The CDPs were sorted into bins. Bins were spaced 2.5 m
apart, half the geophone spacing, for all surveys. The bin size along the line was set to 6 m.
Bin length perpendicular to the line was set at 100 m for the Kaikorai survey, 70 m for the
Railway survey and 60 m for the Kettle Park survey. Traces were placed into the single bin
closest to their true 2.5 m spacing. By defining overlapping bins rather than points we allow
for line curvature and imperfect survey geometry. The underlying assumption is that changes
in the subsurface are small compared to the bin size, therefore a CDP spacing of 2.5 m provides
adequate lateral resolution to correctly image reflectors. Using the shot and receiver locations,
Claritas determined the midpoint of every shot-receiver pair and assigned the associated trace
to the appropriate bin. The geometrical information was then merged into the trace headers of
the shot gathers using the ADDGEOM module. The traces were then reordered by CDP into
CDP gathers.
Random noise attenuation
Random noise was attenuated prestack using the DECONW module to perform Wiener decon-
volution on the CDP gathers. A gapped filter was applied. The filter had a design gate (TD on
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to TD off), and application gate (TA on to TA off), a length, and a gap. The ideal parameters
were determined through testing and are shown in table 3.1. Random noise was attenuated
poststack using the FXDECON module. This module is a frequency domain complex Weiner
deconvolution. The signal was transformed into frequency space and a Weiner deconvolution
applied. The Weiner deconvolution is a predictive filter. Given a system with added noise,
such as the one described in section 2.4 the Weiner deconvolution predicts a filter that, when
convolved with the seismic signal, gives an estimate of the original wavelet. This can be used to
distinguish signal from random noise (Treitel, 1974).
In practice, this is achieved by windowing the data across a few traces (19 in poststack
case) and a short span of time (100 ms in poststack case). The data within each window are
transformed into the frequency domain; the Weiner filter is applied to predict the frequency
spectrum of the signal. The prediction generated is subtracted from the signal to give an
estimate of the noise frequency spectrum. The output is transformed back into the time domain
and subtracted from the observed signal, removing noise. This is repeated for each window in
the gather.
After testing of the Kettle Park line it was apparent that the DECONW module simply
whitens the subsurface, obscuring the reflections. Therefore this process was not applied to
the Kettle Park line. Prestack deconvolution improved the Kaikorai and Railway lines. The
parameters that lead to the greatest improvement are listed below in table 3.1. Poststack FX-
deconvolution also improved the reflection image generated for these two lines.
Two other random noise attenuation measures were trialled, Time Variant Zero Phase De-
convolution, and Prestack FX-Deconvolution. These did not improve the signal-to-noise ratio
in the stack, so were excluded from the final processing flow.
Table 3.1: Prestack deconvolution parameters
Survey TD on (ms) TD off (ms) TA on(ms) TA off (ms) Length (ms) Gap (ms)
Kaikorai 30 650 0 1000 150 32
Railway 100 150 0 2050 150 32
The design gate is between TD on and TD off, TA on to TA off defines the application gate. The length
and gap of the filter are also specified.
Residual statics
The static shifts applied to the shot records correct for much of the variability in survey geometry
and topography. However, velocity irregularities in the near-surface may still cause distortion
after the NMO has been corrected for (Yilmaz, 2001). Residual statics help fit the data to the
NMO equation. Because the focus of these statics in on the near surface, shifts are independent
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of ray path, relying on shot and receiver locations to estimate residual corrections. Residual
statics are applied after the first round of stacking. For residual statics NMO corrected shot
gathers were prepared, and a normalised stack generated. The shots were then sorted for residual
statics. A stack-power surface-consistent residual statics algorithm is then applied iteratively
using the SPSTAT module in Claritas. Each trace is cross-correlated with the stack at the related
CDP. Shifts are applied iteratively to maximise stack power. This outputs two static shift files.
The residual shifts are evaluated to determine the optimum solution, then the corresponding
cumulative file is applied to the shot records using the STATICS module. Claritas default
parameters were used. Residual statics were not applied to the Kettle Park line, as the stack
deteriorated when they were applied. For the Railway and Kaikorai lines the parameters data
time window spanned 250 to 1900 ms, with a maximum shift of 1 ms. The pick mode was
“max”. A new model was generated after four iterations.
Frequency filtering
The purpose of filtering is to remove noise and amplify the signal. The frequency content of
the signal is between 10 and 70 Hz (Yilmaz, 2001), whereas noise can be of lower frequency
such as ground roll, or higher frequency such as some ambient noise (e.g. wind). By removing
frequencies that fall outside the range of the signal the signal-to-noise ratio is increased.
To do this a bandpass filter was applied to the data using the FDFILT module. Filtering
is best understood in the frequency domain. FDFILT applies an Ormsby filter to the data. In
the frequency domain, this is defined by four corner frequencies (figure 3.10). The trapezoidal
function is multiplied with the frequency domain seismic signal. For frequencies less than f1
and greater than f4 the result is very small, as the value of the bandpass filter is small. For
frequencies between f2 and f3 the seismic signal is not attenuated, as the value of the filter is
one. Frequencies in the intervals f1−f2 and f3−f4 are attenuated according to the height of the
bandpass function. When transformed back to the time domain the signal is clearer (figure 3.13)
(Yilmaz, 2001). The four corner frequencies were determined by trial and error. The frequency
power spectrum of shot gathers was inspected in SV to determine the bandwidth of the source,
and a bandpass filter was constructed based on this. For the Kaikorai line corner frequencies
of 20, 40, 150 and 180 Hz were used. The Railway and Kettle Park lines responded best to a
slightly different filter with corner frequencies of 20, 30, 120 and 150 Hz.The bandpass filters
used in each survey are shown in figure 3.10 and an example of the effect on the power spectrum
is shown in figure 3.11.
39
Chapter 3: Methods
Figure 3.10: Graphical representation of bandpass filter functions used for the Kaikorai line (A) and
Railway and Kettle Park lines (B). The corner frequencies used are written on the figure. The shaded
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Figure 3.11: The power spectrum of shot gather from the Railway line before (top) and after (bottom)
application od the bandpass filter. The filter itself is shown in figure 3.10 (B)
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Amplitude control
Muting
During testing, top mutes were applied to all traces to minimise refracted energy and direct
arrivals in the stack. Mutes were chosen by inspection of shot gathers in the SV tool of Globe
Claritas. An example of a top mute is shown in figure 3.12. Mutes were applied using the
SMUTE module after each prestack filtering or gain control operation. However, given the
paucity of reflected energy at later times on the traces, it was decided that the signal from
the near surface and far offset reflections that occur concurrently with refractions in the upper
portion of the trace were worth the potential risk of stacking in refractions. The Kettle Park
line demonstrates the effect of this decision most strongly, as shown figure 3.12.
Tail mutes were also trialled, with the intention of removing the ground roll from the signal.
This had very little effect on the upper portion of the stack, and caused significant uneven
whitening of the lower stack. Therefore they were not included in the final flow.
Balancing
The amplitude of the seismic signal may vary between traces due to differences in how well the
geophones were able to detect the incoming energy. Near-surface effects and geophone coupling
are two major sources of amplitude variation between traces. To correct for this the BALANCE
module was used. The amplitude of each trace was made constant across the ensemble by
multiplying the traces with an individually determined scaling factor. The scaling factors were
defined as the ratio of the desired average absolute amplitude to the average absolute amplitude
of each trace (Yilmaz, 2001). In all surveys scaling was carried out within a 250 ms window.
Gain
The amplitude of arriving wavelets in the seismic signal decreases with time and distance from
source. Reasons for this are discussed in section 2.2. Because of this, the signal early in the
trace is of much greater amplitude than later signals. This obscures more detailed information
in later arrivals. To improve the visibility of lower amplitude events the amplitude must be
scaled with time (Yilmaz, 2001).
The AGC module in Claritas applies an Automatic Gain Control. Amplitude is equilibrated
across a whole trace. A sliding time window is defined. Within that window, the average
amplitude is calculated and then used to normalise the data (Yilmaz, 2001). The effect of this
is shown in figure 3.13. In all surveys a window of 100 ms was used.
Stacking
The traces within the shot gathers were sorted to CDP using the DISCSORT module. The









































Figure 3.12: Kettle Park stacked data before (A) and after (B) the application of top mutes. Much of the
detailed reflections in the upper portion of the stack are lost to muting. Relative reflection amplitudes
are indicated by the colour bar.
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Figure 3.13: Four panels showing the effect of bandpass filtering and AGC on a shot gather from the
Railway line. Panel A is the unfiltered unchanged shot gather. Panel B is the bandpass filtered shot
gather. Panel C is the shot gather with an AGC. Panel D has both the bandpass filter and AGC applied.
CDP were summed. The improvement due to filtering and amplitude control is shown in figure
3.14
NMO corrections
Each trace in a CDP gather has a different source-receiver spacing. Therefore the path length for
a seismic wave to travel from source to reflector to receiver is different for each pair. Increasing
the path length delays the arrival of the seismic wave at the receiver. Hence the two-way time
(TWT) is different for each pair. This phenomenon is called Normal Move Out (NMO). The
difference in two-way time between zero offset and a given offset for a horizontally stratified
Earth is given by:




where t is the two-way time of the offset ray path, t0 is the two-way time of the zero offset
ray path, x is the source-receiver offset, and vrms is the root-mean-square (RMS) velocity from
the surface to the reflector. This assumption holds so long as the offset is small compared to
the depth of the reflector. Therefore the velocity required to correct NMO for a horizontally
stratified Earth is the RMS velocity from the reflector to the surface (Yilmaz, 2001).
A simple horizontal velocity function was made based on known velocities in expected sedi-
mentary units and the time anticipated for rays to trace through. This simple velocity function
was used as the NMO correction in the initial stack described in section 3.1.2.






















































Figure 3.14: Three panels showing the effect of bandpass filtering and amplitude control on the Kaikorai
stacked profile. Panel A is the unfiltered unchanged profile. Panel B is amplitude controlled. Panel C
is the stacked profile with an AGC, and a bandpass filter applied. Relative reflection amplitudes are
indicated by the colour bar.
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Analysis tool (CVA). CVA requires a stacked section, unstacked gathers and a basic velocity
model to be modified. CVA provides a graphical user interface that allows velocity functions to
be placed with reference to the stacked data and the effect of defined functions on the velocity
model to be seen on an isovels window. Velocity functions were placed over prominent reflectors
as these had the best chance of lining up well. The CDP gather where the function was picked
was displayed in a window with NMO corrected using a constant velocity. The velocity used
to correct the NMO was varied and the shape of event arrivals across the gather observed. If
the arrivals curved upwards, the NMO was over-corrected, and the velocity was too low. If the
arrivals curved downward, the event was under-corrected, and the velocity was too fast. This
process was repeated at roughly evenly spaced locations along the profile. CVA interpolated
between the velocity functions to create a 2D P-wave velocity profile. The new velocity model
is then applied to restacked data to improve the quality of the stack. This process was iterated
to find the best NMO model. The final stacking velocity models are shown in figure 3.15.
To compensate for the frequency distortion in the shallow parts of the model and of long
offsets, a stretch mute of 80 % with a taper of 20 ms was applied. This mean that samples are
zeroed when the original length of data is stretched by 80% or more of its original length.
Migration
Post stack migration of the data was attempted. The large amount of non reflected energy in
the data resulted in excessive migration related artefacts. Since most features in the anticipated
datasets are horizontal to sub-horizontal, the clarity of the unmigrated stacks outweighs the
advantages of event relocation by migration.
Depth conversion
The first step in converting the stacked data from two-way time to depth was creating a simplified
velocity model. Horizons were picked along prominent reflections on the stacked data using the
SV tool in Claritas. These prominent reflections were often the same ones used to pick velocities
in the stacking velocity model. The stacking velocity model and horizons were imported into
the isovels tool. Velocities were picked from the original model along the horizons to create
a simplified velocity model for use in depth conversion to prevent artefacts caused by sharp
horizontal gradients. The simplified velocity model was used to convert the stacks to depth
using the TDCONV1 module in Claritas. It is unusual to convert unmigrated data to depth,
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Refraction statics and modelling
Refraction statics modelling uses the arrival times of direct and refracted waves within each shot
gather to create a near surface velocity model.
First breaks
First breaks were picked from the shot gathers (once geometry information was added to the
trace headers). The first energy arrival for each trace was identified by inspection of the shot
gathers in SV. The first breaks were picked at the maximum amplitude of each waveform. Picks
were only made where an event was clearly identifiable. Some first break picks are shown in
figure 3.16.
















Figure 3.16: The first breaks picked on a shot gather from the Railway line. The picks are indicated by
the green boxes.
Refstat
Refstat is a refraction statics application in Claritas that interactively analyses first breaks
to produce a multi-layered 2D shallow Earth p-wave velocity model.
Refstat requires two files, the file containing first break picks and the geometry file. These
files are used to generate a plot of the arrival time of the first breaks in space (panel A of figure
3.17). An initial two-layer velocity model was generated and then modified by adjusting the
bounds on the velocity of each layer and by adding a third layer. An example of the velocity
model used for setting the bounds is shown in panels B and C of figure 3.17. The upper and
lower bounds were adjusted by altering the bottom and top of the boxes in panel B, and layers
were added in panel C. The refstat program varies the velocity of each layer within the bounds
specified, and can freely move the depth of the boundaries between layers. Refstat changes the
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velocity model iteratively, minimising χ2. The χ2 is an indicator of fit, with χ2 = 1 reflecting a
perfect correlation between the first breaks and the model.
S-wave velocity calculation from empirical relations
An RMS p-wave velocity can be used to derive a s-wave velocity using empirical relations
(Brocher, 2005). Brocher (2005) derived an empirical relationship between Vp and Vs from
a regression of a wide range of Vp and Vs observations made mainly in California on a compre-
hensive set of rock types including Quaternary alluvium, a variety of sandstones, sedimentary
rocks, volcanic and igneous rocks, and schists. The equation is given by:
Vs(km/s) = 0.7858− 1.2344Vp + 0.7949V 2p − 0.1238V 3p + 0.0064V 4p (3.3)
Equation 3.3 fits the data presented in Brocher (2005) with an R2 = 0.979 for Vp between 1.5
and 8 km/s. Castagna et al. (1985) derived an empirical relation for water-saturated clay-rich
mudrocks and sandstones that Brocher (2005) determined to be consistent with the data for Vp
between 1.5 and 4.25 km/s.
Vs(km/s) = (Vp − 1.360)/1.16 (3.4)
For this study equation 3.4 is used. Brocher (2005) found that the mudline equation provides
the most accurate estimate for Vs in saturated lithologies with p-wave velocities between 1.5 and
4 km/s. As Dunedin’s water table is near the surface, typically between 0.3 m and 0.7 m beneath
the city (Rekker, 2012), it is safe to assume that the sediments are saturated. The mudline
equations yields lower Vs for Vp values in the range considered in this study, with a larger
difference at small velocities. This can be seen in figure 3.18. Choosing the equation that yields
the lower Vs value is prudent in the context of earthquake hazard as recorded intensities and
amplification are highest for soft soil sites and low s-wave velocities (Borcherdt and Glassmoyer,
1992; Frankel et al., 2002). To apply the empirical relation to the RMS velocity model and
output estimated Vs, the RMS p-wave velocities must be converted to interval velocities and
two way time converted to depth.
Interval velocities
Horizons defined in the interpretation of the stacked data were digitised in SV and imported into
isovels. In addition to the horizons determined in the interpretation of the lines, flat horizons
were added below the lowest interpreted reflection to prevent large changes in velocity where
there was no evidence for a large change in impedance. From there, isovels used the Dix equation
(Dix, 1955) to determine the interval velocity between each horizon. Figures 3.19 and 3.20 show
each step in the process.
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Figure 3.18: Comparison of the Vs derived with Vp using equations 3.3 (Blue) and 3.4 (Orange)
Conversion to s-wave velocity through empirical relationship
The Castagna et al. (1985) mudline relationship (equation 3.4) was used to calculate the cor-
responding s-wave velocity for each sampled p-wave velocity. Contour plots of the resulting
velocities are shown in figure 3.21.
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Figure 3.19: The three panels above show the steps in determining interval velocities, using the Kaikorai
line as an example. The first is picking horizons from the stack. These define the intervals. The second
panel shows the picked horizons imposed on the RMS velocity model. The third panel shows the interval
velocities calculated between the horizons.
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Figure 3.20: The three panels above show the steps in determining interval velocities for Kettle Park. The
first is picking horizons from the stack. These define the intervals. The second panel shows the picked
horizons imposed on the RMS velocity model. The third panel shows the interval velocities calculated
between the horizons.
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Figure 3.21: The s-wave velocities derived from the Kaikorai (top), and Kettle Park (bottom) interval
p-wave velocity models. The velocities are displayed as contour plots, with velocity indicated in colour.
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3.2 Horizontal to vertical spectral ratio methods
The Horizontal to Vertical Spectral Ratio (HVSR) method uses ambient seismic vibrations to
characterise local site effects. The ratio between the Fourier spectra of horizontal and vertical
components of the ambient wavefield is computed based on three component ambient seismic
vibration recordings. HVSR analysis can determine the fundamental period of soil deposits at
a specific site (site period), the depth to some high impedance boundary and the average Vs
above a high impedance boundary given the right constraints (Lermo and Chavez-Garcia, 1994;
Seht and Wohlenberg, 1999). The HVSR method requires only a single station measurement,
therefore, the procedure is relatively fast and easy. HVSR is very useful in low seismicity areas
where ground motion records during earthquakes are sparse. Both of these factors make the
HVSR method perfect for site characterisation in the South Dunedin urban area. HVSR analysis
will contribute to site characterisation across South Dunedin and the continued efforts to map
the depth to local basement.
3.2.1 Theory
Ambient seismic vibrations, sometimes called microtremors and microseisms, form a seismic
wavefield. The composition of this seismic wavefield is dependent on the sources of vibrations,
and the underground structure (including seismic velocities and changes in impedance). It is the
dependence on the underground structure that is useful for site characterisation. Frequencies less
than 1 Hz are dominated by natural sources. A common source of periodic vibrations is ocean
waves, which globally emit their maximal energy around 0.2 Hz, increasing to 0.5 Hz in coastal
areas due to the interaction between ocean waves and the coasts. Frequencies greater than 1 Hz
are predominately anthropogenic (SESAME European research project, 2004). Sources of lower
frequency waves are often more distant from the recording site due to the preferential attenuation
of higher frequencies (section 2.2). Close to the source the wave field includes both body and
surface waves. Body waves attenuate faster than surface waves (section 2.2). Therefore further
from the source they make up a greater proportion of the wavefield.
The HVSR method uses three component ambient seismic vibration recordings to compute
the ratio between the Fourier spectra of the horizontal and vertical components of an ambient
wavefield at a single site. This ratio shows the relative energy contained in vertical and horizontal
motion at different frequencies and is referred to as the HVSR curve. The method originated in
Japan, with groundwork being laid by Kanai and Tanaka (1961) and developed into a method
by Nogoshi and Igarashi (1971). This method was refined by and popularised by Nakamura
(1989) and is often referred to as the “Nakamura Method”. An important feature on the HVSR
curve are the peaks, where the horizontal component contains relatively more energy. As the
ambient wavefield is a mixture of Rayleigh-waves, Love waves, S waves, and P waves, HVSR
curve peaks have been posited to have many possible origins:
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• Rayleigh-wave ellipticity (Lachet and Bard, 1994; Wathelet et al., 2004; Malischewsky and
Scherbaum, 2004)
• Airy phase of Love wave modes (Bonnefoy-Claudet et al., 2008)
• Resonance of S-waves (Nakamura, 2000)
• The total wavefield (containing all types of elastic waves) (Nakamura, 2000; Sánchez-Sesma
et al., 2011)
In the case of a simple horizontally layered stratigraphy and a large impedance contrast,
the frequency of a well defined peak in the HVSR curve (f0,HV )is approximately equal to the
fundamental resonant s-wave frequency of the site (f0,S) (Lachet and Bard, 1994; Lermo and
Chavez-Garcia, 1994; Bonilla et al., 1997; Malischewsky and Scherbaum, 2004; SESAME Eu-
ropean research project, 2004; Haghshenas et al., 2008) (figure 3.22). This has been validated
by comparison to site response recorded during earthquakes (Lermo and Chavez-Garcia, 1994;
SESAME European research project, 2004). The relationship between HVSR peak amplitude
and the amplification of seismic waves during earthquakes is not well understood (Pilz et al.,
2009). A large HVSR peak indicates a sharp velocity contrast in the subsurface (SESAME
European research project, 2004). It is convention to discuss the fundamental resonant S-wave
frequency of the site in terms of site period (T0 ≈ T0,HV = 1f0,HV ).
The site period is a function of the depth to rock and the s-wave velocity profile of the
soil above. In some cases, it is sufficient to assume a constant s-wave velocity for the layer
equal to the average s-wave velocity of the layer. This simplifies the calculation greatly. Using






(Seht and Wohlenberg, 1999) Where Vs,avg is the average s-wave velocity above the impedance
boundary and h is the depth to the impedance boundary. Given that T0 ≈ T0,HV the HVSR
method can be used to infer changes in Vs,avg and h. T0 is proportional to h, and inversely
proportional to Vs,avg. If one of these two variables is known, the other may be solved for.
The depth to the change in impedance given using the HVSR is only as reliable as the velocity
function is for that site. This works well for sites with simple soil profiles. When more complex
soil profiles are present a transfer function approach is more appropriate.
3.2.2 Data collection
For this study ambient vibrations were recorded at 38 sites across South Dunedin (figure 3.23).







Figure 3.22: Diagram of theoretical halfspace assumed in HVSR processing. There is a soft soil layer of
thickness Z0 overlying a hard basement. In the soft soil layer the s-wave velocity is Vs. The wave shown
is the fundamental mode.
discussed.
Location selection
Sites were planned to coincide with as many existing geophysical measurements as possible.
Data collected by the Otago Regional Council as part of an ongoing effort to characterise the
South Dunedin aquifer are shown in figure 3.24. Ambient vibration data, seismic CPT, and weak
ground motion seismograms were collected by Stephenson and Barker (1999); the locations of
these measurements are shown in figure 3.25. Points are, on average, 300 m from their nearest
neighbour.
Figure 3.23: Map of HVSR seismometer placement locations. Sites are labelled with Site ID (appendix
C, table C.1). Locations excluded from the analysis are indicated by a red box.
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CPT-point
Piezo-point
Figure 3.24: Map of data collected by Otago Regional Council as part of the current groundwater
modelling efforts.




Equipment for ambient vibration recording was borrowed from the University of Canterbury
(figure 3.26). Ambient vibrations were measured using four three-component Nanometrics, Inc.,
Trillium Compact 20 s seismometers with response flat to velocity from 20 seconds to 100Hz and
a tilt tolerance of 10°. The data were recorded using a Nanometrics, Inc., Centaur data logger
(24 bit ADC, 135 dB dynamic range). A GPS antenna was used to synchronise the timing of the
Centaur data logger. Metadata, such as the station number, start time, end time, and location
of each test were recorded on the data sheets included in the appendix.
Figure 3.26: Equipment used to record ambient seismic vibrations. Key pieces of equipment are labelled.
Picture A shows the equipment box open revealing the Centaur data logger. Red lines show how the
GPS antenna and Trillium Compact seismometer are connected to the Centaur data logger. Picture B
shows the apparatus with the equipment box closed, as it was when data were recorded.
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Procedure
Data were acquired following the QuakeCoRE Technology Platform 2 ambient vibration H/V
spectral ratio method field testing guidelines. These are in line with international best practice,
including the guidelines developed under the Site EffectS assessment using AMbient Excitations
(SESAME European research project, 2004) recommendations.
At each site the seismometer was placed in an aluminium cradle. The cradle was usually
placed on asphalt or another hard surface. The Kettle Park and southern Bathgate Park mea-
surements were taken on grass. The cradle was placed away from utility access covers to avoid
buried utilities. The SESAME European research project (2004) guidelines recommend build-
ings, trees, and other structures be avoided. The urban environment affected the regularity of
this investigation. Measurements were taken at the largest practical distance from trees, lamp
posts and buildings. The seismometer was then oriented to magnetic north and levelled. A
plastic bucket was placed over the seismometer to mitigate the effects of wind vibration. Seis-
mometers were placed away from poles where possible to avoid vibrations caused by the wind.
The seismometer was then connected to the data logger and left to record for at least 30 minutes
as per the SESAME European research project (2004) best practice guidelines for recording fre-
quencies down to 0.2 Hz. In some cases, due to practical arrangements, the seismometers were
left for longer. The start and end times of each test were recorded, leaving 5 minutes at the
start of each test for the seismometer to stabilise. At the end of each test the seismometer was
disconnected from the data logger.
The data logger digitised time records at a sampling frequency of 100 Hz. The time taken
from the GPS antenna was recorded. Multiple sites were surveyed each day. The data logger
continuously recorded data for the whole testing period. A data file in the miniseed format was
created and saved to the SD card at the end of every hour. At the end of each day the files were
extracted from the data loggers and saved. The recordings from each instrument were kept in
different files.
3.2.3 Data processing
In this section, the techniques used to process the recorded miniseed data to produce HVSR
curves are described. The HVSR curves were calculated using Geopsy software. Geopsy is a
graphical user interface and a core library of tools for processing ambient vibrations (Geopsy
software v.2.9.1 (http://www.geopsy.org)). A flow diagram is available in appendix B. Depths
were estimated from the site periods extracted using an empirical relation. I will discuss the




For HVSR analysis the hourly miniseed files must be merged and then divided to produce a
single file containing the data of interest for each site. The hourly data files were merged, then
split using the start and end times of the recording sessions. This produced a miniseed file
for each recording interval containing one trace for each sensor component. These new files
contained only the data from the tests.
Computing HVSR
The HVSR was calculated using Geopsy software. HVSR curves were calculated using the
H/V toolbox. The HVSR toolbox calculates an HVSR curve for windows of user-specified
length between start and end times. The data are resampled within user-specified bounds.
The maximum reliable frequency is determined by the Nyquist frequency of the field data to
avoid aliasing, fmax = 0.5ffield. The lowest reliable frequency is restricted by window length
fmin = 10/windowlength as specified by the SESAME European research project (2004) criteria
for a reliable curve. Samples were log spaced. The horizontal components were combined as a
squared average. Standard HVSR analysis parameters are shown in table 3.2. The frequencies
selected are well within the reliability bounds described above. The window length and the
number of windows meet the SESAME European research project (2004) guidelines for a reliable
curve above 0.1 Hz. The data were then transformed into the frequency domain and the resulting
curve plotted.
Table 3.2: HVSR analysis parameters
Time limits T0-end
Time window 180 s
Frequency sampling range 0.1-10 Hz
Sample spacing log
Number of samples 100
Smoothing method Konno and Ohmachi
Smoothing constant 40
The HVSR curves were subject to quality control. Windows containing noisy or anomalous
data were removed. The curves were given an overall quality rating, with one being the highest
and three the lowest. The rating can be seen in appendix C, table C.1.
The HSVR toolbox automatically picks the dominant peak in the data. To add a second
peak the user must define an additional frequency band for peak picking. A second peak was
picked at most sites in South Dunedin.
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Depth estimation
As discussed in section 3.2.1 the site period is a function of the depth to the first strong impedance
boundary and the S-wave velocity profile in the upper layer. Assuming a constant Vs velocity
for the layer equal to the average S-wave velocity of the layer the site period can be used to





where Vs,avg is the average Vs above the impedance boundary and h is the depth to the
impedance boundary. The 100 m Vs,avg extracted from the Bathgate Park MASW inversion Vs
profile was used to calculate the late Quaternary sediment depth across South Dunedin. This
was determined to be 363 m/s (section 4.3.4). Bathgate Park is the only MASW site on the flat
of South Dunedin and therefore the only candidate. The depth to the change in impedance given
using the HVSR is only as reliable as the velocity function is for that site. Therefore the depths
will be less reliable farther from Bathgate Park. The reliability of the Bathgate Park profile will
also affect the HVSR depth reliability. The late Quaternary sediment depth at Kettle Park was
calculated using the inversion Vs profiles for each site. The velocities used were 219, 215, and
231 m/s for Kettle Park East, Centre, and West respectively (see section 4.3 for details). The
depth of the Otago Schist - Sedimentary rock impedance contrast was calculate using a Vs,avg
of 640 m/s. This is based on the average Vs of the sedimentary units encountered in this study
(614 m/s), and increased slightly to account for compaction at depth.
3.3 Surface wave dispersion and inversion methods
This section discusses the acquisition of active source and passive surface wave data, the signal
processing to extract experimental dispersion curves, and the inversion of the dispersion curves
to estimate the Vs profile in the near surface at selected locations South Dunedin. The extraction
of dispersion data from the existing reflection surveys discussed in section 3.1 is described.
3.3.1 Surface wave theory
Previous sections discussed signal processing in terms of time-domain and frequency-domain. In
this section the signal processing uses the concept of wavenumber and the frequency-wavenumber
domain. Just as the temporal frequency of a wave is determined by counting the number of cycles
that occur per unit time, the spatial frequency of a wave is measured by counting the cycles per





where ê is a unit vector in an arbitrary direction.
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The surface waves analysed in this study are Rayleigh-waves and Love waves. Rayleigh-waves
are generally low frequency and high amplitude compared to body waves. In most geological
materials the Rayleigh-wave velocity is between 91% and 95.5% of the s-wave velocity (Park
et al., 1999; Milsom and Eriksen, 2011). Rayleigh-waves only travel along the surface of the
Earth. They propagate with retrograde elliptical particle motion in the vertical plane (figure
3.27). The major axis of the ellipse is perpendicular to the surface. Rayleigh-wave amplitude
decays exponentially with depth such that motion is only produced in the shallow subsurface.
The depth to which motion penetrates is comparable to the wavelength (Richart et al., 1970).
Rayleigh-wave velocity is independent of frequency. In a layered medium Rayleigh-wave velocity
is dependent on the elastic moduli (Poisson’s ratio) of the layers the wave encounters. Each
wavelength samples a different proportion of each velocity layer. Therefore Rayleigh-waves have
a unique phase-velocity for each unique wavelength (Park et al., 1999). This effect is known as
dispersion. If we assume the subsurface is a horizontally layered elastic medium and that each
layer is homogeneous and isotropic, a Rayleigh-wave dispersion curve can be calculated (Park
et al., 1999). A dispersion curve is phase velocity plotted against frequency. Figure 3.28 shows
two potential dispersion curves for different subsurface regimes. The dispersion curve can be
inverted to give a s-wave velocity profile in the near surface.
If the subsurface is stratified, Rayleigh-waves propagate as a superposition of modes. Higher
modes are generated when the Rayleigh-wavefront encounters a change in impedance. At a given
frequency a Rayleigh-wave may propagate at one of several velocities. Each separate velocity is
associated with a mode of propagation characterised by a specific wave number. Higher modes
propagate faster and each mode has a unique dispersion curve (Foti et al., 2014). Analysis
in this study is focused on the fundamental mode, which is the lowest frequency mode for a
given phase velocity. However, analysis of higher modes is informative as higher modes induce
particle motion at greater depths than the fundamental mode allowing for deeper investigation
(Foti et al., 2014). In most cases the fundamental mode has more energy than the higher modes
(Foti, 2000).
Love waves propagate along the surface of the Earth with horizontal particle motion per-
pendicular to the direction of travel. Like Rayleigh-waves, Love waves are dispersive in layered
media. Love waves can only exist in the presence of a waveguide. In Earth systems this takes the
form of a soft sediment layer above stiffer materials (Foti, 2000). Love wave amplitude decays
exponentially with depth (Foti et al., 2014). Love waves are often faster than Rayleigh-waves.
Love wave velocites lower than Rayleigh-wave velocities have been observed (e.g. in the shallow
surface of the Tongariro Volcanic Centre (Godfrey et al., 2017)).
The analysis of surface wave dispersion to measure elastic properties of media began in the
1950s following the release of the work of Thomson (1950) and Haskell (1953). This provided a
theoretical and computationally efficient method to obtain the phase velocity dispersion equa-
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tions for surface waves.
In this study active source surface waves are analysed using the Multi Channel Analysis
of Surface Waves (MASW) technique. The Spectral Analysis of Surface Waves (SASW), a
precursor to MASW was invented in 1983 by Nazarian et al. (1983). This method analyses
the dispersion curve of Rayleigh-waves between two receivers to produce a near-surface S-wave
velocity profile. The MASW method was pioneered by Park et al. (1999). This uses a linear
array of receivers and an off end source to record the propagation of surface waves. A dispersion
curve is extracted from these data. The dispersion curve reflects the average soil profile beneath
the array. This dispersion curve is then used as a target for inversion to estimate a Vs profile
representative of the average soil profile beneath the array. MASW data acquisition is more









Figure 3.27: Diagram of Rayleigh-wave propagation showing retrograde elliptical particle motion. The
figure shows the frequency dependence of penetration depth with the lower frequency wave sampling a
greater number of layers than the higher frequency wave, which is confined to the upper layer. Figure





































Figure 3.28: Diagram of theoretical dispersion curves relating to two different subsurface models. The
upper curve phase velocity strictly decreases with increasing frequency. This implies velocity increases
with depth. This curve is normally dispersive. The lower curve phase velocity does not strictly decrease
with increasing frequency, a reversal of the trend is present. This reversal implies a velocity inversion,
with a faster layer overlying a slower one. This curve is inversely dispersive. Figure after figure 1.7 in
Dal Moro (2015).
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3.3.2 Active-source MASW data collection
MASW survey locations
Four MASW surveys were undertaken. The surveys were located at the east (KPE), centre
(KPC), and west (KPW) of Kettle Park and along the western edge of Bathgate Park (BGP).
Data were collected on 30/8/18 with QuakeCoRE technology platform two Field Research En-
gineer Andrew Stolte. Figure 3.29 shows the location of these lines. The Kettle Park lines were
oriented perpendicular to the beach to minimise offline noise generated by the waves, except at
Kettle Park west, as there was not enough space.
Figure 3.29: Map of MASW shots and receiver arrays and passive arrays. A) shows the location of sites





A 5.4 kg sledgehammer was used as the seismic source. A sledgehammer was chosen for speed
and portability. The seismic energy was generated by striking vertically downward onto a metal
plate. Each shot consists of ten hammer blows, which are stacked in the time domain. This
improves the signal to noise ratio.
Receivers
At each test site 24 4.5 Hz vertical component geophones borrowed from the University of
Canterbury were used. The lower natural frequency of these geophones compared to the Otago
University geophones makes them more suited to MASW testing.
Recording equipment
Seismographs. A Geode 24-channel ultra-light exploration seismograph from Geometrics bor-
rowed from the University of Canterbury was used. The Geode receives the ground motion
signal from the 24 geophones, samples the signal at a rate defined by the user and converts this
analogue voltage signal to a digital time series of numbers. The Geode also amplifies the signal.
Laptop. Data were recorded on an HP Toughbook as SEG-D files. Incoming data were
displayed on the laptop in the field. This was used to monitor noise and as quality control for
shots. The Geometrics Software was used to record the receiver spacing and source offset for
each shot in the SEG-D file.
Observer log. The shot location and offset for each file number on was recorded. A copy
of the observer log is in appendix D.
Figure 3.30: Diagram showing MASW data acquisition parameters.
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Survey Acquisition Geometry
Survey design is critical for MASW. Source offset, geophone spacing, array length, and time-
sampling parameters contribute to the resolution and maximum depth of accurate investigation
and therefore must be chosen carefully. In this investigation an evenly spaced linear array with
inline sources was used to sample the surface waves along a radial line.
Shots were taken in line with the array at offsets of 5, 10, and 20 m. This was repeated
at both ends of the array to identify lateral heterogeneity. At the Kettle Park central site, the
20 m offset closest to the beach was not shot because of the slope of the dunes. MASW analysis
assumes no lateral variation in the subsurface. The presence of lateral variation produces effects
that are incorrectly interpreted. Three HVSR recordings were taken at the both the Kettle Park
East and Kettle Park Centre sites as a part of the passive array data collection (section 3.3.3).
The HVSR peaks at each site were very similar, with a standard deviation of 2%. This suggests
insignificant lateral variation across the length of each array at these sites. Therefore a 1D site
response is anticipated.
Receiver spacing determines the spatial sampling frequency. The maximum resolvable wavenum-
ber (and hence minimum resolvable wavelength) depends on receiver spacing. If an inline offend
source is used, the direction of wave propagation is known. This allows aliased wavenumbers up
to twice the Nyquist wavenumber to be recovered. Therefore the minimum wavelength can be
as low as the receiver spacing (Foti et al., 2014). In this investigation a receiver spacing of 2 m
was used, giving a minimum wavelength of 2 m. The shortest resolvable wavelength controls the
resolution of shallow layers. The minimum resolution depth is λmin3 .
Longer arrays provide higher spectral resolution than shorter arrays, allowing for better
mode separation. Longer arrays can characterise larger wavelengths. The larger the ratio
between array length and wavelength the lower the uncertainty in the data, and the better
the resolution. The maximum resolvable wavelength is usually similar to the array length. The
maximum wavelength determines the maximum depth for which layers can be resolved. The
maximum resolution depth is usually between λmax3 and
λmax
2 (Cox and Teague, 2016). Longer
arrays are more likely to sample lateral variations, which will bias the data. Longer arrays
require a more powerful source to send signal to the farthest receivers.
When determining the array geometry with a limited number of geophones there is a tradeoff
between receiver spacing (resolution of shallow layers) and array length (depth of resolution).
The array length is limited by the number of receivers available and the desired spacing. Data
were collected using a 24-channel array of geophones. For this study a receiver spacing of 2 m
was chosen, resulting in an array length of 48 m.
Source offset (the distance between the first geophone and the source) controls which wave-
lengths will be subject to near-field effects. When determining the experimental dispersion curve
Rayleigh-wavefronts are approximated as planar. Near to the source the approximation of planar
67
Chapter 3: Methods
propagation of Rayleigh-waves is not valid, and a cylindrical model must be used (Richart et al.,
1970). The breakdown of this approximation is seen in the dispersion curve as a loss of linear
coherency at low frequencies (Park et al., 1999). The near field is generally defined as half to one
wavelength from the source (Foti et al., 2014). Therefore larger wavelengths require a greater
distance to reach the point where they can be approximated as planar. Close to the source body
wave interference can be significant. Body waves attenuate faster than surface waves, and so may
be neglected with sufficient distance from the source (Foti et al., 2014). Using multiple receivers
allows for some near-field effects to be mitigated. Long arrays ensure that some receivers are
in the far field. It is also important to consider the signal-to-noise ratio when selecting offsets.
Large offsets reduce the signal-to-noise ratio and receivers may not collect useful data.
Time-sampling parameters are record length, sampling rate, and pre-shot record length.
Each record began when the sledgehammer hit the metal plate, triggering the geode. Once
triggered the geode recorded for 4 s, sampling every 0.25 ms. One second of signal preceding
triggering was also recorded for signal-to-noise ratio purposes. The record length was set at 4 s
to capture the entire wave train.
3.3.3 Passive array data collection
Passive array locations
Two passive arrays were collected at Kettle Park east and Kettle Park central MASW sites for
dispersion curve comparison and additional data for inversion. The two arrays can be seen in
figure 3.31. The arrays were placed as close to the MASW lines as practically possible to reduce
the lateral variation. The passive arrays consisted of four seismometers placed in an equilateral
triangle and the fourth seismometer placed in the centre of the array. The arrays had a radius
of 25 m. The Kettle Park east array was left in place for 90 min. The Kettle Park central array
was left in place for 60 min.
Equipment
The equipment used to record the ambient vibrations for the passive arrays is the same as that
used to collect HVSR data. The way the equipment was placed and operated is identical.
Receivers
Ambient vibrations were measured using four three-component Nanometrics, Inc., Trillium Com-
pact 20 s seismometers with response flat to velocity from 20 s to 100 Hz and a tilt tolerance of
10°borrowed from the University of Canterbury.
Recording equipment
The data were recorded using a Nanometrics, Inc., Centaur digitisers (24 bit ADC, 135 dB
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Figure 3.31: Map of passive arrays with stations numbered
.
dynamic range). These data loggers save the data in miniseed format. The station number at
each position in the array, start time, end time, and location of each test was recorded on the
data sheets included in the appendix (appendix D).
3.3.4 Dispersion curve extraction
MASW dispersion curve extraction
The SEG-D files containing the MASW data were processed in Matlab. The individual hammer
blows for each offset were stacked in the time domain. This improves the signal to noise ratio
(see section 2.4 for details). Using the stacked data a dispersion curve was extracted for each
offset. The Rayleigh-wave phase velocity for each frequency were estimated using the Frequency
Domain Beamformer (FDBF) method (Zywicki, 1999). The relationship between frequency,





Therefore if the wavenumber associated with each frequency can be determined, phase ve-
locity can be calculated. The FDBF method uses a matrix (spatiospectral matrix) comprised
of the cross-power spectra between all sensor pairs for each frequency. This matrix contains
information about the phase lag between traces. Exponential phase shift vectors determined
by trial wavenumbers are used to align the array with plane waves from a given direction and
given phase velocity. In the case of MASW direction is known. Hence each phase shift vector is
defined by a unique wavenumber. The power in each frequency-wavenumber pair is measured by
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multiplying the frequency-specific spatiospectral matrix by the wavenumber-specific phase shift
vector and summing the total power over all the sensors. If the phase shift vector aligns the array
with reality, a peak occurs in the f/k spectrum estimate. In theory, the spectrum should consist
of a series of scaled impulse functions at each frequency corresponding to the existing modes. In
practice, energy is distributed across the fk spectrum more complexly. Energy distribution can
be influenced by the acquisition geometry, with energy distributed to wavenumbers that are not
involved in seismic wave propagation. The algorithm picks the wavenumber corresponding to
the largest peak in each spectrum. This peak is associated with the highest energy mode. The
wavenumber is used to calculate the Rayleigh-wave phase velocity using equation 3.7.
In this study frequencies were sampled every 0.25 Hz between 5 and 100 Hz. 2500 wavenum-
bers were tried, corresponding to velocities between 80 and 500 m/s. Each offset was processed
individually. The results from each offset were plotted together to identify any systematic dif-
ferences between offsets.
The data from these curves were edited manually to remove noise and higher modes. Noise
and higher modes (such as those indicated in figure 3.32 A) were removed. Wavelengths smaller
than the receiver spacing of 2 m and larger than the 50 m length of the array were removed
(figure 3.32 B ). Points at frequencies below 3 Hz were eliminated as the geophones have a 4.5 Hz
natural frequencies. The low-frequency points where the trend begins to scatter were eliminated
(figure 3.32 D). Lastly, higher modes close to the fundamental were eliminated to isolate the
fundamental for processing ( figure 3.32 D). The remaining dispersion data was divided into 100
frequency bins across the entire frequency range recorded using a linear distribution. For each
bin the mean phase velocity and the standard deviation was calculated. The mean velocity is
plotted as a black square, with error bars indicating the standard deviation. The curve described
by these points is a composite of all offsets. These points and their standard deviations are used
as the experimental dispersion curve and associated uncertainty for inversion.
For all sites the Rayleigh-wave dispersion data from different offsets are consistent enough
at lower modes to be analysed as a composite dispersion.
Passive array dispersion curve extraction
The raw miniseed files recorded by the Centaur digitisers were processed for dispersion analysis.
For each seismometer the hourly data files were merged, then split using the start and end times
of the array placement. This produced a miniseed file for each array containing one trace for
each sensor component. The passive wavefield data were imported in Geopsy with a coordinate
file containing the relative positions of the receivers and orientation relative to the north. This
geometry was applied to the data. The high-resolution frequency-wavenumber toolbox used the
2D high-resolution frequency-wavenumber (HFK) method (Capon, 1969) to extract dispersion
data for both the vertical (Rayleigh-wave) and horizontal (Love wave) components of motion.
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Figure 3.32: Stages of MASW dispersion curve quality control. A) Elimination of noise and much higher
modes. B) Elimination of unresolvable wavlengths. C) Elimination of frequencies with poor trend and
isolation of fundemental mode. D) Final fundamental mode dispersion curve used in further analysis.
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The HFK algorithm is a beamforming algorithm. Similar to the FDBF, it uses a spatiospectral
matrix and steering vectors to estimate phase velocity as a function of frequency and wavenum-
ber. The HFK method uses an autoadaptive complex weighting scheme. The parameters used
are summarised in table 3.3.
Table 3.3: HFK parameters
Time limits T0-end
Time window 300 s
Frequency sampling range 0.1-10 Hz
Bin spacing log spaced
Number of samples 100
Minimum phase velocity 125 m/s
The dispersion data were further processed in Matlab. Velocities larger than 3500 m/s, noise
and higher modes were removed. Wavenumber resolution limits were determined based on the
array response function (Wathelet et al., 2008). For the Kettle Park East site data, wavelengths
greater than the resolution of the array was preserved for analysis to extend the range. Therefore
the dispersion curve between 3-2.6 Hz (wavelength 118-168 m) is less reliable. As a result ~60 m
Vs profiles generated by inversion are less accurately constrained. The mean and standard devi-
ation was calculated for 100 frequencies sampled at a log interval across the original frequency
range. These points and their standard deviations are used as the experimental dispersion curve
and associated uncertainty for inversion.
3.3.5 Reflection survey processing
Surface waves are considered to be noise in reflection and refraction surveys. However, in land
seismic active source surveys, surface waves account for more than two-thirds of total seismic
energy (Richart et al., 1970). The similarity in the geometry of a reflection survey and an active
source MASW array allow for Rayleigh-wave dispersion data to be extracted from reflection
survey data. The data collected as discussed in section 3.1.1 was reprocessed to allow for
MASW analysis. Dispersion curves were extracted from the Kettle Park and Railway surveys.
Selecting shots and geophone arrays
The algorithm used to calculate dispersion curves in this study assumes a straight-line geophone
array with constant spacing and a series of shots taken off the end of that line at known offsets
(Figure 3.33). The traces processed must all come from the same shot. Because of these
requirements only some combinations of the shots and geophones can be used from within the
survey. For the Kettle Park survey each full shot consisted of two shot files, as only 48 traces
72
Section 3.3: Surface wave dispersion and inversion methods
could be recorded at a time. Therefore each set of 48 was treated separately for this investigation.
The sets of 48 geophones were examined for straightness. To straighten out the lines geophones
were selectively removed to form arrays. Shots close to the ends of the arrays were identified. The
usable shots and geophone arrays identified in the Kettle Park survey are shown in figure 3.34.
Once straight geophone arrays were established different numbers of geophones were trialed.
Arrays made up of the closest 24 geophones showed reduced scatter without any loss of trend.
Therefore, a maximum number of 24 geophones was enforced on all gathers.
The acquisition of these arrays differs from MASW best practice. The shots were offset from
the line rather than directly inline with the array; therefore the array is not taking a perfectly
radial sample. Shots were only taken at one end of each array due to rolling up (see section
3.1.1). This prevents the identification of lateral variations. The geophones used have a natural
frequency of 11 Hz, which is higher than ideal for a MASW survey. This limits the maximum




Figure 3.33: A diagram of an ideal MASW experimental set up. The geophones are regularly spaced in
a straight line. The shots are in line with the geophones, with known offsets from the first geophone.
Preparing files
Once the shots and arrays were identified, the existing shot files were reprocessed in order to
create the input files for the script used to calculate the dispersion curves.
Claritas processing
The processing of shots for surface wave analysis was done within a single job, 01 sw prep.
JCS files for each array were created. These contained the shots corresponding to each set of
geophones. The shot files specified in the JCS file were read in. Statics were applied (the same
STATICS module and shifts as in section 3.1.2). The channels were reordered using the RE-
ORDER module so that the energy travelled from left to right across the array, and renumbered
using the RENUMBER module so that the channels increased left to right. Unwanted channels
were removed using the TREMOVE module, controlled by IFL files compiled for each array.
The data were then written out in SEGY format for processing in Matlab.
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Figure 3.34: Map of Kettle Park MASW shots and arrays extracted from the reflection survey data. The
map is split into three pannels as some arrays overlap.
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Matlab processing
The SEGY formatted files were processed in Matlab. The data from each shot were read into a
matrix with one column for each channel and one row for each time sample. The time increment
was extracted and saved. The relevant script and a sample control file are in the appendices.
Dispersion curve extraction
Dispersion curves were generated using the FDBF technique discussed in section 3.3.4. The
data from these curves were edited manually to remove noise and higher modes. The remaining
dispersion data were divided into 30 frequency bins across the reduced frequency range using
a linear distribution. For each bin the mean phase velocity and the standard deviation were
calculated. The mean velocity is plotted as a black square, with error bars indicating the
standard deviation. The curve described by these points is a composite of all offsets. These
points and their standard deviations are used as the experimental dispersion curve and associated
uncertainty for inversion.
3.3.6 Inversion methods
Experimental dispersion curve processing for inversion
Inversions were performed using Dinver. Dinver is a graphical environment in the Geopsy soft-
ware suite that solves inversion problems using either the Neighbourhood algorithm or Monte-
Carlo sampling. In this study the inversion was performed using the Neighbourhood Algorithm
(Wathelet et al., 2004; Wathelet, 2008). The Neighbourhood Algorithm is a stochastic direct
search method. Dinver fits the dispersion data to a layered earth model. The program assumes a
series of horizontal, linear elastic layers over a uniform half-space. The user defines the allowed
range for p-wave velocity, s-wave velocity, Poisson’s ratio, and density for each layer, as well
as the maximum bottom depth for the layer. Dinver varies the parameters of the layers in its
model within the user-specified bounds and calculates a theoretical dispersion curve based on
each model generated. The theoretical dispersion curve is then compared to the experimental
dispersion curve and a misfit is calculated. The misfit is the distance between the response
of the generated model and the measured dispersion curve. For each model generated by the
algorithm, the misfit is calculated. The misfit is minimised when the modelled response is most
similar to the measured dispersion curve. This generally means that when misfit is minimised the
generated model is a good representation of the real soil structure. However, local minima due
to noise and non-uniqueness exist. The algorithm uses previous samples as a guide to search for
improved models. Due to non-uniqueness, it is important to check promising models by running
the same inversion multiple times with different random seeds to initialise the process.
Once the fundamental mode Rayleigh-wave dispersion trends from each method were ob-
tained, the curves were imported into Dinver to perform inversion. Where reliable dispersion
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trends from multiple methods were available, the data from each method were combined in Din-
ver to produce a mixed-method composite dispersion curve for inversion. At the KPE site, active
MASW and passive array data were combined. Composite inversions including the reflection
survey data were also trialled for each layering ratio. Figure 3.35 shows the imported curves for
the KPE site. At the KPC site only the MASW data were used for inversion (figure 3.36). The
passive array data collected at KPC were not used for inversion as a fundamental Rayleigh-wave
dispersion curve could not be identified. None of the reflection survey gathers identified near
the KPC site were included in inversion due to poor quality. At the KPW site active MASW
data and reflection survey data were combined (figure 3.37). The inclusion of reflection survey
data allowed the resolution depth to be extended from 7 m based only on MASW to 20 m. At
the BGP site only MASW data were collected, limiting the inversion to these data (figure 3.38).
At high frequencies in the MASW data, the standard deviation suggested is much lower than
the true uncertainty. This is a product of interactive point removal. The standard deviations
were increased to reflect greater uncertainty.
Table 3.4: Uncertainty adjustments









Data were resampled to smooth and regularise data for inversion. At the Kettle Park East
site the passive and active source data were resampled with 50 log-spaced points between 2.5
and 52 Hz (figure 3.35). At the Kettle Park Centre site active source data were resampled with
50 log-spaced points between 5.5 and 60 Hz (figure 3.36). The Kettle Park West active source
data and dispersion data from the reflection processing were resampled with 50 log-spaced points
between 6.2 and 59 Hz (figure 3.37). The Bathgate Park active source data were resampled with
40 log spaced points between 6.2 and 45 Hz (figure 3.38).
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Figure 3.35: Plots of Kettle Park East site inversion targets before and after smoothing. Passive ar-
ray dispersion data are shown in red, MASW dispersion data are shown in blue, and reflection survey
dispersion data is shown in green.






















































Before smoothing After smoothingKPC
Figure 3.36: Plots of Kettle Park Centre site inversion targets before and after smoothing. Only MASW


























































Before smoothing After smoothing
KPW
Figure 3.37: Plots of Kettle Park West site inversion targets before and after smoothing. MASW disper-
sion data are shown in blue, and reflection survey dispersion data are shown in green.










































Before smoothing After smoothingBGP
Figure 3.38: Plot of Bathgate Park site inversion targets before and after smoothing. Only MASW data
were considered for inversion.
78
Section 3.3: Surface wave dispersion and inversion methods
Depth parameterisation using the layering ratio approach
The layer bottom depth parameterisations were generated using the Layering Ratio method
invented by Cox and Teague (2016). The Layering Ratio method systematically generates a series
of inversion layering parameterisations. The ideal layering parameterisation for inversion has
thinner, more frequent layers in the near surface where resolution is good, and fewer thicker layers
with increasing depth to account for decreasing resolution. One way to build parameterisations
that meet this condition is to set the potential thickness of each layer equal to the potential
thickness of the layer above multiplied by a constant factor. This factor is called the layering
ratio (Ξ). Each parameterisation is constructed using a unique layering ratio which determines
the number of layers and the potential bottom depth range for those layers. By using a range of
layering ratios, the space of possible profiles is systematically searched, allowing the identification
of the most reasonable earth model.
The minimum and maximum potential depth to the bottom of the first layer (dmin,1 and






In this investigation the theoretical minimum resolved wavelength is 2 m for all sites (equal
to receiver spacing) this gives dmin,1 = 0.7 and dmax,1 = 1. At KPC and KPW the high
frequency (low wavelength) data were of low quality. Inversions were trialled with and without
the high-frequency data to test the sensitivity of the inversion to the poor quality data. At KPC
parameterisations were developed for all frequencies and data below 40 Hz (3 m) dmin,1 = 1.
At KPW parameterisations were developed for all frequencies and data below 30 Hz (4.5 m)
dmin,1 = 1.5. The value for dmax,1 was set at 3 for all sites. This is a larger value than is
commonly used based on the minimum resolved wavelength, but is plausible based on transects
in Tonkin & Taylor Ltd (2011) that the initial fill may be as deep as 3 m.
The maximum resolvable depth is defined based on the maximum resolved wavelength,
Dres =
λmax
2 . The maximum resolvable wavelength varies with site, depending on the types
of surface wave data available and the data quality (summarised in table 3.5).
Table 3.5: Dispersion curve resolution
Survey λmax (m) Dres (m) λmin (m) dmin,1 (m) dmax,1 (m)
KPE 168 80 2 0.7 3
KPC 44 22 2 (3) 0.7 (1) 3
KPW 39 20 2 (4.5) 0.7 (1.5) 3
BGP 47 24 2 0.7 3
Values in brackets are extracted by reducing the frequency range of the dispersion curves. KPC excludes
data above 40 Hz. KPW excludes data above 30 Hz.
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Minimum and maximum potential bottom depths for each layer are defined using the layering
ratio. Conventionally the minimum potential bottom depth for a layer is equal to the maximum
potential bottom depth of the layer above. However, in this investigation, an overlap of 1/3 the




3 , if i = 1




3, if i = 1
dmin,i + Ξdmax,1, ifi = 2
dmin,i + Ξ(dmax,i−1 − dmin,i−1), otherwise
(3.9)
For each site layering ratios 1.2, 1.5, 2, 3, 3.5, 4 were trialled. Larger ratios were trialed at
specific sites (KPC 6, KPW 5.5, BGP 7).
Parameterisation of Vs, Vp, Poissons ratio and density
All parameters are constant with depth within each layer for all parameterisations. Unless
otherwise stated, all inversion parameterisations are normally dispersive.
The acceptable ranges for Vp, Vs, Poisson’s ratio, and density were determined using available
information. The key factor was the water table height. As Kettle Park is very close to the
beach it was assumed that the water table was approximately at sea level. The values used for
parameterisation were 11 m at Kettle Park East, 8.5 m at Kettle Park Centre and 7.5 m at Kettle
Park West. However, the measured elevation data were in NZVD2016, which is offset from local
sea level in Dunedin by +2.37 m. Therefore the true water table depths are anticipated to be
8 m at Kettle Park East, 6 m at Kettle Park Centre, and 4.5 m at Kettle Park West. This
mistake was noticed too late to run revised inversions with parameterisations. However, this
does not have a significant influence on the outcomes as the Vs is the primary control on the
inversion. Fordyce (2014) determined that the St Kilda sand dunes contain a perched water
table. Therefore it is possible for the water table to be higher than sea level. Measured data at
Bathgate Park indicates the water table is at a depth of 0.68 m.
Kettle Park is built upon a landfill active from 1923 to 1945 (Fanning, 2009). Studies by
Tonkin & Taylor have determined the boundaries and types of material in the old landfill site
(Tonkin & Taylor Ltd, 2011). This investigation into ground contamination sampled 25 locations
across Kettle Park with shallow (less than 3 m) boreholes. From this we know that at the Kettle
Park East site there is half a meter of sand, followed by at least 2.5 m of sand with construction
debris in the near surface. The Kettle Park Centre site has 1 m of sand with more than 2 m
of fill with construction debris beneath. The Kettle Park West site is dune sand to 3 m depth.
Assuming the modern sediments beneath the landfill are similar to those seen at the Tahuna
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Wastewater treatment plant (figure 1.4), there are alternating silts and sand layers until the
interface with local rock at an average of 21 m depth (CH2M Beca Ltd., 2009; Rekker, 2012;
NZGD, 2019).
Less is known about the Bathgate Park subsurface geology. There is a single 6 m borehole
at the northern corner of the park used for ORC water level monitoring. This borehole reports
saturated silt down to 4 m and saturated sand from 5-6 m.
Layers above the water table were assigned Vp 200-1500 m/s. Each layer must be faster than
the layer above. Layers below the water table were assigned Vp 1500 m/s, the p-wave velocity
of water. The theoretical Rayleigh-wave phase velocity is not very sensitive to Vp compared to
Vs. Park et al. (1999) found that a 25% increase in p-wave velocities caused an average change
of less than 3% to Rayleigh-wave phase velocity. Therefore an exact match is unnecessary and
generalising as described is valid.
Vs parameters were set considering the information available about subsurface geology and
the Rayleigh-wave phase velocities. Knowledge of the subsurface geology can be used to con-
strain the Vs range. The ratio of s-wave to Rayleigh-wave velocity is between 1.04 and 1.16
dependant on the Poisson’s ratio (Richart et al., 1970). Therefore the experimental Rayleigh-
wave dispersion curve can be used as a rough indication of the s-wave velocity with depth. The
minimum Vs should be similar to the minimum Rayleigh-wave phase velocity (Vr). At KPE the
minimum Vr is 101 m/s, at KPC the minimum Vr is 112 m/s, and at KPW the minimum Vr is
118 m/s. The near surface geology suggests low s-wave velocities associated with soft soil and
loose sand in the near surface (80-200 m/s), underlain by faster, saturated silts and sands (200-
400 m/s), above a hard rock halfspace (vs <1000 m/s). To account for a range of possibilities,
minimum Vs values increase from 80 m/s to 300 (KPE), 200 (KPC), or 180 (KPW) m/s and
the maximum Vs values increase from 200 to 1000 m/s, with each layer having faster bounds
than the one above. The profiles were fixed as normally dispersive, except for some KPC trial
inversions which allowed for a velocity reversal between the top two layers.
The experimental dispersion points are plotted with pseudo-Vs ( Vr*1.1) and pseudo depth
(wavelength/2) to check the parameterisations are realistic. All the initial layering ratio param-
eters are plotted this way for each site. These plots are shown in figures 3.39 and 3.40 for KPE,
figures 3.41 and 3.42 for KPC, figures 3.43 and 3.44 for KPW, and figures 3.45 and 3.46 for
BGP. None of the dispersion curves level off at low frequencies so the half space velocity cannot
be resolved.
Above the water table the Poisson’s ratio value range was set at 0.2-0.499. Below the
water table the Poisson’s ratio value range was set based on the measured range of values for
Quaternary sediments (0.4-0.499) (Brocher, 2005). Poisson’s ratio of a layer must be smaller
than the layer above.
Above the water table density was allowed to vary between 1600 and 1800 kg/m3, the range
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of values for loose sand and silty soil. Below the water table fixed values increasing from 1800-
2000 kg/m3 were chosen, with the halfspace always defined by 2000 kg/m3. These values are
reasonable based on the known subsurface materials (of playing field turf, dune sand, silty sandy
and gravely sediments).




























































































































Figure 3.39: Visual representation of Vs parameterisation with depth used for Kettle Park East site
inversion. The dispersion data has been transformed into pseudo depth based on half wavelength criterion
and pseudo Vs based on a common ratio between Vs and Vr.
Setting ellipticity peak as a target
The only site with a large enough Dres to make use of the ellipticity peak is KPE. The high-
frequency peaks were used, as they correspond to a shallower impedance change than the low-
frequency peaks, which are thought to be related to basement depth. The average frequency
of the high-frequency peaks from the four seismographs in the passive array is 1.63 ± 0.03 Hz.
Inversions were conducted with and without the ellipticity peak to test the sensitivity of the
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Figure 3.40: Visual representation of Vs parameterisation with depth used for Kettle Park East site
inversion. The dispersion data has been transformed into pseudo depth based on half wavelength criterion
and pseudo Vs based on a common ratio between Vs and Vr.
resulting velocity profiles.
Parameterisation of Bathgate Park using CPT Data
CPT data available near Bathgate Park were used to constrain layer boundaries in the near
surface. This was done in addition to a pure layering ratio investigation. The core resistance
(qc) is different for different layers, with layers with higher core resistance expected to have
faster Vs values. Figure 3.47 shows the results of a 7.1 m deep CPT investigation conducted on
29/01/2019 by University of Canterbury as a part of the ongoing South Dunedin Hydrogeology
Study. The data were retrieved from the NZGD online on the 22/02/19. The layer bottom
depths and potential reversals are annotated on the figure. The full CPT report is available at
NZGD online (NZGD, 2019). Below 7 m the number of layers and bottom depth ranges of each
layer were taken from layering ratios 1.2, 1.5, 2, and 3. This varies the parameterisations as
described in section 3.3.6. The Vp, Vs Poisson’s Ratio and density for each layer were assigned
as described in section 3.3.6, with the exception of the layer between ~4.8-5.8 m identified on
the CPT which was allowed to range up to a Vp of 2000 m/s, a Vs of 630 m/s, and a density
of 2400 kgm−3. As the CPT data were not taken at the same location as the MASW array, a
second set of depth parameterisations with less strict layer bottom depths in the top 7 m was
trialled to allow for lateral variation (figure 3.49). The Vp, Vs Poisson’s Ratio and density were
the same as the stricter parameterisation.
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Figure 3.41: Visual representation of Vs parameterisation with depth used for Kettle Park Centre site
inversion. The dispersion data has been transformed into pseudo depth based on half wavelength criterion
and pseudo Vs based on a common ratio between Vs and Vr.
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Layering ratio: 3.5 Layering ratio: 4
Layering ratio: 6














































































Figure 3.42: Visual representation of Vs parameterisation with depth used for Kettle Park Centre site
inversion. The dispersion data has been transformed into pseudo depth based on half wavelength criterion
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Figure 3.43: Visual representation of Vs parameterisation with depth used for Kettle Park West site
inversion. The dispersion data has been transformed into pseudo depth based on half wavelength criterion
and pseudo Vs based on a common ratio between Vs and Vr.
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Figure 3.44: Visual representation of Vs parameterisation with depth used for Kettle Park West site
inversion. The dispersion data has been transformed into pseudo depth based on half wavelength criterion
and pseudo Vs based on a common ratio between Vs and Vr.
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Figure 3.45: Visual representation of Vs parameterisation with depth used for Bathgate Park site inver-
sion. The dispersion data has been transformed into pseudo depth based on half wavelength criterion
and pseudo Vs based on a common ratio between Vs and Vr.
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Figure 3.46: Visual representation of Vs parameterisation with depth used for Bathgate Park site inver-
sion. The dispersion data has been transformed into pseudo depth based on half wavelength criterion
and pseudo Vs based on a common ratio between Vs and Vr.
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Figure 3.47: CPT data from Bathgate Park. A) Maximum depth parameters based on changes in core
resistance (qc). B) Predicted Vs reversals based on changes in core resistance(qc). C) location of CPT
site with respect to Bathgate Park MASW array.
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Figure 3.48: Visual representation of Vs parameterisation with depth used for Bathgate Park site inver-
sion. Layers in the first 7 m are based on the CPT record shown in figure 3.47. Below this the layers are
based on the layering ratio stated for each plot. The dispersion data has been transformed into pseudo
depth based on half wavelength criterion and pseudo Vs based on a common ratio between Vs and Vr.
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Layering Ratio: 1.2 
Figure 3.49: Visual representation of Vs parameterisation with depth used for Bathgate Park site inver-
sion. Layers in the first 7 m are based on a relaxed interpretation of the CPT record shown in figure 3.47.
Below this the layers are based on the layering ratio stated for each plot. The dispersion data has been
transformed into pseudo depth based on half wavelength criterion and pseudo Vs based on a common
ratio between Vs and Vr.
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Running inversions
For each set of parameters and targets, three separate inversions were run. Each inversion
searched 201000 possible models. The runs all had the set up shown in table 3.6. For each








Table 3.6: Inversion run parameters
Itmax Ns0 Ns Nr Seed GiveUp Nw
1000 1000 200 200 random 90 2
Itmax = max number of iterations.
Ns0 = number of models generated before the first iteration.
Ns = Number of models generated in each iteration.
Nr number of best solution models to consider when resampling.
Seed = randomly generated number to start the first iteration.
GiveUp = percentage of bad models versus good models generated before Dinver gives up.
NW = Number of Markov chain walks to generate one model.
From the 201000 runs the best 1000 profiles were extracted for plotting and analysis. For
each set of profiles the Vs, the lognormal standard deviation of Vs (σ(ln(Vs))), and the the-
oretical dispersion curve were plotted. The theoretical dispersion curve was plotted with the
experimental dispersion target data.
Post inversion processing
For KPE (the only site deep enough to use the H/V ellipticity curve in the analysis) theoretical
s-wave transfer functions were calculated and compared with the HVSR curve. A linear elastic
analysis of the soil layers was performed based on the Vs profile using the Haskell-Thomson
transfer matrix method (Kramer, 1996). The Vs profile was truncated at the interface with
the local basement. Below this an elastic halfspace was assumed. The density was set to 1700
kgm−3 in the soil and 2000 kgm−3 in the halfspace. The Vs profile velocities and heights were
extracted from the report file generated by Dinver. A damping ratio of 0.05 was used for all soil
layers with 0.015 used in the halfspace. It was assumed that the soil layers were horizontal.
The results of these inversions were examined. If the Vs profiles for all three runs were over-
constrained by the inversion parameters for any layer (taking values very close to the boundaries),
the inversion limits were broadened to allow more variation, and the inversion repeated. Once
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Table 3.7: Inversion run summary table
Site Targets 1.2 1.5 2 3 3.5 4 5.5 6 7
KPE
MASW, Passive, reflection data,
ellipticity peak
MASW, Passive, reflection data




MASW below 40 Hz
MASW allowing reversal in the first layer
KPW
MASW and reflection data
MASW and reflection data below 30 Hz
BGP
MASW
MASW using CPT bounds relaxed
MASW using CPT bounds strict
Table listing the layering ratios and targets for each inversion location. Shaded cells have three runs
associated with them
over constrained parameters were changed, the best two parameterisations for each target were
selected. This selection was made based on the average minimum misfit between the three seeds
trialed, the value of the minimum misfit of the three seeds and the variability (σ(ln(Vs))) of
the best 1000 profiles. The specific seed used was found to make an important difference in the
fit. In order to increase the likelihood of finding an optimum seed, multiple seeds were trialled
using the two best parameterisations. Ideally 30 seeds were trialled, but due to time constraints
as few as 19 were used in some cases. The lowest misfit for each set of targets was selected as
representative of the site.
3.3.7 Vs 30 calculation
Based on the definition of velocity, the average velocity of a layered medium can be calculated
by dividing the total depth by the total time to travel the distance. If the Vs and thickness of










where di , ti, and Vsi are the thickness, travel time, and Vs of each layer above the desired depth.
To calculate the average velocity for the first 30 m (Vs 30) the equation becomes:
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Using the Vs profiles generated by inversion the Vs 30 was calculated for each site. If the
Dres of the data were less than 30 m it was assumed that the Vs was the same as the final layer
for the unsampled depth.
3.4 Gravity methods
Timothy Lutter undertook significant gravitational data collection and inversion modelling in
2018 as a part of his Masters “3D Gravitational Inversion Modelling of the South Dunedin Sub
Basin, Otago, New Zealand” (Lutter, 2018). In this section, the original data collection, pro-
cessing, and interpretation are briefly discussed, followed by the updates and further processing
conducted as a part of this study. The focus of reprocessing and interpretation is to produce
a surface for the boundary between soft, late Quaternary sediments and the local basement
beneath South Dunedin for use in the 3D velocity model.
3.4.1 Theory
Gravity is the attractive force between masses. This force is inversely proportional to the
square of the distance between the objects. When investigating gravity at the Earth’s surface,
acceleration is measured. As the change in acceleration between locations is small, units of
mgal (0.00001 m/s = 1 mgal) are appropriate. Gravity surveys can detect changes in density in
the subsurface using anomalies in the Earth’s gravitational field. In order to attribute changes
in gravitational acceleration across a region to changes in the subsurface, a range of factors
known to effect measured gravitational acceleration must be taken into account. These include
latitude, elevation, surrounding mass, and regional trend. Once these are removed the remaining
difference is called the residual anomaly. The residual anomaly can be used to investigate changes
in the subsurface.
Corrections applied to measured field data are as follows:
• Correction for temporal drift due to tides and instrument drift.
• Latitude correction. The basic model of Earth’s gravitational field assumes the Earth is a
non-spinning perfect sphere. The centrifugal force due to the Earth’s rotation is highest
at the equator and zero at the poles. This distorts the earth into an oblate spheroid.
Therefore at the poles Earth’s surface is slightly closer to Earth’s centre of mass than at
the equator, hence the force of attraction is greater. The difference in mass distribution
between the ideal sphere and the true oblate spheroid also influence the attraction. The
centrifugal force reduces the net downwards force on an object, reducing the acceleration.
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Both the centrifugal force and the oblate spheroid shape cause changes in acceleration
with latitude. The effect of latitude on measured acceleration has been approximated by
a variety of equations (Moritz, 1980; Holom and Oldow, 2007). These equations are based
on the assumption that lateral density distribution is constant, the observation point is
fixed, and all measurements are taken at sea level (Chapin, 1996).
• Free air correction. As the acceleration due to Earth’s gravity is inversely proportional
to the square of the distance between the object in question and the centre of mass of
the earth we must correct for the height of the object. Sea level is the reference datum
for surveys measurement heights. As the change in height above sea level is very small
compared to the distance from the centre of mass of the Earth the decrease in acceleration
can be approximated as linear, with a gradient of -0.3086 mgal (Chapin, 1996).
• Bouguer correction. The free air correction assumes the measurement is taken in mid-air
at an elevation above sea level. However, the measurement is taken on the surface of
the earth, with rock between the survey point and sea level. The acceleration caused by
attraction to this rock must be corrected for. Therefore we assume that the measurement
is taken on the surface of an infinite slab that has an average crustal density of 2.67 gcm−3.
• Terrain correction. The terrain surrounding a measurement differs from an infinite slab,
containing hills and valleys as well as smaller dips and rises. The acceleration caused by
attraction to the mass in rises is not accounted for in the infinite slab model. The infinite
slab model includes acceleration caused by the mass in valleys where in reality mass is
absent. The terrain correction excludes the gravitational changes caused by nearby hills
and valleys. This is done using a method similar to that devised by Hammer (Hammer,
1939). A series of concentric zones are defined to create a polar net. The average elevation
of each zone relative to the measurement elevation is estimated. The zone is then modelled
as a radial segment of a hollow vertical cylinder of height equal to the average elevation of
the zone relative to the measurement. The acceleration due to the attraction to this body
is then calculated. This is repeated for all segments and summed to estimate the total
terrain correction.
• Regional anomaly correction. There are large-scale gravitational trends that can obscure
local anomalies. Therefore to highlight local anomalies it is useful to remove them. The
best way of accounting for these trends is by subtracting the acceleration value at each
point from the regional dataset. This also reduces the far-field Bouguer anomaly.
3.4.2 Original work by Lutter (2018)
The aim of Lutter (2018) was to characterise the sediment-bedrock boundary under the South
Dunedin tombolo using 3D inversion modelling of gravity data. The sediment-bedrock boundary
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is an appropriate target due to the different density above and below.
Data collection
Gravity data were collected using a Worden gravimeter. A total of 320 survey points were
collected within a 6.4 km2 area, following a cross hatch survey pattern. Figure 3.50 shows the
survey points.
Data reduction
These data were then corrected and reduced. The key steps were:
• Correction for temporal drift due to tides and instrument drift. Base station readings were
taken at least once every three hours. The drift was accounted for by assuming a linear
change in the gravity between base station readings.
• Meter calibration. The University of Otagos gravimeter reports 0.085 instrument units per
mgal. Measured values were multiplied by this conversion factor to give the true gravity
reading at the site.
• Conversion to absolute gravity. Absolute gravity is the exact vertical acceleration due to
gravity. The gravimeter only measures relative gravity, therefore readings were made rel-
ative to the absolute gravity value measured in the geology department basement. (figure
3.51).
• Latitude correction. In Lutter’s original work the 1967 International Normal Gravity
Formula was applied:
LC = ge ∗ (1 + α sin2(φ)− β(sin2(2φ))) (3.12)
ge = gravity at the equator = 978.03169cms
−1
φ = lattitude in radians
α = 0.005269
β = 0.00000586
The calculation relies on high-resolution GPS coordinates as inputs.
• Free air correction. The following free air correction was applied.
FAC = 0.3086h (3.13)
h = height above sea level
The free air correction applied across the study area can be seen in figure 3.52.
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• Bouguer correction. The following Bouger correction was used for each point:
BC = 0.04191 ρh (3.14)
h = height above sea level
ρ = slab density = 2.67 gcm−3
The Bouguer correction applied across the study area can be seen in figure 3.52.
• Terrain correction. A terrain correction was calculated for each location using the Hammer
cell correction technique (Hammer, 1939). The radius used was 21.9 km from the point of
measurement. Using a Digital Elevation Model of the local topography the mean height
of each Hammer zone was calculated using a Zonalmean function. The terrain correction
applied across the study area can be seen in figure 3.52. Processing was completed by the
Otago Geolgy Department GIS specialist Luke Easterbrook.
• Regional anomaly correction Reilly (1972) presented large-scale Bouguer anomaly maps
for the Dunedin area. The anomaly presented in this map at the location of each of the
data points collected in this study was used as the regional anomaly value for each point.
These corrections were applied as follows:
Absolute values − Latitude correction + Free air correction (3.15)
− Bouguer correction + Terrain correction
= Corrected gravity data
Corrected gravity data− Regional anomaly correction = local gravity anomaly (3.16)
A key thing to note is that in the original work the Latitude correction applied was incorrect
because of two key problems. Firstly the formula applied was off by a factor of 1000. The
formula stated in the text was correct but it did not match the correction applied. Secondly,
the correction for some stations was calculated using an incorrect latitude. These issues have
been corrected for use in this study. Equation 3.17 gives the formula used. This is the 1967
International Normal Gravity Formula (Moritz, 1980).The latitude correction applied across the
study area can be see in in figure 3.52. The resulting corrected gravity data is shown in figure
3.51. Other minor problems related to data entry errors have also been fixed.
Once the data were corrected a constant value was subtracted from all points to obtain the
residual anomaly. This process is discussed in section 3.4.3. This allows for the variation in data
across the region to be more easily compared.
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LC = ge ∗ (1 + α sin2(φ) + β(sin4(φ))− ge (3.17)
ge = gravity at the equator = 978031.8461 mgal




Figure 3.50: Points surveyed as a part of the work of Lutter (2018), “3D Gravitational Inversion Modelling
of the South Dunedin Sub Basin, Otago, New Zealand”
3.4.3 2D forward modelling
Forward modelling is an iterative process. A set of parameters input by the modeller is used
to generate simulated measurements. These measurements are compared to the observed data.
The input parameters are then updated to produce simulated measurements that better fit the
observed measurements. This cycle is repeated until a good fit is achieved. Forward modelling
in this study aims to determine the depth to the sediment-hard rock interface in South Dunedin
using the observed gravity anomalies. As in Lutter (2018), modelling was done using the GRAV-
CADW 2D gravity modelling program. GRAVCADW, created by Emeritus Professor Steven D.
Sheriff from the University of Montana, is an event-driven 2D gravity modelling program that
includes nonlinear inversion. This software takes input model of subsurface density contrasts























Figure 3.51: Gravitational data collected before (top) and after (bottom) corrections. Data were inter-
polated between points using a Triangulated Irregular Network interpolation (TIN)
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Figure 3.52: Corrections applied to absolute gravity interpolated between points using a Triangulated




Ten lines were selected from the points collected by Lutter (2018). The survey was designed to
take advantage of South Dunedin’s existing grid of streets. The lines were selected to sample the
sub-basin at regular interval, providing good constraint for later surface interpolation. The lines
are shown in figure 3.53. Each line will be henceforth referred to by the street name indicated
in figure 3.53.
2D gravity modelling inputs and process
The goal of gravity forward modelling in this study is to produce an input model of subsurface
density contrast defined with the fitting of polygons that creates a pseudo gravitational response
that matches the observed data and is geologically reasonable.
As forward modelling requires an initial model to be built and iteratively updated, an ini-
tial density contrast between sediments and the local basement is required. The same density
contrast must be used for all lines if they are to be compared directly. In the south Dunedin
sub-basin the local basement likely consists of Caversham Sandstone with the potential for
some volcanics (most likely basalt). Tenzer et al. (2011) generated a digital density model of
New Zealand using rock density measurements from the national rock catalogue PETLAB. This
study identified 56 key rock types in the PETLAB catalogue and found the mean, maximum,
and minimum densities for each type. Using the mean densities for sandstone, clay, silt, and
sand (table 3.8), an estimated density contrast value of −0.4 gcm−3 was settled upon (table
3.9). This is a very broad assumption. The subsurface in the Dunedin Sub Basin is heteroge-
neous. Therefore in reality the density will change both between lines and along lines due to the
heterogeneities. In GRAVCADW the density contrast is set up with background density set to
a value of 1. Gravity contrasts are denoted as a difference from this background. The density
contrast was further calibrated using independent measurements of basement depth. An inner
harbour marine seismic line collected by Oliver Rees as a part of his BSc Hons (Rees, 2018)
indicates a maximum depth of 85 m just offshore from the south end of the Portsmouth Drive
gravity line. This increased the density contrast to −0.483 gcm−3. Fletcher (2016) Honours
thesis gives an approximate maximum depth to bedrock of 140 m for the inner harbour. As the
minimum sea level during the last glacial maximum was 125 m lower than today, depths greater
than this cannot be explained by erosion alone and would imply subsidence. This provides an
upper bound on depth beneath the tombolo. Increasing the density contrast to −0.5 gcm−3
avoided such depths. Volcanic rock was modelled as having a density contrast with Caversham
Sandstone of 0.18 gcm−3 based on the composition of Dunedin Volcanic Group second main
phase extrusives (Bishop and Turnbull, 1996). There is a large range in the densities of different
components of the Dunedin volcanics, and therefore there is considerable room for error in this
estimate.
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Figure 3.53: Location of gravity points used in 2D forward modelling profiles. The lines are labelled with
the name of the street they follow. These names are used from here on to refer to the profiles.
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Figure 3.54: Location of inner harbour seismic lines collected by Oliver Rees (2018)
Table 3.8: Table of relevant densities extracted by Tenzer et al. (2011) from the PETLAB national rock
catalogue
Rock type min density mean density max density
(gcm−3) (gcm−3) (gcm−3)
Sandstone 1.51 2.463 3.00
Clay 1.92 2.067 2.45
Silt 1.72 1.979 2.16
Sand 1.69 2.048 3.22
Basalt 1.78 2.768 3.06
Phonolite 2.47 2.536 2.63
Traychyte 2.17 2.591 2.95
Dolerite 2.43 2.797 3.16
Table 3.9: Relevant density contrasts.
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In addition to the density contrast, a file containing the gravitational anomalies with distance
in meters from the start of the line is required. No gravitational anomaly may be equal to zero,
as this will cause GRAVCADW to crash. All input files must be in the format defined by the
software. The negative residual anomaly must be consistent between lines if they are to be
compared in a fence diagram. The reduction value chosen was the maximum recorded value
minus 0.45 (978039.29 mgal). This value was chosen because it provided geologically reasonable
results and only four points (of those used in the lines) were positive. The positive points were
all near Musselburgh Rise (figure 1.4).
The process of forward modelling can be seen in figure 3.55. The sediment was modelled as
a single body. An initial model of the density contrast was made by drawing a polygon to define
the extent of low-density material and another polygon for any volcanic rock. GRAVCADW
used these polygons to create a pseudo gravitational response. The pseudo gravitational response
produced was compared to the collected data. The polygons were iteratively changed to produce
a pseudo gravitational line better fit to the observed gravity data. The resulting models are
compared to available geological information to ensure they are reasonable.
Figure 3.55: Screen shot of GRAVCADW forward modelling display. The blue line in the lower panel
shows the polygon defining the extent of the low-density material. The user defines the shape of the
polygon by moving the pink circles. The pink line in the upper panel shows the modelled gravitational
response to the polygon. The orange circles show the observed gravitational anomaly data. As the
polygon is changed the modelled gravitational response changes. This way the polygon can be iteratively
updated to fit the observed data.
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3.4.4 3D surface building
The 2D profiles discussed in section 3.4.3 were imported into Leapfrog Geo (3D geological
modelling software produced by ARANZ GEO (ARANZ Geo Ltd., 2019)) to build a fence
diagram (figure 3.56). The depth on the 2D profiles is the distance from the surface, not
elevation. This presented a challenge in importing the profiles to Leapfrog as height is elevation
above sea level, and the elevation changes along the profile. Leapfrog only allows images to be
georeferenced using three points. Therefore the cross sections were limited to a plane, and the
elevation of the zero depth could not be varied along the line. Additionally Forbury Road and
Portsmouth Drive deviate significantly from a straight line. For the first analysis the profiles
were approximated straight lines from the first data point to the last. The elevation of the “zero”
depth was adjusted at the corner of the line for each profile. For Forbury Road, and Portsmouth
Drive the ends were adjusted individually to match the surveyed value. These lines had a
significant gradient between ends. For the remaining lines a bulk shift up equal to the median
elevation of the line was made. The interface between low-density material and background was
digitised as a line in 3D space for each profile. The digitised lines omitted parts of the cross
sections where the top of the cross section was more than three meters below the topography.
The ten lines were then used to define a surface in Leapfrog Geo, interpolating between the lines
as needed. Surfaces were built using Leapfrog Geo. The most common interpolation used in
geological modelling is Kriging, a geostatistical algorithm that interpolates between irregularly
scattered spatial data points to produce a surface (Chiles and Delfiner, 2012). Leapfrog Geo
























4.1 Seismic reflection survey results
This section presents observations from the stacked profiles, the p-wave stacking velocity models,
and the near-surface velocity profiles derived from refraction data for the three seismic surveys
conducted. The data are interpreted in terms of known geological units.
4.1.1 Kaikorai survey
Reflection profile observations
Figure 4.1 shows the stacked section for the Kaikorai survey. In figure 4.2, reflections of interest
are highlighted. In the upper 75 to 100 ms (TWT) are a series of flat-lying, continuous, slightly
distorted reflections. These reflections make up the first seismic facies (figure 4.8, in yellow).
This set of reflections thickens to the east of the line. Beneath these reflections, there are a series
of reflections that dip to the east at about 8-17°on different parts of the line (shown as pink,
green, and purple lines in figure 4.2). These reflections are less continuous than those above.
Some reflections, shown in green, appear folded between CDP 325 and 450. This fold does not
appear to propagate into the upper layers. Therefore two more seismic facies are defined, based
on differences in dip and folding. The facies shown in green (figure 4.8) groups together the
more steeply dipping and folded reflections, whereas the unit shown in pink includes the less
steeply dipping reflections. Very few reflections and no continuous reflections are visible below
300 ms TWT, and no significant reflections are visible below 400 ms (TWT). A fourth seismic
facies is defined (purple in figure 4.8) for this low reflectivity zone. In the centre of the line,
between CDP 500 and 650, there is a section for which the lower reflections (green/purple lines
in figure 4.2) could not be resolved and the upper reflections (pink/blue lines in figure 4.2) are
less continuous than in the rest of the stack. All facies are shown in depth in figure 4.9.
Within the Kaikorai section, there are some high-frequency reflections interpreted as noise
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noise is apparent in both a CDP gather and in one contributing shot gather. The low quality
of the data in this area is especially pronounced when compared to CDP and shot gathers from
an area with good reflections (figure 4.4).
The appearance of high-amplitude, continuous, flat-lying reflections in the near surface may
be influenced by the presence of refractions in the data. The choice to forego refraction mutes





















Figure 4.3: A CDP gather (top) and shot gather (bottom) from one of the high frequency reflection
patches. The high frequency noise is clearly visible. Offset is in cm.
Refraction velocity model
The Kaikorai refraction velocity model as generated by refstat is shown in figure 4.5 A. The
velocities appear as vertical bars because within each layer velocity is permitted to vary laterally
and is held constant with depth. In the top 2-5 m the p-wave velocity is 1800-2100 m/s, with
no obvious trend. Below this there is a layer of a fairly constant velocity of 2471 m/s, rising to
3000 m/s at the eastern end of the line. The surface between the two layers has two large (one
10 m one 25 m) incursions into the lower layer. In the case where a single point is displaced,
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this may be an artefact in the model due to a few poor first break picks. The two-layer model
suggests a thin layer of wet sand underlain by very well compacted sediments.
Stacking velocity model
The velocities of the Kaikorai stacking velocity model (figure 4.6) conflict with the velocities of
the refstat model. The refstat model suggests velocities greater than 2400 m/s in all but the
very near surface. In contrast, the stacking velocity does not reach such velocities in the upper
600 ms. Although the stacking velocities are RMS velocities, and therefore are expected to be
lower than the interval velocities of the refstat model, the magnitude of the difference makes it
obvious that the two conflict. The interval velocities generated support this, as velocities do not
reach 2400 m/s until near 100 m depth (figure 4.7).
Geological interpretation
The four distinct seismic facies identified in the stacked reflection profile are interpreted in terms
of mapped units onshore. The uppermost facies, as indicated by the refraction model, is a 2-3m
thick layer of wet sand, with some more recent paleochannels of the Kaikorai stream eroded
up to 10 m into the sediments and infilled with sand. The next facies (indicated in orange
in figure 4.8) is interpreted to be well compacted Pliocene-Pleistocene sediments; erosional fill
deposited during modern landscape formation. The facies shown in green is interpreted as part
of the Cretaceous-Tertiary sedimentary sequence. The variable eastward dip in the reflections
suggests dipping bedding planes with dips similar to those observed in the Taratu Formation at
the surface (Bishop and Turnbull, 1996). The facies shown in pink in figure 4.8 is interpreted to
be erosional infill in a channel scoured into the Cretaceous-Tertiary sequence. The reflections
are much more flat lying and have not been influenced by whatever caused the folding seen
in the underlying reflections. The boundary is determined to be erosive due to the truncated
reflections on the base of the boundary. The purple facies is interpreted to be schist due to the
lack of reflections.
The Dunedin Urban geological map (Turnbull et al., 2012) in this area shows that the Taratu
Formation has an apparent thickness of about 100 m, with the top of the unit expected to be
near 50 m depth near the start of the line, and 125 m at the end of the line. A projection of
this is shown on the stacked data in figure 4.10. In this figure, it is clear that the thickness of
the Cretaceous-Tertiary sediments is much more significant in the interpreted section than it is
in the map based cross-section, with the base being much lower in the interpreted section.
P-wave interval velocities and empirically calculated s-wave velocities
Figure 4.11 shows the interval velocity data extracted from the Kaikorai stacking velocity model
and the corresponding empirically calculated s-wave velocities. The boundaries for each interval
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Figure 4.5: Three layer near surface p-wave velocity models generated by Refstat using first breaks. A is
the Kaikorai profile. The vertical exaggeration is 15:1. B is the Railway profile. The vertical exaggeration
is 12:1. C is the Kettle Park profile The vertical exaggeration is 7:1. The velocities are indicated by the
colour bars. The velocities appear as vertical bars because within each layer velocity is permitted to vary
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Figure 4.7: Kaikorai line p-wave interval velocity model. CDP spacing is 2.5 m. The velocities are
indicated by the colour bar. The velocities appear as vertical bars because within each layer velocity is
permitted to vary laterally and is held constant with depth.
are shown in figure 3.19. The intervals are named by their geological interpretation. The
upper sediments are significantly slower than the Taratu Formation and Otago Schist. The
Vp and Vs values for the upper sediment are consistent with stiff soil (NEHRP class D). The
Vp and Vs values for the Taratu Formation are consistent with very dense soil and soft rock
(NEHRP site class C (Building Seismic Safety Council, 2003)). The interval velocity of the
schist is largely meaningless, as there are no reflections within the schist to control the stacking
velocity model. However, the velocity distribution of the schist (plot 4.11 C3 ) shows two clear
groups/populations. The first is at lower velocity, between 2200-3000 m/s (Vp), and the second
is at higher velocities between 3600-4100 m/s. These correspond to values above and below the
750 m/s TWT boundary. The schist is thought to take lower velocities near the interface with
the Taratu Formation as there is no strong reflection that would be expected if there were a
large change in impedance.
4.1.2 Railway survey
Reflection profile observations
The stacked section of the railway survey is shown in figure 4.12. The reflections in this section
are very weak and show little continuity. Because of this, no useful interpretation of the reflection
profile or stacking velocity can be made. Although noise reduction measures were applied to
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Figure 4.11: Interval p-wave velocities and empirically calculated s-wave velocities for lithologies identified
on the Kaikorai line. Plot A is a box-and-whisker plot of the interval p-wave velocities calculated. Plot
B shows the empirically calculated s-wave velocities. The red horizontal line is the median value and
the black star is the mean. The median value for each unit is stated on the plot. Plots C1-C3 show the
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Refraction velocity model
The railway refraction velocity model generated by refstat is shown in figure 4.5 B. The model
consists of three layers. The uppermost layer contains velocities between 1280 and 1609 m/s.
There is a low-velocity zone in the upper layer between 1000-1400 m north along the line. This
low-velocity zone corresponds to a low fold zone, so is interpreted to be an artefact. A similar
low-velocity zone is seen in the second layer and is also interpreted as an artefact. The second
layer contains velocities between 1800-2460 m/s outside of the low-velocity zone. The third layer
has velocities much higher than the overlying layers, ranging between 2000-2616 m/s. This layer
slopes down to the south. The model is interpreted to be a layer of Quaternary sediments (layer
1), overlying local basement (layers 2 and 3). The sediments thicken to the south.
4.1.3 Kettle Park survey
Reflection profile observations
The stacked section of the Kettle Park survey is shown in figure 4.13. In figure 4.14, reflections
of interest are highlighted. Chaotic reflections dominate the upper 50 ms (TWT). Between 50
and 150 ms the reflections are very continuous and relatively flat-lying. On the eastern side
of the line, the blue reflections show a consistent eastward dip. These same reflections appear
truncated by the pink reflections. Below 200 ms on the western side of the line is a collection
of less continuous reflections with variable dips. Between CDP 200 and CDP 350 the green and
blue reflections appear folded.
The line is divided into four distinct seismic facies. The uppermost facies (indicated in yellow
in figure 4.15), in the upper 50 ms (TWT), is interpreted to be loosely packed dune deposits. This
interpretation fits well with the lack of reflections as dry sand would have relatively little change
in impedance within it. The water table is likely 6-13 m beneath the survey, tide dependant
and surface elevation dependant (the Kettle Park line was not acquired on flat ground). There
is no clear reflection from the water table.
The next seismic facies (brown, pink lines) is interpreted as estuarine deposition. The re-
flections are very flat lying, especially on the eastern end of the line. This is typical of Pliocene-
Pleistocene estuarine deposits. There is no eastward dip to suggest the reflections are a part
of the Cretaceous-Tertiary sequence, and the presence of reflections essentially rules out hard
igneous deposits. Therefore this is interpreted as estuarine sediments.
The facies below this (orange, blue lines in 4.15) is interpreted to be part of the Cretaceous-
Tertiary sedimentary sequence, with an erosional boundary between the older, lithified unit and
the estuarine sediments above. The presence of an erosional boundary is supported by the trun-
cation of blue reflections by pink ones. The blue reflections appear to dip very gradually to the
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unit over an igneous one. Extrapolation from the Dunedin Urban Geological Map (Turnbull
et al., 2012) suggests that the unit is Caversham Sandstone. The presence of material described
as Tertiary marine rocks at a depth of 46 m in a borehole near the Andersons Bay overpass
(McCahon et al., 1993) fits well with this interpretation.
Below this the green facies is interpreted as a continuation of the Cretaceous-Tertiary sed-
imentary sequence. The lack of continuity the reflections in this facies display distinguish it
from the upper Cretaceous-Tertiary sedimentary facies. The red layer below does not contain
enough signal to be interpreted, but is also likely to be a continuation of the Cretaceous-Tertiary
sedimentary sequence.
The depth converted profile is shown in figure 4.16.
Refraction velocity model
The Kettle Park refraction velocity model generated by refstat is shown in figure 4.5. The
model proposes a very slow upper layer (1630-1300 m/s), with two highly variable layers beneath
(1650-2380 m/s and 3000 m/s respectively). The slow upper layer is interpreted as a layer of
unconsolidated sand. It is between 10-20 m deep in most places, deepening to the west. Where
there is a significant velocity contrast, the interface between layer 1 and layer 2 is probably the
interface between dune sand and estuarine sediments. This is consistent with the western end
of the reflection profile, where the pink lines and refraction layer 1-2 surface both slope upwards
and plateau. Layer 2 (below 10-20 m and above 40 m) on the eastern portion of the line is
interpreted to be well-compacted estuarine sediments. On the western portion of the line, the
low surface velocities extend to 50 m. This incursion of low velocities deeper into the subsurface
could indicate a deepening of the dune deposits, possibly an old eroded channel. Below 40 m on
the eastern portion of the line is interpreted as a hard rock based on the sharp velocity highs in
that area. The very low layer 2 velocities and the layer 3 high-velocity peak around 575 m along
the line are interpreted to be artefacts of the model. It is geologically unrealistic and caused by
a single point.
Stacking velocity model
Figure 4.6C shows the Kettle Park stacking velocity model. The stacking velocity model contains
velocities significantly lower than those in the refstat model. However, the difference is less
pronounced than it is in the case of the Kaikorai line. Even after interval velocity conversion
the velocities in the stacking model are lower than those of the refraction model, as the stacking
interval velocities do not reach 2000 m/s until below 100 m depth (figure 4.17). There is a velocity
high near CDP 300, with largely symmetrical velocities decreasing on either side. There is also
a large central spike in the refraction velocity. However, this spike occurs at a much shallower
point than the one in the stacking velocity model, so it is unlikely that they are related.
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Figure 4.17: Kettle Park p-wave interval velocity model. CDP spacing is 2.5 m. The velocities are
indicated by the colour bar. The velocities appear as vertical bars because within each layer velocity is
permitted to vary laterally and is held constant with depth.
P-wave interval velocities and empirically calculated s-wave velocities
Figure 4.18 shows the interval velocity data extracted from the Kettle Park stacking velocity
model and the corresponding empirically calculated s-wave velocities. The Vp and Vs values
calculated for the dune sediments are higher than would be expected for loose sand. The
facies identified as estuarine sediments has Vp and Vs values similar to those of the Caversham
Sandstone. These velocities are consistent with very dense soil and soft rock (NEHRP site class
C).
The low velocities are evidence in favour of the interpretation of local basement as Caversham
Sandstone over Dunedin Volcanic Group rocks. It is possible that heavily weathered sandstone
could have a similar Vs as well compacted estuarine sediments. It is also possible that the
original division of units was flawed, and the estuarine sediments unit contains some Caversham
Sandstone. The median Vp for the Caversham Sandstone (1945 m/s) is significantly lower than
the Vp values calculated by the refstat refraction model for local basement (~2380 m/s). The
facies identified as an undefined Tertiary sedimentary unit has considerably higher velocities,
consistent with soft rock and rock (NEHRP site classes B and C). This may indicate a change
in lithology or an increase in velocity with confining pressure at depth.
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Figure 4.18: Interval p-wave velocities and empirically calculated s-wave velocities for lithologies identified
on the Kettle Park line. Plot A is a box-and-whisker plot of the interval p-wave velocities calculated.
Plot B shows the empirically calculated s-wave velocities. The red horizontal line is the median value
and the black star is the mean. The median value for each unit is stated on the plot. Plots C1-C4 show
the distribution of interval p-wave velocities sampled.
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4.2 Dispersion curve results
This section presents the dispersion curves extracted from the surface wave data for the four
sites investigated. The key parameters for inversion extracted from the dispersion data are
summarised in table 4.1.
Table 4.1: Table summarising the results used to constrain inversion parametrization. All values rounded
to nearest integer.
Test site Vr,min (m/s) Vr,max (m/s) λmin (m) λmax (m)
KPE
MASW 101 175 2 15
Passive 210 436 34 168
Reflection 184 262 18 67
Best 101 439 2 168
KPW
MASW 118 178 2 (4.5) 13
Reflection 194 235 19 39
Best 118 235 2 (4.5) 39
KPC MASW 112 231 3 44
BGP MASW 83 295 2 47
Values in brackets are extracted by reducing the frequency range of the KPW dispersion curve. Data at
frequencies above 30 Hz are excluded.
4.2.1 Kettle Park East
MASW results
The Rayleigh-wave dispersion data generated using the MASW technique for the Kettle Park
East site are shown in figure 4.19. High-quality data are between frequencies of 10-51 Hz
(wavelengths of 2 and 18 m). At frequencies less than 10 Hz the dispersion curve loses coherency.
The dispersion data for all offsets show a strong lowest-velocity trend that is consistent
between offsets. This is interpreted to be the fundamental mode. The Rayleigh-wave dispersion
data from all offset locations for frequencies less than 20 Hz fit closely to this curve. At 20 Hz the
lowest-velocity curve abruptly splits. Some data points follow a shallower trend between 20 and
28 Hz, then follow a steeper trend sub-parallel to the fundamental mode data. This discontinuity
indicates that some dispersion data is transitioning from the fundamental mode to the first higher
mode. Figure 4.20 shows these modes highlighted by colour. For frequencies above 40 Hz the
data are spread over a wide range of phase velocities (May plot between 100-44 m/s). At phase
velocities above 150 m/s data from different offset locations plot separately as short curves
(bandwidth less than 20 Hz). These are interpreted to be higher modes. Therefore there must
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be significant energy partitioned into higher modes. At frequencies above 51 Hz the lowest-
velocity curve rapidly increases in phase velocity. This is interpreted as modal superposition
due to a loss of spectral resolution at high frequencies.
The Rayleigh-wave dispersion data from different offsets are consistent enough at lower
modes to be analysed as a composite dispersion. The fundamental mode data used for inversion
is shown in figure 4.21. The fundamental mode dispersion curve is normally dispersive at all
frequencies. There is no evidence in the dispersion data for s-wave velocity reversal between
layers. Rayleigh-wave phase velocity increases from 101±2 m/s at 50.25 Hz (wavelength 2 m)
to 175±5 m/s at 11.5 Hz (wavelength 15 m).
Passive array results
The Rayleigh-wave and Love-wave dispersion data generated using HFK method for the Kettle
Park East site are shown in figures 4.22 and 4.23. High-quality Rayleigh-wave dispersion data
are between frequencies of 2.5 and 5 Hz (wavelengths of 48 and 185 m). At frequencies less than
2.5 Hz the Rayleigh-wave dispersion curve loses coherency. The main trend can be extracted up
to a frequency of 6 Hz before all coherency is lost. The highest quality Love-wave dispersion data
are between frequencies of 2.3 and 3.3 Hz (wavelengths of 81 and 198 m). For each frequency
the Love wave data has greater variation in phase velocity.
Although the theoretical wavenumber limit of the array (kmin/2) would limit data on this
fundamental curve to a maximum of 118 m wavelength, the dispersion curve beyond these limits
appears robust. Therefore wavelengths greater than the theoretical array limits are included in
the inversion, but the Vs profile below 60 m is less reliable.
In the Rayleigh-wave dispersion data at frequencies above 5 Hz some data points plot along
an inversely dispersive curve above and below the main trend. These data are treated as noise
and excluded from future analysis. Other data are scattered about the main trend. The data
excluded for use in inversion is shown in figure 4.24.
Between 3.3 and 4 Hz (wavelengths 65 - 115 m) the phase velocity of the Rayleigh-wave
fundamental mode dispersion curve decreases rapidly from 379 m/s to 259 m/s. The gradient
is much steeper than elsewhere on the curve. This inflexion indicates that there is a significant
change in s-wave velocity at ~32 m. Overall, the phase velocity increases from 211±3 m/s at
6.3 Hz (wavelength 33.7 m) to 436±19 m/s at 2.5 Hz (wavelength 168 m). The curve is normally
dispersive and provides no evidence to support velocity reversal with depth.
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Figure 4.20: Modes identified in high-frequency MASW Rayleigh-wave dispersion data at Kettle Park
East site.
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Section 4.2: Dispersion curve results
Reflection data results
The Rayleigh-wave dispersion data generated by reprocessing the reflection survey data near
the Kettle Park East site are shown in figure 4.25. The closest of the reflection survey gathers
to the Kettle Park East MASW array is gather 7 (figure 3.34 B). The highest quality data are
between frequencies of 3.9-10.25 Hz (wavelengths of 17.6 and 66.9 m). At frequencies greater
than 10 Hz there are very few data points. Below 3.9 Hz the data points plot along inversely
dispersive lines of constant wavelength unrelated to the true dispersion curve.
Only a single mode is identifiable. The dispersion data for all offsets plot along this curve.
This curve is interpreted to be the fundamental mode. The Rayleigh-wave phase velocity in-
creases from 183±3 m/s at 10.25 Hz (wavelength 18 m) to 251±10 at 3.9 Hz (wavelength 65 m).
Comparison
The active MASW, passive array and reflection survey fundamental mode dispersion data are
plotted together in figure 4.26. There is good agreement between the passive array data and
the reflection survey data where they overlap. The reflection survey data is, on average, slightly
slower than the passive data for the same frequency. However, this difference is usually less
than one standard deviation. The active MASW and reflection data do not overlap. The trends
are compatible. All three data sets seem to show the same mode and are compatible for use in
inversion. The lower frequencies captured by the reflection survey data are probably due to the
weight drop source used, which transmits more energy in low frequencies than the sledgehammer























































































































































































































































































































































































































































































































































































































































































4.2.2 Kettle Park Centre
MASW results
The Rayleigh-wave dispersion data generated using the MASW technique for the Kettle Park
Centre site are shown in figure 4.27. High-quality data are between frequencies of 5.5-63 Hz
(wavelengths of 2 and 44 m). At frequencies less than 5.5 Hz the dispersion curve loses coherency.
Between 5.5 and 20 Hz the data from all offsets plot along a single curve. This is interpreted
to be the fundamental mode. At 20 Hz the curve abruptly splits. Some data points follow a
shallower trend between 20 and 30 Hz. Unlike the Kettle Park East data the offshoot does not
intercept the first higher mode but rather takes an intermediate value between 26 and 30 Hz.
The points of intermediate Rayleigh-wave velocity likely have a strong contribution from the
fundamental and first higher mode and do not reflect a true mode of their own. Between 24 and
56 Hz there is a strong secondary curve above the fundamental. This is interpreted to be the
first higher mode. The gradient of the first higher mode is steeper than that of the fundamental.
The negative (southern) offsets make up the fundamental mode whereas the positive (northern)
offsets are partitioned into the first higher mode or intermediate values. Figure 4.28 shows the
modes highlighted by colour.
Between 25 and 29 Hz the fundamental curve has an increase in gradient, decreasing from
134 m/s at 25 Hz to 125 m/s at 29 Hz. Between 30-55 Hz the trend is slightly increasing
(inversely dispersive) increasing from a mean of 125 m/s at 30 Hz to 127 m/s at 55 Hz. Between
55-63 Hz the curve is flat. The -5 m offset data show a fairly steady trend, but the -10 m data
show significantly more variance. The flat section between 30-55 Hz occurs after the first higher
mode loses clarity. There are three potential explanations for the high-frequency trend observed.
The discontinuity at 25 Hz may indicate the dispersion data transitioning to a lower mode, and
that the lowest-velocity curve identified at lower frequencies is not pure fundamental mode. It
is possible that the subsurface has a velocity reversal and that the inverse dispersion seen in the
lowest-velocity curve is real. The data between 40-63 Hz may have some mode mixing with the
first higher mode.
At frequencies above 63 Hz the fundamental curve rapidly increases in phase velocity. This
is interpreted as modal superposition due to a loss of spectral resolution at high frequencies.
Similarly to the KPE data above 40 Hz, at frequencies above 25 Hz the KPC dispersion data are
spread over a wide range of phase velocities (May plot between 100-500 m/s). At phase velocities
above 170 m/s data from different offset locations plot separately as short curves (bandwidth
less than 30 Hz). These are interpreted to be higher modes. Thus there must be significant
energy partitioned into higher modes. These higher modes do not have enough data to interpret
rigorously.
Between 5.5 and 20 Hz the data from all offsets are consistent enough to be analysed as a
composite dispersion. The separation of data from northern (negative) and southern (positive)
140
Section 4.2: Dispersion curve results
shot offsets between 20 and 56 Hz is concerning as it may indicate lateral heterogeneity. As the
inversions run only consider the fundamental mode, only the negative offsets will contribute to
the final profile. The fundamental mode data used for inversion is shown in figure 4.29. The
fundamental mode dispersion curve is normally dispersive between 5.5-30 Hz (wavelength 4.5-
44 m) and decreases in Rayleigh-wave phase velocity from 231 m/s to 125 m/s. Between 30-55 Hz
(wavelength 2.4-4.5 m) the fundamental mode dispersion curve is slightly inversely dispersive
with phase velocity increasing from 125 m/s to 127 m/s. Between 55-63 Hz (wavelength 2-2.4)
the fundamental mode dispersion curve is has a constant Rayleigh-wave velocity of ~127 m/s.
The inversely dispersive portion of the curve is evidence for velocity reversals in the near surface.
As there is some evidence for velocity reversal in the near-surface, some inversions will be
run allowing velocity reversals between the upper layer and those below. Inversions without
velocity reversals will be run for comparison. Parameterisations excluding data above 40 Hz
(wavelength 3 m) will also be run for comparison.
Passive array results
The Rayleigh-wave and Love-wave dispersion data generated using HFK method for the Kettle
Park East site are shown in figures 4.30 and 4.31. No data from the passive array was of high
enough quality to include in the inversion. As shown in figures 4.30 and 4.31, no clear funda-
mental mode can be observed within the theoretical array wave number constraints (kmin/2).
Although there is a potential curve in the Rayleigh-wave dispersion data between 3-3.4 Hz
(wavelength 149-365 m), this cannot be used as it is not connected to more reliable data with
theoretically resolvable wavenumbers.
Reflection data results
Three reflection survey gathers were identified close enough to the Kettle Park Centre MASW
array to use. These are referred to as gather 3 (figure 3.34 C), gather 6 (figure 3.34 B), and
gather 8 (figure 3.34 C). Of these, gather 6 has shots closest to the KPC site. Gather 3 and
gather 6 share geophones, and these are the closest geophones to the KPC site. However, the
geophones in the gather 3 and gather 6 arrays have suboptimal placing, with many being along
the tarmac, and some going over a small forested rise. Furthermore, the eastern 10 geophones
are at a higher elevation than the western 14 geophones. These challenges may contribute to the
data being unreliable and poor. The Rayleigh-wave dispersion data generated by reprocessing
the reflection survey data near the Kettle Park Centre site are shown in figures 4.32 4.33 4.34.
Gather 3 has one main trend (figure 4.32). The trend is unclear with the phase velocity’s
standard deviation up to 12% of the mean. The data points are very dispersed compared to
gather 7. The Rayleigh-wave phase velocity increases from 185 m/s at 10.25 Hz (wavelength
































































































































Figure 4.28: Modes identified in high-frequency MASW Rayleigh-wave dispersion data at Kettle Park
Centre site.
mode. However, the very dispersed nature of the data means significant higher mode contribu-
tion may be undetected. At frequencies greater than 10 Hz there are very few data points. Below
4.9 Hz the data points plot along inversely dispersive lines of constant wavelength unrelated to
the true dispersion curve.
A reliable dispersion curve cannot be identified in the gather 6 dispersion data (figure 4.33).
Points cluster between 8.8 Hz and 3.9 Hz. These points are likely showing Rayleigh-wave dis-
persion, but there are not enough data to interpret a dispersion curve.
Gather 8 has a clear dispersion curve trend between 10 Hz and 5.3 Hz (wavelength 45.2 m)(figure
4.34). At frequencies greater than 10 Hz there are very few data points. Below 5.3 Hz the dis-
persion curve loses coherency. Below 3.5 Hz, some data points plot along inversely dispersive
lines of constant wavelength unrelated to the true dispersion curve. A single mode is identifi-
able, with data points from all offsets plotting on the curve. This curve is interpreted to be the
fundamental mode. The Rayleigh-wave phase velocity increases from 200±3 m/s at 10.25 Hz

























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































The active MASW and the three reflection survey gathers fundamental mode dispersion data
are plotted together in figure 4.35. There is a poor agreement between the active MASW and
reflection survey dispersion data from gathers 8 and 3. The gather 8 mean dispersion data plot
18-28 m/s higher than the MASW data for all overlapping frequencies. The gather 3 data are
in better agreement, with the mean dispersion data plotting 10-22 m/s higher than the MASW
data for all overlapping frequencies. The slowest dispersion data points from gather 3 have a
similar phase velocity to the fastest MASW points for the same frequency. Both gather 3 and
gather 8 data plot significantly faster than the MASW curve, and therefore are not considered as
part of the same dispersion curve. Gather 6 has the best agreement with the MASW dispersion
data. Points generally plot lower than the MASW data, with means 12-2 m/s slower than the
MASW data at the same frequencies (where there is more than one point). As no curve could
be interpreted gather 6 data could not be used to add more constraint to in the inversion or






Figure 4.35: Rayleigh-wave fundamental mode dispersion data from MASW (blue) and reflection survey
(green, yellow, purple) methods collected at the Kettle Park Centre site. All extracted data is shown,
with the fundamental mode data identified for inversion indicated by the black points. The black boxes
show the mean Rayleigh-wave phase velocity for each of the frequency bins, with error bars indicating
the standard deviation.
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4.2.3 Kettle Park West
MASW results
The Rayleigh-wave dispersion data generated using the MASW technique for the Kettle Park
West site are shown in figure 4.36. High-quality data are between frequencies of 13-57 Hz
(wavelengths of 2 and 13 m). At frequencies less than 13 Hz the dispersion curve loses coherency.
The dispersion data for all offsets follow strong lowest-velocity trend between frequencies
13-28 Hz (wavelength 6-14 m). The phase velocity of this trend is consistent between offsets.
This trend is interpreted to be the fundamental Rayleigh-wave mode.
At 28 Hz (wavelength 4.7 m) the fundamental mode curve data from different offsets begin to
plot at different phase velocities. The dispersion data from positive offsets plots at higher phase
velocities than data from negative offsets for the same frequency. The phase velocity separation
between offsets increases with frequency, reaching a maximum separation of 14 m/s at 45 Hz
(wavelength 2.8 m). Above 45 Hz the separation is maintained, decreasing by up to 5 m/s in
places. This separation of dispersion data from different offsets by phase velocity may indicate
some lateral variation. It is also possible that a series of different modes are being plotted, or
that the positive offsets are influenced by mode-mixing between the fundamental and first higher
mode.
For frequencies above 30 Hz the data are spread over a wide range of phase velocities (May
plot between 110-500 m/s). Between 30-61 Hz there is a clear higher mode with phase velocities
50-70 m/s higher than the fundamental. This is much faster than the first higher mode identified
at Kettle Park East and Kettle Park Centre. At phase velocities above 200 m/s data from
different offset locations plot separately as short curves (bandwidth less than 20 Hz). These
are interpreted to be higher modes. Therefore there must be significant energy partitioned into
higher modes. These higher modes do not have enough data to interpret rigorously.
At frequencies above 57 Hz the lowest-velocity curve rapidly increases in phase velocity. This
is interpreted as modal superposition due to a loss of spectral resolution at high frequencies.
The Rayleigh-wave fundamental mode dispersion data from different offsets are consistent
enough to be analysed as a composite dispersion between 13-30 Hz. The difference in phase
velocity between offsets between 28-57 Hz makes these frequencies less reliable for inversion.
The fundamental mode data used for inversion is shown in figure 4.37. The fundamental mode
dispersion curve is normally dispersive at all frequencies. There is no evidence in the dispersion
data for s-wave velocity reversal between layers. Rayleigh-wave fundamental mode phase velocity

































































































































































































































































































The Rayleigh-wave dispersion data generated by reprocessing the reflection survey data near
the Kettle Park West site are shown in figure 4.38. The closest of the reflection survey gathers
to the Kettle Park West MASW site is gather 2 (figure 3.34 A). The highest quality data are
between frequencies of 5.86-10.25 Hz (wavelengths of 18.9 and 37.1 m). At frequencies greater
than 10 Hz there are very few data points. Below 5.86 Hz the dispersion curve loses coherency.
Some data points plot along inversely dispersive lines of constant wavelength near the origin
unrelated to the true dispersion curve.
As with the other body wave gathers, only a single mode is identifiable. The dispersion
data for all offsets plot along this curve. This curve is interpreted to be the fundamental mode.
The Rayleigh-wave phase velocity increases from 197±4 m/s at 10.25 Hz (wavelength 18.9 m)to
227 m/s at 5.86 Hz (wavelength 38.85 m). The dispersion curve is normally dispersive.
Comparison
Of the sites, Kettle Park West had the highest potential for a good comparison as the MASW
array and identified gather (gather 2) have the same orientation and overlap (figure 3.29 B and
figure 3.34 A). The active MASW and reflection data do not overlap in frequency (figure 4.39).
The trends are compatible and appear to be showing the fundamental Rayleigh-wave mode. The
reflection data can be used to extend the resolution depth of the MASW survey.
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Section 4.2: Dispersion curve results
4.2.4 Bathgate Park
MASW results
The Rayleigh-wave dispersion data generated using the MASW technique at the Bathgate Park
site are shown in figure 4.40. High-quality data are between 6-42 Hz (wavelengths 2-47 m). At
frequencies below 6 Hz there is still a visible dispersion trend. However the data points are
spread across a large range of phase velocities. Because of this the quality is lower and these
points are not considered part of the high-quality data.
The dispersion data for all offsets show the same lowest-velocity trend. This is interpreted
to be the fundamental mode. For frequencies less than 23 Hz the Rayleigh-wave dispersion data
from all offsets plot along this curve. At frequencies greater than 23 Hz some data plot as higher
modes. The fundamental mode still has data from all offsets. Between 23 and 43 Hz there is
a clear higher mode. This higher mode has a much steeper gradient than the fundamental for
the same frequencies. At 23 Hz the phase velocity separation between the fundamental and first
higher modes is 90 m/s. At 40 Hz the phase velocity separation between the modes is 8 m/s.
The first higher mode is made up of mostly data from positive source offsets.
Between 6.3 and 14.75 Hz the phase velocity of the fundamental mode changes rapidly from
295 m/s at 6.3 Hz to 102 m/s at 11.25 Hz. Between 11.25 Hz (wavelength 9.1 m) and 14.75 Hz
(wavelength 6.0 m) the fundamental mode dispersion curve rapidly flattens. This inflexion
indicates that there is a significant change in Vs between 3-4.5 m depth. Between 14.75 and
42 Hz the phase velocity is very consistent, decreasing to a minimum of 83 m/s at 29.25 Hz. The
dispersion curve is normally dispersive aside from frequencies above 39 Hz, which are inversely
dispersive (though this is probably due to mode mixing). The increase in phase velocity between
39 and 42 Hz is 1.4 m/s, and, as such, is insignificant.
For frequencies above 35 Hz the data are spread over a wide range of phase velocities. At
phase velocities above 108 m/s data from different offset locations plot separately as short curves
(bandwidth less than 20 Hz). These are interpreted to be higher modes. Therefore there must
be significant energy partitioned into higher modes.
The Rayleigh-wave fundamental mode dispersion data from different offsets are consistent
enough to be analysed as a composite dispersion curve. The fundamental mode data used for
inversion is shown in figure 4.41.The fundamental mode dispersion curve is normally dispersive
for frequencies less than 39 Hz. There is no evidence in the dispersion data for significant s-wave
velocity reversal between layers. Rayleigh-wave phase velocity increases from 85±0.2 m/s at



























































































































































































































































































4.2.5 Comparison of dispersion curves
The three composite dispersion curves developed for Kettle Park have similar Rayleigh-wave
phase velocities. These are compared in figure 4.42. Kettle Park West is the fastest of the
three at all shared frequencies. The Rayleigh-wave fundamental mode phase velocity is up
to 30 m/s higher, with the difference increasing with decreasing frequency. The Kettle Park
Centre Rayleigh-wave phase velocities are higher than those recorded at Kettle Park East above
23 Hz. The separation increases with frequency. The separation reaches a maximum of 12 m/s.
Between 6.7-23 Hz Kettle Park East is faster by up to 15 m/s. Below 6.7 Hz the Rayleigh-
wave phase velocities for both sites are generally within one standard deviation of one another.
Between 20 and 28 Hz all three sites have Rayleigh-wave phase velocities within 10 m/s of one
another.
The Bathgate Park dispersion curve is very different from the Kettle Park dispersion curves
(black points in figure 4.42). Between 15-40 Hz the Rayleigh-wave phase velocity is ~85 m/s
with no significant trend. In contrast, for the same frequency span the Kettle Park dispersion
curves significantly decrease in Rayleigh-wave phase velocity. The Kettle Park Rayleigh-wave
phase velocities are greater than 100 m/s for all frequencies. For example, between 15-40 Hz the
Kettle Park Centre data decreases in Rayleigh-wave phase velocity from 151 m/s to 123 m/s.
The Bathgate Park Rayleigh-wave phase velocities are much lower and more consistent than
those at Kettle Park above 15 Hz. Between 6.5 and 15 Hz, the Bathgate Park dispersion
curve decreases Rayleigh-wave phase velocity from 287 m/s to 88 m/s. Such a rapid change
in Rayleigh-wave phase velocity is not seen in the Kettle Park Dispersion curve for frequencies
higher than 4 Hz. Because of this rapid change in Rayleigh-wave phase velocity between 6.5 and
8.5 Hz, the Bathgate Park Rayleigh-wave phase velocity is faster than those observed at Kettle
Park. This suggests that the soil profiles are very different.
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Figure 4.42: Composite Rayleigh-wave fundamental mode dispersion data from Kettle Park East (blue),
Kettle Park Centre (red), Kettle Park West (green) and Bathgate Park (black). Error bars indicate the
standard deviation.
4.3 Inversion results
This section presents the Vs profiles developed by inversion of the dispersion curves discussed in
section 4.2 for the four sites investigated.
4.3.1 Kettle Park East
For the Kettle Park East data, four sets of targets were trialled to investigate the influence of
using the ellipticity curve from HVSR and dispersion data extracted from the reflection survey
to constrain the inversion. For all targets layering ratios 1.2, 1.5, 2, 3, 3.5, and 4 were considered.
For the target without the ellipticity peak or reflection survey dispersion data constraining
the inversion the parameterisations with the lowest average minimum misfit across the three
seeds are layering ratios 2, 3, 3.5 respectively. Layering ratio 2 is associated with the overall
lowest misfit value. All misfit values are reported in table 4.2. The best profiles are presented
in figures 4.43,4.45, and 4.44. Visually the best 1000 theoretical dispersion curves associated
with layering ratios 2 and larger are a good fit to the experimental data, falling within one
standard deviation of the mean. This is confirmed by examining the misfits, as the largest
misfit for any profile in the best 1000 profiles for any layering ratio 2 or larger is less than
0.5. Profiles associated with layering ratio 1.2 have misfits greater than 1 within the best 1000
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profiles. This indicates a poor fit. For all profiles with a good fit, the first peak of the calculated
transfer function is at 1.8 Hz. This aligns with the higher frequency HVSR peak at 1.63 Hz.
The amplification suggested by the theoretical transfer function is significantly less than that
observed in the HVSR peak.
For each layering ratio, 3 seeds were tested to investigate the effect the seed value has on the
minimum misfit profile. Figures 4.56 demonstrate the variability between multiple seeds with
identical parameterisation. The lowest misfit Vs profiles vary considerably with the seed value.
When specific profiles are discussed, it is the lowest misfit profile from all three seeds for each
parameterisation that is described.
Parameterisations based on layering ratios 1.5, 2, 3, 3.5, and 4 produce very similar profiles
despite the number of layers ranging from eight to four. Profiles associated with layering ratios
2, 3, 3.5, and 4 have Vs ~112 m/s in the very near surface. This increases to 233-236 m/s (best
fit 234 m/s) by 6 m depth, in two steps. The profile associated with layering ratio 1.5 makes
the transition from Vs 107 m/s at the surface to Vs 228 m/s at 6.5 m depth in three steps. The
main feature in all profiles is a large change in Vs at 31-33 m depth. At this boundary, velocity
increases from 232-238 m/s (best fit 233 m/s) to 490-512 m/s (best fit 511 m/s). The profile
associated with layering ratio 2 makes the transition in two steps. The alignment of the first
peak in the calculated transfer function with the high-frequency HVSR peak suggests the HVSR
peak is related to a change in impedance at a similar depth to the large change in Vs seen in
these profiles. After this change, the Vs has little variation, with values between 512-518 m/s
at 80 m. The profiles are similar despite the different number of layers because some profiles
make minimal adjustments within a layer that contribute little to the overall profile. Compared
to profiles associated with layering ratios 3, 3.5, and 4, profiles associated with layering ratios
1.2 and 2 have relatively high variability between the Vs of the best 1000 profiles (as shown by
σ ln(Vs)) especially near changes in Vs. This reflects the uncertainty of the layer velocity and the
depth at which changes in Vs occur. The variability of profiles associated with layering ratios 3,
3.5, and 4 is low at all depths.
For the profile associated with layering ratio 1.5, the second change in Vs is bordering on the
upper depth limit of the parameterisation. Altered parameters with the potential depth of the
second layer shifted to 2 m to allow more freedom were trialled. The resulting profiles are very
similar to the profiles associated with the original parameterisations, with the second change in
Vs occurring at ~2 m. The new parameterisation has nine layers, one more than the original.
The new profiles have significantly greater Vs variability between the 1000 lowest misfit models.
This is more pronounced below 30 m. The minimum misfit was not improved despite the shift
up in the second Vs change. Altered parameterisations are denoted by a “*”.
The profiles associated with layering ratio 3.5 are over-constrained by the upper depth bound
of the fourth layer. To allow more freedom, altered parameters with the upper depth boundary
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of the fourth layer raised from 34.5 to 32 m were trialled. The resulting Vs profiles are very
similar to the profiles associated with the original parameterisation, with the fourth change in
velocity occurring at ~32 m. The relative size of the third and fourth change in Vs changed,
with the fourth change in velocity being relatively larger in the new profile. This improved the
average minimum misfit of three seeds from 0.38827-0.38560. The improved profile is shown in
figure 4.46.
The profile associated with layering ratio 1.2 has substantial Vs variability between the best
1000 profiles, with σ ln(Vs) larger than 0.33 for all depths. The significant transition at ~30 m
is still apparent, especially in the lowest misfit profile, but other features are smoothed by a
large number of changes in Vs. The profiles associated with layering ratio 1.2 have the highest
average minimum misfit of any parameterisation. The velocities below 30 m appear constrained
by the maximum velocity of the parametrisation. An altered parameterisation was trialled with
maximum velocities increased. There was a substantial improvement in fit, with the average
minimum misfit over three seeds increasing from 0.737 to 0.682.
For the inversion with the reflection survey dispersion data included as a target, the param-
eterisations with the lowest average minimum misfit across the three seeds are layering ratios
3, 3.5, and 3.5* respectively. Layering ratio 3 is associated with the overall lowest misfit value.
All misfit values are reported in table 4.3. The best profiles are presented in figures 4.47,4.48,
and 4.49. Visually the best 1000 theoretical dispersion curves associated with layering ratios 2
and larger are a good fit to the experimental data, falling within one standard deviation of the
mean. This is confirmed by examining the misfits, as the largest misfit for any profile in the best
1000 profiles for any layering ratio 2 or larger is less than 0.52. Profiles associated with layering
ratio 1.2 have misfits greater than 1 within the best 1000 profiles. This indicates a poor fit.
The parameterisations based on layering ratios 3, 3.5, 3.5*, and 4 generate Vs profiles that
share common features with the Vs profiles generated without reflection survey dispersion data
constraining the inversion. In the first 6 m the velocity increases from 112-114 m/s (best fit
113 m/s) to 233-236 m/s (best fit 235 m/s) in two steps for all profiles. Vs is fairly stable until
31-32 m (best fit 32 m) where Vs increases from 235-240 m/s (best fit 235 m/s) to 510-515 m/s
(best fit 510 m/s). This substantial increase in Vs is the main feature in the Vs profiles. The
use of reflection survey dispersion data to constrain the inversion has minimal effect. The main
difference is that the Vs between 2 and 6 m is increased by 3-8 m/s (profile dependant).
It is surprising that the inclusion of reflection survey dispersion data as a constraint on
inversion causes changes in the near surface and not at depths below ~6 m, as the minimum
wavelength recorded in the reflection survey dispersion data suggests a minimum resolvable
depth of 9 m (based on half wavelength criterion).
The profile associated with layering ratio 1.2 has a poor fit and high variability between the
Vs of the best 1000 profiles. The significant change in Vs is present at ~30 m.
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For the inversion with the ellipticity peak as a target, and without reflection survey dispersion
data, the parameterisations with the lowest average minimum misfit across the three seeds are
layering ratios 3.5, 3.5*, and 3 respectively. The layering ratio of 3.5 is associated with the
overall lowest misfit value. All misfit values are reported in table 4.4. The best profiles are
presented in figures 4.50,4.51, and 4.52. The visual fit of the best 1000 theoretical dispersion
curves associated with layering ratios 2 and larger to the experimental data is good above 3.8 Hz.
Below 3.8 Hz the theoretical dispersion curve plots significantly slower than the experimental
data for the same frequency. Some of the best 1000 profiles associated with layering ratios 1.2
and 1.5 fall outside one standard deviation of the experimental data above 3.8 Hz. This is
reflected by the misfit values larger than one for some profiles. Of the profiles with a good visual
fit, the worst misfits in the 1000 profile ensembles are less than 0.5. Based on the results of the
inversions without the ellipticity peak as a fitting target, it is likely that the peak corresponds
to the large change in Vs at ~30 m.
The lowest misfit profiles associated with layering ratios 3, 3.5, 3.5*, and 4 have significant
variation above 7 m, good agreement between 7 and 29 m, and significant variation below 28 m.
All profiles have two changes in Vs in the first 7 m, transitioning from Vs 103-123 m/s (best fit
123 m/s) to 230-243 m/s (best fit 243 m/s). There is significant variability in the depth of each
change in velocity between profiles. The first change in velocity happens between 1.3 and 2.3 m
(best fit 2.2 m) and the second happens between 4.3 and 6.7 m (best fit 6.7 m/s). Between 7
and 29 m there is no significant change in Vs. All profiles have a large change in Vs between
29 and 32 m depth (best fit 31 m). Below this change in Vs the profiles diverge. Between 29
and 54 m Vs ranges from 411-472 m/s (best fit 443 m/s). Below 54 m Vs ranges from 443 to
512 m/s(best fit 512 m/s). The divergence of the profiles is accompanied by an increase in the
variation of Vs between the best 1000 profiles associated with layering ratios 3 and 3.5. These
two parameterisations force a change in Vs below 30 m. The depth of this change in Vs and the
Vs below 30 m have greater variability than those above 30 m.
Profiles associated with layering ratios 1.2 and 1.5 show a large amount of variability between
the Vs of the best 1000 profiles at all depths. The significant change in Vs occurs at ~28 m, but
all other major features are obscured by the variability and a large number of Vs changes. The
profile associated with layering ratio 2 has five layers, and as such has more variability between
the best 1000 Vs profiles than profiles with fewer layers. However, the key features above 31 m
are still visible.
The addition of the ellipticity peak as a constraint on inversion decreases the Vs below 32 m
for all parameterisations. The average velocity below 32 m for profiles without the ellipticity
peak constraining inversion is 511 m/s, ~65 m/s higher than the average for profiles with the
ellipticity peak as a constraint on inversion. These lower velocities correspond to the poor fit
of the theoretical dispersion curves to the experimental dispersion data at frequencies below
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3.8 Hz. By including the ellipticity peak in the inversion fit, the ability to characterise layers
deeper than the related impedance contrast is lost. The near surface velocities are similar with
and without the ellipticity peak as a constraint on inversion. The profiles with the ellipticity peak
as a constraint on inversion have more variation of Vs and layer depth between parameterisations
than observed when the ellipticity peak was not included. The depth at which the largest change
in Vs occurs is between 29-33 m depth with and without the ellipticity peak included in the fit.
Including the ellipticity peak as a target for fitting the theoretical dispersion curve gives
better control on the depth of the largest change in Vs, but reduces the accuracy of velocity
information below ~30 m. The inclusion of reflection survey dispersion data as a target for
inversion has relatively little effect on the profiles generated. Therefore for the multi-seed trials
two targets will be tested, one with MASW, reflection survey, and passive dispersion data as the
targets for inversion, and another with the addition of the ellipticity peak. Above the ~30 m
impedance contrast the results of inversion with the ellipticity peak as a constraint will be used.
The best profile generated without the ellipticity peak will be used to determine the velocity
below the large impedance contrast.
In order to determine the best layering ratio to use when reflection survey dispersion data
and the ellipticity curve are included as fitting targets, inversions were run using layering ratios
1.2, 1.2*, 1.5, 1.5*, 2, 2*, 3, 3.5, 3.5*, and 4. The parameterisations with the lowest average
minimum misfit across the three seeds are layering ratios 3, 3.5*, and 4 respectively. The layering
ratio of 4 is associated with the overall lowest misfit value. All misfit values are reported in table
4.5. The best profiles are presented in figures 4.53,4.54, and 4.55. The visual fit of the best 1000
theoretical dispersion curves associated with layering ratios 2 and larger to the experimental data
is good above 3.8 Hz. Below 3.8 Hz the theoretical dispersion curve plots significantly slower
than the experimental data for the same frequency. Some of the best 1000 profiles associated
with layering ratios 1.2 and 1.5 fall outside one standard deviation of the experimental data
above 3.8 Hz. This is reflected by the misfit values larger than one for some profiles. Of the
profiles with a good visual fit, the worst misfits in the 1000 profile ensembles are less than 0.7.
The Vs profiles are very similar to those described above.
Layering ratios 3 and 4 were chosen for multiseed analysis with the ellipticity peak as a
constraint on inversion.
For layering ratio 3, 29 seeds were trialled. The variation caused by the seeds can be seen
in figure 4.56. The lowest misfit of any profile is 0.44515. The 1000 lowest misfit Vs profiles
associated with the seed that produced the overall lowest misfit profile, the theoretical dispersion
curve, and measured dispersion data are shown in figure 4.57. This profile is very similar to that
previously described associated with layering ratio 3.
For layering ratio 4, 27 seeds were trialled. The variation caused by the seeds can be seen
in figure 4.56. The lowest misfit of any profile is 0.44249. The 1000 lowest misfit Vs profiles
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associated with the seed that produced the overall lowest misfit profile, the theoretical dispersion
curve, and measured dispersion data are shown in figure 4.58. This profile is very similar to that
previously described associated with layering ratio 4.
Overall, the best profile is associated with layering ratio 4. This profile (shown in figure
4.58) is considered representative of the first ~32 m of soil at the Kettle Park East site.
Layering ratios 3 and 3.5* were chosen for multiseed analysis without the ellipticity peak as
a constraint on inversion.
For layering ratio 3, 27 seeds were trialled. The variation caused by the seeds can be seen in
figure 4.56. The lowest misfit of any profile is 0.488. The 1000 lowest misfit Vs profiles associated
with the seed that produced the overall lowest misfit profile, the theoretical dispersion curve, and
measured dispersion data are shown in figure 4.59. This profile is very similar to that previously
described associated with layering ratio 3.
For layering ratio 3.5*, 30 seeds were trialled. The variation caused by the seeds can be seen
in figure 4.56. The lowest misfit of any profile is 0.48844. The 1000 lowest misfit Vs profiles
associated with the seed that produced the overall lowest misfit profile, the theoretical dispersion
curve, and measured dispersion data are shown in figure 4.60. This profile is very similar to
that previously described associated with layering ratio 3.5*. The best fitting profile for layering
ratio 3.5* was encountered before the multiseed analysis. This profile is shown in figure 4.49.
Overall, the best profile is associated with layering ratio 3.5*. This profile (shown in figure
4.49 ) is considered representative of the Kettle Park Central site below ~32 m.
Geological interpretation
The Vs profile for the Kettle Park East site indicates soft sediments down to 31 m followed by
significantly harder sediments or soft rock below. The upper sediments are interpreted to be
dune deposits. The Vs between 118-240 m/s is consistent with dry and wet sands. The increase
in Vs at 5 m is potentially associated with the water table. The dunes at the Kettle Park
East Site are ~8 m above sea level. A water table 3 m above sea level is reasonable for the St
Kilda dunes. Fordyce (2014) measured hydraulic conductivity of up to 10 m/day in the dunes.
Therefore it is only possible for the water table to be this high in winter when there is adequate
recharge. The large increase in Vs at 31 m is interpreted as a contact with a very different
lithology. The Vs of 512 m/s is consistent with either well compacted estuarine sediments or
very soft rock. Profiles associated with layering ratio 1.5, which allows for two changes in Vs
below 28.5 m do not show a significant change in Vs below 35 m. As the passive array has good
resolution down to 60 m and fair resolution down to 80 m this implies a consistent lithology
down to 80 m depth.
Vs 30
The Vs 30 for the Kettle Park East site based on the best profile in figure 4.58 is 219 m/s.
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Table 4.2: KPE no ellipticity no reflection survey data minimum misfit
Layering ratio 1.2 1.2* 1.5 1.5* 2 3 3.5 3.5* 4
Seed 01 0.792946 0.7035 0.434436 0.576059 0.393983 0.383752 0.396933 0.38433 0.391576
Seed 02 0.679704 0.680314 0.436499 0.535232 0.352871 0.381499 0.382737 0.388789 0.391459
Seed 03 0.738508 0.662047 0.515931 0.554001 0.409095 0.396583 0.385153 0.383865 0.382932
Average 0.73705 0.68195 0.46229 0.55510 0.38532 0.38728 0.38827 0.38566 0.38866
Table 4.3: KPE no ellipticity with reflection survey data minimum misift
Layering ratio 1.2 1.2* 1.5 1.5* 2 2* 3 3.5 3.5* 4
Seed 01 0.716945 0.734989 0.579242 0.590139 0.498592 0.555754 0.489235 0.489994 0.489327 0.501398
Seed 02 0.733088 0.640907 0.525184 0.538714 0.493174 0.497617 0.494644 0.492304 0.487918 0.489314
Seed 03 0.669964 0.697081 0.544015 0.60139 0.50233 0.540817 0.494938 0.497762 0.507315 0.50007
Average 0.70667 0.69099 0.54948 0.57675 0.49803 0.53140 0.49294 0.49335 0.49485 0.49693
Table 4.4: KPE with ellipticity peak without reflection survey data minimum misfit
Layering ratio 1.2 1.2* 1.5 1.5* 2 2* 3 3.5 3.5* 4
Seed 01 0.69872 0.707686 0.53406 0.656857 0.519634 0.584932 0.495242 0.462705 0.456161 0.493887
Seed 02 0.706288 0.644128 0.517171 0.598787 0.564861 0.529091 0.460312 0.485122 0.485318 0.515907
Seed 03 0.688851 0.695115 0.456516 0.54874 0.582345 0.620624 0.44726 0.42012 0.461123 0.474451
Average 0.69795 0.68231 0.50258 0.60146 0.55561 0.57822 0.46760 0.45598 0.46753 0.49475
Table 4.5: KPE with ellipticity peak and reflection survey data minimum misfit
Layering Ratio 1.2 1.2* 1.5 1.5* 2 2* 3 3.5 3.5* 4
Seed 01 0.63537 0.606903 0.5031 0.570549 0.523282 0.562517 0.466203 0.602617 0.454315 0.482788
Seed 02 0.593258 0.55666 0.548452 0.602728 0.528933 0.61936 0.472193 0.51744 0.568652 0.569247
Seed 03 0.626666 0.596045 0.599823 0.568023 0.523143 0.500642 0.545505 0.522005 0.474665 0.44784
Average 0.61843 0.58654 0.55046 0.58043 0.52512 0.56084 0.49463 0.54735 0.49921 0.49996
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Figure 4.43: Inversion result for the Kettle Park East site. Targets: MASW and passive array dispersion
data. Layering ratio: 2. The 1000 lowest misfit Vs profiles are shown to a depth of 80 m. The profile with
the minimum misfit is shown in red. They grey boxes show the depth and Vs ranges permitted in each
layer by the parametrization. The range of misfit values associated with the profiles shown is stated on
the plot. The corresponding theoretical fundamental-mode Rayleigh-wave dispersion curves are plotted
below. The lowest misfit profile is shown in red and the experimental dispersion data is shown in blue.
Vs variability with depth is represented by standard deviation of the natural logarithm of Vs (σ ln(Vs)).
Below this the theoretical s-wave transfer functions for the 30 lowest misfit Vs profiles are plotted. The
lowest misfit profile is shown in red.
168
Section 4.3: Inversion results
Figure 4.44: Inversion result for the Kettle Park East site. Targets: MASW and passive dispersion data.
Layering ratio: 3.5. The 1000 lowest misfit Vs profiles are shown to a depth of 80 m. The profile with the
minimum misfit is shown in red. The range of misfit values associated with the profiles shown is stated on
the plot. The corresponding theoretical fundamental-mode Rayleigh-wave dispersion curves are plotted
below. The lowest misfit profile is shown in red and the experimental dispersion data is shown in blue.
Vs variability with depth is represented by standard deviation of the natural logarithm of Vs (σ ln(Vs)).
Below this the theoretical s-wave transfer functions for the 30 lowest misfit Vs profiles are plotted. The
lowest misfit profile is shown in red.
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Figure 4.45: Inversion result for the Kettle Park East site. Targets: MASW and passive array dispersion
data. Layering ratio: 3. The 1000 lowest misfit Vs profiles are shown to a depth of 80 m. The profile
with the minimum misfit is shown in red. The range of misfit values associated with the profiles shown
is stated on the plot. The corresponding theoretical fundamental-mode Rayleigh-wave dispersion curves
are plotted below. The lowest misfit profile is shown in red and the experimental dispersion data is shown
in blue. Vs variability with depth is represented by standard deviation of the natural logarithm of Vs
(σ ln(Vs)). Below this the theoretical s-wave transfer functions for the 30 lowest misfit Vs profiles are
plotted. The lowest misfit profile is shown in red.
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Figure 4.46: Inversion result for the Kettle Park East site. Targets: MASW and passive array dispersion
data. Layering ratio: 3.5*. The 1000 lowest misfit Vs profiles are shown to a depth of 80 m. The profile
with the minimum misfit is shown in red. The range of misfit values associated with the profiles shown
is stated on the plot. The corresponding theoretical fundamental-mode Rayleigh-wave dispersion curves
are plotted below. The lowest misfit profile is shown in red and the experimental dispersion data is shown
in blue. Vs variability with depth is represented by standard deviation of the natural logarithm of Vs
(σ ln(Vs)). Below this the theoretical s-wave transfer functions for the 30 lowest misfit Vs profiles are
plotted. The lowest misfit profile is shown in red.
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Figure 4.47: Inversion result for the Kettle Park East site. Targets: MASW, reflection survey, and
passive array dispersion data. Layering ratio: 3. The 1000 lowest misfit Vs profiles are shown to a depth
of 80 m. The profile with the minimum misfit is shown in red. The range of misfit values associated
with the profiles shown is stated on the plot. The corresponding theoretical fundamental-mode Rayleigh-
wave dispersion curves are plotted below. The lowest misfit profile is shown in red and the experimental
dispersion data is shown in blue. Vs variability with depth is represented by standard deviation of the
natural logarithm of Vs (σ ln(Vs)). Below this the theoretical s-wave transfer functions for the 30 lowest
misfit Vs profiles are plotted. The lowest misfit profile is shown in red.
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Figure 4.48: Inversion result for the Kettle Park East site. Targets: MASW, reflection survey, and passive
array dispersion data. Layering ratio: 3.5. The 1000 lowest misfit Vs profiles are shown to a depth of
80 m. The profile with the minimum misfit is shown in red. The range of misfit values associated with
the profiles shown is stated on the plot. The corresponding theoretical fundamental-mode Rayleigh-wave
dispersion curves are plotted below. The lowest misfit profile is shown in red and the experimental
dispersion data is shown in blue. Vs variability with depth is represented by standard deviation of the
natural logarithm of Vs (σ ln(Vs)). Below this the theoretical s-wave transfer functions for the 30 lowest
misfit Vs profiles are plotted. The lowest misfit profile is shown in red.
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Figure 4.49: Inversion result for the Kettle Park East site. Targets: MASW, reflection survey, and passive
array dispersion data. Layering ratio: 3.5*. The 1000 lowest misfit Vs profiles are shown to a depth of
80 m. The profile with the minimum misfit is shown in red. The range of misfit values associated with
the profiles shown is stated on the plot. The corresponding theoretical fundamental-mode Rayleigh-wave
dispersion curves are plotted below. The lowest misfit profile is shown in red and the experimental
dispersion data is shown in blue. Vs variability with depth is represented by standard deviation of the
natural logarithm of Vs (σ ln(Vs)).Below this the theoretical s-wave transfer functions for the 30 lowest
misfit Vs profiles are plotted. The lowest misfit profile is shown in red.
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Figure 4.50: Inversion result for the Kettle Park East site. Targets: MASW and passive array dispersion
data with the ellipticity peak of 1.63 Hz. Layering ratio: 3.5. The 1000 lowest misfit Vs profiles are shown
to a depth of 80 m. The profile with the minimum misfit is shown in red. The range of misfit values
associated with the profiles shown is stated on the plot. The corresponding theoretical fundamental-
mode Rayleigh-wave dispersion curves are plotted below. The lowest misfit profile is shown in red and
the experimental dispersion data is shown in blue. Vs variability with depth is represented by standard
deviation of the natural logarithm of Vs (σ ln(Vs)).
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Figure 4.51: Inversion result for the Kettle Park East site. Targets: MASW and passive array dispersion
data with the ellipticity peak of 1.63 Hz. Layering ratio: 3.5*. The 1000 lowest misfit Vs profiles are shown
to a depth of 80 m. The profile with the minimum misfit is shown in red. The range of misfit values
associated with the profiles shown is stated on the plot. The corresponding theoretical fundamental-
mode Rayleigh-wave dispersion curves are plotted below. The lowest misfit profile is shown in red and
the experimental dispersion data is shown in blue. Vs variability with depth is represented by standard
deviation of the natural logarithm of Vs (σ ln(Vs)).
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Figure 4.52: Inversion result for the Kettle Park East site. Targets: MASW and passive array dispersion
data with the ellipticity peak of 1.63 Hz. Layering ratio: 3. The 1000 lowest misfit Vs profiles are shown
to a depth of 80 m. The profile with the minimum misfit is shown in red. The range of misfit values
associated with the profiles shown is stated on the plot. The corresponding theoretical fundamental-
mode Rayleigh-wave dispersion curves are plotted below. The lowest misfit profile is shown in red and
the experimental dispersion data is shown in blue. Vs variability with depth is represented by standard
deviation of the natural logarithm of Vs (σ ln(Vs)).
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Figure 4.53: Inversion result for the Kettle Park East site. Targets: MASW, passive array, and reflection
survey dispersion data with the ellipticity peak of 1.63 Hz. Layering ratio: 3. The 1000 lowest misfit Vs
profiles are shown to a depth of 80 m. The profile with the minimum misfit is shown in red. The range
of misfit values associated with the profiles shown is stated on the plot. The corresponding theoretical
fundamental-mode Rayleigh-wave dispersion curves are plotted below. The lowest misfit profile is shown
in red and the experimental dispersion data is shown in blue. Vs variability with depth is represented by
standard deviation of the natural logarithm of Vs (σ ln(Vs)).
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Figure 4.54: Inversion result for the Kettle Park East site. Targets: MASW, passive array, and reflection
survey dispersion data with the ellipticity peak of 1.63 Hz. Layering ratio: 3.5*. The 1000 lowest misfit
Vs profiles are shown to a depth of 80 m. The profile with the minimum misfit is shown in red. The range
of misfit values associated with the profiles shown is stated on the plot. The corresponding theoretical
fundamental-mode Rayleigh-wave dispersion curves are plotted below. The lowest misfit profile is shown
in red and the experimental dispersion data is shown in blue. Vs variability with depth is represented by
standard deviation of the natural logarithm of Vs (σ ln(Vs)).
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Figure 4.55: Inversion result for the Kettle Park East site. Targets: MASW, passive array, and reflection
survey dispersion data with the ellipticity peak of 1.63 Hz. Layering ratio: 4. The 1000 lowest misfit Vs
profiles are shown to a depth of 80 m. The profile with the minimum misfit is shown in red. The range
of misfit values associated with the profiles shown is stated on the plot. The corresponding theoretical
fundamental-mode Rayleigh-wave dispersion curves are plotted below. The lowest misfit profile is shown
in red and the experimental dispersion data is shown in blue. Vs variability with depth is represented by
standard deviation of the natural logarithm of Vs (σ ln(Vs)).
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Figure 4.56: Multi seed inversion result for the Kettle Park East site. The lowest misfit Vs profile from
each seed is shown to a depth of 80 m. The profile with the minimum misfit is shown in red. The number
of seeds trialed and the range of misfit values associated with the profiles shown is stated on the plot.
The titles indicate the layering ratio. If the title contains HV then the ellipticity peak at 1.63 Hz was
included in the fit.
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Figure 4.57: Inversion result for the Kettle Park East site. Layering Ratio: 3. Targets: MASW, passive
array, and reflection survey dispersion data with the ellipticity peak of 1.63 Hz. The 1000 lowest misfit
Vs profiles are shown to a depth of 80 m. The profile with the minimum misfit is shown in red. The range
of misfit values associated with the profiles shown is stated on the plot. The corresponding theoretical
fundamental-mode Rayleigh-wave dispersion curves are plotted below. The lowest misfit profile is shown
in red and the experimental dispersion data is shown in blue. Vs variability with depth is represented by
standard deviation of the natural logarithm of Vs (σ ln(Vs)).
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Figure 4.58: Inversion result for the Kettle Park East site. Layering Ratio: 4. Targets: MASW, passive
array, and reflection survey dispersion data with the ellipticity peak of 1.63 Hz. The 1000 lowest misfit
Vs profiles are shown to a depth of 80 m. The profile with the minimum misfit is shown in red. The range
of misfit values associated with the profiles shown is stated on the plot. The corresponding theoretical
fundamental-mode Rayleigh-wave dispersion curves are plotted below. The lowest misfit profile is shown
in red and the experimental dispersion data is shown in blue. Vs variability with depth is represented by
standard deviation of the natural logarithm of Vs (σ ln(Vs)).
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Figure 4.59: Inversion result for the Kettle Park East site. Layering ratio: 3. Targets: MASW, reflection
survey, and passive array dispersion data. The 1000 lowest misfit Vs profiles are shown to a depth of
80 m. The profile with the minimum misfit is shown in red. The range of misfit values associated with
the profiles shown is stated on the plot. The corresponding theoretical fundamental-mode Rayleigh-wave
dispersion curves are plotted below. The lowest misfit profile is shown in red and the experimental
dispersion data is shown in blue. Vs variability with depth is represented by standard deviation of the
natural logarithm of Vs (σ ln(Vs)). Below this the theoretical s-wave transfer functions for the 30 lowest
misfit Vs profiles are plotted. The lowest misfit profile is shown in red.
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Figure 4.60: Inversion result for the Kettle Park East site. Layering ratio: 3.5*. Targets: MASW,
reflection survey, and passive array dispersion data. The 1000 lowest misfit Vs profiles are shown to a
depth of 80 m. The profile with the minimum misfit is shown in red. The range of misfit values associated
with the profiles shown is stated on the plot. The corresponding theoretical fundamental-mode Rayleigh-
wave dispersion curves are plotted below. The lowest misfit profile is shown in red and the experimental
dispersion data is shown in blue. Vs variability with depth is represented by standard deviation of the
natural logarithm of Vs (σ ln(Vs)). Below this the theoretical s-wave transfer functions for the 30 lowest
misfit Vs profiles are plotted. The lowest misfit profile is shown in red.
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4.3.2 Kettle Park Centre
The Rayleigh-wave dispersion data above 40 Hz at the Kettle Park Central site suggest a possible
velocity reversal in the near surface (see section 4.2.2 for further discussion). In order to test
if a reversal may be present inversions were performed allowing Vs, Vp, and density reversals
between the first two layers of the parameterisation for layering ratios 1.5, 2, and 3. No reversals
were present in the 1000 lowest misfit profiles associated with layering ratios 2 and 3. The 1000
lowest misfit profiles associated with layering ratio 1.5 have a minor velocity reversal of ~10 m/s
between 2.7 and 3.0 m. This is not sufficient evidence for velocity reversal. Therefore only
dispersion data below 40 Hz is considered in further analysis.
The layering ratios of 1.2, 1.5, 2, 3.5, 4, and 6 were considered for inversion of the Kettle
Park Centre site MASW dispersion data less than 40 Hz. The parameterisations with the
lowest average minimum misfit across the three seeds are layering ratios 3, 4, and 2 respectively.
Layering ratio 3 is associated with the overall lowest misfit value. All misfit values are reported
in table 4.6. The best Vs profiles from these layering ratios are shown in figures 4.61,4.62, and
4.63. Visually the best 1000 theoretical dispersion curves associated with all layering ratios are
a good fit to the experimental data, falling within one standard deviation of the mean. This is
confirmed by examining the misfits, as the largest misfit for any profile in the best 1000 profiles
for any layering ratio tested is less than 0.6.
Layering ratios 2, 3, 3.5, and 4 all have four layers and produce similar Vs profiles. The
profiles diverge with depth but remain within 7 m/s of each other at all depths. All changes in
velocity occur within 0.5 m depth of one another. There are three major changes in Vs. The first
happens at 1.99-2.09 m (best fit 2.09 m) with Vs increasing from 124-126 m/s (best fit 126 m/s)
to 154-157 m/s (best fit 154 m/s). The second happens at 5.0-5.3 m (best fit 5.2 m) with Vs
increasing from 154-157 m/s to 186-189 m/s (best fit 189 m/s). The third and final major change
happens between 13.9 and 14.5 m depth (best fit 14.2 m) with Vs increasing from 186-189 m/s
to 283-290 m/s (best fit 286 m/s). The third change in Vs is the largest. The shallow depth of
the final change and the relatively low final Vs suggest that the profile does not encounter local
basement in the 22 m resolved. The best 1000 profiles associated with each of the layering ratios
discussed have low Vs variability, as shown by the small value for σ ln(Vs). The variation in the
depth at which Vs changes occur is also low, as seen by the absence of σ ln(Vs) highs near the
depths of the changes. The relatively low variability suggests the parametrisation is adequately
constrained.
The profiles associated with layering ratio 6 have the largest misfit of any parametrisation
trialled. The three layers likely do not allow enough freedom for the model to adequately
represent the variation of Vs with depth. Profiles associated with layering ratio 1.2 also have
a relatively large misfit. This parameterisation has the highest variability of all layering ratios
trialled. It is likely that the seven layers under-constrain the profile, with many small changes
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obscuring the sharp changes in the subsurface.
Profiles associated with layering ratio 1.5 have the fourth lowest average minimum misfit of
any parameterisation trialled, and relatively high Vs variability (as shown by the high σ ln(Vs)),
especially below ~12 m. The parameterisation has five layers, with the most significant change
in Vs from 182 to 264 m/s at ~12.8 m. In all seeds the third and largest Vs change occurs very
close to the 12.8 m depth lower boundary of potential depths. Therefore the 12.8 m boundary
was shifted to 14 m to allow the change in Vs to occur at greater depth. The resulting profile is
similar in the near surface, with the third change in Vs occurring at 13.4 m depth. The average
minimum misfit of three seeds for the altered parameters is larger than that of the original
parameters, despite the over constraint.
Layering ratios 3 and 4 were chosen for multiseed analysis based on misfits of the three seeds
trialled and σ ln(Vs) for each set of profiles. The variability between seeds can be seen in figure
4.64
For layering ratio 3, 19 seeds were trialled. The lowest minimum misfit was 0.49831. The
best 1000 profiles associated with this seed/trial are shown in figure 4.65. This profile is very
similar to that previously described associated with layering ratio 3. The most significant change
in Vs occurs at 14.08 m depth with Vs increasing from 188 m/s to 285 m/s.
For layering ratio 4, 19 seeds were trialled. The lowest minimum misfit of any run was
0.49844. The best 1000 profiles associated with this seed/trial are shown in figure 4.66. This
profile is very similar to that previously described associated with layering ratio 4. The most
significant change in Vs occurs at 14.08 m depth with Vs increasing from 191 m/s to 284 m/s.
Overall, the best profile is associated with layering ratio 3. This profile (shown in figure
4.65) is considered representative of the Kettle Park Central site.
Geological interpretation
The Vs profile for the Kettle Park Center site indicates soft sediments for the entire resolved
depth. The sediments are interpreted to be dune deposits. The Vs between 126-285 m/s is
consistent with dry and wet sands. The change in Vs at 5 m is potentially associated with the
water table. The dunes at this point are ~6 m above sea level. A water table at ~1 m above sea
level is reasonable for the St Kilda dunes. The other changes in Vs within the dune deposit are
attributed to increasing compaction with depth.
Vs 30
The Vs 30 for the Kettle Park Centre site based on the best profile in figure 4.65 is 215 m/s.
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Figure 4.61: inversion result for the Kettle Park Centre site. Layering Ratio: 3. Targets: MASW. The
1000 lowest misfit Vs profiles are shown to a depth of 25 m. The profile with the minimum misfit is
shown in red. The range of misfit values associated with the profiles shown is stated on the plot. The
corresponding theoretical fundamental-mode Rayleigh-wave dispersion curves are plotted below. The
lowest misfit profile is shown in red and the experimental dispersion data is shown in blue. Vs variability
with depth is represented by standard deviation of the natural logarithm of Vs (σ ln(Vs)).
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Figure 4.62: inversion result for the Kettle Park Centre site. Layering Ratio: 4. Targets: MASW. The
1000 lowest misfit Vs profiles are shown to a depth of 25 m. The profile with the minimum misfit is
shown in red. The range of misfit values associated with the profiles shown is stated on the plot. The
corresponding theoretical fundamental-mode Rayleigh-wave dispersion curves are plotted below. The
lowest misfit profile is shown in red and the experimental dispersion data is shown in blue. Vs variability
with depth is represented by standard deviation of the natural logarithm of Vs (σ ln(Vs)).
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Figure 4.63: inversion result for the Kettle Park Centre site. Layering Ratio: 2. Targets: MASW. The
1000 lowest misfit Vs profiles are shown to a depth of 25 m. The profile with the minimum misfit is
shown in red. The range of misfit values associated with the profiles shown is stated on the plot. The
corresponding theoretical fundamental-mode Rayleigh-wave dispersion curves are plotted below. The
lowest misfit profile is shown in red and the experimental dispersion data is shown in blue. Vs variability
with depth is represented by standard deviation of the natural logarithm of Vs (σ ln(Vs)).
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Figure 4.64: Multi seed inversion result for the Kettle Park Centre site. The lowest misfit Vs profile from
each seed is shown to a depth of 25 m. The profile with the lowest misfit is shown in red. The number
of seeds trialed and the range of misfit values associated with the profiles shown is stated on the plot.
Table 4.6: KPC less than 40 Hz minimum misfits
Layering Ratio 1.2 1.5 1.5* 2 3 3.5 4 6
Seed 01 0.50492 0.50746 0.49878 0.49837 0.49834 0.49867 0.49937 0.60533
Seed 02 0.51683 0.50137 0.51046 0.49911 0.49887 0.49954 0.49837 0.58258
Seed 03 0.50924 0.50470 0.50801 0.50180 0.49889 0.52401 0.50113 0.60215
Average 0.51033 0.50451 0.50575 0.49976 0.49870 0.50741 0.49962 0.59669
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Figure 4.65: Best Vs profile for layering Ratio 3 at the Kettle Park Centre site. The 1000 lowest misfit Vs
profiles are shown to a depth of 25 m. The profile with the minimum misfit is shown in red. The range
of misfit values associated with the profiles shown is stated on the plot. The corresponding theoretical
fundamental-mode Rayleigh-wave dispersion curves are plotted below. The lowest misfit profile is shown
in red and the experimental dispersion data is shown in blue. Vs variability with depth is represented by
standard deviation of the natural logarithm of Vs (σ ln(Vs)).
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Figure 4.66: Best Vs profile for layering Ratio 4 at the Kettle Park Centre site. The 1000 lowest misfit Vs
profiles are shown to a depth of 25 m. The profile with the minimum misfit is shown in red. The range
of misfit values associated with the profiles shown is stated on the plot. The corresponding theoretical
fundamental-mode Rayleigh-wave dispersion curves are plotted below. The lowest misfit profile is shown
in red and the experimental dispersion data is shown in blue. Vs variability with depth is represented by
standard deviation of the natural logarithm of Vs (σ ln(Vs)).
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4.3.3 Kettle Park West
The layering ratios 1.2, 1.5, 2, 3, 3.5, 4, and 5.5 were considered for inversion with the Kettle
Park West site MASW and reflection survey dispersion data. For the Kettle Park West site two
different targets were considered; MASW and reflection survey dispersion data for frequencies
lower than 52 Hz and MASW and reflection survey dispersion data for frequencies lower than
30 Hz. The first target includes the dispersion data between 30 and 52 Hz. Between these
frequencies fundamental mode curve data from different offsets plot at different phase velocities
(see section 4.2.3 for further discussion).
For data below 52 Hz, the parameterisations with the lowest average minimum misfit across
the three seeds are layering ratios 1.5 (figure 4.67), 1.2 (figure 4.68), and 3 (figure 4.69) respec-
tively. The layering ratio of 1.5 is associated with the overall lowest misfit value. All misfit values
are reported in table 4.7. Visually the best 1000 theoretical dispersion curves associated with
all layering ratios are a good fit to the experimental data, falling within one standard deviation
of the mean. This is confirmed by examining the misfits, as the largest misfit for any profile in
the best 1000 profiles for any layering ratio tested is less than 0.35.
The parameterisation associated with layering ratio of 1.5 has five layers. The best of the
three seeds trialled is shown in figure 4.67. In the first 7 m the Vs increases from 117 m/s
to 232 m/s in 3 steps. The most significant change in velocity occurs at 19.9 m between the
fourth and fifth layers. Vs increases from 232 to 357 m/s. This change in velocity is bordering
on the layer boundary at 20 m. However this parameter cannot be extended, as the resolution
depth is determined by the maximum reliable wavelength recorded in the dispersion data. The
variance in Vs between the best 1000 profiles (σ ln(Vs)) is high relative to larger layering ratios.
The peaks in σ ln(Vs) near layer boundaries reflect the uncertainty in the depth at which the
change occurs. The variability increases significantly below 20 m. This is expected, as it is the
resolution limit. The second change in velocity occurs very near the 3 m upper bound on the
potential layer depth. Therefore an adjusted parameterisation that moves the boundary from
3 m to 2 m depth was tested. This increased the number of layers from five to six. In the
adjusted parameterisation, the second change in Vs occurred at 3.2 m. The minimum misfit for
the altered parameterisation is larger than the minimum misfit of the original. The variability
of Vs (as shown by σ ln(Vs)) also increased. This is probably due to the increased number of
layers. The resulting profiles are similar in all respects.
The parameterisations associated with layering ratios 2, 3, 3.5, and 4 have four layers. The
layering in the first 3.5 m is very similar between profiles. The Vs of the first layer ranges
from 113-122 m/s (best fit 113 m/s) and the layer is 0.7-1 m thick. The second layer has Vs
137-142 m/s (best fit 142 m/s) and bottom depth between 3.1 and 3.6 m. In the third layer Vs
diverge significantly taking values 202-222 m/s (best fit 222 m/s). The bottom of the layer is at
a similar depth for all profiles, between 11.5-12 m. The Vs are more similar in the lowest layer
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taking values between 268-273 m/s (best fit 272 m/s).
Profiles associated with layering ratio 5.5 have the highest average minimum misfit and low
variance. The range of velocities is similar to the four-layer models, but the layer bottom depths
are different. The three layers available are insufficient to accurately model the changes in the
subsurface leading to the large misfit.
For data below 30 Hz, the parameterisations with the lowest average minimum misfit across
the three seeds are layering ratios 2 (figure 4.70), 3 (figure 4.71), and 1.5 (figure 4.72) respectively.
Layering ratio 3 is associated with the overall lowest misfit value. All misfit values are reported
in table 4.8. Visually the best 1000 theoretical dispersion curves associated with all layering
ratios are a good fit to the experimental data, falling within one standard deviation of the mean.
This is confirmed by examining the misfits, as the largest misfit for any profile in the best 1000
profiles for any layering ratio tested is less than 0.25.
The profiles associated with layering ratios 1.5, 2, 3, and 4 are similar. All have the first
change in Vs occurring very close to the lower depth boundary of 3 m. The velocity increases
from 130-132 m/s (best fit 131 m/s) to 190-195 m/s (best fit 193 m/s). The second change in
velocity happens at a depth between 7.3 and 7.7 m, increasing to 232-236 m/s (best fit 236 m/s).
The final change in velocity occurs at depths between 19.4 and 20 m, very close to the lower
depth boundary. The velocity of the final layer varies significantly between the profiles, taking
values 328-344 m/s (best fit 336 m/s). All profiles show a significant increase in the variance
of Vs between the best 1000 profiles below 20 m as seen in the increased σ ln(Vs). This is
probably due to exceeding the resolution depth. The final change in Vs is the largest. The best
fit profile associated with layering ratio 1.5 has a lower Vs in the upper three layers than the
other profiles mentioned. The best 1000 profiles associated with layering ratio 1.5 have higher
Vs variability (as shown by σ ln(Vs)) than seen for other layering ratios, especially near layer
boundaries. Although the profiles associated with layering ratio 1.5 technically have five layers,
one change in the best fit profile increases by ~7 m/s. This minor change is not considered
a layer proper and is an artefact forced by the parameterisation. This is further evidence in
support of a four-layer soil profile.
The first change in Vs occurs close to the lower depth boundary of the first layer in the
profiles mentioned above. Altered parameters with the lower depth bound on the first layer
adjusted to 3.5 m allow more freedom were trialled. The potential depths and thicknesses of the
other layers were not adjusted. The resulting profiles are very similar to the profiles associated
with the original parameterisations, with the first change in Vs occurring at ~3 m.
The profiles associated with layering ratio 1.2 have comparatively large Vs variability (as
shown by σ ln(Vs)) at all depths, with peaks near significant changes in Vs indicating variability
in the depth of the change also. However, the average minimum misfit is lower than that of
profiles associated with layering ratios 3.5, 4 and 5.5.
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Profiles associated with layering ratio 5.5 have the highest average minimum misfit across
three seeds. The two major changes in Vs occur at 3 and 11 m. The near-surface Vs is 135 m/s,
the second layer Vs is 215 m/s and the final Vs is 272 m/s. The first change in Vs occurs at a
similar depth to that in the four-layer profiles. The Vs of the second layer is comparable to the
Vs of the second and third layer in the four-layer models. The final change in velocity happens
at a shallower depth and the final velocity is significantly lower than the four-layer profiles.
Figure 4.73 shows the minimum misfit profiles from the three seeds associated with layering
ratios 1.5 and 3 for each of the frequency ranges described above. Profiles associated with
layering ratio 1.5 are very similar below 0.8 m, with the only difference being the data including
higher frequencies giving a lower near-surface velocity. There is more difference visible in the
profiles associated with layering ratio 3. Profiles based on data with a reduced frequency range
have changes in Vs at greater depths than the profiles based on higher frequency data at the
same depth. Overall the velocities are similar, within 35 m/s of one another. Misfits cannot be
compared as the targets are different.
For the final profiles, only the data below 30 hz will be used. The reduced resolution in the
near surface is worth the increased reliability of the outcome. Of the layering ratios considered,
layering ratio 2* and layering ratio 3 were selected for the multiseed trial. The altered version
of layering ratio 2 was chosen over the original despite the higher misfit because the first change
in velocity is so clearly over-constrained by the lower depth boundary of the first layer. Figure
4.74 shows the variability between seeds.
For layering ratio 2*, 21 seeds were trialled. The lowest minimum misfit for any seed is
0.1843. The best profile is shown in figure 4.75. The profile is very similar to that described for
profiles associated with layering ratio 2. For layering ratio 3, 20 seeds were trialled. The lowest
misfit profile generated has a misfit of 0.18482, and is very similar to the profiles associated
with layering ratio 3 already described (figure 4.76). Overall, the best profile is associated with
layering ratio 2*. This profile (shown in figure 4.75 ) is considered representative of the Kettle
Park West site.
Geological interpretation
The Vs profile for the Kettle Park West site indicates soft sediments for the entire resolved
depth. The sediments are interpreted to be dune deposits. The Vs between 130-333 m/s is
consistent with dry and wet sands. The change in Vs at 3 m is potentially associated with the
water table. The dunes at this point are ~4.5 m above sea level. A water table at ~1.5 m above
sea level is reasonable for the St Kilda dunes. The other changes in Vs within the dune deposit
are attributed to increasing compaction with depth.
Vs 30
The Vs 30 for the Kettle Park West site based on the best profile in figure 4.75 is 231 m/s.
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Figure 4.67: Inversion result for the Kettle Park West site. Layering Ratio: 1.5. Targets: MASW and
reflection survey dispersion data. The 1000 lowest misfit Vs profiles are shown to a depth of 25 m. The
profile with the minimum misfit is shown in red. The range of misfit values associated with the profiles
shown is stated on the plot. The corresponding theoretical fundamental-mode Rayleigh-wave dispersion
curves are plotted below. The lowest misfit profile is shown in red and the experimental dispersion data
is shown in blue. Vs variability with depth is represented by standard deviation of the natural logarithm
of Vs (σ ln(Vs)).
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Figure 4.68: Inversion result for the Kettle Park West site. Layering Ratio: 1.2. Targets: MASW and
reflection survey dispersion data. The 1000 lowest misfit Vs profiles are shown to a depth of 25 m. The
profile with the minimum misfit is shown in red. The range of misfit values associated with the profiles
shown is stated on the plot. The corresponding theoretical fundamental-mode Rayleigh-wave dispersion
curves are plotted below. The lowest misfit profile is shown in red and the experimental dispersion data
is shown in blue. Vs variability with depth is represented by standard deviation of the natural logarithm
of Vs (σ ln(Vs)).
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Figure 4.69: Inversion result for the Kettle Park West site. Layering Ratio: 3. Targets: MASW and
reflection survey dispersion data. The 1000 lowest misfit Vs profiles are shown to a depth of 25 m. The
profile with the minimum misfit is shown in red. The range of misfit values associated with the profiles
shown is stated on the plot. The corresponding theoretical fundamental-mode Rayleigh-wave dispersion
curves are plotted below. The lowest misfit profile is shown in red and the experimental dispersion data
is shown in blue. Vs variability with depth is represented by standard deviation of the natural logarithm
of Vs (σ ln(Vs)).
199
Chapter 4: Results
Figure 4.70: Inversion result for the Kettle Park West site. Layering Ratio: 2. Targets: MASW and
reflection survey dispersion data less than 30 Hz. The 1000 lowest misfit Vs profiles are shown to a depth
of 25 m. The profile with the minimum misfit is shown in red. The range of misfit values associated
with the profiles shown is stated on the plot. The corresponding theoretical fundamental-mode Rayleigh-
wave dispersion curves are plotted below. The lowest misfit profile is shown in red and the experimental
dispersion data is shown in blue. Vs variability with depth is represented by standard deviation of the
natural logarithm of Vs (σ ln(Vs)).
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Figure 4.71: Inversion result for the Kettle Park West site. Layering Ratio: 3. Targets: MASW and
reflection survey dispersion data less than 30 Hz. The 1000 lowest misfit Vs profiles are shown to a depth
of 25 m. The profile with the minimum misfit is shown in red. The range of misfit values associated
with the profiles shown is stated on the plot. The corresponding theoretical fundamental-mode Rayleigh-
wave dispersion curves are plotted below. The lowest misfit profile is shown in red and the experimental
dispersion data is shown in blue. Vs variability with depth is represented by standard deviation of the
natural logarithm of Vs (σ ln(Vs)).
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Figure 4.72: Inversion result for the Kettle Park West site. Layering Ratio: 1.5. Targets: MASW and
reflection survey dispersion data less than 30 Hz. The 1000 lowest misfit Vs profiles are shown to a depth
of 25 m. The profile with the minimum misfit is shown in red. The range of misfit values associated
with the profiles shown is stated on the plot. The corresponding theoretical fundamental-mode Rayleigh-
wave dispersion curves are plotted below. The lowest misfit profile is shown in red and the experimental
dispersion data is shown in blue. Vs variability with depth is represented by standard deviation of the
natural logarithm of Vs (σ ln(Vs)).
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Figure 4.73: Comparison of inversions with and without dispersion data above 30 Hz. The lowest misfit
profiles for the three seeds tested for layering ratios 1.5 and 3 both with (blue dashed line) and without
(red line) the data above 30 Hz.
Figure 4.74: Multi seed inversion result for the Kettle Park West site. The lowest misfit Vs profile from
each seed is shown to a depth of 25 m. The profile with the lowest misfit is shown in red. The number
of seeds trialled and the range of misfit values associated with the profiles shown is stated on the plot.
Table 4.7: KPW minimum misfits
Layering Ratio 1.2 1.5 1.5* 2 3 3.5 4 5.5
Seed 01 0.229736 0.217133 0.228447 0.245786 0.264934 0.24641 0.264885 0.344806
Seed 02 0.22262 0.214591 0.210459 0.265297 0.242997 0.244086 0.253429 0.344665
Seed 03 0.220752 0.224106 0.217697 0.254915 0.232703 0.250569 0.242187 0.336273
Average 0.22437 0.21861 0.21887 0.25533 0.24688 0.24702 0.25350 0.34191
203
Chapter 4: Results
Figure 4.75: Best layering ratio 2* inversion result for the Kettle Park West site. Targets: MASW and
reflection survey dispersion data less than 30 Hz. The 1000 lowest misfit Vs profiles are shown to a depth
of 25 m. The profile with the minimum misfit is shown in red. The range of misfit values associated
with the profiles shown is stated on the plot. The corresponding theoretical fundamental-mode Rayleigh-
wave dispersion curves are plotted below. The lowest misfit profile is shown in red and the experimental
dispersion data is shown in blue. Vs variability with depth is represented by standard deviation of the
natural logarithm of Vs (σ ln(Vs)).
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Figure 4.76: Best layering ratio 3 inversion result for the Kettle Park West site. Targets: MASW and
reflection survey dispersion data less than 30 Hz. The 1000 lowest misfit Vs profiles are shown to a depth
of 25 m. The profile with the minimum misfit is shown in red. The range of misfit values associated
with the profiles shown is stated on the plot. The corresponding theoretical fundamental-mode Rayleigh-
wave dispersion curves are plotted below. The lowest misfit profile is shown in red and the experimental
dispersion data is shown in blue. Vs variability with depth is represented by standard deviation of the
natural logarithm of Vs (σ ln(Vs)).
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Table 4.8: KPW less than 30 Hz minimum misift
Layering Ratio 1.2 1.5 1.5* 2 2* 3 3* 3.5 4 5.5
Seed 01 0.196536 0.185026 0.186524 0.185901 0.225921 0.187227 0.185015 0.222168 0.194209 0.224601
Seed 02 0.193034 0.189208 0.187311 0.186939 0.212867 0.184912 0.195838 0.18527 0.201376 0.23181
Seed 03 0.190093 0.188556 0.189766 0.185691 0.185486 0.189355 0.218852 0.185108 0.185365 0.22375
Average 0.19322 0.18760 0.18787 0.18618 0.20809 0.18716 0.19990 0.19752 0.19365 0.22672
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4.3.4 Bathgate Park
The layering ratios of 1.2, 1.5, 2, 3.5, 4, and 7 were considered for inversion of the Bathgate Park
site MASW dispersion data. The Vs profiles associated with all layering ratios are essentially
identical. Figure 4.77 shows the best fit profile for each layering ratio. Regardless of the number
of layers, profiles show a substantial increase in Vs at 4.3 m, with velocity increasing from 88 m/s
to 612 m/s. When parameterisations do not allow for Vs to be 612 m/s below 4.3 m, the profiles
take Vs as high as the upper velocity bound allows (this can be seen in profiles associated
with layering ratios 1.2 and 1.5). The visual fit of the theoretical dispersion curves diverges
from the measured dispersion curve for frequencies below~10 Hz. The theoretical dispersion
curves predict Rayleigh-wave phase velocities more than one standard deviation lower than the
experimental curve. For frequencies above 10 Hz the fit is good. The misfit values of profiles
are similar. The 1000 lowest misfit profiles for all layering ratios that allow the 4.3 m transition
to high velocity have misfits between 0.8 and 0.66.
This rapid change in Vs is unreasonable given the near surface geology (soft, young sed-
iments). The Vs of 612 m/s suggests very dense soil or soft rock (Building Seismic Safety
Council, 2003). It is higher than the Vs calculated for the Caversham Sandstone at Kettle Park,
and contradicts the borehole and CPT data collected close to the line (3.47). Such a shallow
and extreme change in Vs is incompatible with the site period measured for Bathgate Park. As-
suming that the near surface Vs of 88 m/s is accurate, the site period of 0.502 s implies a strong
change in impedance at 11 m. This is not what we see in the Vs profile. Both the resistivity
survey reported in McCahon et al. (1993) and the gravity data collected suggest a lithological
contrast deeper than 50 m. The Vs profile derived from inversion contradicts the geotechnical
data available by taking unreasonably high Vs values in the near surface.
Using the parametrisation based on the changes in CPT core resistance (qc) and above 7 m
the layering ratios 1.2, 1.5, 2, and 3 were considered for inversion of the Bathgate Park site
MASW dispersion data. Layering ratio 3 is associated with the overall lowest misfit value. All
misfit values are reported in table 4.9. The best profile is presented in figure 4.78. The visual fit
of the theoretical dispersion curves diverges from the measured dispersion curve for frequencies
below~10 Hz. The theoretical dispersion curves predict Rayleigh-wave phase velocities more
than one standard deviation lower than the experimental curve. For frequencies above 10 Hz,
the fit is good. The misfit values of profiles are similar, between 0.6 and 0.7 for all 1000 best
profiles in the ensembles.
In the first 4 m the Vs is ~90 m/s for all profiles. There is a very high-velocity layer between
4.3 and 5.8 m, with velocities close to the 630 m/s boundary. All profiles appear over-constrained
by the maximum velocity of the parametrisation below 4.3 m. A second set of parameters were
designed to allow the layers below the reversal to take higher Vs values. The visual fit of the
dispersion curves is the same as for the original parametrisation. The misfit values are slightly
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improved. The best profile is presented in figure 4.79. Above 4.3 m the parameterisations are the
same, so the profiles are the same. Below this, the profiles associated with layering ratios 1.5, 2,
and 3 have higher Vs values than allowed by the original parametrisation. The high-velocity layer
reaches a maximum of 789-811 m/s (best fit 811 m/s). Below this Vs range from 570-612 m/s.
All three profiles reach a Vs of at least 507 m/s (best fit 612 m/s) by 14 m depth. Below this the
velocity is constant. The profile associated with layering ratio 1.2 is slower than the other three
between 4.3-22 m depth. The high-velocity layer reaches a maximum Vs of 769 m/s. Below this
the velocity decreases to 303 m/s. The velocity gradually increases to 610 m/s at 23 m depth.
The Vs variability increases sharply at the top of the high-velocity layer. The Vs variability
remains relatively high for the rest of the profile. The maximum Vs variability in profiles 1.5, 2,
and 3 is associated with the final velocity change.
The best fit Vs profiles with near surface parametrisation based on changes in CPT core
resistance (qc) are very similar to the pure layering ratio profiles. The top of the high-velocity
layer in the CPT informed profiles occurs at the same depth as the rapid change in velocity seen
in the pure layering ratio profiles (4.3 m). Below this layer the Vs values of the CPT informed
profiles approach that of the pure layering ratio profiles (612 m/s). The Vs in the near surface is
unreasonably high, and contradicts the available geotechnical data available as discussed above.
For inversion using the parametrisation more loosely based on the changes in CPT core
resistance (qc) layering ratios 1.2, 1.5, 2, and 3 were considered. Layering ratio 3 is associated
with the overall lowest misfit value. All misfit values are reported in table 4.10. The best
profile is presented in figure 4.80. Visually the best 1000 theoretical dispersion curves for all
parameterisations are a good fit to the experimental data, falling within one standard deviation
of the mean for all frequencies. This is confirmed by examining the misfits, as the largest misfit
for any profile in the best 1000 profiles is less than 0.65.
For all parameterisations trialled, the first layer has Vs values between 90-110 m/s (best
fit 92 m/s). Below this there is a small reversal with velocities decreasing to 77-82 m/s (best
fit 77 m/s). Between 3.6 and 4.2-4.4 m (best 4.2 m) There is a high velocity layer with a Vs
between 535-635 m/s (best fit 635 m/s). Below the high-velocity layer the Vs returns to values
82-124 m/s (best fit 105 m/s), similar to those seen in the top 3.6 m. At 6.1-6.8 m (best fit 6.4 m)
the Vs begins to increase, with all profiles reaching Vs higher than 300 m/s by 9 m depth. The
final layer has Vs between 440-498 m/s (best fit 440 m/s). The depth and number of changes
in Vs below 7 m are very different between profiles. The profiles have significant Vs variability
(σ ln(Vs)). The Vs variability increases sharply at the top of the high-velocity layer and remains
relatively high for the rest of the profile. The variability is an indicator of the uncertainty in
the boundary depths and the Vs values of each layer.
The profiles generated using the parametrisation more loosely based on the changes in CPT
core resistance (qc) are appreciably different to those generated with the stricter interpretation
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of the CPT data and the pure layering ratio approach. Above 3.6 m the profiles are similar. The
high-velocity layer in the relaxed CPT best fit profile begins at 3.6 m, 0.7 m shallower than either
of the other two parameterisations. There is no overlap between the relaxed CPT best fit profile
high-velocity layer and the one generated using a stricter interpretation. The high-velocity layer
generated using the relaxed CPT parametrisation is 175 m/s slower than the one generated
using the stricter parametrisation. Below 6 m the relaxed CPT best fit profile is between 170
and 315 m/s, significantly slower than the profiles generated using other parameterisations.
The lower velocities make this profile more reasonable than those associated with the previous
parameterisations. However, the high velocity layer between 3.6 and 4.2 contradicts the site
period, the CPT data, and the borehole collected close to the line (3.47). Therefore the profile
is not considered representative of the site. The variability is significantly greater in the relaxed
CPT profile than profiles generated by parameterisations with the stricter adherence to the CPT
profile.
All of the profiles generated for the Bathgate Park site appear to have significant issues.
Specifically, the Vs profile generated using the relaxed CPT parametrisation has the lowest
misfit of any profile and the lowest velocities between 5-20 m depth. Therefore the relaxed
CPT parameterisations using layering ratio 3 was used for multiseed analysis. A total of 20
seeds were trialled (figure 4.81). The lowest minimum misfit for any seed is 0.3318. The best
profile is shown in figure 4.82. The profile is very similar to that described for profiles associated
with layering ratio 3, with a higher final layer Vs of 505 m/s. This profile is not considered
representative of the site as the high Vs layer between 3.6-4.2 m depth is unreasonable given
the near surface geology (soft, young sediments). However, by neglecting the high velocity layer
a reasonable profile can be estimated, with Vs ~300 m/s between 6.3-20 m/s. A passive array
collected at the Bathgate Park site would provide a better constraint on the velocity at depth
and is necessary to constrain velocities at this site better. Analysis of higher modes would also
provide more constraint and potentially steer the inversion away from unreasonable models.
The Bathgate Park Vs profile adds to this study despite the obvious problems with the
inversion. The Bathgate Park location is the most likely to be representative of the s-wave
velocity profile across South Dunedin, as it is located on the flat, inland of the coastal dunes.
Neglecting the high Vs layer, the 100 m Vs,avg extracted from the Bathgate Park MASW inversion
Vs profile was used to calculate the late Quaternary sediment depth across South Dunedin.
Assuming that between 20-100 m depth the Vs is constant at 505 m/s, the average Vs to 100 m
calculated using equation 3.11 is 363 m/s. This value is used as an estimate of Vs,avg for all
HVSR sites across South Dunedin.
Geological interpretation
There are difficulties interpreting these data due to the geologically unreasonable high ve-
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locity layer. However, if the high velocity layer is neglected, the following interpretations can be
made. The Vs profile for the Bathgate Park site indicates soft sediments for the entire resolved
depth. The sediments above 6.5 m are interpreted as very soft, as the Vs values are below
100 m/s. The small reversal in the near surface may be due to a change from soil associated
with the playing field to softer, late Quaternary sediments. The high velocity layer is geolog-
ically unreasonable, but there is likely a stiffer layer as indicated by the CPT, with a true Vs
significantly lower than the one suggested in these profiles. Below 6.5 m the ~300 m/s Vs implies
significantly stiffer soil. The high variability between the best 1000 profiles in the depth and
value of the final Vs change makes geological interpretation difficult. A Vs over 500 m/s is very
fast for soil. This velocity is similar to the Vs below the large increase in Vs at 31 m at the
Kettle Park East site. The Vs is consistent with either well compacted estuarine sediments or
very soft rock.
Vs 30
Neglecting the high-velocity layer by assuming the Vs is the same as the layer below (98 m/s),
the Vs 30 for the Bathgate Park site based on the best profile in figure 4.82 is 219 m/s.
Figure 4.77: Minimum misfit profile from each layering ratio trialled for inversion of Bathgate Park
MASW Rayleigh-wave fundamental mode dispersion data. The best fit profile is shown in red.
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Figure 4.78: Inversion result for the Bathgate Park site. Parametrisation: Strict CPT interpretation and
Layering Ratio 3. Target: MASW. The 1000 lowest misfit Vs profiles are shown to a depth of 25 m. The
profile with the minimum misfit is shown in red. The range of misfit values associated with the profiles
shown is stated on the plot. The corresponding theoretical fundamental-mode Rayleigh-wave dispersion
curves are plotted below. The lowest misfit profile is shown in red and the experimental dispersion data
is shown in blue. Vs variability with depth is represented by standard deviation of the natural logarithm
of Vs (σ ln(Vs)).
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Figure 4.79: Inversion result for the Bathgate Park site. Parametrisation: Strict CPT interpretation and
Layering Ratio 3*. Target: MASW. The 1000 lowest misfit Vs profiles are shown to a depth of 25 m. The
profile with the minimum misfit is shown in red. The range of misfit values associated with the profiles
shown is stated on the plot. The corresponding theoretical fundamental-mode Rayleigh-wave dispersion
curves are plotted below. The lowest misfit profile is shown in red and the experimental dispersion data
is shown in blue. Vs variability with depth is represented by standard deviation of the natural logarithm
of Vs (σ ln(Vs)).
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Figure 4.80: Inversion result for the Bathgate Park site. Parametrisation: Relaxed CPT interpretation
and Layering Ratio 3. Target: MASW. The 1000 lowest misfit Vs profiles are shown to a depth of 25 m.
The profile with the minimum misfit is shown in red. The range of misfit values associated with the
profiles shown is stated on the plot. The corresponding theoretical fundamental-mode Rayleigh-wave
dispersion curves are plotted below. The lowest misfit profile is shown in red and the experimental
dispersion data is shown in blue. Vs variability with depth is represented by standard deviation of the
natural logarithm of Vs (σ ln(Vs)).
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Figure 4.81: Multi seed inversion result for the Bathgate Park site. The lowest misfit Vs profile from
each seed is shown to a depth of 25 m. The profile with the lowest misfit is shown in red. The number
of seeds trialled and the range of misfit values associated with the profiles shown is stated on the plot.
Table 4.9: BGP strict CPT interpretation minimum misfits
Layering Ratio 1.2 1.2* 1.5 1.5* 2 2* 3 3*
Seed 01 0.658291 0.63032 0.647648 0.615334 0.644176 0.611803 0.638492 0.607293
Seed 02 0.661911 0.628332 0.645364 0.614305 0.644781 0.613056 0.639259 0.606831
Seed 03 0.66197 0.629964 0.644042 0.611337 0.643736 0.612277 0.636695 0.607348
Average 0.66072 0.62954 0.64568 0.61366 0.64423 0.61238 0.63815 0.60716
Table 4.10: BGP relaxed CPT interpretation minimum misfits
Layering Ratio 1.2 1.5 2 3
Seed 01 0.41098 0.356674 0.405325 0.333362
Seed 02 0.425574 0.390045 0.401407 0.373096
Seed 03 0.422924 0.388009 0.367652 0.367749
Average 0.41983 0.37824 0.39146 0.35807
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Figure 4.82: Best Vs profile for relaxed CPT interpretation and Layering Ratio 3 at the Bathgate Park
site. The 1000 lowest misfit Vs profiles are shown to a depth of 25 m. The profile with the minimum
misfit is shown in red. The range of misfit values associated with the profiles shown is stated on the plot.
The corresponding theoretical fundamental-mode Rayleigh-wave dispersion curves are plotted below. The
lowest misfit profile is shown in red and the experimental dispersion data is shown in blue. Vs variability
with depth is represented by standard deviation of the natural logarithm of Vs (σ ln(Vs)).
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4.4 Horizontal to vertical spectral ratio results
This section presents the HVSR curves and peak frequencies extracted from the ambient seismic
recordings. The quality of the data are assessed and the spatial distribution of the peak fre-
quencies are analysed. The peak frequencies are interpreted in terms of site period and the local
geology. Data collected in this study are compared to HVSR curves collected by Stephenson
and Barker (1999). Depths calculated using equation 3.6 are presented and discussed.
4.4.1 HVSR curves and site periods
The HVSR spectra calculated generally show two peaks. The double peak signal is seen at
sites across South Dunedin and was recorded on all three days of the investigation. Figure 4.83
shows four HVSRs from locations across South Dunedin recorded on different days. The lower
frequency peaks range from 0.249 Hz (4.016 s) to 0.318 Hz (3.147 s) with a median value of
0.288 Hz (3.478 s) a mean value of 0.291 Hz (3.450 s)and a standard deviation of 0.03 Hz. The
higher frequency peaks range from 1.035 Hz (0.966 s) to 4.509 Hz (0.222 s) with a mean value
of 1.878 (0.532 s) a median value of 1.715 (0.583 s) and a standard deviation of 0.700 Hz. The
difference in the frequency of the two peaks is large enough to fulfil the SESAME clarity criteria.
The peak frequencies in the HVSR data are available in appendix C, table C.1.
Some data points are excluded from the analysis. At the following sites bad data was
recorded: dn13 - Marlow Park, Kings High school, dn09 - Pretoria Ave, Marlow St. At these
sites instead of ambient vibrations a square wave was recorded. Examples can be found in
appendix D. There is a very low-frequency point at Churchill Road, which appears to be an
anomaly, and is outside the range of frequencies we would expect to record given the 30 minute
record time (the low-quality rating supports this at this location). The low-frequency peak at
John Wilson-Victoria is poor quality and does not meet the SESAME clarity criteria (Too much
variance of amplitude (criteria 6) and no half amplitude point to the left (criteria 1)). These
points are excluded from the analysis. The dn30 - SH1 Overpass site has poor peaks, potential
due to the high traffic at that location. These peaks are included in the analysis. All the other
peaks meet the clarity criteria laid out in the SESAME guidelines.
The relative amplitude of the high and low-frequency peaks varies with site, at 25 sites the
high-frequency peak had a larger amplitude, at ten sites the amplitudes were similar, and at
five sites the lower frequency peak was higher amplitude. Four of those five sites are in in the
southwestern corner of the investigation area (ALBT,KYDT,BVFB,dn15). These recordings
were taken by different instruments on the same day. Therefore it cannot be instrument error
but may be a local noise source. This is unlikely as the long site period peaks occur at different
frequencies for each of these sites, and at frequencies similar to recordings elsewhere where the
high-frequency peak has a higher relative amplitude. (Possible interpretation, weakening of
upper impedance contrast. These points are near gravity anomaly B )
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The spatial distribution of the periods associated with the lower frequency peaks (Long
period) is shown in figure 4.85. The spatial distribution of the periods associated with the
higher frequency peaks (Short period) is shown in figure 4.84.
Along the base of the hills the five long period points range from 3.2-3.5 s, with a median
value of 3.2 s and a mean of 3.3 s. Along the base of the hills the three short period points range
from 0.2-0.3 s. These periods are shorter than the mean period across South Dunedin, with the
difference for short period points being more significant.
Both datasets show period increasing toward the harbour. This is shown most clearly in
the contour plots. Figures 4.86 and 4.87 show the HVSR peak periods with distance from
the harbour. The trend is strongest in the short period data, with distance from the harbour
explaining 54% of the variation (R2 = 0.53962). The 500 m averages and standard deviations
show the same trend more clearly. Above 2200 m from the harbour the trend breaks down.
Distance from the harbour explains the variability of the long period much less well, with larger
variability closer to the harbour (as seen in the larger standard deviation for the 1000 m bin).
The HVSR short period peaks can also be interpreted as increasing in period toward dn02 -
Eskvale St (see figure 3.23 for labels).
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Figure 4.83: Four HVSR graphs from different locations across south Dunedin. Coloured lines are the
spectral ratios of each time slice. The black curve is the average HVSR curve. The two dashed lines are
at one standard deviation. The key peaks are identified. The average peak frequency value is at the limit
between the dark grey and light grey areas. The width of the grey areas is one standard deviation.
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Figure 4.84: Map of HVSR short period peaks. The length of the period at each site is indicated by the
colour of the dot.
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Figure 4.85: Map of HVSR long period peaks. The length of the period at each site is indicated by the
colour of the dot.
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Figure 4.86: Plot of short period HVSR peak periods and distance from the harbour. Red squares plot
at the average value for each 500 m bin. The error bars show the standard deviation of data within each
bin. Sites where MASW surveys were performed are shown in various colours. The trend line is shown
in black.
Figure 4.87: Plot of long period HVSR peak periods and distance from the harbour. Green triangles plot
at the average value for each 500 m bin. The error bars show the standard deviation of data within each




At most sites two clear frequency peaks are visible. The SESAME guidelines state that two clear
peaks can occur when the surface velocity is low, the deep bedrock is very hard, and there exist
two large impedance contrasts at two different scales. It is possible that the basement schist
provides the very hard bedrock, and that there is another strong impedance contrast at the
interface between late Quaternary sediments and a Dunedin sequence unit (either Caversham
Sandstone or Dunedin Volcanic Group). Therefore the low-frequency HVSR peaks are likely
to correspond to the site period for the entire sedimentary sequence and soil profile down to
the schist basement, and the high-frequency peaks are likely to correspond to the site period of
sandy silty clayey modern sediments above either Caversham Sandstone or the Dunedin Volcanic
Group.
It is possible that at some locations the short period peak in the HVSR data is due to an
impedance contrast within the late Quaternary sediments. In this case the short period would
characterise the base of soft near surface deposits, with other late Quaternary sediments between
this and the local basement. There is no evidence for such a boundary in the 45 m borehole at
the Edgar Centre.
A critical difference between the data collected in this study and that of Stephenson and
Barker (1999) is that the H/V spectral ratios of the new data have a characteristic two peak
shape, whereas the data from the previous study have only one clearly identifiable peak at 15
of the 18 sites, with the other 3 sites having two peaks identified. The H/V spectral ratio plots
in Stephenson and Barker (1999) do appear to have significant amplitude near the origin below
0.5 Hz. However, these cannot be identified as HVSR peaks as they are not clear enough and
too close to the origin. The seismometer used in Stephenson and Barker (1999) had a natural
frequency of 1 Hz, so the readings below 1 Hz are truncated at 0.3 Hz. This excludes most of
the lower frequency peaks identified in this study.
The higher frequency peaks have frequencies similar to the peaks identified in Stephenson and
Barker (1999). Figure 4.88 shows the location and period associated with these measurements.
The trend of increasing period toward the centre of the basin is present in both datasets, though
there is some variation in the exact value. Readings at the same location, such as dn2, often
differ by up to 0.2 s in period.
4.4.2 Calculated depths
The calculated depths for each peak in the HVSR data are shown in appendix C, table C.2.
The depths estimated to the Schist - Sedimentary boundary using the long period peaks have
a mean depth of 573 m and a standard deviation of 109 m (figure 4.89). The trends in depth are
identical to those seen in the site period data as using a constant Vs,avg across the area means
changes in depth are directly proportional to changes in site period. The significant changes in
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Figure 4.88: Map of HVSR short period peaks compared to data from Stephenson and Barker (1999).
Triangles show Stephenson and Barker (1999), circles show data collected as a part of this study. The
colour scales are the same for both data sets.
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the depth to the Schist - Sedimentary within the relatively small South Dunedin area suggested
by these data are geologically unreasonable. The average depth is consistent with the known
thickness of the Dunedin sedimentary sequence (Bishop and Turnbull, 1996). These data are
not very reliable. The Vs,avg was estimated based on very few measurements. Depth variation
between neighbouring points reflects imprecision in the measurements taken.
The depths estimated to the local basement - late Quaternary sediments impedance contrast
using the high-frequency peaks range between 20-88 m depth with a median of 47 m and a
standard deviation of 19 m (figure 4.90). The depth trends on the flat are identical to those seen
in the site period data as using a constant Vs,avg across the area means changes in depth are
directly proportional to changes in site period. There is a slight deviation at the Kettle Park
sites, with depths shallower than expected due to the lower Vs,avg used there. The data do not
show a clear paleochannel through the west of South Dunedin. The Kettle Park Centre site and
the Dalgety Street site (north of Kettle Park Centre) have shallower calculated depths than the
nearest points the west. This is weak evidence in support of a paleochannel. There are enough
data points in the region to detect the potential change in elevation associated with the channel.
The closest point to the east of Tonga Park is ~700 m distant. There is a clear deepening trend
toward the harbour.
The trends seen in the HVSR calculated late Quaternary sediment depth data are very
different to those seen in the McCahon et al. (1993) resistivity study. Figure 4.91 plots the
depth contours from both methods together. The depression in the western portion of South
Dunedin seen in the resistivity data is not seen in the HVSR depth data. In ths region the HVSR
depths are shallower than those suggested by the resistivity data. The five HVSR calculated
depths enclosed within the 60 m depth resistivity contour range between 35 and 50 m. A depth
greater than 60 m at the Kettle Park west site would imply a Vs,avg greater than 355 m/s. This
is reasonable, but much greater than the 231 m/s extracted from the inversion Vs profile in
section 4.3.3. A depth of 70 m at the Tonga Park South East site would imply a Vs,avg greater
than 500 m/s. This is approaching the final Vs extracted from inversion at the Kettle Park East
site, and is unreasonably high for the estuarine and swamp sediments expected beneath South
Dunedin. The resistivity data does not get deeper towards the harbour as the HVSR depths
suggest. The largest difference in depth between the two methods occurs near the Timaru street
point, within the 80 m HVSR depth contour. This is the area with the maximum depths in the
HVSR data, and the HVSR data predicts depths ~50 m deeper than suggested by the resistivity
data. The authors of McCahon et al. (1993) present the maximum resistivity penetration depths
as depths to an unknown boundary, potentially a clay dominated high-conductivity boundary,
and not bedrock. Therefore it is likely that the true depth to bedrock is deeper than the
resistivity penetration depths.
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Key uncertainties and limitations in short period HVSR depths
The calculated depths have limited reliability as the Vs,avg is used based on the Bathgate Park
Vs profile derived by inversion. The Vs profile generated at Bathgate Park is geologically un-
reasonable due to the very fast layer between 3.6-4.2 m depth. As discussed in section 4.3.4, by
neglecting the high-velocity layer a reasonable profile was estimated. However, the uncertainty
in the Bathgate Park Vs profile reduces the reliability of the Vs,avg used and therefore the HVSR
depths obtained.
The use of a constant Vs,avg across the flat of South Dunedin means that any changes in
Vs based on changes in the late Quaternary sediments (such as changes in the proportion of
sand silt and clay) are not accounted for. This introduces uncertainty into the depths calculated
and the trends seen. Interpreted variation in depth may be due to variation in the Vs,avg. The
magnitude of this uncertainty cannot be quantified.
Bathgate Park Vs profile only resolves the upper 24 m of the soil profile. The constant Vs,avg
is calculated based on a depth of 100 m. It is assumed that between 20-100 m depth the Vs is
a constant 505 m/s, based on the final layer of the Bathgate Park Vs profile. There are likely
increases in Vs with depth that are unaccounted for. Consequently it is likely the Vs,avg to 100 m
is underestimated. The magnitude of this uncertainty cannot be quantified.
Using a constant Vs,avg neglects the effect of changes to the retaliative contribution of the
slower near surface layers to the Vs,avg at each site with changing depth. Therefore the Vs,avg
to 100 m will be higher than the true Vs,avg for sites shallower than 100 m. Consequently the
HVSR depths may be shallower than predicted. The depths calculated using the HVSR short
period peaks decrease an average of 22 m if the Vs,avg of the top 30 m based on the Bathgate
Park Vs profile (219 m/s) is used instead of the Vs,avg of the top 100 m (363 m/s).
It is possible that at some locations the short period peak in the HVSR data is due to an
impedance contrast within the late Quaternary sediments. If this is the case, the late Quaternary




 500 - 520 
 520 - 540 
 540 - 560 
 560 - 580 
 580 - 600 
 600 - 620 







Figure 4.89: Depths calculated using long period HVSR peaks plotted with interpolated values (grey) and
contours. Data were interpolated between points using a Triangulated Irregular Network interpolation
TIN. These depths are interpreted as the depth to the Otago Schist - Dunedin sedimentary sequence
boundary.
 < 20
 20- 27 
 27 - 38 
 38 - 51 
 51 - 61 
 61 - 74 









Figure 4.90: Depths calculated using short period HVSR peaks plotted with interpolated values (grey) and
contours. Data were interpolated between points using a Triangulated Irregular Network interpolation
(TIN). These depths are interpreted as the depth to local basement.
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Figure 4.91: Comparison of McCahon et al. (1993) resistivity study of an impervious surface mapped
below South Dunedin and depth calculated using HVSR short period data. Resistivity contours are shown
in black and labelled with depth. Stars show depth to impervious surface calculated using resistivity.
HVSR depth contours are in colour, with corresponding depth shown in the legend.
4.5 Gravity results
This section presents observations from the residual gravity anomaly, the 2D forward modelling
profiles, and the 3D surface derived from the 2D forward modelling profiles. The data are
interpreted in terms of changes in late Quaternary sediment depth, changes in late Quaternary
sediment density, and changes in the local basement. The limitations of the 2D forward modelling
process and resulting 3D surface are discussed.
4.5.1 South Dunedin gravity anomalies
The residual anomaly is shown in figure 4.92. Three main gravity highs are identified. Anomaly
A follows Forbury Road at the base of the hills to the west of South Dunedin. This feature has
a maximum reduced anomaly of -0.335 mgal and a median value of -1.083 mgal. The maximum
is an outlier. The median of anomaly A is 0.605 mgal higher than that for the total area. An
explanation for this feature presented by Lutter (2018) is that the material beneath theses sites
is landslide debris derived from the basaltic cliffs to the west. The anomaly values are highest
closest to the base of the cliff gradually tapering off to the east. This is consistent with the style
of a typical scree deposit and hence supports the above interpretation.
However, the presence of this high along the base of the hills but not on the hills themselves
is concerning. One would expect the gravitational high caused by the relatively high density of
cliff derived materials compared to regular sedimentary deposits to imply that the higher density
material on which the hill readings were taken would cause a similarly high value. We do not see
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this, with the hill values having a median of -2.167 mgal, significantly lower than the regional
median. This may indicate the Bouguer slab value is not well suited to Dunedin Volcanics, and
elevation is overcorrected. It could also mean that the volcanic deposits are thin and underlain
by the less dense Caversham Sandstone, reducing the gravitational anomaly compared to thicker
sites.
Anomaly B is in the south-western corner of South Dunedin around the suburb of St Clair.
This feature has a maximum reduced anomaly of -0.312 mgal and a median of -0.650 mgal.
This anomaly is significantly larger than anomaly A, with a median 0.432 mgal higher than
anomaly A and 1.038 mgal greater than the regional median. This high is situated on a basaltic
flow deposit and is adjacent to the western volcanic hills. Therefore the anomaly is probably
due to the relatively high density of both sediments formed from cliff derived materials and the
underlying basalt compared to the late Quaternary sediments in the central basin. Again, the
readings taken on the hill to the west are significantly lower than those at their base. This
could be explained by either the flow deposits on the hill being thinner than those on the flat,
and underlain by the less dense Caversham Sandstone. However, this may also be due to some
problem with the corrections, such as an incorrect Bouguer slab value as mentioned above.
Anomaly C in the north-east corner of the zone contains the highest values in the region,
up to 0.45 mgal with a median of -0.203 mgal. The median of anomaly C is 1.485 mgal higher
than that of the region. The source of this anomaly is Musselburgh Rise, a volcanic hill (figure
1.4). The highest values are found not on the rise itself but along the road curving along its
base. This is consistent with the observations of the previous two anomalies.
The central portion of the area has entirely negative anomaly values. The median value for
this region is -1.808 mgal, with values ranging from -0.669 to -2.661 mgal. 75% of the values
are lower than -1.5 mgal. The most negative values are found in the centre of the map, away
from the modern ocean, harbour, and hills. Anomaly values decrease gradually over the first
500 m away from the coast. In the central portion of the map there are two areas of more
negative gravity anomaly separated by a central ridge. Variation may be explained by either
local basement topography or changes in sediment composition and therefore density. In the
centre of the basin it is likely that sediments are organic-rich silts that accumulated in a low
energy environment behind the dunes. These organic-rich sediments could be less dense than
sand-rich sediments deposited in a more active environment, closer to the ocean. At present a
lack of drill hole evidence prevents the change in sediment composition from being confirmed. Of
the available boreholes, those at Tonga Park and Bathgate Park (ORC monitoring wells) have
a greater abundance of organic matter and shells than the samples near Forbury race course
and the Tahuna Waste Water Treatment Plant in the top 6 m (CH2M Beca Ltd., 2009; Rekker,
2012; NZGD, 2019).
During the last glacial maximum, around 20,000 years before present, sea level was 125 m
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lower than it is today. The coastline was 30 km further out than the modern coast, close
to the continental shelf break. The area that is now South Dunedin was an exposed valley
occupied by a river flowing from what are now the Port Chalmers and Portobello peninsulas
down to the coast (Benson and Raeside, 1963; Fletcher, 2016). Therefore the topography of the
local basement underlying South Dunedin (Caversham sandstone) is probably related to valley
forming processes. There are no clear north-east to south-west aligned negative anomaly values,
as would be predicted by this model. Nor is there a more negative trend toward the coast, as
would be expected for a river valley. Therefore the effect of the higher density sands near the
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Figure 4.92: Reduced gravitational anomaly interpolated between points using a Triangulated Irregular
Network interpolation (TIN). Anomalies are outlined and labelled with letters.
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4.5.2 2D forward modelling
The best fit profile for Forbury Road is shown in figure 4.93. This model consists of a simple
low-density polygon representing the late Quaternary sediments (yellow in figure 4.93). The
depth of the late Quaternary sediments varies between 30-75 m. There are two main peaks, one
between 450 and 900 m south with a minimum depth of 38 m at 760 m south and one between
1100 and 1650 m south with a minimum depth of 30 m at 1480 m south. The deepest points
are near the ends of the line with depths around 88 m at the northern and southern extremes.



































Figure 4.93: Forbury Road 2D profile modelled using GRAVCADW. The lower panel shows the model
used to create a pseudo gravitational response. The yellow filled area bound by the blue line is the
polygon that represents the lower density sediments. The grey area is the background. The density
contrast between the yellow polygon and the background is −0.5 gcm−3. In the upper panel the green
line shows the modelled gravitational response to the polygon and the purple dots show the reduced
gravity anomaly at points measured along the line.
The best fit model for Moreau Street is shown in figure 4.94. This model consists of a
single polygon representing late Quaternary sediments. The boundary between late Quaternary
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sediments and local basement generally varies between 100-120 m depth. There is a significant
rise at the southern end of the line (between 1500 and 1750 m along the line) with a minimum
depth of 41 m. Between 350-1150 m there is a slight depression. The maximum depth on this






































Figure 4.94: Moreau Street 2D profile. See figure 4.93 for explanation of panels.
The best fit model for King Edward Street is shown in figure 4.95. This model consists of a
single polygon representing late Quaternary sediments. The depth of late Quaternary sediments
is shown to increase moving south along the line from 47 m at 0 m south to 126 m at 1350 m
south. There is a peak between 1350 and 1800 m south with a minimum depth of 43 m at
1549 m south. South of the peak the interface dips to 110 m and rises once more to 60 m. The
second station from the south (GRAV18) was ignored as an outlier.
The best fit model for Andersons Bay Road is shown in figure 4.96. This model consists of a
single polygon representing late Quaternary sediments on top of a sandstone local basement. The
depth of Holocene sediment increases southward. In the north (0 m south) the late Quaternary
sediments are 55 m deep. This increases to a maximum of 113 m deep at 1070 m south. South
of 1070 m south the sediment depth decreases to a minimum of 50 m at the end of the line.
Station 8 (GRAV41) fit very poorly. Stations 4 and 5 (GRAV45, GRAV44) also have a poor fit.










































































Figure 4.96: Andersons Bay Road 2D profile. See figure 4.93 for explanation of panels.
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Figure 4.97: Portsmouth Drive 2D profile. See figure 4.93 for explanation of panels.The red area in the
lower panel represents the volcanic rock with a contrast of 0.18 gcm−3 relative to the background.
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two polygons, one of lower density than background representing late Quaternary sediments,
and one of higher density than background representing volcanic rock. The depth of Holocene
sediment varies between 35 and 89 m. Between 0 and 350 m south, the sediment depth increases
in depth steadily form 45 to 60 m. There is a peak between 425-555 m with a minimum depth
of 35 m. South of this there is a rapid increase in depth to 88 m at 577 m south. The depth
remains high until 770 m, after which the depth rapidly decreases. At 932 m south and 27 m
depth the Holocene sediment polygon interfaces with the volcanic rock polygon rather than the
background (sandstone). The depth of late Quaternary sediments reaches 0 m at 1050 m south.
The volcanic polygon has a maximum depth of 71 m. The fit is suitable for all points except

















































Figure 4.98: Queens Drive 2D profile. See figure 4.93 for explanation of panels.
The best fit model for Queens Drive is shown in figure 4.98. This model consists of a single
polygon representing late Quaternary sediments on top of a sandstone basement. The depth of
the sediment increases to the south-west, from 45 m at 0 m south-west to 117 m deep at 870 m
south-west. There is a peak between 890 and 1050 m south-west with a minimum depth of 47 m.
After the peak, depths decrease to values between 120 and 125 m deep, similar to before the
peak. At the end of the line depth decreases again to around 60 m. Stations that are not well
fitted by the trend are stations 4,8,9 (GRAV39, GRAV93, GRAV79).
The best fit model for Hillside Road is shown in figure 4.99. This model consists of a single
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Figure 4.99: Hillside Road 2D profile. See figure 4.93 for explanation of panels.
polygon with a density contrast of −0.5 gcm−3 representing the lower density late Quaternary
sediments. Between 0 and 600 m east the sediments gradually deepen to 120 m. After this,
there is a gradual decrease in depth to 100 m at 950 m east. At 950 m east the sediment depth
decreases rapidly to 61 m at 1040 m east. The basal sediment contact remains at this depth
until 1480 m east where depth increases rapidly again to 97 m. East of this, sediment depth
remains fairly consistent until the end of the line. All points are fit well by this trend.
The best fit model for Bayview Road is shown in figure 4.100. This model consists of two
polygons, one of lower density than background representing late Quaternary sediments, and one
of higher density than background representing volcanic rock. The sediment depth is generally
between 112 and 100 m. Between 750 and 1200 m east there is a double-peaked rise. The
minimum sediment depth of each of these peaks is 58 m and 61 m respectively. Between peaks,
the rise has a sediment depth of 86 m. There is a small peak at 1623 m with a sediment depth of
91 m. At the western end of the line the sediment depth quickly increases from 44 m to 110 m
in the first 250 m. At the eastern end of the line in the final 500 m, the depth of the boundary
sharply decreases rising to 22 m at 2480 m east. At 2480 m east the Holocene sediment polygon
interfaces with the volcanic polygon. The depth of late Quaternary sediments reaches zero at
2540 m east. Station 15 (GRAV21) is treated as an outlier and ignored during fitting. The large







































Figure 4.100: Bayview Road 2D profile. See figure 4.93 for explanation of panels. The red area in the





































Figure 4.101: Macandrew Road 2D profile. See figure 4.93 for explanation of panels.
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The best fit model for Macandrew Road is shown in figure 4.101. This model consists of
a single polygon with a density contrast of −0.5 gcm−3 representing the lower density late
Quaternary sediments. At the western end of the line the depth of sediment increases rapidly
into a concavity. The concavity spans 230-850 m and has a maximum sediment depth of 132 m.
The sediment depth is relatively stable for the rest of the line, fluctuating between 88 and 79 m.
There is a small peak at the end of the line. The maximum is at 2112 m east with a minimum





































Figure 4.102: Victoria Road 2D profile. See figure 4.93 for explanation of panels.
The best fit model for Victoria Road is shown in figure 4.102. This model consists of a single
polygon with a density contrast of −0.5 gcm−3 representing the lower density late Quaternary
sediments. At the west end of the line the sediment depth starts at 14 m increasing rapidly to
90 m at 450 m east. Between 450 and 1250 m east the sediment depth is variable with depths
ranging between 90 and 70 m. There are two clear peaks at the eastern end of the line, between
1250-2000 m east. The first minimum depth is 15 m at 1435 m east, and the second minimum
depth is 27 m at 1795 m east. To the east of the second peak the sediment depth increases to
70-75 m and maintains this until the end of the line. The fit is generally good with two outliers
at station 12 and station 18 (GRAV134, GRAV11). Although the observations at the western
end of this line were taken above a known basaltic flow deposit, a basaltic polygon was not
235
Chapter 4: Results
introduced to the density contrast model.
Discussion of 2D modelling
The maximum depths attained are geologically feasible based on the work of Fletcher (2016),
which suggested a maximum depth of 140 m to the local basement beneath the tombolo. As
the Portsmouth Drive profile depth was tied to the local basement reflection in the nearshore
seismic line conducted by Rees (2018) in order to establish density, the agreement between the
two is good. As no boreholes reach the local basement in the region of interest, there are no
direct comparisons to be made. However, boreholes at the Tahuna Waste Water Treatment
Plant reach the Dunedin Volcanic Group at an average depth of 21 m (CH2M Beca Ltd., 2009;
Rekker, 2012). This is similar to some of the shallower values from the eastern portion of the
Victoria Road profile. Depths are much greater than those in the resistivity study presented in
McCahon et al. (1993), which suggests a maximum depth of 72 m.
Another consideration is that when sea level was at least 120 m lower than today during the
Last Glacial Maximum, the coastline was up to 35 km further offshore (Benson and Raeside,
1963; Goldsmith and Hornblow, 2016; Barrell et al., 2014). Therefore in order for there to be a
gradient between the river valley in South Dunedin and the ocean, paleovalley erosional depths
should be significantly less than 120 m. A potential explanation for greater depths is subsidence.
The pseudo gravitational responses generated by the 2D density contrast models do not fit
the observed gravity points exactly. The differences between the observed data and the modelled
responses help quantify uncertainty. In some cases, such as the Bayview Road and Victoria Road
profiles (figure 4.100 and figure 4.102) the large differences in gravitational anomaly between
adjacent stations are impossible to fit with a one or two geologically reasonable bodies. These
outliers reflect uncertainty in either the measurements or the single body modelling process.
A major assumption made in the processing of the 2D gravity models was that the density
contrast between the late Quaternary sediments and the local basement was constant. This
requires both the sediment and local basement densities to remain constant across the region.
This assumption is an almost certain oversimplification. The variation of sand, silt, and organic
matter is recorded in boreholes across South Dunedin. It is also possible for the local basement
to be either Caversham Sandstone or the Dunedin Volcanic Group, depending on location.
Furthermore, the anomaly trends identified in the reduced gravity anomaly data discussed in
section 4.5.1, are clearly dependant on density as well as potential local basement topography.
The soft sediment density was calibrated by comparing the Portsmouth Drive profile and the
inner harbour seismic line collected by Rees (2018). The Edgar Centre boreholes record 3.5 m
of fill and sand above at least 41.5 m of silts with organic plant fragments and shells. Grain
sizes as large as pebbles become more common toward the base. These observations are directly
adjacent to the Portsmouth Drive profile. Therefore it is assumed that these sediments are
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representative of the South Dunedin area as a whole. This is an inappropriate assumption for
the Forbury Road profile, as the near-surface sediments are thought to be colluvium composed
of basaltic debris from the cliffs to the west. The basaltic colluvium should be denser than
the silt near the harbour, resulting in an overestimation of the density contrast between the
colluvium and the local basement beneath. Therefore the local basement is potentially deeper
than shown in the Forbury Road 2D profile (figure 4.93). The Victoria Road profile (figure 4.102)
is also negatively affected by the assumption of constant late Quaternary sediment density, as its
proximity to the dunes suggests that a significant proportion of the near-surface late Quaternary
sediments are sand as opposed to organic silts. As sand-rich sediments have a greater density
than organic silt, the density contrast between late Quaternary sediments and local basement
will be overestimated. Therefore, the Victoria Road 2D profile may report the local basement
depth to be shallower than it is. The extent to which the modelled depth is incorrect depends
on the size of the density underestimation. As the density of the soil has not been measured, the
difference is unknown. As there are no boreholes in the centre of the mapped region greater than
6 m depth the variation in soil composition cannot be assessed (NZGD, 2019). In future, more
independent depth to local basement measurements would allow for density calibration across
the region and more accurate forward modelling density calibration. With this information each
profile could be using multiple polygons with a range of density contrasts across the region.
Such an analysis was beyond the scope of this study.
By assuming constant soft soil density across the region all changes in residual gravity
anomaly are attributed to changes in the density contrast depth. Therefore the variations
in depth match the trend seen in the modelled gravitational response. Trends in depth across
the region will be discussed in reference to the 3D surface generated in Leapfrog (section 4.5.3).
Comparing the portion of the Victoria Road profile that is close to the Kettle Park seismic
line (940 m east to 1860 m east) to the interpreted boundary between Quaternary sediments
and Caversham Sandstone in the Kettle Park reflection profile gives some insight into this
uncertainty. At the western end of Kettle Park (CDP 0-200) (figure 4.16) the base of the
late Quaternary sediments in the reflection profile is at ~70 m (± 5 m), whereas the Victoria
Road depth profile has an average depth of 78 m between 940-1250 m (figure 4.102, this is
approximately the same span). The Victoria Road gravity profile suggests the interface is
12.5 m deeper, when the increased elevation of the dunes upon which the Kettle Park survey
was conducted retaliative to Victoria Road is accounted for. Both the reflection profile and
the gravity profile show a central peak. A single peak occurs between CDP 250-350 on the
reflection profile reaching a minimum of 33 m depth. The Victoria Road gravity profile has a
high between 1250 and 1670 m east reaching a minimum depth of 15 m. The widths of these
peaks are comparable as is their location along the line (taking the fact that the lines are not
parallel into account). Even taking into account the dune height of 8-10 m, the peak in the Kettle
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Park reflection data is significantly deeper. The second peak in the Victoria Road gravity profile
is not present in the Kettle Park reflection profile. In summary, the depths given by 2D forward
modelling along Victoria Road using the density calibrated at Portsmouth Drive (figure 4.97)
yields depths that are different from those found in the reflection profile. The gravity depths
are not consistently deeper or shallower.
4.5.3 3D surface
A contour plot of the surface generated in Leapfrog Geo is shown in figure 4.103. The trends
seen in the depth surface are similar to those seen in the residual anomaly (figure 4.92). The
similarity in trend is expected as the density contrast is held constant across the region. The
depth surface was interpolated using only the 2D profiles generated by forward modelling, and
these data were smoothed in Leapfrog Geo to produce the depth surface. Therefore the depth
surface has less complexity. The mean depth is 78 m.
There is a central depression running from the west of Carisbrook Park, through Bathgate
Park and Tonga Park, and down to the Forbury race course (see figure 1.4 for named locations).
The deepest part of this depression is at the south end of Bathgate Park, reaching 127 m depth.
The shape of this depression is consistent with the shape of the deep area in the lower resolution
resistivity data presented by McCahon et al. (1993). Figure 4.104 plots the depth contours
from both methods together. The depths yielded by each method are very different, with the
McCahon et al. (1993) data giving a maximum depth at 72 m. In the gravity derived model,
there are other deep spots near the intersection of Bayview Road, King Edward Street, and
Queens street in the eastern central portion of the map. The greatest soft sediment depth here
is 127 m. These are not present in the resistivity data. There are very few resistivity points in
the central portion of the map, and only one point near one of the deeper locations (resistivity
depth 31 m, gravity depth 100 m). Therefore the resistivity data provides only weak evidence
against the existence of these deep points. Between these two deeper areas is an area of shallower
sediment, where depths are less than 90 m and may be as shallow as 55 m.
Around the boundary of the investigated area the late Quaternary sediment depth is shal-
lower. There is a very shallow section along the base of the cliffs (around 30 m depth). As
discussed in section 4.5.2, it is likely that the depths along Forbury Road are not accurate
as a constant density contrast across South Dunedin was assumed. This inaccuracy is carried
through into the depth surface. Around the base of Musselburgh Rise (figure 1.4) the depth
decreases significantly. The minimum depth in this area is 2 m. This fits well with borehole
depths and resistivity observations presented in McCahon et al. (1993). Along the harbour edge
is a shallower area. Depths are usually shallower than 75 m, reaching ~40 m in some places.
The Portsmouth Drive line has the most reliable depth data as it is depth/density calibrated
using the Rees (2018) seismic line. There is a dramatic shallowing towards the beach near Kettle
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Park, with soft sediment depths as shallow as 35 m along Victoria Road.
The 3D model inherits uncertainty from the 2D profiles it is based on (section 4.5.2). Ad-
ditional uncertainty is added by approximating the 2D profiles as straight. This assumption is
fair for most of the profiles. However, Forbury Road and Portsmouth Drive deviate significantly
from a straight line. These lines were adjusted for inclusion in the final late Quaternary sediment
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Figure 4.103: Contour plot of 3D gravity surface produced in Leapfrog Geo using 2D profiles.
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Figure 4.104: Comparison of McCahon et al. (1993) resistivity study and depth calculated by gravity
forward modelling. Resistivity contours are shown in black and labelled with depth. Stars show depth to
impervious surface calculated using resistivity. Gravity depth contours are in colour, with corresponding




This section discusses the results of the geophysical data collected. Results from different geo-
physical methods are brought together to address the objectives defined in section 1.4. This
establishes many of the inputs to the 3D model discussed in chapter 6.
5.1 Akatore Fault
For a fault to be easily inferred in seismic reflection data, the throw of geological units across
the fault must be at least a quarter of the dominant wavelength (Yilmaz, 2001). After filtering,
the dominant frequency in the top 150 ms of the data presented in the Kaikorai line is ~40 Hz.
The upper sediments have a median Vs of 1704 m/s. Therefore the dominant wavelength in the
Kaikorai seismic stack is ~43 m. The Kaikorai seismic stack could easily resolve a fault with
a throw greater than ~10 m. Smaller throws can be inferred based on diffractions if the noise
level is low. However the stacked reflection profiles collected in this study are relatively noisy,
so in some locations the resolution may be less than the theoretical maximum.
There are no features in the Kaikorai stacked reflection profile characteristic of active faulting.
The suggested trace of the Akatore Fault is oblique to the seismic line, with the inferred fault
trace intersecting at an angle of 15-20°(figure 3.1 A) (Bishop and Turnbull, 1996). This reduces
the chances of clear imaging and leads to an expected apparent dip of 15-30°E (considering the
variation of dip observed on inland portions and uncertainty in the angle of intersection). No
such feature is observed. Two small potential faults are identified in red in figure 4.8. However,
these are contained entirely within the Upper Cretaceous sediments and have very steep dips.
Consequently, these cannot be related to modern movement on the Akatore Fault. Poor data
quality in the region between CDP 500-650 may mask faulting. Therefore there is no reliable
evidence to suggest the Akatore Fault extends into Kaikorai Valley.
The interpreted absence of the Akatore Fault fits in well with the findings of Holt (2017)
that show a decrease in total offset along the Akatore Fault to the North. The lack of evident
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faulting in this seismic section has led to the proposition of a “new” fault, the Kaikorai Fault,
approximately 800 m east of the line, to explain offsets in the Dunedin sequence structure
contours further inland (Barrell and Litchfield, 2013; Barrell, 2016; Villamor et al., 2018).
5.2 P-wave and s-wave velocities for units in the Dunedin sedi-
mentary sequence
There is a lack of seismic velocity data in the Dunedin region. In the study area there are no
well logs with measured p-wave or s-wave velocities and the seismic lines collected as a part
of this study (or just offshore) do not have any colocated wells. The Edgar Centre boreholes
near the inner harbour seismic line examined by Rees (2018) have a maximum depth of 45 m
and no changes in lithology that can be correlated to the seismic line. Therefore the seismic
velocities of units in the model are entirely reliant on velocity data collected in this study. Using
three seismic lines we were unable to sample all units in the Dunedin sedimentary sequence
with reflection or refraction surveys. The interval velocities extracted from the stacking velocity
models related to units in section 3.1.2 are shown in figure 5.1.
The median interval velocity (Vp) for the Caversham Sandstone is 1945 m/s. This corre-
sponds to an empirical Vs of 504 m/s. The refstat refraction velocity model has Vp of 2380 m/s
below ~30 m. This corresponds to an empirical Vs of 879 m/s. The refraction velocities are
higher than ~90% of the interval velocities calculated. Another estimate of the Caversham
Sandstone seismic velocity comes from the Vs below 30 m at the Kettle Park East site. The
Vs profile generated by inversion of Rayleigh wave dispersion data indicates a Vs of 512 m/s.
This is well within the range of the empirically calculated Vs based on the interval velocities
and significantly lower than the empirically calculated Vs based on the refstat refraction velocity
model. This suggests that the refraction velocity model Vp is too fast. The measured velocities
associated with the Caversham Sandstone are at the low end of recorded saturated sandstone
velocities (Castagna et al., 1985).
The median interval velocity (Vp) for the Taratu Formation is 2061 m/s. This corresponds to
an empirical Vs of 604 m/s. This is lower than anticipated for hard rock at 100 m depth, but not
unreasonable. The seismic velocity of the Taratu Formation is similar to those determined for the
Pliocene units described in the CantVM, such as the Kowai Formation. The Kowai Formation
consists of interbedded conglomerates and sandstones similar to the Taratu Formation (Lee
et al., 2017). Therefore these low velocities are reasonable.
The Taratu Formation has higher Vp and Vs than the Caversham Sandstone. This may
imply the Taratu Formation is well cemented at depth beneath the Kaikorai seismic line. The
Taratu Formation contains six major lithofacies. These include quartz sandstone, schist pebble
conglomerates, and discontinuous coal seams with associated carbonaceous mudstone and clay.
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The sandstone-quartz conglomerate is occasionally interbedded with coal and shale (Bishop and
Turnbull, 1996). Therefore there is potential for significant lateral variation. It is also possible
that the higher Vp and Vs associated with the Taratu Formation are due to greater confining
pressure. The Taratu Formation velocities were derived from depths between 100 and 300 m,
whereas the Caversham Sandstone velocities were derived from depths between 30 and 100 m.
Further investigation is required to assess the degree of lateral variation of Vp and Vs present in
the Taratu Formation.






































Figure 5.1: A box and whisker plot showing the p-wave interval velocity and empirically calculated s-wave
velocity for the Caversham Sandstone and the Taratu Formation.
The Taratu Formation velocities are based on a single seismic survey. The Caversham
Sandstone velocities are based on a single seismic survey and one surface wave measurement
location. The scarcity of measurements means that the velocities are only measured at one site
for each lithology. Therefore any lateral changes are not accounted for. There is no guarantee
that the measured values are representative of the region. More measurements using a variety of
methods would lead to a much more robust characterisation of seismic velocity. If the offshore
seismic lines were interpreted in terms of onshore mapped lithologies the interval velocities from
these could be incorporated to provide additional constraint. This is beyond the scope of this
study.
It is possible to estimate seismic velocities for the remaining units in the Dunedin sedimentary
sequence based on the velocities collected and descriptions of correlated units with NEHRP (not
NZS 1170.5 at this time) site classes. Except for the Brighton Limestone the sedimentary
units between the Taratu Formation and the Caversham Sandstone are described as soft, weak,
poorly consolidated sedimentary rocks. The Caversham Sandstone is described as moderately
hard, well cemented, and is cliff forming. Therefore it is unlikely that the other units in the
Dunedin sedimentary sequence have significantly higher seismic velocities than the Caversham
Sandstone. For this reason the seismic velocities for the Taratu-Caversham sediments are set at
similar values to the Caversham Sandstone (Table 5.1). The Brighton Limestone is described
243
Chapter 5: Discussion of results
as hard and may have higher seismic velocities than the Caversham Sandstone. However, as it
makes up a relatively thin part of the sequence, so it can be grouped with the other sedimentary
units for modelling purposes.
The Dunedin Volcanic Group contains a wide range of lithologies, ranging from cohesive
basalt dikes and lava flows to pyroclastic deposits and volcanic conglomerates (Bishop and
Turnbull, 1996). The different lithologies will have different seismic properties, but at the scale of
this investigation the Dunedin Volcanic Group will be treated as a homogeneous unit. The closest
this study came to measuring the seismic velocity of the Dunedin Volcanic Group is the refstat
profile along the railway line. At the northern end of the line the local basement beneath the
Quaternary sediments is thought to be volcanic due to weathered volcanic material encountered
at the base of boreholes (Vogel Street near Queens Gardens and Warf Street Overpass (NZGD,
2019)). The average Vp for the third layer is 2466 m/s, and the empirical Vs calculated using
3.4 is 953 m/s. These velocities are much lower than would be expected for a volcanic unit
(expect ~4000 m/s). This is probably due to strong weathering and fracturing weakening the
rocks and lowering the seismic velocity. There is evidence for strong weathering of the Dunedin
Volcanic Group between 30 and 100 m at the southern end of the Railway Survey (GNS Dunedin
Techfile I44/922). Therefore it is likely that this is a bad value to characterise the region with
and will not be representative of the cohesive rock that makes up much of Dunedin Volcanic
Group. The Banks Peninsula Volcanics are similar to the Dunedin volcanics. Both are formed
by basaltic intraplate volcanism and have a similar mix of lithologies and ages (Sewell, 1988).
Because of this similarity the seismic velocities determined for the Banks Peninsula Volcanics
by Lee et al. (2017) will be used as a guide for the Dunedin Volcanic Group. The density of the
Dunedin Volcanics is ~2800 kgm−3 (Reilly, 1972). The seismic velocity of the Dunedin Volcanic
Group is significantly higher than the underlying sedimentary sequence. The high impedance
contrast between the Dunedin Volcanic Group and the underlying sedimentary sequence will have
important consequences for future earthquake modelling as such contrast have been known to
cause reflective wave phenomena (Frankel et al., 2009; Bradley, 2012). A very similar impedance
contrast is seen under the Banks Peninsula (Lee, 2017).
The stacking velocity for the schist is unreliable as there are no reflections to constrain the
velocity model through the NMO correction process (section 3.1.2). The absence of a strong
reflection at the boundary between the Taratu Formation and the Otago Schist indicates the
Vp and the density of the two units is similar near the top of the Schist. This is reasonable
only if the schist is weathered at the interface. The deep weathering observed in exposed schist
suggests a weathered interface is a reasonable interpretation. For modelling, the schist velocity
must be constrained to at least 20 km depth, far beyond what our seismic lines could potentially
image. The seismic velocities of the schist will change significantly with depth, making any
measurements based on near-surface velocities of limited usefulness. Schist velocity and density
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at depth can be determined using the Eberhart-Phillips et al. (2010) New Zealand 3D crustal
seismic velocity model. However, the velocities presented in the model are significantly higher
than the velocities interpreted for the Taratu Formation in this study (EP10 Vp at 1 km above
sea level in our area 4370 m/s, Vp at 3 km below sea level elevation 6190 m/s. The 300 m deep
schist at the Otago Schist - Taratu Formation interface would be assigned a velocity between
these two values. This is much faster than the 2060 m/s value assigned to the Taratu Formation,
enforcing a non-existent sharp impedance contrast between the schist and Taratu. This could
be overcome by smoothing the change in velocity at the interface.
Table 5.1: Calculated and estimated seismic velocities for Dunedin sequence units
Model unit Vp Vs Density
(m/s) (m/s) (kgm−3)
Taratu Formation 2060 600 2200
Taratu-Caversham sediments 1900 500 2000
Caversham sandstone 1940 510 2000
Dunedin Volcanic Group 4000 2280 2800
5.3 South Dunedin late Quaternary sediments
5.3.1 Late Quaternary sediment depth
Dunedin late Quaternary sediment depth has been estimated using a variety of techniques across
the South Dunedin area.
The refraction data from the Railway survey characterises the depth to the local basement
along the railway corridor. The refraction data match well with depths measured at several bore-
holes near the railway corridor (figure 5.2, table 5.2). The Quaternary sediments are generally
10-20 m thick, with a thickening trend toward South Dunedin.
Table 5.2: Railway refstat model borehole comparison
Point location Borehole depth (m) Rail refstat depth(m) Site ID
Andsersons Bay Road overpass North (McCahon et al., 1993) 12-13 10 ABRN
Warf Street overpass (McCahon et al., 1993) 21-24 25 WSO
Octogon (McCahon et al., 1993) 13 14 OCT
Andersons Bay Road overpass (Petlab 199091) 20 20 ABR
The depth to the local basement in the central portion of South Dunedin has been estimated
using the gravity anomaly data and HVSR site periods.
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Figure 5.2: Three layer near surface p-wave velocity models generated by Refstat using first breaks for
the railway corridor profile. The velocities are indicated by the colour bars. Borehole locations and depth
to the local basement shown. See table 5.2. The velocities appear as vertical bars because within each
layer velocity is permitted to vary laterally and is held constant with depth.
Comparison of depth estimates in South Dunedin
Both the HVSR site period and the gravity anomaly are indicators of subsurface material vari-
ations. The gravity anomaly is sensitive to changes in sediment density and thickness. The site
period is sensitive to changes in the average Vs of the soil profile and sediment thickness. Along
the base of the western hills there are two gravity anomaly highs (Anomalies A and B, figure
4.92)) and shorter site periods. The shorter site periods coincide with Anomaly A, supporting
a relativity shallow fast layer above the main impedance contrast. This fits well with the inter-
pretation of the near-surface material at these sites as landslide debris derived from the basaltic
cliffs to the west. The basalt landslide debris have a higher Vs than late Quaternary sediments
in the near surface. It is also realistic that the depth to the first large impedance is less near the
cliffs. Anomaly B is thought to be above a basaltic flow deposit, so a shorter period is expected.
The HVSR test site on Anomaly B (ALBT) and the test site directly to the north did not record
a high-frequency peak. This may be because the underlying impedance between basaltic cliff
debris and basalt flow is not enough to produce a peak.
Across the rest of the basin, the site periods associated with the high-frequency peaks in
the HVSR data and the gravity anomaly show similar, but not identical trends. The lowest
gravity anomaly coincides with the longest site period (dn02 - Eskvale St), and site periods are
generally longer where the gravity anomaly is lower. This can be seen clearly on the graph in
figure 5.3, where there is a large amount of variance between site periods with similar gravity
246
Chapter 5: Discussion of results
anomalies. However when the distance from the harbour is also taken into account, the trend
becomes much clearer. Figure 5.4 shows the HVSR short period peaks plotted against the
reduced gravity anomaly at that site. The points are coloured by the distance from the harbour,
grouped into 500 m bins. The sites closer to the harbour have longer site periods compared to
sites further away for the same gravity residual anomaly. For the 1000 and 2000 m groupings,
there is a trend showing that with less negative gravity anomaly, site period decreases. The
2000 m grouping is the clearest. The 500 and 2500 m bins do not have enough data points to
make a good trend. The 1500 m grouped data behave opposite to expectation with site period
increasing at larger residual anomaly values.
The most obvious disagreement between the gravity anomaly and HVSR short period peaks is
in the region near Bathgate and Tonga parks. The gravity anomaly in this area is very negative,
with a median value of -2.0 mgal ( 0.2 mgal lower than the median for the central portion of
the map) and a minimum value of -2.5 mgal. In contrast, the HVSR short period peaks in the
region have a median period of 0.44 s and a maximum period of 0.56 s, shorter than the median
period for all short period HVSR peaks of 0.583 s. Both the site period and the gravitational
anomaly are dependant upon the thickness of the upper layer of sediments (equation 3.5). More
negative than average gravity anomaly and shorter than average site period suggest opposite
trends in depth, holding density and s-wave velocity constant. As discussed in section 4.5.1, the
sediment deposited behind the protective dunes is likely rich in organic material and therefore
less dense. This contributes to the gravity low. Less dense sediments are expected to have
lower s-wave velocities. Holding depth constant, the site period would be expected to increase
as density decreases. Therefore the HVSR short period peak trend is in opposition to both
increasing depth and decreasing density as explanations for the gravity low.
Not only do the trends differ between the HVSR site period data and gravity anomaly, but
the calculated depths are also very different. Figure 5.5 shows the difference between the two
estimates across South Dunedin. Across most of South Dunedin the depths estimated using
gravity data are larger than the ones calculated using the HVSR site periods. The maximum
difference occurs at the southern end of Bathgate Park, with the HVSR data suggesting depths
up to 80 m shallower than the gravity depths. At the Bathgate Park HVSR location, which is
~50 m from the nearest reading on the Hillside Road line, the HVSR calculated depth is 63 m
shallower than that suggested by the 2D profile. This is the most reliable HVSR depth on the
flat of South Dunedin. For the HVSR method to predict a depth of 108 m (equal to that of the
gravity data) a Vs,avg of 865 m/s is required. This s-wave velocity is much higher than what
is normally expected for late Quaternary sediments. The agreement between the two methods
increases towards the harbour. There is also good agreement between the HVSR calculated
depths near Kettle Park and the Victoria Road 2D gravity profile.
The difference between the depths predicted by these two geophysical methods may serve to
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quantify the maximum uncertainty in the determination of depths. Both methods make large as-
sumptions such as constant Vs,avg and constant density contrast across the flat of South Dunedin.
The HVSR depths are probably more reliable than the depths obtained through gravity forward
modelling. Where the disagreement between methods is substantial, the gravity depths imply an
unreasonably fast Vs,avg to recreate the HVSR site periods recorded. Furthermore, the density
contrast used for the 2D forward modelling of gravity data was calibrated based on minimal
information. The depths suggested in the resistivity survey presented in McCahon et al. (1993)
are different from either method presented in this study. Table 5.3 shows the depths suggested
by both the HVSR and gravity methods at ten resistivity depth estimates. At 7/10 sites the re-
sistivity depths are closer to the HVSR depths. At 6/10 sites the resistivity data suggest depths
shallower than either the HVSR or gravity method. This fits with the author’s original inter-
pretation of the resistivity data as measuring the depth to a clay dominated high-conductivity
boundary that prevented measurement of the depth to bedrock. Future work around site effects
must consider both depths to account for uncertainty. A borehole co-located with an HVSR
measurement that intersects a gravity profile would ground truth the measurements and allow
better depth estimation across the whole South Dunedin area.
It is possible that at some locations the short period peak in the HVSR data is due to an
impedance contrast within the late Quaternary sediments. If this is the case, the late Quaternary
sediment depth will be underestimated as the site period relates to a shallower impedance
contrast.













Depth data extracted from gravity interpolated depth surface and interpolated HVSR calculated depths
at the site of McCahon et al. (1993) resistivity measurements in South Dunedin
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Figure 5.3: Plot of short period HVSR peak periods and reduced gravity anomaly sampled at each HVSR
test site.
Figure 5.4: Plot of short period HVSR peak periods and reduced gravity anomaly sampled at each HVSR
test site. The data are coloured by binned distance from the harbour.
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HVSR measurment locations













Figure 5.5: Map of depths extracted from gravity 2D forward modelling subtracted from depths calculated
using HVSR. The interpolated gravity depth surface presented in section 4.5.3 is subtracted from the
interpolated HVSR depth data presented in section 4.4.2. The colour bar shows the value of the difference.
HVSR locations are shown as green diamonds. Gravity readings used in 2D forward modelling are shown
as grey circles.
Other borehole and geotechnical information
Of the available boreholes in South Dunedin, only four locations reported contact with the local
basement. The first is the borehole at the Andersons Bay Road overpass, described in table
5.2. The Tahuna Wastewater Treatment Plant is behind the dunes, approximately 1 km east of
the Kettle Park East site. At this site seven boreholes report contact with Dunedin Volcanics
at an average of 21 m depth (CH2M Beca Ltd., 2009; Rekker, 2012). McCahon et al. (1993)
also reported several boreholes in contact with the local basement. Three around the base of
Musselburgh Rise (3-5 m) and two near the King Edward Street - Hillside Road intersection
(23-25 m). See figure 1.4 for named locations.
Kettle Park late Quaternary sediment depth
The depth to the local basement at the southern boundary of South Dunedin can be estimated
using the Kettle Park reflection and refraction surveys, gravity anomaly data, surface wave
inversion, and HVSR site periods.
Based on the interpretation of the stacked reflection profile the depth to the local basement
varies from 30-100 m across the line, starting at ~70 m at the western end of the line, a single
peak occurs between CDP 250 and 350 reaching the shallowest point near CDP 285, and the
deepest point at the eastern end of the line.
An interpretation of late Quaternary sediments deeper than 50 m at the western end of the
line fits both the refraction velocity model and the reflection stack. At the eastern end of the line,
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high velocities in the second layer of the refraction velocity model suggest the local basement at
~25 m. The Vs profile generated for the Kettle Park East site suggests a large change in Vs at
~30 m, from 240 m/s to 510 m/s. This change in Vs is consistent with a transition from stiff soil
to very dense soil or soft rock. The high velocities on the eastern side of the line may indicate
that the unit identified as estuarine sediments on the reflection stack is the local basement,
bringing the interpreted local basement much higher.
Neither Kettle Park Centre nor Kettle Park West Vs inversion profiles show a large change in
Vs above 20 m. This provides an upper limit of 20 m for the local basement depth. Using the Vs
30 calculated for each site as the average velocity, the HVSR peak suggests a strong impedance
contrast at ~25 m for Kettle Park Centre and ~39 m for Kettle Park West (using equation 3.5).
The Victoria Road 2D forward modelling gravity profile estimates the depth to the local
basement along a road 100-200 m north of the Kettle Park reflection survey. At the western
end of Kettle Park, the 2D gravity profile estimates the local basement to be ~80 m. This
is significantly deeper than the reflection stack interpretation suggests. The gravity data also
indicate a shallowing toward the centre of the park, reaching a minimum depth of 15 m. There
is a second peak at the eastern end of the line reaching ~27 m. The depths from the Victoria
Road 2D forward modelling gravity profile show a trend that is similar to the other data, but the
values are more extreme, suggesting both very shallow and very deep depths along the profile.
Overall the data support a shallowing of the late Quaternary sediments from west to east
beneath Kettle Park. At the eastern end of the line the local basement is probably as shallow
as 30 m. To the west estimates vary from 50-80 m depth. The increased depth at the western
end of the line is interpreted to represent the paleovalley shape.
5.3.2 Late Quaternary sediment seismic velocity
Kettle Park Vs profiles
The velocities in the upper 1.8 m of all Kettle Park surface wave inversion profiles are within
12 m/s of one another (118-130 m/s). This is expected because at shallow depths the surveys
are characterising a playing field which will be standardised due to human intervention. When
assessing lateral variation we must consider the relative heights of the surveys. Figure 5.6 shows
the elevation adjusted profiles. The Kettle Park East profile is the fastest until -7 m, up to
50 m/s faster than the Kettle Park Centre site (which is the slowest between 1.5 and -7 m).
Some of this may be due to the greater compaction at the Kettle Park East site because there is
more sand on top for the same elevation. This is supported by the agreement of velocities with
unadjusted elevation depth (figure 5.7) Below -20 m the Kettle Park East site is the slowest,
90 m/s slower than the Kettle Park West (which is the fastest at depths below -20 m). The
Kettle Park East site is the most reliable as the passive array data constrain the inversion at
depth. The Vs 30 calculated at Kettle Park East and Kettle Park Centre are fairly similar (219
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and 215 m/s respectively) The Kettle Park West Vs 30 is significantly faster (231 m/s). The near
surface velocities recorded at Kettle Park are not representative of the near surface velocities
in South Dunedin. The dune sediments, which are thought to be ~30 m deep, are not found
elsewhere in South Dunedin.
The geological interpretation of the Vs profiles places the water table 1-3 m above sea level.
The 10 m/day maximum hydraulic conductivity measured in the dunes by Fordyce (2014) may
explain some of the differences seen in detected water table height. The Kettle Park East data
collection began at 08:30 hrs, Kettle Park Centre data collection began at 12:50 hrs, and Kettle
Park West data collection began at 16:10 hrs. The water table value measured at Kettle Park
East is 1.5 m higher than the next highest value, measured at Kettle Park West. It is probable
that the water table height changed throughout the day due to drainage and tidal effects.
Kettle Park reflection and refraction
The interval velocities interpreted from the Kettle Park reflection profile suggest Vp=1581 m/s
and Vs=191 m/s for dune sands. The velocity suggested for dune sediments is similar to the Vs
values of the Kettle Park inversion profiles between 1.8-20 m. These range from 156-285 m/s.
The interquartile range of the dune sand Vs is 142-265 m/s (1525 m/s - 1668 m/s Vp). The
range of Vs calculated from the interval velocities encompasses the range of Vs values suggested
by surface wave inversion. The p-wave refraction velocity model has velocities between 1356 -
1673 m/s in the top layer. This is a similar range of velocities to the stacked profile interval
velocities, with some significantly lower values. However, all of the very slow values occur very
close to the end of the line and as such are less reliable. All velocities support the interpretation
of the first layer in the stacked reflection profile as dune sand.
The velocities suggested for estuarine sediments are faster than any Vs suggested by inversion
above 30 m. This is consistent with the depth converted stacked reflection profile, as the unit
interpreted to be estuarine sediment does not appear until ~30 m below the surface at the
eastern end of the line. However, the median Vs value of 457 m/s is significantly slower than
the 512 m/s suggested by the Kettle Park East surface wave inversion profile for material below
30 m. This may be due to a mistake in the original interpretation of the stacked reflection
profile. As discussed in section 5.3.1, the balance of evidence supports an interpretation of the
local basement at ~30 m at the eastern end of Kettle Park. Therefore the unit interpreted as
estuarine sediments will contain some of the local basement with Vs values greater than the true
estuarine sediments interpreted to the West. Figure 3.20 does show higher interval Vp values on
the eastern half of the line, with a median of 1866 m/s (436 m/s Vs) West of CDP 300 compared
to a median of 1936 m/s (496 m/s Vs) East of CDP 300. The median interval velocity on the
eastern side of the line is very similar to the median interval velocity of 1945 m/s (504 m/s Vs)
calculated for the Caversham Sandstone. Therefore it is unlikely that there are two contrasting
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types of late Quaternary sediment to the East of Kettle Park.
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Figure 5.6: Comparison of Kettle Park best Vs profiles to 15 m below sea level. The height of the profiles
is adjusted based on the elevation of each MASW site. Red is KPE, the best profile is associated with
layering ratio 4. Green is KPC, the best profile is associated with layering ratio 3. Blue is KPW, the
best profile is associated with layering ratio 2
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Kettle Park best Vs profile comparison
Figure 5.7: Comparison of Kettle Park best Vs profiles. The depth of the profiles is not adjusted, with all
three profiles starting from zero. Red is KPE. The best profile is associated with layering ratio 4. Green
is KPC. The best profile is associated with layering ratio 3. Blue is KPW. The best profile is associated
with layering ratio 2
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Bathgate Park Vs profile
Of the sites trialled, the Bathgate Park location is the most likely to be representative of the Vs
profile across South Dunedin as it is located on the flat, inland of the coastal dunes. The best fit
profile is not considered representative of the site, as the high Vs layer between 3.6-4.2 m depth
is unreasonable. The rest of the profile is reasonable with Vs ~300 m/s between 6.3-20 m/s.
By neglecting the high velocity layer between 3.6-4.2 m depth a reasonable Vs profile can be
estimated for the site.
The velocities in the top 6.5 m have Vs values below 100 m/s. This is significantly lower than
the near surface velocities encountered at Kettle Park. In contrast, the Vs ~300 m/s between
6.3-20 m/s is significantly higher than any of the velocities in the top 25 m of the Kettle Park
sites (fastest is KPC at 284 m/s). The velocities are expected to be different as the Kettle Park
soil profile is dominated by dune deposits, whereas the Bathgate Park site likely has estuarine
deposits with significantly more silt, clay, and organic components. Of the Vs profiles obtained
in this study, the Bathgate Park profile is the most useful for site-specific analysis for South
Dunedin sites. A tabulated version of the current best Vs profile at Bathgate Park is presented
in table 5.4.
Table 5.4: Bathgate Park Vs profile
Layer depth range Vs
layer 1 0 - 1.9 90.5
layer 2 1.9 - 3.6 77.1
layer 3 3.6 - 4.3 97.9 *
layer 4 4.3 - 6.4 97.9
layer 5 6.4 - 20.1 299.1
layer 6 to the local basement 505.5
* Fast layer, velocity reduced from 634 m/s
The collection of passive array data would significantly improve the usefulness of these data.
A passive array collected at the Bathgate Park site would provide a better constraint on the
velocity at depth. If the array was large enough the change in Vs at the interface with the local
basement could be resolved, adding another depth estimate to those that already exist. This
would help constrain the relative accuracy of the different methods discussed in this study.
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5.4 Suitability of University of Otago geophones for MASW
data collection
The surface wave data extracted from the Kettle Park reflection survey records were able to
capture dispersion between 4-10 Hz. The records were of poor quality compared to the dedicated
MASW surveys with no data above 10 Hz, relatively few data points making up the trends,
and a large amount of scattering/less adherence to the trend. However, the Rayleigh wave
phase velocities were similar to those recorded by other methods (section 4.2.1). The data were
reprocessed from a reflection survey set up. Because of this, the array set up was not ideal
for MASW data collection. The geophone spacing was 5 m, larger than ideal for near-surface
analysis. Because of roll up, shots were often available at only one end of the array. The
shots were taken adjacent to the line rather than in line with the array, as is recommended. The
presence of dispersion data at relatively low frequencies suggests the limitations of the dispersion
curve and the low quality of the data are due to the compromised acquisition method and array
geometry, not insufficient geophone sensitivity. Therefore the University of Otago geophones
may be suitable for MASW collection if best practice guidelines are followed, but dispersion
curves extracted from existing reflection surveys are not of high enough quality for inversion
without other constraints.
5.5 Summary
Of the six objectives defined in section 1.4 for this study, five have been addressed in this chapter.
Objective 1: Determine if the Akatore Fault comes onshore at the Kaikorai Estuary.
A reflection profile at Kaikorai Estuary provided no evidence to suggest the Akatore Fault
extends onland to Kaikorai Valley.
Objective 2: Image key units and boundaries in the Dunedin sedimentary sequence
using reflection seismology.
Taratu Formation and Otago Schist were identified in the Kaikorai reflection profile. The
contact between the Taratu Formation and Otago Schist was interpreted, as was the contact
between Taratu Formation and another unidentified Cretaceous - Tertiary sedimentary unit.
The Railway line refraction velocity model shows the boundary between slower late Qua-
ternary sediments and the faster local basement. These depths are in good agreement with
available borehole information.
256
Chapter 5: Discussion of results
The presence of continuous reflections below 50 m in the Kettle Park reflection profile favour
a sedimentary unit rather than an igneous unit as local basement. Therefore the local basement
beneath South Dunedin is interpreted to be Caversham Sandstone. The estimated depth to local
basement beneath Kettle Park is also informed by the Kettle Park Vs inversion profiles and the
Victoria Road 2D forward gravity modelling profile. At the eastern end of the line, the local
basement is likely as shallow as 30 m. To the west, estimates vary between 50 and 80 m depth.
The increased depth at the western end of the line is interpreted to represent the paleovalley
shape.
Objective 3: Determine the p-wave and s-wave velocities for key units in the
Dunedin sedimentary sequence.
The Vp and Vs of the Taratu Formation were determined based on the Kaikorai stacking
velocity model interval velocities. The median Vp for the Taratu Formation is 2061 m/s. From
this, equation 3.4 calculates a Vs of 604 m/s.
The Vp and Vs of the Caversham Sandstone were determined based on the Kettle Park
stacking velocity model interval velocities. The median Vp for Caversham Sandstone is 1945 m/s.
From this equation 3.4 calculates a Vs of 504 m/s.
At the Kettle Park East site the Caversham Sandstone Vs was estimated to be 512 m/s by
surface wave inversion. The agreement of the two Caversham Sandstone Vs values suggests they
are reliable.
Velocities for sedimentary units between the Caversham Sandstone and Taratu Formation
were assumed to have similar values to the Caversham Sandstone.
The Vp and Vs of the Dunedin Volcanic Group were set based on the Banks Peninsula
Volcanics velocities determined by Lee et al. (2017).
The Otago Schist Vp and Vs were based on the Eberhart-Phillips et al. (2010) New Zealand
3D crustal seismic velocity model.
Objective 4: Produce near surface s-wave velocity profiles at key locations in South
Dunedin using surface wave inversion techniques.
Three s-wave velocity profiles were produced along Kettle Park. All of the Kettle Park
profiles report s-wave velocities below 250 m/s for dune sediments. Only Kettle Park East
characterises the s-wave velocity of the Caversham Sandstone.
Bathgate Park is located back from the shoreline, on the flat of South Dunedin. Therefore
the soil profile is probably representative of the s-wave velocity profile across much of South
Dunedin. Because of unreasonably high s-wave velocity layer between 3.6 and 4.2 m depth, the
shallow part of the s-wave velocity profile is not considered representative of the soil profile at
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the site. However, between 6.3 and 20 m/s the profile is reasonable, with an s-wave velocity of
~300 m/s.
Objective 5: Quantify the variations in late Quaternary sediment depth and funda-
mental site period across South Dunedin using HVSR and gravity methods.
The HVSR and gravity methods yield significantly different depths and trends across South
Dunedin. The gravity data show a depression along the western side of South Dunedin. The
HVSR site periods have only weak evidence in support of this feature. The difference in predicted
depth shown in figure 5.5. The gravity data predict depths up to 80 m greater than the HVSR site
periods. Because of the large discrepancy in depth predictions, the variations in late Quaternary
sediment depth across South Dunedin could not be accurately quantified. The difference between
the depths suggested by these two geophysical methods may serve to quantify the maximum
uncertainty in the determination of depths.
Chapter 6 combines these results to produce a 3D seismic velocity model that can be used to




This chapter presents the building of the 3D seismic velocity model to define the path of seismic
waves generated by an Akatore Fault earthquake event from source (Akatore Fault) to site
(Dunedin). The simplifying assumptions made and the limitations they impose are discussed.
The datasets used to constrain the model are presented and discussed. The surface building
methodology and the determination of seismic velocities are presented. The resulting 3D seismic
velocity model is presented and key uncertainties are identified.
6.1 Previous velocity modelling in Dunedin
McCahon et al. (1993) created a three dimensional model of the geologic profile beneath Dunedin
city using ~200 boreholes and the results of a resistivity survey. The model has a contoured
surface for the interface between Quaternary sediments and local basement, based on contacts
in the boreholes and the results of the resistivity survey. The rest of the profile is defined using
borehole logs summarised by representative soil type (rock, predominantly gravel, predominantly
sand, predominantly fine-grained silts or clays, predominantly peat, predominantly fill) for five
depth ranges (0 - 2 m, 2 - 5 m, 5 - 10 m, 10 - 20 m, 20 - 30 m ).
A s-wave velocity profile was developed using SPT-N values for depths from 0 - 30 m corre-
lated with s-wave velocity by Tinsley and Fumal (1985). The profile was extended to 500 m by
extrapolating from the correlations. The s-wave velocity range with depth is shown in table 6.1.
The scarcity of boreholes prevented a general site response model for the whole city. Instead, 17
representative profiles were considered. In most cases, the borehole logs did not extend to the
local basement, so theoretical profiles were constructed. The depth to schist was set to 600 m
for all profiles. For each profile surface, response spectra were calculated. Three typical spectral
shapes were identified.
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Table 6.1: McCahon et al. (1993) s-wave velocity model
Very soft/loose Medium dense/stiff Very dense/hard
(N = 0.5) (N = 15 - 20) (N > 40 - 50)
Depth (m) Vs (m/s) Vs (m/s) Vs (m/s)
0 - 2 75 120 250
2 - 10 150 250 400
10 - 20 350 600
20 - 50 500 800
50 - 100 700 1100
100 - 200 1000 1500
200 - 500 1500 2200
6.2 Model structure
For this model to be used in ground motion simulations it must contain Vs, Vp, ρ for all
points in the region of interest. The Dunedin velocity model characterises seven major units in
the Dunedin sedimentary sequence between Brighton and Dunedin City (shaded region, figure
6.1). The model neglects Quaternary sediments outside of the South Dunedin region. In South
Dunedin the Quaternary sediment depth is included as this is very important for site effects. All
units are assigned an average, constant Vp, Vs, and ρ across the entire modelled region. Depth
and overburden pressure dependence of velocities are neglected within each geologic unit. Water
is ignored.
Faults are not considered explicitly in the Dunedin velocity model. Faults within the sedi-
mentary model zone are known to have important structural control. For example, the Kaikorai
Fault (figure 1.1) is thought to be responsible for a ~60-80 m increase in the elevation of the base
of the Dunedin Volcanic Group on the eastern side of Kaikorai valley (Villamor et al., 2018).
However, estimating the subsurface displacement of units along individual faults is outside the
scope of this study. Some of the effects of faulting are included in the model through data points
near the faults.
This model is similar to the CantVM in its assumptions. CantVM also used Eberhart-
Phillips EP10 regional crustal model to define the basement. The Dunedin velocity model is
much smaller than CantVM, and there are many fewer data points to constrain the model. The
sedimentary sequence is shallower near Dunedin than beneath the Canterbury Plains (maximum
~600 m as opposed to 2500 m). The use of the “mudline” equation (Brocher, 2005) to calculate
Vs using Vp is widespread amongst seismic velocity models, such as The SCEC Community
Velocity Model Süss and Shaw (2003).
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Chapter 6: 3D model
6.3 Datasets
Several data sets were used to constrain the surfaces in this model. The Dunedin Urban Map
(Turnbull et al., 2012) was the primary source of constraint at the surface. This map has the
contacts between units in the Dunedin sequence where not obscured by Quaternary deposits. It
is based on existing published and unpublished mapping and borehole data. Most of the useful
contacts occur to the west of Dunedin City. 343 Boreholes extracted from the PetLab database
(Smith Lyttle et al., 2014), New Zealand Geotechnical Database (NZGD, 2019), and available
papers (McCahon et al., 1993) were also used to constrain the surfaces. 124 extend to 10 m
and 22 extend past 30 m. These boreholes are mainly located to the west of Dunedin City,
with 118 located in the Dunedin City area. Of these only 41 extend past 10 m, and 8 extend
past 30 m. The only seismic reflection lines used to constrain the model are those collected in
this study. The depth to the local basement in South Dunedin is constrained by Gravity and
HVSR methods. Artificial vector data were used to constrain the model in areas where a lack
of measured data leads to a geologically unreasonable geological model based on interpolation
alone.
6.4 Geologicical model surface building method
Eight surfaces were defined to build the 3D Geological model:
1. Top of the Otago Schist (Basement)
2. Top of Taratu Formation
3. Base of Abbotsford Mudstone
4. Top of Abbotsford Mudstone
5. Base of Caversham Sandstone
6. Top of Caversham Sandstone
7. Base of Dunedin Volcanic Group
8. Base of Quaternary sediments in South Dunedin
The 3D surface building was conducted using Leapfrog Geo (3D geological modelling software
produced by ARANZ GEO). The most common interpolation used in geological modelling is
Kriging, a geostatistical algorithm that interpolates between a scattered set of spatial data points
to produce a surface (Chiles and Delfiner, 2012). Leapfrog Geo uses fast radial basis functions
to implement dual Kriging (Chiles and Delfiner, 2012). Leapfrog Geo can use vector information
and borehole contacts to constrain the location of a surface. The surfaces were defined using
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a triangular mesh. The resolution of the mesh is determined by the spacing of the vertices
of the triangles. For the Otago Schist top surface a resolution of 1000 m was used. For the
Cretaceous - Tertiary sedimentary units a resolution of 500 m was used. A resolution of 500 m
is a good reflection of the state of knowledge in the near surface, but at depth where there are
no constraints it is not a good reflection of the state of knowledge. For the late Quaternary
sediments a resolution of 250-m was used.
The model was constrained by surface topography and bathymetry. This was created by
Hamish Bowman based on the NZSoSDEM (Columbus et al., 2011) and Raster Navigational
Charts produced by the New Zealand Hydrographic Authority (LINZ, 2016, 2018b,c,a). The
Dunedin sequence units (including DVG) were primarily constrained by mapped contacts from
the Dunedin Urban Map digitised as vectors along surface topography. The Kaikorai and Kettle
Park seismic reflection profiles were imported as cross sections, and any contacts between units
digitised as vectors in the plane of the cross-section. The Otago Schist top and Taratu Formation
top were constrained using data from the Kaikorai reflection profile. The refraction velocity
models generated as a part of the reflection survey were also imported and digitised in this
manner. Borehole data from the Petlab database limited constraint. Borehole data descriptions
were simplified, renaming identified geological units in terms of units in the Dunedin sequence.
The data were processed to produce the survey, collar, and lithology CSV files required by
Leapfrog Geo. Depths calculated from HVSR data were imported as boreholes, with dummy
units between major impedance contrasts. The gravity surface generated as discussed in section
4.5.3 was used. Supplementary constraints, in the form of artificial vectors to control surfaces
(see figure 6.2 and figure 6.6 for examples) were added to provide extra constraint where data
were sparse and the model was unrealistic. The data used to constrain each surface is shown in
figures 6.2 - 6.7.
One of the major challenges in this undertaking is the sparse data available, especially in
the Dunedin urban area. No data on the location of units in the Dunedin sedimentary sequence
is available to the east of the city (that falls within the scope of this project). Future work
to interpret depth converted offshore seismic lines will be crucial to better constraining deeper
units in the sequence beneath the city. Not all available constraints were considered for this
model due to time limitations.
The South Dunedin late Quaternary sediment base surface was primarily constrained by
gravity profiles and HVSR calculated depths. Where the depth estimates conflicted, an in-
termediate value was chosen, favouring HVSR calculated depth over the gravity depths. The
reasoning behind this is discussed in section 5.3.1. This resulted in shallower depths than pre-
dicted by the gravity data. However, the shape of the gravity profiles had an important influence
on the overall basement topography. The surface was augmented with other available data, such
as the Railway seismic line refraction model, the depth to the large change in Vs found in Kettle
263
Chapter 6: 3D model
Figure 6.2: Otago Schist top surface constraints used in 3D geological modelling. The Dark Purple
line shows the Schist - Taratu Formation contacts from the Dunedin Urban Map. Purple circles show
the location of Otago Schist - Taratu Formation and Otago Schist - Henley Breccia contacts recorded in
borehole data. The Pink line shows the location of the Kaikorai Estuary seismic line Otago Schist - Taratu
contact. The purple diamonds show the HVSR recording locations. The Schist - Sedimentary impedance
change depth calculated using low-frequency HVSR peak was used as a constraint. The dashed lines are
additional vector constraints included to control the slope and prevent it from taking unreasonably steep
values.
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Figure 6.3: Taratu Formation top surface constraints used in 3D geological modelling. The light green line
shows the Taratu Formation - Brighton Formation and Saddle Hill Siltstone contacts from the Dunedin
Urban Map used to control the surface. The green circle shows the Taratu formation - Fairfield Greensand
contact recorded in the borehole data. The dark green line shows the location of the Kaikorai Estuary
seismic line containing the Taratu Formation top.
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Figure 6.4: Abbotsford Mudstone bottom surface constraints used in 3D geological modelling. The black
line shows the Abbotsford Mudstone lower contacts from the Dunedin Urban Map used to control the
surface. The green line indicates the supplementary cross section at Kettle Park to prevent Abbotsford
Mudstone from taking an unreasonable thickness away from constraints.
Figure 6.5: Abbotsford Mudstone top surface constraints used in 3D geological modelling. The blue line
shows the Abbotsford Mudstone lower contacts from the Dunedin Urban Map used to control the surface.
The blue dashed line indicates the supplementary cross section near Scroggs Hill.
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Figure 6.6: Caversham Sandstone bottom surface constraints used in 3D geological modelling. The yellow
line shows the Caversham Sandstone lower contacts from the Dunedin Urban Map used to control the
surface. The brown dashed lines indicate the supplementary cross sections. There are four additional
vectors. Two beneath South Dunedin to ensure Caversham Sandstone is the local basement. One at
Tunnel Beach, one across the entire model range to prevent outcropping west of observed.
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Figure 6.7: Caversham Sandstone top surface constraints used in 3D geological modelling. The red lines
show the Caversham Sandstone lower contacts from the Dunedin Urban Map used to control the surface.
The red dots show the borehole data used.
Park East inversion data, boreholes from the Tahuna Waste Water Treatment Plant (CH2M
Beca Ltd., 2009), boreholes from the petlab database (Smith Lyttle et al., 2014), and boreholes
reported in McCahon et al. (1993), to produce the most well-informed surface possible. Lateral
boundaries were imposed using mapped surface contacts between Quaternary sediments and
either Dunedin Volcanic Group or Caversham Sandstone on the Dunedin Urban Map (Turnbull
et al., 2012). Two different boundary techniques were trialled. The first, shown in figure 6.9,
implements the boundary as a vertical wall along the edge of the model. The second technique
uses the contacts as constraints on the surface itself, forcing the surface to have zero depth
along the boundary. In figure 6.10 this technique was applied along the western boundary. The
best results were achieved using the contacts as constraints. The contact between Caversham
Sandstone and late Quaternary sediments interpreted in the Kettle Park seismic profile was not
included in the constraint of the soft sediment base. This is because it conflicted with multiple
other pieces of evidence, such as the KPE Vs inversion profile and HVSR and gravity.
A block model with 250 by 250 by 50 m blocks, subblocked to 10 m for late Quaternary
sediments was extracted. This model is available in digital appendix as a CSV.
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Figure 6.8: late Quaternary sediments base surface constraints used in 3D geological modelling. The
blue lines show the gravity profile locations, the red line shows the location of the Railway line refraction
velocity model used, the light green line shows the edge of the late Quaternary high constraint area, and
the light blue lines show vectors added for additional constraint. The dark green dots show the borehole
data used, and the light green points show the HVSR site periods used.
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Figure 6.9: 3D surface produced by interpolation between density interfaces in 2D forward modelling
profiles. A) shows the surface overlain on the fence diagram. B) shows the surface without the gravity
profiles. C) shows the volume of low-density sediments above the surface. D) shows this same volume
a different perspective, looking east. The green lines in D) are the digitised interfaces. For this surface,
the lateral boundaries were implemented as vertical walls. The depth of the surface is constrained only
by the gravity data
Figure 6.10: 3D surface produced by interpolation between density interfaces in 2D forward modelling
profiles. A) shows the surface overlain on the fence diagram. B) shows the surface without the gravity
profiles. C) shows the volume of low-density sediments above the surface looking east. The green lines
in C) are the digitised interfaces. Mapped contacts along the western edge were used as constraints on
surface depth as well as lateral boundaries.
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6.5 Seismic velocities of geological units
The determination of the velocities to be used in the model was discussed in section 5.2. In
addition to the velocities discussed previously the Otago Schist and late Quaternary sediments
are given Vp, Vs and densities. The Otago Schist velocity stated in table 6.2 is an example of
the velocities from the Eberhart-Phillips EP10 New Zealand 3D crustal seismic velocity model
(Eberhart-Phillips et al., 2010). These velocities vary with depth. The velocity stated is con-
sidered representative for depths between -1 and 1 km depth. The late Quaternary sediment
velocities are based on a simplified version of the Bathgate Park Vs profile.
The Vs profile generated at Bathgate Park is geologically unreasonable due to the very fast
layer between 3.6 and 4.2 m depth. As discussed in section 4.3.4 by neglecting the high-velocity
layer a reasonable profile was estimated. However, the uncertainty in the Bathgate Park Vs
profile reduces the reliability of the late Quaternary sediment velocities implemented in the
model. The Vs of late Quaternary sediments below 20 m has the highest uncertainty as the
Bathgate Park Vs profile only resolves the upper 24 m of the soil profile.
Table 6.2: Calculated and estimated seismic velocities for modelled units
Model unit Vp Vs Density
(m/s) (m/s) (kg/m3)
Otago Schist (at -1 km msl) 4370 2570 2520
Taratu Formation 2060 600 2200
Taratu-Caversham sediments 1900 500 2000
Caversham sandstone 1940 510 2000
Dunedin Volcanic Group 4000 2280 2800
late Quaternary sediments 0-7 m 100 1500 1800
late Quaternary sediments 7+ m 300 1500 1800
6.6 Results
6.6.1 Geological surface elevation contour maps and cross sections
A contour plot of the top of the surface that bounds the Otago Schist and Taratu Formation is
shown in figure 6.11. This surface was constrained using the inputs shown in figure 6.2. There is
good constraint near Scroggs hill, Fairfield and East Taieri from mapped contacts and boreholes
(Turnbull et al., 2012)(Smith Lyttle et al., 2014). There is a general south-east dipping trend
extrapolated to the south-east of the well-constrained area. There is no control in that area,
so this is entirely based on the previous trend. The surface matches well with the interpreted
boundary from the Kaikorai seismic line, even when it is excluded from the constraints. There
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is increased complexity beneath the South Dunedin area due to the inclusion of the depths
estimated using the long period HVSR peaks. These topographic features are artefacts of the
model and not expected to reflect reality. The basin-like shape of the schist beneath South
Dunedin is also probably an artefact of the model, as there is no constraint to the north, south
or east to confirm this. The basin-like shape could have strong basin edge effect implications
for modelling. Additional constraints (figure 6.2) were added to mitigate this.
A contour plot of the surface that bounds the Taratu Formation and the Brighton Formation
is shown in figure 6.12. This surface was constrained using the inputs shown in figure 6.3.
Similar to the Otago Schist, the Taratu Formation is well constrained with mapped contacts
and boreholes near Scroggs hill, Fairfield and East Taieri. The interpreted boundary in the
Kaikorai seismic line fits well with the other constraints, giving the only constraint at depth.
The model suggests the Taratu Formation lenses out to the south-east. There is no control on
the Taratu Formation east of Fairfield, so the model extrapolates from other trends. There is
no evidence to support the absence of the Taratu beneath South Dunedin. The regional dip
is reported as ~6°(McKellar et al., 1990). The modelled surface has a maximum dip of 4.4°in
140°bearing in well-constrained areas. Away from constraints the surface dips more steeply,
5.4°at a bearing of 140°. There is increased complexity beneath South Dunedin as a result of
the additional constraints put in place. These were added to prevent a basin-like shape forming
in response to the schist depths estimated using the long period HVSR peaks. The topography
is an artefact of the modelling and not thought to reflect reality.
A contour plot of the surface that bounds the Brighton Formation and the Abbotsford
Mudstone is shown in figure 6.13. This surface was constrained using the inputs shown in
figure 6.4. The base of the Abbotsford Mudstone is well constrained with mapped contacts near
East Taieri, Wardronville, Scroggs hill, and Fairfield. Near the mapped contacts the surface dips
south-east at 4.4°. Beneath the city, away from constraints, the surface dips 4.3°at a 125°bearing.
The surface is very regular where not controlled by surface topography.
A contour plot of the top of the Abbotsford Mudstone is shown in figure 6.14. This surface
was constrained using the inputs shown in figure 6.5. The top of the Abbotsford Mudstone is
well constrained with mapped contacts near Wardronville and Green Island. The Abbotsford
mudstone is unconstrained beneath South Dunedin. Below South Dunedin the surface has a
dip of 4.2°with a bearing of 130°. The most complexity occurs near the mapped contacts and
where the Abbotsford Mudstone is constrained by topography. In areas away from constraint
the surface is very regular. Extra constraint was added near Scroggs Hill to prevent the unit
from becoming unreasonably thick to the west.
A contour plot of the surface that bounds the the sediments between the Abbotsford Mud-
stone and Caversham Sandstone (A-C sediments) and the Caversham Sandstone is shown in
figure 6.15. This surface was constrained using the inputs shown in figure 6.6. Mapped contacts
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provide good constraint between Blackhead and Green Island. The cliffs between Blackhead and
St Clair constrain the base of the Caversham Sandstone to below 0 m. There is high complexity
near constraints and where the top of the Caversham Sandstone is constrained by topography.
The dip near blackhead is 3.6°with a bearing of 135°. The dip near Abbots Hill is steeper at
4.4°at a bearing of 135°. Below South Dunedin the contours are complex. This is due to addi-
tional cross sections added as a constraint to ensure the local basement beneath South Dunedin
was Caversham Sandstone. The complexity seen is a result of these artificial constraints and
not a reflection of the true topography of the surface, which is unknown and unconstrained.
A contour plot of the surface that bounds the Caversham Sandstone, Dunedin Volcanic
Group, and the South Dunedin late Quaternary sediments is shown in figure 6.16. This sur-
face was constrained using the inputs shown in figure 6.7. The boreholes and mapped contacts
between the Caversham Sandstone and Dunedin Volcanic Group provide good constraint be-
tween Blackhead, Caversham, St Clair, Mornington, Roslyn and Abbots Hill. The base of the
South Dunedin late Quaternary sediments provides constraint beneath South Dunedin. There
is high complexity beneath South Dunedin due to the highly variable late Quaternary sediment
thickness. There is also high complexity where topography controls the surface. To the north,
beneath the centre city (Octagon) the Caversham Sandstone is not present. There is no con-
straint on the surface in this area, and as such, the absence of the Caversham Sandstone is due
to the interpolation of the model and is not tied to any observations. Off the South Coast, the
surface becomes smooth and is entirely without constraint. Due to a large amount of exposure,
the surface is controlled either by topography or the base of the late Quaternary sediments.
Therefore measuring the dip of the surface is not useful, as it is not consistent across the region.
A contour plot of the top of the Dunedin Volcanic Group is shown in figure 6.17. This surface
was constrained mainly by topography. Beneath Dunedin City, the surface is constrained by the
base of the late Quaternary sediments.
A contour plot of the base of the late Quaternary sediments is shown in figure 6.18, and an
enlarged version is shown in figure 6.19. This surface was constrained using the inputs shown
in figure 6.8. The Quaternary sediments have a mean depth of 29 m and a maximum depth of
86 m. The greatest complexity is beneath South Dunedin, where there is the most information
(figure 6.8). There are two very deep areas separated by a central rise. The central rise also
decreases in height towards the centre of South Dunedin. There is no obvious paleochannel.
Figure 6.21 presents cross sections taken west to east across the model. All three cross sec-
tions show the decline in Otago Schist elevation reaching a minimum beneath Dunedin City.
Many of the sedimentary units present show smoothly varying surfaces and consistent dips.
The apparent dip of the surfaces on an east-west cross-section is ~3.3°east. The Taratu For-
mation thickness changes in response to schist topography, becoming thicker beneath South
Dunedin. The maximum thickness of the Taratu Formation is ~380 m. Below the late Quater-
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Figure 6.11: Map of the surface that bounds the Otago Schist and Taratu Formation. The contours are
at 100 m intervals. The frame encloses the modelled area. The purple background indicates where Otago
Schist is present. The Taieri Basin is not considered in this model.
Figure 6.12: Map of the surface that bounds the Taratu Formation and the Brighton Formation. The
contours are at 50 m intervals. The frame encloses the modelled area. The green background indicates
where the Taratu Formation is present. Where the background is purple the Otago Schist is the uppermost
lithology. The Taieri Basin is not considered in this model.
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Figure 6.13: Map of the surface that bounds the Brighton Formation and the Abbotsford Mudstone. The
contours are at 50 m intervals. The frame encloses the modelled area. The grey background indicates
where the Brighton Formation is present. Where the background a different, colour the uppermost
lithology is indicated by the key. The Taieri Basin is not considered in this model.
Figure 6.14: Map of the surface that bounds the Abbotsford Mudstone and the sediments between the
Abbotsford Mudstone and Caversham Sandstone (A-C sediments). The contours are at 50 m intervals.
The frame encloses the modelled area. The brown background indicates where the Abbotsford Mudstone
is present. Where the background a different, colour the uppermost lithology is indicated by the key.
The Taieri Basin is not considered in this model.
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Figure 6.15: Map of the surface that bounds the the sediments between the Abbotsford Mudstone and
Caversham Sandstone (A-C sediments) and the Caversham Sandstone. The contours are at 50 m intervals.
The frame encloses the modelled area. The teal background indicates where the sediments between the
Abbotsford Mudstone and Caversham Sandstone (A-C sediments) are present. Where the background a
different, colour the uppermost lithology is indicated by the key. The Taieri Basin is not considered in
this model.
Figure 6.16: Map of the surface that bounds the Caversham Sandstone, Dunedin Volcanic Group, and
South Dunedin late Quaternary sediments. The contours are at 50 m intervals. The frame encloses the
modelled area. The orange background indicates where the Brighton Formation is present. Where the
background a different, colour the uppermost lithology is indicated by the key. The Taieri Basin is not
considered in this model.
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Figure 6.17: Map of the surface that bounds the Dunedin Volcanic Group and the South Dunedin late
Quaternary sediments. The contours are at 50 m intervals. The frame encloses the modelled area.
The red background indicates where the Dunedin Volcanic Group is present. Where the background a
different, colour the uppermost lithology is indicated by the key. The Taieri Basin is not considered in
this model.
Figure 6.18: Map of the late Quaternary sediment surface. The contours are at 20 m intervals. The frame
encloses the modelled area. The background colours indicate surface lithology. The late Quaternary
sediments were excluded from the colour plot to show the change in the local basement from Caversham
Sandstone to Dunedin Volcanic Group. The surface extent of the modelled late Quaternary sediments is
shown in figure 6.20. The Taieri Basin is not considered in this model.
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Figure 6.19: Map of the late Quaternary sediment surface. The contours are at specified intervals. The
map is shaded with depth, darker colours indicate deeper areas.
nary sediments on cross section B the Taratu Formation top surface has some sudden and sharp
topography. This is a modelling artefact resulting from the additional control vectors used to
prevent the surface from having a basin. Such sudden changes with no constraint to confirm
them are considered unphysical. The Brighton Formation changes thickness in response to the
topography of the Taratu Formation. The maximum thickness of the Brighton Formation is
~150 m. This is unconstrained, however, as there is no data about the sedimentary units be-
neath Dunedin City. The Brighton Formation is generally 5 - 10 m thick (Benson and Marshall,
1969; McKellar et al., 1990), so this thickening is geologically unreasonable. However the seismic
properties of the different sedimentary layers are neglected, so which sedimentary unit fills the
void will have no impact on the results of any future earthquake modelling. The Abbotsford
Mudstone has a fairly consistent thickness of ~100-120 m. This is thinner than expected but
geologically reasonable. Some of what is modelled as Brighton Formation is likely either Ab-
botsford Mudstone or Taratu Formation. Therefore the Abbotsford Mudstone is likely thicker
than modelled beneath Dunedin City. The sediments between the Abbotsford Mudstone and
Caversham Sandstone vary from 100 to 40 m thick in the subsurface. Thicknesses in this range
are geologically reasonable, but unreliable due to the lack of constraint. The maximum thick-
ness of the Caversham sandstone is ~150 m. This occurs beneath the Dunedin Volcanic Group
as elsewhere the thickness of the Caversham sandstone has been greatly reduced by erosion.
Cross section B shows the greatest late Quaternary sediment depth. The two deep areas and
separating rise described above are visible. Cross section G (figure 6.22) also samples the South




Figure 6.22 presents cross sections taken north to south across the model. Cross sections D, E,
and F show the decline in Otago Schist elevation to the south. The deepening of the Otago Schist
is less pronounced in cross-section F, the easternmost section. Many of the sedimentary unit
present show smoothly varying surfaces and consistent dips. The apparent dip of the surfaces
on a north-south cross-section is ~2.3°south. The variation in unit thickness is similar to that
described for the east to west cross sections. Cross section D and E show the Taratu Formation
thickening considerably to the south in response to changes in Schist topography. Cross section
F shows much less change in the thickness of the Taratu, with thinning at the southern end
due to changes in Schist topography. As in the east to west cross-sections, the thickness of the
Brighton Formation is directly influenced by the changes in the Taratu Formation. The north-
south cross sections show thinner samples of the Brighton formation with thicknesses ranging
from 30-100 m. Again, this is much larger than field observations suggest. The Abbotsford
Mudstone has a fairly consistent thickness of ~100-120 m. This is thinner than expected but
geologically reasonable. As discussed above, the Abbotsford Mudstone is likely thicker than
modelled, with the units above and below being thinner than modelled. Cross section F samples
the late Quaternary sediments in South Dunedin. The late Quaternary sediments are deepest
in the centre, shallowing to the north and south. The inferred transition from Dunedin Volcanic
Group to Caversham Sandstone as the local basement is visible. At about 3 km south there is
a sudden deepening of the late Quaternary sediment, cutting into the Dunedin Volcanic Group
rock. This is an artefact of the model and there is no evidence to suggest the feature. Efforts
to add extra control vectors to remove the artefact have been unsuccessful. Choosing that site
for site-specific analysis is not recommended.
Figure 6.20: Location of cross sections shown in figure 6.21 and figure 6.22. The Taieri Basin is not
considered in this model.
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Figure 6.22: Cross sections D,E,F and G. The lithologies shown are: purple (Otago Schist basement);
green (Taratu Formation); grey (Brighton Formation); brown (Abbotsford Mudstone); teal (sediments
between the Abbotsford Mudstone and Caversham Sandstone); orange(Caversham Sandstone); red
(Dunedin Volcanic Group); yellow (late Quaternary sediments).
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6.7 Discussion
6.7.1 Key uncertainties
There is significant uncertainty associated with the calculation of interval velocities. For the
interval velocity to be accurate, both the interpretation of the stack and stacking velocity model
must be correct. The more reflections there are, the better calibrated the stacking model is and
the better the extracted velocities.
Many of the units in the Dunedin sedimentary sequence have not had seismic velocities mea-
sured. The assumptions made to estimate the velocities bring with them increased uncertainty.
The model ignores any lateral or vertical variation of velocity or density within each unit.
The Kaikorai estuary line and Kettle Park line both show significant lateral variation in velocity
over 1-2 kilometres. There will also be a significant change in velocity with depth due to
confining pressure. The lack of constraints on the surfaces at depth leads to a large degree of
uncertainty below the surface. The inclusion of more seismic lines is a critical part of the future
improvement of the model. The uncertainty in the late Quaternary sediment depth has been
discussed in section 5.3.1.
The geological knowledge is greater than the geophysical knowledge. Units in the Dunedin
sedimentary sequence between the Taratu Formation and the Caversham Sandstone were mod-
elled separately but must be given the same velocities and density. This could be improved by
further geophysical data collection and analysis across the region.
6.7.2 Comparison to existing Dunedin velocity model
The s-wave velocity model devised by McCahon et al. (1993) is shown in table 6.1. The velocities
used for this model are shown in table 6.2. A key difference is that the model built in this study
is lithology dependant as opposed to a mixture of depth and stiffness dependence. The model
presented in this study suggests significantly slower velocities at depths greater than 50 m. The
McCahon et al. (1993) model has Vs between 700-2200 m/s below 50 m. These velocities are
much faster than the Vs calculated for the Caversham Sandstone and Taratu Formation as a
part of this study (510-600 m/s). Both models have similar Vs for the late Quaternary sediments
in the near surface, but the McCahon et al. (1993) model predicts significantly faster velocities
between 50 and 100 m depth (velocities in top 100 m: McCahon et al. (1993), 75-700 m/s, this
model 100-300 m/s).
6.8 Future use in earthquake ground motion simulation
The velocity model has been built to define the path for 3D ground motion simulations of
an Akatore Fault earthquake event in Dunedin City. As Dunedin has not experienced a large
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earthquake since it was settled in 1840, the best way to quantify ground motion is through
earthquake ground motion simulation. The results of this study may be useful in future ground
motion simulation work. The model discussed here defines the Vp, Vs, and density at every point
between Brighton and Dunedin down to 800 m depth. By setting this high definition model in a
basement model based on the Eberhart-Phillips New Zealand 3D crustal seismic velocity model
(Eberhart-Phillips et al., 2010), the velocities can be determined down to a depth of 25 km
and the region extended out to the Akatore Fault. As discussed in section 5.2, the velocities
suggested by the Eberhart-Phillips model are significantly faster than the velocities determined
in this study. The velocities will have to be smoothed at the edge of the model to prevent
unrealistic effects caused by reflective wave phenomena. This provides a three-dimensional path
for future earthquake modelling on the Akatore Fault. In order to investigate other local fault
sources, such as the Taieri Fault the model will have to be extended to include the Taieri Basin.
Before the velocity model is used for earthquake ground motion simulation, a computational
realisation will have to be set up. There is scope to incorporate depth-dependant velocity effects
such as pressure, overburden, and weathering into the model. In particular, the increase in
velocity at the Otago Schist - Taratu boundary should be smoothed as this more accurately
reflects the evidence seen on the Kaikorai seismic line.
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7.1 Summary and conclusion
This study has contributed towards improving seismic hazard analysis in Dunedin. The
potential for a large earthquake on the Akatore Fault represents a significant seismic hazard
to Dunedin City. The Akatore Fault may be within 15 km of the city, and paleoseismological
studies suggest the fault may be in a period of heightened activity.
Determining the northern extent of the Akatore Fault is key to seismic hazard analysis in South
Dunedin. A reflection profile at Kaikorai Estuary provided no evidence to suggest Akatore fault
extends onland to Kaikorai Valley. The absence of evidence for the Akatore Fault extending
onshore is consistent with the findings of Holt (2017) which show a decrease in total offset along
the Akatore Fault to the North. The lack of evident faulting in this seismic section has led to
the proposition of a new fault, the Kaikorai Fault (Barrell and Litchfield, 2013; Barrell, 2016;
Villamor et al., 2018), to explain offsets in the Dunedin sequence structure contours further
inland. The closest mapped position of the Kaikorai Fault is approximately 800 m east of the
line. By determining that the Akatore Fault does not extend onshore at Kaikorai Estuary the
fault is given a maximum length and a minimum distance from Dunedin. This is important for
seismic hazard analysis in Dunedin as these parameters are used to determine the maximum
plausible magnitude of an Akatore Fault earthquake and the strength of shaking expected in
Dunedin.
As Dunedin has not experienced a large earthquake since it was settled in 1840, the best way
to quantify ground motion is through earthquake ground motion simulations. This study has
contributed significantly to future ground motion simulation efforts in Dunedin by producing a
3D seismic velocity model to define the path of seismic waves from source (Akatore Fault) to
site (Dunedin City), and by conducting site characterisations at key locations in the city.
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In order to constrain the subsurface geology in the modelled region, units and boundaries in
Dunedin sedimentary sequence were imaged using reflection seismology. The Kaikorai seismic
line imaged the Taratu Formation and Otago Schist. The contact between the Taratu Formation
and Otago Schist was interpreted, as was the contact between Taratu Formation and the other
Cretaceous - Tertiary sedimentary units. This provided a key constraint on the Taratu Formation
at depth. The Kettle Park seismic line imaged the Caversham Sandstone. The presence of
continuous reflections favour a sedimentary basement (Caversham Sandstone) over an igneous
one (Dunedin Volcanic Group). The interpretation of the top of the Caversham Sandstone on
the reflection stack was altered by information provided by other methods. The eastern end of
the line has much shallower dune sediments than interpreted based on the reflection stack alone.
The refraction velocity model, Vs inversion profiles and gravity anomaly 2D forward modelling
profiles support a shallowing of the late Quaternary sediments from west to east beneath Kettle
Park. At the eastern end of the line, the local basement is likely as shallow as 30 m. To the
west, estimates vary between 50 and 80 m depth. The increased depth at the western end of the
line could be related to a paleochannel. The reflections observed along the Railway line are very
weak and show poor continuity. Because of this, no useful interpretation of the reflection profile
or stacking velocity can be made. However, the refraction velocity model was able to identify
the boundary between late Quaternary sediments and the local basement along the line. These
depths were in good agreement with available borehole information.
Seismic velocities to characterise modelled units were determined. The p-wave velocity for
the Cretaceous - Tertiary sedimentary units was determined based on the interval velocities
calculated from the Kaikorai and Kettle Park stacking velocity models. The median p-wave
velocity for the parts of the line interpreted to be Taratu Formation on the Kaikorai line and
Caversham Sandstone on the Kettle Park line were 2061 m/s and 1945 m/s respectively. Using
the Castagna et al. (1985) “mudline” equation these give s-wave velocities of 604 m/s and 504 m/s
respectively. The Caversham Sandstone s-wave velocity was also estimated at the Kettle Park
East site by surface wave inversion. The Vs inversion profile suggests an s-wave velocity of
512 m/s below 30 m. The agreement of the two Caversham Sandstone s-wave velocity values
suggests they are reliable. The velocities of other units in the Dunedin sedimentary sequence were
determined more indirectly. Velocities for sedimentary units between the Caversham Sandstone
and Taratu Formation were assumed to have similar values to the Caversham Sandstone. The
p-wave and s-wave velocities of the Dunedin Volcanic Group were determined to be similar to
those suggested for the Banks Peninsula Volcanics by Lee et al. (2017). Based on the similarity
of the Banks Peninsula Volcanics and the Dunedin Volcanic Group, this assumption is valid.
The Otago Schist p-wave and s-wave velocities were based on the Eberhart-Phillips et al. (2010)
New Zealand 3D crustal seismic velocity model.
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Site characterisation included four near surface s-wave velocity profiles in South Dunedin
produced using surface wave inversion techniques. Three of these were produced along Kettle
Park and one at Bathgate Park. The Kettle Park East, Centre, and West s-wave velocity profiles
characterised the subsurface s-wave velocities down to 80 m, 25 m, and 20 m respectively. All of
the Kettle Park profiles report s-wave velocities below 250 m/s for dune sediments. Only Kettle
Park East had resolution to depths great enough to characterise the s-wave velocity of the local
Caversham Sandstone. The Bathgate Park s-wave velocity profile was not able to accurately
characterise the site, as the inversion process yielded very high velocities in the near surface.
The high s-wave velocity layer between 3.6 and 4.2 m depth is unreasonable. However, with an
s-wave velocity of ~300 m/s between 6.3 and 20 m/s, the rest of the profile is reasonable. Of the
sites trialled, the Bathgate Park location is the most likely to be representative of the s-wave
velocity profile across South Dunedin, as it is located on the flat, inland of the coastal dunes.
The fundamental site period, a crucial parameter for site characterisation, was successfully
measured at 30 sites across South Dunedin. Site periods range from 0.966 to 0.222 s with a
median of 0.583 s. Site periods are significantly shorter near the western hills and increase
toward the harbour. This knowledge is useful for future efforts to assess seismic hazard in
South Dunedin as changes in the fundamental resonant s-wave frequency due to local geological
conditions can be used to predict the character of ground motions across the region.
This study was unable to definitively quantify the variations in late Quaternary sediment depth
across South Dunedin using HVSR and gravity 2D forward modelling methods. The HVSR and
gravity methods yield significantly different depths and trends across South Dunedin. Both
suggest shallower sediments near the western hills and deeper sediments near dn02 - Eskvale St.
The most obvious disagreement between the gravity anomaly and HVSR short period peaks is
in the region near Bathgate and Tonga parks. In this area the gravity 2D forward modelling
predicts a central depression running from the west of Carisbrook Park, through Bathgate and
Tonga Parks, and down to the Forbury race course. The HVSR site periods do not suggest such
a feature, with calculated depth decreasing smoothly from the Eskvale St site toward the western
hills. At Bathgate Park the HVSR calculated depth is 63 m shallower than that suggested by
the 2D profile. The McCahon et al. (1993) resistivity data also yielded significantly different
depths. The difference between the depths predicted by these geophysical methods may serve
to quantify the maximum uncertainty in the determination of depths. Future work around site
effects must consider all depths to account for uncertainty. The reason for the discrepancy is
unknown. The HVSR and gravity methods both rely on large assumptions, such as constant
density and constant Vs,avg. It is also possible that at some locations the short period peak in
the HVSR data is due to an impedance contrast within the late Quaternary sediments. Future
work is required to refine these assumptions and discover the cause of the discrepancy.
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A 3D velocity model characterising eight geological units and six geophysical units has been
developed for the region between Brighton and Dunedin City. The velocity model has been
built to constrain energy propagation paths for 3D ground motion simulations of an Akatore
Fault earthquake event in Dunedin City. The model discussed here locally maps the Vp, Vs, and
density between Brighton and Dunedin down to 800 m depth. By aligning this high definition
model above a basement model based on the Eberhart-Phillips New Zealand 3D crustal seismic
velocity model (Eberhart-Phillips et al., 2010), velocities can be determined down to a depth
of 25 km and the region extended out to the Akatore Fault. A limited data set, including
seismic lines collected in this study, mapped data, boreholes, and gravity and HVSR data, was
used to constrain the model. Artificial vector data were used to constrain the model in areas
where a lack of measured data leads to a geologically unreasonable geological model based on
interpolation alone. The model neglects Quaternary sediments outside of the South Dunedin
region. Units are assigned a constant Vp, Vs, and ρ across the entire modelled region. Depth and
overburden pressure dependence of velocities are neglected within each geologic unit. Units in
the Dunedin sedimentary sequence between the Taratu Formation and the Caversham Sandstone
were modelled separately but must be given the same velocities and density.
The 3D velocity model has several limitations. Due to the lack of data to constrain the sub-
surface geology across the region, supplemental subsurface constraints based on interpretation of
available surface data were required. Therefore, the true subsurface geology away from control
locations is poorly constrained. There is significant uncertainty associated with the calculation
of interval velocities. For the interval velocity to be accurate, both the interpretation of the
stack and stacking velocity model must be correct. The more reflections there are, the better
calibrated the stacking model is and the better the extracted velocities. Many of the units in
the Dunedin sedimentary sequence have not had seismic velocities measured. The assumptions
made to estimate the velocities of these units mean that there is a high degree of uncertainty
in their values. The model ignores any lateral or vertical variation of velocity or density within
each unit and ignores the overburden pressure dependence of seismic velocities. Faults are not
considered explicitly in the model. Each of these limitations reduces the accuracy of the model’s
characterisation of the geologic structure and geophysical properties of the region. Despite these
limitations, the model developed in this study provides a useful representation of the s-wave
velocity structure of the area for input to 3D ground motion simulations for an Akatore Fault
earthquake event in Dunedin City. Before the velocity model is used for modelling, a computa-




Extending the Kaikorai seismic line to intersect the proposed Kaikorai Fault could determine if
the fault is mapped correctly.
Further investigation is required to better constrain the late Quaternary sediment depth in
South Dunedin. The HVSR and gravity methods predicted significantly different depths and
trends across South Dunedin. The two methods rely on large assumptions, such as constant
density and constant Vs,avg. Future work is required to refine these assumptions and discover
the cause of the discrepancy. A 3D gravity anomaly investigation, such as the one attempted
by Lutter (2018), allowing for changes in the density contrast between the late Quaternary
sediments and local basement across South Dunedin would improve the accuracy of the late
Quaternary sediment depth estimated using the gravity data. In order for this to be success-
ful, more calibration points are required. Recent CPT readings collected by the University
of Canterbury as a part of the ongoing South Dunedin Hydrogeology Study could be used to
gather more information about changes in near-surface sediment density across South Dunedin,
to better inform gravity anomaly modelling. A borehole that intersects local basement near one
of the measured site periods would help calibrate the average velocity of the late Quaternary
sediments, improving the accuracy of the late Quaternary sediment depths calculated using the
site periods across South Dunedin.
The Bathgate Park s-wave velocity profile derived by inversion is not considered an accurate
characterisation of the South Dunedin soil s-wave velocity profile. The inversion process yielded
a near surface layer with unrealistically high velocities. However, Bathgate Park is the only
MASW site collected on the flat of South Dunedin as a part of this study.
The Bathgate Park s-wave velocity profile could be significantly improved if a passive array
were acquired to further constrain the inversion. The additional constraint would improve the
accuracy of the s-wave velocity profile. A passive array would extend the profile’s resolution
depth, potentially to local basement, providing an additional estimate of late Quaternary sed-
iment thickness. Improving the quality of the s-wave velocity profile at Bathgate Park would
improve the accuracy of the late Quaternary sediment depths calculated using the site periods,
as the average velocity of the late Quaternary sediment used in the calculation is based on the
Bathgate Park s-wave velocity profile.
In this study, dispersion curve analysis focused on the fundamental mode. Higher modes
were not included as constraints on inversion. The analysis of higher modes is informative, as
higher modes induce particle motion at greater depths than the fundamental mode, allowing
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for deeper investigation (Foti et al., 2014). The inclusion of higher modes as constraints on
inversion of existing data should be considered for future work. The added information would
further constrain the inversions, improving their accuracy.
Site characterisation (such as surface wave dispersion analysis, HVSR site period measure-
ments, and gravity measurements) could be conducted in Dunedin City centre, the University
precinct, and the industrial area east of the railway tracks to assess near surface geology and
local basement depth. This would allow for improved seismic hazard analysis and ground motion
simulations near some of Dunedin City’s crucial infrastructure, such as the Dunedin Hospital,
and future hospital site.
There are further data in the Dunedin region that could be used to improve the seismic velocity
model. There are a large number of offshore seismic lines that could be used to further constrain
the location of contacts in the subsurface and the seismic velocities of units in future work. These
seismic lines were not addressed in this project as they have not been consistently interpreted in
terms of stratigraphic and basement geological units used in this study (Holt, 2017). Future work
to interpret these lines in terms of the stratigraphic and basement geological units would improve
the knowledge of subsurface geology in the Dunedin region and increase the subsurface constraint
available for the 3D velocity model. The offshore seismic lines also require depth conversion.
Seismic lines from the harbour could also be included. The work of Fletcher (2016) and Rees
(2018) has been used indirectly to constrain late Quaternary sediment depth beneath South
Dunedin, but the seismic lines could be used to constrain modelled late Quaternary sediment
depth in the harbour directly. If structural features associated with faulting are to be included
in the model, the structure contour map presented in Villamor et al. (2018) should be considered
in future work. Recent CPT readings collected by the University of Canterbury as a part of the
ongoing South Dunedin Hydrogeology study could be used to gather more information about the
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L., Garćıa-Jerez, A., Suarez, M., Santoyo, M. A., and Rodŕıguez-Castellanos, A. (2011). A
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Appendix A
Reflection and Refraction Work
Flows






 Static shifts applied
Channels combined into full 
shot gathers
Shot gathers  numbered by 
shot point









Shot gathers linked 
together in order of shots 
along the line





Create survey file (.sur) 
and observer log file (.obl)
Select hit points








Apply geometry database 
information to traces and 
shots













CSGY file for each shot gather
CSGY file with all shot gathers







Create Kills file (.tre)
Identify reversed traces
Create Flips file (.trf)
Shot gathers with with geometry in headers
(.csgy)





Shot gathers with corrections applied
(.csgy)
Shot gathers with corrections applied
(.csgy)
Kaikorai and Railway






































Traces reordered into 
CDP gathers
Deconvolved shot gathers (.csgy)







CDP gathers (.csgy)Simple velocity model
(.nmo)
Amplitude equlibrated 
across  each trace
Normal move out 
correction applied using  
velocity model
Data stacked
Fx domain complex 
Weiner deconvolution 
applied to stacked data
Bandpass filter applied to 
stacked data













Add velocity - TWT 
functions at roughly 
evenly spaced intervals
Pick velocities for each 







Two way time converted 













Surface Wave Work Flows
MASWprocess.m
MASWpostprocess.m
SEG-D Field data 
Observer log
Stack shots for each
offset
FDBF
Sort shot files by offset
Rayleigh wave dispersion data
(.mat)
Remove data that do not 
belong to the fundamental 
mode
Calculate mean and 
standard deviation at 
sampled frequencies













miniseed  file for each 
sensor for each array
Merge and split hourly files
Apply geometry to 
records
Extract dispersion 
curve for vertical 
transverse and radial 








Remove data that do 
not belong to the 
fundamental mode
Calculate mean and 




Dispersion curve for inversion
(.txt)











miniseed file for each test
Merge and split hourly files
Resample









Table C.1: Table of HVSR data collected in South Dunedin. A Quality rating of 1 is high, with 3 being
the lowest quality
Site Name Frequency Period Quality Frequency Period Quality Site
ID
— (Hz) (s) 1 to 3 (Hz) (s) 1 to 3 —
Andersons Bay
Road
0.28 3.571 1 1.33 0.752 1 ABRD
Albert Street 0.31 3.226 1 1 ALBT
Bathgate Park 0.287 3.484 1 1.994 0.502 1 BGPK
Dalgety Street 0.298 3.356 1 2.351 0.425 1 DGST
Prince Albert and
Calder
0.27 3.704 1 1.117 0.895 1 dn25
Surry Street 0.315 3.175 1 4.509 0.222 1 SRYS
Bunnings 0.272 3.676 1 1.312 0.762 1 BUNN
Kennedy St 0.287 3.489 1 2.585 0.387 1 KYDT
Queens-Market 0.268 3.731 1 1.901 0.526 1 QMKT
Ruskin-Hillside 0.287 3.489 1 3.42 0.292 1 RKHS
Alma St 0.295 3.39 1 1.952 0.512 1 ALMA
Bayview-Forbury 0.317 3.155 1 BVFB
Churchill Rd 0.136 7.353 3 dn05
Nile St 0.299 3.344 1 1.936 0.517 1 dn15
Carrisbrooke
School
0.288 3.472 1 3.297 0.303 1 dn20
Kettle Park Dr 0.276 3.623 1 1.59 0.629 1 dn21
SH1 Overpass 0.262 3.817 3 1.298 0.77 3 dn30
313
Site Name Frequency Period Quality Frequency Period Quality Site
ID
— (Hz) (s) 1 to 3 (Hz) (s) 1 to 3 —
John Wilson-
Victoria
0.208 4.808 1 1.777 0.563 1 JWV
Cranley St 0.297 3.367 1 1.638 0.611 1 add1
Eskvale St 0.264 3.788 1 1.035 0.966 1 dn02
Normanby St 0.287 3.484 1 1.362 0.734 1 dn12
GNS Building 0.249 4.016 1 GNS
Mills St 0.282 3.546 1 1.945 0.514 1 MILL
Reid St 0.28 3.571 1 1.527 0.655 1 REID
St.Kilda Firesta-
tion
0.277 3.61 1 1.356 0.737 1 SKFS
Tonga Park SE 0.285 3.509 1 1.79 0.559 1 TPE
Ajax St 0.305 3.279 1 1.477 0.677 1 AJAX
Fox St 0.314 3.19 1 2.085 0.48 1 FOX
Oxford Street 0.307 3.257 1 1.215 0.823 1 OXST
Timaru Street 0.281 3.559 1 1.114 0.898 1 TMST
Tonga Park NW 0.284 3.521 1 2.016 0.496 1 TPW
Kettle Park Centre 0.304 3.291 1 2.12 0.472 1 KPC
Kettle Park Centre 0.302 3.308 1 2.189 0.457 1 KPC
Kettle Park Centre 0.31 3.228 1 2.236 0.447 1 KPC
Kettle Park Centre 0.313 3.197 1 2.149 0.465 1 KPC
Kettle Park East 0.285 3.508 1 1.652 0.605 1 KPE
Kettle Park East 0.302 3.315 1 1.634 0.612 1 KPE
Kettle Park East 0.318 3.147 1 1.624 0.616 1 KPE
Kettle Park East 0.292 3.421 1 1.59 0.629 1 KPE
Kettle Park West 0.306 3.271 1 1.482 0.675 1 KPW
Table C.2: Table of depths estimated using HVSR data collected in South Dunedin.
Site Name Short Period Depth Long Period Depth Site ID
— — Vs = 363
m/s
— Vs = 640
m/s
—
— (s) (m) (s) (m)
Andersons Bay Road 0.752 68 3.571 571 ABRD
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— — Vs = 363
m/s
— Vs = 640
m/s
—
— (s) (m) (s) (m)
Albert Street 3.226 516 ALBT
Bathgate Park 0.502 46 3.484 557 BGPK
Dalgety Street 0.425 39 3.356 537 DGST
Prince Albert and
Calder
0.895 81 3.704 593 dn25
Surry Street 0.222 20 3.175 508 SRYS
Bunnings 0.762 69 3.676 588 BUNN
Kennedy St 0.387 35 3.489 558 KYDT
Queens-Market 0.526 48 3.731 597 QMKT
Ruskin-Hillside 0.292 27 3.489 558 RKHS
Alma St 0.512 46 3.390 542 ALMA
Bayview-Forbury 3.155 505 BVFB
Churchill Rd 7.353 1176 dn05
Nile St 0.517 47 3.344 535 dn15
Carrisbrooke School 0.303 28 3.472 556 dn20
Kettle Park Dr 0.629 57 3.623 580 dn21
SH1 Overpass 0.770 70 3.817 611 dn30
John Wilson - Victoria 0.563 51 4.808 769 JWV
Cranley St 0.611 55 3.367 539 add1
Eskvale St 0.966 88 3.788 606 dn02
Normanby St 0.734 67 3.484 557 dn12
GNS Building 4.016 643 GNS
Mills St 0.514 47 3.546 567 MILL
Reid St 0.655 59 3.571 571 REID
St. Kilda Firestation 0.737 67 3.610 578 SKFS
Tonga Park SE 0.559 51 3.509 561 TPE
Ajax St 0.677 61 3.279 525 AJAX
Fox St 0.480 44 3.190 510 FOX
Oxford Street 0.823 75 3.257 521 OXST
Timaru Street 0.898 81 3.559 569 TMST
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— — Vs = 363
m/s
— Vs = 640
m/s
—
— (s) (m) (s) (m)
Tonga Park NW 0.496 45 3.521 563 TPW
Kettle Park Centre 0.472 43 3.291 527 KPC
Kettle Park Centre 0.457 41 3.308 529 KPC
Kettle Park Centre 0.447 41 3.228 516 KPC
Kettle Park Centre 0.465 42 3.197 512 KPC
Kettle Park East 0.605 55 3.508 561 KPE
Kettle Park East 0.612 56 3.315 530 KPE
Kettle Park East 0.616 56 3.147 504 KPE
Kettle Park East 0.629 57 3.421 547 KPE




Several digital appendices are available with this document.
• PDF files of the observer logs
• PDF files of the three stacked profiles
• Claritas jobs and control files
• PDF of all layering ratio inversion results
• All scripts used in data processing
• PDF of all HVSR curves
• PDF of raw ambient wavefield recordings
• Spreadsheet containing HVSR peak frequencies and site periods
• Spreadsheet used to correct gravity data
• Spreadsheet containing 3D s-wave model
Raw data and the Leapfrog Geo project are archived at the University of Otago Department
of Geology. Other files are avalible upon request from catherine.a.sangster@gmail.com
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