Abstract. Let X be a non-degenerate left Banach module over a normed algebra A having a bounded approximate left identity. We show that, if A is a left ideal of a larger algebra, then this representation can be extended to a representation of the larger algebra. Based on this result, we study in detail the existence and properties of representations of the various centralizer algebras of A which are compatible with the original representation of A. As a special case we obtain that, if A embeds as a topological algebra into the bounded operators on X, then the left centralizer algebra of A embeds as a topological algebra as the left normalizer of the image, and the double centralizer algebra of A embeds as a topological algebra as the normalizer of the image. We also consider ordered and involutive contexts, and cover the right-sided cases, which are not always the obvious analogues of the left-sided cases, in detail as well.
Introduction
This paper is concerned with the possibility of extending a given Banach representation of an ideal of a normed algebra to the whole algebra, and also, given a Banach representation of a normed algebra, with the possibility of defining representations of the various centralizer algebras of that algebra which are compatible with the given representation. These two issues are strongly related.
Our interest in this problem arose from the study of covariant representations of Banach algebra dynamical systems. In [5] a crossed product Banach algebra is constructed from a Banach algebra dynamical system and a collection of covariant Banach space representations thereof, and the question is, roughly speaking, whether all representations of the crossed product are integrated forms of the given covariant representations of the original dynamical system. For C * -dynamical systems and Hilbert representations the answer is affirmative, see, e.g., [12] . The standard method to establish the result in that case is to extend a given representation of the C * -crossed product to its multiplier algebra, after which the sought covariant representation of the C * -dynamical system can be found with the aid of the canonical maps of the group and the algebra into the multiplier algebra. In this method, critical use is made of the standard result that a non-degenerate Hilbert representation of a closed two-sided ideal of a C * -algebra extends to the algebra.
For our case we needed a similar result for Banach representations, and with an upper bound for the norm of the extensions. With future applications in representation theory in Banach lattices in mind we were also interested in such results which take ordering into account. Somewhat to our surprise, we were unable to find the results as we needed them in the literature. In the presence of a bounded approximate left identity, the seminal paper on centralizer algebras [8] contains material on Hilbert representations of centralizer algebras which are compatible with the original representation of the algebra, see [8, Section 9] , but for more general spaces completeness assumptions on the image are made, cf. [8, Theorem 20] . Likewise, when it is proved in [3, Theorem 2.9 .51] that, in the presence of a bounded two-sided approximate identity, a Banach bimodule structure extends to the double centralizer algebra, it is assumed that the algebra is a Banach algebra, in order to be able to use the Cohen-Hewitt factorization theorem [2, p. 61] , [3, Theorem 2.9 .24]; the same holds for [9, p. 17] . Such completeness assumptions are, however, not necessary. As it turns out, it is possible to develop a theory for compatible non-degenerate Banach representations of centralizer algebras without using the factorization theorem, assuming only that the original algebra is a normed algebra with a suitable approximate identity. The key idea is essentially already in the proof of [9, Theorem 21] , but it appears that this has not yet been exploited systematically. This is done in the present paper, which can perhaps be regarded as a representation-theoretical supplement to the general material on centralizer algebras collected in [11] .
It deserves to be mentioned at this point that, whereas the results in this paper on the existence of compatible representations of centralizer algebras of a normed algebra can, by passing to its completion, easily be derived from their versions for the centralizer algebras of a Banach algebra, this is no longer the case for our results on embeddings of centralizer algebras. The reason is simply that the centralizer algebras of a normed algebra may be strictly smaller than those of its Banach algebra completion. Thus our consideration of normed algebras rather than Banach algebras does not only make manifest that the factorization theorem is not needed, but it also avoids being unnecessarily restrictive as to the scope of the results.
The results on compatible representations of centralizer algebras in this paper rest on a basic theorem concerning extending a Banach representation of an ideal of a normed algebra to the algebra itself, cf. the first part of Theorem 1.1. In spite of its elementary proof and its general relevance, we have not been able to find a reference for this result. It has some bearing even on the well known case of C * -algebras, where, for Hilbert representations, such a results is usually stated for closed ideals and proved using GNS-theory, cf. There is an alternative approach to be found for the C * -case which uses an approximate identity and which is close to ours, cf. [1, II.6.1.6], [4, Lemma I.9 .14], but still the results in these sources are formulated under hypotheses which are more stringent than necessary: actually, the ideal needs only to be a left ideal, not necessarily closed, with a bounded left approximate identity for itself. Since they find it necessary to include a proof, the authors of [1] and [4] also seem to be unaware of a reference for such a general extension result.
As a an illustration of what is implied by the mere presence of a bounded left approximate identity, we include the following excerpt of Theorem 3.1 and Theorem 5.3 in this introduction. The notions figuring in it will be properly defined later on, to avoid all possible misunderstanding, but they are the obvious ones. The representations in the formulation are norm continuous homomorphisms from the normed algebra in question to the algebra of bounded operators. Note that it is not assumed that the algebra is complete, nor that the ideal is closed. The relation of the second part of Theorem 1.1 with known results about centralizer algebras of the algebra of compact operators and about double centralizer algebras of C * -algebras is discussed in Remarks 5.6 and 5.7. For general A, it need not be the case that the canonical homomorphism of A into M l (A) is injective, so that one cannot properly speak about extending representations from A to M l (A) as in the second part of Theorem 1.1, and the statements then need to be phrased in terms of commutative diagrams expressing the compatibility of the original representation of the algebra and the representation of the centralizer algebra. The theorems in Section 4 contain such results, including upper bounds for the norms of the various maps. These results are valid for nondegenerate modules which are not necessarily faithful. In fact, the existence of a faithful non-degenerate module is equivalent to the injectivity of the natural homomorphism of A into M l (A), see Proposition 5.1.
When formulating our results, we have attempted to give as precise statements as possible, under minimal hypotheses. Following the statement for general Banach spaces, we have systematically also covered the ordered and Hilbert contexts. All this detailed information makes the statements rather long, but this seemed unavoidable.
We have also covered the case of non-degenerate right modules over a normed algebra with a bounded right approximate identity. We emphasize that one does not obtain the results for the right-sided case from the left-sided case by simply replacing "left" with "right", and "homomorphism" with "anti-homomorphism". As an example, the canonical image of A in M l (A) is a left ideal, but the canonical image in the right centralizer algebra M r (A) is not, in general, a right ideal: it is a left ideal. Furthermore, a left module over A becomes a left module over both M l (A) and M(A), but a right module over A becomes a left (not: right) module over M r (A) and a right module over M(A). To continue, the right-sided analogue of the embedding result of M l (A) and M(A) in Theorem 1.1 is that an anti-embedding of A into B(X) yields an embedding (not: anti-embedding) of M r (A) as the left (not: right) normalizer of the image, and an anti-embedding of M(A) as the normalizer of the image. The "obvious" adaptations of the results for the left-sided case to the right-sided case are therefore not the correct ones, and, although it adds to the length of the paper, it is for this reason that we felt it would be a disservice to the reader not to include the precise statements for the right-sided case in full. Thus Theorems 4.1 and 5.3, and Corollary 5.4, are concerned with the left-sided case, and Theorems 4.3 and 5.8, and Corollary 5.9, are concerned with the right-sided case. Theorems 3.1 and 4.5, and Proposition 5.1, are concerned with both cases. Naturally, the proofs for the right-sided case have been omitted, as they are completely similar to the left-sided case.
Although the lack of symmetry between the left-sided and the right-sided case may come as a surprise, there is an underlying reason for it: the standard terminology for algebras of linear maps has a left bias. One almost always -and certainly always in this paper -considers A to be a left module over B(A), and X to be a left module over B(X). This asymmetry, baked into the standard terminology, is what causes the "discrepancies" later on. If, for an algebra with a bounded right approximate identity and right A-modules, one would use the opposite algebras of B(A) and B(X), then the symmetry in the statements would be restored. We felt, however, that using such formulation would be counterproductive. The whole phenomenon becomes perhaps most obvious in Corollary 5.5, where tradition almost seems to oppose the mere idea of formulating a right-sided version. The authors, at least, were in this case content with only the left-sided result. This paper is organized as follows. In Section 2 we introduce the basic terminology. This is standard, but including it makes the paper self-contained and also gives the opportunity to be precise about conventions concerning unitality, etc. We also include some remarks on a largest non-degenerate submodule and preservation of the set of invariant closed subspaces and of the set of intertwining operators.
Section 3 contains the basic result about extending a representation from an ideal to the algebra. Section 4 starts with collecting some material on centralizer algebras, and then proceeds, in the general setting of non-degenerate Banach modules, to develop the results about the existence and properties of representations of these centralizers algebras which are compatible with representations of the original algebra.
In Section 5 the results of Section 4 are strengthened when the module is faithful. If the algebra embeds, then so do the appropriate centralizer algebras.
Basic terminology and preliminary remarks
We start by recalling some standard terminology and introducing notation.
Assume that A is a normed algebra over the field F, where F is either R or C. We do not require that A is unital, nor that a possible identity element has norm 1, but only that the norm is submultiplicative.
Suppose that X is a normed space over F and that π l : A → B(X) is a bounded algebra homomorphism from A into the algebra B(X) of bounded linear operators on X, thus providing X with the structure of a normed left A-module. We do not assume that π l is unital if A has an identity element. If the span of the elements π l (a)x, for a ∈ A and x ∈ X, is dense in X, then X is said to be a non-degenerate normed left A-module, the homomorphism π l being understood. Similarly, if π r : A → B(X) is a bounded algebra anti-homomorphism, so that X is a normed right A-module, and if the span of the elements π r (a)x, for a ∈ A and x ∈ X, is dense in X, then X is said to be a non-degenerate normed right A-module. If π l and π r are a bounded algebra homomorphism, resp. a bounded algebra antihomomorphism, such that π l (a 1 ) and π r (a 2 ) commute, for all a 1 , a 2 ∈ A, then X is a normed A-bimodule, which is called a non-degenerate normed A-bimodule if the span of the elements π l (a 1 )π r (a 2 )x, for x ∈ X and a 1 , a 2 ∈ A, is dense in X. The latter density is equivalent to X being both a non-degenerate normed left A-module and a non-degenerate normed right A-module.
If (T i ) i∈I is a net in B(X) which converges in the strong operator topology to T ∈ B(X), i.e., if lim i T i x = T x for all x ∈ X, then we will write T = SOT-lim i T i . If m > 0, then an m-bounded approximate left identity for A is a net (e i ) i∈I in A, such that e i ≤ m, for all i ∈ I, and lim i e i a − a = 0, for all a in A. Similarly one defines an m-bounded approximate right identity and an m-bounded two-sided approximate identity and one has obvious notions of bounded left, right, and two-sided approximate identities.
If V is a vector space over F, then a cone in V is a non-empty subset C such that λ 1 c 1 + λ 2 c 2 ∈ C whenever λ 1 , λ 2 ≥ 0 and c 1 , c 2 ∈ W . Declaring that x ≥ y whenever x − y ∈ C introduces an ordering in V with the usual properties. Note that, as in, e.g., [7] , we do not assume the properness C ∩(−C) = {0} of the positive cone C, so that the relation ≥ need not be anti-symmetric. A map µ : V 1 → V 2 between two ordered vector spaces is called positive whenever, for all
An ordered algebra is an algebra which is an ordered vector space with the additional property that, for all a 1 , a 2 ∈ A, a 1 , a 2 ≥ 0 implies a 1 a 2 ≥ 0. If X is an ordered normed space then the set of positive operators in B(X) is a cone, so that B(X) becomes an ordered normed algebra. If A is an ordered algebra and X is an ordered normed space which is a normed left A-module via π l , we say that it is an ordered normed left A-module if π l is positive, i.e., when positive elements of A act as positive operators in X. The analogous right-sided notions is obvious.
If F = C, an involution on an algebra A is a map * : A → A which is a conjugate linear anti-homomorphism of order 2; if F = R, an involution is a linear anti-homomorphism of order 2. We note explicitly that, when A is normed, an involution is not required to be bounded. If A and B are two involutive algebras, then a map µ :
Remark 2.1. Suppose X is a normed left A-module. If A has a bounded approximate left identity, then there exists a largest non-degenerate normed left Asubmodule X nd of X. Indeed, let X nd be the closed linear span of the elements π l (a)x, for a in A and x in X. Surely any non-degenerate normed left A-submodule is contained in X nd . Moreover, if (e i ) i∈I is a bounded approximate left identity in A, then π l (e i ) i∈I is a norm bounded subset of B(X) and using this one sees easily that SOT-lim i π l (e i ) ↾ X nd = id X nd . In particular, X nd is a non-degenerate normed left A-submodule as required. There are obvious right-sided and two-sided versions for this. In the results below we will repeatedly encounter the assumption that X is a non-degenerate normed A-module and from the present discussion we see that we can always pass from X to the largest left, right or two-sided submodule satisfying this hypothesis.
Remark 2.2. In the subsequent sections, new representations will repeatedly be defined as SOT-limits of given ones. This implies that, under the new module structure, the set of closed invariant subspaces will remain unchanged. It also implies that the bounded intertwining operators between two such new representations will coincide with those for the two original representations. For reasons of space we make this general observation here once and for all, rather than add it on every separate occasion.
Extending from ideals
In this section we establish the basic theorem concerning extension of module structures initially defined for ideals. It is not necessary that the algebras are complete or that the ideals are closed, but we do need that the spaces they act on are complete. In the next section we will apply the results in the context of centralizer algebras. Alternatively, if, in addition A has an involution which leaves J invariant (so that J is a two-sided ideal), X is a Hilbert space, and π r is involutive, then π r is involutive. (3) If J is a two-sided ideal in A containing both a bounded approximate left identity and a bounded approximate right identity for itself, and if the homomorphism π l : J → B(X) and the anti-homomorphism π r : J → B(X) provide X with the structure of a non-degenerate normed J-bimodule, then the maps π l and π r from the first two parts make X into a non-degenerate normed A-bimodule.
Proof. As to the first part, let (e i ) i∈I be an m-bounded approximate left identity in J for itself. Fix a ∈ A. Now π l (ae i ) ≤ m π l a , for all i ∈ I, and using this uniform bound a 3ǫ-argument easily implies that the set {x ∈ X : (π l (ae i )x) i∈I is a Cauchy net} is a closed linear subspace. Since (e i ) i∈I is an approximate left identity for J, this set clearly contains all elements of the form π l (j)y for y ∈ X and j ∈ J, hence is equal to X by the non-degeneracy of X as a normed left J-module. This enables us to define, for all x ∈ X,
It is obvious that π l (a) ∈ B(X) and that π l (a) ≤ m π l a . Using once more the fact that (e i ) i∈I is an approximate left identity for J, as well as the nondegeneracy of X as a normed left J-module, one sees that π l extends π l and also that π l (a)π l (j) = π l (aj), for a ∈ A and j ∈ J. By the non-degeneracy as a normed left J-module, the latter equation determines π l (a) uniquely as an element of B(X).
Since, for a, b ∈ A and j ∈ J, one has
, we conclude from the non-degeneracy as a normed left J-module that π l is a homomorphism. This establishes the statements in the first part of the proposition regarding general X.
In the involutive context, for x, y ∈ H and a ∈ A, j ∈ J, we compute that
Hence, by the non-degeneracy of X as a normed left J-module again, π l (a) = π l (a * ) * , so that π l is involutive. The statement in the ordered context is clear from (3.1) and the fact that the positive cone is closed.
The proof of the first part is now complete and the proof of the second part is similar. The third part follows from the first two parts since, for all a 1 ∈ A, resp. for all a 2 ∈ A, the operator π l (a 1 ), resp. π r (a 2 ), is an element of the strong operator closure of π l (J), resp. π r (J), and hence these operators commute. (1) Note that in the first and second part it is not required that the involution is bounded. (2) If A as in Theorem 3.1 is a Banach algebra, then in the first part one does not have to require that π(a) is a bounded linear operator, because as a consequence of the Cohen-Hewitt factorization theorem [2, p. 61], [3, Theorem 2.9.24] the requirement π l (a)π l (j) = π r (aj), for all j ∈ J, already determines π r (a) as a map from X into itself. Linearity and boundedness are then automatic. A similar remark applies to the second part.
Module structures for centralizer algebras: general case
In this section we are concerned with the possibility of finding module structures for centralizer algebras of an algebra A which are compatible with a given module structure for A. We cannot directly apply Theorem 3.1 because, although A maps canonically onto an ideal in its various centralizer algebras, such maps need not be injective. However, for non-degenerate modules the initial (anti)-representations of A does, in fact, descend to the images in the centralizer algebras, and subsequentely Theorem 3.1 can be applied to that situation.
We start with the necessary preparations. Suppose A is a normed algebra. Let M l (A) = {L ∈ B(A) : L(ab) = L(a)b for all a, b ∈ A} be the left centralizer algebra of A. It is sometimes called the right centralizer algebra, which is perhaps more logical since the operators in M l (A) commute with (i.e.: centralize) all right multiplications rather than the left ones, but we adhere to Johnson's choice of terminology in his seminal paper [8] 
* is a right centralizer. This yields a bounded unital homomorphism * : M l (A) → M r (A) (which is conjugate linear if F = C), inverse to the similarly defined bounded unital homomorphism * : M r (A) → M l (A) (which is conjugate linear if F = C). Combining these yields a bounded involution
is a unital normed algebra with bounded involution.
If A is an ordered algebra, then so are M l (A) and M r (A). Furthermore, M(A) then also becomes an ordered algebra by defining (L, R) ∈ M(A) to be positive if L ≥ 0 and R ≥ 0.
There is a canonical contractive homomorphism λ :
If A has an (m-bounded) approximate left identity (e i ) i∈I , then (λ(e i )) i∈I is an (m-bounded) approximate left identity in λ(A). If A is an ordered algebra, then λ is positive, and positive approximate left identities in A yield positive approximate left identities in λ(A).
Likewise, we have a canonical contractive anti-homomorphism ρ : A → M r (A), defined by ρ(a)b = ba, for a, b ∈ A, and since R • ρ(a) = ρ(R(a)), for all a ∈ A and R ∈ M r (A), the image ρ(A) is a left ideal in M r (A). If A has an (m-bounded) approximate right identity (e i ) i∈I , then (ρ(e i )) i∈I is an (m-bounded) approximate left identity in ρ(A). If A is an ordered algebra, then ρ is positive, and positive approximate right identities in A yield positive approximate left identities in ρ(A).
The map δ : A → M(A) which is defined, for a ∈ A, by δ(a) = (λ(a), ρ(a)), is a contractive homomorphism. For a ∈ A and (L, R) ∈ M(A) one computes that (L, R)(λ(a), ρ(a)) = (λ(L(a)), ρ((L(a))) and similarly (λ(a), ρ(a))(L, R) = (λ(R(a)), ρ(R(a))); hence the image δ(A) is a two-sided ideal in M(A). If A has an (m-bounded) approximate left, resp. right, identity (e i ) i∈I , then (δ(e i )) i∈I is an (m-bounded) left, resp. right, approximate identity in δ(A). If A is an ordered algebra, then δ is positive, and positive left, resp. right, approximate identities in A yield positive left, resp. right, approximate identities in δ(A). If A has a bounded involution, then, for a ∈ A, one has λ(a) * = ρ(a * ) and ρ(a) * = λ(a * ). In that case δ : A → M(A) is a contractive involutive homomorphism.
Retaining the L-part in (L, R) gives a unital contractive homomorphism φ l : M(A) → M l (A) which maps δ(A) onto λ(A), and retaining the R-part yields a unital contractive anti-homomorphism φ r : M(A) → M r (A) which maps δ(A) onto ρ(A). If A is an ordered algebra, then both φ l : M(A) → M l (A) and φ r : M(A) → M r (A) are positive.
Suppose that the homomorphism π l : A → B(X) provides the normed space X with the structure of a non-degenerate normed left A-module. From the nondegeneracy it is clear that π l (Ker λ) = 0, hence there is a unique map π l : λ(A) → B(X) such that
is commutative; it is in fact a homomorphism. If A has an m-bounded approximate left identity, then π l is a bounded homomorphism making X into a nondegenerate normed left λ(A)-module, and π l ≤ m π l . To see this, let (e i ) i∈I be such an m-bounded approximate left identity. We know from Theorem 3.1 that SOT-lim i π l (e i ) = id X . Hence, for a ∈ A and x ∈ X, one has
Since we have π l (λ(a)e i )x ≤ π l λ(a) e i x ≤ m π l λ(a) x , the conclusion follows. If A is an ordered algebra which has a positive bounded approximate left identity, if X is ordered with a closed positive cone and π l is positive, then π l is positive. This follows from the equation π l (λ(a))x = lim i π l (λ(a)e i )x derived above. Likewise, if the anti-homomorphism π r : A → B(X) makes X into a nondegenerate normed right A-module, then there is a unique map π r : ρ(A) → B(X) such that
is commutative; it is in fact a homomorphism. If A has an m-bounded approximate right identity, then π r is a bounded homomorphism making X into a non-degenerate normed left ρ(A)-module, and π r ≤ m π r . If A is an ordered algebra which has a positive bounded approximate right identity, if X is ordered with a closed positive cone and π r is positive, then π r is positive.
We are now in the position to apply Theorem 3.1 to centralizer algebras. The left-sided version is as follows. 
is commutative. All maps in the diagram are bounded homomorphisms, and π l is unital. One has λ ≤ 1, i = 1 if λ(A) = 0, π l ≤ m π l , and π l ≤ m π l .
In particular, X becomes a non-degenerate normed left
If (e i ) i∈I is any bounded approximate left identity for A, then SOT-
If, in addition, A is an ordered algebra with a positive bounded approximate left identity, if X is ordered with a closed positive cone, and if π l is positive, then all algebras in the diagram are ordered and all maps are positive.
Proof. We know from the discussion of centralizer algebras that λ(A) is a left ideal in M l (A), and that (λ(e i )) i∈I is an (m-bounded)(positive) approximate left identity in λ(A) if (e i ) i∈I is an (m-bounded) (positive) approximate left identity in A. Furthermore, in the results surrounding diagram (4.1) we have already observed that π l : λ(A) → B(X) is the unique map making the upper triangle commutative, and that it is in fact a bounded homomorphism with π l ≤ m π l .
Hence the first part of Theorem 3.1 applies to this situation and it provides the unique homomorphism π l making the lower triangle commutative. It also yields that, for any bounded approximate left identity (e i ) i∈I in A, and, for all L ∈ M l (A) and
It also shows that π l is bounded and that π l ≤ m π l ≤ m 2 π r , but this is not optimal: choosing an m-bounded approximate left identity (e i ) i∈I for A one sees immediately from π l (L)x = lim i π l (L(e i ))x that, in fact, π l ≤ m π l . Since λ(A) is a left ideal in M l (A), the same holds for the images π l (λ(A)) = π l (A) and π l (M l (A)). In fact, for L ∈ M l (A) and a ∈ A, we have
The remaining statements are either clear or follow from the first part of Theorem 3.1.
Remark 4.2.
It is also true that π l : M l (A) → B(X) is the unique homomorphism making the square in diagram (4.3) commutative. Indeed, for a homomorphism with this property one sees that, for a ∈ A, x ∈ X, and
Thus π l (L) is uniquely determined, as a consequence of the non-degeneracy of X. 
The image π r (A) is a left ideal in π r (M r (A)). In fact, if R ∈ M r (A) and a ∈ A, then π r (R)π r (a) = π r (R(a)).
If (e i ) i∈I is any bounded approximate right identity for A, then SOT-lim i π r (e i ) = id X , and, if R ∈ M r (A), then π r (R) = SOT-lim i π r (R(e i )). Proof. We know from the discussion of centralizer algebras that ρ(A) is a left ideal in M r (A), and that (ρ(e i )) i∈I is an (m-bounded)(positive) approximate left identity in ρ(A) if (e i ) i∈I is an (m-bounded) (positive) approximate right identity in A. Furthermore, in the results surrounding diagram (4.2) we have already observed that π r : ρ(A) → B(X) is the unique map making the upper triangle commutative, and that it is in fact a bounded homomorphism with π r ≤ m π r . Hence the first part of Theorem 3.1 applies to this situation, and the proof is completed as for Theorem 4. .2), and φ l , resp. φ r , is the restriction of φ l , resp. φ r , to δ(A).
If, in addition,
Since M(A) is an involutive algebra when A has a bounded involution, there are now also statements on Hilbert representations included, a new feature compared with Theorems 4.1 and 4.3. 
is commutative. All maps in the diagram are bounded homomorphisms, and
If (e i ) i∈I is any bounded approximate left identity for A, and 
If, in addition, A is an ordered algebra with a positive bounded approximate left identity, if X is ordered with a closed positive cone, and if
If (e i ) i∈I is any bounded approximate right identity for A, and Proof. As to the first part, from the surjectivity of δ there is at most one diagonal map making the upper triangle commutative, and we see from the discussion surrounding (4.1) that the bounded homomorphism π l • φ l : δ(A) → B(X) has this property. Since φ l is contractive, this discussion also shows that π l • φ l ≤ m π l . Furthermore, we know from the discussion of centralizer algebras that δ(A) is a two-sided ideal in M(A), and that (δ(e i )) i∈I is an (m-bounded)(positive) approximate left identity in δ(A) if (e i ) i∈I is an (m-bounded) (positive) approximate left identity in A. We are now once more in the situation of the first part of Theorem 3.1, and we conclude that there is at most one homomorphism from M(A) into B(X) making the lower triangle commutative, and obviously π l • φ l meets this requirement. Certainly π l • φ l ≤ m π l . Furthermore, the strong limit in the first part of Theorem 3.1 translates into (
All non-involutive statements in the first part are now clear, except the claim (R(a) ). The first equality holds by the definition of φ l . As to the second we compute, for b ∈ A and x ∈ X, that
Hence the second equality follows from the non-degeneracy X as a left A-module.
Turning to the involutive case in the first part, we note that δ(A) is a twosided ideal of M(A) which is invariant under the involution of M(A). In fact, (λ(a), ρ(a)) * = (λ(a * ), ρ(a * )). Together with the fact that π l is involutive this implies that π l • φ l is involutive, and then the first part of Theorem 3.1 asserts that π l • φ l is involutive. The proof of the first part is now complete.
As to the second part, it is again clear that the diagonal map must be the antihomomorphism π r • φ r : δ(A) → B(X), and that π r • φ r ≤ m π r . Thus X becomes a non-degenerate normed right δ(A)-module. Furthermore, we know from the discussion of centralizer algebras that δ(A) is a two-sided ideal in M(A), and that (δ(e i )) i∈I is an (m-bounded)(positive) approximate right identity in δ(A) if (e i ) i∈I is an (m-bounded) (positive) approximate right identity in A. Therefore the second part of Theorem 3.1 applies and shows that there is a unique antihomomorphism from M(A) into B(X) making the lower triangle commutative. Obviously π r • φ r has this property. The rest of the second part is then proved analogously to the first part.
The third part is clear. 
is an anti-homomorphism making the square in diagram (4.6) commutative, then it is determined by the requirement that α r ((L, R))π r (a)x = π r (R(a))x, for all (L, R) ∈ M(A), a ∈ A, and x ∈ X.
Module structures for centralizer algebras: faithful case
We will now consider normed modules which are not only non-degenerate, but also faithful. In that case, the associated modules for centralizer algebras are also faithful. If the faithful module is a topological (anti-)embedding of the original algebra, then the same holds for the centralizer algebras, which (anti-)embed as appropriate normalizers of the image of the algebra. The details follow. As a preparation, we show that the mere existence of a non-degenerate faithful module is strongly related to the injectivity of various maps between the algebra and its centralizer algebras. Proof. We prove only the first part, the second being proved similarly.
Suppose that X is a non-degenerate faithful left
Hence, if L = 0, then π l (R(a)) = 0 by non-degeneracy, implying R(a) = 0 by the injectivity of π l . Hence R = 0, and φ l is injective. If a ∈ A and δ(a) = 0, then certainly λ(a) = 0. In that case, for a, b ∈ A, and x ∈ X, we have π l (a)π l (b)x = π l (λ(a)b)x = 0. By non-degeneracy, π l (a) = 0, so that a = 0 by the injectivity of π l . This shows that (a) implies (b).
Since λ = φ l • δ, it is trivial that (b) implies (c). Assuming (c), it is sufficient to take X = A and π l = λ : A → B(A). The module is faithful by assumption, and non-degenerate by the existence of a left approximate identity.
Remark 5.2. Note that is not assumed that the ones-sided approximate identity is bounded. Also, it is remarkable how little is needed to show that (a) implies (b) (and hence trivially also (c)). In the left-sided case, if A is an abstract algebra, X is a topological vector space, and π l : A → B(X) is an injective homomorphism from A into the continuous linear maps from X into itself such that the elements π l (a)x, for a ∈ A and x ∈ X, span a dense subspace of X, then, by the same proof, δ and φ l are injective, where M(A) and M l (A) are then defined purely algebraically.
Before stating the left-sided version of the main result on embedding of centralizer algebras, we introduce the necessary notation. If X is a normed space, and S ⊂ B(X), then let N l (S, B(X)) = {T ∈ B(X) : T S ∈ S for all S ∈ S}, N r (S, B(X)) = {T ∈ B(X) : ST ∈ S for all S ∈ S}, and N (S, B(X)) = N l (S, B(X))∩N r (S, B(X)). If S is a subalgebra of B(X), then N l (S, B(X)), resp. N r (S, B(X)), resp. N (S, B(X)) carries two natural norms: the norm from B(X) and the norm from M l (S), resp. M r (S), resp. M(S).
Remarkably enough, if X is a normed space, A is a normed algebra with a bounded left, resp. right, approximate identity, and if π : A → B(X) provides X with the structure of a non-degenerate left, resp. right, A-module, then, in both the left-sided and right-sided case, the two canonical norms on each of N l (π(A), B(X)), N r (π(A), B(X)), and N (π(A), B(X)), are equivalent. Introducing some notation to make this precise, if T ∈ N l (π(A), B(X)), we let λ(T ) denote the norm of the left multiplication with T as an element of M l (π(A)). Clearly λ(T ) ≤ T . Similarly, if T ∈ N r (π(A), B(X)), we let ρ(T ) denote the norm of the right multiplication with T as an element of M r (π(A)), and clearly ρ(T ) ≤ T . If
To see the equivalences, let (e i ) i∈I be an m-bounded left, resp. right, approximate identity for A. As observed in Remark 2.1, SOT − lim i π(e i ) = id X in both the leftsided and right-sided case. Hence, if T ∈ N l (π(A), B(X)), and x ∈ X, then T x = lim i T π(e i )x. Since T π(e i ) ≤ λ(T ) π(e i ) , we see that T ≤ m π λ(T ) . Likewise, T ∈ N r (π(A), B(X)), and x ∈ X, then T x = lim i π(e i )T x, which implies that T ≤ m π ρ(T ) . Finally, if T ∈ N (π(A), B(X)), then clearly T ≤ m δ(T ) π . Proof. By Proposition 5.1, λ and φ l are injective. From Theorem 4.1 we know that
, for all L ∈ M l (A) and a ∈ A, so that the injectivity of π l implies that π l is injective. For the remainder assume, then, that π N l (π l (A) , B(X)). We know from Theorem 4.1 that π l ≤ m π l if N l (π l (A), B(X)) carries the norm from B(X), and hence this upper bound also holds when it carries the norm from M l (π l (A)). To construct the inverse of π l we define, in an anticipating notation, the map π
We now turn to the ordered situation. We know from Theorem 4.1 that π l is positive. Since we have assumed that π
is an isomorphism of ordered algebras. Likewise, we know from the first part of Theorem 4.5 that π l • φ l is positive. Since µ l (T )(a) = π −1 l (π l (a)T ), for T ∈ N r (π l (A), B(X)), the assumption that π −1 l is positive shows that µ l is positive. Hence this is also true for ψ l , and
is an isomorphism of ordered algebras.
As to the involutive situation, we know from the first part of Theorem 4.5 that π l • φ l is involutive. Hence so is the image, and since the inverse of an involutive map is necessarily involutive, we are done.
Suppose that, in Theorem 5.3, π l : A → π l (A) has a bounded inverse π If, in addition, A is an ordered normed algebra with a positive bounded approximate left identity, X is ordered with a closed positive cone, and π l is an isomorphism of ordered algebras between A and π l (A), then the above two canonical isomorphisms are isomorphisms of ordered algebras.
Alternatively, if, in addition, A has a bounded involution, X is a Hilbert space, and π l is involutive, then the above canonical isomorphism between M(A) and N (π l (A), B(X)) is an isomorphism of involutive algebras.
Corollary 5.5. Let X be a Banach space, and suppose that A is a (not necessarily closed) subalgebra of B(X), acting non-degenerately on X. If A has a bounded approximate left identity, then M l (A), resp. M(A), is canonically isometrically isomorphic with N l (A, B(X)), resp. N (A, B(X)), where the latter algebra is supplied with the norm from M l (A), resp. M(A).
If, in addition, X is ordered with a closed positive cone, and A has a positive bounded approximate left identity, then the above two canonical isomorphisms are isomorphisms of ordered algebras.
Alternatively, if, in addition, X is a Hilbert space, and A is involutive, then the canonical isomorphism between M(A) and N (A, B(X)) is involutive. Remark 5.6. If A is a normed algebra with a bounded left approximate identity, then it follows from Corollary 5.5 that, for each isometric non-degenerate embedding into B(X), for some Banach space X, the left normalizer of the image, resp. the normalizer of the image, is always canonically isometrically isomorphic with M l (A), resp. M(A). If, in addition, A is involutive with an isometric involution, then, for each involutive isometric non-degenerate embedding into B(X), for some Hilbert space X, the normalizer of the image is always isometrically involutively isomorphic with M(A). As a special case, we retrieve the well known fact that the multiplier algebra of a C * -algebra is C * -isomorphic with the normalizer of the image in any faithful non-degenerate involutive Hilbert representation.
Remark 5.7. If X is a Banach space, let K(X) denote the compact operators on X. For T ∈ B(X), it is easily checked that the norm of the corresponding left and right multiplication on K(X) is in both cases equal to the norm of T as an element of B(X). If K(X) has a bounded left approximate identity (e.g., if X has a Schauder basis), then Corollary 5.5 therefore asserts that M l (K(X)) and M(K(X)) are both canonically isometrically isomorphic with B(X). More is true, however: these isometric isomorphisms are both valid without any assumption on K(X), see [8, p. 313 ]. In the same paper, it is also shown [8, p. 314 ] that M r (K(X)) is always isometrically isomorphic with the algebra of bounded operators on the dual space of X. We refer to [11, Section 1.7.14] for further results in this vein.
The right-sided version of Theorem 5.3 reads as follows. The statement that the right centralizer algebra of A is isomorphic with the left normalizer of the image is not a mistake. If, in addition, A is an ordered normed algebra with a positive bounded approximate right identity, X is ordered with a closed positive cone, and π r is an antiisomorphism of ordered algebras between A and π r (A), then the above canonical isomorphism between M r (A) and N l (π r (A), B(X)) is an isomorphisms of ordered algebras, and the above canonical anti-isomorphism between M(A) and N (π r (A), B(X)) is an anti-isomorphism of ordered algebras.
Alternatively, if, in addition, A has a bounded involution, X is a Hilbert space, and π r is involutive, then the above canonical anti-isomorphism between M(A) and N (π r (A), B(X)) is an anti-isomorphism of involutive algebras.
