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Abstract
In earlier papers, the Bauer–Fike technique was applied to the ordinary eigenvalue problem
Ax = λx, the generalized eigenvalue problemAx = λBx and the matrix polynomial eigenvalue
problem
∑m
k=0 λkAkx = 0. General multiple eigenvalues were dealt with and condition
numbers were obtained for individual as well as clusters of eigenvalues. In this paper, we
shall generalize the technique to the eigenvalue problem for regular periodic matrix pairs.
Perturbation to eigenvalues, simple or multiple, finite or infinite, will be considered for per-
turbations of any size. For small perturbations, clusters of eigenvalues will be considered.
© 2003 Elsevier Inc. All rights reserved.
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1. Introduction
This paper applies the Bauer–Fike technique [1] to prove some perturbation re-
sults for the eigenvalue problem for periodic matrix pairs [2,4,16,17] (see Section 2
for details). The Bauer–Fike technique has been applied to the ordinary eigenvalue
problem (OEP) [5]
Ax = λx.
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Let λ(·) denote the spectrum and ‖ · ‖ be any Hölder norm. For OEPs, we have
the perturbation result that for any perturbed eigenvalue λ˜ ∈ λ(A˜) (with tilde (·˜)
indicating perturbation from now on),
min
j
|λ˜− λj |  max{θ, θ1/q}, (1)
where
θ = C‖X‖ · ‖Y‖ · ‖A‖, A ≡ A˜− A
with C being some constant, X and Y = X−H denoting respectively matrices con-
taining right- and left-eigenvectors in their columns, and q being the size of the
largest Jordan block for A. The result applies to perturbations of any size and eigen-
values of any multiplicity and structure. The quantity κX ≡ ‖X‖ · ‖Y‖ can then be
considered to be a condition number for the OEP. With small (asymptotic) perturba-
tions, the result still holds for individual or clusters of eigenvalues, where X and Y
are respectively replaced by individual or group of corresponding eigenvectors, and
q is the size of the largest Jordan block for the cluster. These results are consistent
with many well-known results (see, e.g., [22,25]).
For the generalized eigenvalue problem (GEP) [6]
Ax = λBx
and the matrix polynomial eigenvalue problem (MPEP) [9]
m∑
k=0
λkAkx = 0
the possibility of infinite eigenvalues requires eigenvalues to be represented by or-
dered pairs (αi, βi), with the traditional eigenvalues represented by the quotients
αi/βi . The MPEP generalizes to
m∑
k=0
αkβm−kAkx = 0. (2)
If we use the more convenient scaling convention
(αi, βi) = (sinφi, cosφi), φi ∈
[
0,
π
2
]
and measure distances by the chordal metric ρ [20,21], the resulting perturbation
results will be simpler. Assume that both the original and perturbed matrix pencils are
regular (to exclude the possibility of continuous spectra), we have, for any perturbed
eigenvalue (α˜, β˜) = (sin φ˜, cos φ˜),
min
j
ρ{(sin φ˜, cos φ˜); (sinφj , cosφj )} = |α˜βk − β˜αk|‖(αk, βk)‖2‖(α˜, β˜)‖2
= sin |φ˜ − φk|  max{θ, θ1/q} (3)
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where
θ = C‖X‖ · ‖Y‖ · ‖(A0, . . . , Am)‖, Ai ≡ A˜i − Ai
with C, X and Y defined as in (1), and q equals the size of the largest Jordan block.
(Obviously, the GEP is a special case of the MPEP, with A0 = −B and A1 = A
in (2); see other details, like the exact form of C, X and Y , in [6,9].) Again, the
result applies to a general spectrum for perturbations of any size, and to individual
or clusters of eigenvalues for asymptotic perturbations. The product of the norms
of the whole/part of the eigenvector matrices X and Y can again be considered a
condition number for individual/clusters of eigenvalues (see also [11,20,21,23,24]
for related results).
The results for periodic matrix pairs look essentially the same as that in (1) or (3),
with θ on the right-hand-side (RHS) somewhat modified.
The perturbation results have been applied to inverse eigenvalue or pole assign-
ment problems in [8,7,10]. It is hoped that the result in this paper can be applied to
similar robust pole assignment problems for periodic control systems [3,12,14,19].
2. Periodic matrix pairs
We shall introduce the basics of the eigenvalue problem for periodic matrix pairs
in this Section. More details can be found in [16,17].
Let Ej , Aj ∈ Cn×n (j = 1, . . . , p), where Ej+p = Ej and Aj+p = Aj for all
j . We shall denote the periodic matrix pairs of periodicity p by {(Aj , Ej )}pj=1. In
this paper, the indices j for all periodic coefficient matrices are chosen in {1, . . . , p}
modulo p. The equation
βjAjxj−1 = αjEjxj (4)
defines the nonzero right-eigenvectors xj for complex variables (αj , βj ). Similarly,
the equation
βj−1yHj Aj = αjyHj−1Ej−1 (5)
defines the nonzero left-eigenvectors yj . The ordered pairs of products (πα, πβ) =(∏p
j=1 αj ,
∏p
j=1 βj
)
then constitute the spectrum, with the traditional eigenvalues
being the quotients πα/πβ . Because of the possibility of infinite eigenvalues, we
shall deal with spectra in their ordered pair representation, with equality interpreted
in the sense of the corresponding equivalence relationship for quotients.
Using the notation col[xj ]pj=1 ≡ [xT1 , . . . , xTp]T, the eigenvalue equations (4) and
(5) can also be written as
C
(
α1, . . . , αp
β1, . . . , βp
)
col[xj ]pj=1
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=


α1E1 −β1A1
−β2A2 α2E2
.
.
.
.
.
.
.
.
.
.
.
.
−βpAp αpEp


col[xj ]pj=1 = 0
and
{col[yj ]pj=1}H C˜
(
α1, . . . , αp
β1, . . . , βp
)
=
{
col[yj ]pj=1
}H


α2E1 −βpA1
−β1A2 α3E2
.
.
.
.
.
.
.
.
.
.
.
.
−βp−1Ap α1Ep


= 0T.
In this paper, we shall avoid continuous spectra by considering only regular matrix
pairs, for which
detC
(
α1, . . . , αp
β1, . . . , βp
)
=
n∑
k=0
ckπ
k
απ
n−k
β /≡ 0 (6)
and consequently all eigenvalues (πα, πβ) /= (0, 0). For regular matrix pairs, at least
one of the coefficients ck /= 0 and there are exactly n eigenvalues for {(Aj , Ej )}pj=1,
counting multiplicity.
The eigenvalue problem (4) reflects the behaviour of the linear discrete-time pe-
riodic system [3,12,14,19]
Ej zj+1 = Aj zj (7)
in terms of its solvability and stability.
There has been much recent interest in periodic systems. A large variety of pro-
cesses can be modelled through periodic systems, including multirate sampled-data
systems, chemical processes, periodic time-varying filters and networks, and sea-
sonal phenomena. Applications include the helicopter ground resonance damping
problem and the satellite attitude control problem. Please refer to [3,12] and the
references therein for further information.
The solvability [19] of (7) is equivalent to the regularity of the pencil
αE− βA ≡


αE1 −βA1
−βA2 αE2
.
.
.
.
.
.
.
.
.
.
.
.
−βAp αEp


.
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From the characteristic polynomial in (6), it is easy to check that
λ({(Aj , Ej )}pj=1) = {(αp, βp) | det(αE− βA) = 0}. (8)
However, the periodic eigenvectors xj and yj cannot be solved via the GEP of the
pencil αE− βA. For an example [17], consider the following n = 1, p = 3 case:
(αE− βA)col[xi]3i=1 =

 α 0 0−β α 0
0 −β α

 col[xi]3i=1 = 0. (9)
The characteristic polynomial det(αE− βA) = α3, indicating a regular system. The
system in (9) is satisfied by the unique eigenvalue (α, β) = (0, 1) and the corre-
sponding eigenvector (for the generalized pencil) [x1, x2, x3] = [γ, 0, 0] for some
nonzero constant γ . Thus it will be impossible to find nonzero x2 and x3 so that
(9) holds. However, xj = 1 (j = 1, 2, 3) defines an eigenvector sequence for
{(Aj , Ej )}3j=1 corresponding to the zero eigenvalue (α, β) = (0, 1), with α1 = 0
and α2 = α3 = β1 = β2 = β3 = 1.
The situation is summarized by the following theorem from [17]:
Theorem 2.1. Let αE− βA be a regular pencil. If (α, β) ∈ λ(αE− βA) then
there exist complex numbers αj , βj (j = 1, . . . , p) and nonzero vectors {xj }pj=1for which (4) holds, and (πα, πβ) = (αp, βp).
We also have a periodic Schur decomposition [4,17].
Theorem 2.2 (Periodic Schur theorem). Let {(Aj , Ej )}pj=1 be regular matrix pairs.
There exist unitary matrices Qj, Zj (j = 1, . . . , p) such that
QHj AjZj−1 = Aˆj , QHj EjZj = Eˆj (j = 1, . . . , p)
are all upper triangular, with Z0 = Zp. Moreover, the diagonal parts
{[diag(αj1, . . . , αjn), diag(βj1, . . . , βjn)]}pj=1
of {(Aˆj , Eˆj )}pj=1 determine all eigenvalues
{(∏p
j=1 αjk,
∏p
j=1 βjk
)}p
j=1 of
{(Aj , Ej )}pj=1, and the eigenvalues can be arranged to appear in any order.
We can also generalized the concept of eigenspaces as follows:
Definition. LetXj ,Yj (j = 1, . . . , p) be subspaces in Cn of equal dimension. The
pairs {(Xj ,Yj )}pj=1 are called periodic deflating subspaces of {(Aj , Ej )}pj=1 if
AjXj ⊂ Yj , EjXj−1 ⊂ Yj (j = 1, . . . , p).
Furthermore, the subspaces {Xj }pj=1 are called periodic invariant subspaces of
{(Aj , Ej )}pj=1.
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We list some more further results as follows:
(i) Theorem 2.1 implies that λ({(Aj , Ej )}pj=1) = λ({(ATj , ETj )}pj=1).
(ii) An eigenvalue is said to be simple if it is in a linear factor in the characteristic
polynomial.
(iii) Let Z(j)1 , Q(j)1 ∈ Cn×r be unitary and span, respectively, Xj and Yj . It can be
verified [17] that {(Xj ,Yj )}pj=1 are periodic deflating subspaces of the regular
matrix pairs {(Aj , Ej )}pj=1 if and only if the unitary matricesZj = [Z(j)1 , Z(j)2 ],
Qj = [Q(j)1 ,Q(j)2 ] ∈ Cn×n satisfy
QHj AjZj−1=
[
A
(j)
11 A
(j)
12
0 A(j)22
]
, QHj EjZj =
[
E
(j)
11 E
(j)
12
0 E(j)22
]
(j=1, . . . , p),
where A(j)11 , E
(j)
11 ∈ Cr×r , and both {(A(j)11 , E(j)11 )}pj=1 and {(A(j)22 , E(j)22 )}pj=1 are
regular. Furthermore, if the intersection of the spectra of the two sub-matrix pairs
is empty, the periodic deflation subspaces {(Xj ,Yj )}pj=1 are called simple peri-
odic deflating subspaces, and {Xj }pj=1 the simple periodic invariant subspaces.
2.1. Periodic Kronecker canonical form
From the periodic Schur decomposition in Theorem 2.1, we obtain a periodic
Kronecker canonical form [15]:
Theorem 2.3 (Periodic Kronecker canonical form). Suppose that the periodic matrix
pairs {(Aj , Ej )}pj=1 are regular. Then there exist nonsingular matrices Xj and Yj
(j = 1, . . . , p) such that
YHj EjXj =
[
I 0
0 E0j
]
, YHj AjXj−1 =
[
A
f
j 0
0 I
]
, (10)
where X0 = Xp; and for j = 1, . . . , p,
J (j) ≡ Afj+p−1Afj+p−2 · · ·Afj
is a Jordan matrix corresponding to the finite eigenvalues of {(Aj , Ej )}pj=1, and
N(j) ≡ E0jE0j+1 · · ·E0j+p−1
is a nilpotent Jordan matrix corresponding to the infinite eigenvalues.
Proof. (Because of the importance of the Theorem to this paper, we shall reproduce
the proof from [15], with minor changes.)
By the periodic Schur Theorem 2.1, there are unitary matrices Qj , Pj such that,
for all j ,
QjEjPj =
[
Ej,1 Ej,3
0 Ej,2
]
, QjAjPj−1 =
[
Aj,1 Aj,3
0 Aj,2
]
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are upper triangular, with Ej,1 and Aj,2 being nonsingular and all diagonal elements
of Ej,2Ej+1,2 · · ·Ej+p−1,2 being zero. We then construct[
E−1j,1 0
0 A−1j,2
][
Ej,1 Ej,3
0 Ej,2
]
=
[
I Eˆj,3
0 Eˆ0j
]
and [
E−1j,1 0
0 A−1j,2
][
Aj,1 Aj,3
0 Aj,2
]
=
[
Aˆ
f
j Aˆj,3
0 I
]
.
We shall prove that there exist periodic matrices Uj and Vj such that[
I Uj
0 I
][
I Eˆj,3
0 Eˆ0j
][
I Vj
0 I
]
=
[
I 0
0 Eˆ0j
]
(11)
and [
I Uj
0 I
][
Aˆ
f
j Aˆj,3
0 I
][
I Vj−1
0 I
]
=
[
Aˆ
f
j 0
0 I
]
. (12)
Compare both sides of (11) and (12), we obtain, for j ,
Vj + Uj Eˆ0j + Eˆj,3 = 0 (13)
and
Aˆ
f
j Vj−1 + Uj + Aˆj,3 = 0. (14)
Eliminating Uj from (13) and (14), we arrive at, for all j ,
Vj = Aˆfj Vj−1Eˆ0j + Aˆj,3Eˆ0j − Eˆj,3 (15)
With V0 = Vp, (15) in turn implies
Vp = (AˆfpAˆfp−1 · · · Aˆf1 )Vp(Eˆ01Eˆ02 · · · Eˆ0p)+Dp, (16)
where Dp is independent of any Vj . As Eˆ01Eˆ
0
2 · · · Eˆ0p is strict-upper triangular (with
zeroes on the diagonal), we can uniquely determine Vp from (16), all the other Vj
from (15), and all the Uj from (13).
Finally by the well-known Jordan decomposition, there exist nonsingular matrices
Gj and Zj which produce the Jordan forms:
J (j) ≡ G−1j (Aˆfj+p−1Aˆfj+p−2 · · · Aˆfj )Gj , (17)
N(j) ≡ Z−1j (Eˆ0j Eˆ0j+1 · · · Eˆ0j+p−1)Zj . (18)
Defining
YHj ≡
[
G−1j+1 0
0 Z−1j
][
I Uj
0 I
][
E−1j,11 0
0 A−1j,22
]
Qj,
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Xj ≡ Pj
[
I Vj
0 I
] [
Gj+1 0
0 Zj+1
]
,
and
E0j ≡ Z−1j Eˆ0j Zj+1, Afj ≡ G−1j+1Aˆfj Gj ,
then completes the proof. 
Remark. It is clear from the above proof that Afj and E
0
j are upper triangular.
In addition, from Section 2.2 in [16], these matrices can be further reduced to be
block-upper triangular. Each individual diagonal block inAfj orE
0
j relates to the cor-
responding Jordan block corresponding to a multiple eigenvalue in {(Aj , Ej )}pj=1.
Note also that, for different values of j , the Jordan matrices J (j) and N(j) in
Theorem 2.3 may have different structures. Thus an eigenvalue, of a certain algebraic
multiplicity, may have different geometric multiplicities dependent on j .
2.2. Perturbation expansions
In many applications such as optimal control [12] and pole assignment [14], a
sequence of periodic stable invariance subspaces for the positive semidefinite so-
lution set of a periodic discrete-time Riccati equation [4] is needed. Here stability
involves spectra staying within the unit circle. Thus, the importance in studying the
sensitivities of deflating subspaces and eigenvalues is self-evident.
In Lin and Sun [16], the implicit function theorem has been applied to obtain per-
turbation expansions for simple eigenvalues, their associated simple periodic
eigenvectors and simple periodic deflating subspaces (see also [2] for related results).
We quote selected main results from [16, Theorem 2.3, Corollary 2.4] as follows
(with minor changes in notation):
Theorem 2.4. Let Aj(+), Ej (+) ∈ Cn×n (j = 1, . . . , p) be analytic matrix-valued
functions of +, and the matrix pairs {(Aj (+), Ej (+))}pj=1 be regular for + ∈ B(0), a
neighbourhood of the origin inCN . Assume that (πα, πβ) is a simple eigenvalue pair
of {(Aj (0), Ej (0))}pj=1 = {(Aj , Ej )}pj=1, {xj }pj=1 and {yj }pj=1 are the associated
periodic right- and left-eigenvectors, respectively, and with x0 = xp,
yHj Ajxj−1 = αj , yHj Ejxj = βj (j = 1, . . . , p).
Then
(i) there exists a simple eigenvalue pair (∏pj=1 αj (+),∏pj=1 βj (+)) of the regular
matrix pairs {(Aj (+), Ej (+))}pj=1, where αj (+) and βj (+) are analytic functions
of + in some neighbourhood B1(0) of the origin, with αj (0) = αj and βj (0) =
βj for all j .
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(ii) The functions αj (+) and βj (+) have the first order perturbation expansions at
+ = 0:
αj (+) = αj +
N∑
l=1
yHj
[
Aj(+)
+l
]
+=0
xj−1+l + · · ·
βj (+) = βj +
N∑
l=1
yHj
[
Ej(+)
+l
]
+=0
xj +l + · · ·
for j = 1, . . . , p, where + ∈ B1(0).
Corollary 2.5. Let (πα, πβ) be a simple eigenvalue pair of the regular matrix pairs
{(Aj , Ej )}pj=1, associated with the periodic right- and left-eigenvectors {xj }pj=1 and
{yj }pj=1, respectively. Let Xj ≡ [xj , Xj2] and Yj ≡ [yj , Yj2] be n× n nonsingular
matrices satisfying
YHj AjXj−1 =
[
αj 0
0 Aj2
]
, YHj EjXj =
[
βj 0
0 Ej2
]
(19)
Then for perturbations Aj , Ej ∈ Cn×n which are small enough in norm, the ma-
trix pairs {(Aj + Aj ,Ej + Ej)}pj=1 have a simple eigenvalue pair
(∏p
j=1 α˜j ,∏p
j=1 β˜j
)
, where (for all j)
α˜j = αj + yHj Ajxj−1 + · · · β˜j = βj + yHj Ejxj + · · ·
The associated periodic right-eigenvectors {x˜j }pj=1 satisfy
x˜j =xj+Xj2
(
βj1
p∑
k=1
G
(1)
jk Y
H
k2 Akxk−1 + αj+1,1
p∑
k=1
G
(2)
jk Y
H
k2 Ekxk + · · ·
)
,
where αp+1 = α1, x0 = xp.
For exact expressions for G(l)jk , as well as results concerning periodic inflating and
invariant subspaces, please consult [16].
Applying the above theorems and corollary, we can obtain the condition for a
simple eigenvalue pair: [16, Theorem 3.2]
c(πα, πβ) = |παπβ ||πα|2 + |πβ |2 ·
p∑
j=1
(
τj‖xj‖
|βj | +
σj‖xj−1‖
|αj |
)
‖yj‖. (20)
The constants τj = ‖Ej‖ and σj = ‖Aj‖ correspond to the relative error bound. The
first order error bound for the eigenvalue pair (πα, πβ) then has the form:
ρ{(πα, πβ); (π˜α, π˜β)}  c(πα, πβ) · max
j
{‖Aj‖
σj
,
‖Ej‖
τj
}
,
where ρ is the chordal metric as defined in (3) and “” indicates “” ignoring higher
order terms.
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It is the nature of Bauer–Fike theorems that only eigenvalues are treated. Note that
small perturbations to simple eigenvalues are considered in Theorem 2.4 and Corol-
lary 2.5. For large perturbations and general multiple eigenvalues, the picture for the
eigenvectors and the deflating subspaces becomes murky when the eigenvalues are
mixed, merged and unravelled. From another point of view, the rotation of an invari-
ant subspace corresponding to an eigenvalue λ by a small perturbation is magnified
by a factor inversely proportional to the separation between λ and other eigenvalues.
(This separation is living in G(l)jk in Corollary 2.5 as the inverses of the generalized
Sylvester operators [E(j−1)11 (·)A(j)11 − A(j)22 (·)E(j)22 ].) When separated eigenvalues are
pushed together by a large perturbation, the separation of subspectra disappears and
the rotation of invariant subspaces becomes infinite or arbitrary. Consequently, it will
be prudent to recalculate the invariant subspaces when perturbations are not small,
instead of estimating them using perturbation theory.
3. Bauer–Fike Theorem
We prove the main theorem of the paper in this section.
We first design a symmetric set of notation. The periodic Kronecker canonical
form in (10) now reads
YHj EjXj = β,j =
[
(1)β,j 0
0 (2)β,j
]
,
YHj AjXj−1 = α,j =
[
(1)α,j 0
0 (2)α,j
]
(21)
with identity matrices (1)β,j (associated by finite eigenvalues) and (2)α,j (associated
with infinite eigenvalues). The roles of Ej and Aj , or finite and infinite eigenvalues,
are then symmetric in the canonical form in (21). The final Kronecker canonical form
of {(Aj , Ej )}pj=1 then involves the Jordan matrices, for j = 1, . . . , p,
J (j) ≡ (1)α,j+p−1(1)α,j+p−2 · · ·(1)α,j , N(j) ≡ (2)β,j(2)β,j+1 · · ·(2)β,j+p−1.
We do not need to distinguish between finite and infinite pairs (αj , βj ) in the
development that follows. The symmetric notation will be more convenient for ana-
lyzing clustering in Section 4 later.
From (21), we have
Yj = [Yj1, Yj2], Xj = [Xj1, Xj2]
with
YHjkEjXjk = (k)β,j , YHjkAjXj−1,k = (k)α,j (22)
for j = 1, . . . , p and k = 1, 2.
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Define the perturbations
(j)α ≡ ˜(j)α −(j)α = ˜α,j+p−1˜α,j+p−2· · ·˜α,j−α,j+p−1α,j+p−2· · ·α,j
=YHj+p−1(Aj+p−1 + Aj+p−1)Xj+p−2· · ·YHj (Aj + Aj)Xj−1
−YHj+p−1Aj+p−1Xj+p−2· · ·YHj AjXj−1 (23)
and
(j)β ≡ ˜
(j)
β − (j)β = ˜β,j ˜β,j+1 · · · ˜β,j+p−1 − β,jβ,j+1 · · ·β,j+p−1
= YHj (Ej + Ej)Xj · · ·YHj+p−1(Ej+p−1 + Ej+p−1)Xj+p−1
−YHj EjXj · · ·YHj+p−1Ej+p−1Xj+p−1. (24)
For a perturbed eigenvalue (π˜α, π˜β) =
(∏p
j=1 α˜j ,
∏p
j=1 β˜j
)
, consider the singular
matrix
[π˜β(j)α − π˜α(j)β ] + [π˜β (j)α − π˜α (j)β ] = [π˜β(j)α − π˜α(j)β ] · (I +Wj)
with
Wj ≡ [π˜β(j)α − π˜α(j)β ]−1[π˜β (j)α − π˜α (j)β ].
When (π˜α, π˜β) ∈ λ((j)α ,(j)β ) = λ({(Aj , Ej )}pj=1), the matrix I +Wj has to be
singular, implying ‖Wj‖  1 or
‖[π˜β(j)α − π˜α(j)β ]−1‖−1  ‖π˜β(j)α − π˜α(j)β ‖. (25)
(When (π˜α, π˜β) ∈ λ((j)α ,(j)β ), the Bauer–Fike result becomes trivial.) We can
then estimate the left-hand-side, utilizing the Jordan forms J (j) and N(j).
As a Hölder norm is used, the left-hand-side in (25) equals
‖[π˜β(j)α − π˜α(j)β ]−1‖−1 = ‖[π˜βJ (j)αk − π˜αJ (j)βk ]−1‖−1, (26)
where π˜βJ (j)α,k − π˜αJ (j)β,k represents one of the Jordan blocks in π˜β(j)α − π˜α(j)β . Let
the eigenvalue in this Jordan block be (πα, πβ) and consider, without loss of general-
ity, the finite eigenvalues with π˜β = 1 (see the last remark after the proof of Theorem
3.1 for details). Define the notation zj ≡ π˜βπα − π˜απβ (which is dependent on J (j)
and N(j), and thus on j ). We then have the inverse
Mj ≡ [π˜βJ (j)α,k − π˜αJ (j)β,k ]−1 =


zj π˜β
.
.
.
.
.
.
.
.
. π˜β
zj


−1
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=


z−1j −π˜βz−2j π˜2βz−3j · · · (−π˜β)qj−1z
−qj
j
z−1j −π˜βz−2j · · · (−π˜β)qj−2z
−qj+1
j
z−1j
.
.
.
...
.
.
. −π˜βz−2j
z−1j


.
(For infinite eigenvalues with π˜β = 0, replace π˜β by −π˜α = −1; see the last remark
after the proof of Theorem 3.1 for details.) The inequality (25) then implies, for 1-,
∞-, 2- and F -norms and with c1 = qj ,
(c1 · max{|zj |−1, |zj |−qj })−1  j ≡ ‖π˜β (j)α − π˜α (j)β ‖. (27)
Consequently, we arrive at
|zj |  max{θj , θ1/qjj }, θj ≡ c1j . (28)
Recall that zj depends on k or which Jordan block the equality in (26) holds.
For qj > 1, we shall show that a better bound can be obtained with the smaller
c1 = 2qj + 1
qj + 1 < 2,
thus c1 = 2 yields a simpler but slightly worse result.
With M−1j = zj [Iqj − z−1j N(j)], [N(j)]qj = 0, we have
Mj = z−1j
qj−1∑
i=0
z−ij [N(j)]i , ‖Mj‖  η−1 ≡ |zj |−1
qj−1∑
i=0
|zj |−i .
For simplicity, let x = |zj | and m = qj , the above definition of η leads to the poly-
nomial
Pm(x) ≡ xm − η(1 + x + · · · + xm−1).
Descartes’ sign rule (La Géométrie 1637 [13]) then implies that Pm(x) has at most
one positive real root. As Pm(0) = −η < 0 and Pm(x) > 0 as x →∞, any positive
number x∗ for which Pm(x∗) > 0 is an upper bound of the unique real positive root
of Pm(x). Simple inspection leads to the upper bounds x∗ = c1η when η > 1 and
x∗ = c1η1/m when η  1, with c1 = (2m+ 1)/(m+ 1). With the upper bound of
x = |zj | in terms of η, we can derive an upper bound of η−1 in terms of |zj |, which
implies (28). Consequently, c1 = 1 when qj = 1 and c1 = (2qj + 1)/(qj + 1) < 2
when qj > 1.
We now arrive at the following Bauer–Fike Theorem:
Theorem 3.1 (Bauer–Fike Theorem). With the assumptions in this section, we have
the following three cases:
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Case I. (Large perturbation) When min(πα,πβ) |π˜απβ − παπ˜β |  1, we have
min
(πα,πβ)
ρ{(π˜α, π˜β), (πα, πβ)}  θ1‖(π˜α, π˜β)‖2 · ‖(πα, πβ)‖2 , (29)
where
θ1 ≡ max
j
{c1j }, c1 ≡ min
{
2qj + 1
qj + 1 , qj
}
and qj is the size of the largest Jordan block in J (j) or N(j).
Case II. (Small perturbation)Whenj are sufficiently small, let min(πα,πβ) |π˜απβ −
παπ˜β |  1 with the minimum occurring at a Jordan block Bjk ≡ π˜βJ (j)αk −
π˜αJ
(j)
βk of size qˆj . Denote by Pj the columns of the identity matrix In which
pick out the Jordan block
Bjk = P Tj [π˜β(j)α − π˜α(j)β ]Pj
(ignoring the dependence of qˆj and Pj on k to simplify the notation). We
then have
min
(πα,πβ)
ρ{(π˜α, π˜β), (πα, πβ)}  θ2‖(π˜α, π˜β)‖2 · ‖(πα, πβ)‖2 + O(ˆ
2
j ) (30)
with
θ2 ≡ max
j
{(c1ˆj )1/qˆj }, ˆj ≡ ‖P Tj [π˜β (j)α − π˜α (j)β ]Pj‖ (31)
and
c1 ≡ min
{
2qˆj + 1
qˆj + 1 , qˆj
}
.
Case III. (Intermediate perturbation) For any other perturbation, we have
min
(πα,πβ)
ρ{(π˜α, π˜β), (πα, πβ)}  θ3‖(π˜α, π˜β)‖2 · ‖(πα, πβ)‖2 , (32)
where
θ3 = max
j
{φj , φ1/qjj }, φj ≡ c1j , c1 ≡ min
{
2qj + 1
qj + 1 , qj
}
,
and qj is the size of the largest Jordan block in J (j) or N(j).
Proof. (Case I) Let the minimum in (29), taken over all possible Jordan blocks Bjk ,
occur at some k. We can replace qj by the largest possible in (29).
(Case II) When the perturbation is small enough, consider the matrix pencil
Zj (π˜α, π˜β)+ Zj (π˜α, π˜β), Zj ≡ π˜β(j)α − π˜αJ (j)β ,
Zj ≡ π˜β(j)α − π˜α(j)β ,
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where Zj is perturbed by Zj . For a given perturbed eigenvalue (π˜α, π˜β), the matrix
Zj + Zj is singular. Consider a group of multiple eigenvalues in Zj contained in
the Jordan blocks picked out by the Rayleigh quotient (corresponding to the zero
eigenvalues of Zj ) P Tj ZjPj = π˜β(k)α − π˜α(k)β . We then have, from the properties
of Rayleigh quotients, P Tj (Zj + Zj )Pj = O(‖Zj‖2). We thus arrived at the
singular matrix
P Tj (Zj + Zj )Pj + O(‖Zj‖2) = (π˜β(k)α − π˜α(k)β )(I +Wj)
with
Wj ≡ (π˜β(k)α − π˜α(k)β )−1[P Tj ZjPj + O(ˆ
2
j )].
The Bauer–Fike argument then implies ‖Wj‖ > 1 and our result in (30), assuming
that the perturbation is small enough and ‖zj‖ < 1. The index qˆj is then the size of
the largest Jordan block in π˜β(k)α − π˜α(k)β for the cluster of multiple eigenvalues
we are interested in.
(Case III) With little information, we select zj and qj in (28) pessimistically to
obtain the result. 
Remarks
(1) The coefficient c1 = 1 when qj , qˆj = 1 and c1 < 2 otherwise.
(2) We can expand the expressions in j and ˆj , showing the results in Theorem 3.1
in terms of the Xj , Yj , Aj and Ej , using the definitions in (23) and (24). The
expressions will be tedious. However, it is clear that condition numbers, in terms
of products of norms of whole or part of Xj and Yj , can be obtained. We shall
attempt this exercise for the case when a simple eigenvalues is perturbed with a
small perturbation.
(3) Case III is analogous to Theorem 1.12 in [22, p. 174].
(4) Notice that the chordal metric ρ in (29), (30) and (32) are independent of scal-
ing of the eigenvalues (πα, πβ) and (π˜α, π˜β). The corresponding error bounds
can be made independent of (πα, πβ) and (π˜α, π˜β) by the scaling ‖(πα, πβ)‖ =
‖(π˜α, π˜β)‖ = 1, together with
‖j‖  ‖(π˜α, π˜β)‖
∥∥∥∥∥
[
(j)α
(j)β
]∥∥∥∥∥ , ‖ˆj‖  ‖(π˜α, π˜β)‖
∥∥∥∥∥
[
P Tj 
(j)
α Pj
P Tj 
(j)
β Pj
]∥∥∥∥∥ .
When qj , qˆj = 1 in (30) or (32), we require only ‖(πα, πβ)‖ = 1 because of
cancellation (see, e.g., (38) and (39)). Similarly, when a simple eigenvalue is
perturbed asymptotically in Section 4, the error bounds is dependent only on
(πα, πβ).
(5) The chordal metric ρ{(π˜α, π˜β); (πα, πβ)} is unchanged when the original and
the perturbed eigenvalues, or the eigenvalues and their reciprocals, are swapped.
Consequently, we need to consider only those eigenvalues on or within the unit
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circle. For eigenvalues outside the unit circle, we can consider the reciprocals
of the eigenvalues, i.e., interchanging πα and π˜α with πβ and π˜β , respectively.
Combine with the observation in the last remark, we need only to consider finite
eigenvalues with π˜β = 1 in proving Theorem 3.1.
4. Simple eigenvalues
Consider a simple eigenvalue (πα, πβ) =
(∏
j αj1,
∏
j βj1
)
perturbed asympto-
tically to (π˜α, π˜β), as in Case II in Theorem 3.1. Assume for convenience and with-
out loss of generality that (πα, πβ) appears at the (1,1) position, similar to (α1, β1)
in (19) in Corollary 2.5. The definitions in (23), (24) and (31) imply
ˆj = |eT1 [π˜β (j)α − π˜α (j)β ]e1|
=
∣∣∣∣∣∣eT1

π˜β

 j∏
k=j+p−1
˜α,k −
j∏
k=j+p−1
α,k


− π˜α

j+p−1∏
k=j
˜β,k −
j+p−1∏
k=j
β,k



 e1
∣∣∣∣∣∣ .
Note that the terms linear in the perturbations matrices Ak (or Ek) are prod-
ucts of block-diagonal matrices α,k (or β,k) with one single YHk AkXk−1 (or
YHk EkXk). Denote
αk ≡ yHk Akxk−1, βk ≡ yHk Ekxk (33)
and ignore higher order terms, we arrive at
ˆj 
∣∣∣∣∣∣π˜β
j+p−1∑
l=j
(∏
k /=l
αk
)
αl − π˜α
j+p−1∑
l=j
(∏
k /=l
βk
)
βl
∣∣∣∣∣∣
 |π˜βπα|
j+p−1∑
l=j
∣∣∣∣αlαl
∣∣∣∣+ |π˜απβ |
j+p−1∑
l=j
∣∣∣∣βlβl
∣∣∣∣
 ‖(π˜βπα, π˜απβ)‖2 ·
j+p−1∑
l=j
∥∥∥∥
[
αl/αl
βl/βl
]∥∥∥∥
2
. (34)
Now let  ≡ max{‖Aj‖2, ‖Ej‖2} and |α|j , |βj | /= 0. We obtain, using the defini-
tions in (33) and the properties of norms,
ˆj  ‖(πα, πβ)‖2 · ‖(π˜α, π˜β)‖2 ·
p∑
j=1

‖yj‖2
(
‖xj−1‖22
|αj |2 +
‖xj‖22
|βj |2
)1/2 · δ.
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Substitute into (30) and with c1 = qj = 1, we obtain the perturbation result
min
(πα,πβ)
ρ{(π˜α, π˜β), (πα, πβ)} 
p∑
j=1

‖yj‖2
(
‖xj−1‖22
|αj |2 +
‖xj‖22
|βj |2
)1/2 · δ.
(35)
Alternatively, we can replace the two ‖ · ‖2 in (34) with, respectively, ‖ · ‖∞ and
‖ · ‖1. The result (35) now has the form
min
(πα,πβ)
ρ{(π˜α, π˜β), (πα, πβ)}
 |παπβ ||πα|2 + |πβ |2 ·
p∑
j=1
[
‖yj‖2
(‖xj−1‖2
|αj | +
‖xj‖2
|βj |
)]
· δ. (36)
(We have replaced the perturbed eigenvalue with the original one on the RHS of
the final result.) The result in (36) is identical to that in (20) (quoted from [16,
Theorem 3.2]), when τj , σj = 1.
When αl0 = 0, βj /= 0 for all j (because of regularity) and (34) degenerates to
ˆj 
∣∣∣∣∣∣π˜β

∏
k /=l0
αk

 αl0 − π˜α
j+p−1∑
l=j
(∏
k /=l
βk
)
βl0
∣∣∣∣∣∣

∣∣∣∣∣∣

π˜β ∏
k /=l0
αk,−π˜απβ


[
αl0∑j+p−1
l=j βl/βl
]∣∣∣∣∣∣ .
Similar to (36), we obtain
min
(πα,πβ)
ρ{(π˜α, π˜β), (πα, πβ)}


∏k /=l0 |αk||πβ | · ‖xl0−1‖2‖yl0‖2 +
|πα|
|πβ |
p∑
j=1
‖xj‖2‖yj‖2
|βj |

 · δ. (37)
There is also the possibility of other αk = 0, eliminating the first term in (37). The
result for πβ = 0 is similar, interchanging the αs and βs in (37).
From the above discussion, the asymptotic error bounds for individual pair (αi, βi)
(j = 1, . . . , p) can be shown, in a similar fashion, to be
min
(αj ,βj )
ρ{(α˜j , β˜j ), (αj , βj )}  ‖yj‖2
(|βj |‖xj−1‖2 + |αj |‖xj‖2)
|αj |2 + |βj |2 · δ
(which holds for all values of αj and βj ).
When p = 1, the above results reduce to the case for GEPs, with (35) now reads
min
(πα,πβ)
ρ{(π˜α, π˜β), (πα, πβ)} 
√
|πα|2 + |πβ |2
|παπβ | · ‖x‖2 · ‖y‖2 · δ.
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When (πα, πβ) = (sinφ, cosφ), the RHS becomes (2| csc 2φ|‖x‖2‖y‖2δ), which
may be large. A better result comes from (36), which becomes
min
(πα,πβ)
ρ{(π˜α, π˜β), (πα, πβ)}  |πα| + |πβ ||πα|2 + |πβ |2 · ‖x‖2 · ‖y‖2 · δ. (38)
(This result coincides with that of [24, Chapter 4, Section 4.2-2] with γA = γB = 1
and p = ∞.) With (πα, πβ) = (sinφ, cosφ), the RHS equals
| sinφ + cosφ|‖x‖2‖y‖2δ 
√
2‖x‖2‖y‖2δ. (39)
4.1. Clusters of eigenvalues
We do not need to distinguish between finite and infinite pairs (αj , βj ) in the
development in Section 3. Indeed, we may have ((j)α1 ,
(j)
β1 ) and (
(j)
α2 ,
(j)
β2 ) repre-
senting different clusters of eigenvalues, so long as the intersection of the subspectra
is empty and the diagonal assumption for (j)β1 and 
(j)
α1 is dropped. Although the
results in Case II of Theorem 3.1 considers a multiple eigenvalue, it is straight for-
ward to generalize the result to a cluster of eigenvalues. In (30), Pj is then selected
to extracting the appropriate cluster and qˆj is the size of the largest Jordan block
associated with the cluster.
5. Numerical example
We shall present a small example to illustrate the results in Theorem 3.1.
Consider the following example with n = 5, p = 2 and (similar to (21))
Ej = Y−Hj β,jX−1j , Aj = Y−Hj α,jX−1j−1 (j = 0, 1)
with
β,0 = I5, β,1 = diag
{[
0 1
0 0
]
,
[
1 0
0 1
]
, 1
}
,
α,0 = I5, α,1 = diag
{[
1 0
0 1
]
,
[
1 1
0 1
]
, 2
}
and the randomly chosen eigenvector matrices
X0 =


4.0548(−1) 5.8964(−1) 9.5949(−1) −7.2696(−1) 3.2289(−1)
9.3142(−2) 9.1369(−1) −4.5711(−1) −9.7649(−1) −4.3118(−1)
−1.1024(−1) 4.5181(−2) −4.9534(−1) 7.8780(−1) −6.1551(−2)
3.8913(−1) 7.6028(−1) 7.5148(−1) −6.0172(−1) −8.7044(−1)
2.4262(−1) −6.5409(−1) 4.7461(−1) −4.0255(−1) 9.7667(−1)

 ,
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X1 =


−5.9447(−1) −9.6945(−1) −1.6270(−1) 6.7624(−1) 5.6258(−3)
−6.0256(−1) 4.9357(−1) 6.9244(−1) −9.6072(−1) 4.1894(−1)
2.0758(−1) −1.0981(−1) 5.0305(−2) 3.6255(−1) −1.4222(−1)
−4.5562(−1) 8.6363(−1) −5.9471(−1) −2.4104(−1) −3.9077(−1)
−6.0237(−1) −6.8011(−2) 3.4427(−1) 6.6359(−1) −6.2069(−1)

 ,
Y0 =


−6.1314(−1) 3.9580(−1) −6.8951(−3) 3.2046(−1) 4.5423(−1)
3.6445(−1) −2.4325(−1) 7.9954(−1) −3.1606(−1) −3.8142(−1)
−3.9447(−1) 7.2002(−1) 6.4326(−1) −4.2055(−1) 6.7699(−1)
8.3348(−2) 7.0731(−1) 2.8982(−1) −3.1761(−1) 1.3614(−1)
−6.9825(−1) 1.8713(−1) 6.3595(−1) 6.8158(−2) −2.5917(−1)

 ,
Y1 =


9.0026(−1) 5.2419(−1) 2.3086(−1) −1.8859(−1) −8.8422(−1)
−5.3772(−1) −8.7065(−2) 5.8387(−1) 8.7094(−1) −2.9426(−1)
2.1369(−1) −9.6299(−1) 8.4363(−1) 8.3381(−1) 6.2633(−1)
−2.8035(−2) 6.4281(−1) 4.7641(−1) −1.7946(−1) −9.8028(−1)
7.8260(−1) −1.1059(−1) −6.4747(−1) 7.8730(−1) −7.2222(−1)

 .
The eigenvalues are ∞, 1 (both defective of multiplicity 2), and 2 (simple). The
eigenvalue problem is then perturbed randomly by
E0 =


7.9818(−6) −1.7221(−5) −1.1144(−5) −1.2183(−5) −1.4047(−5)
9.0528(−6) −2.2379(−6) 1.6614(−5) −1.1846(−5) 1.5626(−5)
1.0339(−5) 9.8103(−6) −1.2163(−5) −2.0460(−5) −1.4819(−5)
−9.8227(−7) 1.7852(−5) 1.3854(−5) −1.9159(−5) −1.4960(−5)
2.4922(−6) −1.0311(−5) 1.8559(−5) 6.3990(−6) 2.2462(−5)

 ,
E1 =


2.5243(−5) −1.5335(−5) −4.7203(−6) 9.8287(−6) −1.5701(−5)
2.6274(−5) 7.6928(−6) 1.3112(−5) −1.5410(−5) 5.7471(−6)
1.5486(−5) −9.6481(−6) −1.2441(−5) 1.8187(−5) 6.9635(−6)
−3.2886(−6) 2.4667(−5) −3.2207(−6) 6.9043(−6) −6.9439(−6)
−9.0533(−8) 1.2150(−5) 2.3234(−5) −1.9634(−5) 4.0288(−6)

 ,
A0 =


−2.1393(−6) −5.1101(−6) 4.7801(−6) −1.9484(−5) −1.8317(−5)
−2.0087(−5) 8.0644(−6) −2.1326(−5) −5.8323(−6) −2.0102(−6)
−2.0823(−5) −1.7931(−5) −2.1300(−5) 5.7891(−6) −2.5619(−6)
−8.2494(−6) −2.0464(−5) −1.3649(−5) 9.5846(−6) −6.4629(−6)
−2.1454(−5) 4.9499(−6) 3.8279(−6) 8.4852(−6) −1.5255(−5)

 ,
A1 =


4.1551(−6) −1.3754(−5) −1.4601(−5) 3.4042(−6) −4.2472(−6)
−3.8396(−6) 4.0053(−6) −6.0317(−6) 1.4766(−5) −9.7867(−6)
7.7850(−7) 1.3067(−5) 1.4220(−5) −2.2124(−5) 1.8789(−5)
−8.3336(−6) 1.4968(−6) 9.0763(−6) 5.1628(−6) −2.4341(−5)
−3.3673(−6) 7.0527(−6) −1.9526(−6) −2.2571(−5) 1.3448(−5)


with ‖Ej‖, ‖Aj‖ ≈ 0.5 × 10−4.
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Table 1
Comparison of error bounds from the Bauer–Fike Theorem and actual errors for various clusters of eigen-
values
Cluster q MAE EB-MP R-MP
{∞, 2, 1} 2 3.9697(−3) 2.9791(−2) 7.50
{∞, 2} 2 3.1175(−3) 2.2728(−2) 7.29
{∞, 1} 2 3.9697(−3) 2.3488(−2) 5.92
{2, 1} 2 3.9697(−3) 1.9894(−2) 5.01
{∞} 2 3.1175(−3) 1.8617(−2) 5.97
{2} 2 1.1812(−5) 8.4763(−5) 7.18
{1} 1 3.9697(−3) 1.3724(−2) 3.46
The perturbed eigenvalues are computed by applying the MATLAB command
eig [18] to the pencil αE− βA in (8). The error bounds are computed using Case II
in Theorem 3.1, as the perturbations are small. The whole spectrum, individual ei-
genvalues as well as all three other possible clusters (containing two eigenvalues
each) have been considered.
The numerical results are summarized in Table 1, which has five columns. The
contents in these columns and their abbreviations (in brackets) are listed below:
Col. 1. The cluster of eigenvalues under consideration.
Col. 2. (q) The size of the biggest Jordan block associated with the cluster.
Col. 3. (MAE) Maximum of the absolute errors of the eigenvalues in the cluster.
Col. 4. (EB-MP) Error bounds calculated from (30) ignoring higher order terms.
Col. 5. (R-MP) The ratio EB-MP/MAE.
In Table 1, 2.9791 × 10−2 is denoted by 2.9791(−2). The numerical computa-
tions have been performed using MATLAB [18] on the UNIX workstation sng.its.
monash.edu.au.
The results in Table 1 shows that the bounds in (30) are reasonably sharp, over-
estimating the exact errors from 3.46 to 7.50 folds.
We can also estimate the error bounds for individual (multiple) eigenvalues and
select the maximum of the bounds for a cluster to be the error bound for that cluster.
However, this approach requires the knowledge that the perturbation is not large
enough to merge the individual eigenvalues, which may not be appropriate when the
eigenvalues are near each other.
We have also calculated the error bound for the simple eigenvalue λ = 2 using
Lin and Sun’s result [16] in (36) (or (20) with τj , σj = 1):
c(πα, πβ) = 2.1364, ρ{(πα, πβ); (π˜α, π˜β)}  1.0682 × 10−4.
The error bound is slightly worse than that in Table 1, over-estimating the actual
error by 9.04 folds (cf. R-MP = 7.18 in row 7 of Table 1). The slightly worst result
from (36) is obviously the consequence of ignoring various higher order terms in
Section 4, when the Bauer–Fike error bound is shown to imply that in (36). Note
also that (36) cannot be applied to the other eigenvalues as they are not simple.
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