Abstract. One-class classification has important applications such as outlier and novelty detection. It is commonly tackled using density estimation techniques or by adapting a standard classification algorithm to the problem of carving out a decision boundary that describes the location of the target data. In this paper we investigate a simple method for one-class classification that combines the application of a density estimator, used to form a reference distribution, with the induction of a standard model for class probability estimation. In this method, the reference distribution is used to generate artificial data that is employed to form a second, artificial class. In conjunction with the target class, this artificial class is the basis for a standard two-class learning problem. We explain how the density function of the reference distribution can be combined with the class probability estimates obtained in this way to form an adjusted estimate of the density function of the target class. Using UCI datasets, and data from a typist recognition problem, we show that the combined model, consisting of both a density estimator and a class probability estimator, can improve on using either component technique alone when used for one-class classification. We also compare the method to one-class classification using support vector machines.
Introduction
In most classification problems, training data is available for all classes of instances that can occur at prediction time. In this case, the learning algorithm can use the training data for the different classes to determine decision boundaries that discriminate between these classes. However, there are some problems that are suited to machine learning, but exhibit only a single class of instances at training time. At prediction time, new instances with unknown class labels can either belong to this target class or a new class that was not available during training. In this scenario, two different predictions are possible: target, meaning an instance belongs to the class learned during training, and unknown, where the instance does not appear to belong to the previously learned class. This type of learning problem is known as one-class classification.
In many cases, it may seem sensible to suggest that one-class problems should be reformulated into two-class ones because there is actually data from other classes that can be used for training. However, there are genuine one-class applications where it is inappropriate to make use of negative data during training.
For example, consider password hardening, which is a biometric system that strengthens the login process on a computer by not only requiring the correct password to be typed, but also requiring it to be typed with the correct rhythm. Password hardening is clearly a one-class problem; a single user must be verified and during training time only data from that user is available-we cannot ask anyone else to provide data without supplying them with the password.
Even in applications where instances from multiple classes are available at training time, it may be opportune to focus solely on the target class under consideration and contemplate a one-class set-up. In these applications, new classes may occur at prediction time that are different from all classes available during the training process. This is the case in the continuous typist recognition problem that motivated the work presented in this paper. Continuous typist recognition is similar to password hardening, only the text underlying the patterns is not fixed: the current typist is verified on a block of free text. In this situation we rely on one-class classification because we need to be able to refuse an attacker the system has never seen before.
One-class classification is often called outlier (or novelty) detection because the learning algorithm is being used to differentiate between data that appears normal and abnormal with respect to the distribution of the training data. A common statistical approach to this view on one-class classification is to identify outliers as instances that are greater than a distance, d, to a percentage, p, of the training data [2, 9] . Machine learning techniques that have been employed include clustering the data and determining a suitable boundary that encloses all the clusters [16] , adapting kernel-based support vector machine classifiers [12] , and utilising densities to estimate target class membership [13] .
In this paper we investigate a principled approach for applying two-class classification algorithms to one-class classification. The only requirement is that these algorithms can produce class probability estimates at prediction time. This is not an impediment in general because most algorithms either provide these estimates directly or can be modified to do so. The basic method we use to apply a supervised approach to an unsupervised learning problem is not new: it is described by Hastie et al. [6] in the context of association rule learning. They also mention that "Although this approach... seems to have been part of the statistics folklore for some time, it does not appear to have had much impact despite its potential".
The technique we explore is based on the generation of artificial data that comes from a known reference distribution such as a multi-variate normal distribution, which can be estimated from the training data for the target class. This artificial data takes the role of a second class in the construction of a twoclass classification model. Using Bayes' rule, we show how the density function of the reference distribution can be combined with the class probability estimates of this classification model to yield a description of the target class. We show that the combined model, which employs both the density function and the classification model, can yield improved performance when compared to using the density function alone for one-class classification; the latter being a standard technique that has been used for one-class classification in the past [13, 14] . It also improves on using the classification model alone. The resulting method yields numeric membership scores that can be used to rank test instances according to their predicted likelihood of belonging to the target class. This property can be an advantage when compared to techniques that provide a single decision boundary, because it makes it possible to adjust the trade-off between false positives and false negatives at prediction time.
The next section discusses previous approaches to one-class classification. Following this, we explain the approach to one-class classification that we evaluate in this paper. In Sections 4 and 5 we present the evaluation of this technique, on both standard UCI datasets and our continuous typist recognition data, and compare it to existing approaches. The final section concludes the paper and proposes some future work.
Related Work
Existing models for one-class classification either extend current methods for multi-class classification or are based on density estimation. In the latter approach, density estimation is performed by fitting a statistical distribution, such as a Gaussian, to the target data; any instances with a low probability of appearing (more precisely, low density value) can be marked as outliers [9] . This is a sensible approach in cases where the target data follows the selected distribution very closely. The challenge is to identify an appropriate distribution for the data at hand. Alternatively one can use a non-parametric approach, such as kernel density estimation, but this can be problematic because of the curse-of-dimensionality and the resulting computational complexity.
Extensions of current multi-class classifiers to one-class classification involve fitting a boundary around the target data, such that instances that fall outside the boundary are considered outliers. The boundary can be generated by adapting the inner workings of an existing multi-class classifier [12] , or by using artificial data as a second class, in conjunction with a standard multi-class learning technique [1] . Methods in the former category generally rely heavily on a parameter that defines how much of the target data is likely to be classified as outlier [14] . This parameter defines how conservative the boundary around the target class will be. If it is chosen too liberally, then the model will overfit and we risk identifying too much legitimate target data as outliers. A drawback of these techniques is that an appropriate parameter value needs to be manually chosen at training time.
In contrast, when density estimation is used for one-class classification, a threshold on the density can be adjusted at prediction time to obtain a suitable rate of outliers. In some situations, where parametric density estimation fails, using classification-based methods may be favourable; these techniques are generally able to define boundaries on data that cannot be tightly modelled by a standard statistical distribution. In some cases there is a close link between classification-based techniques and density estimators: for example, it has been shown that one-class kernel Fisher discriminant classifiers can be used to perform non-parametric density estimation [11] . However, this only applies to very specific learning techniques.
The method presented in this paper is based on the generation of artificial data from a reference distribution to form a two-class classification problem. However, unlike earlier work on using artificial data for one-class classification (see [1] and references therein), it is based on using a two-class probability estimator, and combines the estimated reference density function with the resulting class probability estimator to form an overall prediction.
The method is generic in the sense that it is applicable in conjunction with an arbitrary density estimator and an arbitrary class probability estimation technique. An alternative generic approach is ensemble learning, where the predictions of different one-class classifiers are combined in an ensemble [15] . In contrast, we combine a density estimator and a class probability estimator to form a single one-class classifier, along the lines of the generic approach to unsupervised learning outlined in [6] .
Combining Density Functions and Class Probability Estimators
Given the large number of classification algorithms that have been developed, it would be useful to be able to utilize them for one-class problems. A possible approach for doing this is to generate artificial data to take the role of the second class. The most straightforward method for implementing this is to generate uniformly distributed data and learn a classifier that can discriminate this data from the target. A problem with this method is that different decision boundaries are obtained for different amounts of artificial data: if too much artificial data is generated, then the target class will be overwhelmed by it, and, assuming the learning algorithm aims to minimize classification error, it will learn to always predict the artificial class. However, this problem can be avoided when the objective of learning is viewed as accurate class probability estimation rather than minimization of classification error, and a suitable configuration of the learning algorithm is chosen. An example of a suitable inductive approach is bagging of unpruned decision trees, which has been shown to yield good class probability estimators [10] . Once a class probability estimation model has been obtained in this fashion, different thresholds on the resulting class probability estimates for the target class correspond to different decision boundaries surrounding the instances of the target class. This means that, as in the density estimation approach to oneclass classification, the rate of obtaining "outliers" can be adjusted at prediction time to yield an outcome appropriate for the application at hand.
There is one significant problem with the approach that we have just described: as the number of attributes in the learning problem increases (i.e. as the dimensionality of the instance space grows), it quickly becomes infeasible to generate enough artificial data to obtain sufficient coverage of the instance space, and the probability that a particular artificial instance occurs inside or close to the target class diminishes to a point that makes any kind of discrimination impossible.
The solution to this problem is to generate artificial data that is as close as possible to the target class. In this case, because the data is no longer uniformly distributed, it becomes necessary to take the distribution of this artificial data into account when computing the membership scores for the resulting one-class model. As in [6] , we call the distribution that is used to generate the artificial data the "reference" distribution. In the following we explain how the class probability estimates of the two-class classifier are combined with the values of the density function of this reference distribution to obtain membership scores for the target class.
Let T denote the target class for which we want to build a one-class model. We have training data for this class. Let A be the artificial class, for which we generate artificial data using a known reference distribution. Let X denote an instance and let P (X|A) denote the density function of the reference distribution.
What we would like to obtain is P (X|T ), the density function for the target class. If we had this density function, we could use it for one-class classification by imposing a threshold on its values. Let us assume for the moment that we know the true class probability function P (T |X). In practice, we need to estimate this function using a class probability estimator learned from the training data.
The following shows how we can compute the density function for T , namely P (X|T ), given the class probability function P (T |X), the reference density P (X|A), and P (T ), which is the prior probability of observing an instance of the target class. We start with Bayes' theorem:
For a two-class situation, the probability of X is the probability of seeing an instance of X with either class label, so the equation becomes:
Now we solve for P (X|T ), the density function for the target class, which we want to use for one-class classification. We first bring the denominator on the right to the left:
Now we expand the product on the left, and bring the term involving P (X|T ) to the right:
Then we extract out P (X|T ) and bring the remainder to the left:
We swap the two sides and extract P (T ) in the denominator:
Now we make use of the fact that P (A) = 1 − P (T ), because there are only two classes, and rearrange:
This equation relates the density of the artificial class P (X|A) to the density of the target class P (X|T ) via the class probability function P (T |X) and the prior probability of the target class P (T ).
To use this equation in practice, we choose P (X|A) and generate a userspecified amount of artificial data from it. Each instance in this data receives the class label A. Each instance in the training set for the target class receives class label T . Those two sets of labeled instances are then combined. The proportion of instances belonging to T in this combined dataset is an estimate of P (T ), and we can apply a learning algorithm to this two-class dataset to obtain a class probability estimator that takes the role of P (T |X). Assuming we know how to compute the value for P (X|A) given any particular instance X-and we can make sure that this is the case by choosing an appropriate function-we then have all the components to compute an estimate of the target density function P (X|T ) for any instance X.
Note that, because we are using estimates for P (T |X) and P (T ), the function P (X|T ) will not normally integrate to one and is thus not a proper density. However, this is not a problem for one-class classification because we can empirically choose an appropriate threshold onP (X|T ) to perform classification, and we can adjust this threshold to tune the probability of an instance being identified as an outlier. Obviously, we can also use this function to rank instances. Note that this also means the prior odds ratio
is irrelevant in practice, because it corresponds to a constant factor, and it is sufficient to use an estimate of the posterior odds
It is instructive to relate this method to the simple approach discussed at the beginning of this section, which was based on generating uniformly distributed data for the artificial class. This corresponds to using the uniform distribution as the reference distribution, i.e. using the uniform density for P (X|A). Based on Equation 1, this means that P (X|T ) becomes proportional to the posterior odds ratio P (T |X)/(1−P (T |X))-which is monotonic in P (T |X)-meaning that test cases can simply be ranked according to the class probability function P (T |X), and classification can be performed based on an appropriately chosen threshold for this function. This means the two-class classification model that is learned from the target data and the uniformly distributed data can directly be used for one-class classification; for the reason given above, this is only a worthwhile option to consider for very low-dimensional learning problems.
One question remains, namely how to choose the reference density P (X|A). Essential requirements for this function are that (a) we need to be able to generate artificial data from it and (b) we need to be able to compute its value for any instance X. Another requirement, as indicated at the beginning of this section, is that the data generated based on this distribution is close to the target class. In fact, based on Equation 1 we now know that, ideally, the reference density is identical to the target density, in which case P (T |X) becomes a constant function that any well-behaved learning algorithm should be able to induce (i.e. the resulting two-class learning problem would become trivial). This is obviously not realistic because it would essentially require us to know (or somehow obtain) the density of the target class. However, this observation gives us a clue as to how we can go about getting a useful density function P (X|A) for the problem at hand: we can apply any density estimation technique to the target data for class T and use the resulting density function to model the artificial class A. The more accurately this initial density estimate models P (X|T ), i.e. the better the match between P (X|A) and P (X|T ), the easier the resulting two-class class probability estimation task should become. This discussion implies that Equation 1 can also be viewed as a mechanism for improving an initial density estimate for a dataset using a class probability estimation technique.
In practice, given the availability of powerful methods for class probability estimation, and the relative lack of such techniques for density estimation, it makes sense to apply a simple density estimation technique to the target data first, to obtain P (X|A), and then employ a state-of-the-art class probability estimation method to the two-class problem that is obtained by joining the artificial data generated using P (X|A) and the data from the target class. This is the strategy that we evaluate in this paper.
Because Equation 1 is used to estimate a density function for the target class, the method presented here is most closely related to the standard densityestimation-based approach to one-class classification. However, given that a class probability estimation model is used as part of the estimation process, which is obtained from a standard technique for classification learning, the method is also related to approaches that adapt standard two-class learning techniques to the one-class learning task: in a sense, it straddles the boundary between these two groups of approaches to one-class classification.
Evaluation Method
Our primary motivation for exploring the one-class learning technique presented in this paper was our interest in the domain of continuous typist recognition.
In the next section we present empirical results on datasets from this domain. However, we also present results for standard multi-class UCI datasets.
Evaluating one-class classifiers on datasets with multiple classes is straightforward. Each class in turn is treated as the target class and the other classes are joined into an "outlier" class. In our experiments, we ran a standard stratified 10-fold cross-validation, repeated 10 times, to estimate the AUC for a particular target class. The one-class learning methods simply ignore the data for the outlier class that occurs in the training sets. The instances in the test sets are ranked according to their predicted density values so that the AUC can be computed. In this fashion we obtain one AUC value for each class in a dataset. To summarize performance for a particular UCI dataset, we report a weighted average of these AUC values. For the weighted AUC, each two-class AUC is calculated, then weighted by the prevalence of the target class and summed. The formula for the weighted AUC is:
where C is the full set of classes in the dataset, p(c i ) is the prevalence of the target class c i in the full dataset, and AU C(c i ) is the AUC value for target class c i . Using a weighted average rather than an unweighted one prevents target classes with smaller instance counts from adversely affecting the results. The one-class method presented in this paper combines the output of a density estimator with that of a class probability estimator. In our evaluation we used bagged unpruned C4.5 decision trees with Laplace smoothing as the probability estimator P (T |X). Ten bagging iterations were used throughout. We evaluated two different simple density estimation models: a Gaussian density with a diagonal co-variance matrix containing the observed variance of each attribute in the target class, and a product of mixture of Gaussian distributions with one mixture per attribute. Each mixture is fitted to the target data for its corresponding attribute using the EM algorithm. The amount of artificial data generated using the reference distribution, which determines the estimate of P (T ) in Equation 1, was set to the size of the target class. Hence the data used to build the bagged unpruned decision trees was exactly balanced.
One of the main objectives of our empirical study was to ascertain that the combined model can indeed improve on its components in terms of predictive performance. Hence we also evaluated one-class classification using the Gaussian density and the EM-based density directly, with the same cross-validation-based experimental set-up described above. This means we use the reference density P (X|A) from Equation 1 to rank test instances, rather thanP (X|T ). Additionally, we also measured the performance obtained when using only the class probability estimator from Equation 1, i.e. the bagged unpruned decision trees in our experiments. This means we only use the estimate for P (T |X) from Equation 1 for ranking. Note that in this case the reference density is still used to generate the data for the artificial second class.
As an optimistic baseline we also show the performance obtained on the UCI datasets when treating the learning problem as a standard classification problem, using the data for all classes at training time, by building a one-vs-rest model using bagged decision trees.
For completeness, we also compare to the one-class support vector machine described by [12] , as it is implemented in libSVM [3] . We used RBF kernels and set the value of ν to 0.1. The parameter ν determines how much of the target data is likely to be classified as outlier. We adjusted the γ value for the RBF kernel for each dataset to obtain a false alarm rate (FAR) as close as possible to 0.1. The false alarm rate is the number of legitimate target instances incorrectly identified as outliers (also known as the false negative rate).
When comparing libSVM to the combined one-class classifier we cannot use AUC because the one-class implementation in libSVM does not return membership scores, just a yes/no decision. Hence our comparison is based on attempting to achieve a fixed FAR, namely 0.1, for both techniques, by choosing an appropriate threshold for our model, and evaluating the corresponding impostor pass rate (IPR). The impostor pass rate is the number of outlier instances that are wrongly classified as belonging to the target class (also known as the false positive rate). FAR and IPR are often used in domains such as biometrics. A higher FAR results in a lower IPR and vice versa. Note that, to calculate FAR and IPR in our experiments, false negatives and false positives were simply accumulated across all one-class learning problems that resulted from processing a multi-class dataset. As in the case of AUC, 10-fold cross-validation, repeated 10 times, was used for a single one-class learning problem.
Results
In the following we present the experimental results obtained using the methodology described above. We first discuss the performance of the combined classifier, its components, and the baseline multi-class classifier on standard multi-class UCI datasets. In the second subsection we introduce the typist dataset, which motivated this work, and use it to show the performance of the combined classifier on individual classes. Finally, we present a comparison between the combined one-class classifier and the one-class support vector machine [3, 12] . Table 1 contains the results we obtained for the UCI datasets, comparing weighted AUC values for the baseline multi-class classifier, in the left-most column, and the variants of one-class classifiers discussed above, excluding the SVM. More specifically, there are two groups of three columns for the one-class classifiers. The first group is based on using the Gaussian density as the reference density and the second one based on using the EM method. Each group of three columns has results for (a) the combined classifier, consisting of both the reference density and the class probability estimation model (i.e. bagged trees), (b) the reference density P (X|A) used directly, and (c) the class probability estimator P (T |X) used directly.
UCI Datasets
From the results presented in Table 1 it is clear that the combined classifier performs much better than its component probability estimator-i.e. the estimate of P (T |X)-for all of the UCI datasets. Hence it is essential to take the reference density into account when making a prediction. It is not sufficient to simply generate artificial data based on the reference density, build a class probability estimator, and then use that for prediction.
The picture is not so clear when comparing the combined classifier to the reference density. Considering the Gaussian case, there are four datasets where the latter produces better results: diabetes, ecoli, iris, and waveform-5000. This indicates that the combined model is too complex in those cases; the simple reference distribution is sufficient to model the distribution of the target class for those datasets, and adding bagged trees into the model is detrimental. On the other hand, there are six datasets where the combined model performs better: heart-statlog, letter, mfeat-karhunen, pendigits, sonar, and vehicle. In the case of the vehicle and letter datasets the difference is substantial-and is so even for the AUC values of every individual class label occurring in these datasets (for brevity these results are not shown here).
Considering the case of using the EM-based density estimate as the reference density, the overall picture is similar, but there is only one tie in this case (sonar). There are eight wins for the combined classifier (heart-statlog, letter, the three mfeat datasets, pendigits, vehicle, and waveform-5000) and six losses (diabetes, ecoli, glass, ionosphere, iris, and pendigits). The biggest wins in absolute terms for the combined method occur again on the vehicle and letter datasets.
It is instructive to compare the performance of the two different combined models. The EM-based model wins on nine datasets and loses on only five. Hence the combined model often receives a boost when the more powerful EMbased density estimator is used to obtain the reference density. Note also that the EM-based density often has an edge compared to using the Gaussian density when both are used in stand-alone mode: the former wins nine times and loses six times.
Not surprisingly, standard bagged decision trees outperform all one-class classifier variants on all datasets, often by a significant margin. The reason for this is that this learner actually gets to see data for the outlier class (i.e. the union of the non-target classes) at training time. It can thus focus on discriminating the target class against all those specific non-target classes, and its performance can be considered an optimistic target for that of corresponding one-class classifiers. We would like to emphasize here that in practical applications of one-class classifiers this kind of data is not available. Even if there is some negative data available at training time, the expectation is that completely new classes of data will be encountered at prediction time. 
Typist Dataset
The work in this paper was motivated by the need to find an appropriate classification method for a continuous typist recognition problem. As mentioned previously, continuous typist recognition is akin to password hardening, only the patterns presented to the system may contain any number of characters and sample lengths may vary. During our search for a method for improving the state-of-the-art in this research area, we investigated several different one-class classifiers-all of which were customised to the task of typist recognition [4, 5, 7, 8] .
We felt that this problem would benefit from the extensive research performed on multi-class classifiers and directed our efforts towards creating a dataset that could be used by standard machine learning algorithms. Unfortunately, with the ethical issues surrounding key logging data, and the omission of key release events from one of the datasets we had access to, we were unable to transform an existing dataset for use in our experiments. Instead, we recorded 3000 emails from 19 people in the Computer Science Department at the University of Waikato over a period of 3 months. After technical and ethical issues were addressed, a dataset of 15 emails for each of 10 participants was created. This dataset only contained the raw sequences of input from the recordings. Each sample was broken down further into blocks of 400 events-a size that roughly equates to a small paragraph of text and is similar in size to other typist datasets [5] -resulting in between 24 and 75 samples per user. Every 400-event sample had a number of attributes calculated; these attributes formed the dataset for use with a standard machine learning algorithm. In total, there are 8 attributes in our typist dataset. 2 Most of the attributes are based around the typist speed (average words-per-minute (WPM) rate, peak WPM, trough WPM) or error rate (backspaces, paired backspaces, average backspace block length). There are also two attributes that relate to the slurring of key press and release events (press/release ordering, press/release rate). The final typist dataset used here contains these 8 attributes and 10 class labels (Participants A-J). The results from the typist dataset are similar to those from the UCI datasets: using only the class probability estimator, P (T |X), results in poor performance, whereas using just the reference density, P (X|A), sometimes performs better than the combined model. More specifically, considering the case of the Gaussian reference density, the win/loss ratio for the combined model vs. the reference density is 3/5; considering the case of the EM-based density it is 4/4. According to overall weighted AUC, the combined model has an edge in the Gaussian case, but is outperformed slightly in the case of EM.
Considering performance relative to the baseline multi-class classifier, the overall picture is similar as in the case of the UCI datasets: multi-class classification outperforms one-class classification. However, surprisingly, for three of the user classes-H, I and J-the combined one-class classifier and the reference densities have a higher AUC than the baseline classifier. This is not unusual; we experienced similar results on individual class labels on many of the UCI datasets. In the context of our target application, typist recognition, this is exciting because it demonstrates that one-class classification can be a very satisfactory substitute for multi-class classifiers, and one that is better suited to solving the problem at hand because it does not require any training data from the outlier classes in order to achieve good results: when using typist recognition for computer security we simply do not have access to training data for new classes of typists that correspond to impostors (or "attackers").
LibSVM
To compare the method presented in this paper-again, using bagged unpruned decision trees-to an established one-class classifier, we now discuss results obtained in a comparison to the one-class classifier in libSVM [3] . The results are shown in Table 3 . As mentioned in Section 4, we could not use AUC for comparison, and instead resort to reporting FAR and IPR. For each dataset, the table reports the value of the γ parameter for the RBF kernel that was used to obtain the results shown. Although we were generally unable to match FAR exactly for the methods compared, the results nevertheless enable us to make a qualitative statement about their relative performance. In particular, we can consider cases where both FAR and IPR are lower for one method in a pair of methods being compared. Doing this for libSVM and the Gaussian-based combined classifier, we see that there are two datasets where both FAR and IPR are lower for the latter method (letter and pendigits) and two cases where they are both lower for libSVM (sonar and vehicle). Repeating this exercise for libSVM and the combined model with the EM-based density, we find that there is one dataset where the latter method is better for both statistics (pendigits) and three datasets where this is the case for libSVM (iris, sonar, and waveform-5000). Overall, we can say that there are datasets where the SVM appears to be the better approach and other datasets where the combined method appears to perform better. Note that, in contrast to the SVM, FAR and IPR can be adjusted at prediction time with the approach presented here, and it does not require parameter tuning to return satisfactory results.
Conclusion
In this paper we have combined density estimation with class probability estimation for the purpose of one-class classification. We applied a density estimator to build a reference density for the target class, then used this reference density to generate artificial data for a two-class learning problem suitable for a class probability estimation technique, and finally combined the predictions of the reference density and the class probability model to form predictions for new test cases.
Using experimental results obtained on UCI datasets and a continuous typist recognition problem, and using bagged unpruned decision trees as the underlying class probability estimator, we have shown that the combined model can indeed improve on both component techniques: the density estimator used to obtain the reference density and the class probability estimator trained on the semi-artificial two-class learning problem.
We have also compared the combined model to a one-class support vector machine with a RBF kernel. The results show that there are datasets where the former method is superior and other datasets where the one-class SVM performs better. The combined method has the advantage that-like in standard density estimation techniques for one-class classification-there is no need to specify a target rejection rate at training time.
A significant feature of the method explored here is that it is generic, and hence can be used in conjunction with arbitrary density estimators and class probability estimation techniques. We believe that this is the primary advantage of this technique, given the availability of large collections of suitable candidate base learners in machine learning workbenches (see also the relevant discussion in [6] ).
An interesting avenue for future work is the experimental comparison of variants of the combined technique that can be obtained by plugging in different types of base learners. Another important question is how the quantity of artificial data that is generated using the reference distribution influences the result. There must clearly be diminishing returns, but one would expect that, in general, more data leads to a more accurate combined model. On a more fundamental level, it would be interesting to investigate whether it is possible to avoid the artificial data generation step by adapting class probability estimators to take advantage of information in a reference distribution directly. However, it is obvious that this cannot be achieved without changing the learning algorithm involved; thus the generic aspect of the method would be lost.
