Abstract-Primary concern of any cloud provider is to improve resource utilization and minimize cost of service. Different mapping relations among virtual machines and physical machines effect on resource utilization, load balancing and cost for cloud data center. Paper addresses the virtual machine placement as optimization problem with resource constraints on CPU, memory and bandwidth. In experimentations, datasets are formed using random data generator. Paper presents random fit algorithm, best fit algorithm based on resource wastage and an evolutionary algorithm-Differential Evolution. Paper presents results of Differential Evolution algorithm with three different mutation approaches. Results show that Differential Evolution algorithm with DE/best/2 mutation operator works efficient than basic DE, best fit and random fit algorithms.
I. INTRODUCTION
Cloud computing is a technology that provides ondemand services over the internet such as computing resources, data or software. The cloud computing has four deployment models i.e. public, private, hybrid and community. Software as a Service (SaaS), Platform as a Service (PaaS) and Infrastructure as a Service (IaaS) are the three important service models in cloud computing. Cloud providers have large computing resources in large data centers which are available to users on a per-use basis [1] . A data center is a group of physical machines or hosts. Each physical machine has computing capacity, memory, bandwidth, and storage capacity [2] .
Today, cloud computing is one of the most explosively expanding technologies in the computing industry. Therefore, the number and the scale of cloud service providers greatly increased. More data centers mean more energy supply and higher operating costs. It places a heavy burden on both environment and energy resources. Optimization is essential for cloud computing providers to provide a good value to potential customers. The placement of virtual machine in cloud infrastructure is one of the main research problems. The execution or placement of virtual machine on each physical machine of the data center is the process which is called virtual machine placement. In other words, placement of virtual machine is to choice the most appropriate host designed for the virtual machine process. The placement of virtual machine has many objectives like a minimum number of physical machines used, effective usage of power consumption and resource utilization such as CPU, memory, and bandwidth. The problem is how to accomplish utmost of these properties in a allocating of the virtual machine structure, to have extra efficient, little overhead, short cost and scalable allocates of virtual machine in the cloud data centers. However, approximately of these objectives are in conflicting with each other and wholly of them may not completely be attained in one allocating scheme [2] [3] [4] .
In this paper virtual machine and physical machine is measured in three-dimensional item such as CPU size, memory size and storage size. The allocation of the virtual machines taking place physical machine is similar to the 3D bin packing problem. In three-dimensional bin packing problem, a group of 3D items is necessary to be placed inner side 3D bins. The main goal of this problem is to pack as more as possible items in the bins, so that the minimum count of bins are essential. In bin packing problem two items can be placed into bins beside each other or one on top of the other but this is impossible operation in a placement of VMs. The placement of virtual machine problem is similar to Vector Packing Problem and it is also an NP-Hard problem [5, 6] .
The placement of virtual machine problem is constrained optimization problem, where the objective is to allocate virtual machine to physical machine by satisfying given constraints. The problem is 'P' problem Literature reports that it is nearly unbearable for brute force algorithms to complete the physical and virtual machine mapping optimally within acceptable time. Therefore, the needs for intelligent placement of heuristics to narrow the search for solutions to get close to the best placement plan [7] . Heuristic algorithms such as Genetic Algorithms, Particle swarm optimization, Ant colony optimization are good candidates which has the ability to find sub-optimal solutions in finite time.
In cloud computing work, virtual machine placement problem is studied from different perspectives. The problem is studied with different objectives, constraints and addressed by different traditional and heuristic algorithms [2, 3] . In this paper, the problem is expressed a single-objective optimization problem with resource constraints. Objective of this paper is to apply Differential Evolution algorithm and identify suitable operators for VMP. The results are compared with random fit algorithm and best-fit algorithm.
The paper is arranged as follows: Section II presents the background of virtual machine placement problem and different problems solved using Differential Evolution algorithm. Section III describes the virtual machine placement problem. Section IV describes the best fit, random fit and Differential Evolution algorithm. Section V presents dataset generator for problem instances and results obtained by best fit, random fit and Differential Evolution algorithm. Finally, the conclusions of our study are outlined in Section VI.
II. RELATED WORK
In cloud computing work, the virtual machine placement has been broadly studied. Some of the important issues addressed in literature are energy efficiency, specific architectures and performance of placement algorithms comparing with different methods [8] . The problem is formulated with heterogeneous as well as homogeneous virtual machine and physical machine [3, 9] .
Different researchers considered different objective function for placement of virtual machine problem in cloud computing such as, minimize energy or power consumption, minimize number of physical machines [4-6, 9, 10-12] , minimize network traffic [6, 5, 10, 13, 14] , minimize economical cost or operational cost [5, [15] [16] [17] , maximize performance and resource utilization, reduce wastage resource [4, 7, 18] , improve utilization of cloud resources, maximizing providers' revenue, decreasing cost for cloud providers and growing the return on investment (ROI), improving load balancing, high performance, throughput and response time [7] .
Many researchers found that why energy efficiency is important in cloud data infrastructure [9] . They have firstly identified sources of energy wastage in data centers then to overcome energy wastage they made a plan of work. This plan of work analyses how to manage energy efficiency in data center and design problem formulation for this issue.
In literature, there are many techniques used to solve placement problem of virtual machines such as constraint programming, stochastic integer programming, greedy algorithm, heuristics based algorithms, game theory based algorithms and graph theory based algorithms.
The constraint programming is beneficial for combinatorial search problems and its solutions strictly fulfill the constraints on dealings among variables. Stochastic integer programming is applicable for forming optimization problems. Author proposed optimal virtual machine placement to deliver resources of several cloud providers and minimize cost for placing the virtual machine on a physical machine [3, 9] .
Greedy algorithm is one of the traditional algorithms used for solving the placement problem of the virtual machines. These algorithms necessity fewer polynomial time complexity than the meta-heuristics algorithm and it can be executed straightforwardly. In virtual machine placement problem first-fit decreasing is one of the famous greedy algorithms, placement of virtual machine is sequential. Another traditional algorithm is the best fit, random fit and next fit. In random fit algorithm randomly select a physical machine to place virtual machine on it.
Heuristics algorithms are considered as new good candidates who are able to find near optimum solution for the problem [19] . In [20] , authors proposed genetic algorithm for single objective virtual machine placement problem. The objective is cost minimization for physical machines. Results show that genetic algorithm is better than the first-fit decreasing algorithm. In many papers it is found that heuristic based techniques are better [4, 5, 7, 12, [21] [22] [23] [24] [25] .
Paper [26] , tested performance of three evolutionary algorithms namely Differential Evolution (DE), Genetic Algorithms (GA) and Particle Swarm Optimization (PSO). Results show that as compared to GA and PSO, the DE has the least clustering and re-initialization effect. Also DE did not have any influence (that is a dominant influence) on population. Different problems are solved using Differential Evolution algorithm such as scheduling and resource allocation [27] [28] [29] [30] [31] [32] , clustering [33, 34] , scheduling of the hydro power generator [31] . Santucci V. et al. [28] , proposed Differential Evolution for variation flow-shop scheduling problem with the overall flow time criterion. For the mutation operator, they used the biased selection strategy, mimetic restart procedure, and heuristic based initialization. To do the analysis they have done the performance comparisons with the widely accepted benchmark suite. Zhao M. et al. [35] , has done the research on the constrained optimization problem using multi-objective Differential Evolution algorithm. In cloud computing, virtual machine placement is one of the most demanding problems. It has a direct effect on the performance, resource utilization and power consumption of the data centers and can reduce the maintenance cost of the data centers for cloud providers. Numerous VM placement schemes are designed and proposed for VM placement in the cloud computing environment aimed to improve various factors affecting the data centers, the VMs and their executions.
The objective of this paper is to minimize the required number of physical machines to place all the virtual machines by satisfying resource constraints. In literature, many researchers worked to achieve similar objective [4-6, 9, 12-14] . The minimization of required physical machines leads to maximize CPU, memory, bandwidth utilization, electricity and cost minimization.
In this problem formulation, we have considered physical and a virtual machine with three attributes namely CPU i.e. computing capacity, memory and bandwidth. The set of a physical machines and virtual machines with their resource capacity are known.
The objective of placement virtual machine problem is to minimize set of physical machines required to place all virtual machines by following constraints,
Capacity Constraints:
For each dimension of a physical machine, the summation of the resource requirements of all virtual machines allocated should be fewer than or equivalent to the total accessible capacity of that physical machine. VM i place on PM m indicates 1 otherwise 0.
Placement Guarantee Constraints:
All the virtual machines must be located on the physical machine.
Capacity constraint and placement guarantee constraints are hard constraints which must be fulfilled. Violation of these constraints (also called as conflicts) will reason the solution to be infeasible.
IV. ALOGRITHMS
This section presents algorithms experimented to solve virtual machine placement problem. This paper presents comparison of best fit algorithm, random fit algorithm and Differential Evolution algorithm.
A. Random Fit Algorithm
In the random fit algorithm, allocates random physical machine which is big enough for allocating virtual machine with satisfying all constraints [36] . Fig. 1 shows random fit algorithm for solving virtual machine placement problem.
B. Best Fit Algorithm
In best-fit algorithm, allocates the available smallest physical machine which is big enough for allocating virtual machine with satisfying all constraints. The smallest physical machine is which results in minimum resource wastage [36] .
The meaning of resource wastage and its calculation technique are taken from [37] . The remaining resources accessible on each host may differ greatly depending on the virtual machine placement solution. Unbalanced remaining resources may stop any further VM placement, therefore wasting computing resources. The cross-shaded area in the figure represents the remaining resources that can be used for upcoming allocation. [37] In the example of Fig. 2 , the host has many idle CPU capacities, but the available memory is very small, causing the host to accept any new VMs due to insufficient memory. To balance the usage of resources in different dimensions, use the following symbols to calculate the potential cost of wasting resources. R i denotes the normalized remaining resource with dimension i. The subscript k is used to recognize the dimension with the least normalized remaining capacity and the remaining resources wasted on the server are calculated as the sum of the minimum normalized remaining resources and the difference between the other resources [37] . (1) Fig. 3 presents best fit algorithm for solving virtual machine placement problem. 
Random Fit Algorithm

C. Differential Evolution Algorithm
Differential Evolution algorithm is an evolutionary algorithm. The DE algorithm is used for global optimization. The main advantage of DE algorithm is improvement takes place in the solution after individually iteration. Differential Evolution's theoretical framework is simple and it has or requires the fewer algorithm parameters but that performs well in convergence. In the Differential Evolution solution space is denoted in DDimensional vectors and this space is denoted as a real number. Differential Evolution algorithm fulfills four requirements of user for minimization techniques such as ability to handle nonlinear, non-differentiable, multimodal cost functions, parallelizability to cope with computation intensive cost functions, ease of usage and good convergence properties [38] . Fig. 4 presents DE algorithm.
As compared to the Differential Evolution (DE) algorithm, genetic algorithm (GA), particle swarm optimization (PSO) has two main advantages such as improvement takes place in the solution immediately after each iteration and requires fewer number of algorithm specific parameters [26] .
In the DE Initial vector is the size of n in Ddimensional. The new solution is generated by merging the several candidate solutions. New population generation is done in repeated cycle by using the three DE operators such as mutation, crossover, and selection. Generating the trial vector is a key process in DE, the generation of the trial vector by using the candidate vectors is done by using 2 steps:
 By using the three randomly selected candidate vectors, a Mutant vector is generated using the mutation operator.  By doing the crossover of the mutant vector and candidate vector the trial vector generated Where X new,g is new vector generated by the mutation operator. r1, r2, r3 is randomly generated indices and F is fiddle factor.
V. EXPERIMENTAL DETAILS, RESULTS AND DISCUSSION
In this section, provides detail specifications of problem instances and the results found by best fit, random fit and Differential Evolution algorithm.
Data Generator:
Eight problem instances are randomly generated to compare the performance of algorithms. Random data generator program is written in C programming language.
Characteristics of instances Until the termination criteria are satisfied.
End.
1. For experimentation we assumed heterogeneous physical machines and virtual machines. 2. The PM and VM attribute requirements were created as a maximum or minimum combination of different ranges uniformly distributed random numbers. 3. Datasets contains combination of CPU intensive, memory intensive and bandwidth intensive virtual machines. The VM requirements were generated as a mix of different ranges of uniformly distributed random numbers as follows: Price and Storn proposed DE/rand/1 mutation operator in DE framework. This operator is most widely used by many researchers. In this paper, performance of basic mutation operator is compared with two different mutation operators described in [39] .
1) DE/best/2:
In this, indices are not selected randomly, the best index is selected from the population which is best individuals. So, mutation operator is not based on the random nature of the indices.
.
Where , best g X  is indicates the best individuals.
2) DE/current-to-best/1: In this, indices are not selected randomly, the best individuals are selected from the current population. So, the mutation operator is based on the current population to best individual's nature of the indices.
Differential Evolution algorithm with basic mutation operator, DE/rand/1, provides good solutions to VMP problem. Table 1 shows comparison of three different mutation operators of Differential Evolution algorithm for the virtual machine placement problem described in section III. The best results obtained in 10 runs are reported with respect to iterations. Differential Evolution algorithm with DE/Best/2 mutation operator gives better results and shows better convergence than other mutation operators. Table 3 shows comparison of Differential Evolution algorithms with basic operators and best fitted operator with best fit algorithm and random fit algorithm. Result from Table 2, Table 3 and Fig. 5 shows that Differential Evolution algorithm with all three mutation operator gives better results than best fit algorithm and random fit algorithm for all the eight instances of VMP. Fig. 6, Fig. 7 and Fig. 8 shows the comparison of selected algorithms with respect to resource wastage. Differential Evolution algorithm with DE/best/2 mutation operator minimizes the number of physical machines used and resource wastage viz. CPU, memory and bandwidth. 
VI. CONCLUSIONS
This paper presents virtual machine placement problem as constrained optimization problem. The objective is to minimize required number of physical machines to place all the virtual machines by satisfying resource constraints and with placement guarantee. Paper shows experimentation with Differential Evolution algorithms with three different mutation operators, best fit algorithm and random fit algorithm. Differential Evolution algorithm with selected three mutation operators give better results than best fit algorithm and random fit algorithm for all the eight problem instances. Results show that DE with DE/best/2 mutation operator gives better solutions and faster convergence than DE/currentto-best/1and DE/rand/1.
