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Chapter 1
Introduction
Accelerating numerical simulations has been a subject of research since the creation of
the field itself and the first computers. For parameterized Partial Differential Equations,
i.e. problems that share a set of parameters, reduced basis techniques [10] have been in-
vented, in order to make use of previous solutions of similar problems. In order to profit
parallelization, large problems can be subdivided in smaller domains using Domain De-
composition techniques [11]. Complex problems can be meshed using grid adaptivity and
the system of equation can be preconditioned for improved performances. These are tra-
ditional techniques. With the recent uprising of big data and Deep learning, one can but
wonder if new tools could be used to further increase the speed of simulations. The goal
of both Numerical Analysis and Deep Learning is to approximate an underlying function.
However, while numerical analysis approximates the function by following a set of rules
(Partial Differential Equations), deep learning optimizes a set of parameters to fit the data.
The two approximation could, in theory, coincide; in practice nothing guarantees that the
neural net will converge to the optimal solution. However, Deep Learning algorithms have
incredibly efficient implementations that make the most out of modern hardware (GPUs,
TPUs), and could provide solutions in fractions of the time required by numerical analysis.
We present an end-to-end differentiable architecture that predict the flow and pressure
fields around objects. The idea behind is quite simple: given the characteristics of a flow
(velocity, viscosity..) the behavior of the flow is only function of the shape of the object.
Thus there is a direct relation between the flow and the shape. By using mesh convolu-
tions on the surface of the object we aim to capture the essence of the shape in order to
predict the surrounding flow. We rely on previous work by Baque´ et al.[8] and follow-up
developments in the context of EPFL’s DeepShape project. We build on top of the code
base for geometric Deep Learning and optimization developed in this project.
With this work, we investigate the possible efficiency of Deep Neural Networks in the
contest of accelerating fluid simulations. We chose fluids since they constitute the biggest
market place in simulations, but also because many fluid simulations are already solved by
using approximation models, thus loosing the error-bound that standard numerical meth-
ods provided. This work can be extended to virtually any Partial Differential Equations.
Although our predictions should be good enough for application such as design and
the movie/video-game industry, we do not present this technique as a substitution to tra-
ditional techniques, but rather a complement. The prediction of the network can be fed as
an initial solution to iterative solvers, reducing the time necessary to obtain a industrial
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quality numerical result. Of course, this method can be coupled with traditional speed up
techniques, and might create a symbiosis between numerical analysis and deep learning:
the first one creating data for the second one, and the second one accelerating the data
creation of the first one.
Figure 1.1: Thesis problematic: Given a shape, can we predict physical fields on an input
volumetric mesh, perturbed by the former shape?
Structure of the thesis: We will start by providing some background on fluid dy-
namics and graph deep learning followed by a review of recent effort on combining Machine
Learning with fluids simulations. Then, we will see different way to handle geometric data
with deep learning and describe our model. Finally, we will display the results of our
model on three datasets: Airfoils, a backward facing step and a fixed wings drone.
4
Chapter 2
Numerical Simulations and Graph
Deep Learning
2.1 Fluids
This section aims to give a short introduction to Computational Fluid Dynamics. If you
are already familiar with it, feel free to skip this section.
In short, the Navier-Stokes equations are introduced with some important adimensional
numbers. Then the challenges in solving the equations are presented followed by a way of
solving them that has been used in our work.
Notations:
u is the velocity, i.e. (ux, uy, uz) in [m/s]
p is the pressure in [Pa = kg · s−2 ·m−1]
ρ is the density in [kg/m3]
µ is the dynamic viscosity in [kg/ms]
ν = µρ0 is the kinematic viscosity in [m
2/s]
L is the characteristic length of the problem (length of object, diameter of the pipe...) [m]
c is the celerity of sound in the fluid [m · s−1]
2.1.1 Adimensional numbers
The general behavior of flows can be described by means of adimensional numbers. There
are two numbers that will be of importance for us: The first one is the Reynolds number :
Re =
UL
ν
(2.1)
That dictates the importance of the inertial forces over the viscous forces. It will be
used to define the turbulent regime of the flow.
The second one is the Mach Number:
Ma =
u
c
(2.2)
It is used as a criteria to be able to make the incompressibility assumption. As a rule of
thumb, if the Mach number is below 0.3, a statistically steady and isothermal flow can be
approximated as incompressible.
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2.1.2 Navier-Stokes
The behavior of fluids can be modeled by the following Navier-Stokes equations:
ρ
(
∂ux
∂t
+ ux
∂ux
∂x
+ uy
∂ux
∂y
+ uz
∂ux
∂z
)
= −∂p
∂x
+ µ
(
∂2ux
∂x2
+
∂2ux
∂y2
+
∂2ux
∂z2
)
+ ρfx
ρ
(
∂uy
∂t
+ ux
∂uy
∂x
+ uy
∂uy
∂y
+ uz
∂uy
∂z
)
= −∂p
∂y
+ µ
(
∂2uy
∂x2
+
∂2uy
∂y2
+
∂2uy
∂z2
)
+ ρfy
ρ
(
∂uz
∂t
+ ux
∂uz
∂x
+ uy
∂uz
∂y
+ uz
∂uz
∂z
)
= −∂p
∂z
+ µ
(
∂2uz
∂x2
+
∂2uz
∂y2
+
∂2uz
∂z2
)
+ ρfz
(2.3)
where f = [fx, fy, fz] represent the body forces such as gravity.
By introduction the incompressibility assumption (possible since Ma < 0.3) and using
tensorial form we can rewrite the Navier-Stokes equations:
∂u
∂t
+ (u · ∇)u− ν∇2u = −∇
(
p
ρ0
)
+ f
∇ · u = 0
these equation do not have, in general, an analytic solution. That’s were numerical
analysis comes in handy: we search for numerical approximation of the solution.
2.1.3 Numerical Simulations
Many numerical techniques exist for the discretization of Partial Differential Equations,
some of which are mesh-free while other require a mesh. If we focus on those that require
a mesh, there are three main discretization methods:
• Finite Differences Method
• Finite Elements Methods
• Finite Volume Methods
They all provide a continuous solution that approximate the real solution The approximate
solution lies in a subspace of the solution space. Although these three methods are all
suited for Computational Fluid Dynamics, during the data creation uniquely the Finite
Volume Methods will be used ,as it is the only one available in the software we used ([12]).
For more informations about these methods, see [13].
The problem of the Navier-Stokes equations 2.3 is the non-linear term which make
them more complicated to solve. Usually, the solutions is computed in an iterative fashion
starting from an initial solution (initial guess). By providing a good initial solution, the
number of iterations required can drastically be reduced.
2.1.4 Computational Fluid Dynamics
At high Reynolds numbers the flow becomes turbulent. It gets highly unsteady, chaotic
with some coherent structures at different scales. There is a conversion of kinematic
energy into thermal energy from the creation of macro-eddies (vortices) that deteriorate
into micro-eddies that get dissipated by viscosity. (We see here the relation between
inertial forces and viscous forces measured by the Reynolds number (eq. 2.1))
There are many different schemes disigned to predict turbulent flows (see e.g. J.H.
Ferzinger chapter 9) [14]. The most exact way to solve turbulent Navier-Stokes equations
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is called DNS (Direct Numerical Simulation) which consist in a direct discretization of
the Navier-Stokes equations. It gives exact (up to numerical errors) solution in all points
of space and time. But this benefit comes with a cost: computational complexity. To
model correctly turbulence, the domain should contain the largest eddy and have a mesh
as small as the smallest eddies. Unfortunately, the ratio of the biggest to the smallest
eddy scales as (Re3/4)3 in 3D which becomes very quickly prohibitively expensive as the
Reynolds number is high in turbulent flows.
Fortunately, for statistically steady flows a very commons alternative can be derived by
using time-averaging also known as Reynolds-Averaging and thus obtaining the Reynolds
Averaged Navier Stokes equations (RANS in short). Reynolds-averaging consists in de-
composing time-dependent quantities in mean part and a fluctuating part: u = u¯ + u′.
Replacing in equation 2.3 and removing null quantities (u¯′ = 0, ∂u¯∂t = 0) we get the RANS,
here using Einstein notation:
ρuj
∂ui
∂xj
= ρf i +
∂
∂xj
[
−pδij + µ
(
∂ui
∂xj
+
∂uj
∂xi
)
− ρu′iu′j
]
(2.4)
By doing so, we introduced a new variable: −ρu′iu′j . To compensate for this additional
variable we need more equations. For this purpose closure models, called eddy viscosity
models, have been designed. They consist in modeling this last variable by introducing
the concept of turbulent viscosity (or eddy viscosity) νt as:
−ρv′iv′j = ρνt
(
∂vi
∂xj
+
∂vj
∂xi
)
− ρ2
3
kδij
where k is the turbulent intensity; and intruducing equations to model νt. Note that the
approximation using the turbulent viscosity is known to be incorrect, but it is a good
approximation. Two such models that have been used for data creation in this work are
the k −  [15] and k − ω [16].
If we aim to accelerate fluid simulations, we could provide an initial solution to the
iterative solver with all the variables of interest i.e. the Fields variables u and P but also
the model variable e.g. k and , since the solver will need them.
2.2 Graph Neural Networks
Traditionally, in deep learning, we either have small and unstructured data, for which
we have to use Fully Connected Neural Network or large and structured data, in which
case we can make use of Convolutional Neural Networks that have already proven their
capability in domains such as Computer Vision and speech recognition.
However, for meshes, we can have millions of vertices on irregular grids. So, what if the
data is large, but not completely structured? This question created the need for a new
branch of deep learning on irregular domains, sometimes called ”Geometric Deep Learn-
ing”. Recently, geometric deep learning, has been quickly evolving and a good review of
the existing techniques can be found in ”Geometric deep learning: going beyond Euclidian
data”, by Bronstein et al. [17], or in more recent work by Zhou, Zhang et al. [18]. A quick
overview of the possible convolutions on graphs is show below.
We could divide Graph Convolutions for irregular domains in two main categories:
• Spectral Methods: convolutions based on the spectral decomposition of the the
Graph Laplacian (or other graph operators). Their implementation can be either in
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the frequency domain [19] [20] or in the spatial domain [5] [21] [22]. The spectral
construction is usually limited to a single domain since the operators are domain-
specific. From this category, we will briefly see the ChebNet of Defferrard et al. [5].
Please refer to the review cited previously for more details.
• Spatial Methods: convolutions based on a local graph neighborhood. They extract
a patch from a local system of coordinates and apply a weighting function on them,
which weights are learnables. Examples are AnisotropicCNN [23], GeodesicCNN [24]
and a generalisation of both, MoNet [6].
For completeness we also cite: the modern FeaStNet [25] which, under some restrictions,
can be seen as a kind of MoNet with features-dependent learnable pseudo-coordinates 1;
the MeshCNN [26] that operates directly on the edges of the mesh; and the SplineCNN
[27] using continuous B-splines kernels.
The graph convolutions used in this work are a variant of the ones of MoNet [6].
However, we also experimented with ChebNet convolutions, and as such we will quickly
introduce both of them.
2.2.1 ChebNet [5]
Disclaimer: This method was not used in the final work, but it is mentioned for complete-
ness. It has been inspired by [5] and for more details about signal processing on graphs
please refer to [28].
ChebNet method is based on the eigenvalues of the Graph Laplacian. Lets consider a
graph G with n ∈ N vertices. Calling A ∈ Rn the weighted adjacency matrix and D ∈ Rn
the associated degree matrix defined as Dii =
∑
j Aij we can defined the graph Laplacian
L and its normalized version Lnorm:
L = D −A (2.5)
Lnorm = D
− 1
2LD−
1
2 = In −D− 12AD− 12 (2.6)
where In ∈ Rn×n is the identity.
L is a real symmetric positive definite matrix, and as such 2 it can be diagonalized as
L = UΛUT where Λ ∈ Rn×n is a diagonal matrix containing the eigenvalues of the
Laplacian and U ∈ Rn×n is an orthogonal matrix. With U we can define a graph Fourier
transform of a signal x ∈ Rn×n as xˆ = UTx ∈ Rn and its inverse by x = Uxˆ. By defining
this Fourier transform, allows to define spectral filtering. Applying a filter gθ to a signal
x gives the filtered signal y:
y = gθ(L)x = gθ
(
UΛUT
)
x = Ugθ(Λ)U
Tx (2.7)
However, these filters are not localized, as are ”standard” convolutions. To localize the
filters to a K-neighborhood and decrease their learning complexity to O(K) (as euclidean
convolutions), Defferrard et al. [5] propose to use a polynomial filter
gθ(Λ) =
K−1∑
k=0
θkΛ
k (2.8)
1FeastNet has been implemented in tensorflow, see tensorflow graphics https://github.com/
tensorflow/graphics
2according to the Spectral Theorem
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where θk ∈ RK would be the learnable vector of polynomial coefficients. In equation 2.8
we can see the localization of the filter: ΛK only contain the Kth power of the adjacency
and thus has only information up to the Kth neighbor.
In ChebNet they went further, they decreased the filtering cost by parameterizing the
filter with the Chebyshev 3 polynomials which can be computed recursively as:
T0 = 1
T1 = x
Tk(x) = 2xTk−1(x)− Tk−2(x)
(2.9)
and thus the filter gets parameterized as:
gθ(Λ) =
K−1∑
k=0
θkTk(Λ˜) (2.10)
with Tk(Λ˜) ∈ Rn×n, and Λ˜ a re-scaled version of Λ 4.
While in theory eq. 2.10 make this method graph-dependent, we should be able to use
it on multiple meshes if they are similar enough, or more correctly if the eigenvalues of
their graph Laplacian are similar enough.
This implementation of graph convolution, although very efficient was not perfectly
adequate for our needs. First of all, these convolutions are isotropic and therfore have
troubles capturing the directional nature of the flow, in particular the wake behind the
object. Secondly, for our needs we need a very big receptive fields, hence we would need
a way to increase the receptive field. This could be done either by pooling and unpooling
such as what was done in [29] or by implementing dilated convolutions, which is not
straightforward as the filter is a polynomial expansion (and we cannot just skip terms).
Even though this method was not what we were searching, it has been successful in other
applications [30] [29]. More work on this subject could be very interesting, but would exit
the direct scope of this thesis, so lets finish here for the spectral methods.
2.2.2 Mixture Model Network (MoNet)[6]
Let x ∈ R3 be a simple vertex and N (x) the neighborhood of x. For each neighbor of x,
namely x′ ∈ N (x) we can associate a d-dimensional vector of pseudo-coordinates u (x, y).
In this local set of pseudo-coordinates we can define K weighting functions w(u) =
(w1(u), ..., wK(u)) that will act as kernels.
Such weighting functions can be chosen to be Gaussians, giving:
wj(u) = exp
(
−1
2
(
u− µj
)>
Σ−1j
(
u− µj
))
(2.11)
where Σj ∈ Rd×d is a learnable covariance matrix and µj ∈ Rd×1 is a learnable mean
vector of a multivariate Gaussian.
We can then define a patch operator in the following way
Dj(x)f =
∑
x′∈N (x)
wj(u(x, x
′))f(x′), j = 1, . . . ,K (2.12)
3Which gave the name ”ChebNet” to the resulting network
4Λ˜ = 2Λ/λmax − In, whose eigenvalues are in [-1,1]
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And get a spatial definition of the convolution on non-euclidean domains:
(f ? g)(x) =
K∑
j=1
gjDj(x)f (2.13)
where g are the template coefficients applied on the patch extracted at each point.
In the case of geodesic coordinates (d = 2) we can get the radius as ρ(x, x′) = dist(x, x′)
and θ(x, x′) by ray shooting from a point at equi-spaced angles (as said in [17]), and we
would have:
u(x, x′) =
(
ρ(x, x′)
θ(x, x′)
)
(2.14)
µj =
(
µρ
µθ
)
Σj =
(
σ2ρ 0
0 σ2θ
)
where we have enforced no correlation µρ and µθ. This will produced bean-like gaussians
in polar coordinates, see fig. 2.1. If instead we would leave some correlation, the levels
sets of fig. 2.1 will be tilted sideways.
We chose this implementation since it is quite flexible to different geometries and should
work in both the manifold and the volumetric mesh by just adapting the set of pseudo-
coordinates. In our case the local set of coordinates is either geodesic (for manifolds) or
euclidean (for volumetric mesh). In the case of a geodesic local set of coordinates on the
surface of the drone dataset, a visualization of the Gaussians is shown in figure 2.1. In the
euclidean case, if left uncorrelated, the level sets of the gaussians will be ellipsoidal with
principal axes co-linear to the Cartesian axes.
Figure 2.1: Gaussians at initialization and during the training on a drone manifold. The
curves shown are the 0.8 level sets of the Gaussians and the crosses is their center. The
visible point cloud represent the neighbors in the tangent plane. The 1st, 3rd, 5th, 7th
are in blue, yellow, green and black respectively. It is possible to see the drastic reduction
of the radial variance of our Gaussians.
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2.3 Literature Review
Using machine learning in solving Partial Differential Equations (PDEs) is not a novel
idea as neural nets were already considered for solving PDEs in 1998 [31]. However, with
the recent success of Deep Learning, we are witnesses of an crescent interest in joining
machine learning to PDEs solving. Here, we will do a quick review of what has been done,
focusing on the Navier-Stokes equations 2.3.
The efforts to use Machine Learning and in particular neural net to solve the Navier-
Stokes problem can be categorized as coming from three disciplines:
1. Mathematics
2. Fluids
3. Computer Science/Graphics
2.3.1 Mathematical side
Mathematicians were the first to look at machine learning to solve PDEs. However, they
usually limit themselves to the strict minimum and they never lose sight of the underlying
mathematical setting.
Most of the research done consists in searching for a continuous approximation of the
PDE, and often it constist in finding the approximating function given a discrete set of
point in which we know the solution [32] ,[33] ,[34], [35],[36]. In our case, since we do
not have a priori solution in some parts of the domain we cannot do similar techniques.
However, one can imagine applications for e.g. weather prediction (we have measurements
of weather stations) or medical application (we monitor only a part of the domain not to
be too invasive).
Others methods consists in coupling machine learning with the Reduced Basis method
[37] [38] to get the acceleration from machine learning and the convergence guarantee of
numerical methods. While these methods are extremely promising for future, they are not
the application we seek.
2.3.2 Fluid side
From the fluid side, the main efforts are made to improve existing turbulent model, or
generate new ones, to help getting closer to the real Navier-Stokes equations [39] [40] [41]
[42] (modeling of near wall turbulent field).
Interestingly [43] apply Convolutional Neural Networks to flow predictions behind de-
formed cars.
Two paper get closer to what we intend to do. The first one [44], predicts pressure and
drag coefficients of airfoils by projecting the airfoil on a regular grid and doing convo-
lutions. The second one, by Umetami et al. [45], predicts the drag coefficient and the
surface fields on cars using Gaussian processes. They are also able to provide a confidence
interval for their prediction.
2.3.3 Computer Graphics side
Finally, from the computer graphics side, the emphasis is usually put on run-time rather
than physical exactness. In [46] they performed data driven fluid simulation using random
forest. Then in [47] they accelerated eulerian fluid simulations using deep learning, ap-
proximating a solution to the enforced incompressibility condition, thus having one system
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less to compute. Similarly, [48] accelerates Eulerian simulations, predicting a solving step
of a fluid solver instead of computing it. It also possible to do flow super resolution with
an architecture similar to the one used to fo standard image or video super resolution [49],
to which one could include some knowledge of the physics (e.g. in the loss). However,
in engineering applications the accuracy still matters greatly and the trade-off between
run-time and exactness is more delicate.
The last work we’re gonna talk about is also the most interesting for us. In [50] they
pixelise the flow around an airfoil and then use standard Convolutional operations to pre-
dict the flow around them, having thus a direct prediction of the flow given a shape and
characteristics of the flow (here boundary velocities). We will talk again about this in
section 4.
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Chapter 3
Architecture
This chapter is dedicated to the architecture of our model and the choices that have been
made. We recall the problem at hand: Given a shape, can we predict physical fields
on an input volumetric mesh, perturbed by the former shape?
3.1 Different representations
When devising a suitable architecture we had to get inspired by work done on 3D shapes.
The three main ways to deal with geometric data are:
• Voxelisation The input features are projected in a 3D regular grid. One model
using such architecture is e.g. VoxNet [51].
Pros: Can make use of optimized standard operation such as 3D convolutions and
pooling.
Cons: The voxelization is often coarse does not represent well the details of the
shape. Small changes in the shape could lead to big changes in the behavior of the
fluid. The corsening problem can be alleviated by the use of Octrees (see O-CNN
[52]), but there will still be sharp edges in the voxelized geometry.
• Point Cloud We have all the data on the vertices but we lack information about
the connectivity between them, a model operating on point cloud is e.g. Pointnet
[53] Pros: Do not introduce geometrical artifacts
Cons: There is no information about the outline of the shape. One could extract
local features by averaging, as done in Pointnet++ [54] or could create a mesh from
the nearest neighbors [29] but it will still lack information about the structure. For
example, if a wing is thin, a point on the upper part can appear to be adjacent to a
point on the lower part of the wing, while on the manifold they are far away.
• Meshes/Graphs Represents the vertices with their connectivity.
Pros: Most complete representation of the shape.
Cons: Operation on the mesh are computationally expensive. (section 2.2)
A visualization of the three main way to represent a drone are shown in figure 3.1.
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Figure 3.1: [From left to right] Drone seen as voxels, point cloud or mesh. For the
voxelization, the drone bounding box has been subdivided in 40x60x10 cells; note the
coarse representation of the shape.
The drawback of the point-cloud representation and voxelisation could seem superflu-
ous, and would be if we were not handling fluids. In shape recognition, if we misrepresent
details of a car, it would still be classified as a car! Details would matter only for state of
the art classification. However, in fluids, small details as a sharp edge, might completely
change the behavior of the flow.
For example, the point in which the flow detaches from the shape, called the detachment
point, greatly influences the behavior of the flow around the object since it can create
vortices and re-circulation zones. The position of this point is sensible to details, and a
small perturbation on the surface of a foil could give birth to a detachment point. This is
illustrated in figure 3.2.
Figure 3.2: Detachment points for an airfoil and its voxelisation.
On the other hand, when using the graph representation we should also keep in mind
that the ”neighborhood” of a point might drastically vary depending on the position we’re
looking at, as shown in figure 3.3.
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Figure 3.3: Visualization of a point’s neiboorhood. Here 20 neighbors are shown in 5
different direction, showing how neighborhood can have different sizes. Vizualisation done
with plotly [7]
To resume, each representation has its load of good sides as well as downsides.
3.2 The model
Why should we choose a representation when we could get the best part of
each?
Rather than just sticking to one representation we propose a combination of the three: we
used Graph convolutions on the object to extract features that are then projected on the
regular grid and can re-projected on the volumetric mesh for other graph convolutions.
The projection is combined with pointwise operation for refinements. A similar approach
of feature extraction from a lower dimension data has been used for semantic scene seg-
mentation in [55] where rather than projecting directly RGB images into the 3D grid,
features were extracted and these later were projected to improve the accuracy.
The idea is to create a general model that is constituted by modules that can then be
independently tuned. This flexibility will also allow us to easily test the different modules.
Our architecture, shown in figure 3.4, consists of three principal blocks:
1. Manifold Mesh operations It extract features of the object, providing the follow-
ing parts information on the shapes details, using Graph Convolutions. See section
3.2.1
2. Regular Grid Unet Its goal it to make a maximal use of standard convolutions
and propagate correctly the features in the whole domain. See section 3.2.2
3. Volumetric Mesh operations Graph convolutions to ”correct” the projection
made from the regular grid and perform the final prediction. See section 3.2.3
each of which is described in more details below.
To switch between regular grid and meshes we used a differential projection layer (sec-
tion 3.2.4), allowing to project the features at different scales. Projected features can then
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Figure 3.4: Architecture of our main model. Grey arrow represent an adaptation of the
data format followed by a concatenation. Curved arrows represent the projections to and
from the regular grid. Red arrow represent predictions that can be used in the loss.
be combined using pointwise operations such as the ones of Pointnet [53]. See section 3.2.4.
All the concatenation that we can see in figure 3.4 and the residual connections of each
block help to solve the problem of the vanishing gradients, which could be traumatic for
such a deep architecture. These connections were even more necessary since we could not
use batch-normalization [56] to mitigate the vanishing gradients, as we were often using a
batch size of 1 due to memory consumption.
The total loss is computed as the sum of the losses on each predicted fields, previously
normalized to have a balanced contribution from each field. We can eventually add the
loss of some fields on the surface to help the network learn meaningful features on the
surface of the object.
L(w) =
#outputfields∑
i
Li(w) + λ
surface fields∑
i
Lsurfi (w) (3.1)
where λ is a hyperparameter. The individual losses are often the mean l2 relative loss, see
section 4.0.1.
3.2.1 Manifold Mesh operations
This block, extracts features of the geometry by performing convolutions on the input
manifold mesh, using a modified Baque et al. [8] framework. An old version is shown
in figure 3.5. Their framework was able to make predictions of the surface fields (e.g.
pressure, wall shear stresses...). In our case, we feed the manifold feature map to the
regular grid and the surface pressure prediction can be used both in the Loss and fed to
the Volumetric Grid Operations for the prediction of the volumetric fields.
16
Figure 3.5: Baque et al. architecture [8] for fields predictions on a shape’s surface.
3.2.2 Regular Grid Unet
The goal of this part was to propagate the features in the whole domain. For such a task
the use of a regular grid with ”standard” convolutions was chosen for its efficiency. Each
point need to have the object in its receptive field in order to predict the influence of said
object on the flow correctly. The receptive field being defined as follow:
lk = lk−1 +
(
(fk − 1) ∗
k−1∏
i=1
si
)
(3.2)
where lk is the size of the receptive field at layer k, fk is the filter size and si the strides (of
convolutions or pooling). To avoid using too many convolutions, we opted for a method
using down-sampling, and finally chose a Unet [57] structure; its skip connection also
helping for the vanishing gradient problem. Our Unet structure is shown in figure 3.6. It
receives ”# features” from the manifold and outputs twice the number fields we are trying
to predicts (in general Ux, Uy, Uz, p)
3.2.3 Volumetric Mesh Operations
This block purpose is to make a clean prediction on the final mesh. It consists of operations
similar to the ones of the Manifold Mesh Operations 3.2.1, but this time with Cartesian
kernels. They correct the output of the projection with respect to local features, which
include the set of initial features. This allows also to make better projections on the
proximity of the shape. Depending on the dataset we varied the number of convolutions
from 0 to 9 convolution.
3.2.4 Projection
After the operation on the input(surface) mesh we have a set of features that lie on the
manifold and we would like to efficiently project these features on the regular grid to make
use of optimized operations. Similarly, once we have the features on the regular grid, we
would like to project them to the volumetric mesh.
The employed strategy is a local averaging of features at different scales. In this work
we usually average over 4 different radius, which scales depends on the characteristics of
the regular grid and the mesh. This interpolation is also differentiable allowing to have
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Figure 3.6: Our Unet architecture in the case of 128x128x128 grid and 6 encoding layers
where the resolution is written at the center of each layer. The Unet automatically extend
to different grid size and number of encoding layers, the general rule being to divide by
two the resolution and multiplying by two the number of features. In the case of a 2D
input, the kernels are automatically compressed, e.g. with no Z-dimension we will have
conv(3x3x1) and pool(2x2x1).
an end-to-end differentiable network.
In figure 3.7 we can see the effect of a pixel-size averaging to the regular grid followed by a
pixel-size averaging back to the original shape, compared to the double nearest neighbor of
scipy.griddata. We can see that it is accurate close to the shape but leaves non-interpolated
the points that are too far away from an interpolating point.
Similarly, in figure 3.8 we can see the effect of the interpolation from the mesh to to a
regular grid at different scales. We can the smoothing effect of a large scale and sparsity
left by a small scale averaging.
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Figure 3.7: Effects of interpolating the data on the regular grid (128x128) and interpo-
lating back on the original pointcloud. [From left to right] The original data, the data
doubly interpolated using scipy.griddata [9], the data doubly interpolated using pixel-size
averaging.
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19
20
Chapter 4
Experiments
This chapter is dedicated to the numerical experiments. It is divided in three main section
according to the three explored datasets:
1. Foils: 2D simulations on Airfoil (benchmark)
2. BFS: 2D simulations on a Backward Facing Step (BFS) (internal flow)
3. Drone: 3D simulation on winged drones (industrial application)
The Foils dataset aims to provide a comparison with existing results. The BFS dataset
aims to show the flexibility of the model to different flows and the Drone dataset handles
real-world problems.
4.0.1 Metrics and Losses
To compare the performances of the models we used 3 different metrics. In the following
yi will be the groundtruth and yˆi the prediction.
• The mean relative pointwise squared error, that we call l2rel metric. It is defined as
follows:
l2rel =
∑N
i (yi − yˆi)2∑N
i (yi)
2
It has the advantage to be easier to compute than the l1rel (see below), penalizes
equally the underestimation than the over-estimation and, unless the model predic-
tion is worst than the null prediction, it is in the range [-1,1].
• The mean relative pointwise absolute error that we call l1rel metric:
l1rel =
∑N
i |yi − yˆi|∑N
i |yi|
It is the metric used in the reference paper for the airfoils section [50]. In the case
of a regular grid it gives a good intuition of the quality of the results.
• The coefficient of determination 1 noted R2:
R2(y, yˆ) = 1−
∑n
i=1 (yi − yˆi)2∑n
i=1 (yi − y)2
where y¯i is the mean value of the groundtruth. It measures the proportion of the
variance that is explained by the model. If the prediction is better than the mean
prediction then its range is [0,1], and the closer to 1 the better.
1https://en.wikipedia.org/wiki/Coefficient_of_determination
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4.0.2 About the data
In this subsection we give some general information about the datasets.
Note that the pipeline for airfoils and the Drones were mostly already done by re-
spectively [50] and by the Neural Concept 2, they just have been extended to be able to
extract the fields from the volumetric mesh. The pipeline for BFS has been created based
the simulation of a Backward Facing Step in OpenFOAM tutorials 3. See appendix A for
more details about the pipeline
The fluids simulations were all performed using OpenFOAM [12] (version 5.x or 6.x).
All were considered as statistically steady and thus we were able to use Reynolds Av-
eraging with the closure model either k- [15] (BFS and airfoils) or k-ω [16] (Drones).
The simulations used simpleFoam, a variant of the SIMPLE algorithm [58]. Scalars such
as boundary conditions are repeated over all points. Inputs are normalized (except for
the points coordinates, if they already are centered) and the groundtruth are all scaled
between [-1,1] to ease the learning of the neural net (done by division by the maximal
absolute value in the training set).
As noted by N. Thuerey et al. [50], adimensionalizing the data can help the training.
The adimensionalized quantities are: u∗ = u/U for the velocity and p∗ = p
ρU2
for the
pressure, where U is the norm of the input velocity. In the case in which we would vary
the viscosity instead of the velocity we would have p∗ = pLµU . For more details about this
adimensionalization see directly in the section corresponding to the dataset.
Table 4.1 resumes some key properties of the datasets:
Properties Airfoils BFS Drones
Reynold number Re ∈ [1e6 - 1e7] Reh ∈ [1e5 - 6e6] Re ≈ 1e6
#samples train 1400 700 200
#samples valida-
tion
200 300 20
#samples test 100 100 30
Dimension 2D 2D 3D
Varying shape+velocity shape+viscosity Shape only
#Vertices ≈ 10000 ≈ 10000 ≈[300000 - 1000000]
Table 4.1: Table resuming some properties of the datasets. Note that all cases are turbu-
lent.
4.1 Airfoils
The idea is to benchmark our model with previous work in the field. We chose to recreate
the results of [50] from TUM. For an overview of the behavior of the flow around an airfoil
other flow regimes than the one shown here, refer e.g. to [59].
In this later paper, simulations on airfoils are performed, then pre-processed to have the
fields of interest organized in a regular grid (recall from section 2.1.3 that the numerical
2https://neuralconcept.com/
3https://www.openfoam.com/documentation/tutorial-guide/tutorialse5.php
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simulation gives a continuous solution that can thus be evaluated in any point of the
domain, included a regular grid around the airfoil).
Once the fields were organized as an image (regular grid), they have been able to used
known efficient deep learning models such as a U-net [?] to efficiently predict velocity and
pressure fields around the airfoils. They registered relative absolute errors of the order of
3%.
On the contrary of [50], we want our input to be the surface mesh and our prediction
to resides directly on the volumetric mesh.
What to expect: The negative aspects of the voxelisation (here pixelation) presented
in section 3.1 should not be strongly resented since both the training set and testing set are
smooth ad thus, although we expect some improvements, we do not expect to something
spectacular. However, for shapes with similar occupancy grid but different shape we hope
to have a signicative improvement. This particular case is enforced by increasing the pixel
size and thus coarsening the regular grid. Note that their techniques should work well for
predictions, but might fail for design since different shapes will have the same voxelisation.
Therefore, one could not do surrogate modelling as in [8].
4.1.1 Data creation
The training and testing sets have separated geometries, all of which belong to a set of
NACA parametrization of the foils. For each geometry we apply an input velocity U ∈
[10,100] with angle α in [-pi8 ,
pi
8 ] with respect to the horizontal, resulting in two boundary
conditions Ux = U · cos(α) and Uy = −Usin(α).
The training set is made of 1400 simulations ran from 1498 different airfoils and the test-
ing set is made of 100 simulations ran from 31 different airfoils. One such foil with his
surrounding mesh is shown in figure 4.1.
Figure 4.1: [Left] Mesh that has been used for the foils simulations. [Rigth] Zoom on the
domain used for the predictions.
Pre-processing:
Inputs: divide Ux, Uy by the norm of the sample
Outputs: divide the velocity fields by the norm of the original input velocity and the pres-
sure by the square of the input velocity, then subtract the sample mean pressure to the
pressure fields and finally divide each field by the maximum value of the training set to
scale between [-1,1].
In figure 4.2 we can see the effects of pre-processing. Adimensionalizing improves a bit
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our simulations while subtracting the mean pressure drastically helps in the pressure pre-
diction.
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Figure 4.2: Effect of pre-processing on our model with a 32x32 resolution. The y-axis is the
sum of the l2rel of the 3 fields on the validation set. In order it shows full normalization,
no adimensionalization, no pressure centering, none of the previous. The output fields are
still normalized in [-1,1] by their maximal absolute value.
4.1.2 About baseline
Disclaimer: Since our results are not directly comparable with those of Thuerey et al. [50]
the approach that is instead taken is to create a personal benchmark by running a similar
architecture and show how our changes could improve the results. Note that their results
(grid 128 × 128) are visually better than our baseline, but for the argument of this thesis
it should be sufficient.
The model for the baseline consist in removing the Manifold Mesh Operations and
the Volumetric Mesh Operations (see sections 3.2.1 3.2.3), and keeping some pointwise
operations post-projection on the final mesh.
In figure 4.3 we compare three models on a 32x32 grid. The first being just the opera-
tions on regular grid with direct projection, the second one has some pointwise operation
to improve the projection and the third our full model. We can see that predictions with-
out the final pointwise operations perform less well. Hence, we will consider the model
with these 2 added pointwise operations as being the baseline. Furthermore, we can see
that our model outperforms the linear interpolation of the groundtruth (dashed lines).
For more details and visual results, please refer to appendix B.1.2.
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Figure 4.3: l2rel errors for the model with no additional pointwise operation, the one with
2 additional operation and our model. The dashed lines consist in a linear interpolation
of the groundtruth to the grid and back to the mesh for the different fields.
4.1.3 Results
A prediction can be seen in figure 4.4.
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Figure 4.4: Predicted fields on the test set. The top row is the groundtruth and the second
is the prediction columns representing respectively x-y components of the velocity field
and the pressure field centered around 0.
Quantitatively, we expect our model to outperform the baseline in coarse grids but to
be more similar as the grid becomes finer. An error analysis is shown in figure 4.5. Visual
results and a discussion is in appendix B.1.1.
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Figure 4.5: l2rel and l1rel errors for different regular grid sizes. The first results correspond
to no grid at all, i.e. just few mesh convolutions.
We can see that the error with no grid is quite high. This is due to the fact that the
receptive field of the graph convolutions is not large enough to be able to capture the
phenomena. Then as the grid size increases, the results become better, our model still
outperforming the baseline but the error grows smaller.
Although it is practical to compare different samples, the l2rel is not always the best
metric to understand what is going on with the model. Indeed, Ux is the fields that is best
predicted in term of errors (lowest relative errors), but was actually the easiest to learn
and its variance is the less explained by the model, as shown in figure 4.6. Hence, Ux is
the fields that improves the lesser the mean prediction.
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Figure 4.6: Evolution of the R2 scores with respect to the regular grid resolution.
Finally, this same model allows us to predict other variables specific to the turbulence
model, such as the turbulent viscosity νt, as shown in figure 4.7.
Note: The mean absolute error of these results cannot be directly compared with
the results of the paper since the samples are not equally distributed in the space, but
rather concentrated around the foil, where the errors is usually greater. As we said in
the disclaimer, a visual comparisons of the baseline suggests that our results are slightly
worst to the ones found in the paper. This could be explained on one hand by to the non
optimality of the hyper-parameters and on the other hand by the non optimal projection
from the grid to the final mesh. Finally, here we did not use model averaging (as was done
in the baseline work) although it greatly improved the quality of the prediction, as here
we are interested in the performance of singles models.
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Figure 4.7: Predicted turbulent viscosity νt with the baseline model.Rescaled between
[-1,1].
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4.2 BFS
The goal of this section is to test how the model scales do different fluid problems, even
with no complicated change in the geometry. On the contrary than with foils, here we
have an internal flow, and instead of varying the velocity we vary the viscosity (hence the
Reynolds number)
The backward Facing Step (BFS) is a well known problem in fluid literature, and it has
been the subject of many papers see e.g., [60]for experimental studies, and [61] [62] for
numerical studies .
4.2.1 Data creation
The pipeline for data creation is described in appendix A. We chose to keep the whole
simulation domain (see fig. 4.8) for the predictions, even though there will be some simu-
lation artifacts at the inlet and outlet. We decided to keep these artifacts since we would
need a prediction of the whole domain to initialize the iterative solver.
Figure 4.8: Example of mesh that has been used for the Backward Facing Step simulations
and predictions.
The length of the pipe is 100[m] and it has a height of 10[m]. The size and position of
the step is shown in table 4.2 together with the variation of viscosity. The input velocity
is kept at 1 [m/s].
Properties TRAIN TEST
Step length
(×100)
0.2 to 0.4, every
0.02
0.21 to 0.4, every
0.04
Step height (×10) 0.3 to 0.7, every
0.02
0.31 to 0.7, every
0.04
Viscosity (×10−5) 0.05 to 1, every
0.1
0.1 to 1, every 0.1
Table 4.2: Description of the train-test datasets.
4.2.2 Results
Disclaimer: Due to the similarity between the train and the test set, the results presented
here are almost interpolations more than predictions, which has to be kept in mind while
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discussing the results.
In figures 4.9, 4.10, 4.11, 4.12 we show visualizations of the errors of the different fields.
The relative errors are shown in the title. The figures are obtained by using scipy.griddata
on a regular grid, which create the diagonal step interpolation visible from the inlet to the
end of the step that we can ignore.
Figure 4.9: Predicted Ux with large pipe.
Figure 4.10: Predicted Ux with thin pipe.
We can see the artifact at the inlet in both the groundtruth and the prediction. It is
precisely there and at the output that the error is the largest. We see that the velocity
and pressure fields are reasonably predicted. The validation and test errors are shown in
tables 4.3 & 4.4 respectively.
– Val error – Ux Uy Pressure
l2rel [%] 0.1536 0.1508 0.1766
l1rel [%] 3.3016 4.6259 4.6919
R2 0.9962 0.998 0.9982
Table 4.3: Validation error on BFS.
Since we predicted Ux and Uy, we can also predict the vortex behind the step, as shown
in figure 4.13.
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Figure 4.11: Predicted Uy.
Figure 4.12: Predicted Pressure.
– Test error – Ux Uy Pressure
l2rel [%] 0.3965 0.936 5.1333
l1rel [%] 5.4736 9.9481 22.4241
R2 0.9905 0.9881 0.9487
Table 4.4: Test error on BFS.
Figure 4.13: Streamlines creating a vortex behind the Backward Facing Step. [Left] Nu-
merical Simulation. [Middle] Groundtruth used for the prediction: the pre-processed ver-
sion of the numerical simulation with normalized fields. [Rigth] Prediction of our model.
Created with the StreamTracer function of ParaView [1]. Please see fig. B.12 for an
un-normalized version
By observing the results it is possible to see that the physical quantities are not con-
served. For example, there might be no conservation of mass in the prediction, which could
cause problems when initializing a simulation. To solve this problem we could either do
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one correction step enforcing the conservation or/and include a penalization in the loss
function to improve the conservation of mass.
The next step would be to use our prediction to initialize OpenFOAM solver and see if
we get an improvement of speed or if the errors make the solver diverge. We leave this as
future work.
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4.3 Drone
The goal of this section is to see how well the model performs on data from real engineering
problems. The drone dataset has been gently provided by Neural Concept 4.
4.3.1 Data creation
The pipeline to simulate the data was already present, we just had to modify it for our
need and handle the data extraction from the output of the simulations.
The velocity has been kept constant at 10km/h, but the drones varies in shapes (fig.
4.14 and in orientation (±45◦ B.13). Note that the drone have sometimes been altered in
a non symmetrical way. This make them bad designs, but it also make them even more
interesting in the context of this work.
Figure 4.14: Visualization of three shapes in the dataset. We can see that the drones vary
in details but also in global features such as width and wing curvature: the left one is not
even feasible being almost flat in the central part.
The mesh around the drone is created automatically and a slice is shown in figure 4.15.
Figure 4.15: A slice of the volumetric mesh with zoom on half of the drone. The colormap
encodes the velocity magnitude in the volume.
Since the domains were varying considerably in size, only a common crop is kept for
prediction to ease the task of the neural network.
The mesh on the surface of the drone is shown in figure 4.16, and in figure 4.17 we
can see the distribution of the relative neighbors in the set of geodesic coordinates. As
the mesh is very regular, and quasi-quadrilateral with 0o oriented edges it is possible to
see clear patterns in the points distributions. Note that mesh is actually the restriction of
the volumetric mesh on the surface of the drone.
4https://neuralconcept.com/
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Figure 4.16: Visualization of the surface
mesh.
Figure 4.17: Distribution of the relative
neighbors of the surface mesh. We can see
the first, second, third and fourth neigh-
bors in blue, red, yellow and green respec-
tively.
4.3.2 Results
Due to the large memory footprint, the final convolutions on the graph have been removed.
The error on the test set is reported in table 4.5.
– Test error – Ux Uy Uz Pressure
l2rel [%] 0.7823 44.0195 28.499 29.3953
l1rel [%] 4.7598 58.8647 48.3376 46.2849
R2 0.8889 0.5596 0.7093 0.706
Table 4.5: Test error on the drone dataset.
A visualization of the predictions on the test set is shown in figures 4.18, 4.19, 4.20,
4.21. Note that only the middle slice is shown, after the use of PointVolumeInterpolator
function of ParaView. In appendix B.3 we give more details about the drone predictions.
As we can see on the result, some global behavior is captured, but we see a regular
erratic pattern. This pattern is probably due to a wrong projection that needs to be
corrected. Indeed also the projection of the pressure on the surface of the drone present
the same pattern, fig. 4.22. Correcting the projection should solve the problem, or, alter-
natively, some convolutions have to be done on the volumetric mesh. More investigation
need to be done.
Although some more work is needed to have better results, we showed that our model
was portable to real-world engineering applications.
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Figure 4.18: Ux prediction on the drone. Prediction on the upper half and groundtruth
on the lower half. l2rel = 0.344%. Note the asymmetry of the shape.
Figure 4.19: Uy prediction on the drone. Prediction on the upper half and groundtruth
on the lower half. l2rel = 31.356%.
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Figure 4.20: Uz prediction on the drone. Prediction on the upper half and groundtruth
on the lower half. l2rel = 21.221%.
Figure 4.21: Pressure prediction on the drone. Prediction on the upper half and
groundtruth on the lower half. l2rel = 18.723%.
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Figure 4.22: [Left] Groundtruth pressure on the surface of the drone. [Right] Predicted
pressure on the surface of the drone.
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Chapter 5
Conclusions and future work
A new end-to-end differentiable architecture has been presented that allow object-to-mesh
predictions of fluid simulations. We have compared it to existing baseline and demon-
strated the flexibility of our model on three different problems. We saw the advantage of
our method with respect to existing method as well as current limitations. More work
is needed to reach state-of-the-art results but the basis for improvements have been set.
Foreseeable application range from accelerating numerical simulation, to shape optimiza-
tion and numerical mesh refinement.
Many direction can be taken for future work. They include, but are not limited to,
the following:
• Devise a better projection to improve results on the drone dataset.
• Implement a pipeline to initialize fluid simulations with our predictions, for example
with OpenFoam. We could then check if there is indeed a speed up or if we need
more accurate/ more physical prediction.
• Implement more meaningful metrics. We saw that the used metrics had some inter-
pretabilty issues. One idea would be to get closer to the L2 error used in numerical
analysis. Possible approximations include:
– Computing the error in each cell (with quadrature rules). Thus having the
error weighed by the volume of each cell giving a metric that is less influenced
by the underlying mesh.
– Weighting the error of each vertex by the length (or a power of the length) of
its connected edges. This method is less accurate than the previous one but its
implementation is much more efficient, allowing its use as a loss function.
• Improve prediction by:
– Model averaging: the variance between models is non-negligible and an average
prediction is much smoother and accurate.
– Data augmentation: exploit symmetries. On the 3D drone two mirroring (up-
down, left-right) can be done without changing the flow direction. On the
airfoils we can also do the two mirroring, but we can also exploit a continuous
number of rotation. Otherwise, perform more simulations.
• Include sharp edges in training and testing data to measure how successful our model
is in extracting features form the original shape.
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• Create a bench-marking dataset for prediction on numerical simulations. This aim
to extend the work of Thuerey et al. [50] who did a wonderful job in developing
a similar dataset but only for regular grids. Thus, cleaning and making available
their modified dataset that we used could serve as a future reference for fluid flow
predictions.
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Appendix A
Pipeline
A.1 About the pipeline
In the pipeline, in short, we iteratively generate geometries and meshes with e.g. gmsh
[2] based on a set of parameters, check the quality of the mesh, set properties such as
viscosity and boundary conditions and run the simulation until convergence. This way
we can automatically create thousands of samples without human intervention. Then we
convert the output to VTK, a more common format, that is then processed to extract
points, adjacency matrices, and nodal fields values in numpy arrays, ready to be used in
our model. The complete pipeline is visualized in fig. A.1
Comparison
Mesh creation OpenFOAM simulation
Conversion to 
VTK file
Reading:
  - fields
  - adjacency 
Preprocess 
data
Model 
predictions
Figure A.1: Simplified schema of the pipeline.
A.1.1 Reading VTK
Although it seem a simple, the handling of vtk files can be a troublesome task. The main
reason is that the python interface is not well documented for extracting mesh informa-
tion. There are different type of geometry/topology in which the data can be stored; in
this work we only encountered UNSTRUCTURED GRID and POLYDATA formats.
POLYDATA only contains polygons and can thus describe the surfaces while the UN-
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STRUCTURED GRID could be used to describe the volumetric mesh. The approach
taken was to read the UNSTRUCTURED GRID directly and then subsample the volu-
metric grid to get the surface (by e.g. exploiting the fact that the wall shear stresses are
0 outside of the surface and the velocity is 0 on the surface).
Many kind of different cells can exist in the UNSTRUCTURED GRID format, see
figure A.2.
Figure A.2: Different 3D cell type used by VTK. Image taken from https://vtk.org/
Wiki/File:VTK_Examples_Baseline_GeometricObjects_Cell3DDemonstration.png
We used meshio [63] to read the unstructured format and extract the edges of each
kind of cells and construct the adjacency matrix.
For more information about vtk formats please refer to the guide book [1] 1 or directly
the website for the different kind of documentation 2.
1https://www.kitware.com/products/books/VTKUsersGuide.pdf
2https://vtk.org/documentation/
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Appendix B
More about experiments
B.1 More on Foils
This section is dedicated to show more results and interesting facts about the foils dataset
that have not been shown in the main document for the sake of brevity.
B.1.1 More predictions
In figure B.1 a prediction of the model with 0 pointwise operations on the 32x32 grid. The
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Figure B.1: 0pwise model prediction on the test set (32x32). We can see the checker board
pattern of a bad projection (similar to the one visible on the drones).
same shape for the full model 32x32 can be seen in figure B.2. We can see how much the
projection has improved even if it missed some important features.
Still the same shape but this time with only few graph convolutions (no unet) would
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Figure B.2: Full model prediction on the test set (32x32).
give fig. B.3. We can see how the model misinterpret some features. For a further
investigation more graph convolutions could be done and compared to the full model.
B.1.2 Grid interpolation
In this section we visualize the linear interpolation of groundtruth data.We show visual-
ization of such interpolations, first on a 32x32 grid and then on a 128x128 grid.
Tecnical informations: The points with missing values with the linear interpolation
are replaced with the nearest neighbor policy. Function scipy.interpolate.griddata is used
from groundtruth to regular grid and scipy.interpolate.LinearNDInterpolator the other
way. (NearestNDInterpolator for missing values)
32x32
In figures B.4,B.5,B.6 are some visualization of the 32x32 interpolation of foils grountruth.
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Figure B.3: Graph-convolutions-only model prediction on the test set(32x32).
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Figure B.4: Horizontal velocity linear interpolation on a 32x32 gris. In order: the original
data, the data doubly linearly interpolated back on the original vertices, the data linearly
interpolated on the regular grid.
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Figure B.5: Vertical velocity linear interpolation on a 32x32 gris. In order: the original
data, the data doubly linearly interpolated back on the original vertices, the data linearly
interpolated on the regular grid.
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Figure B.6: Pressure linear interpolation on a 32x32 gris. In order: the original data, the
data doubly linearly interpolated back on the original vertices, the data linearly interpo-
lated on the regular grid.
128x128
In figures B.7, B.8, B.9are some visualization of the 128x128 interpolation of foils groun-
truth.
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Figure B.7: Horizontal velocity linear interpolation on a 128x128 gris. In order: the
original data, the data doubly linearly interpolated back on the original vertices, the data
linearly interpolated on the regular grid.
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Figure B.8: Vertical velocity linear interpolation on a 128x128 gris. In order: the original
data, the data doubly linearly interpolated back on the original vertices, the data linearly
interpolated on the regular grid.
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Figure B.9: Pressure linear interpolation on a 128x128 gris. In order: the original data,
the data doubly linearly interpolated back on the original vertices, the data linearly inter-
polated on the regular grid.
For figures B.7, B.8, B.9, B.4,B.5,B.6, we show the errors on the test set in tables B.1
B.2
l2rel Ux Uy P
32x32 0.0359370 0.0804141 0.0375901
128x128 0.0094445 0.0185257 0.0011736
Table B.1: l2rel interpolation error of the groundtruth.
l1rel Ux Uy P
32x32 0.0920157 0.0995247 0.0655265
128x128 0.0286118 0.0268612 0.0082172
Table B.2: l1rel interpolation error of the groundtruth.
B.2 More on BFS
In this section we compare results on the BFS with the baseline model B.10 against our
model B.11. As we can see, the error with our model is not only smaller but also smoother,
due to the volumetric graph convolutions.
In figure B.12 it is possible to see the vortices behind the BFS for the groundtruth and
the prediction. This image make much more sense than the image 4.13. However, since
this image was generate in the last hour of the thesis it has been put in the appendix.
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Figure B.10: Baseline model on BFS test set.
Figure B.11: Our model on BFS test set.
Figure B.12: Streamlines creating a vortex behind the Backward Facing Step, with denor-
malized fields. [Left] Denormalized Groundtruth. [Rigth] Denormalized prediction of our
model.
B.3 More on drones
In figure B.13 we can visualize the inclination of some drones of the drone dataset.
To visualize the variety of fluid simulations, figs. B.14,B.15,B.16,B.17 shows the fields
on a rather different shape than the one shown in experiments (figs. 4.18, 4.19, 4.20, 4.21)
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Figure B.13: Side view of three samples in the drone dataset. We can notice the different
angles of attack ranging from −45◦ to +45◦ and some nuances in the shapes
Figure B.14: Bad Ux prediction on the drone test set. Prediction on the upper half and
groundtruth on the lower half. l2rel = 4.026%.
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Figure B.15: Bad Uy prediction on the drone. Prediction on the upper half and
groundtruth on the lower half. l2rel = 18.857%.
Figure B.16: Bad Uz prediction on the drone. Prediction on the upper half and
groundtruth on the lower half. l2rel = 13.319%.
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Figure B.17: Bad pressure prediction on the drone. Prediction on the upper half and
groundtruth on the lower half. l2rel = 14.311%.
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