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Abstract
The general solution of the antifield-independent Wess-Zumino
consistency condition is worked out for models involving exterior form
gauge fields of arbitrary degree. We consider both the free theory
and theories with Chapline-Manton couplings. Our approach relies
on solving the full set of descent equations by starting from the last
element down (“bottom”).
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1 Introduction
p-form gauge theories are generalizations of electromagnetism in which the
vector potential – a 1-form – is replaced by exterior forms of higher degree.
They play an important roˆle in supergravity and superstring theory.
The purpose of this paper is to derive the general solution of the antifield-
independent Wess-Zumino consistency condition [1] for free p-form theories
– and theories with interactions that do not deform the gauge symmetry of
the free case – as well as for theories involving Chapline-Manton couplings
[2]. As is well known, the Wess-Zumino consistency condition is central
to any gauge theory. For instance, at ghost number one, it constrains the
candidate anomalies, while at ghost number zero, it determines the possible
counterterms.
Counterterms and anomalies may actually depend also on the antifields
[3, 4, 5, 6, 7, 8, 9]. Thus, one should in fact solve the Wess-Zumino consis-
tency condition in the enlarged space containing these variables. However,
as experience with the Yang-Mills theory indicates [10], it is useful to first
work out the restricted, antifield-independent problem before tackling the
full question. The complete solution of the Wess-Zumino consistency con-
dition in the space of functions of the fields and the antifields will be given
elsewhere [11].
The Wess-Zumino consistency condition takes the form
γa+ db = 0. (1.1)
Here, a and b are local spacetime forms (for a precise definition, see below)
while the differential d is the familiar exterior derivative operator acting on
local forms. The differential γ is the BRST differential in the space of the
fields, the ghosts and the ghosts of ghosts, whose explicit form depends on
the theory at hand. It will be explicitly written down in the next section.
Trivial solutions of (1.1) read a = γm + dn for some local forms m and n.
The physically distinct solutions of the Wess-Zumino consistency condition
are obtained by quotienting out the trivial ones and are thus parametrized
by the cohomology groups H(γ|d) of γ modulo d. The problem raised by the
Wess-Zumino consistency condition is therefore a cohomological one.
Our method for investigating (1.1) follows closely the approach developed
in [12, 13, 14, 15] for Yang-Mills gauge theories. In that approach, one
solves (1.1) “from the bottom”, i.e., one writes down the descent equations
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that follow from the Wess-Zumino consistency condition and determines the
most general bottom of the descent. This leads to a generalization of the
“transgression” formula for p-form theories, in which one associates with
each non trivial last ghost of ghost a gauge-invariant curvature with opposite
statistics.
Our main result is that the most general solution of (1.1) can be ex-
pressed in terms of exterior products and exterior derivatives of the basic
form-variables, up to terms that descend trivially and up to trivial solutions.
We say that a solution a descends trivially if it is equivalent to a strictly γ-
closed solution, i.e., a = a′+γm+dn, with γa′ = 0. Thus, it is not necessary
to assume that a and b in (1.1) depend only on the basic variables through
the exterior forms they define and their exterior derivatives. One may allow
a priori for a general dependence on the individual components of the basic
variables and their independent derivatives of arbitrarily high (but finite)
order. The fact that only exterior forms are relevant (up to solutions that
descend trivially) emerges from the analysis and is not a restriction. This
result generalizes the theorems established for 1-forms in [16, 17] and justifies
in particular the usual methods followed in the literature for determining the
anomalies.
Our paper is organized as follows. In Section 2, we introduce the various
models considered in the article along with their respective BRST algebra.
Then, in Section 3, we calculate for each model the cohomology H(γ) of the
BRST differential. The knowledge of this cohomology is essential in order
to solve to so-called descent equations, the study of which constitutes the
core of our paper. In Section 4, we explicitely show how the analysis of
the descent proceeds. In Section 5, we prove our main result, i.e., that any
solution of (1.1) which descends non-trivially is an element of the exterior
algebra generated by the form-fields, the ghosts and their exterior derivative
(up to trivial solutions). Section 6 is then devoted to the explicit calculation
of the auxiliary cohomologies Ek introduced in Section 4, which enable one
to obtain the non-trivial solutions of the Wess-Zumino consistency condition.
Finally, in Section 7, we exhibit the various counterterms and anomalies for
the models defined in Section 2.
2 The models
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2.1 Generalities
We consider an arbitrary system of exterior form gauge fields Baµ1...µpa of
degree ≥ 1. Each exterior form gauge field is accompanied by ghosts and
ghosts of ghosts of decreasing form degree and increasing ghost number [18,
19, 20, 21, 5, 22],
Caµ1...µpa−1 , . . . , C
a
µ1...µpa−j
, . . . , Ca. (2.1)
The ghost number of the “first” ghosts Caµ1...µpa−1 and their Grassmann parity
are equal to 1. As one moves from one term to the next one to its right in
(2.1), the Grassmann parity alternates and the ghost number increases by
one unit up to pa.
We denote by P the algebra of spacetime forms with coefficients that
are polynomials in the fields, ghosts, ghosts of ghosts and their derivatives.
Thus, a belongs to P if and only if
a =
1
q!
αν1...νq([B
a
µ1...µpa
], [Caµ1...µpa−1 ], . . . , [C
a])dxν1 ∧ . . . ∧ dxνq (2.2)
where the notation f([y]) means that f depends on y and its successive
derivatives up to some finite order,
f = f([y])⇐⇒ f = f(y, ∂µy, . . . , ∂µ1...µky). (2.3)
The form a is allowed to have components of various form degrees (there
is a sum over q in (2.2)) but has no explicit dependence on the spacetime
coordinates xµ since this is the case usually met in practice (although such a
dependence can be handled by the present methods). From now on, we shall
drop explicit reference to the wedge product in formulas like (2.2). It is in
the algebra P that the cohomological problem of computing the cohomology
of γ modulo d will be analysed.
In both the free and interacting cases, the differential γ is first defined on
the undifferentiated generators Baµ1...µpa , C
a
µ2...µpa
, . . . , Ca of the algebra. It is
then extended to the differentiated generators by requiring
∂µγ = γ∂µ (2.4)
which, together with γ(dxµ) = 0, implies the anticommutation relation
γd+ dγ = 0. (2.5)
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Finally, one extends the differential γ to the whole of P by using the Leibnitz
rule,
γ(ab) = (γa)b+ (−)ǫaa(γb), (2.6)
where ǫa is the Grassmann parity of a.
2.2 Free theory
In the free case, the differential γ is defined on the undifferentiated generators
by the equations
γBaµ1...µpa = ∂[µ1C
a
µ2...µpa ]
, (2.7)
γCaµ1...µpa−ka = ∂[µ1C
a
µ2...µpa−ka ]
, (2.8)
γCa = 0 (2.9)
(ka = 1, . . . , pa − 1). The field strengths or “curvatures” are given by
Ha =
1
(pa + 1)!
Haµ1...µpa+1dx
µ1 . . . dxµpa+1 = dBa, (2.10)
where
Ba =
1
pa!
Baµ1...µpadx
µ1 . . . dxµpa . (2.11)
and fulfill
γ(Haµ1...µpa+1) = 0. (2.12)
One can rewrite the BRST variations in terms of forms and exterior
derivatives. This yields
γBa + dCa1 = 0, (2.13)
γCa1 + dC
a
2 = 0, (2.14)
...
γCapa−1 + dC
a
pa
= 0, (2.15)
γCapa = 0. (2.16)
In these equations, Caj (j = 1, . . . , pa) are, up to numerical factors chosen to
make the equations right, the (pa − j)-forms whose components are respec-
tively Caµ1...µpa−j .
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It is sometimes convenient to adopt a more uniform notation that com-
bines the ghosts and the fields, and to indicate explicitly the form degree
and the ghost number. Thus one sets Ba ≡ Ba (pa,0) and Cak ≡ B
a (pa−k,k). In
these notations, the BRST equations are
γBa (pa−k,k) + dBa (pa−k−1,k+1) = 0, γBa (0,pa) = 0. (2.17)
(k = 0, . . . , pa − 1).
Because the gauge transformations of p-form gauge theories whose cou-
plings involve only the curvatures Haµ1...µpa+1 and their derivatives, or Chern-
Simons couplings [23], are identical with those of the free theory, the above
BRST transformations and field strength expressions encompass also these
cases. The “free theories” cover therefore a larger class of models.
2.3 Chapline-Manton models
It has been proved in [24, 25] that the interactions between a set of exterior
form gauge fields are severely constrained by the consistency requirement that
the number of independent gauge symmetries should be unchanged when the
interactions are switched on. This result complements the geometric analysis
of [26] where it was shown that the non-abelian Yang-Mills construction
cannot be generalized to p-forms viewed as connections for extended objects.
[Topological field theory offers ways to bypass some of the difficulties [27],
but will not be discussed here].
Among the few possible consistent interactions, the Chapline-Manton
couplings are particularly interesting because the gauge algebra remains
closed off-shell and the reducibility identities hold strongly even after the in-
teractions are switched on. This is crucial here as it allows one to investigate
the γ-cohomology without the antifields. In general, the new gauge algebra
closes only on-shell and the reducibility identities become on-shell relations.
This occurs for the celebrated Freedman-Townsend interaction [28] and its
generalizations [25] (see also [29]). In that case, γ2 ≈ 0 and it is meaningless
to consider the strong cohomology of γ since γ is no longer a differential.
One must either work on-shell, or, equivalently, introduce the antifields to
recover nilpotency. In the Chapline-Manton models, γ2 = 0 strongly and
without the antifields. One can thus consider the sub-problem of computing
the cohomology of γ in the the algebra P, which is an important step in the
calculation of the full BRST cohomology.
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The Chapline-Manton interaction has been much studied in connection
with the Green-Schwarz anomaly cancellation mechanism [30, 31]. Its con-
struction follows a generic algebraic pattern discussed in [32]. Rather than
discussing the general case, which would lead to non informative and unclut-
tered formulas, we shall consider four particular examples which illustrate
the general construction.
The Chapline-Manton model is characterized by gauge-invariant curva-
tures Ha which differ from the free ones by terms that vanish with the cou-
pling constant g,
Ha = dBa + gµa +O(g2) (2.18)
The gauge transformations are
δǫB
a = dǫa + gρa +O(g2). (2.19)
Here, µa is given by a sum of exterior products of B’s and dB’s – which
must match the form degree of dBa – while ρa is given by a sum of exterior
products of B’s, dB’s and ǫ’s (linear in the ǫ’s). The modified curvatures
and gauge transformations must fulfill the consistency condition
δǫH
a = 0 (2.20)
That is, the modified curvatures should be invariant under the modified
gauge transformations. Furthermore, off-shell reducibility must be preserved,
i.e., δǫB
a should identically vanish for ǫa = dλa + θa for some appropriate
θa(ǫ, B, dB, g). The Lagrangian is a function of the curvatures and their
derivatives, L = L([Haµ1...µpa+1]) and is thus automatically gauge-invariant.
To completely specify the model, it is thus necessary to give, besides the
field spectrum, the modified curvatures and gauge transformations fulfilling
(2.20). In many cases, the curvatures are modified by the addition of Chern-
Simons forms of same degree, but this is not the only possibility as the
example 3 below indicates. We shall set in the sequel the coupling constant
g equal to one.
2.3.1 Model 1
The first example contains one p-form, denoted by A ≡ A(p,0), and one
(p+ 1)-form, denoted by B ≡ B(p+1,0). The new field strengths are
F = dA+B, H = dB (2.21)
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while the modified gauge transformations take the form
δǫ,ηA = dǫ− η, (2.22)
δǫ,ηB = dη (2.23)
where ǫ is a (p − 1)-form and η a p-form. The gauge transformations are
abelian and remain reducible off-shell since the choice of gauge parameters
ǫ = dρ + σ, η = dσ clearly leads to no variations of the fields. The BRST
transformations of the undifferentiated generators are
γA(p−k,k) + dA(p−k−1,k+1) +B(p−k,k+1) = 0 (2.24)
for the A-variables, and
γB(p+1−k,k) + dB(p−k,k+1) = 0, (2.25)
γB(0,p+1) = 0 (2.26)
(k = 0, . . . , p) for the B-ones. One has
γF = 0 = γH. (2.27)
This model describes in fact a massive (p+1)-form. Indeed, one can use the
gauge freedom of B to set A = 0. Once this is done, one is left with the
Lagrangian for a massive (p+ 1)-form.
2.3.2 Model 2
The second example contains an abelian 1-form A ≡ A(1,0) and a 2r-form
B ≡ B(2r,0) (r > 0). The field strengths are
F = dA, H = dB + F rA (2.28)
with F r ≡ FF · · ·F (r times). The gauge transformations read
δǫ,ηA = dǫ (2.29)
δǫ,ηB = dη − F
rǫ (2.30)
and clearly leave the curvatures invariant.
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The BRST transformations are
γA(1,0) + dA(0,1) = 0, (2.31)
γA(0,1) = 0, (2.32)
γB(2r,0) + dB(2r−1,1) + F rA(0,1) = 0, (2.33)
γB(2r−k,k) + dB(2r−k−1,k+1) = 0, (2.34)
γB(0,2r) = 0 (2.35)
(k = 1, ..., 2r − 1).
2.3.3 Model 3
Let A, B and C be respectively 1-, 2- and 3-forms. Define the curvatures
through
F = dA+B, H = dB, G = dC + AdB + (1/2)B2. (2.36)
The gauge transformations are δǫ,Λ,µA = dǫ− Λ, δǫ,Λ,µB = dΛ and δǫ,Λ,µC =
dµ − ǫdB − ΛB, where ǫ, Λ and µ are respectively 0-, 1- and 2-forms. The
gauge algebra is non-abelian and one easily verifies that the gauge transfor-
mations are off-shell reducible.
The BRST differential is defined by
γA(1,0) + dA(0,1) +B(1,1) = 0, (2.37)
γA(0,1) +B(0,2) = 0, (2.38)
γB(2,0) + dB(1,1) = 0, (2.39)
γB(1,1) + dB(0,2) = 0, (2.40)
γB(0,2) = 0, (2.41)
γC(3,0) + dC(2,1) + A(0,1)H +B(1,1)B(2,0) = 0, (2.42)
γC(2,1) + dC(1,2) +
1
2
B(1,1)B(1,1) +B(0,2)B(2,0) = 0, (2.43)
γC(1,2) + dC(0,3) +B(1,1)B(0,2) = 0, (2.44)
γC(0,3) +
1
2
B(0,2)B(0,2) = 0 (2.45)
This example arises in some formulations of massive supergravity in 10 di-
mensions [33, 34].
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2.3.4 Model 4
Our final example is the original Chapline-Manton model, involving a Yang-
Mills connection Aa and a 2-form B. We assume the gauge group to be
SU(N) for definiteness although the analysis proceeds in the same way for
any other compact group. The curvatures are
F = dA+ A2 (2.46)
H = dB + ω3 (2.47)
where ω(3,0)(A, dA) is the Chern-Simons 3-form
ω3 =
1
2
[tr(AdA+
2
3
A3)]. (2.48)
The BRST differential reads
γA+DC = 0, (2.49)
γC + C2 = 0, (2.50)
γB + ω2 + dη = 0, (2.51)
γη + ω1 + dρ = 0, (2.52)
γρ+
1
3
trC3 = 0. (2.53)
Here, the one-form ω1 and the two-form ω2 are related to the Chern-Simons
form ω3 through the descent,
γω3 + dω2 = 0, ω2 = tr(CdA), (2.54)
γω2 + dω1 = 0, ω1 = tr(C
2A), (2.55)
γω1 + d(
1
3
trC3) = 0. (2.56)
The full BRST cohomology of this model was worked out in [35], so we
shall only illustrate here some aspects of the descent equation that were not
explicitly discussed in that paper.
3 BRST cohomology H∗(γ)
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3.1 Free Theory
In order to compute the general solution of the Wess-Zumino consistency
condition, one needs to knowH(γ), i.e., the general solution of γa = 0 modulo
coboundaries (a = γb). We start with the free models. The cohomologyH(γ)
for this case was given in [36] but without giving all the details. This is done
here.
Theorem 3.1 The cohomology of γ is given by,
H(γ) = I ⊗ C, (3.1)
where C is the algebra generated by the “last”, undifferentiated ghosts of
ghosts Capa (≡ B
a(0,pa)), and I is the algebra generated by the fields strength
components Haµ1...µpa+1 and their derivatives.
Proof: One follows the standard method which consists in separating the
variables into three sets obeying respectively γxi = 0, γyα = zα, γzα = 0.
The variables yα and zα form “contractible pairs” and the cohomology is
generated by the (independent) variables xi [37]. In our case, the xi are
given by the fields strength components, their derivatives and the last (un-
differentiated) ghosts of ghosts.
To arrive at the appropriate decomposition, we split the generators of
P, which are the successive derivatives ∂α1...αkB
a(l,pa−l)
µ1...µl
of the fields and the
ghosts, into irreducible tensors under the full linear group GL(n). Since
the ∂α1...αkB
a(l,pa−l)
µ1...µl
are completely symmetric in α1 . . . αk and completely
antisymmetric in µ1 . . . µl, they transform under GL(n) as the variables of
the tensor product representation symbolically denoted by
α1 . . . αk
⊗
µl
.
.
.
µ1
≃
α1 . . . αk
µl
.
.
.
µ1
⊕
α2 . . αk
α1
µl
.
.
.
µ1
1) 2)
in [38].
Convenient generators for the irreducible spaces corresponding to dia-
grams 1) and 2) are respectively,
∂(α1...αkB
a(l,pa−l)
[µ1)1...µl]2
and ∂α2...αkH
a(l+1,pa−l)
α1µ1...µl
, (3.2)
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with Ha(l,pa−l+1)µ1...µl = ∂[µ1B
a(l−1,pa−l+1)
µ2...µl]
. In particular, Ha(pa+1,0)µ1...µpa+1 ≡ H
a
µ1...µpa+1
.
Here, [ ] and ( ) mean respectively antisymmetrization and symmetrization;
the subscript indicates the order in which the operations are done. The gen-
erators ∂α2...αkH
a(l+1,pa−l)
α1µ1...µl
are obtained by first symmetrizing ∂α1...αkB
a(l,pa−l)
µ1...µl
with respect to µ1, α2, ..., αk and then antisymmetrizing with respect to the
µ’s and α1. In this last step, the terms with ∂µ1∂α1 yield zero.
A direct calculation shows that
γBa(l,pa−l)µ1...µl = H
a(l,pa−l+1)
µ1...µl
, (3.3)
γ∂(α1...αkB
a(l,pa−l)
[µ1)1...µl]2
= c∂α1...αkH
a(l,pa−l+1)
µ1...µl
(3.4)
with c = k+l
l(k+1)
and 2 ≤ l ≤ p, and
γHa(pa+1,0)µ1...µpa+1 = 0, (3.5)
γ∂α1...αkH
a(pa+1,0)
µ1...µpa+1
= 0. (3.6)
Similarly, the relations involving the last ghosts of ghosts are
γBa(1,pa−1)µ1 = ∂µ1B
a(0,pa), (3.7)
γ∂(α1...αkB
a(1,pa−1)
µ1)
= ∂α1...αkµ1B
a(0,pa), (3.8)
γBa(0,pa) = 0. (3.9)
All the generators are are now split according to the rule recalled at the
beginning of the subsection: the z’s are the Ba(l,pa−l)µ1...µl with 1 ≤ l ≤ p, and their
derivatives ∂(α1...αkB
a(l,pa−l)
[µ1)1...µl]2
corresponding to the diagram of Young type
1). The y’s are their γ-variations, i.e., the Ha(l,pa−l+1)µ1...µl and their derivatives
(2 ≤ l ≤ p), and the derivatives ∂α1...αkµ1B
a(0,pa) of the last ghosts of ghosts.
Of course, any identity verified by the y’s is also verified by the z’s since they
correspond to identical Young tableaux and hence transform in the same
representation of GL(n). There are thus as many independent y’s as there
are independent z’s. Finally, the x’ are the “left-over” variables, i.e., the
curvatures Ha(pa+1,0)µ1...µpa+1 ≡ H
a
µ1...µpa+1
, their successive derivatives and the last,
undifferentiated ghosts of ghosts Ba(0,pa).
The cohomology is therefore generated by
Ba(0,pa), Ha(pa+1,0)µ1...µp+1 and ∂α1...αkH
a(pa+1,0)
µ1...µp+1
. (3.10)
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This ends the proof of the theorem. As shown recently [39], the same method
applies to the calculation of the γ-cohomology of gauge fields with more gen-
eral symmetry structure [40]. Note that the generators are not independent
but restricted by the Bianchi identity dHa(pa+1,0) = 0. ✷.
3.2 Chapline-Manton model 1
The cohomology H∗(γ) of the Chapline-Manton model can be worked out as
in the free case, by exhibiting explicitly the contractible part of the algebra.
This contractible part typically gets larger with the coupling: some cocycles
are removed from H∗(γ). This happens for the examples 1, 3 and 4.
In the absence of couplings, the γ-cohomology for the first model would
be given, as the previous subsection indicates, by polynomials
P ([Fµ1...µp+1], [Hµ1...µp+2], A
(0,p), B(0,p+1)) in the components of the curvatures
and their derivatives as well as in the last, undifferentiated ghosts. When
the coupling is turned on, however, some of these “x”-variables become con-
tractible pairs and get cancelled in cohomology. Specifically, it is the last
ghosts of ghosts that disappear. To see this, one first makes the same re-
definitions of generators for the B-sector as in the free case. The x, y and
z-variables are taken as before, except that the last, undifferentiated ghost
of ghost B(0,p+1) counts now as a y (see below).
In the A-sector, one takes for the x’s the improved field strength compo-
nents Fµ1...µp+1 and their derivatives. The z-variables are taken as before, i.e.,
are the derivatives of A(l,p−l)µ1...µl (l > 0) of Young symmetry-type 1) and the y-
variables are just defined to be their γ-variations. This is an invertible change
of generators provided one includes as well the last, undifferentiated ghost of
ghost A(0,p), as in the free case. But this variable counts now as a z since it is
no longer closed. And it actually “kills” B(0,p+1) since γA(0,p) +B(0,p+1) = 0.
Thus, the variables A(0,p) and B(0,p+1), which were previously x-variables,
form now a contractible pair and disappear as announced.
The Bianchi identities for the new field strengths read
dF = H, dH = 0. (3.11)
They can be used to express the H-components and their derivatives in terms
of the components Fµ1...µp+1 and their derivatives, which thus completely
generate the cohomology.
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To summarize, the γ cohomohology is given by
Theorem 3.2 For the Chapline-Manton model (2.21), (2.22), (2.23), the
cohomology H(γ) is given by the polynomials in the improved field strength
components Fµ1...µp+1 and their derivatives,
γω = 0⇔ ω =
1
q!
ων1...νq([Fµ1...µp+1])dx
ν1 . . . dxνq . (3.12)
In particular, there is no cohomology at non-vanishing ghost number.
The situation is very similar to the discussion of the gauged principal
U(1) sigma model [41] (see also [42] in this context).
3.3 Chapline-Manton model 2
In this case, the γ-cohomology is unchanged compared with the free case (in
terms of the improved, gauge-invariant curvatures). The last ghosts remain in
cohomology because A(0,1) is still γ-closed, so the mechanism of the previous
subsection is not operative. We leave it to the reader to make the change of
generators necessary to prove the following theorem.
Theorem 3.3 The cohomology of γ for the Chapline-Manton model (2.28),
(2.29), (2.30), is given by
H(γ) = I˜ ⊗ C (3.13)
where C is the algebra generated by the last, undifferentiated ghosts A(0,1)
and B(0,2r), and where I˜ is the agebra generated by the gauge invariant field
strength components Fµν , Hµ1...µ2r+1 and their derivatives.
Note the new form of the Bianchi identities on the curvatures
dF = 0, dH = F r+1. (3.14)
3.4 Chapline-Manton model 3
The discussion of the third example proceeds to a large extent like that of
the first one. The last ghosts of ghosts A(0,1) and B(0,2) form a contractible
pair and disappear in cohomology; the improved last ghost of ghost
C˜(0,3) = C(0,3) −
1
2
A(0,1)B(0,2) (3.15)
remains. Thus one has
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Theorem 3.4 The cohomology of γ for the Chapline-Manton model (2.36)
is given by
H(γ) = ˜˜I ⊗ C˜ (3.16)
where ˜˜I is the algebra generated by the gauge invariant field strength compo-
nents Fµν , Gµνρσ and their derivatives, and where C˜ is the algebra generated
by the last, improved ghost of ghost C˜(0,3) ≡ C(0,3) − 1
2
A(0,1)B(0,2).
Again, note the new form of the Bianchi identities,
dF = −H, dH = 0, dG = −FH (3.17)
which enable one in particular to express H in terms of the derivatives of F .
3.5 Chapline-Manton model 4
The γ-cohomology for this model is explicitly given in [35]. It is given by the
theorem:
Theorem 3.5 The cohomology of γ for the Chapline-Manton model (2.46),
(2.47) is given by
H(γ) = J ⊗ D (3.18)
where (i) J is the algebra of the invariant polynomials in the Yang-Mills
curvature components and their covariant derivatives, as well as in the com-
ponents of the gauge invariant curvature H and their derivatives; and (ii) D
is the algebra generated by the “primitive forms” trC5, trC7, ..., trC2N−1.
We recall that the Lie algebra cohomology for SU(N) is generated by the
primitive forms trC3, trC5, ... up to trC2N−1 [43, 44]. The primitive form
trC3 is removed from the cohomology of γ because it is exact when the
coupling to the 2-form is introduced: the last ghost of ghost ρ kills trC3 in
cohomology. The Bianchi identity reads
DF = 0, dH = trF 2. (3.19)
14
4 Descent equation and lifts of γ-cocycles
4.1 The descent equation
Our method for solving the Wess-Zumino consistency condition is that devel-
opped in [12, 13, 15] for the Yang-Mills case. In that approach, one analyses
the γ-cocycles that can appear as “bottoms” of the descent equations [45].
We shall first briefly summarize the main ideas. These depend only on the
generic properties of γ and d and not on their specific forms. We shall then
apply them to the models at hand.
To a given solution a(p,q) of the Wess-Zumino consistency condition
γa(p,q) + da(p−1,q+1) = 0 (4.1)
(where p and q denote respectively the form degree and the ghost number),
one can associate another solution of the Wess-Zumino consistency condition,
namely, a(p−1,q+1). Indeed, the triviality of d (“algebraic Poincare´ lemma”
[46]) implies1
γa(p−1,q+1) + da(p−2,q+2) = 0 (4.2)
for some a(p−2,q+2). There are ambiguities in the choice of a(p−1,q+1) given
the class [a(p,q)] of a(p,q) in H(p,q)(γ|d), but it is easy to verify that the map
∂ : H(p,q)(γ|d)→ H(p−1,q+1)(γ|d) is well defined.
The map ∂ is in general not injective. There are non trivial classes of
H∗,∗(γ|d) that are mapped on zero through the descent. For instance, if one
iterates ∂, one gets from a(p,q) a chain of cocycles in H∗,∗(γ|d), [a(p,q)] 7→
∂[a(p,q)] ∈ H(p−1,q+1)(γ|d) 7→ ∂2[a(p,q)] ∈ H(p−2,q+2) 7→ · · · 7→ ∂k[a(p,q)] ∈
H(p−k,q+k) 7→ 0 which must eventually end on zero since there are no forms
of negative form degree. The equations defining the successive images of
[a(p,q)] are
γa(p,q) + da(p−1,q+1) = 0 (4.3)
γa(p−1,q+1) + da(p−2,q+2) = 0 (4.4)
...
1In the space of x-independent forms, the cohomology of d is actually not trivial, even
in form degree < n (the case relevant to the descent). Indeed, the constant forms are in
the cohomology. But these never get in the way because γa(p−1,q+1) and the successive
terms in the descent have strictly positive ghost number.
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γa(p−k,q+k) + da(p−k−1,q+k+1) = 0 (4.5)
[a(p−k−1,q+k+1)] = 0 (4.6)
and are known as the “descent equations” [45]. Since a(p−k−1,q+k+1) is trivial
in H(p−k−1,q+k+1)(γ|d), i.e., a(p−k−1,q+k+1) = γb(p−k−1,q+k) + dbp−k,q+k+1), one
may redefine a(p−k,q+k) → a(p−k,q+k)−db(p−k−1,q+k) = a′(p−k,q+k) in such a way
that we have γa′(p−k,q+k) = 0, i.e., a′(p−k−1,q+k+1) = 0. Conversely, if a(p−k,q+k)
is annihilated by γ, then ∂[a(p−k,q+k)] = 0. Thus, the last non-trivial element
a(p−k,q+k), or “bottom”, of the descent is a γ-cocycle that is not exact in
H∗,∗(γ|d). The non-injectivity of ∂ follows precisely from the existence of
such cocycles.
The length of the descent associated with [a(p,q)] is the integer k for which
∂k[a(p,q)] is the last non-trivial cocycle occuring in the chain. One says that
a descent is non trivial if it has length ≥ 1. The idea of [12, 13] is to classify
the elements of H∗,∗(γ|d) according to the length of the associated descent.
In order to achieve this, one must determine the possible bottoms, i.e.,
the elements of H(γ) which are not trivial in H(γ|d) and which can be lifted
k times.
4.2 Lifts of elements of H(γ) - An example
The difficulty in the analysis of the lift is that contrary to the descent which
carries no ambiguity in cohomology, the lift is ambiguous because H(γ) is
not trivial. Furthermore, for the same reason, the lift can be obstructed, i.e.,
given a ∈ H(γ), there may be no descent (i) which has a as bottom; and (ii)
which starts with a solution b of the Wess-Zumino consistency condition such
that db = 0 (while any descent ends always with an a such that γa = 0). The
“first” b may be such that db 6= 0 or even db 6= γ(something). In that case,
there is no element c above b such that γc + db = 0 (while there is always
an element e below a such that γa + de = 0, namely e = 0: the descent
effectively stops at a but is not obstructed at a).
In this subsection, we shall illustrate these features on a specific example:
that of a free 1-form A and a free 2-form B, with BRST algebra
γA(1,0) + dA(0,1) = 0, γA(0,1) = 0 (4.7)
γB(2,0) + dB(1,1) = 0, γB(1,1) + dB(0,2) = 0, γB(0,2) = 0. (4.8)
The curvatures are F = dA and H = dB, with γF = γH = 0.
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Consider the γ-cocycle A(0,1)B(0,2). It has form-degree zero and ghost
number three. The descent that ends on this bottom has length one, and not
the maximum length three. Indeed, the γ-cocycle A(0,1)B(0,2) can be lifted
once, since there exists a ∈ P such that γa + d(A(0,1)B(0,2)) = 0. One may
take a = A(1,0)B(0,2) + A(0,1)B(1,1). Of course, a has form-degree one and
ghost number two. If one tries to lift the given γ-cocycle A(0,1)B(0,2) once
more, one meets an obstruction. Namely, there is no b such that γb+da = 0.
This is because da is in the same γ-class as FB(0,2), which is non-trivial, i.e.,
which cannot be written as a γ-variation. It is easy to verify that one cannot
remove the obstruction by adding to a a γ-cocycle (which would not change
γa). This provides an example of a γ-cocycle for which the lift is obstructed
after one step.
Consider now the γ-cocycle 1
2
F (B(0,2))2 with ghost number four and form-
degree two. This cocycle can be lifted a first time, for instance FB(1,1)B(0,2)
is above it,
γ[FB(1,1)B(0,2)] + d[
1
2
F (B(0,2))2] = 0. (4.9)
It can be lifted a second time to 1
2
(B(1,1))2 + FB(2,0)B(0,2). However, if one
tries to lift it once more, one meets apparently the obstruction FHB(0,2),
since the exterior derivative of 1
2
(B(1,1))2 + FB(2,0)B(0,2) differs from the γ-
cocycle FHB(0,2) by a γ-exact term. It is true that FHB(0,2) is a non-
trivial γ-cocycle. However, the obstruction to lifting three times 1
2
F (B(0,2))2
is really absent. What happens is that we made a “wrong” choice for the
term above γ-cocycle 1
2
F (B(0,2))2 and should have taken not FB(1,1)B(0,2),
but rather, a term that differs from it by an appropriate γ-cocycle. This is
because FHB(0,2) is in fact the true obstruction to lifting twice the γ-cocycle
A(0,1)HB(0,2). Thus if one replaces (4.9) by
γ[FB(1,1)B(0,2) −A(0,1)HB(0,2)] + d[
1
2
F (B(0,2))2] = 0, (4.10)
which is permissible since γ(A(0,1)HB(0,2)) = 0, one removes the obstruction
to lifting further 1
2
F (B(0,2))2. This shows that the obstructions to lifting k
times a γ-cocycle are not given by elements of H(γ), but rather, by elements
of H(γ) that are not themselves obstructions of shorther lifts. The ambiguity
in the choice of the lifts plays accordingly a crucial roˆle in the analysis of the
obstructions.
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In fact, the given γ-cocycle 1
2
F (B(0,2))2 is actually trivial in H(γ|d)
1
2
F (B(0,2))2 = d[
1
2
A(1,0)(B(0,2))2 + A(0,1)B(1,1)B(0,2)]
+γ[A(1,0)B(1,1)B(0,2) +
1
2
A(0,1)(B(1,1))2 +
A(0,1)B(2,0)B(0,2)] (4.11)
and therefore, its lift can certainly never be obstructed.
4.3 Lifts of elements of H(γ) - The first two steps
To control the features that we have just illustrated, it is necessary to intro-
duce new differential algebras [12, 13]. Let E0 ≡ H(γ). We define a map
d0 : E0 → E0 as follows:
d0[a] = [da] (4.12)
where [] is here the class in H(γ). This map is well defined because γda =
−dγa = 0 (so da is a γ-cocycle) and d(γm) = −γ(dm) (so d maps a γ-
coboundary on a γ-coboundary). Now, d0 is a derivation and d
2
0 = 0, so it
is a differential. Cocycles of d0 are elements of H(γ) that can be lifted at
least once since d0[a] = 0 ⇔ da + γb = 0 for some b, so b descends on a.
By contrast, if d0[a] 6= 0, then a cannot be lifted and, in particular, a is not
exact in H(γ|d) (if it were, a = γm + dn, one would have da = −γdm, i.e.,
da = 0 in H(γ)). Let F0 be a subspace of E0 supplementary to Ker d0. One
has the isomorphism (as vector spaces)
E0 ≃ Ker d0 ⊕ F0. (4.13)
The next step is to investigate cocycles that can be lifted at least twice.
In order to be liftable at least once, these must be in Ker d0 . Among the
elements of Ker d0, those that are in Imd0 are not interesting, because they
are elements of H(γ) that are trivial in H(γ|d) ([a] = d0[b]⇔ a = db+ γm).
Thus the relevant space is E1 ≡ H(d0, E0). One has
Ker d0 ≃ Imd0 ⊕E1 (4.14)
One then defines the differential d1 : E1 → E1
d1[[a]] = [[db]] (4.15)
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where b is defined through da+γb = 0 – recall that d0[a] = 0 – and where [[a]]
is the class of [a] in E1. It is easy to see that (4.15) provides a well-defined
differential in E1
2.
If [[a]] ∈ E1 is a d1-cocycle, then it can be lifted at least twice since [[db]] =
0 in E1 means db = du+γ(something) with γu = 0. Thus one has da+γb
′ = 0
with b′ = b− u and db′ = γ(something). If on the contrary, d1[[a]] 6= 0, then
the corresponding elements in H(γ) cannot be lifted twice, d1[[a]] being the
obstruction to the lift. More precisely, the inequality d1[[a]] 6= 0 in E1 means
[db] 6= d0[c] in E0. Thus, db cannot be written as a γ-variation, even up to
the exterior derivative of a γ- closed term (ambiguity in the definition of b).
Analogous to the decomposition (4.13), one has
E1 ≃ Ker d1 ⊕ F1 (4.16)
where F1 is a subspace of E1 supplementary to Ker d1. The elements in
Imd1 are trivial in H(γ|d) and thus of no interest from the point of view of
the Wess-Zumino consistency condition.
To investigate the (non-trivial) γ-cocycle that can be lifted at least three
times, one defines
E2 = H(d1, E1) (4.17)
and the differential d2 through
d2 : E2 → E2, d2[[[a]]] = [[[dc]]] (4.18)
where the triple brackets denote the classes in E2 and where c is defined
through the successive lifts da + γb = 0, db + γc = 0 (which exist since
d1[[a]] = 0). It is a straightforward exercise to verify that d2 is well-defined
in E2, i.e., that the ambiguities in b and c play no roˆle in E2. Furthermore,
a γ-cocycle a such that d0[a] = 0 (so that [[a]] ∈ E1 is well-defined) and
d1[[a]] = 0 (so that [[[a]]] ∈ E2 is well-defined) can be lifted a third time if
and only if d2[[[a]]] = 0. Indeed, the relation d2[[[a]]] = 0 is equivalent to
[[[dc]]] = 0, i.e. dc = γu + dv + dw, with γv = 0 (this is the d0-term) and
2Proof: d0[a] = 0⇒ da+ γb = 0⇒ γdb = 0. Hence, db is a γ-cocycle, which is clearly
annihilated by d0, d0[db] = [d
2b] = 0. Furthermore, the class of db in E1 does not depend
on the ambiguity in the definition of b, since if b is replaced by b + dm + u with γu = 0,
then db is replaced by db + du which is equivalent to db in E1 (the class of du in E0 is
equal to d0[u] since γu = 0, and this is zero in E1). The derivation property is also easily
verified, d1(ab) = (d1a)b+ (−1)
ǫaad1b.
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γw + dt = 0, γt = 0 (this is the d1-term). Thus, by redefining b as b− t and
c as c− v − w, one gets, dcRedefined = γu.
4.4 Lifts of elements of H(γ) - General theory
One can proceed in the same way for the next lifts. One finds in that manner
a sequence of spaces Er and differentials dr with the properties
1. Er = H(Er−1, dr−1).
2. There exists an antiderivation dr : Er → Er defined by dr[[. . . [X ] . . .]] =
[[. . . [db] . . .]] for [[. . . [X ] . . .]] ∈ Er where [[. . . [db] . . .]] is the class of
the γ-cocycle db in Er and where b is defined through dX + γc1 = 0,
dc1 + γc2 = 0, ..., dcr−1 + γb = 0. Similarly, [[. . . [X ] . . .]] denotes
the class of the γ-cocycle X in Er (assumed to fulfill the successive
conditions d0[X ] = 0, d1[[X ]] = 0 etc ... so as to define an element of
Er).
3. d2r = 0.
4. A γ-cocycle X can be lifted r times if and only if d0[X ] = 0, d1[[X ]] = 0,
d2[[[X ]]] = 0, ..., dr−1[[. . . [X ] . . .]] = 0. If dr[[. . . [X ] . . .]] 6= 0, the γ-
cocycle X cannot be lifted (r + 1) times and is not exact in H(γ|d).
5. A necessary and sufficient condition for an element Y in H(γ) to be
exact in H(γ|d) is that there exists a k such that di[. . . [Y ] . . .] = 0,
(i = 1, 2, . . . , k − 1) and [. . . [Y ] . . .] = dk[. . . [Z] . . .]. This implies in
particular dj[. . . [Y ] . . .] = 0 for all j’s.
6. Conversely, if a γ-cocycle Y fulfills di[. . . [Y ] . . .] = 0 for i = 0, 1, ..., k−1
and dk[. . . [Y ] . . .] 6= 0, then, it is not exact in H(γ|d). The condition
is not necessary, however, because there are elements of H(γ) that are
non trivial in H(γ|d) but which are annihilated by all di’s. This is due
to the fact that there are no exterior form of degree higher than the
spacetime dimension. We shall come back to this point below.
The meaning of the integer k for which Y = dkZ in item 5 (with Y 6=
di(something) for i < k) is as follows (we shall drop the multiple brackets
when no confusion can arise). If the γ-cocycle a is in Imd0, then a = db+γc,
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where b is also a γ-cocycle. If a is a non-zero element of E1 in the image of
d1, then again a = db + γc, but b is now not a cocycle of γ since a would
then be in Imd0 and thus zero in E1. Instead, one has γb+ dβ = 0 where β
is a cocycle of γ (γβ = 0) which is not trivial in H(γ|d). More generally, k
characterizes the length of the descent below b in a = db + γc, γb + dβ = 0
etc.
The proof of items 1 to 4 proceeds recursively. Assume that the differ-
ential algebras (Ei, di) have been constructed up to order r − 1, with the
properties 2 through 4. Then, one defines the next space Er as in 1. Let
x be an element of Er, and let X be one of the γ-cocycles such that the
class [[. . . [X ] . . .]] in Er is precisely x. Since X can be lifted r times, one
has a sequence dX + γc1 = 0, ..., dcr−1 + γb = 0. The ambiguity in X is
X → X + γa + du0 + du1 + · · ·+ dur−1, where u0 is a γ-cocycle (this is the
d0-exact term), u1 is the first lift of a γ-cocycle (this is the d1-exact term)
etc. Setting u = u0+u1+ · · ·ur−1, one sees that the ambiguity in X is of the
form X → X + γa+ du. On the other hand, the ambiguity in the successive
lifts takes the form c1 → c1 +m1, where m1 is a γ-cocycle that can be lifted
r−1 times, c2 → c2+n1+m2, where n1 descends on m1 and m2 is a γ-cocycle
that can be lifted r−2 times, ..., and finally b→ b+a1+a2+ · · ·+ar−1+ar,
where a1 descends (r − 1) times, on m1, a2 descends (r − 2) times, on m2,
etc, and ar is a γ-cocycle.
The element Xr ≡ db is clearly a cocycle of γ, which is annihilated by
d0 and the successive derivations dk because dXr = 0 exactly and not just
up to γ-exact terms. The ambiguity in the successive lifts of X plays no
roˆle in the class of Xr in Er, since it can (suggestively) be written db →
db + dr−1m1 + dr−2m2 + · · · + d1mr−1 + d0ar. Thus, the map dr is well-
defined as a map from Er to Er. It is clearly nilpotent since dXr = 0. It
is also a derivation, because one may rewrite the lift equations for X as
γ˜(X + c1 + c2 + . . .+ b) = drX where
γ˜ = γ + d. (4.19)
Let Y be another element of Er and e1, e2, ...β its successive lifts. Then,
γ˜(Y + e1 + e2 + . . . + β) = drY . Because γ˜ is a derivation, one has γ˜[(X +
c1 + . . . + b)(Y + e1 + . . . + β)] = (drX)Y + (−1)
ǫXXdrY+ forms of higher
form-degree, which implies dr(XY ) = (drX)Y + (−1)
ǫXXdrY : dr is also an
odd derivation and thus a differential. This establishes properties 2 and 3.
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To prove property 4, one observes that X can be lifted once more if and
only if one may choose its successive lifts so that db is γ-exact. This is
equivalent to stating that drX is zero in Er. Properties 5 and 6 are rather
obvious: if a is a γ-cocycle which is exact in H(γ|d), a = db + γc, then
a = dkm where k is the length of the descent associated with γb + dn = 0,
which has bottom m.
As shown in [12, 13], the above construction may be elegantly captured
in an exact couple [47]. The detailed analysis of this exact couple and the
proof of the above results using directly the powerful tools offered by this
couple may be found in [13, 14, 15].
One has, for each r, the vector space isomorphisms
Er ≃ Ker dr ⊕ Fr ≃ Imdr ⊕ Er+1 ⊕ Fr (4.20)
where Fr is a subspace supplementary to Ker dr in Er. Thus
E0 ≃ ⊕
k=r−1
k=0 Fk ⊕
k=r−1
k=0 Imdk ⊕ Er (4.21)
Because there is no form of degree higher than the spacetime dimension,
dn = 0 (dna has form-degree equal to FormDeg(a) + n + 1). Therefore,
En = En+1 = En+2 = . . .. This implies
E0 ≃ ⊕
k=n−1
k=0 Fk ⊕
k=n−1
k=0 Imdk ⊕ En. (4.22)
The elements in any one of the Fk’s are non trivial bottoms of the descent
which can be lifted exactly k times. All the elements above them in the de-
scent are also non trivial solutions of the Wess-Zumino consistency condition.
The elements in Imdk are bottoms which are trivial in H(γ|d) and which
define therefore trivial solutions of the Wess-Zumino consistency condition.
Finally, the elements in En are bottoms that can be lifted all the way up to
form degree n. These are non trivial in H(γ|d), since they are not equal to
dim for some i and m. The difference between the elements in ⊕Fk and those
in En is that the former ones cannot be lifted all the way up to form-degree
n: one meets an obstruction before, which is dka (if a ∈ Fk). By contrast, the
elements in En can be lifted all the way up to form degree n. This somewhat
unpleasant distinction between γ-cocycles that are non-trivial in H(γ|d) will
be removed below, where we shall assign an obstruction to the elements of
En in some appropriate higher dimensional space.
In order to solve the Wess-Zumino consistency condition, our task now is
to determine explicitly the spaces Er and Fr.
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5 Covariant Poincare´ lemma – Small algebra
To that end, we first work out the cohomology of d0 in E0 ≡ H(γ). Let u
be a γ-cocycle. Without loss of generality, we may assume that u takes the
form
u =
∑
PIω
I (5.1)
where the ωI form a basis of the algebra generated by the last, non triv-
ial (if necessary, improved) ghosts of ghosts in the cohomology (as well
as trC5, trC7 etc for the fourth Chapline-Manton model), and where the
PI ’s are polynomials in the (improved) field strength components and their
(covariant) derivatives, with coefficients that involve dxµ. The PI ’s are
called “gauge-invariant polynomials”. A direct calculation using the fact
that the d-variation of the last ghosts (and trC5, trC7 etc) is γ-exact yields
du =
∑
(dPI)ω
I + γv′. This is γ-exact if and only if dPI = 0.
Now, if PI = dRI where RI is also a gauge invariant polynomial, then u
is d-exact modulo γ, u = da + γb, with γa = 0. Conversely, if u = da + γb
with γa = 0, then PI is d-exact in the space of invariant polynomials. Thus,
the class of u (in E0) is a non trivial cocycle of d0 if and only if PI is a non
trivial cocycle of the invariant cohomology of d. We give below the relevant
“covariant Poincare´ lemma” for each of the models of this paper.
Since we are interested in lifts of γ-cocycles from form-degree k to form-
degree k + 1, we shall investigate the d-invariant cohomology only in form-
degree strictly smaller than the spacetime dimension n. This will be assumed
throughout the remainder of this section. [In form-degree n, there is clearly
further invariant cohomology since any invariant n-form is annihilated by d,
even when it cannot be written as the d of an invariant form].
5.1 Free case
The calculation of the invariant cohomology of d is given in the appendix A
of [36], so we just recall the result.
Theorem 5.1 The invariant cohomology of d for the free theory is given by
the polynomials in the exterior forms Ha.
This is a direct generalization of the result established for 1-forms in [16,
17]. Note that the cohomology contains in particular the constants and
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the constant forms. These latter can be eliminated by imposing Lorentz
invariance.
The theorem implies, according to the general analysis of the descent
equation given above, that the only bottoms u (γu = 0) that can be lifted
at least once can be expressed in terms of exterior products of the curvature
forms Ha and the last ghosts of ghosts (up to trivial redefinitions). Out of
the infinitely many generators of H(γ), only Ha and Ba(0,pa) survive in E1.
Because the objects that survive the first step in the lift can be expressed
in terms of forms, it is convenient to introduce the so-called “small algebra”
A generated in the exterior product by the exterior forms Ba(k,pa−k) and
dBa(k,pa−k) (k = 0, ..., pa). This algebra is stable under γ and d. If one
denotes by Esmall0 the cohomology of γ in the small algebra, one finds
Esmall0 ≡ H(γ,A) ≃ B (5.2)
where B is the subalgebra of A generated by the curvatures Ha and the last
ghosts of ghosts Ba(0,pa).
One defines Esmall1 as H(d
small
0 , E
small
0 ), where d
small
0 is the restriction of
d0 to E
small
0 . Because dH
a = 0 and dBa(0,pa) = γ(something), the restriction
dsmall0 identically vanishes. Thus
Esmall1 ≃ E
small
0 ≃ B. (5.3)
What is the relationship between Esmall1 and E1? These two spaces are
in fact isomorphic,
E1 ≃ E
small
1 . (5.4)
Indeed, let q be the map from Esmall1 to E1 that assigns to a cohomological
class in Esmall1 its cohomological class in E1 (a ∈ E
small
1 ≃ B fulfills γa = 0
and d0a = 0 and thus defines of course an element of E1). It follows from the
above theorem that the map q is surjective since any class in E1 possesses
a representative in the small algebra. The map q is also injective because
there is no non trivial class in Esmall1 that becomes trivial in E1. If the small-
algebra γ-cocycle r =
∑
PIω
I with PI , ω
I ∈ B can be written as r = du+ γt
where u and v are in the big algebra and u is a γ-cocycle, then r is actually
zero. This can be easily seen by setting the derivatives of the ghosts and of
the field strength components equal to zero.
The differentials dsmall1 and d1 are mapped on each other in this isomor-
phism, d1q = qd
small
1 . It then follows that the next cohomological spaces
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Ek and E
small
k are also equal, E2 ≡ H(d1, E1) ≃ E
small
2 ≡ H(d
small
1 , E
small
1 ),
E3 ≃ E
small
3 etc (but of course, E0 6= E
small
0 ). There is thus no loss of gener-
ality in investigating in the small algebra the solutions of the Wess-Zumino
consistency condition that descend non trivially.
5.2 Chapline-Manton models
The small algebra A is also relevant to the Chapline-Manton models be-
cause the invariant cohomology can be computed in it without loosing any
cohomological class. Indeed, one has
Theorem 5.2 Let P be a gauge invariant polynomial. If P is closed, then
P is the sum of a closed, gauge invariant polynomial belonging to the small
algebra and of the exterior derivative of an invariant polynomial,
dP = 0⇔ P = Q+ dR, Q ∈ A, dQ = 0 (5.5)
(with P , Q and R all gauge-invariant). Furthermore, if Q is d-exact in the
algebra of gauge-invariant polynomials, Q = dS with S gauge-invariant, one
may assume that S is in the small algebra (and gauge-invariant). Therefore,
the invariant cohomology of d is to be found in A.
Note that while the conditions Q ∈ A and Q = dS (with S gauge-
invariant) imply Q = 0 in the free case, this is no longer true here.
We shall prove the theorem for the specific case of the second model. The
proof proceeds in the same way for the other models. Introduce a grading
N that counts the number of derivatives of the B field. According to this
grading P and d split as
P = Pk + Pk−1 + · · ·+ P1 + P0, d = D1 +D0, (5.6)
with
N(Pi) = i, N(Di) = i. (5.7)
The differential D1 takes derivatives only of the B-field, the differential D0
takes derivatives only of the A-field. Because P is gauge-invariant, the B-
field enters P only through the components of dB and their derivatives.
Furthermore, even though the Pi’s with i < k may involve the components
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Aµ’s and their symmetrized derivatives, Pk depends on A only through the
Fµν and their derivatives.
The equation dP = 0 yields D1Pk = 0 at the highest value of the
N -degree. According to the results for the free case, this implies Pk =
D1Rk−1 + mk where Rk−1 is a polynomial in the components of dB and
their derivatives, while mk is a polynomial in the form dB, both with coeffi-
cients in the components of F and their derivatives (which fulfill D1Fµν = 0).
Covariantize Rk−1 and mk by completing dB into H . This only introduces
terms of lower N -degree. We denote the covariant objects by r and m, re-
spectively. One has Pk = (dr +m)k and P = dRk−1 + mk + more, where
“more” is an invariant polynomial of maximum N -degree strictly smaller
than k. The invariant polynomial m - which exists only if k = 1 or 0 since
H2 = 0 - is of order k in the exterior form H . It must be closed by itself
since there can be no compensation between D0m and D1(more), which is
necessarily of lower degree in the components of H and their derivatives. It
follows from D0m = 0 that m = µ(F,H) + ds, where µ is a polynomial in
the forms F and H and where s is an invariant polynomial (use again the
results for the free case and Hdp = −d(Hp)+more). Thus one can get rid of
Pk by adding to P terms of the form (5.5) of the theorem. By repeating the
argument at the successive lower degrees, one reaches the desired conclusion.
To prove the second part of the theorem, one first observes that if dQ =
0, then Q(F,H) does not involve in fact H , Q = Q(F ) (see subsection
5.2.2 below). Assume then that Q = dU , where U is a gauge-invariant
polynomial, U = U([H ], [F ]). By expanding U according to the N -degree,
U = U0 + U1 + ... + Ul, one finds at higher order D1Ul = 0, which implies
as above Ul = D1Rl−1 +ml where ml is a polynomial in the form dB. One
can remove D1Rl−1 from Ul by substracting dRl−1 from U , which does not
modify Q. Thus, only ml, which is present for l = 1 or l = 0, is relevant. By
repeating the argument, one finally arrives at
U = Ha([F ]) + b([F ]) (5.8)
The condition Q = dU implies da = 0 and thus a = dν([F ]) + ρ(F ) where
ρ(F ) is a polynomial in the form F . The term Hdν([F ]) is irrelevant since it
can be absorbed into b([F ]) up to a d-exact term. Thus, U = Hρ(F )+b′([F ]).
The condition Q(F ) = dU reads now Q(F ) = k(F ) + db′([F ]) where k(F ) is
a polynomial in F and implies db′ = 0 because db′([F ]) necessarily involves
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one derivative of Fλµ if it is not zero. But then, again, one can drop b
′ from
U , which proves the second assertion.
It follows from this theorem that there is no restriction in investigating
the invariant d-cohomology in the small algebra. Elements of H(γ) that can
be lifted at least once necessarily belong to A up to trivial terms. There
is no restriction in the investigation of the next lifts either because again
Esmall1 = E1. If a γ-cocycle a ∈ A can be written as a = du + γv where u
and v are in the big algebra and γu = 0, then one may find u′ and v′ in A
such that a = du′ + γv′ (with γu′ = 0). This follows from the second part of
the theorem. Obstructions to lifts within A are not removed by going to the
big algebra.
5.2.1 Model 1
For the first Chapline-Manton model discussed above, the invariant coho-
mology of d is trivial. Indeed, in the algebra generated by F and H , the
differential d takes the contractible form dF = H , dH = 0. Thus
E1 ≡ H(d0, E
small
0 ) = 0 (5.9)
where Esmall0 is the algebra generated by F and H .
5.2.2 Model 2
In the algebra generated by the gauge-invariant curvatures, d takes the form
dF = 0, dH = F r+1. (5.10)
Since H2 = 0, any element in this algebra is of the form
a = α(F ) + β(F )H (5.11)
where α(F ) and β(F ) are polynomials in F. The condition that a is closed
implies β(F )F k+1 = 0, which forces β(F ) to vanish. Furthermore a ≡ α(F )
is exact if it is in the ideal generated by F r+1. Thus, we have the theorem:
Theorem 5.3 The invariant cohomology of d for the Chapline-Manton mo-
del 2 is the quotient of the algebra generated by the F ’s by the ideal generated
by F r+1.
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5.2.3 Model 3
For the third model, d is given by (3.17). By redefining the curvature G as
GM = G−
F 2
2
(5.12)
this can be brought to the form
dF = −H, dH = 0, dGM = 0 (5.13)
from which it follows that:
Theorem 5.4 For the third model, the invariant cohomology of d is given
by the polynomials in the variable GM = G− F
2/2.
5.2.4 Model 4
The invariant polynomials in the small algebra are the polynomials in the
gauge-invariant curvature H of the 2-form and in the “fundamental” invari-
ants trF 2, trF 3, ... trFN for SU(N) (this is a basis for the SU(N) sym-
metric polynomials). These polynomials are closed, except H , which fulfills
dH = trF 2. Hence, H and trF 2 do not appear in the cohomology.
Theorem 5.5 For the fourth model, the invariant cohomology of d is given
by the polynomials in trF 3, trF 4, ... trFN .
5.3 Universal algebra U
The small algebra A involves only exterior forms, exterior products and ex-
terior derivatives. It does “remember” the spacetime dimension since its
generators are not free: any product of generators whth form-degree exceed-
ing the spacetime dimension vanishes.
It is useful to drop this relation and to work in the algebra freely generated
by the potentials, the last ghosts of ghosts and their exterior derivatives with
the sole condition that these commute or anti-commute (graded commutative
algebra) but without imposing any restriction on the maximally allowed form
degree [13, 48]. This algebra is called the universal algebra and denoted by
U . In this algebra, the cohomology of d is trivial in all form-degrees and the
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previous theorems on the invariant cohomology of d are also valid in form-
degree ≥ n. Furthermore, one can sharpen the condition for a cocycle in
H(γ) to be non trivial in H(γ|d).
Theorem 5.6 A necessary and sufficient condition for X ∈ H(γ) to be non-
trivial in H(γ|d) is that there exists r such that drX 6= 0. That is, the lift
of X must be obstructed at some stage. (For the equation drX 6= 0 to make
sense, diX must vanish for i < r. Also, we denote again X ∈ E0 and its
representative in Er by the same letter).
Proof: The decomposition of En is now non-trivial since da does not
necessarily vanish even when a is a n-form. Thus, dn is not necessarily zero
and the procedure of lifting can be pursued above form-degree n. Suppose
that one does not encounter an obstruction in the lifting of X . That is,
one can go all the way up to ghost number zero, the last two equations
being dck + γb = 0 (with b of ghost number zero) and db = 0 (so b lifts to
zero). Then, one can write b = dm since the cohomology of d is trivial in
any form-degree in the universal algebra U (except for the constants, which
cannot arise here since b involves the fields). The triviality of the top-form b
implies the triviality in H(γ|d) of all the elements below it. Thus, a necessary
condition for the bottom to be non trivial in H(γ|d) is that one meets an
obstruction in the lift at some stage. The condition is also clearly sufficient.
One can summarize our results as follows
Theorem 5.7 (Generalized “transgression” lemma) Let X ∈ E0 be a non-
trivial element of H(γ|d). Then there exists an integer r such that diX = 0,
i < r and drX = Y 6= 0. The element Y is defined through the chain
dX + γc1 = 0, ..., dcr−1 + γcr = 0, dcr + γcr+1 = Y , where the elements
ci ∈ U (i = 1, r + 1) are chosen so as to go all the way up to cr+1. One has
γY = 0 and Y should properly be viewed as an element of Er (reflecting the
ambiguities in the lift). One calls the obstruction Y to a further lift of X
the (generalized) “transgression” of X. The element X and its transgression
have opposite statistics.
This is the direct generalization of the analysis of [13] to the case of p-forms.
“Primitive elements” of E0 are those that have form-degree zero and for which
the transgression has ghost number zero, i.e., they are the elements that can
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be lifted all the way up to ghost number zero (“that can be transgressed”).
We refer to [13, 43, 49] for more background information applicable to the
Yang-Mills case.
Because the space En and the next ones can be further decomposed in
the universal algebra,
En ≃ Imdn ⊕ En+1 ⊕ Fn, En+1 ≃ etc (5.14)
where the decomposition for a given γ-cocycle ultimately ends at form-degree
equal to the ghost number, one has
E0 ≃ ⊕
∞
k=0Fk ⊕
∞
k=0 Imdk. (5.15)
6 Results
We can now compute the spaces Ek.
6.1 Free case
Let 0 < p1 < p2 < . . . < pM be the form degrees of the gauge potentials B
a.
We denote by Ba11 the forms of degrees p1, B
a2
2 the forms of degree p2 etc.
The first non-vanishing differential (in Esmall0 ) is dp1 so that E
small
0 =
E1 = E2 = ... = Ep1 . Any bottom in E
small
0 can be lifted at least p1 times.
In E1, the differential dp1 acts as follows
dp1B
a1(0,p1)
1 = H
a1
1 , dp1H
a1
1 = 0 (6.1)
in the sector of the forms of degree p1 and
dp1B
ak(0,pk)
k = 0, dp1H
ak
k = 0, k > 1 (6.2)
in the other sectors. The form of the differential dp1 makes explicit the
contractible part of (Ep1, dp1). The variables B
a1(0,p1)
1 and H
a1
1 are removed
from the cohomology, so that Ep1+1 is isomorphic to the algebra generated
by the curvatures Hakk of form-degree > p1 + 1 and the last ghosts of ghosts
of ghost number > p1.
A subspace Fp1 complementary to Ker dp1 is easily constructed. In fact,
a monomial in B
a1(0,p1)
1 and H
a1
1 is defined by a tensor fa1...akb1...bm which
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is symmetric (respectively antisymmetric) in a1, . . . , ak and antisymmetric
(respectively symmetric) in b1, . . . , bm if the last ghosts of ghosts are com-
muting (respectively anticommuting). Its irreducible components can be of
two Young-symmetry types, one of which must be zero if the monomial is to
be annihilated by dp1. The space Fp1 can be taken to be the space generated
by the monomials of this symmetry type (not annihilated by dp1), tensored
by the algebra generated by the curvatures and last ghosts of ghosts of higher
degree. Together with their successive lifts, the elements in Fp1 provide all
the non-trivial solutions of the Wess-Zumino consistency condition which are
involved in descents whose bottoms can be lifted exactly p1 times.
Similarly, one finds that the next non-vanishing differential is dp2. The
generators B
a2(0,p2)
2 and H
a2
2 drop from the cohomology of dp2 while those
of higher degree remain. A space Fp2 can be constructed along exactly the
same lines as the space Fp1 above and characterizes the solutions of the
Wess-Zumino consistency condition involved in descents whose bottoms can
be lifted exactly p2 times.
More generally, the non-vanishing differentials are dpk . They are defined
(in Epk , which is isomorphic to the algebra generated by the curvatures of
form-degree > pk−1+1 and the last ghosts of ghosts of ghost number > pk−1)
through
dpkB
ak(0,pk)
k = H
ak
k , dpkH
ak
k = 0 (6.3)
and
dpkB
aj (0,pj)
j = 0, dpkH
aj
j = 0, j > k. (6.4)
The generators B
ak(0,pk)
k and H
ak
k disappear in cohomology. The subspace
Fpk is again easily constructed along the previous lines. Together with their
successive lifts, the elements in Fpk provide all the non-trivial solutions of
the Wess-Zumino consistency condition which are involved in descents whose
bottoms can be lifted exactly pk times.
The discussion can be illustrated in the case of the simple model with
one free 1-form A(1,0) and one free 2-form B(2,0) considered in subsection 4.2.
The space Esmall0 is isomorphic to the space of polynomials in the curvature-
forms F , H and the last ghosts of ghosts A(0,1), B(0,2). The differential dsmall0
vanishes so E1 = E
small
0 . One finds next d1A
(0,1) = F , d1F = 0, d1B
(0,2) = 0
and d1H = 0. The space E2 is isomorphic to the space of polynomials in
B(0,2) and H . One may take for F1 the space of polynomials linear in A
(0,1).
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These can be lifted exactly once, their lifts being linear in A(1,0) and A(0,1),
a ∈ F1 ⇔ a = A
(0,1)
∑
(B(0,2))lF kHm (m = 0 or 1) (6.5)
Then, one gets
da+ γb = 0 (6.6)
with
b =
∑
(A(1,0)(B(0,2))lF kHm + lA(0,1)B(1,1)(B(0,2))l−1F kHm). (6.7)
They cannot be lifted a second time since the obstruction d1a =
∑
(B(0,2))l
F k+1Hm does not vanish. The above a’s and b’s are the most general solutions
of the Wess-Zumino consistency condition involved in descents of length 1.
The differential d2 in E2 is given by d2B
(0,2) = H , d2H = 0. Because
H2 = 0, one may take for F2 the space of polynomials in B
(0,2) only. For
those, the descent reads,
α = (B(0,2))l , γα = 0
β = lB(1,1)(B(0,2))l−1 , dα+ γβ = 0
λ = lB(2,0)(B(0,2))l−1 +
l(l − 1)
2
(B(0,2))l−2(B(1,1))2 , dβ + γλ = 0 (6.8)
The elements of the form α, β or λ are the most general solutions of the
Wess-Zumino consistency condition involved in descents of length 2. With
the solutions involved in descents of length 1 and those that do not descend
(i.e., which are strictly annihilated by γ), they exhaust all the (antifield-
independent) solutions of the Wess-Zumino consistency condition.
A straightforward consequence of our discussion is the following theorem,
which will prove useful in [11].
Theorem 6.1 Let ω be a γ-cocycle that takes the form
ω = α(Hass B
as,(0,ps)
s )β(B
ak(0,pk)
k , H
ak
k ), k > s (6.9)
where α vanishes if Hass and B
as(0,ps)
s are set equal to zero (no constant term)
and fulfills
dpsα = 0 (6.10)
(the first potential obstruction in the lift of ω is absent). Then, ω is trivial
in H(γ|d).
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The proof is direct, one has α = dpsµ for some µ(H
as
s , B
as(0,ps)
s ) since dps is
acyclic in the space of the α(Hass B
as,(0,ps)
s ) with no constant term. Thus ω
is dps-exact, ω = dps(µβ): ω is the first obstruction to the further lift of µβ
and as such, is trivial.
The theorem applies in particular when α is an arbitrary polynomial of
degree > 0 in the curvatures Hass .
6.2 Chapline-Manton models
6.2.1 Model 1
The analysis is trivial in this case since there is no non trivial descent. All so-
lutions of the Wess-Zumino consistency condition can be taken to be strictly
annihilated by γ, i.e., can be taken to be in E0 (E1 = 0). They are thus com-
pletely described by Theorem 3.2 (from which one must remove the d-exact
terms dα([F ])).
6.2.2 Model 2
The second model is more interesting. The algebra Esmall0 has generators H ,
F , A(0,1) and B(0,2r). One may take for F small0 the space of elements of the
form HQ(F,A(0,1), B(0,2r)) for which d0(HQ(F,A
(0,1), B(0,2r))) = F r+1Q 6= 0.
These γ-cocycle do not lift at all. The space E1 is isomorphic to the algebra
generated by F , A(0,1) and B(0,2r), with the relation F r+1 = 0. Thus, it is
not a free algebra contrary to the situation encountered in the free case. The
differential d1 is non trivial and given by
d1A
(0,1) = F, d1F = 0, d1B
(0,2r) = 0 (6.11)
when r > 1, which we shall assume at first. Because F is subject to the
relation F r+1 = 0, the cohomological space E2 ≡ H(d1, E1) is isomorphic to
the algebra generated by B(0,2r) and µ(A, F ) with
µ(A, F ) = −A(0,1)F r (6.12)
The next differentials d2, d3 ... vanish up to d2r−1. So, E2 = E3 = . . . =
E2r−1. One has
d2r−1B
(0,2r) = µ(A, F ), d2r−1µ(A, F ) = 0. (6.13)
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Thus E2r = 0.
One can take for F1 the space of polynomials of the form (B
(0,2r))lQl(F )
A(0,1) where Ql is a polynomial in F of degree strictly less than r. Similarly,
one may take for F2r−1 the space of polynomials in B
(0,2r) (with no constant
piece). We leave it to the reader to write down explicitly the lifts of these
elements. Note in particular that µ(A, F ) does not appear in any of the
spaces Fk. This is because it is now trivial. In the free case, µ(A, F ) is an
element of F1 and is the bottom of a non-trivial descent of length two. The
coupling to the 2-form makes it disappear from the cohomology. At the same
time, the cocycle F r+1, which is in the invariant cohomology of d in the free
case, has now become d-exact in the space of invariant polynomials. Also,
while B(0,2r) can be transgressed all the way up to H in the free case, its lift
stops now at ghost number one with µ.
The situation for r = 1 is similar, the two steps corresponding to the dif-
ferentials d1 and d2r−1 being combined in one, so that the space E2 vanishes.
The easiest way to see this is to observe that H(d1, E1) (with d1A
(0,1) = F ,
d1F = 0 and d1B
(0,2) = µ(A, F ) for r = 1) is isomorphic to H(D,E0) with
DA(0,1) = F , DF = 0, DH = F r+1, DB(0,2) = µ(A, F ) + H . Indeed, one
may view the generator H as Koszul generator for the equation F r+1 = 0.
The change of variable H → H ′ = H + µ brings then D to the manifestly
contractible form.
6.2.3 Model 3
The third model is essentially a combination of the first model in the (A, B)-
sector and of the free model for the improved 3-form CM = C−AB−
1
2
AdA,
with curvature GM = dCM and improved last ghost of ghost C˜
(0,3) (3.15).
Only d0 and d3 are non trivial. The details are left as an exercise.
6.2.4 Model 4
In the absence of coupling between the 2-form and the Yang-Mills field, the
non trivial differentials are
d2B
(0,2) = H, d2H = 0 (6.14)
(B(0,2) ≡ ρ) and
d3trC
3 = trF 2, d3trF
2 = 0 (6.15)
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d5trC
5 = trF 3, d5trF
3 = 0 (6.16)
... (6.17)
d2N−1trC
2N−1 = trFN (6.18)
(see [13]). We have written explicitly only the action of the non trivial dk’s
on the contractible pairs. The last ghost of ghost B(0,2) is non trivial and
can be lifted twice; trC3 is non trivial and can be lifted three times; trC5 is
non trivial and can be lifted five times; more generally, trC2k+1 is non trivial
and can be lifted (2k + 1) times.
When the coupling is turned on, the variables ρ and trC3 disappear from
the cohomology. It follows that all the solutions of the Wess-Zumino con-
sistency condition that were previously above trC3 (or above a polynomial
involving trC3) become trivial. This is the Green-Schwarz anomaly cancel-
lation mechanism [30]. At the same time, the differential d0 becomes non
trivial, as for the previous Chapline-Manton models. One has
d0H = trF
2, d0trF
2 = 0 (6.19)
which shows that trF 2 disappears from the invariant cohomology, as already
pointed out above. The other differentials (6.16) through (6.18) remain un-
changed. The cohomology H(γ|d) is given in [35].
7 Counterterms and anomalies
We finally summarize our results by giving explicitly the antifield-indepen-
dent counterterms and anomalies, i.e., H(n,0)(γ|d) and H(n,1)(γ|d). These
can be of two types: (i) the ones that descend trivially (“type A”); these can
be assumed to be strictly annihilated by γ and are described by H(γ) up
to trivial terms; and (ii) the ones that lead to a non-trivial descent (“type
B”); these can be assumed to be in the small algebra modulo solutions of the
previous type. For small ghost number, it turns out to be more convenient
to determine the solutions of “type B” directly from the obstructions sitting
above them rather than from the bottom. That this procedure, which works
in the universal algebra, yields all the solutions, is guaranteed by our general
analysis.
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7.1 Counterterms and anomalies of type A
a) The counterterms that lead to a trivial descent involve in general the indi-
vidual components of the gauge-invariant field strengths and their derivatives
and generically cannot be expressed as exterior products of the forms F or
H . They are the gauge-invariant polynomials introduced above and read
explicitly
a = a([Ha])dnx (7.1)
for the free models3,
a = a([F ])dnx (7.2)
for the first Chapline-Manton models,
a = a([F ], [H ])dnx (7.3)
for the second Chapline-Manton models and
a = a([F ], [G])dnx (7.4)
for the third Chapline-Manton models (with the condition a 6= db in all cases
which is equivalent to the condition that the variational derivatives of a with
respect to the fields do not identically vanish).
For the fourth Chapline-Manton model, the counterterms are invariant
functions of F aµν and their covariant derivatives, as well as of [H ],
a = PI([F
a], [H ])dnx, (7.5)
where PI is invariant under the adjoint representation of SU(N).
We have assumed that the spacetime forms dxµ occur only through the
product dx0dx1 · · · dxn−1 ≡ dnx as this is required by Lorentz-invariance.
3Recall that the “free models” encompass in fact all models having the gauge symme-
tries of the free theory since the present analysis depends only on the form of the gauge
transformations and not on the specific Lagrangian. So the results for the “free models”
cover general Lagrangians L([Ha]) or models with Chern-Simons interactions.
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b) The anomalies that lead to a trivial descent are sums of terms of the
form a = P C dnx where P is a gauge-invariant polynomial and C is a last
ghost of ghost of ghost number one, which must be non trivial in H(γ).
These anomalies exist only for a free theory with 1-forms and in the second
Chapline-Manton models since only in these cases are there non trivial, last
ghosts of ghosts of ghost number one. One has explicitly
a = PA([H
a])BA(0,1), (7.6)
where A runs over the 1-forms (free models) or
a = P ([F ], [H ])A(0,1), (7.7)
(second CM models). In both cases a will be trivial if P = dR where R is
an invariant polynomial or if PA = PA(H
a) with PAH
A = 0 in the first case
and a = µ in the second case.
The existence of such anomalies - which generically cannot be expressed
as exterior products of curvatures and ghosts - was pointed out in [50] for
Yang-Mills gauge models with U(1) factors.
7.2 Counterterms of type B
The solutions that lead to a non trivial descent can be assumed to be in
the small algebra, i.e., can be expressed in terms of exterior product of the
fields, the ghosts (which are all exterior forms) and their exterior derivatives
(modulo solutions of type A). If a is a non-trivial solution of the Wess-Zumino
consistency condition with ghost number zero, then da 6= 0 (in the universal
algebra). Since a has ghost number zero, it is the top of the descent and da
is the obstruction to a further lift. Because da is a γ-cocycle, it is a gauge-
invariant polynomial. It must, in addition, be d-closed but not d-exact in the
space of gauge-invariant polynomials since otherwise, a could be redefined
to be of type A. Therefore, da is an element of the invariant cohomology
of d and it will be easier to determine a directly from the obstruction da
rather than from the bottom of the descent because one knows the invariant
cohomology of d.
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7.2.1 Free models
In the free case, any polynomial P (H) in the curvatures Ha is d-closed and
thus d-exact,
P (H) = dQ(H,B) (7.8)
where Q is linear in the forms Ba,
Q = Ra(H
b)Ba, (7.9)
One may in fact assume that Q involves only the potentials Ba of the curva-
tures of smaller form-degree occuring in P . To searched-for solution of the
Wess-Zumino consistency condition of which P is the obstruction to a further
lift is of course just Q. These are the familiar Chern-Simons terms, which
exist provided one can match the spacetime dimension n with a polynomial
in the curvatures Ha and the forms Ba, linear in Ba.
The whole descent associated with Q is generated through the ”Russian
formula” [45, 32]
P = γ˜Q(H, B˜) (7.10)
γ˜ = d+ γ (7.11)
B˜a = Ba(pa,0) +Ba(pa−1,1) + · · ·Ba(0,pa) (7.12)
which follows from the “horizontability condition” [32]
γ˜B˜a = Ha. (7.13)
By expanding (7.10) according to the ghost number, one gets the whole tower
of descent equations. The bottom takes the form Ra(H
b)Ba(0,pa) and is linear
in the last ghosts of ghosts associated with the forms of smaller form degree
involved in P . That the bottoms should take this form could have been
anticipated since these are the only bottoms with the right degrees that can
be lifted all the way to form-degree n. The non-triviality of the bottom
implies also the non-triviality of the whole tower.
It is rather obvious that the Chern-Simons terms are solutions of the
Wess-Zumino consistency condition. The main result here is that these are
the only solutions that descend non trivially (up to solutions of type A).
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7.2.2 Chapline-Manton model 1
There is in this case no non trivial solution of type B since there is no non
trivial descent.
7.2.3 Chapline-Manton model 2
One may proceed as for the free theory. The polynomial P must be taken
in the invariant cohomology of d and so is a polynomial in the curvatures
F with F r+1 identified with zero. This leads, as in the free theory, to the
Chern-Simons terms
a = FmA, (7.14)
except that F rA is now absent because it can be brought to class A up to
exact terms. These Chern-Simons terms are available in all odd dimensions.
7.2.4 Chapline-Manton model 3
In this case, the obstruction P is a polynomial in the improved field strength
GM . One has P = dQ(GM , CM) where
Q(GM , CM) = R(GM)CM (7.15)
is linear in the improved potential CM = C−AB−
1
2
AdA. The Chern-Simons
solution Q exists only in spacetime dimension 4k−1. As in the free case, the
whole descent associated with Q is generated through the Russian formula:
P = γ˜Q(GM , C˜M) (7.16)
γ˜ = d+ γ (7.17)
C˜M = CM + EM + LM + C˜
(0,3), (7.18)
with EM = C
(2,1) − 1
2
A(1,0)B(1,1) − 1
2
dAA(0,1) − BA(0,1) and LM = C
(1,2) −
1
2
AB(0,2) − 1
2
A(0,1)B(1,1). This follows from the “horizontability condition”
γ˜C˜M = GM . (7.19)
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7.2.5 Chapline-Manton model 4
Again, one finds as solutions the familiar higher order Yang-Mills Chern-
Simons not involving trF 2 or ω3. These are available in odd dimensions
> 3.
7.3 Anomalies of type B
The anomalies a of type B can themselves be of two types. They can arise
from an obstruction that lives one dimension higher or from an obstruction
that lives two dimensions higher. In the first case, the obstruction da has
form degree n+1 and ghost number 1. This case is only possible for the free
models with 1-forms and the second Chapline-Manton model, since there is
no γ-cohomology in ghost number one for the other models. In the other
case, the anomaly can be lifted once, da + γb = 0. The obstruction db to a
further lift is then a (n+ 2)-form of ghost number 0.
In the first case, the obstruction da reads
da + γ(something) = PA(H)B
A(0,1) (7.20)
(we consider explicitly the free case, the second CM model being handled
similarly). The right-hand side of (7.20) is necessarily the d1 of something.
Indeed, it cannot be the dk (k > 1) of something, say m, since this would
make m trivial: the first obstruction to the lift of m would have to vanish
and m involves explicitly the variables of the 1-form sector (see theorem 6.1
above). This implies
PA(H)B
A(0,1) = CAB(H)H
ABB(0,1), CAB(H) = −CBA(H) (7.21)
so that PA(H)B
A(0,1) = d1(
1
2
CAB(H)B
A(0,1)BB(0,1)). One thus needs at least
two 1-forms to construct such solutions. If CAB(H) involves the curvatures
HA of the 1-forms, it must be such that (7.21) is not zero. The anomaly
following from (7.20) is
a = CAB(H)B
A(1,0)BB(0,1), (7.22)
and the associated descent is generated through
CAB(H)H
ABB(0,1) = γ˜(
1
2
CAB(H)B˜AB˜B) (7.23)
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In the second case and for the free theory, the obstruction P ∈ H inv(d)
is a polynomial in Ha of form-degree n + 2, which can be written P = dQ
where Q is linear in the potentials associated with the curvatures of lowest
degree occuring in P . The solution a and the descent are obtained from the
Russian formula (7.10), exactly as for the counterterms,
a = Ra(H
b)Ca. (7.24)
They are linear in the ghosts and exist only if there are forms of degree > 1
which are the only ones that can occur in P since otherwise a is either trivial
or of type A. Indeed, if variables from the 1-form sector occur in P , then
P = d1a (if P is non trivial) and the descent has only two steps. But this
means that a is the bottom of the descent and is really of type A.
There is no solution of this type for the Chapline-Manton model 1 because
of the lack of a non-trivial descent.
For the Chapline-Manton model 2, there is again no anomaly that can
be lifted once because there is no element belonging to an Fk yielding upon
lifting the appropriate obstruction.
For the Chapline-Manton model 3, solutions descending from polynomials
P (GM) in two dimensions higher exist only in spacetime dimensions equal
to 4k − 2. They are given by
a = Q(GM)LM , (7.25)
with LM defined in Section 7.2.4.
Finally, for the Chapline-Manton model 4, one has all the anomalies of
the SU(N) Yang-Mills theory, except those involving the cocycle trC3 and its
lifts since they are now trivial.
8 Conclusions
In this paper, we have derived the general solution of the antifield-independ-
ent Wess-Zumino consistency condition for models involving p-forms. We
have justified in particular why one may assume that the solutions can be
expressed in terms of exterior products of the fields, the ghosts (which are all
exterior forms) and their exterior derivatives, when these solutions occur in
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non trivial descents. This is not obvious to begin with since there are solu-
tions that are not expressible in terms of forms (those that descend trivially)
and justify the usual calculations made for determining the anomalies. Once
one knows that the solutions involved in non trivial descents can be expressed
in terms of forms (up to solutions that descend trivially), one can straight-
forwardly determine their explicit form in ghost numbers zero and one. This
was done in the last section where all counterterms and anomalies have been
classified. The counterterms for the free models are either strictly gauge
invariant and given by (7.1) or of the Chern-Simons type (when available)
and given by (7.9). The counterterms for the Chapline-Manton models are
also either strictly invariant (Eqs. (7.2), (7.3), (7.4), (7.5)) or of the Chern-
Simons type. These Chern-Simons solutions exist for all the models except
the first one in appropriate dimensions (see Eqs. (7.14), (7.15) respectively
and Section 7.2.5).
The anomalies may also be either strictly annihilated by γ, or lead to a
non-trivial descent. The first type generalizes the anomalies of Dixon and Ra-
mon Medrano [50] and exist in the free case and the second CM model. The
more familiar anomalies with a non trivial descent are analyzed in Section
7.4 and listed in Eqs. (7.22), (7.24), (7.25) and below (7.25).
The method applies also to other values of the ghost number, which are
relevant in the analysis of the antifield-dependent cohomology.
As we have shown in [36], the natural appearance of exterior forms holds
also for the characteristic cohomology: all higher order conservation laws are
naturally expressed in terms of exterior products of field strengths and duals
to the field strengths. It is this property that makes the gauge symmetry-
deforming consistent interactions for p-form gauge fields expressible also in
terms of exterior forms and exterior products [25, 11].
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