Faktor-faktor yang Mempengaruhi Minat Pemanfaatan dan Penggunaan Sistem

Informasi Akuntansi Pada Perusahaan Dagang di Kota Semarang by Elen, -
Sumber : Vankatesh et al (2003)
Berikut  ini  adalah  sejumlah  pertanyaan  yang  berkaitan  dengan  minat  serta
penggunaan sistem informasi akuntansi berbasis komputer. Kami mohon Bapak/Ibu
memberikan  tanda  silang  (X)  pada  masing-masing  alternative  jawaban  di  kolom-
kolom yang tersedia. 
A. Data Demografi
1. Umur : ……..tahun
2. Jenis kelamin : Pria         Wanita
3. Jabatan : ……….
4. Pendidikan Terakhir : SMU/SMK    S1     S2         Lain-lain
5. Pengalaman menggunakan sistem informasi akuntansi berbasis komputer ….. 
tahun.
6. Apakah terdapat tuntutan dari perusahaan untuk menggunakan sistem informasi 
akuntansi       berbasis komputer?               YA         TIDAK
No
.
Ekspektasi Kinerja STS TS N S SS
1. Penggunaan sistem informasi akuntansi (software akuntansi)
berguna untuk pekerjaan saya.
2. Menggunakan sistem informasi akuntansi (software 
akuntansi) membantu saya menyelesaikan pekerjaan lebih 
cepat.
3. Menggunakan sistem informasi akuntansi (software 
akuntansi)  meningkatkan produktivitas saya.
4. Jika saya menggunakan sistem informasi akuntansi maka 
akan meningkatkan peluang saya untuk naik jabatan
No
.
Ekspektasi Usaha STS TS N S SS
1. Interaksi antara saya dengan sistem informasi akuntansi 
(software akuntansi) bersifat jelas dan dapat dimengerti
2. Akan mudah bagi saya menjadi ahli dalam menggunakan 
sistem informasi akuntansi (software akuntansi)
3. Menurut saya, menggunakan sistem informasi akuntansi 
(software akuntansi) itu mudah.
4. Belajar untuk mengoperasikan sistem informasi akuntansi 
(software akuntansi) itu mudah bagi saya
No
.
Faktor Sosial STS TS N S SS
1. Menurut rekan kerja saya, saya perlu menggunakan sistem 
informasi akuntansi (software akuntansi) 
2. Menurut atasan saya, saya perlu menggunakan sistem 
informasi akuntansi (software akuntansi)
3. Atasan saya dan senior saya sangat membantu dalam 
penggunaan sistem informasi akuntansi (software akuntansi)




Minat pemanfaatan SIA berbasis komputer STS TS N S SS
1. Saya memiliki keinginan untung menggunakan sistem 
informasi akuntansi (software akuntansi)  pada kurun waktu 
12 bulan kedepan.
2. Saya memprediksi bahwa saya akan menggunakan sistem 
informasi akuntansi (software akuntansi) pada kurun waktu 
12 bulan kedepan.
3. Saya berencana akan menggunakan sistem informasi 




Kondisi yang memfasilitasi pemakai STS TS N S SS
1. Saya memiliki sumber daya (contoh: komputer, laptop, 
software, internet) yang diperlukan dalam menggunakan 
sistem informasi akuntansi
2. Saya memiliki pengetahuan yang diperlukan untuk 
menggunakan sistem informasi akuntansi (software 
akuntansi) (contoh: mengerti cara menggunakan komputer 
dll)
3. Sistem informasi akuntansi (software akuntansi) kompatibel
dengan sistem lain yang saya gunakan (contoh: SIA yang 
digunakan bisa diakses melalui laptop anda)
4. Terdapat tenaga ahli yang tersedia untuk membantu 
masalah-masalah saya dalam penggunaan sistem informasi 
akuntansi (software akuntansi)
No. Penggunaan Sistem Informasi Akuntansi
1. Intensitas  dalam penggunaan sistem informasi  akuntansi  berbasis  komputer
dalam satu hari (berhubungan dengan pekerjaan Bpk/Ibu)




e) Lebih dari 120 menit
2. Frekuensi dalam penggunaan sistem informasi akuntansi.
a) Sekali atau dua kali dalam sebulan
b) Sekali atau dua kali dalam ½ bulan
c) Sekali atau dua kali dalam seminggu
d) Sekali dalam satu hari
e) Beberapa kali dalam satu hari
3. Seberapa sering anda menggunakan SIA atau software akuntansi?









1 .505** .418** .056 .712**
.000 .000 .594 .000
93 93 93 93 93
.505** 1 .460** .243* .783**
.000 .000 .019 .000
93 93 93 93 93
.418** .460** 1 .190 .730**
.000 .000 .069 .000
93 93 93 93 93
.056 .243* .190 1 .556**
.594 .019 .069 .000
93 93 93 93 93
.712** .783** .730** .556** 1
.000 .000 .000 .000





















PE1 PE2 PE3 PE4 PEtot
Correlation is significant at the 0.01 level (2-tailed).**. 
Correlation is significant at the 0.05 level (2-tailed).*. 
Correlations
Correlations
1 .558** .243* .186 .646**
.000 .019 .075 .000
93 93 93 93 93
.558** 1 .243* .287** .684**
.000 .019 .005 .000
93 93 93 93 93
.243* .243* 1 .454** .754**
.019 .019 .000 .000
93 93 93 93 93
.186 .287** .454** 1 .717**
.075 .005 .000 .000
93 93 93 93 93
.646** .684** .754** .717** 1
.000 .000 .000 .000





















EE1 EE2 EE3 EE4 EEtot
Correlation is significant at the 0.01 level (2-tailed).**. 
Correlation is significant at the 0.05 level (2-tailed).*. 
Correlations
Correlations
1 .797** .479** .524** .845**
.000 .000 .000 .000
93 93 93 93 93
.797** 1 .566** .593** .903**
.000 .000 .000 .000
93 93 93 93 93
.479** .566** 1 .601** .784**
.000 .000 .000 .000
93 93 93 93 93
.524** .593** .601** 1 .799**
.000 .000 .000 .000
93 93 93 93 93
.845** .903** .784** .799** 1
.000 .000 .000 .000





















SI1 SI2 SI3 SI4 SItot
Correlation is significant at the 0.01 level (2-tailed).**. 
Correlations
Correlations
1 .984** .984** .996**
.000 .000 .000
93 93 93 93
.984** 1 .968** .991**
.000 .000 .000
93 93 93 93
.984** .968** 1 .991**
.000 .000 .000
93 93 93 93
.996** .991** .991** 1
.000 .000 .000

















BI1 BI2 BI3 BItot
Correlation is significant at the 0.01 level (2-tailed).**. 
Correlations
Correlations
1 .475** .107 .307** .661**
.000 .307 .003 .000
93 93 93 93 93
.475** 1 .367** .203 .674**
.000 .000 .051 .000
93 93 93 93 93
.107 .367** 1 .313** .645**
.307 .000 .002 .000
93 93 93 93 93
.307** .203 .313** 1 .746**
.003 .051 .002 .000
93 93 93 93 93
.661** .674** .645** .746** 1
.000 .000 .000 .000





















FC1 FC2 FC3 FC4 FCtot
Correlation is significant at the 0.01 level (2-tailed).**. 
Correlations
Correlations
1 .307** .392** .810**
.003 .000 .000
93 93 93 93
.307** 1 .388** .678**
.003 .000 .000
93 93 93 93
.392** .388** 1 .772**
.000 .000 .000
93 93 93 93
.810** .678** .772** 1
.000 .000 .000

















UB1 UB2 UB3 UBtot














Listwise deletion based on all




















Mean Std. Deviation N
Inter-Item Correlation Matrix
1.000 .505 .418 .056
.505 1.000 .460 .243
.418 .460 1.000 .190





PE1 PE2 PE3 PE4
The covariance matrix is calculated and used in the analysis.
Item-Total Statistics
12.16 1.289 .434 .306 .550
12.17 1.231 .578 .358 .449
12.41 1.309 .493 .267 .511




















16.52 2.122 1.457 4
Mean Variance Std. Deviation N of Items
Reliability
Warnings










Listwise deletion based on all




















Mean Std. Deviation N
Inter-Item Correlation Matrix
1.000 .558 .243 .186
.558 1.000 .243 .287
.243 .243 1.000 .454





EE1 EE2 EE3 EE4
The covariance matrix is calculated and used in the analysis.
Item-Total Statistics
11.27 1.329 .411 .324 .595
11.27 1.286 .464 .347 .564
11.58 1.007 .435 .233 .588




















15.23 1.894 1.376 4
Mean Variance Std. Deviation N of Items
Reliability
Warnings










Listwise deletion based on all




















Mean Std. Deviation N
Inter-Item Correlation Matrix
1.000 .797 .479 .524
.797 1.000 .566 .593
.479 .566 1.000 .601





SI1 SI2 SI3 SI4
The covariance matrix is calculated and used in the analysis.
Item-Total Statistics
11.89 .814 .724 .639 .800
11.85 .651 .786 .694 .774
11.97 .858 .626 .429 .838




















15.87 1.353 1.163 4
Mean Variance Std. Deviation N of Items
Reliability
Warnings










Listwise deletion based on all



























The covariance matrix is calculated and used in the analysis.
Item-Total Statistics
8.24 1.356 .992 .984 .984
8.25 1.340 .980 .969 .992



















12.37 3.017 1.737 3
Mean Variance Std. Deviation N of Items
Reliability
Warnings










Listwise deletion based on all




















Mean Std. Deviation N
Inter-Item Correlation Matrix
1.000 .475 .107 .307
.475 1.000 .367 .203
.107 .367 1.000 .313





FC1 FC2 FC3 FC4
The covariance matrix is calculated and used in the analysis.
Item-Total Statistics
11.87 .614 .390 .289 .529
11.86 .643 .466 .328 .496
11.95 .617 .354 .214 .554




















15.89 .923 .961 4
Mean Variance Std. Deviation N of Items
Reliability
Warnings










Listwise deletion based on all



























The covariance matrix is calculated and used in the analysis.
Item-Total Statistics
8.96 .716 .424 .182 .551
8.69 1.108 .409 .179 .553



















13.48 1.709 1.307 3




93 3.25 5.00 4.1290 .36418
93 2.75 4.75 3.8065 .34407
93 3.00 4.50 3.9677 .29077
93 3.00 5.00 4.1219 .57893
93 3.25 5.00 3.9731 .24019









N Minimum Maximum Mean Std. Deviation
Descriptives
Descriptive Statistics
93 3 5 4.35 .545
93 3 5 4.34 .500
93 3 5 4.11 .499







N Minimum Maximum Mean Std. Deviation
Descriptives
Descriptive Statistics
93 3 5 3.96 .415
93 3 5 3.96 .415
93 2 5 3.65 .602







N Minimum Maximum Mean Std. Deviation
Descriptives
Descriptive Statistics
93 3 5 3.98 .329
93 3 5 4.02 .416
93 3 5 3.90 .332







N Minimum Maximum Mean Std. Deviation
Descriptives
Descriptive Statistics
93 3 5 4.13 .575
93 3 5 4.12 .587






N Minimum Maximum Mean Std. Deviation
Descriptives
Descriptive Statistics
93 3 5 4.02 .329
93 3 5 4.03 .274
93 3 5 3.95 .342







N Minimum Maximum Mean Std. Deviation
Descriptives
Descriptive Statistics
93 3 5 4.53 .701
93 3 5 4.80 .456






N Minimum Maximum Mean Std. Deviation
























Test distribution is Normal.a. 











All requested variables entered.a. 
Dependent Variable: BIb. 
Model Summary








Predictors: (Constant), SI, EE, PEa. 
ANOVAb









Squares df Mean Square F Sig.
Predictors: (Constant), SI, EE, PEa. 
Dependent Variable: BIb. 
Coefficientsa
-.763 .947 -.806 .423
.370 .160 .232 2.315 .023 .853 1.173
.354 .164 .210 2.150 .034 .900 1.111













t Sig. Tolerance VIF
Collinearity Statistics



















Dependent Variable: BIa. 
Collinearity Diagnosticsa
3.987 1.000 .00 .00 .00 .00
.006 25.493 .01 .00 .75 .27
.005 28.395 .03 .97 .10 .15










Index (Constant) PE EE SI
Variance Proportions











All requested variables entered.a. 
Dependent Variable: abs_resb. 
Model Summaryb








Predictors: (Constant), SI, EE, PEa. 
Dependent Variable: abs_resb. 
ANOVAb









Squares df Mean Square F Sig.
Predictors: (Constant), SI, EE, PEa. 
Dependent Variable: abs_resb. 
Coefficientsa
.264 .572 .461 .646
.242 .096 .277 2.507 .014
-.144 .099 -.156 -1.453 .150














Dependent Variable: abs_resa. 
Residuals Statisticsa
.2096 .5958 .3923 .08499 93
-.38500 .93498 .00000 .30590 93
-2.149 2.395 .000 1.000 93





Minimum Maximum Mean Std. Deviation N
Dependent Variable: abs_resa. 
HASIL UJI REGRESI BERGANDA I
Regression
Variables Entered/Removedb







All requested variables entered.a. 
Dependent Variable: BIb. 
Model Summary








Predictors: (Constant), SI, EE, PEa. 
ANOVAb









Squares df Mean Square F Sig.
Predictors: (Constant), SI, EE, PEa. 
Dependent Variable: BIb. 
Coefficientsa
-.763 .947 -.806 .423
.370 .160 .232 2.315 .023
.354 .164 .210 2.150 .034














Dependent Variable: BIa. 

























Test distribution is Normal.a. 











All requested variables entered.a. 
Dependent Variable: UBb. 
Model Summary








Predictors: (Constant), FC, BIa. 
ANOVAb









Squares df Mean Square F Sig.
Predictors: (Constant), FC, BIa. 
Dependent Variable: UBb. 
Coefficientsa
2.458 .729 3.374 .001
.095 .082 .126 1.160 .249 .854 1.171












t Sig. Tolerance VIF
Collinearity Statistics















Dependent Variable: UBa. 
Collinearity Diagnosticsa
2.987 1.000 .00 .00 .00
.011 16.215 .07 .95 .03









Index (Constant) BI FC
Variance Proportions











All requested variables entered.a. 
Dependent Variable: abs_resb. 
Model Summaryb








Predictors: (Constant), FC, BIa. 
Dependent Variable: abs_resb. 
ANOVAb









Squares df Mean Square F Sig.
Predictors: (Constant), FC, BIa. 
Dependent Variable: abs_resb. 
Coefficientsa
1.287 .455 2.828 .006
.024 .051 .053 .476 .635













Dependent Variable: abs_resa. 
Residuals Statisticsa
.0627 .5095 .3178 .06070 93
-.31627 1.25766 .00000 .26023 93
-4.202 3.159 .000 1.000 93





Minimum Maximum Mean Std. Deviation N
Dependent Variable: abs_resa. 
HASIL UJI REGRESI BERGANDA II
Regression
Variables Entered/Removedb







All requested variables entered.a. 
Dependent Variable: UBb. 
Model Summary








Predictors: (Constant), FC, BIa. 
ANOVAb









Squares df Mean Square F Sig.
Predictors: (Constant), FC, BIa. 
Dependent Variable: UBb. 
Coefficientsa
2.458 .729 3.374 .001
.095 .082 .126 1.160 .249













Dependent Variable: UBa. 






















































































































































































































































































































































































































































































Cells contain zero-order (Pearson) correlations.a. 
