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Introduction
There has long been a philosophy that every deformation problem in characteristic 0
should give rise to a differential graded Lie algebra (DGLA). This DGLA should not
only determine the deformation functor (and indeed the deformation groupoid up to
equivalence), but also somehow encapsulate more information (corresponding to the
higher cohomology) about the original problem. We have:
Deformation Problem❀ DGLA❀ Deformation Groupoid❀ Deformation Functor.
However, there are several respects in which DGLAs are not wholly satisfactory.
Finding a DGLA to govern a given problem is not easy — Kontsevich describes it as
an “art” ([Kon94]), so the arrow
Deformation Problem❀ DGLA
above is merely aspirational. Kontsevich also remarks that, where DGLAs are con-
structed for geometric problems, the methods used are predominantly analytic. This
proves inadequate for the more algebraic problems, such as deformations of an algebraic
variety. However, in [KS00], Kontsevich and Soibelman go some way towards construct-
ing DGLAs for algebraic problems, by providing DGLAs to govern deformations over
an operad. In non-zero characteristic, DGLAs do not, in general, even give rise to
deformation functors.
The reason for these problems is that differential graded objects are usually natural
things to consider only in characteristic zero. This statement is implied by omission
in papers such as [Qui69], showing that DG objects suffice when considering homotopy
theory over the rationals. In non-zero characteristic, it is necessary to use simplicial
objects in their stead. This equivalence of DG and simplicial objects, together with
the relative facility of DG methods, has resulted in a comparative neglect of simplicial
methods. As I will demonstrate, there are may scenarios in which simplicial structures
arise more naturally.
In this paper, I define a simplicial object to replace DGLAs, namely a Simplicial
Deformation Complex (SDC). This gives rise to the picture:
Deformation Problem❀ SDC❀ Deformation Groupoid❀ Deformation Functor.
∗The author is supported by Trinity College, Cambridge and the Isle of Man Department of Educa-
tion.
1
Here we have the advantage not only that this works in non-zero characteristic, but also
that the first arrow is reasonably canonical.
Whereas Kontsevich and Soibelman used operads for their notion of algebraicity, I
use a weaker notion — that of monadic adjunctions. Given the existence of a suitable
monadic adjunction, an SDC can be constructed to govern the relevant deformation
problem. In particular, all operads give rise to monadic adjunctions.
The frequent existence of such adjunctions, and their roˆle in cohomology and ho-
mology, are well documented (e.g.[Mac71] Ch.VII §6, and Notes at the end of Ch VI). It
is thus unsurprising that monadic adjunctions should be useful in deformation theory,
and they immediately enable the construction of SDCs for many deformation problems.
One major way in which this approach diverges from previous approaches is that
the dual construction is equally straightforward, providing SDCs whenever there is
a suitable comonadic adjunction. As an example, this immediately yields an SDC
governing deformations of a local system on an arbitrary topological space.
The real power of this approach, however, lies in the ability to construct SDCs from
a combination of monadic and comonadic adjunctions. For example, to deform a scheme
X is equivalent to deforming its structure sheaf OX . The algebra structure of OX can
be thought of as monadic, while the sheaf structure is comonadic. This provides an
SDC for this example, under more general conditions than those for which a DGLA
was constructed in [Hin05]. By contrast, most previous examples for which DGLAs
were constructed were either purely comonadic (e.g. smooth schemes, for which the
ring structure does not deform), or purely monadic (e.g. affine schemes, for which the
sheaf structure does not deform). Another example of this type is deformation of a Hopf
algebra.
Furthermore, I adapt the results of [Qui69] to prove that DGLAs and SDCs are
equivalent in characteristic zero. However, while the arrow DGLA❀ SDC is very natu-
ral, the arrow SDC❀ DGLA is generally not, which helps to explain why constructing
DGLAs is an “art”.
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0 Pre-requisites
This section contains a summary of pre-requisite material used throughout the rest of
the paper, included for ease of reference.
0.1 Functors on Artinian Rings
This section consists merely of a list of well-known results and definitions, included for
the convenience of the reader.
Fix Λ a complete Noetherian local ring, µ its maximal ideal, k its residue field.
Define ĈΛ to be the category of complete local Noetherian Λ-algebras with residue field
k, and CΛ to be the category of Artinian local Λ-algebras with residue field k
We require that all functors on CΛ satisfy
(H0) F (k) = •, the one-point set.
We take the following definitions and results from [Sch68]:
Definition 0.1. For p : B → A in CΛ surjective, p is a small extension if ker p = (t), a
principal ideal, such that mB(t) = (0).
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Note that any surjection can be be factorised as a composition of small extensions.
For F : CΛ → Set, let Fˆ : ĈΛ → Set by Fˆ (R) = lim←−
F (R/mnR). Note that
Fˆ (R)
∼
−→ Hom(hR, F ), where hR : CΛ → Set; A 7→ Hom(R,A).
Definition 0.2. We will say a functor F : CΛ → Set is pro-representable if it is isomor-
phic to hR, for some R ∈ ĈΛ. By the above remark, this isomorphism is determined by
an element ξ ∈ Fˆ (R). We say the pro-couple (R, ξ) pro-represents F .
Definition 0.3. A natural transformation φ : F → G in [CΛ,Set] is called:
1. unramified if φ : tF → tG is injective, where tF = F (k[ǫ]).
2. smooth if for every B ։ A in CΛ, we have F (B)։ G(B)×G(A) F (A)
3. e´tale if it is smooth and unramified.
Definition 0.4. F : CΛ → Set is smooth if and only if F → • is smooth.
Definition 0.5. A pro-couple (R, ξ) is a hull for F if the induced map hR → F is e´tale.
Theorem 0.6. Let (R, ξ), (R′, ξ′) be hull of F . Then there exists an isomorphism
u : R→ R′ such that F (u)(ξ) = ξ′.
Lemma 0.7. Suppose F is a functor such that
F (k[V ]×k k[W ])
∼
−→ F (k[V ])× F (k[W ])
for vector spaces V and W over k, where k[V ] := k ⊕ V ∈ CΛ in which V
2 = 0.
Then F (k[V ]), and in particular tF , has a canonical vector space structure, and
F (k[V ]) ∼= tF ⊗ V .
Theorem 0.8. Let F : CΛ → Set. Let A
′ → A and A′′ → A be morphisms in CΛ, and
consider the map:
(†) F (A′ ×A A
′′)→ F (A′)×F (A) F (A
′′).
Then
1. F has a hull if and only if F has properties (H1), (H2) and (H3) below:
(H1) (†) is a surjection whenever A′′ → A is a small extension.
(H2) (†) is a bijection when A = k, A′′ = k[ǫ].
(H3) dimk(tF ) <∞.
2. F is pro-representable if and only if F has the additional property (H4):
(H4) F (A′ ×A A
′′)
∼
−→ F (A′)×F (A) F (A
′′).
for any small extension A′ → A.
Proof. [Sch68], Theorem 2.11.
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Definition 0.9. F : CΛ → Set is homogeneous if η : F (B ×A C) → F (B) ×F (A) F (C)
is an isomorphism for every B ։ A.
Note that a homogeneous functor satisfies conditions (H1), (H2) and (H4).
Definition 0.10. F : CΛ → Set is a deformation functor if:
1. η is surjective whenever B ։ A.
2. η is an isomorphism whenever A = k.
Note that a deformation functor satisfies conditions (H1) and (H2).
The following results are proved by Manetti (in [Man99]):
Theorem 0.11. (Standard Smoothness Criterion) Given φ : F → G a morphism of
deformation functors, with (V, ve)
φ′
−→ (W,we) a compatible morphism of obstruction the-
ories, if (V, ve) is complete, V
φ′
−→W injective, and tF → tG surjective, then φ is smooth.
Proof. [Man99], Proposition 2.17.
For functors F : CΛ → Set and G : CΛ → Grp, we say that G acts on F if we have a
functorial group action G(A) × F (A)
∗
−→ F (A), for each A in CΛ. The quotient functor
F/G is defined by (F/G)(A) = F (A)/G(A).
Theorem 0.12. If F : CΛ → Set, a deformation functor, and G : CΛ → Grp a smooth
deformation functor, with G acting on F , then D := F/G is a deformation functor,
and if ν : tG → tF denotes h 7→ h ∗ 0, then tD = coker ν, and the universal obstruction
theories of D and F are isomorphic.
Proof. [Man99], Lemma 2.20.
Theorem 0.13. For F : CΛ → Set is homogeneous, and G : CΛ → Grp a deformation
functor, given a, b ∈ F (R), define Iso(a, b) : CR → Set by
Iso(a, b)(R
f
−→ A) = {g ∈ G(A)|g ∗ f(a) = f(b)}.
Then Iso(a, b) is a deformation functor, with tangent space ker ν and, if G is moreover
smooth, complete obstruction space coker ν = tD. Furthermore, if G is homogeneous,
then so is Iso(a, b).
Proof. [Man99], Proposition 2.21.
Theorem 0.14. If G,G′ smooth deformation functors, acting on F,F ′ respectively,
with F,F ′ homogeneous, ker ν → ker ν ′ surjective, and coker ν → coker ν ′ injective, then
F/G→ F ′/G′ is injective.
Proof. [Man99], Corollary 2.22.
This final result does not appear in [Man99], but proves extremely useful:
Corollary 0.15. If F : CΛ → Set and G : CΛ → Grp are deformation functors, with G
acting on F , let D := F/G, then:
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1. If G is smooth, then ηD is surjective for every B ։ A (i.e. D is a deformation
functor).
2. If F is homogeneous and ker ν = 0, then ηD is injective for every B ։ A.
Thus, in particular, F/G will be homogeneous if F is homogeneous, G is a smooth
deformation functor and ker ν = 0.
Proof. The first part is just Theorem 0.12. For the second part, assume we are given
α, β ∈ D(B ×A C) such that η(α) = η(β),
so α|B = β|B , α|C = β|C . Lift α, β to α˜, β˜ ∈ F (B ×A C). We have
gB ∈ G(B), gC ∈ G(C) such that
gB ∗ α˜|B = β˜|B , gC ∗ α˜|C = β˜|C .
Thus gB |A, gC |A ∈ Iso(α˜|A, β˜|A)(A). By Theorem 0.13, Iso(α˜|A, β˜|A) has a hull,
with tangent space ker ν = 0, so Iso(α˜|A, β˜|A)(A) contains at most one element, and
gB |A = gC |A. Hence
(gB , gC) ∈ G(B)×G(A) G(C),
and we may use surjectivity of ηG to lift this to g ∈ G(B×AC). Now ηF (g ∗ α˜) = ηF (β˜),
so homogeneity of F implies that g ∗ α˜ = β˜, so α = β.
To summarise the results concerning the pro-representability of the quotient
D = F/G, we have:
1. If F is a deformation functor and G a smooth deformation functor, with coker ν
finite dimensional, then D has a hull.
2. If F is homogeneous and G a smooth deformation functor, with ker ν = 0 and
coker ν finite dimensional, then D is pro-representable.
0.2 Differential Graded Lie Algebras
The results of this section can all be found in [Man99].
Definition 0.16. A DGLA over a field k of characteristic 0 is a graded vector space
L =
⊕
i∈Z L
i over k, equipped with operators [, ] : L × L → L bilinear and d : L → L
linear, satisfying:
1. [Li, Lj ] ⊂ Li+j.
2. [a, b] + (−1)a¯b¯[b, a] = 0.
3. (−1)c¯a¯[a, [b, c]] + (−1)a¯b¯[b, [c, a]] + (−1)b¯c¯[c, [a, b]] = 0.
4. d(Li) ⊂ Li+1.
5. d ◦ d = 0.
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6. d[a, b] = [da, b] + (−1)a¯[a, db]
Here a¯ denotes the degree of a, mod 2, for a homogeneous.
Remark 0.17. Note that this definition of a DGLA does allow for negative degrees;
however, it is natural to require that H<0(L ⊗ k) = 0, and in Section 5 it will be
shown that all the deformation problems we consider can be described by DGLAs with
L<0 = 0.
Fix a DGLA L.
Definition 0.18. The Maurer-Cartan functor MCL : Ck → Set is defined by
MCL(A) = {x ∈ L
1 ⊗mA|dx+
1
2
[x, x] = 0}.
Observe that for ω ∈ L1 ⊗mA,
dω +
1
2
[ω, ω] = 0⇒ (d+ adω) ◦ (d+ adω) = 0,
so (L⊗A, [, ], d + adω) is a DGLA over A.
Definition 0.19. Define the gauge functor GL : Ck → Grp by GL(A) = exp(L
0 ⊗mA).
We may define another DGLA, Ld, by
Lid =
{
L1 ⊕ kd i = 1
Li i 6= 1,
with
dd(d) = 0, [d, d] = 0, [d, a]d = da, ∀a ∈ L.
Lemma 0.20. exp(L0 ⊗mA) commutes with [, ] when acting on Ld⊗A via the adjoint
action.
Corollary 0.21. Since exp(L0⊗mA) preserves L
1⊗mA+d ⊂ Ld⊗A under the adjoint
action, and
x ∈ MCL(A)⇔ [x+ d, x+ d] = 0,
the adjoint action of exp(L0 ⊗ mA) on L
1 ⊗ A + d induces an action of GL(A) on
MCL(A), which we will call the gauge action.
Definition 0.22. DefL = MCL/GL, the quotient being given by the gauge action
α(x) = adα(x+ d)− d. Observe that GL is homogeneous.
For a ∈ MCL(A), define Ka : CA → Grp by
Ka(B) = exp((d+ ada)L
−1 ⊗mB).
Note that this makes sense, since (d+ ada)
2 = 0, so
(d+ ada)L
−1 ⊗mB ≤ L
0 ⊗mB
is a Lie subalgebra. Note that Ka is then a subfunctor of Iso(a, a) ≤ GL(A), so acts on
Iso(a, b) by right multiplication.
Define the deformation groupoid DefL to have objects MCL, and morphisms given
by Iso(a, b)/Ka.
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Now, tGL = L
0ǫ, and tMCL = Z
1(Lǫ), with action
tGL × tMCL → tMCL ;
(b, x) 7→ x+ db, so
tDefL = H
1(L).
Lemma 0.23. H2(L) is a complete obstruction space for MCL.
Proof. Given a small extension
e : 0→ J → A→ B → 0,
and x ∈ MCL(B), lift x to x˜ ∈ L
1 ⊗mA, and let
h = dx˜+
1
2
[x˜, x˜] ∈ L2 ⊗mA.
In fact, h ∈ L2 ⊗ J , as dx+ 12 [x, x] = 0.
Now,
dh = d2x˜+ [dx˜, x˜] = [h−
1
2
[x˜, x˜], x˜] = [h, x˜] = 0,
since [[x˜, x˜], x˜] = 0 and J.mA = 0. Let
ve(x) = [h] ∈ H
2(L⊗ J) = H2(L)⊗k J.
This is well-defined: if y = x˜+ z, for z ∈ L1 ⊗ J , then
dy +
1
2
[y, y] = dx˜+ dz +
1
2
[x˜, x˜] +
1
2
[z, z] + [x˜, z] = h+ dz,
as J.mA = 0.
This construction is clearly functorial, so it follows that (H2(L), ve) is a complete
obstruction theory for MCL.
Now Theorem 0.12 implies the following:
Theorem 0.24. DefL is a deformation functor, tDefL
∼= H1(L), and H2(L) is a complete
obstruction theory for DefL.
The other theorems can be used to prove:
Theorem 0.25. If φ : L→M is a morphism of DGLAs, and
Hi(φ) : Hi(L)→ Hi(M)
are the induced maps on cohomology, then:
1. If H1(φ) is bijective, and H2(φ) injective, then DefL → DefM is e´tale.
2. If also H0(φ) is surjective, then DefL → DefM is an isomorphism.
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3. Provided condition 1 holds, DefL → DefM is an equivalence of functors of
groupoids if and only if H0(φ) is an isomorphism.
Proof. [Man99], Theorem 3.1, mutatis mutandis.
Theorem 0.26. If H0(L) = 0, then DefL is homogeneous.
Proof. This is essentially Theorem 0.15, with some allowance made for Ka.
Thus, in particular, a quasi-isomorphism of DGLAs gives an isomorphism of defor-
mation functors and deformation groupoids.
Example 0.27. Deformation of algebras (due to [Kon94]).
We wish to describe flat deformations RA/A of any algebra R0/k:
X = SpecR0 −−−−→ SpecRA = XA
flat
y yflat
Speck −−−−→ SpecA.
Explicitly, the deformation groupoid has objects flat RA/A, such that RA ⊗A k = R0,
with morphisms given by infinitesimal isomorphisms of RA, i.e. A-algebra isomorphisms
θ such that θ ≡ id mod mA.
Take any free resolution R• → R of R, i.e. a free graded algebra R∗, with a differ-
ential δ of degree 1, such that
Hi(R•) =
{
R i = 0
0 i > 0.
Now, let
L∗ = Derk(R∗, R∗),
with differential adδ.
Let DefR0/k(A) denote the groupoid of deformations RA/A of R0, with morphisms
given by infinitesimal isomorphisms. Given ω ∈ MCL(A), it follows that (δ + ω)
2 = 0.
Define a map
DefL(A)
Φ
−→ DefR0/k(A),
sending ω ∈ MCL(A) to the flat A-algebra
H0(R∗ ⊗A, δ + ω).
In fact, Φ gives an essential surjection.
Next, observe that GL(A) consists precisely of infinitesimal A-algebra automor-
phisms of R∗ ⊗A, and that the gauge action of θ sends δ + ω to θ ◦ (δ + ω) ◦ θ−1.
Now, θ ∈ Hom(ω, ω′) maps under Φ to
H0(θ) : H0(R∗ ⊗A, δ + ω)→ H0(R∗ ⊗A, δ + ω
′),
and it turns out that Φ is full.
To see that Φ is faithful, note that for θ ∈ Iso(ω, ω)(A),
H0(θ) : H0(R∗ ⊗A, δ + ω)→ H0(R∗ ⊗A, δ + ω)
is the identity if and only if θ ∈ Kω(A).
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0.3 Monadic Adjunctions
This section just recalls some standard definitions concerning adjunctions, and fixes
notation which will be used throughout the paper.
Definition 0.28. For categories D, E , and a pair of functors
D
G //
E
F
oo ,
recall that an adjunction F ⊣ G is a natural isomorphism
HomD(FA,B) ∼= HomE(A,GB).
We say that F is left adjoint to G, or G is right adjoint to F . Let ⊥ = FG, and ⊤ = GF .
To give an adjunction is equivalent to giving two natural transformations, the unit
η : idE → ⊤,
and the co-unit
ε : ⊥ → idD,
satisfying the triangle identities:
F
Fη //
idF ""F
FF
FF
FF
FF
FGF
εF

F
and G
ηG //
idG ""F
FF
FF
FF
F GFG
Gε

G.
In terms of the unit and co-unit, the adjunction is given as follows:
HomD(FA,B) ∼= HomE(A,GB)
θ 7→ Gθ ◦ ηA
εB ◦ Fφ ← [ φ.
Note that the ηA and εB can be recovered from the adjunction, since they correspond
under the adjunction to the identity maps on FA and GB, respectively.
Examples 0.29. 1. Given a morphism X
f
−→ Y of schemes, there is an adjunction
Shf(X)
f∗ //
Shf(Y )
f−1
⊥oo ,
between the category of sheaves on Y and the category of sheaves on X, i.e. a
natural isomorphism
HomX(f
−1
G ,F ) ∼= HomY (G , f∗F ),
determined by the canonical maps
εF : f
−1f∗F → F , ηG : G → f∗f
−1
G .
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2. There is also an adjunction
OX−Mod
f∗ //
OY−Mod
f∗
⊥oo ,
HomOX (f
∗
G ,F ) ∼= HomOY (G , f∗F ),
εF : f
∗f∗F → F , ηG : G → f∗f
∗
G .
If a functor has a left adjoint, then it preserves all (inverse) limits. Conversely, pro-
vided the categories involved satisfy various additional conditions, the Special Adjoint
Functor Theorem ([Mac71] Ch. V.8) proves that any functor which preserves inverse
limits has a left adjoint.
Given an adjunction
D
U
⊤
//
E
F
oo
with unit η : id→ UF and co-unit ε : FU → id, we let ⊤ = UF , and define the category
of ⊤-algebras, E⊤, to have objects
⊤E
θ
−→ E,
such that the following diagrams commute:
E
ηE //
id !!C
CC
CC
CC
C ⊤E
θ

E
and ⊤2E
⊤θ //
UεFE

⊤E
θ

⊤E
θ // E.
A morphism
g :


⊤E1yθ
E1

→


⊤E2yφ
E2


of ⊤-algebras is a morphism g : E1 → E2 such that
⊤E1
⊤g
−−−−→ ⊤E2
θ
y yφ
E1 −−−−→
g
E2
commutes.
We define the comparison functor K : D → E⊤ by
B 7→


UFUByUεB
UB


on objects, and K(g) = U(g) on morphisms.
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Definition 0.30. The adjunction
D
U
⊤
//
E
F
oo ,
is said to be monadic if K : D → E⊤ is an equivalence.
Intuitively, monadic adjunctions correspond to algebraic theories, such as the ad-
junction
k−Alg
U
⊤
//
k−Vect
Symmk
oo ,
between k-algebras and vector spaces over k, U being the forgetful functor. Other exam-
ples are Lie algebras or non-commutative algebras, with their respective free functors,
over vector spaces, or vector spaces over sets.
Example 0.31. Probably the clearest example of a monadic adjunction is that between
sets and G-sets. Given a group G, The category G−Set consists of sets S, with a
G-action G× S → S. We have the adjunction:
G−Set
U
⊤
//
Set
G×−
oo ,
with ηS = (e, id) : S → G× S, and εT = ∗ : G× T → T .
A ⊤-algebra consists of a set S, together with a map ⊤S = G× S
f
−→ S, such that:
S
(e,idS)//
idS ""F
FF
FF
FF
FF
G× S
f

S
and G×G× S
(idG,f)//
(∗,idS)

G× S
f

G× S
f // S
commute, which is precisely the same as a G-set, hence the equivalence.
Dually, if we have an adjunction
D
V //
E
G
⊥oo ,
with co-unit γ : V G → id and unit α : id → GV , we let ⊥ = V G, and can define the
category of ⊥-coalgebras, E⊥, with a functor K : D → E⊥.
Definition 0.32. The adjunction
D
V //
E
G
⊥oo ,
is said to be comonadic if K : D → E⊥ is an equivalence.
Finally, the equivalence version of Beck’s monadicity theorem gives a criterion for
an adjunction to be monadic:
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Definition 0.33. A split fork is a diagram
A
f //
g
//B
t
YY
e //C,
s
hh
such that ef = eg, es = 1, f t = 1, gt = se. A split coequaliser of f and g is the arrow
e of some split fork.
Definition 0.34. A functor U : D → E is said to reflect coequalisers for a pair
f, g : A→ B if for every diagram A
f //
g
//B
e //C, with ef = eg and Ue a coequaliser
of Uf and Ug, the morphism e is a coequaliser of f and g.
U is said to reflect isomorphisms if f is an isomorphism whenever Uf is. Observe
that if U preserves a coequaliser of f, g in D, and U reflects isomorphisms, then U
reflects all coequalisers of f, g.
Theorem 0.35. The following conditions are equivalent:
1. The adjunction
D
U
⊤
//
E
F
oo ,
is monadic.
2. If f, g : D → D′ is a parallel pair in D for which Uf,Ug has a split coequaliser,
then D has a coequaliser for f, g, and U preserves and reflects coequalisers for
these pairs.
Proof. [Mac71] Ch. VI.7 Ex 6.
Throughout this paper, the sign “=” will be used to denote canonical isomorphism.
1 Simplicial Deformation Complexes
1.1 Definitions
Definition 1.1. A simplicial deformation complex E• consists of smooth homogeneous
functors En : CΛ → Set for each n ≥ 0, together with maps
∂i : En → En+1 1 ≤ i ≤ n
σi : En → En−1 0 ≤ i < n,
an associative product ∗ : Em × En → Em+n, with identity 1 : • → E0, where • is the
constant functor •(A) = • on CΛ, such that:
1. ∂j∂i = ∂i∂j−1 i < j.
2. σjσi = σiσj+1 i ≤ j.
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3. σj∂i =


∂iσj−1 i < j
id i = j, i = j + 1
∂i−1σj i > j + 1
.
4. ∂i(e) ∗ f = ∂i(e ∗ f).
5. e ∗ ∂i(f) = ∂i+m(e ∗ f), for e ∈ Em.
6. σi(e) ∗ f = σi(e ∗ f).
7. e ∗ σi(f) = σi+m(e ∗ f), for e ∈ Em.
Remark 1.2. Observe that E• is not quite a cosimplicial complex — we have omitted
the maps ∂0 and ∂n+1. In fact, if we define E˘•−1 = E
•, with σi = ∂
i+1 and ∂i = σ
i,
then E˘• is an augmented simplicial complex.
Definition 1.3. Let C•(E) be the tangent space of E•, i.e. Cn(E) = En(k[ǫ]).
Definition 1.4. Define the Maurer-Cartan functor MCE by
MCE(A) = {ω ∈ E
1(A) : ω ∗ ω = ∂1(ω)}.
Lemma 1.5. E0 is a group under multiplication.
Proof. We need only show existence of inverses. Given g ∈ E0(A), we have a morphism
φg : E
0 → E0 of functors on CA, given by h 7→ g ∗h. Since E
0 is smooth, its obstruction
theory is trivial. Now, on tangent spaces, φg(a) = g¯ ∗ a, but the map A → k[ǫ] factors
through k, so g¯ = 1, and φg : C
0(E) → C0(E) is the identity. Thus the Standard
Smoothness Criterion (Theorem 0.11) implies that φg is smooth, and in particular sur-
jective, hence φg : E
0(A) → E0(A) is surjective, and there exists an h with g ∗ h = 1.
We construct a left inverse similarly, and then hl = hl ∗ g ∗ hr = hr. This also gives
uniqueness of the inverse.
Now, if ω ∈ MCE(A) and g ∈ E
0(A), then g ∗ω ∗ g−1 ∈ MCE(A). We may therefore
make the following definition:
Definition 1.6.
DefE = MCE/E
0,
the quotient being with respect to the adjoint action. The deformation groupoid
DefE
has objects MCE , and morphisms given by E
0.
Lemma 1.7. The action E0 × En → En is faithful (i.e. g ∗ e = e for some e only if
g = 1).
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Proof. From Theorem 0.13, it will suffice to show that ν : C(E)0 → C(E)n is injective,
since a deformation functor F with tangent space 0 has at most one element in F (A).
Let ω0 be the unique element of E
1(k); thus
n︷ ︸︸ ︷
ω0 ∗ . . . ∗ ω0 is the unique element of
En(k). Note that σ0(ω0) = 1. Now, for g ∈ C
0(E),
(σ0)n(ν(g)) = (σ0)n(g ∗ ωn0 ) = (σ
0)n−1(g ∗ σ0(ω0) ∗ ω
n−1
0 ) = (σ
0)n−1(g ∗ ωn−10 ) = g,
by induction. Therefore ν is injective.
Observe that, for ω ∈ MCE(A),
σ0(ω) ∗ ω = σ0(ω ∗ ω) = σ0∂1(ω) = ω,
so the previous Lemma implies that σ0(ω) = 1. As an immediate consequence, we have:
Lemma 1.8. For ω ∈ MCE(A), if we let ∂
0
ω(e) = ω ∗ e, and ∂
n+1
ω (e) = e ∗ ω, for
e ∈ En(A), then E∗(A) becomes a cosimplicial complex, ∂0ω and ∂
n+1
ω also satisfying the
following identities, for e ∈ Em, f ∈ En:
∂0ω(e) ∗ f = ∂
0
ω(e ∗ f),
e ∗ ∂n+1ω (f) = ∂
m+n+1
ω (e ∗ f),
∂m+1ω (e) ∗ f = e ∗ ∂
0
ω(f).
Note, however, that not all the identities of Definition 1.1 hold for ∂0ω and ∂
n+1
ω — in
general ∂m+1ω (e) ∗ f 6= ∂
m+1(e ∗ f), and e ∗ ∂0ω(f) 6= ∂
m(e ∗ f).
In particular, we obtain, on Ck ⊂ CΛ, ∂
0 := ∂0ω0 and ∂
n+1 := ∂n+1ω0 . Thus C
•(E) has
the natural structure of a cosimplicial complex.
Definition 1.9. Define the cohomology groups of E to be
Hi(E) := Hi(C•(E)),
the cohomotopy groups of the cosimplicial complex C•(E).
Lemma 1.10. The tangent space of MCE is Z
1(C•(E)), with the action of E0 giving
ν(g) = ∂1(g)− ∂0(g).
Proof. On tangent spaces all maps are linear. Thus the map C1(E) × C1(E)→ C2(E)
given by (α, β) 7→ α ∗β can be written α ∗β = f1(α)+ f2(β). Evaluating this at β = ω0
we obtain f1(α) = α ∗ ω0 = ∂
2(α), and similarly f2(β) = ∂
0(β). Thus
tMCE = {ω ∈ C
1(E) : ∂2(ω) + ∂0(ω) = ∂1(ω)} = Z1(C•(E)).
Now, ν(g) = g ∗ ω0 ∗ g
−1, and, similarly to above,
f ∗ ω0 ∗ h = f ∗ ω0 ∗ 1 + 1 ∗ ω0 ∗ h = ∂
1(f) + ∂0(h).
Hence ν(g) = ∂1(g) − ∂0(g).
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Lemma 1.11. H2(E) is a complete obstruction space for MCE.
Proof. Take a small extension
e : 0→ k
ǫ
−→ A→ B → 0.
Note that ǫ provides an isomorphism A ×k k[ǫ] → A ×B A, (α, aǫ) 7→ (α,α + aǫ), and
thus, for any homogeneous functor F , F (A)× tF ǫ→ F (A×B A). Given f ∈ F (A) and
v ∈ tF , we will write the image under this isomorphism as (f, f + vǫ). Note that all the
properties which this terminology suggests do hold.
Now, given ω ∈ MCE(B), use the smoothness of E
1 to take a lift ω˜ ∈ E1(A). Since
ω ∗ ω = ∂1(ω),
(ω˜ ∗ ω˜, ∂1(ω˜)) ∈ E2(A)×E2(B) E
2(A),
so we have ω˜ ∗ ω˜ = ∂1(ω˜) + cǫ, for c ∈ C2(E).
Now,
(ω˜ ∗ ω˜) ∗ ω˜ = ∂1(ω˜) ∗ ω˜ + ∂3(c)ǫ
ω˜ ∗ (ω˜ ∗ ω˜) = ω˜ ∗ ∂1(ω˜) + ∂0(c)ǫ,
so
∂1(ω˜ ∗ ω˜)− ∂2(ω˜ ∗ ω˜) = (∂0(c)− ∂3(c))ǫ.
Also,
∂1(ω˜ ∗ ω˜) = ∂1∂1(ω˜) + ∂1(c)ǫ
∂2(ω˜ ∗ ω˜) = ∂2∂1(ω˜) + ∂2(c)ǫ,
so
∂1(ω˜ ∗ ω˜)− ∂2(ω˜ ∗ ω˜) = (∂1(c)− ∂2(c))ǫ,
since ∂1∂1 = ∂2∂1.
Thus dc = (∂0 − ∂1 + ∂2 − ∂3)(c) = 0, so c ∈ Z2(C•(E)).
If we take another lift ω˜1 = ω˜ + bǫ, then
ω˜1 ∗ ω˜1 = ω˜ ∗ ω˜ + ∂
0(b)ǫ+ ∂2(b)ǫ,
since ω˜ ∗ b = ω0 ∗ b+ ∂
0(b), &c., and
∂1(ω˜1) = ∂
1(ω˜) + ∂1(b)ǫ,
so c1 = c+ db.
We therefore define ve(ω) = [c]ǫ ∈ H
2(E), and it follows from the above working
that this is a complete obstruction theory.
Theorems 0.11 to 0.15 now imply:
Theorem 1.12. DefE is a deformation functor, with tangent space H
1(E) and complete
obstruction space H2(E). For ω, ω′ ∈ MCE(A), Iso(ω, ω
′) is homogeneous, with tangent
space H0(E) and complete obstruction space H1(E). Moreover, if H0(E) = 0, then DefE
is homogeneous.
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Proof. Theorem 0.12 and Corollary 0.15.
Theorem 1.13. If φ : E → F is a morphism of SDCs, and
Hi(φ) : Hi(E)→ Hi(F )
are the induced maps on cohomology, then:
1. If H1(φ) is bijective, and H2(φ) injective, then DefE → DefF is e´tale.
2. If also H0(φ) is surjective, then DefE → DefF is an isomorphism.
3. Provided condition 1 holds, DefE → DefF is an equivalence of functors of
groupoids if and only if H0(φ) is an isomorphism.
Proof.
1. Theorems 0.11 and 0.12.
2. Theorem 0.14.
3. It remains only to show that φ0 : E0 → F 0 is injective. E0 acts on F 0 by
multiplication, so kerφ0 = Iso(1, 1), which, by Theorem 0.13, is a deformation
functor with tangent space ker H0(φ) = 0. Hence kerφ0 = 0.
Call a morphism φ : E → F a quasi-isomorphism if the Hi(φ) : Hi(E)→ Hi(F ) are
all isomorphisms.
Definition 1.14. Given a morphism φ : E → F of SDCs, and a point x ∈ MCF (Λ),
define the groupoid
Defφ,x
to be the fibre of the morphism
DefE → DefF
over x.
Explicitly, Defφ,x(A) has objects
{(ω, h) ∈ MCE(A)× F
0(A) : hφ(ω)h−1 = x},
and morphisms
E0(A), where g(ω, h) = (gωg−1, hφ(g)−1).
Theorem 1.15. Let Enφ,x(A) be the fibre of E
n(A)
φ
−→ Fn(A) over xn. Then E•x is an
SDC, and the canonical map
DefEφ,x → Defφ,x
is an equivalence of groupoids.
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Proof. Defφ,x is a deformation functor, with tangent space H
1(E,F ) and complete ob-
struction space H2(E,F ). For ω, ω′ ∈ ObDefφ,x(A), Iso(ω, ω
′) is homogeneous, with
tangent space H0(E,F ) and complete obstruction space H1(E,F ). Here, Hi(E,F ) is
the cohomology of the cone complex
...
...
C3(E)
d
OO
−φ
::vvvvvvvvvvv ⊕
C2(F )
d
OO
C2(E)
d
OO
φ
::uuuuuuuuu ⊕
C1(F )
d
OO
C1(E)
d
OO
−φ
::uuuuuuuuu ⊕
C0(F )
d
OO
C0(E),
d
OO
φ
::uuuuuuuuu
so we have the long exact sequence
0 // H0(E,F ) // H0(E)
H0(φ) // H0(F ) //
H1(E,F ) // H1(E)
H1(φ) // H1(F ) //
H2(E,F ) // H2(E)
H2(φ) // H2(F ) // . . . .
Now, the definition of E•x provides a short exact sequence:
0→ C•(Eφ,x)→ C
•(E)
φ
−→ C•(F )→ 0,
giving the long exact sequence
0 // H0(Eφ,x) // H0(E)
H0(φ) // H0(F ) //
H1(Eφ,x) // H
1(E)
H1(φ) // H1(F ) //
H2(Eφ,x) // H2(E)
H2(φ) // H2(F ) // . . . .
Thus the map DefEφ,x → Defφ,x gives isomorphisms on all relevant tangent and ob-
struction spaces, so is an equivalence of groupoids.
1.2 Examples
1.2.1 Deformation of algebras
Let Λn := Λ/µ
n+1. Take a flat µ-adic system of algebras Bn/Λn, i.e flat algebras
Bn/Λn such that Bn+1 ⊗Λn=1 Λn = Bn, and let B := lim←−
Bn. The simplest (and most
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common) case to consider is when Bn = Λn. We wish to create an SDC describing flat
deformations RA/(B ⊗Λ A) of any flat algebra R0/B0:
X0 = SpecR0
i
−−−−→ SpecRA = XA
flat
y yflat
SpecB0 −−−−→ Spf B ×Spf Λ SpecA.
Explicitly, the deformation groupoid has objects flat RA/(B ⊗ A), such that
RA ⊗A k = R0, with morphisms given by infinitesimal isomorphisms of RA, i.e. (B⊗A)-
algebra isomorphisms θ such that θ ≡ id mod mA.
There is, up to isomorphism, a unique flat µ-adic Λ-moduleM such thatM⊗k = R0
(since flat modules over nilpotent rings are free). There is an adjunction
(B ⊗A)−FAlg
U
⊤
//
A−FMod,
FB⊗A
oo
between the categories of flat (B ⊗ A)-algebras and of flat A-modules, U being the
forgetful functor, and
FB⊗A = (B ⊗A)⊗A SymmA = B ⊗Λ SymmA.
Let ⊥ = FU and ⊤ = UF . We have the unit and co-unit:
ηM :M = S
1(M) →֒ SymmAM→ B⊗Λ SymmAM = ⊤M,
and
εR : ⊥R → R
b[r1 ⊗ . . .⊗ rn] 7→ b · r1 . . . rn.
As in [Wei94], we may form the canonical augmented cosimplicial complex
M //⊤M
//
//⊤
2Moo //
++
33⊤
3Moo
oo %%
99·
·
· ⊤
4M . . . . . .
with face operators
⊤iη⊤n−i : ⊤nM → ⊤n+1M
and degeneracy operators
⊤iUεF⊤n−i : ⊤n+1M → ⊤nM.
Definition 1.16. Let
En = HomΛ(⊤
nM,M)U(εR0◦...◦ε⊥n−1R0 )
,
where, for flat µ-adic Λ-modules M and N , and a k-linear map α :M ⊗ k → N ⊗ k, we
define
HomΛ(M,N)α(A)
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to be the fibre of
HomA(M ⊗A,N ⊗A)→ Homk(M ⊗ k,N ⊗ k)
over α.
We make E∗ into an SDC by giving it the product g ∗ h = g ◦ ⊤nh, and E˘∗ is the
dual complex to the canonical augmented complex M → ⊤∗M .
Since flat modules over Artinian rings do not deform (being free), to give a deforma-
tion R/(B ⊗Λ A) of R0/B0 is the same as to give the module M ⊗Λ A the structure of
a (B⊗ΛA)-algebra, compatible with the B0-algebra structure of R0, and the A-module
structure of M ⊗Λ A.
A (B ⊗Λ A)-algebra structure on module MA :=M ⊗Λ A is the same as a map
f ∈ HomA−FMod(⊤MA,MA); b[m1 ⊗ . . .⊗mn] 7→ b ·m1 . . . mn,
satisfying
f ◦ ⊤f = f ◦ UεFMA ,
f ◦ ηMA = idMA .
Hence elements of MCE(A) correspond to (B ⊗A)-algebra structures on M ⊗ A,
compatible with R0 (recall that, for f ∈ MCE , we automatically have σ
0(f) = 1).
Elements f1, f2 will give isomorphic ring structures precisely when we have g ∈ E
0(A)
such that
⊤M ⊗A
f1
−−−−→ M ⊗A
⊤g
y yg
⊤M ⊗A
f2
−−−−→ M ⊗A
commutes.
Therefore DefE ≃ DefR0/B .
Remark 1.17. Observe that, if ω ∈ MCE(A) gives rise to a ring R, then we have an
isomorphism of cosimplicial complexes
(En(A), ∂ω) ∼= HomB⊗A−Alg(⊥∗R,R)εR◦ε⊥R◦...◦ε⊥nR ,
where ⊥nR = ⊥
n+1R. The natural product (f, g) 7→ f ◦ ⊥n+1g, for f : ⊥nR → R,
corresponds to the product (α, β) 7→ α ∗ ω ∗ β in E∗(A).
In particular, there is an isomorphism of cosimplicial complexes
C•(E) ∼= DerB0(⊥•R0, R0) = HomR0(L
R0/B0
• , R0),
where L
R0/B0
• is one presentation of the cotangent complex. Illusie ([Ill71] and [Ill72])
and Andre´ ([And67]) define the cotangent complex using the resolution arising from the
adjunction between algebras and sets, whereas we have used the adjunction between
flat algebras and flat modules. However, Quillen ([Qui70]) proves that all simplicial
resolutions give the same object in the derived category.
Therefore H∗(E) is Andre´-Quillen cohomology.
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If R0/B0 is smooth, and lifts to some (µ-adic) smooth algebra R/B, then we have a
morphism of SDCs
HomB−FAlg(R,R)id → E
n,
where the complex on the left has the same object at every level, the obvious multipli-
cation map, and all face and degeneracy operators given by the identity. Since R/B is
smooth, this is a quasi-isomorphism, so the first complex also describes deformations of
R0.
1.2.2 Deformation of sheaves — Cˇech resolution
Take a sheaf of k-vector spaces M0 on a topological space X. The deformation functor
will associate to A, flat sheaves MA of A-modules such that MA ⊗ k = M0, modulo
infinitesimal isomorphisms.
Take an open cover U of X such that Ui1 ∩ Ui2 ∩ . . . ∩ Uin is contractible for all
i1, . . . in. Examples for which this is possible include X a manifold or a geometric
simplicial complex. Set
X ′ =
∐
i
Ui.
We have inclusion maps ui : Ui → X, so may combine them to give u : X
′ → X.
Now, since flat modules do not deform, there are, up to isomorphism, unique µ-adic
Λ-modules Ni lifting Γ(Ui,M0). Combining these, we obtain a sheaf N on X
′ with
N ⊗ k = u−1M0, and there is an adjunction
Shf(X ′)
u∗
⊤
//
Shf(X)
u−1
oo ,
with unit
α : F → u∗u
−1
F ,
Γ(U,F ) → Γ(U, u∗u
−1
F ) =
∏
i
Γ(U ∩ Ui,F )
f 7→
∏
i
ρU,U∩Ui(f),
and co-unit
γ : u−1u∗G → G ,∏
j
(Gj)|Uji = Γ(Ui, u
−1u∗G ) → Gi
g 7→ gi ∈ Gii = Gi.
Definition 1.18. We define the SDC E∗ by:
En = HomΛ(N , (u
−1u∗)
n(N ))αn ,
where αn = u−1(α(u∗u−1)n−1M0 ◦ . . . ◦ αM0), with the SDC structure arising exactly as
in the previous section (modulo contravariance).
21
Now, to give a sheaf M of A-modules on X, such that u−1M = N ⊗ΛA, is to give
transition functions
θji : Ni ⊗A→ (Nj ⊗A)|Uij ,
satisfying
θkj ◦ θji = θki; θii = id.
This is precisely the same as a map
Θ : N ⊗A→ u−1u∗(N ⊗A),
satisfying
(u−1u∗Θ) ◦Θ = u
−1αu∗NA ◦Θ; γN ◦Θ = idN .
If we include the additional condition that these transition functions must be com-
patible with those of M0, mod mA, then we have precisely an element of MCE(A). It is
easy to see that equivalences of transition functions correspond to elements of E0(A),
acting via the adjoint action.
Note that we may regard En as
Γ(X ′,HomΛ(N , (u
−1u∗)
n(N ))αn),
and that setting
E
n = u∗HomΛ(N , (u
−1u∗)
n(N ))αn ,
with tangent space Cn(E ), we have that the chain complex C•(E ) is a flabby resolution
of the sheaf Homk(M0,M0) (it is, in fact,a version of the Cˇech resolution), so that
Hi(E) = Hi(C•(E)) = Hi(X,C•(E )) = Hi(X,Homk(M0,M0)),
as expected. Equivalently,
Hi(C•(E)) = Extik(M0,M0) = H
i(X,Homk(M0,M0)),
since we are working with sheaves of vector spaces over k, so Homk is exact.
2 A Procedure for Computing SDCs
In this section we make formal the approach which has been used so far to compute
SDCs. The idea is that we throw away properties of the object which we wish to deform,
until we obtain something whose deformations are trivial.
Throughout this section, we will encounter functors D : CΛ → Cat. We will not
require that these functors satisfy (H0) (the condition that F (k) = •).
Definition 2.1. Given a functor D : CΛ → Cat, and an object D ∈ ObD(k), define
DefD,D : CΛ → Grpd by setting DefD,D(A) to be the fibre of D(A)→ D(k) over (D, id).
All the deformation problems we encounter are of this form.
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Definition 2.2. We say a functor B : CΛ → Cat has uniformly trivial deformation
theory if the functor MorB is smooth and homogeneous, and the functor CmptsB is
constant, i.e for A։ A′ in CΛ, B(A)→ B(A
′) is full and essentially surjective. A typical
example of such a functor is that which sends A to the category of flat A-modules.
Observe that, if B is uniformly trivial, then given B ∈ ObB(k), we may lift it to
B˜ ∈ ObB(Λ), and we have an equivalence of functors of groupoids
(B˜,Mor B(B˜, B˜))
∼
−→ DefB,B.
2.1 The SDC associated to a monadic adjunction
Assume we have a monadic adjunction
D
U
⊤
//
B
F
oo ,
with unit η : id→ UF = ⊤ and co-unit ε : FU → id, such that B has uniformly trivial
deformation theory. Then, given D ∈ D(k), let B be any lift of UD to B(Λ), and define
the SDC E∗ by
En = HomB(⊤
nB,B)U(εD◦...◦ε⊥n−1D),
the fibre of
HomB(⊤
nB,B)→ HomB(k)(⊤
nB(k), B(k))
over U(εD ◦ . . . ◦ ε⊥n−1D).
We make E∗ into an SDC by giving it the product g ∗ h = g ◦ ⊤nh, and E˘∗ is the
dual complex to the canonical augmented complex B → ⊤∗B. Explicitly, for g ∈ En,
∂i(g) = g ◦ ⊤i−1UεF⊤n−iB
σi(g) = g ◦ ⊤iη⊤n−i−1B .
Theorem 2.3. With the notation as above, we have an equivalence of functors of
groupoids
DefD,D
∼
−→ DefE.
Proof. Since the F ⊣ U is monadic, we have an equivalence K : D → B⊤. Now observe
that MCE is precisely the fibre of
ObB⊤ → ObB⊤(k)
over K(D) (note the comment after Lemma 1.7 gives σ0(ω) = 1), with morphisms in
the fibre
B⊤ → B⊤(k)
over (K(D), id) corresponding to E0 acting on MCE via the adjoint action. Hence
DefE = DefB⊤,K(D).
But K : D → B⊤ is an equivalence, giving an equivalence
K : DefD,D
∼
−→ DefB⊤,K(D) = DefE .
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Observe that this result is precisely the same as the description above of deformations
of algebras, and that the dual result (for comonadic adjunctions) describes deformations
of sheaves.
2.1.1 Deformation of sheaves — Godement resolution
Take a sheaf of k-vector spaces M0 on a site X with enough points. In examples, we
will be considering the Zariski or e´tale sites of a scheme, or the site associated to a
topological space. The deformation functor will associate to A, sheaves MA of flat
A-modules such that MA ⊗ k = M0, modulo infinitesimal isomorphisms.
Let X ′ be the set of points of X. Since X has enough points, the inverse image
functor Shf(X) →
∏
x∈X′ Shf(x) reflects isomorphisms. Explicitly, this says that a
morphism θ : F → G of sheaves on X is an isomorphism whenever the morphisms
θx : Fx → Gx are for all x ∈ X
′. In the reasoning which follows, it will suffice to replace
X ′ by any subset with this property.
If we are working on the Zariski site, we may take X ′ =
∐
x∈X x. On the e´tale site,
we may take
X ′ =
∐
x∈X
x¯,
where for each x ∈ X, a geometric point x¯ → X has been chosen. For Jacobson
schemes, we may consider only closed points x ∈ X. We define the category Shf(X ′)
by Shf(X ′) :=
∏
x∈X′ Shf(x).
There is an adjunction
Shf(X ′)
u∗
⊤
//
Shf(X)
u∗
oo ,
the maps ux : x → X combining to form maps u
∗ : Shf(X)→ Shf(X ′), and
u∗ : Shf(X
′)→ Shf(X) given by u∗F =
∏
x∈X′ ux∗Fx. Observe that the category of
flat A-modules on X ′ has uniformly trivial deformation theory.
It follows from Theorem 0.35 that this adjunction is comonadic, and from Theorem
2.5, the SDC governing this problem is
En = HomΛ(N , (u
∗u∗)
n(N ))αn ,
where N is a flat µ-adic Λ-module on X ′ with N ⊗ k = u∗M0, and
αn = u∗(α(u∗u∗)n−1M0 ◦ . . . ◦ αM0).
To see this more clearly in the case of a topological space, observe, as in [God58],
Remark II.4.3.2, that an element n ∈ Γ(U, u−1u∗N ) can be represented by a function
of the form
n(x0, x1) ∈ Nx1 ,
defined on a set of the form
x0 ∈ U ; x1 ∈ U(x0),
where U(x0) is some open e´tale neighbourhood of x0 in X. Two functions n1, n2 define
the same section if they agree on some set of the above form.
Thus an element Θ of MCE(A) can be regarded as local transition functions; given
n ∈ Nx, we obtain, for some e´tale neighbourhood U of x, Θ(n)xy ∈ Ny for all y ∈ U ,
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which can be regarded as lifting the germ and then projecting down to each stalk. The
Maurer-Cartan equation is transitivity, and, as before, guarantees that Θ(n)xx = n.
Again, we get
Hi(E) = Hi(C•(E)) = Hi(X,C•(E )) = Hi(X,Homk(M0,M0)) = Ext
i
k(M0,M0),
as expected.
2.1.2 Deformation of co-algebras
Given a flat (co-associative) co-algebra (with co-unit) C0/k, we wish to create an SDC
describing flat deformations CA/A such that CA ⊗A k = C0, modulo infinitesimal iso-
morphisms.
There is, up to isomorphism, a unique flat µ-adic Λ-module M such that
M ⊗Λ k = C0. There is an adjunction
A−FCoAlg
V //
A−FMod
G
⊥oo ,
between the category of flat co-algebras over A, and the category of flat modules over
A, where V is the forgetful functor and the free functor G exists by the Special Adjoint
Functor Theorem (since A−FCoAlg has all colimits, and V preserves these). Note that
in this case the free functor is hard to write down explicitly, but this is unnecessary for
our purposes. See [Swe69] for such a description.
By the Theorem 0.35, this adjunction is comonadic, so that deformations of C0 are
given by the SDC
En = HomΛ(M,⊥
nM)U(α
⊤n−1C0
◦...◦αC0 )
.
2.2 The general approach
In general, we will not be able to pass from the category D to a category B with
uniformly trivial deformation theory via a single monadic or comonadic adjunction.
However, we should be able to pass from D to some B via a chain of monadic and
comonadic adjunctions.
Not only should we have monadic and comonadic adjunctions, but, informally, the
forgetful functors should commute with one another. More precisely, assume that we
have a diagram
D
U
⊤
//
V

E
F
oo
V

A
G⊣
OO
U
⊤
//
B,
F
oo
G⊣
OO
where B has uniformly trivial deformation theory, with F ⊣ U monadic and G ⊢ V
comonadic. Let
⊤h = UF ⊥h = FU
⊥v = V G ⊤v = GV,
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with
η : 1→ ⊤h, γ : ⊥v → 1, ε : ⊥h → 1 and α : 1→ ⊤v.
The commutativity condition is that the following identities hold:
GU = UG or FV = V F (1)
UV = V U (2)
V ε = εV or Uα = αU (3)
V η = ηV or Uγ = γU. (4)
Observe that the adjoint properties ensure that identities on the same line are equivalent.
Lemma 2.4. For E ∈ E , A ∈ A, consider the diagram of isomorphisms given by the
adjunctions:
HomD(FE,GA)jj
**VVV
VVVV33
sshhhhh
hhh
HomA(V FE,A) HomE(E,UGA)
HomA(FV E,A)kk
++VVVV
VVVV
HomE(E,GUA)44
tthhhh
hhh
HomB(V E,UA).
The identities (1)–(4) ensure that all squares in this diagram commute. In particular,
for any B ∈ B, the map
ηB ◦ γB : V GB → UFB
corresponds to a map
ρB = εGFB ◦ FGηB = GFγB ◦ αFGB : FGB → GFB,
with
γ⊤hB ◦ UV (ρB) ◦ η⊥vB = ηB ◦ γB ,
U(ρB) ◦ ηGB = G(ηB),
γFB ◦ V (ρB) = F (γB).
By the naturality of ε : ⊥h → id, we have ε ◦ (⊥hε) = ε ◦ (ε⊥h), so we obtain a
canonical map εn : ⊥nh → id, given by any such composition of ε’s. [For instance
εn = ε ◦ (⊥hε) ◦ . . . ◦ (⊥
n−1
h ε)
is one such composition.] We have similar maps for each of the units and co-units,
giving:
εn : ⊥nh → id, η
n : id→ ⊤nh
αn : id→ ⊤nv , γ
n : ⊥nv → id
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Let
δ = UV (ρ) : ⊤h⊥v → ⊥v⊤h.
Since δ is natural,
(δ⊥v⊤h) ◦ (⊤h⊥vδ) = (⊥v⊤hδ) ◦ (δ⊤h⊥v).
Therefore any composition of δ’s gives us the same canonical map
δm,n : ⊤mh ⊥
n
v → ⊥
n
v⊤
m
h .
Theorem 2.5. Suppose we have a diagram as above. Then, for D ∈ ObD(k), let B be
any lift of UV D ∈ ObB(k) to ObB(Λ) (by the hypothesis on B, such a lift must exist
and be unique up to isomorphism). Set
En = HomB(⊤
n
hB,⊥
n
vB)UV (αnD◦ε
n
D)
.
We give E∗ the multiplication
g ∗ h = ⊥nv(g) ◦ δ
m,n ◦ ⊤mh (h),
and E˘∗ gets its simplicial structure from the diagonal of the canonical double augmented
complex
HomB(B → B
∗, B∗ → B).
Explicitly, for g ∈ En,
∂i(g) = ⊥i−1v V αG⊥n−iv B ◦ g ◦ ⊤
i−1
h UεF⊤n−i
h
B
σi(g) = ⊥ivγ⊥n−i−1v B ◦ g ◦ ⊤
i
hη⊤n−i−1
h
B .
Then
DefD,D ≃ DefE .
Proof. First observe that this is, indeed, an SDC. We need to check that the product is
associative. For f ∈ Sl, g ∈ Sm, h ∈ Sn, we have
f ∗ (g ∗ h) = ⊥m+nv f ◦ δ
l,m+n ◦ ⊤lh(⊥
n
vg ◦ δ
m,n ◦ ⊤mh h)
= ⊥m+nv f ◦ (⊥
n
vδ
l,m ◦ δl,n⊥mv ) ◦ ⊤
l
h⊥
n
vg ◦ ⊤
l
hδ
m,n ◦ ⊤l+mh h
= ⊥m+nv f ◦ ⊥
n
vδ
l,m ◦ ⊥nv⊤
l
hg ◦ δ
l,n⊤mh ◦ ⊤
l
hδ
m,n ◦ ⊤l+mh h
= ⊥nv(⊥
m
v f ◦ δ
l,m ◦ ⊤lhg) ◦ δ
l+m,n ◦ ⊤l+mh h
= (f ∗ g) ∗ h.
We now have a lemma:
Lemma 2.6. To give a map f : ⊤hB → ⊥vB satisfying the Maurer-Cartan equation
⊥vf ◦ δ ◦ ⊤hf = V αGB ◦ f ◦ UεFB
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is the same as giving maps θ : ⊤hB → B and φ : B → ⊥vB satisfying the Maurer-
Cartan equations:
θ ◦ ⊤hθ = θ ◦ UεFB
⊥vφ ◦ φ = V αGB ◦ φ,
and the compatibility condition
⊥vθ ◦ δB ◦ ⊤hφ = φ ◦ θ.
Proof. (Of Lemma.)
Given such an f , we have
f = γ⊥vB ◦ V αGB ◦ f ◦ UεFB ◦ η⊤hB
= γ⊥vB ◦ ⊥vf ◦ δB ◦ ⊤hf ◦ η⊤hB
= f ◦ γ⊤hB ◦ δB ◦ η⊥vB ◦ f
= f ◦ ηB ◦ γB ◦ f.
Let φ = f ◦ ηB, and θ = γB ◦ f . Now,
γB ◦ γ⊥vB ◦ ⊥vf ◦ δB ◦ ⊤hf = γB ◦ γ⊥vB ◦ V αGB ◦ f ◦ UεFB
γB ◦ f ◦ γ⊤hB ◦ δB ◦ ⊤hf = γB ◦ f ◦ UεFB
γB ◦ f ◦ U(γFB ◦ V (ρB)) ◦ ⊤hf = γB ◦ f ◦ UεFB
γB ◦ f ◦ ⊤hγB ◦ ⊤hf = γB ◦ f ◦ UεFB
θ ◦ ⊤hθ = θ ◦ UεFB ,
using the Maurer-Cartan equations and Lemma 2.4. Similarly we obtain the Maurer-
Cartan equation for φ, and finally
⊥vθ ◦ δB ◦ ⊤hφ = ⊥vγB ◦ ⊥vf ◦ δB ◦ ⊤hf ◦ ⊤hηB
= ⊥vγB ◦ V αGB ◦ f ◦ UεFB ◦ ⊤hηB
= f
= φ ◦ θ.
Conversely, given such θ and φ, set f = φ ◦ θ. We obtain:
⊥vf ◦ δB ◦ ⊤hf = ⊥vφ ◦ ⊥vθ ◦ δB ◦ ⊤hφ ◦ ⊤hθ
= ⊥vφ ◦ φ ◦ θ ◦ ⊤hθ
= V αGB ◦ φ ◦ θ ◦ UεFB
= V αGB ◦ f ◦ UεFB.
Recall, from the comment after Lemma 1.7, that every element f of MCE(A) must
satisfy σ0(f) = 1, which in this case is γB ◦ f ◦ ηB = id. This means that the pair (θ, φ)
above satisfy θ ◦ ηB = id, and γB ◦ φ = id.
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We obtain an adjunction
E⊤h
V //
B⊤h
G
⊥oo ,


⊤hE
f

E

 7→


⊤hV E
V f

V E




⊤hGB
G(g)◦U(ρB)

GB

 ← [


⊤hB
g

B

 ,
and such a pair (θ, φ) is precisely the same as an element of (B⊤h)⊥v . We also have a
correspondence between the action of E0 on MCE and morphisms in (B
⊤h)⊥v , so that
DefE corresponds to the fibre of
(B⊤h)⊥v → (B⊤h)⊥v(k)
over the image of (D, id).
Now, the equivalence
K : A → B⊤h
A 7→


⊤hUA
UεA

UA


arising from the monadic adjunction F ⊣ U satisfies
⊥vKA = V G


⊤hUA
UεA

UA


=


⊤h⊥vUA
⊥vUεA◦V U(ρUA)

⊥vUA

 .
Moreover,
⊥vUεA ◦ V U(ρUA) = UV (GεA ◦ (εGFUA ◦ FGηUA))
= UV ((εGA ◦ FUGεA) ◦ FGηUA)
= UV (εGA ◦ FG(UεA ◦ ηUA))
= UV (εGA),
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so
⊥vKA =


⊤h⊥vUA
UV (εGA)

⊥vUA

 = K⊥vA.
This induces an equivalence of categories
A⊥v
Kh−−→ (B⊤h)⊥v .
But G ⊢ V is comonadic, so
D
Kv−−→ A⊥v
is an equivalence. Thus we have an equivalence of groupoids
DefD,D
∼
−→ DefA⊥v ,KvD
∼
−→ Def(B⊤h )⊥v ,KhKvD = DefE .
Given a category D, we now need a procedure for finding a category B with uniformly
trivial deformation theory. We do this by thinking of the functors U and V as being
forgetful functors, and looking for structure in D to discard.
Definition 2.7. Given a category B : CΛ → Cat, define a set of structures Σ over B to
consist of the following data:
1. A finite set Σ = Σ+ ⊔ Σ−,
2. For each subset S ⊂ Σ, a category BS, with B∅ = B,
3. (a) for each s ∈ Σ+ and each S ⊂ Σ not containing s, a monadic adjunction
BS∪{s}
Us
⊤
//
BS
Fs
oo .
(b) for each s ∈ Σ− and each S ⊂ Σ not containing s, a comonadic adjunction
BS∪{s}
Vs //
BS
Gs
⊥oo ,
satisfying the commutativity conditions given below.
For s ∈ Σ+ we write
⊤s = UsFs and ⊥s = FsUs,
with
ηs : 1→ ⊤s and εs : ⊥s → 1.
For s ∈ Σ− we write
⊥s = VsGs and ⊤s = GsVs,
with
γs : ⊥s → 1, and αs : 1→ ⊤s.
The commutativity conditions are that the following hold:
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1. For each distinct pair s1, s2 ∈ Σ
+, and each S ⊂ Σ not containing s1, s2, the
morphisms in the diagram
BS∪{s1,s2}
U1
⊤
//
U2 ⊢

BS∪{s2}
F1
oo
U2 ⊢

BS∪{s1}
F2
OO
U1
⊤
//
BS
F1
oo
F2
OO
satisfy
F1F2 = F2F1 or U1U2 = U2U1
U1ε2 = ε2U1 U2ε1 = ε1U2
U1η2 = η2U1 U2η1 = η1U2.
2. For each distinct pair s1, s2 ∈ Σ
−, and each S ⊂ Σ not containing s1, s2, the
morphisms in the diagram
BS∪{s1,s2}
V1 //
V2

BS∪{s2}
G1
⊥oo
V2

BS∪{s1}
G2⊣
OO
V1 //
BS
G1
⊥oo
G2⊣
OO
satisfy
G1G2 = G2G1 or V1V2 = V2V1
V1α2 = α2V1 V2α1 = α1V2
V1γ2 = γ2V1 V2γ1 = γ1V2.
3. For each s1 ∈ Σ
+ and s2 ∈ Σ
−, and each S ⊂ Σ not containing s1, s2, the
morphisms in the diagram
BS∪{s1,s2}
U
⊤
//
V

BS∪{s2}
F
oo
V

BS∪{s1}
G⊣
OO
U
⊤
//
BS,
F
oo
G⊣
OO
satisfy
GU = UG or FV = V F
UV = V U
V ε = εV or Uα = αU
V η = ηV or Uγ = γU.
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Lemma 2.8. Given a set of structures Σ over a category B, we have a diagram
BΣ
U
⊤
//
V

BΣ
−
F
oo
V

BΣ
+
G⊣
OO
U
⊤
//
B,
F
oo
G⊣
OO
satisfying the equations (1)–(4) on p. 26, with F ⊣ U monadic and G ⊢ V comonadic.
Proof. We define F (resp. U) to be the composition of the Fs (resp Us) for all s ∈ Σ
+,
noting that the order of composition does not matter, since these functors commute
with one another. We define G and V analogously. It is immediate that F ⊣ U and
G ⊢ V are adjoint pairs, and that the commutativity conditions (1)–(4) are satisfied.
It thus remains only to show that F ⊣ U is monadic, and G ⊢ V comonadic. This
can be done by using a similar approach to the proof of Theorem 2.5. The statement is
that BΣ
+
≃ B⊤+ , where ⊤+ = FU , which is proved by induction on the cardinality of
Σ+.
Remarks 2.9. 1. This lemma shows that every set of structures can be replaced by a
set of at most two elements, so it might seem that introducing the notion of a set
of structures was not helpful. However, it is frequently easier to find the individual
adjunctions than the composites, as will be seen in later examples (notably the
deformation of a group scheme in Section 3.6).
2. When considering those deformation problems for which DGLAs have been suc-
cessfully constructed, it seems that there is a set of structures which is either
wholly monadic or wholly comonadic.
2.2.1 Deformation of Hopf algebras
Given a flat (associative, commutative, co-associative) Hopf algebra (with unit and co-
unit) R0/k, we wish to create an SDC describing flat deformations RA/A of R0 such
that RA ⊗A k = R0, modulo infinitesimal isomorphisms.
The structures are:
Σ+ = {Algebra}, Σ− = {Co-Algebra},
over the category of flat A-modules.
This gives the following commutative diagram of monadic and comonadic adjunc-
tions:
A−FHopfAlg ⊤
//

A−FCoAlg
SymmA
oo

A−FAlg
G⊣
OO
⊤
//
A−FMod,
G⊣
OO
SymmA
oo
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where A−FHopfAlg is the category of flat Hopf algebras over A, A−FCoAlg is the
category of flat co-associative co-algebras with co-unit and co-inverse over A, and G is
the free co-algebra functor of Section 2.1.2. Since we cannot describe G explicitly, we
use the alternative form of the axioms involving SymmA instead, when verifying the
conditions of Theorem 2.5.
We thus obtain the SDC
En = HomΛ((SymmΛ)
nM,GnM)αn◦εn ,
where M is the flat µ-adic Λ-module (unique up to isomorphism) lifting the k-vector
space R0. with α
n, εn the canonical maps
εn : (Symmk)
nR0 → R0, α
n : R0 → G
nR0
associated to R0.
3 Deformation of Schemes
Given a flat µ-adic system of schemes Sn/SpecΛn, and a flat scheme X0/S0, our de-
formation functor consists of flat schemes XA/SA such that XA ×SpecA Speck = X0,
modulo infinitesimal isomorphisms (isomorphisms which pull back to the identity on
X0), where S = lim−→
Sn and SA = S×Spf Λ SpecA:
X0 −−−−→ XA
f flat
y yflat
S0 −−−−→ SA.
Since the topological space |X0| underlyingX0 does not deform, this is just a question
of deforming the sheaf OX0 of algebras. Observe that, sinceX0 is flat over S0, any scheme
XA/SA deformingX, and flat over A, will necessarily be flat over SA. It therefore suffices
to deform OX0 as an OSA-algebra, flat over A.
In the notation of Section 2.2, we have the set of structures
Σ+ = {Algebra, OSA-Module}, Σ
− = {X0-Sheaf},
over the category of sheaves of flat A-modules on X ′0, where X
′
0 is defined as in Section
2.1.1. To these structures correspond the monadic and comonadic adjunctions
{SymmA ⊣ U, OS⊗Λ ⊣ U}, {u∗ ⊢ u
−1},
where U denotes the relevant forgetful functor.
This yields the following diagram of Cat-valued functors:
OSA\(A−FAlg(X0)) ⊤
//
u−1

A−FMod(X0)
OS⊗ΛSymmA
oo
u−1

OSA\(A−FAlg(X
′
0))
u∗⊣
OO
⊤
//
A−FMod(X ′0).
OS⊗ΛSymmA
oo
u∗⊣
OO
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where we write OS for the sheaf f
−1OS (resp. u
−1f−1OS) on X0 (resp. X
′
0), and
OSA\(A−FAlg) consists of those OYA-algebras which are flat over A. The only non-
trivial commutativity condition is the observation that pull-backs commute with tensor
operations.
Hence, by Theorem 2.5, deformations are described by the SDC
En = HomΛ((OS⊗Λ SymmΛ)
n
M , (u−1u∗)
n
M )u−1(αn◦εn),
where M is a lift of the sheaf u−1OX0 of vector spaces on X
′
0 to a sheaf of flat µ-adic
Λ-modules, and αn, εn are the canonical maps αn
OX0
, εn
OX0
in Theorem 2.5, given by the
adjunctions.
Remark 3.1. Observe that the description above allows us to construct an SDC govern-
ing deformations of a sheaf of algebras on any site with enough points. This is more
general than the problem in [Hin05] for which a DGLA was constructed.
Define a sheaf of SDCs on X by
E
n = u∗HomΛ((OS⊗Λ SymmΛ)
n
M , (u−1u∗)
n
M )u−1(αn◦εm).
Combining the observations in Sections 1.2.1, 2.1.1, we see that this has tangent space
Cn(E ) = u∗DerOS0 ((OS0 ⊗k Symmk)
n+1u−1OX0 , (u
−1u∗)
nu−1OX0)
∼= DerOS0 ((OS0 ⊗k Symmk)
n+1
OX0 , (u∗u
−1)n+1OX0)
∼= HomOX0 (L
X0/S0
n ,C
n(OX0)),
where L
X0/S0
• is the standard form of the cotangent complex, as described in [Ill71], and
C n denotes the Godement resolution.
Since Cn(E ) has the structure of a diagonal complex of a bicosimplicial complex,
it follows from the Eilenberg-Zilber Theorem that it is quasi-isomorphic to the total
complex of the double complex
HomOX0 (L
X0/S0
• ,C
•(OX0))
Therefore the cohomology of our SDC is
Hi(C•(E)) = Hi(Γ(X0,C
•(E ))) ∼= ExtiOX0
(L
X0/S0
• ,OX0),
which is Andre´-Quillen hypercohomology, the second isomorphism following because
L
X0/S0
• is locally projective as an OX0-module, and C
•(OX0) is flabby.
3.1 Separated Noetherian schemes
If X0 is separated and Noetherian, then we may replace Godement resolutions by Cˇech
resolutions. Take an open affine cover (Xα)α∈I of X0, and set Xˇ :=
∐
α∈I Xα. We then
have a diagram
Xˇ ′
uˇ //
w
!!B
BB
BB
BB
B
v′

Xˇ
v

X ′0
u // X0.
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Since v−1OX0 = OXˇ is a quasi-coherent sheaf on Xˇ , Ext
i(OXˇ ,OXˇ) = 0 for all i > 0,
so deformations of the sheaf OXˇ of k-vector spaces on Xˇ are unobstructed and we may
lift v−1OX0 to some sheaf N of flat µ-adic Λ-modules on Xˇ, unique up to non-unique
isomorphism. There must also be (non-canonical) isomorphisms uˇ−1N ∼= v′
−1
M . If
we define Eˇ• by
Eˇn = HomΛ((OS⊗Λ SymmΛ)
n
N , (v−1v∗)
n
N )v−1(αn◦εn),
and F • similarly, replacing v by w, then we have morphisms of SDCs
E•
γ•
v′−−→ F •
γ•uˇ←− Eˇ•.
To see that these are quasi-isomorphisms, let T • := HomOX0 (L
X0/S0
• ,OX0), which
is a complex of quasi-coherent sheaves on X0, and observe that the induced maps on
cohomology are
H
i(X0,T
•)→ Hi(X0,T
•)← Hˇi(X0,T
•).
The final map is an isomorphism since X0 is separated and Noetherian, so Cˇech coho-
mology agrees with sheaf cohomology.
3.2 Smooth schemes
If X0/S0 is smooth, then the cohomology groups are just H
i(X0,TX0/S0), the cohomol-
ogy of the tangent sheaf. If X0 is also separated and Noetherian (for instance if S0 is
so), then we may lift Xˇ to some smooth µ-adic formal scheme Xˇ over S.
Consider the diagram
OSA\(A−FAlg(Xˇ))
v∗
⊤
//
OSA\(A−FAlg(X0))
v∗
oo ;
although the former category does not have uniformly trivial deformation theory, all
the morphisms in it which we encounter do, which gives us an SDC and canonical maps
HomOS−Alg(OXˇ, (v
−1v∗)
n
OXˇ)v−1(αn)
(εn)∗
−−−→ Eˇn,
which give a quasi-isomorphism of SDCs.
Explicitly, we may write our SDC as
En =
∏
α0,...,αn∈I
Γ(Xα0,...,αn ,HomOS−Alg(OXαn ,OXα0 )id),
where Xα0,...,αn =
⋂n
i=1Xαi , and Xˇ =
∐
Xα. The product is given by
(φ ∗ ψ)α0,...,αm+n = φα0,...,αm ◦ ψαm,...,αm+n ,
and operations are
(∂iφ)α0,...,αn+1 = φα0,...,αi−1,αi+1,...,αn+1
(σiφ)α0,...,αn−1 = φα0,...,αi,αi,...,αn−1
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3.3 Deformation of a subscheme
The standard application of the previous section would be to set Sn = SpecΛn. How-
ever, exactly the same proof applies to a far wider class of problems. Rather than
requiring both XA/SA and S/Spf Λ to be flat, we only used the fact that XA/SpecA
was flat (flatness of XA/SA then being automatic, since X0/S0 flat). This gives us the
following immediate generalisation:
Given
X0
flat ##H
HH
HH
HH
HH
// Y0
flat

S0

Spec k,
for flat µ-adic families
Y
flat
−−→ S
flat
−−→ Spf Λ,
let YA := Y⊗Λ A, SA := S⊗Λ A, and consider deformations
X0
  B
BB
BB
BB
B
//
((QQ
QQQ
QQQ
QQQ
QQQ
Q Y0
 ((QQ
QQQ
QQQ
QQQ
QQQ
QQ
S0
((QQ
QQQ
QQQ
QQQ
QQQ
QQ XA
flat
DD
D
!!D
DD
// YA
flat

SA,
such that XA ⊗A k = X0.
Thus we need to consider OYA-algebras deforming OX0 , flat over OSA . These are the
same as OYA-algebras deforming OX0 , flat over A.
We have the set of structures
Σ+ = {Algebra, OYA-Module}, Σ
− = {X0-Sheaf},
over the category A−FMod(X ′0), giving the diagram:
OYA\(A−FAlg(X0)) ⊤
//
u−1

A−FMod(X0)
OY⊗ΛSymmA
oo
u−1

OYA\(A−FAlg(X
′
0))
u∗⊣
OO
⊤
//
A−FMod(X ′0)
OY⊗ΛSymmA
oo
u∗⊣
OO
and we obtain the same SDC as before, with S replaced by Y. Hence deformations are
described by the SDC
En = HomΛ((OY⊗Λ SymmΛ)
n
M , (u−1u∗)
n
M )u−1(αn◦εn),
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for a flat µ-adic Λ-module M lifting u−1OX0 .
In particular this applies to deformation of a subscheme X0 →֒ Y0, since a flat
deformation of a subscheme as a YA-scheme will be a subscheme. If X0 →֒ Y0 is a
regular embedding (e.g. if X0 and Y0 are both smooth over S0), then the cohomology
groups will be
Hi(C•(E)) = Hi+1(X0,NX0/Y0),
where NX0/Y0 is the normal sheaf.
If X0 and Y0 are both smooth over S0, we can simplify the SDC of Section 3.1 still
further. Consider the diagram
OYA\(A−FAlg(X0)) ⊤
//
v−1

OSA\(A−FAlg(X0))
OY⊗OS
oo
v−1

OYA\(A−FAlg(Xˇ))
v∗⊣
OO
⊤
//
OSA\(A−FAlg(Xˇ)).
OY⊗OS
oo
v∗⊣
OO
Although the last category does not have uniformly trivial deformation theory, all the
morphisms in it which we encounter do. If we let (f ♯)⊗n denote the canonical ring
homomorphism O
⊗OSn
Y ⊗OS OXˆ→ OXˆ, then there is an SDC and a quasi-isomorphism
HomOS−Alg(O
⊗OS n
Y ⊗OS OXˆ, (v
−1v∗)
n
O
Xˆ
)v−1αn◦(f♯)⊗n → Eˇ
n.
The map is defined by composing the maps SymmΛ(O
⊗n
Y ⊗ OXˆ) → O
⊗n
Y ⊗ OXˆ, arising
from the natural ring structure on the tensor product.
Explicitly, we may write our SDC as
En =
∏
α0,...,αn∈I
Γ(Xα0,...,αn ,HomOS−Alg(O
⊗OSn
Y ⊗OS OXαn ,OXα0 )(f♯)⊗n),
The product is given by
(φ ∗ ψ)α0,...,αm+n(r1 ⊗ . . .⊗ rm+n ⊗ a) =
φα0,...,αm(r1 ⊗ . . .⊗ rm ⊗ ψαm,...,αm+n(rm+1 ⊗ . . . ⊗ rm+n ⊗ a)) ,
and operations are
(∂iφ)α0,...,αn+1(r1 ⊗ . . .⊗ rn+1 ⊗ a) =
φα0,...,αi−1,αi+1,...,αn+1(r1 ⊗ . . . ⊗ ri−1 ⊗ (riri+1)⊗ ri+2 . . .⊗ rn+1 ⊗ a)
(σiφ)α0,...,αn−1(r1 ⊗ . . . ⊗ rn−1 ⊗ a) =
φα0,...,αi,αi,...,αn−1(r1 ⊗ . . . ⊗ ri ⊗ 1⊗ ri+1 . . .⊗ rn−1 ⊗ a).
To see that the map is a quasi-isomorphism, observe that the Eilenberg-Zilber The-
orem allows us to regard the cohomology of E as hypercohomology of the complex
TX0/S0 → f
∗TY0/S0 [−1], which is quasi-isomorphic to the tangent complex of the mor-
phism X0 → Y0. Note that this SDC works for any morphism of smooth schemes, not
only for embeddings.
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3.4 Constrained deformation of schemes
Given a morphism of flat µ-adic schemes Z
h
−→ Y over S, and a diagram
Z0
g
−→ X0
f
−→ Y0
over S0, with fg = h, our deformation functor consists of diagrams
ZA
gA−→ XA
fA−→ YA,
over SA, with XA → SA flat and fA ◦ gA = h, which pull back along S0 → SA to our
original diagram. Here, ZA is the scheme Z ×Spf Λ SpecA, and Z0 = Zk. An example
of such a deformation problem would be deformations of a subscheme, constrained to
pass through a fixed set of points.
Since the topological space |X0| underlying X0 does not deform, it suffices to deform
OX0 as an OYA-algebra with an OZA-augmentation, flat over A.
In the notation of Section 2.2, we have the set of structures
Σ+ = {algebra, OYA-module}, Σ
− = {X0-sheaf,OZA-augmented},
over the category of sheaves of flat A-modules on X ′0, where X
′
0 is defined as in Section
2.1.1.
To these structures correspond the monadic and comonadic adjunctions
{SymmA ⊣ U, OY⊗Λ ⊣ U}, {u∗ ⊢ u
−1,OZ× ⊢ V },
where U, V denote the relevant forgetful functors.
This yields the following diagram of Cat-valued functors:
OYA\(A−FAlg(X0))/OZA ⊤
//
u−1

A−FMod(X0)/OZA
OY⊗ΛSymmA
oo
u−1

OYA\(A−FAlg(X
′
0))
OZA
×u∗⊣
OO
⊤
//
A−FMod(X ′0).
OY⊗ΛSymmA
oo
OZA
×u∗⊣
OO
where we write OY for the sheaf f
−1OY (resp. u
−1f−1OY), and OZ for the sheaf g∗OZ
(resp. u−1g∗OZ) on X0 (resp. X
′
0). The category OYA\(A−FAlg)/OZA consists of
those OYA-algebras which are flat over A, and equipped with an augmentation to OZA ,
compatible with h♯. The only non-trivial commutativity condition is the observation
that pull-backs commute with tensor operations.
By Theorem 2.5, this deformation problem is governed by the SDC
En = HomΛ((OY⊗Λ SymmΛ)
n
M , (OZ× u
−1u∗)
n
M )u−1(αn◦εn),
where M is a lift of the sheaf u−1OX0 of vector spaces on X
′
0 to a sheaf of flat µ-adic
Λ-modules, and αn, εn are the canonical maps αn
OX0
, εn
OX0
in Theorem 2.5, given by the
adjunctions. The cohomology is
ExtiOX0
(L
X0/Y0
• ,OX0
g♯
−→ g∗OZ0 [−1]),
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If X0 and Y0 are both smooth over S0, we may consider the diagram
OYA\(A−FAlg(X0))/OZA ⊤
//
v−1

OSA\(A−FAlg(X0))/OZA
OY⊗OS
oo
v−1

OYA\(A−FAlg(Xˇ))/OZA
OZA
×v∗⊣
OO
⊤
//
OSA\(A−FAlg(Xˇ)).
OY⊗OSA
oo
OZA
×v∗⊣
OO
All the morphisms which we encounter in the last category have uniformly trivial de-
formation theory, allowing us to replace this SDC by
En =
∏
α0,...,αn∈I
Γ(Xα0,...,αn ,HomOS−Alg(O
⊗OSn
Y ⊗ OSOXαn ,OXα0 × O
n
Z)(g♯)n◦(f♯)⊗n),
since cohomology in this case is hypercohomology of the complex
TX0/S0 → (f
∗
TY0/S0 ⊕TX0/S0 ⊗OX0 g∗OZ0)[−1]→ f
∗
TY0/S0 ⊗OX0 g∗OZ0 [−2].
3.5 Deformation of a pair
Given a flat µ-adic formal scheme S, and flat schemes
X0
f0 //
7
77
77
77
Y0
		
		
		
	
S0,
let SA := S ×Spf Λ SpecA. Our deformation functor consists of (infinitesimal) isomor-
phism classes of:
X0
f0 //
5
55
55
55
))RR
RRR
RRR
RRR
RRR
RRR
Y0









))SSS
SSS
SSS
SSS
SSS
SSS
S
S0
))RR
RRR
RRR
RRR
RRR
RRR
R XA
fA //
flat
88
8
8
88
YA
flat



SA,
such that XA ×SpecA Spec k = X0, YA ×SpecA Spec k = Y0, and fA ⊗A k = f0.
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In this case, we obtain the SDC from the square of adjunctions

OSA\(A−FAlg(Y0))yf♯0
OSA\(A−FAlg(X0))

 −−−−−−−→⊤←−−−−−−−−−
OS⊗ΛSymmA


A−FMod(Y0)yf♯0
A−FMod(X0)


u∗ ↑⊢↓ u
−1 u∗ ↑⊢↓ u
−1


OSA\(A−FAlg(Y
′
0))y(f ′0)♯
OSA\(A−FAlg(X
′
0))

 −−−−−−−→⊤←−−−−−−−−−
OS⊗ΛSymmA


A−FMod(Y ′0)y(f ′0)♯
A−FMod(X ′0)

 ,
where for categories A,B, with a functor F : A → B, (A
F
−→ B) is the category whose
objects are triples
(A,B,FA
h
−→ B),
and whose morphisms are pairs f : A→ A′, g : B → B′ such that the following square
commutes:
FA
h
−−−−→ B
Ff
y yg
FA′
h′
−−−−→ B′.
3.6 Deformation of a group scheme
Given a group scheme G0/k, we consider deformations
G0 −−−−→ GAy yflat
Spec k −−−−→ SpecA,
where GA is a group scheme over A with GA ⊗A k = G0.
Since the topological space |G0| does not deform, we need only consider deformations
of OG0 as a sheaf of Hopf algebras. The structures are:
Σ+ = {Algebra}, Σ− = {G0-Sheaf, Co-Algebra},
over the category of sheaves of flat A-modules on G′0.
This gives the following commutative diagram of monadic and comonadic adjunc-
tions:
A−FHopfAlg(G0) ⊤
//
u−1

A−FCoAlg(G0)
SymmA
oo
u−1

A−FAlg(G′0)
Q◦u∗⊣
OO
⊤
//
A−FMod(G′0),
Q◦u∗⊣
OO
SymmA
oo
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where A−FHopfAlg is the category of flat Hopf algebras over A, A−FCoAlg is the
category of flat co-associative co-algebras with co-unit and co-inverse over A, and Q is
the free co-algebra functor of Section 2.1.2. We thus obtain the SDC
En = HomΛ((SymmΛ)
n
M , (u∗ ◦Q ◦ u
−1)nM )u−1(αn◦εn),
where M is the lift (unique up to isomorphism) of the sheaf u−1OG0 of k-vector spaces
to a flat µ-adic sheaf on G′, with αn, εn the canonical maps
εn : (Symmk)
n
OG0 → OG0 , α
n : OG0 → (u∗ ◦Q ◦ u
−1)nOG0
associated to OG0 .
3.6.1 Deformation of a sub-(group scheme)
The problem is now, given a flat µ-adic formal group scheme H over Λ, to deform a
sub-(group scheme) G0 → H0 as a sub-(group scheme) of HA := H ⊗Λ A, flat over A.
In fact, we will not need to assume that G0 → H0 is a subscheme — any morphism will
do. The picture is:
G0
##G
GG
GG
GG
G
//
))SS
SSS
SSS
SSS
SSS
SSS
S H0
 ))SSS
SSS
SSS
SSS
SSS
SSS
S
Speck
))SSS
SSS
SSS
SSS
SSS
GA
flat
HHH
H
$$HH
HH
// HA
flat

SpecA,
all morphisms as group schemes over Λ.
The structures are:
Σ+ = {Algebra, OHA-Module}, Σ
− = {G0-Sheaf, Coalgebra},
so the diagram
OHA\(A−FHopfAlg(G0)) ⊤
//
u−1

A−FCoAlg(G0)
OH⊗ΛSymmA
oo
u−1

OHA\(A−FAlg(G
′
0))
Q◦u∗⊣
OO
⊤
//
A−FMod(G′0)
OH⊗ΛSymmA
oo
Q◦u∗⊣
OO
gives us our SDC,
En = HomΛ((OH⊗Λ SymmΛ)
n
M , (u∗ ◦Q ◦ u
−1)nM )u−1(αn◦εn).
3.7 G-invariant deformations
Given a flat µ-adic formal group scheme G over Spf Λ, a flat µ-adic formal scheme T/Λ,
and a flat scheme X0/k, with a morphism X0 → T0, and compatible group actions
T×ˆΛG→ T, r : X0 ×k G0 → X0,
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where G0 = G⊗Λ k, we seek deformations
X0
##G
GG
GG
GG
G
//
))SS
SSS
SSS
SSS
SSS
SSS
S T0
 ))SSS
SSS
SSS
SSS
SSS
SSS
SS
Speck
))SSS
SSS
SSS
SSS
SSS
XA
flat
HH
HH
$$HH
HH
// TA
flat

SpecA,
where TA = T ⊗Λ A and GA = G ⊗Λ A, together with a compatible group action
XA ×A GA → XA. Since the underlying topological space does not deform, we need
only consider GA-linearised sheaves F of algebras, i.e sheaves with co-associative maps
F → r∗(F ⊗A OGA), deforming OX0 .
The structures are:
Σ+ = {Algebra, OTA-Module}, Σ
− = {X0-Sheaf, GA-linear},
where a GA-linearised module is a module M equipped with a co-associative morphism
M →M ⊗ OGA .
The relevant diagram is then:
OTA\((A−FAlg(X0))
GA) ⊤
//
u−1

(A−FMod(X0))
GA
OT⊗ΛSymmA
oo
u−1

OTA\(A−FAlg(X
′
0))
R◦u∗⊣
OO
⊤
//
A−FMod(X ′0),
R◦u∗⊣
OO
OT⊗ΛSymmA
oo
where (A−FMod)GA denotes GA-linearised module, and R is the co-free functor
R(F ) = r∗(F ⊗Λ OG),
whose G-action is given by:
r∗(F ⊗Λ OG)
r∗(id⊗m♯)
−−−−−−→ r∗(F ⊗m∗(OG⊗ OG)) = r∗(r∗(F ⊗Λ OG)⊗ OG),
as required. The unit of the adjunction V ⊣ R, for forgetful functor V , is
ρ : F → RV (F ) = r∗(F ⊗Λ OG),
where ρ is the structure map of F as a G-linearised sheaf. The co-unit is
r∗(id ⊗ e
♯) : V R(F ) = r∗(F ⊗Λ OG)→ F .
This gives the SDC
En = HomΛ((OT⊗Λ SymmΛ)
n
M , (u∗ ◦R ◦ u
−1)nM )u−1(αn◦εn),
where M is the lift (unique up to isomorphism) of the sheaf u−1OX0 of k-vector spaces
to a flat µ-adic sheaf on X ′.
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4 Representations of the Algebraic Fundamental Group
Fix a connected scheme X, a geometric point x¯ → X, and a ring Λ as in Section 0.1,
with finite residue field k. Throughout, A will denote a ring in CΛ. Denote π1(X, x¯) by
Γ.
4.1 Representations to GLn
It is well known (e.g. [Mil80] Theorem 5.3), that there is an equivalence of categories
between finite π1(X, x¯)-sets, and locally constant e´tale sheaves on X, with finite stalks.
There is thus an equivalence of categories between representations
ρ : π1(X, x¯)→ GLn(A),
and locally constant e´tale sheaves V on X with stalks An. Given ρ, the corresponding
sheaf Vρ is given by
Vρ = A
n ×Γ,ρ FY = (π∗A
n)Γ,ρ,
where FY is the sheaf on X whose espace e´tale´ is Y , and ρ|π1(Y,y¯) = 1, which must
happen for some Galois cover Y
π
−→ X, A being finite.
If we now fix a representation ρ0 : Γ → GLn(k), then we have an equivalence of
categories (or, rather, groupoids)
RA(ρ0)↔ VA(V0),
where RA(ρ0) has objects
ρ ≡ ρ0 mod mA,
while VA(V0) has objects
V ≡ V0 mod mA.
In both cases morphisms must be the identity mod mA. Explicitly, a morphism in
RA(ρ0) is an element g ∈ ker(GLn(A)→ GLn(k)), acting by conjugation.
Hence this deformation problem is just the same as deforming sheaves of modules,
as in Section 2.1.1, giving the SDC
En = HomΛ(V , (u
∗u∗)
n(V ))u∗αn ,
where V is the lift (unique up to isomorphism) of the sheaf u−1V0 of k-vector spaces to
a flat µ-adic sheaf on X ′. The cohomotopy groups are, of course, isomorphic to
H∗(X,Homk(V0,V0)).
Note that
Homk(V0,V0) = (π∗gln(k))
Γ,ρ0 ,
so the cohomotopy groups are
Hi(X, (π∗gln(k))
Γ,ρ0),
where Γ acts via the adjoint action.
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4.2 Representations to a smooth Noetherian group scheme
Fix a system {Gn/SpecΛn}n∈N of smooth Noetherian group schemes, and let G be the
µ-adic formal group scheme lim
−→
Gn. Fix a representation ρ0 : Γ→ G(k).
Definition 4.1. A principal G(A)-sheaf on X is an e´tale sheaf B on X, together with
an action G × B→ B, where G denotes the constant sheaf G(A), such that
G × B ∼= B× B, (g, b) 7→ (g · b, b),
and the stalks Bx¯ are non-empty.
Given a map A → B in CΛ, there is a functorial map from G(A)-sheaves to G(B)-
sheaves, given by
B 7→ G(B)×G(A) B,
i.e. (gh, b) ∼ (h, gb), for g ∈ G(A), h ∈ G(B) and b ∈ B.
Definition 4.2. Given a representation ρ : Γ→ G(A), let
Bρ := FY ×
Γ,ρ G(A) = (π∗G(A))
Γ,ρ,
where FY is the sheaf on X whose espace e´tale´ is Y , and ρ|π1(Y,y¯) = 1, which must
happen for some Galois cover Y
π
−→ X, G(A) being finite (since G is Noetherian and A
finite).
More precisely,
FY (U
u
−→ X) =


U
u˜ //
u   A
AA
AA
Y

X
a lift

 ,
and the equivalence relation forming Bρ is (γ ◦ u, g) ∼ (u, gρ(γ)), or equivalently
η ∼ γ∗ηρ(γ). B0 := {Bρ0|Λn}n∈N.
Lemma 4.3. There is an equivalence of categories
RA(ρ0)↔ BA(B0),
where RA(ρ0) has as objects representations
ρ ≡ ρ0 mod mA,
while BA(B0) has as objects principal G(A)-sheaves
B ≡ B0 mod mA
on X. In both cases morphisms must be the identity mod mA.
Proof. We need to show that the functor Φ : ρ 7→ Bρ is full, faithful and essentially
surjective.
1. Φ is full and faithful:
Given θ : Bσ
∼
−→ Bτ , take some finite Galois cover Y
π
−→ X such that π−1Bσ and
π−1Bτ are both isomorphic to the trivial sheaf G(A). Thus π
−1(θ) acts as a unique
element α of G(A) with α ≡ 1 mod mA, so θ = Φ(α).
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2. Φ is essentially surjective:
Given B ∈ BA(B0), B is locally constant with finite stalks (since G(A) is finite),
so there is a Galois cover Y
π
−→ X such that π−1B is constant. Choose a geometric
point y¯ → Y , above x¯. Γ acts on (π−1B)y¯ via:
(π−1B)y¯ ∼= (π
−1
B)γ◦y¯ ∼= Bx¯ ∼= (π
−1
B)y¯,
the first isomorphism being given by the constancy of π−1B, and the other two
canonical. This is an isomorphism of G(A)-sets , so gives an element ρ ∈ RA(ρ0).
It follows that Φ(ρ) ∼= B.
Observe that deformations of B0 as a principal G-sheaf are the same as its deforma-
tions as a faithful G-sheaf. We have the functorial comonadic adjunction:
Faithful G(A)-Sheaves(X)
u−1

Faithful G(A)-Sheaves(X ′)
u∗⊣
OO
using the canonical injection G(A) → u∗G(A) to make u∗B a faithful G(A)-sheaf.
Observe that the second category has uniformly trivial deformation theory, G being
smooth, so that deformations are described by the SDC
En = Hom(B, (u∗u∗)
n
B)
G(Λ)
u∗αn ,
where B is the lift (unique up to isomorphism) of the sheaf u−1B0 of G(k)-sheaves to
a sheaf of continuous (in the µ-adic topology) G(Λ)-sheaves on X ′. The cohomotopy
groups are isomorphic to
H∗(X, adB0),
where adB0 is the tangent space of Aut(B0) at the identity. Equivalently,
adB0 = g×
G(k)
B0 = (π∗g)
Γ,ρ0 ,
for g the tangent space of G(k) at the identity, and G(k) acting on g via the adjoint
action, so the cohomotopy groups are
H∗(X, (π∗g)
Γ,ρ0).
5 Equivalence between SDCs and DGLAs in Characteris-
tic Zero
Throughout this section, we will assume that Λ = k, a field of characteristic zero. We
will also assume that all DGLAs are in non-negative degrees, i.e. L<0 = 0.
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Remark 5.1. Throughout this section, we will encounter both chain complexes and
simplicial complexes. In order to avoid confusion, chain complexes will be denoted by
a bullet (C•), while simplicial complexes will be denoted by an asterisk (C∗). Asterisks
will also be used to denote complexes without differentials, so that, for a chain complex
C•, we may write C• = (C∗, d). Homology groups of a chain complex C• will be denoted
Hi(C), while homotopy groups of a simplicial complex C∗ will be denoted πi(C). The
dual conventions will be used for cochain and cosimplicial complexes.
1. Consider, for simplicity, an SDC E∗ for which each tangent space en := Cn(E)
is finite dimensional. Thus each En is pro-representable, by a smooth complete
local Noetherian k-algebra Qn, say. Since ∂
0
ω0 and ∂
n+1
ω0 are defined on Ck, E
∗ is a
cosimplicial complex, so Q∗ has the structure of a simplicial complex of algebras.
The product on E∗ gives us a comultiplication
∗♯m,n : Qm+n → Qm⊗ˆQn,
satisfying various axioms. e∗ = Derk(Q∗, k), so π
i(e∗) = πi(Derk(Q∗, k)).
2. To give a graded Lie algebra L∗ (in non-negative degrees) over k is the same as
giving the smooth homogeneous functor
exp(L) : CN0k → Grp
A∗ 7→ exp(
⊕
n
Ln ⊗ (mA)n),
where CN0k is the category of nilpotent local Noetherian N0-graded (super-
commutative) k-algebras with residue field k (concentrated in degree 0). Observe
that
⊕
n L
n ⊗ (mA)n is a Lie algebra, so the formula makes sense.
The category CN0k behaves similarly to Ck, in that the analogue of Theorem 0.8
holds; in particular, if L∗ is finite dimensional, then exp(L) can be pro-represented
by a smooth complete local Noetherian graded k-algebra R∗, the group structure
making R∗ into a graded Hopf algebra:
∗♯m,n : Rm+n → Rm⊗ˆRn.
If we take a finite dimensional DGLA L•, the the differential gives rise to a
differential on R∗, giving it the structure of a DG Hopf algebra R•. Since
L• = Derk(R•, k), we have H
i(L•) = Hi(Derk(R•, k).
Hence, given the equivalence, described in [Qui69], between DG and simplicial al-
gebras in characteristic zero, it should be possible to obtain DGLAs from SDCs and
vice versa. Moreover, given the similarity between our cohomology groups and Andre´-
Quillen cohomology, and the result in [Qui70] that, in characteristic 0, Andre´-Quillen
cohomology can be computed by either simplicial or DG resolutions, it seems that an
SDC should have the same cohomology as the corresponding DGLA. It is then plausible
that they should have the same deformation groupoid. The purpose of this section is
to make this reasoning rigorous.
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5.1 SDCs
Fix an SDC E∗. Although each En will only be pro-representable if dim en < ∞, in
general we may make use of the following lemma:
Lemma 5.2. Given a smooth homogeneous functor F : CΛ → Set, let {ti : i ∈ I} be
a basis for tF . Then F is isomorphic to Homcts.(R,−), where R is the pro-Artinian
completion of Λ[Ti : i ∈ I], localised at (Ti : i ∈ I), for formal symbols Ti. Note that, if
tF is finite dimensional, this is just the expected ring Λ[[T1, . . . , Tm]].
Proof. This is very similar to the proof of Theorem 0.8. A full proof in the analogous
case of nilpotent Lie algebras (rather than Artinian rings) is given in [Pri05] Theorem
2.24.
Thus an SDC E∗ is equivalent to a system of smooth local complete pro-Artinian
rings Q∗, with the dual structures to those described in Section 1.1. In particular, since
we are only considering the case Λ = k, we have canonical ∂0ω0 , ∂
n+1
ω0 . Explicitly:
Lemma 5.3. Q∗ is a simplicial complex of smooth local complete pro-Artinian k-
algebras (with residue field k), together with a co-associative comultiplication
ρm,n := ∗
♯
m,n : Qm+n → Qm⊗ˆQn,
such that Q0 → k is the co-unit, satisfying:
1. (∂i ⊗ id) ◦ ρm+1,n = ρm,n ◦ ∂i for i ≤ m.
2. (id⊗ ∂i) ◦ ρm,n+1 = ρm,n ◦ ∂m+i for i ≥ 1.
3. (∂m+1 ⊗ id) ◦ ρm+1,n = (id⊗ ∂0) ◦ ρm,n+1.
4. (σi ⊗ id) ◦ ρm−1,n = ρm,n ◦ σi.
5. (id⊗ σi) ◦ ρm,n−1 = ρm,n ◦ σm+i.
Of course, given a system Q∗ satisfying these conditions, we can clearly recover an
SDC as Homcts.(Q∗,−), so that we may regard this as an equivalent definition of an
SDC.
Remark 5.4. We say that a simplicial complex A∗ of local Λ-algebras is Artinian if it
satisfies DCC on simplicial ideals. This is equivalent to saying that the algebras An
are Artinian, and the normalised complex N(A∗) is bounded. It is easy to see that
Q∗ = lim←−
Q∗, the limit being over quotient complexes Q∗ → Q∗ Artinian. Moreover, Q∗
is really just a shorthand for this inverse system. Thus, for any functor F , by F (Q∗)
we mean lim
←−
F (Q∗). In particular, π∗(Q∗) := lim←−
π∗(Q∗). We will apply the same
convention to the limits of DG complexes in the next section.
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5.2 DGLAs
Define CN0k to be the category of nilpotent local Noetherian graded (super-commutative)
k-algebras (in non-negative degrees) with residue field k (concentrated in degree 0).
A GLA L∗ over k (in non-negative degrees) gives rise to a smooth homogeneous
functor
exp(L) : CN0k → Grp
A∗ 7→ exp(
⊕
n
Ln ⊗ (mA)n).
Given a functor F : CN0k → Set, define t
i
F := F (k[ǫi]), where ǫi is a variable in degree
i, with ǫ2i = 0.
Lemma 5.5. Given a smooth homogeneous functor F : CN0k → Set, let {ti : i ∈ I} be
a homogeneous basis for tF . Then F is isomorphic to Homcts.(R,−), where R is the
pro-Artinian completion of the ring Λ[Ti : i ∈ I]gr, localised at (Ti : i ∈ I), for formal
symbols Ti ∈ deg(ti). Note that, if tF is finite dimensional, this is just the expected ring
Λ[[T1, . . . , Tm]]gr.
Proof. The analogue of Theorem 0.8 holds for graded rings, and this is just a generali-
sation of Lemma 5.2.
Let exp(L) be “represented” by the DG algebra T∗. The group structure of exp(L)
corresponds to a graded Hopf algebra map
ρ : T∗ → Tot (T∗⊗ˆT∗),
where
Tot (T∗⊗ˆT∗)n =
⊕
r+s=n
Tr⊗ˆTs,
and the multiplication follows the usual (graded) convention:
(u⊗ v)(x⊗ y) = (−1)v¯x¯ux⊗ vy,
for homogeneous elements. We can, of course, recover L∗ from T∗ by
L∗ = Dercts.(T∗, k).
Lemma 5.6. Conversely, given a “representable” functor G : CN0k → Grp, with tangent
space L∗, there is a canonical isomorphism
exp(L) ∼= G.
In particular, this implies that G must be smooth.
Proof. Let G be “represented” by T∗. Then
G(A∗) = Homk−Alg(T∗, A∗),
⊕
n
Ln ⊗ (mA)n = Derk(T∗, A∗).
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We can embed both of these into Homk(T∗, A∗), on which we define the associative
product f ∗ g = (f ⊗ g) ◦ ρ. Now the maps
G(A∗) ∼=
⊕
n
Ln ⊗ (mA)n
g 7→
∑
n≥1
(−1)n−1
(g − e)∗n
n∑
n≥0
l∗n
n!
← [ l,
where e is the identity map T∗ → k, give us our isomorphism.
Given a DGLA L•, it remains only to understand what the differential d on L• gives
rise to on T∗.
To give d is the same as giving the map
L∗
id+dǫ1//
id ""E
EE
EE
EE
EE
L∗[ǫ1]

L∗,
and exp(L∗[ǫ1]) is “represented” by T∗[ǫ1]. Thus d corresponds to a derivation
d♯ : Tn+1 → Tn. Since d
2 = 0, we get (d♯)2 = 0. The condition that d be a Lie al-
gebra derivation corresponds to the statement
ρ ◦ d♯ = (id⊗ d♯ ± d♯ ⊗ id) ◦ ρ, where
(±d♯ ⊗ id)(u⊗ v) = (−1)v¯d♯(u) · v.
In summary, a DGLA L• is equivalent to a smooth local complete pro-Artinian DG
k-algebra T•, with a co-associative chain map
ρ : T• → Tot (T•⊗ˆT•),
for which T• → k is the co-unit.
5.3 SDC ❀ DGLA
Given Q∗, as in Section 5.1, we form a DG Hopf algebra C(Q)•, with C(Q)n = Qn as
a graded module. We let
d =
n+1∑
i=0
(−1)i∂i : C(Q)n+1 → C(Q)n,
and give it an algebra structure via the Eilenberg-Zilber shuffle product: for x ∈ C(Q)m
and y ∈ C(Q)n, let
x∇y =
∑
(µ,ν)∈Sh(m,n)
(−1)(µ,ν)(σνn . . . σν1x) · (σµm . . . σµ1y),
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where Sh(m,n) is the set of (m,n) shuffle permutations, i.e. permutations
(µ1, . . . , µm, ν1, . . . , νn) of {0, . . . ,m+ n− 1}
such that
µ1 < . . . < µm and ν1 < . . . < νn,
and (−1)(µ,ν) denotes the sign of the permutation (µ, ν). As explained in [Wei94] or
[Qui69], the resulting product is supercommutative
x∇y = (−1)mny∇x
and associative, and d is a graded derivation with respect to ∇, i.e.
d(x∇y) = (dx)∇y + (−1)mx∇(dy).
Lemma 5.7. C(Q)∗ is a Hopf algebra under the map ρ.
Proof. Given x ∈ C(Q)m, y ∈ C(Q)n, and any p+ q = m+ n, we have:
ρp,q(x∇y) = ρp,q(
∑
(µ,ν)
(−1)(µ,ν)σνn . . . σν1x · σµm . . . σµ1y)
=
∑
(µ,ν)
(−1)(µ,ν)ρp,q(σνn . . . σν1x) · ρp,q(σµm . . . σµ1y)
=
∑
±(σν′
n′
. . . σν′1 ⊗ σν′′n′′
. . . σν′′1 ) ◦ ρm′,m′′(x) · (σµ′m′
. . . σµ′1 ⊗ σµ′′m′′
. . . σµ′′1 ) ◦ ρn′,n′′(y),
the final sum being over
m′ +m′′ = m, n′ + n′′ = n, m′ + n′ = p, m′′ + n′′ = q,
(µ′, ν ′) ∈ Sh(m′, n′), (µ′′, ν ′′) ∈ Sh(m′′, n′′),
with
± = (−1)(µ
′,µ′′+p,ν′,ν′′+p).
For this map to be a Hopf algebra map, we would need this expression to equal∑
m′+m′′=m,n′+n′′=n,
m′+n′=p,m′′+n′′=q
ρm′,m′′(x)∇ρn′,n′′(y),
The (p, q) component of ρ(x)∇ρ(y). Now,
ρm′,m′′(x)∇ρn′,n′′(y) =∑
(µ′,ν′)
(µ′′,ν′′)
±(σν′
n′
. . . σν′1 ⊗ σν′′n′′
. . . σν′′1 ) ◦ ρm′,m′′(x) · (σµ′m′
. . . σµ′1 ⊗ σµ′′m′′
. . . σµ′′1 ) ◦ ρn′,n′′(y),
where
± = (−1)m
′′n′(−1)(µ
′,ν′)(−1)(µ
′′ ,ν′′),
the (−1)m
′′n′ arising from the (required) supercommutativity of C(Q)∗ ⊗ C(Q)∗. The
result now follows from the observation that
(−1)(µ
′,µ′′+p,ν′,ν′′+p) = (−1)m
′′n′(−1)(µ
′ ,ν′)(−1)(µ
′′ ,ν′′).
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Lemma 5.8. ρ is a chain map.
Proof. For x ∈ C(Q)m+1,
ρ(dx) =
∑
p+q=m
ρp,q(
m+1∑
i=0
(−1)i∂ix)
=
∑
p+q=n
(
p∑
i=0
(−1)i(∂i ⊗ id) ◦ ρp+1,q(x) + (−1)
p
q+1∑
j=1
(−1)j(id⊗ ∂j) ◦ ρp,q+1(x))
=
∑
p+q=m
(((d − (−1)p+1∂p+1)⊗ id) ◦ ρp+1,q(x) + (−1)
p(id⊗ (d− ∂0)) ◦ ρp,q+1(x))
=
∑
p+q=m
(d⊗ id) ◦ ρp+1,q(x)− (−1)
p+1(∂p+1 ⊗ id) ◦ ρp+1,q(x)
+
∑
p+q=m
(−1)p(id⊗ d) ◦ ρp,q+1(x)− (−1)
p(id⊗ ∂0) ◦ ρp,q+1(x)
=
∑
p+q=m
(d⊗ id) ◦ ρp+1,q(x) +
∑
p+q=m
(−1)p(id ⊗ d) ◦ ρp,q+1(x)
= dρ(x).
There is now a problem with C(Q∗) as a candidate to define a DGLA L — it is not
local. In [Qui69], rather than taking the unnormalised chain complex C(Q∗), Quillen
takes the normalised chain complex N(Q∗). Recall that
C(Q)n = N(Q)n ⊕D(Q)n, where
N(Q)n =
n⋂
i=1
ker(∂i : Qn → Qn−1), D(Q)n =
n−1∑
i=1
σi(Qn−1).
Observe that N(Q)• is local, as ker(∂1) ⊂ mQ. It is pro-Artinian following Remark 5.4,
since the normalisation of an ideal is a ∇-ideal, and N(I)∇N(J) ⊂ N(IJ). However,
we cannot give N(Q) the Hopf algebra structure ρ: in general, for x ∈ N(Q)m+n,
(∂m ⊗ id) ◦ ρm,n(x) 6= 0. Instead, we take the complex
N¯(Q) := C(Q)/D(Q).
It follows immediately from the identities in Lemma 5.3 that
ρm,n : N¯(Q)m+n → N¯(Q)m⊗ˆN¯(Q)n
is well defined. We need only check that ∇ is well defined on N¯(Q), since then we will
have N¯(Q) isomorphic to N(Q) as an algebra.
Lemma 5.9. For x ∈ D(Q)m and y ∈ C(Q)n, x∇y ∈ D(Q)m+n.
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Proof. Without loss of generality, x = σru, for some 0 ≤ r < m. We will show that
each term in the sum of the shuffle product is in D(Q)m+n. Consider
σνn . . . σν1x · σµm . . . σµ1y,
and let a := max{j : νj − j < r}, which makes sense, since νj − j is a non-decreasing
function. With the obvious convention if this set is empty, we have 0 ≤ a ≤ n. Now,
the simplicial identities give
σνn . . . σν1σru = σνn . . . σνa+1σr+aσνa . . . σν1u,
with
ν1 < . . . < νa < r + a < νa+1 < . . . < νn.
Now r + a ≤ p− 1 + q, and r + a does not equal any of the νj , so r + a = µi, for some
i. This gives
(σνn . . . σν1x) · (σµm . . . σµ1y) = (σνn . . . σνa+1σµiσνa . . . σν1u) · (σµm . . . σµ1y)
= (σµiσνn−1 . . . σνa+1−1σνa . . . σν1u) · (σµiσµm−1 . . . σµi+1−1σµi−1 . . . σµ1y)
= σµi((σνn−1 . . . σνa+1−1σνa . . . σν1u) · (σµm−1 . . . σµi+1−1σµi−1 . . . σµ1y)),
which is in D(Q)m+n, as required.
Definition 5.10. Given an SDC E∗, we define the DGLA L(E)• by
L(E)• = Derk,cts.(N¯(Q)•, k),
where Q∗ “represents” E
∗.
Lemma 5.11. There are natural maps πi(e∗) → Hi(L(E)•), where e∗ is the tangent
space of E∗.
Proof. We may compute πi using the conormalised cocomplex
Nn(K∗) =
n−1⋂
i=0
ker(σi : Kn → Kn−1), d =
n∑
i=0
(−1)i∂i.
Thus an element α ∈ N i(e∗) is a derivation (with respect to the product on Q) from
N¯i(Q) to k (by the definition of N¯). A derivation to k is just something which annihilates
both k and m2Q, but mQ∇mQ ⊂ m
2
Q, so α gives a derivation (with respect to ∇) from
N¯•(Q) to k, of degree i, i.e.
α ∈ L(E)i.
This correspondence preserves closed and exact forms, so we get
πi(e∗)→ Hi(L(E)•).
Lemma 5.12. There is a natural map DefE → DefL(E), with the maps on cohomology
compatible with the corresponding maps on tangent and obstruction spaces.
52
Proof. 1. Given ω ∈ MCE, we may regard ω as a continuous ring homomorphism
ω : Q1 → A, satisfying ω ∗ ω = ∂
1(ω). We also know that σ0(ω) = e. Set
α = ω − ω0. This gives σ
0(α) = 0, therefore α : N¯1(Q) → A. In fact, α is a
∇-derivation: for x ∈ Q0, y ∈ Q1,
α(x∇y) = α(σ0(x)y)
= (ω − ω0)(σ0(x)y)
= σ0(ω)(x)y¯ − σ0(ω0)(x)y¯ + σ0(x)ω(y)− σ0(x)ω0(y)
= x¯α(y)
= x¯α(y) + α(x)y¯.
Moreover, the Maurer-Cartan equation for ω becomes
(ω0 + α) ∗ (ω0 + α) = ∂
1(ω0 + α)
ω20 + ∂
0(α) + ∂2(α) + α ∗ α = ω20 + ∂
1(α)
∂0(α) − ∂1(α) + ∂2(α) + α ∗ α = 0
dα+
1
2
[α,α] = 0.
Therefore α ∈ MCL(E).
2. Given g ∈ E0(A), g is an algebra homomorphism g : Q0 → A. Since ∇ agrees
with the usual product on Q0, and N¯0(Q) = Q0, g is a ∇-algebra homomorphism
g : N¯0(Q)→ A. Therefore
g ∈ exp(L(E) ⊗mA).
It is easy to see that the adjoint action on E∗ corresponds to the gauge action on
L(E)•.
We therefore have the map DefE → DefL(E). The results on tangent and obstruction
spaces follow immediately.
We now need only prove that the maps πi(e∗)→ Hi(L(E)•) are isomorphisms, from
which it will follow that the morphism of groupoids is an equivalence. This will be
proved in Theorem 5.22.
5.4 DGLA ❀ SDC
Definition 5.13. Given a chain complex V• of vector spaces, the left adjoint N
−1 of
the normalisation functor N is defined by
N−1(V )n =
⊕
m+s=n
0≤ν1<ν2<...<νs<n
σνs . . . σν2σν1Vm,
where σνs . . . σν2σν1Vm is just a copy of Vm, and we define σ and ∂ on N
−1(V ) using
the simplicial identities, subject to
∂i|V =
{
d i = 0
0 i > 0.
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Note that N(N−1(V )) ∼= V , and, given v ∈ Vn, we write N
−1v for
v ∈ (id)Vn ⊂ N
−1(V )n.
Definition 5.14. Given a local complete pro-Artinian DG k-algebra T•, we can follow
Quillen ([Qui69] Proposition 4.4) in defining the left adjoint to N , on complexes of
algebras (adapted slightly for local algebras), by
N∗(T )n = F (N
−1(mT ))n/In,
recalling that F is our free functor for local pro-Artinian algebras, where In is the ideal
generated by
{N−1(x)∇N−1(y)−N−1(x ∧ y) : x ∈ (mT )r, y ∈ (mT )s, r + s = n},
where ∧ is the product on T•, and ∇ is the shuffle product on F (N
−1(mT )), defined in
terms of the (free) product on F (N−1(mT )). We regard (k ⊂ N
∗(T )n) as σ
n
0 (k ⊂ T0)
so that there is a copy of N−1(T ) (and not just N−1(mT )) in N
∗(T ).
Theorem 5.15. If T• is smooth, then so is N
∗(T )∗.
Proof. This is essentially [Qui69] Proposition 4.4.
Theorem 5.16. If T• is smooth, then the unit η : T• → N(N
∗(T ))• is such that the
Hi(η) are isomorphisms for all i. Thus Hi(T•) ∼= πi(N
∗(T )∗).
Proof. Essentially [Qui69] (Theorem 4.6 and the remark following). Note that the
assumption of characteristic zero is vital here.
It therefore seems that, if T• is the smooth DG Hopf algebra corresponding to the
DGLA L•, then a good candidate for the corresponding SDC E(L)∗ should be that
represented by N∗(T ). However, we need first to define Hopf maps on N∗(T ). Since
the Hopf maps did not behave under N , it is unsurprising that they do not behave
under N∗. We get round this by making use of the isomorphism N¯ ∼= N .
Lemma 5.17. If Q∗ “represents” an SDC E
∗, then, under the isomorphism
N(Q)• → N¯(Q)•,
the map ρ on N¯ corresponds to ∆ on N , where
∆m,n = ((id +
m−1∑
i=0
(−1)m−iσi∂m)⊗ id) ◦ ρm,n :
N(Q)•
∆
−−−−→ N(Q)•⊗ˆN(Q)•
∼=
y y∼=
N¯(Q)•
ρ
−−−−→ N¯(Q)•⊗ˆN¯(Q)•.
On N , we may also recover ρ from ∆.
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Proof. Observe that
∆(x)− ρ(x) ∈ D(Q)⊗ˆQ,
and verify that ∆(x) ∈ N(Q)⊗ˆN(Q).
Finally, note that we can apply the identities from Lemma 5.3 to get
∆m,n = ρm,n +
m−1∑
i=0
(−1)m−i(σi ⊗ ∂0) ◦ ρm−1,n+1.
Hence
∆m,n −
m−1∑
i=0
(−1)m−i(σi ⊗ ∂0) ◦∆m−1,n+1
= ρm,n +
m−1∑
i=0
(−1)m−i(σi ⊗ ∂0) ◦ ρm−1,n+1 −
m−1∑
i=0
(−1)m−i(σi ⊗ ∂0) ◦ ρm−1,n+1
−
m−1∑
i=0
m−2∑
j=0
(−1)m−i(−1)m−1−j(σi ⊗ ∂0) ◦ (σj ⊗ ∂0) ◦ ρm−2,n+2
= ρm,n −
m−1∑
i=0
m−2∑
j=0
(−1)m−i(−1)m−1−j(σiσj ⊗ ∂0∂0) ◦ ρm−2,n+2
= ρm,n
on N , since ∂0∂0 = ∂0∂1, and id⊗ ∂1 is zero on ρ(N).
Definition 5.18. Therefore, given a DGLA L, “represented” by the smooth DG Hopf
algebra T• with comultiplication ∆, we define N¯
∗(T ) to be the algebra N∗(T ) (noting
that this is smooth by Theorem 5.15), with Hopf maps defined on
{N−1(t) : t ∈ mT } ⊂ N
−1(mT )
by
ρm,n := ∆m,n −
m−1∑
i=0
(−1)m−i(σi ⊗ ∂0) ◦∆m−1,n+1,
extending to the rest of N−1(mT ) by the rules in Lemma 5.3, and extending to N
∗(T )
by multiplicativity. Note that Lemma 5.7 ensures that this is well-defined. Call the
resulting SDC E(L)∗.
Theorem 5.19. There are canonical isomorphisms Hi(L)→ πi(e(L)∗), where e(L)∗ is
the tangent space of E(L)∗, and an equivalence DefL → DefE(L).
Proof.
1. e(L)∗ = Der(N¯∗(T )∗, k). From the definition of N¯
∗(T ), it follows that
Der(N¯∗(T )∗, k) ∼= {α ∈ Hom(N
−1(T )∗, k) : α(1) = 0, α(N−1(x∧y)) = 0∀x, y ∈ mT }.
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Now, one possible definition of cohomotopy groups is as the cohomology of the
complex
N¯n(e) = en/(
n∑
i=1
∂ien−1).
Therefore
πi(e(L)∗) = Hi(N¯ (e(L))•)
= Hi(N¯ (Der(N¯∗(T )∗, k)))
= Hi(N¯ ({α ∈ Hom(N−1(mT )∗, k) : α(N
−1(x ∧ y)) = 0 ∀x, y ∈ mT }))
= Hi({α ∈ Hom(NN−1(mT )•, k) : α(N
−1(x ∧ y)) = 0 ∀x, y ∈ mT })
= Hi(Der(T•, k))
= Hi(L),
since NN−1(mT )• = (mT )•.
2. First observe that N¯∗(T )0 = T0, with the same product. Thus GL = E(L)
0. Call
the identity of both these groups e. Given α ∈MCL(A), let
ω : N¯∗(T )1 → A
be the multiplicative map defined on the generators
N−1(T )1 = T1 ⊕ σ0T0 by ω = (α, 0) + ω0,
where ω0 = e◦∂0 [effectively this gives us ω = (α, e◦(σ0)
−1)]. The proof of Lemma
5.12, and the discussion comparing N and N¯ , show that this is well-defined and
satisfies the Maurer-Cartan equation. The gauge action of GL corresponds to the
adjoint action of E0, combining to give us a morphism
DefL → DefE(L).
That this is an equivalence follows from the first part, and Theorems 0.11 to 0.14.
Lemma 5.20. There is a quasi-isomorphism E∗ → E(L(E))∗ of SDCs, for any SDC
E∗.
Proof. To see that there is a morphism E∗ → E(L(E))∗ is immediate. It is the map
N¯∗N¯(Q)∗ → Q∗
corresponding to the canonical map N∗N(Q∗)→ Q∗. Moreover
π∗(N¯
∗N¯(Q)∗) ∼= H∗(N¯(Q)•) ∼= π∗(Q∗),
the first isomorphism being a consequence of Theorem 5.16. Thus the map
N¯∗WN¯(Q)∗ → Q∗ induces an isomorphism on homotopy groups. Now, we may use
the completeness of these simplicial algebras to show that they are free in the sense of
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[Qui69] Proposition I 4.4. Since free simplicial complexes are the analogue of projective
resolutions, and we have a pair of homotopic free complexes, it follows that
Der(Q∗, k)→ Der(N¯
∗N¯(Q)∗, k)
gives an isomorphism on cohomotopy groups, i.e.
πi(e∗) ∼= πi(e(L(E))∗),
the proof being the same as the result in [Qui70] that the quasi-isomorphism class
of the tangent complex is independent of the choice of cofibrant resolution. Hence
E∗ → E(L(E))∗ is a quasi-isomorphism of SDCs.
Corollary 5.21. For any DGLA L•, there is a quasi-isomorphism L• → L(E(L))•.
Proof. By Lemma 5.20, there is a quasi-isomorphism of SDCs
E(L)∗ → E(L(E(L)))∗.
Now, Theorem 5.19 gives a canonical isomorphism N¯(e(L))• ∼= L•, so we may regard
N¯(e(L))• as a DGLA, with bracket
[α, β] = (α⊗ β) ◦∆∓ (β ⊗ α) ◦∆.
(Note that N¯(e∗), for the tangent space e∗ of an arbitrary SDC E∗ will not be closed
under this bracket.)
The quasi-isomorphism of SDCs then gives us a quasi-isomorphism of DGLAs
L• ∼= N¯(e(L))•
∼
−→ N¯(e(L(E(L))))• ∼= L(E(L))•.
Theorem 5.22. The maps πi(e∗)→ Hi(L(E)•) in Lemma 5.11 are isomorphisms, and
hence the morphism DefE → DefL(E) in Lemma 5.12 is an equivalence.
Proof. We can factor the isomorphism
πi(e∗)
∼=
−→ πi(e(L(E))∗)
from Lemma 5.20 as
πi(e∗)→ Hi(L(E)•)
∼=
−→ πi(e(L(E))∗),
the second isomorphism coming from Theorem 5.19. Thus
πi(e∗)→ Hi(L(E)•)
must be an isomorphism, and by Theorems 0.11 to 0.14 and Lemma 5.12,
DefE → DefL(E)
must be an equivalence.
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5.4.1 An explicit description
Given a DGLA L, first form the denormalised cosimplicial complex
DnL := (
⊕
m+s=n
0≤j1<...<js≤n
∂js . . . ∂j1Lm)/(dv ∼
n+1∑
i=0
(−1)i∂iv ∀v ∈ Ln),
where we define the ∂j and σi using the simplicial identities, subject to the condition
that σiL = 0.
We now have to define the Lie bracket J, K from DnL ⊗ DnL to DnL. On the
conormalised complex Nn(DL⊗DL) ≤ DnL⊗DnL, we define this as the composition
Nn(DL⊗DL)
∑
∇pq
−−−−→
⊕
p+q=n
Lp ⊗ Lq
[,]
−→ Ln,
where
∇pq(v ⊗ w) =
∑
(µ,ν)∈Sh(p,q)
(−1)(µ,ν)(σν1 . . . σνqv)⊗ (σµ1 . . . σµpw).
We then extend this bracket to the whole of DnL⊗DnL by setting
J∂ia, ∂ibK := ∂iJa, bK.
Now set
E(L)n(A) = exp(Dn(L)⊗mA),
making E(L) into a cosimplicial complex of group-valued functors. To make it an SDC,
we must define a ∗ product. We do this as the Alexander-Whitney cup product
g ∗ h = (∂m+n . . . ∂m+2∂m+1g) · (∂0)mh,
for g ∈ E(L)m, h ∈ E(L)n.
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