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Abstract
In many practical situations, for some components of the uncertainty
(e.g., of the measurement error) we know the corresponding probability
distribution, while for other components, we know only upper bound on
the corresponding values. To decide which of the algorithms or techniques
leads to less uncertainty, we need to be able to gauge the combined uncertainty by a single numerical value – so that we can select the algorithm for
which this values is the best. There exist several techniques for gauging
the combination of interval and probabilistic uncertainty. In this paper,
we consider the problem of gauging the combination of different types
of uncertainty from the general fundamental viewpoint. As a result, we
develop a general formula for such gauging – a formula whose particular
cases include the currently used techniques.
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1

Formulation of the Problem

Need to gauge uncertainty. Measurements are never absolutely accurate,
the measurement result x
e is, in general, different from the actual (unknown)
value x of the corresponding quantity. To understand how accurate is the measurement, we need to gauge the corresponding uncertainty, i.e., to provide a
def
number describing the corresponding measurement error ∆x = x
e − x. For
different types of uncertainty, it is natural to use different characteristics. For
example:
• For probabilistic uncertainty, when we know the probability distribution
of the corresponding measurement error, a natural measure of deviation
is the standard deviations σ.
• For interval uncertainty, we only know the upper bound ∆ on the absolute value of the measurement error; this upper bound is an appropriate
measure of uncertainty.
It is reasonable to select a characteristic that is described in the same unit
as the measured quantity itself. In this case, if we change the measuring unit
to the one which is λ times smaller, then:
• not only all numerical value x should multiply by λ (x → x0 = λ · x), but
also
• the corresponding characteristic of uncertainty should change the same
way: u → u0 = λ · c.
Similarly, if we simply change the sign of the quantity – which, for many quantities like coordinate or charge, does not change its physical sense – then the
corresponding characteristic of uncertainty should not change: u0 = u.
In general, when we go from x to x0 = c · x, then the corresponding characteristic of uncertainty should change as u0 = |c| · u.
Need to combine uncertainty and to gauge the combined uncertainty.
The measurement error often consists of several components:
∆x = ∆x1 + . . . + ∆xk .
For each of these components ∆xi , we usually know the corresponding characteristic of uncertainty ui . Based on these characteristics, we need to estimate
the characteristic u of the overall uncertainty ∆x.
A similar problem occurs when we process data, i.e., when, based on the measurement results x
ei , we compute the value of some auxiliary quantity y depending on x in known way, as y = f (x1 , . . . , xn ), for some algorithm f (x1 , . . . , xn ).
To estimate y, we use the measurement results x
ei and thus, come up with an
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estimate ye = f (e
x1 , . . . , x
en ). We need to estimate the resulting approximation
error
∆y = ye − y = f (e
x1 , . . . , x
en ) − f (x1 , . . . , xn ) =
f (e
x1 , . . . , x
en ) − f (e
x1 − ∆x1 , . . . , x
en − ∆xn ).
Measurements are usually reasonably accurate, so the measurement errors
∆xi are small, and thus, we can safely ignore terms which are quadratic or of
higher order in terms of ∆xi and consider only the linear terms. Then, ∆y =
k
P
def ∂f
computed
ci ·∆xi , where ci is the value of the corresponding partial ci =
∂xi
i=1
as the point (e
x1 , . . . , x
en ). Once we know the uncertainty characteristics ui
of each measurement error ∆xi , we can find the uncertainty characteristics
Ui = |ci | · ui of each term Xi = ci · ∆xi . Based on these characteristics, we need
to estimate the uncertainty characteristic of the sum ∆y = X1 + . . . + Xn .
The need to characterize the joint uncertainty by a single number comes
from the desire to select a single less uncertain option. For example, in the
traditional Markowitz’s portfolio allocation problem (see, e.g., [3]), when we
have full information about all the probabilities, the objective is to find, among
all portfolios with the given value of expected rate of return, the one with the
smallest possible standard deviation I(which, in this case, corresponds to the
smallest possible risk). In many practical situations, we know probabilities only
with some uncertainty. As a result, for each portfolio, in addition to the random
uncertainty, we have an additional uncertainty caused by the fact that we only
have partial knowledge about the corresponding probabilities.
• If we minimize the random component, we risk missing a huge interval
component.
• If we minimize the interval component, we risk missing a huge random
component.
It is more adequate to minimize the appropriate combination of both uncertainties, this will make sure that none of the components become too large.
How uncertainty is combined and gauged now. In the case of probabilistic
uncertainty, if we know the standard deviations σi of each component ∆xi and
we have no information about their correlation, a natural idea is to assume that
the error components are independent. The same conclusion can be made if
we use the Maximum Entropy approach, which recommend to select, among all
possible joint distributions, the one with the largest possible value of entropy
[2]. It is well known that the variance of the sum of several independent random
2
variables is equal to the sums of their variances,
p so for the variance σ of the
sum ∆x we have σ 2 = σ12 + . . . + σn2 and σ = σ12 + . . . + σn2 .
On the other hand, if we know that for each i, the component ∆xi can take
any value from the interval [−∆i , ∆i ], then the largest possible value ∆ of the
3

sum is attained when each of the components ∆xi attains its largest possible
value ∆i , so we have ∆ = ∆1 + . . . + ∆n .
In these two cases, we have two different formulas for combining uncertainty:
if we know the uncertainty characteristics ui of the components, then the uncertainty characteristic u of the sum is equal:
p
• in the first case, to u = u21 + . . . + u2n and
• in the second case to u = u1 + . . . + un .
What is a general case? We are looking for the binary combination operation
u ∗ u0 which has the following properties:
• u ∗ 0 = u, meaning that adding 0 should not change anything, including
the accuracy;
• the sum does not depend on the order in which we add the components, so
the result of combination should also not depend on the order in which we
combine the components; so, we should have u∗u0 = u0 ∗u (commutativity)
and u ∗ (u0 ∗ u00 ) = (u ∗ u0 ) ∗ u00 (associativity);
• monotonicity: if we replace one of the components with a less accurate
one (with larger u), the result cannot become more accurate: if u1 ≤ u2
and u01 ≤ u02 , then we have u1 ∗ u01 ≤ u2 ∗ u02 .
It turns out (see, e.g., [1]) that under these conditions, every combination operation has:
• either the from u ∗ u0 = (up + (u0 )p )1/p for some p > 0,
• or the form u∗u0 = max(u, u0 ) (that corresponds to the limit case p → ∞).
Remaining problem: what is we combine uncertainties of different
type? In many cases, we have different information about the uncertainty of
different components. For example, the measurement error is often represented
as the sum of a systematic error (the mean value) and the remaining part which
is known as a random error. About the random error component, we usually
know the standard deviation, so it can be a viewed as a probabilistic uncertainty;
see, e.g., [6]. However, about the systematic error component, we only know
the error bound – so it is the case of interval uncertainty. How should we gauge
the result of combining uncertainties of different type?
How the combination of uncertainties of different type is gauged now?
There are several ways to gauge the combination of probabilistic and interval
uncertainty.
The first way takes into account that, in practice, probability distributions
are often either Gaussian (normal) or close to Gaussian [4, 5]. This empirical
4

fact is easy to explain: in many cases, the measurement error is a result of a
large number of independent small factors, and it is known that the distribution
of the sum of the large number of small independent random variables is close
to Gaussian (and tends to Gaussian when the number of components tends to
0) – this fact is known as the Central Limit Theorem (see, e.g., [7]).
Strictly speaking, a normally distributed random variable with 0 mean can
take arbitrarily large value – since its probability density function ρ(x) remains
positive for all values x. However, from the practical viewpoint, the probabilities
of very large values are so small that, for all practical purposes, they can be safely
ignored. Thus, in practice, we assume that all the values of a normal random
variable with 0 mean and standard deviation σ are located in an interval
[−k0 · σ, k0 · σ],
where k0 depends on how small the probability we can ignore; usually, people
take k0 equal to 2 (corresponding to 5%), 3 (0.1%) and 6 (10−6 %).
So, a random error component with standard deviation σ implies that this
component lies in the interval [−k0 · σ, k0 · σ]. So, all we have to do to combine
it with the interval uncertainty [−∆, ∆] is to combine the two intervals, and get
∆ + k0 · σ.
Another frequently used approach is based on the Maximum Entropy idea,
according to which, if we do not know the exact distribution, then, out of all
possible probability distributions, we should select the one whose entropy is the
largest; see, e.g., [2]. For example, if all we know that the systematic error is
located on the interval [−∆, ∆], then, out of all possible probability distributions
on this interval, we should select the one whose entropy is the largest – which
turns out to be the uniform distribution on this interval. One can easily find that
for the uniform distribution on the interval [−∆, ∆], the standard deviation is
∆
equal to √ . Thus, to combine it with the random error component with known
3
standard deviation σ, it is sufficient
to use the general formula for combining
r
∆2
+ σ2 .
standard deviations, and get
2
Need for a general approach – and what we do in this paper. So what
is the general formula? This is a problem to which, in this paper, we provide
an answer.

2

Definitions and the Main Result

Let us assume that T is the set of possible types of uncertainty with T elements.
For simplicity, let us enumerate the types, i.e., let us identify T with the set
{1, 2, . . . , T }.
5

By combining uncertainties from some subset S ⊆ T , we get, in effect, a
new type of uncertainty. Thus, we has, in effect, as many types of uncertainty
as there are nonempty subsets S ⊆ T . Since uncertainties can be of different
type, in order to properly combine them, we need to know the type. Thus, an
uncertainty is described not just by a number, but also by a type.
Definition 1. Let a finite set T be given. By an uncertainty, we mean a pair
(u, S), where:
• u is a non-negative real number and
• S is a non-empty subset of the set T .
Definition 2. Let a finite set T be given. By a combination operation, we
means a binary operation ∗ that maps two uncertainties (u, S) and (u0 , S 0 ) into
a new uncertainty (u00 , S ∪ S 0 ) and that has the following properties:
• the operation ∗ is commutative and associative;
• the operation ∗ is monotonic in the following sense: if u1 ≤ u2 and u01 ≤
u02 , then we have u001 ≤ u002 , where (u1 , S) ∗ (u01 , S 0 ) = (u001 , S ∪ S 0 ) and
(u2 , S) ∗ (u02 , S 0 ) = (u002 , S ∪ S 0 );
• scale-invariance: for every λ > 0, if (u, S) ∗ (u0 , S 0 ) = (u00 , S ∪ S 0 ), then
(λ · u, S) ∗ (λ · u0 , S 0 ) = (λ · u00 , S ∪ S 0 );
• zero-property: for each set S, we have (u, S) ∗ (0, S) = (u, S); and
• non-zero property: if u > 0 and (u, S)∗(u0 , S 0 ) = (u00 , S ∪S 0 ), then u00 > 0.
Proposition 1. For each combination operation, there exist positive values
c1 , . . . , cT such that:
• either (u1 , {1}) ∗ (u2 , {2}) ∗ . . . ∗ (uT , {T }) = ((cp1 · up1 + . . . + cpT · upT )1/p , T )
for all ui
• or (u1 , {1}) ∗ (u2 , {2}) ∗ . . . ∗ (uT , {T }) = (max(c1 · u1 , . . . , cT · uT ), T ) for
all ui .
Proof. Due to the zero property, we have
def

(u, T ) = (u1 , {1}) ∗ (u2 , {2}) ∗ . . . ∗ (uT , {T }) =
(u1 , {1}) ∗ (0, {1}) ∗ . . . ∗ (0, {1}) ∗ . . . ∗ (uT , {T }) ∗ (0, {T }) ∗ . . . ∗ (0, {T }),
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where each term (0, {t}) is repeated T times. Due to associativity and commutativity, we can rearrange the terms and get
(u, T ) = (u01 (u1 ), T ) ∗ . . . ∗ (u0T (uT ), T ),
where we denoted
def

(u0t (ut ), T ) = (ut , {t}) ∗ (0, {1}) ∗ . . . ∗ (0, {T }).
def

Due to non-zero property, if ut = 1, then u0t (1) 6= 0. Let us denote ct = u0t (1) >
0. Then, due to scale-invariance, we have u0t (ut ) = ct · ut and thus,
(u, T ) = (c1 · u1 , T ) ∗ . . . ∗ (cT · uT , T ).
For the values of type T , we get the usual properties of the combination operation from [1], so we conclude that for uncertainties of this type, we have either
(u, T ) ∗ (u0 , T ) = ((up + (u0 )p )1/p , T ) or (u, T ) ∗ (u0 , T ) = (max(u, u0 ), T ). In
both cases, we get exactly the formulas from the proposition, The proposition
is thus proven.
Comment. As expected, both existing methods for combining uncertainty are
particular cases of this general approach – corresponding to p = 1 and p = 2.
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