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Abstract
Demonstrating the completeness of wave functions solutions of the radial Schro¨dinger equation is a very
difficult task. Existing proofs, relying on operator theory, are often very abstract and far from intuitive com-
prehension. However, it is possible to obtain rigorous proofs amenable to physical insight, if one restricts the
considered class of Schro¨dinger potentials. One can mention in particular unbounded potentials yielding a
purely discrete spectrum and short-range potentials. However, those possessing a Coulomb tail, very important
for physical applications, have remained problematic due to their long-range character. The method proposed
in this paper allows to treat them correctly, provided the non-Coulomb part of potentials vanishes after a
finite radius. Non-locality of potentials can also be handled. The main idea in the proposed demonstration
is that regular solutions behave like sine/cosine functions for large momenta, so that their expansions verify
Fourier transform properties. The highly singular point at k = 0 of long-range potentials is dealt with properly
using analytical properties of Coulomb wave functions. Lebesgue measure theory is avoided, rendering the
demonstration clear from a physical point of view.
1 Introduction
Completeness of wave functions of the Schro¨dinger equation has always been a difficult subject in quantum
mechanics. Due to the importance of eigenfunctions expansions in quantum physics, a global comprehension of
the phenomena underlying the property of completeness is necessary.
Demonstrations of completeness have been treated by many authors. Fourier and Fourier-Bessel series
come back to the works of Dirichlet for the former [1] and Hankel, Schla¨fli and Young for the latter [2] (see
Ref.[3] for a thorough study of Bessel functions properties and demonstration of completeness). Both proofs
use complex analysis only. Fourier series demonstration is standard and rely on Dirichlet kernel properties.
The Fourier-Bessel series proof is similar to the former through the use of a generalization of the Dirichlet
kernel. The general case of differential equations defined in a finite interval, of which Fourier and Fourier-
Bessel expansions are a particular case, is treated within regular Sturm-Liouville theory [4, 5]. Completeness
can therein be demonstrated using Rayleigh’s quotient [6, 7] or closeness arguments of the considered set of
eigenstates with another basis [4], with which, however, point convergence cannot be handled. The regular
Sturm-Liouville problem with non-local potentials has been treated by Fubini and Lichtenstein [8]. Extension
to the singular case of infinite intervals, albeit for differential equations only, has first been considered by Weyl
[9], and continued afterward by Titchmarsh [5]. The study of spectral theorem of the general linear operator can
be found in Ref.[10]. If one restricts operators to be short-range spherical potentials for the radial Schro¨dinger
equation, the method of Newton [11] can be applied. It deals with complex integration only and, thus, has
the advantage to be straightforward mathematically. Its extension to the Coulomb case was, however, not
considered. It has been effected recently, but only for the case of Coulomb wave functions, for which analytical
properties of the confluent hypergeometric function can be employed [13].
Newton’s completeness relation has played a fundamental role in the development of non-hermitian formal-
ism, as it is the starting point of the Berggren completeness relation [14], where bound, resonant and complex
scattering states are used. It has been shown to be a powerful tool to expand strongly correlated nuclear states
[15, 16, 17]. With a continuous spectrum, the theory of rigged Hilbert spaces [18, 19] is necessary to be able to
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use Dirac formalism correctly. This theory cannot be built unless completeness of eigenstates wave functions
has been proved.
Newton’s completeness relation extended to the proton case with repulsive Coulomb potential was demon-
strated in Ref.[17], using discrete completeness relations given by box boundary conditions, becoming continuous
letting the radius of the box go to infinity. However, mathematical details were missing, which could not be
treated in Ref.[17] as the principal motive of the paper was the study of loosely bound and resonant nuclear
systems and not the completeness demonstration by itself. They will be described in this paper. The aim of
this paper is also to extend the demonstration of Ref.[17] to potentials with attractive Coulomb tails. The
main difficulty therein is to treat properly the infinite set of bound states accumulating at zero energy for
attractive potentials. The generalization to the non-hermitian case of complex potentials will be also be per-
formed. Standard mathematical results of fundamental importance for our demonstration will be presented in
appendices.
2 Hamiltonian potentials
One will analyze the sets of eigenstates provided by one-body Schro¨dinger equation Hamiltonians. One will
call eigenstates both bound and scattering states for simplicity, even though the denomination is improper for
non-square integrable positive energy states. We will first consider the radial Schro¨dinger equation for real
potentials, non-hermitian complex potentials being handled afterward. Potentials can be non-local, with their
local part denoted by v(r) and their non-local part by w(r, r′). They are demanded to vanish identically for
r > R0, r
′ > R0, except for pure Coulombic asymptotic, which can be attractive or repulsive. v(r) and w(r, r
′)
uphold the following conditions:
v(r) =
Vc
r
, r > R0, (1)
w(r, r′) ∼ w(0, r′)rℓ+1 , r → 0 and w(r, r′)→ 0 , r → R0 ∀r
′ ∈ [0 : R0], (2)
where Vc ∈ R. v(r) will be supposed to be continuous except maybe for a finite set of radii, where it has to
be integrable, and w(r, r′) integrable on its domain of definition, unless explicitly stated. w(r, r′) is naturally
supposed to be symmetric in r and r′. The first condition in Eq.(2) is necessary for eigenstates to be well-defined
and is automatically fulfilled for Hartree-Fock potentials [20]. Demanded conditions are virtually always verified
in practice, as potentials subtracted from their Coulomb component usually go very quickly to zero at large
distance. The studied Schro¨dinger equation then reads:
u′′(r) =
(
ℓ(ℓ+ 1)
r2
+ v(r) − k2
)
u(r) +
∫ R0
0
w(r, r′) u(r′) dr′ (3)
where u(r) is the radial wave function, not necessarily eigenstate of the Hamiltonian, defined by v(r) and w(r, r′),
ℓ is its angular momentum and k is its linear momentum. ℓ can bear non-integral values in our demonstration
but is restricted for the moment to ℓ ≥ 0. Negative values of ℓ, for which one can always consider ℓ ≥ − 12 due
to invariance of Eq.(3) with ℓ→ −ℓ− 1, will be effected in the context of non-hermitian potentials. Existence
and unicity of u(r) functions in Eq.(3) for arbitrary k is provided for r ≥ R0 by the Cauchy-Lipshitz theorem,
as there Eq.(3) is local and v(r) continuous except at mentioned singularities, whose treatment is standard. For
r < R0, it can be equivalently written as an integral equation which then can be handled by Fredholm theory
as R0 is finite and v(r), w(r, r
′) are integrable. Hamiltonians bearing an effective mass are implicitly accounted
for with Eq.(3) as they can always be rewritten to verify a Schro¨dinger equation bearing no effective mass via a
point-canonical transformation [21]. The considered effective mass must evidently become constant for r > R0.
The Hamiltonian defined in Eq.(3) in open radial interval possesses a lower bound for eigenstate energy,
i.e. a bound ground state or a continuum of positive energy states only. This property is immediate for local
potentials, with which convexity of wave functions for sufficiently large −k2 values is used to demonstrate this
property [7]. As non-locality in our class of potentials vanishes after R0, it is possible to use this type of
argument for non-local potentials. Indeed, if a wave function, regular in r = 0 but not necessarily for r → +∞,
has its last node in [R0 : +∞[, making its energy more negative will either send this node to infinity and have it
disappeared or make it converge to a finite radius R1 ≥ R0. Hence, there exists in all possible cases a negative
energy emin and radius R1 > 0 for which all wave functions sustaining e < emin are nodeless in [R1 : +∞[. Thus,
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the Hamiltonian box spectrum for R > R1 has a ground state which will converge either to the Hamiltonian
ground state in open radial interval or become part of the continuum if the open radial interval spectrum has
no discrete part therein.
3 Large momentum expansion of wave functions
The fundamental idea of the proposed demonstration is that wave functions possess an analytical expansion in
the limit of large momentum. Formulas are based on the semi-classical approximation inspired from Wentzel-
Brillouin-Kramer (WKB) theory [22]. In Ref.[17], however, spherical Bessel functions are used instead of the
usual sine/cosine functions. Their use, indeed, allows to take into account properly the first turning point
induced by the centrifugal barrier in Eq.(3), so that it is available for all r ≥ 0, k sufficiently large. One will
demonstrate its validity in this section. The simplest way for this purpose is to introduce the error equation
[23], i.e. one writes the exact solution of Eq.(3) as a product of approximated solution and error term. We
will suppose for the moment that v(r) and w(r, r′) are twice differentiable. In order to study our semi-classical
approximation of Eq.(3), we define the following functions:
λ(r) =
√
k2 − v(r) , Λ(r) =
∫ r
0
λ(r′) dr′, (4)
uf0(r) = λ(r)
− 12 fℓ(Λ(r)) , uf(r) = uf0(r) [1 + ǫ(r)], (5)
where k is the linear momentum of the wave function u(r) of Eq.(3), fℓ is a spherical Riccati-Bessel function,
denoted as jˆℓ, h
+
ℓ or h
−
ℓ respectively regular, outgoing and incoming wave solutions of Eq.(3) for v(r) and
w(r, r′) identically equal to zero, uf0(r) is the approximated solution and ǫ(r) the error function of Eq.(3). k
can be arbitrary large (which one will denote also as k > kmin) so as to have λ(r), Λ(r) and uf0(r) defined
∀r ≥ 0. For the method to work, one needs uf0(r) never to vanish except maybe at r = 0. Hence, one will
have fℓ = jˆℓ if r ∈ [0 : r0], r0 chosen small enough so that fℓ(Λ(r)) 6= 0 for r ∈]0 : r0], and fℓ = h
±
ℓ if r > r0.
Inserting Eq.(5) in Eq.(3), one obtains the error equation verified by ǫ(r) with r > 0:
ǫ′′(r) + ǫ′(r)
[
d
dx
log(uf0(x)
2)
]
x=r
= F (k, r, ǫ), (6)
F (k, r, ǫ) = [1 + ǫ(r)]
(
1
2
λ′′(r)λ(r)−1 −
3
4
λ′(r)2λ(r)−2
)
+ ℓ(ℓ+ 1)[1 + ǫ(r)]
(
1
r2
−
k2 − v(r)
Λ(r)2
)
+
1
uf0(r)
∫ R0
0
w(r, r′)uf0(r
′)[1 + ǫ(r′)] dr′. (7)
Note that the term depending on ℓ(ℓ + 1) appears in Eq.(7) because of the use of Bessel functions in Eq.(5).
One can solve Eq.(6) as a first-order equation according to ǫ′(r) treating F (k, r, ǫ) as formally independent of
ǫ(r). This provides the integral equation verified by ǫ(r):
ǫ(r) =
∫ r
rd
dr′
uf0(r
′)2
∫ r′
rd
uf0(r
′′)2F (k, r′′, ǫ) dr′′, (8)
where rd = 0 for fℓ = jˆℓ and rd = +∞ for fℓ = h
±
ℓ . The iterative Picard’s method to formally solve Eq.(8)
comes forward:
ǫ0(r) = 0 , ǫn+1(r) =
∫ r
rd
dr′
uf0(r
′)2
∫ r′
rd
uf0(r
′′)2F (k, r′′, ǫn) dr
′′ , n ≥ 0, (9)
with which ǫ′n+1(r) is obtained by a simple differentiation. One will show that ǫn(r) → ǫ(r) for n → +∞ and
ǫ(r) = O(k−2), ǫ′(r) = O(k−2) when k → +∞ by recurrence on n ∈ N, and that ∀r ≥ 0. ǫ0(r) = O(k−2) and
ǫ′0(r) = O(k
−2) are trivially verified. One thus supposes ǫn(r) = O(k
−2) and ǫ′n(r) = O(k
−2) when k → +∞,
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defined ∀r ≥ 0, and this property has to be demonstrated for ǫn+1(r) and ǫ′n+1(r). F (k, r, ǫ) = O(log(r)r
−3) for
r → +∞ in Eq.(7), so that ǫn+1(r) is defined with rd = +∞ in Eq.(9). The non-local term involving w(r, r′)
in Eq.(7) converges in r′ = 0 and has a finite limit for r → 0 because of Eq.(2), uf0(r) ∼ r
ℓ+1 or uf0(r) ∼ r
−ℓ
equivalents (up to one constant) for r → 0 and the fact that ǫn(0) is finite. ǫn+1(r) in Eq.(9) remains finite
for r → 0, even though F (k, r, ǫn) is undefined in r = 0 by way of the term proportional to ℓ(ℓ + 1), which is
O(r−1) for r → 0. This is demonstrated using Eq.(2) and uf0(r) ∼ r
ℓ+1 or uf0(r) ∼ r
−ℓ equivalents for r → 0
as well. The same argument holds for ǫ′n+1(r). From Eqs.(4,7), one can see that F (k, r, ǫn) is the sum of two
terms. one being the product of 1 + ǫn(r) multiplied by a function easily shown to be O(k
−2) when k → +∞,
and the other involving only the non-local potential w(r, r′). Due to finiteness of ǫn(r) for r ≥ 0, the first term,
integrated in Eq.(9), will remain O(k−2) when k → +∞. The other term involving w(r, r′) is treated as in
Ref.[17], with two integrations by parts, using Eq.(2):
1
uf0(r)
∫ R0
0
w(r, r′) uf0(r
′) dr′ = −
1
uf0(r)
[
∂w
∂r′
(r, r′) Uf0(r
′)
]r′=R0
r′=0
+
1
uf0(r)
∫ R0
0
∂2w
∂r′2
(r, r′) Uf0(r
′) dr′, (10)
where Uf0(r) is defined so that U
′′
f0
(r) = uf0(r), {Uf0(r0),U
′
f0
(r0)} chosen so as to have Uf0(r)uf0(r)
−1 = O(k−2)
for k → +∞, choice rendered possible via the use of fℓ asymptotic behavior for large arguments [24]. As w(r, r′)
is bounded as twice differentiable on [0 : R0]
2, the non-local term of Eq.(10) is O(k−2) when k → +∞. The
remaining part of the non-local term in Eq.(9) involving ǫn(r
′) reads after one integration by part:
1
uf0(r)
∫ R0
0
wǫn(r, r
′) uf0(r
′) dr′ = −
1
uf0(r)
∫ R0
0
∂wǫn
∂r′
(r, r′) U ′f0(r
′) dr′, (11)
where wǫn(r, r
′) = w(r, r′) ǫn(r
′). As U ′f0(r)uf0 (r)
−1 = O(k−1) and as it is assumed that ǫn(r) = O(k
−2) and
ǫ′n(r) = O(k
−2) when k → +∞, the integral in Eq.(11) is O(k−3) when k → +∞. Thus, ǫn+1(r) = O(k−2) and
ǫ′n+1(r) = O(k
−2) when k → +∞. Using Eqs.(6,7,9,10,11), the following equation holds using recurrence on
n ∈ N:
ǫn(r) =
E(r, k)
k2
+O
(
1
k3
)
, n ∈ N , k → +∞, (12)
where E(r, k) is independent of n and bounded ∀k ≥ K, K large enough, by a constant independent of k, while
O(k−3) is bounded ∀n ∈ N by a constant independent of n. Thus, for k ≥ K, K large enough, ǫ(r) can always
be written by way of a converging Neumann-Liouville power series in k−1. Hence, as all terms in Eq.(12) can
be majored by constants independent of n, Eq.(12) is valid for ǫ(r) as well.
Noting the clear linear independence of both uf(r) functions involving fℓ = h
±
ℓ for k large enough, one can
now express u(r), eigenstate of Eq.(3), in terms of the uf (r) functions of Eq.(5). u(r) has to vanish in r = 0, so
that one can write without loss of generality:
u(r) = N λ(r)−
1
2 [jˆℓ(Λ(r)) + ǫ(r)] , r < r0, (13)
u(r) = λ(r)−
1
2
[
N+ (h+ℓ (Λ(r)) + ǫ
+(r)) +N− (h−ℓ (Λ(r)) + ǫ
−(r))
]
, r ≥ r0, (14)
where N , N+, N− are normalization constants and ǫ(r), ǫ+(r) and ǫ−(r) the functions defined in Eq.(5) for
respectively fℓ = jˆℓ in Eq.(13) and fℓ = h
±
ℓ in Eq.(14), multiplied by fℓ for convenience. By continuity of u(r),
its expressions in Eq.(13) and Eq.(14) must be equal at r0 > 0, which can be chosen to be arbitrarily small.
It readily implies that N = 2iN+ = −2iN− and 2iǫ(r) = ǫ+(r) − ǫ−(r) in Eqs.(13,14). Thus, ǫ(r) = O(k−2)
∀r ≥ 0 when k → +∞ in Eq.(13). Eq.(13) provides the asymptotic expansion in k−1 of Ref.[17]:
u(r) = Ck jˆℓ(kr)− Ck
V(r)
2k
jˆ′ℓ(kr) +O
(
Ck
k2
)
, k → +∞, (15)
V(r) =
∫ r
0
v(r′) dr′, (16)
where Ck is a normalization factor. u(r) and the two first terms of the right-hand side of Eq.(15) are bounded
∀r ≥ 0 and k → +∞ by a constant depending only on V(r) and Ck. This property immediately holds for
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O
(
Ck
k2
)
in Eq.(15). Thus, Eq.(15) is still valid when lifting the condition of twice differentiability for v(r) and
w(r, r′) for (r, r′) ∈ [0 : R0]2, as the space of twice-differentiable functions is dense with respect to 1-norm in
the set of potentials verifying the conditions stated in Sec.(2). If k → +∞ and r→ +∞, it is preferrable to use
the following expansion, deduced from Eq.(12) and Eq.(13) as well:
u(r) = Ck jˆℓ(Λ(r)) + Ck
αk(r)
k2
, (17)
where supk>kmin |αk(r)| → 0 when r → +∞.
4 Cancellation of Dirac delta distributions
As described in Ref.[17], completeness relations involving continuous set of states are handled with box discrete
completeness relations, whose radius R will go to +∞. Used box boundary conditions are u(0) = u(R) = 0,
which define uniquely eigenstates wave functions. From the fact that the Hamiltonian of Eq.(3) possesses therein
a ground state (see Sec.(2)), the completeness of a discrete set of eigenstates of Eq.(3) defined in a finite interval
[0 : R] can be procured for scalar product norm [6, 7]. Pointwise convergence for our class of Hamiltonians will
be a consequence of the results obtained in this section.
The completeness relation of eigenstates of the Hamiltonian of Eq.(3) with box boundary conditions in a
finite interval [0 : R] formally reads:
∑
n∈b
un(r)un(r
′) +
+∞∑
m=1
u(km, r)u(km, r
′)(km − km−1) = δ(r − r
′) (18)
where the un(r) states are called “bound”, as they will become square-integrable on the real axis for R→ +∞,
while the u(km, r) states are called “scattering”, as they will converge to non-integrable scattering states for
R → +∞. Bound states of positive energy, called bound states embedded in the continuum (BSEC) [25],
are allowed, but bound states of energy zero are forbidden. This last point is clearly of no consequence for
practical calculations. The number of BSEC’s for our class of Hamiltonians will be demonstrated to be finite
and independent of R as long as R > R0 in Sec.(5), so that they will pose no problem when R → +∞. Wave
functions are normalized by way of the following equalities:∫ R
0
un(r)
2 dr = 1 ,
∫ R
0
u(km, r)
2 dr =
1
km − km−1
, (19)
where km− km−1 is used instead of km+1− km in Ref.[17] as it is more convenient for attractive Coulomb case.
Intuitively, for R → +∞, the sum of Eq.(18) involving bound states will remain finite (repulsive/no Coulomb
case) or become infinite (attractive Coulomb case), while its infinite series built from u(km, r) states will become
an integral. One can also foresee the appearance of Dirac delta normalization of scattering states in Eq.(19).
The limiting process cannot be done directly, however, as Eq.(18) is purely formal due to the divergent character
of its series. In order to avoid convergence problems, a new method has been introduced in Ref.[17]. It consists
in subtracting the completeness relation generated by Fourier-Bessel series to the one of Eq.(18). One then
generates a convergent series for fixed (r, r′), so that the transformation from series to integral when R→ +∞
can be effected properly.
One defines Bessel discretized states and formal completeness relation analogously to Eqs.(18,19):
+∞∑
m=1
B2κm jˆℓ(κmr)jˆℓ(κmr
′)(κm − κm−1) = δ(r − r
′) (20)
B2κm
∫ R
0
jˆℓ(κmr)
2 dr =
1
κm − κm−1
. (21)
where Bκm is a normalization constant and κm, m ∈ N
∗, is a discretized linear momentum of the Fourier-Bessel
series, verifying jˆℓ(κmR) = 0. One recalls the asymptotic expansion of jˆℓ(x) when x→ +∞:
jˆℓ(x) = sin
(
x−
π
2
ℓ
)
−
aℓ
2x
cos
(
x−
π
2
ℓ
)
+O
(
1
x2
)
(22)
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where aℓ = −ℓ(ℓ+ 1). Subtracting Eq.(20) from Eq.(18) provides:
SR(r, r
′) =
∑
n∈b
un(r)un(r
′)
+
+∞∑
m=1
[
u(km, r)u(km, r
′)(km − km−1)−B
2
κm
jˆℓ(κmr)jˆℓ(κmr
′)(κm − κm−1)
]
(23)
where SR(r, r
′) is for the moment a distribution only known to be equal to zero in a weak sense. It is necessary
to show that the series of Eq.(23) converges ∀(r, r′) ∈ [0 : R]2, after which one can infer that SR(r, r′) = 0 in a
strong sense. For this, one will rewrite the main results of Ref.[17].
We first determine the asymptotic expansion of km and κm when m→ +∞. From Eqs.(15,22), one obtains
for m→ +∞:
km =
(
m+ ℓ2
)
π
R
+
aℓ +RV(R)
2Rmπ
+O
(
1
m2
)
, κm =
(
m+ ℓ2
)
π
R
+
aℓ
2Rmπ
+O
(
1
m2
)
(24)
The condition that the same integer m enters both linear momenta expansions of Eq.(24) without finite shift is
enforced demanding that u(km, r) and jˆℓ(κmr) have both m nodes, having for consequence that a finite number
of u(km, r) in Eq.(23) vanish if bound states are present therein. The Ckm and Bκm constants expansion defined
with Eqs.(15,19,21) are calculated with Eqs.(15,22), using the fact that the integral of Eq.(21) is analytical:
−B2κm jˆℓ+1(κmR)jˆℓ−1(κmR) =
2
R(κm − κm−1)
, (25)
C2km
([
jˆℓ(kmR)
2 − jˆℓ+1(kmR)jˆℓ−1(kmR)
]
−
∫ R
0
2V(r)
kmR
jˆℓ(kmr)jˆ
′
ℓ(kmr) dr +O
(
1
k2m
))
=
2
R(km − km−1)
. (26)
Eq.(22) and the fact that the integral involving V(r) in Eq.(26) is O(k−2m ) when km → +∞, which can be seen
with a partial integration, provide for m→ +∞:
Ckm =
√
2
π
+O(m−2) , Bκm =
√
2
π
+O(m−2) (27)
The general term of the series of Eq.(23) reads for m→ +∞, by way of Eqs.(15,22,24,27):
u(km, r)u(km, r
′)(km − km−1)−B
2
κm
jˆℓ(κmr)jˆℓ(κmr
′)(κm − κm−1)
=
R(V(r) − V(r′))− (r − r′)V(R)
2mπR
sin
(
πm
R
(r − r′) + ℓπ
(
r − r′
2R
))
−
R(V(r) + V(r′))− (r + r′)V(R)
2mπR
sin
(
πm
R
(r + r′) + ℓπ
(
r + r′
2R
− 1
))
+O(m−2). (28)
The non-absolutely convergent part of Eq.(28) consists in a standard Fourier series term. Abel transformation
can be performed on Eq.(28) in order to have it normally convergent with respect to r and r′ (see App.(A)).
As a consequence, SR(r, r
′) is finite and continuous ∀(r, r′) ∈ [0 : R]2. Thus, owing to Eqs.(23,28):∫ R
0
SR(r, r
′) u(r′) dr′ =
∑
n∈b
un(r)
∫ R
0
un(r
′)u(r′) dr′ +
+∞∑
m=1
[
u(km, r)(km − km−1)
∫ R
0
u(km, r
′)u(r′) dr′
− B2κm jˆℓ(κmr)(κm − κm−1)
∫ R
0
jˆℓ(κmr
′)u(r′) dr′
]
= u(r) − u(r) = 0, (29)
where u(r) is a state equal to un(r), n ∈ N or u(km, r), m ∈ N∗ (see Eq.(18)). This result is obtained by way
of orthonormality of the set of un(r) and u(km, r) states, pointwise completeness of the set of Bessel functions
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and by inverting series and integral integrating Eq.(23) between 0 and R, which is justified due to the normal
convergence obtained by Abel transformation of the series of Eq.(23). As the set of un(r) and u(km, r) states is
complete for scalar product norm,
∫ R
0 SR(r, r
′)2 dr′ = 0. As SR(r, r
′) is finite and continuous ∀(r, r′) ∈ [0 : R]2,
SR(r, r
′) = 0 ∀(r, r′) ∈ [0 : R]2.
One will show that it implies pointwise completeness of the set of un(r) and u(km, r) states in Eq.(18). One
considers an arbitrary wave function f(r), assumed to yield a Fourier-Bessel series on [0 : R]. Its expansion with
the set of un(r) and u(km, r) states is equal ∀r ∈ [0 : R] to its Fourier-Bessel series expansion, which can be seen
calculating
∫ R
0
SR(r, r
′) f(r′) dr′ similarly as in Eq.(29). The set of un(r) and u(km, r) functions then possesses
the same properties as Fourier-Bessel, and hence Fourier series [3], i.e. the generalized Fourier expansion of f(r)
provided by Eq.(18) is equal to limδ→0
f(r+δ)+f(r−δ)
2 .
5 Wave functions behavior for box radius R→ +∞
In order to be able to let R go to +∞ in Eq.(23), one has to show first that wave functions converge to their
open radial interval counterparts. The case of bound states of negative energy can be treated considering the
appearance of nodes at r = R when |k2| decreases in Eq.(3) [7], as Eq.(3) is local at large distance (see Sec.(2)).
The fact that they are square-integrable on [0 : +∞[ readily implies uniform convergence of a box bound wave
function un(r), n ∈ N fixed, with respect to r ∈ [0 : +∞[ when R → +∞ to its limit defined in open radial
interval. The number of bound states of negative energy will become infinite only for potentials with attractive
Coulomb tail in our class of Hamiltonians. Indeed, it occurs only if the number of nodes of the regular solution
u(k = 0, r) is itself infinite [22]. This can be proved with WKB approximations of u(k = 0, r) for r → +∞ (see
Sec.(6.1) for the Coulomb attractive case).
The case of scattering states is different, as one has to show both the accumulation of box scattering states
in ]0 : +∞[ for R → +∞ and the consistency of their normalization by way of Eq.(19). For their study, one
considers a linear momentum k > 0 and R always chosen larger than R0. Eq.(1) implies that the wave function
u(k, r) of linear momentum k > 0 behaves for r > R0 as:
u(k, r) =
√
2
π
Nk
(
S+h+ℓη(kr) + S
−h−ℓη(kr)
)
, (30)
where η is the Sommerfeld parameter, here equal to Vc2k , h
±
ℓη is the outgoing/incoming irregular Coulomb wave
function [24] and Nk, S+ and S− are normalization constants chosen so that Nk ∈ R and S+S− =
1
4 (reality of
wave functions imply that S+ = (S−)∗). The
√
2
π
factor is introduced in order to have Nk → 1 for scattering
states when R → +∞. Due to Eq.(30), wave functions for k > 0 are not square integrable in [0 : +∞[ unless
Nk = 0 therein. This implies that all BSEC’s of the open radial interval problem are present in the box spectrum
and independent of R once R > R0, as they have to uphold box boundary conditions for R = R0 and vanish
identically afterward. Moreover, it was demonstrated in Sec.(3) that all wave functions of linear momentum
k large enough verify Eq.(15) for fixed box radius R, so that it is impossible for wave functions of arbitrarily
large k to vanish identically in [R0 : R] and not in [0 : R0]. Thus, BSEC’s have to be in finite number and can
be all put in the bound states sum of Eq.(18). We can thus always suppose that k is not a BSEC momentum,
implying Nk 6= 0. Using asymptotic expansion of Coulomb wave functions for large arguments in Eq.(30) [24],
one obtains:
u(k, r) =
√
2
π
Nk
[
sin(kr − η log(2kr) + δ(k)) +
ℓ(ℓ+ 1)
2kr
cos(kr − η log(2kr) + δ(k)) +O
(
1
k2r
)]
(31)
with δ(k) ∈ [0 : 2π[ the phase shift associated with u(k, r) and the k dependence is written explicitly in the rest
term to allow k → +∞ along with r → +∞ at the end of the calculation. For u(kn, r) eigenstate of Eq.(3),
n ∈ N∗, implying u(kn, R) = 0, the following equality holds from Eq.(31):
kn =
nπ − δn
R
+
Vc log(2knR)
2knR
−
ℓ(ℓ+ 1)
2knR
+O
(
1
k2nR
2
)
, (32)
where ηn and δn are its respective Sommerfeld parameter and phase shift, nevertheless modified so that one
might have δn 6= δ(kn). Indeed, in Eq.(32), δn has been defined so that Eqs.(24,32) provide the same value of
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linear momentum for kn and km if one has n = m in both equations. For R → +∞, kn → k and δn converge
to a finite value for n ∈ N appropriately chosen, as u(kn, r) differs significantly from its asymptotic value on
Eq.(31) only in a finite region of the real axis. One can see from Eq.(32) that for R→ +∞:
kν → 0 , ν ∈ N
∗ , ν = o(R), (33)
as supposing therein the opposite for sup(kν)R′>R leads to a contradiction. For R large enough, it is thus
possible to choose n so that kn ≤ k < kn+1. The difference kn+1 − kn reads by way of Eq.(32):
kn+1 − kn =
π
R
−
δn+1 − δn
R
+
Vc
2R
(
log(2kn+1R)
kn+1
−
log(2knR)
kn
)
−
ℓ(ℓ+ 1)
2R
(
1
kn+1
−
1
kn
)
+O
(
1
k2nR
2
)
. (34)
Hence, kn+1 − kn → 0 in Eq.(34) for R → +∞, and consequently δn+1 − δn → 0 as well. As kn+1 → k and
kn → k when R→ +∞, Eq.(34) can be simplified to:
kn+1 − kn =
π
R
+ o
(
1
R
)
, (35)
This proves that the set of {kn}n∈N∗ becomes uniformly dense in ]0 : +∞[ when R→ +∞ (see Eqs.(33,34,35)).
We can now show that Eq.(19) provides the standard Dirac delta normalization of scattering functions for
R→ +∞. Inserting Eqs.(31,35) in Eq.(19), one can derive for R→ +∞:
N 2kn
[∫ R
R0
[
sin(knr − η log(2knr) + δ(kn)) +O
(
1
knr
)]2
dr +O(1)
]
=
R
2
+ o(R), (36)
where the part of the integral from 0 to R0 is accounted for by the O(1) term of the left-hand side of Eq.(36).
The latter integral is bounded when R→ +∞, and hence kn → k, because u(kn, 0) = 0 and N
−1
kn
u(kn, R0) has
a limit therein from Eq.(30), implying N−1k u(k, r) boundedness in [0 : R0] for R → +∞. The left-hand side
integral in Eq.(36) is dealt with similarly to Eq.(26). Consequently, we arrive to the standard value of Nk of
scattering states for R→ +∞, equivalent to Dirac delta normalization:
Nk = 1 + o(1), (37)
uniformly in all intervals [kd : +∞[, kd > 0, and in ]0 : +∞[ if ℓ = Vc = 0 as only the principal term of Eq.(31)
remains in this case. As all solutions of Eq.(3) regular at r = 0 for fixed k and R > R0 are proportional, one has
proved the convergence of box scattering states to the continuum of positive energy states of Eq.(3) verifying
Dirac delta normalization.
Comparing Eq.(17) with r → +∞ to Eq.(31) with k → +∞, one obtains:
Ck =
√
2
π
Nk. (38)
The expansion of km issued from Eq.(17) and Eqs.(35,37), deduced from it, read in this regime:
km =
(m+ ℓ2 )π
R
+
aℓ +RV(R)
2kmR2
+
βkm(R)
Rk2m
,
kn+1 − kn =
π
R
+
Yk(R)
k2R
, Nk = 1 +
Zk(R)
k2
, (39)
where supk>kmin |βk(R)| has a finite limit for R → +∞ in Eq.(39), supk>kmin |Yk(R)| and supk>kmin |Zk(R)|
vanish for R→ +∞. The corresponding Nk expansion is procured from Eqs.(17), (19) and (39) noticing that:∫ R
0
jˆ2ℓ (Λ(r)) dr =
[
jˆℓ(Λ(R))
2 − jˆℓ+1(Λ(R))jˆℓ−1(Λ(R))
] Λ(R)
2k
+
∫ R
0
jˆ2ℓ (Λ(r))
[
1−
λ(r)
k
]
dr
=
R
2
+
Rαk(R)
k2
, (40)
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with supk>kmin |αk(R)| → 0 for R → +∞. The Bessel function case, embodied in Eqs.(24,27), is an obvious
particular case of Eq.(39):
κm =
(m+ ℓ2 )π
R
+
aℓ
2κmR2
+
βκm(R)
Rκ2m
,
κn+1 − κn =
π
R
+
Yκ(R)
κ2R
, Bκ =
√
2
π
+
Zκ(R)
κ2
. (41)
where supκ>κmin |βκ(R)| has a finite limit for R → +∞, and supκ>κmin |Yκ(R)| and supκ>κmin |Zκ(R)| vanish
for R→ +∞ as well.
6 Scattering wave functions in the vicinity of k = 0+
We have demonstrated in Sec.(5) that scattering wave functions converge to their open radial interval limit
uniformly when R → +∞ for all linear momentum intervals [kd : +∞[, kd > 0. However, uniform convergence
is generally absent on ]0 : +∞[, which is obvious when the set of positive energies wave functions always contain
one nodeless state for R→ +∞, whose energy goes to zero. It is thus necessary to devise the behavior of wave
functions in the vicinity of k = 0+. For this, considered linear momenta can always be chosen smaller than
a positive kǫ momentum, which can be arbitrarily small but has to be independent of R. We will consider
separately potentials with attractive and repulsive tails for r → +∞.
6.1 Attractive tail
Assuming Vc < 0, it is always possible to choose R1 > R0 large enough so that the remaining Coulomb
+ centrifugal potential is negative ∀r > R1. We can then define a fundamental ansatz solution of Eq.(3)
analogously to Sec.(3) ∀r > R1:
λm(r) =
√
k2m +
|Vc|
r
−
ℓ(ℓ+ 1)
r2
, Λm(r) =
∫ r
R1
λm(r
′) dr′ ,
uf0(r) = λm(r)
− 12 e±iΛm(r) , uf (r) = uf0(r)[1 + ǫ(r)], (42)
where km is the linear momentum associated to the eigenstate of Eq.(3), u(km, r), m ∈ N
∗.
One derives the asymptotic relation yielded by u(km, r) with a Neumann-Liouville power series in r
− 12 ,
similarly as in Sec.(3). Eq.(8) is used with rd = +∞ so that ǫ(r)→ 0 for r→ +∞. Using analytical expressions
of λm(r), Λm(r) and uf0(r) of Eq.(42), the equality ǫ(r) = O
(
r−
1
2
)
is procured for r → +∞ with partial
integrations of Eq.(8). Hence :
u(km, r) =
√
2
π
Nkm
(
λm(r)
km
)− 12 [
sin(Λm(r) + δm) +O
(
r−
1
2
)]
, ∀r ≥ R1, (43)
where one has introduced the normalization Nkm , defined in Eq.(30), so that Eqs.(30,43) are consistent, δm ∈
[0 : 2π] is the phase shift associated to u(km, r) and O
(
r−
1
2
)
remains bounded for km → 0+. One has
δm−1 − δm → 0 when R → +∞ uniformly for km ∈]0 : kǫ], m ∈ N∗, as phase shift is a uniformly continuous
function of k on ]0 : kǫ].
Normalization of u(km, r) is defined in Eq.(19) and provides, along with Eq.(43), the inequality:
2
π
N 2km
∫ R
R1
λm(r)
−1
[
sin2(Λm(r) + δm) +O
(
r−
1
2
)]
dr ≤
1
km(km − km−1)
. (44)
App.(B) procures an inequality from Eq.(44) for R sufficiently large:
1
2π
N 2km
∫ R
R1
λm(r)
−1 dr ≤
1
km(km − km−1)
. (45)
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The km − km−1 difference inverse is now majored. Using u(km−1, R) = u(km, R) = 0 conditions, the fact
that km−1 and km are consecutive eigenmomenta and Eq.(43), one obtains:
sin(Λm−1(R) + δm−1) +O(R
− 12 ) = 0 , sin(Λm(R) + δm) +O(R
− 12 ) = 0
⇒ Λm−1(R) = (n− 1)π − δm−1 +O(R
− 12 ) , Λm(R) = nπ − δm +O(R
− 12 ) , n ∈ N∗
⇒
∫ R
R1
(λm(r) − λm−1(r)) dr = π + δm−1 − δm +O(R
− 12 ). (46)
One derives from Eq.(46):
(k2m − k
2
m−1)
∫ R
R1
dr
λm(r) + λm−1(r)
= π + δm−1 − δm +O(R
− 12 ), (47)
where one has applied the conjugate λm(r)+λm−1(r) of λm(r)−λm−1(r) in Eq.(46) in order to have k2m−k
2
m−1
appeared in Eq.(47). One has λm−1(r) ≥ 0 and π + δm−1 − δm + O(R−
1
2 ) ≥ π2 for R large enough, so that
Eq.(47) provides:
1
km − km−1
≤
4km
π
∫ R
R1
λm(r)
−1 dr (48)
Combining Eqs.(45,48), the normalization factor N 2km can be seen to be uniformly majored for km ∈]0 : kǫ[
when R→ +∞:
N 2km ≤M, (49)
with M > 0 independent of km, kǫ and R.
If Vc = ℓ = 0, one has seen in Sec.(5) that Eq.(37) is available uniformly for k ∈]0 : +∞], so that Eq.(49)
can also be utilized in this case.
6.2 Repulsive tails
Low-energy scattering states of a potential with a repulsive tail bear a turning point rt(k) at large distance:
rt(k) =
Vc +
√
V 2c + 4ℓ(ℓ+ 1)k
2
2k2
. (50)
It prevents a WKB approximation similar to Eq.(42) from being devised. However, low-energy box scattering
states bear the property to become very close to regular Coulomb wave functions Fℓη(kr) up to one constant
when k → 0+, which will be demonstrated in this section. As the set of regular Coulomb wave functions can be
shown to be complete, using complex integration techniques and analytic properties of confluent hypergeometric
functions (see Ref.[26] for the Coulomb attractive case and App.(C) for its extension to repulsive case), it will
be possible to handle the contribution of low-energy box scattering states accumulating at k = 0+ properly.
Non-Coulombic, but repulsive tails, for which ℓ(ℓ+1) > 0, are considered in the same manner, Fℓη(kr) reducing
to Riccati-Bessel functions jˆℓ(kr) with all stated results remaining available.
One considers 0 < r < rt(k) fixed, rt(k) defined in Eq.(50) and k < kǫ an eigenmomentum of Eq.(3). There
is no loss of generality therein as it is always possible to take kǫ small enough so that it is the case ∀k < kǫ. Let
us write the equivalents of Fℓη(kr) and Gℓη(kr) for k → 0+ and r fixed, omitting factors independent of r and
k [24]:
Fℓη(kr) ∼ η
− 12 r
1
4 e−πηi2ℓ+ 12 (2
√
Vcr) , Gℓη(kr) ∼ η
− 12 r
1
4 eπηk2ℓ+ 12 (2
√
Vcr) , (Vc > 0) ,
Fℓη(kr) ∼ (kr)
ℓ+1 , Gℓη(kr) ∼ (kr)
−ℓ , (Vc = 0), (51)
where i2ℓ+ 12 (x) and k2ℓ+
1
2
(x) are the modified Riccati-Bessel functions respectively regular at x = 0 and x →
+∞.
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If r ≥ R0, u(r) is a linear combination of regular and irregular Coulomb wave functions:
u(k, r) = C(k) [Fℓη(kr) +A(k)Gℓη(kr)] , (52)
where C(k) ∈ R is a normalization constant and A(k) ∈ R a matching constant. One will show that
A(k)Gℓη(kR0) = O(Fℓη(kR0)). From Eqs.(51,52), supposing the opposite would imply the Gℓη(kr) component
of u(k, r) to be dominant at r = R0 for k → 0
+. Then, u(k, r) ∝ Gℓη(kr) asymptotically for k → 0
+ and
R0 ≤ r ≤ R1, with R1 → +∞. This is impossible because the considered Hamiltonian in open radial interval
bears no bound state at k = 0, so that |u0(r)| → +∞ for r → +∞, with u0(r) the regular solution of Eq.(3)
calculated at k = 0 and arbitrarily normalized.
This and the fact that Fℓη(kr) and Gℓη(kr) have comparable amplitudes for r > rt(k) [24] imply that norms
and energies of box scattering states defined with Eq.(3) and those defined from pure Coulomb + centrifugal
potentials will be the same up to a value which can be made arbitrarily small ∀k ∈ [0 : kǫ] and kǫ small enough.
Thus, ∀km ∈]0 : kǫ], m ∈ N∗, for R large enough, kǫ small enough and R0 ≤ r < rt(kǫ):
|u(km, r)| < A uc(k
′
m, r) , |km − km−1| < 2(k
′
m − k
′
m−1), (53)
where u(km, r), m ∈ N∗ is a box discretized scattering state of Eq.(3), uc(k′m, r) is a box discretized scattering
state but whose Hamiltonian is one of pure Coulomb + centrifugal parts, proportional to Fℓηm(k
′
mr), whose
energy differ by that of u(km, r) by an arbitrarily small amount, and A > 0 is independent of km, k
′
m and R
but can be dependent of r.
If r ≤ R0, u(k, r) verifies for k → 0+:
u(k, r) = D(k)(u0(r) + o(1)), (54)
where D(k) is a normalization factor. As u(k,R0) is also provided by Eq.(52), one can match Eqs.(52,54) at
r = R0, so that Eq.(51) and the fact that A(k)Gℓη(kR0) = O(Fℓη(kR0)) provides for k → 0+ the asymptotic
value of D(k):
D(k) ∼ C(k) D η−
1
2 e−πη , (Vc > 0) ,
∼ C(k) D kℓ+1 , (Vc = 0), (55)
with D ∈ R bounded for k → 0+. Thus, for k → 0+:
u(k, r) = C(k) D η−
1
2 e−πη(u0(r) + o(1)) , (Vc > 0) ,
= C(k) D kℓ+1(u0(r) + o(1)) , (Vc = 0) ,
= f(r) C(k)Fℓη(kr), (56)
where f(r) is bounded for k → 0+ from Eq.(51). Hence, the left-hand side of Eq.(53) also applies for r ≤ R0.
7 Asymptotic treatment of bound states of potentials with attrac-
tive Coulomb tail
Bound states in open radial interval in our class of Hamiltonians are in finite number except if v(r) behaves as a
Coulomb attractive potential for r → +∞, hence with Vc < 0 in Eq.(1), which is now assumed for this section.
As the sum of bound states in Eq.(23) becomes an infinite series for R → +∞, with all energies accumulating
at zero energy, it is necessary to devise the asymptotic behavior of bound states for large principal quantum
number to study its convergence properties. It is convenient to use κn = −ikn, with n ∈ N the number of
nodes and kn the complex linear momentum of the bound eigenstate un(r), so that κn → 0+ for n → +∞. R
is naturally demanded to be larger than R0 to have the non-local part of Eq.(3) disappeared. Owing to Eq.(3),
one defines the Coulomb turning point r
(n)
t of the bound eigenstate un(r) for κn → 0:
r
(n)
t =
|Vc|+
√
V 2c − 4ℓ(ℓ+ 1)κ
2
n
2κ2n
=
|Vc|
κ2n
+O(1). (57)
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To differentiate wave functions defined in open radial interval and with box boundary conditions, one will write
u˜n(r) in open radial interval and un(r) for box wave functions. One then defines the fundamental solution
ansatz of Eq.(3) suitable for bound states of large principal quantum number n:
λn(r) =
√
|Vc|
r
−
ℓ(ℓ+ 1)
r2
− κ2n , Λn(r) =
∫ r
rd
λn(r
′) dr′ , uf(r) = λn(r)
− 12 e±iΛn(r)[1 + ǫn(r)], (58)
with rd > R0, chosen large enough but independently of n, so that the square root argument in λn(r) is always
strictly positive ∀r ∈ [rd : r
(n)
t [ ∀n > N , N ∈ N. Similarly to Sec.(6.1), u˜n(r) is shown to verify the following
asymptotic relation by way of Eq.(58) for n→ +∞:
u˜n(r) = Cn λn(r)
− 12
[
sin(Λn(r) + δn) +O
(
r−
1
2
)]
, r ≤ r(n)e , (59)
where r
(n)
e =
r
(n)
t
2 , value introduced to avoid the divergences arising close to the turning point r
(n)
t , O
(
r−
1
2
)
remains bounded for n → +∞, Cn ∈ R is a normalization constant and δn ∈ [0 : 2π] plays the role of a phase
shift for u˜n(r). As C
−1
n u˜n(r) has a finite limit for n → +∞ for r ≥ rd fixed from Eq.(59) and as un(0) = 0
∀n ∈ N, C−1n u˜n(r) = O(1) ∀r ≥ 0 fixed and n→ +∞. As u˜n(r) is normalized, one can write:∫ rd
0
u˜2n(r
′) dr′ +
∫ r(n)e
rd
u˜2n(r
′) dr′ ≤ 1. (60)
The first integral of Eq.(60) divided by C2n has a finite limit for n→ +∞ as rd is independent of n. Hence, the
first integral of Eq.(60) is O(C2n) for n → +∞. Using Eqs.(57,58,59) and App.(B), one obtains for the second
integral of Eq.(60) with n→ +∞:∫ r(n)e
rd
u˜2n(r
′) dr′ = C2n
∫ r(n)e
rd
λn(r)
−1
[
sin2 (Λn(r) + δn) +O
(
r−
1
2
)]
dr
∼
C2n
2
∫ r(n)e
rd
λn(r)
−1 dr ∼
C2n κ
−3
n
2
∫ κ2nr(n)e
κ2nrd
(
|Vc|
t
− 1−
ℓ(ℓ+ 1)
t2
κ2n
)− 12
dt
= O(C2n κ
−3
n ). (61)
Owing to boundedness of u˜n(r) divided by Cn for n→ +∞ and r > 0 fixed, Eqs.(60,61) provide:
C2n = O(κ
3
n) , u˜n(r) = O
(
κn
3
2
)
, r ≥ 0 fixed , n→ +∞. (62)
The following expansion is standard from quantum defect theory [32]:
κn = O(n
−1) , n→ +∞. (63)
Eqs.(62,63) then provide:
u˜n(r) = O(n
− 32 ) , r ≥ 0 fixed , n→ +∞. (64)
The case of Hamiltonian defined with box boundary conditions will be shown to be very similar for R → +∞,
as long as n ≤ Nb(R), with Nb(R) the number of bound states with box boundary conditions, diverging for
R → +∞. For n ≤ Nb(R), un(R) = 0, so that consideration of the number of nodes of wave functions implies
that κn+1 < κn(R) < κn, with κn and κn+1 defined in open radial interval, and κn(R) defined with box
boundary conditions. Eq.(64) thus remains valid for box bound states, as long as n→ +∞ along with R so that
n ≤ Nb(R) and r
(n)
e ≤ R. In case r
(n)
e > R, Eq.(57) and the fact that κn(R) ∼ κn for n→ +∞ and n ≤ Nb(R)
imply that κ2nR = O(1) therein. r
(n)
e has to be replaced by R in Eq.(60) so that using the same method as in
open radial interval, one obtains un(r) = O
(
κn
3
2
)
for n → +∞ and n ≤ Nb(R). Eq.(64) is thus still valid in
this case. Note that n, and hence R, have to be taken large enough so that wave functions un′(r) are very close
for r ∈ [0 : R0] ∀n′ > n, in order for the influence of the non-local potential of Eq.(3) to be negligible. This
condition is necessary, as the number of nodes of wave functions is uncorrelated with energy for the general
non-local potential.
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8 Completeness relation of bound and scattering wave functions in
the open radial interval
The limit of Eq.(23) for R→ +∞ will be shown to be, as can be expected:
S(r, r′) =
+∞∑
n=0
u˜n(r)u˜n(r
′) +
∫ +∞
0
[
u˜(k, r)u˜(k, r′)−
2
π
jˆℓ(kr)jˆℓ(kr
′)
]
dk, (65)
where {u˜n(r)}n∈N is the set of bound states of the Hamiltonian of Eq.(3) defined in open radial interval and
{u˜(k, r)}k∈]0:+∞[ its set of scattering states, reserving notation without tilde symbol for states defined in a
finite interval of radius R, as in Sec.(7). Scattering states are normalized with Dirac delta normalization. The
first step is to show that series and integral in Eq.(65) converge ∀(r, r′) ∈ [0 : +∞[2. Convergence of integral
in k → 0+ is guaranteed by boundedness of scattering wave functions therein for fixed (r, r′). If Vc < 0 or
ℓ = Vc = 0, this property is a direct consequence of Eq.(43), applied with km = k and Nkm = 1, equivalent to
Dirac delta normalization. u˜(k, r) can be seen to have therein a finite limit for k → 0+ ∀r ≥ R1 (see Sec.(6.1)
for definitions and notations). Boundedness ∀r ≥ 0 comes forward due to u˜(k, 0) = 0 equality ∀k > 0. If Vc > 0
or Vc = 0, ℓ > 0, Dirac delta normalization is equivalent to have C(k)2(1 +A(k)2) =
2
π
in Eq.(52). For k → 0+,
one obtains C(k) ∼
√
2
π
(see Sec.(6.2)). Boundedness of u˜(k, r) ∀r ≥ 0 arises similarly as in the previous case.
Problems of convergence, however, would occur in k = 0 in the complex k-plane, as the Green’s function of
Hamiltonians with Coulomb asymptotic possesses an essential singularity therein [12]. Behavior of Eq.(65) at
k → +∞ is dealt with as in Sec.(4). Eq.(15) and Dirac delta normalization of u˜(k, r) imply that, for k → +∞:
u˜(k, r)u˜(k, r′)−
2
π
jˆℓ(kr)jˆℓ(kr
′) =
V(r) − V(r′)
2πk
sin[k(r − r′)]−
V(r) + V(r′)
2πk
sin[k(r + r′)− ℓπ] +O
(
1
k2
)
. (66)
As Eq.(66) possesses the same characteristics as Eq.(28), normal convergence of the integral of Eq.(65) at
k → +∞ with respect to (r, r′) ∈ [0 : Rt]2, Rt > 0, is achieved by way of a partial integration playing the role
of Abel transformation in Sec.(4). Normal convergence of the series in Eq.(65) is provided by Eq.(64), so that
S(r, r′) is continuous ∀(r, r′) ∈ [0 : +∞[2.
The difference S(r, r′) − SR(r, r
′) issued from Eqs.(23,65) has to be proved to vanish for R → +∞. It is
rewritten as:
S(r, r′)− SR(r, r
′)
= −
+∞∑
m=1
[(
N 2km − 1
)
u˜(km, r)u˜(km, r
′)(km − km−1)−
(
B2κm −
2
π
)
jˆℓ(κmr)jˆℓ(κmr
′)(κm − κm−1)
]
+
+∞∑
n=0
[u˜n(r)u˜n(r
′)− un(r)un(r
′)] +
∫ +∞
0
[
u˜(k, r)u˜(k, r′)−
2
π
jˆℓ(kr)jˆℓ(kr
′)
]
dk
−
+∞∑
m=1
[
u˜(km, r)u˜(km, r
′)(km − km−1)−
2
π
jˆℓ(κmr)jˆℓ(κmr
′)(κm − κm−1)
]
. (67)
The series of Eq.(23) has been separated in two converging parts in Eq.(67) (see Eqs.(27,37) and Sec.(4)). The
bound states un(r) defined with box boundary conditions are finite in number, so that un(r) = 0 by definition
for n > Nb(R), Nb(R) being the number of box bound states. In case v(r) has an attractive Coulomb tail, using
Eq.(64) and boundedness of bound states, all functions un(r) and u˜n(r), n ∈ N, can be majored in absolute
value by a constant independent of R and n divided by 1 + n
3
2 for r ≥ 0 fixed. Normal convergence of the
bound states series with respect to R comes forward. The studied series reduces to a finite sum in other cases.
The series thus goes to zero with R→ +∞ as each of its terms obviously does.
The two last terms of Eq.(67), a series and an integral, resemble a Riemann sum and its integral limit for
infinite number of points. The fact that the sum is already a series for finite R and that the integral is improper,
however, renders impossible the direct application of Riemann integral fundamental theorem. Demonstrating
that the difference of the considered series and integral vanishes when R→ +∞ is performed in App.(D).
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The first infinite series of Eq.(67), denoted as Sl(r, r
′), is equal to:
Sl(r, r
′) =
+∞∑
m=1
[(
N 2km − 1
)
u˜(km, r)u˜(km, r
′)(km − km−1)−
(
B2κm −
2
π
)
jˆℓ(κmr)jˆℓ(κmr
′)(κm − κm−1)
]
. (68)
Let kǫ > 0 and mǫ ∈ N∗ be an integer verifying kmǫ → kǫ for R → +∞. As u(kmǫ , r) and jˆℓ(κmǫr) have the
same number of nodes ∀R > 0 (see Sec.(4)), κmǫ can never be arbitrarily small for R→ +∞. Eq.(32) can then
be applied to kmǫ and κmǫ , so that κmǫ → kǫ for R → +∞. We will now always implicitly suppose that the
limit R→ +∞ has been effected before proceeding with kǫ → 0.
One has Sl(r, r
′) = Sǫ−l (r, r
′)+Sǫ+l (r, r
′), whose respective general term is the same as Sl(r, r
′), withm < mǫ
for Sǫ−l (r, r
′) and m ≥ mǫ for S
ǫ+
l (r, r
′). Sǫ+l (r, r
′) is demonstrated to vanish for R → +∞ in App.(E). It is
thus trivially true for kǫ → 0
+. We now study Sǫ−l (r, r
′) by separating its Bessel and non-Bessel parts, which
is permitted as mǫ is finite ∀R > 0:
|Sǫ−l (r, r
′)| ≤
∣∣∣∣∣
mǫ−1∑
m=1
(
N 2km − 1
)
u˜(km, r)u˜(km, r
′)(km − km−1)
∣∣∣∣∣
+
∣∣∣∣∣
mǫ−1∑
m=1
(
B2κm −
2
π
)
jˆℓ(κmr)jˆℓ(κmr
′)(κm − κm−1)
∣∣∣∣∣ . (69)
If Vc < 0 or ℓ = Vc = 0, one can use results of Sec.(6.1), so that Eq.(49) imply for the first sum of Eq.(69),
R→ +∞:∣∣∣∣∣
mǫ−1∑
m=1
(
N 2km − 1
)
u˜(km, r)u˜(km, r
′)(km − km−1)
∣∣∣∣∣ ≤
mǫ−1∑
m=1
(
N 2km + 1
)
|u˜(km, r)u˜(km, r
′)|(km − km−1)
≤ M
mǫ−1∑
m=1
(km − km−1) ∼Mkǫ, (70)
whereM > 0 is independent of R and kǫ. Eq.(70) clearly vanishes for kǫ → 0, result also available for the second
sum of Eq.(69) if ℓ = 0. If the potential is repulsive in its asymptotic region, one is in the conditions stated in
Sec.(6.2), so that Eq.(53) accounts for the following inequality for kǫ small enough and R large enough:∣∣∣∣∣
mǫ−1∑
m=1
(
N 2km − 1
)
u˜(km, r)u˜(km, r
′)(km − km−1)
∣∣∣∣∣ ≤
mǫ−1∑
m=1
(Auc(k
′
m, r)uc(k
′
m, r
′) +B)(k′m − k
′
m−1),
≤ A
mǫ−1∑
m=1
uc(k
′
m, r)uc(k
′
m, r
′)(k′m − k
′
m−1) + 2Bkǫ (71)
where A > 0 and B > 0 are independent of R and kǫ, and notations are the same as in Sec.(6.2). Eq.(71) is
available as well for the second sum of Eq.(69) if ℓ(ℓ+1) > 0. Let us suppose that the left-hand side of Eq.(71)
does not vanish for kǫ → 0, assuming also for the moment ℓ = 0. In Eq.(71), the sum involving uc(k′m, r)
functions, eigenstates of pure Coulomb + centrifugal potential, does not vanish as well. Thus, using uc(k
′
m, r)
functions instead of un(r) and u(k, r) states in Eq.(67), and denoting as Sc(r, r
′) the S(r, r′) function of Eq.(67)
which they generate, one obtains Sc(r, r
′) 6= 0 as all terms in Eq.(67) vanish for R→ +∞ except the right-hand
side of Eq.(71). This result is contradictory with completeness of u˜c(k, r) and jˆℓ(kr) functions, demonstrated
independently in App.(C). Indeed, with Rt > 0 fixed so that Sc(r, r
′) is not identically equal to zero in [0 : Rt]
2,
one obtains ∀r < Rt:∫ Rt
0
Sc(r, r
′)2 dr′ =
∫ +∞
0
u˜c(k, r)
∫ Rt
0
Sc(r, r
′) u˜c(k, r
′) dr′ dk
−
2
π
∫ +∞
0
jˆℓ(kr)
∫ Rt
0
Sc(r, r
′) jˆℓ(kr
′) dr′ dk = Sc(r, r) − Sc(r, r) = 0, (72)
where all integrals inversions are allowed due to normal convergence of integral in Eq.(65) at k → +∞ with
respect to (r, r′) ∈ [0 : Rt]2. If ℓ > 0, assuming Vc < 0 implies that the Bessel sum of S
ǫ−
l (r, r
′) in Eq.(69)
vanishes for kǫ → 0. The remaining cases, with ℓ > 0 and Vc > 0, can then be treated similarly as for ℓ = 0.
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Thus, Eqs.(71,72) imply that Sǫ−l (r, r
′) goes to zero for kǫ → 0, leading to Sl(r, r′)→ 0 for R → +∞. The
equality S(r, r′) = 0, ∀(r, r′) ∈ [0 : +∞[2 comes forward. Completeness of {u˜n(r)}n∈N and {u˜(k, r)}k∈]0:+∞[ is
achieved similarly as in Eq.(72), with an arbitrary function f(r) bearing a Fourier-Bessel transform:∫ +∞
0
f(r′) S(r, r′) dr′ = 0 =
+∞∑
n=0
u˜n(r)
∫ +∞
0
f(r′) u˜n(r
′) dr′
+
∫ +∞
0
[
u˜(k, r)
∫ +∞
0
f(r′) u˜(k, r′) dr′ −
2
π
jˆℓ(kr)
∫ +∞
0
f(r′) jˆℓ(kr
′) dr′ dk
]
⇒ fj(r) =
+∞∑
n=0
u˜n(r)
∫ +∞
0
f(r′) u˜n(r
′) dr′ +
∫ +∞
0
u˜(k, r)
∫ +∞
0
f(r′) u˜(k, r′) dr′, (73)
where fj(r) is the value of the Fourier-Bessel expansion of f in r. Convergence and inversions of series and inte-
gral in Eq.(73) are possible with f(r) decreasing sufficiently fast for r → +∞, as it implies normal convergence
of series and integrals with respect to all parameters. As in the discrete case, fj(r) = limδ→0
f(r+δ)+f(r−δ)
2 .
9 Generalizations
9.1 Coulomb divergence in r → 0
In Sec.(3), the Bessel-WKB approximation could be applied for v(r) finite in r = 0 and then seen available
afterward for v(r) therein integrable. The important case of pure Coulomb potential, for which v(r) ∝ r−1 for
r → 0, however, has not been covered. An obvious remedy is to use Coulomb wave functions instead of Bessel
functions for the WKB approximation in Eq.(5), with v(r) is replaced by v0(r) = v(r)−
Vc
r
in Sec.(3). One can
check that this generates an additional term in Eq.(7), equal to
(
1
r
− k
2−v0(r)
kΛ(r)
)
Vc. It poses no problem as it is
O(k−2) for k → +∞, O(r−1) for r → 0, k fixed and O(r−2) for r → +∞, k fixed as well. The Coulomb-WKB
approximation is obtained following the same method as in Sec.(3):
u(r) = CkFℓη(kr) − Ck
V0(r)
2k
F ′ℓη(kr) +O
(
Ck
k2
)
, k → +∞,
u(r) = CkFℓη(Λ0(r)) + Ck
αk(r)
k2
, k→ +∞ , r→ +∞, (74)
V0(r) =
∫ r
0
v0(r
′) dr′ , Λ0(r) =
∫ r
0
√
k2 − v0(r′) dr
′, (75)
where notations are the same as in Eq.(15), V(r) replaced by V0(r) and supk>kmin |αk(r)| → 0 for r → +∞. As
analytical properties of Bessel functions are used in Sec.(4), one has to express Eq.(74) with Bessel functions.
Using asymptotic expansions of Fℓη(kr) and derivative [24], one obtains:
u(r) = Ck jˆℓ(kr) + Ck
Vc [Ψ(ℓ+ 1)− log(2kr)]− V0(r)
2k
jˆ′ℓ(kr) +O
(
Ck
log2(k)
k2
)
, k → +∞,
u(r) = Ck jˆℓ
(
Λ0(r) +
Vc [Ψ(ℓ+ 1)− log(2Λ0(r))]
2k
+O(k−2)
)
+ Ck
αk(r)
k2
, k → +∞ , r → +∞, (76)
where O(k−2) is independent of r, αk(r) is alike to that utilized in Eq.(74), Ψ(x) =
Γ′(x)
Γ(x) and log(k) terms
appear in the expansion, which were absent in Eq.(15). They obviously do not change convergence properties of
series, in particular Abel transformation (see App.(A)) still provides absolute convergence to semi-convergent
series (see Sec.(4), Sec.(8) and App.(D)). Eq.(76) is also no longer defined in r = 0 due to log(2kr) term. As
logarithmic divergence in Eq.(76) for r → 0 occurs only in wave function normalization in Eq.(26), it poses
no problem as well because it is therein multiplied by jˆℓ(kr). The only other non trivial change concerns the
expansion of km for km → +∞ and R→ +∞ in Eq.(39), which becomes:
km =
(m+ ℓ2 )π
R
+
aℓ +RV0(R) +RVc[Ψ(ℓ+ 1)− log(2kmR)]
2kmR2
+
βkm(R)
Rk2m
. (77)
In Eq.(39), Yk(R) and Zk(R) have to be multiplied by log(k)
2.
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9.2 Different potential asymptotic for r → 0 and r → +∞
From the conditions imposed to Hamiltonians in Sec.(2) and Sec.(9.1), potentials bear the same centrifugal and
Coulomb coupling constants for r → 0 and r → +∞:
h(r) ∼
ℓ(ℓ+ 1)
r2
+
Vc
r
, r → 0 or r→ +∞, (78)
where h(r) is the sum of v(r) and centrifugal potential. This is obviously a nuisance for the Coulomb part, as
the charge of a physical system usually changes as r increases. Fixing the centrifugal potential also prevents
the consideration of potentials such as the Po¨schl-Teller-Ginocchio potential [27], for which ℓ > 0 in general for
r → 0 but ℓ = 0 for r → +∞ in Eq.(78).
This restriction is, however, not necessary in our method. To be consistent with Sec.(2), we will continue to
denote centrifugal and Coulomb coupling constants as (ℓ, Vc) for r → +∞ in Eq.(78), but one will write them
as (ℓ′, V ′c ) if r → 0. One can check that (ℓ
′, V ′c ) have to be used instead of (ℓ, Vc) in Secs.(3,4,9.1), in order to
treat the first turning point occurring close to r = 0 correctly. v(r) and V(r) must be replaced accordingly by
v0(r) and V0(r) defined as:
v0(r) = v(r) +
ℓ(ℓ+ 1)− ℓ′(ℓ′ + 1)
r2
−
V ′c
r
, V0(r) =
∫ r
0
v0(r
′) dr′. (79)
(ℓ, Vc) values must be employed without change in Secs.(6,7). In Secs.(5,8), both sets of constants (ℓ, Vc) and
(ℓ′, V ′c ) have to be used. We will now see how to proceed in the two latter aforementioned sections.
In Sec.(5), (ℓ, Vc) have to be employed until Eq.(38), as one uses therein the fact that only Coulomb +
centrifugal potentials remain after R0. However, in order to obtain Eq.(38), one compares the wave function
of Eq.(31), defined with (ℓ, Vc), with that of Eq.(17), derived with (ℓ
′, V ′c ) constants. In Eq.(38), the relation
between normalization constant Ck and Nk remains the same but (ℓ′, V ′c ) must be utilized for the rest of Sec.(5).
In Sec.(8), (ℓ′, V ′c ) have to be used except for the uc(k
′
m, r) and u˜c(k, r) functions, which were defined in
Sec.(6) with (ℓ, Vc). All stated results remain valid.
9.3 Complex potentials
One will consider the case of non-hermitian complex potentials by way of analytic continuation of Eq.(65). For
this, one introduces the following complex potentials:
v(r) = v0(r) + λv1(r) , w(r, r
′) = w0(r, r
′) + λw1(r, r
′) , Vc = Vc0 + λVc1 , V
′
c = V
′
c0
+ λV ′c1 , (80)
where v0(r), v1(r), w0(r, r
′), w1(r, r
′) are real potentials verifying Eqs.(1,2), Vc0 , V
′
c0
and Vc1 , V
′
c1
their associated
Coulomb constants (see Eq.(1) and Sec.(9.2)) and λ ∈ C is the complex variable with which analytic continuation
will be performed. Angular momenta and centrifugal potential are also treated with analytic continuation:
ℓ = ℓ0 + λℓ1 , ℓ
′ = ℓ′0 + λℓ
′
1, (81)
where ℓ0 ∈ R+, ℓ′0 ∈ R
+ and ℓ1 ∈ R, ℓ′1 ∈ R. ℓ and ℓ
′ must respectively verify ℜ(ℓ) ≥ − 12 and ℜ(ℓ
′) ≥ − 12
(see Secs.(2,9.2)). We can assume without loss of generality that the hermitian Hamiltonian defined with λ = 0
bears no BSEC’s, as this situation will be recovered with variations of λ.
For (r, r′) ∈ [0 : +∞[2 fixed, Eq.(65) becomes a function of λ, denoted as S(r, r′, λ), where tilde symbols are
suppressed for convenience and ℓ′ replaces ℓ, in accordance with Sec.(9.2):
S(r, r′, λ) =
+∞∑
n=0
un(r)un(r
′) +
∫ +∞
0
[
u(k, r)u(k, r′)−
2
π
jˆℓ′(kr)jˆℓ′ (kr
′) dk
]
, (82)
where λ-dependence is implicitly present in all wave functions by way of Eqs.(80,81). Analytic properties
of S(r, r′, λ) depends on both analytic continuation of involved wave functions with respect to λ as well as
convergence properties of series and integral in Eq.(82).
As potentials can have complex values in Sec.(3), Eq.(66) is still available, so that the integral of Eq.(82)
converges for k → +∞, while convergence for k → 0+ of the integral poses no problem as wave functions are
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bounded therein, due to their normalization by way of Dirac delta normalization. The series of Eq.(82) has an
infinite number of terms only if ℜ(Vc) < 0. It can be handled as in Sec.(7), using wave functions wn(t) defined
as wn(t = r|Vc|) = un(r). One verifies that the use of (t, w(t)) instead of (r, u(r)) replaces Vc by −1 in Eq.(3).
Thus, imaginary parts of potentials and energies are put in rest terms in Sec.(7), so that Eq.(64) is still valid
with Vc ∈ C verifying ℜ(Vc) < 0.
Existence and unicity of wave functions is provided as for the real case, using Cauchy-Lipschitz theorem and
Fredholm theory (see Sec(2)), which readily defines analytic continuation in λ of unnormalized wave functions.
Wave functions singularities occur only by way of their normalization. Firstly, it is supposed that un(r) functions
can never become unbound or identically equal to zero with variations of λ, as then they cannot be normalized
and hence are not analytical in λ therein. Secondly, analytic continuation of bound wave functions with respect
to λ implies that their normalization is effected with the square of wave functions, and not their modulus
square. Thus, if it happens that the norm of a square-integrable bound state is equal to zero, the state cannot
be normalized, i.e. it is an exceptional point [28]. They appear with complex potentials only and are obtained
by making two different bound or resonant states of a real potential becoming degenerate by way of increase
of the potential imaginary part [28]. This obviously occurs only for a discrete set of complex λ’s. Another
source of wave functions poles is induced by spectral singularities [29]. Contrary to real potentials, complex
potentials can bear resonant states of real energy E > 0, for which S− = 0 in Eq.(30). This is incompatible
with the requirement that S+S− = 14 (see Sec.(5)), required by Dirac delta normalization, so that they generate
a singularity at k2 = E. Contrary to exceptional points, they can be handled by deformation of the k-real axis
in the complex plane, where application of Cauchy theorem have them appeared as poles, similar to resonant
states:
S(r, r′, λ) =
+∞∑
n=0
un(r)un(r
′) +
M∑
m=1
u(s)m (r)u
(s)
m (r
′) +
∫
L+
[
u(k, r)u(k, r′)−
2
π
jˆℓ′(kr)jˆℓ′ (kr
′) dk
]
, (83)
where M ∈ N∗, u
(s)
m (r) is a properly normalized spectral singularity lying under the complex contour L+, which
can be the real axis except in the vicinity of spectral singularities, where it consists in small half-circles in the
lower complex plane encompassing u
(s)
m (r) states. This procedure allows to extend the domain of analyticity
of S(r, r′, λ), and in fact generates full Berggren completeness relation [14] if one allows u
(s)
m (r) to be resonant
as well (see also Ref.[30] for a study of short-range complex potentials spectrum completeness properties with
Berggren completeness relation). If u
(s)
m (r) states move to the upper part of the complex plane for λ close to
that generating spectral singularities, they become bound states so that L+ can be replaced by the real axis,
recovering Eq.(82), but with u
(s)
m (r) states being added to the series of Eq.(82). For the λ value generating
spectral singularities, the only possibility to generate a complete set of states is to leave L+ in the complex
plane and to use Berggren completeness relation. BSEC’s can be treated in a similar manner (see Ref.[31] for
a study of BSEC’s induced by non-local potentials.).
Hence, series and integrals Eq.(82) converge normally with respect to (r, r′) ∈ [0 : Rt]2, Rt > 0 and λ for all
λ’s preventing singularities from appearing in series and integral. Handling of singularities crossing the real axis
is effected with aforementioned contour deformation. Thus, the analyticity domains of S(r, r′, λ) and involved
complex wave functions are the same. If λ ∈ R, one is in the hermitian case, so that S(r, r′, λ) can be treated
with Eq.(65). Hence, it is identically equal to zero in a small interval [λi, λf ] containing λ = 0, chosen so
that no bound state of energy zero occurs in this interval. S(r, r′, λ) = 0 immediately follows in its domain of
analyticity. Completeness of wave functions generated by a complex potential is then procured as in Sec.(8), as
the set of Riccati-Bessel functions for ℓ′ ∈ C, ℜ(ℓ′) ≥ − 12 , is complete (see App.(C)).
10 Conclusion
Restricting Hamiltonians to vanish identically after a finite radius R0, except for a pure Coulomb potential part,
has allowed to demonstrate the completeness of their eigenstates by way of analytical properties of Bessel and
Coulomb wave functions. It has also allowed non-local potentials to be included, as their localization before R0
renders their effect negligible for k → +∞. The subtraction of two completeness relations of wave functions
defined with box boundary conditions, one involving the studied eigenstates and the other generated by Bessel
functions, has made possible to approach the problem with elementary methods, without recurring to Lebesgue
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measure theory. The fact that the obtained series converges has a strong physical significance: completeness of
eigenstates is directly related to their asymptotic convergence to sine and cosine functions for k → +∞, whose
completeness properties are those of Fourier series and are obvious from Dirichlet kernel properties. The singular
point at k → 0, due to the presence of the Coulomb potential at r → +∞, possesses the same characteristics as
that of pure Coulomb Hamiltonian, whose wave functions are analytical expressions of confluent hypergeometric
functions. Their completeness relation can thus be studied independently with complex function theory. The
open radial interval case can then be procured with the box radius sent to infinity, where all limiting processes
can be handled properly due to asymptotic properties of eigenstates for k → 0 and k → +∞.
Far from the drastic approximations usually effected on Hamiltonians to derive simple demonstrations of
completeness, the set of considered Hamiltonians covers almost all physical situations assuming spherical sym-
metry and pure Coulomb asymptotic, the difference between a potential decreasing quickly to zero or vanishing
after a finite radius being nothing but academic for practical purposes. It is hoped that this demonstration,
derived with full rigor but accessible to non-specialists in operator theory, will provide better insight to the
difficult problem of Hamiltonians completeness relations of eigenstates.
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A Abel transformation of semi-convergent Fourier series
The partial sums defined by the terms of Eqs.(28) generating non-absolutely convergent series can be noticed
to be of the form:
M∑
m=1
f(x)
sin(mx+ a)
m
, (A1)
where
x =
π(r + r′)
R
, a = ℓπ
(
r + r′
2R
− 1
)
, f(x) =
R(V(r) + V(r′))− (r + r′)V(R)
2mπR
, (A2)
or
x =
π(r − r′)
R
, a = ℓπ
(
r − r′
2R
)
, f(x) =
R(V(r) − V(r′))− (r − r′)V(R)
2mπR
. (A3)
In these definitions, M ∈ N∗, x ∈ [0 : 2π] in Eq.(A2) while x ∈ [−π : π] in Eq.(A3). f(x) is differentiable due
to Eq.(16) and f(x) = 0 if sin(mx+ a) = 0. It is then convenient to use the following function g(x) and partial
sum SM (x):
g(x) =
f(x)ei(x+a)
1− eix
(x 6∈ {0, 2π}) , g(x) = ieiaf ′(x) (x ∈ {0, 2π}), (A4)
SM (x) = g(x) e
−ix(1− eix)
M∑
m=1
eimx
m
, (A5)
where g(x) is continuous on its domain of definition and Eq.(A1) is equal to the imaginary part of SM (x)
∀M ∈ N∗. One can apply Abel transformation to Eq.(A5) for M ∈ N∗:
SM (x) = g(x)
M∑
m=1
(1− eimx)
(
1
m
−
1
m+ 1
)
+ g(x)
1− eiMx
M + 1
(A6)
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Letting M → +∞ in Eq.(A6), one obtains the value of the its limit series S(x):
S(x) = g(x)
+∞∑
m=1
(1 − eimx)
(
1
m
−
1
m+ 1
)
(A7)
S(x) is normally convergent in Eq.(A7) with respect to x and the series defined in Eq.(A1) with M → +∞ is
equal to its imaginary part. As a consequence, Eq.(28) can be rewritten so as to generate a normally convergent
series ∀(r, r′) ∈ [0 : R]2.
B Equivalent of norms of wave functions for Vc < 0 and k → 0
+
In Sec.(6.1) and Sec.(7), one has to devise the equivalent of the integral I for rf → +∞, representing a part of
the norm of a low-energy wave function u(r) in an attractive Coulomb field:
u(r) ∝ λ(r)−
1
2
[
sin(Λ(r) + δ) +O
(
r−
1
2
)]
,
I =
∫ rf
ri
λ−1(r)
[
sin2(Λ(r) + δ) +O
(
r−
1
2
)]
dr. (B1)
Eq.(B1) becomes after partial integration:
I =
1
2
∫ rf
ri
λ−1(r) dr −
1
4
[sin(2Λ(r) + 2δ) λ−2(r)]
rf
ri
+
1
4
∫ rf
ri
sin(2Λ(r) + 2δ)
d
dr′
(
λ(r′)−2
)
r′=r
dr +
∫ rf
ri
O
(
λ−1(r)
r
1
2
)
dr. (B2)
One will show that Eq.(B2) is equivalent to its first integral if rf → +∞.
Let us first consider u(r) to be a scattering state of linear momentum k defined with box boundary conditions
(see Sec.(6.1)). In this case, one has:
ri = R0, rf = R, λ(r) =
√
k2 +
|Vc|
r
−
ℓ(ℓ+ 1)
r2
, Λ(r) =
∫ r
ri
λ(r′) dr′ (B3)
where R0 is fixed and R→ +∞. Eq.(B3) implies for rf → +∞ and k ∈]0 : kǫ], kǫ > 0:
λ−2(rf ) = O(rf ) ,
d
dr
(
λ−2(r)
)
r=rf
= O(1) ,
∫ rf
ri
λ−1(r) dr = O
(
rf
3
2
)
. (B4)
If u(r) is a bound state of linear momentum kn (see Sec.(7)), one has:
ri = rd, rf = r
(n)
e , λ(r) =
√
|Vc|
r
−
ℓ(ℓ+ 1)
r2
− κ2n , Λ(r) =
∫ r
rd
λ(r′) dr′, (B5)
where rd is fixed, κn = −ikn and r
(n)
e =
|Vc|
2κ2n
+ O(1) is half the value of the turning point r
(n)
t of u(r), defined
in Eq.(57) for κn → 0. Owing to Eq.(B5), one obtains, with κn → 0, and thus rf → +∞:
λ(rf ) ∼ κn , λ
−2(rf ) ∼ κ
−2
n ,
d
dr
(
λ−2(r)
)
r=rf
= O(1),∫ rf
ri
λ−1(r) dr = κ−3n
∫ κ2nrf
κ2nri
(
|Vc|
t
− 1−
ℓ(ℓ+ 1)
t2
κ2n
)− 12
dt = O(κ−3n ). (B6)
For situations embedded in Eqs.(B4,B6), the following properties hold for rf → +∞:∫ rf
ri
λ−1(r) dr → +∞ , λ−2(rf ) = o
(∫ rf
ri
λ−1(r) dr
)
,
d
dr
(
λ−2(r)
)
r=rf
= o
(∫ rf
ri
λ−1(r) dr
)
,∫ rf
ri
λ−1(r)
r
1
2
dr = o
(∫ rf
ri
λ−1(r) dr
)
. (B7)
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Standard theorems can then be used with Eqs.(B2,B7) to provide the result:∫ rf
ri
λ−1(r)
[
sin2(Λ(r) + δ) +O
(
r−
1
2
)]
dr ∼
1
2
∫ rf
ri
λ−1(r) dr , rf → +∞. (B8)
C Completeness relation of Coulomb wave functions in a repulsive
field
In our demonstration, the completeness relation of Coulomb wave functions generated by a pure repulsive
Coulomb + centrifugal potential is required. The attractive Coulomb + centrifugal potential with ℓ ∈ N has
been treated in Ref.[26], but the repulsive case was not mentioned. However, due to the very similar structure
of attractive and repulsive Coulomb wave functions, the demonstration of Ref.[26] just has to be mildly changed
in order for the repulsive potential to be taken into account, as well as for ℓ ∈ C, ℜ(ℓ) ≥ − 12 .
Following the method used in Ref.[26], one defines the integral:
J(K; r, r′) =
2
π
∫ K
0
Fℓη(kr)Fℓη(kr
′) dk (C1)
where K > 0, r > 0, r′ > 0, η is the Sommerfeld parameter equal to Vc2k , Vc ≥ 0 and Coulomb wave functions
are properly normalized to the Dirac delta normalization. One demands also that r′ ≥ r, which can be clearly
effected without loss of generality. For K → +∞, this integral will converge weakly to δ(r− r′), as no Coulomb
bound state appears in the repulsive case. Using the expression of Fℓη(kr) in terms of confluent hypergeometric
functions [24], denoted as Φ(a, b, z) and Ψ(a, b, z) for regular and irregular functions respectively, Eq.(C1)
becomes [26]:
J(K; r, r′) =
(
1
2π
)
(4rr′)ℓ+1
Γ(2ℓ+ 2)2
∫ K
0
Γ(ℓ+ 1 + iη)Γ(ℓ + 1− iη)k2ℓ+2eik(r+r
′)e−πη
× Φ(ℓ+ 1 + iη, 2ℓ+ 2,−2ikr)Φ(ℓ+ 1 + iη, 2ℓ+ 2,−2ikr′) dk (C2)
=
(
1
2π
)
(4rr′)ℓ+1
Γ(2ℓ+ 2)
∫ K
0
k2ℓ+2eikrΦ(ℓ + 1 + iη, 2ℓ+ 2,−2ikr)
×
(
e−iπ(ℓ+1)+ikr
′
Γ(ℓ+ 1 + iη)Ψ(ℓ+ 1 + iη, 2ℓ+ 2,−2ikr′)
+ eiπ(ℓ+1)−ikr
′
Γ(ℓ+ 1− iη)Ψ(ℓ+ 1− iη, 2ℓ+ 2,−2ikr′eiπ)
)
dk (C3)
=
(
1
2π
)
(4rr′e−iπ)ℓ+1
Γ(2ℓ+ 2)
∫ K
−K
k2ℓ+2eik(r+r
′)Φ(ℓ+ 1 + iη, 2ℓ+ 2,−2ikr)
× Γ(ℓ+ 1 + iη)Ψ(ℓ+ 1 + iη, 2ℓ+ 2,−2ikr′) dk. (C4)
Eq.(C3) is obtained making use of the definition of Ψ(a, b, z) as a linear combination of Φ(a, b, z) functions for
2ℓ 6∈ N, the case of 2ℓ ∈ N being accounted for by a standard limiting process [24]. Negative k’s in Eq.(C4)
are treated as |k|eiπ [26], as one will consider in the following complex k’s belonging to the upper part of the
complex plane only. Note that k2ℓ+2 is no longer an even function of k if ℓ 6∈ N.
The integral of Eq.(C4) runs from −K to K, so that one can use complex integration with a half-circle
contour of radius K in the upper part of the complex plane to which the real axis is added. The irregular point
at k = 0 will be treated using a small half-circle of radius kǫ in the upper part of the complex plane which will
be shown to vanish for kǫ → 0, similarly to Ref.[13]. e
ik(r+r′) Φ(ℓ + 1 + iη, 2ℓ+ 2,−2ikr) has a finite limit for
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k → 0, directly determined from Φ(ℓ+ 1 + iη, 2ℓ+ 2,−2ikr) power series expansion [26]:
eik(r+r
′) Φ(ℓ+ 1 + iη, 2ℓ+ 2,−2ikr) = eik(r+r
′)
+∞∑
n=0
(ℓ+ 1 + iη)n
n! (2ℓ+ 2)n
(−2ikr)n
= eik(r+r
′)
[
1 +
+∞∑
n=1
(rVc − 2ikr(ℓ+ 1)) · · · (rVc − 2ikr(ℓ+ n))
n! (2ℓ+ 2)n
]
→
+∞∑
n=0
(rVc)
n
n! (2ℓ+ 2)n
, (C5)
where (a)n = a · · · (a+n−1) is the Pochhammer symbol and the series limit at k = 0 is effected summing the limit
of all series terms at k = 0, which is permitted due to normal convergence of the series in the unit circle of the k-
complex plane. The remaining term of the integrand of Eq.(C4) is treated expressing Ψ(ℓ+1+iη, 2ℓ+2,−2ikr′)
as a linear combination of Φ’s if 2ℓ 6∈ N or with its logarithmic expansion if 2ℓ ∈ N [24, 26]. The integrand of
Eq.(C4) is thus bounded in a complex neighborhood of k = 0, so that the contribution of the mentioned small
half-circle integral vanishes for kǫ → 0.
Poles of Eq.(C4) are generated only by Γ(ℓ + 1 + iη), similarly to Ref.[26]. They are immediately seen to
bear negative imaginary part, and thus no pole arises inside the used complex contour, contrary to the situation
of Ref.[26] where they correspond to Coulomb bound states.
For K → +∞, the integral on the half-circle of the complex contour can be calculated with expansions of
confluent hypergeometric functions for |k| → +∞ [24, 26]:
Ψ(ℓ+ 1+ iη, 2ℓ+ 2,−2ikr′) = (−2ikr′)−ℓ−1−iη
[
1 +
(ℓ− iη)(ℓ + 1 + iη)
−2ikr′
+O(k−2)
]
= (−2ikr′)−ℓ−1
[
1− i
Vc log(k)
2k
+Ak−1 +O
(
log(k)2
k2
)]
(C6)
Γ(ℓ+ 1 + iη)
Γ(2ℓ+ 2)
Φ(ℓ+ 1 + iη, 2ℓ+ 2,−2ikr) = e±iπ(ℓ+1)(−2ikr)−ℓ−1
[
1− i
Vc log(k)
2k
+Bk−1 +O
(
log(k)2
k2
)]
+ e−2ikr(−2ikr)−ℓ−1
[
1 + i
Vc log(k)
2k
+ Ck−1 +O
(
log(k)2
k2
)]
(C7)
where “±” is the sign of −ℜ(k) and A,B and C are complex constants independent of k.
Let us denote as C(K; r, r′) the aforementioned integral, so that k therein runs on the complex contour of
the half-circle, i.e. k = Keiθ with θ ∈ [0 : π]. The integrand of C(K; r, r′) is naturally the same as in Eq.(C4).
Inserting Eqs.(C6,C7) in Eq.(C4), the expression of C(K; r, r′) for K → +∞ comes forward:
C(K; r, r′) =
e−iπ(ℓ+1)
2π
∫ π
2
0
iKeiKe
iθ(r′+r)
[
eiθ − i
Vc log(Ke
iθ)
K
+ EK−1
]
dθ
+
eiπ(ℓ+1)
2π
∫ π
π
2
iKeiKe
iθ(r′+r)
[
eiθ − i
Vc log(Ke
iθ)
K
+ EK−1
]
dθ
+
1
2π
∫ π
0
iKeiKe
iθ(r′−r)
[
eiθ + FK−1
]
dθ +O
(
log(K)2
K
)
(C8)
= −
e−K(r+r
′) sin(π(ℓ + 1)) + sin(K(r + r′)− π(ℓ+ 1))
π(r + r′)
−
sin(K(r′ − r))
π(r′ − r)
+ i
F
2
δrr′ + o(1), (C9)
where E and F are constants independent of K and θ and δrr′ is a Kronecker delta. Care was taken in handling
powers of complex numbers when deriving Eq.(C8), using the fact that all k’s have positive imaginary parts.
The r′ ≥ r condition is necessary for the exponential depending on r′ − r in Eq.(C8) to remain smaller than
one in modulus. Eq.(C9) implies that C(K; r, r′)→ −δ(r− r′) weakly when K → +∞ by way of its second and
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third term, its first term being proportional to δ(r+ r′), vanishing as r+ r′ > 0, while all the others are shown
to go to zero with integration by parts. Cauchy theorem then provides the result:
2
π
∫ +∞
0
Fℓη(kr)Fℓη(kr
′) dk = δ(r − r′). (C10)
Due to the appearance of Dirichlet kernel in the demonstration, Fourier-Coulomb transform obeys the same
convergence behavior as Fourier transform, i.e. the Coulomb-Fourier expansion of a function f(r) is equal to
limδ→0
f(r+δ)+f(r−δ)
2 . As Vc can here be equal to zero, the completeness of spherical Riccati-Bessel functions in
open radial interval has been demonstrated as well.
D Convergence of series to improper integral via Riemann integral
fundamental theorem
The expression of interest in Eq.(67) is the following:∫ +∞
0
[
u˜(k, r)u˜(k, r′)−
2
π
jˆℓ(kr)jˆℓ(kr
′)
]
dk
−
+∞∑
m=1
[
u˜(km, r)u˜(km, r
′)(km − km−1)−
2
π
jˆℓ(κmr)jˆℓ(κmr
′)(κm − κm−1)
]
(D1)
It is conveniently rewritten as:∫ +∞
0
[U(k)− J(k)] dk −
+∞∑
m=1
(U(km)− J(km)) (km − km−1)
−
+∞∑
m=1
[J(km)(km − km−1)− J(κm)(κm − κm−1)] , (D2)
where U(k) and J(k) are respectively u˜(k, r)u˜(k, r′) and 2
π
jˆℓ(kr)jˆℓ(kr
′). Infinite series in Eq.(D2) are convergent
due to Eqs.(22,24,66). Let us consider K > 0 and R > 0 and define MK ∈ N∗ so that kMK → K for R→ +∞.
Reasoning with κMK as with κmǫ in Sec.(8), one shows that κMK → K for R→ +∞.
We will focus first on the rests of the series of Eq.(D2) with respect to MK :
RU =
+∞∑
m=MK
[U(km)− J(km)] (km − km−1), (D3)
RJ =
+∞∑
m=MK
[J(km)(km − km−1)− J(κm)(κm − κm−1)] . (D4)
It is convenient to transform the series of Eqs.(D3,D4) by way of an Abel transformation (see App.(A)) so that
they bear absolute convergence. We first study Eq.(D3). Using Eq.(66), the semi-convergent part of Eq.(D3)
can be written as the imaginary part of the sum of two terms of the following form:
FU (x) =
+∞∑
m=MK
Am(x)
(
1
km
−
1
km+1
)
, Am(x) =
m∑
n=MK
f(x)eiknx(kn − kn−1), (D5)
where x and f(x) are equal respectively to r± r′ and ∓[V(r)±V(r′)]/2π, with the last term multiplied by e−iℓπ
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if x = r + r′. Am(x) in Eq.(D5) has an simple asymptotic expansion for R→ +∞, deduced from Eq.(39):
Am(x) =
m∑
n=MK
f(x)eiknx
[
π
R
+
Ykn(R)
k2nR
]
=
π
R
e
iℓπ
2R x
m∑
n=MK
f(x)ei
nπ
R
x
(
1 + i
aℓx
2Rnπ
+ i
V(R)x
2nπ
)
+ αkm(R)
=
f(x)
ix
(
eikmx − eiKx
)
+ αkm(R), (D6)
where supk>K |αk(R)| → 0 for R → +∞ and the fact that Ykn(R) = O((kn − kn−1) log(R)) for R → +∞ has
been used. The part of the sum in Eq.(D6) depending on n−1 can be handled with Abel transformation as well.
From Eq.(D6), Am(x) is bounded for km → +∞ and x ∈ R, as
f(x)
x
is finite for x→ 0. As a consequence, Abel
transformation performed on Eq.(D3) provides the inequalities:
|RU | ≤ A0
+∞∑
m=MK
[(
1
km
−
1
km+1
)
+O
(
km − km−1
k2m
)]
≤
+∞∑
m=MK
[
O
(
1
km
−
1
km+1
)
+O
(
1
km−1
−
1
km
)]
≤
A
K
, (D7)
where the property that km > km−1 ∀m ∈ N∗ has been used and A0, A are positive constants independent of
K and R. Using Eqs.(22) and (39), one can rewrite Eq.(D4) as:
RJ =
V(R)
2πR
+∞∑
m=MK
[
(r + r′) sin(κm(r + r
′)− ℓπ)− (r − r′) sin(κm(r − r′))
κm
+O(κ−2m )
]
(κm − κm−1)
+
+∞∑
m=MK
ακm(R)
Rκ2m
, (D8)
where supκ>K |ακ(R)| → 0 for R → +∞. Abel transformation of the semi-convergent term of RJ in Eq.(D8)
can be accounted for in the same manner as for RU . Consequently, |RU | + |RJ | can be majored by
A
K
, where
A is a positive constant independent of K and R. We have demonstrated that Eq.(D2) can be majored by the
positive constant P :
P =
∣∣∣∣∣
∫ K
0
[U(k)− J(k)] dk −
MK∑
m=1
[U(km)(km − km−1)− J(κm)(κm − κm−1)]
∣∣∣∣∣
+
∣∣∣∣∫ ∞
K
[U(k)− J(k)] dk
∣∣∣∣+ AK . (D9)
Let us take ǫ > 0. The two last terms of Eq.(D9) can be made smaller than ǫ for K large enough, independently
of R. The remaining term of Eq.(D9) is the difference between a Riemann sum and its integral limit on the
finite interval [0 : K] for R → +∞. Thus, it can made smaller than ǫ for R large enough. Eq.(D1) has thus
been shown to go to zero when R→ +∞.
E Limit of series Sǫ+l (r, r
′) for R→ +∞
One considers the series Sǫ+l (r, r
′) defined in Sec.(8):
Sǫ+l (r, r
′) =
+∞∑
m=mǫ
[ (
N 2km − 1
)
u˜(km, r)u˜(km, r
′)(km − km−1)
−
(
B2κm −
2
π
)
jˆℓ(κmr)jˆℓ(κmr
′)(κm − κm−1)
]
, (E1)
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where u˜(km, r) is defined by way of Eq.(65) in Sec.(8), jˆℓ(κmr) was introduced with Eq.(20) in Sec.(4), mǫ ∈ N∗
is defined so that kmǫ → kǫ and κmǫ → kǫ for R→ +∞, kǫ being a positive linear momentum (see Sec.(8)) and
Bκm , Nkm are respectively defined in Eq.(21) and Eq.(30).
Due to boundedness of scattering wave functions and absolute convergence of series (see Eq.(27)), |Sǫ+l (r, r
′)|
verifies the inequality:
|Sǫ+l (r, r
′)| ≤Mu
+∞∑
m=mǫ
|N 2km − 1|(km − km−1) +Mj
+∞∑
m=mǫ
∣∣∣∣B2κm − 2π
∣∣∣∣ (κm − κm−1), (E2)
where Mu and Mj are two positive constants independent of the box radius R. From Eqs.(39,41), Nkm and
Bκm verify:
|N 2km − 1| ≤
MN (R)
k2m
,
∣∣∣∣B2κm − 2π
∣∣∣∣ ≤ MB(R)κ2m , (E3)
where km > kǫ, κm > kǫ, and MN (R), MB(R) are two positive constants independent of km and κm and
vanishing for R→ +∞. Eq.(E2) implies for Sǫ+l (r, r
′) and R sufficiently large:
|Sǫ+l (r, r
′)| ≤ Mu MN (R)
+∞∑
m=mǫ
km − km−1
k2m
+Mj MB(R)
+∞∑
m=mǫ
κm − κm−1
κ2m
≤ Mu MN (R)
+∞∑
m=mǫ
km − km−1
kmkm−1
+Mj MB(R)
+∞∑
m=mǫ
κm − κm−1
κmκm−1
≤ Mu MN (R)
+∞∑
m=mǫ
(
1
km−1
−
1
km
)
+Mj MB(R)
+∞∑
m=mǫ
(
1
κm−1
−
1
κm
)
,
≤ 2
Mu MN (R) +Mj MB(R)
kǫ
, (E4)
where one has used the properties km > km−1 and κm > κm−1. Hence, S
ǫ+
l (r, r
′)→ 0 for R→ +∞ ∀ kǫ > 0.
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