Abstract-Handling deadlocks is essential for providing reliable communication paths between processing nodes in parallel computer systems. The existence of multiple message types and associated intermessage dependencies may cause message-dependent deadlocks in networks that are designed to be free of routing deadlock. Most methods currently used for dealing with messagedependent deadlocks require more system resources than are necessary and/or do not use system resources efficiently. This may have an adverse effect on system performance if resources are scarce. In this paper, we characterize the frequency of messagedependent deadlocks in multiprocessor/multicomputer systems. We also propose a handling technique for message-dependent deadlocks based on progressive deadlock recovery and evaluate its performance with other approaches. Results show that messagedependent deadlocks occur very infrequently under typical circumstances thus, rendering approaches based on avoiding them overly restrictive in the common case. The proposed technique relaxes restrictions considerably, allowing the routing of packets and the handling of message-dependent deadlocks to be much more efficient-particularly when network resources are scarce.
deadlock, but these techniques assume that messages 1 in the network always sink upon arrival at their destinations. That is, it is assumed that the delivery of messages is not coupled in any way to the injection (generation) or reception (consumption) of any other message in the network or at network endpoints. This simplifying assumption is valid for networks with homogeneous message types, but it inaccurately represents network behavior when heterogeneous messages are routed and when dependencies between different message types exist. Deadlock-free routing algorithms designed using that assumption may provide efficient and deadlock-free communication paths between network endpoints (thus, eliminating routing-dependent deadlocks), however, they are still susceptible to deadlocks arising from the interactions and dependencies created at network endpoints between different message types. We refer to such deadlocks as message-dependent deadlocks.
Message-dependent deadlocks, once they occur, block resources at network endpoints as well as inside the network indefinitely, even if an algorithm is used to avoid routing-dependent deadlocks. This arises from the fact that routers are unable to differentiate between messagedependent deadlocks and normal network congestion. As is the case for routing-dependent deadlocks, approaches for addressing message-dependent deadlock can be based either on avoidance or recovery. The advantages of techniques based on these approaches depend on how frequently deadlocks occur and how efficient (in terms of resource cost and utilization) messages can be routed while guarding against deadlocks.
In this paper, we characterize the frequency of messagedependent deadlocks occurring in multiprocessor/multicomputer systems. For this characterization study, we measure the actual message traffic loads generated during execution as well as the frequency of message-dependent deadlocks using benchmark applications. The statistics gathered in this stage allow us to gain insight into the severity of this problem in realistic environments, and later act as references for the interpretation of other simulation results obtained using synthetic traffic loads. We also propose a new technique for handling message-dependent deadlock that is based on progressive deadlock recovery. Various approaches for handling deadlocks, including the proposed technique, are evaluated through empirical analysis performed by simulating CC-NUMA 2 systems. Our evaluation results reveal that message-dependent deadlocks rarely occur for typical traffic loads and network parameters, and suggest that recovery-based deadlock handling techniques could be viable as long as they can detect and resolve deadlocks with affordable costs. The results gathered through a performance evaluation study indicate that avoidance-based deadlock handling techniques inefficiently use network resources, and that the proposed progressive recovery technique in this paper outperforms its avoidance-based and deflective recoverybased counterparts for a wide range message type distributions, i.e., cache coherence protocols and data transaction patterns. However, results also show that when resources are abundant, there is little difference in performance between progressive recovery and other approaches.
The remainder of this paper is organized as follows: Section 2 provides background on deadlocks arising due to message dependencies. Section 3 reviews techniques for avoiding message-dependent deadlocks. Section 4 proposes a new technique based on progressive deadlock recovery. Section 5 presents characterization results, and Section 6 presents our evaluation methodology and performance results. Related work is briefly discussed in Section 7, and finally, conclusions are given in Section 8.
MESSAGE-DEPENDENT DEADLOCK
The exchange of various types of messages is pervasive in computer systems, including multiprocessor/multicomputer systems, client-server systems, and many other networkbased computer systems. In shared-memory systems, generic message types used to exchange information between communicating entities are request and reply messages. In addition to these, many other message types-as defined by the communication protocol of the system-may be used to complete data transactions. For instance, the well-known cache coherence protocol used in the S-1 Multiprocessor [5] permits data transactions to be composed of certain combinations of request, forwardedrequest, reply-to-forwarded-request, and reply message types, as shown in Fig. 1 . At any given end node in the system, there can be a coupling between the two message types: the generation of one message type, e.g., the reply generated by the destination, is directly coupled to the reception of another message type, e.g., the request received by the destination. As the coupling between message types is transferred to network resources due to the finiteness of resources along the message path inside each node (at network endpoints), additional dependencies on network resources are created, referred to as message dependencies. Message dependencies occurring at network endpoints (i.e., on injection and reception resources) may prevent messages from sinking at their destinations. Furthermore, when message dependencies are added to the complete set of resource dependencies, knotted cycles [6] may form along escape resources [1] , resulting in possible deadlock. We refer to deadlocks arising from this phenomena as messagedependent deadlocks.
A message dependency chain represents a partially (or totally) ordered list of message dependencies allowed by the communication protocol. We define the partial order relation "0 " between two message types m 1 and m 2 by the following: m 1 0 m 2 if and only if m 2 can be generated by a node receiving m 1 for some data transaction. Message type m 2 is said to be subordinate to m 1 , and all message types subordinate to m 2 are also subordinate to m 1 . The final message type at the end of the message dependency chain is said to be a terminating message type. The number of message types allowed within a message dependency chain is referred to as the chain length. For example, if for all data transactions a system defines only two message types, request and reply, and the message types establish the dependency relation request 0 reply, then the chain length is two.
As previously mentioned, message-dependent deadlocks can form when dependency cycles on escape resources (i.e., those resources used to escape from routing-dependent deadlock) exist due to message dependencies. As a specific example, let us consider the case of a simple four node system interconnected by a unidirectional ring network using two virtual channels in such a way as to avoid routing deadlock between network endpoints [7] , as shown in Fig. 2 . A processor-memory node is connected to each router via the node's network interface that transmits and receives messages to/from the network through its output and input queues, respectively. Fig. 2b depicts the message dependency that can occur at the network endpoint. Routing deadlocks are avoided between endpoints within the ring by limiting the routing freedom of messages using the following algorithm: if the destination node number is smaller than the current node j, messages route on low virtual channels C Lj , and if it is larger than the current node, messages use high virtual channels C Hj ; otherwise, messages are delivered to the node. The channel dependency graph [7] for the routing algorithm is shown in Fig. 2c as solid arcs and is cyclic-free between endpoints. However, when Node R1 sends a request message to Node R3 and Node R3 responds to the request by sending a reply message back to Node R1, a message dependency from the high to low virtual channels in the network (shown as dotted arcs in the figure for Node R3 only) exists through the network interface channel represented by C R3 at Node R3. This completes the cycle in the dependency graph, making message-dependent deadlocks possible.
HANDLING MESSAGE-DEPENDENT DEADLOCKS
As is the case for routing-dependent deadlock, approaches for addressing message-dependent deadlock can be based either on avoidance or recovery. The primary distinction between these approaches is the tradeoff made between routing freedom and deadlock formation. The advantages of techniques based on these approaches, therefore, depend on how frequently deadlocks occur and how efficient messages can be routed while guarding against deadlocks.
Strict Deadlock Avoidance
Message-dependent deadlock can be avoided while allowing cyclic dependencies on escape resources by requiring some subset of escape resources to be large enough such that they can never become fully occupied. Alternatively, they can be strictly avoided by enforcing routing restrictions on network resources used to escape deadlock, such that all dependencies on those resources, including message dependencies, are acyclic [1] , [8] . Since sufficient resources and/or routing restrictions on a set of resources always prevent the formation of deadlock, these techniques for handling deadlock are said to be based on deadlock avoidance.
The avoidance technique based on sufficiency of escape resources can be implemented by providing enough buffer space in each node's network interface message queues to hold at least as many messages as can be supplied, as in [9] , [10] . Although simple to implement, this technique is not very scalable since the size of the message queues grows as OðP Â MÞ messages, where P is the number of processor nodes and M is the number of outstanding messages allowed by each node.
On the other hand, the avoidance technique based on routing restriction is more scalable and more commonly used. One way of guaranteeing acyclic dependencies on escape resources is to provide logically independent communication networks for each message type, implemented as either physical or virtual channels [11] , [12] , [13] , [14] . The partial ordering on message dependencies defined by the communication protocol is transferred to the logical networks so that the usage of network resources is acyclic. Fig. 3 illustrates this for the example of a four node ring Fig. 2. (a) A four node system interconnected by a unidirectional ring network using two virtual channels to avoid routing deadlocks as described in [7] . (b) Message dependencies occurring inside network interfaces. (c) The corresponding resource dependency graph consisting of network channels (i.e., C Hj and C Lj ) and queue resources at Node R3 (i.e., C R3 ). system, which allows a message dependency chain length of two, i.e., request 0 reply, but no greater.
With this technique, the size of network resources does not influence deadlock properties, but at least as many logical networks are required as the length of the message dependency chain. Such partitioning of network resources decreases potential resource utilization and overall performance, particularly when message dependencies are abundant and resources (i.e., virtual channels) are scarce. For example, the Cavallino router/network-interface chip [13] (which can be used to build networks with thousands of nodes) has network interface message queues of less than 1,536 bytes each, but requires two logically separated networks to handle request-reply dependency. The Alpha 21364 processor/router chip [14] used in AlphaServer systems requires seven logically separated networks to avoid message-dependent deadlocks on seven message types. For six of these, two virtual channels are required to escape from routing-dependent deadlocks in a torus network and an additional one is used for adaptive routing. Therefore, of the 19 total virtual channels implemented, at most, only two can be used at any given time by any given message type.
In general, the available virtual channels that can be used is limited to ð1 þ ðC=L À E r ÞÞ of the C virtual channels implemented, where L is the message dependency chain length, E r is the minimum number of virtual channels required to escape from routing-dependent deadlock for a given network, E m ¼ L Â E r is the minimum number of virtual channels required to escape from message-dependent deadlock for a given network, and C ! E m . Channel availability can be increased if all channels other than the minimum number required to escape from messagedependent deadlock are shared amongst all message types, as proposed in [15] . That is, the upper limit on virtual channel availability is increased to ð1 þ ðC À E m ÞÞ. Nevertheless, restrictions enforced on escape channels (i.e., only one channel out of E m is available) limits overall potential performance-approximately 40 percent more network throughput could be achieved without these restrictions for the case of the Alpha 21364.
Evidently, the main disadvantage of avoiding deadlock by disallowing cyclic dependencies on escape resources is the number of partitioned logical networks required. It is possible to reduce the number of partitions by allowing different message types to use the same logical network and removing message(s) from cyclic dependencies only when a potential deadlock situation is detected. Since a detection mechanism and recovery action are required to resolve the potential deadlock situation, this technique for handling message-dependent deadlock is said to be based on deadlock recovery.
Deadlock Recovery
There are many ways in which potential message-dependent deadlock situations can be detected and resolved. They can be detected at a node's network interface when three conditions are met, as in [16] , [17] : 1) both the input and output queues allocated to a message type and its subordinate message type fill up beyond a threshold value, 2) the message type at the head of the input queue is one that generates a nonterminating message type, and 3) the first two conditions continue for more than a threshold time-out period. Detected deadlocks can be resolved by killing and later reinjecting messages (i.e., regressive recovery), deflecting messages out of resources involved in cyclic dependency by converting them from a nonterminating type to a terminating type (i.e., deflective recovery), or by progressively routing messages using resources along a path that is guaranteed to sink (i.e., progressive recovery). The actions taken by regressive and deflective recovery increase the number of messages needed to complete each data transaction, whereas progressive recovery does not-all packets make progress toward their destinations and never degeneratively regress or deflect.
An example of a CC-NUMA system, which uses the detection mechanism and deflective recovery technique discussed above, is the Origin x000 multiprocessor [16] . The cache coherence protocol permits message dependency chains shown in Fig. 4a . An original request message (ORQ) arriving at a home node is forwarded to the owner or sharers as a forwarded-request message (F RQ) before being responded to by a terminating reply message (T RP ) if the home node is unable to fulfill the request. Thus, in the absence of deadlock, the length of the message dependency chain can be two (ORQ 0 T RP ) or three (ORQ 0 F RQ 0 T RP ). Deadlocks can be strictly avoided by partitioning resources into three separate logical networks, one for each message type. However, to reduce the number of logical networks to two, the system allows both ORQ and F RQ messages to use the same request network and T RP messages to use a reply network. Message-dependent deadlocks can now potentially form on the request network, which must be resolved once detected.
If a potential deadlock situation is detected at a home node, the node takes ORQ messages that would generate F RQ messages from the head of the input request queue and deflects back to the requesters "backoff"-reply (BRP ) messages. These messages contain owner or sharer information that allows the requester to generate a F RQ message(s) directly to the intended target(s) without further intervention from the home node. They are additional messages needed to carry out the data transaction. That is, the ORQ 0 F RQ 0 T RP message dependency chain is converted into a ORQ 0 BRP 0 F RQ 0 T RP chain when potential message-dependent deadlock is detected. Although the message dependency chain length is increased during recovery, the number of logical networks implemented need not increase. The system allows BRP messages to use the same reply network as T RP messages, and strictly avoids message-dependent deadlock on the reply network using the second avoidance technique: space in the input reply queue of the requester is preallocated for the responses of all outstanding ORQ messages.
As can be seen with the Origin x000, an appropriate combination of deadlock avoidance and recovery can reduce the amount of network resources (i.e., logical networks in the case of Origin 2000) required to handle deadlock, as compared to strictly avoiding deadlock. This allows network resources to be used more efficiently and increases communication performance. However, as potential deadlock situations have been shown to occur mainly when the system nears a saturated state [18] , resolving potential deadlock situations by increasing the number of messages required to complete data transactions only exacerbates the problem. This is the case for regressive "abort-and-retry" recovery and deflective "backoff" recovery. Like these techniques, progressive recovery efficiently utilizes network resources in the common case of there being no message-dependent deadlock by relaxing routing restrictions that strictly avoid them. However, unlike these techniques, it resolves potential deadlock situations more efficiently by using the same number of messages as are required to strictly avoid deadlock. Below, one such progressive message-dependent deadlock recovery technique is proposed.
THE PROPOSED TECHNIQUE: MDISHA
The technique proposed for handling message-dependent deadlock is derived from a progressive deadlock recovery technique proposed previously for handling routingdependent deadlocks, called Disha Sequential [4] , [19] . In Disha Sequential (or simply Disha), each router has a centralized flit-sized deadlock buffer (DB) used to progressively route potentially deadlocked messages once detected. Only one message is allowed to use the set of deadlock buffers at any given time, implemented by a token passing and capture mechanism. A circulating token visits all nodes, is captured by a node containing a potentially deadlocked message, and is released once the message reaches its destination. With this mechanism, the routing function defined on the set of deadlock buffers provides a connected and deadlock-free recovery path to/from any two network endpoints. The Disha Sequential scheme is applicable to all networks and is proven to safely recover from all potential routing-dependent deadlocks.
The proposed technique, referred to as mDisha, extends the notion of Disha recovery paths existing only between network endpoints to one that includes network endpoints as well. Hence, the circulating token must also visit all network interfaces attached to each router node, and a deadlock buffer-referred to as a deadlock message buffer or DMB-must also be provided in each network interface. The size of the DMB is determined by the minimum unit of information on which end-to-end error detection/protection (i.e., ECC, checksum) is performed. Typically, this is at the packet level, requiring these deadlock buffers to be at least packet-sized. This is also the minimum size of the network interface input and output message queues; however, larger input/output queues are typically used to increase performance. All network resources can be completely shared by all message types. That is, network virtual channels between network endpoints and network interface input/output queues at network endpoints can be independent of message type. 3 Relaxing resource allocation and routing restrictions in this way maximizes the utilization of resources but does not strictly prevent message-dependent deadlock from potentially forming.
This trivial extension alone is not sufficient for appropriately handling message-dependent deadlocks. It is possible that the destination node has no available buffer space to sink the packet, which forces the packet to stay in the DMB until the input buffer can accept the packet, which is not guaranteed. If the recovery operation ends without sinking the packet to an input buffer, other recovery operations may not successfully complete if they require the use of the DMB holding that packet. This introduces possible deadlocks along recovery resources. Thus, it is necessary to extend the scheme even further. In what is described below, we show how such complications can be handled efficiently.
Several practical assumptions are asserted for the proposed mDisha message-dependent deadlock handling technique. When the memory controller needs to send a response message to n individual destination nodes, it is assumed that n messages are generated instead of one multicast message. It is also assumed that the memory controller processes and removes a message from the input message queue of the network interface only if the output message queue has sufficient space to receive the subordinate message(s) produced. When the memory controller of a node has an output message which requires one or more subordinate messages to return to the node, it preallocates internal resources (e.g., missing status handling registers (MSHRs) implemented in lockup-free caches) in order to sink the subordinate messages successfully, as is typically done. Finally, out-of-order message delivery is assumed allowable by the communication protocols. These assumptions are basic to most commercial implementations.
A block diagram of the network interface architecture needed to support the proposed recovery technique is depicted in Fig. 5 , along with normal Disha router architecture. Potential message-dependent deadlocks can be detected at network interfaces, as described in Section 3.2. Once detected, a potential deadlock situation is resolved following the mDisha recovery procedure given in Fig. 7 and illustrated in Fig. 6 . After the circulating token is captured at the network interface, the nonterminating message type at the head of the input queue m i is processed by the memory controller (step (1)). The generated subordinate message type m j (m i 0 m j ) is put into the DMB at the network interface (step (2)) and routed over the recovery lane to its destination node's DMB with the token (step (3)). The source and the destination of the message are referred to as the token sender and token receiver, respectively.
To prevent the resources for deadlock recovery from being involved in deadlock, the message arriving at the DMB of its destination should be guaranteed to exit the DMB. Hence, if the input message queue at the destination is not full, the message sinks to the queue (step (4a)) and the recovery operation ends by returning the token to the token sender. However, if the input queue at the destination is full, the memory controller is preempted after it completes its current operation and processes the message (step (4b)). If the processed message m j is a terminating message type (step (5a)) or if it is nonterminating and the newly generated subordinate message m k (m j 0 m k ) is successfully able to be put into the output queue (step (5b)), the token is returned to the token sender over the DB lane. Otherwise, the recovery process continues by putting the newly generated message type m k into the DMB at that node for routing over the recovery lane (step (5c)). In this case, the token will be reused to deliver m k through the set of DBs, where the node becomes a token sender with respect to the subordinate message type.
This recovery process continues throughout the length of the message dependency chain until either the subordinate message is delivered to an output queue of the generating node or an input queue of the destination node, or a terminating message type is eventually generated, which will be consumed directly by a memory controller or by an input queue. Each token receiver returns the token to the associated token sender. If the memory controller of a token receiver generates multiple subordinate messages for the message type being processed (i.e., m i 0 m j 1 ; m j 2 :::m j n as would be the case for a multicast/broadcast transaction such as invalidate), the node repeatedly uses the token to deliver each subordinate message m j m (1 m n) to its destination in turn before returning the token to that node's sender. All potentially deadlocked messages that undergo this progressive recovery procedure are said to be rescued. If the token returns to the node which initiated the recovery process and the node has no more messages to deliver with the token, the deadlock recovery process ends. At this point, the token is released for recirculation. A proof that the mDisha technique safely recovers from all potential message-dependent deadlocks is given in the Appendix.
The proposed mDisha technique maximizes routing freedom and resource utilization by allowing messages to freely use all resources except minimal deadlock recovery resources. However, the limitations of this scheme are that the token presents a single point-of-failure, and only one message-dependent deadlock can be resolved at a time. In dealing with the first shortcoming, it is necessary to have a reliable token management mechanism. For instance, the token can be transmitted as an in-band control packet multiplexed with data packets over network channels. The path taken by the token can be logical and, thus, configurable for increased reliability as opposed to being hardwired. The second shortcoming is not a problem as long as the frequency of message-dependent deadlocks is low, which typically is the case as shown in the next section.
CHARACTERIZATION OF MESSAGE-DEPENDENT DEADLOCKS
In order to characterize the frequency of message-dependent deadlocks and to evaluate the performance of our proposed scheme, FlexSim 1.2 [18] -a flit-level network simulator-was augmented to include the behavior of network endpoints. The simulator performs flit-level traffic flow within the interconnection network and maintains data structures that represent resource allocations and dependencies (resource wait-for relationships) occurring within the network and at network endpoints. For characterization purposes, deadlock 4 detection is based on the construction of a channel wait-for graph (CWG) which includes message-level activities and dependencies in both the network and network interfaces. With this, deadlock detection is centralized: all of the cycles in the CWG are identified and examined to determine the existence of knots (i.e., deadlocks) every 50 clock cycles. This centralized approach-which is difficult to implement in hardware and used for characterization purposes only-suffers from an explosive increase in the number of cycles in the CWG as network load increases. Therefore, it is only applicable to small network configurations. Alternatively, knots can be identified by recursively pruning arcs in a CWG which correspond to resource dependencies that are confirmed as not belonging to any knots or deadlocks. This pruning operation continues until no more such arcs can be removed. If any arcs remain, they are deemed to be involved in forming knots. Deadlock frequency is measured in relative terms by the normalized number of deadlocks--which is the ratio of the number of deadlocks to the number of messages delivered.
Two classes of simulation input sets are used in the characterization study: execution traces and synthetic traffic. We first simulate network models with execution traces of benchmark applications to measure the actual amount of message traffic in the network and the frequency of message-dependent deadlocks generated during the executions. Unlike synthesized simulation inputs, real application traces have dynamic and sometimes unpredictable access patterns that might drive the system into deadlock. Simulations with application traces give us not only realistic references on the interpretation of simulation results based on synthetic traffic, but also insight on the severity of the deadlock problem in realistic environments. However, these simulations often times do not stress the network enough to sufficiently analyze the behavior of a particular anomaly being studied. In the particular case of deadlocks, usually the network must enter saturation before deadlocks start to occur. It is therefore useful to conduct simulations driven by both traces as well as synthesized traffic loads.
Characterization Using Application Traces
To observe how networks react to communication patterns of real applications, we use traces gathered from four applications in the Splash-2 benchmark suite (FFT, LU, Radix, and Water). The benchmark applications are run with the following default parameters: 4 Â 4 torus network, flit buffer size of 2 flits, input and output message queues of size 16 messages, and four virtual channels per physical channel. All message types are allowed to share the entire set of virtual channels, enabling message-dependent deadlocks to occur. Routing-dependent deadlocks are strictly avoided using Duato's adaptive protocol [1] , thus isolating message dependent-deadlock events if they occur.
The load rate distributions of the simulated benchmark applications are shown in Fig. 8 . All benchmarks except for Radix have very low network loads that are insufficient to drive the network to saturation (see corresponding figures for synthetic traffic loads shown in Section 6.1). For FFT, LU, and Water, the network load remains under 5 percent of total network capacity for more than 92-99 percent of the execution time. Only Radix generates network loads up to 30 percent of network capacity, but under 5 percent for about 50 percent of the entire execution time.
During the simulations, no applications experienced message-dependent deadlocks. This is expected since network load is so low. For Radix, the average network load measures 19.4 percent of network capacity, which is typically much lower than the network saturation point. Our simulation results based on synthetic traffic patterns (see Section 5.2) indicate that the network with four virtual channels per physical link experiences no message-dependent deadlocks until it reaches deep saturation. These experiments indicate that techniques for strictly avoiding message-dependent deadlocks are overkill for handling an already rare-to-nonexistent phenomenon.
Characterization Using Synthetic Loads
With the use of synthetic traffic, the conclusion drawn above is also confirmed for the case of saturated network conditions by stressing the network under higher loads. Regular (k-ary n-cube toroidal) networks with the default parameters given in Table 1 , have been simulated unless stated otherwise. In order to observe the effect of architectural parameters on message-dependent deadlocks, we scale down various network resources such as number of virtual channels, flit buffer size, etc. Therefore, the values used in this evaluation are not meant to represent those state-of-the-art values used in emerging commercial products.
The simulator generates request messages at a rate specified in the simulation parameters. All subordinate message types are generated automatically-according to specified traffic statistics for the cache coherence protocol--upon completion of servicing messages at end nodes. Routing-dependent deadlocks are strictly avoided by using Duato's adaptive routing protocol [1] . Note that, when tori networks are simulated with only two virtual channels per physical link, they no longer support adaptive routing capability of the protocol. When a deadlock (messagedependent) is detected, a minimum regressive recovery procedure is invoked that resolves the deadlock by killing one message out of an input message queue involved in the deadlock. Simulations are run for 30,000 simulation cycles starting from the point at which steady state is reached. It is assumed that end nodes stall whenever no space is available for request messages at network interface queues. To observe the effects of increased queue size in the network interface on deadlock frequency, queues of size 4x, 8x, 16x, 32x, and 64x message length were used with all other network parameters set to default values. These sizes are used in practical implementations (from several KBytes [13] to several hundred KBytes and more) and also reflect emerging trends.
As shown in Fig. 9a , no message-dependent deadlocks are observed even for small queues when the network operates below saturation, i.e., when the load rate is below 20 percent of network capacity. Beyond network saturation, all networks experience deadlocks irrespective of queue size. The network with a queue size of 4 has six to eight deadlocks for every 100 messages delivered, but this number decreases to one to two for a queue size of 64. The networks with smaller queues start experiencing message-dependent deadlocks at lower traffic rates than the networks with larger queues and also experience deadlocks more frequently, all of which follows intuitively.
However, it is also observed that once a deadlock forms and is minimally resolved (i.e., by killing only one message out of the deadlocked resources), another deadlock involving some of the messages in the previous deadlock is likely to form. It is possible to reduce the probability of this occurrence (and, therefore, deadlock frequency) by recovering from deadlock more aggressively, as shown in Fig. 9b . Here, every node involved in a message-dependent deadlock kills all request messages from its input message queue. This aggressive recovery approach significantly reduces deadlock frequency (by 70-80 percent) and increases network throughput (see Fig. 9c ). Although this aggressive recovery technique decreases the degree of correlation required for subsequent deadlocks to form, it has the negative-effect of victimizing three to four times more messages than the minimal approach. Thus, a more progressive recovery technique not based on killing potentially deadlocked messages like our proposed mDisha scheme would likely benefit most from this aggressive approach.
Effect of Dependency Chain Length on Deadlock Frequency
To observe the effects of message dependency chain length on deadlock formation, chain lengths of two and four message types are considered separately, with all other network parameters set to default values. This corresponds to the message dependency chain lengths allowed in the cache coherence protocol used in the S-1 Multiprocessor [5] depicted in Fig. 1 , as well as portions of the cache coherence protocol used in the Alpha 21364 [14] . As shown in Fig. 10a , networks with a message dependency chain length of 4 experience roughly 20-50 percent more deadlocks than those with chain lengths of only two message types. This follows intuitively, considering the fact that as the message dependency chain length increases, network end nodes have more chance of having coupled interactions-although, the degree of correlation needed for these interactions to lead to deadlock is substantially higher. The figure also indicates that the chain length has more of an effect on the frequency of deadlocks rather than the load rate at which deadlocks start to form, which also follows intuitively. 
Effect of Traffic Patterns on Deadlock Frequency
To observe the effects of nonuniform traffic patterns on deadlock formation, message-dependent deadlocks are characterized with bit-reversal, perfect shuffle, and random traffic patterns with all other network parameters being set to default values. The bit-reversal traffic pattern maps s to d, where s and d are represented in an i-bit number as s iÀ1 :::s 1 s 0 and s 0 s 1 :::s iÀ1 , respectively. Likewise, in perfect shuffle, d is represented as s 0 s iÀ1 :::s 1 . Fig. 10b and 10c depict the normalized number of deadlocks in networks for different traffic patterns with message queue sizes of 4 and 16, respectively. As can be seen, networks with nonuniform traffic patterns start to experience message-dependent deadlocks at lower load rates than those with random traffic. This result is a consequence of the unbalanced distribution of network traffic that incurs high congestion on a subset of network resources.
It is also observed that nonuniform traffic patterns incur deadlocks more frequently at lower network loads than uniform traffic. However, the deadlock count decreases over the increase of network load when nonuniform traffic patterns are used. This result may be accounted for by the observation that the unbalanced traffic distribution enables some network resources to be less congested than others, and the communication throughput through such resources increases along with load rate. Note that the actual number of deadlocks does not decrease, rather remaining almost at the same level. However, the random traffic pattern tends to evenly spread network congestion, which prevents the existence of such less congested regions in the network.
Effect of Network Configurations on Deadlock Frequency
To observe the effects of network configurations on deadlock formation, torus and mesh networks are simulated with 8 Â 8 and 16 Â 16 system sizes, all other network parameters are set to default values. Torus and mesh networks are simulated to investigate the effect of symmetry of router link connection to deadlock formation. Large networks with 256 routers are used to relate network size to the characteristics of message-dependent deadlock. Fig. 11 shows the normalized number of deadlocks for various network configurations with message queue sizes of 4, 16, and 64. As can be seen in the figures, small networks with asymmetric connections such as the 8 Â 8 mesh experience twice as many message-dependent deadlocks as their symmetric counterparts when configured with message queue sizes of 4 and 16. In mesh networks, because there exist no wrap-around connections between two opposite routers in the same dimension, the average distance between source and destination is longer than in tori, and the center of the network tends to deliver more traffic than the periphery. The first implies that mesh networks will have higher congestion than tori, and the second implies that network traffic will be distributed unevenly over the entire network resources, creating hot spots which hinder packet delivery. The increased probability of network congestion and deadlock is offset in meshes to a certain point by enabling all virtual channels to be explored instead of enforcing the ordered use of channels as in tori. That is, because two virtual channels are assumed in each physical link, torus networks end up with having only one virtual channel per link after avoiding wrap-around deadlocks. In small network configurations, the effect of hot spots tends to easily spread over the networks, making mesh networks suffer more from message-dependent deadlocks. However, the difference in deadlock counts between tori and mesh networks becomes negligible as the message queue size increases. Increased queue size effectively offsets the performance degradation due to asymmetric connections of routers in a mesh.
Large networks with torus and mesh topologies experience more deadlocks compared to small networks with symmetric topologies. They usually have longer paths on average between source and destination, which increases the blocking effect of an in-flight message to others. However, no significant difference in deadlock counts between these two topologies is observed because in large networks only a few routers have such asymmetric connections. Furthermore, the effect of asymmetric connections are easily offset by the increase of available virtual channels in each physical link. It is also observed that large message queues significantly contribute to decreasing the number of deadlocks, even in large networks.
Effect of Message Service Latency on Deadlock Frequency
To observe the effects of virtual channel resources on deadlock formation, two, four, and eight virtual channels per physical channel are used with all other network parameters set to default values. Many systems including Origin 2000 and Cray T3E implement four to five virtual channels per physical link, while some of the newer architectures, including InfiniBand [20] and Alpha 21364, support 16 or more virtual channels. Interestingly, for the assumed simulation parameters, no deadlocks are observed for four or eight virtual channels up to the simulated network loads. In the networks with four or eight virtual channels, the increase in routing freedom due to high availability of virtual channels enables routers to successfully forward otherwise blocked messages toward the destinations, significantly decreasing the message coupling on network resources and reducing the possibility of having circular dependencies or knots [6] on network resources. This result agrees with previous results for routing-dependent deadlock which indicate that deadlocks are virtually nonexistent in true fully adaptive networks with four or more virtual channels [21] .
EVALUATION OF MESSAGE-DEPENDENT DEADLOCK HANDLING TECHNIQUES
We observe from the previous section that messagedependent deadlocks typically occur very rarely, if ever. Given this observation, it would be interesting to compare the performance of the variously proposed techniques for handling message-dependent deadlocks. In doing this, regular k-ary n-cube toroidal networks with the default parameters given in Table 1 , are simulated unless specified otherwise. The simulator generates request messages-the first message type in all message dependency chains-at a rate specified in the simulation parameters. All other subordinate message types are generated automatically upon completion of servicing messages at end nodes. The message-dependent deadlock handling techniques described in Sections 3 and 4 are evaluated: a strict avoidance (SA) technique similar to that used in the Alpha 21364 processor, the deflective recovery (DR) technique used in the Origin 2000 multiprocessor, and our proposed progressive recovery (P R) technique. For SA, both message-dependent deadlocks and routingdependent deadlocks are strictly avoided by providing logically separate sets of escape channels and message queues for each message type. Resource dependencies are allowed in only one direction, i.e., from a message type to its subordinate message type(s). For DR, routing-dependent deadlocks are strictly avoided, but message-dependent deadlocks are possible since only two sets of escape channels and message queues are used-one for a request network and the other for a reply network, as discussed in Section 3.2. For P R, both types of deadlocks are possible since True Fully Adaptive Routing [4] is used. This allows unrestricted use of all channel and message queue resources, as discussed in Section 4. For both SA and DR, Duato's adaptive routing protocol [1] is used. When a message-dependent deadlock is detected in DR or P R, minimum recovery action is taken, which consists of recovering only one message from deadlocked resources.
Various combinations of message dependencies and chain lengths are simulated to mimic the behavior of various cache coherence protocols. The possible message dependency chains for the S-1 and Origin 2000 are shown in Figs. 1 and 4a , respectively. Generic message dependency chains that allow chain lengths of two, three, and four are shown in Fig. 4b . As can be seen, the cache coherence protocol of the Origin2000, S-1, and any other architecture with chain lengths no greater than four can easily be mapped to this generic protocol. For instance, the Origin2000 protocol has The frequency of use of each message type depends on the cache coherence protocol, the status of requested memory blocks in memory (i.e., at the home directory), and the behavior of the application. To generalize and simplify our experiments, we assume five possible message type distributions (data transaction patterns) as shown in Table 2 . This table shows simulated data traffic in two ways. First, the rates of message dependency chain length are shown in percentage. For example, PAT100 has 100 percent of all data transactions occurring as two message types, PAT280 has two and three message types for 20 percent and 80 percent of all the transactions, respectively (0 percent of four message types), etc. Second, the columns under "Message Type Distribution" show how many messages traveling through the network belong to a certain message type. For example, PAT100 uses only two message types, m 1 and m 4 , each once for all data transactions; half of the messages in the network are m 1 type and the other half are m 4 type. PAT100 represents a protocol with only two message types (i.e., as in message passing distributed memory systems) or a protocol with greater than two message types in which all blocks are owned by the home node (i.e., in a shared memory system). As shown in Section 5.1, the first three Splash-2 applications exhibit behavior close to this, e.g., chain lengths of two 95-99 percent of the time. Patterns PAT721 through PAT271 represent a protocol with four message types in which some blocks are owned or shared by nodes other than the home node to varying degrees. The Water benchmark is an example application exhibiting similar behavior, e.g., chain length of two only 15 percent of the time. PAT280 represents an Origin 2000-like protocol in which no message-dependent deadlocks are detected. In this case, chain lengths are of at most three message types. For each of the patterns with chain lengths greater than two, it is assumed that there is only one sharer node for each block in a shared state; more sharers could be modeled with the effect of increasing the network load.
Simulations are run for network loads up to a point just beyond saturation, which is also the point at which deadlocks typically start to form, as observed in [18] . Each run lasts for 30,000 simulation cycles beyond steady state. Latency is measured in terms of network cycles and includes message queue waiting time as well as network routing time. Throughput is measured as normalized delivered traffic in flits/node/cycle. The effects of recovering from message-dependent deadlocks on latency and throughput are factored into the performance results if they occur.
Performance Results
We compare the performance of the various techniques first by varying the number of virtual channels per physical link from four to eight to 16 to 64. Figs. 12, 13, and 14 plot performance assuming four, eight, and 16 virtual channels, respectively. Since each physical link must have more than four virtual channels to implement SA when the chain length is greater than two, only results for DR and P R are given for simulations with four virtual channels for all patterns except PAT100. Likewise, for PAT100, DR is not valid, so no results are given. As there is no significant difference between the results for 16 and 64 virtual channels, the latter are not plotted.
Let us first consider the results for four virtual channels, shown in Fig. 12 . Up to a network load of 20 percent, the performance gap between the schemes remains under 15 percent in terms of average message latency. Under these lightly loaded conditions, few network resources are sufficient to deliver messages without notable congestion. Beyond this load however, DR and SA suffer from high average latency. This is due to inefficient utilization of network channel resources. In SA, network partitioning and restricted use of network resources needed to strictly avoid messagedependent deadlock lead to unbalanced use of network resources and, hence, increased congestion. With only four virtual channels, DR experiences the same influences on congestion as SA, except that message-dependent deadlock is not strictly avoided for chain lengths greater than two. In contrast, P R allows the network to saturate at higher network loads (up to a factor of 2 higher load) than SA and DR, thus yielding better network performance. As the average chain length increases however, the difference in improvement reduces, but is still substantial (greater than 40 percent higher load). Fig. 12f shows the throughput of P R and DR for PAT271. P R allows 33 percent greater peak throughput to be achieved. This higher throughput may be sustainable beyond saturation load rates with the use of some injection throttling mechanism; otherwise, throughput could fall off as shown. Therefore, P R offers the opportunity for increased throughput but depends on well-known techniques to maintain that performance advantage at extremely elevated load rates.
Let us now consider the results for eight channels, shown in Fig. 13 . For the same reasons as given above, the SA saturates at an early load due to only one of the eight virtual channels being available for routing for each of the four message types. This unbalanced use of network resources is particularly acute when the message distribution is concentrated on only a few of the message types within a given message dependency chain, as with PAT721 and PAT451. However, when the chain length is only two, as with PAT100, three of the eight virtual channels (or five if the method in [15] is used) are available for routing each message type. This provides more balanced use of network resources and sufficient routing freedom to make the difference between SA and P R negligible. A similar effect is seen with DR in which the network is partitioned into only two logical network partitions. Therefore, in those patterns with chain lengths greater than two, most of the traffic is nearly equally distributed over all network resources as is the case with P R, making the difference between DR and P R practically negligible.
Finally, let us consider the results for 16 virtual channels, shown in Fig. 14 . Here, it is assumed that end nodes provide a separate buffer for each message type to avoid intermessage coupling and blocking in network interfaces. That is, each message type uses its own input and output message buffer at network end nodes. As shown in the figure, P R and DR slightly outperform SA due to high routing freedom enabled by the sharing of network channel resources. The buffer separation at end nodes eliminates the head-of-line blocking effect between heterogeneous message types. However, in P R and DR, message queues can be shared between heterogeneous message types in order to decrease the implementation cost of network end nodes. In this case, intermessage coupling and blocking in the message queues become performance bottlenecks, as shown in Fig. 15. Fig. 15a, 15d, 15c , and 15d plot results for 16 virtual channels with minimal buffer configurations for each deadlock handling technique (one for P R, two for DR, and four for SA when the maximum chain length is four). Since the maximum chain length is four, the additional channels can be used to distribute traffic more evenly. That is, three (or nine [15] ) of the 16 virtual channels are available for routing each message type for SA, and seven (or 13 [15] ) are available for DR. All 16 are available for P R. However, beyond a certain number of virtual channels, the difference in performance falls off dramatically since the use of network link bandwidth is already fairly evenly utilized.
SA with three virtual channels per message type is the deadlock handling technique most affected by the different traffic patterns. As Figs. 15d. 15e, and 15f show, SA with the perfect shuffle pattern becomes saturated at a lower network load rate as compared to other traffic patterns, while the performance of P R and DR is hardly affected by the nonuniform patterns. This is because SA has only three virtual channels per message type, which is not sufficient to accommodate uneven traffic load. On the other hand, the performance of P R and DR is mostly limited due to the contention on message queues at end nodes and is less affected by contention on network channel resources.
Network topology also contributes to increased congestion levels within the network, making SA experience performance degradation. Figs. 15d and 15g, 15h, and 15i show the performance of the deadlock handling techniques for torus and mesh networks with 8 Â 8 and 16 Â 16 configurations. As can be seen, SA is the one most affected by asymmetric router link connection. In 8 Â 8 networks (Figs. 15d and 15g) , a significant decrease in the saturation load rate can be observed for SA with a mesh topology, while the recovery-based techniques experience slight performance degradation in terms of latency. Mesh networks have longer average packet delivery distance between source and destination than torus networks with similar dimensions, which increases congestion on network channel resources. However, the impact of increased packet delivery distance on network performance is still less than that of the contention at message queues at end nodes. In large networks (Figs. 15h and 15i) , SA performs almost the same as P R and DR. The long packet delivery path on average due to network size contributes to increasing the congestion within the network, for which three virtual channels per physical link in SA provide insufficient routing options. The effect of long delivery path is doubled when networks are configured as a mesh. It is so severe that the contention on message queues at end nodes becomes less critical to overall network performance, which makes all deadlock techniques suffer from significant performance degradation.
RELATED WORK
A large number of routing algorithms for avoiding and/or recovering from routing-dependent deadlocks have been proposed in the literature [1] , [2] , [3] , [4] , [7] , [22] , [23] , [24] . However, these techniques assume that messages in the network always sink upon arrival at their destinations and they aim at avoiding infinite blocking inside the network fabric connecting end nodes. Even Disha considers messages as having no types associated with them and deadlocks as being resolved as soon as messages are delivered to destinations through DBs. In reality, however, networks used in multiprocessor/multicomputer systems could experience message-dependent deadlocks due to message interaction and dependencies occurring at end nodes. Therefore, prior techniques do not adequately address the problem of message-dependent deadlocks.
Traditional solutions to message-dependent deadlocks either provide network interfaces with large buffers, limit the number of outstanding messages through windowing, or provide logically separate networks for each message type. These techniques all have the negative effects of substantially increasing system costs, increasing the number of messages needed to carry-out transactions, and/or reducing network performance. The IBM SP2 [9] , whose communication backbone is a multistage interconnection network (MIN), avoids message-dependent deadlock by guaranteeing buffer space per source-destination pair. Along with the large amount of configurable buffer space, an end-to-end windowing flow-control is used such that messages are sent only when they are guaranteed to be sunk. Cray T3D [11] , T3E [12] , and Teraflops [13] all avoid message-dependent deadlocks by providing two logically separate networks. Because the communication protocols of these systems make use of two message types, request and reply, each partition of network resources can be dedicated to only one message type to avoid message-dependent deadlocks, which could lead to unbalanced and inefficient use of network resources. This problem is exacerbated when a large number of message types are supported, as is the case with the Alpha 21364 [14] .
By implementing two separate networks, DASH [17] and SGI Origin 2000 [16] similarly avoid request and reply deadlocks. However, their communication and cache coherence protocols support more than two message types, such as request intervention and writeback acknowledge. To support these additional message types, these architectures share more than one message type on a network, which consequently brings the message-dependent deadlock problem back to the shared network. To solve this problem, they divide all message types into two exclusive groups and have message types in each group share one network. Then, they employ a deflective "back-off" or "regressive" deadlock recovery approach to handle potential messagedependent deadlock inside the two distinct networks.
The idea of progressive deadlock recovery in interconnection networks was first proposed in Disha [19] . However, the recovery algorithm implemented in network routers assumes that all the messages are independent and homogeneous such that messages, upon reaching their destinations, sink without directly triggering the creation of subsequent messages. Consequently, trivial extensions to the Disha technique do not adequately resolve messagedependent deadlocks. When a packet is delivered to its destination during deadlock recovery, it is possible that the destination node has no available buffer space for sinking the packet, which leaves the packet occupying recovery resources. This is contradictory to one of the requirements of Disha to successfully recover from deadlocks: The recovery resources must be guaranteed to become available in finite time. The proposed mDisha technique presented here accomplishes this.
Much work has been done previously in identifying and characterizing deadlocks in distributed systems in general [25] , [26] . Within the context of multiprocessor interconnection networks, characterization studies on routing deadlocks have been performed on both regular and irregular networks [18] , [21] . These studies provide an intuitive model of the factors influencing deadlock and message blocking, and identify the correlation between routing freedom and deadlock frequency. However, due to their focus on the properties of routing deadlocks, those works do not include the interactions and dependencies occurring at network endpoints in the network model, which significantly affect the deadlock properties of an interconnection network. This work builds on those insights by extending the network model to include detailed message interactions and dependencies at network endpoints, so as to characterize message-dependent deadlocks. In addition, real application traces along with synthetic traffic loads are used in the characterization studies to reveal insight on the severity of the deadlock problem in realistic and stressed environments.
CONCLUSION
Message-dependent deadlocks occur due to the interactions and dependencies among heterogeneous message types at network endpoints. While routing-dependent deadlocks occur due to cyclic dependencies only on network resources, message-dependent deadlocks span not only between network endpoints but also across endpoints. Parallel computer systems must take steps to handle message-dependent deadlocks by either avoiding or recovering from them if detected. However, without thorough understanding of message-dependent deadlocks, it is hard to determine whether the handling techniques implemented in those systems are effective and/or efficient in terms of performance and cost.
This work allows one to obtain a better understanding of message-dependent deadlocks and advantageous ways of handling them. Flit-level network simulations indicate that message-dependent deadlocks occur infrequently even when resources in the network and at network end nodes are scarce. Certain network and network interface design parameters such as message buffer size and the number of virtual channels are found to have a significant impact on the probability of message-dependent deadlocks forming. Based on these results, a method for progressively recovering from message-dependent deadlocks is proposed and evaluated in comparison to various other techniques. The proposed mDisha technique relaxes restrictions on routing freedom and message buffering at network end nodes considerably, allowing much more efficient routing of packets and handling of message-dependent deadlocks, particularly when network resources are scarce. Networks adopting this technique can provide maximum routing freedom and adaptivity irrespective of the underlying communication protocol. This enables the network architecture to be independent of the communication protocols, allowing a higher degree of flexibility. In addition, because routers forward messages without considering message type, router architecture can be simplified in complexity and optimized for other important or otherwise critical features such as QoS handling.
Results indicate that networks with the proposed technique experience message-dependent deadlocks very infrequently for typical traffic loads and network parameters. Results also show that the proposed progressive recovery technique outperforms its avoidance-based and deflective recovery-based counterparts over a wide range message type distributions, i.e., cache coherence protocols and data transaction patterns. When network resources are abundant, it is profitable to separate message queue resources at network endpoints according to message type-not for deadlock avoidance purposes, but rather, for performance reasons. This reduces intermessage headof-line coupling and congestion at network endpoints but does not altogether prevent deadlock from occurring. Although the performance of avoidance-based techniques improves with increased network resources, the required partitioning of network resources (i.e., virtual channels) and limited routing freedom is overly restrictive for the common case. Considering that many commercial systems implement sixteen or fewer virtual channels per physical link and use communication protocols consisting of message dependency chain lengths greater than two, the proposed mDisha progressive recovery technique provides an attractive alternative. APPENDIX PROOF oF DEADLOCK FREEDOM Lemma 1. The mDisha technique allows the network to safely recover from all message-dependent deadlocks.
Proof Sketch. The Disha Sequential [4] technique provides for a connected and deadlock-free recovery path between network endpoints. It is therefore, free from routingdependent deadlocks by design. As message-dependent deadlocks involve resource dependencies at network endpoints, it is sufficient to detect them only at network interfaces using the mechanisms described in Section 3.2. The circulating token mechanism guarantees that there exists at least one message in each potential messagedependent deadlock that is rescued, and at most one rescued message at a time gains access to the set of recovery resources by capturing the token. During rescue, the token is used as the mechanism that grants access to recovery resources, and it is sent along with each message that is routed over recovery resources. The set of recovery resources themselves, do not become involved in deadlock since messages using them during the rescue process are not allowed to occupy those resources indefinitely. There are four cases for all messages that have been granted access to the memory controller during the rescue process:
1. the message generates one or more subordinate messages, all of which can be delivered to the output queue at that node, 2. the message generates at most one subordinate message, which is terminating and cannot be delivered to the output queue at that node, 3. the message generates at most one subordinate message, which is nonterminating and cannot be delivered to the output queue at that node, or 4. the message generates more than one subordinate message, some or all of which cannot be delivered to the output queue at that node. Let us consider each case separately. In Case 1, the subordinate message(s) are placed in the output message queue of the node after being generated. If this node is the node that originally captured the token or is the original token sender, the token is recirculated and the messagedependent deadlock is resolved; otherwise, the token is sent back to the node that sent it, and the rescue process continues. This is the case of (2a) in Fig. 6 .
In Case 2, the subordinate terminating message is either delivered to the input queue at its destination (using DMB and DB recovery resources) or is sunk directly by the memory controller (via preemption) at its destination. In either case, the token that was sent along with this message is sent back to the node that sent the subordinate message. If this node is the original token sender, the token is recirculated and the message-dependent deadlock is resolved; otherwise, the token is sent back to the node which sent it and the rescue process continues. This is the case of (4a) or (5a) in Fig. 6 .
In Case 3, the subordinate nonterminating message is either delivered to the input queue at its destination or is processed by the memory controller (via preemption) at its destination. If delivered, the token that was sent along with this message is sent back to the sender node that sent the subordinate message. If processed by the memory controller at its destination, this message falls under one of the two cases mentioned so far. If this node is the original token sender, the token is recirculated and the message-dependent deadlock is resolved; otherwise, the token is sent back to the node that sent it, and the rescue process continues. This is the case of (4a), (5b), or (5c) in Fig. 6 .
In Case 4, the first subordinate message that cannot be placed in the output queue of the node is either delivered to the input queue at its destination or is processed by the memory controller (via preemption) at its destination. If processed by the memory controller at its destination, this message falls under one of the three cases mentioned above. If delivered, the token that was sent along with this message is sent back to the sender node that sent the subordinate message. All remaining subordinate messages generated by the message being processed by the memory controller of that sender node undergo the same process as the first one, reusing the token. That is, they are either delivered to the input queue at their destination or are processed by the memory controller (via preemption) at their destination. This continues until the token for the last subordinate message has been received by the sender node. If this node is the original token sender, the token is recirculated and the message-dependent deadlock is resolved; otherwise, the token is sent back to the node that sent it, and the rescue process continues.
When a rescued message tries to preempt the memory controller at the destination node, one of three situations exists. In the first case, the memory controller is idle, so preemption can take place immediately. In the second case, the memory controller is currently servicing a message from the input message queue, but is not rescuing it. In this case, the memory controller is guaranteed to complete the operation and deposit the subordinate message(s) in the output queue, making it available for preemption. In the third and final case, the memory controller is processing a message that is part of the message dependency chain of a message being rescued. In this case, local resources had to have been preallocated for sinking the incoming message, according to our assumption. Therefore, preemption is not needed to free-up recovery resources. Indeed, the token is reused for subordinate messages along a message dependency chain until one of them is delivered or sinks. The rescue process is guaranteed to terminate since each message dependency chain is acyclic and has a terminating message type. Therefore, in all cases, message-dependent deadlock is resolved as at least one message (and all subordinate messages) no longer waits only for resources involved in the deadlock [6] .
