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Abstract
Generalized BRS transformations such as introduced in Part I are applied to a model
of quantum gravity. This development is technically complex; but at the least should
illustrate how much less rigid and more general of application are the new BRS transf
ormations.
1
III. Formulation of the Generalized BRS Transformations in a Quantum Gravity Model.
We turn to the model of quantum gravity presented in [5], with a covariant action
in Euclidean space and the metric expressed non-linearly in terms of the real symmetric
matrix Aµν(x) by
gµν(x) =
(
eA(x)
)
µν
. (23)
We start from the gauge condition
∂µAµν(x) = 0 (24)
and then pass in the usual way to the use of a gauge fixing term (setting ∂µAµν(x) = fν(x)
and then smearing over the fν). We write the action as
S = S1 + S2 + S3 (25)
The basic action S1 is covariant and given by
S1 =
∫ √
g(αR2 + βRµνR
µν) (26)
S2 the gauge fixing term is as follows:
S2 =
γ
2
∫
(∂µAµν)(−∆)(∂µ′Aµ′ν) (27)
Infinitesimal transformations of gµν are given by
gµν → gµν + gαν∂µφα + gαµ∂νφα + (∂αgµν)φα (28)
= Gµναφα (29)
where G is defined by (28)-(29). S1 is invariant under this transformation. Before we
define the ghost action S3 we need some notation. We use quaternions as follows:
{~α} = {~i,~i,~k} (30)
∂µ = ∂0 +~i∂x +~j∂y + ~k∂z (31)
∂~αµ = ~α× ∂µ . (32)
Quaternion multiplication is understood in (32). Thus
∂
~i
µ = ∂0~i− ∂x + ~k∂y −~j∂z (33)
2
and so (using (31) and (33))
∂
~i
0 = −∂x (34)
∂
~i
1 = ∂0
∂
~i
2 = −∂z
∂
~i
3 = ∂y .
Note
∂µ∂
~i
µ = 0 . (35)
We introduce six real symmetric 3× 3 matrices M i
~α~β
, i = 1, ..., 6. And require
Tr(M i M j) = δij . (36)
The application of quaternions we are making is modelled from constructions in [7].
We now proceed to the development of the ghost action S3, realizing the Fadeev-
Popov determinant, for a functional integral with respect to the variables Aµν . The ghost
fields will be cα, c¯α, α = 0, ..., 3 and di, d¯i, i = 1, ..., 6. We define F by
∂gµν
∂Aµ′ν′
=
1
2
(
δµ
′
µ δ
ν′
ν + δ
ν′
µ δ
µ′
ν + F
µ′ν′
µν
)
(37)
and introduce a number of differential operators
L(1)jµν =
(
δµ
′
µ δ
ν′
ν + δ
ν′
µ δ
µ′
ν + F
µ′ν′
µν
)
M
j
~α~β
∂~αµ′∂
~β
ν′ (38)
Lˆ(2)jµν =
←−
∂
~α
µ
←−
∂
~β
νM
j
~α~β
(39)
Lˆ(3)βµν =
←−
∂ µδ
β
ν +
←−
∂ νδ
β
µ (40)
L(4)µνβ = gβν∂µ + gβµ∂ν + (∂βgµν) = Gµνβ (41)
In eq. (38) and (39) j = 1, ..., 6 and in eq. (40) and (41) β = 0, .., 3. We also will use
L(2)jµν = ∂~αµ∂~βνM j~α~β (42)
L(3)βµν = −∂µδβν − ∂νδβµ . (43)
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¿From the L( ) are constructed the following bilinear differential operators:
t
β′
β =
∑
µ,ν
Lˆ(3)β′µν L(4)µνβ (44)
bij =
∑
µ,ν
Lˆ(2)iµν L(1)jµν (45)
rβj =
∑
µ,ν
Lˆ(3)βµν L(1)jµν (46)
ℓ
j
β =
∑
µ,ν
Lˆ(2)jµν L(4)µνβ (47)
These enable us to write the ghost action conveniently:
S3 = δ(T +R + L+B) (48)
with:
T =
∫
c¯β′t
β′
β c
β (49)
B =
∫
d¯ib
ijdj (50)
R =
∫
c¯βr
βjdj (51)
L =
∫
d¯jℓ
j
βc
β (52)
It is sometimes helpful to form the bilinear operators in a block matrix
BL =

 t r
ℓ b

 (53)
We can studying (53) easily see that if F µ
′ν′
µν is set zero the ghost action is the same as
the usual expression (i.e. if Aµν = gµν then the Fadeev-Popov determinant is the usual
one).
The generalized BRS transformations may now be written down, generated by
φα(x) = cα(x)λ+
∫
y
F αβ (x, y)c
β(y)λ (54)
Here F is an essentially arbitrary formal series in the Aµν . One could add to eq. (54) a
similar term to the last linear in di(y); for simplicity we do not (it is straightforward to
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modify succeeding relations to accommodate this). The tr ansformations follow:
gµν(x) → gµν(x) + Gµνα(x)φα(x) (55)
d¯i(x) → d¯i(x) +
(
γ
δ
)
Di(x)λ (56)
c¯α(x) → c¯α(x) +
(
−1
2
γ
δ
)
(−∆)∂µAµα(x)λ+ γ
δ
Gα(x)λ (57)
di(x) → di(x) +
∫
y
∫
z
Wiαj(x, y, z)c
α(y)dj(z)λ (58)
+
∫
y
∫
z
Xiαβ(x, y, z)c
α(y)cβ(z)λ
cα(x) → cα(x) +
(
∂
∂xβ
cα(x)
)
cβ(x)λ
+
∫
y
∫
z
Zαβγ(x, y, z)c
β(y)cγ(z)λ (59)
+
∫
y
∫
z
Y αβi(x, y, z)c
β(y)di(z)λ
We will find it convenient to define F˜ by
δAµν = δgµν + F˜
µ′ν′
µν δgµ′ν′ (60)
where δA and δg are of course the changes in A and g under the BRS transformation. F˜
is entirely determined from eq. (23) as
F˜ µ
′ν′
µν (x) =
∂Aµν(x)
∂gµ′ν′(x)
1
2
(1 + δµ′ν′)− δµ′µ δν
′
ν . (61)
Similarly to the Yang-Mills case, the functionsD,G,W,X, Y, Z will have to satisfy certain
relations specified in the next section.
IV. Relations ensuring ∆S −∆J = 0.
We use the notation of equations (12)-(14). In the present case there are terms in
∆S −∆J of six types. We require
∆Si −∆Ji = 0, i = 1, . . . , 6 . (62)
The six types of terms contain expressions of the following form, in an obvious notation:
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1) d
2) c
3) d¯ c d
4) c¯ c d
5) c¯ c c
6) d¯ c c
We proceed to list the required relations, each obtained by a tedious but direct compu-
tation.
Condition 1. ∆S1 −∆J1 = 0 provided
2γ∆2Di(x) + γL(2)irs F rsµνL(2)jµν Dj(x)−
∫
z
Y ααi(z, z, x)
− γL(2)irs F rsµνL(3)tµν
(
Gt(x) +
1
2
∆∂aAat(x)
)
= 0 . (63)
Condition 2. ∆S2 −∆J2 = 0 provided
− γ
(
L(3)αµν Gα(x)
)
Gˆµνβ + γ
(
L(2)iµν Di(x)
)
Gˆµνβ
+
∫
z
Wiβi(z, x, z)−
∫
z
(
Zααβ(z, z, x)− Zαβα(z, x, z)
)
− γ
[
(∆∂µ∂aAas)F˜
rt
µs
]
Gˆrtβ
− γ
∫
y
(∆∂µ∂aAas)y
(
Gµsα + F˜ cdµsGcdα
)
y
F αβ (y, x)
+
δ
δAµν(x)
[(
δrµδ
s
ν + F˜
rs
µν
)
Gˆrsβ
]
+
∫
y
δ
δAµν(y)
[(
δrµδ
s
ν + F˜
rs
µν(y)
)
Grsα(y)F αβ (y, x)
]
= 0 . (64)
We have set
Gˆµνα = −gαν←−∂ µ − gαµ←−∂ ν + (∂αgµν). (65)
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In the second from last term in (64) the subscripts y indicate the operators and functions
are evaluated as functions and operators in variable y. In the next to last term in (64)
we wish the functional derivative to be evaluated before the derivativ es in Gˆ.
In the remaining cases, i ≥ 3, ∆Ji = 0. Before we proceed individually to these
cases, it is convenient to work out some results that will be used in all these cases. We
study the effects of the BRS transformation (54)-(59) on G a nd F . We get
F abµν(x) −→ F abµν(x) +
∑
µ′≥ν′
∂F abµν(x)
∂gµ′ν′(x)
Dµ′ν′α(x)φα(x) (66)
= F abµν(x) + P
(1)ab
µνα (x)c
α(x)λ+
∫
y
P (1)abµνα (x)F
α
β (x, y)c
β(y)λ . (67)
where P (1) is a first order differential operator defined by these equations. In computing
the change in G and the conditions to follow we may omit the first term on the right side
of (54) and the second term on the right side of (59) as can celling each other. We then
may write
Dµνα(x) −→ Dµνα(x) +
∫
z
∫
y
δ(x− y)P (2)µναγ(x, y)F γβ (y, z)cβ(z)λ (68)
where P (2) is a differential operator first order in each variable defined implicitly by this
equation (and straightforward to compute).
Condition 3. ∆S3 = 0 provided
L(2)jµν (x)L(1)kµν (x)Wkαi(x, y, z)
+ L(2)jµν (x)L(4)µνβ(x)Y βαi(x, y, z)
− L(2)jµν (x)δ(y − x)δ(z − x)P (1)abµνα (y)L(2)iab (z)
− L(2)jµν (x)δ(z − x)P (1)abµνβ (x)F βα (x, y)L(2)iab (z) = 0 . (69)
Condition 4. ∆S4 = 0 provided
L(3)β′µν (x)L(4)µνβ(x)Y βαi(x, y, z)
+ L(3)β′µν (x)L(1)jµν (x)Wjαi(x, y, z)
− L(3)β′µν (x)δ(y − x)δ(z − x)P (1)abµνα (y)L(2)iab (z)
− L(3)β′µν (x)δ(z − x)P (1)abµνβ (x)F βα (x, y)L(2)iab (z) = 0 . (70)
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Condition 5. ∆S5 = 0 provided
L(3)βµν (x)L(4)µνβ′(x)Zβ
′
αγ(x, y, z)
+ L(3)βµν (x)L(1)jµν (x)Xjαγ(x, y, z)
− L(3)βµν (x)δ(z − x)P (2)µνγβ′(z, x)F β
′
α (x, y) = 0 . (71)
Condition 6. ∆S6 = 0 provided
L(2)iµν (x)L(1)jµν (x)Xjαβ(x, y, z)
+ L(2)iµν (x)L(4)µνγ(x)Zγαβ(x, y, z)
− L(2)iµν (x)δ(z − x)P (2)µνββ′(z, x)F β
′
α (x, y) = 0 . (72)
F is known, functions D,G,W,X, Y, Z are solved for each as formal power series in
the Aµ,ν . Suppose all the functions are known through n
th order terms. In the inductive
procedure we then write the (n + 1)st order parts of the six condition equations. The
six resultant equations (each homogenous of degree n + 1) contain respectively a single
term in the(n + 1)st order part of D,G,W, Y, Z,X the “principal term” and all the rest
of the terms in each equat ion are expressible in terms of the terms of degree ≤ n already
known of the functions involved (and F ). The principal term arises as the first term in
the condition equation, or part of the first term. Thus for example in the first equation
∆2Di gives rise to the principal term, and in the second equation the first term contains
(δβα∆ + ∂β∂α)Gα the principal term. Our six equations in six unknown functions can
thus be inductively solved as formal power series. Convergence properties are not here
studied. The most important direction of further work is incorporation of these results
into a renormalization scheme for the model.
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