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Re´sume´
La communaute´ franc¸aise est tre`s active dans le do-
maine de l’asservissement visuel. Cet article se pro-
pose d’en pre´senter les avance´es re´centes, aussi bien sur
les aspects the´oriques (mode´lisation d’informations vi-
suelles et e´laboration de lois de commande assurant di-
verses proprie´te´s de robustesse, d’invariance, de stabilite´,
de de´couplage, etc.) que sur les nouvelles applications
traite´es (en robotique me´dicale, sur des engins volants,
etc.). Les travaux en cours et proble`mes encore ouverts




Les techniques d’asservissement visuel consistent a` utili-
ser les informations fournies par une ou plusieurs came´ras
afin de controˆler les mouvements d’un syste`me robotique.
Quelle que soit la configuration du capteur, pouvant aller
d’une came´ra embarque´e sur l’effecteur du robot a` plu-
sieurs came´ras de´porte´es, il s’agit de se´lectionner au mieux
un ensemble de mesures, permettant de controˆler les degre´s
de liberte´ souhaite´s, et d’e´laborer une loi de commande afin
que ces mesures atteignent une valeur de´sire´e ou suivent
une trajectoire spe´cifie´e. Le principe de la commande se
rame`ne ensuite a` re´guler (c’est-a`-dire amener et maintenir
a` ze´ro) le vecteur d’erreur entre mesure et consigne.
Avec un capteur de vision, fournissant a` la base des
informations 2D, la nature des mesures potentielles est
extreˆmement riche, puisque l’on peut conside´rer en asser-
vissement visuel aussi bien des mesures 2D, telles que les
coordonne´es de points caracte´ristiques dans l’image par
exemple, que des mesures 3D, fournies par un module de
localisation exploitant les informations 2D extraites. De
cette richesse provient la difficulte´ majeure de l’asservis-
sement visuel, a` savoir, parmi l’ensemble des informations
potentielles, comment se´lectionner, construire et combi-
ner celles qui fourniront un comportement satisfaisant au
syste`me. Les qualite´s souhaite´es sont nombreuses : stabi-
lite´ locale voire globale, robustesse aux erreurs de mesure
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et aux erreurs de mode´lisation, absence de singularite´s et
de minima locaux, trajectoires satisfaisantes du robot, mais
aussi des informations visuelles dans l’image, de´couplage
maximal entre les informations visuelles et les degre´s de
liberte´ commande´s, etc. A ces aspects de mode´lisation
des informations visuelles, dont les re´sultats re´cents sont
de´crits en Section 2, sont bien e´videmment associe´s des
travaux en commande, de´crits en Section 3, afin d’atteindre
les proprie´te´s vise´es ou d’appre´hender des syste`mes robo-
tiques complexes. Enfin, le domaine de l’asservissement
visuel est porteur de nombreuses applications potentielles
en et en dehors de la robotique. Celles-ci sont pre´sente´es
en Section 4.
2 Mode´lisation
Le lecteur inte´resse´ est tout d’abord invite´ a` se reporter
a` [6] pour de´couvrir le cas e´che´ant les notions de base en
asservissement visuel, ainsi qu’un e´tat de l’art des travaux
dans ce domaine portant jusqu’en 2000 environ.
Depuis, une contribution majeure a consiste´ a` proposer une
classe de sche´mas d’asservissement visuel hybride (appele´
encore 2D 1/2), qui consiste a` se´lectionner des informa-
tions visuelles issues d’une phase de localisation projec-
tive [14]. Les avantages apporte´s sont nombreux et signi-
ficatifs : d’une part, il n’est plus ne´cessaire de connaıˆtre
le mode`le 3D des objets conside´re´s, la localisation s’effec-
tuant a` partir de la mise en correspondance entre l’image
courante et l’image de´sire´e. D’autre part, le comportement
du syste`me est assez satisfaisant graˆce au de´couplage ap-
porte´ entre les degre´s de liberte´ en translation et ceux en
rotation. Ce de´couplage a permis en outre d’analyser la
stabilite´ du syste`me en pre´sence d’erreurs de calibration et
d’e´tablir des conditions analytiques sur les erreurs des pa-
rame`tres intrinse`ques et extrinse`ques du capteur de vision
pour assurer cette stabilite´. Cette approche, valable a` l’ori-
gine pour des sce`nes constitue´es de points et de droites, a
re´cemment e´te´ e´tendue au cas d’objets plans de forme in-
connue et complexe (voir Figure 1.a) [17]. De meˆme, ce
type de sche´ma hybride a e´te´ applique´ a` des objets texture´s
(voir Figure 1.b) en utilisant les parame`tres affines du mou-
vement 2D pour estimer l’orientation du plan de l’objet [1].
Des travaux sont actuellement en cours pour tenter d’obte-
nir des lois de commande ayant les meˆmes bonnes pro-
prie´te´s, mais en utilisant des informations visuelles ex-
traites directement de l’image courante. Un tel type d’as-
a b
FIG. 1 – Exemples d’e´cole de forme complexe qu’il est a`
















FIG. 2 – Mode`le de projection sphe´rique
servissement visuel 2D permet d’e´viter les phases de mise
en correspondance et de localisation projective. Pour cela,
les travaux de´crits dans [24] utilisent les moments d’un ob-
jet dans l’image. Ceux-ci sont facilement mesurables a` par-
tir d’une segmentation spatiale et permettent de repre´senter
de manie`re ge´ne´rique des objets de forme complexe et in-
connue (voir Figure 1.a). Ils peuvent e´galement se calcu-
ler a` partir d’un ensemble de points d’inte´reˆt. En utilisant
les proprie´te´s d’invariance de certaines combinaisons de
moments, il est possible de se´lectionner des combinaisons
telles que, lorsque l’objet est paralle`le au plan image, la
matrice d’interaction associe´e est triangulaire (cette ma-
trice jouant le role fondamental e´quivalent au jacobien d’un
robot). Le de´couplage, l’agrandissement du domaine de
convergence ainsi qu’un bon comportement du syste`me
sont alors atteints. Ces re´sultats ont e´te´ ge´ne´ralise´s tre`s
re´cemment au cas ou` l’objet n’est pas paralle`le au plan
image.
Dans le meˆme ordre d’ide´e, des informations visuelles
dote´es de la proprie´te´ de passivite´ structurelle ont e´te´
de´termine´es dans [12]. Cette notion de passivite´ s’appa-
rente au de´couplage entre degre´s de liberte´ de rotation
et de translation. Elle a e´te´ obtenue pour des points en
conside´rant un mode`le de projection sphe´rique (voir Fi-
gure 2), plutoˆt que le classique mode`le de projection pers-
pective, et pour des droites avec leurs coordonne´es de
Plu¨cker binorme´es. Comme nous le verrons en Section 3,
ces informations visuelles ont permis l’e´laboration de lois
de commande pour un droˆne sous-actionne´.
Une autre contribution importante en asservissement vi-
suel 2D a porte´ sur la mise en œuvre d’une me´thode in-
variante aux parame`tres intrinse`ques de la came´ra [18]. Il
devient alors possible d’utiliser une came´ra avec un zoom
variable sans connaıˆtre la valeur exacte du zoom, ou d’uti-
liser une came´ra pour apprendre l’image a` atteindre et une
came´ra diffe´rente pour re´aliser l’asservissement tout en
e´tant assure´ que le robot atteigne sa vraie position de´sire´e.
La me´thode, valide a` l’origine pour une nuage de points
non coplanaires, a e´te´ ge´ne´ralise´e au cas de droites non
coplanaires [15], et, dans certains cas, a` des amers pla-
naires [4]. La me´thode repose sur la de´termination et l’ap-
plication d’une transformation projective rendant les infor-
mations visuelles invariantes aux parame`tres de la came´ra.
On peut par ailleurs signaler quelques e´tudes pour l’ins-
tant plus ponctuelles : dans [8], un poids est attribue´
a` chaque information visuelle afin d’e´liminer les ef-
fets d’erreurs potentielles d’appariement ou de traitement
d’images. Ces poids sont calcule´s a` partir de M-estimateurs
statistiques robustes aux donne´es errone´es et aberrantes.
Cette technique est valide dans les sche´mas d’asservis-
sement visuel utilisant des informations visuelles redon-
dantes. Dans [16], une analyse de la stabilite´ de l’asservis-
sement visuel 2D en pre´sence d’erreurs dans la profondeur
des points conside´re´s montre une faible robustesse par rap-
port a` ces erreurs quand une estimation de la profondeur
est injecte´e dans la loi de commande. Enfin, dans [22], la
me´thode du Simplexe a e´te´ utilise´e directement pour mi-
nimiser l’erreur dans l’image. Cette me´thode ge´ne´rique ne
fait aucune hypothe`se concernant la ge´ome´trie du robot ou
les parame`tres de la came´ra. Elle permet de plus la prise
en compte de contraintes dans l’espace articulaire et dans
l’espace ope´rationnel.
Finalement, quelques travaux ont e´galement e´te´ re´alise´s
re´cemment en asservissement visuel 3D (qui consiste a` uti-
liser des informations visuelles issues d’une reconstruction
ou d’une localisation 3D de l’objet d’inte´reˆt). Dans [25],
un sche´ma construit a` partir de la pose 3D a e´te´ pro-
pose´ afin d’assurer autant que possible la visibilite´ de l’ob-
jet d’inte´reˆt au cours de l’asservissement. Dans [5], un
syste`me ste´re´oscopique a e´te´ conside´re´ et une e´tude des in-
formations visuelles les plus pertinentes a e´te´ re´alise´e (co-
ordonne´es redondantes des points dans les deux images ou
coordonne´es du point 3D reconstruit). Les applications en-
visage´es portent sur le contournement et la navigation au-
tour d’objets complexes.
3 Commande
Sur les aspects proches de la commande, des de´velop-
pements importants ont e´te´ re´alise´s ces dernie`res anne´es
sur le couplage entre planification de trajectoires et as-
servissement visuel. Ces travaux sont inte´ressants puis-
qu’ils permettent d’appre´hender de grands de´placements a`
re´aliser entre la position initiale et la position de´sire´e. Ils
permettent aussi d’accroıˆtre sensiblement la robustesse du
syste`me vis-a`-vis des erreurs de mode´lisation et de calibra-
tion par la poursuite de ces trajectoires par asservissement
visuel.
FIG. 3 – Planification de trajectoires dans l’image assurant
la convergence et la visibilite´ de l’objet d’inte´reˆt
FIG. 4 – Asservissement visuel a` partir d’une base de
donne´es image pour des de´placements tre`s importants
La premie`re me´thode pre´sente´e dans [20] est base´e sur
l’approche des fonctions de potentiels. Elle permet de
conside´rer aussi bien des contraintes sur la trajectoire 3D
du robot (la plus proche possible d’une ligne droite)
que des contraintes supple´mentaires telles l’e´vitement des
bute´es articulaires, l’e´vitement d’occultations de parties de
l’objet sur lui-meˆme, ainsi que l’assurance que l’objet reste
dans le champ de vision du capteur (voir Figure 3). Meˆme
si l’absence de minima locaux n’a pas e´te´ de´montre´e, cette
me´thode semble donner des re´sultats satisfaisants en pra-
tique. Une deuxie`me me´thode pre´sente´e dans [21] est base´e
sur la commande optimale. Elle permet de calculer la forme
analytiques des trajectoires de points dans l’image corres-
pondant a` un de´placement optimal de la came´ra (translation
en ligne droite, rotation selon une ge´ode´sique). Ces tra-
jectoires sont inde´pendantes des parame`tres de la came´ra,
et comme la me´thode pre´ce´dente, s’applique a` des objets
dont le mode`le 3D n’est pas connu. Malheureusement, il
semble impossible de de´terminer des formes analytiques
de`s que des contraintes (telle la conservation de la visibi-
lite´ de l’objet) sont ajoute´es au syste`me. Ces me´thodes sont
actuellement reconside´re´es afin de conside´rer des asservis-
sements visuels a` partir d’une base d’images indexe´es (voir
Figure 4).
Des travaux comple´mentaires sont pre´sente´s dans [26].
Tout d’abord, un sche´ma de planification assurant a` tout
coup la visibilite´ de l’objet a e´te´ propose´, et ce meˆme
en pre´sence d’erreurs de calibration de la came´ra. Cette
me´thode de planification ne permet toutefois pas encore de
prendre en compte d’autres contraintes telles l’e´vitement
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FIG. 5 – De´termination des domaines de convergence et
de divergence d’un asservissement visuel a` l’aide des tech-
niques LMI
des bute´es du robot. Par ailleurs, une technique de re´glage
automatique des gains de l’asservissement et de la vitesse
de parcours de la trajectoire permet d’assurer la bornitude
de l’erreur de poursuite, connaissant des bornes sur les ef-
fets des erreurs de mode´lisation [27].
Sur les aspects commande, on peut aussi noter les tra-
vaux de´crits dans [3] qui portent sur la synthe`se et l’ana-
lyse de lois de commande par asservissement visuel a` base
d’ine´galite´s line´aires matricielles (LMIs). Sur les aspects
de synthe`se il s’agit de garantir a priori certaines proprie´te´s
telles que la convergence, la non-saturation des action-
neurs, la visibilite´ de l’objet, la satisfaction de contraintes
3D pendant le de´placement, etc. Les re´sultats obtenus pour
l’instant semblent assez conservatifs. Sur les aspects d’ana-
lyse, ces techniques permettent de caracte´riser la re´gion
dans laquelle une commande donne´e permet la conver-
gence (voir Figure 5), ou d’e´valuer les gammes de valeurs
de certaines quantite´s, ou encore d’e´tudier la sensibilite´ a`
divers types d’incertitudes.
La mode´lisation dynamique comple`te d’une boucle d’as-
servissement visuel a par ailleurs e´te´ re´alise´e dans [10]. La
boucle comprend un robot manipulateur, une came´ra et un
syste`me d’acquisition et de traitement d’images. Le mode`le
multivariable obtenu correspond a` une line´arisation autour
d’une configuration donne´e du robot. Il tient compte a` la
fois des dynamiques du manipulateur et du syste`me d’ac-
quisition d’images. Pour controˆler cette boucle, les tech-
niques de commande pre´dictive ge´ne´ralise´e (GPC) ont e´te´
employe´es. Elles permettent de garantir l’optimalite´ de la
re´ponse pour chaque configuration du robot graˆce a` une
technique de se´quencement de gain. Deux taˆches robo-
tiques diffe´rentes ont permis de valider ce mode`le : d’une
part, le suivi rapide de cible avec une came´ra rapide (240
images/sec.) et, d’autre part, un suivi de profile´ [10]. Cette
technique a e´te´ e´galement applique´e re´cemment pour la
compensation de mouvement pe´riodique et a permis de
re´aliser un asservissement visuel a` 500 Hz sur un robot
me´dical [11].
Enfin, des travaux ont e´te´ re´alise´s pour prendre en compte
la dynamique d’un robot pour un bras avec transmission
flexible, a` l’aide de me´thodes issues de la commande ro-
buste H∞ et de la commande line´aire a` parame`tres variants
(LPV) [9].
Finalement, l’application des techniques d’asservissement
visuel au difficile controˆle de droˆnes ae´riens a connu
ses premiers de´veloppements ces toutes dernie`res anne´es.
Pour un dirigeable et pour des taˆches de stabilisation au
point fixe, d’atterrissage, et de suivi de structures line´iques
(routes, lignes e´lectriques,...), une loi de commande unique
synthe´tise´e a` partir du mode`le line´arise´ a tout d’abord
e´te´ teste´e pour en e´tudier les limites de validite´ [2]. La
synthe`se d’un controˆleur LQR est actuellement en cours
d’inte´gration. Pour un he´licopte`re, et comme cela a de´ja`
e´te´ e´voque´, des techniques de “backstepping” ont pu eˆtre
mises en œuvre sur des informations visuelles spe´cifiques
disposant de la proprie´te´ de passivite´ structurelle [12].
4 Applications
Nous n’abordons pas ici les domaines d’applications an-
ciens utilisant des robots manipulateurs ou des robots mo-
biles. En sus du controˆle d’engins ae´riens, le nouveau do-
maine d’applications le plus spectaculaire des techniques
d’asservissement visuel est sans aucun doute celui de
la robotique me´dicale qui a connu ces dernie`res anne´es
des de´veloppements et succe`s importants. On pre´sente
e´galement dans cette section deux domaines d’applications
en dehors de celui classique de la robotique, a` savoir en
re´alite´ virtuelle et en re´alite´ augmente´e.
4.1 Robotique me´dicale
La premie`re application significative re´alise´e porte sur
l’aide au geste chirurgical par asservissement visuel en
chirurgie laparoscopique robotise´e [13]. Dans ce cadre,
les instruments de chirurgie et l’endoscope sont tenus par
des bras robotiques esclaves. Les difficulte´s principales
re´sidaient dans le fait que l’environnement est peu structure´
et que la de´tection d’indices visuels pertinents est tre`s dif-
ficile a` re´aliser de manie`re robuste. Par ailleurs, le passage
d’outils par un point d’incision contraint les mouvements
des robots a` 4 ddl, ce qui a ne´cessite´ la prise en compte de
cette contrainte dans la mode´lisation des informations vi-
suelles. Le syste`me qui a e´te´ de´veloppe´ est constitue´ d’un
pointage laser e´quipe´ d’amers et attache´ a` l’instrument
(voir Figure 6). Il permet de conserver l’instrument dans
le champ visuel du chirurgien par asservissement visuel
sur l’image endoscopique, ceci afin d’e´viter tout danger de
te´le´-manipulation. Il permet e´galement de positionner au-
tomatiquement l’instrument a` une distance pre´de´finie par
le chirurgien d’un point caracte´ristique dans la cavite´ abdo-
minale. Dans le meˆme domaine, des travaux sont actuelle-
ment en cours pour l’aide a` la suture, geste le plus difficile
a` re´aliser que ce soit manuellement ou avec un syste`me
robotique. L’approche explore´e est e´galement fonde´e sur
l’asservissement visuel des bras porte-instruments a` partir
de l’image endoscopique (voir Figure 7).
Par ailleurs, une autre application consiste a` compenser les
FIG. 6 – Controˆle des mouvements d’instruments en
chirurgie laparoscopique par asservissement visuel sur
l’image endoscopique
FIG. 7 – Aide a` la suture en chirurgie laparoscopique
mouvements des organes induits par la respiration et par les
battements cardiaques. Pour cela et comme cela a de´ja` e´te´
e´voque´, un asservissement visuel GPC a e´te´ de´veloppe´ afin
que le syste`me robotique se de´place avec le mouvement des
organes, de manie`re a` rendre ces mouvements transparents
pour le chirurgien qui le te´le´-manipule [11].
Enfin, plus re´cemment, des travaux ont e´te´ entrepris pour
la re´alisation de proce´dures percutane´es en radiologie in-
terventionnelle par imagerie scanner. Une application ty-
pique consiste a` enfoncer une aiguille dans des mini-
tumeurs du foie (quelques mm) qui ne sont visibles qu’a`
l’imagerie scanner, afin de les de´truire ensuite par radio-
fre´quence. Cette proce´dure est re´alise´e aujourd’hui ma-
nuellement avec une pre´cision de l’ordre du cm tout en ex-
posant le me´decin au rayonnement X. L’objectif de ce tra-
vail, effectue´ dans le cadre du projet Robea Insertion Robo-
tise´e d’Aiguille Sous Imagerie Scanner, est de de´velopper
un syste`me te´le´-ope´re´ permettant d’enfoncer une aiguille
a` distance avec retour d’effort et asservissement visuel sur
l’image scanner (voir Figure 8).
FIG. 8 – Insertion d’aiguille sous imagerie scanner
4.2 Re´alite´ virtuelle
Les techniques d’asservissement visuel s’appliquent assez
directement au domaine de la re´alite´ virtuelle, par exemple
pour le controˆle du regard d’un humanoı¨de virtuel (voir
Figure 9.a). Il est e´galement possible de ge´ne´rer par as-
servissement visuel des mouvements spe´cialise´s de type
cine´matographie pour la came´ra virtuelle de restitution vi-
suelle, ou encore de controˆler les mouvements de cette
came´ra en e´vitant les obstacles et les occultations (par
exemple pour l’application classique de visite de muse´e
virtuel- voir Figure 9.b) [19].
4.3 Re´alite´ augmente´e
L’application de l’asservissement visuel au domaine de la
re´alite´ augmente´e et du suivi 3D semble e´galement as-
sez prometteuse. Il s’agit alors de controˆler les mouve-
ments d’une came´ra virtuelle afin de minimiser l’erreur
entre l’image observe´e par la came´ra re´elle et la projec-
tion du mode`le CAO des objets sur la vue de la came´ra vir-
tuelle. La position de la came´ra virtuelle minimisant cette
erreur, obtenue a` la convergence de l’asservissement visuel
“virtuel”, fournit la pose de la came´ra re´elle. L’application
au suivi 3D et a` la re´alite´ augmente´e est alors imme´diate
(voir Figure 10). L’originalite´ des travaux de´crits dans [7]
porte notamment sur la prise en compte dans la loi de com-
mande d’estimateurs robustes pour appre´hender des objets
complexes et des occultations potentielles, ce qui e´largit au
passage le champ d’applications des techniques classiques
d’asservissement visuel en robotique.
a b
FIG. 9 – Applications de l’asservissement visuel en re´alite´
virtuelle : (a) controˆle du regard d’un humanoı¨de, (b) visite
d’un muse´e virtuel
a b
FIG. 10 – Application de l’asservissement visuel en re´alite´
augmente´e (a) et en suivi 3D (b)
5 Conclusion et perspectives
Comme on l’a vu, les travaux en asservissement visuel sont
fructueux au sein de la communaute´ franc¸aise. Ils devraient
l’eˆtre encore a` l’avenir tant les travaux en cours et les pers-
pectives sont nombreux.
Sur les aspects de mode´lisation, outre la recherche
du Graal d’informations visuelles ide´ales, on voit ap-
paraıˆtre l’utilisation en asservissement visuel de nouveaux
syste`mes d’imagerie : projection sphe´rique, imagerie scan-
ner, comme cela a de´ja` e´te´ e´voque´, mais aussi vision
omni-directionnelle et imagerie e´chographique (dans le
cadre respectivement des projets Robea Omnibot et Gabie).
Ces nouveaux types d’imagerie ne´cessitent de mode´liser
les informations visuelles associe´es, le mode`le de projec-
tion perspective classique ne s’appliquant plus, et d’en
e´tudier le comportement. De meˆme, l’utilisation de la
lumie`re structure´e pour simplifier la perception d’environ-
nements complexes (en me´dical ou en agro-alimentaire) va
connaıˆtre un regain d’attention et de nouveaux travaux en
mode´lisation et analyse.
Des progre`s sont e´galement e´videmment attendus en
synthe`se et analyse des lois de commande par asservisse-
ment visuel.
Par ailleurs, les techniques d’asservissement visuel sont a`
la base des techniques de commande “bas-niveau” qu’il
faut inte´grer dans des syste`mes plus complets pour en as-
surer une ve´ritable diffusion. Ce travail important va de
la conception d’IHM a` l’introduction de syste`mes de re-
connaissance d’objets, en passant par la robustification des
algorithmes de traitements d’images. Pour traiter des ap-
plications de haut niveau, il passe e´galement par l’e´tude
d’enchaıˆnement de taches (comme cela a e´te´ conside´re´
de manie`re ge´ne´rale dans [23] et sera applique´ a` l’asser-
vissement visuel dans le projet Robea Enchaıˆnement Dy-
namique de Taˆches Re´fe´rence´es Multi-Capteurs) et par
la prise en compte de plusieurs capteurs (couplage vi-
sion/force, vision/te´le´me`tre, syste`mes multi-came´ras, etc.)
Comme on l’a de´ja` dit, l’utilisation de l’asservissement vi-
suel en robotique me´dicale est en plein essor, de meˆme
que pour le controˆle d’engins ae´riens (par exemple dans le
cadre du projet Robea Robvolint). Il en sera de meˆme dans
le domaine de la robotique mobile, notamment pour l’aide
a` la navigation et au pilotage automatique de ve´hicules
dans des environnements dont la taille et la complexite´
n’ont rien a` voir avec ceux traite´s habituellement (on peut
citer a` ce propos le projet Robea Bodega notamment).
Enfin, pour terminer sur un point technique, les proble`mes
lie´s aux retards, dus a` une extraction couˆteuse des infor-
mations visuelles ou a` la transmission des images pour
des syste`mes te´le´-de´porte´s, peuvent eˆtre une source non
ne´gligeable de de´stabilisation lorsque la dynamique est im-
portante (pour les engins volants par exemple). Ils devront
donc eˆtre e´tudie´s a` l’avenir.
Remerciements a` tous les “contributeurs” ayant permis
la re´alisation de ce survol.
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