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1. INTRODUCTION 
This paper is concerned with the existence and uniqueness of the solution 
of the following Stefantype problem: given the data E. @, and b. find two 
functions s = x(t) and K = U(X. t) such that 
Lu = K,, - 24, = 0 for 0 < x < s(t). 0 < t < T, (1-l) 
u(x, 0) = qqx). where @(x) > 0, for 0 < x < b, and g(b) = 0, b > 0, (1.2) 
u(s(t). 1) = 0 for 0 < f < T and s(0) = 6, (1.3) 
.Sll) 
Jo 4-G I) dx = E(t), where E(t) > 0, for 0 ( t < T, and 
E(O) = fb 4(x) dx, (1.4) 
‘0 
u,(s(t), t) = -i(t) = - f (t) for 0 < t < T. (1.5) 
where T is a fixed but arbitrary positive number and x = s(t) is a free 
boundary (for instance, a water-ice interface) which is not known in advance 
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and is to be found together with U(X, t). We will assume below that i(t) s 
(dE/dt)(t) > 0, which will imply that u(x, t) is non-negative for 0 < .Y < s(t). 
0 < t < T. It would be interesting to know whether this condition can be 
relaxed. Condition (1.4) will be referred to as the specification of energy. 
Cannon [ 11 showed that if the total energy of a certain part of a one- 
dimensional conductor is specified in advance as a function of time. the 
temperature of the conductor can be determined. Deckert and Maple 12 I. 
Kamynin 13 1, and Ionkin [4 1 have considered boundary value problems 
which include energy specification. Applications are indicated in these 
papers. In addition, the existence and unicity of the solution to ( I. I )-( 1.5) 
allow the utilization of the internal energy of the liquid phase as a control in 
the sense that a set of internal energy functions is equivalent to a set of 
boundary temperature functions. 
We define a solution as follows. 
DEFINITION. We say that U(X, t). s(t) form a solution of (1. I)-( 1.5) if 
(i) u,, and U, are continuous for 0 < .Y < s(t), 0 < t < T: 
(ii) U, is continuous for 0 <s < s(t), 0 < t < T; 
(iii) u is continuous for 0 <s < s(t), 0 < t ,< T: 
(iv) s(t) is continuously differentiable for 0 < t < T and continuous at 
t=o; 
(v) equations (l.l)-( 1.5) are satisfied. 
The main result of this paper is the following theorem. 
THEOREM 1. Let E and 4, which appear in (1.2) and (1.4), satisJ\ 
6) E E C([O, Tl) n C’((O, Tl) and there exists a constant A > 0 so 
that 0 < i(t) < A for all 0 < t < T; 
(ii) ti E C’([O, Tl) and there exists N > 0 such that g’(x)= 
(d#/dx)(x) < 0 and 0 < 4(x) < N(b - x) for all 0 < x < 6. 
Then there exists one and only one solution u(x, t), s(t) of the system 
(1. l)-( 1.5). Furthermore. the function s(t) is monotone non-decreasing in t 
and satisfies 
0 < S’(t) <A (1.6) 
for 0 <t < T, where A = max(Mb-‘, N}, where M= max{(2/b) sup,,,,<, 
E(t), s"PO,x,b~(x)\* 
The existence part of this theorem will be presented in Section 3 and 
makes use of a retarded argument idea and a weak formulation of (1.5), 
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which is derived in Section 2. In showing uniqueness, we set up a contraction 
mapping which modifies an idea used by Friedman [5]. 
2. A WEAK FORMULATION OF THE FREE BOUNDARY CONDITION (1.5) 
We set Lu = 0 and let v = +.x’ in Stoke’s theorem 
1. (VLU-uL*v)dxdf= f ((vUX-uv,)dl+uvdx~, 
-D -PD 
where L* is the adjoint of L, to obtain the identity 
JD u(x, t) dx dt = \ ((xu - fx%,) dt - +x2u dx). 
-BD 
(2.1) 
Let (s, U) be a solution of (l.l)-( 1.4). By applying (2.1) to the region D,,, = 
{(x,s)ER’; O<x<s(r), O<a<r<t-u), where O<a<T and 
20 < t < T + u, we obtain the relation 
[tpu,qT) dr = - fpu fs(r)’ u,@(r), r) dr + f”-“’ $x’u(x, t - a) dx 
“0 -0 0 
- r(U) $x’u(x, u) dx. 
‘0 
(2.2) 
If (s, U) also satisfies (1.5), then (2.2) implies, after letting u tend to zero, 
that 
s(t)3 b3 .f 
- = T + j 
6 
E(r) dr + +j.” x’@(x) dx - + \.“” x’u(x, t) dx. (2.3) 
0 0 -0 
Conversely, suppose that (s, U) satisfies (l.l)-( 1.4) and (2.3), s is monotone 
non-decreasing, and U, exists and is continuous at the boundary ,K = s(t); 
then by (2.2), after letting u tend to zero, we have 
S(f)3 b” 1 .I 
- = 7 - T 1 6 
s(r)’ u,(s(r), r) dr. 
-0 
(2.4) 
Differentiating (2.4), and noting that s(t) > b > 0, we obtain (1.5). Equations 
(l-1)-(1.4), (2.3) constitute a more general formulation of our Stefan-type 
problem than (l.l)-(1.5). 
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3. EXISTENCE OF A SOLUTION 
It is convenient to begin our discussion of existence with a collection of a 
priori estimates. For the first five lemmas we shall assume that s(t) is 
Lipschitz continuous on (0. T]. 
LEMMA 3.1. Let u be a solution of (l.l)-( 1.3) and 
u,(@ t) = g(t). O<t<T. (3.1) 
where g is bounded and continuous on (0, TI. Suppose that q (in (1.2)) is 
continuous on [O. bJ and for some N > 0 satisfies 
0 < p(x) < N(b - .u) 
for all x E [0, b I. Th en u,(s(t), I) exists for 0 < t < T and f + u,(s(t), t) is a 
bounded and continuous function on (0, TI. 
Proof. Apply Lemma 1 of 16 1 or Theorem 2.2 of 17 I on the region 
((x, I); 0 < E < x < s(t). 0 < t < T} where E > 0, if necessary. 
LEMMA 3.2. Let u be a solution of (1.1)~(1.3). (3.1) with g(f) < 0 for 
0 < f < T and let 4 satisJv condition (ii) of Theorem I: then u(s. t) >, 0 for 
0 < x < s(f). 0 < t ,< T. 
Proof. We present a proof for completeness. Let 1 > 0. Since g is 
bounded, we can extend u to a continuous function on {(x, t); 0 < x < s(f), 
0 < f < T}. Suppose that u has a negative minimum on this set; then so does 
the function N@, f) = e -.“u(x, t). Let (x,, f,) denote such a point. Clearly 
-yO # s(t,,) and I, # 0. If x,, > 0 then M)~(,Y~, to)< 0 and ~l?~Jx~, to) > 0. 
But then IL*,,(x~. I,) < M’,,(.Y,, - to) - u-,(x,, to) = J”(x,,, I,) < 0 yields a 
contradiction. If x,, = 0 and t, > 0 then M’,(O. I,) > 0; but ~1,(0. t,) = 
e m-‘ro~,(O. to) = e -.ifog(t,) < 0, another contradiction. Q.E.D. 
LEMMA 3.3. Suppose that g satisfies the conditions stated in Lemmas 3.1 
and 3.2 and that 4 satisfies condition (ii) of Theorem 1. If u is a solution of 
(l.l)-(1.3). (3.1) then ~,(.~,t)~OforallO~.u<s(t). 0 <f<T. 
Proof. Let )I‘ = 11, . Then. w, = ii’, , in D = ((s. t): 0 < s < s(t). 
0 < t < T}. ~1’ is bounded on D (the closure of D(, w(.u, 0) = Q’(S) < 0 for 
0 <?r < b, ~,(s(t). t) < 0 for 0 < t < T by Lemma 3.2 and the parabolic 
version of Hopfs Lemma 181, and ~$0, t) = g(t) < 0 for 0 < t < T. From 
these facts the results follows from an application of the maximum principle. 
Q.E.D. 
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LEMMA 3.4. Suppose that u,(x, t) < 0 for 0 < x < s(f), 0 < f < T; then 
we haue 
xu(x, t) < lx u(t, t) d< 
-0 
(3.2) 
for all 0 < x < s(f), 0 < I < T. 
Proof. Let w(x, f) = .4x, t) - .I-; u(t, t) dt; then (?w/~x)(x, L) = 
xu.&, f) < 0 for 0 < x < s(f), 0 < t < T. Hence ~(x. t) < ~(0, f) = 0 for each 
0 < x < s(t), 0 < t < T. Q.E.D. 
LEMMA 3.5. Let u be a solution of(l.1) (1.3) and (1.4); then 
Jqf) = u,(s(t), I) - u,(O. f) (3.3) 
for 0 < t < T, procided the quantities in (3.3) exist. 
Proof. Z?(f) = Ji”’ u,(x, t) d.u + s’(t) u(s(t), t) = j;‘” u&, t) do = 
u,(s(t), t) - u,(O, t). Q.E.D. 
Remark. Observation (3.3) has motivated the following retarded 
argument scheme. 
We assume from now on that E and 4 satisfy (i) and (ii), respectively, of 
Theorem 1. For each 19. 0 ( 8 ( b, we construct (s’, u”), approximations to 
(1. I)-( 1.5). by retarding the argument 
ie(t) = -u,(Se(t - e), f - 0) (3.4) 
in the free boundary condition (1.5). We approximate 4 by tie for each B 
such that 
0 < 4e(.4 < 4(-y) for 0 < .V < b, 
(be)’ (xl < 0 for 0 < .Y < b. 
4e E C'([O, bl). 
@e(x) = 0 for sE lb--&b]. 
and 
4’ converges to o uniformly on [0, bJ. 
In the first interval 0 < t < 8, set se(t) = b and define U’ to be the unique 
solution of the problem 
286 CANNON AND VAN DER HOEK 
u,,(x, 1) - u,(x, f) = 0. 0 < x < S”(f). 0 < t < 0, 
u-,(0. t) = -E(f), O<f<& 
u(x, 0) = ee(x), 0 <x < 6. 
L@(f), f) = 0. O<f<O. 
By Lemma 3.1, u,(s’(f), t) exists, is bounded, and is continuous on (0.191. 
Since i(t) > 0 for 0 < f < 19, Lemma 3.2 implies that ue(x, t) > 0 for 
0 <X < se(f), 0 < t < 19, and by Lemma 3.3, uQ(x, t) < 0 for 0 <x <s’(t), 
0 < f < 8. We now proceed inductively. Assume that (se, us) has been 
constructed for 0 < f < ~0, se is Lipschitz continuous on [0, nt9J (in fact C’ 
except possibly at the points t = kc? k = 0. 1. 2,... (n - l)), and n,(s”(t), t) is 
a bounded function which is continuous on (0, no], except possibly at the 
points of the form f = kB, k = 1, 2 ,..., n - 1. We assume also that u.y(.u. f) < 0 
for 0 ,< x < se(t), 0 < t < n0 and that 
s”(t) = b - (( uf(s’(s - @, r - 19) ds 
-e 
(3.5) 
for 0~ f < no. In the next step, n0 < t < (n + I)B. let se(t) be given by (3.5 ). 
and let ue be the unique solution of the problem 
u,,(x, t) - q(-Y, t) = 0, 0 < x < se(t). ne < t < (n + 1)s. 
u(sO(t), f  = 0, nO<t<(n+ l)& 
u,(O, t) = g”(t), nO<t,<(n+ 1)e. 
lim u(x, t) = u(x. no). 
t-ne+ 
0 < x < se(ne), 
where go(f) = -E(f) + u,(s”(t - e), t - e) < 0. Using the induction 
hypothesis, ge satisfies the assumptions of Lemmas 3.2 and 3.3 and hence ue 
has on the interval Ino, (n + l)B] the same properties that ue has on IO. ~191. 
Now define 
S@(l) 
E’(r) = ) ue(t, f) dt, O<r<T, 
.o 
and note that 
E’(0) = (.’ 4”(r) d<. 
.o 
LEMMA 3.6. 
P(f) = E(t) + P(0) -E(O) + P(t) - sO(t + 8) (3.6) 
for O,<t< T. 
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Proof. By Lemma 3.5 arguments, 
Be(t) = u;(se(t), t) - uQ(0, t) = -syt + B) + i(t) + ie(t). (3.7) 
Integrate (3.7) from 0 < u < 0 to t, and letting o tend to zero we obtain (3.6) 
after using s’(0) = se(O) = b. Q.E.D. 
LEMMA 3.1. We haoe the estimates 
(i) Ee(t)<E(t), O<t<T, 
(ii) xu’(?r, t) < E(t), 0 <x <se(t), 0 < t < T. 
Proof. Part (i) follows from Lemma 3.6, the fact that se is monotone 
increasing, and de < 4. For (ii), we observe that ue satisfies the assumptions 
of Lemma 3.4. Since ue(,, t) > 0 for 0 < x < se(f), 0 < t < T, it follows from 
(3.2) that xu’(x, t) < J’t u”(& t) d< < Jf,“” ue(s, t) d< = Ee(t) < E(t). Q.E.D. 
LEMMA 3.8. For each 0 < 0 < b we haue 
for all 0 <t < T and b/2 <x < se(t), where A is the constant gitjen in 
Theorem 1. 
Proof: By Lemma 3.7(ii) we conclude that 
uB(x, t) < ; E(f) 
for all b/2 < x < se(t). The result now follows from Lemma 2 of 16 ] when 
applied to the region ((x, t) ( b/2 < x < s(t), 0 < t < T}. Q.E.D. 
LEMMA 3.9. For each 0 < 8 < b we haoe 0 < se(t) <A for 0 < t < T, 
where A is the constant given in Theorem 1. 
Proof: By Lemma 3.8, 0 > uz(se(t), t) > -A. Q.E.D. 
Lemma 3.9 and b < se(t) < b + AT, 0 < t < T imply that (se(t) 1 forms an 
equicontinuous uniformly bounded family. By the Ascoli-Arzela theorem, 
there exists a sequence (8,) with lim,,, 19, = 0 and a Lipschitz function s(t) 
on [0, T] such that limrr+m se”(f) = s(t) uniformly on [0, Tj. We adopt the 
notation s,(t) = sen(t), E,(t) = Een(t), and u,(x, t) = uen(x, t). 
LEMMA 3.10. Ee(f) converges to E(t) uniformly on [0, T] as 8 tends to 
zero. 
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ProoJ By Lemma 3.6 
JEe - E(t)1 < IE’(O) - E(O)1 + AB < 1.’ II+‘(X) -$(x)1 d,r + .4H. 
0 
The result follows from assumptions about (9” 1. Q.E.D. 
LEMMA 3.11. For 0 < 0 < b 
uniformly in t E [0, T]. 
Proof. Apply (2.2) to (se, us) and use the arguments like those following 
(3.6). Q.E.D. 
Let (6,} be a monotonic decreasing sequence of positive numbers such 
that 6, + 0 as m + co. Since u,(x, t) + q,(x) as t + Of uniformly on IO. b 1 
and as G,(X) + 4(x) as n + &I uniformly on IO, 61, there exists a 
monotonically decreasing sequence it,,,/ with t,,, ---t 0 as m + co and a 
sequence (Nf,,} of integers such that 
Iu,(s. t) - f$(x)l < l/m, (3.8) 
whenever II > N:, . 0 < t ,< t,,, , xE IO, b]. Since s,,(t) + s(t) as IZ + cc 
uniformly on [O. 7J. there exists a sequence (Ni 1 such that 
Define 
sup Is,(t) - s(t)1 < l/m for all n > IV:,. (3.9) 
fClO.TI 
D,n = ((x. t); S, < x < s(t) - l/m. t,,, < t < T); 
then for each m> 1, D,&D,,, and IJz=, D, = {(x, t); 0 < x < s(t), 
0 < t ,< r}. We will normally consider D, for m > m,, where m, satisfies 
b- I/m>6, for all m>m,. LetN,=max(Nk,Ni}. 
LEMMA 3.12. For rt > N, 
(i) 0 < u,@(f) - l/m, t) < 2A/m. O,<t,<T. 
(ii) 0 < u,(s, f,) ,< Id(x)I + l/m, 6, < s < b, 
(iii) 0 < u,(d,. t) < 6, ‘E(t). 
ProoJ For (i). we use Lemma 3.8: 
0 < u,(s(t) - l/m, t) = u,(s,(t) - (l/m - s(t) + s,,(t)), t) 
< A( l/m + / s,(t) - s(t)l) < 2A,lm. 
(3.10) 
(3.11) 
(3.12) 
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Result (ii) follows from (3.8) and (3.9). while (iii) follows from 
Lemma 3.7(ii). Q.E.D. 
Consider the sequence (u,; n > NmO} on the set II,,,. This is a uniformly 
bounded (bound depending on m,) sequence of solutions of (1.1) in D,. By 
Theorem 15.1.2 of [8]. there exists a subsequence (u,,,,~} of this sequence 
which converges to a solution L’,,,~ of (1.1) on D,o. this convergence being 
pointwise on fi,,,, ( an uniformly convergent on compact subsets of D,,,J. d 
Hence c,,,~ will satisfy, in particular, (3.10)-(3.12). Suppose a sequence 
(u,.,} has been constructed which converges as above to a solution ~1, of 
( 1.1) on D, (m > m,) such that (3.10~(3.12) hold. We now construct 
(u n.m+, } and cl,, , . Consider (u,~, ; n > N, + , } on D,, , ; then by the same 
argument as that above, it has a subsequence (u,., + , \ which converges to a 
solution tl,,, + , of (1.1) satisfying (3.10)-(3.22). Let Urn = u,., for each 
m > tn, and define u by 
u(x, t) = L’,(X. t) if (x. f) E D,,,. 
Then U&K, t) + U(X, t) as m + co for all 0 < ?I < s(r), 0 < t < T. As u 
satisfies (3.8) and (3.10). we conclude that limr+“+ U(X, tj = 4(?c) for 
x E [O, 61 and lim,~*,,,, u(x, t) = 0 for 0 < t < T. Also, u is a solution of ( I. 1) 
on ((x t); 0 < .Y < s(t). 0 < t < T). From Lemma 3.7(ii) we have that 
xu(x, t) <E(t) for 0 <X < s’(t). 0 <t < T, for each 0 < 0 < b. By the 
Lebesgue dominated convergence theorem and Lemma 3.11, (s. U) satisfies 
(2.3). Since s(t) is Lipschitz continuous. u,(s(r), t) is continuous on (0, Tj. 
By Section 2 we see that (s, U) satisfies (1.5) also. That s satisfies (1.6) 
follows from Lemma 3.9. 
Hence, we have demonstrated the existence part of Theorem 1. Q.E.D. 
4. UNIQUENESS OF THE SOLUTION 
We first show that (l.l)-(1.5) can be reduced to an integral equation. 
Consider the Neumann function for the half plane ((x. t): .Y > 0 1. 
N(x, t. 5, r) = K(x, t, c& r) + K(-x, f. t. r), 
where 
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If u is a solution of (l.l)-( 1.3), we conclude, as in Eq. (2.5) of (9 I. that 
U(X, l) = l.‘N(X, I, S(r). 5) u,(s(~). r) ds - 1.’ N(x, t. 0, r) u,(O, r) dr 
.o .o 
t 1.’ W, t. 6 0) q(t) d& 
-0 
(4.1) 
Set o(t) = u,(s(t). t). If in addition u satisfies (1.4), we have from Lemma 3.5 
that k(t) = u(t) - u,(O, t). We then conclude, as in Section 4 of [5 1, that if u 
is a solution of (l.l)-(1.5), 
I’ = 2 I” N,(s(t), t, s(r). r) c(r) dr 
-0 
+ 2 ) ‘N.,(s(t). t. 0. r)(Z?(r) - c(r)) dr 
-0 
+ 2 1” W(t), t, 6 0) 4’(t) dr 
-0 
(4.2) 
and 
s(t) = b - )‘r u(r) dr, 
.o 
(4.3) 
where G(x, t, r, r) = K(x, t, <, r) - K(-x, I. r, r). For u > 0, let 
and for LJ E X,, let FL’ denote the expression appearing on the right-hand side 
of (4.2). 
LEMMA 4.1. Ler c,, ZJ? E X0 with I/c, )I, IIzyz 11 < A4. Suppose that u 
satisfies the inequalities 
2A4u < b, a< 1. M2a < 1. 
Then, there exists a constant C which depends only* on M, 
sup(@t); t E (0, a]}, sup{ I$‘(x)l, x E 10, b]}, and b so that 
II FL), - FL’?II ,< Co”’ /IL’, - ~‘211. (4.4) 
Proof. This can be shown by modifying arguments given in Section 5.2 
of [5]. Q.E.D. 
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COROLLARY 4. Under the assumptions of Theorem 1, there is only one 
solution (s, u) of (l.l)-( 1.5). 
Proof: Suppose to the contrary that there are two solutions (s, , u,) and 
(sz, u2) with s,(O) = s,(O) = b. Let c,(t) = --S’,(t) and tlz(t) = -s’*(t) and let 
t* = infit; s,(5) = s?(r) for 0 < 5 < t). 
Then s,(t*) = sz(t*). We will assume that O<t* CT. Let 
M= max(II L’,II, 11 L’~II\ where IIuill = sup(lci(t)l; t E (0, r]}, i= [ 1, 21. Replace 
sup{l4’(-~)l; x E 10, bl t in the constant in (4.4) by sup{ Iu.Jx, t*)I; 
xE [0, s(t*)] 1 < co and choose 0 in Lemma 4.1 so that t* + u < T and 
(3”’ < 1. It follows from (4.4) and the fact that t’, and ~1~ are fixed points of 
F that a,(t) = r12(t) for t* < t < t* + u, contradicting the definition oft*. 
Q.E.D. 
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