We analyze seven NICER and NuSTAR epochs of the black hole X-ray binary GX 339-4 in the lowhard state during its two most recent hard-only outbursts in 2017 and 2019. These observations cover the 0.1 − 300 keV unabsorbed luminosities from 0.9% − 5.7% of the Eddington limit. With NICER's negligible pile-up, high count rate and unprecedented time resolution, we can perform simultaneous spectral modeling and timing analysis on the same observations. Implementing a standard reflection model including thermal disk, continuum emission, and both relativistic and distant reflections using the relxillCp and xillverCp flavor, we perform a simultaneous fit for all observations. During the rise in 2017, we see clear evidence that as the inner radius of the accretion disk moves inwards (> 49 to < 2R g ), the unscattered flux contribution from the thermal disk component increases along with the disk temperature, the disk becomes more ionized, and the reflection fraction also increases. We see a hint of hysteresis effect at ∼ 0.8% of Eddington: while mild truncation (∼ 5R g ) is found in the decay, the inner radius is significantly more truncated in the rise (> 49R g ). In our 4 epochs reaching L > 4%L Edd , the truncation level is small with R in ≤ 10R g . At higher frequencies (2 − 7 Hz) in the highest luminosity epoch, a soft lag is present, whose energy dependence reveals a thermal reverberation lag, with an amplitude similar to previous finding for this source. We also discuss the plausibility of the hysteresis effect and the controversy of disk truncation from spectral and timing analysis.
INTRODUCTION
Black hole astrophysics can be regarded as a fundamental tool in providing information about the accretion and ejection physics in the strongest gravity regime in the Universe. The standard picture for an accreting black hole system involves an accretion disk that emits as a multi-temperature blackbody (on the order of 100 eV), and a hot (on the order of 100 keV) plasma called an X-ray "corona" whose nature is still not clear (Done et al. 2007) . Inverse Compton scattering of the thermal photons from the accretion disk off free elec-trons in the corona generates a Comptonization component, usually modeled by a power-law spectrum with high energy cut-off. A fraction of the Comptonized photons may shine back onto the disk. The interaction of these photons with the material in the accretion disk, including Compton scattering, photoelectric absorption followed by fluorescent line emission or Auger de-excitation, produces a reflection spectrum (García et al. 2014; Bambi 2017) . If the reflection happens very close to the black hole, then the local spectrum is expected to be smeared by relativistic effects (Fabian et al. 1989) . For this reason, X-ray reflection spectroscopy provides a powerful diagnostic tool for investigating the dynamics and geometry of the accretion disk. The modeling of reflection features is being used to measure estimate the spin, inclination angle, ionization in a variety of black hole systems (see Reynolds 2013 for a review).
The brightest outburst of black hole binaries (BHBs) can be described by a hysteresis pattern in the hardnessintensity diagram (HID, Fender et al. 2004 , see the grey circles in Fig. 1 (lower ) ). The majority of BHBs spend most of the time in the quiescent state when the accretion rate onto the black hole is low and the X-ray emission is weak, often undetected. The X-ray emission is dominated by the Comptonization component in the low-hard state, while the luminosity increases until it starts its transition to the high-soft state where the thermal disk component dominates. The luminosity gradually drops and the source makes the transition back to the low-hard state, and then to quiescence (Remillard & McClintock 2006) . Sometimes, the outbursts are hard-only when the BHB stays in the low-hard state and the transition to the high-soft state does not take place (Tetarenko et al. 2016) .
It is of central importance to determine the evolution of physical properties in the accretion disk and the corona, because it could provide us with insights into the accretion process, the nature of the corona and jet, and the mechanisms governing state transitions.
GX 339-4 is a low-mass X-ray binary (LMXRB) that goes into outburst cycles typically every 2-3 years (Tetarenko et al. 2016) . A near-infrared study in Heida et al. (2017) has constrained the mass of the black hole to 2.3M < M BH < 9.5M ; the distance to GX 339-4 is difficult to be accurately measured, and only a lower limit of ∼ 5 kpc can be derived. In Wang-Ji et al. (2018) , we analyzed the X-ray spectra of this source during the 2013 and 2015 outbursts with Nuclear Spectroscopic Telescope Array (NuSTAR, Harrison et al. 2013 ) and the Neil Geherls Swift Observatory (Swift). In this paper, we present new analysis results on the 2017 and 2019 outbursts with NuSTAR and Neutron Star Interior Composition Interior Explorer (NICER, Gendreau et al. 2016) . These two recent outbursts are hard-only outbursts because GX 339-4 did not make the transition from the low-hard state to the high-soft state as it does during the brightest outburst. García et al. (2019) recently analyzed the 2017 outburst using NuSTAR and complementary Swift data. Their bestperforming spectral models suggest that an approximation of the corona by two lamppost illuminators offered a better description of the reflection and continuum data than the usually-adopted lamppost plus distant neutral reflection.
With reflection spectroscopy focusing on the timeintegrated energy spectra, Fourier timing techniques have been developed more recently, which could quantify the multi-timescale variability and the corresponding time delays between energy bands. The reverberation signal is the time lag introduced by light-travel time differences between observed variations in the direct power-law and the corresponding changes in the reflection spectrum. The first significant reverberation lag was detected in the AGN 1H 0707-495 (Fabian et al. 2009 ), with soft-excess emission lagging the continuumdominated band above 7 × 10 −4 Hz (equivalent to timescales shorter than 30 min). Later, other reverberation signatures, lags at the iron K emission line at ∼ 6.4 keV, were revealed by lag-energy spectra (Zoghbi et al. 2012; Kara et al. 2016) , which follow self-consistently the reflection picture. For BHBs, the detection of reverberation lags is more difficult because the number of received photons per light-travel time (determined by R g = GM BH /c 2 , which is different by a factor of 10 5 or more) is much smaller. Disk thermal reverberation lags were first detected for GX 339-4 (Uttley et al. 2011; De Marco et al. 2015) , and later also in H1743-322 (De Marco & Ponti 2016 .
High frequency soft lags have been interpreted as due to reverberation. However, directly converting the amplitude of the time delays to a light travel distance has led to suggestions that the disk is highly truncated in the luminous hard state (De Marco et al. 2015) , whereas Xray reflection spectroscopy suggests much smaller truncation of < 10R g (e.g. García et al. 2015) . This highlights the truncation controversy in the low-hard state. Therefore, with NICER's superior time resolution and no pile-up, we want to measure the reverberation lag, and compare to energy spectral fitting and the lag measured with XMM-Newton data (De Marco et al. 2015 , 2017 .
Besides reverberation signatures, it has long been known that there are fairly ubiquitous hard lags at low temporal frequencies (below ∼ 300M /M Hz), both in AGN (Papadakis et al. 2001; McHardy et al. 2004; Arévalo & Uttley 2006; McHardy et al. 2007 ) and BHBs (Van der Klis et al. 1987; Miyamoto & Kitamoto 1989; Vaughan et al. 1994; Nowak et al. 1999) . The large amplitudes of these hard lags are difficult to explain with models invoking light-travel time delays, including Compton upscattering of photons in an extended corona (Nowak et al. 1999) , or the reverberation delay of reflection from a disk (Cassatella et al. 2012 ). Indeed, light-travel times from disk to corona should not be much larger than the observed reverberation lags at higher frequencies, but they are in fact orders of magnitudes shorter. Therefore, a non-reverberation explanation is needed, which is also consistent with the fact that the corresponding lag-energy spectra only display a featureless energy dependence, without any reflection features. The most promising interpretation at present is propagating mass accretion rate fluctuation first proposed in Lyubarskii (1997) .
In this work, we use NICER data instead of Swift for soft X-ray coverage, with superior time coverage of ∼ 40 ks, much larger effective area, and better time resolution; more epochs are covered during the latest two outbursts in 2017 and 2019. We are mostly interested in the spectral evolution of the system, and the time lag behaviours. This paper is organized as follows. Section 2 describes the observations and data reduction, Section 3 provides the details of energy spectral fitting. We present the time lag analysis with NICER data in Section 4, discussion in Section 5, and summarize the results in Section 6.
OBSERVATIONS AND DATA REDUCTION
GX 339-4 entered an outburst in September 2017 after an optical brightening (Russell et al. 2017a) . Then, multi-wavelength observations were triggered, showing a flux rise in both radio (Russell et al. 2017b ) and X-ray (Gandhi et al. 2017) . NICER monitored GX 339-4 on a 1-2 days cadence from 2017 September 29 to October 23, and 2018 January 23 to February 26, with the gap caused by solar angle constraints. In 2019, NICER made observations from Jan 22 to Feb 2, catching the peak of another hard-only outburst (see Epoch 7 in Fig.1 ). The relevant ObsIDs are 1133010101 through 1133010147.
We adopt the same 2017 NuSTAR dataset including 4 observations (ObsIDs 80302304002 through 80302304007) as in García et al. (2019) , in which simultaneous Swift observations are used to cover the soft energy band. As for the 2019 outburst, NuSTAR made two Target of Opportunity observations. Only the latter one on January 5 2019 is used (ObsID 90401369004) because of the short exposure time of the other (< 1 ks).
NICER was launched and installed on the International Space Station (ISS) in 2017 June. The NICER X-ray Timing Instrument (XTI) is composed of 52 operating co-aligned optical modules, each paired with a silicon drift detector which is sensitive to collect X-ray photons in 0.2-12 keV. It has a large effective collecting area of 1900 cm 2 at 1.5 keV providing excellent sensitivity, an energy resolution of ∼ 100 eV, and is essentially free from pile-up. Its time resolution is ∼ 100 ns, with very little deadtime. These features have made NICER XTI an ideal and unprecedented instrument for spectraltiming analysis.
The NICER data are processed with NICER data-analysis software (NICERDAS) version 2017-09-06 V002 and CALDB version 20170814. We use the standard filtering criteria: the pointing offset is less than 54", the pointing direction is more than 40 • away from the bright Earth limb, more than 30 • away from the dark Earth limb, and outside the South Atlantic Anomaly (SAA). In addition, we select events that are not flagged as "overshoot" or "undershoot" resets (EVENT FLAGS=bxxxx00), or forced triggers (EVENT FLAGS=bx1x000). A "trumpet" filter is also applied to filter out known background events (Bogdanov 2019). We select NICER observations with at least one good time interval (GTI) longer than 60 s, and extracted individual spectra for each GTI. The cleaned events are barycenter corrected using the FTOOL barycorr. Our data sets were comprised of observations taken during observatory day and night times. The daytime data gains were corrected for optical loading due to a light leak on the instrument. Calibration uncertainties from these were reduced by correcting the spectra using residuals of a power-law fit to the Crab Nebula, a method referred to as "Crab Correction" (Ludlam et al. 2018) . The background spectra are obtained using NICER Background Model 3C50 RGv5 (Remillard et al. in prep) . To boost signal-to-noise ratios, we combine close-in-time individual spectra with similar hardness ratios ([4-12]/[2-4] keV) and count rates (see Table 1). The spectra are then binned with a minimum count of 1 per channel, and the oversampling factor is 3. The fitted energy range is 0.4-10 keV because the spectra become background-dominated above 10 keV. For the purpose of timing analysis, the light curve segment length is 10 s with 0.001 s bins, which covers frequencies from 0.1 to 500 Hz.
NuSTAR data are reduced using the Data Analysis Software (NUSTARDAS) 1.8.0 and CALDB v20170817. Source spectra are extracted from 60" circular extraction regions centered on the source position, and background spectra from 100" off-source circular regions. The NuSTAR data taken during 2019 (ObsID 90401369004) is in observation mode 06, so a specific NUSTARDAS software module "nusplitsc" is used to generate event files for different combinations of the three star tracker camera units. The source is extracted from 120" circular regions, background from 100" offsource circular regions. The spectra are then generated by the standard "nuproducts" task, and combined using the FTOOL "addspec". The FPMA/B spectra are binned with a minimum signal-to-noise of 5 per bin, and the oversampling factor was 3. The fitted energy range is 3-79 keV.
With the availability of data, we choose 7 epochs in total to cover the two hard-only outbursts (see Fig. 1 and Tab. 1). Epochs 1-4 were taken during the rising phase of the 2017 outburst, reaching a maximal 0.1 − 300 keV unabsorbed luminosity of 5.7% L Edd , while Epoch 5 was in the decay phase, with a luminosity similar to Epoch 1. Epochs 6 and 7 were both in the rising phase of the 2019 outburst, and the peak luminosity (4.2% L Edd ) is slightly lower than the peak in 2017.
All the uncertainties quoted in this paper are for a 90% confidence range, unless otherwise stated. All spectral fitting is done with XSPEC 12.10.1f (Arnaud 1996) . In all of the fits, we use the wilm set of abundances (Wilms et al. 2000) , and vern photoelectric cross sections (Verner et al. 1996) . The fitting statistics is PGstatistics, for Poisson data with a Gaussian background. The NICER hardness-intensity diagram (HID) where the hardness ratio is defined as the count ratio of the hard band (4-12 keV) and the soft band (2-4 keV). The grey circles are simulated to represent a conversion of RXTE data from a bright outburst to NICER .
SPECTRAL FITTING

Towards the final model
In order to assess the reflection features, we first fit the 15 spectra simultaneously with an absorbed power-law model (Tbabs*crabcorr*powerlaw in XSPEC language). The cross-calibration between NICER and NuSTAR is carried out by the model crabcorr (Steiner et al. 2010) , which could multiply each model spectrum by a powerlaw, applying corrections to both the slope of power-law via the parameter ∆Γ, and normalization. In this way, the responses of different detectors are cross-calibrated to return the same normalizations and power-law slopes for the Crab. The column density N H is tied, while photon-index Γ is free to vary between epochs. The resulting data-to-model ratios are shown in Fig. 2 , where the iron line complex is prominent in all epochs, and the Compton hump can also be seen. This fit gives a Galactic density of N H ∼ 5.8 × 10 21 cm −2 .
Next, we perform a simultaneous fit to all 7 epochs using the relativistic reflection model relxillCp.
In XSPEC language, the model is crabcorr*Tbabs*relxillCp.
The reflection model relxillCp includes both the original continuum emission from the "corona" (described by nthcomp with the seed photons originating from the disk) and the reprocessed emission from the disk. The spin a * has been measured to be high for GX 339-4 (e.g., > 0.97 in Ludlam et al. 2015, and 0.95 +0.02 −0.08 in Parker et al. 2016 ). Therefore, the spin parameter is artificially fixed at the maximal value of 0.998 to allow the inner disk radius to fit to any physically allowed value. We find that the electron temperatures in the corona (kT e ) can only be constrained to have lower limits, i.e., pegged at the maximal value, so we fix kT e = 400 keV in the subsequent fittings; we also confirm that allowing kT e to vary does not improve the fit (∆PG-stat < 1), and other parameter values stay the same. With regard to the emissivity profile, we choose the canonical profile of ∝ r −3 (emissivity index q = 3), and we explore these effects in Section 3.4. This fit results in PG-statistics/d.o.f.=7702/5827=1.32.
However, similar to earlier works on GX 339-4 (García et al. 2015; Wang-Ji et al. 2018; Jiang et al. 2019) , we find that a single component of relativistic reflection could not fully describe the iron line region (see the upper panel in Fig. 3 showing the zoom-in residuals around the iron line of NICER data in Epoch 7 as an example), and that an extra distant reflector modeled by xillverCp could solve this problem. Within xillverCp, parameters describing the properties of the corona (photon index Γ, electron temperature kT e ) and the system (inclination i, Fe abundance A Fe ) are tied to those in relxillCp. Also, the reflector is assumed to be close to neutral, i.e., log ξ (erg·cm·s −1 ) = 0. We find that if log ξ is free to vary, PG-stat reduces by 11 with 7 fewer parameters, which is not significant; the constraints on log ξ are loose, and the other parameter values are not affected. These setups only add one extra free parameter per epoch, namely the normalization of xillverCp. With this model (crabcorr*Tbabs*(relxillCp+xillverCp)), the PGstatistics reduces by 368 with 7 fewer d.o.f., and the residuals around the iron line are largely diminished as expected.
As shown in Fig. 2 (upper ) , strong features at soft energies (< 3 keV) are still present.
A straightforward explanation is a thermal disk component, so we try the model of crabcorr*Tbabs*(diskbb+relxillCp+xillverCp). Since the disk component is not visible in NuSTAR's energy range, the the disk component in Epochs 4 and 6 which consist of NuSTAR data alone are tied to those in Epochs 3 and 7 respectively. For the other 5 epochs, disk temperatures in Epoch 1 and 5 with the lowest luminosities (∼ 0.8% L Edd ) are pegged at the lowest value allowed, so we fix the disk temperature at a reasonably low value of 50 eV in these two epochs, and only let the normalizations free, to obtain a putative estimate of the unscattered flux from the disk component, i.e., disk photons which are not scattered when passing through the corona; while in Epoch 2, 3, and 7 with luminosities above 1% L Edd , the disk temperature is determined to be 100 − 200 eV based on NICER data. This model further reduces PG-statistics by 390 with 8 extra free parameters, resulting in PG-statistics/d.o.f.=6944/5812=1.19.
Although the model now provides an acceptable fit, we notice that there are still some large residuals at soft energies (see Fig. 3 ). The most noticeable features include edge-like shapes near ∼ 0.5 keV and ∼ 2.2 keV, and Gaussian-like emission around 1.8 keV. All these specific energies have corresponding features in NICER's effective area versus energy, where 0.5, 1.8, and 2.2 keV features correspond to oxygen, silicon, and gold features, respectively. Therefore, we have reason to believe that these remaining features come from NICER's calibration systematics. Therefore, the final model we adopt can be expressed as follows crabcorr*Tbabs*(diskbb+relxillCp+xillverCp +gaussian)*edge*edge
where the gaussian and the two edge components are phenomenological models to account for residual calibration features. In each model, the energy is tied through the 5 epochs containing NICER data, while the other quantities (σ and norm in gaussian, τ max in edge) can vary. This allows for potential attitude dependent variations, which are not accounted for in the current response functions. In comparison with the fit without calibration models, the PG-stat/d.o.f. becomes 6420/5789=1.11, decreasing by 524 with 23 fewer d.o.f. We also emphasize that the parameters coming out of the reflection modeling are not changed when accounting for the calibration features. The residuals of NICER data in Epoch 7 for these two fits are shown in Fig. 3 (lower ) , where the best-fitted energies in calibration models are also plotted with vertical dashed lines. The data-to-model ratios for all the epochs, and the model components are shown in the upper and lower portions of Fig. 4 . The best-fit parameters are presented in Table 2 .
Global parameters
In this simultaneous fit with ∼ 5.2 million counts, the column density (in units of 10 21 cm −2 ) is constrained to be N H = 6.41 +0.08 −0.09 , which is consistent with previous X-ray reflection spectroscopy results including, e.g., the value determined by Suzaku (∼ 6.8 in Tomsick et al. 2009 , 4.7 − 6.7 in Petrucci et al. 2014 , XMM-Newton (∼ 7.0 in Basak & Zdziarski 2016) , and Swift (4.1 − 6.9, Wang-Ji et al. 2018). From optical reddening, N H is 6.0 ± 0.6 (Zdziarski et al. 1998 ), also consistent with our result.
We find that the inclination angle is Wang-Ji et al. (2018) , and slightly smaller than ∼ 48 • in García et al. (2015) . Previous reflection spectroscopy studies have constrained the inclination to i = 30 − 60 • , with the exact value being model-dependent (García et al. 2015; Steiner et al. 2017) . Also, our result is in agreement with the inclination found with Suzaku data (36 ± 4 • , Ludlam et al. 2015) . In addition, the latest ellipsoidal light curve in the NIR band has shown that the binary inclination is 37 • < i < 78 • (Heida et al. 2017) , whose lower limit is close to our result here. The inclination obtained with reflection spectroscopy is for the inner accretion disk, and could possibly be different from the binary inclination.
Another global parameter in our simultaneous fit is the iron abundance, found to be A Fe = 4.08 +0.15 −0.22 in solar unit. This is still super-solar, and as shown in Wang-Ji et al. (2018) , we confirm that this preference comes from a significant reduction of residuals at high energies seen by NuSTAR. A fixed solar iron abundance (A Fe = 1) would increase PG-stat by 276. We note that the super-solar iron abundance problem could be potentially solved by adopting the high-density reflection model, as explored in Tomsick et al. (2018) and Jiang et al. (2019) . Especially, Jiang et al. (2019) analyzed the same dataset as in Wang-Ji et al. (2018), and obtained a close-to-solar iron abundance of 1.50 +0.12 −0.04 A Fe, and a high density in the disk surface of log(n e /cm −3 ) = 18.93 +0.12 −0.16 ; while the density is fixed at log(n e /cm −3 ) = 15 in the reflection model adopted in this work.
Evolution of disk properties
In addition to these values of global parameters, we see clear evolution in the properties of the disk (see Fig. 5 ). First, we examine its evolution during the rise in 2017 (Epoch 1-4) , when the luminosity increases from 0.9% to 5.7% L Edd .
• The inner radius of the disk only has a lower limit in Epoch 1 (> 40 innermost stable circular orbit radius, R ISCO afterwards) and Epoch 2 (> 28R ISCO ), suggesting a large truncation of the disk, while in Epoch 3 and 4 with luminosities ≥ 5%L Edd , R in < 2 R ISCO . This trend is in line with the commonly agreed picture that the inner disk moves inwards as the luminosity increases (Esin et al. 1997; Meyer-Hofmeister et al. 2005; Kylafis & Belloni 2015; Marcel et al. 2019 ).
• The unabsorbed and unscattered flux from the disk component calculated using the model cflux in XSPEC increases from < 5.5 × 10 −13 ergs/cm 2 /s to ∼ 8.7×10 −11 ergs/cm 2 /s, by more than 2 orders of magnitude. In the meantime, the disk temperature is fixed at 50 eV in Epoch 1, and becomes ∼ 100 eV and ∼ 200 eV in Epoch 2 and 3 respectively.
• The ionization parameter increases from log ξ (erg·cm·s −1 ) = 2.7 to 3.8.
• The reflection fraction R f which is defined as corona's intensity emitted towards the disk compared to escaping to infinity (Dauser et al. 2016 ) also increases from Epoch 1 (0.02) to 3 (0.13). This could be explained by a decreasing inner radius of the disk. In Epoch 4, the R f is 0.079 +0.050 −0.009 ; while the best-fit value is not as large as in Epoch 3, its 90% confidence upper limit is 0.13, consistent with R f in Epoch 3.
Because of a larger effective area and longer exposure times, the NICER spectra have much better signalto-noise ratios than Swift (which were used in Wang-Ji et al. 2018 and where disk evolution was difficult to determine), we are now able to obtain reasonable and self-consistent evolution which are all predicted as the accretion disk's inner radius moves inwards.
Moreover, it is also worthwhile to compare results in Epoch 1 and 5, since as mentioned earlier, the determined luminosities are similar, and both epochs have NICER and NuSTAR data for a broader energy coverage, while taken during the rise and decay in the 2017 hard-only outburst. With the disk temperature fixed at 50 eV, the flux from the disk component during each epoch have a similar putative limit. The ionization has only an upper limit, log ξ (erg·cm·s −1 ) < 2.55. Also, the spectrum is slightly softer in the decay, with Γ ∼ 1.64 compared to ∼ 1.56. This could be attributed to a difference in the optical depth in the corona. The most interesting difference is that during the decay, R in = 4.0 +6.1 −0.7 R ISCO , while during the rise, the disk is largely truncated (R in > 40R ISCO ). This difference naturally accounts for a reflection fraction ∼4 times larger in Epoch 5 than in Epoch 1. The different level of disk truncation suggests a hysteresis effect during the rise and decay. It is worth noticing that if the inner radius in Epochs 1 and 5 are tied together, the PG-stat increases by 8, and R in > 36R ISCO . The confidence contours of R in,1 and R in,5 in the simultaneous fit suggest that they differ at the 2-σ level. While alone this is not statistically significant, we are encouraged by the simultaneous change in ionization and reflection fraction, all consistent with the hysteresis picture. If the hysteresis effect is real, then the lack of a strong thermal component in Epoch 5 when the disk is only slightly truncated could be due to a low mass accretion rate.
In the 2019 hard-only outburst (Epoch 6 and 7 covered by NuSTAR and NICER respectively), GX 339-4 has reached a lower peak luminosity (4.2% compared to 5.7% L Edd ). The inner disk radius is ∼ 3R ISCO , larger than in 2017. Meanwhile, the disk temperature (∼ 180 eV), and unscattered flux from the disk component (∼ 3×10 −11 cm −3 ), are both slightly lower; the disk is less ionized, and the reflection fraction is also lower. Otherwise, we observe no significant differences between the 2017 and 2019 hard-only outbursts, considering the peak luminosity difference.
Other emissivity profiles
For the spectral fitting, we also tried other emissivity profiles, including free emissivity indices and lamppost geometry. With emissivity indices free to vary, the PGstat decreases by 34 with 7 fewer d.o.f., which is not a significant improvement. We can only constrain q to have upper or lower limits, except for Epoch 7 where q = 4.1 +1.2 −0.8 ; the iron abundance becomes even larger A Fe = 6.3 ± 0.7, and inclination is 42.6 +1.2 −1.7 degrees. The most notable change is that the ionization parameter is less well constrained. The inner radius is unconstrained in Epoch 1, slightly larger in Epoch 3 and 4 (∼ 3R ISCO compared to ≤ 2R ISCO ), decreases to < 1.6R ISCO in Epoch 6 (< 7.9R ISCO in the q = 3 fit), and matches the q = 3 fit in the other 3 epochs.
With a lamppost geometry modeled by relxilllpCp, 
Notes.
Errors are at 90% confidence level and statistical only. The flux of the disk component is calculated using cflux in XSPEC. For the silicon line modeled by Gaussian, the width is set to have an upper limit of 0.1 keV, and it is pegged at that upper limit in all epochs except for Epoch 7.
PG-stat is larger than the q = 3 fit by 76 with the same number of d.o.f. The iron abundance drops slightly from ∼ 4 to ∼ 3, and also the inclination (∼ 38 to ∼ 32 degrees). We confirm the same trend in evolution with luminosity the disk component and ionization. The predicted reflection fraction under the lamppost geometry also evolves with luminosity, and is shifted to larger values (e.g., ∼ 1.2 compared to ∼ 0.13 in Epoch 3), which could help relax the requirement for the high coronal luminosity. Contour plots suggest that the lamppost height h is highly degenerate with the inner radius of the disk, so we are not able to determine these parameters independently from our data.
TIME LAG ANALYSIS WITH NICER DATA
As introduced in Section 1, NICER is also a great instrument to conduct timing analysis, so we also explore the NICER data from a timing perspective. The epoch indexing is the same as in the spectral analysis, but here we only consider epochs with NICER coverage, namely Epochs 1, 2, 3, 5 and 7.
In the 0.3 − 10 keV Poisson noise-subtracted powerdensity spectra, no quasi-periodic oscillations (QPOs) are detected. This is as expected because a systematic QPO search (Motta et al. 2011) for GX 339-4 found no QPO in the low-luminosity hard state. We notice that for Epochs 1 and 5 where the luminosity is lowest, Poisson noise becomes dominant above ∼ 0.5 Hz, meaning that the signal-to-noise ratio is too low to extract any convincing results. In Epochs 2, 3, and 7, on the other hand, Poisson noise can be safely ignored at frequencies below 10, 30, and 20 Hz respectively.
Following standard Fourier timing techniques (Uttley et al. 2014) , we then calculate the cross-spectrum in each epoch, between 0.5−1 keV and 1−10 keV energy bands, to obtain the hard-to-soft lag spectra as a function of frequency. Using a standard logarithmic frequency rebinning with a factor of 0.4, the lag-frequency spectra in the Epochs 2, 3, and 7 are shown in Fig. 6 , where we use the convention that a positive lag indicates a hard lag, meaning that the hard photons lag behind the soft pho- Table 2. tons. In all 3 epochs where Poisson noise can be safely ignored at frequencies below 10 Hz, a low-frequency hard lag is present, with its amplitude decreasing with frequency. This low-frequency hard lag can be fitted with a phenomenological power-law model (Nowak et al. 1999) , and the indices are, in order of increasing luminosity: −0.6 +0.3 −0.2 (Epoch 2), −1.5 +0.1 −0.2 (Epoch 3), and −0.9 ± 0.1 (Epoch 7), suggesting that the low-frequency hard lag decreases with frequency faster when the luminosity is higher. The same trend was also found in a previous time lag analysis work on GX 339-4 using XMM-Newton data (De Marco et al. 2015) . At high frequencies in Epoch 3 (2 − 7 Hz) and 7 (4 − 8 Hz), we observe hints of soft lags that could be due to reverberation with millisecond amplitudes.
The energy-resolved lag spectra are obtained by calculating the cross-spectrum between each energy bin and a reference band (chosen to be 0.5 − 10 keV), following standard techniques in Uttley et al. 2014 . From the low-frequency (0.1 − 0.5 Hz) lag-energy spectra in the 3 epochs where hard lags are confidently found, we see lags with large uncertainties in Epoch 2 limited by the low signal-to-noise; whereas in Epoch 3 and 7, we find a log-linear dependence of lag on energy, but no clear difference between the epochs can be determined, considering the statistical errors.
At high frequencies where we see the potential soft lags, we can use the lag-energy spectra to explore the reverberation picture. Fig. 7 (lower ) shows the highfrequency lag-energy spectra in Epoch 3 (2 − 7 Hz) and Epoch 7 (4 − 8 Hz). In Epoch 3, we see tentative hints of a thermal reverberation lag below 1 keV.
Since the uncertainties are quite large, it remains necessary to test the significance of the reverberation lag. If we fit the lag-energy spectrum with a power-law model with Γ = 0 (fixed), assuming that the hard lag due to propagating fluctuations can be safely ignored at these high frequencies, then the excess at 6.4 keV can be interpreted as an iron K lag. However, considering the large amplitude and uncertainty of the lag, we take the conservative approach and use a power-law model with a free Γ as the null hypothesis (Γ = 1.0 ± 0.4 and χ 2 /d.o.f. = 19.6/18 = 1.1). Under this null hypothesis, the iron K lag is no longer significant (< 1σ using F-test), i.e., a non-detection.
For the thermal reverberation lag, it could be modeled with a diskbb if it results from re-thermalizing of the disk, and/or a laor model if from smeared iron L line. With our data, we can not distinguish these two cases, but in either case, the significance of the thermal reverberation lag is above 2.5σ using F-test. For consistency with the previous time lag analysis for the 2015 outburst with XMM-Newton data (De Marco et al. 2015) , we estimate the thermal reverberation lag amplitude to be the maximum intensity of residuals above the extrapolation of the power-law model. The thermal reverberation lag found in this way is 9 ± 3 ms, which is consistent with the result therein. For instance, their highest luminosity observation has a slightly lower luminosity than in Epoch 3 (3.4% compared to 5% in Eddington units), and the thermal reverberation lag is 8 ± 3 ms. However, we stress that there are known complicating issues (dilution effects, propagating fluctuations) when direct conversion is made from the thermal reverberation lag amplitude to light travel distance (see Section 5 for a discussion).
Epoch 7 reaches a luminosity slightly lower than Epoch 3 (4.2% versus 5%L Edd ), but its total number of counts in NICER is larger (2.5 million versus 1.2 million) because of exposure time difference. Therefore we might statistically expect a soft X-ray lag in this epoch as well. However, as shown in the lag-energy spectrum of Epoch 7 (Fig. 7 (lower ) ), there is no reverberation 1 2 4 8 0.005 0.000 0.005 0.010 Figure 6 . The lag-frequency spectra in the 3 epochs with NICER data. Poisson noise dominants above 10 Hz. The shaded frequency range in blue (0.1−0.5 Hz) is used to generate the low-frequency lag-energy spectra, resulting in a log-linear dependence of lag on energy in Epoch 3 and 7. The shaded frequency ranges in the inserted zoomed-in lag-frequency spectra in red are where potential candidates of a soft lag from reverberation are present. Those frequency ranges are used to generate the high-frequency lag-energy spectra in Fig. 7. signature. This may be a consequence of the fact that the reflected photons represent a much smaller fraction of the X-ray emission in Epoch 7 than in Epoch 3 (see upper panel of Figure 7 where the flux ratio of the reflection and continuum components are shown). They are different by a factor of 4 both below 1 keV where thermal reverberation could be seen and at around 6.4 keV where iron K reverberation could be present. A small fraction of reflected photons would lead to a larger dilution of reverberation lag, making it more difficult to observe. Also note that the ratio of flux from the reflection component to the continuum is related to -but distinct from -the reflection fraction R f in Table 2 and Fig. 5 , which is defined as the ratio of coronal intensity that illuminates the disk and reaches the observer at infinity.
DISCUSSION
With our new measurements of R in , we can extend the reported results on the evolution of R in with luminosity in the low-hard state (e.g., García et al. 2015; Wang-Ji et al. 2018; García et al. 2019) . The new result derived from NuSTAR and NICER, both free from pile-up, agrees with the picture that the inner radius moves inwards as the luminosity increases in the low-hard state: in our 4 epochs with L > 4%L Edd , R in ≤ 10R g , indicating that any truncation from the ISCO must be quite minor. At lower luminosities, as we mentioned in Section 3.3, the disk appears closer in during the decay in comparison to the rise, suggesting a hysteresis effect. This idea is also supported by Wang-Ji et al. (2018) , where we found that R in was smaller in 2015 (decay) than in 2013 (rise) in the shared luminosity range (see the left panel in Fig. 8 ).
We stress that even though the reflection spectra, especially the iron line shapes, are notably different in Epochs 1 and 5 during the rise and decay (see Fig. 2 (Latter & Papaloizou 2012) . More spectral-timing analysis for data with similar luminosity during the rise and decay is needed to further explore the hysteresis effect. The paradigm where there is only a small level of disk truncation above ∼ 4%L Edd is challenged by two categories of observational evidence. The first comes from reflection spectroscopy with XMM-Newton data, especially in timing mode (Plant et al. 2015; Kolehmainen et al. 2013; Basak & Zdziarski 2016) . The other employs a conversion from reverberation lag amplitude to light travel time delay as a difference between the corona and the inner disk radius where reflection originates from (De Marco et al. 2015 , 2017 .
We can use our constraints on the amplitudes of thermal and iron K reverberation lags as an example to illustrate how such a controversy between spectral and timing takes place (see Fig. 8 ). Assuming a black hole mass of 6M and a small inclination angle ∼ 30 degrees, a reverberation lag amplitude of 1 ms corresponds to a light travel time of ∼ 50R g /c. Then, our average thermal reverberation lag, 9 ± 3 ms, would correspond to a corona to inner disk distance of 450 ± 150 R g /c. If considering dilution effects, the intrinsic lag would even be larger. While for the same epoch (Epoch 3), R in determined from energy spectral fitting is < 2.4R g , leading to a large discrepancy of results from spectral and timing.
The very large inferred truncation radius from reverberation lag amplitude is extreme and suggests that a direct conversion from lag amplitude to light travel distance is not prudent. This most strongly suggests that the lags have a different origin not associated with reverberation from the inner disk. As we discussed in Section 4, we cannot tell if any energy-dependence in the hard lag is still present in the "high" frequency range we adopt (2 − 7 Hz). It is therefore possible that limited by the signal-to-noise ratio, we are not probing frequencies high enough so that reverberation lag becomes dominant, which is consistent with the fact that if Γ is free to account for remaining hard lag, the iron K lag is no longer significant (< 1σ). It is also worthwhile to note that in the recent work with NICER data on a bright BHB MAXI J1820+070 (Kara et al. 2019) , the averaged observed iron K reverberation lag is 0.47±0.08 ms, which is one order of magnitude smaller than ours, and corresponds to 14 ± 3R g /c. This reverberation lag amplitude is also the smallest measured so far in any BHB. However, the count rate reached by that source is ∼ 20, 000 counts/sec, more than 100 times larger than by GX 339-4 in these faint outbursts..
It is also possible that the corona geometry, optical depth, or other properties, are different at this low luminosity peak compared to the high one reached by MAXI J1820+070. In addition, as shown in Kara et al. (2019) , the thermal reverberation lag is larger than iron K lag by a factor of 4 − 5, implying a complexity in soft X-rays that is possibly related to the so-called "soft excess" mystery. Therefore, even though thermal reverberation is easier to detect, and has shown an amplitude evolution with luminosity (De Marco et al. 2015) , we should be careful when converting its amplitude directly to a disk truncation level.
One promising approach to settle the controversy is to conduct self-consistent spectral-timing analysis, in which we could fit directly the energy-dependent crossspectrum for a large range of Fourier frequencies, for instance, with the newly public model reltrans (Ingram et al. 2019; Mastroserio et al. 2019 ) that calculates the relativistic transfer function in the reverberation picture. In the near future, the hard lag will also be included via a non-linear correction (see Mastroserio et al. 2018 for a trial without light bending), so that the systematics in the estimation of R in by time lags would shrink significantly. It worth noticing that using a similar strategy and assuming a specific accretion geometry, Mahmoud et al. (2019) revealed a truncation of 20R g for the highest luminosity observation in the 2015 outburst, while direct conversion from thermal reverberation lag is 8 ± 3 ms (400 ± 150 R g /c in direct conversion from lag to light travel time), found in an earlier work analyzing the same data (De Marco et al. 2017 ). For the same observation, but using Swift instead of XMM-Newton for soft energy coverage, reflection spectral fitting yields R in < 4R g with 90% confidence (Wang-Ji et al. 2018) . Even the result from this new strategy of spectral-timing still gives a large truncation of 20R g , it is significantly reduced from the light travel time derived from lag amplitude, and is much closer to reflection spectroscopy result.
SUMMARY
We have analyzed 7 epochs of GX 339-4 in the lowhard state seen by NICER and NuSTAR , 5 taken in the 2017 outburst and the other 2 during the rise of the 2019 outburst, with both outbursts being hard-only. The data cover a luminosity range of 0.7% to 5.7% L edd . Our major findings are as follows: Table 2 are in unit of RISCO, so a factor of 1.23 (a * = 0.998) is corrected to be in Rg unit. Two arrows show the evolution trend in rise and decay phases, suggesting a hysteresis effect. (Right) There is controversy of Rin obtained from reflection spectroscopy and direct conversion from thermal reverberation lag, from the analysis of the 2015 outburst data (De Marco et al. 2017; Wang-Ji et al. 2018 ) and this work.
(i) During the rise in 2017, the inner disk moves towards the ISCO radius, from > 49R g to < 2R g . Other physical quantities show an evolution consistent with the R in evolution, including a larger unscattered flux contribution from the thermal disk component (along with a higher disk temperature up to ∼ 200 eV), an increasing ionization parameter, and an increasing reflection fraction.
(ii) Epoch 5 has a similar luminosity as Epoch 1 but occurs during the decay; this observation shows a mild truncation at ∼ 5R g , while the reflection fraction is ∼4 times larger, indicating a hysteresis effect during the rise and decay. The hysteresis effect has several physical interpretations, and is potentially important for us to understand the accretion process and the mechanisms governing state transitions.
(iii) As for the epochs in 2019 outburst, the physical properties are similar to those in 2017, but the measured inner radius is slightly larger (∼ 4R g ). Therefore, in our 4 epochs with L > 4%L Edd , we find that the disk is at most slightly truncated (R in ≤ 10R g ).
(iv) From the timing perspective, we confirm the pres-ence of low-frequency hard lags in 3 epochs with NICER data. The Poisson noise dominant above 10 Hz. At higher frequencies (2 − 7 Hz) in the epoch with the highest luminosity, a soft lag becomes present. From its energy dependence, we observe a tentative thermal reverberation lag, with an amplitude of 9 ± 3 ms, consistent with previous findings using XMM-Newton data. We also discussed possible reasons for the large discrepancy between the disk truncation level determined from spectral modeling and the large reverberation lag amplitude, including contribution from hard lags and the soft-excess mystery. Future spectral-timing modeling is needed to settle the discrepancy. J.A.G. acknowledges support from NASA grant 80NSSC17K0515 and from the Alexander von Humboldt Foundation. EMC gratefully acknowledges support from the National Science Foundation, CAREER award number AST-1351222. R.M.L. acknowledges the support of NASA through Hubble Fellowship Program grant HST-HF2-51440.001.
