Steiner triple systems and strongly regular graphs  by Aliev, I.Š.o. & Seiden, Esther
JOURNAL OF COMBINATORIAL THEORY 6, 33-39 (1969) 
Steiner Triple Systems and Strongly Regular Graphs 
I. g. o. ALIEV AND ESTHER SELDEN* 
Novosibirsk State University, U.S.S.R., and Michigan State University and University 
of Illinois, Urbana, Illinois 61801 
Communicated byA. A. Zykov 
ABSTRACT 
The Steiner triple systems are characterized in terms of strongly regular graphs provided 
that the number of cliques exceed 67. 
1. INTRODUCTION 
In two papers [1, 2], the first author investigated varieties of  quasi- 
groups ITS  whose elements atisfy the following identities: 
(x .y ) .y=x,  
x .  (x .  y) = y, 
X.X~X.  
Given a set of n distinct elements A ---- {1, 2,..., n}, n ~ 1, 3(mod 6), 
one may define on it a Steiner triple system E. E will consist of unordered 
triplets (x, y, z), x, y, z ~ A and such that every pair of  distinct elements of  
A belong to exactly one triple of E. Let E* be an augmented system of 
triples obtained from E adding the trivial triples of type (x, x, x), x ~ A. 
Let us define now an operation ( 9 ) on the set A such that x .  y = z if 
and only if (x, y, z) ~ E*. Obviously A E ITS. Conversely on each quasi- 
group of ITS  one can define a Steiner triple system E assuming (x, y, z) e E 
if and only i fx .y=z .  
It was shown in [2] that one can extract from ITS  a unique equationally 
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complete subvariety ITS* requiring that the elements atisfy in addition 
the entropic identity: 
(x. y)(u. v) -- (x. u)(y. v). 
We wish to recall that an algebraic variety is called equationally complete 
if in adding to its identities any new independent identity one obtains 
a degenerate algebra consisting of one element only. 
The class ITS* contains quasi-groups of order 3q(q = 0, 1...) and any 
two of its quasi-groups of the same order are isomorphic. 
We shall characterize in terms of graphs, the special Steiner triple 
systems obtained from quasi-groups ITS*. 
It will be convenient to make use of the well-known result of Bose and 
Laskar [3] which is applicable to a broad class of graphs. As a consequence 
of this our results will be valid only provided that the number of cliques 
of the graphs exceed 67. However, this restriction is not essential for the 
special class of graphs under consideration. 
2. REPRESENTATION OF STEINER TRIPLE SYSTEMS IN TERMS 
OF STRONGLY REGULAR GRAPHS 
We shall use the accepted graph terminology [9] and in addition the 
following concepts introduced in [3]. 
(i) For any two vertices of a regular connected graph let d(x,y) 
denote the shortest path between them, i.e., d(x, y) ---- 1 if and only if x 
and y are adjacent. 
(ii) A(x, y) denotes the number of vertices adjacent to both x and y. 
(iii) A regular graph is called strongly regular if for any two pairs of 
vertices (x, y) and (u, v )d (x ,y )= d(u, v) implies A(x, y) = A(u, v). 
(iv) A clique Q of a graph is a set of mutually adjacent vertices. Q is 
complete if x ~ Q and Q u {x} is a clique implies x ~ Q. 
(v) If x, y are adjacent, i.e., d(x, y )= 1, A(x, y) is called the edge 
degree of the edge (x, y). A regular graph having all edges of the same 
degree A, is said to be edge regular with edge degree A. 
Bose and Laskar [3] considered graphs G with the following properties: 
(C1) G is connected and regular of valence r(k -- 1). 
(C2) G is edge regular with edge degree (k -- 2) q- a. 
(C3) A(x, y) ~< 1 § for all pairs of non-adjacent vertices, x, y ~ G 
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In the above, r, k, ~,/3 are fixed integers uch that r >~ 1, k ~> 2, a >~ 0, 
/3 ~ 0, r/3-- 2~ ~ 0. 
They defined some functions of these parameters. We shall mention 
for our purpose only two of them: 
p(r ,~, /3)= 1 +/3+(2r - -  1)~, 
p(r, a,/3) = 1 § 89 -k 1)(r/3 -- 2c 0. 
THEOREM OF BOSE AND LASKAR (Theorems 2.31B and 2.32C in [3]). 
Ira graph G has the properties (C1)-(Ca) and k > max[p(r, ct, /3), p(r, ~, fl)], 
then: 
(i) Any two adjacent vertices are contained in exactly one complete 
clique. 
(ii) Each vertex is contained in exactly r cliques. 
We are concerned with graphs G ~ ITS having the following properties: 
(S0 The number of vertices v of G is equal to n(n -- 1)/6. 
($2) G is regular and connected of valence 3(n -- 3)/2. 
($3) d(x, y) = 1 implies A(x, y) = (n + 3)/2 for any x, y ~ G. 




= 2 impl ies  A(x, y) = 9. 
graphs of the class ITS satify conditions (Cx)-(C3) with 
k = (n -- 1)/2,/3 = 8, p(r, ~,/3) = 29, p(r, ~, 13) = 33. 
the following is obvious: 
LEMMA 2.1. I f  a graph belongs to ITS then n ~ 1, 3(mod 6). 
Consider a Steiner triple system E defined on the set A of n distinct 
elements. Let S(E) be a graph whose vertices are elements of E, two 
vertices being adjacent if they have exactly one element in common. 
We shall verify next: 
LEMMA 2.2. The graphs S(E) belong to ITS. 
Condition (S0 clearly holds since E consists of v = n(n -- 1)/6 elements. 
Let x = (a, b, c) e E. The number of triples in E including any element 
of x, say a, is equal to (n -- 1)/2. Hence ($2) holds. 
If y = (a, l, m) also belongs to E then d(x, y) = 1. The set of all the 
vertices adjacent both to x and y consists of all the remaining triples 
containing a, (n -- 5)/2 in total. In addition the four vertices of the form 
(a, b, .), (a, m, .), (e, l, .), (e, m, .) are also adjacent to x and y. Hence ($3). 
Notice that in the empty space of the last four vertices there cannot 
appear any element belonging to either x or y. 
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Suppose now that z=(u ,v ,w)~E and d(x, z) ----- 2. The vertices 
belonging to E adjacent both to x and z are of the form: 
(a, u, .), (a, r, .), (a, w, .), 
(b, u, .), (b, v, .), (b, w, .), 
(c, u, .), (c, v, .), (c, w, .). 
Thus A(x, y) = 9. 
We shall show presently that the graphs of type ITS consist only of 
graphs S(E) defined in Lemma 2.2. 
LEMMA 2.3. Each complete clique of a graph G belonging to ITS 
consists of exactly (n -- 1)/2 vertices. 
PROOF: Let Q(x, 1) be a complete clique including the vertex x. 
Since r = 3 there are two more cliques through this vertex, say, Q(x, 2) 
and Q(x, 3). The number of vertices adjacent to x is 3(n -- 3)/2. Hence 
there are two possibilities: 
(i) The number of vertices included in each of the three cliques is the 
same. Then the lemma holds. 
(ii) The three complete cliques do not have the same number of vertices. 
We may assume in this case that Q(x, 1) has more than (n -- 1)/2 vertices 
and Q(x, 2) less than (n - 1)/2 vertices. 
Let x 3~ y, yc  Q(x, 2) and Q(x, 2) - Q(y, 1). Out of the (n + 3)/2 
vertices adjacent both to x and y (n -  7)/2 or less belong to Q(x, 2). 
Hence 5 or more vertices adjacent o x and y belong to Q(x, 1) or Q(x, 3) 
and one of these cliques would have to include 3 or more of  these vertices. 
This clique would have to have 2 or more vertices in common with one of 
the cliques Q(y, 2) or Q(y, 3), which contradicts the theorem of Bose and 
Laskar. 
LEMMA 2.4. Any two cliques of a graph G ~ ITS intersect. 
PROOF: Let Q(x, 1) and QO', 1) be any two complete cliques. There 
are two possibilities: 
(i) d(x, y) = 1, 
(ii) d(x, y)  - -  2. 
In case (i) we may assume that Q(x, 2) ~- Q(y, 2). Hence this common 
clique contains (n -- 5)/2 points adjacent both to x and y. Clearly, no 
other pair of cliques of the type [Q(x, i), Q0', J)]  i , j  = 1, 3 can have more 
than one of the remaining 4 vertices, adjacent o both x and y, in common. 
Hence each of these four pairs intersect in exactly one point. 
The proof  of ease (ii) is analogous. 
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LEMMA 2.5. The number of complete cliques of G e ITS is equal to n. 
PROOF: Consider the ordered pairs (x, Q) where x is an arbitrary 
vertex and Q an arbitrary clique of G. Since through each vertex pass 
exactly 3 cliques, the number of such pairs will be equal to 3v. But each 
complete clique contains (n -- 1)/2 vertices. Hence the number of cliques 
is equal 
- -  1 3n(n-- 1) . /n - -  1 3v/n _ = n. / / 2 2 
Summarizing the properties of the class of graphs G belonging to ITS 
we notice that we obtained a 1-1 correspondence b tween the vertices of 
G and the triples of cliques containing them. Furthermore, any two out 
of three cliques containing a vertex determine the remaining one. Thus 
we may state the main result. 
THEOREM 2.1. I f  G ~ ITS then it is isomorphic to some graph S(E). 
3. ON A SUBCLASS ITS* OF THE CLASS OF GRAPHS ITS 
Analogously to the procedure used in [2] we shall extract from the class 
of graphs ITS a subclass of graphs ITS* adding one more condition to 
($1)-($4) defining the class of graphs ITS. This new condition ($5) will 
be the counterpart of the entropic identity mentioned in the introduction. 
As we have seen in Section 2, we may identify each vertex of a graph 
G ~ ITS with the triple of cliques passing through it. Suppose that a 
vertex is determined by the intersection of two cliques P and Q. We denote 
the third clique belonging to this vertex by P.Q. The vertex may now be 
identified with the triple (P, Q, P. Q). Clearly, any two cliques of this 
triple determine the remaining one. We shall formulate the condition 
($5) extracting from the class of graphs ITS the subclass ITS*: 
($5) For any four cliques M, N, P, and Q the vertex [M. N, P .  Q, 
(M. N). (P. Q)] coincides with the vertex [M. N, P .  Q, (M.  P).  (N. Q)]. 
THEOREM 3.1. Graph G belonging to ITS* exists only for 
n ---- 3~(q = 0, 1, 2...). 
The proof is a translation of a corresponding proof in [2]. We shall 
repeat he argument in order to make the reading of this paper independent 
of [2]. 
Notice that for n ---- 3 q, q = 0, 1, or 2, a graph G belonging to ITS 
satisfies condition ($5) and hence belongs to ITS*. 
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PROOF: If a graph belonging to ITS* contains a proper subgraph G1 
also belonging to ITS* and consisting of, say, t(t -- I)/6 vertices, then, 
corresponding to any vertex of G not belonging to G1, G includes two 
more subgraphs G 2 and G a such that the graphs G~(i = 1,2, 3) are 
isomorphic and mutually disjoint. The 3t complete cliques of the three 
graphs generate a graph belonging to ITS*. 
PROOF: Denote the complete cliques of G1 by (1, 2 ..... t). Since G1 
is a proper subgraph of G, each of its t cliques includes a vertex not 
belonging to G 1 . Choose such vertex on the clique I. Denote the two 
remaining cliques through this vertex by 1' and i. Each of these two 
cliques intersects the remaining cliques of G~ in distinct points. The pairs 
of cliques (1', i) and (1, i), i = 2 ..... t belong to 2(t -- 1) vertices of G 
not in G1 9 Through each of these vertices passes a unique third clique. 
We shall denote the third clique determined by the intersections of the 
pairs (1', i) and (i, i) by i and i', respectively. We shall show that the 
graphs G2 and Gs generated by the cliques (1', 2', .... t') and (1, 2 ..... ~), 
respectively, together with Gx satisfy the lemma. This will be proved in 
two steps. 
First we shall show that, if the vertex (i, j, k) belongs to G1, then 
(i ' , j ' ,  k'), (Lj,  l~) belong, respectively, to G2 and G3 9 Let us substitute in 
($5) for M and P, i, and for N and Q, i and j, respectively. 
The triple 
[M. N, P .  Q, (M. P).  (N. Q)] = [1. i, i . j ,  (1.1)( i . j ) ]  = (i', j ', k'). 
Replacing i by 1' in the above we obtain also that the triple (i,j, k) ~ G3 
if (i, j, k) ~ G1. 
Next we shall show that, if a vertex contains two cliques belonging to 
different subgraphs then its third clique must belong to the third graph. 
Substitute in ($5) i for M, and 1' for P, i for N, and j for Q. Then the 
triple [1. i, l ' . j , (1', i ) .  ( i . j)]  becomes [i',j, 1 . ( i . j )]  and clearly 
1 . ( i . j )  belongs to G1. 
It is easy to check that the 3t cliques of the subgraphs G~, G 2 and G 3 
form again a subgraph of G and thus the proof of Theorem 3.1 is 
completed. 
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