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1. Введение
Пусть H1 и H2 — гильбертовы пространства со скалярными прои-
зведениями (·, ·)1 и (·, ·)2, соответственно. Введем гильбертово про-
странство H со скалярным произведением (·, ·):
H = H1 ⊕H2, (x, y) = (x1, y1)1 + (x2, y2)2, (1.1)
где x = x1 + x2, y = y1 + y2, xj , yj ∈ Hj , j = 1, 2.
Для гильбертовых пространств F и G через L(F ,G) обозначим
множество линейных непрерывных операторов, определенных на F и
действующих из F в G. Если пространства F и G совпадают: F = G =:
H, то множество линейных непрерывных операторов, действующих
в H будем обозначать L(H).
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Четверка операторов Aij ∈ L(Hi,Hj), i, j = 1, 2, определяет ма-
трицей
A =
(
A11 A12
A21 A22
)
(1.2)
оператор A ∈ L(H), и обратно, по оператору A ∈ L(H) однозначно
определяются компоненты Aij ∈ L(Hi,Hj), i, j = 1, 2, матрицы (1.2).
Обозначим через K замкнутый шар в L(H1,H2) радиуса 1:
K = {K ∈ L(H1,H2) | ‖K‖ ≤ 1},
и через K◦ его внутренность:
K◦ = {K ∈ L(H1,H2) | ‖K‖ < 1}.
Пусть оператор A : H → H задан матрицей (1.2). Формулой
FA(X) = (A21 +A22X)(A11 +A12X)
−1 (1.3)
зададим дробно-линейное отображение (д.л.о. ) FA : L(H1,H2) →
L(H1,H2). Область определения этого отображения domFA совпада-
ет со множеством операторов X ∈ L(H1,H2), для которых (A11 +
A12X)
−1 ∈ L(H1), а потому может оказаться и пустой. Заметим, что
domFA 6= ∅, если A−111 ∈ L(H1) (в этом случае X = 0 ∈ domFA).
Нас будет интересовать случай domFA ⊃ K, а это выполнено тогда и
только тогда, когда
‖A−111 A12‖ < 1. (1.4)
При выполнении условия (1.4) domFA содержит открытый шар K
◦
R ⊂
L(H1,H2) с центром в нуле и радиуса R = (‖A−111 A12‖)−1.
Если
K ⊂ domFA, FA(K) ⊂ K, (1.5)
будем называть FA дробно-линейным преобразованием (д.л.п. ) шара
K. При выполнении условий (1.5) возможны варианты:
(a) FA(K) = const для всех K ∈ K,
(b) FA(K) 6= const
Прямо проверяется, что случай (a) имеет место тогда и только то-
гда, когда оператор A−111 ∈ L(H1), Γ := A21A−111 — сжатие, A−111 A12 —
равномерное сжатие и A22 = ΓA12.
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Пусть выполнено (b). В этом случае, как показано в [27], д.л.о.
FA — д.л.п.шара K тогда и только тогда, когда A — бистрогий плюс-
оператор в пространстве Крейна H относительно индефинитной J-
метрики [x, y] = (Jx, y), где J задается относительно (1.1) матрицей
J =
(
I 0
0 −I
)
.
Определение бистрогого плюс-оператора см. ниже в (1.9)–(1.10).
В [27] также показано, что для бистрогого плюс-оператора A на-
ряду с (1.5) имеет место включение:
FA(K
◦) ⊂ K◦. (1.6)
Таким образом, описание д.л.п.шара K, образ которого состоит
из одного оператора, не представляет труда, и потому далее будем
полагать, что выполнено условие (b) или, чуть более общо, оператор
A является бистрогим плюс-оператором.
Напомним (за подробностями отсылаем к [4]), что оператор A на-
зывается бистрогим плюс-оператором, если он коллинеарен J-бине-
сжимающему оператору T :
[Tx, Tx] ≥ [x, x], [T cx, T cx] ≥ [x, x], x ∈ H;
здесь через T c обозначен J-сопряженный оператор T (определение
см. ниже, в (1.19)). В качестве оператора T можно взять
T = (µ(A))−1/2A : µ(A) ∈ (µ−(A), µ+(A)], (1.7)
µ−(A) = max
{
0, sup
[x,x]=−1
[Ax,Ax]
}
, µ+(A) = inf
[x,x]=1
[Ax,Ax] > 0.
(1.8)
Таким образом, оператор A является бистрогим плюс-оператором то-
гда и только тогда, когда существует такая положительная постоян-
ная µ, что
[Ax,Ax] ≥ µ[x, x], x ∈ H, (1.9)
[Acx,Acx] ≥ µ[x, x], x ∈ H. (1.10)
Отметим также, что оператор A является бистрогим плюс-операто-
ром тогда и только тогда, когда выполнено хотя бы одно из условий
(1.9) или (1.10) и A11 непрерывно обратим на всем H1. При этом оба
оператора A−111 A12 и A21A
−1
11 — равномерные сжатия.
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Оператор U называется J-унитарным, если
[Ux,Ux] = [x, x], x ∈ domU = ranU = H. (1.11)
Если U — J-унитарный оператор, то
FU (K) = K, FU (K
◦) = K◦. (1.12)
В последнее время опубликована серия работ в различных обла-
стях математики, в которой используются д.л.о. и д.л.п.FA как обще-
го вида (1.3), так и их частные случаи, когда H1 = C или H1 = C,
H2 = Cn, и часто даже в простейшем случае H1 = H2 = C, где че-
рез C обозначается множество комплексных чисел. Так, например,
д.л.о. и д.л.п. применялись в [11,19–21] к изучению дихотомии, согла-
сованной с сигнатурой пространства Крейна, дифференциальных и
разностных уравнений специальных классов; в [12,31] — к изучению
генераторов однопараметрических полугрупп, в [7, 8, 13, 14, 16–18] —
к проблеме Кёнигса и связанным с ней уравнениям Абеля–Шредера,
в [1, 6, 7, 10, 29] — к изучению операторов композиции на функцио-
нальных пространствах, и т.д.
Остановимся подробнее на некоторых приложениях. Напомним,
что проблема Кёнигса заключается во вложении заданной дискре-
тной полугруппы G итераций д.л.п.FA в непрерывную однопараме-
трическую полугруппу д.л.п.FA(t), t > 0, причем так, чтобы для FA(t),
t > 0, были выполнены условия (1.5) и (1.6). Применяя различные ме-
тоды, в том числе, уравнения Абеля–Шредера, удается построить не-
прерывную однопараметрическую полугруппу д.л.о.FA(t), содержа-
щую G. При этом ключевым является установление условий (1.5) и
(1.6), т.е. условий, при которых д.л.о.FA(t) является д.л.п. .
В теории операторов композиции рассматриваются операторы
CFA вида
CFA = f ◦ FA, (1.13)
где FA — д.л.п. , а функции f голоморфны на K
◦ и принадлежат
пространствам Харди, Бергмана, Дирихле и др. Изучаются условия
непрерывности, норма, спектр, сопряженный оператор C∗FA . При изу-
чении C∗FA часто удается показать, что
C∗FA = CFB , (1.14)
где FB — некоторое д.л.о.шара K
◦. И снова ключевым является уста-
новление включения (1.6). Таким образом, насущной является зада-
ча отыскания условий в терминах элементов Aij , i, j = 1, 2, матри-
цы A вида (1.2), при которых д.л.о.FA — д.л.п.шара K. Впервые
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это было сделано в [2], где дано параметрическое описание всех J-
бинесжимающих операторов и сразу для случая бесконечномерных
H1 и H2.
Для случая H1 = H2 = C описание д.л.о.FA:
FA(z) =
az + b
cz + d
, z ∈ D, (1.15)
где D = {z ∈ C | |z| < 1}, являющихся д.л.п. круга радиуса 1 с цен-
тром в нуле, приведено в [29]. Именно, в [29] установлен следующий
критерий: пусть ad − bc 6= 0 и |dc | ≥ 1 для c 6= 0. Д.л.о.FA является
д.л.п. круга D точно тогда, когда
|ad− bc|+ |bd¯− ac¯| ≤ |d|2 − |c|2 (1.16)
или, эквивалентно,
|ad− bc|+ |dc¯− a¯b| ≤ |d|2 − |b|2. (1.17)
Этот безусловно красивый результат вызвал определенный ин-
терес и явился толчком к его распространению хотя бы на случай
H1 = C, H2 = Cn. Ниже, в следствии 2.1 мы дадим простое доказа-
тельство этого критерия с позиций нашего подхода. Также поясним
далее как получить гораздо более общий результат, опираясь на ре-
зультаты из [2] (см. также [3]) о факторизации J-бинесжимающих
операторов.
В разделе 2 настоящей статьи мы устанавливаем (теорема 3.2) как
необходимое (2.17), так и достаточное (2.18) условия включения (1.5)
для общего д.л.о.FA вида (1.3).
Показано, что в частном случае числового д.л.о. , т.е. при H1 =
H2 = C, условие (2.17) является не только достаточным, но также и
необходимым, более того, оно совпадает с критерием (1.16). Приводи-
тся также соответствующий аналог (1.17). Эти результаты мы уста-
навливаем на основе факторизационной теоремы 3.1 нашей статьи.
Все это вместе является соответственным продолжением и развити-
ем результатов работ [15,17].
В следующем разделе 3 рассматривается иной подход к описанию
бистрогих плюс-операторов и порождаемых ими д.л.п. , отвечающий
другим потребностям.
Мы даем параметрическое описание J-несжимающего оператора
T с помощью четырех параметров: обратимого растяжения T1 : H1 →
H1 (‖T1x1‖ ≥ ‖x1‖, x1 ∈ H1) и сжатий T2 : H2 → H2, S12 : H2 →
H1, Γ : H1 → H2, причем ‖Γ‖ < 1 (Теорема 3.3). Добавив к ним
пятый параметр — положительное число µ(A) — мы получаем полное
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описание всех бистрогих плюс-операторов в классе всех операторов
из L(H). При этом установлена формула
T21 = (I − T2T ∗2 )1/2S21(T ∗1 T1 − I)1/2, (1.18)
связывающая внедиагональный элемент T21 нижнего треугольного
J-несжимающего оператора T с элементами главной диагонали T1
и T2. Аналогичная формула имеет место для верхнего треугольно-
го J-бинесжимающего T . Заметим, что все операторы A, порожда-
ющие одно и то же д.л.п. , коллинеарны [18], поэтому при работе с
д.л.п.FA можно всегда считать оператор A J-бинесжимающим. Ука-
занное параметрическое представление, прежде всего, имеет значе-
ние в теоретических исследованиях внутри самой теории операторов
в пространствах Крейна. С другой стороны, оно имеет и прикладное
значение. В работах [7, 15–17] в связи с применением к уравнени-
ям Абеля–Шредера и проблеме Кёнигса, рассматривались верхние
и нижние треугольные плюс-операторы A. Изучались ядра их вне-
диагональных элементов Aij , i 6= j, в частности, устанавливались
условия диагональности A. Показано, что A диагонален, если A11
унитарен и ‖A22‖ = 1, либо если A22 изометричен и ‖A−111 ‖ = 1. Из
нашей формулы (1.18) и двойственной ей (для верхнего треугольно-
го T ) непосредственно следует, что для диагональности треугольно-
го J-несжимающего оператора T достаточно изометричности T1 или
коизометричности T2. Из двойственной формулы (3.2) для верхнего
треугольного J-бинесжимающего оператора T следует, что для диа-
гональности T достаточно изометричности одного из операторов T1
или T2.
Мы даем (см. замечание 3.3) также другой подход к параметриче-
скому представлению строгих плюс-операторов T с ranT12 ⊂ ranT1: в
качестве параметров выступают положительное число µ, обратимое
на своей области значений растяжение T1, сжатие S2 : H2 → H2 и
два равномерных сжатия Γ и Γ˜. При этом T2 вычисляется по форму-
ле (3.22).
В заключение введения сделаем важное, на наш взгляд, термино-
логическое замечание. В ряде работ (напр., [6, 10, 29] и др.) рассма-
тривается сопряженное с д.л.о.FA отображение (FA)
∗ = FB , где B
определяется следующим образом:
B =
(
A∗11 −A∗21
−A∗12 A∗22
)
(= JA∗J).
В фундаментальных работах [25–27] введено понятие J-сопряженного
с A оператора Ac, который в случае ограниченного A может быть
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определен так:
[Ax, y] = [x,Acy], ∀x, y ∈ H ⇐⇒ Ac = JA∗J. (1.19)
В свете этого, нам представляются естественными следующие обозна-
чения: (FA)
∗ = FA∗ , (FA)
c = FAc . При этом формулы для сопряжен-
ной к оператору композиции CFA , установленные в вышеупомянутых
работах [10,29], переписываются в виде:
(CFA)
∗ = C(FA)c = CFAc .
2. Условия, при которых д.л.о. — д.л.п. K
Пусть A — ограниченный линейный оператор, действующий в
гильбертовом пространстве H и
A =
(
A11 A12
A21 A22
)
(1.2)
— матричное представление оператора A относительно разложения
пространства H:
H = H1 ⊕H2. (1.1)
Далее будем предполагать, что A11 — непрерывно обратимый на
H1 оператор, а A−111 A12 — равномерное сжатие, т.е. ‖A−111 A12‖ < 1. Эти
условия эквивалентны тому, что д.л.о.
FA(K) = (A21 +A22K)(A11 +A12K)
−1 (1.3)
определено на шаре K:
K = {K ∈ L(H1,H2) | ‖K‖ ≤ 1}.
Поскольку
domFA = {K ∈ L(H1,H2) | −1 ∈ ρ(A−111 A12K)}, (2.1)
то, как отмечалось выше, domFA содержит открытый шар K
◦
R ⊂
L(H1,H2) радиуса R = (‖A−111 A12‖)−1 > 1 с центром в нуле.
Пусть Γ ∈ K◦ — равномерное сжатие, действующее из H1 в H2.
Определим по нему оператор
U(Γ) =
 (I − Γ∗Γ)−1/2 (I − Γ∗Γ)−1/2Γ∗
Γ(I − Γ∗Γ)−1/2 (I − ΓΓ∗)−1/2
 (2.2)
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и дробно-линейное преобразование FU(Γ). Из матричного представле-
ния (2.2) оператора U(Γ) следует, что
domFU(Γ) = {K ∈ L(H1,H2) | −1 ∈ ρ(Γ∗K)}. (2.3)
Из (2.1) и (2.3) следует
domFA = domFU(Γ) при Γ = (A
−1
11 A12)
∗. (2.4)
Так как при Γ = (A−111 A12)
∗ оператор C := AU(−Γ) представлен ни-
жней треугольной матрицей:
C = AU(−Γ) =
(
C11 0
C21 C22
)
, (2.5)
где
C11 = (A11 −A12Γ)(I − Γ∗Γ)−1/2, (2.6)
C21 = (A21 −A22Γ)(I − Γ∗Γ)−1/2, (2.7)
C22 = (−A21Γ∗ +A22)(I − ΓΓ∗)−1/2, (2.8)
то порождаемое им дробно-линейное преобразование
FC(K) = (C21 + C22K)C
−1
11 (2.9)
является аффинным и всюду определенным на L(H1,H2). Из (2.4) и
(2.9) с учетом равенства U(Γ)−1 = U(−Γ) получаем, что оператор A
допускает факторизацию
A = CU(Γ) при Γ = (A−111 A12)
∗, (2.10)
а дробно-линейное преобразование FA допускает факторизацию
FA = FC ◦ FU(Γ) с Γ = (A−111 A12)∗. (2.11)
С другой стороны, оператор A с непрерывно обратимой компонен-
той A11, при условии Γ := A21A
−1
11 — равномерное сжатие, допускает
также факторизацию:
A = U(Γ)B, (2.12)
где оператор B представлен верхней треугольной матрицей. Однако,
в отличии от (2.11) мы получаем лишь включение:
FA ⊃ FU(Γ) ◦ FB с Γ = A21A−111 , (2.13)
причем в общем случае область определения правой части этого
включения может быть достаточно узкой. Тем не менее справедлива
следующая ключевая для нас теорема.
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Теорема 2.1. В выше приведенных обозначениях следующие условия
эквивалентны:
(i) д.л.о.FA — д.л.п.шара K;
(ii) оператор A11 непрерывно обратим на H1, оператор Γ :=
A−111 A12 — равномерное сжатие и д.л.о.FC — д.л.п.шара K;
В предположении, что ranFA состоит более, чем из одной точки,
можно добавить и еще одно условие, эквивалентное предыдущим:
(iii) оператор A11 непрерывно обратим на H1, оператор Γ :=
A21A
−1
11 — равномерное сжатие и д.л.о.FB — д.л.п.шара K;
Доказательство. Прямо проверяется, что U(Γ) (см. (2.2)) — J-уни-
тарный оператор для любого равномерного сжатия Γ, и потому спра-
ведливы соотношения (1.12). Тогда из (2.11) имеем, что K ⊂ domFA
тогда и только тогда, когда K ⊂ domFC , и при этом
FA(K) = FC(FU(Γ)(K)) = FC(K).
Следовательно, для включения FA(K) ⊂ K необходимо и достаточно,
чтобы имело место включение FC(K) ⊂ K. Отсюда, с учетом того,
что K ⊂ domFA тогда и только тогда, когда выполнено условие (1.5),
немедленно следует эквивалентность требований (i) и (ii).
Эквивалентность же условий (i)–(iii) в предположении, что ranFA
состоит более, чем из одной точки, прямо следует из приведенного
на с. 313 напоминания, что в этом случае FA — д.л.п.шара K тогда и
только тогда, когда A — бистрогий плюс-оператор.
Теорема 3.1 позволяет нам сперва находить условия, при которых
д.л.о.FC является д.л.п.шара K, а затем, используя формулы (2.6)–
(2.8), формулировать требования для общего д.л.о.
Лемма 2.1. Пусть оператор C имеет нижнее треугольное матри-
чное представление (2.5).
Тогда:
(i) если
‖C21‖+ ‖C22‖ ≤ (‖C−111 ‖)−1, (2.14)
то д.л.о.FC является д.л.п.шара K;
(ii) если д.л.о.FC является д.л.п.шара K, то
‖C21‖2 + ‖C22‖2 ≤ ‖C11‖2, (2.15)
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Доказательство. (i) прямо следует из (2.9), поскольку при ‖K‖ ≤ 1
из (2.14) получаем:
‖(C21 + C22K)C−111 ‖ ≤ (‖C21‖+ ‖C22‖)‖C−111 ‖ ≤ 1,
т.е. имеет место включение (1.5).
(ii) Так как из (1.5) следует, что для каждого x1 ∈ H1 вектор Cx1
является неотрицательным: [Cx1, Cx1] ≥ 0, или, что эквивалентно,
‖C11x1‖ ≥ ‖C21x1‖, то ‖C11‖ ≥ ‖C21‖. Поэтому, если ranFC состоит
из одной точки, а это имеет место только тогда, когда C22 = 0, то
в этом случае неравенство (2.15) доказано. Если же ranFC состоит
не из одной точки, то, как указывалось на с. 313, оператор C кол-
линеарен J-бинесжимающему. Поскольку (2.15) не зависит от умно-
жения оператора на положительную постоянную, то без ограничения
общности будем считать C сразу J-бинесжимающим. Непосредствен-
но проверяется, что для такого оператора компонента C22 — сжатие.
Поэтому для каждого вектора x1 ∈ H1, ‖x1‖ = 1, имеем
‖C11‖2 − ‖C21x1‖2 ≥ ‖C11x1‖2 − ‖C21x1‖2 ≥ ‖x1‖2 = 1 ≥ ‖C22‖2,
что влечет
‖C11‖2 ≥ ‖C21x1‖2 + ‖C22‖2, x1 ∈ H1.
Переходя в правой части к супремуму по x1 ∈ H1, получим неравен-
ство (2.15).
Замечание 2.1. Если dimH1 = dimH2 = 1, то условие (2.14) при-
нимает вид
|c21|+ |c22| ≤ |c11|, (2.16)
где c11, c21 c22 ∈ C, и является не только достаточным, но и необхо-
димым, для (1.5). В самом деле, пусть c21 = e
iϕ|c21| и c22 = eiξ|c22| —
полярное представление чисел c21 и c22, соответственно. Из представ-
ления (2.9) следует, что имеет место (1.5) тогда и только тогда, когда
при всех числах k с |k| ≤ 1 справедливо неравенство |c21+c22k| ≤ |c11|.
В частности, оно выполнено и при k = ei(ϕ−ξ), что и влечет (2.14).
Перейдем к основному результату этого раздела.
Теорема 2.2. Пусть д.л.о.FA порождено оператором A, в матри-
чном представлении (1.2) которого оператор A11 непрерывно обра-
тим на всем H1 и выполнено условие (1.4):
‖A−111 A12‖ < 1. (1.4)
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Тогда
(i) из неравенства:
‖(A21A∗11 −A22A∗12)(A11A∗11 −A12A∗12)−1/2‖
+ ‖(A22 −A21A−111 A12)(I −A∗12A∗11−1A−111 A12)−1/2‖
≤ ‖(A11A∗11 −A12A∗12)−1/2‖−1 (2.17)
следует, что FA является д.л.п.шара K, т.е. имеет место включе-
ние (1.5):
FA(K) ⊂ K;
(ii) из условия (1.5), следует неравенство:
‖(A21A∗11 −A22A∗12)(A11A∗11 −A12A∗12)−1/2‖2
+ ‖(A22 −A21A−111 A12)(I −A∗12A∗11−1A−111 A12)−1/2‖2
≤ ‖(A11A∗11 −A12A∗12)1/2‖2. (2.18)
Доказательство. Неравенства (2.17) и (2.18) есть ни что иное, как
переписанные с учетом (2.6)–(2.8) условия (2.14) и (2.15), соответ-
ственно.
Следствие 2.1. Пусть в условиях теоремы 3.2 dimH1 = dimH2 =
1, Aij = aij ∈ C, i, j = 1, 2. Тогда FA удовлетворяет условию (1.5)
тогда и только тогда, когда
|a11a22 − a21a12|+ |a¯11a21 − a¯12a22| ≤ |a11|2 − |a12|2. (2.19)
Доказательство. Как отмечалось в замечании 2.1, условие (2.16) яв-
ляется необходимым и достаточным условием для того, чтобы при
dimH1 = dimH2 = 1 нижняя треугольная матрица C порождала
д.л.п. единичного круга. Следовательно, (2.17) играет ту же роль для
произвольной матрицы. Формула (2.19) совпадает с (2.17) с точно-
стью до элементарных преобразований.
Как указано во введении, критерий (1.16) приведен в [29]. Ниже
будут получены также другие условия в гораздо более общем слу-
чае (см. теорему 3.3, теорему 3.4, следствие 3.3 и замечание 3.2), из
которых будет следовать и этот критерий.
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3. J-несжимающие операторы
В этом разделе мы дадим параметрическое описание J-несжи-
мающих операторов специального класса, включающего в себя и J-
бинесжимающие операторы. Сперва мы исследуем нижние треуголь-
ные матрицы, а затем воспользуемся факторизацией (2.10). Для удоб-
ства ссылок и полноты изложения приведем без доказательства со-
ответствующие результаты (лемма 3.1, теорема 3.1) из [3]. При этом
мы сохраним и обозначения из [3], где роль H1 и H2 играют H+ и
H−, соответственно: H+ := H1, H− := H2.
Лемма 3.1. Линейный непрерывный оператор T верхнего треуголь-
ного вида
T =
(
T1 T12
0 T2
)
(3.1)
задает J-бинесжимающий оператор тогда и только тогда, когда
T1 — обратимый на H+ оператор, T−11 и T2 — сжатия на H+ и H−,
соответственно, и существует такое сжатие S12 : H− 7→ H+, что
T12 = (T1T
∗
1 − I)1/2S12(I − T ∗2 T2)1/2. (3.2)
Пусть A : H 7→ H — непрерывный всюду заданный оператор,
пусть PA и PA∗ — ортопроекторы на замыкание областей значений
ranA и ranA∗ операторов A и A∗, соответственно. Оператор
A(−1) := (A|PA∗H)−1PA
называется псевдо-обратным к оператору A.
Отметим, что если B — непрерывный оператор, то
B(B∗B − I)(−1)B∗ = BB∗(BB∗ − I)(−1)
= (BB∗ − I)(−1)BB∗
= PBB∗−I + (BB
∗ − I)(−1). (3.3)
Здесь черта над оператором означает его замыкание.
Введем в рассмотрение множество упорядоченных четверок сжа-
тий:
Ω = {{Γ, S1, T2, S12}},
где Γ : H+ 7→ H−, ‖Γ‖ < 1, S1 : H+ 7→ H+ — обратимое на H+ сжатие,
T2 : H− 7→ H−, ‖T2‖ ≤ 1, S12 : H− 7→ H+, ‖S12‖ ≤ 1. Через Ω0 обозна-
чим подмножество множества Ω, такое, что kerS12 ⊃ ker(I − T ∗2 T2) и
ranS12 ⊂ ran(I − S∗1S1).
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Теорема 3.1. Каждому элементу ω = {Γ, S1, T2, S12} ∈ Ω ставится
в соответствие J-бинесжимающий оператор V по следующему ал-
горитму: (a) по оператору Γ строится J-унитарный оператор U(Γ)
(см. (2.2)), (b) по операторам T1 = S−11 , T2, S12 согласно лемме 3.1
определяем J-бинесжимающий оператор T вида (3.1), (c) остается
положить V = U(Γ)T .
Обратно, по каждому J-бинесжимающему оператору V находим
элемент ω = {Γ, S1, T2, S12} ∈ Ω, где Γ = V21V −111 , операторы S1 =
T−11 и T2 определяются из матричного представления (3.1) верхнего
треугольного оператора T = U(Γ)−1V , а S12 — из (3.2):
S12 = (T1T ∗1 − I)(−1/2)T12(I − T ∗2 T2)(−1/2).
Соответствие ω ←→ V взаимно однозначно, если ω ∈ Ω0. 2
Ниже нам понадобится следующий хорошо известный результат,
часто относимый к фольклору, опубликованный рядом авторов в эк-
вивалентном виде (см., [24,32] и др.), прямо вытекающий, например,
из леммы Дугласа [9].
Лемма 3.2. Пусть H — гильбертово пространство и A : H 7→ H —
непрерывный самосопряженный оператор, заданный относительно
разложения (1.1) в матричном виде:
A =
(
A11 A12
A∗12 A22
)
.
Следующие условия (i)–(iv) эквивалентны:
(i) Оператор A неотрицателен;
(ii) Операторы A11 и A22 неотрицательны и существует такое
сжатие S12 : H− 7→ H+, что A12 = A1/211 S12A1/222 ;
(iii) Операторы A11 и A22−A∗12A(−1)11 A12 всюду заданы на H+ и H−,
соответственно, и неотрицательны, и ranA12 ⊂ ranA1/211 .
(iv) Операторы A22 и A11−A12A(−1)22 A∗12 всюду заданы на H− и H+,
соответственно, неотрицательны, и ranA∗12 ⊂ ranA1/222 .
Доказательство. Доказательство эквивалентности условий (i) и (ii)
можно найти, например, в [4, лемма II.3.21], а эквивалентности (ii) и
(iii) — в [3]. Условие (iv) является симметричной перефразировкой
условия (iii).
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Аналог леммы 3.3 не имеет места для верхних треугольных ма-
триц без дополнительных условий.
Лемма 3.3. Нижний треугольный оператор T :
T =
(
T1 0
T21 T2
)
. (3.4)
задает J-несжимающий оператор тогда и только тогда, когда T1 —
обратимый на ranT1 ⊂ H+ оператор, T−11 и T2 — сжатия на ranT1 и
H−, соответственно, и существует такое сжатие S21 : H+ 7→ H−,
что
T21 = (I − T2T ∗2 )1/2S21(T ∗1 T1 − I)1/2. (3.5)
Доказательство. По определению T — J-несжимающий оператор,
если
T ∗JT − J =
T ∗1 T1 − T ∗21T21 − I −T ∗21T2
−T ∗2 T21 I − T ∗2 T2
 ≥ 0. (3.6)
Проверим, что неотрицательность оператора (3.6) эквивалентна нео-
трицательности оператора
T˜ =
T ∗1 T1 − I T ∗21
T21 I − T2T ∗2
 . (3.7)
В самом деле, операторы I − T ∗2 T2 и I − T2T ∗2 неотрицательны одно-
временно, поскольку T2 и T
∗
2 — сжатия одновременно. Итак,
I − T ∗2 T2 ≥ 0⇐⇒ I − T2T ∗2 ≥ 0. (3.8)
Из непрерывности оператора T2 следует, что
ranT21 ⊂ ran(I − T2T ∗2 )1/2 ⇐⇒ ranT ∗2 T21 ⊂ ran(I − T ∗2 T2)1/2. (3.9)
В самом деле, пусть ranT21 ⊂ ran(I − T2T ∗2 )1/2, т.е. для каждого ве-
ктора T21x найдется y такой, что (I − T2T ∗2 )1/2y = T21x, а потому из
непрерывности оператора T2 имеем:
T ∗2 (I − T2T ∗2 )1/2y = (I − T ∗2 T2)1/2T ∗2 y = T ∗2 T21x,
т.е. ranT ∗2 T21 ⊂ ran(I − T ∗2 T2)1/2.
Обратно, пусть ranT ∗2 T21 ⊂ ran(I − T ∗2 T2)1/2, т.е. для каждого
вектора T ∗2 T21u найдется такой v, что (I −T ∗2 T2)1/2v = T ∗2 T21u. Как и
выше, из непрерывности оператора T2 следует
T2(I − T ∗2 T2)1/2v = (I − T2T ∗2 )1/2T2v = T2T ∗2 T21u.
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Поскольку T2T
∗
2 T21u = −(I − T2T ∗2 )1/2((I − T2T ∗2 )1/2T21u) + T21u, то
(I − T2T ∗2 )1/2(T2v + (I − T2T ∗2 )1/2T21u) = T21u,
а потому ranT21 ⊂ ran(I − T2T ∗2 )1/2.
Из (3.3) с B = T2 и (3.9) заключаем, что
T ∗1 T1 − T ∗21T21 − I − T ∗21T2(I − T ∗2 T2)(−1)T ∗2 T21
= T ∗1 T1 − I − T ∗21(I − T2T ∗2 )(−1)T21. (3.10)
Соотношения (3.8), (3.3) и (3.10) с учетом леммы 3.2 доказывают, что
операторы (3.6) и (3.7) неотрицательны одновременно. Для заверше-
ния доказательства леммы достаточно применить к оператору (3.7)
лемму 3.2.
Введем в рассмотрение множество упорядоченных четверок опе-
раторов:
Ω′ = {{Γ, T1, T2, S21}},
где Γ : H+ 7→ H−, ‖Γ‖ < 1, T1 : H+ 7→ H+ — растяжение на H+,
т.е. ‖T1x‖ ≥ ‖x‖ при всех x ∈ H+, T2 : H− 7→ H−, ‖T2‖ ≤ 1, S21 :
H+ 7→ H−, ‖S21‖ ≤ 1. Через Ω′0 обозначим подмножество множества
Ω′, такое, что kerS21 ⊃ ker(T ∗1 T1 − I) и ranS21 ⊂ ran(I − T2T ∗2 ).
Основным результатом этого раздела является следующая теоре-
ма, доказательство которой, по существу, уже проведено выше.
Теорема 3.2. Каждому элементу ω = {Γ, T1, T2, S21} ∈ Ω′ стави-
тся в соответствие J-несжимающий оператор
V =
(
V11 V12
V21 V22
)
(3.11)
с ranV12 ⊂ ranV11 по следующему алгоритму: (a) по оператору Γ
строится J-унитарный оператор U(Γ) (см. (2.2)), (b) по операто-
рам T1, T2, S21 согласно лемме 3.3 определяем нижний треугольный
J-несжимающий оператор T вида (3.4), (c) остается положить
V = TU(Γ); обратно, по каждому J-несжимающему оператору V
с ranV12 ⊂ ranV11 находим элемент ω = {Γ, T1, T2, S21} ∈ Ω′, где
Γ = (V −111 V12)
∗, операторы T1 и T2 определяются из матричного
представления (3.4) нижнего треугольного оператора T = V U(Γ)−1,
а S21 — из (3.5):
S21 = (I − T2T ∗2 )(−1/2)T21(T ∗1 T1 − I)(−1/2).
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При этом оператор V является J-бинесжимающим тогда и только
тогда, когда ranT1 = H+.
Соответствие ω ←→ V взаимно однозначно, если ω ∈ Ω′0.
Замечание 3.1. Лемма 3.1 и лемма 3.3, а с ними теорема 3.1 и теоре-
ма 3.3, соответственно, могут быть сформулированы и доказаны для
операторов, действующих из одного пространства Крейна в другое.
Мы предоставляем читателю проделать эту несложную операцию са-
мостоятельно, почти полностью повторив аргументацию доказатель-
ства соответствующих утверждений. 2
Пусть оператор A представлен нижней треугольной матрицей ви-
да (3.4). Из (1.7) и (1.8) следует, что необходимым условием того, что
A — строгий плюс-оператор, т.е. коллинеарный J-несжимающему, яв-
ляется неравенство
‖A2‖2 ≤ ‖(A∗1A1 −A∗21A21)−1‖−1. (3.12)
Хотя это условие является чуть менее удобно для проверки нежели
(2.15), однако в качестве константы µ(A) коллинеарности оператора
A J-несжимающему оператору T = µ(A)−1/2A рекомендуется тести-
ровать три постоянные: ‖A2‖2, ‖A−11 ‖−2 и ‖(A∗1A1 − A∗21A21)−1‖−1.
Если окажется, что выполнено одно из следующих равенств:
‖A2‖2 = ‖A−11 ‖−2
либо
‖A2‖2 = ‖(A∗1A1 −A∗21A21)−1‖−1,
то µ(A) = ‖A2‖2 — единственно возможная константа коллинеарно-
сти оператора A J-несжимающему оператору и потому остается про-
верить будет ли оператор T = A/‖A2‖ J-несжимающим, т.е. будет
ли
A∗1A1 − ‖A2‖2 −A∗21(‖A2‖2 −A2)(−1)A21 ≥ 0?
По той же схеме, как было показано, что операторы (3.6) и (3.7) нео-
трицательны одновременно, показывается, что нижний треугольный
оператор
A =
(
A1 0
A21 A2
)
является строгим плюс-оператором тогда и только тогда, когда су-
ществует такая постоянная µ > 0, что неотрицателен оператор Aµ:
Aµ =
A∗1A1 − µI √µA∗21√
µA21 µI −A2A∗2
 . (3.13)
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Рассмотрим случаи, когда либо A1 коллинеарен изометрическо-
му оператору, либо A2 коллинеарен коизометрическому оператору.
Первый случай выполнен для всех операторов, когда dimH+ = 1,
второй — когда dimH− = 1.
Теорема 3.3. Пусть A — нижний треугольный оператор, A1 кол-
линеарен изометрическому оператору V , т.е. A1 = ‖A1‖V . Тогда
для того, чтобы A был строгим плюс-оператором, необходимо и до-
статочно, чтобы
‖A1‖ ≥ sup
‖x‖=1
{‖A∗21x‖+ ‖A∗2x‖}. (3.14)
Доказательство. Если A21 = 0, то условие (3.14) принимает вид
‖A1‖ ≥ ‖A2‖ и потому при µ ∈ [‖A2‖, ‖A1‖] оператор Aµ (см. (3.13))
неотрицателен, а это эквивалентно тому, что A — бистрогий плюс-
оператор.
Пусть теперь A21 6= 0. Предположим сперва, что A — бистрогий
плюс-оператор, что, как отмечалось, эквивалентно неотрицательно-
сти оператора Aµ. Согласно лемме 3.2 оператор Aµ неотрицателен
тогда и только тогда, когда найдется такое µ ∈ [‖A2‖, ‖A1‖), что
µ−A2A∗2 − µA21(‖A1‖2 − µ)−1A∗21 ≥ 0,
или, что эквивалентно,
µ2 − µ(‖A1‖2 +A2A∗2 −A21A∗21) + ‖A1‖2A2A∗2 ≤ 0. (3.15)
Отсюда следует, что при каждом x ∈ H− уравнение
λ2(x, x)− λ(‖A1‖2(x, x) + (A∗2x,A∗2x)− (A∗21x,A∗21x))
+ ‖A‖2(A∗2x,A∗2x) = 0 (3.16)
имеет только вещественные решения, т.е. дискриминант этого урав-
нения
D = (‖A1‖2(x, x) + (A∗2x,A∗2x)− (A∗21x,A∗21x))2
− 4‖A‖2(A∗2x,A∗2x)(x, x) ≥ 0,
что эквивалентно неравенству
‖A1‖2(x, x) + (A∗2x,A∗2x)− (A∗21x,A∗21x) ≥ 2‖A1‖‖A∗2x‖,
которое переписывается как
‖A1‖‖x‖ − ‖A∗2x‖ ≥ ‖A∗21x‖.
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Последнее неравенство влечет справедливость (3.14).
Обратно, пусть выполнено условие (3.14). Тогда, обратив при-
веденные выше рассуждения, получим, что уравнение (3.16) имеет
только вещественные корни p±(x) при каждом x ∈ H−:
p±(x) =
(‖A1‖2(x, x) + (A∗2x,A∗2x)− (A∗21x,A∗21x))±
√
D
2(x, x)
. (3.17)
Как известно [28, Глава IV], p−(x) ≤ p+(y) при всех x, y ∈ H− и
множества ∆± := {p±(x) | x ∈ H−} связны, ∆− ∩ ∆+ состоит не
более, чем из одной точки. Следовательно, существует такое µ > 0,
что p−(x) ≤ µ ≤ p+(y) при всех x, y ∈ H−. Поэтому для таких µ
справедливо неравенство (3.15). Остается показать, что
‖A2‖2 ≤ µ ≤ ‖A1‖2. (3.18)
Прямым счетом проверяется, что
p−(x) ≥ (A
∗
2x,A
∗
2x)
(x, x)
, p+(x) ≤ ‖A1‖2,
откуда и следует (3.18).
Следствие 3.1. Пусть A — нижний треугольный оператор с не-
прерывно обратимым (на своей области значений) оператором A1.
Требование
‖A−11 ‖−1 ≥ ‖A21‖+ ‖A2‖ (3.19)
является достаточным для того, чтобы A был строгим плюс-опе-
ратором.
Доказательство. В самом деле, пусть A∗1 = W |A∗1| — полярное раз-
ложение оператора A∗1. Тогда A1 = |A∗1|V , где V = W ∗ — изометри-
ческий оператор. Поскольку ‖ |A∗1|V x+‖ ≥ ‖A−1‖−1‖V x+‖, x ∈ H+,
то
[Ax,Ax] ≥ [A˜x, A˜x], x ∈ H,
где
A˜ =
(‖A−1‖−1V 0
A21 A2
)
.
Из (3.19) и (3.14) следует, что A˜ — строгий плюс-оператор, а потому
и A — строгий плюс-оператор.
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Ниже приводим без доказательства теорему 3.4, поскольку она
проверяется по той же схеме, что и теорема 3.3 с тем отличием, что
за основу надо взять из леммы 3.2 условие
A∗1A1 − µ− µA∗21(µ− ‖A2‖2)−1A21 ≥ 0.
Теорема 3.4. Пусть A — нижний треугольный оператор, A2 кол-
линеарен кoизометрическому оператору W , т.е. A2 = ‖A2‖W . Тогда
для того, чтобы A был строгим плюс-оператором, необходимо и до-
статочно, чтобы
‖A2‖ ≤ inf
‖x‖=1
{‖A1x‖ − ‖A21x‖}. (3.20)
Следствие 3.2. Условие (3.20) является достаточным для того,
чтобы произвольный нижний треугольный оператор был строгим
плюс-оператором.
Доказательство. В самом деле, в силу теоремы 3.4 условие (3.20)
достаточно (и необходимо), чтобы строгим плюс-оператором был опе-
ратор
A˜ =
(
A1 0
A21 ‖A2‖ I
)
.
Следовательно, найдется такое µ > 0, что
A˜µ =
A∗1A1 − µI √µA∗21√
µA21 µI − ‖A2‖2
 ≥ 0.
Поскольку для оператора Aµ из (3.13) имеем
Aµ ≥ A˜µ ≥ 0,
то A — строгий плюс-оператор.
Из (3.14) и (3.20) следует следующее обобщение ситуации, знако-
мой нам по случаю dimH+ = dimH− = 1 (см. (2.16)).
Следствие 3.3. Если одновременно A1 коллинеарен изометрическо-
му оператору и A2 — коизометрическому, то нижний треугольный
оператор A является строгим плюс-оператором тогда и только то-
гда, когда
‖A2‖+ ‖A21‖ ≤ ‖A1‖. (3.21)
2
330 Бистрогие плюс-операторы...
Замечание 3.2. Произвольный оператор A допускает факториза-
цию вида (2.10), если ranA12 ⊂ ranA1, A1 — непрерывно обратим на
своей области значений и ‖A−11 A12‖ < 1. Мы предоставляем читателю
переписать, как это было сделано в теореме 3.2, условия, полученные
для нижних треугольных матриц на случай произвольных операто-
ров.
Замечание 3.3. Формула (3.13) позволяет построить другую, неже-
ли приведенная выше, параметризацию нижних треугольных строгих
плюс-операторов, а именно: каждому нижнему треугольному строго-
му плюс-оператору соответствует набор {µ,A1,Γ, S}, состоящий из
положительного числа µ, непрерывно обратимого на своей области
значений оператора A1 c ‖A−11 ‖−1 ≥ µ, равномерного сжатия Γ :
H+ → H−, являющегося расширением оператора A21A−11 на все H+
и сжатия S : H− → H−, являющегося расширением оператора
1√
µ
(I −A21(A∗1A1 − µ)(−1)A∗21)(−1)A2
на все пространство H−; обратно, по упомянутой четверке строим
оператор A21 = ΓA1 и оператор
A2 =
√
µ(I −A21(A∗1A1 − µ)(−1)A∗21)S. (3.22)
Для того, чтобы описать в классе всех операторов T с ranT12 ⊂ ranT1
множество строгих плюс-операторов, надо добавить еще один пара-
метр, а именно, равномерное сжатие Γ˜ = (T−11 T12)
∗ : H+ → H−, уча-
ствующий в построении J-унитарного оператора U(Γ˜), позволяющего
провести факторизацию T = AU(Γ˜), где A — нижний треугольный
оператор.
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