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Abstract
This thesis investigates bosonic mixtures in ultra-cold atom systems. We mainly
focus on mixtures of two bosonic twin-species trapped in optical lattices, paying
particular attention to the properties of spatial separation. The study is carried out by
means of the path-integral quantum Monte Carlo by the two-worm algorithm and by
analytical calculations where the complexity of the system allows it. The mixture
is trapped in a square optical lattice at different filling and temperature conditions.
We explore the ground-state phase diagram showing that various quantum phases
can arise depending on the interplay between intra- and inter-species interactions.
Demixed phases, characterized by spatial separation of the two species, are studied in
details determining under which conditions they can be stabilized. The influence of
temperature, filling factor and harmonic trap on phase separation is also investigated.
An interesting dependence of the degree of demixing from temperature has been
found, suggesting new ways to measure the temperature of a two-component bosonic
mixture.
We also study spatial phase separation in the simple case of a two-component
mixture in a double-well potential both numerically and by means of the Bogoliubov
approximaton. We show that even in this simple case the main features of the mix-
ing/demixing phase transitions are observed, and that the transition is characterized
by a spectral collapse of the energy eigenvalues reflecting the dramatic change of
algebraic structure of the model.
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Introduction
Mixtures of two bosonic species in cold-atom systems feature a variety of unprece-
dented effects and quantum phases [1]-[26] resulting from the interplay between
kinetic energy and intra-, inter-species density-density interactions. In the past
decade, a considerable theoretical work has been devoted to investigate manifold
properties of both lattice and continuous systems. Different aspects of the phase
diagram have been studied by means of generalized mean-field schemes [16]-[18],
Luttinger-liquid picture [19], or perturbation methods [20]. Moreover, the effect of
phase separation [82, 22], the study of quantum emulsions and coherence properties
of mixtures [23, 24], and the shift of Mott domains due to the presence of a second
(superfluid) species [25] along with the interpretation of this shift in terms of polaron
excitations [26] have been explored.
In the limit of large interactions, magnetic-like phases such as the incompressible
double-checkerboard solid and the supercounterflow have been predicted theoreti-
cally [1]-[4] at total filling one and repulsive inter-species interaction, while paired
superfluidity has been found [5] in the case of attractive inter-species interaction at
equal integer filling of the two components. These findings stimulated further investi-
gation of magnetic-like phases including finite temperature effects [10, 14], different
optical lattice geometries [15] and dimensionality, and various interacting regimes
[6]-[13], [20]. Nevertheless, over the ten years from initial theoretical investigation
of these systems [1]-[4], their rich phase diagram still exhibits several unexplored as-
pects that challenge theoretical and numerical techniques, while its elusive character
demands more sophisticated experimental techniques for the observation of these
quantum phases.
The recent experimental realization of mixtures, either combining two different
atomic species [27, 28] or using the same atomic species in two different internal
energy states [29–32] demonstrated how refined experimental techniques allow to
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control the model parameters, hence reinforcing the interest toward these systems.
The possibility to observe such new phases in real systems is strongly affected by
i) the presence of the trapping potential which introduces an undesired source of
inhomogeneity, ii) the fact that their theoretic prediction is based on assuming rather
ideal conditions (such as, for example, species A and B with the same boson numbers
Na = Nb, or large intra-species interactions), and iii) the difficulty in reaching low
enough temperatures where such phases are expected. Concerning points i) and ii),
the experimental realizability of magnetic phases has been analyzed in [33] leading
to promising results at least for the double checkerboard phase.
Furthermore, in the past few years brand new experimental techniques [34–39]
opened the possibility to resolve the observation of an optical lattice down to a single-
site scale. This new and intriguing experimental opportunity, is potentially useful
from the point of view of the detection of magnetic phases and related phenomena
like phase separation.
In this thesis we basically study bosonic mixtures in ultra-cold atom systems.
We focus our attention to investigate mixtures of two bosonic twin-species trapped
in a two-dimensional, square, optical lattice. The study is carried out from the
theoretical point of view by means of simulations through the Two-worm algorithm
Quantum Monte Carlo [40], as well as by means of analytical computation where
the complexity of the system allows it. The investigation is performed in both the
homogeneous (periodic boundary conditions) and harmonically trapped cases. It is
focused on the reconstruction of the ground-state phase diagram, paying particular
attention to the conditions under which the different quantum phases can be stabilized.
In particular, this thesis focuses on the study of the demixing effect that arise in the
so-called demixed phases, namely: demixed Superfluid and demixed Mott-insulator
phases. A demixed phase is a quantum phase in which the two components of
the mixture are physically separated on the lattice. Phase-separation is studied in
details both in the ground-state, and at finite temperature. An interesting competitive
relationship between the demixed phases and the temperature of the system has been
found. The key-point is that temperature fluctuations tend to destroy phase separation,
and this can be very efficiently detected by means of a suitable demixing estimator.
By exploiting the thermometric property of the phase separation it is possible to
properly design a new thermometry technique capable to measure the temperature in
ultra-cold mixtures through fundamental principle of miscibility. The technique is
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proven to work well in both weakly- and strongly-interacting regimes filling a sorely
felt need where standard and conventional techniques lack on reliability.
Measuring the temperature in optical lattices may be indeed cumbersome and
far from trivial. Ultra-cold atoms are quite generally regarded as an almost ideal
experimental setting to investigate many-body quantum physics in strongly corre-
lated regimes [41]. However, atomic systems suffer from some notable limitations.
Measuring fundamental parameters, such as temperature, for strongly correlated
quantum gases can be very challenging. The main physical reason is because the
primary thermometric quantity used in these systems is the momentum distribution.
Momentum distributions in optical lattices can be measured through standard absorp-
tion images technique (Time-Of-Flight images) and can be relatively easy to obtain
in standard experimental setups. However, in strongly-correlated regimes momen-
tum distributions are often dominated by quantum rather than thermal fluctuations
thereby becoming quite insensitive to temperature variations. Because of the lack
of reliable estimator, thermometry for optical lattices in the last years stimulated
numerous theoretical proposals and experiments [42]. Up to date, the main exper-
imental techniques used for thermometry of optical lattice systems exploits either
ancillary samples [43, 44, 85, 47], or measure of local density fluctuations with high-
resolution imaging [34–39]. However, seminal works have been reported both with
bosonic and fermionic samples. In 2009 demixing between two spin components
of Rubidium atoms was induced by a magnetic field gradient and the width of the
interface region was used to estimate the temperature [43]. While recently, the spin
waves (magnons) in a spinor Rb condensate were used to reduce the entropy per
particle to values as low as 0.02kB [48]. On the fermionic side, anti-ferromagnetic
correlations have been detected by means of Bragg scattering [49], and also, very
recently, directly by means of single-site imaging [50–52]. However, all the methods
mentioned above work well in the weakly-interacting regime, but lack on reliability
when the interaction become strong enough. Within the effort to contribute to the
research of a universal and standard method for thermometry of strongly correlated
quantum gases, with our proposal we suggest a method particularly suitable for
temperatures of the order of the tunneling energy, where “quantum magnetism” is
expected, capable of filling the gap between the two interaction regimes.
In the spirit of trying to provide a more complete and exhaustive investigation,
we finally focus on the study of the simple two-well lattice model (equivalent to a
two-sites BH model) from the analytical and numerical point of view. Despite the
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simplicity of the model, the analytical study reveals how the most fundamental and
general principles found in the more accurate and complete analysis of more complex
systems, can be grasped by the knowledge of much simpler one. By analyzing the
simple and symmetric two-site and two-species Bose-Hubbard (BH) model by means
of the Bogolubov approximation, we found indeed that the mixing/demixing phase
transition can be interpreted as a change of the underlying algebraic structure of the
model. And how this change is witnessed by the spectral collapse of the energy-
eigenvalues.
This thesis is organized as follows. In the first chapter we analyze and derive the
theoretical model underlying our study. We introduce the theoretical framework of
the second-quantization formalism and we discuss the assumptions and hypothesis
that lead to the derivation of the so called Bose-Hubbard model. We initially work
considering a single weakly-interacting bosonic gas trapped in a periodical lattice.
We then extend the picture to the case of two bosonic species, and derive the
Hamiltonian of the Two-Species Bose Hubbard model.
In the second chapter we review and examine the Quantum Monte Carlo Al-
gorithm used for our simulations. We describe the method and we unveil the key
features of the worm-algorithm Quantum Monte Carlo [53, 54, 40]. We then move
to analyze the results of our study. In chapter 3 we reconstruct the ground-state
phase diagram of a mixture of two bosonic twin species trapped in an homogeneous
optical lattice at commensurate unitary filling. We examine the property of phase
separation, and the condition under which the different quantum phases can be
stabilized and experimentally detected by means of Time-Of-Flight images. We then
move to discuss both phase diagram and demixed phases for non-integer fillings and
in the presence of a confining Harmonic potential. Within the latter scenario we
study the momentum distributions and the experimental detectability of the different
phases; we also investigate the appearance of spatial-shell-structures where different
quantum phases can coexist due to the imposed variable local density.
In chapter 4 we study the system at finite temperature in both the homogeneous
and the trapped case. We analyze phase separation away from T = 0 reconstructing
the behaviour of the demixing parameter as a function of the temperature in both
weakly and strong interacting regimes. In chapter 5 we exploit then these thermo-
metric properties in order to propose a new method for measuring the temperature
in ultra-cold atom systems. In chapter 6, we finally carry on the analytical study
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of the simple two-well model by means of the Bogoliubov approximation showing
how the energy spectrum obtained analytically well reproduces the exact spectrum
determined numerically. We then summarize and conclude.
The main contents of this thesis have been published in the papers [55–57].
Chapter 1
Theoretical Framework
The theoretical framework that naturally fits the description of a mixture of two
weakly interacting bosonic gases is the second-quantization formalism. The second-
quantization process initially introduced by Paul Dirac in 1927 is a mathematical
framework capable of describing and analyze quantum many-body systems. This
formalism arises from the possibility to formulate the many-body quantum problem
in terms of a many-oscillator model leading to the quantization of the many-body
wavefunction Ψ in terms of normal modes. It naturally entails the preservation of
the correct statistics due to the indistinguishability of quantum-particles.
Within the second-quantization approach each bosonic field is represented by
a bosonic field-operator Ψˆ(⃗x). The bosonic field operator satisfies the standard
commutation relation of bosons
[Ψˆ(⃗x),Ψˆ†(⃗s)] = δ 3(⃗x− s⃗), [Ψˆ(⃗x),Ψˆ(⃗s)] = [Ψˆ†(⃗x),Ψˆ†(⃗s)] = 0. (1.1)
Bosonic field-operators and their conjugates, can be expanded in terms of normal
modes in a given, arbitrary, basis:
Ψˆ(⃗x) =∑
i
ψi(⃗x)ai, Ψˆ†(⃗x) =∑
j
ψ j (⃗x)a†j (1.2)
where {ψi(⃗x)} is a complete orthonormal basis of the many-body wavefunction, and
ai, a
†
j are annihilation and creation operators of modes i and j respectively. Creation
7and annihilation operators ai, a
†
j satisfy the commutation relations
[ai,a
†
j ] = δi j, [a
†
i ,a
†
j ] = [ai,a j] = 0. (1.3)
The choice of the basis is of course arbitrary, but peculiar choices can be particu-
larly suitable for different physical problems. If dealing with periodic systems, e.g.
optical lattices, convenient choices of the basis are the Bloch basis and the Wannier
basis.
The Bloch Basis. The Bloch basis is formed by the complete orthonormal set
of eigenfunction associated with the quantum mechanical problem of a particle in a
periodic potential. The equation of motion describing the dynamic of the problem is
described by the Schroedinger equation
ih¯Ψ(x, t) = HˆΨ(x, t) (1.4)
where Hˆ = − h¯22m∇2 +Vp(⃗x) is the 1-particle Hamiltonian operator and Vp(⃗x) =
Vp(⃗x+ R⃗) the given periodic potential of period R⃗ = jax⃗ux + lay⃗uy +maz⃗uz, with
j, l,m ∈ Z and ax, ay and az the periodicity along the x, y and z directions. Note that
if Vp(⃗x) describes the periodic potential of a lattice, the index ( j, l,m) identify the
discrete coordinates of each lattice site. According to the Bloch Theorem [58] the
solution of the problem (1.4) are
Ψ(x, t) = ei
En (⃗k)
h¯ tψnk(⃗x) (1.5)
where En(⃗k) and ψnk(⃗x) are the eigenvalues and the eigenfunctions of the operator
Hˆ respectively. Eigenfunctions ψnk(⃗x) have the form:
ψnk(⃗x) = ei k⃗·⃗xunk(⃗x), (1.6)
and satisfy the property
ψnk(⃗x+ R⃗) = ei⃗k·(⃗x+R⃗)unk(⃗x+ R⃗) = ei⃗k·R⃗unk(⃗x) (1.7)
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where unk(⃗x+ R⃗) = unk(⃗x). The set of all the eigenfunction {ψnk(⃗x)} forms the
complete orthonormal basis called the Bloch basis. It satisfy therefore the relation
(ψmq(⃗x),ψnk(⃗x)) =
∫
V
d3xψ∗mq(⃗x)ψnk(⃗x) = δmnδqk (1.8)
The bosonic field-operator expanded in the Bloch basis take the form:
Ψˆ(⃗x) =∑
n,k
ψnk(⃗x)bnk =∑
n,k
ei⃗k·⃗xunk(⃗x)bnk, (1.9)
Ψˆ†(⃗x) =∑
n,k
ψnk(⃗x)b†nk =∑
n,k
ei⃗k·⃗xunk(⃗x)b†nk. (1.10)
The Wannier Basis. In optical lattice applications is often useful to introduce
another basis, namely, the Wannier Basis [58]. The Wannier modes are defined as
the Fourier transform of the Bloch modes:
ani =∑
k
1√
M
bnkei⃗k·R⃗i ≡ an jlm =∑
k
1√
M
bnkei(kxax j+kyayl+kzazm) (1.11)
Due to the anti-transformation properties of the Fourier transform, the inverse defini-
tion also holds
bnk =∑
i
1√
M
anie−i⃗k·R⃗i. (1.12)
By applying definition (1.12) to the expansion of (1.13), it is possible to represents
the field-operator in the new basis.
Ψˆ(⃗x) =∑
n,k
ψnk(⃗x)bnk =∑
n,k
ψnk(⃗x)∑
i
1√
M
anie−i⃗k·R⃗i =
=∑
n,i
∑
k
ei⃗k·⃗xunk(⃗x)
1√
M
e−i⃗k·R⃗iani =
∑
n,i
1√
M∑k
ei⃗k·⃗xe−i⃗k·R⃗iunk(⃗x)ani =∑
n,i
Wni(⃗x)ani (1.13)
where we define the Wannier eigenfunctions as:
Wni(⃗x) =
1√
M∑k
ei⃗k·(⃗x−R⃗i)unk(⃗x) (1.14)
9The set of {Wni(⃗x)} form a complete orthonormal basis named as Wannier basis, and
thus the Wni(⃗x) satisfy the relation of orhogonality
(Wm j (⃗x),Wni(⃗x)) =
∫
V
d3xW ∗m j (⃗x)Wni(⃗x) = δmnδ ji (1.15)
Wannier Wni(⃗x) describes the localization of bosons in the lattice site i. Lattice
coordinates of a given site i corresponds to the lattice potential minima. If the lattice
potential Vp(⃗x) in correspondence of the site x⃗ = R⃗i can be approximated with an
harmonic potential Vp(⃗x)≈ 12mω2p (⃗x− R⃗i)2 the Wannier function (1.14) can be seen
as the solution of the 1-particle ith-well problem (i.e. ith-well Harmonic Oscillator):
[
− h¯
2
2m
∇2+
1
2
mω2p (⃗x− R⃗i)2
]
Wi(⃗x) = E0Wi(⃗x) (1.16)
whose solution is a gaussian-like function
Wi(⃗x)≃ 1√πσ e
− (⃗x−R⃗i)2
2σ2 (1.17)
where σ =
√
h¯
mωp . We can then observe that, from functions (1.17) it is easier to
understand why Wannier functions Wi(⃗x) describe the localization of bosons in a
given potential well i of the periodic lattice.
Bosonic field operator expanded in the Wannier basis are then
Ψˆ(⃗x) =∑
n,i
Wni(⃗x)ani, Ψˆ†(⃗x) =∑
n, j
Wn j (⃗x)a
†
n j; (1.18)
also in this case, local-mode operators ai and a
†
j satisfy the standard bosonic commu-
tation relations: [ani,a
†
n j] = δi j and [a
†
ni,a
†
n j] = [ani,an j] = 0.
Within the second quantization formalism a many-body field expanded in a given
basis, is represented by a collection of Harmonic oscillators described by the creation
(annihilation) operators a†i (ai) proper of that mode i. Let’s try now to understand
what is the contribution of each mode to the total field. The total number of particles
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of a given field is described by the total number operator defined as:
Nˆ =
∫
d3xΨˆ†(⃗x)Ψˆ(⃗x) =
∫
d3x∑
i
∑
j
φ∗i (⃗x)φ j (⃗x)a
†
i a j =
∑
i
∑
j
a†i a j
∫
d3xφ∗i (⃗x)φ j (⃗x) =∑
i
∑
j
a†i a jδi j =∑
i
a†i ai =∑
i
nˆi (1.19)
where nˆi = a
†
i ai is number operator associated with the i
th Harmonic Oscillator (ith
mode). If one compute the expectation value of operator (1.19), will obtain the
average number of particle in that field:
⟨Nˆ⟩= ⟨∑
i
nˆi⟩=∑
i
⟨nˆi⟩ (1.20)
The average number of particle in a field is therefore given by the sum of the average
number of particles in each mode. Each modes then contributes to the total field
according to the weight associated to that mode in that representation. This weight is
nothing more than the number of particle (quanta) in that given mode of oscillation.
The state of the physical system in the second-quantization formalism, can be
represented by the collection of the occupation numbers of each mode (Harmonic
Oscillator) that contributes to the field. This states are called Fock states and for
bosonic fields are defined as tensor product of 1-body states of each harmonic
oscillator in the occupation-number representation.
|n1n2 . . .ni . . .nM⟩= |n1⟩⊗ |n2⟩⊗ · · ·⊗ |ni⟩⊗ · · ·⊗ |nM⟩=
M
∏
i=1
|ni⟩ (1.21)
where M is the dimension of the basis (e.g. the number of lattice sites in the Wannier
basis). According to the definition of single-mode annihilation and creation operators
their action on the Fock states (1.21) are defined as
a†i |n1n2 . . .ni . . .nM⟩=
√
ni+1|n1n2 . . .ni+1 . . .nM⟩, (1.22)
ai|n1n2 . . .ni . . .nM⟩=√ni|n1n2 . . .ni−1 . . .nM⟩, (1.23)
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while the action of the mode-i number operator nˆi = a
†
i ai is given by
nˆi|n1n2 . . .ni . . .nM⟩= a†i ai|n1n2 . . .ni . . .nM⟩=
=
√
nia
†
i |n1n2 . . .ni−1 . . .nM⟩=
=
√
ni
√
ni−1+1|n1n2 . . .ni+1 . . .nM⟩=
=
√
ni
√
ni|n1n2 . . .ni+1 . . .nM⟩= ni|n1n2 . . .ni . . .nM⟩ (1.24)
The action of nˆi over the Fock state extracts the number of particles in mode i. For
bosonic mode-operators (and bosonic field-operators) the allowed number of particle
of each mode belong to the range ni ∈ [0,∞).
Mixture of bosonic species . If one is willing to describe the behaviour of
different bosonic species in a system, e.g. a mixture of two-quantum gases, he will
need to take into account different bosonic field-operators, each one describing a
different bosonic field.
To study a mixture of two bosonic species we need to define two different bosonic
field-operators: Ψˆa(⃗x) for species A and Ψˆb(⃗x) for species B. The two field-operators
are defined over different Fock spacesHA andHB
Ψˆa : HA −→HA, Ψˆb : HB −→HB. (1.25)
Since the two field operators are defined over different Fock spaces, andHA∩HB =
0 the two field-operator commutes
[Ψˆa(⃗x),Ψˆb(⃗x)] = 0, [Ψˆ†a(⃗x),Ψˆ
†
b(⃗x)] = 0, (1.26)
[Ψˆ†a(⃗x),Ψˆb(⃗x)] = 0, [Ψˆa(⃗x),Ψˆ
†
b(⃗x)] = 0. (1.27)
The two field-operator can be represented in a given basis. The choice, as always,
is arbitrary and depends on the particular problem one is dealing with. However, it is
usually convenient expand both field operators in the same basis.
Ψˆa(⃗x) =∑
i
ψi(⃗x)ai, Ψˆb(⃗x) =∑
j
ψ j (⃗x)b j; (1.28)
Ψˆ†a(⃗x) =∑
i
ψ∗i (⃗x)a
†
i , Ψˆ
†
b(⃗x) =∑
j
ψ∗j (⃗x)b
†
j ; (1.29)
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where ai (a
†
i ) and b j (b
†
j) are the single-mode annihilation (creation) operators of
species A and B respectively. Note that, also the single-mode operators of two
different species commutes
[ai,b j] = 0, [a
†
i ,b
†
j ] = 0; (1.30)
[a†i ,b j] = 0, [ai,b
†
j ] = 0. (1.31)
Once the representation basis as been fixed, it is possible to define the Fock states of
the system in terms of occupation numbers. The Fock state of species A is defined as
|na1na2 . . .nai . . .naM⟩= |na1⟩⊗ |na2⟩⊗ · · ·⊗ |nai⟩⊗ · · ·⊗ |naM⟩=
M
∏
i=1
|nai⟩, (1.32)
while the Fock state representing the state of species B is
|nb1nb2 . . .nb j . . .nbM⟩= |nb1⟩⊗ |nb2⟩⊗ · · ·⊗ |nb j⟩⊗ · · ·⊗ |nbM⟩=
M
∏
j=1
|nb j⟩ (1.33)
The total Fock space HT including all the possible states of a mixture of two
bosonic species is then defined as the direct product of the single species Fock spaces.
HT =HA⊗HB (1.34)
While the total Fock state representing the quantum state of the entire mixture is
defined as the direct product of the single species Fock states
|⃗na, n⃗b⟩= |na1na2 . . .nai . . .naM⟩⊗ |nb1nb2 . . .nb j . . .nbM⟩. (1.35)
1.1 The Second-Quantization Hamiltonian
Within the second-quantization approach the second-quantization Hamiltonian that
describes the dynamic of the many-body system take the form:
Hˆ =
∫
d3xΨˆ†(⃗x)HˆΨˆ(⃗x), (1.36)
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where Ψˆ†(⃗x) and Ψˆ(⃗x) are the field-operator and its hermitian conjugate defined
above, and Hˆ the 1-particle Hamiltonian Operator describing the system.
The equation of motion are then obtained within the Heisenberg picture by ap-
plying the commutator brackets to the Hamiltonian operator (1.36) and the canonical
field-operators Ψˆ†(⃗x, t) and Ψˆ(⃗x, t).
ih¯∂tΨˆ(⃗x, t) = [Ψˆ(⃗x, t),Hˆ ], ih¯∂tΨˆ†(⃗x, t) = [Ψˆ†(⃗x, t),Hˆ ] (1.37)
that, by expanding Ψˆ(⃗x, t) = ∑iψi(⃗x)ai in terms on modes, read
ih¯∂tai = [ai,Hˆ ], ih¯∂ta†j = [a
†
j ,Hˆ ] (1.38)
1.1.1 The non-interacing Bose-Gas Hamiltonian
The Hamiltonian Operator of a free non-interacting Bose-Gas is defined, according
to (1.36), as
Hˆ =
∫
d3xΨˆ†(⃗x)HˆΨˆ(⃗x) =
∫
d3xΨˆ†(⃗x)
[
− h¯
2
2m
∇2+V (⃗x)
]
Ψˆ(⃗x) (1.39)
where Hˆ =− h¯22m∇2+V (⃗x) is the 1-particle Hamiltonian operator describing a single
quantum-particle in a potential V (⃗x). Expanding the field-operator in a given basis,
the hamiltonian can be rewritten in terms of annihilation and creation operators of
the basis’modes.
Hˆ =
∫
d3xΨˆ†(⃗x)
[
− h¯
2
2m
∇2+V (⃗x)
]
Ψˆ(⃗x) =
=
∫
d3x∑
i
φ∗i (⃗x)a
†
i
[
− h¯
2
2m
∇2+V (⃗x)
]
∑
j
φ j (⃗x)a j =
=∑
i
∑
j
(∫
d3xφ∗i (⃗x)
[
− h¯
2
2m
∇2+V (⃗x)
]
φ j (⃗x)
)
a†i a j =
=∑
i
∑
j
(
− h¯
2
2m
∫
d3xφ∗i (⃗x)∇
2φ j (⃗x)+
∫
d3xφ∗i (⃗x)V (⃗x)φ j (⃗x)
)
a†i a j =
=∑
i
∑
j
(Ei j +Vi j)a
†
i a j =∑
i
∑
j
Hi ja
†
i a j (1.40)
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Where Hi j = Ei j +Vi j are the matrix element of the first-quantization hamilto-
nian Hˆ in the representation {φi(⃗x)}, and Ei j =− h¯22m
∫
d3xφ∗i (⃗x)∇2φ j (⃗x) and Vi j =∫
d3xφ∗i (⃗x)V (⃗x)φ j (⃗x) the kinetic and potential energy parts respectively. The most
convenient choice of the basis strongly depends on the shape of the potential and
corresponds to the one in which Hˆ is in its diagonal form. This happens if the set
{φi(⃗x)} are the eigenfunction of Hˆ. In that case the hamiltonian reduces to:
Hˆ =
∫
d3xΨˆ†(⃗x)HˆΨˆ(⃗x) =
=
∫
d3x∑
i
φ∗i (⃗x)a
†
i Hˆ∑
j
φ j (⃗x)a j =
=∑
i
∑
j
Hi j
∫
d3xφ∗i (⃗x)φ j (⃗x)a
†
i a j =
=∑
i
∑
j
Hi jδi ja†i a j =∑
i
Hiia
†
i ai =∑
i
Eia
†
i ai =∑
i
Einˆi
(1.41)
The hamiltonian is now written in terms of mode-number operators nˆi, so the associ-
ated eigenvalue problem has a trivial solution
Hˆ |⃗n⟩= E |⃗n⟩ (1.42)
Hˆ |⃗n⟩=∑
i
Einˆi |⃗n⟩=∑
i
Eini|⃗n⟩ (1.43)
so the energy eigenvalues of the system are E = ∑i Eini and the eigenstates are the
Fock states themeselves.
Unfortunately, obtaining the diagonal form of Hˆ is in general far from trivial.
1.1.2 The weakly-interacting Bose-Gas Hamiltonian
The Hamiltonian of a weakly interacting Bose-Gas is obtained by adding an intra-
species interaction term to the hamiltonian (1.39).
Hˆ =
∫
d3xΨˆ†(⃗x)
[
− h¯
2
2m
∇2+V (⃗x)+U (⃗x)
]
Ψˆ(⃗x) (1.44)
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where the term U (⃗x) describes the intra-species interaction between the particles in-
side the Bose-Gas. It ìs a self-interaction term that takes into account the interactions
of the quantum-field with itself. U (⃗x) is defined as a two-body interaction term of
the form
U (⃗x) =
1
2
∫
d3yΨˆ†(⃗y)U(|⃗x− y⃗|)Ψˆ(⃗y) (1.45)
By substituting in (1.44) the term (1.45) one gets:
Hˆ =
∫
d3xΨˆ†(⃗x)
[
− h¯
2
2m
∇2+V (⃗x)
]
Ψˆ(⃗x)+
+
1
2
∫ ∫
d3xd3yΨˆ†(⃗x)Ψˆ†(⃗y)U(|⃗x− y⃗|)Ψˆ(⃗y)Ψˆ(⃗x) (1.46)
In general in literature, Hamiltonian (1.44) is written directly in the form (1.46) as
Hˆ = Hˆ0+ Uˆ (1.47)
where
Hˆ0 =
∫
d3xΨˆ†(⃗x)
[
− h¯
2
2m
∇2+V (⃗x)
]
Ψˆ(⃗x), (1.48)
and
Uˆ =
1
2
∫ ∫
d3xd3yΨˆ†(⃗x)Ψˆ†(⃗y)U(|⃗x− y⃗|)Ψˆ(⃗y)Ψˆ(⃗x). (1.49)
This is done in order to visibly separate the one-body part Hˆ0, depending only on the
field operator Ψˆ(⃗x) defined in x⃗, from the two-body interaction term Uˆ , depending
on both the fields Ψˆ(⃗x) and Ψˆ(⃗y) defined at the coordinates x⃗ and y⃗ respectively.
From the relation (1.49) is indeed clear the two-body character of this interaction:
the field Ψˆ(⃗x) interacts with the field Ψˆ(⃗y) at distance |⃗x− y⃗| through the potential
U(|⃗x− y⃗|).
For weakling interacting and dilute Bose-Gases the two-body interaction potential
U(|⃗x− y⃗|), can be defined as the contact potential
U(|⃗x− y⃗|) =U0δ 3(⃗x− y⃗) (1.50)
where
U0 =
4π h¯2a0
m
(1.51)
with a0 the s-wave scattering length of the scattering process between two-particles
of the quantum gas. This assumption is valid only under the hypothesis of ultra-cold
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and dilute gas, where the interparticle distance d is very large and due to the low
temperature, the particles can be assumed relatively slow (momentum p such that
pr0
h¯ ≪ 1, with r0 the range of interatomic forces).
Under this assumptions it is possible to rewrite the 2-body interaction term of Hˆ as
Uˆ =
U0
2
∫ ∫
d3xd3yΨˆ†(⃗x)Ψˆ†(⃗y)δ 3(⃗x− y⃗)Ψˆ(⃗y)Ψˆ(⃗x) =
=
U0
2
∫
d3x Ψˆ†(⃗x)Ψˆ†(⃗x)Ψˆ(⃗x)Ψˆ(⃗x) =
U0
2
∫
d3x (Ψˆ†(⃗x))2(Ψˆ(⃗x))2 (1.52)
By substituting the new form of Uˆ in the Hamiltonian (1.47), one obtains the
new expression for the weakly-interacting Bose-Gas Hamiltonian
Hˆ =
∫
d3xΨˆ†(⃗x)
[
− h¯
2
2m
∇2+V (⃗x)
]
Ψˆ(⃗x)+
U0
2
∫
d3x (Ψˆ†(⃗x))2(Ψˆ(⃗x))2. (1.53)
1.1.3 Mixture of two weakly-interacting Bose-Gases Hamiltonian
The Second-Quantization Hamiltonian describing a mixture of two weakling inter-
acting Bose-Gases trapped in a given potential V (⃗x) is defined as the sum of the
Hamiltonian of the two separate Bose gases (1.53) plus an extra 2-body interaction
term describing the inter-species interaction between the two different bosonic fields.
Hˆ = Hˆ0a+ Uˆa+Hˆ0b+ Uˆb+ Wˆ , (1.54)
where
Hˆ0a =
∫
d3xΨˆ†a(⃗x)
[
− h¯
2
2m
∇2+V (⃗x)
]
Ψˆa(⃗x), (1.55)
Uˆa =
Ua
2
∫
d3x (Ψˆ†a(⃗x))
2(Ψˆa(⃗x))2, (1.56)
Hˆ0b =
∫
d3xΨˆ†b(⃗x)
[
− h¯
2
2m
∇2+V (⃗x)
]
Ψˆb(⃗x), (1.57)
Uˆb =
Ub
2
∫
d3x (Ψˆ†b(⃗x))
2(Ψˆb(⃗x))2, (1.58)
Wˆ =
∫ ∫
d3xd3yΨˆ†a(⃗x)Ψˆ
†
b(⃗y)W (|⃗x− y⃗|)Ψˆb(⃗y)Ψˆa(⃗x). (1.59)
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Here Hˆ0a + Uˆa and Hˆ0b + Uˆb are the two separate Hamiltonians of the the two
Bose-Gases written in terms of field operators Ψˆa(⃗x) and Ψˆb(⃗x) for species A and B
respectively. While Wˆ is the two-body inter-species interaction term describing the
interaction between the bosonic field Ψˆa(⃗x) of species A and the bosonic field Ψˆb(⃗y)
of species B. The inter-species interaction between the bosonic field-operator Ψˆa(⃗x)
at coordinate x⃗, and the bosonic field-operator Ψˆb(⃗y) at coordinate y⃗, is described
by the potential W (|⃗x− y⃗|) and depends on the relative distance |⃗x− y⃗| between the
particles of two species.
In an analogous way of what has been done for the intra-species interaction term
Uˆ for the single bosonic gas, it is possible to rewrite the inter-species interaction
term Wˆ in a much simpler form. For sufficiently low-temperatures and dilute gases
hypothesis, the interaction between the two species can be very-well described by a
scattering process in the s-wave channel. This can be done if the mean inter-species
distance is large enough dab ≫ rab, and if the mean momenta pc of particles of both
species c = a,b is small enough such that the condition pcrabh¯ ≪ 1 is satisfied. Here
rab states for the range of atomic forces between the species A and B. Under this
assumptions the inter-species potential W (|⃗x− y⃗|) can be rewritten as
W (|⃗x− y⃗|) =Uabδ 3(⃗x− y⃗), (1.60)
where
Uab =
4π h¯2aab
mab
. (1.61)
with mab the reduced mass and aab the s-wave scattering length of the A-B scattering
process.
By substituting the new W (|⃗x− y⃗|) in (1.59) we get the new expression for Wˆ :
Wˆ =Uab
∫ ∫
d3xd3yΨˆ†a(⃗x)Ψˆ
†
b(⃗y)δ
3(⃗x− y⃗)Ψˆb(⃗y)Ψˆa(⃗x) =
=Uab
∫
d3xΨˆ†a(⃗x)Ψˆ
†
b(⃗x)Ψˆb(⃗x)Ψˆa(⃗x) (1.62)
Since Ψˆa(⃗x) and Ψˆb(⃗x) commutes, inter-species term can be rewritten in the more
usual form as a density-density operator:
Wˆ =Uab
∫
d3xΨˆ†a(⃗x)Ψˆa(⃗x)Ψˆ
†
b(⃗x)Ψˆb(⃗x) (1.63)
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The Hamiltonian of two-weakly interacting Bose-Gases takes finally the form:
Hˆ =
∫
d3xΨˆ†a(⃗x)
[
− h¯
2
2m
∇2+V (⃗x)
]
Ψˆa(⃗x)+
+
∫
d3xΨˆ†b(⃗x)
[
− h¯
2
2m
∇2+V (⃗x)
]
Ψˆb(⃗x)+
+
Ua
2
∫
d3x (Ψˆ†a(⃗x))
2(Ψˆa(⃗x))2+
+
Ub
2
∫
d3x (Ψˆ†b(⃗x))
2(Ψˆb(⃗x))2+
+Uab
∫
d3xΨˆ†a(⃗x)Ψˆa(⃗x)Ψˆ
†
b(⃗x)Ψˆb(⃗x) (1.64)
1.2 The Bose-Hubbard Model
The Bose-Hubbard Model describes a weakly-interacting Bose-Gas trapped in a
periodic potential [59]-[63]. It is particularly useful to describe quantum lattice-
systems as ultracold atoms trapped in an optical lattice [58]. The model is described
by the second-quantization hamiltonian written in the Wannier-modes representation
Hˆ =−t ∑
⟨i, j⟩
a†i a j +
U
2 ∑i
nˆi
(
nˆi−1
)
(1.65)
where t is the hopping amplitude, and U the inter-species interaction, while the
symbol ⟨i, j⟩ denotes the sum over the nearest neighboring sites. Single-mode
operator a†i and a j are the creation and annihilation operator in the Wannier-modes
picture and satisfies the standard bosonic commutation relations [ai,a
†
j ] = δi j. While
nˆi = a
†
i ai is the mode-i number operator.
1.2.1 Derivation of the Bose-Hubbard Hamiltonian
The Bose-Hubbard Hamiltonian can be derived from the Hamiltonian of a weakly
interacting Bose-Gas (1.53) assuming the potential V (⃗x) to be periodic. Let’s take
Hamiltonian of the weakly-interacting Bose-Gas
Hˆ = Hˆ0+ Uˆ , (1.66)
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Hˆ0 =
∫
d3xΨˆ†(⃗x)
[
− h¯
2
2m
∇2+V (⃗x)
]
Ψˆ(⃗x), (1.67)
Uˆ =
U
2
∫
d3x (Ψˆ†(⃗x))2(Ψˆ(⃗x))2, (1.68)
(1.69)
and set the potential V (⃗x) such that
V (⃗x) =V0 cos2(K⃗p · x⃗) (1.70)
where K⃗p = Kxu⃗x+Kyu⃗y+Kzu⃗z = πax u⃗x+
π
ay
u⃗y+ πaz u⃗z is the wave-vector of the lat-
tice embedding its periodicity. While ax, ay and az are the lattice steps along
the three directions. For two-dimensional optical lattice the potential V (⃗x) =
V0e−σz
2
cos2(K⃗2D · x⃗) with K2D = πax u⃗x + πay u⃗y. The gaussian along the z direction
forces the confinement in that direction.
Here, we derive the Bose-Hubbard Hamiltonian for the most general case of
a 3D lattice, the generalization to lower dimensions is straightforward by simply
applying different lattice potentials. The Bose-Hubbard Hamiltonian is obtained by
expanding the bosonic field-operator in the Wannier basis. We develop the derivation
in two steps, we first analyze the Kinetic term Hˆ0 (1.68) and then the two-body
intra-species interaction term Uˆ (1.68).
Derivation of Hˆ0. Since the potential is periodic, it is natural to expand the field
operator in the Bloch basis and then use the transformations (1.11) and (1.12) to
obtain its representation in the Wannier basis.
Ψˆ(⃗x) =∑
n,⃗k
φnk(⃗x)bk =∑
n,⃗k
ei⃗k·⃗xunk(⃗x)bnk (1.71)
Substituting (1.71) in Hˆ0:
Hˆ0 =
∫
d3x∑
n,⃗k
e−i⃗k·⃗xu∗nk(⃗x)b
†
nk
[
− h¯
2
2m
∇2+V (⃗x)
]
∑
m,⃗q
ei⃗q·⃗xumq(⃗x)bmq
=∑
n,⃗k
∑
m,⃗q
b†nkbmq
∫
d3xe−i⃗k·⃗xu∗nk(⃗x)
[
− h¯
2
2m
∇2+V (⃗x)
]
ei⃗q·⃗xumq(⃗x)
=∑
n,⃗k
∑
m,⃗q
εn(k)δmnδkqb†nkbmq =∑
n,⃗k
εn(k)b†nkbnk (1.72)
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where εn(k) are the Bloch eigenvalues derived explicitly from the Bloch Theorem. If
the single particle states are extremely localized in space, then the expression for the
Bloch eigenvalues reduces to
εn(k) = 2εn ∑
r∈x,y,z
[1− cos(arkr)] (1.73)
where ar is the period of the lattice in direction r = x,y,z. By applying the trans-
formations (1.11) and (1.12) is now possible to swap from the Bloch basis to the
Wannier basis representation
bnk =∑
i
1√
M
anie−i⃗k·R⃗i. (1.74)
The final form of Hamiltonian Hˆ0 is then obtained by substituting expression (1.74)
in (1.72) after a number of mathematical passages (see Appendix A for the detailed
calculation):
Hˆ0 = 6∑
n
εn∑
i
nˆni−∑
n
εn ∑
⟨i, j⟩
a†nian j. (1.75)
Derivation of Uˆ . Lets now move to derivate the two-body interspecies interac-
tion term (1.68). To do so we expand the field operator in the Wannier basis
Uˆ =
U
2
∫
d3x(Ψˆ†(⃗x))2(Ψˆ(⃗x))2 =
=
U
2 ∑ni ∑m j∑lr ∑gs
∫
d3xW ∗ni(⃗x)W
∗
m j (⃗x)Wlr (⃗x)Wgs(⃗x)a
†
nia
†
m jalrags (1.76)
Since Wannier functions Wpc(⃗x)s are orthogonals among each other, the integral∫
d3xW ∗ni(⃗x)W ∗m j (⃗x)Wlr (⃗x)Wgs(⃗x) = δi jrsδmnlg.
Uˆ =
U
2 ∑ni ∑m j∑lr ∑gs
δi jrsδmnlga†nia
†
m jalrags =
U
2 ∑ni
a†nia
†
nianiani (1.77)
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By exploiting the bosonic commutation relation [ani,a
†
ni] = 1:
Uˆ =
U
2 ∑ni
a†nia
†
nianiani =
=
U
2 ∑ni
a†ni(ania
†
ni−1)ani =
U
2 ∑ni
(a†niania
†
niani−a†niani) =
=
U
2 ∑ni
(nˆninˆni− nˆni) = U2 ∑ni
nˆni(nˆni−1). (1.78)
Putting together the Hˆ0 and Uˆ terms one derive the final form of the Hamiltonian
Hˆ :
Hˆ = 6∑
n
εn∑
i
nˆni−∑
n
εn ∑
⟨i, j⟩
a†nian j +
U
2 ∑n ∑i
nˆni(nˆni−1). (1.79)
In a good approximation, at low enough temperatures, only the lowest energy band
ε0 contributes. In this limit by dropping terms at n > 0 we get the single-band
Hamiltonian of the Bose-Hubbard model
Hˆ = 6ε0Nˆ− ε0 ∑
⟨i, j⟩
a†i a j +
U
2 ∑i
nˆi(nˆi−1), (1.80)
where Nˆ = ∑i nˆni is the total boson number operator. Now, by renaming ε0 = t and
dropping the term 6ε0Nˆ as Nˆ is a constant of motion, we obtain the usual form of
the Bose-Hubbard Hamiltonian (1.65) introduced above:
Hˆ =−t ∑
⟨i, j⟩
a†i a j +
U
2 ∑i
nˆi(nˆi−1). (1.81)
1.3 The Two-Species Bose-Hubbard Model
The best theoretical model that describe a mixtures of two, weakly-interacting, Bose-
Gases trapped in an optical lattice is the Two-Species Bose-Hubbard model. The
Hamiltonian of this model is derived from the Hamiltonian of a mixture of two
weakly-interacting Bose-Gases (1.64) by expanding the two bosonic field-operator
Ψˆa(⃗x) and Ψˆb(⃗x) in the Wannier basis. The Two-Species Bose-Hubbard Hamiltonian
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has the form
Hˆ =−ta ∑
⟨i, j⟩
a†i a j +
Ua
2 ∑i
nˆai(nˆai−1)+
− tb ∑
⟨i, j⟩
b†i b j +
Ub
2 ∑i
nˆbi(nˆbi−1)+Uab∑
i
nˆainˆbi (1.82)
where ta (tb) is the hopping amplitudes of species A (B), Ua (Ub) the intra-species
interaction of species A (B) and Uab is the inter-species interaction between the
bosons of the two species. Single-mode operator a†i and a j (b
†
i and b j) are the
creation and annihilation operators in the Wannier-modes picture of species A (B).
They satisfy the standard bosonic commutation relations [ai,a
†
j ] = δi j ([bi,b
†
j ] = δi j).
While nˆai = a
†
i ai (nˆbi = b
†
i bi) is the mode-i number operator of species A (B).
The derivation of Hamiltonian (1.82) is obtained by the expansion of the field
operators of the two-species Hamiltonian (1.64) in the Wannier spatial-mode basis.
This derivation is straightforward with respect to the one of the single-species Bose-
Hubbard model (1.65) and is presented in details in the Appendix B. Hamiltonian
(1.82) is essentially composed by the two single-species Bose-Hubbard Hamiltonians
of species A and B respectively plus the inter-species interacting term Uab∑i nˆainˆbi.
This term describes the onsite interaction between the two bosonic fields and it
is derived from the two-body interaction term Wˆ of the two weakly-interacting
Bose-Gases Hamiltonian (see Appendix B for details).
In this thesis, and often in literature when working within the Grand-Canonical
ensamble formulation of quantum-statistical mechanics, it is useful to work with
Free-Energy operator instead of the Hamiltonian operator. The free-energy is defined
as
Fˆ = Hˆ −∑
c
∑
i
µcinˆci (1.83)
where the sum over c runs over all the species present in the model and µci is the
local-chemical potential of species C (C = A,B in our case).
Unless otherwise noted, since in this thesis we actually work almost-only with the
free-energy operator, following a very common practice in literature, we will refer
to Hˆ as the free-energy of our system (instead of calling it Fˆ ). The Two-Species
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Bose-Hubbard Free-energy/Hamiltonian takes therefore the form:
Hˆ =
Ua
2 ∑i
nˆai(nˆai−1)− ta ∑
⟨i, j⟩
a†i a j−∑
i
µainˆai+
+
Ub
2 ∑i
nˆbi(nˆbi−1)− tb ∑
⟨i, j⟩
b†i b j−∑
i
µbinˆbi+Uab∑
i
nˆainˆbi (1.84)
where µai and µbi are the chemical potential of species A and B respectively.
1.4 The Twin-Species Model
The Twin-Species Model is that symmetrical case of the Two-Species Bose-Hubbard
Model in which the two bosonic components features the same value of the hopping
amplitude, intra-species interaction and chemical potential.
ta = tb = t (1.85)
Ua =Ub = U (1.86)
µai = µbi = µi (1.87)
Under these constraints the Hamiltonian of the model becomes:
Hˆ =
U
2 ∑i
nˆai(nˆai−1)− t ∑
⟨i, j⟩
a†i a j−∑
i
µinˆai+
+
U
2 ∑i
nˆbi(nˆbi−1)− t ∑
⟨i, j⟩
b†i b j−∑
i
µinˆbi+Uab∑
i
nˆainˆbi (1.88)
In this thesis, unless otherwise noted, the chemical potential µci are set to be global
among all the lattice sites and used to tune the number of particles in the system.
µi = µ (1.89)
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1.4.1 Experimental realization of the Twin-Species Model
A mixture with ta = tb and Ua =Ub can be realized with 41K atoms in the two lowest
hyperfine states a = |F = 1,m = 1⟩ and b = |F = 1,m = 0⟩ (it is understood that
the hyperfine quantum numbers are used only as labels at high magnetic fields). At
B0 ≃ 675G the above mixture is predicted to feature a relatively narrow Feshbach
resonance (δB = 0.15G) between unlike states, while for like particles the scattering
lengths are approximately constant across the narrow resonance and equal to each
other (aa ≃ ab ≃ 60a0) [64]. Therefore, with a magnetic field near B0 it is possible
to tune Uab, with minimal changes in Ua and Ub. For a heteronuclear mixture of
a =41K and b =87Rb in a square lattice, tunneling rates can be made nearly equal
with an appropriate choice of the lattice step. For example, for a lattice step d = 380
nm, at lattice strengths such as 5 ≤Ub/tb ≤ 30, we have 0.85 ≤ tb/ta ≤ 1.15 and
the ratio Ub/Ua = 0.58 is constant. Typical values of the tunnelling amplitude are
tRb/kB = 2.08 nK for Rubidium and tK/kB = 17.9 nK for Potassium.
Chapter 2
The worm-algorithm Quantum
Monte Carlo
In this chapter we analyze the Quantum Monte Carlo Algorithm used for the simula-
tion that led to the results of this thesis. The Quantum Monte Carlo algorithm used
for this thesis is a Path-Integral quantum Monte Carlo technique based on the famous
Worm-algorithm Quantum Monte Carlo developed by Prokof’ev et al. in 1997. This
algorithm is carefully described in the papers Worm algorithm quantum Monte Carlo
[53] and Exact, complete, and universal continuous-time worldline Monte Carlo
approach to the statistics of discrete quantum systems [54]. Both articles discuss a
Quantum Monte Carlo technique developed by Prokof’ev et al. from Russian Re-
search Center Kurchatov Institute, Moscow in late 1997. The former one it generally
presents the quantum Monte Carlo scheme used showing some simulations results
of a pure bosonic Hubbard model in 1D. The latter enters more into details of the
quantum Monte Carlo (QMC) algorithm developed, providing more information
about how actually the simulation is performed. Furthermore they clearly show
how this wordline quantum Monte Carlo procedure, can be formulated directly in
continuous time, making the scheme exact.
Prokof’ev et al. in 1997 came up with a brand new quantum Monte Carlo
algorithm named “Worm” Algorithm quantum Monte Carlo. This algorithm has a
particular wordline approach based on imaginary time that allows it to work with
non-zero winding numbers and within the grand canonical ensemble. Quantum
Monte Carlo procedures in general suffers from significant shortcomings such as the
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presence of systematic error due to artificial time discretization, restriction to the
simulation with the zero winding numbers, fixed number of particles in the system
that restrict simulations within the canonical ensemble only... And more in general,
problems related to the numerical nature of the procedure as the well known sign
problem, the slow accumulation of statistics when calculating correlation functions of
operators not present in the initial Hamiltonian; computation time strongly dependent
on the system size, and a general small acceptance rates in update procedures for
system described by Hamiltonians with different energy scales. Even though no
MC scheme has been found so far capable to overcome all these problems, the cited
Worm algorithm QMC has been proven to efficiently remove some of the limitations
listed above. Within this approach it is indeed possible to run simulations in grand
canonical ensemble, and explore non-zero winding number configurations. This
allows the possibility to take into account the contribution of a transition from an
initial bosonic Fock state |φ1φ2...φL > to a final state |η1η2...ηL > where the set
{ηk} being obtained by cyclically permuting {φk} M times (with M the value of
winding number). The possibility to evaluate a much larger configuration space it is
by itself quite important, but can be considered way more crucial if we understand
that the possibility to evaluate transition with M ̸= 0 it allows as a matter of a fact,
to measure somehow the delocalization of the system. If we think at the transition
probability of the system from an initial state |n1n2...nL > to the same final state
|n1(t)n2(t)...nL(t)> after time t:
< n1n2...nL|n1n2...nL(t)>=< n1n2...nL|Uˆ(t)|n1n2...nL >=
=< n1n2...nL|e− ih¯ Hˆt |n1n2...nL > (2.1)
If we split the time in N time intervals ∆tk the transition probability (2.1) gets
< n1n2 . . .nL|e− ih¯ Hˆt |n1n2 . . .nL >=
=< n1n2 . . .nL|e− ih¯ Hˆ∆t1e− ih¯ Hˆ∆t2 . . .e− ih¯ Hˆ∆tN |n1n2 . . .nL >=
=< n1n2 . . .nL|e− ih¯ Hˆ∆t1Ie− ih¯ Hˆ∆t2I . . .Ie− ih¯ Hˆ∆tN |n1n2 . . .nL > (2.2)
Recalling the completeness relation definition
I=
∞
∑
k1=0
∞
∑
k2=0
. . .
∞
∑
kL=0
|k1k2 . . .kL >< k1k2 . . .kL|, (2.3)
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and substituting it in eq.(2.2) we obtain:
< n1...L|e− ih¯ Hˆ∆t1Ie− ih¯ Hˆ∆t2I . . .Ie− ih¯ Hˆ∆tN |n1...L >=
=
∞
∑
t1=0
∞
∑
t2=0
. . .
∞
∑
tL=0
∞
∑
k1=0
∞
∑
k2=0
. . .
∞
∑
kL=0
. . .
∞
∑
j1=0
∞
∑
j2=0
. . .
∞
∑
jL=0
< n1..L|e− ih¯ Hˆ∆t1|t1..L >< t1..L|e− ih¯ Hˆ∆t2|k1..L > · · ·< j1..L|e− ih¯ Hˆ∆tN |n1..L > (2.4)
Where the multiple sums run over all the possible configuration of the system from
time 0 to t and each product
< n1..L|e− ih¯ Hˆ∆t1|t1..L >< t1..L|e− ih¯ Hˆ∆t2|k1..L > · · · < j1..L|e− ih¯ Hˆ∆tN |n1..L > (2.5)
is a possible path or configuration that leads the system from the initial state at time 0
to the same final state at time t. We’ve just shown that the transition probability may
be expressed in terms of sum of all the infinite possible transitions that could lead
the system to the specified final state. And this is somehow exactly how the Monte
Carlo simulation works, summing together different contribution of each possible
configuration in order to evaluate the expectation of value of different physical
quantities. Obviously within the context of a numerical simulations, just a finite
number of this possible paths are summed in order to have a converged estimate
of the quantity wanted. For each one of those paths (2.5) can be computed the
number of permutation M the system undergoes from it’s initial state to the final
one. This number is called the "winding number" and it’s intimately related with
the considered configuration. By collecting all the computed winding number of
all the different configurations summed, one can obtain the distribution of winding
numbers among all the different configurations. It is then clear that if the main
contribution to the evaluation of the probability of the system to remain in the same
state (eq.(2.4)) is given by those configuration with large value of M, this would
lead us to the conclusion that the particles of the system described by that state may
have an intrinsic delocalized behaviour. Otherwise, if the main contribution is given
by state whose M = 0 or small in general, that might means that the particles of
the system tends to stay in the very same configuration as the time goes by. This
information in terms of winding number, and more in general, the possibility to have
an algorithm capable to explore those configurations with M ̸= 0, can be therefore
very peculiar for the simulation of highly delocalized and strongly correlated systems
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such as Bose-Einstein Condensates (BEC) and exotic phase transitions in ultra-cold
atoms.
Another interesting feature that comes out quite naturally from this new sim-
ulation scheme is a way more efficient calculation of the Green function at finite
temperature. Despite other quantum Monte Carlo procedures experience a slow
accumulation of statistics when computing this quantity, this new technique is able to
solve this problem by formulating a new local update procedure in terms of motion
of two worldline discontinuities (the so called worm).
2.1 Worm Algorithm Quantum Monte Carlo
The Worm Algorithm Quantum Monte Carlo [53, 54] is a Path-Integral Monte Carlo
(PIMC) technique based on the so called imaginary time approach. PIMC are in
general imaginary time Quantum Monte Carlo in which is possible to evaluate the
expectation value of the partition function and other physical quantities at finite tem-
perature T. According to the rules of Statistical Quantum Mechanics, the expectation
value of a general observable operator Oˆ is given by:
< Oˆ >= Tr(ρˆOˆ) (2.6)
Where ρˆ is the density operator, defined as:
ρˆ =
1
Tr(e−β Fˆ)
Tr(e−β Fˆ) (2.7)
With β = 1kBT the inverse temperature and Fˆ the grand canonical potential operator
defined as
Fˆ = Hˆ−µNˆ = Hˆ−µ∑
i
nˆi. (2.8)
Recalling the Heisenberg picture the time evolution of an operator is given by:
− ih¯dOˆ
dt
= [Hˆ, Oˆ] (2.9)
Whose general solution is:
Oˆ(t) = Uˆ
†
(t)OˆUˆ(t) (2.10)
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where
Uˆ(t) = e
− ih¯ tHˆ (2.11)
is the time evolution operator.
By making a change of variable β =− tih¯ one can rewrite equation 2.9 in the so
called imaginary-time picture.
dOˆ
dβ
= [Hˆ, Oˆ] (2.12)
Where the imaginary-time evolution become
Oˆ(β ) = Uˆ
†
(β )OˆUˆ(β ) (2.13)
with
ˆU(β ) = e
−β Hˆ (2.14)
the imaginary-time evolution operator.
It can now be easily seen that the density operator defined by (2.7) not only satis-
fies (2.12) and (2.13) but it is exactly proportional to the imaginary-time evolution
operator (2.11). This allow one to treat the finite temperature problem, and compute
the expectation of value of hermitian operators related to physical quantities at finite
temperature, as an imaginary-time evolution. Furthermore, it can be rigorously
shown that this imaginary-time scheme allow an easy and correct evaluation of the
ground state too. If we consider for example the Hamiltonian operator Hˆ0 repre-
sented in a given complete orthonormal basis {|α >} of Fock’s states and taking as
zero energy scale the ground-state energy ε0:
Hˆ0 = Hˆ− ε0 =∑
α
εαa†αaα − ε0 (2.15)
30 The worm-algorithm Quantum Monte Carlo
And we compute the expectation values of Hˆ0 using (2.6)
< Hˆ0 >= Tr(ρˆHˆ0) = Tr(
e−β Hˆ0
Z
Hˆ0) =
=
1
Z∑α
< α|e−β Hˆ0Hˆ0|α >= 1Z∑α
< α|e−β (Hˆ−ε0)(Hˆ− ε0)|α >=
=
1
Z∑α
< α|e−β (Hˆ−ε0)Hˆ|α >−ε0
Z ∑α
< α|e−β (Hˆ−ε0)|α > (2.16)
Where Z = Tr(e−β (Hˆ−ε0)) is the partition function and follows directly by the ex-
pression (2.7). Hence |α > are eigenstates of Hˆ by hypothesis the expression (2.16)
becomes:
< Hˆ0 >=
1
Z∑α
e−β (εα−ε0) < α|Hˆ|α >−ε0
Z ∑α
e−β (εα−ε0) < α|α >=
=
1
Z∑α
e−β (εα−ε0)εα < α|α >−ε0Z ∑α
e−β (εα−ε0) =
=
1
Z∑α
εαe−β (εα−ε0)− ε0Z ∑α
e−β (εα−ε0) =
=
1
Z∑α
εαe−β (εα−ε0)− ε0Z ∑α
e−β (εα−ε0) =
=
1
Z∑α
εαe−β (εα−ε0)− ε0 ZZ =
=
1
Z∑α
εαe−β (εα−ε0)− ε0 (2.17)
Where the definition of the partition function Z has been used in the second term of
2.17. One can suddenly notice, that in the limit β → ∞ the expectation value of Hˆ0
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it is exactly zero.
lim
β→+∞
< Hˆ0 >= lim
β→+∞
1
Z∑α
εαe−β (εα−ε0)− ε0 =
= lim
β→+∞
1
∑i e−β (εi−ε0)
∑
α
εαe−β (εα−ε0)− ε0 =
= lim
β→+∞
1
e−β (ε0−ε0)+∑i=1 e−β (εi−ε0)
(ε0e−β (ε0−ε0)+ ∑
α=1
εαe−β (εα−ε0))− ε0 =
= lim
β→+∞
1
1+∑i=1 e−β (εi−ε0)
(ε0+ ∑
α=1
εαe−β (εα−ε0))− ε0 =
=
1
1+0
(ε0+0)− ε0 = ε0− ε0 = 0 (2.18)
as the terms e−β (εα/i−ε0) go to zero when β goes to infinity and α/i ̸= 0 because
of the exponential dumping (due to the real exponent β ) . While for α/i = 0 the
exponent value is exactly zero, forcing the term to be exactly one. Using the relation
(2.17) with the result (2.18) is now possible to define a way to compute the value of
the energy ground state simply as
ε0 = lim
β→+∞
1
Z∑α
εαe−β (εα−ε0) (2.19)
That means that within this picture one can get the tool to correctly evaluate the
expectation of value of a given operator (observable) at the system ground state (if
β →∞), as well as the correct behaviour of the quantum system at finite temperature.
Furthermore, when the imaginary-time evolution is computed by means of a Monte
Carlo simulation, as the imaginary-time variable β is not "imaginary" anymore
(β ∈ℜ), this new picture allows to avoid the well known sign problem that affect
others quantum Monte Carlo schemes.
2.1.1 General Principles
Prokof’ev et al. in their worm algorithm quantum Monte Carlo, developed the
discussed imaginary-time scheme starting from the interaction picture. They wrote
the grand canonical Hamiltonian operator Hˆ of the system as a sum of two parts:
Hˆ = Hˆ0+Vˆ (2.20)
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Where Hˆ0 is the diagonal part, and Vˆ the off-diagonal part. The Hamiltonian Hˆ is
chosen in a given representation corresponding to the full set {|α >} of eigenstate
of Hˆ0, such that Hˆ0|α >= Eα |α >. They defined then the imaginary-time evolution
operator (2.14) in its iterative expansion form (the Matsubara time evolution operator)
following the standard rules of many-body quantum field theory in the interaction
picture:
e−β Hˆ = e−β Hˆ0Texp
{
−
∫ β
0
Vˆ (τ)dτ
}
(2.21)
Where T is the time ordering operator. And Vˆ (τ) = eτHˆ0Vˆ e−τHˆ0 is the imaginary-
time dependent interaction potential in the interaction representation. Writing in its
explicit form the Matsubara evolution operator
σˆ = Texp{−∫ β0 Vˆ (τ)dτ} one gets exactly the expression found in the paper of
Prokof’ev et al. [53, 54].
σˆ = I−
∫ β
0
dτVˆ (τ)+ . . .
· · ·+(−1)m
∫ β
0
dτm . . .
∫ τ2
0
dτ1Vˆ (τm) . . .Vˆ (τ1)+ . . . (2.22)
It is possible to define Vˆ as a sum of elementary Hermittian operators Qˆs, whose
action on any state of the set {|α >} results in another state from the same set.
Vˆ =∑
s
Qˆs, Qˆs = Qˆ†s , Qˆs|α >=−qγα(s)|γ > (2.23)
This allow to rewrite the Matsubara operator(2.22) as:
σˆ = I−∑
s
∫ β
0
dτQˆs(τ)+ . . .
· · ·+ ∑
s1,...,sm
(−1)m
∫ β
0
dτm . . .
∫ τ2
0
dτ1Qˆsm(τm) . . . Qˆs1(τ1)+ . . . (2.24)
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Which in components representation turns
σαγ =< α|σˆ |γ >=< α|I|γ >−∑
s
∫ β
0
dτ < α|Qˆs(τ)|γ >+ . . .
· · ·+ ∑
s1,...,sm
(−1)m
∫ β
0
dτm . . .
∫ τ2
0
dτ1 < α|Qˆsm(τm) . . . Qˆs1(τ1)|γ >+ · · ·=
= δαγ +∑
s
∫ β
0
dτqαγ(s)eτ(Eα−Eγ )+ . . .
· · ·+ ∑
s1,...,sm
∫ β
0
dτm . . .
∫ τ2
0
dτ1qαν(sm)eτm(Eα−Eν ) . . .qµγ(s1)eτ1(Eµ−Eγ )+ . . .
(2.25)
Where {Eα} are the energy eigenstates of Hˆ0. As we have seen above the average
of any observable can be computed thanks to the relations (2.6,2.7) in terms of the
imaginary-time evolution. It is therefore sufficient to estimate the matrix element
(2.25), to be able to completely describe the state of the system under inspection.
According to the expression (2.25) each element αγ of the operator σˆ can be written
as a sum of different contribution
σαγ(β ) = ∆σ
(0)
αγ(β )+∆σ
(1)
αγ(β )+∆σ
(2)
αγ(β )+ · · ·+∆σ
(m)
αγ(β )+ . . . (2.26)
Where the single m− th contribution ∆σˆ(β )(m) correspond to the multiple sum and
integral
∆σ (m)αγ(β ) = ∑
s1,...,sm
(−1)m
∫ β
0
dτm . . .
∫ τ2
0
dτ1 < α|Qˆsm(τm) . . . Qˆs1(τ1)|γ >, (2.27)
given by splitting the imaginary-time interval [0,β ] in m subintervals τ j,( j ∈ [1÷m]).
(−1)m < α|Qˆsm(τm) . . . Qˆs1(τ1)|γ >= qαν(sm)eτm(Eα−Eν ) . . .qµγ(s1)eτ1(Eµ−Eγ )
(2.28)
The general term (2.28) of the series (2.27) represent a sort of path in imaginary-time
that the system can follow to get from its initial state |α > to the final state |γ >.
The m− th contribution is therefore given by the sum of all the possible path of m
imaginary-time steps, that allow the transition from |α > to |γ >.
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The Worm Algorithm Quantum Monte Carlo developed by Prokof’ev et al.,
performs an estimate of such a form of the Matsubara imaginary-time operator
(2.25), in terms of evaluation of the multiple sums and integrals(2.27). The Monte
Carlo simulation is used to estimates the value of the singles contributions (2.27)
by generating and summing together the contribution of different paths. A sort of
random walk is performed in order to generate at each MC step the new trajectory
contribution to be added to the current estimate of the Matsubara operator. To do so
the series (2.27) is represented by introducing the notion of a "kink of type s j" which
is characterized by a time τ j, a matrix element of qαγ(s j) and a diagonal energy
difference Eαγ = Eα −Eγ . The Monte Carlo procedure consists then in a number of
rules, or updating procedures, which describes how to go from a trajectory to another
by changing the number of kinks, their types and time position. Hence a generic
state |α > of the system is represented as a Fock state in the occupation number
representation.
|α >= |nα1nα2...nαL > (2.29)
the transition operators Qˆsm(τm) . . . Qˆs1(τ1) from a state to another can be expressed
as a succession of creation and annihilation sub-processes on different modes i∈ [1÷
L]. In such a context, where the state of the system is expressed in terms of occupation
number, the trajectory or path described by (2.28) can be visualized graphically by
a sort of Feynman-like diagram named worldline such the one displayed in figure
(2.1). The worldline represent the path in imaginary-time (from 0 to β ) described by
the state in terms of its occupation numbers, i.e. their change in imaginary time. All
the procedures that alter the number, type and positions of the kinks in a worldline
actually changes the shape of the worldline pictured in figure (2.1). The entire Monte
Carlo process can be seen indeed as a random generator of worldlines, capable to
sum together the contribution of these sort of Feynman Diagram to the estimate of
a set of established physical quantities. However, such a set of procedures need to
be chosen very carefully in order to guarantee that the resulting statistic does really
correspond to that introduced by eq. (2.25).
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0
Fig. 2.1 Example of a worldline representing the path of the Fock state of the system in
imaginary-time (from 0 to β ). Labels i ∈ [1,2,3, . . .8] refers to the mode occupation number
{nαi} of the state (2.29). The width of the solid line is proportional to the mode occupation
number nαi, and dashed lines are empty modes (nαi = 0).
2.1.2 Update Procedures and Statistics
A Monte Carlo technique estimates a generic multiple sum and integral, thanks
to the "law of large numbers", by simply averaging over the statistics of different
configurations.
∑
s1...sm
∫ β
0
dτm . . .
∫ τ2
0
dτ1gs1...sm(τ1 . . .τm) fs1...sm(τ1 . . .τm) =
= lim
N→+∞
1
N∑l
gl(Tl), l = {sl1 . . .slm},Tl = {τl1 . . .τlm} (2.30)
with fs1...sm(τ1 . . .τm) the probability density distribution and N the number of sam-
plings.
In the algorithm from Prokofe’ev et al. the multiple sums and integrals (2.27) are
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estimated in a similar way (2.30):
∆σ (m)αγ(β ) = ∑
s1,...,sm
(−1)m
∫ β
0
dτm . . .
∫ τ2
0
dτ1 < α|Qˆsm(τm) . . . Qˆs1(τ1)|γ >=
= ∑
s1,...,sm
(−1)m
∫ β
0
dτm . . .
∫ τ2
0
dτ1
< α|Qˆsm(τm) . . . Qˆs1(τ1)|γ >
fs1...sm(τ1 . . .τm)
fs1...sm(τ1 . . .τm)≈
≈ 1
N∑l
< α|Qˆl(Tl)|γ >
fl(Tl)
, Qˆl(Tl) = Qˆslm(τlm) . . . Qˆsl1(τl1) (2.31)
Where the algorithm at each Monte Carlo step update the sum over the index l by
randomly generating the new path <α|Qˆl(Tl)|γ > through a random implementation
of kink-motions and kink-modifications procedures; adding then the new contribution
updating the new value of the average (2.31) (and the related physical quantities:
expectation value of physical operators computed thanks to the Matsubara Operator,
e.g. energy, number of particles...). In order to assure that the annihilation and
creation procedures used to move and generate new kinks, satisfies the required
statistics, a Metropolis method is used to reproduce the correct sampling of the
probability distribution fl(Tl) of the paths. The Metropolis method assures that
the random generation of a general path follows a given probability distribution by
satisfying a proper balancing condition (2.32). To understand how the Metropolis
method has been implemented for the "worm algorithm" QMC, let us start by
considering a very general case for a creation and an annihilition procedures involving
the modification of n kinks of a given type s1 . . .sn and at a given imaginary-time
instant {τ1 . . .τn}.
Creation The creation procedure involve two steps:
1. One first consider the probability W (τ1 . . .τn) of the creation of a set
of n kinks of a given type, at a particular n-dimensional time instant
{τ1 . . .τn}. This probability is arbitrary but chosen nonzero at every
physically meaningful configuration of kinks.
2. The second step is to accept with probability Pacc(τ1 . . .τn) or reject the
proposed set of n kinks.
Annihilation The annihilation procedure is much simpler as the set of n kinks can
be either removed with probability Prem(τ1 . . .τn) or remain untouched.
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By both considering the probability density An(τ1 . . .τn) of finding a configuration
with the specified n kinks (for creation procedures), and the probability A0 of finding
a configuration without the specified n kinks (for annihilation procedures). Together
with the probability pc and pa of addressing the 2 procedures (creation and annihila-
tion respectively). One finds that the equation of balance of the two sub-processes
is:
pcA0W (τ1 . . .τn)Pacc(τ1 . . .τn)dτn . . .dτ1 = padAn(τ1 . . .τn)Prem(τ1 . . .τn), (2.32)
that states the equivalence of processes that can creates/annihilates n kinks. Adding
the considerations on the statistical interpretation of equation (2.25):
dAn(τ1 . . .τn)
A0
= dτn . . .dτ1
n
∏
i=1
qαiνi(si)e
τi(Eαi−Eνi). (2.33)
Combining (2.32) and (2.33) we finally get the self-balancing condition of the two
processes:
W (τ1 . . .τn)Pacc(τ1 . . .τn)
Prem(τ1 . . .τn)
=
pa
pc
n
∏
i=1
qαiνi(si)e
τi(Eαi−Eνi) △= R(τ1 . . .τn). (2.34)
This result allows us to write the probability of acceptance or removal of a given
randomly generated set of n kinks as:
Pacc(τ1 . . .τn) =
{
R(τ1...τn)
W (τ1...τn)
, if R(τ1 . . .τn)≤W (τ1 . . .τn);
1, otherwise.
Prem(τ1 . . .τn) =
{
W (τ1...τn)
R(τ1...τn)
, if R(τ1 . . .τn)≥W (τ1 . . .τn);
1, otherwise.
(2.35)
As discussed above every procedure of creating/modifing a given set of kinks
can be expressed in terms of creation and annihilation procedures. These two
procedures can be adressed respectively with probability pc and pa providing the
possibility to create more complex procedures. Below are described in summary the
possible update procedures that the algorithm performs in order to efficiently visit
the configuration space.
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Kink motion Is that class of procedures that do not changes the number of kinks in
the worldline. In this procedures a kink is moved in imaginary-time. Firstly is
decided randomly an imaginary-time step τ0. Then the kink is removed from
its position in τ0 and another kink is created in another arbitrary position τ f ∈
[τ1,τ2]. Where τ1 and τ2 are the nearest lower and upper kinks respectively, in
imaginary-time.
Creation and Annihilation of kink-antikink pairs A procedure where a pair of
kink-antikink is created or destroyed. It follows straightforward from the
general guideline explained above in terms of creation and annihilation proce-
dures. This kind of update routine alters the number of kinks in a worldline
by a factor of four as the each kink process added or deleted modifies two
kink labels qαiνi(si). For this reason one passes from a number of kink Nlabel
in a worldline to a number Nlabel + 4 after the pair is added (for creation).
While from a number of kink Nlabel to Nlabel − 4 when the pair is removed.
Hence in general the probability to adress a creation/annihilation process in a
given place is uniform and is ∝ 1/Nlabel , the ratio pa/pc in (2.34) are modified
depending on the fact we are creating or annihilating the pair.
pa
pc
=
Nlabel
Nlabel +4
(creation)
pa
pc
=
Nlabel−4
Nlabel
(annihilation) (2.36)
From this point, it comes out quite naturally how annihilation and creation
processes adress probability are different in general.
Motion/Modification of worldline discontinuities Are those procedures that in-
sert discontinuities in the worldline, and practically alters the numbers of
particles of the system. They allow to explores those configurations with
M ̸= 0 and simulate quantum statistic among configurations with different
numbers of particles, i.e. to work in the grand canonical ensemble. We refer
to this procedures more accurately in the next section.
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2.1.3 A Worm in a worldline
In this final section we discuss those update procedures that are the main character-
istic and literally names this Quantum Monte Carlo algorithm. These procedures,
as mentioned above, allow to explore the contribution of nonzero winding numbers
worldline and simulate the system with different particle number configuration. This
gives the possibility to accumulate statistics from configuration of the system with
different number of particles and work indeed in the grand canonical ensemble. In
general, most of the QMC algorithms that works in grand canonical ensemble try to
attempt the goal of exploring configurations with different number of particles by
inserting fixed discontinuities in the worldline. A discontinuity is in general inserted
at a given fixed imaginary-time τ1 and then removed at imaginary-time τ2. The
algorithm performs then standard modification procedures of the worldline exploring
the contribution of different configurations with those two fixed discontinuity. When
enough statistics is collected, the position of the discontinuities is changed and the
calculation is repeated. For each position of the discontinuities is computed the
contribution of different configuration to the Matsubara operator (2.22) together with
the Green function G (i, j,τ1,τ2):
G (i, j,τ1,τ2) = Tr(ρˆTaˆi(τ1)aˆ j†(τ2)) =
1
Tr(e−β Hˆ)
Tr(e−β Hˆ0Tσˆ aˆi(τ1)aˆ j†(τ2))
(2.37)
Where T is the imaginary-time ordering operator, and Hˆ represents in this case the
grand canonical Hamiltonian with the term−µNˆ included. The Green function (2.37)
gives exactly the transition probability of creating a kink at τ1 end destroying another
at τ2. It is the average value of the operator aˆi(τ1)aˆ j†(τ2) computed throughout the
relation (2.6) using the Matsubara operator.
The knowledge of the Green function contributes to the evaluation of the correla-
tors of field operators and enables us to find a whole series of physical characteristics
of a system. Formally, the only difference between the statistics given by eq. (2.22)
and the Green’s function is that there are two extra kinks. Hence one has the
possibility of calculating the Green’s function in a unified process, together with
standard thermodynamic averages. Unfortunately, the mechanism discussed above
is extremely slow and suffers from slow accumulation of statistic. Prokof’ev et al.
showed how it is possible to overcome this drawback and find a more efficient way to
compute the Green’s function of the system. They come up with a rather simple idea,
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they proposed to simply introduce the possibility to move the discontinuities rather
then keep them fixed. They called this method a "worm" algorithm as a disconnected
worldline resemble a worm. They suggested:
What if instead of sampling different trajectories around the dead worm, we will
make it "alive" and sample different trajectories through the motion of worldline
discontinuities?
In this way, the algorithm can accumulate statistics more efficiently by randomly
choose from a wider class of procedures without the need to split the calculation be-
tween steps of imposed fixed discontinuities. Naturally it comes out that procedures
that alters just the shape of the worldline, without touching the discontinuities, will
contribute more to the evaluation of the evolution operator; while those that handle
the creation/annihilation and motion of discontinuities will contribute more to the
computation of the Green’s function. Within this context below are summarized the
set of procedures that involves discontinuity motion, creation and destruction both in
space and in imaginary-time.
Creation and Annihilation of two worldline discontinuities This procedure cre-
ate/annihilate two discontinuities (particles) in a given place of a worldline:
aˆi(τ1)aˆi†(τ2) or aˆi†(τ1)aˆi(τ2). When a particle is deleted at imaginary-time τ1
another is created at time τ2 > τ1. If at time τ1 the particle is created, another
is destroyed at time τ2. The annihilation procedure deletes discontinuities and
makes the trajectory closed. It can be applied, say, when the "head" and the
"tail" are on the same site and there are no other kinks between them. The
opposite procedure creates a short straight worm (thus seeding a new worldline,
or a gap in an existing worldline).
Jump / Reconnection This procedure corresponds to the shift of the worm end in
space by inserting/deleting a kink to the left of the discontinuity annihilating
a particle (the "head") and to the right of the discontinuity creating a particle
(the "tail").
Shift in time This is a trivial procedure of choosing another time position for the
discontinuity on an interval between the two adjacent kinks.
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Prokof’ev el al. finally show that the above discontinuity handling procedures natu-
rally include those listed in the prevoius section (kink motion, and kink-antikink pair
creation/destruction) pointing that: "One can even completely ignore all the other
update procedures, such as moving other kinks and working with kink-antikink pairs,
probably at the expense of being less efficient, but still remaining accurate, complete,
and universal".
The general scheme of this Worm Algorithm Monte Carlo is in summary really
simple: at each Monte Carlo step, by choosing from different update procedures
according to a proper probability, a new worldline is generated and added to the
estimate of the Matsubara operator. Parallely, different physical quantities are
computed and their estimate updated. Strictly speaking, by simply moving the head
and the tail of the worm among the wordline, new configurations are explored and
used to compute the average of the desired physical observables. Here, head and
tail of the worm act exactly as annihilation ψ(r) and creation ψ
†
(r) field operators
respectively. Furthermore, by collecting statistics of the presence of head and tail in
every single site i it is possible to estimate all those physical quantities related with
the local creation and annihilation operators a†i and ai (e.g. single-site occupation
numbers ⟨nˆi⟩, correlators ⟨a†i a j⟩ etc. . . . ).
The main physical quantities that can be computed with this algorithm are then
the mean energy of the system, the mean number of particles, the Green function,
the winding number distribution, the mean occupation number of each lattice site,
different possible density-density correlators. . . However, it is always possible to
handle the different procedures implemented, make modifications, and compute
different physical observables whose computation was not physically implemented
in the original version of the code. This feature enhance considerably the capability
of the algorithm initially thought by Prokof’ev et. al. opening it to a wide range of
possible applications.
2.2 The 2-worm Algorithm
The Quantum Monte Carlo algorithm used in this thesis is the 2-worm algorithm
Quantum Monte Carlo [40], a modification of the original worm algorithm described
above that allows the quantum-mechanical statistical study of a mixture of 2 bosonic
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species trapped in an optical lattice. In this version of the code, a second worm is
introduced in order to explore the configurations of the Fock space of the second
bosonic species.
Here the presence of the two worms, gives the possibility to estimate the expecta-
tion values of all those physical quantities related to the annihilation and creation
operators of the two bosonic species: ai, a
†
i , bi and b
†
i . By simply moving head
and tail of the two worms across the lattice and the imaginary time steps, different
configurations are generated and used to compute the quantum-statistical averages
of the desired physical quantities, both global (e.g. ⟨H⟩, ⟨Na⟩, ⟨Nb⟩ . . . ) and local
(e.g. ⟨nai⟩, ⟨nbi⟩ . . . ).
2.3 Final remarks
The discussed Monte Carlo technique is very useful in order to understand properties
of the ground state of the system under simulation, as well as its mean behaviour at
finite temperature. The possibility to work with non zero winding number and the
efficient method adopted to evaluate the Green function of the system increase its
potential and make this scheme very useful for the study of many-body quantum
systems at very low temperatures. Furthermore, the extreme flexibility and the possi-
bility to easily add to the algorithm the computation of desired physical observables
adapting it to the needs of different physical problems, easily explain the reasons of
the success of this algorithm in the world of quantum simulation.
Chapter 3
The twin-species model Phase
Diagram
In this chapter we reconstruct the ground-state phase diagram of two bosonic twin
species trapped in a two-dimensional, square, optical lattice. The results and the
discussions contained in this chapter have mainly been published in the paper [55].
A system of two bosonic species trapped in an optical lattice is well described
by the Bose-Hubbard model shown in chapter 1. In the past, countless papers
joined the effort to reconstruct the ground state phase diagram of this model [55]-
[26]. However, as can be noticed by Hamiltonian 1.82 the phase diagram of the
2-components Bose-Hubbard model can be extremely complicated as it depends,
in principle, on at least seven degrees of freedom: ta, tb, Ua, Ub, Uab, µa, and µb.
However, despite the great efforts made in these years, the entire picture is far
from being complete. A considerable work is still required in order to unravel the
complete structure of the phase diagram. Within this spirit, this chapter focuses
on the investigation of the ground-state phase diagram restricted to the so-called
twin-species case (see chapter 1). The twin-species model is that symmetric case
where the two bosonic components features equal hopping parameters ta = tb = t,
equal intra-species interactions Ua =Ub =U , and equal number of particles Na =Nb.
We initially compute the phase diagram by considering a homogeneous lattice
(periodic boundary conditions) at total integer filling n = N/M = 1 where, N =
Na +Nb is the total number of particles and M is the number of lattice sites (i.e.
one particle per lattice site). We then move away from this initial symmetrical
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condition by adding increasing level of complication in order to explore more general
situations and include effects characterizing real systems. This is done for example
by studying the behaviour of the phase diagram at generic non-integer filling and
population imbalance. Or by relaxing the homogenous lattice hypothesis by applying
an external harmonic confinement in order to simulate more realistic situations closer
to experimental realizations.
We show in the present chapter how the twin-species BH phase diagram exhibits a
rich variety of exotic quantum phases such as double super fluids, supercounterflow,
demixed superfluid and demixed Mott-Insulator. Demixed phases are quantum
phases characterized by spatial separation of the two species in the lattice. In
literature, demixing effects have been widely studied in the context of continuous
systems [66–72], while a smaller effort have been devoted to the study of systems in a
lattice of both Bose-Fermi mixtures [73, 74] and Bose-Bose mixtures [1, 82, 22, 65].
Besides the derivation of the ground state phase diagram, one of the central topic
we want to focus on in this chapter is indeed the investigation on the conditions
under which these phases can be stabilized and detected. We introduce for such a
task a suitable demixing parameter and we exploit particular off-diagonal correlators
which allows to design experimental observation of the various phases through
time-of-flight images.
The chapter is organized as follows, we first briefly review the model and method
used for our investigation, we then move to the description of the reconstruction of
the phase diagram for the homogeneous twin species model at total filling n = 1.
We analyze here in details the different quantum phases that arise from the phase
diagram and the method used for their detection. We then move to study both
phase diagram and demixed phases for generic non-integer filling factors. We also
study supercounterflow in the case of population imbalance (Na ̸= Nb) and find that
SCF is stabilized as long as the condition n = 1 is satisfied, although the superfluid
response in the counter-flow channel does depend on the population imbalance.
Finally, we study the system in a trap where the local filling factor imposed by
the presence of an external harmonic trap, leads to the formation of spatial shell
structures of mixed/demixed configurations depending on the interplay between inter-
and intra-species potentials.
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3.1 Method and Model
For the sake of clearness we remind here the Hamiltonian of the twin-species Bose-
hubbard model describing a mixture of twin bosonic species trapped in a uniform,
two-dimensional (2D), square optical lattice.
H = Ha+Hb+Uab∑
i
nainbi (3.1)
where Uab is the inter-species repulsion, nai,bi is the number operator at site i for
species A and B, and
Hc =
U
2 ∑i
nci(nci−1)− t∑
⟨i j⟩
c†i c j−∑
i
µcinci , (3.2)
with c= a,b denoting the bosonic species, and operators ci, c
†
i satisfying the standard
commutator [ci,c
†
i ] = 1. Parameter U represents the common intra-species repulsion,
t is the hopping amplitude for the two bosonic twin-species, and µci = µc (µci =
µc−ωH r⃗ 2i ) the chemical potentials in the homogeneous (trapped) case. Chemical
potentials µc are chosen to be µa = µb = µ to satisfy the symmetric balanced
population requirement (Na =Nb) of the twin-species model; this condition is relaxed
when we study the super counterflow phase in presence of population imbalance. The
symbol ⟨i j⟩ refers to summation over nearest neighboring sites. Unless otherwise
noted, we work at zero temperature and integer total filling n = N/M = 1 where,
N = Na +Nb is the total number of particles and M = L2 is the number of sites
for a lattice of linear size L (in unit of the lattice step a which we set as our unit
length). The lattice topology is chosen to be square (four nearest neighborhood)
and homogeneous (periodic boundary conditions). Obviously, we relax the latter
condition when we analyze the system in a trap.
In this chapter, we explore the phase diagram of model (3.1) as a function of U/t
and Uab/t with particular emphasis on the supercounterflow and demixed phases.
Our results are based on large-scale path-integral quantum Monte Carlo simulations
by a two-worm algorithm [40] (see chapter 2 for details). Unless otherwise noted,
we perform simulations for system sizes L = 8,16,24,36 and we work at inverse
temperature β = L/t which ensures that the system is in its ground state.
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3.2 Ground state phase diagram at n = 1
The ground-state phase diagram of the twin-species model (3.1) at integer total
filling n = 1 is shown in FIG. 3.1 in the U/t vs Uab/t plane. As shown in the phase
U/t
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U
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b/t
0
10
20
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SCF
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dMI
Fig. 3.1 Ground-state phase diagram of twin bosonic species trapped in a uniform optical
lattice at n = 1. Four phases are stabilized: double superfluid (2SF), supercounterflow (SCF),
demixed Mott-Insulator (dMI), and demixed superfluid (dSF). Symbols mark the phase
boundaries as calculated from Monte Carlo simulations (see text). Whenever not visible,
error bars lies within the symbol size.
diagram of FIG. 3.1 we found the presence of four different quantum-phases and
a demixing effect whenever the inter-species potential Uab/t become stronger than
the intra-specie interaction U/t. The demixing effect, also known in literature under
the name of phase segregation or phase separation, consists in a spatial separation
between the two bosons species in the lattice. We now describes the four quantum
phases found in the phase diagram of FIG. 3.1.
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Double Superfluids (2SF) is a quantum phase in which both bosons species coexist
in a superfluid state. In this phase, the phase coherence imposed by the
superfluid states leads to a uniform density of the two bosonic components
among the lattice sites. This is due to a constant value of the mean occupation
number ⟨nai⟩= ⟨nbi⟩= n2 , while the non-zero quantum fluctuation ⟨n2ci⟩ ̸= 0
(c = a,b) and the gapless excitation spectra reflect the superfluid character of
the two components. The 2SF phase features two U(1) broken symmetries and
is characterized by order parameters ⟨a⟩ ≠ 0 and ⟨b⟩ ≠ 0, or, equivalently, finite
stiffness of the total superfluid flow ρtot ̸= 0, and finite stiffness of the relative
superfluid flow ρSCF ̸= 0 (see subsection 3.2.2 for details and definitions of
the superfluidity stiffnesses).
Demixed-SuperFluid (dSF) A double superfluid phase where the two bosons species
are spatially separated on the lattice (they complementary occupy different
portion of the lattice). The property of the two superfluids are the same as
those described for the 2SF phase with the only difference lying in their spa-
tial distribution. The dSF features two U(1) broken symmetries, but the two
species occupy different regions of the lattice. Therefore, in this case the mean
occupation number are ⟨nai⟩ = n and ⟨nbi⟩ = 0 (⟨nai⟩ = 0 and ⟨nbi⟩ = n) for
the lattice site occupied by species A (B).
Demixd-Mott-Insulator (dMI) is a quantum phase in which the two bosonic species
are two spatially separated Mott-Insulators. A Mott-Insulator is an incompress-
ible, insulating quantum phase featured by an energy gap between the ground
state and first exited states. While the dSF is characterized by two U(1) broken
symmetries over spatially separated regions, in the dMI these symmetries are
restored, that is, the system loses its off-diagonal long range (anisotropic)
correlations and becomes insulating. In this phase quantum fluctuations are
totally forbidden ⟨n2ci⟩ = 0 (c = a,b) and the mean occupation number can
assume only integer values ⟨nci⟩= n ∈ N.
Super Counterflow (SCF) is a quantum phase where the mixture globally behaves
as a Mott-Insulator but low-energy transport is allowed as non-dissipative
superfluid of particle-hole pairs [1]. Strictly speaking, the name super coun-
terflow [1] come from the presence of two finite superfluid currents of the
two species in opposite directions (two counter-superfluids). The SCF phase
restores one U(1) broken symmetry and is characterized by order parameter
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⟨ab†⟩ ≠ 0 while ⟨a⟩ = 0 and ⟨b⟩ = 0, or, equivalently, zero total superfluid
stiffness, ρtot = 0, and finite relative superfluid stiffness, ρSCF ̸= 0.
As we previously mentioned, the demixed phases are characterized by spatial
separation of the two components. This phenomenon is observed whenever Uab >U
(as found in [1] within the isospin picture of bosonic mixtures for the Mott region).
A heuristic derivation of this condition for the case of generic filling factor is given in
subsection 3.2.1. In agreement with [75], we find that demixing is observed as soon
as Uab/t >U/t for any value of U/t. In a demixed phase the density distribution
of the two components is anisotropic on the lattice with density maxima of one
species corresponding to density minima of the other (each site can be occupied
either by bosons of species A or B, but never by both at the same time). This is
even clearer by looking at the density maps of FIG. 3.2 where we can compare the
typical density distributions of different quantum phases. In FIG. 3.2 are displayed
the quantum-statistical average of the particle number ⟨nai⟩, ⟨nbi⟩. The x and y axis
denote the x and y coordinates on the lattice. The color code is displayed on the
the right bar. Panel a) refers to the 2SF case where the density of each species is
uniformly distributed in the lattice, corresponding to the spatial coexistence of the
two species. Panel b) and c) refer to the dSF phase and dMI phase respectively. Here,
we clearly see that the two components occupy spatially-separated regions with well
defined boundaries of a few lattice steps of thickness where the two components
coexist. By comparing panel b) and c) of FIG. 3.2 we can notice that, in the double
Mott case, the boundaries between the regions occupied by the two species tend to
be rough and irregular, and compenetration between the regions is more pronounced.
The reasons that lead to this evidence seems to be suggested by the reduced mobility
of bosons in the dMI phase due to the stronger interaction regime in which this phase
is stabilized (dMI phase is stabilized for higher value of U/t and Uab/t than the
dSF phase). In FIG. 3.2 we neglected to plot the density map of the SCF phase as
it results perfectly identical to the density map of the 2SF phase (panel a)). The
particle-hole superfluidity of the SCF phase leads the mean occupation numbers of
the two species to be identical and equal to n/2 (as in the 2SF phase), this classifies
the SCF as a mixed phase from the mixing/demixing point of view.
As a final comment to the phase diagram of FIG. 3.1, it is worth noting that
both 2SF and dSF are conducting phases, while dMI and SCF are insulating phases,
although SCF supports flow in the so-called particle-hole channel. In order to reach
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Fig. 3.2 Quantum-statistical average of the particle number ⟨nai⟩, ⟨nbi⟩. The x and y axis
denote the x and y coordinates on the lattice. The color code is displayed on the the right
bar. Panel a): 2SF phase at U/t = 10, Uab/t = 7 with density uniformly distributed in
the lattice. Panel b): dSF phase at U/t = 15, Uab/t = 20 with two components occupying
spatially-separated regions of the lattice. Panel c): dMI phase at U/t = 20, Uab/t = 22
with two components occupying spatially-separated regions of the lattice. Compenetration
between the two regions is noticeable.
the insulating phases, both intra- and inter-species interactions have to be strong
enough. Indeed, for Uab/t ≤ 13.5 (U/t ≤ 15.5) the 2SF (dSF) phase is stable for
arbitrarily large U/t (Uab/t).
3.2.1 Derivation of the condition for demixing
The mixing/demixing effect can be interpreted in a simple way for the dSF-SF
transition at generic filling factor. In a perturbative framework, where the energy
contribution of tunneling processes is assumed to be negligible, one should compare
the energy of the ground-state with the two species spatially separated to the energy
of the ground-state where the two species coexist within the lattice. When the two
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species occupy spatially separated regions of the latticeRa andRb, we assume that
Ma (Mb) sites ofRa (Rb) are occupied by bosons A (B), with ra (rb) sites containing
n+ 1 (m+ 1) bosons, and Ma− ra (Mb− rb) sites containing n (m) bosons. Note
that the total number of sites is given by M = Ma+Mb while the total number of
particles is Na = Man+ ra, Nb = Mbm+ rb. The nonuniform filling in Ra and Rb
reflects the SF character of the two species. The resulting energy reads:
E0 =
Ua
2
Man(n−1)+Ub2 Mbm(m−1)
+ Uaran+Ubrbm−µaNa−µbNb , (3.3)
where the Uab-dependent term is absent due to the spatial separation of the two
species. The mixing effect is described by: a boson is lost from each site of Ra
(Rb) occupied by n+1 (m+1) bosons while ra (rb) sites appear inRb (Ra) with m
bosons B and one boson A (n bosons A and one boson B). Uab interaction term is
now activated and the resulting energy is
E ′0 =
Ua
2
Man(n−1)+Ub2 Mbm(m−1)
+ Uab(ram+ rbn)−µaNa−µbNb . (3.4)
This mutual exchange of bosons betweenRa andRb represents the mixing process
with the lowest-energy cost in the minimum-energy scenario. The condition E0 < E ′0
(justifying the transition from the uniform ground state to the demixed state) implies
that Uab(ram+ rbn) >Uaran+Ubrbm which reduces to the well-known condition
Uab >U for n =m and Ua =Ub. This elementary argument is valid in the SF regime
due to its semiclassical character. Although the condition for demixing Uab >U
seems to hold in general for any value of the interactions Uab/t and U/t, this
simple treatment cannot be extended to the transition from the dMI-SCF phase where
quantum correlations and hopping processes play a preminent role.
3.2.2 SCF phase transitions
The Super Counterflow phase is a global Mott-insulator phase where mobility is
allowed as superfluidity of particle-hole pairs. The detection of the transition to a
SCF phase is achieved by measuring the superfluidity stiffness [76] in the channel
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of super-counterfluidity. This is possible by performing a change of variable in the
definition of the winding numbers. As shown in chapter 2 the winding numbers are
physical quantities that carry the information of both the amount of delocalization and
long-range correlation of a given boson field φˆc(⃗r) (c = a,b). Winding numbers are
defined as topological quantum numbers and are associated to a particular evolution
in imaginary-time of the configuration representing the lattice (see chapter 2). In
two-dimensions they are a vectorial quantity and they are computed along both
the spatial directions x and y. The winding number W⃗c = (W xc ,W
y
c ) numerically
describes the net number of times the Nc bosons of a species c = a,b wound around
the periodic cell along a given direction (x and y) in imaginary-time (they note how
many times periodic boundary conditions have been invoked).
As any quantum-mechanical physical observable, the winding numbers, from the
physical point of view, are described by a proper quantum operator and can be known
only in statistical terms by measuring their expectation value ⟨W⃗c⟩ and the quantum
fluctuation ⟨W⃗ 2c ⟩ (their variance). In terms of quantum simulation, expectation
value and variance of W⃗c are computed by collecting statistics of all the possible
values of the winding number W⃗c from different configurations’evolution generated
throughout the simulation. The QMC algorithm during the simulation collects the
statistical distribution of possible winding numbers, and compute expectation values
and quantum fluctuations of W⃗c by measuring the statistical mean and variance of
such a distribution. What plays a central role in measuring the delocalization (and
therefore correlation) of a bosonic species C = A,B is the expectation value of the
fluctuation ⟨W⃗ 2c ⟩ of the winding number operator (c = a,b). If ⟨W⃗ 2c ⟩= 0 (⟨W⃗ 2c ⟩ ≠ 0)
it means that the species C is localized (delocalized).
As mentioned above, in order to investigate the presence of the SCF phase, it is
useful to define the new set of winding number W⃗s = W⃗a+W⃗b and W⃗d = W⃗a−W⃗b
where W⃗a and W⃗b refer to winding numbers of species A and B respectively. The
superfluidity stiffness in both total (W⃗s), and relative (W⃗d) channels are then defined
as:
ρtot =
⟨W⃗ 2s ⟩
2β
(3.5)
ρSCF =
⟨W⃗ 2d ⟩
2β
(3.6)
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where ⟨W⃗ 2s ⟩, ⟨W⃗ 2d ⟩ are the computed mean values of the W⃗ 2s and W⃗ 2d operators that
give information proportional to the width of the quantum fluctuations of the new
set winding numbers (width of the winding numbers distribution). For the sake of
notation, from now on, we will refer to ωs and ωd to identify particular winding
number values in the statistics of the winding number operators W⃗s and W⃗d .
The 2SF phase is characterized by relatively large and finite values of both ⟨W⃗ 2s ⟩
and ⟨W⃗ 2d ⟩ (and therefore ρTOT and ρSCF ). This is due to the isotropic long-range
correlation of both bosonic species through the entire lattice. For the SCF phase this
is no longer the case, the presence of only the particle-hole superfluidity and a total
filling factor equal to 1, forces indeed only counter-superflow of different particles to
be allowed, resulting in a statistical relevant collection of configurations featured by
ωs = 0 (ωa =−ωb). On the other hand, along the SCF channel we still measure long
correlation length due to the presence of the particle-hole super-counterflow. In the
SCF regime MC-simulations show equivalence in the occurrence of winding number
of species A and B ωa =−ωb whenever ωa is observed (as the only possible total
winding number is ωs = 0). This forces the statistic of the winding number ωd to go
identically to zero, whenever ωd is odd. The winding number ωd distribution is here
characterized by the very unique behaviour in which only even winding numbers are
allowed (see left panel of FIG. 3.4). This fact can be understood by looking at the
system ωs = 0ωd = k ⇒
ωa+ωb = 0ωd = ωa−ωb = k ⇒
ωa =−ωbωd = 2ωa = k (3.7)
where k is integer by winding number definition. System (3.7) has clearly integer
solution ωa and ωb, if and only if ωd = k is even.
Another limit situation that can provide useful information on the quantum phase
of the system is when both ρtot = 0 and ρSCF = 0. In this case the system is in the
dMI phase as it features short-range correlation and the superfluidity signature is
missing in all the possible channels. In particular, the change from a finite ρSCF to a
ρSCF = 0 is the signature of a transition from a SCF phase to a dMI phase. From the
simulative point of view this transition is well visible by looking at the distribution
of the collected statistics of the W⃗d winding number. In the SCF-dMI transition this
distribution undergoes a change passing from the exotic behaviour of the SCF phase
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(left panel of FIG. 3.4) to the Dirac-delta-like behaviour of a Mott-Insulator phase
(right panel of FIG. 3.4).
In summary, evidence of both transitions concerning the SCF phase (2SF-SCF
and SCF-dMI) can be achieved in terms of changes in the superfluidity stiffness
(3.5) and (3.6). In Fig. 3.1, solid circles correspond to the 2SF-SCF transition. This
transition belong to the (2+1)-XY universality class. Transition points are found
using standard finite-size scaling of ρtot as it can be seen FIG. 3.3 where we plot
the scaled total superfluidity as a function of interaction Uab/t for system sizes
L = 8,16,24,36 and U/t = 20. The curves corresponding to different sizes intersect
at the critical point Uab/t = 14.9±0.1. Both 2SF and SCF are stable for Uab <U .
The empty circles in Fig. 3.1 correspond to the SCF-dMI transition. Upon
entering the dMI the system restores the U(1) broken symmetry characterizing the
SCF. In order to detect the transition to the dMI phase has been measured the ρSCF
across the transition line and the parameter ∆ illustrated in the next section for the
detection of the phase separation between the two species. Similarly to the 2SF-dSF
transition (see next section for details), we observe an increase of about three orders
of magnitude in ∆, while ρSCF goes to zero, resulting in a shrink in the winding
number distribution to delta-like behaviour as seen in FIG. 3.4.
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Fig. 3.3 Scaled total superfluidity ρtot as a function of the inter-species interaction Uab/t for
system sizes L = 8,16,24,36 and U/t = 20. The intersection between curves corresponding
to different system sizes gives the transition point for the 2SF-SCF transition.
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Fig. 3.4 Winding number distribution of W⃗d for the SCF phase (U/t = 20, Uab/t = 19.5 -
Left) and for the dMI phase(U/t = 20, Uab/t = 22 - Right).
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SCF phase under population imbalance
We stop now to briefly show in this short subsection how the SCF phase behaves in
the presence of population imbalance. As previously shown the SCF phase can be
stabilized at n = 1 for sufficiently strong values of U/t but U <Uab. To perform this
study we keep fixed the total number of particles N in order to satisfy the condition
n = 1, but we tune single-specie chemical potential µa and µb independently, in
order to achieve different population for the two bosons species Na ̸= Nb. Here we
are interested in showing that SCF still exists with non-zero imbalance although its
robustness depends on the latter. In Fig. 3.5 we plot ρSCF for different values of ratio
Nb/Na. We observe that SCF remains robust also for large population imbalance
although the largest superfluid response corresponds to the balanced case.
Nb/Na
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ρ
SC
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Fig. 3.5 Super-counterfluidity stiffness as a function of Nb/Na (U/t = 20, Uab/t = 17 and
L = 24). Dashed line is a cubic polynomial least-square fit, while dotted lines represent
one-σ deviation contours from the fit.
3.2.3 Transition to a demixed phase
According to Boninsegni et. al. the phase separation of bosons species in continuous
systems can be efficiently detected by the demixing parameter D =
[ ⟨Na⟩−⟨Nb⟩
⟨Na⟩+⟨Nb⟩
]2
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described in [66]. In this work we propose an alternative parameter more suitable
to lattice systems capable of describing with an high degree of rigourousness the
transition to a demixed quantum phase. The demixing parameter we chose for such
a task is:
∆=
1
M∑i
[⟨nai⟩−⟨nbi⟩
⟨nai⟩+ ⟨nbi⟩
]2
(3.8)
where ⟨nci⟩ is the quantum-thermal average of the density of component c = a,b at
site i. Parameter (4.1) is basically a lattice average of the square of the imbalance
of the local species’ density and is proportional to the expectation value of the
single site isospin ⟨Sˆzi⟩2 operator of the underlying SU(2) algebra1. Moreover,
unlike the parameter D, ∆ can also be measured experimentally (see chapter 5
for details) as it measures the average imbalance of the two population among all
the lattice sites. Parameters D works well from the theoretical point of view in a
simulative background within the grand canonical ensemble picture. In that context,
the demixing condition leads to a depopulation of one of the two species, measurable
as a global population imbalance by the D parameter. However, depending on the
expectation value of the entire species populations ⟨Na⟩ and ⟨Nb⟩, parameter D
cannot work in a real experimental realization of the twin-species model where the
total number of bosons of each species are conserved and the condition Na ≈ Nb
is satisfied. Relying on local quantities ⟨nci⟩, demixing parameter ∆ (4.1) does not
suffer this drawback.
The phase transition between 2SF and dSF (squares in FIG. 3.1) is detected by
studying the behavior of the ∆ parameter. In Fig. 3.6 we show ∆ as a function of
Uab/t for U/t = 5, U/t = 10, U/t = 15, circles, squares, triangles respectively. A
jump of four orders of magnitude is clearly visible when Uab/t ∼U/t signaling the
onset of the demixed phase dSF at the expense of the 2SF. The large increase in
∆ underlies a strong evidence of an uniformity change in the species’ distribution.
Since the two species have been found to lie in a superfluid state both below and
above the diagonal of the phase diagram (ρTOT ̸= 0 and ρSCF ̸= 0), the jump in ∆
clearly reveals the presence of a transition to the demixed superfluid phase. The same
method has been applied to detect the transition from the mixed to the demixed phase
in the strong interaction regime, namely, from the SCF phase to the dMI phase. It has
1Holstein and Primakoff [77] shown that spin lattice systems are equivalent to lattice boson
systems, therefore Hamiltonian (3.1) can be rewritten in terms of isospin operators Sˆxi, Sˆyi, and Sˆzi.
The isospin operators along the z pseudo-direction are defined as Sˆzi =
nˆai−nˆbi
2 , their expectation value
is therefore proportional to the population imbalance of each lattice site.
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Fig. 3.6 Demixing parameter ∆ as function of Uab/t for U/t = 5,10,15 (circles, squares,
triangles respectively) across the 2SF-dSF transition. A jump of four orders of magnitude
is clearly visible when Uab/t ∼U/t signaling the onset of the demixed phase dSF at the
expense of the 2SF.
been found that even in the strong interaction regime the ∆ parameter as a function
of Uab/t manifests a step-like behaviour indicating the evidence of a transition to a
demixed phase (dMI).
The dSF phase becomes unstable towards a dMI phase upon increasing the
intra-species interaction (triangles in FIG. 3.1). We compute the phase boundary
by verifying the drop of the SF density of each component for system sizes L =
8,16,24. While the dSF is characterized by two U(1) broken symmetries over
spatially separated regions, in the dMI these symmetries are restored, that is, the
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system loses its off-diagonal long range (anisotropic) correlations and becomes
insulating. Investigating the details of this phase transition is challenging. Finite-size
scaling of the SF stiffness cannot be performed in proximity of demixed regions since
the statistics of winding numbers is affected by the topography and the topology of
the regions themselves, both of which depend on the initial conditions. If the shape
of the demixed regions is connected and restricted to a region that do not cross the
periodic boundaries, the computation of the winding numbers returns always zero,
leading to the conclusion that the superfluidity in that region is absent. This makes
the possibility to distinguish dSF and dMI phases strongly dependent by the topology
of the demixed regions. In order to avoid this problem the long-range (short-range)
correlation featuring dSF (dMI) phase has been checked through the computation of
auxiliary density-density correlators:
ξc(d) = ⟨ψˆ†c (r)ψˆc(r′)⟩ : |r|= r and |r′|= r+d (3.9)
where c = a,b denotes the species C = A,B. If correlators ξc(d) are different from
zero for large distances d, the species C = A,B features long-range correlation and
therefore is superfluid.
3.2.4 Time-Of-Flight Images of the different phases
We compute the momentum distribution for the different quantum phases that arises
from the phase diagram of FIG. 3.1. Momentum distribution are computed according
to the relation [78]:
nck = |φ(k)|2∑
i, j
eik(ri−r j)⟨c†i c j⟩ (3.10)
through the computation of the correlators ⟨c†i c j⟩ for species c = a,b. Where φ(k) is
the Fourier transform of Wannier function φ(r), which we do not compute here. If
interactions of particles during the flight can be neglected, momentum distribution
are proportional to the Time-Of-Flight (TOF). TOF images are those absorption
images that arises from interference between particles when the confining potentials
are turned off and particles are let to propagate in space; they can be obtained
experimentally by standard absorption imaging techniques.
In figure 3.7 we show the computed momentum distributions for species c = a,b.
TOF profiles along x and y lattice directions within the first Brillouin zone are plotted
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in FIG. 3.7 for the 2SF (panel a)), dSF (panel b)), SCF (panel c)) and dMI (panel d)).
Note that the TOF image of SCF corresponds to the one of the particle-hole pair. The
insets show the corresponding quantum-statistical average of the density of the two
components within the lattice. We observe different profiles featuring the different
quantum phases with an evident detectable anisotropy of distributions nck along the
x− and y−direction for dSF. This is expected due to the anisotropy of the spatial
separation and represents a clear experimental signature of the dSF. On the other
hand the TOF image of dMI doesn’t reflect anisotropy of spatial separation due to the
absence of off-diagonal long range order. In general, we observe no differences in
the momentum distributions between the two species. By looking at the momentum
distribution of dMI we notice that it features a much broader response in momentum
if compared with the other quantum phases where some sort of superfluidity is
present. This is basically due to the Heisenberg Uncertainty Principle: in dMI the
high localization of particles results in a broader response in momenta, while in SF
phases (or counter-superfluid phases like SCF) the high delocalization leads to a
sharper and extremely localized response in momentum space.
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Fig. 3.7 Momentum distributions nk in the first Brillouin zone for double superfluid 2SF
(panel a)), demixed superfluid dSF (panel b)), supercounterflow (panel c)) and demixed
Mott-Insulator (panel d)). The insets show the corresponding quantum-statistical average
of the density of the two components within the lattice. The demixed phases dSF shows an
evident anisotropy along the x− and y−direction. This is expected due to the anisotropy of
the spatial separation.
3.3 Ground-state phase diagram for non-integer fill-
ing
Away from commensurate total filling neither the dMI nor the SCF phase can be
stabilized. For non-integer total filling n the phase diagram of model (3.1) becomes
much simpler featuring only two quantum phases: a demixed superfluid phase
whenever the condition Uab >U is satisfied, and a 2SF phase otherwise. In FIG. 3.8
we plot the ground state phase diagram for non-integer filling. As can be noticed
by the diagram itself, non-integer fillings lead to the stabilization of only superfluid
phases independently to the strength of the interaction Uab/t and U/t. Furthermore,
we will show briefly that, although weakening for n < 1, the presence of a transition
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to a demixed phase along the diagonal Uab =U seems to have a universal nature and
be independent on the filling factor of the system.
Fig. 3.8 Ground-state phase diagram of twin bosonic species trapped in a uniform optical
lattice for non-integer total filling n. Only two phases are stabilized: double superfluid (2SF)
and demixed superfluid (dSF).
We now want to show the properties of the dSF phase as a function of the total
filling n. We find that demixing effects are still present at n < 1 although the spatial
separation between the two components A, B is not as pronounced as for n≥ 1. This
can be seen in Fig. 3.9, where we plot the demixing parameter ∆ as a function of n
(circles). A substantial drop in the value of ∆ is observed for n < 1. This is due to
the presence of large regions in the lattice where A and B overlap, as shown in the
left inset of Fig. 3.9 where we plot the quantum statistical average of the densities of
the two species at n = 0.3. This overlap region results from enhanced hopping of
particles which is responsible for larger fluctuations of ⟨na,b⟩. For comparison, in
the right inset of Fig. 3.9, we show the species densities at n = 1.3. A net spatial
separation between A and B is observed. Despite this substantial drop in the value
of ∆ for n < 1, we find that ∆ is still a good indicator that demixing has occurred.
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Indeed, ∆ values in the 2SF phase (triangles in Fig. 3.9) are still orders of magnitude
smaller than in the dSF phase. These results suggest that demixing effects can be
observed in the presence of an external harmonic trap where a variation of n within
the trap is present.
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Fig. 3.9 ∆ parameter as a function of total filling n for dSF (circles, U/t = 10, Uab/t = 15
and L = 24) and 2SF (triangles, U/t = 10, Uab/t = 7 and L = 24) phases. Insets represent
the average densities of the two components for n = 0.3 (left), n = 1.3 (right).
3.4 Harmonically Trapped system
In order to provide further information for the case of non-commensurate filling, we
move now to analyze the system in non-homogeneous conditions in the presence of
a harmonic trap. This also allows to simulate in a more realistic scenario, closer to
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real experimental realizations, giving us the opportunity to improve our grasp on the
experimental realizations of real finite-size systems.
In the following we consider balanced populations (Na = Nb). We basically
show that even in the trapped case, demixed phases appears in both strong and
weak interaction regimes whenever Uab >U . Furthermore, in the strong interaction
regime (corresponding to the SCF and dMI regions of FIG. 3.1) due to presence of
a radially variable filling factor, spatial shell structures can arise. The presence of
a harmonic confinement induces a variable filling profile in the lattice, the profile
manifests the same circular symmetry of the trap and features a decreasing filling
factor moving radially outward from the center of the trap (center of the lattice). If
the interactions are strong enough, insulating phases can be stabilized in proximity
of integer local-filling factor, this lead to the appearance of spatial shell structures
where shell of insulating phases (dMI or SCF) intercalates shell of superfluids phases
(2SF or dSF).
In the presence of a harmonic potential, the chemical potential of species c= a,b,
occurring in the Hamiltonian (3.1) transforms according to
µci = µc−ωH r⃗ 2i (3.11)
where ωH is the strength of the harmonic trap (expressed in unit of the hopping
amplitude t), and r⃗i the position vector of lattice site i. As anticipated above, this
leads to a variable local filling factor n⃗r through the lattice, allowing us to explore
in a more complete way the influence of the filling variation on the phase diagram
of the system. As we showed in the section 3.3, demixing persists away from
filling n = 1, as long as Uab >U . This is even more evident in the trapped case. In
figure 3.10 we show the density map of a demixed superfluid in which a harmonic
confinement forces the mixture to occupy only the central regions of the lattice with
radially decreasing filling. In the right panel of figure 3.10 we display the demixed
density profiles of the two species for a radial section perpendicular to the interface
between the two superfluids. It is evident that demixing persists at any value of the
radial coordinate and for different values of the filling. It is worth noticing that, as
predicted in [72] for a mixture of two Bose-Einstein condensates in a harmonic trap,
the overlap energy is minimized when the boundary is a straight line.
For higher values of the inter- and intra-species potentials, within the SCF region
of the phase diagram (FIG. 3.1), we observe the presence of the well-known spatial
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Fig. 3.10 dSF phase (U/t = 10, Uab/t = 15, Na = 639, Nb = 641) confined in a Harmonic
trap (ωH/t = 0.12). Left-Panel shows density maps for both species over the entire trap.
Right-Panel shows a radial section of density maps, perpendicular to the boundary.
shell structure [79–81]. For increasing total number of particles in the system,
we observe a spatial structure in which shells of 2SF phase intercalate SCF-phase
shells, depending on the value of the local filling factor. The different panels of Fig.
3.11 show density profiles for different values of N = Na+Nb but same parameters
U/t = 20, Uab/t = 17 and ωH/t = 0.12. From top to bottom, radial profiles of total
density with increasing boson number are displayed. By increasing N, the spatial
shell structure appears, revealing the alternate shells of the two phases, with the
SCF characterized by a density plateau. The plateau are due to the incompressible
character of the Mott-Insulator-like phases (SCF is a global Mott-Insulator). We do
not observe a plateau at n = 2 in agreement with reference [82] where the formation
of SCF phase at double-commensurate filling is observed for larger values of U/t.
Always in the strong interaction regime, but for values of inter-species interaction
stronger than intra-species one, the system exhibts spatial shell structure featuring
evidence of tiny shell of dMI phases intercalating phases of dSF. Again, the incom-
pressible character of dMI phases is revealed by the presence of density plateau in
the total density profile for integer local-filling. This can be noticed in FIG. 3.12
where we plot density map (left panel) and density profile (right panel) along the
radial direction for a mixture stabilized for U/t = 20, Uab/t = 24 trapped with a
harmonic potential strength of ωH/t = 0.12. The roughness and irregularities of
the demixed regions can be understood in terms of the presence of the dMI phase.
High values of interactions U/t and Uab/t play a prominent role in determining the
final shape of demixed regions both in the homogeneous and in the trapped case. If
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Fig. 3.11 Radial profiles of total density nr for increasing number of particles at U/t = 20,
Uab/t = 17 and ωH/t = 0.12.
the conditions to stabilize a Mott-Insulator phase are satisfied, the high-energy cost
and the reduced mobility (reduced hopping) featuring this kind of phases freeze the
density distributions to a configuration really close to energy minimum but maybe
not exactly the absolute one.
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Fig. 3.12 Density maps (left panel) and density profile along the x axis (y = 0) for a harmoni-
cally trapped mixture simulated at U/t = 20, Uab/t = 24 and ωH/t = 0.12.
3.4.1 TOF images in the trapped case
By computing correlators ⟨c†i c j⟩ for both species c = a,b, according to the relation
(3.10), we obtained the momentum distribution of the two boson species also for the
harmonically trapped case. In FIG. 3.13 we show the computed TOF images and
associated density maps for three different interaction regimes. The different panels
of FIG. 3.13 show the density maps (upper pannel) of species A (green) and B (blue)
and TOF images of species A (central panel, green) and species B (lower panel,
blue). Leftmost panels shows a mixture featuring a spatial shell structure with a
plateau of SCF surrounded by a central and an outer shell of 2SF. The corresponding
profile of this case is shown in the lower panel of FIG. 3.13, in this case U/t = 20,
Uab/t = 17 and ωH/t = 0.12. Central panels show a trapped mixture in a 2SF phase
(U/t = 10, Uab/t = 7 and ωH/t = 0.03) while the righmost case is a situation in
wich dSF phase is stabilezed in the trap (U/t = 10, Uab/t = 15 and ωH/t = 0.03).
As can be seen in FIG. 3.13, also in the trapped case the TOF images in which
SCF and/or 2SF are stabilized (left and central column) exhibit similar behaviour
due their isotropic superfluid character. The circular symmetry of the momentum
distributions is due to the circular symmetry of the trap. When the demixing effect
take place, we see that even in the trapped case a strong anisotropy in momentum
distribution appears along the direction of maximum confinement. This is mainly
due to the presence of the “hard-wall” between the two bosons species, that lead
to interference between propagating and back-propagating matter waves of each
species field along that direction of confinement. This provide by itself an interesting
feature as it would allow to probe the presence of such a phase in real experiments.
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Fig. 3.13 Density maps (upper panels) of specie A (green) and B (blue) and computed TOF
images of species A (green-central panels) and B (blue-lower panels) for three different
interaction regimes. Left column: 2SF/SCF spatial shell structure for U/t = 20, Uab/t = 17
and ωH/t = 0.12. Central column: 2SF trapped phase for U/t = 10, Uab/t = 7 and ωH/t =
0.03. Right column: dSF trapped phase for U/t = 10, Uab/t = 15 and ωH/t = 0.03.
Chapter 4
Phase Separation at finite
Temperature
In this chapter we analyze the twin-species model at finite temperature paying
particular attention to the influence of temperature fluctuations on phase separation
and demixed phases. The results and discussions contained in this chapter have
mainly been published in the paper [56]. As explained in chapter 2, the worm
algorithm quantum Monte Carlo, exploiting its imaginary-time picture, allows us to
explore quantum-thermal statistical averages of different physical quantities capable
of describing our lattice-bosons system. By choosing an inverse-temperature β
sufficiently large (typically β = L/t), one can explore the properties of the ground-
state of the system. On the other hand, by simulating at smaller β s it is possible
to estimates the expectation value of different physical observable O (described by
the operator Oˆ) that are proportional to the quantum-thermal average: ⟨e−β HˆOˆ⟩,
that is the definition of “expectation value” of operator Oˆ in its quantum-statistical-
mechanical formulation.
By simulating at finite temperature, we are interested in exploring the role of the
temperature in the stabilization of demixed phases and quantifying how temperature
fluctuations affect the demixed phases observed in the ground-state. What we find is
that temperature fluctuation tend to compete with and eventually destroy demixing.
This reveals interesting thermometric properties that can be exploited experimentally
in order to achieve information on the temperature of the system. In the next chapter
we will carry on this idea and we will show how it is possible to exploit the demixing
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parameter described in the section 3.2.3 to measure the temperature in ultra-cold
mixtures (see chapter 5 for details).
To perform this analysis we work at finite temperature in both the weak (WI) and
strong interaction regimes (SI). We refer to weak (strong) interaction that range of
U/t, Uab/t where 2SF/dSF (SCF/dMI) phases can be stabilized in the ground state of
the homogeneous twin-species model at n = 1. Within the weak interaction regime,
we initially work at integer fillings and periodic boundary conditions (homogeneous
case). We then move to consider the trapped case, studying the appearance of the
spatial-shell structures, the relation between demixing and Time-Of-Flight images
at finite temperature, and the interplay between temperature effects and demixing
properties. Finally, we repeat the study in the strong-interacting regime for the
trapped case, showing that, even within this scenario the thermometric properties of
∆ are preserved.
4.1 Temperature-dependent mixing in a homogeneous
case
We start our analysis at finite temperature in the homogeneous case. We work with
periodic boundary conditions and integer fillings considering in particular, n = 1 and
n = 2. The two cases correspond to Na+Nb = L2 and Na+Nb = 2L2, respectively,
where L is the linear size of the lattice (in unit of the lattice step a). Also in this case
we consider the case of twin-species model described so far.
As we have shown in the previous chapter, the ground-state (T = 0) phase dia-
gram of a mixture of twin bosonic species trapped in an optical lattice, at total filling
n= 1, features a demixed superfluid phase (dSF) and a demixed Mott-insulator (dMI)
phase when the interspecies interaction becomes greater than the intraspecies repul-
sion, and a double-superfluid phase (2SF) or a supercounterflow (SCF) otherwise
(see FIG. 3.1 in chapter 3).
To study the effect of temperature fluctuations, we first focus on the transition
2SF-dSF, since this can be observed for any choice of the filling factor [55], while
the transition from dMI-SCF requires an integer value of the filling factor.
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In order to quantify demixing effects, we compute the parameter ∆ defined in
the previous chapter (see section 3.2.3). For the sake of clearness we report here the
definition of the parameter
∆=
1
M∑i
[⟨nai⟩−⟨nbi⟩
⟨nai⟩+ ⟨nbi⟩
]2
, (4.1)
where the sum runs over all the M = L2 lattice sites; ∆ ranges from 0, if all sites are
equally populated, to 1, for complete demixing.
4.1.1 Total filling n = 1
We initially start our study at total filling n= 1. We simulated the system for different
temperatures, and different values of the inter-species interaction Uab/t. We found
that temperature fluctuations tend to destroy the order brought by the demixing effect,
leaving remarkable signatures of it in the behaviour of the ∆ parameter.
In FIG. 4.1 we plot ∆ as a function of inter-species interaction Uab/t for different
temperatures in the range 0.042 < T/t < 1 and at fixed U/t = 10. At lower tem-
peratures, a step-like increase in the value of the demixing parameter ∆ signals the
onset of strong demixing in the system. As the temperature is increased, thermal
fluctuations become more prominent and the mixing of the two components is re-
stored even for Uab >U . ∆ curves and their uncertainties in FIG. 4.1 are obtained by
averaging multiple-run QMC simulations with different random-generators seeds
and different initial conditions. The observed fluctuations are essentially due to
transitions between equally stable states.
FIG. 4.2 shows ∆ as a function of T/t for different values of inter-species
interaction Uab/t and at fixed U/t = 10. The main plot, which refers to the dSF
phase, shows a pronounced dependence of ∆ on temperature: a drop in ∆ of three
order of magnitudes within a relatively small range of temperatures. On the other
hand, for the 2SF phase (inset of FIG. 4.2), ∆ remains approximately of the same
order of magnitude (and orders of magnitude smaller than in the dSF phase) with
increasing T . The strong dependence of ∆ on T/t displayed in FIG. 4.2 supports its
application as a thermometer. The idea to exploit demixing as a mean to measure the
temperature of the system can be practically realized by an experimental estimate of
the ∆ parameter (see chapter 5 for details).
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Fig. 4.1 Parameter ∆ as a function of Uab/t at different temperatures T/t at total filling n = 1
(lines are guidelines). Simulations performed for U/t = 10 along 2SF/dSF phase transition.
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Fig. 4.2 ∆-parameter as a function of temperature T/t for different values of the inter-species
potential Uab (lines are guidelines). Simulations performed for U = 10, n = 1 along 2SF/dSF
phase transition.
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4.1.2 Total filling n = 2
For total filling factor n = 2, the larger energy penalty associated with the overlap
between components leads, in general, to a more evident demixing [55] character-
ized by a neat spatial separation between the two species. This robustness against
miscibility results in a stronger robustness against temperature fluctuations than at
lower filling factors.
In FIG. 4.3 we plot ∆ for n = 2 as a function of Uab/t for the same interaction
(U/t = 10) as in FIG. 4.1 but a larger temperature range. At n = 2 parameter ∆
manifests an apparent similar behaviour against temperature with respect to the one
at n = 1. However, a comparison with FIG. 4.1 shows that, at n = 2, a significant
increase in temperatures is needed in order to destroy demixing. This is further
demonstrated in the density maps of FIG. 4.4. FIG. 4.4 shows quantum-statistical
average of computed occupation number per lattice site for n = 1 (left) and n = 2
(right) performed under same interactions and temperature conditions (U/t = 10,
Uab/t = 14 and T/t = 0.5).
In FIG. 4.5 we plotted ∆ as a function of T/t for n = 2 and Uab > U . By
comparing FIG. 4.2 and 4.5 it is possible to appreciate the strong dependence of ∆
with the temperature. This suggests that the presence of temperature fluctuations
tends to destroy the spatial demixing of the two species and, how the strength of
the inter-species interaction Uab plays an important role in contrasting this effect.
In both figures it can be easily noticed as a stronger repulsion between the two
species (Uab) leads to a slower decrease of ∆(T ) curves. On the other hand, this
temperature-dependent mixing effect seems to be retarded in case of higher filling.
This behavior can be understood by observing that, for Uab >U , increasing the
filling factor further inhibits the start of the mixing process of the two components. In
this sense, the minimal mixing action consists in displacing a single boson a (b) in the
domain of components B (A). For n = 2, the heuristic calculation of the free-energy
cost for creating a double pair ab gives ∆F = 2(Uab−U)(n− 1)− T kBln(L4/4).
The mixing temperature is found to be kBT = 2(Uab−U)/ln(L4/4). For n = 1,
the mixing process begins with the formation of a single pair ab and a hole. This
entails ∆F = Uab− T kBln(L4/4) and kBT = Uab/ln(L4/4). In both cases, using
the parameter values of 4.5 and 4.5 gives kBT/t ∼ 1 in agreement with numerical
results. The dependence on the lattice size L reflects the finite-size character of our
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Fig. 4.3 ∆-parameter as a function of Uab at different temperatures T/t at total filling n = 2
(lines are guidelines). Simulations performed for U = 10 along 2SF/dSF phase transition.
model. The temperature at which the first pairs ab crop up is proportional to Uab,
thus confirming the inhibition of the mixing effect for increasing Uab.
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Fig. 4.4 Density maps for a dSF phase at U/t = 10, Uab/t = 14 and T/t = 0.5 computed at
n = 1 (Left-Panel) and n = 2 (Right-Panel).
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Fig. 4.5 ∆-parameter as a function of T/t for different values of Uab/t >U (U/t = 10) at
total filling n = 2 (lines are guidelines).
78 Phase Separation at finite Temperature
4.2 Temperature-dependent mixing in a trap
In order to consider a more general and realistic scenario, we extend our investigation
to a generic filling factor by relaxing the homogeneity assumption and study the
system in a harmonic trap. In the presence of a harmonic potential, the chemical
potential of species c = a,b, transforms according to
µci = µc−ωH r⃗ 2i (4.2)
where ωH is the strength of the harmonic trap (expressed in unit of the hopping am-
plitude t), and r⃗i the position vector of lattice site i. This leads to a space-dependent
local filling factor n⃗r through the lattice, allowing us to explore in a more complete
way the influence of the temperature on the interplay between mixed/demixed phases
in condition of generic filling factors.
Fig. 4.6 Density maps for decreasing temperature (left to right). The mixture (U/t = 10,
Uab/t = 15) is trapped in a harmonic potential of strength ωH/t = 0.03.
As shown in chapter 3, the presence of the demixing effect is not affected a priori
by the application of a harmonic potential as far as the condition Uab >U is satisfied.
At sufficiently low temperatures the demixing effect in the trap manifests itself
through the occurrence of a sharp and straight boundary between the two species
(see FIG. 3.10 in chapter 3). This represents the minimum-energy configuration for
a demixed system in a trap, as originally predicted by [72] for continuous systems.
We consider then a mixture trapped in a harmonic potential for different tem-
peratures. In general, we see that even in the trapped case temperature fluctuations
tend to destroy the demixing effect. This phenomena is well visible in Fig. 4.9
where we plotted from left to right several density maps for decreasing value of the
temperature (U/t = 10,Uab/t = 15,ωH/t = 0.03 and N ≈ 1670). It can be easily seen
as increasing temperatures lead to a progressive destruction of the spatial demixing
between the two species.
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Fig. 4.7 Density maps (first row) and their section at y = L/2 along x-direction (second
row) for temperatures T/t = 1.00 (left column) and T/t = 0.06 (right column). The mixture
(U/t = 10, Uab/t = 15) is trapped in a harmonic potential of strength ωH/t = 0.03.
For intermediate temperatures this effect give rise to spatial shell structures (see
FIG. 4.9 and 4.7) in which a central demixed phase (dSF) is surrounded by a shell of
mixed phase (2SF). In the first row of FIG. 4.9 it is well visible that the temperature-
induced mixing effect first appears where the density is lower (that is in the outer
shell) and in the proximity of the boundary separating the two species. Such an
effect is due to the larger entropy associated with demixing in these regions. For
sufficiently large temperatures we detected the presence of a third surrounding shell
of a Normal-Fluid (NF) phase. As expected, the thickness of the NF shell increases
for increasing temperatures (see below section 4.2.2 for details).
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The fact that we find a demixed phase at the center of the trap where the local
filling is higher, and a mixed phase in the surrounding shell where the local filling
is lower, confirms what we have found in the homogeneous case, in which higher
fillings (center of the trap) manifest stronger robustness to the temperature-dependent
mixing effect. However, it is worth stressing that, even if this mixing effect reaches
its maximum in the outer shell, it is not restricted only to that region. Indeed, in
general it extends to the entire lattice. This can be seen by looking at the lower row
of FIG. 4.7 in which a section of the density map of the two species is plotted for
y = L/2 along the x-direction. From Fig. 4.7 it can be noticed as in the case of shell
structure (left panel), when the density of a species reaches its own maximum, the
other does not go identically to zero as it does in the completely demixed case (right
panel). A partial but finite mixing of the two species is present everywhere in the
lattice.
In FIG. 4.8 we show the behaviour of the ∆ parameter as function of T/t for the
trapped case for U/t = 10, Uab/t = 15 and a harmonic potential strength ωH/t =
0.03. Each ∆ curve in the plot corresponds to a series of different simulations for
different temperatures with the same number of bosons N in the system. Even in the
trapped case, the parameter ∆ very well quantifies the degree of spatial separation
of the two species as well as the mixing effect induced by quantum fluctuations.
Slightly higher number of bosons in the system confirms the robustness against
temperature mixing effect at higher filling. Furthermore, we notice that the jump of
∆ over the considered range of temperatures in the trapped case is smaller than in
the homogeneous one (about one order of magnitude). Larger local densities at the
center of the trap imply larger interactions energies thus reducing the boson mobility
and their mixing degree.
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Fig. 4.8 ∆ parameter as a function of T/t in the trapped case (U/t = 10, Uab/t = 15 and
ωH/t = 0.03) for different total boson number N (lines are guidelines).
4.2.1 TOF images at finite temperature
In search of additional experimental signatures of the temperature-driven transition
from the dSF to the 2SF phase, we computed the momentum distributions nc,k =
|φ(k)|2∑i, j eik(ri−r j)⟨c†i c j⟩ [78] for species c = a,b.
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Fig. 4.9 Density maps (first row) and computed TOF images for specie A (second-row) and
B (third-row) for decreasing temperature (left to right). The mixture (U/t = 10, Uab/t = 15)
is trapped in a harmonic potential of strength ωH/t = 0.03.
In second and third row of FIG. 4.9 we plotted the momentum distribution
of species A (second row) and B (third row) for a trapped mixture at decreasing
temperatures (left to right). By increasing the temperature in the system, we observe
how the abrupt changes in the momentum distribution marks the appearance of the
spatial shell structure and the mixed phase.
This dramatic change is outlined in FIG. 4.10 where we plot together density
and momentum distribution of both species for a spatial shell structure configuration
at T/t = 1.00 (left column) and a completely demixed one at T/t = 0.06 (right
column). Both FIG. 4.9 and FIG. 4.10 are obtained by simulating the system with
N ≈ 1670± 3% bosons, and for interactions U/t = 10, Uab/t = 15 and ωH/t =
0.03. We observe the disappearance of the interference pattern of the single-species
momentum distribution as soon as the phase coherence is restored over the entire
lattice by the presence of mixed superfluid species. As shown in FIG. 4.7, the
presence of a spatial shell structure implies a residual mixing of the two bosons
species over the entire lattice. The fact that the two species are superfluid on
the entire lattice, forces phase coherence among all the lattice sites producing no
interference pattern when the optical lattice is turned off. On the other hand, when
the “hard-wall” characterizing the spatial separation of the demixed phase is present,
the phase coherence is restricted to the portions of the lattice where a single species
is confined. This produces the interference pattern shown in the TOF images of FIGs.
4.9 and 4.10. Such patterns are essentially due to the interference of propagating
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Fig. 4.10 Density maps (first row) and computed TOF images for specie A (second-row) and
B (third-row) for temperatures T/t = 1.00 (left column) and T/t = 0.06 (right column). The
mixture (U/t = 10, Uab/t = 15) is trapped in a harmonic potential of strength ω/t = 0.03.
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and reflecting waves bouncing back from the “hard-wall” separating the demixed
species.
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TOF images of meta-stable states
By using TOF images it is possible to understand if the demixed system is in the
ground state configuration or in a meta-stable state close to it. The minimum-energy
configuration in a harmonically trapped system, is characterized by a straight bound-
ary between the two species [72] (e.g. see right panel of FIG. 4.10). However,
in Bose-Hubbard systems [83, 84] there exists infinitely-many local minima fea-
turing meta-stable states whose energy is really close to the ground-state. These
states are characterized by configuration of the mean occupation numbers slightly
different from the minimum energy configuration. These configuration features in
general irregular or multiple boundaries between the two species. By computing
the TOF images of such non-equilibrium configurations, we find that the irregu-
lar/multiple boundaries of the demixed configuration leads to irregular and more
complex interference patterns. Two example of these configurations are reported
in FIG. 4.11. In the two panels we display the TOF images of both species A (cen-
tral column) and B (right column) of two different systems with N ≈ 1453 (Upper
panel) and N ≈ 1644 (Lower Panel), respectively. Both simulations are performed at
T/t = 0.042, U/t = 10, Uab/t = 15 and ωH/t = 0.03.
86 Phase Separation at finite Temperature
Fig. 4.11 Metastable configurations and related momentum distributoins of species A (central
column) and B (right column). Simulation performed with N ≈ 1453 (Upper panel) and
N ≈ 1644 (Lower Panel) at T/t = 0.042, U/t = 10, Uab/t = 15 and ωH/t = 0.03
4.2.2 Normal fluid Phase Transition
For sufficiently high temperatures, the outer (spatial) shell is filled with a normal
fluid (NF). In order to check the presence of the NF phase we computed the field-field
correlators:
⟨Ψc(r)†Ψc(d)⟩= ∑
i : |ri|=r
∑
j : |ri−r j|=d
⟨c†i c j⟩ (4.3)
for species c = a,b. These are obtained from correlators ⟨c†i c j⟩ by grouping together
all the sites i at a given radius r (from the center of the trap) and all the sites j at
a given distance d = |ri− r j| from the sites i. In the right column of FIG. 4.12 we
show the behaviour of correlators (4.3) of species A for increasing temperatures.
Due to symmetry, the correlators of species B manifest the same behaviour and
therefore are omitted. For the sake of completeness, the left column of FIG. 4.12
displays the corresponding density maps. FIG. 4.12 shows that for low temperatures
the field-field correlation is spread uniformly all over the occupied lattice sites. On
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the other hand, we notice that for sufficiently high temperatures the system manifests
long-range correlation in a disk-like region around the trap center, and short-range
correlation for larger radial distances. In particular, long-range correlations suggest
the presence of superfluid phases (dSF and 2SF) in the central disk-like region, while
short-range correlations suggest the presence of an external NF shell in the outer
portion of the lattice. We notice as well that spatial-shell structures features an
increasing thickness of the NF shell for increasing temperatures (last two rows of
FIG. 4.12).
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Fig. 4.12 Field-Field correlator ⟨Ψc(r)†Ψc(d)⟩ (in arbitrary units) of a single bosonic species
(c = a) for increasing temperatures (right column), and their associated density maps (left
column).
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4.3 Strong interaction regimes
As did in chapter 3 at zero-temperature, we now move on considering the trapped
system within the strong interaction regime. We run several simulations at finite
temperature. The simulations are performed in the temperature range T/t = 0.042÷
3.33 and for each case the density maps and the demixing parameter ∆ are analyzed
and estimated. We find that much richer spatial shell structures arise in the strong
interaction regime, and that even in this case phase separation is progressively
destroyed by temperature fluctuations.
In figure 4.13 we plot the parameter ∆ as a function of temperature T/t for
stronger values of U/t and Uab/t (U/t = 20, Uab/t = 24 and ωH/t = 0.12). We
notice that even in the strong interaction regime ∆ manifests a decreasing behaviour
as a function of temperature. By comparing FIG.4.8 and FIG. 4.13 we notice that ∆
undergoes a way smaller jump through the same range of temperature in the high
interaction case.
In figure 4.14 we show that spatial shell structures arise also for larger values
of interaction U/t and Uab/t. However in these regimes, as shown in FIG. 3.1,
the phase diagram exploits different quantum phases depending on the filling. In
particular, for our selected value of U/t = 20 and Uab/t = 24, at zero-temperature,
and integer local filling, the system is expected to be in dMI state. The presence
of such a phase can be noticed from the appearance of constant and integer density
plateau in the total density profiles shown in FIG. 4.14 (second row plots, black-
solid lines). The incompressibility of dMI phase lead to regions of constant integer
filling. If the thickness of these plateau is small enough, the incompressibility of
the Mott-Insulator is capable to counteract the action of the external harmonic trap
that would impose a much smoother density profile. Such a phase can be observed
in the regions of integer filling (density maps at T/t = 0.25 and T/t = 0.06 in FIG.
4.14). As discussed in chapter 3 the strong interaction and very low temperatures
are responsible for the fragmented structure of these density maps, and they are
intimately related with the metastable character of these configurations.
Furthermore, at higher temperatures (left columns in FIG. 4.14) in the outer
regions, we find a mixed phase forming a thin shell with a n = 1 plateau, suggesting
the presence of a SCF phase in that region. The SCF is by definition a mixed phase,
but with that global Mott-Insulator character that could provide the incompressibility
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Fig. 4.13 ∆ parameter as a function of T/t for a trapped system in the strong interaction
regime (U/t = 20, Uab/t = 24 and ωH/t = 0.12). Simulations are performed with N ≈ 1916
particles.
responsible for the formation of constant density plateau. The problem is that,
according to the phase diagram of FIG. 3.1, at T/t ≈ 0, the SCF shouldn’t be
stabilized for value of Uab/t above the diagonal Uab =U . However, the SCF at Uab >
U can be made accessible by temperature excitations, since the energy separation
between the dMI and the SCF is of the order of ∼ |t2/U− t2/Uab+U−Uab| [1, 2].
4.3 Strong interaction regimes 91
Fig. 4.14 Density maps (first row) and density profiles (second row) of species A (green) and
B (blue), for decreasing temperature (left to right) in the SI regime: U/t = 20, Uab/t = 24
and trapping potential strength ωH/t = 0.12. Density profiles ⟨nc⟩ are computed along
the horizontal axis through the center of the trap. The total density profile is also shown
(black-solid line).
Chapter 5
Thermometry of ultra-cold mixtures
In this short chapter we illustrate a method for thermometry of a binary bosonic
mixture trapped in an optical lattice. Our proposal, based on the fundamental
principle of miscibility, works both in the weakly- and the strongly-interacting regime.
This method has been proposed to the scientific community and has been published
in the paper: “Thermometry of Cold Atoms in Optical Lattices via Demixing" [56].
Thermometry in optical lattices can be very cumbersome, a fact often limiting
the comparison between theoretical and experimental findings is the lack of reliable
estimators capable of extracting information on the temperature of this kind of
systems. In general, measuring fundamental parameters, such as temperature, in
strongly correlated quantum gases can be far from trivial. The physical reason is
that the primary thermometric quantity used in cold atoms experiments, namely
the momentum distribution, in strongly correlated regimes is often dominated by
quantum rather than thermal fluctuations, thereby becoming quite insensitive to
temperature variations. Furthermore, if compared with continuous counterparts
where the typical condensation-temperatures range around the order of magnitude of
about 102 nK, optical-lattice systems, due to their stronger-confinement, are expected
to feature temperatures two order of magnitude lower (on the order of the tunneling
amplitude 100÷101 nK). The extremely low expected temperatures, the difficulty
to obtain reliable thermometric estimators together with fact that this is the regime
where “quantum magnetism” is expected, make this issue extremely attractive and
fascinating.
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In the last few years, this challenge stimulated numerous theoretical proposals and
experiments [42]. Within the well-understood weakly interacting regime, two main
standard approaches have been carried out capable of measuring the temperature in
optical lattice system. This is done in general through sample subsets [43, 44, 85, 47],
or by measuring in-situ local density fluctuations with high-resolution imaging [34–
39]. On the other hand, within the context of bosonic mixtures several seminal
work have been reported. With a rubidium condensate, demixing between two spin
components was induced by a magnetic field gradient and the width of the interface
region was used to estimate the temperature [43]. Recently, the spin waves, or
‘magnons’, in a spinor Rb condensate were used to reduce the entropy per particle to
values as low as 0.02kB [48], an order of magnitude below the values required for
the onset of magnetic phases [86]. However, the measure of the temperature in the
so-called strong interaction (SI) regime still lack of reliable estimators.
In this chapter, we want to propose a thermometry technique for ultra-cold
quantum mixtures in optical lattices based on the demixing of two mutually repulsive
components. In the previous chapter (chapter 4) we have shown that temperature
fluctuations compete with, and eventually destroy, demixing. The idea is to take
advantage of this competition to propose a route for thermometry by employing
the same global demixing estimator ∆ defined in chapter 3 which can readily be
measured and used to determine the temperature.
5.1 ∆-thermometer
Let’s now move on designing our new thermometric technique. For doing so we
first need to briefly review the thermometric property of parameter ∆. In chapter
4 we have shown that ∆ parameter, in both trapped and homogeneous conditions,
exhibits a decreasing behaviour as a function of the temperature T/t. For the sake of
clearness, in the two panel of FIG. 5.1, we report the behaviour of parameter ∆ as a
function of temperature T/t and inter-species interaction Uab/t, in the homogeneous
case, for n = 1 (left panel) and n = 2 (right panel). The strong dependence of ∆ on
T displayed in the dSF phase describes very well the competition between the phase
separation and the temperature fluctuations and motivates the basic idea of extracting
the temperature from the measurement of the demixing parameter.
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Fig. 5.1 Parameter ∆ as a function of temperature T/t and interspecies interactions Uab/t,
at U/t = 10. Total filling n = 1 (left panel) and n = 2 (right panel). Points show numerical
results.
Furthermore, in chapter 4, we outlined that at n = 2, much higher temperature
are required in order to destroy demixing, showing that robustness against miscibility
results in a stronger robustness against temperature fluctuations. In this sense, larger
filling factors shift the operating range of the proposed thermometer towards higher
temperatures. This provides an interesting scenario as in a real experimental setup,
a harmonic trap is always present leading to non-uniform local filling profiles with
central fillings in general higher than one.
In order to properly design a thermometric technique for real experimental
applications, is therefore necessary to move to consider the harmonically trapped
case. As seen in chapter 4, also in this topological scenario, the ∆ has been proven to
remarkably being able to return a reliable estimate of the temperature. Furthermore,
∆ seems to work well not only in the weakly- but also within the strongly-interacting
regime. We can therefore use QMC simulations to physically implement our ∆-
thermometer.
By simply running simulations at different finite temperatures, within the correct
settings of the inter-species and intra-species interaction Uab/t and U/t, and loading
an established number of particles in the system, it is possible to estimate for each
simulation, the value of the parameter ∆ and link it to the value of the temperature
under which the simulation has been performed. If one is now able to measure
experimentally the parameter ∆ (see subsection 5.2 below), by knowing the number
of particle in the system, and the parameter under which the experiment has been
performed (the value of t, U , and Uab), he would be able to link the measure of ∆
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to the value of the temperature in the optical-lattice system. In FIG. 5.2 we plot
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Fig. 5.2 ∆-thermometer: Temperature as a function of the parameter ∆ in the trapped case.
Solid lines: ωH/t = 0.03,U/t = 10,Uab/t = 15; black dashed line: ωH/t = 0.12,U/t =
20,Uab/t = 24.
the T VS ∆ curves for both weak- and strong-interacting regime, obtained by the
simulations shown in chapter 4 (see FIG. 4.8 and 4.13 for details). By exploiting
the curves of FIG. 5.2 it is possible to link directly an experimental measurement
in ∆ with the corresponding measure of the temperature of the system T (∆). This
constitutes by itself the essence of our thermometric technique.
The range of measurable temperatures detectable with this technique can be
expressed in Kelvin by knowing the value of the common hopping amplitude t of the
twin-species. As shown in section 1.4.1, typical experimental tunneling amplitude for
Rubidium and Potassium are: tRb/kB = 2.08 nK and tK/kB = 17.9 nK. In table 5.1
we report the temperature-range of the ∆-thermometer shown in FIG. 5.2 measured
in Kelvin by considering the tunneling amplitude listed above.
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T/t TRb [nK] TK [nK]
0.042 0.08 0.75
0.5 1.04 8.95
1 2.08 17.90
1.5 3.12 26.85
2 4.16 35.80
2.5 5.20 44.75
3 6.24 53.70
Finally, our currently proposed thermometry technique can be validated by
parallely measuring the temperature through an ordinary accepted technique [87].
This can be done by first considering the case of a moderately shallow optical
lattice where, due to the sufficiently weak interspecies interaction, each species is
superfluid and the temperature can independently be determined by their momentum
distribution. Once the tare has been taken over, we can move forward to consider
a deeper optical lattice, thus SI regimes, for which we lack of reliable temperature
estimators other than the direct microscopic observation of particle-hole pairs. As we
just showed above, within this regime, our proposed thermometry technique seems
to prove a remarkably effective tool.
5.2 Experimental measure of ∆
The demixing parameter ∆ defined in chapter 3 relies on single-site occupation
numbers ⟨nci⟩:
∆=
1
M∑i
[⟨nai⟩−⟨nbi⟩
⟨nai⟩+ ⟨nbi⟩
]2
. (5.1)
For this reason, an experimental measurement of ∆ can be obtained directly from high
resolution microscope images [34–39]. However, being a global observable, ∆ does
not require knowledge of the local densities and is also obtained by spectroscopic
techniques. Indeed, the number of sites occupied by both species can be detected
by driving transitions sufficiently narrow in energy, involving either the internal
atomic states, such as microwave transitions [88], or the external degrees of freedom,
such as in band spectroscopy [89]. In practice, the task is eased in proximity of the
interspecies Feshbach resonance enhancing Uab. We focus on hyperfine transitions
for sake of concreteness: if the interactions between final states are negligible with
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respect to Uab, a microwave field with a frequency shift ∼Uabℓm with respect to
the bare hyperfine splitting will drive transitions in all lattice sites with occupation
numbers (na,nb) = (ℓ,m) or (m, ℓ). A measurement of the transferred atoms yields
the relative number of the lattice sites, f (ℓ,m), with the given fillings. Once all the
f (ℓ,m) values are deduced from the microwave spectrum of transferred atoms, the
demixing parameter is readily obtained as
∆exp = ∑
(ℓ,m)
f (ℓ,m)(ℓ−m)2/(ℓ+m)2. (5.2)
Chapter 6
Analytic solution of the 2-sites BH
model with the Bogoliubov approach
In this chapter we focus on the investigation of a simple two-sites BH model from
the analytical and numerical point of view. This model describes the simplest but
not trivial system where mixtures of different atomic species can be loaded in the
trap formed by a double-well potential. Two-well systems has been experimentally
realized by Albiez and co-workers in 2005 [90] by superposing a parabolic trap with
a sinusoidal linear potential. From the theoretical point of view, this system has been
widely explored within the mean-field approach to analyze the atomic counterpart
of the Josephson effect in superconductor-oxide-superconductor junctions [91], the
dynamical stability of binary mixtures [92, 93], different types of self-trapping
solutions [94], the effectiveness of the space-mode description within the Gross-
Pitaevskii picture [95, 96] and the Rabi-Josephson regime [97].
In the following we explore the low-energy properties of a two-species mixture
confined in a double-well potential. The model describing this system is therefore
a two-species Bose-Hubbard Hamiltonian defined on a two-site lattice. We first
numerically diagonalize the Hamiltonian in the zero-temperature regime. We then
use the numerical results to approach analytically the investigation of the low-energy
regimes within the Bogoliubov approximation. The diagonalization is performed
in both the strong-interaction (|Uab|>U) and in the weak-interaction (|Uab|<U)
regime, by identifying weakly-occupied modes in the space-mode picture and in the
momentum-mode picture, respectively. We considered here both the attractive and
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repulsive inter-species interaction cases. We reconstruct the low-energy spectrum,
comparing the latter with the numerical eigenspectrum, and provide an approximate
form of weakly-excited states.
Despite the simplicity of the system, we find that the most fundamental properties
of the mixing/demixing phase transitions shown in the previous chapters also arise
in this simple model. By keeping fixed the intra-species interaction U , variations
of inter-species interaction Uab produce significant changes in the structure of the
ground state. On the repulsive side (Uab > 0), increasing Uab drives the ground state
from the uniform state (delocalization regime with mixed species) to a symmetric
superposition of states exhibiting a macroscopic space separation (demixing) of the
two species, passing through an intermediate configuration where the delocalized
state and the symmetric demixed state coexist. On the other hand, in the attractive
case (Uab < 0), the uniform ground state features configurations in which bosons of
different species tend to macroscopically populate the same site (localization regime
with mixed species). Within this analysis, by reconstructing the low-energy spectrum
we find that the mixing/demixing transition features a spectral collapse reflecting the
dramatic change of the dynamical algebra of the model Hamiltonian.
The chapter is organized as follows. We first briefly review the two-sites BH
model, we then move to the discussion of the numerical results and to introduce the
analytical diagonalization method used.
The results and the discussions contained in this chapter have mainly been
published in the paper [57].
6.1 The 2-site 2-species BH Hamiltonian
Recalling what we showed in chapter 1, the two-species Bose-Hubbard Hamiltonian
for a two-site system is defined as:
Hˆ = ∑
c=a,b
Hˆc+ Hˆab (6.1)
with
Hˆc =
Uc
2
[nˆc1(nˆc1−1)+ nˆc2(nˆc2−1)]− tc
(
c†1c2+ c
†
2c1
)
,
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and
Hˆab =Uab
(
a†1a1b
†
1b1+a
†
2a2b
†
2b2
)
.
Where nˆc1 = c
†
i ci is the number operator of bosonic species C = A,B in the site
i = 1,2. The operator ci = ai(bi) annihilates a boson of species A (B) in the ith site
(i= 1,2, with 1 (2) representing the left (right) well), Uc is the amplitude of the intra-
species onsite interaction, tc is the tunneling amplitude, and Uab is the interspecies
interaction amplitude between bosons in the same well. Boson operators ai, a
†
i , bi
and b†i , in addition to [ai,a
†
j ] = δi j = [bi,b
†
j ] with j = 1,2, satisfy the commutators
[ai,b j] = 0, and [ai,b
†
j ] = 0. For each species, the total boson numbers Nˆc commute
with Hˆ implying that Na = Na1+Na2 and Nb = Nb1+Nb2 are conserved quantities.
Also in this case, we work within the twin-species approximation, assuming species
A and B with the same mass, the same intra-species s-wave scattering length, and
experiencing identical double-well and harmonic confinements. In the following, we
thus set ta = tb ≡ t and Ua =Ub ≡U , that is, the components A and B have the same
hopping parameter and intra-species interaction.
6.2 Numerical analysis
We numerically solve the eigenvalue equation associated to Hamiltonian (6.1)
Hˆ |ψ⟩n = En |ψ⟩n (6.2)
for fixed numbers Na and Nb of bosons of species A and B, respectively. In this case
the Hamiltonian can be represented by a M×M matrix with M = (Na+1)(Nb+1) in
the basis |i, j⟩L⊗|Na− i,Nb− j⟩R with i∈ [0,Na] and j ∈ [0,Nb]. For each eigenvalue
En, with n = 1,2, ...,M, the corresponding eigenstate |ψ⟩n has the form
|ψ⟩n =
Na
∑
i=0
Nb
∑
j=0
Cn(i, j)|i, j⟩1|Na− i,Nb− j⟩2 , (6.3)
In the ket |i, j⟩L, i ( j) is the number of bosons of species a (b) in the left well,
while in |Na− i,Nb− j⟩R, Na− i (Nb− j) is the number of bosons of species A (B) in
the right well. Since we focus our attention on the ground state (n = 1), we simplify
the notation by setting C1(i, j)≡C(i, j).
6.2 Numerical analysis 101
When both the intra- and the inter-species interactions are zero, the ground state
of Hamiltonian (6.1) is given by the product of two atomic (or SU(2)) coherent states
(see, e. g., [98], [99]).
|φ0CS⟩=
1√
Na!Nb!
(
a†1+a
†
2√
2
)Na(
b†1+b
†
2√
2
)Nb
|0,0⟩1|0,0⟩2 , (6.4)
where |0,0⟩1|0,0⟩2 is the state with no bosons. Coherent states of this form usually
describe the superfluid phase for large tc/Uc where bosons are uniformly distributed
on the lattice and thus totally delocalized.
If one assumes that the intra-species interactions Ua, Ub are essentially negligible
with respect to the (absolute value of the) inter-species interaction |Uab|, the ground
state of the Hamiltonian is essentially formed by a symmetric superposition of two
states with macroscopically populated wells. Its form depends on the sign of Uab. In
particular, for Uab > 0 (repulsive inter-species interaction), the ground state has the
form
|φ0M⟩ ≃
1√
2
(
|Na,0⟩1|0,Nb⟩2+ |0,Nb⟩1|Na,0⟩2
)
, (6.5)
whereas for Uab < 0 (attractive inter-species interaction) the ground state is
|φ0M⟩′ ≃
1√
2
(
|Na,Nb⟩1|0,0⟩2+ |0,0⟩1|Na,Nb⟩2
)
. (6.6)
In FIGs. 6.1, 6.2 and 6.3, we show the ground state of Hamiltonian (6.1) for
different values of Uab. The left panel of FIG. 6.1 represents the ground state
when boson-boson interactions are zero, namely, U = Uab = 0. This situation
corresponds to the atomic coherent state (6.4). As shown in the right panel of the
same figure for which Uab = 0 and U = 0.1t, the distribution |C(i, j)|2 becomes
narrower as soon as the on-site repulsive interaction is switched on. By keeping
fixed U = 0.1t, a finite and repulsive interaction Uab balances this effect and causes
the broadening of distribution |C(i, j)|2 which becomes more and more pronounced
when Uab is increased, as the left panel of the first row in FIG. 6.2 shows. By
further increasing the interspecies repulsion, the ground-state structure exhibits a
transition to a configuration characterized by the coexistence of a delocalized state
(well represented by state (6.4)) and the two localized states |Na,0⟩L|0,Nb⟩R and
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Fig. 6.1 Ground-state coefficients |C(i, j)|2 vs i (left occupation numbers of species A) and j
(left occupation number of species B) for Uab = 0, U = 0 (left panel), U = 0.1 (right panel)
and boson numbers Na = 30, Nb = 40. Energies in units of t.
|0,Nb⟩L|Na,0⟩R. Such an effect (already observed for bosons in a three-well potential
with ring geometry [100]) is well visible in the first row (right plot) of FIG. 6.2.
This coexistence (where the ground state losses its coherence) is destroyed by a
sufficiently-strong interspecies repulsion. In this case, the ground state becomes the
symmetric superposition of (macroscopic) localized states described by state (6.5)
and well illustrated in the second row (right plot) of FIG. 6.2. In correspondence
to the same value of the on-site interaction U but with attractive interspecies inter-
action (Uab < 0, see FIG. 6.3), distribution of |C(i, j)|2 displays the same changes
characterizing the repulsive case when Uab is increased. FIG. 6.3 clearly shows that
sufficiently strong inter-species attractions give rise to a superposition having the
form of state (6.6) describing localized mixed species.
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Fig. 6.2 Ground-state coefficients |C(i, j)|2 vs i (left occupation numbers of species A) and
j (left occupation number of species B) for U = 0.1. First row: Uab = 0.15, Uab = 0.16,
Uab = 0.165. Second row: Uab = 0.168, Uab = 0.17, Uab = 0.2. Number of bosons: Na = 30,
Nb = 40. Energies in units of t.
Fig. 6.3 Ground-state coefficients |C(i, j)|2 vs i (left occupation number of species A) and
j (left occupation number of species B) for U = 0.1. Top-bottom. First row: Uab =−0.15,
Uab = −0.16, Uab = −0.165. Second row: Uab = −0.168, Uab = −0.17, Uab = −0.21.
Boson numbers: Na = 30, Nb = 40. Energies in units of t.
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6.3 Diagonalization through Bogoliubov approach
The analysis of section 6.2 about the different regimes characterizing the ground state
provides useful information for studying the spectrum of the model Hamiltonian
through the Bogoliubov approach.
In the two strong-interaction regimes (|Uab|>Uc) relevant to Uab > 0 (repulsive
interaction) and Uab < 0 (attractive interaction), the macroscopic localization effects
illustrated in FIGs. 6.2 and 6.3, respectively, show how for Uab > 0 one observes an
almost complete spatial separation of the two species strongly localized in different
sites, whereas for Uab < 0 one has an almost complete merging of the two species
localized at the same site. This allows one to identify weakly-occupied modes and
thus to implement the Bogoliubov scheme.
A more complicated situation is found in the regimes |Uab|<Uc (again including
the cases Uab < 0 and Uab > 0), where the two bosonic species are completely
delocalized and the boson populations essentially exhibit the same size in the two
wells. In this second case, the correct approach for diagonalizing the Hamiltonian is
found by looking for macroscopically-occupied modes within the momentum-mode
picture.
6.3.1 Weak-interaction regime |Uab|<Uc
We start by discussing the diagonalization scheme in the repulsive case of the weak-
interaction regime (|Uab|<Uc) involving delocalized populations and species mixing.
Since the two species are almost equally distributed in the two wells a simple way to
recognize weakly-occupied modes [101] is to introduce momentum-like operators
Aˆ =
(a1+a2)√
2
, (6.7)
αˆ =
(a1−a2)√
2
, (6.8)
Bˆ =
(b1+b2)√
2
(6.9)
and
βˆ =
(b1−b2)√
2
. (6.10)
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Note that the boson-number conservation is now given by the relations
Na = Na1+Na2 = NA+Nα ,
Nb = Nb1+Nb2 = NB+Nβ .
(6.11)
The Hamiltonian (6.1) in the new mode picture take the form:
Hˆ =
Uab
2
√
NaNb (αˆ+ αˆ†) (βˆ + βˆ †)+2taNˆα +2tbNˆβ
+
Ua
4
Na(αˆ+ αˆ†)2+
Ub
4
Nb(βˆ + βˆ †)2+K, (6.12)
where the terms depending on Na, Nb are grouped in the constant
K =
Ua
4
(N2a −Na)+
Ub
4
(N2b −Nb)+
Uab
2
NaNb− tN , (6.13)
and third-order (or higher-order) terms have been neglected. We notice that in
the current regime (|Uab|<Uc), modes Aˆ, Bˆ are macroscopically occupied, (NA ≫
Nα , NB ≫ Nβ ) and can be regarded as complex parameters within the Bogoliubov
approximation. The application of this scheme provides the diagonal Hamiltonian
HˆD = K−2t+
√
Rα (2αˆ+αˆ+1)+
√
Rβ (2βˆ+βˆ +1) , (6.14)
where K = ∑c=a,bUc(N2c −Nc)/4+UabNaNb/2− tN, and ta = tb = t has been as-
sumed. The symbols Rα and Rβ are defined by
Rα,β = t[t+(u∓D)/4] , D =
√
∆2+4U2abNaNb , (6.15)
with signs− (+) corresponding to Rα (Rβ ), u=UaNa+UbNb, and ∆=UaNa−UbNb.
Note that, we have tacitly assumed UbNb >UaNa. In the opposite case UbNb <UaNa
the definitions of Rα , Rβ are simply exchanged.
The eigenvalues read
E(Nα ,Nβ )=K−2t+
√
Rα(2Nα +1)+
√
Rβ (2Nβ +1) (6.16)
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and the corresponding energy eigenstates
|E(Nα ,Nβ )⟩= |NA⟩|NB⟩Uˆ†Sˆα Sˆβ |Nα⟩|Nβ ⟩ (6.17)
are obtained by mixing the squeezed Fock states Sˆα |Nα⟩ and Sˆβ |Nβ ⟩ (Sˆα and Sˆβ are,
in fact, squeezing operators) through the SU(2)-group rotation Uˆ . We remand to our
paper [57] for the detailed calculations.
As far as 4t + u > D, the quantity Rα is positive and the contributions to the
spectrum relevant to Nα and Nβ are both discrete. A dramatic change in the energy
spectrum emerges when Rα → 0. By rewriting the condition 4t + u > D in the
form UaUb +∆t > U2ab, and observing that ∆t = 8t(t + u)/NaNb ≃ 0 for bosonic
populations large enough, this effect takes place when
UaUb−U2ab → 0+ . (6.18)
The latter formula reproduces for Ua = Ub = U (twin species) the well-known
mixing condition U =Uab characterizing bosonic mixtures and derived heuristically
in subsection 3.2.1 for large-size lattices.
For U2ab approaching the product UaUb from below, the inter-level separation for
the α-mode spectrum tends to vanish thus determining, for U2ab =UaUb, the transition
to a continuous spectrum (spectral collapse). Hamiltonian (6.12) (emerging from
the Bogoliubov approach and leading to the diagonal form (6.14)) thus predicts a
spectral collapse of the energy levels for U2ab →UaUb. This mechanism is discussed
in detail in [101] and [102]. The resulting macroscopic effect (also observed in Ref.
([103])) can be interpreted as the hallmark of the transition from the mixed-species
regime (illustrated in the first row, left panel of FIG. 6.2) to the demixed regime
involving, for Uab > 0, the spatial separation of the two species (illustrated in the
second row, right panel of FIG. 6.2).
The left panels of FIGs 6.4 and 6.5 corresponding to the repulsive and the
attractive case, respectively, describe the eigenvalues of the 2-species Hamiltonian in
the weak-interaction regime |Uab|<U .
Such figures clearly show the excellent agreement between the eigenvalues pro-
vided by equation (6.16) and the eigenvalues determined numerically. By following
the same “Bogoliubov vs numerics” path, it is interesting to check if the expected
transition to a continuous spectrum (spectral collapse) discussed above, is observed.
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Fig. 6.4 Case Uab > 0 with Ua = Ub ≡U . Left panel: Uab < U . Black triangles: eigen-
values obtained numerically. Green dots: Eigenvalues obtained by Eq. (6.16), (Nα ,Nβ ) =
(0,0),(1,0),(0,1),(1,1),(2,1), ... correspond to the energy level n = 1,2,3,4,5, ... (n = 1
denotes the ground state). Right panel: Uab > U . Black triangles: eigenvalues ob-
tained numerically. Green dots: Eigenvalues obtained by Eq. (6.23), (Na1,Nb2) =
(0,0),(0,1),(1,0),(1,1),(1,2), ... correspond to the energy level n = 1,2,3,4,5, .... All
the quantities are dimensionless. Lines are for eye-guide.
To this end we have calculated the exact eigenvalues of model (6.1) for two cases
described in Fig. 6.6 by the squares-solid (red) line (Uab <<U) and circles-dashed
(black) line where the interspecies interaction Uab ≃U . The latter case represents
the limit UaUb−U2ab → 0+ with Ua =Ub =U (see formula (6.18)). The comparison
of the two lines clearly shows how the continuous character of the energy spectrum
emerges in the limit U−Uab → 0+.
The change Uab > 0 → Uab < 0 does not affect the essence of the previous
scheme so that the same conclusions can be found, in the attractive case, when |Uab|
is increased and the demixing effect illustrated in FIG. 6.3 takes place.
The dramatic change of the algebraic structure of Hˆ reflecting the occurrence
of the spectral collapse suggests that a different mode picture must be used when
|Uab|>U in order to get the Hamiltonian into the diagonal form. This is discussed
in the next subsection.
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Fig. 6.5 Case Uab < 0 with Ua =Ub ≡U . Left panel: |Uab| <U . Black triangles: eigen-
values obtained numerically. Green dots: Eigenvalues obtained by Eq. (6.16), (Nα ,Nβ ) =
(0,0),(1,0),(0,1),(1,1),(2,1), ... correspond to the energy level n = 1,2,3,4,5, ... (n = 1
denotes the ground state). Right panel: |Uab| > U . Black triangles: eigenvalues ob-
tained numerically. Green dots: Eigenvalues obtained by Eq. (6.33), (Na1,Nb2) =
(0,0),(0,1),(1,0),(1,1),(1,2), ... correspond to the energy level n = 1,2,3,4,5, .... All
the quantities are dimensionless. Lines are for eye-guide.
6.3.2 Strong-interaction regime |Uab|>Uc
As far as the strong-interaction regime (|Uab|>Uc) is concerned we begin by con-
sidering the repulsive case (Uab > 0). For Uab sufficiently larger than Uc the two
bosonic species are spatially separated. Their boson distributions feature therefore
two possible forms
Na2 << Na1 ≃ Na , Nb1 << Nb2 ≃ Nb ,
Nb2 << Nb1 ≃ Nb , Na1 << Na2 ≃ Na ,
(6.19)
where two bosonic modes are macroscopically occupied and Nc = Nc1+Nc2 with
c = a,b are conserved quantities. Such configurations are totally equivalent under
the exchange of the site-1 and site-2 populations.
Within this two possible scenarios the effective Hamiltonian involving modes a2
and b1 read
Hˆ1 =C(Na,Nb)+σaNˆa2+σbNˆb1− ta
√
Na (a
†
2+a2)− tb
√
Nb (b
†
1+b1) , (6.20)
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with
C(Na,Nb) =
1
2 ∑c=a,b
Uc
(
N2c −Nc
)
, σa =UabNb−UaNa , σb =WNa−UbNb .
(6.21)
The opposite case Na1 << Na and Nb2 << Nb leads to the effective Hamiltonian
Hˆ2 =C(Na,Nb)+σaNˆa1+σbNˆb2− ta
√
Na (aˆ
†
1+ aˆ1)− tb
√
Nb (bˆ
†
2+ bˆ2) . (6.22)
The two Hamiltonians are then diagonalized through the Bogoliubov approach by
considering the maximally-occupied modes according to the two cases (6.19). We
remand to [57] for the detailed calculations of the diagonalization process through
the Bogoliubov scheme.
For the first configuration of bosons (6.19), corresponding to the case in which
Hamiltonian Hˆ ≃ Hˆ1, the energy eigenvalues are found to be
E1(Na2,Nb1)≃ E0(Na,Nb)+σa Na2+σb Nb1 , (6.23)
with
E0(Na,Nb) = ∑
c=a,b
[
Uc
2
(
N2c −Nc
)− t2c Nc
σc
]
, (6.24)
and
σa =UabNb−UaNa , σb =UabNa−UbNb . (6.25)
Note that the general conditions Ua ̸=Ub and ta ̸= tb have been kept since they do
not affect the diagonalization process. The eigenvalues of the 2-species Hamiltonian
in the strong-interaction regime |Uab|>U are illustrated in the right panel of FIG.
6.4 in the repulsive case.
Also in this case, the eigenvalues provided by equation (6.23) and the eigenvalues
determined numerically show an excellent agreement. The eigenstates corresponding
to the eigenvalues (6.23) are
|E1(Nb1,Na2)⟩= |Na1⟩|zb1,Nb1⟩|za2,Na2⟩|Nb2⟩ (6.26)
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(recall that Nb2 = Nb−Nb1 and Na1 = Na−Na2) where the two generalized Glauber
coherent states [104]
|zb1,Nb1⟩= Dˆ(zb1)|Nb1⟩ , |za2,Na2⟩= Dˆ(za2)|Na2⟩ (6.27)
incorporate the displacement operators Dˆ(za2) and Dˆ(zb1). The latter ensure the
reduction of Hamiltonian Hˆ to the diagonal form for za2 ≡ ta
√
Na/σa, and zb1 ≡
tb
√
Nb/σb.
Formula (6.23) shows that the lowest energy state of the double-well system is
found for Nb1 = Na2 = 0 which gives
|E1(0,0)⟩= |Na⟩|zbL⟩|zaR⟩|Nb⟩ . (6.28)
In this case |zb1,Nb1⟩ and |za2,Na2⟩ reduce to two Glauber coherent states |zb1⟩ and
|za2⟩ implying that the minimum-uncertainty relation of boson operators reaches its
optimized form in the ground state.
The same diagonalization scheme can be applied to the case Na1 ≪ Na2, Nb2 ≪
Nb1 and implies the approximation H ≃ H2 described by formula (6.22). In this case
the eigenvalues and the eigenstates of Hˆ2 are found to be
E2(Na1,Nb2)≃ E0(Na,Nb)+σa Na1+σb Nb2 , (6.29)
and
|E2(NaL,NbR)⟩= |zaL,NaL⟩|NbL⟩|NaR⟩|zbR,NbR⟩ . (6.30)
Following the same lines as before, it is possible to determine the conditions za1 ≡
ta
√
Na/σa, and zb2 ≡ tb
√
Nb/σb taking the Hamiltonian into the diagonal form. For
Na1 = Nb2 = 0 the lowest energy eigenvalue is achieved which satisfies E2(0,0) =
E0(Na,Nb) ≡ E1(0,0) and is associated with |E2(0,0)⟩ = |za1⟩|Na⟩|Nb⟩|zb2⟩ again
containing two Glauber coherent states. Due to the degeneracy of the Bogoliubov
spectrum (eigenvalues (6.23) and (6.29) are identical), the obvious form of the
ground state (gs) is thus given by
|Egs⟩= 1√
2
(
|E1(0,0)⟩+ |E2(0,0)⟩
)
, (6.31)
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which well reproduces qualitatively the behavior of the ground state illustrated in the
second row of FIG. 6.2 for Uab sufficiently larger than U . Weakly-excited states can
be derived together with their eigenvalues by constructing suitable symmetrized com-
binations of equal-energy states |E±(q, p)⟩ = (|E1(q, p)⟩± |E2(p,q)⟩)/
√
2 where
Na2 = Na1 = q and Nb2 = Nb1 = p. The degeneracy characterizing such states, well
known for a system of two symmetric wells with a single atomic species [105], can
be removed by applying to states |E±(q, p)⟩ the approximation scheme developed in
reference [106] for a double-well potential.
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Fig. 6.6 Numerical calculation of the energy levels of model(6.1). Na = 30, Nb = 40,
Ua/t =Ub/t ≡U/t = 0.01. The spectral collapse is illustrated by comparing the spectrum
for Uab/t = 0.001 (squares-solid) and Uab/t = 0.0098 (circle-dashed). Horizontal axis:
Excitation number n. Vertical axis: eigenvalues En of Hamiltonian (6.1) in units of t.
We now move to consider the attractive case in the strong interaction regime.
Here the two bosonic species features a mixed and coupled state in which both
bosonic fields tend to occupy the same lattice site leaving the remaining one empty.
In the strongly-attractive interaction regime, namely for |Uab| sufficiently larger than
U and Uab < 0 , the two configurations describing the ground state of the system are
Na2 << Na1 ≃ Na , Nb2 << Nb1 ≃ Nb ,
Na1 << Na2 ≃ Na , Nb1 << Nb2 ≃ Nb ,
(6.32)
where both the possibilities entail the localization of the two species in one of the
two wells. Due to the attractive interaction the macroscopically occupied modes are
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those corresponding to the same well for each population. The Hamiltonian of the
system in this case features the eigenvalues
E3(Na2,Nb2)≃ E˜0(Na,Nb)+σa Na2+σb Na1 , (6.33)
The equivalent spectrum found by exchanging left and right populations is given by
the formula:
E4(Na1,Nb1)≃ E˜0(Na,Nb)+σa Na1+σb Nb1 , (6.34)
where
E˜0(Na,Nb) = E0(Na,Nb)−|Uab|NaNb. (6.35)
here E0 is given by Eq. (6.24) and the inter-species interaction Uab has been replaced
with |Uab| in σa and σb. The right panel of FIG. 6.5 illustrates the Bogoliubov
spectrum (6.33) and the numerical spectrum for the two-sites BH model in the
strong-interaction attractive case |Uab| >U , Uab < 0. As in the repulsive case, an
excellent agreement characterizes the Bogoliubov and numerical eigenvalues (at
sufficiently low energies).
6.3.3 Range of validity of the Bogoliubov approximation
To better illustrate the range of validity of the Bogoliubov scheme, we compare
the Bogoliubov and the numerical spectrum for a number of energy levels (n = 40)
larger than that of FIGs. 6.4 and 6.5. FIG. 6.7 shows that their agreement remains
qualitatively satisfactory when n is increased. Deviations become more and more
visible for n larger than n ∼ 30, but overall the Bogoliubov eigen-energies well
reproduce the numerical ones. Both the case Uab <U (left panel) and Uab >U (right
panel) are considered for Uab > 0. The same results can be shown to hold in the
attractive case. For |Uab|>U and large number of bosons, the agreement between
the exact numerical diagonalization and the Bogoliubov scheme can be estimated by
calculating the relative error as a function of parameters σa and σb. This is defined
by
∆En =
√
∑n(En−En,B)2
∑n E2n
, (6.36)
where En and En,B refer to the levels obtained numerically and from the Bogoliubov
spectrum (6.23), respectively. FIG. 6.8 shows the dependence of ∆En from σa and
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σb at fixed W > 0 and U . σa and σb can be varied by increasing the boson number
N since σa = (3Uab−2U)N/5 and σb = (2Uab−3U)N/5 with a fixed population
ratio Na/Nb = 2/3 (see (6.25)). The rapid decreasing of ∆En for large N (in Fig. 6.8,
σa = 8, σb = 1 correspond to N = 130) highlights that, in the semiclassical limit, the
Bogoliubov spectrum approaches the numerical one (the same results are found in
the attractive case Uab < 0).
It can be noticed that, the only caveat in applying the Bogoliubov scheme
concerns the ratio Na/Nb and U/Uab. A careful choice of the latter quantities must
be done in order to avoid possible diverging behavior of the constant energy (6.24).
On the other hand, this pathology does not affect the Bogoliubov spectrum found in
section (6.3.1) for |Uab|<U .
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Fig. 6.7 In these panels we show that the agreement of the Bogoliubov and the numerical
spectrum remains satisfactory even for a larger number of energy levels. Deviations become
more and more visible for n larger than n ∼ 30. Both the case Uab <U (left panel) and
Uab >U (right panel) are considered for Uab > 0.
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Fig. 6.8 Relative error ∆En, described by formula (6.36), as a function of σa (upper panel)
and σb (lower panel), for Uab = 0.169, and U = 0.1 (see eq. (6.25)). Both σa and σb are
varied increasing N with Na/Nb = 23 . The two panels show how the Bogoliubov spectrum
approaches the numerical spectrum in the limit N ≫ 1.
Conclusion
In this thesis we reported on the work carried out during my years of PhD and
published in the papers [55–57]. Motivated by recent studies on two-components
systems, we have investigated the properties of ultra-cold bosonic mixtures. We
mainly focused on mixture of a twin-species bosonic mixture trapped in a 2D optical
lattice. We studied the system under different lattice topologies and filling factor
conditions. The study has been largely carried out by means of path-integral quantum
Monte Carlo simulations by the two-worm algorithm. When the complexity of the
model allowed it we also provided some numerical and analytical results.
We have reconstructed the ground-state phase diagram for the twin species model
at integer total filling n = 1. We observed different quantum phases depending
from the interplay between inter- and intra-species potentials. We have observed a
demixed superfluid phase and demixed Mott-Insulator phase when the inter-species
interaction becomes greater than the intra- species repulsion, and a double superfluid
phase or a supercounterflow otherwise. We have focused our investigation to deter-
mine under which conditions these quantum phases can be stabilized and detected,
paying particular attentions to the features of demixed quantum phases. Demixed
phases, feature spatial separation of the two components on the lattice and manifest
themselves experimentally with anisotropic time of flight images.
On the other hand we showed that, the T = 0 phase diagram for generic non-
integer filling factors exhibits a much simpler form leading to the stabilization of
only two-quantum phases, namely: demixed superfluid for Uab > U and double
superfluid otherwise. In this situation we studied also the properties of phase sepa-
ration, showing that stronger filling results in a sharper signature of the demixing
between the two components. In order to provide more reliable results closer to
real experimental setups, we moved to consider the system trapped in a harmonic
potential. We did this in both the weakly- and strongly-interacting regimes. We
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found that, even in the trapped case, the demixed quantum phases can be stabilized
as far as the condition Uab >U is satisfied, and that if the interaction is weak enough
only superfluid-like quantum phases are allowed. This results in mixtures either
completely double-superfluids or completely demixed superfluids depending on the
ratio between inter- and intra-species interaction. Furthermore, we found that within
the strong interaction regime, the local filling factor imposed by the presence of the
trap leads to the formation of spatial-shell structures where different quantum phases
can coexist within the trap. In this regime shell of incompressible supercounterflow
and demixed Mott-Insulator phases have been found intercalated by shells o double
superfluid or demixed superfluid.
We then studied the system at finite temperature showing that temperature fluctua-
tions progressively destroy spatial separation between the two species with signatures
visible also in the momentum distribution. We performed the study both in the ho-
mogeneous/trapped conditions and we showed how this competition between phase
separation and thermal fluctuations can be very well described by the behaviour of
the demixing parameter ∆. In both weakly- and strongly-interacting regimes the
parameter ∆ is suppressed in a temperature range of the order of the tunneling energy
suggesting its application as a thermometer. We then proposed a new route for ther-
mometry of strongly-correlated binary mixtures capable to exploits the thermometric
properties of the experimentally-measurable demixing parameter in order to obtain
information on the temperature of the system. This method seems to be capable
of working on a broad range of interaction regimes. It can be tared and validated
through independent techniques, and it seems to be particularly suitable in the regime
where “quantum magnetism” is expected. This feature is of a particular interest as,
with the recent observations of anti-ferromagnetic correlations, reliable thermometry
in optical lattices for strongly-interacting regimes is sorely needed to advance the
field of ‘quantum magnetism’ with ultracold atoms.
Finally, we investigated the system of two bosonic components in a double well
potential (well described by a four space-mode BH model) by applying the Bogoli-
ubov approach. We showed how the fundamental properties of the mixed/demixed
phase transitions can be derived analytically also for this simple model, and how this
transition is directly related to and well represented by the change of the algebraic
structure characterizing the model Hamiltonian. This is witnessed by the spectral col-
lapse of the eigenvalues spectrum. Furthermore by solving the problem numerically,
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we showed how the Bogoliubov approximation well reproduce the exact energy
spectrum determined numerically and the correct value of the ground-state energy.
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Appendix A
Derivation ofH0
As shown in equation (1.72) the kinetic partH0 of the hamiltonianH describing a
weakly interacting Bose-gas trapped in a periodic potential takes the form:
Hˆ0 =∑
n,⃗k
εn(k)b†nkbnk (A.1)
where εn(k) are the Bloch eigenvalues derived explicitly from the Bloch Theorem. If
the single particle states are extremely localized in space, then the expression for the
Block eigenvalues reduces to
εn(k) = 2εn ∑
r∈x,y,z
[1− cos(arkr)] (A.2)
where ar is the period of the lattice in direction r = x,y,z. Is now possible to swap
from the Bloch basis to the Wannier basis representation
bnk =∑
i
1√
M
anie−i⃗k·R⃗i. (A.3)
126 Derivation ofH0
by substituting (A.3) into (A.1), the hamiltonian Hˆ0 becomes:
Hˆ0 =∑
n,⃗k
εn(k)b†nkbnk =∑
n,⃗k
εn(k)
1
M∑i
a†nie
i⃗k·R⃗i∑
j
an je−i⃗k·R⃗ j =
=
1
M∑n ∑i ∑j ∑⃗k
εn(k)a†nian je
i⃗k·R⃗ie−i⃗k·R⃗ j =
=∑
n
∑
i
∑
j
a†nian j
1
M ∑⃗
k
εn(k)ei⃗k·R⃗ie−i⃗k·R⃗ j =
=∑
n
∑
i
∑
j
a†nian j
1
M ∑⃗
k
2εn[3−∑
r
cos(arkr)]ei⃗k·(R⃗i−R⃗ j) =
=∑
n
∑
i
∑
j
a†nian j6εn
1
M ∑⃗
k
ei⃗k·(R⃗i−R⃗ j)+
−∑
n
∑
i
∑
j
a†nian j
1
M ∑⃗
k
2εn∑
r
cos(arkr)ei⃗k·(R⃗i−R⃗ j) = Hˆ01+Hˆ02 (A.4)
where
Hˆ01 =∑
n
∑
i
∑
j
a†nian j6εn
1
M ∑⃗
k
ei⃗k·(R⃗i−R⃗ j) (A.5)
Hˆ02 =−∑
n
∑
i
∑
j
a†nian j
1
M ∑⃗
k
2εn∑
r
cos(arkr)ei⃗k·(R⃗i−R⃗ j) (A.6)
Solving Hˆ01 we notice that 1M ∑⃗k e
i⃗k·(R⃗i−R⃗ j) = δi j by definition of the Fourier Series.
Hˆ01 =∑
n
∑
i
∑
j
a†nian j6εnδi j = 6∑
n
εn∑
i
a†niani = 6∑
n
εn∑
i
nˆni (A.7)
Term Hˆ02:
Hˆ02 =−∑
n
∑
i
∑
j
a†nian j
1
M ∑⃗
k
2εn∑
r
cos(arkr)ei⃗k·(R⃗i−R⃗ j) =
=−∑
n
∑
i
∑
j
a†nian j
1
M ∑⃗
k
2εn∑
r
cos(arkr)×
× ei⃗k·([axixu⃗x+ayiyu⃗y+azizu⃗z]−[ax jxu⃗x+ay jyu⃗y+az jzu⃗z]) =
=−∑
n
∑
i
∑
j
a†nian j
1
M ∑⃗
k
2εn∑
r
cos(arkr)ei⃗k·(∑l al il u⃗l−∑l al jl u⃗l), (A.8)
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where indexes r and l run over the three spatial directions x, y and z
Hˆ02 =−∑
n
∑
i
∑
j
a†nian j
1
M ∑⃗
k
2εn∑
r
cos(arkr)ei⃗k·∑l al(il− jl)u⃗l =
=−∑
n
∑
i
∑
j
a†nian j
1
M ∑⃗
k
2εn∑
r
eiarkr + e−iarkr
2
ei⃗k·∑l al(il− jl)u⃗l . (A.9)
Using the fact that the scalar product k⃗ · u⃗l = kl by definition
Hˆ02 =−∑
n
∑
i
∑
j
a†nian j
1
M ∑⃗
k
2εn∑
r
eiarkr + e−iarkr
2
ei∑l al(il− jl)kl =
=−∑
n
∑
i
∑
j
a†nian j
1
M ∑⃗
k
εn∑
r
(eiarkrei∑l al(il− jl)kl + e−iarkrei∑l al(il− jl)kl)
=−∑
n
∑
i
∑
j
a†nian j
1
M ∑⃗
k
εn∑
r
(ei∑l al(il− jl+δlr)kl + ei∑l al(il− jl−δlr)kl) (A.10)
Analyzing the terms
∑
r∈{x,y,z}
ei∑l al(il− jl±δlr)kl = ∑
r∈{x,y,z}
ei⃗k·(R⃗i−∑l al( jl±δlr )⃗ul) (A.11)
we notice that ∑l al( jl±δlr )⃗ul = R⃗ jr± denotes nothing more than the coordinate of
the two nearest neighbor (±1 lattice step) of the site j along the direction r = x,y,z.
We can then rewrite the term (A.11) in a more compact form as
∑
r∈{x,y,z}
ei∑l al(il− jl±δlr)kl = ∑
r∈{x,y,z}
ei⃗k·(R⃗i−R⃗ jr± ) (A.12)
The Hamiltonian term Hˆ02 takes then the form
Hˆ02 = −∑
n
∑
i
∑
j
a†nian j
1
M ∑⃗
k
εn∑
r
(
ei⃗k·(R⃗i−R⃗ jr+ ) + ei⃗k·(R⃗i−R⃗ jr− )
)
(A.13)
where R jr+ and R jr− are the nearest neighbor sites of j along the direction r = x,y,z
in position +1 site and −1 site respectively.
Hˆ02 = −∑
n
∑
i
∑
j
a†nian jεn∑
r
1
M ∑⃗
k
(
ei⃗k·(R⃗i−R⃗ jr+ ) + ei⃗k·(R⃗i−R⃗ jr− )
)
(A.14)
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Exploiting again the property of the Fourier series that 1M ∑⃗k e
i⃗k·(R⃗i−R⃗l) = δil we
obtain
Hˆ02 =−∑
n
∑
i
∑
j
a†nian jεn∑
r
(
δi jr+ +δi jr−
)
=
=−∑
n
εn∑
j
(
∑
jr+
a†n jr+an j +∑
jr−
a†n jr−an j
)
=
=−∑
n
εn ∑
⟨i, j⟩
a†nian j (A.15)
where ⟨i, j⟩ denotes the sum over nearest neighboring sites.
The Hamiltonian term Hˆ0 is finally obtained buy putting together our results
Hˆ0 = Hˆ01+Hˆ02 = 6∑
n
εn∑
i
nˆni−∑
n
εn ∑
⟨i, j⟩
a†nian j (A.16)
Appendix B
Derivation of the Two-Species
Bose-Hubbard Model
The derivation of Hamiltonian (1.82) is obtained by the expansion of the field
operators of the two-species Hamiltonian (1.64) in the Wannier spatial-mode basis.
The Hamiltonian of a mixture of two weakly-interacting bosonic gases (1.64) was
written as
Hˆ = Hˆ0a+ Uˆa+Hˆ0b+ Uˆb+ Wˆ , (B.1)
with
Hˆ0a =
∫
d3xΨˆ†a(⃗x)
[
− h¯
2
2m
∇2+V (⃗x)
]
Ψˆa(⃗x), (B.2)
Uˆa =
U0a
2
∫
d3x (Ψˆ†a(⃗x))
2(Ψˆa(⃗x))2, (B.3)
Hˆ0b =
∫
d3xΨˆ†b(⃗x)
[
− h¯
2
2m
∇2+V (⃗x)
]
Ψˆb(⃗x), (B.4)
Uˆb =
U0b
2
∫
d3x (Ψˆ†b(⃗x))
2(Ψˆb(⃗x))2, (B.5)
Wˆ = Uab
∫
d3xΨˆ†a(⃗x)Ψˆa(⃗x)Ψˆ
†
b(⃗x)Ψˆb(⃗x) (B.6)
By grouping Hˆ0a, Uˆa and Hˆ0b, Uˆb such that
Hˆa = Hˆ0a+ Uˆa (B.7)
Hˆb = Hˆ0b+ Uˆb (B.8)
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we clearly notice that Hˆa and Hˆb, if expanded in the Wannier representation, give as
result the single-species Bose-Hubbard Hamiltonian derived in the previous section
(they are the same as (1.66)).
Hˆa = −ta ∑
⟨i, j⟩
a†i a j +
Ua
2 ∑i
nˆai(nˆai−1) (B.9)
Hˆb = −tb ∑
⟨i, j⟩
b†i b j +
Ub
2 ∑i
nˆbi(nˆbi−1) (B.10)
with ta = ε0a (tb = ε0b) the hopping amplitude of species A (B), and Ua = U0a
(Ua = U0b) the intra-species interaction of species A (B). The derivation of the
Two-Species Bose-Hubbard Model is then accompished by simply expanding the
two-body inter-species interaction term (B.6).
Derivation of Wˆ . Let’s start by expanding the two bosonic field-operators in the
Wannier basis
Ψˆa(⃗x) = ∑
ni
Wni(⃗x)ani, (B.11)
Ψˆb(⃗x) = ∑
m j
Wm j (⃗x)bm j. (B.12)
The new expression are then inserted in (B.6)
Wˆ =Uab
∫
d3xΨˆ†a(⃗x)Ψˆa(⃗x)Ψˆ
†
b(⃗x)Ψˆb(⃗x) =
=Uab∑
ni
∑
lr
∑
m j
∑
gs
∫
d3xW ∗ni(⃗x)Wlr (⃗x)W
∗
m j (⃗x)Wgs(⃗x)a
†
nialrb
†
m jbgs, (B.13)
using the fact that
∫
d3xW ∗ni(⃗x)Wlr (⃗x)W ∗m j (⃗x)Wgs(⃗x) = δir jsδnlmg
Wˆ =Uab∑
ni
∑
lr
∑
m j
∑
gs
δir jsδnlmga†nialrb
†
m jbgs =
=Uab∑
ni
a†nianib
†
nibni =Uab∑
ni
nˆnainˆnbi. (B.14)
Restricting ourselves to the single-band approximation we get
Wˆ =Uab∑
i
nˆainˆbi (B.15)
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If we substitutes now (B.9), (B.10) and (B.15) into (B.1) we obtain the Two-
Species Bose-Hubbard Hamiltonian (1.82) described above:
Hˆ =
Ua
2 ∑i
nˆai(nˆai−1)− ta ∑
⟨i, j⟩
a†i a j+
+
Ub
2 ∑i
nˆbi(nˆbi−1)− tb ∑
⟨i, j⟩
b†i b j +Uab∑
i
nˆainˆbi (B.16)
