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Abstract—Depression is a major mental health disorder that
is rapidly affecting lives worldwide. Depression not only impacts
emotional but also physical and psychological state of the person.
Its symptoms include lack of interest in daily activities, feeling
low, anxiety, frustration, loss of weight and even feeling of self-
hatred. This report describes work done by us for Audio Visual
Emotion Challenge (AVEC) 2017 during our second year BTech
summer internship. With the increase in demand to detect depres-
sion automatically with the help of machine learning algorithms,
we present our multimodal feature extraction and decision level
fusion approach for the same. Features are extracted by process-
ing on the provided Distress Analysis Interview Corpus-Wizard
of Oz (DAIC-WOZ) database. Gaussian Mixture Model (GMM)
clustering and Fisher vector approach were applied on the visual
data; statistical descriptors on gaze, pose; low level audio features
and head pose and text features were also extracted. Classification
is done on fused as well as independent features using Support
Vector Machine (SVM) and neural networks. The results obtained
were able to cross the provided baseline on validation data set
by 17% on audio features and 24.5% on video features.
Keywords—AVEC 2017, SVM, Depression, Neural network,
RMSE, MAE, fusion, speech processing.
I. INTRODUCTION
Depression is a common mood disorder which affect the
lives of the individual suffering from it. It is a world wide
problem affecting innumerable lives. Depressed people are
more prone to anxiety, sadness, loneliness, hopelessness, and
are frequently worried and disinterested. They find it hard to
concentrate on their work, communicate with people and even
become introvert [18]. The may suffer from insomnia, rest-
lessness, loss of appetite and may have suicidal thoughts. To
be diagnosed with depression, the symptoms must be present
for at least two weeks [1]. Hence detection of depression is a
major issue. The present techniques rely on clinicians review
of the patient in person. Those methods are subjective, done on
interview and depend on reports by the patient. With rise in the
depression, some automatic and reliable means of depression
recognition is required. Efforts are being made in this direction
to assess and detect depression through computer vision and
machine learning.
Depression detection can be done through audio and video
recordings of the patient. Depressed people behave different
from normal people which can be detected in audio and
visual recordings of the patient. Studies have shown that
depressed people tend to avoid eye contact, engage less in
verbal communication, speak anxiously in short phrases and
monotonously [2] [3] [4].
AVEC provides opportunity to teams from around the globe to
come forth and develop a program for identifying depression
using the dataset provided. Taking motivation from AVEC
2016 [5], our team participated in AVEC 2017 [6], which
has similar dataset as AVEC 2016. Hence in this paper we
present our methods of visual, audio and text feature extrac-
tion, followed by decision level fusion which help identify
depressed subjects with appreciable accuracy as evident in
results obtained.
II. RELATED WORK
Recent researches have been very prominent in detecting
depressed people. Previous year’s AVEC depression sub chal-
lenge have brought papers with decent accuracies as depicted
in the results published. Le Yang et al. [23] during AVEC
2016 achieved quite plausible accuracy through Decision Tree
classification and multimodal fusion of audio-visual and text
features. Asim Jan et al. [7] in AVEC 2014 competition
used Motion History Histogram for depression recognition
by extracting Local Binary Pattern (LBP) and Edge Ori-
entation Histogram features (EOF). Low Lu-Shih et al. [8]
proposed description of depression recognition using acoustic
speech analysis. The five acoustic feature categories used were
prosodic, cepstral, spectral, glottal and Teager energy operator
(TEO) based features, with TEO observed to perform best. The
paper introduced benefits of Gaussian Mixture Model (GMM)
clustering in depression recognition. Douglas Sturim et al.
[9] also brought forward GMM clustering in classification on
speech data.
Also other features such as head pose, blinking rate, and even
textual features have been used for depression recognition.
Head pose and facial movement is a discriminative feature
to demarcate depressed people from non-depressed. Depressed
people show less nodding [3] , with more likeliness to position
head down than non-depressed people [4], avoid eye contact
[3]. Alghowinem et al. [10] used head pose and movement
features associated with the face to perform classification with
SVM on depression recognition; and concluded that head
movements of depressed people are different than that of
normal person.
Inspired by the present deep learning performance in detecting
emotion, Tzirakis et al. [11] in AVEC 2016 presented a
deep learning based approach in assessing emotion as well
depression state of the person. They used Convolution Neural
Network (CNN) on audio and Deep residual Network (resNet)
of 50 layers on visual data. They concluded that their deep
learning approach achieved relatively better results than other
methods at the time. Pampouchidou et al. [12] in AVEC 2016
extracted features from the recorded verbal communication
recorded in the transcript file provided in the data. Arousal-
valence rating of the words which negative emotion were taken
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as a feature and they concluded that its removal had a negative
impact on the overall accuracy obtained on the trained fused
model. Also Cummins et al. [19] during AVEC 2013, presented
multimodal approach by fusing audio and visual modalities
with different techniques to detect depression.
Hence all the recent researches are emphasizing on the need of
depression recognition in some automatic and fruitful way to
provide help to clinicians and patients. Therefore in this paper
we also present our approach to detect the depression.
III. FEATURE EXTRACTION
A. Video Features
The challenge organizers did not share the raw video
recordings, however 2-D, 3-D facial landmarks, Action Units
(AUs), gaze and pose features were provided. Therefore we
performed preprocessing on the 2-D facial landmarks and
obtained features in the form of head features, distance and
blink rate. Statistics derived from the provided features of emo-
tion, AUs, gaze, and pose were also used as complementary
features.
1) Head Features: The Head pose features provided by
the organizers were not used as they did not depict temporal
information, i.e features did not convey the change with respect
to time. Hence Head Motion was judged by horizontal and
vertical motion of certain facial points, i.e., points 2, 4, 14,
and 16 [Fig. 1] [12]. The points selected were those that are
minimally involved in facial movements and expressions such
as blinking, smiling and other facial expressions, such that
their motion prominently represent head motion.
For each of the above facial points, change in their position
was calculated between every consecutive frame. This change
was measured in both horizontal and vertical direction as well
as net magnitude. Then statistical features were calculated
as mean, median and mode of displacement in horizontal,
vertical direction and magnitude of displacement, and velocity
in horizontal, vertical direction and magnitude of velocity.
Fig. 1: Facial Landmarks.
2) Distance: Head motion and facial expressions combined
can give substantial information regarding the behavior of a
person. Their temporal information may convey information
regarding effective state of the person and hence one may find
correlation among them. This was implemented as features
extracted on the facial regions, namely, eyes, mouth, eyebrows
and head.
The data was sub-sampled as changes between two consecutive
frames would be negligible. Hence one in every three frames
was used. Initially affine transformation was applied on the
facial points over all the frames to get rid of unwanted scale,
translation and rotational variance. The reference points used
were taken from a particular frame, because the points for
that frame when plotted gave a perfectly aligned face with
respect to the frame. And this was observed for all the videos.
For left eye, distance between points {37, 40} was used
as horizontal distance, and between {38, 42} for vertical
distance. Similarly for right eye, {43, 46}, {44, 48} for
horizontal and vertical distance respectively. For mouth,
points {52, 58} were used for vertical distance. But for
horizontal distance, average of the distance between two pair
of points {55, 49}, {65, 61} was used. For head, horizontal
distance was the average of distance between two pair of
points-{2, 16} and {4, 14}, and vertical distance was the
average of {22, 8} and {23, 10}. Since the motion of the two
eyebrows occur simultaneously, hence their horizontal and
vertical motion was calculated together. For the horizontal
motion, average of the distance between two pair of points-
{22, 23} and {27, 18} was used. The vertical motion of the
eyebrows was judged with respect to a reference point that
hardly moves in the facial expressions, i.e., nose tip. Hence
for vertical motion, average of the distance between pairs-
{31, 25}, {31, 20} was used. Hence these distances were
calculated for all the frames and were stored in a vector.
Hence this resulted in a total of 10 vectors per video. These
vectors were individually normalized by its sum to account
for the different type of faces, i.e., a person may have long
face or small eyes, but it should not affect our results. In
this way normalization removed the unwanted effects that the
characteristics of a person’s face may have.
The resultant vectors produced were further processed using
Gaussian Mixture Model (GMM) for producing bag of words.
Then the fisher vectors [20] [21] were extracted for each
video from the clusters produced using GMM.
GMM model gives the probability of points belonging to a
cluster. According to the model the, probability is normally dis-
tributed around the mean/centroid of the cluster. The resultant
vectors produced from above approach were further classified
into 64 clusters using K-means. Then the clusters formed by
K-means were used as inputs for the initialization of the EM
(expectation maximization) for forming the GMM.
3) Emotions, AUs, Gaze and Pose: Statistical features,
namely minimum, maximum, mean, mode, median, range,
mean deviation, variance, standard deviation, skewness, and
kurtosis were calculated for pre extracted AU, gaze and pose
features provided in the given data set. These statistical fea-
tures were also used for depression analysis.
4) Blink Rate: Blink rate was calculated using the 2D facial
landmarks. First, the region of points enclosing the eye (points
37-42, of left eye) were taken. For the entire number of frames
given, the area of the polygon made by those points was
calculated. This way, the data eye area VS frame data was
obtained. The given data was plotted to obtain an idea of blink
rate. Now to obtain approximate area of open eye, mode of the
total number of areas (per frame) was obtained and considered
as area of open eye. For the close eye area, the minimum of
the area of random 1000 frames was taken.
A blink was considered if the area covered by the eye points
is less than 90 percent of the area with eye opened. This way
the number of blinks were calculated over the entire number
of frames. The blink frequency was calculated by dividing the
number of blinks by corresponding duration of the interview.
The sample of the graph of eye area VS frames is shown below.
Fig. 2: eye area VS frames.
5) Other Features: For visual features, Motion History
image that converts the motion into grayscale image, with
the most recent movement shown by pixels with highest
grayscale value and earliest by pixels with least grayscale
value [13], was also computed on the facial 2D landmarks. The
in between motion depicted by gradually increasing grayscale
value, with 255 for most recent activity. HOG and LBP features
were extracted on the resulting MHI formed. But the results
obtained from classification on the HOG and LBP features
extracted, were vague and inaccurate. Hence this approach is
not discussed in detail.
B. Audio Features
The audio data provided by AVEC consisted of an audio
file of entire interview with the participant, pre-extracted
features using the COVAREP toolbox at 10-ms intervals over
the entire recording (F0, NAQ, QOQ, H1H2, PSP, MDQ, peak
Slope, Rd, Rd conf, MCEP 0-24, HMPDM 1-24, HMPDD
1-12, and Formants 1-3), Transcript file containing speaking
times and values of participant and the virtual interviewer, and
a formant file. The given audio file was processed so as to
obtain the voice of the participant only. Hence from the audio
file, the voice of the participant was isolated using the speaking
times giveb in transcript file.
Two sets of features were calculated for audio modality. The
first set consists of statistical features for low level descriptors
as shown in the following Table I. These features were
calculated using the inbuilt functions in matlab. These low
level descriptors have been pre extracted and provided with
the data set in the covarep file.
The second set of audio features consisted of Discrete
Cosine Transform (DCT) coefficients for each descriptor in the
first column of Table 1. The first 10 values of the DCT were
retained to reduce the complexity of processing data. Finally,
Low Level Descriptors Statistical features
normalized F0, NAQ, QOQ, H1H2, PSP,
MDQ, peak Slope, Rd, Rd conf, MCEP
0-24, HMPDM 1-24, HMPDD 1-12
mean, min, skewness, kurtosis, stan-
dard deviation, median, peak-magnitude
to root-mean-square ratio, root mean
square level, interquartile range
TABLE I: Statistical descriptors calculated from the
pre-extracted audio features.
the two sets of features were concatenated and used for further
analysis.
C. Text Features
Features were also extracted from the verbal responses of
the participant as given in the transcript file. Total number
of sentences, words spoken by the participant, average words
spoken in each sentence, ratio of the laughter count to the total
number of words spoken by participant, ratio of the depression
related words to the total number of words spoken by the
participant, are the text features extracted. The total number
of sentences and words spoken were normalized by duration
of the video. Referring to the mentioned paper [14], slow and
less amount of speech, longer speech pauses and brief answers
are manifestations of depression. For the negative/depression
related words, a dictionary of about 720 words was constructed
manually using online resources [15], [16]. Another seven
features were extracted using the Affective Norms for English
Words ratings (ANEW) [17]. Mean and Standard Deviation of
pleasure, arousal and dominance ratings, word frequency for
each word spoken by participant were stored. Eventually mean
of these features were taken over all the words, giving total of
seven features.
IV. CLASSIFICATION
SVM and Neural Network were used as classification
algorithms. SVM classifier was applied separately on all the
above extracted features. For each of the above features, eight
models were trained, with each model giving score 0 ,1, 2
or 3 as intensities of PHQ8 NoInterest, PHQ8 Depressed,
PHQ8 Sleep, PHQ8 Tired, PHQ8 Appetite, PHQ8 Failure,
PHQ8 Concentrating and PHQ8 Moving. Results of all the
eight models were added to obtain the final predicted
PHQ8 score [22] out of 24.
Neural Network was applied only on the Fisher vectors cal-
culated because the dimension of other feature vectors for a
video were very small and hence application of layers to such
small dimension did not make sense. Also it was checked
experimentally and the results were not good. Hence for Fisher
vectors, similar to SVM, 8 classification networks were trained,
whose sum gave the net score out of 24. Another regression
neural network model was also trained that gave the combined
output of all the 8 PHQ8 labels. The model was constructed
with 8 nodes as output of the last layer with each node
giving value between 0-3 supposedly. The score of all 8 nodes
obtained was first rounded to nearest integer value. Hence the
sum of all the 8 nodes gave score out of 24 that was used
to judge depression. In this model, interlink was kind of set
between different PHQ8 labels and was expected to give better
results. But the network with 6 layers gave best RMSE 6.85.
V. EXPERIMENTAL RESULTS
A. Support Vector Machine (SVM)
Initially the default parameters were used for the SVM
classifier. But the training accuracy obtained with default
parameters was very less. Hence a K-fold cross validation
was applied to obtain the optimum values of cost and gamma
for the classifier for each of the features extracted above.
Cross validation performed was 5 fold, applied using the
python script. With cross validation, model was able to fit
the training data for a number of values of cost and gamma.
Eventually those values of cost and gamma were selected
for which accuracy on development set was maximum. The
best results along with SVM parameters, obtained for each
of the above, i.e , audio, text, head pose and fisher vectors
on validation dataset are displayed in Table 2. The results for
other modalities are not listed as they were not even close
to the baseline. Best RMSE on validation set obtained for
Histogram of Oriented Gradients (HOG) on MHI was 7.72.
Similar RSME was obtained for Local Binary Pattern (LBP),
statistical features of AU, gaze pose and blink rate.
features RMSE MAE kernel cost gamma
Audio 6.32 4.4 Linear 9 -7
Text 6.45 5.0 Radical 9 -7
Head 6.39 5.08 Cyclic 5 1
fisher 6.46 4.91 radical 5 1
TABLE II: Results obtained with SVM on validation set.
All these results are on the development set. The results
obtained were better than the baseline (Table III) on the
development set. For test set, only one submission was made
till date, whose result, as mentioned in the Table is not that
accurate.
Partition Modality RMSE MAE
Development Audio 6.74 5.36
Development Video 7.13 5.8
Development Audio-Video 6.62 5.52
Test Audio 7.78 5.72
Test Video 6.97 6.12
Test Audio-Video 7.05 5.66
TABLE III: Provided Baseline Results.
B. Neural Networks
For all the eight models, a total of 6 layers neural network
was used. Dropout was added between most layers to prevent
overfitting. The range of dropout was kept between 0.2-
0.5. The number of dropouts and dimensions of layers were
manually found so as to keep the RMSE and MAE of each of
the network minimum. For all the networks, ‘Adam’ optimizer
was used over ‘SGD’ as it was faster as well as efficient. The
best RMS and MAE for both optimizers is given in Table IV.
RMSE MAE
Adam 6.342 5.085
SGD 8.473 6.142
TABLE IV: Neural Network classification Result on
validation set.
With the results obtained on the features from both the
approaches, SVM and Neural Networks, Decision Level Fu-
sion was applied on the results of different modalities. Outputs
of Audio and Text were fused together (Table 4) and Head
pose and Fisher together (Table 5). This was so done as
the dimensionality of Audio-Text and Fisher-Head pose were
close. Since RMSE for each of them were nearly same, so
the weights were decided experimentally as mentioned in the
Table V and Table VI.
Weight(aud) Weight(text) RMSE(dev) MAE(dev) RMSE(test) MAE(test)
0.5 0.5 5.593 4.3714 7.631 6.2766
0.6 0.4 5.789 4.314
0.7 0.3 5.901 4.3714
0.8 0.2 6.009 4.285
0.4 0.6 5.684 4.428
0.3 0.7 5.786 4.457
0.2 0.8 5.916 4.600
TABLE V: Fusion of Audio and text features.
Weight(head) Weight(fisher) RMSE MAE
0.5 0.5 5.744 4.3714
0.6 0.4 5.789 4.314
0.7 0.3 5.901 4.3714
0.8 0.2 6.009 4.285
0.4 0.6 5.855 4.514
0.3 0.7 5.87 4.514
0.2 0.8 6.00 4.657
TABLE VI: Fusion of Head pose and fisher features on
validation set.
All these results are on the development set. On the training
set, all models fit quite accurately and gave very less RMSE
and MAE for all the cases. Eventually equal weights were
given to both the modalities as it gave least RMSE for both the
fused models. Also on fusion of all the four modalities with
equal weights given to all, gave the best RMSE and MAE.
(Table VII)
audio text fisher head RMSE MAE
0.25 0.25 0.25 0.25 5.4143 4.1714
TABLE VII: Equal weight to results of all four modalities on
validation set.
Another fusion technique applied was to maximize the
outputs of both the modalities. With each output compared for
both the modalities, maximum among them was taken. This
technique was applied across all four modalities also. (Table
VIII)
Features RMSE MAE
Audio-text 5.983 4.3714
fisher-head 5.3799 4.6571
Audio-text-fisher-
head
5.3586 4.3714
TABLE VIII: Fusion Classification results on validation set.
The results given for test were after training on both train
and development sets.
VI. CONCLUSION
Behavior of a depressed person shows relative change in
terms of speech pattern, facial expressions and head movement
when compared to a non-depressed person. In this paper, we
introduced depression recognition task through visual, audio
and text features using SVM and neural networks as classifiers.
GMM clustering and fisher vectors were calculated on the
relative distance of the facial regions. Facial Regions used in
recording the relative distance of certain points are the ones
mostly involved in facial expressions like smiling, laughing,
and other visible emotions. Head pose, statistical descriptors
on gaze, pose and blinking rate were also calculated. Verbal
responses of the person coded in the form of text (sentences,
words, negative words) and audio (low level) features hold the
information regarding the behavior of the person.
The features extracted were trained on SVM. Results from
audio, fisher vectors and text features, both individually and
combined outperformed the baseline results on validation data
set (Table 7). Fisher vector features were also classified using
Neural Networks and also crossed the baseline results on
validation data set (Table 7). Further decision fusion in the
form of mean and maximizing the outputs was purely experi-
mental. Results obtained on maximizing the outputs of all four
modalities trained on SVM and taking mean of the outputs of
different modalities were the best. The better accuracy obtained
may have removed unwanted variance on the outputs giving
desired results.
Since the fused outputs improved accuracies, future work
would be devoted towards fusing the outputs in more generic
manner. Also the models that gave results overfit on the
training data, hence parameters search would be to prevent
overfitting.
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