On the asymptotic behavior of some population models  by Tineo, Antonio
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 167, 516529 ( 1992) 
On the Asymptotic Behavior of 
Some Population Models* 
ANTONIO TINEO 
Universidad de Los Andes, Facultad de Ciencias, 
Deparlamento de Matematicas, Merida, Venezuela 
Submitted by Kenneth L. Cooke 
Received April 18, 1990 
0. INTRODUCTION 
In this paper we consider the following nonautonomous Kolmogorov 
population system 
2.4: = UiFj(f, u), u = (% 9 . . . . %), 1 <i<n, (0.1) 
where F: R x rW: -+ IF!” is a continuous function and rWt is the nonnegative 
orthant, Iw: = (xe R”: x, B 0, 1~ i < n}. These systems arise naturally in 
population biology. See [7] for the autonomous case and [lo] for the 
periodic case. 
In order to apply the usual theorems about O.D.E., we shall assume the 
following restriction on F 
(H, ) F is locally Lipschitz. That is: for all (to, x,,) in R x rW: there 
exists a neighborhood N of this point, and a positive constant M, such 
that IIF(t, xl - r;(& y)ll < Mllx - A f or all (t, x), (t, y) in N. Here, 
llxll = lx11 + ... + Ix,1 if x= (x,, . . . . X,)E R”. 
(H,) F is bounded in R! x K for each compact subset K of R”. 
Assume that the partial derivatives (dFi/t3xj)(t, x) are defined and 
continuous for all t in R and x > 0, and suppose that there are positive 
constants m, cl, . . . . c, such that 
1 <i,<n, (0.2) 
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where, from now on, Ji= { 1, . . . . i- 1, i + 1, . . . . n}. If the system (0.1) has a 
positive solution v = (vi, . . . . un), defined and bounded in [0, co), we shall 
prove that: 
(a) All solutions u of (0.1) with u(0) > 0, are defined on [0, co) and 
u(t) - v(t) -+ 0 as t-co. (0.3) 
(b) System (0.1) has at most one solution u’, defined on Iw, whose 
components are bounded above and below by positive constants. 
(c) If F is almost periodic, uniformly on compact subsets of LP+, and 
ui, . . . . u, are bounded below by positive constants on [0, co), then system 
(0.1) has an almost periodic solution, whose components are bounded, 
above and below, by positive constants. A parallel result holds in the 
periodic case. 
(d) If F is T-periodic with respect to a time variable t, then system 
(0.1) has a nonnegative T-periodic solution u’, such that u(t) - u’(t) -+ 0 as 
t + co, for any positive solution u of (0.1). 
These results have the advantage that we do not assume any sign 
condition on aFi/LJxj for i # j. So, we can study simultaneously several 
population models: competing species, predator-prey, mutualism, etc... . 
See [S, p. 36; lo]. 
Condition (0.2) is quite restrictive, but it can be applied successfully 
when Fi( t, U) has the form 
Fi(t, u) = a,(t) - ‘$ b,(t) uj (0.4) 
j= 1 
and ai, b,: [w + R are bounded continuous functions. For example, assume 
aiL > 0, b,, > 0, and 
(0.5 1 
where, in the next, gL(g,)=inf(sup){g(t): t E R} for each bounded func- 
tion g: Iw -P [w. We shall prove that in this case, F satisfies (0.2), and (0.1) 
has a solution u as above. Thus, we improve the main results in [ 1,2, $63. 
Remark. If n = 2 and Fi is given by (0.4), then (0.2) is implied by: 
biiL > 0, Ib,J L > 0, and 
~~P(lb,~llb,,)<inf(b,,llb,,l). V-3.6) 
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Remark. Let a,, . . . . CI,,: R -+ R be continuously differentiable functions 
such that the derivatives a’, , . . . . I$, are bounded below by positive constants. 
Then the assertions above remain true if we replace uj by a,(~,) in (0.4). 
To end this paper, we prove a stable coexistence theorem for the periodic 
predator-prey model. 
1. THE MAIN RESULTS 
We begin with some notations. Given x = (xi, . . . . xn) in R”, we 
write x>O (x20) if xi>0 (~~20) for l<i<n. We also define 
Il.4 = 1x11 + ... + I-4. 
The maximal domain of a solution u of (O.l), is denoted by dam(u). 
Notice that, if u(z) > 0 for some r, then u(t) > 0 for all t in dam(u). In this 
case we say that u is a positive solution to (0.1). 
Since we are interested in the almost periodic case, we must study system 
(0.1) in the nondifferentiable case. Thus, we shall assume that there are 
positive constants c ,, . . . . c, and a continuous function m: [w + [0, co) such 
that 
< - c c,lF,(t, XL)-F,(t, x;-‘)I (1.1) 
j,J, 
for t in R, 1 < i < n, x = (xi, . . . . x,) > 0, h = (hi, . . . . h,) 2 0, and 
XL := (x1 + h,) . . . . xj + hi, x;, f ) . ..) xn). Notice that (0.2) implies (1.1) if the 
partial derivatives (aFi/axj)(t, x) are defined and continuous for t in R and 
x > 0. 
Given positive solutions U= (u,, . . . . u,) and u = (vi, . . . . un) to (O.l), we 
define 
r(t)=r(t, 24, v)= i c,Iln(u,(t))-ln(u,(t))l. 
,=I 
(1.2) 
1.1. THEOREM. Zf (1.1) holds and Z := dam(u) n dam(v) # 0, then there 
exists a countable subset N of Z such that r is differentiable on J := Z\N and 
r’(t) Gm(t)lMt) - 4t)ll for t in J. (1.3) 
Proof We begin with the following remark. Let f: (a, 6) -+ R be dif- 
ferentiable and define D= (t: a<t<b, f(t)=O#f’(t)} and g(t)= If(t 
Then g is differentiable on Z\D and D is countable, since D is discrete. 
From this, there exists a countable subset N of Z such that lln(uj/uj)l is 
differentiable on J := Z\N for 1 d j 6 n. 
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Let us fix t in J and define S, = {j: uj(t) > uj(t)), S_ = {j: uj(t) < u,(t)], 
So = {j: uj(t) = ui(t)}, and S = S, US-. Notice that S # 0 and 
(d/dt)lln(uj/uj)l = 0 in t, for all j in So. Consequently, 
Now, let us define x, h, k in R” and A; in R by: xj=uj(t) if jeS+; 
xj=uj(t) if jES,uK; x=(x,,..., x,); h=u(t)-xx; k=v(t)-x and 
A~=F,(t,x~)-F,(t,xb~l) for p=h,k. Since F,(t,u(t))-Fj(t,u(t))= 
F,(t,x+h)-F,(t,x)-[F,(t,x+k)--I;;(t,x)], then 
F,(t,u(t))-F,(t,u(t))= 1 A;- c A;. 
iSS+ ics- 
Notice that hi = 0 for i E SP v S, and hence A:. = 0 for i in So u S-, since 
,y; = xi- 1. Analogously, A:. = 0 if i E So u S, 
From this, 
r’(t)= c cj 
jsS+ 
[ 1 AZ- C 
ies, its- 
A:.]- 1 cj [ C A:- C A$] 
jeS- ieS+ icx 
where 
A,= C cjA$- 1 cjA$, for p= h, k. 
ie s+ je X 
For i in S,, we have (see (1.1)) 
lZih<CiAz+ 1 CjlA~.I < -m(t) hi. 
ic -4 
Analogously, A,3 m(t) ki for all i in S- , and the proof is complete. 
In the following, C, denotes the set of all bounded continuous functions 
g: R + R such that g, > 0. We also assume hypotheses (Hlt(H2), which 
we have stated in the Introduction. 
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I .2. THEOREM. Assume ( 1.1 ), and suppose that (0.1) has a positive 
solution v = (u,, . . . . v,) defined in [to, co), ,for some t,, such that 
M:=sup{u,(t): t3t,, 1 <idn} < +cc. (1.4) 
If u= (u,, . . . . u,,) is a positive solution to (0.1) such that Z:=dom(u)n 
dam(u) # a, then u is defined and bounded in [t,, co ), if t, E I. We also 
have the ,following facts: 
(a) If m > 0 is constant then (0.3) holds. 
(b) !f 
~:=inf{v~(t): tat,, 1 di<n}>O (1.5) 
then there exist positive constants 1, u such that 
lb(t) - v(t)ll 6 Wt,) - u(t,)ll exp ( -P i’ 4s) ds) (1.6) 
11 
for t, < t, < t. In particular, (0.3) holds if 
s 
ic 
m(s)ds= +co. (1.7) 
0 
(c) The problem 
24; = UiFj( t, u), uiEc+, ldidn (1.8) 
has at most one solution q 
s 0 m(s) ds = + 03. (1.9) -m 
Proof: From (1.3), we know that r is a decreasing function on I. In par- 
ticular, r(t)<r(t,) for all tat,, t E I. Hence, there are positive constants 
p, q such that 
q”jtt) G uj(t) dPvjtth l< j<n, tEln [It,, co). (1.10) 
Thus, u is bounded in In [t* , co), and by (H,) and an elementary 
theorem about continuation of solutions, we know that u is defined in 
Ct,, a)* 
From (1.3) we also have 
s ’ ll4s) - ds)ll ds G (llm)Cr(t) - r(t*)l, for tat.+ 1. 
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and hence 
i 
cm llu(s) - u(s)11 ds < + 00. (1.11) 
0 
But U, u are bounded in [t*, co) and by (Hz), the same holds for u’, u’. 
From this and (1.11) we get Ilu(t) - v( t)\l -+ 0 as t + 00 and so the proof of 
(a) is complete. 
(b) By (1.4)-(1.5)-(1.10) and the usual mean value theorem, there 
are positive constants a,, tlI such that 
for t 2 t, and 1 d i < n. From this, there are positive constants GI, CQ such 
that 
a2114t) - $t)ll <r(t) < a-‘Ilu(t) - u(t)ll (1.12) 
for tat,. Thus, r’(t)< -am(t)r(t) for tat, (teJ), and hence 
r(t)<r(tI)exp( -Jrlam(s)ds), if t>t,>t*. 
The proof of (0.6) follows now from (1.12) and so the proof of (b) is 
complete. 
Assume now that U, u are solutions to (1.8). From the arguments above 
we conclude that (0.6) holds if t, < t. Hence 
Wt) - Nt)ll 2 IW) - @)I1 ew (P 1’ 4s) ds) * 
for t < 0 and then u(O) = v(O), since (1.9) holds and u and u are bounded. 
Thus, the proof is complete. 
1.3. COROLLARY. Suppose that F is periodic in time, with period T>O, 
and assume that there is a solution v of (O.l), defined in [to, oo), which 
satisfies (1.4k( 1.5). Zf (1.1) and (1.7) hold, then system (0.1) has exactiy one 
T-periodic positive solution. 
ProoJ Let us define d(t) = u(t + kT) for all integers k >/ 1 and 
t > to - kT, and choose a subsequence {u”(O)} of (~~(0)) such that 
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u”(O) -+ x E R” as m -+ cc. Since E < v:(t) < M for all components of ok, it is 
easy to prove (see Lemma 1 of [ 11) that the solution u of (0.1) having the 
initial condition u(0) =x, is defined on [w and F< uj< M for all com- 
ponents 24, of U. 
On the other hand, by Theorem 1.2 we know that v’(t) - u(r) -+ 0 as 
t+cO, and so, urn+’ (0) -+ x as m -+ co. Thus um( T) -+ x as m + a and. 
then u(0) = u( 7’). Therefore, u is T-periodic and the proof follows from 
Theorem 1.2. 
1.4. THEOREM. Suppose that (0.1) has a positive solution v defined in 
[to, co), which satisfies (1.4)-( 1.5) and assume that F(t, x) is almost periodic 
uniformly for x in [.z, AI]“. 
Assume further that for all x0 > 0 in KY’, there exists an open subset U of 
R” containing x0, and a constant ,4 >0 such that lJF(t, x) - F(t, y)Ij 6 . 
II/x-yjlforallx,yEUandtinIW. 
If (1.1) holds, then problem ( 1.8) has exactly one solution u and u is almost 
periodic and mod u E mod F. 
Proof: Let (tk) be a sequence of R. Without loss of generality, we can 
assume that there exists a continuous function G: R x [a M]” -+ R” such 
that 
F(t + tk, x) + G(t, x) as k --) cc unif. on R x ZC 
In particular, G is locally Lipschitz in the sense of (H r ) and satisfies (1.1). 
Thus, by Theorem 1.2, the problem 
u; = uiG,(t, u), u,EC+, 1 didn (1.13) 
has at most one solution belonging to K := [E, AI]“. 
Now let us define 8(t) = v(t + fk) for all integers k 3 1 and t 3 to - tk. 
Then vk is a solution to the system 
u; = u,F,(t + t,, u). 1 <i<n 
belonging to K. In particular, we can assume that ~~(0) + x E K as k + co. 
From this, the solution u to the initial value problem u,! = uiGi(t, u), 
1 < id n, u(0) = x is a solution to (1.13) and the proof follows from 
Theorem 10.1 of [4]. 
1.5. THEOREM. Assume (0.2) and suppose that (0.1) has a positive solu- 
tion v, defined and bounded in [to, 00). If F is T-periodic with respect to time 
variable t then there exists a (unique) T-periodic nonnegative solution u” of 
(0.1) such that u(t) - u’(t) --* 0 as t + co, for any positive solution u to (0.1). 
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ProoJ: For each subset Z of I,: = (1,2, . . . . n} let S(Z) be the set of all 
T-periodic solutions u of (0.1) such that ui > 0 (resp. ui = 0) for all i E Z 
(resp. ie Z,\Z). Notice that S(0) consists exactly of the trivial solution. 
Assume now that I# 0. Without loss of generality, we can suppose that 
z= { 1, . ..) p} for some 1 <pbn. If u= (u,, . . . . U,)E S(Z), then (ur, . . . . up) is 
a solution to the problem 
u: = uiFi(t, 241, ...) up, 0, . ..) O), uicc+, 1 <i<p. 
From this, and Theorem 1.2, S(Z) has at most a point and so, the set S, of 
all nonnegative T-periodic solutions of (O.l), has at most 2” points. Notice 
that the trivial solution (U = 0) to (0.1) belongs to S. 
Let u be a positive solution of (0.1). For all integers k, we define 
u’(t) = u(t + kT). Notice that, by Theorem 1.2(a), uk(t) - u(t) + 0 as t + co. 
Let us fix t, in dam(u); it is clear that t, E dom(uk) for some k, and by 
Theorem 1.2, u is defined on [t,, co) and u(t) - ok(t) + 0 as t + co. From 
this, u(t) - u(t) + 0 as t + cc and hence, 
u(t) - w(t) -+ 0 as t-+co (1.14) 
for any positive solutions U, w to (0.1). 
For each p in R:, let u(t, p) be the solution to (0.1) given by ~(0, p) = p, 
and let D be the subset of KY’+ consisting of all points p such that u(t, p) 
is defined on [0, T]. We know that p E D if p > 0. Moreover, the set 
Fix(H), of all fixed points of the Poincare map, H: D -+ IX”, 
H(p) := u( 7’, p), is finite and nonempty. Notice that Fix(H) = (u(0): u E S}. 
Let us fix p > 0. By (1.14), u(t + T, p) - u(t, p) + 0 as t + co, and hence 
Hk(p) - Hktl(p) + 0 as k --) 00. Since (Hk(p)} is a bounded sequence, it 
is easy to prove: 
Claim. Each subsequence of {Hk(p)) h as a convergent subsequence to 
a point q > 0. Moreover, u(t, q) is defined on R and H(q) = q. 
Let us write Fix(H) = {p,, . . . . p,} and choose closed balls B,, . . . . B, 
about pl, . . . . p,, respectively, such that Bi n Bj = 0 if i #j. Let Nj (resp. N) 
be the set of all integers k > 1 such that Hk(p) E B, (resp. k 4 Nj, for any j). 
From the above claim, N is finite and so there exists j such that Nj is 
infinite. Let us write Nj= (nr <n,< . ..}. By the above claim, {H”(p): 
m E N,} converges to pj, and then, the same holds for {H”+‘(p): m E Nj}. 
Let U be an open subset of R” containing Bj, such that Un Bi= 0, for 
i#j, and Hk(p) $ U if k E N. Then there exists m, in Nj such that H”(p), 
H”+‘(~)E U if m 2 m, and m E Nj. From this, H”(p), H”+‘(p) E Bj for 
m3m,, m E N,. That is, m + 1 belongs to Nj if m E N, and m > m,. Conse- 
quently, Nj contains all integers m b m0 and then H”(p) + pj as m -+ co. 
Therefore, u(t, p) - u(t, pi) -+ 0 as t + co. 
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By(1.14),u(t,p)-~(t)-,Oas~~~.foranypositivesolutionuof(0.1). 
Thus, the proof is complete, since u”(t) = u(t, p,) is T-periodic and non- 
negative. 
1.6. REMARK. Let no be the solution given by Theorem 1.5, and assume 
that up=0 for some i. Then lzFi(t, u’(t))drdO. 
Proof Let us fix a positive solution u of (0.1) and write u(t) = 
Fi( t, u’(t)), w(t) = & (t, u”(t)), w(t) = F, (t, u(r)). Since u is T-periodic, 
u(t) df + (l/T) j’u(t) dt as r-++co 
0 
uniformly on s E R. 
On te other hand, w(t) - u(t) -+ 0 as t -+ co, since the partial derivatives 
aFi/axj are bounded in IR x K for all compact subsets K of R;. (Notice 
that these derivatives are periodic with respect to t.) From this, 
(l/r)$:+rw(t)dt-(ljr)~S+rv(t)dt-+O as s--*00 
.s 
uniformly on r > 0. 
Assume now that f,‘u(t) dt > 0. Then there exist s,,, r. >O such that 
J; + r w(t) dt > 0 for s > so and r > ro. But 
I’+’ w(t)dt=jitr (ul(t)/ui(t)) dt =ln(ui(s+ r)/u(s)) 
s 
s 
and so, ui is increasing in [s,, co). Contradiction, since u,(t) + 0 as t -+ co. 
This contradiction ends the proof. 
As a consequence of Theorem 1.5, we get 
1.7. COROLLARY. Let G= (G1, . . . . G,): iw” --+ Iw” be a continuously dif 
ferentiable function and suppose that there are positive constants m, cl, . . . . c, 
such that 
ciz(x)+ C cj z(x) +m<O 
I jsi, It I 
for 1 d id n and x 2 0. Assume further that the system ui = u,Gj(u), 
1 < i < n, has a positive solution v, defined and bounded in [O, co ). Then, the 
system uiGi(u) = 0, 1 < i 6 n, has a solution u” in rW: such that u(t) + u” as 
t -+ 00, for any positive solution u to the system u( = u,Gi(u), 1 < i< n. 
Remark, Let H = (H,, . . . . H,,): R x R” -+ R” be a continuous function 
such that: H(t, 0) E 0; H is bounded in R x K for all compact subsets K of 
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R”; the partial derivatives aHi/axj are defined and continuous on IR x R”, 
and 
for 1 Q i < n. If (1.7) holds, then the trivial solution to system x’ = H(t, x) 
is globally exponentially stable. To show this, let z(t) be a nontrivial 
solution of x’ = H( t, x); from the arguments in Theorems 1.1, 1.2, we get 
Il4N < Ilz(~)ll exp(-fi 4.4 d s 1 r d t, z, t E dam(z); and hence dam(z) = ) ‘f 
(a,co)forsome -co~~~<++,andz(t)+Oast+co. 
Moreover, if (1.9) holds, then the trivial solution to the system 
x’ = H(t, x) is the only solution to this system bounded on R. When H is 
a linear function of x, this result becomes the complement to Theorem 2 of 
PI. 
2. COMPETITION SYSTEMS 
We shall consider the system 
u;=u; a;(t)- i b,(t)u, 
[ 1 ) lfi<n, (2.1) j=l 
where ai, b,EC, for 1 < i, j< n. This system models the competition 
between n biological species. 
2.1. PROPOSITION. Suppose that there are positive constants E, 
M 1, . . . . M,,, such that E < MI, . . . . M,, Fi( t, 0, . . . . 0, Mi, 0, . . . . 0) < 0, and 
FiFi(t, Ml 9 ..*y Mi- 13 ~9 Mi+ 1) *..y M,) 3 0 for 1 < if n. Assume further that 
Fi(t,x)dFi(t, y)for OGXXY). 
If u is a solution to (0.1) with u(T)>O for some T, then u is defined on 
[T, co) and 
min(u,(r), ,,., U,(T), &} <U,(t) Gmax{u,(r), . . . . U,(Z), Mi} 
f or l<i<n and taz. (2.2) 
Moreover, system (0.1) has a solution u = (u,, . . . . u,) such that 
q,...,U,EC+. (2.3) 
Proof: Fix 1 < i < n, and let Ni denotes the max in (2.2). Obviously, 
ui(r)<N,. Assume now that u,(t,)>N, for some tZ> T. Then there 
exists tl, T < tl < t,, such that ui(t,) >Ni and uj(t,)>O. From this, 
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O>F,(t,,O ,..., O,M,,O ,..., O)>F,(t,,u(t,))>O; and this contradiction 
proves the second inequality in (2.2) for t 3 T. t E dam(u). In particular, u 
is defined on [r, co), since (H,) holds. The first inequality in (2.2) is proved 
by the same arguments. 
Let us fix x = (xi, . . . . xn) in R” such that e 6 xi< Mj and let uk be the 
solution to (0.1) given by u”( -k) =x, for k = 1, 2, . . . . From (2.2) 
E 6 u;(t) < Mj, for all components of uk and t > -k. In particular, we can 
assume that {U”(O)} converges to y E R”. Now, it is easy to show that the 
solution u of (0.1) given by u(0) = y, is a solution to (O.l)-(2.3) and so, the 
proof is complete. 
2.2. THEOREM. Assume 
I> 1 sw(b&) suP(aj/bjj), 16i<n (2.4) 
jEJ, 
and let M= (m,) be the n x n matrix defined by m, = 0 and rnq = sup(b,,/b,) 
for i # j. If M has no eigenvalues in [ 1, co ), then the problem (2.1)-(2.3) has 
exactly one solution u” and u(t) - u’(t) -+ 0 as t + co, for any positive 
solution u to (2.1). Moreover, u” is almost periodic (resp. T-periodic) if 
ai, 6, are almost periodic (resp. T-periodic). 
Proof Let us define Mj= sup(a,/b,,) and fix E > 0 such that 
E 6 M,, . . . . M, and 
E<M,:’ 
[ 
I- 1 MjSup(bg/a;) 
jE J, 1 9 1 di<n. 
If Fj is defined by (0.4) then the assumptions in Proposition 2.1 are satisfied 
and the proof will follow from Theorems 1.2 and 1.4, if we show that (1.1) 
holds. 
To this end, let us fix 1 > 6 > 0 such that the matrix M, = M+ G(iden- 
tity) has no eigenvalues in [l, co). From the Perron-Frobenius theory of 
positive matrices, we know that M,(c) = AC, for some A in (0, 1) and 
c = COl(C,) . ..) c,) > 0. From here, M(c) < (1 - 6) c, and hence 
cibii(t)>m+ 1 cjbji(t), 1 di<n, 
jE J, 
where m :=6inf{cib,,(t): tE[W, 1 <i<n}. This implies (l.l), and so the 
proof is complete. 
2.3. COROLLARY. If (0.5) holds then the assertions in Theorem 2.2 are 
true. 
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Proof. It is clear that (0.5) implies (2.4). Define now the n x n matrix 
P = (pti) by pii = 0 and pii= bijM/bjjL for i #j. Then (0.5) implies P(d) cd, 
where d := col(a,,, . . . . anL). In particular, spectral radius M < radius 
spectral P* < 1, where h4 is the matrix in Theorem 2.2 and P* is the 
adjoint matrix to P. The proof follows now from Theorem 2.2. 
The second assumption in Theorem 2.2 is satisfied if n = 2, 3 and 
det(Z- M) > 0, where I is the identity matrix. In particular, we get 
2.4. COROLLARY. Assume n=2 and inf(a,lM > sw(a21b2A 
inf(a,/b,,) > sup(ai/b,,), and inf(b,l/b,,) > sup(b,Jb,,). Then the asser- 
tions in Theorem 2.2 hold. 
Remarks. (a) Corollary 2.4 was proved in [3] in the periodic case. In 
the almost periodic case, this corollary improves the main results in [ 11. 
(b) Corollary 2.3 generalizes the main results in [l, 2, 5,6, 111. 
As a consequence of Theorem 1.5 we get the following 
2.5. COROLLARY. Assume that ai, b, are T-periodic for some T > 0. If 
n = 2 and (0.6) holds then system (2.1) has a nonnegative T-periodic solution 
u” such that, u(t) - u’(t) + 0 as t -+ co, for any positive solution u of (2.1). 
The last result of this section is a consequence of Theorem 1.5 and 
Remark 1.6, which improves the main theorem in [ 111. 
2.6. COROLLARY. Assume that ai, 6, are T-periodic, and let Ui be the 
unique positive T-periodic solution to the logistic equation x’ = x[a, (t) - 
bii(t) x]. Suppose that 
q(t)- 1 b,(t) U,(t) 1 dt>O lbi<n jE J, 
and assume that there exist positive constants c, , . . . . c,, such that 
Cibii(t) > 1 cjbji(t), l<iin. (2.5) 
js4 
Then, system (2.1) has a positive T-periodic solution u” and u(t) - u’(t) + 0 
as t -+ 00, for any positive solution u to (2.1). 
Proof Let u be a positive solution to (2.1). Then u is defined and 
bounded in [r, co) if t belongs to dam(u). On the other hand, (2.5) implies 
(0.2) and, by Theorem 1.5, there exists a nonnegative T-periodic solution u” 
to (2.1) such that u(t) - u’(t) + 0 as t + co, for any positive solution 24 to 
(2.1). 
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Assume now that UP = 0 for some i and define F, by (0.4). Then 
F;(4 u?t)) >a;(t) - c b,,(f) U,(t) , t .I, 
since u:’ < U, if u,’ > 0. See [1 11. This contradicts Remark 1.6, and the 
proof is complete. 
3. THE PREDATOR-PREY MODEL 




where a, . . . . f E C, . The following proposition justifies assumption (3.3) in 
the main result of this section. 
3.1. PROPOSITION. Zf inf(f/d) > sup( c/a) then system (3.1) has no solution 
(u, v) such that 
U,VEC+. (3.2) 
Proof: To simplify our statements, let us define B= b/a, C= cJa, 
E= e/d, and F= f/d. Assume now that (u, u) is a solution to (3.1 k(3.2). It 
is not hard to prove that if g: Iw -+ Iw is bounded and differentiable, then 
there is a sequence (tk) in iw such that g(tk) -+ g, (resp. gM) and g’(tk) -+ 0 
as k -+ GO. Choose a sequence (tk) such that u(tk) -+ uL and u’( tk) -+ 0 as 
k -+ co. Then -B(t) u(tk) + C(t,) + 1 and hence, 1 < - B,u, + C,u,. 
Analogously, 13E,u,+FLv, and so, O>C,--F,>(C,E,+B,F,)>O. 
This contradiction ends the proof. 
3.2. THEOREM. Suppose that a, . . . . f are T-periodic and 
inf(c/a) > sup(f/d) (3.3) 
inf(b/e) > sup(c/‘). (3.4) 
Then, system (3.1) has a positive T-periodic solution (u,, vO) such that 
(u(t) - uo(t), v(t) - vdt)) -+ (0, 0) as t+oo (3.5) 
for any positive solution (24, v) of (3.1). 
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Proof: Notice first that (3.3) is equivalent to C, > F,,, and define 
cc=(C, - FL)/BLFL. If (u, u) is a positive solution to (3.1) with u(0) < ~1 
and v(O) d l/F,, we can prove that u(t) f c1 and v(t) < l/F, for t > 0, 
t E dom(u, u). From this (u, u) is defined and bounded in [0, co). On the 
other hand, (3.4) implies (1.1) and by Theorem 1.5, there exists a non- 
negative T-periodic solution (u,, uO) to (3.1), which satisfies (3.5). 
Let (u, u) be a nonnegative T-periodic solution to (3.1) such that uu = 0. 
Then u = 0 and u E { 0, V}, where V is the unique positive T-periodic solu- 
tion to the logistic equation x’=x[d(t)-f(t) x]. On the other hand, 
l/F,< V< l/F, and so, cV-a>a,[(C,/F,)- l] >O. The proof follows 
from Remark 1.6 and the arguments in Corollary 2.6. 
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