Application resilience is a key challenge that has to be addressed to realize the exascale vision. Online recovery, even when it involves all processes, can dramatically reduce the overhead of failures as compared to the more traditional approach where the job is terminated and restarted from the last checkpoint. In this paper we explore how local recovery can be used for certain classes of applications to further reduce overheads due to resilience. Specifically we develop programming support and scalable runtime mechanisms to enable online and transparent local recovery for stencil-based parallel applications on current leadership class systems. We also show how multiple independent failures can be masked to effectively reduce the impact on the total time to solution. We integrate these mechanisms with the S3D combustion simulation, and experimentally demonstrate (using the Titan Cray-XK7 system at ORNL) the ability to tolerate high failure rates (i.e., node failures every 5 seconds) with low overhead while sustaining performance, at scales up to 262144 cores.
INTRODUCTION
The increasing demands of science and engineering applications continue to push the limits of current extremescale systems. As a result, the HPC community is working towards achieving exascale (10 18 FLOPS) by the end the ACM acknowledges that this contribution was authored or co-authored by an employee, or contractor of the national government. As such, the Government retains a nonexclusive, royalty-free right to publish or reproduce this article, or to allow others to do so, for Government purposes only. Permission to make digital or hard copies for personal or classroom use is granted. Copies must bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. To copy otherwise, distribute, republish, or post, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. decade [1, 13] or early next decade. One of the key anticipated challenges at exascale will be the reliability of the system, primarily due to the very large number of cores and components [4, 26, 34] . The mean time between failures (MTBF) for current petascale systems is measured in days (e.g., production runs on ORNL's Titan Cray showed 9 node failures/day, as shown in [15] ), but it is estimated that the MTBF for an exascale system would be measured in minutes [13] . An important class of failures that must be addressed is process and node failures, including correlation effects. These failures are often recovered by terminating the job and restarting it from the last checkpoint found in stable storage. While coordinated, stable-storage-based global checkpoint/restart (C/R) is currently the most widely accepted technique for addressing processor failures, it is unclear whether this approach will scale to exascale since the time to checkpoint will often be longer than the expected MTBF, and researchers continue to actively address this issue. For example, runtimes that aim to offer an abstraction of a fault-free system to the application have been developed (e.g. MPICH-V [7] ). However, as suggested by recent studies [19] , the abstraction of a failure-free machine will not be sustainable at extreme scales, and application-aware resilience techniques will likely be required at exascale. While programing models such as task-DAG can include resilience features, SPMD and message passing are not designed to handle process failures by default. In previous studies, [15] we have shown how online (i.e., without disrupting the job) global recovery (i.e., involving all the cores in the system in the recovery process) can be used in conjunction with application-guided checkpointing to support high failure rates (i.e., every 47 seconds) for message passing applications using the Fenix framework. In that approach, every failure triggered a global recovery, which required all survivor processes to recover the MPI environment. Then, all surviving processes, along with the newly spawned ones, had to rollback to the last commonly available checkpoint. The advantage of global recovery is that it can be done in a semi-transparent way: the application does not necessarily have to be aware of the failure. However, due to the intrinsic global nature of the recovery algorithms, global recovery presents scalability challenges.
In this paper we present the design, prototype implementation, and evaluation of local recovery approaches for certain classes of applications in FenixLR. Specifically we study the feasibility of local recovery for stencil-based parallel applications, which represent a significant set of physical simulations, and develop programming support and scalable runtime mechanisms, to enable online and transparent local recovery on current leadership class systems. In addition to its inherent scalability, local recovery provides several benefits. For example, the environment does not need to be recovered globally after a failure, and only the newly spawned processes have to rollback to the last checkpoint.
The key idea underlying the local recovery approach has been presented by [16] . Stencil-based parallel applications, such as simulations that solve partial differential equations (PDEs) using finite-difference methods, typically consist of a number of iterations (timesteps) with each iteration consisting of two key steps, computation on local data to advance the simulation, and communication with the immediate neighbors. This communication pattern implies that, upon failure, by allowing the rest of the domain to continue the simulation, only the immediate neighbors will be immediately affected by that failure. When a failure occurs, we can substitute the failed process with a spare one, rollback to the last saved state for the failed process (i.e., the last checkpoint), and resume computation for that process. In this paper we show how the effect of the failure will slowly propagate through the machine. If subsequent failures occurs at a distant node before the original failure delay has spread to that node, we demonstrate that the delay of the second failure will be masked with the delay of the first one. In general, we show that the overhead of several separate failures on the total execution time can appear to be as the overhead of a single failure (failure masking).
We have implemented these solutions in a new framework, FenixLR, and deployed them on the Titan Cray-XK7 production system (world's second fastest machine as of November 2014) at ORNL. FenixLR shares the same programming interface as Fenix [15] , but due to the fact that recovering locally needs very different requirements than recovering globally, the rest of its architecture and implementation has been re-designed. We decided to implement FenixLR as a standalone runtime whose only dependencies are a C++ compiler and the Cray uGNI library (i.e. no MPI runtime needed). Since it has been built from scratch, this has been a nontrivial task. The motivation behind this decision is that fault tolerant versions of MPI, such as ULFM [5, 6] , do not serve our requirements. Specifically, they are not capable to deliver local recovery constructs. We present an experimental evaluation of the effectiveness and scalability of local recovery in FenixLR using the S3D [11] stencil-based combustion application. S3D is a highly parallel method-of-lines solver for PDEs and is used to perform first-principles-based direct numerical simulations of turbulent combustion. It employs high order explicit finite difference numerical schemes for spatial and temporal derivatives, and realistic physics for thermodynamics, molecular transport, and chemical kinetics. S3D demonstrates good scalability up to nearly 200K cores, and has been highlighted by [2] as one of five promising applications on the path to exascale.
Our results demonstrate FenixLR's ability to tolerate highfrequency dynamically injected node failures while maintaining sustained performance of S3D on scales up to 262144 cores. Our evaluation also explores extreme execution scenarios that may exist at exascale, where node failures occur with high frequency (i.e., as often as every 5 seconds). For example, when injecting node failures every 30 seconds, performance is sustained with 13.75% overhead when compared with a failure-free and checkpoint-free execution. Finally, we show that the programming overhead of using FenixLR is low, requiring less than 35 new, changed, or rearranged lines of code in S3D.
Key contributions of this work include: (1) A study of the applicability of local recovery approaches to stencil-based parallel applications, including a model to understand and estimate the propagation of recovery delay due to failures; (2) design and implementation of FenixLR runtime, and its deployment on the Titan Cray XK7 production system at ORNL; and, (3) an experimental evaluation of local recovery algorithms in FenixLR on Titan using the S3D combustion application demonstrating its ability to support sustained performance and scalability in spite of high frequency real node failures.
BACKGROUND AND RELATED WORK
Process and node failures and their characteristics have been well documented in [34, 37] . Checkpoint and restart (C/R) [20] [21] [22] is the most widely used technique for implementing resilience for HPC systems. In this model, the application state is periodically saved (e.g., using BLCR [18] or application-level C/R) so that, upon failure, global rollback can be used to restart the application from the last globally committed checkpoint. This process is independent of the number of nodes affected by the failure, i.e., if a node or process failure occurs, all processes are typically forced to rollback to the previous strongly consistent checkpoint. In contrast, using local recovery in FenixLR, only failed processes need to rollback to the previous checkpoint. Checkpoint coordination. Global consistency of locally-created checkpoints [20] is typically ensured using coordination protocols. Examples of coordination protocols include full coordination [14] , non-blocking coordination [9, 10] or blocking coordination [12] . The main advantage of coordinated protocols is that they are application-agnostic and create globally consistent checkpoints. The major drawback, however, is the overhead due to process synchronization. Uncoordinated protocols [8] do not required synchronization during checkpoint creation, thus reducing overheads and allowing application imbalance. However, during recovery, a consistent global state has to be found by examining the checkpoints. As these protocols cannot guarantee checkpoint global consistency on recovery, all processes may end up rolling back to the beginning of the execution, i.e., the domino effect. Uncoordinated checkpointing protocols can leverage message logging to avoid the domino effect for piecewise deterministic applications [14] , at the expense of logging all the application messages. For senddeterministic applications, only a subset of all the messages need to be logged [17, 31] . Building on these ideas, the research presented in [17] proposes a technique for recovering only a subset of processes on failure, while avoiding the domino effect. Furthermore, by letting the application indicate when checkpoints are created, implicitly coordinated protocols presented in [15] enable the advantages of coordinated protocols (i.e., guaranteed checkpoint consistency) to be combined with those of uncoordinated protocols (i.e., local checkpointing without synchronization).
Our approach in FenixLR uses such implicit coordination, and, in order to enable local recovery, it logs a small set of messages. The total size of these logged messages, for the target applications, is negligible when comparing with the size of the checkpoints. Note that using protocols such as those presented in [17] with our target applications (i.e., iterative applications with a stencil-based communication pattern), and assuming that the uncoordinated checkpoints are consistently created (i.e., the best case scenario), a process failure would require all processes of the system to rollback to the last checkpoint because orphan and rolled back message dependencies would extend across all of the mesh. This is not the case with our protocol. Checkpoint storage. Typically, checkpoints are saved to a centralized parallel file system [20] but may also be stored in local memory [30] , in both local and peer-memory [38] , in non-volatile memory [25] , in node-local storage (such as SSD) [3, 28] , or at different storage layers [27] . They may be compressed [23] , aggregated [29] , or both [24] . In order to enable local recovery, FenixLR only needs to store checkpoints at a peer node. Other strategies, such as storing checkpoints in the parallel file system or compressing them would add performance overheads that makes them prohibitive for FenixLR, despite their advantages. Combining optimized checkpointing with global recovery. Systems such as Fenix [15] , LFLR [36] and FMI [32] show how advanced in-memory diskless checkpointing can be used in conjunction with global recovery to enable execution in a failure-prone scenario.
LOCAL RECOVERY FOR STENCIL-BASED SCIENTIFIC APPLICATIONS
This section briefly discusses the local recovery approach and our underlying reasoning for exploring this technique for stencil-based applications. Recovering from failures in a local manner implies that (1) only the re-spawned processes have to rollback to the last checkpoint and (2) only the processes that communicate with the failed ones will notice the failure and might be involved in the recovery process. These requirements are in contrast with global recovery, in which all the processes are involved in the recovery and rollback to the last consistent checkpoint. Global recovery can be costly and presents scalability challenges, and, in many situations, may be unnecessary. Note also that local recovery is by definition an online recovery technique, i.e. the job does not have to be disrupted.
In this section, we describe how the communication and computation patterns of stencil-based applications naturally fit to the local recovery description. Then, we address the practical merits and implementation challenges of the local recovery approaches for this class of applications. The details of our approach are also discussed in our previous work [16] .
Stencil-based Scientific Applications
Stencil-based computation iteratively updates every mesh point of a discretized application domain defined by the stencil operator. In the parallel implementation for distributed memory systems, the application domain is typically partitioned into subdomains to assign the data and work into individual processes.
During the program execution, each process performs two key tasks at every timestep: (1) computation on its local data to advance the simulation, and (2) communication with its immediate neighbors based on the specific stencil used. In SPMD model, each process typically maintains a "ghost region" corresponding to the width of the stencil used around its local subdomain, and populates this region from its neighbors in a "ghost region exchange" communication step.
Local Recovery, challenges and benefits
The observation in the previous section indicates that process failures in stencil-based applications affect the computation of immediate neighbor subdomains of lost ones. This allows a natural adaptation of our local recovery approach, leaving the re-spawned process to (1) redo the local computation using the data at the previous timestep restored from the checkpoint, and (2) reestablish communication with the neighbors for the ghost region exchange to proceed the timestepping. Consistency. Despite the relative simplicity of local recovery for target stencil-based applications, the challenge arises to guarantee consistency in message passing programming model as neighbor processes must communicate to make a progress. Our approach leverages ghost region exchange to implement a domain specific message logging, which keep the outgoing messages that have been transferred since the last checkpoint. In 5-point 2D stencil case, for example, four messages, are logged at each timestep. The overhead to maintain the log is negligible compared to checkpointing the local subdomains. Delay Propagation. Process failures only triggers the neighbor processes to wait for the local recovery of the respawned processes, and the rest of the processes continue timestepping. Therefore, the delay from the recovery does not affect the rest of the processes immediately. In the next timestep, the second neighbors of the lost processes are delayed due to the delay of the first neighbors in the last timestep. As a result, the delay is propagated in diffu- sive manner, showing wave-like shape in Figure 1 (b) in 1D stencil case; this behavior also applies to higher dimensions. Failure masking. When using a large number of processes, it is possible that another failure occurs on distant processes where the delay from the first failure has not yet reached. In this case, the recovery delay of the second failure will begin propagating from the remote location, as see in Figure 1 (c). At some point in space and time, the delay of both failures will merge. Consequently, the total delay will be the maximum of both delays. We call this effect failure masking, and an example can be seen in Figure 1 (d). This situation is beneficial at large scales, because the impact of several failures on end-to-end execution time will be comparable to that of a single failure. Note that this effect can also happen with multiple failures, as seen in Figures 1(d) and 1(e). Comparing these four figures, we see that the total overhead is the same. This effect becomes more plausible with larger machines and lower MTBFs, which is an ideal property for good scalability.
There may be cases, however, where failures occur after the delay of previous failures have already reached the failed node. An example can be seen in Figure 1 (f), in which the total execution time is comparable to that of recovering from two failures sequentially. The likelihood of this situation is dependent on the communication pattern of the application and the checkpointing approach used.
MODELING DELAY PROPAGATION
Section 3 covered the theoretical benefits of local recovery. This section goes one step further and tries to understand how these benefits can be mathematically modeled. Specifically, we construct a recurrence relation to simulate the execution pattern of a parallel stencil code and use it to quantify the impact of local recovery. Before moving on to the real evaluation in Section 6, this section will show how the presented equation can effectively model the behavior presented in Section 3.
Modeling the delay for a 1-D stencil code
As discussed in Section 3, in typical parallel stencil-based applications, every process communicates with its neighbors to exchange boundary data in each iteration. Based on this observation, we use the following recurrence relation 
where T (i, j) is the total execution time at i-th timestep of j-th process. We assume that all the processes are assigned linearly to nodes so that every node communicates with its neighbors (j − 1 and j + 1). T local is the execution time of the local computation per timestep, which is determined based on the probability of process failure; we define two cases, t 1 and t2 to represent no-failure (no-delay) and failure (delayed), respectively. Additionally, a random performance noise r is applied in every timestep. The term, max(T (i − 1, j − 1), T (i − 1, j + 1)), represents synchronization (communication) with neighboring processes; we assume that every process waits for the completion of its neighbors before starting its next timestep. This may not be true for state-of-art optimized applications, which are typically designed to compute on the interior mesh points while neighbor exchanges of ghost regions happen. Note that our model also does not consider the interconnect network performance and the checkpoint overhead. For example, the recovery from a failed process may involve allocating a spare process, which may dramatically change the network topology of the nodes around the failed ones. However, the goal of our model is to capture the execution pattern of stencil-based applications and to explore delay propagation and resulting performance impacts due to local recovery from failures. Note that, as will be shown in Section 6, results from this model do corroborate experimental results. A more rigorous model and verifications would be helpful to better understand the relationship between system performance and application behavior and for optimizing our recovery schemes, and we plan to explore it as part of our ongoing research.
Simulation
We have implemented a simulator using the model described above in Matlab and used it to study the progress of each process in the event of failures. The simulator computes the execution time at each core for every timestep using the recurrence presented above. The failure rates are provided as input parameters and are used to determine t 1 and t2. These simulations do reproduce the progress of each timestep as presented in Figure 2 . For example, the 32 core case shows how the first two delay propagations are merged. We observe similar results from the experiments using real 1D stencil code in Figures 7 and 8 presented in Section 6.5.
Next, we extended our model and simulator to model a 3D stencil (with 6 neighbors) on 4096 cores, to estimate the execution pattern of S3D on a 16 3 process grid for 100 timesteps. In this case, we use the set of parameters presented in the table below:
Failure rate (in %) 0.001, 0.005, 0.01 t2 5.0 r (0, 0.1)
We ran each simulation 30 times and plot the average execution time (for each core) for local recovery and global recovery in Figure 3 . In case of the global recovery model, we apply the same delay factor t 2 to all the processes when a failure occurs in one (or many) of the processes. This may be optimistic as it does not consider the potentially high overhead for MPI communicator recovery, as reported by our previous work [15, 36] , but we do apply the same delay effect to both cases for fair comparisons. The model-based simulation shows the delay from multiple failures is masked by local recovery, reducing the recovery overhead down to 22% of the global recovery case.
Effectiveness of Failure Masking for larger domains
Now that we have seen how the model appropriately describes the propagation effect of the failures, we want to study the feasibility of failure masking towards extreme scales. To do that, we suppose a future exascale machine whose cores can be arranged following a 100x100x100 7-point 3-D Stencil topology, totaling 1,000,000 cores. A cubic domain decomposition can be seen as the worst case scenario, because a non-cubic domain would lead to longer propagation times for the same machine size. We further assume that each core will simulate a certain cubic subdomain of size 10 3 (1,000) points or 20 3 (8,000) points. Assume now that a failure happens in the center point, which represents the worst case in terms of propagation delay (i.e. a failure in the center will be the fastest to propagate to the whole domain). In this scenario, 50 cores have to be traversed (i.e. 50 hops) for the failure to reach the six walls of the domain, at which point only 17.18% of the cores have been affected. To propagate to half of the cores (50.75%), 75 hops have to occur and to propagate to the whole domain requires 150 hops.
Therefore, assuming that the computation to advance each point one timestep requires 0.5, 1 or 5 seconds, the total propagation time to reach half of the domain will be 75 · 10 · {0.5, 1, 5} = {375, 750, 3750} seconds, respectively (1000 points per core) and {750, 1500, 7500} seconds (8000 points per core). To propagate to the whole domain, it will take exactly double the time amounts. Since in current executions we are experimentally observing a 5 seconds iteration time, the smaller cases can serve only as lower bounds.
As we can see, all the estimates are larger than the expected exascale MTBF. Therefore, failure masking will be effective for larger domains.
FENIXLR IMPLEMENTATION
In this section, we first describe our initial attempts at implementing our approach using an MPI-based framework (i.e., ULFM) and the challenges faced. We then present the implementation FenixLR. Note that while FenixLR maintains the same programming interface as Fenix [15] , it has been built from scratch on top of Cray's uGNI interfacethe only component re-used from Fenix is the checkpointing module.
Also note that using local rollback and global continue results in increased complexity as compared to global rollback. When using global rollback, all threads are restarted from a known previous consistent state and all lost computation and communication have to be repeated. As a result, there is no need for the respawned threads to be distinguished from the surviving ones, since all the recovery actions will be the same in all threads.
However, when using local rollback and global continue, the respawned threads may need to receive messages from the non-failed threads that were already sent. As a result, there has to be a mechanism for the respawned threads to request these messages (since the non-failed threads did not rollback).
Experiences with MPI-based implementations
A key challenge faced in our MPI-based implementations (using ULFM) was the cost of the ULFM Comm shrink operation as implemented in the ULFM prototype. We did not find any conceptual problems with ULFM, instead, the prototype implementation was not robust enough. In our experimentation, we found that the cost of ULFM's communicator shrink increased worse than linearly with the system size, and took a non trivial amount of time to complete. As a result we explored two options to avoid using it. Option 1: No communicator repair. The ULFM specification suggests that a failure can be acknowledged and the communicator should be usable again for point to point communications (i.e., no collectives) without the need to repair (i.e., shrink) it, as long as no contact is made to the failed rank. Our first implementation was based on this specification. After implementing a benchmark for it (1D PDE), we found out that MPI operations on a non-repaired failed communicator were unpredictable. Most of the times the runtime was unsuccessful in delivering point to point communications after a process failure. Option 2: Many communicators with only two ranks. After trying to solve the aforementioned problem, and given that ULFM is the only MPI runtime that survives real failures, we changed our strategy. Given that, in our targeted application, each rank only communicates with a constant number of neighbors (independent of the system size), we created a layout of "disposable communicators", each of which only contained two ranks. In other words, assuming no collectives were needed, we created a communicator for every pair of ranks that had to communicate. The idea behind this approach was, upon failure, to allow the disposal of all communicators that were associated with the failed rank. In order to recover from the failure, all the compute ranks had to be connected with all spare ranks that can be used for recovery. As this would create a non-scalable number of communicators in the spare ranks side, we divided the domain in groups containing a constant number of compute ranks, and also associating a constant number of spare ranks to each group. The main problem with this design is that the application has to understand the specific details of the recovery procedure, and all possibilities in terms of the order of execution upon failure have to be covered (e.g., did the failed thread issue an MPI Send or MPI Recv to be matched by neighbor A in the future? Was A more advanced in the execution than the failed thread? etc.). All these possibilities were implemented in the one-dimensional version of the PDE solver. However, it was a non-trivial task to understand all the situations and design a work around them, as was clearly not feasible for higher dimensions.
As a result, we implemented our prototype of FenixLR directly on top of uGNI, avoiding having an MPI runtime altogether, and only implemented the subset of MPI operations used by S3D. We understand that MPI-based frameworks in general and ULFM specifically are evolving rapidly and we will revisit them once the above issues are fixed.
Implementation Overview
FenixLR has been designed in a modular and layered manner. Its architecture is composed of four key modules: communication logic, data resiliency, process resiliency, and transport layer. The communication module is object oriented in order to isolate failure recovery mechanisms from the different communication protocols. A base class Command offers an abstraction for reliably requesting services or communicate with other processes using the chosen transport layer. All communication mechanisms (i.e., checkpoint, send/recv, barrier, broadcast, etc.) rely on this class and implement the logic in a simple manner without including any fault tolerance code. Data resiliency implements the checkpointing and data recovery mechanisms, which can be substituted by an interface to any existing checkpointing library. Process resiliency manages the spare process pool and implements the protocol to restart processes. The transport layer has been implemented using uGNI, but could be easily extended to other transport APIs. Communications in production versions of MPI implementations are probably faster than in our framework, because we have not optimized the performance of data transfer yet. Specifically, we cannot use RDMA in uGNI due to inconsistent behaviors of the network driver that appears only after injected failures. Under normal operation, when a failure occurs, the runtime core invokes the different modules, orchestrates the recovery process at high level, and determines which commands have to be re-executed.
Each rank maintains a set of ranks with whom it is connected. To start a new communication from rank P 1 to P2, a handshake process is used to logically connect both ranks (add a table entry on both sides). If process P i fails, a spare process S replaces P i and re-creates the handshake with the processes P i was communicating with. Then, a background collective is used to scatter a failure notification. If a thirdparty process P 3 tries to connect to a failed process Pi before the scattered notification reached it, it will detect the failure and try to contact the first spare process available, which will notify that the failed process P i has already been substituted by S. A node failure is viewed as a set of process failures.
FenixLR offers three language bindings: C, C++ and Fortran. We maintained the same programming interface as Fenix [15] , as we had demonstrated its low programming overhead -it required less than 35 new, changed, or rearranged lines of code for S3D, (see Section IV.B in [15] ). In fact programming local recovery using FenixLR is even simpler than programming global recovery, because the status returned by Fenix_Init() can take three different values for global recovery (i.e., New, Respawned, or Survivor) and only two values for local recovery -survivor status is no longer valid, since all survivor processes do not get interrupted from their processing. This simplifies the application side of the recovery logic.
EVALUATION
In this section we present an experimental evaluation of the effectiveness and performance of our failure masking and local recovery techniques implemented in FenixLR using the S3D combustion simulation on the Titan Cray XK7 at ORNL. Specifically, we experimentally show that our local recovery algorithm can tolerate multiple failures and can mask the total recovery overhead so that it is comparable to that of a single failure, i.e., we empirically show that, with local recovery, the total overhead O N of recovering from N failures is not necessarily N × O 1, where O1 is the overhead of recovering from a single failure.
Our previous work [15] had shown that Fenix can tolerate failures in an online and global manner with failures occurring every 47 seconds. The implementation used in that work leveraged MPI-ULFM to detect failures and recover from them. In the implementation presented in this paper, we have reduced the sources of overheads and eliminated ULFM dependencies, and we have reimplemented the fault tolerance mechanisms on top of uGNI, Cray's interconnect API. We experimentally evaluate how these algorithmic improvements can enable FenixLR to effectively handle even higher failure rates (i.e. every 5 seconds).
In summary, the goals of the experimental evaluation presented in this section are to demonstrate that (i) using the failure masking and local recovery techniques presented in this paper, FenixLR can enable tightly-coupled stencil-based applications such as S3D, to recover from node failures occurring as frequently as every 5 seconds, (ii) the failure recovery is scalable, and (iii) the overhead of recovering from failures is not proportional to the system size.
As mentioned, all the experiments were performed on the Cray XK7 Titan at ORNL. Titan is composed of 18688 16-core CPUs and the same number of GPUs. Every pair of nodes is connected to a single custom system-on-chip Gemini ASIC network interconnect. Gemini ASICs are connected using a 3D torus topology. Applications can directly access network capabilities using uGNI, the user level proprietary interface from Cray, which is forward compatible with newer versions of Cray networks, such as Aries.
In what follows, we present our experimentation methodology and describe the experiments in detail.
Methodology
A key goal of our evaluation is to study how the presented approach behaves at current scales, and use this to try to explore behaviors and performance at exascale. As a result, we have conducted our experiments on up to 262272 cores.
In our experiments we first evaluate the scalability of the checkpointing technique implemented in FenixLR using S3D with a checkpoint size of 130 MB/core. We then study the overheads related to the recovery process and its scalability. In this experiment, we inject worst-case failures, i.e., sets of failures that do not allow recovery propagation delays to merge and, therefore, the total overhead is the sum of the recovery overhead for each failure. We show that FenixLR handles frequent node failures, i.e., MTBFs as low as 5 seconds, with total overheads of up to 50% in the worst case scenario. The results empirically show that this method can be more efficient than theoretical full redundancy, for the targeted class of applications.
Finally, we show the benefits of FenixLR's local recovery capabilities using S3D on up to 140736 cores (140608 + 128 spare cores). We demonstrate how in real scenarios, local recovery can mask failures, i.e., result in a total overhead that is comparable to one failure recovery, regardless the number of failures.
In order to perform these experiments we inject node failures. Node failures are injected by simultaneously sending SIGKILL signals to all application processes running on that node. As the network setup parameters are stored in process memory, when killing the process we do not allow any disconnections -this is consistent with the behavior if a real failure occurred. The processes on the other nodes get error codes when trying to perform a uGNI operation with the processes that are killed. In this sense, we say that we inject real failures, as opposed to pretending that a process has failed. In what follows, when we talk about failures, we refer to node failures, which is equivalent to N -process failures, where N is the total number of processes on a system node, blade, etc. By default, the experiments use N = 16. Unless specified otherwise, all tests have been repeated 5 times. Error bars in all Figures show the average, first quartile, third quartile, maximum and minimum of the 5 repetitions.
We only display the experiments with MTBFs lower than a minute due to the fact that higher MTBFs (such as 5 minutes, 10 minutes or 30 minutes, etc.) show negligible recovery overheads relative to the total execution time.
Checkpoint Scalability
In [15] we evaluated double in-memory checkpoints and demonstrated that it scales independently of the number of processes. In this paper, we reevaluated the checkpoint scalability using the FenixLR framework, while also injecting failures and with up to 16 times larger data sizes per core. Figure 4 plots the weak scalability of checkpointing up to 262272 cores (including 128 spare cores) using a larger checkpoint size of 130 MB/core. In this experiment, failures were injected every 10 seconds. As we can see from this plot, the overhead due to checkpointing remains the same independent of the number of cores, which demonstrates very good weak scalability.
Recovery time for different MTBFs
The goal of this second experiment is to demonstrate that FenixLR is capable of handling high-frequency failures occurring up to every 5 seconds. In this experiment we also study the overheads due to process recovery and empirically demonstrate that the performance of FenixLR does not depend on the total number of processes (i.e., demonstrates good scalability), which is highly desirable at exascale. We performed these experiments using S3D on 4736 cores (4096 compute and 640 spare cores), unless otherwise specified.
Our goal in this experiment is also to explore the benefits of local recovery over global recovery. Consequently, in this experiment we engineer the set of failures injected so that they do not allow propagation delays due to local recovery to merge, and therefore the total overhead is the sum of the recovery overhead for each failure. In other words, this experiment evaluates the worst-case local recovery overhead. Process recovery overhead. First, we study the total overhead of recovering from a failure for different failure frequencies. Figure 5(a) plots the average overhead of process recovery for different frequencies of node failure injected during an S3D execution of about 200 seconds. Each bar represents the average time to recover the processes from a failure. This overhead is initially seen only in the spare processes that substitute the failed ones, and then propagates to the rest of the domain due to the communication pattern of the application. This figure does not include overheads due to data recovery (i.e., fetching the checkpoint). Note that fetching the checkpoint is the exact inverse process of checkpointing: First, the checkpoint has to be fetched from the neighbor that stores it in-memory to the memory of the spare process. Then, it has to be copied using memcpy() to the application memory. Therefore, the overhead of fetching the checkpoint will be similar to the checkpointing overhead.
Scalability. Figure 5(b) plots the average process recovery time for every failure. The figure demonstrates that, for our experiments on up to 262272 cores, the local recovery overhead is constant and independent of the number of processes in the system. These experiments were performed with a fixed MTBF of 10 seconds, and all the experiments used 128 spare processes. Furthermore, experiments for system sizes smaller than 64k have been repeated with a different total number of node failures, ranging from 1 to 8 node failures, and the results have been averaged in the plots.
Total overhead for different MTBFs
The previous experiments demonstrated that the process recovery time for a single failure is small, and is constant and independent of the total number of cores used by the application as well as the frequency of failures. In the next set of experiments, we study the total overhead due to fault tolerance, i.e., including overheads due to checkpointing, process/data recovery and rollback. The goal of these experiments is to compare the end-to-end execution time of a failure-free, checkpoint-free execution with the end-to-end execution time with different MTBFs. The experiment is run using a fixed core count of 4096 cores and 640 spare processes and a checkpoint size of 53 MB/core. Figure 6 plots the results of the experiment. For different failure rates ranging from 5 to 45 seconds, Figure 6 plots the total overhead relative to a failure-free, checkpoint-free execution base case. The total number of failures ranges from 48 processes (3 nodes) to 528 processes (33 nodes), as noted on top of each bar, during a total time of about 150 seconds.
The right-most bar in the figure shows the overhead of the same experiment but using global recovery while injecting failures every 47 seconds, as described in [15] . We can see that by using local recovery we obtain much lower performance penalties even at higher failure rates. For example, note that local recovery allows failures every 20 seconds with an overhead below 25%, while global recovery allows failures every 47 seconds (∼2.35x) with an overhead of 31% (∼1.25x). Also note that the total overhead of running the experiment in the worst-case scenario (i.e., with node failures every 5 seconds), is 51%. That is, it is slightly worse (i.e., 1% worse) than the theoretical best-case overhead of using 2-way redundancy. Again, it is important to emphasize that in this experiment, we injected worst-case failures, i.e., in which failure masking does not occur in most cases -the only exception is the 5-s MTBF experiment, in which the total time is just a small portion above the 10-s MTBF test.
Local Recovery with Failure Masking
The goal of this last experiment is to show that, with local recovery, the total overhead O N of recovering from N failures is not necessarily N × O 1 (being O1 the overhead of recovering from a single failure). This is what we term as failure masking. Experiments using a 1D PDE. We will begin our experiments by studying the behavior of local recovery for a 1-dimensional stencil-based Partial Differential Equation (PDE) solver, or 1D PDE for short. Figure 8 shows a longer experiment using a larger number of processes and injecting node failures -13984 total cores, including 13824 compute cores and 160 spare cores. As we can observe, in this case the delay propagation waves caused by the failures do not merge. As a result, in this case the total time to solution only increases by the time to recover from a single failure, independent of the total number of failures.
By comparing Figure 7 with Figure 2 (left) and Figure 8 with Figure 2 (right), we can see that results from the model and simulation accurately predict the real experimental results. This implies that the presented discrete event simulator does capture the benefit of local recovery.
The results presented above not only validate our algorithm and implementation, but also demonstrate that local recovery can be beneficial in extreme scale environments, where high-frequency failures are expected. The results also demonstrate that local recovery is a scalable approach, both in the number of failures and the size of the system. Experiments using S3D. represents how advanced the simulation is -it advances from yellow to dark purple. The X axis in the plots represents the rank number, which is linearly mapped to the 3D S3D domain. This mapping between 3D space and 1D ranks is done in a straightforward manner -beginning at point (0,0,0) we assign rank numbers by counting first in the Z direction, followed by the Y direction and finally in the X direction. The Y axis represents wall clock time. In the caption for each plot, a 'c' refers to cores and an 'f' refers to the number of node failures injected. Note how the overheads in the first three columns are the same, which empirically demonstrates how failure masking works. The plots in these figures follow the same format as Figure 7 . In the 3D case, however, the communication pattern between ranks is not as obvious in the plots as in the 1D case due to the mapping for ranks to the 3D domain. Stencil-based communications in the 3D domain proceed as follows: each process (except along the edges) communicates with its six neighboring processes in the up/down, front/back and left/right directions. Figure 10 summarizes the relative costs of recovering from different numbers of failures (from 1 to 8) at different scales (512, 4096, 8000, 13824, 32768, 64000 and 140608 cores). The costs are normalized by the cost of recovering from one failure. The plots show that in many cases, the total overhead is close to that for the 1 failure case. Specifically, the increase in overheads due to multiple failures is around 2% or lower. This difference can be due to different rollback overheads. If the failures occur right after a checkpoint, the rollback overhead will be smaller. However, if the failures occurs right before a checkpoint, the rollback overhead will be much larger, because almost an entire iteration will have to be recomputed. However, there are also cases where the recovery overhead increases by more than 2%, up to 6 or 12%. In these cases, there was at least one failure that occurred within the propagation delay resulting from the recovery of a previous failure. This is consistent with Figure  9 . For example, if we compare Figure 9 (d) with the rest of the experiments using 4224 cores, we observe a large difference in the total overhead. This difference is due to a failure occurring in a core, which has already experienced a delay due a previous failure in a neighboring core. In this specific case, the core with the third failure (counting from the left) has experienced a delay due to the second failure.
The results presented in this section have demonstrated how local recovery enables failure masking, which is also highly desirable at extreme-scales. Specifically, we have empirically demonstrated that, with local recovery, the total overhead O N of recovering from N failures is not necessarily N × O 1 (being O1 the overhead of recovering from a single failure).
CONCLUSION
In this paper we have explored an approach for failure masking and online, local recovery from high-frequency node failures for stencil-based parallel applications, using application guided checkpointing as a means for data resilience. The approach is based on understanding the propagation of delays associated with local recovery for stencil-based computation/communication pattern, and the observation that the impact of the delay associated with multiple failures is often not additive, allowing this approach to be feasible and scalable. In this paper we first used simulations to validate the approach and then design and implement FenixLR Figure 10 : Summary of the relative costs of recovering from different numbers of failures (from 1 to 8) at different scales (512, 4096, 8000, 13824, 32768, 64000 and 140608 cores). The costs are normalized by the cost of recovering from one failure. Note that for the 64k and 140k core cases, not all the scheduled experiments made it through Titan's execution queue, and only those experiments that made it through are plotted. For the 262k core case, only one experiment went through the execution queue, and so no comparison is available. framework from scratch. We then deployed it on the Titan Cray XK7 production system at ORNL and used it to enable failure masking and local recovery for the S3D combustion application, which is a key application for exascale [2] . The simple FenixLR local recovery interface enabled this integration to be achieved with less than 35 lines of S3D code to be added, changed, or rearranged.
We also presented an extensive experimental evaluation of the local recovery algorithms in FenixLR on Titan using S3D, while injecting real failures. Our experiments demonstrate that local recovery in FenixLR provides a viable solution for stencil-based applications, for addressing node failures occurring as frequently as every 5 seconds, on scales up to 262144 cores. Our results show an overall performance overhead of 13.75% while tolerating node failures every 30 seconds (worst-case scenario, as the MTBF for the exascale systems is expected in order of minutes [13] ). We also show that this overhead is smaller as compared to the overheads of using global recovery techniques previously presented on Fenix [15] , and is also smaller than the overhead of traditional checkpointing with global offline restart that is currently used by S3D for its large-scale production runs on Titan.
Our experiments also evaluated the scalability of the local recovery stages in FenixLR, and demonstrate that all fault tolerance aspects scale well with increasing number of cores. Finally, our experiments also demonstrated how local recovery enables failure masking, i.e., the overheads on the total execution time due to recovery from multiple failures is comparable to that of only one failure.
The results presented in this paper open a new discussion about whether power-hungry hardware reliability mechanisms are needed or not. For example, while error correcting codes (ECC) found in the main memory and cache are known to help correct memory failures as often as every few seconds in current large-scale systems [33] , they are accounted for more than 20% of the power consumption of the memory subsystem [35] . In this paper we present an implementation of the correct combination of techniques that enable constant scalability and small overhead recovery, and show how frequent failures (i.e. down to MTBFs of 5 seconds) can be tolerated while masking its overhead. This can translate into a co-design question: can we have supercomputers made of less-reliable hardware 1 able to run Stencillike applications with similar time, but with reduced power consumption? In such case, our approach could be applied by simply considering the actual failure a fail-stop process failure. We leave the study of this power-resilience tradeoff for future work.
Our ongoing and future work includes (1) exploring how the conclusions in this paper apply to other classes of applications (beyond stencil-based), (2) modeling and understanding optimal sizes for ghost regions so that delays due to local recovery propagate slower, and (3) studying how asynchronous transfers of checkpoints can reduce checkpointing overheads without impacting simulation time.
