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Abstract 
In this paper, a modified algorithm is provided, which is based on the interval-sequence algorithm promoted by Olek 
for approximate solutions of Lotka-Volterra equations. The modified algorithm can obtain more accurate and efficient 
solutions. The solutions of some typical Lotka-Volterra systems obtained by Olek’s algorithm and our modified 
algorithm will be compared with qualitative theoretical results of these systems. 
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1. Introduction
The Adomian decomposition method was promoted in 1980s. It has been applied to many fields such
as applied mathematics, physics, biology and chemistry. It is used to obtain the approximate solutions of 
linear and nonlinear equations including algebraic, differential, integral, integral-differential, differential-
delay, partial differential equations and so on. The Adomian decomposition method was promoted in 
1980s. It has been applied to many fields such as applied mathematics, physics, biology and chemistry. It 
is used to obtain the approximate solutions of linear and nonlinear equations including algebraic, 
differential, integral, integro-differential, differential-delay, partial differential equations and so on. 
To obtain more accurate and efficient solutions of linear and nonlinear equations, in recent years, 
many researchers have modified the Adomian decomposition method with some applications [1-9]. In 
this paper, we will first recall the basic principle of the Adomian decomposition method. Then Olek's 
interval-sequence algorithm that based on Adomian decomposition method, and our modified algorithm 
that based on Olek's algorithm will be introduced. The solutions for some typical Lotka-Volterra systems 
obtained by these two algorithms will be compared with qualitative theoretical results of these systems. 
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By comparison we will find our modified algorithm can obtain more accurate and efficient solutions of 
Lotka-Volterra systems. 
2. The Decomposition Method 
2.1. Olek's Interval-Sequence Algorithm 
The decomposition method does not assure, on its own, existence and uniqueness of the solution. In 
fact, it can be safely applied when a fixed point theorem holds. A theorem proved by Repaci in [10] 
indicates that it is hopeless to look for solutions globally in time. On the other hand, the decomposition 
method can be used as an algorithm for the approximation of the dynamical response in a sequence of 
time intervals [0, t1), [t1, t2), … , [tm-1, T) such that the condition at tp is taken as an initial condition in [tp, 
tp+1) that follows [11]. This algorithm has the following advantages. 
(1) In each time-interval one can apply a theorem proved in [10], which states that the solution 
obtained by the decomposition method converges to a unique solution as the number of terms in the series 
becomes infinite. 
(2)The approximation in each interval is continuous in time and can be obtained with the desired 
approximation corresponding to the desired number of terms. 
Algorithm I：Olek's interval-sequence algorithm  
Step 1.  Divide the interval [t0, T] into several intervals [t0, t1), [t1, t2),…, [tm-1, tm]. Here tm=T. 
Step 2.  Obtain n-term partial sum solution 1
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condition 
1 1( )p pt− −Φ . 
Step 4.  If p≤ m-1 then go to Step 3. 
Step 5.  Obtain piecewise solution ( )p tΦ  in [tp-1, tp) (p=1, 2, …, m). 
According to Olek's algorithm, to improve the accuracy of the solution, it needs to increase the term 
number n of the partial sum 1
,
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Φ =∑ in each interval [tp-1, tp) (p=1, 2, …, m). Of course, it will also 
increase much computation. 
2.2. Our Modified Algorithm 
We want to find an algorithm that can not only improve the accuracy of the solution but also needn't 
so much computation.  Based on Olek's algorithm, we will increase the term number n of the partial sum 
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Φ =∑ selectively in each interval [tp-1, tp) (p=1,2, …, m). Let ε be a given accurate degree (for 
example ε =10-4) and n0 be the initial term number of each interval's partial sum pΦ  . Since the infinite 
sum solution 
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0
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=∑ if the last term of pΦ  satisfies 
| up, n-1(tp) | < ε.                                                  (10) 
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If (10) is not satisfied, increase the term number n until (10) is satisfied. 
Algorithm II:  Our modified algorithm 
Step 1. n=n0. Here n0 is the initial term number of the partial sum solution. 
Step 2.  Divide the interval [t0, T] into several small intervals [t0, t1), [t1, t2),…,  [tm-1, tm]; Here tm=T. 
Step 3.  Let p=1. Obtain n-term partial sum solution 1
1 1,
0
n
i
i
u
−
=
Φ =∑  in interval [t0, t1). 
Step 4.  Let p=p+1. 
Step 5.  Obtain n-term partial sum solution 1
,
0
n
p p i
i
u
−
=
Φ =∑  in interval [tp-1, tp) with initial condition 1 1( )p pt− −Φ . 
Step 6. While p≤ m-1 do 
If  | up, n-1(tp) | > ε  ( ε is a given accurate degree)  then 
Let n=n+1; Go to Step 5. 
Else 
Let n=n0; Go to Step 4. 
End if 
Step 7. Obtain piecewise solution ( )p tΦ  in [tp-1, tp) ( p=1,2, …, m ).
3.  Illustrative Examples 
The solutions of some typical Lotka-Volterra systems obtained by Olek's algorithm and our modified 
algorithm will be compared with qualitative theoretical results of these systems as follows. 
Example 1. A classic Lotka-Volterra prey-predator system with periodic solution is shown as follows. 
1 1 2 2 2 1(1 ),     ( 1 ).x x x x x x= − = − +& &  
With initial condition x1(0) =0.5, x2(0) =0.5, letting n0=5, ε =10-4, the length of each interval be S=0. 01, 
we can obtain piecewise solutions solved by Olek's algorithm and our modified algorithm. We also give 
out the figures of these two solutions respectively (Fig.1 & Fig.2). 
 
Fig. 1. Olek's algorithm: x1(0) =0.5, x2(0) =0.5, n0=5, S=0.01, ε =10-4, T=60. 
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  Fig. 2. Our modified algorithm: x1(0) =0.5, x2(0) =0.5, n0=5, S=0.01, ε =10-4, T=90. 
Due to the qualitative analysis result of this system, x1 and x2 should show periodic dynamic behavior. 
The result obtained by Olek's algorithm doesn't appropriate the theoretical result well about T>40 (Fig.1). 
x1 and x2 solved by our modified algorithm still show period behavior while T≤ 90 (Fig.2). That is to say, 
the result obtained by our modified algorithm appropriates the theoretical result better than the one by 
Olek's algorithm. 
For three-dimensional Lotka-Volterra competitive systems, we consider a classic example of May-
Leonard form as follows. 
1 1 1 1 2 1 3
2 2 2 1 2 2 3
3 3 3 1 3 2 3
(1 ),
(1 ),
(1 ),
x x x a x b x
x x b x x a x
x x a x b x x
= − − −
= − − −
= − − −
&
&
&
                   (11) 
where ai and bi (i=1, 2, 3) are constants. 
It's known that the dynamical behavior of system (11) depends on the sign of Δi = ai +bi -2 (i=1, 2, 3). 
Theorem 1. [12] All the solutions of system (11) are bounded if and only if ai +bi > -1 (i=1,2,3). 
Furthermore, (11) has a unique positive equilibrium x* and satisfies that 
1) if Δi <0 (i=1,2,3), then x* is globally stable; 
2) if Δi =0 (i=1,2,3), then the Ω-limit set takes the form  
Ω(x)= {x∈R+3 | x1+ x2+ x3=1, x1 x2 x3=c, c>0}; 
 3) if Δi >0 (i=1,2,3), then any trajectory which is not on the invariant diagonal  
x1= x2 =x3 tends to a hetero-clinic cycle on ∂ R+3, the boundary of R+3. 
Example 2. A three-dimensional Lotka-Volterra competitive system with Δi =0  (i=1, 2, 3) is shown as 
follows. 
1 1 1 2 3
2 2 1 2 3
3 3 1 2 3
(1 1.1 0.9 ),
(1 0.9 1.1 ),
(1 1.1 0.9 ).
x x x x x
x x x x x
x x x x x
= − − −
= − − −
= − − −
&
&
&
                  (12) 
With initial condition x1(0) =0.2, x2(0) =0.3, x3(0) =0.5, letting n0=3, ε =10-4，the length of each interval 
be S=0.05, we can obtain the piecewise solutions solved by Olek's algorithm and our modified algorithm. 
We also give out the figures of these two solutions respectively (Fig.3 & Fig.4). 
 
Fig. 3. Olek's algorithm: x1(0) =0.2, x2(0) =0.3, x3(0) =0.5, n0=3, S=0.05, ε =10-4, T=400 
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Fig. 4. Our modified algorithm: x1(0) =0.2, x2(0) =0.3, x3(0) =0.5, n0=3, S=0.05, ε =10-4, T=800 
4. Conclusion 
In this paper, we provide a modified algorithm that is based on Olek's interval-sequence algorithm to 
obtain solutions for Lotka-Volterra systems. By comparing these two algorithms with qualitative 
theoretical results of some typical Lotka-Volterra systems we find the modified algorithm can obtain 
more accurate and efficient solutions. 
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