






















Allan Grønlund∗ Mikael Høgsgaard† Lior Kamma‡ Kasper Green Larsen§
Abstract
Explaining the surprising generalization performance of deep neural networks is an active and impor-
tant line of research in theoretical machine learning. Influential work by Arora et al. (ICML’18) showed
that, noise stability properties of deep nets occurring in practice can be used to provably compress model
representations. They then argued that the small representations of compressed networks imply good
generalization performance albeit only of the compressed nets. Extending their compression framework
to yield generalization bounds for the original uncompressed networks remains elusive.
Our main contribution is the establishment of a compression-based framework for proving general-
ization bounds. The framework is simple and powerful enough to extend the generalization bounds by
Arora et al. to also hold for the original network. To demonstrate the flexibility of the framework, we
also show that it allows us to give simple proofs of the strongest known generalization bounds for other
popular machine learning models, namely Support Vector Machines and Boosting.
1 Introduction
Deep neural nets are often over-parameterized, meaning that they have more trainable parameters than
the number of training samples available, and yet even relatively small networks are able to perfectly fit or
memorize the training data. This means that classic learning theory techniques for establishing generaliza-
tion, such as VC-bounds of the full hypothesis sets, are incapable of explaining why deep nets generalize so
well in practice. This is typical in machine learning, as even for linear classifiers, more refined analyses, for
instance based on margins [BGV92, BST99], provide more insight into the generalization performance than
just counting parameters. Furthermore, standard regularization techniques for deep neural networks are also
incapable of explaining the observed generalization, as deep neural networks without explicit regularization
also generalize well [ZBH+21, JNM+20]. Explaining the seemingly surprising strong generalization perfor-
mance of deep neural networks is therefore important for understanding the current limitations and finding
new ways of improving the capabilities of learning systems. Understanding generalization in deep learning
is therefore a very relevant and active research domain.
Inspired by the shortcomings of classical bounds, recent research has focused on identifying key properties
that materialize when training deep neural networks that generalize well in practice. One then attempts to
leverage these findings to give explanations for why over-parameterized neural networks can in fact generalize.
Examples include analyzing interpolating classifiers [BMM18, BHMM19], determining the effect or implicit
bias or regularization introduced by the actual learning algorithm and the neural network architecture
[GLSS18, LMZ18, SHS18], properties of the learned network such as bounded norms of the parameter
matrices and normalized margins [BFT17, NBS18, LS20, GRS18], noise stability and smoothness between
layers [AGNZ18, WM19, NK19], and compressibility [AGNZ18, HJTW21, ZVA+19].
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Generalization via Compression. In their influential work Arora et al. [AGNZ18] suggested a frame-
work based on compression for establishing generalization. More concretely, they observed that deep nets
trained for, e.g. image classification, have a high degree of stability towards random noise injected in the lay-
ers of the network. They then observed that, neural nets with such noise stability can be greatly compressed
while approximately preserving their outputs on the training data. Using this observation, they suggested
establishing generalization via compression arguments. They show that given a neural net classifier f , if it is
possible to compress f into a network f̃ from a small finite class G of hypotheses, then f̃ generalizes well if f
has low training error. The intuition for why this is true is clear. (1) since G is small, with high probability
all hypotheses in G have an in-sample and out-of-sample error that are similar; and (2) since f ≈ f̃ and f
has small in-sample error, so has f̃ .
The advantages of the compression framework presented by Arora et al. over previous approaches
are evident. The framework is both simple and elegant and moreover the compression algorithm (and
output hypothesis set G) is allowed to be data-dependent. That is, the framework allows measuring various
parameters of the training set S on f , and give a compression algorithm whose compression factor (and thus
generalization bound) depends on these parameters. One simple example of such a data-dependent parameter
is Activation Contraction. For a training set S and a training sample x ∈ S, let xi be the vector of signals
in the i’th hidden layer of the network f before the nonlinear transformation (activation) and let φi be the
activation function at the i’th layer. The activation contraction is then defined as maxx∈S maxi ‖xi‖/‖φi(xi)‖.
The smaller the activation contraction of the neural net f is, the better compression (smaller G) it can
attain. Moreover, the smaller G is, the better generalization they can prove of f̃ . Allowing data-dependent
parameters is in sharp contrast to several other frameworks, such as Rademacher Complexity or covering
number arguments, where a hypothesis set has to be chosen before seeing any data. Such a hypothesis set
could e.g. be pruned to only consist of neural nets whose weight matrices have small norms (for any norms
one desires), but is not allowed to depend on the training set itself. Adressing this issue has also been the
focus of other works, see e.g. [WM19, NK19].
Unfortunately, the framework of Arora et al. also comes with a major drawback. It establishes general-
ization only of the compressed net f̃ and not the original network f , as pointed out on several occasions in
the literature, e.g. [NK19, WM20, WM19]. A similar drawback also applies to several generalization bounds
proved via the PAC-Bayes framework, which establishes generalization of a distribution over compressed
networks, rather than the original network itself, see e.g. [ZVA+19, DR17].
Our Contribution. Our main contribution is the establishment of a compression-based framework for
proving generalization bounds. The framework allows data-dependent parameters and proves generalization
of the original classifier. Moreover, it is simple and powerful enough to extend the generalization bounds by
Arora et al. to also hold for the original network f . To demonstrate the flexibility of the framework, we
also show that it allows us to give simple proofs of the strongest known generalization bounds for two other
popular machine learning models, namely Support Vector Machines [CV95, GKL20] and Boosting [FS97,
GZ13, GKGL20]. In addition to broadening our understanding of why deep nets generalize, one indirect
benefit of generalization bounds, is they may inspire new algorithms. With our framework in mind, we
now have theoretic justification for identifying data-dependent parameters of a classifier, that allows for
compression. One can then attempt to minimize such parameters during training, as this leads to better
generalization guarantees. We thus believe our work will eventually help inspire better training algorithms.
2 Compression Framework
In the following, we formally introduce our compression framework and the generalization bounds we obtain
from it. For a gentle introduction, we start by presenting a simple version of the framework which does not
allow data-dependent parameters. This simplification is in many ways similar to covering number arguments
and is meant as a warm-up for the full framework.
2
Margins. The framework is intended for setups where it makes sense to define the margin of a classifier.
Formally, we consider classification problems with inputs from a domain X and k output classes. For binary
classification, classes are represented by {−1, 1} and we think of hypotheses as functions from X → [−1, 1].
For a hypothesis h : X → [−1, 1] and a sample (x, y) ∈ X × {−1, 1}, we use sign(h(x)) to predict the class
of x and we define the margin of h on (x, y) as:
margin(h, x, y) := yh(x) .
The margin is thus positive when h correctly predicts the class of x and we interpret large positive values as
representing more certainty in the prediction.
For multiclass classification, labels come from the set of integers [k] = {1, . . . , k} and we interpret hy-
potheses as functions from X → Rk and the prediction of a hypothesis h on x is argmaxj h(x)j . The margin
of a hypothesis h on (x, y), where y ∈ [k] = {1, . . . , k} is then:
margin(h, x, y) :=
h(x)y −maxj 6=y h(x)j
‖h(x)‖2
.
Notice that similarly to the binary classification case, the margin is positive if and only if the classification





2 by Cauchy-Schwartz). In other works where margins are not defined to be normalized, a
normalization term later appears in the generalization bound and makes the bounds comparable to ours. In
most of the paper, we write hypotheses as functions from X → Rk but the results hold for binary classification
as well by using the above definition of margins.
2.1 Simple Compression
We are ready to present the first simple version of the compression framework. To prove a generalization
bound using the framework, one needs to design a compression algorithm that provably compresses a classifier
up to a user-specified error ε in the output of the classifier. We allow such compression algorithms to be
randomized and define a compression algorithm/scheme as follows:
Compression Scheme. We model randomness in compression algorithms by allowing a deterministic
algorithm access to a random element R drawn according to some arbitrary distribution DR on a universe
R. We only require that R is independent of any samples. The compression algorithm is also allowed to
choose which hypothesis set to compress into as a function of R. We formalize this further in the following.
Definition 1. Let R ∈ R be drawn according to DR. Let H ⊆ X → Rk be a hypothesis set and let m be a
number of samples to be drawn from X × [k]. Assume that for any precision 1/m ≤ ε ≤ 1/4 and any R ∈ R,
there is a hypothesis set Hε,m,R ⊆ X → Rk and a deterministic compression algorithm Aε,m,R : H → Hε,m,R
such that:
• For any (x, y) ∈ X × [k] and any h ∈ H:
Pr
R∼DR
[‖Aε,m,R(h)(x) − h(x)‖2 > ε‖h(x)‖2] ≤ 1/m .
Then we say that the family of algorithms {Aε,m,R} is a compression scheme.
Notice that the notation Aε,m,R refers to the fact that there may be a distinct compression algorithm for
every choice of parameters ε,m and R.
Remark: For binary classification, the guarantee ‖Aε,m,R(h)(x) − h(x)‖2 > ε‖h(x)‖2 is replaced by
|Aε,m,R(h)(x)− h(x)| > ε due to the different definition of the margin.
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Application: Boosting. Let us give a concrete example of a compression scheme. Boosting algorithms,
such as AdaBoost [FS97], take a base hypothesis set H (set of weak learners) and produce a voting classifier,
that is a classifier f which is a linear combination f(x) =
∑
h∈H αhh(x), with αh ≥ 0 and
∑
h∈H αj = 1.
For binary classification, the hypotheses in H are functions from X → [−1, 1] and thus so is f . Recall that
the margin in binary classification is yf(x) ∈ [−1, 1]. For this example, we focus on the case of a finite
hypothesis set H.
So let a precision 1/m ≤ ε ≤ 1/4 be given. Let DR give a set of t = 2ε−2 ln(2m) uniform random reals
in the interval [0, 1] and let R = (r1, . . . , rt) ∼ DR. We compress a voting classifier f =
∑
h∈H αhh by
letting each ri sample a hypothesis h ∈ H with probability αh (ri gives a hypothesis h by assuming some
ordering on H = {h1, h2, . . . , } and picking the first hj such that
∑
ℓ<j αℓ ≤ ri <
∑
ℓ≤j αℓ). The compression
algorithm then outputs the classifier (1/t)
∑t
i=1 h
i where hi is the hypothesis picked by ri. We thus have a
compression scheme {Aε,m,R} where the hypothesis set Hε,m,R contains a voting classifier for every list of t
hypotheses h1, . . . , ht ∈ H, namely the classifier (1/t)∑ti=1 hi.
We now argue that the above scheme indeed satisfies the requirements for being a compression scheme.
Notice that if hi is the i’th hypothesis picked by the compression algorithm (based on ri), then h
i is
independent of hj for j 6= i and E[hi(x)] = f(x) and hi(x) ∈ [−1, 1]. The mean (1/t)∑ti=1 hi(x) is strongly















We have thus given a compression scheme with |Hε,m,R| = |H|t = |H|2ε
−2 ln(2m). In this simple example,
the hypothesis set Hε,m,R depends on ε and m, but not on R. Our framework does however allow for different
output sets depending on R and we will exploit this later on more sophisticated examples. Let us now see
how the above compression algorithm recovers the tightest known generalization bound for voting classifiers,
namely the k’th margin bound by Gao and Zhou [GZ13].
Generalization via Compression. We are ready to introduce our first theorem for proving generalization
bounds via compression:
Theorem 1. Let D be any distribution over X × [k] and H ⊆ X → Rk a hypothesis set. Let {Aε,m,R} be
a compression scheme for H. Then for every δ > 0, it holds with probability at least 1 − δ over a set of m
samples S ∼ Dm that for every h ∈ H and every margin γ ≥ 1/m, that:
LD(h) ≤ LγS(h) +O
(√








In the theorem, the notation LD(h) is the out-of-sample error LD(h) = Pr(x,y)∼D[margin(h, x, y) ≤ 0]
(the margin is positive if and only if the hypothesis is correct on (x, y)). The notation LγS(h) gives the
in-sample margin-error, i.e. the fraction of points with margin less than γ in the samples S. Formally, this is
defined as LγS(h) = Pr(x,y)∼S[margin(h, x, y) ≤ γ] where (x, y) ∼ S denotes a uniform random sample from
S.
As we can see from the theorem, all we need is to design a compression scheme and bound maxR∈R |Hε,m,R|.
We did just that in the above boosting example where we showed that our compression scheme yielded
|Hε,m,R| = |H|2ε
−2 ln(2m). Plugging this into Theorem 1 immediately gives the following generalization
bound for boosted classifiers.
Corollary 2. Let D be any distribution over X × {−1, 1} and let H∗ ⊆ X → [−1, 1] be the set of all voting
classifiers over a finite hypothesis set H. Then for every δ > 0, it holds with probability at least 1− δ over a
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set of m samples S ∼ Dm that for every h ∈ H∗ and every margin γ ≥ 1/m, that:
LD(h) ≤ LγS(h) +O
(√








This bound precisely matches the k’th margin bound by Gao and Zhou [GZ13]. Moreover, after having
established Theorem 1, the full proof of the bound was only a few lines as seen above. We next briefly
sketch how the tighest known generalization bounds for Support Vector Machines can also be proved using
the above compression framework.
Application: Support Vector Machines (SVM). For binary classification, the set of hypotheses for
SVMs on d-dimensional data is typically defined as the set H of all unit vectors w ∈ Rd. For a data point
x ∈ Rd, predictions are made by computing sign(〈w, x〉) and the margin is defined as margin(w, x, y) =
y〈w, x〉 (we ignore the bias parameter in this exposition). Since the margin depends on the scaling of x,
margin-based generalization bounds for SVMs include a parameter R such that ‖x‖2 ≤ R for all samples.
In [GKL20] the authors show essentially optimal generalization bounds for SVMs. Their proof is at
its core a compression argument and actually leads to a compression scheme in the sense of our definition
above. The basic approach in that work is the following: given a data radius R and a precision ε > 0,
let t = O(R2ε−2 lgm) and draw a random t × d matrix A with each entry i.i.d. N (0, 1/t) distributed (a
Johnson-Lindenstrauss transform [DG03]). Also, draw a random function f : Rt → Rt that for any x ∈ Rt
rounds each coordinate xi to a multiple of 1/
√
t (either up or down). The rounding is done such that the
expectation of the coordinate remains the original value. Any hypothesis w ∈ Rd is then compressed to the
vector f(Aw) ∈ Hε,m,(A,f), where Hε,m,(A,f) is the set of all vectors v over Rt such that ‖v‖2 ≤
√
6 and
all coordinates vi are integer multiples of 1/
√
t (if it happens that ‖f(Aw)‖2 >
√
6, then the hypothesis
can be compressed arbitrarily as this happens with probability much less than 1/m). For a hypothesis
w̃ ∈ Hε,m,(A,f), predictions on x ∈ Rd are made by computing sign(〈w̃, Ax〉).
That Pr[|〈f(Aw), Ax〉−〈w, x〉| > ε] < 1/m follows by the standard analysis of the Johnson-Lindenstrauss
transform, plus a Hoeffding bound applied to the rounding f . Their construction thus forms a compression
scheme, where the randomness is the matrix A and the randomized rounding f . The size of Hε,m,(A,f) is
easily seen to be 2O(t) (final part of proof of claim 7 in [GKL20]) and thus by Theorem 1, we get:











This recovers the generalization bound in [GKL20].
Relation to Covering Numbers. We note that similar bounds for Support Vector Machines and Boosted
Classifiers can also be shown based on covering numbers e.g. [CMS20]. Covering numbers are also often
combined with the Dudley entropy integral and Rademacher complexity to obtain generalization bounds,
see e.g. [BFT17] for an example of this approach. We are thus not claiming that the simple framework in
it self is more powerful than previous approaches. It is mainly intended as a gentle introduction to our full
framework and as a demonstration of how simple it is to obtain generalization bounds from the framework.
Now that we have seen a simple version and two applications of the framework, we proceed to introduce
data-dependent parameters and give the full framework.
2.2 Data-Dependent Compression
First we introduce data-dependent parameters. Let H ⊆ X → Rk be a hypothesis set. We define a data-
dependent parameter as a function f : H×X × [k] → R.
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As an example of a data-dependent parameter, recall the Activation Contraction defined in Section 1 as
maxx∈S maxi ‖xi‖2/‖φi(xi)‖2, where S is a set of m samples. To define a data-dependent version of this
parameter, we define the Pointwise Activation Contraction as maxi ‖xi‖2/‖φ(xi)‖2 (this is a function of x
and the hypothesis h, as xi is the signal in the i’th layer of the neural net h on input x). The Activation
Contraction of Arora et al. [AGNZ18] is thus the maximum over all x ∈ S, of the Pointwise Activation
Contraction for x.
Data-Dependent Compression Scheme. As in the simple framework, we give a compression algorithm
access to randomness via a random element R ∈ R drawn from any distribution DR (that is independent of
the samples like above).
Definition 2. Let R ∈ R be drawn according to DR. Let H ⊆ X → Rk be a hypothesis set and let m be a
number of samples to be drawn from X × [k]. Let Q = {f1, . . . , fn} be a set of n data-dependent parameters.
Assume that for any precision 1/m ≤ ε ≤ 1/4 and any set of values V = (v1, . . . , vn) and any R ∈ R, there
is a hypothesis set Hε,m,V,R ⊆ X → Rk and a deterministic compression algorithm Aε,m,V,R : H → Hε,m,V,R
such that:
• For any (x, y) ∈ X × [k] and any h ∈ H, if f i(h, x, y) ≤ vi for all i, then
Pr
R∼DR
[‖Aε,m,V,R(h)(x) − h(x)‖2 > ε‖h(x)‖2] ≤ 1/m.
Then we say that the family of algorithms {Aε,m,V,R} is a data-dependent compression scheme.
Notice that the notation Aε,m,V,R refers to the fact that there may be a distinct compression algorithm
for every choice of parameters ε,m, V and R.
Remark: Once again for binary classification the guarantee is replaced by |Aε,m,R(h)(x) − h(x)| > ε.
Comparing this to the simple framework earlier, we have added data-dependent parameters. A compres-
sion algorithm is allowed to compress into different hypothesis sets Hε,m,V,R based on a set of values V of
these data-dependent parameters. To give a compression scheme, all one needs to show is that it is possible
compress such that the output on any (x, y) with f i(h, x, y) ≤ vi for all i, is preserved to within ε. That
is, we don’t have to worry about samples with larger values of the data-dependent parameters, and we may
choose smaller hypothesis sets Hε,m,V,R if we are given small values of the parameters vi.
New Application: Deep Nets. As we shall see in Section 3, the compression arguments given by Arora
et al. [AGNZ18] fit into our framework almost as is. In their work, they define numerous parameters related
to noise resilience. As with the Activation Contraction mentioned above, these parameters are all defined as
the maximum over the sample set S. As we did for Activation Contraction, we will define Pointwise versions
of all these parameters. To not divert too much from presenting our framework, we here state their results
in terms of a compression scheme, without actually introducing all the data-dependent parameters. We will
return to give the full details in Section 3:
Lemma 3. Let D be some distribution over Rℓ × [k], and let H ⊆ Rℓ → Rk be a set of d layered fully
connected neural networks with ReLU activation functions and at most h neurons in each hidden layer. Then
H admits a data-dependent compression scheme with n = 2d+ 1 data-dependent parameters. Moreover, for













Parameter Rounding. Handling the data-dependent parameters gets a bit more involved than in the
simple framework due to the possibly infinite number of values they can take. To obtain generalization
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bounds, one therefore also need to argue that the data-dependent parameters can be rounded without
changing |Hε,m,V,R| too much. We formalize this in the following.
The goal of parameter rounding is to reduce the infinite number of possible parameter values V and ε to
a reasonably small finite number of values. For this, let {Aε,m,V,R} be a data-dependent compression scheme
for data-dependent parameters Q as above.
Definition 3. A set W of tuples from Rn is a net for {Aε,m,V,R} if for every precision 1/m ≤ ε ≤ 1/4
and V = (v1, . . . , vn) with vi in the image of f i for which maxR∈R |Hε,m,V,R| ≤ 2m, there exists W =
(w1, . . . , wn) ∈ W and a constant C > 0 such that for all i ∈ [n], wi ≥ vi and in addition for all R ∈ R,
lg(|H⌊ε·m⌋/m,m,W,R|) ≤ C lg(|Hε,m,V,R|) .
A net thus allows rounding the parameters up, such that the cardinality of the output hypothesis set
increases by at most a polynomial factor. Moreover, the net is only required to support rounding when
the unrounded hypothesis sets have cardinality less than 2m. For the scheme {Aε,m,V,R} from Lemma 3, it
holds that all the data-dependent parameters are at least 1. Moreover, if any of the parameters are greater
than m, we have |Hε,m,V,R| > 2m, thus we only need to create a net for when the parameters take values
between 1 and m. If each parameter is rounded up to the nearest integer, no parameter changes by more




d+i thus changes by a factor at most 4
3 and since 1/m ≤ ε, the term
ε−2 changes by a factor at most 4 when rounding ε to ⌊εm⌋/m. The whole expression thus increases by at
most a factor C = 44. We can thus create a net W with an n-tuple W for every sequence of n integers in
{1, . . . ,m}. That is, we have |W| = m2d+1.
Generalization via Compression. We are ready to introduce our general theorem for proving general-
ization bounds via compression:
Theorem 4. Let D be any distribution over X × [k], H ⊆ X → Rk a hypothesis set and Q = {f1, . . . , fn} a
set of n data-dependent parameters. Assume there is a data-dependent compression scheme {Aε,m,V,R} with
net W for H and Q. Then for every δ > 0, it holds with probability at least 1 − δ over a set of m samples
S ∼ Dm that for every h ∈ H and every margin γ ≥ 1/m, that:
LD(h) ≤ LγS(h) +O
(√




maxR∈R lg(|Hγ/8,m,V (h,S),R| · |W| ·m/δ)
m
and V (h, S) = (max(x,y)∈S f
1(h, x, y), . . . ,max(x,y)∈S f
n(h, x, y)).
New Application: Deep Nets. Examining the theorem, we notice that for any given hypothesis h, the
generalization bound we get depends on V (h, S), where V (h, S) takes the maximum of f i(h, x, y) over the
sample set. Returning to the example with Activation Contraction and Pointwise Activation Contraction, we
see that this fit perfectly together. That is, if we can give an algorithm that compresses a lot but preserves
the output on a point x with small Pointwise Activation Contraction, then if Activation Contraction is small
for a set of samples S, then we get great generalization performance. Thus defining the Pointwise versions
of the parameters used by Arora et al. and invoking Theorem 4 together with Lemma 3 recovers their
generalization bound, however this time for the original network and not the compressed network. In fact,
our bounds are even stronger. In their work, they get a generalization bound of LγS(h) +
√
∆. For deep
neural nets, the in-sample error or fraction of points with small margin is often close to 0. In that case
(LγS(h) = 0), our bound is ∆ and theirs is
√
∆. For values less than 1,
√· is an increasing function, thus our
generalization bound is asymptotically better in addition to applying to the original network. While we will
not give the details here, we can also take Arora et al. ’s compression results for convolutional neural nets
and obtain similar generalization bounds for the original network rather than the compressed network. In
the next section, we proceed to formally introduce all the data-dependent parameters used by Arora et al.
and state the full generalization theorem we obtain for deep neural nets.
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Handling Outliers. Theorem 4 can be slightly strengthened to also handle a few outliers in terms of the
data-dependent parameters. In Section 4 we prove a stronger version of the theorem (see Theorem 8) in
which one can ignore the λi-fraction samples with largest value of f i for each i (instead of taking the max).
This costs an additive O(
∑
i λ
i) in the generalization bound.
3 Generalizing Deep Networks
In this section we show that fully connected neural networks used for classification admit a data-dependent
compression scheme, that is we prove Lemma 3. An immediate corollary that follows from Theorem 4 and
Lemma 3shows that the guarantee of a compression scheme yields a generalization bound on fully connected
neural networks. In order to give a detailed statement for the compression scheme and generalization bound
we first need to introduce some notation.
For self containment we revisit some of the notations given by Arora et al. [AGNZ18]. In all that follows,
let hA denote a fully connected neural network defined by a sequence A = {A1, . . . , Ad} of weight matrices
with ReLU activation functions, denoted by φ. For every i ∈ [d] denote by hi the size of the ith hidden
layer, and let h = maxi∈[d] hi. Denote by x
0 ∈ Rh0 an input to the network, and for every i ∈ [d] let
xi := Ai(φ(xi−1)). Additionally for every 0 ≤ i ≤ j ≤ d we define the interlayer function M ij recursively
as follows. For every v ∈ Rhi , M ij(v) = v if j = i and M ij(v) = M i+1,j(Ai+1(φ(v))) if i < j. We further
denote for every v ∈ Rhi by J ijv the Jacobian of M ij taken at point v. We are now ready to present the
compression scheme.
Input: Takes input: A neural net hA ∈ H, an integer m, a precision parameter 1/m ≤ ε < 1 and a set of
n = 2d+ 1 values v1, . . . , vd, u1, . . . , ud, α and a random element R.
Output: A d-layered neural net hÃ.
1: for all i ∈ [d] do
2: let εi =
ε
6dviuiα






3: sample independently (according to R) Ai1, . . . , A
i
ki ∈ Rhi×hi−1 with uniform entries in {−1, 1}.
4: let νi =
2‖Ai‖F
h .
5: for every ℓ ∈ [ki], round 〈Aiℓ, Ai〉 to a grid of gridsize νi randomly, and independently (according to
R), such that it has mean 〈Aiℓ, Ai〉. Denote the rounded parameter 〈Aiℓ, Ai〉r
6: return Ã = {Ã1, . . . , Ãd}, where Ãi :=∑ℓ∈[ki] 〈Aiℓ, Ai〉rAiℓ for all i ∈ [d].
Algorithm 1: Compressing hA
We draw the reader’s attention to the fact that the algorithm is a compression scheme, where the random
sampling of matrices and rounding is done according to the element R similarly to the aforementioned
example on SVMs. In order to express our generalization bounds, we need to define the data-dependent
parameters.
Pointwise Layer Cushion (fi). For every i ∈ [d] define fi : H× Rh





∀hA ∈ H, x0 ∈ Rh
0
, y ∈ [k] .
Pointwise Minimal Interlayer Cushion (fi→). For every i ∈ [d] define fi→ : H× Rh
0 × Rk → R by
fi→(hA, x








∀hA ∈ H, x0 ∈ Rh
0
, y ∈ [k] .
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Pointwise Activation Contraction (κ). Define κ : H× Rh0 × Rk → R by
κ(hA, x




∀hA ∈ H, x0 ∈ Rh
0
, y ∈ [k] .
For every S ∈ supp(Dm) we define the following quantities. For every i ∈ [d] let µi = max(x,y)∈S fi(hA, x, y),
µi→ = max(x,y)∈S fi→(hA, x, y), and in addition and c = max(x,y)∈S κ(hA, x, y). We note that while we no-
tate these quantities in a similar fashion to those used by Arora et al. , our definitions for µi and µi→
define the reciprocal quantities to the analogous notations (see the definition of Layer Cushion and Minimal
Interlayer Cushion in their work [AGNZ18]), as we maximize over the data-dependent parameters.
Finally, we define the interlayer smoothness as follows. For a point x ∈ Rh0 and i ∈ [d], let x̃i :=
Ãi(φ(x̃i−1)), where x̃0 = x0 = x. That is, x̃i is defined in an analogous manner to xi, albeit in hÃ instead
of hA. Define σ : H × Rh
0 × Rk → R as follows. For every hA ∈ H, x0 ∈ Rh
0
and y ∈ [k], σ(hA, x0, y) is
the smallest number s satisfying that with probability at least 1 − 12m over the random choices performed















The main result can then be phrased as follows.
Theorem 5. Let D be some distribution over Rh0 × [k], and let H ⊆ Rh0 → Rk be a set of d layered fully
connected neural network with ReLU activation functions and at most h neurons in each hidden layer. Then
for every δ > 0 it holds that with probability at least 1− δ over the choice of an m point sample set S ∼ Dm
that for every hA ∈ H and every margin γ > 0 if σ(x, y, hA) ≤ (3d)−1 for all (x, y) ∈ S we have that





















Note that as we encorporate normalized margins, we do not get the term maxx∈S ‖hA(x)‖22 that appears
in the generalization bound for the compressed network given by Arora et al. We can always use that the
normalized margin on a sample satisfies γ ≥ γ̂/maxx∈S ‖hA(x)‖2 to recover their bound, where γ̂ is the
unnormalized margin. We also remark that invoking Theorem 4 gives a bound for margins of at least 1/m.
However, the bound in Theorem 5 is trivially true for 0 < γ < 1/m. Thus the bound holds for all γ > 0.
Finally, we also note that the condition σ(x, y, hA) ≤ (3d)−1 for all (x, y) ∈ S is equivalent to the requirement
ρδ ≥ 3d with δ = 1/(2m) in the work of Arora et al.
For the rest of the section we therefore prove Lemma 3. Let H be a set of d-layered fully connected neural
networks with ReLu activation functions and at most h entries in each hidden layer. Let m be an integer,
and let 1/m ≤ ε < 1. Consider a sequence (v1, . . . , vd, u1, . . . , ud, α) of n = 2d+ 1 values given as input to
Algorithm 1.
Let us first bound the size of Hε,m,V,R. For every i ∈ [d] the algorithm samples ki matrices in
{−1, 1}hi×hi−1 according to the random string R. Therefore the size of Hε,m,V,R is upper bounded by






for i ∈ [d] and ℓ ∈ ki. Note that for every i ∈ [d]
and ℓ ∈ ki we have
0 ≤
∣∣〈Aiℓ, Ai
〉∣∣ ≤ ‖Aiℓ‖F ‖Ai‖F =
√
hi−1hi‖Ai‖F ≤ h‖Ai‖F .
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To prove that Algorithm 1 is indeed a compression scheme, let (x, y) ∈ Rh0×[k], let hA ∈ H be a d-layered
fully connected neural network with ReLU activation functions and at most h entries in each hidden layer.
Assume that
∀i ∈ [d]. fi(hA, x, y) ≤ vi and fi→(hA, x, y) ≤ ui
κ(hA, x, y) ≤ α and σ(x) ≤ (3d)−1
(1)
We want to show that with probability at most 1/m over the choice of R it holds that ‖hA(x)− hÃ(x)‖2 >
ε‖hA(x)‖2. The following claim is proved in an analogous manner to [AGNZ18, Lemma 3].
Claim 6. Assume that for all 0 ≤ i ≤ j ≤ d the following hold.

















Then ‖hA(x)− hÃ(x)‖2 ≤ ε‖hA(x)‖2.
Proof. In the notations defined above the claim can be phrased as ‖xd − x̃d‖2 ≤ ε‖xd‖2. We will prove by
induction on 0 ≤ i ≤ d that for all 0 ≤ i ≤ j ≤ d, ‖xj − M ij(x̃i)‖2 ≤ εid ‖xj‖2. Setting i = d the result
follows. For i = 0 the statement is straightforward as M0,j(x̃0) = xj . Assume, therefore the statement is
true for some 0 ≤ i ≤ d, and let i+ 1 ≤ j ≤ d. Then
‖M i+1,j(x̃i+1)− xj‖2 ≤ ‖M i+1,j(x̃i+1)−M ij(x̃i)‖2 + ‖M ij(x̃i)− xj‖2 .
By the induction hypothesis, ‖M ij(x̃i)−xj‖2 ≤ εid ‖xj‖2. It therefore remains to show that ‖M i+1,j(x̃i+1)−
M ij(x̃i)‖2 ≤ εd‖xj‖2. Note that by the triangle inequality
‖M i+1,j(x̃i+1)−M ij(x̃i)‖2 ≤





From our first assumption, we get that
‖J i+1,jxi+1 (Ãi+1 −Ai+1)(φ(x̃i))‖2 ≤
ε
6dvi+1ui+1α
‖J i+1,jxi+1 ‖F‖Ai+1‖F ‖φ(x̃i)‖2 ,




















addition, by the induction hypothesis
‖φ(x̃i)‖2 ≤ ‖x̃i‖2 ≤ ‖x̃i − xi‖2 + ‖xi‖2 ≤
εi
d
‖xi‖2 + ‖xi‖2 ≤ 2‖xi‖2 .
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Therefore
‖J i+1,jxi+1 (Ãi+1 −Ai+1)(φ(x̃i))‖2 ≤
ε
3d




where the last equality follows from the fact that the activation function of hA is ReLU. Substituting this
in (2) we get




Next we have that
‖M i+1,j(x̃i+1)−M ij(x̃i)− J i+1,jxi+1 (Ãi+1 −Ai+1)(φ(x̃i))‖2 =
= ‖M i+1,j(Ãi+1(φ(x̃i)))−M i+1,j(Ai+1(φ(x̃i)))− J i+1,jxi+1 (Ãi+1 −Ai+1)(φ(x̃i))‖2









By the induction hypothesis ‖x̃i − xi‖2 ≤ εid ‖xi‖2 ≤ ε‖xi‖, and by our second assumption in the claim, we
get that










Plugging into (4) and then (3) we get that




Finally, by the induction hypothesis ‖Ai+1(φ(x̃i))−xi+1‖2 ≤ εid ‖xi‖2 ≤ ε‖xi‖, and by our second assumption
in the claim, we get that






Plugging in (5) we conclude that




and therefore ‖M i+1,j(x̃i+1)− xj‖2 ≤ ε(i+1)d ‖xj‖2, which completes the proof.
Therefore if ‖hA(x)− hÃ(x)‖2 > ε‖hA(x)‖2 we conclude that there exist 0 ≤ i ≤ j ≤ d such that at least
one of the assumptions in Claim 6 does not hold. Note that by the definition of σ, the probability that there
exist 0 ≤ i ≤ j ≤ d such that any of the last two assumptions in Claim 6 does not hold is at most 12m . In
order to show that the probability that ‖hA(x) − hÃ(x)‖2 > ε‖hA(x)‖2 is at most 1/m it remains to prove
the following.
Claim 7. For every 0 ≤ i ≤ j ≤ d, the probability that ‖J ijxi(Ãi−Ai)φ(x̃i−1)‖2 > ε6dviuiα‖J
ij
xi‖F‖Ai‖F ‖φ(x̃i−1)‖2
is at most 12md2 .

















the linear combination ofAi1, . . . , A
i
ki with unrounded coefficients. Denote λij :=
ε
6dviuiα
‖J ijxi‖F ‖Ai‖F ‖φ(x̃i−1)‖2,
11








































For every p ∈ [hi−1], let zp denote the pth row of J ijxi . Then
















































































h ≤ 2‖Ai‖F ‖zp‖2‖φ(x̃i−1)‖2. Applying
a Hoeffding bound we get that for every t > 0
Pr
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ε2 as defined in Algorithm 1.










































By standard Johnson-Lindenstrauss concentration bounds we get that for every t > 0
Pr
[


















and conclude in a similar manner that Pr

















We conclude that with probability at most 1/m over the random choices of Algorithm 1 it happens that
‖hA(x) − hÃ(x)‖2 > ε‖hA(x)‖2, and therefore Algorithm 1 is indeed a compression scheme for H.
4 Establishing the Framework
In this section, we prove Theorem 4. For maximum generality, we actually prove a stronger theorem from
which Theorem 4 follows as an immediate corollary. For notational convenience, consider a set of samples
S = {(xi, yi)}mi=1 and a data-dependent parameter f . We define fλ(h, S) as the (λm)’th largest value among
{f(h, xi, yi)}mi=1. With this notation, we prove the following:
Theorem 8. Let D be a distribution over X × [k], H ⊆ X → Rk a hypothesis set and Q = {f1, . . . , fn} a
set of n data-dependent parameters. Assume there is a compression scheme {Aε,m,V,R} with net W for H
and Q. Then for every δ > 0, it holds with probability at least 1 − δ over a set of m samples S ∼ Dm that
for every h ∈ H, every margin γ ≥ 1/m and every choice of λ1, . . . , λn ∈ {i/m}mi=1, we have:
















maxR∈R lg(|Hγ/8,m,V (h,S),R| · |W| ·m/δ)
m
and V (h, S) = (f1λ1(h, S), . . . , f
n
λn(h, S)).
To prove the theorem, we need a claim that compression in the sense of Definition 2 cannot change the
margin by much:
Claim 9. For any (x, y) ∈ X × [k], let h(x) ∈ Rk and h′(x) ∈ Rk with ‖h(x) − h′(x)‖2 ≤ ε‖h(x)‖2. Then
|margin(h, x, y)−margin(h′, x, y)| < 4ε.
As the proof is merely simple manipulations and Cauchy-Schwartz, we defer the proof to the end of the
section.
To prove Theorem 8, fix some δ > 0. Note that for every ε ∈ {i/(8m)}i∈[2m] and W ∈ W the compression
scheme {Aε,m,W,R} induces a family of hypothesis sets {Hε,m,W,R}R∈R. Define
δε,W :=
δ
8maxR∈R |Hε,m,W,R| · |W| ·m2
.
Moreover for every h ∈ ⋃R∈R Hε,m,W,R and S ∈ supp(Dm) we define













and consider the following definition.
Definition 4. A set S ∈ (X × [k])m is well-behaved if for all W ∈ W and all precisions ε ∈ {i/(8m)}i∈[2m],
the following two conditions hold.
1. Pr
R∼DR
[∃h ∈ Hε,m,W,R : Pr
(x,y)∼D
[margin(h, x, y) ≤ 4ε] > Pr
(x,y)∼S
[margin(h, x, y) ≤ 4ε] + Z] < 1m ; and
2. Pr(x,y)∼D[∃i : f i(h, x, y) > wi] ≤ 2Pr(x,y)∼S[∃i : f i(h, x, y) > wi] + 8 ln(2|W|/δ)m .
The theorem then directly follows from the two following lemmas.
Lemma 10. If S ∈ supp(Dm) is well behaved, then for every h ∈ H, every margin γ ≥ 1/m and every
choice of λ1, . . . , λn ∈ {i/m}mi=1, we have














Lemma 11. S ∼ Dm is well behaved with probability at least 1− δ.
We therefore turn to prove the two lemmas, and begin with Lemma 10. To this end fix some well behaved
set S ∈ supp(Dm), a hypothesis h ∈ H, a margin γ ≥ 1/m and a sequence λ1, . . . , λn ∈ {i/m}mi=1.
We split the proof in two parts. Assume first that maxR∈R |Hγ/8,m,V (h,S),R| > 2m. In this case, we have
∆ ≥ 1. Since LD(h) is always at most 1, the claim follows trivially. For the remainder of the proof, we thus
assume maxR∈R |Hγ/8,m,V (h,S),R| ≤ 2m. Next by the definition of a net, there exists W = (w1, . . . , wn) ∈
W such that wi ≥ f iλi(h, S) for all i ∈ [n], and in addition for all R ∈ R lg(|H⌊γ·m⌋/(8m),m,W,R|) ≤
C lg(|Hγ/8,m,V (S),R|). Let ε = ⌊γm⌋8m (note that any margin is at most
√
2, thus γ/8 ≤ 1/4 which is in the
range of precisions required by Definition 2). For every x ∈ X and y ∈ [k] let E = Ex,y denote the event that























[‖Aε,m,V,R(h)(x)− h(x)‖2 > ε‖h(x)‖2] ≤ 1/m ,
and moreover margin(h, x, y) ≤ 0. Using Claim 9 and plugging this into (7) (this step is trivial for binary





[margin(Aε,m,W,R(h), x, y) ≤ 4ε]
]






[E ] = Pr
(x,y)∼D
[





[margin(h, x, y) ≤ 0]− Pr
(x,y)∼D
[





















∃i. f i(h, x, y) > wi
])
.























































[margin(Aε,m,W,R(h), x, y) ≤ 4ε]
]
≤
≤ LγS(h) + Pr
(x,y)∼S
[
























Next let F = FR denote the event that there exists ĥ ∈ Hε,m,W,R such that
Pr
(x,y)∼D
[margin(ĥ, x, y) ≤ 4ε] > Pr
(x,y)∼S
[margin(ĥ, x, y) ≤ 4ε] + Zĥ,S,W ,
then since S is well behaved we get that PrR∼DR [F ] ≤ 1m , and since Pr(x,y)∼D[margin(Aε,m,W,R(h), x, y) ≤

































By the definition of F we get that conditioned on F we have
Pr
(x,y)∼D
[margin(Aε,m,W,R(h), x, y) ≤ 4ε] ≤ Pr
(x,y)∼S


















































Finally, for every x ∈ X , y ∈ [k], let G = Gx,y denote the event that margin(h, x, y) > 8ε and for all i ∈ [n],






















Conditioned on G we get that (x, y) satisfies the requirements for the compression scheme, and in addition
has margin of more than 8ε with respect to h. Therefore, by Claim 9 (again, this step is trivial for binary











[margin(h, x, y) ≤ 8ε] + Pr
(x,y)∼S
[
∃i. f i(h, x, y) > wi
]
= L8εS (h) + Pr
(x,y)∼S
[








[margin(Aε,m,W,R(h), x, y) ≤ 4ε]
]
≤ 1/m+ L8εS (h) + Pr
(x,y)∼S
[
∃i. f i(h, x, y) > wi
]
. (13)
Combining (9)-(13), and noting that 8ε ≤ γ the claim follows.
Plugging Claim 12 into (8) we get that
















By the definition of Z, the concavity of




























[margin(Aε,m,W,R(h), x, y) ≤ 4ε]/m
]










[margin(Aε,m,W,R(h), x, y) ≤ 4ε]/m
]
(15)





[margin(Aε,m,W,R(h), x, y) ≤ 4ε]/m
]
≤ 1/m+ LγS(h) + Pr
(x,y)∼S
[
∃i. f i(h, x, y) > wi
]
. (16)
Note that δε,W ≤ δ/|W| we conclude that



















































































Plugging this into (17) we get that
























which concludes the proof of Lemma 10.
We now turn to prove Lemma 11. Denote by S the set of well behaved sample sets. Denote by S1,S2 the
sets of sample sets satisfying the first and second requirements of Definition 4 respectively. Then S = S1∩S2
and therefore PrS∼Dm [S] ≥ 1− PrS∼Dm [ S1 ]− PrS∼Dm [ S2 ].
We start by showing that PrS∼Dm [ S2 ] ≤ δ/2. Fix someW ∈ W . Note first that if Pr(x,y)∼D
[




m , then for every S ∈ supp(Dm) we have Pr(x,y)∼D[∃i : f i(h, x, y) > wi] ≤ 2Pr(x,y)∼S[∃i :
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f i(h, x, y) > wi] + 8 ln(2|W|/δ)m . Assume therefore that Pr(x,y)∼D
[
∃i. f i(h, x, y) > wi
]









∃i. f i(h, x, y) > wi
]







[∃i : f i(h, x, y) > wi] > 2 Pr
(x,y)∼S













[∃i : f i(h, x, y) > wi]
]
≤ e−mPr(x,y)∼D [∃i. fi(h,x,y)>wi]/8 ≤ e− ln(2|W|/δ) = δ
2|W|
Applying a union bound over all W ∈ W we get that PrS∼Dm [ S2 ] ≤ δ/2.
We turn to show that PrS∼Dm [ S1 ] ≤ δ/2. Next, fix some W ∈ W and ε ∈ {i/(8m)}i∈[2m].
Claim 13. For every R ∈ R, the probability over S ∼ Dm that there exists some h ∈ Hε,m,W,R such that
Pr(x,y)∼D[margin(h, x, y) ≤ 4ε] > Pr(x,y)∼S[margin(h, x, y) ≤ 4ε] + Zh,S,W is at most δ2|W|m2 .
Proof. Let R ∈ R, and fix some h ∈ Hε,m,W,R. Note first that if Pr(x,y)∼D[margin(h, x, y) ≤ 4ε] ≤
8 ln(1/(2δε,W ))
m then the probability over S ∼ Dm that Pr(x,y)∼D[margin(h, x, y) ≤ 4ε] > Pr(x,y)∼S[margin(h, x, y) ≤




mPr(x,y)∼D[margin(h, x, y) ≤ 4ε]
.











[margin(h, x, y) ≤ 4ε] < (1− η) Pr
(x,y)∼S
[margin(h, x, y) ≤ 4ε]
]
≤







[margin(h, x, y) ≤ 4ε] > 2 Pr
(x,y)∼S
[margin(h, x, y) ≤ 4ε]
]
≤
≤ e−mPr(x,y)∼S [margin(h,x,y)≤4ε]/3 ≤ e− ln(1/(2δε,W ) = 2δε,W .
(19)
Therefore with probability at least 1− 4δε,W over the choice of S ∼ Dm we have that
(1− η) Pr
(x,y)∼D
[margin(h, x, y) ≤ 4ε] ≤ Pr
(x,y)∼S
[margin(h, x, y) ≤ 4ε] ≤ 2 Pr
(x,y)∼D
[margin(h, x, y) ≤ 4ε] . (20)
Assuming S satisfies (20) we have that since 0 ≤ η ≤ 1/2
Pr
(x,y)∼D
[margin(h, x, y) ≤ 4ε] ≤ (1− η)−1 Pr
(x,y)∼S
[margin(h, x, y) ≤ 4ε]
≤ (1 + 2η) Pr
(x,y)∼S
[margin(h, x, y) ≤ 4ε]
= Pr
(x,y)∼S
[margin(h, x, y) ≤ 4ε] + 2η Pr
(x,y)∼S










mPr(x,y)∼S[margin(h, x, y) ≤ 4ε]
(22)
18
Plugging (22) into (21) and summing up we get that for every h ∈ h ∈ Hε,m,W,R, with probability at least
1− 4δε,W we get that
Pr
(x,y)∼D
[margin(h, x, y) ≤ 4ε] ≤ Pr
(x,y)∼S
[margin(h, x, y) ≤ 4ε] + 4
√




[margin(h, x, y) ≤ 4ε] + Zh,S,W .
(23)
Union bounding over Hε,m,W,R we get that with probability at most 4δε,W |Hε,m,W,R| ≤ δ2|W|m2 over the
choice of S ∼ Dm there exists h ∈ Hε,m,W,R such that Pr(x,y)∼D[margin(h, x, y) ≤ 4ε] > Pr(x,y)∼S[margin(h, x, y) ≤
4ε] + Zh,S,W .
To finish the proof of Lemma 11 let IS,R be an indicator random variable for the event that there exists
h ∈ Hε,m,W,R such that Pr(x,y)∼D[margin(h, x, y) ≤ 4ε] > Pr(x,y)∼S[margin(h, x, y) ≤ 4ε] + Zh,S,W . By
Claim 13 we have that ER∼DR [ES∼Dm [IS,R]] ≤ δ2|W|m2 . Applying Fubini’s Theorem ES∼Dm [ER∼DR [IS,R]] ≤
δ








≤ mES∼Dm [ER∼DR [IS,R]] ≤
δ
2|W|m .




∃h ∈ Hε,m,W,R. Pr
(x,y)∼D
[margin(h, x, y) ≤ 4ε] > Pr
(x,y)∼S





Union bounding over W and over all possible values of ε we get that PrS∼Dm [S1] ≤ 2δ. This finishes the
proof of Lemma 11, and thus of Theorem 8.
We finally give the missing proof of Claim 9:
Proof of Claim 9. Since ‖h(x) − h′(x)‖2 ≤ ε‖h(x)‖2, we have (1 − ε)‖h(x)‖2 ≤ ‖h′(x)‖2 ≤ (1 + ε)‖h(x)‖2.
Thus
margin(h′, x, y) =










′(x)y − h(x)y) + (maxj 6=y h(x)j −maxj′ 6=y h′(x)j′ )−maxj 6=y h(x)j
‖h(x)‖2




|h′(x)y − h(x)y|+ |maxj 6=y h(x)j −maxj′ 6=y h′(x)j′ |
‖h(x)‖2




|h′(x)y − h(x)y|+maxj 6=y |h(x)j − h′(x)j |
‖h(x)‖2








where the last inequality follows from Cauchy-Schwartz. Now since ε ≤ 1/4, we have 1/(1−ε) = 1+ε/(1−ε)≤
1 + (4/3)ε. Using that margin(h, x, y) ≤
√
2, the above is thus no more than
(1 + +(4/3)ε)margin(h, x, y) + (1 + (4/3)ε)
√





= margin(h, x, y) + (8/3)
√
2ε
< margin(h, x, y) + 4ε.
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We will next lower bound margin(h′, x, y). Similarly to above, we see that
margin(h′, x, y) =










· h(x)y + (h
′(x)y − h(x)y) + (maxj 6=y h(x)j −maxj′ 6=y h′(x)j′ )−maxj 6=y h(x)j
‖h(x)‖2





′(x)y − h(x)y|+ |maxj 6=y h(x)j −maxj′ 6=y h′(x)j′ |
‖h(x)‖2





′(x)y − h(x)y|+maxj 6=y |h(x)j − h′(x)j |
‖h(x)‖2









Since 1/(1 + ε) ≥ 1− ε and margin(h, x, y) ≤
√
2, this is at least
margin(h, x, y)− εmargin(h, x, y)−
√
2ε ≥ margin(h, x, y)− 2
√
2ε > margin(h, x, y)− 4ε.
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