Introduction
Let M be a closed (i.e., compact and without boundary) 2-dimensional spin manifold with a fixed spin structure and let N be a closed manifold. We study the existence and genericness 1 
Motivation
Our motivation to study this problem is twofold.
On the one hand, there are many results in the literature concerning the genericness of minimal kernels under the presence of an index. In [2] it is shown that for generic metrics, the dimension of the kernel of the (untwisted) Dirac operator is as small as allowed by the index theorem of Atiyah and Singer (on a closed, connected manifold). This fact generalized results in [5] and [20] . In the latter article the author also considers spin c -manifolds. The dependency of the kernel of the twisted Dirac operator, where one twists with hermitian vector bundles, is considered in [4] . Note that we twist with real vector bundles. This is one of the reasons why we were not able to apply the variational approach of [4] and [20] to our situation. Another article related to such problems is [17] .
On the other hand, the existence of maps f with dim H ker / D f g,h = 1 has a concrete application to the theory of Dirac-harmonic maps. Dirac-harmonic maps are the critical points of the supersymmetric analog of the classical Dirichlet energy functional. The supersymmetric analog is the underlying functional for the supersymmetric non-linear sigma model in quantum field theory, see e.g. [10] , [9] , [18, Chapter 10] , and [12, Part 1, Supersolutions, Chapter 3] . The existence of maps f : M → N such that the kernel of / D f g,h is 1-dimensional is needed in order that the so-called heat flow for Dirac-harmonic maps, introduced in [11] for manifolds with non-empty boundary, is also well-posed on closed manifolds, c.f. [23] .
Notation and preliminaries from spin geometry
In this section we introduce notation and recall some basics from spin geometry which will be relevant in the following, e.g. for understanding the precise meaning of our main theorems. For a more detailed introduction to spin geometry we refer to e.g. [19] , [7] , [16] , [13] , and [21] Let M be an oriented m-dimensional manifold and denote by GL + M the GL + (m)-principal bundle of oriented frames for M . Moreover, we denote by θ : GL + (m) → GL + (m) the universal covering for m ≥ 3 and the connected twofold covering for m = 2. A topological spin structure on M is a θ-reduction of GL + M , i.e., a topological spin structure on M is a GL + (m)-principal bundle GL + M over M together with a twofold covering χ : GL + M → GL + M that commutes with the projections onto M and is compatible with the group actions of the principal bundles. Now let (M, g) be an oriented Riemannian manifold and SO(M, g) the SO(m)-principal bundle of oriented orthonormal frames for M . Restricting θ to the spin group given by Spin(m) := θ −1 (SO(m)), we define a metric spin structure on (M, g) to be a θ| Spin(m) -reduction of SO(M, g). Again, this means that a metric spin structure on M is a Spin(m)-principal bundle Spin(M, g) over M together with a twofold covering η : Spin(M, g) → SO(M, g) that commutes with the projections onto M and is compatible with the group actions of the principal bundles.
Given a topological spin structure χ : GL + M → GL + M on an oriented manifold M , every Riemannian metric g on M defines a metric spin structure
) . In the following, the term spin structure refers to a topological or metric spin structure and it should always be clear from the context which one we mean. A spin manifold is an oriented manifold that admits a spin structure.
On a Riemannian manifold (M, g) with metric spin structure η, we have the usual 
to be the Dirac operator of the twisted Dirac bundle ΣM ⊗ R f * T N . In the notation for
we highlight either the metric g on M or the spin structure η on M in the notation, depending on the context. Locally,
where ψ = ψ i ⊗ s i , the ψ i are local sections of ΣM , (s i ) is a local frame of f * T N , (e α ) is a local orthonormal frame of T M , and ∇ f * T N is the pullback of the Levi-Civita connection on (N, h).
Statement of the results
In this section we state our main results about the existence and genericness of minimal kernels for Dirac operators along maps. We only consider manifolds that are non-empty and smooth. ii) The case n = 1 was not mentioned in the theorem, since for 1-dimensional N it is not difficult to find examples for 1-dimensional kernels. If we choose a spin structure on M for which the Dirac operator on ΣM has 1-dimensional kernel and f to be a constant map, then the kernel of / D v) The proof of Theorem 3.1 is constructive. We will use differences of spin structures to construct maps M → S 1 and then use certain closed geodesics
From the proof of Theorem 3.1 we get the following corollary. 
The next theorem addresses the genericness of minimal kernels, assuming their existence. 
Differences of spin structures
In this section we consider differences of spin structures. These are also treated in [1, 7] and they are one of the main tools we use to construct the maps f of Theorem 3.1.
In this section, we let M be a m-dimensional connected spin manifold. Assume we are given a Riemannian metric g on M and two spin structures
Then we define the group homomorphism (c.f
if either γ lifts to Spin(M, g) 1 and Spin(M, g) 2 or it lifts to none of them.
We call δ the difference of the spin structures η 1 and η 2 .
The name originates from the following: Let
and consider the maps
,
where the group homomorphism Ω(H) is defined by ker(Ω(H)) = H. Then it holds that
In particular, we have shown the following lemma. 
where the horizontal map is induced by the bundle projection
Proof. There exists an exact sequence
Hence it suffices to show that for every
. This directly follows from the commutative diagram
Relation to spin structures and spinor bundles
be the group homomorphism of Lemma 4.2. Assume that η 1 and η 2 are not equivalent. Then δ is surjective and hence ker(δ) ⊂ π 1 (M ) is an index 2 subgroup of π 1 (M ). We denote by
the connected twofold covering with p * (π 1 (P )) = ker(δ).
Lemma 4.3. There exists an isomorphism of Spin(m)-principal bundles
where Z 2 = ker(Spin(m) → SO(m)) acts on Spin(M, g) 1 from the right and Z 2 acts on P from the left, and it holds that
Due to its technical nature, the proof will be done in the appendix. For the remainder of this section, let us additionaly assume that M is closed, 2-dimensional, and of positive genus. In the following we want to relate the associated (complex) spinor bundles
is the complex spinor representation.
Lemma 4.4. There exists a smooth map
such that the following diagram commutes
and f * :
Proof. Since M is a orientable and of genus g ≥ 1 we have
Combining this with the Hurewicz theorem it is easy to get a commutative diagram
It is a standard result that in this situation there exists a smooth map f : M → S 1 such that the induced map 
where the first equality again follows from covering space theory (see e.g. [8, Lemma 3.4] ) and the third equality follows directly from the commutative diagram in Lemma 4.4.
Step 2: The map
, is an isomorphism of complex vector bundles. (2))-principal bundle, hence the source of the map α is well-defined. It is not difficult to verify that α is well-defined. The (well-defined) inverse of α is given on elementary tensors by
Proof of step 2:
We have shown step 2. Combining both steps with Lemma 4.3 we get
i.e., we define Q := (F, id Σ 2 ) • α −1 . Using the construction of α and equation (4.1) one readily checks that Q commutes with Clifford-multiplications on Σ 1 M ⊗ R f * E and 2 In the notation of the beginning of Section 4.1 this means that f * (SE) and P are isomorphic as coverings.
Σ 2 M . Combining this with the local formulas for the covariant derivatives on the spinor bundles Σ i M it is straightforward to deduce (4.2).
Proof of the main theorems
Before we come to the proof of the main theorems we need one more lemma. g . Since N is non-orientable, there exists an orientation reversing simple (i.e., without self-intersections) closed geodesic γ : S 1 → N . 3 A proof of this fact can be found in the appendix. Viewing S 1 as a submanifold of N via γ, we have that
where T S 1 ∼ = R is trivial and (T S 1 ) ⊥ → S 1 is non-trivial (i.e., a Möbius bundle), since γ is orientation reversing. Since γ is a geodesic, we have
under the above isomorphism. (Here, ∇ γ * T N is the pullback of the Levi-Civita connection on (N, h) along γ, and ∇ T S 1 and ∇ (T S 1 ) ⊥ are the projections of ∇ γ * T N on T S 1 and (T S 1 ) ⊥ , respectively.) We setf := γ • f : M → N . Applying Lemma 4.5 we find that
3 Recall that a closed curve is a smooth map S 1 → N and a closed geodesic is a closed curve that is also a geodesic.
Using (5.2) it follows that under this isomorphism it holds that
In particular,
We conclude by using (5.1).
Proof of Theorem 3.1, case n ≥ 2. We choose spin structures χ 1 , χ 2 on M and G ⊂ Riem(M ) as before. Let g ∈ G be arbitrary and let f = f δ : M → S 1 be the map of Lemma 4.4 where δ = δ χ 1 g ,χ 2 g . Let h 0 be a Riemannian metric on N s.t. there exists a simple closed geodesic γ : S 1 → N . 4 Again, we view S 1 as a submanifold of N via γ.
In the case n = 2, the key ingredient was the identification (5.3), which followed from (5.2). If the dimension of N is greater than two, it is more complicated to deal with the complement (T S 1 ) ⊥ ⊂ T N in order to get a suitable higher dimensional analog of (5.2). For this reason we will modify the Riemannian metric h 0 in a neighborhood of S 1 ⊂ N . To that end, let (ν 1 (t) , . . . , ν n−1 (t)) is an orthonormal basis of (T γ(t) S 1 ) ⊥ for all t ∈ [0, 2π]. In the basis (ν 1 , . . . , ν n−1 ) the map
⊥ is given by a matrix A ∈ O(n − 1). Then we have a diffeomorphism
where (with respect to the splitting
⊥ where similar as before we write S 1 for the image of c). Now we distinguish three cases. Case 1: n is even and N is non-orientable:
We can choose γ to be orientation reversing (c.f. Lemma B.1). Then
⊥ is orientation reversing and hence the associated matrix is an element of O(n − 1) \ SO(n − 1). Therefore,
From the discussion above we see that we can choose a Riemannian metric on U ε such that 
where each E i → S 1 is a Möbius bundle. Moreover, under this isomorphism we have
where ∇ γ * T N is the pullback of the Levi-Civita connection on (N, h) along γ, and ∇ T S 1 , ∇ E i are the projections of ∇ γ * T N . Setting
and using Lemma 4.5 we get
and, similar to the proof of the case n = 2, under this isomorphism we have
and therefore
We conclude by using (5.1). Case 2: n is odd and N is orientable: Then γ is orientation preserving, hence
⊥ is orientation preserving and the associated matrix is an element of SO(n − 1). We get
since −I n−1 is in the same connected component as the associated matrix (because both are orientation preserving). Now we can proceed as in case 1. Case 3: n is odd and N is non-orientable:
Again we can assume that γ is orientation reversing. Then the tubular neighborhood
Then we can proceed analogous to the first two cases, but we have to switch the roles of the spin structures χ 1 and χ 2 .
Proof of Theorem 3.4. Proof of i):
Leth be an arbitrary Riemannian metric on N . We define h t := th 
Proof of ii): The proof is similar to the proof of i), i.e., we use linear interpolation and [20, Proposition 11.4] . Note however, that if we vary the metric on M , then the space on which the Dirac operators are defined, also changes and we cannot apply the proposition directly. To get rid of this, we identify the spinor bundles on M as in [20, Section 2.2], [6] and then we are able to apply the proposition (compare also [20 
]).
Proof of iii): We want to use the same strategy as before. The difficulty this time is to find a (piecewise) real analytic path between two homotopic elements in C ∞ (M, N ), since linear interpolation does no longer work. Letf ∈ C ∞ (M, N ) be any map with
x ∈ M , where exp denotes the exponential map of N . 6 Then we claim that for all but finitely many t ∈ [0, 1] it holds that the kernel of / D ft χg,h is minimal. To see this, we denote by P t : T f (x) N → T ft(x) N the parallel transport along unique shortest geodesics of N joining f (x) and f t (x) and consider
The claim follows since the family of operators D t depends analytically on t. (P t depends analytically on t because of the analytic dependence of solutions of ordinary differential equations on parameters. f t depends analytically on t, since the Riemannian metric on N is real analytic.) Now letf ∈ [f ] be homotopic to f and let H be any homotopy between f andf . We view H as a path H : [0, 1] → C ∞ (M, N ) with H(0) = f and H(1) =f . We can cover the image of H by finitely many C 0 -balls U i of radius less than 
Appendices

A. Proof of Lemma 4.3
Let us choose x 0 ∈ M and y 0 ∈ p −1 (x 0 ). Then we define a mapping
as follows. Let a ∈ Spin(M, g) 1 x and b ∈ P x be given. 
3) Choose lifts γω
where we identify Spin(M, g) 1
with a fixed isomorphism (we fix the isomorphism for the whole proof).
4) Let A = Aω ∈ Spin(m) and B = B ω ∈ Z 2 be the uniquely determined elements of Spin(m) and Z 2 , respectively, s.t.
Then we define
The main task is to show that F is well-defined, i.e., doesn't depend on the choices made in 1)-3).
One easily verifys that the definition of F is independent of the choice of the γω i , since for each i = 1, 2 there exist exactly two such lifts and they differ only by −1 ∈ Z 2 = ker(Spin(m) → SO(m)).
Therefore, it remains to show that F is independent of the choice of ω andω in 1) and 2). To that end, we will show the following lemma. 
In particular, F is well-defined.
Proof. Let us prove i) first. Notice that since ω * σ ∈ ker(δ) = p * (π 1 (P, y 0 )) (c.f. the beginning of Section 4.1) we have that ω * σ can be lifted to a loop in P , and we directly get B ω = B σ . Now we proceed in several steps.
Step 1: The assertion of i) holds ifω(0) =σ(0) andω(1) =σ(1). Since ω * σ ∈ ker(δ) it follows from Lemma 4.2 that α :=ω * σ ∈ ker(δ). We further distinguish two cases. Case 1: α lifts to a loop in Spin(M, g) i , i = 1, 2. In this case we get lifts γω i , γσ i : [0, 1] → Spin(M, g) i ofω andσ, respectively, s.t. 
Then we lift α to a path in Spin(M, g) 2 with starting point γω 1 (0) and this lift gives us a choice for γω 2 and γσ 2 . We have
and γω 2 (0) ∼ = γω 1 (0). Combining with (A.1) we get γω 2 (0) ∼ = γσ 1 (0) and we have shown step 1.
Step 2: The assertion of i) holds ifω (1) 
x 0 , so we also think ofĉ as lift of c to Spin(M, g) 2 x 0 . Now we can apply the result of step 1 to σ 1 := σ * x 0 (where x 0 denotes the constant path), ω, σ 1 :=σ * c, andω.
Step 3: The assertion of i) holds. Choose X ∈ SO(m) such thatσ(1) · B =ω(1). We conclude by using step 2.
For ii), we first observe the following: if ω * σ / ∈ ker(δ) = p * (π 1 (P, y 0 )), then ω * σ does not lift to a loop in P . From this we easily get γ ω (1) = γ σ (1) · (−1) and therefore B ω = B σ · (−1). Moreover, γω 2 (1) · Aω = γσ 2 (1) · Aσ · (−1) can be shown similar to the proof of i) by splitting the proof into the same three steps.
For the inverse of F , we define a mapping 
Using the same ideas as above one can show that G is well-defined. Directly from the definitions of F and G we get F • G = id and G • F = id.
B. Existence of orientation reversing simple closed geodesics
In the proof of Theorem 3.1 on page 10 we used the existence of an orientation reversing simple closed geodesic γ : S 1 → N where N is a non-orientable closed Riemannian manifold. Starting with any closed curve γ 0 : S 1 → N it is a standard result that one can find a closed geodesic in the homotopy class of γ 0 . A direct proof can be found e.g. in [18, Theorem 1.5.1] or [14, 2. 98 Theorem on p. 94] and a proof using the heat flow method is given in [18, Theorem 1.6.1]. This geodesic is orientation reversing provided that γ 0 is orientation reversing, but not necessarily without self-intersections.
Moreover, it is well known that if π 1 (N ) = {1}, then there exists a closed geodesic on N which minimizes length in the class of homotopically non-trivial closed curves on N and this geodesic has no self-intersections, see e.g. [22, Lemma 1.5. (2) and Exercise 3 on p. 197]. However, this geodesic is not necessarily orientation reversing.
We prove the following lemma. We have to ensure that this process stops after finitely many steps. This follows from the following two observations. Firstly, each γ k has positive length, i.e., L(γ k ) > 0. Secondly, in each step, the length drops a fixed amount. To see the latter, we recall the following: if N is a closed Riemannian manifold and c is an arbitrary geodesic loop in N (the base point is allowed to vary), then the length of c is bounded from below by two times the injectivity radius of N ,
L(c) ≥ 2inj(N ) =: C.
Returning to the beginning of the proof, we choose ε = 1 2 C to deduce
and entirely analogous
Hence in each step the length drops by at least 
