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Abstract
Let G be a cyclic group of order n  2 and S = g1 · · · · · gk a sequence over G. We say that S is a
zero-sum sequence if
∑k
i=1 gi = 0 and that S is a minimal zero-sum sequence if S is a zero-sum sequence
and S contains no proper zero-sum sequence.The notion of the index of a minimal zero-sum sequence (see
Definition 1.1) in G has been recently addressed in the mathematical literature. Let l(G) be the smallest in-
teger t ∈N such that every minimal zero-sum sequence S over G with length |S| t satisfies index(S) = 1.
In this paper, we first prove that l(G) = n2  + 2 for n  8. Secondly, we obtain a new result about the
multiplicity and the order of elements in long zero-sumfree sequences.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Let G be a finite abelian group (written additively). F(G) denotes the free abelian monoid
with basis G, the elements of which are called sequences (in G). A finite sequence of not nec-
essarily distinct elements from G will be written in the form S = g1 · · · · · gk = ∏ki=1 gi =∏
g∈G gvg(S) ∈F(G), where vg(S) 0 is called the multiplicity of g in S. Denote by |S| = k the
number of elements in S (or the length of S) and let supp(S) = {g ∈ G: g = gi for some i} be
the support of S.
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S if vg(T ) vg(S) for every g ∈ G, denoted by T |S. If T |S, then let ST −1 denote the sequence
obtained by deleting the terms of T from S. Furthermore, by σ(S) we denote the sum of S (i.e.
σ(S) =∑ki=1 gi =∑g∈G vg(S)g ∈ G). By Σ(S) we denote the set consisting of all elements
which can be expressed as a sum over a nonempty subsequence of S, i.e.
Σ(S) = {σ(T ): T = ∅ and T |S}.
Let S be a sequence in G. We call S a zero-sum sequence if σ(S) = 0; a zero-sumfree sequence
if for any subsequence W of S, σ(W) = 0, and squarefree if vg(S) 1 for every g ∈ G. We call
S a minimal zero-sum sequence if it is a zero-sum sequence and every proper subsequence is
zero-sumfree. Let S be a minimal zero-sum (respectively zero-sumfree) sequence of elements in
an abelian group G. We say that S is splitable if there exists an element g ∈ S and two elements
x, y ∈ G such that x + y = g and Sg−1xy is a minimal zero-sum (respectively zero-sumfree)
sequence as well, otherwise we say that S is insplitable.
Definition 1.1. (See Chapman and Smith [3].) Let G be an abelian group.
(1) Let g ∈ G be a nonzero element with ord(g) = n > 1. For a sequence S = (n1g) · · · · · (nlg),
where l ∈N0 and n1, . . . , nl ∈ [1, n], we define
‖S‖g = n1 + · · · + nl
n
to be the g-norm of S. If S = 1, then set ‖S‖g = 0.
(2) Let S be a zero-sum sequence for which 〈supp(S)〉 ⊂ G is a nontrivial finite cyclic group.
Then we call
index(S) = min{‖S‖g: g ∈ G with 〈supp(S)〉= 〈g〉} ∈N0,
where N0 =N∪ {0}, the index of S.
As for Definition 1.1, the author is greatly indebted to a referee for telling him that there is a
misprint in the Chapman and Smith paper [3].
Let G be cyclic of order n 2. Let l(G) denote the smallest integer t ∈N such that every min-
imal zero-sum sequence S ∈F(G) with length |S| t satisfies index(S) = 1. (For the existence
of t , we refer to [6] and the references given there.)
Let G0(= ∅) ⊆ G be a subset of G and k ∈N. Define
f(G0, k) = min
{∣∣Σ(S)∣∣: S ∈F(G0) is zero-sumfree, squarefree and |S| = k}
and set f(G0, k) = 0, if there are no sequences in G0 of the above form.
In this paper we deal with the following two problems.
First, what is the value of l(G)? index(G) was first introduced by Chapman, Freeze and Smith
in [2]. In [6], Gao obtained the bounds as: n+12  + 1 l(G) n − n+13  + 1 for all n 8, and
l(G) = 1 for n = 1,2,3,4,5,7, l(G) = 5 for n = 6. We prove that l(G) = n2  + 2 for n 8. By
this result, we can easily derive that every minimal zero-sum sequence S of elements in G with
|S| n2  + 2 satisfies index(S) = 1.
Second, what can be said about the maximal multiplicity and the order of elements in long
zero-sumfree sequences? This problem is related to a question of Erdo˝s and Heilbonn who asked
for the maximal size of zero-sumfree subsets in finite abelian groups [5,10]. It was tackled for
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doune in [7,9]. Here we prove the following new results for cyclic groups: Let G be a cyclic
group of order n  3 and S ∈ F(G) a zero-sumfree sequence of length |S|  n+12 . Then there
exists some g ∈ supp(S) with vg(S) |S| − n−13 .
2. Basic results
In the remainder of the paper, we focus our attention on the minimal zero-sum sequences
in G. In order to prove our main results, we need the following lemmas.
Lemma 2.1. Let G be a finite abelian group.
(1) Let G be cyclic of order n  1. If n ∈ {1,2,3,4,5,7}, then l(G) = 1 and if n = 6, then
l(G) = 5. For every n 8 we have n+12  + 1 l(G) n − n−13 + 1.(2) If k ∈N and S = S1 · · · · · Sk ∈F(G) is a zero-sumfree sequence, then∣∣Σ(S)∣∣ ∣∣Σ(S1)∣∣+ · · · + ∣∣Σ(Sk)∣∣.
(3) If G0 ⊂ G, k ∈N and f(G0, k) > 0, then
f(G0, k)
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
= 1, if k = 1,
= 3, if k = 2,
 5, if k = 3,
 6, if k = 3 and 2g = 0 for all g ∈ G0,
 2k, if k  4.
Proof. (1) See [6, Theorem 2.1].
(2) See [8, Theorem 5.3.1].
(3) See [8, Corollary 5.3.4]. 
Lemma 2.2. Let G be a cyclic group of order n 3 and S ∈F(G) an insplitable minimal zero-
sum sequence. If g, tg ∈ supp(S) with t ∈ [2, n − 1], then t  vg(S) + 2.
Proof. Let S = gvg(S)(tg)T with g ∈ G, t ∈ [2, n − 1] and T ∈F(G). Since S is insplitable, the
sequence S′ = gvg(S)+1((t − 1)g)T has a proper zero-sum subsequence W such that (t − 1)g|W
and gvg(S)+1|S′W−1. Since t − 1 vg(S) would imply that ((t − 1)g)−1gt−1W is a proper zero-
sum subsequence of S, it follows that t − 1 vg(S) + 1. 
Lemma 2.3. Let G be a cyclic group of order n 3, S ∈F(G) an insplitable minimal zero-sum
sequence and g,h ∈ supp(S) with g = h.
(1) If k ∈ [0, vg(S)], then |Σ(gkh)| = 2k + 1.
(2) If vg(S) 2, vh(S) 2 and 2(g − h) = 0, then |Σ(g2h2)| = 8.
Proof. (1) For k = 0 the assertion is obvious. Suppose that k  1. We have to show that the
elements
g,2g, . . . , kg,h,h + g, . . . , h + kg
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1], then Lemma 2.2 implies that t  vg(S) + 2, and the assertion follows.
(2) We have to show that the elements
g,2g,h,h + g,h + 2g,2h,2h + g,2h + 2g
are pairwise distinct. This follows immediately from our assumptions on S. 
3. Main results
Theorem 3.1. Let G be a cyclic group of order n 1. If n ∈ {1,2,3,4,5,7}, then l(G) = 1 and
if n = 6, then l(G) = 5. For every n 8 we have l(G) = n2  + 2.
Proof. For n 7 see Lemma 2.1(1). Suppose that n 8. Since the sequence
S =
{
g
n−4
2
(
n
2g
)(
n+2
2 g
)2 if n is even,
g
n−5
2
(
n+3
2 g
)2(n−1
2 g
)
if n is odd,
where g is a generator of G, is a minimal zero-sum sequence with index(S) = 2, it follows that
l(G) n2  + 2, and it remains to show equality.
By definition of l(G), there exists a minimal zero-sum sequence S ∈ F(G) of length |S| =
l(G)−1 with index(S) > 1. Then by [6, Proposition 2.6] S is insplitable. We prove the following
two assertions:
A1. Let n be odd. Then there exists some g ∈ supp(S) such that |Σ(g−1S)| 2|S| − 3.
A2. Let n be even. Then there exists some g ∈ supp(S) such that |Σ(g−1S)| 2|S| − 4.
We first complete the proof with the aid of A1 and A2. If n is odd and l(G) > n2  + 2, then
A1 implies that there is some g ∈ supp(S) such that∣∣Σ(g−1S)∣∣ 2|S| − 3 = 2l(G) − 5 n,
a contradiction to the fact that g−1S is zero-sumfree. If n is even and l(G) > n2  + 2, then A2
implies that there is some g ∈ supp(S) such that∣∣Σ(g−1S)∣∣ 2|S| − 4 = 2l(G) − 6 n,
a contradiction to the fact that g−1S is zero-sumfree.
Proof of A1. We distinguish two cases.
Case 1: There exists at most one element h ∈ supp(S) with vh(S) > 1.
We set S = hkh1 · · · · · ht where k = vh(S) ∈ N, t ∈ N and h,h1, . . . , ht ∈ G are pairwise
distinct. If k = 1, then Lemma 2.1(3) implies that∣∣Σ(h−1S)∣∣ f(G, t) 2t − 1 = 2|S| − 3.
Suppose that k  2. If t = 1, then Lemma 2.3(1) implies that∣∣Σ(h−1S)∣∣ 2(k − 1) + 1 = 2|S| − 3.
If t = 2, then Lemma 2.3(1) implies that∣∣Σ(h−1S)∣∣ 2k + 1 = 2|S| − 1.1
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h−1S = S1S2, where S1 = hh2 · · · · · ht and S2 = hk−2h1,
and Lemmas 2.1 and 2.3(1) imply that∣∣Σ(h−1S)∣∣ ∣∣Σ(S1)∣∣+ ∣∣Σ(S2)∣∣ f(G, t) + 2(k − 2) + 1
 2t + 2k − 3 = 2|S| − 3.
Case 2: There exist at least two distinct elements h1, h2 ∈ supp(S) with vh1(S) > 1 and
vh2(S) > 1.
Obviously, S allows a product decomposition
S = gS1 · · · · · SmSm+1 · · · · · Sm+rT
having the following properties:
• m ∈N and, for every i ∈ [1,m], Si = T 2i where Ti ∈F(G) is squarefree of length |Ti | = 2.• r ∈N0 and, for every i ∈ [m + 1,m + r], Si ∈F(G) is squarefree of length |Si | = 3.
• g ∈ G, and T ∈F(G) has the form T = hk or T = hkh′ with k ∈N0 and h,h′ ∈ G distinct.
Suppose that T = hk with k  2 and Sm = h21h22.
If g = h, then gSmT = hSm(hk−1g).
If g = h ∈ {h1, h2}, say h = h1, then gSmT = h2(gk+3h2).
If g = h /∈ {h1, h2}, then gSmT = h1(g2h22)(gk−1h1).
Thus we may assume (after a rearrangement and after replacing m by m− 1 if necessary) that
T = hkh′ with k ∈N0 and h,h′ ∈ G distinct.
Then Lemma 2.3(1) implies that |Σ(T )| 2|T |−1. For i ∈ [1,m] Lemma 2.3(2) implies that
|Σ(Si)| = 8 = 2|Si |, and for i ∈ [m+1,m+r] Lemma 2.1(3) implies that |Σ(Si)| f(G, |Si |)
2|Si |. Therefore we obtain that
∣∣Σ(g−1S)∣∣ m+r∑
i=1
2|Si | + 2|T | − 1 = 2|S| − 3.
Proof of A2. If supp(S) contains some element e with ord(e) = 2, we set g = e, otherwise we
choose any element g ∈ supp(S). Obviously, S admits a product decomposition
S = gS1 · · · · · SmT
where m ∈N0, S1, . . . , Sm ∈F(G) are squarefree sequences of length |S1| = · · · = |Sm| = 3 and
T ∈F(G) has the form T = hkh′k′ with k, k′ ∈N0, k  k′ and h,h′ ∈ G distinct.
If k′  2, then Lemma 2.3(1) implies that∣∣Σ(T )∣∣ ∣∣Σ(hk−1h′)∣∣+ ∣∣Σ(hh′k′−1)∣∣ (2k − 1) + (2k′ − 1) = 2|T | − 2.
If k′ = 1, then similarly∣∣Σ(T )∣∣ 2k + 1 = 2|T | − 1.
Suppose that k′ = 0. If m = 0, then S = ghk = h(hk−1g). Now let m  1 and Sm = h1h2h3
with h1, h2, h3 ∈ G.
If h /∈ {h1, h2, h3}, then SmT = (hh2h3)hk−1h1.
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Thus we may assume (after a rearrangement if necessary) that |Σ(T )| 2|T |− 2. Now again
Lemma 2.1(2) and (3) imply that
∣∣Σ(g−1S)∣∣ m∑
i=1
∣∣Σ(Si)∣∣+ ∣∣Σ(T )∣∣ m∑
i=1
2|Si | +
(
2|T | − 2)= 2|S| − 4. 
Theorem 3.2. Let G be a cyclic group of order n 3 and S ∈F(G) a zero-sumfree sequence of
length |S| n+12 . Then there exists some g ∈ supp(S) with vg(S) |S| − n−13 .
Proof. The sequence S1 = (−σ(S))S is a minimal zero-sum sequence of length |S1|  n+32 .
Thus Theorem 3.1 implies that |S1| l(G) whence index(S1) = 1. Therefore there exists some
h ∈ G with ord(h) = n such that
S1 = (xh)hu(2h)v
t∏
i=1
(xih)
where x ∈ [1, n− 1], x1, . . . , xt ∈ [3, n− 1], xh = −σ(S) and x + u+ 2v + (x1 + · · · + xt ) = n.
It follows that
u + v + t = |S| and u + 2v + 3t = n − r for some r ∈N. (1)
Thus we infer that 2u + v = 3|S| − (n − r) and hence
max{u,v} |S| − n − r
3
 |S| − n − 1
3
. 
Let G be a cyclic group of order n  3 and S ∈ F(G) a zero-sumfree sequence of length
|S| n+12 . If n is odd, then from the proof of Theorem 3.2 we obtain that ord(h) = ord(2h) = n
and
max
(
vh(S), v2h(S)
)= max(u, v) |S| − n − 1
3

⌈
n + 5
6
⌉
.
If n is even, then |S| n2 + 1. From (1) we have
vh(S) = u = 2|S| − n + r + t, r > 0,
and so ord(h) = n and vh(S) = u 2 + r + t  3. Thus we give another proof of the following
result of Geroldinger and Hamidoune [9].
Corollary 3.3. (See [9, Theorem 3.12].) Let G be a cyclic group with |G| = n 3 and S ∈F(G)
a zero-sum free sequence. If |S| n+12 , then there exists some g ∈ supp(S) with
ord(g) = n and vg(S)
{ n+56  if n is odd,
3 if n is even.
Acknowledgments
The author is grateful to the referees for a number of comments and suggestions, which have
greatly improved the manuscript. He also thanks Weidong Gao and J. Zhuang for their introduc-
ing him the interesting topic during his staying in Center for Combinatorics of Nankai University.
P. Yuan / Journal of Combinatorial Theory, Series A 114 (2007) 1545–1551 1551References
[1] J.D. Bovey, P. Erdo˝s, I. Niven, Conditions for zero sum modulo n, Canad. Math. Bull. 18 (1975) 27–29.
[2] S.T. Chapman, M. Freeze, W.W. Smith, Minimal zero sequences and the strong Davenport constant, Discrete
Math. 203 (1999) 271–277.
[3] S.T. Chapman, W.W. Smith, A characterization of minimal zero-sequences of index one in finite cyclic groups,
Integers 5 (1) (2005), Paper A27, 5 p.
[4] R.B. Eggleton, P. Erdo˝s, Two combinatorial problems in group theory, Acta Arith. 21 (1972) 111–116.
[5] P. Erdo˝s, Problems and results on combinatorial number theory, in: A Survey of Combinatorial Theory, North-
Holland, 1973, pp. 117–138.
[6] W. Gao, Zero sums in finite cyclic groups, Integers 0 (2000), Paper A14, 9 p.
[7] W. Gao, A. Geroldinger, On the structure of zerofree sequences, Combinatorica 18 (1998) 519–527.
[8] A. Geroldinger, F. Halter-Koch, Non-Unique Factorizations. Algebraic, Combinatorial and Analytic Theory, Pure
Appl. Math., vol. 278, Chapman & Hall/CRC, 2006.
[9] A. Geroldinger, Y. ould Hamidoune, Zero-sumfree sequences in cyclic groups and some arithmetical application,
J. Théor. Nombres Bordeaux 14 (2002) 221–239.
[10] Y. ould Hamidoune, G. Zémor, On zero-free subset sums, Acta Arith. 78 (1996) 143–152.
