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Abstract: 
This thesis deals with lossless and losing methods of data compressions and their 
possible applications in the measurement engineering.  
In the first part of the thesis there is a theoretical elaboration which informs the reader 
about the basic terminology, the reasons of data compression, the usage of data compression 
in standard practice and the division of compression algorithms. 
The second part of thesis consists of a summary of used algorithms and their basic 
characteristics with practical examples. 
The third part of the thesis deals with the realization of the compress algorithms in 
Matlab. The programmed algorithms are tested on selected data files and an examination of 
the basic of compression ratio and time length is also made.  
In the fourth part, after considering individual algorithms in the Matlab environment, 
several algorithms are realized in two libraries in ANSI C programming language used in 
LabWindows CVI software. Visualizations enabling generating and loading of the signal, 
graphic display of compressed signal and displaying of compression ratio are created for these 
libraries. 
The conclusion contains the evaluation of the results of my work and other possible 
development tendencies which should lead to solution are also sketched. 
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Abstrakt: 
Tato diplomová práce pojednává o ztrátových a bezeztrátových způsobech komprese 
dat a jejich použití v měřicí technice. 
V první části diplomové práce je uveden teoretický rozbor seznamující čtenáře se 
základní terminologií, důvody komprese dat, použití v praxi a základní dělení kompresních 
algoritmů. 
V druhé části diplomové práce je proveden výčet používaných kompresních algoritmů 
a jejich základních vlastností doplněný praktickými ukázkami.  
Třetí část diplomové práce se zabývá realizací kompresních algoritmů v prostředí 
Matlab. Naprogramované algoritmy jsou testovány na vybraných souborech dat. Je provedeno 
jejich posouzení z hlediska kompresního poměru a časové náročnosti.  
Ve čtvrté části je na základě posouzení jednotlivých algoritmů v prostředí Matlab 
vybráno několik algoritmů, které jsou realizovány jako knihovny v prostředí LabWindows 
CVI 8.5. Pro tyto knihovny jsou vytvořeny grafická rozhraní umožňující generování signálů 
nebo načtení změřených signálů, vizualizace komprimovaného signálu a zobrazení 
kompresních poměrů.  
V závěrečné části je provedeno zhodnocení dosažených výsledků a rozbor dalších 
možných vylepšení. 
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1. ÚVOD 
Potřeba uchovávat informace a předávat je dalším osobám či generacím je pro 
člověka charakteristická jiţ od pravěku, kdy se poprvé začaly objevovat malby a 
rytiny ve skalách. Informace se nejprve uchovávaly na kamenných destičkách, 
papyru později na pergamenu a nakonec na papíru. Takto uchovanou informací se 
rozumí různé znaky, symboly a obrázky. Později si člověk osvojil písmo a 
matematiku a mnoţství informací se díky rozvoji kultury a počátku vědních oborů 
zmnohonásobilo.  
V současné době výpočetní techniky jsou informace uchovávány v digitální 
podobě. Kapacity médií pro uchování informací, dat a jejich přenos (pevné disky, 
pruţné disky, paměti, CD, DVD, ZIP apod.) jsou omezené. Proto byly vyvinuty 
algoritmy, které redukují velikost uloţených dat a informací.  
 Komprese dat se v dnešním světě výpočetní techniky vyuţívá zejména 
v oblasti zpracování videa a zvuku, kde se vyuţívá nadbytečnosti dat způsobené 
nedokonalostí lidských smyslů. Dalším časté vyuţití komprese dat je v komerčních 
programech typu WinRAR a WinZip, které kombinují bezeztrátové kompresní 
algoritmy. 
V této práci uvedu jednotlivé ztrátové a bezeztrátové kompresní algoritmy, 
popíšu jejich základní vlastnosti. Provedu realizaci vybraných algoritmů v prostředí 
Matlab a na základě těchto výsledků realizuji vybrané algoritmy v jazyce ANSI C. 
Vytvořené algoritmy budou slouţit jako knihovny pro LabWindows CVI. Pro 
ověření vytvořených knihoven a ukázku jejich pouţití byly vytvořeny dvě 
vizualizační aplikace. 
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2. ZÁKLADNÍ POJMY 
2.1 DATA  A  INFORMACE 
Na první pohled se jedná o dvě synonyma pouţívaná v informačních 
technologiích. Mezi daty a informacemi je však rozdíl, který lze definovat na základě 
jejich obsahu. Data lze charakterizovat jako libovolnou posloupnost znaků („0“ a 
„1“), která můţe, ale nemusí mít vypovídací schopnost. Pojem informace je však 
spojen s konkrétním významem, sémantikou dat. S určitým filosofickým nadhledem 
je moţno prohlásit, ţe z dat se stávají informace teprve tehdy, pokud jsme z nich 
schopni získat nějaké poznatky, vědomosti. Pokud tedy příjemce rozumí významu v 
datech ukrytém, znamenají pro něj data také nějakou informaci. Jako příklad mohu 
uvést obrázek, pokud jej otevřeme například v textovém editoru, jedná se o data 
(nejsme schopni zjistit informaci z obrázku), při otevření v prohlíţeči však jiţ 
můţeme z obrázku získat poznatky o jeho obsahu. Hranice mezi oběma pojmy není 
vţdy zcela jasná a rozhodnutí, zda se jedná o informace či o data můţe být mnohdy 
velmi obtíţně proveditelné.  
 
2.2 KOMPRESE  DAT  (KOMPRIMACE DAT)  
Je speciální postup při ukládání nebo transportu dat, jehoţ úkolem je zmenšit 
datový tok nebo zmenšit potřebu zdrojů při ukládání informací. Obecně se jedná o 
snahu zmenšit velikost datových souborů, coţ je výhodné např. pro jejich archivaci 
nebo při přenosu přes síť s omezenou rychlostí (sníţení doby nutné pro přenos). 
Komprese můţe být nutná při omezené datové propustnosti, např. mobilní telefon 
komprimuje hovor pro přenos GSM sítí. 
 
2.3 VYJÁDŘENÍ KVALITY  KOMPRESE 
Pro hodnocení kvality komprese dat je moţné vyjádřit kompresní poměr, faktor 
komprese nebo jiný ukazatel, který nějakým způsobem informuje o činnosti redukce 
redundance. Kompresní poměr je podíl velikosti původních dat k velikosti 
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komprimovaných dat (1). Je ovlivněn volbou kompresního algoritmu i typem 
komprimovaných dat. Při kompresi souboru o velikosti 5MB do souboru o velikosti 
1MB je kompresní poměr 5 ku 1 (pětkrát zmenšeno). Úspora místa na disku (2) se 
počítá pomocí velikosti vstupních dat a velikosti archívu.  
 
 
][   
][    
.  
BarchívuVelikost
BdatvstupníchVelikost
pKompresní    [-]     (1) 
 
[%]  100)
[B]     
[B]    
1(  
datvstupníchVelikost
archívuVelikost
místaÚspora      (2) 
 
Převrácenou hodnotou kompresního poměru (1), získáme kompresní faktor, 
kde hodnoty < 1 znamenají komprimaci a hodnoty >1 expanzi. Další moţnosti, jak 
vyjádřit účinnost komprese ukazují vzorce (3) a (5). Pomocí vzorce (2) získáme 
úsporu místa vyjádřenou v procentech, pokud však uvedeme vzorec (4), vypovídá o 
velikosti dat vzhledem k původním 100%. 
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

datvstupníchVelikost
datvýstupníchvelikostdatvstupníchVelikost
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[%]  100)
    
        
1(  


datvstupníchVelikost
datvýstupníchvelikostdatvstupníchVelikost
ziskKompresní  (4) 
 
 
) (     
) (    
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bajtechvdatvstupníchVelikost
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slovadélkaůměrná     (5) 
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Obr. 2.1 Informace o archívu WinRAR 
Na obr. 2.1 jsou informace o archívu získaném pomocí komerčně pouţívaného 
archivačního programu WinRAR. Jsou zde uvedeny velikosti před a po kompresi, 
kompresní poměr, grafické znázornění poměru komprese a další informace. 
2.4 INFORMAČNÍ  OBSAH  ZPRÁVY[3] [6] [9] 
Informační obsah zpráv, jinak řečeno velikost zpráv je třeba kvantifikovat. 
V této podkapitole uvedu základní ukazatele, vzorce a příklady. Veličinu mnoţství 
informace vztaţené na jeden symbol zavedl C. E. Shannon v roce 1948 a definoval ji 
jako: 
,
)(
1
log)(
EP
EI x       (6) 
kde x je základ logaritmu (podle základu je definována jednotka), P(E) je 
pravděpodobnost výskytu znaku (jevu) E. Pokud zvolíme základ x=2, je jednotkou 
Shannon [Sh] (zvoleno na počest C. E. Shannona). 
Vyskytuje-li se ve zprávě více symbolů, můţeme vypočítat průměrné 
mnoţství informace na jeden symbol. Průměrné mnoţství informace označujeme 
také jako entropii H(E). Můţe být chápána i jako průměrné mnoţství nejistoty, které 
příjemce měl před jejím přijetím. 
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


q
i i
i
SP
SPSH
1
2
)(
1
log)()(  [Sh/symbol],  (7) 
kde q je mnoţství symbolů ve zprávě. 
Pokud mají symboly stejnou pravděpodobnost 
q
Pi
1
  , má entropie 
maximální hodnotu (minimální redundanci). Funkční závislost entropie pro binární 
zdroje ukazuje obr. 2.2. Vzorec (8) uvádí výpočet entropie pro binární zprávu o 
symbolech „0“ a „1“, kde je stejná pravděpodobnost P = 0,5; x = 2; q = 2. 
 
12loglog
1
log)( 222  q
P
SH    (8) 
 
                    Obr. 2.2 Závislost entropie pro binární zdroje [3] 
Při kompresi dochází k odstranění redundance informace. Odstranění veškeré 
redundance je však značně komplikovaný problém a mnohdy jej nelze docílit. 
Výpočet redundance ukazuje vzorec (9). 
RHR 1 ,      (9) 
 
kde HR je relativní entropie definovaná vztahem (10).  
)(
)(
max SH
SH
H R       (10) 
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Entropii komprimovaných dat lze vypočítat pomocí vztahu (11). 
 
    
SI
SH
SH
)(
)'(  ,      (11) 
kde Is je střední délka značky určená pomocí vztahu (12). 
    i
q
i
is ISPI 


1
)( ,     (12) 
kde Ii je původní délka značky (před komprimací). 
Maximální entropie je dána vztahem (13). 
    
q
SH
1
log)'( 2   [Sh/symbol]    (13) 
 
2.5 DŮVODY  KOMPRESE  DAT 
 komprese dat šetří úloţný prostor na paměťových médiích 
 přenos informace o menší velikosti je rychlejší a jsou menší poplatky za 
konektivitu 
 
Kompresní algoritmy nejčastěji bývají obohaceny o funkce: 
 ochrana dat proti vůči poškození (např. CRC) 
 ochrana heslem vůči neoprávněným přístupům 
 velké mnoţství dat (různých souborů) je uloţeno pod jedním archívem, z čehoţ 
vyplývá lepší přehlednost v organizaci dat 
 moţnost rozdělení velkého souboru na několik menších (vyuţití hlavně pro přenos 
dat pomocí disket a e-mailů) 
 
2.6 PŘÍKLADY  Z  PRAXE 
Data jsou na paměťová média ukládána v souborech. Rozdělení pevného disku 
je pomocí clusterů (alokační jednotky), jeţ representují nejmenší logickou jednotku, 
která můţe být alokována pro soubor. Jeden cluster odpovídá několika sektorům 
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(vţdy 2n sektorů, např.: 1, 2, 4, …, 32, 64, …). Operační systém tedy nepracuje s 
jednotlivými sektory, ale s jejich skupinami – clustery. Obr. 2.3 ukazuje logické 
rozdělení pevného disku, kde A je stopa, B značí sektor a C je cluster stopy. Velikost 
clusteru je závislá na mnoha parametrech, například typu paměťového média (FDD, 
HDD, CD, ZIP atd.), na typu operačního systému (Unix, Linux, Windows) a také na 
typu pouţívaného souborového systému (FAT 12 - 32, NTFS, RAID, ext2). Obvyklá 
velikost clusteru je 2kB (2048B), z toho vyplývá, ţe pokud budeme chtít zapsat na 
pevný disk soubor o velikosti 1B, tak bude zabírat prostor jednoho clusteru (2kB). 
Také při uloţení souboru o velikosti nepatrně větší (2049B) dojde k obsazení 4kB 
tedy téměř dvojnásobek obsazení paměťového prostoru. Nevhodná velikost souboru 
má tedy velký vliv na objem dat. Z čehoţ vyplývá nevýhoda ukládání dat do více 
souborů a tím větší nároky na paměťový prostor, kterou řeší archívy (vznikne pouze 
jen jeden soubor, který můţe mít nevhodnou velikost). 
 
Obr. 2.3 Rozdělení pevného disku [4] 
Druhým podstatným přínosem archivace je moţnost rozdělení archívu na 
předem stanovené velikosti. Můţe se stát, ţe data po kompresi mají takovou velikost, 
ţe znemoţňují pouţití paměťových medií menších kapacit (FDD) nebo posílání dat 
pomocí e-mailů, kde je velikost příloh taktéţ limitována. Řešením je tedy 
komprimovat data do archívů, jejichţ velikosti si můţe uţivatel stanovit. 
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3. ROZDĚLENÍ KOMPRESE 
3.1 BEZEZTRÁTOVÁ  KOMPRESE  (LOSSLESS COMPRESSION) 
Je jeden ze dvou způsobů komprese, při kterém nedochází při kompresi a 
dekompresi ke ztrátě dat. Není tak účinná jako ztrátová komprese dat. Je však hojně 
pouţívána, neboť při přenášení a ukládání počítačových dat, výsledků měření, textu 
apod., je ztráta i jediného znaku neţádoucí a mohla by znamenat nenávratné 
poškození souboru. Data po dekompresi mají naprosto stejné vlastnosti jako před 
kompresí. Nejznámější programy pro bezeztrátovou kompresi jsou WinRAR, 
WinZip, Winace, ALZip, ExtractNow. Obr. 3.1 ukazuje symbolické schéma postupu 
bezeztrátové komprese. S komprimovanými daty však nelze běţně zacházet 
(v případě bezeztrátové metody). Například pokud zkomprimujeme dokument 
(*.doc) a chceme s ním později pracovat, musíme ho nejdříve dekomprimovat. 
 
 
Obr. 3.1 Schéma bezeztrátové komprese 
 
3.2 ZTRÁTOVÁ  KOMPRESE  (LOSSY COMPRESSION) 
Odstraňuje irelevanci a aplikuje se u dat, kde nám nevadí, ţe nenávratně 
přijdeme o určité mnoţství dat. Pouţívá se tam, kde je moţné ztrátu některých 
informací tolerovat a kde nevýhoda určitého zkreslení je bohatě vyváţena velmi 
významným zmenšením objemu dat. Pouţívá se pro kompresi zvuku a obrazu 
(videa), při jejichţ vnímání si člověk chybějících údajů nevšimne nebo si je dokáţe 
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domyslet. Např. lidské oko má omezenou rozlišovací schopnost jak ve vztahu 
 k barevné hloubce tak i k obrysovým detailům. Barvy blízko leţících bodů oko 
průměruje. V případě grafiky se často pouţívá komprimovaný formát JPG, kde se 
vyuţívá algoritmus diskrétní kosinové transformace (DCT). Obr. 3.2 ukazuje 
ztrátovou kompresi obrazu, kde nekomprimovaný formát BMP má velikost 85kB a 
po kompresi formát JPG má pouhé 2kB. Při ztrátové kompresi lze obvykle zvolit 
účinnost komprese, čímţ je určena kvalita obrazu po kompresi. Je moţné zvolit 
kvalitu komprese tak, ţe lidské oko nepostřehne rozdíl mezi originálem a obrazem po 
kompresi. Ke kompresi videosekvencí se nejčastěji pouţívají formáty MPEG, 
MPEG1 (pro velkou kompresi a malou bitovou rychlost), MPEG2 (formát pro 
televizní vysílání prostřednictvím satelitu a uloţení na DVD). Pro kompresi zvuku 
jsou nejznámější formáty WMA, MP3,  AAC a VQF.  
 
 
Obr. 3.2 Ztrátová komprese obrazu - kompresní poměr 42,5 
 
3.3 KOMPRESE  FYZICKÁ  A  LOGICKÁ 
Základní rozdíl mezi fyzickou a logickou komprimací spočívá v tom, zda 
komprimační algoritmus při komprimaci přihlíţí nebo nepřihlíţí k logické hodnotě 
dat. Fyzická komprese probíhá bez zřetele na logiku dat, se kterými algoritmus 
pracuje. Vytváří se nová sekvence znaků, proto bez znalosti dekomprimačního 
algoritmu je hodnota komprimovaných dat nulová. 
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Logická komprese pouţívá logické substituce znaků jinou úspornější řadou. 
Obvykle je výpočetně náročnější a lze ji pouţít pouze pro specifický typ dat (textové 
soubory). 
3.4 ADAPTIVNÍ  A  NEADAPTIVNÍ  KOMPRESE 
Adaptivní a neadaptivní komprimační algoritmy se rozlišují podle své 
schopnosti přizpůsobit algoritmus charakteru dat, se kterými pracují. Neadaptivní 
algoritmy (například statické Huffmanovo kódování, aritmetické kódování, LZ77) 
většinou obsahují předdefinované slovníky nebo řetězce znaků, o kterých je známo, 
ţe jejich pravděpodobnost výskytu je vysoká, nebo potřebnou informaci nejprve 
zjistí ze souboru. Blokové znázornění neadaptivní komprese je na obr. 3.3. 
Neadaptibilní algoritmus určený například pro komprimaci anglického textu, bude 
obsahovat slovníkové řetězce jako the, of, and, které nahradí předdefinovaným 
znakem. Tento způsob komprimace by však byl velmi neúčinný pro text v jiném 
jazyce, natoţ pro zpracování grafických nebo binárních dat. Pouţitím tohoto 
algoritmu na vhodných datech lze docílit výborného komprimačního poměru a 
zkrátit čas komprese na minimum. Dalším moţným způsobem je slabiková komprese 
skládající se z algoritmu pro rozloţení na slabiky, slabikových kompresních 
algoritmu a slovníku častých slabik. Tato metoda je rychlejší a efektivnější neţ u 
znakové metody, dosahuje lepšího kompresního poměru a je jazykově univerzální.    
Adaptivní algoritmy (např. Lempel-Ziv-Welch, adaptivní Huffmanovo 
kódování, adaptivní aritmetické kódování) jsou schopny dosáhnout určité 
nezávislosti na vstupních komprimovaných datech. Takové algoritmy neobsahují 
ţádné předdefinované slovníky řetězců a ani nezjišťují dopředu ţádné informace. 
Algoritmy si budují slovníky pro kaţdý komprimovaný soubor dat znovu v průběhu 
komprese i dekomprese (obr. 3.4). Při dekompresi si dekodér vytváří stejný model 
dat jako kodér při kompresi. Kodér při komprimaci vţdy nejprve zakóduje další 
zdrojovou jednotku a teprve následně upraví svůj model podle této jednotky. Je 
obecnou platností, ţe adaptivní algoritmy jsou díky své přizpůsobivosti a větší šíři 
pouţití pomalejší ve srovnání se specializovanými neadaptibilními algoritmy. 
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Obr. 3.3 Blokové schéma neadaptibilního algoritmu [6] 
 
 
Obr. 3.4 Blokové schéma adaptibilního algoritmu [6] 
 
3.5 JEDNOPRŮCHODOVÉ  A  DVOUPRŮCHODOVÉ  KOMPRESNÍ 
METODY 
Jak jiţ název napovídá, hlavním rozdílem mezi zmíněnými metodami je počet 
průchodu algoritmu komprimovanými daty. Mezi jednoprůchodové kompresní 
metody patří výše uvedené adaptivní kompresní metody (LZ78). 
Dvouprůchodové kompresní metody potřebují ke kompresi dvou průchodů 
komprimovaného textu. První průchod se většinou pouţívá k výpočtu četností 
výskytu jednotlivých symbolů v komprimovaném textu. Při druhém průchodu se ke 
komprimaci vyuţívá statistik vypočítaných v prvním průchodu. Mezi metody 
dvouprůchodové patří metody semi-adaptivní. Příklady dvouprůchodových 
kompresních metod jsou Shannon-Fanovo kódování a statické Huffmanovo 
kódování.[5] 
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3.6 STATICKÁ  KOMPRESNÍ  METODA 
Statické kompresní metody pouţívají při kompresi statický model dat, který 
se nemění v závislosti na komprimovaných datech. V praxi jde zejména o četnosti 
výskytu jednotlivých zdrojových jednotek, které jsou na základě obecných pravidel 
vypočítány a pouţívány pro kompresi všech dat. Obě strany komprese (kodér i 
dekodér) pracují se stejným modelem dat. Tento model se nepřenáší se 
zakódovanými daty a musí být znám před začátkem komprese. Klasickými příklady 
statických kompresních metod jsou Morseova abeceda, Braillovo písmo, telegraf. 
 
3.7 NEROVNOMĚRNOST  KÓDŮ 
Jak jiţ bylo uvedeno, bezeztrátové metody komprese dat jsou zaloţeny na 
četnosti jednotlivých znaků v komprimovaných datech. Datům, které se vyskytují 
nejčastěji, je přiřazeno nejkratší binární vyjádření a nejméně častým je přiděleno 
nejdelší vyjádření. Příkladem nerovnoměrné délky kódu je Huffmanův algoritmus, 
jehoţ výstupem je proud bitů. Rovnoměrný kód má například LWZ se 64kB 
slovníkem, na výstup posílá 16 bitové indexy, tedy čísla, jeţ mají konstantní velikost. 
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4. BEZEZTRÁTOVÉ KOMPRESNÍ ALGORITMY 
V této kapitole provedu základní přehled a popis jednotlivých bezeztrátových 
kompresních metod. U vybraných metod uvedu výpočet komprese pro krátkou 
zprávu. Tento výpočet je podstatný zejména pro pochopení činnosti algoritmu, který 
bude později implementován. Při návrhu algoritmu se musí programátor snaţit, aby 
metoda byla realizovatelná s ohledem na výkon hardware. Některé metody jsou 
velmi jednoduché a nenáročné na hardware a naopak některé jsou velmi vyspělé a 
dosahují vysoké účinnosti. „Daní“ takovýchto algoritmů bývá velká časová 
náročnost a mnoţství potřebné paměti. Jako přehled uvádím seznam nejznámějších 
metod a jejich novější odvozené verze. 
 
1. Číselné: kódy pevné délky, Eliašovy kódy, Golombovy kódy, fázování. 
2. Znakové: Shannon-Fanovo kódování, Huffmanovo kódování (statické i 
adaptivní), aritmetické kódování (celočíselná i s neomezenou aritmetikou). 
3. Slovníkové: BSTW, intervalové kódování. 
4. Řetězcové: LZ77, LZSS, LZ78, LZW, LZH. 
5. Transformace: BWT, MTF I a MTF II, WFC, IF, DC. 
 
4.1 STATISTICKÉ  HUFFMANOVO  KÓDOVÁNÍ 
Huffmanův kód vznikl v roce 1952 jako kód s minimální redundancí. Jedná 
se o neadaptivní prefixový kód. Vychází ze zjištění, ţe jednotlivé znaky zdrojové 
abecedy se nevyskytují ve zprávách se stejnou četností. Jednotlivé znaky jsou 
umístěny jako koncové uzly do binárního vyhledávacího stromu. Cesta stromem je 
popsána jako sekvence nul a jedniček (0 pro levý dceřiný uzel a 1 pro pravý dceřiný 
uzel). Pro komprimaci souboru je moţné pouţít konkrétní statistický model nebo lze 
provést analýzu celého vstupního souboru a určit četnosti jednotlivých znaků. 
Pomocí nichţ sestavíme vyhledávací strom a sestavíme slovník, který bude 
obsahovat znak a jeho kód, kterým se nahradí. Binární strom nebo kód kaţdého 
znaku musíme uloţit spolu s komprimovanými daty. To můţe mít za následek, ţe 
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velmi malé soubory se mohou kompresí zvětšit. Huffmanovo kódování je dodnes 
hojně pouţíváno zejména v archivačních programech jako např. arj, zip, rar a často je 
implementován i v hardware. 
4.1.1 Základní vlastnosti: 
 znaky s častým výskytem mají menší počet bitů neţ znaky méně časté 
 kaţdý znak je unikátně kódovaný a lze ho jednoznačně dekódovat (prefixový kód) 
 pokud mají dva uzly stejnou hodnotu pravděpodobnosti (četnosti) je libovolná 
volba spojení (vznikne jiný kód, ale střední délka u všech kombinací bude stejná). 
Pouţívá se binární strom (kaţdý uzel má nejvýše dva dceřiné uzly). 
 nezávisí na tom, zda levé větve stromu budou reprezentovány „0“ nebo „1“, 
důleţité je, aby bylo pouţito stejné uspořádání jak při kompresi, tak při 
dekompresi 
 vyţaduje znalost pravděpodobností (četností) symbolů a tedy nutnost 
předzpracování dat před vlastní kompresí, nebo pouţití jiţ vypracovaného 
pravděpodobnostního modelu 
 tabulka pravděpodobností (četností) musí být k dispozici při dekompresi 
 
4.1.2 Příklad postupu komprese 
1. Pouţití modelu nebo zjištění pravděpodobnosti (četnosti) výskytů znaků (Tab. 1). 
2. Seřazení znaků podle pravděpodobnosti (obr. 4.1). 
3. Vţdy dva poslední znaky (uzly) s nejniţší pravděpodobností vytvoří nadřazený 
uzel, jehoţ hodnota je rovna součtu pravděpodobností znaků pod ním. Situace je 
znázorněna pomocí obr. 4. 2a,b. 
4. Nyní se opakují body 2 a 3 dokud nevznikne jeden nadřazený uzel 
s pravděpodobností 1. 
5. Po dokončení tvorby stromu mají levé větve hodnotu „0“ pravé „1“ (obr. 4. 2c). 
6. V této fázi bude vytvořen slovník. Pro kaţdý znak se projde strom a uloţí se jeho 
nová podoba ve formě nul a jedniček. 
7. Nutnost uloţit strom/slovník do souboru. 
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Znak A B C D E F 
Pravděpodobnost (Pi) 0,50 0,22 0,10 0,08 0,05 0,05 
Tab. 1 Pravděpodobnosti výskytu znaků 
 
Obr. 4.1 Znaky seřazené podle jejich pravděpodobnosti 
 
 
 
 
 
 
 
 
 
 
 
Obr. 4.2 a) vznik nadřazeného uzlu, b) vznik nadřazeného uzlu, c) kompletní 
stromová struktura s označením větví 
Při dekompresi se vybuduje totoţný strom a načítá se postupně bit za bitem. 
Po kaţdém načteném bitu se zjišťuje, zda je moţné nalézt ve stromu znak podle 
doposud načtené posloupnosti. Pokud při prohledávání narazíme pouze na uzel, který 
je nadřazen nad dalšími uzly, musíme načíst ze vstupních dat další bit. Tab. 2 udává 
přehled kódování a Tab. 3 ukazuje výslednou tabulku pro dekódování. 
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Znak  Pi Kódování 
A 0,50 
  
A 0,50 
  
A 0,50 
  A 
0,50 
  A 0,5 0 ABCDEF 1 
B 0,22   B 0,22   B 0,22   CDFE 0,28 0 BCDFE 0,5 1     
C 0,10   C 0,10   DFE 0,18 0 B 0,22 1           
D 0,08   FE 0,10 0 C 0,1 1                 
E 0,05 1 D 0,08 1                       
F  0,05 0                             
Tab. 2 Přehled kódování  
 
Dekódování 
znak kód délka 
A 0 1 
B 11 2 
C 101 3 
D 1001 4 
E 10001 5 
F 10000 5 
Tab. 3 Přehled dekódování a délka jednotlivých zakódovaných znaků 
 
Výpočty původních zpráv: 
- pouţiji vzorce (6-13) uvedené v kapitole 2.4 
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Entropie: 
Sh
SP
SPSH
q
i i
i
0365,2
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1
log05,0*2
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Maximální entropie: 
Sh
q
SH 5850,2
6
1
log
1
log)( 22max   
 
Relativní entropie: 
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Redundance: 
2122,07878,011  RHR  
 
Výpočet komprimovaných zpráv: 
Střední délka značky: 
bISPI i
q
i
is 06,2505,0505,0408,031,0222,015,0)(
1
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Pomocí výpočtů bylo zjištěno, ţe redundance (nadbytečnost) se sníţila, 
ovšem ne zcela odstraněna. Redundance je v případě pouţití Huffmanova kódu rovna 
nule pouze pokud pravděpodobnosti výskytu jednotlivých znaků jsou rovny 
záporným mocninám dvou (1/2, 1/4, 1/8, atd.). V jiných případech můţe být díky 
celočíselné velikosti kódu jednotlivých znaků redundance relativně vysoká. Tento 
nedostatek odstraňuje aritmetické kódování, které reprezentuje textovou zprávu 
pomocí intervalů.  
4.2 ADAPTIVNÍ  HUFFMANŮV  KÓD – FGK 
Vychází z  předem zmíněných informací uvedených v kapitole 3.4. Jak 
ukazuje obr. 3.4, tato modifikace nabízí moţnost nevytvářet strom předem, ale 
postupně při načítání dat. Tato modifikace je sice pomalejší a náročnější neţ statická, 
nevyţaduje však ukládání stromu, adaptuje se na změny charakteru souboru a lze u 
ní dosáhnout lepšího kompresního poměru. Vzhledem k tomu, ţe adaptivní metody 
nepotřebují znát model ani četnost znaků, jsou vhodné pro kompresi vstupních 
proudů jako např. streamové vysílání (audio, video) a realtime aplikace. 
Adaptivní Huffmanovo kódování bylo poprvé vymyšleno nezávisle Fallerem 
a Gallagerem (Faller 1973 a Gallager 1978). Knuth provedl v roce 1985 vylepšení 
původního algoritmu a výsledný algoritmus je tedy nazýván “FGK algorithm“. 
 
Byly stanoveny tři způsoby, jakými lze sestavovat (přestavovat) strom po 
kaţdém načteném prvku: 
 sestavování stromu vţdy od začátku (předchozí strom je „zahozen“) 
 postupná tvorba stromu a přeskupování uzlů 
 postupná tvorba stromu a přeskupování uzlů s tím, ţe strom je v určitých 
intervalech „resetován“ 
 
Nejjednodušší způsob stavby je takový, ţe po kaţdém načteném znaku 
předchozí strom odstraníme a sestavíme od počátku úplně nový strom (jako bychom 
dělali statický kód, ale pouze se znaky, které jsme jiţ načetli) a znak zakódujeme. Je 
zřejmé, ţe časová náročnost algoritmu není optimální. Pokud algoritmus aplikujeme 
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na soubor o velikosti 1000 znaků, bylo by zapotřebí tisíckrát seřadit znaky podle 
četností a tisíckrát sestavit strom.  
Druhá metoda je jiţ výrazně rychlejší neboť po kaţdém načteném znaku se 
provede pouze upravení stávajícího stromu (pomocí přesouvání uzlů). Uzly se 
přesouvají tak, ţe vlevo jsou vţdy uzly s větším číslem pravděpodobnosti. Po celou 
dobu komprese si algoritmus musí strom pamatovat. 
Třetí moţností je kombinace dvou předchozích, kdy se strom tvoří jako 
v předchozím případě, ale v určitém případě (např. jednou za určité mnoţství 
zpracovaných dat) se strom zničí a začíná se s úplně novým. Je důleţité, aby 
komprese a dekomprese vycházela ze stejného počátečního stromu. 
 
Problém nastává při kódování znaků, které jsou načteny poprvé. Existuje 
několik způsobů, jak lze tento problém ošetřit: 
1. Nový znak je kódován pomocí tzv. „ESC“ znaku (ten má četnost = 0), pokud při 
dekompresi dojdeme na ESC znak tak víme, ţe za ním následuje 8 bitů nového, 
doposud nepouţitého znaku. 
2. Při počáteční inicializaci stromu jsou vloţeny všechny znaky abecedy, kaţdý 
s četností 1 (velikost abecedy je 256 znaků). 
 
4.2.1 Příklad komprese s použitím „ESC“ znaku 
Jako vstupní posloupnost zvolím například: ABACABEE. 
1. Načteme první znak „A“ a uloţíme ho do výstupního souboru. Pak vytvoříme 
strom, který můţeme vidět na obr. 4.3a. Pokud načteme další znak „A“, strom 
bude mít stejný tvar, ale změní se četnost. 
2. Dalším znakem je „B“. Jelikoţ se tento znak ve stromu nenachází, uloţíme do 
výstupního souboru adresu znaku „ESC“, za nímţ následuje kód nového znaku 
„B“. Poté upravíme strom (obr. 4.3b). Na místě znaku „ESC“ se nyní vyskytuje 
uzel, jehoţ hodnota je rovna součtu četnosti následovníků tj. nového znaku a 
„ESC“ (četnost „ESC“ je vţdy rovna 0). 
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3. Dalším znakem v pořadí je „A“. Ten se jiţ ve stromové struktuře vyskytuje, na 
výstup uloţíme „0“. Není potřeba měnit strukturu stromu, pouze změníme četnost 
znaku „A“ (na 2) a hodnotu nadřazeného uzlu (3). 
4. Dalším znakem je „C“ ten se doposud ve stromové struktuře nenachází, proto 
uloţíme na výstup adresu znaku „ESC“ za nímţ následuje kód znaku „C“. 
Provedeme úpravu stromu tak, aby na místě kde se nacházel „ESC“ znak byl uzel 
s četností 1(součet četností znaku „C“ a „ESC“). Takto vytvořený strom je na obr. 
4.3c. 
 
 
 
 
 
 
 
 
Obr. 4.3 a) strom po načtení znaku „A“, b) strom po načtení znaku „B“, 
c) strom po načtení znaků „ABAC“ 
 
5. Zakódováním znaku „A“ se strom stejně jako v kroku 3 nezmění. Pouze se změní 
jeho četnost a četnost nadřazených uzlů. Na výstupu je uloţen bit „0“. 
6. Znak „B“ je také jiţ ve stromu obsaţen, proto se provede zvýšení četnosti znaku a 
všech jeho nadřazených uzlů. 
7. Nyní načteme znak „E“. Ten se ve stromě nevyskytuje, proto na výstup uloţíme 
adresu „ESC“ znaku (111) a hned za touto adresou znak „E“. Zvětšujeme četnost 
nadřazených uzlů (rodičů). Obr. 4.4a ukazuje stav, kdy pravý uzel má větší 
hodnotu jak levý. Uzel přesuneme před všechny uzly, které mají menší hodnotu. 
V tomto případě se jedná o jediný uzel A:3. Výsledný strom je na obr. 4.4b. 
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8. Posledním znakem je opět znak „E“. Protoţe je jiţ umístěn ve stromě, můţeme 
uloţit do souboru jeho adresu, která je „0110“. Nyní je třeba zvětšit jeho četnost a 
poupravit strom. V tomto případě je potřeba dvojího přesunutí uzlů, jak ukazuje 
obr. 4.4c,d,e. 
 
 
Obr. 4.4 a) strom před záměnou znaku „A“ b) strom po záměně c,d) přeskupení 
stromu, e) výsledný strom 
 
Vstupní data „ABACABEE“ o délce 64 bitů byla zkomprimována do posloupnosti o 
délce 46 bitů, jak ukazuje obr. 4.5. Faktor komprese v tomto případě je 71,88%. 
 
Obr. 4.5 Výstupní proud dat z kodéru 
4.2.2 Postup komprese s počáteční inicializací stromu – příklad 
Posloupnost znaků („ABACABEE“) je stejná jako v předešlém příkladu. Příklad 
s počáteční inicializací stromu se všemi znaky abecedy by nebylo moţné rozměrově 
zobrazit. 
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1.  Nejprve se provede analýza komprimovaných dat a zjistí se, jaké znaky se 
v souboru vyskytují. V našem případě se jedná o znaky A, B, C, E. Do souboru je 
nutné uloţit číslo, které vyjadřuje, kolik dalších bajtů tvoří seznam znaků. Tento 
seznam potřebujeme pro dekompresi, abychom byli schopni sestavit shodný strom 
jako při kompresi. Kdybychom pouţívali inicializaci všemi prvky, první bajt 
bychom nepotřebovali, jelikoţ víme, ţe počet znaků je 256. Obr. 4.6a ukazuje 
inicializovaný strom pro zadaný příklad. Kaţdý znak má nastavenou četnost na 1. 
2. Nyní provedeme načtení prvního znaku „A“. Ten se jiţ ve stromě vyskytuje, proto 
zvýšíme jeho četnost na A:2 a zaměníme ho s C:1. Další nutnou operací je 
zvýšení četnosti všech nadřazených uzlů (rodičů). Výsledný strom ukazuje obr. 
4.6b. Je patrné, ţe ačkoliv se zvýšila četnost znaku „A“ je jeho adresa („00“) 
stejně dlouhá jako adresa četností o jedna niţší. Kdyby na vstup přišel další znak 
„A“, po zakódování by jiţ měl vyhledávací adresu pouze jeden bit. 
 
 
 
 
 
 
Obr. 4.6 a) inicializace stromu pomocí zjištěných znaků, b) přestavba stromu 
 
3. Dalším znakem je „B“, na výstup uloţíme posloupnost „11“. Zvýšíme jeho 
četnost, přestaví se strom a zvýší se hodnoty nadřazených uzlů. 
4. Načteme znak „A“, na výstup uloţíme adresu „00“, zvýšíme jeho četnost a 
provedeme záměnu s uzlem, který má četnost 2. Nahrazený uzel včetně jeho 
potomků (dalších uzlů a listů) přemístíme na původní místo znaku „A:2“. 
Poslední operací je zvýšení četnosti všech nadřazených uzlů. Obr. 4.7a,b 
zobrazuje přeskupení ve stromě. 
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Obr. 4.7 a) záměna uzlů, b) výsledná přestavba stromu 
5. Dalším znakem je znak „C“. Výstupem je posloupnost „10“. Touto kombinací byl 
původně zakódován znak „A“, ale po přestavbě stromu reprezentuje znak „C“. 
Opět zvýšíme jeho četnost uzlů, ale k přeskupování v této fázi nedochází. 
6. Pátým znakem je opět „A“, který je reprezentován posloupností „1“. K přestavbě 
stromu nedochází, provede se pouze zvýšení četnosti nadřazeného uzlu. 
7. Šestý znak „B“ je reprezentován posloupností „01“. K přestavbě stromu 
nedochází, provede se pouze zvýšení četnosti nadřazených uzlů. 
8. Další načtený znak „E“ je reprezentován posloupností „001“. K přestavbě stromu 
nedochází, provede se pouze zvýšení četnosti nadřazených uzlů. 
9. Posledním znakem je opět „E“, posloupnost „001“ zůstává zachována, ale 
k přestavbě stromu dochází dvakrát. Situace je znázorněna na obr. 4.8a,b,c. 
 
Obr. 4.8 a) první přeskupení stromu, b) druhé, c) výsledný strom 
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Výsledkem komprese je opět proud bitů o velikosti 52. Kompresní faktor je 
roven 81,25%. Pokud porovnáme výsledky s předchozím příkladem, je tato metoda 
méně účinná. Ovšem není tomu tak vţdy, je zde velká závislost na druhu vstupních 
dat. Obr. 4.9 ukazuje výsledný proud bitů z kodéru. 
 
Obr. 4.9 výsledný proud bitů z kodéru 
4.3 STATICKÉ  ARITMETICKÉ  KÓDOVÁNÍ 
Jedná se o další efektivní způsob komprese. V častých případech je účinnější 
neţ Huffmanovo kódování, jelikoţ Huffmanova metoda přiděluje všem znakům 
kódy s celočíselným počtem bitů. Teorie informace říká, ţe znak s pravděpodobností 
0,3 by měl mít v ideálním případě kód s délkou 1,7369 bitů. Statické aritmetické 
kódování je navrţeno tak, aby odstranilo nevýhodu Huffmanovy metody, která 
přiřazuje kód dlouhý 1 nebo 2 bity.  
Statické aritmetické kódování pracuje s intervalem čísel, který se mění podle 
pravděpodobnosti jednotlivých znaků. I tento statický algoritmus potřebuje pro svou 
činnost v prvním kroku provést analýzu v stupních dat a zjistit četnosti výskytů 
jednotlivých znaků. Jako u předešlých metod dojde k vytvoření tabulky symbolů. 
Protoţe aritmetické kódování pracuje se základními aritmetickými operacemi 
(součet, rozdíl, násobení, dělení), je jednoduché na implementaci, ale náročné na 
výpočty, jelikoţ se zde pracuje s rozsáhlými čísly (v celočíselné implementaci 
obvykle v rozmezí 0 - 232). Pro potřebu dekomprese je nutné mít k dispozici 
informaci o četnosti výskytu znaků. 
V praxi je nutné převést desetinné číslo do binární podoby. Desetinné číslo se 
nesmí zaokrouhlovat. Důleţitým hlediskem je rychlý růst desetinných míst. U zprávy 
o deseti znacích je výsledkem číslo o délce 20 – 30 desetinných míst. Protoţe 
přesnost desetinných čísel není omezená vzniká tzv. podtečení (viz kapitola 4.3.1). 
Jelikoţ operace s desetinnými čísly jsou mnohem pomalejší, neţ s celými čísly, je 
realizace a činnost v praxi nemoţná. Kaţdá praktická implementace operuje pouze 
s celými čísly. 
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V roce 1987 pánové Ian H. Witten, Radford M. Neal a John G. Cleary 
publikovali článek v „Communications of the ACM“, který popisuje princip 
binárního aritmetického kódování. Původní algoritmus vymyšlený Peter Eliasem 
před rokem 1963 byl upraven pro pouţití celých čísel a řeší tak problém podtečení 
změnou měřítka (E1, E2, E3). V současné době existuje několik modifikací, které 
vylepšují původní myšlenku. (viz literatura [5]). 
Nyní uvedu základní vztahy pro výpočet klasického aritmetického kódování 
navrţeného zmíněným Peter Eliasem: 
Pro kompresi: 
1,0  HL ,          (14) 
kde L je spodní mez intervalu a H je hodní mez intervalu. 
LHR  ,          (15) 
kde R je vzdálenost mezí intervalu. 
)(xRHRLH  ,        (16) 
kde H je nová horní mez intervalu, L a R jsou předchozí hodnoty a RH(x) je hodnota 
horní meze (H) intervalu znaku x. 
)(xRLRLL  ,        (17) 
,kde L je nová spodní mez intervalu, hodnoty L a R ve vzorci jsou předchozí hodnoty 
a RL(x) je hodnota spodní meze (L) intervalu znaku x. 
Pro dekompresi: 
)()( xRLxRHR  ,        (18) 
kde R je vzdálenost mezí intervalů. 
R
xRLN
N
)(
 ,         (19) 
kde N je číslo pro další krok, N v čitateli je počáteční hodnota. 
Upravené vzorce pro celočíselnou aritmetiku: 
Pro kompresi: 
12,0  wHL ,         (20) 
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kde L je spodní mez intervalu, H je hodní mez intervalu a w je číslo vyjadřující 
s jakým intervalem se počítá a současně udává maximální velikost komprimovaného 
souboru. 
1 LHR ,         (21) 
kde R je vzdálenost mezí intervalu. 
m
znR
LL i
)( 1 ,         (22) 
1
)(



m
znR
LH i ,        (23) 
kde zi je právě zpracovávaný (komprimovaný) znak, zi-1 je předchozí znak, n(zi) je 
kumulativní četnost i znaku a m je hodnota kumulativní četnosti posledního znaku 
v abecedě (za předpokladu, ţe jsou znaky v tabulce kumulativních četností řazeny 
abecedně). 
4
2
Q
w
1  ,         (24) 
kde Q1 je první čtvrtina intervalu. 
2QQ 12  ,         (25) 
kde Q2 je polovina intervalu. 
3QQ 13  ,         (26) 
kde Q3 je třetí čtvrtina intervalu. 
Pro dekompresi: 
Zde jsou pouţity všechny vzorce uvedené v kompresi a vzorec (27). 





 

R
mLc
SC
1)1(
,       (27) 
kde SC (search char) je číslo kumulativní četnosti, pomocí něhoţ vyhledáme znak, c 
je dekadické vyjádření vstupní posloupnosti bitů délky w. 
ii zSCz 1 ,        (28) 
kde zi, je výstupním znakem který určíme ze znázorněného intervalu. 
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4.3.1 Podtečení 
Pro úspěšnou realizaci aritmetického kódování je třeba vyřešit problém 
podtečení, který je způsoben neustálým zmenšováním intervalu mezi L a H.. Hranice 
se tedy přibliţují, ale jejich nejvýznamnější číslice se nerovnají. Kdyby nastala 
taková situace, pak by se čísla stále více přibliţovala a nikdy by nebylo moţno dát 
nejvýznamnější číslici na výstup. Např. mějme w = 8 počáteční hodnota intervalu by 
byla 256, protoţe L = 0, H = 256. V prvním kroku, po zakódování prvního znaku, by 
bylo L = 130, H = 200. V dalším kroku by se interval ještě více přiblíţil L =180, H 
= 181, zde jiţ nastává problém, protoţe interval nelze více zúţit. Tato situace je 
řešena pomocí změny měřítka E3. Interval je při kompresi hlídán a pokud se zúţí 
natolik, ţe v blízké době by došlo k přetečení, dojde je změně měřítka E3 (L a H se 
od sebe vzdálí). Zavádí se nová proměnná CTU (counter underflow), která se při 
změně měřítka inkrementuje. Změna měřítka můţe nastat několikrát po sobě. Mohou 
nastat 3 případy vedoucí ke změně měřítka tzv. E1, E2, E3. Tyto případy sou 
uvedeny na obr. 4.10a,b,c a pomocí podmínek zapsány pod obrázkem. Jednotlivé 
dělení intervalů vyuţívá vzorce (21-26). 
 
Obr. 4.10 Změna měřítka intervalu a) E1,b) E2, c) E3 
Podmínky definující změnu měřítka lze zapsat následovně: 
 Pokud: H < Q2, provede se E1: L = 2. L, H = 2. H + 1, jinak 
 Pokud: L ≥ Q2, provede se E2: L = 2. (L – Q2), H = 2. (H – Q2) + 1, jinak 
 Pokud: L ≥ Q1 && H < Q3, provede se E3: L = 2. (L - Q1), H = 2. (H – Q1) + 1 
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Význam změny měřítek E1 a E2 
Pro názornost a snazší pochopení problematiky uvedu nejprve příklad a 
posléze vysvětlení. Mějme interval desetinných čísel, který se bude postupem 
zpracování znaků zuţovat. Potom se jeho nejvíce platná čísla na rozdíl od nejméně 
platných nemění : (0,3;0,8), (0,22;0,58), (0,24;0,26), (0,2501;0,2499), 
(0,242119;0,249111), (0,24580081;0,24586763). Z příkladu je patrné, ţe pokud se 
čísla z levého a pravého intervalu shodují na stejném místě, jiţ nedochází ke změně. 
Toho lze vyuţít tak, ţe si tyto číslice nemusíme pamatovat a budeme si pamatovat 
pouze nejnovější část intervalu. V binární implementaci aritmetického kódování se 
ovšem na výstup ukládají pouze „0“ a „1“. Tím jak odebíráme MSB bity, které jsou 
stejné, musíme na místo LSB dodat tolik bitů, kolik jsme jich uloţili do souboru. 
Počet bitů L a H musí být vţdy rovno w. Do L se zprava přidávají logické nuly a do 
H logické jedničky. Změna měřítka E1 (shodné nuly v MSB) a E2 (shodné jedníčky 
v MSB) tuto proceduru řeší tak, ţe pokud došlo v minulosti ke změně měřítka E3 
(hodnota CTU > 0) uloţí se do výstupu tolik bitů jakou má CTU hodnotu. Ukládané 
bity mají inverzní hodnotu. Pokud došlo ke změně E1 bude se ukládat posloupnost 
jedniček délky CTU. Po provedení se CTU vynuluje. 
Pro označení konce komprimovaného souboru se uţívá znaku „EOF“, který 
se vkládá na konec. Jeho četnost je rovna 1. Kdybychom znak „EOF“ nepouţili, 
dekompresní algoritmus by dekompresi ukončil předčasně, protoţe L = H = 0, avšak 
určitý počet znaků ještě zbývá dekódovat. 
 
4.3.2 Postup statického aritmetického kódování – příklad 
Mějme vstupní posloupnost stejnou jako v předešlých příkladech „ABACABEE“ 
w = 8 
L = 0 
H = 2
w
 - 1 = 255 
R = L – H + 1 = 256 
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1. V prvním kroku provedeme analýzu dat a sestavíme tabulku četností. Provedeme 
vloţení znaku „EOF“. Výsledek analýzy ukazuje Tab. 4. Provedeme výpočet mezí 
Q1, Q2, Q3 pro pozdější změnu měřítka. 
Znak A B C E EOF 
i 1 2 3 4 5 
Četnost 3 2 1 2 1 
n(zi) 3 5 6 8 9 
Tab. 4 Analýza vstupních dat 
m = 9, CTU = 0 
64
4
2
4
2
Q
8w
1  ,  1282QQ 12  , 1923QQ 13   
 
2. Nyní zakódujeme první znak „A“ a vypočítáme spodní a horní mez nového 
intervalu pomocí vzorců (22) a (23). Za n(z0) dosadíme kumulativní četnost 0. 
841
9
3256
0  ,0
9
0256
0 




 





 
 HL , interval <0;84) 
Jelikoţ platí podmínka pro změnu měřítka E1 (H < Q2) uloţíme do výstupu „0“. 
1691842  ,002  HL , interval <0;169) 
Další změna měřítka není moţná, proto zakódujeme další znak. 
 
3. Dalším znakem je „B“. 
17010169 R  
931
9
5170
0  ,56
9
3170
0 




 





 
 HL , interval <56;93) 
Opět platí podmínka pro změnu měřítka E1 (H < Q2) uloţíme do výstupu „0“. 
1871932  ,112562  HL , interval <112;187) 
Nyní platí podmínka L ≥ Q1 && H < Q3 , proto se provede změna měřítka E3 a 
současně se inkrementuje hodnota CTU  (1). 
2471)64187(2  ,96)64112(2  HL , interval <96;247) 
Další změna měřítka není moţná, proto zakódujeme další znak. 
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4. Dalším znakem je opět „A“. 
152196247 R  
1451
9
3152
96  ,96
9
0152
96 




 





 
 HL , interval <96;145) 
Platí podmínka pro změnu měřítka E3 (L ≥ Q1 && H < Q3 ) , inkrementujeme 
hodnotu CTU (2).. 
1631)64145(2  64)6496(2  HL , interval <64;163) 
Opět platí podmínka pro změnu měřítka E3, inkrementujeme hodnotu CTU (3)..  
1991)64163(2  ,0)6464(2  HL , interval <0;199) 
Další změna měřítka není moţná, proto zakódujeme další znak. 
 
5. Kódování znaku „C“. 
20010199 R  
1321
9
6200
0  ,111
9
5200
0 




 





 
 HL , interval <111;132) 
Platí podmínka pro změnu měřítka E3 (L ≥ Q1 && H < Q3 ) , inkrementuje hodnotu 
CTU (4).. 
1371)64132(2  94)64111(2  HL , interval <94;137) 
Opět platí podmínka pro změnu měřítka E3, inkrementujeme hodnotu CTU (5)..  
1471)64137(2  ,60)6494(2  HL , interval <60;147) 
Další změna měřítka není moţná, proto zakódujeme další znak. 
 
6. Kódování znaku „A“. 
88160147 R  
881
9
388
60  ,60
9
088
60 




 





 
 HL , interval <60;88) 
Platí podmínka pro změnu měřítka E1, na výstup uloţíme „0“ + „11111“ .CTU(0) 
1771882  120602  HL , interval <120;177) 
Platí podmínka pro změnu měřítka E3, inkrementujeme hodnotu CTU (1)..  
2271)64177(2  ,112)64120(2  HL , interval <112;227) 
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Další změna měřítka není moţná, proto zakódujeme další znak. 
 
7. Dalším znakem je „B“. 
1161112227 R  
1751
9
5116
112  ,150
9
3116
112 




 





 
 HL , interval <150;175) 
Platí podmínka pro změnu měřítka E2, na výstup uloţíme „1“ + „0“. CTU(0) 
951)128175(2  ,44)128150(2  HL , interval <44;95) 
Platí podmínka pro změnu měřítka E1, na výstup uloţíme „0“ 
1911952  ,88442  HL , interval <88;191) 
Platí podmínka pro změnu měřítka E3, inkrementujeme hodnotu CTU (1)..  
2551)64191(2  ,48)6488(2  HL , interval <48;255) 
Další změna měřítka není moţná, proto zakódujeme další znak. 
 
8. Dalším znakem je „E“. 
208148255 R  
2311
9
8208
48  ,186
9
6208
48 




 





 
 HL , interval <186;231) 
Platí podmínka pro změnu měřítka E2, na výstup uloţíme „1“ + „0“. CTU(0) 
2071)128231(2  ,116)128186(2  HL , interval <116;207) 
 
9. Dalším znakem je opět „E“. 
921116207 R  
1961
9
892
116  ,177
9
692
116 




 





 
 HL , interval <177;196) 
Platí podmínka pro změnu měřítka E2, na výstup uloţíme „1“. CTU(0) 
1371)128196(2  ,98)128177(2  HL , interval <98;137) 
Platí podmínka pro změnu měřítka E3, inkrementujeme hodnotu CTU (1)..  
1471)64137(2  ,68)6498(2  HL , interval <68;147) 
Platí podmínka pro změnu měřítka E3, inkrementujeme hodnotu CTU (2)..  
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1671)64147(2  ,8)6468(2  HL , interval <8;167) 
 
10.Posledním znakem je „EOF“. 
16018167 R  
1671
9
9160
8  ,150
9
8160
8 




 





 
 HL , interval <150;167) 
Platí podmínka pro změnu měřítka E2, na výstup uloţíme „1“+ „00“. CTU(0) 
791)128167(2  ,44)128150(2  HL , interval <44;79) 
Platí podmínka pro změnu měřítka E1, na výstup uloţíme „0“.  
1591792  ,88442  HL , interval <88;159) 
Platí podmínka pro změnu měřítka E3, inkrementujeme hodnotu CTU (1)..  
1911)64159(2  ,48)6488(2  HL , interval <48;191) 
Nyní je zapotřebí uloţit číslo z intervalu do souboru. Např. číslo 64 („01000000“). 
Nuly s nejméně platnou jedničkou není potřeba ukládat, proto se do souboru uloţí 
pouze „01“. Do souboru musíme také uloţit vstupní tabulku s jednotlivými znaky a 
četnostmi. 
4.4 ADAPTIVNÍ  ARITMETICKÉ  KÓDOVÁNÍ 
Jak jiţ bylo zmíněno v kapitole 3.4, adaptivní metody nepotřebují znát 
pravděpodobnost (četnost) výskytu jednotlivých znaků. Začínají 
z předdeklarovaného rozdělení pravděpodobností a při načítání znaků jednotlivé 
pravděpodobnosti aktualizují. Účinnost adaptabilní komprese bývá lepší neţ u 
statické metody. Podobně jako u Huffmanovy adaptabilní metody je i zde několik 
způsobů inicializace počáteční tabulky vstupních znaků: 
 
1. Vloţení všech znaků s četností 1 (257 včetně znaku „EOF“) 
2. Inicializace jednotek 1/n. Velice podobný své neadaptivní verzi, liší se výpočtem 
pravděpodobnosti symbolů. U adaptivní verze se pravděpodobnost upravuje po 
zakódování kaţdého symbolu. Tato nová pravděpodobnost slouţí k dělení nového 
intervalu. Dekodér je tak schopen během dekódování pravděpodobnosti počítat 
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stejně jako kodér při kódování a tyto pravděpodobnosti se tedy nemusí ukládat do 
výsledného zakódovaného souboru. 
 
Postup výpočtu je stejný jako u statického kódování s tím rozdílem, ţe se zvýší 
četnost znaku aţ po jeho zakódování. 
 
4.5 LEMPEL - ZIV – LZ77 [1] [6] [10] 
Původní metoda posuvného okna navrţená v roce 1977 Abrahamem Lempelem 
a Jacobem Zivem pro bezztrátovou kompresi dat. Stala se základem pro ostatní LZ 
metody, jako jsou například LZ78, LZW, LZB, LZH, LZSS a další. 
Nyní uvedu základní princip a poté krátký příklad algoritmu LZ77. Tento 
komprimační algoritmus pouţívá ke své činnosti okno rozdělené na dvě části, jak je 
ukázáno na obr. 4.11. Rozdělení okna slouţí k porovnávání jejich obsahu a hledání 
shodných řetězců. Celé okno se posouvá a po kaţdém posunutí se testuje zmíněná 
shoda. Zakódování shodných řetězců se provádí pomocí trojice (i,j,X), kde i je 
vzdálenost předpony od hranice mezi nezakódovanou a zakódovanou částí, j je délka 
nalezené shody a X je první znak za předponou v nezakódované části. Celé posuvné 
okno má jistou délku, coţ znamená, ţe pokud by byly posloupnosti znaků příliš 
vzdálené, tak nedojde k jejich kódování. Komprimační algoritmus si lze obvykle 
nastavit podle toho, zda je pro uţivatele přednější rychlost komprimace nebo 
výsledné zmenšení. V tomto případě se provádí nastavení velikosti posuvného okna. 
Tento algoritmus se pouţívá v komprimačních programech gzip, zip, pkzip. Velikost 
posuvného okna bývá 212B aţ 216B a velikost aktuálního okna desítky aţ stovky B 
(gzip 256B). 
 
Základní vlastnosti algoritmu LZ77: 
 pomalá komprese a rychlá dekomprese 
 vhodný pro jednorázové zakódování a četné dekódování  
 rychlost komprese lze zvýšit pouţitím speciálních datových struktur, současně 
však rostou paměťové nároky 
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4.5.1 Příklad algoritmu LZ77 
Nejprve provedeme kompresi: 
Vstupní data pouţitá pro uvedení příkladu jsou na obr. 4.11. Velikost 
prohlíţecího okna je rovna 7 znakům a aktuální okno má velikost 6 znaků. Na 
počátku je provedena inicializace oken.  
 
a c c a b r a c a d a b r a r r a r r 
           Prohlíţecí okno             Aktuální okno  
Obr. 4.11 Posuvné okno algoritmu LZ77 
V prvním kroku nejsou ţádné znaky v prohlíţecím okně a kaţdým krokem je celé 
okno posouváno doprava. Obr. 4.12 symbolizuje počáteční stav. 
 
Obr. 4.12 Počáteční stav 
Nyní je provedeno porovnání oken a kódování znaku a jako <0,0,a> poté dojde 
k posunutí okna. Obdobným způsobem dojde k zakódování prvního znaku c <0,0,c>. 
Situaci kódování druhého znaku c jako <1,1,a> můţeme vidět na obr. 4.13. 
 
Obr. 4.13 Kódování znaku c 
Po posunutí o dvě pozice (znak a jiţ máme také kódovaný) se provede kódování 
znaku b jako <0,0,b> následuje znak r <0,0,r>. Situaci při kódování následující 
dvojce znaků a c jako <6,2,a> popisuje obr. 4.14. 
 
Obr. 4.14 Kódování znaků a c 
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Nyní je proveden posuv o 3 znaky a provede se kódování znaku d jako <0,0,d>. Při 
posuvu byla zjištěna shoda znaků a b r a - zakódováno jako <7,4,r> situaci popisuje 
obr. 4.15. 
 
Obr. 4.15 Kódování znaků a b r a 
 
Posledním kódovaným znakem je znak r <0,0,r>. výsledná kódovaná zpráva má tedy 
tvar <0, 0, a> <0, 0, c> <1, 1, a> <0, 0, b> <0, 0, r> <6, 2, a> <0, 0, d> <7, 4, r>     
<0, 0, r> a v binární podobě by na výstupu bylo 99b zatímco vstup obsahuje 80b. 
Kompresní poměr tedy je 0,808. Zvětšení zprávy komprimací je způsobeno malým 
počtem dat a velikostí okna. 
 
Příklad dekomprese: 
Znaky zakódované ve tvaru i = 0, j = 0, x = znak pouze přiřadíme na konec 
řetězce. Tímto získáváme po prvních dvou krocích posloupnost a c, tato posloupnost 
je nyní v pozorovacím oknu. Při dekódování <1,1,a> se podíváme na pozici 1 
v pozorovacím okně a vloţíme znak c (j =1) a za tento znak vloţíme a. Provedeme 
posunutí řetězce znaků a c c a. Další dva kroky přidají znaky b r. V pozorovacím 
okně je tedy posloupnost znaků a c c a b r. Nyní dekódujeme znaky a c a <6,2,a> 
tak, ţe zjistíme znak na 6 pozici v pozorovacím okně, zkopírujeme od této pozice 
dva znaky a přidáme znak a. Jelikoţ je prohlíţecí okno rovno 7 obsahuje nyní 
posloupnost znaků c a b r a c a, provedeme přidání znaku d. nyní prohlíţecí okno 
obsahuje posloupnost znaků a b r a c a d, dekódujeme <7, 4, r> tak, ţe přidáme 
posloupnost a b r a + r. Posledním krokem je přidání znaku r. 
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5. ZTRÁTOVÉ KOMPRESNÍ ALGORITMY 
 
5.1 ÚVOD  DO  PROBLEMATIKY 
Ztrátová komprese se nejvíce vyuţívá při zpracování obrazu a zvuku, kde se 
vyuţívá nedokonalosti lidských smyslů. Právě významný pokrok v metodách 
komprese a rekonstrukce signálů umoţnil současný rozvoj multimediální 
komunikace, včetně internetových aplikací, digitální televize a rozhlasu, digitálního 
videa, telemedicíny, mobilní komunikace apod. Jen výčet metod a standardů 
komprese dovedených do stádia rutinní pouţitelnosti by byl velmi obsáhlý, omezím 
se proto pouze na zpracování signálů. 
Ztrátová komprese je ve většině případů účinnější neţ bezeztrátová. Můţeme 
ji však pouţít jen v případech, kdy zpráva obsahuje mnoho redundantních dat a kdy 
se její aplikací výrazně nesníţí informovanost. Většina ztrátových metod vyuţívá i 
bezeztrátovou komprimaci. Nejprve jsou data redukována pomocí ztrátového 
kompresního algoritmu a jeho výsledek je pouţit jako vstup do bezeztrátového 
kompresního algoritmu.  
Jednotlivé metody ztrátových kompresí se svými vlastnostmi liší, a proto je 
zapotřebí mít několik kritérií k posouzení kvality. Můţeme vyuţít vztahy (1), (2) 
uváděné v kapitole 2.3 a dobu potřebnou pro zmenšení objemu dat. Posloupnost 
obnovených dat se však můţe lišit od posloupnosti původních dat, takţe dochází 
k chybám. Pomocí následujících vzorců můţeme vyjádřit jednotlivé chyby. [10] 
)()()( 0 ixixie  ,         (29) 
kde e je chyba x0 jsou obnovená data a x jsou původní data. 
)(maxmax iee  ,        (30) 
kde emax je maximální absolutní chyba. 
max
max
max
x
e
 ,          (31) 
kde max  je maximální relativní chyba. 
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kde eef  je efektivní chyba a N je počet dat. 

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kde xef  je efektivní hodnota dat. 
ef
ef
ef
x
e
 ,          (34) 
kde δef  je efektivní relativní chyba. 
 
5.2 ROZDĚLENÍ  ZTRÁTOVÝCH  KOMPRESNÍCH  METOD 
Objem dat je definován jejich počtem a počtem bitů potřebných pro vyjádření 
jednoho vzorku. Celkový objem dat lze zmenšit sníţením počtu dat, aniţ by se 
sníţila délka jednotlivých dat (tj. počet bitů pro reprezentaci jednotlivých dat), nebo 
zkrácením délky dat, aniţ by se sníţil jejich počet. Kombinace obou způsobů se 
většinou nevyuţívá [10]. 
5.2.1 Zmenšení objemu dat snížením jejich počtu 
Sníţení počtu dat je moţné několika způsoby. Lze se pokusit o sníţení počtu 
dat přímo v prvotní posloupnosti. Přitom však dochází k chybám, o které se 
eventuálně liší původní data od dat získaných v zájmu redukce extrapolací nebo 
interpolací. Tyto chyby nesmí překročit zadanou mezní hodnotu např. emax. 
Pro přímou redukci dat lze vyuţít extrapolaci nultého stupně, která pracuje 
následovně. První údaj je načten do výstupní (zredukované) posloupnosti. Pokud je 
následující údaj v tolerančním pásmu ± emax nepřiřadí se do výstupní posloupnosti. 
Pokud nespadá do zadaného pásu, je do výstupní posloupnosti přiřazen a následující 
data jsou porovnávána s tímto prvkem, dokud nepřiřadíme další. [10] 
Lepší účinnost má redukce zaloţená na extrapolaci prvního stupně (lineární). 
Principem lineární extrapolace je dvojce dat, pomocí kterých se určuje odhad 
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následujících dat. Postup výpočtu a realizace lineární interpolace a extrapolace bude 
vysvětlena v samostatných kapitolách. 
 
5.2.2  Zmenšení objemu dat zkrácením jejich délky 
Nejjednodušší způsob zkrácení spočívá ve vypuštění nadbytečných bitů. Data 
v prvotní posloupnosti jsou získána pomocí A/D převodníku, který má omezenou 
rozlišovací přesnost (např. 12 bitů). Do paměťového média jsou však tato data 
ukládána jako 16 bitová. Vypuštěním těchto nadbytečných bitů dojde ke zhuštění dat 
a tím ke zmenšení celkového objemu dat (v uvedeném příkladě se objem dat sníţí na 
75% původní hodnoty). 
Dalšími způsoby zkrácení délky je nahrazení původních dat jejich 
odchylkami od predikovaných hodnot. Nebo lze nahradit prvotní posloupnost 
posloupností diferencí. Pokud je predikce dostatečně přesná, jsou diference malé a 
k jejich zobrazení postačí data s menším počtem bitů, neţ měla data v prvotní 
posloupnosti.[10] 
 
5.2.3 Lineární extrapolace 
Jedná se o redukci dat zaloţené na extrapolaci prvního stupně, při této metodě 
dochází k zmenšení objemu dat díky sníţení jejich počtu. 
 Východiskem extrapolace jsou dvě data jdoucí bezprostředně za sebou. 
Nejprve je to dvojice prvních dat, která je přenesena do výstupní posloupnosti a je 
pouţita k lineární extrapolaci, za účelem určení odhadu dat následujících. Pomocí 
vzorce (35) a (36) určíme odhad, který porovnáváme s následující hodnotou 
(v prvním kroku s třetí hodnotou). Pokud je odchylka odhadu od třetího prvku menší 
neţ zadaná přípustná chyba, nemusí se prvek zapisovat do výstupní posloupnosti. 
V dalším kroku jsou zvýšené indexy ve vzorci (36) a provádí se odhad pro čtvrtý 
prvek. Jakmile se dospěje do situace, kdy odchylka prvku a odhadu překročí 
stanovenou chybu, dojde k zapsání daného prvku do výstupní posloupnosti a 
východiskem následující extrapolace se stává nová dvojce dat. Zcela obdobně by 
bylo moţné pouţít i extrapolace vyššího stupně, v praxi se však nepouţívá. [10] 
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)1()2( datadatad          (35) 
,kde d je vzdálenost prvků, data(1) je první prvek v datech (matlab indexuje 
od 1) 
ddataodhaddata  )2()3(_       (36) 
,kde data_odhad tvoří odhad porovnávaný v následujícím kroku s data(3) 
Kromě odvozování výstupní zredukované posloupnosti dat je navíc nezbytné 
ještě vhodným způsobem zachovat informace o tom, která data byla z prvotní 
posloupnosti přenesena do výstupní zredukované posloupnosti, nebo která data byla 
z prvotní posloupnosti vypuštěna. Tyto informace jsou důleţité pro odvození 
původní posloupnosti. 
 
5.2.4 Lineární interpolace 
Redukce dat můţe být zaloţena také na interpolaci (dochází opět k redukci 
dat sníţením počtu dat). Při pouţití lineární interpolace se údaj v datech na první 
pozici zapíše do výstupního souboru a na základě třetího prvku v datech se provádí 
odhad druhého prvku (37). Pokud je odchylka odhadu a daného prvku menší neţ 
zadaná chyba, není zapotřebí druhý prvek zařadit do redukovaných dat. V opačném 
případě je prvek zařazen do redukovaných dat a stává se východiskem nové 
interpolace.[10] 
 
2
)1()3(
)1()2(_
datadata
dataodhaddata

      (37) 
5.2.5 Interpolace v posloupnosti dat 
Prvotní posloupnost dat x(i) se ze zkoumaného průběhu x(t) odvozuje 
zpravidla tak, aby se při respektování podmínek správného vzorkování 
minimalizovala frekvence vzorkování a tím i nároky na kapacitu média potřebnou 
pro uloţení získané posloupnosti dat. Potom posloupnost dat x(i) neposkytuje 
bezprostředně detaily průběhu x(t). Pomocí interpolace můţeme vytvořit novou 
posloupnost dat, která kromě původní posloupnosti dat bude obsahovat mezi 
dvojicemi původních dat data vloţená. Vloţení nových dat můţeme provést přímo 
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v dané prvotní posloupnosti (přímá interpolace) nebo v oblasti obrazu (nepřímá 
interpolace), který získáme z prvotní posloupnosti přímou ortogonální transformací. 
Hlaví rozdíl mezi přímou a nepřímou interpolací je v tom, ţe přímou interpolaci je 
moţno vykonávat průběţně, zatímco nepřímá interpolace vyţaduje znalost obrazu, 
který můţeme získat aţ ze znalosti prvotní posloupnosti. 
Velikost nově vloţených dat je závislá na druhu interpolace. Nejjednodušší je 
schodová interpolace, při níţ jsou data nově vloţená mezi dvojici původních 
sousedních dat opakováním levého údaje dat. Další moţnou interpolací je lineární, 
kubická nebo polynomická interpolace vyššího stupně.  
 
5.2.6 Diskrétní Fourierova transformace [11] 
Diskrétní Fourierova transformace (DFT) je numerickým prostředkem 
výpočtu spekter posloupností. Lze ji odvodit diskretizací Fourierovy transformace 
v časové i frekvenční oblasti, čemuţ odpovídá pouţití obdélníkového pravidla pro 
výpočet integrálu definujícího Fourierovu transformaci. Vztah (38) definuje přímou 
DFT  a vztah (39) zpětnou transformaci. 
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Takto získáme novou posloupnost obsahující stejný počet dat jako předchozí 
posloupnost. Obraz lze nyní vhodně upravit, tak aby došlo k redukci dat a poté na 
obraz pouţít bezeztrátovou kompresní metodu. Jednotlivá data obsahují reálnou a 
imaginární sloţku. Moţná redukce dat můţe být například zaloţena na zaokrouhlení 
jednotlivých koeficientů nebo nahrazení dat menších neţ stanovená mez nulami.  
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5.2.7 Diskrétní kosinová transformace [11] 
Diskrétní kosinová transformace (DCT) je diskrétní transformace podobná 
diskrétní Fourierově transformaci, ale produkující pouze reálné koeficienty. Její 
výhodou je, ţe koncentruje nejvíce energie na nejniţších frekvencích. Je jednou z 
mnoha transformací příbuzných Fourierově transformaci. Existuje 8 standardních 
variant DCT, z nichţ 4 jsou běţně pouţívané. Nejběţnější varianta diskrétní 
kosinové transformace je popsána vzorcem (40) a k ní inverzní transformace (IDCT) 
je uvedena vzorcem (41). 
Formálně je DCT lineární invertibilní funkce F: RN → RN (kde R značí 
mnoţinu reálných čísel) nebo ekvivalentně čtvercová matice N × N. Existuje N 
reálných čísel X0, …, XN-1  je transformováno do N reálných čísel X0, …, XN-1  podle 
rovnic (40) a (41).[4] 
DCT je často pouţívána při zpracování signálu a obrazu, obzvláště pro 
ztrátovou kompresi. Je například pouţita v obrazovém kodeku JPEG, video kodeku 
MJPEG, MPEG a DV. Její modifikace jsou pouţity v audio kodeku AAC, Vorbis a 
MP3. 

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Podstatou komprese vyuţívající DCT můţe být jako v předchozím případě 
vhodná úprava spektra pomocí zaokrouhlení nebo stanovení prahu, který by určoval, 
jaká data budou vynulována. Výhodou je jiţ zmíněná koncentrace energie na 
nejniţších frekvencích, která způsobí, ţe koeficienty vyšších frekvencí budou nulové 
nebo blízké nule. 
 
ÚSTAV AUTOMATIZACE A MĚŘICÍ TECHNIKY 
Fakulta elektrotechniky a komunikačních technologií 
Vysoké učení technické v Brně 
 
 
 53 
6. REALIZACE KOMPRESNÍCH METOD V MATLABU 
Matlab je výborný skriptovací jazyk vhodný pro testování a vývoj, proto byl 
vybrán pro prvotní realizaci vybrané skupiny zmíněných kompresních algoritmů. 
Hlavními výhodami Matlabu jsou jeho předdefinované funkce, jednoduchá syntaxe 
kódu (není nutné definovat proměnné, alokovat paměť apod.), moţnosti zobrazení 
jednotlivých proměnných a trasování programu. Vzhledem k zmíněným vlastnostem 
lze odvodit hlavní nevýhodu Matlabu oproti nativním jazykům a tou je jeho nízká 
rychlost. Proto je vhodné pro praktické nasazení přepsat algoritmus do nativního 
jazyka (ANSI C, C++ apod.). 
Na základě provedeného průzkumu bezeztrátových kompresních algoritmů 
bylo pro realizaci zvoleno statické Huffmanovo kódování a statické aritmetické 
kódování. Po zvládnutí statických metod jsem pracoval na jejich adaptivních verzích, 
které jsou efektivnější, jelikoţ nevyţadují ukládání četností, ale na druhou stranu 
bývají výpočetně náročnější. Pro zhodnocení jednotlivých kompresních algoritmů 
byl stanoven soubor dat, na kterých byly jednotlivé algoritmy testovány a výsledky 
zpracovány do tabulek. 
Ztrátové kompresní algoritmy byly taktéţ testovány v prostředí Matlab, ale 
vzhledem charakteru ztrátové komprese nemohou být výsledky porovnávány 
s bezeztrátovými algoritmy. Kvalitu ztrátových kompresních algoritmu posuzuji na 
základě vzorců 29-34. V praxi je často ztrátová komprese hodnocena s ohledem na 
praktické pouţití konkrétního signálu, coţ nemusí přímo odpovídat zmíněným 
matematickým kritériím. Nejvýznačnějším příkladem jsou multimediální signály – 
akustické signály, obrazy a videosekvence, jeţ jsou určeny pro vnímání lidmi. 
Všechny naprogramované metody byly pomocí open profileru (nástroj pro 
zobrazení časové náročnosti operací) upraveny tak, aby jejich časová náročnost byla 
co nejmenší. Jednotlivé úpravy, které vedly v častých případech aţ 
k desetinásobnému sníţení doby vykonávání skriptu uvedu u jednotlivých metod. 
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6.1 STRUKTURA  PROGRAMU 
Strukturou programu je myšleno rozčlenění do jednotlivých funkčních bloků. 
Toto rozdělení slouţí jednak pro lepší přehlednost, ale také je velmi výhodné pro 
odstraňování chyb v kódu. Jednotlivé bloky jsou pak uvedeny v hlavním m-file 
souboru, který zprostředkovává načítání vstupních dat, ukládání dekomprimovaných 
dat a jednotlivé popisné metody hodnotící kvalitu komprese. Bloková struktura 
hlavního m-file je zobrazena na obr. 6.1.  
Obr. 6.1 Bloková struktura hlavního m-file 
Prvním důleţitým blokem je funkce vykonávající vytvoření tabulky znaků 
obsaţených ve zprávě a jejich četností, popřípadě pravděpodobností (záleţí na druhu 
metody, u adaptivních verzí tento blok není). Do této funkce tedy vstupují načtená 
data a výstupem je vektor znaků a jejich četností. Pro vstupní kombinaci dat „0.015 
0.020 0.025“ je pak výstupem této funkce Tab. 5. V tabulce jsou jednotlivé znaky 
uvedeny ve znakové podobě, ale v algoritmech jsou reprezentovány jejich číselnou 
podobou ASCII (rozsahem od 1 do 256), kterou lze vyjádřit pomocí 8 bitů. 
 
Znak 0 . 5 2   1 
Četnost 7 3 2 2 2 1 
Pravděpodobnost 0.41176 0.17647 0.11765 0.11766 0.11767 0.05882 
Tab. 5 Tabulka znaků a jejich četností a pravděpodobností 
ÚSTAV AUTOMATIZACE A MĚŘICÍ TECHNIKY 
Fakulta elektrotechniky a komunikačních technologií 
Vysoké učení technické v Brně 
 
 
 55 
 Nyní jiţ máme informace o vstupním souboru dat potřebné zejména pro 
statické kompresní algoritmy. V této fázi přichází na řadu blok vykonávající samotný 
algoritmus komprese. Do funkce komprese vstupuje informace o vstupních datech, 
data samotná a jeho výstupem je slovník a komprimovaná data. Slovník je například 
pro statické Huffmanovo kódování tvořen strukturou obsahující pole znaků, pole 
pravděpodobností a prefixovým kódem pro kaţdý znak. 
Výstupní data z kodéru je potřeba efektivně uloţit do souboru. Způsob 
ukládání se u jednotlivých metod liší a bude popsán v kapitole 6.2.3. Takový soubor 
je pak podobný archívům, které jsou tvořeny komerčně pouţívanými komprimačními 
programy. Na základě dat obsaţených v archívu jsme pak schopni zpětně 
rekonstruovat vstupní posloupnost.  
Následuje blok slouţící pro načtení komprimovaných dat z archívu ve 
formátu, který poţadujeme pro dekompresi dat. V případě statického Huffmanova 
kódování je výstupem funkce seznam znaků ve zprávě, jejich pravděpodobnost a 
blok prefixového kódu. Prefixový kód je binární posloupnost, která má tu vlastnost, 
ţe ţádný symbol jeho kódové abecedy není předponou jiného symbolu abecedy, lze 
tedy řetězec symbolů jednoznačně dekódovat bez pouţití oddělovačů.  
Máme-li potřebná data pro dekódování, následuje funkce, která převede 
zakódovaná data do podoby před komprimací. Výsledná dekomprimovaná data se 
pak uloţí do výstupního souboru, aby bylo moţné je porovnat s původními vstupními 
daty (tato operace není nutná). 
Poslední blok kódu v m-file slouţí pro zobrazení statistik do příkazové řádky. 
Příklad takového zobrazení je na obr. 6.2. Rovnice pro výpočet kompresního 
poměru, úspory místa, entropie, průměrné délky slovníku, redundance vstupních a 
komprimovaných dat jsou uvedeny v kapitole 2.3 a 3.4 (Rovnice (1), (2), (8), (11), 
(13)).  
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Obr. 6.2 Zobrazení hodnocení metody 
6.2 STATICKÉ  HUFFMANOVO  KÓDOVÁNÍ 
Návrh celého algoritmu je proveden na základě podkladů vytvořených 
v kapitole 4.1.  
6.2.1 Příklad postupu komprese 
1. Zjištění četností výskytů znaků Tab. 5. Toto zjištění je provedeno pomocí jednoho 
průchodu vstupního souboru s daty. Do proměnné Znaky, ve které jsou uloţeny 
znaky obsaţené ve zprávě, se uloţí první prvek. Nyní se pro kaţdý načtený znak 
ze vstupního souboru sleduje shoda s proměnnou Znaky. Pokud je znak 
v proměnné Znaky obsaţen, provede se zvýšení jeho četnosti. Pokud znak 
v proměnné není, provede se zápis znaku do proměnné Znaky. Po ukončení cyklu 
lze pomocí četností a počtu dat vypočítat pravděpodobnosti. V poslední fázi 
provedu seřazení znaků sestupně podle četností a přepsání pozic znaků tak, aby 
pozice znaků v tabulce odpovídala jeho četnosti. 
2. Nyní je potřeba pro nalezené znaky a jejich pravděpodobnosti vytvořit prefixový 
kód tak, aby prvky s vyšší pravděpodobností měli kratší kód neţ prvky s niţší 
pravděpodobností. Situace je řešena tak, ţe jednotlivým znakům přidělím pořadí, 
tudíţ prvek s nejvyšší pravděpodobností bude mít hodnotu rovnou 1 a prvek 
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s nejniţší hodnotu bude mít hodnotu rovnou počtu prvků. Situace je zobrazena na 
obr. 6.3. Nyní testuji poslední dva prvky v seřazené posloupnosti, pokud poslední 
prvek není větší neţ původní počet prvků, je do proměnné code na jeho pozici 
vloţena „1“, u předposledního prvku je testována stejná podmínka s tím, ţe při 
splnění je do code na jeho pozici vloţena „0“. Teď je zapotřebí sečíst poslední dvě 
četnosti, zapsat je pod prvek o jedna větší neţ je počet prvků a porovnat sestupně 
nově vzniklé posloupnosti. Do pomocné proměnné si zapíšu, jaké dvě větve se 
v určitém kroku spojily. Situace se opakuje aţ do doby, kdy narazíme uzly, které 
jsou jiţ tvořeny součtem pravděpodobností (jiţ obsahuje nějaké větve). Tato 
situace je popsána pomocí obr. 6.4. Při načtení uzlu je volána funkce codeb, do 
které vstupuje číslo uzlu, pořadí prvku, code a „1“ nebo „0“ v závislosti jestli se 
jedná o poslední nebo předposlední prvek (tato „1“ nebo „0“ pak bude přiřazena 
všem prvkům pod daným uzlem). Funkce codeb zjistí větve předchůdců a na 
základě toho jestli to jsou kořeny nebo obsahují další větvení se buď do code 
připojí na první pozici znak vstupující do funkce anebo je funkce volána znovu 
s číslem dceřiných větví dokud neprojdu aţ ke kořenům. Situace je popsána 
pomocí obr. 6.5, červeně značené bity představují změny provedené funkcí codeb. 
Tímto způsobem je vytvořen prefixový kód pro kaţdý znak. 
3. Nyní je potřeba přiřadit jednotlivým znakům obsaţeným ve zprávě prefixový kód 
a vytvořit tak proud binárních dat. Situace je řešena pomocí cyklu přes všechny 
vstupní znaky. Načte se znak a vyhledá se jeho pozice v tabulce znaků. Tato 
pozice je pak vyuţita tak, ţe do výstupního souboru je připsán prefixový kód 
odpovídající dané pozici. Pro lepší představu se lze podívat na Tab. 6, která 
obsahuje znaky z předchozího příkladu, doplněnou o prefixové kódy. 
4. Nutnost uloţit slovník skládající se ze seznamu znaků, jejich četnosti a 
zakódovaných dat do souboru (archívu) je uveden v samostatné kapitole. Tento 
slovník je potřebný pro dekompresi původní posloupnosti dat. 
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Znak 0 . 5 2   1 
Četnost 7 3 2 2 2 1 
Pravděpodobnost 0.41176 0.17647 0.11765 0.11766 0.11767 0.05882 
Prefixový kód 1 000 0011 011 010 0010 
Tab. 6 Znaky, četnosti, pravděpodobnosti a prefixový kód 
 
 
Obr. 6.3 Vstupní data (od vrchu: znak, pořadí, pravděpodobnost) 
 
Obr. 6.4 Situace po vytvoření dvou uzlů - před seřazením četností 
 
Obr. 6.5 Situace po průchodu funkcí codeb 
6.2.2 Příklad postupu dekomprese 
1. Načtení dat z archívu ve formátu: znaky, četnosti a zakódovaná data (proud bitů). 
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2. Nyní se provede vytvoření slovníku stejným způsobem jako při kompresi.  
3. V této fázi je třeba zpětně rekonstruovat původní posloupnost dat. Načítají se 
jednotlivé bity, a pokud je nalezena shoda s kombinací ve slovníku, je přiřazen 
příslušný znak do výstupního souboru. 
4. Uloţení dekódovaných dat do souboru. 
 
6.2.3 Formát výstupního souboru (archívu) 
Pro ukládání komprimovaných dat byly vytvořeny vlastní funkce, do kterých 
vstupují znaky a jejich četnosti a komprimovaná data tvořená prefixovým kódem. 
Nejprve bylo zapotřebí určit, jakým způsobem do souboru uloţím četnosti 
jednotlivých znaků, jelikoţ četnosti mohou nabývat různých hodnot. Četnost 
v rozmezí 1 - 256 lze zapsat pomocí jediného znaku (kaţdý znak v textu je 
reprezentován 8 bity), pokud je četnost vyšší neţ 256 a zároveň menší neţ 65 536 lze 
jej zapsat pomocí dvou znaků. Pro zapsání větších četností potřebuji 3 znaky. 
Četnost větší neţ 16 777 216 nebyla neuvaţována, program pouze informuje o 
nepovolené četnosti znaku. Na základě této skutečnosti bylo stanoveno 7 tříd, 
pomocí kterých budu načítací funkci informovat o velikosti četností. 
Jedná se o tyto třídy:  
1000 - v datech se vyskytují četnosti pouze do 256 
1001- v datech se vyskytují četnosti pouze v rozmezí 256 - 65 536 
1010 - v datech se vyskytují četnosti z první a druhé třídy 
1011 - v datech se vyskytují pouze četnosti větší jak 65 536 
1100 - v datech se vyskytují četnosti z první a čtvrté třídy 
1101- v datech se vyskytují četnosti z druhé a čtvrté třídy 
1110- v datech se vyskytují četnosti všech tříd 
 
Počty četností v jednotlivých třídách si zaznamenávám do tří proměnných. 
Četnosti jsou řazeny sestupně, proto budou vţdy na počátku víceznaková vyjádření. 
Do prvního znaku (byte) v souboru vloţím do prvních čtyř bitů kód třídy. Následují 
četnosti prvků v jednotlivých třídách (max. 3 znaky na jednu třídu). Nyní uloţím 
znaky obsaţené v datech. 
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 Jako poslední zbývá zapsat zakódovaná data. Ty jsou po 8 bitech převedeny 
na znaky, můţe však nastat situace, ţe poslední zbytek zakódovaných dat je menší 
neţ 8 bitů. V takovém případě provedu doplnění chybějících bitů jedničkami a do 
druhé poloviny prvního znaku v souboru uloţím počet doplněných bitů. Takto 
zapsaná data lze zobrazit pomocí Tab. 7. Struktura uloţených dat odpovídá vstupním 
datům se znaky „ABC“ a četnostmi těchto znaků například [100 200 68000]. 
 
První znak Počet čísel v závislosti na třídě Znaky Zakódovaná data 
Typ třídy Doplněné bity 1 1 1 A B C @. *9x #... 
Tab. 7 Struktura uložených dat 
Funkce pro načítání potom z prvního znaku odvodí typ třídy a podle toho 
bude očekávat daný počet četností znaků v jednotlivých třídách. Po přečtení četností 
určíme jejich počet a tím získáme informaci o tom, kolik dalších znaků reprezentuje 
znaky obsaţené v původní posloupnosti dat. Zbytek dat tvoří zakódovaná prefixová 
posloupnost. Zbývá pouze u posledního byte odstranit počet bitů, který byl při 
ukládání vloţen z důvodu doplnění na 1 byte. 
6.2.4 Statické Huffmanovo kódování implementované v Matlabu 
Pro porovnání výsledků bylo do výběru bezeztrátových kompresních metod 
zahrnuto statické Huffmanovo kódování, které je implementováno v Matlabu. Pro 
tuto implementaci bylo zapotřebí pouze vyuţít stejný způsob vytváření tabulky 
četností znaků, ukládání a načítání jako v předešlém příkladu. 
Pomocí funkce huffmandict, do které vstupují znaky obsaţené ve zprávě a 
jejich pravděpodobnosti vytvoříme prefixový kód pro jednotlivé znaky. Funkcí 
huffmanenco pak zakódujeme jednotlivé znaky zprávy, do funkce tudíţ vstupují 
znaky s jejich kódem a zpráva. Dekomprese je pak provedena funkcí huffmandeco, 
do které vstupuje slovník a zakódovaná data. 
Algoritmus pracuje se stejným kompresním poměrem jako statické 
Huffmanovo kódování, které bylo uvedeno v kapitole 6.2, čímţ byla ověřena jeho 
správnost. Hlavním rozdílem jsou časy potřebné pro kompresi a dekompresi souboru. 
Jako příklad mohu uvést obrázek s velikostí 3,6kB ve formátu *.bmp, pro který byla 
doba 0,516s pro kompresi a 0,531s pro dekompresi. Zatímco u algoritmu, který byl 
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objasněn v kapitole 6.2, bylo dosaţeno časů 0,297s pro kompresi a 0,234s pro 
dekompresi, coţ činí téměř poloviční časovou náročnost. 
Formát výstupního souboru je stejný jako v kapitole 6.2.3, jelikoţ se také 
jedná o statické Huffmanovo kódování a je zapotřebí uloţit znaky, četnosti 
a komprimovaná data.  
 
6.3 ADAPTIVNÍ  HUFFMANOVO  KÓDOVÁNÍ – RESET 
Jedná se o upravené statické Huffmanovo kódování s tím rozdílem, ţe při 
načtení nového znaku je znovu vytvořen Huffmanův strom a zvýšena četnost 
načteného znaku. Tímto způsobem by bylo moţné komprimovat proud příchozích 
dat, u kterých předem neznáme pravděpodobnosti jednotlivých znaků. Ovšem 
zvolená metoda vytváření Huffmanova stromu po kaţdém načteném znaku je 
výpočetně velmi náročná, a proto se v praxi nevyuţívá. Proces dekódování a 
ukládání archívu je stejný jako u statického Huffmanova kódování.  
 
6.4 ADAPTIVNÍ  HUFFMANOVO  KÓDOVÁNÍ 
Návrh celého algoritmu je proveden na základě podkladů vytvořených 
v kapitole 4.2.  Struktura členění algoritmu je naznačena v kapitole 6.1. Tato 
naprogramovaná metoda předpokládá znalost vstupních znaků, v případě měřených 
dat se můţe jednat například pouze o čísla (0 – 9), znaménka a oddělovací prvky. 
6.4.1 Příklad postupu komprese 
Nejprve je nutné sestavit jednotlivé prefixové kódy pro kaţdý znak zprávy. 
Délka prefixového kódu vychází z počtu znaků. Následně vytvořím strukturu stromu, 
která obsahuje levou a pravou větev, symbol, předchůdce a pořadí uzlu. Nyní 
procházím znaky a zjišťuji, jestli jiţ je znak obsaţen ve stromě, pokud není, tak je 
znak přidán a vytvoří se nová pozice pro další znak. Pokud je načten jiný znak, 
provede se totoţná operace s tím rozdílem, ţe je před něj zapsáno tolik „0“ nebo „1“, 
kolik je uzlů. Tímto docílím vytvoření stromu obdobně, jak je znázorněno na obr. 
6.5. Pokud je jiţ znak ve stromě obsaţen, tak je ukládána pozice. Během 
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jednotlivých cyklů, kdy je přidán znak se volá funkce, která provede aktualizaci 
stromu v závislosti na příchozím znaku. Celá situace je popsána pomocí vývojového 
diagramu na obr. 6.6. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Obr. 6.6 Princip adaptivního Huffmanova kódování 
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6.4.2  Příklad postupu dekomprese 
Proces dekódování je velice podobný kódování, je zapotřebí vycházet ze 
znalosti znaků. Je vytvářen Huffmanův strom, který je jako v předešlém případě 
postupně aktualizován. Načítám po jednom zakódované bity, a pokud odpovídají 
pozici ve stromě, kde je zapsán znak, zapíši daný znak na výstup. Zpočátku byly 
jednotlivé přečtené bity postupně mazány, ale tato úprava je velice pomalá, jelikoţ se 
celé pole bitu se musí přeindexovat. Proto byla zvolena metoda počítání přečtených 
znaků, která pomáhá v indexování budoucích znaků. Jejich počet pak také 
tvoří podmínku pro ukončení dekódování.  
 
6.4.3 Formát výstupního souboru 
Pro ukládání komprimovaných dat byla vytvořena vlastní funkce, do které 
vstupují komprimovaná data a znaky obsaţené v datech.  
U této metody byla implementována metoda ukládání znaků, kterou mohu 
nazvat „inverzní slovník“. Princip spočívá v tom, ţe pokud je počet znaků vyšší neţ 
128, tak je výhodnější uloţit seznam znaků, které ve zprávě obsaţené nejsou, jelikoţ 
maximální počet znaků je 256. Informaci o tom, zda byly uloţeny původní znaky, 
nebo inverzní uloţím do prvních dvou bitů zakódovaných dat. Tímto způsobem lze 
„ušetřit“ aţ 255B, coţ se projeví hlavně u menších souborů, které obsahují všechny 
znaky. 
 Jako poslední zbývá zapsat zakódovaná data. Ty jsou po 8 bitech převedeny 
na znaky, můţe však nastat situace, ţe poslední zbytek zakódovaných dat je menší 
neţ 8 bitů. V takovém případě provedu doplnění chybějících bitů nulami a do druhé 
poloviny prvního znaku v zakódovaných datech uloţím počet doplněných bitů. Takto 
zapsaná data lze zobrazit pomocí Tab. 8.  
 
První znak (byte) Znaky Zakódovaná data 
Typ znaků Doplněné bity A B C @. *9x #... 
Tab. 8 Struktura uložených dat 
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6.5 STATICKÉ  ARITMETICKÉ  KÓDOVÁNÍ 
Návrh celého algoritmu je proveden na základě podkladů vytvořených 
v kapitole 4.4, která uvádí jednotlivé vzorce pro kompresi a dekompresi a 
problematiku změny měřítka.   
Po implementaci této metody bylo pomocí open profileru zjištěno, ţe největší 
časová náročnost spočívá v převodech binárních čísel na dekadické a proto byla 
vytvořena vlastní funkce, která je aţ 5x rychlejší. Hlavní příčinou velké časové 
náročnosti funkcí v Matlabu je, ţe obsahují spoustu podmínek a ochran proti zadání 
špatných vstupních dat, odstranění nadbytečných mezer apod. Pokud je ale předem 
jasné, ţe k takovému stavu nemůţe dojít, tak jsou tyto ochrany zbytečné.  
Další moţností by bylo napsat funkce pro převod binárních čísel na dekadické 
v jazyce C a vytvořit MEX soubor (dynamicky připojovaná knihovna), který 
interpreter prostředí Matlab můţe automaticky načíst a provést. Matlab přímo 
obsahuje překladač lcc jazyka C a pomocí příkazového okna a příkazu mex 
jménofunkce.c by bylo moţné dynamicky připojovanou knihovnu vytvořit. 
 
6.5.1 Příklad postupu komprese 
1. Zjištění četností výskytů znaků je provedeno pomocí stejné funkce jako u 
statického Huffmanova kódování. Výstupem funkce je tedy tabulka seřazených 
znaků a jejich četností. 
2. Zakódování dat provedu na základě vzorců uvedených v kapitole 4.4. Na počátku 
je zapotřebí vypočítat kumulativní četnosti, délku slova a počáteční meze. Poté 
procházím všechny znaky a provádím úpravy horní a dolní meze, zároveň testuji 
podmínky pro změny měřítek E1(H < Q2), E2 (L ≥ Q1) a E3 (L ≥ Q1 && H < Q3). 
Celá situace i s příkladem je podrobně uvedena ve zmíněné kapitole. 
3. Zakódovaná data a znaky s četnostmi je potřeba uloţit. Systém ukládání je 
z hlediska struktury ukládaných dat totoţný s metodou statického Huffmanova 
kódování popsaného v kapitole 6.2.3. 
4. Načtení dat z archívu je opět totoţné se statickým Huffmanovým kódováním. 
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5. Při dekódování dat opět vypočítám kumulativní četnosti, délku slova a počáteční 
meze, ze znalosti četností. Načtu si ze zakódovaných dat počet bitu shodný 
s délkou slova a převedu je na dekadické číslo. Nyní pouţiji vzorec (27), pomocí 
kterého vypočítám SC, coţ je číslo kumulativní četnosti potřebné k vyhledání 
znaku. Vyhledání znaku je provedeno pomocí cyklu while, kde je testována 
rovnost s kumulativními četnostmi. Pořadí četnosti potom udává pořadí znaku, 
který má být zapsán na výstup. Nyní proběhne úprava mezí a jsou testovány 
podmínky pro změny měřítek. Situace se nyní opakuje pro další slovo načtené ze 
zakódovaných dat. Proces je ukončen aţ v době, kdy je načten poslední bit 
zakódovaných dat. 
6.6 ADAPTIVNÍ  ARITMETICKÉ  KÓDOVÁNÍ 
U adaptivní verze se pravděpodobnost upravuje po zakódování kaţdého 
symbolu. Tato nová pravděpodobnost slouţí k dělení nového intervalu. Dekodér je 
tak schopen během dekódování pravděpodobnosti počítat stejně jako kodér při 
kódování a tyto pravděpodobnosti se tedy nemusí ukládat do výsledného 
zakódovaného souboru. Z tohoto důvodu tato metoda dosahuje lepších kompresních 
poměrů a má nejjednodušší způsob ukládání kódovaných dat (data jsou pouze 
převedeny po 8 bitech na znaky a zapsány do souboru). 
 
6.6.1 Příklad postupu komprese 
Jak jiţ bylo zmíněno v úvodu je zapotřebí postupně načítat znaky a počítat 
jejich kumulativní a celkovou četnost. Zjišťování nově načtených znaků provádím 
pomocí logické tabulky o velikosti 1-257, kde kaţdému moţnému znaku odpovídá 
logická hodnota. Pokud je na pozici znaku „true“, je daný znak obsaţen ve vstupním 
souboru. Postup výpočtů je stejný jako u statického aritmetického kódování, jsou zde 
pouţity stejné vzorce pro výpočet jednotlivých mezí a stejné podmínky pro změny 
měřítek. Pouze je četnost znaku zvýšena aţ po jeho zakódování.  
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6.7 REALIZACE  ZTRÁTOVÝCH  KOMPRESNÍCH  METOD 
Jednotlivé popisované způsoby ztrátové komprese dat vycházejí 
z teoretických poznatků uvedených v kapitole 5. V prostředí Matlab byla realizována 
extrapolace nultého stupně, lineární extrapolace a interpolace, schodová interpolace, 
lineární interpolace, kubická interpolace, spline interpolace a metody zaloţené na 
úpravě spektra DCT a DFT. 
6.7.1 Lineární extrapolace 
Ukázkou lineární extrapolace je obr. 6.7, na kterém je znázorněn modře 
sinusový průběh a červeně data získaná extrapolací. Hodnoty, které nebyly do 
výstupní posloupnosti zapsány, jsou reprezentovány nulami.  
 
 
 
 
 
 
 
 
 
Obr. 6.7 Lineární extrapolace s odchylkou 0,15 
V konkrétním případě dojde k úspoře 28,2% místa (soubor je zmenšen 
z 3,307kB na 2,375kB). Na tuto upravenou vstupní posloupnost by se nyní pouţila 
některá bezeztrátová kompresní metoda a výsledný kompresní poměr by byl 
mnohem vyšší, jelikoţ nová posloupnost bude obsahovat vysoký počet nul a ty 
budou zakódovány nejkratším prefixovým kódem. 
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6.7.2 Interpolace v posloupnosti dat 
Velikost nově vloţených dat je závislá na druhu interpolace. Nejjednodušší je 
schodová interpolace, při níţ jsou data nově vloţená mezi dvojici původních 
sousedních dat opakováním levého údaje dat. Další moţnou interpolací je lineární, 
kubická nebo polynomická interpolace vyššího stupně. Obr. 6.8 ukazuje jednotlivé 
interpolace pouţité na sinusovém průběhu, který v první posloupnosti obsahuje 6 
vzorků na periodu. Pomocí interpolací jsou tedy vypočítány body mezi jednotlivými 
vzorky.  
Pokud pouţiji vzorec (30) pro určení nejvhodnější interpolace pro daný 
průběh, zjistím, ţe nejmenší odchylku od původního „spojitého“ průběhu má 
interpolace po částech kubická spline.  
 
 
 
 
 
 
 
 
 
 
 
 
Obr. 6.8 Různé druhy interpolací pro sinusový průběh 
Ovšem při pouţití interpolací na jiný vstupní signál nedojdu ke stejným 
závěrům. Například při vstupním signálu tvaru obdélník (obr. 6.9) dosahují všechny 
interpolace menších odchylek neţ interpolace po částech kubická spline. 
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Obr. 6.9 Různé druhy interpolací pro obdélníkový průběh 
6.7.3 Interpolace a extrapolace v Matlabu 
Funkce pro extrapolaci je v Matlabu definována jako y = decimate(x,r), kde x 
udává vstupní posloupnost dat a r definuje kolikrát má být výstupní posloupnost 
menší neţ vstupní posloupnost. Tato funkce pouţívá low pass Chebyshev IIR filtr. 
Interpolace je realizována funkcí interp(y,r), kde y je decimovaná posloupnost 
a r je stejné jako u decimace. Na přiloţeném DVD je skript vyuţívající 
podvzorkování a adaptivní aritmetické kódování. Příklad je uveden v SP 2. 
6.7.4 Ortogonální transformace DFT a DCT 
Jak jiţ bylo zmíněno v kapitole 5.2.6 a 5.2.7 vhodnými úpravami ve spektru 
ortogonálních transformací je moţné docílit redukce dat. V prostředí Matlab byl 
realizován skript, který načtený signál převede do zvoleného spektra a provede 
vynulování koeficientů menších neţ zadaná mez a zaokrouhlení jednotlivých hodnot 
spektra. 
Příklad takto upraveného obrazu DFT a původního obrazu pro data 
sinusového průběhu s 16 vzorky na periodu je na obr. 6.10. Upravený obraz byl 
získán pomocí odstranění koeficientů menších neţ 3,5 a zaokrouhlení kaţdé hodnoty 
na dvě desetinná místa. Po zpětné transformaci získáme signál, který se od 
původního liší v závislosti na provedených úpravách. V tomto případě je maximální 
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absolutní chyba rovna 0,175 a efektivní chyba 0,047. Kompresní poměr při pouţití 
adaptivního aritmetického kódování na upravený obraz je 11,363 a úspora místa na 
disku činí 91,2%. Původní sinusový signál (modrý) a signál získaný z upraveného 
obrazu (červený) je na obr. 6.11. 
Obr. 6.10 Původní obraz DFT a upravený obraz DFT 
 
 
 
 
 
 
 
 
 
 
Obr. 6.11 Původní průběh a průběh získaný z upraveného obrazu 
Postup úpravy spektra DCT je obdobný jako ve spektru DFT. Výhodou však 
je, ţe koncentruje nejvíce energie na nejniţších frekvencích. Při omezování spektra 
potom získáme posloupnost dat, která na vyšších kmitočtech obsahuje samé nulové 
prvky. Toho lze vyuţít a neukládat tyto nulové prvky, ale pouze jejich počet. Na obr. 
6.12 je spektrum DCT pro stejný signál jako v předešlém příkladu. Upravený obraz 
DCT byl získán opět zaokrouhlením jednotlivých koeficientů a odstraněním hodnot 
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blízkých nule (< 0,3). Efektivní chyba pro takto získaný signál je rovna 0,047 
s maximální odchylkou 0,263. Kompresní poměr je roven 11,6 a úspora místa je 
90,96%. Původní signál a signál získaný z upraveného obrazu je na obr. 6.13. 
 
 
 
 
 
 
Obr. 6.12 Původní obraz a upravený obraz získaný pomocí DCT 
 
 
 
 
 
 
 
Obr. 6.13 Původní signál a signál získaný z upraveného obrazu DCT 
6.8 POROVNÁNÍ  ÚČINNOSTI  BEZEZTRÁTOVÝCH  KOMPRESNÍCH 
METOD 
Bylo potřeba vytvořit si určitá vstupní data, na kterých budu jednotlivé 
kompresní algoritmy testovat. Pro tento účel byl vytvořen m-file, který generuje 
různé signály s nastavitelnými parametry a zapíše je do textového souboru. 
Jako základní signály byly zvoleny konstantní signály, sinusové průběhy, 
obdélníkové průběhy, pilové průběhy a jejich zašuměné verze pomocí bílého šumu. 
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U jednotlivých průběhů je moţno nastavit vzorkovací frekvenci, dobu načítání dat a 
odstup signál šum. Pro porovnání byly do mnoţiny testovacích dat uvedeny i signály 
uloţené v jiných formátech (*.doc a *.xls) a jiné druhy dat (zvuky, obrázky).  
Tab. 9 uvádí jednotlivé soubory, jejich typ a stručný popis dat obsaţených 
v daném souboru. Velikosti jednotlivých souborů se pohybují v řádu kB, větší 
soubory by vyţadovaly úměrně delší doby pro vytvoření tabulek pro porovnání 
metod. 
Název Typ Popis 
Rand *.txt 
Jedná se o náhodně generovaná čísla s rovnoměrným rozloţením 
hodnot od -4,8521 do 4,6365, jejichţ střední hodnota je 0,0080. 
Počet generovaných čísel je 5000 a velikost souboru činí 
52,492kB.  
Sig_sin *.txt Sinusový průběh s amplitudou 1. Velikost souboru činí 26 397 B. 
Jednotlivá "naměřená" data jsou s přesností na 4 desetinná místa. 
Sig_sin *.doc Totoţný sinusový průběh s amplitudou 1 uloţený v Microsoft 
Office Word 2003. Velikost souboru činí 209,920k B. 
Sig_sin *.xls Totoţný sinusový průběh s amplitudou 1uloţený v Microsoft 
Office Excel 2003. Velikost souboru činí 135,168kB. 
Sig_sin_sum *.txt 
Sinusový průběh s amplitudou 2, který je úmyslně zašuměn bílým 
šumem. Velikost souboru činí 26, 397k B. Jednotlivá generovaná 
data jsou s přesností na 4 desetinná místa. 
Sig_obd *.txt 
Obdélníkový průběh s amplitudou ±1. Velikost souboru činí 
26,397kB. Jednotlivá "naměřená" data jsou s přesností na 4 
desetinná místa. 
Sig_obd_sum *.txt 
Obdélníkový průběh, který je úmyslně zašuměn bílým šumem, s 
amplitudou ±1. Velikost souboru činí 26,397kB. Generovaná data 
jsou s přesností na 4 desetinná místa. 
Sig_pila *.txt Pilový průběh s amplitudou ±1. Velikost souboru je opět 
26,397kB. 
Sig_pila_sum *.txt Pilový průběh, který je úmyslně zašuměn bílým šumem, s 
amplitudou ±1. Velikost souboru je opět 26,397kB. 
Sig_const *.txt Konstantní signál s amplitudou 1 a přesností na 4 desetinná místa. 
Obrázek *.bmp Obrázek vytvořený v malování, který má velikost 3,662kB. 
zvuk_pisk *.WAV Zvuk-nahrávka písknutí, která obsahuje 6,742kB. 
zvuk_MID *.MID Zvuk, který obsahuje 5,058kB. 
obr_JPG.JPG *.JPG 
Obrázek vytvořený v malování a uloţený jako komprimovaný 
formát JPG. Soubor obsahuje 1,206kB. 
obr_PNG *.PNG 
Obrázek vytvořený v malování a uloţený jako komprimovaný 
formát PNG. Soubor obsahuje 335B. 
Tab. 9 Seznam testovaných souborů 
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6.9 TABULKY VÝSLEDKŮ 
Jednotlivé výsledky pro různé vstupní soubory byly zapisovány do 
samostatných tabulek, kde jsou zvýrazněny nejlepší metody pro daná data z pohledu 
kompresního poměru a s ním související úsporou místa na disku a z výpočetní 
náročnosti (doba komprese a dekomprese). Na obr. 6.1 jsou modrou barvou 
vyznačeny úseky, po které se měří jednotlivé časy. Z prostorových důvodů uvádím 
v této části práce pouze jednu tabulku hodnotící jeden soubor (Tab. 10). Jednotlivé 
tabulky pro všechny soubory jsou ze stejných důvodů uvedeny pouze na přiloţeném 
DVD v příloze 1. Další výsledky jsou uvedeny v Tab. 11, která uvádí průměrné 
hodnoty pro jednotlivé algoritmy a v Tab. 12, kde je vypsána vţdy nejvhodnější 
metoda pro daný soubor. Simulace byly provedeny na sestavě AMD Athlon 
s procesorem XP 3200+ (2,2GHz) a 1 GB RAM. 
 
Typ souboru: Sin_sig.txt Velikost souboru 26 397[B] 
   
  
Komp. poměr 
Úspora 
místa[%] 
Čas 
komp. [s] 
Čas 
dekomp. [s] 
Čas 
celkem [s] 
Huffman adaptivní kód. 2,0746 51,8 56,1 28,2 84,3 
Huffman adapt. - reset 2,1206 52,8 - - >2h 
Huffman statické kód. 2,1206 52,8 4,7 9,4 14,1 
Huffman - Matlab 2,1206 52,8 5,5 15,0 20,4 
Aritmetické stat. kód. 2,1401 53,4 28,8 13,6 42,3 
Aritmetické adapt.kód. 2,1101 52,6 3,4 6,0 9,5 
Tab. 10 Výsledky jednotlivých metod pro soubor Sin_sig.txt  
Celková vel. soub.: 435959 [B] 
Průměrný 
komp.p. 
Prům.úspora 
[%] 
Prům.čas 
k. [s] 
Prům. 
čas d. [s] 
Celkový 
čas [s] 
Huffman adaptivní kód. 1,6667 38,3 97,6 46,7 1733,5 
Huffman statické kód. 2,1778 44,7 37,3 26,2 889,5 
Huffman - Matlab 2,1778 44,7 8,6 86,5 1234,8 
Aritmetické statické kód. 2,1834 44,2 135,2 15,6 2110,3 
Aritmetické adaptivní  kód. 2,2579 45,7 4,7 14,4 268,2 
Tab. 11 Zprůměrované výsledky pro všechny testované soubory 
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Název Typ Nejvhodnější metoda - komp.poměr Nejvhodnější metoda - čas 
Rand *.txt Aritmetické statické kód. Aritmetické adaptivní kód. 
Sig_sin *.txt Aritmetické statické kód. Aritmetické adaptivní kód. 
Sig_sin *.doc Aritmetické adaptivní kód. Aritmetické adaptivní kód. 
Sig_sin *.xls Aritmetické adaptivní kód. Aritmetické adaptivní kód. 
Sig_sin_sum *.txt Aritmetické statické kód. Huffman statické kód. 
Sig_obd *.txt Aritmetické statické kód. Huffman statické kód. 
Sig_obd_sum *.txt Aritmetické statické kód. Aritmetické adaptivní kód. 
Sig_pila *.txt Aritmetické statické kód. Aritmetické adaptivní kód. 
Sig_pila_sum *.txt Aritmetické statické kód. Aritmetické adaptivní kód. 
Sig_const *.txt Aritmetické statické kód. Huffman statické kód. 
Obrázek *.bmp Aritmetické statické kód. Huffman statické kód. 
zvuk_pisk *.WAV Huffman adaptivní Reset Aritmetické adaptivní kód. 
zvuk_MID *.MID Aritmetické adaptivní kód. Aritmetické adaptivní kód. 
obr_JPG.JPG *.JPG Aritmetické adaptivní kód. Aritmetické adaptivní kód. 
obr_PNG *.PNG Aritmetické adaptivní kód. Aritmetické adaptivní kód. 
Tab. 12 Nejlepší metody pro zvolená vstupní data (souhrn tabulek v příloze) 
 
6.9.1 Grafické vyjádření výsledků 
Asi nejlépe můţeme vidět výsledky jednotlivých bezeztrátových metod 
pomocí grafů, které zobrazují hodnoty z Tab. 11. Graf č. 1 uvádí průměrné 
kompresní poměry pro jednotlivé metody. Je zde patrno, ţe průměrné hodnoty 
kompresních poměrů se příliš neliší. Nejvyšších hodnot dosahuje adaptivní 
aritmetické kódování následováno statickou adaptivní metodou. 
Graf č. 2 ukazuje celkový čas jednotlivých metod potřebný pro kompresi a 
dekompresi všech testovaných souborů. Zde se jiţ projevují velké rozdíly mezi 
jednotlivými metodami. Nejvhodnější metodou z pohledu výpočetní náročnosti a 
s tím související doby komprese a dekomprese je jako v předešlém případě adaptivní 
aritmetické kódování. 
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Graf č.1 Průměrný kompresní poměr 
 
 
 
 
 
 
Graf č.2 Celkový čas komprese a dekomprese pro všechny testované soubory 
 
6.10 ZHODNOCENÍ  ZTRÁTOVÝCH  KOMPRESNÍCH  METOD 
Při ztrátové kompresi musí být stanovena mez, která určí, jak velké ztráty dat 
se můţeme dopustit. Taková mez můţe být například určena pomocí vztahů 
uvedených v kapitole 5.1. Volby parametrů odchylek u extrapolací nebo velikosti 
zanedbatelných hodnot v obrazech jsou závislé na průběhu signálu. 
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6.10.1 Seznam testovacích souborů 
Pro ztrátové kompresní metody byl vytvořen soubor dat skládající se ze 
sinusového a obdélníkového průběhu s různým počtem vzorků na jednu periodu 
(8,16,32,64), pilového průběhu a konstantního signálu. Jednotlivé soubory jsou se 
základními informacemi uvedeny v Tab. 13. 
Jméno s. 
Velikost 
s. [kB] 
Popis 
Sig_sin_16 1,659 Sinusový průběh s amplitudou 1, 16 vzorků na periodu, 10 period. 
Sig_sin_32 3,307 Sinusový průběh s amplitudou 1, 32 vzorků na periodu, 10 period.  
Sig_sin_64 6,603 Sinusový průběh s amplitudou 1, 64 vzorků na periodu, 10 period. 
Sig_obd_8 0,829 Obdélníkový průběh s amplitudou ±1,8 vzorků na periodu, 10 per.  
Sig_obd_16 1,659 Obdélníkový průběh s amplitudou ±1,16 vzorků na periodu, 10 per. 
Sig_obd_32 3,307 Obdélníkový průběh s amplitudou ±1,32 vzorků na periodu, 10 per.  
Sig_obd_64 6,603 Obdélníkový průběh s amplitudou ±1,64 vzorků na periodu, 10 per.   
Sig_pila 6,606 Pilový průběh s amplitudou ±1, 64 vzorků na periodu, 10 period.  
Sig_const 157,080 Konstantní signál s amplitudou 1. 
Tab. 13 Seznam testovacích souborů 
6.10.2 Výsledky ztrátových metod 
Průběhy uvedené v Tab. 13 byly převedeny na jejich obrazy pomocí diskrétní 
Fourierovy transformace a diskrétní kosinové transformace. Tyto obrazy byly 
upraveny za účelem redukce dat, jak jiţ bylo popsáno v kapitole 6.7.4. Následně byla 
provedena komprimaci pomocí bezeztrátové kompresní metody a uloţení do 
souboru. Tab. 14 uvádí kompresní poměry pro oba obrazy. Pro porovnání byla na 
stejná vstupní data aplikována samotná bezeztrátovou kompresní metodu adaptivního 
aritmetického kódování. Efektivní chyba uvedená v tabulce je počítána pomocí 
vzorce (32). Graf č. 3 udává průměrné kompresní poměry pro jednotlivé metody. 
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Jméno s. 
Komp. 
poměr -DFT 
Efektivní 
chyba DFT 
Komp. 
poměr -DCT 
Efektivní 
chyba DCT 
Adaptivní 
aritmetické kód 
Sig_sin_16 7,750 0,027 11,441 0,062 1,840 
Sig_sin_32 11,060 0,013 15,170 0,055 1,949 
Sig_sin_64 17,561 0,006 19,478 0,044 2,027 
Sig_obd_8 3,200 0,096 4,710 0,037 2,692 
Sig_obd_16 4,265 0,102 8,379 0,057 3,065 
Sig_obd_32 3,367 0,058 9,186 0,085 3,390 
Sig_obd_64 4,950 0,072 11,211 0,084 3,640 
Sig_pila 6,707 0,057 12,535 0,058 2,095 
Sig_const 37,370 0,008 37,356 0,008 4,474 
Tab. 14 Výsledky pro ztrátovou kompresi pomocí DFT a DCT 
 
Graf č.3 Průměrné hodnoty kompresních poměrů 
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7. REALIZACE KNIHOVEN V LABWINDOWS/ CVI 8.5 
Na základě výsledků algoritmů v prostředí Matlab, které jsou zpracovány 
v předešlé kapitole, byla zvolena realizace adaptivního aritmetického kódování a 
komprese zaloţené na DCT a extrapolacích. V prostředí LabWindows CVI byly 
vytvořeny dvě knihovny. První knihovnou je Arith.dll realizující zmíněné 
bezeztrátové adaptivní aritmetické kódování a pomocné funkce. Druhá knihovna 
s názvem Lossy.dll realizuje ztrátové komprese zaloţené na úpravách spektra DCT a 
interpolace a extrapolace. Jednotlivé knihovny budou popsány v samostatných 
kapitolách. 
Pro jednotlivé knihovny funkcí byly vytvořeny nápovědy stejné formy, jaké 
jsou u knihovních funkcí v LabWindows CVI zvykem. Nápověda obsahuje krátký 
popis funkce, její prototyp a panel funkce, který obsahuje informace o jednotlivých 
vstupních a výstupních proměnných. Pomocí nápovědy je usnadněno pouţití funkce, 
je zde moţnost přetaţení funkce přímo do zdrojového kódu, který následně 
informuje o typech jednotlivých parametrů automaticky. 
Navrţené knihovní funkce byly implementovány do dvou aplikací 
s grafickým rozhraním. První aplikace realizuje osciloskop a umoţňuje generovaný 
průběh komprimovat a dekomprimovat pomocí knihovny Arith.dll. Součástí aplikace 
je zobrazení jednotlivých komprimovaných a dekomprimovaných dat a statistik 
reprezentujících velikosti souborů a kompresní poměr. Krátký návod pro obsluhu 
aplikace je uloţen na přiloţeném DVD ve sloţce Přílohy/Příloha 1. Druhá aplikace je 
jiţ sofistikovanější a obsahuje více moţností generování signálů, načtení signálů ze 
souboru (reálná data z měření), jsou zde implementovány obě realizované knihovny. 
Aplikace obsahuje vestavěnou nápovědu, při pravém kliknutí na ovládací prvek je 
zobrazena nápověda. Krátký návod pro obsluhu aplikace je opět uloţen na 
přiloţeném DVD ve sloţce Přílohy/Příloha 2 ve formě dokumentu a krátkého videa.   
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7.1 KNIHOVNA  PRO  BEZEZTRÁTOVOU  KOMPRESI DAT 
Knihovna je tvořena pomocí následujících třech souborů Arith.c, Arith.h a 
Arith.fp. Kde soubor s příponou *. c obsahuje zdrojový kód (jednotlivé 
naprogramované funkce). Soubor s příponou *.h obsahuje deklaraci funkcí a soubor 
s příponou *.fp je tvořen strukturou nápovědy a funkčních panelů. Jak jiţ bylo 
zmíněno tato knihovna realizuje bezeztrátové adaptivní aritmetické kódování, které 
bylo podrobně rozebráno v kapitole 4.3 a 4.4. Realizace je zaloţena na algoritmu 
odladěném v prostředí Matlab. Ovšem bylo zapotřebí vytvořit několik funkcí, které 
LabWindows\CVI neobsahuje a zaměnit indexování všech pouţitých polí. Pro 
úplnost uvádím vývojová schémata pro kompresi obr. 7.1 a dekompresi obr. 7.2. 
Knihovna obsahuje funkce pro vyuţití adaptivního aritmetického kódování 
s výstupem do paměti (AcodeTomem, AdecodeTomem) nebo přímo do zadaného 
souboru (AcodeTofile, AdecodeTofile). Je zapotřebí, aby vstupní data byla ve formátu 
řetězce znaků, z tohoto důvodu byla vytvořena funkci, která tuto konverzi provede 
(conv2str). Další důleţité funkce slouţí pro převod mezi binární a dekadickou 
soustavou (bi2de, de2bi) a pro vytvoření tabulky četností znaků (cetnost). 
7.1.1 Porovnání rychlostí algoritmů 
Pro zajímavost bylo vytvořeno porovnání rychlosti bezeztrátového algoritmu 
v Matlabu a LabWindows/CVI. Měření jednotlivých časů bylo provedeno na základě 
blokového schématu na obr. 6.1. Ze získaných výsledků, které jsou uvedeny v Tab. 
15, lze usoudit, ţe průměrné zrychlení bezeztrátového algoritmu na testovaných 
datech je o 32%. Ze získaných časů je patrno, ţe rychlost bezeztrátového algoritmu 
není závislá na typu vstupních dat. Grafické vyjádření získaných porovnání je 
v Grafu č. 4. 
Porovnání časové náročnosti ztrátového algoritmu zaloţené na úpravě spektra 
DCT bylo taktéţ provedeno. Zde se jiţ projevují výraznější rozdíly v rychlosti 
zpracování dat ve prospěch LabWindows/CVI. Algoritmus je průměrně o 40% 
rychlejší neţ algoritmus v prostředí Matlab. Porovnání bylo realizováno pro soubory 
dat získaných z reálného měření. Měření časů bylo provedeno 10x a do tabulky 
zobrazeny průměrné hodnoty. Výsledné porovnání je realizováno pomocí Grafu č. 5. 
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  Matlab LabWindows/CVI 
Typ soub. (Vel. soub. [B]) 
Komp. 
poměr 
Čas 
komp.[s] 
Čas celkem 
[s] 
Komp. 
poměr 
Čas 
komp. [s] 
Čas 
celkem [s] 
Sig_sin (26 397) 2,1101 3,4 9,5 2.1101 2,3 6,4 
Rand (52492) 2,1154 6,3 21,1 2,1153 4,2 12,5 
Sig_sin_sum (6604) 2,0104 0,9 2,4 2,0104 0,47 1,5 
Sig_obd.txt (26 397) 3,9194 3,3 8,2 3,9188 2,1 6,3 
Sig_pila_sum(26 397) 2,0904 3,1 10,0 2,0902 2,1 6,1 
Sig_const (25 504) 4,3227 1,7 6,1 4,3227 1,8 6 
Tab. 15 Porovnání časové náročnosti algoritmu 
 
Graf č.4 Porovnání časové náročnosti bezeztrátovách algoritmů 
  
Graf č.5 Porovnání časové náročnosti ztrátových algoritmů 
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Obr. 7.1 Vývojový diagram adaptivního aritmetického kódování 
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Obr. 7.2 Vývojový diagram adaptivního aritmetického dekódování 
7.2 KNIHOVNA  PRO  ZTRÁTOVOU  KOMPRESI DAT 
Knihovna je tvořena pomocí následujících tří souborů Lossy.c, Lossy.h a 
Lossy.fp, které mají stejný význam jako soubory předcházející knihovně. Obsahuje 
dva způsoby ztrátové komprese signálu a funkce pro uloţení a načtení 
komprimovaných dat. Způsoby ztrátové komprese jsou podrobně popsány v kapitole 
5, proto se nyní omezím pouze na výčet realizovaných funkcí a uvedu vývojová 
schémata pro jednotlivé metody. 
První metoda ztrátové komprese dat vyuţívá úpravy ve spektru DCT. 
Největší část energie spektra je na nejniţších kmitočtech, čehoţ lze s výhodou 
vyuţít. Při omezování spektra vznikne na vyšších kmitočtech posloupnost nulových 
prvků, které není potřeba ukládat. Důleţité je pouze znát jejich počet a před zpětnou 
transformací posloupnost dat nulami doplnit. Úpravami spektra dochází k redukci 
sloţek vyšších frekvencí v původní posloupnosti dat. Coţ můţe mít za následek 
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odstranění šumu z prvotní posloupnosti nebo ztrátu důleţitých informací. Určení 
maximální odchylky výstupní posloupnosti dat je posuzováno pomocí maximální 
relativní chyby (31). Funkce realizující kompresi signálu pro zadanou mez se 
jmenuje DCTcompress (obr. 7.3) a inverzní funkce, která získá posloupnost lišící se 
pouze o zadanou maximální odchylku, nese název DCTdecompess. 
Za předpokladu, ţe vzorkovací kmitočet je po celou dobu získávání 
posloupnosti měřených dat konstantní. Lze do výstupní posloupnosti dat uloţit pouze 
počáteční čas, periodu vzorkování a konečný čas. Dalším prvkem, který je potřeba 
uloţit, je počet souvislého bloku nulových prvků a redukovaná posloupnost spektra. 
Funkce realizující uloţení komprimovaných dat do souboru ve zmíněném formátu se 
jmenuje SaveDCTToFile. Inverzní funkce provádějící načtení komprimovaných dat, 
zpětnou rekonstrukci časové osy a posloupnosti spektra se jmenuje 
LoadDCTFromFile. 
Druhá metoda je zaloţena na redukci dat sníţením jejich počtu pomocí 
extrapolací a interpolace.  Vstupní posloupnost je na základě maximální odchylky 
podrobena zvolené redukci dat (extrapolace 0 řádu, 1 řádu nebo lineární interpolaci). 
Zpětně lze posloupnost mezi jednotlivými vzorky získat pomocí interpolace. Druh 
zvolené interpolace však přímo ovlivňuje kvalitu výstupního signálu. Ve zmíněné 
knihovně byla realizována lineární interpolace, interpolace pomocí splajnu, kubická 
interpolace a interpolace ve spektru FFT. 
Zmíněné způsoby komprese jsou realizovány ve vizualizační aplikaci 
TestingApplication. Návod pro obsluhu aplikace je na přiloţeném DVD v příloze 3. 
 
Obr. 7.3 Vývojový diagram ztrátové komprese využívající DCT 
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8. ZÁVĚR 
V první části práce se nachází seznámení se základní pojmy a vztahy týkající 
se komprese dat a vyhodnocování její kvality. Bylo provedeno rozdělení 
kompresních metod a u vybraných znázorněn princip jejich činnosti, jak slovně, tak 
pomocí příkladu.  
V prostředí Matlab od společnosti MathWorks byla realizována čtveřice 
bezeztrátových kompresních metod, která byla aplikována na různá vstupní data. 
Nejlepších výsledků dosahovalo aritmetické adaptivní kódování s nejniţšími časy 
komprese a průměrným kompresním poměrem 2,25. Shrnutí výsledků 
naprogramovaných bezeztrátových kompresních metod je uvedeno v kapitole 6.8 a 
dílčí  výsledky pro jednotlivé soubory jsou uvedeny v příloze 1. Pro kaţdou 
kompresní metodu se pomocí open profileru provedly úpravy, za účelem 
maximálního zrychlení algoritmu. Bylo provedeno porovnání s implementovaným 
statickým Huffmanovým kódováním, které dosahovalo delších časů při stejném 
kompresním poměru. Pro kaţdou metodu byl řešen způsob ukládání dat do souboru 
s ohledem na co nejlepší kompresní poměr. Pro zajímavost se v komprimovaných 
datech vyskytují i jiné formáty souborů (*.xls,*.doc,*.bmp, *.WAW, *.PNG). 
Druhou část tvoří ztrátové kompresní metody, u kterých bylo stanoveno 
základní rozdělení a kritéria pro posuzování jejich kvality. V prostředí Matlab byly 
realizovány lineární extrapolace a interpolace. Jejichţ výhodou je moţnost pouţít 
v průběhu přijímání dat. Další metody jsou zaloţeny na ortogonálních 
transformacích, pomocí kterých byl získán obraz, ve kterém pak byly provedeny 
úpravy vedoucí k redukci dat. Nejlepších výsledků bylo dosaţeno úpravou obrazů 
získaných pomocí DCT. Jednotlivé výsledky byly shrnuty v kapitole 6.10. 
Matlab je výborný skriptovací jazyk vhodný pro testování a vývoj, ale pro 
praktické nasazení je vhodné algoritmus přepsat do nativního jazyka a nikoliv do 
skriptovacího. Jak je vidět například v jednotlivých tabulkách v příloze 1, časy 
potřebné pro kompresi a dekompresi souborů v řádové velikosti kB jsou 
nesrovnatelně větší neţ běţně pouţívané komerční archivační programy.  
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Pro realizaci knihovny funkcí bylo zvoleno prostředí LabWindows/CVI od 
společnosti National Instruments. Prostředí LabWindows/CVI je psáno v jazyce 
ANSI C a obsahuje mnoţství realizovaných knihoven, kvalitně zpracované nápovědy 
a umoţňuje snadně realizovat grafické rozhraní.  
Na základě provedených testů algoritmů v prostředí Matlab bylo zvoleno 
bezeztrátové adaptivní aritmetické kódování a ztrátové kompresní metody zaloţené 
na úpravě spektra DCT a extrapolace. Tyto metody byly implementovány do 
knihoven funkcí, které jsou nahrány na přiloţeném DVD. Pro ověření navrţených 
knihoven byly realizovány dvě vizualizační aplikace, které jsou opět k dispozici na 
přiloţeném DVD spolu s návody na obsluhu (viz Příloha 2,3) a krátkými videi 
zobrazující jejich funkci. 
Bezeztrátové kompresní algoritmy jsou závislé na četnosti výskytu znaků a 
pro zvolená data dosahují průměrného kompresního poměru 2, coţ činí úsporu místa 
na disku 50%. Při znalosti formátu vstupních dat lze data vhodně transformovat 
(delta-kódováním, převodem na obraz, vyjádřením časové osy pomocí vzorkovací 
periody apod.) a dosáhnout mnohem lepších kompresních poměrů. Pomocí 
transformací jsme schopni změnit rovnoměrné rozloţení symbolů a zkrátit počet dat 
a přitom lze bezchybně rekonstruovat původní posloupnost. Tyto úpravy však 
předpokládají přesně definovaný charakter vstupních dat. 
 U ztrátových kompresních metod lze dosáhnout mnohem vyšších 
kompresních poměrů, ale je nutné definovat, jaké sloţky nesené signálem jsou 
vzhledem k uţivateli redundantní a mohou být vynechány. Tento fakt představuje při 
pouţití ztrátové komprese v měřicí technice hlavní překáţku, jelikoţ často nevíme, 
jaké hodnoty můţeme z procesu měření získat. Vhodnost zvolené transformace 
(např. frekvenční, časově-frekvenční, časově-měřítková, prostorově-měřítková 
apod.) je taktéţ závislá na průběhu měřeného signálu a ovlivňuje výsledný 
kompresní poměr. V praxi se proto univerzální ztrátové komprese dat téměř 
nevyskytují, komprese je zde prováděna na základě znalosti modelu nebo analýzy 
dat. 
Zpracování této práce tedy obsahuje soubor ztrátových a bezeztrátových 
algoritmů v prostředí Matlab, jejich vzájemné porovnání na vytvořených testovacích 
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souborech. Realizace knihoven ztrátové a bezeztrátové komprese v prostředí 
LabWindows/CVI a jejich implementace do uţivatelského rozhraní. Navrţené 
knihovny byly otestovány i na datech získaných z reálného měření, která jsou 
součástí souborů uvedených na přiloţeném DVD. 
 
 
 
ÚSTAV AUTOMATIZACE A MĚŘICÍ TECHNIKY 
Fakulta elektrotechniky a komunikačních technologií 
Vysoké učení technické v Brně 
 
 
 86 
9. POUŽITÁ LITERATURA 
 
[1] DATA-COMPRESSION, [on-line] [cit. 2008-4-4] Dostupné z:  
 http://www.data-compression.com  
[2] VLČEK, K. Komprese a kódová zabezpečení v multimediálních komunikacích, 
BEN – technická literatura, Praha 2004, ISBN 80-7300-134-9 
[3] SHANNON, C. E. A Mathematical Theory of Communication, [on-line] [cit. 
2008-4-4] Dostupné z:  
http://cm.bell-labs.com/cm/ms/what/ shannonday/shannon1948.pdf  
[4] WIKIPEDIE, [on-line] [cit. 2008-4-4] Dostupné na internetu:  
 http://cs.wikipedia.org  
[5] Knihovna vizualizačních apletů pro kompresi dat, [on-line] [cit. 2008-4-4] 
Dostupné z:  http://www.stringology.org/DataCompression /index.html  
[6] DVORAK, T. Algoritmy a komprese dat, přednášky KVSI–MATFYZ [on-line]  
[cit. 2008-4-4] Dostupné z: http://ksvi.mff.cuni.cz/~dvorak/ vyuka/SWI072/  
[7] Slabiková komprese dat, [on-line] [cit. 2008-24-5] Dostupné z:  
 http://www.cs.cas.cz/petra/EA/charsyll.pdf  
[8] ŢÍDEK, L. Komprese dat, [on-line] [cit. 2008-24-5] Dostupné z:  
  http://www.pripojtese.cz/art_doc-C9BF1C72524AE3B4C125724100439 DDE .html  
[9] ČIŢ, R. Theory of Communication,VUT-FEKT přednášky [on-line] [cit. 2007-
24-5] Dostupné z: http://www.utko.feec.vutbr.cz/~cizr/mtoc/ 
[10] Kompresní metoda LZ77, CVUT, [on-line] [cit. 2007-24-5] Dostupné z: 
http://moon.felk.cvut.cz/~pjv/Jak/_info/i375/LZ77.html  
[11] MATYÁŠ, V. Digitální analýza a zpracování dat, skriptum VUT, Brno 1997.  
[12] UHLÍŘ, J. Úvod do číslicového zpracování signálů, skriptum ČVUT, Praha 
2003, ISBN – 80-01-02799-6. 
[13] JAN, J. Číslicová filtrace, analýza a restaurace signálu, nakladatelství 
VUTIUM, Brno 2002, ISBN – 80-214-2911-9. 
[14] HEROUT, P. Učebnice jazyka C, Kopp nakladatelství, 4. vydání, 2007, ISBN 
80-7232-220-6. 
ÚSTAV AUTOMATIZACE A MĚŘICÍ TECHNIKY 
Fakulta elektrotechniky a komunikačních technologií 
Vysoké učení technické v Brně 
 
 
 87 
[15] FAJMON, B. Matematika 3, skriptum VUT FEKT, UAMT, [rev. 2004], 
 [cit. 2009-20-5] 
[16] NATIONAL INSTRUMENTS, LW/CVI User Toolkit Manual, National 
Instruments, 2004, [on-line] [cit. 2009-20-5], Dostupné z:  
http://www.ni.com/support/cvisupp.htm  
[17] KRAČMAR, S. Programovací jazyk C, [on-line] [cit. 2009-20-5], ČVUT 
1995, Dostupné z:  http://www.ni.com/support/cvisupp.htm 
[18] NATIONAL INSTRUMENTS, Creating a Dynamic Link Library, [on-line] 
[cit. 2009-12-4], Dostupné z:  
 http://digital.ni.com/public.nsf/allkb/C27830EACA6668E2862574430059F4DA 
[19] SMÉKAL, Z. Číslicové zpracování signálů, skriptum VUT FEKT, [rev. 2009], 
 [cit. 2009-5-10] 
 
 
  
 
 
 
 
 
 
 
ÚSTAV AUTOMATIZACE A MĚŘICÍ TECHNIKY 
Fakulta elektrotechniky a komunikačních technologií 
Vysoké učení technické v Brně 
 
 
 88 
10.  SEZNAM POUŽITÝCH ZKRATEK A SYMBOLŮ  
AAC – Kodér pouţívaný pro zvukové záznamy (Advanced Audio Coding)  
ARJ - Archivátor Roberta Junga (Archiver by Robert Jung) 
ASCII – Definování znaků abecedy (American Standard Code for Information Interchange) 
BSTW - Slovníkový algoritmus (Bentley, Sleator, Tarjan, Wei) 
BWT – Transformační metoda (Burrows-Wheelerova transform) 
CD - Kompaktní Disk (Compact Disc ) 
DCT – Diskrétní kosinová transformace (Discrete Cosine Transformation)   
DFT – Diskrétní Fourierova transformace (Discrete Fourier Transform) 
DV – Formát vytvořený firmou Sony pro kompresi videa (Digital video) 
CRC – Cyklická redundantní kontrola (Cyclic Redundancy Check) 
CTU – Čítač (Counter underflow) 
DVD – Digitální víceúčelový disk (Digital Versatile Disc) 
EOF – Konec souboru (End Of File) 
FAT – Alokační tabulka souborů (File Allocation Table) 
FDD – Disketová mechanika (Floppy Disc Drive) 
GSM – Globální systém pro mobilní komunikace (Global System for Mobile com.) 
IF – Transformační metoda (Inverse frequency coding) 
JPG – Obrazový formát (Joint Photographic Experts Group) 
LZ – Zakladatelé řady slovníkových algoritmů (Lempel-Ziv) 
HDD – Pevný disk (Hard Disc Drive) 
MJPEG – Obrazový formát (Motion JPEG) 
MPEG – Obrazový formát (Motion Picture Experts Group) 
MP3 – Standard komprimace hudebních dat (zaloţen na standardu MPEG1) 
MTF – Transformační metoda (Move to front transform) 
NTFS – Souborový systém OS Windows (New Technology File System) 
RAID –Vícenásobné diskové pole nezávislých disků (Redundant Array of Independent 
Disks) 
VQF – Standard komprimace hudebních dat (Vector Quantization File) 
WFC – Transformační metoda (Weighted frequency count) 
WMA – Komprimovaný zvukový formát (Windows Media Audio) 
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