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It was kindly brought to our attention by Anja Janßen and Ulf-Rainer Fiebig (University of
Go¨ttingen) that the algorithm deduced from Proposition 5.1 in our paper is not as general as
claimed. Although the statement of the proposition holds true, the calculations that we used to
justify the algorithm on p. 1075 contain an error. The stationary distribution of the Markov chain
produced by the algorithm is only equal to the desired spectral measure under certain additional
conditions such as for instance the ones presented below.
In Section 5 of the article we assumed that X is a regularly varying random vector with tail
index α > 0 and spectral measure σ on Sd−1, the unit sphere in Rd , and that the distribution of
X satisfies
X d= A1X + B1
for some random d × d matrix A1 and some random d-dimensional vector B1 such that (A1,B1)
is independent of the random vector X on the right-hand side. Under certain conditions on the
tail behavior of A1 and B1 we showed in Proposition 5.1 that if the random vector20 on Sd−1 is
independent of A1 and has law equal to σ then
E[‖A120‖α] = 1 (1)
and
σ( · ) = Pr(20 ∈ · ) = E[‖A120‖α;A120/‖A120‖ ∈ ·]. (2)
DOI of original article: 10.1016/j.spa.2008.05.004.
∗ Corresponding author. Tel.: +32 10 474311; fax: +32 10 473032.
E-mail addresses: bbasrak@math.hr (B. Basrak), Johan.Segers@uclouvain.be (J. Segers).
0304-4149/$ - see front matter c⃝ 2011 Elsevier B.V. All rights reserved.
doi:10.1016/j.spa.2010.12.009
B. Basrak, J. Segers / Stochastic Processes and their Applications 121 (2011) 896–898 897
The integrand on the right-hand side is to be read as 0 in the case ‖A120‖ = 0. It follows that
Pr(‖A120‖ = 0) = 0, that is, the spectral measure is supported on the set of all θ ∈ Sd−1 such
that Pr(‖A1θ‖ > 0) = 1.
Assuming that there exists a constant C > 0 such that ‖A1‖ ≤ C with probability one,
we described on p. 1075 a Markov chain for which we claimed σ is a stationary distribution.
However, the proof of stationarity on the bottom of p. 1075 is flawed. Still, the claim holds true
under either one of the conditions (a) and (b) given below.
Assume that the chain is started at a random vector θ0 with distribution σ . Let (Ai )i and
(Ui )i be i.i.d. sequences, independent of each other and of θ0, with Ai random d × d-matrices
distributed as A1 and Ui i.i.d. Uniform(0, 1) random variables. Let K be the random time of first
acceptance of the proposal Yk = Akθ0/‖Akθ0‖:
K = min

k ≥ 1 : ‖Akθ0‖
α
Cα
≥ Uk

,
where C is a deterministic upper bound for ‖A1‖. The algorithm produces θ1 = YK . The question
is whether the distribution of θ1 is still equal to σ . For each measurable set S ⊆ Sd−1, we have
Pr(θ1 ∈ S) = Pr(YK ∈ S) =
−
k≥1
Pr(Yk ∈ S; K = k)
=
−
k≥1
∫
Sd−1
Pr

Akθ
‖Akθ‖ ∈ S;
‖Akθ‖α
Cα
≥ Uk

∩
k−1
i=1
‖Aiθ‖α
Cα
< Ui

σ(dθ)
=
∫
Sd−1
Pr

A1θ
‖A1θ‖ ∈ S;
‖A1θ‖α
Cα
≥ U1
−
k≥1

Pr
‖A1θ‖α
Cα
< U1
k−1
σ(dθ)
=
∫
Sd−1
Pr(A1θ/‖A1θ‖ ∈ S; ‖A1θ‖α/Cα ≥ U1)
Pr(‖A1θ‖α/Cα ≥ U1) σ (dθ)
=
∫
Sd−1
E[‖A1θ‖α;A1θ/‖A1θ‖ ∈ S]
E[‖A1θ‖α] σ(dθ) (3)
by Fubini’s theorem. In contrast to what is claimed in the paper, this expression is in general not
equal to
E[‖A1θ0‖α;A1θ0/‖A1θ0‖ ∈ S]
E[‖A1θ0‖α] = Pr(θ0 ∈ S) = σ(S),
where the first equality follows from Eqs. (1)–(2).
However assume that either one of the following conditions hold:
Condition (a). For some non-zero deterministic vector z ∈ Rd and a random d-dimensional
vector a1,
A1s = ⟨z, s⟩a1, s ∈ Rd;
moreover z is such that either Pr(⟨z,20⟩ > 0) = 1 or the distribution of ⟨z,20⟩ is
symmetric around zero.
Condition (b). It holds that A1 = R1Q1 for some non-negative random variable R1 and some
random orthogonal matrix Q1 (not necessarily independent of each other).
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In case (a), we have
‖A1θ‖ = |⟨z, θ⟩|‖a1‖, A1θ/‖A1θ‖ = sign(⟨z, θ⟩)a1/‖a1‖,
so that the integral in Eq. (3) above is equal to∫
Sd−1
E[‖a1‖α; sign(⟨z, θ⟩)a1/‖a1‖ ∈ S]
E[‖a1‖α] σ(dθ)
= E[‖a1‖α; sign(⟨z,20⟩)a1/‖a1‖ ∈ S]E[|⟨z,20⟩|α];
here we used the identity E[‖a1‖α]E[|⟨z,20⟩|α] = E[‖A120‖α] = 1, see Eq. (1). Under
Condition (a), |⟨z,20⟩| is independent of sign(⟨z,20⟩) and a1. As a consequence and by Eq. (2),
the expression on the right-hand side of the previous display is indeed equal to σ(S).
If Condition (b) holds, we have ‖A1θ‖ = R1 and A1θ/‖A1θ‖ = Q1θ for all θ ∈ Sd−1. In
particular, E[Rα1 ] = 1 by Eq. (1). The integral in Eq. (3) equals∫
Sd−1
E[Rα1 ;Q1θ0 ∈ S]
E[Rα1 ]
σ(dθ0) = E[Rα1 ;Q120 ∈ S] = σ(S),
again by Eq. (2), as required.
Finally, we observe that the case (a) covers Example 5.2 in the paper with z = (0, 1)′ and
at = (1, At )′. This explains the nice behavior of the algorithm for this example. In Example 5.3
our algorithm also performed quite well, although we cannot justify its application theoretically.
Maybe the algorithm did actually produce a small but hard to detect error, providing an indication
that the model in this example is not far from satisfying some sufficient condition like (a) and (b)
above.
