This paper presents a novel filter to keep from oversmoothing the edges and corners and rectify the outliers in the flow field after each incremental computation step, which plays a key role during the process of estimating flow field. This filter works according to the spatial-temporal derivatives distance of the input image and velocity field distance, whose principle is more reasonable in filtering mechanism for optical flow than other existing nonlinear filters. Moreover, we regard the spatial-temporal derivatives as new powerful descriptions of different motion layers or regions and give a detailed explanation. Experimental results show that our proposed method achieves better performance.
Introduction
Estimating motion in image sequences is one of the central topics in computer vision. Since Horn and Schunck (HS) presented the original formulation in 1981 [1] , the assumptions of brightness constancy and spatial smoothness have been the foundation to compute optical flow field. Brox et al. combined the coarse-to-fine idea with warping scheme to improve the flow field accuracy [2] . For many real-world image sequences, discontinuities of the displacement field between two images tend to arise at object boundaries where the image gradient is high [3] . The Horn-Schunck model fails to handle the motion boundaries and outliers in the data term because of its quadratic penalty. For this reason, total variation (TV) with L1 norm approach is adopted [4] , [5] . Compared with L2 norm, L1 norm has an advantage in preserving motion boundaries. Furthermore, the primal-dual algorithm introduced a novel method to solve the TV-L1 formulation [4] , [5] .
Filtering the intermediate velocity field after each incremental computation step plays a key role during the process of estimating flow field. Median filtering is widely used for robustly replacing the outlier in the flow field with the median displacement surrounding it. D. Sun et al. revealed that using a median filter is approximate to add non-local terms [6] to the classical objective function [7] . However, the accurate displacements may be substituted with their surroundings at the same time. Moreover, median filter may lead the edges and corners to over-smoothing, which is undesirable for our purpose. Weighted non-local terms based on pixels' spatial distance and their dissimilarity of intensities are mentioned in [7] , [8] . They assumed that pixels which have geometric closeness and photometric similarity have a similar velocity. Though this technique outperforms median filter at preserving motion boundaries, it is not perfect in theory. When it comes to pixels belonging to disparate objects with similar intensities, whose velocities are different, the filter may result in errors.
In this paper, we propose a novel filter used in optical flow estimation that combines spatial-temporal derivatives distance with velocity field distance. We present a new form of spatial-temporal derivatives according to the famous optical flow constraint [1] , which is closely related to flow field. For pixels belonging to disparate objects whose intensities are similar, their velocities are regarded as being different for the large difference of their spatial-temporal derivatives. From quantitative and qualitative experiments conducted on the Middlebury training set (grey frames) and synthetically generated PIV images, we find that when it comes to estimating flow field, this filter achieves attractive performance.
Related Works

TV-L1 Optical Flow Model
TV-L1 optical flow model consisting of a total variation (TV) regularization term and an L1 norm data penalty term [4] is widely used in optical flow estimation, which is much better at rejecting outliers and preserving motion boundaries. For this reason, we adopt TV-L1 optical flow model and use the first-order primal-dual approach presented in [4] to solve the TV-L1 formulation.
The TV-L1 objective function [4] is given by
where 
We can utilize the first-order primal-dual approach [4] , [5] to solve Eq. (1).
Flow Field Filtering
When using coarse-to-fine technique to tackle large displacement, filtering the intermediate flow field after each incremental computation per pyramid level is popular and effective. The filter is firstly applied to the estimated motion field at coarse pyramid level, and then utilize the filtered version as the input of the estimating process at finer pyramid level.
In order to simplify the comparison process in the latter section, we approximately regard the weighted non-local term [7] , [8] as the following filter which is based on spatial distance and difference of intensities (SIF):
where
).
In Eq. (3), u(x, y) is the output velocity of the filter for u(x, y). σ s and σ i denote the variances on spatial domain and intensity domain respectively. This filter is based on the assumption that pixels with similar intensities and close to each other have the similar velocities. For pixels belonging to the same surface, this assumption is reasonable. While it comes to pixels belonging to disparate objects with similar intensities, the assumption does not hold.
Spatial-Temporal Derivatives Based Filtering (STDF)
Here, we will introduce a new filter which takes both spatialtemporal derivatives and velocity field distance into consideration. For convenience, we define spatial-temporal derivative as
According to Taylor approximation
, if V is small enough or Δt is small enough, V and ∇ 3 I are orthogonal vectors. In fact, V T · (∇ 3 I) = 0 is an ill-posed problem (there are infinite solutions of V). Therefore an L1 smoothing regulizer is added to the objective function to get an unique solution. The spatial-temporal derivatives ∇ 3 I of an image pair are basic properties or natures, which can be regarded as powerful descriptions of different motion layers or regions during the process of optical flow estimation.
Another question arises, why not choose [u, v] as the description of different motion layers? As mentioned before, [u, v] is the intermediate solution. It contains many model noise and computational noise relative to ideal solution [ũ,ṽ]. Adopting the spatial-temporal derivatives descriptions can overcome the above shortcomings. The implementation of spatial-temporal derivatives filter will be introduced in details in the following.
According to Eq. (2):
We use I STDF filter is defined as follows:
) σ υ and σ d denote the variances on velocity domain and spatial-temporal derivatives domain respectively.
Compared with the improved bilateral filter Eq. (3) introduced in Sect. 2.2, two different Gaussian kernels are included in our proposed filter which play different roles. The Gaussian kernel G v denotes velocity domain filter, which depends on motion dissimilarity of a frame pair. Another Gaussian kernel G s is spatial-temporal derivatives domain filter, which can make up for SIF's unsuitability for pixels belonging to disparate objects with similar intensities. Our filter achieves good performance in dealing with aforementioned situation.
Experimental Results
In order to evaluate the performance of STDF used in TV-L1 optical flow estimation, we measured the average end-point Table 3 EPEs and AAEs of different areas on synthetically generated PIV images.
X X X X X X X X error (EPE) and average angle error (AAE) [9] on the Middlebury training set (grey frames). The smaller EPE and AAE were, the higher accuracy the estimated optical flow achieved. The related parameters of ours which were empirical, and those of SIF which were consistent with [7] , were listed as follows:
STDF: downsampling factor α=0.8 (regarding the coarse-to-fine scheme), weight λ=40, one warping step, σ v =0.2, σ d =12.75, the size of the mask M, variable with the pyramid level L, is M = 2 × 10 × α L + 1 , where denotes ceiling function. SIF: σ s =7, σ i =7.
Based on the qualitative results of Tables 1 and 2 , the spatial-temporal derivatives filter was much better at im-proving the accuracy of the estimated flow field.
We also provided visual results. In Fig. 1 , we demonstrated a visual comparison in the Urban2 sequence from the Middlebury training set. In order to show the superiority of our method, we selected three small image patches (the sequence numbers of these patches are 1, 2 and 3) at different regions in Fig. 1a . All of these patches contained two buildings with similar intensities. Although the intensities of these two building were similar, the motion velocities of two buildings were different (as shown in Fig. 1 (1a,  2a, 3a) ). The motion boundary was blurred when estimating the motion under SIF method (as shown in Fig. 1 (1b,  2b, 3b) ). While utilizing STDF, the boundary was preserved very well.
Besides, experiments were conducted on the synthetically generated PIV images sizing 512 * 512 (provided by LaVision Company). Parameters were set as: λ=40, σ v =0.2, σ d =5, σ s =7, σ i =7. As shown in Fig. 2b , the overall groundtruth flow field varies significantly and has many edges, while the local variances increase from the left top to the right bottom. The EPEs and AEEs in the red block where the flow varies comparably slow, the blue block where the flow varies more violently, and the whole image, demonstrated that STDF performed better than SIF.
Conclusions
This paper brings forward a new filter based on spatialtemporal derivatives of the input sequence which is incorporated to the TV-L1 optical flow estimating process. The new nonlinear filter is more effective as a filtering mechanism for optical flow than other existing nonlinear filters. Experimental results on the Middlebury training set (grey frames) and synthetically generated PIV images show that our method can achieve better performance compared with SIF in most cases. Still, STDF method performs worse on Hydrangea and Venus sequences because their flow fields are smooth. For the application scenarios of STDF and SIF are different, our future work aims at combining the two filters together to design a more effective filter used in optical flow estimation and improving the weighted non-local term in formula (8) in [7] based on our theory.
