The purpose of this paper is to develop a constructive algorithm for generation of the admissible boundary of a convex polytope, when the polytope is the convex hull of a given (finite) set of points as well as to mention some related results. One application is to the sensitivity of decisions to changes in the prior distribution for problems in statistical decision theory.
INTRODUCTION
Problems in linear optimization are often reduced to examining the boundary, or part of the boundary, of a convex polyhedral set, P. In particular, problems in the related areas of linear programming, game theory, and statistical decision theory require this sort of search. In some cases, the equations (or half-spaces) defining P may be given and the objective is to determine one or more "optimal" vertices (extreme points) of P. In other models, a set of points A may be given and the convex hull of A, C(A), is of interest. If C(A) is compact and has a finite number of extreme points, then C(A) is a bounded (convex) polyhedral set, or, as we will refer to such a set here, a polytope; see GrUnbaum [5, chp. 3] . The results here are directed predominantly towards this second class of problems.
The main purpose of this paper is to develop a constructive algorithm for generation of the so-called admissible boundary, A(A), of a polytope P = C(A), as well as to mention some related results. An immediate application follows if one is interested in maximizing a non-negative linear func~, tic:>nal f on P, since it then suffices to considerA,(A); -see Section 2.
Of course, if f is fixed, one searches for the point a € A for which f(a) is a maximum. However, in many contexts f is an approximation to a "true" linear functional, or is formulated from subjective estimates. This is the case, for "example, in applications of statistical decision theory, or to be more precise, when one must assess a prior distribution for certain unknown states of nature in a decision analysis 1 ; see Section 5.
Thus, constructing the admissible boundary should be useful in analyzing problems involving non-negative linear functionals. Here, these models are reduced to linear programs and the efficiency and flexibility of the simplex algorithm and of existing post-optimality techniques is brought to bear. It is thought that the admissible boundary approach should be useful in other contexts where objective functions, or transformations of them, have non-negative coefficients or, in general, in studying the structure of convex polytopes; for example, an application may be made to integer programming problems such as those discussed in Elmaghraby [3] .
Background and notation is covered in Section 2. In Sections 3 and 4, an algorithm is indicated which is a constructive method for generating a certain convex set containing A, called the Bayes hull of A, which has the same admissible boundary as the polytope C(A). The description of A(A) is obtained from that of the Bayes hull of A. This turns out to be more efficient than working directly with C(A). Horeover, for an "optimal" point, or set of points, one may identify sets of adjacent extreme points. The application to decision analysis is described in Section 5, as well as an interpretation for the [2] ); brief new proofs are supplied to make the presentation-self-contained and easily accessible.
The algorithm is being programmed; initial efficiences. are indicated, but extended comments on computational experience must be reported later. The last, combined with Theorem 2.6, tells us that we may construct B(S) whenever we wish to maximize an f over S and perform any sensitivity analysis. Moreover, we will see that this construction will, in general, reduce computational effort in generating A(S) by use of the algorithm in the next section. In particular, surfaces of the polytope C(S) which are not admissible are not generated; some {v j } which are pure admissible but not (mixed) admissible (including some extreme points of C(8» do not appear in the iterations of the algorithm and the number of constructions is reduced.
BACKGROlJ\ID
The following guarantees that using the hyperplane H O = {x: aO'x=b O } through the corner points C = {c i } for the initial construction in the algorithm does not exclude any points in the admissible boundary.
Theorem 3.7.
Proof. Let y E A(s) and suppose that a 'y < bOo Then y e: C(Cu{O}) and 0 y~C. Y = Lajcj' a.~0, La = 1 and for some j, say j = l, o < a,e < 1. satisfying a'z = 6 and is (2) there is more than one such point, say E = {zk: k~K} is the set of points with a'zk = 6, and C(E) is a face of B(8).
In (2) , if E c S, the face C(E) is in A(S).
then
Proof.
for all An alternative technique for removing redundant constraints may be derived from Rubin [15] .
Beyond "mathematical" convergence, the algorithm is thotJght to be computationally efficient since at each stage, a surface point of the polytope is located and, as mentioned in Section 3, constructions involving pure admissible extreme points which are not admissible are eliminated. This last is achieved by using B(S) instead of C(S).
If we denote the set of admissible extreme points of C(S) by E, then the total number of stages, or steps, of the algorithm is bounded by the car- When the algorithm has terminated, all hyperplanes will be of the form H = {x: a'x = b > OJ; those with a > 0 correspond to facets of A(S) and those with at least one a. = 0 correspond to non-admissible facets of B(8).
For each hyperplane, there is a corresponding set of points of S. Many are already identified as extreme points (whenever an E-set is a singleton or doubleton); the others may be tested and identified by using 4.5 (whenever a point satisfies m or more hyperplanes defining facets). Hence, for an "optimar' point, or set of points, one may identify sets of "adjacent" extreme points; these sets are useful for post-optimality analysis.
Techniques discussed in Balinski [1] may be used to locate all extreme points of a polytope when the set of defining equations, Ax = b, is given.
In our model, Ax = b is to be generated and much of the effort in identifying extreme points is expended in the generation; hence, it is thought that little advantage is to be gained by using the techniques of [1]. However, computational --comparisons depend on the particular polytope ofiriterest . I n examples for which the E-sets are always singletons or doubletons~all extreme points are quickly located by our procedure on the first "pass" without recourse to further checking. We assume that part of a decision analysis model is described by a de- To this point we have assumed only that the above values have been assigned and, consequently, any analysis is independent of prior distribution assessments.
Sa APPLICATIONS
Hence, a major advantage of normal form analysis is that prior distribution input occurs at the final stage of the analysis thus reserving subjective judgements until the end, and dealing only with admissible strategies (as few strategies as possible). Alternative approaches, where values are assumed to be fixed, are suggested in Fishburn, Murphy and Isaacs [4] and Pierce and Folks [12] . In their main approach, the decision maker determines a i1nearestlV probability distribution for which his decision changes and uses this as a guideline for the sensitivity of his decision to his initial estimates for p. Comparative efficiencies of the procedures appear to be problem-dependent.
The linear program of 4.6 and its dual may be interpreted for decision analysis. Let (P) be max piX, s.t. Alx~1, x~0 and (D) be Modifications on the algorithm will handle the addition or change of strategies.
The algorithm is being programmed and further investigation has the objective of resolving such conjectures as: the number of cases in which the algorithm must resort to identifying facets by independence checks is small in re1ation to the number of facets of A(s).
