Linking Geomorphic Process and Landscape Form: Topographic Analysis, Analog Experiments, and Numerical Modeling by Sweeney, Kristin
  
 
 
 
 
LINKING GEOMORPHIC PROCESS AND LANDSCAPE FORM: TOPOGRAPHIC 
ANALYSIS, ANALOG EXPERIMENTS, AND NUMERICAL MODELING 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
by 
 
KRISTIN ELIZABETH SWEENEY 
 
 
 
 
 
 
 
 
 
 
 
 
 
A DISSERTATION 
 
Presented to the Department of Geological Sciences 
and the Graduate School of the University of Oregon 
in partial fulfillment of the requirements 
for the degree of 
Doctor of Philosophy 
 
September 2015 
 ii 
 
DISSERTATION APPROVAL PAGE 
 
Student: Kristin Elizabeth Sweeney 
 
Title: Linking Geomorphic Process and Landscape Form: Topographic Analysis, Analog 
Experiments, and Numerical Modeling 
 
This dissertation has been accepted and approved in partial fulfillment of the 
requirements for the Doctor of Philosophy degree in the Department of Geological 
Sciences by: 
 
Joshua J. Roering Chairperson 
Rebecca Dorsey Core Member 
Alan W. Rempel Core Member 
Mark Fonstad Institutional Representative 
 
and 
 
Scott L. Pratt Dean of the Graduate School  
 
Original approval signatures are on file with the University of Oregon Graduate School. 
 
Degree awarded September 2015 
 iii 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
© 2015 Kristin Elizabeth Sweeney 
 iv 
 
DISSERTATION ABSTRACT 
 
Kristin Elizabeth Sweeney 
 
Doctor of Philosophy 
 
Department of Geological Sciences 
 
September 2015 
 
Title: Linking Geomorphic Process and Landscape Form: Topographic Analysis, Analog 
Experiments, and Numerical Modeling 
 
 
Erosive landscapes are formed from the amalgamation of individual sediment 
transport over space and time. Though sediment transport is readily observable at the 
grain and event scales, determining how these events conspire to form hillslope, rivers, 
and mountain ranges requires transcending considerable gaps in spatial and temporal 
scale. In this dissertation, I use a broad range of methods across a diverse suite of 
landscapes to quantify how geomorphic processes dictate landscape form.  
In Chapter II, I assess the magnitude of local variability in erosion in the Oregon 
Coast Range using the residence time of hilltop soils as a proxy for local erosion rate. I 
develop a new technique for measuring the soil weathering extent using visible–near -
infrared spectroscopy. My results from this chapter indicate that the frequency and spatial 
distribution of hillslope disturbances, in this case tree throw, are primary controls on the 
magnitude of erosional variability. In Chapter III I take a different approach to tackling 
process-form linkages in eroding landscapes by systematically changing the dominant 
erosion process in a meter-scale laboratory landscape and quantifying the resulting 
topography. This approach is in contrast to most geomorphic investigations, which fit 
process models to static natural topography, ignoring the potential for changing process 
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rates through time or the effect of initial conditions on landscape evolution. The steady-
state topography of my experiments confirms numerical predictions that the drainage 
density of mountain ranges depends on the efficiency of hillslope transport relative to the 
efficiency of channel incision. Finally, in Chapter IV, I present my investigation of the 
early stages of landscape evolution on a Holocene lava flow in the Oregon High Cascades 
that has been incised by a fluvial channel. Here, I use lidar measurements, alluvial 
stratigraphy, and numerical modeling to constrain the type and magnitudes of channel-
forming events. In contrast to past work in flood basalts, which point to the dominant role 
of megafloods in forming channels, my results demonstrate that both large outburst 
floods and smaller annual snowmelt flows are responsible for channel incision. 
This dissertation includes previously published and co-authored material. 
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CHAPTER I 
INTRODUCTION 
Landscapes are formed by the temporal and spatial integration of sediment 
transport. Many of these processes can be observed and quantified at the event scale, 
from single grains moving through a laboratory river to kilometer-scale debris flows and 
flash floods. Similarly, advances in airborne light detection and radar (lidar) has enabled 
increasing precision in the measurement of natural topography, allowing us to develop 
metrics describing landscape form. Despite these advances, there is a fundamental gap is 
space and time scale between sediment transport observations and measurements of 
landscape form. This gap leads to critical questions about the link between sediment 
transport processes and landscape evolution: How variable are geomorphic processes 
over time and space? How should we represent this variability in models of landscape 
evolution? What range of event magnitudes contribute to long-term erosion? In this 
dissertation I address some of of these questions in the Oregon Coast Range, a 
laboratory-scale landscape, and in the High Cascades of Oregon. I use a broad range of 
techniques to do this, including spectroscopy, analysis of high-resolution topography, 
analog laboratory experiments, and numerical modeling.  
Chapter II was co-authored with Joshua Roering (University of Oregon), Peter 
Almond (Lincoln University, New Zealand), and Till Reckling, and published in the 
journal Geology in September 2012.  
Long-term watershed erosion rates are typically reported as a single spatially-
averaged value for each watershed, mostly owing to the expense of analyzing 
cosmogenic nuclide concentration in stream sediment (the typical geochemical technique 
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for measuring erosion rate). In Chapter II, I quantify the spatial variability in erosion rate 
within a single watershed and attempt to discern the root cause of this variability. Based 
on an assumption of flux steady-state, such that erosion balances rock uplift, the 
residence time of hilltop soils should be inversely related to local erosion rate. Working 
in Hoffman Creek watershed in the Oregon Coast Range, I develop a method for 
measuring the extent of soil weathering with visible–near-infrared spectroscopy and 
convert these measurements to soil residence time using a previously established 
chronosequence. The standard deviation of soil residence times for the watershed 
(~10,000 years) corresponds to the approximate time for complete turnover of a Douglas 
fir forest, suggesting that tree throw processes control the spatial variability of erosion. I 
also show that the distribution of soil residence times in Hoffman Creek, a steadily 
eroding watershed, is a different shape than the residence time distribution in Kentucky 
Creek, which is undergoing transient divide migration due to a local lithologic control. 
This finding may help future assessments of landscape transience, both in the Oregon 
Coast Range and elsewhere.  
Chapter III was co-authored by Joshua Roering (University of Oregon) and 
Christopher Ellis (University of Minnesota) and published in Science in July, 2015. 
Numerical models predict that the spacing of ridges and valleys in eroding 
landscape depends on the efficiency of hillslope diffusion relative to channel incision, 
expressed as a landscape Peclet number (Perron et al., 2009). However, owing to the slow 
and episodic nature of erosion, tests of this model are limited to fitting process 
parameters to static natural topography. For my third chapter, I designed a set of five 
analog experiments that systematically varied the landscape Peclet number and measured 
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the steady-state topography that resulted. Hillslope diffusion in the experiments was 
generated by large impacting raindrops and channel incision was driven by finer-scale 
rainfall from a set of misters. The steady-state topography of the experiments confirms 
the prediction of numerical models: landscapes dominated by hillslope transport are 
smoother and have more widely spaced valleys, while channel-dominated landscapes are 
highly dissected.  
Chapter IV was co-authored by Joshua Roering (University of Oregon) and is in 
preparation for submission to the Geological Society of America Bulletin. 
Volcanic eruptions profoundly disturb landscapes, in many cases obliterating the 
organization of the pre-eruption topography. Hence, volcanic landscapes present a unique 
opportunity to quantify the early stages of landscape evolution and geomorphic 
processes. Past workers have demonstrated the importance of  megaflood events for 
forming channels in columnar basalt, but it is not clear how these events might shape 
landscapes where vertical jointing is not present. In Chapter IV, I examine the rapid 
fluvial incision of Collier lava flow, a Holocene flow in the High Cascades where a 
channel has incised up to 8 m into the coherent core of the flow. The unaltered surface of 
the flow enables us to interpolate a pre-incision surface and calculate local incision along 
the length of the channel. There is evidence that both moderate annual snowmelt flows 
and large outburst floods from nearby Collier Glacier occur in this channel. To determine 
the geomorphic importance of these two classes of events, I modeled instantaneous 
incision rates in the channel with a mechanistic formulation for fluvial abrasion, using 
measured topography and field observations to constrain model parameters. The results 
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from this work show that in order to explain the incision we observe, both outburst floods 
and annual snowmelt runoff must contribute to channel incision. 
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CHAPTER II  
HOW STEADY ARE STEADY-STATE LANDSCAPES? USING VISIBLE – 
NEAR-INFRARED SPECTROSCOPY TO QUANTIFY EROSIONAL 
VARIABILITY 
 This chapter was published in Geology in September, 2012. I was the lead author 
on the paper, developing the methodology, analyzing the data, and writing. My co-
authors, Joshua Roering (University of Oregon) and Peter Almond (Lincoln University), 
served as advisors, helping with data interpretation and manuscript editing. The final 
author, Till Reckling, collected many of the samples used in the paper and performed an 
earlier analysis of soil color that led us to idea of the spectroscopic method.  
1. Introduction 
Topographic steady state, the assumption of constant landscape form through the 
perfect balance of erosion and rock uplift, is the theoretical endpoint of landscape 
adjustment to constant climatic and tectonic forcing (Fernandes and Dietrich, 1997; 
Willett and Brandon, 2002). Assumptions of topographic steady state in geomorphology 
simplify the calibration and testing of sediment transport equations. Furthermore, 
numerical models of landscape response to perturbations in climate and tectonics often 
use steady-state topography as the initial condition (Rinaldo et al., 1995) and 
experimental models are generally run until they achieve some approximation of steady-
state topography (Lague, 2003). Erosion data derived from stream sediment in the 
Oregon Coast Range (OCR) and other settings suggest topographic steady state may exist 
in some natural landscapes but the scale at which this equilibrium applies is poorly 
defined (Reneau and Dietrich, 1991; Meigs et al., 1999) 
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Strict steady-state denudation does not necessarily hold in numerical and experimental 
landscapes, even under constant forcing. For example, previous work has documented 
frequent divide migration and drainage reorganization in an experimental watershed 
(Hasbargen and Paola, 2000). Pelletier (2004) created similar behavior in a numerical 
model by distributing flow with a weighted drainage area algorithm rather than one 
driven by steepest descent. These findings give rise to the question: how much variability 
can be expected in steady natural landscapes and how can such local unsteadiness be 
measured? 
Advances in cosmogenic radionuclide (CRN) techniques have enabled 
increasingly precise measurements of soil production and erosion rates and corresponding 
inferences about landscape processes (e.g., Riebe et al., 2004). Although CRNs are a 
powerful tool, the high cost of processing limits information to a handful of samples for a 
given watershed or catchment-wide averages, often insufficient to quantify local 
erosional variability. 
If soil-forming factors other than time are held constant, the rate of erosion in 
soil-mantled landscapes can be inferred from soil features (Birkeland, 1999). The 
progression of chemical weathering, for example, can manifest over time as monotonic 
losses of primary minerals or increases in pedogenic minerals. During weathering, 
accumulation of the secondary Fe mineral hematite gives older soils a distinctive red 
color (McFadden and Hendricks, 1985); this signature can be captured analytically with 
visible–near-infrared (visNIR) spectroscopy (Scheinost, 1998; Viscarra Rossel et al., 
2010). By calibrating a spectroscopy-based weathering function in a given landscape, we 
can estimate the soil residence time, defined as the average transit time of particles in the 
 7 
 
soil column, and thus quantify relative variations in erosion rate (Almond et al., 2007; 
Mudd and Yoo, 2010). 
In this study, we use visNIR soil spectroscopy to quantify the statistics of 
erosional variability at the local and watershed scale. We collected 137 samples from 
hilltops in two watersheds with different erosional settings in the OCR, a humid soil-
mantled landscape with relatively homogeneous lithology often considered the ‘textbook 
case’ for topographic steady state (Reneau and Dietrich, 1991). We calibrate our 
weathering function with data from a chronosequence of alluvial terraces along the 
Siuslaw River, OR (Almond et al., 2007) and show that the visNIR spectrum changes 
systematically with terrace age. Our findings demonstrate that erosional variability in 
uniformly eroding landscapes can reflect sediment transport processes and that soil data 
can be used to document catchment dynamics over geologic timescales. 
2. Study Site  
The humid, steep, soil-mantled landscape of the OCR is underlain by the Tyee 
Formation, a relatively undeformed turbidite sandstone (Heller and Dickinson, 1985). 
Igneous dikes crop out locally, often forming the highest elevation ridgelines in the 
region. Most of the OCR is covered in Douglas fir forest and has annual rainfall between 
1 and 2 m. In upland catchments, sediment transport is dominated by shallow landslides 
and debris flows in valley networks (Stock and Dietrich, 2003) and bioturbation and 
small soil slips on hillslopes (Gabet and Mudd, 2010). Reneau and Dietrich (1991) used 
colluvial hollows in the OCR to measure bedrock exfoliation rates of 0.09 mm/yr, similar 
to their basin-wide denudation rates of 0.05–0.08 mm/yr. These rates are comparable to 
soil production estimates of 0.02–0.16 mm/yr (Heimsath et al., 2001) and catchment-
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averaged erosion rates of 0.137 mm/yr generated by CRNs (Bierman, 2001). 
Measurements of uplift are variable (0.06 mm/yr to 0.2 mm/yr) due to local structural 
controls, but are grossly similar (Personius, 1995). These data suggest that the OCR may 
be in approximate flux steady state such that rock uplift balances erosion. Furthermore, 
the uniform ridge-valley topography that characterizes much of the OCR has been 
presented as evidence for topographic steady state, whereby the smoothing effect of 
hillslope erosion is balanced by landscape roughening via valley-forming processes 
(Perron et al., 2009). The time and spatial scales over which the steady-state 
approximation applies have not been rigorously characterized for the OCR, although 
previous work acknowledges that local variability around steady state likely arises from 
the stochasticity of hillslope processes, and, more broadly, from knickpoints that 
modulate local baselevel (Heimsath et al., 2001; Stock and Dietrich, 2003; Roering et al., 
2010). 
Here we consider erosional patterns in two watersheds in the OCR (Fig. 1), 
selected to compare the erosional dynamics of ‘adjusted’ (or approximately steady state) 
and ‘pinned’ or slowly eroding landscapes. Hoffman Creek (HC) drains directly into the 
Siuslaw River and contains no mapped lithologic contacts. The topography is steep 
(mean slope 60%) and highly dissected with evenly-spaced ridge/valley sequences. In 
contrast, the North Fork of the Smith River (NFSR) is ‘pinned’ by a ~100 m wide 
gabbroic dike that forms a 70 m high knickpoint. This elevated local baselevel is 
reflected by gentler slopes (mean: 39%) and broad alluvial valleys upstream of the 
knickpoint (Fig. 1), suggesting that this catchment is eroding more slowly. 
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Figure 1. Study watersheds with sample locations and mapped igneous dikes. 
Latitude/longitude labels are for the bottom corner of each watershed map. Oregon state 
outline shows geographic location of study area. 
 
Our weathering function is calibrated with data from a soil chronosequence of 
seven alluvial terraces (T1 – T7) on the Siuslaw River, previously described by Almond 
et al. (2007). The chronosequence lies within the same precipitation regime as our two 
study watersheds and is also underlain by the Tyee Formation. Gravels along the 
strath/alluvium interface of these terraces are geochemically indistinguishable from 
unweathered bedrock (Almond et al., unpublished data). Radiocarbon dates from T1 and 
T2 yield an estimated incision rate of 0.15 mm/yr on the Siuslaw River, similar to 
average erosion estimates for the OCR. This rate and terrace surveys allowed us to 
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extrapolate ages for T3 – T7, assuming that incision has been broadly consistent for the 
past 1000 k.y. (Almond, et al., 2007). 
3. Soil Weathering and Residence Time 
In the time between detachment from bedrock and delivery to the valley network, 
soil particles are subject to chemical weathering. The extent and manner of this alteration 
depend on parent material, biology, topography, climate, and time (Jenny, 1941). By 
collecting samples in the Tyee Formation from hilltops (i.e., sites with ~0 slope) in a 
small geographic area, we can assume that soil forming factors are similar at sampling 
locations and that variations in weathering between samples can be attributed to the 
difference in time that particles spend in the soil column. 
Using measurements of soil weathering to quantify landscape dynamics requires 
that we define the relationship between weathering extent and erosion rate (e.g., Mudd 
and Yoo, 2010). Residence time, the average transit time of a particle in the soil column, 
is a measure of the time that soils are exposed to weathering and is thus inversely 
related to erosion rate. In other words, soil residence time can be directly estimated from 
soil properties and yield information about erosional patterns in the landscape. 
For a hillslope with steady, uniform erosion, residence time τ depends on mobile soil 
depth h, erosion rate E, and soil-bedrock density contrast 
s
r


 (Almond et al., 2007): 
s
r
E
h


        (1) 
To link residence time and the degree of soil weathering, we follow the methodology of 
Almond et al. (2007) and define an exponential weathering function for soil particles 
 teKWtW  1)( 0     (2) 
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where W0 is the weathering state of rock entering the mobile layer, K and λ are fit 
parameters describing how the state of weathering varies over time, and t is the transit 
time. The extent of weathering for a given soil profile is equal to the average weathering 
extent of the particles comprising it. To average weathering in the soil column, we 
integrate Equation 2 along the hillslope and obtain the relationship between residence 
time τ and weathering extent W, assuming that bedrock enters the soil column with a 
constant weathering signature W0: 
 )( 0
0
WWK
WW




        (3) 
Fitting Equation 2 to our chronosequence data provides parameter estimates such that we 
can use Equation 3 to calculate soil residence times from the weathering extent of hilltop 
soils in the HC and NFSR catchments. These soil residence times can then be used to 
infer local erosion rates from Equation 1. 
We use hematite content as a proxy for the degree of soil weathering because it is well-
expressed in soil color. The release of iron cations during weathering produces either 
goethite or hematite, depending on pedogenic conditions (Schwertmann and Taylor, 
1989), and the low soil moisture of OCR hilltop soils favor hematite production 
(Patching, 1987). Sampling the B horizon standardizes the hematite signal in our spectra, 
as the B horizon is less vulnerable to frequent physical disturbance than the upper portion 
of the soil column and is the preferred zone of pedogenic iron accumulation (Birkeland, 
1999). 
4. Spectral Analysis and Calibration 
VisNIR reflectance spectroscopy measures the reflectance (R) of a sample relative 
to a white standard at wavelengths of 350 to 1000 nm. The magnitude of the spectrum is 
 12 
 
affected by the distance from the sensor and the grain size/roughness of the material, 
while the mineral composition of the sample controls the spectrum shape. Characteristic 
peaks (seen as dips in reflectance spectra) are due to mineral electron transitions. 
Previous work has shown that hematite has a characteristic peak at 880 nm (Scheinost, 
1998). 
We collected samples from the B horizons of T1-T7, typically at 40 - 50 cm 
depth. Each sample was dried, sieved to 63 μ, and packed in a petri dish to provide an 
even surface for spectroscopic analysis. VisNIR spectra from the seven terraces of the 
chronosequence display a characteristic shape with some important differences (Fig. 2A). 
Typical visNIR analysis normalizes spectra to remove background slopes that may 
obscure the signal (Clark and Roush, 1984). Because the hematite peak in our data is 
readily apparent without normalization, we analyzed raw spectra. The slope of the spectra 
between 790 nm and 880 nm (shaded box in Fig. 2A) is a measure of the relative 
magnitude of the 880 nm hematite peak. 
The chronosequence soils show a systematic trend of reddening (Fig. 2B). 
Spectral slopes between 790 and 880 nm decrease with terrace age from 0.04 R/nm to 
~0.05 R/nm (Fig. 2C). Using Equation 2, the best fit model for the chronosequence 
measurements (r2 = 0.97) has W0 = 0.0544 (±0.009), K = -0.0981 (±0.009), and λ = 
0.0120 (±0.003) (Fig. 2C). 
5. Residence Time of Hilltop Soils and Erosional Variability  
We took samples from the B horizons of 137 hilltop locations, 59 in the 
morphologically uniform HC and 78 in the gentle uplands of NFSR. To calculate 
residence times from spectral measurements, we used Equation 3 fit with the  
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Figure 2. Spectral analysis of terrace chronosequence. (a) Raw spectra from 
chronosequence. Shaded gray box highlights section of spectra used for analysis; notice 
that the slopes of the spectra in this interval decrease with terrace age. (b) Samples from 
chronosequence showing reddening with age. Rock is fresh bedrock from the Tyee 
formation. (c) Spectral slopes (dots) fit by exponential weathering function (line; 
Equation 2), with W0 = 0.0544, K = 0.0981, and  = 0.0120 (r2 = 0.97). Error bars are 
smaller than symbol radius. 
 
chronosequence parameters (solid line in Fig. 2C). Residence times in both watersheds 
can be described by skewed distributions, which have been log-transformed to emphasize 
the distinctive shapes of the two distributions (Fig. 3). Mean soil residence time in HC is 
18.8 k.y. (+ 31.2/-11.8 k.y.), whereas the mean residence time for NFSR is 72.9 k.y. 
(+165.6/-50.6 k.y.).  
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Figure 3. PDF of soil residence times for HC (black) and NFSR (gray). Uncertainty 
from Gaussian error propagation is 30%–40%. PDF smoothing window is 1.5 k.y. Mean 
and standard deviation calculated from log-transformed distributions. 
 
The distribution of residence times for HC, our ‘adjusted’ watershed, shows that 
soil residence times exhibit substantial variation, suggesting that steady, uniform erosion 
does not hold in real landscapes. The semi-variogram of HC residence times (Fig. A1; see 
Appendix A for all supplemental figures for this chapter) shows that at lags > 100 m our 
measurements are spatially uncorrelated, implying that the process dominating erosional 
variability occurs at smaller scales. Despite local variability, the mean soil residence time 
for HC agrees with the expected value from Equation 1 using previously estimated 
parameters for the OCR (h = 0.5 – 1.0 m, E = 0.1 mm/yr, and  = 2.0; Heimsath et al., 
2001), suggesting that the approximation of steady, uniform erosion is relevant at the 
catchment scale. 
We hypothesize that local erosional variability in the HC study site results from 
the stochasticity of hillslope processes related to tree root activity, including rootwad 
turnover. Previous authors have found that root comminution of bedrock and tree throw 
disturbance are important components of soil production and sediment transport in the 
OCR (Gabet and Mudd, 2010; Roering et al., 2010). Tree throw results in a patchwork of 
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soil disturbance history, and, by extension, local variations in soil production and erosion 
rate (Norton, 1989). Our interpretation assumes that rootwad turnover extricates 
relatively unweathered bedrock, which is supported by previous observations (Roering et 
al., 2010). The similarity between Roering et al.’s (2010) estimate of the timescale of 
total landscape turnover via tree throw (15 – 20 k.y.) and the standard deviation for the 
HC residence time distribution (+ 31.2/-11.8 k.y.) suggests that bioturbation may control 
the magnitude of residence time variability in the HC watershed. If hillslope transport 
regimes in soil-mantled landscapes are dominated by physical disturbance (Gabet, 2000; 
Roering et al., 2010), we postulate that local erosional variability in ‘steady’ landscapes 
reflects the scale of soil production and transport mechanisms. 
By contrast, a lithologic baselevel control may be responsible for the significant 
proportion of long residence time soils along NFSR hilltops. The deviation of the weakly 
bimodal NFSR residence time distribution from the log-normal shape of the HC data 
suggests that the hilltop soils of NFSR may record an imbalance between local controls 
and regional baselevel lowering driven by rock uplift. Past work suggests that persistent 
differential erosion across divides may result in ridge migration (Mudd and Furbish, 
2005). This mechanism may drive south-directed divide migration along the northern 
edge of the NFSR catchment (Fig. 1; Fig. A2). We speculate that the smaller and older 
peak in the distribution (at 200 k.y.) reflects slower  hillslope erosion set by the baselevel 
of the gabbroic dike downstream, while the larger peak (~30 k.y.) derives from the 
impingement of steep, highly dissected watersheds on the northern margin of the NFSR 
watershed. 
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6. Discussion and Conclusions 
The low cost of visNIR spectroscopy recommends it as a method for addressing 
surface processes in the OCR and elsewhere. In the OCR, the residence time of nearly 
unweathered material (< 2 k.y.) and old soils (> 350 k.y.) are not well predicted by our 
weathering function (Fig. 2) because time is required for the weathering signal to 
manifest and the concentration of weathering products plateaus after a few hundred 
millennia. These upper and lower limits likely differ between landscapes as a function of 
lithology, climate, and vegetation. 
Our model for soil residence times assumes that the weathering front extends only 
to the soil-bedrock interface i.e., that bedrock entering the soil column has a constant 
weathering signature (W0). This assumption may be violated where erosion rates are slow 
enough that the hematite weathering front propagates into the bedrock (Mudd and Yoo, 
2010). Roadcuts and auger samples in our NFSR site indicate that such deep weathering 
profiles occur in limited instances. 
The residence time distributions for our two watersheds 1) reflect the magnitude 
of erosional variability due to stochastic hillslope processes and 2) reveal the signature of 
baselevel controls that can lead to divide migration and catchment reorganization. Our 
results suggest that soil residence time distributions may enable us to distinguish between 
steady and transient watersheds and to define the legacy of climate-driven variations in 
hillslope processes. 
7. Bridge  
 In Chapter II, I used hilltop soils to quantify erosional variability and inferred the 
processes controlling this variability from the soil residence time distributions. To more 
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explicitly link process and landscape form, in Chapter III, I designed and executed a 
series of laboratory experiments wherein I changed the dominant geomorphic process and 
measured the steady-state topography that resulted.  
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CHAPTER III 
EXPERIMENTAL EVIDENCE FOR HILLSLOPE CONTROL OF LANDSCAPE 
SCALE 
 This chapter was published in Science in July, 2015. I was the lead author on this 
study and designed the experimental methodology, conducted the experiments, analyzed 
the experimental topography, and wrote the manuscript. My co-author Joshua Roering 
(University of Oregon) acted as the mentor on this project, writing the grant to fund the 
work, advising on the experimental design, and providing manuscript edits. My other co-
author Christopher Ellis performed the technical design and construction of the 
experimental apparatus, provided technical assistance during experiment runs, and edited 
the manuscript.  
 
Convex hillslopes and concave valleys are ubiquitous in eroding, soil-mantled 
landscapes (Davis, 1892; Gilbert, 1909; Moglen et al., 1909; Fig. 4A,B). These distinct 
landforms are produced by equally distinct sediment transport processes: on hillslopes, 
abiotic (Matsuoka, 1998; Furbish et al., 2007) and biotic (Gabet, 2000; Roering et al., 
2007) disturbance agents disperse sediment downslope, while in valleys, sediment is 
transported by debris flows (Stock and Dietrich, 2003) or flowing water (Howard, 1994). 
The transition between hillslopes and valleys has long been considered a fundamental 
landscape scale (Kirkby, 1971; Montgomery and Dietrich, 1989; Moglen et al., 1998)  
but there is debate over what controls its style and position. Numerical results suggest 
that the hillslope-valley transition may be dictated by the minimum runoff necessary for 
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sediment detachment or landslide initiation (Horton, 1945; Montgomery and Dietrich, 
1989; Rinaldo et al., 1995) or by the competition between diffusive transport on 
hillslopes and advective transport in channels (Smith and Bretherton, 1972; Perron et al., 
2009).These geomorphic models predict expansion or contraction of the valley network 
 
Figure 4. Characteristic morphology of eroding landscapes. Photographs of eroding 
landscapes: (A): Painted Hills unit of John Day Fossil Beds National Monument, OR, 
(B): Gabilan Mesa, CA, (C): laboratory landscape from this study with no hillslope 
diffusion, and associated plots of local slope vs. drainage area, calculated with steepest 
descent algorithm (D-F). Pictures in (A) and (C) taken by the author, (B) from Google 
Earth. Topographic data to generate slope-area plots from (D) field surveys, (E) Lidar 
data from National Center for Airborne Laser Mapping and (F) this study.  Grey vertical 
bars in (D-F) demarcate the inferred hillslope-valley transition (34). 
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from changes in climatic variables such as precipitation and vegetation (Rinaldo et al., 
1995; Tucker and Slingerland, 1997; Moglen et al., 1998). Hence, rigorous testing of 
controls on the hillslope-valley transition is central to our understanding of landscape 
response to environmental perturbations. Due to the slow and episodic nature of erosion, 
however, field tests are limited to comparisons of steady-state model predictions with 
natural topography (e.g., Gilbert, 1909).  Such approaches rely on the assumption that 
topography reflects long-term average fluxes, ignoring the potentially important effects 
of initial conditions (Perron and Fagherazzi, 2012) and temporal lags between landscape 
response and climatic and tectonic forcing (Whipple and Tucker, 1999; Roering et al., 
2001). 
We conducted a series of laboratory experiments to test whether the competition 
between hillslope transport and valley incision sets the spatial scale of landscapes (Perron 
et al., 2009). The theoretical underpinnings of the process control on the hillslope-valley 
transition derive from a statement of mass conservation, where the rate of elevation 
change (dz/dt) is equal to uplift rate (U), minus erosion due to disturbance-driven 
hillslope diffusion and channel advection by surface runoff:  
nm SPAKzDU
t
z
)(2 


     (1) 
where D is hillslope diffusivity, K is the stream power constant, A is drainage area, S is 
slope, P is precipitation rate (assuming steady, uniform rainfall) and m and n are positive 
constants (Howard, 1994). In this framework, the strength of hillslope transport relative 
to channel processes can be quantified by the landscape Péclet number (Pe), assuming n 
=1 (Perron et al., 2009): 
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where L is a horizontal length scale and the hillslope-valley transition occurs at the 
critical length scale Lc  where Pe =1 (Perron et al., 2009). In plots of slope vs. drainage 
area, Lc corresponds to a local maximum separating convex hillslope and concave valley 
topography (Perron et al., 2008; Fig 4D,E). If this framework holds for field-scale and 
experimental landscapes, increasing the vigor of hillslope transport relative to valley 
incision (decreasing Pe) should result in longer hillslopes (higher Lc) and a contraction of 
the valley network (i.e., a decrease in drainage density).  
Experimental landscapes bridge the gap in complexity between numerical models 
and natural landscapes (Paola et al., 2009) by enabling us to control the confounding 
influences of tectonics, climate, and lithology and observe surface evolution through 
time. As previously noted (e.g., Paola et al., 2009), a complete dynamical scaling of 
erosional landscapes in the laboratory is typically intractable due to shallow water depths, 
large grain sizes relative to the size of the experiment, and other considerations. 
Nonetheless, past landscape experiments have successfully demonstrated the topographic 
manifestation of changing uplift rate (Lague et al., 2003; Turowski et al., 2006), 
precipitation rate (Bonne and Crave, 2003), and precipitation patterns (Bonnet, 2009). In 
these experiments, however, erosion was exclusively driven by surface runoff (e.g., 
Fig.4C,F), intentionally excluding the representation of diffusive hillslope processes 
(Lague et al., 2003) and hence precluding tests for the role of hillslope transport in setting 
landscape scale. 
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Following Eqn. 1 we created an experimental system that distilled landscape 
evolution into three essential ingredients: baselevel fall (uplift), surface runoff (channel 
advection), and sediment disturbance via rainsplash (hillslope diffusion) (Fig. 5). Our  
experiments in the eXperimental Landscape Model (XLM) at the St. Anthony Falls 
Laboratory systematically varied the strength of disturbance-driven transport relative to 
surface runoff (changing Pe) for steady, uniform uplift. The XLM consists of a 0.5 x 0.5 
x 0.3 m3 flume with two parallel sliding walls each connected to a voltage-controlled DC 
motor to simulate relative uplift (Fig. 5A). The experimental substrate was crystalline 
silica (D50 = 30 μm) mixed with 33% water to increase cohesion and reduce infiltration  
 (Fig 5C). We began each experiment by filling the XLM with sediment and allowing it 
to settle for ~24 hours to homogenize moisture content. Topographic data at 0.5 mm 
vertical accuracy were collected at regular time intervals on a 0.5 mm x 0.5 mm grid 
using a laser scanner.  
 
Figure 5. Experimental setup. (A) Schematic profile of experimental apparatus (XLM). 
Line arrows show direction of sediment movement. (B) Photograph of misting ring and 
drip box looking from below. (C) Photograph of sediment surface during 100% drip run. 
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Sediment transport in our experiments was driven by two distinct rainfall systems: 
the mister, a rotating ring fitted with 42 misting nozzles, and the drip box, a PVC 
constant head tank fitted with 625 blunt needles of 0.3 mm interior diameter arranged in a 
2 cm x 2 cm grid (Fig. 5B). The fine drops produced by the mister lack sufficient energy 
to disturb sediment on impact and instead result only in surface runoff. By contrast, the 
2.8 mm diameter drops from the drip box are sufficiently energetic to create rainsplash 
and craters on the experiment surface that result in sediment transport. We used four fans 
mounted on the corners of the experiment to generate turbulence and randomize drop 
location during drip box rainfall. Importantly, sediment transport due to drip box rainfall 
consists of both hillslope diffusion from the cumulative effect of drop impacts and non-
negligible advective transport due to the subsequent runoff of the drops. Thus, we expect 
that changing the relative contribution of rainsplash results in a change in both hillslope 
and channel transport efficiency (D and K, respectively).  
We ran five experiments, varying the time of drip box rainfall (i.e., predominantly 
diffusive transport) from 0 to 100% of total experiment runtime (Fig. 6; Table B1 – see  
Appendix B for all supplemental figures and tables for this chapter) and holding base 
level fall and water flux from the mister and the drip box constant. During the 
experiment, we alternated between drip box rainfall and mister rainfall over 10 minute 
periods (Table B1); the fans used for drip box rainfall prevented simultaneous operation. 
We continued each experiment until we reached flux steady-state such that the spatially 
averaged erosion rate was equal to the rate of base level fall (Figs B1, B2). Each 
experiment ran for 10 – 15 hours, encompassing 60 – 90 intervals of drip box and/or 
mister rainfall.  
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Figure 6. Steady-state topography and hillslope morphology. (A-E) Hillshades of 
experimental topography for (A) 0% drip (B) 18% drip (C) 33% drip (D) 66% drip and 
(E) 100% drip overlain with channel networks (blue) and locations of hillslope profiles 
(red). Topography is 475.5 mm wide in planview. (F) Elevation profiles of hillslopes 
marked by red lines in (A-E). Vertical and horizontal length scales are equal. 
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The steady-state topography of our experiments (Fig. 6A-F) demonstrates how 
increasing the relative dominance of rainsplash disturbance affects landscape 
morphology. Qualitatively, landscapes formed by a higher percentage of drip box rainfall 
(Fig. 6E) appear smoother, with wider, more broadly-spaced valleys and extensive  
unchannelized areas. In contrast, landscapes with more surface runoff transport (Fig 6A), 
equivalent to past experimental landscapes (Hasbargen and Paola, 2000; Bonnet and 
Crave, 2003), are densely dissected. As the relative percentage of rainsplash increases, 
hillslope transects increase in both length and topographic curvature (Fig 6F), confirming 
that our experimental procedure can be used to adjust hillslope transport efficiency. 
Hillslope relief in our experiments is approximately 10 – 20% of total landscape relief, a 
similar value to natural landscapes (Roering et al., 2007). 
To test the expected relationship between Péclet number and landscape scale 
(Perron et al., 2009; Eqn. 2), we used steady-state relationships between landscape 
morphology and sediment transport laws to independently calculate D and K. This 
approach is often not possible in natural landscapes and thus extends our theoretical 
understanding beyond the slope-area plots shown in Figure 4D-F. Specifically, we used 
the approach of Roering et al. (2007) to calculate D, which uses average hillslope length 
and gradient, thereby avoiding the stochastic imprint of individual raindrop impacts that 
can obscure local metrics of hillslope form, such as curvature. The following relationship 
relates mean hillslope gradient (S) to hillslope length (Lh), critical slope (Sc), erosion rate 
(E, equal to U at steady state), and hillslope diffusivity (D):  
    











 1*)(11
2
1
ln*1
*
1 22 EE
ES
S
c   (3) 
 26 
 
where E* = E(2Lh/DSc) (Roering et al., 2007). To calculate K and m for the stream power 
model, we used the prediction of Eqn. 1 that steady state channel slope is a power law 
function of drainage area (Wobus et al., 2006):  
n
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    (4) 
To quantify hillslope length and gradient, we mapped the channel network by 
explicitly identifying channel forms (Wobus et al., 2006; Roering et al., 2008; 
Passalacqua et al., 2010; Hurst et al., 2012; Fig B3), then traced hillslopes beginning at 
hilltop pixels by following paths of steepest descent to the nearest channel (Hurst et al., 
2012; Fig. B3). We take Sc to be sufficiently large (Table B1) that Eqn. 3 approximates 
linear diffusion. As the proportion of rainsplash transport increases, D calculated from 
Eqn. 3 also increases (Table B1), confirming that the morphologic trend of individual 
hillslope transects (Fig. 6F) reflects increasing hillslope transport efficiency. 
To calculate the advective process parameters (Eqn. 4), we extracted slope and 
steepest descent drainage area data along networks defined by a minimum drainage area 
of 250 mm2 (larger than the drainage area of channel initiation) and fit power law 
relationships to plots of slope vs. drainage area (Wobus et al., 2009). Following Perron et 
al., (2009) and Lague et al. (2003), we assume that n = 1 and use the intercept and slope 
of the power law fits to calculate m and K for each experiment. While m is relatively 
invariant for all our experiments, K tends to increase with the fraction of drip box 
transport, indicating that post-impact rainfall runoff contributes to advective as well as 
diffusive transport in our experiments. 
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Given that both D and K change in our experiments, we calculated Pe values 
(Eqn. 2) for each of our experiments to quantify how diffusive and advective processes 
contribute to the observed transition from smooth and weakly channelized landscapes 
(100% drip box; Fig. 6A) to highly dissected terrain (mist only, 0% drip box; Fig. 6E). 
We calculated the landscape Péclet number, Pe, for each experiment (Eqn. 2), by 
assuming that n=1 and taking the length scale L to be the horizontal distance from the 
main divide to the outlet (256 mm). Our results show that landscape Pe value increases 
with the fraction of drip box transport, demonstrating that an increase in hillslope 
transport efficiency, D, is the dominant result of increasing rainsplash frequency.  Figure 
7 reveals a positive relationship between Pe and drainage density, which is inversely 
related to hillslope length or Lc, such that increasing Pe in our experiments results in 
higher drainage density (i.e., shorter hillslopes).  
 
Figure 7. Effect of landscape Péclet number on landscape scale. Landscape Peclet 
number for each experiment (circle, 0% drip; square, 18% drip; diamond, 33% drip; 
triangle, 66% drip; plus sign, 100% drip) vs. drainage density of GeoNet-derived 
drainage networks. 
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This finding is consistent with theoretical predictions for coupled hillslope-channel 
process controls on the scale of landscape dissection (Smith and Bretherton, 1972; Perron 
et al., 2009). 
In our experiments, hillslope transport imparts a first-order control on landscape 
scale, emphasizing the need to establish functional relationships between climate 
variables and hillslope process rates and mechanisms for real landscapes. While climate 
change scenarios typically focus on the influence of vegetation and rainfall on overland 
flow and channel hydraulics (Rinaldo et al., 1995; Moglen et al., 1998), climate controls 
on the vigor of hillslope transport (e.g., Dixon et al., 2009; Chadwick et al., 2013) can 
drive changes in landscape form. Robust linkages between transport processes and 
topography, as discussed here, are an important component of interpreting planetary 
surfaces as well as decoding paleo-landscapes and sedimentary deposits.  
1. Bridge 
In chapter III I used analog experiments to show how the efficiency of hillslope 
transport relative to channel incision sets the scale of eroding landscapes. In Chapter IV, I 
present a field investigation of the early stages of erosive landscape evolution on a 
basaltic lava flow in the High Cascades. I use a mechanistic model of fluvial incision to 
demonstrate that while extreme events such as outburst floods may be responsible for 
initiating channel formation, smaller annual channel discharges are also geomorphically 
important.  
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CHAPTER IV 
RAPID FLUVIAL INCISION OF A LATE HOLOCENE LAVA FLOW: 
INSIGHTS FROM LIDAR, ALLUVIAL STRATIGRAPHY, AND NUMERICAL 
MODELING 
 This chapter is in preparation for submission to the Geological Society of America 
Bulletin. I was the lead author on this study, and performed the topographic and 
stratigraphic analyses, designed the modeling approach, and ran the numerical model. My 
co-author Joshua Roering served as a mentor on this project, introducing me to the site, 
assisting in field work and analysis, and editing previous versions of the manuscript.  
 
1. What Sets the Pace of Fluvial Incision in Volcanic Landscapes? 
Effusive volcanic eruptions reset fluvial landscapes by paving over channel 
networks, killing and damaging vegetation, and burying soils (Jefferson et al., 2014). 
Though volcanic landscape disturbance has been well documented in modern explosive 
eruptions (Major et al., 2000; Gran and Montgomery, 2005; Swanson et al., 2013), the 
processes driving the post-eruption fluvial dissection of lava flows are relatively 
unconstrained (Jefferson et al., 2010; Deligne et al., 2013). Blocky lava flows, whose 
high surface permeability (Freeze and Cherry, 1979) and low nutrient content (Deligne et 
al., 2013) inhibit both surface water and vegetation growth (Jefferson et al., 2014), 
present a particular conundrum in volcanic landscape evolution. Previous workers have 
proposed that permeability reduction via in-situ weathering (e.g., Lohse and Dietrich, 
 30 
 
2005), is essential for enabling drainage development in these systems (Jefferson et al., 
2010). 
There are many prominent canyons incised into lava flows where soil 
development is limited or absent (Lamb et al., 2008a; Lamb et al., 2014; Baynes et al., 
2015). Investigation of these channels has demonstrated that they formed as a result of 
catastrophic floods known as “megafloods”, which are in excess of the magnitude of 
meteorologic events (O’Connor and Costa, 2008). The channels are cut into columnar 
basalt flows, where prominent sets of vertical joints enable rapid incision via plucking 
(Whipple et al., 2000a) or block toppling (Lamb and Dietrich, 2009). For these systems, 
smaller discharges cannot mobilize the blocks produced during the megafloods or 
perhaps lack tools to perform abrasion (e.g., Baynes et al., 2015), and are hence unable to 
incise the bed    
Columnar jointing is not a ubiquitous feature of all lava flows. Blocky lava flows, 
associated with stratovolcanoes and volcanic fields worldwide, are comprised of a rubbly 
surface layer and a coherent, massive core (Kilburn, 2000). In the absence of jointing, it 
is not apparent that the rapid plucking by megafloods (Lamb et al., 2008a; Lamb et al., 
2014; Baynes et al., 2015) drives incision in these landscapes. Nevertheless, in 
landscapes where blocky lava flows and alpine glaciation or very large landslides co-
occur, it is likely that lava flows are subject to large discharge events in the form of dam 
breach floods (O’Connor and Costa, 2008). These events have the potential to provide the 
tools and geomorphic power necessary to form fluvial channels. Hence, determining the 
rate and style of fluvial processes in these systems is essential to understanding the 
evolution of temperate volcanic landscapes. 
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2. Approach and Scope 
Here, we focus on Collier lava flow, a basaltic andesite flow in the High Cascades 
of Oregon (Fig. 8) that has been incised up to 8 m by White Branch Creek (Fig. 9). Using 
a combination of field evidence, high-resolution lidar topography, and numerical 
modeling, we ask: Can megafloods achieve rapid incision through abrasion rather than 
plucking? If the channel bed is not mantled by large joint blocks, can smaller discharges 
be relevant for channel incision (e.g., Wolman and Miller, 1960)? 
To predict incision rates along White Branch Creek, we use a 1D mechanistic 
model of bedrock abrasion by total sediment load (Lamb et al., 2008b). Sediment supply 
has a strong influence on the fluvial incision of bedrock, both enhancing incision by 
acting as tools for abrasion and impeding incision by protecting the bed from grain 
impacts (Gilbert, 1877). Despite a recent proliferation of theoretical models translating 
this concept into mathematical formulations (Sklar and Dietrich, 2004; Turowski et al., 
2007; Lamb et al., 2008b; Chatanantavet and Parker, 2009) field application has been 
mostly limited to inferring the relative dominance of tools and cover for specific fluvial 
systems (Turowski and Rickenmann, 2009; Cook et al., 2013; Scheingross et al., 2014). 
Prediction of fluvial incision rates or model tests at the reach scale has been rare 
(excepting Hobley et al., (2011)) owing to the difficulty in measuring high-resolution 
incision rates and key model parameters (e.g., sediment supply) in natural landscapes.  
The undissected surface of Collier lava flow enables us to confidently calculate 
pre-incision topography and hence incision rate along the channel (Ferrier et al., 2013), 
making this site uniquely suited to using mechanistic models of bedrock abrasion to  
 
 32 
 
 
Figure 8. Regional setting. A. Study location marked by black star in state outline of 
Oregon. Gray box delineates area of B. Hillshade of the Central Oregon Cascades. White 
line marks boundary between dissected Western Cascades and undissected High 
Cascades. Black box shows location of Figure 9.  
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Figure 9. Geologic setting of Collier lava flow A. Lidar hillshade of study area, showing Collier lava flow (red outline), Collier 
glacier (white polygon with blue outline) and White Branch Creek (solid blue line). Dotted blue line shows LIA ice extent of Collier 
Glacier, orange arrows show path of 1942 outburst flood (O’Connor, et al., 2001), yellow outlines alluvial deposits. A and A’ show 
extent of long profile shown in Figure 10. Channel flow is from east-northeast to west-southwest.  
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model channel-forming discharges. Furthermore, the mixed bedrock-alluvial nature of the 
channel (Figs. 9-11) enables us to place constraints on long-term sediment supply, which  
is often impossible for bedrock channels. Our model results demonstrate that outburst 
floods alone cannot account for the incision we observe, implying that smaller events  
 
Figure 10. Channel morphology and topography A. Long profile, B. Slope, C. 
Incision measured by differencing thalweg and interpolated pre-incision surface (see text 
for details). Raw data is smoothed to 100 m spacing (~10 channel widths). Grey boxes 
indicate extent of bedrock gorges. Note correspondence of maxima in slope and incision.  
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play an important role in the evolution of this channel. 
3. Volcanic and Glacial Setting 
The Cascade Range, which extends from northern California to southern British 
Columbia, is a volcanic arc associated with the subduction of the Juan de Fuca Plate  
under the North American Plate. In Oregon the Cascades are divided into two 
physiographic provinces: the largely inactive, steep and highly dissected Western 
Cascades, and the High Cascades, where numerous cinder cones, stratovolcanoes, and 
other vents have been active throughout the Holocene (Fig. 8; Jefferson et al., 2010). The 
border between these provinces is clear in both topography (Fig. 8) and hydrology, with 
most precipitation in the High Cascades running off as groundwater and emerging in a 
linear trend of springs along the High Cascades/Western Cascades boundary (Jefferson et 
al., 2010). 
Most Cascade stratovolcanoes have been dissected by alpine glaciers. Moraine 
mapping points to multiple post-LGM glacial highstands in the Oregon Cascades 
(Marcott et al., 2009), with the most recent occurring during the Little Ice Age (LIA), ~ 
150 - 300 years ago. Cascade glaciers have retreated substantially since the LIA, leading 
to several documented moraine-dam breaches in the past century (Hopson, 1960; 
O’Connor et al., 2001).  
Collier lava flow erupted from Collier Cone, a cinder cone on the western flank of 
North Sister in the High Cascades of Oregon that formed ~1600 years ago (Fig. 9; 
Sherrod et al., 2004). The morphology of the lava flow reflects the thermal and 
topographic conditions of emplacement (Deardorff and Cashman, 2012). The top meter 
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Figure 11. Field expression of channel morphology. A. Abraded knickpoint lip in 
lower bedrock gorge, B. Alluvial reach, C. Snowmelt discharge observed in 2008 (photo: 
J. Roering). White arrows in A and B indicate flow direction. Flow in C is directed out of 
the page. 
 
of the flow, which cooled quickly, is highly brecciated with individual blocks up to ~ 1 m 
in diameter, while the slow-cooled core is massive and coherent. Lava flow width is 
broadly correlated with slope, i.e., steep sections are narrow and flat sections are wide 
(Deardorff and Cashman, 2012).  
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Collier Glacier is located upstream of Collier lava flow between the 
stratovolcanoes North and Middle Sister (Fig. 9). The lateral LIA moraines of Collier 
Glacier run perpendicular to Collier Cone; the LIA terminus of Collier Glacier intersected 
Collier Cone and has caused localized slope failure on the cone’s flank (Fig. 9). During 
20th century glacial retreat, a moraine-dammed lake formed, draining catastrophically in 
1942 (Hopson, 1960) and producing a large sediment-laden flood with discharge as high 
as 500 m3/s (O’Connor et al., 2001) that deposited sediment up to ~8 km downstream of 
the moraine dam breach (Fig. 9). The breach is still visible as a ~ 5 m deep incised notch 
between Collier Cone and the lateral moraine (Fig. 9). The lake drained partially again 
sometime between 1954 and 1956, creating a new incisional notch to the north of the 
1942 outburst, but did not have major downstream impacts (Hopson, 1960; O’Connor et 
al., 2001).  
4. Methods 
4.1. Measuring Channel Morphology and Incision 
We used elevations from high-resolution airborne lidar (Deardorff and Cashman, 2012; 
NCALM, 2008) to map the morphology of White Branch Creek where it runs over 
Collier lava flow (Fig. 9,10). Because the channel lacks clear bankfull indicators (Fig. 
11), we mapped the banks and thalweg of the gorge manually from ArcGIS hillshades 
and channel cross-sections, labeling the lowest point in each cross-section as the thalweg 
and marking prominent points of inflection on either side of the thalweg as banks. To 
calculate incision in the gorges (Fig. 9), we mapped the location of the uneroded Collier 
lava flow surface along the length of White Branch Creek and used these elevations to 
interpolate a pre-incision surface (Ferrier et al., 2013). Local incision along the channel 
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(Fig. 10) is then defined as the elevation of the pre-incision surface minus the elevation of 
the modern thalweg.  
4.2. Alluvial Stratigraphy and Radiocarbon Sampling 
To constrain the timing of channel-forming discharge events and discriminate between 
fluvial and debris flow processes, we dug 6 soil pits in the alluvial deposits on Collier 
lava flow, 3 on the upper deposit and 3 on the lower deposit (Fig. 12), supplementing 
existing work by Deligne et al. (2013). We excavated each pit until we reached the lava 
flow surface or until the depth of the pit precluded continuing safely. We documented 
and measured the deposits (Fig. 13; Table C1 – see Appendix C for all supplemental 
tables and figures for this chapter) and, where possible, collected charcoal for 
radiocarbon dating. Radiocarbon samples were processed and analyzed at the University  
 
Figure 12. Slope of alluvium. Lidar-derived slope maps for A. Lower alluvium and B. 
Upper alluvium. C. Probability density function of slope maps shown in A (black) and B 
(grey). Both alluvial surfaces have a mean gradient of ~ 0.04. Pit locations are shown by 
black circles 
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of Arizona AMS lab following standard techniques. We used these data and stratigraphic 
relationships where available to build an age model for the deposits using OxCal v.4.1.7 
(Fig. 14; Bronk Ramsey, 2009).  
5. Field Evidence for Incision Mechanisms and Timing 
Since lava flow emplacement, White Branch Creek has incised two bedrock 
gorges up to 8 m deep into the flow and deposited > 0.2 km3 of sediment in two alluvial 
plains (Deligne et al., 2013; Figs. 9-11). The boundaries between these reaches 
correspond with major breaks in the background slope and width of Collier lava flow  
(Fig. 9): bedrock gorges occur where the flow is steep and narrow, while alluvial deposits 
are located in relatively flat areas. The bedrock gorges are significantly steeper (average 
gradient of 0.11) than the alluvial reaches (average slope of 0.04), mimicking the pattern 
of the background topography.  
 
Figure 13. Pit stratigraphy. Field photos of A. Pit LF1 and B. Pit UF1. Yellow lines 
mark boundaries of normally graded packets deposited by discrete clear water flows.   
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5.1. Gorge Morphology: Pre-incision Topography and Sediment Provenance 
The channel walls and bed of the bedrock reaches are smooth and often fluted or 
potholed (Fig. 11A), consistent with abrasion by sediment impacts (Whipple et al., 
2000a; Sklar and Dietrich, 2004). At the 100 m scale (~10 channel widths) slope is 
strongly correlated with gorge depth (Fig. 15A), indicating that shear stress is the primary 
control on channel incision rather than variations in rock hardness or other factors (Sklar 
and Dietrich, 2001). Channel slope is also correlated with the slope of the pre-incision 
lava flow surface (Fig 15B). This pre-incision topographic control may explain why 
observed channel slopes are well in excess of typical fluvial values (~0.05; Montgomery, 
2001), despite the lack of debris flow activity. 
  Though the bed is generally bare, patches of alluvium occur locally within the 
bedrock gorges. These alluvial patches contain clasts of Collier lava flow as well as 
abraded clasts of obsidian (Fig. 11B). The presence of obsidian strongly suggests that 
despite the absence of paleohydraulic indicators like those found upstream of the lava 
flow (O’Connor et al., 2001), the discharge events responsible for carving the channel 
traversed the channel adjacent to the Obsidian Cliffs (Fig 9), possibly en route from 
Collier Glacier. 
5.2. Alluvial Morphology: Implications for Sediment Transport 
White Branch Creek has formed three significant alluvial deposits on Collier lava 
flow (Deligne et al., 2013). We focus on the two that are downstream of the bedrock 
reaches, as they enable us to draw conclusions about the flux and caliber of sediment 
moving through the incisional reaches. The thick forest vegetation on these alluvial 
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deposits is in stark contrast to the unaltered surface of Collier lava flow, which remains 
largely unvegetated (Deardorff and Cashman, 2012; Deligne et al., 2013). In these 
alluvial reaches, the channel of White Branch Creek is formed in the sediment of the 
deposits (e.g., Parker, 1978), i.e., there is no bedrock exposed in the bed. In addition to 
the main channel, there are several inactive channels on the alluvial deposits filled with 
organic debris, suggesting that the channel location in these reaches has not been fixed 
through time. When the active channel and exposed lava flow are excluded, the alluvial 
surfaces have a consistent slope of ~0.04 (Fig. 12C).  
Mackin (1948) posited that over time channel slope adjusts to provide sufficient 
power to both transport the sediment supplied to the channel and to incise the channel 
bed at a rate matching uplift rate. In incising bedrock channels, this suggests that the 
ability of the channel to transport sediment (known as sediment transport capacity) is in 
excess of long-term sediment supply (e.g. Sklar and Dietrich, 2006; Johnson et al., 2009), 
while in alluvial systems, such as the alluvial reaches of White Branch Creek, transport 
capacity is equal to or less than supply. Long-term transport conditions have also been 
demonstrated to control the surface slope of alluvial fans (Stock et al., 2008 and 
references therein). Given that the alluvial reaches of White Branch Creek are not 
incising, we can use the surface slope and channel geometry to calculate sediment 
transport capacity (see details under Model Formulation and Procedure), thereby setting a 
lower bound on the long-term rate of sediment supply in the bedrock gorges.   
5.3. Alluvial Stratigraphy 
Sediment in the six alluvial soil pits (locations shown in Figure 12) ranges from 
silt to large cobbles (Table C1). Each pit contains decimeter-scale normally-graded 
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packets (Fig. 13) with abrupt basal boundaries; buried organic material is present in the 
pits, but soil horizonation is absent (Table C1; cf. Deligne et al., 2013). Though our data 
are too sparse to correlate stratigraphy, our observations are consistent with emplacement 
by clear water fluvial processes (Collinson et al., 2006), confirming the findings of past 
work on Collier lava flow (Deligne et al., 2013). Radiocarbon analyses of charcoal from 
two pits on the upper deposit (UF1 and UF2) and one on the lower deposit (LF2) yielded 
95% confidence intervals of 580 – 397 cal y.b.p., 1345 – 1141 cal y.b.p., and 537 – 412 
cal y.b.p., respectively (Fig. 14). These dates suggest that incision and associated 
deposition began shortly after lava flow emplacement 1600 years ago and has continued 
since, pointing to the role of multiple events rather than a single catastrophic channel-
forming flood (e.g., Lamb and Fonstad, 2010).  
 
Figure 14. Radiocarbon dating of alluvial deposits. Age probability density functions 
for three radiocarbon samples: UF1D, UF2B, and LF2D. 
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5.4. Hydrologic Regime 
Field observations indicate two sources of discharge in White Branch Creek: 
snowmelt runoff and glacial outburst floods from moraine dam breaches at Collier 
Glacier. During June 2008, we observed shallow discharge in both the bedrock gorges 
and alluvial reaches, which given that the snowpack of 2007-08 was not exceptional 
(based on SNOTEL data), we infer occurs on an approximately annual basis. As noted 
above, there is also historical record of moraine-dam breaches at Collier Glacier (Hopson, 
1960). Though it is does not appear that these recorded events reached the uppermost 
alluvial deposit (O’Connor et al., 2001), the presence of obsidian clasts and other 
externally sourced sediment on the lava flow leads us to conclude that similar events may 
have traveled farther downstream (i.e., onto the lava flow) in the past.  
6. Modeling Philosophy: Assessing the Driving Forces of Incision 
Field observations, lidar topography, and alluvial stratigraphy enable us to draw 
reasonable inferences about the incision of Collier lava flow and the concomitant onset of 
post-eruption landscape evolution. However, it is not clear from the evidence described in 
the previous section how the two discharge regimes conspire to provide geomorphic 
power to the channel. Could the channel have been carved solely by glacial outburst 
floods? Or does annual snowmelt discharge play a role? To answer these questions, we 
set out to model the incision of Collier lava flow numerically, using the channel 
morphology measured from lidar as model input and constraining other model parameters 
with our field observations.  
In selecting a model, we begin by considering the simplest formulation that shed 
light on the discharge events driving the formation of White Branch Creek. The close 
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correlation between channel slope and local incision (Fig. 15) suggests that the stream 
power law of bedrock erosion (Howard, 1994) may be appropriate for this system, where 
erosion rate E is a function of channel slope S, drainage area A and positive constants K, 
m, and n: 
nmSKAE       (1) 
 
 
Figure 15. Correlation between slope and incision. A. Channel slope (smoothed to 100 
m spacing) is positively correlated with total amount of incision in bedrock gorges. B. 
Channel slope is also correlated with the slope of the pre-incision surface. 
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The stream power model has considerable utility in tectonic geomorphology, where 
steady-state channel morphology can be taken as a proxy for uplift rate (Wobus et al., 
2006), or in comparisons of channels incising into different material (Sklar and Dietrich, 
2001) or under different climate conditions (Ferrier et al., 2013). However, fitting the 
stream power model to the incision patterns we observe in White Branch Creek leaves us 
no wiser than Figure 15: slope controls incision, but the fit values of K, m, and n do not 
increase our understanding of the system, given similar climate, tectonics, and rock 
strength along the length of this relatively short channel. In particular, these parameters 
do not have bearing on the erosive capacity of the discharge events that we have 
suggested occur in this channel. 
Given the limitations of the stream power model, we instead use a formulation 
that describes the physical process of fluvial erosion of bedrock via sediment abrasion 
(Lamb et al., 2008b). Bedrock incision occurs via two primary processes: plucking, 
whereby jointed blocks are removed from the bed by flowing water (Whipple et al., 
2000a; Chatanantavet and Parker, 2009; Lamb and Dietrich, 2009), and abrasion, 
whereby sediment grains impacting the bed gradually erode it via mechanical wear (e.g., 
Sklar and Dietrich, 2004). Plucking tends to dominate in highly fractured bedrock and 
produces large blocks, while abrasion dominates in massive, intact bedrock and forms 
potholes, flutes, and other sculpted features (Whipple et al., 2000).  
There is abundant evidence for fluvial abrasion in the gorges of White Branch 
Creek (i.e., potholes, smooth walls, flutes; Fig 11A; Wohl and Merritt, 2001), and we 
observe limited large blocks or cavities that might indicate a plucking-dominated channel 
(e.g., Whipple et al., 2000b; Lamb and Fonstad, 2010). The channel bed is primarily cut 
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into the solid inner core of the lava flow, rather than the rubbly surface layer, which was 
presumably removed early in the incision process (e.g., Whipple et al., 2000b).  
7. Model Formulation and Procedure 
7.1. Assumptions and Parameter Constraints 
All sediment-dependent models of bedrock incision (Sklar and Dietrich, 2004; 
Turowski et al., 2007; Lamb et al., 2008b; Chatanantavet and Parker, 2009) require 
sediment supply, grain size, and bed shear stress as input values. Our field observations 
allow us to put bounds on the range of these quantities, but we lack sufficient information 
to constrain the most likely parameter combinations or to define the shape of the 
parameter distributions. In acknowledgment of this uncertainty, we use a Monte Carlo 
algorithm in which we select a different set of these three parameters (grain size, 
sediment supply, and channel discharge) for each model run from a uniform distribution 
of possible values, the bounds of which are set as described below.   
7.1.1. Discharge and Shear Stress: A primary goal of this work is to model 
discharges ranging from annual snowmelt flows to large outburst floods. We set the 
lower bound of the discharge range based on the previously described observation of ~0.5 
m deep snowmelt discharge in June 2008, which we estimate corresponds to a discharge 
of ~1 m3/s. Past work on historical outburst floods from Collier Glacier reports peak 
discharges at the downstream extent of the flood as 40 m3/s (O’Connor et al., 2001). We 
set the upper bound of our discharge range at 120 m3/s to incorporate the possibility that 
prehistoric floods exceeded the magnitude of those observed historically.  
 Converting discharge to bed shear stress requires quantifying flow hydraulics. 
The hydraulics of steep mountain channels are sufficiently complex that there is no 
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accepted formulation for bed shear stress in these environments (cf. Wohl, 2000). Instead, 
we follow previous authors (e.g., Sklar and Dietrich, 2004) in using the depth-slope 
product to calculate bed shear stress for White Branch Creek: 
gHSwb        (2) 
 
where ρw is the density of water, g is the acceleration of gravity, and H is channel depth. 
We calculate depth, H, by iteratively solving the 1D energy equation (HECRAS, 2008), 
since White Branch Creek is ungauged and neither of the historical outburst floods from 
Collier Glacier were observed in our study reaches. Due to the high channel slopes of 
White Branch Creek (see discussion above in Field Evidence section), the energy 
equation predicts supercritical flow conditions for the length of the channel. Prolonged 
supercritical flow is unreasonable in hydraulically rough channels like White Branch 
Creek, which tend to have high rates of energy dissipation (Montgomery and Buffington, 
1997). Hence, when the energy equation predicts supercritical flow in the channel, our 
model defaults to the critical depth, such that H is a function of channel width w and 
instantaneous discharge Q:  
3/13/2)/(  gwQH      (3) 
 
7.1.2. Grain Size: Sediment in the modern bedrock channel and on the alluvial 
plains ranges in size from silt to coarse cobbles. Due to this breadth of grain sizes, we err 
on the side of inclusion for our model inputs, selecting grain size diameters between 
0.001 to 0.5 m. 
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7.1.3. Sediment Supply: As discussed above, in fluvial settings dominated by 
deposition or transport, landforms are created by the balance between sediment transport 
capacity and sediment supply (Stock et al., 2008; Johnson et al., 2009). With this in mind, 
we use the surface slope of the alluvial deposits and the average geometry of the modern 
channel to calculate bedload transport capacity qt in the alluvial reaches. For consistency 
with the literature (Sklar and Dietrich, 2004; Lamb et al., 2008b; Scheingross et al., 
2014), we use the Fernandez-Luque and van Beek (1976) relation for bedload transport 
capacity, which states that sediment transport capacity is a power-law function of bed 
shear stress:  
    2/3**
2/137.5 cbc RgDq      (4) 
 
where R is the specific density of sediment, D is the average diameter of sediment grains, 
and dimensionless bed shear stress τ* is defined as 
 gDws
b



. For each model run, we 
use the selected values of discharge and grain size, and the average width of the modern 
alluvial channel to calculate bed shear stress in the alluvial reaches (equation 2). The 
bedload transport capacity calculated by equation 3 is then the lower bound of the 
sediment supply parameter space. In using modern channel geometry to calculate bedload 
transport capacity, we assume that channel shape reflects long-term flow conditions (e.g., 
Parker, 1978).  
7.2. Mechanistic Modeling of Bedrock Abrasion 
Mechanistic models of fluvial abrasion by sediment impacts state that erosion rate 
E is a product of the average volume of sediment removed per impact, V, the impact rate 
 49 
 
per unit bed area, I, and the fraction of the bed that is exposed to abrasion, F (Sklar and 
Dietrich, 2004; Turowski et al., 2007; Lamb et al., 2008b):  
 
                                                                    V I FE                                        (5) 
 
The first version of these models (Sklar and Dietrich, 2004) considers only impacts from 
sediment traveling as saltating bedload and uses the hop length and kinetic energy of 
sediment grains to calculate I and V. As transport stage increases towards the threshold of 
suspension (τ* ≈ 20), the hop lengths become infinitely long, making I (and, by extension, 
E) go to zero. Lamb et al. (2008b) recast this model in terms of total load, recognizing 
that due to turbulent fluctuations, even sediment that mostly travels in suspension comes 
in contact with the bed and is hence important to fluvial abrasion.  
For most bedrock systems, the contribution of suspended load to erosion is 
relatively small compared to bedload, but for rivers with large discharges and/or small 
grain size, the difference between bedload-only models and the total load model is non-
negligible (Scheingross et al., 2014). Due to high discharge of outburst floods (O’Connor 
et al., 2001) and the relatively small grain sizes we observe, we used the total load 
formulation (Lamb et al., 2008b) to model instantaneous incision rates in White Branch 
Creek.  
7.3. Governing Equations 
To calculate E with the total load model, we use equation 36 of Lamb et al. 
(2008b), which states that E is a function of material parameters, sediment flux, the 
partition of sediment between suspension and bedload, and channel flow:  
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where A1 is the cross-sectional area of a sediment grain, kv is an empirical erodibility 
constant, σT is the tensile strength of the rock, ρs is the density of sediment, Y is Young’s 
modulus, q is the volumetric sediment supply per unit width, wi,eff is the effective impact 
velocity of sediment, U is the streamwise flow velocity, H is the flow depth, χ is an 
integral relating suspended sediment flux to sediment concentration, flow depth, and 
velocity, Ub is the streamwise bedload velocity, Hb is the thickness of the bedload layer, 
qb is the volumetric bedload flux per unit channel width and qbc is the volumetric bedload 
transport capacity per unit channel width (Lamb et al., 2008b).  
To convert the alluvial bedload flux qba (calculated from the alluvial reaches) into 
total sediment supply q, we use a description of the partition of sediment between 
bedload and suspended load (eq. 20 of Lamb et al., 2008) and solve for q:  
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7.4. Modeling Procedure 
 We predicted instantaneous incision rates along White Branch Creek using the 1D 
longitudinal channel profile (sampled at a 100 m interval to remove roughness and noise) 
and a constant channel width. We used the following procedure to calculate incision rates 
for each discharge, performing 500,000 iterations for each discharge value:  
1. Select value of grain size from uniform distribution. 
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2. Calculate channel depth in the gorge using 1D energy equation; default to critical 
depth (eqn. 3) if supercritical flow is predicted. 
3. Calculate minimum sediment supply based on shear stress (eqns. 2-4), grain size, 
slope of alluvium (Fig. 12C), and alluvial channel geometry; this sets the lower 
bound of the uniform distribution of sediment supply. 
4. Select value of sediment supply from uniform distribution; convert to total load 
sediment supply (eqn. 7). 
5. Calculate instantaneous incision rate at each point along the gorge (eqn. 6). 
6. Calculate median erosion rate for given parameter set. 
8. Combined Role of Large Floods and Annual Discharge 
We calculated instantaneous erosion rates for discharges from 1 to 120 m3/s (Figs 
16, 17), excluding parameter combinations that resulted in zero erosion. For each 
discharge, we report the median spatially-averaged incision rate for all model runs. The 
modeled incision rates are a function of two dimensionless numbers: transport stage (τ*/ 
τ*c) and relative sediment supply (qb/qbc) (Sklar and Dietrich, 2004). For a given 
discharge, transport stage is a function of grain size, while relative sediment supply is a 
function of both grain size and total sediment supply to the channel. Figure 16 shows the 
effect of relative sediment supply and transport stage for two modeled discharges: 1 m3/s, 
approximately representative of annual snowmelt runoff, and 40 m3/s, a representative 
magnitude for an outburst flood. Unsurprisingly, erosion rates are lower for 1 m3/s than 
40 m3/s. There are also fewer combinations of parameters that result in nonzero erosion 
for 1 m3/s than for 40 m3/s (63 out of 500,000 model runs compared to 12,793/500,000) 
because the lower shear stress means that the flow is often either below the critical shear 
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stress for mobilization (transport stage < 1), or cannot transport the full load of sediment 
(relative sediment supply > 1).  
 
 
Figure 16. Model behavior. Range of transport stage and relative sediment supply 
(qb/qbc) resulting in positive incision for 1 m
3/s (triangles) and 40 m3/s (circles), colored 
by incision rate. The truncated range of transport stages for the 40 m3/s results is due to 
bounds of input grain size.  
 
Examining the model results for 40 m3/s from low transport stages to high 
transport stage reveals how incision rate varies within the transport stage-relative 
sediment supply parameter space. At transport stages much less than the threshold of 
suspension, most sediment travels as bedload and the highest incision rates occur for 
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relative sediment supply of ~0.5, similar to the behavior of bedload-only abrasion models 
(cf. Sklar and Dietrich, 2004). As transport stage increases, hop lengths become longer, 
causing incision rates to decrease. Near the threshold of suspension, incision rates are 
nonzero for relative sediment supply values over 1, indicating that suspended sediment is 
becoming important; when transport stage increases past the threshold of suspension, the 
higher impact rate due to higher sediment loads causes incision rates to increase again.   
Modeled instantaneous incision rates in the gorge reaches of White Branch Creek 
range from 0.4 to 6 m/yr (Figure 17A). Note that the model predicts unrealistic depths for 
discharges greater than 70 m3/s (Figure C1) and we exclude these results from our 
analysis.  
 
Figure 17. Modeled incision rates and inferred active incision time. A. Median 
incision rate vs. discharge and B. Inferred time of active incision. Dotted lines show 25th 
and 75th percentiles. Grey areas demarcate the range of discharges that predict reasonable 
depths for White Branch Creek. 
 54 
 
 
By dividing total incision in the gorges (~ 5 m) by the average rate for each discharge, we 
calculated the implied time of active incision (Figure 17B). For the lower end of our 
discharge range (annual snowmelt), ~ 25 years of continuous incision would be required 
to form the gorges of White Branch Creek; large events (40 m3/s) would need ~ 1 year 
continuous incision. Given that we expect typical event duration to be on the order of 
days for both annual snowmelt and outburst floods, we would need ~9000 snowmelt 
events or ~360 large floods over 1600 years to carve the channel. The chronology and 
geology of the area make both of these endmember scenarios unlikely, leading us to 
conclude that the channel we observe was formed by a combination of outburst floods 
from Collier Glacier and smaller flows related to annual snowmelt runoff.  
9. Discussion/Conclusions 
9.1. Incision Mechanisms 
We necessarily simplify many aspects of hydraulic and sediment transport 
dynamics in White Branch Creek, including assumptions of uniform, steady discharge, 
constant grain size, and constant width. Nevertheless, our results clearly indicate that 
despite low discharge relative to glacial outburst floods, annual snowmelt flows are 
capable of doing significant geomorphic work in the channel.  
Given that snowmelt runoff is capable of cutting into bedrock, is it possible that 
outburst floods have no role at all in incision? The presence of abraded obsidian clasts on 
the lava flow indicates that discharge events passed Obsidian Cliffs (Fig. 9) before 
traversing the lava flow, strongly suggesting that outburst floods have impacted our study 
reaches. We confine our modeling to the incision of the coherent core of the lava flow, 
implicitly assuming that a nascent channel form already existed. The work described in 
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this paper does not shed light on how this proto-channel initiated, but we speculate that 
one or more sediment-laden outburst flood events may have “paved” over the 
permeability of the rubbly surface, enabling surface flow to converge and begin incising. 
Alternatively, the channel may have initiated via plucking the rubbly surface blocks (e.g., 
Lamb and Fonstad, 2010), converging to a single channel once the coherent core was 
exposed. We conclude that while snowmelt runoff may be important once the channel has 
formed, outburst floods are essential for initiating the onset of fluvial incision in this 
system.  
9.2. Evolution of Temperate Volcanic Landscapes 
Megafloods are widely recognized as geomorphic drivers in jointed bedrock, where 
canyon carving can happen within hours via detaching large blocks from the channel bed. 
Here, we argue for an intermediate case in which fluvial incision of a blocky lava flow is 
initiated by an outburst flood(s) from an alpine glacier, and then proceeds through both 
outburst floods and annual snowmelt runoff. This work has global implications for the 
timescale of temperate volcanic landscape evolution, where alpine glaciation or large 
landslides may accelerate fluvial dissection by providing tools and discharge to otherwise 
sediment-starved systems. 
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APPENDIX A 
SUPPLEMENTAL INFORMATION FOR CHAPTER II 
 
 
Figure A1. Experimental semi-variogram of HC residence time measurements.  Data has 
been log-transformed and normalized to have a mean of 0. Note that at lags > 100 m, 
value of semivariance fluctuates around a constant value. 
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Figure A2. Map of HC and NFSR watersheds with sample locations colored by residence 
time. Latitude/longitude coordinates are for bottom corner of maps. 
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APPENDIX B 
SUPPLEMENTAL INFORMATION FOR CHAPTER III 
Materials and Methods 
Steady state of experimental landscapes 
We defined flux steady state in our experiments as the point at which the spatially-
averaged erosion rate was approximately equal to the imposed rate of baselevel fall 
(Table B1; Figure B1). To measure erosion rate, we divided the elevation change per 
pixel (obtained by differencing topographic scans) by the time between scans and then 
calculated the average value for the entire landscape. The knickpoints visible in the 
steady-state topography (Fig 6A-E) are related to local accelerated erosion from drop 
impacts and do not introduce significant transience in our experiments (Figure B2).  
 
Mapping the channel network and channel slope-area analysis 
To define the channel network, we must determine both the location of channel heads 
(e.g., Montgomery and Dietrich, 1989) and how water travels across the landscape 
surface (Tarboton, 1997). At low drainage areas (hillslopes and colluvial hollows) 
multidirectional flow algorithms are more representative of natural flow paths (Tarboton, 
1997) while at high drainage areas, steepest descent flow routing captures the behavior of 
flowing water in the channel network (e.g., Wobus et al., 2006). Hence, we defined the 
channel network using two different  approaches: (1) GeoNet, a curvature-based 
multidirectional channel identification routine (Passalacqua, et al., 2010) to map low-
order channels and set the spatial framework for quantifying hillslope metrics (Figure 
B3A-E) and (2) steepest descent routing to delineate higher order channels for the 
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advective component (Figure B3F-J). GeoNet includes a Perona-Malik wavelet filter that 
removes topographic noise while preserving sharp edges common at the hillslope-valley 
transition (Passalacqua, et al., 2010); we used unfiltered topographic data for the steepest 
descent flow routing. Because the definition of channel heads in the steepest descent 
network requires the use of an arbitrary drainage area threshold, our analysis of slope-
area scaling in the channel network only considers regions where drainage area is greater 
than values associated with channel initiation. To find the advective process parameters 
(see text of Chapter III), we extracted slope and drainage area from the steepest descent 
network for each experiment and fit a power law to the data using the Matlab nonlinear 
curve-fitting toolbox.  
 
Mapping hilltops and extracting hillslope metrics 
On diffusive hillslopes, disturbance agents (e.g., trees) impart a characteristic scale on the 
topography that obscures the topographic form associated with long-term continuum 
sediment transport (Roering et al., 2010). For our experiments, the impacting raindrops 
dominate topography at the spatial scale of the drop diameter (~3 mm). Hence, before 
mapping the hilltops in our experiments, we smoothed topography in a moving window 
using a second-order polynomial fit (Roering et al., 2010; Hurst et al., 2012), setting the 
diameter of the moving window to the 3 mm diameter of the raindrops. To locate hilltops, 
we identified areas of the topography with negative curvature, drainage area < 0.5 mm2, 
and slopes < 1.2 mm/mm (Roering et al., 2007). We used the hillslope tracing algorithm 
from Hurst et al. (2012) to calculate average values of hillslope gradient and length for 
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each experiment, using the GeoNet network (Fig B3A-E) to define the end of hillslope 
traces.  
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Fig. B1. 
Spatially-averaged erosion rate (black) and mean relief of the main divide (grey) for each 
experiment. Spikes in mean erosion rate of 66% and 100% drip runs are due to priming 
the drip box; these spikes do not correlate with knickpoints generation and mean erosion 
rate rapidly returns to its previous value.  
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Fig. B2 
Average erosion rate calculated over 7.5 mm x 500 mm rectangular moving window 
oriented parallel to the main divide for all experiments. Large spikes are correlated with 
knickpoints; the lack of a clear difference in erosion rate between the landscape above 
and below knickpoints indicates that these features do not result in transient vertical 
erosion. 
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Fig. B3 
Hilltop and channel networks; width of topography is 475.5 mm. A-E Hillshades of 
steady-state experimental topography from A: 0% drip B: 18% drip C: 33% drip D: 66% 
drip E: 100% drip overlain with GeoNet channel (blue) and hilltop (red) networks. F-J: 
Hillshades of steady-state topography in (A-E)overlain with steepest descent networks 
(blue). Note that the initiation of steepest descent channels is defined solely by a drainage 
area threshold and should not be taken as an alternative to the curvature-derived GeoNet 
channel heads. 
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Table B1. 
Experimental variables, topographic metrics, and transport coefficients for steady-state 
landscapes. 
 0% drip 18% drip 33% drip 66% drip 100% drip 
Uplift rate 
(mm/hr)* 
11.74 12.11 11.92 11.81 11.46 
Rainfall 
rate 
(mm/hr)† 
38 35.5 33 28 23 
Length of 
drip 
periods 
(s/600s) 
0 100 200 400 600 
Steepness 
index‡ 
3.71 + 1.00 1.76 + 0.21 0.52 + 0.1 0.52 + 0.1 0.6 + 0.1  
Stream 
power 
exponent 
m‡ 
0.34 + .06 0.19 + .02 0.12 + .03 0.18 + 0.02 0.21 + 0.02 
Stream 
power 
constant 
K§,|| 
0.93 + 0.32 3.41 + 0.44 15.03 + 3.25 12.55 + 2.43 9.76 + 1.72 
Mean 
hillslope 
length 
(mm)¶ 
7.36 13.49 17.73 19.39 22.41 
Mean 
hillslope 
gradient 
(mm/mm)¶ 
1.39 + 0.002 0.99 + 0.004 0.75 + 0.005 0.48 + 0.008 0.37 + 0.002 
Hillslope 
diffusivity, 
D (mm2 hr 
-1)** 
30.8 + 4.5 82 + 6 141 + 8 238 + 12.5 345 + 16 
Pe||.†† 322.9 + 233.2 93.9 + 21.9 104.3 + 37.9 94.3 + 31.2 76.57 + 23.3 
* Calculated by differencing initial and final position of sliding weirs and dividing by the 
total run time. 
† Calculated by multiplying the % drip and % mist for each experiment by the discharge 
from the drip box and mister (23 mm/hr and 38 mm/hr, respectively). For example, 
rainfall rate for the 18% drip case = 0.18*23 mm/hr + 0.82 *38 mm/hr. 
‡ Parameters from power-law fit of channel slope-area plots. Parameter uncertainty is 
from nonlinear least squares fits. 
§ Calculated using Eqn. 4 (main text) assuming n = 1. 
|| Standard error from Gaussian error propagation. 
¶ Measured using hillslope tracing algorithm. Uncertainty is +/- standard error. 
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** Calculated from Eqn. 3 (main text) using iterative procedure, setting Sc to be large 
(9999). Uncertainty reflects upper and lower bounds of hillslope length and gradient 
measurements. 
†† Calculated from Eqn. 2 (main text). 
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APPENDIX C 
SUPPLEMENTAL INFORMATION FOR CHAPTER IV 
 
Figure C1. Relationship between critical depth and channel discharge. Dotted line 
shows minimum depth of gorge, which corresponds to ~ 70 m3/s. Discharges greater than 
this value produce unreasonable depth values for White Branch Creek. 
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Table C1. Description of alluvial stratigraphy in upper and lower alluvial deposits on Collier lava flow.  
Soil Pit Location Depth 
(cm) Description 
UF 1 E0588324, N4892297 0 - 20  Light brown, silt to fine sand, many fine to medium roots (1 mm - 1cm), 
some large ~ 2cm diameter roots. Massive, heavily bioturbated by roots. 
Basal contact is gradual over several cm 
  20 - 40 Greyish brown to gray, loose sand and gravel, max clast size 4 cm, massive, 
not sorted, few fine roots. Basal contact varies, wavy and abrupt. Depth 
varies to ~ 50 cm across pit. 
  40 - 60 
Dark gray (almost black) , medium sand, laminated sand with diagonal 
laminations and some flat laminations. Lenses of fine brown silt up to 2 cm 
thick, but discontinuous, aligned with laminations. Sharp basal contact.  
  60 - 89 Grey brown silt, with many roots. Roots are burned in place but not 
completely burned. Some specks of detrital charcoal (but could be fine 
roots?). Laminated in places. Roots are concentrated in upper 10 cm, roots 
are fine to 1 cm diameter. Abrupt base. 
  89 -102 Dark gray fine sand to silt with a few specks fo charcoal. Base is abrupt and 
is oreange-brown color. Weakly laminated, discontinuous. No roots 
  106 - 111 Very dark gray to black coarse sand to pea gravel, also coarsens upward, 
laterally discontinuous throughout pit. Basal contact is gradual. No 
charcoal.  
  111 - 117 Brown to gray brown silt w/ some fine sand, weakly laminated, no charcoal 
or roots. Gradual basal contact.  
  117 - 155 Brown silt, massive, many fine roots and some medium roots (1 cm 
diameter). Some charcoal, but charcoal could be roots burnt in place. 5 cm 
or larger rootlet infilled root cast. Sharp base 
  155 Top of bedrock 
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UF 2 E0588274, N4892353 0 - 120 Very coarse imbricated gravel to cobbles. Cobbles up to 20 cm diameter. 
Very well rounded to rounded. Basal contact is wavy, abrupt, irregular - 
scour like 
  120 - 165 Gray to brown gray silt. Weakly laminated. 
  165 Stopped due to safety concerns 
UF4 E0588216, N4892264 0 - 10  Brown fill from digging 
  10 - 30 Gray brown/brown silt. Massive, heavily bioturbated. Roots common 1 mm 
- 1cm. Granular silt. Basal contact sharp 
  30 - 40  Gray fine pea gravel layer. No sign of imbrication, clast supported, massive. 
Clasts 1 - 2cm. Basal contact sharp. 
  40 - 55 
Interbedded very fine sand and silt. Brown silt, weakly laminated, no roots 
except at base, no charcoal. Interbedded sand and silt. Silt has roots.  
  55 -65  Very dark gray to black coarse pea gravel. No large clasts, clasts =< 5 mm. 
Clast supprted and massive. Sharp basal contact.  
  65 -68 Brown silt, fine roots. Massive. Sharp basal contact 
  68 - 75  Black coarse sand with pea gravel. No roots, no apparent beddint. Looks 
coarser at bottom - fining upward? Sharp basal contact. 
  75 - 97 Very dark gray to brown fine sand and silt with an infilled root cast - root 
cast filled with pea gravel. No charcoal. Sharp base.  
  97 - 119  light to dark gray coarse sand to fine gravel, with 4 cm size rounded clasts. 
Fine matrix supported, bigger clasts are rare. Sharp basal contact.  
  119 - 140  Dark gray to brown laminated silt. Some charcoal flecks concetrated at the 
top of the deposit.  
  140 Top of bedrock. Angular, vesicular clasts. 
LF1 E0587204, E4890982 0 - 60  Massive, heavily bioturbated gray brown silt with abundant roots. Basal 
boundary abrupt.  
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  60 - 140   Poorly sorted gray to red coarse sand to cobble. Cobbles up to 10 cm 
diameter. Dominant grain size pea gravel of 2 cm dimaeter. Clasts are 
rounded to slightly angular. Few roots. Basal contact is abrupt and linear.  
  140-175 Brown to dark gray silt and fine sand with alternating beds at 1 - 5 cm scale. 
Some fine roots and burned roots in place. Sharp basal contact. 
  175-176 Angular red to black gravel; originally identified as bedrock. Paleosol? 
  176 - 195 Dark grey to black gravel, clasts up to 5 cm in diameter.  
  195 Stopped due to safety concerns 
LF2 E0587121, N4891019 0 -20  light gray fine sand and organic material, fine to medium roots, max root 
diameter 2 cm. Basal contact is gradual over centimeter. 
  20 - 40  Laminated fine sand, dark gray to black. Basal contact is wavy and may be 
bioturbated. Some moderate to fine roots. 
  40 - 65 pea gravel to coarse gravel with cobble clasts up to 5 cm. Gray igneous 
clasts of black to pale gray. Varies considerably in thickness around bit 
(bioturbation?). Few roots.  
  65 - 78  Laminated light gray silt. Basal contact is brown, gradual and organic rich. 
No charcoal, some root casts.  
  78 - 105 Silt massive, fine roots, brown to gray brown, abundant charcoal, a lot of 
what looks like roots burned in place less of root casts and rotten roots. 
Basal contact is abrupt.  
  105 - 115 Coarse sand, fining upward? Varies in thickness around pit. Laminated in 
some places, interbedded with fine silt, but this may be bioturbation.  
  115 - 147  Very fine silt, very fine roots, banded light gray and brown. Basal contact 
sharp and wavy.  
  147 - 153 Medium sand, basal contact is abrupt. Buried litter layer at base 
  153 Pale gray to white; evidence of leaf matter - buried litter layer (Pic 220) 
  153 - 182 Weakly laminated fine silt with alternating bands of light gray and brown. 
Few fine roots. 
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  182 Stopped due to safety concerns 
LF3 E587055, E4891104 0 - 5  Organic litter layer and root mass (roots 1mm - 2 cm). Basal contact is 
gradual. 
  5 - 40 Coarse sand to fine gravel, dark gray, max clast size 2 cm. Clasts are 
subrounded. Basal contact is abrupt and linear. Very few roots in gravel.  
  40 - 55  Laminated sand interbedded at cm scale with gray brown silt. Sparse fine to 
medium roots, maximum diameter is 2 cm.  
  55 - 60   fine sand with occasional cm sized clasts. Friable.  
  60 - 75  Firm silt gray to brown. Moderate fine roots and charcoal. Massive.  
  75 - 82  Gray to brown silt interbedded with fine black sand, sand is looser than the 
silt. 
  82 - 90  fine to medium black sand, weakly laminated. Basal contact is wavy and 
sharp. 
  90 - 101 very loose gravel to cobble with some fine sand. At same level, fine sand 
and silt; boundary ambiguous. Gravel is more continuous around pit while 
silt and sand appears to be only in one place.  
  101 - 145  Alternating layers of brown silt with root casts and gray fine sand. 
Boundaries are diffuse. Basal contact is sharp. Charcoal present.  
  145 - 152  Subrounded gravel, clasts up to 4 cm. Finer than above gravel layer. No 
roots. Basal contact sharp and wavy.  
  152 - 182 Alternating layers of brown silt with root casts and gray fine sand. 
Boundaries are diffuse. Basal contact is sharp.  
  182 - 195 Coarse gravel to cobble; max clast diameter 4 cm. No roots.  
  195 Stopped due to safety concerns 
 
 
 
  
71 
 
Table C2. Constant paramater values for bedrock incision modeling in Chapter IV 
Symbol Description Value used 
wa Width of alluvial channel 11 m  
wg Width of bedrock gorge 8 m 
τc 
critical shields stress for incipient 
motion (dimensionless) 
0.04 
ρs 
sediment density 2650 kg m-
3 
ρw 
water density 1000 kg m-
3 
Y Young's modulus   5 x 1010 Pa 
kv 
empirical bedrock erodibility 
coefficient (dimensionless) 1.00E+06 
σT rock tensile strength  7 x 106 Pa 
R 
specific density of sediment 
(dimensionless): 1.65 1.65 
g acceleration of gravity 9.8 m∙s-2 
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