This paper provides a characterization of all possible dependency structures between two stochastically ordered random variables. The answer is given in terms of all possible copulas that are compatible with the stochastic order. The extremal values for Kendall's τ and Spearman's ρ for all these copulas are given in closed form. We also find an explicit form for the joint distribution with the maximal entropy. A multivariate extension and a generalization to random elements in partially ordered spaces are also provided.
Introduction
Let X 1 and X 2 be two random variables, such that X 1 is stochastically larger than X 2 . This means that F 1 (x) ≤ F 2 (x), x ∈ R, for their cumulative distribution functions (cdfs) F 1 and F 2 , respectively. It is well known that this is the case if and only if X 1 and X 2 can be realised on the same probability space, so that X 1 ≥ X 2 almost surely. The objective of this paper is to characterize all random vectors (X 1 , X 2 ) such that X 1 and X 2 have given cdfs and P(X 1 ≥ X 2 ) = 1.
As a first observation, we establish a representation of joint distributions of ordered random variables as distributions of the order statistics sampled from an exchangeable bivariate law. Theorem 1.1. A random vector (X 1 , X 2 ) satisfies P(X 1 ≥ X 2 ) = 1 if and only if X 1 = max(V 1 , V 2 ) and X 2 = min(V 1 , V 2 ) for a random vector (V 1 , V 2 ) with exchangeable components and such that P(V 1 ≤ x, V 2 ≤ x) = F 1 (x) and P(V i ≤ x) = G(x) for all x, i = 1, 2, where G(x) := 1 2 (F 1 (x) + F 2 (x)), x ∈ R.
This theorem complements already known results deriving the distribution of order statistics from general multivariate laws, see Navarro and Spizzichino (2010) ; Lebrun and Dutfoy (2014) ; Dietz et al. (2016) .
If the supports of X 1 and X 2 are disjoint, then any dependency structure between them is possible. Otherwise, restrictions are necessary, e.g. X 1 and X 2 can not be independent. In Section 2, we give a complete description of the joint distribution of X 1 and X 2 , assuming that X 1 and X 2 have identical supports being a (possibly unbounded) interval. This description is given in terms of copulas and their diagonal sections.
In Section 3 we identify bounds on the joint distribution of (X 1 , X 2 ) in terms of concordance ordering. Then, in Section 4, we determine the smallest possible nonparametric correlation coefficients. The joint distribution of (X 1 , X 2 ) with the maximal entropy is found in Section 5, followed by examples in Section 6.
A multivariate extension and a generalization to random elements in partially ordered spaces are presented in Section 7.
2 Characterization of stochastically ordered copulas
is the cdf of a random vector (U 1 , U 2 ) with standard uniformly distributed marginals. The joint cdf of each random vector (X 1 , X 2 ) can be written as F (x 1 , x 2 ) = C(F 1 (x 1 ), F 2 (x 2 )) for a copula C with F 1 and F 2 being the marginal cdfs. A copula C is called symmetric
The above defined diagonal sections are exactly the functions that arise as δ(t) = C(t, t), t ∈ [0, 1], for some copula C, see Durante et al. (2005) .
Let X 1 and X 2 be random variables such that X 1 ≥ X 2 a.s. Assume that both random variables have identical support being a (possibly unbounded)
, that is, the cdfs F 1 and F 2 of X 1 and X 2 , respectively, are strictly increasing on the interior of this interval.
Proposition 2.1. Let G be given by (1). The function
is a diagonal section.
Proof. Property (D1) of diagonal sections is easy to check; (D2) is clear because
We can also provide a converse to Proposition 2.1. Proposition 2.2. Let δ be a diagonal section. Then there are cdfs F 1 and F 2 such that F 1 ≤ F 2 and δ = F 1 • G −1 with G defined at (1).
, it is increasing due to (D2) and (D3), and F 1 ≤ F 2 due to (D4).
Example 2.1. An Archimedean generator is a decreasing convex function ψ : [0, ∞) → [0, 1] with ψ(0) = 1 and lim x→∞ ψ(x) = 0, see Schweizer and Sklar (1983, Th. 6.3.2) . For the Archimedean copula
There are many parametric families of Archimedean generators. For example, the Gumbel family of copulas is generated by ψ θ (t) = exp(−t 1/θ ),
The following theorem provides a characterization of all dependence structures that are compatible with the stochastic ordering of the marginals. Theorem 2.3. Let (X 1 , X 2 ) be a random vector with marginals X 1 and X 2 having full support on an interval [x L , x U ] and cdfs F 1 and F 2 , respectively. Then P(X 1 ≥ X 2 ) = 1 if and only if
and the joint cdf of (X 1 , X 2 ) is given by
, where G is given by (1) andC is a symmetric copula with diagonal section D defined in (2). (2) is a diagonal section according to Proposition 2.1. Let (V 1 , V 2 ) be distributed according to the bivariate cdfC(G(x 1 ), G ( x 2 )). By construction, V 1 and V 2 are identically distributed with cdf G. Further-
is given by (3), so sufficiency follows from Theorem 1.1. Necessity. Let (V 1 , V 2 ) be as in Theorem 1.1. Then, the copulaC of (V 1 , V 2 ) has diagonal sectioñ
Maximally independent pairs
By Theorem 2.3, the range of all possible bivariate cdfs of random vectors (X 1 , X 2 ) with given marginals F 1 and F 2 and such that X 1 ≥ X 2 a.s. depends on the choice of a symmetric copulaC with the diagonal section (2). For a general diagonal section δ, this range can be characterized as follows.
Theorem 3.1 (Klement and Kolesárová (2005) ). Each symmetric copulaC with the diagonal section δ satisfies
where
is the Bertino copula, and
is the diagonal copula. Both copulas B δ and K δ have diagonal section δ.
Substituting the bounds B δ and K δ with δ = D into (3) yields the following result.
Corollary 3.2. Each random vector (X 1 , X 2 ) with marginal cdfs F 1 and F 2 , both having full support on [x L , x U ], and such that X 1 ≥ X 2 a.s., has a joint cdf F satisfying
where both bounds are attained, and
The upper bound in (6) is the Fréchet-Hoeffding one; it corresponds to complete dependence between X 1 and X 2 , so that
2 (U) for a standard uniformly distributed random variable U. The lower bound in (6) corresponds to the Bertino copula and so yields the least possible dependence between X 1 and X 2 . The following result describes the support of the random vector with distribution W . Denote
Lemma 3.3. The random vector (X 1 , X 2 ) with distribution W given at (7) has a support which is the union of the diagonal
where r is the maximal point of H,
and S is the set of x ∈ (r,
c := inf
The probability in (8) If the function H is unimodal, then its minimum over [x 2 , x 1 ] is attained at one of the end-points x 2 or x 1 , and so
As shown by Rogers (1999) , this distribution maximises the payoff (or transportation cost) Eφ(|X 1 − X 2 |) for all strictly convex decreasing functions φ : R + → R + . Without unimodality assumption, the joint distribution maximising the payoff is given by
it provides the joint distribution with the largest mass concentrated on the diagonal, see Rachev and Rüschendorf (1998, Th. 7.2.6 ). Remark 1. The unimodality condition of the function H which also appears in Theorem 4.2 below corresponds to the assumption that the Bertino copula (4) is simple, compare Fredricks and Nelsen (2002) .
Nonparametric correlation coefficients
Dependence measures quantitatively summarize the degree of dependence between two random variables X 1 and X 2 . The following two dependence measures are the most well known amongst those that are invariant with respect to monotone transformations of the marginals, in other words, that only depend only on the copula of (X 1 , X 2 ). First, Kendall's tau of a copula C is given by
and, second, Spearman's rho is given by ρ := 12
It is easily seen that these two correlation coefficients are monotonic with respect to pointwise ordering of the copulas. They take the value one for the joint cdf given by the upper bound in (6). For the copula C(u, v) :
2 (v)) with W given by (7), these dependence measures attain their lowest values calculated as follows.
Theorem 4.1. The smallest possible Kendall's tau of (X 1 , X 2 ) that satisfies the conditions of Theorem 2.3 is
where (X 1 , X 2 ) has cdf W given by (7). By Lemma 3.3, the support of (X 1 , X 2 ) is a subset of the set of (
Thus,
hence the result.
Theorem 4.2. Assume that the function H(s)
. Then the smallest possible Spearman's rho of (X 1 , X 2 ) satisfying the conditions of Theorem 2.3 is
where F 2 (t(s)) − F 1 (t(s)) = F 2 (s) − F 1 (s) and t(s) < s for s ∈ (r, x U ] and t(r) = r.
Proof. Spearman's rho is given by
By Lemma 3.3, the set L consists of 3 pieces: {(s, s) : s ∈ [x L , r]} with distribution being the push-forward of F 1 (s); {(s, s) : s ∈ (r, x U ]} with the distribution being the push-forward of F 2 (s) − F 2 (r); and {(s, t(s)) : s ∈ (r, x U ]} with the distribution being the push-forward of H(r) − H(s). The result is obtained by splitting the above expectation into these 3 parts.
Maximum entropy distributions
Amongst all joint laws F of (X 1 , X 2 ) with given marginals F 1 and F 2 and such that X 1 ≥ X 2 a.s., we can characterize those maximizing the Shannon entropy given by
if F is absolutely continuous with density f , and ent(F ) = −∞ otherwise. We use the common convention 0 log 0 = 0. Additionally to assumptions on the support of X 1 and X 2 from the previous sections, we require that their cdfs F 1 and F 2 are absolutely continuous with densities f 1 and f 2 . Then, the function G from (1) is absolutely continuous with density g = (f 1 + f 2 )/2. By Theorem 2.3, the joint law F of (X 1 , X 2 ) is absolutely continuous if and only if the associated symmetric copulaC is absolutely continuous. We denote its density byc. By the symmetry ofC,
Therefore, maximizing ent(F ) over all F is equivalent to maximizing ent(C) over all symmetric copulasC with diagonal section D = F 1 • G −1 . Note that the smallest entropy −∞ arises if X 1 = F −1 1 (U) and X 2 = F −1 2 (U) for a uniformly distributed U. Butucea et al. (2015) characterize the maximum entropy copula with a given diagonal section δ. We recall some of their notation in order to be able to state our result. For a diagonal section δ with δ(t) < t for all t ∈ (0, 1),
and for u ≥ v, setc δ (u, v) =c δ (v, u). Butucea et al. (2015, Prop. 2.2) show thatc δ is the density of a symmetric copula with diagonal section δ. Note that the derivative δ ′ of δ exists almost everywhere as δ is Lipschitz continuous. For a general diagonal section δ, due to its continuity, the set {t ∈ [0, 1] : δ(t) < t} is the union of disjoint open intervals (α j , β j ), j ∈ J for some at most countable index set J. Note that δ(α j ) = α j and δ(β j ) = β j .
wherec is given at (14), and
Based on the results of Butucea et al. (2015) , we arrive at the following theorem. Recall that H = F 2 − F 1 .
Theorem 5.1. Let (X 1 , X 2 ) be a random vector with marginals X 1 and X 2 satisfying P(X 1 ≥ X 2 ) = 1. Suppose that X 1 and X 2 have identical support
, and that their cdfs F 1 and F 2 are absolutely continuous with densities f 1 and f 2 . If
where the supremum is taken over all possible joint laws of (X 1 , X 2 ). The maximum is attained when the joint density of (X 1 , X 2 ) is given by
and c D is defined at (15). If (16) does not hold, then sup F ent(F ) = −∞.
Proof. By substitution,
The result now follows from Butucea et al. (2015, Th. 2.5) in combination with (13) and Theorem 2.3.
The condition D(t) < t for all t ∈ (0, 1) is equivalent to
. If this condition holds, then c D =c D and the formula for the entropy maximizing f in Theorem 5.1 simplifies to
6 Examples Example 6.1. Theorem 1.1 establishes a relationship between the distribution of (X 1 , X 2 ) and the order statistics of a suitably chosen exchangeable pair (V 1 , V 2 ). Assume that V 1 and V 2 are independent. Then P(
Then H(x) = 2 F 1 (x)(1 − F 1 (x)) is always unimodal with the maximum attained at the lower quartile of X 1 . The smallest possible Kendall's tau equals −1/3; it does not depend on F 1 . The equation used to find t(s) in Theorem 4.2 turns into F 1 (t(s)) = 1 − F 1 (s). Substituting this in (11) yields that Spearman's rho equals −1/2 for all F 1 . The maximum entropy is attained on the density f (
Example 6.2. Let X 2 be uniformly distributed, and let X 1 be distributed as the maximum of X 2 and another independent uniformly distributed random variable, that is, F 1 (x) = x 2 . In this case H(s) = s − s 2 is unimodal with the maximum at r = 1/2, and t(s) = 1 − s for s ∈ (r, 1]. The smallest values for Kendall's tau and Spearman's rho are 1/3 and 1/4, respectively. The joint density with the maximal entropy is given by
Example 6.3. Let X 1 be uniform on [0, 1], and let X 2 = X 1/α 1 with α ∈ (0, 1]. Then F 1 (x) = x, F 2 (x) = x α , and see (3) . In this case, (7) yields that
The function F 2 − F 1 is unimodal and attains its maximum at r = α
(1−α) −1 . The smallest Kendall's tau is
Note that τ = 1 if α = 1, τ = 0 if α = 1/3, and τ → −1 as α ↓ 0. We are not able to provide an explicit formula for Spearman's rho in terms of α but Figure 1 shows τ and ρ as a function of α. Example 6.4 (Unimodal densities). Let Z be a random variable with cdf F and unimodal density f with
. Then Theorem 4.1 yields for Kendall's tau of the distribution W at (7)
which is the convolution ofF (z) := 1 − F (−z) and F . Let us additionally assume that f is symmetric about its mode at zero. ThenF = F , and the unimodal function F 2 − F 1 has its maximum at r = (µ 1 + µ 2 )/2. Hence, the function t : (r, ∞) → (−∞, r) is given by t(s) = µ 2 +µ 1 −s. If F = Φ is the standard Gaussian cdf, then Φ * Φ(x) = Φ(x/ √ 2), and, therefore, τ = 4Φ((µ 2 − µ 1 )/ √ 2) − 1. In particular, τ = 1 if µ 1 = µ 2 , τ = 0 if µ 1 − µ 2 = √ 2Φ −1 (3/4) ≈ 0.954, and if µ 2 − µ 1 → −∞, then τ → −1. For Spearman's rho, we numerically computed the integrals in (11) for F = Φ. The values of τ and ρ as functions of µ 1 − µ 2 ≥ 0 are displayed in Figure 2 .
Example 6.5 (Exponential marginal distributions). Let Z be an exponential random variable with cdf F (x) = 1 − e −x , and let X i = Z/λ i , i = 1, 2, with λ 1 ≤ λ 2 . This example is a special case of Example 6.4 because Kendall's tau and Spearman's rho are invariant under monotone transformations of the marginals and the stochastic ordering is preserved if we transform both marginals with the same increasing function. Considering log(X i ), i = 1, 2 shows that we are in the same setting as in Example 6.4. However, we can also compute τ and ρ directly. Kendall's tau is given by
Note that τ = 1 if λ 1 = λ 2 , τ = 0 if λ 1 /λ 2 = 1/3, and τ → −1 as λ 1 /λ 2 ↓ 0. The function
is unimodal on [0, ∞) with maximum at r = (log λ 2 − log λ 1 )/(λ 2 − λ 1 ). Therefore, we can use (11) to compute ρ. Considering the increasing transformation λ 1 X i , i = 1, 2, we see that τ and ρ only depend on λ 1 /λ 2 ≤ 1. Figure 3 provides plots of τ and ρ as functions of λ 1 /λ 2 ∈ (0, 1].
Generalizations
A multivariate version of Theorem 1.1 is the following.
Theorem 7.1. A random vector (X 1 , . . . , X n ) with marginal cdfs F 1 , . . . , F n satisfies P(X 1 ≥ · · · ≥ X n ) = 1 if and only if X i = V (i) where V (1) ≥ · · · ≥ V (n) are the order statistics of a random vector (V 1 , . . . , V n ) with exchangeable components and such that for j = 1, . . . , n P(V 1 ≤ x, . . . , V j ≤ x) = 1 n j n−j+1 ℓ=1 n − ℓ j − 1 F ℓ (x). Conversely, if the vector (V 1 , . . . , V n ) obtained as the random permutation of (X 1 , . . . , X n ) then it is exchangeable and the formula for P(V 1 ≤ x, . . . , V j ≤ x) is essentially the inversion of the first equality in the above equation.
A variant of Theorem 1.1 applies to random elements in a lattice E with partial order , and with ∨ being the maximum and ∧ being the minimum operation. Endow E with the σ-algebra generated by {y : y x} for all x ∈ E. Since these events form a π-system, the values P(X x), x ∈ E, uniquely determine the distribution of an E-valued random element X.
In this case, Theorem 1.1 admits a direct generalisation. Namely X 1 X 2 a.s. if and only if X 1 = V 1 ∨ V 2 and X 2 = V 1 ∧ V 2 for a pair (V 1 , V 2 ) of exchangeable random elements in E such that P(V i x) = 1 2 (P(X 1 x) + P(X 2 x) and P(V 1 x, V 2 x) = P(X 1 x).
