











GARCH (generalized autoregressive conditional heteroskedasticity) モデルや



















.1 ボラティリティ (IV) の推定
高頻度データによるボラティリティ推定方法としては､ Realized Variance
(RV) が標準的なボラティリティ推定量である｡ RVは単に期間中の収益率
の 2乗の和であり､ 計算が簡便なことから､ 多くの先行研究が RVを用いて
おこなれてきた｡ 事実､ 標準的な枠組みでは､ RV は Integrated Variance
(IV) の望ましい推定量であるといえる｡
しかし､ 現実的な金融高頻度データの時系列的な特性を考慮した場合､ 実









題の対処方法は､ (Zhou 1996) による研究をはじめとして､ (Bandi and
Rusell 2008)､ (Mancino and Sanfelici 2008) などにより､ その影響の軽減を
図る方法がいくつも提案された｡ さらに (Zhang et al. 2005) や (Barndorff-
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and Medeiros 2008) や (金谷 2009) などのサーベイがあるので､ 詳しくは
そちらを参照されたい｡
第 2の問題は､ ジャンプと呼ばれる急激な価格変動の存在である｡ マーケッ
ト・マイクロストラクチャ・ノイズの場合と同様､ ジャンプがある場合にも
RVは IVの一致推定量ではなくなる｡ ジャンプの存在下での推定量として
は､ 一致推定量である Bi-power Variation (BV)､ 一致推定量ではないが､ ジャ




推定についても研究がある｡ 例えば､ (Podlskij and Vetter 2009) による
MBV (modulated bi-power variation) はジャンプ､ ノイズの両方が存在する
場合にも一致性を有する｡ 本稿では､ (Nagata 2015) で提案されたMBVベー
スを改良した新しい一致推定量を紹介し分析に用いる｡
.2 ボラティリティ (QV) の予測






られる｡ そのような場合には IVではなく､ ジャンプ成分を含めた価格変動
の 2次変分 (Quadratic Variation, QV) をボラティリティと定義し､ QVが予
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測対象となることが多い｡ したがって､ 次の節で詳しく説明するが､ この場
合にはジャンプが存在しても RVは QVの推定量としては望ましい｡
では QVを予測する場合にはジャンプに配慮する必要がないかというと､
実はそうではないことが先行研究によりわかっている｡ (Andersen et al.
2007) や (Forsberg and Ghysels 2007)､ (Nagata 2012) などは､ BVや RAV
などジャンプに頑健な推定量をモデルの予測変数に用いた場合､ QVを予測
するパフォーマンスが向上するという結果が報告された｡ つまり､ たとえ予
測したい変数は QVであっても､ 将来の QV予測によい影響をもたらすとい













(Corsi 2009) によって提案された Heterogeneous Auto Regressive (HAR)
モデルを採用する｡
本稿の概要は以下の通りである｡ 続くⅡ節でボラティリティ推定の理論的
枠組みについて紹介し､ (Nagata 2015) で導出されたいくつかの結果を紹介
する｡ Ⅲ節では利用したデータと分析方法についてであり､ Ⅳ節で分析結果
を報告する｡ 最後にⅤ節で本稿を纏める｡
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 ボラティリティの推定
ここではボラティリティ推定 (IV 推定) の理論的枠組みについて整理す
る｡ まずジャンプが存在する場合の IV推定について､ 続いてジャンプに加





式中の､ は平均過程､ は瞬間ボラティリティ､ は標準ブラウン運動









ここでは､ (1) 式に従う価格過程を離散観測したデータから を推定する
ことを考える｡ (すなわちマーケット・マイクロストラクチャ・ノイズの影
響は一旦ここでは考慮しない｡)  個の価格データ  を時点





ただし である｡ 前節で述べた通り､ は の一致推定















ジャンプが存在する場合の IVの一致推定量として (Barndorff-Nielsen and


















ただし 	はマーケット・マイクロストラクチャ・ノイズであり､ 平均 0 ､
分散 であるような確率変数であると仮定する｡ 観測価格データ 
 を用いた場合､ RVはもちろん BVも IVの一致推定量ではなくなる1)｡
この設定の下でも一致性を有する推定量として､ (Podolskij and Vetter 2009)
によって MBVが提案された｡ スケール変換する前の MBV､ すなわち Un-
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1) より正確には、標本数が大きいとき確率収束せず、発散する｡
であり である｡ はそれぞれ であ
るような定数である｡
(Podolskij and Vetter 2009) はMBVに関して以下の重要な結果を示した｡


































このように､ MBVはジャンプ､ ノイズの存在下でも一致性を有する｡ し
かし､ 前節で述べたように MBVは効率性の観点からはやや既存の IV推定
量に見劣りする｡ この問題に対応する形で､ (Nagata 2015) は Modulated
Three step Variation (MTV) を提案した｡ スケール変換前の MTV である
















ただし と は正の整数であり 


 	と  	を
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これらの結果の証明については (Nagata 2015) を参照されたい｡ 重要な
点は､ MTVは MBVの推定効率を改善していることである｡ (Podlskij and







､ である｡ これは MBVの漸
近分散 よりも小さい｡






れる (Corsi 2009) で提案された Heterogenous Autoregressive (HAR) モデ
ルを採用する｡ このモデルでは誤差項に正規分布を仮定するため､
(Andersen et al. 2003) をはじめとする他の先行研究と同様､ RVそのもので
はなく､  の系列に対してモデルの推定を行う｡ Corsi (2009) に
よれば､ HARモデルは､ その簡単な構造にもかかわらず､ ボラティリティ
系列の時系列的特徴である長期記憶性をとらえることができる｡ よく用いら
れるボラティリティ予測モデルはほかにもあるが､ ここでは各推定量間のパ
フォーマンス比較がしたいのでモデルは HARモデル､ 予測期間は 1 期先予
測に統一する｡ 分析では､ 利用可能なデータを､ パラメータ推定に用いるイ
ン・サンプルと､ 予測の評価に用いるアウト・オブ・サンプルの 2期間に分
割している｡ ここではイン・サンプル期間を全体の 1/2 である1000日に設
定した｡









ここでは将来のボラティリティ (QV) を予測するために､ 説明変数を RV
高頻度データの特性を考慮したボラティリティの予測 109
にかえて BV, RK (Realized Kernel), MBV, MTVにした場合の予測も行う｡
RKは (Barndorff-Nielsen et al. 2008) により提案された推定量で､ ノイズが
存在する場合にも一致性を持つ IV推定量である｡
ある推定量  による予測を行う場合には､ 右辺の説明変数としての各







式中の QVは観測できないので代理変数を用いる｡ 本研究では (15) 式と同




大きさを測る指標として (Patton 2011) のロバストな損失関数に含まれる






























分析期間は2003年11月 5 日から2011年12月23日であり､ 合計で2000取引日
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ズの影響を考慮して､ 5 分間隔の収益率を使った RVを利用した｡
表 2 、表 3 の最上段は日次収益率 ､ 中段は RVを用いて推定された日
次ボラティリティ系列についての結果である｡ 表中の と JBはそれぞ




コード 銘柄名 コード 銘柄名
2914 日本たばこ産業 8031 三井物産
4063 信越化学工業 8058 三菱商事
4502 武田薬品工業 8306 三菱 UFJフィナンシャルグループ
4503 アステラス製薬 8316 三井住友フィナンシャルグループ
5401 新日鐵住金 8411 みずほフィナンシャルグループ
6301 小松製作所 8604 野村ホールディングス
6501 日立製作所 8766 東京海上ホールディングス
6752 パナソニック 8801 三井不動産
6758 ソニー 8802 三菱地所
6902 デンソー 9020 東日本旅客鉄道
6954 ファナック 9432 日本電信電話
7201 日産自動車 9433 ＫＤＤＩ
7203 トヨタ自動車 9437 ＮＴＴドコモ
7267 本田技研工業 9984 ソフトバンク
7751 キヤノン
2) 2015年 7 月時点での構成銘柄｡
同様に､ 日経平均株価指数についても要約統計量を計算した結果をまとめ
たものが表 3である｡
表 2 ､ 表 3 からは金融時系列データの分析を行った場合に頻繁に観察され
る現象である (1) 日次収益率の分布は正規分布であるとはいえない､ (2)
ボラティリティ系列はラグを長くとっても自己相関が 0にならないことが観
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表 3： の要約統計量（日経平均)
平均 標準偏差 歪度 尖度  JB
 0.00 0.02 0.82 37.42 29.58 149127.73
	 4.63 0.47 0.45 4.34 54791.41 303.00
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RV
MTV
図 1 5 分間隔 RVとMTVによる日経225の日次 IVの推定結果
2003年11月5日2011年12月23日
表 2： の要約統計量（個別銘柄)
平均 標準偏差 歪度 尖度  JB
 0.00 0.02 0.11 10.09 51.58 5337.95
	 3.86 0.47 0.62 4.17 39629.40 393.71
 0.00 0.82 0.06 2.65 27.83 18.15
察できる｡
各表の最下段は標準化された収益率に関して､ 同様に要約統計量を計算し
た結果である｡ この値より (3) 収益率を RVの平方根で割ることで標準化
した収益率の分布は､ より正規分布に近くなることが結果から推察できる｡
これら (1)､ (2)､ (3) は金融時系列分析おいて頻繁に観察される典型的
な特徴である｡
データを視覚的に観察するために､ 図 1は日経平均株価指数の日次ボラティ
リティ系列として､ 5 分間隔 RVとMTVによる推定結果を描画したもので







ある｡ 予測の反復はモデルのパラメータ推計､ 予測を 1期づつ進めながら行
うローリング・ウィンドウによって行った｡ 太字はもっともパフォーマンス
が高かった推定量を示す｡ 表 4によれば､ アウト・オブ・サンプルでの予測
力は BVを用いた場合もっとも高くなることが明らかになった｡ 表から得ら





RV BV RK MTV
MSE 0.548 0.528 0.551 0.541




表 5 は､ 個別銘柄について分析を行った結果得られた RMSEと QLIKEの




ただし､ 表 4の指数に関するケースと同様に､ ジャンプのみを除外する推
定量を用いた時､ 最も高い予測パフォーマンスを示すことが明らかになった｡
なお､ これらの結果は真のボラティリティ QVの代理変数を RVとする､
すなわちモデルの被説明変数や損失評価の際の QVを RVして得られた結果
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表 5：HARモデルによる予測結果 (個別銘柄平均)
RV BV RK MTV
MSE 1.978 1.732 1.945 2.106
QLIKE 1.892 1.508 1.792 1.710
最後に 2つほど今後の課題を述べる｡ 1 点目は推定量の選択である｡ 今回






比較分析をおこなった｡ 近年では (Hansen et al. 2011) による Realized-
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