By considering the current components in Figs. 7, it is evident that the dynamic compensations (/xf,) constitute by far the largest share of the input currents. It is therefore desirable to include/x^, for precise trajectory tracking. If the dynamic compensation iersnfxti is neglected, for a controller with comparable gain settings to the computed torque controller, the tracking performance deteriorates significantly as shown in Fig. 8 . The large performance improvement of the trajectory tracking controller with the inclusion of the dynamic compensation illustrates the benefits of model based control algorithms.
Conclusion
Computed torque and sliding mode controllers have been applied to the Workmaster hydraulic robot. The multivariable controllers adequately compensate the dynamics of the robot and result in excellent trajectory tracking performances with and without a load of 50 Kg. The dynamic compensation term, resulting from the estimated model of the robot, constitutes the largest component of the input current. Its omission would result in a large deterioration in performance and highlights the benefits of model based controllers. The sliding mode component is added to the computed torque input in order to improve the system's performance.
Introduction
The diverse and sometimes conflicting information obtained from multiple sensors gives rise to the problem of how to combine such information in order to yield a coherent and consistent description of the system under observation. This is the multisensor fusion problem, and research work using conventional state space fusion methods has been extensive, as evidenced by the work of Abidi and Gonzalez (1992) , Bai-Shalom (1993), and Aggarwal (1993) . Most of these sensor fusion algorithms are centralized and designed for linear systems, whereas most practical problems are nonlinear. The objective of this paper is to outline a new estimation algorithm for nonlinear systems. Its novelty stems from the ease with which it can be decentralized, thus, making fully decentralized data fusion and control for nonlinear systems feasible.
Consider a linear system with state-space representation,
where x(fe) is the state of interest at time k, ¥{k) is the state transition matrix while, u(^) and B(A;) are the input control vector and matrix, respectively. vi{k) ~ A'(0, Q(fe)) is the associated process noise sequence. The system is observed according to the linear discrete equation
z(A:) = H(/t)x(/t) + v(;t),
where x{k) is the vector of observations. H(fc) is the observation matrix and \{k) ~ N{0, R(k)) is the associated observation noise sequence. The estimate of the state x(j) at time ( given information up to and including time j is given by
This estimate has a corresponding variance given by
X(x(0-x(j|;))nz(l),...z(y)]. Information filter is essentially a Kalman filter expressed in terms of measures of information about the parameters {states) of interest rather than direct state estimates and their associated covariances. This filter has also been called the inverse covariance form of the Kalman filter (Barshalom, 1993; Maybeck, 1979; Speyer, 1979) . Assuming Gaussian noise and minimum mean squared error estimation gives the Fisher information matrix as, ?7(fe) = P"'{k\k).
(3)
This information matrix or the inverse of the covariance matrix, is central to the filtering techniques employed in this paper. The starting point is defining the information-state contribution, the associated information matrix and the propagation coefficient, respectively:
The Kalman filter may now be written in terms of these information variables, producing the Information filter.
1.2 The Extended Information Filter. The linear Information filter can now be extended to a linearized estimation algorithm for nonlinear systems by using principles from both the derivations of the Information filter and the EKF. This generates a filter that predicts and estimates information about nonlinear state parameters given nonlinear observations and nonlinear system dynamics. The new filter will be termed the extended Information filter (EIF) and it is the major novel contribution of this paper.
It is important to note that the EIF cannot be extrapolated from the Information filter and EKF in an obvious manner. This is because in the nonlinear case, the function operator h cannot be separated from x{k) in the nonlinear observation equation, and yet the derivation of the Information filter depends on this separation. The details of the derivation of the EIF are well documented in the recent book by Mutambara (1998) . The EIF algorithm is summarized as follows;
Y(/fc|;t) = Y(A:|A:-1)-I-!(/(:).
The information state contribution and its associated information matrix are given, respectively, as
where uik) is the innovation given by 
This filter has several attractive practical features.
• The filter solves, in information space, the estimation problem for systems with both nonlinear dynamics and observations. • The information estimation Eqs. (6) and (7) are computationally and structurally simpler than the EKF estimation equations. This makes the partitioning of these equations for decentralized systems easy.
• The EIF algorithm is computationally less expensive than the EKF because it does not involve the inversion of gain and innovation covariance matrices.
• Since the EIF is expressed in terms of information matrices and vectors, it is easily initialized compared to the EKF.
Results
Simulations were implemented to compare the two linear filters (Kalman and Information filters) and the two linearized filters (EKF and EIF). In order to compare the later and illustrate the characteristics discussed above, estimation problems involving highly nonlinear systems were used. The innovations sequences for the Kalman and Information filters were found to be identical and indistinguishable. This illustrates the algebraic equivalence of the two linear filters. Figure 1 shows the innovations for the EKF and EIF. Although there are slight differences between the two sequences, attributable to numerical errors, the algebraic equivalence of the two filters is illustrated. In terms of filter performance, all the four filters show good estimation performance; unbiasedness, consistency, efficiency and good matching. By inspection and computing the sequence mean, the innovations are shown to be zero mean with variance S{k). There is no visible correlation of the innovations sequences and they satisfy the 95 percent confidence rule. However, in general, the performance of the EKF and EIF is not as good as that of the linear filters. This is because of the nontrivial nature of the Jacobian matrix computation and the general instability inherent in linearized filters.
Conclusions
This paper has outlined estimation techniques which form the basis of fully decentralized data fusion and control for nonlinear systems. The main contribution is the extended Information filter (EIF). Although its derivafion is fairly straight forward (but not trivial) by careful consideration of the EKF and Information filter algorithms, this is the first time it has been derived and its usefulness established. The EIF algorithm is a powerful estimation technique which has since found applications in inde-pendent work by other researchers. Its main advantages over the EKF include easy decentralization, reduced computation and easy initialization.
Robotic Force Control Using Virtual Trajectory Generation
:iioi Timothy S. Fielding' and James K. Mills
A control method is introduced to permit the retrofit of a large class of commercially available industrial robots with a contact force control capability. In this control algorithm, the outer force loop modifies the desired position input trajectory by solving two sets of differential equations as initial value problems.
Experimental results, obtained on a CRS Robotics Corporation A460 six degree of freedom industrial robot, are presented which demonstrate the effectiveness of the proposed approach.
Introduction
This paper presents a control method which allows a Proportional, Integral, and Derivative (PID) joint position controlled robot to be retrofitted with a contact force controller. The contact environment is modelled as a lumped parameter dynamic system, with mass, stiffness, and damping terms. The basis of the proposed force control methodology is the real-time solution of two differential equations which model the robot and the dynamic environment dynamic behavior. Uncertainties in the dynamic parameters of the contact environment are compensated through real time recursive least squares estimation of their values. The contact force control law is implemented on a CRS Robotics Corporation A460 six degree of freedom industrial robot. Experimental results are conducted with the inner joint PID control loop executed at 1000 Hz and the outer contact force control loop executed at 250 Hz, to simulate the slow communication link which would be utilized to implement the outer force control loop on a commercial robot. ' 2 Review of Relevant Literature DeSchutter and Van Brussel (1988) develop a force controller using a hybrid control strategy to implement a trajectory modification control law with an inner position control loop in conjunction with an outer force control scheme. Lasky and Hsia (1991) and Mills (1996) report that adding a trajectory modification algorithm to an impedance controller can achieve contact force tracking. In Colbaugh and Seraji (1993) , a form of impedance control is used when implementing a trajectory modification scheme to achieve contact force control. In Engelmann and Colbaugh (1994) , an adaptive control law was used in an outer control loop to modify the position set points for a contact force control.
Trajectory Modification Force Control (TMFC) Law Formulation
The proposed control approach depends on both the dynamic parameters of the robot and the dynamic parameters of the contact environment. Since the contact environment is likely to be different from one task to another, a real time dynamic parameter estimation algorithm to improve the estimates of the contact environment mass, stiffness and damping properties is included in the method.
Dynamic Equations of Robot and Contact Environment.
The dynamic equations of motion for an n degree of freedom robotic manipulator are given as:
where all terms are defined Spong and Vidyasagar (1989) . The contact environment is modelled as an m degree of freedom lumped parameter dynamic system, where m s 3. Contacts which are very stiff are not considered here. The contact force between the robot and the environment is defined as
where:
is the number of degrees of freedom of the environment, m < 3 generalized contact position of the environment generalized coordinates of the undeflected contact environment, assumed stationary {x" = Xo = 0) Fc e R""^, generalized contact force between the robot endeffector and the environment F e i?""', generalized contact force vector.
Mg e R'""" is the mass of the contact environment Be € R"""" is the damping of the contact environment K. G /?"""* is the stiffness of the contacted environment. Figure 1 illustrates the concept utilized in this work to generate desired contact forces on the dynamic work environment described by Eq. (3.2). In this figure the Virtual Trajectory represents the Cartesian path the robot is commanded to follow, but due to the compliance of the robot and the contact environment, the path the robot actually follows denoted the Actual EndEffector Path. The trajectory modification force controller (TMFC) creates a virtual end-effector trajectory based upon the real time solution of two sets of differential equations. Equation (3.2) is solved as an initial value problem to find the desired position of the actual contact position i.e., Xc(t) , given a desired
Trajectory Modification Force Control Algorithm.

