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Radiotherapy Monte Carlo simulation using cloud
computing technology
C M Poole, I Cornelius, J V Trapp,
C M Langton
Abstract Cloud computing allows for vast computational resources to be lever-
aged quickly and easily in bursts as and when required. Here we describe a tech-
nique that allows for Monte Carlo radiotherapy dose calculations to be performed
using GEANT4 and executed in the cloud, with relative simulation cost and com-
pletion time evaluated as a function of machine count. As expected, simulation
completion time decreases as 1/n for n parallel machines, and relative simulation
cost is found to be optimal where n is a factor of the total simulation time in hours.
Using the technique, we demonstrate the potential usefulness of cloud computing
as a solution for rapid Monte Carlo simulation for radiotherapy dose calculation
without the need for dedicated local computer hardware as a proof of principal.
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1 Introduction
Significant computational overhead prevents the routine use of Monte Carlo simu-
lation applied to radiotherapy problems in the clinical setting, generally as a con-
sequence of limited access to suitable computing hardware. The advent of cloud
computing however provides a low cost and easy to maintain alternative to the set-
up of dedicated computing hardware in the clinic [18,19]. Indeed, several authors
have explored the usefulness of “the cloud” for Monte Carlo simulation [7,10,14,23],
the most notable of which uses Fluka [11] for proton beam dose calculations on
the Amazon Elastic Compute Cloud (EC2, Amazon Web Services LLC, USA) [19].
This work too uses EC2 as the host cloud computing platform, however Geometry
and Tracking 4 (GEANT4) has been selected to simulate a clinical radiotherapy
linear accelerator. Here we aim to show the immediate capability of the cloud
for the purpose of radiotherapy Monte Carlo simulation whilst within the clinical
environment.
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Cloud computing is the use of virtual and remote computer hardware for
the purposes of scalable service provision such as high demand web-hosting with
volatile loading conditions and scientific computation problems requiring signifi-
cant and variable computer or memory resources [4,16,26]. This sounds very much
like the typical function of super computer clusters where a fixed number nodes
may be configured to perform many possible functions, and resources are allo-
cated based on job priority. The cloud computing paradigm, however, differs from
this fix-resource model by enabling the number of nodes in the cluster to expand
and contract dynamically based on demand. This is accomplished with the use
of nodes, or instances, that are usually configured and booted once to perform a
single task before being shutdown again; ready to accept a new configuration. The
advantage of this is that many similar nodes can be launched simultaneously to
perform a single task in parallel. As these instances are virtual, the configuration
is not limited to software. Hardware can be configured as well, such as the amount
of RAM, CPU power and disk storage space for example.
In the following we describe the process of executing a pre-existing GEANT4
simulation of a clinical linear accelerator [8] on the Amazon EC2 computing re-
source. The method has application outside of radiotherapy and is not restricted to
AWS, however a radiotherapy linear accelerator Monte Carlo simulation executed
using AWS is used here as proof of principal.
2 Methods
GEANT4 is a C++ toolkit for the simulation of particle transport through ge-
ometry and is the Monte Carlo toolkit selected to carry out this work. It is used
widely in the field of high energy physics [2] and sees increasing adoption for ra-
diotherapy treatment simulation [2, 5, 13, 17, 20, 24]. Flexible geometry definition
and physics process customisation provides the user with a high level of control,
and the opportunity to simulate a wide range of radiotherapy techniques including
brachytherapy, hadron therapy and intensity modulated radiotherapy [3]. Addi-
tionally, as it is a developers toolkit, it is an ideal platform for experimenting
with new parallelization techniques and simulation hosts such as cloud computing
platforms.
For this study, EC2 provides scalable computing instances and the Amazon
simple storage solution (S3) provides the off-instance data storage area. Compute
capability of a particular AWS instance type is described using the “EC2 compute
unit”, where one compute unit is the equivalent CPU capacity of a 1.0-1.2 GHz
2007 Opteron or 2007 Xeon processor [1]. At creation, any EC2 instance may
have custom user data parsed to it, the user data itself may take on any form
whether it be binary, ASCII or otherwise - subsequently this user data may be
used to uniquely configure running tasks on the instances. Two modes of access
are available to the users, on-demand instance creation billed at a fixed hourly
rate, or a variable rate where the user may bid for unused instances with the
time to availability varying depending on current demand – this is known as the
spot market. Access to the resources provided by AWS cloud services such as
EC2 and S3 and the cloud services provided by other vendors can be performed
programatically using the boto Python module [12].
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2.1 AWS Instance Set-up
A single instance of type t1.micro was launched using the pre-built and official
Ubuntu 10.04 LTS 64 bit Amazon Machine Image (AMI) with identifier ami-
3202f25b. The boot process itself was similar to the normal boot process for a
default install of any recent version of the Ubuntu server distribution [25]. Unlike a
conventional local install however, the libcloud [6] package was installed by default
on the AMI enabling access to user data parsed to the instance at the time of
creation. GEANT4 version 9.3 and its dependencies were compiled and installed,
and the instance was then saved as a custom AMI using the menu options available
in the AWS dashboard. Once, saved, this custom AMI was available to boot up to
20 instances with the default AWS account set-up. In the case of booting 20 High
CPU Extra Large EC2 instances, 160 CPU cores were made available to the user
with a total compute capability of 400 EC2 units.
2.2 Distributing Jobs in the Cloud
A Monte Carlo model of Varian Clinac was commissioned for dose calculation
as described elsewhere [8]. Along with a Python (Python Software Foundation,
USA) [21] interface to the simulation, the boto Python cloud computing module
was used to automatically distribute jobs to the cloud environment from the local
user machine. A job launcher was created that managed the packing of a job
description and data into a compressed archive and the launching of a group
instances, see figure 1. For a given job, the simulation configuration included a
manifest of all files and folders to be included as job data. Using the tarfile Python
module, part of the Python standard library [21], each file or folder in the manifest
was added to an archive, followed by compression and writing to disk. From the
local user machine, the compressed job archive was uploaded to S3 one time per
unique simulation using boto. An EC2 reservation was requested which launched
the prescribed number of instances for the job; a process fully managed by the boto
Python module and EC2. Each instance had user data containing the simulation
configuration including the location of the job archive on S3 transmitted to it
automatically.
At instance boot time, a Python script was automatically executed, recovering
the simulation configuration from the pre-transmitted user data. A pool of worker
processes with a pool size equal to the number of processor cores available on the
instance was then created using the multiprocessing Python module [21], see figure
2. This worker pool enabled a simulation described in a Python function to be ex-
ecuted multiple times and concurrently across a number of processes equal to the
pool size. On each instance, the master process managing the pool of worker pro-
cesses, waited for all workers to finish execution, and subsequently combined and
compressed the results returned by each worker process. Finally, the compressed
result was uploaded to S3 to a location specified in the simulation configuration
and the instance was terminated as soon as possible, thus minimising the potential
of cost escalation. Retrieving results from S3 could be performed using the AWS
dashboard and a web-browser. For execution of instances on the spot market, a
maximum bid price could be specified at the time of reservation and configured as
a parameter along with all other simulation parameters. From the user perspec-
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tive, there was no difference between a instance acquired on-demand or bid for on
the spot market.
2.3 Benchmarking Performance and Relative Cost
High CPU Extra Large EC2 instances were chosen for all jobs executed in the cloud
as they provided the highest on-demand compute density for absolute cost. A series
of test simulations were performed so as to examine simulation performance as a
function of EC2 instance count. Using the GEANT4 geometry primitive G4Box,
a 40 cm cubic water phantom was defined and positioned with its center at the
iso-center of the linear accelerator; with a 100 cm source to axis distance (SAD) or
80 cm source to surface distance (SSD). Irradiated with a jaw defined 5×5 cm field
and gantry and primary collimator angles set to zero, 2.5× 106 electrons incident
on the copper target in the linear accelerator treatment head were simulated. The
simulation was repeated for a range of EC2 instance counts (1 ≤ n ≤ 20) on the
spot market with simulation completion time (the time elapsed from starting a
job to uploading a result to S3), instance uptime, total simulation time (the total
real CPU time used) and total simulation cost were recorded. On-demand instance
cost was calculated from the billed instance hours multiplied by the on-demand
rate for the High CPU Extra Large instance type and compared to the actual cost
incurred as a result of simulating the above using instances on the spot market.
3 Results
3.1 Simulation Output
Figure 3 shows typical output for the simulation described in section 2.3 using a
2 mm scoring dose grid. All dose values are shown normalised to the maximum
central axis dose. The size in memory for the entire dose grid with 200×200×200
voxels using single precision floating point values was 32 MB per worker process
for a total of 256 MB per instance.
3.2 Compute Performance
For the simulation described in section 2.3 the average time from instance boot
to the start of the simulation on the same node was 59 ± 1s. Figure 4(a) shows
the simulation completion time tc as a function of instance count; it was found to
follow
tc =
ts
ninp
, (1)
where ts is the total simulation time required, ni ∈ N? = {1, 2, 3, . . . , 20} is the
number of instances used per job and np ∈ N? = {1, 2, 3, . . . , 8} is the number of
processors available per instance. Noting that the default AWS accounts allowed for
a maximum of ni = 20 instances, and the maximum number of processors available
per instances was np = 8 as of August 2012 [1]. Total simulation time or the total
real CPU time consumed for the simulation as a function of instance count is shown
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in figure 4(b). Mean total simulation time required for the simulation described
in section 2.3 was ts = 26.1 ± 0.2 hours where the uncertainty represents one
standard deviation about the mean.
3.3 Relative Usage Costs
Where the instance count was greater than the simulation completion time in
hours, cost escalation was linear with increasing instance count, see figure 5. Bil-
lable instances hours required to complete a given job requiring ts total compute
hours were found to follow
ti = ni
⌈
ts
ninp
⌉
= ni dtce , (2)
where ti ∈ N? = {1, 2, 3, . . .} is the total billable instance hours and d. . .e indicates
the ceiling function, noting that the uptime of a given instance was rounded up
to the nearest hour for the purposes of billing. Simulations running at least total
cost were found where the simulation time in hours was wholly divisible by the
total number of instances running for that job, corresponding to the factors of
dts/nie ∈ N? = {1, 2, 3, . . .}.
4 Discussion & Conclusion
Using a GEANT4 simulation of a clinical linear accelerator, executed on the Ama-
zon Elastic Compute Cloud, we have demonstrated the potential usefulness of
cloud computing for rapid radiotherapy dose calculation. Additionally, a simple
formulation allowing for the optimal selection of instance count for least cost has
been proposed, given some estimate of total simulation time required. Figure 4(a)
shows simulation time decreasing as 1/n with increasing instance count as observed
by others [19], cost however increases linearly with increasing instance count when
simulation time in hours is less than the instance count, as shown in figure 4(b).
For a given simulation, if time is not a critical factor, the number of instances used
can be tuned for least cost by ensuring each instance is in use for whole hours,
as Amazon EC2 instances charges are not prorated for partial instance hour us-
age. However, in an environment where time is critical, increasing instance count
reduces simulation time with a linearly increasing cost penalty. At the user simula-
tion level, this cloud based computing option is no different to current distributed
computing technologies, and we find its performance to be suitable enough for
application to more complex dose calculations such intensity modulated radio-
therapy, and those applied to full CT datasets. The wide range of EC2 instance
types and configurations available should allow for its use in any field of scientific
computing where large amounts of CPU time and/or RAM are required.
Application of this technique enables a GEANT4 user to perform a simula-
tion in a distributed compute environment, with a low entry cost and no express
need for dedicated compute hardware. Whilst we note that the absolute cost of
20 × 8 CPU core EC2 instances used continuously for 12 months would be suffi-
cient (approximated based on 2012 prices) to purchase and operate an equivalent
local computer cluster, this cloud based solution is almost free of ongoing system
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administration. It is also dynamically scalable based on current demand, and the
user does not need to consider ongoing hardware maintenance and upgrades; such
activities are performed transparently by AWS in this case. Furthermore, it is not
unreasonable to expect benefits of future hardware innovations will be pass on to
users either via lower usage costs or high performance EC2 instance options.
For clinics in developing countries for example, which may not have sufficient
resources to provide adequate cancer care [15] much less manage dedicated com-
pute hardware, this may be of particular benefit. Indeed, the shortfall in the qual-
ity of cancer care in developing countries has been identified by others [15, 22],
in particular the relationship between inadequate staff training and suboptimal
treatment delivery [22]. Systems to remedy this have been proposed by others,
and of particular note is the Hospital Platform for E-health (HOPE) [9] enabling
the remote verification of radiotherapy treatment plans and other diagnostic and
therapeutic tests. Adoption of initiatives such as HOPE, coupled with the compu-
tational resources provided by the cloud and the simulation techniques described
here within may offer significant scientific and social benefit.
Presently this work is part of a software toolkit using GEANT4 for the sim-
ulation of clinical linear accelerators [8]. Source code for running GEANT4 sim-
ulations on EC2 as described here is freely available and may be obtained from:
http://code.google.com/p/manysim/
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Fig. 1 Launching EC2 instances from the local user machine. The launch script takes a
configuration and parses it as user data to a pool of EC2 instances, and compresses the job
files for upload to S3.
Fig. 2 Simulation configuration and worker pool creation on each EC2 instance. On each
EC2 instance, user data is parsed to a boost script which downloads the jobs files from S3 and
launches a master process which subsequently creates a pool of worker processes.
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(a)
(b)
Fig. 3 Simulation output; (a) shows the central axis depth dose and (b) shows the dose
distribution of the central slice in the water phantom. Note that the iso-center of the simulated
linear accelerator was positioned at (0, 20) in (b).
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(a)
(b)
Fig. 4 Simulation time (a) where stars indicate the total instance up-time, squares indicate
the time to simulation completion and the dashed line indicates the predicted simulation
completion time (equation 1); marker size indicates 2 standard deviations about the mean,
R2 = 0.97. Billable instance time (b) as a function of instance count where stars indicate
the total compute required, triangles indicate the billable instance time, and the dashed line
indicates the predicted billable instance time (equation 2).
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Fig. 5 Simulation cost as a function of instance count where squares indicate the incurred
cost as a result of bidding for Amazon EC2 High CPU Extra Large instances on the spot
market (0.223 USD/hour), triangles indicate the equivalent cost had the on-demand rate of
0.68 USD/hour been charged, and the solid and dashed lines indicate the predicted instances
hours (equation 2) multiplied by the hourly rate.
