Detection of facial landmarks and accurate tracking of their shape are essential in real-time applications such as virtual makeup, where users can see the makeup's effect by moving their face in diverse directions. Typical face tracking techniques detect facial landmarks and track them using a point tracker such as the Kanade-Lucas-Tomasi (KLT) point tracker. Typically, 5 or 64 points are used for tracking a face. Even though these points are enough to track the approximate locations of facial landmarks, they are not sufficient to track the exact shape of facial landmarks. In this paper, we propose a method that can track the exact shape of facial landmarks in real-time by combining a deep learning technique and a point tracker. We detect facial landmarks accurately using SegNet, which performs semantic segmentation based on deep learning. Edge points of detected landmarks are tracked using the KLT point tracker. In spite of its popularity, the KLT point tracker suffers from the point loss problem. We solve this problem by executing SegNet periodically to recalculate the shape of facial landmarks. That is, by combining the two techniques, we can avoid the computational overhead of SegNet and the point loss problem of the KLT point tracker, which leads to accurate real-time shape tracking. We performed several experiments to evaluate the performance of our method and report some of the results herein.
1 Introduction makeup on their face by selecting cosmetic products and makeup style. This kind of personalized experience is useful in purchasing cosmetic products or determining makeup style. Furthermore, with the increasing popularity of online shopping, virtual experience has become more critical than ever as it can contribute to purchasing relevant products.
Recently, several smartphone applications have been developed to present various effects to a person's face using decoration and makeup. These applications recognize the user's face, detect its facial landmarks, and synthesize each landmark with a predefined template. Therefore, such synthesis usually requires a fixed view of a face, such as front view or side view depending on the type of decoration or makeup. This has been a severe restriction because users want to see the 3D effect of such decoration or makeup by moving their face in different directions. This restriction can be alleviated if we can detect facial landmarks and perform the decoration or makeup in real-time. This is especially useful to verify the effect of a particular cosmetic product. Using this technique, we can effectively change the makeup of a specific character in a video. To do this, we need to track facial landmarks in real-time. Thus far, face-tracking techniques have calculated facial landmark points using image processing, machine learning, or deep learning, and have tracked those points using a point tracker. Typically, 5 or 64 facial landmark points are used; facial landmarks do not include the hair region. Since these points are sufficient to track the approximate location of facial landmarks, they can be used to synthesize a template based on the original image. However, for virtual makeup and sophisticated face tracking, we need to track the exact shape of the facial landmarks in addition to their location.
On the other hand, most face-tracking techniques do not consider hair despite it being an important component of makeup that needs to be tracked. The problem with hair is that it is difficult to detect its shape because of the wide range of colors and shapes in the real world. In our previous work [19] , we had proposed a method that determines personal color by analyzing a face image and performs virtual makeup according to the personal color. We had used Dlib [14] to detect facial landmarks and applied makeup to the detected landmarks based on their coordinates. Results showed that the virtual makeup was not good because the coordinates did not represent the landmarks accurately. In addition, the method showed limited performance in detecting hair region and thus we could not perform hair coloring effectively. To solve these problems, we proposed a new facial landmark detection method based on SegNet and showed that virtual makeup, including the hair region, can be performed effectively [12, 13] .
As previously mentioned, for a more effective virtual makeup system, users need to observe the makeup effect as they move their face. SegNet is a deep learning technique used for classifying a large-scale image repository and requires significant computational resources. In our experiment, the processing time of SegNet for landmark detection was approximately 0.12 s. This is enough for processing a single image, but it is too slow to handle video stream that requires a processing speed of 30 fps. To solve this problem, we use SegNet to detect facial landmarks of a video frame and then track the landmarks using the Kanade-Lucas-Tomasi (KLT) point tracker. Even though this method is fast, it suffers from the point loss problem. This problem can be solved by executing SegNet periodically and using the detected landmarks for tracking. This paper is organized as follows; Section 2 introduces related works and Section 3 describes how to track the exact shape using facial landmarks in real-time. Experimental results of the proposed method are described in Section 4 and Section 5 concludes the paper.
Several past works focused on recognizing face in an image and tracking it in real-time. Recently, Convolutional Neural Network (CNN) has significantly improved the performance of image classification and recognition, especially on a large scale. Real-time face tracking requires quick and accurate facial landmark recognition. Depending on the purpose, exact shape and location of facial landmarks should be detected and tracked.
Face tracking
Face tracking is a technology that can be used in various fields. During the tracking process, as we have to predict the position of the next frame features, the change of illumination, facial expression, and position becomes a problem. Various tracking techniques have been developed to address this. Zaheer Shaik and Vijayan Asari proposed face detection and tracking method [23] . Face features are obtained using Viola-Jones face detection [26] in the first frame and then the Kalman filter [3] is used for predicting the position of the points in next frame. In [11] , feature points were extracted using the KLT point tracker and then facial tracking was performed using the pyramidal Lucas-Kanade Feature Tracker. Wettum performed a comparative experiment to determine the best algorithm for real-time tracking with smart phone [27] . To compare the four algorithms, namely Lucas-Kanade (LK) [17] point tracker, Structured Output Tracking with Kernels (Struck) [9] , Discriminative Scale Space Tracker (DSST) [5] , and Kernelized Correlation Filters (KCF) [10] , the Dlib Facial Landmark Detector (DFLD), which is a facial landmark localization library [14] and Deformable Shape Tracking (DEST) [6] were used as comparison objects. Results indicate that LK tracker and DSST are the algorithms that can be used for actual facial landmark tracking. However, as DSK cannot be performed in real-time, we can conclude that LK is the most useful algorithm for facial landmark tracking. In some cases, deep learning has helped detect objects in real-time. Kaipeng Zhang et al. proposed a lightweight CNN model called multi-task cascaded convolutional networks (MTCNN) [28] for real-time face detection. The MTCNN consists of three CNNs-P-Net, R-Net, and O-Net. In this process, the candidate bounding boxes are first produced to P-Net, then the refined bounding boxes are provided to the R-NET, and finally the O-Net produces final bounding box and facial landmark position.
Object recognition
Ross Girshick proposed R-CNN for object detection [8] . R-CNN uses selective search algorithm that combines adjacent pixels with similar color or intensity patterns to find the bounding box, after which it resizes the extracted bounding box to input to CNN, and finally sorts the image using Support Vector Machine (SVM). However, R-CNN has the disadvantage of low speed because all the bounding boxes are fed to CNN as input. To solve this problem, Shaoqing Ren et al. proposed Fast R-CNN [7] that uses the concept of region of interest pooling (RoIPooling). They collected RoI information using selective search, and constructed a feature map for the entire input image using CNN. Then, they extracted a bounding box area by evaluating the stored RoI information using RoIPooling. Still, selective search is timeconsuming. Shaoqing Ren et al. proposed Faster R-CNN [21] that contains Region Proposal Network (RPN). RPN is a CNN that plays a role similar to selective search to create RoI. Another method for real-time object detection is the You Only Look Once (YOLO) proposed by Joseph Redmon et al. [20] . YOLO divides an image into a N x N grid and for each grid, it calculates B bounding boxes, confidence for those bounding boxes, and C class probabilities. The confidence score of a box indicates its accuracy in recognizing objects in the bounding box. Final bounding boxes are obtained by combining the confidence score and class probability map.
Semantic segmentation
Jonathan Long et al. first proposed a model for semantic segmentation [16] called Fully Convolutional Networks (FCN) that replaced the fully connected layer of CNN with a convolutional layer. They then used a method to restore the pixel information by upsampling the output with the features of the previous layer. However, the output from the convolutional layer and the pooling layer has a resolution problem. Moreover, the details also disappear because this resolution is upsampled again. To solve this problem, So Noh. H et al. proposed deconvNet [18] . DeconvNet consists of a convolutional network and its corresponding deconvolutional network. After storing the pooling location information in the convolutional network, it is used for unpooling in the deconvolutional network. Therefore, more sophisticated restoration is possible, and the details of pixel information can be saved. Similarly, Olaf Ronneberger et al. proposed U-net [22] . U-net is used for upconvolution by copying and cropping the feature map from the convolution layer. Vijay Badrinarayanan et al. proposed SegNet [1] , which is a combination of deconvNet and U-net structures. The encoder is composed of several CNN layers, and the decoder network has a corresponding structure. Unlike deconvNet, SegNet reduces parameterization that requires computational resources and adds pooling indices that are not in U-net for unpooling.
Proposed method
Although computer hardware has been steadily improving, it is still difficult and expensive to perform real-time semantic analysis for video stream based on deep learning. Thus, in this paper, we combine a deep learning technique for accurate landmarks detection and a traditional tracking technique for fast landmarks tracking. Figure 1 shows our semantic tracking process. First, we detect facial landmarks using SegNet. Then, we calculate edge points of facial landmarks using Canny edge detection and track those points using the KLT point tracker. If landmark points disappear for certain reasons during tracking, the KLT point tracker may lose the points and its tracking result remains incomplete. If face movement is too fast, the tracked Fig. 1 Overall architecture for semantic facial landmark tracking points may not locate the landmark correctly. Therefore, we use the outcome of SegNet and Canny edge detection periodically to refresh the tracking points of the tracker. In this way, we overcome the computational overhead of deep learning and the point loss problem of the KLT point tracker.
Facial landmark points extraction
As mentioned earlier, we used SegNet to detect facial landmarks. The basic network structure is almost the same as that used in [1] and its overall architecture is shown in Fig. 2 .
We maintained the initial settings in [1] and trained the network using pre-trained VGG16 model, which is a deep learning technique designed to classify an ILSVRC dataset. Initial training dataset consists of 150 frontal face images and 30 profile face images. In order to strengthen our method, we produced and added more varied images in terms of color and shape by performing diverse operations such as image rotation and noise filtering on the original images. As a result, we obtained 6840 images as training set. We defined nine classes to describe facial landmark features and produced ground truth manually for each image in the dataset. Figure 3 shows some of the original images and their transformed images created using rotation, noise insertion, or both. Figure 4 shows the ground truth for each image in Fig. 3 . In this figure, each landmark is marked with a different color defined in Table 1 . Figure 4 shows that the transformed images have the same ground truth as the original images. This is because the ground truth reflects only the shape of the landmark, and the noise does not affect the shape of object but it does affect intensity or color in the image.
Facial landmarks are extracted using SegNet, and the mask of each landmark is created for semantic tracking. The mask is a set of points that represent each facial landmark region. We use these points for tracking. However, landmarks consist of thousands, even tens of thousands, of pixels. Thus, tracking all the points using the KLT point tracker requires significant computational time and cannot catch up with the video stream speed. To reduce the number of points to be tracked without degrading the landmark shape, we need to perform point sampling that satisfies the following requirements:
1. The number of points should be small enough to meet the required frame per second(fps). 2. It should be easy to recover the landmark shape from the sampled points. As a point sampling to satisfy these conditions, we decide to utilize the contour points of a landmark as tracking points of the landmark. In fact, by using a contour as tracking points, we can reduce the number of points to track remarkably compared to the mask. According to our experiment, the number of points to track has been reduced by more than 85%. Moreover, it is easy to recover a mask from its contour using a simple operation such as Convex hull [2] or Morphological filling [24] . To obtain the contour, we first apply the median filter [15] on the facial landmark mask to remove noises and then we apply Canny edge detection [4] . The median filter is known to be effective on salt and pepper noise, which is similar to the noise during the landmark detection by SegNet. Figure 5 shows all the steps to calculate the contour of an image and Fig. 6 shows the processing time of the KLT point tracker according to the number of tracking points.
From the figure, we can see that the number of points should be less than 3000 to achieve speeds above 30 fps. In this experiment, we used a 224 × 224 image. In most cases, this number of points are enough to represent facial landmarks. For instance, a long-haired woman with close-up face, which is expected to need the most tracking points, requires approximately 1500 tracking points. Hence, it is reasonable to utilize the contour of facial landmarks as tracking points for tracking them in real-time.
Kanade-Lucas-Tomasi point tracker
To track the landmark points, we used the Kanade-Lucas-Tomasi (KLT) point tracker [25] . The key premise of the KLT point tracker is that during a very short period, there is no change in brightness and only a change in position occurs. Let the pixel brightness of arbitrary coordinates x and y at time t be I (x, y, t). If δx and δy are the distance moved during δt, which is very short, then the brightness can be represented by I(x + δx, y + δy, t + δt). According to this premise, I(x, y, t) = I(x + δx, y + δy, t + δt). In terms of face video, the difference between two adjacent frames is not substantial. That is, δx and δy are very small. Figure 7 shows an example of calculating differences between two adjacent frames. In the figure, (a) shows the original frames and (b) shows the difference between adjacent frames. We represent the difference between two adjacent frames by the inverted color for clarity. That is, the larger the difference in color of the corresponding pixels between the two frames, the Fig. 4 Ground truth of facial landmarks with a different color darker the color is. As shown in the figure, the difference is small enough to apply the KLT point tracker to a small unit of frames. Figure 8 shows tracking result using the KLT point tracker. We can see that the ground truth and the tracking result are very similar.
To compare both images numerically, we used Mean Square Error (MSE) as following:
Here, f1 _ pixel i , f2 _ pixel i are (i, j) pixel of each frame. f1, f2 can be same or different frame both. If f1, f2 are same frame, MSE will be 0. mn is the total number of pixels. In the example, the size of image is 224 × 224 × 1 and 25fps. MSE calculation result is described in Table 2 . As shown in the Table, MSE of the KLT point tracker and ground truth is less than 5% for a short time of about 1 s. In conclusion, typical face video satisfies the premise of the KLT point tracker. Therefore, it is reasonable to utilize the KLT point tracker for facial landmarks tracking. Another advantage of the KLT point tracker is that it is fast enough to conduct real-time processing. For instance, in [25] , they demonstrated point tracking using the KLT point tracker with GPU in 2008. Based on the hardware performance at that time, they Fig. 5 Calculating facial landmark contour for tracking achieved processing speed of over 200 fps for 720 × 576 resolution video. Current hardware performance allows real-time tracking even without GPU. Regardless of these advantages of the KLT point tracker, it has several limitations. First, if the tracked object disappears for some reason, such as if the object is out of screen, the tracking points are lost. Second, if the points become completely different, such as if the face is turned to both sides, point loss problem may occur or it will not describe the facial landmark correctly even when the number of points is maintained. These lost points are difficult to recover. Figure 9 shows such examples. In the figure, (a) shows the facial landmark points calculated by SegNet and point sampling for a frame with full face. If the subject moves his face closer to the camera or turns his head to the left, part of his face gets out of the camera as in (b) or (c). At this point, due to the point loss problem, those lost points will not be recovered even if his whole face gets back into the camera. If the point loss problem occurs repeatedly, then, the total number of tracking points would decrease accordingly. A quantitative analysis of point loss rate will be covered in the experiment section. 
Combined point tracker
In the previous section, we showed that the KLT point tracker is not appropriate for real-time semantic tracking because of several limitations. We thus proposed to use the KLT point tracker and SegNet where we first detected facial landmarks from the first frame of face video using SegNet and then tracked them using the KLT point tracker. Average processing speed of the SegNet in our experiment was approximately 0.13 s. To maintain 30 fps of face video, the processing speed should be faster than 0.033 s per image. Therefore, when tracking using the KLT point tracker, SegNet performs landmark detection every four frames simultaneously. When the feature detection is complete, the current track points used in the KLT point tracker are replaced with the new ones. SegNet points are more accurate than the current KLT tracker's points. However, considering the difference between the four frames, better precision in tracking can be achieved. Thus, we add an average variation of last four frames on SegNet points.
Here, P c is a set of modified points in time t that are used in the KTL point tracker and P s is a set pf points that are obtained from SegNet in time t. Δ(x, y) is defined as
P K is a set of points that are calculated from the KLT point tracker in time t and n is the number of total points. Note that four frames take approximately 0.12 s, which is too unsubstantial to cause the point loss problem. 
Landmark points detection accuracy
To evaluate the landmark detection accuracy of SegNet, we used 100 face images not included in the training set. We created the ground truth for each image and evaluated the landmark detection result by comparing it with the correct answer set. Figure 10 shows the landmark detection result. In the figure, (a) and (b) represent input face images and their landmark detection result overlaid with the original images, respectively. As shown in the figure, every landmark is well detected, and their accuracy is shown in Table 3 . The accuracy was calculated through pixelto-pixel matching. When performing pixel-unit matching, we set the threshold value to zero, which indicates that the detected landmark is exactly matched to the predefined answer of the landmark.
As shown in the table, most landmarks are well detected with greater than 90% accuracy, and majority of the errors occur around the neighboring landmark region. For example, the pupil was mistaken as sclera, or the skin was mistaken as hair or background. As we have confirmed that SegNet can accurately detect facial landmarks, we use the landmarks extracted from each frame using SegNet as the ground truth when evaluating tracking accuracy in the following experiments. Even though the SegNet can detect facial landmarks accurately, it is rather slow to use for realtime processing. On the other hand, the KLT point tracker is fast but less accurate. The most important factor in real-time tracking is the processing speed, which should be fast enough to catch the fps of the video stream. In order to evaluate the real-time tracking capability of our approach, we used 30 videos with a running time of approximately 5 to 30 s. In addition, we adjusted the size of the videos to 224 × 224 to apply the SegNet. Every video had a frame rate of 25 to 30 fps. Figure 11 shows sample video segments. In the figure, (a) shows a slowly moving face, while (b) and (c) show a fast moving face or camera and a face deviating from the camera, respectively. To evaluate the processing speed of our proposed method, we calculated the processing time of the KLT point tracker, Dlib, and SegNet for one frame. The processing time of the KLT point tracker represents the time taken to calculate the coordinates of tracking points in the next frame for the tracking points in the current frame. In the case of Dlib and SegNet, it represents the time taken to detect facial landmarks from the input frame. In particular, for the SegNet, it includes the point sampling processing time. We measured fps approximately 5000 times and calculated their average processing time and maximum possible fps. Table 4 shows the result.
Hence, to maintain 30 fps, which is the play rate of a typical video stream, approximately 34 images per second should be processed. While the KLT point tracker is fast enough to process video stream, Dlib and SegNet are too slow for video stream. In addition, although Dlib is faster than SegNet, 68 tracking points are not enough to describe the shape of facial landmarks. Even worse, it does not describe hair at all. As a compromise, we decide to perform facial landmarks detection for every fifth frame using the SegNet and shape tracking of the four frames in between using the KLT point tracker, which enables real-time tracking of facial landmarks without the need for any expensive hardware. Table 5 shows the number of tracking points and fps of SegNet, KLT point tracker, and their combination.
Landmark points tracking accuracy
In the first experiment, we showed that SegNet can detect facial landmarks accurately. Hence, we utilize SegNet to construct the ground truth of landmark points of the frames and use it to evaluate how well the KLT point tracker and KLT + SegNet can track the landmark points. In particular, we focus on two factors in the evaluation: The first factor is the point loss rate and the second factor is the detection accuracy of landmark points. The point loss occurs when a face in a video moves quickly, rotates, or goes out of the camera range. Since the point loss effect accumulates, the shape tracking results would deteriorate without recovering the lost points. The point loss rate can be defined as the ratio of the number of tracked points to the number of ground truth points. As mentioned earlier, we use two types of videos in the experiments: The first type contains slowly moving face that stays in the camera range. The second type contains fast moving face that sometimes goes out of the camera range. Figure 12 shows the point loss rates of KLT point tracker and KLT + SegNet.
In the figure, (a) and (b) show the point loss rates of sample videos with slowly moving face and fast moving face, respectively. Overall, the KLT pointer tracker showed low point loss rates for the videos with slowly moving face and some of the lost points recovered. On the other hand, it showed very high loss rates for the videos with fast moving face. The lost points did not recover and in the worst case, all points were eventually lost due to the accumulation of point loss effect. On the other hand, our KLT + SegNet showed low and steady point loss rates for both types of videos. In particular, the effect of restoring tracking points via SegNet is prominent for the videos with fast moving face. Figure 13 shows the results of point tracking by KLT point tracker (a) and our KLT + SegNet (b) for videos with fast moving face. Table 6 shows the average point loss rates of KLT point tracker and our KLT + SegNet for slow videos and fast videos. When recovering and tracking, it is very critical to maintain the number of tracking points that really represent the facial landmarks. Hence, to assess how well extracted points match the shape of facial landmarks during the tracking, we measure the validity of points by calculating the distance of an extracted point to the nearest ground truth point. In this paper, we considered a point to be valid if the distance is less than or equal to three. Figure 14 shows the validity of points of all the frames in the slow and fast videos. Here, we used same videos used in Fig. 13 . In the slow videos, most of the tracked points by KLT and KLT + SegNet are valid, which means that they all describe some facial landmark shape. On the other hands, in the fast videos, the points tracked by the KTL point tracker showed poor validity. In the worst case, the validity becomes zero and the points could not describe any landmark. However, the points by our KLT + SegNet showed quite acceptable validity via the lost point recovery. Table 7 shows the average validity of tracking points of the two methods.
The last measurement is the accuracy of landmark tracking points, which can be defined as the ratio of the number of tracking points to the number of ground truth points. In other words, the accuracy indicates how many points of the tracking points represent the facial landmark points. Figure 15 shows the accuracy for the two types of videos used in the previous experiments.
Regardless of video type, the accuracy of our KLT + SegNet is better than that of the KLT point tracker, especiallly for the fast moving videos. Table 8 shows the average accuracy of facial landmark tracking points.
Conclusion
In this paper, we proposed a scheme for real-time semantic tracking of facial landmarks for the video stream. To that end, we utilized the advantages of SegNet and the KLT point tracker while compensating for their weaknesses. That is, we performed accurate facial landmark detection using SegNet and tracked the detected landmark shape swiftly using the KLT point tracker. To evaluate the performance of our method, we performed extensive experiments that showed that the proposed method can accurately perform facial landmark tracking for a typical video stream. We expect that this method can be used in various fields of image processing that require real-time tracking while maintaining the exact shape of the object, such as in virtual real-time makeup or AR-based real-time image synthesis applications. We are currently developing a virtual makeup system based on the proposed method. 
