Abstract. Having forecast of real estate sales done correctly is very important for balancing supply and demand in the housing market. However, it is very difficult for housing companies or real estate professionals to determine how many houses they will sell next year. Although this does not mean that a prediction plan cannot be created, the studies conducted both in Turkey and different countries about the housing sector are focused more on estimating housing prices. Especially the developing technological advances allow making estimations in many areas. That is why the purpose of this study is both to provide guiding information to the companies in the sector and to contribute to the literature. In this study, a 124-month data set belonging to the 2008 (1)-2018 (4) period has been taken into account for total housing sales in Turkey. In order to estimate the time series of sales, ARIMA (Auto Regressive Integrated Moving Average as linear model), LSTM (Long Short-Term Memory as nonlinear model) has been used. As to increase the estimation, a HYBRID (LSTM and ARIMA) model created has been used in the application. When MAPE (Mean Absolute Percentage Error) and MSE (Mean Squared Error) values obtained from each of these methods were compared, the best performance with the lowest error rate proved to be the HYBRID model, and the fact that all the application models have very close results shows the success of predictability. This is an indication that our study will contribute significantly to the literature.
Introduction
In order for supply and demand in the housing market to be balanced, it is very important that housing companies and real estate professionals determine how many houses will be sold in the next year. The need for housing (shelter) is one of the basic needs along with physi-ological needs such as breathing, drinking water and eating. That's why housing is not only an economic value but also an asset with socio-psychological characteristics.
Due to the housing sales, for many modern economies the construction sector is the catalyst of the economy and is seen among economic growth figures. For example, capital investments for housing in the US are higher than those for new ventures (Greenwood & Hercowitz, 1991) . The housing market, which is an important scale for the national economy, has a positive effect on the currency of the country. New housing supply creates an economic wave effect such as homeowners buying goods like household appliances or furniture for their own homes, builders buying raw materials to meet the demands and leasing more employees. The high level of housing supply shows that the construction industry is healthy and that consumers have capital to make large investments. In addition, the housing sector continues to be an "investment instrument" as well as "housing in certain conditions. " The most important external resource that makes housing investment easier in a certain term are bank loans and their interest rates. The interest variable is critical for sales and all the parameters that depend on it.
The financial crisis that started with the mortgage crisis stemming from the housing and real estate market in the US in August 2007 became a global economic crisis starting from September 2008. Along with the US economy, the global economic crisis of 2008 negatively affected the economy of many countries as well, especially developing countries, in a chain reaction. This is an important indicator of the fact that the housing sector can adversely affect individuals as well as many sectors, especially banks. The examination of the housing market has become even more important after the explosion of the real estate bubble, which triggered the economic crisis in the rest of the world, especially in the US.
The recovery of the housing market, which directly or indirectly affects many sectors in the economy, may be an indication of the recovery of the country's economy as well (Wu & Brynjolfsson, 2015) . Economists, politicians, bankers and investors generally use historical data published by the competent authorities of the state to assess the current situation of the housing market and make predictions for the future. However, the publication of these data takes time and this causes a delay in the evaluation of the current economic conditions. These delays have a negative impact on firms operating in sectors such as home appliances and furniture which are affected by the housing sector, as well as firms in the construction sector.
Studies related to the housing sector in Turkey are usually conducted for the estimation of housing prices, and no study has not been encountered on the subject of prediction of housing sales that vary depending on the prices. In a data search regarding international studies, it is seen that Wu and Brynjolfsson (2015) conducted a research on the housing market to show how data on internet queries can be used to make reliable estimates of both quantities and prices. In that study, data about the behaviors of individuals who wanted to buy housing using the Google search engine were analyzed, housing sales and housing prices were estimated. In addition, it was discovered in the study that housing sales and house price index were positively related. Since the effects of the search volume on the housing price index are uncertain, it is mentioned that the index estimate may be more difficult than the sales forecast. In addition to that, the total volume of the houses sold proved to be related to the purchase demands of home appliances (Wu & Brynjolfsson, 2015) . This is an indication that accurate estimation of housing sales will also provide useful information for many sectors.
In this study, ARIMA has been preferred as a linear model because of its use as one of the methods frequently used in social sciences for the estimation of housing sales. Plus, LSTM, which has started to be widely used in recent years, has been preferred as the non-linear model because it covers for the shortcomings of RNN. The application of the same data to more models rather than one can increase the accuracy of the estimation. Therefore, a hybrid model has been created to overcome the limitations of LSTM and ARIMA models. 124 units of data published by Turkey Statistical Institute (TUIK) which includes monthly housing sales in Turkey between 01.2008 and 04.2018 were used in the study as data set.
The main goal of this study is to provide reliable and accurate estimation studies in the housing sector by using methods with a scientific basis and to ensure that housing sales are estimated as close as possible to the real value. This will help to obtain information to support the decision-making process of shareholders in the sector. Therefore, analyses were conducted firstly with ARIMA model, secondly with LSTM model and lastly with a hybrid model which was created by combining the advantages of the two aforementioned models. Afterwards, the results obtained from each of the three methods were evaluated one by one and compared with each other. These methods do not pose any restrictions and it is possible to make future estimations by using different methods related to house sales. The estimation results obtained will contribute to the future estimations for many industries related to housing sector and help us to be more informed about the progress of the country's economy. In addition, this study aims to contribute to the literature for the benefit of similar studies to be carried out.
The structure of the paper follows: The first section is the literature section and it includes certain examples of projects which have used ARIMA, LSTM and some Hybrid models. The second section describes the methodology used to create predictions. In the third section, information about the data set and application procedures are explained. Section four consists of the output results of the study and information about the general evaluation of the findings can be found in section five.
Literature review
In the past decades, much of the social science research focused on refining increasingly complex mathematical models to predict social and economic trends. There are many methods available in the time series analysis, all with their own advantages and disadvantages, and these methods can be explained as techniques of creating predictions and policies about future values using past data.
ARIMA models have been applied in the literature to predict future values of various time series data such as electricity prices, sugar prices, house prices, stock quotes, wind speeds, water quality and global temperature values. ARIMA models can help understanding the dynamics of a given application. (Erdoğdu, 2007) .
On the other hand, LSTM networks are used mostly for deeper learning and they achieve greater success with large data sets. However, though limited in number, examples of LSTM being trained with few data sets are also available in the literature. For example, Namın and Namın tried an LSTM network model on the prediction of economic and financial time series in 2018. As a result of this trial, they again achieved success with a 13%-16% error margin (S. S. Namın & A. S. Namın, 2018) .
Some of the studies on hybrid models combining the advantages of two or more individual models in the literature can be summarized as follows.
Zhang (2003) conducted a study on the estimation of time series using ARIMA and neural network hybrid model. Wolf 's sunspot data, Canadian lynx data and British pound/US dollar exchange rate data were used in the study. With the hybrid model he developed in this study, Zhang demonstrated that neither ARIMA nor ANN is suitable for all real time series, and that there are linear and nonlinear correlation structures between observations in these series and therefore a hybrid model should be used to estimate both linear and nonlinear components of a time series (Zhang, 2003) . Khashei (2008) , in their work using ANN and fuzzy regression methods, have proposed a hybrid model that provides more accurate results with missing data sets. In the proposed model, the advantages of ANN and fuzzy regression have been combined to overcome the limitations in both ANN and fuzzy regression. To show the suitability and effectiveness of the method, it was used in the estimation of the price of gold (Gram/US$) and exchange rate (US$/Iran Rials). The results showed that the proposed model could be an effective way to improve estimation accuracy (Khashei, 2008) . Aladağ, Eğrioğlu, and Kadılar (2009) proposed a new hybrid approach with the Elman recurrent neural networks (RNN) and seasonal ARIMA (SARIMA) models. In this proposed hybrid model, Canadian lynx data for the period 1821-1934 were used, which consisted of the annual number of lynx traps in the Mackenzie River area in Northwest Canada. Although the data used were very limited, the hybrid method gave the best estimation accuracy in the application results (Aladağ et al., 2009 ). Koutroumanidis, Ioannou, and Arabatzis (2009) , in their studies to examine the role of forests in firewood production in Greece, predicted the future situation of the sale prices of wood produced by the Greek state forest farms. They used ARIMA, ANN and HYBRID models for estimation and obtained the best estimation results using the ARIMA-ANN HY-BRID model (Koutroumanidis et al., 2009) . Koutroumanidis, Ioannou, and Zafeiriou (2011) aimed to establish confidence intervals for predicted values of a time series in their studies for predicting stock market prices with hybrid method. Daily closing prices of the shares of Alpha Bank from 28/01/2004 to 30/11/2005 were used as samples of the study. For the estimation, ANN was applied to the raw data and then the market prices were estimated using the Bootstrap method. Estimation accuracy was measured by using different criteria and satisfactory results were obtained (Koutroumanidis et al., 2011) . Ioannou, Birbilis, and Lefakis (2011) presented a method for estimating the likelihood of the Ring Shake appearance in planted chestnut trees. In his research, it was claimed that the ring shake phenomenon in Castanea sativa caused a reduction in the production of chestnut wood in Europe and although it was not certain, it was claimed that age and annual growth were the most important factors in the occurrence of this defect. They used the ANN method to estimate age and annual growth in their studies . He and Deng (2012) developed a hybrid model using ARIMA and ANN to estimate air pollutant factors. Firstly, ARIMA and ANN was used to estimate the time series and then a re-estimation was done with the hybrid model that was developed. When the results were compared, it became clear that the hybrid model performed better (He & Deng, 2012) . Papagera, Ioannou, Zaimes, Iakovoglou, and Simeonidou (2014) MIKE conducted a research on water balance estimation by using SHE and ANN models. A 4-year data set for the 2008-2012 years of Lake Koronia in the northern part of Greece was used for the study (Papagera et al., 2014) . Babu and Reddy (2014) investigated the nature of volatility by using experimental and simulated data sets such as sunspot, electricity price and stock market data. They first used moving average filter, and later ARIMA and ANN models were applied. A hybrid model was proposed along with ARIMA and ANN models used in the application and some existing HYBRID ARIMA-ANN models. The results from the data sets show that the hybrid model has a higher estimation accuracy for both single-step and multi-step predictions (Babu & Reddy, 2014) . Hocaoğlu, K. Kaysal, and Kaysal, A. (2015) used the hybrid model they created using ANN and regression methods, for load estimation in the energy sector. When the error results are compared, it is concluded that the hybrid system has the least amount of errors (Hocaoğlu et al., 2015) . Pablo et al. (2016) proposed a hybrid approach to the reconstruction of the time series with the creation of ANN and Monte Carlo Simulation. They tried to estimate the daily milk sales of a dairy company using these models. The results show that the proposed method can reconstruct the past and predict the future from the known time series segment (Pablo, et al., 2016) . Sugiartawan, Pulungan, and Sari (2017) used a hybrid model that they created with wavelet transform and LSTM in order to predict the number of tourists coming to Indonesia over a monthly period. The prediction results of the proposed hybrid model were compared with other RNN algorithms, namely ELMAN RNN and Jordan RNN and the hybrid of Elman's wavelet and the hybrid of Jordan's wavelet. It was concluded that the hybrid model generated from wavelet transform and LSTM gives a better training duration than the original LSTM, Elman and Jordan RNNs and predicts the number of arriving tourists more accurately than other hybrid methods (Sugiartawan et al., 2017) . Lin, Guo, and Aberer (2017) inspired by the recent successes of artificial neural networks, proposed TreNet, a completely new hybrid neural network, to predict the trend of time series. They used three different data sets in their study: electricity consumption, chemical sensor records subject to dynamic gas mixtures at variable concentrations, and daily stock trading information on Yahoo Finance and the New York Stock Exchange. At the end of the study, they stated that TreNet could be used to predict trend evolution in time series (Lin et al., 2017) .
To predict second-hand house prices in Beijing, Yu, Jiao, Xin, Y. Wang, and K. Wang (2018) used the Convolution Neural Network (CNN) and Long Short-Term Memory (LSTM) models based on deep learning and the Auto-Regressive and Moving Average (ARMA) mod-el of time series. The results obtained from CNN, LSTM and ARMA models were compared. They applied a logical regression model to compare the three models used. They concluded that the prediction accuracy of the LSTM, which takes the time series into account, is better than other methods (Yu et al., 2018) . ARIMA-LSTM hybrid model has been used to estimate the stock correlation coefficient by Choi (2018) . The performance of this hybrid model has been determined superior to other conventional financial models by the tests performed (Choi, 2018) . Sagheer and Kotb (2019) , using DLSTM model have estimated the production data of two real oil fields. When they compared the performance of the proposed approach with the different models, they concluded that the DLSTM model performed better (Sagheer & Kotb, 2019) . Xu et al. (2019) have used a linear regression and deep learning hybrid model for time series estimation. They have concluded that the hybrid model has a higher estimation accuracy when compared to other models. Therefore, they have stated that the proposed hybrid model can be a useful tool for time series estimation (Xu et al., 2019) .
Research methodology
This section of the study will discuss the ARIMA and LSTM models used for prediction and the basic principles and modeling processes of the hybrid model obtained by combining these models in a rational way.
ARIMA
The ARIMA method consists of three main processes: diagnostic check, identification and prediction. In the first step called diagnostic check, stationarity control is performed on the given time series data. Stationary time series is a time series in which statistical properties such as mean, variance and covariance are according to time. Stationarity is essential when creating the ARIMA model which makes the prediction very practical and useful. In order to make a non-stationary time series stationary, differencing (d) at an appropriate degree is performed and the stability is tested again. This process continues until a stationary series is obtained. (d) is a positive integer and is responsible for the differencing degree. If the differencing operation is performed (d) times, the integration parameter of the ARIMA model is set to (d). Then, identification is performed on the stationary data obtained. In this process, the parameters of the autoregressive (AR) and moving average (MA) operations shown in equation (1) are determined as (p) and (q), respectively. An ARIMA model is defined as ARIMA (p, d, q) (Newbold, 1983 
For the t time here, y t denotes the linearized real data while e t denotes the moving average error. As shown in the formula, a linear relationship has been established between actual data y t to be predicted, the observed (p) data (y t-1 , y t−2 ,…., y t−p ), and (q) error data (e t , e t-1 , …, e t-q ).
LSTM
LSTMs are a special type of RNN designed to learn long-term dependencies. They were first developed by Hochreiter and Schmidhuber (1997) . It has a complex structure called the LSTM unit in the hidden layer it contains. A simple representation of this structure is given in Figure 1 . Since they work very well on a wide variety of problems, they are widely used today. To roughly describe, in an LSTM structure, there is also a memory along with the RNN cell. Thanks to this memory, information from the previous time can be retrieved and transmitted to the next one. The model decides which information to take with training. Remembering information for a long time is in practice the default behavior of these networks and not something they try to learn. An LSTM unit is shown in Figure 2 . (Kang, 2018) Here X t represents the input data at the t time step and the output of the previous unit. h t is hidden units output while h t-1 is their previous output. For the LSTM unit, input gate ( )
( )
Here; σ is sigmoid function, w terms are weight matrices and b terms are voltage vectors. Unlike the traditional epoch unit, each j. LSTM unit preserves its memory at t time with ( j t c ). Here, the equation whose memory cell is given is updated via equation (5).
The new memory content is updated with equation (6) and the output for the LSTM unit is calculated by equation (7).
As in other ANNs, training is carried out on LSTM networks by epoch. An epoch specifies the total number of iterations of a given set of data used for training purposes in the calculation of network weight values (w). An epoch refers to the fact that an entire data set has passed forward and then back on the network.
Updating weights to optimize models of deep learning algorithm, and thus transmitting the entire data set over a single network many times to obtain a better and more accurate prediction model is sensible. However, it is not clear how many epoch numbers will be needed to achieve optimal weights and to train a model with the same data set. Different sets of data exhibit different behaviors, so a different number of epochs may be needed to best train networks.
Hybrid method
Many time series models include linear relationships as well as nonlinear relationships. While the ARIMA models are good at modeling the linear relationship in the time series, they are insufficient at modeling nonlinear relationships. The LSTM models can model both linear and nonlinear relationships but cannot provide the same results for each data set. For this reason, in order to reach the best prediction results, hybrid models based on the principle of separate modeling of linear and nonlinear components of time series are employed. These models have achieved great successes in forecasting time series analysis; use multiple learning algorithms to achieve better estimation performance than from constructive learning algorithms (Opitz & Maclin, 1999) . These models are supervised learning algorithms because they are available for training and for predictive purposes. The purpose of these models is to increase the diversity of models and to achieve better results (Adeva, Beresi, & Calvo, 2005; Oliveira & Torgo, 2014) .
The results obtained by using the hybrid models and the results obtained from the individual use of models, even though they are unrelated to each other, it was observed that they can reduce the general variance or error (Khashei, 2008) . For this reason, hybrid models are recognized as the most successful models of forecasting tasks. Different studies used many hybrid models consisting of linear models and nonlinear models for prediction purposes. In this study, created to make predictions about the future by using historical data from a time series The ARIMA-LSTM hybrid model given in Figure 3 was used. The time series prediction formula of the generated model can generally be expressed as the sum of linear and nonlinear components, as shown in equation (8) (Zhang, 2003) .
t L shows the linear component of the time series whereas t N shows the non-linear component. In the hybrid model, the linear component of the time series is predicted first using the t L ARIMA model then the t N LSTM model. Then error values of both models are calculated. The formula for this calculation is given in Equations (9) and (10).
The weights of the models were calculated by using the obtained error values in Equations (11) and (12). 
The weight values of the models and finally each prediction value of the hybrid model are obtained with the given equation (13) 
Success criteria of models
No matter which of the prediction methods is used, they do not produce 100% accurate value. In any case, if the future is known 100%, it would not be a prediction. Therefore, each prediction has a certain error rate. Data-compatible model and high prediction success are two of the most widely accepted criteria in the process of selecting one from among various prediction models. There are several criteria that compare the predictive successes of models.
The most important of these criteria is the accuracy of prediction. The accuracy of the prediction method is measured by analyzing the predicted errors (Sarı, 2016 
Data and research findings
In this part, the information about the data used in this study and the findings obtained from the results of the application are given.
Data
Within the scope of the study, the number of house sales for the period of 2008 (1)-2018 (4) in Turkey was arranged as x1000 and a total of 124 months data set was used. The dataset used was obtained from the website of TUIK (Turkish Statistical Institute), which is an open platform. The main reason for considering the data start year as 2008 is because the housing sales statistics began being published monthly on the TUIK website in 2008. 2018 includes the period data published until the implementation period. The related data set has been represented in a series to be used in the neural network model. The graph of the data represented by years is given in Figure 4 . In the case of estimation applications, a data set is treated as Training and Test. The most important problem encountered in estimation applications is the amount of training and test data. Artificial neural networks should be trained using as much data as possible. The data not used in the training set is used in the test set. The output obtained by feeding the test data to the network is compared with the actual output values. The main objective is to check whether the power to represent the obtained sample is sufficient.
In the literature, 70% training, 30% test or 80% training and 20% test split of the data set is generally accepted in determining the training and test data. In this study, 70% of this data set was used for training and 30% for test.
The data have been applied to the ARIMA, one of the linear methods commonly used in time series predictions, and the LSTM network, one of the nonlinear methods recently used for deep learning algorithms. In addition, hybrid methods generally accepted in the literature have been examined and a hybrid method based on ARIMA and LSTM has been tested for this study. All the methods have been coded in Python 3.6 programming language and open source libraries have been employed.
ARIMA model
7 different ARIMA (p,d,q) models were determined for the estimation of sales data realized by ARIMA estimation method and the corelogram analyses of these models were performed. The results of the success criteria and model error comparisons of the estimation studies are given in Table 2 and the significance tests have been performed both on this table and the output graphics formed by the models. According to the model results in the table, a model with a lower error rate is a more valuable model for prediction. Accordingly, ARIMA (0,1,2) and ARIMA (1,1,1) models with the lowest MAPE values were found to perform the most successful predictions among the models. The comparative graph of the 36-month real and predicted values obtained with ARIMA (0,1,2) model, which is one of the best estimate with the lowest MAPE value, is given in Figure 5 . Figure 5 is examined, it can be seen that the actual and predicted real estate sales values are overlapping with each other and the deviations between them do not show any excess. The success on the graph can be understood from the close values of the data as well as the similarity of directional breaks. The model used here is able to produce values close to the actual data with an error value of 0.121 MAPE. This shows the success of the applied model.
LSTM model
In this part of the study, a Long Short-Term Memory-LSTM architecture based on the time series has been employed. Encoded in Python software, this part has been implemented with KERAS, a deep learning library used to develop the LSTM model. As is known, LSTM networks are a deep learning application and produce better results in situations where the number of data sets is too high. However, as noted under the heading of the literature, there are situations, albeit in a very small number, in which a simple LSTM architecture is trained with little data. The LSTM network takes the data in a sequential format and ensures that the ordering of sales values is taken into account in the training and classification steps. For the application, the LSTM network was run on the monthly house sales amounts of the 2008-2018 period. In this section, 70% of the data is again used for education and the remaining 30% for testing. During the training process, the resulting error values were observed with different epoch numbers.
The error values that occur according to the Epoch numbers are given in Table 3 .
According to the error values seen in Table 3 , the result of the model trained with 1000 epoch has the lowest error rate. The graphical representation of the estimation results of this value is given in Figure 6 . As the graph shows, the LSTM model produced good results with little data; but, with a MAPE value of 0.150, which is a success criterion evaluation, it produced a higher error value than the ARIMA model. With this comparison, it can be said that ARIMA model is more successful than LSTM model.
HYBRID model
In this section, 1000-1500-2500 epoch valuable models in which the lowest MAPE values were obtained in the LSTM network and all models of ARIMA were applied to the HYBRID model designed in Figure 3 for re-estimation. The estimation results obtained with the HY-BRID model are shown in detail in Table 4 . According to the graphical representation in Figure 7 , the trend breaks of the movements are very similar. According to the success criterion evaluation, Hybrid model with LSTM 1500 epoch and ARIMA (1,1,1) achieved a much lower error rate than the estimated results obtained with the individual use ARIMA and LSTM models using 0.072 MAPE value. This is an indication that the Hybrid model, as mentioned in the literature, provides better results than single models and can be used to achieve successful results.
Discussion
The housing sector has a different structure than commercial buildings, especially in countries like Turkey the consideration of "housing" as both a traditional savings tool and a necessity, strengthens the demand structure (The Association of Real Estate and Real Estate Investment Companies, 2017). The surplus in the housing supply may cause undesired price reductions, which results in firms operating in this sector to face various problems, such as not being able to sell what they produce or having to sell at a lower cost. The failure of housing supply to meet demand affects the welfare of individuals who want to buy housing as shelter or investment. Therefore, accurate estimation of real estate sales is of great importance for balancing supply and demand in the housing market.
The data used in the study are the monthly "House Sales" series from January 2008 to April 2018 taken from the electronic data distribution system of TUIK. Predictions were performed with two different models and a hybrid model obtained by combining these models. For predictions of models and comparisons of these predictions, the first 87 data of the data set were reserved for training the models and the last 37 were used as the test data. After editing the data, ARIMA was trained with LSTM and Hybrid model and the test data were estimated. All models were compared based on the estimation results.
As seen in Considering the MSE values, the hybrid model achieved a performance increase of 43% compared to the predictions made with the ARIMA model and a 49% performance increase compared to the predictions made with the LSTM model. Similarly, the hybrid model achieved 34% better predictions than the ARIMA model and 40% better than the LSTM model in terms of MAPE success criteria. Both this study and many of the other studies in the literature conclude that making predictions by combining multiple methods that can model different functional relationships in the data set instead of estimating the time series with a single method clearly produce more effective results. The findings obtained in the study also confirm this.
In the study, an estimation was made for monthly housing sales in Turkey using the methods described above. The data was not estimated by being processed in the program just once, but the process was repeated dozens of times until realistic values were obtained. As seen above, the error values for each method are quite low. This accuracy of prediction in real estate sales with regards to a more balanced supply and demand will provide guiding information about the future to the Turkish real estate sector, in which the sales forecast is carried out, and the firms in the sector. This method will also serve as a model in different countries that are confined to only one study in literature review; it will show that it's possible to carry out sales predictions and not be limited to price predictions regarding housing.
In addition, the method used is adaptable to the home sales forecast for any country or state anywhere in the world because it does not consider a specific situation in the country where the estimate is made. Many different methods can be used for estimation and it may be possible to obtain different results from each method. For this reason, more than one method was used in the study and the results obtained from each method were compared in terms of their proximity to the real values. Additionally, the estimation of housing sales with the use of the same or different methods can also made based on various criteria. This is an important indication that there is no method limitation for similar studies that can be conducted later.
Conclusions
The main goal of this study is to provide reliable and accurate estimation studies in the housing sector by using methods with a scientific basis and to ensure that housing sales are estimated as close as possible to the real value. This will help to obtain information to support the decision-making process of shareholders in the sector. This study also demonstrated the availability of different models as a tool for predicting housing sales. The purpose of using different models and hybrids developed with those different models instead of being limited to a single model is to determine the configuration that gives the lowest mean squared square root (RMSE) and mean absolute error (MAE) values. For this purpose, ARIMA, LSTM and HYBRID model formed from these two models have been used because of their widespread use in forecasting studies in social sciences. The HYBRID model produced the best performance among these three models.
In the literature review, only one estimation study was found regarding the sales of houses. This study is an application for estimating housing sales and prices made with the use of search engines. Therefore, this study out about housing sales in Turkey is expected to make a major contribution to the literature in terms of its subject matter. We believe that this study, which examines housing sales figures of the past years and employs time series analysis, will pioneer studies that will predict the housing sales in Turkey or in different countries. In addition, with the correct estimation of housing sales; it will be possible to make predictions about the future of the country's economy and to create useful information for other sectors affected by the housing sector.
Due to restrictions of time and resources, the number sales was estimated on a country basis rather than city and as monthly data in this study. In addition, the publication of housing sales by TUIK in 2008 has limited the number of data to be used. The estimation of housing sales could be made for each city or a region of a country with classification criteria such as first or second hand sales, or sales to citizens or foreigners, instead of considering a whole country because of time restrictions in this study.
