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SPECTRAL PROPERTIES OF THE NEUMANN-POINCARE´
OPERATOR IN 3D ELASTICITY
YOSHIHISA MIYANISHI AND GRIGORI ROZENBLUM
Abstract. We consider the double layer potential (Neumann-Poincare´) operator appear-
ing in 3-dimensional elasticity. We show that the recent result about the polynomial com-
pactness of this operator for the case of a homogeneous media follows without additional
calculations from previous considerations by Agranovich et.al., based upon pseudodiffer-
ential operators. Further on, we define the NP operator for the case of a nonhomogeneous
isotropic media and show that its properties depend crucially on the character of non-
homogeneity. If the Lame´ parameters are constant along the boundary, the NP operator
is still polynomially compact. On the other hand, if these parameters are not constant,
two or more intervals of continuous spectrum may appear, so the NP operator ceases to
be polynomially compact. However, after a certain modification, it becomes polynomially
compact again. Finally, we evaluate the rate of convergence of discrete eigenvalues of the
NP operator to the tips of the essential spectrum.
1. Introduction
This article was initially inspired by the recent paper [6] in this journal, where the
polynomial compactness property for the Neumann-Poincare´ (NP) operator for the 3D
elasticity problem was established and (all) three points of its essential spectrum were found.
The above paper used rather lengthy calculations in order to represent the NP operator as
a pseudodifferential one, up to a weaker term. It turns out that one might have arrived at
the main results of [6] in a much more simple way, using certain explicit formulas derived
quite long ago by M. Agranovich et.al. in [3]. Further on, the papers above dealt with the
case of an elastic body composed of a homogeneous isotropic material. However we can
show now that the machinery of pseudodifferential operators and the corresponding layer
potentials as applied to strongly elliptic systems, developed in [22] and further on by M.
Agranovich in [4], enables one to handle the case of a nonhomogeneous isotropic material as
well. Of course, the notion of the NP operator should be generalized to this case in a proper
way, since the fundamental solution for the Lame´ system cannot be expressed explicitly any
more. The proper generalization is also based upon the constructions in [22], [4]. When
studying the spectral structure of the resulting NP operator, we find out that the polynomial
compactness property, with the same three points of the essential spectrum, is still valid,
as long as the Lame´ parameters are constant on the boundary. If these parameters are
only locally constant on the boundary (thus they may be different on different connected
components of the boundary), there may exist an odd number of points of the essential
spectrum, no more than twice the number of components of the boundary plus one. The
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NP operator is still polynomially compact but the expression for the polynomial depends
now on the topology of the boundary.
A completely different picture arises when the Lame´ parameters are not locally constant
on the boundary. In this case the NP operator is not polynomially compact any more. Its
essential spectrum consists of the point zero, an even number of intervals of the continuous
spectrum, and, probably, some more, an even number, of isolated points. Additionally,
there may exist some eigenvalues of finite multiplicity, finitely or infinitely many of them.
We can at the moment say nothing about eigenvalues embedded into the essential spectrum.
As for the eigenvalues outside the essential spectrum, necessarily converging only to the
tips of the latter, we evaluate the rate of this convergence. Of more use for applications
might turn out to be the notion of the modified NP operator, introduced here, which is
polynomially compact, again with three points of the essential spectrum, even for variable
Lame´ parameters.
In order to avoid technical complications, we assume that the boundary is smooth and
that the Lame´ parameters are infinitely smooth up to the boundary.
In Sect.2 we recall the Lame´ equations for the homogeneous and non-homogeneous media
and discuss the notion of the NP operator, as well as demonstrate that in the homogeneous
case the results of [6] follow easily from the considerations in [3]. In Sect 3 we consider
the nonhomogeneous case, introduce the NP operator and discuss its pseudodifferential
representation; then we recall the properties of the essential spectrum of zero order PsDO
and prove our main theorems. The modified NP operator is considered here as well. The
next section is devoted to the study of eigenvalues of the NP operator, where we show how
the rate of their convergence to the tips of the essential spectrum depends on the behavior
of the Lame´ parameters near critical points of the boundary. A discussion of related results
is placed in the last section.
The recent renewal of interest in the spectral properties of NP operators in different set-
tings has arisen in relation to the plasmon resonance, see, e.g., [9], [5], [19] and voluminous
literature cited there. We discuss briefly the consequences of our spectral results for this
latter topic. In the paper we consider the 3-dimensional case in detail. As it concerns the
essential spectrum, the two-dimensional case does not require any additional machinery
and can be treated in a similar way. However the behavior of eigenvalues is rather different.
We discuss some recent results in this direction.
2. The Lame´ equations and the Lame´ operator
2.1. Lame´ equations. The elastostatic Lame´ equations in a domain Ω ⊂ Rd, d = 2, 3,
with infinitely smooth boundary ∂Ω for an isotropic body Ω, is the system of d equations
having the form
(2.1)
Lu ≡ Lµ,λ = div (µgradu)+grad ((λ+µ)div u) = 0, x = (x1, . . . , xd) ∈ Ω, u = (u1, . . . , ud)
⊤,
where λ, µ are called Lame´ parameters (see, e.g., [16], [17], [20]). If the functions λ(x), µ(x)
are, in fact, some constants, the body is called homogeneous, and it is nonhomogeneous
otherwise. The homogeneous case is, of course, considerably better studied, since the
fundamental solution is known explicitly - it is called the Kelvin matrix Γ(x) = Γλ,µ(x).
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We do not need its explicit expression, so we do not present it here; one can find it, e.g., in
[3] or [9].
The Lame´ parameters λ, µ are always supposed to satisfy the so called strong convexity
conditions
(2.2) µ > 0, dλ+ 2µ > 0.
In the nonhomogeneous case, we suppose that the (now) functions λ(x), µ(x) are infinitely
differentiable in Ω, up to the boundary, and that conditions (2.2) are satisfied uniformly,
i.e.,
(2.3) µ(x) > δ > 0, dλ(x) + 2µ(x) > δ > 0;
so they can be extended to a neighborhood of Ω (for example, to the whole space) as
infinitely differentiable functions with bounded derivatives, subject to the same kind of
uniform estimate (2.3).
2.2. The NP operator and polynomial compactness for the homogeneous media.
The Lame´ equations may be appended by different kinds of boundary conditions. The
‘conormal derivative’ is involved in some of them. The conormal derivative at the boundary
point x ∈ ∂Ω, is defined as
∂ = ∂νx = λ(x)(∇ · u)νx + 2µ(x)(∇̂u) · νx,
∇̂u, being the ‘symmetric gradient’, the matrix
(2.4) ∇̂u =
1
2
(∇u+ (∇u)⊤),
with νx = (ν
1
x, . . . , ν
d
x) denoting the outward unit normal to ∂Ω at x.
A more explicit description of the conormal, (stress, traction) operator ∂ , given, e.g., in
[3], [17], represents ∂ as the operator d× d matrix with components
Tjk ≡ Tjk(∂x, νx) = λ(x)ν
j
x∂k(x) + λ(x)ν
k
x∂j + (λ(x) + µ(x))δjk∂νx .
We observe here that the action of the conormal derivative operator at the point x ∈ ∂Ω
depends only on the values of the Lame´ coefficients at this point and thus is the same for
constant coefficients and for smooth variable coefficients.
For the case of constant coefficients, which we consider further on in this section, the NP
operator is defined as
(Kf)(x) = (P.V.)
∫
∂Ω
∂νxΓ(x− y)φ(y)dσ(y), x ∈ ∂Ω,
where the integral is understood in the principal value sense. It is known that, for a smooth
boundary, this is a bounded operator in all Sobolev spaces, however it is not compact, unlike
its scalar (say, electrostatic) counterpart.
The Neumann-Poincare´ operator K is related to the boundary problem in the following
way. Consider the Neumann boundary problem in Ω with the prescribed stress g ∈ C∞ on
∂Ω:
(2.5) Lλ,µu = 0, x ∈ Ω; ∂νxu(x) = g(x), x ∈ ∂Ω.
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Then the solution may be sought for as the single layer potential of a certain unknown
vector-valued function φ(x) on ∂Ω. For constant coefficients, this means that
(2.6) u(x) = S[φ](x) =
∫
∂Ω
Γ(x− y)φ(y)dσ(y), x ∈ Ω.
The function u(x) in (2.6) satisfies the equation Lu = 0 in Ω. The limit from inside of the
conormal derivative of the single layer potential is expressed via the NP operator by the
jump relation
∂νxS[φ](x) = (−
1
2
I+K)[φ](x), a.e. x ∈ ∂Ω.
Thus, to find a solution of the boundary problem (2.5), it suffices to solve the integral
equation
(−
1
2
I+K)[φ](x) = g(x), x ∈ ∂Ω.
The operatorK is known to be noncompact, actually, a singular integral operator, see, e.g.,
[17], and in [6], [8] it was established that this operator is polynomially compact,
K(K2 − k20) ∈ S∞, d = 3; (K
2 − k20) ∈ S∞, d = 2,
where S∞ denotes the ideal of compact operators in L
2(∂Ω) and k0 =
µ
2(λ+2µ)
. Moreover,
it was shown in [6] that these three points 0,±k0 are, in fact, points of essential spectrum
of K and the discrete eigenvalues of K may converge only to these three points. This fact
has been recently proved even for C1,α (α > 0) surfaces [15]. The reasoning in [6] was based
upon finding a local, and then global, representation of K as a zero order pseudodifferential
operator, up to a weaker error term, and then deriving an expression for the principal
symbol for this operator. In a similar way, earlier, in [8], the NP operator has been studied
for the 2-dimensional elasticity system. There, the essential spectrum of K consists of two
points, ±k0, and the polynomial compactness, (K
2 − k20) ∈ S∞ takes place.
2.3. An alternative solution. When presenting their considerations, the authors of [6]
were unwary that the pseudodifferential representation of the NP operator for the homo-
geneous elasticity problem had been found almost 20 years earlier by M. Agranovich, B.
Amosov and M. Levitin in [3]. We explain here the reasoning in [3] (in their notations).
We do this, rather than simply referring to suitable pages in [3], since we will need it to
compare with the reasoning when treating the variable coefficients case.
The NP operator, denoted by K above, called in [3] ’the direct value of the derivative
of the single layer operator’, is denoted there by B′, and its L2(∂Ω)− adjoint, ’the direct
value of the double layer potential’ is therefore denoted by B. The main result in [3] we
need here is the representation of B,B′ as pseudodifferential operators. The reasoning in
this task goes in the following way.
The Lame´ operator L is a formally self-adjoint homogeneous second order constant coef-
ficients differential operator with symbol
ℓ(ξ) = −|ξ|2(µE + (λ+ µ)Λ(ξ)),
where E is the identity 3×3 matrix and the entries of Λ(ξ) are ξjξk|ξ|
−2. It is easy to check
that
Λ2(ξ) = Λ(ξ),
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and therefore, under the convexity conditions, the symbol ℓ(ξ) has the inverse, the matrix
(2.7) ℓ−1(ξ) = −
1
µ|ξ|2
(
E −
λ+ µ
λ+ 2µ
Λ(ξ)
)
.
This confirms the ellipticity of the Lame´ operator. The formal self-adjointness is obvious.
Moreover, the symbol −ℓ(ξ) is a positive definite matrix since
−〈ℓ(ξ)v, v〉 = µ|ξ|2|v|2 + (λ+ µ)|〈ξ, v〉|2,
where 〈., .〉 denotes the scalar product in the 3-dimensional complex space C3. Thus, the
operator −L is strongly elliptic.
The fundamental solution of the Lame´ equation is the inverse Fourier transform of the
symbol ℓ(ξ)−1, which has the leading term (2.7). By directly checking the Lopatinsky
conditions, we can see that the Dirichlet and Neumann problems for the Lame´ system are
elliptic.
To obtain a pseudodifferential representation of the potential operators B,B′, a special
frame and a local co-ordinate system are fixed. Near a point x0 ∈ ∂Ω, the origin of the co-
ordinate system is placed at x0, the co-ordinate x3 takes the direction of the exterior normal
to ∂Ω at x0 and x′ = (x1, x2) lies in the tangent plane Tx0∂Ω to ∂Ω at x
0. Correspondingly,
the frame in which the Lame´ equations are expressed is located along these co-ordinate
axes. Further on, let x3 = X(x
′), x′ ∈ Tx0∂Ω, x
′ = (x1, x2) be the equation of ∂Ω near x
0.
The new co-ordinates x˜j, j = 1, 2, 3, are introduced, rectifying ∂Ω:
(2.8) x˜1 = x1, x˜2 = x2, x˜3 = x3 −X(x
′).
We omit further on the tilde sign, for simplicity of notation. In these local co-ordinates, the
operator L−1 ceases to be a pseudodifferential operator with symbol not depending on x,
but, with accordance to the rules of variables change, becomes an operator with a variable
symbol, however the principal symbol at the point x0 remains the same since the Jacobi
matrix of the transformation (2.8) at this point is the unit matrix. Thus, the operator L−1
is, locally, near x0 a pseudodifferential operator with principal symbol
(2.9) r0(x, ξ) = ℓ(ξ)
−1(1 +O(x′)).
The operator A, the direct value of the single layer potential, can be written as the
composition of three operators. First, a function f on ∂Ω extends by zero onto all of R3,
obtaining the distribution C[f ](x). Then the pseudodifferential operator L−1 is applied, in
the sense of distributions, to C[f ](x). Finally, the resulting distribution, being, in fact, a
function, is restricted back to ∂Ω. The principal symbol σA of this operator on ∂Ω can
be calculated using Proposition 3.5 in [2]. We need to do this only at the point x0, i.e.,
(0, 0, 0). According to formula (3.8) there,
σA(x
′, ξ′) =
1
2π
∫ ∞
−∞
r0(x
′, 0; ξ′, ξ3)dξ3, ξ
′ 6= 0.
We substitute here the expression (2.9) for the symbol r0(x
′, 0; ξ′, ξ3) to obtain
σA(0; ξ
′) =
1
2πµ
∫ ∞
−∞
(
λ+ µ
λ + 2µ
|ξ|−2Λ(ξ)− |ξ|−2E
)
dξ3, ξ
′ = (ξ1, ξ2) 6= 0.
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Using the easily verified relations∫ ∞
−∞
|ξ|−2dξ3 =
π
|ξ′|
,
∫ ∞
−∞
ξ23
|ξ|4
dξ3 =
π
2|ξ′|
,
∫ ∞
−∞
dξ3
|ξ|4
=
π
2|ξ′|3
,
we obtain
σA(0, ξ
′) =
1
µ|ξ′|
(
λ+ µ
λ+ 2µ
(Λ(ξ′)−E)
)
.
Now the principal symbol of B is calculated. It is shown in [17], Chapter 2, §4, that
(∂νxΓ(x))jk = µ(λ
′ − µ′)
νj(x)− νk(x)
|x|3
+
(
µ(µ′ − λ′)δjk − 6µµ
′xjxk
|x|2
) 3∑
l=1
νl(x)
xl
|x|3
,
where µ′ = λ+3µ
4πµ(λ+2µ)
, λ′ = λ+µ
4πµ(λ+2µ)
. Since the normal vector is orthogonal to the tangential
ones, we have ∑
νl(y)
xl − yl
|x− y|
≤ C|x− y|.
Therefore, the leading part of singularity of the kernel of the operator B on the surface ∂Ω
has the entries
µ(λ′ − µ′)
νk(y)(xj − yj)− νj(y)(xk − yk)
2|x− y|3
.
Here, by the definition of λ′, µ′,
λ′ − µ′ =
1
2π(λ+ 2µ)
> 0.
We determine the principal symbol of the operator B, using the same co-ordinate system as
above, when calculating the symbol of the operator A. We start with the pseudodifferential
operator with the symbol |ξ′|−1. This is the integral operator with kernel (2π|x′ − y′|)−1.
Next, note that
xj
|x′|3
= −∂j(|x|
−1) and we know that the differentiation of the kernel in xj
corresponds to the multiplication of the symbol by iξj . Therefore the expression for the
principal symbol of B is
(2.10) σB(ξ
′) =
πµ(λ′ − µ′)i
|ξ′|

 0 0 −ξ10 0 −ξ2
ξ1 ξ2 0

 .
The matrix in (2.10) is self-adjoint, and therefore the principal symbol of the NP operator
K = B′ is the same, σB′ = σB. The eigenvalues of the symbol (2.10) are: 0,±k0, where
k0 = πµ(λ
′ − µ′) = µ
2(2µ+λ)
. Now let us recall that the essential spectrum of an operator K
in a Hilbert space consists of such complex numbers ζ , for which the operator K− ζ is not
Fredholm. For classical pseudodifferential operators, the Fredholm property is equivalent
to ellipticity (see, e.g., [1]). Thus, the operator B − ζ is not Fredholm exactly for those
numbers ζ that are contained in the range of the eigenvalue branches of the symbol (2.10)
since it is exactly at these points ζ that the matrix σB(ξ
′) − ζ is not invertible. There
are exactly three such numbers: 0,±k0. In this way, the main result of the paper [6] is
reproduced.
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Theorem 2.1. The essential spectrum of the NP operator K consists of tree points, 0,±k0.
The corollary, stating that K is polynomially compact, namely, that K(K2 − k20) ∈ S∞
follows directly by calculating the principal symbol of this operator and using the spectral
mapping theorem.
Remark 2.2. The analysis of the reasoning above demonstrates which properties of the
fundamental solution have been, actually, used in this proof. Let us replace the kernel
Γ(x − y) in the definition of our potentials, by some other function Γ(x, y), x, y ∈ Ω,
smooth in its variables for x 6= y, up to the boundary ∂Ω, and possessing, for smooth
variable µ(x), λ(x), the same singularity as x→ y:
Γ(x, y) = Γλ(x),µ(x)(x− y) +R(x, y)
where R(x, y) (automatically, smooth for y 6= x) is subject to
R(x, y) = O(1); ∇xR(x, y),∇yR(x, y) = O(|x− y|
−1).
Then, in the construction of the single layer and double layer potentials, the representation
of the principal symbol at a point at the boundary involves exclusively the values of µ and
λ at this point. This circumstance will be utilized further on.
We would note also that the fundamental solution Γ(x, y) is not unique. In particular,
if R(x, y) is a function defined for x, y in a certain neighborhood Ω′ of Ω, symmetric,
R(x, y) = R(y, x)∗ and satisfying in Ω′ the homogeneous Lame´ equation in x variable (and,
by symmetricity, in y variable), the potentials constructed with the kernel Γ + R instead
of Γ would possess the same properties, such as being the solution of the Lame´ equations
in Ω′ and jump relations on ∂Ω, as the usual potentials. The only difference is that the
Γ + R- potentials do not satisfy the conditions at infinity (they may even turn out to be
not defined far away from Ω), but this latter property is not needed in our considerations.
3. Single layer and double layer potentials for a nonhomogeneous body
3.1. The fundamental solution. From now on, we suppose that the Lame´ coefficients
µ(x), λ(x) are functions of x ∈ Ω, smooth up to the boundary, with the convexity conditions
satisfied uniformly in Ω. We consider the body Ω as a subset of the three-dimensional torus
T3. The coefficients µ(x), λ(x) can be continued as smooth functions on T3 with the
convexity conditions (2.3) satisfied uniformly in T3. The elasticity operator −L can be
understood as a second order self-adjoint strongly elliptic system on T3. Moreover, it is
non-negative in the sense of L2(T
3)
As follows from the general theory of elliptic operators (see, e.g., [1]), the operator L has
discrete spectrum, in particular the zero subspace E0 is finite dimensional. It is the space
where the quadratic form
(−Lu, u) =
∫
T3
(µ(x)|∇u|2 + (µ+ λ)|div u|2)dx
vanishes. On the orthogonal complement to this subspace the operator −L is positively
definite.
We fix a smooth nonnegative function h(x) such that h(x) ≡ 0 in Ω and it is positive on
some open subset in Ω′ ⊂ T3 \Ω. Therefore, the quadratic form −(Lu, u) +
∫
h(x)|u|2dx is
strictly positive and the operator −Lh ≡ −L + h is invertible in L2(T
3). Note that on the
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domain Ω the differential operators L and Lh act in the same way. We denote by Rh the
inverse operator for Lh. It is a bounded order −2 pseudodifferential operator on T3. Its
principal symbol equals the inverse of the principal symbol of L, i.e., is given by the proper
generalization of (2.7):
(3.1) σRh = −
1
µ(x)|ξ|2
(
E −
λ(x) + µ(x)
λ(x) + 2µ(x)
Λ(ξ)
)
.
We note here that due to the nice topology of the torus, the expression (3.1) makes sense
globally on T3.
Applying the Fourier transform, or, what is more convenient, the Fourier series, we can
express Rh as a self-adjoint integral operator with weakly polar polyhomogeneous kernel,
Rh[u](x) =
∫
T3
Γ(x, y)u(y)dy,
with leading singularity as x→ y having order −1.
By the construction, the kernel Γ(x, y) satisfies the equation LhxΓ(x, y) = 0 for x, y ∈ Ω
as soon as x 6= y, as well as the adjoint equation LhyΓ(x, y) = 0. Since h = 0 in Ω, Γ(x, y)
satisfies the equation LxΓ(x, y) = 0, LyΓ(x, y) = 0 for x, y ∈ Ω, x 6= y. We will call Γ(x, y)
the fundamental solution of the Lame´ system (this kernel, of course depends on the choice
of the function h but we do not need to mark this dependence in our notations, see Remark
2.2.).
Being the integral kernel of a classical order −2 pseudodifferential operator on T3, the
kernel Γ(x, y) admits a representation
Γ(x, y) ∼ Γ−1(x, x− y) + Γ˜(x, y),
where Γ−1(x, x−y) is an integral kernel, homogeneous of order −1 in x−y, and Γ˜(x, x−y)
is a bounded kernel, satisfying ∇yΓ˜(x, x− y) = O(|x− y|
−1). Since the principal symbol of
the operator Rh at the point x ∈ T3 depends on the value of the Lame´ coefficients at this
point only, the same is correct for the kernel Γ−1. Therefore, Γ−1(x, x− y) is given by the
Kelvin matrix calculated for the values of µ, λ at the point x.
3.2. The layer potentials and operators. The approach we use to construct the single
and double layer potentials follows mostly the general considerations presented in [22], Ch
6., [4], Ch.12, and [14].
The single layer potential of a distribution-density ψ ∈ H−
1
2 (∂Ω) is defined in the follow-
ing way. On the space of smooth functions on T3 we consider the mapping γ associating
with a function its restriction to ∂Ω. By the embedding and trace theorems, γ extends to
a bounded operator in Sobolev spaces, γ : H1−s(T3) → H−s+
1
2 (∂Ω), s < 1
2
. The adjoint
operator γ∗, the one of extension of the distribution on ∂Ω to T3 by zero, is a bounded
operator from Hs−
1
2 (∂Ω) to Hs−1(T3). Now we apply the pseudodifferential operator Rh
to γ∗ψ:
A[ψ] = Rh[γ∗ψ].
It is easy to verify (see [22], Sect. 6, or [4], Sect 12.2, for details) that for ψ ∈ Hs−
1
2 (∂Ω),
A[ψ] is a function in H1+s(T3), satisfying the differential equation LhA[ψ] = γ∗ψ in the
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sense of distributions and, in particular, LA[ψ] = 0 in Ω. The restriction of A[ψ] to ∂Ω
makes therefore sense and thus the direct value of the single layer potential is defined as
A[ψ] = γA[ψ].
The operator A is an order −1 positive pseudodifferential operator on ∂Ω. We denote
by A(x, ξ) its leading symbol, which at a point x ∈ ∂Ω depends only on the values of
the Lame´ coefficients λ,µ at the point x. As any order −1 pseudodifferential operator on
a two-dimensional surface, the operator A is an integral operator, with polyhomogeneous
kernel, the leading singularity being of order −1. We denote the corresponding part of the
kernel by a(x, y, x− y), the function a being smooth in the first two variables and order −1
homogeneous in the third one.
Now we pass to defining the double layer potential. For a strongly elliptic Lame´ system,
under our smoothness and ellipticity conditions, the operator of the conormal derivative
(2.4), written as
∂ [u](x) =
∑
νj(x)aj,k(x)γ∂ku(x),
is well defined for functions u ∈ H2−s(T3), s < 1
2
. (Here ajk = ajk(x) are the matrix
coefficients in the Lame´ system.) In fact, the differentiation and then the passage to the
boundary decrease the index 2 − s by 3
2
and traces from both sides coincide; so, ∂ is a
bounded operator from H2−s(T3) to H
1
2
−s(∂Ω). The adjoint operator ∂∗, defined by
(∂∗[φ], u)T3 = (φ,∂ [u])∂Ω, ,
acts from Hs−
1
2 (∂Ω) to H2−s(T3). We define the double layer operator B by
(3.2) B[φ] = Rh∂∗[φ].
As explained in Section 12.2 in [4], this definition, for φ ∈ H
1
2 (∂Ω), coincides with the more
intuitive usual definition
(3.3) B[φ](x) =
∫
∂Ω
∂ νyΓ(x, x− y)φ(y)dS(y), x ∈ Ω,
where, recall, Γ(x, x− y) is the integral kernel of the resolvent operator Rh = (Lh)−1.
The integral operator with kernel ∂νyΓ(x, x−y), acting from the boundary to the domain,
is adjoint to the operator with kernel Γ(x, x−y)∂∗νx , acting from the domain to the boundary.
In fact, for a real-valued smooth test function g(x) with support lying inside Ω or outside
Ω, we have∫∫
T3×T3
Γ(x, x− y)∂∗νx[φ](y)g(x)dxdy =
∫
T3
∂νy [φ](y)
∫
T3
Γ(x, x− y)g(x)dxdy =
∫
∂Ω
φ(y)∂νy
∫
T3
Γ(x, x− y)g(x)dxdSy =
∫
T3
∫
∂Ω
(∂νyΓ(x, x− y))[φ](y)g(x)dSydx.
The function B[φ](x), due to the construction of the kernel Γ(x, x− y), satisfies in Ω the
equation LB[φ](x) = 0. What we need now is to study the behavior of the potential (3.2) at
the boundary ∂Ω. This behavior has been investigated in detail for general strongly elliptic
second order system, see [22], Ch.6, [4], Ch.12 (a construction for a strongly elliptic system
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of an arbitrary order is described in [27]). In our case, the reasoning can be made more
transparent, with an explicit calculation of the principal symbol avoiding the technicalities.
We consider the behavior of the potential (3.3) as the point x approaches x0 ∈ ∂Ω from
inside. The operator B can be represented as the sum B = B−1 + B˜, where B−1 is the
integral operator with kernel ∂ yΓ−1(x, x − y) and B˜ is the remainder, the operator with
kernel ∂ yΓ˜(x, y). The latter kernel has singularity of order not greater then −1 and therefore
is continuous up to the boundary (for a continuous function φ). Therefore, the interior
limit value of B˜[φ] on ∂Ω is the direct value of the potential,
∫
∂Ω
∂ yΓ˜(x0, y)φ(y)dS(y),
x0 ∈ ∂Ω. Being a kernel with singularity of order not higher than −1, this limit operator is
a pseudodifferential operator of order not greater than −1 on ∂Ω.
As for the leading term, we can, for x→ x0, represent Γ−1(x, x− y) as
(3.4) Γ−1(x
0, x0 − y) + (Γ−1(x, x− y)−Γ−1(x
0, x0 − y)).
The second term in (3.4) defines an operator B′, and for a continuous function φ, B′[φ](x)→
0 as x→ x0. As for the first term in (3.4), it is nothing but the double layer potential for
the Lame´ operator with constant coefficients, actually, µ, λ, frozen at the point x0 ∈ ∂Ω.
For this latter potential, the limit value is known; it is described in Section 2:
lim
x→x0
B[φ](x) =
1
2
φ(x0) +B[φ](x0),
where the NP operator, in other words, the direct value of the double layer potential,
x0 ∈ ∂Ω is defined as:
(3.5) B[ψ](x0) = (P.V )
∫
∂Ω
∂yΓ(x
0, x0 − y)φ(y)dS(y), .
Thus, the operator B defined in (3.5) is natural to consider as the generalization, to the
case of a nonhomogeneous media, of the classical NP operator, since this operator plays
the identical role and can be used in the usual way for the study of boundary problems.
The operator B consists of the leading term B0, with kernel ∂ νyΓ−1(x0, x0 − y), and a
weaker one, a pseudo-differential operator on ∂Ω of order −1, therefore, a compact one.
As for the leading term, for a fixed x0 ∈ ∂Ω, it is identical with the NP operator for the
homogeneous medium, with Lame´ coefficients frozen at the point x0. The principal symbol
for this operator was already calculated, see Sect. 2. In the same local co-ordinates and
frame, it equals
(3.6) σB(x
0, ξ′) =
πµ(x0)(λ′(x0)− µ′(x0))i
|ξ′|

 0 0 −ξ10 0 −ξ2
ξ1 ξ2 0

 .
3.3. The essential spectrum of the NP operator and of the modified NP operator.
The eigenvalues of the symbol (3.6) are calculated easily; they are equal to 0,±k0(x
0), where
k0(x
0) = µ(x
0)
2(2µ(x0)+λ(x0))
for a point x0 at the boundary. It is well known that for a matrix
pseudodifferential operator of order zero on the manifold ∂Ω, the essential spectrum consists
of the range of eigenvalues of the principal symbol, considered as functions on the cosphere
bundle of ∂Ω (just observe, if ζ does not belong to {0} ∪ Ran (±k0), the symbol σB − ζ is
invertible for all (x0, ξ) ∈ T ∗(∂Ω) and a pseudodifferential operator with principal symbol
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(σB−ζ)
−1 is a regularizer for B−ζ ; on the other hand, if k0−ζ, ζ 6= 0, vanishes somewhere,
the operator B − ζ is not elliptic and, therefore, not Fredholm). This gives us our main
result on the essential spectrum.
Theorem 3.1. Let Ω be an elastic isotropic body with Lame´ coefficients µ(x), λ(x), smooth
up to the smooth boundary. Let ∂Ω1, . . . , ∂ΩN be the connected components of the boundary
∂Ω. For each component ∂Ωl, l = 1, . . . , N denote by ±∆l the (of course, closed) range of
the function k0(x) = ±
µ(x)
2(2µ(x)+λ(x))
, x ∈ ∂Ωl. Then the essential spectrum of the NP operator
coincides with the union of the point 0 and the union of the intervals ±∆l, l = 1, . . . , N .
To illustrate this result, consider some special cases. Suppose that ∂Ω consists of several
connected components, ∂Ωl, l = 1, . . . , N . If the Lame´ parameters µ(x), λ(x), probably,
variable, satisfy,
(3.7)
µ(x)
2(2µ(x) + λ(x))
= kl, x ∈ ∂Ωl, l = 1, . . . , N,
so that k0 is constant on each component of the boundary, then the intervals±∆l degenerate
to single points and the essential spectrum of the NP operator consists of the points 0,±kl,
i.e., of an odd number of points. In this case, the NP operator B is polynomially compact,
p(B) ∈ S∞, p(s) = s
∏
(s2 − k2l ).
One can see that this is the only case when this polynomial compactness takes place. If,
on the contrary, the function k0(x) is nonconstant on the components ∂Ωl, for all l, the
range of k0 on ∂Ωl is a nondegenerate closed interval ∆l ⊂ (0,∞). Therefore, the intervals
±∆l compose the continuous spectrum of B. It is also possible that on some components
of the boundary the function k0 is constant while it is not constant on other components.
In this general case the essential spectrum of B consists of an even collection of symmetric
intervals ±∆l, the point zero, as well as, possibly, of an even set of isolated points.
We can introduce the notion of a modified NP operator so that, even in the nonhomoge-
neous case, the polynomial compactness takes place.
Definition 3.2. Let B be the NP operator on ∂Ω for a smooth (variable) elastic media.
The modified NP operator B˜ is defined as
(3.8) B˜ = k0(x)
−1B, x ∈ ∂Ω.
Theorem 3.3. The essential spectrum of the modified NP operator (3.8) consists of three
points, 0,±1. The operator is polynomially compact: p(B˜) ∈ S∞, p(t) = t(t
2 − 1).
Proof. The principal symbol of the zero order operator B˜ equals k0(x)
−1σB(x, ξ
′), so it is
the matrix
i|ξ′|−1

 0 0 −ξ10 0 −ξ2
ξ1 ξ2 0

 .
This matrix has eigenvalues 0,±1, so we return to the situation of a homogeneous media. 
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4. Eigenvalues convergence rate
4.1. General eigenvalues estimates. We have found the essential spectrum of the op-
erator K. This operator may also have eigenvalues. Some of them may lie in the gaps of
the essential spectrum (not excluding the semiinfinite ones); it is also possible that some
eigenvalues are embedded in the essential spectrum. For the eigenvalues in the gaps, the
only limit points may be the points of the essential spectrum. It turns out that it is pos-
sible to evaluate the rate of convergence of the eigenvalues to these points, provided the
boundary ∂Ω is infinitely smooth. We consider the case of a connected boundary ∂Ω and
a homogeneous body first. In this case, due to our Theorem 3.1, the essential spectrum
consists of three points, 0,±k0. We denote the eigenvalues in some neighborhoods of these
points by λ0,±j , λ
+,±
j , λ
−,±
j , where, for example, λ
−,+
j denotes the sequence of eigenvalues
approaching −k0 from above, with similar meaning for other notations.
Theorem 4.1. Let Ω be a bounded domain with smooth connected boundary ∂Ω. Then for
the eigenvalues of the operator K the following estimates hold:
(4.1) λ0,±j = O(j
− 1
2 ), |λ±,±j − (±k0)| = O(j
− 1
2 ).
Of course, if one of the above sequences of eigenvalues is finite or void, the corresponding
estimate holds by triviality.
Proof. We consider the case of λ+−j ; the other five cases are dealt with in the same way.
First, we consider the operator K = A
1
2KA−
1
2 , where A is the single layer potential
operator. By the Plemeli formula, this operator is selfadjoint in L2(∂Ω) and, being similar
to K, it has the same spectrum. We choose a point ς in the interval (k0/2,k0) such that ς
is not an eigenvalue of K and consider the operator
(4.2) M = m(K);m(s) = (k0 − ς)
−1 − (s− ς)−1.
By construction and due to the spectral mapping theorem, the operator M has essential
spectrum at the points 0, (k0 − ς)
−1 + ς−1, (k0 − ς)
−1 + (k0 + ς)
−1, so the point 0 = m(k0)
is now the lowest point of the essential spectrum of M and the eigenvalues of K in a lower
neighborhood of k0, i.e., exactly λ
+−
j , with exception of a finite number of them, are mapped
into the negative eigenvalues of M. The operator M is a zero order pseudodifferential
operator with principal symbol σM(x, ξ
′) which equals m(σB(x,ξ′)), where σB is given in
(3.6). In particular, this principal symbol is a nonnegative matrix.
Now we recall the sharp G
◦
arding inequality, see [18], stating that for a zero order matrix
pseudodifferential operator with nonnegative principal symbol,
(Mu, u) ≥ −C‖u‖2H−1/2 ,
This inequality was established in [18] for operators in the Euclidean space, but it carries
over automatically to a smooth compact manifold by means of the usual localization. Now,
by the variational principle, the number of negative eigenvalues of M, smaller than −t,
t > 0, is majorated by the number of negative eigenvalues smaller than −t of the operator
in L2 defined by the quadratic form −C‖u‖2
H−1/2
= −C(Gu, u), where G = (−∆+1)−
1
2 and
∆ is the Laplacian on ∂Ω. This operator G is a pseudodifferential operator of order −1,
and therefore, for its eigenvalues, the estimate λj(G) = O(j
− 1
2 ) holds. Finally, the latter
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estimate, by means of the spectral mapping theorem, is transformed into the required
estimate for eigenvalues of K.
Other five sequences of eigenvalues of K are treated in the same way, just with a proper
choice of the function m(s) in (4.2), so that the concrete point of the essential spectrum
under study is transformed into zero and the eigenvalues of interest are transformed into
the negative ones. 
The above result can be easily extended to the case of a nonhomogeneous body. Let,
again, Ω be a body with smooth boundary ∂Ω and µ(x), λ(x) be smooth Lame´ parame-
ters. Consider, again, the case of connected ∂Ω, for simplicity of notations. Then, if the
parameters are constant on the boundary, the result and the reasoning in Theorem 4.1
remain true without changes. Suppose now that the Lame´ parameters are nonconstant
on the boundary, so, by Theorem 3.1, the essential spectrum consists of the point 0 and
two intervals, [−b,−a] and [a, b]. We denote by λa,±j the eigenvalues approaching ±a from
outside the intervals of the essential spectrum; similarly, the eigenvalues λb,±j are defined.
The notation λ0,±j , used previously, is preserved.
Theorem 4.2. For the eigenvalues of the NP operator for a nonhomogeneous elastic body,
the estimates
(4.3) λa,±j ∓ a, λ
b,±
j ∓ b, λ
0,±
j = O(j
− 1
2 ).
The proof of this theorem goes similarly to the one of Theorem 4.1. We study, for
example, λa,+j , i.e., the eigenvalues converging to a from below. Consider the rational
function m(s) = (a − ς)−1 − (s − ς)−1; in this way the point a of the essential spectrum,
under study, is mapped into zero, and all other points of the essential spectrum are mapped
into positive numbers, with ς chosen arbitrarily in (a/2, a), being however not an eigenvalue
ofK. The principal symbol ofM = m(K) equals m(σB(x,ξ′)) and, by construction, is a non-
negative matrix. After this, the sharp G
◦
arding inequality produces the eigenvalue estimate,
as before.
4.2. Eigenvalue estimate for nondegenerate essential spectrum tips. Estimate
(4.3) can be improved if the boundary point ±a (or ±b) of the essential spectrum is a
nondegenerate extremal point of the function k0(x). Consider, again, the point a and
eigenvalues below a.
Theorem 4.3. Suppose that a = k0(x0) is a nondegenerate minimum of the function k0,
i.e. for some x0 ∈ ∂Ω,
(4.4) k0(x) ≥ a+ c|x− x0|
2,
for some positive constant c and for all x ∈ ∂Ω close to x0. Moreover, we suppose that
k0(x) > a for all x ∈ ∂Ω, x 6= x0. Then for the eigenvalues λ
a,+
j of K converging to a from
below,
(4.5) a− λa,+j = O(j
− 1
τ ), τ > 1.
Proof. As before, we pass to the operatorM = m(K), for which we are going to obtain the
estimate for the negative eigenvalues. We localize to a small neighborhood of x0; outside this
neighborhood, the principal symbol of M is positive, separated from zero, and therefore
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the addition of a pseudodifferential operator of order −1 may produce only a finite set
of eigenvalues. Near the point x0 the principal symbol of M is a matrix, with the lowest
eigenvalue having a nondegenerate zero minimum at x0 and other eigenvalues being positive
near x0.
Further on, consider the diagonal matrix M(x, ξ′) = M(x) (i.e., depending only on
the point x ∈ ∂Ω but not on the covector ξ′) which equals diag ( c
2
|x − x0|
2). By the
condition (4.4), the principal symbol of M is a matrix greater than M(x) for x close to
x0, σM(x, ξ) ≥ CM(x). Therefore, by the variational principle and the sharp G
◦
arding
inequality, the counting function for the negative eigenvalues of M is majorated dy the
counting function for the negative eigenvalues of the operator M(x) − W , where W =
w(x,D) is a pseudodifferential operator of order −1. Further on, as before, we can restrict
ourselves to the case of w(x,D) being c(1−∆)−
1
2 (the positive constant c here and further
on may be different in different formulas and its value is of no importance.)
Generally, spectral estimates for various two-term operators have been studied for a long
time, however not for operators of the form M(x) − W which we need. The reasoning
to follow reduces this problem to spectral estimates for weighted weakly singular integral
operators.
In variational setting, we are interested in the study of the quantity
n(−t,M(x) −W ) = #{j : λj(M(x)−W ) < −t} =(4.6)
max dim{L : ((M(x)−W )u, u) < −t‖u‖2, u ∈ L \ {0}},
as t→ +0 (here and further on, the subspaces are considered in L2). We write the inequality
in (4.6) as ∫
M(x)|u|2dx−
∫
〈Wu(x), u(x)〉dx < −t
∫
|u(x)|2dσ(x),
or
(4.7)
∫
〈Wu(x), u(x)dσ(x)〉 >
∫
(t+M(x))|u(x)|2dσ(x).
We use now the classical inequality yz ≤ y
p
p
+ z
q
q
for arbitrary numbers y, z > 0, p−1+q−1 =
1. We set here y = t1/p, z = |x|2/q, with p, q ∈ (1,∞) to be fixed later. Thus, we have
t+ c|x|2 ≥ ct1/p|x|2/q.
and, therefore,
(4.8)
∫
(t +M(x))|u(x)|2dσ(x) ≥ Ct1/p
∫
|x|2/q|u(x)|2dσ(x).
If we replace the right-hand side in (4.7) by a smaller quantity, namely, by the right-hand
side in (4.8), then the maximal dimension of subspaces, where the resulting inequality holds,
can only increase. So, taking into account (4.6), (4.7), (4.8), we obtain an estimate for the
quantity n(−t,M(x) −W ) that we interested in:
(4.9) n(−t,M(x)−W ) ≤ maxdim{L : (Wu, u) > t1/p
∫
|x|2/q|u(x)|2dσ(x), u 6= 0, u ∈ L}.
NEUMANN-POINCARE´ OPERATOR 15
Now, denote |x|
1
qu by v in (4.9). We obtain
(4.10)
n(−t,M(x)−W ) ≤ maxdim{L : (|x|−1/q(W (|x|−
1
q v), v) > ct1/p
∫
|v(x)|2dσ(x), v 6= 0, v ∈ L}.
The quantity on the right in (4.10) is, by the variational principle, exactly the number of
eigenvalues of the operator Z = |x|−1/qW |x|−1/q, which are larger than t1/p. This operator,
up to weaker terms which do not contribute to the eigenvalue estimates, has the form
(Zu)(x) =
∫
|x|−
1
2 |x− y|−1|y|−
1
2 v(y)dσ(x).
We need now to recall the estimate of singular numbers of integral operators with
weighted difference kernels, obtained in [12]. We cite here Theorem 10.3 a), from [12],
for our special case.
Theorem 10.3. Let X be a measurable set in Rm, m = 2, F = |x − y|k k = −1; let
b(x), c(x) be measurable functions belonging to Lr(X), 2r−1 = δ−1, δ−1 = 1 + km−1 = 1
2
.
Then for the integral operator Z in L2(X) with kernel b(y)F (x−y)c(x) the estimate holds
(4.11) sn(Z) ≤ Cn
− 1
δ ‖b‖Lr‖c‖Lr ,
with constant C depending only on m, δ, r.
We apply this theorem for F (x− y) = |x− y|−1, b, c = |x|−
1
q . To satisfy the conditions
of the theorem, we need b, c ∈ Lr, r = 4. This can be achieved by requiring q > 2.
Thus, (4.11) takes the form
(4.12) sn(Z) ≤ C(q)n
− 1
2 .
The estimate (4.12) can be written in terms of the counting function for singular numbers,
n(s, Z) ≤ C ′(q)s−2.
We set here s = t
1
p , which gives, by (4.9)
(4.13) n(−t,M(x)−W ) ≤ n(t
1
p , Z) ≤ C ′t−
2
p .
Since q > 2 could be taken arbitrarily close to 2, p < 2 can be also taken arbitrarily close
to 2. Therefore, the exponent τ = 2
p
can be an arbitrary number larger than 1, which is
equivalent to the required estimate (4.5). 
Remark 4.4. The estimate (4.5) can be somewhat improved to a− λa,+j = O(j
−1 log j) by
tracing the dependence of the constant C(q) in (4.12) on the exponent q as q approaches 2.
So, we see that in the case of a nondegenerate minimum of the function k0(x), the
eigenvalues of the NP operator converge almost twice as fast compared with the case of
constant Lame´ parameters.
We suspect that a sharper estimate of the form (4.5) with τ = 1 does not hold. The
reason for this is the circumstance that for q = 2 the operator Z in the proof of Theorem
4.3 is not even bounded (this is exactly the case when the Hardy type inequality fails, see
the reasoning in [28]).
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If the minimum of k0(x) at the point x0 at the boundary is not nondegenerate, then the
rate of convergence of the eigenvalues to their limit point is determined by the order of zero
of k0(x) at x0. If, in particular, k0(x)− a ≥ C|x− x0|
2ν , ν being a positive integer, ν > 1,
the reasoning similar to the one in Theorem 4.3 shows that
(4.14) λa,+j − a = O(j
− 1
τ ), τ >
2ν − 1
ν
.
So, as ν grows, i.e. the function k0 becomes more and more flat at x0, the estimate (4.14)
approaches the general estimate (4.3).
For the modified NP operator, since the eigenvalues of the principal symbol are constants,
the convergence rate of eigenvalues is the same as in Theorem 4.1.
5. The case d = 2 and further discussion
The above considerations extend almost automatically to the case of the elastic problem in
two dimensions. The results are similar, with natural modifications. The essential spectrum
of the NP operator coincides with the range of the functions ±k0 on the boundary, and thus
consists of an even number of symmetrical with respect to the zero point closed intervals,
some of which can degenerate to single points. The modified NP operator, as in (3.8), is
polynomially compact with polynomial p(s) = s2 − 1 and its essential spectrum consists of
two points ±1. The case of the two-dimensional Lame´ system with homogeneous material
was considered in [8]. Recently, the rate of convergence of eigenvalues was studied, including
the case of finite smoothness of the boundary, see [11]. It turns out that the situation with
eigenvalue behavior is rather similar to the one for the electrostatic NP operator [10]. In
fact, there exist two sequences of eigenvalues λ±j (K) accumulating to ±k0 and their behavior
is strongly related the smoothness of the boundary:
Theorem 5.1 (Polynomial decay rates for elastic NP eigenvalues, [11]). Let Ω ⊂ R2 be a
Ck,α (k ≧ 2) region. For any d > −(k + α) + 3/2,
(5.1) λ±j (K)∓ k0 = o(j
d) as j →∞.
Furthermore, for the analytic curves,
Theorem 5.2 (Exponential decay rates for elastic NP eigenvalues, [11]). Suppose that Γ
is real analytic. Let q be a parametrization of Γ by a Riemann mapping and let ǫq be its
modified maximal Grauert radius. For any ǫ < ǫq/8,
(5.2) λ±j (K)∓ k0 = o(e
−ǫj) as j →∞
Here we simply refer to [11] for the precise meaning of the modified maximal Grauert radius
ǫq.
Thus one can evaluate the eigenvalue decay rate for smooth curves in two dimensions.
In the special example of an ellipse, which is a C∞ smooth curve the general estimate
gives λ±j (K) ∓ k0 = O(j
−∞). We emphasize that ellipses are analytic curves and so the
eigenvalues have stronger decay properties than in the case of finitely smooth and even of
general infinitely smooth curves, that is, λ±j (K) ∓ k0 = O(e
−ǫj). It is worth mentioning
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here that the explicit eigenvalue asymptotics of the ellipse can be found, see [8]:
|λ+j (K)− k0| ∼
1
(λ+ 2µ)τ
j
(
a− b
a+ b
)−j
,
|λ−j (K) + k0| ∼
(λ+ µ)(λ+ 3µ)
4µ2(λ+ 2µ)τ
j
(
a− b
a+ b
)−2j
,
where the parameters a, b denote the semi-major and semi-minor axes respectively and τ
is the eccentricity of the ellipse. This example shows that the convergence rate (5.2) is not
optimal. We also notice that the decay rates for the eigenvalues converging to the points
k0 and −k0 are different. These mysterious phenomena for general analytic curves are still
unresolved.
As for the three dimensional case, we know explicit eigenvalues only for the sphere [13].
The three sequences of eigenvalues are given by
λ0j (K) =
3
2(2j + 1)
,
λ+j (K) =
3λ− 2µ(2j2 − 2j − 3)
2(λ+ 2µ)(4j2 − 1)
,
λ−j (K) =
−3λ+ 2µ(2j2 + 2j − 3)
2(λ+ 2µ)(4j2 − 1)
.
Note that the eigenvalues λ0j(K) in the first series, accumulating to 0, are independent of
the Lame´ parameters. Moreover their multiplicities are 2j+1 and so the partial sum is 3/2.
This fact is, probably, related to the so called 1/2 conjecture for electrostatic NP operators
[7]. In other words, for each positive integer j there are 2j + 1 electrostatic NP eigenvalues
whose sum is 1/2. Martensen [21, Theorem 1] proved that this holds to be true for the
electrostatic NP eigenvalues on ellipsoids. Regarding the elastic NP operators, the point 0 in
the essential spectrum is an universal constant and one may expect that the corresponding
eigenvalues (or, at least, their asymptotic behavior) are independent of Lame´ parameters.
The partial sums is, probably, equal to 3/2 at least on ellipsoids. However there are no
proofs for the 3/2 conjecture.
One more interesting problem is the relation between eigenvalues and divergence free
fields:
div u = 0.
If µ is constant, then the Lame´ equation (2.1) becomes
△u = 0.
Thus the Lame´ parameters disappear from the equation and the eigenfunctions for the
eigenvalues accumulating to 0 are expected to correspond to the subspace of the divergence
free fields. But we don’t know how to characterize the linear hull of each sequences.
The results in [11] are essentially based upon the possibility, in the 2D case, of splitting
the NP operator, up to an arbitrary negative order, into the direct sum of scalar operators
with constant principal symbol, i.e., of shifted electrostatic NP operators. Such reduction
is possible thanks to a conveniently very simple topology of the cospheric bundle of the
one-dimensional boundary. It is rather tempting to perform a similar splitting in the 3D
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case as well, thus reducing the 3D elastic NP operator to a direct sum of three electrostatic
operators. However, at the moment, topological obstacles seem to prevent one from doing
this, unless the Euler characteristics of the surface is zero. We expect, however, that for the
case of a homogeneous body, results on the asymptotics of the eigenvalues can be obtained,
similar to the ones in [23], [24], where for the electrostatic NP operator important relations
of such asymptotics with geometrical characteristics of the surface have been found.
Finally, we hope to be able to reduce the regularity requirements in the results on the
position of the essential spectrum and on the j−
1
2 eigenvalues convergence rate estimate
to boundaries of the class C2,α or even to the ones of class C1,1. In the 2D case this was
obtained in [11] by a representation of the NP operator as a pseudodifferential operator plus
a Hilbert Schmidt-one. In our case we suppose that an approximation by smooth surfaces,
similar to the one used in [25], [26] should take care of the related complications. We will
pursue these issues in the future.
References
[1] M. Agranovich, Elliptic operators on closed manifolds, in: Current Problems in Mathematics. Funda-
mental Directions, vol. 63, VINITI, Moscow, 1990, pp. 5–129 (Russian); English transl.: Encyclopaedia
of Math. Sci., vol. 63, Springer-Verlag, Berlin-New York, 1994, pp.1–130.
[2] M. Agranovich, B. Amosov, Estimates of s−numbers and spectral asymptotics for integral operators
of potential type on nonsmooth surfaces. Funct. Anal. Prilozhen. 30 (2), 1996, 1–18 (Russian); English
transl: Funct. Anal. Appl 30 (2), 1996, 75–89.
[3] M. Agranovich, B. Amosov, M. Levitin. Spectral problems for the Lame´ system with spectral parameter
in boundary conditions on smooth or nonsmooth boundary. Russian J. Math. Phys. 6 , (5), 1999, 247–
281.
[4] M. Agranovich. Sobolev Spaces, Their Generalizations, and Elliptic Problems in Smooth and Lipschitz
Domains. Springer Monographs in Mathematics, Springer, 2015
[5] H. Ammari, G. Ciraolo, H. Kang, H. Lee, G. Milton. Spectral theory of a Neumann-Poincare´ operator
and analysis of cloaking due to anomalous localized resonance, Arch. Rat. Mech. Anal., 208, 2013,
667–692.
[6] K. Ando, H. Kang, Y. Miyanishi, Elastic Neumann-Poincare´ operators in three dimensional smooth
domains: polynomial compactness and spectral structure, Int. Math. Res. Notes, 2017, rnx258, 2017.
[7] K. Ando, H. Kang, Y. Miyanishi and E. Ushikoshi. The first Hadamard variation of Neumann-Poincare´
eigenvalues on the sphere, to appear in Proc. Amer. Math. , DOI: https://doi.org/10.1090/proc/14246
[8] K. Ando, Y. Ji, H. Kang, K. Kim, S. Yu. Spectral properties of the Neumann-Poincare operator and
cloaking by anomalous localized resonance for the elasto-static system. Euro. J. Appl. Math., 29, 2,
2018, 189–225.
[9] K. Ando, H. Kang, Y. Miyanishi. Spectral structure of elastic Neumann-Poincare´ operators. J.Physics:
Conference series, 965, 2018, 012027.
[10] K. Ando, H. Kang, Y. Miyanishi. Exponential decay estimates of the eigenvalues for the Neumann–
Poincare´ operator on analytic boundaries in two dimensions, Integral Equations Appl. 30(4), 2018,
473-489.
[11] K. Ando, H. Kang, Y. Miyanishi. Convergence rate for eigenvalues of the elastic Neumann–Poincare´
operator on smooth and real analytic boundaries in two dimensions, arXiv:1903.07084
[12] M.Birman, M. Solomyak. Estimates for the singular numbers of integral operators. (Russian) Uspehi
Mat. Nauk 32, (1)(193), 1977, 17–84. English translation in: Russ. Math. Surveys 32 (1), 1977, 15–89.
[13] Y. Deng, H. Li, H. Liu. On spectral properties of Neuman-Poincare operator and plasmonic resonances
in 3D elastostatics, J. Spectral Theory, DOI: 10.4171/JST/262, (to appear), Arxiv: 1702.06460.
[14] R. Duduchava. The Green formula and layer potentials. Integr. Equat. Oper. Theory, 41, 2001, 127–
178.
NEUMANN-POINCARE´ OPERATOR 19
[15] H. Kang, D. Kawagoe. Surface Riesz transforms and spectral property of elastic Neumann-Poincare´
operators on less smooth domains in three dimensions. Arxiv: 1806.02026.
[16] V. Kupradze. Potential Methods in the Theory of Elasticity. Daniel Davey, 1965.
[17] V. Kupradze, T. Gegelia, T. Bashelishvili, T. Burchaladze. Three-Dimensional Problems in the Math-
ematical Theory of Elasticity and Termoelasticity . Moscow: Nauka, 1976; North Holland, 1979.
[18] P. Lax, L. Nirenberg, On stability for difference schemes; a sharp form of G
◦
arding’s inequality, Comm.
Pure Appl. Math. XIX (4), 1966, 473–492.
[19] H. Li, H. Liu, On three-dimensional plasmon resonance in elastostatics, Ann. Mat. Pura Appl. (4) 196
(3), 2017, 1113–1135.
[20] G. Maugin. Material Inhomogeneities in Elasticity. CHAPMAN and HALL, 1993.
[21] E. Martensen. A spectral property of the electrostatic integral operator, J. Math. Anal. Appl. 238,
1999, 551–557.
[22] W. McLean, Strongly Elliptic Systems and Boundary Integral Equations, Cambridge Univ. Press, Cam-
bridge, 2000.
[23] Y.Miyanishi, Weyl’s law for the eigenvalues of the Neumann–Poincare´ operators in three dimensions:
Willmore energy and surface geometry.arXiv:1806.03657
[24] Y. Miyanishi, G. Rozenblum, Eigenvalues of the Neumann-Poincare operator in dimension 3: Weyl’s
law and geometry. arXiv:1812.00582
[25] G. Rozenblum, G. Tashchiyan, Eigenvalue asymptotics for potential type operators on Lipschitz sur-
faces, Russ. J. Math. Phys. 13 (3), 2006, 326–339.
[26] G. Rozenblum, G. Tashchiyan, Eigenvalue asymptotics for potential type operators on Lipschitz sur-
faces of codimension greater than 1, Opuscula Math. 38 (5), 2018, 733–758.
[27] R. Seeley, Singular integrals and boundary value problems. American Journal of Mathematics, 88 (4),
1966, 781–809.
[28] D.Yafaev, Sharp Constants in the Hardy–Rellich Inequalities, J. Funct. Anal 168 (1), 1999, 121–144.
Center for Mathematical Modeling and Data Science, Osaka University, Japan
E-mail address : miyanishi@sigmath.es.osaka-u.ac.jp
Chalmers University of Technology and The University of Gothenburg, Sweden; St.Petersburg
State University Dept. Math. Physics, St.Petersburg, Russia.
E-mail address : grigori@chalmers.se
