Abstract. We prove the long time existence and uniqueness of solutions to the parabolic Monge-Ampère equation on compact almost Hermitian manifolds. We also show that the normalization of solution converges to a smooth function in C 1 topology as t ! 1. Up to scaling, the limit function is a solution of the Monge-Ampère equation. This gives a parabolic proof of existence of solutions to the Monge-Ampère equation on almost Hermitian manifolds.
Introduction
Let .M; !; J / be an almost Hermitian manifold of real dimension 2n. We use g to denote the corresponding Riemannian metric. For a smooth real-valued function F on M , we consider the Monge-Ampère equation and ' 0 is a smooth real-valued function such that ! C p 1 ' 0 > 0. The Monge-Ampère equation (1.1) plays an important role in geometry. When .M; !; J / is a compact Kähler manifold, Calabi [1] presented his famous conjecture and transformed this problem into (1.1). By using the maximum principle, Calabi [1] proved the uniqueness of solutions to (1.1). In [35] , Yau solved Calabi's conjecture by proving existence of solutions to (1.1) when F satisfies R M e F ! n D R M ! n . When .M; !; J / is a compact Hermitian manifold, (1.1) has been studied under some assumptions on ! (see [4, 9, 12, 27] ). For general !, up to adding a unique constant to F , the existence and uniqueness of solutions were proved by Cherrier [3] for n D 2 (and under assumption d.! n 1 / D 0 when n > 2) and by Tosatti-Weinkove [28] for any dimensions.
When .M; !; J / is a compact almost Hermitian manifold, Chu-Tosatti-Weinkove [6] proved the existence and uniqueness of solutions to (1.1), up to adding a unique constant to F .
In the literature, there are many results on the complex Monge-Ampère equation and the complex Monge-Ampère-type equation; we refer the reader to [5, 7, 10, 11, 15, 17, 20-24, 26, 29-32, 34, 36] .
For the parabolic Monge-Ampère equation (1.2), when .M; !; J / is a compact Kähler manifold, Cao [2] proved that there exists a smooth solution for all time (long time existence) and the normalization of this solution converges smoothly to the solution of the complex Monge-Ampère equation. When .M; !; J / is a compact Hermitian manifold, similar results were proved by Gill [8] . Sun [19] proved analogous results for parabolic Monge-Ampère type equations.
As we can see, the results in [2, 8, 19] were proved when the almost complex structure J is integrable. For non-integrable almost complex structure, we prove the following result in this paper. (1) There exists a unique smooth solution ' for t 2 OE0; 1/.
(2) Let Q ' be the normalization of ', i.e.,
Then Q ' converges smoothly to a function Q ' 1 as t ! 1. And Q ' 1 is the unique solution of (1.1) on .M; !; J /, up to adding a unique real constant b to F .
Preliminaries
Let M be a compact manifold of real dimension 2n and let J be an almost complex structure on M . Then we have the decomposition for V 2 TM . By this definition, the complexified cotangent space T C M has the similar decomposition as T C M . Using this decomposition, we introduce the definitions of the .1; 0/-form and the .0; 1/-form. More generally, we can also introduce the definition of the .p; q/-form. For any .p; q/-formˇ, we define ˇand ˇby ˇD .dˇ/ .pC1;q/ and ˇD .dˇ/ .p;qC1/ . It then follows that, for any smooth function f on M , we have
This is the reason why we use p 1 ' to denote 1 2 .dJdf / .1;1/ in Section 1. We also have the following formula (see e.g. [13, 
equation (2.5)])
. f /.
M . Let g be a Riemannian metric on M . We recall that .M; g; J / is an almost Hermitian manifold if g and J are compatible, i.e.,
for any V 1 ; V 2 2 TM . We can define the corresponding .1; 1/-form
g is called the corresponding Riemannian metric of .M; !; J /. For convenience, we often use .M; !; J / to denote .M; g; J /.
For (1.2), we use Q ! to denote ! C p 1 '. Here we omit time t when no confusion will arise. Let Q g be the corresponding Riemannian metric of .M; Q !; J /. We shall use the following notions for a smooth function f on M and local frame ¹e i º
For convenience, we often use f i and f i to denote e i .f / and e i .f /, respectively. As in [6, 18] , we define a operator
It is clear that L is a second-order elliptic operator. Since L is the linearized operator of (1.2), by standard parabolic theory, there exists a smooth solution ' to (1.2) on OE0; T /, where OE0; T / is the maximal time interval and T 2 .0; 1.
In this paper, we say a constant is uniform if it depends only on .M; !; J /, F and ' 0 . We use often use C to denote a uniform constant, which may differ from line to line. We shall point out that we use Einstein notation convention throughout this paper. Sometimes, we will include the summation for clarity.
Oscillation estimate
In this section, we prove the oscillation estimate of solution ' to (1.2). First, we need the following lemma.
Lemma 3.1. Let ' be the solution of (1.2). Then we have
where OE0; T / is the maximal time interval of solution '.
Proof. Differentiating (1.2) with respect to t , we obtain
where L is defined by (2.1). By the maximum principle, it is clear that
Combining (3.1) and (3.2), we get
as desired.
Next, we use Lemma 3.1 to prove the oscillation estimate. Proposition 3.2. Let ' be the solution of (1.2). There exists a constant C depending only on .M; !; J /, F and ' 0 such that
where Q ' D ' R M '! n and OE0; T / is the maximal time interval of solution '.
Proof. First, (1.2) can be written as
where
, there exists a constant C depending only on .M; !; J / and the upper bound of sup M OE0;T / j Q F .x; t /j such that, for any t 2 OE0; T /,
Thus, by Lemma 3.1, we have
Combining (3.3) and (3. '.x; t / Ä C;
for a uniform constant C . Hence, by the definition of Q ', we complete the proof.
First-order estimate
In this section, we prove the first order estimate of solution ' to (1.2).
Proposition 4.1. Let ' be the solution of (1.2). There exists a constant C depending only on .M; !; J /, F and ' 0 such that
Proof. We consider the quantity Q D e f . Q '/ j 'j 2 g , where Q ' D ' R M '! n and f is to be determined later. For any T 0 2 OE0; T /, we assume
where .x 0 ; t 0 / 2 M OE0; T 0 . Since g is compatible with J , around x 0 , we can find a local unitary frame ¹e i º n i D1 (with respect to g) for T
By the maximum principle, at .x 0 ; t 0 /, we have
For the first term of (4.1), by direct calculation, we obtain
In order to deal with the second and third terms of (4.2), we compute
for a uniform constant C . Now, applying e k to (1.2), we get (4.4)
Combining (4.3) and (4.4), it is clear that
Similarly, we have
where we used the Cauchy-Schwarz inequality for the second-to-last inequality. For the third term of (4.1), it is clear that
where we used j Q 'j
. Plugging (4.7), (4.8) and (4.9) into (4.1), at .x 0 ; t 0 /, we get
for a uniform constant C 1 . Now, we define
By Proposition 3.2, there exists a uniform constant C such that
Combining (4.1), (4.10), (4.11), f 0 < 0 and Lemma 3.1, at .x 0 ; t 0 /, we get
On the other hand, by (1.2) and Lemma 3.1, we have
for a uniform constant C . It then follows that
where C.n/ is a constant depending only on n. It then follows that
where we used Young's inequality in the second line. Combining (4.12) and (4.13), we get
Therefore, by the definition of .x 0 ; t 0 / and Proposition 3.2, we have
for a uniform constant C . Since T 0 2 OE0; T / is arbitrary, we complete the proof.
Second-order estimate
In this section, we use techniques developed in [6, Section 5] to prove the second-order estimate of solution ' to (1.2).
Proposition 5.1. Let ' be the solution of (1.2). There exists a constant C depending only on .M; !; J /, F and ' 0 such that
where r is the Levi-Civita connection with respect to g and OE0; T / is the maximal time interval of solution '.
Proof. Let 1 .r 2 '/ 2 .r 2 '/ 2n .r 2 '/ be the eigenvalues of r 2 '. It then follows that
where is the Laplace-Beltrami operator of .M; g/.
where C is the canonical Laplacian of .M; !; J /. Since the difference between ' and 2 C ' just contains first-order terms of ' (see e.g. [25, Lemma 3.2]), we can use Proposition 4.1 to obtain the lower bound of ', i.e.,
for a uniform constant C . As a result, we have
Hence, in order to get the upper bound of jr 2 'j g , it suffices to prove 1 .r 2 '/ is bounded from above. Now, on the set ¹.x; t / 2 M OE0; T / W 1 .r 2 '/.x; t / > 0º (if this set is empty, then we obtain the upper bound of 1 .r 2 '/ directly), we consider the following quantity:
and A is a very large uniform constant to be determined later. By direct calculation and Proposition 4.1, it is clear that
for a uniform constant C . For any T 0 2 .0; T /, we assume that Q achieves its maximum at .x 0 ; t 0 / on ¹.x; t / 2 M OE0; T 0 W 1 .r 2 '/.x; t / > 0º. Now, around x 0 2 M , we can find a local unitary frame ¹e i º n i D1 (with respect to g) for T
where Q g D Q g. ; t 0 /. Since g is a Riemannian metric, there exists a normal coordinate system ¹x˛º 2n D1 centered at x 0 . Note that g and J are compatible, after a linear change of coordinates, at x 0 , we can assume
: : :
ˇ/ x D 0 for any˛;ˇ; D 1; 2; : : : ; 2n.
Let Vˇbe the g-unit eigenvector of ˇ. r 2 '/.x 0 ; t 0 / forˇD 1; 2; : : : ; 2n. Next, we extend the eigenvectors Vˇto be vector fields around x 0 as follows. For any point x near x 0 , we define
x/ for˛;ˇD 1; 2; : : : ; 2n.
Now, we want to use the maximum principle to the quantity Q at .x 0 ; t 0 /. However, Q may be not smooth at .x 0 ; t 0 /. In order to deal with this problem, we use a perturbation argument as in [21, 22] . In the coordinate system ¹x˛º 2n D1 , we define
Note that V1 and V1 are constants. Next, we define
where ' ˇD r 2 '. ; ˇ/ . Let 1 .r 2ˆ/ 2 .r 2ˆ/ 2n .r 2ˆ/ be the eigenvalues ofˆ. It then follows that 1 .ˆ/ D 1 .r 2 '/ at .x 0 ; t 0 / and 1 .ˆ/ Ä 1 .r 2 '/ near .x 0 ; t 0 /. Most importantly, at .x 0 ; t 0 /, the eigenspace ofˆcorresponding to 1 .ˆ/ has dimension 1, which implies 1 .ˆ/ is smooth near .x 0 ; t 0 /. Hence, we consider the perturbed quantity
It is clear that .x 0 ; t 0 / is still a local maximum point of O Q. For˛D 1; 2; : : : ; 2n, V˛are still the eigenvectors of ˛.ˆ/ at .x 0 ; t 0 /. By Proposition 3.2 and Proposition 4.1, in order to prove Proposition 5.1, we just need to get the upper bound of 1 at .x 0 ; t 0 /. In what follows, we use ˛t o denote ˛.ˆ/ for convenience. We always use C to denote a uniform constant, which may differ from line to line.
Without loss of generality, we assume 1 is very large at .x 0 ; t 0 /. Thus, by (5.1), we have
First, we have the following lemmas.
where ' V˛VˇD r 2 '.V˛; Vˇ/ for˛;ˇD 1; 2; : : : ; 2n.
Proof. By (5.3), (5.4) and the formula for the derivatives of 1 (see e.g. [6, Lemma 5.2]), at .x 0 ; t 0 /, we compute
where we used (5.5) and 1 1 at .x 0 ; t 0 / for the last inequality. By direct calculation, we have
Applying r V 1 V 1 to (1.2), we obtain
Similarly, applying V 1 to (1.2) twice, we get
By (1.2), Lemma 3.1 and arithmetic-geometry mean inequality, we have
for a uniform constant C . It then follows that .r V 1 V 1 /F and V 1 V 1 .F / can be bounded by
Combining (5.7), (5.8), (5.9) and (5.10), we prove (5.6).
Lemma 5.3. At .x 0 ; t 0 /, we have
Proof. By the same calculation in Section 4 (see (4.7)), for any 2 .0;
By taking D 1 2 and Proposition 4.1, we get (5.11). For (5.12), we compute
as required.
For convenience, we use sup Q ' to denote sup M OE0;T / Q ' in the following argument. 
Proof. By the definitions of vector fields V˛, the components of V˛are constant. Hence, at .x 0 ; t 0 /, we have
where we have used (5.5) in the last line. Combining the maximum principle, Lemma 5.2, Lemma 5.3, (5.2) and (5.13), at .x 0 ; t 0 /, for any 2 .0;
where we used the first derivative formula of 1 (see [6, Lemma 5.2] ) and j Q 'j
for the last inequality. Therefore, Lemma 5.4 follows from Lemma 3.1, (5.2), (5.13), (5.14) and the fact that P i Q g i i has a positive uniform lower bound.
In what follows, for convenience, we use C A to denote the constant depending only on .M; !; J /, F , ' 0 and A. In order to prove Proposition 5.1, we split up into different cases. Case 1. At .x 0 ; t 0 /, we assume that
Since .x 0 ; t 0 / is the local maximum point of O Q, we have e i . O Q/ D 0 at .x 0 ; t 0 /, which implies
Combining Lemma 5.4 (taking D Â sup
Using (1.2), (5.15) and Proposition 3.2, at .x 0 ; t 0 /, it is clear that
A : Plugging (5.2) and (5.18) into (5.17), we obtain
which implies the upper bound of 1 at .x 0 ; t 0 /. This completes Case 1.
Case 2. At .x 0 ; t 0 /, we assume that
By the same argument in Case 1, we still have (5.17). Combining (5.2), (5.17), (5.19) and Proposition 3.2, at .x 0 ; t 0 /, we get
for a uniform constant C 1 . We can choose A sufficiently large such that A > C 1 C 1, then we can get the upper bound of P i Q g i i . Thus, by (1.2), we obtain the positive lower and upper bound of Q g i i for every i D 1; 2; : : : ; n. Hence, by the similar argument in Case 1, we get the upper bound of 1 at .x 0 ; t 0 /, which completes Case 2.
Case 3. Neither Case 1 nor Case 2 happen. In this case, we need to deal with the terms
in Lemma 5.4. In order to do this, we define
Since Case 1 does not happen and A > 1, we have 1 2 I and n … I . Without loss of generality, we can assume I D ¹1; 2; : : : ; j º. By the similar argument of [6, Lemma 5.5], we obtain Lemma 5.5. At .x 0 ; t 0 /, for any 2 .0;
Without loss of generality, we can assume 1 C A Lemma 5.6. At .x 0 ; t 0 /, for any 2 .0;
Now, we prove Proposition 5.1 for Case 3. Combining O Q D 0 at .x 0 ; t 0 / and the Cauchy-Schwarz inequality, for any 2 .0;
Combining ( 
where C 2 is a uniform constant. Now, we choose
Thus, at .x 0 ; t 0 /, by Proposition 3.2, (5.2) and (5.21), it is clear that
for a uniform constant C . By the similar argument in Case 1, we get the upper bound of 1 at .x 0 ; t 0 /, which completes Case 3. Hence, we complete the proof of Proposition 5.1.
6. Proof of (1) in Theorem 1.1
In this section, we give the proof of (1) in Theorem 1.1. First, we need the following estimate.
Lemma 6.1. Let ' be the solution of (1.2) and let OE0; T / be the maximal time interval. For any 2 .0; T / and any positive integer k 1, there exists a constant C. ; k/ depending only on .M; !; J /, F , ' 0 , and k such that
Proof. Combining Proposition 4.1 and Proposition 5.1, it is clear that (1.2) is uniformly parabolic. By the Schauder estimate (see e.g. [16] ) and bootstrapping method, in order to prove (6.1), it suffices to prove the Hölder estimate of p 1 '. We split up into different cases.
Case 1: T < 1. In this case, by Lemma 3.1, we have
for a uniform constant C . By [5, Theorem 5 .1], we obtain (6.1).
Case 2: T 1. In this case, for any b 2 .0; T 1/, we define
'.x; t / for all t 2 OE0; 1/. Combining Lemma 3.1 and Proposition 3.2, we have Proof of (1) in Theorem 1.1. First, the uniqueness of solution follows from the standard parabolic theory. Next, to prove T D 1, we argue by contradiction. If T < 1, by Lemma 3.1, we have (6.2) sup
for a uniform constant C . Combining (6.2), Lemma 6.1 and short time existence, we can extend the solution ' to OE0; T 0 / (T 0 > T ), which is a contradiction.
The Harnack inequality
In this section, we consider the following parabolic equation:
where L is defined by (2.1) and ' is the solution of (1.2). Let u be a positive solution of (7.1).
We prove the Harnack inequality on almost Hermitian manifold .M; !; J / (see [33] for the Kähler case and see [8] for the Hermitian case), which is the generalized version of [14, Theorem 2.2]. Our argument is similar to [14] , which is a little different from the arguments given in [33] and [8] . First, we have the following lemmas.
Lemma 7.1. Let ' be the solution of (1.2). For any positive integer k 1, there exists a constant C k depending only on .M; !; J /, F , ' 0 and k such that
Proof. For convenience, we use C k to denote the constant depending only on .M; !; J /, F , ' 0 and k. Combining Lemma 6.1 and (1) in Theorem 1.1, we obtain (7.2) sup
Since ' is uniquely determined by .M; !; J /, F and ' 0 , we have
Combining (7.2) and (7.3), we complete the proof.
Lemma 7.2. Let u be a positive solution of (7.1). For any 2 .0; 1 2 /,˛> 1 and t > 0, there exists a constant C depending only on .M; !; J /, F and ' 0 such that
/, f D log u and Q g is the corresponding Riemannian metric of the mainifold .M; Q !; J /.
Proof. Since u is a positive solution of (7.1) and f D log u, by direct calculation, we have
Let ¹e i º n i D1 be a local frame for T
For the first and eighth terms of (7.5), by Lemma 7.1, we have
for a uniform constant C . For the fourth and fifth terms of (7.5), we get
For the second and ninth terms of (7.5), we obtain
where in the second line the term E just contains second derivatives of f . Similarly, for the third and tenth terms of (7.5), we have
By using Lemma 7.2 and the maximum principle, we have the following estimate.
Lemma 7.3. Let u be a positive solution of (7.1). For any 2 .0; 1 2 /,˛> 1 and t > 0, there exists a constant C depending only on .M; !; J /, F and ' 0 such that
Proof. For any t 0 > 0, we assume
where .x 0 ; t 0 / 2 M OE0; t 0 . It then follows that G.x 0 ; t 0 / G.x 0 ; 0/ D 0. Without loss of generality, we further assume that t 0 > 0. Combining the maximum principle and Lemma 7.2, at .x 0 ; t 0 /, we have
By the definition of .x 0 ; t 0 /, for any point x 2 M , we have
By the definition of G.x; t 0 /, we have
Since .x; t 0 / is arbitrary, we complete the proof.
By using Lemma 7.1 and Lemma 7.3, we prove the following Harnack inequality.
Proposition 7.4. Let u be a positive solution of (7.1). For any 2 .0; 
where t D .1 s/t 2 C st 1 in the fourth line. By (7.13), we obtain (7.12).
8. Proof of (2) in Theorem 1.1
In this section, we give the proof of (2) in Theorem 1.1.
Proof of (2) in Theorem 1.1. We define u D ' t . First, we claim that for any t > 0, there exist constants C and Á depending only on .M; !; J /, F and ' 0 such that Without loss of generality, we can assume that u.x; m 1/ is not constant. By the maximum principle, we obtain that v m and w m two positive solutions of (7.1). By Proposition 7.4 (taking where C k is the constant depending only on .M; !; J /, F , ' 0 and k. Combining (8.4), (8.5) and the Arzela-Ascoli Theorem, there exists a smooth function Q ' 1 such that (8.6) Q '
By the definition of Q ', (1.2) can be written as
Let t ! 1. By (8.4) and (8.6), we obtain
The uniqueness of . Q ' 1 ; b/ follows from the maximum principle (see [6, Section 6] ).
