The dynamics of solid-liquid interfaces controlled by solute precipitation and/or dissolution due to the chemical reaction at the interface were computed in two dimensions using a phase field models. Sharp-interface asymptotic analysis demonstrated that the phase field solutions should converge to the proper sharp-interface precipitation/dissolution limit.
Introduction
Solute precipitation and/or dissolution at solid-liquid interfaces has a number of important practical applications including corrosion, etching, the formation of mineral deposits in boilers and heat exchangers, and in oil and water pipes, and the formation of gas hydrates in oil and gas pipelines. It also plays an important role in the rheology of the Earth's crust and subsurface science. For example, the growth of mineral precipitates in pore volumes and fracture apertures can cause a significant reduction in macroscopic porosity and permeability by plugging pore throats or increase porosity and permeability as a result of fracturing if the force of crystallization exceeds the rock strength. Similarly, reaction induced dissolution, enhanced by advection and diffusion, changes subsurface pore/grain geometries leading to concomitant changes in the macroscopic porosity and permeability. This is also an interesting topic in the study of nuclear waste released from the immobilized glass form. In the far field, the environment may be acidic due to the carbon dioxide dissolved in the seawater, or basic due to the surrounding clay or concrete. Dissolution rate of glass and the internal diffusion rate of radionuclides are significantly influenced by these environmental factors. Both rates are important in predicting the release rate of radionuclides from the glass form.
Mathematically similar to the material oxidation [1] , solute dissolution and/or precipitation can be formulated as moving boundary problems. Historically these "Stephan problems" or moving boundary problems have been challenging from a computational point of view, but more recently a number of new computational methods have been developed to numerically solve them. The front-tracking [2] , volume-of-fluid [3] and level set [4] methods are based on the tracking or capturing of sharp interfaces. The front-tracking algorithm can be used in conjunction with adaptive mesh refinement near the interface, but it is difficult to apply it to dynamic interfaces that undergo complicated topological changes. Volume-offluid (VOF) methods have the advantages of conserving mass by explicitly tracking volume fractions for each cell, but reconstruction of interfaces from volume fractions and calculation of associated geometric quantities, such as the interface curvature are not straightforward. This is particularly true in the 3-dimensional (3D) simulations. In general, the level set method can easily handle complex geometries, but it suffers from mass loss/gain problems if more complicated methods based on the volume-of-fluid or front tracking approaches [5] , Lagrangian particles [6] or adaptive mesh refinement [7] are not implemented.
In contrast, the diffuse-interface models, such as the phase-field approach, do not require explicit computing of the moving interface. The approach, originally developed by van der Waals [8] in the 1800's and by Cahn and Hilliard [9] in the 1950's, is based on the concept of a diffuse interface that can be defined in terms of a density, structure or composition field (i.e. a phase field) that changes smoothly from one phase to the other over an interface zone with a non-zero width, w. In this manner, numerical difficulties associated with the boundary conditions at the sharp-interfaces are avoided, and no explicit interface tracking/capturing is required. The phase field is transported locally with the velocity of the interface and deformation of the phase field is restored by diffusive relaxation (Cahn-Hilliard [9] ) of conservative phase fields or direct relaxation (Allen-Cahn [10] ) of non-conservative fields.
Originally proposed for the applications such as the solidification of pure melts [11] [12] [13] [14] [15] , the phase field approach has been used to simulate a wide variety of interface dynamics phenomena including two-phase Navier-Stokes flow [16] , crack propagation and dislocation dynamics [17] , and chemical reaction induced precipitation and/or dissolution [18, 19] .
However, in most applications, the phase field equations are only used to circumvent the difficulty of tracking sharp interfaces, where the equations and/or their associated parameters do not directly represent the physics of the interfaces. Phase field methods have also been used in conjunction with particle models such as smoothed particle hydrodynamics (SPH) and dissipative particle dynamics (DPD), either to calculate forces based on a free energy functional [20] , or more precisely locate complex boundaries [21] as demonstrated in our review article [22] . This type of hybrid method of phase field and particle models has also been applied in the study of biofilm growth kinetics [23] .
In this paper, we first describe the level set and the phase field models used for the physics of solute precipitation/dissolution at the solid-liquid interface. We then present quantitative numerical simulations of precipitation/dissolution, using both phase field and level methods for the same problems, and cross-validate both approaches by comparing their predictions.
Sharp-interface model and phase-field equations

Sharp-interface model and level set method
The sharp interface model provides the governing equations for the solute precipitation/dissolution free-boundary problem. The simplest model includes diffusion in the liquid and first order reactions at the liquid-solid interface. The dynamics of the moving interface during precipitation/dissolution is, in general, controlled by the rate of the transport of dissolved solute away from or to the interface (diffusion in the solid phase is usually small enough to be neglected) and the reaction rate at the interface. The system of equations for this diffusion-precipitation/dissolution problem is given by
where D is the solute diffusion coefficient.
( ) and Eq. (3) expresses local mass conservation. vs is the velocity of the interface in the direction normal to the interface, and c k is a stoichiometric coefficient of order unity [24] . In Eq. (3), n is the unit vector perpendicular to the interface, Γ , pointing into the liquid and k is the reaction rate coefficient.
Equations (1)- (3) 
( )
Li et al. [25] applied a level set interface capturing approach to model this coupled moving boundary problem. Level set interface capturing is based on the idea that the solidfluid interface, Γ , in d-dimensional space can be represented by a cut through a surface in (d+1)-dimensional space (like a two-dimensional shoreline is a cut through the threedimensional land surface at sea level). In the level set method, the d-dimensional interface,
, is defined as the zero level contour (zero contour line in 2D or zero
In principal, a wide range of level set fields can be used, providing that 0 ϕ > for phase 1, 0 ϕ < for phase 2, and 0 ϕ = at the interface. In practice the signed distance function ( , ) t ϕ x was used, which has an absolute value equal to the minimum distance from the point x to the interface, and a sign that is positive in phase 1 and negative in phase 2. ϕ has a gradient of unity near the interface and is used to enable more accurate calculation of geometric quantities such as interface norms and curvatures. The unit vector normal to the interface, n, can be obtained by simply determining the gradient of ϕ at the interface. Due to chemical reactions, the interface evolves and the evolution of the signed distance function ϕ is governed by an advection equation as In practice, the level set function is computed only in a narrow band that contains the interface region to reduce the computational burden. Detailed presentations of level set methods can be found in the literature [4] and the numerical algorithms used in this work are described in Li et al. elsewhere [25, 26] . We choose 
Phase field method
The phase field equations for the dynamics of liquid-solid interfaces that evolve due to precipitation/dissolution together with a rigorous asymptotic analysis to show that the phase field solutions converge to the proper sharp-interface limit have already been presented [18] .
The phase field equations are,
where ( ) and λ (Eq. (9)) is obtained from the formal asymptotic analysis [18] . 
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These equations can be further simplified to
by simply taking the unit of length L ε = and unit of time The original moving boundary problem is reduced to coupled partial differential Eqs. (14) and (15) ∆ can be used to advance both φ and c fields using an explicit scheme. Equations (14) and (15) were solved numerically on a two-dimensional rectangular lattice with a constant grid spacing, x ∆ , in both directions. Sufficient accuracy with a reasonable computational load was achieved using a grid spacing in the range 0.25ε ≤ x ∆ ≤ 0.5ε [27] . Therefore, a direct comparison can be made between the two methods.
The Laplacian in both the phase field and level set simulations is computed from the commonly used 5-point finite-difference stencil,
and the normal of gradient of φ is computed using the central difference approximation,
The curvature term in Eq. (14) is computed from the curvature equation 
Results and discussion
We first compute the symmetric circular growth in a simulation domain consisting of 0.5 × 0.5 square box (one quadrant of a 1.0 × 1.0 box), which can be replicated to fill the 1.0 × 1.0 box using the 4-fold rotational symmetry of the lattice, using both the level set and the phase field methods with the same resolution. As shown in Fig. 1 
where r is the radial coordinate and θ is the angular coordinates. This perturbed shape 
Conclusion
The phase field and level set methods have been used to compute the time dependent solution of two-dimensional solute precipitation/dissolution problem with dynamically evolving solid-liquid interfaces. The phase-field approach does not require explicit computing of the moving interface so that numerical difficulties associated with the moving interface are avoided and no explicit interface tracking/capturing is required. However, phase field approach requires a complex asymptotic analysis in order to find the relation between parameters of the physical model and the phase field method [18] . Level set approach does not require such an asymptotic analysis and can naturally handle the discontinuities at the
interface. An explicit interface tracking is required for this method.
Both methods were implemented for circular and perturbed shape at various Damköhler numbers and far-field concentrations. The good agreement between the numerical results obtained using these two methods cross-validated both of them and supports the practical application of both methods to more realistic systems. However, our implementation of both methods is not efficient and practical applications (for example, nuclear waste release and mineral precipitation and/or dissolution) will require the incorporation of advanced adaptive techniques. In order for an efficient implementation for practical applications, both methods require a much finer mesh or grid around the solid-liquid interface and a coarse mesh in other regions. For example, local adaptive mesh refinement can be used to efficiently resolve the thin interface and this adaptive refinement can be repeated dynamically to ensure that the thin interface region is covered with the finest mesh during the entire simulation time. 
