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Dynamical instability is an inherent feature of bosonic systems described by the Bogoliubov-de
Gennes (BdG) Hamiltonian. Since it causes the BdG system to collapse, it is generally thought that
it should be avoided. Recently, there has been much effort to harness this instability for the benefit
of creating a topological amplifier with stable bulk bands but unstable edge modes which can be
populated at an exponentially fast rate. We present a theorem for determining the stability of states
with energies sufficiently away from zero, in terms of an unconventional commutator between the
number conserving part and number nonconserving part of the BdG Hamiltonian. We apply the
theorem to a generalization of a model from Galilo et al. [Phys. Rev. Lett, 115, 245302(2015)]
for creating a topological amplifier in an interacting spin-1 atom system in a honeycomb lattice
through a quench process. We use this model to illustrate how the vanishing of the unconventional
commutator selects the symmetries for a system so that its bulk states are stable against (weak)
pairing interactions. We find that as long as time reversal symmetry is preserved, our system can
act like a topological amplifier, even in the presence of an onsite staggered potential which breaks
the inversion symmetry.

I.

INTRODUCTION

The hallmark of topological matter is the presence of
gapless edge modes that support the flow of currents
along its boundaries in a manner immune to impurity
scattering [1, 2]. This property, which is as novel and
fascinating as current flow without resistance in superconductivity [3], follows from the nontrivial topology of
Bloch band structures. As the Bloch band is a universal feature of any periodic systems, topological phenomena are ubiquitous, attracting intense interest across
broad areas of research, including ultracold atoms [4–8],
photons [9–12], phonons (and mechanical metamaterials)
[13–18], and magnons [19, 20] (see recent review articles
[21–24] and references therein). This ubiquity also means
that systems need no longer be closed, fermionic, Hermitian, and in thermal equilibrium in order to exhibit topological phases. Indeed, significant effort in recent years
has been devoted to investigating open systems described
by non-Hermitian Hamiltonians [25–31] (see [32–36] and
references therein).
In this paper, we consider quadratic bosonic systems
[20, 37–43]. A new possibility arises in systems with
bosons: Unrestricted by the Pauli exclusion principle,
bosonic systems may be made to operate as active topological matter (a topological “laser”) where population
amplification occurs only in modes localized along edges.
Schomerus [44] sought to achieve this novel phase in
a photonic crystal realization [45] of the Su-SchriefferHeeger model [46], which is a non-Hermitian system with
gain and loss. We focus on an alternative possibility
[37, 38, 40, 42] which seeks to achieve the same goal in
systems described by a quadratic bosonic Hamiltonian
with pairing terms, which is the bosonic analog of the
Bogoliubov-de Gennes (BdG) Hamiltonian for fermions.
The bosonic BdG system is Hermitian, but, unlike the
fermionic BdG model, the matrix to be diagonalized is

non-Hermitian. Hence, the bosonic BdG model inherits
a so-called dynamical instability, which occurs when any
subset of eigenvalues become complex. Recent proposals
for realizing a topological amplifier in light [42] and in
matter [37, 38, 40] make use of this dynamical instability.
This approach is not uncommon, as many exciting phenomena in physics are built on instabilities. For example,
the production of highly coherent light in a laser follows
from an instability associated with population inversion
between upper and lower energy levels [47] and the simultaneous amplification of signal and idler modes in light
[48, 49] and in matter [50–52] follows from a parametric instability [53] which occurs when the strength of the
driving field exceeds a critical threshold.
A particular challenge with creating a topological amplifier lies in the dilemma that, on one hand, the topological amplifier must have an instability-free bulk (or, at
least, a bulk far more stable than its edges) but, on the
other hand, the dynamical instability in the bosonic BdG
system tends to be impartial to edge and bulk states. An
immediate question is how to control the instability so
that it affects edge modes but not bulk modes. Answering this question is central to a successful implementation
of topological amplifiers in BdG systems. The goal of the
present work is to formulate a systematic approach to this
question.
Our paper is organized as follows. In Sec. II, we consider a bosonic system described by a prototypical BdG
Hamiltonian made up of number conserving (“normal”)
and number nonconserving (“anomalous,” i.e., pairing)
parts. It is well-known [54–56] that complex eigenvalues
and hence the dynamical instability in a bosonic BdG
system can be traced to level crossings between particle
and hole states in the absence of the pairing interaction.
We thus focus on a pair of degenerate particle and hole
states and investigate how the pairing interaction, which
is treated as a perturbation, lifts the degeneracy. We
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combine first-order degenerate perturbation theory with
the bi-orthonormality condition to establish a theorem
for determining the stability of a state with energy sufficiently far from zero in a BdG system. Recognizing that
the heart of the matter is level crossings between particle
and hole states, we express this theorem in terms of an
unconventional commutator between number conserving
and number nonconserving parts of a BdG Hamiltonian
[see Eq. (24)]. We show that when this “commutator”
vanishes, the first-order splitting, which is purely imaginary, disappears and the two states remain stable and
degenerate. We further show that when this “commutator” vanishes, the energy corrections remain real not
only at second order in Sec. II but also to all higher
orders in Appendix A. We thus identify the vanishing
of the unconventional commutator (24) as a general and
straightforward to use guiding principle for creating a
topological amplifier in BdG systems.
In Appendix B, we describe a generalization of a model
from Galilio et al. [38] for creating a topological amplifier in an interacting spin-1 atom system in a honeycomb
lattice through a quench process. In Sec. III, we apply
our theorem to this generalized model which is neither
time reversal nor inversion symmetric and we use it to
demonstrate how the principle we developed in Sec.II selects the symmetries that a BdG system must possess so
that it may behave like a topological amplifier. We find
that as long as time reversal symmetry is preserved, our
system can act like a topological amplifier, even in the
presence of an onsite staggered potential which breaks
the inversion symmetry. We conclude in Sec. IV.

ing (or pairing) processes. The BdG Hamiltonian (1) has
two properties: so-called pseudo-Hermiticity,
†
Σz HBdG
(k)Σ−1
z = HBdG (k),

and particle-hole symmetry
∗
CHBdG
(k)C −1 = −HBdG (−k),

A STABILITY THEOREM FOR BOSONIC
BdG SYSTEMS

A topological amplifier in the context of the present
work must have stable bulk states and unstable edge
states. Then, a first step towards engineering such an
amplifier is a good understanding of how a state in a
BdG system can become unstable. In this section, we
present a theorem which allows us to determine the stability of a state with energy sufficiently far from zero in
a BdG system. Let such a (finite) system be described
by the BdG Hamiltonian in Nambu space,


A(k)
B(k)
,
(1)
HBdG (k) =
−B ∗ (−k) −A∗ (−k)
where k stands for the crystal momentum (which may
contain several components) within the first Brillouin
zone. Equation (1) is not necessarily Hermitian, but
since it is the BdG Hamiltonian for a Hermitian system,
Σz HBdG (k) must be Hermitian, where the matrix Σz is
defined directly below Eq. (4). Consequently,
A(k) =A† (k),

B(k) = B T (−k),

(2)

which are square matrices in an internal space and describe, respectively, number conserving and nonconserv-

(4)

where Σz = τz ⊗ 1i and C = τx ⊗ 1i with 1i the identity
matrix in the internal space and τx,y,z and τ0 the Pauli
and identity matrices in Nambu space, (|+i , |−i). No
symmetry conditions have been imposed on our model;
pseudo-Hermiciticy (3) and particle-hole symmetry (4)
are intrinsic to the bosonic BdG Hamiltonian.
We briefly mention that pseudo-Hermiticity (3), while
not a part of the Altland-Zirnbauer (AZ) symmetry
classes [57], is a special case [58] of so-called Q symmetry, one of the four fundamental Bernard-LeClair
(BL) symmetry classes [59]. The topological phases of
bosonic BdG Hamiltonians are thus classified according
to the BL-based 38-fold way for non-Hermitian systems
[33, 34] — the culmination of recent efforts [25, 32, 58]
for expanding the AZ-based 10-fold way from quadratic
fermionic Hamiltonians [60–62] to non-Hermitian Hamiltonians.
We assume the energy scale described by A(k) to be
much larger than that described by B(k), which allows
us to split the total Hamiltonian according to HBdG (k) =
H (0) (k) + H (1) (k), where
H (0) (k) =P+ ⊗ A(k) − P− ⊗ A∗ (−k),

II.

(3)

H

(1)

∗

(k) =τ+ ⊗ B(k) − τ− ⊗ B (−k),

(5)
(6)

are the unperturbed Hamiltonian and its perturbation,
and
P± = (τ0 ± τz )/2,

τ± = (τx ± iτy )/2,

(7)

are projection and ladder operators in Nambu space.
A perturbative approach begins with the Schrödinger
equation of the unperturbed BdG Hamiltonian,
E
E
H (0) (k) Ψ(0) (k) = E (0) (k) Ψ(0) (k) ,
(8)
where the unperturbed eigenstate Ψ(0) , like any (stable) eigenstate of a BdG Hamiltonian, can be classified
either as a particle state |pi or as a hole state |hi, depending on whether its norm with metric Σz can be scaled to
+1 or −1 [63].
It thus obeys the so-called bi-orthonormality relation,
hp| Σz |p′ i = +δp,p′ , hh| Σz |h′ i = −δh,h′ , hp| Σz |hi = 0.
(9)
From now on, whenever no confusion is likely to arise, we
ignore the argument k to eigenenergies and eigenstates so
as to reduce clutter in notations.
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Let |ψp i and |ψh i be the eigenstates of the Hermi(0)
tian matrix A(k) and −A∗ (−k) with eigenvalues Ep and
(0)
Eh , respectively,
(0)

A(k) |ψp i = Ep(0) |ψp i , −A∗ (−k) |ψh i = Eh |ψh i , (10)
where |ψp i and |ψh i obey the usual orthonormality relation,
hψp |ψp′ i = δp,p′ ,

hψh |ψh′ i = δh,h′ .

(11)

within particle states and hole states, independently. In
terms of |ψp i and |ψh i, the particle and hole states of Eq.
(8) are given as
|pi = |+i ⊗ |ψp i ,

|hi = |−i ⊗ |ψh i .

(12)

Nakamura et al. [56], following earlier hints [54, 55],
pointed out that the appearance of complex eigenvalues is
always accompanied by a level crossing, i.e. a degeneracy
between a hole and particle state when in the absence of
pairing interactions. In the spirit of [56], we focus on
a particular particle and hole state of the unperturbed
Hamiltonian,
|h0 i = |−i ⊗ |ψh0 i ,

|p0 i = |+i ⊗ |ψp0 i ,

(13)

which are degenerate with energy
(0)

= Eh0 ≡ E0 ,
Ep(0)
0

(14)

and we hope to gain insight into how the pairing interaction lifts this degeneracy.
We first apply the standard perturbation ansatz,
E
X
X
E=
E (n) , |Ψi =
Ψ(n) , n = 0, 1, · · · , (15)
n

n

′
′
E X
X
(n)
a(n)
|pi
+
ah |hi
Ψ(n) =
p
p

(16)

where E (n) and Ψ(n) are the nth order correction [in
H (1) ] to the energy and corresponding eigenstate. In doing so, we arrive at a hierarchy of higher order equations,
E
E
(17)
(H (0) − E0 ) Ψ(1) =(E (1) − H (1) ) Ψ(0) ,
E
E
(H (0) − E0 ) Ψ(2) =E (2) Ψ(0)
E
(18)
+ (E (1) − H (1) ) Ψ(1) ,
..
.

in addition to the zeroth order equation (8).
We then apply the degenerate perturbation ansatz in
which Ψ(0) is assumed to be the superposition of the
degenerate states,
E
(19)
Ψ(0) = α |p0 i + β |h0 i ,

(20)

h

where the primes are to stress that the degenerate states,
|p0 i and |h0 i, are excluded from the first superposition
over the particle states and the second superposition over
the hole states, respectively.
We stress that since the unperturbed Hamiltonian (5)
is Hermitian, all unperturbed eigenstates, upon which we
make our perturbation expansion, are stable and form a
complete Hilbert space. Further, in our derivation below, inner products are always between two unperturbed
eigenstates. As a result, even though the total Hamiltonian (with pairing interactions) is pseudo-Hermitian,
issues associated with a pseudo-Hermitian system such
as zero modes and modes whose norms with metric Σz
vanish [63], never arise throughout our derivation bellow.
Joining Eq. (17) with hp0 | Σz and hh0 | Σz (from the
left), we arrive at the eigenvalue equation for E (1) ,
 

 
hp0 | Σz H (1) |p0 i
hp0 | Σz H (1) |h0 i
α
(1) α
,
=
E
β
β
− hh0 | Σz H (1) |p0 i − hh0 | Σz H (1) |h0 i
(21)
where use of the bi-orthonormality condition (9) has been
made. The eigenvalue E (1) can be complex since the
matrix in Eq. (21) can be non-Hermitian. Inserting Eq.
(6) into Eq. (21), we simplify Eq. (21) into
 
 

0
hψp0 | B(k) |ψh0 i
α
(1) α
,
=
E
∗
β
β
0
− hψp0 | B(k) |ψh0 i
(22)
from which we find
E (1) = ±i|hψp0 | B(k) |ψh0 i|.

to the Schrödinger equation
HBdG (k) |Ψ(k)i = E(k) |Ψ(k)i ,

while Ψ(n>0) is assumed to be the superposition of the
particle and hole states,

(23)

To write this in a more enlightening form, we introduce
an unconventional commutator defined as
⌈A(k), B(k)⌋ ≡ A(k)B(k) − B(k)A∗ (−k),

(24)

which is different from the conventional commutator
[A(k), B(k)] unless A(k) is both real and even in k. With
the help of Eq. (10), we find that
(0)

hψp | ⌈A(k), B(k)⌋ |ψh i = (Ep(0) + Eh ) hψp | B(k) |ψh i ,
(25)
which holds irrespective of whether |pi and |hi are the
degenerate states. For the special case of the degenerate
states, Eq. (25) becomes
hψp0 | ⌈A(k), B(k)⌋ |ψh0 i = 2E0 hψp0 | B(k) |ψh0 i , (26)
which immediately leads to the following theorem.
Theorem 1 Let Eq. (1) be the BdG Hamiltonian for a
bosonic system. Let a pair of particle and hole states
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be degenerate with energy E0 in the absence of B(k).
Then, a weak B(k) lifts the degeneracy, splitting E0 into
a pair of complex conjugate energies, E0 + i|E (1) | and
E0 − i|E (1) |, where E (1) is given by
|E (1) | = |hψp0 | ⌈A(k), B(k)⌋ |ψh0 i|/2|E0 |,

(27)

(0)

only chance for hψp | B(k) |ψh i not to vanish is when Ep
(0)
and Eh (which are the energies of states |ψp i and |ψh i)
are equal in magnitude but opposite in sign:
hψp | B(k) |ψh i = hψp | B(k) |ψh i δE (0) ,−E (0) .
p

With this, Eq. (31) can be expressed as

which is valid to first order in B(k), provided that
q
(28)
|E0 | ≫ |hψp0 | ⌈A(k), B(k)⌋ |ψh0 i|/2,
where ⌈A(k), B(k)⌋ is the unconventional commutator
defined in Eq. (24) and |ψp0 i and |ψh0 i are the eigenstates defined in Eq. (10).
This theorem applies to a finite bosonic system described
by a BdG Hamilonian in which the number nonconserving (pairing) part is much smaller in energy scale than the
number conserving part and further the number conserving part supports degenerate particle and hole states. In
the following, we shall refer to the states whose energies
satisfy condition (28) as high-|E0 | states.
Theorem 1 [64] states that a pair of degenerate high|E0 | particle and hole states are unstable against B(k)
if the transition between them is not Hph (k)-forbidden,
where
Hph (k) ≡ ⌈A(k), B(k)⌋ /(2|E0 |),

(29)

is the effective coupling between the two degenerate
states. Creating a stable BdG system amounts to developing selection rules for Hph (k)-forbidden transitions
as far as first-order perturbation theory is concerned.
In particular, if A(k) “commutes” with B(k), i.e.,
⌈A(k), B(k)⌋ = 0, all transitions between high-|E0 | degenerate states are Hph (k)-forbidden. This raises the
question of whether complex energies can arise from
higher than first-order corrections, thereby causing the
degenerate states to be unstable. To address this question, we have to extend the degenerate perturbation theory to second order because the degeneracy is not lifted
at first order. We first join Eq. (18) with hp0 | Σz and
hh0 | Σz , which leads to
E
hp0 | Σz H (1) Ψ(1) = E (2) α,
E
(30)
− hh0 | Σz H (1) Ψ(1) = E (2) β.
We next employ Eq. (17) to express Ψ(1) in terms of
Ψ(0) as
a(1)
p = −
(1)
ah

=

hp| Σz H
(0)
Ep

(1)

Ψ

− E0

(0)

hh| Σz H (1) Ψ(0)
(0)

Eh − E0

=−
=

hψp | B(k) |ψh0 i
(0)
Ep

− E0

hψh | B ∗ (−k) |ψp0 i
(0)

Eh − E0

hψp | B(k) |ψh0 i
β,
2E0
hψh | B ∗ (−k) |ψp0 i
=−
α.
2E0

a(1)
p = +
(1)

ah

(31)
α,

which involve inner products such as hψp | B(k) |ψh0 i. It
follows from Eq. (25) that when ⌈A(k), B(k)⌋ = 0, the

(33)

Inserting this into Eq. (30), we find that the two equations in Eq. (30) decouple, leading immediately to two
eigenstates: one with energy
=
Ep(2)
0

′
−1 X
hψp0 | B(k) |ψh i hψh | B ∗ (−k) |ψp0 i (34)
2E0
h

and α = 1 and β = 0 and the other with energy
(2)

Eh0 =

′
−1 X
hψh0 | B ∗ (−k) |ψp i hψp | B(k) |ψh0 i (35)
2E0 p

and α = 0 and β = 1. We can remove the prime from
each sum by virtue of Eq. (32). Finally, we apply, independently, the closure identities for |ψp i and |ψh i to cast
(2)
(2)
Ep0 and Eh0 into the simpler forms,
hψp0 | B(k)B ∗ (−k) |ψp0 i
,
2E0
hψh0 | B ∗ (−k)B(k) |ψh0 i
=−
,
2E0

=−
Ep(2)
0
(2)

Eh0

(36)

which are real since they are the averages of two Hermitian operators, B(k)B ∗ (−k) and B ∗ (−k)B(k). The
Hermiticity of these two operators follows from B(k) =
B T (−k) in Eq. (2), a consequence of Σz HBdG (k) being
inherently Hermitian. As we explain in Appendix A, this
same property guarantees that the energy correction be
real at any higher order, as long as ⌈A(k), B(k)⌋ = 0.
It then follows that a sufficient condition for creating
a stable high-|E0 | state is that A(k) “commutes” with
B(k), i.e. the unconventional commutator (24) vanishes.
This may be further understood by looking at the square
of HBdG , which can be formulated in terms of ⌈A, B⌋ as


A2 (k)
⌈A(k), B(k)⌋
2
HBdG
(k) =
, (37)
†
− ⌈A(k), B(k)⌋
A∗2 (−k)
where
A2 (k) ≡ A2 (k) − B(k)B ∗ (−k)

β,

(32)

h

(38)

is a Hermitian operator. From Eq. (37) we see that
2
only when A(k) and B(k) “commute” is HBdG
(k) Hermitian. Thus, it is the condition ⌈A(k), B(k)⌋ = 0 [or
equivalently Hph (k) = 0] that underlies the suggestion
2
that systems with Hermitian HBdG
(k) may be made to
operate in a manner free of bulk instabilities [38].
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III.

APPLICATIONS: A BdG EXTENSION OF
SPINFUL HALDANE MODEL

In this section, we apply the theorem to a generalization of a model proposed by Galilo et al. [38] for creating a topological atom amplifier in spin-1 cold atoms in
a honeycomb lattice through a quench process. In Appendix B, we give additional details for the (postquench)
quadratic Hamiltonian describing quantum fluctuations
about the initial state where all atoms are condensed to
the spin-0 component. Just as in their model, the total
Hamiltonian is divided into two independent sectors, one
for the spin-0 component and the other for the spin-±1
components. The spin-0 component is stable and not
affected by the quench. The sector for spin-±1 components is a BdG extension of a spinful Haldane model and
evolves in time under the quench.
We thus focus on the spin-±1 sector, a pseudo spin-1/2
system, on a lattice stripe geometry with open boundaries along y and periodic (zigzag) boundaries along x.
The internal space is the tensor product HI ⊗ Hs ⊗ Hσ ,
where HI = (|1i , |2i , · · · , |Ny i) is the unit cell space
with Ny the number of y unit cells, Hs = (|↑i , |↓i) is
the spin-1/2 space, and Hσ = (|Ai , |Bi) is the sublattice
space. We describe the system using the bosonic BdG
Hamiltonian (1) with
A(k) =I− ⊗ α(k) + I0 ⊗ β(k) + I+ ⊗ γ(k),
B =I0 ⊗ ξ,

(39)

where A(k) is a tridiagonal matrix (real and symmetric)
with k being the momentum vector along x, B is a diagonal matrix (real and k-independent), and I0 , I− and I+
are the main-, sub- and super-diagonal identity matrices
in HI . In Eq. (39),


k
α(k) =2t2 cos φ +
sz ⊗ σz − t1 s0 ⊗ σ+ ,
2
β(k) =2t2 cos (φ − k) sz ⊗ σz + ms0 ⊗ σz
k
(40)
+ qs0 ⊗ σ0 − 2t1 cos s0 ⊗ σx ,
2


k
γ(k) =2t2 cos φ +
sz ⊗ σz − t1 s0 ⊗ σ− ,
2
ξ =nB c2 sx ⊗ σ0 ,
are all real 4 × 4 matrices in Hs ⊗ Hσ , where sx,y,z (s0 )
and σx,y,z (σ0 ) are the Pauli (identity) matrices in Hs
and Hσ and σ± = (σx ± iσy )/2. Here, t1 is the nearestneighbor hopping amplitude, t2 e±iφ is the next-nearestneighbor hopping amplitude introduced by Haldane [65],
where ± alternates periodically in the manner of Kane
and Mele [66], q and m measure, respectively, the nonstaggered and staggered onsite potential, nB is the filling
factor for the condensed atoms, and c2 is the two-body
spin interaction strength [67, 68].
HBdG (k) is neither time reversal nor inversion symmetric since we allow the phase φ and the staggered

FIG. 1. Excitation energy spectrum, En (k) in the ⇑ sector
[the eigenvalue of H⇑ in Eq. (43)] for m = 0, nB c2 = 0.2t1 and
φ = π2 − π8 (left column), π2 (middle column), and π2 + π8 (right
column). The middle row shows the real part and the bottom row shows the imaginary part. The top row displays the
spectrum in the absence of pairing interactions. Additional
parameters are t1 = 1, t2 = 0.54t1 , q = 0.4t1 and Ny = 20.
Red, green, and dark blue indicate positive norm (particle),
negative norm (hole), and zero norm (unstable) states, respectively.

potential amplitude m to be arbitrary where the timereversal operator is defined as T = τ0 ⊗I0 ⊗sx ⊗σ0 K with
K being complex conjugation and the inversion symmetry operator is defined as P = σx (which is short for
τ0 ⊗ I0 ⊗ s0 ⊗ σx ). This is different than in [38], where
φ and m are fixed to π/2 and 0, respectively. Nor is
HBdG (k) sz -rotation invariant since although A(k) conserves sz , B does not. Instead, it transforms under sz
(which is short for τ0 ⊗ I0 ⊗ sz ⊗ σ0 ) in the manner of
pseudo-Hermiticity,
†
sz HBdG (k)s−1
z = HBdG (k),

(41)

due to spin and momentum conservation during a collision. Equation (41), together with the generic pseudoHermiticity in Eq. (3), implies the existence of a unitary
symmetry, [Jz , HBdG (k)] = 0, where Jz ≡ τz ⊗I0 ⊗sz ⊗σ0
is the z-component of the spin rotation generator represented on Nambu (particle-hole) space [57]. Being diagonal, Jz partitions HBdG (k) into
HBdG (k) = H⇑ (k) ⊕ H⇓ (k),

(42)

where
H⇑/⇓ (k) =



A↑/↓ (k)
c2 nB I0 ⊗ σ0
−c2 nB I0 ⊗ σ0 −A↓/↑ (−k)



(43)
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FIG. 2. Excitation energy spetrum, En (k) in the ⇑ sector for
φ = π2 , nB c2 = 0.2t1 and m = −t1 (left column), 0 (middle
column), and +t1 (right column). The middle row shows
the real part and the bottom row shows the imaginary part.
The top row displays the spectrum in the absence of pairing
interactions. The remaining parameters and the color scheme
are the same as in Fig. 1.

are the Hamiltonians in the degenerate subspaces of Jz in
which Jz has eigenvalue +1 and −1, respectively. A↑/↓ (k)
are matrices in HI ⊗ Hσ that are constructed as follows.
They take the form of A(k) in Eq. (39), where α, β, and
γ are 2×2 matrices that are just as in Eq. (40), except s0
is replaced with +1 and sz is replaced with +1 for A↑ (k)
and with −1 for A↓ (k).
Without loss of generality, we limit our study to the
⇑ sector. We focus on systems that have edge modes
and band gaps near zero energy when B = 0 (as shown
in the top row of Figs. 1 and 2), so that the first-order
perturbation theory may be applied to bulk states but
not to edge modes near zero energy. We display the real
(middle row) and imaginary (bottom row) eigenvalues of
H⇑ when B 6= 0 in Fig. 1 where m is fixed to 0 but φ is
allowed to vary and in Fig. 2 where φ is fixed to π/2 but
m is allowed to vary.
To gain insight, we compute the “commutator” in Eq.
(24), using Eqs. (39) and (40), to find
⌈A, B⌋ =i4t2 nB c2 cos φsy ⊗ σz ⊗


k
cos (I+ + I− ) + cos kI0 .
2

(44)

This result shows that only when φ = π/2 (or 3π/2) and
thus only when the system has time reversal symmetry,
are bulk states stable in the presence of a paring term.
This is evident in Fig. 1 where the bulk particle (red) and
hole (green) energies that are degenerate when B = 0

(top row) become complex when B 6= 0 and φ takes values different from π/2 (left and right columns). Note
that Eq. (44) is independent of the staggered potential
m. Thus, as long as it remains time-reversal-invariant,
our system has a stable bulk even when it is no longer
inversion-symmetric. Indeed, as Fig. 2 illustrates, the
presence of m does not affect bulk stability; all bulk spectra are real.
We now shed some light on why our system, like the
one presented by Galilo et al. [38], is topological. As
mentioned earlier, because our system conserves Jz , Jz
partitions our system into two subsystems and our system inherits the topological properties of these two subsystems. Since the subsystems in our model are built
upon the Haldane model, they inherit the Dirac points
and C3 point group symmetry, which are unaffected by
the pairing interaction [the last line in Eq.(B4)]. The
C3 point group symmetry guarantees that a gap closing
and re-opening transition occurs only at Dirac points [69]
(see, for example, [43]). When the spectrum for an open
system changes from one without edge modes inside the
bulk gaps (not shown) to one with edge modes inside the
bulk gaps (which is shown in Fig. 2), it signals that the
corresponding periodic system makes a transition from
a trivial gapped phase, via a gapless point at which the
adiabatic condition breaks down, to a nontrivial gapped
phase. This nontrivial gapped phase is a topological state
with a nontrivial Chern number (i.e. it is a Chern insulator) since it is associated with a gap closing, which is
a source of Berry curvature and hence nontrivial Chern
number. In summary, our system is topological and is
classified as two copies of Chern insulators. We leave as
future work a detailed and quantitative study of the topological properties of our system, including how to identify its symmetry class within the framework of 38-fold
way and how to determine its bulk topological variant
(the Chern number) within the context of non-Hermitian
physics [33].
To study φ = π/2, where time reversal symmetry necessitates A↑ (k) = A↓ (−k), we move to the basis {|ωn i}
[38], where |ωn i is an eigenstate of A↑ (k),
A↑ (k) |ωn i = ωn |ωn i .

(45)

In this basis, we can take advantage A↑ (k) = A↓ (−k)
and that pairing terms in Eq. (43) are proportional to
the identity matrix IL
0 ⊗ σ0 , decomposing H⇑ (k) into a
direct sum, H⇑ (k) = n H⇑,n (k), where
H⇑,n (k) =


ωn (k) nB c2
,
−nB c2 −ωn (k)



(46)

is a two-state Hamiltonian. We emphasize that this simplification holds regardless of the inversion symmetry.
The eigenenergies in the ⇑ sector are now easily found
to be
q
En (k) = ± ωn2 (k) − n2B c22 .
(47)
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As anticipated by Theorem 1, a Taylor series of En (k)
does not contain the term linear in the small parameter, nB c2 /|ωn |, and En (k) is real except when |ωn (k)| <
nB c2 , where perturbation theory breaks down. Equation
(47) also applies to edge modes. To a good approximation, we can estimate edge mode dispersions using Eq.
(47) with ωn (k) given by

“commutator” in Eq. (24) plays a fundamental role in
the quest of topological amplifiers in BdG systems. Said
another way, it is ⌈A, B⌋ = 0 that selects the symmetries
a system must possess so that its bulk states can be made
stable against (weak) pairing interactions.
IV.

6t2 sin k + m

ωedge (k) = q ∓ t1 q
t21 + 16t22 sin2

k
2

,

(48)

which are the edge mode dispersions of A↑ (k), the Hamiltonian of Haldane model (with φ = π/2), for a lower half
and upper half semi-infinite plane. Equation (48), which
generalizes the one for m = 0 in [38], indicates that m
constitutes another knob for selecting the momentum k
at which an edge mode is made to lase.
Note that we have checked for finite-size, e.g. Ny =
20 is used to make Figs. 1 and 2 and is large enough
that boundary states come in pairs localized to opposite
ends. At the top edge (of the stripe lattice with open
boundaries along y), the particle edge state moves to the
right (the positive x direction) while the hole edge state
moves to the left. At the bottom edge, the particle edge
state moves to the left while the hole edge state moves
to the right.
Importantly, the staggered potential does not affect
the bulk band stability in our model. We stress that
the reason for this is that the staggered potential, Asp ≡
mI0 ⊗ s0 ⊗ σz in A(k) commutes with B = nB c2 I0 ⊗ sx ⊗
σ0 . If we included in B a perturbation of the form B ′ ∝
I0 ⊗ sx ⊗ σz which does not commute with the nearestneighbor tunneling terms in A(k), the “commutator” for
the perturbed system with φ = π/2 would become
k
⌈A, B + B ′ ⌋ ∝ 2it1 cos I0 ⊗ sx ⊗ σy
2
(49)
+ 2t1 I− ⊗ sx ⊗ σ+ − 2t1 I+ ⊗ sx ⊗ σ−
and would thus not vanish even when the system is timereversal-invariant. Even though B ′ and Asp preserve
both time and inversion symmetries, it is B ′ that affects bulk stability, and not Asp , demonstrating that the

CONCLUSION

In this work, we presented a theorem which quantifies how a weak pairing interaction lifts the degeneracy
of particle and hole states with energy far from zero
in a bosonic BdG system. We expressed the energy
splitting, which is imaginary, in terms of the unconventional commutator in Eq. (24). We found that when
⌈A(k), B(k)⌋ = 0, the property, B(k) = B T (−k), which
is inherent of the BdG Hamiltonian guarantees the energy correction to be real at any higher order. We were
thus led to treat the vanishing of this “commutator” as a
practical criterion for testing and designing a topological
amplifier in a BdG system. We also studied a generalization of the model from Galilo et al. [38], finding that as
long as there is time reversal symmetry, the model can be
made to act like a topological amplifier, independent of
whether there is an inversion symmetry, i.e. independent
of whether there exists an onsite staggered potential.
The theorem we developed is fairly general. Although
we applied it only to a cold atom model in this work, we
expect it to find applications in a broad array of systems
across different disciplines [21–24, 32].
Appendix A: Higher than second-order energy
corrections when A(k) and B(k) “commute”

In Sec. II, we focused on a particle and a hole state
that are degenerate in the absence of the pairing interaction and found that when A(k) and B(k) “commute”,
the pairing interaction, while does not contribute to the
energy at first order, causes the energy to shift at second
(2)
(2)
order from E0 to Ep0 and Eh0 given by Eq. (36).
In this appendix, we pursue higher order corrections
with the following perturbation equations,

E
E
E
E
(H (0) − E (0) ) Ψ(3) = (E (1) − H (1) ) Ψ(2) + E (2) Ψ(1) + E (3) Ψ(0) ,
E
E
E
E
E
(H (0) − E (0) ) Ψ(4) = (E (1) − H (1) ) Ψ(3) + E (2) Ψ(2) + E (3) Ψ(1) + E (4) Ψ(0) ,

(A1)
(A2)

..
.

We begin with the third-order correction which depends not only on the zeroth- and first-order states,
which we obtained in the main text, but also on the

second-order state, which we now determine from Eq.
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which follows from Eq. (33) with α = 1. The second sate
has α = 0, β = 1 and
E
E (0) = E0 , Ψ(0) = |h0 i ,

(18). From Eq. (18),
=

hp| Σz H (1) Ψ(1)

ah =

hh| Σz H (1) Ψ(1)

a(2)
p
(2)

(0)

E0 − Ep
(0)

Eh − E0

=−
=

P′

(1)

h

P′

ah hψp | B(k) |ψh i
(0)

Ep − E0

(1)

p

,

ap hψh | B ∗ (−k) |ψp i
(0)

Eh − E0

a(2)
p =
(2)

ah =

h
′
X

(A3)

(0)

2E0 (Ep − E0 )

hψh | B ∗ (−k) |ψp i hψp | B(k) |ψh0 i
(0)

2E0 (Eh − E0 )

where Eh0 is given by Eq. (36) and
α,

(2)

a(2)
p = ah = 0.

β.

(A5)
(2)

(2)

The next step depends on whether Ep0 equals Eh0 ,
that is, whether the second order solution is degenerate
or nondegenerate. In the degenerate case, the methods
presented in Sec. II can be generalized to higher than second order. For this reason, we do not present them here.
We instead present the nondegenerate case. Though we
do not show it, it can be shown that the final results for
the degenerate and nondegenerate cases are the same.
Let us briefly summarize the results through second
order when ⌈A(k), B(k)⌋ = 0. At second order and when
(2)
(2)
Ep0 6= Eh0 , the pairing interaction splits the degenerate
states, |p0 i and |h0 i, with energy E0 into two states. The
first state has α = 1, β = 0, and
E
E (0) = E0 ,
Ψ(0) = |p0 i ,
E (1) = 0,
E

(2)

=

,
Ep(2)
0

E
Ψ(1) =
Ψ

(2)

E

h

(1)

ah |hi ,

E

(3)

≡

Ep(3)
0

= 0,

Ψ

(3)

E

=

′
X
h

(3)

ah |hi ,

(A10)

where
(2) (1)

(3)

ah = −

Ep0 ah
(0)
Eh

− E0

= Ep(2)
0

hψh | B ∗ (−k) |ψp0 i
(2E0 )2

(A11)

with the last equality following from Eq. (32) and Eq.
(A7). From Eq. (A2), we then have the fourth-order
correction to the energy,
E
(1)
(3)
(A12)
≡
−
hp
|
Σ
H
Ψ
E (4) = Ep(4)
0
z
0
which, when use of Eq. (A11) is made, can be written as
1
×
2E0
(A13)
′
(−1) X
hψp0 | B(k) |ψh i hψh | B ∗ (−k) |ψp0 i .
2E0

= Ep(2)
Ep(4)
0
0

h

Compared to Eq. (34), we find that the second line is
(2)
simply Ep0 , and thus
=
Ep(4)
0

i2
h
(2)
Ep0
2E0

.

(A14)

(2)

∗

hψh | B (−k) |ψp0 i
,
2E0

(A9)

(4)

Since Ep0 and E0 are both real, so too is Ep0 .
Following the same steps that begin from Eq. (A8),
we easily arrive at

= 0,

(2)

(1)

hψp | B(k) |ψh0 i
.
2E0

which follows from Eq. (33) with β = 1.
Under our assumption that degeneracy is lifted at second order, corrections higher than second order are computed with nondegenerate perturbation theory. Without
(2)
loss of generality, we focus on the Ep0 branch. We find
easily from Eq. (A1), with the help of Eq. (A6), that

(A6)

where Ep0 is given by Eq. (36) and
ah =

a(1)
p = −

(A4)

In lieu of the restrictions by Eq. (32), the only possi(2)
(2)
ble contribution to the sum in ap [ah ] in Eq. (A4)
(0)
comes from the hole (particle) state in which Eh =
(0)
(0)
(0)
−Ep = −E0 [Ep = −Eh = −E0 ]. This means that
(2)
(2)
all ap [ah ] vanish except the one associated with the
degenerate particle (hole) state |p = p0 i (|h = h0 i) where
(0)
(0)
(2)
Ep = E0 [Eh = E0 ]. However, it is precisely ap and
(2)
ah , which are associated with the degenerate states,
that are excluded from Eq. (20) for the second-order
correction. We conclude that

′
X

E
Ψ(2) = 0,

(2)

E (2) = Eh0 ,
(2)

hψp | B(k) |ψh i hψh | B ∗ (−k) |ψp0 i

p

(A8)

p

which becomes, after applying Eq. (33),
′
X

′
E X
a(1)
Ψ(1) =
p |pi ,

E (1) = 0,

,

(A7)

(3)

E (3) ≡ Eh0 = 0,

(4)

E (4) ≡ Eh0 =

i2
h
(2)
Eh0
2E0

,

(A15)
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(2)

for the Eh0 branch.
Generalizing to higher orders is straightforward. Upon
doing so, one finds that all odd higher-order energy corrections vanish while all higher-order even ones can be
expressed in terms of E (2) and E0 and are therefore real.
We note that this same conclusion is found if we had
instead assumed that the second order corrections are
degenerate.
We end this appendix by stressing that a bosonic
BdG Hamiltonian HBdG (k) has an intrinsic property that
Σz HBdG (k) is Hermitian, which ensures B(k) = B T (−k).
And when ⌈A(k), B(k)⌋ = 0, it is B(k) = B T (−k) that
guarantees the energy correction to be real at any order
in perturbation theory.
Appendix B: Hamiltonian for a BdG extension of a
spinful Haldane model

In the main text, we study a generalization of a model
proposed by Galilo et al. [38]. In this Appendix, we
provide details of the Hamiltonian for this generalization.
Motivated by the experimental realization of the Haldane
model [65] by the Esslinger group [7] in ultracold atoms
in honeycomb optical lattices, Galilo et al. [38] proposed
a spin-1 extension of such a system where the spin-orbit
coupling is proportional to the spin projection along z,
Sz , where Sx,y,z are the spin components of the spin-1
vector S. The generalization we study has a Hamiltonian
consisting of three parts. First, the hopping Hamiltonian
X
X ′†
′
(B1)
e−iνij φ b̂′†
b̂i b̂′j + t2
Ĥhop = −t1
i Sz b̂j .

As in [38], the onsite potential initially supports a
polar condensate where all atoms are condensed to the
|S = 1, M = 0i spin mode and are assumed to be uniformly distributed in space. We then apply a quench
process, which abruptly changes the onsite potential.
Previously, spin-1 condensates were quenched to demonstrate intriguing nonequilibrium dynamics [50, 70, 72].
We characterize this uniform polar condensate with a
filling factor nB for condensed bosons and a chemical
potential µ = −3t1 + c0 nB at which the energy per lattice site is minimized. We note that such a polar state is
energetically favored as long as q ′ is set to a sufficiently
large positive value.
Following the usual practice (see, for example, [73]),
we apply the Bogoliubov perturbation ansatz to the
postquench Hamiltonian where the system parameters
are fixed at their quenched values. When expanded up
√
to second order in b̂j = b̂′j − (0, nB , 0), which are the
field operators describing quantum fluctuations on top of
the condensate, we find the postquench Hamiltonian to
be block diagonal,
Ĥ = Ĥ1/2 ⊕ Ĥ0 ,
where
Ĥ1/2 = − t1
+q

where b̂′i = (b̂′i,+1 , b̂′i,0 , b̂′i,−1 ) is the field operator, b̂′i,M is
the annihilation operator of a boson with spin-M component at site i, t1 is the nearest-neighbor hopping amplitude, and t2 eiνij φ is the next-nearest-neighbor hopping
amplitude introduced by Haldane [65], where νij alternates between +1 and −1 periodically in the manner of
Kane and Mele [66]. Second, the onsite two-body interaction that preserves the spin rotation invariance [67, 68],
c0 X ′† ′ 2 c2 X ′† ′ 2
(b̂i b̂i ) +
(b̂i Sb̂i ) ,
(B2)
Ĥcol =
2
2
i

i

where c0 and c2 represent, respectively, the density and
spin interaction strength. The onsite collision is the
source of pairing interactions, which is an essential ingredient of a BdG system. Third, the onsite potential
(with staggering)
X ′†
X ′†
Ĥpot = q ′
b̂i Sz2 b̂′i + m
(B3)
ξi b̂i Sz2 b̂′i ,
i

i

which describes the quadratic Zeeman shifts for spinor
condensates which can be generated by external magnetic
fields [70] or by microwave fields [71] where ξi is +1 for
sites on sublattice A and −1 for sites on sublattice B.

X

b̂†i s0 b̂j + t2

+

X

e−iνij φ b̂†i sz b̂j

hhijii

hiji

X

b̂†i s0 b̂i

i

hhijii

hiji

(B4)

+m

X

ξi b̂†i s0 b̂i

(B5)

i

c2 n B X
(b̂i sx b̂i + b̂†i sx b̂†i )
2
i

is the Hamiltonian in the pseudo spin-1/2 space (|↑i ≡
|S = 1, M = +1i , |↓i ≡ |S = 1, M = −1i), where sx,y,z
and s0 are the Pauli and identity matrices in spin space
and
q = q ′ + 3t1 + nB c2 .

(B6)

As can be seen, without pairing terms, Ĥ1/2 in Eq. (B5)
represents the spinful (doubled) Haldane model. Thus,
with pairing terms, it describes what we call a BdG extension of spinful Haldane model. Note that we have
used a lowercase s instead of capital S to distinguish
between spin-1/2 and spin-1 systems. In Eq. (B4),
Ĥ0 (which we have not shown) is the Hamiltonian for
the |S = 1, M = 0i component which always has a stable
spectrum (for weak c0 ) and is not affected by the quench.
We focus exclusively on the spin-1/2 system in a honeycomb lattice. We assume a stripe geometry with
open boundaries along y and periodic (zigzag) boundaries along x. We apply a partial Fourier transformation
along x,
b̂j≡(jx ,jy ) =

X
kx

eikx Xj
b̂kx ,jy √
, jy = 1, 2, · · · , Ny ,
Nx

(B7)
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į1

a2
į3

į2

a1

y

x

kx is the momentum vector along x, and Xj is the xcomponent of the position vector at site j. Finally, with
the help of the basis vectors defined in Fig. 3, we change
the Hamiltonian (B5) to

A

Ĥ1/2 =

1X †
ψ̂kx Σz HBdG (kx )ψ̂kx ,
2

(B8)

kx

B

where Nx (Ny ) is the number of unit cells along x (y),

where ψ̂kx = (b̂kx , b̂†−kx ) is the Nambu spinor and
HBdG (kx ) is the bosonic BdG Hamiltonian given by Eq.
(1) with the matrix Σz defined directly below Eq. (4).
Here, b̂kx is the vector field and A(kx ) and B(kx ) in Eq.
(1) are matrices given by Eq. (39) in the internal space
which is now the tensor product between the y-unit cell
space, the spin space and the sublattice space defined in
the main text. For convenience, we change kx to k and
jy to j in the main text.
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