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一、中文摘要
本研究討論動態族群數量模式在有觀測誤差時的參數估計方法，並比較不同的資
料填補的方法在處理此問題的結果的異同。我們主要比較馬可夫鏈模擬
（MCMC）法以及 EM程序法，並提出綜合兩者的MCM程序法在模擬結果上的
差異，並加以說明可能的原因。主要的發現如下：EM法由於單調收斂的性質不
成立，以致估計的結果非常不穩定；MCMC法一般而言表現不錯；MCM法在估
計過程誤差參數有很良好的表現。
關鍵詞：動態族群模式、資料填補、馬可夫鍊模擬、EM程序、MCM程序
ABSTRACT. Statistical imputation methods such as the Markov chain Monte Carlo 
(MCMC) simulation technique and the EM algorithm have been popular in recent 
years when a portion of the observations are missing due to experimental constraints 
or the data structure. In this paper, we compare differences in these approaches 
through studying an ecological parameter estimation problem when observational data 
consist of both process error and observation error. Assuming that, with initial 
population size 0N , the logarithm of the population size )(tN at time t approximately 
follows a Wiener process. Also, the exact as well as estimated total population sizes 
from the sampling are available for the first few observations. The MCMC procedure 
and the EM algorithm are applied to estimate the population parameters. An algorithm 
called Markov chain maximization (MCM), which is a hybrid of the MCMC and the 
EM algorithm, is also proposed. The monotonic convergence of the EM algorithm 
failed in this particular setting, and may yield very unstable estimates as a result. The 
MCMC method generally performed well in simulation studies. The MCM algorithm 
was substantially better than the EM algorithm, and performed exceptionally well in 
estimating the process error parameter. But it had similarly poor performance to that 
of the EM algorithm in the observation error estimate. It should be noted for 
ecological studies on population growth, that long periods of observations with errors 
might have an accumulative effect on parameter estimates. 
Keywords:  Deterministic model; EM algorithm; Gibbs sampling; Markov chain 
maximization; Markov chain Monte Carlo simulation; Process error
二、緣由與目的
在探討估計某特定族群數量時，一種常被使用的方法為重複捕取（capture-
recapture）的方式。此方法可用來估計在特定時間的正確族群數量，然而，若考
慮歷年的族群數量，則在生態學研究中常用的方法為建立族群數量成長的模式，
並藉由已知數據估計模式參數，以達到預測數量消長的目的。然而由於族群數量
的歷年資料為一時間序列，而除了考慮數量的隨機過程模式的誤差外，由於每一
時間點的數據都無法精確估計，因此，會有觀測誤差的存在，並且此誤差是有加
乘性的。這是在處理此類問題時，估計模式參數所必須注意的地方。
本研究主要目的即是基於存在觀測誤差的考量，假設數量成長模式為對數常態分
布，討論不同的處理方式的影響，以提供生態學者在處理相關問題時的因應之道。
三、結果與討論
我們的模擬研究結果發現，不同的參數估計方法的確會造成參數估計正確性有很
大的出入。尤其是眾所周知的 EM程序法，在處理本問題時，由於單調收斂性質
並不成立，可能會得到完全錯誤的答案而不自知。本研究也發現，我們所提出的
EM程序法與MCMC程序法混合的MCM程序法，在處理此問題時有不錯的表
現。
相關問題在動態時間序列的數據分析與建模，經常會面臨到，例如主持人今年度
的研究計畫有關人體藥物動力模式的參數估計也面臨同樣但更複雜的問題。因
此，有待於進一步的探討，以求得完善的解決之道與研究的一貫性。
四、計畫成果自評
本研究成果已寫成研究論文送審，目前得到 referee的回應是這一類的問題事實
上在時間序列的有關於dynamic linear model利用Kalman filter的方法解決已有詳
盡的發展，然而本文並未提及，是為一大缺失。由於相關研究領域對主持人本身
為一全新的領域，未來我們也將朝此方向努力補充改進。
另外，以上的研究成果局限於模擬結果，較深入的理論性質也有待繼續研究。
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