In this paper we report on the development of a new homogeneous dataset for Pacific Island station temperatures, and the variability and change that these data show. We have worked closely with meteorological services in the Pacific and East Timor to collate and rehabilitate historical climate records, incorporating homogeneity assessment and adjustment where appropriate to produce reliable analyses of temperature trends. Overall, these homogeneity adjustments create no systematic bias compared to the raw data since the early 1960s, but improve both spatial and temporal consistency at the individual station level for both variability and trends.
Introduction
Inhabitants of small islands are amongst the most vulnerable to climate change, with long-term climate change posing threats to agriculture, water supplies, health, livelihoods and even the existence of small island countries (UNFCCC 2005 , Mimura et al. 2007 . It is therefore important to understand the range of climate variability experienced in the past to help identify potential adaptation options, as well as provide context for the interpretation of projected climate changes for the future.
Recognising the vulnerability of smaller countries in the western Pacific to climate change, the Australian government established a program of climate research called the Pacific Climate Change Science Program (PCCSP 2 ) to meet highpriority science needs to support climate change adaptation 2 The PCCSP has subsequently moved under a new program of work called the Pacific-Australia Climate Change Science and Adaptation Planning Program. The majority of the work reported in this paper was funded through the PCCSP.
(e.g. Holmes 1877 Holmes , 1881 and were often detailed and of good quality. The establishment of the South-West Pacific as the fifth region of the International Meteorological Organization in 1937, and the Second World War, prompted further expansion of observation networks from the early 1940s onwards. In the following decades, observation and forecasting needs for military and civil aviation, weather forecasting, tropical cyclone warnings and further economic activity (e.g. agriculture, forestry, mining and tourism) provided the main impetus for network development (Krishna 2009 ).
In recent decades, the observation of Pacific Ocean temperatures has benefited from the deployment of numerous international observation systems, such as arrays of moored buoys, drifting buoys, and Argo ocean profiling floats. These in situ observations are complemented by extensive satellite observations of sea-surface temperature (SST) which are now available at spatial scales of tens of kilometres and at daily intervals (e.g. Reynolds et al. 2007) as well as observations of the free atmosphere through, for example, GPS profiles and tropospheric temperatures from microwave sounding units. These systems have greatly enhanced the monitoring of climate variability and change in the Pacific, and have contributed to improved understanding of the underpinning physics governing the climate of the region (e.g. Sen Gupta and McNeil 2012) .
Despite the increasing diversity of data types, landbased observation stations provide the longest available instrumental records of temperature and have clearer relevance for climate change over land where people live and most economic activity is undertaken. Consequently, the analysis of multi-decadal temperature trends remains reliant in vulnerable countries in the region. Partner countries to this science program included the Cook Islands, East Timor, Federated States of Micronesia, Fiji, Kiribati, Marshall Islands, Nauru, Niue, Palau, Papua New Guinea, Samoa, Solomon Islands, Tonga, Tuvalu and Vanuatu (Fig. 1) . We subsequently refer to these 15 countries that were formally part of the PCCSP as the 'partner countries', noting that a number of additional countries have also supplied data and expertise including New Zealand, the United States and Australia. The PCCSP sought to improve the understanding of past and future climate change in the western Pacific, as well as build local capacity through the provision of education, training and awareness of climate change science more generally (Power et al. 2011, Australian Bureau of Meteorology and CSIRO 2011) .
A primary aim of this particular study is to improve the security and accessibility of historical temperature records and to analyse long-term variability and trends. The results described here are based on updated and improved temperature records developed through collaboration between scientists from the national meteorological services in the region.
Historical temperature observations in the Pacific region and data availability The Pacific region has a long history of in situ surface observations which has resulted in a wealth of information for defining climate variability and trends. The earliest known climate observations in the Pacific began in 1851 at Malua, Samoa (Turner 1861) and in 1861 at Levuka, Fiji (Smythe 1864) . Such observations were usually taken out of meteorological interest by individual European settlers Map showing the location of the 15 Pacific Island countries and East Timor providing temperature data for this study.
we will show), they have clear impacts at the station and even national scale. Most of the data used in this study have been obtained from the national meteorological services of the Pacific Island countries. For several stations records have been extended back in time with data in colonial and international data archives. In many cases the amount of available hardcopy data is currently much greater than the amount in digital form (Australian Bureau of Meteorology and CSIRO 2011) meaning that current analyses are incomplete. In addition, the earliest observation summaries from the region were often sent to the home country of previous administrations, and/or published elsewhere (e.g. in Australia and New Zealand). A pressing issue is to determine how much of this historical data remains in colonial archives in paper formats and how to add this to the national and international archives used in studies such as this (Page et al. 2004 ). The search for digitised and hardcopy climate data records from the Pacific region remains ongoing, and a focus of future work for the authors as well as international partners such as through the Atmospheric Circulation Reconstructions over the Earth project (Allan et al. 2011) . The authors of this paper are now collaborating closely to progress many of these issues, with activities to digitise outstanding records, introduce new data management practices and to support infrastructure investment more generally in the region.
Previous studies of Pacific temperature station trends
The study of temperature trends in the Pacific is not new. Previous scientific studies have used in situ temperature data to show that substantial warming occurred across the Pacific region during the later half of the twentieth century (Salinger 1995 , Folland et al. 2003 . To describe the regional variations in this warming, Salinger (1995) , followed by Folland et al. (2003) , divided the region into four distinct zones according to the main climatological features of the South Pacific. In the southeast trades region (defined as all stations located in the sub-tropics to the southwest of the South Pacific Convergence Zone (SPCZ) in the southeast trade wind belt) annual temperatures were found to have increased significantly but at a lower rate than for the south Pacific as a whole. For an extensive central Pacific region (all stations located between the Intertropical Convergence Zone (ITCZ) and SPCZ in an area of divergent easterly winds) warming was determined to be slightly less than for the other regions. In a New Zealand region (defined as a large southern area including Campbell Island, New Zealand, Chatham Islands and Nuku'alofa in southern Tonga) mean temperature was found to have warmed at a rate comparable to the global average. In a region close to where the SPCZ merges with the ITCZ (western Kiribati and Tuvalu) significant warming was also found.
As the impacts of warming are often felt in the tails of the maximum and minimum temperature distributions, other studies have focused on changes in extreme daily temperatures, rather than means. Manton et al. (2001) on these important records (e.g. Trewin 2013) . Station data also provide valuable baseline data for newer observation systems.
Unfortunately, there has been a degradation of climate observation networks in most Pacific Island countries since the 1980s (Basher et al. 1990 , Brook et al. 1991 . Many longterm stations have closed and numerous quality problems have crept into climate records, largely due to an ongoing lack of resources and training, difficult access to remote stations, and intermittent supplies of equipment and parts. SPREP (2001) assessed Pacific climate stations against key climate monitoring principles (Karl et al. 1995) and found these to be generally poorly met. Comparison observations for changes in location and instrumentation are generally not taken, station metadata is often not recorded and rarely available electronically, homogeneity assessments are not routine, instrument exposures can be poor, and instruments are often substandard, missing or faulty. While similar problems are evident in many parts of the world, they appear to be quite acute in the Pacific region for reasons described previously.
Attempts to shore up the Pacific surface observation networks with automated systems have had mixed success. For example, nine automatic weather stations (AWSs) were installed in Fiji in the 1990s primarily for weather forecasting operations. Six of these replaced manual stations where three-hourly observations had been previously conducted for several decades. The AWSs initially worked well for realtime observations. However, with time, data transmission and sensor problems arose which could not be fully rectified. As data loggers were not included when the AWSs were first installed, data was lost when transmission failed. Manual daily observations have resumed at key sites several years later to compensate for missing data and verify AWS recordings. Government funding has recently allowed the Fiji Meteorological Service to replace four of the nine AWSs (with data loggers added) with three to be installed over 2012-13.
Pacific Islands observed station data is available from several sources. Within the region, data is typically managed by the local national meteorological services. Digital and paper records (mainly pre-independence) are also available in former colonial meteorological and non-meteorological archives (New Zealand, Australia, UK and USA). More recently a substantial proportion of climate records from PCCSP partner countries have been transmitted internationally (through SYNOP and CLIMAT electronic messages) and are available via the National Oceanic and Atmospheric Administration (NOAA) in the USA. It is also worth mentioning that international archives including those in New Zealand and Australia do not cover the full range of stations available or the complete record length. Reconciliation between multiple sources of data is a common issue in regional or global-scale datasets (e.g. Brohan et al. 2006) . While these data issues are unlikely to impact the analysis of climate change in a gross sense (as 50 years (Fig. 2) , while comparison at a larger scale suggests that the region is behaving in ways broadly consistent with more global trends (IPCC 2007) .
While the coarse resolution of global grid sets and ambiguities around merging land and SST observations creates some difficulties around interpretation, the HadCRUT4 data reveal spatial heterogeneity in the observed trends. Figure 2 reveals that the strongest warming in the study region (shown by the bold line) has tended to occur west of the Date Line, with pronounced warming near the Coral Sea, West Pacific Warm Pool and to the north of Australia. In some contrast, some more data-sparse parts of the northern tropical Pacific appear to have cooled slightly over the past fifty years (Australian Bureau of Meteorology and CSIRO 2011).
Global gridded temperature datasets provide a good, broadscale picture of change and provide valuable datasets for the verification of gridded climate model outputs. However, gridded analyses of observational data have resolutions too coarse for local analyses, with inconsistencies often evident between global scale datasets (e.g. Fawcett et al. 2012 ).
Finally, we note an added complication in the Pacific which relates to the very small size of countries and the need to merge observations over land and SSTs to derive gridded datasets. Recent warming has tended to be somewhat greater over land than ocean surfaces in the southern hemisphere (IPCC 2007) . On the other hand, Jovanovic et al. (2012) reports mixed results for small islands in the Coral and Tasman Sea with some warming faster and some slower than the local SSTs. The different rates of warming of land and ocean points means that gridded estimates are impacted by the relative weight of land to ocean points used for analysis. and Griffiths et al. (2005) described changes in extreme temperatures at observation stations in the Asia-Pacific region. Generally, these changes are consistent with a background warming, with most stations showing an increase in the occurrence of hot days and nights, and a decline in the numbers of cold days and nights over the final decades of the twentieth century. The majority of Pacific station records showed significant decreases in the frequency of relatively cold nights, with the strongest decreases found in Papua New Guinea. Sites in the Solomon Islands recorded the biggest decreases in cool days. Notably, no stations showed significant increases in the frequency of cool days or cold nights (Griffiths et al. 2005) .
A global study of changes in daily temperature extremes based on a standardised set of indices included analysis of Pacific temperature records (Alexander et al. 2006) , which drew on the results of Griffiths et al. (2005) . However, given the paucity of these stations, there were insufficient data points per grid-box for the Pacific analyses to be included when plotted at the global scale. Consequently, much of the analysis for the Pacific could not be presented. This highlights the importance of undertaking analyses at regional and national scales, as undertaken here.
Comparison with global gridded temperature datasets Much that is known about historical temperature change in the Pacific region comes from global scale analyses which reveal substantial warming trends over the last century (e.g. IPCC 2007). Gridded temperature datasets based on a variety of land and ocean data sources and interpolation/gridding schemes are widely available for the analysis of historical temperatures. One such dataset is the HadCRUT4 gridded dataset (Brohan et al. 2006 , Morice et al. 2012 , which shows that the PCCSP region has generally warmed over the past 
Homogeneity assessment and adjustment
The raw data from the Pacific Island countries was analysed for trends and variability, revealing numerous local inhomogeneities and artificial shifts and biases over time, consistent with global experience (e.g. Trewin 2010) . Common sources of inhomogeneity in the temperature records included shifts in site location, changes to exposure, instrumentation and observation practice. Urbanisation of the surrounding environment is another source of artificial warming bias in temperature records for many parts of the world, but is not such an issue for the relatively small population centres in the Pacific, particularly given the location of many sites away from major towns. We note that there is very little difference between day and night temperature trends, and between SST data and our station data which we show later, suggesting that urban heating is minor or absent in our data. Scientific rigour requires that long climate records be tested and, if necessary, adjusted for inhomogeneities. The creation of a homogenous climate record allows the calculation of meaningful trends and enables data from any time in the series to be directly compared to data from any other point in time. The preparation of high-quality datasets requires the detection of artificial shifts in data ('detection'), followed by corrections ('homogenisation') making a two part process. Trewin (2013) provides a recent detailed discussion of homogenisation, with a focus on daily datasets for Australia, while Menne et al. (2010) describe recent experience for the US.
To develop the homogeneous datasets used here, each data series was initially inspected visually to assess its suitability for homogenisation. Some records were considered too short, incomplete or of insufficient quality to produce a viable homogeneous record and were subsequently removed from further analysis. In some cases the earliest part of the raw data record was not included in the homogeneous version to avoid data considered beyond rehabilitation (e.g. too numerous gaps, spikes or obvious errors). Each record that passed these initial checks was considered for homogenisation. This involved a combination of visual examinations, neighbour comparisons and the RHtestsV3 statistical test developed by Environment Canada specifically for identifying multiple inhomogenieties in climate data records (Wang 2009 ). For the most part the homogeneity assessment was restricted to monthly data, with very little daily data available for this study.
There are a number of methods that appear in the scientific literature for the preparation of high-quality/homogenised datasets (e.g. Jones et al. 1986; Della-Marta et al. 2004 , Reeves et al. 2007 , Trewin 2013 . Factors that may influence the method of choice include the temporal resolution of data, the availability of overlap data and reference series and the completeness of metadata. The choice of RHtestsV3 was based on the ability to run the software on a laptop or personal computer, making it particularly useful in developing countries for maintaining data beyond the current For local studies there is presently no substitute for good quality station observations. Consequently, this study is based on station data only, though recognising the limitations mentioned previously. We make no attempt to interpolate into data voids, for example. The cost of this station based approach is that trends cannot be computed for some countries of interest (such as East Timor here) due to a lack of data, and while we calculate a Pacific temperature index, we are mindful that a logical weighting for stations is not obvious given the predominance of ocean in the region.
Data and methodology
Station data collation The primary mechanism used to collate the regional dataset of monthly temperature station data used in this study was a research and training workshop held in Darwin, Australia, in June 2010. This workshop was sponsored by the PCCSP and modelled on previous workshops designed to analyse trends in climate extremes at a regional level (e.g. Peterson and Manton 2008) . Typically such workshops involve participants from several nations across a region being invited to come together with data from their country to undertake analyses using standard definitions and methods. Not only does this allow direct comparisons, it also helps to build links between researchers across the region and encourages data and expertise sharing. These types of workshops have proven highly successful in breaking down the barriers to data exchange. Apprehensions hindering data exchange persist in many countries, often in relation to the potential loss of commercial value.
The Darwin workshop was attended by representatives from the national meteorological services in PCCSP partner countries, in addition to French Polynesia, New Caledonia, New Zealand (NIWA), United States (NOAA) and Australia. The participants were asked to contribute monthly maximum and minimum temperature data from the best and longest climate station records in their country (1-3 stations for small countries, 5-7 for large ones). Ideally, these records needed to be at least 25 years long, and at least 80 per cent complete. Each monthly value should be based on at least 25 daily data values. If no records longer than 25 years were available then shorter records were contributed. Data collated at the workshop was supplemented with data sourced from the Australian Bureau of Meteorology, NIWA and NOAA archives, as well as partner country databases in subsequent follow-up visits and emails. We note that our final temperature analyses reported in this paper do not include data for all participating countries/territories, as sufficient data for analysis was not provided in all cases.
Overall, data from a total of 53 stations was sourced for East Timor and the Pacific Islands region. However, not all these were considered suitable for rehabilitation for a variety of reasons. Very little data could be sourced for Nauru and East Timor, preventing the calculation of meaningful trends for these two countries in this study.
The non-use of a reference series does lower the confidence of the homogeneity tests, with a consequence that some inhomogeneities may remain undetected. However, initial testing, using sites with good metadata (station information) histories, revealed that RHtestsV3 was able to detect known changes successfully without a reference series. This is probably because the detection of inhomogeneities in tropical Pacific records is aided by relatively small temperature variability on interannual time scales. Consequently, the 'signal' of the inhomogeneity is often large relative to the 'noise' of background variation.
Potential break points identified visually (e.g. Fig. 3(a) ) and/or statistically (e.g. Fig. 3(b) ) were confirmed with station metadata where possible. Metadata were drawn from a range of sources including local manuscripts and field books, personal communication and published reports (e.g. Salinger et al. 1995) . RHtestsV3 allows multiple change points that exist in a data series to be detected, and adjusted for. It is based on the penalised maximal t test ) and the penalised maximal F test (Wang 2008a) , which are embedded in a recursive testing algorithm (Wang 2008b) , with the lag-1 autocorrelation (if any) of the time series being empirically taken into account. The time series being tested may have zero-trend or a linear trend throughout the whole period of record. The problem of uneven distribution of false alarm rate and detection power is also greatly alleviated by using empirical penalty functions.
RHtestsV3 includes a provision for Quantile-Matching (QM) adjustments (Wang et al. 2010) as well as meanadjustments. All adjustments to Pacific Islands data have been made using the QM technique. The objective of the QM adjustments is to adjust the series so that the empirical distributions of all segments of the de-trended base series match each other; the adjustment value depends on the empirical frequency of the datum to be adjusted (i.e. it varies from one datum to another in the same segment, depending on their corresponding empirical frequencies). As a result, the shape of the distribution is often adjusted (including, but not limited to, the adjustment to the mean), although the tests are meant to detect mean-shifts (thus, a change in the distribution without a shift in the mean could go undetected); and the QM adjustments can account for a seasonality of discontinuity (e.g. it is possible that winter and summer temperatures are adjusted differently because they belong to the lower and upper quartiles of the distribution, respectively). Importantly, the annual cycle, lag-1 autocorrelation, and linear trend of the base series are estimated in tandem while accounting for all identified shifts (Wang 2008b) ; and the trend component estimated for the base series is preserved in the QM adjustment algorithm (Wang et al. 2010) .
Ideally data would only be adjusted at those change points that could be confirmed by metadata. Due to the lack of station history information for several countries, some inhomogeneities were firstly identified through visual inspection then adjusted if RHtestsV3 found the potential study. In addition, the method has been extensively tested in Australia for application to isolated stations as well as a variety of data types (Jovanovic et al. 2008 (Jovanovic et al. , 2011 providing confidence in its suitability for the current purpose. Reeves et al. (2007) describe an in-depth comparison of homogeneity methods applied to climate data and conclude that the two-phase regression approach used here is 'optimal' for the considered climate series, though we note that Trewin (2013) found it to work less well for the adjustment of daily data. RHtestsV3 runs in the 'R' environment for statistical computing and is freely available via the internet, another advantage for developing country users. Experience at the Darwin workshop and subsequently revealed that climatologists could typically gain the skills to apply RHtestsV3 with only a few days of training owing to the simple design of the code and the extensive training and written material which is available.
As described by Trewin (2013) , the preferred method for homogeneity adjustment is through the use of parallel measurements under the original and changed conditions/ location allowing a direct calculation of the impact of a change. Unfortunately, there are almost no examples of parallel observations in the Pacific, meaning that homogeneity testing requires statistical tests applied to individual time series. The power of a homogeneity test is increased if the candidate series can be compared against an independent, highly-correlated, homogeneous reference series (e.g. Trewin 2013) . A difference series between a candidate and reference series would be expected to have less noise than the candidate series alone, and thus the signal-to-noise ratio for a signal of given magnitude would be higher. A statistically significant change in the relationship between the two series over time is used to flag a potential discontinuity in the candidate series. However, due to the vast distances between observation sites in the Pacific, most sites being examined in this study did not have a reference temperature site available for comparison.
A strong correlation usually exists between local SSTs and island temperatures on longer timescales (e.g. Fig. 8 ). Consequently, an attempt was made to use the Extended Reconstructed Sea Surface Temperature Version 3 (NOAA_ ERSST_V3) described by Smith and Reynolds (2003, 2004) and to form reference series for remote islands for the detection of inhomogeneities. For the subtropical sites, e.g. Norfolk Island and Lord Howe Island in the southwest Pacific, the correlations between land temperatures and local SSTs were found to be strong. However, others in the equatorial Pacific, particularly near the cold tongue, showed rather poorer correlations on annual timescale, despite similar long-term trends. Ultimately, noting this inconsistency, no reference series were used for most of the homogeneity testing. One advantage of not using SSTs as a reference series is that the station data and the SST data remain independent in this study and can then subsequently be compared to provide an independent check on results and associated conclusions. detection of inhomogeneities in island records (e.g. Fig. 3(a) ). Secondly, many of the larger islands have steep topography so even a relatively short site move may involve considerable change in elevation or exposure. Thirdly, many islands are subject to prevailing wind directions e.g. southeast trade winds. Consequently, a site move that includes a change in exposure to these winds may affect the temperatures recorded at the station, most usually through a change in the DTR.
Homogeneous temperature records were produced for 37 stations located in the partner countries. To help describe the regional patterns of change, these were supplemented by homogeneous records from three Australian islands , one New Zealand island, and five French Polynesian stations, resulting in a homogeneous Pacific island network of 46 stations. The distribution of stations is shown by the bubbles on Fig. 5 , change point statistically significant (without supporting metadata). Whilst all attempts to make homogeneity adjustments as objective as possible were made, ultimately some subjective decisions were required based on available evidence.
The main sources of inhomogeneity in the Pacific temperature record were found to be observation site relocations, modification of the surrounding environment and Stevenson Screen changes. The largest adjustments were required for site moves. There are three main reasons for this. Firstly, being on islands, many observation stations are located relatively close to the ocean. The ocean acts to moderate land temperatures. A site move that alters the distance of a station to the ocean has a particularly strong influence on the diurnal temperature variation. For this reason a simple visual inspection of Diurnal Temperature Range (DTR) was found to be a powerful first step in the Rarotonga, Nadi, Suva, and Hanan Airport) are shown in Fig. 4 . The completeness of these records is relatively good, with most having only a few missing 'years'. All six records show warming, with trends ranging from +0.05 °C/decade at Rarotonga (1930 Rarotonga ( -2009 ) to +0.23 °C/decade at Port Moresby ). The other 46 station records are shorter and of mixed completeness. Consistent with other parts of the globe, most of the warmest years on record have occurred since 1990. At the three sites with complete 2010 data supplied at time of writing (Nadi, Suva, and Hanan Airport), 2010 was amongst the top three warmest years on record. At Port Moresby, Apia, Nadi, and Suva, warming has been so strong that the warmer years at the start of the record are actually cooler than the cooler years at the end of the record. This clearly represents a significant shift in the climatology of these locations. Interannual variability about the background trends can be seen in the annual mean series at all stations, much of this associated with the El Niño-Southern Oscillation (ENSO). This natural variability is generally relatively small compared to the background trend.
Seventy, fifty and thirty-year trends at stations
To investigate the evolution of temperature change across the southwest Pacific, station trends were calculated for the past 70, 50 and 30 years and plotted spatially. For a trend to be calculated and plotted, 80 per cent of annual mean values needed to be available in a station series period being analysed. The sign and magnitudes of these station trends are shown in Fig. 5 . To compare island trends with those from continental stations, trends from an Australian highquality temperature dataset (Trewin 2001) are also shown though these are not used in the area averages described later. We note that the Trewin (2001) data are homogenised at the monthly timescale and so are directly comparable with our Pacific region station data.
As described earlier, sustained observation network growth did not commence in the Pacific until the Second World War. Consequently, there are very few continuous records starting before 1940. The 11 homogenous island records available from 1941 show warming trends in annual mean temperature ranging from +0.05 °C/decade at Rarotonga to +0.22 °C/decade at Port Moresby (Fig. 5(a) ). Trend values for other stations can be calculated at http:// www.bom.gov.au/climate/pccsp/. The trend of the simple 11 station average is 0.13 °C/decade from 1941 (Table 1) .
A greater number of homogeneous island records (32) are available from 1961 ( Fig. 5(b) ), and these generally show stronger warming trends than for the post-1940 period. Island station trends range from +0.04 °C/decade at Rotuma to +0.33 °C/decade at Tahiti, with an all-island simple average trend of +0.16 °C/decade since 1961. The strongest warming is in Papua New Guinea and French Polynesia, where most trends are greater than +0.20 °C/decade. The warming in Papua New Guinea is comparable with trends in eastern Australia for the 50-year period. Trends for other partner with station details listed in Appendix A. Of the 37 partner country stations, all but one (Wewak in Papua New Guinea) required homogeneity adjustments to either the minimum temperature or maximum temperature series or both, with most stations requiring one to three adjustments. Adjustments were mostly less than 0.5 °C. In some instances positive and negative adjustments equal out resulting in no or little difference between the overall trend in the raw and homogenised series while in aggregate the sum of adjustments has little effect except prior to 1960.
Due to the challenges associated with obtaining metadata records and reference series for Pacific island stations, it is possible that undetected inhomogeneities remain in some records. However, these are likely to be small and have minimal impact on the overall conclusions which we report as larger inhomogeneities will usually be evident visually and/or be detected by the statistical analysis. The major inhomogeneities are likely to have been identified and addressed, making the dataset the best currently available to examine temperature trends at Pacific island stations. The dataset is also considered a 'living' dataset in that when additional records are discovered or digitised they may be included. Similarly, if new metadata information is found that suggests an inhomogeneity has been missed in a record then it will be reassessed and, if necessary, a new homogeneous version produced. Finally, we note a current effort by the authors to digitise the large volumes of daily temperature data for the region. As Trewin (2013) has recently shown for Australia, the use of daily data can be important for characterising the nature of inhomogeneities and it is our future intention to develop a parallel set of highquality data at the daily timescale.
It is hoped that the new dataset is not only suitable for monitoring and analysis of climate change, but will also lead to better validation and interpretation of regional climate projections, and help identify possible adaptation options for people living throughout the Pacific. Homogenised temperature series for all stations can be found at http://www. bom.gov.au/climate/pccsp/, including monthly and seasonal series of maximum, mean and minimum temperatures and DTR
Results
Annual mean temperature series at Pacific island stations Annual mean maximum and minimum temperature series were calculated for all stations by averaging the 12 monthly values for each year. If a year contained one or more missing monthly values, no annual value was determined. Annual mean temperature series were then generated from the simple averages of the annual mean maximum and minimum series. Where an annual mean maximum and/or minimum value was missing no annual mean value was calculated for that year.
The six longest homogeneous annual mean temperature series from partner countries (Port Moresby, Apia, (Fig. 5(c) ), with an average of +0.18 °C/decade (Table 1 ). The strongest station trends are again found in Papua New Guinea and French Polynesia, with values generally greater than +0.20 °C/decade. Trends in Papua New Guinea over this time do not seem to have been moderated by large increases in rainfall (Australian Bureau of Meteorology and CSIRO 2011), as has occurred across parts of northern Australia. Other partner country station trends are mostly around +0.10-0.15 °C/decade since 1981. An area of reduced trends is apparent in stations to the near north of the equator, consistent with the early HadCRU temperature data (Fig. 2) .
Overall, the trends in the updated homogenous island influenced by increased rainfall (Smith 2005) and changes in cloud cover (Jovanovic et al. 2011) .
Maximum and minimum temperature trends at stations Trends in annual mean minimum and maximum temperatures at individual stations were also calculated. At most stations the trends in maxima and minima since 1961 are very similar, with no systematic change in the DTR detected. Similar results have been found by for tropical/subtropical islands of Australia, and reported at the global scale for the most recent periods (Vose et al. 2005 , IPCC 2007 ). The very small changes in the DTR across the network support the earlier suggestion of minimal urban contamination of the data, and contrasts somewhat with Australia where increases in rainfall are reflected in a decline in DTR (Fawcett et al. 2012) . Trends in minimum and maximum temperatures for locations in temperate regions tend to be influenced by changes in rainfall (e.g. Trewin 2000, Nicholls 2004 ). Hence, if a site has become wetter over a particular station records are remarkably consistent in showing sustained warming across the Pacific. None of the available homogeneous island station records show cooling trends over the past 70, 50 or 30 years. This highlights the large signal (warming) to noise (natural variability) ratio that exists in temperatures in this region of the tropics. While tropical regions including the Pacific are projected to show lower rates of warming than many higher-latitude regions under the enhanced greenhouse effect (e.g. IPCC 2007, Australian Bureau of Meteorology and CSIRO 2011), in part because of the larger fraction of oceans, the effect of this warming could well be more significant as it occurs in regions with very low temperature variability overall. We also note that while the region has seen substantial variations in climate drivers, with major shifts in ENSO (e.g. Power and Smith 2007) , the South Pacific Convergence Zone (Folland et al. 2002) and rainfall , Griffiths et al. 2002 ) such variations are not sufficient to change the overall pattern of warming. This stands in contrast to Australia where cooling trends exist in parts of northern Australia over the 1981-2010 period, bounded by the half-way points between themselves and their neighbouring stations. Consequently, in this study, regional mean values were based on a simple average across all stations that have an anomaly available for a given year. A simple regional mean of this type will be susceptible to variations in the available network in individual years, although the use of anomalies should reduce any systematic biases which may arise from this. Figure 7 shows the regional mean annual temperature time series for 1940 to 2010. The series shows persistent warming since 1960. Most of the warmest years on record in the regional series have occurred during the last two decades, with 2010 the warmest on record for the region by some margin, though with rather limited station coverage. The record warm conditions in 2010 are consistent with record warm SSTs reported by the Australian Bureau of Meteorology (2011) in tropical parts and the record warm global temperature during the year (Blunden et al. 2011) .
The influence of ENSO can be seen in the interannual variability of the regional temperature series, but is complicated by the strong trend in annual temperatures which is not shared by ENSO measures such as the Southern Oscillation Index (SOI; Drosdowsky and Williams 1991) . We also note that the correlation of temperature with the SOI shows a dipole across the southwest Pacific being positive near and to the southwest of the SPCZ in countries such as Fiji and Papua New Guinea, with negative correlations occurring close to the Pacific Cold Tongue and generally north and east of Samoa.
The detrended PCCSP temperatures series (not shown) correlates most strongly with 12-month average SOI when the SOI leads by some six to nine months. For example, the 12-month SOI (for March to February) shows a correlation of -0.49 with January to December (detrended) temperaturesin other words near 25 per cent of the variability of annual temperatures around the trend is attributable to ENSO variability. The lack of a trend in the SOI values in recent decades means that ENSO is not able to explain the warming trend in the PCCSP region, in agreement with the recent global analyses for global temperature (Foster and Rahmstorf 2011) . This means that ENSO, which is the strongest modulator of year-to-year temperature variability in the region, is not the driver for the longer-term warming trend.
Homogeneous versus raw station data trends
To investigate the effect of applying homogeneity adjustments, maps of trends in the raw (unadjusted) mean temperature series were also calculated (not shown), while the station average temperature for the raw data is shown in Fig. 7 (denoted as 'raw') . In aggregate the raw data show similar variability and trends to the adjusted data, although there are substantial differences, both positive and negative, in some cases at the station level. We note that the regional annual mean series was calculated for the raw data using the same network and method as for the homogeneous data period, warming in maximum temperatures over that period tends to be subdued, whilst warming in minimum temperatures tends to be enhanced, in part due to increased overnight cloud cover. The opposite tends to occur for sites that have become drier. However, this effect is generally not observed at tropical Pacific island sites where maxima and minima appear to be increasing at similar rates at most stations, whatever the rainfall trend. This suggests that SST changes have a greater influence on island temperatures than local hydrological processes impacting on the surface energy balance. Nevertheless, in Fiji and Tonga, where maximum temperatures have increased more than minimum temperatures since 1961, there is a weak decline in wet season rainfall at most stations which has possibly contributed to the difference.
Wet and dry season trends at stations
As well as annual mean temperature series, six-month mean series were produced for the May-October and November-April periods to allow warming to be compared between 'wet' and 'dry' seasons. Warming is evident in both seasons, with very similar trend values at most stations (Fig. 6 ). However, stations located in Fiji, Tonga and Niue show a weak bias toward greater warming during the southern hemisphere wet season. This wet season warming is strongest in the daytime maximum temperatures.
Across the island stations located in the southern hemisphere, the average warming trend since 1961 is 0.18 °C/decade during the wet (November-April) and 0.16 °C/ decade during the dry (May-October); the higher values during the wet are mainly due to the greater warming in Fiji, Tonga and Niue. For the seven northern hemisphere series available from 1961 the mean trend during the wet (May-October) is 0.14 °C/decade, compared with 0.15 °C/ decade for the dry (November-April). The small difference in warming between seasons in the station-based series is supported by the gridded HadCRU dataset.
Regional annual mean temperature anomalies
To examine historical temperature changes at the regional scale, a time series of regional annual mean temperature was created. To reduce the impact of biases associated with observation network changes with time, such means are usually based on anomaly data. Temperature anomalies usually have greater spatial consistency than absolute values owing to the lesser effect of topography, latitude and longitude on anomalies compared to absolute temperature (Jones et al. 2009 ).
The station temperature series were converted to anomaly series using a standard 1961-1990 normal, and averaged for each year to create a regional mean value for the PCCSP study region (see Fig. 2 ). Often an area-weighted mean is used to give greater weighting to those stations that represent larger proportions of the region. However, given the vast distances between sites in the Pacific, many stations are not considered representative of the huge area is compared against a similar series based on the HadCRUT4 (a merge of SST and land station data) and the Extended Reconstructed Sea Surface Temperature Version 3 (NOAA_ ERSST_V3) described by Smith and Reynolds (2003, 2004) and Smith et al. (2008) which does not use land based data. The two gridded datasets were averaged across the grid points contained in the polygon shown on Fig. 2 , weighted for latitudinal convergence towards the poles. The data are all shown in Fig. 8 together with a simple 11-year running mean to isolated low frequency variations.
There are differences in the data underlying these data sets and the homogenised Pacific station-based data set, and they have different spatial coverage through time. Even so, the variability is similar on interannual timescales with a correlation of 0.78 (0.78) for the 1960 to 2010 period between the Pacific station-based data set and HadCRUT4 (NOAA_ERSST_V3). A greater difference between the three series is evident from 1940 to 1960, which is reflected in making the series directly comparable. The series show considerable consistency, particularly after the early 1960s, with a temporal correlation coefficient of 0.96 from 1940 to 2010.
A simple average of trends in the raw annual mean series (using the same stations as for the homogeneous trends) gives a mean of 0.15 °C/decade over 1961-2010, compared with 0.16 °C/decade for the equivalent homogeneous trends. This indicates that, for this time frame, very little bias has been created overall by applying homogeneity adjustments to the individual station records. The raw and homogeneous trend values for most stations are similar, either because the adjustments were small, or positive and negative adjustments tend to cancel themselves out across the series.
The benefits of regional data sharing is particularly evident in raw data and when preparing homogeneity corrections. Stations displaying results inconsistent with their neighbours can immediately be identified, adding confidence to results that might be obtained from the use of statistical tests such as RHtests alone. As an example, four stations showed cooling in their raw mean temperature series for the 1981 to 2010 period, these being Hanan Airport, Lupepau'u, Pohnpei and Chuuk, which were all inconsistent with the broader pattern of warming at neighbouring sites in other countries. While inconsistent results across neighbouring stations should always be considered a possibility, homogeneity testing of these sites did indeed reveal significant inhomogeneities associated with notable site moves. In the case of Lupepau'u, a site move of approximately 6.5 km occurred in December 1994 from Neiafu in the centre of the island to Lupepau'u Airport on the northeast coast. A site move of similar magnitude took place in Niue in December 2006.
The discrepancy prior to 1960 in the aggregate series is due to the smaller number of stations with data available at this time. The homogeneity adjustments for these stations are negatively biased by a few dominant adjustments. In 1940 there are only six stations included in the regional mean, with 18 in 1950, and 31 in 1960, suggesting that the network may not be stable enough until around 1960 to calculate reliable regional mean temperature values.
The small differences between regional mean series obtained using raw and homogenous data after 1960 suggest that regional mean values may be based on raw data, as long as the number of stations included is large, and data errors and inhomogeneities can be considered to be essentially random. This is not to say that the considerable time and effort required to homogenise the data is not worthwhile. The true benefits of homogeneity testing and adjustment are realised when station results are compared spatially. And, as already discussed, analysis at the local scale can be misleading if based on inhomogeneous data.
Station trends versus gridded data trends
To examine the representativeness of global gridded datasets in the Pacific region and the robustness of our results, the annual mean temperatures series derived from station data 
Conclusions and recommendations
Pacific island temperature records have been assessed and adjusted for homogeneity. These rehabilitated records provide a picture of pervasive warming in the Pacific islands over the past few decades. Warming is found in mean, maximum and minimum temperatures, across every station, over all seasons, and over all time periods longer than 30 years. The trends are supported by observations of warming in the oceans in the region, and are largely unrelated to any trends in ENSO and station level rainfall. The obvious explanation for such consistent results is humaninduced global warming, a suggestion that awaits future comprehensive attribution investigation. The recent rate of warming averaged across the Pacific Island countries of +0.17 °C/decade for 1981-2010 is similar to the global warming trends reported in IPCC (2007) for the similar period , with the warming tending to be slightly higher over land than the surrounding oceans. In addition, we find that 2010 was the warmest year in the historical record for the study region, consistent with global observations (WMO 2011). There is less good agreement for trends during the earliest years of our study, in part owing to a marked decline in the amount of data which is currently available for this study.
Given their location, remoteness and lack of urban contamination, the longest operating temperature stations of the Pacific provide valuable information for monitoring climate change. Consequently, there is a need to assist partner countries improve meteorological instrumentation. In particular, there has been a notable reduction in recent years in the number of climate stations and quality of climate data in East Timor, Nauru, Kiribati, Tuvalu ,and the Northern Cook Islands. As little is known about trends in this region, priority should be given to these countries for assistance with the improvement of climate observations. Improvements in the management of station metadata are also required. Compared to earlier decades, little metadata is currently being documented in many Pacific countries and this will continue to hinder the homogenisation of temperature data going forwards.
As recognised in earlier study (e.g. Page et al. 2004 ) the data collation phase of this study has confirmed that much data remains in hardcopy formats for some partner countries. lower correlations between our data and the HadCRUT4 (in particular) for the longer 1940 to 2010 period (0.65). We note that our station series shows higher correlations with the earlier HadCRUT3 data (Brohan et al. 2006 ) with a correlation of 0.77 for 1940 to 2010, which implies that the latest updates to the HadCRU data appear to have increased the uncertainty in the earlier period rather than reduced them.
Overall the global datasets show slightly lower rates of warming over the 1941-2010, 1951-2010 and 1961-2010 periods but the trend values show convergence with time. The different trends reflect early disagreement between the data, particularly in the first ten years, when the global data are around 0.2 to 0.3 °C warmer than our station series; a lesser difference persists until about 1970 (the station-based series then has consistently slightly warmer anomalies in the later part of the record, but this is substantially an artefact of the influence of the pre-1970 data on the respective 1961-1990 normals). This difference is partly attributable to the rather small number of stations available in our series, although there are also known biases in global SST datasets in the 1940s, due to changes in measurement technologies (Thompson et al. 2008 , Kennedy et al. 2011 . The HadCRUT4 data appears to be anomalously warm around World War II, being substantially warmer than the earlier HadCRUT3 data, the NOAA SST dataset and our homogenised station average.
More recently the data are in close agreement. As an example the 30-year trends are statistically indistinguishable ranging from +0.17 °C/decade for the homogenised data to 0.15 °C/decade and 0.14 °C/decade for the HadCRUT4 and NOAA_ERSST_V3 sets. The more rapid rate of warming evident in the station land data is consistent with the general observation of greater warming over land than ocean, but may also be partly attributable to the station data being concentrated to the west of the Date Line where recent warming has tended to be somewhat stronger in recent decades.
The last few years show greater disagreement between the two gridded datasets and the homogenised station series. This is not surprising as there are delays in the digitisation and transmission of data, and recent inhomogeneities and station moves are harder to detect near the end of a series. In addition, the station network is less complete in recent years which means that a simple station average will tend to show some variations simply as a result of changes in geographical location of stations.
Sharing the result and ensuring timeliness of data
The main objective of this study has been to provide highquality station data which can be used confidently for the analysis of temperatures changes in the individual PCCSP partner countries. There is a limit to how much information can be delivered in reports and related science papers about International projects already exist to recover historical climate data, not just for the Pacific region, but for the whole globe e.g. the Atmospheric Circulation Reconstructions over the Earth (ACRE) project (http://www.met-acre.org). The next phase of this project will contribute to this international effort, with data digitisation in partner countries identified as a key activity. It is also well recognised that there are significant gaps in temperature records for Nauru and East Timor. Future data recovery efforts will place a high priority on filling data voids for these partner countries, including obtaining colonial records held remotely. The spatial consistency shown by temperature data means that we do not expect the conclusions of this paper to materially change when new data are added through digitisation, but uncertainty is likely to be reduced and a number of data gaps such as East Timor are likely to be filled. It may also be possible to shed more light on reasons for the larger differences between the three temperature datasets in the 1940 to 1960 period when current digital data holdings are less extensive.
