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Abstract—More and more wireless networks are deployed with
overlapping coverage. Especially in the unlicensed bands, we see
an increasing density of heterogeneous solutions, with very diverse
technologies and application requirements. As a consequence,
interference from heterogeneous sources—also called cross-tech-
nology interference—is a major problem causing an increase of
packet error rate (PER) and decrease of quality of service (QoS),
possibly leading to application failure. This issue is apparent, for
example, when an IEEE 802.15.4 wireless sensor network coexists
with an IEEE 802.11 wireless LAN, which is the focus of this
work. One way to alleviate cross-technology interference is to
avoid it in the frequency domain by selecting different channels.
Different multichannel protocols suitable for frequency-domain
interference avoidance have already been proposed in the litera-
ture. However, most of these protocols have only been investigated
from the perspective of intratechnology interference. Within this
work, we create an objective comparison of different candidate
channel selection mechanisms based on a new multichannel
protocol taxonomy using measurements in a real-life testbed. We
assess different metrics for the most suitable mechanism using
the same set of measurements as in the comparison study. Finally,
we verify the operation of the best channel selection metric in a
proof-of-concept implementation running on the testbed.
Index Terms—IEEE 802.11, IEEE 802.15.4, interference avoid-
ance, MAC, medium access control, RDT, receiver directed trans-
mission, WiFi, wireless sensor networks, ZigBee.
I. CROSS-TECHNOLOGY INTERFERENCE AVOIDANCE: WHY
AND HOW?
I T IS increasingly hard to imagine a world without wire-less communication. Today, we experience an exciting time
given the emergence of the Internet of Things, which will allow
any identifiable object in the world to communicate. Most ob-
jects will connect wirelessly, for obvious reasons. Hence, we
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can safely assume that the number of wireless devices will con-
tinue to grow exponentially [1]. Not only does the quantity of
devices grow, but also the application domains diversify. Dif-
ferent application domains impose different requirements on the
network, e.g., the quality of service (QoS) it needs to deliver,
or the limitation on power consumption of network nodes that
operate on batteries. These diversifying requirements can no
longer be supported by a single wireless technology. Evenmore,
within a single environment, multiple wireless technologies are
being deployed in order to fulfill the applications needs. Hence,
coexistence of different technologies is becoming increasingly
important.
The coexistence of different technologies is particularly chal-
lenging when they share the same frequency band. Represen-
tative of such a situation are the unlicensed frequency bands,
which are used by an increasing number of wireless technolo-
gies. As a result, different technologies that have not been de-
signed to coexist need to operate in the same frequency bands,
leading to reduced reliability of these technologies. A typical
example, on which we focus in this paper, is the coexistence
of IEEE 802.11 (WiFi) and IEEE 802.15.4 (ZigBee) networks.
These technologies have very diverse application domains, but
are typically deployed in identical surroundings such as homes,
offices, and public buildings. It is shown in numerous studies
that ZigBee suffers significant increase in packet loss rates in
the presence of WiFi interference [2]–[5].
Cross-technology interference avoidance aims to avoid this
interference in three domains—time, frequency, and space.
Space-based frequency avoidance is not an option, for we need
all sensor nodes to operate at the location they are in, and
we do not want to lower WiFi transmit power since this re-
sults in decreased WiFi performance. Time-based interference
avoidance between WiFi and ZigBee has already been studied.
In [5], they experimentally prove that WiFi does not back off
at all for IEEE 802.15.4, even for very strong ZigBee signal
strengths. However, in [6], they state that WiFi can back off
within a certain range, although it still creates collisions due to
the slow clear channel assessment (CCA) of IEEE 802.15.4.
Indeed, the WiFi standard [11] states that WiFi can implement
preamble-based CCA resulting in increased intratechnology
detection sensitivity but removing cross-technology detection
capabilities altogether, or energy-based CCA that has lower
intratechnology detection sensitivity but can also detect other
technologies under some scenarios. Hence, depending on the
implementation, WiFi might or might not be able to back off for
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Fig. 1. Third floor of the iMinds w-iLab.t wireless testbed.
IEEE 802.15.4 within a certain range. In [7], we have solved
this issue by adjusting the WiFi CCA, making it sensitive for
WiFi as well as IEEE 802.15.4. As IEEE 802.15.4 networks
cannot always rely on advanced WiFi CCA capabilities, there
is still a need for coexistence solutions that do not rely on such
enhanced WiFi capabilities. In [8], the authors present a method
to exploit the typical bursty behavior of WiFi and reduce the
amount of transmissions during a WiFi traffic burst. However,
in case of continuous high-throughput WiFi networks, the
throughput drops drastically. In such a scenario, it is simply
favorable to avoid the occupied frequencies altogether. Hence,
in this paper we study interference avoidance in the frequency
domain, i.e., mechanisms that attempt to direct concurrent
transmissions in co-located networks to different frequencies.
More specifically, we focus on multichannel protocols—in
which individual nodes of a single network may operate on dif-
ferent channels. A plethora of multichannel protocols exists in
the literature. Multichannel protocols are typically used to in-
crease throughput by exploiting frequency-based parallelism.
Within a cross-technology interference avoidance context, the
maximum goodput (throughput times packet success rate) per
channel is lowered due to the packet loss incurred by cross-
technology interference. Typical sensor network applications
require a low throughput and a long battery lifetime. Therefore,
within sensor networks, the focus is usually on reliability and
not on throughput. Hence, we focus on minimizing the amount
of packet loss due to the interference received from other tech-
nologies. However, the relative advantages and disadvantages
of multichannel protocols with respect to packet loss rates due
to cross-technology interference have not been studied so far.
Therefore, in Section II, we analyze the wireless environ-
ment of a typical wireless sensor network, discuss related work,
propose taxonomy for multichannel protocols, and compare dif-
ferent channel selection mechanisms defined in the taxonomy
using testbed-based benchmark experiments. These exper-
iments identify the Receiver Directed Transmission (RDT)
protocol [17] as having superior properties. Although RDT is
the most promising protocol, it lacks a channel selection metric.
Hence, in Section III, we evaluate the performance of common
channel selection metrics when applied to RDT using the same
testbed-based benchmark experiments as in Section II and
show there is opportunity for improvement. For that reason, we
propose a new channel selection metric specific for RDT and
verify its operation, again based on the same benchmark ex-
periments. In Section IV, we elaborate on the proof-of-concept
implementation and verify its runtime implementation on the
testbed. Section V looks at future research, while we conclude
this paper in Section VI.
II. FREQUENCY-BASED INTERFERENCE AVOIDANCE
A typical WiFi–ZigBee coexistence environment is an office
building. ZigBee devices can be used for monitoring and control
functions such as access control, HVACmonitoring and control,
fire detection, etc., while WiFi is used for wireless Internet con-
nectivity. A typical ZigBee network therefore needs to maintain
the needed QoS within such an environment.
A. Home/Office Wireless Environment Characteristics
A thorough analysis of the time/space/frequency character-
istics of the interference in a typical ZigBee environment aids
in selecting the protocol that minimizes packet error rate (PER)
in the ZigBee network. We measured the interference on the
third floor of the iMinds w-iLab.t testbed [26] using the ZigBee
nodes. This testbed is located in a 20 80-m office building
and consists of 200 nodes spread across three floors. Its third
floor is depicted in Fig. 1.
Figs. 2 and 3 show interference measurements across the
length of the building for all ZigBee channels during nighttime
and daytime, respectively. Fig. 2 confirms that interference is
local by nature. Moreover, there is at least one channel available
with low interference levels across the building, for example
channel 26. A single channel can therefore be selected that will
result in relatively low perceived interference. However, Fig. 3
shows that during daytime, there is no single channel that has
low interference throughout the building. Hence, we conclude
that the interference environment is highly dynamic.
B. Multichannel Protocol Taxonomy
A multichannel protocol must guarantee that transmitter
and receiver are on the same channel at the same time so that
communication can take place. Every multichannel protocol
is hence composed of three major components: 1) channel
selection, which determines the channel at which to operate;
2) switching time scheduling, which determines when to ac-
tually switch to the selected channel; and 3) a mechanism to
exchange/negotiate channel selection such as common control
channel and distributed control channel, split-phase, etc.
Soua and Minet [31] propose a multichannel protocol tax-
onomy based on four questions: 1) What is the goal? 2) At
what time is channel assignment done? 3) Which channel is
selected? 4) How is channel assignment done? In [32], Incel
proposes a taxonomy based on seven questions: 1) What is the
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Fig. 2. Measured maximum interference levels—nighttime.
Fig. 3. Measured maximum interference levels—daytime.
channel assignment method? 2) Does the protocol need a con-
trol channel? 3) Is it a centralized or distributed protocol? 4) Do
all nodes operate on one frequency at a given moment in time?
5)What is the type of medium access? 6) Does the protocol sup-
port broadcast? 7) What is the objective? Both works compare
a number of protocols using their taxonomy. However, none
of the studied multichannel protocols has cross-technology in-
terference avoidance as goal. Even more, both taxonomies do
not facilitate easy comparison of protocols within a cross-tech-
nology interference prone environment, nor do they allow pre-
diction of protocol performance based on their classification.
Our taxonomy facilitates comparing the achievable perfor-
mance under cross-technology interference by focusing only on
the time and frequency behavior of protocols. In doing so, we
do not incorporate the specific goal nor the mechanism to ex-
change/negotiate protocol information—also known as control
traffic—into our taxonomy. However, our taxonomy aids in pre-
dicting the suitability of a given protocol type for a specific goal.
Moreover, control and data traffic both have some time–fre-
quency behavior, which might or might not be different. Our
approach allows assessing the performance of control as well
as data traffic, leading to a clear insight in the strengths and
weaknesses of a complete protocol in heterogeneous interfer-
ence scenarios. Fig. 4 shows our protocol taxonomy with the
frequency behavior on the vertical axis (channel selection) and
the time behavior on the horizontal axis (switching time).
Within our protocol taxonomy, we do not consider the
used Medium Access Control (MAC) mechanism within each
technology. MAC protocols typically intend to reduce intrat-
echnology interference to an acceptable level. This might or
might not result in reduced cross-technology interference. How-
ever, the multichannel protocol for optimal frequency-based
cross-technology interference avoidance within a given envi-
ronment can still be selected using the proposed multichannel
protocol taxonomy, without loss of generality. Hence, a tech-
nology can still use its ownmedium access mechanism reducing
the intratechnology collisions significantly, while the usage of a
multichannel protocol reduces the cross-technology collisions.
We distinguish four different approaches to channel selec-
tion mechanisms: follow the master, (pseudo)random, internal
metric-based, and external metric-based.
We define a node following the channel selection of another
node—denoted the master—as a follow the master channel se-
lection approach. In such a protocol, the master has some way
of informing the slave of the channel selection to which it needs
to adhere. A WiFi client is a typical example. It searches the
channel of the access point (AP), connects to it, and remains
on this channel. Another example is a Bluetooth slave device,
which follows the hopping sequence of the master. It is in-
formed of the hopping sequence it needs to follow by means
of the master ID and a synchronization phase when joining the
piconet [10]. A pseudorandom channel selection is not based
on any ranking of channels and results in a flat distribution of
the selection probability of any used channel. Hence, random,
pseudorandom, round robin, etc., channel selections all fall into
this category. A Bluetooth master is a typical example of a pseu-
dorandom-hopping channel selection approach, while slave de-
vices that are part of a piconet are obliged to follow the master’s
channel-hopping sequence. A metric-based protocol is defined
as a protocol that creates some form of channel ranking and
therefore can select a specific channel suited to support the goal
of the protocol.We denote a channel metric as an internal metric
when it is calculated without needing information from another
node. A typical example of an internal metric is the channel se-
lection of aWiFi AP. It selects its initial channel, based on some
metric, independent of any client communication. In contrast, an
external metric is a metric that can only be calculated through
the usage of extra information from other nodes. Note that a dis-
tributed channel selection might use an internal (e.g., RDT) or
external metric (e.g., Y-MAC), while a centralized channel se-
lection by definition uses an external metric.
With regards to switching time, we also distinguish four dif-
ferent types: single shot, slotted, internal triggered, and external
triggered. Single shot means that a node selects a channel at
startup, and afterwards stays operating in that channel. A WiFi
client that can only connect to one AP is a typical example. In
contrast, a WiFi client that is able to connect to multiple APs on
multiple frequencies may have a trigger causing it to switch to
another AP, e.g., insufficient link quality from the current AP,
an AP with higher received signal strength, etc. We call this ap-
proach internal triggered switching time. When the trigger is
coming from another device, then we call it an external trigger.
A typical slotted example is Bluetooth, wherein on every slot
boundary, all nodes switch simultaneously to another channel.
At first glance, at least one type of multichannel protocol does
not fit inside this taxonomy, namely Frequency-Division Du-
plex (FDD)-based protocols, of which a typical example is a reg-
ular cellular phone. In these protocols, the transmit frequency
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Fig. 4. Multichannel protocol taxonomy focusing on cross-technology interference avoidance capabilities with typical examples.
and the receive frequency are different, therefore seemingly not
fitting the taxonomy. However, we simply separate the transmit
and the receive channel selection, and both will again adhere to
any of the time-frequency behaviors of our taxonomy. Hence,
a cellular phone connected to one base station has a single-shot
follow-the-master time-frequency behavior for the receiver as
well as the transmitter, although they operate on different chan-
nels. Moreover, there are other protocols that use a different be-
havior for transmit and receive time-frequency behavior. For
example, RDT [17] uses a triggered follow-the-master behavior
for transmitting packets, and a triggered metric-based channel
selection for receiving packets.
In [24], Nasipuri et al. propose a multichannel protocol
that tries to minimize the collisions between WiFi nodes.
This protocol determines the communication channel by as-
sessing channel state before transmission. It remains on the
current channel when it is free or hops to another channel
when it is busy. The receiving nodes do not need to know
the transmit channel, for they are continuously listening on
all available channels. Hence, for the transmit side, this is an
internal triggered switching time with an internal metric-based
channel selection. For the receiver, this approach falls into the
follow-the-master approach with an internal trigger since the
receiver does not need any information from the transmitter.
Wu et al. [23] propose to select the communication channel
based on a usage list, which is updated through RTS/CTS like
packets on a dedicated common control channel. Reliable com-
munication on the control channel is guaranteed by employing
two transceivers. One transceiver is dedicated to the control
channel, while the other is solely used for data communication.
Hence, the dedicated control channel is using a single-shot
follow-the-master approach, while the data communication
is using an internal triggered switching time with an external
metric-based channel selection.
The operating principle of RDT is illustrated in Fig. 5. It sep-
arates the receive and transmit channels. Every node selects
its own receive channel based on some metric. If it wants to
Fig. 5. Receiver Directed Transmission operating principle.
transmit to another node, it does so on the receive channel of the
destination. Hence, it switches its channel to the receive channel
of the destination, transmits a packet, and returns to its own re-
ceive channel. In [17], RDT is proposed as a way to improve
throughput.We, on the other hand, focus on its usage as an inter-
ference avoidance mechanism. In addition, we propose concrete
mechanisms for selecting channels and for exchanging channel
information between nodes that are not tackled in [17].
A number of protocols depicted in Fig. 4 are not yet dis-
cussed. However, discussing all of the available protocols is out
of scope of this paper.
C. Taxonomy-Based Interference Avoidance Analysis
The protocol taxonomy together with the basic understanding
of the interference environment allows us to compare and pre-
dict the interference avoidance performance of the different pro-
tocol classes.
We start of by determining the most suited channel selection
mechanism. Out of the interference measurements, we conclude
that there is no single channel available across the full length
of the building. Hence, we can discard protocols that make all
nodes operate on a single channel, which in our taxonomy fall
in the follow-the-master class. During the daytime experiments,
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we can clearly see that a large amount of channels receive a sig-
nificant amount of interference. Therefore, a (pseudo)random
approach, which essentially averages the packet loss incurred
on each individual channel, will not perform as required. Pro-
tocols based on an external metric risk losing connectivity, as
interference might become active, disconnecting one or more
nodes from the network. In this case, it might not be possible
to negotiate a new operating channel since the channel selec-
tion depends on communication with one or more other nodes.
An effective interference avoidance protocol must allow the
nodes to select channels in a distributed fashion, according to
the local conditions without the requirement to exchange data
with neighboring nodes. In our taxonomy, this is called internal
metric-based channel selection.
We now focus on selecting the most promising switching
time mechanism. Interference characteristics are dynamic over
time. This conclusion is evident in the home/office environment,
where people move around with their WiFi-enabled laptops and
smartphones, and is also apparent from the comparison of day-
time and nighttime measurements in Figs. 3 and 4. Due to the
dynamism, we can predict that all single-shot-based protocols
can result in a sudden drop in reliability. The single-shot class
should hence be avoided. A slotted channel selection requires
a node to select a new channel every predetermined interval. It
needs to select a new channel even when the interference char-
acteristics remain optimal on the current channel, resulting in
a performance drop. A slotted switching time is therefore not
desirable. An effective protocol must allow nodes to determine
their own switching time according to changes in their own local
environmental conditions, which in our taxonomy is referred to
as triggered switching time. Moreover, nodes must be allowed
to trigger a channel switch independently of other nodes and
any ongoing communication with them. Hence, we predict that
an internal trigger-based switching time will result in the most
promising performance.
Hence, we conclude that an internal trigger-based switching
time, combined with an internal metric-based channel selection,
will most likely achieve best performance with regards to cross-
technology interference avoidance. This conclusion is marked
by a circle in Fig. 4. We nowmove on to identify the roles of dif-
ferent nodes. The signal-to-interference-plus-noise ratio (SINR)
at the receiver determines the bit error rate of the transmission.
The receiver should therefore be operating in the channel with
the least interference. Hence, we forecast that RDT[17] will
most likely be the best candidate for avoiding interference.
In Section II-D, we will experimentally compare the
internal metric-based channel selection mechanism with
(pseudo)random hopping and single-channel interference
avoidance to verify the conclusions.
D. Experiment-Based Multichannel Mechanism Comparison
The taxonomy presented in Fig. 4 facilitates comparing the
channel selection classes with respect to their ability to avoid
interference. Within this section, we experimentally compare
the performance of the different channel selection mechanisms
on the iMinds w-iLab.t testbed using IEEE 802.15.4-based
tmote sky sensor nodes [9]. This testbed is located in an office
building where we cannot control the WiFi traffic of the regular
Fig. 6. RDT test setup with ZigBee nodes and WiFi interferers.
office users. However, during nighttime, the office is empty, and
hence the level of background interference—which is primarily
caused by beacons from idle WiFi APs—is relatively low.
For all tests, we selected a subset of nodes in one floor of the
building that are aligned along the length of the building, as de-
picted in Fig. 6. This selection achieves a low average
between all nodes when there is no interference. We also se-
lected three nodes to behave as WiFi interferers on different
channels in order to emulate real-life WiFi network traffic. In
all tests, all ZigBee nodes send an equal number of packets to
all nodes.
Experiments were performed in three different interference
scenarios, as follows.
BackGround interference (BG): In this scenario, experiments
are performed at nighttime, and no extra interference is gener-
ated. Hence, only background interference created by the idle
APs is present.
Emulated WiFi Interference (4.6 and 22.2 Mb/s): In this
scenario experiments are also performed at nighttime, but extra
controlled WiFi traffic is generated by the WiFi interferers in
three different channels, as shown in Fig. 6. The three WiFi
interferers are 802.11g devices that operate at a physical-layer
speed of 54 Mb/s and a MAC payload of 1240 B. The dif-
ferent scenarios represent different requested packet rates:
Mb/s packets/s of maximum theoretical
achievable throughput), Mb/s packets/s of
the maximum theoretical achievable throughput. The transmit
power of these devices is 10 dBm.
Real-Life Interference (Uncontrolled WiFi): In this scenario,
experiments are performed at daytime during office hours. Real-
life WiFi traffic is generated only by the regular office users and
interferes with the ZigBee traffic of the experiment. Hence, we
cannot control the loads on any of the WiFi devices.
In order to compare the performance of the different channel
selection mechanisms, we create a benchmark of the environ-
ment, depicted in Fig. 7. Such a benchmark experiment is ex-
ecuted in all different interference scenarios. We collect link
characteristics like PER, received signal strength, received in-
terference, etc., between all nodes for all channels. This allows
not only an easy comparison of the potential of the different
channel selection mechanisms, but also the potential of spe-
cific metrics by emulating their operation a posteriori. The ben-
efit of this approach is that different protocols and metrics can
be analyzed based on an identical underlying set of measure-
ments, facilitating comparability of the results. The downside is
that we cannot compare triggered channel selections using this
approach.
At the beginning of every experiment, all nodes tune to the
first channel, channel 11, and measure the cross-technology in-
terference—separating Signal and Interference in accordance to
This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.
6 IEEE/ACM TRANSACTIONS ON NETWORKING
Fig. 7. Benchmark measurement sequence.
Fig. 8. Average across all nodes for all channels and different interfer-
ence scenarios. -axis ZigBee channel, -axis .
TABLE I
COMPARISON BETWEEN INTERFERENCE AVOIDANCE MECHANISMS
BASED ON THE BENCHMARK EXPERIMENTS. THE BEST IS HIGHLIGHTED
Section III-C with a sample rate of 1/500 s during 10 s. Statis-
tics such as theminimum, average, andmaximum interference
noise levels as well as a histogram of the measured power levels
with 2 dB class width are collected. After the completion of this
phase, each node broadcasts 1000 packets of 125 B at intervals
of 12 ms, and all nodes report the packet error rate for
that sender. Once all nodes have completed their transmissions,
they all switch to the next channel, and the same sequence is
repeated. This is done for all ZigBee channels (11–26).
Fig. 8 shows the average for a subset of channels in
the different interference scenarios. It shows that real-life inter-
ference results in a high amount of packet loss. The background
packet loss is significantly lower since the office space is aban-
doned. Table I is an aggregation of the measured statistics of the
between all pairs of nodes in all channels.
We compare three different channel selection mecha-
nisms—namely follow the master (single channel), random
(Bluetooth-like), and internal metric-based (RDT)—to a
single-shot switching time. The internal metric-based approach
allows every node to select its receive channel individually
based on a metric.
The results are summarized in Table I, which shows the av-
erage PER across all nodes, as well as the average PER at the
worst node. This worst node metric is important for the correct
functioning of the full network. A single node with a high PER
might not be able to deliver the needed QoS, resulting in ap-
plication failure. A network that has a low average PER might
therefore still be unable to support its application.
Table I shows that the lowest PER can be reached with
an ideal internal metric-based approach when all channel
information is known. The best follow-the-master selection
is second best. In real-life background interference, 4.6 and
22.2 Mb/s scenarios, there is an average increase of respec-
tively 8%, 126%, 12%, and 39% in comparison to best internal
metric-based. Moreover, PER at the worst node is on average
29% higher than with the best internal metric. Random hop-
ping is an approach that is not dependent on any channel
selection metric since it hops in a random fashion across all
used channels. As a result, it will average the PER of all used
channels at every node, and hence never perform worse than
the worst single channel, nor better than the best single channel.
In contrast, a bad channel selection metric can potentially
result in a worst-case channel selection that can happen with
both other protocols. Pseudorandom hopping with blacklisted
channels—e.g., Bluetooth 2.1—can reduce the packet loss in
comparison to regular pseudorandom hopping. However, it will
never improve upon the results of the best single channel as
the whole network is always operating on one channel at any
given moment. The worst follow-the-master solution obviously
performs badly, followed by the worst internal metric-based
channel selection that does it even worse. We can therefore
conclude that a solution based on an internal metric is the most
promising protocol, although the metric itself is crucial. For
that reason, we will go in depth on the selection of an internal
metric for RDT in Section III.
III. INTERFERENCE AVOIDANCE WITH RDT
A. RDT Runtime Metric Comparison
The metric that we want to optimize is the total average
packet error rate in the ZigBee network. In RDT, every node
selects its own receive channel and would ideally make this se-
lection so as to minimize the average PER across all individual
nodes. This minimum is reached when each individual node
selects the channel with the least average PER. Determining
the best channel could hence be achieved through measuring
PER on all channels and selecting the best one. However, a
reliable PER assessment requires a statistically relevant number
of packets per pair of nodes on all channels, incurring a high
amount of overhead traffic and no timely channel ranking.
For practical implementation, a metric that can be measured
instantaneously is preferred. Therefore, instead of measuring
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TABLE II
FOR COMMON CHANNEL SELECTION METRICS BASED ON THE
BENCHMARK EXPERIMENTS
PER, we try to build a channel ranking at runtime by mea-
suring the interference levels on the different channels. Such
a measurement, further referred to as a channel scan, samples
the channel power for some time and calculates metrics from
the collected samples.
A number of common metrics based on channel scans exist.
We compare the performance of RDT when it uses these dif-
ferent channel selection metrics based on the link statistics and
channel scan information collected during the same experiments
that resulted into Table I. An overview of PER for all considered
metrics in all scenarios is shown in Table II.
The “ideal PER” metric selects the channel with the least
amount of PER, and thus results in the ideal channel selection.
Hence, we will always compare the performance of a metric
with this metric.
The “min” metric selects the channel where the minimal mea-
sured channel power is lowest as receive channel. Selecting the
minimal measured channel power essentially results in mea-
suring the radio’s noise floor. We have selected the nodes in
order to have sufficient link budget. In other words, the received
signals are sufficiently above the noise floor of the radio, and
hence this is not a good metric. In the real-life scenario, the re-
sulting PER is increased by a factor 3.9 in comparison to the
ideal PER metric.
The “max” metric selects the channel where the maximal
measured channel power is lowest. This metric will avoid chan-
nels with high measured interference levels, independent of the
load this interference level has. This leads to a good channel se-
lection in case interference load is identical across all channels.
Such an environment can be found in the background interfer-
ence scenario, where it achieves identical performance as the
PER metric. However, in the emulated interference and espe-
cially in the real-life interference, its performance drops drasti-
cally, where the average PER is increased with a factor 1.7 in
comparison to the ideal PER metric.
The “avg” metric selects the channel with the lowest average
measured channel power. Therefore, this will combine the effect
of the interference power level and its load. As a result, we get
fairly good performance under most circumstances. However,
as can be seen in the worst node comparisons, some nodes select
a less-than-optimal channel, which can be improved. The real-
life PER is a factor 1.3 higher in comparison to the ideal PER
metric.
The “activity” metric is a metric proposed in [23]. They pro-
pose to use the following metric and select the channel with the
lowest “activity”:
(1)
with , , and the minimum, average, and maximum
measured channel power level.
This metric achieves good performance undermost scenarios.
It improves upon the avg metric with 7% in the real-life sce-
nario. However, the PER achieved is still a factor 1.23 higher
than with the ideal PER metric.
Out of this comparison, we conclude that the Activity metric
is the best metric up to now. However, this metric results in a
1.23-times higher average PER in the real-life case than the ideal
PERmetric. Therefore, we create a newmetric that comes closer
to the performance of the ideal PER metric.
B. Building a New RDT Metric
We assume that the link budget of all transmitters is suffi-
ciently high to guarantee negligible packet loss if no interferer
is active.Moreover, for the sake of simplicity, we assume that no
packet errors are caused by collisions between Zigbee packets.
In this paper, we focus on the interference of WiFi to ZigBee.
The CCA of WiFi, when configured to energy-based CCA,
may cause WiFi to backoff for ZigBee under specific scenarios.
However, typical WiFi cards do not backoff for ZigBee at
all because they implement preamble-based CCA [5]. Hence,
the stochastic arrival processes of WiFi packets from all WiFi
interferers are independent of any Zigbee activity, and we
assume them to be identically distributed.
Fig. 9(a) shows that a packet that does not collide with
interference is received with a sufficiently high signal-to-noise
ratio (SNR), resulting in a negligible PER. In (b), the packet
is interfered by interference level I1. The BER across the
full packet in this case depends on the signal-to-interference
ratio (SIR) between received signal strength 2 (S2) and In-
terference signal strength 1 (I1). I1 is received at low energy,
resulting in a sufficiently high SIR, which we assume allows
this packet to be received correctly with high probability. Case
(c) depicts a collision between S2 and the stronger received
interference I2, resulting in a low SIR and hence a low prob-
ability of successfully receiving the packet. In case (d), the
signal has level S1, which is sufficiently above I2 to be success-
fully received with high probability. We conclude that when a
specific packet is interfered, its successful reception depends
on the signal levels of the transmitter and the interference at
the receiver.
The PER as result of a specific SIR equals the expected packet
error rate given a collision with this SIR multiplied by the prob-
ability of this SIR occurring. The total expected PER of a single
receiver–transmitter pair can now be written
as
(2)
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Fig. 9. Different interference scenarios: (a) strong S1 not interfered; (b) weak
S2 interfered by weaker interference I1 does not result in packet loss; (c) S2
interfered by stronger I2 results in packet loss; (d) S1 interfered by I2 does not
result in packet loss.
Fig. 10. PER for 100-B ZigBee packets.
with the received SIR, and the probability distribution
of SIR. Out of [10], we calculate the ZigBee PER versus SINR,
depicted in Fig. 10.
Fig. 10 shows that the difference in SINR between 0.01%
packet loss and 10% packet loss is 3 dB. In order to simplify
our model, we neglect this 3 dB and approximate as a
step function dependent on the SIR
(3)
with the Heaviside step function and the SIR
threshold for good reception that we set at 2 dB since this
results in less than 0.1% packet loss. Formula (2) can now be
written as
(4)
Below the threshold that we set at 2 dB, ,
above the threshold the . Note that in [13],
Maheshwari et al. show that in an intratechnology interference
context the usage of a full PER calculation is more accurate
than a PER approximated by a threshold. The interference in
both [10] (theoretical model) and [13] (empirical model) is fully
Fig. 11. Physical model assumption versus real-life cross-technology
interference.
overlapping with the packets. However, in a cross-technology
case, this assumption is not necessarily valid since the interfer-
ence might only partially overlap with a packet, as depicted in
Fig. 11. Hence, we cannot conclude to which extent the thresh-
olding approximation impacts the accuracy of PER in the cross-
technology case. Although the threshold-based approximation
may be less accurate, it is the preferred model in view of imple-
mentation complexity since it allows a simple binary decision.
SIR equals to Signal strength minus Interference strength in
logarithmic scale, leading to
(5)
Formula (5) depicts that the packet loss on a link can be esti-
mated by assessing the probability that the interference power
at the time of packet transmission is higher than the signal power
minus a threshold. We want to stress that in this formula, is
relatively static, while is very dynamic. Therefore, the time be-
havior of the sum of all interferences determines the estimated
PER.
We can measure the received signal strength for each trans-
mitter. Hence, creating a histogram of the interference power
levels allows us to assess this probability, and thus estimate
PER. Fig. 12 depicts the histogram of the measured power levels
on channels 14 and 26. From this histogram, we can easily esti-
mate PER for any values of and .
The best receive channel is the channel where the average
weighted expected PER of all neighboring nodes is lowest
(6)
with the weight on the estimated PER of a specific trans-
mitter. Within the experiments, we assume the weight of all
transmitters to be identical. We denote of (6) as the
Received Signal to Interference Strength-based Thresholding
(ReSIST) metric.
During startup, a node does not know the received signal
strength of its neighboring nodes. As a consequence, we cannot
rely on the ReSIST metric since no received signal strengths
are known. Therefore, we bootstrap the channel selection by as-
suming a fixed received signal level from all nodes. A signal
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Fig. 12. Probability density function (histogram) of the measured interference
power for different ZigBee channels.
TABLE III
DEFAULT PARAMETERS USED
strength of 10 dB above the receivers noise floor can be reached
by every node within about 1/3 of the maximum communica-
tion range. Hence, we set the threshold at 10 dB above noise
floor as it allows a normal operation of the network in most cir-
cumstances. Within the remainder of this paper, we refer to this
metric as the Fixed Threshold (FiT) metric.
C. IEEE 802.15.4 Transceiver-Based Interference Assessment
In Section III-B, we elaborated on the theory how to de-
termine the best channel through interference power measure-
ments. In real life, the channel power measurements are not per-
fect. More specifically: 1) the power measurements include in-
terference as well as signal and noise, while these should be sep-
arated in order to assess the resulting PER; and 2) the channel
sample times are not necessarily small compared to the WiFi
packet length ( in Table III). We will now determine the
effects of, and solutions to, these nonideal measurements.
1) A regular Zigbee radio can return the power measured in
the current channel in accordance with the IEEE 802.15.4
standard [10]. This measured power equals the sum of
. Within this work, we ne-
glect noise since we assume it does not result in packet
loss. However, we still need to separate Signal from Inter-
ference. Two approaches can be identified: a)We can make
certain that no signal is present during the power mea-
surement. However, this implies not only that the network
cannot operate during channel assessment times, but also
Fig. 13. Measured versus effective in band power.
that all 802.15.4 devices are under our control. b) We can
separate signal samples from interference samples during
execution of a channel scan. This can be achieved by using
the preamble detection functionality of the radio. More
specifically, the CC2420 radio used on the Tmote Sky can
be configured to perform CCA based on either measured
power level, or ZigBee preamble detection. Before starting
a channel scan, we configure the CCA mode to ZigBee
preamble detection. Before and after each power measure-
ment, we check if the radio assesses the channel as busy or
not and drop the measurement if any of the checks is pos-
itive. The remaining samples will predominantly contain
only interference and noise.
2) The channel sample time of ZigBee equals 128 s (to
be denoted ), and the measured power is averaged
across this window. AWiFi packet lasts between 28 s and
12.4 ms. However, for the sake of simplicity, we initially
assume all WiFi packets last at least 128 s. The measured
power in a sample will deviate from the effective interfer-
ence power in case an interference signal starts or ends
during the measurement window, as depicted in Fig. 13.
Assuming the start and end of the interference is indepen-
dent with respect to the start and end of the measurement
window results in a uniform distribution of the overlap be-
tween measurement window and WiFi interference.
The total timeframe where WiFi packet energy is measured
equals . The sample will result in the effective signal
power only when the CCAwindow fully overlaps with theWiFi
packet, therefore removing from the total timeframe.
The following equation calculates the probability of a sample
returning the effective interference power for a fixed interfer-
ence length:
(7)
with the measured interference power, the real inter-
ference power, the interference packet length, and the
measurement time.
Hence, the remaining part of the measurements
will result in lower measured interference
power. Fig. 14 depicts the resulting deviation of the measured
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Fig. 14. Measurement error due to the long measurement window for different
WiFi packet lengths for a class width of 2 dB.
power histogram with a class width of 2 dB for different
interference packet lengths.
For example, Fig. 14 shows that 57% of all measurements
of 212- s-long interference packets will deviate less than 1 dB
from the effective spectral power. Hence, 57% of the measure-
ments will be captured inside the correct class. Furthermore,
16% will be between 1 and 3 dB or one class lower, 10%
between 3 and 5 dB, etc. For the smallest (28 s long) WiFi
packets, no measurement will result in effective interference
power since the interference is shorter than the measurement
window. In fact, all measurement results are at least 6.6 dB
s s lower than the effective power.
The measurement error for a specific interference packet
length can now be compensated for to determine the actual
interference power histogram. Starting from the highest class,
the effective amount of samples that should have been inside
this class can be calculated. For example, 57% of the effective
samples for 212- s interference lengths are actually measured
in this class. Therefore, 1/0.57 times the number of samples
measured in this class equals the effective number of samples,
which an ideal measurement will measure. Now, the amount
of samples that are measured in the lower classes—due to the
long sample window—can be calculated and consequently
removed from the respective lower classes. This calculation
can be repeated recursively for all classes. We refer to the
channel selection metric that is based on these adjusted energy
measurements as Adjusted Energy ReSIST (AE-ReSIST).
A plot of adjusted energy measurements of channel 14 is
added in Fig. 12. It is clearly visible that the peak around 71 dB
becomes higher, and the spill out in the lower classes is reduced,
leading to a more accurate measurement. The downside is that
we assume a specific fixed packet length, and hence introduce
errors if this assumption is not correct. Moreover, the interfer-
ence packet lengths will in general have a certain distribution
that is not accounted for. However, future work could estimate
this distribution by, e.g., machine learning techniques, exchange
of WiFi packet length statistics between WiFi and ZigBee, etc.
D. Proposed Metric Comparison
In this section, we compare the performance of the three met-
rics proposed in Section III—namely FiT, ReSIST, and AE-Re-
SIST. The results of the experiments are shown in Table IV.
TABLE IV
FOR NEWLY PROPOSED CHANNEL SELECTION METRICS BASED ON THE
BENCHMARK EXPERIMENTS. THE BEST IS HIGHLIGHTED
FiT: Fixed Threshold-based interference classification
(without using received signal strength information) selects
the channel with the lowest FiT cost and improves upon all
other metrics except in the background interference case. The
real-life interference case results in an average PER a factor
1.13 higher than with the PER metric.
ReSIST: Received Signal and Interference Threshold-based
interference classification (with received signal strength infor-
mation) improves upon the performance of FiT in all scenarios.
It results in a factor 1.07 higher PER than with the PER metric
in the real-life scenario, which is small. However, the worst-
case PER is usually different from the worst case of the PER
metric. This is most likely due to other effects than WiFi in-
terference significantly altering the effective link PER between
nodes. More specifically, we believe this is due to multipath
fading because we observed a high PER between a number of
specific nodes (e.g., 1 and 4 in Fig. 1) in the background in-
terference scenario that are physically only 5 m separated from
one another. Out of the channel scans, we do not see significant
WiFi interference strong enough to create this high level of PER.
Therefore, multipath fading seems the most logical explanation,
although true proof can only be found in a full electromagnetic
analysis of the environment.
AE-ReSIST: Adjusted Energy ReSIST (ReSIST with adjusted
energy measurements) performs identical to ReSIST in the real-
life and background scenarios, but performs worse in the emu-
lated scenarios, where ReSIST results in the best performance.
The lack of improvement is due to the contradictory effect in-
troduced by a model error and a measurement error. The model
introduces an error by assuming that the is indepen-
dent of the interferers on-time (i.e., The WiFi packet length).
However, smaller interferer on-times result in a smaller average
overlap between interference and packet (see Fig. 11), and thus a
lower packet loss than predicted. In Section III-B, we show that
the average measured signal level of the interference reduces
with smaller interference on-times. Hence, the model overes-
timates the impact of smaller interference on-times, while the
measurements, which serve as input to the model, underesti-
mate the signal level of the interference for smaller packets,
partially negating the overestimation the model makes. By re-
ducing the measurement error, we remove the overestimation of
the smaller interference on-times but keep the overestimation
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the model makes, increasing the total error. Therefore, an im-
provement is to be expected only when correcting the measure-
ment error as well as the error in the packet-loss model. How-
ever, building a precise cross-technology packet-loss model of
which the parameters can be determined in a real-life scenario
requires an in-depth study of the overlap between interference
and the packet in a real-life environment, which is out of the
scope of this paper.
IV. TINYOS-BASED IMPLEMENTATION ON TMOTE SKY
HARDWARE
A. Information Dissemination Mechanism
A packet can be received only if it is transmitted on the
quiescent channel of its destination(s). The easiest way to
achieve this is to transmit the packet on all channels. However,
this multiplies the needed amount of transmissions and thus
wastes battery power and creates additional interference. To
avoid multichannel transmissions, it is necessary to inform the
transmitter of the quiescent channel of the receiver.
We select two different mechanisms for distributing quiescent
channel information to the surrounding nodes. The first mech-
anism is to periodically broadcast this information on all chan-
nels. This mechanism has the advantage of making sure that all
nodes in the area are informed and also serves as a keep-alive
packet with which the receiving nodes can update their neighbor
database in case nodes lose connectivity. However, it is not
efficient in terms of energy consumption, time incurred, and
spectral usage. The second mechanism is to piggyback receive
channel information on messages that are sent to neighboring
nodes. This mechanism only costs a few additional bytes in-
side some of the transmitted packets. When a node decides to
switch its receive channel while receiving a stream of packets,
it can very quickly notify the sending node by piggybacking its
acknowledgments. However, this mechanism cannot guarantee
that all surrounding nodes know the quiescent channel.
The combination of both mechanisms overcomes both short-
comings. The periodic broadcasts make sure all surrounding
nodes know the quiescent channel of the node. At the same time,
piggybacking guarantees that nodes with which the transmitting
node actively communicates are updated very quickly.
B. Implementation Architecture
The protocol is implemented on Tmote Sky nodes running
TinyOS 2.1. It was implemented inside the radio driver as this
makes it transparent to the higher layers. We have opted for
a modular approach of three modules—namely RDT control,
Channel Assessment, and a back-end database. The implemen-
tation independent settings—such as enable/disable RDT, al-
lowable channels, channel scan time, etc.—can be governed by
an external interface. The architecture of the implementation is
shown in Fig. 15.
The RDT control module is responsible for the RDT informa-
tion dissemination and the channel switching. The RDT control
module piggybacks a packet with the receive channel given suf-
ficient space is available in the packet. Periodic broadcasts are
implemented by sending an empty packet with broadcast des-
tination through the application-level active message interface.
Fig. 15. RDT implementation architecture.
Fig. 16. Unicast piggyback trailer.
This packet is then automatically piggybacked since sufficient
space is certainly available. The RDT control also switches the
radio’s channel when a packet needs to be transmitted.
The channel assessment module is responsible for selecting
the receive channel of the node and returning the destination
channel(s) of a packet. To resolve the receive channel, it per-
forms the channel selection algorithm of Section III periodi-
cally. The channel switching module requests the destination
channel(s) of a specific node to the back-end database module.
If the receive channel is known, it is returned as a single des-
tination channel. Otherwise, the packet needs to be transmitted
on all channels that are in use by the system.
The back-end database module stores information regarding
the surrounding nodes. Typical information includes receive
channel, received signal strength, PER, time since last packet
received/transmitted, etc. The receive channel information is
used to supply the current receive channel of a node to the
channel assessment module. The received signal strength is
used to calculate the ReSIST metric. Although PER itself is not
used in the protocol, it is used in the executed experiments for
reporting purposes. The time since the last packet received or
transmitted to a node is used to support mobility of the nodes
and remove stale node data.
C. Packet Format Specification
Packets are piggybacked by adding extra trailers to the stan-
dard active messages created by TinyOS. When a packet is pig-
gybacked, its AMType is overwritten with the RDT AMType
of 255, thus allowing the receiver to distinguish between piggy-
backed packets and nonpiggybacked packets.
Two types of piggyback trailers are specified, one for uni-
cast packets and the other for broadcast packets. The format of
the unicast piggyback trailer is depicted in Fig. 16. The minimal
trailer consists of the gray parts. These include the original AM-
Type, the original packet length, the quiescent channel, and the
transmit power of the packet. The DataType Definition (DaTD)
field defines whether extra information is present in the trailer,
e.g., measured path loss. Although the path loss is unused within
this work, this can be used in future work in, e.g., transmit power
adjustment.
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Fig. 17. Broadcast piggybacking trailer.
TABLE V
OF SINGLE-SHOT AND TRIGGERED RESIST BASED ON RUNTIME
IMPLEMENTATION
The format of the broadcast piggyback trailer is depicted in
Fig. 17. It consists essentially of the same information included
in the unicast trailer. However, since it reaches multiple destina-
tions, specific information such as path-loss measurements for
multiple nodes can be placed inside a single packet.
D. Implementation Results
In the online experiments, the RDT protocol implementation
is used. Two different settings are used. The first is a single-shot
channel selection setting. RDT scans all channels only at the
beginning of the experiment and selects the best channel. No
more channel switches are performed during the experiment.
This setting allows for comparison between the RDT implemen-
tation and the RDT evaluated on the benchmark experiments.
The second setting, triggered channel selection, allows RDT to
dynamically switch channel selections during the experiment.
The experiments presented in Section III do not exploit the
dynamism of RDT. The benchmarking experiment that is exe-
cuted lasts nearly 2 h, resulting in a database that has average
PER across a 2-h timeframe. Hence, we lose the time accuracy.
The real-life implementation is set to scan the current channel
every 15 s, allowing it to dynamically adjust to changing
channel states. In the single-shot ReSIST scenario, the initial
channel selection is maintained for the full experiment, while
in the triggered scenario, RDT is allowed to change channels
dynamically at runtime.
The results of the triggered ReSIST metric, which are shown
in Table V, are significantly better in the real-life scenario in
comparison to the single-shot results. The remaining scenarios
are slightly worse than the benchmark-based scenarios. This can
be explained by the dynamic nature of RDT in a static scenario.
Deviations in the measurements might make the nodes hop to
a channel with a higher PER for a short time, until it performs
another channel scan that is worse than the best channel, and it
hops back. However, in the real-life scenario, the channel states
change significantly in comparison to the measurement devia-
tions, resulting in channel hops to channels with better channel
states.
V. FUTURE WORK
RDT is capable of coping with dynamic environments given
it has relevant state information of all channels. However, a
ZigBee node only operates on one channel at a given moment,
and hence only the state information of the current channel is
updated. This has as effect that the state information of the other
channels becomes outdated. Updating these channel states can
be done by temporarily switching the quiescent channel. How-
ever, this might result in a temporary deterioration of the PER.
This tradeoff between exploration and exploitation, which can
be solved optimally if the problem can be formulated as a mul-
tiarmed bandit problem, needs to be considered.
Sensor networks are usually battery-powered and therefore
energy-sensitive. The current RDT implementation does not
consider energy-saving mechanisms, commonly used in sensor
networks. Hence, combining RDT with an energy-saving
protocol is certainly an interesting topic. Moreover, RDT
exchanges protocol information—which consumes energy,
but also reduces the number of needed transmissions, which
saves energy. The channel scan, combined with the path-loss
information can also be used for transmit power adjustment.
The channel scan information of the receiver can namely be
used at the transmitter to determine the expected PER, resulting
in minimal transmit power for a requested link PER. We have
done an a posteriori comparison of different single-shot inter-
ference avoidance protocols as well as RDT metrics starting
from identical benchmark experiments. Due to dynamism in
the environment, a single-shot channel selection might not
be maintainable across the full lifetime of a sensor network.
However, comparing triggered channel selection protocols and
metrics is extremely hard because multiple experiments, which
are done at different times, are needed. Hence, extreme care
needs to be taken that we compare the protocols and metrics
and not the difference in the environment. Repeatability and
reproducibility of wireless experiments is a hot topic that is
addressed today by many researchers. We refer for instance
to [37]. An in-depth comparison of triggered protocols and
metrics thus remains an open issue.
VI. CONCLUSION
Coexistence of different wireless technologies is becoming
an increasingly limiting factor in achieving the needed QoS
with a certain technology. We show through measurements in
an office environment that the interference created by WiFi on
a ZigBee network is of a dynamic, local nature.
Using our proposed multichannel protocol taxonomy, we
conclude that an internal metric-based channel selection com-
bined with an internal trigger-based switching time is the most
suitable packet-loss-reducing protocol in an office environment.
We experimentally verify that an internal metric-based channel
selection indeed performs best in real-life environments. It is
able to reduce the average PER with a factor 3.43 and 1.73
compared to (pseudo)random channel selection and the best
single channel, respectively. However, it can perform worse in
case a wrong channel metric is used.
We therefore analyze the performance of commonly used
metrics and show that a significant improvement is achiev-
able. Hence, we propose a new metric—called ReSIST—and
experimentally verify its operation. We show that our channel
metric reduces the average PER with a factor 3.63, 1.60, 1.23,
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and 1.14 in comparison to respectively min, avg, max, and
activity [23] channel metrics in real-life cases. We also verify
that our channel metric degrades with 7.7% compared to the
situation where we have full channel information. Therefore,
we proposed an improvement to ReSIST that reduces the
measurement error incurred by IEEE 802.15.4-based channel
assessments. However, we concluded that the performance did
not improve as expected, as we reduce only one out of two con-
tradictory errors, explained in depth in Section III-D. Finally,
we verified our implementation of triggered ReSIST—which is
able to switch channels dynamically at runtime—and conclude
that in the real-life case, a PER reduction with a factor 2.34 in
comparison to a single-shot channel selection is achievable.
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