We have investigated the properties of a two-sample sequential rank test proposed by Sen (1981) 
INTRODUCTION
have recently developed a sequential two-sample rank test by means of stochastic simulation. The test is based on the Wilcoxon-MannWhitney two-sample test for fixed sample sizes and has been shown to be robust and approximately distribution free. It has been suggested to the authors that possibly a better distribution free sequential two-sample test could be developed from the TypeD test suggested by Sen (1981, p. 255) . The present paper describes the development and exploration of such a test.
THEORY
Following Sen (1981; pp 255, 264) let {Xi,i ~ 1} be a sequence of independent observations and we assume that where the ci are known constants, 0 or 1, and the ci are independent identically distributed random variables with density f(t). The problem is to test H0 : ~ = 0 versus H 1 : ~ = .6.1(> 0). In the frame of sequential clinical trials the Xi are the responses of the patients either in the treatment group ( Ci = 1) or in the control group ( Ci = 0). Under H 0 the responses in both groups have the same distribution, i.e. the treatment has no effect.
We observe the Xi sequentially. Let m be the number of observations in the treatment group among then first observations and let Wn be Wilcoxon's ranksum statistic. Wilcoxon's rank-sum statistic and utilize the close connection between this statistic and all differences between the observations in the treatment group and in the control group. Let D(l) < D(2) < · · · < D(m(n-m)) be these differences ordered, then (see Lehmann (1975; Theorem 4, p. This has all been developed under the assumption that the Ci are fixed. However, we consider the Ci as independent identically random variables with P( Ci = 1) = p = 1-P(ci = 0), and we examine the behaviour of Sen's test in case p = 1/2.
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SIMULATION
To examine the properties of Sen's test, we have used computer simulation. The simulation programs were written in the programming language SIMULA (Birtwistle et al, 1983) . The pseudo-random number generator in SIMULA is a multiplicative congruential generator (Bratley et al, 1983) . The simulations were performed on a DEC 2060/2065 computer at the University of Oslo.
We are especially interested in modelling sequential clinical trials, and have therefore restricted our simulations to differences in treatment effect which are usually clinically relevant. The simulations have therefore been performed for differences ranging froin ~ = 0.5 to d = 2 in distributions with standard deviation 1. In the simulation model the response for each patient is supposed to be known before a new patient is included. Each included patient is randomized either to a treatment group or to a control group with probability p = 1/2. After randomization a response is drawn from a given distribution. Under the null hypothesis (no treatment difference) the responses are drawn from the same distribution. Under the alternative hypothesis the respc;mses in the two groups are drawn from similar distributions with equal variances but different expectations.
Based on the responses of the patients included in the trial so far (at least one in each group), the test statistic is calculated. If neither of the boundaries is crossed, a new patient is included, and the test statistic is again calculated. When one of the boundaries is crossed, the result (acceptance or rejection of the null hypothesis) and the m.unber of patients used is registered. One such sequence is repeated N times.
In a non-parametric situation the value of K,(f) = J P(t)dt has to be estimated, but if the distribution is known, the exact value may be used. For the normal, uniform, logistic and double exponential distributions we have calculated K,(f) when u 2 = 1. The alternative 6. is expressed in units of the standard deviation.
The Cauchy distribution f( x) = r / ( 1r( r 2 + x 2 )) has no variance. To obtain the same probability between -1 and +1 as for the standard normal distribution, the parameter r = 0.54427 is chosen.
The estimation of K,(f) is described at the end of the previous section. The estimation starts when a chosen number of patients no has been included in the trial.
We have used e = 0.05.
RESULTS
In We next examined how the choice of number of initial observations no influenced the significance level and the power when K(f) was estimated. Table 2 Table 2 , we have chosen to use n 0 = 10 for further investigation of the properties of the test.
We have also compared the simulation results from the two types of situations (i) distribution known and thus K(j) calculated and (ii) distribution unknown and thus K(f) estimated by Kn· Such comparisons are shown in Tables 3 and  4 . In Table 3 , the significance level and power of the test using K(j) and K n are compared when the responses are drawn from normal distributions where ~ is the alternative. The last column of The difference is slight, however, and even when the estimation method is used, the test is dependent on the shape of the distributions.
In addition to investigating the properties of the type D test, we have examined the type C test (Sen, 1981, p. 254 Table 4 Simulated values of the significance level and power for different types of distributions. The nominal values are a = 0.05 and 1 -f3 = 0.95. In the left half of the table K.{f) is calculated under the normal distribution (K.{f) = 1/(2y'?J). In the right half of the table K.{J) is estimated throughout the trial. The estimation starts at n0 = 10 patients. In addition to the mean and median number of patients, the mean and median of Dn are shown. The alternative hypothesis is A. = 1. Each result is based on N = 10000 simulations.
