We propose new bootstrap methods for the Barndorff-Nielsen and Shephard (2006) and Andersen et al. (2012) tests for jumps, as well as for the realized bipower variation and the median realized variation. 1 Both the i.i.d. and the Wild bootstrap are considered.
Introduction
During the past decade, the increasing availability of high frequency data led to the development of a new class of nonparametric estimators of volatility. The first and most popular such estimator is the realized variance (volatility), introduced by Andersen and Bollerslev (1998) .
Several other estimator were subsequently proposed to accommodate some other features of the data. One key data characteristic that must be taken into account is the presence of jumps in prices. Thus, several robust to jumps volatility estimators were proposed by Barndorff-Nielsen and Shephard (2004) ; Mancini (2009); Corsi et al. (2010) ; Andersen et al. (2012) . These contributions led to further developments in the area of testing for jumps based on high frequency data: Andersen et al. (2007) , Andersen et al. (2012) , Aït-Sahalia and Jacod (2008) , BarndorffNielsen and Shephard (2006) , Corsi et al. (2010) , Jiang and Oomen (2008) , Lee and Mykland (2008) , and Podolskij and Ziggel (2010) .
Some of the latest advances in the field of high frequency econometrics concern the development of bootstrap methods for some realized-type estimators. Thus, Gonçalves and Meddahi (2009) propose bootstrap methods for the realized volatility and a class of nonlinear transformations of this estimator. Dovonon et al. (2013) propose bootstrap methods for functions of multivariate high frequency returns such as realized regression coefficients and realized covariances and correlations. Hounyo et al. (2011b) bootstrap estimators of the integrated volatility based on the pre-averaging approach of Jacod et al. (2009) . Hounyo et al. (2011a) propose bootstrapping the pre-averaging realized volatility proposed by Podolskij and Vetter (2009) 
The existing literature lacks in proposing bootstrap methods for robust to jumps volatility estimators and tests for jumps. Podolskij and Ziggel (2007) propose bootstrapping the realized bipower variation by re-sampling the products of adjacent returns in absolute value, |r j r j−1 |, where j = 1 . . . n, with n the number of equidistant returns in a trading day. This procedure, however, ignores the correlation between the above pairs of returns. Moreover, there are no contributions in the literature on bootstrapping tests for jumps.
In this paper, we propose bootstrap methods for the Barndorff-Nielsen and Shephard (2006) and Andersen et al. (2012) tests for jumps. Moreover, a future version of this paper will provide consistency results for the bootstrapped realized bipower variation of Barndorff-Nielsen and Shephard (2004) and the median realized variation of Andersen et al. (2012) . We consider both the i.i.d. and wild bootstrap techniques. These developments are meant to fill the gap in the literature mentioned above and lead to accuracy improvements when applying these techniques in finite sample. Moreover, the ability to bootstrap tests for jumps opens the possibility to further improvements to the way these tests are applied based on combinations of tests and or sampling frequencies. In fact, the second main contribution of this paper is to propose a test averaging technique that requires bootstrap and substantially improves the performance of the jump tests.
As showed above, the literature on tests for jumps is very rich. However, when applied to real or simulated price data, the jump testing procedures tend to lead to different results. Dumitru and Urga (2012) ; Theodosiou andŽikeš (2010) perform thorough comparisons between various jump testing procedures and attempt to rank them considering both the power and size criteria. This inconsistency of results is partly due to the way tests are built, leading to different levels of size and power. Moreover, the inconsistency is deepened at very high sampling frequencies, where securities prices are contaminated with microstructure noise. The noise generates both size and power distortions for all jump tests. So far, the majority of the existing literature unequivocally proposed sub-sampling as a unique solution to overcome the problems generated by the presence of noise. As an exception, Dumitru and Urga (2012) point out that sub-sampling leads to loss of power and inefficiency, by "throwing away" a lot of data.
They propose combining various tests and/ or sampling frequencies through both reunions and intersections in order to extract more information on jump occurrence. However, this multiple testing procedure, despite over-performing the existing single-testing procedures, lacks rigor, by not providing a proper inference. This paper proposes a new jump detection procedure, that manages to rigorously combine results obtained at different sampling frequencies and from different jump tests.This new procedure is more efficient, by extracting information from multiple sampling frequencies and/or multiple procedures. The use of different time scales in the high frequency literature is not entirely new. Zhang et al. (2005) and Zhang (2006) use two or more time scales to estimate volatility in the presence of microstructure noise. While in their case, the main purpose was to extract noise from the final volatility estimate, here we attempt to extract more information on the occurrence of jumps. We use Fisher's method to average p-values obtained from applying the same testing procedure at different frequencies. We use bootstrap to obtain the empirical distribution of the Fisher statistic. In order to control the size of the test, a double bootstrap procedure is required when combining different frequencies. We apply this new jump detection procedure to the Barndorff-Nielsen and Shephard (2006) and Andersen et al. (2012) tests.
The rest of the paper is organized as follows. Section 2 explains the theoretical background and past relevant contributions in the field of high frequency testing for jumps. Section 3 contains the new bootstrap methods for the tests for jumps. Section 4 covers all methodological issues concerning jump identification based on averaging p-values. Section 5 contains simulation results for the new procedure. Section 6 concludes the paper.
Setup, notation and existing theory
Following Barndorff-Nielsen and Shephard (2006) , the logarithmic price process, P t , is a Brownian semimartingale plus jump process:
where the drift, µ t , and the volatility, σ t , are assumed càdlàg, and W t a Brownian motion at time t. J t is the jump process at time t, defined as J t = Nt j=1 c t j where c t j represents the size of the jump at time t j and N t is a counting process, representing the number of jumps up to time t and assumed to be finite for all t.
The quadratic variation of the price process up to a certain point in time, t, (QV t ), usually a trading day, can be defined as follow:
where t 0 σ 2 s ds = IV t is the integrated variance or volatility. There are several estimators in the field of high frequency econometrics for both the quadratic variance and the integrated volatility of the price. Most of these estimators are based on equally spaced data. Thus, the interval [0, t] is split into n equal subintervals of length δ. The j-th intraday return r j on day t is defined as r j = p t−1+jδ − p t−1+(j−1)δ . Andersen and Bollerslev (1998) proposed RV t to estimate the quadratic variance:
where p −→ stands for convergence in probability.
Tests for jumps
The Barndorff-Nielsen and Shephard (2006) test (BNS test hereafter) Barndorff- Nielsen and Shephard (2006) propose the first robust to jumps estimator of the integrated variance, the realized bipower variation (BV t ), constructed to reduce the impact of jump returns on the volatility estimate by multiplying them with adjacent jump-free returns:
In the absence of jumps (N t = 0), both RV t and BV t consistently estimate the integrated variance. Barndorff-Nielsen and Shephard (2006) establish a CLT for RV t and BV t , when
where L → stands for convergence in law.
We can test for jumps by comparing RV t with BV t under the null of no jumps. This leads to a Hausman-type test, where RV t is more efficient, but consistent only under the null, whereas BV t is consistent under both hypotheses. Barndorff-Nielsen and Shephard (2006) propose the difference statistics, whereas Huang and Tauchen (2005) point out that the use of the ratio statistic leads to a less oversized test.
s ds is usually estimated by using the tripower quarticity, T Q t :
In this paper, we will consider the following feasible difference and ratio statistics:
The Andersen et al. (2012) test (Med test hereafter) Andersen et al. (2012) propose to estimate integrated volatility in the presence of jumps based on the nearest neighbour truncation. The minimum realized variance (MinRV t ) and median realized variance (MedRV t ) eliminate jumps by taking respectively the minimum and the median over adjacent returns:
Here we consider the test for jumps based on the MedRV t estimator. The test statistic is based on the same argument as the BNS procedure, i.e. the comparison between a robust to jumps estimator and RV t . For simplicity, we will only refer to the ratio test:
where MedRQ t = 0.92 
well as the covariances between the two, under the bootstrap measure, P * .
As seen above, in the case of i.i.d. bootstrap, the BV * t statistic is not centered in BV t . Moreover, the variances of both bootstrapped estimators are different from the variances of the original estimators. These discrepancies occur because for the original estimators, the asymptotics are based on a local Gaussian assumption, that does not longer hold in the case of
bootstrap (Gonçalves and Meddahi, 2009).
To estimate the variances and covariances of RV * t and BV * t , we define the following consistent estimators:
In the above equations, each power variation -type of sum,
estimated using the bootstrapped counterpart,
This estimation procedure will be jump robust, as bootstrapped returns are sampled under the null.
Theorem 1. CLT of the bootstrapped vector (RV * t ; BV * t ) (Consistency of the i.i.d. bootstrap) Suppose the price process can be described as in 1. Let (RV * t ; BV * t ) be the vector of bootstrapped statistics. As n → ∞ (δ → 0),
where
Given that the original centered vector (RV t ; BV t ) is also multivariate normal (see 5), the consistency of the bootstrap follows.
Proof: To prove Theorem 1, two steps must be followed:
1. Show that:
We show here the proof for 1. The proves for 2 are included in Appendix 1. We need to
This is equivalent to proving that:
where c = (c 1 c 2 ) is a vector of constants.
Thus, we have:
Theorem 2. CLT of the bootstrapped vector (RV * t ; BV * t ) (Consistency of the wild bootstrap) Suppose the price process can be described as in 1. Let (RV * t ; BV * t ) be the vector of bootstrapped statistics. As n → ∞ (δ → 0),
Proof: The proof follows the same two steps as in Theorem 1.
Step 1 follows from the same arguments as in the case of Theorem 1.
Step 2 concerns the consistency of the estimators of Ω * W B and is detailed in Appendix 2. 
where r (j) is the j-th order statistic in the returns sample.
where r (j) and r (k) are the j-th and k-th order statistics, while C(j), C 1 (j, k) and C 2 (j, k) are defined as:
C(j), C 1 (j, k) and C 2 (j, k) are obtained when computing the expectations over the product
The computations were performed via counting the number of cases when 1, 2 or 3 returns overlap in the expectation of the
The covariance between RV * and MedRV * is:
Theorem 3. CLT of the bootstrapped vector (RV * t ; MedRV * t ) (Consistency of the i.i.d. bootstrap) Suppose the price process can be described as in 1. Let (RV * t ; MedRV * t ) be the vector of bootstrapped statistics. As n → ∞ (δ → 0),
Step 2 concerns the consistency of the estimators of Ω * Med and is detailed in Appendix 3.
Averaging tests for jumps
In this section, we propose combining p-values obtained at different sampling frequencies or from different testing procedures to gather information on the presence of jumps in the price 3 I am very grateful to Tom Holden for the useful suggestions in computing these coefficients.
process. Our procedure consists of applying one or more testing procedures at different sampling frequencies, obtain the corresponding p-values and then average them by using Fisher's method.
Simulation studies looking at the size and power properties of the BNS and Med tests (see, for
instance Dumitru and Urga, 2012) show that their size tends to grow as the sampling frequency becomes lower (i.e. as δ becomes higher). However, to be able to combine the results from different frequencies, the tests must have the same size for all frequencies. Thus, instead of using the asymptotic distribution to obtain p-values, we propose using the empirical distribution of the bootstrapped statistics. 
When the combined test statistics are independent, X 2 L −→ χ 2 (2p). However, this is not the case here, as the test is applied to the same data, but sampled at different frequencies.
Brown (1975) and Kost and McDermott (2002) proposed approximating the distribution of the X 2 with that of a scaled χ 2 variable, but assuming certain approximations for the covariances between the p-values. The advances in both computational technology and power allow us to easily simulate the distribution of the X 2 statistic.
There are several important contributions in the field of econometrics that use meta-analysis methods like Tippett (1931 ), Fisher (1932 or Liptak (1958) to combine test results and simulate the distributions of the "combined" statistic. Maddala and Wu (1999) 
The double bootstrap procedure
Let us assume we are interested in finding out whether jumps occurred during the interval [0, t], which could be, for instance, a trading day. Moreover, let the data be sampled at sampling intervals of the form k i · δ, where k i > 0 mutiplies δ, i = 1, . . . , p, where p is the number of frequencies we choose to combine. We denote with z the test statistic of either the BNS test or the Med test. In applying the double bootstrap, we take the following steps:
1. compute the test statistic on the original data for different sampling frequencies (k i ), z t,k i 2. for each day and each frequency, re-sample the returns under the null and obtain B replicates for the statistics, z * t,k i 3. compute the p-value corresponding to the original z t,k i statistics, based on the bootstrapped distribution:
4. for each new sample from 1 to B, generate B 1 sub-samples and compute the statistic
5. for each new sample from 1 to B, compute corresponding p-value:
Thus, this procedure generates for each k i , one p-value from the first round of bootstrap and B p-values from the second round of bootstrap. The Fisher X 2 statistic is computed as:
The distribution of X 2 t can be obtained as:
where X 2 * * t is a vector with B elements.
To re-sample under the null, if a jump is identified on that day, we remove the corresponding return from the data and sample from the remaining returns. To identify the jump return on a certain day, we take the maximum standardized return of that day, where the standardization is performed as in Andersen et al. (2007) and Lee and Mykland (2008) .
Simulation study
To assess the effectiveness of our bootstrap methods and test averaging procedure, we simulate a stochastic volatility process with finite jumps. We use a similar simulation setup as in Huang and Tauchen (2005) and Dumitru and Urga (2012). The stochastic volatility model for the log of the price process follows the subsequent dynamics: dp t = 0.03dt + exp[0.125 υ t ]dW pt ,
where p t is the log-price process, the W 's are standard Brownian motions, υ t the volatility factor. This is the process that we simulate under the null hypothesis of no jumps.
Under the alternative, we add rare compound Poisson jumps, arriving with intensity λ = 0.5 and having normally distributed sizes with mean 0 and standard deviation σ jump = 1.5.
To the simulated stochastic volatility plus jump model, we add i.i.d. microstructure noise normally distributed with mean 0 and σ noise = 0.04.
In this version of the paper, we only report results for i.i.d. bootstrap. Results for WB will be included in further versions. In the case of the BNS test, we observe very similar results for the asymptotic and bootstrap tests at high sampling frequencies. Thus, at 1 minute, size is 0.13 in both cases, while power is slightly higher in the case of the bootstrap (0.76 versus 0.75 for the asymptotic test). At higher frequencies, the bootstrap test shows slightly higher size and power than the asymptotic one. Moreover, this discrepancy tends to increase slowly with the decrease in the sampling frequencies. When prices are contaminated with microstructure noise, this behaviour can be beneficial at high frequencies, when the tests tend to be undersized. In this case, the bootstrap test can help recover some power.
In the case of the Med test, the bootstrap version also tends to be oversized in comparison to the asymptotic one. The power is very close to the asymptotic one, but is slightly lower for most frequencies (up to 10 minutes).
We assess the performance of our test averaging procedure by combining 2 or 3 sampling frequencies for both BNS and Med tests. Table 2 reports the results for the BNS test. In the table, we also include the asymptotic benchmark for comparison purposes. The nominal significance level is 5%.
We note that the test combinations manage to outperform the asymptotic results in almost all cases. This is because in the presence of i.i.d. microstructure noise, the BNS asymptotic test becomes severely undersized at high frequencies. However, at lower frequencies, where size is getting close to the nominal one, power gets considerably smaller. Our procedure, by combining higher with lower frequencies, manages to maintain a high power, combined with a manageable size. Usually, for every 2 or 3 combined sampling frequencies, our procedure leads to a power higher than the asymptotic levels for the individual frequencies. The size is always comprised in the range of the asymptotic size levels for those frequencies. For instance, combining tests applied on data sampled every 1 and 5 minutes renders a size of 0.028, coupled with a very high power of 0.768. This power is higher than the one obtained for the asymptotic test at either 1 or 5 minutes. Size is in the interval of the asymptotic levels for 1 and 5 minutes (0.009 and 0.0791). The behaviour exemplified here is verified for all combinations of sampling frequencies. Table 3 shows the results obtained from combining sapling frequencies for the Med test.
The performance is similar to the one described above for the BNS test. However, the effect in this case is slightly weaker. When combining 2 or 3 sampling frequencies, size either lies in the range of the corresponding asymptotic levels, or becomes larger. To keep the size at lower levels, it is beneficial to combine very high frequencies with lower ones. Power lies in the range of the asymptotic levels, but towards the upper bound. For instance, when combining p-values from 1 and 10 minutes, the size of 0.031 is in the range of the asymptotic size levels (0.008, 0.055). The power (0.725) is in the range of the asymptotic levels, but still very high.
Moreover, this effect is also very pronounced when combining 3 sampling frequencies (see, for instance, '1-2-5' or '1-2-10').
Further developments of this paper include applying our procedure to infrequent trading data, in order to assess the impact of infrequent trading on jump detection. We plan to extend the results in this paper in various ways. First, we will complete the current paper with results on bootstrapping the realized bipower variation and the median realized variation, as well as the Wild bootstrap for the median RV test. Second, we will extend the simulation setup to various types of microstructure noise, including infrequent trading.
Third, we will add theoretical results on the accuracy of the bootstrap. 
A Appendix 1
We need to show that the estimators of all the terms in Ω * are consistent. For this, we prove that both the estimation biases and the variances of V ar * (RV * t ), V ar * (BV * t ) and cov * (RV * t , BV * t ) converge in probability to 0. Gonçalves and Meddahi (2009) show that E * ( V ar * (RV * t )) = V ar * (RV * t ). They also show that V ar * (RV * t ) is consistent for V ar * (RV * t ). First, we compute the expected value for the estimator of the variance of BV t :
Consequently, the bias will be:
The variance of V ar * (BV * t ) is:
We will compute first the second order moment of the estimator:
where for simplicity we used = to specify that i = j = k = l = m . . .. 
The expectation of B is:
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