A unitary Hessenberg QR-based algorithm via semiseparable matrices  by Gemignani, Luca
Journal of Computational and Applied Mathematics 184 (2005) 505–517
www.elsevier.com/locate/cam
A unitary Hessenberg QR-based algorithm via
semiseparable matrices
Luca Gemignani
Dipartimento di Matematica, Unversita’ di Pisa, Largo Bruno Pontecorvo 5, 56127, Pisa, Italy
Received 7 May 2004; received in revised form 29 December 2004
Abstract
In this paper, we present a novel method for solving the unitary Hessenberg eigenvalue problem. In the ﬁrst phase,
an algorithm is designed to transform the unitary matrix into a diagonal-plus-semiseparable form. Then we rely on
our earlier adaptation of the QR algorithm to solve the dpss eigenvalue problem in a fast and robust way. Exploiting
the structure of the problem enables us to yield a quadratic time using a linear memory space. Nonetheless the
algorithm remains robust and converges as fast as the customary QR algorithm. Numerical experiments conﬁrm the
effectiveness and the robustness of our approach.
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1. Introduction
The subject of this paper is the efﬁcient computation of the eigenvalues of unitaryHessenbergmatrices.
A unitary Hessenberg matrix H with real positive subdiagonal entries can be represented as a product of
(modiﬁed) Givens rotations, i.e.,
H =G1(a1)G2(a2) · · ·Gn(an)
 This work was partially supported by MIUR, Grant number 2002014121, and by GNCS-INDAM.
E-mail address: gemignan@dm.unipi.it.
0377-0427/$ - see front matter © 2005 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2005.01.024
506 L. Gemignani / Journal of Computational and Applied Mathematics 184 (2005) 505–517
Gj(aj )= Ij−1 ⊕
[−aj bj
bj a¯j
]
⊕ In−j−1, 1jn− 1,
Gn(an)= In−1 ⊕ (−an), bj > 0, |aj |2 + b2j = 1, |an| = 1. (1.1)
The aj ’s are the Schur parameters of H and the bj ’s are the complementary parameters. Based on this
representation a fast O(n2) QR-algorithm for eigenvalue computation of unitary Hessenberg matrices
was ﬁrst presented in [15]. The algorithm follows by showing that one step of the QR iteration applied to
H results in another unitary Hessenberg matrix whose Schur parameters can be efﬁciently computed at
the cost ofO(n) ﬂops1 by using the Szegö recursions for the characteristic polynomials of the principal
submatrices of H. Suitable variants of the algorithm of [15] are developed in [16,29,28] whereas the
stability properties are analyzed in [21].
In this paper, we propose an alternative solution of the unitary Hessenberg eigenvalue problem. Our
approach exploits the well-known representation of unitary Hessenberg matrices as quasiseparable ma-
trices of order (1, 1). Different from the decomposition (1.1), the quasiseparable structure is inherited by
rank-one perturbations of unitaryHessenbergmatrices. Speciﬁcally, thematrixH+uvH is quasiseparable
of order (2, 2) at most. Therefore, a remarkable advantage of our method compared with the algorithm
in [15] is that it can be generalized to deal also with this class of matrices. A special instance of rank-one
modiﬁcations of unitary Hessenberg matrices are fellow matrices studied in [6]. These matrices arise in
polynomial root ﬁnding for linear combinations of Szegö polynomials. Moreover, the determination of
eigenvalues of a companion matrix can be reduced to the problem of computing eigenvalues of a fellow
matrix. The present method can be combined with the techniques in [4] to yield a potentially fast and
accurateO(n2) QR-algorithm for the eigenvalue computation of fellow matrices. Theoretical details and
experimental results concerning such a generalization will be presented elsewhere.
The class of (block) quasiseparable matrices was introduced and studied by Eidelman and Gohberg in
the papers [9–12]. The matrix B ∈ Cn×n is called quasiseparable of order (r, s) if rank B[k + 1 : n, 1 :
k]r and rank B[1 : k, k+1 : n]s for k=1, . . . , n−1, [10], where we adopt the MATLAB2 notation
B[i : j, k : l] for the submatrix of B with entries having row and column indices in the ranges i through
j and k through l, respectively. Such matrices are also called weakly semiseparable matrices in [22] and
matrices with low Hankel rank in [8]. The paper [11] describes a fast O(n) scheme for computing a QR
factorization of a quasiseparable matrix of order (r, s) with r, s>n. Quasiseparable matrices of order
(1, 1) can also be referred to as diagonal-plus-semiseparable (dpss) matrices. Observe that here we are
tacitly assuming a deﬁnition for semiseparable matrices which is slightly more general than the classical
one. A thorough study of these deﬁnitions and their comparisons can be found in [25].
Our QR-based algorithm for eigenvalue computation of unitary Hessenberg matrices consists of two
stages. In theﬁrst phaseweemploy a linear fractional (Moebius) transformation to convert the input unitary
HessenbergmatrixH into a Hermitian dpss matrixF (compare also with [23] where similar techniques are
used for solving a structured inverse eigenvalue problem for quasiseparable matrices). Then we apply our
earlier adaptation of the QR-algorithm developed in [4] to approximate the eigenvalues of F in a fast and
robust way and, hence, obtain the eigenvalues ofH simply by solving a linear equation in one variable for
each eigenvalue. The papers [24,26,27] byVandebril,Van Barel andMastronardi also provide fast variants
of the QR scheme for Hermitian dpss matrices which may be used to design a fast eigenvalue algorithm
1A ﬂop is a ﬂoating point operation x ◦ y, where x and y are ﬂoating point numbers and ◦ denotes one of +,−,×,÷.
2 MATLAB is a registered trademark of The Mathworks, Inc.
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for the matrix F. We developed our method independent of theirs. The effects of applying a Cayley
transformation, which is a special Moebius map, to a unitary Hessenberg matrixHwere ﬁrst investigated
in [5] in order to prove interlacing properties of the eigenvalues of its leading principal submatrices. These
properties are fundamental for the design of bisection and divide-and-conquer eigenvalue algorithms for
unitary Hessenberg matrices. The results in [5] only exploit the symmetry of the transformed matrix F
without taking into consideration its structural representation in terms of O(n) parameters. Based on
this condensed form for the matrix F, bisection and divide-and-conquer eigenvalue algorithms for dpss
matrices can also be derived (see [7,13,20]).
Apart from the application of the algorithm in [4], the computations essentially amount to ﬁnding
the structural representation of F given the Schur and the complementary parameters of H. An effective
method to perform this task relies upon the results of [12]. If M(z) : C ∪ {∞} → C ∪ {∞},M(z) =
(az − b)/(cz − d), (ad − bc = 0), is the considered Moebius transformation, then we show that the
parameters deﬁning the quasiseparable structure of the strictly lower triangular part of F =M(H) can
be determined at a linear cost from the RQ factorization of the (1, 1) quasiseparable matrix cH − dIn.
The overall computational cost is so dominated at the stage of the application of the algorithm in [4],
which requires O(n2) ﬂops and O(n) storage locations for all eigenvalues (assuming a constant number
of QR iterations per eigenvalue). Numerical experiments show that the resulting composite eigenvalue
algorithm exhibits a stable behavior.
We organize the paper as follows. In Section 2 we describe the reduction of the unitary Hessenberg
eigenvalue problem to the corresponding problem for a Hermitian dpssmatrix. In Section 3we summarize
our QR-based eigenvalue algorithm and in Section 4 we present the results of our extensive numerical
experiments. Finally, conclusion and discussion are the subjects in Section 5.
2. The conversion of a unitary Hessenberg into a dpss matrix
A unitary Hessenberg matrix H =G1(a1)G2(a2) · · ·Gn(an) ∈ Cn×n satisfying (1.1) has the form
H =


−a¯0a1 −a¯0b1a2 −a¯0b1b2a3 · · · −a¯0b1 · · · bn−1an
b1 −a¯1a2 −a¯1b2a3 · · · −a¯1b2 · · · bn−1an
b2 −a¯2a3 ...
. . .
. . .
...
bn−1 −a¯n−1an

 , (2.1)
where a0 = 1 for notational convenience. From this representation it is immediately seen that H is
quasiseparable of order (1, 1). This property is exploited in order to convert the matrixH into a Hermitian
diagonal-plus-semiseparable (dpss) matrix.
Observe that the eigenvalues ofH are located on the unit circle in the complex plane.A bilinearMoebius
transformationM(z),
M(z) : C ∪ {∞} → C ∪ {∞}, M(z)= z− −z+  , −  = 0
can be deﬁned that maps the unit circle onto the real axis. Interesting results concerning Moebius trans-
formations are collected in [18], where it is shown that the inverse of a Moebius transformation is still
508 L. Gemignani / Journal of Computational and Applied Mathematics 184 (2005) 505–517
a Moebius transformation deﬁned by M−1(z) = (z + )/(z + ). By combining this property with
Theorem 4.3 of [23], we obtain the following.
Theorem 2.1. Let  = ||ei and  = ||ei be two arbitrary nonzero complex numbers such that
e2i(−) = 1. Set =||ei˜, ˆ= ˜+−, and =||eiˆ. Then the functionM(z)= (z−)/(−z+)
is a Moebius transformation mapping the unit circle (except for the point z= /) onto the real axis.
If In − H is nonsingular, then F = M(H) is well deﬁned and has the form of a Hermitian
dpss matrix.
Theorem 2.2. Assume thatM(z) = (z − )/(−z + ) is a Moebius transformation determined as in
Theorem 2.1 in order to map the unit circle onto the real axis in the complex plane. Moreover, suppose
that In − H is nonsingular. Then F =M(H) is a Hermitian dpss matrix.
Proof. Since H is unitary, it turns out that F =M(H) is Hermitian. Whence, we only need to specify
the structure of the strictly lower triangular part of F. Let In − H = RQ be a RQ factorization, where
Q is unitary and R is an invertible upper triangular matrix. Due to the Hessenberg structure of In − H ,
it is easily found thatQH can be represented as the product of n− 1 Givens rotations
Gn−1(a˜n−1) · · ·G1(a˜1),Gj (a˜j )= Ij−1 ⊕
[−a˜j b˜j
b˜j ¯˜aj
]
⊕ In−j−1,
suitably chosen to annihilate the subdiagonal entries of In − H . To describe the effects of post-
multiplying H − In by these Givens rotations, we put our attention on the entries of the ﬁnal matrix
(H −In)Gn−1(a˜n−1) · · ·G1(a˜1) located on the last k rows and on the ﬁrst n−k columns. The subdiag-
onal entries in the (n− k)th column of the intermediate matrix (H − In)Gn−1(a˜n−1) · · ·Gn−k(a˜n−k)
propagate along the last k rows from the right to the left by multiplication for the same parameters deﬁned
by the remaining Givens rotations Gn−k−1(a˜n−k−1), . . . ,G1(a˜1). In particular, if sˆn−k is the entry in
position (n− k + 1, n− k) of (H − In)Gn−1(a˜n−1) · · ·Gn−k(a˜n−k), then we ﬁnd
((H − In)QH)n−k+1,j = ¯˜aj−1b˜j · · · b˜n−k−1sˆn−k, 1jn− k.
Hence, it follows that thematrix (H−In)QH has a strictly lower triangular part which is quasiseparable
of order 1. Because (H −In)QH =M(H)R and R is an invertible upper triangular matrix, F =M(H)
inherits the same structure of (H − In)QH in its strictly lower triangular part. 
The next procedure provides an effective algorithm to compute the dpss structure of F =M(H). The
algorithm relies upon the techniques developed in [12] for the computation of aQR factorization of (block)
quasiseparable matrices. Given the Schur parameters a0, . . . , an and the complementary parameters
b1, . . . , bn−1 of the unitary Hessenberg matrix H deﬁned in (2.1), and given , ,  and  such that
M(z) = (z − )/(−z + ) satisﬁes the hypotheses of Theorem 2.2, the following scheme is used to
compute the structural representation of the entries in the lower triangular part of F =M(H).
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1. Compute a RQ factorization of the nonsingular matrix In− H , namely, In− H =RQ where Q is
unitary and R upper triangular. The matrixQH is represented in its factored form as product of n− 1
Given rotations,
QH =Gn−1(a˜n−1) · · ·G1(a˜1),Gj (a˜j )= Ij−1 ⊕
[−a˜j b˜j
b˜j ¯˜aj
]
⊕ In−j−1
for 1jn− 1. The entries of the upper triangular matrix R are speciﬁed by
Ri,j =


rˆi if j = i + 1;
ri if j = i;
a¯i−1bi · · · bj−2aˆj if ji + 2.
2. Determine the generators of the structural representation of the entries of thematrix S=(H−In)QH
located in its lower triangular part and in its ﬁrst superdiagonal. These entries are deﬁned by
Si,j =
{
s˜i if j = i + 1;
si if j = i; ¯˜aj−1bj · · · b˜i−2sˆi−1 if ji − 1,
where we set a˜0 = 1.
3. Find the structural representation of the entries in the lower triangular part of F given by
Fi,j =
{
fi if j = i;
fˆj b˜j · · · b˜i−2sˆi−1 if ji − 1.
(2.2)
The elements of the unknown generators f = [f1, . . . , fn] and fˆ = [fˆ1, . . . , fˆn−1] are computed re-
cursively by means of a back-substitution method. From S = FR, we obtain Sej = FRej , 1jn,
which yields the recursive relations
Rj,jF ej = Sej −
j−1∑
k=1
Rk,jF ek, 1jn. (2.3)
Recursions for the entries of the matrices Q,R, S and F are given in the following MATLAB imple-
mentation of the previous scheme. Using the quasiseparable structure of S and F enables the computation
of (2.3) to be carried out by means of O(n) storage and O(n) ﬂops only. The function Givens constructs
a˜i and b˜i and guards against the risk of overﬂow. We refer to Bindel et al. [2] for a detailed explanation
on how this function should be implemented.
510 L. Gemignani / Journal of Computational and Applied Mathematics 184 (2005) 505–517
function [f, fˆ, b˜, sˆ] = DPSS_convert(a, b, , , , )
for k = 1 : n
rk = a¯k−1ak + ; sk = a¯k−1ak − ; aˆk = ak; end
for k = 1 : n− 1; sˆk = bk; end
for k = 1 : n− 1
(a˜n−k, b˜n−k)=Givens(−bn−k, rn−k+1);
s = sˆn−k; sˆn−k =−a˜n−ks + b˜n−ksn−k+1;
sn−k+1 = b˜n−ks + ¯˜an−ksn−k+1;
p =−a˜n−ksn−k −  ¯ˆan−k−1bn−kaˆn−k+1b˜n−k;
q = b˜n−ksn−k −  ¯ˆan−k−1bn−kaˆn−k+1 ¯˜an−k;
r =−a˜n−krn−k +  ¯ˆan−k−1bn−kaˆn−k+1b˜n−k;
z= b˜n−krn−k +  ¯ˆan−k−1bn−kaˆn−k+1 ¯˜an−k;
w =−a˜n−kaˆn−k + b˜n−kbn−kaˆn−k+1;
aˆn−k+1 = aˆn−kb˜n−k + ¯˜an−kbn−kaˆn−k+1;
aˆn−k = w; rn−k = r; rˆn−k = z; sn−k = p; s˜n−k = q; end
fˆ1 = 1/r1; fˆ2 = ( ¯˜a0 − fˆ1rˆ1b˜1)/r2;
f1 = s1/r1; f2 = (s2 − sˆ1fˆ1rˆ1)/r2; s = 0;
for k = 3 : n
s =−a¯k−3fˆk−2bk−2b˜k−2 + b˜k−2bk−2s;
fk = (sk − sˆk−1fˆk−1rˆk−1 + aˆk sˆk−1s)/rk;
if (k <n)
p = sb˜k−1;
fˆk = ( ¯˜ak−2 − fˆk−1rˆk−1b˜k−1 + aˆkp)/rk;
end
end
Algorithm DPSS_convert computes the structural representation of the Hermitian dpss matrix F
using approximately 60n (complex) ﬂops. The accuracy depends on the conditioning of the matrix
R. The occurrence of large entries in R−1 causes a magniﬁcation of the absolute errors thus lead-
ing to a computed matrix Fˆ = F + F with a large ‖F‖2. From the Bauer–Fike theorem [14] in
this case one may expect to compute poor approximations of the eigenvalues of F and, a fortiori,
of H. In the next section we show that numerical stability can generally be achieved through
randomization.
3. The unitary Hessenberg eigenvalue algorithm
Based on the above results we devise an algorithm for approximating the eigenvalues of a n×n unitary
Hessenberg matrixH =G1(a1)G2(a2) · · ·Gn(an) represented by the Schur parameters aj , 1jn, and
the complementary parameters bj , 1jn−1, stored in the vectors a and b, respectively. The algorithm
outputs the vector  of the desired approximations.
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function [] = FastQR(a, b)
%deﬁne the Moebius mapM(z)
Choose random complex numbers  and .
Choose a random real number ˜ ∈ [0, 2].
Deﬁne  and  as in Theorem 2.1.
%Compute the generators f, fˆ, b˜, and sˆ of F =M(H)
Set [ f, fˆ, b˜, sˆ] =DPSS_convert(a, b, , , , ).
Compute approximations j of the eigenvalues of F.
Approximate j by using j = (j + )/(j + ), 1jn.
The core of this algorithm is the computation of the eigenvalues of the matrix F. Because of its
robustness, the QR iteration is usually the method of choice for ﬁnding the eigendecomposition of a
general matrix A ∈ Cn×n numerically [14]. Our unitary Hessenberg QR-based method makes use of the
fast adaptation of the QR algorithm described in [4] for ﬁnding the eigenvalues of the Hermitian dpss
matrix F in a fast and robust way.
The QR algorithm with linear shift applied to the input matrix F0 = F deﬁnes a sequence of similar
matrices according to the following rule:{
Fk − 	kIn =QkRk,
Fk+1 − 	kIn = RkQk, k0, (3.1)
where Qk is unitary, Rk is upper triangular and 	k is a parameter called the shift parameter. The ﬁrst
equation of (3.1) gives a QR factorization of the matrix Fk− 	kIn. For a general input matrix F0, the cost
of (3.1) is O(n3) ﬂops and O(n2) storage per step.
This complexity can be decreased for a dpss matrix F0 = F due to the invariance of its structure
under the QR iterative process (3.1). According to (2.2) the matrix F0 is represented by its generators
fˆ= fˆ(0), f= f(0), sˆ= sˆ(0) and b˜= b˜(0). The structured QR algorithm for Hermitian dpss matrices presented
in [4] is then deﬁned as a map 
,

 : Rn × Cn × Cn × Cn−2 × C→ Rn × Cn × Cn × Cn−2
(f(k), fˆ(k), s˜(k), b˜(k), 	k) 
→ ( f(k+1), fˆ(k+1), s˜(k+1), b˜(k+1)), (3.2)
which, given a dpss representation of Fk together with the value of the shift parameter 	k , yields a dpss
representation ofFk+1 satisfying (3.1).The paper [4] provides a constructive deﬁnition of themap
which
turns into a fast implementation of the QR iteration (3.1) applied for the computation of the eigenvalues
of the Hermitian dpss matrix F. The structured QR step (3.2) is carried out at a linear cost using a linear
memory space. Nonetheless the algorithm remains robust and converges as fast as the customary QR
algorithm. SinceDPSS_convert can be performed in linear time, the total cost of FastQR is so dominated
at the application stage of the algorithm in [4] which requires O(n2) ﬂops for all eigenvalues (assuming
a constant number of QR iterations per eigenvalue).
As we have already pointed out at the end of the previous section, for numerical considerations the
parameters , ,  and , which deﬁne the Moebius transformationM(z), should be chosen in such a way
that the norm of the matrix (In− H)−1 and, therefore, the norm of the transformed matrix F =M(H)
does not increase too much. From the Bauer–Fike theorem the norm of F provides an upper bound on
the accuracy of the computed approximations j of its eigenvalues. Moreover, the norm of (In− H)−1
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is related to the conditioning of the matrix R used in function DPSS_convert to determine the generators
of F. Large entries in R−1 cause a magniﬁcation of absolute errors which may result in less accurate
approximations.
Recall that || = || from Theorem 2.1 and, moreover, H has eigenvalues located on the unit circle.
Hence, at least virtually unlucky selections of the random parametersM(z) are possible thus leading to
an ill-conditioned matrix In− H . However, the next result shows that these choices are very infrequent
in practice and can be avoided with high probability by means of a simple randomization strategy.
Theorem 3.1. If  and  are uniformly distributed random variables on {z ∈ C : |z| = > 0} for a ﬁxed
constant > 0, then we have
K2(In − H)= ‖In − H‖2‖(In − H)−1‖22n
with probability at least 1/2.
Proof. SinceH is unitary with eigenvalues 1, . . . , n, j=eij , we ﬁnd thatK2(In−H)=(maxj |−
j |)/(minj |−j |),where ||=1,=ei and  is uniformlydistributed on [0, 2].Wehave |−j |2=(−
j )(¯− ¯j )=2−2R(j )=2−2 cos(+j ). Hence, it follows that (maxj |−j |)/(minj |−j |)2n
if  satisﬁes cos( + j )1 − 1/2n2 for j = 1, . . . , n. From cos(x)1 − x2/4 for x ∈ [−/2, /2],
we obtain that cos(/(2n))1 − 2/16n2< 1 − 1/2n2. This implies that cos( + j )1 − 1/2n2 if
 /∈ (−j − /(2n),−j + /(2n)). By summation over j we conclude that the set { ∈ [0, 2] :  =
ei, (maxj |−j |)/(minj |−j |)2n} contains a ﬁnite union of intervals of total length at least . 
The following strategy relies upon Theorem 3.1 and is used in our implementation of function FastQR
to avoid possible unfortunate selections of the random parameters deﬁning the Moebius transformation
M(z): We repeat the ﬁrst four steps of FastQR four times and then deﬁne the ﬁnal set of parameters
that minimize the estimated 1-norm of the matrix R−1. Observe that ‖R−1‖2 = ‖(In − H)−1‖2 from
In − H = RQ. Computational savings are obtained in DPSS_convert if we ﬁrst compute the matrix R
generated from the four different sets of parameters and then perform the remaining computations only
for the accepted set. A reliable estimate of ‖R−1‖1 can be found in linear time due to the quasiseparable
structure of the matrix R.
4. Numerical experiments
We now present some experimental results to illustrate the performance of our MATLAB implemen-
tation of function FastQR. The program employs the fast adaptation of the QR eigenvalue algorithm
presented in [4] to carry out the eigenvalue computation for the matrix F =M(H). Moreover, it incor-
porates the strategy described above to minimize the occurrence of unlucky selections of the parameters
deﬁningM(z). A reliable, inexpensive estimate of ‖R−1‖1 is obtained by the extension of Hager’s algo-
rithm for complex matrices described in [19]. The procedure computes estimates of ‖R−1‖1 at the cost of
solving a few linear systems with coefﬁcient matrices R and RH . Due to the quasiseparable structure of
thematrixR, each system can be solved by back or forward substitution in linear time using approximately
9n ﬂops. In our experiments the number of systems averages between 4 and 6 and never exceeds 8. Our
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Fig. 1. Eigenvalue distribution for a type-III matrix H of size n= 150.
resulting algorithm for computing the structural representation of F =M(H) is available as a MATLAB
function at www.dm.unipi.it/∼gemignan/ric.html.
We tested the program on the following three kinds of unitary Hessenberg matrices which are chosen
from [17] and [1]:
1. Type-I matrices: Unitary Hessenberg matrices with randomly generated entries. Such an H is con-
structed by setting a0=1 and aj=jeij , where the j ’s are uniformly distributed random variables on
[0, 2], the j ’s are uniformly distributed random variables on [0, 1] and n= 1. The complementary
parameter bj is found by bj =
√
1− |aj |2, 1jn− 1.
2. Type-II matrices: Unitary Hessenberg matrices which have one or more eigenvalues whose arguments
are near±. A real matrixH of odd size is deﬁned by a0= 1, aj = cos(j ), bj = sin(j ), 1jn− 1
and an=1, where the j ’s are uniformly distributed random variables on [0, ]. Such anH has at least
one real eigenvalue equal to −1.
3. Type-III matrices: Unitary Hessenberg matrices with nearly multiple eigenvalues. The matrix H of
size n = pk is generated as follows. The ﬁrst p− 1 Schur and complementary parameters are deﬁned
as in the ﬁrst experiment. Then set bp equal to some small positive constant and ap =
√
1− b2p. The
remaining parameters are generated by asp+j =aj and bsp+j =bj for 1sk and 1jp. If bp=0
and an=1 then the eigenvalues of H occur with multiplicity k. Otherwise, for small bp we get nearly
multiple eigenvalues. For our experiments we chose p = 5 and bp = 1.0e− 03 and an = ei, where 
is uniformly distributed on [0, 2]. In Fig. 1 we plot the distribution of the eigenvalues of a matrix H
of size n= 150.
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Fig. 2. Plot of the error for type-I matrices.
For each set we considered 50 matrices ranging about from size 50 to size 1000. To calculate how close
the computed approximations come to the “true” eigenvalues of H, we measured the distance between
the set ˆ(H) of the eigenvalues computed by our MATLAB code and the set (H) of the eigenvalues
returned by the internal MATLAB function eig. This distance is given by
dist((H), ˆ(H))=max
{
max
ˆ∈ˆ(H)
‖ˆ− (H)‖, max
∈(H) ‖− ˆ(H)‖
}
,
where ‖− ˆ(H)‖=minˆ∈ˆ(H) |− ˆ|. We refer to this distance as the error in the eigenvalues computed
by our algorithm. Thus, we tacitly assumed that theMATLAB function computes the eigenvalues exactly.
In Figs. 2–4 we report the errors produced in our experiments. Numerical results show that our QR-
based eigenvalue algorithm works quite accurately and, moreover, indicate that both the computation of
the dpss structure of the matrix F and the computation of its eigenvalues by means of our fast adaptation
of the QR method are performed in a numerically robust way. In our experiments we have always
found ‖R−1‖1 =O(n). Two or three digits of accuracy are, therefore, usually lost when computing the
eigenvalues of F and the same may occur in the recovery of the approximations j from the values j
at the last step of function FastQR. The maximum error estimated in our experiments is smaller than
1.0e− 11 in accordance with the previous analysis.
5. Conclusion
The paper has outlined a novel QR-based algorithm for computing the eigenvalues of a unitary Hes-
senberg matrix. The algorithmmakes use of a linear fractional (Moebius) transformationM(z) to convert
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Fig. 4. Plot of the error for type-Ill matrices.
the initial eigenvalue problem for the unitary Hessenberg matrix H into a modiﬁed eigenvalue problem
for the Hermitian diagonal-plus-semiseparable (dpss) matrixM(H). Exploiting the structure of the as-
sociated eigenvalue problem enables us to yield a quadratic time using a linear memory space. Extensive
numerical experiments conﬁrmed the effectiveness and the robustness of the proposed approach.
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Future work includes the design of a QR-based method where the Moebius transformation is applied
implicitly without explicitly determining the dpss structure ofM(H). To this end, it should be useful to
investigate the relationships between our approach and the rational unitary Hessenberg QR algorithms
described in [16] (see also [21]).
Another interesting topic is concernedwith the generalization of ourmethod to compute the eigenvalues
of small rank perturbations of unitary Hessenberg matrices. Frobenius (companion) matrices are most
commonly used to compute polynomial roots. The determination of the eigenvalues of a Frobenius
(companion) matrix can be transformed into the problem of computing the eigenvalues of a fellow
matrix. This observation forms the basis of new QR-like polynomial zero ﬁnders. The root ﬁnders would
enjoy the robustness and the rapid convergence properties of the QR algorithm but, at the same time, run
in linear time per iteration and use linear memory space. Positive experimental results along these lines
were achieved in [3].
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