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Abstract—We show that the newly developed homology al-
gorithms are helpful in imaging problems on the example of
an algorithm extracting one dimensional features from a noisy
image. We indicate that in some situations the global nature of
this algorithm may become advantageous when compared with
the standard algorithms based on skeletonization and pruning.
The algorithm works in every dimension.
I. INTRODUCTION
The topological technique commonly used in image seg-
mentation is the extraction of connected components of a black
and white image. In the language of homology theory [1] this
may be viewed as constructing the zeroth homology group
of the image. Higher homology groups, which measure the
presence of cycles, tunnels, and cavities in the image, are also
used in computer vision and image processing [2], [1], [3], [4],
[5], [6] but so far their usage is limited in part because the
cycles, tunnels and cavities are not so frequent in images and
in part because the classical algorithm for higher homology
groups has cubical complexity which is in contrast to the linear
time needed to construct connected components [7].
In this paper we show that higher homology groups are
useful in image analysis even if the image itself and/or the
features to be extracted contain no tunnels or holes. This is
because holes may appear when the image is superimposed
over some pattern (mask) and the appearance (or lack of
appearance) of holes may be used to test certain features of the
image via the study of homology generators. Moreover, image
analysis based on higher homology groups may be performed
quickly due to the recently developed reduction homology
algorithms [8], [9], [10], which offer speed comparable to the
speed of the algorithms constructing connected components.
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The implementations of these algorithms are available from
[11] (see also [12], [13]).
To present the method we discuss a sample problem, which
consists in the extraction of linear structures from the image
under the presence of other features and noise. We became
interested in the problem when studying two concrete issues:
the analysis of 2D colonoscope images of blood vessels in
colon mucosa [14], [15] and the analysis of 3D reconstituted
confocal microscopy images of type I collagen fibrils [16].
Similar issues are studied in the analysis of blood vessel
images in various other settings [17], [18], [19]), as well as
in the detection of roads on satellite images ([20], [21]) and
many other problems.
II. THE MODEL PROBLEM
To keep things simple, in this paper we discuss the problem
in a model form. For a broader presentation of the problem
in the context of concrete applications we refer the reader to
[22]. By a linear structure we mean a feature of a binary image
consisting of thin threads which may branch. We assume that a
two or three dimensional image containing linear structures as
well as some other features and noise is given. Moreover, we
assume that the linear features are disconnected into several
small pieces due to the noise. The goal is the separation of the
linear structures from the other features and noise. This is a
necessary step for further processing discussed in [22], which
consists in finding the number and location of branching points
together with the length of branches.
The standard approach to such problems is based on skele-
tonization of a binary image obtained by some thresholding
(see [23] and the reference therein). However, because of
the presence of noise separating the linear structure into
many pieces, immediate skeletonization does not make sense.
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a) b) c)
Fig. 1. An oversimplified model problem
Instead, some gluing, for example by means of morphological
operations must be performed first. This may cause that some
artifacts may be glued to linear structures which do not belong
to them. Sometimes such artifacts may be later removed by
trimming the short branches of the skeleton and disregarding
the features which do not intersect the trimmed skeleton.
However, in some situations this method does not work. For
instance, consider the image presented in Figure 1a. The
linear structure contained in this image consists of three bars
presented in Figure 1b. Unfortunately, the standard approach,
for example based on the algorithm presented in [23], at the
best leads to the result presented in Figure 1c. More precisely,
what happens is as follows. After applying wrapping to image
in Figure 1a in order to glue together the pieces of the linear
structure, the two artifacts in the form of rectangles are also
attached to the linear structure. The contour and skeleton of the
resulting image obtained by applying the method introduced
in [23] are presented in Figure 2. Now we trim short branches.
The question to be answered is: how short the branches should
be to be trimmed. If we trim only the shortest branches, which
do not branch themselves, the resulting trimmed skeleton will
still intersect both rectangles, which do not belong to the linear
structure. But even if we decide to trim all the branches leaving
the skeleton consisting of one line only, we will get rid only
of the rectangle in region 2, because the trimmed skeleton will
still intersect the rectangle in region 1. As the consequence the
standard method applied to this problem will always cause
the effect of the presence of the undesired rectangle in the
extracted image.
Fig. 2. Contour and skeleton of the image in Figure 1
Of course, in the case of the oversimplified image in
Figure 1 it is easy to detect the undesired rectangular features
directly. However, in the more realistic problems the compo-
nents of the noisy linear structure may resemble in shape and
size the components of the undesired features as in the image
in Figure 3a. The linear structure to be extracted is presented in
Figure 3b. The technique based on skeletonization and pruning
leads to the image in Figure 3c. Also in this case an undesired
effect is present in the circled region of Figure 3c. It takes the
form of a thickening caused by an artifact glued to it. However,
in this case it is not possible to get rid of the artifact by means
of analyzing its shape as in our oversimplified example.
a) b) c)
Fig. 3. A model problem
In the approach we propose the presence or lack of presence
of a component in the final extracted image is determined
by checking if the component is crucial in constructing long
threads. For instance, the artifact which caused the unwanted
thickening in the circled region of Figure 3c will not be present
in the image extracted by our algorithm, because it is not
needed to build long threads.
The method we use for determining if a component is
needed in the final extracted image is based on the construction
of first homology generators of a modified image. We describe
it in the next section.
III. THE ALGORITHM
Consider the binary image in Figure 3a and the problem
of extracting from this image the feature visible in Figure 3b
consisting of four threads glued at three branching points.
The extra tool we propose is based on the detection of
one dimensional holes in a modified image. We first explain
the algorithm on the example based on processing the image
in Figure 3a. We begin with constructing the morphological
dilation X ′ (marked light gray in Figure 4) of the original
imageX in order to glue all the nearby connected components.
Then we compute the generators of the relative homology
H(X ′,X) and add their supports (marked black in Figure 5
and enlarged in Figure 4 to X . In the next step we add a
mask consisting of a collection of parallel hyperplanes (lines
in the case of a two-dimensional image marked dark gray in
Figure 5) to ensure that the branching points form holes and
we compute the one-dimensional homology generators of the
resulting set ( marked dark and light gray in Figure 6). We
restrict our attention only to generators which have non-empty
intersection with the hyperplanes in the mask (marked dark
gray in Figure 6). These generators surround holes formed
Fig. 4. Image with morphological dilation and with added supports of
generators of H(X′, X)
Fig. 5. Image with added vertical mask
by the superimposition of the mask over the original image,
because the mask itself has no holes. Therefore, the parts of
the generators disjoint from the mask must extend along the
threads and branching points in the image. However, they are
unlikely to intersect the other features of the image which may
have been glued to the set in the dilation process. Now we add
the support of the selected generators to the original image and
disregard the connected components of the resulting image
which have empty intersection with the selected generators
Fig. 6. Image with marked generators from step 6 of the algorithm
Fig. 7. Original image with discarded parts marked
(marked black in Figure 7). Finally we discard the remaining
small components (marked light gray in Figure 7) and apply
smoothing based on the closing process to obtain the image
in Figure 3b.
This procedure may be summarized in the following al-
gorithm, in which X stands for a black-and-white image
considered as a subset of a rectangular grid of points in the
Euclidean space and for a homology generator c the notation
|c| represents the smallest subset of the image entirely covering
the support of c.
Algorithm 1: Extracting the linear structure
1. Input: image X , integers m and a
2. X ′ := the morphological dilation of X
3. A := the union of the supports
of the generators of H1(X ′,X)
4. Y := X ∪A
5. M := collection of grid points belonging to
parallel hyperplanes separated by distance m
6. C := homology generators of H1(Y ∪M)
7. D := ∅
8. for each c ∈ C
if |c| ∩M \X = ∅ then D := D ∪ (|c| ∩X)
9. W := the family of connected components of D ∪X
which have nonempty intersection with D
10. Output:
⋃{W ∈ W | cardW ≥ a}
The parameter a is a threshold value for selecting large
connected components. If the linear features are relatively
large when compared to the other features and artifacts present
in the image, then selecting a good value for a is not a problem
even if originally the linear features are broken by noise into
several small connected components. This is caused by the
fact that the broken components are already glued when a is
used in the last step of the algorithm.
The parameter m influences the size of branches detected
by the algorithm. The larger m, the larger are the branches
discarded by the algorithm. Even in the case of a large m a
short branch coming from an artifact may not be discarded by
the algorithm. This will happen when a hyperplane of the mask
will pass close to the artifact. The chances for that are small
and may be even further decreased by running the algorithm a
few times with shifted location of the hyperplanes and taking
the intersection of the outputs.
The direction of the hyperplanes may also influence the
quality of the output. If there is no natural choice of the
direction, one can run the algorithm for several choices of
the direction and then take the union of the outputs.
The strong advantage of the method is that the proposed
algorithm may be used in higher dimensions without any
change. For instance, consider the image in Figure 8a which
contains a three-dimensional grid of broken bars organized in
a regular grid with some artifacts. A magnification of a part
of this image is presented in Figure 8b and the outcome of the
algorithm is presented in Figure 8c. Another three-dimensional
example is presented in Figure 9.
IV. CONCLUSION
The presented method shows that the algorithms construct-
ing homology generators are helpful in solving imaging prob-
lems in which the standard methods based on skeletonization
and pruning fail. Unlike the standard methods, the algorithm
on which the method is based does not require any additional
levels of processing (construction of graph, graph analysis)
needed in the standard approach. This is because the algorithm
operates directly on the black-and-white image. The method
is dimension independent and has been successfully tested
a)
b)
c)
Fig. 8. An artificial three dimensional example based on grid of bars: a)
input b) zoom c) output
on two and three dimensional images constructed artificially
as well as coming from concrete two and three dimensional
problems (see [22]). Moreover, the method may be easily
adapted to the extraction of branching surface-like features
from a noisy three dimensional image in the presence of other
features.
a)
b)
c)
Fig. 9. A three dimensional example consisting of bending threads: a) input
b) zoom c) output
Although the presented method is restricted to black-and-
white images, a more sophisticated method to analyse gray
scale images may be obtained by an analogous topological
method based on a decomposition into a filtration of black and
white images. The filtration may be then be used to investigate
the image via studying the homology of the inclusion maps
and/or persistent homology (cf. [24]). Similar approach is also
possible for color images. The gray scale and color case are
left for future investigation.
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