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RESUMO
Este trabalho apresenta um novo método para se obter um modelo linear de 
radiação de uma fonte sonora, considerando-a como um conjunto de fontes elementares 
cujos parâmetros são identificados resolvendo-se o problema inverso de radiação; i. e., 
conhecendo-se o campo acústico sobre uma superfície qualquer envolvendo a fonte, 
identifica-se a velocidade de vibração de cada fonte elementar usada no modelo. Toda a 
modelagem e o desenvolvimento matemático são feitos usando-se conceitos de álgebra 
linear, de forma que o equacionamento é simples e compacto. Prova-se a existência, 
unicidade e convergência para uma solução de quadrados mínimos lineares (modelo de 
radiação) na qual o erro na potência sonora é mínimo. O modelo proposto foi testado 
comparando suas predições com experimentos realizados em câmara anecóica, para 
uma fonte axi-simétrica composta por dois alto-falantes e com os valores obtidos por 
simulação analítica, ou numérica, para a radiação sonora de pistão circular, placa 
retangular e membrana circular. Excelente correlação foi obtida entre o modelo 
proposto e os experimentos e simulações realizados.
vi
ABSTRACT
This work presents a new method to obtain a linear model of radiation of a sound 
source, considering it as a set of elementary sources whose parameters are identified by 
solving the inverse problem of radiation; i. e., be knowning the acoustic field on a 
surface involving the source, it identifies the velocity of vibration of each elementary 
source used in the model. The model and mathematical development are made by using 
concepts of linear algebra, so that the model equations are simple and compact. It is 
proved the existence, uniqueness and convergence for a linear minimum squares 
solution (radiation model) in which the error in the sound power is minimum. The 
proposed model was tested comparing its predictions with experiments accomplished in 
anechoic chamber, for an axi-symmetrical source composed by two speakers, and with 
the values obtained by analytic or numerical simulation, for the sound radiation of a 
circular piston, a rectangular plate and a circular membrane. Excellent correlation was 
obtained between the results obteined using the proposed model and results from 
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Introdução.
Máquinas ou equipamentos, em uso normal, provocam algum tipo de ruído, em 
geral indesejável, cujas conseqüências podem ser classificadas em três tipos:
i) Tornam insalubre o ambiente de trabalho, causando danos à saúde dos 
trabalhadores, provocando perdas na produtividade e na qualidade da 
produção, com as respectivas implicações trabalhistas e econômicas;
ii) Poluem o meio ambiente com a propagação externa do ruído, o que além 
dos problemas com os órgãos ambientais, prejudicam a imagem da 
empresa junto aos consumidores; e, por fim,
iii) O ruído pode excitar vibração em equipamentos sensíveis prejudicando o 
funcionamento dos mesmos.
A máquina ou equipamento que gere ruído nas condições acima receberá, neste 
trabalho, a denominação genérica de “fonte sonora”, sendo suas características 
acústicas, em geral, especificadas em termos da pressão sonora máxima admitida a uma 
dada distância próxima à fonte ou também em termos da potência sonora.
Desejando-se a pressão sonora num ponto qualquer do ambiente no qual será 
montada a fonte sonora, por exemplo para planejamento de leiaute, as especificações de 
pressão sonora em alguns pontos ou da potência sonora são insuficientes. O campo 
acústico radiado pode ser projetado de duas formas:
i) Por holografia acústica, na qual conhecido o campo sonoro próximo à 
fonte, numa superfície geralmente plana, o mesmo pode ser projetado 
para outra superfície eqüidistante à primeira; e
ii) Conhecendo-se um modelo de radiação da fonte, com o qual o ruído 
pode ser predito em qualquer ponto, sendo de maior interesse, na prática, 
os pontos situados no exterior da fonte. Um modelo para radiação da 
fonte sonora é uma ferramenta mais poderosa do que a holografia 
acústica.
1
O tema central do presente trabalho é apresentar um novo método para se obter 
um modelo linear de radiação de uma fonte sonora, considerando-a como um conjunto 
de fontes elementares cujos parâmetros são identificados resolvendo-se o problema 
inverso de radiação; i. e., conhecendo-se o campo acústico sobre uma superfície 
qualquer envolvendo a fonte, identifica-se a velocidade de vibração de cada fonte 
elementar usada no modelo.
Toda a modelagem e o desenvolvimento matemático são feitos usando-se 
conceitos de álgebra linear, de forma que o equacionamento é simples e compacto.
ProVam-se a existência, a unicidade e a convergência para uma solução (modelo 
de radiação) na qual o erro na potência sonora é mínimo.
O trabalho está dividido em seis capítulos e um apêndice:
i) No capítulo 1 são discutidas as soluções gerais da equação da onda para a 
radiação acústica, sendo o assunto desenvolvido como a busca de soluções, de 
quadrados mínimos lineares, do problema linear. São indicadas as principais referências 
bibliográficas sobre o assunto. São também apresentadas a holografia acústica e o 
método das fontes elementares, com as respectivas referências;
ii) No capítulo 2 estão definidos os principais parâmetros relacionados à 
radiação sonora por estruturas vibrantes. As representações aproximadas e exatas de 
fontes elementares são apresentadas para o caso geral;
iii) O capítulo 3 trata da formulação do problema proposto como tema central 
deste trabalho. A formulação, a geometria, a solução e implementação para o caso 
discreto são apresentadas em termos gerais. Demonstra-se a existência e unicidade de 
uma solução de quadrados mínimos lineares, de norma mínima para o problema, assim 
como um limite para o erro máximo na potência sonora, sendo este função da norma da 
solução escolhida;
iv) No capítulo 4 tem-se vários estudos de casos, aplicando-se o modelo 
proposto aos dados experimentais obtidos por radiação de uma fonte sonora em câmara 
anecóica e também, aos dados obtidos por simulação da radiação de pistão rígido, placa 
retangular e membrana circular. Em todos os casos verifica-se uma excelente correlação
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entre os valores preditos pelo modelo e os exatos, com erro desprezável entre as 
potências sonoras predita e exata. Identificam-se também a posição das fontes sonoras e 
os modos de vibração de placas e membranas.
v) No capítulo 5 tem-se uma análise de erros, incluindo as influências do número 
de pontos do holograma acústico, de entrada, usado para identificação das fontes 
elementares do modelo; a forma geométrica sobre a qual foi tomado o holograma de 
entrada; a presença de erro sistemático e aleatório no posicionamento do microfone;
vi) No capítulo 6 são apresentadas as principais conclusões e recomendações 
para trabalhos futuros;
vi) No apêndice encontram-se todos os fundamentos matemáticos utilizados no 
trabalho, destacando-se: o conceito de extensão de função; conjuntos convexos; espaços 
de Hilbert; a decomposição a valores singulares; a inversa generalizada; as soluções de 
quadrados mínimos lineares; o operador diferencial de segunda ordem e a teoria de 
distribuições. Os conceitos são apresentados, com o rigor necessário, de forma lógica e 
encadeada, de forma a tornar a leitura fácil e agradável. Para cada tema diretamente 
relacionado ao trabalho existe indicação clara no texto, muitas vezes acompanhada de 
exemplos e figuras. Ao leitor não familiarizado com estes conceitos recomenda-se uma 
leitura preliminar deste apêndice.
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Capítulo 1
Soluções gerais da Equação da Onda e revisão bibliográfica
1.1 -  Introdução.
Neste capítulo são discutidas as soluções gerais da equação da onda para a radiação acústica.
Usando conceitos de álgebra linear o assunto é desenvolvido com a busca de soluções do 
problema linear. São discutidos os casos em que o problema linear é consistente ou inconsistente e 
quando possui solução única ou múltiplas soluções. Para este último caso é desenvolvida uma 
solução de quadrados mínimos lineares que minimiza o erro da potência sonora, também chamado 
de erro residual e são indicadas as principais referências bibliográficas que tratam do assunto.
São apresentadas, também, a holografia acústica e o método das fontes equivalentes com as 
respectivas referências sobre esses temas.
A modelagem matemática da radiação e do espalhamento acústico é um problema antigo e 
muito estudado pela física-matemática. Em verdade tanto o espalhamento quanto a radiação estão 
presentes em todos os fenômenos ondulatórios, entretanto, no presente trabalho serão estudados 
apenas os casos de radiação de ondas acústicas em fluidos homogêneos, considerando-se sistemas 
lineares.
1.2 -  Da equação da onda ao problema linear.
Resolver o problema de radiação, ou de espalhamento acústico, significa encontrar soluções 
da equação da onda [22]:





ou, sem considerar a variação temporal, procurar soluções da equação reduzida da onda, conhecida 
como equação de Helmholtz, obtida aplicando-se a transformada de Fourier à equação (1.1) da onda 
[22]
2
V2U - ^ - U  = F(x) (1.3)
c
Para o caso de co = 0 a equação de Helmholtz se reduz a
V2U = F(x) (1.4)
que é conhecida como equação potencial ou equação de Laplace, donde o nome de operador de 
Laplace para V2.
Nos três casos acima as equações podem ser escritas como o problema linear:
TU = b (1.5)
com
1 p .2
para a eq. (1.1) T = V2 — -— -  e b = F(x,t)
c õt
2
para a eq. (1.2) T = V2U - ^ r -  e b = F(x)
c
para a eq. (1.3) T = V2 e b = F(x)
1.3 -  Soluções do problema linear.
Portanto o que se busca são as soluções do problema linear, dado pela equação (1.5). 
Cumpre-se inicialmente identificar os espaços vetoriais lineares, e jf, envolvidos no problema; 
assim para as soluções da equação de Helmholtz em termos de funções generalizadas, sejam 
U e b e i  e T : â - > |  Com a norma L2 definida nestes dois espaços tem-se que ^ é u m  
espaço de Hilbert [34] e 1  também é um espaço de Hilbert [35].
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Duas situações se colocam para este problema linear:
i) b pertence à imagem de T, b e Im(T) c  ®, sendo o problema linear consistente; e o 
conjunto solução de T é J&, Sx = {ja | ja = i^0 + ti, V r\ e N (T )}, sendo p0 uma 
solução particular e N(T) c  ^  o núcleo de T, i. e., o conjunto solução do problema 
linear homogêneo associado TU = 0. De fato verifica-se que sendo [0.o uma solução 
então Tp0 = b e T(i = T(|^0 + r|) = Tp0 + Tr| = b + 0 = b, portanto p, = p0 + r\ é 
solução.
Se T for um isomorfismo ou um monomorfismo o núcleo de T será o espaço do 
vetor nulo, i. e., N(T) = {0}, e o problema linear possui solução única que é dada 
por (j. = Teb na qual Te é uma inversa à esquerda de T; se T for isomórfica Te será 
a inversa de T.
Se T não for monomórfica (portanto não pode ser isomórfica) a dimensão de seu 
núcleo será maior que zero, dim(N(T)) > 0, ou seja N(T) possui infinitos vetores o 
que implica em infinitas soluções do problema linear, o que toma necessário o 
estabelecimento de condições de contorno adicionais apropriadas a cada problema 
em particular. A transformação linear T é basicamente um operador diferencial, 
portanto não é monomórfica.
ii) Na segunda situação considere-se que b não pertence à imagem de T, b <£ Im(T), o 
que torna o problema linear TU = b incompatível, sem solução no sentido usual. 
Com isto tem-se um erro residual £, diferente de zero; b -  TU = £, 0. Há pois que 
se buscar uma solução aproximada que torne o erro £, mínimo.
O tema central do presente trabalho é a busca de uma solução que minimiza a 
norma || £J|2 do erro residual, que é o erro na potência sonora, e que pode ser 
encontrada da seguinte forma:
Seja bxe Im(T) a projeção ortogonal de b sobre a imagem de T, 
lembrando-se que b1 é o  vetor da imagem de T mais próximo de b e seja o novo 
problema linear TU = b1 , que é consistente pois bxe Im(T), cujo conjunto
solução S TXc â  é:
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V ={v I V = v0 + ri, V ri € N(T)}
no qual v0 é uma solução particular de TU = b1. Vê-se que STX é uma 
variedade linear, portanto um conjunto convexo (subconjunto de um espaço de 
Hilbert) e como tal possui um único vetor vmin de norma mínima de tal forma que
IIÇII2 = llb - Tvmin|!2 = mínimo (1.6)
ou seja a solução vmin torna o erro mínimo. Este vetor vmine S /c :  Jk, é obtido por
V in in  =  T + b  ( 1 . 7 )
sendo T+ a inversa generalizada de T. Em verdade trata-se de uma extensão do 
conceito de soluções do problema linear, sendo estas conhecidas como soluções de 
quadrados mínimos lineares. Sobre o assunto consultar [15, 25, 27, 28] e para uma 
abordagem geral do problema linear ver [35, 5].
Soluções analíticas para a radiação acústica de geometria simples como esfera e cilindro são 
bem conhecidas e podem ser encontradas nos textos clássicos de Rayleigh [36] e Morse [37] 
estando também presentes nos bons textos sobre acústica como [23, 38, 39, 40].
Diversos métodos matemáticos têm sido empregados para se encontrar soluções da equação 
da onda e várias destas são apresentadas de forma simples e didática em Butkov [7] que as designa 
genericamente de funções especiais, ver também Abramowitz & Stegum [41].
A equação de Helmholtz é completamente separável no sistema de coordenadas cilíndrico e 
no esférico [7] conduzindo a equações diferenciais classificadas num único tipo, conhecida como 
equação de Sturm-Liouville, cujas soluções são dadas resolvendo-se o problema linear conhecido 
como problema de Sturm-Liouville e sobre isto pode-se ver [12, 32, 42, 43].
No presente trabalho destaca-se a importância das funções de Green, que são soluções da 
equação de Helmholtz dentro do contexto de funções generalizadas, ou teoria das distribuições. As 
funções de Green encontram-se bem detalhadas em [22,40,44] e a teoria das distribuições em 
[9,10,18].
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na qual n é a  solução aproximada; n o número de pontos de discreteação; a,, i = 1,..., n, são 
escalares e cxjs i = 1,..., n, satisfazendo à equação de Helmholtz. Os escalares ai5 i = 1,..., n, são 
encontrados especificando-se condições de contorno apropriadas ao caso, sendo os a is i = 1, n, 
entendidos como fontes elementares posicionadas nos n pontos discretos sobre a superfície da 
fonte. Note-se que o conjunto ordenado A = { a , , a n} não necessita ser linearmente
independente, basta que gere o espaço i  que contém o conjunto solução 5 a do problema proposto 
pela equação (1.8), i. e.:
5 a c: i  = <A>
sendo <A> o espaço gerado por A. Todavia se A for um conjunto linearmente dependente, pode-se 
eliminar dele todos os vetores que lhe sejam dependentes de forma a se ter um conjunto linearmente 
independente A, = {a,.}, r = 1,..., m <n, que constitui uma base para S, e esta base pode ser
ortonormalizada gerando B = {(3,,..., P,n} que é uma base ortonormal para ü, podendo-se rescrever a 
equação (1.8) como:
in
H = Z b ,fi, (1-9)
i=l
A ortonormalização não é um imperativo para se chegar à solução aproximada, mas as 
propriedades de vetores ortonormais podem facilitar a obtenção dos escalares bj5 i=  1,..., m, e 
diminuir o trabalho computacional.
Sendo este tipo de aproximação, em suma, o teor dos artigos publicados por: Oestreicher 
[45] para radiação acústica; Pinnington & Pearce [46], analisando um problema de transmissão de 
vibração; Ben-Menahem & Mikhailov [47] em identificação de ondas sísmicas provocadas por 
explosões; Tekatlian, Filippi & Habault [48], no qual a superfície da fonte é discreteada, usando 
como condição de contorno um conjunto discreto de pontos de pressão sonora no espaço externo à 
fonte e com a solução do problema inverso encontram a solução de quadrados mínimos lineares de 
norma mínima para a velocidade de vibração da fonte; Wang & Wu [49], usando para expansão
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(combinação linear) um conjunto ortonormal de funções e como condição de contorno um conjunto 
de pontos discretos de pressão sonora no espaço externo à fonte, apresentando, ainda, exemplos de 
reconstrução do campo sonoro a partir da identificação, por quadrados mínimos lineares, dos 
parâmetros da fonte; Fahnline & Koopmann [50], caracterizando a potência sonora radiada por 
estruturas vibrantes, expandindo a solução em funções com 1, 2 e 3 singularidades, ou seja 
multipolos de ordem 0, 1 e 2 respectivamente, tratando-se de um artigo claro e bem fundamentado 
matematicamente. Em comum estes artigos consideram a superfície da fonte suave e conhecida 
geometricamente em detalhes. Lembrando-se que uma superfície “é dita suave se pode ser 
representada por
x = x(p, q); y = y(p, q) e z = z(p, q) 
nas quais p e q são parâmetros independentes e as funções x, y e z possuem derivadas 
parciais de Y  ordem contínuas em relação a p e q, no domínio considerado. As superfícies 
suaves possuem planos tangentes em todos os pontos e podem ser orientadas; ou seja, pode-se 
distinguir entre o lado positivo e negativo da superfície” [7],
1.4 -Holografla Acústica.
O termo holografia deriva da palavra grega “holos” - todo. Num sentido literal amplo, 
“holografia” é o registro do todo.
A técnica de holografia (ótica) foi desenvolvida em 1948 por Garbor [51], ao tentar 
melhorar a resolução de microscópios eletrônicos. O procedimento é relativamente simples e 
consiste em registrar, numa placa foto-sensível, a interferência na zona de Fresnel existente entre a 
luz direta (frente de onda primária) e a refletida (frente secundária) por um dado objeto interposto 
entre a fonte e a placa. Após processada, a placa apresenta uma rede de franjas, onde cada ponto 
em sua superfície apresenta um índice de absorção proporcional à intensidade média da onda 
estacionária, formando um “negativo” de intensidade. Esta placa, denominada Holograma, 
aproxima-se de uma rede de difração [52].
Montando-se a mesma disposição inicial e fazendo incidir sobre o holograma apenas a 
frente de onda primária (também chamada de referência), cada fenda comportar-se-á como uma 
fonte elementar e, de acordo com o princípio de Huygens [52], uma imagem em três dimensões do 
objeto será recriada. Por este motivo a holografia é também chamada de reconstrução por frente de 
ondas.
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Em princípio a técnica da holografia aplica-se a qualquer tipo de onda: eletromagnética, 
raios X, luminosa, acústica e sísmica [53] e tomou um impulso grande a partir da década de 60, com 
a invenção do raio laser.
A holografia acústica consiste em medir a pressão sonora complexa num conjunto de pontos 
discretos, situados em uma superfície situada próxima à fonte e usar a transformada de Fourier 
espacial para projetar, para os campos distante ou próximo, este conjunto de pontos de pressão, ao 
qual se dá o nome de holograma acústico. Doravante usar-se-ão os termos holografia e holograma 
no contexto da acústica, a menos que explicitamente estabelecido em outro sentido.
Nos seus primórdios a holografia acústica baseou-se na teoria da holografia ótica, na qual a 
resolução está limitada pelo comprimento de onda. Este fato não causa dificuldades na holografia 
ótica, pois os comprimentos de onda são muito pequenos, mas é problemático para a acústica aérea 
e praticamente inviabiliza as aplicações em acústica submarina, na qual os comprimentos de onda 
são grandes. Revendo os fundamentos teóricos da holografia acústica Williams, Maynard & 
Skudrzyk [54] não encontraram nada que intrinsecamente limitasse a resolução ao comprimento 
de onda. Estava preparado o caminho para uma grande evolução da holografia acústica. O 
problema todo consistia, segundo os autores, no fato que em ótica mede-se o holograma a 
grandes distâncias da fonte, se comparadas com o comprimento de onda, de tal sorte que as ondas 
evanescentes não são levadas em consideração e este fato limita a resolução ao comprimento de 
onda.
A holografia acústica é hoje aplicada nos mais diversos campos e tem sido usada no 
processamento de sinais em geociências [55]; na análise de vibrações [56, 57, 58, 59]; em ensaios 
não destrutivos [60]; na solução do problema de espalhamento [61,62], além do problema de 
radiação e no controle e diagnóstico de defeitos em máquinas e equipamentos industriais [63].
A determinação do holograma é geralmente feita com a medição da amplitude e fase da 
pressão sonora, porém pode ser feita por meio da medição da intensidade acústica [63, 64, 65].
Muito embora tenha-se como pressuposto a fonte em campo livre, modificações têm sido 
apresentadas para a aplicação em ambientes fechados [66, 67].
A holografia acústica foi, conforme já mencionado, derivada da ótica e os hologramas 
acústicos (as superfícies de medição) medidos em superfícies planas, como as chapas foto-sensíveis 
da ótica. Todavia os hologramas planos nem sempre atendem às geometrias das fontes sonoras, de 
tal forma que configurações cilíndricas [59, 68, 69], esféricas [65, 69, 70], axi-simétricas [71, 72] e 
gerais [83, 84] têm sido propostas. Poucas aplicações têm sido feitas em banda larga [59, 63, 64]; a 
maioria delas é em tom puro.
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O potencial da técnica de holografia acústica é muito grande e não se restringe somente à 
reconstrução do campo acústico. Em geociências a holografia permite reduzir o tempo de 
processamento dos dados sísmicos, fornecendo dados tridimensionais, como imagens e velocidade 
de propagação de vibração, do interior da terra [55],
Stepanishem & Benjamin [28] simularam vários casos de radiadores planos com dimensões 
da ordem de grandeza do comprimento de onda. Reconstruíram a velocidade de vibração da 
superfície e o campo acústico em vários planos.
Na década de 80, os trabalhos de Williams & Maynard sistematizaram a holografia acústica 
com medição do holograma em campo próximo, denominada holografia acústica de campo 
próximo, NAH, na qual a resolução não é mais limitada pelo comprimento de onda [54], Sem esta 
limitação as aplicações submarinas de holografia tomaram um grande impulso. Williams, Dardy & 
Fink [85], usando a holografia acústica de campo próximo, NAH, determinaram as freqüências 
naturais de uma placa de aço (28 x 20 x 1/4” ) colocada na interface ar/água. O holograma foi 
obtido em 4096, pontos (64x64) pontos de medição, no lado submerso, igualmente espaçados de
12,7 mm . A determinação das freqüências naturais apresentou erro médio de 1,2 % 
(experimental/teórico).
Maynard, Williams & Lee [69] apresentaram a holografia acústica de campo próximo de 
forma generalizada, na qual os hologramas podem ser obtidos em superfícies planas, cilíndricas e 
esféricas. Apresentam métodos para cálculos de campos de velocidade de partícula, diretividade, 
intensidade e potência radiada. Os problemas na aquisição de dados, resolução e erro de 
dobramento são analisados; além de vários casos experimentais com reconstrução de velocidades de 
superfície, intensidade e identificação de fontes.
Eschenberg & Hayke [58] realizaram experimentos com placas de aço (36 x 24” ) submersas 
e concluíram ser a NAH mais eficiente, nestas circunstâncias, para a determinação dos modos de 
vibração do que o emprego de acelerômetros. Este trabalho apresenta um equacionamento 
detalhado, incluindo a implementação para o caso discreto, de forma clara e elegante.
A holografia com geometria cilíndrica foi objeto de detalhada análise por Williams, Dardy & 
Washburn [68].
Veronesi & Maynard [83] propõem, para geometrias mais complicadas, um método numérico com 
discreteação da superfície e testam-no aproximando uma esfera por um poliedro regular de 60 faces 
triangulares. O problema linear foi resolvido usando a decomposição a valores singulares (SVD) e 
os resultados comparados com a solução fechada para esfera apresenta boa concordância. O 
desenvolvimento teórico, apresentado, é bem fundamentado. ^
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A extensão da holografia de tom puro para banda larga veio naturalmente. É mostrada em 
um artigo publicado por Williams, Houston & Bucaro [59], no qual analisam um cilindro submerso 
em água. Para a pressão sonora (banda larga) medida em cada ponto (total de 8192 pontos) foi 
calculada a transformada de Fourier no tempo e posteriormente a transformada de Fourier espacial. 
A transformada de Fourier da força de excitação foi usada como referência de fase. A faixa de 
análise estende-se de 2 a 8 kHz, tendo sido obtidas a velocidade de vibração e a mobilidade.
Loyau & Pascal [64] utilizaram medições de intensidade acústica para a formação do 
holograma, fazendo também a análise em banda larga.
Laville, Sidke & Nicolas [65] trataram da holografia esférica, com o uso de intensidade 
acústica na obtenção do holograma. Com o uso de intensidade não é necessário medir-se a fase de 
referência. Este método pode ser muito útil para fontes industriais, que geralmente emitem em 
banda larga e com excitação desconhecida.
Holografia para geometrias axisimétricas foi estudada por Borgiotti, Sarkissian, Williams & 
Schuetz [71] e por Sarkissian [72].
O uso do método de elementos de contorno foi sugerido por Bai [84], para fontes com 
geometria arbitrária e seus algoritmos aplicados à esfera pulsante, cilindro e pistão vibrante, 
apresentaram boas correlações com as soluções teóricas.
A holografia para estruturas planas radiando em espaços fechados [66] foi proposta por 
Villot, Chavériat & Roland, considerando uma estrutura plana retangular, radiando num duto rígido 
semi-infinito como sendo equivalente a uma fonte e suas infinitas imagens radiando em campo 
livre.
Stone [61], aplicou a holografia para resolver o problema do espalhamento do som.
Saijyou, Ueda & Yoshikawa [62] usaram holografia de campo próximo, no domínio do 
número de onda, para resolver o problema de espalhamento acústico (tom puro) de um cilindro 
submerso. Obtiveram uma concordância muito boa entre a reconstrução holográfica e os resultados 
experimentais.
Lee [70], analisou o caso da holografia esférica em baixas freqüências, no qual a função 
esférica de Hankel com argumento pequeno (campo próximo e baixa freqüência) tem 
comportamento divergente, o que influencia na precisão da reconstrução holográfica.
A reconstrução da intensidade de vibração em chapas submersas, com e sem reforços, é 
mostrada em trabalho de Saijyou & Yoshikawa [56] no qual o holograma de pressão foi obtido em 
banda larga.
Pascal & Jing-Fang [63], utilizaram medições de intensidade acústica em banda larga e
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aplicaram o método a um compressor de ar industrial e a uma estrutura de vagão ferroviário. Foram, 
ainda, reconstruídos os campos de intensidade vibratória e de energias potencial e cinética.
A holografia acústica serviu de motivação inicial para este trabalho no sentido de se usar um 
holograma acústico como condição de contorno, para uma vez resolvido o problema inverso 
identificar-se a fonte modelada por um conjunto discreto de fontes elementares.
No presente trabalho uma nova abordagem é dada para o modelo de radiação, sendo a fonte 
sonora modelada por um conjunto de fontes elementares, tipo monopolo, distribuídas sobre uma 
superfície plana, com a identificação destas fontes elementares feita pela solução do problema 
inverso. A condição de contorno é tomada como sendo um holograma acústico, em tomo da fonte 
sonora, formado pela pressão acústica radiada pela fonte sonora. Encontra-se uma solução única, de 
quadrados mínimos lineares, para a qual o erro na potência sonora é mínimo.
1.5 - Método das Fontes Equivalentes -  ESM.
O método das fontes equivalentes, também chamado das fòntes auxiliares, das soluções 
fundamentais, das fontes elementares e da superposição, consiste essencialmente em conhecida a 
superfície S da fonte sonora, não necessariamente suave:
i) estabelecer sobre S uma condição de contorno, como velocidade de vibração, 
pressão ou impedância, prescrita num conjunto discreto de pontos Pf c S ;
ii) escolher uma superfície S0, em geral suposta suave, contida no interior da 
fonte de tal forma que a distância Euclidiana d(x, y) > 0, V x e  S e V y e S0;
iii) associar um conjunto Fe de fontes elementares a um conjunto discreto de 
pontos Pe c  S0, sendo os conjuntos Fe e Pe equipolentes;
iv) resolver o problema inverso, no sentido de quadrados mínimos lineares, 
identificando as fontes elementares, i. e., o conjunto Fe, com uma solução que 
minimiza a norma ||£J|2 do erro residual;
v) usar o conjunto Fe de fontes elementares em toda a análise de ruído
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\A idéia matemática geral do método das fontes equivalentes data do início do século XX. 
Nos anos 1960 a 1970 o método foi utilizado em problemas de elasticidade e difração 
eletromagnética [73, 74],
Seu uso em acústica é recente, foi proposto em 1984 por Cremer [75] e em 1989 por M. 
Heckl [76]. Koopmann et al. [86] destacaram a facilidade de implementação computacional do 
método e apontaram como vantagens em relação ao método de elementos de contorno a não 
existência de singularidades na formulação e maior velocidade de processamento, para a mesma 
precisão. Moeser [77] determinou freqüências de placas retangulares; Miller et al. [87] comparam o 
método das fontes equivalentes com o de elementos de contorno para estudo do espalhamento, 
sendo em ambos os casos a vibração da fonte modelada por elementos finitos, destacando o fato de 
poder-se usar o método para superfícies não suaves, porém o mesmo mostrou-se muito sensível em 
relação à localização dos pontos de discreteamento, para espalhamento de cilindro finito. Fahnline 
& Koopmann, [88] analisaram a radiação de cilindros, com excelente concordância entre valores 
teóricos e preditos. Jeans & Mathews, [89] sugeriram o uso de fontes elementares monopolo e
dipolo para resolver o problema das ressonâncias do espaço limitado pela superfície auxiliar S 0. 
Brechlim [78] modelou o campo acústico interno em cavidades formadas por placas retangulares. 
Zannin & Heckl [79] estudaram a influência da impedância superficial na formação da sombra 
acústica produzida por grandes obstáculos.
Bobrovnitskii & Tomilina [73] apresentaram as propriedades gerais e as causas de erros do 
método, concluindo que o erro no espaço exterior à fonte não excede ao erro residual minimizado na
superfície S da fonte. A existência de erros deve-se, neste caso, a três causas fundamentais:
i) Conjunto não completo de funções de Green. Trabalhando-se com um número finito 
de fontes elementares (dadas pelas funções de Green), tem-se um conjunto não 
completo de funções para representação da solução o que implica no aparecimento 
do erro residual. Este erro residual e a metodologia para minimizá-lo serão vistos no 
capítulo 3;
ii) Escolha da superfície S0 sobre a qual serão colocadas as fontes elementares. Se a 
superfície S0 for fechada, as ressonâncias do volume interno determinado por esta
relacionada à fonte sonora.
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superfície auxiliar representam causa de erros. Sobre estas ressonâncias ver também 
Zannin, [80]. O critério para se escolher os melhores parâmetros, como número e 
tipos de fontes, número de pontos sobre S para a condição de contorno e a forma da 
superfície auxiliar S0 são arbitrários dependendo da sensibilidade e experiência do 
pesquisador, não existindo ainda uma base teórica sólida para tais escolhas.
iii) Erros aleatórios nos dados de entrada.
Stepanishen [90] distribuiu as fontes elementares num segmento de reta interno às fontes 
sonoras de simetrias esféricas ou cilíndricas. Zannin [81, 82] analisou os aspectos gerais do cálculo 
do espalhamento pelo método das fontes equivalentes e o espalhamento produzido por cilindros 
circular e elíptico, variando a impedância superficial dos cilindros e obteve excelentes correlações 
entre os resultados experimentais e simulados pelo método das fontes equivalentes.
Em geral, o método das fontes equivalentes é apresentado nas referências supracitadas com 
as seguintes caraterísticas:
i) Fácil implementação;
ii) Menor custo computacional, para a mesma precisão, do que o método de elementos 
de contorno, constituindo-se numa alternativa para este;
iii) Existência de freqüências próprias da superfície interna S0, nas quais o método falha, 
por apresentar erro exageradamente grande; entretanto se a superfície interna S0, de 
colocação das fontes elementares, for de geometria simples, como esfera e cilindro, 
estas freqüências podem ser facilmente calculadas, e portanto evitadas;
iv) Possui erro controlável para cada caso específico, sendo o único método com tal 
característica.
Deve-se todavia encarar esta última afirmação de “único método com tal
característica” como um certo grau de exagero por parte dos autores, visto ser esta uma
característica geral das soluções de quadrados mínimos lineares.
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Capítulo 2
Ruído Radiado por estruturas
2.1 - Introdução.
As ondas sonoras são geradas transferindo-se energia para o meio fluido, sendo os 
principais meios de transferência desta energia [23]:
i) Vibrações de corpos sólidos em contato com o meio;
ii) esforços dinâmicos atuando diretamente no meio;
iii) movimento violento do meio, como explosões ou descargas de jatos e
iv) efeitos térmicos oscilatórios, como os produzidos por feixes modulados de 
laser.
Desta forma define-se fonte sonora como uma região no espaço em contato com um 
meio fluido, no qual a energia acústica é gerada. De particular interesse em engenharia são 
as fontes sonoras constituídas por estruturas vibrantes.
As vibrações das partículas do meio, definidas como ondas sonoras, são vibrações 
longitudinais, i. e. as partículas movem-se na direção de propagação do som [40], sendo 
esta sempre associada ao meio, pois o som não se propaga no vácuo.
A propagação do som, modelada como um processo termodinâmico adiabático, 
caracteriza-se por variações dinâmicas, de pequena amplitude, da pressão, temperatura, 
densidade e velocidade de partícula do meio.
São propriedades importantes de uma fonte sonora: potência sonora, eficiência de 
radiação e fator de perda por radiação. Abaixo são descritas algumas maneiras de obter 
estas propriedades, sendo também apresentadas algumas fontes teóricas como as fontes 
elementares e placas infinitas.
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2.2 - Potência Sonora.
A potência sonora é a propriedade mais importante de uma fonte sonora, pois 
determina a quantidade de energia sonora que a mesma fornece ao meio na unidade de 
tempo e podendo ser medida com o uso de câmaras acústicas, com a técnica de intensidade 
sonora ou mesmo com um medidor de nível de som, sendo este último procedimento com 
baixa precisão, porém útil para estimativa em campo. Abaixo é apresentada, de forma 
sucinta, a determinação da potência sonora empregando câmaras reverberantes e anecóicas.
2.2.1 - Medição da potência sonora em câmara acústica.
Conhecendo-se o volume V e o tempo de reverberação T da câmara reverberante, a 
potência sonora radiada, para cada banda de freqüência, é obtida pela média espacial (5 a 
10 pontos) do valor médio quadrático da pressão sonora [33], de acordo com a equação
(2.1)
W = 1 3 ,8 - ^ -E (p 2) (2.1)
pc T
na qual: W é a potência sonora em Watt;
V é o volume da câmara em m3 ’ 
p é a densidade do meio (ar) em kg/m3; 
c é a velocidade do som no ar em m/s;
T é o tempo de reverberação em segundos; 
p é a pressão sonora em Pa.
E(*) indica média espacial de argumento (•)
Um segundo método para se medir a potência sonora de uma fonte consiste em 
colocá-la em um campo livre (câmara anecóica ou semi-anecóica) e medir a pressão sonora 
em vários pontos localizados a uma distância consideravelmente maior que as dimensões da 
fonte. Neste caso a potência sonora radiada é dada por [33]:
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(2 .2)
na qual Sn é a superfície do elemento de área associado ao n-ésimo ponto de medição. A 
soma (Si + ... + Sn) dos N elementos de área é igual à superfície da semi-esfera, se a
superfície da esfera no caso de câmara anecóica.
Seja o vetor cp = (p i,..., pn), cujas coordenadas são as pressões medidas nos pontos 
n = l , . . . ,  N. Vê-se que a média espacial dos valores médios quadráticos do conjunto 
ordenado {pi,..., pN} de pontos de pressão é
pontos de pressão é a norma Euclidiana do vetor cujas coordenadas são os pontos deste 
conjunto dividida pela raiz quadrada do número de pontos do conjunto.
O modelo proposto neste trabalho, para radiação de fontes sonoras, identifica a 
fonte buscando uma solução de quadrados mínimos lineares cuja norma Euclidiana seja 
mínima. Em outras palavras busca-se uma aproximação na qual o erro na determinação da 
potência sonora seja mínimo.
2.3 - Eficiência de Radiação.
A vibração estrutural e a potência sonora radiada estão relacionadas pela eficiência 
de radiação, a, definida por:
fonte estiver apoiada numa superfície refletora infinita (câmara semi-anecóica) ou igual à
(2.3)





na qual S é a área da superfície da fonte e E(v2) é a média espacial do valor médio 
quadrático da velocidade de vibração de superfície da fonte.
Se uma superfície rígida (por exemplo um pistão) vibra numa freqüência tal que 
suas dimensões sejam bem maiores que o comprimento de onda no meio, o fluido não 
consegue mover-se lateralmente para fora da superfície. Então a velocidade das partículas 
do fluido adjacente à superfície é igual à velocidade de vibração da superfície. A radiação 
ocorrendo na direção normal à superfície produz uma pressão sonora no meio igual a:
p = pcv (2.5)
e a potência sonora radiada será:
W = SpcE(v2) (2.6)
ou seja para superfícies rígidas e grandes vibrando em alta freqüência (comprimento de 
onda menor que as dimensões da superfície) a eficiência de radiação é igual a 1. Deste 
modo a eficiência de radiação pode ser definida como sendo a razão entre a potência 
radiada pela fonte e a potência radiada por um pistão rígido de mesma área e igual 
velocidade de vibração.
2.4 - Fator de perda por radiação.
As características de radiação sonora de uma estrutura podem ser descritas também 
por outros parâmetros como a Eficiência de Conversão Vibro-acústica, Ç, definida pela 
razão entre a potência radiada para o meio, Wrad, e a potência de entrada do sistema em 
forma de vibração estrutural, Went:
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*U ,=  —  (2.12)
com
Nota-se que o Fator de Perda por Radiação depende diretamente da Eficiência de 
Radiação e é inversamente proporcional à massa por unidade de área da estrutura vibrante.
Considerando-se o ruído estacionário, a potência de entrada, Went, será igual à 
potência total dissipada, Wtdiss- Considere-se adicionalmente que a dissipação se dá em 
forma de calor, WCdiSS, e por radiação sonora, Wrad, então:
Wtdiss Wcdiss + Wrad Went (2.13)
Wcdíss — ®TlEvib (2.14)
mas
na qual r| é o fator de perda estrutural e EVjb é a energia vibratória total. Considerando as 
equações (2.13) e (2.14) a equação (2.7) pode ser escrita como:
ç = ^ ----- = ----- 1------= ---------!--------= — !-----  (2.15)
W„d + Wcdiss 1 + W ^  u  CQTlEvib 1 + J L
w rad corl rad E vib  I rad
Vê-se que o fator de conversão vibro-acústico depende somente da razão entre os 
fatores de perda estrutural e por radiação e que se aproxima da unidade se o fator de perda 
estrutural for muito menor que por radiação, o que nunca ocorre para radiação no ar mas 
pode ocorrer para radiação na água.
2.5 - Fontes Elementares.
Analisando do ponto de vista físico, sempre que as dimensões da fonte forem 
pequenas, i. e., muito menores que o comprimento de onda, a fonte pode ser considerada 
pontual.
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W H4 = —^  (2.7)w .e n t
A precisão na determinação da Eficiência de Conversão Vibro-acústica, Ç, depende 
fundamentalmente da medição da potência de entrada Went.
Outro parâmetro de interesse é o Fator de Perda por Radiação, r)rad, definido pela 




A energia radiada, Erad, é igual à potência radiada, Wrad, multiplicada pelo período 
T=l/f, sendo f  a freqüência em Hz, tendo-se em conta a equação (2.6) pode-se escrever:
r, - W™» - aPcSE(y2) (2 Q\
I r a d  ~  ~  ~  T -  \ ^ - v )®E vib ®Evib
na qual co=27if é a freqüência circular em rad/s.
A energia vibratória total do sistema é igual à energia cinética máxima, de modo
que
E vib= im S E (v 2)^ b - 2 —  w , (2.10)
na qual m é a massa por unidade de área. Substituindo a equação (2.10) na (2.9) tem-se:
(2. i i)
com
Considerando-se radiação em apenas um dos lados da estrutura (i.é, o outro lado está no 
vácuo) tem-se para rjrad a seguinte expressão:
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Assim, por exemplo, é o caso de uma esfera cujo raio oscila com tempo, como 
apresentado pela Figura 2.1.
Se o raio “a” da esfera variar harmonicamente no tempo com freqüência co, então o 
raio instantâneo da esfera é dado por:
a(t) = a + Re{a,ei“'} (2.16)
e a velocidade de vibração da superfície da esfera [33] é dada por:
v(t) = — a(t) = Re{j<Da,ej‘0'} = Re{v,eJ<ot} (2.17)
dt
nas quais Re{*} significa parte real de {•} e j é a  unidade imaginária. Esta velocidade é 
igual à velocidade do meio na interface r = a. Matematicamente este problema consiste em, 
estabelecida a condição de contorno em que na superfície da esfera a componente normal 
da velocidade do meio seja igual à velocidade da superfície, encontrar a solução da equação 
de Helmholtz:
V2p + k 2p = 0 (2.18)
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na qual:
k = co/c é o número de onda; 
p é a pressão sonora e
V é o operador de Laplace.
Para processos periódicos pode-se determinar as várias componentes da velocidade 
por [33].
v = — — grad(p) (2.19)
j®p
Para este caso de simetria esférica, a variação espacial da pressão é
p(r) = —  e~'k' (2.20)
r
sendo Q  uma constante, que pode ser obtida pela componente radial da velocidade (as 
outras componentes desaparecem [33]) e “r” a distância Euclidiana entre o ponto de 
observação e o centro da fonte. Da equação (2.19) tem-se a velocidade radial, vr
v, (2.21)
jcopo r r
Aplicando a condição de contorno em r = a (velocidade de partícula do meio igual 
velocidade de vibração da superfície)






A variação espacial da pressão e da velocidade serão:
V, = v , - 4 -  I ± J Ï I e-Jll'-> (2.24)
1 + jka r
jcopa2 1 
1 + jka r
pr = va ^ - - e - Jk('-a) (2.25)
A potência sonora radiada é dada por:
W = lR e { fp tv rdS} = v ; Í H l R e { > P ^ ------ O - * - ) }
2 '  2 (1 + jka) r ( l - jk a )  r
W = 2ttv2 = 27ia2va^ p c - ^ T  (2-26)
copa4k „ , , k 2a 2----- - —  27ia”v pc------- ,
1 + k a a 1 + k a
na qual a barra sobreposta indica conjugado complexo.
Pela equação (2.26) vê-se que a eficiência de radiação, ct é:
k V
°  = T ^ T ^ T  (2-27)1 + k a -
A eficiência de radiação de esferas pulsantes cresce com o quadrado da freqüência 
para k a «  1, i. e., para baixas freqüências e esferas de pequeno diâmetro; para k a »  1 a 
eficiência de radiação tende a 1. A eficiência de radiação para esfera pulsante, dada pela 
equação (2.27) é mostrada na Figura 2.2.
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Figura 2.2 -  Eficiência de Radiação de Esfera Puisante
Se o diâmetro da esfera for muito pequeno de tal forma que ka «  1 para todo k, a 
fonte é dita fonte pontual, então a equação (2.25) fica sendo
2
p(r) = j c o p ^ - e - jkl = j c o p ^ e ' jkr (2.28)
r 4nr
O termo
q0 = v a47ia2 (2.29)
é a vazão da fonte, sendo usualmente traduzido do inglês “volume velocity”, como 
“velocidade de volume”. Este conceito de vazão da fonte permite aplicar estes resultados 
para fontes com geometria arbitrária, levando-se em consideração apenas o volume que a 
fonte desloca na unidade de tempo. “A geometria da fonte de pequenas dimensões, 
somente afeta o campo sonoro muito próximo à fonte e geralmente não precisa ser 
considerada” [33].
Seja a fonte elementar posicionada em x0 e 3 ? 3 e x e M 3 o ponto de observação, 
sendo r = d(x, x0) a distância Euclidiana entre x e x0. Escrevendo a equação (2.28) como:
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-jkd(x,x0) (2.30)
vê-se que a equação (2.30) possui um único polo em r = 0, donde o nome de monopolo para 
esta fonte elementar, também dita multipolo de ordem zero.
Um dipolo, ou multipolo de ordem 1, pode ser representado de forma aproximada 
como um conjunto de dois monopolos de fases opostas, situados um próximo ao outro, 
mais especificamente um está situado em (x0 + d|/2) e o outro em (x0 - dj/2) de tal 
forma que
sendo k = co/c = 2%!X o número de onda e d ( , )  a distância Euclidiana, com x0 e di e S%3. 
Assim a pressão sonora em x para o dipolo em x0 é aproximadamente
na qual grad0 é o gradiente em relação às coordenadas da fonte.
A equação (2.33), representação exata de um dipolo, possui um polo de ordem 2 
em x = x0.
Um multipolo de ordem 2, ou quadrupolo, pode ser representado de forma 
aproximada como um conjunto de dois dipolos de fases opostas, situados um próximo ao 
outro. Mais especificamente, um está situado em (x0 + d2/2) e o outro em (x0 -  d2/2) de 
tal forma que:
kd(x0 + d,/2, x0 - d,/2) = kd(di/2, - d,/2) «  1 (2.31)
pi(x, x0) = Po(x, x0 + dj/2) -  p0(x, x0 -à\!2) (2.32)
De forma exata o dipolo é representado [92] por:
pi(x, x0) = (digrado)po(x, x0) (2.33)
kd(x0 + d2/2, x0 -  d2/2) = kd(d2/2, - d2/2) «  1 (2.34)
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sendo k = co/c = 2%/X o número de onda e d ( ,)  a distância Euclidiana, com x0 e d2 e 3?3. 
Assim a pressão sonora em x para o quadrupolo em x0 é aproximadamente
p2(x, x0) = Po(x, X o  + d2/2) -  p0(x, x0 -  d2/2) (2.35)
A equação (2.35), representação aproximada de quadrupolo, pode ser colocada na 
forma da soma de 4 monopolos, bastando representar cada um dos dipolos pela 
representação destes dada pela equação (2.32).
De forma exata o multipolo de ordem 2 é representado [92] por:
p2(x, x0) = (d2grad0)pi(x, x0) = (d2grad0) (d|grad0)p0(x, x0) (2.36)
na qual grad0 é o gradiente em relação às coordenadas da fonte.
A equação (2.36), representação exata de um quadrupolo, apresenta um polo de 
ordem 3 em x = x0.
De uma forma mais geral a pressão num ponto x e P/L3 gerada por um multipolo de 
ordem n situado em x0 e 'M3 é de forma exata dada por:
n
P „ ( x , x 0) =  ]^](d igrad0)p0(x ,x 0) (2.37)
i=l
que possui um polo de ordem (n + 1) em x = x0.
Nota-se que um multipolo é representado por uma função meromorfa com 
singularidade isolada na origem. Lembrando-se que uma função f(z) é meromorfa se suas 
únicas singularidades em todo o plano complexo forem pólos e o infinito for uma 
singularidade essencial.
O conjunto {pn(x, x0)} n = 1,..., oo é completo no sentido de Cauchy [92]. 
Lembrando-se que um conjunto B é dito completo no sentido de Cauchy se toda seqüência 
de Cauchy em B converge para algum ponto de B. “Como conseqüência disto, fora de uma 
esfera envolvendo qualquer fonte de ruído, seu campo acústico pode ser aproximado, com
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a precisão desejada, por uma soma finita de multipolos posicionados no centro desta 
esfera” [92],
Detalhes sobre multipolos ver referências [23, 92]
2.6 - Placas Infinitas.
Um outro tipo de radiador de grande interesse teórico é constituído por uma placa 
infinita sujeita à vibração transversal, conforme mostrado na Figura 2.3.
Seja v(x) a velocidade de vibração na placa [33]
v(x) = v 0e -jkBx (2.38)
2ti
sendo k B = —  o número de onda da vibração na placa e à,b o respectivo comprimento
XB
de onda.
Suponha-se que a pressão sonora p(x,y) seja dada por:
P(x,y) = P0e -j(kBx + kvy) (2.39)
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Se esta suposição estiver correta então ela deve satisfazer à equação de Helmholtz (2.18). 
Pela substituição da equação (2.39) na (2.18) tem-se:
p0[-(kg + k2y)e~J<kBX+k>y) + k V j(kBX+k>y)] = 0 (2.40)
portanto a suposição feita com a equação (2.39) está correta, com a condição de que o 
comprimento de onda no meio, k seja dado por:
k = j k l + k 2y (2.41)
Verifica-se que as partículas do meio que são adjacentes à placa estão sujeitas à 
mesma velocidade de vibração da placa, ou seja, de acordo com a equação (2.19) tem-se:
V „  = (2.42)
jcop õy rop
donde se verifica que:
^ v ^ ç k  {243 )
k, k,
sendo a pressão sonora no semi-espaço acima da placa dada por:
P(x,y) = (2.44)
na Figura 2.3 vê-se que
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(2.45)
e com isto a equação (2.44) pode ser reescrita como:
(2.46)
que é válida com a condição que o comprimento de onda no meio, X, seja menor que o 
comprimento de onda na placa, À-b. Neste caso a placa radia ondas planas para o meio 
segundo o ângulo v e a pressão sonora está em fase com a vibração na placa. Um campo 
sonoro distante é gerado, onde as partículas do meio executam oscilações de translação na 
direção determinada pelo ângulo de radiação, conforme mostrado na Figura 2.4.
Figura 2.4 -  Radiação de Placa Infinita -  Campo Distante [33]
A eficiência de radiação de uma placa infinita é
1 k (2.47)a  =
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Se o comprimento de onda de vibração na placa for menor que o do meio, i. e., 
A,b < X ou ke > k, não existirá nenhum ângulo real de radiação. Para esta condição duas 
soluções linearmente independentes da equação de Helmholtz são:
p<Xy) = j v o P c  „ - j k Bx - y V k B- k2 (2.48)
p(Xy) = J V o P C (2.49)
A solução dada pela equação (2.49) é descartada com base na consideração de energia [33], 
Verificando-se ainda uma defasagem de n/2 radianos entre a velocidade de vibração e a 
pressão sonora. As componentes vx e vy da velocidade são obtidas da equação (2.48) com 
a equação (2.19), resultando em:
Vok B ç  )kBx-y,]ka-k
(kB >k)  (2.50)
observa-se que as componentes da velocidade estão defasadas de n/2 radianos, gerando um 
campo de pressão sonora próximo à placa com as partículas do meio descrevendo uma 
trajetória, em geral, elíptica conforme Figura 2.5. A eficiência de radiação é nula e nenhum 
som é radiado para fora do campo próximo com a pressão decaindo muito rapidamente, 
conforme o ponto de observação se distancia da placa. Estas ondas sonoras são chamadas 
de Ondas Evanescentes. Num ponto de observação situado a uma distância y = aX. da 
placa (i.é, a distância y medida em comprimentos de onda X), a queda no nível de pressão 
sonora, NPSa\  em dB, em relação ao nível na superfície (y = 0) é
Vk B - k 2
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NPSa, =201n(102>  í ( ^ - ) 2 -1  = 289,35a l ( ~ ) 2 -1  ( X>XB) (2.51)
esta queda no nível de pressão sonora é mostrada na Figura 2.6.
Figura 2.5 -  Ondas evanescentes [33]
Figura 2.6 -  Queda no NPS para ondas evanescentes
Se o comprimento de onda no meio for igual ao comprimento de onda de vibração 
na placa (X = À-b) o ângulo de radiação v = %/2 radianos e a eficiência de radiação é infinita. 
Porém na prática não é o que se verifica especialmente por duas razões: a primeira pelo fato
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de todas as superfícies reais serem finitas e a outra pelo fato do fornecimento de energia 
para gerar a vibração ser sempre finito. Todavia nesta condição a radiação sonora é muito 
alta. A eficiência de radiação de placas infinitas é mostrada na Figura 2.7.
Figura 2.7 -  Eficiência de Radiação de Placa Infinita
2.7 - Radiação de placa modelada por um conjunto de fontes pontuais.
Uma fonte muito pequena (pontual) numa parede grande (infinita) pode ser 
modelada como uma fonte esférica tendo-se em conta a simetria e a radiação puramente 
radial. A única diferença é que esta fonte na parede produz num dos lados somente a 
metade da vazão. A Figura 2.8 mostra esquematicamente esta transição do modelo de fonte 
esférica para fonte pontual numa parede.
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/  ^ , - 1^  s \
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Figura 2.8 -  Transição de fonte esférica para fonte em parede [33] 
Nesta condição a pressão sonora, num lado da parede, na distância r da fonte será:
p(r) = j o p ^ e " jk' 
2nr
(2.52)
na qual q0 = S0v0 é a vazão da fonte. A potência radiada será dada por:
4rc
(2.53)
Se ao invés de uma fonte existirem N fontes pontuais na parede, Figura 2.9, então a 
pressão p no ponto de observação, considerando que o modelo é linear, será dada pela soma 
das contribuições individuais de cada fonte
p = M f i e^
2 n n=1 rn
(2.54)
Considerando-se uma área elementar ds da placa sujeita à velocidade v(s) a vazão 
elementar será dq(s) = v(s)ds e a equação (2.54) pode ser reescrita como:
= t í í > e-*'ds
2 71 s r
(2.55)
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Sendo o ponto de observação (x,y,z) longe da placa seja R a distância entre este 
ponto e o centro da placa, as equações (2.54) e (2.55) podem ser reescritas na forma das 
equações (2.56) e (2.57).
jçop y  e_jkr„ 






Em verdade, sendo o ponto de observação longe da placa, a distância R adotada em 
relação ao centro da placa, ou a outro ponto qualquer desta, produz erros pequenos 
considerando sua posição no denominador das equações (2.54) e (2.55).
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Capítulo 3 
Formulação do Problema 
3.1 -  Introdução.
Neste capítulo são apresentadas a formulação do problema, tema central desta 
tese, que basicamente consiste em substituir a fonte sonora por um conjunto finito de 
fontes pontuais, tipo monopolo, posicionadas sobre uma superfície plana; de tal forma 
que o erro na potência sonora radiada pelo conjunto de fontes elementares seja mínimo 
se comparado com a potência radiada pela fonte sonora.
E apresentada a geometria para a formulação do problema e ficam demonstradas 
a existência e a unicidade de uma solução de quadrados mínimos lineares, para a qual o 
erro residual na potência é mínimo.
Usando conceitos de álgebra linear a formulação é proposta em termos de um 
problema linear, consistente ou inconsistente. Em ambos os casos a solução única é 
obtida com o uso da inversa generalizada da matriz representativa do problema linear, 
sendo esta inversa generalizada obtida por meio da decomposição a valores singulares 
(SVD).
Demonstra-se que o erro na potência sonora é limitado pelo número de condição 
da matriz representativa do problema linear.
Todos os conceitos matemáticos envolvidos estão definidos no apêndice único, 
ao final do trabalho.
3.2 -  Formulação e geometria do problema proposto.
Seja uma fonte F de ruído radiando em campo livre, a qual satisfaz no campo 
externo a condição de radiação de Sommerfeld, que em coordenadas esféricas é dada 
por [38]:
l im „ „ r ( 5  + jkp) = 0 (3.1)
õr
na qual “r” é o raio; “p” a pressão sonora; “j ” a unidade imaginária e “k” o número de 
onda.
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Conhecido um holograma ácústico da pressão sonora radiada por F numa 
superfície externa à fonte, postula-se a existência e unicidade de uma solução 
aproximada, de norma mínima, que represente a radiação da fonte por um conjunto 
discreto de fontes pontuais, tipo monopolo, dispostas sobre uma superfície plana, 
conforme abaixo.
Sejam:
a) uma fonte sonora F, por exemplo uma estrutura vibrante, radiando em campo 
livre obedecida a condição de Sommerfeld, sobre a qual se conhece o que 
normalmente se tem numa análise preliminar de controle de ruído, que 
geralmente se faz munido de uma trena e de um medidor de nível de som, a
saber:
i) localização da fonte em PA3:
ü) geometria da fonte de uma forma geral, como a obtida numa
inspeção visual; e
iii) características gerais do ruído radiado, como: estacionário ou
intermitente; presença de componentes tonais audíveis e algum
sentido preferencial de radiação;
b) Sf a  PA3 a superfície da fonte, a qual não se conhece em detalhes;
c) P cz M 3 um plano que intercepte a fonte F numa seção representativa da 
mesma, no contexto de desenho mecânico; em particular se a fonte for plana, 
que F esteja contida em P, i. e., F c: P;
d) Pp a intercessão do plano P com a fonte, Pp = P o  F;
e) Se uma superfície plana contida em P e que contenha Pp, i. e., Sgcz P e 
Pf c= Se- Sem perda de generalidade pode-se considerar que o centro de 
coordenadas (0, 0, 0) e PA3 esteja em Se, i. e., (0, 0, 0) e Se;
\
f) xE e S e, um ponto genérico da superfície S e;
g) PA? o semi-espaço positivo de PA3, que inclui a origem;
h) Sh uma superfície contida em PA?, de tal forma que: I - sua intercessão com 
Se seja o conjunto vazio, i. e. Sh n  Se = 0 ,  o que é equivalente a dizer que 
a distância Euclidiana entre y e Sh e xE e Se é maior que zero,
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d(y, xE) > 0 V y e S h e V xE e S e; II -  a projeção ortogonal, Pp(Sn), de 
S h sobre P é uma cobertura para S e sem que esta lhe seja um subconjunto 
trivial, i. e., S e c  Pp(S h) e S e * Pp(S h); e por fim,
i) x e 'M3, seja um ponto qualquer externo à fonte, x g F;
A Figura 3.1 mostra, esquematicamente, as relações geométricas acima.
A pressão sonora p x em x, causada por vibração da superfície S e é dada
por [38]
> , = - [  g (x ,xE) - ^ d S  
on
(3.2)
na qual g(x, xE) é a função de Green e —  é a derivada normal à superfície S e, que para
õn
tom puro, de freqüência f, é dada por




na qual “v” é a velocidade normal de partícula, que na superfície Se será considerada 
igual à velocidade normal de vibração da superfície; p é densidade do meio e co = 2nf é 
a freqüência circular.
3.3 -  Caso discreto.
Sem perda de generalidade pode-se considerar a radiação apenas em 3í+3. Neste 
caso a função de Green é dada por [38]
1 e-jM(x,XE)
g(x ,xE) = ^ - - ^ 7 ------ 7 (3-4)2n d (x ,xE)
sendo d(x, xE) a distância Euclidiana entre x e xE.
Sejam:
i) Sh <= S h um conjunto discreto; Sh = { x i , x M};
ii) Se c  Se uma partição (conjunto discreto); Se = {yi,..., yN} e para cada 
yi e S e está associado um elemento discreto de área AS-, , i = 1 , N de 
tal forma que a soma de todos os A S j seja igual à área de Se;
iii) a pressão sonora pi, i = 1,..., M radiada por F conhecida em cada ponto 
X; e Sh, i = 1 , ..., M;
iv) o holograma acústico b = (p i,..., pM)T e <rfM, no qual a i-ésima 
componente é a pressão radiada por F, no ponto x* e Sh, i = 1 , M;
v) uma distribuição de velocidade normal em S e com valores definidos, 
mas não conhecidos, em cada ponto y-, e Se, i = 1,..., N;
vi) o vetor velocidade v = ( v i , v N)T e '#'N, no qual a i-ésima componente 
é a velocidade normal no ponto y-, e S e, i = 1,..., N;
vii) a pressão sonora p f, i = 1,..., M radiada por S e, em cada ponto x-, e  Sh,
i = 1,..., M;
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viii) o holograma acústico b = ( p , . . , pM)T e 'ífM, no qual a i-ésima 
componente é a pressão radiada por S e, no ponto Xj e S h ,  i = 1,..., M;
ix) seja, também, a norma || .||2  definida em SFN e 'tFm, sendo pois ambos 
espaços de Hilbert; e
x) Bi(r, c) o espaço vetorial linear das matrizes de r linhas por c colunas.
No caso discreto, substituindo-se a função de Green dada pela equação (3.4) na 
equação (3.2) tem-se para qualquer ponto x e em particular para Xj e Sh, i = 1 , M
P : = Z ^ A S rÍ ^ 4  (3-5>>=1 2tt r d(x,.,yr)
chamando
q  = j < ^ A S r ; r = l i . . . i N  ( 3  6 )
271
e -jkd(xj ,yr)
a jr = -----------r = 1,...,N ; i = l,...,M  (3.7)
d(xi5yr)
tem-se
P i = î > , q r ; (3.8)
r= l
e em forma matricial
Aq =b  (3.9)
na qual:
q = (q,,...,qN)T 6 (3.10)
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(3.11)
A = {air} e Sí2(M, N), com air e ^  (3.12)
é um problema linear consistente, pois b e Im(A). mas
Aq = b (3.13)
é inconsistente, pois b g Im(A) e tal fato faz com que exista um erro residual, Ç, que 
sendo minimizado conduz à melhor solução procurada. Este erro residual é dado por:
b -  Aq = b - b = £, ^0 (3.14)
As coordenadas do vetor q = (qu qN)T e SfN são as vazões complexas das 
fontes elementares usadas no modelo e a solução do problema inverso busca identificar 
o vetor q de norma mínima, que torna mínimo o erro residual, i. e.:
b - b = mm (3.15)
Note-se, pelo item ii) da seção 3.3, que a cada qi, i = 1,..., N, está associado um 
elemento de área ASj. Com isto, usando-se a equação (3.6), pode-se calcular a 
velocidade Vj, i = 1,..., N de cada fonte elementar do modelo.
3.4 -  Solução do problema proposto.
Seja b1 a projeção ortogonal de b sobre a imagem de A. Lembrando-se que a 
projeção ortogonal de b sobre a imagem de A é o vetor desta imagem mais próximo do 
vetor b.
bx = P,m(A)b (3.16)
e o novo problema linear consistente,
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Aq = b-1 (3.17)
cujo conjunto solução é
S A= {q | q  = q0 + Ti; Vri  e N(A) } (3.18)
no qual q0 e <rfN é uma solução particular e o subespaço N(A) <z é o núcleo de A, 
ou seja, é o conjunto solução do problema linear homogêneo Aq = 0.
Vê-se que S a é uma variedade linear, sendo portanto um conjunto convexo, 
subconjunto de um espaço de Hilbert e como tal possui um único vetor 
qmin ~ (qmini, •••, qminN) g de norma mínima, de tal forma que o erro residual fica 
minimizado
||£,j|2 = ||b -  Aqmin||2 = min (3.19)
ou seja tem-se a melhor aproximação dentro do contexto das soluções de quadrados 
mínimos lineares.
O vetor q mjn, solução de norma mínima, é dado por:
T +qmin — (qmini5 •••> qminN) — A b (.3.20)
na qual A+ = {a^} e  M(N, M) com ay e ir' é inversa generalizada de A.
A determinação de A+ pode ser, como feito no presente trabalho, com o uso da 
decomposição a valores singulares (SVD). “A decomposição a valores singulares, SVD 
é uma ferramenta poderosa para resolver o problema de quadrados mínimos lineares. 
A principal razão para isto é que as matrizes ortogonais que transformam a matriz A
na forma diagonal não alteram a norma dos vetores” [27].
Deste modo ficam estabelecidas a existência e unicidade da solução do problema 
postulado, sendo ainda o erro máximo limitado como se vê abaixo (seção 3.5).
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3.5 - Limite para o erro máximo.
A pressão sonora, num ponto x, radiada pela superfície Se é dada pela 
expressão:
p  = y m 4 S e--------- ; (3.21)
t í  271 d(x ,y ,)
e pode ser interpretada [33] como a pressão sonora radiada por um conjunto 
Fp = {f i , ..., Ín}, de N fontes pontuais localizadas sobre Se nos pontos y , , ..., yN, com 
as respectivas vazões qr dadas por
q r = J C Ú £ V ^ A S r ; r  =  l  ; N  ( 3  2 2 )
2n
O erro residual Ç = b -  b pode ser escrito como:
4 = b -  Aqmin = b -  AA+b (3.23)
dividindo pela norma de b, tem-se o erro residual relativo, s [95]
b ||2 II b ||2 II b ||2
ou
s = u -  AA+u = u + (-AA+u) (3.25)
na qual e = —- — e u = ------- . Vê-se que a norma de u é unitária.I | b ||2 | | b ||2
A norma do erro residual relativo, s, é dada pela seguinte expressão:
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IMh = ||u + ( - A A +u ) | |2 < ||u||2 + | | - A A +U ||2 (3.26)
Como
l|-AA+u||2 = ||AA+u||2 < ||A||2 ||A+||2 (3.27)
e sendo ||A||2 ||A+||2 o número de condição, K(A), da matriz A
K(A) = ||A||2 ||A+||2 (3.28)
o erro residual relativo obedece à seguinte desigualdade:
||e||2 < 1 + K(A) (3.29)
A equação (3.29) mostra que o erro máximo da aproximação é limitado.
O conjunto de elementos da matriz A é dado por:
-jkd(Xi,yr)
a ir = —------- r = 1,...,N  ; i = l,...,M  (3.30)
d(Xj,yr)
Nota-se pela equação (3.30) que um elemento genérico a-ir, 
r = 1,..., N e i = 1,..., M, da matriz A, representativa do problema linear, é função da 
distância euclidiana, d(x, , yr), entre o ponto de observação Xj e a posição da yr da 
r-ésima fonte elementar. Para tom puro o comprimento de onda, k, representa apenas 
uma dependência paramétrica.
Com o aumento da distância d(x, y) os elementos de A tornam-se mais próximos 
e isto se reflete no número de condição de A tornando-o menor. A título de exemplo 
observe-se a Figura 3.2, onde usaram-se 10 pontos igualmente distribuídos numa
partição do segmento de reta [-0,25, 0,25], aqui representando a superfície S e, sendo
que a superfície S h foi tomada como uma semicircunferência cujo centro coincide com 
o centro do segmento de reta. Sobre a semicircunferência foram tomados 10 pontos 
igualmente distribuídos, de forma semelhante a partição de um intervalo, i. e., o
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primeiro e o último pontos estão sobre a reta que contém o segmento de reta utilizado. 
Com isto A e M(10, 10).
âabs =Max |air| - Min |air| K(a)=||a|I2 ||A+ ||2
Figura 3.2 -  Influência da distância e freqüência na matriz e em seu número de condição
O raio da semicircunferência foi variado de 0,3 m a 50 m, sendo de 0,3 a 1 com 
incremento de 0,1 m, de 1 a 10 com incremento de 1 m e de 10 a 50 com incremento de 
10 m num total de 34 raios. Variou-se a freqüência de 63 Hz a 8 kHz tomando-se as 
freqüências centrais das bandas de 1/1 de oitava, num total de 8 valores. Nesta 
Figura 3.2 Areal é a diferença entre o máximo e o mínimo valor real dos elementos de 
A e de forma análoga são Aimag e Aabs, vendo-se claramente que se a distância 
aumenta os elementos ficam mais próximos e o número de condição diminui.
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raio = 10 m abs(air) 
0,104
raio=10 m
Figura 3.3 -  Variação dos elementos da matriz A com a distância.
Para o cálculo do número de condição, como o produto da norma de A pela 
norma de sua inversa generalizada A+, usou-se a decomposição a valores singulares 
com o menor valor singular limitado a 10'6. Na Figura 3.3, usando a mesma disposição, 
estão os elementos de A para 1 kHz.
Do exposto conclui-se que o conjunto de fontes elementares posicionadas em S e 
e com suas vazões ( ou as velocidades das fontes elementares), identificadas pelo vetor
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q min dado pela equação (3 .2 0 )  pode ser utilizado para calcular a pressão sonora em 
outros pontos externos à fonte.
Em suma, atendidas as condições descritas anteriormente:
Conhecendo-se o campo sonoro radiado, dado pelo holograma de entrada 
b = (p i,..., pm) tomado sobre um conjunto discreto de pontos x = {xi, ..., xm}, no 
campo externo à fonte sonora, deseja-se predizer o campo acústico num conjunto 
discreto de pontos z = {zi,..., Zh}, também externo à fonte, com erro mínimo na 
potência sonora.
Os passos abaixo ilustram todo o procedimento do modelo proposto:
PASSO 1 -  Definir o número n de fontes elementares e suas respectivas 
posições, y = { y i , ..., y„};
PASSO 2 -  Calcular a matriz A e M(m, n), de m linhas por n colunas, sendo
e -jkd(x,,yr)
a ir = —------- r = l,... ,n  ; i = l,...,m  (Equação 3.30);
d(X;,yr)
PASSO 3 -  Montar o problema linear, inconsistente, Aq = b (Equação 3.13);
PASSO 4 -  Resolver o problema inverso, identificando a solução de quadrados 
mínimos lineares, qmjn, para a qual o erro é mínimo. Esta solução é q min = A+b 
(Equação 3.20), sendo a matriz A+ e M(n, m) a inversa generalizada de A;
P A S S O  5 -  Calcular o campo sonoro b = ( p j , . . . ,p m )T , predito pelo modelo, no 
conjunto de pontos x = {x i,..., xm}, por b = A q mj„;
PASSO 6 -  Comparar b (holograma de entrada, conhecido) com b (holograma 
predito pelo modelo) e se o erro for aceitável passar para o passo 7, caso contrário (o 
erro não for aceitável) retornar ao passo 1, para redefinir o número e/ou a posição das 
fontes elementares;
PASSO 7 - Calcular a nova matriz A e S*!(h, n), de h linhas por n colunas,
g-jkd(Zj ,yr)
sendo a ■ = ----------- ; r = l, . . . ,n ; i = l , . . . ,h;
d(Zi, y r) ’
PASSO 8 - Calcular o campo sonoro P = ( P |, ..., Ph) , predito pelo modelo, no 
conjunto de pontos z = {zi,..., Zh}, por P = Aqmjn, sendo A a nova matriz calculada no 
passo 7.




Neste capítulo são mostrados os estudos de casos aplicando-se o modelo de fontes 
elementares proposto, que consistem basicamente em, tendo-se um conjunto discreto de pontos 
de pressão sonora radiada pela fonte sonora, substituir esta por um conjunto de fontes 
elementares, tipo monopolo, dispostas em uma superfície plana. A identificação das fontes 
elementares do modelo é feita pela resolução do problema inverso, que resulta numa única 
solução de quadrados mínimos lineares de norma mínima.
O método foi aplicado ao ruído radiado por uma fonte real, composta por 2 alto-falantes, 
colocada numa câmara anecóica. Foram medidos hologramas, em tom puro, sobre 3 
semicircunferências de raios diferentes em tomo da fonte sonora
Usando-se um dos hologramas, chamado de holograma de entrada, como condição de 
contorno, as fontes elementares do modelo foram identificadas e o ruído predito pelo modelo de 
fontes elementares foi comparado com os outros hologramas, observando-se excelente 
concordância entre os valores preditos e os experimentais. Desta forma usando o holograma de 
menor raio para identificação das fontes elementares, o campo acústico foi reconstruído (predito) 
nos raios intermediário e maior, i. e., mais distante da fonte. O mesmo foi feito com holograma 
obtido no raio intermediário, sendo o campo acústico reconstruído no raio maior, mais distante 
da fonte, e no raio menor, mais próximo da fonte. Com o holograma medido no maior raio foram 
obtidas as predições para os raios intermediário e menor, ambos mais próximos da fonte sonora 
real.
Da mesma maneira o holograma de entrada foi tomado com número menor de pontos 
para os diversos casos.
O método também foi aplicado a fontes sonoras teóricas:
i) Pistão circular rígido, para o qual o ruído radiado foi obtido por uma solução 
analítica;
ii) Placa retangular vibrando em diversos modos naturais, para a qual o ruído 
radiado foi obtido por solução numérica da integral de Rayleigh e
iii) Membrana circular vibrando em modos axi-simétrico, para a qual o ruído 
radiado foi obtido por solução numérica da integral de Rayleigh.
4 . 1 -  Introdução.
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Todas estas fontes teóricas supostas em parede rígida infinita, em campo livre e vibrando 
em tom puro.
Os hologramas do ruído radiado por estas fontes foram tomados sobre diversos tipos de 
superfície, a saber:
i) Segmento de reta;
ii) Semicircunferência;
iii) Retângulo;
iv) Superfície plana e
v) Semi-esfera.
Para os estudos de casos simulados, com as fontes teóricas, procedeu-se de forma 
semelhante aos casos experimentais:
i) Foram determinados os hologramas do ruído radiado pelas fontes teóricas, de
forma analítica ou por solução numérica da integral de Rayleigh;
ii) Tomou-se um dos hologramas como condição de contorno (holograma de
entrada) para identificação das fontes elementares do modelo;
iii) Obteve-se o ruído predito pelo modelo, para diversas posições e
iv) Comparou-se o ruído pelo modelo com o ruído radiado pelas fontes teóricas,
obtendo-se excelente concordância entre ambos.
A identificação das velocidades do conjunto de fontes elementares permitiu identificar as 
posições das fontes teóricas e os modos de vibração das placas e membranas.
A determinação do número e posição das fontes elementares, para os quais não existe 
uma regra geral, foi feita usando-se o conceito de extensão e restrição de uma função. 
Lembrando-se de que tendo-se uma função f : A - > B , e D c A  um subconjunto de A, a função 
g : D -> B tal que g(x) = f(x) para todo x € D é chamada de restrição da função f  ao conjunto D 
e denotada por f7D : D —> B. A função f  é dita uma extensão de g ao conjunto A e em geral a 
extensão de uma função não é unívoca pois qualquer função h : A —» B para a qual g(x) = h(x) 
para todo x e  D é uma extensão de g. Este procedimento é ilustrado na seção 4.4.8.
4.2 - Fonte sonora.
Num tubo de PVC com diâmetro externo de 300 mm, conforme mostrado na Figura 4.1, 
montou-se no centro um flange cego dividindo-o em 2 compartimentos estanques e na abertura 
de cada compartimento foi montado um flange no qual foi fixado um alto-falante. Este conjunto
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foi suspenso do teto da câmara anecóica por meio de 3 cabos de aço finos (diâmetro de 1 mm), 
com comprimentos reguláveis para nivelamento.
Figura 4.1 -  Fonte sonora real 
Os seguintes elementos foram utilizados na montagem da fonte sonora experimental:
4.2.1 - Alto-falantes.
Foram usados 2 alto-falantes, marca Pioneer modelo TS-W202F, com diâmetro nominal 
de 8”, cuja curva de resposta em freqüência, conforme manual do equipamento, é mostrada na 
Figura 4.2.
Figura 4.2 - Resposta em freqüência dos alto-falantes.
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4.2.2 - Tubo de PVC.
Tubo com diâmetro externo de 300 mm e espessura da parede de 15 mm, composta de 3 
camadas de 5 mm cada.
4.2.3 - Flanges.
Tanto o flange cego quanto os de fixação dos alto-falantes foram confeccionados em 
madeira seca de angelim-pedra com espessura de 23 mm e fixados com parafusos após a 
montagem com leve interferência. Nas faces do flange cego foi colado material acústico (espuma 
de poliuretano, 30 k g / m 3) com espessura de 30 mm.
4.2.4 - Conexões elétricas.
Todas as conexões elétricas são tipo RCA e os cabos flexíveis de cobre, tipo paralelo com 
fase identificada e seção transversal de 1 mm2 para cada condutor.
4.2.5 - Câmara Anecóica.
Utilizou-se a câmara anecóica do Instituto Nacional de Metrologia, Normalização e 
Qualidade Industrial -  INMETRO, situado em Xerém, município de Duque de Caxias 
RJ, cujas superfícies internas são revestidas por cubos de lã de vidro de dimensões 
variáveis, perfazendo uma espessura total de 70 cm de revestimento. Medindo sempre na 
face do revestimento, são as seguintes as dimensões internas da câmara, em cm:
Posição da tela 70 cm acima do revestimento inferior e 350 cm abaixo do revestimento do
4.2.6 - Posicionamento do microfone.
Um sistema rígido de apoio para o microfone foi construído da seguinte forma: Cinco 
tubos de aço (cj) 5 x 150 cm) foram ancorados na base da câmara, abaixo do revestimento, em 








encaixadas em forma de cruz de tal sorte que a parte inferior da cruz ficou 1 cm acima da tela. 
No centro da cruz foi fixado um cabeçote divisor em cuja saída foi conectado o suporte de 
microfone, especialmente construído, para permitir o posicionamento em qualquer ponto 
desejado. Este conjunto após centrado, nivelado e aprumado permitiu posicionar, com precisão, 
o microfone sobre circunferências em tomo da fonte. As Figura 4.3, 4.4 e 4.5 mostram fotos da 
montagem experimental.
Figura 4.3 — Fotos da montagem experimental
52
Figura 4.4 -  Fotos da montagem experimental
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Figura 4.5- Fotos da montagem experimental
54
4.2.7 -  Experimentos.
Para medição do holograma acústico usou-se a cadeia de medição mostrada na Figura 
4.6, com a qual foram medidas as variáveis Nível de Pressão Sonora (NPS) em dB ref. 
2.10~5 Pa e o ângulo de fase, em graus, entre o sinal elétrico de excitação dos alto-falantes e o 
sinal elétrico correspondente ao NPS.
Figura 4.6 -  Cadeia de medição
Nestas medições foram utilizados os equipamentos constantes da tabela 4.1.
Tabela 4.1 -  Relação de equipamentos
EQUIPAMENTO MARCA MODELO SERIE
Gerador de sinais Hewlett Packard 8003B 3011A07959
Amplificador de potência Bruel & Kjaer 2706 965166
Alto-falantes Pioneer TS-W202F sem número
Microfone Bruel & Kjaer 4165 1565232
Pré-amplif. para microfone Bruel & Kjaer 3 (número Inmetro)
Amplificador de medição Bruel & Kjaer 2636 951714
Medidor de fase Bruel & Kjaer 2976 971957
Multímetro Tektronix DMM254 51735
Calibrador de ruído Bruel & Kjaer 4220 284869
Cabeçote divisor Adriática Adri Junior sem número
As medições foram feitas em pontos discretos e em tons puros, com o microfone 
posicionado sobre três semicircunferências, de raios 0,23; 0,55 e 1,15 m, cujos centros 
coincidem com o centro geométrico da fonte, conforme Figura 4.7.
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Sobre cada semicircunferência mediu-se um holograma acústico (amplitude e fase) 
composto por 65 pontos.
Em todos os experimentos usou-se: 
a mesma cadeia de medição;
posicionamento manual do microfone em pontos discretos fixos; 
excitação em tom puro nas freqüências centrais das bandas de 1/3 de oitava na 
faixa de 63 a 630 Hz, num total de 11 freqüências;
4.3 -  Estudo de casos experimentais.
Em todo o processamento dos dados experimentais usou-se o termo entrada para se 
referir ao vetor usado como condição de contorno para identificação da fonte na solução do 
problema inverso, ou seja, no problema linear Aq = b o termo entrada refere-se ao vetor b, que 
nos gráficos consta sempre em azul. O termo reconstruído foi usado para se referir ao vetor 
(holograma) obtido como saída do modelo e aparece na cor verde, sendo sempre comparado com 
um holograma experimental, de cor vermelha, medido no mesmo raio, chamado raio de saída, 
em que estará sendo feita a reconstrução.
Tratando-se de fonte axi-simétrica o holograma foi medido em semicircunferência e as 
fontes elementares, tipo monopolo, serão distribuídas sobre um segmento de reta, chamado 
segmento de reta das fontes, contido no eixo longitudinal de simetria da fonte.
Os casos experimentais 1 e 2, seções 4.3.1 e 4.3.2, respectivamente, usam como condição 
de contorno, para identificação das fontes elementares do modelo, o holograma experimental 
medido no raio de 0,23 m, com 65 pontos e que aparece, nas respectivas figuras, na cor azul
denominado “holograma experimental de entrada”. As fontes elementares são identificadas pela 
solução do problema inverso e com isto são preditos, i. e., calculados pelo modelo os hologramas 
nos raios 0,55 m e 1,15 m, ambos com 65 pontos e que estão, nas respectivas figuras, 
identificados como “holograma reconstruído”, na cor verde. Trata-se, pois, de projeção para 
frente.
No caso experimental 1 são mostradas as freqüências centrais das bandas de 1/3 de 
oitava de 63 Hz a 630 Hz, Figuras 4.8 e 4.9. Nos demais casos experimentais são mostradas as 
freqüências de 63, 100, 160, 250, 400 e 630 Hz.
O caso experimental 3, seção 4.3.3, trata da projeção para trás, usando como condição de 
contorno o holograma experimental, de 65 pontos e cor azul na Figura 4.11, medido no raio de 
0,55 m. A predição é feita, com 65 pontos, para o raio de 0,23 m e aparece na figura em verde, 
sendo comparada com holograma experimental medido, com 65 pontos, neste raio e mostrado 
em vermelho.
O caso experimental 4, seção 4.3.4, usa o mesmo holograma de entrada, com a predição 
sendo feita, em 65 pontos, no raio 1,15 m e comparada com holograma experimental medido 
neste raio, também com 65 pontos. Trata-se, pois, de projeção para frente.
Os casos experimentais 5 e 6, seções 4.3.5 e 4.3.6, tratam de projeção para trás. O 
holograma de entrada é tomado no raio 1,15 m, com 65 pontos, e os hologramas preditos nos 
raios de 0,55 m e 0,23 m, ambos com 65 pontos, são comparados com os respectivos hologramas 
experimentais para estes dois raios.
Para os casos experimentais 7 a 10, seções 4.3.7 a 4.3.10, usam-se partições do 
holograma experimental de entrada com 33, 17 e 9 pontos, sendo os hologramas preditos, i. e. 
calculados pelo modelo, com 65 pontos e comparados com os respectivos hologramas 
experimentais, também com 65 pontos. O casos experimentais 7 e 8 tratam de projeção para 
frente, usando como condição de contorno uma partição de 33 pontos do holograma 
experimental medido no raio 0,23 m e predizendo o campo acústico nos raios 0,55 m e  1,15 m. 
No caso experimental 9 tem-se a mesma predição, porém a condição de contorno é uma partição 
de 17 pontos e no caso experimental 10 tem-se a projeção para trás, no raio 0,23 m, sendo a 
condição de contorno uma partição de 9 pontos do holograma experimental medido no raio 1,15
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Raio de entrada : 0,23 m; com 65 pontos 
Raio da saída : 0,55 m; com 65 pontos
Comprimento do segmento de reta das fontes: 0,30 m; com 3 fontes 
Resultados: Figuras 4.8 e 4.9.
4.3.1 - Caso experimental 1.
Figura 4.8 -  Caso experimental 1 de 63 a 200 Hz
Azul: holograma experimental de entrada no raio 23 cm, com 65 pontos;
Vermelho: holograma experimental no raio 55 cm;
Verde: holograma reconstruído no raio 55 cm (3 fontes).
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Figura 4.9 -  Caso experimental 1 de 250 a 630 Hz
Azul: holograma experimental de entrada no raio 23 cm, com 65 pontos;
Vermelho: holograma experimental no raio 55 cm;
Verde: holograma reconstruído no raio 55 cm (3 fontes).
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4.3.2 - Caso experimental 2.
Raio de entrada : 0,23 m; com 65 pontos 
Raio da saída : 1,15 m; com 65 pontos
Comprimento do segmento de reta das fontes: 0,30 m; com 3 fontes; 
Resultados: Figura 4.10.
Figura 4.10 -  Caso experimental 2
Azul: holograma experimental de entrada no raio 23 cm;
Vermelho: holograma experimental no raio 115 cm;
Verde: holograma reconstruído no raio 115 cm (3 fontes).
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Raio de entrada : 0,55 m; com 65 pontos 
Raio da saída : 0,23 m; com 65 pontos
Comprimento do segmento de reta das fontes: 0,30 m; com 3 fontes; 
Resultados: Figura 4.11.
4.3.3 - Caso experimental 3.
Figura 4.11 -  Caso experimental 3.
Azul: holograma experimental de entrada no raio 55 cm;
Vermelho: holograma experimental no raio 23 cm;
Verde: holograma reconstruído no raio 23 cm (3 fontes).
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Raio de entrada : 0,55 m; com 65 pontos 
Raio da saída : 1,15 m; com 65 pontos
Comprimento do segmento de reta das fontes: 0,30 m; com 3 fontes; 
Resultados: Figura 4.12.
4.3.4 -  Caso experimental 4.
Figura 4.12 -  Caso experimental 4.
Azul: holograma experimental de entrada no raio 55 cm;
Vermelho: holograma experimental no raio 115 cm;
Verde: holograma reconstruído no raio 115 cm (3 fontes).
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4.3.5 -  Caso experimental 5.
Raio de entrada : 1,15 m; com 65 pontos 
Raio da saída : 0,23 m; com 65 pontos
Comprimento do segmento de reta das fontes: 0,30 m; com 2 fontes; 
Resultados: Figura 4.13.
Figura 4.13 -  Caso experimental 5.
Azul: holograma experimental de entrada no raio 115 cm;
Vermelho: holograma experimental no raio 23 cm;
Verde: holograma reconstruído no raio 23 cm (2 fontes)
Raio de entrada : 1,15 m; com 65 pontos 
Raio da saída : 0,55 m; com 65 pontos
Comprimento do segmento de reta das fontes: 0,30 m; com 2 fontes; 
Resultados: Figura 4.14.
4.3.6 - Caso experimental 6.
Figura 4.14 -  Caso experimental 6.
Azul: holograma experimental de entrada no raio 115 cm;
Vermelho: holograma experimental no raio 55 cm;
Verde: holograma reconstruído no raio 55 cm (2 fontes )
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Raio de entrada : 0,23 m; com 33 pontos 
Raio da saída : 0,55 m; com 65 pontos
Comprimento do segmento de reta das fontes: 0,30 m; com 2 fontes; 
Resultados: Figura 4.15.
4.3.7 - Caso experimental 7.
10 20 30 40 5 0 pontoâ5
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Figura 4.15 -  Caso experimental 7.
Azul: holograma experimental de entrada no raio 23 cm, com 33 pontos em 180 graus;
Vermelho: holograma experimental no raio 55 cm, com 65 pontos em 180 graus;
Verde: holograma reconstruído no raio 55 cm (2 fontes), com 65 pontos em 180 graus;
Raio de entrada : 0,23 m; com 33 pontos 
Raio da saída : 1,15 m; com 65 pontos
Comprimento do segmento de reta das fontes: 0,30 m; com 2 fontes; 
Resultados: Figura 4.16.
4.3.8 -  Caso experimental 8.
Figura 4 .1 6 -  Caso experimental 8.
Azul: holograma experimental de entrada no raio 23 cm, com 33 pontos em 180 graus;
Vermelho: holograma experimental no raio 115 cm, com 65 pontos em 180 graus;
Verde: holograma reconstruído no raio 115 cm (2 fontes), com 65 pontos em 180 graus;
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4.3.9 - Caso experimental 9.
Raio de entrada : 0,23 m; com 17 pontos 
Raio da saída : 1,15 m; com 65 pontos
Comprimento do segmento de reta das fontes: 0,30 m; com 2 fontes; 
Resultados: Figura 4.17.










10 20 30 40 5 0 ponto65
i i i i
7T2-S,“V ””- 250 Hzi i l> 1 1 1 j3Í 1
rr-m

































1 J 1 1 1 • 1 / 1 1 1 
____1 ____ ' _i i r r i i i i i i i i
10 20 30 40 5 0 ponto65
10 20 30 40 5 0 ponto<55
Figura 4.17 -  Caso experimental 9.
Azul: holograma experimental de entrada no raio 23 cm, com 17 pontos em 180 graus;
Vermelho: holograma experimental no raio 115 cm, com 65 pontos em 180 graus;
Verde: holograma reconstruído no raio 115 cm (2 fontes), com 65 pontos em 180 graus;
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4.3.10 - Caso experimental 10.
Raio de entrada : 1,15 m; com 9 pontos 
Raio da saída : 0,23 m; com 65 pontos
Comprimento do segmento de reta das fontes: 0,30 m; com 2 fontes; 
Resultados: Figura 4.18.
Figura 4.18 -  Caso experimental 10.
Azul: holograma experimental de entrada no raio 115 cm, com 9 pontos em 180 graus;
Vermelho: holograma experimental no raio 23 cm, com 65 pontos em 180 graus;
Verde: holograma reconstruído no raio 23 cm (2 fontes), com 65 pontos em 180 graus;
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Observa-se, nestes casos experimentais, que o modelo proposto consegue predizer com 
boa precisão o campo acústico radiado, tanto para frente quanto para trás. Mesmo usando-se 
partições do holograma experimental de entrada, o campo acústico predito, com maior número 
de pontos, apresenta boa concordância com o campo experimental.
Os erros em 63 Hz, no holograma de raio 1,15 m, tendo como entrada o raio 0,23 m, 
devem-se, provavelmente a problemas de resposta da câmara anecóica em baixas freqüências.
4.4 -  Estudo de casos com fontes teóricas.
Para simulações numéricas usou-se como fonte sonora o pistão circular rígido, a placa 
retangular vibrando em um dos seus modos naturais, e a membrana circular vibrando em um de 
seus modos naturais axi-simétrico. Todas estas fontes supostas em parede rígida infinita radiando 
em campo livre para um dos lados.
4.4.1 - Pistão circular rígido.
A pressão sonora radiada pelo pistão rígido, em parede rígida e infinita, foi computada 
por [91]:
p(r, „ ) = > M i Í e ^ J ' (kaSen<í’) (4.1)
r ka sen cp
na qual:
r é a distância Euclidiana entre o centro do pistão e o ponto de observação; 
j é a unidade imaginária; 
co é a freqüência circular; 
p é a densidade do meio (ar); 
a é o diâmetro do pistão;
cp é o ângulo entre a reta entre a reta que passa pelos pontos de observação e centro do 
pistão com a reta normal à superfície do pistão que passa pelo centro do mesmo; 
k é o número de onda e
Ji(») é a função de Bessel tipo 1 de argumento (•).
A equação (4.1) é válida para pontos de observação situados em distâncias r dadas por: 
r > R 0 ~  (4.2)
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na qual X é o comprimento de onda, sendo Ro, conhecido como distância de Rayleigh, mostrado 
na Figura 4.19.
4.4.2 - Placa retangular e membrana circular.
A pressão sonora radiada pela placa retangular e membrana circular, ambas em parede 
rígida infinita, foi calculada discreteando-se a integral de Rayleigh [33]




x e  .9? 3 é o ponto de observação; 
o  é a freqüência circular; 
p é a densidade do meio (ar);
S é a superfície vibrante (placa retangular ou membrana circular); 
y e S um ponto genérico sobre S;
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k é o número de onda e
d(y,x) é distância Euclidiana entre y e x.
Para discretear a integral de Rayleigh, equação (4.3), usaram-se 50 pontos por comprimento de 
onda. Segundo Litwinczik [93] uma boa representação é obtida com apenas 20 pontos por 
comprimento de onda.
Para a placa retangular usou-se como velocidade de vibração
v(s) = vo s e n (^ - ) s e n (y ^ )  (4.4)
X  y
na qual:
s é um ponto genérico sobre a placa;
v0 é a velocidade pico;
x e [0, Lx] e y e [0, Ly] coordenadas de s;
Lx e Ly dimensões da placa e
p e q os modos de vibração nos eixos X e Y respectivamente.
A Figura 4.20 mostra alguns modos de vibração da placa.
modo(2 , 2 )
Figura 4.20 -  Modos naturais de vibração de placa retangular 
Para a membrana circular usou-se como velocidade de vibração [91]




r e [0 , a] é um ponto genérico sobre a membrana; 
a é o diâmetro da membrana;
J0(*) é a função de Bessel de ordem 0 de argumento (•) e
Z„, n =  1, 2, 3 ,... são os zeros de J0(») correspondentes aos modos (0,1), (0, 2),... de 
vibração da membrana, respectivamente.
Alguns valores de Zn são dados na Tabela 4.2.
Tabela 4.2 -  Zeros de JQ para modos axi-simétricos da membrana circular
n Zn n Zn n Zn
1 2.40482555769577 2 5.52007811028631 3 8.65372791291101
4 11.79153443901428 5 14.93091770848778 6 18.07106396791092
7 21.21163662987926 8 24.35247153074930 9 27.49347913204026
1 0 30.63460646843198 1 1 33.77582021357356 1 2 36.91709835366404
13 40.05842576462824 14 43.19979171317673 15 46.34118837166181
16 49.48260989739781 17 52.62405184111500 18 55.76551075501998
19 58.90698392608094 2 0 62.04846919022717 2 1 65.18996480020687
2 2 68.33146932985680 23 71.47298160359374 24 74.61450064370183
25 77.75602563038805 26 80.89755587113763 26 84.03909077693820
28 87.18062984364116 29 90.32217263721048 30 93.46371878194478
A Figura 4.21 mostra os 3 primeiros modos axi-simétricos da membrana circular.
Figura 4.21 -  Modos de vibração axi-simétricos de membrana circular.
4.4.3 - Pontos para construção do holograma.
O holograma, vetor cujas coordenadas são as pressões medidas (calculadas), foi tomado 
sobre: superfície plana, semi-esfera e usando as condições de simetria do pistão e da membrana 
usou-se também segmento de reta, semicircunferência e retângulo, estes dois últimos 
envolvendo a fonte no lado de radiação desta, assim como a semi-esfera e a caixa retangular. A 
distribuição dos pontos do holograma sobre estas superfícies (ou linhas) é mostrado nas 
Figuras 4.22 a 4.26.
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Figura 4.22 -  Pontos sobre superfície plana.
Figura 4.23 -  Pontos sobre semi-esfera (vista de topo)
•—♦--------- —---------------- •
1 2 último ponto
Figura 4.24 -  Distribuição de pontos sobre segmento de reta.











Figura 4.26 -  Distribuição de pontos sobre retângulo.
73
4.4.4 -  Convenções básicas nos casos teóricos.
Nas simulações numéricas dá-se aos hologramas os seguintes nomes:
Entrada -  holograma exato de radiação da fonte teórica, obtido analiticamente ou por 
solução numérica da integral de Rayleigh, que servirá para identificar o conjunto de 
fontes elementares do modelo;
Saída -  holograma aproximado fornecido pelo modelo de fontes elementares;
Comparação — holograma exato de radiação da fonte teórica, formado nos mesmos pontos 
do holograma de saída e servirá para ser comparando com este último, verificando-se o 
erro de aproximação do modelo.
A menos que especificado em contrário usou-se velocidade pico v0= 1 m/s para a fonte
teórica.
Nas simulações, ao contrário dos casos experimentais, os valores do nível de pressão 
sonora não estão necessariamente calibrados, sendo porém comparáveis em cada caso e o erro 
comparável em todos os casos.
Em todas as simulações as fontes elementares são distribuídas sobre uma superfície plana 
(ou num segmento de reta) e a reta normal que passa pelo centro desta superfície (ou segmento 
de reta) passa também pelo centro da superfície (ou linha) dos hologramas, a menos que 
especificado em contrário. A superfície (linha) das fontes elementares está contida no plano XY, 
motivo pelo qual a posição das fontes é, geralmente apresentada apenas com duas coordenadas.
4.4.5 - Caso simulado 1.
Nesta simulação usa-se como fonte sonora um pistão rígido de pequeno diâmetro, 
posicionado em parede rígida infinita.
Uma superfície retangular de 0,4 x 0,5 m, na qual o pistão está contido em seu centro, é 
discreteada em 17 x 17 pontos e em cada ponto é posicionada uma fonte elementar, multipolo 
tipo zero ou monopolo. Trata-se de uma projeção para frente pois o holograma de entrada, 
condição de contorno, é tomado sobre uma superfície plana paralela à fonte sonora e distante da 
mesma de 0,05 m e o campo acústico é predito para uma superfície, também paralela, distante 
de 1 m. Os valores preditos são comparados com os valores exatos para esta superfície, sendo 
ainda mostrados os valores de velocidades das fontes elementares.
Os demais dados deste caso são:




Entrada -  plano de 0,4 x 0.5 m com 17x 17 = 289 pontos, situado a 0,05 m da fonte; 
Comparação e saída -  0,4 x 0,5 m com 17x17 pontos, situado a 1 m da fonte.
Fontes elementares: superfície 0,4 x 0,5 m com 17x17 fontes elementares.
Resultados: Figura 4.27 -  Hologramas de comparação e saída; Figura 4.28 -  velocidade 
na superfície das fontes elementares.
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Observa-se, na Figura 4.27, que o campo acústico predito, holograma em azul 
identificado como “saída”, aproxima-se com grande precisão do exato, em vermelho, chamado 
de “comparação”.
A posição da fonte sonora, pistão, é perfeitamente identificada pelas velocidades das 
fontes elementares, como visto na Figura 4.28.
4.4.6 - Caso simulado 2.
Este caso é semelhante ao anterior, sendo a fonte sonora composta por 2 pistões iguais, de 
pequeno diâmetro. O campo acústico é predito para uma superfície paralela situada a 0,4 m do 
plano da fonte sonora, sendo também comparado ao exato. São ainda mostradas as velocidades 
de vibração das fontes elementares.
Abaixo os dados deste caso.
Fonte: 2 pistões com diâmetros iguais a = 0,01 m;
Posição dos pistões ( L x/4 ,  L y /2 )  e ( 3 L x/ 4 ,  L y /2 )
Freqüência: 1000 Hz;
Hologramas:
Entrada — plano de 0,4 x 0.5 m com 17 x 17 = 289 pontos, situado a 0,05 m da fonte;
Comparação e saída -  0,4 x 0,5 m com 17x17 pontos, situado a 0,4 m das fontes.
Fontes elementares: superfície L x = 0,4 x L y = 0,5 m com 17x17 fontes elementares.
Resultados: Figura 4.29 -  Hologramas de comparação e saída; Figura 4.30 -  Velocidade 
na superfície das fontes elementares.
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Nota-se, na Figura 4 .2 9 ,  que o campo acústico predito, em azul, coincide perfeitamente 
com o exato, que aparece em vermelho e que as posições dos pistões que compõe a fonte sonora 
estão perfeitamente identificadas, pelas velocidades das fontes elementares que são mostradas na 
Figura 4 .3 0 .
4.4.7 - Caso simulado 3.
Nesta simulação a fonte sonora é composta por 3 pistões iguais aos anteriores, sendo que 
um deles está defasado 180 graus em relação aos outros 2. São também mostrados os hologramas 
predito e exato e as velocidades das fontes elementares.
Os demais dados para a caso são:
Fonte: 3 pistões com diâmetros iguais a = 0,01 m;
Posição dos pistões
pistão 1 ( L x/ 4 ,  L y /2 )  e velocidade vi = -1 m/s; 
pistão 2  (L x/ 2 ,  L y /2 )  e velocidade v2 = +1 m/s; 
pistão 3 (3 L x /4 ,  L y /2 )  e velocidade V3 = - 1 m/s.
Freqüência: 1000 Hz;
Hologramas:
Entrada -  plano de 0,4 x 0.5 m com 33 x 33 = 1089 pontos, situado a 0,02 m da fonte; 
Comparação e saída -  0,4 x 0,5 m com 33 x 33 pontos, situado a 0,4 m das fontes.
Fontes elementares: superfície Lx = 0,4 x L y = 0,5 m com 33 x 33 fontes elementares.
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Resultados: Figura 4.31 -  Hologramas de comparação e saída; Figura 4.32 -  Velocidade 
na superfície das fontes elementares.
Observa-se, Figura 4.31, uma perfeita concordância entre o campo acústico predito, em 
azul, e o exato, em vermelho.
A posição dos 3 pistões e a fase entre eles está claramente identificada, pelas velocidades 
das fontes elementares, na Figura 4.32.
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4.4.8 - Caso simulado 4.
Neste caso simulado aplica-se o conceito de extensão de uma íunção para encontrar o 
número de fontes elementares a considerar no modelo, lembrando-se que f : A —> B é uma 
extensão de g : D -» B ao conjunto A se g(x) = f(x) V x e D c A . O u  seja o número de fontes e 
o posicionamento das mesmas deve ser feito de tal forma que o modelo consiga reproduzir com 
erro aceitável o holograma de entrada, sendo o “erro aceitável” dependente de cada problema em 
particular.
Os seguintes dados serão empregados para esta simulação.
Fonte 1 pistão com diâmetro a = 0,20 m;
Freqüências: 500 Hz, 1 kHz e 4 kHz;
Hologramas:
Entrada -  semicircunferência de raio 1 m com 90 pontos;
Comparação e saída -  semicircunferência de raio 1 m com 25, 45 ou 360 pontos.
Fontes elementares: distribuídas sobre um segmento de reta de comprimento 0,6 m com
2, 3, 5, 7 ou 26 fontes elementares.
Resultados: Figura 4.33.
Esta seção ilustra o procedimento usado em todos os estudos de casos deste capítulo, qual 
seja: escolher o número de fontes elementares do modelo para que o mesmo consiga reproduzir o 
holograma de entrada, i. e., a condição de contorno, com erro aceitável.
O holograma predito, que aparece em verde e chamado “saída” e é calculado nos mesmos 
pontos que o de entrada, é comparado com este último, que aparece em azul e identificado por 
“comparação”.
Vê-se, Figura 4.33, que o modelo prediz de forma exata o holograma de entrada usando
5 fontes elementares para 125 Hz, 7 fontes para 1 kHz e 26 fontes para 4 kHz.
Escolhido o número de fontes e suas posições o campo acústico pode ser predito em 
outras posições, é o que mostra o caso simulado 5 (seção 4.4.9) que projeta o campo acústico 
para frente e o caso simulado 6 (seção 4.4.10) que projeta para trás, ambos usando o mesmo 
pistão desta seção.
Este procedimento está descrito, passo a passo, na página 47 ao final do capítulo 3.
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Figura 4.33 -  Determinação do número de fontes elementares do modelo.
4.4.9 - Caso simulado 5.
O holograma de entrada é formado numa semicircunferência de raio 1 m e predito para 
um raio de 4 m. Esta mesma semicircunferência de saída é usada nos casos simulados 7 (seção 
4.4.11) 8 (seção 4.4.12) com os quais este deve ser comparado, sendo diferente nestes casos o 
holograma de entrada.
Fonte 1 pistão com diâmetro a = 0,20 m;
Freqüências: 500 Hz, 2 kHz e 4 kHz;
Hologramas:
Entrada -  semicircunferência de raio 1 m com 90 pontos;
Comparação e saída -  semicircunferência de raio 4 m com 360 pontos.
Fontes elementares: 50 distribuídas sobre um segmento de reta de comprimento 0,6 m. 
Resultados: Figura 4.34, onde o erro em dB refere-se à diferença entre nível médio 
equivalente exato e o aproximado pelo modelo.
Figura 4.34 -  Projeção do campo para frente, holograma de entrada semicircunferência.
4.4.10 - Caso simulado 6.
O holograma de entrada é formado numa semicircunferência de raio 4 m e predito para 
um raio de 1 m, i. e., mais próximo da fonte.
Fonte 1 pistão com diâmetro a = 0,20 m;
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Freqüências: 500 Hz, 2 kHz e 4 kHz;
Hologramas:
Entrada -  semicircunferência de raio 4 m com 90 pontos;
Comparação e saída -  semicircunferência de raio 1 m com 360 pontos.
Fontes elementares: 50 distribuídas sobre um segmento de reta de comprimento 0,6 m. 
Resultados: Figura 4.35, onde o erro em dB refere-se à diferença entre nível médio 
equivalente exato e o aproximado pelo modelo.
4.4.11 - Caso simulado 7.
O holograma de entrada foi tomado sobre um retângulo e o holograma de saída sobre 
uma semicircunferência de raio 4 m, a mesma usada nos casos simulados 5 (seção 4.4.9) e 8 
(seção 4.4.12) com os quais este caso deve ser comparado, pois o somente o holograma de 
entrada é diferente em cada caso.
Fonte 1 pistão com diâmetro a = 0,20 m;
Freqüências: 500 Hz, 2 kHz e 4 kHz;
Hologramas:
Entrada -  retângulo de altura 1 m e largura 1 m, com 90 pontos no total 
distribuídos 22 em cada lado vertical e 48 no lado horizontal;
Comparação e saída -  semicircunferência de raio 4 m com 360 pontos.
Fontes elementares: 50 distribuídas sobre um segmento de reta de comprimento 0,6 m. 
Resultados: Figura 4.36, onde o erro em dB refere-se à diferença entre nível médio 
equivalente exato e o aproximado pelo modelo.
Figura 4.36 - Projeção do campo para frente, holograma de entrada retangular. 
4.4.12 - Caso simulado 8.
O holograma de entrada foi tomado sobre um segmento de reta e o holograma de saída 
sobre uma semicircunferência de raio 4 m, a mesma usada nos casos simulados 5 (seção 4.4.9) e
7 (seção 4.4.11) com os quais este caso deve ser comparado, posto ser a diferença entre eles 
apenas o holograma de entrada.
Fonte 1 pistão com diâmetro a = 0,20 m;
Freqüências: 500 Hz, 2 kHz e 4 kHz;
Hologramas:
Entrada -  segmento de reta à 1 m de altura do pistão e comprimento de 3 m, com 
90 pontos;
Comparação e saída -  semicircunferência de raio 4 m com 360 pontos.
Fontes elementares: 50 distribuídas sobre um segmento de reta de comprimento 0,6 m. 
Resultados: Figura 4.37, onde o erro em dB refere-se à diferença entre nível médio 
equivalente exato e o aproximado pelo modelo.
Figura 4.37 - Projeção do campo para frente, holograma de entrada reto.
Vê-se pelos casos simulados 5, 7 e 8, seções 4.4.9, 4.4.11 e 4.4.12 respectivamente, que a 
forma do holograma de entrada, nas freqüências analisadas, não altera o erro de forma 
significativa, ou seja o modelo proposto consegue predizer o campo acústico com erro 
desprezável.
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4.4.13 - Caso simulado 9.
Usou-se como fonte teórica uma membrana circular vibrando no modo (0,1). Além da 
reconstrução do campo acústico identifica-se a velocidade no segmento de reta das fontes 
elementares onde se nota claramente o modo de vibração da membrana.
Fonte: membrana circular com diâmetro a = 0,10m;
Freqüência: 1 kHz;
Hologramas:
Entrada -  semicircunferência de raio 1 m, discreteada em 100 pontos; 
Comparação e saída -  semicircunferência de raio 4 m com 90 pontos.
Fontes elementares: 200 distribuídas sobre um segmento de reta de comprimento 1 m. 
Resultados: Figura 4.38.
Figura 4.38 -  Ruído radiado por membrana vibrando no modo (0, 1)
4.4.14 - Caso simulado 10.
Usou-se como fonte uma membrana circular vibrando no modo (0, 2). Além da 
reconstrução do campo acústico identificou-se a velocidade no segmento de reta das fontes 
elementares, onde se nota claramente o modo de vibração da membrana.
Fonte membrana circular com diâmetro a = 0,10m;
Freqüência: 4 kHz;
Hologramas:
Entrada -  semicircunferência de raio 1 m, discreteada em 100 pontos;
Comparação e saída -  semicircunferência de raio 4 m com 90 pontos.















Figura 4.39 -  Ruído radiado por membrana vibrando no modo (0, 2)
4.4.15 - Caso simulado 11.
Usou-se como fonte uma membrana circular vibrando no modo (0, 3). Além da 
reconstrução do campo acústico identificou-se a velocidade no segmento de reta das fontes 
elementares onde se nota claramente o modo de vibração da membrana.
Fonte: membrana circular com diâmetro a = 0,10m;
Freqüência: 4 kHz;
Hologramas:
Entrada -  semicircunferência de raio 1 m, discreteada em 100 pontos;
Comparação e saída -  semicircunferência de raio 4 m com 90 pontos.
Fontes elementares: 200 distribuídas sobre um segmento de reta de comprimento 1 m. 
Resultados: Figura 4.40.
Figura 4.40 -Ruído radiado por membrana vibrando no modo (0, 3)
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Nos casos simulados 9 a 11, seções 4.4.13 a 4.4.15, que tratam da radiação de membranas 
nas condições descritas na seção 4.4, vê-se que os campos acústicos preditos, curvas verdes, 
aproximam-se com erro desprezável dos campos acústicos exatos, curvas “azuis”. Observa-se, 
também, que os modos de vibração das membranas ficaram perfeitamente identificados pelas 
velocidades das fontes elementares.
4.4.16 - Caso simulado 12.
Usou-se como fonte uma placa retangular vibrando nos modos (1, 1) e (1, 2). Além da 
reconstrução do campo acústico para o modo (1,1) identificou-se a velocidade na superfície das 
fontes elementares onde se nota claramente os modos (1, 1) e (1, 2) de vibração da placa.
Fonte placa retangular de 0,2 x 0,2 m;
Freqüência: 100 Hz;
Hologramas:
Entrada -  semi-esfera de raio 0,5 m, discreteada em 67 pontos;
Comparação e saída -  superfície plana de 0,6 x 0,6 m distante 0,5 m da placa 
vibrante discreteada com 16 x 16 = 256 pontos.
Fontes elementares: 256 distribuídas sobre uma superfície plana de 0,6 x 0,6 m 
discreteada em 16x16 pontos.
Resultados: Figuras 4.41 e 4.42.
Figura 4.41 -  Radiação de placa
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4.4.17 - Caso simulado 13.
Usou-se como fonte uma placa retangular vibrando no modo (2, 2). Identificou-se a 
velocidade na superfície das fontes elementares onde se nota claramente o modo de vibração da 
placa.
Fonte placa retangular de 0,15 x 0,15 m;
Freqüência: 100 Hz;
Hologramas:
Entrada -  superfície plana de 0,6 x 0,6 m, situada a 0,05 m da placa vibrante e 
discreteada em 20 x 20 = 400 pontos;
Fontes elementares: 400 distribuídas sobre uma superfície plana de 0,6 x 0,6 m 
discreteada em 20 x 20 pontos.
Resultado: Figura 4.43.
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4.4.18 -  Número de fontes elementares.
O número e a posição das fontes elementares são arbitrários, dependendo da experiência 
e sensibilidade do pesquisador [73], Nesta seção determinou-se o número mínimo de fontes 
elementares para o qual o modelo representa, com erro desprezável, o holograma de entrada. 
Foram utilizados os seguintes parâmetros:
Fonte sonora: pistão circular rígido de diâmetro d, em parede rígida infinita, radiando em 
campo livre, apenas para um dos lados;
Posição das fontes elementares: sobre um segmento de reta de comprimento 3 d, situada 
no mesmo plano do pistão, com o centro deste coincidindo com a posição média do segmento de 
reta As fontes elementares foram posicionadas sobre o segmento de reta como uma partição 
deste.
Holograma de entrada: semicircunferência de raio 1 m, discreteada em 100 pontos;
Holograma de saída e comparação: semicircunferência de mesmo raio (1 m) discreteada 
em 360 pontos.
A Figura 4.44 mostra a geometria do problema e o número de fontes elementares 
suficientes em função da freqüência, para que o modelo consiga reproduzir o holograma de 
entrada com erro desprezável.
Na Figura 4.44 as curvas: azul refere-se a um pistão de diâmetro de 0,05 m, com
segmento de reta das fontes de 0,15 m; verde a pistão de diâmetro 0,10 m, com segmento de reta
de 0,30 m e vermelha a pistão de diâmetro 0,20 m, com segmento de reta de 0,6 m.
Nota-se que o número suficiente de fontes elementares aumenta com a freqüência e com 
o diâmetro do pistão.
Sumariando, o modelo de radiação proposto, por fontes elementares identificadas pela 
solução, de quadrados mínimos lineares, do problema inverso consegue:
i) Predizer o campo acústico radiado externamente à fonte com erro desprezável na 
potência sonora;
ii) identificar a posição de fontes sonoras e




5.1 -  Introdução.
O modelo de radiação proposto neste trabalho consiste em encontrar uma 
solução de quadrados mínimos lineares (de norma 2 mínima). Mostrou-se na seção 2.2 
que o erro, no cálculo da potência sonora radiada, está diretamente relacionado à norma 
2, conforme a equação (2.3). Portanto o que se busca é uma solução cujo erro na 
potência sonora seja mínimo. Na seção 3.4 prova-se que a solução procurada existe e é 
única, sendo dada pela equação (3.20), para a qual o erro máximo na potência sonora é 
limitado pelo número de condição da matriz representativa do problema linear; de 
acordo com a equação (3.29) da seção 3.5.
Em igualdade de outras condições viu-se na seção 3.5, figura 3.2, que o número 
de condição da matriz representativa do problema linear diminui com o aumento da 
distância Euclidiana entre a fonte e o ponto de observação.
O erro da aproximação pode ser previamente estabelecido, como se viu ao final 
da seção 2.5, pois “fora de uma esfera envolvendo qualquer fonte de ruído, seu campo 
acústico pode ser aproximado, com a precisão desejada, por uma soma finita de 
multipolos posicionados no centro desta esfera" [92].
Nos casos experimentais 1 (seção 4.3.1, figuras 4.8 e 4.9) e 7 (seção 4.3.7, 
figura 4.15), variou-se de um para o outro apenas o número de pontos do holograma de 
entrada. O mesmo foi feito com os casos experimentais 2 (seção 4.3.2, figura 4.10), 8 
(seção 4.3.8, figura 4.16) e 9 (seção 4.3.9, figura 4.17) e também com os casos 
experimentais 5 (seção 4.3.5, figura 4.13) e 10 (seção 4.3.10, figura 4.18). 
Comparando-se os resultados, mostrados nas figuras mencionadas, vê-se que a mudança 
no número de pontos do holograma de entrada não afetou o erro na potência sonora.
Diferentes formas nos hologramas de entrada foram estudadas nos casos 
simulados 5 (seção 4.4.9, figura 4.34), 7 (seção 4.4.11, figura 4.36) e 8 (seção 4.4.12, 
figura 4.37), onde se nota claramente que o erro na potência sonora não foi afetado pela 
forma geométrica sobre a qual foi tomado o holograma de entrada.
No presente capítulo complementa-se a análise de erros, considerando-se a 
influência do posicionamento incorreto do microfone, sendo analisados dois casos:
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i) erro sistemático, na posição do microfone, variando de 1 a 20 mm e sua 
influência sobre a fase e sobre o nível de pressão sonora;
ii) erro aleatório de distribuição normal, na posição do microfone, e sua 
influência no nível de pressão e na potência sonora.
5.2 -  Erro sistemático na posição do microfone.
O campo sonoro em geral, para pequenas variações de posição apresenta 
pequenas variações de nível de pressão sonora (NPS) porém e muito sensível na fase 
para a qual uma pequena variação de posição pode representar grande variação de fase. 
Usando como fonte sonora uma membrana, em parede rígida infinita e com centro em 
(0,0,0),  de diâmetro 0,10 m vibrando no modo (0,1); um ponto fixo 
x0 = (0,5, 0,5, 0,5) m e um ponto variável x = x0 + (Ax, Ax, Ax) sendo 
Ax e {1, 2, 3, ..., 20}.10'3 m, i. e., aplicou-se em cada coordenada de x um erro Ax de 1 
a 20 mm, com variação de 1 em 1 mm. Em cada caso calculou-se a diferença na fase e 
no NPS entre os pontos x0 e x. Estes valores estão na Figura 5.1, cujos valores foram 
computados para as freqüências centrais das bandas de 1/1 de oitava de 63 a 8 kHz.
erro erro
Figura 5.1 -  Erros na fase e no Nível de Pressão Sonora com a mudança de posição
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5.3 -  Erro aleatório, de distribuição normal, na posição do microfone.
Usando a mesma fonte acima (membrana) e aplicando-se nas posições de 
medição do holograma de entrada (que serve para identificar a fonte) medido em 100 
pontos igualmente distribuídos sobre uma semicircunferência de raio 1,1 m, com 
centro em (0, 0, 0), um erro de posição aleatório de distribuição normal com valores no 
intervalo [-1, 1].10‘ m, calculou-se o erro entre as reconstruções do campo sonoro sem 
e com erro de posição no holograma de entrada. O NPS foi reconstruído em noventa 
pontos sobre os raios 1,2; 1,3; 1,6; 2; 2,5; 3; 4; 5; 6; 7; 8; 9 e 10 m para as 
freqüências centrais de 1/1 de oitava de 63 Hz a 4 kHz. Os resultados estão nas 
Figuras 5.2 a 5.8. Os erros grandes verificados nas freqüências de 2 e 4 kHz ocorrem 
fora da região central, 90 graus, que é o sentido preferencial de radiação desta fonte. 
Estes erros não são inerentes ao modelo proposto, mas estão relacionados à precisão do 
posicionamento dos microfones para medição do holograma, mostrando a sensibilidade 
do modelo a estes erros.
Com a mesma fonte e mesmo holograma de entrada, sem erro de 
posicionamento, o NPS sonora foi reconstruído nos raios 1,1 (mesmo raio do 
holograma de entrada); 1,5; 5 e 10 m para as freqüências centrais de 1/1 de oitava de 
63 Hz a 8 kHz. Tanto no holograma de entrada como nas reconstruções foram usados 
100 pontos igualmente distribuídos sobre a semicircunferência. Cada holograma de 
NPS reconstruído foi comparado com o valor exato do NPS radiado pela fonte para as 
respectivas posições. Os erros, estes inerentes ao modelo, entre o valor exato e o 
reconstruído estão nas Figuras 5.9 a 5.12.
Na Figura 5.13 são comparados os hologramas de NPS exato (azul) e reconstruído pelo 
modelo (verde).
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Figura 5.2 -  Erro no NPS devido a erro de posição no holograma 63 Hz




Figura 5.8 -  Erro no NPS devido a erro de posição no holograma 4 kHz
Figura 5.9 -  Erro na reconstrução do NPS, raio 1,1 m
raio
Figura 5.10 -  Erro na reconstrução do NPS, raio 1,5 m
Figura 5.11 -  Erro na reconstrução do NPS, raio 5 m
Figura 5 .12-  Erro na reconstrução do NPS, raio 10 m
Nota-se que nas regiões laterais, fora do ângulo 90° em altas freqüências, 
aparecem erros pontuais grandes, todos eles situados fora do lóbulo principal de 
radiação deste tipo de fonte. As comparações entre os hologramas exato e reconstruído 
pelo modelo, para várias semicircunferências e freqüências são mostradas na 
Figura 5.13, onde fica bem claro que estes erros pontuais não interferem no erro da 
potência sonora.
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Figura 5.13 -  Comparação entre NPS exato (azul) e reconstruído (verde)
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Os erros acima, Figura 5.12, refletem-se no nível médio, NME, da seguinte
forma:
4 kHz com raio = 5 m
NME exato = 129,03 dB;
NME aproximado = 129,02 dB
4 kHz com raio = 10 m
NME exato = 123,01 dB;
NME aproximado = 123,00 dB
8 kHz com raio = 5 m
NME exato = 131,94 dB;
NME aproximado = 131,88 dB
8 kHz com raio = 10 m
NME exato = 125,86 dB;
NME aproximado -  125,92 dB
Portanto os valores reconstruídos podem ser tomados como exatos, para se 
calcular a potência sonora radiada.
O critério de análise de erro dos valores reconstruídos deve ser em termos de 
valor médio quadrático ou de potência sonora, posto que o modelo baseia-se justamente 
em tomar mínima a norma dois do erro residual.
Deve-se ter em mente a existência dos erros ponto-a-ponto, mostrados acima, 
ao se reconstruir o campo acústico, posto ser implícito ao modelo apresentar soluções 





Neste capítulo são apresentadas as principais conclusões do trabalho, várias delas já 
destacadas ao longo do texto, e algumas recomendações para estudos.
6.1 -  Conclusões.
i) O estudo de radiação sonora é apresentado como um problema linear, consistente 
ou não, sendo mostradas as soluções gerais deste problema linear, incluindo a formulação 
matricial do mesmo. As soluções, usando transformação linear, analisadas desta maneira 
são independentes de um particular sistema de coordenadas;
ii) O problema proposto consiste em substituir a fonte sonora por um conjunto, 
plano, de fontes elementares tipo monopolo, que são identificadas pela solução do 
problema inverso de radiação. Para problema linear prova-se a existência e unicidade de 
uma solução de quadrados mínimos lineares, para a qual o erro na potência sonora é 
mínimo;
iii) O erro máximo, na potência sonora, do modelo proposto é limitado pelo número 
de condição da matriz representativa do problema linear;
iv) Uma vez escolhida a precisão desejada para o potência sonora, determina-se o 
número de fontes elementares e suas respectivas posições usando-se o conceito de extensão 
de uma função; qual seja: o modelo deve representar o campo acústico usado na 
identificação das fontes elementares, dentro da precisão adotada;
v) Nos casos estudados, experimentais e simulados, o modelo proposto reproduziu o 
campo acústico radiado, nas mais diversas situações, com erro desprezável na potência 
sonora, ou seja apresentou uma excelente concordância entre os valores experimentais ou 
simulados e os preditos pelo modelo;
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vi) A forma do holograma de entrada (semicircunferência, retângulo, segmento de 
reta, superfície plana ou semi-esfera) não afetou o erro na potência sonora do modelo, 
comparada com a potência da fonte sonora;
vii) O modelo proposto consegue predizer o campo acústico em qualquer superfície 
externa à fonte, independente da forma da superfície sobre a qual foi tomado o holograma 
de entrada. Nisto se diferenciando da holografia acústica que apenas projeta o campo 
acústico em superfícies semelhantes a do holograma de entrada;
viii) Os erros pontuais na predição do campo acústico, pelo modelo de fontes 
elementares proposto, não afetam o erro na potência sonora, muito embora estes erros 
pontuais apresentam-se grandes em alguns casos;
ix) A identificação das velocidades das fontes elementares do modelo permitiu 
localizar a posição de fontes sonoras e a determinação de modos de vibração de placas e 
membranas circulares;
x) O erro é limitado pelo número de condição da matriz representativa do problema 
linear e o número de condição está ligado à sensibilidade das soluções, i. e., o quanto um 
erro nos dados entrada (ou na matriz) é amplificado pela sua inversa generalizada
x) Por fim trata-se de um método bom e de fácil implementação, que exige pouco 
esforço computacional. A título de ilustração cita-se que todos os casos estudados foram 
processados em um microcomputador pessoal tipo Pentium 200.
6.2 -  Recomendações.
Recomenda-se para trabalhos futuros a realização de estudos, de forma isolada ou 
em conjunto, dos seguintes tópicos:
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i) Aplicar técnicas de otimização para a determinação do número e posição das 
fontes elementares do modelo;
ii) Usar no modelo de fontes elementares multipolos de ordem qualquer;
iii) Aplicar o método para modelar a radiação de fontes com geometria arbitrária;
iv) Sistematizar a análise da influência dos erros, nos dados de entrada e numéricos, 
sobre o erro na potência sonora do modelo.
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APÊNDICE
No presente apêndice são apresentados os fundamentos matemáticos envolvidos no 
trabalho com dois objetivos principais:
i) Unificar a simbologia e definições, encontradas nas várias referências e
ii) Apontar em cada caso o conceito matemático usado de forma a permitir, 
restrições, extensões e críticas ao método aqui proposto.
Procurou-se apresentar as definições de forma lógica e encadeada, o que nem 
sempre foi possível, todavia para tornar a leitura mais agradável foram intercalados alguns 
exemplos de aplicação dos conceitos e algumas figuras.
De resto, tratam-se de conceitos já bem difundidos e conhecidos, com vasta 
literatura a respeito, de forma que as definições em geral não estão referenciadas, tendo em 
vista serem encontradas em toda referência citada, salvo quando não concordantes em que 
se adotou uma e as demais são citadas. As conclusões que não são triviais a partir das 
definições estão referenciadas.
A-2 Conjunto
O conceito de Conjunto é intuitivo e não se tem para o mesmo uma definição 
rigorosa, sua importância para matemática foi primeiramente assinalada por Georg Cantor 
(1845-1918) e segundo ele conjunto “<? o grupamento de um todo de objetos, bem definidos 
e discerníveis, de nossa percepção ou do nosso entendimento, chamados os elementos do 
conjunto” [1 ]
Os conjuntos serão denotados pelas letras, em caixa alta, A, B, C, D, . . . ,  X, Y, Z 
e os seus elementos pelas letras, em caixa baixa, a, b, c, d , ..., x, y, z e representados pela
seguinte notação A = {...}, por exemplo A = {a, e, i, o, u} é o conjunto A cujos elementos 
são a, e, i, o, u. Devido à importância e uso alguns conjuntos terão notação reservada, assim 
denota-se por:
R o conjunto dos números reais;
C o conjunto dos números complexos;
N = { 1 , 2 , 3, 4, 5,... } o conjunto dos números naturais;
Z = { - 4 ,  -3, -2 , - 1 , 0 , 1 , 2 , 3, 4,... } o conjunto dos números inteiros;
Q  o conjunto dos números racionais;
J n = {1 , 2 , 3,..., n } o conjunto de índices, no qual n é um número natural
A relação de pertinência entre um elemento e o conjunto é denotada pelo símbolo e, 
proposta pelo matemático italiano Giuseppe Peano (1858-1952), se o elemento não 
pertence ao conjunto usa-se o símbolo g, assim no exemplo acima e pode-se escrever que 




Chama-se variável a um elemento x não especificado de um conjunto X, que é dito
domínio da variável x. Quando a variável x de um domínio X assume um elemento
específico xi e X, diz-se que x assume (ou toma) o valor xi. Em particular uma variável
cujo domínio é constituído por um único elemento (X = {xi}) é chamada de constante.
A definição de um conjunto pode ser feita por meio de uma determinação analítica, 
na qual cada elemento do conjunto é mencionado, como no exemplo acima, ou por meio de 
uma determinação sintética na qual as propriedades características dos elementos são
mencionadas. O conjunto A, acima, é o conjunto da vogais. Em notação sintética pode-se 
escrever
A = {x | x é uma vogal} (Al)
E lê-se “A é o conjunto dos elementos x tal que x é uma vogal”. O símbolo “|” lê-se como 
“tal que”.
Uma representação visual de forte apelo didático e muito comum para conjunto faz- 
se com o uso do diagrama de Venn, que consiste de uma curva plana fechada com os 
elementos do conjunto representados simbolicamente em seu interior, conforme Figura A l.
Para se referir a todos os elementos do conjunto usa-se o símbolo V, dito 
quantificador universal, que se lê “para todo” ou “todo” e para se referir à existência de um 
ou mais elementos que satisfazem determinada condição usa-se o símbolo 3 dito 
quantificador existencial, que se lê “existe pelo menos um” [17].
Dois conjuntos A e B são ditos iguais (relação de igualdade), denota-se por A = B, 
se e somente se todos os elementos que pertencem a um pertencem também ao outro.
Chama-se subconjunto de X ao conjunto Y cujos elementos, todos eles, pertencem também 
a X e neste caso diz-se que Y está contido em X (relação de inclusão), denota-se por YeX 
ou que X contém Y, denota-se por X=>Y; a negação de <z (está contido) denota-se por <£ (lê- 
se “não está contido”). Em particular o conjunto vazio, definido como o conjunto que não 
contem nenhum elemento e denotado por 0 , está contido em todos os conjuntos. Os
subconjuntos A e 0  de A são ditos subconjuntos triviais de A.
As seguintes propriedades, Tabela A l, são válidas para as relações de igualdade e 
de inclusão:
113
Tabela Al -  Propriedades da igualdade e da inclusão de conjuntos
Relação de Igualdade ( = ) Relação de Inclusão ( c= )
A  = A  reflexiva A c  A  reflexiva
se A = B e B = D então A = D 
transitividade
se AczB e BczD então Acz D transitividade
se A = B então B = A  simétrica se AczB e B c A  então A = B anti-simétrica
Chama-se de classe de conjuntos ao conjunto cujos elementos são conjuntos e de 
conjunto dos subconjuntos de A à classe de conjuntos composta por todos os subconjuntos 
de A. Exceto A e 0  que são subconjuntos triviais, qualquer outro subconjunto de A é 
chamada de subconjunto próprio de A.
Dada uma classe de conjuntos D = { A\, Az, A3, A 4, A n } ao conjunto que 
contém todos os conjuntos desta classe dá-se o nome de conjunto universo, usualmente
denotado por U. Note-se que a relação entre um conjunto genérico Aj e a classe D é uma
relação de pertinência, Aj e D, pois Aj é um elemento de D e entre Aj e o conjunto
universo a relação é de inclusão, A jc U , pois Aj é um subconjunto do conjunto universo.
Dados um conjunto A e um subconjunto Ba A, define-se o complemento de B em 
relação a A, denotado por C*(B), como o conjunto composto pelos elementos de A  que não 
pertencem a B, isto é, C/\(B) = { x |x e A  e x g  B}, Figura A2. Em particular C a ( 0 ) -  A 
e Ca(A) = 0 .
c A (  B)
Figura A2 -  Complemento de um conjunto
O conjunto formado pelos elementos que pertencem a A  e também pertencem a B, 
denotado por A n B  é chamado de interseção dos conjunto A e B, i. e,
A n B  = {x  | x e  A e x e  B } , (A2 )
Se A n B  = 0  diz-se que os conjuntos A e B são disjuntos.
O conjunto formado pelos elementos que pertencem a A  ou pertencem a B, 
denotado por A u B  é chamado de união de A com B, Figura A3.
A u B  = {x  | x e A o u x e B }  (A3)
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Figura A3 -  União de conjuntos
A interseção e a união de conjuntos gozam das seguintes, Tabela A2, propriedades:
Tabela A2 -  Propriedades da interseção e da união de conjuntos
Propriedade Interseção União
Idempotente AnA = A A uA  = A
Comutativa AnB = BnA AuB = BuA
Associativa (AnB)nb = An(BnD) (AuB)uD = Au(BuD)
Distributiva An(BuD) = (AnB)u(BnD) Au(BnD)=(AuB)n(BuD)
se BcA e DczA CA( BnD) = Ca(B)u Ca(D) Ca(Bu D) = Ca(B)o C*(D)
Em particular A n 0  = 0  e A u 0  = A. (A4)
Note-se que em relação ao conjunto dos subconjuntos de A a interseção, a união, o 
complementar e mais as relações de igualdade, contem e está contido resulta uma em outra 
conservando-se a igualdade e trocando-se entre si a união e a interseção, contem e está
contido, e 0  e A. Isto é conhecido como princípio da dualidade e as propriedades são
chamadas de duais. Por exemplo, se B é um subconjunto de A  então
Bu C a(B) = A  e B n C A(B) = 0
Sejam J n = { 1, 2, 3, 4, 5 , n } o conjunto de índices e uma classe A de conjuntos
definida por: A  = { A\, A 2, A 3 , A n}, então a interseção e a união dos conjuntos da classe
A  serão também denotadas, respectivamente, por:
n A j  = Ai n A 2n A 3n . . .n A n (A5) 
uAj = A i u A 2u A 3u . . .u A n (A6 )
Se um conjunto B está contido na união dos conjuntos de uma classe A de
conjuntos, isto é B c u A j ,  diz-se que esta classe é uma cobertura para o conjunto B. 
Figura A4.
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Figura A4 -  Cobertura de um conjunto.
Se uma classe A = { Aj | j e J n } satisfaz as propriedades:
A j * 0;
A j c  B;
A j n A i  = 0 V j * i e J n e
uAj = B
diz-se, então que A  é uma partição de B. Nota-se que uma partição de B é todo conjunto 
dos subconjuntos não triviais de B disjuntos dois a dois e cuja união é o conjunto B, ou 
seja é uma cobertura para B. Por exemplo, sejam:
B = { a, e, i, o, u }
Ai = { a, e }
A 2 = { i, u }
A 3 = { o }
Nota-se que Ai, A2 e A3 são: subconjuntos de B; disjuntos dois-a-dois e a união 
A1UA2UA3 = B. Portanto o conjunto A  = { A\, A2, A3 } é uma partição de B.
Define-se a diferença entre os conjuntos A  e B, denotada por A  -  B como o 
conjunto composto pelos elementos de A que não pertencem a B. Figura A5.
A - B = { x  I x e A  e x g B } (A7)
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Figura A 5- Diferença entre conjuntos
Vê-se que A -  A = 0 ;  A -  0  = A e que se:
BcA implica em B -  A = 0  e A -  B = C a (  B)
AnB = 0  implica em A -  B = A e B -  A = B
Outra diferença entre dois conjuntos A e B chamada diferença simétrica, denotada
como AOB é definida por :
AOB = { x | se xe A implica em x íB  e se xe B implica e m x íA  }
Portanto a diferença simétrica é o conjunto AOB composto pelos elementos que
pertencem a um e somente um dos conjuntos A e B, isto está ilustrado na Figura A6 . Da 
própria definição segue-se que
AOB = (A - B )u(B -A ) (A8 )
gozando portanto das propriedades da comutatividade e da associatividade.
Dados os conjuntos Ai, A 2, A3 , An define-se o produto cartesiano entre estes 
conjuntos, denotado por A1XA2XA3X.. .xAn ou por nAj como sendo 0  conjunto:
AixA2xA3x. . .xAn = { x = (ai, a2, a3, a n ) I aje Aj e j e  J n } (A9)
Ao elemento (ai, a2, a.3, ..., an ) do conjunto A1XA2XA3X.. .xAn dá-se o nome de 
n-upla ordenada e ao j-ésimo componente da n-upla ordenada dá-se o nome de j-ésima
coordenada. Em particular se n = 3 o elemento (ai, a2, a3) e A1XA2XA3 é chamado de
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tripla ordenada e se n = 2  o elemento (aj, ã2)eA ixA z  é chamado de par ordenado ou dupla 
ordenada.
Se Ai = Az = A 3 = . . .  = An = A o produto cartesiano é representado como a 
n-ésima potência do conjunto A, i. e., AixAzxA^x. . .x A n = An . Em particular se n = 2 
então A2 é chamado de quadrado cartesiano e ao subconjunto B e A 2 definido por:
B -  { (x,x) I x e A } (AIO)
dá-se 0  nome de diagonal de A2.
Note-se que o produto cartesiano não é comutativo, pois em geral AxB  * BxA, 
mas é distributivo em relação à união e à interseção.
A x (B u D ) = (A xB )u(A xD ) (Al 1) 
A x (B n b )  =  (A xB )n (A xD ) (Al 2)
O produto cartesiano pode ser representado por meio de um diagrama, dito 
diagrama coordenado, como o mostrado na Figura A7 para produto cartesiano dos 
conjuntos
A = { * , A, ♦, v } e B = { © ,© ,©  }





























K ♦ ;  a
Figura A7 -  Diagrama coordenado
Chama-se proposição (ou sentença) uma oração que exprime um pensamento 
completo e para cada proposição valem os dois princípios da lógica:
- Não contradição, pelo qual uma proposição não pode ser simultaneamente falsa 
e verdadeira;
- Terceiro excluído, pelo qual uma proposição ou é falsa ou é verdadeira 
excluindo-se qualquer outra possibilidade.
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Diz-se que o valor-verdade de uma proposição p é “verdade”, denotado por V, se p 
é verdadeira e “falsidade”, denotado por F, se p é falsa. Por exemplo sejam as proposições 
p: a é uma vogal; 
q: c é uma vogal.
o valor-verdade da proposição p é verdade (V) e o valor-verdade de q é falsidade (F).
Usam-se conectivos para formar novas proposições (ditas compostas) a partir de 
proposições simples. Se uma proposição p é composta pelas proposições q, r, s denota-se 
isto como p(q, r, s). O seguintes símbolos, Tabela A3, são usados para denotar os 
conectivos [16].





s e ... então ->
se e somente se
Denomina-se tabela-verdade de uma proposição o conjunto de todos os valores- 
verdades correspondentes a todas as possíveis combinações dos valores-verdades das 
proposições componentes, Tabela A4.
Tabela A4 -  Tabela-verdade
P q ~P P & q p v q p - > q p<->q
V V F V V V V
V F F F V F F
F V V F V V F
F F V F F V V
Denomina-se tautologia, ou proposição logicamente verdadeira, a proposição cujos 
possíveis valores-verdades são sempre verdade (V); e contradição, ou proposição 
logicamente falsa denotada por ®, a proposição cujos possíveis valores-verdades são 
sempre falsidade (F).
Se duas proposições p(pi, p2, p3, p n) e q(qi, q2, q3, q m) são ditas equivalentes 
se e somente se suas tabelas verdades forem iguais, denotando-se esta propriedade por: 
p(pi, p2, P3, pn) <=> q(qi, q2, q3, qm)- São equivalentes as seguintes proposições 
mostradas na Tabela A5:
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Tabela A5 -  Proposições equivalentes
p & p <=> p
propriedade idempotentep V p <=> p
p & q <=> q & p
comutatividadep v q o q v p
(p & q) & r <=> p & (q & r)
associatividade(p v  q) v  r o p v ( q v r )
p & ( q v r ) o  (p & q) v  (p & r)
distributividade
p v (q & r) O  (p v  q) & (p v  r)
p & (q v r) <=> p
absorçãop v ( q & r ) o p
~ ( p & q ) o p v  ~q
leis de Morgan~ ( p v q ) o p & ~ q
Diz-se que a proposição p implica logicamente na proposição q, denota-se por p 
q, se e somente se a proposição p —» q for uma tautologia.
A implicação lógica goza das propriedades reflexiva (p => p); anti-simétrica 
(se p => q e q => p então p <=> q) e transitiva (se p => q e q => r então p => r).
Não se deve confundir os símbolos -» e com => e <=>, pois os primeiros 
são conectivos que quando aplicados a duas proposições resultam numa outra proposição, 
por exemplo r = p —>• q ou r = p <-> q, e os dois últimos apenas relacionam duas 
proposições, por exemplo p => q (p implica em q) ou p <=> q (p é equivalente a q). O 
símbolo —> é também utilizado em limites para especificar que x tende a y (x —» y) e na 
definição de função para especificar que uma fonção f  mapeia o conjunto A  no conjunto B
( f : A —> B), não havendo problemas de se confundir com conectivo pois no contexto 
sempre é claro o uso que está sendo feito.
A-3 Correspondência entre os elementos de conjuntos
Dados dois conjuntos A e B diz-se que há uma correspondência entre A e B se
um elemento genérico x e A puder ser associado a um ou mais elementos y e B ou (V x e
A 3 y e B). Se um elemento x e A for associado a um único elemento b e  B ou
( V x e A B y e  B | y é  único) diz-se que a correspondência é unívoca e se também cada
elemento y e Y for associado a um único elemento x e X diz-se que a correspondência é 
biunívoca.
Chama-se função proposicional, denotada por p(x), definida em conjunto X, a uma
proposição para a qual existe um valor-verdade para todo x e X .  O subconjunto S p<= X, 
para o qual o valor-verdade de p(x) é sempre verdade, diz-se que x satisfaz p(x), é dito 
conjunto solução de p(x), em notação sintética pode-se escrever:
S p ={x I x e X e o  valor-verdade de p(x) é verdade} (Al 3)
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Se a função proposicional estiver definida num produto cartesiano üXj costuma-se 
denotá-la por p(xi, X2, X3, x n), ao rigor da definição anterior seria p((xi, X2, X3, xn)),
sendo que (xi, X2, X3, x n)e nXj e XjeXj com je  J n.
Uma função proposicional p(x, y) definida em AxB chama-se relação de A em B, e
é denotada por R(A, B, p(x, y)) ou por R : A -* B (lê-se R é uma relação de A em B). Se
um par ordenado (a, b)e AxB satisfaz p(x, y) diz-se que “a” está relacionado com “b” de 
acordo com a relação R e denota-se por aRb, caso contrário se (a, b) não satisfaz p(x, y), 
isto é 0  valor-verdade de p(x, y) é falsidade, diz-se que “a” não está relacionado com “b” de 
acordo com a relação R e denota-se por aRb. Em particular se A = B diz-se simplesmente 
que R é uma relação definida em A.
O subconjunto S rgAxB no qual todo elemento (a, b)eSR satisfaz p(x, y) é 
chamado de conjunto solução da relação R(A, B, p(x, y)).
S r = { (x, y) | (x, y)e AxB e xRy } (A l4)
Chama-se gráfico de uma relação ao conjunto de pontos do diagrama coordenado de
AxB que satisfazem à relação. Por exemplo seja a relação R(A, B, p(x, y)) com os 
conjuntos
A = { s, a, b, e } ; B = { c, i, d, r }
e a função proposicional p(x,y) definida em AxB “x é uma vogal e y é uma consoante”. O 
conjunto solução de p(x, y) é
S R = { (a, c), (a, d), (a, r), (e, c), (e, d), (e, r) }
e o seu gráfico são os pontos destacados no diagrama coordenado de AxB, Figura A8
B
(s ,r )+ (a *0 # (b ,r)
d ■
(s,d)i M ) i (b,d) (e,d)í
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11
S a 1 ................ .......  ' Ay e
Figura A8 -  Gráfico de uma relação
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Sejam os conjuntos A, B, AxB, D = { (AxB)j | (AxB)jeAxB e j e  J n } o conjunto 
dos subconjuntos de AxB, R*xb = { Rj | Rj = (A, B, p(x,y)) } o conjunto de todas as 
relações entre A  e B e a relação R = (D, RaxB, p(z, w)), na qual p(z, w) é a tautologia
V(z, w)e(AxB)j Rj é satisfeita (A15)
vê-se, então, que o conjunto solução de Rj é o conjunto (AxB)j e que a cada conjunto 
(AxB)j corresponde uma relação Rj, ou seja a relação R é biunívoca e por este motivo, 
algumas vezes se define uma relação como sendo simplesmente um subconjunto de AxB, i. 
e., R c A x B .  Por exemplo: Sejam A = { * , A, ♦, v } e B = { © ,© ,©  }, então
AxB = {(*,©), (*,©), (*,©), (A,©), (A,©), (*,©), (♦,©), (♦,©), (♦,©), (V,©), (V,©), (V,©)}
pela notação R = {(*,©), (*,© ),(♦,© ), (¥,©)} deve-se entender que o subconjunto 
{(*,©), (>,© ),(♦,© ), (v,©)}<z AxB é o conjunto solução de (A, B, p(x, y)) e de maneira 
análoga deve ser entendida a notação (a, b)eR.
O conjunto Dr c= A é chamado de domínio da relação (A, B, p(x, y))
Dr = { x | xe A e (x, y )e S R } (A16)
e o conjunto Cr c  B é denominado codomínio ou contra-domínio ou ainda amplitude de 
(A, B, p(x, y)).
CR= { y I yeB e (x ,y )eS R } (A17)
Seja uma relação R = (A, B, p(x, y)) e S r o seu conjunto solução. Isto posto diz-se
que:
- se A = B, R é reflexiva se para todo ae A o elemento (a, a) e  S r;
- se A = B, R é simétrica se e somente se (a, b)eSR<=> (b, a)eSR;
se A = B, R é anti-simétrica se e somente se (a, b)eSR e (b, a)eSR então a = b;
se A = B, R é transitiva se e somente se (a, b)eSR e (b, c )e S R então (a, c )e S R;
- R é  uma relação de equivalência se for simétrica, reflexiva e transitiva;
R é uma relação de ordem se é anti-simétrica, reflexiva e transitiva;
- R' 1 = (B, A, q(x, y)) é a relação inversa de R se e somente se 
(a, b)eSR<=>(b,a)eSR'';
- dada uma relação S = (B, D, q(x, y)) a relação SoR = (A, D, r(x, y)) é uma 
relação composta se e somente se V(a, c)eSs„R<=> 3 be BI (a , b )e S Re(b , c )e S s
A mais importante relação de equivalência é, indiscutivelmente, a relação de 
igualdade “ = ”, pois para cada elemento em um conjunto tem-se; x = x (é reflexiva); se 
x = y então y = x (é simétrica) e s e x  = y e y = z então x = z (é transitiva).
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A-4 Ordem.
Dados dois elementos distintos “x” e “y” de um conjunto A, tal que se possa 
afirmar que x precede y, denota-se por x < y e lê-se “x precede estritamente y; diz-se então
que existe uma relação, de ordem parcial em A e que os elementos x e y, com (x, y )e S R  e
SrzjA2, são comparáveis. Se (z, w )eA 2 mas (z, w) í S r diz-se que z e w são não
comparáveis, e o conjunto A é dito conjunto parcialmente ordenado.
Um conjunto A é dito totalmente ordenado se sobre ele está definida uma ordem 
parcial com a seguinte propriedade, conhecida como tricotomia, válida para quaisquer dois
elementos x e y de A:
x < y  ou x = y ou x > y  (A l8 )
Os seguintes símbolos são utilizados para relações de ordem: 
x < y ; já  definido anteriormente;
x > y; lê-se “x domina estritamente y”, com o significado de que x * y  e x é 
precedido por y;
x < y; lê-se “x precede y”, com o significado de que x precede ou é igual a y; 
x > y; lê-se “x domina y”, com o significado de x sucede ou é igual a y.
Vê-se que num conjunto A totalmente ordenado por uma relação de ordem R tem-se
•j
que S r = A .
Um conjunto sobre o qual estiver definida uma relação de ordem total ou parcial 
será chamado de conjunto ordenado.
Se existir num conjunto ordenado um único elemento que preceda estritamente 
qualquer outro elemento ele é chamado de primeiro elemento. Analogamente o elemento 
que domina estritamente qualquer outro elemento é denominado último elemento.
Qualquer elemento de um conjunto ordenado que não seja precedido estritamente 
por nenhum outro é chamado de mínimo, e de forma análoga se não dominado estritamente 
por nenhum outro é chamado de máximo. Vê-se portanto que se existir o primeiro elemento 
ele será o único mínimo; da mesma forma existindo o último elemento ele será o único 
máximo.
Os conceitos de mínimo, máximo, primeiro e último elementos só existem se for 
considerada uma ordem sobre o conjunto. A definição de um conjunto, por exemplo:
A = { a, e, i, o, u }
não traz de forma explícita nem implícita nenhuma definição de ordem sobre o mesmo.
Sejam as relações de ordem Ri, R2, R3, R4, R5, conforme Figura A9, definidas em A; na 
qual vê-se que o conjunto com R\ é totalmente ordenado sendo “e” seu primeiro elemento 
(também seu único mínimo) e “i” o último elemento (também o único máximo); com R2 o 
conjunto é parcialmente ordenado pois “a” e “e” são não comparáveis mas são, ambos, 
mínimos, não existe primeiro elemento e “i” é último elemento (também o único máximo);
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com a relação R3 não há primeiro nem último elementos, “u” e “a” são mínimos e “i” e “e” 
são máximos; com R4 é parcialmente ordenado sendo “a” o primeiro elemento (também o 
único mínimo) e “u” o último elemento (também o único máximo); com R5 é parcialmente 
ordenado, “u” é o primeiro elemento (também o único mínimo) e não existe último 
elemento, mas “a”, “i”, “e” e “0 ” são máximos.
(  e — ► a —► 0 — ► u —► 1 y
— ---------------------- - " a
* 1
\ u — ► 0 —► i J
r 2 -----------------A





Figura A9 -  Ordem em conjuntos.
Dados um conjunto ordenado A, B c  A um subconjunto qualquer, D c  A definido
com a propriedade de cada elemento de D precede todos elemento de B, e E c  A definido
com a propriedade de cada elemento de E domina todos elementos de B, em notação 
sintética:
D = { x | x e A  e x < y, V y e B }
E = { x ! x e A e x > y, V y e B }
Se D tiver último elemento ele será chamado de ínfimo do conjunto B, denotado 
por inf(B). Se E tiver primeiro elemento ele será chamado de supremo do conjunto B, e 
denotado por sup(B).
Se um conjunto tem ínfimo é dito limitado inferiormente; se tem supremo é limitado 
superiormente. Se possui ínfimo e supremo é dito limitado.
Note-se que se um conjunto tiver primeiro elemento este será também 0  seu ínfimo, 
do mesmo modo, se tiver último elemento este será também o seu supremo e que o 
primeiro elemento, o último elemento, o máximo e o mínimo pertencem ao conjunto, mas o 
ínfimo e o supremo não necessariamente precisam pertencer ao conjunto em questão, basta
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que pertençam a um conjunto do qual o conjunto em questão seja subconjunto. Seja por 
exemplo o conjunto ordenado A, Figura AIO e seus subconjuntos B, D, E e F.
A = { a, b, c, d, e, f, g, h, i, j, k, 1 }
B= { c, d, e, f, g, h, i }
D = { e, f, g, h, i }
E = { g , i , j ,k }
F =  { d, e, f, g, h, i,j, k }
Vê-se claramente que:
A tem “1” como seu último elemento, que é seu único máximo e sup(A) = 1 , mas 
não tem primeiro elemento, “a” e “b” são mínimos de A, portanto o inf(A) se 
existir não pertencerá a A;
B tem “c” como primeiro elemento e “i” como último elemento, logo inf(B) = c 
e sup(B) = i. Note-se que “c” e “i” pertencem a B;
D não tem primeiro elemento, “e” e “f  ’ são seus mínimos, mas tem “i” como 
último elemento que é também o seu supremo, sup(D) = i e o inf(D) = c. Note-se 
que sup(D) = i e D e o inf(D) = c í  D;
E tem “g” como primeiro elemento, o que implica inf(E) = g, mas não tem 
último elemento, sendo “j ” e “k” seus máximos e o sup(E) = 1. Note-se que 
inf(E) = g e E e sup(E) = 1 é E;
F não nem primeiro nem último elemento; “d”, “e” e “f  ’ são seus mínimos e “j ” 
e “k” são os máximos. O inf(F) = c g  F e  o sup(F) = 1 g F.
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Se num conjunto A estiver definida uma relação de equivalência R chama-se de 
classe de equivalência do elemento a e A segundo a relação R, denota-se A (a) ao 
conjunto formado pelos elementos x e A tal que (a, x) e A 2 satisfaz R, isto é 
(a, x) e  Sr. Ao conjunto formado por todas as classes de equivalência em A, 
segundo R, dá-se o nome de conjunto quociente, denota-se por A/R.
A/R = { A(x) | x e A } (A l9)
Note-se que A(x) c  A e que portanto A/R é uma partição de A.
A-5 Função.
A uma relação R = (A, B, p(x, y)) cujo conjunto solução S r seja
S r = { (x, y) | (a, b) g S R e (a, c) e S R => b = c } (A20)
dá-se nome de função, isto é, para cada x e  A é  associado um único y e B e diz-se que a
função mapeia A em B.
Denota-se função por f  : A -> B lê-se “f  é uma função de A em B”. O
elemento y e B que a função associa a x e A  denota-se por f(x), lê-se “f  de x”. f(x) é a 
imagem de x sob a ação de f , e x é a sua pré-imagem.
Ao conjunto formado por todos os elementos f(x) e B dá-se o nome de
imagem do conjunto A sob a ação de f, denota-se por f(A).
f (^ )=  { y I y e B e y  = f(x )} (A21)
Note-se que:
o contradomínio de uma função não é unívoco, em verdade qualquer
subconjunto D de B que contenha f(X), isto é f(X) c b c  B, pode ser 
contradomínio de f.
ao se denotar f(x) não se infere, em absoluto, que f  seja “função de uma
variável”, no sentido usual que se dá à esta expressão. Se por exemplo A for o
produto cartesiano de n conjuntos, A = AixAzxA^x . . .xAn, então cada elemento
x e A  será x = (xi, X2, X3, ..., xn) com Xj e Aj e f  é “função de n variáveis”.
Se para cada elemento distinto de A for associado um único elemento distinto de B 
diz-se que a função é monomórfica ou injetora ou ainda um monomorfismo. Se a imagem
f(X) da função for igual ao conjunto B, diz-se que a função é epimórfica ou sobrejetora ou 
um epimorfismo. Se a função for monomórfica e epimórfica é chamada de isomórfica ou 
bijetora ou um isomorfismo.
Se f : A —> B é tal que f(A) = { b }, ou seja para todo elemento “x” de A tem-se que 
f(x) = b, então f  é chamada de função constante.
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Se f : A —» A é tal que f(x) = x para todo x e A diz-se que f  é a função identidade, 
denotada por Id/\.
Dadas as funções f : A —» B e g : B —» b  chama-se gof: A —> D de função 
composta, ou seja:
(g°f)(x) = g(f(x)) V x e A  (A22)
Dadas as funções f : A —» B e g : B -> A, se a função composta gof: A —> A for
igual à função identidade Id* : A —> A, ou seja g(f(x)) = x V x e A ,  diz-se que g é a
inversa à esquerda de f. Se fog : B —> B for igual à função identidade Ids : B —> B, ou seja
f(g(y)) = y V y e B diz-se que g é a inversa à direita de f. Se g for a inversa à direita e 
também a inversa à esquerda de f, diz-se simplesmente g é a inversa de f  e denota-se por
f 1 : B —> A. Note-se que:
A inversa à esquerda de f : A —> B existirá se e somente se f  for monomórfica;
a inversa à direita de f : A —> B existirá se e somente se f  for epimórfica;
a inversa de f : A —» B existirá se e somente se f  for isomórfica, muito embora
para uma relação R : A -> B sempre existe a relação inversa R' 1 : B —» A.
Nota-se também que a composição de funções é associativa. Por exemplo sejam a 
funções: f : A —» B; g: A —» B e h : A —> B então
ho(gof) =  (hog)of
Seja a função f : A —» B, e D c A  um subconjunto de A, a função g : D —» B tal que 
g(x) = f(x) para todo x e D é  chamada de restrição da função f  ao conjunto D e denotada 
por f/D : D —> B. A função f  é dita uma extensão de g ao conjunto A e em geral a extensão 
de uma função não é unívoca pois qualquer função h : A B para a qual g(x) = h(x) para 
todcrx e D é uma extensão de g.
“Um grande número de problemas matemáticos importantes se reduzem a estender 
uma ou várias funções de tal modo que as extensões satisfaçam a certas condições 
adicionais (continuidade, analiticidade, etc.). A função que se deseja estender é chamada a 
condição de contorno’'’ [3] O critério para se escolher qual (ou quais) extensão é a mais 
adequada ao problema é objeto de estudo em otimização. Sejam, por exemplo, uma
estrutura vibrante E, imersa num meio fluido, S uma superfície em tomo da estrutura e
f : E -> S uma função que relaciona a vibração da estrutura com o ruído radiado.
Conhecendo-se o ruído em S deseja-se obter um extensão de f  para se predizer o ruído 
numa outra superfície qualquer. Este é o tema central do presente trabalho e para escolher a 
melhor extensão de f  usar-se-á o critério da norma mínima, a ser definido oportunamente.
Um conjunto A chama-se finito se é vazio, diz-se que tem zero elementos, ou
quando existe um isomorfismo f : J n —> A, diz-se que tem n elementos. Um conjunto que 
não é finito é dito infinito.
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Um conjunto A é dito enumerável quando é finito ou quando existe um
isomorfismo f : N  —» A.
Dois conjuntos A e B são ditos equipolentes se existe um isomorfismo f : A —> B. 
Vê-se que dois conjuntos finitos com o mesmo número de elementos são equipolentes. Isto 
será usado neste trabalho ao se dividir a estrutura vibrante em pequenas partes, ordenadas 
segundo a ordenação usual que se dá para matrizes e depois usar, no modelo matemático, 
como uma matriz linha (ou coluna) ordenada de forma tal que, tendo a matriz p linhas, os 
primeiros p elementos da matriz linha serão os elementos da primeira linha da matriz, os p 
seguintes os da segunda linha e assim sucessivamente. Desta forma sejam os conjuntos 
ordenados:
M = { ajj} matriz de N linhas por M colunas;
V = { vn } matriz linha de NM (N vezes M) elementos ordenada conforme acima;
A = { 1, 2, 3 , N } índice das linhas da matriz;
B = { 1 , 2, 3 , M } índice da colunas da matriz e 
D = { 1, 2, 3,..., NM } índice dos elementos da matriz linha (ou coluna). 
Evidentemente um elemento genérico de uma matriz qualquer fica perfeitamente
identificado pelo seu índice. Isto posto, postula-se que a relação f : AxB -» D definida 
por f  (n, m) = (n -  1)M + m é uma função isomórfica que transforma a matriz M na 
matriz linha (ou coluna) V, cuja prova segue:
i -  a relação f  é uma função.
Suponha-se que para um dado (n, m) e AxB existam duas imagens
diferentes V] e D e v2 e D, i. e.,
f(n, m) = (n -1 )M  + m = vi e f(n, m)=(n - 1)M + m = v2
j „ v. (n -l)M  + m , . „tomando a razao —  = ----------------- = 1 => v, = v 2, ou seja vi * v2 e uma contradiçao,
v 2 (n -l)M  + m
logo f  é uma função.
ii -  f  é monomórfica.
Suponha-se que exista um v e D  que seja a imagem de dois elementos 
diferentes (ni,m i) e AxB e (n2, m2) e AxB, então
f(ni, m2) = (ni -  1)M + mi = v e f(n2, m2)=(n2 - 1)M + m2 = v
f(n ,,m ,)  ( n ,- l )M  + m, v ,tomando a razão v 1 v  = — ---- --------- = -  = 1
f (n 2 ,m 2) (n2 - l)M  + m 2 v
(n, -  1)M + m, = (n 2 -  1)M + m 2 => m, = (n 2 -  n, )M + m 2
Note-se que (n2 -  ni) é inteiro, pois ambos, ni e n2 são inteiros (e positivos). Se 
(n2 -ni)>0 (n2 -ni) = |(n2 -ni)| => mi = |(n2 -ni)|M + m2 > M => <8 > => (ni, mi) g AxB.
(n2 - ni)<0 => (n2 -ni) = -|(n2 - nj)| => mj = -|(n2 -ni)|M + m2 <1 => ® (ni, mi) ^ AxB. 
portanto (n2 -  ni) -  0  => n2 = ni mi = m2 f  é monomórfica.
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iii) f  é epimórfica.
Os conjuntos AxB e D são equipolentes pois ambos são finitos com NM
elementos cada. Sendo f : AxB —» D monomórfica, ela é portanto epimórfica também ou 
seja f  é um isomorfismo, cqd.
A- 6  Seqüências
Uma função f : N —> A ou f(n) = an com n e N e  an e A é chamada de seqüência 
e será denotada por (xn).
Uma seqüência diz-se:
- crescente se xi < X2 < ... < xn ... < ...
- decrescente se xi > X2 > ... > xn > ...
- não decrescente se xi < X2 < ... < xn < ...
- não crescente se xi > X2 > ... > ... x„ > ...
Denomina-se subseqüência a restrição de uma seqüência a um subconjunto N' c= N. 
Diz-se que uma seqüência é limitada se o conjunto de seus termos for limitado.
Por exemplo sejam F o conjunto das funções reais de variável real, i. e., o conjunto
das funções definidas de R em R, e as seqüências (f„) e (gn) definidas de N em F, 
conforme abaixo [7, 8 ] :
f  _ n 1 f„(x) e F ; n e N ;  x e R
n W  _ , . 2 2 ’n 1 + n x '
i
VtT
„  _ J L „ - n 1*2 • gn(x) e F; n e N ;  x e Ron I— c 9
Estas seqüências tendem a ficar fortemente concentrada na origem com o aumento 
do n, como pode ser observado na Figura A li. Diz-se que estas seqüências tendem para o 
“delta de Dirac” que pode ser tratado como uma função dentro do contexto das Funções 
Generalizadas, ou Teoria das Distribuições, que no presente trabalho desempenham papel 
fundamental posto que a solução da equação de Helmholtz em termos de Função de Green, 
ou fontes pontuais que será utilizada, é uma solução em termos de Funções Generalizadas.
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Figura Al 1 -  Seqüências delta
Várias seqüências podem ser construídas tendendo para o delta de Dirac e não é 
preciso ficar restrito ao conjunto R, pois pode-se ter seqüências delta em Rn [7, 8 , 9, 1 0 ].
“Diz-se que uma seqüência (an) converge para o número L, ou tem limite L se, dado 
qualquer número s > 0, sempre é possível encontrar um número N tal que
n > N = > | a n- L | < s  (A23)
Escreve-se limn->oo an = L ou lim an = L ou an —> L.
Uma seqüência que não converge é dita divergente. Chama-se seqüência nula toda a 
seqüência que converge para zero. ” [1 1 ]
Se o conjunto dos elementos de um seqüência é limitado diz-se que a mesma é 
limitada.
Se lim xn = a, este limite é único e qualquer subseqüência de (xn) converge para o 
mesmo limite a. [3,11]
Diz-se que uma seqüência de funções fn : X —> R converge uniformemente para
uma função f : X — > R se dado um s > 0 , arbitrariamente escolhido, existir um no € N tal
que para n > rio => | f„(x) -  f(x) | < s, para todo x e X. Se a convergência se dá apenas 
nos pontos em que f(x) é contínua (no sentido usual de continuidade de funções) diz-se que 
a seqüência converge fracamente. Este conceito de convergência fraca é fundamental na 
definição de distribuições, cuja importância já  foi apontada para o presente trabalho.
“Uma seqüência de funções f  n : X —»• R chama-se um seqüência de Cauchy 
quando para qualquer s > 0, dado arbitrariamente, for possível obter no e N tal que
m, n > no => | fm(x) -  fn(x) | < e ,  qualquer que seja x e X. A seqüência (fn) converge 
uniformemente se e somente se for uma seqüência de Cauchy”. [3] Isto é conhecido como 
“Critério de Convergência de Cauchy”, e é usado na definição de espaços vetoriais 
completos (no sentido de Cauchy) entre os quais se destacam os Espaços de Banach e de 
Hilbert, nos quais estão definidas as distribuições e o operador (linear) diferencial (da 
equação de Helmholtz) chamado de operador das ondas [9, 10, 12],
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A-7 Operações
A uma função f : An —» A dá-se o nome de operação n-ária e diz-se que a operação 
em questão é definida em A ou que A é fechado em relação a esta operação. De particular 
interesse é f : A2 -> A, à qual se dá o nome de operação binária.
Adote-se a seguinte convenção: dizer “seja a operação binária *  em A”, significa 
que *  : A2 —> A e denotar “x*y = z” significa que, para (x, y ) e  A2 e z e A, 
*(x, y) = z. Isto posto diz-se que para *  : A2 —» A:
*  é comutativa se e somente se a*b = b*a, V a, b e A;
*  é associativa se e somente se (a*b)*c = a*(b*c), V a, b, c e A;
*  é distributiva à esquerda em relação à operação binária ¥ em A se e somente 
se a*fc(bvc) = (a*b)v(a*c), V a, b, c e A;
*  é distributiva à direita em relação à operação binária v em A se e somente se
(avb) *c  = (a*c)v(b«frc), V a, b, c e A;
*  distributiva em relação à operação binária v em A se e somente se 4* for 
distributiva à esquerda e também à direita;
se A for um conjunto totalmente ordenado chama-se de monotonicidade da 
operação binária *  à propriedade de que, se a < b então (a*c) < (b*c),
V a, b, c e A.
diz-se que existe o elemento neutro para * , se houver um eeA  tal que para
todo xe A se tenha e * x  = x * e  = x. O elemento neutro será denotado por e, e 
se existir será único [1 ].
se existir o elemento neutro e  para *  e se para cada xeA  existir um elemento 
x’gA tal que x * x ’ = x’*x  = e, diz-se que x’ é o elemento simétrico de x para 
a operação *  ou que x é simetrizável. Costuma-se denotar o elemento simétrico 
de x por “-x” (e denominá-lo elemento oposto de x se <*• é a adição como 
usualmente definida) ou por x' 1 (e denominá-lo elemento inverso de x se *  é a 
multiplicação usual).
diz-se que existe o elemento absorvente para * , se houver um a e  A tal que para 
todo xe  A se tenha a * x  = x * a  = a. O elemento absorvente será denotado por a. 
se a*x = a*y implicar que x = y para todo x, y e  A então diz-se que “a” 
é um elemento regular à esquerda para 4»;
se x*a = y*a  implicar que x = y para todo x, y e A então diz-se que “a” é 
um regular à direita para
- se um elemento é regular à direita e à esquerda diz-se que ele é regular ou 
simplificável. Note-se que se *  for comutativa então um elemento regular à 
direita ou à esquerda será regular;
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A-8 Grupo.
Seja a operação binária *  em A. Ao conjunto E = { A, *  } dá-se o nome de
estrutura. Se existir o elemento neutro e para *  e se esta for associativa diz-se que a
operação binária *  define sobre A uma estrutura de monóide, ou que A é um monóide em
relação a * , ou ainda que A é um monóide. Se a operação *  for comutativa diz-se que A
é um monóide comutativo. Se todo elemento do monóide A for simetrizável diz-se que *
define sobre A uma estrutura de grupo ou que A é um grupo e se 4» for comutativa o grupo 
e dito comutativo ou abeliano.
Um grupo & = { A, *  } é dito isomórfico a um grupo F = { B, ¥ } se existir uma
função isomórfica f : A -» B tal que:
f(ai*a2) = f(ai)vf(a2); a,, a2 e A (A24)
Uma propriedade válida para um grupo é também válida para todo grupo que lhe 
seja isomórfico [5], Vê-se que se dois grupos são isomórficos, então seus respectivos 
conjuntos são equipolentes.
A-9 Anel.
Sejam um conjunto A e duas operações binárias *  e ¥ definidas sobre A. Se
*  definir sobre A uma estrutura de grupo abeliano; ¥ for associativa e também distributiva 
em relação a * ; diz-se que as operações *  e ¥ definem sobre A uma estrutura de anel, 
denotada por { A, «fr, ¥ }. Se V for também comutativa o anel é dito comutativo e se existe 
o elemento neutro para V o anel é dito comutativo com elemento neutro (também dito 
elemento unidade, se ¥ for multiplicação).
Sem perda de generalidade, para o anel comutativo { A, * , ¥ }, pode-se chamar a 
operação *  de adição; ¥ de multiplicação; o elemento neutro e e  A de { A, ¥ } de 
unidade e o elemento absorvente a e  A de { A, ¥ } de zero. Assim diz-se que um elemento 
ae A é divisor do zero se e somente se existir um b e A, b * a, tal que a¥b = a e se a ^ a
diz-se que “a” é divisor próprio do zero. Aos elementos xeA  que não sejam divisores do 
zero dá-se o nome de elementos regulares, conforme definido anteriormente onde se usou o 
conceito estabelecido no teorema conhecido como “lei restrita do cancelamento da 
multiplicação” [6 ] que estabelece que se a¥x  = a¥y; a, x, yeA ; e “a” é regular então 
x -y *
A-10 Corpo.
Um anel comutativo { A, *, ¥ } com unidade diferente de zero, i. e., e * a, que não 
possui divisores próprios do zero é dito anel de integridade ou domínio integral e se todo
elemento xeA , x ^ a ,  for inversível então o anel é chamado de corpo. Nota-se que num
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corpo as estruturas {A, *  } e { A  -  { a }, v } são grupos abelianos aditivo e 
multiplicativo, respectivamente.
Um corpo genérico será denotado por dF = { F, * , v } e diz-se que o corpo é
ordenado se sobre F estiver definida uma relação de ordem < de tal forma que:
V a, b e F vale uma e somente uma das alternativas: ou a < b  ou a = b o u b > a 
(tricotomia);
V a ,b ,c e  Fse a < b  e b < c  então a < c (transitividade);
V a, b, c e F se a < b então a*c < b*c (preservação na adição);
V a, b, c e  F se  a < b  e a < c  então ave < bvc (preservação na multiplicação 
por um elemento positivo).
Um elemento genérico do corpo, x e á f , será chamado de escalar, sem com isto se 
inferir que este termo tenha o sentido usual que lhe é atribuído.
“Um corpo ordenado oF  = { F, * , V } é um corpo no qual se destacou um
subconjunto P c F ,  chamado o conjunto dos elementos positivos do corpo tal que as 
seguintes condições são satisfeitas:
a adição e a multiplicação de elementos positivos são positivos. Ou seja
V x, y e  P implica em x * y  e P e xVy e P;
V x e F uma e somente uma das três alternativas é válida: o m x g P  ou -x e P 
ou x — Q (zero).
Denotando por -P o conjunto dos elementos -x, onde x e P ,  tem-se F = Pu(-P)u{a}; 
sendo P, (-P) e {a} disjuntos dois-a-dois. O conjunto -Pc: F, é chamado de conjunto dos 
elementos negativos do corpo. Num corpo ordenado x2 = xVx e P. ” [3]
São exemplos importantes de corpo, com as operações usuais de adição “+” e 
multiplicação
M  = { R, + ,. } corpo dos núrneros reais, também chamado de reta real;
<¥=  { C, + ,. } corpo dos números complexos;
A-11 Intervalo.
Em um corpo ordenado pode-se definir a importante noção de intervalo
(subconjuntos de àF  ), como segue, com a, b e e a < b:
(a , b ) = { x | x e , a < x < b } intervalo aberto;
(a , b ]  = { x | x e  áF  , a <x < b } intervalo aberto à esquerda;
[a, b )  = { x | x e  áF  , a < x < b } intervalo aberto à direita;
[ a , b ]  = { x | x e G ^ ~  , a < x < b }  intervalo fechado;
Se a = b o intervalo [a, a], composto de um único elemento, é chamado de intervalo 
degenerado. Os ponto “a” e “b” são chamados de extremos do intervalo.
Para o corpo do números reais destacam-se os seguintes intervalos:
( -  oo, b ] semi-reta esquerda fechada com origem em “b”;
( -  oo, b ) semi-reta esquerda aberta com origem em “b”;
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[ a, oo ) semi-reta direita fechada com origem em “a”;
( a, oo ) semi-reta direita aberta com origem em “a”;
( - oo, oo ) reta real;
Um partição do intervalo [a, b] é um subconjunto finito A c  [a, b] tal que a e A e
b e  A. Se A ^ B são partições de [a ,b ]e  A c B  diz-se que B é uma partição mais fina do
intervalo, ou que B é um refinamento de A. No presente trabalho usar-se-á para a 
distribuição das fontes elementares, partições e refinamentos do intervalo sobre a reta (ou 
superfície) das fontes do modelo.
A-12 Espaços topológicos
Seja um conjunto A. “Uma topologia sobre A é um conjunto de partes de A, ditas 
abertas segundo esta topologia, tais que:
i) A e 0  são partes abertas;
ii) A interseção de duas (e portanto de um número finito não nulo de) partes 
abertas é aberta;
iii) a união de uma coleção não vazia, finita ou não, de partes abertas é aberta.
Um espaço topológico é um conjunto munido de uma topologia, i. e., um conjunto 
sobre o qual está dada uma topologia''’. [19].
Um importante espaço topológico é o conjunto do reais R (ou Rn), para o qual diz- 
se que existe uma topologia natural.
Seja um subconjunto dos números reais X c  R. Um elemento x e X é  chamado de
ponto interior de X se existir um intervalo (a, b), subconjunto de X tal que x e  (a, b). 
“Segundo esta definição todos os elementos de um intervalo aberto são pontos interiores
desse intervalo. O interior de um conjunto, denota-se int(X), é o conjunto de seus pontos 
interiores. Assim, o intervalo (a, b) é o seu próprio interior, i. e., int((a, b)) = (a, b); é 
também o interior do intervalo [a, b]”, int([a, b]) = (a, b). [1 1 ]
Se todos os elementos de um conjunto A c R  são seus pontos interiores, então A é 
dito aberto ou conjunto aberto.
Qualquer conjunto que contenha interiormente um elemento x é dito vizinhança de 
x. Assim por exemplo, seja a e R e s > 0 então o intervalo VE (a) = (a - s, a + s) é uma 
vizinhança de a; chamada de vizinhança simétrica ou vizinhança £ de a.
A-13 Funções analíticas
Seja A e  C um aberto e uma função f : A —> C. Se para z e A  existir o limite
f(z  + h ) - f (z )  . 
h
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diz-se que f  é derivável no ponto z e ao número complexo f ‘(z) dá-se o nome de derivada 
de f  no ponto z. [21, 29] De forma semelhante define-se derivadas de ordens superiores e 
também derivada parcial.
Sendo A j c  A o conjunto de todos os pontos nos quais a derivada de f  existe pode- 
se definir uma função f Ad —» C, chamada derivada de f  cuja imagem é o subconjunto de 
C formado pelas derivadas de f  nos pontos em que a mesma existe.
A função f : A -» C é dita analítica se sua derivada f ‘ existe e é contínua em todos 
os pontos de A [30]. Sendo analítica, f  possui derivadas de todas as ordens.[31]
Se f(z) é analítica num disco de raio r e centro z0 (em verdade uma vizinhança de z0) 
então a mesma pode ser expandida numa série complexa de Taylor, i. e.:
" f  (n)Í7 'í
f(z) = É ---- “ ( z - z „ ) ' (A26)n!
na qual f(n) é a derivada de ordem n de f. A recíproca é verdadeira, i. e., se f  pode ser 
expandida em série de Taylor, então f  é analítica. [30, 31]
A-14 Singularidade, polo.
Um ponto z0 é chamado de singularidade isolada ou ponto singular isolado de f  se:
i) f  for analítica em uma vizinhança de z0 (disco de raio r centrado em Zo), 
excluindo-se o ponto z<,;
ii) f  não for analítica em Zq. A rigor f  não necessita nem ser definida em Zo [30].
Um ponto singular isolado z0 de uma função analítica f  é dito um polo se f(z) -»  oo 
quando z —> z0. Se f  for indeterminada em Zo, i. e., f  não possui limite em Zq nem diverge 
para infinito neste ponto diz que z0 é uma singularidade essencial. [29]
A título de exemplo, seja f(z) analítica e as funções:
g(z) = (A27)
Vê-se que a medida que z se aproxima de Zq , i. e. z —» Zq, a função g(z) aumenta 
indefinidamente. A singularidade em Zo é chamada de polo simples.
h(z) = --------— f(Z) --------- - ; z , * z 2 * - - - * z n (A28)
( z - z , x z - z 2 )---(z -zn )
A função h(z) também aumente indefinidamente cada vez que z —> Z| , i = 1 , n. 
Diz-se que h(z) possui n pólos isolados, a saber z \ , zn.
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]p(z) = — - 2) - (A29)
( z - z 0r
Com p(z) o comportamento é semelhante, dizendo-se que p(z) possui um polo de ordem m 
em z0. [30, 32]
Vê-se que a radiação acústica de uma esfera [33] modelada matematicamente por :
p(r) = — e“ik' (A30)
r
possui um único polo na origem r = 0 , vindo daí o nome monopolo para este tipo de fonte. 
Do mesmo modo derivam os nomes dipolo e multipolo.
Diz-se que uma função f(z) é meromorfa se suas únicas singularidades em todo o 
plano complexo forem pólos e o infinito for uma singularidade essencial. [29]
A-15 Teorema do resíduo.
Seja f(z) analítica em uma vizinhança de z = z0, podendo z0 ser um ponto singular, 
e seja C uma curva simples fechada no interior desta vizinhança e entorno de z = z*,. Então 
a integral
Re s[f (a)] = <£ f  (z)dz (A31)
é chamada de resíduo da junção no ponto z = z<, e independe da escolha do caminho C de 
integração [7], evidentemente desde que o mesmo esteja contido numa região na qual f(z) é 
analítica.
Isto posto pode-se apresentar o teorema do resíduo [7]. “Se f(z) é analítica no 
interior de um contorno fechado C e sobre C exceto em um número finito de singularidades 
isoladas em z = z , , ..., zn, todas situadas no interior de C, então” [7]
c[f(z)dz = 27 ii^R es[f(zk)] (A32)
k=l
A respeito do teorema do resíduo e suas aplicações pode-se consultar [7, 29, 30, 31, 32],
A-16 Funções harmônicas
Toda função que satisfaz à equação de Laplace
õ2f d 2f A /A-Vn■ + • • • h------— — 0 (A33)
ÕX21 õx2,,
é chamada de função harmônica [7, 21].
São exemplos de funções harmônicas [21]:
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i) f : R3 -  {0 }->  R; f(x) = 7^ ;  |x| = 7(x;x) (A34)
x
ii) g : R3 R; g(x, y, z) = 2 x2 -  y2 -  z2 (A35)
iii) h : R2 —» R; h(x, y) = [Acos(ax) + Bsen(ax)]eay (A36)
A-17 Ponto aderente.
Sejam A c  R e (xn) uma seqüência em A. Ao ponto a limite de (xn) dá-se o nome
de ponto aderente de A. Em particular todo ponto interior de A é um ponto aderente de A.
O ponto aderente não necessariamente pertence ao conjunto. O conjunto A de todos os
pontos aderentes de A chama-se fecho de A. Se A = Af diz-se que o conjunto A é fechado.
“Um conjunto F é fechado se, e somente se, seu complementar R -  F é aberto” [3, 1 1 ] Por
exemplo seja X c  Rn. “Um subconjunto AczX diz-se aberto em X se para cada a e A
existe um 5 > 0  tal que os pontos x, pertencentes a X, que cumprem a condição |x — a| < 5
estão em A”. [21] Onde |x - a | é a distância entre x e a, definida adiante. Vê-se que (0, 1] 
é aberto em [0 , 1 ].
Se um conjunto for limitado e fechado diz-se que o mesmo é um conjunto 
compacto.
Seja a função f : X-» Y, o subconjunto S c X  fora do qual f(x) se anula é chamado 
suporte de f; ou em outras palavras o suporte de f  é o fecho de {x e X | f(x) ^  0 }.
Sejam A e B subconjuntos de R com A c  B. Diz-se que A é denso em B quando 
todo ponto de B for aderente a A. “As seguintes afirmações são equivalentes a dizer que A 
é denso em B:
i) Todo ponto de B é limite de uma seqüência de pontos de A;
a) B c  Af;
ia) para todo b e  Be todo e > 0 tem-se (b - s, b + s)nA  ^  0 /
iv) todo intervalo aberto que contenha um ponto de B deve conter também 
algum ponto de A.” [3]
“Dito de outra maneira, A ser denso em B significa que os pontos de B que não pertencem 
a A certamente são pontos de acumulação de A” [1 1 ]
A-18 Pontos de acumulação e isolado.
Diz-se que o ponto a e R é ponto de acumulação de A c  R se qualquer vizinhança 
VE (a) contem algum elemento x e A diferente de a. O conjunto A' de todos os pontos de 
acumulação de A é também chamado de derivado de A. Um ponto d é dito ponto de 
acumulação à direita de A se, dado um e > 0, todo intervalo [d, d + s) possui algum ponto 
de A diferente de d. Da mesma forma e é dito ponto de acumulação à esquerda de A se, 
dado um s > 0, todo intervalo (e - s, e] possui algum ponto de A diferente de “e”.
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Se um ponto b 6  A não for um ponto de acumulação de A diz-se que b é um ponto 
isolado de A. Vê-se que para b ser um ponto isolado de A basta que existir um s > 0 tal que 
VE(b) n  A = {b}. Em particular todo ponto z e Z é  um ponto isolado em Z.
Se todos elementos de um conjunto são pontos isolados diz-se que este conjunto é 
discreto.
Para todo A c R ,  tem-se Af = A u  A’.[3, 11, 20].
Os conceitos acima podem ser estendidos ao Rn [2 1 ],
A-19 Espaços veto riais lineares.
Sejam:
Um conjunto não vazio V;
uma operação binária # em V, de tal sorte que { V, # } seja um grupo abeliano; 
um corpo = { F, * , v };
uma função A : FxV —> V, com as seguintes propriedades válidas para todo 
a , p e V , todo a, b e F com e sendo a unidade de dF  e usando a notação 
a* a  = P com o significado de A (a, a) = P com (a, a ) e FxV: 
aAa e V;
aA(bAa) = (avb) Aa; 
aA(a # P) = aAa # aAP;
(a *  b)Aa = aAa *  bAa; 
eAa = a.
A estrutura W = { V, #, c#, A } é denominada Espaço Vetorial Linear. Diz-se 
também que V constitui (ou é) um espaço vetorial linear sobre G^ ~.
Sem perda de generalidade pode-se chamar de vetor um elemento genérico de V e 
havendo clara distinção entre o vetor (elemento de V) e o escalar (elemento de F) pode-se 
também chamar de: adição (de escalares) à operação *  e representando-a pelo símbolo 
usual de adição; multiplicação (de escalares) à operação v e representá-la pelo símbolo 
usual de multiplicação; adição (de vetores) à operação # denotando-a pelo símbolo usual de 
adição e de multiplicação (de escalar por vetor) à função A usando para esta a notação 
usual de multiplicação. Isto posto, para todo a ,p ,y  e V e todo a, b e F, pode-se dizer 
que um espaço vetorial linear possui as seguintes propriedades:
- a  + p e  V (fechamento);
- (a  + P) + y = a  + (p + y) (associatividade);
3 0  e V tal que 0  + a  = a  + 0  = a  (existência do vetor zero);
- 3 (-a) e V tal que a  + (-a) = (-a) + a  = 0  (existência do aditivo inverso); 
a  + P = p + a  (comutatividade);
aa e V (produto de escalar por vetor);
- a(ba) = (ab)a (associatividade);
- a(a + P) = aa + bp (distributividade da soma (adição) de vetores em relação à 
multiplicação (produto) de escalar por vetor;
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(a + b)a = aa + ba (distributividade da soma de escalares em relação ao produto 
de escalar por vetor;
e a  = a  (e é a unidade de cW ).
Se um subconjunto W c  V é, em relação ao mesmo corpo e operações em um 
espaço vetorial linear W, diz-se que W é um subespaço (vetorial linear) do espaço (vetorial 
linear) W, e será denotado por Wc: ^  . Para provar que W subespaço de "W basta provar que 
para todo a, b e F e para todo a , |3 6  Wcz V tem-se que aa + bp e W, posto que as 
outras propriedades estão provadas pelo fato de ser W subconjunto de V. Em particular o 
conjunto { 0  } constitui um espaço vetorial linear sobre õ F  , chamado de espaço do vetor 
zero (ou nulo). ^  também é subespaço de "W pois V c  V. f  e { 0 } são chamados de 
subespaços triviais de W, e todos os demais são ditos subespaços próprios de Verifica-se 
da definição de espaço vetorial linear que qualquer subespaço tem o vetor nulo como um de 
seus elementos.
Denotando por 0 o zero de áP (i. e., o elemento absorvente a de á f  ), sem se dar 
com isto o sentido usual que se dá ao símbolo “0 ” e a palavra “zero”, vê-se que as 
seguintes proposições são verdadeiras para todo a e  F e  todo a  e V:
- a0  = 0 ;
-  00 =  0 ;
se aa = 0  ou a = 0  ou a  = 0 ;
É também imediato que a(-a) = (-a)a = -( aa).
Doravante ao se afirmar:
- “seja V um espaço vetorial” entenda-se V é o conjunto de vetores do espaço 
vetorial linear ^  em relação ao corpo á?> ;
- “seja A c  W” entenda-se A c  V é um subconjunto do conjunto V de vetores do 
espaço vetorial linear ^  em relação ao corpo ó F ;
“a  e "W” entenda-se o vetor a  pertence ao conjunto V de vetores do espaço 
vetorial linear ^  em relação ao corpo ;
- . “a e entenda-se “a” pertence ao conjunto F de escalares do corpo c#'.
Seja um espaço vetorial linear f  em relação ao corpo á# ; define-se 
Combinação Linear como sendo a soma
£ a iCt, (A37)
i=l
para todo subconjunto { a i } = { a i, a 2, a n }e f ,  n e N, sl\ e áF  .S e  todos os
n n
aj e oP = 'PA forem reais positivos e a soma ^ a ; = 1, então a combinação linear ^ a ^  é
i=l i=l
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chamada de combinação convexa. “Em muitos problemas de matemática aplicada ocorrem 
combinações convexas, nos quais os a i , a n podem ser interpretados como 
probabilidades ou proporções. Por exemplo, se n partículas com massas m j , m n estão 
posicionadas, respectivamente, nos pontos x \ , xn de PA3, o centro de gravidade deste
sistema de partículas é o ponto x g = ^ a ix j , onde a -t = ——'■—. Nesta combinaçãoí>,
í=i
convexa a-, é a proporção da massa total que está localizada no ponto X j . ”  [24]
Note-se que a combinação linear é um vetor P e f , podendo-se escrever
n
p = ^ajCCj ; (3 é dito linearmente dependente em { a-, }. Se (3 = 0 e pelo menos um â-,
í = i
for diferente de zero diz-se que o conjunto { a , } é Linearmente Dependente. Se não for 
linearmente dependente o conjunto é dito Linearmente Independente. Em particular se 
9 e { a i } o conjunto é linearmente dependente, o mesmo ocorrendo se o conjunto possuir 
dois vetores proporcionais.
Ao conjunto < A > formado por todas as combinações lineares de A dá-se o nome
de Conjunto Gerado por A. Em particular < < A > >  = < A > . Pela própria definição vê-se 
que conjunto gerado por um conjunto satisfaz todas as propriedades de espaço vetorial
linear. Diz-se também que < A > é o espaço (vetorial linear) gerado por A.
Por convenção o conjunto vazio 0  é linearmente independente e gera o espaço do 
vetor zero, { 0 }. [5]
Se um elemento oci< e { ai }, i e J n for linearmente dependente em { ai }, 
i. e. for uma combinação linear dos outros ( n -  1 ) elementos de { a , }, vê-se então que 
se ak for retirado de { ai } o espaço < { ai } -  { a ^ } > = < { a j } >, ou seja o espaço gerado 
por um conjunto não se altera quando deste se retira um vetor que lhe seja linearmente 
dependente. Se este procedimento for repetido tantas vezes quantos forem os elementos 
linearmente dependentes em { a* } ao final ter-se-á um conjunto linearmente independente, 
que continuará gerando o mesmo espaço < { aj }>.
E imediato, também, que se a^ for linearmente dependente em { a i } e cada um 
dos aj for linearmente dependente em { (5-,} então ak será linearmente dependente em
{ Pi }■
Um conjunto ordenado e linearmente independente A é dito uma base de W, se e 
somente se A gera W, i. e., ^  = < A >. Se A for finito com n elementos diz-se que "W tem 
dimensão n, denota-se d im (f) -  n, e se A for infinito o espaço ^  é de dimensão infinita. 
Em particular o espaço do vetor zero { 0 } tem dimensão zero, dim({ 0 }) = 0.
Se ^  tem dimensão n então cada subconjunto linearmente independente de f  
conterá no máximo n elementos (Teorema de substituição de Steinitz [5]), o que é 
equivalente a dizer que qualquer subconjunto de ^  com mais de n elementos é 
linearmente dependente ou que qualquer subespaço f  c f  tem dimensão fin itam < n e se 
m = n então W = ¥• Vê-se ainda que qualquer subconjunto ordenado de W, linearmente 
independente e com n elementos pode ser uma base de "W. A menos que especificado em
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contrário considerar-se-á o espaço ^  definido em relação ao corpo <3# e de dimensão finita 
n.
Se A = { a i, 0C2, 0 .3, ocn } for uma base de então qualquer vetor P e f ,  pode 
ser representado de forma unívoca como uma combinação linear dos vetores de A.
P = ajoci + a2a 2 + a30t3 + ... + ana n a, e c F , i = 1, 2, n (A38)
Vê-se então que ao vetor p e f  corresponde um único (ai, a2, a3 , a n) e 
sendo a recíproca também verdadeira, o que mostra a existência de um isomorfismo entre 
W e áF n que preserva a adição de vetores e a multiplicação de escalar por vetor. Note-se 
que esta representação n-upla é dependente da base adotada para "W.
O vetor é invariante em relação a base adotada. Isto permite, por exemplo que se 
mude de base no decurso da análise de um fenômeno físico, como no modelo de radiação 
do presente trabalho em que se usa nas simulações de radiação de um pistão um sistema de 
coordenadas polares ou esféricas sendo os cálculos do modelo numérico são feitos com 
coordenadas cartesianas .
E trivial verificar-se que cF" é um espaço vetorial linear em relação a cW . “Isto 
implica que poderíamos nos limitar ao estudo do espaço na forma d ^ 11. Entretanto é muito 
mais simples não fazer tal restrição, uma vez que as propriedades mais importantes de 
espaços vetoriais não dependem da notação usada para denotar os vetores, tornando-se 
importante o estabelecimento dessas propriedades usando somente os axiomas de 
definição de espaço vetorial.'''’ [5]
O conjunto de vetores B = {(1 , 0 , 0 ,..., 0 ), (0 , 1 , 0 ,..., 0 ),..., (0 , 0 , 0 ,..., 1 )} é 
linearmente independente e constitui uma base, dita base canônica, para VA" . Doravante 
usar-se-á para ?An sempre a base canônica.
Sejam f , W e 1f  subespaços de W- A interseção de subespaços (dois ou mais), 
definida de modo análogo à interseção de conjuntos, é um subespaço de "W. A união dos 
subespaços ® e W é o  conjunto ® + W, chamado soma de U e W, definido por:
|  + f  = { x | x  = u + w , V u 6 Í , V w e f  } (A39)
Se o único elemento da interseção de ® e W for o vetor nulo, i. e. DJ n  ^  { 0 }, a união 
de destes subespaços é chamada de soma direta de P  e denotada por HJ ® W- A soma e a 
soma direta são subespaços de ^  e se Y = U © W então todo elemento y e 1 ? se escreve 
univocamente como y = u + w, onde u e ®  e w e f ,  [13]
A dimensão da soma ou da soma direta é dada por [5]:
dimflOJ + W) ou dimflDJ © W) = dimflül) + dim(W) -  dimfll n  W) (A40)
Se é subespaço de W então existe pelo menos um ^ 2, também subespaço W, de 
tal que ^  = ^ 1  © ^ 2- Os subespaços f i  e são ditos complementares ou que f 2 é o 




Sejam 1  e f  espaços vetoriais lineares em relação a d/' e uma função f : 0  —>• ^  
de tal forma que para todos a , (5 e |  e a , b e  se tenha:
f(aa + bp) = af(a) + bf(p) (A41)
Diz-se que a função f  é um homomorfismo em relação a pois preserva a estrutura do 
espaço, e dá-se à mesma o nome de Transformação Linear. Em particular f(0) = 0, 
devendo-se observar que, apesar do uso do mesmo símbolo 0  para o vetor nulo, no 
primeiro membro o argumento de f  0 e f  e no segundo membro 0 e l  e não são 
necessariamente iguais. De resto todas as definições e propriedades estabelecidas as 
funções valem para as transformações lineares. O conjunto de todas as transformações 
lineares entre 1  e f  é um espaço vetorial linear 3F em relação a á f  [5, 13], chamado 
espaço dos homomorfismos entre ® e W, que será denotado mU, ^ ) . Se f : U —» U 
denotar-se-á o espaço dos homomorfismos em ® por 1L(®)-
A-21 Representação matricial de transformações lineares
Sejam uma transformação linear f : TÜJ —» o conjunto U = {ui, U2, U3 , ..., un} 
uma base de U e o conjunto V = {vi, V2 , V3 , ..., vm} uma base de
Qualquer vetor de ^  pode ser expresso, de forma unívoca, como uma combinação 
linear dos vetores de V, em particular para cada Uj e U pode-se escrever:
m
aij € gT  (A42)
i=l
As m-uplas (atj, a2j, a3j , ..., amj) são as coordenadas dos vetores f(uj) em relação à base V.
O conjunto de vetores {f(ui), f(u2), f(u3),...,f(un)}c'if  não é necessariamente uma 
base para a imagem de f, porém gera esta imagem, o que significa que a transformação 
linear f  fica completamente determinada conhecendo-se os n vezes m escalares ay , além é
claro das bases U de U e V de "W, posto que a representação m-upla é dependente da base.
O conjunto {ay} i = 1 , 2 , 3,..., m; j = 1 , 2 , 3,..., n define uma matriz Am,n de m por 
n elementos
que é chamada de matriz representativa da transformação linear f  em relação às bases U e 
V. Note-se que a j-ésima coluna de Am,n é composta pelas coordenadas da imagem do 
j-ésimo vetor da base U em relação à base V. O número de linhas é igual à dimensão de ^  e 
o número de colunas igual à dimensão de H3J. Vê-se, então, que uma matriz Am,n é 
representativa de uma transformação linear de um espaço de dimensão n em outro de 
dimensão m. Se n = m a matriz é dita quadrada de ordem n.
Chamar-se-á de real uma matriz cujos elementos são todos números reais e de 
complexa se os elementos forem complexos.
Uma matriz quadrada de ordem n, A={ay} é dita simétrica se ay = ajj e 
anti-simétrica se ay = -ajj. Note-se que para matriz anti-simétrica a\\ = 0, i. e., a diagonal 
principal é nula. Se ay = 0 para i * j diz-se que a matriz é diagonal. A matriz identidade é 
uma matriz diagonal na qual os elementos da diagonal principal são todos iguais a l e  será 
denotada In ou I. Uma matriz diagonal D = {dy} será, também, representada por 
D = {di, d2, ..., dn} onde dj = dü com i = 1, 2,..., n.
O conjunto das matrizes representativas de todas as transformações lineares de DJ 
em "W constitui um espaço vetorial linear que será denotado por jM(m, n).
Dada uma matriz A = {a y }é  M(m, n) chama-se de transposta de A à matriz 
AT= {a’jj} e M(n, m) para a qual a’ji = ay com i = 1,2,..., m e j = 1,2,..., n. A matriz 
A = {a ji} e M(n, m) para a qual a ji = ã ;j (a barra sobreposta indica conjugado 
complexo) chama-se transposta conjugada (complexa) de A.
Dada uma matriz A, quadrada de ordem n, dá-se o nome de inversa de A à matriz 
A"1, também quadrada de mesma ordem (se existir será única), que satisfaz 
AA' 1 = A"1 A = In. A possui inversa se e somente se for representativa de um isomorfismo 
o que significa que o posto de A é igual a n (diz-se também que A é de posto completo) e 
que o determinante de A é diferente de zero [5, 13].
Uma matriz B e M(m, n) é equivalente a uma matriz A e M(m, n) se existirem 
matrizes não singulares Q e M(n, n) e P e  M(m, m) tal que B = QAP. As matrizes A e B 
serão equivalentes se e somente se tiverem o mesmo posto. [5].
Sejam A, B, e P matrizes quadradas de ordem n. Diz-se que A e B são similares se 
existir P, não singular, tal que: B = P ' 1 AP, sendo P ' 1 a inversa de P. Vê-se que a 
similaridade é um caso particular de equivalência. Matrizes similares representam a mesma 
transformação linear em diferentes bases. [5, 25]
Chama-se de unitária à matriz complexa quadrada U se U* = U’ 1 e de ortogonal à 
matriz real quadrada B se BT= B  '.
Dada uma matriz A={ay}, quadrada de ordem n, pode-se associar para cada 
elemento ay e A uma sub-matriz Ay, quadrada de ordem (n-1), obtida suprimindo-se a 
i-ésima linha e a j-ésima coluna de A; chama-se de cofator do elemento ay e A ao número 
Cij = (-l)l+Jdet(Ajj), onde det(«) é o determinante de (®). Note-se que a cada elemento 
ay e A corresponde um cofator Cy, de modo que pode-se formar a matriz C = {Cy}, 
quadrada de ordem n, cujos valores são os cofatores associados aos elementos ay e A. A 
matriz CT, transposta de C, que será denotada por adj(A) é chamada de matriz adjunta de A
[26]; adjunta clássica de A [13] ou [5] propõe o termo adjuncto da matriz A.
A transformação linear f : W  -» W é chamada de operador linear. Groesch [15] 
chama de operador linear o que Alves [5] e Lima [13] definem, e que foi aqui adotada,
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linear ou forma linear em O conjunto de todos os funcionais lineares de "W em d F  é 
um espaço vetorial linear, dito espaço dual de 'W. [5]
O espaço de todos os operadores lineares f : W —» W será denotado IL(W) ao invés 
de IL(f, ¥ ).
Para uma matriz A quadrada de ordem n, representativa de um operador linear, a 
matriz A - XI, com X e cW e l a  matriz identidade, é chamada de matriz característica de 
A:
como transformação linear. A transformação linear f : ^  é chamada de funcional
aln 
a2 n
A - X I  = 6131 a 32 a 33 - A a 3J a 3n
a jn
a n - X a 12 a 13 . . .  &!j
to a 2 2 - X a 23 . . .  a 2 j
a a 33 -  X ... a3j
a i l a j2 a j3 . . .  a j j _
a n l a n  2 a n 3 ••• a n j a n n ~  A
Vê-se que o determinante de A - ÀJ, denotar-se-á det(A - XI), é um polinómio p(A.), 
cujos zeros tornam singular a matriz (operador linear) característica de A. O polinómio 
p(À,) é chamado de polinómio caraterístico da matriz (operador) A.
Uma matriz A, quadrada de ordem n, é dita diagonalizável se existir se existir uma 
matriz diagonal D similar a A.
A menos que especificado em contrário considerar-se-á doravante os espaços i e f  
definidos em relação ao mesmo corpo eF, ambos finitos com dim (^) = n e dimflÜJ) = m.
A-22 Transformação singular.
Diz-se que uma transformação linear f : 0  —» ^  é singular se e somente se existir 
um a  * 0 e 1  tal que f(a) = 0. Se uma transformação linear não é singular ela é chamada 
de não singular.
A imagem de f : U -> denotada
Im(f) = { P e ¥  | p = f(a), Va e HH } (A43)
é subespaço de W-
O conjunto N(f) = { a  e  f  | f(a) = 0 } (A44)
é chamado de núcleo da transformação f : U —» 'W e é um subespaço de H. Se f  for um 
monomorfismo (ou isomorfismo) tem-se N(f) = {0 }. [5]
A dimensão da imagem de f, dim(Im(f)) é chamada de posto (rank) da 
transformação e a dimensão do núcleo, dim(N(f)) é chamada de nulidade de f. Se f  for um
144
isomorfismo, então | e f  tem a mesma dimensão n, que é igual ao posto de f, sendo zero a 
nulidade de f.
A-23 Forma n-linear.
Sejam W e I  espaços vetoriais em relação a PA e uma função b : WxS —> 3? que 
seja linear em w e f  e também linear em s 6  | ,  ou seja Vae M, Vw, w’eW  e 
V s, s’e l  tem-se:
b(w + w \ s) = b(w, s) + b(w’, s); 
b(w, s + s’) = b(w, s) + b(w, s’); 
b(aw, s) = ab(w, s) e 
b(w, as) = ab(w, s).
Então a função b é chamada de forma bilinear. Se W -  i  e b(w, s) = b(s, w) diz-se que a 
forma bilinear é simétrica e se b(w, s) = -b(s, w) a forma bilinear é chamada de anti- 
simétrica.
Sejam uma forma bilinear b : W*W —»3$ e um funcional linear q : W -> 51?, 
então q é dito uma forma quadrática se e somente se:
q(w) = b(w, w), V w e W (A45)
A função f : W" —> PA, sendo W" = WxW*Wx—xW, é chamada de forma n-linear 
sobre W se f  for linear em cada uma das variáveis de W \  i-6 - V w eW  e V a e  1  tem-se:
f(Wi, W2 ..., Wj + Wj, Wn) = f(Wi, W2, ..., Wj, ..., Wn) + f(W], W2, Wj, Wn)
f(w,, w2, ..., aw„ ..., wn) = af(wi, w2, w „  ..., wn)
Vê-se que se um dos vetores de (wi, w2, ..., wn) for o vetor nulo ter-se-á 
f(wi, w2, ..., wn) = 0 , pois
f(wi, W2, ..., 0, ..., Wn) = f(Wi, W2, ..., 00, ..., Wn) = 0f(Wi, W2, 0, Wn) = 0.
Diz-se uma forma n-linear é alternada se e somente a mesma for anti-simétrica, i. e.:
f(Wi, W2, ..., Wj, ..., Wj, ..., wn) = -f(W], W2, ..., Wj, ..., Wi, wn) (A46)
Se f : W" —>• for uma forma n-linear alternada, se o conjunto de vetores 
{ wj, w2, ..., wn }c  Wn for linearmente dependente então f(wi, w2 , w n) = 0. Dito de 
outra forma se existir uma forma n-linear alternada g : W" 3? de tal forma que 
g(w,, w2, ..., wn) ^ 0 , então o conjunto {wi, w2, ..., wn} é linearmente independente.[13]
As formas n-lineares alternadas são usadas na definição da função determinante.
O conjunto de todas as formas n-lineares sobre W, i. e., f : -> 3%, constitui um 
espaço vetorial em relação a ?A. Em particular todo funcional linear f : W -> ^  é uma 
forma 1 -linear alternada [13].
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Seja W um espaço vetorial linear em relação a W. A função f : W2 ^  é dita 
forma hermitiana se V w, w’, w”e f  e V a’, a” e Aforem válidas:
f(w, w ') = f(w ',w ) e f  (w, a’w’ + a”w”) = a’f(w, w’) + a”f(w, w”) (A47)
nas quais a barra sobreposta indica complexo conjugado.
De um modo geral para se caracterizar perfeitamente uma função f : F —> G é
necessário que se conheça o valor de f(x) e G para cada ponto x e F (seu domínio). Para
uma transformação linear T : © —>■ "W, com A = {ai, a 2, a n } sendo um base de {DJ, basta
conhecer a imagem de A sob a ação T, i. e., o conjunto B = { T(ai), T(a2) , T ( a n) }cz^l, 
devendo-se isto ao fato de que as transformações lineares preservam a estrutura de espaço
vetorial linear, ficando evidente também que Im(T) = < B >, porém B não é 
necessariamente uma base para Im(T); podendo vir a ser se dele for eliminado cada vetor 
que seja linearmente dos demais.
Sejam os espaços vetoriais lineares 0  e "W; um subconjunto de 0  linearmente 
independente A = {ai, a 2, ..., a r } e um subconjunto qualquer B = { Pi, p2, p r }e W- 
Existe transformação linear T : U —> "W tal que B = { T(cti), T(a2) , T ( a r) }, i. e., cada Pi 
é a imagem de ai sob a ação de T. [5, 13]. Este teorema garante a existência das 
transformações lineares. Evidentemente qualquer vetor a  e fí que seja linearmente 
dependente em A terá sua imagem T(a) em < B >. Isto é de fundamental importância no 
contexto do presente trabalho na medida em que se tem o holograma acústico em tomo da 
fonte, e se procura justamente a transformação T, ou ainda uma extensão de T. Permite, 
por exemplo que sabendo-se que a fonte é axi-simétrica, o holograma possa ser medido 
apenas numa semicircunferência em torno da fonte, como se fez para modelar a radiação de 
alto-falantes, pistões rígidos e membranas; de resto outras condições de simetria ou anti- 
simetria podem ser usadas para simplificar o modelo.
A-24 Métrica, norma, produto interno.
Uma forma bilinear d : W2 3? é chamada de métrica em W se e somente se
V w, w’, w”e f :
d(w, w) = 0 ;
S e w ^ w ’ então d(w, w’) > 0;
d(w, w’) = d(w’, w)
d(w, w’) < d(w, w”) + d(w”, w’)
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d(w, w’)e Wt é chamado de distância entre w e w’. W, com uma métrica definida sobre 
ele, é dito espaço métrico. Em verdade qualquer espaço W pode vir a ser um espaço 
métrico, bastando definir sobre ele a métrica “zero-um” da seguinte forma d : W2—> '3% , 
com d(w, w) = 0  e d(w, w’) = 1 se w ^ w ’. “O espaço métrico que se obtém desta 
maneira é, naturalmente, bastante trivial, embora seja útil para contra-exemplos,'>. [14]
Doravante serão considerados espaços vetoriais definidos apenas em relação ao 
corpo real 9? ou complexo Sf, que continuarão sendo indistintamente denotados por áW. 
Note-se que ?Â2 com a multiplicação de z = (x, y) e w = (u, v) definida por
zw = (xu -  yv, xv + yu) (A48)
constitui o corpo dos números complexos. [2 1 ]
Sejam x = (xi;..., xn) e y = (yi,..., yn) vetores em M", a métrica d(x, y) definida
como:
d(x,y) = -y/(x,. - y , ) 2 + ... + (xn - y , , ) 2 = ( j r ( Xj - yj )




é chamada de distância Euclidiana entre os vetores x e y.
Seja W um espaço vetorial linear em relação a áF. Para todo w, w \ w” e W e todo 
a, b g define-se norma e produto interno por: [5, 13, 15]
Norma é um funcional linear ||x||:W —> ^  tal que:
> 0 ;
||w|| = 0  <=> w = 0 ;
||aw|| = |a|||w|| e 
||w + w’|| < ||w|| + ||w’||
Se o funcional linear ||x||:W —» , satisfaz todas as propriedades acima menos 
||w|| = 0  <=> w = 0 , então ||x|| é chamado de semi-norma.
Duas normas p e q sobre um mesmo espaço W são equivalentes se ambas 
determinam em W a mesma topologia. Diz-se que a norma p domina a norma q se e 
somente se q < ap para qualquer a > 0 . [9]
Produto interno é uma transformação linear (x ; y ) : W2 -» tal que:
(w;w ') = (w ;w ');
(aw + bw’ ; w”) = a(w ; w”) + b(w’ ; w”);
(w ; w) > 0  e
(w ; w) = 0  <=> w = 0
Note-se que a raiz quadrada positiva do produto interno de dois vetores iguais 
define uma norma em W, chamada norma definida pelo produto interno, i. e. ^/(w; w) é
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uma norma em W, que salvo referência em contrário será, doravante, chamada 
simplesmente de norma.
Se ||w|| = l , o  vetor w é dito vetor unitário. Vê-se que para qualquer vetor w’eW  
existe pelo menos um vetor unitário w tal que w’ = w||w’||, bastando por exemplo tomar
Se (w ; w’) = 0, os vetores w e w ’ são ditos ortogonais (ou perpendiculares), o 
que usualmente se denota por w ± w ’. Se todos os vetores de um conjunto A são 
dois-a-dois ortogonais, diz-se que A é um conjunto ortogonal.
Todo conjunto ortogonal de vetores não nulos é linearmente independente [5, 13] e 
se, também, todos os seus vetores forem unitários o conjunto é denominado conjunto 
ortonormal. Uma base constituída por um conjunto ortonormal é chamada de base 
ortonormal.
Todo espaço vetorial linear com produto interno possui uma base ortonormal 
[5, 13]. E possível a partir de uma base qualquer construir-se uma base ortonormal, sendo 
geralmente empregado nesta construção um algoritmo conhecido como processo de 
ortonormalização de Gram-Schmidt que encontra-se detalhado em [5] e [13].
dá-se o nome de projeção ortogonal do vetor w sobre o eixo que contem o vetor w \ Vê- 
se que se w’ for unitário w"= (w ';w )w ' . O vetor w" é o vetor do eixo ao qual pertence 
w' mais próximo de w.
Sejam ^  c  ® subespaço de um espaço vetorial linear com produto interno; 
{ a i , ..., a n} uma base ortogonal de e b e j|j); ao vetor b1  definido por:
dá-se o nome de projeção ortogonal de b sobre que será denotada por b 1  = PAb e é o 
vetor de ^  e  1  mais próximo de b e J|. [5, 13]
O espaço W é dito espaço normado se sobre ele estiver definida uma norma e 
espaço produto interno ou espaço pré-Hilbert se sobre ele estiver definido um produto 
interno.
Seja ^  um espaço pré-Hilbert e A c  ^  um conjunto não vazio; chama-se de 
complemento ortogonal de A ao conjunto A1  composto por todos os vetores de v e f  que 
são ortogonais a todos vetores a e A. Em notação sintética v e  Ai o ( v ; a )  = 0 V a e A .  
O complemento ortogonal é um subespaço de ^  e é igual ao complemento ortogonal do 
subespaço gerado por A, i. e. A1  = <A>X. Também para todo subespaço f i c f  tem-se a 
decomposição em soma direta 'W = Wi © WiX • [13]




O critério de convergência de Cauchy pode ser redefinido usando o conceito de 
norma da seguinte forma. “ Uma seqüência ( xn) em um espaço normado é dita seqüência 
de Cauchy se dado um e> 0 existe um inteiro positivo NE tal que n, m >  NE implica em 
||xn -x m|| < s.” [15]
Um espaço vetorial linear normado D é dito completo se toda seqüência de Cauchy 
em H converge para algum ponto de H). E chamado também de espaço de Banach.
Um espaço produto interno ES é chamado espaço de Hilbert se for completo em 
relação a norma definida por este produto interno. Em particular o espaço dual IHT, de um 
espaço de Hilbert Hü é um espaço de Hilbert. [15]
São exemplos de normas comumente usadas [18]:
i) Sejam l <p <o o ,  i. e. p e  '?Akj{ co} e z = (zi, Z2, z i ) e W n, então a 
definição seguinte é uma norma:
com z ||m = sup zj 1 < j < nZN
VH
Para p = 2 a norma ||z|| é chamada de norma euclidiana;
(A52)
ii) Seja ^-p(z) o espaço das seqüências complexas (xn)nez limitadas, i. e.
2 > . l <  + c o (A53)
a norma nx|| = Ê lxn| é chamada de norma / p. (A54)
iii) Seja L([a, b]) o espaço das funções contínuas em [a, b]. A norma
íifwr , p e [ l , c o )  com ||f||M =sup|f(x)|e[ab] (A55)
é chamada de norma Lp, com p e  [1 , co), sendo V o também chamada de 
norma do supremo.
Em particular ?Àn e "rFn, com a norma ||«| |2 definida pelo produto interno usual, são 
espaços de Hilbert. [15, 18]. O conjunto, L2([a , b]), de todos as funções definidas em [a, b] 
com a norma L2 é chamado de espaço das funções de quadrado integrável à Lebesgue. [34] 
Sobre integral de Lebesgue ver Apostol [30].
O símbolo ||»|| será usado doravante como sendo a norma ||*||2.
A-25 Norma matricial.
Como as matrizes são vetores do espaço lá!(m, n) a definição de norma vista para 
vetores aplica-se às mesmas; sendo comum o uso de duas normas em particular. A primeira 
chamada norma de Frobenius, que é equivalente à norma Euclidiana em VÂnm, definida para 
a matriz A como:
149
m n ?
Z S K I '  <A 5 6>
V i=l H
a segunda, chamada de norma matricial induzida por uma norma vetorial definida como 
abaixo, para a matriz A sendo os vetores z pertencentes ao domínio de A.
i
\  1/2
SeJa IML = Z Np VH )
uma norma vetorial definida no domínio e na imagem de A,
então a norma (matricial) de A induzida por ||z|| será [25]
II A z | L
IIAli =  sup--------=  sup Ha z II
1 "P z / q O z |l 1*1=1" "P
11 nP 11 llp (A57)
de particular interesse é p = 2, condição em que ||z||p = ||z||2 reduz-se à norma Euclidiana de 
z, sendo ||A||2 também chamada de norma dois (da matriz A) e está relacionada à 
propagação de erros das soluções de quadrados mínimos. [27]
A-26 Transformação adjunta.
Sejam IHIi e JHfe espaços de Hilbert [15] ou finitos com produto interno [5, 13], com 
os respectivos produtos internos ( ;  )i e ( ;  )2 , e uma transformação linear T e ÍLGHIi, ÍHb). 
Chama-se (transformação linear) adjunta de T à transformação linear T * e LOHb» Hi) que, 
para todo a e ÍHIi e todo b e H2, satisfaz:
(Ta ; b) 2 = (a ; T*b)i, VaeJHI, e (A58)
A transformação adjunta é única e valem as seguintes propriedades [13, 15]
i) (ST)* = T*S*
ii) (T*)* = T
iii) (T + S)* = T * + S*
iv) (aT)* = õcT* , V
V) l|T ll =  ||T||
vi) ||T*T|| =  ||TT*|| = l|T||
vii) N(T *) = Im(T) 1
viii) Im(T*) = N(T)1
ix) N(T) = Im(T *)■*■
X) Im(T) = N(T *)x
xi) dim(T *) = dim(T)
Se T for a matriz representativa da transformação linear T e ÍLdsUi, IHÍ2) em relação à 
bases ortonormais de JKÍi e SC2 então a representação matricial da adjunta T * de T será em 
relação as mesmas bases a matriz T , que é a transposta conjugada de T. [5]
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“Não confunda transformação adjunta definida acima com o adjunto de uma 
matriz. Talvez seria oportuno chamar o adjunto de uma matriz B de adjuncto da matriz B e 
reservar a palavra adjunta para a transformação somente” [5]
Se Ui = Ü2 = EU e T = T , o operador linear T e ÍL(ÍHI) é dito auto-adjunto, cuja 
matriz representativa em relação a uma base ortonormal é simétrica. [13]
“Para todo operador auto-adjunto A : ü  —» H, num espaço finito munido de 
produto interno, existe uma base ortonormal {ui, U2, u n}c  ü  formada por autovetores 
de A.” [13] Sendo a matriz A representativa de A, nesta base, uma matriz diagonal. Tal fato 
é conhecido como Teorema Espectral. Em particular a projeção ortogonal é um operador 
auto-adjunto. [13]
A-27 Valores singulares
Seja A : 0  —» "W uma transformação linear de posto r entre espaços finitos com 
produto interno. Existem bases ortonormais {ui,U2 , un} c  UJ e {vi,V2, ..., v „ } c |  tais 
que: Auj = ajVj e A v* = ctiu, , sendo ctí > 0 para i = 1,2,..., r e ct* = 0 para i > r + 1. 
Aos números positivos cri, 02,..., a r dá-se o nome de valores singulares da transformação 
linear A : © —» ^  de posto r. Este é o Teorema dos Valores Singulares. As bases 
{ui, U2, ..., un}c= K3J e {vi,v2 , ..., vn}c  ^  são respectivamente bases ortonormais de 
autovetores para os operadores A* A : U —> HjJ e AA*: W -> ¥ ;  o conjunto {ui, U2, u r} 
é uma base ortonormal para Im(A ); do mesmo modo {vi, V2, vr} é base ortonormal 
para Im(A) e os conjuntos {ur+i,...,u „ )cN (A ) e {vr+ 1 ,..., vm} e  N(A ) também são 
bases. [13, 5]
Alternativamente os valores singulares podem ser definidos como sendo a raiz 
quadrada positiva dos r autovalores não nulos de A A, que são iguais aos r autovalores não 
nulos de AA , ou seja A e A possuem os mesmos valores singulares. [25] :
Em forma matricial o Teorema dos Valores Singulares pode ser escrito como segue. 
Para toda a matriz, real ou complexa, A e M(m, n), de posto r, existem matrizes unitárias 
U e M(m, m) e V e Bí2(n, n) e r escalares {di, d2, ...,dr} satisfazendo |dj| = cjj para i = 1,..., r 
sendo ai > 0 2  > ... > a r > 0 os valores singulares de A, tal que:
A = UDV D =
/  \  
Dr 0 
0  0
ou D = U AV (59)
onde D e jMI(m, n); Dr = {dj, d2, ..., dr} é uma matriz diagonal. 0 indica que todos os 
demais valores de D são nulos. Este é o Teorema de Decomposição a Valores Singulares, 
usualmente denotado por SVD (Singular Value Decomposition). Ver [13,27] para 0  caso 
de matrizes reais e [25, 28] para o caso complexo.
“A decomposição a valores singulares, SVD é uma ferramenta poderosa para 
resolver o problema de quadrados mínimos lineares. A principal razão para isto é que as 
matrizes ortogonais que transformam a matriz A na forma diagonal não alteram a norma
£2 dos vetores”. [27]
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A norma dois de A é igual ao maior dos valores singulares A, i. e. ||A||2 = cti. 
[13,25,27]
A-28 Inversa generalizada.
Para toda matriz Ae M(m, n) real ou complexa existe uma única matriz X e H2(n, m) 
que satisfaz as seguintes equações: [25, 27,28]
i) AXA = A
ii) XAX = X
iii) (AX)* = AX
iv) (XA)* = XA
Se A for não singular vê-se que X será a inversa A' 1 de A; todavia partindo-se do 
pressuposto que, em geral, A não é quadrada e se o for não será necessariamente não 
singular não se pode dizer que A possua inversa e daí deriva a denominação de Inversa 
Generalizada para X; também denominada pseudo-inversa. A inversa generalizada X de A 
será denotada por A+.
A inversa generalizada A+ de A, usando-se as definições do teorema de 
decomposição a valores singulares acima, pode ser dada por: [25, 27]
A+ = VD+U * com D+=
x - 1  x Dr 0
xO 0 /
(A60)
A norma dois de A+ é igual ao inverso do menor valor singular de A, [27]
||A+ ||2 = —  , ai > <J2 > ... > a r > 0 são os valores singulares de A
Define-se numero de condição da matriz A, denotado K(A), como o produto das 
normas dois de A e A+. [27]
K(A) = l|A||21| A+||2 = —  (A61)
Nashed [28] chama a esta definição de pseudo-número de condição de A, reservando o 
nome “número de condição” para matrizes não singulares. Ben-Israel [25] define número 
de condição apenas para matrizes não singulares como o produto da norma dois da matriz 
pela norma dois de sua inversa. Em todo o caso o número de condição está ligado à 
sensibilidade, vale dizer ao erro das soluções, i. e., o quanto um erro nos dados entrada (ou 
na matriz) é amplificado pela sua inversa generalizada. [25,27,28]
A definição da inversa generalizada em termos dé transformações lineares é 
semelhante à apresentada em termos matriciais, como se vê:
Sejam Ui e H2 espaços de Hilbert [15] ou finitos com produto interno [13] e uma 
transformação linear T e ILOKÍi, HL). Existe uma única transformação linear T + e Hílnk Ui), 
chamada inversa generalizada de T, tal que:
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i) TT + = (TT +)*
ii) T +T = (T +T)*
iii) TT+T = T
iv) T +T T + = T +
Nas definições acima, tanto em forma matricial como de transformação linear, as 
equações são chamadas de equações de Penrose e a inversa generalizada é chamada de 
inversa de Moore-Penrose [25,28] ou de pseudo-inversa [13], enquanto [15] chama de 
inversa generalizada segundo a definição de Penrose e apresenta também as três outras 
definições abaixo, sendo a primeira a) denominada definição de Desoer-Whalen; a segunda 
b) de Moore e a terceira c) variacional:
a) T + é a única transformação linear satisfazendo:
i) T +Tx = x para x e N(T) 1
ii) T +y = 0 para y e Im(T) 1
b) T + é a única transformação linear que satisfaz:
i) TT  + = P|m(T)
ii) T +T = Pim(T*)
nas quais Pim(T) é a projeção ortogonal sobre a imagem de T e 
Pim(T*) é projeção ortogonal sobre a imagem de T .
c) “iSeja T e jL,®, IHfe) com Im(T) fechada. A transformação linear 
T +: ÍHÍ2 —> Bi definida por T +b = u, onde u é a solução de quadrados 
mínimos (definida abaixo) com menor norma para a equação Tx = b 
é chamada de inversa generalizada de T
A definição variacional é dada por Lima [13] na seguinte forma: “Seja A :H —» ÍF 
uma transformação linear entre espaços vetoriais de dimensão finita, munidos de 
produto interno. A pseudo-inversa de A é a correspondência A+ : ]f —» jf que 
associa a cada y e ]f o vetor A+y = x e j | de menor norma entre todos os vetores 
x e H que tornam mínima a distância |y -  Ax|”
As definições de Penrose, Desoer-Whalen, Moore e variacional são equivalentes.
[ 1 5 ] .
As referências [13, 15] definem a inversa generalizada em termos de transformações 
lineares dando pouca ênfase à representação matricial; [15] usa matrizes reais não 
ressaltando a definição em termos de transformações lineares; [25, 28] são as referências 
mais completas, usando matrizes e transformações lineares para os casos real e complexo. 
Cumpre também destacar a interpretação geométrica, extremamente didática, em [13].
A-29 Conjunto Convexo.
Sejam uma espaço vetorial linear normado H e um subconjunto A c  ü. Diz-se que 
A é um conjunto convexo se para todo a , p e A e todo a e [0 ,1] o vetor y = aa  + (1 -  a)(3 
pertencer ao conjunto A, o que é equivalente a dizer que se a , p e A então o segmento de 
reta que liga a  e P está contido em A. Se toda a reta que passa por a  e p estiver contida
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em A (i. e. a e VÂ , não mais ficando limitado ao intervalo [0, 1]), diz-se que A é uma 
variedade linear ou variedade afim. [21,24] Vê-se pois que toda variedade linear é 
convexa. O conjunto vazio é uma variedade linear. [13].
“Um subconjunto de M n é convexo se e somente se contêm todas as combinações 
convexas de seus elementos.” [24] Em particular '?Ãn é convexo.
A Figura A l2 ilustra a convexidade de conjuntos, na qual se vê que A é convexo 
pois quaisquer dois pontos de A podem ser ligados por um segmento de reta inteiramente 
em A, B não é convexo pois b |,b 2 e B mas o segmento de reta que os liga não está 
inteiramente em B.
Figura A12 -  Convexidade de conjuntos
Os conjuntos convexos desempenham importante papel na teoria de otimização de 
melhor aproximação. [15,24] pois “um subconjunto convexo fechado de um espaço de 
Hilbert contêm um único vetor de norma mínimd\ [15]
Se E c  3?n e F c= são convexos então o produto cartesiano ExF c  M n+m é 
convexo. [2 1 ]
De particular interesse no presente trabalho é o fato de que o conjunto de soluções 
de um sistema linear de n equações e m incógnitas é uma variedade linear [13], logo é um 
conjunto convexo e como tal apresenta um vetor norma mínima.
A-30 O problema linear.
Sejam f : UJ —> ^  e v e “O problema linear consiste em achar o conjunto de 
todos os u e H3J, tais que f(u) = v. Evidentemente se v <£ Im(f) o problema não tem solução 
e é dito inconsistente ou incompatível.” [5] O problema linear f(u) = v está esquematizado 
na Figura A l3.
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Figura A l3 -  O problema linear
Vê-se que o conjunto solução de T, St é um subconjunto de HJ porém não é 
subespaço de 0 , a menos que b = 0 e neste caso S j  seria o núcleo, N(T), da transformação 
T; este sim subespaço de 1ÜJ.
Sendo Xj e Xj soluções do problema linear então o vetor r\ = x, -  Xj pertence ao 
núcleo de T, pois Tr| = T(Xj-Xj) = Txj-Tuj = b - b  = 0; logo r| e  N(T). O que é 
equivalente a dizer que se x0 for uma solução de T : 0  —> "W e r| qualquer vetor do núcleo 
de T, então o vetor (x0 + r|) é também solução, i. e. (x0 + r|) e Sr, pois 
T(x0 + r|) = Tx0 + Tr| = b + 0 = b; portanto (x0 + r|) é solução do problema linear.
Conhecendo-se uma solução particular x0 de Tx = b, obtêm-se o conjunto de todas 
as soluções do problema linear adicionando a x0 combinações lineares de Tx = 0. [5, 13] A 
equação Tx = 0 é chamada de equação homogênea associada ao problema linear. O 
conjunto de todas as soluções do problema linear constitui, como se viu, uma variedade 
linear em DJ. Se N(T) * {0} o problema apresenta uma infinidade de soluções.
Se T for um isomorfismo então existe uma única T -1: W —» P  de tal forma que 
T”'b = x é a única solução do problema linear.
Se T for um monomorfismo, vale dizer N(T)={0}, o problema também tem 
solução única Eb = x, na qual E é uma inversa a esquerda de T.
Se T não for monomórfica, N(T) * {0}, haverá uma infinidade de soluções, 
devendo-se adotar um critério de escolha da melhor entre elas.
A-31 Solução de norma mínima para o problema linear.
Se b não pertencer à imagem de T o sistema é incompatível e não tem solução no 
sentido acima, o que implica na necessidade de se ampliar o conceito de solução para 
também se escolher a melhor possível. Assim seja Pim(T): W —> Im(T) c  f  a projeção 
ortogonal de ^  na imagem de T. Com isto o vetor Pim(T)b = b1  e Im(T) e é o vetor da 
Im(T) mais próximo de b, sendo razoável considerar as várias soluções, u e DJ, do 
problema linear compatível Tx = bx como soluções generalizadas do problema linear 
incompatível Tx = b. [15]
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Por outro lado, como b g Im(T), vê-se que o vetor residual r = (b -  Tx) ^  0 para 
todo x e  ® , que na verdade trata-se de um erro residual [25], o que sugere que se procure 
soluções (generalizadas) u e üjj cujo erro seja limitado a este erro residual. Podendo-se para 
isto usar a norma Euclidiana, que será denotada por ||»|| ao invés de ||*||2, assim pode-se 
escrever:
||Tu - b|| < ||Tx - b ||, V x e I  (A62)
Em verdade são equivalentes as seguintes condições [15}:
i) Tu = b1
ii) || Tu - b|| < ||Tx - b|| , V x e l
iii) T*Tu = T*b
A condição iii) é chamada de equação normal [25, 27].
Isto posto define-se um vetor u e f  que satisfaz uma (e portanto todas) das 
condições acima como uma solução de quadrados mínimos do problema linear Tx = b, e 
dentre estas, a solução de norma mínima (com menor erro residual) é u = T +b, sendo T + a 
inversa generalizada de T. [13,15]
Em termos matriciais, seja A e M(m, n) a matriz, real ou complexa, representativa 
de T, de forma que o problema linear fica, com -  M  ou ^
Ax = b, x e e b e  cs*' (A63)
Se o problema for inconsistente o vetor residual r = b -  Ax será diferente do vetor nulo 
para todo x e <aFn. Procura-se a solução para a qual r tenha a norma mínima, ou seja 
deve-se minimizar o seguinte funcional linear:
u i  i i i
i=l i=l
bi - X a ijXj 
j=l
= ||b - Ax|| (A64)
O único vetor x0 e n que minimiza este funcional linear, chamado de solução de 
quadrados mínimos (lineares) de norma mínima é dado por: [25, 27, 28]
Xo = A+b (A65)
sendo A+ a inversa generalizada de A e que satisfaz [25,28]
i) ||Ax0 - b|| < ||Ax - b | | , V x e d ^ n
ii) ||x0|| < ||x|| , V x e  com x * x0
Se o problema for compatível de solução única, então a solução dada pela inversa 
generalizada identifica-se com esta; se for compatível de múltiplas soluções ou 
incompatível é a solução de norma mínima.
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No presente trabalho usou-se a solução por inversa generalizada, tendo-se a garantia 
de que as soluções dos problemas lineares estudados são as de norma mínima.
A propagação de erros e sensibilidade das solução de quadrados mínimos é 
encontrada em Bjõrk [25].
A-32 O problema de autovalores e autovetores.
Sejam f:ÍHI—>[ÜJ;07íue{DJeAe cW . O problema de autovalores de f(u) = A,u 
consiste em encontrar o conjunto solução S f  de f, que pode ser escrita como f(u) - Àu = 0 ; 
ou considerando A, como uma transformação escalar pode-se escrever (f - A,)(u) = 0. Donde 
se vê que o problema de autovalores consiste em encontrar o núcleo, N (f - A.) da 
transformação (f - A,), que deve ser singular para que exista solução do problema linear 
(f - A)(u) = 0 . 0  escalar A, é um autovalor de f  e u é um autovetor de f. Note-se que 
qualquer combinação linear de autovetores é um autovetor.
Em forma matricial o problema de autovalores e autovetores pode ser escrito, sendo 
F a matriz representativa de f, como [F - AI]u = 0; que tem solução não trivial se X for 
um zero do polinómio caraterístico de [F - AI].
Matrizes similares possuem os mesmos autovalores e autovetores. Isto mostra que 
matrizes similares representam a mesma transformação linear em bases diferentes, 
permitindo que se faça mudança de bases no decurso de um problema físico. [5]
“Sejam A uma matriz quadrada de ordem n e D = {A-i, A.2, A.3, A . n} uma matriz 
diagonal. Então D é similar a A  se e somente se {A,|, A2, A.3, ..., A,n} forem os autovalores
Se os coeficientes ay são variáveis é possível diagonalizar globalmente apenas em 
espaços de dimensão 2 ; para dimensões maiores somente é possível diagonalizar em uma 
vizinhança de um dado ponto. [2 2 ]
Dependendo dos autovalores de L as equações diferenciais parciais podem ser 
classificadas em [2 2 , 18]:
i) Elítica, se todos os autovalores de L forem diferentes de zero e de mesmo 
sinal. Neste caso L reduz-se ao operador de Laplace
ii) Hiperbólica, se todos os autovalores forem diferentes de zero e somente um 
deles possuir sinal contrário aos demais; é o caso da equação da onda;
de A.” [5]
A-33 Operador diferencial de segunda ordem.
Seja L o operador diferencial de segunda ordem definido por:
(A66)
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iii) Ultra-hiperbólica, se todos os autovalores forem diferentes de zero e existir 
pelo menos dois de cada sinal;
iv) Parabólica, se pelo menos um dos autovalores for nulo.
A-34 Distribuições.
Sejam H e IP espaços normados, Jk, aberto em H e H£c, ,^ compacto. Denote-se por 
I ( n ) C & ;  Í F ) , n  =  0 ,  1, . . . ,  c o ,  o conjunto das funções contínuas n vezes diferenciáveis definidas 
de ^  em Jp, i. e., f : ^  > [p. A topologia determinada pelo conjunto de todas as semi- 
normas em ü  é chamada de [1 1 ]:
topologia de ordem n em H<n)(^,; IP), se n < c o ;  
topologia natural em ü (co)(^,; JF), se n = c o .
Com esta topologia H(n)(^,; IP) é chamado de espaço (topológico) de Hausdorff.
Seja o subespaço © (n)( |i 1; # ) c ] | (n)( â ; ^ ’ ) das funções f : —» d F  com 
suporte compacto. Por simplicidade denotar-se-á W^XJk)  ao invés de àF)  e
È ,) ao invés de S-<co)(^,; c F ). Um elemento de S5 (^,), que é uma função contínua 
infinitamente diferenciável, é chamado de função teste. Seja o subconjunto Kc ^  
compacto, denota-se S k (n)(Â) <= e por Sk(Â ) c  rQy(Jh,) os subespaços nos quais f
tem suporte contido em K.
Uma forma linear d em tal que para cada subconjunto compacto Kc ^  se
tenha d restrita a contínua, com respeito à topologia natural em é chamada
de distribuição em
Se áF= 'PR a distribuição é dita real; do mesmo modo diz-se que a distribuição é 
complexa se <a^= W.
O conjunto rÇ£ '(Jk.) de todas as distribuições definidas em r&(A) constitui um 
espaço vetorial linear, o que significa, entre outras propriedades, que uma combinação 
linear de distribuições é uma distribuição.
Por exemplo sejam Jk, = ?An, g e @ (|,)  e a forma linear ô : W{&t )  —> dF  definida 
por 8 (g) = g(0). A forma linear ô é claramente linear e contínua, sendo portanto uma 
distribuição chamada delta de Dirac.[10] Diz-se que 8  possui a propriedade de filtragem.
Butkov [7] apresenta o conceito de teoria das distribuições de uma maneira menos 
formal, porém com uma interpretação física muito didática.
“Em física, encontra-se freqüentemente o conceito de um pulso de duração 
infinitamente curta. Por exemplo, um corpo posto em movimento, a partir do repouso, por 
meio de um golpe instantâneo, adquire um momento igual à impulsão do choque ou seja:
>0-”
mv = I = jF(t)dt (A6 8 )
em que F(t) é a força e x a duração da ação da força. A designação ‘golpe ’ significa que t 
é tão pequeno que a mudança, no momento, ocorre instantaneamente. No entanto como
158
uma tal mudança no momento é um número finito, segue-se que F(t) deveria ter sido 
infinita durante o golpe e nula nos outros instantes.
Esta espécie de formulação não é correta com os conceitos matemáticos comuns. 
Em verdade, talvez nem seja mesmo fisicamente rigorosa. O gráfico real da força é mais 
provavelmente o de uma força fortemente concentrada’'’ [7], como mostrado na Figura 11 
para as seqüências delta
(O se x ^ O
“A afirmativa 8 (x) = < não é correta e não pode ser usada para
[oo se x = 0
definir uma função, e muito menos uma função integrável. Uma outra tentativa seria 
definir 8 (x) como a função que satisfaz a propriedade
õ(x)=  Jô(x)f (x)dx = f  (0) (A69)
— 00
para todas as funções contínuas f(x). No entanto, esta tentativa também fracassa. E 
possível mostrar que pode não haver nenhuma função com esta propriedade.
O que no entanto é verdade é a existência de uma seqüência (<j)n) de funções 
fortemente concentradas que tendem para a propriedade de filtragem  [7].
+oo
J<t>„ (x)f(x)dx = f ( 0 ) (A70)
—oo
Estas seqüências são conhecidas como seqüências delta, Figura Al 1.
Diz-se que a seqüência (fn) é fracamente convergente se o limite
lim,woo j f n(x)g(x)dx (A71)
— 00
existir para todas as funções teste g(x). Estas funções fn(x) são ditas funções admissíveis.
“Uma distribuição <J>(x) é um conceito matemático associado a uma seqüência 




tem significado, por meio da equação [7]
+ co  +oo
j<Kx)g(x)dx = l i m ^  |f„ (x)g(x)dx (A73)
-c o  —co
O uso de forças impulsivas, modeladas como o delta de Dirac, é muito comum em 
dinâmica de estruturas e no modelo de fontes pontuais (elementares) de ruído; sendo este o 
modelo de fontes usadas para a seguinte definição da função de Green.
Para um meio infinito, a função de Green g(r, r0), r, r0 e  é uma solução da 
equação de Helmholtz:
V2g(r,r0) + k 2g(r,r0) = - ô ( r -  r0) (A74)
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na qual k é o número de onda (razão da freqüência circular pela velocidade do som no 
meio). A função g(r, r0) é válida para a onda acústica gerada por uma fonte pontual 
harmônica, situada em r0. Para radiação em campo livre tem-se:
gfr-r„ ) = ,  J  ' <="“‘" J-> (A75)
47id(r,r0)
na qual d(r, r0) é a distância Euclidiana entre r e r0. [23].
O modelo de cálculo de radiação proposto neste trabalho está baseado no uso de uso 
de fontes pontuais e das funções de Green.
A-35 A equação da onda.
A equação da onda para um fluido ideal pode ser derivada da hidrodinâmica e da 
relação adiabática entre pressão e densidade. Assim tem-se as equações [94] de: 
conservação da massa
^  = -V  • pv (A76)
Euler













p é  a densidade do meio; 
v é  a velocidade de partícula;
o subscrito “ e ”  indica que a derivada parcial é  tomada com entropia 
constante;
o subscrito “0” indica que a variável é  independente do tempo; 
o sobrescrito “ 1 ” indica variação dinâmica; 
o símbolo indica o produto escalar.




P  =  P o  + P ' (A80)
P  =  P o  + P ’ (A81)
A velocidade “c” do som no fluido ideal é dada por
(A82)
v5 p ; e
sendo p a pressão; p a densidade e o subscrito “e” indicando que a derivada parcial é 
tomada com entropia constante.
A-36 Aproximação linear da equação da onda.
Uma aproximação linear da equação da onda pode ser obtida tomando-se apenas o 
primeiro termo de cada uma das equações (A76), (A77) e (A78) conforme abaixo:
Tomando a derivada parcial da equação (A83) em relação ao tempo; o divergente da 
equação (A84) e considerando a equação (A85) tem-se:
equação considerou-se que p0 e a  velocidade “c” do som no meio são independentes do 
tempo, posto na escala temporal a variação desta duas variáveis ocorre muito mais 
lentamente que as variações dinâmicas consideradas.





que é a equação da onda para a pressão na qual o sobrescrito “ 1 ” foi omitido. Nesta
(A87)
que é a forma usual da equação da onda para a pressão.
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A equação da onda para velocidade de partícula é obtida de forma análoga tomando- 
se o divergente da equação (A83); a derivada parcial da equação (A84) e considerando a 
equação (A85), o que resulta em:
1 P) ”
— V(pc2V • v) -  — ^ = 0 (A8 8 )
p õt~
Atente-se para o fato de que a velocidade de partícula é uma variável vetorial, assim 
“esta forma da equação da onda é uma equação vetorial acoplada nas três componentes 
espaciais da velocidade de partícula, envolvendo as derivadas parciais, no espaço, da 
densidade e da velocidade do som. E raramente utilizada, exceto para estudo de 
propagação u n i-a x ia l [94]
A-37 Equação da onda para a velocidade potencial.
A velocidade potencial <j) é definida como:
v = V<j) (A89)
Se a densidade no meio for constante tem-se:
Vp = 0 (A90)
Substituindo-se as equações (A89) e (A90) na equação (A8 8 ) encontra-se:
V c 2V2(j)- d V
õt2
= 0 (A91)
É evidente que se (j) satisfizer à equação da onda (A87) então satisfará também à equação 
(A91).
A-38 Simetria esférica.
A simetria esférica centrada representa o tipo mais simples de onda não plana. E o 
caso do ruído radiado por uma esfera pulsante de pequenas dimensões, centrada na origem. 
Seja o sistema de coordenadas polar-esférico representado na Figura A l4
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Neste sistema de coordenadas a equação da onda é dada por: [39]
i _ i õ
c 2 ôt2 r 2 õr õr
1
r sen 0 50
n ^senO —  
30
+ ■ 1 õ2§
r sen 0  ôy
Se a fonte estiver centrada na origem a equação (A92) reduz-se a:
d 2c|)
Ôt2





= rr õ2§ 2
õr2 r õr








que é a equação da onda unidimensional para a variável <j>r, cuja solução geral é dada por:
f ( c t - r )  + g(ct + r) (A96)
na qual a solução f(ct -  r) representa a onda que se afasta da origem e g(ct + r) representa 
a onda sonora que se aproxima da origem, ambas com velocidade “c”.
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A-39 Simetria axial.
Neste caso consideram-se as ondas esféricas cujas propriedades são simétricas com 
respeito a uma linha. Este tipo de problema é também dito axi-simétrico.
Sem perda de generalidade pode-se considerar a fonte centrada e a linha de simetria 
contida no eixo polar. Desta forma o problema torna-se independente do ângulo de azimute 
\\i, dependendo apenas do ângulo polar 0  e da distância “r” do ponto de observação à 
origem. Nestas condições a velocidade potencial satisfaz à equação: [39]
Õ2<\>
õt2
= c õ2<|> 2 a*—f  + — -*- + ■ 
õr r õr
1
•2 sen0  50
sen0 - (A97)
Para tom puro de freqüência circular co a equação (A97) torna-se:
õ 2ò 2 õò I d
■----J- -I------- -L -^-----------------
ôv2 r õr r 2 sen0  0 0
sen 9 —  
0 0
+ k 2(j) = 0 (A98)
na qual k é o número de onda e <j) = f  (r,0 )ejcot.
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