Homological methods in semi-infinite contexts by Raskin, Sam
ar
X
iv
:2
00
2.
01
39
5v
1 
 [m
ath
.R
T]
  4
 Fe
b 2
02
0
HOMOLOGICAL METHODS IN SEMI-INFINITE CONTEXTS
SAM RASKIN
Abstract. Actions of algebraic groups on DG categories provide a convenient, unifying framework
in some parts of geometric representation theory, especially the representation theory of reductive
Lie algebras. We extend this theory to loop groups and affine Lie algebras, extending previous work
of Beraldo, Gaitsgory and the author.
Along the way, we introduce some subjects of independent interest: ind-coherent sheaves of infi-
nite type indschemes, topological DG algebras, and weak actions of group indschemes on categories.
We also present a new construction of semi-infinite cohomology for affine Lie algebras, based on the
modular character for loop groups.
As an application of our methods, we establish an important technical result for Kac-Moody
representations at the critical level, showing that the appropriate (“renormalized”) derived category
of representations admits a large class of symmetries coming from the adjoint action of the loop
group and from the center of the enveloping algebra.
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1. Introduction
1.1. Let k be a field of characteristic zero, and let K “ kpptqq. Suppose G is a split reductive group
over k, and let GpKq denote the corresponding algebraic loop group (see e.g. [BD1] §7.11.2 for the
definition).
There is a robust theory of actions of G and GpKq on suitable DG categories: see [Ber], [Ras1],
and [ABC`] for discussion, or [BD1] §7 and [FG1] for more classical approaches. A basic example
is that if G (resp. GpKq) acts on a suitable space X, then G (resp. GpKq) will act on the DG
category DpXq of D-modules on X. We let G–mod (resp. GpKq–mod) denote the (2-)category of
DG categories with a G (resp. GpKq) action.
1
2 SAM RASKIN
According to [FG1] and [Gai2], GpKq–mod is analogous to the category of smooth representations
of a p-adic reductive group. In particular, one expects a robust local geometric Langlands program
for which GpKq–mod is one side. We refer to [ABC`] for further discussion.
1.2. Group actions on categories inherently involve higher categorical data.
However, a special property of working specifically withD-modules (as opposed to ℓ-adic sheaves,
say), is that many objects of G–mod can be constructed using 1-categorical methods; notably, if
A is an algebra equipped with a G-action and a Harish-Chandra datum i : g Ñ A, then the DG
category A–mod of A-modules defines an object of G–mod. Many interesting examples arise this
way, so sometimes theorems can be proved by reducing to a 1-categorical setting where traditional
representation theoretic methods apply.
One of the primary objectives of this text, achieved in §10, is to develop a parallel theory for
GpKq. Such a theory is certainly not surprising. However, a number of difficulties appear, related
to the infinite-dimensional (or “semi-infinite”) nature of GpKq. The body of this text addresses
those problems and develops the requisite theory.
There are several motivations for wanting to link Harish-Chandra data for GpKq with GpKq–mod:
‚ Construct interesting objects of GpKq–mod.
‚ Prove theorems about objects of GpKq–mod using 1-categorical methods.
Below, we give an example of the latter, in the spirit of [FG1]. An example of the former will be
given in [Ras5].
We gave another example of the former in [ABC`], where we outlined a proof of the quantum
local Langlands conjectures in the abelian case. We emphasize that the argument from loc. cit.
was not complete: the construction of the bimodule implementing local Langlands (for a torus)
relied on heuristics about Harish-Chandra data. The methods from §10 can be used to complete
the argument in [ABC`].
Remark 1.2.1. We warn that the theory of Harish-Chandra data for GpKq is much more subtle than
for G; there are some additional, potentially subtle conditions to check to verify that a purported
Harish-Chandra datum is in fact a Harish-Chandra datum. These subtleties are closely related to
the length of this paper. We refer to the beginning of §10 for further discussion.
1.3. The genesis of this paper is [Ras4], where we use ideas from the theory of group actions on
categories to study affine Beilinson-Bernstein localization at critical level. To use those methods, we
needed the following construction. Let pgcrit–mod be the DG category of critical level Kac-Moody
representations; see e.g. §11 for a suitable definition.
The notes [Gai5] sketch the construction of an action of GpKq (“at critical level”) on pgcrit–mod.
On the other hand, it is known that the (completed, twisted) enveloping algebra Uppgcritq has a
large center, typically denoted Z.
It is natural to expect that pgcrit–mod has commuting actions of GpKq and a suitable category
Z–mod of (discrete) Z-modules. We formulate this result precisely and prove it in Theorem 11.18.1.
Let us describe the difficulty explicitly. The construction from [Gai5] is geometric, and builds
from the formal completion of GpKq along compact open subgroup. However, the center Z is not
visible at this level, and it requires thinking about the enveloping algebra Uppgcritq in an essential
way. So the difficulty is that we wish to mix homotopically complicated categorical methods, such
as GpKq actions on categories, with concrete constructions involving some flavors of topological
algebras. Making such arguments work is one of the key goals of this paper.
Remark 1.3.1. In local geometric Langlands, the object pgcrit–mod P GpKq–mod plays a fundamental
role. The above action of its center plays a key role because of the Feigin-Frenkel isomorphism [FF2].
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This isomorphism identifies SpfpZq with OpGˇ, the indscheme of opers on the punctured disc for
the Langlands dual group Gˇ. Opers are certain Gˇ-local systems (in the de Rham sense) on the
punctured disc; in particular, pgcrit–mod P GpKq–mod “spectrally decomposes” in the categorical
sense over the stack of such local systems, because it decomposes already over opers (by Theorem
11.18.1 and the Feigin-Frenkel isomorphism). Such a decomposition is an instance of a general
prediction of local geometric Langlands, and is highly non-trivial in that arbitrary ramification
occurs.
We refer to the introduction of [FG1] for further discussion of the (conjectural, but central) role
of structures in local geometric Langlands.
1.4. To summarize: the theory of Harish-Chandra data in §10 provides a way to study certain
categories with GpKq-actions using 1-categorical methods, and the bulk of this paper is used to
develop such a theory of Harish-Chandra data. One application of these methods is given in §11,
and a more interesting one is given in [Ras4].
However, this paper contains several other ideas that may be of independent interest to the
reader. We discuss these below.
1.5. Topological algebras. In §2-4, we develop a theory of topological DG algebras, which is
essentially a derived version of some parts of [Bei].
We refer to the main players as
Ñ
b-algebras. Let Vect denotes the DG category of (chain complexes
of) vector spaces, and ProVect its pro-category (see §2 for more discussion). An
Ñ
b-algebra is A P
ProVect plus a suitable algebra structure on A for a certain monoidal structure
Ñ
b on ProVect,
which is a natural derived version of a construction in [Bei]. A typical example of such an A is the
completed enveloping algebra of a Tate Lie algebra.
There is an associated DG category of A-modules that we denote A–modnaive. By definition,
objects of A–modnaive are “discrete” A-modules: the forgetful functor maps A–modnaive to Vect,
not to ProVect.
Remark 1.5.1. In §3.2, we observe that
Ñ
b-algebras are simply a dual description of (accessible,
DG, but possibly non-continuous) comonads on Vect; the category A–modnaive corresponds to the
corresponding category of comodules.
1.6. One of the persistent technical problems in this paper is that of renormalization for
Ñ
b-
algebras.
In [FG2], Frenkel-Gaitsgory realized that for many (connective)
Ñ
b-algebras A, the category
A–modnaive is only a reasonable thing to consider on its bounded below subcategory A–mod
`
naive.
In many examples, there is a better DG category A–modren that is equipped with a t-structure
for which A–mod`ren “ A–mod
`
naive. Typically, A–modren is compactly generated, while A–modnaive
might not be. In general, A–modren may be nicely behaved (e.g., admitting various “obvious”
symmetries) while A–modnaive may be severely pathological and misleading.
One downside to A–modren is that the forgetful functor A–modren Ñ Vect is not conservative. In
other words, objects of A–modren cannot quite be thought of as vector spaces with extra structure.
This introduces a number of technical difficulties; for instance, a functor to A–modren that “looks”
t-exact (meaning its composition down to Vect is) requires an argument to justify why it is actually
t-exact (if indeed it is!).
Let us give some examples of renormalization. First, if A P Vect♥ is a usual commutative algebra
of finite type over k, then A–modnaive certainly equals A–mod. However, as in [Gai4], there is an
alternative category A–modren :“ IndCohpSpecpAqq, satisfying the above properties. This category
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has a functor ΓIndCohpSpecpAq,´q : A–modren Ñ Vect that is not conservative unless A is a regular
ring.
Second, forA “ Upgpptqqq the (completed) enveloping algebra, a “correct” DG category gpptqq–mod
was introduced in [FG2] §23. Here the distinction is not like “QCoh vs. IndCoh”: the renormalized
derived category is the only one that should be considered (e.g., the naive one does not admit a
strong GpKq-action). (In [Ras3] §1.20, we tried to write an informal introduction to the renormal-
ization procedure in this case.)
Finally, we remark that these issues are generally compounded by considering actions of group
schemes (and group indschemes) that are not of finite type.
1.7. Ind-coherent sheaves in infinite type. This theory is the subject of §6.
We introduce a DG category IndCoh˚pSq for S any reasonable indscheme, as defined in §6.8 (fol-
lowing [BD1]). This class includes arbitrary quasi-compact quasi-separated eventually coconnective
DG schemes; in particular, any qcqs classical scheme. This category compactly generated for any
such indscheme.
The superscript ˚ in the notation follows [Ras1], where a similar construction was given for
D-modules. The notation indicates that the construction S ÞÑ IndCoh˚pSq is covariantly functorial.
There is a formally dual operation: one can define IndCoh!pSq :“ HomDGCatcontpIndCoh
˚pSq,Vectq
as the formally dual DG category. Then S ÞÑ IndCoh!pSq is contravariantly functorial, and pullback
functors are denoted as upper-!. For S locally almost of finite type, Serre duality provides a canonical
equivalence IndCoh˚pSq » IndCoh!pSq (see [Gai4]), accounting for the bivariant functoriality in that
setting.
1.8. We also develop some theory of IndCoh˚pSq for S allowed to be stacky. The theory in this
case is somewhat more subtle. We refer to §6 for further discussion.
1.9. There has recently been a great deal of interest among some geometric representation theorists
in IndCoh in infinite type situations: there are various conjectures for Koszul duality and geometric
Langlands type statements in such settings.
Although the theory we present in §6 is not quite as exhaustive as its D-module analogue in
[Ras1], we hope that it provides useful foundations and some clarity in such geometric representation
theoretic situations.
1.10. Weak GpKq-actions on categories. As discussed above, there is a theory of GpKq-actions
on DG categories C P DGCatcont. By definition, this is a D
˚pGpKqq-module structure on C, where
D˚pGpKqq is the monoidal DG category of ˚-D-modules on GpKq in the sense of [Ber] and [Ras1].
Because of the appearance of D-modules, such actions are often called strong GpKq-actions.
In §5 and 7, we introduce a theory of weak GpKq-actions on C P DGCatcont. These are goverened
by a certain category that we denote GpKq–modweak.
The weak theory is more subtle than the strong theory. The main technical difficulty is that
the forgetful functor GpKq–modweak Ñ DGCatcont is not conservative; that is, we cannot think of
weak GpKq-module categories as DG categories with extra structure. This phenomenon is obviously
parallel to the discussion of §1.6, but occurs a categorical level higher, leading to additional technical
complications. We remark that to have various reasonable functoriality properties and universal
properties, it is essential to work with this definition (e.g., to have the universal property for
gpptqq–mod from §1.12 below).
Remark 1.10.1. The definition of GpKq–modweak is essentially designed so that the functor of
weak invariants with respect to any compact open subgroup is conservative. In other words,
GpKq–modweak can be realized as the category of modules over the suitable (weak) Hecke category
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with respect to any compact open subgroup. Continuing the analogy GpKq–modweak „ IndCohpSq
from above, this description is analogous to finding a Koszul dual description of IndCohpSq. We
remark that describing GpKq–modweak in terms of a Hecke category breaks symmetry (because of
the choice of compact open subgroup) and can be inconvenient; much of §7 is about restoring this
symmetry.
1.11. A key theorem of Gaitsgory for weak G-actions on categories is that if C P G–modweak,
there is a canonical equivalence CG,w
»
ÝÑ CG,w between the weak invariants and coinvariants for this
action; see [Gai6] and [ABC`], or the discussion in §5 below.
For GpKq, there is an additional twist. In Proposition 7.18.2, we show that in a suitable sense,
GpKq admits a canonical modular character such that invariants and coinvariants differ by a twist
along it.
1.12. In §8, we show how to construct weak actions of GpKq from strong actions. (Due to the
technical issues discussed in §1.10, the construction is not quite trivial.)
From this perspective, gpptqq–mod P GpKq–mod has a universal property: giving a functor
C Ñ gpptqq–mod P GpKq–mod is equivalent to giving a functor C Ñ Vect P GpKq–modweak. Such
phenomena are certainly well-known in the finite-dimensional setting, but were not previously
available for GpKq.
1.13. We draw the reader’s attention to one important method that we use.
As above, the functor GpKq–modweak Ñ DGCatcont is not conservative, roughly in analogy with
ΓIndCohpS,´q : IndCohpSq Ñ Vect for a singular affine scheme S “ SpecpAq. In the latter case, we
can lift objects of QCohpSq` canonically to IndCohpSq by identifying IndCohpSq`
»
ÝÑ QCohpSq` in
the standard way.
Although such ideas obviously do not work for GpKq–modweak directly, we give some way of
canonically lifting C P IndCoh˚pGpKqq–mod to an object of GpKq–modweak that we call canonical
renormalization. It appears in §5.18 for group schemes and §8.17 for group indschemes. This theory
plays a key role in §10, and some crucial methods are developed there for constructing non-trivial
examples.
1.14. Semi-infinite cohomology. In §9, we show how the modular character discussed above
naturally leads to the theory of semi-infinite cohomology for affine Lie algebras as introduced in
[Fei]. In our perspective, the modular character naturally gives rise to a central extension of the
loop group, which we identify with the standard Tate central extension.
This is a general principle: semi-infinite features of loop group geometry are best explained by
their modular characters.
There have been various previous attempts to give conceptual constructions of semi-infinite
cohomology: see [Vor], [Ark], and [Pos] for example. Our construction emphasizes the connection
to the higher categorical representation theory of the loop group.
In addition, our construction makes evident some functoriality properties of semi-infinite coho-
mology that appear subtle from the Cliffordian perspective and have been missing in the literature.
For example, our Remark 9.1.2 plays a key role in the proof of the linkage principle for affine W-
algebras (in the positive level case) given recently in [Dhi]. Similarly, Proposition 8.21.1 (and some
results of §9) fill in §1.3 from [Gai7].
1.15. Harish-Chandra bimodules. Finally, we briefly want to draw the interested reader’s at-
tention to the fact that §10 implicitly provides tools to study the category of affine Harish-Chandra
bimodules.
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For a level κ of g, define HCaffG,κ as EndGpKq–modκppgκ–modq, i.e., as the monoidal DG category
of endomorphisms of pgκ–mod considered as a category with a level κ GpKq-action (this notion is
defined in §11). By the results of §8, this category may also be calculated as pgκ–modGpKq,w, the
category of weak GpKq-coinvariants.
The category HCaffG,κ plays a central role in quantum local geometric Langlands, but is difficult
to study explicitly. Theorem 11.18.1 amounts to a construction of a monoidal functor:
IndCoh!pOpGˇq Ñ HC
aff
G,crit
so the proof must provide some basic study of the right hand side.
The main technical work in this study is implicit in §10. The careful reader will find that the
mosttechnical results in §10 are about categories pgκ–modK,w for K Ď GpKq compact open, and
understanding these categories is an essential prerequisite to understanding pgκ–modGpKq,w “ HCaffG,κ.
1.16. Relation to older approaches. It is roughly fair to say that this text is an update of the
appendices to [FG1], incorporating modern homotopical techniques and working with unbounded
derived categories.
We remark that the extension to unbounded derived categories is essential in applications (see
already [FG2]), and the reader will observe that most of the difficulties that come up in our setting
exactly have to do with the difference between bounded below derived categories and unbounded
ones.
Many of our constructions are also close in spirit to [Pos], although our perspective and emphasis
are somewhat different.
1.17. Leitfaden. Here are the (essential) logical dependencies.
§2

§5

§6
~~⑦⑦
⑦⑦
⑦⑦
⑦⑦
§3

§7

§4
❄
❄❄
❄❄
❄❄
§8
⑧⑧
⑧⑧
⑧⑧
⑧⑧

§9 §10

§11
Briefly, §2-4 develops the theory of
Ñ
b-algebras and renormalization data. The theory of weak
group actions on categories is developed in §5 and §7, and is related to strong group actions in
§8. We apply these ideas to semi-infinite cohomology in §9. The material we need on ind-coherent
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sheaves is developed in §6. Finally, §10 introduces Harish-Chandra data for group indschemes acting
on
Ñ
b-algebras, and §11 gives an application at the critical level.
1.18. Conventions. We always work over the base field k of characteristic zero.
We use higher categorical language without mention: by category, we mean 8-category in the
sense of [Lur1], and similarly for monoidal category and so on. We let Cat denote the category of
p8´q-categories, and Gpd denote the category of p8´qgroupoids. We also refer to §2.2 for some
essential notation used throughout the paper.
Similarly, by scheme we mean derived scheme over k in the sense of [GR3], or spectral scheme
over k in the sense of [Lur3]. Similarly, by indscheme, we mean what [GR2] calls DG indscheme.
Algebras of all flavors are assumed to be derived unless otherwise stated. We emphasize that when
we speak of DG objects or chain complexes of vector spaces or the like, we really understand
objects of suitable 8-categories, not explicit cochain models for them; we refer to [GR3] §1 for an
introduction to this way of thinking.
For C a DG category, we let HomCpF,Gq P Vect denote the Hom-complex between objects, and
we let HomCpF,Gq P Gpd denote groupoid of maps in C regarded as an abstract category, i.e.,
forgetting the DG structure. We remind that Ω8HomCpF,Gq “ HomCpF,Gq, where on the left hand
side we are regarding Vect as the 8-category of k-module spectra.
For a DG category C with a t-structure, we let τěn and τďn denote the truncation functors; we
use cohomological gradings throughout (as indicated by the use of superscripts).
1.19. Acknowledgements. We thank Justin Campbell, Gurbir Dhillon, Dennis Gaitsgory, Nick
Rozenblyum, and Harold Williams for a number of essential discussions related to this text.
2. Monoidal structures
2.1. In this section, we define monoidal structures
!
b and
Ñ
b on ProVect. This material follows [Bei],
the appendices to [FG1], [GK], and [Pos] Appendix D. The main difference with those sources is
that we work in the derived setting, which requires somewhat restructuring the usual definitions.
2.2. Notation. Let ProVect denote the pro-category of (the DG category) Vect; we refer to [Lur1]
§7.1.6 and [Lur3] §A.8.1 for details on pro-categories.
Remark 2.2.1. There are cardinality issues to keep in mind when working with a category such as
ProVect. Let us remind some relevant ideas from [Lur1] §5. A category is accessible if it satisfies
a certain hypothesis involving cardinalities (and is idempotent complete); for instance, compactly
generated categories are accessible, where the cardinality condition is the hypothesis that the sub-
category of compact objects is essentially small. We also remind that presentable accessible and
cocomplete (i.e., admitting colimits). This hypothesis is designed so the “naive” proof of the ad-
joint functor theorem (involving potentially large limits) goes through; in particular, presentable
categories admit limits.
Now for an accessible category C admitting finite limits, (e.g., C is presentable), PropCqop is
defined to be the category of accessible functors CÑ Gpd preserving finite limits. Note that PropCq
is not presentable, so the adjoint functor theorem and its relatives do not apply.
By a DG category, we mean a stable (8-)category with a Vectc-module category structure where
the action is exact in each variable separately. Here Vectc Ď Vect is the subcategory of compact
objects (i.e., perfect objects, i.e., bounded complexes with finite dimensional cohomologies). By a
DG functor, we mean an exact functor compatible between the Vectc-module structures. We let
DGCatbig denote the 2-category of such.
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We let DGCat Ď DGCatbig denote the 2-category of accessible DG categories under accessible DG
functors. Recall that DGCatcont denotes the 2-category of cocomplete, presentable DG categories
under continuous functors.
For the set up of topological algebras, it would be more natural to work with spectra and stable
categories, but given our convention that we work over k, we stick to the language of DG categories.
We remind (c.f. [Lur2] §4.8.1) that DGCatbig has a canonical symmetric monoidal structure with
unit Vectc. We denote this monoidal structure by b. If we worked in the spectral setting, functors
CbD Ñ E would be the same as functors CˆD Ñ E exact in each variable separately; in the DG
setting, they should be called bi-DG functors.
Similarly, DGCatcont has a symmetric monoidal structure b such that functors C bD Ñ E are
the same as bi-DG functors that commute with colimits in each variable separately.
For F P C and G P D, we let F b G denote the induced object of CbD or CbD as appropriate.
For C a compactly generated DG category, we let Cc denote its subcategory of compact objects,
as in the case of Vect above.
2.3. Review of topological tensor products. Following the above references, we seek two tensor
products
!
b and
Ñ
b on ProVect. Ignoring homotopy coherences issues for the moment, we recall the
basic formulae characterizing these two tensor products concretely.
Roughly, if V “ limi Vi,W “ limjWj P ProVect are filtered limits with Vi,Wj P Vect, then:
V
!
bW “ lim
i,j
Vi bWj.
The (non-symmetric) monoidal product
Ñ
b is characterized by the fact that it is a bi-DG functor,
and the functor:
V
Ñ
b´ : ProVectÑ ProVect
commutes with limits, while the functor:
V
Ñ
b´ : VectÑ ProVect
commutes with colimits.
Explicitly, if Wj “ colimkWj,k with Wj,k P Vect
c, we have:
V
Ñ
bW “ lim
j
colim
k
V bWj,k.
(Clearly we should allow the indexing set for the terms “k” to depend on j.)
These two tensor products are connected as follows. For V1, V2,W1,W2, there is a natural map:
pV1
!
b V2q
Ñ
b pW1
!
bW2q Ñ pV1
Ñ
bW1q
!
b pV2
Ñ
bW2q. (2.3.1)
In particular, there is a natural map:
V
Ñ
bW Ñ V
!
bW.
2.4. Topological tensor products in the derived setting. We now formally define the above
structures and characterize their categorical properties.
The tensor product
!
b on ProVect is easy: as Ind of a monoidal category has a canonical tensor
product, so does Pro.
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2.5. To construct
Ñ
b, first note that PropVectqop is by definition the category HompVect,Gpdq of
accessible functors VectÑ Gpd. Any such functor factors canonically as:
Vect
F
ÝÑ Vect
Oblv
ÝÝÝÑ Spectra
Ω8
ÝÝÑ Gpd
with F a DG functor, i.e., ProVect “ HomDGCatpVect,Vectq
op.
Notation 2.5.1. For V P ProVect, we let FV denote the induced functor Vect Ñ Vect. Clearly
FV “ HomProVectpV,´q. Define V
Ñ
b ´ : ProVect Ñ ProVect as the “partially-defined left adjoint”
to FV , i.e., for W P Vect and U P ProVect, we have functorial isomorphisms:
HomProVectpV
Ñ
bW,Uq » HomVectpW,FV pUqq. (2.5.1)
We extend this construction to general W P ProVect by right Kan extension.
We extend this construction to a monoidal structure by reinterpreting it as composition of
functors in HomDGCatpVect,Vectq. That is, we observe:
FV ˝ FW » F
V
Ñ
bW
.
The left hand side extends to the evident monoidal structure on HomDGCatpVect,Vectq
op.
2.6. Comparison of tensor products. We now wish to give compatibilities between
Ñ
b and
!
b.
Roughly, we claim that these form a “lax E2” structure.
1
Let AlgpCatq denote the category of monoidal categories and lax monoidal functors, which we
consider as a symmetric monoidal category under products. We claim that pProVect,
Ñ
bq is a com-
mutative algebra in this category with operation
!
b. Note that this structure encodes the natural
transformations (2.3.1). (In §3.3, we give some simple consequences, and the reader may wish to
skip ahead.)
To construct this compatibility, note that if we write ProVect as EndDGCatpVectq
op, then
!
b cor-
responds to Day convolution. Then this follows from formal facts about Day convolution.
With respect to the symmetric monoidal structure b on DGCat, we have the internal Hom
functor:
HomDGCatpC,Dq P DGCatbig
which is the usual (DG) category of DG functors. If C is a monoidal DG category and D P
AlgpDGCatcontq, then recall that HomDGCatpC,Dq has the usual Day convolution monoidal structure.
It is characterized by the fact that:
HomAlglaxpDGCatqpE,HomDGCatpC,Dqq “ HomDGCatpCbE,Dq
where by AlglaxpDGCatq we mean monoidal DG categories under lax monoidal functors.
It is straightforward to see that Day convolution has the property that the composition functor:
HomDGCatpC,DqbHomDGCatpD,Eq Ñ HomDGCatpC,Eq
is lax monoidal (assuming D,E P AlgpDGCatcont,bq). This immediately implies our claim about
the monoidal structures on ProVect.
1For what follows, it is important to think of the E2 operad as E
b2
1
and not as the little discs operad: the laxness
evidently breaks the SOp2q-symmetry.
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2.7. First, suppose that C,D P DGCatcont with D compactly generated. Then observe that there
is a canonical bi-DG functor:
PropCq ˆ PropDq
´
Ñ
b´
ÝÝÝÑ PropCbDq
computed as follows.
If G P Dc, then the induced functor
´
Ñ
bG
ÝÝÝÑ: PropCq Ñ PropCbDq is the right Kan extension of the
functor ´ b G : C Ñ CbD Ď PropC bDq. In general, for F P PropCq, the functor
Ñ
b´ : PropDq Ñ
PropCbDq is computed by first left Kan extending the above functor from Dc to D, and then right
Kan extending to PropDq.
This operation is functorial in the sense that for F : C1 Ñ C2 P DGCatcont, the diagram:
PropC1q ˆ PropDq //
´
Ñ
b´

PropC2q ˆ PropDq
´
Ñ
b´

PropC1 bDq // PropC2 bDq
canonically commutes. Indeed, this follows immediately from:
Lemma 2.7.1. For F : C Ñ D P DGCatcont, PropF q : PropCq Ñ PropDq commutes with limits and
colimits.
Proof. PropF q tautologically commutes with limits. For the commutation with colimits, note that
F admits an (accessible) right adjoint G by the adjoint functor theorem, so PropF q admits the right
adjoint PropGq.

3. Modules and comodules
3.1. We let Alg
Ñ
b denote the category of (associative, unital) algebras in ProVect with respect to
Ñ
b. We refer to objects of Alg
Ñ
b as
Ñ
b-algebras. We remark that (lower categorical analogues of) such
objects have been variously referred to as topological algebras or topological chiral algebras in the
literature.
In this section, we give basic definitions about modules over
Ñ
b-algebras. Note that we are exclu-
sively interested in discrete modules, i.e., modules in Vect, not in ProVect, and our notation will
always take this for granted.
Terminology 3.1.1. We generally use the term discrete to refer to objects of Vect Ď ProVect. For
example, we say a
Ñ
b-algebra is discrete if its underlying object lies in Vect (in which case this
structure is equivalent to a usual associative DG algebra structure).
This should not be confused with the usage of this phrase in homotopy theory, where it is often
used for an object in the heart of a t-structure. In that setting, we prefer the term classical, so e.g.,
a classical
Ñ
b-algebra is one whose underlying object lies in ProVect♥.
3.2. Comparison with comonads. First, note that by construction, we have:
Alg
Ñ
b » taccessible DG comonads on Vect.uop
Here DG indicates that we have compatible comonad and DG functor structures; in the stable
setting, this would simply mean the underlying functor of our comonad is exact.
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Let A be a
Ñ
b-algebra. Define A–modtop as A–modpProVectq. We define A–modnaive to be the
“naive” category of discrete A-modules:
A–modtop ˆ
ProVect
Vect.
That is, an object of A–modnaive has an underlying vector space M P Vect, an action map A
Ñ
M Ñ
M P ProVect, and the usual (higher) associativity data. (We use the notation “naive” by comparison
with the renormalization setting introduced below.)
By (2.5.1), if S :“ FA is the comonad corresponding to A, we have a canonical equivalence:
A–modnaive » S–comod
compatible with forgetful functors to Vect.
As a consequence, A–modnaive is presentable and the forgetful functor Oblv : A–modnaive Ñ Vect
is continuous, conservative, and, of course, comonadic.
Remark 3.2.1. To conclude: the language of
Ñ
b-algebras is equivalent to the language of (DG)
comonads on Vect. Therefore, the wisdom in using this language may be reasonably questioned by
the reader; we use it here to connect to older work, and because pro-vector spaces are typically
nicer to describe than their corresponding comonads.
3.3. Tensor products. We now spell out what the material of §2.6 means for
Ñ
b-algebras and
their modules. (We remind that §2.6 is a souped up version of (2.3.1), which may be more helpful
to refer to.)
By §2.6, Alg
Ñ
b is symmetric monoidal with tensor product:
A,B ÞÑ A
!
bB.
Similarly, we have the bi-DG functor:
A–modtop ˆB–modtop Ñ A
!
bB–modtop
pM,Nq ÞÑM
!
bN.
Clearly this induces a bi-DG functor:
A–modnaive ˆB–modnaive Ñ A
!
bB–modnaive
pM,Nq ÞÑM bN.
This functor commutes with colimits in each variable separately, so induces:
A–modnaive bB–modnaive Ñ pA
!
bBq–modnaive. (3.3.1)
To properly encode all higher categorical data, note that we have upgraded A ÞÑ A–modnaive to
a contravariant lax symmetric monoidal functor from
Ñ
b-algebras to DGCatcont.
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3.4. Forgetful functors. Like every functor in DGCatcont, F is pro-representable, i.e., there is a
filtered projective system i ÞÑ Fi P A–modnaive such that:
colimiHomA–modnaivepFi,´q “ Oblv .
In fact, we claim that limiOblvpFiq P ProVect is the pro-vector space underlying A.
Indeed, let Φ : Vect Ñ A–modnaive be the functor right adjoint to the forgetful functor. Note
that OblvΦ “ FA (:“ HomProVectpA,´q), as is clear in the comonadic picture.
Then for any V P Vect, we obtain:
HomProVectplim
i
OblvpFiq, V q “ colim
i
HomVectpOblvpFiq, V q “
colim
i
HomVectpFi,ΦpV qq “ OblvΦpV q “ HomProVectpA,´q
as desired.
3.5. t-structures. Recall that ProVect has a natural t-structure with pProVectqď0 “ PropVectď0q
and pProVectqě0 “ PropVectě0q; we omit the parentheses in the sequel as there can be no confusion.
In the remainder of the section, we will be interested in connective
Ñ
b-algebras, i.e., such algebras
A in ProVectď0. Clearly this hypothesis is equivalent to the comonad FA being left t-exact.
From this latter description, we see that A–modnaive carries a canonical t-structure such that
Oblv : A–modnaive Ñ Vect is t-exact. Because Oblv commutes with colimits, this t-structure is
necessarily right complete.
3.6. Convergence. In order to formulate Proposition 3.7.1 below, we introduce the following
terminology.
For V P ProVect, the convergent completion of V is:
limn τ
ě´npV q P ProVect.
We say that V is convergent if the natural map V Ñ pV is an isomorphism. Note that V is convergent
if and only if it lies in PropVect`q Ď PropVectq (or equivalently: FV is left Kan extended from Vect
`).
In particular, we obtain that connective convergent pro-vector spaces are (contravariantly) equiv-
alent to left t-exact functors Vect` Ñ Vect` P DGCat. Under this dictionary, connective
Ñ
b-algebras
are the same as left t-exact (accessible) DG comonads on Vect`.
Remark 3.6.1. If A is a connective
Ñ
b-algebra, then its convergent completion pA is as well, andpA–mod`naive »ÝÑ A–mod`naive.
3.7. Comparison with categorical data. We have the following psychologically important re-
sult.
Proposition 3.7.1. The functor:
tconvergent, connective
Ñ
b-algebrasu Ñ DGCat{Vect`
A ÞÑ
`
Oblv : A–mod`naive Ñ Vect
`
˘
is fully-faithful. A DG category C with structural functor F : CÑ Vect` lies in the essential image
of this map if and only if:
‚ F is conservative.
‚ C admits a (necessarily unique) t-structure for which F is t-exact.
‚ Cě0 admits arbitrary colimits, and the functor F : Cě0 Ñ Vectě0 preserves such colimits.
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Under this equivalence, C is the bounded below derived category of its heart C♥ with F the derived
functor of its restriction C♥ Ñ Vect♥ if and only if the corresponding
Ñ
b-algebra A is classical (i.e.,
lies in ProVect♥).
We first recall the following standard result about simplicial objects, see e.g. [Lur2] Remark
1.2.4.3.
Lemma 3.7.2. For a cosimplicial object F‚ in a stable (e.g., DG) category C, let Totďn F‚ be the
limit over the subcategory ∆ďn Ď∆ of totally ordered sets of cardinality ď n` 1.
Then for n ą 0:
KerpTotďn F‚ Ñ Totďn´1 F‚q
is isomorphic to a direct summand of Fnr´ns.
Proof of Proposition 3.7.1. First it is straightforward to see that A–mod`naive actually satisfies the
above conditions.
Suppose F : C Ñ Vect` with the above properties is given. Clearly the t-structure on C is
bounded from below (i.e., C “ C`), compatible with filtered colimits, and right complete. Clearly
the equivalence follows if we can show such F is comonadic; the argument is well-known, but we
reproduce it here for convenience.
First, we claim F |Cě0 : C
ě0 Ñ Vectě0 commutes with arbitrary totalizations. By Lemma 3.7.2,
if F‚ is a cosimplicial diagram in C with Fi P Cě0 for all i, then the totalization exists and is
calculated by:
τďnTotF‚ “ τďnTotďn`1 F‚.
Since Totďn`1 is a finite limit, t-exactness of F implies the claim.
Now observe that F admits a left t-exact (possibly non-continuous) right adjoint G, as F |Cě0
admits a left exact right adjoint. Then for any F P C, we have F P Cě´N , for N large enough, so
pGF qnpFq P Cě´N for any n, so the totalization TotppGF q‚`1pFqq exists and is preserved by the
conservative functor F , implying comonadicity.
It remains to show the compatibility with abelian categories. Suppose A is a k-linear abelian
category with a k-linear functor F♥ : A Ñ Vect♥ that is exact, continuous, conservative, and
accessible. Then there is a pro-object lim Fi P PropAq (Fi P A) corepresenting F
♥. It immediately
follows that this pro-object also corepresents the derived functor F p:“ RF♥q : D`pAq Ñ Vect`
(because the functor this pro-system defines maps injectives in A♥ into Vect♥). By §3.4, this implies
that the corresponding
Ñ
b- algebra has underlying object lim F pFiq P ProVect. Because F
♥ is exact,
F is t-exact, so F pFiq P Vect
♥, implying lim F pFiq P ProVect
♥.
Conversely, supposeA is classical. Let Φ : VectÑ A–modnaive denote the (possibly discontinuous)
right adjoint to the forgetful functor. For V P Vect♥,2 OblvΦpV q “ FApV q “ HomProVectpA,V q P
Vect♥, so ΦpV q P A–mod♥naive. Moreover, ΦpV q is obviously injective in A–modnaive in the sense that
for any F P A–modě0naive, HompF,ΦpV qq “ HomVectpOblvpFq, V q P Vect
ď0. For F P A–mod♥naive, the
map F Ñ ΦOblvpFq is a monomorphism in A–mod♥naive (as it splits after applying Oblv), so such
there are “enough” injective objects, implying A–mod`naive is the bounded below derived category
of its heart. Moreover, this reasoning immediately shows that the forgetful functor is the derived
functor of its restriction to the hearts.

2If we worked with a general commutative ring k P Ab♥, V should be an injective k-module.
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4. Renormalization
4.1. In our applications, the naive category A–modnaive is typically not the one we want. For
example, the forgetful functor pgκ–mod Ñ Vect is not conservative, so the above construction does
not recover the correct category pgκ–mod, i.e., Uppgκq–modnaive ‰ pgκ–mod.
Following [FG2], a key role is played by renormalization of derived categories. We refer to loc. cit.,
[Gai5], and [Ras3] for introductions to this notion in the setting of Kac-Moody algebras. The basics
of the theory of ind-coherent sheaves also play an instructional role: see [Gai4] for an introduction.
In this section, we give a (somewhat abstract) introduction to this formalism.
4.2. Renormalization data.
Definition 4.2.1. A renormalization datum for a connective
Ñ
b-algebra A is a DG category A–modren P
DGCatcont, equipped with a t-structure and an equivalence ρ : A–mod
`
naive
»
ÝÑ A–mod`ren P DGCat,
such that:
‚ ρ is t-exact.
‚ A–modren is compactly generated with compact generators lying in A–mod
`
ren.
‚ The t-structure on A–modren is compactly generated: i.e., G P A–mod
ě0
ren if and only
HomA–modrenpF,Gq “ 0 for every compact F P A–mod
ă0
ren.
We will also say A is a renormalized
Ñ
b-algebra to mean A is a connective
Ñ
b-algebra equipped
with a renormalization datum.
Remark 4.2.2. Once and for all, we emphasize: if A is renormalized, it is in particular connective.
Remark 4.2.3. The subcategory A–modcren of compact objects in A–modren embeds canonically into
A–modnaive as A–mod
c
ren Ď A–mod
`
ren » A–mod
`
naive. It is immediate to see that a renormalization
datum is equivalent to a choice of such a subcategory satisfying some conditions.
Remark 4.2.4. By Proposition 3.7.1, the category Alg
Ñ
b
conv,ren of convergent, renormalized
Ñ
b-algebras
are equivalent to some categorical data: C P DGCatcont, a continuous functor F : C Ñ Vect, and
a t-structure on C such that F is t-exact and conservative on C`, and the t-structure on C is
generated by eventually coconnective compact objects. (We remark that F completely determines
the t-structure in this case.) As we will show in Theorem 4.6.1, this equivalence canonically upgrades
to a symmetric monoidal one.
Remark 4.2.5. Suppose C is a compactly generated DG category with a continuous functor F : CÑ
Vect. Then F may be pro-represented by a pro-compact object. Comparing with §3.4, we see that
this puts significant restrictions on which
Ñ
b-algebras A admit renormalization data. (For example,
up to convergent completion, A P ProVect must be expressible as a filtered limit of some discrete
A-modules that are almost compact, i.e., whose truncations are compact in A–modě´nnaive for all n.)
4.3. Examples. We now give some examples of renormalization data.
We begin with examples when A is discrete, i.e., A P Vectď0 Ď ProVectď0.
Example 4.3.1 (Ind-coherent sheaves). Let A be a commutative, connective k-algebra (almost)
of finite type and let S “ SpecpAq. Recall that IndCohpSq (:“ IndpCohpSqq) equipped with the
tautological embedding CohpSq ãÑ QCohpSq` “ A–mod` defines a renormalization datum for A.
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Example 4.3.2. More generally, if A is a left coherent3 k-algebra, then define A–modcoh Ď A–mod
as the subcategory of bounded complexes with finitely presented cohomologies. Then A–modren :“
IndpA–modcohq defines a renormalization datum.
It is straightforward to show that this renormalization datum is initial among all renormalization
data for A.
Example 4.3.3 (Quasi-coherent sheaves). If A is a connective associative k-algebra, then A–mod
itself underlies a renormalization datum if and only if A is eventually coconnective, i.e., A is also
bounded below as a complex of vector spaces. Indeed, recall that for renormalization data, there is
an assumption that the category be compactly generated by eventually coconnective objects, and
A–mod is compactly generated by perfect ones.
We now give some examples involving honestly topological algebras.
Example 4.3.4. Suppose S “ colimi Si is an ind-affine indscheme of ind-finite type. Then IndCohpSq
is naturally a renormalization for the pro-algebra of functions on S. Indeed, this is a special case
of Example 4.3.5.
Example 4.3.5 (Pro-algebras). Suppose i ÞÑ Ai P AlgpVect
ď0q is a projective system of algebras.
Let A “ limiAi P PropVectq. Then A is a
!
b-algebra, and a posteriori a
Ñ
b-algebra.
Suppose that:
‚ Ai is left coherent.
‚ Each structural map ϕij : Ai Ñ Aj is surjective on H
0 with finitely generated kernel.
Let Ai–modren be as in Example 4.3.2. Note that our assumptions imply that restriction along
ϕij maps Aj–modcoh to Ai–modcoh. By ind-extension, we obtain t-exact functors Aj–modren Ñ
Ai–modren.
Then define:
A–modren :“ colim
i
Ai–modren P DGCatcont.
Here the structural functors are the above functors. We claim that A–modren naturally defines a
renormalization datum.
As noted above, these functors preserve compact objects, so A–modren is compactly generated.
Moreover, by [Ras3] Lemma 5.4.3 (1), there is a canonical t-structure on A–modren such that
each functor resi : Ai–modren Ñ A–modren is t-exact. This t-structure is tautologically compactly
generated and right complete.
Moreover, there is a canonical functor Oblv : A–modren Ñ Vect P DGCatcont pro-represented by
the object:
lim
i,n
resi τ
ě´nAi P PropA–modrenq.
It is straightforward to show that each composition Oblv ˝ resi : Ai–modren Ñ Vect is the canonical
forgetful functor on Ai–modren. It immediately follows that Oblv is t-exact.
Moreover, we claim that Oblv is conservative on bounded below objects. Indeed, in the above
pro-system, all objects are connective and all structural maps are surjective on H0. As the objects
resiH
0pAiq tautologically generate A–mod
♥
ren under colimits, this implies the claim.
3Recall that an algebra is left coherent if it is connective; the category A–modcoh defined below is actually a DG
category, i.e., it is closed under cones; and τě´nA P A–modcoh for all n. For example, this is the case if A is left
Noetherian.
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Finally, it suffices to note that at the level of bounded below derived categories, this functor Oblv
defines A under the dictionary of Proposition 3.7.1: indeed, Oblv of this pro-generator is manifestly
the Postnikov completion of A in ProVect.
Remark 4.3.6. In Example 4.3.5, compact objects in A–modren are closed under truncations.
Example 4.3.7. This example appears somewhat in the wrong place: it uses some terminology from
§4.4, and is really motivated by Example 4.3.8.
Suppose A is a connective
Ñ
b-algebra and that we are given a morphism ϕ : A0 Ñ A of connective
Ñ
b-algebras such that the forgetful functor A–mod`naive Ñ A0–mod
`
naive is monadic.
4
Denote this monad by T . Now suppose moreover that the composition:
A0–mod
`
naive
T
ÝÑ A0–mod
`
naive
ρ
ãÑ A0–modren
renormalizes in the sense of §4.4. (E.g., this is automatic if A0–modren is given by Example 4.3.5.)
Then T clearly induces a monad on A0–modren, and A–modren :“ T–modpA0–modrenq obviously
defines a renormalization datum for A.
Example 4.3.8 (Tate Lie algebras). Suppose h P ProVect♥ is a Tate Lie algebra. By this, we mean
that the dual Tate vector space h_ P ProVect is given a coLie algebra structure with respect to the
!
b symmetric monoidal structure. Recall that in this case, h necessarily admits an open profinite
dimensional subalgebra h0 Ď h, where these hypotheses force h0 “ limi hi for hi ranging over the
finite dimensional Lie algebra quotients of h0.
(For example, we might have h “ gpptqq for finite dimensional g; then h0 may be taken as grrtss
and hi “ grrtss{t
igrrtss.)
Then A0 “ Uph0q :“ limi Uphiq satisfies the hypotheses of Example 4.3.5 (c.f. Example 4.4.4
regarding renormalization of the monad). Note that each Uphiq–modren “ Uphiq–mod here, so
objects restrictions of modules Uphiq give compact generators of Uph0q–modren.
Moreover, A “ Uphq the completed enveloping algebra of h, A0 Ñ A satisfies the hypotheses of
Example 4.3.7 (say, by the PBW theorem). In particular, we obtain Uphq–modren.
Following Gaitsgory, we denote these DG categories by h0–mod and h–mod, leaving renormaliza-
tion out of the notation.
Note that the construction of h–mod recovers the format of [FG2] §23. Indeed, unwinding the
constructions, we find that compact generators are given by inducing trivial modules from ki to h
for ki :“ Kerph0 Ñ hiq.
Example 4.3.9. Renormalization data is given for the affine W-algebra in [Ras3]: the compact
generators are denoted Wnκ in loc. cit. Outside of the Virasoro case, this example does not fit into
any of the above patterns. (This is closely related to the fact that the W-algebra chiral algebras
are generally neither commutative nor chiral envelopes.)
4.4. Construction of functors. Let A be a renormalized
Ñ
b-algebra.
Suppose C P DGCatcont and that we are given a DG functor F : A–mod
`
ren » A–mod
`
naive Ñ C.
Definition 4.4.1. F renormalizes if it is left Kan extended from A–modcren.
For F as above (not necessarily assumed to renormalize), we define Fren : A–modren Ñ C as
the ind-extension of F |A–modcren . Note that Fren|A–mod`ren is the left Kan extension of F |A–mod
c
ren
;
therefore, F renormalizes if and only if the natural map Fren|A–mod`ren Ñ F is an isomorphism.
4In particular, this functor admits a left adjoint. So if A is discrete and A0 “ k, this forces A to be eventually
coconnective.
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Suppose now that C admits a t-structure compatible with filtered colimits, that F is t-exact, and
that F |A–modě0ren commutes with filtered colimits.
Warning 4.4.2. It is not true in this generality that F necessarily renormalizes: Fren may fail to be
(left) t-exact. (See Counterexample 4.5.4.)
However, we claim:
τě0Fren “ τ
ě0F (4.4.1)
when restricted to A–mod`ren.
Indeed, for F P A–mod`ren, write F “ colimi Fi with Fi compact. Then:
τě0FrenpFq “ τ
ě0colim
i
F pFiq “ colim
i
F pτě0Fiq “ F pτ
ě0colim
i
Fiq “ F pτ
ě0Fq.
There are two general settings in which F does renormalize.
Example 4.4.3. If the t-structure on C is left separated, then (4.4.1) clearly implies that F renor-
malizes.
Example 4.4.4. Suppose merely that F is left t-exact (or left t-exact up to shift) and that compact
objects of A–modren are closed under truncations. Then we claim that F renormalizes. Indeed,
then every F P A–modě0ren can be written as a filtered colimit F “ colimi Fi with Fi compact and in
A–modě0ren: write F as a filtered colimit of arbitrary compacts and then apply τ
ě0. Then we obtain:
FrenpFq “ colim
i
F pFiq
»
ÝÑ F pFq
by assumption that F commutes with filtered colimits in A–modě0ren.
Example 4.4.5 (Forgetful functors). The forgetful functor Oblv : A–mod`naive Ñ Vect renormalizes
to give a functor Oblvren : A–modren Ñ Vect by Example 4.4.3. In what follows, we typically
abbreviate the notation Oblvren to simply Oblv. (Although we call this functor forgetful, it is not
generally conservative.)
Example 4.4.6 (Identity functor). The embedding A–mod`naive ãÑ A–modnaive renormalizes to give
a continuous functor idren : A–modren Ñ A–modnaive P DGCatcont, again by Example 4.4.3.
4.5. Morphisms. We have the following notion of compatibility between algebra morphisms and
renormalization data.
Definition 4.5.1. A morphism of renormalized
Ñ
b-algebras is a map f : A Ñ B of
Ñ
b such that
the (t-exact) functor Oblv : B–mod`naive Ñ A–mod
`
naive Ď A–modren renormalizes to a functor
Oblv “ Oblvren : B–modren Ñ A–modren.
We let Alg
Ñ
b
ren denote the category of renormalized algebras and such morphisms.
Remark 4.5.2. We emphasize that this is a property, not a structure, for the underlying map of
Ñ
b-algebras.
Example 4.5.3. Example 4.4.5 says that the unit map k Ñ A is a morphism of renormalized
Ñ
b-
algebras. More generally, this is true for any map from an eventually coconnective algebra with the
“trivial” renormalization from Example 4.3.3.
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Counterexample 4.5.4. Let A be a (discrete) almost finite type, eventually coconnective commuta-
tive k-algebra with S “ SpecpAq singular.
Take A–modren1 “ IndCohpSq and A–modren2 “ QCohpSq, and let us pedantically write Aren1 ,
Aren2 for the corresponding renormalized algebras. Then the identity map for A defines a morphism
Aren1 Ñ Aren2 of renormalized algebras, but not a morphism Aren2 Ñ Aren1 .
4.6. Tensor products. We now revisit the material of §3.3 in the presence of renormalizations.
So suppose A and B are renormalized
Ñ
b-algebras.
Then we claim that A–modren bB–modren defines a renormalization datum for A
!
bB.
More precisely, define:
A
!
bB–modcren Ď A
!
bB–modnaive
as the DG subcategory Karoubi generated by the essential image of the composition:
A–modcren ˆB–mod
c
ren Ñ A–modnaive bB–modnaive
(3.3.1)
ÝÝÝÝÑ A
!
bB–modnaive.
Now define A
!
bB–modren as IndpA
!
bB–modcrenq.
Theorem 4.6.1. (1) A
!
bB–modren is a renormalization datum for A
!
bB.5
(2) The natural functor:
A–modren bB–modren Ñ A
!
bB–modren
is an equivalence.
Lemma 4.6.2. Suppose C,D1,D2 P DGCatcont have t-structures compatible with filtered colimits
and F : D1 Ñ D2 P DGCatcont is a functor.
Recall that C b Di admits a canonical t-structure with pC b Diq
ď0 generated under colimits by
objects F b G for F P Cď0 and G P Dď0i .
(1) If F is right t-exact, then so is idCbF : CbD1 Ñ CbD2.
(2) If the t-structure on C is compactly generated and F is left t-exact, then idCbF is left
t-exact.
(3) Under the assumptions of (2), if the t-structure on C is right complete and F |
D
ě0
1
is con-
servative, then idCbF |pCbD1qě0 is conservative.
Proof. (1) is immediate. (2) is shown e.g. in [Ras3] Lemma B.6.2, but we recall the argument as it
is used also for (3).
Let F P Cď0 be compact. Then F defines a continuous functor DF :“ HomCpF,´q : C Ñ Vect.
We can tensor to obtain:
DF b idDi : CbDi Ñ Di.
As in the proof of [Ras3] Lemma B.6.2, if F P Cď0, then this functor is left t-exact, and conversely,
G P C b Di lies in cohomological degrees ě 0 if and only if DF b idDipGq P D
ě0
i for each such F.
These facts immediately imply (2).
Now for (3), suppose G P pCbD1q
ě0 with pidCbF qpGq “ 0. Then for any F as above, we claim:
5C.f. Remark 4.2.3: because A
!
bB–modcren is tautologically embedded into A
!
b B–mod`naive, this is a property,
not a structure.
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pDF b idD1qpGq “ 0 P D1.
Indeed, this object lies in degrees ě 0, so it suffices to show that F applied to it is zero. Then:
F pDF b idD1qpGq “ pDF b F qpGq “ DFpidCbF qpGq “ 0.
Now right completeness of the (compactly generated) t-structure on C is equivalent to C being
compactly generated by objects F of the above type (and their shifts), so this implies that G “ 0
as desired.

Proof of Theorem 4.6.1. Note that A–modrenbB–modren admits a canonical t-structure, as in the
statement of Lemma 4.6.2. This t-structure is obviously compactly generated by objects bounded
from below, since this is true for each of the tensor factors.
By Lemma 4.6.2, the functor:
Oblv “ OblvAbOblvB : A–modren bB–modren Ñ Vect
is t-exact and conservative on pA–modren bB–modrenq
ě0.6
By Remark 4.2.4, there is some convergent, connective
Ñ
b-algebra C such that A–modren b
B–modren with its forgetful functor defines a renormalization datum for C.
Since the forgetful functor A–modren bB–modren Ñ Vect lifts to A
!
bB–modnaive (by Example
4.4.6 and §3.3), we have a canonical map A
!
b B Ñ C of
Ñ
b-algebras. To prove the theorem, it
suffices to show that this map realizes C as the convergent completion of A
!
bB.
For this, suppose i ÞÑ Fi P A–mod
c
ren and j ÞÑ Gj P B–mod
c
ren pro-represent the forgetful
functors. Clearly limi,j Fi bGj P PropA–modrenbB–modrenq pro-represents the forgetful functor to
vector spaces. As in §3.4, the object:
lim
i,j
OblvpFi b Gjq
is canonically isomorphic to C P ProVect. But we can calculate this object as:7
lim
i,j
OblvpFi b Gjq “ lim
i,j
colim
k,ℓ
HomA–modrenbB–modrenpFk b Gℓ,Fi b Gjq “
lim
i,j
colim
k,ℓ
´
HomA–modrenpFk,Fiq bHomB–modrenpGℓ,Gjq
¯
“
lim
i
OblvpFiq
!
b lim
j
OblvpGjq.
This last term is the
!
b-tensor product of the convergent completions of A and B respectively,
giving the claim.

6Note that Lemma 4.6.2 as formulated should be applied to the functor:
idbOblv : A–modren bB–modren Ñ A–modren.
7The second equality is a general fact about maps out of external products of two compact objects.
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This construction obviously equips Alg
Ñ
b
ren with a unique symmetric monoidal structure such that
the forgetful functor to Alg
Ñ
b is symmetric monoidal. For this symmetric monoidal structure, the
functor:
Alg
Ñ
b
ren Ñ DGCatcont
A ÞÑ A–modren
is symmetric monoidal by construction.
5. Weak actions of group schemes
5.1. In this section, we begin a study of action of (suitable) group indschemes H on
Ñ
b-algebras
and on categories.
We will explain, following Gaitsgory, that (under suitable hypotheses) there is a naive notion of
weak H-action on a DG category, and a less naive notion, which we call genuine weak actions.
The bulk of this section is devoted to developing the notion of genuine actions when H is a
classical affine group scheme. With that said, this section begins with a general discussion of naive
actions on categories and
Ñ
b-algebras in the case of general ind-affine group indschemes.
5.2. Topological bialgebras. A
Ñ
b-bialgebra B is a coalgebra B in the symmetric monoidal cat-
egory pAlg
Ñ
b,
!
bq. In particular, such a B is equipped with an
Ñ
b-algebra structure and is equipped
with a coproduct ∆ : B Ñ B
!
bB that is a morphism of
Ñ
b-algebras.
There is a natural notion of coaction of such a B on a
Ñ
b-algebra A. Here we have a coaction
map coact : AÑ B
!
bA, which is a map of
Ñ
b-algebras (and satisfies higher compatibilities with ∆
and so on).
Variant 5.2.1. A
!
b-bialgebra is a bialgebra in the symmetric monoidal category pProVect,
!
bq. Any
such object has an underlying
Ñ
b-bialgebra structure.
Note that in the
!
b-setting, commutative and cocommutative
!
b-bialgebra structures have evident
meaning, while in the
Ñ
b-setting, only cocommutative
Ñ
b-bialgebra structures make sense.
5.3. In the above setting, note that B–modnaive P DGCatcont inherits a canonical monoidal DG
structure. For example, the monoidal operation is given by:
B–modnaive bB–modnaive
§3.3
ÝÝÑ B
!
bB–modnaive
∆˚
ÝÝÑ B–modnaive
where ∆˚ is restriction of module structures along the map ∆.
Similarly, if B coacts on A, then B–modnaive acts on A–modnaive.
5.4. Now suppose that B is given a renormalization datum. Recall from §4.6 that Alg
Ñ
b
ren is a
symmetric monoidal category.
Therefore, it makes sense to say that a bialgebra structure on B is compatible with the renor-
malization datum on B: this means that the counit and comultiplication maps are morphisms of
renormalized
Ñ
b-algebras. Similarly, for A P Alg
Ñ
b
ren, we may speak of a coaction of B on A being
compatible with the given renormalization data: this means the coaction data makes A a comodule
for B in the symmetric monoidal category Alg
Ñ
b
ren.
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In such cases, B–modren inherits a canonical monoidal structure andB–modren acts on A–modren.
5.5. Group setting. Now suppose that H is an ind-affine group indscheme. We suppose H is
reasonable in the sense of [BD1] (or §6.8 below): that is, H “ colimHi for Hi Ď H eventually
coconnective quasi-compact quasi-separated subschemes8 with all maps Hi Ñ Hj almost finitely
presented.
Then B “ FunpHq :“ limi ΓpHi,OHiq P ProVect is a commutative
!
b-bialgebra, and in particular
inherits a
Ñ
b-bialgebra structure.
We say that H naively acts on A P Alg
Ñ
b if B coacts on A. We let Alg
Ñ
b,Hñ denote the category
of
Ñ
b-algebras with naive H-actions (i.e., the category of B-comodules in Alg
Ñ
b).
5.6. Naive group actions on categories. Assume in the above notation that each of the (com-
mutative) algebras ΓpHi,OHiq are coherent, as in Example 4.3.2. Then B admits a canonical renor-
malization as in loc. cit. We define IndCoh˚pHq :“ B–modren.
Remark 5.6.1. In §6, we will define IndCoh˚ in much greater generality. However, this elementary
definition coincides in the present setting.
Remark 5.6.2. The notation is taken from [Ras1] (see also [Gai5]), to which we refer for an expla-
nation. The main purpose of this notation is to remind us that to avoid the pitfalls inherent in
working with IndCoh in the infinite type setting.
Example 5.6.3. Suppose that H is the loop group GpKq for G an affine algebraic group.9 By
[GR2], there is a canonical equivalence QCohpGpKqq » IndCoh˚pGpKqq defined as such. But we
note that this equivalence uses the compact open subgroup GpOq in an essential way: the functor
Oblv : IndCoh˚pGpKqq Ñ Vect, which tautologically exists in the above definition, corresponds to
the composition:
QCohpGpKqq
π˚
ÝÑ QCohpGrGq
´bωGrG
» IndCohpGrGq
ΓIndCohpGrG,´q
ÝÝÝÝÝÝÝÝÝÑ Vect.
Here π : GpKq Ñ GrG “ GpKq{GpOq is the projection, and IndCoh is defined in the standard sense
on GrG because it is of ind-finite type; the rest of the notation is standard in the subject, and the
functor of tensoring with the dualizing sheaf is an equivalence by a theorem of [GR2] (and formal
smoothness of GrG).
Definition 5.6.4. A naive weak action of H on C P DGCatcont is an IndCoh
˚pHq-module10 structure
for C.
Remark 5.6.5. The antipode for H induces a canonical equivalence between left and right modules
for IndCoh˚pHq, so we often ignore the distinction going forward.
Remark 5.6.6. We sometimes omit “weak”: the distinction between naive and genuine actions in
this section only occurs for weak group actions, not for strong group actions.
Example 5.6.7. H has a canonical naive action on IndCoh˚pHq.
Example 5.6.8. H has a canonical naive action on Vect. Indeed, H naively acts on k with coaction
given by the unit map, and this is compatible with renormalization.
8For emphasis: the Hi may not necessarily be group subschemes.
9In particular, G is classical and finite type.
10Here we are considering IndCoh˚pHq as an algebra object in DGCatcont, so e.g. the action functor is IndCoh
˚pHqb
CÑ C. In particular, the induced action IndCoh˚pHq ˆ CÑ C commutes with colimits in each variable separately.
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Example 5.6.9. For any indscheme X of ind-finite type with an H action, H naively acts on
IndCohpXq.
Example 5.6.10. If H acts on a Tate Lie algebra k, then H naively weakly acts on k–mod, (defined
as in Example 4.3.8). In particular, H weakly acts on h–mod.
5.7. We let Alg
Ñ
b,Hñ
ren denote the category of renormalized
Ñ
b-algebras with naive H-actions com-
patible with the renormalization, i.e., the category of B-comodules in Alg
Ñ
b for B “ ΓpH,OHq
equipped with the renormalization datum IndCoh˚pHq.
Note that for A P Alg
Ñ
b,Hñ
ren , H acts naively on A–modren (c.f. §5.4).
5.8. We let H–modweak,naive denote the 2-category of categories with a naive weak action of H,
i.e., IndCoh˚pHq–modpDGCatcontq.
For C P IndCoh˚pHq–mod, we define the naive weak invariants and coinvariants as:
CH,w,naive :“ HomH–modweak,naivepVect,Cq, CH,w,naive :“ Vect b
IndCoh˚pHq
C.
5.9. Genuine actions. In the remainder of this section and in §7, we study a more robust variant
of the above notion, under somewhat more restrictive hypotheses. In this section, we focus on the
case where H is profinite dimensional, which contains the main phenomena.
5.10. Finite dimensional reminder. We first remind the reader of the following foundational
result, which will play a key role.
Let H be an affine algebraic group. In this case, we remove the label “naive” from the notation,
e.g., H–modweak “ H–modweak,naive — the naivete´ is only in the infinite type setting.
Theorem 5.10.1 (Gaitsgory, [Gai6]). For H an affine algebraic group, the functor:
H–modweak Ñ ReppHq–mod “ ReppHq–modpDGCatcontq
C ÞÑ CH,w
is an equivalence. (Here the functor exists because ReppHq :“ QCohpBHq is tautologically isomorphic
to HomH–modweakpVect,Vectq as a monoidal category.)
5.11. Profinite dimensional setting. In the remainder of this section, we supposeH is a classical
affine group scheme.
5.12. Let B “ FunpHq P Vect♥ as before. Because H can be written as a limit of smooth schemes
under smooth morphisms, the tautological functor B–modren “ IndCoh
˚pHq Ñ QCohpHq “
B–modnaive is an equivalence.
5.13. We begin with a remark in the naive setting.
Note that the Beck-Chevalley conditions apply for the cosimplicial diagram defining CH,w,naive.
Therefore, Oblv : CH,w,naive Ñ C admits a continuous right adjoint Avw,naive˚ , and Oblv is comonadic.
The comonad on C is given by convolution with the coalgebra OH in the monoidal category
QCohpHq.
In particular, for C “ Vect, we obtain that ReppHqnaive :“ Vect
H,w,naivep“ QCohpBHqq is canon-
ically equivalent to the category of B-comodules (with B as above).
HOMOLOGICAL METHODS IN SEMI-INFINITE CONTEXTS 23
5.14. We now define ReppHq “ ReppHqren as IndpReppHq
cqq for ReppHqc Ď ReppHqnaive the
full subcategory generated by finite dimensional representations, i.e., objects whose image in Vect
is compact.11 Since ReppHqc is closed under tensor products in ReppHqnaive, ReppHq is a rigid
symmetric monoidal DG category.
Note that ReppHq carries a canonical t-structure for which the forgetful functor to Vect is t-exact.
We have ReppHq` » ReppHq`naive.
5.15. The following definition plays a key role.
Definition 5.15.1. The categoryH–modweak of categories with a genuine
12 weak H-action is ReppHq–mod “
ReppHq–modpDGCatcontq.
Construction 5.15.2. Note that ReppHqnaive “ HomH–modweak,naivepVect,Vectq. In particular, Vect
admits commuting actions of ReppHqnaive and QCohpHq. In particular, since ReppHqren Ñ ReppHqnaive
is symmetric monoidal, Vect is a bimodule for ReppHqren and QCohpHq, and therefore tensoring
defines a functor:
H–modweak Ñ H–modweak,naive.
Notation 5.15.3. Following the case of finite dimensional H, we think of the underlying object of
DGCatcont as the weak H-invariants of a DG category acted on by H.
To accommodate this, suppose we are given an object of H–modweak. By definition, this means
that we are given an object D P ReppHq–mod. We use the notation CH,w in place of D, where we
let C denote the underlying object of H–modweak,naive. We then abusively write C P H–modweak to
summarize the situation.
Roughly, the reader should think C P H–modweak means that C P H–modweak,naive, and we are
given a “correction” CH,w to CH,w,naive.
We emphasize that this “forgetful functor”H–modweak Ñ DGCatcont (factoring throughH–modweak,naive)
is not conservative.
Remark 5.15.4. Because ReppHq is rigid monoidal, Vect is dualizable over ReppHq. Therefore, the
functor H–modweak Ñ H–modweak,naive admits left and right adjoints. It is immediate to see
that they are computed as strong and weak invariants respectively, with ReppHq acting through
ReppHqnaive.
In particular, for C P H–modweak, there is a canonical functor:
CH,w Ñ CH,w,naive.
It is not difficult to see that each of these functors H–modweak,naive Ñ H–modweak are fully-
faithful. Indeed, it is well-known that it suffices to verify this for either functor, and for the right
adjoint this is the content of [Ras2] Proposition 3.5.1 (which is proved by a standard Beck-Chevalley
argument).
11Note that this example fits into the formalism of §4. Indeed, B is the union of its finite dimensional sub-coalgebras,
so B_ P ProVect is a profinite dimensional algebra, in particular, an
Ñ
b-algebra. Its modules are tautologically the
same as B-comodules. This definition of ReppHq is then obtained by applying Example 4.3.5.
12The terminology is borrowed from equivariant homotopy theory. In that context, for finite H , one extends
the naive notion of H-action on a spectrum in such a way that the trivial representation (and more generally,
any permutation representation) becomes compact. This is somewhat analogous to the present context, where we
renormalize H–modweak,naive so that the trivial representation Vect becomes (completely) compact.
Although the subtleties in our context only occur for group schemes (which are analogous to profinite groups) and
group indschemes (which are analogous to locally compact totally disconnected groups), we still find this analogy to
be somewhat evocative.
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Example 5.15.5. We have a canonical object Vect P H–modweak with Vect
H,w “ ReppHq. Clearly
HomH–modweakpVect,Cq “ C
H,w.
Example 5.15.6. By Theorem 5.10.1, genuine and naive actions coincide in the finite dimen-
sional case. It is straightforward to show that if H “
ś8
i“1Ga, then ReppHq is not equivalent
to ReppHqnaive, so the two notions do not coincide in this case.
Remark 5.15.7. The relationship between H–modweak and H–modweak,naive is somewhat analogous
to the relationship between IndCoh and QCoh, though it occurs a categorical level higher. Namely,
there is a non-conservative functor H–modweak Ñ H–modweak,naive analogous to the functor Ψ :
IndCohpSq Ñ QCohpSq for an eventually coconnective Noetherian scheme S, and in both cases,
there are fully-faithful left and right adjoints.
5.16. The key advantage of genuine H-actions is that the theory completely reduces to the finite
dimensional setting, as we now discuss.
Indeed, recall that H is a limit limiHi of affine algebraic groups under smooth
13 surjective maps.
Let Ki Ď H denote the kernel of the map H Ñ Hi. Note that there is a canonical functor
H–modweak Ñ Hi–modweak, sending C to:
CKi,w :“ CH,w b
ReppHiq
Vect.
That is, we apply the restriction along the tensor functor ReppHiq Ñ ReppHq and the inverse to
Theorem 5.10.1.
Proposition 5.16.1. The induced functor:
H–modweak Ñ lim
i
Hi–modweak
is an equivalence.
This follows immediately from the next lemma.
Lemma 5.16.2. The morphism:
colim
i
ReppHiq Ñ ReppHq P ComAlgpDGCatcontq
is an equivalence.
Proof. This is a special case of Example 4.3.5.

Corollary 5.16.3. For any C P H–modweak, the functor:
colim
i
CKi,w Ñ C P DGCatcont
is an equivalence. Moreover, each of the structural functors in this colimit admits a continuous right
adjoint.
Corollary 5.16.4. The functor Oblv : CH,w Ñ C admits a continuous right adjoint Avw˚ .
13Of course we are using characteristic zero in an essential way.
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5.17. Functoriality. Suppose f : H1 Ñ H2 is a morphism of classical affine group schemes.
We claim that there are induced adjoint functors:
indw : H1–modweak Õ H2–modweak : Res
with the weak induction functor indw also canonically isomorphic to the right adjoint to Res.
Indeed, unwinding the definitions, Hi–modweak » ReppHiq–mod, and we take ind
w to correspond
to restriction of module categories along the symmetric monoidal functor ReppH2q Ñ ReppH1q.
This functor obviously admits a left adjoint ReppH1q bReppH2q ´, which is defined to be Res. Then
Res is both left and right adjoint because ReppH1q is self-dual as a ReppH2q-module category by
general properties of rigid monoidal DG categories, c.f. [Gai3].
In particular, taking H Ñ Specpkq, we see Res : DGCatcont Ñ H–modweak sends Vect to itself
with the trivial H-action. The equality of left and right adjoints here should be interpreted as an
“invariants = coinvariants” statement for genuine H-actions. We remark that the corresponding
statement is false in the setting of naive weak actions.
5.18. Genuine actions via canonical renormalization. The following is a typical construction
of genuine weak H-actions.
Suppose H acts naively on C. Suppose moreover that C is equipped with a t-structure such
that OblvAvw,naive˚ : C Ñ C is t-exact. Then C
H,w,naive has a (unique) t-structure such that
Oblv : CH,w,naive Ñ C is t-exact (c.f. the proof of Proposition 5.18.3 (1) below). Note that the
functor Avw,naive˚ is also t-exact in this case.
In what follows, we let CH,w,c Ď CH,w,naive denote the (non-cocomplete) DG subcategory of
objects F P CH,w,naive with OblvpFq compact in C.
Definition 5.18.1. In the above setting, we say the naive action of H on C canonically renormalizes
(compatibly with the t-structure) if:
(1) C and its t-structure are compactly generated.
(2) Compact objects in C are bounded (i.e., eventually connective and coconnective).
(3) The essential image of the functor Oblv : CH,w,cX CH,w,naive,ď0 Ñ CcX Cď0 Karoubi gener-
ates. (Here Cc Ď C is the subcategory of compact objects.)
Remark 5.18.2. Note that under the above hypotheses, the functor CH,w,c Ñ Cc Karoubi generates.
The following result summarizes the main features of this setting.
Proposition 5.18.3. Suppose H acts naively on C, C is equipped with a t-structure compatible
with the H-action, and suppose the H-action canonically renormalizes.
Define CH,w as IndpCH,w,cq; as CH,w,c Ď CH,w,naive is a ReppHqc-submodule category, CH,w has a
canonical ReppHq-module structure.
Let ψ denote the canonical functor:
ψ : CH,w Ñ CH,w,naive P DGCatcont
ind-extending the embedding CH,w,c ãÑ CH,w,naive. Note that ψ is a morphism of ReppHq-module
categories.
We use a standard abuse of notation in letting Oblv : CH,w Ñ C denote the composition CH,w
ψ
ÝÑ
CH,w,naive
Oblv
ÝÝÝÑ C.
(1) CH,w,naive admits a unique t-structure such that such that the (conservative) forgetful functor
to C is t-exact.
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(2) CH,w has a unique compactly generated t-structure such that the forgetful functor to C is
t-exact and conservative on eventually coconnective subcategories.
(3) For V P ReppHq♥, the action functors V ‹ ´ : CH,w Ñ CH,w and V ‹ ´ : CH,w,naive Ñ
CH,w,naive are t-exact.
(4) The functor ψ is t-exact and an equivalence on eventually coconnective subcategories:
ψ : CH,w,`
»
ÝÑ CH,w,naive,`.
(5) The composition:14
CH,w b
ReppHq
VectÑ CH,w,naive b
ReppHq
VectÑ C
is an equivalence. In particular, CH,w P ReppHq–mod induces a canonical genuine H-action
on C.
(6) Let Avw˚ : C Ñ C
H,w denote the right adjoint to Oblv. Then the induced natural transfor-
mation:
ψ ˝ Avw˚ Ñ Av
w,naive
˚
(of functors CÑ CH,w,naive) is an isomorphism.
Proof. (1) follows by noting that CH,w,naive is the totalization Tot
`
CbQCohpHqb‚
˘
and all of the
structural maps in the underlying semi-cosimplicial diagram are t-exact.15
In (2), the uniqueness is clear: the t- structure must have CH,w,ď0 generated under colimits by
CH,w,c X CH,w,naive,ď0. As is standard, this does define a t-structure, and the forgetful functor to C
is clearly right t-exact. We will complete the proof of (2) later in the argument; but now, we will
verify that (3) holds for this t-structure (without relying on any as yet unproved parts of (2)).
For V P ReppHq♥, we first show that the functor V ‹ ´ : CH,w,naive Ñ CH,w,naive is t-exact. Here
it suffices to verify this after applying Oblv. But Oblv ˝pV ‹ ´q “ V b Oblvp´q, which is clearly
t-exact.
To see V ‹´ : CH,w Ñ CH,w is t-exact, note that we can assume V is finite dimensional (because
the t-structure on CH,w, being compactly generated, is compatible with filtered colimits). By the
naive case, this functor preserves CH,w,cXCH,w,naive,ď0, so we obtain right t-exactness in the genuine
setting. Now V ‹ ´ is right adjoint to the left t-exact functor V _ ‹ ´, giving the left t-exactness.
We now make an auxiliary observation. Suppose G P CH,w,c Ď CH,w,naive. By assumption, G lies
in cohomological degrees ě ´N for N " 0. We claim that G is actually compact as an object of
CH,w,naive,ě´N . Indeed, because G is eventually connective, the functor:
HomCH,w,naivepG,´q : C
H,w,naive,ě´N Ñ Gpd
factors through the subcategory of M -truncated groupoids for some M " 0 (depending on N and
G). Moreover, we have:
HomCH,w,naivepG,´q
»
ÝÑ TotHomCbQCohpHqb‚pOblvpGq b O
b‚
H ,´q
where each of these functors factors through M -truncated groupoids. Therefore, we have Tot
»
ÝÑ
TotďM`1 here, so commuting finite limits with filtered colimits in Gpd gives the claim about G.
14In fact, each functor here is an equivalence.
15Note that this argument is general for naive H-actions and compatible t-structures. I.e., it is not specific to
canonical renormalization.
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Using this observation, we will now show (6). Note that the canonical natural transformation:
FunpHq ‹ ´ Ñ Avw,naive˚ Oblv P HompC
H,w,naive,CH,w,naiveq (5.18.1)
is an isomorphism, where here ‹ denotes the action of ReppHq on CH,w,naive and FunpHq is the
regular representation in ReppHq♥ Ď ReppHq. Indeed, the identification16 C “ CH,w,naive bReppHq
Vect and the Beck-Chevalley formalism imply this.
We now similarly claim that there is a canonical isomorphism:
FunpHq ‹ ´
»
ÝÑ Avw˚ Oblv : C
H,w Ñ CH,w.
Both functors commute with colimits, so it suffices to verify that for every F P CH,w,c, the natural
map:
FunpHq ‹ F Ñ Avw˚ OblvpFq
is a natural isomorphism. Let G P CH,w,c be given. Write FunpHq as a filtered colimit colimi Vi
where Vi P ReppHq
♥ are finite dimensional. We claim that:
colim
i
HomCH,w,cpG, Vi ‹ Fq
»
ÝÑ HomCH,w,naivepG, colim
i
Vi ‹ Fq.
Indeed, because F and G are eventually coconnective, by (3) (in the naive case), we have Vi‹F,F,G P
CH,w,naive,ě´N for N " 0 (and for all i). Then the fact that G is compact in CH,w,naive,ě´N´r for
all r ě 0 gives the claim.
Therefore, we have:
HomCH,wpG,FunpHq ‹ Fq “ HomCH,wpG, colim
i
Vi ‹ Fq “ colim
i
HomCH,wpG, Vi ‹ Fq “
colim
i
HomCH,w,cpG, Vi ‹ Fq “ HomCH,w,naivepG, colim
i
Vi ‹ Fq “ HomCH,w,naivepG,Av
w,naive
˚ pFqq “
HomCpOblvpGq,OblvpFqq.
To complete the argument, note that both functors Avw,naive˚ and ψAv
w
˚ commute with colimits,
so it suffices to show that our natural transformation is an equivalence when evaluated on compact
objects in C. Moreover, because the naive H-action on C canonically renormalizes, it suffices to
check this on compact objects of the form OblvpFq for F P CH,w,c. But then Avw,naive˚ Oblv and
ψAvw˚ Oblv are each canonically given by the action of FunpHq, and ψ is ReppHq-linear, giving the
claim.
Returning to (2), we claiom that for F P CH,w,ě0 we have OblvpFq P Cě0. Note that Avw˚ OblvpFq “
FunpHq‹F as before, and since FunpHq is in degree 0, FunpHq‹F is also in degrees ě 0. Therefore,
for G P CH,w,c X CH,w,naive,ă0, we have:
HomCpOblv G,OblvFq “ HomCH,wpG,Av
w
˚ OblvFq “ 0 P Gpd
By hypothesis, Că0 is generated under colimits by such objects OblvG, giving the claim.
To conclude (2), we need to show that Oblv is conservative on eventually coconnective objects.
Suppose F P CH,w,ě0 with OblvpFq “ 0. Then we have:
Fr1s “ CokerpF Ñ Avw˚ OblvpFqq “ Cokerpk
1ÞÑ1
ÝÝÝÑ FunpHqq ‹ F.
16This follows from identifying both sides with FunpHq–modpCq using Barr-Beck and the Beck-Chevalley formalism.
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By (3), the right hand side is in CH,w,ě0, so Fr1s P CH,w,ě0, so F P CH,w,ě1. Iterating this, we obtain
F “ 0 as desired.
Then (4) follows from (2) and (6) by observing that these results imply that the forgetful functor
CH,w,` Ñ C` is comonadic with comonad given by the action of FunpHq P QCohpHq.
It remains to show (5). By the Beck-Chevalley formalism, CH,w
F ÞÑFbReppHqk
ÝÝÝÝÝÝÝÝÝÑ CH,w bReppHq Vect
admits a conservative right adjoint, and the corresponding monad on CH,w is the action of FunpHq P
ReppHq. Using our canonical identification of that convolution with Avw˚ Oblv, we obtain that the
functor from (5) is fully-faithful. By Remark 5.18.2, it is also essentially surjective.

5.19. Canonical renormalization for IndCoh. We also have the following variant.
Lemma 5.19.1. Suppose that X is an indscheme locally almost of finite type acted on by H. Then
the naive H-action on IndCohpXq canonically renormalizes (relative to its canonical t-structure).
Proof. We use the following construction. Suppose F P IndCohpXqH,w,naive,♥ and G Ď OblvpFq is
a subobject. Define a subobject rG Ď F P IndCohpXqH,w,naive,♥ as the fiber product (in the abelian
category IndCohpXqH,w,naive,♥):
rG “ F ˆ
Avw˚ OblvpFq
Avw˚ pGq //

F
coact

Avw˚ pGq // Av
w
˚ OblvpFq.
Observe that OblvprGq Ď G Ď OblvpFq (using the counit of the adjunction).17
Now if G is coherent, then OblvprGq is as well (because we are in a Noetherian setup). Moreover,
the map SubObjpOblvpFqq
GÞÑrG
ÝÝÝÑ SubObjpFq commutes with filtered colimits (because we are taking
fiber products in a Grothendieck abelian category). Therefore, we have:
F “ colim
GĎOblvpFq coherent
rG.
Applying Oblv, we see that OblvpFq is a filtered colimit of objects coming from IndCohpXqH,w,c.
Since such objects OblvpFq generate IndCohpXqď0 under colimits (since Avw˚ is t-exact and conser-
vative), this gives the claim.

5.20. Varying the group. We record the following result for later use.
Lemma 5.20.1. Suppose f : H1 Ñ H2 is a morphism of classical affine group schemes. Suppose
C P DGCatcont is equipped with a t-structure and a compatible naive action of H2 that renormalizes.
Then:
(1) The induced naive H1-action also renormalizes.
(2) The category:
ReppH1q b
ReppH2q
CH2,w
is compactly generated, and the natural functor:
17In fact, rG is maximal among subobjects of F with this property.
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ReppH1q b
ReppH2q
CH2,w Ñ CH1,w,naive (5.20.1)
maps compact objects to objects in CH1,w,c (with this subcategory defined as in Proposition
5.18.3).
(3) The functor:
`
ReppH1q b
ReppH2q
CH2,w
˘c
Ñ CH1,w,c
induced by (5.20.1) is fully-faithful, so induces a fully-faithful functor:
ReppH1q b
ReppH2q
CH2,w Ñ CH1,w. (5.20.2)
(4) If C “ IndCohpXq for X locally almost of finite type and acted on by H2 (as in Lemma
5.19.1), then (5.20.2) is an equivalence.
(5) If H1 and H2 are algebraic groups, then (5.20.2) is an equivalence.
Proof. (1) is immediate from the definitions.
In (2), note that all the categories appearing in the construction computing the tensor prod-
uct ReppH1q bReppH2q C
H2,w are compactly generated, and each of the functors in the underlying
semisimplicial diagram preserve compact objects. Therefore, this tensor product is compactly gen-
erated by objects of the form V bReppH2qF for V P ReppH1q
c and F P CH2,w,c. Moreover, the functor
(5.20.1) sends this object to V ‹OblvpFq, where Oblv denotes the functor CH2,w,naive Ñ CH1,w,naive
and V denotes the action of ReppH1q on C
H1,w,naive. Clearly this object lies in CH1,w,c, giving the
claim.
For (3), let IndH2H1 : ReppH1q Ñ ReppH2q denote the (continuous) right adjoint to the restric-
tion functor. Because IndH2H1 is a morphism of ReppH2q-module categories (by rigid monoidality of
ReppH2q), we see that Ind
H2
H1
b
ReppH2q
idCH2,w is right adjoint to the functor pF P C
H2,wq ÞÑ kbReppH2qF
(for k the trivial representation).
Now let F,G P CH2,w and let V,W P ReppH1q be given with W P ReppH1q
c. By the above, we
have:
HomReppH1q b
ReppH2q
CH2,wpW b
ReppH2q
G, V b
ReppH2q
Fq “
HomReppH1q b
ReppH2q
CH2,wpk b
ReppH2q
G, pW_ b V q b
ReppH2q
Fq “
HomCH2,wpG, Ind
H2
H1
pW_ b V q ‹ Fq.
Now if we assume F,G P CH2,w,` and V P ReppH1q
`, then by Proposition 5.18.3 the above Hom
maps isomorphically (via the functor ψ from loc. cit.) onto:
HomCH2,w,naivepG, Ind
H2
H1
pW_ b V q ‹ Fq. (5.20.3)
Before calculating this term further, let OblvH2ÑH1 : CH2,w,naive Ñ CH1,w,naive be the restric-
tion functor and let Avw,naive,H1ÑH2˚ : C
H1,w,naive Ñ CH2,w,naive denote its right adjoint. Note
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that although this latter functor may not commute with colimits,18 its restriction to CH2,w,naive,ě0
commutes with filtered colimits.19 We claim that for any U P ReppH1q
`, the natural map:
IndH2H1pUq ‹ F Ñ Av
w,naive,H1ÑH2
˚
`
U ‹OblvH2ÑH1pFq
˘
is an isomorphism. First, if U is the regular representation, this follows from the identification
Avw,naive˚ Oblv “ FunpHq‹´ from (5.18.1). If U “ FunpHqbQ for Q P Vect
`, then the claim follows
from commutation the fact that Avw,naive,H1ÑH2˚ commutes with colimits bounded uniformly from
below. Finally, general U P ReppH1q
` follows using the cobar resolution for U , using the t-structure
to justify commuting the totalization with various functors.20
Applying this to U “W_ b V from above, we calculate (5.20.3) as:
HomCH2,w,naivepG, Ind
H2
H1
pW_ b V q ‹ Fq “
HomCH2,w,naivepG,Av
w,naive,H1ÑH2
˚
`
W_ b V ‹OblvH2ÑH1pFqq “
HomCH1,w,naivepOblv
H2ÑH1pGq, pW_ b V q ‹OblvH2ÑH1pFqq “
HomCH2,w,naivepW ‹Oblv
H2ÑH1pGq, V ‹OblvH2ÑH1pFqq.
As the left hand side of (5.20.1) is compactly generated by objects of the form V bReppH2q F for
F P CH2,w,c and V P ReppH2q
c, this gives fully-faithfulness of (5.20.1) when restricted to compact
objects.
Next, (5) follows from Lemma 5.20.2 (applied to H “ H1 and D the essential image of (5.20.2)).
Finally, we show (4). It suffices to show that any object F P IndCohpXqH1,w,c lies in the essential
image of (5.20.2). Moreover, we can assume F lies in the heart of the t-structure.
In the course of reductions, we use the following (simple) observation repeatedly: if f : Y Ñ X
is an equivariant map of locally almost of finite type indschemes acted on by H2, and F is of the
form f IndCoh˚ pGq for some G P IndCohpY q
H2,w such that G lies in the essential image of:
ReppH1q b
ReppH2q
IndCohpY qH2,w Ñ IndCohpY qH1,w
then F lies in the essential image of the functor:
ReppH1q b
ReppH2q
IndCohpXqH2,w Ñ IndCohpXqH1,w.
Because IndCohpXq♥ “ IndCohpXclq♥ and similarly for equivariant categories, we may assume
(by the above) that X is classical. Then X is a colimit X “ colimXi under closed embeddings of
finite type classical schemes acted on by H2. Therefore, applying the above reduction technique
again, we may assume X is a classical scheme of finite type.
Now observe that there exists a map H2 Ñ H
1
2 of group schemes with H
1
2 an affine algebraic
group and such that H2 acts on X through H
1
2. We claim that there is a commutative diagram:
18For example, if H2 is a point and H1 “
ś8
i“1Ga.
19Indeed, compact generation of CH2,w implies CH2,w,ě0
»
ÝÑ CH2,w,naive,ě0 is compactly generated by τě0pCH2,w,cq;
these clearly map into τě0pCH1,w,cq under Oblv. So Oblv : CH2,w,ě0 Ñ CH1,w,ě0 preserves compacts, so its right
adjoint preserves filtered colimits.
20More precisely, any truncation τďN applied to this totalization coincides with a suitable finite totalization.
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H1 //

H 11

H2 // H
1
2
with H 11 again an affine algebraic group and such that the H1-equivariant structure on F comes
from an H 11-equivariant structure. Indeed, we can write H1 “ limiH1,i where each H1,i an affine
algebraic group over H 12 (so in particular, it acts on X). Then the H1-equivariant structure on F is
encoded by the coaction map:
OblvpFq Ñ FunpH1q ‹OblvpFq P IndCohpXq
♥.
The right hand side is colimi FunpH1,iq‹OblvpFq, and because F is coherent, the above map factors
through FunpH1,iq ‹ OblvpFq for some i. Since we are in a 1-categorical context here, it suffices to
take H 11 “ H1,i for such i.
We then have a commutative diagram:
ReppH 11q b
ReppH 1
2
q
IndCohpXqH
1
2
,w //

IndCohpXqH
1
1
,w

ReppH1q b
ReppH2q
IndCohpXqH2,w // IndCohpXqH1,w.
We have lifted F along the right vertical arrow. By (5), the top arrow is an equivalence. Therefore,
F lies in the essential image of the bottom functor, giving the result.

In the course of the above, we appealed to the following result.
Lemma 5.20.2. Let H be an affine algebraic group acting weakly21 on C P DGCatcont. Suppose
D Ď CH,w be a DG subcategory such that:
‚ D is closed under colimits and the ReppHq-action.
‚ D is compactly generated and the inclusion D ãÑ CH,w preserves compact objects.
‚ The composite D ãÑ CH,w
Oblv
ÝÝÝÑ C generates C under colimits.
Then D “ CH,w.
Proof. We will repeatedly use the fact shown in the course of the proof of Proposition 5.18.3 that
Avw˚ Oblv “ FunpHq ‹ ´ (as endofunctors on C
H,w).
First, note that for G P C, Avw˚ pGq P D. Indeed, since the functor Oblv |D : D Ñ C generates
under colimits, it suffices to see that OblvAvw˚ : C
H,w Ñ CH,w maps D into itself. But this functor
is given by the action of the regular representation in ReppHq, so by assumption preserves D.
Now let k P ReppHq denote the trivial representation. By Lemma 3.7.2, we have:
k
»
ÝÑ τďnTotďn`1pAvw˚ Oblvq
‚`1pkq
21As H is finite type, this simply means C is a QCohpHq-module category.
Similarly, when we refer to weak invariants in this lemma, this is what we would call naive weak invariants in an
infinite type setting. I.e., we are forming these weak invariants without any canonical renormalization or any such.
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for all n ě 0. BecauseH is finite type and we are in characteristic 0, ReppHq has finite cohomological
dimension. Therefore, for n " 0, the boundary map:
τąnTotďn`1pAvw˚ Oblvq
‚`1pkq Ñ kr1s P ReppHq
is nullhomotopic. Therefore, k is a direct summand of Totďn`1pAvw˚ Oblvq
‚`1pkq for n " 0.
Now for F P CH,w, we have F “ k ‹ F (for ‹ denoting the action of ReppHq), which implies that
F is a direct summand of:
Totďn`1pAvw˚ Oblvq
‚`1pFq.
By the above, this object lies in D, so F does as well.

6. Ind-coherent sheaves on some infinite dimensional spaces
6.1. This section, wedged as it is between §5 and §7, is an extended digression.
To orient the reader, we provide a somewhat extended introduction.
6.2. First, let us explain the role this material plays in §7.
In loc. cit., a certain monoidal category denoted IndCoh˚renpKzH{Kq plays a key role, where H a
Tate group indscheme and K Ď H is a compact open subgroup (see loc. cit. for the terminology).
The definition of this category is not hard: IndCoh˚renpKzH{Kq is compactly generated, and
compact objects are objects of IndCohpH{KqK,w,naive that map to CohpH{Kq Ď IndCohpKzH{Kq.
However, this description breaks symmetry, so the monoidal structure is not so evident. This prob-
lem becomes compounded when we try to compare these categories for different compact open
subgroups K, or different groups H, and so on.
Therefore, the ultimate goal of this section is to introduce a class of prestacks we call renor-
malizable, which includes prestacks of the form KzH{K, and for which there is a robust theory of
ind-coherent sheaves (denoted IndCoh˚ren). As the above description indicates, the most important
application of this material in §7 is to resolve some homotopy coherence issues.
6.3. In the above example, we could avoid breaking the symmetry by regarding IndCoh˚renpKzH{Kq
as K ˆK-equivariant ind-coherent sheaves on H. However, H is of ind-infinite type, so is outside
the usual framework of [Gai4] and [GR3]. Therefore, we first develop IndCoh˚ on schemes (possibly
of infinite type, but qcqs and eventually coconnective) and reasonable indschemes (see §6.8 for the
definition).
6.4. Definition for schemes. Let ą´8Schqcqs denote the category of quasi-compact quasi-separated
eventually coconnective schemes.
For S P ą´8Schqcqs, we define CohpSq Ď QCohpSq as the full subcategory of objects F P QCohpSq
`
such that F P QCohpSqě´N implies F is compact in QCohpSqě´N . We define IndCoh˚pSq as
IndpCohpSqq, and we define a t-structure on IndCoh˚pSq by taking connective objects to be gen-
erated under colimits by CohpSq X QCohpSqď0. Note that there is a canonical continuous functor
Ψ “ ΨS : IndCoh
˚pSq Ñ QCohpSq ind-extending the embedding CohpSq ãÑ QCohpSq.
Lemma 6.4.1. Under the above hypotheses, the functor Ψ : IndCoh˚pSq Ñ QCohpSq is t-exact and
an equivalence on eventually coconnective subcategories.
Proof. Clearly Ψ is right t-exact.
Let G P PerfpSq Ď CohpSq be given. Then the functors:
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HomQCohpSqpG,Ψp´qq,HomIndCoh˚pSqpG,´q : IndCoh
˚pSq Ñ Vect
are canonically isomorphism as both commute with colimits and the restriction of the two to CohpSq
are clearly equal.
Therefore, for F P IndCoh˚pSqą0 and G P PerfpSq XQCohpSqď0, we have:
HomQCohpSqpG,ΨpFqq “ HomIndCoh˚pSqpG,Fq “ 0.
As QCohpSqď0 is generated under colimits by such G, this implies ΨpFq P IndCoh˚pSqą0, giving the
t-exactness.
Now take F P CohpSq. We claim that the natural transformation:
HomIndCoh˚pSqpF, τ
ě0p´qq Ñ HomQCohpSqpF,Ψpτ
ě0p´qq
of functors IndCoh˚pSq Ñ Gpd is an isomorphism. Indeed, recall that there exists F1 P PerfpSq and
a map F1 Ñ F inducing an isomorphism on τě0; therefore, we may assume F P PerfpSq, and the
result follows from the (evident) identity:
HomQCohpSqpF,Ψp´qq
»
ÝÑ HomIndCoh˚pSqpF,´q
for such perfect F.
We immediately obtain that for any F P IndCoh˚pSq, the natural transformation:
HomIndCoh˚pSqpF, τ
ě0p´qq Ñ HomQCohpSqpF,Ψpτ
ě0p´qq
is an isomorphism. Clearly this is equivalent to fully-faithfulness of Ψ|IndCoh˚pSq` .
As QCohpSqě0 is generated under colimits by τě0pPerfpSqq and this category is in the essential
image of Ψ by t-exactness, we obtain that Ψ induces an equivalence on coconnective objects as
desired.

Remark 6.4.2. The notation IndCoh˚ is parallel to similar notation from [Ras1] and is used to
emphasize the differences between the Noetherian and non-Noetherian situations. Note that one
can dualize to obtain a theory IndCoh! parallel to D! from loc. cit. Because IndCoh is canonically
self-dual on indschemes locally almost of finite type, we do not include superscripts when working
with such objects (since our theory manifestly recovers that of [GR3] in this case).
6.5. For f : S Ñ T in ą´8Schqcqs, define f
IndCoh
˚ : IndCoh
˚pSq Ñ IndCoh˚pT q P DGCatcont to be
the unique left t-exact (continuous DG) fitting into a commutative diagram:
IndCoh˚pSq
f IndCoh˚ //
Ψ

IndCoh˚pT q
Ψ

QCohpSq
f˚ // QCohpT q.
As in [Gai4] Proposition 3.2.4, this construction canonically upgrades to a functor ą´8Schqcqs Ñ
DGCatcont.
Remark 6.5.1. For f affine, f IndCoh˚ is t-exact.
34 SAM RASKIN
Notation 6.5.2. For f the projection map S Ñ Specpkq, we use the notation ΓIndCohpS,´q :
IndCoh˚pSq Ñ Vect for the corresponding pushforward functor (and similarly for the more gen-
eral S considered later in this section).
6.6. Next, we discuss behavior with respect to flat morphisms.
Lemma 6.6.1. Suppose f : S Ñ T P ą´8Schqcqs is flat. Then f
IndCoh
˚ admits a left adjoint.
Proof. In this case, the adjoint functors f˚ : QCohpT q Õ QCohpSq : f˚ preserve the subcategories
QCohp´qě´n for all integers n, and in particular induce an adjunction. It immediately follows that
f˚ maps CohpT q Ď QCohpT q to CohpSq, and that the ind-extension of this functor is the sought-after
left adjoint.

For such flat f , we denote this left adjoint by f˚,IndCoh.
Lemma 6.6.2. For a Cartesian diagram:
S1
ψ

ϕ // T 1
g

S
f // T
with g flat and S, T, T 1 in ą´8Schqcqs (so S
1 P ą´8Schqcqs as well), the natural transformation:
g˚,IndCohf IndCoh˚ Ñ ϕ
IndCoh
˚ ψ
˚,IndCoh
is an isomorphism.
Proof. Clear from the corresponding statement for QCoh.

Now by [GR3] Theorem V.1.3.2.2, the functor IndCoh˚ extends canonically to a functor:
IndCoh˚ : Corrpą´8Schqcqsqall;flat Ñ DGCatcont.
Here we are using the notation from loc. cit. We remind that the source category is the correspon-
dence category for ą´8Schqcqs in which morphisms from one eventually coconnective scheme S to
another T are diagrams:
H
α
⑦⑦
⑦⑦
⑦⑦
⑦⑦ β
  ❅
❅❅
❅❅
❅❅
❅
S T
with α flat; the functor IndCoh˚ attaches to such a correspondence the functor βIndCoh˚ α
˚,IndCoh. (We
have omitted the “admissible” morphism data from loc. cit.; one may take only isomorphisms for
our purposes, i.e., only work with a 1-category of correspondences.)
Remark 6.6.3. The above material extends if we replace flatness by finite Tor- dimension. However,
we do not need this extension and therefore do not emphasize it.
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6.7. We have the following basic result.
Lemma 6.7.1. IndCoh˚ satisfies Zariski descent on ą´8Schqcqs.
Proof. The argument from [Gai4] Proposition 4.2.1 applies in this setting.

More generally, we have:
Proposition 6.7.2. IndCoh˚ satisfies flat descent on ą´8Schqcqs (for upper-˚ functors).
Proof. Let f : T Ñ S be a faithfully flat map in ą´8Schqcqs. By definition, we need to show that:
IndCoh˚pSq Ñ TotsemipIndCoh
˚pTˆS‚`1qq
is an isomorphism, where Totsemi indicates the limit over the semisimplicial category ∆inj (which
we use because only the semisimplicial part of the Cech nerve has flat structural maps).
Next, observe that by construction, IndCoh˚pSq is naturally a QCohpSq-module category (in
DGCatcont), and similarly for T . Moreover, f
˚,IndCoh : IndCoh˚pSq Ñ IndCoh˚pT q is QCohpSq-linear,
where IndCoh˚pT q is a QCohpSq-module category via f˚ : QCohpSq Ñ QCohpT q.
Therefore, we obtain a functor:
f˚,IndCoh,enh : IndCoh˚pSq b
QCohpSq
QCohpT q Ñ IndCoh˚pT q. (6.7.1)
The same argument as in [Gai4] Proposition 4.4.2 shows that this functor is fully-faithful. Note that
the essential image of this functor is the subcategory generated under colimits and the QCohpT q-
action by the essential image of f˚,IndCoh.
Next, observe that the above constructions are suitably functorial and therefore induce a fully-
faithful functor:
TotsemipIndCoh
˚pSq b
QCohpSq
QCohpTˆS‚`1qq Ñ TotsemipIndCoh
˚pTˆS‚`1qq. (6.7.2)
Below, we will show that this functor is actually an equivalence.
Assuming this, let us deduce the descent claim. As IndCoh˚pSq is compactly generated, hence
dualizable, and QCohpSq is rigid monoidal, we obtain that IndCoh˚pSq is dualizable as a QCohpSq-
module category. Therefore:
IndCoh˚pSq b
QCohpSq
TotsemipQCohpT
ˆS‚`1qq
»
ÝÑ TotsemipIndCoh
˚pSq b
QCohpSq
QCohpTˆS‚`1qq.
The left hand side is then IndCoh˚pSqbQCohpSqQCohpSq by flat descent for QCoh (see [Lur3] Corol-
lary D.6.3.3).
We now show that (6.7.2) is an equivalence. Suppose we are given an object of the right hand side.
In particular, we are given F P IndCoh˚pT q with an isomorphism α : p˚,IndCoh1 pFq
»
ÝÑ p˚,IndCoh2 pFq for
pi : T ˆS T Ñ T the projections.
We will show that the map F Ñ pIndCoh1,˚ p
˚,IndCoh
2 pFq adjoint to α realizes F as a summand. Assum-
ing this claim, we obtain that F is a direct summand of f˚,IndCohf IndCoh˚ pFq “ p
IndCoh
1,˚ p
˚,IndCoh
2 pFq, in
particular, a summand of an object lying in the essential image of (6.7.1). This implies that F is in
the essential image of (6.7.1), our original object lies in the essential image of (6.7.2), completing
the argument.
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Let ∆ : T Ñ T ˆS T denote the diagonal map and let ∆
˚,IndCoh : IndCoh˚pT ˆS T q Ñ
PropIndCoh˚pT qq denote the “partially-defined” left adjoint to ∆IndCoh˚ , noting that ∆
˚,IndCoh is
defined on p˚,IndCohi pFq. Then observe that ∆
˚,IndCohpαq “ idF. Indeed, the standard argument in
a simplicial setting applies in our setting: applying the partially-defined ˚-restriction along the
diagonal T Ñ T ˆS T ˆS T to the cocycle relation here gives the claim.
Therefore, the diagram:
p
˚,IndCoh
1 pFq
α
» //
''◆◆
◆◆
◆◆
◆◆
◆◆
◆
p
˚,IndCoh
2 pFq
ww♣♣♣
♣♣
♣♣
♣♣
♣♣
∆IndCoh˚ pFq
commutes, where the diagonal arrows are the obvious ones induced by adjunction and the obser-
vation pi∆ “ id. By adjunction, this means that the composition map:
F Ñ pIndCoh1,˚ pFqp
˚,IndCoh
2 pFq Ñ p
IndCoh
1,˚ ∆
IndCoh
˚ pFq “ F
is the identity for F. But this composition is clearly the map under consideration.

6.8. Indschemes. We now extend the above to the setting of indschemes.
Let PreStkconv denote the category of convergent prestacks. Recall that these are by definition
accessible functors ą´8AffSchop Ñ Gpd; the natural functor PreStk Ñ PreStkconv admits fully-
faithful left and right adjoints22 given by Kan extensions. We recall that the composition Sch ãÑ
PreStk Ñ PreStkconv is still fully-faithful; we regard Sch as a subcategory of convergent prestacks
via this functor.
Definition 6.8.1. A reasonable indscheme is an object S P PreStkconv that can be written as a
filtered colimit colimi Si in PreStkconv of quasi-compact quasi-separated eventually coconnective
schemes Si under almost finitely presented closed embeddings.
Let IndSchreas Ď PreStkconv denote the subcategory of reasonable indschemes.
Remark 6.8.2. By [Lur3] Corollary 5.2.2.2, a closed embedding T1 ãÑ T2 P Schqcqs is almost finitely
presented if and only if for every n, τě´ni˚pOT1q P QCohpT2q
ě´n is compact (in this category).
In particular, if T1 is eventually coconnective, this is equivalent to i˚pOT1q lying in CohpT2q Ď
QCohpT2q.
6.9. We let Schreas denote Schqcqs X IndSchreas Ď PreStkconv. We refer to objects of this category
as reasonable schemes. Note that any any of the following classes of quasi-compact quasi-separated
schemes is reasonable:
‚ Eventually coconnective.
‚ Locally coherent.
‚ Locally eventually coherent23 in the sense of [Gai4] §2.
22We remind that PreStkconv is typically (e.g., in [GR3]) regarded as a full subcategory of PreStk via this right
adjoint. This is because under this embedding, PreStkconv then contains many subcategories of PreStk of interest,
e.g., Sch and IndSch.
We mostly ignore this embedding in what follows and only consider the projection PreStk Ñ PreStkconv, but it
may help guide the reader to keep this in mind.
23This condition for S P Schqcqs means that the Postnikov maps τ
ě´n´1S Ñ τě´nS are almost finitely presented
for n " 0.
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6.10. We define:
IndCoh˚ : IndSchreas Ñ DGCatcont
S ÞÑ IndCoh˚pSq
pf : S Ñ T q ÞÑ pf IndCoh˚ : IndCoh
˚pSq Ñ IndCoh˚pT qq.
by left Kan extension.
Remark 6.10.1. This definition of IndCoh˚ evidently extends to all convergent prestacks (as the
relevant left Kan extension). However, this definition does not recover the category we are after for
the class of (weakly) renormalizable prestacks introduced below. Therefore, we do not consider this
total left Kan extension here.
6.11. Explicitly, for S “ colimi Si with Si eventually coconnective and quasi-compact quasi-
separated schemes and structural maps being almost finitely presented closed embeddings, we have
IndCoh˚pSq “ colimi IndCoh
˚pSiq P DGCatcont.
As each of the structure functors in this colimit is t-exact (since pushforward for affine morphisms
is), IndCoh˚pSq inherits a canonical t-structure (see e.g. [Ras3] Lemma 5.4.3 (1)). This t-structure
is characterized by the fact that each pushforward functor IndCoh˚pSiq Ñ IndCoh
˚pSq is t-exact.
In addition, by Remark 6.8.2, each of these functors preserves compact objects. In particular,
IndCoh˚pSq is compactly generated, and so is IndCoh˚pSqď0.
Definition 6.11.1. CohpSq Ď IndCoh˚pSq is the subcategory of compact objects. We refer to such
objects as coherent.
We record the following characterization of coherent sheaves for future use.
Lemma 6.11.2. For S a reasonable indscheme, F P IndCoh˚pSq is coherent if and only if F P
IndCoh˚pSq` and for all N " 0 with F P IndCoh˚pSqě´N , F is compact in the category IndCoh˚pSqě´N .
Proof.
Step 1. First, we remark that this result is immediate from the definitions and Lemma 6.4.1 when
S P ą´8Schqcqs.
Step 2. For convenience, we introduce the following terminology. Suppose C P DGCatcont is equipped
with a right separated t-structure compatible with filtered colimits. We say F P C is almost compact
if F P C` and for all N " 0 with F P Cě´N , F is compact in Cě´N .
In this terminology, our goal is to show that compactness is equivalent to almost compactness in
IndCoh˚pSq. One direction is evident: compactness implies almost compactness as compact objects
in IndCoh˚pSq are eventually connective.
Step 3. Suppose C,D P DGCatcont are equipped with right separated t-structures compatible with
filtered colimits. Let F : C Ñ D be a t-exact functor admitting a continuous right adjoint G and
such that F |C` conservative. We claim that for F P C
` with F pFq almost compact, F is itself almost
compact.
First, note that the t-structures are automatically right complete. Therefore, almost compactness
of F pFq implies that it is eventually connective. As F |C` is conservative and t-exact, this implies
F is also eventually connective.
By Lemma 3.7.2, F |C` is comonadic (c.f. the proof of Proposition 3.7.1). Therefore, for an integer
N and G P Cě´N , we have:
HomCpF,Gq “ Tot HomDpF pFq, F pGF q
‚pGqq P Gpd. (6.11.1)
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There exists an integerM (depending on N and F) such that each term in this totalization is anM -
truncated groupoid (as F pFq is eventually connective). Therefore, the above totalization commutes
with a finite totalization. As HomDpF pFq,´q and F and G all commute with filtered colimits in
Dě´N , and as filtered colimits commute with finite limits in Gpd, this implies that the left hand
side of (6.11.1) commutes with filtered colimits in the variable GpP Cě´N q as desired.
Step 4. Let S “ colimi Si as in the definition of reasonable indscheme. Let αi : Si Ñ S denote the
structural morphisms.
By definition, we have IndCoh˚pSq “ colimi IndCoh
˚pSiq (under pushforwards), with the colimit
being taken in DGCatcont.
We will also need the following variant. Let Catpres denote the category of presentable categories
and functors commuting with colimits. For any integer n, we claim:
IndCoh˚pSqě´n “ colim
i
IndCoh˚pSiq
ě´n P Catpres (6.11.2)
with the colimit being taken in Catpres. Indeed, we have IndCoh
˚pSq “ limi IndCoh
˚pSiq under right
adjoints, where this limit may be formed in any of DGCatcont, Catpres, and Cat. As these right
adjoints are left t-exact, we find that IndCoh˚pSqě´n “ limi IndCoh
˚pSiq
ě´n. The functors in this
limit also admit left adjoints, so the limit coincides with the colimit in Catpres.
Step 5. We now conclude the argument. Suppose F P IndCoh˚pSq is almost compact. By assumption,
F P IndCoh˚pSqě´n for some n P Z.
Write F “ colimj Fj for Fj P CohpSq. We obtain F “ colimj τ
ě´npFjq. By almost compactness
of F, there exists an index j such that F is a summand of τě´npFjq.
As CohpSq “ colimi CohpSiq P Cat (c.f. [Lur2] Lemmas 7.3.5.10-13), there exists an index i and
some rFj P CohpSiq such that αIndCohi,˚ prFjq “ Fj . Moreover, by (6.11.2) and [Lur2] Lemma 7.3.5.10,
after possibly increasing the index i there exists rF P IndCoh˚pSiqě´n (a summand of τě´npFjq)
with:
αIndCohi,˚ p
rFq “ F
(as summands of Fj).
By Step 3, rF is almost compact in IndCoh˚pSiq. As in Step 1, this means rF P CohpSiq. As αIndCohi,˚
admits a continuous right adjoint, we obtain the result.

6.12. The following technical result is convenient for comparing different possible presentations of
a reasonable indscheme.
Proposition 6.12.1. Let S “ colimiPI S
1
i “ colimjPJ S
2
j be two expressions of S as a reasonable
indscheme, i.e., these colimits are filtered, S1i , S
2
j P
ą´8Schqcqs and the structure maps in each of
these colimits are almost finitely presented. Let αi : S
1
i Ñ S and βj : S
2
j Ñ S denote the structure
maps.
Then for any choice of indices i P I and j P J such that the map α1i : S
1
i Ñ S factors as
S1i
ι
ÝÑ S2j
βj
ÝÑ S, the map ι is almost of finite presentation.
Proof. By Remark 6.8.2, it suffices to show that ι˚pOS1i
q P CohpS2j q. Clearly this object lies in
IndCoh˚pS2j q
`. By Lemma 6.11.2 and Step 3 from its proof, it therefore suffices to show that
βIndCohj,˚ ι˚pOS1i
q P CohpSq, but this is clear as βIndCohj,˚ ι˚ “ α
IndCoh
i,˚ .

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6.13. Reasonable schemes. Observe that we have a functor:
QCohp´q : Schqcqs Ñ DGCatcont
encoding pushforward of quasi-coherent sheaves. By left Kan extension, there is a canonical natural
transformation:
Ψ : IndCoh˚p´q|Schreas Ñ QCohp´q|Schreas
of functors Schreas Ñ DGCatcont.
Lemma 6.13.1. For every S P Schreas, Ψ induces an equivalence IndCoh
˚pSq`
»
ÝÑ QCohpSq`.
Moreover, Ψ identifies CohpSq Ď IndCoh˚pSq` (as defined in Definition 6.11.1) with the subcategory
of cohomologically bounded objects in QCohpSq that are compact in QCohpSqě´N for all N " 0.
Proof. In what follows, for C a DG category with a t-structure and n ě 0, we let Cr´n,0s denote the
subcategory C of objects in cohomological degrees r´n, 0s.
Because S is reasonable, we have S “ colimSi a filtered colimit under almost finitely presented
closed embeddings. As in Step 4 from the proof of Lemma 6.11.2, we have IndCoh˚pSqr´n,0s “
colimi IndCoh
˚pSiq
r´n,0s with the colimit being taken in Catpres (the category of presentable cate-
gories and functors commuting with colimits).
Recall that e.g. QCohpSqr´n,0s “ QCohpτě´nSqr´n,0s. Therefore, we obtain:
IndCoh˚pSqr´n,0s “ colim
i
IndCoh˚pSiq
r´n,0s
Ψ
»
ÝÑ colim
i
QCoh˚pSiq
r´n,0s “
colim
i
QCoh˚pτě´nSiq
r´n,0s “ colim
i
IndCoh˚pτě´nSiq
r´n,0s “ IndCoh˚pτě´nSqr´n,0s
with all colimits being taken in Catpres, and where we have used that τ
ě´nS “ colimi τ
ě´nSi.
By right completeness of the t-structures on IndCoh˚pSq and QCohpSq, we obtain the claims.

6.14. Proper morphisms. We now discuss proper morphisms. We refer to [Lur3] Part II for an
extensive discussion of such morphisms in derived algebraic geometry. However, we take a more
restrictive definition than loc. cit. (to simplify terminology): we say f : S Ñ T P Schqcqs is proper
if it is proper in the sense of [Lur3] and almost of finite presentation (only finite type is required
in loc. cit.).
Lemma 6.14.1. Suppose f : S Ñ T P Schreas is proper. Then f
IndCoh
˚ admits a continuous right
adjoint f !.
Proof. This is immediate from Lemma 6.13.1 and [Lur3] Theorem 5.6.0.2.

Lemma 6.14.2. Suppose we are given a Cartesian diagram of schemes:
S1
ψ

ϕ // T 1
g

S
f // T
with all terms lying in Schreas
24 and f proper.
24This is not automatic for S1 “ S ˆT T
1 even if S, T , and T 1 lie in Schreas.
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(1) The natural map:
ψIndCoh˚ ϕ
! Ñ f !gIndCoh˚
is an isomorphism.
(2) Suppose that g is flat. Then the natural25 map:
ψ˚,IndCohf ! Ñ ϕ!g˚,IndCoh
is an isomorphism.
Proof. The same argument from [Gai4] Proposition 3.4.2 applies for (1). Similarly, again using
Lemma 6.13.1, the same argument as in [Gai4] Proposition 7.1.6 applies26 for (2).

6.15. Flatness. We say a morphism f : T1 Ñ T2 P PreStkconv is flat if for any eventually cocon-
nective affine S P ą´8AffSch and any map S Ñ T2, the fiber product T1 ˆT2 S lies in
ą´8Schqcqs
and its structure map to S is flat. Similarly, we say f is a flat cover if it is flat and T1 ˆT2 S Ñ S
is faithfully flat.
Remark 6.15.1. As our definition requires flat morphisms to be schematic (in the relevant sense
for convergent prestacks) and to be quasi-compact quasi-separated, it is much more stringent than
usual notions of flatness. We hope the reader will forgive this abuse, which we find unburdens the
terminology and notation to some degree.
Clearly flat morphisms (resp. covers) are closed under compositions and base-change.
Remark 6.15.2. If f : S Ñ T is flat and T is a reasonable indscheme, then S is a reasonable
indscheme as well.
6.16. We will now study a variety of base-change results for flat morphisms.
Lemma 6.16.1. Let f : S Ñ T P IndSchreas be a flat morphism.
(1) f IndCoh˚ admits a left adjoint f
˚,IndCoh.
(2) Suppose T “ colimi Ti as in the definition of reasonable indscheme. For any index i, let
Si :“ S ˆT Ti and denote the relevant structural maps as:
Si
βi

fi // Ti
αi

S
f // T.
Let α!i and β
!
i denote the (continuous) right adjoints to α
IndCoh
i,˚ and β
IndCoh
i,˚ .
25We remark that the existence of this map depends on (1).
26There is one small modification to make. The argument in [Gai4] uses Proposition 3.6.11 from loc. cit., which
in turn uses Lemma 3.6.13 from loc. cit. The argument from loc. cit. for this lemma does not literally work: [Gai4]
reduces to the classical case by means which are not available to us here. The difference in the argument is not
significant, but we provide the details below.
The lemma in question (in our setup) asserts that for flat f : S P Schreas and F P QCohpSq flat, the functor
Fb´IndCoh˚pSq Ñ IndCoh˚pSq is t-exact. (Here we are using the natural action of QCohpSq on IndCoh˚pSq obtained
by ind-extension from the action of PerfpSq on CohpSq.)
In our setup, Zariski descent (Lemma 6.7.1 below, which is independent of Lemma 6.14.2), reduces to considering
the case where S is affine. Then the result is immediate from Lazard’s theorem in the derived setup: see [Lur2]
Theorem 7.2.2.15.
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Then the natural map:
f IndCohi,˚ β
!
i Ñ α
!
if
IndCoh
˚
is an isomorphism.
(3) The natural map:
f
˚,IndCoh
i α
!
i Ñ β
!
if
˚,IndCoh
is an isomorphism.
(4) Given a Cartesian diagram in IndSchreas:
S1
ψ

ϕ // T 1
g

S
f // T
(with f flat), the natural morphism:
f˚,IndCohgIndCoh˚ Ñ ψ
IndCoh
˚ ϕ
˚,IndCoh (6.16.1)
is an isomorphism.
Proof. By Lemma 6.14.2 (1)-(2), the adjoint functors:
f
˚,IndCoh
i : IndCoh
˚pTiq Õ IndCoh
˚pSiq : f
IndCoh
i,˚ (6.16.2)
are (canonically) compatible with the structure functors in the limits IndCoh˚pSq “ limi IndCoh
˚pSiq
and IndCoh˚pT q “ limi IndCoh
˚pTiq (the limits being under upper-! functors), and therefore induce
an adjunction pf˚,IndCoh, f IndCoh˚ q satisfying (2) and (3).
For (4), we are immediately reduced to the case where T 1 P ą´8Schqcqs (as IndCoh
˚pT 1q is neces-
sarily generated under colimits by objects pushed forward from eventually coconnective schemes).
Then g factors as T 1
g
ÝÑ Ti
αiÝÑ T . By Lemma 6.6.2, we are reduced to the case where T 1 “ Ti and
g “ αi.
In this case, the claim follows from the fact that the adjoint functors (6.16.2) are (canoni-
cally) compatible with the structural functors in the colimits IndCoh˚pSq “ colimi IndCoh
˚pSiq and
IndCoh˚pT q “ colimi IndCoh
˚pTiq (in DGCatcont, under lower-* functors) by Lemma 6.6.2.

Corollary 6.16.2. Let f : S Ñ T P IndSchreas be flat. Then f
˚,IndCoh : IndCoh˚pT q Ñ IndCoh˚pSq
is t-exact.
Proof. We use the notation from Lemma 6.16.1 (2). Then IndCoh˚pT qď0 is generated under colimits
by objects of the form αIndCohi,˚ pFq for F P IndCoh
˚pTiq
ď0. We then have:
f˚,IndCohpαIndCohi,˚ pFqq “ β
IndCoh
i,˚ f
˚,IndCoh
i pFq
by Lemma 6.16.1 (4) and this is in IndCoh˚pSqď0 because fi is a flat map of schemes. Therefore,
f˚,IndCoh is right t-exact.
For left t-exactness, suppose F P IndCoh˚pT qě0. To see f˚,IndCohpFq P IndCoh˚pSqě0, it is equiva-
lent to show that β!if
˚,IndCohpFq P IndCoh˚pSiq
ě0 for all i. But by Lemma 6.14.2 (2), we have:
β!if
˚,IndCohpFq “ f˚,IndCohi α
!
ipFq.
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Then α!ipFq P IndCoh
˚pTiq
ě0 by assumption on F, so the same is true after applying f˚,IndCohi to it.

6.17. We say that a morphism f : S Ñ T of reasonable indschemes is ind-proper if for some
(equivalently,27 any) presentations S “ colimiPI Si and T “ colimjPJ Tj as in the definitions of
reasonable indschemes, and any index i P I there exists j P J such that Si Ñ S Ñ T factors
through a proper morphism Si Ñ Tj.
Lemma 6.17.1. Let f : S Ñ T be an ind-proper morphism of reasonable indschemes. Then f IndCoh˚
admits a continuous right adjoint f !.
Proof. As IndCoh˚ “ IndpCohq here, the continuity of the right adjoint f ! is equivalent to f IndCoh˚
preserving compacts. Then we are immediately reduced to the case where S, T P ą´8Schqcqs, which
is covered by Lemma 6.14.1.

We have the following (somewhat partial) generalization of Lemma 6.14.2.
Lemma 6.17.2. Suppose we are given a Cartesian diagram of reasonable indschemes:
S1
ψ

ϕ // T 1
g

S
f // T
with f ind-proper and g flat.
(1) The natural map:
ψIndCoh˚ ϕ
! Ñ f !gIndCoh˚
is an isomorphism.
(2) The natural map:
ψ˚,IndCohf ! Ñ ϕ!g˚,IndCoh
is an isomorphism.
Proof. Writing S “ colimj Sj as in the definition of reasonable indscheme, both statements imme-
diately reduce to the case where S P ą´8Schqcqs.
Now take T “ colimi Ti as in the definition of reasonable indscheme. By assumption on f , the
map f factors as S
f
ÝÑ Tj
αj
ÝÑ T for αj : Tj Ñ T the structure map and f proper. By Lemma 6.14.2
(1) and (2), both statements reduce to the case where S “ Tj and f “ αj (Here the results follow
from Lemma 6.16.1 (2)-(3).

27C.f. Proposition 6.12.1.
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6.18. We record the following basic result for later use.
Lemma 6.18.1. For a flat cover f : S Ñ T P IndSchreas, F P IndCoh
˚pT q lies in CohpT q if and
only f˚,IndCohpFq lies in CohpSq.
Proof. First, note that f˚,IndCoh is conservative. Indeed, if T P ą´8Schqcqs, this follows from Propo-
sition 6.7.2, and the general case results from this using Lemma 6.14.2 (2). (See also Theorem
6.25.1).
Therefore, if f˚,IndCohpFq P CohpSq, we find in particular that F P IndCoh˚pT q`. Now we obtain
the result from Lemma 6.11.2 and Step 3 from the proof of loc. cit.

6.19. We remark that because we can ˚-pullback along flat maps, the functor IndCoh˚ : IndSchreas Ñ
DGCatcont extends (again by [GR3] Theorem V.1.3.2.2) to a functor:
CorrpIndSchreasqall;flat Ñ DGCatcont.
6.20. Relationship to D-modules. Recall the functor D˚ : IndSchreas Ñ DGCatcont constructed
in [Ras1]. We will construct a canonical natural transformation:
IndCoh˚ Ñ D˚
that can be thought of as inducing an ind-coherent sheaf to a D-module.
Each of these functors is by definition left Kan extended from ą´8Schqcqs, so it suffices to
define the natural transformation for the restrictions of these functors here. Moreover, each of
these functors is a Zariski sheaf, so it suffices to define the natural transformation on ą´8AffSch.
This in turn is equivalent to specifying a compatible sequence of natural transformations on each
ě´nAffSch “ Propě´nAffSchftq.
By definition, D˚|ě´nAffSch is right Kan extended from
ě´nAffSchft. Therefore, we need to spec-
ify the natural transformation on ě´nAffSchft compatibly over all n. Here we define our natural
transformation as the (“right28”) D-module induction functor ind : IndCoh Ñ D constructed in
[GR3].
Remark 6.20.1. By construction, this natural transformation upgrades to a natural transformation
of lax symmetric monoidal functors; see §6.30 below.
6.21. Weakly renormalizable prestacks. We now introduce a convenient class of prestacks.29
Definition 6.21.1. A convergent prestack S P PreStkconv is weakly renormalizable if there exists a
flat covering map T Ñ S with T P IndSchreas.
We let PreStkw.ren Ď PreStkconv denote the subcategory of weakly renormalizable prestacks.
6.22. Morphisms. We now introduce some classes of morphisms between weakly renormalizable
prestacks.
Definition 6.22.1. (1) A morphism f : S1 Ñ S2 P PreStkw.ren is reasonable indschematic if for
any flat morphism T Ñ S2 with T P IndSchreas, the fiber product T1 ˆT2 S P PreStkconv is
a reasonable indscheme.
(2) A morphism S1 Ñ S2 P PreStkw.ren is locally flat if for any T P IndSchreas and any flat
morphism T Ñ S1, the composition T Ñ S1 Ñ S2 is flat.
28As opposed to left.
29It is formally convenient to not have to sheafify in forming quotients such as X{H , so we prefer to work with
prestacks.
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Example 6.22.2. Any morphism from a reasonable indschemes to a weakly renormalizable prestack is
reasonable indschematic. In particular, any morphism between reasonable indschemes is reasonable
indschematic.
Remark 6.22.3. It is straightforward to show that to check S1 Ñ S2 is locally flat, it suffices to
check the condition from the definition for some flat cover T of S1. In particular, a morphism of
reasonable indschemes is locally flat if and only if it is flat.
Example 6.22.4. If H is a classical affine group scheme, BH Ñ Specpkq is locally flat.
The following is immediate:
Lemma 6.22.5. Reasonable indschematic and locally flat morphisms are closed under compo-
sitions. Any base-change of a reasonable indschematic morphism by a locally flat morphism is
again reasonable indschematic, and any base-change of a locally flat morphism by a reasonable
indschematic morphism is again locally flat.
6.23. Set-theoretic remarks. In what follows, we will not explicitly address certain set-theoretic
issues. More precisely, we will want to form limits e.g. over all reasonable indschemes flat over a
given weakly renormalizable prestack. This indexing category is not essentially small, so there are
set-theoretic issues.
To address these, fix a regular cardinal κ and replace “flat” everywhere by “flat and locally
κ-presented.” One should understand weakly renormalizable prestacks in this sense (i.e., these are
prestacks admitting a locally κ-presented flat cover by a reasonable indscheme), and so on.
As will follow from Theorem 6.25.1, all of our constructions are invariant under extension of κ,
i.e., if S is a weakly renormalizable prestack relative to κ and κ1 ě κ is another regular cardinal,
then the categories IndCoh˚ defined using κ and κ1 coincide.
Again, since the cutoff κ plays such a minor role, in order to simplify the exposition we do not
mention it again.
6.24. IndCoh˚ on weakly renormalizable prestacks. Define PreStkw.ren,loc.flat as the 1-full sub-
category of PreStkw.ren where we only allow locally flat morphisms, and define IndSchreas,flat simi-
larly.
Definition 6.24.1. IndCoh˚ : PreStkopw.ren,loc.flat Ñ DGCatcont is the right Kan extension of the
functor IndSchopreas,flat Ñ DGCatcont (which sends S to IndCoh
˚pSq and sends flat f : T1 Ñ T2 to
f˚,IndCoh).
By [GR3] Theorem V.2.6.1.5,30 the above construction upgrades canonically to a functor:
IndCoh˚ : CorrpPreStkw.renqreas.indsch;loc.flat Ñ DGCatcont.
Here “reas.indsch” is shorthand for reasonable indschematic and “loc.f lat” is shorthand for locally
flat. Therefore, the notation indicates that for a reasonable indschematic morphism f : S Ñ T
between weakly renormalizable prestacks, we have a pushforward functor f IndCoh˚ : IndCoh
˚pSq Ñ
IndCoh˚pT q; for f locally flat, we have a functor f˚,IndCoh; and the two satisfy base-change.
Remark 6.24.2. Using the 2-category of correspondences as in [GR3], one can further encode that
f˚,IndCoh is left adjoint to f IndCoh˚ for flat f .
Remark 6.24.3. By [Gai4] Proposition 11.4.3, for S weakly renormalizable and locally almost of
finite type, IndCoh˚pSq is canonically isomorphic to the usual category IndCohppSq.
30We remark that the hypotheses from loc. cit. are trivially verified in this setting, c.f. Lemma 6.22.5.
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6.25. The following result justifies the definition of IndCoh˚ for weakly renormalizable prestacks.
Theorem 6.25.1. IndCoh˚ satisfies flat descent on PreStkw.ren.
Proof. Let S P PreStkw.ren be given and let f : T Ñ S be a flat cover. We need to show that:
IndCoh˚pSq Ñ TotsemipIndCoh
˚pTˆS‚`1qq
is an isomorphism.
We proceed in increasing generality.
Step 1. First, suppose S P IndSchreas.
Let S “ colimi Si as in the definition of reasonable indscheme. We then have:
IndCoh˚pSq “ lim
i,upper-!
IndCoh˚pSiq “ lim
i,upper-!
Totsemi
upper-˚
IndCoh˚pSi ˆS T
ˆS‚`1q
Prop.6.7.2
“
Totsemi
upper-˚
lim
i,upper-!
IndCoh˚pSi ˆS T
ˆS‚`1q “ Totsemi
upper-˚
IndCoh˚pTˆS‚`1q
as desired, where we have used Lemma 6.14.2 (2) to commute the limits.
Step 2. Next, suppose S is a general weakly renormalizable prestack and T is a reasonable ind-
scheme.
We denote the functor under consideration by:
F : IndCoh˚pSq :“ lim
UPIndSchreas
UÑS flat
IndCoh˚pUq Ñ TotsemipIndCoh
˚pTˆS‚`1qq
We will show F is an equivalence by explicitly constructing an inverse functor G.
Namely, we have a functor (induced by ˚-pullback):
TotsemipIndCoh
˚pTˆS‚`1qq Ñ Totsemi lim
UPIndSchreas
UÑS flat
IndCoh˚pU ˆS T
ˆS‚`1q
Exchanging the order of limits on the right hand side and noting that U ˆS T
ˆS‚`1 is the Cech
nerve of the flat cover U ˆS T Ñ U P IndSchreas, the previous step implies that the right hand side
is canonically isomorphic to:
lim
UPIndSchreas
UÑS flat
IndCoh˚pUq “: IndCoh˚pSq.
Therefore, we obtain our functor G : TotsemipIndCoh
˚pTˆS‚`1qq Ñ IndCoh˚pSq.
To verify that G and F are inverses, it suffices to show GF » id and FG » id. We construct
such isomorphisms by straightforward means below.
First, note that for U P IndSchreas equipped with a flat map to S, we have a projection morphism
of augmented simplicial prestacks:
U ˆ
S
TˆS‚`1 Ñ TˆS‚`1.
This is functorial in U , so passing to the limits and using the augmentation to obtain the horizontal
arrows, we get the commutative diagram:
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IndCoh˚pSq
F // Totsemi IndCoh
˚pTˆS‚`1q

lim
UPIndSchreas
UÑS flat
IndCoh˚pUq
» // Totsemi lim
UPIndSchreas
UÑS flat
IndCoh˚pU ˆS T
ˆS‚`1q
By definition, G is the composition of the right horizontal arrow and the inverse to the bottom
arrow. The commutativity of this diagram therefore gives GF » id.
To construct an isomorphism FG » id, it suffices to do so after further composition with the
functor:
η : Totsemi IndCoh
˚pTˆS‚`1q
»
ÝÑ Totsemi Totsemi IndCoh
˚pTˆS‚`‚`2q.
Note that η is an isomorphism because T is a reasonable indscheme.
The target of η is the double totalization of the bi-semi-cosimplicial object obtained from
IndCoh˚pTˆS‚`1q by restricting along the join (alias: concatenation) map join :∆injˆ∆inj Ñ∆inj .
Moreover, by construction, the functor ηFG is the natural map in such a situation (from the limit
of a functor to the limit of its restriction to another category).
Let p1 :∆inj ˆ∆inj Ñ∆inj be the first projection. There is an evident natural transformation
p1 Ñ join inducing a commutative diagram:
Totsemi IndCoh
˚pTˆS‚`1q
»
 ,,❳❳❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳❳
❳❳
TotsemiTotsemi IndCoh
˚pTˆS‚`1q // TotsemiTotsemi IndCoh
˚pTˆS‚`‚`2q.
The diagonal arrow is ηFG by the above discussion, while the left and bottom arrows compose to
give η. This gives the claim.
Step 3. Finally, we treat the general case in which S and T are both weakly renormalizable prestacks.
By assumption on S, there exists S1 P IndSchreas and S
1 Ñ S a flat cover. We then obtain a
commutative diagram:
IndCoh˚pSq //

Totsemi IndCoh
˚pTˆS‚`1q

Totsemi IndCoh
˚pS1,ˆS‚`1q // TotsemiTotsemi IndCoh
˚pS1,ˆS‚`1 ˆS T
ˆS‚`1q
The left, bottom and right arrows are isomorphisms by the previous step, so the top arrow is as
well.

Corollary 6.25.2. Let S “ T {H for H a classical affine group scheme acting on T P IndSchreas.
Then the functor:
IndCoh˚pSq Ñ IndCoh˚pT qH,w,naive
is an equivalence.
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Proof. Clear from the Theorem 6.25.1 (e.g., using Proposition 6.36.4 and Proposition 6.35.2 (2) to
convert IndCoh˚ on the relevant products to tensor products).

6.26. t-structures. Let S P PreStkw.ren be given. Then IndCoh
˚pSq has a unique t-structure such
that for every U P IndSchreas and flat U Ñ S, the pullback functor IndCoh
˚pSq Ñ IndCoh˚pUq is
t-exact.
Indeed, by definition, we have:
IndCoh˚pSq “ lim
UPIndSchreas
UÑS flat
IndCoh˚pUq
and all of the structural functors are t-exact by Corollary 6.16.2.
6.27. Coherence. Next, for S P PreStkw.ren, we define CohpSq Ď IndCoh
˚pSq as:
CohpSq “ lim
UPIndSchreas
UÑS flat
CohpUq.
Clearly ˚-pullback along locally flat maps preserve Coh.
6.28. Renormalizable prestacks.
Definition 6.28.1. S P PreStkconv is renormalizable if there exists a flat cover f : T Ñ S with
T P IndSchlaft an indscheme locally almost of finite type.
For S renormalizable, we let IndCoh˚renpSq denote IndpCohpSqq.
Remark 6.28.2. One might prefer a definition in greater generality (e.g., without finiteness hy-
potheses on T ). However, this definition suffices for our applications, and this finiteness hypothesis
simplifies the theory (essentially by Lemma 6.28.4 below).
Example 6.28.3. By Lemma 6.18.1 and Theorem 6.25.1, F P IndCoh˚pSq is coherent if and only if
its ˚-pullback to some flat cover is so. In particular, S “ T {H for T P IndSchlaft and H a classical
affine group scheme acting on T , then S is renormalizable with IndCoh˚renpSq “ IndCoh
˚pT qH,w.
Lemma 6.28.4. For S a renormalizable prestack, coherent objects in IndCoh˚pSq are closed under
truncations.
Proof. By Theorem 6.25.1 and the definition, this reduces to the case of indschemes locally almost
of finite type where it is clear.

Proposition 6.28.5. Let S be a renormalizable prestack. Define a t-structure on IndCoh˚renpSq by
taking connective objects to be generated under colimits by CohpSq X IndCoh˚pSqď0.
Then then canonical functor IndCoh˚renpSq Ñ IndCoh
˚pSq is t-exact and induces an equivalence
on eventually coconnective subcatgories.
Proof. Lemma 6.28.4 implies that CohpSq ãÑ IndCoh˚renpSq is closed under truncations for this
t-structure. This clearly implies that IndCoh˚renpSq Ñ IndCoh
˚pSq is t-exact.
Next, observe that if F P CohpSq, then F is compact in IndCoh˚pSqě´N for all N " 0. Indeed, this
follows from Step 3 from the proof of Lemma 6.11.2. Combined with the fact that compact objects
in IndCoh˚renpSq are closed under truncations, this implies that IndCoh
˚
renpSq
` Ñ IndCoh˚pSq` is
fully-faithful.
Finally, an argument as in Lemma 5.19.1 shows that the functor is essentially surjective.

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6.29. Let f : S1 Ñ S2 P PreStkren be a reasonable indschematic morphism. Then f
IndCoh
˚ :
IndCoh˚pS1q Ñ IndCoh
˚pS2q is left t-exact. Therefore, by Lemma 6.28.4 and Proposition 6.28.5,
there exists a unique left t-exact functor f IndCohren˚ : IndCoh
˚
renpS1q Ñ IndCoh
˚
renpS2q fitting into a
commutative diagram:
IndCoh˚renpS1q
f
IndCohren
˚ //

IndCoh˚renpS2q

IndCoh˚pS1q
f IndCoh˚ // IndCoh˚pS2q
(with vertical arrows the canonical functors).
Similarly, if f is locally flat, then f˚,IndCoh is t-exact, so there is a unique functor f˚,IndCohren :
IndCoh˚renpS2q Ñ IndCoh
˚
renpS1q fitting into an analogous diagram to the above.
Observe that renoralizable prestacks are closed under fiber squares with one leg locally flat and
the other leg indschematic locally almost of finite type. As in [Gai4] Proposition 3.2.4, there is a
unique functor:
IndCoh˚ren : CorrpPreStkrenqindsch.lafp;loc.flat Ñ DGCatcont
equipped with a natural transformation to the functor IndCoh˚ : CorrpPreStkrenqindsch.lafp;loc.flat Ñ
DGCatcont (obtained by restriction from the functor in §6.24) that on every S P PreStkren evaluates
to the canonical functor IndCoh˚renpSq Ñ IndCoh
˚pSq. Here indsch.lafp is shorthand for indschematic
locally almost of finite presentation.31
6.30. Symmetric monoidal structures. Let C Ď PreStkconv denote any one of the subcategories:
ą´8Schqcqs Ď Schreas Ď IndSchreas Ď PreStkw.ren
or take C “ PreStkren.
It is direct from the various definitions that C is closed under pairwise Cartesian products in
PreStkconv. In particular, the various correspondence categories we have considered admit symmetric
monoidal structures with monoidal product given objectwise by Cartesian product: see [GR3] §V.3.
We will upgrade the various versions of IndCoh˚ considered so far to have lax symmetric monoidal
structures. This construction is straightforward following [GR3]; we indicate the logic below.
6.31. First, observe that the functor:
pΨ : IndCoh˚ Ñ QCohq : ą´8Schqcqs Ñ Homp∆
1,DGCatcontq
admits a unique lax symmetric monoidal structure upgrading the standard symmetric monoidal
structure on QCoh : ą´8Schqcqs Ñ DGCatcont. Indeed, this follows by the same method as in [Gai4]
Proposition 3.2.4.
In particular, for S, T P ą´8Schqcqs, there is an exterior product functor:
´ b ´ : IndCoh˚pSq b IndCoh˚pT q Ñ IndCoh˚pS ˆ T q.
This functor is uniquely characterized by the fact that it maps CohpSq ˆ CohpT q Ñ CohpS ˆ T q
and is compatible with Ψ and exterior product of coherent sheaves.
Remark 6.31.1. We will discuss when the above functor is an equivalence in §6.35.
31We remark that such a morphism is in particular reasonable indschematic.
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6.32. The above lax symmetric monoidal structure canonically extends to one on the functor
IndCoh˚ : Corrpą´8Schqcqsqall;flat Ñ DGCatcont using [GR3] Theorem V.1.3.2.2 (and the definition
of the symmetric monoidal structure on correspondences from [GR3] §V.3.2.1).
6.33. Similar logic applies for reasonable indschemes: by Kan extension, IndCoh˚ : IndSchreas Ñ
DGCatcont has a canonical lax symmetric monoidal structure, and this extends canonically to a lax
symmetric monoidal structure on the functor CorrpIndSchreasqall;flat Ñ DGCatcont.
6.34. Next, we apply [GR3] Proposition V.3.3.2.4 to obtain a lax monoidal structure on IndCoh˚ :
CorrpPreStkw.renqreas.indsch;loc.flat Ñ DGCatcont.
Finally, by a similar argument as for eventually coconnective schemes (i.e., using t-structures),
the functor IndCoh˚ren : CorrpPreStkrenqindsch.lafp;loc.flat Ñ DGCatcont admits a canonical lax sym-
metric monoidal structure (characterized by compatibility with the one on IndCoh˚ and the natural
transformation IndCoh˚ren Ñ IndCoh
˚).
6.35. Strictness. We now study when our lax symmetric monoidal functors behave as honest
symmetric monoidal functors.
Definition 6.35.1. A weakly renormalizable prestack S is strict if for every T P ą´8Schqcqs, the
functor:
´b´ : IndCoh˚pSq b IndCoh˚pT q Ñ IndCoh˚pS ˆ T q (6.35.1)
is an equivalence.
Before giving examples, we record some basic properties about this notion.
Proposition 6.35.2. (1) Suppose S P PreStkw.ren is strict. Then for every T P IndSchreas, the
natural functor:
´ b ´ : IndCoh˚pSq b IndCoh˚pT q Ñ IndCoh˚pS ˆ T q
is an equivalence.
(2) Suppose S P IndSchreas is strict. Then for every T P PreStkw.ren, the natural functor:
´ b ´ : IndCoh˚pSq b IndCoh˚pT q Ñ IndCoh˚pS ˆ T q
is an equivalence.
(3) Suppose S P IndSchreas is a filtered colimit under almost finitely presented closed embeddings
S “ colimi Si with Si P
ą´8Schqcqs strict. Then S is strict.
(4) Suppose S P PreStkw.ren admits a flat cover by a strict reasonable indscheme. Then S is
strict.
Proof. (1) (resp. (3)) is immediate from the presentation of IndCoh˚pT q (resp. IndCoh˚pSq) as a
colimit (using that T , resp. S, is assumed to be in IndSchreas). Then (2) is similarly formal, noting
that we can commute the relevant tensor product and limit because IndCoh˚pSq is compactly
generated (hence dualizable) for S P IndSchreas. The same applies in (4): we have to commute a
limit with a tensor product against IndCoh˚pT q, which we can do because the relevant T here is
assumed to be in ą´8Schqcqs so IndCoh
˚pT q is compactly generated.

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Warning 6.35.3. In some contexts, people speak use a more general notion of indscheme in which
transition maps are not required to be closed embeddings, and use the term strict indscheme to refer
to the (more standard) notion of indscheme we have used. This terminology has no relationship to
the above notion of strict indscheme(/prestack); we hope our use of this terminology in the present
context does not create confusion.
6.36. We now give some examples of strictness. Note that Proposition 6.35.2 (3) and (4) reduce
us to constructing examples of strict S with S P ą´8Schqcqs.
Lemma 6.36.1. For every S, T P ą´8Schqcqs, the functor (6.35.1) is fully-faithful.
Proof. The same argument as in [Gai4] Proposition 4.6.2 applies.

Proposition 6.36.2. If S P ą´8Schqcqs is almost finite type (over Specpkq
32), then S is strict.
Proof. Let T P ą´8Schqcqs be given. By Lemma 6.36.1, we need to show (6.35.1) is essentially
surjective. By Zariski descent, we reduce to the case where S is separated.
We have a standard convolution functor:
´ ‹ ´ : IndCohpS ˆ Sq b IndCoh˚pS ˆ T q Ñ IndCoh˚pS ˆ T q`
K P IndCohpS ˆ Sq,F P IndCoh˚pS ˆ T q
˘
ÞÑ pIndCoh23,˚ pidS ˆ∆S ˆ idT q
!pK b Fq
(6.36.1)
(where e.g., ∆S : S Ñ S ˆ S is the diagonal and p23 : S ˆ S ˆ T Ñ S ˆ T is the projection onto
the last two coordinates).
By Lemma 6.14.2 (1), we have:
∆IndCohS,˚ pωSq ‹ F “ F
for any F P IndCoh˚pS ˆ T q. In particular, (6.36.1) is essentially surjective.
Now note the composition:
IndCohpSq b IndCohpSq b IndCoh˚pS ˆ T q Ñ
IndCohpS ˆ Sq b IndCoh˚pS ˆ T q
(6.36.1)
ÝÝÝÝÑ IndCoh˚pS ˆ T q
(6.36.2)
factors through the subcategory IndCohpSq b IndCoh˚pT q. Now the first functor in (6.36.2) is an
equivalence by [Gai4] Proposition 4.6.2, so we are done.

Before proceeding, we need the following auxiliary result.
Lemma 6.36.3. Suppose S P ą´8Schqcqs is written as a filtered inverse limit S “ limi Si under
flat affine structure maps with Si P
ą´8Schqcqs. Then ˚-pullback induces an equivalence:
colim
i,upper-˚
IndCoh˚pSiq
»
ÝÑ IndCoh˚pSq P DGCatcont.
Proof. First, note that the functor:
colim
i
QCohpSiq Ñ QCohpSq P DGCatcont (6.36.3)
32As in [Gai4], it is important here that k have characteristic 0 or be a perfect field of characteristic p.
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is an equivalence. Indeed, both sides are monadic over QCohpSi0q for any fixed index i0, and the
induced map on monads is an isomorphism (here we are not using the flatness assumption).
Therefore, for any index i0 and any F P PerfpSi0q, G P QCohpSi0q, the natural map:
colim
iÑi0
HomQCohpSiqpα
˚
i0,i
pFq, α˚i0,ipGqq Ñ HomQCohpSqpα
˚
i0
pFq, α˚i0pGqq P Gpd (6.36.4)
is an isomorphism; here αi0,i : Si Ñ Si0 and αi0 : S Ñ Si0 denote the structural maps.
We now claim that (6.36.4) is an isomorphism G P QCohpSi0q
` and F P CohpSi0q. Indeed, if
F,G P QCohpSi0q
ě´N , we choose F1 P PerfpSi0q equipped with an isomorphism τ
ě´NF1
»
ÝÑ F. By
flatness, we have:
α˚i0,ipGq P QCohpSiq
ě´N
τě´Nα˚i0,ipF
1q
»
ÝÑ α˚i0,ipFq
and similarly for αi0 . Therefore, the sides of (6.36.4) are unchanged under replacing F by F
1, so we
are reduced to that case.
In particular, (6.36.4) is an isomorphism when F,G P CohpSi0q. Unwinding the above logic, it
follows that the natural functor:
colim
i
IndCoh˚pSiq
»
ÝÑ IndCoh˚pSq P DGCatcont (6.36.5)
is fully-faithful. To show that this functor is an equivalence, it suffices to show any F P CohpSq lies
in the essential image.
Suppose F lies in cohomological degrees ě ´N , and choose F1 P PerfpSq with τě´N pF1q
»
ÝÑ F.
Observe that we also have:
τě´NF1
»
ÝÑ F P IndCoh˚pSq
where the truncation is for the t-structure on IndCoh˚ (and we are using the embeddings PerfpSq Ď
CohpSq Ď IndCoh˚pSq). Indeed, both sides are bounded from below, so it suffices to check this after
applying the t-exact functor Ψ; then the corresponding isomorphism was a defining property of F1.
By (6.36.3), there exists an index i0 and some F
1
i0
P PerfpSi0q equipped with an isomorphism
α˚i0pF
1
i0
q
»
ÝÑ F1. We then obtain:
F “ τě´N pF1q “ τě´Nα˚,IndCohi0 pF
1
i0
q “ α˚,IndCohi0 τ
ě´N pF1i0q P IndCoh
˚pSq
(where all truncations are for t-structures on IndCoh˚). This shows F is in the essential image of
(6.36.5) as desired.

Next, we show:
Proposition 6.36.4. Suppose S P ą´8Schqcqs can be written
33 as a filtered limit S “ limi Si under
flat affine structure maps with each Si locally almost of finite type. Then S is strict.
Proof. Let T P ą´8Schqcqs be given. We have a commutative diagram in DGCatcont:
33This is an analogue (better suited for IndCoh) of the notion of placid scheme introduced in [Ras1].
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IndCoh˚pSq b IndCoh˚pT q // IndCoh˚pS ˆ T q
colim
i
IndCoh˚pSiq b IndCoh
˚pT q //
OO
colim
i
IndCoh˚pSi ˆ T q.
OO
By Lemma 6.36.3 (applied to S and S ˆ T ), the vertical arrows are isomorphisms. By Proposition
6.36.2, the bottom arrow is an isomorphism. Therefore, the top arrow is an isomorphism, as desired.

7. Weak actions of group indschemes
7.1. In this section, we study weak group actions on categories for Tate group indschemes. This
is a convenient class of group indschemes containing loop groups and their relatives.
For a compact open subgroup K Ď H, we define a weak Hecke category HwH,K , which is a certain
monoidal DG category. We then define H–modweak in such a way that we have an equivalence:
p´qK,w : H–modweak
»
ÝÑ HwH,K–mod. (7.1.1)
The main homotopical difficulty is to give a definition that is manifestly independent of K, which
we do by a sort of brute force argument.
The main new feature in the setting of (polarizable) group indschemes, as opposed to group
schemes, is the presence of the modular character ; see §7.17. We especially draw the reader’s
attention to Proposition 7.18.2. The reader who is not worried about homotopical issues may
essentially skip to §7.17, taking (7.1.1) as something like a definition.
7.2. Tate group indschemes. Let H be a group indscheme.
Definition 7.2.1. A compact open subgroup of H is a classical affine group scheme K with a closed
embedding K ãÑ H that is a homomorphism, and such that H{K is an indscheme locally almost
of finite type (equivalently, presentation).
A Tate group indscheme is a reasonable group indscheme admitting a compact open subgroup.
Example 7.2.2. For G an affine algebraic group, one can take H “ GpKq and H0 “ GpOq. More
generally, a compact open subgroup is a closed group subscheme containing KerpGpOq Ñ GpO{tN qq
for N " 0.
Example 7.2.3. For G an affine algebraic group and H0 Ď GpKq a compact open subgroup, one can
take H “ GpKq^H0 to be the formal completion of GpKq along H0.
Remark 7.2.4. If H is an ind-affine Tate group indscheme, then H satisfies the hypotheses of §5.6,
and the definition of IndCoh˚pHq from loc. cit. clearly coincides with the construction from §6 in
this case. We remark that the notion of naive action of H from loc. cit. extends to the possibly
non-ind-affine setting considered here: this means an IndCoh˚pHq-module category.
Throughout this section, H denotes a Tate group indscheme. Our main objective in this section
is to develop a theory of genuine H-actions on categories.
Remark 7.2.5. We remark that H being a Tate group indscheme implies in particular that H is
reasonable (as an indscheme). Moreover, by Proposition 6.36.4 and Proposition 6.35.2 (3), H is
strict (in the sense of §6.35).
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7.3. Topological conventions. The reader may safely ignore this discussion at first pass.
Throughout this section, we impose a convention (implicit above) that all quotients are under-
stood as prestack quotients (i.e., geometric realizations of the bar construction) sheafified for the
Zariski topology. In particular, Bp´q indicates the Zariski sheafified classifying space.
Therefore, in the definition of compact open subgroup above, the condition that H{K be an
indscheme is a funny condition which is satisfied if e.g. the e´tale sheafification of this quotient is
an indscheme and the projection from H to this quotient is a K-torsor locally trivial in the Zariski
topology. This is the case when K is prounipotent or when H “ GpKq and K “ GpOq (as is
well-known, see e.g. [BD1] Theorem 4.5.1).
This convention can be relaxed to the e´tale topology at the cost of replacing the fundamental
role of quasi-compact quasi-separated schemes in §6 by quasi-compact quasi-separated algebraic
spaces. That be done without serious modification (using [Lur3] Proposition 9.6.1.1 as a staring
point), but we content ourselves with the above restrictions since they suffice for our applications.
(We remark that changing Zariski to e´tale would mean that for any K Ď H with a prounipotent
tail, whenever K “should” be regarded as a compact open subgroup, it is.)
7.4. The following terminology will be convenient in what follows.
Definition 7.4.1. A DG 2-category is a category enriched over DGCatcont. We let 2–DGCat denote
the category of DG 2-categories (for our purposes, it is sufficient to view 2–DGCat as a 1-category).
7.5. Hecke categories. Let H be a group indscheme and let K be a group subscheme.
First, recall34 that the (Zariski sheafified) quotient KzH{K “ BK ˆBH BK is an algebra in
CorrpPreStkconvqall;all with unit and multiplication maps defined by the correspondences:
BK
{{①①
①①
①①
①①
①①
##●
●●
●●
●●
●●
● KzH
K
ˆH{K
vv❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧❧❧
&&◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
Specpkq KzH{K KzH{K ˆKzH{K KzH{K.
Now observe that by our assumptions on H and K, each of the left arrows in the above diagrams
are locally flat while each of the right arrows are locally almost of finite presentation. Therefore,
KzH{K is canonically an algebra in CorrpPreStkrenqindsch.lafp;loc.flat.
Definition 7.5.1. The (genuine) weak Hecke category HwH,K P AlgpDGCatcontq is IndCohpH{Kq
K,w “
IndCoh˚renpKzH{Kq, with monoidal structure induced from the above algebra (under correspon-
dences) structure on KzH{K and by applying the symmetric monoidal functor:
IndCoh˚ren : CorrpPreStkrenqindsch.lafp;loc.flat Ñ DGCatcont
constructed in §6.
Remark 7.5.2. We do not need the whole theory of §6 to construct the above monoidal structure
on HwH,K . Indeed, this follows from Example 8.16.3 below.
When we introduceH–modweak below, we will haveH–modweak » H
w
H,K–mod, so this elementary
construction gives a quick construction of H–modweak.
34If H is classical, which is our main case of interest (see Remark 7.6.2), what follows is complete. If H is derived,
[GR3] §V.3.4 covers the homotopy coherence issues.
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However, it is not clearly independent of the choice of compact open subgroup K, and this leads
to difficulties with the functoriality in H. For our purposes, the most important use of the theory
of §6 is to deal with these functoriality problems.
7.6. Genuine actions. Let TateGp denote the category of Tate group indschemes.
Our first goal will be to show the following result. In what follows, we regard TateGp as a
symmetric monoidal category via products, and similarly for 2–DGCat.
Proposition-Construction 7.6.1. There is a canonical lax symmetric monoidal functor:
TateGpop Ñ 2–DGCat
H ÞÑ H–modweak
with the following properties.
(1) For any H P TateGpop and any K Ď H compact open, there is a canonical equivalence:
H–modweak
p´qK,w
ÝÝÝÝÑ HwH,K–mod :“ H
w
H,K–modpDGCatcontq.
(2) For any morphism f : H1 Ñ H2 P TateGp and any Ki Ď Hi compact open subgroups with
fpK1q Ď K2, the functor:
H2–modweak Ñ H1–modweak
canonically fits into a commutative diagram:
H2–modweak //
»

H1–modweak
»

HwH2,K2–mod
// HwH1,K1–mod
where the bottom arrow is constructed using the Hecke-bimodule IndCoh˚renpK1zH2{K2q.
(3) For I a finite set and tHi P TateGpuiPI equipped with compact open subgroups Ki Ď Hi, the
functor:
ź
iPI
pHi–modweakq Ñ p
ź
iPI
Hi–modweakq
coming from the lax symmetric monoidal structure corresponds under the equivalences from
(1) to the functor:
ź
iPI
pHwHi,Ki–modq Ñ H
wś
iPI Hi,
ś
iPI Ki
–mod » pb
i
HwHi,Kiq–mod
tCi P H
w
Hi,Ki
–moduiPI ÞÑ b
i
Ci.
Remark 7.6.2. Let TateGpcl Ď TateGp denote the subcategory of Tate group indschemes that are
classical as prestacks.35 Note that TateGpcl is actually a p1, 1q-category.
To simplify the exposition, we actually only give the restriction of the functor from Proposition-
Construction 7.6.1 to TateGpcl; this suffices for our applications. The requisite homotopy coherence
needed to provide all of Proposition-Construction 7.6.1 can be given using [GR3] §V.3.4. But the
35As in [GR2] Theorem 9.3.4, any formally smooth Tate group indscheme that is weakly ℵ0 in the sense of loc.
cit. is automatically classical. In particular, this applies for a loop group, or for its formal completion at any compact
open subgroup scheme.
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argument (at least in the form the author has in mind) is more tedious than merits inclusion
(without real applications) here.
We will give the construction after some preliminary remarks.
7.7. Morita theory. We will need a review of Morita categories in a higher categorical context.
7.8. First, let C be a symmetric monoidal category with colimits and whose monoidal product
commutes with colimits in each variable.
Let C–mod denote the 2-category of C-module categories M with colimits and for which for every
F P C and G PM, the action functors F ‹´ : MÑM and ´‹ G : CÑM admit right adjoints36 (so
in particular, the action functor commutes with colimits in each variable).
In this case, letMoritapCq be the 2-category defined as the full subcategory of C–mod consisting of
objects of the form A–mod for A P AlgpCq. As in [Lur2] Remark 4.8.4.9, this recovers the standard
Morita 2-category if C is a p1, 1q-category.
In particular, we remind from loc. cit. that if we have Mi P MoritapCq for i “ 1, 2 and we choose
Ai P AlgpCq such that Mi “ Ai–mod, then the category of morphisms F : M1 Ñ M2 is canonically
equivalent to the data of an pA2, A1q-bimodule.
7.9. In what follows, we will use the (fully-faithful) Segal functor Seq‚ : 2–CatÑ Homp∆
op,Catq;
we refer to [GR3] Appendix A.1 for details.
7.10. For C a symmetric monoidal category that may not have colimits, there is no hope for defining
its Morita category.37 However, we can still define the associated simplicial category Seq‚pMoritapCqq
as follows.
First, if C is essentially small, embed C into its Yoneda category YopCq :“ HompCop,Gpdq. Note
that YopCq is equipped with a symmetric monoidal structure commuting with colimits in each
variable. In particular, MoritapYopCqq and Seq‚pMoritapCqq are defined.
Now for rns P ∆op, define SeqnpCq to be the full subcategory of SeqnpYopCqq whose objects are
sequences M0 Ñ . . .ÑMn where each Mi is of the form Ai–mod for Ai P AlgpCq Ď AlgpYopCqq and
each morphism Mi Ñ Mi`1 admits a right adjoint in the 2-category YopCq–mod.
38 It is straightfor-
ward to see that this latter condition is equivalent to Mi Ñ Mi`1 corresponding to an pAi`1, Aiq-
bimodule that lies in C Ď YopCq.
7.11. In general, we define Seq‚pMoritapCqq : ∆
op Ñ Cat e.g. by extending the universe so that C
is essentially small. It is straightforward to see that we do actually obtain a simplicial category39
in this way.
Moreover, if C does admit colimits and its monoidal product preserves such colimits, then the
simplicial category just defined canonically coincides with the same denoted simplicial category
defined by applying the Segal construction to the category MoritapCq from §7.8. Therefore, we are
justified in not distinguishing the two notationally.
Notation 7.11.1. In what follows, for C as above and A P AlgpCq, we let rAs denote the induced
object in Seq0pMoritapCqq.
36In the language of [Lur2] §4.2.1, M is cotensored and enriched over C.
37Indeed, composition in a Morita category involves tensor products of bimodules, and this means certain geometric
realizations need to exist.
38By the definition in §7.8, this means that the underlying functor admits a right adjoint that commutes with all
colimits and is YopCq-linear.
39By definition, a category has essentially small Homs. In principle, universe extension risks breaking this property,
and the content of the claim is that this does not happen here.
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7.12. Finally, we conclude by remarking that Moritap´q is by construction functorial for (left) lax
symmetric monoidal functors.
7.13. Construction of the functor. We now return to the setting of §7.6.
Proof of Proposition-Construction 7.6.1. To simplify the exposition, we ignore the symmetric monoidal
structures until the last step.
Step 1. First, define the category40 TateGpfr Ď Homp∆
1,TateGpq as the subcategory consisting of
maps K Ñ H that are the embedding of a compact open subgroup in a Tate group indscheme.
Note that the forgetful functor Oblvfr : TateGpfr
pKĎHqÞÑH
ÝÝÝÝÝÝÝÑ TateGp is 1-fully-faithful (i.e., the
induced maps on Homs are fully-faithful morphisms of groupoids).
We claim that Oblvfr is a Verdier localization functor. By definition, this means that for every
C P Cat, the functor:
HompTateGp,Cq Ñ HompTateGpfr,Cq
of restriction along Oblvfr is fully-faithful functor with essential image consisting of functors sending
Oblvfr-local
41 morphisms to isomorphisms.
Indeed, note that the left adjoint to Oblvfr is pro-representable: it maps H P TateGp to the pro-
object “ lim ”KĎHcompact openpK Ñ Hq,
42 where K Ñ H is regarded as an object in TateGpfr and
the quotation marks emphasize that this (filtered) limit takes place in the relevant pro-category.
This pro-valued left adjoint is clearly fully-faithful, and this is well-known to imply the Verdier
localization property.
Step 2. Next, we construct a (right) lax morphism:
Seq‚pTateGp
op
frq Ñ Seq‚pMoritapCorrpPreStkrenqindsch.lafp;loc.flatqq
of simplicial categories sending K Ď H P TateGpfr (regarded as a 0-simplex of the left hand side)
to rKzH{Ks (regarded as a 0-simplex of the right hand side as in Notation 7.11.1). Here by lax, we
mean that our morphism is merely a lax natural transformation, i.e., a functor over ∆op between
the corresponding coCartesian Grothendieck fibrations.
This step is where we use Remark 7.6.2 to ignore homotopy coherence issues. That is, we treat
TateGp as a p1, 1q-category (e.g,. by actually restricting to TateGpcl).
Our lax functor assigns to every rns P∆ and rns-shaped diagram pK0 Ď H0q Ñ . . .Ñ pKn Ď Hnq
in TateGpfr the rns-simplex of Seq‚pMoritapCorrpPreStkrenqindsch.lafp;loc.flatqq defined by:
K0zH0{K0 ñ K0zH1{K1 ð K1zH1{K1 ñ . . . Kn´1zHn{Kn ð KnzHn{Kn.
The notation indicates that we consider KizHi{Ki as an algebra in CorrpPreStkrenqindsch.lafp;loc.flat
andKizHi`1{Ki as a bimodule in this same correspondence category forKizHi{Ki andKi`1zHi`1{Ki`1.
We now need to specify where morphisms (in the relevant Grothendieck construction) are sent.
To simplify the notation, we spell out the construction only for morphisms lying over the active
morphism α : r1s
0ÞÑ0,1ÞÑ2
ÝÝÝÝÝÝÑ r2s P ∆. (The reader will readily see that this simplification really is
only cosmetic.)
40The subscript is an abbreviation of framed.
41This phrase refers to morphisms in TateGpfr that map to isomorphisms under Oblvfr.
42The key point in verifying this formula is that for any f : H1 Ñ H2 P TateGp and K2 Ď H2 a compact open
subgroup, the category of compact open subgroups K1 Ď H1 mapping into K2 is non-empty and filtered.
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Then a 2-simplex of the left hand side above corresponds to a datum pK0 Ď H0q Ñ pK1 Ď
H1q Ñ pK2 Ď H2q P TateGp, and a map to a 1-simplex p rK0 Ď rH0q is equivalent to maps and
fi : Hαpiq Ñ rHi (i “ 0, 1) sending Kαpiq to rKi.
The relevant map in the right hand side is induced by the augmented simplicial diagram:
K0zH1{K1 ˆK1zH1{K1 ˆK1zH1{K2 Ñ K0zH1{K1 ˆK1zH2{K2 Ñ rK0z rH1 rK1
P CorrpPreStkrenqindsch.lafp;loc.flat.
Here all arrows are morphisms in the correspondence category (i.e., they represent correspondences),
the underlying simplicial diagram is the bar construction for the relative tensor product of these
left and right K1zH1{K1-modules, and the augmentation is given by the correspondence:
K0zH1
K1
ˆ H2{K2
uu❥❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥
''PP
PP
PP
PP
PP
PP
P
K0zH1{K1 ˆK1zH2{K2 rK0z rH1{ rK1.
Here the left arrow is obvious, and the right arrow is the composition:
K0zH1
K1
ˆ H2{K2 Ñ K0zH2
K2
ˆ H2{K2
mult.
ÝÝÝÑ K0zH2{K2
f1
ÝÑ rK0z rH1{ rK1.
Unwinding the constructions, this was exactly the sort of datum we needed to specify.
Step 3. Applying the lax symmetric monoidal functor IndCoh˚ren : CorrpPreStkrenqindsch.lafp;loc.flat Ñ
DGCatcont and the functoriality from §7.12, we obtain a lax functor:
Seq‚pTateGp
op
frq Ñ Seq‚pMoritapDGCatcontqq.
As these are each Segal categories for actual 2-categories, this is the same43 as a lax functor
TateGp
op
fr Ñ MoritapDGCatcontq. The latter 2-category is by construction contained in DGCatcont–mod,
which is itself contained in 2–DGCat.
Therefore, we obtain a lax functor of 2-categories:
TateGp
op
fr Ñ 2–DGCat.
We claim that this lax functor is an actual functor.
Suppose we are given pK0 Ď H0q Ñ pK1 Ď H1q Ñ pK2 Ď H2q P TateGp. We obtain a diagram
that commutes up to a natural transformation:
HwH0,K0–mod
''PP
PP
PP
PP
PP
PP
// HwH2,K2–mod
HwH1,K1–mod
77♥♥♥♥♥♥♥♥♥♥♥♥
KS
corresponding to the map of Hecke bimodules:
IndCoh˚renpK0zH1{K1q b
Hw
H1,K1
IndCoh˚renpK1zH2{K2q Ñ IndCoh
˚
renpK0zH2{K2q.
that we need to show is an isomorphism.
43By definition of lax functor; c.f. [GR3] Appendix A.1.3.
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To verify this, note that we have a canonical monoidal functor ReppK1q Ñ H
w
H1,K1
. By Lemma
5.20.1 (4), we have an equivalence:
ReppK0q b
ReppK1q
HwH1,K1
»
ÝÑ IndCoh˚renpK0zH1{K1q
of HwH1,K1-module categories.
Therefore, we can calculate:
IndCoh˚renpK0zH1{K1q b
Hw
H1,K1
IndCoh˚renpK1zH2{K2q “
ReppK0q b
ReppK1q
HwH1,K1 b
Hw
H1,K1
IndCoh˚renpK1zH2{K2q “
ReppK0q b
ReppK1q
IndCoh˚renpK1zH2{K2q
»
ÝÑ IndCoh˚renpK0zH2{K2q
as desired.
Step 4. Next, suppose that we are given an Oblvfr-local morphism, or equivalently, H P TateGp
with an embedding of compact open subgroups K1 Ď K2 Ď H.
Then the functor:
TateGp
op
fr Ñ 2–DGCat
sends this datum to the functor:
HwH,K2–modÑ H
w
H,K1
–mod
defined by the bimodule IndCoh˚renpK1zH{K2q. By Step 1, to obtain the functor from Proposition-
Construction 7.6.1, it suffices to show the above is an equivalence. As K2 has a cofinal sequence of
normal compact open subgroups, it suffices to treat the case where K1 is normal in K2.
Note that the composition:
HwH,K2–modÑ H
w
H,K1
–modÑ DGCatcont (7.13.1)
sends D P HwH,K2–mod to:
ReppK1q b
ReppK2q
D
by the isomorphism:
HwH,K2 b
ReppK2q
ReppK1q
»
ÝÑ IndCoh˚renpK2zH{K1q
ofHwH,K2-module categories (obtained as in the previous step from Lemma 5.20.1 (4)). By normality
of K1 in K2, we may further identify:
ReppK1q b
ReppK2q
D “ Vect b
ReppK2{K1q
D.
By Theorem 5.10.1, this implies that (7.13.1) is conservative and commutes with limits, so is
monadic.
Therefore, it suffices to show that the functor:
HH,K1 Ñ EndHwH,K2–mod
pIndCoh˚renpK2zH{K1qq (7.13.2)
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is an equivalence (as the right hand side is the monad defined by (7.13.1)). This follows by similar
logic — the right hand side is:
HomHw
H,K2
–modpH
w
H,K2
b
ReppK2q
ReppK1q, IndCoh
˚
renpK2zH{K1qq “
HomReppK2q–modpReppK1q, IndCoh
˚
renpK2zH{K1qq “
HomReppK2{K1q–modpVect, IndCoh
˚
renpK2zH{K1qq “
HomReppK2{K1q–modpVect, IndCoh
˚
renpK1zH{K1q
K2{K1,wq
Thm.5.10.1
“
HomQCohpK2{K1q–modpQCohpK2{K1q, IndCoh
˚
renpK1zH{K1qq “ H
w
H,K1
as desired (it is immediate to check that this identification is compatible with the functor (7.13.2)).
Step 5. Finally, we briefly remark that all of the above immediately upgrades to the (lax) symmetric
monoidal setting.
In detail, note that TateGpfr is symmetric monoidal under products. and the functor TateGpfr Ñ
TateGp is a symmetric monoidal Verdier localization.
The functor from Step 2 upgrades to a functor of simplicial symmetric monoidal categories, noting
that by the construction of §7.7-7.12, MoritapCq is canonically a simplicial symmetric monoidal
category.
This implies that the functor TateGpopfr Ñ DGCatcont–mod is naturally a (left) lax symmetric
monoidal functor, since IndCoh˚ is.44 Finally, the forgetful functor DGCatcont–mod Ñ 2–DGCat is
by construction lax symmetric monoidal, giving the result.

7.14. Forgetful functors. As in §5.15, for H a Tate group indscheme, there is a canonical non-
conservative functor:
Oblvgen : H–modweak Ñ DGCatcont
C ÞÑ colim
KĎH compact open
CK,w.
We denote the colimit appearing on the right hand side also by C in a similar abuse of notation as
in the profinite dimensional setting. We remark that this forgetful functor Oblvgen upgrades to a
functor to H–modweak,naive,. which we also denote by Oblvgen.
As in the profinite dimensional setting, where there is not confusion we often omit Oblvgen from
the notation, i.e., we often speak of genuine H-actions on C P DGCatcont by which we mean that
we are given an object of H–modweak that maps to C under Oblvgen.
Lemma 7.14.1. The above forgetful functor commutes with limits and colimits.
Proof. First note that for every K Ď H compact open, the functor H–modweak
CÞÑCK,w
ÝÝÝÝÝÑ DGCatcont
commutes with limits and colimits. Indeed, it may be calculated as the composition:
H–modweak
»
ÝÑ HwH,K
Oblv
ÝÝÝÑ DGCatcont
and the latter functor commutes with limits and colimits (as this is always the case for a category
of modules over an algebra).
44To make the implicit explicit: we are using the tensor product on DGCatcont–mod obtained by viewing DGCatcont
as a commutative algebra in the symmetric monoidal category denoted Cat8pKq
b in [Lur2] Proposition 4.8.1.14 (so
DGCatcont–mod are the modules in this category).
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It immediately follows that our forgetful functor commutes with colimits. Commutation with
limits follows by noting that each structural functor in the colimit admits a continuous right adjoint
given by ˚-averaging, so we may also calculate it as the functor:
C ÞÑ lim
KĎH compact open
CK,w
(where the structural functors in the limit are these right adjoints).

7.15. Invariants and coinvariants. Let H be a Tate group indscheme.
Define triv : DGCatcont Ñ H–modweak as the restriction functor along the homomorphism H Ñ
Specpkq (regarding the target as the trivial group).
Remark 7.15.1. By Proposition-Construction 7.6.1 (2), for K Ď H compact open we have:
trivpVectqK,w “ ReppKq.
We define the functor of (genuine, weak) invariants:
H–modweak Ñ DGCatcont
C ÞÑ CH,w
to be the right adjoint to triv, and we define (genuine, weak) the coinvariants functor C ÞÑ CH,w to
be the left adjoint. These may be computed explicitly after a choice of compact open subgroup K
as:
CH,w » HomHw
H,K
–modpReppKq,C
K,wq
CH,w » ReppKq b
Hw
H,K
CK,w.
(7.15.1)
Remark 7.15.2. The comparison between invariants and coinvariants is more subtle in the group
indscheme setting. than in the group scheme setting.45
7.16. Rigid monoidal categories. Before proceeding, we review some constructions with rigid
monoidal DG categories, following [Gai3] §6. We refer to loc. cit. for the relevant notion of rigid
monoidal DG category; we remind that this is a property for some A P AlgpDGCatcontq to satisfy.
46
We will construct a canonical morphism ϕA : A Ñ A of monoidal categories that plays a key
role.
Let A_ be the dual of A as an object of DGCatcont. Note that A
_ is canonically A-bimodule in
DGCatcont (as it is the dual of the A-bimodule A). Therefore, we obtain a monoidal functor:
A Ñ Endmod–ApA
_q P AlgpDGCatcontq. (7.16.1)
(The notation indicates endomorphisms as a right A-module in DGCatcont.) On the other hand, by
definition of rigidity, the functor:
A Ñ A_
F ÞÑ pG ÞÑ HomAp1A,F ‹ Gq
45And these functors behave less well. For example, they may fail to be conservative (c.f. [Gai6] Theorem 2.5.4).
46If A is compactly generated and rigid, then the subcategory Ac Ď A is closed under the monoidal operation and
rigid according to the more standard notion of rigid monoidal (in terms of existence of duals).
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is an equivalence of right A-module categories (here 1A is the unit object). Therefore, the right
hand side of (7.16.1) identifies canonically with A, and we obtain the desired morphism ϕA.
Remark 7.16.1. By construction, there are natural isomorphisms:
HomAp1A,F ‹ Gq
»
ÝÑ HomAp1A,G ‹ ϕApFqq
for F,G P A.
For M P A–mod :“ A–modpDGCatcontq, we let ϕA,˚pMq P A–mod denote the restriction of M
along ϕA, and we let ϕ
˚
A
denote the inverse to the equivalence ϕA,˚.
By [Gai3] Corollary 6.3.3, for M,N P A–mod with M dualizable in DGCatcont, there is a canonical
equivalence:
HomA–modpM,Nq
»
ÝÑM_ b
A
ϕA,˚pNq (7.16.2)
functorial in M and N.
7.17. Polarizations and the modular character. We now introduce the following terminology.
Definition 7.17.1. A polarization of H P TateGp is a compact open subgroup K Ď H such that
H{K is ind-proper. If a polarization exists, we say that H is polarizable.
Example 7.17.2. The loop group of a reductive group is polarizable.
Example 7.17.3. If H is formal in ind-directions, i.e., its reduced locus Hred Ď H is a compact open
subgroup, then H is polarizable (and equipped with the canonical polarization Hred). In this case,
we say H is a group indscheme H of Harish-Chandra type.
We have the following result, which is evident from the definitions (and preservation of coherent
objects under flat pullbacks and proper pushforwards):
Lemma 7.17.4. For K a polarization of H, the genuine Hecke category HwH,K is rigid monoidal
(in the sense of [Gai3] §6).
Corollary 7.17.5. If H is polarizable, the coinvariants functor H–modweak Ñ DGCatcont is corep-
resentable.
Proof. Let K be a polarization of H. Then we have the equivalence H–modweak » H
w
H,K–mod, and
the right hand side is rigid monoidal. Using the notation of §7.16, we obtain functorial identifica-
tions:
CH,w
(7.15.1)
“ ReppKq b
Hw
H,K
CK,w
(7.16.2)
“ HomHw
H,K
–modpReppKq, ϕ
˚
Hw
H,K
pCK,wqq “
HomHw
H,K
–modpϕHw
H,K
,˚pReppKqq,C
K,wq
where we have repeatedly used that ϕHw
H,K
,˚ and ϕ
˚
Hw
H,K
are mutually inverse equivalences. Applying
the equivalence HwH,K–mod » H–modweak now gives the result.

Definition 7.17.6. For H a polarizable Tate group indscheme, the modular character χTate,H “
χTate P H–modweak is the object corepresenting the functor of coinvariants.
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7.18. Next, observe that because the functor of Proposition-Construction 7.6.1 is lax symmetric
monoidal, H–modweak is naturally symmetric monoidal with unit trivpVectq. We denote the tensor
product by b; explicitly, for C1,C2 P H–modweak, we have an object C1 b C2 P pH ˆHq–modweak
from the lax symmetric monoidal functoriality, and then we restrict along the diagonal map.
Lemma 7.18.1. If H is a polarizable Tate group indscheme, the functor:
H–modweak Ñ H–modweak
given by tensoring with the modular character χTate is an equivalence.
Proof. LetK Ď H be a polarization. By the proof of Corollary 7.17.5 (and Proposition-Construction
7.6.1 (3)), we obtain a commutative diagram:
H–modweak
´bχTate//
p´qK,w

H–modweak
p´qK,w

HwH,K–mod
ϕHH,K,˚// HH,K–mod.
(7.18.1)
Each of the vertical arrows and the bottom arrow are equivalences, so the top arrow is as well.

Let H be a polarizable Tate group indscheme. By the lemma, there is a canonical object χ´Tate P
H–modweak inverse to χTate under tensor product, i.e., we have:
χ´Tate b χTate “ trivpVectq P H–modweak.
Proposition 7.18.2. For H as above and C P H–modweak, there is a canonical isomorphism:
CH,w » pCb χ´Tateq
H,w
functorial in C.
Proof. We have:
pCb χ´Tateq
H,w “ HomH–modweakpVect,Cb χ´Tateq “ HomH–modweakpχTate,Cq “ CH,w
where the last equality was the definition of χTate.

7.19. The following result gives a somewhat non-canonical description of χTate.
Proposition 7.19.1. Let H be a polarizable Tate group indscheme. Then for any compact open
subgroup K Ď H, there exists a canonical isomorphism:
OblvHKpχTate,Hq » Vect P K–modweak
for OblvHK : H–modweak Ñ K–modweak the restriction functor and for Vect P K–modweak regarded
with the trivial action.
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Proof. For, note that OblvHK admits a left adjoint ind
H,w
K which also calculates its right adjoint.
Indeed, under the equivalences:
H–modweak
p´qK,w
» HwH,K–mod
K–modweak
p´qK,w
» ReppKq–mod
OblvHK corresponds to restriction along the monoidal functor ReppKq Ñ H
w
H,K . This immediately
gives the existence of the left adjoint, and the fact that it also calculates the right adjoint follows
from the fact that HwH,K is canonically self-dual as a ReppKq-module category (which is the case
because HH,K is canonically self-dual as a DG category via Serre duality, and ReppKq is rigid
symmetric monoidal).
Now for C P K–modweak, we obtain:
HomK–modweakpOblv
H
KpχTate,Hq,Cq “ HomH–modweakpχTate,H , ind
H,w
K pCqq “
indH,wK pCqH,w “ CK,w “ C
K,w
functorially in C, giving the claim.

Warning 7.19.2. Suppose K1 Ď K2 Ď H. Then we obtain isomorphisms:
αi : Oblv
H
Ki
pχTate,Hq » Vect P Ki–modweak, i “ 1, 2
However, OblvK2K1pα2q ‰ α1. Rather, one can check that the two isomorphisms differ by tensoring
with detpk2{k1qrdimpk2{k1qs P ReppK1q “ EndK1–modweakpVectq.
47
8. Strong actions
8.1. In this section, we relate weak actions for a Tate group indschemes H to strong actions of H,
as defined in [Ber].
8.2. Let us spell out our goals more precisely. Let D˚pHq P AlgpDGCatcontq be the monoidal DG
category defined (with the same notation) in [Ras1]. Let H–mod :“ D˚pHq–mod be the (2-)category
of categories with a strong H-action.
In this section, we will construct a restriction functor:
Oblv “ OblvstrÑw : H–modÑ H–modweak
compatible with forgetful functors to DGCatcont (where for H–modweak, we are considering the
forgetful functor Oblvgen of §7.14).
8.3. Moreover, we will show that Oblv : H–mod Ñ H–modweak admits a left and right adjoints
that are morphisms of DGCatcont-module categories, and with the following property.
For C P H–modweak, define:
Cexpphq,w :“ colim
KĎH compact open
CH
^
K ,w P DGCatcont
under the obvious structural functors. Here H^K is the formal completion of H along K, which is
necessarily a Tate group indscheme. That is, we consider the restriction of C along the forgetful
47This factor arises because the proof of Proposition 7.19.1 (necessarily) used Serre duality on IndCohpH{Kq to
obtain the canonical self-duality for HwH,K .
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functor H–modweak Ñ H
^
K , apply the invariants construction of §7.15 for H
^
K , and pass to the
colimit.
Similarly, define:
Cexpphq,w :“ lim
KĎH compact open
CH^
K
,w.
As we will see, each of the structural functors in the limit (resp. colimit) defining Cexpphq,w (resp.
Cexpphq,w) admits a left adjoint (resp. continuous right adjoint), so these two expressions can be
expressed as limits or colimits in DGCatcont.
Then we will see that the composition of our right (resp. left) adjoint H–modweak Ñ H–mod
with the forgetful functor H–modÑ DGCatcont sends C P H–modweak to C
expphq,w (resp. Cexpphq,w).
In other words, we will show that H acts strongly on Cexpphq,w and Cexpphq,w, and that these
categories satisfy the evident universal properties with respect to these actions and OblvstrÑw.
Remark 8.3.1. If H is polarizable, then it is straightforward to deduce from Proposition 7.18.2 that
the above functors p´qexpphq,w, p´qexpphq,w : H–modweak Ñ DGCatcont are equivalent up to certain
twists. We will formulate this statement precisely in Proposition 8.21.1, where we will also show
that this isomorphism is strongly H-equivariant in a canonical way.
8.4. Strategy. To orient the reader in what follows, we give a brief overview of the approach.
To give a functor H–mod Ñ H–modweak the commutes with colimits and is a morphism of
DGCatcont-module categories is equivalent to specifying an object ofH–modweak with a rightD
˚pHq-
module structure.
In a suitable sense, this object is D˚pHq considered as weakly acted on via the left action of H,
and with the evident commuting strong action of H on the right.
Implementing this strategy turns out the be somewhat involved. It is not so difficult to define
D˚pHq as an object of H–modweak: this is done is §8.9. However, the commuting D
˚pHq-action
takes some work, and will be given in §8.20.
8.5. Warmup. First, we discuss the case where H is a classical affine group scheme. While do not
rely on this special case in the general construction, it is illustrative of the main ideas.
Let H “ limiHi be a cofiltered limit of affine algebraic groups under smooth surjective homo-
morphisms. As above, to construct our functor:
H–mod :“ D˚pHq–modÑ H–modweak “ ReppHq–mod
is suffices to construct a pReppHq,D˚pHqq-bimodule in DGCatcont.
This bimodule is h–mod P DGCatcont (c.f. Example 4.3.8). We have:
h–mod “ lim
i
hi–mod
where each structural functor hi–mod Ñ hj–mod takes the Lie algebra invariants with respect to
Kerphi ։ hjq. As is standard, Hi acts strongly on hi–mod, and the above structural functors are
equivariant in the suitable homotopy coherent sense for the Hi-action on hj–mod induced by the
homomorphism Hi Ñ Hj. Therefore, we obtain an action:
D˚pHq :“ lim
i
DpHiq ñ lim
i
hi–mod “ h–mod.
Now for any map of indices iÑ j, there is an action of ReppHjq on hi–mod commuting with the
strong Hj-action: it is given by restricting an Hj-representation to Hi and then tensoring with the
Lie algebra representation. Again, this is suitably homotopy coherent, so we obtain an action:
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D˚pHq b ReppHjq ñ h–mod.
Finally, these actions are suitably compatible with varying j, so we obtain:
D˚pHq b ReppHq “ D˚pHq b colim
j
ReppHjq ñ h–mod
as desired.
8.6. A remark on naive coinvariants. Before proceeding, it is convenient to record the following
technical result. The reader may safely skip this material and refer back to it as needed.
Let S be a reasonable indscheme and let PK Ñ S be a K- torsor for K a classical affine group
scheme. By Corollary 6.25.2, naive weak K-invariants in IndCoh˚pPKq are given by IndCoh
˚pSq.
Moreover, the naive K-action on IndCoh˚pPKq clearly canonically renormalizes, and the corre-
sponding category of genuine K-invariants is IndCoh˚pSq by Lemma 6.18.1. This leaves the case of
naive coinvariants.
Lemma 8.6.1. In the above setting, the IndCoh-pushforward functor IndCoh˚pPKq Ñ IndCoh
˚pSq
induces an equivalence:
IndCoh˚pPKqK,w,naive Ñ IndCoh
˚pSq. (8.6.1)
Proof.
Step 1. First, note that we are reduced to the case where S is a quasi-compact quasi-separated
eventually coconnective scheme. Indeed, if S “ colimi Si with Si P
ą´8Schqcqs and structural maps
almost finitely presented, then:
IndCoh˚pSq “ colim
i
IndCoh˚pSiq P DGCatcont
IndCoh˚pPKq “ colim
i
IndCoh˚pPK ˆ
S
Siq P DGCatcont.
This clearly gives the reduction. In the remainder of the argument, we therefore assume S P
ą´8Schqcqs.
Step 2. Next, suppose PK Ñ S is trivial, i.e., PK
»
ÝÑ K ˆ S K-equivariantly. By Lemma 6.36.3
(applied to K), we have:
IndCoh˚pKq b IndCoh˚pSq
»
ÝÑ IndCoh˚pPKq.
Observe that PerfpKq
»
ÝÑ CohpKq because K is a limit of smooth schemes under flat affine mor-
phisms. Therefore, the above coincides with QCohpKq b IndCoh˚pSq. This clearly gives the result
in this case.
Step 3. Next, we show the result when PK is Zariski-locally trivial. For this, we first establish some
general facts about IndCoh˚.
Suppose j : U ãÑ S is a quasi-compact open subscheme. Then the natural functor:
IndCoh˚pSq b
QCohpSq
QCohpUq Ñ IndCoh˚pUq
is an equivalence. Indeed, IndCoh˚pUq is the essential image of the functor jIndCoh˚ j
˚,IndCoh : IndCoh˚pSq Ñ
IndCoh˚pSq, while IndCoh˚pSq bQCohpSq QCohpUq is the essential image of:
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idIndCoh˚pSq b
QCohpSq
j˚j
˚ : IndCoh˚pSq “ IndCoh˚pSq b
QCohpSq
QCohpSq Ñ
IndCoh˚pSq b
QCohpSq
QCohpSq “ IndCoh˚pSq.
These endofunctors of IndCoh˚pSq coincide, giving the result.
As a consequence, suppose U1, U2 Ď S are quasi-compact opens covering S; then we claim that
the map:
IndCoh˚pU1q
ž
IndCoh˚pU1XU2q
IndCoh˚pU2q Ñ IndCoh
˚pSq P DGCatcont
is an equivalence (this pushout being formed in DGCatcont). Indeed, it is well-known
48 that we have:
QCohpU1q
ž
QCohpU1XU2q
QCohpU2q Ñ QCohpSq P DGCatcont
and therefore in QCohpSq–mod. Tensoring IndCoh˚pSq over QCohpSq preserves this colimit, giving
the claim from the above.
Now for any U1, U2 Ď S as above, we obtain:
IndCoh˚pPK ˆ
S
U1qK,w,naive
ž
IndCoh˚pPKˆ
S
U1XU2qK,w,naive
IndCoh˚pPK ˆ
S
U2qK,w,naive
»
ÝÑ IndCoh˚pPKqKw
by applying the above to the base-changed Zariski cover of PK and by commuting geometric
realizations with pushouts. We now clearly obtain the claim by induction on the number of opens
required to trivialize PK .
Step 4. Next, we show the result for K prounipotent.
By the previous step, it suffices to note that any K-torsor on an affine scheme T is trivial. This
is standard: prounipotent K has a lower central series K “ K1 İ K2 İ . . . where all subquotients
are (possibly infinite) products of copies of Ga. For such products, the claim follows from vanishing
of higher (flat) cohomology of T with coefficients in its structure sheaf. By induction, any K{Kn-
torsor on an affine scheme is trivial, and then we deduce the same for K using countability of this
filtration and surjectivity of π0pHompT,K{K
n`1qq Ñ π0pHompT,K{K
nqq.
Step 5. Finally, we show the result in general.
Let K Ñ Kred be the proreductive49 quotient of Kred, and let Ku be the kernel of this homo-
morphism, i.e., the prounipotent radical of K.
Because representations of Kred are semisimple, for any C with a naive weak Kred action, the
functor CKred,w,naive Ñ C
Kred,w,naive is an equivalence. Indeed, the argument from [Gai6] §7.2 applies
just as well in the proreductive case as in the reductive one.
We then obtain:
IndCoh˚pPKqK,w,naive “ pIndCoh
˚pPKqKu,w,naiveqKred,w,naive
»
ÝÑ IndCoh˚pPKredq
Kred,w,naive
48This identity is implicit in the proof of [Gai1] Proposition 2.3.6. One can find this statement explicitly in [Gai6]
by combining Theorem 2.1.1 and Proposition 6.2.7 from loc. cit.
49Here we use proreductive as shorthand for pro-(algebraic group with reductive connected components).
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for PKred Ñ S the induced K
red-torsor (appealing to the previous step here). We now obtain the
result by Corollary 6.25.2.

8.7. Induction. We begin with the following general lemma.
Lemma 8.7.1. Let f : H1 Ñ H2 be a morphism in TateGp.
(1) The forgetful functor:
H2–modweak Ñ H1–modweak
admits a left adjoint indw “ indH2,wH1 : H1–modweak Ñ H2–modweak.
(2) Suppose there exists K Ď H1 compact open such that f realizes K as a compact open
subgroup of H2 as well.
50
Then the diagram:
H1–modweak
Oblvgen //
ind
H2,w
H1

H1–modweak,naive
ind
H2,w,naive
H1

H2–modweak
Oblvgen // H2–modweak,naive
commutes (where a priori it only commutes up to a natural transformation). Here the func-
tor on the right is tensoring over IndCoh˚pH1q with IndCoh
˚pH2q.
Proof. As Hi–modweak Ñ Ki–modweak are (by construction) monadic functors, the first claim easily
reduces to the setting of §5.17.
Similarly, such considerations formally reduce the second claim to the case where H1 “ K. We
denote H2 simply by H in this case. So we wish to show the diagram:
K–modweak
Oblvgen//
indH,w
K

K–modweak,naive
ind
H2,w,naive
H1

H–modweak
Oblvgen// H–modweak,naive
commutes. Each of the functors involved commutes with colimits and is DGCatcont-linear, so it
suffices to check that the diagram commutes when evaluated on the trivial representation Vect P
K–modweak (since this object generates by definition). In this case, the claim is that the natural
map:
IndCoh˚pHq b
IndCoh˚pKq
Vect
»
ÝÑ IndCohpH{Kq.
This follows from Lemma 8.6.1.

50Using Lemma 8.6.1, one can show that the conclusion holds more generally if there exist Ki Ď Hi compact open
subgroups such that f maps K1 into K2 via a closed embedding.
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8.8. Now for H a Tate group indscheme and K Ď H compact open, let H^K denote the formal
completion of H along K. We can form indH,wH^
K
pVectq P H–modweak (where Vect P H
^
K–modweak is
our standard trivial object). By Lemma 8.7.1, we have:
OblvgenpindH^
K
pVectqq “ IndCoh˚pHq b
IndCoh˚pH^
K
q
Vect.
This tensor product evidently maps to DpH{Kq, and we claim that the induced functor is an
equivalence. Indeed, we have a commutative diagram:
IndCohpH{Kq IndCoh˚pHq b
IndCoh˚pKq
Vect //
))❘❘
❘❘❘
❘❘❘
❘❘❘
IndCoh˚pHq b
IndCoh˚pH^
K
q
Vect
uu❦❦❦❦
❦❦❦
❦❦❦
❦
DpH{Kq.
The diagonal arrows admit continuous, monadic right adjoints and the induced natural transfor-
mation on monads is an isomorphism, giving the claim.
In the above setting, we use our standard abuse of notation in letting DpH{Kq P H–modweak
denote the object indH,wH^
K
pVectq.
8.9. Note that this object is manifestly covariant in K, so we can form:
D˚pHq :“ lim
K
DpH{Kq P H–modweak.
Note that under Oblvgen and the equivalence of §8.8, these structural functors map to de Rham
pushforward functors.
By definition (and Lemma 7.14.1), this object maps under Oblvgen to the category D
˚pHq P
DGCatcont defined in [Ras1], justifying the notation.
Remark 8.9.1. Each of the structural functors in the above diagram admits a left adjoint in the
2-category H–modweak: indeed, these functors are given by D-module ˚-pullback along the smooth
maps H{K1 Ñ H{K2.
51 Therefore, this limit is also a colimit (in H–modweak) under those left
adjoints.
8.10. By Remark 8.9.1, D˚pHq P H–modweak corepresents the functor:
C ÞÑ lim
KĎH compact open
CH
^
K ,w “ colim
KĎH compact open
CH
^
K ,w “ Cexpphq,w
where the structural functors in the colimit are the evident forgetful functors, and the structural
functors in the limit are their right adjoints.
8.11. Below, we will construct an action of D˚pHq P AlgpDGCatcontq on this object D
˚pHq P
H–modweak encoding the right action of H on itself. As in §8.4, this would suffice to construct a
functor of the desired type. By the discussion of §8.10, the formula from §8.3 for the right adjoint
would be immediate, and the formula for the left adjoint would follow dually.
Therefore, we will give this construction below following a sequence of digressions.
51This discussion is a bit informal, since it really applies after applying Oblvgen. But e.g., it easily follows from
Lemma 8.12.2 below that the left adjoints exist in the genuine setting as well.
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8.12. Some generalities on D-modules. We make the above construction somewhat more ex-
plicit. The reader may safely skip this material and refer back to it as needed.
First, it is convenient to extend the generality of the above construction. Let X be an indscheme
locally almost of finite type, and suppose X is acted on by H. Then we there is a canonical object
DpXq P H–modweak attached to X (and mapping to the category of D-modules on X under
Oblvgen).
We sketch the construction. A variant of Proposition-Construction 7.6.1 attaches an object
IndCohpXq P H–modweak toX such that for any congruence subgroupK, IndCohpXq
K,w “ IndCoh˚renpX{Kq
as an HwH,K-module.
Now let Xinf‚ P IndSch
∆
op
laft be the infinitesimal groupoid of X, i.e., the simplicial indscheme
locally almost of finite type obtained as the Cech nerve of X Ñ XdR. By functoriality, this di-
agram is a simplicial diagram of indschemes (locally almost of finite) acted on by H. Therefore,
by the above construction, we obtain a simplicial diagram IndCohpXinf‚ q P H–modweak. We define
DpXq P H–modweak as its colimit. By Lemma 7.14.1 and [GR3] Proposition III.3.3.3.3(b), this
object indeed maps to the usual category of D-modules DpXq P DGCatcont under the forgetful
functor H–modweak Ñ DGCatcont.
Now that for any choice of compact open subgroup K Ď H, we have DpXqK,w P HwH,K–mod. By
constructionDpXqK,w is compactly generated with compact objects induced from IndCoh˚renpX{Kq “
IndCohpXqK,w.
Lemma 8.12.1. For K Ď H compact open, the object DpH{Kq defined in §8.8 coincides with the
object we have just constructed.
Proof. This is essentially a slight refinement of the argument from §8.8.
Let C1 P H–modweak denote the object from §8.8 and let C2 P H–modweak denote the object just
constructed (i.e., from the construction defined for any indscheme locally almost of finite type).
There is a natural map C1 “ ind
H,w
H^
K
pVectq Ñ C2, and we claim it is an isomorphism. It suffices to
check this after applying weak K-invariants.
By construction, we have:
C
K,w
1 “ ReppKq b
Hw
H^
K
,K
HwH,K .
This gives rise to a functor:
IndCoh˚renpKzH{Kq “ ReppKq b
ReppKq
HwH,K Ñ ReppKq b
Hw
H^
K
,K
HwH,K “ C
K,w
1 .
This functor admits a right adjoint that is continuous and conservative, so monadic. The further
composition with CK,w1 Ñ C
K,w
2 behaves similarly (by construction), and the induced maps on
monads is an isomorphism, giving the claim.

We now show the following result for X any indscheme locally almost of finite type.
Lemma 8.12.2. DpXqK,w admits a (unique) compactly generated t-structure for which the for-
getful functor DpXqK,w Ñ DpXqK,w,naive is t-exact and induces an equivalence DpXqK,w,`
»
ÝÑ
DpXqK,w,naive,`. An object in DpXqK,w is compact if and only if it is eventually coconnective and
its image in DpXq is compact.
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In other words, as a category with a genuine K-action, DpXq is given by the canonical renor-
malization construction from §5.18.
Proof of Lemma 8.12.2. Define the t-structure on DpXqK,w by taking connective objects to be
generated by objects induced from IndCohpXqK,w,ď0. To see DpXqK,w Ñ DpXqK,w,naive is t-exact,
it is equivalent to see that the further forgetful functor:
Oblv : DpXqK,w Ñ DpXq
is t-exact. Clearly this functor is right t-exact. Now for F P DpXqK,w,ě0, the underlying object of
IndCohpXqK,w is coconnective by design, so the same is true for the underlying object of IndCohpXq.
Therefore, OblvpFq P DpXq maps to a coconnective object of IndCohpXq; this is equivalent to
OblvpFq being coconnective, as desired.
Because the functor DpXqK,w,` Ñ DpXq` is t-exact and these t-structures are right complete,
this functor is comonadic. The forgetful functor DpXqK,w Ñ DpXqK,w,naive induces an equivalence
on the corresponding comonads on DpXq, and the latter category maps comonadically to DpXq.
This implies DpXqK,w,`
»
ÝÑ DpXqK,w,naive,`.
The last part is proved similarly to Lemma 5.20.1 (4). We need to show that if F P DpXqK,w,` “
DpXqK,w,naive,` has OblvpFq P DpXq compact, then F is compact in DpXqK,w. We are clearly
reduced to the case where X is classical. In this case, X is a colimit under closed embeddings of
finite type schemes acted on by K, so we are further reduced to the case where X is a finite type
scheme. Moreover, we can assume F lies in the heart of the t-structure, since it is bounded and
each of its cohomology groups satisfy the same hypothesis.
Now there exists K 1 ⊳K compact open (i.e., K{K 1 is an affine algebraic group) with the action
of K on X factoring through K{K 1. Further, as in the proof of Lemma 5.20.1 (4), the hypothesis
on F implies that there is a compact open subgroup K2 Ď K 1 also normal in K such that F lies in
the essential image of the functor:
DpXqK{K
2,w,naive,` Ñ DpXqK,w,naive,`.
Now the result follows from Lemma 5.20.2 (applied to K{K2).

8.13. Naive Hecke actions. Suppose that H is a Tate group indscheme and K Ď H is compact
open. Suppose H acts naively on C, i.e., C is a module for IndCoh˚pHq. Then we claim there is an
induced action of the monoidal category:52
H
w,naive
H,K
:“ IndCoh˚pKzH{Kq “ IndCoh˚pH{KqK,w,naive
on CK,w,naive.
Indeed, by Lemma 8.6.1, the IndCohpH{Kq P H–modweak,naive corepresents the functor of naive
K-invariants, so we obtain:
H
w,naive
H,K “ EndH–modweak,naivepIndCohpH{Kqq ñ HomH–modweak,naivepIndCohpH{Kq,Cq.
The following result is a formal consequence of Remark 5.15.4.
52We emphasize that the middle term uses non-renormalized IndCoh˚.
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Lemma 8.13.1. The functor:
H–modweak,naive Ñ H
w,naive
H,K –mod
constructed above is fully-faithful.
Proof. First, suppose C is equipped with a naive action of the compact open subgroup K. Then
the natural functor:
Vect b
RepnaivepKq
CK,w,naive Ñ C
is an equivalence. Indeed, this is the content of Remark 5.15.4 (and is shown in [Ras2] Proposition
3.5.1).
In particular, we obtain:
Vect b
RepnaivepKq
H
K,w,naive
H,K » IndCohpH{Kq.
Clearly this is an equivalence of Hwm,naiveH,K - module categories.
Now for any C with a naive weak action of H, we calculate:
IndCoh˚pH{Kq b
H
w,naive
H,K
CK,w “ Vect b
RepnaivepKq
H
K,w,naive
H,K b
H
w,naive
H,K
CK,w “
Vect b
RepnaivepKq
CK,w
»
ÝÑ C.
This map is obviously the counit for the evident adjunction H–modweak,naive Ô H
w,naive
H,K –mod, so
we obtain the claim.

8.14. Canonical renormalization. We now wish to give an analogue of the construction from
§5.18 in the Tate setting.
8.15. We begin with some general results about renormalizing monoidal structures and module
structures.
8.16. We will need the following general constructions in what follows. The reader may safely skip
this material and refer back to it as necessary.
Lemma 8.16.1. Suppose we are given:
‚ pA, ‹q P AlgpDGCatcontq a monoidal DG category.
‚ Aren P DGCatcont a compactly generated DG category with A
c
ren its subcategory of compact
objects.
‚ t-structures on A and Aren compatible with filtered colimits.
‚ A t-exact functor Ψ : Aren Ñ A commuting with colimits and inducing an equivalence
A`ren
»
ÝÑ A` on eventually coconnnective subcategories.
Suppose in addition that the following properties are satisfied:
(1) The unit object 1 P A lies in A`.
(2) Acren is contained in A
`
ren.
(3) For every F P Acren, the functors ΨpFq ‹ ´ : A Ñ A and ´ ‹ΨpFq : A Ñ A are left t-exact
up to shift.
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(4) For every F P Acren, the continuous functors Aren Ñ Aren defined by ind-extension of:
Acren
ΨpFq‹Ψp´q
ÝÝÝÝÝÝÝÑ A` » A`ren Ď Aren
Acren
Ψp´q‹ΨpFq
ÝÝÝÝÝÝÝÑ A` » A`ren Ď Aren
are left t-exact up to shift.
Then Aren admits a unique monoidal structure such that:
‚ The functor Ψ admits a monoidal structure.
‚ For every F P Acren, the functors F ‹ ´ : Aren Ñ Aren and ´ ‹ F : Aren Ñ Aren preserve
A`ren.
Proof.
Step 1. We begin with a general observation constructions.
Let us denote by Endą´8DGCatcontpArenq Ď EndDGCatcontpArenq the subcategory of functors F : Aren Ñ
Aren that are left t-exact up to shift. Then the restriction functor:
Endą´8DGCatcontpArenq Ñ EndDGCatpA
`
renq (8.16.1)
is fully-faithful. For this, define EndLKEDGCatpA
`
renq Ď EndDGCatpA
`
renq to be the subcategory of functors
left Kan extended from their restrictions to Acren. Then (8.16.1) clearly maps through this subcat-
egory. Now the restriction functor EndLKEDGCatpA
`
renq Ñ HomDGCatpA
c
ren,A
`
renq is fully-faithful, and so
is its composition with (8.16.1), so (8.16.1) is fully-faithful.
We remark that the essential image of (8.16.1) consists of those DG functors F : A`ren Ñ A
`
ren
that are left Kan extended from Acren and such that the resulting ind-extended functor Aren Ñ Aren
is left t-exact up to shift.
Finally, we remark that (8.16.1) is manifestly a monoidal DG functor (between non-cocomplete
DG categories).
Step 2. Next, we define an auxiliary category.
Let Bc Ď A be the full subcategory Karoubi generated by objects of the form ΨpF1q ‹ . . . ‹ΨpFnq
for F1, . . . ,Fn P A
c
ren. (We allow n “ 0, i.e., 1 is one of our generators of B.)
Clearly Bc is an essentially small monoidal DG category; let B :“ IndpBcq P AlgpDGCatcontq.
Note that Bc Ď A` by assumption. Define a continuous DG functor ζ : B Ñ Aren by ind-
extension from:
Bc Ď A` » A`ren Ď Aren.
We remark that ζ is a colocalization functor, i.e., it admits a fully-faithful left adjoint. Namely,
this left adjoint is the ind-extension of the fully-faithful functor Ψ : Acren Ñ B
c Ď A`.
Step 3. We now construct a B-bimodule structure on Aren in DGCatcont.
Let e.g. Bmon–op denote B with its monoidal structure reversed. So we wish to construct a
continuous monoidal DG functor BbBmon–op Ñ EndDGCatcontpArenq. This is equivalent to giving a
monoidal DG functor:
pBbBmon–opqc “ BcbBc,mon–op Ñ EndDGCatcontpArenq.
(We remind that b indicates the tensor product on the category of small DG categories.)
Note that A` » A`ren is an B
c-bimodule (in DGCat) by our assumption (3). Therefore, we obtain
a monoidal functor:
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BcbBc,mon–op Ñ EndDGCatpA
`
renq.
Moreover, by assumption (4), this functor maps into the essential image of (8.16.1). Therefore, it
lifts canonically to a monoidal functor:
BcbBc,mon–op Ñ Endą´8DGCatcontpArenq Ď EndDGCatcontpArenq
as desired.
Step 4. Next, observe that our functor ζ from above is a morphism of B-bimodule categories (in
DGCatcont) Indeed, this results from the fact that the embedding B
c ãÑ A` is a morphism of
Bc-bimodule categories (in DGCat).
In particular, Kerpζq is a two-sided monoidal ideal in B. As ζ was a colocalization DG functor,
this means that Aren admits a unique monoidal structure such that ζ is monoidal. This monoidal
structure clearly has the desired properties.

Example 8.16.2. Note that the assumption (4) is automatic given the other assumptions (notably,
(3)) if compact objects in Acren are closed under truncations.
Example 8.16.3. By Example 8.16.2, Lemma 8.16.1 applies for Aren “ H
w
H,K Ñ H
w,naive
H,K “ A.
In particular, it may be used to directly construct the monoidal structure on HwH,K from that of
H
w,naive
H,K .
We will also need a variant of the above construction for module categories.
Lemma 8.16.4. In the setting of Lemma 8.16.1, suppose we are additionally given:
‚ M P DGCatcont a module category (in DGCatcont) for A.
‚ Mren P DGCatcont a compactly generated DG category.
‚ t-structures on M and Mren compatible with filtered colimits and such that M
c
ren (the sub-
category of compact objects) is contained in M`ren.
‚ A t-exact functor ψ : Mren Ñ M commuting with colimits and inducing an equivalence
M`ren
»
ÝÑM`.
Suppose that:
(1) For every F P Acren, the functor ΨpFq ‹ ´ : M ÑM preserves M
`.
(2) For every F P Acren, the continuous functor Mren ÑMren defined by ind-extension from:
Mcren
ΨpFq‹ψp´q
ÝÝÝÝÝÝÝÑM` » M`ren Ď Mren
is left t-exact up to shift.
(3) For every G PMcren, the functor ´ ‹ ψpGq : AÑ M maps A
` to M`.
(4) For every G PMcren, the continuous functor Aren ÑMren defined by ind-extension from:
Acren
Ψp´q‹ψpGq
ÝÝÝÝÝÝÝÑM` » M`ren Ď Mren
is left t-exact up to shift.
Then there is a unique action of Aren on Mren such that:
‚ The functor ψ : Mren Ñ M is a morphism of Aren-module categories, where Aren acts on
M by restriction along Ψ : Aren Ñ A.
‚ For every F P Acren, the functor F ‹ ´ : Mren ÑMren preserves M
`
ren.
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Proof. As in the proof of Lemma 8.16.1, the restriction functor:
Endą´8DGCatcontpMrenq Ñ EndDGCatpM
`
renq (8.16.2)
is fully-faithful, using similar notation as in that argument.
We use the notation from the proof of Lemma 8.16.1 freely below. By assumption, the (non-
cocomplete) monoidal DG category Bc is equipped with a monoidal DG functor to the right hand
side of (8.16.2) and maps into the essential image of that functor by assumption, so we obtain an
induced action of B on Mren. We again denote this action using the notation ‹.
As in the proof of Lemma 8.16.1, the monoidal functor ζ admits a fully-faithful left adjoint
ξ : Aren ãÑ B.
We will use the following observation. Let G P Mcren. By construction, the functor Aren
ξp´q‹G
ÝÝÝÝÑ
Mren is ind-extended from the composition:
Acren Ñ A
` ´‹ψpGqÝÝÝÝÑM` » M`ren Ď Mren.
Therefore, our assumptions imply that this functor is left t-exact up to shift.
Now observe that ξ is automatically left lax monoidal. Therefore, it suffices to show:
(1) For G PMren, the natural map:
ξp1Aq ‹ GÑ 1B ‹ G “ G
is an isomorphism.
(2) For F1,F2 P Aren and G PMren, the natural map:
ξpF1q ‹ ξpF2q ‹ GÑ ξpF1 ‹ F2q ‹ G
is an isomorphism.
As ξ is a left adjoint, each of the functors appearing above commutes with colimits in each
variable. Therefore, we may assume G PMcren Ď M
`
ren in each of the above cases, and F1,F2 P A
c
ren
in (2).
For (1), note that ξp1Aq ‹ G P M
`
ren by the observation above, so as the same is true for G, it
suffices to check that the map is an isomorphism after applying ψ; this is clear.
For (2), the functors ξpFiq ‹ ´ : Mren Ñ Mren are preserve M
`
ren by construction, so again the
two terms we are comparing lie in M`ren so it suffices to (trivially) observe that the relevant map
becomes an isomorphism after applying ψ.

Example 8.16.5. As in Example 8.16.2, assumption (2) (resp. (4)) is automatic if compact objects
in Mren (resp. Aren) are closed under truncations.
8.17. Suppose H is a Tate group indscheme and suppose C P DGCatcont is acted on naively by H.
Suppose in addition that C is equipped with a t-structure.
Definition 8.17.1. The naive action of H on C canonically renormalizes (relative to the t-structure)
if:
‚ For every compact open subgroup K Ď H, the induced naive action of K on C canonically
renormalizes (in the sense of §5.18).
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‚ For every compact open subgroup K Ď H, the data:
Ψ : Aren “ H
w
H,K Ñ A “ H
w,naive
H,K
ψ : Mren “ C
K,w ÑM “ CK,w,naive
satisfy the hypotheses of Lemma 8.16.4. (Here CK,w is defined as in §5.18.)
‚ For every pair K1 Ď K2 Ď H of embedded compact open subgroups of H, the morphism:
CK2,w b
ReppK2q
ReppK1q Ñ C
K1,w
of Lemma 5.20.1 is an equivalence.
Remark 8.17.2. Technically there is some room for confusion: if H is itself a classical affine group
scheme, then this condition is a bit more stringent than the one from §5.18. The author hopes that
this will not cause any confusion.
Proposition 8.17.3. Suppose C is equipped with a t-structure and a naive action of H that canon-
ically renormalize.
Define the category GenpCq to consist of objects D P H–modweak equipped with an isomorphism
OblvgenpDq » C P H–modweak,naive (c.f. §7.14) and with the property that for any compact open
subgroup K, DK,w is compactly generated and the induced functor:
DK,w Ñ DK,w,naive “ CK,w,naive
is fully-faithful on compact objects and induces an isomorphism DK,w,c
»
ÝÑ CK,w,c (the right hand
side being defined by §5.18).
Then the category GenpCq is contractible, i.e., equivalent to ˚ P Gpd Ď Cat.
Proof. Fix a compact open subgroup K Ď H. Define GenKpCq to consist of D P H–modweak
equipped with an isomorphism OblvgenpDq » C and satisfying the similar property as for GenpCq,
but only for K (not for all compact open subgroups). Clearly GenpCq Ď GenKpCq is a full subcate-
gory. Therefore, it suffices to show that GenKpCq is contractible and that GenpCq is non-empty.
We need to check that GenpCq is non-empty. Let CK,w be defined as by canonical renormaliza-
tion for K. By Lemma 8.16.4 (and by definition of canonical renormalization for H), there is a
canonical HwH,K -module structure on C
K,w. Let ιKpCq P H–modweak be the corresponding object
with ιKpCq
K,w “ CK,w (as HwH,K-modules). There is an evident isomorphism Oblvgen ιKpCq “ C P
H–modweak,naive. This construction clearly defines an object of GenKpCq, and contractibility of the
category is immediate from Lemmas 8.16.4 and 8.13.1.
We claim moreover that the above construction defines an object of GenpCq.
For any K 1 Ď K, we have:
ιKpCq
K 1,w “ ιKpCq
K,w b
ReppKq
ReppK 1q “ CK,w b
ReppKq
ReppK 1q Ñ CK
1,w
and this functor satisfies the conclusions of Lemma 8.16.4 with respect to the Hecke categories
relative to K 1. This gives an isomorphism ιKpCq » ιK 1pCq P H–modweak.
As the intersection of compact open subgroups is again compact open, we see that for any (pos-
sibly not nested) K,K 1 Ď H compact open subgroups, there exists an isomorphism ιKpCqιKpCq »
ιK 1pCq. This implies that:
ιKpCq P
č
K 1
GenK 1pCq “: GenpCq
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as desired.

Notation 8.17.4. In the above setting, we follow our standard abuses of notation in letting C P
H–modweak denote the canonical object constructed via Proposition 8.17.3 (namely, the object
defined by the forgetful functor ˚ “ GenpCq Ñ H–modweak).
We also need the following variant.
Proposition 8.17.5. Suppose53 A P AlgpDGCatcontq is equipped with a t-structure such that id :
AÑ A satisfies the hypotheses for the functor “Ψ” from Lemma 8.16.1.54
Suppose C P DGCatcont is equipped with a t-structure and an IndCoh
˚pHq b A-module structure
such that:
‚ The underlying naive H-action canonically renormalizes.
‚ For any K Ď H compact open, the evident A-action on CK,w,naive satisfies the hypotheses
of Lemma 8.16.4 relative to ψ : CK,w Ñ CK,w,naive P DGCatcont (and id : AÑ A).
Then:
(1) For any compact open subgroup K Ď H, the morphism:
HwH,K bA Ñ H
w,naive
H,K bA
satisfies the hypotheses of Lemma 8.16.1, where both sides are equipped with the natural
tensor product t-structures.
Moreover, the corresponding action of Hw,naiveH,K bA on C
K,w,naive satisfies the hypotheses
of Lemma 8.16.4 (relative to the above functor and CK,w Ñ CK,w,naive).
(2) Define the category GenApCq to consist of objects
55 D P A–modpH–modweakq equipped with
an isomorphism OblvgenpDq » C P A–modpH–modweak,naiveq (c.f. §7.14) and with the
property that on forgetting the A-action, D defines an object of GenpCq (as in the notation
of Proposition 8.17.3).
Then the category GenApCq is contractible, i.e., equivalent to ˚.
Proof. (1) is immediate from Lemma 4.6.2 (2). Then (2) follows by the exact same argument as in
Proposition 8.17.3.

8.18. Preliminary remarks about D-modules. Let H be a Tate group indscheme and fix a
compact open subgroup K0.
Then K0 induces a t-structure on D
˚pHq. Indeed, we have:
D˚pHq “ colim
KĎK0ĎH compact open
D˚pH{Kq
under ˚-pullback functors (which are defined as each pullback here is smooth). As this colimit is
filtered and these functors are all t-exact up to shift (being smooth pullbacks), we obtain the claim.
Explicitly, this t-structure is normalized by the fact that for each projection πK : H Ñ H{K, the
functor π˚,dRK r´ dimpK0{Kqs : DpH{Kq Ñ D
˚pHq is t-exact.
53The notation is potentially misleading: this category A behaves more like the category Aren from Lemma 8.16.1.
54This is just a convenient way to say A is compactly generated with the action of compact objects being given
by functors that are left t-exact up to shift and with unit being eventually coconnective.
55Here A-modules in H–modweak are defined because H–modweak is tensored over DGCatcont.
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Remark 8.18.1. Note that the t-structures attached to different compact open subgroups differ
by shifts by a locally constant function on H, namely, their relative dimension. For our present
purposes, such differences are irrelevant, so we do not emphasize the choice of K0 in what follows.
8.19. We will use the following basic observation.
Lemma 8.19.1. The t-structure just constructed on D˚pHq satisfies the following properties.
‚ The t-structure is right complete.
‚ Any compact F P D˚pHq is eventually coconnective.
‚ Compact objects are closed under truncations.
‚ For any F P D˚pHq compact, the monoidal operations F ‹ ´ : D˚pHq Ñ D˚pHq and
´ ‹ F : D˚pHq Ñ D˚pHq are left t-exact up to shift.
Proof. The first three claims are evident from the construction. For the last one, note that there is a
compact open subgroup K Ď H and a coherent D-module F0 P DpH{Kq such that F “ π
˚,dR
K pF0q.
Then for G P D˚pHq, we have:
F ‹ G “ F0
K
‹ AvK˚ pGq
where ‹ is convolution on D˚pHq, AvK˚ indicates (strong) K-averaging on the left, and ´
K
‹ ´ :
DpH{Kq bDpK{Hq Ñ D˚pHq is the relative convolution. The functor AvK˚ is left t-exact up to
shift: it is right adjoint to a functor that is t-exact up to shift. Then the claim is evident from the
fact that F0 has support some finite type scheme and from standard cohomological estimates.

Remark 8.19.2. The upshot is that D˚pHq almost satisfies the hypotheses of the monoidal DG
category A from Proposition 8.17.5: its unit object is not eventually coconnective, but D˚pHq
otherwise satisfies the evident non-unital analogue.
8.20. Main construction. We are now equipped to give the main construction.
To avoid confusion, we let D˚pHqgen P H–modweak denote the object constructed in §8.9, and
we use D˚pHq to indicate the underlying DG category OblvgenpD
˚pHqgenq.
First, note that there is a canonical monoidal functor IndCoh˚pHq Ñ D˚pHq; indeed, this functor
is constructed in §6.20 with the monoidal structure coming from Remark 6.20.1.
In particular, D˚pHq is canonically a pIndCoh˚pHq,D˚pHqq-bimodule. The left IndCoh˚pHq-
module (i.e., naive weak H-module) structure here is by construction to one arising from realizing
D˚pHq as OblvgenpD
˚pHqgenq.
Next, observe that the left action action of IndCoh˚pHq on D˚pHq canonically renormalizes in the
sense of §8.17, and the corresponding object (via Proposition 8.17.3) of H–modweak is D
˚pHqgen.
Indeed, this is a routine verification by Lemma 8.12.2 and Examples 8.16.2 and 8.16.5. The last
axiom for canonical renormalization (on varying the compact open subgroups) reduces to Lemma
5.20.1 (4).
Therefore, by Proposition 8.17.5 and Lemma 8.19.1 (c.f. Remark 8.19.2) we obtain an a priori
non-unital56 action of D˚pHq on D˚pHqgen P H–modweak.
By [Lur2] Proposition 5.4.3.16, it is a property (not a structure) for D˚pHq to act unitally on
D˚pHqgen. We verify this explicitly as follows.
56It is clear that our discussion goes through in a non-unital setting, but this also follows directly from the unital
case by freely adjoining a unit, i.e., applying Proposition 8.17.5 with A “ D˚pHq ˆ Vect.
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Let K0 Ď H be a fixed compact open subgroup, which we also use to normalize the t-structure
on D˚pHq. As H–modweak » H
w
H,K0
–mod, we need to verify that the induced (right) D˚pHq-action
on D˚pHqK0,w is unital.
Note that this is tautologically the case forD˚pHqK0,w,naive. AsD˚pHqK0,w,`
»
ÝÑ D˚pHqK0,w,naive,`
by construction, it suffices to show that the unit object δ1 P D
˚pHq acts by a left t-exact functor
on D˚pHqK0,w.
Recall that δ1 “ colimK δK where the colimit runs over compact open subgroups and the term δK
indicates the δ D-module on H supported on K.57 Each δK is compact, so (by the construction of
Lemma 8.16.4) acts on D˚pHqK0,w by a functor that is left t-exact up to shift. In fact, these functors
are left t-exact as is: the induced functor D˚pHqK0,w,naive is OblvAvK˚ , which is left t-exact.
58
By the above description of δ1, it also acts by a left t-exact functor, so our earlier remarks we
are done.
This completes the construction of a (right) D˚pHq-action on D˚pHqgen P H–modweak, and
therefore (as in §8.4), induces a functor:
H–mod “ D˚pHq–modÑ H–modweak.
8.21. Invariants vs. coinvariants. We now complete the promise from Remark 8.3.1, comparing
weak invariants and coinvariants for expphq in the polarizable case.
Recall the category D!pHq :“ D˚pHq_ “ HomDGCatcontpD
˚pHq,Vectq from [Ras1]. Clearly D!pHq
is canonically a pD˚pHq,D˚pHqq-bimodule. As H is placid (in the sense of loc. cit.), any left (resp.
right) H-invariant dimension theory on H defines an equivalence D˚pHq
»
ÝÑ D!pHq of left (resp.
right) D˚pHq-modules.
Note that invariant dimension theories do exist on H: any choice of congruence subgroup defines
one (see [Ras1] Construction 6.12.6). In particular, D!pHq is invertible as a bimodule.
Proposition 8.21.1. Let H be a polarizable Tate group indscheme. Then there is a canonical
isomorphism of functors:
D!pHq b
D˚pHq
p´qexpphq,w » p´ b χ´Tateq
expphq,w : H–modweak Ñ H–mod.
Proof. In what follows, we use the symmetric monoidal structure ´b´ on H–modweak from §7.18.
Let C P H–modweak. We claim:
Cexpphq,w “
´
CbOblvstrÑw
`
D˚pHq
˘¯
H,w
Cexpphq,w “
´
CbOblvstrÑw
`
D!pHq
˘¯H,w
as objects of59 H–mod functorially in C. Indeed, the first identity is immediate, and the second
identity follows similarly the fact that p´qH,w is DGCatcont-linear for polarizable H.
Then the claim is straightforward:
57Note that this object of D˚pHq is in cohomological degree ´dimpK0{Kq if K Ď K0.
58Here, of course, the averaging is taken on the right, i.e., it does not interact with the weak K0-invariants.
59Here we are using the fact that OblvstrÑwpD!pHqq,OblvstrÑwpD˚pHqq P D˚pHq–modpH–modweakq, where this
structure arises from the bimodule structures on D!pHq and D˚pHq.
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Cexpphq,w “
´
CbOblvstrÑw
`
D˚pHq
˘¯
H,w
Prop.7.18.2
“
´
Cb χ´Tate bOblv
strÑw
`
D˚pHq
˘¯H,w
“
D!pHqb´1 b
D˚pHq
´
Cb χ´Tate bOblv
strÑw
`
D!pHq
˘¯H,w
“
D!pHqb´1 b
D˚pHq
pCb χ´Tateq
expphq,w
forD!pHqb´1 :“ HomD˚pHq–modpD
!pHq,D˚pHqq theD˚pHq-bimodule inverse toD!pHq. This clearly
gives the identity.

Example 8.21.2. Suppose C “ IndCoh˚pHq P H–modweak (i.e., the evident object that corepresents
Oblvgen). Then Cexpphq,w » D
˚pHq P H–mod. If one takes60 IndCoh!pHq :“ IndCoh˚pHq b χ´Tate P
H–modweak, then Proposition 8.21.1 says IndCoh
!pHqexpphq,w “ D!pHq, as expected.
9. Semi-infinite cohomology
9.1. Construction of semi-infinite cohomology. Let H be a Tate group indscheme.
Definition 9.1.1. The absolute semi-infinite cohomology functor:
C
8
2 ph,´q : Vectexpphq,w Ñ Vect P H–mod
is the counit map corresponding to the adjunction constructed in §8.
The goal for this section is to show that for H formally smooth, this functor identifies (in a
suitable sense) with the classical functor of semi-infinite cohomology for Tate Lie algebras.
Remark 9.1.2. As in indicated in the notation above, C
8
2 ph,´q is strongly H-equivariant. This is
a non-obvious (if widely anticipated) property from the traditional construction of semi-infinite
cohomology via Clifford algebras.
Remark 9.1.3. The above functor is defined (and is strongly H-equivariant) for any Tate group
indscheme H. However, for the purposes of relating this functor to classical constructions, we may
assume H is polarizable; indeed, replacing H by its formal completion along any compact open
subgroup manifestly does not change C
8
2 ph,´q as a morphism in DGCatcont. Therefore, in the
analysis of this section, H is frequently taken to be polarizable.
Remark 9.1.4. The above construction (hence our comparison theorem) only applies for those Tate
Lie algebras h P ProVect♥ arising as the Lie algebra of some formally smooth Tate group indscheme.
Equivalently, there must exist k Ď h a compact open Lie subalgebra arising that arises as the Lie
algebra of some affine group scheme. Certainly this is the case whenever h has a pro-nilpotent
compact open subalgebra, which covers all examples of interest.
We anticipate (as indicated in the notation) that there is a theory of weak actions for the “formal
group” expphq for a general Tate Lie algebra h. The argument given below for the comparison
theorem should then apply as is in that setup. However, as the applications we have in mind do
not require such a theory, we do not develop one in this text.
60Note that IndCoh!pHq is also the internal Hom in the symmetric monoidal category H–modweak from IndCoh
˚pHq
to the trivial object Vect.
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Remark 9.1.5. We thank Gurbir Dhillon for insisting that we include this material in the present
text and for helpful discussions related to it.
9.2. Throughout this section, H denotes a Tate group indscheme.
We maintain the conventions of §7.3: all quotients (including classifying stacks) are Zariski sheafi-
fied.
9.3. Central extensions. We begin by discussing some general constructions relating to central
extensions.
9.4. We begin with the following construction.
First, note that there is a canonical action of BGm on Vect, i.e., an action of QCohpBGmq equipped
with the convolution monoidal structure on Vect. Indeed, this monoidal category is canonically
equivalent to Z-graded vector spaces with degree-wise. Our monoidal functor QCohpBGmq Ñ Vect
takes the p´1q-st degree component.61
Extend this construction to an action of BGm ˆ Z by having the generator 1 P Z act on Vect as
p´qr1s : Vect
»
ÝÑ Vect.
Now for any H a Tate group indscheme equipped with a homomorphism:
pε, δq : H Ñ BGm ˆ Z
of groups, we obtain an action ofH on Vect by restriction along the monoidal pushforward functor:62
IndCoh˚pHq Ñ IndCoh˚pBGm ˆ Zq “ QCohpBGm ˆ Zq.
Remark 9.4.1. Under the above construction, any h P Hpkq defines a skyscraper sheaf in IndCoh˚pHq,
so by extension, an automorphism of Vect. By construction, this automorphism is εphq b ´rδphqs,
where εphq is the k-line defined by h and ε.
Proposition 9.4.2. The above construction gives an equivalence of groupoids:
HomGppH,BGm ˆ Zq Ñ HomAlgpDGCatcontqpIndCoh
˚pHq,Vectq. (9.4.1)
Proof.
Step 1. First, it is convenient to dualize (in the sense of [Gai3]). For S a reasonable indscheme,
we let IndCoh!pSq P DGCatcont denote the dual to IndCoh
˚pSq (which exists because IndCoh˚pSq is
compactly generated). Note that this construction is covariant in S; we denote pullback along a
map f : S Ñ T by f ! : IndCoh!pT q Ñ IndCoh!pSq.63 In particular, there is a canonical object ωS P
IndCoh!pSq, the !-pullback of k P Vect “ IndCoh!pSpecpkqq along the structure map S Ñ Specpkq.
There is a standard natural transformation ΥS : QCohp´q Ñ IndCoh
!p´q such that for any
S P IndSchreas, ΥSpOSq “ ωS . Indeed, for S P
ą´8Schqcqs, ΥS is by definition dual to ΨS :
IndCoh˚pSq Ñ QCohpSq (using the standard self-duality of QCohp´q on qcqs schemes). In general,
the construction is obtained by right Kan extension from this one.
61The sign here makes normalizations for later constructions more convenient: see Remark 9.4.1.
62This functor is defined by the formalism of §6 because H and BGmˆZ are weakly renormalizable prestacks and
this morphism is reasonable indschematic.
63This construction should not be confused with the one studied in the IndCoh˚-setting of §6 for a proper (or ind-
proper) morphism. Because we only use this construction in the proof of the present proposition, we abuse notation
by using the same notation to mean different things (in somewhat different contexts).
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Note that ΥS is fully-faithful for any S P IndSchreas. Indeed, by construction, this reduces to
S P ą´8Schqcqs, and in that case it follows because the dual functor ΨS admits a fully-faithful left
adjoint.
Step 2. Now suppose that S is strict in the sense of §6.35. By functoriality, IndCoh!pSq is symmetric
monoidal with tensor product ´
!
b´ with unit object ωS (c.f. [Gai4] §5.6).
We remark that the (symmetric) monoidal category pIndCoh!pSq,
!
bq acts canonically on IndCoh˚pSq
by duality.
In what follows, we say L P IndCoh!pSq is invertible if L
!
b ´ : IndCoh!pSq Ñ IndCoh!pSq is an
equivalence.
Step 3. Suppose that S P ą´8Schqcqs. We suppose that S is strict and L P IndCoh
!pSq is invertible.
We claim that:
(1) L lies in the essential image of ΥS .
(2) The object L P QCohpSq with ΥSpLq “ L (which is well-defined by the above) is invertible
in QCohpSq and therefore corresponds to a Z-graded64 line bundle on S (the Z-grading
being locally constant).
First, note that L P IndCoh!pSq is compact: this follows from invertibility and compactness of ωS
(we emphasize that S is eventually coconnective). We let DL P CohpSq denote the corresponding
object under the equivalence:
pIndCoh!pSqcqop » IndCoh˚pSqc “ CohpSq.
For this, let s : SpecpKq Ñ S be a map withK a field. Clearly s!pLq is invertible in IndCoh!pSpecpKqq “
K–mod. In particular, it corresponds to a graded line. We then obtain:
s!pLq “ xK, s!pLqy “ xsIndCoh˚ pKq,Ly “ HomIndCoh˚pSqpDL, s
IndCoh
˚ pKqq “ s
˚pDLq_
where the brackets indicate pairings between evident dual categories, the upper-* fiber is the usual
quasi-coherent fiber of DL P CohpSq Ď QCohpSq, and the dual indicates the dual as a K-vector
space.
In particular, the ˚-fibers of DL at field-valued points are concentrated in some single cohomo-
logical degree and 1-dimensional there. Now it follows from Nakayama’s lemma that DL is perfect
and a graded line bundle.
Applying duality again, this translates to saying that L P ΥSpPerfpSqq, and moreover, is ΥS of
a graded line bundle.
Step 4. Next, we observe that the above immediately generalizes to the case where S P IndSchreas
can be expressed as a filtered colimit of strict schemes Si P
ą´8Schqcqs under almost finitely
presented closed embeddings. Indeed, this case immediately reduces to the schematic case considered
above.
In particular, this applies for S “ H our Tate group indscheme, as observed in Remark 7.2.5.
Step 5. We now complete the argument.
By duality and strictness of H, a monoidal functor IndCoh˚pHq Ñ Vect is equivalent to a
comonoidal functor VectÑ IndCoh!pHq, i.e., an object L P IndCoh!pHq with isomorphismsm!pLq
»
ÝÑ
L b L, e!pLq “ k equipped with higher homotopical compatibilities (for m : H ˆH Ñ H the mul-
tiplication and e : Specpkq Ñ H the unit).
64We normalize this identification by having the suspension p´qr1s correspond to increasing the grading by 1.
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Observe that L is invertible in IndCoh!pHq: its inverse is the pullback of L along the inversion
map H
»
ÝÑ H.
Therefore, L defines a Z-graded line bundle on H, or equivalently, a map H Ñ BGm ˆ Z. The
comonoidal structure above is equivalent to making the map into a map of group prestacks. It is
immediate to verify that this equivalence is the inverse to the functor (9.4.1).

9.5. The Tate canonical extension. We now construct a canonical central extension:
1Ñ Gm Ñ HTate Ñ H Ñ 1
of any polarizable Tate group indscheme H.
Take χTate P H–modweak. Recall that H–modweak is naturally symmetric monoidal and that
χTate is invertible for this monoidal structure.
Recall from Proposition 7.19.1 that OblvgenpχTateq P DGCatcont is a trivial gerbe, i.e., this DG
category is non-canonically isomorphic to Vect (the identification depends on a choice of compact
open subgroupK ofH). In particular, we have a canonical isomorphism EndDGCatcontpOblvgenpχTateqq “
Vect.
As H acts naively on OblvgenpχTateq, this defines a canonical homomorphism IndCoh
˚pHq Ñ
Vect. By Proposition 9.4.2, we obtain a homomorphism map:
pεTate, δTateq : H Ñ BGm ˆ Z.
By definition, HTate is the central extension defined by the homomorphism εTate.
Remark 9.5.1. Define an object65 VectχTate P H–modweak as:
VectχTate :“ χTate b trivpOblvgenpχ
b´1
Tateqq.
Note that VectχTate maps canonically under Oblvgen to Vect, and the induced naive H-action is
the one constructed above. By Proposition 7.19.1, any choice of compact open subgroup K Ď H
induces an isomorphism χTate » VectχTate P H–modweak.
9.6. We now discuss basic properties of HTate.
Proposition-Construction 9.6.1. For any compact open subgroup K of H, there is a canonical
splitting of HTate over K.
Proof. Immediate from Proposition 7.19.1.

Corollary 9.6.2. HTate is a Tate group indscheme.
Warning 9.6.3. In general, for K1 Ď K2 Ď H compact open subgroups, the canonical splitting
for K2 may not restrict to the canonical splitting for K1 (although this is automatic if K1 is
pro-unipotent).
Proposition-Construction 9.6.4. Suppose H has the property that δTate is identically 0.
Let Res : H–modweak Ñ HTate–modweak denote the functor of restriction along HTate Ñ H, and
let χTate P H–modweak denote the modular character for H.
Then RespχTateq is canonically trivialized, i.e., there is a canonical isomorphism:
RespχTateq » triv OblvgenpRespχTateq P HTate–modweak.
65By analogy with usual representations, VectχTate is the character defined by the “1-dimensional” representation
χTate.
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Proof. In the notation of Remark 9.5.1, it suffices to construct an isomorphism RespVectχTateq »
Vect P HTate–modweak.
Note that by standard cohomological estimates, the underlying naive action ofH on OblvgenpVectχTateq
canonically renormalizes in the sense of Proposition 8.17.3, and that VectχTate is obtained by this
canonical renormalization procedure. The same applies for HTate in place of H. Therefore, it suffices
to give the construction on underlying naive categories.
But here the result follows from Proposition 9.4.2 and the evident trivialization of the composite
homomorphism:
HTate Ñ H Ñ BGm ˆ Z.

Remark 9.6.5. By Theorem 5.10.1 for of Gm, it is easy to see that RespχTateq P HTate–modweak is the
modular character for HTate. Therefore, the modular character of HTate is canonically trivialized.
9.7. We now wish to formulate in a precise way the following idea: for C P H–modweak, pC b
VectχTateq
H,w is the subcategory of CHTate,w of objects on which Gm acts by homotheties.
There is a somewhat more satisfying formulation in the naive setting than the genuine one, so
we separate the two cases.
9.8. Let kp1q P ReppGmq denote the standard representation, and for n P Z, let kpnq denote its
nth tensor power. We let Vectpnq Ď ReppGmq denote the image of Vect
k ÞÑkpnq
ÝÝÝÝÝÑ ReppGmq, i.e., the
category of graded vector spaces of pure degree n.
Suppose C P H–modweak and restrict C to HTate–modweak; we now omit Res from the notation.
As the central Gm Ď HTate acts trivially on C, there is a forgetful functor:
CHTate,w Ñ CGm,w “ ReppGmq bOblvgenpCq.
We remark that this functor factors through CHTate,w,naive, and that the corresponding functor
CHTate,w,naive Ñ ReppGmq bOblvgenpCq is conservative.
For n P Z, define CHTate,w,naivepnq Ď C
HTate,w,naive as the full subcategory:
CHTate,w,naive ˆ
ReppGmqbOblvgenpCq
Vectpnq bOblvgenpCq.
In words: this is the full subcategory of HTate-equivariant objects where the central Gm acts by
the nth power of its canonical character, this notion being defined because Gm acts trivially on C.
Note that:
CH,w,naive
»
ÝÑ CHTate,wp0q (9.8.1)
by semi-simplicity of ReppGmq.
Proposition 9.8.1. Let H be a Tate group indscheme with δTate identically 0.
Then for any C P H–modweak, the canonical functor:
pCb VectχTateq
H,w,naive Ñ pCb VectχTateq
HTate,w,naive
Prop.´Const.9.6.4
» CHTate,w,naive
is fully-faithful with essential image CHTate,w,naivep1q .
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Proof. Consider the isomorphism Vect
»
ÝÑ VectχTate P HTate–modweak from Proposition-Construction
9.6.4 restricted to Gm. Note that VectχTate |Gm is canonically isomorphic to Vect with its trivial ac-
tion (as it was obtained by restriction from H). Therefore, this isomorphism is an equivalence:
Vect
»
ÝÑ VectχTate |Gm “ Vect P Gm–modweak.
Therefore, this isomorphism amounts to specifying an invertible object of EndGm–modweakpVectq “
ReppGmq. It follows from the construction that this object is kp1q.
We now obtain the result from (9.8.1).

9.9. We now explain how to adapt the above to the setting of genuine actions.
Note that by Theorem 5.10.1 (for Gm), Res : H–modweak Ñ HTate–modweak admits a right (and
left) DGCatcont-linear adjoint commuting with colimits. We abuse notation somewhat in denoting
this functor by p´qGm,w.
For any n P Z, there is an adjunction map:
VectbnχTate Ñ pVect
bn
χTate
qGm,w
Prop.´Const.9.6.4
» VectGm,w P H–modweak.
The induced map:
‘
nPZ
VectbnχTateVect
Gm,w P H–modweak
is an isomorphism.66
On tensoring, for any C P H–modweak, we obtain an isomorphism:
‘
nPZ
pCb VectbnχTateq
»
ÝÑ RespCqGm,w P H–modweak.
Passing to invariants, we obtain:
‘
nPZ
pCb VectbnχTateq
H,w »ÝÑ CHTate,w.
We record these observations as the following analogue of Proposition 9.8.1.
Proposition 9.9.1. For C P H–modweak, C
HTate,w is canonically Z-graded with pCbVectχTateq
H,w
as its degree 1 component.
9.10. We remark briefly on another interpretation of the above results. We allow ourselves to be
slightly imprecise here in speaking about BGm-actions on categories on equal footing with genuine
actions of Tate group indschemes, although this is not formally allowed in the theory developed in
§7 (though one could suitably extend the theory without difficulty).
By fiat, genuine BGm-actions on C P DGCatcont are the same as naive ones, i.e., IndCoh
˚pBGmq-
actions. As IndCoh˚pBGmq “ QCohpZq with convolution on the left corresponding to tensor products
on the right, such a datum is equivalent to a Z-grading C “ ‘nPZCpnq. Here Cp0q “ C
BGm,w.
Note that the BGm on Vect constructed in §9.4 has Vect “ Vectp´1q, i.e., it is Vect graded in
pure degree ´1. For simplicity, we denote this object by Vectp´1q P BGm–modweak.
We have a fiber sequence of groups:
HTate Ñ H
εTateÝÝÝÑ BGm
66The ‘ denotes the coproduct in H–modweak. Note that (even infinite) coproducts in H–modweak coincide with
products as the same is true in DGCatcont.
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as δTate is assumed to be 0. By design, the pullback of Vectp´1q along εTate is VectχTate .
Therefore, for C with a genuine (or naive) action of H, BGm acts on C
HTate,w, i.e., we obtain a
grading CHTate,w “ ‘nPZC
HTate,w
pnq . We then have:
pCb VectχTateq
H,w “
´`
‘nPZ C
HTate,w
pnq
˘
b Vectp´1q
¯BGm,w
“ CHTate,wp1q
as desired.
9.11. Representations of Tate group indschemes. The following result describes the major
structures of ReppHq.
Proposition 9.11.1. Let H be polarizable.
(1) ReppHq is compactly generated.
(2) Suppose H is a classical indscheme. There is a unique t-structure on ReppHq such that for
any compact open subgroup K Ď H, the (conservative) forgetful functor ReppHq Ñ ReppKq
is t-exact.
(3) Suppose that H is of Harish-Chandra type (c.f. Example 7.17.3) and formally smooth. Then
ReppHq` is the bounded below derived category of ReppHq♥.
Proof. Let K Ď H be a polarization.
For any C P H–modweak, the forgetful functor C
H,w Ñ CK,w is conservative and admits a con-
tinuous left adjoint Avw! : C
K,w Ñ CH,w. Indeed, the former property is true for any compact
open subgroup while the latter is true by ind-properness of H{K. Therefore, if CK,w is compactly
generated, then CH,w is compactly generated. Applying this for C “ Vect gives (1).
Next, in the setting of (2), observe that it suffices to show OblvAvw! : ReppKq Ñ ReppKq is
right t-exact. Indeed, we are reduced to showing this by the monadicity of Oblv shown above. (We
remark that t-exactness of the restriction functor to some compact open subgroup clearly implies
the same for any compact open subgroup.)
Because H is classical, the same is true of H{K, i.e., we can write H{K “ colimi Si a filtered
colimit of classical proper k-schemes.
Suppose V P ReppKq♥ is finite-dimensional. It suffices to show that for such V , OblvAvw! pV q P
ReppKqď0, or equivalently, that the underlying vector space of this K-representation is in Vectď0.
Let EV P QCohpH{Kq be the corresponding (naively H-equivariant) vector bundle. Then:
OblvAvw! pV q “ Γ
IndCohpH{K,EV b ωH{Kq “ colim
i
ΓIndCohpSi,EV |Si b ωSiq “ ΓpSi,E
_
V |Siq
_.
We have ΓpSi,E
_
V |Siq P Vect
ě0 as Si is classical, so we obtain the claim by dualizing.
Finally, in the setting of (3), we suppose K is chosen so H is formally complete along it; note
that the above argument shows that OblvAvw! is t-exact by formal smoothness of H{K.
In the case H “ K, the fact that ReppKq` is the bounded below derived category of its heart
is standard. Any object Avw˚ pV q for V P Vect
♥ is injective in ReppKq♥. Moreover, any object
of ReppKq♥ admits an injective resolution by such objects. Finally, for W P ReppKq♥ and V as
above, HomReppKqpW,Av
w
˚ pV qq “ HomVectpW,V q is concentrated in cohomological degree 0. These
observations imply the claim.
In general, the argument follows by Lemma 9.11.2 below (or see a variant of this argument in
[Ras3] Lemma A.18.1).

We used the following result above.
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Lemma 9.11.2. Suppose C,D P DGCat are equipped with t-structures. compatible with filtered
colimits. Let G : C Ñ D P DGCatcont be a conservative, t-exact functor with a t-exact left adjoint
F .
Suppose D` is the bounded below derived category of D♥. Then C` is the bounded below derived
category of C♥.
Proof. Let I P C♥ be an injective object. We need to show that for any F P C♥, HomCpF, Iq P Vect
♥.
Clearly this complex is in degrees ě 0. We will show by induction on i ą 0 that H iHomCpF, Iq “
ExtiCpF, Iq vanishes for all F. For i “ 1, we have Ext
1
CpF, Iq “ Ext
1
C♥
pF, Iq “ 0, giving the base
case. Suppose the result is true for i ě 1, and we will deduce it for i` 1.
First, note that the counit map FGpFq Ñ F P C♥ is an epimorphism. Indeed, we can check this
after applying the conservative, t-exact functor G, and then the map splits.
Let F0 be the kernel of this counit. We obtain an exact sequence:
ExtiCpF0, Iq Ñ Ext
i`1
C
pF, Iq Ñ Exti`1
C
pFGpFq, Iq “ Exti`1
D
pGpFq, GpIqq.
The first term vanishes by induction. The last term vanishes because G : C♥ Ñ D♥ admits a t-exact
left adjoint so preserves injectives, and by assumption on D. This gives the claim.

Combining Propositions 9.11.1, 9.8.1 and 9.9.1, we obtain:
Corollary 9.11.3. For polarizable H, the categories Rep˘TatepHq are compactly generated. If H
is classical, there is a unique compactly generated t-structure on Rep˘TatepHq for which the for-
getful functor to ReppKq is t-exact for any compact open subgroup K Ď H (using Proposition
7.19.1). The category RepTatepHq
` (resp. Rep´TatepHq
`) maps isomorphically onto the subcate-
gory of ReppHTateq
` consisting of objects on which the central Gm acts by (direct sums of shifts of)
its standard representation (resp. the inverse to the standard representation). If H is additionally of
Harish-Chandra type, then Rep˘TatepHq
` is the bounded below derived category of Rep˘TatepHq
♥.
9.12. Passage to Lie algebras. Let H be a Tate group indscheme of Harish-Chandra type. We
assume H is polarizable in what follows (although most of the discussion generalizes to the non-
polarizable case by replacing H with its formal completion along some compact open subgroup).
Define h–mod :“ Vectexpphq,w. Similarly, define hTate–mod (resp. h´Tate–mod) as pVectχTateq
expphq,w
(resp. pVectχ´Tateq
expphq,w).67
Definition 9.12.1. For K Ď H a fixed compact open subgroup, the relative semi-infinite cohomology
functor:
C
8
2 ph, k;´q : h´Tate–modÑ Vect P H–mod
corresponds to C
8
2 ph,´q : Vectexpphq,w Ñ Vect under the equivalence:
67The notation is potentially confusing. There is a central extension hTate around (the Lie algebra of HTate), and
we are in effect considering modules over it on which the central element 1 P k Ď hTate acts by the identity (or minus
the identity), of course in a suitable derived categorical sense.
This is a somewhat standard abuse, and we hope that it does not cause confusion. To be clear: we will never
consider all modules over the Tate Lie algebra hTate.
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h´Tate–mod :“ pVectχ´Tateq
expphq,w Prop.8.21.1»
D!pHq b
D˚pHq
pVectχ´Tate b χTateqexpphq,w »
Vectexpphq,w
using the choice of K both to identify VectχTate with χTate via Proposition 7.19.1 and to identify
D!pHq with D˚pHq via [Ras1] Construction 6.12.6.
Note that H acts strongly on h–mod by the construction of §8. For K Ď H compact open,
we have h–modK “ ReppH^Kq by construction. In particular, we have h–mod “ colimK h–mod
K .
Moreover, for H formally smooth, h–modK has a canonical t-structure by Proposition 9.11.1.
9.13. We now suppose that H is formally smooth. In this case, its Lie algebra h is naturally a
Tate Lie algebra in the sense of Example 4.3.8, and we have two possibly conflicting definitions of
h–mod. However, we claim that they do not in fact conflict.
Below, we understand h–mod in the sense defined immediately above, i.e., as Vectexpphq,w.
Lemma 9.13.1. (1) For each pair K1 Ď K2 Ď H of compact open subgroups, the (conservative)
restriction functor:
h–modK2 Ñ h–modK1
is t-exact. In particular, the colimit h–mod over all such compact open subgroups admits a
canonical t-structure.
(2) The forgetful functor h–mod :“ Vectexpphq,w Ñ Vect is t-exact and conservative on eventually
coconnective subcategories. The corresponding
Ñ
b-algebra (as defined by Proposition 3.7.1) is
the completed universal enveloping algebra of the Tate Lie algebra h. Moreover, the compact
generators of h–mod correspond to the renormalization datum specified in Example 4.3.8.
Proof. The t-exactness of the various restriction functors is clear from Proposition 9.11.1.
Moreover, for K1 Ď K2 Ď H compact open subgroups and for V P h–mod
K1,ě0, we claim that the
adjunction map OblvAvK1ÑK2˚ pV q Ñ V induces a monomorphism in h–mod
K1,♥ upon applying
H0. Indeed, we can test this after applying the (conservative, t-exact) forgetful functor to k2–mod
K
1 ,
where it is evident.
It follows that for any V P h–modě0 and K a congruence subgroup, the adjunction map
OblvAvK˚ pV q Ñ V gives a monomorphism on H
0. As V “ colimK OblvAv
K
˚ pV q, this implies
that Oblv : h–modÑ Vect is conservative on eventually coconnective subcategories.
Now define an object:
P :“ lim
K
indhk pkq P Proph–mod
♥q Ď Proph–mod`q
where the notation is understood as follows. First, the limit is formed in the pro-category, and is
indexed by compact open subgroups K Ď H. Then k P k–mod denotes the trivial representation
and indhk : k–modÑ h–mod
K is the left adjoint to the forgetful functor.
Then P pro-corepresents the forgetful functor h–mod` Ñ Vect`. Moreover, under the forgetful
functor, P maps an object of PropVect♥q. By Proposition 3.7.1, h–mod` is the bounded below
derived category of its heart, and this heart is the category of discrete modules for OblvpPq with
respect to its natural
Ñ
b-algebra structure.
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One can identify OblvpPq with its
Ñ
b-algebra structure as follows. Let hdisc P LieAlgpVectq denote
the Lie algebra obtained by forgetting the topology on h.68 We have a canonical map hdisc Ñ h
of Tate Lie algebras, giving rise to a forgetful functor h–mod Ñ hdisc–mod. By [GR3], the (non-
topological) algebra attached to hdisc is the usual enveloping algebra Uphdiscq. Moreover, the natural
map:
indh
disc
kdisc
pkq Ñ indhk pkq P Vect
is an isomorphism. This immediately implies the claim.
Finally, it is immediate from the constructions to identify the compact generators.

Corollary 9.13.2. Under the above hypotheses, h–mod` is the bounded below derived category of
h–mod♥.
Proof. Immediate from Lemma 9.13.1 and Proposition 3.7.1.

9.14. Classical semi-infinite cohomology. Let H be a formally smooth polarizable Tate group
indscheme.
We let hTatestd denote the central extension 0 Ñ k Ñ hTatestd Ñ h Ñ 0 of Tate Lie algebras
constructed e.g. in [BD1] §7.13. We abuse notation in letting hTatestd–mod denote not the category
of representations as is, but the analogue where we impose the requirement that the central 1 P k
act by the identity. We remind that hTatestd is canonically split over any Lie subalgebra k0 Ď h that
is a lattice (in the usual sense of Tate vector spaces).
By Lemma 19.8.1 from [FG1] and Corollary 9.13.2 above, for K Ď H a compact open subgroup,
we have DG a functor:
C
8
2
std,0ph, k;´q : h´Tatestd–mod
` Ñ Vect
of standard semi-infinite cohomology (defined in terms of Clifford algebras and spin representations)
whose restriction to h´Tatestd–mod
ě´n commutes with filtered colimits for any n. We also let:
C
8
2
stdph, k;´q : h´Tatestd–modÑ Vect
denote the functor obtained by restricting C
8
2
std,0ph, k;´q to h´Tatestd–mod
c and then ind-extending.
9.15. We will now show that the canonical natural transformation:
η : C
8
2
stdph, k;´q|h´Tatestd–mod
` Ñ C
8
2
std,0ph, k;´q
of functors h´Tatestd–mod
` Ñ Vect is an isomorphism. (Combined with Theorem 9.16.1 below, this
means that C
8
2 ph, k;´q|h´Tate–mod may be calculated using the standard semi-infinite complex.)
First, if h “ k, this follows immediately from the fact that compact objects in k–mod are closed
under truncations (c.f. Example 4.4.4).
In general, it is standard that for M P h´Tatestd–mod
♥, C
8
2
std,0ph, k;Mq has a canonical increasing
filtration indexed by Zě0 with associated graded terms:
68In other words, we pass to the inverse limit of the pro-vector space underlying h and then apply H0 if for some
pathological reason there are higher cohomology groups.
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gri C
8
2
std,0ph, k;Mq “ C
‚pk,Λiph{kq bMqris (9.15.1)
for C‚pk,´q denoting the cohomological Chevalley complex (see e.g. the proof of Lemma 19.8.1 from
[FG1]). This is functorial in M , so the functor C
8
2
std,0ph, k;´q : h´Tatestd–mod
` Ñ Vect upgrades to
a functor valued in Filě0Vect the (DG) category of Z
ě0-filtered vector spaces.
By construction, the functor C
8
2
stdph, k;´q also upgrades to Filě0Vect compatibly with the above
and the map η. To check η is an isomorphism, it is enough to do so on the associated graded level. As
the associated graded functors above factor through the forgetful functor h´Tatestd–modÑ k–mod
`
(c.f. (9.15.1)), we conclude as above.
9.16. For the remainder of this section, H is a formally smooth polarizable Tate group indscheme
with δTate “ 0.
We have the following comparison theorem.
Theorem 9.16.1. For H and K as above, there is a canonical identification of hTate with hTatestd
as central extensions of h. Moreover, under this identification, there is a canonical isomorphism
C
8
2 ph, k;´q » C
8
2
stdph, k;´q of functors h´Tate–mod » h´Tatestd–modÑ Vect. This pair of identifica-
tions is uniquely characterized by compatibility with the given splittings of these central extensions
over k and with the isomorphisms Lemmas 9.17.1 and 9.18.1 as formulated and proved below.
We will prove this result in the remainder of this section.
9.17. First, we review an important property of standard semi-infinite infinite cohomology.
Lemma 9.17.1. The composition:
k–mod
ind
h´Tatestd
kÝÝÝÝÝÝÝÝÑ h´Tatestd–mod
C
8
2
std
ph,k;´q
ÝÝÝÝÝÝÝÑ Vect
is isomorphic to the functor C‚pk,´q :“ Homk–modpk,´q : k–modÑ Vect of Lie algebra cohomology.
Proof. By [BD1] Remark 7.13.30, there is a canonical isomorphism of between the composite func-
tor:
k–mod`
ind
h´Tatestd
kÝÝÝÝÝÝÝÝÑ h´Tatestd–mod
`
C
8
2
std,0
ph,k;´q
ÝÝÝÝÝÝÝÝÑÑ Vect.
with C‚pk,´q|k–mod` . Now the result follows by construction of C
8
2
std.

9.18. We now establish similar results for C
8
2 ph, k;´q.
First, observe that we have a duality functor:
D
8
2
h,K : h–mod
_ » h´Tate–mod P DGCatcont
(depending on the choice of compact open subgroupK). Indeed, our choice ofK identifies h´Tate–mod »
Vectexpphq,w (c.f. §9.12). Note that this category is in fact dualizable as it is compactly generated,
and its dual is:
HomDGCatcontpVectexpphq,w,Vectq “ HomDGCatcontpVect,Vectq
expphq,w “ h–mod.
Under this duality, the functor C
8
2 ph, k;´q clearly corresponds to the trivial representation k P
h–mod♥.
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We now have:
Lemma 9.18.1. The composition:
k–mod
ind
h´Tate
kÝÝÝÝÝÝÑ h´Tate–mod
C
8
2 ph,k;´q
ÝÝÝÝÝÝÑ Vect
is canonically isomorphic to the functor C‚pk,´q :“ Homk–modpk,´q : k–modÑ Vect of Lie algebra
cohomology.
Proof. The induction functor ind
h´Tate
k is dual to Oblv : h–modÑ k–mod by construction of D
8
2
h,K.
We now obtain the result by duality.

9.19. We now prove Theorem 9.16.1.
Let h´Tate`Tatestd denote the Baer sum central extension of h´Tate and hTatestd . We maintain
our abuse of notation regarding modules over central extensions: the category h´Tate`Tatestd–mod
is set up so the element 1 P k Ď h´Tate`Tatestd acts by the identity on any object of it.
69 Note
that this central extension is canonically split over k; in particular, we have a forgetful functor
Oblv : h´Tate`Tatestd–modÑ k–mod.
The functor C
8
2
stdph, k;´q : h´Tatestd–mod Ñ Vect defines by the duality D
8
2
h,K an object K P
h´Tate`Tatestd–mod.
70
Combining Lemmas 9.17.1 and 9.18.1, we find that OblvpKq “ k P k–mod, where k P k–mod indi-
cates the trivial module. In particular, as Oblv is t-exact and conservative,K lies in h´Tate`Tatestd–mod
♥
and corresponds to a 1-dimensional representation.
Now observe that giving a 1-dimensional representation of a central extension 0 Ñ k Ñ h5 Ñ
h Ñ 0 (on which the central element acts by the identity) is equivalent to splitting the central
extension: the induced map h5 Ñ h ˆ k is an isomorphism of central extensions of h. Under this
splitting, the given 1-dimensional representation of h5 maps to the trivial representation of h.
Therefore, we obtain a trivialization of the central extension h´Tate`Tatestd of h such that K maps
to the trivial object k P h–mod. This is equivalent to giving an isomorphism h´Tate » h´Tatestd of
central extensions such that the functor
h´Tate–mod » h´Tatestd–mod
C
8
2
std
ph,k;´q
ÝÝÝÝÝÝÝÑ Vect
matches under the duality D
8
2
h,K to the trivial module k P h–mod. This gives the desired isomorphism
C
8
2 ph, k;´q » C
8
2
stdph, k;´q.
Uniqueness follows as the map:
Auth–modpkq Ñ Autk–modpkq
is an isomorphism (both sides are kˆ, considered as group objects in Set Ď Gpd).
69This does not of course characterize the category. One can work with group indschemes and central extensions
by Gm as above to give one quick definition. Alternatively, one can note that the centrality means QCohpA
1q “ k–mod
(regarding k as an abelian Lie algebra in this notation) acts canonically on the category of all h´Tate`Tatestd-modules,
and we are taking the fiber of that category at 1 P A1pkq.
70As always, this notation abusively indicates that the central element 1 P k Ď h´Tate`Tatestd acts by the identity
on our modules, understood in the appropriately derived sense.
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10. Harish-Chandra data
10.1. Suppose H is an algebraic group and A P Alg is equipped with an action of H, giving a
weak action of H on A–mod. It is not difficult to see in this setup that upgrading71 this action to
a strong one is equivalent to specifying a Harish-Chandra datum in a suitable derived sense.
We remind that this means we are given an H-equivariant map of Lie algebras i : h Ñ A
satisfying a number of “compatibilities” (which are actually extra data in a derived setting), most
notably, that the corresponding adjoint action of h on A coincides with the infinitesimal action of
H on A.
10.2. The goal for this section is to develop such ideas in the setting where H is a Tate group
indscheme and A is an
Ñ
b-algebra.
There are a number of subtleties compared to the finite-dimensional setting discussed above
related to the ideas developed so far in this text.
First, A needs to be equipped with a renormalization datum compatible with the H-action in
the sense of §5.4, and with the Harish-Chandra data in a suitable sense.
Second, we need to upgrade the naive action of H on A–modren to a genuine one. We do this
using the theory of canonical renormalization from §8.17.
With that said, the theory we develop has no72 homotopical complexity for A and H classical.73
The main example to have in mind is A “ Uphq, the completed enveloping algebra of h (i.e., the
Ñ
b-algebra assigned to the t-exact functor h–mod :“ Vectexpphq,w Ñ Vect via Proposition 3.7.1).
For the above to make sense, we need a key technical result, Theorem 10.8.1, that (in particular)
says that the genuine weak action of H on h–mod comes from canonical renormalization. We need
to impose two hypotheses on the group indschemes H to obtain this result: that H is polarizable,
and that it has a prounipotent tail, i.e., there exists a prounipotent compact open subgroup in H.
Therefore, these hypotheses trail us throughout this section. We remark that they are satisfied in
the main example of interest: when H is the loop group of a reductive group (or a central extension
of such).
10.3. As this section is lengthy, we begin with a brief guide to its structure.
In §10.4-10.7, we introduce the notion of genuine H-action on an
Ñ
b-algebra A; roughly, this
means there is a genuine H-action on A–modren defined by canonical renormalization.
In §10.8, we formulate Theorem 10.8.1, which was mentioned above. The proof occupies §10.8-
10.17.
In §10.20, we formulate our definition of Harish-Chandra data, which relies on Theorem 10.8.1.
Finally, in §10.22-10.23, we discuss Harish-Chandra data explicitly in the case whereA is classical.
10.4. Genuine actions and
Ñ
b-algebras. In what follows, let H be an ind-affine Tate group
indscheme. (These hypotheses will be strengthened in §10.18.)
Recall the notation Alg
Ñ
b,Hñ
ren from §5.7: this is the category of renormalized
Ñ
b-algebras with
naive H-actions that are compatible with the renormalization.
71Although the forgetful functor A–mod Ñ Vect is weakly H-equivariant, the “upgrade” in question does not
interact with the forgetful functor. For example, H acts strongly on h–mod, but the forgetful functor h–mod Ñ Vect
is only weakly equivariant.
72Although the data is 1-categorical in nature, checking that an apparent Harish-Chandra datum actually defines
one in our sense involves non-trivial homological algebra (as we will see).
73In fact, the theory essentially requires H to be classical from the start. More precisely, we require H to be
formally smooth, which forces H to be classical under mild countability assumptions; see [GR2].
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Definition 10.4.1. The 1-full subcategory:
1Alg
Ñ
b,Hñ
gen Ď Alg
Ñ
b,Hñ
ren
of
Ñ
b-algebras with nearly genuine H-actions has objects A P Alg
Ñ
b,Hñ
ren such that the naive action
of H on A–modren (as in §5.7) canonically renormalizes (in the sense of §8.17) with respect to the
given t-structure on A–modren.
Morphisms A1 Ñ A2 in
1Alg
Ñ
b,Hñ
gen are morphisms in Alg
Ñ
b,Hñ
ren with the property that for every
K Ď H a compact open subgroup, the functor:
A2–mod
K,w
ren Ñ A1–mod
K,w
ren
obtained by ind-extension from:
A2–mod
K,w,c
ren Ñ A2–mod
K,w,naive,`
ren Ñ A1–mod
K,w,naive,`
ren » A1–mod
K,w,`
ren Ď A1–mod
K,w
ren
is t-exact (equivalently, left t-exact).
Finally, we define:
Alg
Ñ
b,Hñ
gen Ď
1Alg
Ñ
b,Hñ
gen
of
Ñ
b-algebras with genuine H-actions as the full subcategory consisting of objects A P 1Alg
Ñ
b,Hñ
gen such
that the unit morphism k Ñ A P Alg
Ñ
b,Hñ
ren is a morphism in the 1-full subcategory
1Alg
Ñ
b,Hñ
ren . (In
other words, the forgetful functor A–modren Ñ Vect induces a t-exact functor A–mod
K,w
ren Ñ ReppKq
for any compact open subgroup K Ď H.)
Remark 10.4.2. By construction, each of the restriction functors:
Alg
Ñ
b,Hñ
gen Ñ Alg
Ñ
b,Hñ
ren Ñ Alg
Ñ
b,Hñ
is 1-fully-faithful; the former is in addition conservative. (This is an abstract way of saying that a
genuine action of H on A is equivalent to specifying a naive action and a renormalization datum for
A satisfying some properties, and that genuinely equivariant morphisms are naively H-equivariant
morphisms satisfying some properties.)
Definition 10.4.3. For A1, A2 P Alg
Ñ
b,Hñ
gen , we say a morphism f : A1 Ñ A2 in Alg
Ñ
b,Hñ
gen is a genuinely
H-equivariant morphism. We refer to a morphisms in Alg
Ñ
b,Hñ as naively H-equivariant.
10.5. There is an evident functor:
pAlg
Ñ
b,Hñ
gen q
op Ñ H–modweak
A ÞÑ A–modren
given by canonical renormalization. Following our standard abuses for genuineH-actions, we denote
this functor A ÞÑ A–modren. Moreover, as k P Alg
Ñ
b,Hñ
gen is an initial object (by fiat in our definition
of genuine H-action), this functor upgrades to a functor to the overcategory pH–modweakq{Vect: for
A P Alg
Ñ
b,Hñ
gen , the structural map A–modren Ñ Vect is the forgetful functor.
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Let Alg
Ñ
b,Hñ
conv,gen Ď Alg
Ñ
b,Hñ
gen be the full subcategory consisting of those objects whose underlying
Ñ
b-algebra is convergent.
Theorem 10.5.1. For H polarizable, the functor:
pAlg
Ñ
b,Hñ
conv,genq
op Ñ pH–modweakq{Vect
is 1-fully-faithful and conservative.
We defer the proof to §10.7.
Remark 10.5.2. Although the definition of the category Alg
Ñ
b,Hñ
conv,gen is weighty, this result gives a way
to convert algebraic data in Alg
Ñ
b that may be quite concrete to abstract categorical data involving
genuine H-actions.
10.6. To prove Theorem 10.5.1, we will need the following result.
Proposition 10.6.1. Let H be a polarizable Tate group indscheme. Let C,D P H–modweak be
equipped with t-structures compatible with the weak H-actions. Suppose the genuine H-actions on
each of C and D are obtained by canonical renormalization using these t-structures and the under-
lying naive H-actions (c.f. §8.17).
Let F,G : C Ñ D P H–modweak be two genuinely H-equivariant functors, and suppose that G is
left t-exact (at the level of its underlying functor CÑ D P DGCatcont).
Then the natural map:
HomHomH–modweak
pF,Gq Ñ HomHomH–modweak,naive
pF,Gq P Vect
(induced by Oblvgen) is an equivalence. In other words, giving a genuinely H-equivariant natural
transformation between F and G is equivalent to giving a naively H-equivariant natural transfor-
mation between them.
We will use the following lemma.
Lemma 10.6.2. Let H be a Tate group indscheme and let K Ď H be a polarization of H. Then
the forgetful functors:
CH,w Ñ CK,w
CH,w,naive Ñ CK,w,naive
admit left adjoints, denoted Avw! and Av
w,naive
! respectively. Moreover, the diagram:
CK,w //
Avw
!

CK,w,naive
Avw,naive
!
CH,w // CH,w,naive
commutes (a priori, it commutes up to a natural transformation).
Proof. The existence of Avw! , as we have appealed to at various points earlier in this text, follows
from (7.15.1) and the Beck-Chevalley formalism.
Let Φ : H–modweak,naive Ñ H–modweak denote the (non-continuous) right adjoint to Oblvgen.
Clearly Φp´qH,w “ p´qH,w,naive. Moreover, passing to right adjoints in Lemma 8.7.1 (2) it follows
that Φp´qK,w “ p´qK,w,naive. Now the commutativity of the diagram follows by rewriting it as:
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CK,w //
Avw
!

ΦpOblvgenpCqq
K,w
Avw
!

CH,w // ΦpOblvgenpCqq
H,w.
(Alternatively, the base-change follows directly by applying the Beck-Chevalley formalism in the
naive setting and comparing with (7.15.1).)

Proof of Proposition 10.6.1. In what follows, let K Ď H be a polarization.
Step 1. Let HompC,Dq P H–modweak denote the inner Hom object between C and D in the sym-
metric monoidal category H–modweak.
Note that OblvgenHompC,Dq is the category HompC,Dq :“ HomDGCatcontpC,Dq of continuous
DG functors between C and D. Indeed, this follows from the fact that Oblvgen admits a DGCatcont-
continuous left adjoint ´b IndCoh˚pHq (for IndCoh˚pHq P H–modweak as in Example 8.21.2).
Similarly, formation of inner Homs is intertwined by the forgetful functorH–modweak Ñ K–modweak:
this follows from the existence of the left adjoint indH,wK from Lemma 8.7.1 and the (evident) version
of the projection formula for this left adjoint.
Clearly HompC,DqH,w “ HomH–modweakpC,Dq. By the above, we just as well have HompC,Dq
K,w “
HomK–modweakpC,Dq. Finally, because Oblv
genHompC,Dq is the category of functors between C and
D, we have:
HompC,DqH,w “ HomH–modweak,naivepC,Dq
HompC,DqK,w “ HomK–modweak,naivepC,Dq.
Step 2. Consider G P HompC,DqK,w as above (though it lifts to H-invariants).
Let Oblv : HompC,DqK,w Ñ HompC,Dq P DGCatcont be the forgetful functor, and let Av
K,w
˚ de-
note its right adjoint. We claim that the natural map GÑ TotppAvK,w˚ Oblvq
‚`1Gq P HompC,DqK,w
is an equivalence. Here we emphasize that the totalization is calculated in the DG category
HompC,DqK,w.
Indeed, we have:
HompC,DqK,w “ HomK–modweakpC,Dq “ HomReppKq–modpC
K,w,DK,wq “
HomReppKqc–modpDGCatqpC
K,w,c,DK,wq
(10.6.1)
for CK,w,c Ď CK,w the subcategory of compact objects: we remind that as part of the definition of C
being obtained from canonical renormalization, CK,w is compactly generated with compact objects
being eventually coconnective.
The advantage of the last expression in (10.6.1) is that limits are manifestly computed termwise.
So for F P CK,w,c, we have:
TotppAvK,w˚ Oblvq
‚`1GqpFq “ TotppAvK,w˚ Oblvq
‚`1GpFqq P DK,w.
By Proposition 5.18.3 (4), the natural map from GpFq to this limit is an equivalence.
Step 3. As an immediate consequence of Step 2, note that for any rF : C Ñ D genuinely K-
equivariant, the map:
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HomHomK–modweak
p rF,Gq Ñ HomHomK–modweak,naive p rF ,Gq
is an isomorphism.
Step 4. We now complete the argument. We again view HompC,Dq P H–modweak and F,G as
objects in HompC,DqH,w.
Note that the forgetful functor Oblv : HompC,DqH,w Ñ HompC,DqK,w is conservative (by
(7.15.1)) and admits a left adjoint Avw! (c.f. Lemma 10.6.2). Therefore, this forgetful functor is
monadic. The same applies in the naively equivariant setting.
We obtain that F is a geometric realization:
|pAv!Oblvq
‚`1pF q|
»
ÝÑ F P HompC,DqH,w “ HomH–modweakpC,Dq.
Therefore, we have:
HomHomH–modweak pC,Dq
pF,Gq
»
ÝÑ TotHomHomK–modweak pC,Dq
pOblvpAv!Oblvq
‚pF q, Gq
»
ÝÑ
TotHomHomK–modweak,naive pC,Dq
pOblvpAv!Oblvq
‚pF q, Gq.
Here we are using Step 3 in the second isomorphism, and we are implicitly using Lemma 10.6.2 to
intertwine Av! functors in the genuine and naive settings. By the same logic, the last term above
computes HomH–modweak,naivepF,Gq, giving the claim.

10.7. As promised, we now prove the above theorem.
Proof of Theorem 10.5.1. First, let us verify that the functor is conservative. The composition of
this functor with the forgetful functors:
pH–modweakq{Vect Ñ H–modweak
Oblvgen
ÝÝÝÝÝÑ DGCatcont
send A P Alg
Ñ
b,Hñ
gen to A–modren. This functor is conservative by Remark 4.2.4, giving the claim.
Now for A1, A2 P Alg
Ñ
b,Hñ
gen , we have the following commutative diagram:
Hom
Alg
Ñ
b ,Hñ
gen
pA1, A2q //

Hom1pH–modweakq{VectpA2–modren, A1–modrenq

Hom
Alg
Ñ
b ,Hñ
ren
pA1, A2q // Hom
1
pH–modweak,naiveq{Vect
pA2–modren, A1–modrenq.
(10.7.1)
Here the decoration 1 on the bottom left term indicates the subcategory of those functors that
are t-exact after applying p´qK,w for any compact open subgroup K, while the similar notation
on the bottom right term indicates the subcategory of t-exact functors. We wish to show that the
top arrow in (10.7.1) is fully-faithful. We will do so by showing that the other three arrows are
fully-faithful.
The left arrow of (10.7.1) is fully-faithful by definition of genuine H-actions.
The right arrow of (10.7.1) is fully-faithful by Proposition 10.6.1.
Finally, the bottom arrow of (10.7.1) is an equivalence by Remark 4.2.4; indeed, by loc. cit. (or
more precisely, by Proposition 3.7.1 and Theorem 4.6.1), the functor:
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pAlg
Ñ
b
conv,renq
op Ñ pDGCatcontq{Vect
A ÞÑ A–modren
is symmetric monoidal and fully-faithful.74

10.8. A construction of genuine H-actions. We now formulate a key result that allows us to
construct many genuine H-actions on
Ñ
b- algebras.
Suppose A P Alg
Ñ
b,Hñ
conv,gen be given. We have the corresponding object A–modren P H–modweak.
We define:
A#Uphq–modren :“ Oblv
strÑwpA–modexpphq,wren q P H–modweak.
(The notation will be justified in what follows.) Note that this category has a canonical genuinely
H-equivariant functor to Vect:
A#Uphq–modren “ Oblv
strÑwpA–modexpphq,wren q Ñ A–modren Ñ Vect
where the first functor is the counit for the adjunction and the second arrow is the standard forgetful
functor for A–modren.
Theorem 10.8.1. Suppose that H is formally smooth Tate group indscheme that is polarizable,
and has a prounipotent tail. Then A#Uphq–modren P pH–modweakq{Vect lies in the essential image
of the functor from Theorem 10.5.1.
Example 10.8.2. Taking A “ k, this result is already quite non-trivial: it says that under the
above hypotheses, the naive H-action on h–mod canonically renormalizes (with respect to the
standard t-structure), and that h–mod :“ OblvstrÑwpVectexpphq,wq P H–modweak is its canonical
renormalization.
The proof of Theorem 10.8.1 is involved, so is deferred to §10.17 so that we may first give some
preliminary results.
Remark 10.8.3. To orient the reader, let us briefly discuss the importance of Theorem 10.8.1 for
defining Harish-Chandra data. Assume the result for now. Of course, we should let A#Uphq denote
the corresponding object of Alg
Ñ
b,Hñ
conv,gen.
As the notation indicates, A#Uphq should be understood as the usual smash product. Then a
morphism A#Uphq Ñ A restricting to the identity along the canonical embedding AÑ A#Uphq is
the “main” part of a Harish-Chandra datum (i.e., the rest of the data is interpreted as homotopy
compatibilities). We refer to §10.22-10.23 for more explicit discussion.
Remark 10.8.4. Before proving the theorem, we do not make explicit reference to the
Ñ
b-algebra
A#Uphq, only its category of modules. That is, we treat A#Uphq–modren as alternative notation
to OblvstrÑwpA–mod
expphq,w
ren q. We let Oblv : A#Uphq–modren Ñ Vect denote the forgetful functor
constructed above.
74Explicitly, the essential image of this functor consists of those compactly generated DG categories C equipped
with F : C Ñ Vect such that for the t-structure on C defined by having Cď0 generated under colimits by compact
objects F P Cc such that F pFq P Vectď0, the functor F is t-exact and conservative on C`, and such that compact
objects in C are eventually coconnective.
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10.9. t-structures. As Theorem 10.8.1 concerns canonical renormalization and therefore t-structures,
it is convenient to have some convenient language regarding t-structures in the presence of H-
actions.
Therefore, we begin with an extended digression on this subject. The reader may safely skip
ahead to §10.14 and refer back as needed.
10.10. Suppose H is a Tate group indscheme and C P H–modweak,naive.
Note that the action functor:
actC : IndCoh
˚pHq b CÑ C
lifts canonically as:
IndCoh˚pHq b C
αC //
actC
&&▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
IndCoh˚pHq b C
ΓIndCohpH,´qbidC
xxqqq
qq
qq
qq
qq
q
C
with αC an equivalence. Indeed, viewing IndCoh
˚pHq as a coalgebra in DGCatcont (via pushforwards
along diagonal maps, as works for any strict indscheme), there is a unique map of IndCoh˚pHq-
comodules αC fitting into a diagram as above. That this functor is an equivalence follows from the
case C “ IndCoh˚pHq, where it is follows from strictness of H.
Suppose now that C is equipped with a t-structure. We say this t-structure is compatible with
the (naive, weak) action of H on C if it is compatible with filtered colimits and αC is t-exact when
both sides are equipped with the tensor product t-structures (as in Lemma 4.6.2).
Example 10.10.1. Suppose that A P Alg
Ñ
b,Hñ
ren . Then the induced naive, weak H-action on A–modren
is compatible with the t-structure. Indeed, this is a restatement of the definition of compatibility
between an H-action and a renormalization datum.
10.11. We now move to discuss t-structures in the presence of strong H-actions.
We will need the following result.
Lemma 10.11.1. Suppose K is a classical affine group scheme. Suppose C P K–mod is a DG
category equipped with a strong K-action.
Let K “ limj K{Kj with K{Kj an algebraic group (so Kj Ď K is a normal compact open
subgroup).
Below, we also write C for the induced object of K–modweak under Oblv
strÑw.
(1) The natural functor colimjpC
KjqK{Kj,w Ñ CK,w P DGCatcont is an equivalence.
(2) Each of the structural functors in this colimit admits a continuous right adjoint.
Proof. By construction, we have:
k–mod “ colim
i
pk{kiq–mod “ colim
i
DpK{Kiq
K{Ki,w P DGCatcont
as pDpKq,ReppKqq-bimodules. Moreover, each structural functor in this colimit clearly admits a
continuous right adjoint (calculated as Lie algebra cohomology for the appropriate finite-dimensional
Lie algebra), and that right adjoint is a morphism of pDpKq,ReppKqq-bimodules. This gives the
claim by construction of OblvstrÑw.

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10.12. Now suppose H is a Tate group indscheme with a prounipotent tail, and that C P H–mod
is acted on strongly by H and is equipped with a t-structure.
We say that this t-structure is strongly compatible with the H-action if it compatible with the
underlying weak, naive action of H and for any prounipotent compact open subgroup K Ď H, the
subcategory CK Ď C is closed under truncations.
Remark 10.12.1. For H an algebraic group, this condition is clearly equivalent to the t-structure
being compatible with the underlying weak action. As discussed in [Ras3] §B.4, this is equivalent
to any other notion of a t-structure being compatible with a strong action essentially because the
forgetful functor Oblv : DpHq Ñ QCohpHq is conservative and t-exact up to shift.
From here, one deduces that in general, if a t-structure is compatible with the weak naive action
of a Tate group indscheme H, it is strongly compatible if and only if the above condition holds for
some prounipotent subgroup.
Remark 10.12.2. We do not know of an example of C P H–mod as above and a t-structure that is
compatible with the weak, naive action of H but not strongly compatible.
10.13. Suppose C P H–mod is equipped with a t-structure that is strongly compatible with the
H-action.
Observe that for K Ď H any compact open, CK inherits a unique t-structure such that CK Ñ C
is t-exact. Indeed, if K is prounipotent, this is true by design; in general, choose Ku Ď K a normal,
prounipotent compact open subgroup, and then observe that the action of the algebraic group
K{Ku on CK
u
is compatible with the t-structure there in the sense of [Ras3] Appendix B. By loc.
cit., we obtain the claim.
More generally, in the above notation, each pCKj qK{Kj,w inherits a canonical t-structure, and
each of the structural functors in the colimit from Lemma 10.11.1 is t-exact.
Therefore, CK,w admits a unique t-structure such that each functor pCKjqK{Kj ,w Ñ CK,w is
t-exact: see [Ras3] Lemma 5.4.3.
Lemma 10.13.1. In the above setting, the forgetful functor CK,w,` Ñ C` is conservative.
Proof. For every j, let αj : C
K,w Ñ pCKj qK{Kj,w be the right adjoint to the structural functor
βj : pC
KjqK{Kj,w Ñ CK,w.
By t-exactness, it suffices to show that this functor is conservative on the heart. For F P CK,w,♥,
we have F “ colimj βjαjpFq. Note that βj is t-exact, so αj is left t-exact. On H
0, each structural
map in this colimit is a monomorphism: indeed, H0pβjαjpFqq is the maximal subobject of F ly-
ing in pCKjqK{Kj,w,♥ (which is a full subcategory of CK,w,♥ because we are working with abelian
categories).
Now if F ‰ 0, then H0pαjpFqq ‰ 0 for some j, and as the composition pC
Kj qK{Kj,w Ñ CK,w Ñ C
is clearly conservative, we obtain the claim.

Corollary 10.13.2. In the above setting, the natural functor CK,w,` Ñ CK,w,naive,` is an equiva-
lence.
Proof. The t-exact conservative forgetful functor CK,w,` Ñ C` is comonadic by Lemma 3.7.2. The
comonads on C defined by CK,w and CK,w,naive always coincide, so we obtain the claim.

10.14. Some results on smash products. We now suppose we are in the setup of Theorem
10.8.1.
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Lemma 10.14.1. (1) A#Uphq–modren is compactly generated.
(2) There exists a unique compactly generated t-structure on A#Uphq–modren such that compact
objects are eventually coconnective and such that the forgetful functor A#Uphq–modren Ñ
Vect is t-exact and conservative on A#Uphq–mod`ren.
(3) The above t-structure is strongly compatible with the H-action on A#Uphq–modren.
(4) For any compact open subgroup K Ď H, A#Uphq–modK,wren is compactly generated.
(5) By (3) and §10.13, A#Uphq–modK,wren is equipped with a canonical t-structure. This t-
structure is compactly generated, and compact objects are bounded from below. Moreover,
the forgetful functor A#Uphq–modK,wren Ñ ReppKq is t-exact.
(6) Suppose f : AÑ B is a morphism of
Ñ
b-algebras with genuine H-actions.
Then for any K Ď H compact open, the functor:
B#Uphq–modK,wren Ñ A#Uphq–mod
K,w
ren
is t-exact (for the t-structures from (5)).
Proof. We proceed in steps.
Step 1. Recall that by construction, the (genuine) weak H-action on A#Uphq–modren canonically
upgrades to a strong action. We use the same notation A#Uphq–modren for the corresponding
object of H–mod; in particular, for K Ď H compact open, we let A#Uphq–modKren denote the
strong K-invariants for the action.
We begin by proving that A#Uphq–modKren is compactly generated for any compact open sub-
group K Ď H.
Note that by definition, we have:
A#Uphq–modKren “ pA–mod
expphq,w
ren q
K “ A–mod
H^K ,w
ren
where H^K is the formal completion of H along K. The forgetful functor:
A#Uphq–modKren “ A–mod
H^
K
,w
ren Ñ A–mod
K,w
ren
is conservative and admits a left adjoint; as this forgetful functor is manifestly continuous, it is
monadic.
Because the H-action on A–modren arises by canonical renormalization (by assumption on A),
A–modK,wren is compactly generated. By the above, we immediately deduce the same for A#Uphq–mod
K
ren.
Step 2. Note that the monad on A–modK,wren constructed in Step 1 is t-exact for the t-structure
on A–modK,wren (coming from Proposition 5.18.3). Indeed, as H is formally smooth, H
^
K is too, so
ωH^
K
{K P IndCohpH
^
K{Kq
K,w lies in the heart of the t-structure. The monad in question is given
by convolution with this object. Convolution by an object in CohpH^Kq
K,w,♥ defines a functor
A–modK,wren Ñ A–mod
K,w
ren that is left t-exact up to shift by definition of canonical renormalization,
and it is t-exact by the compatibility of the naive action of H on A–modren with the t-structure;
therefore, the same applies to convolution by arbitrary objects of IndCohpH^Kq
K,w,♥, giving the
claim.
It follows that A–mod
H^K ,w
ren “ A#Uphq–mod
K
ren admits a unique t-structure such that the (monadic,
with monad the one in question) forgetful functor to A–modK,wren is t-exact.
Step 3. We now deduce (1) and (2).
We have:
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A#Uphq–modren “ colim
KĎH compact open
A#Uphq–modKren P DGCatcont.
Each structural functor in this colimit admits a continuous right adjoint so preserves compact
objects. We obtain that the colimit is compactly generated since each term is by Step 1.
Moreover, we claim that each of the structural functors in this colimit is t-exact for the t-
structures from Step 2. For K 1 Ď K Ď H compact open subgroups, we have a commutative
diagram of forgetful functors:
A#Uphq–modKren

// A#Uphq–modK
1
ren

A–modK,wren // A–mod
K 1,w
ren .
The vertical functors are t-exact and conservative by construction, and the bottom functor is clearly
t-exact, so the claim follows.
Therefore, our (filtered) colimit inherits a canonical t-structure such that each functorA#Uphq–modKren Ñ
A#Uphq–modren is t-exact. Let us show that this t-structure has the desired properties from (2).
It is clear from the construction that this t-structure is compactly generated and that compact
objects are eventually coconnective.
For K any compact open subgroup of H, the functor:
A#Uphq–modKren Ñ A–mod
K,w
ren Ñ A–modren Ñ Vect
calculates the forgetful functor. The first functor in this sequence is t-exact and conservative by
design, while the remaining functors are t-exact and conservative on eventually coconnective sub-
categories by assumption. It remains to show this conservativeness survives passage to the colimit
in K.
First, supposeK is a fixed prounipotent compact open. Observe that A#Uphq–modK,♥ren admits an
explicit description: it is the abelian category of discrete H0pAq-modules equipped with a suitably
compatible smooth h-action such that k “ LiepKq acts locally nilpotently. Indeed, this follows from
the description of the category as modules over a certain monad on A–modK,w,♥ren .
In particular, the abelian category A#Uphq–modK,♥ren Ď A#Uphq–mod
♥
ren is closed under taking
subobjects.
It follows that for F P A#Uphq–mod♥ren, the map F Ñ OblvAv˚pFq induces a monomorphism
on H0; here e.g. Av˚ indicates the functor of strong K-averaging. For such F, note that:
F “ colim
KĎH compact open
OblvAvK˚ pFq “ colim
KĎH compact open
H0OblvAvK˚ pFq
with each structural map in the latter colimit a monomorphism in A#Uphq–mod♥ren. Therefore, if
F is non-zero, H0pAvK˚ pFqq is non-zero for some K. Now the desired conservativeness follows from
the similar result for A#Uphq–modKren.
Step 4. We now mildly generalize our earlier constructions.
Let K be as before, and let K0 Ď K be a normal compact open subgroup. We will study the
category:
pA#Uphq–modK0renq
K{K0,w.
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As before, this category identifies with pA–mod
H^
K0
,w
ren qK{K0,w. There is a canonical forgetful func-
tor:
pA#Uphq–modK0renq
K{K0,w “ pA–mod
H^K0
,w
ren q
K{K0,w Ñ pA–modK0,wren q
K{K0,w “ A–modK,wren
which is again monadic. Clearly the corresponding monad on A–modK,wren is again t-exact.
Therefore, we once again find that pA#Uphq–modK0renq
K{K0,w is again compactly generated, and
that it admits a unique t-structure for which the forgetful functor to A–modK,wren is t-exact.
Step 5. We now show (4) from the statement of the lemma.
By Lemma 10.11.1, and using the notation of loc. cit., we have:
A#Uphq–modK,wren “ colim
j
pA#Uphq–mod
Kj
renq
K{Kj ,w P DGCatcont.
Each of the structural functors in this colimit admits a continuous right adjoint. Therefore,
compact generation of the colimit follows from compact generation of each term, which we have
shown in Step 4.
Step 6. Let us be in the general setup of §10.10, with H acting naively on C, which is equipped
with a t-structure. Suppose that the t-structure on C is compactly generated.
We claim that the t-structure on C is compatible with the naive H-action if and only if for every
F P Coh˚pHqď0 and G P Cď0 compact, αCpF b Gq is connective.
Indeed, this condition clearly implies αC is right t-exact. It suffices to show that pαCq
´1 is similarly
right t-exact. Note that α´1
C
is obtained by conjugating αC by the automorphism inv
IndCoh
˚ b idC for
inv : H
»
ÝÑ H the inversion map. As this automorphism is t-exact (since invIndCoh˚ clearly is), we
obtain the result.
Step 7. We will show that the t-structure on C “ A#Uphq–modren is compatible with the naive
H-action using the criterion of Step 6. Let α “ αC in what follows.
Let K Ď H be a fixed compact open subgroup and let Av! “ Av
KÑH^
K
,w
! : A–mod
K,w
ren Ñ
A#Uphq–modKren denote the left adjoint to the forgetful functor. Let G0 P A–mod
K,w,ď0
ren be compact
and let G :“ Av!pG0q. Note that objects of this form compactly generate A#Uphq–mod
ď0
ren (letting
K vary, of course).
Let F P CohpHq♥. By Step 6 and the above remarks, it suffices to show that αpFbGq is connective.
We will show this in Step 9 after some preliminary constructions.
Let us just note one special case. Suppose F “ kh is the skyscraper sheaf at a k-point h of H.
Then the object in question is Av
AdhpKqÑH
^
K ,w
! pkh ‹G0q. Clearly kh ‹G0 P A–mod
AdhpKq,w,ď0
ren , so the
same is true after !-averaging.
The general argument is similar, but has additional complications due to working in families.
Step 8. We need some constructions involving standard Chevalley-style constructions.
LetK be any classical affine group scheme and let K0 Ď K be a compact open subgroup. Suppose
C is equipped with a genuine K-action.
Let H P C
K^
K0
,w
be given. We will construct a canonical Chevalley filtration on H, which is
an increasing filtration with griH “ Av
K0ÑK^K0
,w
! pΛ
ipk{k0q ‹OblvpHqqris. For clarity: the notation
means we forget H down to CK0,w, act by Λipk{k0qris P ReppK0q, then !-average back.
Indeed, there is an action of the symmetric monoidal category ReppK^K0q “ k–mod
K0 on C
K^K0 .
The trivial representation k P k–modK0 has a standard filtration with gripkq “ ind
k
k0
pΛipk{k0qqris
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(see [GR3] §IV.5.2 for a much more general context for such constructions). As k is the unit for the
monoidal structure here, we obtain a filtration of the desired type by functoriality.
We will actually need a more general, parametrized version of this construction. We sketch the
ideas below.
Suppose S is an affine scheme. Let K be a compact75 group scheme over S, meaning an affine
group scheme over S that can be realized as a projective limit under smooth surjective structure
maps of affine group schemes that are smooth over S.
Let K0 Ď K be an (S-family of) compact open subgroups of K, meaning K0 is compact in the
above sense and we are given K0 Ñ K a homomorphism of group schemes over S that is a closed
embedding such that K{K0 is smooth over S (in particular, of finite presentation over S).
For such K, there is a symmetric monoidal category ReppKq, defined as the evident colimit as in
the case where S is a point. For example, ReppK ˆSq “ ReppKqbQCohpSq for K a classical affine
group scheme. Note that ReppKq is a QCohpSq-module category, is a symmetric monoidal category
over QCohpSq.
Let C be a genuine K-category, meaning we are given CK,w a ReppKq-module category. We obtain
CK0,w :“ CK,w bReppKq ReppK0q.
The ideas of §7 translate into this setting in an evident way. In particular, we a parametrized
category of Harish-Chandra modules ReppK^
K0
q, which is equipped with a monadic forgetful functor
to ReppK0q. This allows us to make sense of C
K^
K0
,w
, again by tensoring.
In particular, the construction of Chevalley filtrations goes through in this setting.
Step 9. We now conclude the argument. We use the notation from Step 7.
Let S Ď H be a classical affine subscheme on which F is scheme-theoretically supported.
In what follows, we use a subscript S to indicate a product with S. For example, HS “ H ˆ S.
Let K be the group scheme K ˆ S over S; in what follows, we always regard K as a (family of)
compact open subgroup(s) of HS via the map:
K “ K ˆ S
pk,hqÞÑpAdhpkq,hq
ÝÝÝÝÝÝÝÝÝÝÝÑ H ˆ S “ HS .
By a standard Noetherian descent argument, there exists a compact open subgroup K0 Ď H
such that K0,S Ď K Ď HS. Note that K{K0,S is smooth over S in this case.
Let A–modren,S :“ QCohpSqbA–modren. We similarly have A–mod
KS ,w
ren,S “ A–mod
K,w
ren bQCohpSq
and A–modK,wren , with αA–modren inducing an isomorphism:
A–modKS ,wren,S
»
ÝÑ A–modK,wren,S.
Regarding F as a coherent sheaf on S, FbG0 P A–mod
K,w
ren,S by definition. LetH :“ αA–modrenpFb
G0q P A–mod
K,w
ren,S.
We clearly have:
αpF b Av
KÑH^
K
,w
! pG0qq “ Av
KÑH^
K,S
,w
! pHq
where the left hand side is what we wish to show is connective.
Applying Step 8, we obtain an increasing filtration on H with:
griH “ Av
K0,SÑK
^
K0,S
,w
! pΛ
ipLiepKq{LiepK0,Sqq ‹OblvpHqqris.
75The terminology is admittedly bad: it is meant to evoke compact open, nothing about properness.
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We remark that LiepKq{LiepK0,Sq is a finite-rank vector bundle on S. As in the previous step,
OblvpHq indicates that we forget down to weak K0,S-invariants.
Therefore, Av
KÑH^K,S ,w
! pHq inherits a filtration in IndCoh
˚pHqbA–mod
H^
K0
,w
ren with ith associated
graded term:
pidbAv
K0ÑH^K0
,w
! qpΛ
ipLiepKq{LiepK0,Sqq ‹OblvpHqqris P QCohpSq bA–mod
H^K0
,w
ren . (10.14.1)
Now observe that OblvpHq P A–mod
K0,S ,w
ren,S is connective: it suffices
76 to check this after applying
the forgetful functor to A–modren,S where it is clear.
This clearly that implies (10.14.1) is connective (for the tensor product t-structure), giving our
claim.
Step 10. To complete the proof of (3), it remains to show that the t-structure on A#Uphq–modren
is strongly compatible with the H-action.
Fortunately, this is evident from our constructions: the t-structure on A#Uphq–modren was de-
fined so that:
A#Uphq–modKren “ A–mod
H^
K
,w
ren Ñ A#Uphq–modren
is t-exact for every compact open subgroup K.
Step 11. We now show (5).
The analysis of Step 4 clearly shows that for any K0 Ď K a normal compact open subgroup, the
t-structure on pA#Uphq–modK0renq
K{K0,w is compactly generated and compact objects are bounded
from below. By construction, this implies the same for A#Uphq–modK,wren .
To show that A#Uphq–modK,wren Ñ ReppKq is t-exact, we claim that it suffices to show this for its
restriction to pA#Uphq–modK0renq
K{K0,w. Indeed, right t-exactness of this functor is evident (as the
forgetful functor A#Uphq–modren Ñ Vect is t-exact and all our forgetful functors are conservative
on eventually coconnective subcategories).
For left t-exactness, note that if F P A#Uphq–modK,wren , then:
F “ colim
j
LjpFq
where Lj is the comonad on A#Uphq–mod
K,w
ren defined by the adjunction:
pA#Uphq–mod
Kj
renq
K{Kj ,w Õ A#Uphq–modK,wren
using the notation of Lemma 10.11.1. Because the left adjoint in this adjunction is t-exact, Lj is
left t-exact. As this colimit is filtered, we obtain the claim.
Now observe that the composition:
pA#Uphq–modK0renq
K{K0,w “ pA–mod
H^
K0
ren q
K{K0,w Ñ A–modK,wren Ñ ReppKq
calculates the forgetful functor in question. The second arrow is t-exact by assumption on A. The
same holds for the first arrow is t-exact becauseA–mod
H^
K0
ren Ñ A–mod
K0,w
ren is t-exact by construction,
and forgetting from K-invariants to K0-invariants is t-exact and conservative (because K{K0 is
finite type).
76Unlike coconnectivity.
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Step 12. Finally, it remains to show (6).
First, note that the functor:
B#Uphq–modKren Ñ A#Uphq–mod
K
ren
is t-exact. Indeed, we have a commutative diagram:
B#Uphq–modKren //

A#Uphq–modKren

B–modK,w // A–modK,w
where, as always, the vertical arrows are given by rewriting e.g. A#Uphq–modKren as A–mod
H^
K
,w
ren .
These vertical arrows are conservative and t-exact by construction, and the bottom horizontal arrow
is t-exact by definition of morphism in Alg
Ñ
b,Hñ
gen .
More generally, we find that for any K0 Ď K a compact open normal subgroup, the functor:
pB#Uphq–modK0renq
K{K0,w Ñ pA#Uphq–modK0renq
K{K0,w
is t-exact. We now conclude the result by the same logic as in Step 11.

10.15. Some results on canonical renormalization. We now develop some general results on
canonical renormalization in the setting of Tate group indschemes. The ultimate result is Corollary
10.16.3, which gives a convenient way of checking the hypotheses for canonical renormalization.
Proposition 10.15.1. Suppose that H is a Tate group indscheme with a prounipotent tail.
Suppose C P H–mod is acted on strongly by H and equipped with a t-structure strongly compatible
with the H-action.
Suppose that for every compact open subgroup K Ď H, CK,w is compactly generated with compact
objects lying in CK,w,` (with respect to the t-structure of §10.13).
Then for every compact open subgroup K Ď H, an object F P CK,w is compact if and only if
F P CK,w,` and OblvpFq is compact in C.
Remark 10.15.2. We remark that the result is clearly about K, and that H is a bit of a red herring.
Also, note that the conclusion of the lemma may be stated as C P K–modweak is obtained by
canonical renormalization (in the sense of §5.18) from the underlying naive weak K-action on C.
Proof of Proposition 10.15.1. Clearly compact objects satisfy this property, as Oblv admits the
continuous right adjoint Avw˚ . Therefore, suppose F P C
K,w,` with OblvpFq compact; we wish to
show that F is compact.
Choose N " 0 such that F P CK,w,ě´N . Note that F is compact in CK,w,ě´N : see Step 3 from
the proof of Lemma 6.11.2.
Write F as a filtered colimit colimi Fi with Fi P C
K,w compact. As the t-structure is compatible
with filtered colimits, we obtain F “ colimi τ
ě´NFi. Because F is compact in C
K,w,ě´N , we see
that F is a summand of τě´NFi for some i.
By Lemma 10.11.1 (and in the notation of loc. cit.), the map:
colim
j
pCKjqK{Kj ,w,c Ñ CK,w,c P DGCat
is an equivalence, where Kj runs over compact open prounipotent subgroups of H that are normal
in K; as is usual, the superscript p´qc indicates the subcategory of compact objects. Therefore, Fi
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lifts to pCKjqK{Kj ,w,c for some index j. As the forgetful functor pCKjqK{Kj ,w Ñ CK,w is t-exact, the
same is true of F itself. We abuse notation in letting F also denote a lift to pCKjqK{Kj ,w.
As the forgetful functor pCKjqK{Kj,w Ñ CK,w admits a continuous right adjoint, it suffices to
show that F is compact as an object of pCKj qK{Kj,w. Moreover, by Lemma 10.15.3, it suffices to
show that F is compact after forgetting to CKj . As Kj is prounipotent by assumption, the forgetful
functor CKj Ñ C is fully-faithful, giving the claim.

Above, we used the following result.
Lemma 10.15.3. Let H be an affine algebraic group (in particular, of finite type) acting weakly
on C. Then F P CH,w is compact if and only if OblvpFq P C is compact.
Proof. Clearly if F P CH,w is compact, then OblvpFq P C is compact. Suppose the converse.
Recall from the proof of Lemma 5.20.2 that for G P CH,w, G is a summand of TotďnpAvw˚ Oblvq
‚`1pGq
for some n; moreover, this is functorial in G by the construction of loc. cit.
Therefore, the functor HomCH,wpF,´q : C
H,w Ñ Vect is a summand of:
TotďnHomCpOblvpFq,OblvpAv
w
˚ Oblvq
‚p´q.
A summand of a finite limit of continuous functors is continuous, giving the claim.

10.16. Next, we show the following result.
Proposition 10.16.1. Suppose that H is a polarizable Tate group indscheme with a prounipotent
tail. Suppose that C P H–mod is equipped with a compactly generated t-structure strongly compatible
with the action of H on C.
Then for every compact open subgroup K Ď H and every F P Hw,ě0H,K , the functor F ‹´ : C
K,w Ñ
CK,w is left t-exact.
Proof.
Step 1. First, we claim that the conclusion of the for a compact open subgroup K is equivalent
to asking that F P HwH,K compact acts on C
K,w by a functor that is left t-exact up to shift. This
property is clearly weaker than that in the statement of the proposition, so suppose it is satisfied.
We remind that CohpKzH{Kq Ď HwH,K is the subcategory of compact objects and is closed under
truncations. Therefore, it suffices to show that for F P CohpKzH{Kqě0, the functor F ‹´ : CK,w Ñ
CK,w is left t-exact. Indeed, any object of Hw,ě0H,K is a filtered colimit of such coconnective compact
objects. Fix F P CohpKzH{Kqě0 in what follows.
Under our assumption, F ‹´ maps CK,w,ě0 into CK,w,`. Therefore, by Lemma 10.13.1, it suffices
to show that the composition:
CK,w
F‹´
ÝÝÑ CK,w
Oblv
ÝÝÝÑ C
is left t-exact. Moreover, we can clearly replace CK,w with CK,w,naive here. Then the corresponding
functor may be calculated as the composition:
CK,w,naive
Fb´
ÝÝÝÑ IndCohpH{Kq b CK,w,naive Ñ pIndCohpHq b CqK,w,naive
αC
»
ÝÑ
IndCohpH{Kq b C
ΓIndCohpH{K,´q
ÝÝÝÝÝÝÝÝÝÑ C.
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There are some things to explain in the above manipulations: we are regarding F P IndCohpH{Kq by
forgetting the left K-equivariance; in the third term, the K-equivariance is taken for the diagonal
K-action mixing the given action on C and the right action of H on C; and the implicit commuting
of weak K-equivariance with the tensor product by C in the fourth term is justified by the fact that
C is assumed compactly generated and therefore is dualizable (or one may use Lemma 8.6.1). The
first functor is left t-exact by assumption on F; the second is clearly t-exact; the third is t-exact
because the naive H-action is compatible with t-structures; and the fourth by Lemma 4.6.2 (2),
using that ΓIndCohpH{K,´q is left t-exact. This gives the claim.
Step 2. Next, we check the above hypothesis in the case where K is a polarization of H. In fact,
a little more generally, we will show that if K is a polarization and K0 Ď H is any other compact
open subgroup, then for any F P CohpK0zH{Kq, the functor:
F ‹ ´ : CK0,w Ñ CK,w
is left t-exact up to shift.
Let G P CohpKzH{K0q be obtained by applying Serre duality on H{K to F (considered with
its natural K0-equivariant structure) and then pulling back along the inversion map KzH{K0
»
ÝÑ
K0zH{K.
As is standard, G ‹ ´ : CK,w Ñ CK0,w is left adjoint to F ‹ ´ (by ind-properness of H{K).
Therefore, it suffices to show G ‹ ´ is right t-exact up to shift.
This is straightforward: it suffices to show the composite with CK0,w Ñ C is right t-exact up to
shift by Lemma 10.13.1, and this follows by a similar (in fact, simpler) argument to Step 1, using
that G is supported on a finite type subscheme of H{K.
Step 3. Next, supposeK is a compact open subgroup ofH that admits an embeddingK Ď Kpol Ď H
with Kpol a polarization of H and K normal in Kpol (so Kpol{K is an affine algebraic group). We
will prove the result for K in this case.
Let F P Hw,ě0H,K and G P C
K,w,ě0 be given. We need to show that F ‹ G P CK,w,ě0.
As the functor Avw˚ : C
K,w Ñ CKpol,w of averaging from K to Kpol is conservative and t-exact
(by the normality assumption), it suffices to show that Avw˚ pF ‹ Gq P C
Kpol,w,ě0.
This term may clearly be calculated by averaging F P HwH,K on the left to obtain
rF P IndCohrenpKpolzH{Kqě0,
and then convolving with rF. By the previous step, that object is eventually coconnective, and by
Step 1 it is honestly coconnective.
Step 4. Finally, we prove the claim for K a general compact open subgroup of H.
By the previous step, there exists a compact open subgroup K0 Ď K for which the conclusion of
the proposition holds.
We again let F P Hw,ě0H,K and G P C
K,w,ě0 denote given objects, and we aim to show that their
convolution is eventually coconnective.
By the proof of Lemma 5.20.2, G is a direct summand of TotďnpAvw˚ Oblvq
‚`1pGq for some n;
here our functors denote the adjoint pair Oblv : CK,w Õ CK0,w : Avw˚ . Each term in this finite limit
lies in Avw˚ pC
K0,w,ě0q, so we may assume G “ Avw˚ pG0q for G0 P C
K0,w,ě0.
It suffices to check that OblvpF ‹ Gq “ OblvpF ‹ Avw˚ pG0qq P C
K0,w is eventually coconnective,
since Oblv : CK,w Ñ CK0,w is conservative.
But the above object may be calculated by mapping F along the functor HwH,K Ñ H
w
H,K0
of
forgetting equivariance on both sides and then convolving with G0; by assumption on K0, this
object is coconnective as desired.

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Remark 10.16.2. The careful reader will see that we never really used the hypothesis that the H-
action on C is strong. Here are the actually relevant hypotheses. First, we need a genuine H-action
on C and a t-structure on C naively compatible with the H-action. In addition, for every compact
open subgroup K Ď H, we need a t-structure on CK,w for which CK,w Ñ CK,w,naive is t-exact and an
equivalence on eventually coconnective subcategories. Finally, we need that for K1 Ď K2 compact
open subgroups, CK2,w Ñ CK1,w is t-exact.
Corollary 10.16.3. Suppose H is polarizable with a prounipotent tail. Suppose C P H–mod is
equipped with a t-structure strongly compatible with the weak H-action. Suppose that for every
K Ď H compact open, CK,w is compactly generated by objects lying in CK,w,` X CK,w,ď0.
Then the naive weak action of H on C canonically renormalizes, and OblvstrÑwpCq P H–modweak
is its canonical renormalization.
Proof. Immediate from the definition of canonical renormalization and from Proposition 10.15.1
and Proposition 10.16.1 (and Example 8.16.5 as applied to Aren “ H
w
H,K).

10.17. Conclusion. We now combine the various ingredients above to conclude the proof of The-
orem 10.8.1.
By Lemma 10.14.1 (1), A#Uphq–modren is compactly generated. Moreover, this category has a
canonical compactly generated t-structure by Lemma 10.14.1 (2). The forgetful functorA#Uphq–modren Ñ
Vect from §10.8 is t-exact and conservative on eventually coconnective objects by Lemma 10.14.1
(3). Therefore, by Remark 4.2.4, there is a corresponding connective
Ñ
b-algebra A#Uphq P Alg
Ñ
b
ren.
Moreover, the naive action of H on A#Uphq–modren, its naive compatibility with the t-structure
(Lemma 10.14.1 (3)), and the naiveH-equivariance of the forgetful functor A#Uphq–modren Ñ Vect
define a naive H-action on A#Uphq compatible with its renormalization datum. Indeed, this follows
from Remark 4.2.4 (c.f. the end of the proof of Theorem 10.5.1). This upgrades A#Uphq to an object
of Alg
Ñ
b,Hñ
ren . We claim that this action is genuine.
First, we need to show that the genuine H-action on A#Uphq–modren is obtained by canonical
renormalization. We do this by applying Corollary 10.16.3 to C “ A#Uphq–modren. We check that
the various conditions from that corollary are satisfied.
By construction, the naive weak H-action on A#Uphq–modren upgrades to a strong action.
By Lemma 10.14.1 (4) and (5), A#Uphq–modK,wren is compactly generated, and its t-structure is
as well, and compact objects are eventually coconnective.
Therefore, the corollary applies, and we find that the H-action on A#Uphq is nearly genuine (in
the sense of §10.4). It is genuine by Lemma 10.14.1 (5).
10.18. Harish-Chandra data. In the remainder of this section, we suppose that H is a formally
smooth polarizable ind-affine Tate group indscheme with prounipotent tail. In particular, Theorem
10.8.1 applies.
10.19. The reader may prefer to skip this material and refer back to it as needed.
Let C be a category, and suppose T : CÑ C is a comonad. Let F P C be a fixed object. We claim
that T canonically upgrades to a comonad on the overcategory C{F.
For G P C{F, we have the map T pGq Ñ G Ñ F where the first map is the counit for T and the
second map is the structure map for G; this makes T pGq into an object of C{F. We denote this
functor by T{F : C{F Ñ C{F.
We claim T{F has a natural comonad structure. Consider T–comod{F, the category of T -comodules
G in C equipped with a map α : G Ñ F P C (with no hypotheses on how α interacts with the
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comodule structure). The forgetful functor T–comod{F Ñ C{F is obviously conservative; we claim
that it is actually comonadic. Indeed, C{F Ñ C clearly commutes with contractible limits,
77, so the
claim follows from Barr-Beck. It is clear the underlying endofunctor of this comonad on C{F is given
by T{F.
Note that by construction, the data of a T{F-comodule structure on G P C{F is equivalent to a
T -comodule structure on the underlying object G P C.
10.20. We apply the above for the comonad OblvstrÑw ˝p´qexpphq,w : H–modweak Ñ H–modweak
and Vect P H–modweak. This defines a comonad on H–modweak,{Vect.
By Theorem 10.8.1 and Lemma 10.14.1 (6), this comonad preserves the 1-full subcategory:
pAlg
Ñ
b,Hñ
conv,genq
op
Thm.10.5.1
Ď pH–modweakq{Vect.
This induces a monad on Alg
Ñ
b,Hñ
conv,gen, which we denote by A ÞÑ A#Uphq.
We can now make the following definition.
Definition 10.20.1. A Harish-Chandra datum for A P Alg
Ñ
b,Hñ
conv,gen is a structure of module for the
above monad.
Remark 10.20.2. By definition, a Harish-Chandra datum gives rise to an “action” map A#Uphq Ñ
A.
10.21. We now make the following observation.
Lemma 10.21.1. The functor OblvstrÑw : H–modÑ H–modweak is comonadic.
Proof. This functor is conservative as the composition:
H–modÑ H–modweak
Oblvgen
ÝÝÝÝÝÑ DGCatcont
computes the forgetful functor for H–mod, which is conservative.
To conclude, we simply note that as H is polarizable, OblvstrÑw admits a left adjoint by Propo-
sition 8.21.1 and therefore commutes with all limits.

Therefore, by the discussion of §10.19, a Harish-Chandra datum for A P Alg
Ñ
b,Hñ
conv,gen is equivalent
to upgrading the genuine H-action on A–modren to a strong H-action with the property
78 that the
coaction functorA–modren Ñ Oblv
strÑwpA–mod
expphq,w
ren q “ A#Uphq–modren come from a genuinely
H-equivariant morphism A#Uphq Ñ A.
More precisely, let Alg
Ñ
b,Hñ
HC denote the category of A P Alg
Ñ
b,Hñ
conv,gen equipped with a Harish-
Chandra datum (i.e., the category of modules for the monad A ÞÑ A#Uphq). Then we have:
Lemma 10.21.2. The above functor:
pAlg
Ñ
b,Hñ
HC q
op A ÞÑA–modrenÝÝÝÝÝÝÝÝÝÑ H–mod ˆ
H–modweak
H–modweak,{Vect
is 1-fully-faithful.
77See [Lur1] Proposition 4.4.2.9 for a complete proof.
78This encodes the fact that A–modren is a comodule in the 1-full subcategory pAlg
Ñ
b,Hñ
conv,genq
opĎpH–modweakq{Vect,
i.e., it has to do with the fact that this is a 1-full subcategory and not an actual subcategory.
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10.22. The classical case. Let A be a classical, renormalized
Ñ
b-algebra equipped with a genuine
H-action. As in Theorem 10.8.1, we can form the smash product A#Uphq. We wish to explicitly
describe the category A#Uphq–mod♥renp“ A#Uphq–mod
♥
naiveq.
Suppose V is an object of this abelian category. The canonical map A Ñ A#Uphq (coming as
the unit for the monad structure) makes V into a (discrete) H0pAq-module. Also, the fact that the
unit map k Ñ A is H-equivariant gives a map k#Uphq “ Uphq Ñ A#Uphq, so V also acquires an
h-module structure.
To describe the compatibility between these two actions, we need the following digression. Any
ξ P h defines a derivation δξ : A Ñ A. In detail, ξ defines a homomorphism FunpHq Ñ krεs{ε
2
extending the augmentation on FunpHq, so we obtain a map:
A
coact
ÝÝÝÑ A
!
b FunpHq Ñ A
!
b krεs{ε2 P Alg
Ñ
b
giving idA mod ε. If we write the underlying map of pro-vector spaces as idAˆδξε, the map δξ :
AÑ A P ProVect♥ is by definition our derivation.
Then we claim that the difference between the two maps:
A
Ñ
b V
act
ÝÝÑ V
pξ¨´q
ÝÝÝÑ V,
A
Ñ
b V
id
Ñ
bpξ¨´q
ÝÝÝÝÝÝÑ A
Ñ
b V
act
ÝÝÑ V
(10.22.1)
is:
A
Ñ
b V
δξ
Ñ
bidV
ÝÝÝÝÑ A
Ñ
b V
act
ÝÝÑ V. (10.22.2)
More symbolically:79
ξ ¨ f ¨ v ´ f ¨ ξ ¨ v “ δξpfq ¨ v, ξ P h, f P A, v P V.
Indeed, for K Ď H compact open, we have the canonical equivalence:
A#Uphq–modK,♥ren “ A–mod
H^K ,w,♥
ren “ A–mod
HK ,w,naive,♥
naive .
This verifies the above identity for V strongly K-equivariant. Every object in A#Uphq–modK,♥ren is
a filtered colimit of objects strongly equivariant for some congruence subgroup, so we obtain the
claim in general.
In addition, this same logic implies the converse. That is, we have the following result.
Proposition 10.22.1. For V P Vect♥, lifting V to an object of A#Uphq–mod♥ren is equivalent via
the above constructions to specifying an action of A on V and an action of h on V such that the
difference between the two maps in (10.22.1) is (10.22.2) for any ξ P h.
We then obtain:
79This latter formula is only sufficient when A is a topological vector space. By definition, this means that there is
a (non-derived) topological vector space A„ with a complete, separated, linear topology such that A is the associated
pro-vector space, i.e., A “ limA„{U P ProVect where U runs over open subspaces of A„. In this case, it is typically
sufficient to work with elements of A.
Note that h is necessarily a topological vector space, justifying working directly with its elements in some of these
formulae.
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Corollary 10.22.2. Suppose B P Alg
Ñ
b is classical. Then specifying a map A#Uphq Ñ B P Alg
Ñ
b
is equivalent to giving maps ϕ : A Ñ B P Alg
Ñ
b and i : h Ñ B compatible with brackets80 such for
any ξ P h, the difference between the two maps:
A
ϕ
ÝÑ B
ipξq¨´
ÝÝÝÑ B
A
ϕ
ÝÑ B
´¨ipξq
ÝÝÝÑ B
is the composition:
A
δξ
ÝÑ A
ϕ
ÝÑ B.
Proof. Immediate from Proposition 3.7.1 (and [Lur2] Theorem 1.3.3.2).

10.23. In the above setting, we now show:
Lemma 10.23.1. Suppose that for any compact open subgroup K Ď H, K is the spectrum of a
countably generated ring. Then A#Uphq is classical.
Proof. By Proposition 3.7.1, it suffices to show A#Uphq–mod`ren is the bounded derived category of
its underlying abelian category. By [Ras3] Lemma 5.4.3 and our countability assumption, it suffices
to show that for any compact open subgroup K Ď H, A#Uphq–modK,`ren “ A–mod
H^K ,w,`
ren is the
bounded derived category of its underlying abelian category. This category admits a monadic, t-
exact restriction functor to A–modK,w,`ren , and the corresponding monad is t-exact; so Lemma 9.11.2
reduces to showing that A–modK,w,`ren is the bounded derived category of its heart. As this category
is comonadic over A–mod`ren with t-exact comonad, that claim follows from the similar one for
A–mod`ren.

Remark 10.23.2. It seems likely that the above result is true without the countability hypothesis.
By this lemma (and Yoneda), Corollary 10.22.2 gives a complete description of A#Uphq. In
particular, using the 1-categorical nature of our setup, we find the following result.
Corollary 10.23.3. Under the above assumptions, a Harish-Chandra datum for A (in the sense
of §10.20) is equivalent to specifying an H-equivariant map i : h Ñ A compatible with brackets
such that for ξ P h, ripξq,´s “ δξ as maps A Ñ A P ProVect
♥, and such that the induced (naively
H-equivariant) map:
A#Uphq Ñ A
is genuinely H-equivariant.
Remark 10.23.4. The last condition in the corollary can be difficult to check in practice. There is
one simple case though: if compact objects in A–modren are closed under truncations, then for any
B P Alg
Ñ
b,Hñ
conv,gen, any naively H-equivariant morphism B Ñ A is genuinely H-equivariant. Indeed,
this follows from the definition of canonical renormalization and from the discussion of §4.4.
We record the following consequence of the above discussion for later reference.
80If B is a topological vector space, then in the language of [Bei], we would say i is a map of topological Lie
algebras.
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Corollary 10.23.5. Suppose A,B P Alg
Ñ
b,Hñ
HC are classical
Ñ
b-algebras equipped with genuine H-
actions. Then giving a morphism f : A Ñ B P Alg
Ñ
b,Hñ
HC is equivalent to giving a genuinely H-
equivariant morphism f : AÑ B P Alg
Ñ
b,Hñ
conv,gen such that the diagram:
h
    
  
  
 
❃
❃❃
❃❃
❃❃
A
f // B
commutes in ProVect♥, where the diagonal morphisms encode the Harish-Chandra data as above.
11. Application to the critical level
11.1. In this section, we prove Theorem 11.18.1, providing a large class of symmetries for Kac-
Moody representations at critical level. We also show a compatibility result, Theorem 11.19.1, with
our previous work [Ras3]. The arguments are straightforward applications of the methods developed
in §10.
11.2. Let us describe the contents of this section in more detail.
Let G be a split reductive group over k. Let81 K :“ kpptqq.
Recall that for any Ad-invariant symmetric bilinear form κ on g, we have the corresponding
Kac-Moody central extension 0Ñ k Ñ pgκ Ñ gpptqq. As we will discuss in §11.6, κ defines a twisted
notion of strong GpKq-actions; we denote the corresponding category by GpKq–modκ. The theory
is barely different from the untwisted one. A basic object is pgκ–mod P GpKq–modκ.
Let crit :“ ´12κg, for κg the Killing form on g.
Let OpGˇ denote the indscheme of Gˇ-opers on the punctured disc; we take as the definition of
opers what are called marked opers in [BTCZ] §A. (which is a slight modification of the definition
in [BD1]).
Our goal for this section is to construct a coaction of IndCoh˚pOpGˇq on pgcrit–mod P GpKq–modcrit
via the Feigin-Frenkel isomorphism. In other words, we wish to show that in a suitable sense,pgcrit–mod is tensored over its center compatibly with the (critical level) strong GpKq-action on it.
This result appears as Theorem 11.18.1.
11.3. Central extensions. We begin by generalizing some material from §8 in the presence of
central extensions and twisted D-modules.
We outline the main ideas and leave the verification that certain constructions generalize to the
reader.
11.4. Fix c P k once and for all; we refer to c as the twisting parameter. Let BGm denote the
Zariski sheafified version of the classifying space.
Observe that AffSchcl{BGm of classical affine schemes equipped with a line bundle embeds as a
full subcategory of PropAffSchf.t.,{BGmq, the pro-category of (classically) finite type classical affine
schemes with a line bundle; this follows by standard Noetherian approximation (specifically, [Gro]
Theorem 8.5.2). Then the procedure from [Ras1] §2 produces functors:
81We abuse notation in letting K denote both Laurent series and compact open subgroups of GpKq. This abuse
should never cause confusion, and we prefer it to various alternatives.
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D˚c : PreStk{BGm Ñ DGCatcont
D!c : PreStk
op
{BGm
Ñ DGCatcont.
These functors are given by suitable Kan extensions from the finite type setup (c.f. loc. cit.), and
for S affine, finite type, and equipped with a line bundle L, they each assign to S the category of
pL, cq-twisted D-modules on S (as defined e.g. in [GR1] §5).
Remark 11.4.1. We generally omit the line bundle from the notation since it can usually be taken
for granted.
As in §6.20, there is a canonical natural transformation:
IndCoh˚ Ñ D˚c P HompIndSchreas,{BGm,DGCatcontq
defined by a formal extension process from the finite type case.
11.5. Because BGm is a commutative group, there is a canonical symmetric monoidal structure
on PreStk{BGm for which the forgetful functor to PreStk is symmetric monoidal for the Cartesian
monoidal product.
Explicitly, for pS,LSq and pT,LT q in PreStk{BGm, SˆT is equipped with the line bundle LSbLT .
Then each of the functors D˚c and D
!
c are naturally lax symmetric monoidal for this symmet-
ric monoidal structure, meaning that we have external products in either setup. Indeed, this lax
symmetric monoidal structure arises from the finite type setup by Kan extension. As in Remark
6.20.1, the natural transformation IndCoh˚ Ñ D˚c canonically upgrades (via our same extension
procedure) to a natural transformation of lax symmetric monoidal functors.
11.6. Now let H be a Tate group indscheme and let λ : H Ñ BGm be a homomorphism; equiva-
lently, we have a central extension:
1Ñ Gm Ñ H
1 Ñ H Ñ 1.
We assume that there exists a compact open subgroup K Ď H on which λ is trivial as a homomor-
phism. Then note that H 1 is also a Tate group indscheme. If K can be taken to be a polarization
of H, then H 1 is polarizable.
We obtain the category D˚c pHq of twisted D-modules on H for the underlying line bundle defined
by λ. Because pH,λq is an algebra object in PreStk{BGm (for the symmetric monoidal structure
described above),D˚c pHq is canonically a monoidal DG category, i.e., an algebra object in DGCatcont.
We let H–modc denote the category of modules for D
˚
c pHq in DGCatcont, and we refer to these
as DG categories equipped with (strong) c-twisted H-actions.
11.7. Before proceeding, we will need the following digression on twisted invariants and coinvari-
ants.
Suppose C P H–modweak. As in §9.9, we have a certain full subcategory C
H 1,w
p1q Ď C
HTate,w
Now suppose that λ factors as H
pλ
ÝÑ BG^a
exp
ÝÝÑ BGm. In this case, we can define a new homo-
morphism:
λc :“ exppc ¨ pλq : H Ñ BGm.
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We let CH,w,χc denote the corresponding category of twisted invariants, i.e., we take CH,w,χc :“ C
H 1c,w
p1q
for H 1c the central extension defined by λ
c.
This construction can also be understood as follows. We obtain a homomorphism IndCoh˚pHq Ñ
IndCohpBG^a q » QCohpA
1q where the right hand side is equipped with its usual tensor product
structure (as opposed to convolution). Our twisting parameter c P k defines a homomorphism
QCohpA1q Ñ Vect (taking the fiber at82 ´c), so an object χc P H–modweak,naive. It is easy to
see that this naive weak H-action canonically renormalizes, defining χc P H–modweak. Then by
Proposition 9.9.1, CH,w,χc “ pCb χcq
H,w.
Similarly, we have a twisted coinvariants functor CH,w,χc, defined by tensoring with χc and taking
coinvariants.
11.8. Combining the material of §11.4-11.5 with the methods of §8, we obtain a forgetful functor:
OblvstrÑw : H–modc Ñ H–modweak.
This functor admits left and right adjoints, which we denote by p´qexpphq,w,χc and p´q
expphq,w,χc.
There are explicit formulae for these functors, similar to §8.3. Before giving them, suppose that
K Ď H is a compact open subgroup on which λ is trivial. In this case, λ|H^
K
clearly factors through
BG
^
m
log
»
ÝÑ BG^a , so the discussion of §11.7 applies.
Now we have:
Cexpphq,w :“ colim
KĎH compact open
λ trivial on K
CH
^
K
,w,χc P DGCatcont
Cexpphq,w :“ lim
KĎH compact open
λ trivial on K
CH^
K
,w,χc P DGCatcont.
under the obvious structural functors.
Proposition 8.21.1 has an immediate counterpart in this setting: simply change pexpphq, wq-
invariants and coinvariants in loc. cit. to the corresponding c-twisted versions.
11.9. Now suppose that H is formally smooth. Let h1 denote the Lie algebra of H 1, considered as
a central extension of the Tate Lie algebra h by k. Let h1c denote the central extension obtained by
Baer-scaling by our twisting parameter c P k.
We let h1c–mod :“ Vect
expphq,w,c.
Note that the notation is abusive: this category should be understood not as modules of the
abstract Tate Lie algebra h1c, but as modules over the central extension, i.e., modules on which
1 P k Ď h1c acts by the identity (in a suitable derived sense).
An evident version of Proposition 9.13.1 applies; this shows that h1c–mod has a natural t-structure
with the expected heart, and is the “renormalized” DG category of representations considered in
[FG2] §23.
Remark 11.9.1. By Proposition 8.21.1 (or its appropriate version here), h1c–mod is dualizable with
dual h1´c´Tate–mod, where the notation indicates the Baer sum of the inverse central extension to
h1c and h´Tate. By Theorem 9.16.1, the pairing:
h1c–modb h
1
´c´Tate–modÑ Vect
82The minus sign here matches the sign conventions of §9.
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is given on eventually coconnective objects by tensoring and applying semi-infinite cohomology.
Note that the equivalence ph1´c´Tate–modq
_ » h1c–mod is of categories acted on by H strongly with
c-twist.83
11.10. Critical level. We now apply the above to H “ GpKq the loop group. Let GpOq Ď GpKq
be the subgroup, which is a compact open subgroup.
Let λ : GpKq Ñ BGm be the map defining the Tate central extension of GpKq, as in §9. Let
c “ ´12 above. Apply Theorem 9.16.1 relative to the compact open subgroup K “ GpOq Ď GpKq
and [BD2] §2.7.5, the corresponding central extension is the critical level Kac-Moody extension.
Note that this Tate central extension is canonically trivialized over GpOq.
We let GpKq–modcrit denoteH–modc and pgcrit–mod denote h1c–mod in this setting. We let Uppgcritq
denote the twisted enveloping algebra, i.e., the
Ñ
b-algebra defined by Oblv : pgcrit–mod` Ñ Vect (in
[BD1], it is usually denoted U 1pgbKq).
We let Vcrit P pgcrit–mod♥ denote the vacuum representation indpgcritgrrtsspkq. More generally, for n ě 0,
we let Vcrit,n “ ind
pgcrit
tngrrtss
pkq P pgcrit–mod♥. By construction, these objects compactly generatedpgcrit–mod.
Remark 11.10.1. The above clearly applies as is to define GpKq–modκ, the category of categories
with level κ (strong) GpKq-actions, κ any scalar multiple of the Killing form. A simple modification
allows for arbitrary levels κ (for possibly non-simple G): see [Ras3] §1.29-30.
11.11. The center. Define Z P ComAlgpProVect♥,
!
bq as the non-derived center of Uppgcritq.
More precisely, Z is the pro-vector space corresponding to the the topological vector space
H0pUppgcritqGpKqq for the adjoint action of GpKq on Uppgcritq;84 the topology is the subspace topol-
ogy. It is straightforward to see that the multiplication on Z is commutative, and therefore its
evident
Ñ
b-algebra structure extends canonically to a commutative
!
b-algebra structure (c.f. [Bei]
§1.5).
In what follows, we treat Z and Upgcritq interchangeably as pro-vector spaces and as topological
vector spaces, following our custom from §
11.12. We now recall the finer structure of Z.
Define In Ď Z as the ideal Z X Upgcritq ¨ t
ngrrtss Ď Upgcritq. By construction of the topology of
Z, this ideal is open in Z, and the ideals In as n varies provide a neighborhood basis of 0. We let
zn “ Z{In.
85
We let Zn “ Specpznq and define Z “ colimn Zn P IndSch (so Z “ SpfpZq).
By [BD1] §3.7.9-10, Z is86 isomorphic to
śr
i“1 A
1pKq where r is the rank of g. Moreover,
loc. cit. constructs such an isomorphism such that Zn Ď Z corresponds to the closed subschemeśr
i“1 t
´diA1pOq Ď
śr
i“1 A
1pKq for t our coordinate on the formal disc and d1, . . . , dr the degrees
of the invariant polynomials on g.
83A priori, ph1´c´Tate–modq
_ may look like it is acted on strongly with twist c`Tate. But since the Tate extension
is by definition integral, we can canonically identify H–modc`Tate with H–modc (though not compatibly with the
forgetful functors to H–modweak!).
84See [BD1] Theorem 3.7.7 (ii). In fact, Z is the non-derived invariants of Uppgcritq with respect to any subgroup
of GpKq containing a compact open subgroup; see [BD1] 3.7.11. We will not need this fact here.
85The notation follows [BD1], which denotes our z0 by z.
86Mildly non-canonically: there are various choices needed to obtain these coordinates.
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In particular, Z is a reasonable indscheme. Therefore, Z–modren :“ IndCoh
˚pZq defines a renor-
malization datum for Z; the forgetful functor to Vect is ΓIndCohpZ,´q. (See also Example 4.3.5.) In
what follows, we always consider Z as equipped with this renormalization datum.
Remark 11.12.1. Using the isomorphism above, one can construct an equivalence QCohpZq »
IndCoh˚pZq: this is the unique morphism of QCohpZq-module categories sending OZ to the ˚-pullback
of ωśr
i“1 A
1pKq{A1pOq P IndCohp
śr
i“1A
1pKq{A1pOqq along the evident projection (using the additive
structure on A1 to form the quotient). However, this construction is highly non-canonical and does
not behave well with respect to the changes of coordinates (which are non-linear).
11.13. Being the center of Upgcritq, Z acts on Upgcritq.
More precisely, we can consider Z as a commutative algebra object in the symmetric monoidal
category pAlg
Ñ
b,
!
bq; then Upgcritq is a module for it in the usual sense of monoidal categories. For
example, the action map act : Z
!
b Upgcritq Ñ Upgcritq P Alg
Ñ
b sends z b ξ ÞÑ z ¨ ξ.
Lemma 11.13.1. The morphism act is compatible with renormalization data, i.e., it upgrades
(necessarily uniquely) to a morphism in Alg
Ñ
b
ren.
Proof. Let:
coactnaive : pgcrit–mod`naive Ñ Z !b Upgcritq–mod`naive
denote the standard forgetful functor.87 Define:
coactLnaive : Z
!
b Upgcritq–mod
`
naive Ñ Proppgcrit–mod`naiveq
as its pro-left adjoint.
Let n,m ě 0. We claim that:
coactLnaivepzn bVcrit,mq “ lim
rěn,m
zn b
zr
Vcrit,m P Proppgcrit–mod`naiveq. (11.13.1)
Here the limit is formed in this pro-category, and the terms make sense because the action of Z on
Vcrit,m factors through zm by definition. We emphasize that this is a derived tensor product, i.e.,
we view zn b Vcrit,m as an zr-bimodule in gcrit–modnaive and then form its Hochschild homology
in this category; because the kernel of zr Ñ zn is generated by a regular sequence (by §11.12), this
tensor product does honestly lie in pgcrit–mod`naive. We note that this reasoning also shows that this
object actually lies in pgcrit–modc Ď pgcrit–mod`.
Indeed, there is a canonical map from the left hand side of (11.13.1) to the right hand side.
It suffices to show this map is an isomorphism when evaluated on objects in the heart of the t-
structure. We can explicitly calculate both sides using Koszul and Chevalley complexes, giving the
claim.
Now because the objects zn bVcrit,m compactly generate Z
!
b Upgcritq–mod
ď0
ren by definition (see
§4.6), the fact that coactLnaivepzn b Vcrit,mq is pro-(compact and connective) immediately implies
that coactnaive renormalizes (i.e., is left t-exact), i.e., it gives the conclusion of the lemma.

Therefore, we find that Upgcritq P Alg
Ñ
b
ren is canonically a module for Z P Alg
Ñ
b
ren.
87The notation is motivated by Remark 11.13.2.
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Remark 11.13.2. Applying the symmetric monoidal functor Alg
Ñ
b,op
ren
A ÞÑA–modrenÝÝÝÝÝÝÝÝÝÑ DGCatcont, we
find that pgcrit–mod is canonically a comodule for Z–modren “ IndCoh˚pZq.88
11.14. Next, we include GpKq-actions.
For H an ind-affine group indscheme the category Alg
Ñ
b,Hñ from §5.5. Note that this category is
canonically a module category for the (symmetric) monoidal category pAlg
Ñ
b,
!
bq: this is a general
feature for co/module categories in monoidal categories. The same discussion applies verbatim in
the setting of renormalized
Ñ
b-algebras.
Now take H “ GpKq. Recall that GpKq has an adjoint action on Uppgcritq as a renormalized
Ñ
b-algebra encoding the naive, weak GpKq-action on pgcrit–mod.
The action of Z P ComAlgpAlg
Ñ
b,
!
bq on Uppgcritq P AlgÑb above clearly upgrades to an action in
the symmetric monoidal category Alg
Ñ
b,GpKqñ. Moreover, tracing the definitions, Lemma 11.13.1
immediately implies that this action upgrades to an action of Z P ComAlgpAlg
Ñ
b
ren,
!
bq on Uppgcritq P
Alg
Ñ
b
ren.
Remark 11.14.1. In parallel to Remark 11.13.2, the above discussion implies that IndCoh˚pZq coacts
on pg–modcrit P GpKq–modweak,naive, where the latter category is considered as a module category
for pDGCatcont,bq.
11.15. We now extend the discussion to the setting of genuine actions.
Suppose now that H is an ind-affine Tate group indscheme. Recall from §10.4 that we have the
1-full subcategory Alg
Ñ
b,Hñ
gen of Alg
Ñ
b,Hñ
ren . It is immediate from the definitions and Lemma 4.6.2 that
this 1-full subcategory is closed under the pAlg
Ñ
b
ren,
!
bq-action. Therefore, there is a unique action of
pAlg
Ñ
b
ren,
!
bq on Alg
Ñ
b,Hñ
gen compatible with the embedding into Alg
Ñ
b,Hñ
ren .
We remark that the functor Alg
Ñ
b,Hñ,op
gen
A ÞÑA–modrenÝÝÝÝÝÝÝÝÝÑ H–modweak is pAlg
Ñ
b
ren,
!
bq-linear, where
pAlg
Ñ
b
ren,
!
bq acts on H–modweak through its canonical symmetric monoidal functor to DGCatcont.
11.16. Recall from Theorem 10.8.1 that the GpKq-action on Uppgcritq P Alg
Ñ
b,GpKqñ
ren is genuine.
We now have the following upgraded version of Lemma 11.13.1.
Lemma 11.16.1. The morphism act : Z
!
b Upgcritq Ñ Upgcritq P Alg
Ñ
b,Hñ
ren is genuinely H-
equivariant, i.e., it is a morphism in Alg
Ñ
b,Hñ
gen .
Proof. As in Remark 11.14.1, pgcrit–mod has commuting89 IndCoh˚pGpKqq-module and Z–modren-
comodule structures.
For K Ď GpKq a compact open subgroup, we need to show that the coaction functor:90
coactK,w,naive : pgcrit–modK,w,naive Ñ pIndCoh˚pZqbpgcrit–modqK,w,naive “ IndCoh˚pZqbpgcrit–modK,w,naive
88In geometric terms, note that diagonal pushforward equips IndCoh˚pZq with a canonical coalgebra structure in
DGCatcont, using the fact that Z is a strict indscheme.
89In homotopically precise terms, we should say this category is an pIndCoh˚pGpKqq, IndCoh!pZqq-bimodule, where
IndCoh!pZq :“ IndCoh˚pZq_ as usual.
90We can commute the weak invariants with the tensor product as IndCoh˚pZq is dualizable.
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renormalizes to a left t-exact functor:
coactK,w : pgcrit–modK,w Ñ IndCoh˚pZq b pgcrit–modK,w
(where the right hand side is equipped with the usual tensor product t-structure).
As restriction from genuine weak K-invariants to invariants for a small compact open subgroup
above is t-exact and conservative, we can assume for simplicity thatK is prounipotent and contained
in GpOq.
Now the argument is essentially the same as in Lemma 11.13.1. Consider znbVcrit,m P IndCoh
˚pZqb
pgcrit–modK,w,naive,`. Note that these objects compactly generate `IndCoh˚pZqbpgcrit–modK,w˘ď0 as
K is prounipotent. Moreover, the pro-left adjoint (on eventually coconnective subcategories):
coactK,w,`,L : pIndCoh˚pZq b pgcrit–modK,w,naiveq`Proppgcrit–modK,w,naive,`q
sends zn b Vcrit,m to lim
rěn,m
zn b
zr
Vcrit,m (the limit being formed in the pro-category), which is
again seen using Koszul/Chevalley resolutions. As each zn b
zr
Vcrit,m is connective and compact in
pgcrit–modK,w, we obtain the claim.

The above result implies that Z P ComAlgpAlg
Ñ
b
ren,
!
bq on Uppgcritq P AlgÑbgen.
Remark 11.16.2. As with Remarks 11.13.2 and 11.14.1, the above discussion implies that IndCoh˚pZq
coacts on pg–modcrit P GpKq–modweak.
11.17. We now include Harish-Chandra data to extend to strong actions.
Suppose H is a Tate group indscheme satisfying the hypotheses of Theorem 10.8.1.
Recall that in §10.20, we defined a monad A ÞÑ A#Uphq on Alg
Ñ
b,Hñ
conv,gen. We claim that this monad
canonically upgrades to a pAlg
Ñ
b
conv,ren,
!
bq-linear monad, i.e., it canonically lifts along the forgetful
map:
Alg
´
End
Alg
Ñ
b
conv,ren–mod
pAlg
Ñ
b,Hñ
conv,genq
¯
Ñ Alg
´
EndpAlg
Ñ
b,Hñ
conv,genq
¯
“ tmonads on Alg
Ñ
b,Hñ
conv,genu.
Indeed, this follows immediately from the constructions and the observation that the functor
p´qexpphq,w is DGCatcont-linear for H, as is clear from Proposition 8.21.1.
11.18. Let Alg
Ñ
b,GpKqñ
HC,crit be defined as the category of
Ñ
b-algebras with genuine GpKq-actions and
critical level Harish-Chandra data (as in §10.21). By §11.17, Alg
Ñ
b,GpKqñ
HC,crit is canonically a module
category for pAlg
Ñ
b
conv,ren,
!
bq.
We claim that our earlier constructions upgrade to an action of Z P ComAlgpAlg
Ñ
b
conv,ren,
!
bq on
Uppgcritq P Alg
Ñ
b,GpKqñ
HC,crit (where Uppgcritq is equipped with its tautological critical level Harish-Chandra
datum).
Indeed, as all of the
Ñ
b-algebras here are classical, by Corollary 10.23.5, this amounts to the
evident commutativity of the diagram:
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pgcrit
ξ ÞÑ1bξ
yytt
tt
tt
tt
##●
●●
●●
●●
●●
●
Z
!
b Uppgcritq act // Uppgcritq.
Therefore, we obtain:
Theorem 11.18.1. There is a canonical coaction of IndCoh˚pZq on pgcrit–mod considered as an
object of the (DGCatcont-enriched category) GpKq–modcrit.
Recalling the Feigin-Frenkel isomorphism Z » OpGˇ (see [BD1] §3.7 for this form of the isomor-
phism), we in particular obtain a coaction of IndCoh˚pOpGˇq on pgcrit–mod P GpKq–modcrit.
11.19. A compatibility. We now establish a compatibility with a related result from [Ras3]. We
use the notation from loc. cit. without further mention.
Theorem 11.19.1. The equivalence:
Whitppgcrit–modq »ÝÑ IndCoh˚pOpGˇq
from [Ras3] Corollary 7.8.1 canonically upgrades to an equivalence of IndCoh˚pOpGˇq-comodules,
where the comodule structure on the left hand side comes from Theorem 11.18.1 and the comodule
structure on the right hand side is the tautological one.
Remark 11.19.2. Despite the appearance of the Langlands dual group in the statement, this is
essentially notational: we are just choosing to write OpGˇ instead of Z.
Proof of Theorem 11.19.1. In [Ras3] §5, we showed that Whitppgcrit–modq is compactly generated,
and we equipped it with a certain canonical t-structure for which compact objects are bounded. By
loc. cit. Corollary 7.8.1, compact objects are even closed under truncation functors inWhitppgcrit–modq
(this is special to critical level).
Moreover, loc. cit. shows that the natural functor Ψ : Whitppgcrit–modq Ñ Vect (induced by
Drinfeld-Sokolov reduction) is t-exact, and Ψ|Whitppgcrit–modq` is shown to be conservative.
By Proposition 3.7.1, there is a canonical convergent, connective
Ñ
b-algebraWcrit withWhitppgcrit–modq` »ÝÑ
Wcrit–mod
`. By [Ras3] §5, this algebra identifies with the usual critical level affine W-algebra (and
in particular, it is classical); this isomorphism is canonical, and has to do with the description of
the functor Ψ via Drinfeld-Sokolov reduction.
Now by Theorem 11.18.1 and functoriality, Whitppgcrit–modq is canonically a IndCoh˚pOpGˇq-
comodule. It follows that the functor Ψ factors through a unique morphism:
Whitppgcrit–modq Ψenh //
Ψ
''❖❖
❖❖
❖❖
❖❖
❖❖
❖
IndCoh˚pOpGˇq
ΓIndCohpOpGˇ,´qxx♣♣♣
♣♣
♣♣
♣♣
♣
Vect
with Ψenh a morphism of IndCoh˚pOpGˇq-comodule categories. Note that Ψ
enh is t-exact: as compact
objects in Whitppgcrit–modq are closed under truncations, this follows as Ψ and ΓIndCohpOpGˇ,´q are
t-exact and conservative on eventually coconnective subcategories.
Therefore, there is a canonical map α : Z Ñ Wcrit corresponding to the functor Ψ
enh. By
construction, α is the standard map arising by functoriality of Drinfeld-Sokolov reduction. As in
[FF1], α is an isomorphism. Moreover, the equivalence Z » FunpOpGˇq from [BD1] §3.7 corresponds
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to the identification α : Z
»
ÝÑ Wcrit and the identification Wcrit “ FunpOpGˇq from Feigin-Frenkel
duality [FF1].
It follows that Ψenh is an equivalence on bounded below subcategories. As compact objects on
both sides are exactly almost compact objects, Ψenh is actually an equivalence. Moreover, by the
above discussion, Ψenh is canonically isomorphic to the equivalence [Ras3] Corollary 7.8.1.
As Ψenh was a morphism of IndCoh˚pOpGˇq-comodules by construction, we obtain the claim.

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