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Abstract
We study the number of periodic points in symbolic dynamical systems; we prove the following formula, which concerns square
matrices with entries in Z:∑
d|n
(d)TrAn/d ≡ 0mod n.
Here (d) is the Möbius function.We ask some questions about the sequence (TrAn)n0.We also give a language—theoretic proof
of a result of Boyle and Handelman, concerning the spectrum of positive matrices.
© 2007 Elsevier B.V. All rights reserved.
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1. Some results and examples
1.1. Traces of powers of matrices
Let  be the Möbius function from N into {−1, 0, 1} : (1) = (1); if p1, . . . , pk are k distinct prime numbers,
(p1 . . . pk) = (−1)k , and if n = a2m has a square factor, (n) = 0.
Theorem 1. Let A be a square matrix with entries in Z; then for every n1:∑
d|n
(d)TrAn/d ≡ 0mod n. (1)
In this formula d = 1 and n are of course included in the list of divisors; TrA denotes the trace of A (i.e.∑ni=1 aii if
A = (aij )).
1.1.1. Some particular cases
If A = a with a ∈ Z, for n = p prime we get ap ≡ a modp and for n = pk we get apk − apk−1 ≡ 0modpk , which
are classical results, as well as TrAp ≡ TrAmodp for every prime p and every matrix A on Z.
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More generally we get for every prime p and every matrix on Z
TrAp
k ≡ TrApk−1 modpk .
If n = p11 . . . phh is the decomposition of n into prime factors then (1) can be written
Tr
h∏
i=1
(Ap
i − Api−1 ) ≡ 0mod n or if A is invertible,
Tr
(
An
h∏
i=1
(I − 1/Api )
)
≡ 0mod n.
Example. With n = 12 and A =
(
0
1
1
2
)
, (A2 = 2A + I ) and the formula gives, with p1 = 2 and p2 = 3:
TrAn − TrAn/p1 − TrAn/p2 + TrAn/p1p2 = 0mod n
= TrA12 − TrA6 − TrA4 + TrA2 = 39 202 − 198 − 34 + 2 = 12 × 3248
with n = 16 : TrA24 − TrA23 = 1 331 714 − 1154 = 16 × 83 160.
1.2. Application to algebraic integers and p-adic numbers
Let p be a prime number; a p-adic number is a sequence (qk)k0 of integers satisfying for every k1 : qk−1 ≡
qk modpk .
If for every k0 qk = q ′k modpk+1, then (qk)k0 and (q ′k)k0 deﬁne the same p-adic number.
We add two p-adic numbers in this way:
(qk)k0 + (q ′k)k0 = (qk + q ′k)k0
and multiply them in this way:
[(qk)k0][(q ′k)k0] = (qkq ′k)k0.
We can also consider a p-adic number as a sum a0 + a1p + a2p2 + · · · with ai ∈ {0, . . . , p − 1} and qk = a0 +
a1p + · · · + akpk modpk+1.
Take a square matrix A with entries in Z; then (qk)k0 = (Tr(Apk ))k0 deﬁnes a p-adic number; we shall note
f (A) this p-adic number.
If the eigenvalues of A are 1, . . . , r counted with their multiplicities, note ∧ the set {1, . . . , r}; so TrAn = n1 +· · · + nr ; these i are algebraic integers (roots of a monic polynom on Z).
We say that a set B of algebraic numbers is saturated (for conjugation) if i ∈ B implies that all his conjugates
belong to B, counted with the same multiplicity; for instance
({√2,√2,√3,−√2,−√2,−√3} is a saturated set but {√2,√2,−√2} is not).
We can add and multiply two saturated sets ∧ = {1, . . . , r} and  = {1, . . . , s}:
∧ + = ∧ ∪ ,
∧  = {ij ; i = 1, . . . , r; j = 1, . . . , s}.
If  contains only algebraic numbers with norm 1 we can deﬁne −1 as {−11 , . . . , −1s }.
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To each saturated set ∧ we can associate a p-adic number
g(∧) =
⎛
⎝∑
∈∧
p
k
⎞
⎠
k0
= (TrApk )k0,
where A is a square matrix on Z with spectrum ∧ (then TrAn =∑∈∧ n).
It is easy to see that g(∧ + ) = g(∧) + g() and g(∧) = g(∧) · g().
If  is an algebraic integer and  the set of this conjugates (itself included) there is a matrix A on Z whose
eigenvalues are exactly the elements = 1, 2, . . . , t of  and 1 + · · · + t = TrA is called “Trace of ”; for every
n,TrAn = n1 + · · · + nk .
TrAn = Tr n only if  and n are of the same degree.
So if h() is the p-adic number (p
k
1 +· · ·+ p
k
t )k0, h deﬁnes a mapping from the set of algebraic integers into the
set of p-adic numbers; if  and  are algebraically independent, then h() = h().h() and h(+ ) = h() + h().
Moreover, if  and p are of the same degree, then h(p) = (Tr(p)pk )k0 = (Tr pk+1)k0.
If we consider the set of p-adic numbers as a dynamical system w = {(an)n0; an ∈ {0, . . . , p − 1}} with the shift
T : (an)n0 → (an+1)n0, for every square matrix A,
g(Ap) = T g(A) and with our hypothesis on ,
h(p) = T (h()).
Question. We do not know the image of h; it would be interesting to determine it and to examine the properties of the
associated dynamical system.
2. Proof of Theorem 1
We begin with matrices with all entries in N. But let us remark that ifA=[a], and n=∏hi=1 pii then api ≡ a modpi
easily implies ap
i
i ≡ api−1i modpii (if ap
r = apr−1 + bpr , then apr+1 = (apr−1 + bpr)p = apr + pbpr apr−1 +∑p
k=2 (ap
r−1
)p−kprk = qpr + cpr+1) and multiplying these congruences we get immediately
n
∣∣∣∣∣∣
h∏
i=1
(api
i − apii−1) =
∑
d|n
(d)an/d . 
2.1. Dynamical systems
Given a set E, called alphabet, consider the set EZ of all bilateral sequences (an)n∈Z, an ∈ E. The transformation
T : EZ → EZ deﬁned by T ((an)n∈Z)= (an+1)n∈Z is called the shift on EZ. EZ is equipped with the product topology
of the discrete topology on E.
A symbolic dynamical system is a subset X of EZ, invariant by T , and closed.
Example. Take E = {0, 1} and X = {(cn)n∈Zcn = 0 or 1, cn = 1 ⇒ cn+1 = 0}. You get the well-known golden-mean
shift.
Taking unilateral sequences (an)n0 you get unilateral dynamical systems; you can get one with p-adic numbers:
consider a p-adic number a0 + a1p + a2p2 + · · · + akpk + · · ·; then (an)n0 is a sequence on {0, 1, . . . , p − 1};
T (a0a1a2 . . .) = (a1a2a3 . . .) reﬂect the operation a0 + a1p + a2p2 + · · · → a1 + a2p + a3p3 + · · · .
Now we shall associate a dynamical system to a matrix A on N in a classical manner: let A be a square matrix on
N, of order m.
Construct a directed labelled graph with m vertices 1, . . . , m and if ai,j = h, h directed labelled arrows from the
vertex i to the vertex j ; all the labels are supposed different: for example if A=
(
2
1
1
0
)
you can take two vertices X
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andY, two arrows a and b from X onto X, an arrow c form X toY, an arrow d fromY to X, but you do not want that:
two arrows a and b from X toY, an arrow a from X toY and an arrow b fromY to X.
Let E be the set of the names of the arrows. Let X be the bilateral dynamical system X = {(cn)n∈Z; cn ∈ E; ∀h ∈
Z, ∀k ∈ N, ch . . . ch+k is a labelled path of the graph}.
The condition on ch . . . ch+k means that for each i = 1, . . . , k − 1 there is a state ji such that ch+i−1 is the name of
an arrow ending in ji and ch+i is the name of an arrow beginning at ji . With the previous example:
aaabacdbcdc satisﬁes the condition; ada does not, nor acca.
2.2. Periodic points
We say that a point x of X is periodic of period k if T kx = x, and is periodic of exact period k if k is the smallest
nonzero integer such that T kx = x. Note that for the systems obtained with our procedure the number pern of periodic
points of period n (exact or not) is: pern = TrAn; Boyle and Handelman observed that the number wn of points of X
with exact period n is
wn =
∑
d|n
(d)TrAn/d .
We give the proof for completeness: let n decompose into prime factors as n = p11 . . . pkk ; for r1, let Hr be the
set of points of period r (exact or not). If x ∈ Hn but has a smaller period than n, then x is contained in at least one of
the Hn/pi . If Tn is the set of points of exact period n,
Tn = Hn
∖⎛⎜⎜⎜⎝
⋃
Hn/p
p prime
p|n
⎞
⎟⎟⎟⎠ , (2)
Applying the inclusion–exclusion principle of Poincaré to card (∪Hn/p), given in Eq. (2) and use card Hm = TrAm,
one will obtain
wn =
∑
d/n
(d)TrAn/d .
Now, the relation xRy, if there is s with y = T sx, is an equivalence relation on the set of points of exact period n,
and each class of equivalence has cardinal n.
Then n divides wn and you get Theorem 1 for matrices with entries in N.
If A = (aij ) has entries in Z, ﬁx n and take B = (bij ) with entries in N and for every (i, j), ai,j = bi,j mod n.
Then TrAm ≡ TrBm for every m dividing n and Theorem 1 is true for B, and also for A.
3. Conjectures related to the Theorem 1
3.1. Does the property “
∑
d/n(d)un/d = 0modn” characterize the sequences un of the type un = TrAn?
Problem. Let (un)n1 be a linear recurrent sequence on Z verifying for every n:∑
d|n
(d)un/d ≡ 0mod n.
Is it true that there exists two matrices A and B on Z such that un = TrAn − TrBn?
A stronger version of this conjecture is: if for every primep and every integer k the linear recurrent sequence (un)n1
satisfy (2) upk − upk−1 ≡ 0modpk , then there are two matrices A and B on Z such that un = TrAn − TrBn.
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Maybe you can ask (2) only for certain primes, or for some inﬁnite set of primes.
Question. Let (Un)n1 be a linear recurrent positive sequence on N verifying for every n
∑
d|n(d)Un/d ≡ 0mod n
and
∑
d|n(d)Un/d0; does there exist a matrix A on N such that Un = TrAn?
Question. Given a linear recurrent sequence of order r , is the problem “is (Un)n1 the sequence of traces of powers
of a matrix” decidable?
3.2. Taking pth roots
Fix a prime number p; let A be a square matrix on Z and suppose that there is a matrix B on Z such that Bp = A.
Since TrApk = TrBpk+1 , for every k1TrApk ≡ TrApk−1 modpk+1, not only modpk .
Question. Let p be a prime number and A a square matrix on Z such that
∀k1, TrApk − TrApk−1 ≡ 0modpk+1.
Does there exist a matrix B on Z with
Bp = A?
We have to add some hypothesis, like “ TrA /≡ 0modp” or “p does not divide all entries of A”, or maybe “A has
entries in N and is aperiodic (for some h all entries in Ah are > 0)”. Another point of view is the following:
Question. Let p be a prime number and  an algebraic integer such that p does not divide Tr .
If for every k1, Tr pk ≡ Tr pk−1 modpk+1 and not only modpk , does there exist an algebraic integer  with
the same algebraic degree as , such that p = ?
Instead of “p does not divide Tr ” you can use another condition saying that p and  have no arithmetic link.
Example. Take  = ((1 + √5)/2)2; the sequence (Tr n)n1 begins with 3, 7, 18, 47, 123 and for k = 1 and p = 3,
Tr 3 − Tr 1 = 18 − 3 = 3.5 :  cannot have a cubic root of degree 2 : 3√((1 + √5)/2)2 has degree six, for k = 1 and
2, and p = 2,
Tr 2 − Tr 1 = 4,
Tr 4 − Tr 2 = 8.5.
Question. Let (Un)n1 = (TrAn)n1 be the sequence of the traces of a square matrix A with entries in Z, and p a
prime.
Is the problem “does there exist a matrix B on Z with Bp = A” decidable?
Same question is raised used for an algebraic integer.
4. Boyle’s and Handelman’s conjecture
4.1. The “nth-trace of an algebraic integer” and the conjecture
Deﬁnition (Boyle and Handelman): the “nth trace” of an algebraic integer  is
Trn  =
∑
d|n
(d)Tr n/d .
Boyle and Handelman asked the following question: Given an algebraic integer , does there exist a matrix A with
entries in N whose eigenvalues are exactly , its conjugates and perhaps some zeroes? When it is true, you can ﬁnd a
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dynamical system as in Section 2 such that
TrAn = Tr n.
The zeroes disappear in the trace of An.
They remarked that if A exists, Trn  is the number of periodic points of exact period n of a dynamical system—we
use that remark in Section 2—so Trn  has to be 0.
Conjecture (Boyle and Handelman [6]). Let  be an algebraic integer such that
∀n1, Trn () =
∑
d|n
(d)Tr n/d0.
Then there is a matrix A with entries in N whose spectrum is , its conjugates (with multiplicity 1) and perhaps some
zeroes.
Example. if  = (1 + √5)/2 A =
(
0
1
1
1
)
has  and his conjugate −1/ as eigenvalues.
If  = ((1 + √5)/2)2 the companion matrix is
(
0
1
−1
3
)
who is not on N but all Trn  are 0 and
⎛
⎜⎜⎝
1 1 1
1 1 1
1 0 1
⎞
⎟⎟⎠
has eigenvalues ((1 + √5)/2)2, (2/(1 + √5))2 and 0 (note that
(
2
1
1
1
)
has two eigenvalues ((1 + √5)/2)2 and ((1 −√
5)/2)2).
Boyle and Handelman obtained some interesting results [5,6] and then the following theorem is true (Boyle, private
communication):
Theorem 2. Let  be an algebraic integer and suppose that for every conjugate  of  distinct of ,
||< 
( is what we call a Perron number).
Then there is an integer n0 such that, for every nn0, there is a matrix A on N whose spectrum is n and its
conjugates (with multiplicity 1) and perhaps some zeroes.
One can even ﬁnd A with entries 0 or 1.
Note that n is also a Perron number.
I want to give another proof of the Theorem 2, using the theory of coded systems [4]; a similar method furnished a
proof [2] of a result of Lind [7] saying that:
Theorem (Lind [7]). Let  be a Perron number (i.e. if  is conjugate of , ||< ); then we can ﬁnd a matrix B with
entries in N such that:
•  is an eigenvalue of B, with multiplicity 1,
• if  is another eigenvalue of B, then ||< .
In this theorem B can have plenty of other eigenvalues than the conjugates of , so TrBn and Tr n are not equal.
Note that B can be chosen with entries 0 or 1.
Before proving Theorem 2, we have to deﬁne coded systems and to prove Lemmas 3 and 4.
2182 A. Bertrand-Mathis / Discrete Mathematics 307 (2007) 2176–2186
4.2. The Zeta function of dynamical systems
Let (X, T ) be a dynamical system and pern be the number of points of period n of (X, T ) (exact period or not). We
suppose pern ﬁnite for each n and deﬁne the Zeta function of (X, T ):
(x) = e
∑
n 1(pern/n)xn
.
One can easily see that
(x) =
∏
P
1
1 − x|P | ,
where the product is taken over all periodic orbits P and |P | is the period of the orbit. (See in [8] an introduction to
Zeta functions).
4.3. Coded systems
Let E an alphabet, E∗ the set of words on E.
A preﬁx code on an alphabet E is a set X of words on E such that if u ∈ X, v ∈ X∃w ∈ E∗ and u = vw then u = v
and w is the empty word. (Saying that u= vw, if u= u1 . . . uk, v = v1 . . . vh and w =w1 . . . wR means that k = h+ l,
u1 = v1, . . . , uh = vh, uh+1 = w1, . . . , uk = we; we say that u is the concatened of v and w.)
Examples of codes: X1 = {0, 10} or X2 = {ab , ba};
X3 = {0, 1, 20, 210, 2110, . . . , 21 . . . 10, . . .} is also a code; {a, b, ab} is not a code.
The coded system ZX associated to a preﬁx code X is ZX = Y closure (for the topological product of the discrete
topology on the alphabet E) where
Y = {(an)n∈Z; ∃(ni, xi)i∈Z, ni ∈ Z and x ∈ X such that ∀i ∈ Z ani . . . ani+1−1 = xi}.
Example. The golden mean shift Y1={(an)n∈Zi; an=0 or 1 and an=1 ⇒ an+1=0} is associated to the code {0, 10}.
Sequences of Y are concatenation of an inﬁnite number of words (xi)i∈Z of X. Here all inﬁnite words decompose in
a product of code words, and the decomposition is unique. This is not always true: in the system coded by the code
(ab, ba) the word . . . ab ab ab . . . decompose in . . . (ab)(ab)(ab) in and in (. . . a)(ba)(ba)(b . . .).
In Y , it may happen that words do not have a decomposition, because of the closure.
We say that a periodic word p of ZX has a decomposition in a product of words of the code if there exist words
x1, . . . , xr of the code such that p = bx2 . . . xka and x1 = ab; if p has such a decomposition and only one, we say that
p is uniquely decomposable.
We say that a code X is exhaustive if all periodic words of ZX decompose in a product of code words, but in only
one way; the code {0, 10} is exhaustive but {ab, ba} is not because . . . ababab . . . has two decompositions. The code
{0, 1, 20, 210, 2110, . . . , 21 . . . 10, . . .} is exhaustive but the code X = {0, 20, 210, . . . , 21 . . . 10, 1x} is not because
. . . 111 . . . is in ZX but has no decomposition in code words.
Hansel [2,3] has determined the Zeta function of systems coded with an exhaustive code; if an denotes the number
of words of length n of the code then
(x) = 1
1 − (a1x + a2x2 + · · · + anxn + · · ·)
(the length of a word is the number of letters it contains).
For the code (0, 10) the Zeta function is 1/(1 − x − x2) and 1/(1 − (2x + x2 + x3 + · · ·)) for the code (0, 1, 20,
210, 2110, . . .).
For completeness we shall prove this result; more precisely we shall prove the following lemma (the proof is the
same):
Lemma 3. Let X be a preﬁx code, ah the number of words of length h in X.
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Suppose that all periodic words of ZX which have a decomposition in product of words of the code X has only one;
if qn design the number of decomposable periodic words of length n, then
e
∑
n 1 (1/n)qnxn = 1
1 − (a1x + a2x2 + · · ·) .
Remark. With the same hypothesis, if tn is the number of nondecomposable periodic points of length n, we have
(x) = 1/(1 − (a1x + a2x2 + · · ·)) · e
∑
n 1(1/n)tnxn so  is the product of the “decomposable Zeta function” by the
“nondecomposable Zeta function”.
Proof of Lemma 3. Suppose that, in the dynamical system ZX, every periodic point which has a decomposition in
product of words of the code has only one decomposition; call qn the number of decomposable periodic points of period
n (exact or not); we want to prove that the following formal series are the same:
e
∑
n 1(1/n)qnxn = 1
1 − (a1x + a2x + · · · + ahxh + · · ·) .
Taking logarithms we have to prove that∑
n1
1
n
qnx
n =
∑
r1
1
r
(a1x + a2x2 + · · · + ahxh + · · · )r .
Suppose that
∑
n1
1
r
(a1x + a2x2 + · · · + ahxh + · · · )r =∑n1 tnxn and show that (1/n)qn = tn.
Consider a decomposable wordwith period n (exact or not) with periodic pattern u1 . . . un; we can ﬁnd i ∈ {1, . . . , n}
and c1 . . . cr in the code such that ui . . . unu1 . . . ui−1 = c1 . . . cr and if the period of u1 . . . un is exactly n/k and only
in this case c1 . . . c2 = c1 . . . cs . . . c1 . . . cs : c1 . . . cr deﬁnes a periodic sequence on the code X with exact period r/k.
The n/k distinct words uj . . . unu1 . . . uj−1 are globally counted n/k times in qnxn and 1/k times in (qn/n)xn.
The products c1 . . . cs, c2 . . . csc1, . . . , csc1 . . . cs−1 are globally counted r/k times in the term of degree n in the
factor (a1x + · · · + ahxh + · · ·), hence tn = qn/n. 
Remark. If X is a code such that the periodic words of the associated system have at most one decomposition in words
of the code, and q˙n deﬁnes the number of periodic points of period n who have a decomposition, then the so-called
“decomposable Zeta function” 1(x) = e
∑
(1/n)q˙nxn is equal to 1/(1 − (a1x + a2x2 + · · ·)) (an is again the number of
words of length n in the code).
Lemma 4. Let  be a Perron number; there is an integer p0 such that:
∀pp0 there is a recurrent sequence (dn)n1 on N such that p = d1 + d2/p + d3/2p + · · · .
More precisely there is an integer P0 such that for P P0, if 	=p, if the minimal polynomial of 	 is Xk −a1Xk−1 −
· · · − ak , we can ﬁnd b ∈ N such that
	 =
[
(a1 − b) + a2
	
+ · · · + ak
	k−1
] [
1 + b
	
+ b
2
	2
+ · · ·
]
= d1 + d2
	
+ d3
	2
+ · · ·
and for n>k, dn+1 = bdn.
Example. Take 	2 = 4	 − 1; then we can write with b = 1:
	 =
[
(4 − 1) − 1
	
] [
1 + 1
	
+ 1
	2
+ · · ·
]
= 3 + 2
	
+ 2
	2
+ 2
	3
+ · · · .
Proof of Lemma 4 (Inspired by a result of Soittola [1, p. 99]). Let  be a Perron number, andR(p)=Xkp −p1Xkp−1−· · · − pkp = 0. As kp is stationary, we write k instead of kp.
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Let c be a real positive number such that /c > 1 and for every conjugatei of  distinct of (/c)< 1 and (/c2)< 1.
Then we can ﬁnd p0 such that if pp0
p1
cp
> 1,
p1
cp
+ 
p
2
c2p
> 1, . . . ,
p1
cp
+ 
p
2
c2p
+ · · · + 
p
k
bkp
> 1. (3)
This is true because if pi is the ith symmetric function of roots of R
(p) distinct of p,
lim
P→∞
pi
cip
= 0, i1,
lim
P→∞
ppi−1
cip
= 0, i2,
since ppi−1 is a sum of terms of the type 
pp1 . . . 
p
i−1 where the 
p
j are the roots of R
(p) distinct of p.
But ±pi = ppi−1 + p1 in particular
p1 = p + p1 ,
lim
P→∞
p1
cp
= ∞,
lim
P→∞
p1
cip
= 0 if i2. (4)
This proves (2).
If p is great enough, the inequalities (2) are true if we replace cp, . . . , ck˙p by [cp] + 1, . . . , [ckp] + 1, and so the
inequalities (2) are also true.
Take b = [cp] + 1. Fix p0 such that (2) is true for pp0 and ﬁx p; write a1, . . . , ak instead of p1 , . . . , pk .
Take
d1 = a1 − b,
Proof.
d2 = a2 + ba1 − b2,
...
dk = ak + bak−1 + · · · + bk−1a1 − bk
and for h = k + r ,
dh = akbr + · · · + bk+r−1a1 − bk+r
= brdk = bdh−1.
Because of (1) all di are 0. So 	 = p verify
	 = d1 + d2
	
+ d3
	2
+ · · ·
=
[
(a1 − b) + a2
	
+ · · · + ak
	k−1
] [
1 + b
	
+ b
2
	2
+ · · ·
]
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and
1 − (d1x + · · · + dnxn + · · ·) = 1 − ((a1 − b)x + a2x2 + · · · + akxk)
(
1
1 − bx
)
,
1 − (d1x + d2x2 + · · ·) = 1 − (a1x + · · · + akx
k)
1 − bx .  (5)
4.4. A dynamical system with decomposable Zeta function 1/(1 −∑n1dnxn)
Consider a Perron number , and p and (dn)n1 as in the lemma: so we have for 	 = p
1 = d1
	
+ d2
	2
+ d3
	3
+ · · · + dk
	k
+ bdk
	k+j
+ b
2dk
	k+2
+ · · · .
Take an alphabet with enough letters and choose d1 words of length 1, d2 words of length 2, . . . , dk words of length
k; we suppose that the d1 + 2d2 + · · · + kdk letters are distinct. These words form a code X. We choose also dk other
words of length k; we suppose that the kdk letters in these words are distinct, and do not appear in words of X. We call
Y the code formed by these words.
We choose also b distinct letters, distinct from the letters in X and Y . They form a set B.
Now, we consider a preﬁx code Z, taking
• all words of X,
• all words of the form uv with v ∈ Y and u ∈ BN∗ ; u is of length at least 1.
With the example 	2 = 4	− 1, who is such that 	= 3 + 2/	+ 2/	2 + · · · and (dn)n1 = (3, 2, 2, 2, . . .), we have
b = 1. So we can take
X = {r1, r2, r3; s1s2; s3s4},
Y = {t1t2, t3t4},
B = {b1}
and
Z = {r1, r2, r3, s1s2, s3s4, b1t1t2, b1t3t4, b1b1t1t2, b1b1t3t4, b1b1b1t1t2 . . .}.
The code Z is a preﬁx, has dn words of length n (see the construction of dn) and then the dynamical system related
to Z has 1/(1 −∑ dnxn) as “decomposable Zeta function”.
But the “nondecomposable” periodic points of length n are the words s1 . . . sn with si ∈ B for all i. The “nonde-
composable Zeta function” is e
∑
(bn/n)xn = eln 1/(1−bx) = 1/(1 − bx).
Now the total Zeta function of the system is (x) = 1/(1 − (d1x + d2x2 + · · ·)) • 1/(1 − bx).
But with (3) we obtain
(x) = 1 − bx
1 − (a1x + a2x2 + · · · + akxk)
1
1 − bx
= 1
1 − (a1x + · · · + akxk) = 1 +
∑
n1
Tr 	n.
Now we have just to ﬁnd a matrix A associated to the system, as we already explained; the Zeta function of the system
will be 1+∑n1 TrAnxn =1+∑n1 Tr 	n so the spectrum of An is 	=p, its conjugates and perhaps some zeroes.
Take a matrix of order d1 + 2d2 + · · · + kdk + kdk + b with entries indexed by couples of letters.
Starting from a letter in a word of X who is not the last letter of the word, we have only one arrow, going to the
following letter in the same word; from a letter in a word of X which is the last letter of this word we have arrows to
each of the ﬁrst letters of words in X and to each letter in b.
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From a letter in B we have arrows to all letters in B and to each ﬁrst letter of each word in Y .
From a letter in a word in Y which is not the last letter of this word, we have only an arrow to the following letter
of the word; if it is the last letter, it has an arrow to each ﬁrst letter of a word in X and to each letter of B. With our
example: r1, r2, r3, s2, s4, r2 and t4 has arrows to r1, r2, r3 and b1; s1 has an arrow to s2 and s3 to s4; t1 has an arrow to
t2 and t3 to t4; b1 has arrows to b1, t1, t3.
If (dn)n1 = 2, 1, 2, 4, 8, . . . with k = 2, take
X = {s, t, uv},
Y = {xy},
B = {a, b}
and Z = {s, t, uv, axy, bxy, aaxy, abxy, baxy, bbxy} and the matrix is
s t u v x y a b
s
t
u
v
x
y
a
b
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 1 0 1 0 1 0 0
1 1 0 1 0 1 0 0
1 1 0 1 0 1 0 0
0 0 1 0 0 0 0 0
0 0 0 0 0 0 1 1
0 0 0 0 1 0 0 0
1 1 0 1 0 1 1 1
1 1 0 1 0 1 1 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
We can calculate the order of  in function of b, k and a1 . . . ak .
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