On polyhedra of Perron-Frobenius eigenvectors  by Courtois, P.-J. & Semal, P.
On Polyhedra of Perron-Frobenius Eigenvectors 
P.-J. Courtois and P. Semal 
Philips Research Laboratory 
Au. Van Beceluere 2, Box 8 
B-l 170 Brussels, Belgium 
Submitted by G. W. Stewart 
ABSTRACT 
This paper deals with the positive eigenvectors of nonnegative irreducible matrices 
which are merely characterized by a given upper bound u on their spectra! radius and 
by a given matrix L of lower bounds for their elements. For any such matrix, the 
normalized positive left [right] eigenvector .is shown to belong to the polyhedron the 
vertices of which are given by the normalized rows [columns] of the matrix ( UI - L))‘. 
This polyhedron is proven to be also the smallest closed set which is guaranteed to 
contain the positive left [right] normalized eigenvector; its vertices are therefore the 
best componentwise bounds one can obtain on the positive eigenvectors of these 
matrices. A less general result has also been obtained for the symmetrical case, when 
the matrices are only characterized by a given lower bound 1 on their spectral radius 
and by a given matrix U of upper bounds for their elements. 
1. INTRODUCTION 
The problem we are dealing with consists in determining the domain of 
variation of the left and of the right Perron-Frobenius eigenvector of a 
nonnegative irreducible matrix B which is known only by a matrix L of lower 
bounds for its elements and by an upper bound u on its spectral radius p(B). 
More precisely, the only information available on the matrix is that it 
belongs to the set B(L, u) defined as 
B(L, u) & {B E IW l,,: 0 < L G B; 0 6 p(B) 6 u; B is irreducible}. 
(1.1) 
This problem arises when an approximation to the Perron-Frobenius 
eigenvectors of a large nonnegative matrix is calculated by a blockdecomposi- 
tion and aggregation technique [2, 3, 61. The approximation is obtained as a 
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weighted combination of the Perron-Frobenius eigenvectors of smaller matrices 
constructed from square diagonal blocks of the large matrix. In principle, it 
would be possible to construct exact smaller matrices, the positive eigenvec- 
tors of which would yield the exact eigenvector of the large matrix. In 
practice, however, the calculation of these exact matrices is prohibitive, as it 
involves inverses of matrices of almost the same size as the original one. But 
lower-bound matrices (L) can be determined for these exact blocks, as well as 
upper bounds (u) on their spectral radii. 
This approximation technique, which has the obvious computational 
advantage of reducing a large eigenvalue problem to a set of smaller ones, is 
especially accurate when the elements of the diagonal blocks of the original 
matrix are large compared to the elements outside the blocks. These matrices, 
called nearly decomposable, occur naturally as models of weakly coupled 
subsystems and are frequently met in the analysis of econometric input-output 
models [6], of stochastic queueing networks [2], of performance and reliability 
Markovian models of computer systems [8], and in many other fields of 
application. 
The results presented in this paper have been useful for deriving sharp 
componentwise error bounds for the eigenvectors approximated by this 
technique [4, 51. 
When the set B(L, U) is empty or reduces to the singleton {L}, the 
problem becomes trivial, since in this case, the set of positive eigenvectors of 
matrices in B(L, u) either is empty or reduces to the left and right Perron- 
Frobenius eigenvectors of the matrix L. A necessary and sufficient condition 
for the problem to be nontrivial is given by the strict inequality of the 
following lemma, the proof of which is given in the appendix: 
LEMMA I. 
NL, 4 c {L} 0.2) 
if and only if 
P(L) < 2.l. (1.3) 
Since the remainder of this paper deals with the nontrivial case, we shall 
assume that the condition (1.3) is always satisfied. 
In this nontrivial case we are interested in the determination of the 
following two sets of eigenvectors: 
V(L,U)b {UEIR;, ~71 = 1; 3B E B(L, u) such that vrB = p(B)vr}, 
(1.4) 
U(L,U)A (UEW;, d-1 = 1; 3B E B(L, u) such that Bu = p(B)u}. 
0.5) 
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Since the Perron-Frobenius eigenvectors of nonnegative irreducible 
matrices are positive, we can choose and we have chosen to normalize them 
so that their components sum to one. 
Note also that the sets V(L, u) and U(L, u) can be open sets. Indeed, if 
the lower-bound matrix L is reducible, B(L, U) can contain irreducible 
matrices B arbitrary close to a reducible one. Thus, some components of their 
Perron-Frobenius eigenvectors can be arbitrarily close to zero without being 
equal to zero, so that V(L, u) and UJ(L, u) are open sets in this case. 
We show in the following section that the closures (denoted cl hereafter) 
of the sets V(L, u) and UJ(L, u) are polyhedra, the extreme points of which 
can be easily computed. 
2. THE POLYHEDRA P,(L, u) AND P,.(L, u) 
Before we introduce these polyhedra, let us recall some useful conse- 
quences of the property (1.3) (see e.g. [l]): 
LEMMA II. 
u1 - L is a rumsingular M-matrix, (2.1) 
(UI-L)_‘>,O, (2.2) 
&(uI-L)-‘l>O, 
wTqUI-L)~l>O. 
1 
(2.3) 
Let us now define the polyhedra P,(L, u) and ln’JL, u), the extreme points 
of which are given by the normalized rows and columns of the matrix 
(~1 - L) ‘, respectively. 
Let Z, and Z, be the normalized inverses 
z,%p’(uI-L)_‘, 
z,qu1-L)-‘w’, 
(2.4) 
where the normalization diagonal matrices Z ~ r and Q ’ are given by 
(2.5) 
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With these definitions, the two closed convex polyhedra P,(L, u) and P,(L, u), 
constructed on the rows of Z, and on the columns of Z, respectively, are 
P,(L,U)A {p’z,,f3EIW;,p~l=l}, 
(2.6) 
PJL,U)P {Z,y,yER;,yrl=l}. 
The central theorem can now be stated as: 
THEOREM III. 
clW(L,u)=P,(L,u), 
cluJ(L, U) = P,(L, U). 
Proof 
(a) Let us first 
which is equivalent 
prove that cl V(L, u) c P,(L, u) and clUJ(L, u) c PJL, u), 
:to proving that V(L, u) c P,(L, U) and U(L, U) c PJL, u), 
since P,(L, u) and PJL, u) are closed sets. 
Let v and u be elements of V(L, u) and U(L, U) respectively, correspond- 
ing to a matrix B of lB(L, u). Since the existence of the matrices F’, IX’, 
and (~1 - L))’ is ensured by Lemma II, the matrices Z, and Z, have full 
rank and there always exist vectors B and y which satisfy 
VT = PTZr, 
(2.7) 
v = z,y. 
Equations (2.4) and (2.5) guarantee that 
Z,l= 1, 
l?‘Z, = IT, 
so that (2.7) can be rewritten as 
1= vrl = fFZ,l= p’1, 
1 = 1ru = 1rz,y = 1ry. 
(2.8) 
(2.9) 
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Finally the nonnegativity of B and y can be derived from (2.7) in the 
following way: 
+yrZ;l 
= u’( UI - L)Z 
= v’( u1 - L)Z - v’( p(B)1 - B)Z 
= uT(B - L)Z + v’( u - p( B))Z 
20 (2.10) 
and 
y = z,‘v 
= Q( UI - L)v 
= Q( u1 - L)v - a( p(B)1 - B)v 
= G(B - L)v + G(u - p(B))v 
>, 0. (2.11) 
Equations (2.7) and (2.9) to (2.11) complete the first part of the proof. 
(b) Let us now prove that Pr(L, U) c cl V(L, u) and P’JL, u) c cl U(L, u), 
which will be always satisfied if int Pr(L, u) C V(L, u) and int P’JL, u) c 
UJ(L, u), where int P,(L, U) [int P,(L, u)] denotes the interior of P,(L, u) 
PAL, u >I* 
Let pTZ, and Z,y be arbitrary elements of int P,(L, u) and int IFp,.(L, U) 
respectively. By definition of the interior, we have 
$>O, 
Y ’ 0, 
(2.12) 
which ensures, by Lemma II, that 
(2.13) 
z,y > 0. 
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The definitions (2.6) and Equations (2.4) and (2.5) also guarantee that 
bTZ,l = p-l= 1, 
(2.14) 
1rz,y = F-y = 1, 
so that the first two constraints on the elements of W(L, u) and of U(L, U) 
respectively are satisfied. 
Let us now prove that the matrix L + S, where S is defined as 
fj $ +lyfjTz-l (2.15) 
with 
c 4 p?-'(UI -L) -lwy, (2.16) 
admits pTZ, and Z,y as left and right eigenvectors, corresponding to u. By 
definition of S we have 
= $Tz-1 
and, similarly, 
= WY, 
so that we have for the left eigenvector 
fi’Z,(ffI - (L-t S)) = BTZ,(UI - L) - BTZ,S 
= BTX-’ - $TZ,S 
= 6, 
(2.17) 
(2.18) 
(2.19) 
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and for the right eigenvector 
(UI - (L + s))z,y = (UI - L)Z,y - sz,y 
=Q-'y-sz,y 
= 0. (2.20) 
Because of (2.12) and Lemma II, we have S > 0 and thus L + S is an 
irreducible matrix. Furthermore, since B’Z, and Z,y are the positive eigen- 
vectors of the positive matrix L+ S, they correspond to its spectral radius 
p&t-S); thus, because of (2.19) and (2.20), 
21 =p(L+s). (2.21) 
This last equality and the irreducibility of L+ S ensure that this matrix 
belongs to B(L, u), Consequently we have 
which completes the proof. n 
It is interesting to note that the matrices Z, and Z, present also the 
following property: 
m4Z,>jj=(zr)jjT j=l ,...,n, 
i 
mJ~(zc)ij=(zc)ii~ 
(2.22) 
i=l ,a**, n. 
A proof of these equalities which is due to G. W. Stewart and which is more 
elegant than the one we had originally found is given in the appendix. 
In practice, Theorem III has the following important interest. Suppose we 
have to bound the components of the positive eigenvectors of a matrix B of 
B(L, u) about which nothing else than L and u is known. Then, by this 
theorem, the best bounds one can obtain are given by the vertices of the 
polyhedra tlDr(L, u) and PJL, u). 
The following two corollaries are easily derived from Equations (2.10) and 
(2.11). They give some intuitive significance to the vertices of the polyhedra 
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and show under which conditions some of them can be discarded when they 
are used to bound eigenvectors of matrices of B(L, u). 
COROLLARY IV. The ith vertex of P,(L, u) [P,(L, u)], i = l,... , n, is the 
nonnegative left [right] eigenvector of a matrix B of B(L, u) which is 
identical to L except for its i th column [row], which has been increased in 
order to allow u to be its spectral radius. 
COROLLARY V. Let B be an element of B(L, u), with Perron-Frobenius 
eigenvectors pTZ, and ZJ. Zf the spectral radius of B is equal to u, and: 
(i) if the j th columns of L and B are equal [(B - L)i j = 0, i = 1,. . . , n], 
then 
pi=o; 
(ii) if the i th rows of L and B are equal [(B - L)ij = 0, j = 1,. . . , n], 
then 
y, =o. 
3. LIMITING BEHAVIOR 
Since the polyhedron vertices are reachable bounds for the eigenvectors of 
the matrices of IEB(L, u), one can expect that the polyhedra will shrink when 
the number of distinct matrices contained in the set B(L, u) decreases. This 
cardinality of B(L, u) is a measure of the indeterminacy with which a 
particular matrix of B(L, u) is known. In the limit, if B(L, u) contains one 
matrix B only, we have 
L=B, L irreducible, 
u = p(B), 
(3.1) 
and B is uniquely determined. In this case the polyhedron P,(L, u) [iF’JL, u)] 
should reduce to a single point which corresponds to the left [right] Perron- 
Frobenius vector of L = B. This property is proven here below. 
The degree of determinacy attached to any matrix of B(L, u) can be 
measured by 
tu-P(L))-‘> (3.2) 
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which is always positive and which is equal to + 00 if the limit conditions 
(3.1) hold. Since we are interested in the behavior of the polyhedra under 
these conditions, we can assume that L is irreducible. 
If we let xT and y be the left and the right Perron-Frobenius eigenvector 
of L, one can show by Stewart’s theory of invariant subspaces [7] that there 
exist an (n, n - 1) matrix X and an (n, n - 1) matrix Y with bounded norms 
which are such that: 
(x x>-‘=(y Y)’ (3.3) 
and 
L=(x x) 
i 
P(L) 
0 
yTom)(Y y)’ (3.4) 
In this decomposition, the matrix YrLX contains all the eigenvalues of L 
except p(L). Equations (3.3) and (3.4) yield the following decomposition for 
(UI - L)-1: 
(uI-L)-‘=(x x) yL))-l l 0 (uI-Y%X_’ I (Y y)’ 
= (24 - p(L)) - lxyT+ x( UI - YTLX) - ‘YT. (3.5) 
This last equation shows that the vertices of pr(L, u) [P&L, u)] are de- 
termined by two terms (which have to be normalized). The first one is 
identical for all the vertices and is given by the vector y [x] weighted by 
(u - p(L)) - ‘; the second one is bounded, since the matrix zt1 - YTLX always 
remains nonsingular. This shows that the normalized rows [columns] of 
(~1 - L)- ’ will be preponderantly determined by the vector y [x] as the 
degree of determinacy of B increases. 
4. THE POLYHEDRA P,(Z,U) AND P,( Z,U) 
Equation (3.5) suggests the existence of a second set of polyhedra of 
Perron-Frobenius eigenvectors. Suppose that our matrix B is known only by 
an upper-bound matrix U on its elements and by a lower bound 1 on its 
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spectral radius. We have then 
BE B(Z,U), 
where, again, the set B( 1, U) is guaranteed to be nontrivial if and only 
irreducible and 
Z < P(U). 
If the inverse matrix (11 - U) ’ exists, a decomposition 
obtained: 
(4-I) 
if U is 
(4.2) 
such as (3.5) can be 
(zI-U)-‘=(z-p(U))-lxyr+X(zI-YWX)-lYr. (4.3) 
However, two major differences between the decompositions (3.5) and (4.3) 
must be pointed out. First, the matrix 
21 - YWX, (4.4) 
which has all the eigenvalues of U except p(U), can be singular [see Equation 
(4.2)]. Secondly, the measure of the degree of determinacy 
0 - P(U)) -l 
is negative and reaches - cc when B is exactly known. 
Therefore, the normalized rows [columns] of the matrix (II - U)-’ will 
again be mainly determined by the first term of (4.3) if the spectral radius 
p(U) is sufficiently larger than the other eigenvalues of U so that 1 can be 
simultaneously sufficiently close to this spectral radius p(U) and sufficiently 
far from the other smaller eigenvalues of U. 
The following theorem gives sufficient conditions under which a result 
similar to Theorem III exists for this symmetrical case: 
THEOREM VI. If the inverse matrix 
(II-u)-’ (4.5) 
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(li-u)y’l<o, 
(4.6) 
F( II - u) - l < OT, 
then 
clV(uJ) = y&u>, 
clU(2,I.J) c [FD,.(Z,U), 
(4.7) 
where the sets V(r,U), U(Z,U), P,(I,U), and P’J Z,U) are mutatis mutandis 
defined in the same way as V(L, u), U(L, u), P,(L, u), and P,(L, u). 
The proof of this result is omitted because of its similarity with part (a) of 
the proof of Theorem III. It must be remarked, however, that since there is no 
equivalent to Lemma II, the existence of the inverse (4.5) and the negativity 
of the sums (4.6) must be verified a priori. 
APPENDIX 
Proof of Lemma I: B(L, u) C {L} iff p(L) < u. 
(a) If lEb(L, u) CZ {L}, then 3B E B(L, u) such that 
L<B, B # L, 
p(B) d u. 
(4 
64 
Equation (al) and the irreducibility of B give 
and, with Equation (a2), 
P(L) -=z u, (4 
which completes the “only if” part of the proof. 
(b) If p(L) < U, then the conditions of Lemma II are satisfied. Therefore, 
for any pair of positive vectors ( B, y ), we can define a matrix L + S where (see 
168 
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and which is guaranteed to belong to IEB(L, u) (see the proof of Theorem III). 
The existence of such a matrix ends the “if” part of the proof. W 
Proof of the property (2.22): 
m~(zr>ij=(zr)jj, 
i 
j=l,...,n, (bI) 
mJ~(zc)ij=(zc)ii, i=l ,.‘., ft. (W 
The proof will be given for Equation (bl) with j = 1 only, the generaliza- 
tion being straightforward. 
Let us partition the matrices L and (~1 - L) ~ ’ as 
LA [ 1 11 1 21 L1: lT 1 ’ 
JjA(uI-L)-l& hh” 
hT 
[ 1 21 H: ’ 
where 1 11 and h,, are scalars. Since 
H( u1 - L) = I, 
(b3) 
(b4) 
we have 
l:, = h,‘h;,( u1 - L,), 
- h2,1T2 + H,( u1 - L,,) = I, 
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and 
II,, - h,‘h,,h?;, = (~1 - L,,) ‘. (W 
Since (~1 - L&l > 0, Equation (b5) gives 
H,, > h,lh hT 21 12’ 
The first row of H,, thus satisfies 
hzi > h,‘h,,h,i 3 i=2 ,*a*> n, 
which with 
h21 = hi’h2lhll 
gives, by summing over i, 
i hzi > h,‘h,, t h,;. 
i=l i=l 
Using 
Hl=a>O, 
Equation (b8) becomes 
or, using the definition of Z,, 
02 2 [Gkhl -1[(Zr)2,a,l% 
This last inequality can be finally rewritten as 
(ZA, a G%>,,Y 
169 
(b6) 
(W 
(W 
which ends the proof. 
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