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In a 1955 paper on liquid helium Richard Feynman suggested [1] that a su-
perfluid flowing at sufficient speed through a channel into an infinite reservoir
would produce uniformly spaced vortex pairs from the corners of the channel
mouth. He argued that the critical velocity which separates the regime of vortex










where d is the width of the channel and a is on the order of the interparticle
spacing. We numerically investigate this conjecture by simulating the fluid
dynamics of a 87Rb BEC in a quasi-2D optical trap. We then explore the
applicability of this conjecture to a more experimentally realisable “dumbbell”
potential, with possible applications in the emerging field of atomtronics.

Acknowledgements
I would like to thank my supervisor, Prof. David Hutchinson, for his time,
encouragement and many thoughtful suggestions. I have learned a lot from
David over this past year, and it has been a pleasure to do so. I would also
like to thank Dr John Helm for his assistance and many whiteboards worth of
patient explanation of aspects of the computational side of my project. Finally,
thank you to my family, and to Catherine, for your love and support.

Contents
1 Historical perspectives and motivation 1
1.1 Superfluidity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Bose-Einstein Condensation . . . . . . . . . . . . . . . . . . . . 5
1.3 The excitation spectrum and Landau criterion for superfluidity . 8
1.3.1 The Landau criterion . . . . . . . . . . . . . . . . . . . . 8
1.3.2 The excitation spectrum for He II . . . . . . . . . . . . . 9
1.4 Quantum turbulence and vortices . . . . . . . . . . . . . . . . . . 11
1.4.1 Why study vortices in BECs? . . . . . . . . . . . . . . . . 12
1.5 Feynman conjecture . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.6 Subcritical flow . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2 Computational methods - Feynman-like simulations 16
2.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2 Reducing 3D Hamiltonian to 2D GPE . . . . . . . . . . . . . . . 19
2.2.1 Time-Independent GPE . . . . . . . . . . . . . . . . . . . 21
2.3 Dimensionless reduction . . . . . . . . . . . . . . . . . . . . . . . 22
2.3.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.3.2 Scaling . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.4 Approximating the healing length . . . . . . . . . . . . . . . . . 24
2.5 Numerical techniques . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.5.1 Determining ground state . . . . . . . . . . . . . . . . . . 25
2.5.2 Time evolution algorithm . . . . . . . . . . . . . . . . . . 28
2.6 Configuration of the numerical experiment . . . . . . . . . . . . . 31
2.6.1 Optical trap configuration . . . . . . . . . . . . . . . . . . 31
2.6.2 Balancing source and sink . . . . . . . . . . . . . . . . . 33
2.6.3 Vortex detection . . . . . . . . . . . . . . . . . . . . . . . 34
2.6.4 Critical velocity measurement . . . . . . . . . . . . . . . 36
2.6.5 Using a as a fitting parameter . . . . . . . . . . . . . . . . 39
3 Computational study of the Feynman conjecture 40
3.1 Robustness checks . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.1.1 Channel mouth shape . . . . . . . . . . . . . . . . . . . . 41
3.1.2 Border width . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.2.1 Trajectory of vortices after production . . . . . . . . . . . 51
4 Introduction to Atomtronics 56
4.1 Atomtronics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.2 SLMs and DMDs . . . . . . . . . . . . . . . . . . . . . . . . . . 58
5 Applying numerical experiment using dumbbell potential 60
5.1 Why apply Feynman conjecture to dumbbell traps? . . . . . . . . 60
5.2 Experimental motivation . . . . . . . . . . . . . . . . . . . . . . . 62
5.3 Dumbbell trap configuration . . . . . . . . . . . . . . . . . . . . 66
6 Computational study of vortex formation in compressed dumb-
bell trap 68
6.1 Robustness checks . . . . . . . . . . . . . . . . . . . . . . . . . . 68
6.1.1 Compression time . . . . . . . . . . . . . . . . . . . . . . 69
6.1.2 Channel length . . . . . . . . . . . . . . . . . . . . . . . . 70
6.1.3 Reservoir radius . . . . . . . . . . . . . . . . . . . . . . . 71
6.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72





At sufficiently low temperatures, some fluids have been found to flow without
dissipation. This phenomenon is known as superfluidity. The first superfluid,
liquid helium, was created in Leiden in 1908 by Dutch physicist Heike Kamer-
lingh Onnes. Though he did not investigate liquid helium’s superfluid prop-
erties, he did utilise liquid helium in his 1911 discovery of the closely related
phenomenon of superconductivity. Kamerlingh Onnes immersed a mercury wire
in liquid helium and observed that below 4.2 K its resistance vanished suddenly.
His notebooks reveal that he immediately realised the importance of this dis-
covery, which he termed “superconductivity”. This resistance-free flow of elec-
trons in a superconductor can be conceptualised as superfluidity in a electrically
charged system.
A breakthrough in understanding liquid helium’s properties came between
1927 and 1932, when a group of physicists who were also at Leiden discovered
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that liquid helium has two very different phases, which were named He I and He
II (see figure 1.1). He I behaves like a normal fluid, but provided the pressure
is not too high, it undergoes a transition to He II at around 2.2K , which has
very strange thermal and mechanical properties. This transition is marked by
a singularity in the specific heat famously known as the “lambda point”.
Figure 1.1: a) Schematic phase diagram of liquid helium, b) Schematic illustra-
tion of “lambda point” singularity in specific heat.
Superfluid behaviour in He II was first observed in 1938 by two indepen-
dent research groups; Jack Allen and Don Misener in Cambridge [2] and Pyotr
Kapitza [3] in Moscow.
Kapitza had set up an experiment with two cylinders containing liquid he-
lium and connected by a capillary with thickness 0.5µm. He observed that
“the flow of liquid above the λ -point could be only just detected over several
minutes, while below the λ -point the liquid helium flowed quite easily, and the
level in the tube settled down in a few seconds. From the measurements we
can conclude that the viscosity of helium II is at least 1500 times smaller than
that of helium I at normal pressure” [4]. He coined the term “superfluidity” to
describe this behaviour, with an analogy to superconductivity in mind. This
intuition he had about the connection between superfluidity and superconduc-
tivity was vindicated many years later in 1957, when BCS theory revealed the
microscopic basis of superconductivity [5].
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Allen and Misener had conducted a detailed study of the flow of He II
through two capillaries of different widths at a variety of pressures and tem-
peratures. They found that the velocity was independent of capillary width and
nearly independent of pressure. These findings were contrary to Poiseuille’s law
for laminar flow and could not be explained as ordinary turbulent flow either
[4]. Whilst it was generally believed at the time that the viscosity of He II
was simply very small, they concluded that a meaningful value for the viscosity
could not be deduced from their results and an entirely new interpretation for
the hydrodynamics of helium was necessary.
These experiments sparked a large degree of theoretical interest. A few
months after they were published, Fritz London proposed a connection between
superfluidity and Bose-Einstein condensation (see section 1.2). This idea was
extended by Lazlo Tisza when he proposed his “two-fluid model”, wherein He II
is considered to be a mixture of a superfluid component made up of condensed
atoms and a normal fluid comprised of the non-condensed atoms in excited
states. The superfluid component should vary between 0 at the BEC tempera-
ture Tc and 1 at 0 K (see section 1.2). Due to it being in the ground state, the
superfluid component should not be able to engage in momentum transfer with
the normal fluid and so the two components should flow independently of each
other.
Later, in 1941, Lev Landau reformulated this model on a more rigorous ba-
sis. Most of Landau’s version was similar, but he disagreed on the nature of
the normal component. Landau claimed there was no clear connection between
Bose-Einstein condensation and superfluidity and instead envisaged the normal
component as comprised of collective excitations (quasiparticles) rather than
excited individual atoms. He split this excitation spectrum up into phonons
(quantised, collisionless sound waves) and rotons (quantised rotational excita-
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tions). Given these assumptions, Landau proposed a criterion of superfluidity
disappearance above a certain critical flow velocity. This is discussed further in
section 1.3.2.
While Landau was incorrect about the connection between superfluidity and
Bose-Einstein condensation, his theory won acceptance in the 1950s after sev-
eral experiments confirmed some new effects and quantitative predictions based
on it. Today it is widely believed that all superfluids and superconductors must
display Bose-Einstein condensation, either with bosonic particles or pairs of
fermions.
In the 1950’s, Feynman provided a firmer theoretical grounding for Landau’s
rotons [6]. He also proposed the quantisation of superfluid circulation and the
existence of quantised vortices, both of which have been experimentally con-
firmed. This dissertation will investigate a scenario that Feynman proposed for
the production of quantised vortices, with the substitution of ultracold gases in
optical traps for liquid helium.
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1.2 Bose-Einstein Condensation
Bose-Einstein condensation refers to the macroscopic occupation of a single
quantum state by the particles of a system. The phenomenon was anticipated
by Einstein in 1924 as an extension of Bose’s work on the statistics of photons
to an ideal gas of noninteracting bosons. Under Bose-Einstein statistics, the
ground state of such a system becomes macroscopically occupied below a critical
temperature Tc. It can be seen that this effect is purely quantum mechanical.
The spatial extent of a particle in a thermally equilibrated gas of temperature
T is described by its de Broglie wavelength λ =
√
2π~2/mkBT , where m is the
mass of the particle, ~ is equal to Planck’s constant divided by 2π, and kB is
Boltzmann’s constant. If this wavelength becomes similar to the interparticle
spacing, then the wavepackets overlap and a quantum degenerate gas is formed.
This requires the particles to be indistinguishable, and allows the whole BEC
to be described by a macroscopic wavefunction. The de Broglie wavelength
increases with increasing particle density n and decreasing temperature. This
allows us to reach an expression for the critical temperature Tc for a given
density.




Tc for liquid helium is around 2.17 K at 1 atm. The adherence of fermions
to Pauli’s exclusion principle restricts Bose-Einstein condensation to bosonic
particles.
Experimental validation of Einstein’s theory in its originally-conceived dilute
gas form required advances in atom trapping and cooling that weren’t devel-
oped for more than half a century. However, as described in the previous section,
Bose-Einstein condensation featured prominently in discussions of superfluidity
for decades before these experiments. It was invoked in London and Tisza’s
theory of superfluidity in liquid He II, which was extremely controversial due
5
to liquid helium’s strong interparticle interactions. Interactions are required for
any system to reach thermal equilibrium and so they are necessary for Bose-
Einstein condensation to occur in a finite time. However, the condensate fraction
does diminish with increasing interaction strength [7]. Strong interactions tend
to destroy the condensate because the state of a given particle begins to depend
on its neighbours, and so coherency is lost. The strong interactions present in
He II mean that even at the lowest temperatures where the superfluid fraction
is almost 100%, the condensate fraction is only 10%.
Bose-Einstein condensation in its dilute gas form was not achieved until
1995, when a group of researchers at JILA created a BEC from a dilute 87Rb
vapour. Many other species of atomic BEC followed swiftly, and within a few
years it was shown that atomic BECs are superfluids [8]. More recently, in 2012
it was established that 2D BECs also exhibit superfluidity [9].
There are several lines of research into BECs that have attracted significant
attention in recent years. One such line of research is precision measurement.
Some of the most sensitive instruments constructed to date for measuring ro-
tation, acceleration and gravity gradients come from atom interferometry, and
versions of these instruments in which BECs are employed in place of thermal
beams may have greater precision. Other lines of research include simulation
of condensed matter systems (exploiting the extreme tunability of BEC inter-
actions and density and the configurability of optical lattices) and quantum in-
formation processing. We look at BECs in the context of exploring superfluidity.
The weaker interparticle interactions present in BECs makes the theory
more tractable and makes BECs an ideal experimental environment in which
to explore phenomena relating to superfluidity, such as observation of vortices
[10, 11], a nonclassical moment of inertia [12], and the suppression of collisions
from microscopic impurities [13]. In particular, experimental investigations into
6
the onset of dissipation cannot be conducted on liquid helium, because of the
additional complexity introduced by the presence of strong interactions and
surface effects [14].
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1.3 The excitation spectrum and Landau crite-
rion for superfluidity
1.3.1 The Landau criterion
Landau employed a simple argument, which we will outline here, to derive a
criterion for the breakdown of superfluidity.
Consider a fluid at zero temperature in the ground state, flowing at veloc-
ity v. Since quantum systems only have certain allowed energies, dissipation
requires the creation of excitations. Let the energy of an excitation with mo-
mentum p be ε(p). In the lab frame, the energy of this excitation is given
by
ε(p) + p · v.
It will be energetically favourable to create this excitation if
ε(p) + p · v < 0,
which can be true if
|v| > ε(p)|p| ,















1.3.2 The excitation spectrum for He II
The shape of the excitation spectrum of He II (see figure 1.2) has long been
known from experiments. Landau invoked two types of collective excitations,
which he described as quasiparticles, to describe its shape. The low-momentum
linear dispersion was described by phonons and the roughly quadratic dispersion
around p0 by rotons. Although the roton region has a large energy gap, rotons
become the dominant type of excitation above 0.8 K. This is because the density
of states is inversely proportional to ∂ε/∂p and so it becomes large near p0. A
valuable feature of modelling the excitation spectrum in this way is that it
allows for the replacement of the challenging problem of helium II dynamics
with a calculable gas of rotons and phonons moving through a background fluid
at absolute zero [15].
Figure 1.2: Excitation spectrum for He II. Broken lines indicate the critical
velocities for production of their corresponding excitations.
One can interpret the Landau criterion (Eq. 1.1) as asking the following
question: for a given point on the curve εp, is the gradient of its tangent equiv-
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alent to a line passing between that point and the origin? If so, then the slope
of that line defines a critical velocity for the creation of excitations and the
breakdown of superfluidity.
In other words, to decide whether a system supports superfluidity, take a
horizontal line through the εp− p plane and rotate it upwards. If you can do so
by a nonzero amount without encountering the dispersion curve, then the sys-
tem supports superfluidity. As a consequence, any gapless dispersion with zero
slope at the origin must lead to dissipation at nonzero velocity i.e. it cannot be
superfluid.
Many superfluid experiments [16] have been conducted that involve flow
through channels [17] and past obstacles [18]. For several decades, it was hoped
that a universal critical velocity for the onset of dissipation which could account
for most occurrences of superfluidity limitation would be discovered. Roton
creation was an obvious candidate, but had to be discarded because observed
maximum velocities for pure superflow are usually one or two one order of mag-
nitude smaller than than what would be implied by the Landau criterion for
roton formation. Furthermore, the critical velocity often depends on the geom-
etry of the flow path. In particular, experiments find that the critical velocity
increases as the channel width decreases. This is consistent with the description
of vortex production in the thought experiment of Richard Feynman’s that we
investigating in this dissertation. The values for critical velocity that are gen-
erated by Feynman’s model are typically only one order of magnitude greater
than experimental values. These features of the critical velocity suggest that the
limiting process for the breakdown of superfluidity in such cases is more likely
to be the creation of vortices rather than rotons. The nature of these vortices
is explored in the following section.
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1.4 Quantum turbulence and vortices
The appearance of vortices in quantum fluids signifies the breakdown of su-
perfluidity and the onset of dissipation [19]. As we will see in section 1.5, the
absence of vortices at low flow speeds is a result of the quantisation of circula-
tion in quantum fluids. In this section we will describe the reason for quantised
circulation and the value of exploring vortex dynamics in BECs.
The condensate wavefunction is given by
ψ(x) =
√
ρ(x) exp (iS (x)) ,
where ρ = |ψ|2 is the density and S(x, t) is its phase. We can define the flux




(ψ∗∇ψ − ψ∇ψ∗) = ~
m
ρ ∇S.





The fact that the velocity can be written as the gradient of a scalar has
profound consequences. Foremost amongst these is that the velocity must be
curl-free and thus the fluid must be irrotational, provided that there are no
singularities in v. In other words, unlike classical fluids, quantum fluids cannot
sustain rigid body rotation.
Singularities arise when we have vortex lines, which are line singularities
along which v diverges. The physical interpretation of these singularities is not
problematic as there is no matter at the core of the vortices to move at infinite
velocity.
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The wavefunction is single valued, and thus any revolution around a closed
loop C cannot change the value for the density, and the phase may change only
by integer multiples of 2π. These factors together imply that the circulation Γ









Multiply quantized vortices (n 6= 1) are energetically unfavorable and are
expected to break up into multiple singly quantized (n = 1) vortices.
1.4.1 Why study vortices in BECs?
BECs are ideal environments for studying superfluid vortices due to their low
density. This allows for an accurate description by mean-field theory and makes
the vortices much larger. The healing length (and consequently, diameter of
vortices) in BECs is typically 3 orders of magnitude larger than in He II [11],
allowing them to be observed optically. The visibility of vortices can be further
improved by allowing them to expand before imaging.
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1.5 Feynman conjecture
In his 1955 paper on the quantum mechanics of liquid helium, Feynman puts
forward an argument that at sufficient velocity, superfluid flow out of an orifice
into a reservoir will nucleate vortices.
An idealised representation of the proposed flow is shown in figure 1.3 below.
Figure 1.3: Idealisation of vortex rings produced in sufficiently high speed su-
perfluid flow.
He derives his expression for this critical velocity through the following en-
ergetic argument. To begin, several assumptions are made: The velocity distri-
bution is approximately uniform inside the jet, and that the fluid tries to come
out in a jet of the same width and velocity as in the channel. The flow is zero
in the reservoir and v inside the jet, which implies circulation.
This can be seen by first noting that the circulation, Γ, can be calculated as
a line integral of the velocity over a closed loop
∮
C
v ·dl. If we take a line integral
of the velocity along the jet for unit distance, then return outside the jet we find
that the sections outside the jet do not contribute and so the circulation per unit
length is |v|, implying the production of vortex lines. Taking into account the
quantisation of circulation in units of h/m (Eq. 1.4), we see that the number








where x is the vortex spacing.
An estimate of the amount of energy contained in a vortex line is now needed.
Consider an isolated unit line along the length of a cylinder of length L, radius











where ρ0 is the fluid density in atoms per unit volume.
The upper bound on the integral is b, and a lower bound on the integral must
be introduced to avoid infrared divergence. Feynman takes this lower bound, a,
to be on the order of the interparticle spacing, arguing that the velocity is mean-
ingless below the interparticle spacing. This gives us the following expression
for the amount of energy required to form a vortex line per unit length.









We now note that we must get v/x lines produced per second. Taking this
into account along with Eq. 1.2 and Eq. 1.3 we find that the energy needed to























. Taking vc as the critical velocity below which no vortices are











In this dissertation, I will investigate how closely Eq. 1.4 describes the
threshold at which superfluidity breaks down when the superfluid involved is a
Bose-Einstein condensate rather than liquid helium.
1.6 Subcritical flow
When the velocity of fluid flow is below vc, there is insufficient energy to form
vortices. The fluid must then be irrotational, i.e. Γ =
∮
C
v · dl = 0. This means
that we cannot have laminar flow out of the channel as depicted in figure 1.3.
In this case, the channel mouth will act much like a slit in single slit diffraction
and so we expect to observe the fluid flowing out isotropically from the channel
mouth. Deviations from this flow pattern would imply Γ 6= 0 when integrating






We attempted to construct a system that we could actually simulate that
matched Feynman’s thought experiment as closely as possible in the relevant
ways.
A key question was how we could best approximate the infinite reservoir.
Ideally, we would like to be able to set up a system wherein we have direct
precise control over the velocity of the BEC in the channel. In the long-term
limit, this would allow us to get to a state where the velocity in the channel was
relatively stable. We could adjust this stable velocity over time or in different
simulations to get a precise picture of which velocities are above and below the
critical velocity. Several obstacles have prevented us from creating a setup as
clean as this ideal one.
The restriction of a finite reservoir makes reaching stable long-term states
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difficult. The BEC that has been propelled out of the channel reflects off the
reservoir walls and changes what we see at the channel mouth. We initially
attempted to avoid this problem by employing periodic boundary conditions.
However, this led to turbulent flow in the channel and the accumulation of vor-
tices in the reservoir, which is a poor match for the conditions in the thought
experiment. One can implement a strong sink to delete the vortices at the end
of the reservoir and a source in the channel to maintain particle number, but we
found that the matter produced in the source had a tendency to flow through
the periodic boundary directly into the sink due to the chemical potential gra-
dient. Given all of these issues, we abandoned the goal of looking at the critical
velocity in the context of a long-term stable state.
The approach that we settled on was to use a hard boundary, slowly scale up
the velocity in the channel and focus on the dynamics at the channel mouth as
the first vortices nucleate. This nullifies the reflection problem. We picked a suf-
ficiently large reservoir that the critical velocities remained stable with marginal
increases in reservoir size (see section 3.1.)
It was not possible for us to control the velocity in the channel directly.
We stimulated flow by using an imaginary potential to create a source in the
channel and a sink at the opposite end of the reservoir. The source causes the
density in the channel to increase. This leads to the propulsion of the matter
into the reservoir due to the non-linear term. The velocity of the BEC as it
travels along the channel will increase as the matter buildup at the start of the
channel produces increasingly large chemical potential gradients. We take the
velocity of the fluid when the first vortex is detected as the critical velocity. See
section 2.6.4 for more details and complications in critical velocity measurement.
The exact geometry of the channel mouth may influence how accurate Feyn-
man’s predictions for the critical velocity are. With the aim of matching his
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thought experiment as closely as possible, we make our confining potential hard-
walled. In experimental setups, the confining potentials are shaped by spatial
light modulators and illuminated by laser light that influences the atoms through
the AC Stark shift. See section 4.2 for more detail on these experimental se-
tups. This apparatus cannot have such finely resolved changes in intensity as
we are using in our simulations. If we were attempting to simulate a particular
lab experiment then using a smoother ramp (for example, by convolving these
hard-walled potentials with a gaussian to soften the variation from on to off)
would be more appropriate.
















Figure 2.1: Vortices nucleating off corners of hard-walled potential due to flow
stimulated by source in channel.
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2.2 Reducing 3D Hamiltonian to 2D GPE












The BEC has kinetic energy that is accounted for by the ∇2 term, and the
energy density at a particular point is affected by both the harmonic trap in
the z-direction and the potential in the x,y-plane. The repulsive interaction of
the BEC with itself also contributes, with the strength of the interaction being
determined by the s-wave scattering length, as, in g3D =
4π~2asN
m , where N is
the number of atoms in the condensate and m is the mass of a single atom.





φ∗(z) Ĥ3D φ(z) dz (2.1)
To do this, we note that the harmonic trap in the z-direction will give the
BEC a Gaussian profile in the z-direction that is dependent on the frequency
of the harmonic trap and independent of time. This allows us to separate the
















Making the notational simplifications ψ2D(x, y, z, t) = ψ and φ(z) = φ, we

































where ∇⊥ = ∂2x + ∂2y . The second line above is comprised of integrals that
have no x, y or t dependence, and will simply give a constant energy offset which
can be ignored in computing the dynamics. Taking this into account, along with









To derive the GPE from this, we note that the energy density H2D is
H2D(x, y, t) = ψ
∗(x, y, t) Ĥ2D ψ(x, y, t).
This allows us to use Hamilton’s equation of motion i~∂ψ∂t =
∂H










∇2⊥ + Vxy + g2D|ψ|2
}
ψ. (2.2)
From here we will drop the subscripts on∇ and g and assume two-dimensionality
is understood.
The Gross-Pitaevskii breaks down when the non-condensate part of the
wavefunction ceases to be negligible in comparison to the condensate wave-
20
function. The strong interactions in He II prevent it from being well described
by the GPE. However, it is suitable for the scenarios that we investigate, which
is reflected by its ubiquity in the study of weakly-interacting Bose gases at low
temperatures.
2.2.1 Time-Independent GPE




into the GPE (Eq. 2.2) we get
{−~2
2m
∇2⊥ + Vxy + g2D|ψ|2
}
ψ (x) = µψ (x) , (2.3)
which has no time dependence. This form of the GPE is utilised when we are





We work in dimensionless units in our simulations to ensure that we avoid in-
accuracy stemming from doing floating point arithmetic with very large or very
small numbers. It has the added advantage of allowing us to easily compare
simulations with different parameters (for example, looking at two simulations
with different particle numbers but where the channel width is the same mul-
tiple of their respective healing lengths) and get a more intuitive feel for how
large or small quantities are relative to each other.
To go from SI units to dimensionless units we scale them by the natural
units of the system. The most appropriate length scale for our systems is the
healing length ξ, which corresponds to the minimum length over which the con-
densate “heals” back to a background density from a point of zero density such
as a wall or vortex core. As such, it provides a measure of the typical size of a
vortex core. We derive an estimate for the healing length in section 2.4. After
scaling the lengths by the healing length, we scale the energies involved by the
chemical potential µ. These choices determine a particular characteristic time τ .
So we make the substitutions
x→ ξx̂, E → µÊ, t→ τ t̂. (2.4)
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2.3.2 Scaling







∇2 + Vxy + g|ψ|2
}
ψ.
In order to do this we use the substitutions described in Eq. 2.4. We still
want our wavefunction to be normalised to 1 even with our new length scaling:
∫






and so ψ = 1ξ ψ̂. We also must rescale the gradient operator ∇ → 1ξ ∇̂.
Putting all of this together and noting that all the terms in the GPE have





























= 1 (thereby defining our chemical potential) and τ = ~µ . We also
introduce λ = gµξ2 .








∇2 + Vxy + λ|ψ|2
}
ψ, (2.5)
which we use in our simulations.
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2.4 Approximating the healing length
In the GPE (Eq. 2.2) the nonlinear term minimises its contribution to the en-
ergy of the wavefunction by spreading the matter as widely as possible. This
tends to push the matter closer to walls and vortex cores, thereby reducing the
healing length. Conversely, the kinetic energy term (∝ ∇2ψ) is minimised by
preventing the wavefunction from changing too rapidly.
The healing length arises from the balancing of these conflicting energy con-
siderations. The interaction energy term is 4π~
2as
m n and the kinetic energy term
is of order ~
2






Here n is the interparticle spacing N/V . Since we are working in 2D, we
take the depth of the condensate to be the characteristic length of the tightly-





where A is the area of the confining potential.
We typically find that ξ ∼ 1µm, and hence that µ ∼ 10−31 J and τ ∼ 1 ms.
A typical density n = N/V = N/(Aaz) is n ∼ 6.5 particles/(µm)3. This low
density means that we are working within the GPE’s regime of validity.
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2.5 Numerical techniques
2.5.1 Determining ground state
Our simulations are split into two separate processes. First we determine a
suitable ground state for the BEC, then we use this as our initial condition and
evolve it in time. The imaginary potential in our Feynman-like simulations is
switched off when determining initial conditions and in our dumbbell simulations
the real potential is kept constant. This results in both cases in ground states
that have fairly uniform density.
The ground states are determined by first making the Thomas-Fermi approx-
imation to get a first guess at the ground state and then using an imaginary
time convergence method to refine this guess. The integration method used for
time evolution is a adaptive Runge-Kutta method, described in section 2.5.2
Thomas-Fermi approximation (TFA)
In systems with sufficiently many particles, the interaction energy is much more
significant than than the kinetic energy of the condensate. This makes it a




ψ (x) ≈ µψ (x) . (2.8)
Dropping the kinetic energy term is known as the Thomas-Fermi approxi-
mation. We can rearrange Eq 2.8 to find an analytic form for the condensate





g for µ > Vxy
0 otherwise.
(2.9)
When determining our ground state, we impose a normalisation criterion on
the wavefunction which in turn constrains the chemical potential µ. We pick
lower and upper limits on µ and calculate what the norm of the wavefunction
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in each case is. We then set µ = ~
2
mξ2 , which is close to what we expect it to
be (see section 2.3.2) and calculate the norm. Based on whether the norm is
greater than or less than 1, we then replace our previous upper bound or lower
bound on µ with the current value. We then pick another value for µ, either
choosing it as the value bisecting the current upper and lower bounds, µbisect,
or with a secant function defined in the following way: Let η(µ) represent the
norm of the TFA wavefunction with chemical potential µ. Then





If µcurrent is closer to µsecant than µbisect, then we set µnew = µsecant, oth-
erwise µnew = µbisect. We then iterate through the same process of calculating
the norm and comparing it to the current upper and lower bounds. This loop
continues until |η (µ) − 1| < 10−4. Since the TFA is a rough approximation,
the wavefunction is then passed to our imaginary time convergence routine for
refinement.
Imaginary time convergence
Imaginary time propagation is a well-established technique for determining
ground state wavefunctions of quantum systems with arbitrary precision. The
core principle of the method is replacing time t with imaginary time τ = −it in
the Schrödinger equation. This leads to the decaying out all modes that con-
tribute to the trial wavefunction. Higher energy modes decay out most rapidly
and so as one propagates further in imaginary time the lowest energy mode
dominates. This section will describe this method in more detail.




= Ĥ2Dψ, ψ(t) = e
−iĤ2Dtψ(0).
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The trial wavefunction that we begin with is the Thomas-Fermi ground
state ψ(x, 0) = ψTF(x) from Eq. 2.9. This can be decomposed into a linear
combination of the eigenstates Φn(x) of the Hamiltonian, since they form a










where cn = 〈ψ(x, 0)|Φn(x)〉.






As the system evolves the higher energy components of the wavefunction
decay out more quickly than the low energy ones. With appropriate renormali-
sation, ψ(τ) approaches the true ground state as τ →∞.
Implementing this requires the use of a stopping criterion. The one that we
use sets a threshold for the change in norm in a given timestep such that if the
wavefunction is changing sufficiently slowly the state is considered converged.
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2.5.2 Time evolution algorithm
We use an adaptive Runge-Kutta method coupled with a Fourier splitting tech-
nique in our imaginary time evolution to calculate ground states as well for
calculating the real time evolution of these ground states.
Cash - Karp method
The Cash-Karp method is a particular type of Runge-Kutta method for inte-




given a particular initial condition f(t0, y0). We use it to calculate the
evolution of our system’s wavefunction with time according to the Schrödinger
equation (i.e. taking t as time and y as ψ(x, y, t)) starting from an initial ground
state. When doing imaginary time evolution, the initial condition is generated
through the Thomas-Fermi approximation and a refined ground state is ulti-
mately determined. This refined ground state serves as the starting point for
our real-time simulations.
The key idea behind Runge-Kutta methods is to approximate the values of
the function y by taking steps of size h away from the initial condition in the
direction of the slope φ
yi+1 = yi + φh.
Since the slope may change along the length of the step, a better estimate of the
final value of y at the end of the step is acquired by taking a weighted average of
the slopes f(ti, yi) calculated at a variety of intermediate points. These points
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are chosen recursively as follows:
φ(ti, yi, h) =p1k1 + p2k2 + · · ·+ pnkn
k1 =f(ti, yi)
k2 =f(ti + q1h, yi + a11k1h)
k3 =f(ti + q2h, yi + a21k1h+ a22k2h)
...
kn =f(ti + qn−1h, yi + an−1,1k1h+ · · ·+ an−1,n−1kn−1h).
The values pi and qi are known as the weights, and the matrix [aij ] is known
as the Runge-Kutta matrix. Together, these specify a particular type of Runge-
Kutta method. The number n of points considered defines the order of the
method. It is possible to use the difference between a higher order method and
a lower order method with the same coefficients to approximate the truncation
error of a single Runge-Kutta step without significant additional computational
cost. The current step size can then be decreased if the error is greater than
is tolerable, and can be lengthened to increase speed if the error is far smaller
than the tolerated error. The set of coefficients that we chose corresponds to
the Cash-Karp method [20] and we use the difference between the 4th and 5th
order methods to bound our error.
Split-step methods
It is common practice in integration of Schrödinger equations to use a “split-step
Fourier method” which entails separating the kinetic term in the Hamiltonian
and evaluating it in momentum space and evaluating the rest in physical space.
The additional computation involved in taking the forward and inverse Fourier
transforms of the wavefunction is far outweighed by the ability to evaluate the
momentum operator directly rather than calculating the kinetic energy term in
physical space. Remarkably, this technique maintains errors of O(∆t3) after the
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inclusion of the interaction term in spite of the fact that it was developed for
the linear Schrödinger equation. The interested reader should refer to A Primer
on Quantum Fluids by Barenghi and Parker [21] for further details.
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2.6 Configuration of the numerical experiment
2.6.1 Optical trap configuration
We work with two distinct optical trap configurations, one which attempts to ap-
proximate the system from Feynman’s conjecture and another which simulates
more experimentally realisable [22] scenario of having the BEC in dumbbell-
shaped optical trap.
In order to make our systems effectively two-dimensional, we create strong
z-confinement with a tight harmonic trap (ωz  1). The harmonic trap causes
the BEC to take on a narrow Gaussian density profile in the z-direction, with
its width being determined by the harmonic oscillator length, az. As such, the

















where ∇2⊥ = ∂2x + ∂2y and VR is a two-dimensional optical potential. In our
primary set of simulations, VR describes a static rectilinear trap with a sim-
ilar shape to figure 1.3, though of course with a finite, rectangular, reservoir.
In our other simulations VR is time-dependent and describes our dumbbell traps.
We implement our real potential by setting the potential to zero within the
trap and have it scale up to a fixed value V0 = 2× 10−7kB . Our potential is set
up as a sum of hyperbolic tangent functions, each of which has the form




















where x0 determines where the centre of the ramp is and s is the distance
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over which the function ramps from zero to A. Note that ϑ↓(x) = ϑ↑(−x). We
set s very small (∼ 10−10ξ) to make the ramp extremely steep.
VI is an imaginary potential, which causes the density at a given location to
exponentially grow or decay with time depending on the sign and amplitude of
the potential. In our dumbbell simulations, this is not active. In our Feynman-
like simulations, we use this to implement a source (V↑) at the far end of the
channel and a sink (V↓) on the opposite side of the reservoir.
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2.6.2 Balancing source and sink
The modification of the density by the source and sink could change the overall
number of particles in our simulation. However, we wish to conserve particle
number. To serve this goal, we fix the strength of the source and adjust the

















ψ∗(V↓ + V↑)ψ dx.
In order to conserve the norm, we must have
∫
ψ∗V↓ψ dx = −
∫
ψ∗V↑ψ dx.
V↑(x) and V↓(x) both take the shape of hyperbolic tangent functions. Let α
and β be the amplitudes of V↑(x) and V↓(x), respectively. We fix α at the start







thereby guaranteeing conservation of the norm. We chose to fix the strength
of the source rather than the sink because the source strength is more closely
related to the flow through the channel.
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2.6.3 Vortex detection
In this section we describe the algorithm we use to detect vortices as they nu-
cleate off the mouth of the channel. This algorithm is similar to the one used
by B. M. Caradoc Davies in his PhD Thesis [23] and detects the location, sign
and multiplicity of the vortices.
Vortices in a quantum gas are characterised by circulation in the phase of
the wavefunction. The atoms in our traps are confined quite strongly and so the
density drops to zero quickly near the walls. The amplitude of the wavefunction
drops correspondingly, and is dominated by small high-frequency excitations
that are not especially physically meaningful. This leads to wild fluctuations in
the phase in these low-density regions that are nonetheless uninteresting. Our
algorithm relies on detecting circulation in the phase, and so it detects many
“noise” vortices outside the trap. Because of this, we decided to search only
in a region of space directly outside the channel mouth that we know to be
within the bounds of the confining potential. However, the risk of detecting
“noise” vortices at the boundary between the low-density and high-density re-
gions places a limit on how soon we can detect vortices after they nucleate at
the channel mouth.
The algorithm works by detecting discontinuities in the phase of the wave-
function. By considering phase differences between different vertices of a 2× 2






where Aij = {(φ1, φ2), (φ2, φ3), (φ3, φ4), (φ4, φ1)}, and
U(α, β) =

−1 ifβ − α > π
0 if − π ≤ β − α ≤ π
+1 ifβ − α < −π
ψ(i+1)jψij
ψ(i+1)(j+1)ψi(j+1)
Figure 2.2: Phase differences are considered between different vertices of the
plaquette.
This is equivalent to a phase unwinding approach. If Vij = m is nonzero,
that indicates that the algorithm has found a vortex of circulation 2πm near
(xi, yj); otherwise, no vortex was found.
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2.6.4 Critical velocity measurement
Once a vortex has been detected, we face the question of how to evaluate the
critical velocity. The velocity in the x-direction at any point can be determined







Feynman assumes that the velocity in the channel is uniform, but this is
not the case in our simulations. We find that the velocity increases significantly
near the sides of the channel (although the density goes to zero near the sides,
thereby ensuring that the current density does also, as required). The nonuni-
form distribution of the density and velocity makes the average velocity across
the channel a poor metric to summarise the flow. We instead consider velocities
taken from points equidistant from the channel walls (y = 0 in our simulations).
Having selected a strategy for dealing with the vertical axis, we now have to
decide at which x-coordinate to measure the velocity. One obvious candidate
is the velocity at the mouth of the channel. Another is taking the x-coordinate
of the first vortex detected. This is quite close to the channel mouth, but our
algorithm places a limit on how close we can get. We also consider the maximum
x-velocity found along y = 0, which tends to be very close to the x-coordinate of
the vortex. Before any vortices are nucleated, the velocity profile of the channel
is reasonably uniform. By comparing figure 2.3 and figure 2.4 we can see that
the rotation of the fluid induced by the vortices gives rise to significant variation
in local velocity around the vortices. This motivated the decision to consider











































































































































































































































































































































































































































































































































































2.6.5 Using a as a fitting parameter
Feynman’s paper explores the critical velocity phenomenon in the context of
liquid helium, and he takes a = 0.4 nm in Eq. 1 because it is close to the inter-
particle spacing.
In the derivation of Feynman’s equation for the critical velocity, a is intro-
duced to avoid infrared divergence in an energy integral. It corresponds to the
length scale of the smallest wavelength excitations. As liquid helium is rela-
tively incompressible, the distance between two particles cannot fall far below
the average interparticle spacing (N/V )−1/3. Indeed, He II is sometimes treated
as a solid which has lost some of its rigidity [16]. This makes the average inter-
particle spacing a suitable measure of the smallest possible wavelength for any
excitation.
By comparison, our BEC is much more compressible due to its weaker inter-
actions. This allows for greater local fluctuations in interparticle spacing. Here,
we might expect that a more accurate measure of the minimum wavelength for
excitations would be set by the s-wave scattering length for 87Rb, as = 5.67 nm.
This is significantly smaller than the average interparticle spacing, which tends
to be ∼ 0.5µm in our simulations. We use a as a fitting parameter because it is
somewhat vaguely defined, but we also plot Eq. 1 with a = as for comparison.
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Chapter 3
Computational study of the
Feynman conjecture
3.1 Robustness checks
Because we held several parameters constant between runs, it is valuable to
see whether the critical velocity has any dependence on them. We tested the
dependence of the critical velocity on the width of the borders to ensure that the
reservoir was behaving as if it were infinite. It is also plausible that the exact
shape of the channel mouth may have an impact on the nucleation of vortices.
This is especially relevant given that we later investigate how well Feynman’s
equation describes critical velocities measured in dumbbell-shaped potentials
that have a different geometry (see section 5.3) around the mouth.
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3.1.1 Channel mouth shape
There are several possible ways that the shape of the channel mouth in these
potentials could be altered. The angle at the channel mouth, as well as a variety
of curvatures for the corners, could be manipulated. A systematic study of all of
these possibilities is beyond the scope of our investigation. To demonstrate that
there is some impact of the shape, we replace the square corners with rounded
ones described by a quadrant of a circle with a specified radius (see figure 3.1).
corner radius
corner radius
Figure 3.1: The curvature at the channel mouth is constrained to the radius of
a circle.
As the corner radius increases, it becomes increasingly difficult for the vor-
tices to nucleate, and so the critical velocity increases (see figure 3.2).
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Critical velocity (at vortex x) vs corner radius
wc = 10 µm
wc = 30 µm
Figure 3.2: Critical velocities measured with varying mouth geometry. For all
data displayed there are 3 × 105 particles. The velocity at the x-coordinate of
the vortex is chosen as it is our best measure of velocity and the other measures
show similar patterns.
The critical velocity increases steadily when we have a channel width of
30µm. When the channel width is 10µm, we see a deviation from this trend
when the radius of the corner is comparable to the channel width. We suspect
that this is because the location at which the vortices detach from the channel
walls gets further from the area where our detection algorithm can operate as
the curvature increases. This allows more time for the velocity profile to change
between vortex production and detection.
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3.1.2 Border width
One of the ways that we tried to approximate the infinite reservoir from Feyn-
man’s thought experiment was simply to make the reservoir very large. The
simulations for which concerns about reservoir size are most pressing are the
ones with the smallest difference between the channel width and the width of
the overall reservoir. So for the following tests we looked at the simulations
with the largest channels relative to the reservoir width. We changed the width
of the “border” (the space between the top of the reservoir trap and the edge
of our simulation grid) between 10 and 50 microns, and found little effect on
measured critical velocities.
















Figure 3.3: Feynman-like simulation with border width 10µm.
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Figure 3.4: Feynman-like simulation with border width 50µm.






















Critical velocity (at vortex x) vs border width
wc = 10 µm
wc = 30 µm
Figure 3.5: Critical velocity with varying border width. The velocity at the
x-coordinate of the vortex is chosen as it is our best measure of velocity and the
other measures show similar patterns.
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3.2 Results
Between our simulations, we alter the particle number and channel width used
and observe how that influences the critical velocity (as measured in the three
ways described in section 2.6.4). We hold the other parameters of our setup
constant between simulations. The channel length is 75µm and the reservoir
has width 180µm and length 215µm.
We use a as a fitting parameter for Eq. 1 to determine how well our results
can be described by Feynman’s model. We also plot Eq. 1 with a = as on these































































































































































































































































































































































































































































































































































































































































































































































































































































































































Whilst our results broadly suggest that Feynman’s argument for vortex nu-
cleation applies in a BEC, there are several important differences between the
predictions of his model and what we observed. Furthermore, we note that the
degree of agreement between our simulations and his model depends strongly
on which measures of the velocity and length scales are used.
We do not investigate channel widths below 7µm because the vortex spacing
becomes so small that our algorithm cannot resolve them.
The velocity measured at the channel mouth appears to be an extremely
poor fit to this formula for values of the channel width below 16µm. However,
the values it takes match reasonably for larger channel widths. When taking d
as the channel width, the other two measures of critical velocity yield a good
fit once an offset in the abscissa is permitted. The maximum velocity is always
found close to the x-coordinate of the vortex in our simulations, and so these
measures yield similar vc values and fits. If one takes d as the vortex separation
instead of the channel width, no offset is needed.
These features of the relationship we find between the critical velocity and
channel width for smaller channels reflect the complexity of the flow near the
channel mouth in our simulations. Feynman’s model makes simplifying assump-
tions about the nature of this flow that are less accurate for smaller channels.
Indeed, he points out that velocity will only be roughly uniform across the
channel provided that the channel width is much larger than the healing length.
Furthermore, the vortices nucleate somewhat on the inside of the channel at the
mouth (see figure 3.9). The fact that this makes the vortex separation smaller
than the channel width can be seen in the graphs on the preceding pages. The
need for an offset when taking d as the channel width but not when taking d as
the vortex separation implies that this detail is important.
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Figure 3.9: Vortices nucleating at the corners of a small channel.
The values of a that we find through fitting the data have reasonable agree-
ment with as when we take into account that a appears in a logarithm. The
plots of Eq. 1 with a = as broadly fit the data.
When the flow velocity is subcritical, we observe the diffraction of the matter
waves at the channel mouth that we argued that we should expect due to the
absence of circulation in section 1.6. This can be seen ∼ 30µm away from the
channel mouth in figure 3.9, where the dashed hemispheric line is drawn as a
guide.
Looking more closely at the phase, as in figure 3.10, we can see vortex lines
present in the very low density areas at the edges of the condensate. This is
expected because the low density means that very little energy is necessary to
create these vortices. However, they do not have sufficient energy to exist in
the bulk (where the density is higher) and so are confined to the edges.
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Figure 3.10: Zoomed in view of density and phase around the channel with
subcritical fluid velocity in the channel.
3.2.1 Trajectory of vortices after production
When we look past the moment of detection for the first vortex, we notice that
the vortices do not flow straight out from the channel as Feynman depicts in his
paper (in a figure similar to figure 1.3). Instead, they are dragged away by the
preexisting current and hence move away from the channel mouth at an angle
to the channel (see figure 3.11).
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Figure 3.11: Vortices flow into the reservoir at an angle to the channel.
In our simulations, we try to ensure that the source strength in the imagi-
nary potential is not too much greater than is needed for the fluid in the channel
to exceed the critical velocity. We do this because there is a delay between the
time at which the first vortex pair nucleates and when our vortex detection
algorithm can detect them, and our critical velocities are measured at the mo-
ment of detection. A stronger source will cause a greater difference between the
velocity required for nucleation and the measured velocity. However, if we do
use a stronger source, then we see the vortices coming out in a line more clearly,
though still at an angle. This can be seen by comparing figures 3.12 and 3.13.
It is possible that at larger velocities the flow would be more strongly de-
termined by the rotation of the fluid around the vortices. This could cause the
vortices to be propelled straight out of the channel, as suggested in Feynman’s
picture. However, we are unable to investigate this with our current system
due to the relationship between the source and the sink. As described in sec-
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tion 2.6.2, the source strength is held constant throughout a simulation. At a
given moment, the amount of matter that will be added by the source in the
next timestep is calculated and the sink preemptively adjusts to ensure that the
same amount of matter is removed, thereby guaranteeing norm conservation.
The sink is always instantiated in the leftmost 25µm of the simulations, though
when the source is weak the effects of the sink are not visible in the density
profile (figure 3.12). If the source is very strong it will produce a lot of matter
in the channel and the sink will have to remove all of the matter at its location
to compensate, as can be seen in figure 3.13. This requires the amplitude of the
sink potential to become very large compared to the other energy scales in the
system, which slows the time evolution to an effective halt. Substantial modifi-
cation of our setup would have been required for investigation of scenarios with
faster flow.
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(a) t = 262.5 ms
















(b) t = 290 ms
















(c) t = 320 ms
















(d) t = 340 ms
















(e) t = 382.5 ms
















(f) t = 422.5 ms
Figure 3.12: Nucleation of vortex pairs over longer time with a weaker source.
After ∼ t = 422.5 ms the reflected sound waves begin to interfere with the flow































































































































































































































































































































































































Atomtronics is an emerging field that seeks to build ultracold atom analogues
of classical electronic circuits. The atoms are confined within tailored poten-
tial energy landscapes created by laser fields of varying shapes and intensities.
Recent advances in optical imaging technology have contributed enormously to
the customisability and control of traps that make atomtronic circuits possible.
Much like Coulomb interaction gives rise to the electric voltage in electronic
circuits, interparticle interactions in atomtronic circuits contribute to chemical
potential gradients that can drive atomic currents [24]. Such currents have the
advantage of being dissipation-free, at least at low enough velocities. Further-
more, the charge neutrality of the atomic currents reduces the decoherence rate,
and control can be exerted over the range, strength and type of interactions [25].
These circuits have potential applications in quantum sensing, quantum in-
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terferometry and quantum computing. Atomtronics could also extend the pos-
sibilities of quantum simulators, allowing access to new physical regimes for
fundamental science [25]. Quasi-2D BECs provide a convenient platform for
studying these atomtronic systems [26] as circuit-like potentials can be pro-
duced within the plane.
Analogues of electronic materials such as metals, insulators and semiconduc-
tors as well as well as components such as resistors, capacitors, diodes, transis-
tors and inductors have been experimentally realised [27, 24, 28]. These devel-
opments are suggestive of the possibility of developing analogues to oscillators,
flip-flops, logic gates and amplifiers, amongst other things [24].
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4.2 SLMs and DMDs
Atomtronics experiments in quasi-2D BECs have been enabled by recent ad-
vances in light-shaping methods. Precisely tailored static potential landscapes
can be generated by spatial light modulators (SLMs). The capacity to produce
arbitrary time-dependent potentials is still being developed, though the use of
digital micromirror devices (DMDs), direct imaging rather than Fourier imag-
ing, and the method of “painted” time-averaged potentials [29] have proven
useful. Our dumbbell simulations utilise a time-dependent potential to stim-
ulate flow. The setup that we use might be realisable experimentally, though
our key question of interest (what the critical velocity for vortex formation is in
these geometries) could be investigated experimentally with some other method
of stimulating flow.
Spatial light modulators are devices which alter the amplitude, phase or po-
larisation of light waves in space and time. Prescribed phase shifts of an input
optical field at individual pixels can be realised in SLMs, usually by changing the
changing the orientation of individual molecules in a layer of liquid crystal [30].
Often these manipulations occur in the Fourier plane, producing a configurable
pattern in the conjugate trapping plane. Fourier imaging has proved useful in
working with atoms in optical lattices. Direct imaging has more recently been
introduced and allows near-arbitrary control of BEC density. Direct imaging
uses combination of a phase-based SLM and a phase-contrast filter to create an
amplitude pattern in an intermediate image plane. This is then directly reim-
aged to the optical tweezing plane [31]. Because the desired amplitude pattern
can be directly written to the SLM without requiring calculation of the appro-
priate hologram, this approach has is faster and simpler than Fourier imaging.
DMDs (a type of SLM) are now regularly used in generating optical land-
scapes due to various advantages that they have over liquid crystal-based SLMs.
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A DMD chip is a rectangular array of thousands or millions of individually con-
trollable microelectromechanical mirrors that can be rotated to an “off” or and
“on” state. Intermediate intensities can be produced by toggling the mirror
on and off with high frequency. The programmability of these devices allows
one to use them to create amplitude masks for direct imaging. They are also
have a refresh rate of ≈ 20 kHz, which is roughly 20 times faster than liquid
crystal-based SLMs and makes them ideal for dynamically altering potentials
in experiments on superfluid transport.
The intensity patterns imaged from the surface of an SLM onto the cloud of
cold atoms influence the atoms through the AC Stark shift. The AC Stark shift
describes the shifts in the energy levels of an atom induced by incident light at
a frequency that is detuned from the unperturbed excitation frequency of the
atom [32]. This results in a potential with the form Udip ≈ ~Ω
2
4δ , where Ω is
the Rabi frequency and δ is the detuning of the trapping laser from the closest
allowed atomic transition [33]. The gradient of this potential is known as the
dipole force, and the sign of the detuning δ impacts its direction. Because the
traps we simulate exist to confine atoms in a prescribed area, the force must
act in the direction of decreasing intensity. This means that a blue-detuned






5.1 Why apply Feynman conjecture to dumb-
bell traps?
One of the defining features of atomtronics is its use of neutral atoms as the car-
riers in circuits in place of electrons. It is likely to be useful to investigate how
these currents flow in scenarios that closely resemble those in already-realised
atomtronic circuits. A greater understanding of the limits at which superflow
breaks down may inform the scope of theoretical models that describe atom-
tronic circuits.
A major challenge in atomtronics today is the development of a lumped ab-
straction model to aid in circuit design [34]. A lumped abstraction model is
used in construction of electronic circuits, as well as many other engineering
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disciplines. A lumped abstraction model attributes ideal independent macro-
scopic properties (such as capacitance, resistance and inductance) to circuit
components. These simplifications bridge the gap between the physics of elec-
tromagnetism and the engineering of electronic circuits by allowing complex
circuits to be represented as a series of simple electronic elements.
The usefulness of such a model derives from its ability to avoid the need
to deal with the underlying microscopic physics. Hence, it is important to en-
sure that the simplifications made don’t significantly compromise the ability to
make reliable predictions about system dynamics. We hope that our investi-
gations may inform discussions of the regime of validity of models that make




Inspiration for our choice of atomtronic systems to simulate came from two
papers: one of which was on an experiment [35] done with a BEC in a quasi-2D
dumbbell-shaped potential, and the other [34] showed that a GPE framework
could be used to simulate that experiment.
NIST experiment
A key experiment in mesoscopic superfluid transport that relates to our inves-
tigations was conducted in 2016 [35] by a group of researchers at the National
Institute of Standards and Technology in Maryland, USA. Their system provides
“an attractive platform to begin to probe the mesoscopic transport properties
of a dilute, superfluid, Bose gas.”
The BEC is initially confined in a single reservoir by a gate potential and
allowed to settle into its ground state. The gate potential is then switched off
and the BEC flows through the channel and into the other reservoir.
Figure 5.1: In situ images (from Eckel et al. [35]) of a BEC in the dumbbell-
shaped potential.
The (normalised) number imbalance between the source reservoir and the
drain reservoirs (given by δN(t) = (NS −ND)/(NS + NS)) was monitored. As
depicted in figure 5.2, the number imbalance initially decreases swiftly due to
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the repulsive interactions and a large degree of dissipation from excitations is
initially observed. A significant component of these excitations are vortices,
which were observed in the drain reservoir using time-of-flight imaging. These
remove energy from the flow and eventually dissipate as heat. Below a critical
current, the dissipation drops dramatically as vortices are no longer produced,
and small oscillations in number imbalance are observed.
Figure 5.2: Normalised atom number atom imbalance between the two reservoirs
vs time for several different densities (see their paper [35] for more details).
Different densities are vertically offset artificially for clarity. Inset diagram at
top shows LRC circuit that they compare their system to.
The authors model their system as an LRC circuit and calculate values for
the inductance, capacitance and resistance. They also calculate the critical cur-
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rent above which resistance appears. They note that the geometry of their trap
suggests the possibility that vortex nucleation in their system occurred via the
mechanism described by Feynman in his thought experiment. However, their
critical current is a factor of 5 lower than that predicted by Feynman.
They conclude by suggesting several pathways for later experiments to ex-
plore. In particular, “To conclusively show the relevance of the Feynman mech-
anism in similar mesoscopic cold-atom experiments, future experiments should
use an initial condition where both reservoirs are partially filled and current
bias the system by contracting one reservoir and expanding the second.” We
conduct numerical simulations of such a system.
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Paper modelling NIST experiment with GPE
An attempt [34] to replicate the results of the dumbbell experiment at NIST
in simulations appeared shortly after its publication. This paper claimed that
the time-dependent GPE could be useful tool in determining the validity of a
lumped abstraction model for atomtronics and sought to test this claim by ap-
plying it to the NIST experiment.
Good agreement was found between the number imbalance measured in the
experiments and the simulations, even with no adjustable parameters (see figure
5.3). This suggests that the GP equation can at least accurately predict the
behaviour of average quantities, and lends further justification to our use of the
GPE (in a very similar form) in our simulations.
Figure 5.3: Normalised atom number atom imbalance between the two reser-
voirs. The data points are taken from Eckel et al ’s experiment and the red lines
correspond to number imbalances calculated from the authors’ GPE simulations
[34]. Artificial vertical offsets are again implemented for clarity.
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5.3 Dumbbell trap configuration
We use a similar version of the GPE in our dumbbell simulations as in our
Feynman-like simulations (Eq. 2.2). The differences here are that the imaginary
potential is absent and Vxy is time-dependent (and, of course, has a different
shape). In our dumbbell systems, Vxy = V (x, y, t) describes a potential with
two circular reservoirs (Vr) with centres (xk, yk), initially of equal radius r0,
separated by a channel (Vc).
Figure 5.4: Schematic diagram of our dumbbell systems.




















ϑ↑ (ρk (x, y) , rk (t) , V0, s)
ρk(x, y) =
√
(x− xk)2 + (y − yk)2, k = 1, 2
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The BEC is allowed to relax to its ground state, which corresponds to a
uniform density over the whole trap. The radius of one reservoir then begins to
smoothly decrease as the radius of the other reservoir increases in such a way
















2r20 − r21 (t)
The speed at which the reservoir radii change is characterised by the com-







We conducted a number of tests to ensure that the values that we selected for
the reservoir radius, channel length and compression time were sensible.
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6.1.1 Compression time
We use a compression time of 800 ms in all of our other simulations because the
critical velocities have stabilised by this point.





















Measures of critical velocity vs compression time
vc (at vortex x)
vc (mouth)
vc (max)
Figure 6.1: Critical velocities measured with varying compression time.
In principle, it shouldn’t matter what compression time is chosen since the
speed of contraction (and correspondingly, the velocity in the channel) increase
from zero up the maximum velocity reached, and so one should be able to simply
measure the velocity as it crosses the threshold where vortices are nucleated.
However, this isn’t the case in practice because of the limitations on our vortex
detection algorithm. As described in section 2.6.3, we cannot allow the vortex
detection algorithm to act over the entire grid of the simulation or it will detect
spurious “noise” vortices outside the trap. Hence we only run it within the
trap, with a small buffer from the potential walls. Furthermore, it would be
prohibitively computationally demanding to run the algorithm as the wavefunc-
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tion is evolving at every timestep. What we did instead was to output data
files every ∼ 2.5 ms and run the algorithm on these. Both of these factors in-
troduce a lag between the vortex’s nucleation and detection. Since the velocity
is changing as the reservoir is compressed, if the compression time is too short
then these errors will be magnified.
6.1.2 Channel length
Channel length seems to have very little impact on the critical velocity over the
range that we considered. We use a channel length of 20µm in all of our other
simulations.





















Measures of critical velocity vs channel length
vc (at vortex x)
vc (mouth)
vc (max)
Figure 6.2: Critical velocities measured with varying channel lengths.
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6.1.3 Reservoir radius
Reservoir radius seems to have a moderate impact on the measured critical
velocities. This is consistent with our finding in 3.1.1 that the geometry of the
channel mouth is important, which is already known in the literature [16]. We
use a reservoir radius of 30µm in all of our other simulations.
22 24 26 28 30 32 34 36 38




















Measures of critical velocity vs reservoir radius
vc (at vortex x)
vc (mouth)
vc (max)
Figure 6.3: Critical velocities measured with varying reservoir radius.
Note that the particle number was scaled between these simulations so as to
hold the density constant.
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6.2 Results
There are a number of parameters that impact the shape and size of our dumb-
bell traps. Our aim is to investigate the impact of changing the channel width
on the critical velocity for vortex detection. For this reason as well as reasons of
time we choose values for the other parameters that we keep constant between
simulations rather than exploring the entire parameter space. We conducted ro-
bustness checks to ensure that the values we chose were sensible; these checks are
described in section 6.1. The reservoir radius is maintained at 30µmm, channel
length 30µm and compression time 800 ms (see section 5.3). The values for the




















































































































































































































































































































































































































































































































































































































































































































































































































































































We see much less of a disparity between the plots with d as the channel
width and those with d as the vortex separation in these simulations than the
Feynman-like ones. Allowing for an offset when taking d as the channel width
would not much improve the fit here. This may be related to the specific details
of how the vortices nucleate. The difference between the geometry at the chan-
nel mouth of these traps and that of the more perpendicular mouth present in
the Feynman-like simulations might influence how these vortices nucleate. The
values for the vortex separation and the channel width for a given simulation
tends to match much more closely in dumbbell simulations than Feynman-like
ones.
As in the Feynman-like simulations, the critical velocity that we measure at
the mouth is a sufficiently poor fit for the equation that someone looking only
at the data points might not see any obvious inverse relationship between the





In this dissertation, we have investigated the extent to which Richard Feyn-
man’s conjecture regarding the breakdown of superfluidity through nucleation
of vortices in liquid helium successfully describes scenarios involving ultracold
Bose gases. Our results are consistent with the relationship between channel
width and critical velocity suggested by Feynman once we adjust the length
scale a to account the compressibility of the gas. The complexity of the flow
near the channel mouth makes it important to choose a measure of the critical
velocity with care as well as necessitating an offset in the channel width for our
Feynman-like simulations.
Our experimentally-inspired dumbbell simulations are also described well
by Feynman’s formula. Whilst the differences between the results for these
potentials and the Feynman-like potentials make it clear that the geometry
around the channel mouth plays some role in determining the critical velocity,
these situations are nonetheless similar enough for the approach to be fruitful.
We hope that our results could contribute to an understanding of the regime
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of validity of an atomtronic lumped abstraction model that may be developed
in future. Future experiments in systems which closely resemble our dumbbell
simulations could shed further light on the usefulness of using the GPE to predict
the behaviour of atomtronic systems.
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[12] O. M. Maragò, S. A. Hopkins, J. Arlt, E. Hodby, G. Hechenblaikner, and
C. J. Foot, “Observation of the scissors mode and evidence for superfluidity
of a trapped bose-einstein condensed gas,” Phys. Rev. Lett., vol. 84, 2056–
2059, 2000.
[13] A. P. Chikkatur, A. Görlitz, D. M. Stamper-Kurn, S. Inouye, S. Gupta,
and W. Ketterle, “Suppression and enhancement of impurity scattering in
a Bose-Einstein condensate,” Phys. Rev. Lett., vol. 85, 483–486, 2000.
[14] R. Onofrio, C. Raman, J. M. Vogels, J. R. Abo-Shaeer, A. P. Chikkatur, and
W. Ketterle, “Observation of superfluid flow in a Bose-Einstein condensed
gas,” Phys. Rev. Lett., vol. 85, 2228–2231, 2000.
[15] R. J. Donnelly, “The Two-Fluid Theory and Second Sound in Liquid He-
lium,” Physics Today, vol. 62, 34–49, 2010.
[16] D. Tilley and J. Tilley, Superfluidity and Superconductivity. Graduate Stu-
dent Series in Physics, Taylor & Francis, 1990.
[17] W. J. Trela and W. M. Fairbank, “Superfluid Helium Flow Through an
Orifice Near Critical Velocity,” Phys. Rev. Lett., vol. 19, 822–824, 1967.
80
[18] M. T. Reeves, T. P. Billam, B. P. Anderson, and A. S. Bradley, “Identifying
a superfluid reynolds number via dynamical similarity,” Phys. Rev. Lett.,
vol. 114, 155302, 2015.
[19] S. Inouye, S. Gupta, T. Rosenband, A. P. Chikkatur, A. Görlitz, T. L.
Gustavson, A. E. Leanhardt, D. E. Pritchard, and W. Ketterle, “Obser-
vation of vortex phase singularities in Bose-Einstein condensates,” Phys.
Rev. Lett., vol. 87, 080402, 2001.
[20] J. R. Cash and A. H. Karp, “A variable order Runge-Kutta method for
initial value problems with rapidly varying right-hand sides,” ACM Trans-
actions on Mathematical Software, vol. 16, 201–222, 2002.
[21] N. Parker and C. Barenghi, A Primer on Quantum Fluids. Springer Inter-
national Publishing, 2016.
[22] T. A. Haase, D. H. White, D. J. Brown, I. Herrera, and M. D. Hoogerland,
“A versatile apparatus for two-dimensional atomtronic quantum simula-
tion,” Review of Scientific Instruments, vol. 88, 113102, 2017.
[23] B. M. Caradoc-Davies, Vortex Dynamics in Bose-Einstein Condensates.
PhD thesis, University of Otago, 2000.
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