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I N T R 0 D U- C- T I 0 N 
This study initially set out to consider the possibility 
of constructing an adaptive robust estimation procedure for 
the standard linear regression model when the disturbance 
vector deviated f~6m normality, howeve~ after the initial 
success in that field it seemed only appropriate that the 
approach be extended to robust location parameter estimation. 
This is a particular case of the regression model and an area 
in which a number of different estimators have been proposed 
and a great deal of comparative research work done. Due to 
the wider scope of such research the greater part of the 
thesis is devoted to this field of researc~ which led to many 
-interesting and --useful results and conclus-ions. 
In order to follow the usual progression in the litera-
ture, i.e. from location parameter estimation to regression 
vector parameter estimation, the presentation will not be in 
the researched chronological order, but will hopefully lead 
the reader through a more logical sequence of facts. 
Part I comprises a survey of literature which is m~st 
relevant to this topic - essentially the significant contri-
b~tionsin robust parameter estimation, excluding the non-
parametric methods . 
. In Part II the estimation of the location parameter is 












study undertaken whereby the performance of the ·new proposed 
estimator is compared with that of several commonly used ro-
bust estimators. The distribution of this estimator is con-
sidered and its relationship with a certain statistic exam-
ined. This in turn led to the statistic being considered as 
! 
a possible estimator in its own right. 
Part III comprises the research into the development of 
an adapttve robust estimation procedure for the~-r~gression 
model. In addition an idea proposed by Lloyd {1952) for the 
estimation of the location parameter is considered as a 













C H A P T E R 1 
SURVEY OF PARAMETRIC ROBUST ESTIMATION 
1 . INTRODUCTION 
A great deal of research effort has been devoted to the 
fundamental-5tatistical problem of fitting equations to data. 
The coeffi-cients· of the f-itted relationship may be of in-
terest in their own right, or the estimated equation may be 
used for prediction purposes. 
Basically the prob~em ~~ to estimate-the coefficients _ 
where the· X • IS 
-1 
( 1 . l ) 
may be completely different variables or 
may•be polynomials or trig~ometric functions of the same 
variable. 
e is generally referred to as the· random error or dis-
turbance, and the nature and distribution of this error are 
of considerable importance as far as the estimation of the 
above parameters is concerned. 
The one case which is of particular interest is that 
where no ~·s enter into the model and S (the vector of B 












y_ = l_e + ! 
(13~ is usually denoted by e in the literature~) 
Since there is no real concept of dependence or inde-
pendence in this ·model it is usually written as 
x = le + e ( 1 . 2) 
The most widely.used method for estimating the coeffici-
ents of a f'unctional relationship is undoubtedly- the method 
of least squares. Justification for the frequent use of this 
method'is provided by the following theorem: 
The.olte.ff!. G~u.1.:i1.:i-Ma1tlw_6.fi The.oti~!!l (JohY1:1.:i.ton ·u 972 lJ_ 
1-6 we. have. Y • :::: 13 o + 13 1 X 7 · + 13 2 X2 ·;+ • • • + 13 · 1 X ·7 · + e. · ..t . ..t ..t m- m- ..t ..t 
(i = 1,2, ••• ,n), whe.Jte. .ihe. e.. have. ze.Jto e.xpe.e.ta.tion, eon-
..<. 
1.:i.tan.t vanianee. a2 
A - 1 
13 = (X'X) X'Y. 
and ze.Jto eova1tianee.1.:i, and .the. x . 
..{. 
aJte. 
(whe.ne. X i1.:i .the. nxm ma.tnix o-6 ob1.:ie.nva.tion1.:i on .the. m inde.-
pe.nde.n.t vaniable.1.:i and Y i1.:i .the. nx1 ve.e.to!t ofi ob1.:ie.1tva.tion1.:i 
on .the. de.pe.nde.n.t vaniable.), i.6 .the. be.1.:i.t line.an u.nbia1.:ie.d e.1.:i-





Note that for the model (1.2) the BLUE of 
·~ = (.l_'!)-1 !'~ = x 
J 
sample mean;with variance: 
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The above theorem is of considerable importance as it 
proves that under the stipula~ed condition the least squares 
estimator is the best linear unbiased estimator. However, 
it is important to note firstly, that the estimator is only 
best in the class of estimators which are linear functions of 
the unordered data values - thus estimators such as the med-
ian or mid-range a~e excluded as possibilities for the model 
(1.2), and, secondly, that the result does not consider non-
linear alternatives. The attractiveness (from a stati~tical 
point of view), of working with linear estimators has mad~ 
least squares the most popular method of estimation in 
practice. 
In fact, when e has a normal distribution least 
squares provides the maximum likelihood estimator for ~> 
and for the model (1.2) 1 east squares provides the Minimum 
Variance Bound (MVB) estimator (Kendall and Stuart, Vol II 
(1973)) so that· no ~stimator, linear or non-linear has 
smaller variance. 
However, it has been shown in the literature (e.g. 
Andrews (1974)) that these estimators possess some un-
attractive properties for certain non-normal (non-Gaussian) 
error distributions. When outlying data points ("outliers") 
occur in data sets due to errors in observation or long 
tailed error distributions, they have an unusually large in-
fluence on the, least squares estimator because they are 
weighted according to the square of their distance to the 












In addition, because outliers tend to pull the fitted 
line towards them-,-4>ne--mightbelleve, through exami_nation 
of the estimated residuals that the actual residuals were in 
fact normally distributed. 
In order to circumvent this problem a number of robust 
(Box {1953) first coined the term 11 robustness 11 ) estimation 
. 
procedures have been developed. Such estimators are con-
structed so as to perform well across a wide range of diff-. 
erent parent error distributions. 
Seminal work on the robust estimation of the location 
parameter for a symmetric distribution was done by Hodges and 
Lehmann (1963) and Huber (1964). Wrirk was also done in the 
early 1960's on the robust estimation of the scale parameter. 
However, since the interval (µ-ko, µ+ko) with k a con-
stant does not contain a consta~t proportion of the popula-
tion for different distributions, no natural measure of scale 
exists, and thus research in this area has been relatively 
re s tr i c t e.d . 
Parametric work on robust estimation, since that of 
Huber's first study, can be broken up into three distinct 
areas. Firstly, there is M-estimation which is based on max-
imum likelihood considerations, secondly, L-estimation which 
considers (in the location parameter case) estimation using 
linear functions of the order statistics of the sample, and 
final_ly LP-norm estimation (minimization of the pth powers 
of the residuals), a method which has received some attention 













C H A.Y T E. R _. 2 
M-ESTIMATION 
2.1 A BRIEF SURVEY OF SOME OF THEM-ESTIMATION .. 
METHODS PROPOSED 
Here we are to consider a symmetric probability density 
.function f(x) with. finite unique (through symmetry) loca-
tion parameter a. For convenience we may write this den-
sity as f(x-8). 
Letting X1 , X2, ... ,Xn represent a random sample from 
f(x), estimation of 8 may be carried out (for known 
f{i})~~using the method of maximum likelihood (Fi~h~r (1921)) 
--·de-noted be~-ow -as M-estimation. 
Denoting the natural logarithm of the likelihood 
function- by L{e) we have: 
In the notation of the literature this equals: 
We maximise the logarithm of the likelihood by differentia-
tion with respect of e to yield: 
d ae R.n L(8) = 













l~ 7 1 ljJ(Xi-8) 
( P 'tx) =- ljJ ( x) ) 
The 8 that maximizes £n L(8) is the solution of 
In order to clarify the use of M-estimation consider in 
the first place the M-estimation of 8 for the normal 
-(Gau s s i a-n) --a n d Lap l a c e (-do u b l y- exponent i a-1 ) d i st r i-b u ti-on s 
which yields the sample mean and median respectively. 
l ) Normal: 
p(y) = 
y2 
+ c ; 2 c a constant 
ljJ (y) = y 
l ~= l ljJ(x.-8) = 0 1 yields 
8 = x 
2) Laplace: 
p(y) = kl YI + c k,c - constants 
1jJ (y) = sign(y).k 
yields 
e = sample median 
Clearly X tends to be much more influenced by outliers 
than the sample median. In robust estimation one is essen-
tially looking for an estimator that performs adequately over 
the widest poTsible range of distributions. (The loss of 
efficiency under a normal distribution for an estimator which 












robust theory as the premium of that particular estimator.) 
With this in mind, Huber (196~) proposed an M-estimator 
that was asymptotically efficient for a distribution which 
followed a normal in the central region and a Laplace in the 
tails. [It should be noted, however, that while i is an 
efficient estima~or .of 8 for normally distributed data with 
finite sample size, the median is not an efficient estimator 
. of 8 in finite samples from a Laplace distribution.] 
(See for example Sarhan (1954).) 
Huber·~ P function was thus: 
p (y) = ~ IYI < a; a a constant 
a[yj 
az 
= - 2 IYI > a 
ljJ (y) = -a y < -a 
= y -a < y < a 
= a y > a 
The equation: 
l ~ = l l/J(Xi-8) = 0 
is then solved for 8 by iterative means to yield the Huber 
M-estimate of e . 
Since the scheme will not be scale invariant for any 
predetermined constant a, the raw data values are scaled 













solved by iterative means. 
A robust scale.statistic which is often_used is:_ 
d = m ed. i a n I x i - m e d i a n ( x i ) I /0 . 6 7 4 5 
l 
{The factor 0.6745 makes this an approximately unbiased es-
timate of scale when the data is distributed normally ~ see 
Holland and Welsch (1977).) 
Us in g the s cal e . i n var i ant form w i th d above a _ ca n be 
selected so as to give varying efficiencies for different 
distributions. We know that in the limiting situation where 
a~ 00 
1
the estimator yields Y, whereas if a is made very 
small the estimator gets close to the sample median. If a 
is known, then selection of a equal to 1.5 yields an esti-
·mator with asymptotic efficiency greater than 95% (Huber 
( l 9 6 4 ) ) . _ Th i s es ti mat or performed ·---we 11 i n the Pr i n c .et o n S tu d y 
( A 1J q r _e w s e t a 1 ( 1 9 7 2 ) ) , t h e p r em i u m b e i n g s ma 11 w i t h g o o d p r o -
tection provided against heavy tailed distributions. 
Two possible iterative schemes for finding e, given 
sorne ___ starting valu.e- S* are gi.ven below~-- For the .rth iter-
ation they are: 
I~= l ~(xi-~r-ll " " l ) er = e + -<l r-1 " 















~ l ~ = 1 (x.-er-1\ 2) er = e r-1 + ljJ' l - d ) • 
A A 




for some tolerance £. 
The first scheme represents Newton's method and the 
second is attributed to Huber (1975). The Huber method is 
simpler but tends to require more iterations than Newton's 
method which tends, however, to be more difficult to imple-
ment because it requires the first derivative of ljJ. Some 
robust estimate of e is taken for e*, most usually the 
sample median. Huber's idea is thus, in essence, to 11 squash 
in 11 points which lie greater than some predetermined dis-
tance away from an appropriate e so that they lie exactly 
this distance away from e. The chosen value of a may 
··depend ,.on ~s_om e prior __ i nf_o_rma t:i-0_n-.:er-c€x p_ec-ta-1i.:0_n of- _the ~under-: 
lYing distribution of X. If, .for example, one suspected 
that the- d a ta w a s drawn fr om a d i st r i bu ti o n w i th 1 on g ta i ls , 
the. use of an a smaller than that for an approximately 
normal distribution would be appropriate. 
An extension of Huber's idea is one due to Hampel (1974) 
where: 
IYI 0 < IYI < a, 
a a < IYI < b, 
iJ;(y; a; b; c.) = sign (Y.) · 
~la b < IYl < c. ' c. 
0 c. < IYI 












Andrews has suggested (Andre~s et al (1972)) 
ijJ(y) = sin(y/d) 
= 0 
IYI < dn, 
I y I > dn. 
This estimator with d = 2. 1 was used in the Princeton 
study (Andrews et al (1972)). However, more robust forms of 
this estimate with d = 1.5 or 1.8 have recently been pro-
posed (Andrews (1974)). 
An estimator which is very similar to, and an adequate 
substitute for, the Andrews estimation, is the Tu key Bi weight 
(Beaton and Tukey (1974)) with 
ijJ(y) = y[ 1 
= 0 
IYI < e., 
IYI > e., 
e. is usually taken to be 5.0 or £.0~ 
It is noted by Hogg {1979) that since the ·p functions 
as s:o c i a t e d w i th the And re w s and Tu k e y f u n c ti on s a re:. no t - .c on -
vex it is possible that there may be convergence problems in 
the 4terative scheme. 
Other M-estimators include those due. to Dennis and 
Welsch (1976) with: 
¢(y) = y exp(- (f) 2) 
and Fair (1974) with: 
( + ltl\-1 
ijJ(y) = y\l 9} 
6 a constant-
9 a constant.·· 
The predetermined constants in the ¢ functions are known 












The following table, extracted from Holland and Welsch 
( l 9 7 7 ) , g i v es- v a 1 u e s f o r t h e tu n i n g c o n s ta n t s f or 9 5 % e ff i -
ciency at the unit normal distribution for 
. 
some of the M-
estimators described above. 
Weight, Function A· T F H w 
Tuning Constant l . 33 9 4.685 l . 400 1 . 3 4 5 2.985 
~ .~ . 
~ 
where A is the Andrews scheme 
T is the Tu key biweight 
_F is .the Fair scheme 
H is the Huber scheme 
and w i s the Dennis and Welsch scheme • 
2.2 ASYMPTOTIC DISTRIBUTION OF THE M-ESTIMATORS 
Expansion of I~=l ~((Xi~~)/d = 0 
as a Taylor series about 8, gives for- the case d = a (the 
- - -- population standard deviation): 
A 
111(8-8) 
1t-·may-·be ·s·how-n-(-Ho-gg --(-1979~) that this expression has a 




















has an approximate N(O, 1) distribution and 
stati-stical -;nferencesmay be made about e. Gross (1976) has 
examined confidence intervals based on this idea. 
2.3 M-ESTIMATION OF THE ~ VECTOR IN THE REGRESSI.ON MODEL 
The problem of finding M-estimates of the S vector in 
the regression model is handled in a·-paranel manner to that 
of-estimating the location parameter e. The essential dif-, 
fefence-is me-re·ly-that n the iterative scheme-it is the 
residuals of the regression fit which are transformed accord-
ing to the particular ljJ function at each iteration and not 
the raw data set. 
The M-estimate of S~ ~ sa~ maximizes: 
,n (Y;-X;~) 
li=l p , 
·d 
where x . 
l 
is the ;th observation on 
the set of m independent variables. 
A necessary condition for maxi~ization is that S satisfies 
n · 1 1-(y . -x. ~ l i = l X;j,l/J d = 0 ) vj = l, ... ,m 












" location parameter case, an initial estimate f* of f and 
a robust estimate of scale d. In a parallel way to the 
iterative scheme for evaluating e, the L1 (minimization 
of the sum of absolute deviations) estimate of S is usually 
taken as an adequate robust initial estimate of s. Using 
this estimate, d is usually calculated from 
A A 
d = [med i a n ·1 ( y i - x i ~ * ) - m e d i a n ( y i - x i ~ * ) I ] I ( 0 • 6 7 4 5 ) 
Defining the -weight funct·ion: 
w(z) = ljJ(z)/z 
and letting < > denote an nxn diagonal matrix, the 
following three iterative schemes are commonly used to cal-
culate M-estimates of S for some predetermined 1jJ function 
and tuning constant. For the rth iterati-0n they are: 




3) flr = flr-1 + (x' < we-X~r-l):>x)-'x• < w(1-X~r-1) > 
(_¥.;.Xir-1 )) ' 
where X is the nxm matrix of the independent vari-
ables and 1 the nxl vector of the dependent variable. 
The first method is Newton's, the second is due to Huber 
(1975) and the third due to Beaton and Tu key (1974). In the 













the iterations. Dutter (1977) has, however, proposed a modi-
fication of Huber's method with d being calculated at each 
iteration using the scheme: 
"' 2 
1 d 2 = 1 --\ n [ (Yi -xi ~r- 1) l d 2 
r { n -m) E ( iJi 2 ) L i = 1 iJi d r _ l J r - 1 
rth "' The iteration.for B is then 
t' "' 
"' (X'X)- 1 rx-x~r-1) ~r = B + q dr x· iµ\ a -r-1 r 
and (taking the Huber scheme as illustrative): 
. [ 1 
q = min ¢(a}-¢(-a) 
where ¢ is the standardised normal distribution function. 
This procedure is continued until 
"" lq dr (X'X)- 1 X' v{~-~~r-l)I < c dr/<X'X>j 
for all .j = 1,2, .... ,m 
(<X 1 X>j is the jth diagonal element of X'X) 
and 
for some tolerance E. 
For monotone iµ-functions (e.g. Huber and Fair) Huber 
(1973) has shown that under certain conditions (one is a 
known spread d = o) iterated solutions derived from the Huber 















[ EF-(-ljJ' }J 2. ' 
where F is the cumulative distribution function of the 
underlying error distribution. An approximati.on to thjs 
variance-covariance matrix is (Hogg (1979)): 
{
l n . '(yi-Xii?._)}2 
(n-m) n Ii=l lJJ a 
In conclusion, it is seen that the M-estimation method 
is, using any of a range of ljJ-functions, equally applicable 
to estimation of e and s. This flexibility, along with 
the progress made in the distribution theory, probably makes 












C H A P T E---R - 3 
ESTIMATION USING LINEAR COMBINATIONS 
OF ORDER STATISTICS (L-ESTIMATION) 
3.1 REVIEW OF MORK ON L-ESTIMATION OF 8 IN 
SYMMETRIC DISTRIBUTION 
Let x(1)' x(2)' .•. ,x(n) denote the order statistics· 
for a sample of size n from a continuous symmetric density 
with- location parameter 8. Linear combinations of these 
order statistics can be constructed to estimate 8 and are 
oft-en kno.wn a-s i_--estimators:,_ such an-estimator-is denoted 
by: 













\~ l c. = l 
L.1= 1 
c . l = c., n-1+ 1 for i = 1,2, ... ,[~] 
The most common examples of such estimators are: 
l ) 1he sample mean, X where l c i = n, i = 1,2, ... ,n. 
2) Sample median, where 
c = 1 } [~] if 
Ci - 0, i f [~] -
n odd 
c·n = c n = ~ 
-z -z+ l LJ i f n e v e n 
ci = 0, for all other i 
3) Midrange, where 
ci = 0, otherwise. 
The pioneering work on the L-estimation of the location 
parameter and the scale parameter using best (minimum vari-
ance) linear combinations of order statistics was_ done by 
Lloyd (1952). This work was closely followed by a series of 
papers by Sarhan (1954, l955a, 1955b) which explored the 
applicability of such estimators to a variety of distribu-
tions. Lloyd applied the method of generali2ed least squares 
to the ordered sample of a known distribution (which depended 
on location and scale parameters only) to find estimators of 
the location parameter and scale parameter. These estimators 
would be linear (in the ordered sample) and unbiased and have 
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Lloyd considered the ordered model: 
y = 1 e + u -
where y = x ( 1 ) 
x(2) 
and U· is the ordered disturbance term 
with E(~~ ') = cr 2 V 
where V is a positive definite matrix which is known if the 
underlying disturbance is known. 
Generalized least squares (Aitken (1935)) yields: 
e = (l' v-1 l)-1 <l' v-1 .YJ 
the BLUE (best linear unbiased estimator) for the ordered 
sample or BLSS (best linear systematic statistic) with 
variance 
It can be shown that this estimator will have smaller 
variance than the least squares estimator (Y) if the re-
ciprocal of the smallest eigenvalue of v- 1 is less than unity. 
This will be expanded upon in Part III. 
Sarhan published tables for the optimal weights of the 
order .statistics for a number of distributions up to a sample 
size of 5. The distributions he considered were the Uniform , 















U-shaped (Beta (3,1))*, Parabolic (Beta (2,2)) and his so-
called "skewed distribution" (Beta (3,2)). 
Apart from the Normal and Exponential distributions 
which yield X as the BLSS {the Cramer-Rao lower bound), ex-
plicit forms of the matrix of covariances of the order stat-
istics as a function of n were attainable only for the 
Uniform distribution. Numerical results for the covariance 
matrices of the other distributions were published for sample 
sizes up.to 5. Govindaraju]D (1966) publ~shed order statistic 
covariances ·for the Laplace for sample sizes of 2 to 20 (in-
crements of l) and Barnett (1966) published those for the 
Cauchy.fa~ sample sizes of 5 to 16 (increments of 1) and 18 
and--20_. 
Given the distribution,· jt·:Js usually algebraically 
feasible to derive the cov~rAance structure of the order 
statistic~ and th_us---the BLSS if the sample -size is not too· 
large. 
The general problem in robust est·i-mation, as~.pointed out 
above, is to devis~ ·an estimator which performs well across 
a range of distributions. If .the class of distributions in-
eludes th~ Normal, Laplace.and the Cauchy (or any subset of 
these three) and the Uniform distribution~it is impossible to 
formulate -one estimator ~hose asymptotic efficiency to the 
* ( ) -- Xa-l(l-x)8-l f(rv+a) where Beta a,8 '""' µ 
r(a)r(s) · 












Cram€r-Rao lower bound is not zero for one alternative. This 
follows from the fact that the efficient estimators for the 
Normal, Laplace and Cauchy have variances of the order of 
- l n whereas that of the Uniform {Rectangular) has variance 
of the order of -2 n {This situation does of course give 
considerable justification for the use of adaptive schemes 
in robust estimation.) . 
Given such constraints, Crow and Siddiqui (1967) set 
out to determine the L-estimator which maximizes the minimum 
(over a class of distributions) of the relative efficiency 
(in general with respect to the BLSS) for a range of sample 
sizes. The class -0f distributions exam~ned included the 
normal, double exponential, Cauchy,= pan1bo'Iic,--:.tria:ngular and'-~ 
unifofm.~ Crow and Siddiqui discuss four distinct:l-
estimators with the no ation:_- p =} - ~' · whera -r is a_ 
n 
non~negative.intege  less than. 7 : 
a) Winsorized mean {Tu key, 1962), 
W n ( p) = n -
1 
[ { r+ 1 XX { r+ 1 ) + X ( n _ r) ) + l ~~ ~~-~ X ( i ) ] , 
r < (n-1)/2 
Wn(-in) = X(a+l) if n = 2a+l (a a positive integer). 
b) _ Trimmed means {Tu key (1962)), 
c) 
Tn(PJ = (n-2r)- 1 t~=~+l X(i) 
Linearly weighted means~ 
( 1 ) n = 2.a 












+ (2i-2r-l)(X(i)+X(n-i+l)) + ... 
+ (2a-2r-l)(X(a)+X{a+l))]; 
( 2) n = 2a + 1 
Ln(P) = [(a-r)2+{a-r+l)21-1[x(r+lfX(n-r)+ 3(X(r+2)+X(n-r+l)) 
+ ... + (2i-2r-l)(X(i)+X(n-i+l)) + ... 
+(2a-2r-l)(X(a)+X(a+ 2 ))+(2a-2r+l)X(a+l~ 
d) Median and two other symmetric order statistics, 
( 1) n = 2a 
where a is a constant 
( 2) n = 2a + 1 
Of these a) and b) had received considerable attention 
in the.literature and c) and d) were tentative proposals. 
The trimmed mean and winsorized mean have both been shown 
under certain conditions to be asymptotically normal (Bickel 
(1965)). 
Stigler (1973) showed that necessary and sufficient con-
ditions for the trimmed mean to be asymptotically normal could 
be stated alternatively as follows: " ... :t.ha.:t. .the. 1.>a.mple. be. 
:t.~imme.d a.:t. 1.>a.mple. pe.nce.n:t.ile.-0 1.>u.ch :t.ha.:t. .the. conne.1.>ponding 












Clearly, the only situations in which the above would not hold 
true, would be when sampling either from a discr~te population 
or from a continuous population with gaps in the sample space. 
The standard deviation of the trimmed mean can be estimated 
(Tukey and Mclaughlin (1963)) by: 
h = n-2r 
Crowe and Siddiqui established the asymptotic normality of c) 
and d). Although Crowe and Siddiqui hint at the use of a more 
gen-er-a Lized w-e i_gbij ng function than __ t_ha_t_j n c) - "one __ might 
'd . h + . . +h /<_th I -'"h b . + 11 eon-0~ en we~g ~-0 vany~ng a-0 ~ e powen o0 ~ e hu -0en~p~ , 
they make the remark that weights derived from such a function 
of bounded variation are asymptotically unique as n becomes 
Jnfinite (this allows them to establish asymptotic normality). 
__ As might be expected, the linea~ly weighted mean of Crowe 
and Siddiqui, which always weights central order statistics 
more than outlying ones, performs poorly with platykurtic 
distribu.tions. In a·similar vein to Crowe and Siddiqui 's 
linearly weighted L-estimator,Stigler (1973) has proposed the 
use of a "smoothly trimmed mean": 
-1 \n 
n Li=l·J __ (i/(n+l)}X(i)' with 
- 1 J(u) = (u-a)(0.5-a) , a< u < 0.5, 
- (l-a-u}(0.5-a)- 1 , o.5 < u < 1-a, 
= 0 otherwise, 
(a a constant less than,0.5), 
for the case when the conventional trimmed mean fails the 













It is worth noting incidentally that a mean of the trimmings 
of some trimmed mean (-outmean} ·is no-t--g-iven serious consider-
ation in the literature despite its excellent performance in 
the Stigler (1977) comparison. Similarly, the possibility of 
a weighting function which gives greater weight to the ex-
treme order statistics than other more central ones is not 
g i v e n p r om i n e n c e .: ' 
The choice of r . with L-estimators a) and b) is ob-
viously crucial. For example, in the case of the calculation 
of a Winsorized mean of a sample with suspected outliers, too 
little Winsorization (too small an r) will result .in over-
weighting outlier observations,whilst too large an r will 
result in the neglect of non-contaminating observations with 
consequent loss of information. 
Crowe ~nd Siddiqui show that for the distribution they 
studied (see above) the maximin (or guaranteed) efficiencies 
for estimators a), b) and c), (with p between 0.3 and 0.5) 
-w-er-e=- -fair 1 y--s imi 1 a-r---, th-e .-tr immed---mea n being-- the best on· -
average although as p varies 
declines much less for 
(p = i - ~) the efficiency n 
than for Tn(p) or Wn(P) 
for the Laplace and Cauchy distributions. Crowe and Siddiqui 
calculate guaranteed efficiency for their proposed estimator 
Yn{p,a) and show that the best Yn(p,a) (across p and a) 
is approximately as efficient as the best Wn(P)~ Tn(P) or 
Ln(P) for the distributions they consider. Yn(p,a) does 
however tend to be somewhat sensitive to changes in the 












of thumb, for calculating a robust estimate of the location 
parameter from a small sample (less than 20) with no prior 
information on the sampled distribution, that one use either 
Tn(p) 
with 
with n r = 4' or 
n r = 4 and 
1 
a = 1f • 
with 
Estimated variance (in the finite 
case) is then given by dividing a conventional sample esti-
mate of the variance by the product of n and the guaranteed 
efficiency. Approximate confidence intervals are then easily 
calculated using the asymptotic normality of the estimators. 
In a similar veiTI Gastwirth {~966) has proposed an esti-
mator which is a linear sum of the 33{-rd, soth and 6161-·rds 
percentiles.of the sample with weights 0.3, 0.4 and -0.3 re-
spec.tively· .. : Tukey in Andrews -et al {1972) has proposed a 
weight-e.d aver-age ,of the first.; second and third ·quart'iles 
with weights ·a, ~ and ! respectively~ 
Chan and- Rhodin (1979) have extended the wor-k of Crow 
·and Siddiqui and examined the class of asymptutically best 
1 inear estimators -based on : -k symm·etr-ically ranked order 
statistics :(symmetrical k-ABLES) where k < 5. The system 
of~istributi.ons considered .consists of Tukey 1 s lambda family 
and. th e . no rm a l , ·. La p l a c e -a n d C a u c h y -d i st r i bu t i o n s . Ta b 1 e s a r e 
provided~so that-~or any subset of this set of distributions 
the ·k-ABLE g.iving the highest ·gua·ranteed relative asymptotic 
eff4ciency may be obtained·. Chan and Rhodin show that the 
optimal --k-ABLE (as described above) compares favourably with 













3.2 -L-ESTIMATION OF THE 11 LOCATION PARAMETER 11 FOR 
UNSYMMETRICAL DISTRIBUTIONS 
The. problem of estimating central values of skewed dis-
tributiomhas not received much attention .in the literature 
since such a parameter is clearly non-unique. 
Hogg (1974)~~onsiders the possibility of an unsymmetrical 
trimmed mean estimator: 
where P1 = l r1 2 n 
P2 = l r2 2 n 
and r1 and- r2 are no ·n - n e g a t i v e integers 1 es s than· n. 
Statistical inferences can then ~e made about the ex-
p-ec.t ed--v..a lu-e· of_ -SU cJL_.ci.n .e.s t imat.or~--s ay _8_ lp i, p 2) , if_ some 
approximate error st~ucture can be derived. Hogg suggests 
an unsymmetrical Winsorized sum of squares: 












of the parameters (such as a and p in the case of 
Yn(p,a)) would be to make them a function of some measure 
of tail stretch. 




T n 0), 
Tn(!), 
T n ( O) 
2.0 < 
4.0 < 
5. 5 < 
A 
k < 2. 0, 
A 
k < 4.0, 
A (3.3.1) 
k < 5. 5' 
A 
k ' 
where T~(p) is the mean of the trimm~~gs ~f Tn(P) and k 
is an estimator of sample kurtosis. 
Hogg (1972) then proposed a new indicator of tail 
stretch, name1y: 
o = [IT(o.o5) - r(o~o5)J/[IT(o.5 - r(o.5)J 
where IT(l3) is the average of the largest nl3 order statistics 
(fractional items are used if nl3 is not an integer) and 
L(8)_ has a similar def_inition_usjng t_he smallest items. 
Hogg (1974) then proposed: 
T~ (1) Q < 2.0 




G) '- 2.6 < Q < 3. 2 
T nO) 3 . 2 < Q 
In· comments· on Stigler (1977) Hogg raises the possibility of 
having an adaptive symmetrically trimmed mean estimator based 












those based on sample skewness alone are· probably better than 
ones based on sample kurtosis alone. He suggested: 
T~(!) 
l 
(bl') 2 < LO , 
T2 = T n ( .l ) 
l 
l.O~(bi) 2 < 2.0 
l 
Tn(!) , 2.0~(bi) 2 , 
where b1 is a sample estimate of B1, the squared skewness. 
~arter (1972) has proposed an estimator of location 
based on classifying the sample as coming from either a uni-
form, normal or Laplace distribution - the appropriate maxi-
mum likelihood estimator is then used. He considers the 
scheme:· 
X midrange k < 2. 2 ' 
x ' 2.2 < k < 3 .8 '. 
" 
X median k > -.3 ~8 
This proposal ·is examined in more detail in Harter (1979) 
·and-several classification schemes ·based on sample kurtosis, 
Hogg's Q~statistic and sample likelihood are,considered. ~arter: 
showed ~n thi~~study that for estimation of the -1ecation para~ 
meter, criteria based .on Hogg 's-.Q-stati.sti_c ·perf-0rmed best 
(marginally better than those based on sample kurtosis). 
Jaec~kel.(-1971) has· .. considered an adaptive trimmed mean, select-
. . w~ ( P) 
1ng·that· _Tn(P) _ wh1ch minjmizes - a statistic closely 
(2p)2 
related· to the ·variance of T n(P). This estimator performed 
well in the 0 Princeton study for large . (n > 20) samples. Chan 



















- Fn (0.5) 
... i ,, 
- F!n·'-0.5) 
' 
where F (k) = (iX·2_ k)/n n . i 
[Note the similarity to Hogg's Q-statistic.] 
one may choose.some subset from the class of distributions 
they consider, the numbers included in such a subset re-
fl e ct i n g "o u.Jr.. u.nc. eJr...tain.t y ab o u.t .the. -0 hap e. o fi .the. di-0 .tJr..i bu.ti on" 
(Chan and Rhodin). When this subset of distributions has been 
selected their tables yield guaranteed relative asymptotic 
efficiencies for each ~-ABLE (2 2_ k 2_ 5). The k-ABLE with 
the highest guaranteed relative asymptotic efficien~y is 
selected and tables reveal the relevant spacings and weights 
for the selected k-ABLE. 
Hogg (1974) cites the work of Fisher _(l9T2) who-uses_-
an adaptive asymmetrical trimmed mean estimation.method far 
determining the distribution (out of a set of k) ·which has 
the largest mean. As her test statistic Fisher uses the 
- (Q , Q2).vector where Q is as de~ined above-and: -
Q
2 
= [U(0.05) - Tn(0.25)]/(Tn(0.25) - L(0.05)] J 
rr and [ as defined above. 
Essentially Fisher's conclusion for skewed data sets is that 
as the distribution becomes more skewed (to the right say), 
as measured by Q2, the optimal value of p2 becomes 
smaller. This conclusion ties in with the results of Sarhan 
! 
above for his beta distribution. 












of location have received relatively little attention, one 
of their main dr.awbacks being, as Tukey (Andrews et al (1972)) 
puts it, that they only "come into thein own 6on 6ainly Lange 
.oample.o, pnobably beyond n = 50." It is argued that only 
then are they testably representative of their parent popu-
1 ations. Hogg (1974) has, however, stated that "It i.o my 
pen.oonal opinion.that the.oe blatantly adaptive e.otimaton.o 
can be .con.otkucted to be mone e66e12-.tive_than the nonadaptive 
nobu.ot e.otimaton.o at much .omallen .oample .oiie.o, .oay n = 15 
on 2 O. " One area of the development of these adaptive L-
estimators of location to which-a--tt·ent·i-on·-i·s-g·ive-n~+n-this -
thesis is that in which the weights are made continuous 
functions of the test statistic. Hogg (1974) has mentioned 
that such a scheme could have appeal. 
3.4 L-ESI-1-MATLON DF _THE S --VEC-IOR-FOR JHE-::JrEGRES-STON'l"IODEL 
The ~xtension of L-estimation to the regression case 
does not occur in an obvious way. Hogg (1979) has however 
cons i d ere d the f 0·11 ow i n g s ch em e ; s i n c e u s e of p ( x ) = I x I 
(in the M-estimation case) as described a~ove yieldsthe sample 
medj.a.n .. ...a..s .a.n .estimate __ of location and _the median plane in 
t h·e .-re g-r---es--s-i-o n~e:a:S e ,-- ex t--en s+o n 9:::0 ::o.t her-:-i)€r:c e:n ti+.e-s ·i s made -
by taking : 
p(y) = -(1-p)y 
= PY 
y < 0 
y > 0 
·This yields the (lOOp)th percentile in the location case and 












A possible extension, using this idea, of an L-estimator 
(proposed for the location case in Part II) to the re-












C H A P T E R 4 
LP-NORM ESTIMATION 
In general the coefficients of the functional relation-
ship (1.1) may be estimated by minimising .the sum of the pth 
powers of the deviations of the estimated values from the 
observed values of the dependent variable (LP- approximation). 
As discussed above situations do arise in practice for which 
the u s e of or di nary 1 east squares ( L 2 ) i s u n re a 1 i s t·i c . A 1 -
ternatives to least squares, using LP methods, such as 
minimising the sum of the absolute deviations (Li- approxi-
mation), can be traced back to Fourier in 1820 and Edgeworth 
(1887; 1888). These earlier works did not engender much 
enthusiasm and although mild interest was revived again in 
the 1920 to 1940 period by Edgeworth (1923), Rhodes (1930) 
and Sing)eton (1940), it was only ~fter the appearance of the 
papers of Karst (1958) and Wagner (1959) and the development 
of high speed computers that research in this field started 
to gather momentum. 
4~1 LP- APPROXIMATION 
Suppose our model is of the form (l.l). In practice 
n > m observations -~_r_e ___ t~ ken~~--~-' ~- (~_0_~~1 ~ ••• _ ~~rn ~ 1) __ is 
~----- -:--- ~ . - - -
estimated by that particular Q':::: (bo,bi, ... ,bm-l) say f ~ (So,B1,.;.,,8~_1 ) 












l n I _ J:m.-1 Ip . l y. b .x.. ' 1= 1 J=O J Jl 
x . = l 
01 
for i = 1,2, ... ,n. 
( 4 . l ) 
The above problem can be formulated as a mathematical 
programming problem as follows. Let the ;th error e. 
1 
be 
written as where u . > 0 and 
1 - i.e. 
the variables u; and vi represent positive and negative 
deviations respectively for the ;th observation. Then the 
LP approximation problem reduces to (Kiountouzis (1972)): 
( 4. 2) 
subject to 
l m-1 u.-v. + . b.x .. = Y· 1 1 J=O J Jl . 1 (i = 1,2, ... ,n) 
u. > 0, v. > 0 
1 - 1 -
(i = 1,2, ... ,n), and 
bj ,(j = 0, 1,2, ... ,m-1) unrestricted -in sign. 
It should be noted that this formulation is extremely 
flexible as it allows any observed constraint to be added 
(-e-.-.g .-C e'r ta-i~n---C--0 ef-f~i .G-.:i-.e-nt"5---m ay~~·b e--p re-Spec-~ f.i ed _ t O~b e--T1 Oil"° 
negative or weights can be given to various errors). In par-
ticular, for prediction purposes Narula and Wellington (1977) 
have proposed the tjSe of the minimization of the sum of the 
absolute relative errors. (i.e. L;lei/Y;I .) Although their 
formulation is only for the case p = l it can easily be ex-
tended to other values of p . 














Theonem 4.1.1 Kiountouzi-0 (7977) 
+ B 1x 1.+ e. m- · m- ..(. ..(. (i = 1,2, ... ,n) 
and the nandom ennon-0 




(ii), The -e1uie-fi.:1.:i---= =-e .- -and -~ e . neR..ati+rg ,-to -any -t-w-o --di-fi-f, e..:Jcent --. ..(. j 
ob-0envation-0 ..(. and J ane mutually independent. 
(iii) The ennon-0 6ollow a di-0tnibution with p.d.6. 
6(e) = h exp{-klelP}, whene h and ~ ane 
i iv l --N o--vth en in-6 oJtma:t..to-n -c. 0 nc. e.n n.ing - .:th-e_ c. 0 en fiic.ie.n:t-6 I ' B j 
i-6--av-a.ilab.te. 
Then .:the: "be-0.:t" --_b- -i-0~a-vec.tott-· - f3E Em-J -0 • .:t. 
\ ~ 1 I y . - \~ -1 b ·X .• Ip 
l..(.= ..(. lj=O j j..(. 
i-6 a minimum . 
Thus for example the 11 best 11 value of ~ when e has a Laplace, 
normal and .uniform distribution is the.Lp .. estimator with p equal to 1.0, 
2,0 and 00 respectively. For the model J .2__(m.-= l) _these .. correspond to 
- the_:.maximum:-.:~ i Ke=l:i hood-:l;..estimattir...:.s-:.::med::i.an,~mean<and-midrange- respectively. 
There is thus an important link between Lp--~stimation and L'.:"estimation 
and this will be discussed at length in Part II. 
It is imp~rtant to stress here that only in the case 













function of the (unordered) X vector. Thus in general the 
f3 vector in the models (1.1) and (1.2) must be found by 
iterative methods. The problems involved in finding the f3 
vector for the important cases of p = l; l < p < 2; 00 
are discussed below. 
4.2 MINIMISATION.OF THE SUM OF THE ABSOLUTE ERRORS 
(MSAE) (p = 1) 
For p = l (4.2) becomes: 
subject to 
( 4 . 3) 
t:
m-1 · 
u . -v . + - . b . x . . = y. ' 
1 1 J=O J Jl 1 
(i = 1,2, ... ,n) 
u. > O, v. > Q, (i = 1,2, ... ,n), and 
1 - 1 -
bj,(j -~- O_, l_,2_,~-· .,m=l) unrestricted in sign. 
~-I-t_ther-efore follows .that. L1 ·-.approximation can be formulated 
as a linear programming problem in 2n+m variables of which 
m variables (viz bo, b1 , ... ,bm_ 1), are unrestricted in sign. 
As with any linear programming problem a dual problem 
exists and can be formulated as follows (Wagner (1959)). 
Denote the dual variables by -f i. The dual of (4.3) is 
subject to 
-1 < f. < l 
1 
\~ 1 f. = 0 l1= 1 
l~ 1 f.x .. = 0 "' 1= 1 Jl , 
( 4. 4) 












Wagner (l.959) also showed that by transforming wjth wi = f ;+1 
the dual problem may be formulated in terms of the non-
negative ~ariables wi. This jS comput~tionally desirable 
and results in the following formulation: 
maximise ,n w y li=l i i 
subject to 
0 < w. < 2 - . 1 




x . . ' J 1 (j = 1,2, .•.. ,m-l) 
Some properties of Li- estimation arising out of the linear 
programming -formulation are now presented (Xiountouzis {1971)~ 
Appa and Smith (1973), Gentle,-Kennedy and Sposito.{1977))~ 
'1. At least one _:=-l 1 _hyperplane g:i-v"ing minimum 'sum of-
absolute deviatibns passes through r of the fi points, 
where r- is the rank ~f-the observation matrix X. Usually 
X i~ of·fu~l~rahk· and thus r = m, the number nf coeffi-
c i e n ts _, t o , be _es t i m a t ed . --
2. The ~oJutjbn to (4.1) i~:a-hyperplane:~~ch th~t: 
tn+ -- n-·.I < m , 
where + n and n are the number of o:bser.vati,o:ns ____ above 
and he-low the hyperplane r.espectively .. ~ 
· 3. Multiple optimal ·solutions -can occur, i.e. two oF"_mn-re. 
different hyperplanes give the same minimum sum of 
absolute deviations. 
*If there rloes not exist_ a hyperplane which passes through more -











4. Variations in y do not change the optimal values of 
the coefficients as long as no observation crosses the 
optimal hyperplane. This property makes the L1- esti-
mater resistant to wild points. 
5. Linear dependence among the independent variables will 
not cause any failures in the estimation procedure. 
6. The L1 · hyperplane can be regarded as an estimate of the 
median of the conditional distribution of the ~ given 
the x's. This can be most e~sily seen by considering 
the case m = 1. Here the model becomes 1 =]So + ~' and 
the L1 estimator is the median of the set 
y1, y2, ... ,yn. For n odd it is equal to one of the y 
values, and for n even it lies on the closed interval 
between the two neighbouring middle values. 
4.3 MINIMISATION OF THE MAXIMUM ABSOLUTE ERROR (p = 00 ) 
For p = 00 the. L minimisation criterion is equiva-
oo 





{ I \m-1 I maximum y. - L. b.x .. } . 1 J=O J Jl 
1 
. (4.6) 
In 1799 Laplace proposed the above procedure, which was sub-
sequently studied in detail by P.L. Chebychev and as a con-
sequence is usually referred to as Chebychev approximation. 
A comprehensive account of the theory of Chebychev approxi-












Denoting the maximum absolute deviation by D, the 
linear- programming formulation of (4.1)-is: 
minimise D ( 4 . 7) 
subject to 
l m-1 D > y. - .. b.x .. l ·J=O J Jl J (i = l, ... ,n) 
,m-1 D.> -y. + L· b.x·.. (i = 1,2, ... ,n) 
l J=O J Jl.) 
w h er e .D > 0 a n d _b j "' ( j = 0 , l , 2 , .... , m - 1 ) a r e u n r e s t r i c t e d 
in sign. 
The dual problem associated with the above can be for-
. mulated as follows (Wagner (1959)). 
Let the~dual Variables-corresponding to constraints_ 
l
m-1 · ,m-1 · D > y. - . b.x .. and D > -y. + L· · b.x .. be w. and 
- l J=O J Jl - l J=O J Jl l 




maximise 2,i=l Yilw;-z;) _ 
subject to 
\~ ,(w.+z.) = l 
L1=-1 l l 
I~=l(wi-zi) = 0 
I~= 1 (w;-z;)~jl_= o 
w. > O, z. > 0 (i = 1,2, ... ,n) 
l - 1 -
t4 . s) __ 
j - (1;2;~.~,m::::J.) .. 
Some properties of L
00 
approximation arising out of the 
·linear programming formulation of the problem and its assoc-













l. There exists one optimal hyperplane which is vertically 
equidistant from at least m+l of the observations, 
the distance given by the optimal value of D. 
2. The m+l observations determining the optimal hyperplane 
must lie on the convex hull of the n observations. 
3. The L
00 
hyperplane is a kind of mid-range estimate, 
which is most easily seen by considering the special case 




Bo= ~(m~n(yi) + m~x(yi)). 
1 1 
4.4 OTHER VALUES OF p. (i.e. values other than 
p = 1 ; 2; or oo) 
The mathematical programming formulation is given by 
. I 
(4.2). In general any value of p > l can be used but it 
is only in the special cases of p = 1; 2 or 00 that an 
unique minimum for the LP distance function can be found.* 
For pt 1; 2 or 00 , iterative procedures and non-
linear programming methods must be used (Fletcher and PQwell 
(1963), Kiountouzis (1971), Forsythe (1972)). The inability 
to find an exact solution should not be regarded as a major 
disadvantage but as an encouragement to the development of 
"good" algorithms. 
While theoretically any value of p > 0 can be used, 
in practice p < 1 is not of interest (Rice (1964)). 












The traditional method is least squares (p = 2) and 
in cases where this is not appropriate it is usually prefer-
able (so as to avoid giving too much weight to "wild points") 
to use a value of p such that 1 < p < 2. Values of p > 2 
other than the special case where p = 00 are not usually 
considered in the literature. 
4.5 MAIN CONCLUSIONS OF LITERATURE -ON -Lp-E?TIMATION 
Some of the main findings which have appeared in the 
literature-on the more 9enera1_~roperties_-0f LP- estimation 
are briefly summarised below. 
(i) -For a symmetric -error -distribution the Lp--est-imates 
of S = {So, Si-, .•• ,em-l->: _are uTibiased: fe.r -an .v-a-lues -
of p- (forsyth-e tj972)·;-Ki.ountouzis.fl973)_-,--Harv:ey~_--
(l978)i .' 
(ii) It appears that as the tails of the error~istribution 
become -longer { 11 fatter 1 )-than those -of- the :no-rma·]:-d.is;.;:-
tribution, values of p < 2 provide bett-e-r -estimatecs - -
than ·1east squares {Blattberg and Sargent-{"1~7l), 
Forsythe tl972), Kiountouzi-s (1973)~,- Harter-{1977)}. 
(i.ii) for -di-striniltions-with- sh.or.ter tails than those .of the 
normaJ -rl-i-Stribut-ion,-;t_ a--ppears .as if_ p = ~ may b.e-
mor-e:;appropri ate :(Harter - ( l 97 7}) • However for al 1 -
_.- other--:v.alues- of p the pr-0blem of determining the 
-distribution of the '8's is extremely complex {being 












tically intractable (Ashar and Wallace (1963), 
Havlicek {1968), Narula and Wellington (1977)). 
(v) There are numerous algorithms for determining the 
estimates for the cases p = 1 and p = oo (e.g. 
Barrodale and Young (1966), Bloomfield and Steiger 
. (1977)) which are superior to the equivalent Linear' 
Prog~amming solution as far as computer·~torage re-
quirements·and solution time are concerned. 
4.6 -ADAPT-IVE L· - ES-TIMATION IN THE LOCAT-J-ON PARAMETER p 
AND REGRESSION CASE 
L - estimation of 60 (8), the ]ocat~on parameter~ has p 
received v-e·ry :little-·attent:iun- in-·th:e ·literat.u,re:~·n compar:i-
son t-o LP- ~st i mati on-; n- th-e -nrore -gen era l -r-egr:e:s si-on .ca-se. _ 
Hart·er' ilas .,"=---h-owev·er, -prop.osed :an:. adaptjv:e. -sc.hem-.e-.u'S:i ng L ~ 
p 
estimati-on:with p equal to 1 ~D, 2 .• 0 or =, which. he 
applied-~e the location parameter as well as to the regression 
situ:alion. -.-c[His .:adaptLve: -:-sc.heme·-for ::the ·location parameter -
case- has a]ready..::b.e-en :d::isc..uss-e-d-:i-n t:hapter 3 b·u-t wiJL be 
repe-ated··tiere for ·:continuity.J- For-~the ::1-:0cat·i.:0n- .p-arameter-
case he used: 
Loo ; k < 2.2 
L2 2.2 < k < 3.8 
' 
L1 ; k > 3.8 ' 
A 
where k is the sample .kurtosis of the original sample. 
Extr~polation_to the regres~ion situati~n was more·-~ompli­












estimated. Originally Harter proposed the fitting of an L2 -
regr-es-Sion 1 ine- in -or-der-to arrive at an_:i-nitial set of 
residuals. [This method was in fact criticized by Hogg (1974) 
who suggested a more robust initial fit such as an L1 - regression 
although in a rejoinder Harter states that "one would hope 
that the fiinal 1te-0ult will not be unduly infiluen~ed by the 
initial e-0timate· ·(of the kurtosis of the residuals) unle-0-0 
it i-0 a.n ext.tteme one."] 
Once the set of residuals has been determined the sample 
kurtosis is calculated and an L - regression computed p 
according to the same scheme as that for the locati.on para-
meter. 
For the regression case Hogg (1974) has advocated a 
similar LP adaptive approach but s.uggests .. -the use. of Q 
(or Q i ) [ see Ch apter -3 ] . as a. measure of ta i 1 stretch . He 
does not, however, restrict the values of p to three, but 
- pr-opos·es that- p "be tak·en .6omewhe.tte. be-twe.-e.-n 1. 0 and J. 5 -
fio.tt di-0thibution-0 with long tail-0, a.ttound 2 fio.tt di.6t.ttibution.6 
With mode.ttate tail.6, and g.tteate.tt than 4 -·( po-Otiibly 00 ) b Oft 
1.iho.ttt-ta.iled di1.it.1tibution1.i." In this respect, his ideas 
follow tho~e of Forsythe (1972) who studied the estimation of 
So and "81 - in a one dime-nsional ·regression model by L -p 
methods with p = 1.25, 1.50 and 1.75. In Forsythe's study 
the distribution of the error vector was a standard normal 
contaminated ~ith a normal with non-zero mean (µ) and 
standard deviation equal to 4.0 Forsythe found that for the 












suitable as the contamination increased; this was also true, 
but to a greater extent, for the skewed case (µ = 4.0). 
Forsythe concluded that a value of p = l .5 could be a 
useful compromise for error distributions ranging from the 
normal to the Laplace. 
The L - estimation of B vectors using an adaptive p 
approach and the problem of such estimators distribution is 
as Hogg (1974) states a "6Jz.u.i.t6u.l a.Jz.e.a. 6oJz. 6u..tu.Jz.e. Jz.e.1.:ie.a.Jz.c.h.· 11 
The main thrust of this thesis is in this field and provides, 
hopefully, a body of research which is both useful in its 














I N T R 0 D U C T I 0 N 
This section .covers the work done on robust procedures 
for the estimation of the location parameter for symmetric 
and non-symmetric data sets. An adaptive LP-procedure first 
developed for the regression case is prbposed as a new esti-
mator and the similarity of this method of estimation to L-
estimation is considered in a theoretical and practical sense 
and an adaptive L-estimator is proposed. A study is then 
undertaken in which the adaptive LP- and L- procedures are 
compared with a selected range of alternative robust estimators. 
The problem of non-symmetric data sets is then examined 
and modifications of the procedures mentioned above are con-
sidered. Finally the performance of such a procedure on the 
data set~ published by Stigler (1977) is examined and compared 











C H A P T E R l* 
ESTIMATION OF THE LOCATION 
PARAMETER {8) FOR SYMMETRIC DISTRIBUTIONS 
l.l INTRODUCTION 
As exemplified in Part I an impressive array of robust 
estimators of location has been proposed in the literature. 
These estimators are primarily constructed so as to have 
superior statistical properties to the least squares estimator 
X when the-underlying distributi-0n deviates from normality. 
In pa~ticular, these estimators:~sually ex~ihit the character-
istic of being less sensitive than ~ to outlier~ or bad-data 
points. ---In other words, these €stimators-~are --usually con-:- -
structed to be 11 better 11 (according to some -criterion) than X 
when the underlying distribution is leptokurtic with respect 
to the·normal. Less attention has been given to the perfor-
mance--of estimato-rs which outperform X when th-e -unde-rlying 
distributi-on -is ei-t-her p-latykurtic or leptokurtic with respect 
to ·the normal . 
l .2 ~EASURES Of LOCATIDN 
*A paper based on parts of sections l.l and 1.5 of this 
chapter has -been accepted- f-or- publication by the -south 












In the statistical literature numerous population para-
meters have been proposed as a measure of the location of the 
distribution. In particular, the mean (E(X)), median and 
midrange have received special attention. Hence, in estima-
ting the location parameter, the first problem is to establish 
what one consider5 to be the most appropriate measure of 
location for the particular data set under consideration. 
Once the appropriate measure has been chosen the problem-of 
estimation can then be tackled. 
Initially, to avoid the subjective choice of the most 
suitable location parameter consideration was limited to 
symmetric populations so -that: 
E ( X) = Xmedian = ~id:range _= 8 • 
1 .3 THE LP- METHOD 
Harter and Hogg (see Part I) have- pro.po_sed stepwise 
adaptive (according to tai-l -stretch) procedures for the_ 
estimation of e. 
There does, how-ev-er, seem n-o th eo_ret-i£a i- ju_sti f ;--cation 
for using these stepwise adaptive procedur~s jn place of a 
scheme-in which there i5 a continuous trade off between-tail 
stretch and- estimator .and such procedures have received 
little attention in the literature -see Prescott (1978)~ how-
ever, for a proposed adaptive trimmed mean estimator based -on 
a continuous trade -0ff between tail length and the estimator*. 












Reconsideration of the Huber type approach (see Part I} 
shows that minimisation of: 
A A 
(a} I~= 1 1xi-el 
estimate of 
yields 8 = Xmedian (the maximum likelihood 
e for the Laplace distribution). 
yields 8 = X (the maximum likelihood 
estimate ofi-'·e for the normal distribution). 
A A 
8 ="midrange (the maximu-m likelihood· 
estimate of 8 for the uniform di~tribution) ~ 
If we consider the minimisation of: 
(1.3.1) 
where p is a continuous function of tail stretch, it would 
appear that one may be able, at least in terms ~f maximi-
sing ~inimum efficiency, to improve orr the blanket use of 
either X or X and even the use of M-estimators and . median 
adaptive L-estimators. 
It is clear that using a value of p = 2 assigns equal 
weight to all observations in the calculation of 8; use of 
p = 1 assigns all ~he weight to the middle observation (in 
the case of n· odd) and none to the others; use of p = 00 
assigns half weight to each of the end observations and none 
to the other. Use of 1 < p < 00 therefore assigns weight to 
all the observations; the closer p is to 1 the more the 






















(%) ( n) 
;th order statistic X(i) 
Such a procedure may have more intuitive appeal ·than 
the truncated mean or Huber approach because in those pro-
cedures information regarding the magnitude of data points 
falling in the· tails is lost in the sense that the influence 
curves (Hampel (1974)) of such estimators are constant (rion-
zero) past the relevant cut off points. Thus although the 
existence of outliers influence such estimators and in fact 
as Hampel notes for the trimmed mean, exert "~he maximum 
po.6.6ib.te infiluenc..e. on e.ac..h .6ide." the actual values of such 











The LP- approach (except for p = l and p = oo) 
assumes no cut off values and allocates weight to all the 
data points. 
1.3.l Selection of a suitable p based on tail 
stretch 
In this section and throughout this part kurtosis 
G~ where µ; is ,the ; th moment about the mean) 
is used to measure tail stretch. Various alternatives have 
been proposed e.g. Hogg 's Q statistic (Hogg (1974)) but 
it appears from the literature that none have any clear cut 
advantage over kurtosis which would render it more useful in 
the following studies. The use of alternative measures of 
tail stretch is a fruitful area for future research. 
A formula relating the value of p and kurtosis which 
' was based on a simulation study of the robust estimation of 
the parameters of a regression model with a symmetrical error 
distribution is established in Part III, Chapter l. When th~ 
kurtosis is known,this has been shown to be superior to either 
L2- or Li-estimation in terms of maximin efficiency based 
on empirical generalized variance (over a range of distribu-
ti on s) . Thi s form u l a 
p = l + 9 
k2 
(l.3.2) 
proposes the use of least squares under a normal distribution, 












limiting value of p = 1. 
In the general case, when k is unknown, use of the 
sample estimate of k, k instead of k has produced para-
llel comparative advantage over L2 and L1 regression 
(Part III, Chapter 2). 
Estimation of the location parameter is merely a special 
case of the regression problem and hence the above procedure 
could b~ used. This would lead to the following procedure. 
The LP Method of Estimating the Location Parameter of a 
Symmetric Distribution 
Minimise 
where l + 9 (l.3.3) p = -"'2 k 
A 




being the unbiased estimate of the ;th cumul ant. 
'The comp~rative performance of this estimator will be exami-
ned in detail in the study of section 1.5. 
l .4 ADAPTIVE l-ESTIMATION OF LOCATION WHEN THE UNDERLYING 
DISTRIBUTION IS SYMMETRIC 
1 .4. l I ntrodu cti on 
It was noted above that LP-norm estimates of the loca-
tion parameter are closely related to symmetrically weighted 












combinations of the order statistics of the underlying data. 
Thus, for example, when p = 1 the estimator is simply the 
median (central order statistic) 'with all the other order 
statistics weighted at zero. When p = 2, the estim~tbr is 
. ·1 • 
equal to the sum of the order st?tistics weighted by n·' 
when p = 00 the estimator is equal to the sum of the first 
and last ~rder ~tatistic each weighted by j. 
It was thought that consideration of such L-statistics 
could serve as useful approximations t6 the LP-norm esti-
mator and give insight ipto the properties of the Lp-
estimator. This relationship will be developed in' Chapter 2. 
The possibility of discovering properties of the L -p 
estimator via their relationship with L-estimators led to a 
second study, namely the use of adaptive L-estimation as an 
estimation procedure in its own right. 
Before considering a definite functional form for the 
weighting function of an adaptive L-estimator of e, it is 
worth reiterating the required features of such an adaptive 
L-estimator. Essentially, that the bptimal L-estimator of 
e for long tailed distributions will involve weighting the 
central ordered sample elements more than the extreme elements, 
and vice-versa for short tailed distributions. When the 
underlying data is normal, the best linear estimator weights 












l .4 .2 Establishment of the adaptive weighting 
distribution function 
In this,section the functional relationship between tail 
stretch and the optimal L-estimator of location is examined. 
As before, in order that the measure of the location para-
meter is unambig~ous, we first consider only data sets from 
underlying distributions which are symmetric. A symmetric 
distribution implies_.symmetry of the matrix of covariances 
of the ordered sample and this will ensure that the minimum 
variance L-estimator of the location parameter is symmetri-
cally weighted. 
1.4.2.l The beta weighting function 
A weighting function which lent itself well to this 
study was the beta function: 
O<X<l. 
With p put equal to q three distinct forms of the function 
are easily.recognised each with different implications for 
the weighting of the L-estimator. 
(i) p = q = .1 
Weights 
Ranked X 












(ii) p = q > l 
Weights 
Ranked X 
which implies greater weight given to central elements 
than extreme elements. 
(iii) p = q < l 
Weights 
Ranked X 
which implies greater weight given to extreme elements 
than to central elements. 
(This function has the advantage that, if required, asymme-
trical weighting can be assi~ned with p "f q (see Chapter 3) .) 
l .4.2.2 The relationship between the beta function 
and sample kurtosis 












and the optimal weighting function is very similar to the 
problem of the relationship between the optimal choice of p 
and tail stretch in LP-norm estimation of the location para-
meter; namely, that although the optimal value of p or 
nature of the weighting furiction is known for certain distri-
butions e.g. the uniform and the normal, the problem, in 
.~"'' . 
general, is to find some workable relationship for the case 
when no prior information is available on the nature of the 
distribution of the population. This relationship can really 
only be found by using a simulation study to examine the per-
formance of certain relationships over a range of d.istribu-
ti o ns . 
Note that the case of negative weightings will not be 
considered - the case where the optimal L-estimator would 
have tail elements with negative weights would correspond to 
the optimal LP-norm case with p < 1. Sarhan (1954) states, 
regarding the existence of a distribution for which such a 
·' weighting would be optimal: "The. au:tho11.. doe..t> n.o:t kn.ow any 
example. a:t :thi.t> :time.." The case with negative weights in 
the middle and large positive weights in the tails presum-
ably has no parallel in the LP-norm case. Although theore-
tical symmetric distributions do exist for which such a 
weighting function would be optimal (which would have kur-' 
tosis greater than 1 .0 and less than about 1 .8 e.g. Sarhan 's 
11 U-shaped 11 distribution), they would be rare in practice. 












optimal weighting distribution is known,are the uniform, 
normal and Laplace. The optimal parameters of the beta 
function for these three distributions are as follows: 
(i) Uniform Distribution - beta weighting function with 
p = q=-00 with a theoretical kurtosis of 1.8. 
(ii) Normal Distribution - beta weighting function with 
p = q= 1 with a theoretical kurtosis of 3.0. 
(iii) Large kurtosis.Di_stributio.n {.e.~g. Laplace) - beta 
weighting f-unction with- -p = q -+_"'." · (as . n-+000 in-ttie case 
of Laplace}with a large theoretical kurtosis (6.0 in 
the case of Laplace). 
These three distributions ~ive us definite guide lines,~~­
as-to th~ form-~f an adaptive l-estimator whic~ utilizes the -
beta fu·nctlon to re1ate .tajl_:stretch and di·stribut1-on of the 
weights:..-··As befor-e,- kurtosis-is us-ed.to measure tail stretc:h. 
From the :ab:ov,e t-he following--.r£1atio-nshi:p· between s.amp'le_ 
kurtosis:...and __ p = q is prop,osed: -
( 1 . 4~.] ) 
" wher.:e - i<(b2.,.) is the :s:amp-l:e-=-1<urtosis· \-see A·ppeTidix-.,.A-)-~ o-f tire 
data-sl:t, :and w-her,e -''C- is a- ·consia.nt, .the determinati.on of 
which is d'Lscuss-ed--below.- ,Jt i.s se'.en-that-the v.alue of p 
" " is les-s-0 -th_an_] -for·--k - .:less than 3;eqil.al- to l when --k 
equals -3 and :greater_ than 1 when k is greater than 3. 
Once the value of p = q has been calculated the beta 












These weights are then scaled so as to sum to unity and 
assigned to the ranked data set. 
A simulation study was carried out to establish a value 
' of c for which {l .4 .1) would perform well. A variety of 
' 
statistical distributions were used to generate the raw data 
sets. All were symmetric and were chosen to cover a wide 
range of kurtosis. {For details, refer to Part III, Chapter 
1 ) . The s amp 1 e s i ze n (for each i t er at i on of the s i mu 1 at i on) 
used was chosen as 10, 30 and 50; and 100 iterations were 
-preformed for each sample size and each distribution. The 
sample mean square error {MSE) was then computed over the 100 
iterations. 
Values of c anound 1.2 were found to yield minimum 
sample MSE for the distributionswith high and low kurtosis, 
and values of c around 2.6 were best for those distribu-
tions with kurtosis close to that corresponding to a normal 
distribution. Table 1.4.l gives the results for c = l.2(i) 












TABLE- 1 .4·. l 
SAMPLE MEAN SQUARE ERROR OF THE LOCATION 
PARAMETER ESTIMATES 
Sample Size 
Distribution Kurtosis 10 30 50 
(i) (ii) ( i) (ii) ( i) (iiJ 
U nifonn 1 .8 .. 0.802 0.920 0.053 0 .174 0.024 0. llE 
' Nonnal 3.0 0 .939 0.891 0 .349 0 .301 0.219 0 .159 
Con .Normal 3.5 0.978 0 .918 0 .349 0 .290 0.224 . 0 .182 
Con .Normal 4.0 0 .936 0.875 0 .308 0.287 0.202 0 .173 
Con.Normal 4.5 0.855 0 .767 0.262 o.273 0 .179 0 .186 
Con .Nonnal 5.0 0.739 0.813 0 .174 0.213 0 .123 0 .157 
Con.Normal 5.5 0.624 0.689 0 .. 110 0.159 0.095 0 .. 13: 
Laplace 6 .0 0.941 p.988 0.281 0 .299 0 .147 0 .173 
Cauchy - 0.129 0.661 0.022 0.050 0 .011 o .og 
·-
On the basis of these results the following relationship be-
tween the beta parameter p and kurtosis was proposed . 
A 
( k2 1 ) 
A 
p = q = 1 og i • z k > 4.0 or 
A 




p = q = 1og2 . 6 2 . 0 < k < 4.0 (1.4.2) 
' 
This estimator with weights calculated using (1.4.1) 
and c calcu-lated using (1.4.2), was then evaluated by cal-
culating the sample MSE over the range of distributions con-
sidered ibove for 500 iterations. The simulated results for 














SAMPLE MEAN SQUARE ERROR OF THE 
LOCATION PARAMETER ESTIMATES 
Sample Size 
Distribution Kurtosis l 0 30 
Uni form l . 8 0.821 0.170 
Normal ..... ;- 3.0 0.889 0.313 
Con.Normal 3. 5 l. 112 0.293 
Con.Normal 4.0 0.983 0.307 
Con.Normal 4'. 5 0.864 0.293 
Con.Normal 5.0 0.839 0.227 
Con.Normal 5.5 0. 703 0. 163 
Laplace 6.0 0.870 0.236 
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Since a rule which does not provide a continuous func-
"' tional relationship between c and k (only a piecewise 
continuous relationship) may seem inappropriate, an attempt 
was made to derive such a function. Table 1 .4.3 below gives 
the c for which sample MSE was a minimum for a 100 itera-
tions for each of the set of distributions considered. A 
grid of c from 1.2 to 3.0 in increments of 0.2 was used. 
TABLE 1.4.3 
Samo le Size 
Distribution Kurtosis l 0 30 50 
Uniform l .8 1. 2 l . 2 1. 2 
Normal 3.0 3.0 3.0 3.0 
Con.Normal 3 . 5 2.6 3.0 3.0 
Con.Normal 4.0 3.0 2.8 2.8 
Con.Normal 4.5 3.0 2.6 2.6 
Con.Normal 5.0 1 . 2 1. 2 1 . 2 
Con.Normal 5.5 1. 2 1. 2 1 . 2 
Laplace 6.0 1.4 1 . 2 l . 2 













(i) There does not appear to be any mark~d difference in 
the c yielding minimum sample MSE for the different 
sample sizes of each distribution. Thus it seems that 
c may be expressed independently of n. 
(ii) In theory ;fhe optimal value of c for the normal is 
00 yielding p = q = l in the formula (1.4.1) relating 
I 
sample element 'weights to kurtosis, but in practice no 
improvement in MSE in the third decimal place was 
achieved for c larger .than 2.6 and up to 10.0. 
(iii) The decrease in the optimal value of c for a platy-
kurtic distribution appears sharper than the decrease 
for a leptokurtic distribution with the same absolute 
deviation in sample kurtosis from 3.0. 
[The reader is referred to Tabl.e l .5 .10 for an indication of 
how sample kurtosis varies with population kurtosis for the 
distributionsco sidered here.] 
The relationship between c and sample kurtosis yield-
ing minimum MSE is thus in the following form: 
c yi el ding 
minimum 
sample MSE 












After some trials and adjustments the following functional 
relationship was proposed: 
c = l .05 
c = 0.4 + 




{k -3) 2 
~ 
k < 1 .75 
' l .75 < k < 3 
A 
k > 3 (1.4.3) 
Using su~h a relationship the following results~were obtained. 
{Tabl~ 1.4.4.below)'for the sample MSE ~f the estimator-of-
locati.on·using formula (1.4 .3) i.n the same ay .as··f.or Table ... -
1.4.2." 
TABLE ~T.4.4, -· 
- s amp.1 e. s·1.z e: . -
Distribution - - Kurtos'.is-~ - 10 ,-. 30 ·50 -
Uniform -- 1 .8 0.804 -· - 0.150 i 0. 04-1 - --
Norma] ... ; 3.0 - ~ 0.881 - ··- 0.309--- 0 .17-lL 
Con~Norma] 3 . 5 1 .1 06 - 0.295 0.184 
Con.Norma1 4.0 0 -· 992 0 .311 
.. ·. '": 0.167 ' .. 
Con .Normal - 4.5 0.87{) . 0. 298 ~;-. .::.. -~ 0.14'5. 
Con .Norma·l \ 5.0 {) . 8 53 - - -- 0 . 234 _ _::::: - 0.13~ - ' 
-
Con.Normal 5.5 ' :. 0.72-6 6 . 1 7_;] , 0. l OJ ; - . - ·-
Laplac.e 6.0 
_, 
0.891 0 . 2 4-0 . 0. 12:8 -- . -- -
Cauchy - 0. 143 0.022 0.010 
It is:seen that such a formulation does not on averag~ _ 
repres-:ent-an.impro:v:ement Dver· the original-.adaptive.schem.e _·:--
1 
(Table l .4;2). Its large sample performance is however com--
parable and for this reason1 and the superior appeal of the 











below (section 1.5). Although there is no doubt that a 
function exists for calculating a c which would represent 
an improvement over this for all sample sizes, it is con-
jectured that the effort involved in finding such an improve-
ment would not be adequately rewarded. 
1.4.3 Asymptotic Variance of proposed 'L-estimator .. 
Crowe and Siddiqui (1967) examined the asymptotic dis-
tribution of their proposed L-estimators (see Part I) for a 
range of distributions. Although they proposed weighting 
distribution functions which took a linear form, their 
theoretical exposition of the distributional properties of 
such estimators was more general with the weighting function 
B(t) taking the following form: 
d~it) = p(t) = Hs+l)-s-1 O+p-t)s s > 0 
. ~ .:: t < ~ + p (l .4.4) 
where p is the proportion truncated in the right tail. 
In the case where no points are truncated ( p = ~) ( l .4 .4) 
reduces to: 
b{t) = 2s(s+l)(l-t)s (l.4.5) 
As the proposed L-estimating procedure does not exclude points, 
only functions with p = ~ will be considered. 
As an introduction to the methodology the derivation of 
the asymptotic distribution of the L-estimator using (l .4.5) 
will be sketched and then extended to the more general weigh-, 












1 .4.2. The case of the uniform distribution on [-~,~] is 
used to illustrate the procedures throughout because of the 
'ease of algebraic-manipulation. Owing to the symmetry of the 
distribution however we need only consider the right hand half. 
This has distribution function: 
f(-z) = f(z)";,, 1 
0 
' 0 < z < ~' 
z > i, 
and cumulative distribution function: 
F(z) = 1 - F(-z) = l + z 0 < z 2 
= 1 ; z 
Define l,; ( t) = F- 1 (t) 
Thus: 
1 - 7,;(l-t) - l,; ( t) = t -l i < t 2 -
< ~ ' 
> ! . 
< 1 • 
We consider firstly the weighting function B(t) with 
d&tt) = b(t) = 2s(s+l)(l-t)s ; i < t < 1 
s > 0 
(Beta (1, s+l) distribution which is monotonically de-
creasing over [i, n, reflected about i.) 
b(t) 
s = 2 
-S = 1 












Note that the weightings decrease as one moves from the cent-
ral values to the tails. 
b{t) is continuous and symmetric about t = i and as 
before we consider only the right hand interval [i,lJ. 
Crowe and Siddiqui demonstrate that for such a weighting 
distribution the'asymptotic variance: 
o' = 2 J: D (z)f(z) dz, 
where 
x = s(l) and, 
, D(z) = J: b (F(y)) dy. 
·Now: 
so 
For the case in question (i.e. uniform) therefore: 







2s (s+l)(i-y)s dy 
0 
_ (= 2 s(-(i-z)s+1+(~)s+1) 
b 
l; ( 1 ) = ~ ' 
2 J: 0 2 (z) dz 













= ~[.· 2s(- (!-z) 2s+ 3 + (!)s(!-z)s+ 2 +(!)2s+2\;] 2 2 2s+3 s+2 . 0 





= [ 0) 2 +Hf - ffi] s+ 
2s 2 + 4s' · + 2 = 4(2s+3) (s+2) 
The asymptotic variance of this form of estimator is 
thus at a minimum when s = 0 (flat weighting function). 
Since B(t) (the anti-der.ivative of b(t)) and D(z) are 
function~ of bounded variation, this estimator will be 
asymptotically normally distributed (see Crowe and Siddiqui 
pp 366-376). Such a weighting function is cl~arly restrictive, 
so we consider one of the same family in which the outlying 
values are weighted more than the central ones (Beta 
(s+l,l) on 0,11,reflected about!.) 
b(t) 














b ( t) 
25 
(s+l)t 5 l < t < 1 = ' 2 s+ i -1 
s > 0 
D(z) = J: 2 5 (s+l)(~+y) 5 dy . ' 0 < z < i -
= 2s((i+z)s+1_(i)s+~) 
er 2 = 2 Ji . ,. o;D2(z) dz 
= 2 J~ s!: [<i+z)2s+2_ 0 )sO+z)s+1+0)2s+2] 
0 2 -1 . 
= 2s+1 _l_ [-O)s __ -0)2s+3 + 0)2s+2 1 
2 s+1_ 1 2s+3 s+2 2s+3 s+2 J 
+ (i)25+3 
2 -- (1)25+3 ~ = 
2 s+1 [L1)_s (2s+2 -1) + 1 (2 2\1 
2s+1_ 1 .s+2 22s+2 2s+3 + 
2 2s+3)J 
Since each of these terms decreases as s increases the 
minimum variance is obtained as s-+ 00 (midrange). 
The proposed estimator (assuming s > -1) has the more 
general weighting function with: 
s 
b(t) = (t(l-t)) (r(2s+2)) 
(r(s+l)) 2 
i < t < l 
Thus: 
· D ( z) = Jz (r(2s+2)) .(O+y)O-y))s dy; 
o (r(s+l)) 2 
0 < Z.< i 


















This problem thus becomes algebraically complicated 
although in general it will be numerically tractable. 
I 
Asymptotic normality is derived from the bounded B(t) and 
D ( z) . 
It is conjectured that the problem of finding the 
asymptotic variant~ of the proposed estimator for a certain 
s will in general be numerically tractable for any known 
distribution. (See Crowe and Siddiqui 's examples for the 
weighting function 2s(s+l)(l-t)s - pp 369-376.) In a 
later chapter the pr-0blem of finding the distribution for 
the finite case is tackled, essentially as a means of estab-
lishing the distribution of the LP-estimator, because of the 
similarity between the two estimators. 
1 .5 A COMPARATIVE SIMULATION OF LOCATION PARAMETER 
ESTIMATORS FOR SYMMETRIC D1STRIBUTIONS 
1 .. 5.l Introduction 
In order to test the performance of the two new adaptive 
estimators proposed in thjs part, as against some well known 
al t er natives , a s i mu 1 at i on was co nd u ct ed . The mode 1 s i m u l at ed 
and estimated was the one dimensional model: 
x = el + e 
with x = X1 a random unordered sample of n from a 












e = e1 a random u no rd er ed sample of n from -
a known distribution with 
E (~) = 0 
en E(~~·) = o
2 I n 
1.5.2 Design of the Simulation 
A variety of statistical distributions were used to 
generate-:the.r-aw data-sets. ,All were symmetric and were 
chosen to cover a wide range of kurtosis. ~he sample sizes 
n (for -each _iteration -Of the simulation) used ,were --chosen 
as 10, 30 and 50; and 500 iterations were .performed for each 
sample size and Each distribution. The basic criterion for 
evaluation of each estimator was sample MSE (the sample mean 
of the , 500 squared deviationsof the calculated v-aluesfrom 
the-true value)_ Efficiencies (relative to the best estimator 
for each -n and-'distribution) then {;-an be calculated and the 
estimator _may be evaluated accord~ng to its "best-wors-t-
performance" or minimax efficiency. 
Several distinct methods -were used in the estimation 
of the -location -parameter e all of which, except_ those dis-
cussed -a-bove have been discussed in Part I. 
A. Least-Absolute dev,iation (8 =sample median). 
B. The adaptive LP- method (l .3.3, Part .II) 












D. Huber method* (a= 1.5). 
E. Hampel method* (a = 1 .7, b = 3 .4 and c, =' 8 .• 5). 
F. Andrews method*~= 2.1). 
G. Trimmed mean (using Hogg 1 s criterion (3.3.1, Part I)). 
H. The adaptive L-method (Formulation 1.4.3, Part II). 
The algorith~ used for D, E and F was that due to Huber 
(1975) with the median used as a starting value and all the 
programs were written in UNIVAC (1100 series) DOUBLE PRE-
CISION ASCII FORTRAN. Data sets were simulated from: 
(a) Uniform distribution (kurtosis = 1.8). 
{b) Normal distribution .{kurtosis = 3 .0). 
(c) Contaminated Normal distributions {kurtosis = 3 .5, 4 .0 
4 . 5, 5 . 0 and 5 . 5) . 
(d) Laplace distribution {kurtosis= 6.0). 
(e) Cauchy distribution (kurtos.is undefined). 
{For details of the above distributions refer to Part III.) 
Parameters were chosen so that each distribution (apart 
from the Cauchy) had e = O and o2 = 9. [The Cauchy distri-
.bution with parameters a. and f3 has no moments but is 
symmetric about a which.was chosen to be zero. f3 was 
determined by specifying that the 95th percentile of the 
Cauchy distribution had to coincide with the 95th percentile 
of the Normal ~~9) distribution.] 
---·--
*D, E, and F were all applied using the scale invariant form due to 












1.5.3 Experimental Results 
As outlined above the aim of the simulation is to gain 
insight into the use of the new proposed L- and LP-estimators 
of e vi~-a-vi~ the use of some of the more conventional 
robust estimators. 
All the estimators considered, with the possible ex-
ception of B, are well known to be unbiased. Harvey {1978) 
has a~gued that the LP-norm estimates are ~nbiased if the 
first moment exists and the underlying distribution is 
symmetric. 
By considering sample· MSE any conjectur~ on this point 
is avoided as this statistic gives us a joint measure of 
bias and variance. 
The performance of the two. ~roposed estimators, B and H, 
will be discussed separately. Tables 1.5.3, 1.5.6 and 1.5.9 
exclude estimator H, which allows estimator B to be ex-
amined relative to the other estimators, excluding H. In 
considering estimator H separately it is not necessary to 
construct new efficiency tables because estimator B is 
nowhere 100% efficient. [Table 1 .5.10 shows the average p 
used in estimator B.] 
(i) Estimator B (excluding H). 
Examination of the appropriate tables reveals that for 
·a sample size of 10, · B is, at worst, 48% efficient, 











TABLE 1.5.l . -27 
.J_"S~ple Mean Square Error of the Location Parameter Estirna'tes 
N = 10 (500 iterations) 
Distbn. Kurtosis A B c D E F 
Uniform . 1. 8 c_- 2.134 0.810 0.904 1.200 1.154 1.093 
Normal 3.0 1.168 0.865 0.798 o. 862 0.857 0.834 
Con. Normal 3.5 1.172 1.076 1.044 1.016 1.014 1.016 
Con. Normal 4.0 1.051 0.954 0.938 0.917 0.921 o. 916 
Con. Normal 4.5 0.792 0.851 0.884 0.753 0.770 0.782 . . 
Con. Normal s.o 16. 616 0.827 0.910 0.693 0.716 0.737 
Coil. Normal 5.5 0.336 0.691 0.783 0.524 0.560 0.600 
Laplace 6.0 o. 710 0.869 1.005 0.769 0.783 0.800 
Cauchy lmdefined 0.068 0.141 10.270 0.120. 0.107 0.122 
Average Sample_Mean 0.894 0.787 1.948 0.762 0.765 0.767 
Square Error .. ... -
TABLE 1. 5. 2 
Efficiency of estimates (based on M.S.E.) 
N = 10 
Distbn. Kurtosis A B c D E F 
Uniform 1. 8 38 99 89 67 70 74 
Normal 3.0 68 92 100 93 93 96 
Con. Normal 3.5 87 94 97 100 100 100 
Con. Normal 4.0 87 96 98 100 99 100 
Con. Normal 4.5 95 88 85 100 98 96 
·Con. Normal 5.0 100 74 68 89 86 84 
Con. Normal 5.5 100 49 43 64 60 56 
Laplace 6.0 100 82 71 92 91 89 
Cauchy - 100 48 1 57 64 56 



































Efficiency of Esti.mates (based on M.S.E.) but excluding H. 
N = 10 
Distbn. Kurtosis A B c D E F G 
' i~ 
Uniform 1. 8 38 100 90 68 70 74 91 
Normal 3.0 68 92 100 93 93 96 91 
Con. Normal 3.5 87 94 97 100 100 100 92 
Con. Normal 4.0 87 96 98' 100 : 9g. 100 95 
Con. Normal 4.5 95 88 85 100 98 96 88 
ton. Normal 5.0 100 74 68 89 86· 84 73 
ton. Normal 5.5 100 49 43 6.4 '60 56 50 
!Laplace 6.0 100 82 71 92 91-- 89 83 
Cauchy - 100 48 1 57 64 56 59 












TABLE 1. 5. 4 
Sample Mean Square Error of the Location Parameter Estimates 
N = 30 (500 iterations) 
Distbn. Kurtosis A B c D E F G 
Uniform 1. 8 0.798 0.200 0.312 0.355 0.333 0.337 0.254 
Normal 3.0 0.457 0.313 0.297 0.318 0.312 0.304 0.314 
Con. Normal 3.5 0.396 o. 303 0.294 0.294 0.295 0.289 0.291 
Con. Normal 4.0 0.354 0.310 0.304 0.296 0.297 0.294 0.3lS 
' Con. Normal 4.5 0.283 0.297 0.331 0.275 0.283 0.290 0.300 
Con. Normal 5.0 0.205 0.227 0.285 0.214 0.225 0.236 0.236 
Con. Norma] 5.5 0.112 0.160 0.284 0.169 0.179 0.197 0.165 
Laplace 6.0 0.183 0.227 o. 304 .0.230 0.237 0.243 0.236 
Cauchy undefined 0.021 0.024 2.590 0.033 0.029 0.032 0.023 
Average .Sample Mean 0.313 0.229 0.556 0.243 0.243 0.247 o.237 
Square Error 
TABLE 1. 5. 5 
Efficiency of estimates (based on M.S.E.) 
N = 30 
Distbn ..... Kurtosis A B c D E F G 
Uniform 1. 8 19 75 48 42 45 45 59 
Normal 3.0 65 95 100 93 95 98 95 
Con. Normal 3.5 73 95 98 98 98 100 ··.g9 
Con. Normal 4.0 83 95 97 99 99 100 93 
Con. Normal 4.5 97 93 83 100 97 95 92 
Con. Normal 5.0 100 90 72 96 91 87 87 
Con • Normal 5.5 100 70 39 66 63 57 68 .. 
Laplace 6 .o 100 81 60 80 77 75 78 
Cauchy - 100 88 1. 64 72 66 91 



































. Efficiency of Estimates (based on M.S.E.) but ·excluding H. 
N = 30 
Distbn. Kurtosis A B c D E F G 
Uniform 1.8 25 100 64 56 60 59 79 
Normal 3.0 .. 65 95 100 93 95 98 95 
Con. Normal 3.5 73 95 98 98 98 100 99 
Con. Normal 4.0 83 95 97 99 99 100 ._93 
Con. Normal 4. 5. 97 93 83 100 97 95 92 
!Con. Normal 5.0 100 90 72 96 91 87 .87 
Con. Normal 5.5 100 70 39 66 63 57 68 
Laplace 6.0 100 81 60 80 77 75 78 
Cauchy - 100 88 1 64 72 66 91 














'Sample Mean Square Error of the Location Parameter Estimates 
N = SO (500 iterations) 
Distbn. Kurtosis A B c D E F G H 
Uniform 1.8 0.487 0.096 0.173 0.185 0.176 0.184 0.125 0.041 
Normal 3.0 0.286 0.180 0.175 0.182 0.179 0.178 0.183 0.178 
Con. Normal 3.5 0.241 0.183 0.185 0.179 0.179 0.179 0.186 0.184 
\ 
Con. Normal 4.0 0.196 0.166 0.183 0.164 0.166 0.168 0.170 0.167 
Con. Normal 4.5 0.148 0.144 0.177 0.136 0.141 0.148 0.148 0.145 
' .. 
,Con •. Normal 5.0 ,. 0.110 0.122 0.173 b.118 0.126 0.135 0.135 0.132 
'.Con. Normal 5.5 0.075 0.095 0.211 0.108 0.114 0.132 0.086 0.101 
Laplace 6.0 0.104 0.120 0.183 0.133 0.137 0.142 0.126 0.128 
Cauchy rundef ined 0.011 0.011 1.618 0.01.6. 0.019 0.017 0.011 0.010 
Average Sample Mean 0.184 0.124 
Square Error 
0.342 0.136 0.137 0.143 0.130 0.121 
TABLE 1. 5. 8 
Efficiency of estimates (based on M.S.E.) 
N = 50 
-
Distbn. Kurtosis A B c D E F G H 
,Uniform -1. 8 8 43 24 22 23 22 33 100 
Normal 3.0 61 97 100 96 98 98 96 ... 98 
Con. Norma] 3.5 74 . 98 97 100 100 100 96 97 
Con. Norma] 4.0 84 99 90 100 99 98 96 . 98 
Con. Norma] 4.5 92 94 77 100 96 92 92 94 
Con. Norma] 5.0 100 90 64 93 87 81 81 83 
Con. Norma] 5.5 100 79 36 69 66 57 87 74 
Laplace 6.0 100 87 57. 78 76 73 83 81 
Cauchy - 91 91 1 63. 53 59 91 100 












Efficiency of Estimates (based on M.S.E.) but excluding H. 
N = 50 
Distbn. Kurtosis A B c D E F G 
Uniform 1. 8 20 100 55 52 55 52 77 
Normal 3.0 61 97 100 96 98 98 96 
-~" . 
Con. Normal· 3.5 74 98 97 100 100 100 96 
Con. Normal 4.0 84 99 90 100 99 98 96 
Con. Normal 4.5 92 94 77 100 96 92 92 
Con. Normal 5.0 100 90 64 93 87 81 81 
Con. Normal 5.5 100 79 36 69 66 57 87 
Laplace 6.0 100 87 57 78 76 73 83 
Cauchy - 100 100 1 69 .5a 65 100 












Average p used in estimator B 
With average sample kurtosis in italics 
(500 iterations) 
" .I 
.. Sample Size 
Distbn. Kurtosis 
10 30 
Uniform 1. 8 3.97 3.61 . 2.21 1.92 
Normal 3.0 2.65 2.17 
2. 94 .. 3.0J. 
Con. Normal 3.5 2.47 1.96 3.23 3. 41 
Con.·· Normal 4.0 2.20 ... l 1.82 3. 54 3. '16 
Con. Normal 4.5 2.16 1. 68 3. '17 4. 18 
Con. Normal s.o 1. 90 1.57. 4.24 4.66 

















1.46 Laplace 6.0 3.98 4. 88 ~.25 . -
-
-














worst, 50% efficient. D and F thus marginally out-
perform B in terms of a maximin efficiency criterion 
average 
for n equal 10. Using a/sample MSE criterion, B is 
outperformed by D, E and F. For sample sizes of 30 
and 50, B is the best performer in terms of a maximin. 
efficiency criterion and an average sample_ MSE 
criterion. 
In addition B .is the best global (across sample size) 
average 
performer in terms of/sample MSE. 'It is seen that the 
relative superiority of B increases as the sample size 
increases. Tukey has commented (Princeton study) that 
adaptive statistics "c.ome. in:t.o :t.he..l.tz. own fio.tz. fiai.tz.ly 
la.tz.ge. .oample..0 1 p.tz.obably beyond 50" and although the 
point is taken, it is seen that B1 s performance for 
n is 30 is still excellent and for n is 10, at worst, 
mediocre. 
(ii) Estimator H (excluding B) 
Estimator H stands out particularly for its good per-
formance for the uniform distribution especially· in 
large samples (in fact apart from the uniform distribu-
tion, the similarity with B is startling for n equal 
50) . 
For a sample size of 10 it performs similarly to, but 
slightly worse than, B with a minimax efficiency of 
· 46% and an average MSE of 0.808. For n equal to 30 and 











and .. the minimax efficiency (excluding B). 
l .5.4 Conclusions for the simulation study 
It is seen that both B and H do exceptionally well 
in this study in comparison to the class of estimators 
studied. They perform adequately for n equal 10 and ex-
tremely well for sample size 30 and 50. Given th~ fact that 
B - and H perform comparably, and since H is much easier 
to compute, H will obviously be prefeiable if only limited 
computational facilities are available. 
It should be noted in this study that all the non-
normal distributions considered, except one, (the uniform) 
had kurtosis greater than 3.0. Thus possibly disproportion-
ate weight has been given in this study to long tailed dis-
tributions. (This was in fact a criticism of the Princeton 
study - see Wegman and Carroll (1977) .) If this had not 
been the case, one could assume from the above results that 
the relative performance of B and H would have been even 
better (since B and H were better than any alternatives 
for the uniform distribution in all three sample sizes 
examined.) 
It can be argued therefore, on the grounds qf the re-
sults obtained, that for the distributions considered, the 
adaptive LP-norm or L-estimation methods are superior to 
~lanket use of any of the alternative schemes for the esti-












samples are very small. 
1 .5.5 Skewness and kurtosis of Sample Estimates 
for the 500 iterations 
The tables provided are adequate empirical pointers 
(at least for the case n is 50) to the distributional 
properties of estimators B and H. (Tables .l .5.11 - 13.) 
For the s~aller sample sizes (10 ~nd 30) it is pro-
bably unwise to draw any definitive distributional conclusions 
from the results given, but it is worth noting that neither 
B nor H exhibit deviations from normality which differ 
significantly from the deviations exhibited by C (X). 
Concentrating on the case n is 50, it is again seen 
that estimator B and H (apart from the uniform where it 
performs best) do not exhibit ~reater deviations on average 
from normality than does estimator C. As nor~ality is in 
general -assumed· for X in applied statistical studies, it 
is felt that certainly no greater error would be made by 
makin~ the same assumption fcir either B or H. If one 
could assume asymptotic normality, then confidence intervals 
could be constructed using the method of Crowe ind Siddiqui, 
viz. given a class of distribution from which the data might 
possibly have been sampled, the variance of the estimator is 
obtained by "dividing an estimate of the distribution variance 
.(such as the sample variance)" by the product of n and the 











TABLE 1. 5 .11 37 
Kurtosis and Skewness (in italics) of Estimators 
N = 10 (500 iterations) 
Distbn. Kurtosi~ A B c D E F G H 
Uniform 1. 8 
2.63 4.10 3.19 3.33 3.58 3.61 3.88 4.43 
0.00 -0.01 -0.02 0.10 0. -15 0.14 -0.04 -0.07 
Normal 3.0 
3.16 3.14 3.10 3.17 3.19 3.21 3.05 3.19 
0.10 -0.03 0.00 0.03 0.03 0.06 -o.oo 0.02 
Con .. Normal 3.5 
3.85 3.52 3.32 3.49 3.50 3.42 3.54 3.54 
-0.28 -0.05 o.oo -0.08 -0.0? -0.06 -0.05 -0.02 
_Normal 4.0 3.57 3.81 3.52 3.58 3.57 3.57 3.81 4.09 Con. o. 1,1 o. 13 0.09 0.07 0.0? 0.08 0.10 0.16 
Con. Normal 4.5 
3.58 3.59 3.15 3.26 3.22 3.25 3.47 3.76 
0.28 -0.08 -0.08 o. 01 -0.03 -0.05 -0.02 -0.11 
Con. Normal 5.0 4.02 
3.60 3.21 3.42 3.40 3.39 3.77 3.53 
0.03 0.10 0.05 -0.01 -0.03 -0.06 -0. 09 0.08 
Con. ___ Normal 5.5 4.39 -4. 50 
- 3 .. 19 3.60 3.46 3.41 - 4. 44 -A .61 
0.23 0.06 -0.01 -0.06 -0.06 -0.04 0.01 -0.06 
4.14 - 3. 75. - 3.05 --3 ~ 40 _3. 4 3" -- 3. 36 . -,-3 .-69 "--'3. 59 Laplace _ 6 .o . -o. 29 - -0.1-9 -.o. 11 -o. 71.9 --V.1.8 -.0.19 - "-::.0. 26 ..... o. 1? 
Cauchy 3.86 











TABLE 1.5.12 38 
Kurtosis and Skewness (in italics) of Estimators 
N = 30 (500 iterations) 
Distbn. Kurtosis A B c D E F G H 
Unifo.rm 1.8 2.77 3.48 
2.77 ~.95 2.8~ 2.79 3.45 5. 3C 
-0.03 -0.02 -0.09 -0.05 -0. 06 . -0.08 -0.06 -0.11 
Normal 3.0 3.14 3.22 3.05 
3.29 3.23 3.15 3.32 3.28 
0.10 0.23 o. 15 0.24 0.22 0.20 0.19 0.20 
Con. No.rmal 3.5 2.61 
2.80 2.75 2.64 2.66 2.69 2.72 2.98 
-0.04 -0.08 -0.06 -0.05 -0.05 -0.03 -0.07 -0.13 
Con. Normal 4.0 3.25 
3.92 2.74 2.88 2.85 2.80 2.94 2.86 
0.01 0.08 0.10 0.12 0. 11 0.11 0.0? 0.08 
Con·. No.rmal 4.5 2.69 
3.20 3.07 3.11 3.06 3.04 3 .09 3.12 
0.05 -0.13 -o. 11 -0.04 -0.04 -0.06 -0.10 -0.15 
con. No.rmal 5.0 
2.78 3.14 2.92 2.74 2.77 2.78 3.37 3.16 
-0.02 -0.35 -0.25 -0.29 -0.30 -0.28 -0.39 -0.36 
.. Con. No.rmal 5.5 
3.04 3. 9 6 3.10 3.47 3.46 3.44 ?!.35 3.96 
-0.05 -0.30 -0.02 -0.01 o.oo 0.01 -0.31 -0.25 
Laplace 6.0 
3.18 3.62 3.18 3. 28- 3.29 3.34 3.72 3.65 
0.05 0.09 -0.06 -0.00 -0.03 -0.02 -0.05 0.03 
Cauchy 











TABLE 1.5.13 39 
Kurtosis and Skewness (in italics) of Estimators 
N = 50 (500 iterations) 
Distbn. Kurtosis A B c 
' 
D E F G H 
Uniform 1. 8 
2.78 3.37 2.99 3.16 3.05 3.02 3.79 9.96 
0.06 0.23 o. 11 o. 18 0.14 0.12 o. 31 1. 30 
Normal 3.0 
3.00 .. 2. 96. 2.80 2.78 2.79. 2.78 2.97 2.81 
-0.02 0.09 0.06 0.0? 0.08 0.0? 0.11 0.08 
' 2.86_ :2.74- - 2. 84 . 2.62 2.65 . 2.70- 2.82 2.80 
Con. _Normal 3.5 -0.09 0.0? _ D. 08. .0.02 0.02 0.-04 0.09 0.08 
Con.· Normal· 4.0 
2. 96. 3.05. - -_ 3.oo_ - 3.14.- __ 3.12 _-3.06. .-3.02 3.05 
0.08 0.18 0.20 iJ. 19 0.20. .. o. 21 0.15 o. 18 
Con. Normal 4.5 
3.20 . 3.09 2.89 3.01 3.01 2.98 3.11 3.14 
-0.01 -0.06 0.02 -0.01 0.00 0.03 -0.04 -0.04 
Normal 5.0 
3.11 3.44 3.03 3.09 3.12 3.10 3.55 3.50 
Con .• o. 21 0.22 0.09 0.01 0.03 0.0? 0.16 0.16 
Con. -Normal 5.5 
3.19 2.80~ 2. 39. - .2. 60 2. 65. :2.60 3.14 2.91 
-O. OL 0.04 ·0.04 0.05 -0.01 o. 01 . 0.02 0.05 
: . 3. 56. 3.45 3.57 
Laplace 6.0 
3.55 :3. 6 3 - 3. 65 ·. 3.52 3.SL 
o. 18 0.05 0.0? -0.01 o. 02_ 0.08 -0.03 0.01 
' 
Cauchy -













distributions for as wide a class of estimators as possible). 
"Approximate confidence intervals are then available from the 












C H A P T E R 2 
RELATIONSHIP BETWEEN LP- AND 
L-ESTIMATORS IN FINITE SAMPLES 
2.1 INTRODUCTION 
The problem of determining the distribution.of LP-norm 
estimates of S parameters in the regression case, or e 
in the location parameter case has not been considered to 
any great extent. 
As was made clear in section 1 .5 the motivation for the 
study of L-estimation was primarily its similarity to LP-
norm estimation which presented a way of at least approxi-
mating the distribution of the.LP-estimates. It was noted 
that an exact relationship between LP-estimates and L-
estimates in the case of the estimation of e is provided 
when p = 1 (L-estimator the sample.median), p = 2 
estimator the sum of the order statistics weighted by 
and p = 00 (~-estimator the midrange). It is clear that for 
values of p between l and 00 (excluding 2), the LP-
estimator will be some non-linear combination of the order 
statistics, weighted in such a way that the distribution of 
the estimator is symmetrical. 











The problem of relating the two estimators was first 
considered with a sample size of three, because in this case 
it is clear that a symmetrically weighted function of the 
order statistics can be constructed to coincide exactly with 
the LP-norm estimator for the case of p = 1 .0, 2 .0 and 00 
Working with sample sizes greater than 3 will raise 
. ' 
questions as to the form of the weighting function (whether 
1 i nearly or geometr.'lca lly dee 1 i ni ~g, for ex amp 1 e) .. However 
consideration of the problem for sample size equal 3 will 
yield many valuable insights and test the feasibility of its 
generalization. 
Given observations X1, X2, X3 from a symmetrical dis-
tribution f(X), define 
Y1, Y2, Y3 to be the ordered values of X. 
We consider the distribution of: 
u = kY1 + (l-2k)Y2 + kY3 ; 0 < k < ~ . 
k = 0 , u is the median, 
when k = 1 u is x 3 
k = l u is the midrange, 2 
u is thus a symmetric~l unbiased estimator of the E(X). 
Defining 
w = Y3 
we.consider: 














The mapping from (Y1, Y2, Vg) + (u,v,w) is the mapping 
from the subsection of the unit cube enclosed by 
Y1 = 0 w = 1 
Y2 = Y1 v = w 
Y2 Y3 to that enclosed by u (l-2k)v-kw = -
Y3 = l , . u - (1-k)v-kw 
the Jacobian of the transformation is l k . 
Therefore the joint density of u, v and w, 
= 3 ~ f(u,v,w) k 
= 0 
= 0, 
C a s e ( i i ) : X d i s tr i bu t e d a s. a L a p 1 a c e w i th p a r am e t er >- • 
The mapping from (Y1, Y2, V3) + (u,v,w) is the mapping 
from the unbounded (positive and negative) region 
v = w 
to u - (l'-. k)v-kw = 0 
We establish that f(u,v,w) 
= 3! e->-(lvl+lw1+1u-kw-~l-2k)vl) 
kl.: 
Case (iii): X distributed as a Normal distribution with 
parameters µ and a. The mapping is as in (ii) and, 
f(u,v,w) = 3 ! 
k ( 2na)T · 
To derive the distribution of u the variables v and w 












For case (i) the problem splits into 2 major cases: 
( a ) u· > w ( l - k ) 
w 
t , . 
,, 
FIGURE 2 .1 
u 
For this case we consider (see Figure 2.1) 
(a i ) l > u > 1-k, and ( az) 0 < u < 1-k 
For (a i ) , 
f(u) = r F-k" 3 .. ·! dvdw T . u .1-1< 
For (a 2 ) , 
u 
"f(u) fl-k F-kw 3 ! = T dvdw 
; u 1-K 
(b) u < ·w ( l - k) 
w w = l 
FIGURE 2.2 
w = u/(1-k) 
u 
For this case we consider 
( bi ) k < u < l - k , and ( b 2 ) O < u < k . 
( 2 . l ) 












For (bi) ' 
u-kw r fl-IT 3 ! f(u) = dvdw · u u-kw T . T-1< 1-k ( 2 . 3) 
FO'r ( b2)' 
. ,U u-kw r rn 3 ! f (u) = dvdw . ~ u-k~ T 
1-k T=K' 
( 2 . 4) 
For case (ii) the problem splits into 2 major cases as 
before:· 
(a) u 2:_ w(l-k) 
\ 
Considering both negative and positive sections 
f (u) 
-oo < u < 00 
(b) u < wCl-k) 
f(u) = I~ J.00 3! ( e-/..(v+w+{ti-kw-kl-2k)v)) 
· u u-kw [ IT\ 
r=K. T=k /..(v+w+(u-kw-(l-2k)v)) 
+ ·e k )]. d_vdw 
-oo<u<oo" 
















Only case (i} (the uniform distribution) was consi~ered 
in detail because of its relative algebraic tractability. 
The integrals (2.1) through to (2.4) are evaluated for 
the relevant regions so that: 
( I ) For 0 < u < k, (2.4) yields 
i 
f(u) = 3(1-2k) 2 . u ' 
k(l-k) 3 
and, ( 2 . 2) yields 
f(u) = 3k . u2 
(l-k) 3 
(II) For k < u < 1-k, (2.3) yields 
and, 
(I I I ) 
(1-k)(1-2k) . (u - ~ - (2-3k) . u2) 
2 ( 1 - k) 2 , 




3 ( 1 -u ) 2 
k(l-k) 
yields 
. ll 2 
1 - k < u < 1 ' ( 2 . 1 ) yie 1 d s 












f {ti) = 
47 










or alternatively in modulus form, 






....,-,( 1.--_-,--k ........,)( ....... , -_ 2,,...,.-k-.-) • ( u ( 1 - u ) -2 ) ' 
0 < u < k 
u = k 
' 
k < u < 1-k, 
u = 1-k 
1-k < u < 1, 
1~2ju-!l > l-2k, 
21u-~I = l-2k 
o < 21u-!I < l-2k . 
Note that this density is continuous and differentiable over 
its domain except for the special case k = 0 when it is 
not differentiable at .u = l· 
Fo~ the boundary points we have: 
At u k f • 6 = =. 1 - k ' 
and at u 1 - k f 1 -6 = = 1--=K 














k(l-k) ' 0 < u < k 
· · k2 · · 6 · u2 ku u 3 
F ( u.) - Tl - k )( 1-2 k) + ( 1 .. k )( 1 -2 k) (-y - 2 - ~) ' k ~ u ~ k-1 ' 
-~ l KTT=kT l-k < u < l . 
. . 
2.2.l Shape of the density function for various 
values of k 




- - - - - - - - =-::.-----
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(H) k = ! (O < k < ~) 
f (u) 
3 
(2(1-k)) 2 - • - - 6 k - - - . - - - - ~-----~-"-----f ( u) - ( 1-k) ( 1-2 k) ( u ( 1 -u )- 2) 
( ;3k ) 1 1-k 
0 ~ 
( k) 







---f(u) = k(,3-k)(l-u} 2 
i 1 
( 1-k) u 














Note that this family of curves is -
( i ) symmetrical about u. = i' 
( ii ) has 
. "3k 
ordinate ·T=k at ·u = k, l -k' and 
( i i i ) reaches its maximum of 
·3 
at i . "2(1-k) u = 
2.3 MOMENTS OFi:rHE DISTRIBUTION 
The rth moment of the distribution about the origin is 
defined as: 
µ 1 = 3 [J 1 r(l )2d Jk 2+r dx](1)_· r k ( 1- k) i -k x . -x x + o x 
3k 
- (l-k)(l-2k) 
6 [J1-k xr+1(l-x) dx](3) 
+ (l-k)(l-2k) k 
Expanding ·in powers of k yields the following coefficients 
of kr+s: 
For square bracket (1), 
(-1)4+r +.l 
3 + r 
.---(=l)r+-s+l (-1- _, -r~;) ' 
( -l)r+s+l((r+3)· 1 2 r+2) + 1 (r+l)) r+s ~ - r+2"(r+s r+T r+s ' 
0 
0 
s = 3 
s = 2 
-r < s < 1 













As f(u) varies from the .midrange to the median it is seen that 
. d f 20 to 15 the kurtosis ecreases rom -r -r 
2.4 THE RELATIONSHIP BETWEEN k AND p 
One important facet of this study was the way in which 
the above distri~ution can be used as a viable approximation 
• 
to the distribution of the LP-norm estimates of the location 
parameter of a uniform distribution with sample size 3. 
A simulation exercise was carried out whereby for each 
I 
of a grid of p values from l .0 to 3 .0 in increments of 
O.Ols 500 samples of size 3 from a uniform distribution were 
taken and the LP-norm estimate of the location parameter of 
each sample calculated. 
The value of k implied by each LP-norm estimate of 
the location parameter was calculated for each sample. For 
any particular sample a plot of the implied weighting factor 
k against p gives a smooth monotonically increasin~ 
function. {The implied weighting factor k for a particular 
p is calculated by making -k the subject of the formula in 
u = ky1 + ky3 '+ (l-2k)Y2 where u is the LP- estimate of 
e and Y· 1 the 
.th 
1 order statistic of the sample.) As ex-
pecteds however s since the linear combination of order 
statistics is only an approximations different samples give 
different weighting factors for the same p. The form of 


















A plot of the standard deviation of the weighting factor for 
the 500 samples against p is of the following form, exhibi-
ting the exact relationship for p = 1.0 and p = 2.0. As 
p moves away from these values the linear approximation be-




















Unfortunately the issue is clouded to some extent by 
' the fact that the, algorithm producing the Lp ... norm estimates 
(Fletcher and Powell {1968)) does not yield exact values but 
only iterates to a certain degree of accuracy. This makes it 
difficult to disentangle the problem of error in the algorithm 
from the accuracy of the weighted sum of order statistics as 
I 
a proxy for the lp-norm estimates. 
Since we know that the Lp-norm estimates are unbiased 
(if the first moment exists and the underlying distribution 
is symmetric) particular interest is focussed on the variance 
of these estimates. If the variance structure' of the LP-
norm estimator can be approximated, it would be an important 
step towards the construction of confidence intervals about 
e for the LP-estimator. 
The simulation exercise above was used to examine the 
relationship between the variance structure of the two 
estimators in the following way. A plot of the estimated 
variance of the LP-estimator against the average implied 
weighting factor for the 500 iterations was made for each p 
and it was found that this plot was almost identical to the 
plot of variance against k in Figure 2.3 with less than 
4% deviation at each point. In fact, it is worth noting 
that the deviatioh between the two plots at k equal to 
0 and {where they should coincide) was also of the same 
order. Since the deviation at these two points is due 












LP-estimates, it is possible that the major part of the 
deviation between the two plots above is also due to the 
error in the LP-estimation technique. 
2.5 CONCLUSION 
It seems feasible therefore, in the case of small 
samples, to use approximations. to LP-estimators in the form 
of linear functions 6f order statistics to give good esti-
mates ~o-f variance for such estimators. The relationship 
between p and the form of the weights is probably best 
derived from a simulation. However, the derivation of the 
distribution of linear functions of order statistics for 
sampl-e sizes -greater ~than .3 is algebrai·cally -difficult and-· 
requires some subjectiv.e --decisions about the rlistributi'On- ,. 
of weights. It is hypothesized however that ·certa4n weight-
ing distii.butions-will exist for all .sample sizes which give 
estimators with very similar properties to those of the Lp-
norm estimates. In addition ther~·is tremendous scope for 
the examination of the finite distributional properties of 
weighted linear ~unctions of order-~tatistics in their own 
right, with the Bdded ~ttracti-0n that the derivation of the 













C H A P T E R 3 
ESTIMATION OF LOCATION FOR 
SKEWED DATA SETS 
3. l LP APPROACH~ 
3 . l . l I n trod u c ti o n 
This section considers the effect that skewed data sets 
have on the selection of the optimal p in the LP~norm 
estimation of the location parameter. It is well known that 
there is a downward sloping relationship between tail-stretch 
and optimal p for symmetric distributions, and in Chapter l 
a specific form of this relationship was tested which showed 
it performed well vi-0-a-vi-0 0th.er conventional 11 robust esti-
mators11 for certain sample sizes and certain symmetric dis-
tributions. Th~ relationship between skewness and optimal 
p in the estimation of the location paramete~ has not 
received much attention in the literature. Central to this 
lack of attention is the fact that, when skewed data is con-
sidered, no unique population value of the location para-
meter exists, and in the absence of a p~io~i information on 
the suitability of a particular one, vi-0-a-vi-0 the others, it 
is not clear which one should recei.ve special attention. 
·Hogg in Sti~l~r (1977) proposes an estimator based upon 












could also be incorporated. (The notation S2 is used ins~ 
tead of the formerly used k to denote kurtosis to tie in 
with the notation of Johnson.) He states that his investi-
gations lead him to believe that those based on skewness 
alone are better than those based on kurtosis alone. How-
ever a high value of (S1)j is sufficient for a high value 
of S2 since S2 > S1 + 1 (Johnson (1949)). So in some 
ways the form of the estimators might be closely related for 
skewed data sets. For symmetric distributions ranging from 
small to high kurtosis an adaptive estimator based on skew-
ness alone would imply the same estimation scheme,.and would 
presumably perform poorly relative to others which incor-
porate the degree of tail stretch. 
3 .1 .2 Simula ti on Study 
In order to gain insights into the influence of skewness 
and k~rtosis, a simulation was designed to look at a large 
enough c·ross section of skewnesses and kurtoses to make 
their influence on the selection of p apparent. 
It Wah ahhumed in thih htudy that the expected value 06 
the dihtnibution nep~ehented the nequined meahune 06 c.entnal 
tendenc.y. 
Use was made of the suite of programs written by Hill 
(1976) and Hill et al (1976) which make use of the Johnson 
Su-SB set of distributions (Johnson (1949)) .· A grid of 












from .-2~0 to +2.0 in intervals of 1.0,and kurtosis from 2.5 
to 6.0 in intervals of 0.5 and 12.0 to 30.0 in intervals of 
6.0,with the restriction that 62 > 81' + 1. (In the simula-
tions 82 was chosen so that 82' > 81 + 2 .) The theoretical 
mean and variance were set at.0.0 and 9 .0 respectively. 
Sample sizes of 10, 30 and 50 were examined. 500 iterations 
. ~ . 
for each true ~skewness and kurtosis combination were per-
formed for the sample size of 10, and 200 iterations for the 
sample. sizes of 30 and 50. For each sample size and distri-
bution the LP-norm estimate of location was calculated for 
p in the range 1.0 to 3 .0 at intervals of 0.1. The squared 
error was calculated for each iteration and the sample mean 
of the squared errors (MSE) over the total number of itera-
tions was calculated. The values of p for which the MSE 
was a minimum for each case was observed and listed in 
Tables 3.1.1, 3.1.2 and 3.1.3. If two adjacent values of 
p gave very close values (differing in the third decimal 
for samples of size 10 and in the fourth decimal for samples 
of size 30 and 50) for the MSE, the average of the two p 
' 
values was taken. In any study of this type, where the aim 
- . 
is to establish the relationship between skewness and kur-
tosis and optimal p, it is important to be aware of how 
close the sample estimates of these parameters are to the 
true (theoretical) values. For each iteration of each dis-
tribution and sample size, a sample estimate of skewness and 
kurtosis was calculated. The average of these statistics 













VALUES OF P FOR WHICH SAMPUE--. MEAN SQUARE 
ERROR IS A MINIMUM 
N = 10 (500 samples) 
True True Skewness 
Kurtosis ·• . -2.0 -1.0 o.o 1.0 2.0 
2.5 :".'_2·. 4o. _ 2. 3o"·~·,:2. 40 
3.0 2.25 2.00 2.25 
3.5 ·2.10 1.80 2.10 
4.0 1. 95 1. 65 1. 95 
4.5 1.85 1. 55 1.85 
5.0 1.77 1.50 1.80 
5.5 1.70 1.45 1.70 
6.0 1. 90 1.50 1. 45 1. 65 1. 85 
12.0 1. 65 1.35 1.20 1. 35 1.65 
18.0 1. 40 1.15 1.15 1.20 1. 45 
24.0 1. 35 1.10 1.10 1.10 1.35 













VALUES OF P FOR WHICH SAMPLE . MEAN SQUARE 
ERROR IS A MINIMUM 
N = 30 (200 samples) 
True True Skewness 
Kurtosis -2.0 -l.O o.o 1.0 2.0 , . 
2.5 2.15 2.30 2.15 
3.0 2.10 2.05 2.10 
3.5 2.05 2.00 2.05 
4.0 2.00 1.85 2.00 
4.5 2.00 1.70 2.00 
5. 0. 1.95 1.60 1. 95 
5.5 1. 90 1.55 1.90 
6.0 2.00 1. 85 1.50 1.85 1. 95 
12.0 1. 85 1.55 1.35 1.50 1.85 
18.0 1.70 1.40 1. 30 1.40 1. 70 
24.0 1.60 1. 30 1.25 1.35 1.60 













VALUES OF P.. FOR . WHICH . SAMPLE \ MEAN SQUARE 
ERROR ·rs A MINIMUM 
N =-50 (200 samples) 
True True Skewness ... 
Kurtosis -2.0 -1.0 0.0 1.0 2.0 
;" .. 
2. 5:: 2.10 2.30 2.10 
3.0 2.05 2.00 2.05 
3.5 2.00 1.80 2.05 
4.0 1.95 1.70 2.00 
4.5 l.·90 1.60 1.95 
5.0 1.90 1.55 1.90 
5.5 1. 85 1.50 1.85 
6.0 1.95 1.80 1.50 1. 85. 2.00 
' 12~'0. 1.85 1. 55 - 1.35 1.55. 1.85 
18.0 1. 75 l.40 1.30 1.45 1.75 
24.0 1.65 1.35 1.25 1.40 1. 6.5 












l is t ed in Tab l es· 3 • l • 4, 3 • l. 5 and 3 . l , 6 , 
where 
The estimate of B2 (b2} was calculated using: 





is an unbiased estimate of the ith.cumulant. 




On referring to Tables 3 .1.4, 3 .1.5 and 3 .l .6 it will 
be noticed that for symmetric distributions with true 
kurtosis less than or equal to 3.0, on average the kurtosis 
is over-estimated, while for distributions with true kur-
tosis in excess of 3.0, on average the kurtosis is under-
estimated with this being enchanced in small samples. For 
the case of skewed data a similar situation exists, except 
that the changes do not form such consistent patterns. 
Note, especially for large skewness in small samples, that 
there is a change in the pattern of skewness and kurtosis as 
one moves from the s8 to the Su distribution (the boun-
dary is the log normal l.ine defined by the parametric 
equations: 
Bi = ( w- l ) ( w+ 2) 2 
fh = w4 + 2w 3 + 3 w2 - 3 , 
(see Appendix B)and is indicated in Tables 3 .1 .4, 3. l .5 and 
3 . l ;6 by the ·broken l i n e) . I n pr act i c e , one ob v i o u sly only 
has sample estimates of B2 and 
l 
































N = 10 (500 samples) 
True Skewness 
-2.0 -1.0 o.o 1.0 2.0 
-1.19 -0.03 1.1 5 
3.85 2.91 3.71 
-1; 01-: r-=-o .. 03;; o. 97 
3~66 I 3.21 I 3. 53 
r------.-
0.82 -0. 8 7 j -0. 04 I 
3.62 I 3.42 l 3.51 
l -o. 04 I ** -0.76 0.71 
3.63 I 3. 57 J 3.53 
I I 
-0. 68 t -::0. 04 l 0.61 
3.65 "3.69 -•I 3.-S6 
r---=- __ _J ·- L ___ l 
I -0~ 62 -0.04 - .0.55. 
I 3.70 : - 3. 80 --·3.61 I I i 
I -o. 57 -0.04 o. 50. t 
I 3.79 3. 88 - . 3. 71 I 
I I 
-1. 92 I -0. 54 -0.04 -0.45 I 1.88 
6. 65' 1 3.87 3.96 3.80 I _ 6. 48 
_____ _J ***. - L ____ -
-0.93 ~o.35 ~a.OE 0.26 0.85 
4.39 4.41-. 4.45 4.37 4.25 
- -· 
-0~ fJ 6 -0.29 -0.05 .. o. 20- 0. -57 
4~5a· 4~65: 4.68 4.63 4.51 
-0.55 -0.26 ,-0.05 0.17 0.46 
4.75 4.80 4.82 4.79 4.70 
-0.48 -0.24 -0.04 o. 1 5 0.39 













AVERAGE SAMPLE ESTIMATES OF SKEWNESS (IN ITALICS) 
AND KURTOSIS 
N = 30 (200 samples) 
True True Skewness 
Kurtosis 
-2.0 -1.0 0 1.0 2.0 
2.5 
-1.09 -o. 01 1.09 
2.97 2.69 3.06 
r------·-
3.0 
- ]. 05 I -0. 02*: 1.04 
3.39: 3.12, 3.42 
i------1 
- 1. 01 I -0.03 1 0.98 3.5 3. 74 I 3.48 I 3.71 
1 I 
-0. 96 I -0.03 
I 
0.92 
4.0 I '*"* 4 .01 : 3.77 I 3.91 
I I , 
I I 
4.5 -0. 90 I -0.04 I 0.85 4.18 I 4.C2 I 4.03 










-2. 14 ' 6.0 I 7.-46 . 
--- __ J 
12.0 
































-0.05 0.75 I 
4.42 4. 29 .: 
*** I 
-0.05 0.71 I 2 • .14 I 
4.58 -4. 43 ·-· 7. 60 -•- - ·-·---
-0.08 .-o. 4 7 . 1· 31 
-5. 79 5.64 5.86 
-:-0. 09 0.37 0.99 
6.42 6.29 6.22 
-0.09 o. 31 0.83 
6.84 6.73 6.62 
-0.10 0.27 0.72 




























12.0 -1.46 6.63 
18.0 -1. 17 7.28 







50 (200 samples) 
True Skewness 
-1.0 o.o 1.0 2.0 
-1.03 0.01 1.06 
2.68 2.58 2.77 
,,,.-- -- - - __ ... 
-1.01 
I * I 
1.04 I 0. 02 I 
3.14 I 3.05 I 3.23 
I I-'--------I 
I I 
-0.98 I 0.02 I 1.01 
3.55 I 3.46 I 3.64 
I I 
I I 
-0.94 I 0.02 I 0.97 I I ** 




-0.90 I 0.03 I 0.93 















































J ••••• ·--· 
0.63 1.49 
6.28 6.79 


















.be taken :of the wa,y the sample estimates .perform for vartous 
theoretical values and different sample siz~s. 
3 .1.3 Empirical relationship between optimal p 
and skewness and kurtosis 
In section 1 .5 it was shown that use of the relationship: 
1" . 
gave good results over certain distributions and sample sizes 
l 
with symmetric distributions (Sf= 0). 
From examination of Tables 3.1.l, 3.1.2 and 3.1.3 for 
the case of 
l 
(32 = 0, 
1 
it is clear that such a rule would 
work adequately with these distributions. In fact, it seems 
that there is a sharper trade-off in smaller than larger 
samples so that improvement (for this family of distribu-
tions) could probably be made using: 
p = l + ( b32) q (3.1.1) 
with q a function of sample size. Examination of the 
empirical results suggested that we might use; 
q = 4.0 --r- , 
N4 
which gives q ranging from 2.25 for N = 10 to ·1.5 for 
N = 50. 
Plots of sample MSE against p portrayed further inter-













and p. Firstly the above curves .tended to .be. much steeper on 
both si~es of the minimum for smal.ler sample size than for 
larger sample size. See Figure 3.1 below: 
sample 
MSE 
- - . 
j• 
N = 30 
FIGURE 3.1 
N = 50 
p 
Thenenone it i-0 -Oeen that global Uhe on q = 2 ~n (3.7.7) 
(i.e. Fonmula J .3.3) will be an adequate pnoxy fion the optimal 
p non the hample hize-0 eonhidened, beeauhe lo-Oh on MSE in 
lange hampleh (N = 50) will be -0mall and q = 2 ih nean 
optimal in -Omall -Oampleh. 
In addition to the size of sample effect on the shape of 
the cur~e, it was also evident that distributions with kur-
tosis close to the boundary 82 = l + Bi also yielded steeper 
curves for ·a given sample size. (See Figure 3.2 below.) 
sampl 
MSE 
181 = 2. 
82 = 6. 
IB1 = 2. 















The .results for .the skewed data .sets .(Tables··3.l .l, 
3.l.2 and 3.l,3 exhibit certain clearly defined effects. 
Namely: 
(i) as skewness increases for any fixed kurtosis the 
optimal p gets closer to 2.0; 
(ii) for any fixed skewness, increase in kurtosis yields 
a smaller optimal p. 
(iii) As above, in the symmetric case, these changes are 
less marked in larger than in smaller data sets. 
What does appear to be in evidence is that the excess 
of kurtosis over skewness squared plus one is a significant 
factor in the determination of an optimal p. That is, the 
excess of that amount by which kurtosis must necessarily 
(mathematically) exceed skewneis. 
It appears, essentially, that given increases of kur-
tosis in excess of skewness squared plus one give similar 
decreases in optimal p for given different skewnesses in 
the s~me sample size. 












. . 3 q 
p = 1 + tb . b ) 
2 - ·1 
(3;1.2) 
or 
{3 .1 .3 ). 
could prove workable. 
The optimal q appears to be a function of sample size 
' . . .. 
l 
and sample kurtosis and possibly even sample skewness in the 
following way. 
Larger sample size seems to effect q negatively in a 
similar way to the symmetrical case. Lower sample kurtosis 
distributions require higher values of q and to some ex-
tent a higher value of the absolute value of sample skewness 
requ·ired smaller q. 
3 .l .4 The use of LP-estimation to establish higher 
moments of the un'derlying distribution 
At this point, we consider an interesting application 
of LP-estimation of skewed data sets to the more g~neral 
problem of the estimation of the moments of a distribution. 
We consider,. in the fi:st case, the problem of calculating 
an estimate of the variance (V) of the underlying distri·-
bution from some random sample. If the data is from a normal 
distribution the maximum likelihood estimate of V is ob-














It might .be conjectured that under deviations from nor-
mality, minimisation of 
where e is obtained from minimisation of 2.~= 1 1xi-e!P, 
and p is some function of kurtosis in each case, may yield 
superior estimates in terms of mean square error than 
blanket use of (3 .1 .4). 
However, even if the underlying X is from a symmetric 
distribution the distribution of (X-8) 2 (and all such even 
powered transformations) will be non-symmetric and thus the 
problem of the selection of p will probably involve the 
skewness, as well as the kurtosis of the transformed data 
set. (It is ·worth noting here that u·s.e of the variance is 
an often usecf~ but not unique, measur.~_ of dispersion. The 
performance o:f the LP- approach wi_th ·alternatives such as 
the mean absa~lute deviation has however still to be investi-
gated.) 
In the 111~nimisation of (3 .1 .5), some success was achieved 
by using: 
3 ~ 
p = (3 + El} (3.1.6) 
a s a c r i te r i o;n for t h e s e 1 e c t i o n of p i n t h e s e c o n d s ta g e 
" 
.of the operation (e in (3.1 .. 5) was still calculated 
using the estimator B of Chapter 1) when compared with the 
use of p equal to 2. It is noted that (3 .l .6) is much less 












(1.4.l). Particularly encouraging results were .achieved for 
the exponential distribution (which is nan~symmetrical) and 
these results, along with results for the distributions 
studied in Chapter 1, are presented. The Cauchy distribution 
was excluded because the v~riance is not defined. The simu-
lation study (100 iterations) conducted here only compared 
i"' -












SAMPLE MEAN SQUARE ERROR OF ESTIMATES 
OF VARIANCE (100 ITERATIONS) 
n = 10 n = 30 n = 
Kurtosis LP L2 LP L2 _LP 
1.8 8.416 8.164 2.225 2.064 l. 541 
3.0 19.795 20.036 6.294 6.155 3.569 
3.5 15 .646 15.409 6.563 7.326 4. 111 
4.0 21.188 22.646 7.731 7 .617 5.257 
4.5 22. 117 22.533 10.025 9.433 6.924 
5.0 25.142 31 .670 12.137 13.190 7 .777 
5.5 28.948 31 . 579 11.715 11 .831 7.942 
6.0 51 .386 68.489 l 0 .075 13 .041 8.332 
























TABLE · 3 • l . 8 
EFFICIENCY OF ESTIMATORS {BASED ON MSE) 
n = l:O n = 30 n = 50 .. 
Distbn. Kurtosis LP· L2 LP L2 LP .. L2 
Uniform l .8 97 l 00 93 100 93 100 
Normal 3;:·o 100 99 98 100 83 100 
Con.Normal 3 . 5 98 100 100 90 l 00 96 
Con.Normal 4.0 ; 100 94 99 100 100 92 
Con.Normal 4.5 100 98 94 100 76 100 
Con.Normal 5.0 100 79 100 92 95 100 
Con.Normal 5.5 100 92 100 99 94 100 
Laplace 6.0 100 75 l 00 77 100 94 
Exponential, . 9 .0 100 62 100 70 100 83 
The above indicates that the estimator proposed seems to have 
comparative advantage over blanket use of p = 2 with small 
samples and certain distributions, viz. Laplace and Exponen-
ti a 1 . 
CONCLUSIONS: 
It is seen above that. improvement in variance ·estimation 
using LP- methods is certainly less dramatic than in esti-
mating the location parameter e in symmetric distributions, 
primarily because the transformed data set is non-symmetric. 
It is however tentatively suggested that an improvement over 













· 3.L.5 A comparative study utilising .the data .sets 
published by Stigler .tl917) 
· 3 .1 .5 .1 Introduction and comments on the study 
The data sets ~ublish~d by Stigler (and discussants) 
(1977) constitu~!ng 24 sets of observations by scientists of 
;· 
physical phenomena, and his comparison of a set of robust 
estimators of location, provides a valuable testing ground 
for any new location' estimator~ 
Before describing the analysis, it is of some value to 
discuss some of the salient problems associated with the es-
timation of location with such data sets, some of which have 
been raised by the discussants of Stigler's paper. Firstly, 
since some of the data sets exhibit ver~ significant skew-
ness, the whole problem of the uniqueness of the location 
parameter has to be given consideration. It is not clear 
which population measure of location in such sets is most 
appropri~te. A discussant of the paper (Eisenhart) demons-
trates the considerable bias in some of the data sets; for 
exampl~ he remarks that data sets 17, 23 and 24 have-"true 
. . 
values" at approximately the 32nd, 88th and between ~the 5th 
and 8th percentiles respectively. He goes on to say: "TJtue. 
v a.tu e.6 .6 uc. h a.6 :th e.6 e :t ha:t lie. 'o u:t in wing .6 ' atz. e c.le.atz.l y u n-
~u.i:table. nolt judging :the. tz.e.la:tive. me.tz.i:t.6 on a gtz.oup on e..6:ti-
ma:to'1..6 :tha:t atz.e. 'atz.guing' ovetz. whic.h value. in a c.e.n:ttz.al 
'c.otz.e' on a .6e.:t on da:ta 'be..6:t 1 .6ummatz.ize.6 :the. 'e.vide.nc.e.' on 












c o n n e c t i-o n , '' • , , • , , 
b.la.6, Lt 1-.6. no:t a.:t .a.£.£. c£.e.a.1t whe:the.1t :tha.:t bi.a.'-> .6hbuld be. 
eha1tge.d a.ga.~n.1.>:t :the. pe.1tfio1tma.nee. ofi any e.1.>:tima.:to1t. To do.ho 
~mpi~e.1.> :tha:t :the. e.1.>:t~ma.:to1t 1.>hou£.d be. able. :to 1.>e.e. be.yond :the. 
da.:ta :to :the. ':t1tue.' value. 06 :the. phy1.>~ea.l qua.n:t~:ty " 
A second problem relates to that of comparing different 
estimators of sets of data with vastly differing variability, 
necessarily giving rise to sets of estimates with widely 
differing variances. Stigler uses a 11 robust 11 measure of var-
iability for the jth data set (sj) - the average of the ab-
solute deviations of the set of estimates obtained for that 
data set. His relative error is then calculated as the 
absolute deviation of the estimate divided by this measure 
of spread. Small absolute errors may thus be associated with 
large relative errors. 
Given constraints imposed by the data a,t hand, it 
appears~ however, that the method of comparison adopted gives 
an adequate portrayal of the relative performance of the es-
timators examined for a specific real life situation. 
3.1.5.2 Results for the previously proposed LP-estimators 
This method of comparison (with the reservations out-
lined above) was thus applied when evaluating the lp-
estimators (3 .1 .3) as members of the class of robust estima-
tors. The same values for the mean absolute deviation of 












in ~onnection with extrapolating the results to a new esti-
m at Or : 11 .the. n a c..t .t ha.t .the. n e.w e..6 .t.lm a.to IL do .e..6 no .t c. o n.tJL.l-
bu.te. .to .the. .6. hhould mike. l.l.t.tle. di66e.Jz.e.nc.e.." 
J 
The adaptive estimators used draw from the work of 
section 3.1 on the use of LP-norm estimation with skewed 
data. The more~~eneral version of the formula is used, vjz: 
3' q 
p = 1 + (b2-b1) (3.1.2) 
where b1 is a measure of squared skewness 
b2 is a measure of kurtosis 
and where values of q varying from 0.5 to 2.0 ar.e. con-
sidered for comparison purposes. 
The resu 1 ts are given in Table 3 .l .10, with average re-
lative errors for the small data sets (l-20) and large data 
sets (21-24) as defined by Stigler; standard deviations of 
the relative errors are given in pare~theses. For compari-
son purposes St gler's results are also given in Table 3.1 .9. 
It is seen that for all the values of q. the estima-
tors perform adequately. ·It is· seen however that the value 
for da'ta set .5 is inflating the results. Data set 5 has in 
fact a very low sj of 0.078; thus although the relative 
error for the q = 1 estimator {for example) in Table 
3.1.10 is 1.297, the value of the mean square error is 
l x 10- 2 which, relative to the true value (8~798), is not 
important enough to distort the results as it has. It is 











TABLE 3.1. 9 
MEAN RELATIVE ERROR FOR STIGLER'S SELECTED ESTIMATORS 
(STANDARD DEVIATIONS IN PARENTHESES.) 
-r--.- .... 
· Small Large 
Samples Samples 
Mean o. 931 (. 20) 0.924 ( .19) 
• 
Median 1.149 (. 28) 1.152 (. 18) 
Edgeworth ~~~ . ' 1.018 (. 08) 0.945 (. 07) 
-
Outmean 1.038 (. 58) . 0.774 (. 50) 
10% Trim '0.916 (. 20) 0.944 (. 06) 
15%.Trim 0.938 ( .10) o. 991 (. 04) 
25% Trim 1.039 (. 08) 1.073 ( .12) 
Huber Pl5 0.922 (. 20) 0.985 (.OS) 
Andrews AMT 0.966 ( .14) 1.032 ( .13) / 
Tukey Biweight 1.023 ( .13) 1.097 ( .17) 
. 















RELl\TI\'E ERROR FOR STIGLER' S DATA SETS (FORMULA 3. 1. 2) 
(VALU£S OF p USED IN ITALICS) 
Values of q 
Data Set o.5 l.o 1.5 2.0 
l 
0.836 0.868 0.900 o.933 
l.945 z. 894 l.845 l.799 
1.003 0.998 l.010 1.033 
2 
l.69l z. 477 l.J30 l. 228 
0.146 0.013 0.105 I 0.214 
3 l. 9l2 l. 83l l.768 l.69l 
4 0.685 o.638 0.588 
0.536 
2.082 3.l70 2.266 2.369 
5 1.104 
l.297 l. 499 .l. 711 p-.. 2.088 2. l84 2.289 2.402 
6 
. o. 755 0.743 o;73o o.-718 
2. 028 2.056 2.086 2.ll6 
7 
0.991 o.992 0.992 o.993 
l. 865 l. 732 Z..626 l. 535 
0.977 0.987 0.992 0.994 . 8 z'. 8lJ l.66l l. 538 l. 438 
9 
l.192 l.093 l.040 0.998 
l. 8Z.7 l. 668 l. 545 l. 446 
0:968 0.957 0.946 0.937 lC 2.z.e2 2.398 2.652 L953 
0.981 0.995. l.CO'l l.022 
11 l.8l3 l.660 l. ~:l? l.436 
0.929 0.920 0.912 0.903 
12 2.065 2.l35 2.209 2.289 
- 13 l.031 
l.043 l.055 l.068 
2.26l 2.59l 3.007 3.53l 
0.939 0.955 0.965 0.973 14 l.878 l. 77l l. 677 l.594 
l.013 l.015 l.017 l.Ol•I 
15 2.273 2.62l 3.063 3.627 
16 l.058 l.061 
l.064 1.067 
2.026 2.053 2.08l 2. lOS . 
0.985 1.024 l.067 1.114 
17 l.82l 7. 673 l. 552 l. 4~3 
0.847 0.813 0.783 0.755 
18 2. ll2 2.237 2. ;;75 2.529 
19 l.092 l.087 l.083 l.C79 l. 978 z.. 957. z.. 936 Z..9l5 
·i 
.20 0.928 0.922 0.915 0.909 2.080 2. l66 2.258 2. 358 
j 21 
0.950 l.053 l.127 1. 204 
l.669 l. 447 i.299 l.200 
22 o. 708 0.695 0.682 o.669 2.020 2.040 2.060 2.08l 
23 l.Oll 0.995 l.002 1.013 l.51,5 l. 287 z. z:;3 l. 082 
24 1.006 1.005 l.003 1.002 
l. 948 l.898 l.852 l.807 
• Mean for 
o. 923(0.217) o. !121(0.254) 0.934(0.262) 0.948(0.279) l!et 1-20 




Mean for o. 918(0.143) o. 937(0.163) o. S53(0.190) o. 972(0.222) 
set 21-24 
' 
• SLandard dQViations in p~r.cnthcses 








































RELATIVE ERROR FOR STIGLER'S DATA SETS {FORMULA 3.1.1) 
(VALUES OF p u·sED IN ITALl:CS) 
' Values of q 
Data 
Set 4.0/N! o.5 1.0 1.5 2.0 
1 
1.033 0.863 0.922 o.981 1.040 
1.670 :2. 902 1. 814 1.734 1.662 
2 1.072 
0.998 1.005 1.034 1.075 
1.142 1.609 1.371 1.226 1.137 
3 
1.147 0.177 0.532 0.857 1.185 
1:269 1. 713 1.509 1.363 1.259 
4 
0.829 0.758 o. 785 0.·811 0.835 
1. 81~,. 1.948 1. 898 1. 851 1.806" 
5 
o .. 326 0.575 0.244 0.084· 0.412 
J.548 1. 851 1.725 1.617 1- 525 
6 
o. 898 0.808 o. 844 0.877 0.906 
1.686 , 1. 904 1.818 1.739 1.668 
7 
0.993 0.991 0.992 0.992 0.993 
1.529 1. 843 1.711 1.600 1.506 
8 
0.994 -0. 979· o.988 0.992 . 0.994 
· 1. 431 1. 798 1.637 1. 5(18 1.406 
9 
o.930 1.006 0.949 o. 935 0.929 
1.Q56 1.466 1. 217 1. 101 1.047 
10 
0.940 0.969 0.958 0.947 0.938 
2.840 2. 175 2.380 2.621 2.905 
11 
1.016 0.981 0.995 1.009 1.022 
1.477 1. 812 1.659 1.535 1.434 
12 
0.977 0.947 0.958 0.968 0.979 
1.718 1. 916 1.840 1.769 .1.705 
13 
1.058 1.029 1.039 1.050 1.060 
3.106 2.218 2.483 2. 805.' 3.198 
14 0.993 
0.961 0.979 o.989 0.994 
1.287 1. 719 1.516 1. 3 71 1. 267 
I 
15 
1.019 1.013 1.015 1.017 1.019 
3,488 2.272 2. 619 . 3.060 3.621 
16. 1.034 1.050 1.044 1.039 1.033 
•1. 822 1.949 1. 901 1.856 1. 812 
17 
1.113 0.988 1.031 1.079 1.131 
1.455 1.806 1.650 1.524 1.423 
18 
2.449 0.848 0.816 0.787 o. 7.59 
2.449 2.107 2.225 2.356 2.501 
19 
1.061 1.085 1.075 1.065 1.056 
1.825 1.946 1. 894 1.846 1.800 .. 
20 
0.913 0.928 0.922 -0. 9l5 0.909 
2.301 2.079 2.165 2.258 2.357 
21 
1.131 0.954 1.059 1.133 1. 214 
1.293 . l~ 661 1.437 1.289 1.191 
22 
o. 813 0.755 0.787 0.818 0.847 
1:.859 1.948 1.898 1.852 1.807 
23 1.015 
0.955 1.011 1.015 1.015 
1.037 1.308 1.095 1.029 1.009 
24 
1.004 1.006 1.005 1.003 1.002 
1 .. 873 1.948 1.898 1.851 1.807 
!Mean for ·o. 968 0.899 0.905 0.921 0.963 
Sets 1...,20 {0.169) {0.206) {0.199) (0. 213) (0.162) 
~-lean for 0.991 0.918 o. 966 0.992 1.020 











' ' 80 
TABLE 3 .1.12 









































































posed does well for the small sample size data sets. 
The large sample data sets 23 and 24 (50 to 100 obser-
vations) have been shown to possess considerable bias, as 
discussed above, and it therefore appears that it is diffi-
cult to form useful comparisons. One thing which is start-
1 i n g i s th a t the ·Sam p l e me a n d o es so we l l w i th s amp l e s et 21 
I 
which has a sample kurtosis of 6 .867 (see Table 3 .1 .12) and 
a low sample skewness (-0.403). Its very significant im-
provement over the median, which is normally far superior 
with such a long tailed data set, contradicts any simulation 
results the author has at hand. 
The data was also analysed using LP-norm estimation 
with the formula: 
q 
p = l + 3 (02) (3.1.]) 
that i s ' no adjustment made for skewness, with q varying 
from 0.5 to 2.0 as before. These results are pre_sented 
Table 3.~ .l l. In addition, the LP-norm estimate with p 
yielded by q calculated from the formula: 
q ~ ~·1°, (see 3.1.3), 
4 
in 
is provided which gives an unique, easily computable value 
of q. It is seen again how sensitive the results are to 
set 5. If the results from data set 5 are excluded these 
results will look rather worse (apart from the q = 2.0 case). 
In fact the improvement over formula (3 .1.1) by formula 













that formula (3 .1.2) will perform markedly better than for-
mula (3.1.1) when S2 ~ S1 + 1 (note that fh will always 
b e gr eat er th a n S i + 1 ) . I f th i s i s no t· th e c a s e , th e n t he 
two formulae will not differ that significantly - this is 
borne out by the simulation of (3.1.5). Such cases, when 
kurtosis is close to squared skewness plus one, do not pre-
,~:~ . 
' 
dominate in this study. 
3.1.5.3 Conclusions 
It is apparent, from examination of Tables 3.1.10 and 
3.1.11, that for the smaller values of q (q = 1.0) the 
adaptive LP-estimator, using either of the two proposed 
formulae, performs extremely well relative to the other 
estimators. As. q increases the performance of both esti-
mators worsens and for these data sets there is no obvious 
trade off between optimal p and tail length. Since this 
contradicts both intuitive reasoning and simulated results, 
it is p~obably wise to take serious note of the various 
criticisms voiced against this study as a means of testing 
robust estimators. 
Overall, even given the limitations and problems assoc-
iated with this study, it is seen that of the 11 new fangled 
estimators" (Eisenhart (discussant)) the LP-norm approach 












3.2 L-ESTIMATION WHEN THE UNDERLYING DISTRIBUTION IS SKEWED 
3.2.l Introduction 
As discussed below,wh.en considering skewed distributions 
one is faced with the problem of deciding which of a range 
of population location parameters it is most desirable to 
.. 
estimate. In g~~eral it was noted that of these the E(X) 
is usually estimated. 
It was noted in section 3.2, Part I, that Sarhan (1954) 
had considered finding the BLSS for estimating the location 
parameter of certain asymmetric distributions .. No ·general 
rule was however evident from this study regarding which 
tail 6f the L-estimator should receive greater weight if 
the distribution was asymmetric. For example he found that 
the Beta (2,3) distribution (skewed to the left) had an 
asymmetric BLSS with less weignt given to the left tail 
while the exponential distribution (skewed to the right) had 
X a s t h.e BL S S . 
3.2~2 The simulation study 
A simulation study was set up to test whether a-
symmetrically weighted functions of the order statistics 
could yield better estimates for the E(X) than I for 
asymmetric distributions. Distributions with skewnesses of 
-1 and 1 and kurtoses of 4 and 24 as well as with skewness 












the suite of programs written by Hill et al (1976) and Hill 
(1976) utilising the s.u-S~ distribution system of Johnson 
(1949). Sample sizes of 10, 30 and 50 were selected and 
2000 iterations were used for each distribution and each 
sample size. 
It was shown (section 1.4) that using p = q = 1 in 
the beta function yielded a symmetric distribution of weights. 
Deviations away from:this symmetrical weighting function were 
considered in the following two forms£ 
( i) q = l; p > l 
(ii) p = l; q > l 
or 
or 
p < 1 
q < l 
i . e . x p-1 
i . e. (1-x)q-l. 
It was found that minimum sample MSE was reached with 
the absolute value of p-1 (or q-1) being less or equal to 
0.4. The sample MSE for a grid of p-1 (or ··q-1) over 
[-0.4, 0.4] in increments of O,l are given in the Tables 
3.2.l to 3.2.3 below. As it would appear not to add anything 
of signi!icance,for the case with kurtosis equal to 24.0 
only the first weighting function was used. 
The reader is referred to Ta bl es· 3. l .4 to 3. l .6 for an 
indication of how sample skewness arid kurtosis varies with 
the theoretical values for the StJ-SB family. 
REMARKS 
(i) For this family of distributions it is seen that 































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































opposite direction to the skewness would appear to 
give estimates of the location parameter which have 
smaller sample MSE than X (a = 0 or b = 0 as the 
case may be). 
(ii) Sample size appears to play a large role in the 
selection ~f· some optimal function to determine the 
weighting distribution. It is seen that smaller 
sample sizes require much larger adjustment (i.e. 
larger. p-1 or q-1) than larger sample sizes. This 
is in some way strange because the smaller sample 
sizes had lower average sample skewness - see"Tables 
3.1.4 to 3.1.6. 
(iii) The optimal left hand tail weighting for the positi-
vely skewed distribution appear larger than the opti-
mal right hand tail weighting for the negatively 
skewed distributions for the weighting function 
xa (l-x) 0 and vice versa for x0 (1-x)b. 
(iv) Increases of kurtosis for a fixed skewness did not 
appear to have a very marked effect over the "a" 
·-· 
which would minimise sample MSE but if anything it 
tended to pull the optimal estimation towards that 
of least squares (i.e.-when a= O). 
3.2.3 Conclusion 
The most important conclusion to be drawn from this 











improvement in sample MSE is possible by adjusting for skew-
_ ness, when estimating the E(X) the improvement is very 
small. Given the ambiguity of a location measure with skewed 
data sets it is doubtful whether an adjustment for skewness 
is really worthwhile for this estimator. 
CONCLUSION TO PART II 
In conclusion i.t is worth noting that the studies com-
piled above indicate quite clearly that there are definite 
advantages in using the adaptive LP-estimator and L-estimator 
of location proposed over conventional measures, ana indeed 
over the more sophisticated robust _estimators which h~ve 
been more recently proposed. 
On reflection of the various results obtained above 
it does appear that for the estimation of the location 
parameter for symmetrical distributions, the use of LP-
estimation may not offer equivalent advantage to those of 
L-estimation~ In the first place the empirical results 
indicate that L-estimators can be constructe'd which are as 
good (i~ the MSE sense) as LP-estimators. In addition it is 
pertinent to remark that in terms of computer time the adap-
tive L-estimator used between 10% and 30% of the time re-
~uired by the LP- method (note that for large p (p .> 3.0) 
and p close to l .0 LP takes rather more time than when 
p is close to 2.0.) Finally, the distributional properties 
of such estimators are attainable when the underlying distri-













I N T R 0 D U C T I 0 N 
As pointed out in Part I the first section of this part 
of the work which covers research into L - estimation in the p 
regression model ~as carried out before the work of Part II. 
' 
It is, however, covered at this point because in that way the 
thesis follows a more natural progression. In addition to 
the work on LP estimation a proposal is made for the ex-
-tension of the method of Lloyd 0see Part I) to the regression 
case as well as a tentative suggestion for the application of 











where y_ i s an nxl vector of observable random variables; 
x is an nxm matrix of the known regress or variables; 
~ i s an mxl vector of unknown parameters, and 
e is an n xl unobservable error vector. 
The ordinary least squares estimator (OLS) of B is obtained 
by minimizing the sum of the squares of the errors and is 
given by: 
B = ( x I x ) - l x 1.1._. 
If it is assumed that E(~) = 0 and E(~~·) = cr 2 I, then it 
follows {Gauss-Markov theorem) that B is the best (minimum 
variance) linear (linear function of the l) unbiased estima-
tbr iBLUE) of B. This approach can be easily generalized so 
as to minimize the sum of any power of the errors and is known 
as the LP -norm. More-formally, given a sample of size n 
on both X and ~' under fairly genera-l condi-ti-o-ns 
(Kiountouzis (1971}) a 11best 11 estimate of .:§_, 8 the -parti-c-ular 
value of b whi~h minimizes 
where_ Q_ = bo, ... ,bm-l and this €Stimato_r is k-nown a-s the Lp-
norm estimator. As stressed before, the fact that the least 
squares estimator (p = 2) is the BLUE does not detract from 
interest in values of p f 2 since the estimates obtained 
using values other than 2 are not linear estimators and hence 
·can nave lower variance than those obtained using least squares. 
Besides the least squares case of p = 2, two other 
valu£s of p have been ~f parti~ular interest in the 1itera-













is, minimization of the sum of the absolute errors) corres-
ponds to some of the earliest approaches to curve fitting 
(e.g. Fourier (1824) and Edgeworth (1888)). Wagner (1959) 
showed that this problem could be formulated as a linear pro-
gramming problem by considering the unrestricted error term 
to be the difference between two non-negative variables. 
l . 
jLett1ng. ei = ui-vi where v. > 8 , - and e. = y . .:.x.b , , ,_ 
J 




Minimize '~ 1 (u.+v.) L l = l l 
subject to 
m-1 · 
y. = l . 0 b. x .. + u,. - v. 
l J= J lJ . l 
b . 
J 
unrestricted in sign; v. > 0' 
l -
(i = 1,2, ... ,n) 
(i = 1,2, ... ,n) 
Since Wagner's paper, considerable interest has been shown in 
·the case p = 1, and numerous researchers have produced re-
sults indicating that the Li-norm is more suitable than the 
~---_··.-
tr ad ft i 6 n a l L 2 - no rm -i n c er ta i n -c :i r c _um s ta n c e s , e s p e c i a 11 y 
when the error distribution has long_ tails (e.g .. Blattberg 
and Sargent (1971), Kiountouzis (1973), Harter (1977)). 
The case p = 00 corresponds to minimization of the maxi-
mum error and has become known as Chebychev estimation (in 
addition to L
00 
estimation). Wagner (1959) showed that the 
L
00 
estimation ·problem could be formulated cas- a linear-pro-
gramming problem by letting D = M~x{lei I}. The problem can 
l 











subject to o· > e.; 
1 
D' > - e. ; , 
5 
D>y ... X.b} 1 1 - . l . ,_ = ' ••. ' n 
o· .:_ -y i + x i E_ 
D > O; b. unrestricted in sign 
J 
Interest in Chebychev estimation has been limited (e.g. Appa 
and Smith (1973))although Harter (1977) has indicated that it 
could be superior to both Li- and L2- estimation when the 
(sample) kurtosis of the error term is less than 2.25. 
There is no theoretical reason why values of p other 
than 1,2 and 00 should not be considered. Forsythe (1972) h~s 
suggested that p = 1.5 might be a good compromise ·value as 
it provides estimates which -are subs·tantiany better· than 
least squares when the error distribution has long tails, and 
is not very bad when the errors have a Normal distribution 
(when least squares is most appropriate). 
In this chapter values of p = l .00, l .25, l .50, 1.75, 
2.00, and 00 are examined~ - It should be noted that the -cases 
of p = 1,2, and 00 provide exact solutions,while the other 
values of p give rise to a nonlinear programming problem, 
whose solution can only be found to a given level of conver-
g e n c e . T h e m e t h o d u s e d to o b ta i n th e L p - e s t i m a t e s f o r 
p = 1.25, 1.50, and 1.75 was that described by Fletcher and 
Powell (1963) and Forsythe (1972), which is part of the IBM 
Scientific Subroutine Package (1968). 












The simulation model examined was of the form: 
y. = Bo + B1x 1 . + B2x 2 .. + e. 1 1 . . 1 1 i = 1,2, ••• ,n 
and had the following specifications. 
T h e s am p l e s i z e n ( for ea c h i t er a t i o n ) w a s c h o s e n a s ®' 
and 500 iterations were performed for each of the error dis-
tributions examined. Bo, B1 and B2 were arbitrarily 
selected a~ 10, 8, and -6 respec~ively. The 25 values of X1 
(fixed for all iterations) were chosen randomly from a uni-
form distribution on the range (O, 40). The 25 fixed values 
of X2 were also randomly selected from a uniform (0, 40) 
distribut~on and it was checked that X1 and X2 were un-
c or r e l a t e d . ( t h a t i s , ·I p X 1 , X 2 I < 0 . 0 l ) . F i n a 11 y , f or ea c h 
iteration, 25 error terms were randomly generated such that: 
E ( e i) = 0 and Var(ei) = 9 for i = 1,2, ... ,25. 
Thus the Y· 1 were generated using the model : 
Y· = 10 + 8 x l i - 6 x 2i + e . i = 1,2, •.. ,25 1 1 
and the various L p estimates of Bo , B1 and 82 were 
obtained. 
A variety of statistical distributions were used to 
generate~~e random errors. These distributions were all 
symmetric and were chosen so as to cover a fairly wide range 
of kurtosis. The distributions used are detailed below: 
(i) Uniform Distribution: (Kurtosis = 1.8) 











In order to have mean zero and standard deviation 3, 
a and 13 must be selected as a = -13 and 
13=1302=127. 
(ii) Normal Distribution: (Kurtosis = 3) 
Obviously µ = 0 and o2 = 9 were the parameters 
selected. 
. ' . 
(iii) Contaminated Normal Distribution: (Kurtosis= 3.5, 
4.0, 4.5, 5.0, 5.5) 
-00 < x < 00 
0 < w < 1 
·For this study, w was selected as ~ (that is equal weight 
was given to both distributions) and µ 1 = µ2 = 0 (ensuring 
symmetry). This family of contaminated normal distributions 
was used to obtain -error di.stributions··with -the required kur-
tosis coefficients by choosing. a~ and o~ appropriately, 
w h i l e s ti 11 ens u r i n g that the o v er a 11 v a r i a n c e rem a i n ed 9 . 
For further details of the properties of the contaminated 




(iv) Laplace (or Double Exponential) Distribution: 
(Kurtosis = 6) 
_ fx(x) 
l 
exp(- 1x 8al) = -00 < x < 00 213 ) 
I 
order to have mean zero and variance 9, a = 0 and 











(v) Cauchy _Distr:ibution: (K_urtosis undefined) 
l -
fxtx) = 7TsCl+[ (x.-a)/f3]2} 
,..oo_ < .. x- <- oo 
The Cauchy distribution has no moments and hence no mean, 
variance or kurtosis. However it is symmetric about the med-
ian a and hence this was chosen to be zero. f3 was deter-
mined by specifyiri~ that the 95th percentile of the Cauchy 
di st r i bu ti on had to co i n c id e w i th the 9 5th percent i le of the 
Normal {0,9} distribution used in (ii). It should be noted 
that the kurtosis of -the Cauchy -distribution (although unde-
fined) can be thought of as infinite. 
Before concluding this section, mention must be made of 
the manner in which the random observations from the error 
distributions were generated. For the Uniform, Laplace and 
Cau_chy distributions-the-inv-erse cumulative dfstribution 
--_--fu nc-t-i ons-ar-e- eas i-ly--obta i ned and hence the-se -error·s-ca·n be -
~asily generated using uniform (0,1) random numbers. These 
uniform (0,1) ra dom numbers were obtained using shuffled 
{Maclaren and Marsaglia (1965)) values of the uniform random 
numbers given by the UNIVAC routine RANDU. The normal and 
contaminated normal errors were generated using the same 
s huff red-uni f-cfrm --random num b-er-s--a-s- above and the Box -Mu 11 er 
(1958) transformation. 
1 .4 EXPERIMENTAL RESULTS 
The aim of the empirical investigation (simulation) was 











the coefficients of a .regression model, and to establish guide-
lines for a "suitable'' choice .of p. These f-indings are pre-
sented below. 
1.4.i Unbiasedness 
It is stressed that the simulation study was only per-
formed for symmetric error distributions. It is well known 
that the least squares estimates (p = 2) are unbiased, and 
so far studies using symmetric error distributions have pro-
duced no evidence of bias in the estimates obtained using 
other values of p (Forsythe (1972), Kiountouzis (1973) and 
Ha-rvey (19r8)). This more extensive study confirms these 
findings. 
Means of the 500 sample estimates of the regression co-
eff-fc-ients were computed and compared to the true .parameter 
v a l u es for v a l u es of p = l . 0 0 , l . 2 5, l . 5 0 , l . 7 5 , 2 . O O , a nd 
~ This was repeated for each of the error distributions ex-
amined and the results are presented in Table l .l .l below. 
_U_nd_er_ the hypoj:hesis .of unbiasednes-s- ·of ~the estimates, an 
overestimate of the true coefficient is just as likely as an 
underestimate. Using the normal approximation· to the binomial 
distribution, it follnws that for a sample of 500 estimates 
th~·953 confidence interval for the number of estimates 
falling above the true parameter value is (228,272). For all 
choices of p !and for all error distributions examined, not 
orie count fell outside the above limits. Moreover, examina-











estimates are "close'' to the true parameter values and there-
fore i t i s co n c 1 u d e d th a t the L p no rm es ti m at ors a r e u n -
biased for all p > 1 when the error distribution is symmetric. 
1.4.2 Efficiency of the Individual estimates 
The sampling ~ariances (based on the 500 individual sam-
ple estimates) of each of the three regression coefficients 
were computed for each choice of p, and for all the error 
distributions considered and are presented in Table 1.1.2 
below. 
On examination of Table 1.1.2 it is apparent that for 
p = 2 the- sample variances are approximately the same for 
all error distributions with the exception of the Cauchy. 
This is- not -surpr-ising since--the tru_e cov_ariance_ matrix of 
the -L2- estimate is given by- o 2 (X 1 X)- 1 whi'ch is indepen-
dent of the error distribution, provided E(~) = Q and 
E(_g~'-)- = o2 I (Gauss-Markov theorem). The Cauchy distribu-
tion would obviously provide an exception since 0_ 2 - is un-
defined (infinite) and hence E(~~') t- o 2 I. Further examin-
ation of the table reveals that for p # 2 the sample var-
iances are not constant but vary according to the error dis-
tribution. In addition, for any given error distribution 
·these variances are dependent on the choice of p. In fact, 
it should be noted that as the kurtosis of the error distri-
bution increases, a choice of p < 2 results in estimates 











squares, This is especially noticea~le when examining the 
results obtained for the Cauchy distribution. 
t. 
~. 
As yet ,~ has not been possible to derive a theoretical 
; f'i. 
expression for the covariance matrix when p f 2 but it is 
conjectured that the true covariance matrix for these L -p 
es ti m a tor s w i 11 b ~. of th e f o rm ( a 2 ( X ' X ) - 1 ) - R, w h ere R. i s 
a function of p and the kurtosis of the error distribution. 
1.4.3 Generalised Variance and the Choice of p 
The-empirical -generalized variance.--of--t-he-r-egn~ss:ion co-
........ -~-~~-~. -~-- .•• - - ~---- --··-~ ,_,,-o· '"' " ·- - - . 
efficients is defined as !!_i_:=d_e!:~minant of the emp_i_~ical co-
variance matrix of these es~imates,,and can be considered as 
a univariate summary of the information present in the sample 
c o v a ~j a n c e .m.a tr i x . S i n c e _ th e e s ti m a t e s h av e b e e n s h ow n to · 
-be--unbiased for all p, it is reasonabl.e to base_the __ choice 
of p on the generalized variance. Clearly, from a practical 
point of view, it is desirable that the Qener~li,?'.ed var_ian~-~-" 
:--~-.:;-
~-"'"'<;:·::-- ·--.-,_- ---
be as sm~ll as possible. 
The generalized variances of the 500 sample estimates are 
presented in Table 1.1.3 below for all values of p and for 
all error distributions ·cunsidered. The chosen.symmetric_ 
errors distributions had coefficients of kurtosis varying 
from 1.8 (short tailed) through 3 (medium tailed) to 00 (long 
tailed; Cauchy). A plot of the kurtosis of the error dis-
t 
tribution against the p which gives the smallest empirical 














Comparison- of .. Average Values--0f-the -Estimated--Regr-ession-- --
Coefficients with Population Values (n = 25; o2 = 9) 
. - -
True p 
Distbn. Kurt. B Value 1.00 1.25 1.50 1. 75 2.00 co 
B..o 10 9.98 9.99 10.00 10.00 10.00 9.95 
Uniform 1.8 81 8 8.00 8.01 8.01 8.01 8.01 8.0C 
B2 -6 -6.00 -6.00 ~6.00 -6.00 -6.00 -5.99 , 
Bo 10 9.98 9.99 9.99 10.00 10.00 9.99 
Normal 3.0 B1 8 7.99 8.00 8.00 8.00 8.00 8.0C 
B2 -6 -5.99 -5.99 -5.99 -5.99 -6.00 -6.0C 
Con tam. Bo 10 9.99 10.00 10.01 10.02 10.03 10.01 
Normal 3.5 B 1 8 8.00 8.00 8.00 8.00 8.00 8 .oc 
B2 -6 -6.00. -6.00 -6.00 -6.00 -6.00 -6.0C 
Contam. Bo 10 10,04 10.05 10.06 10.05 10.04 10.06 
Normal 4.0 Bi 8 8.00 8.00 8.00 8.00 8.00 8.00 
B2 -6 -6.0l -6.00 -6.00 -6 .01 -6.01 -5.99 
Con tam. Bo 10 9.96 9.96 9.95 9.96 9.96 10.01 
Normal 4.5 Bi 8 8.01 8.01 8.01 8.01 8.01 7.99 
B2 -6 -5.99 -6.00 -6.00 -6.00 -6.00 -6.01 
Cont am. Bo 10 __ 9.99 10.00 9.99 9.97 9.97 10.101 
Normal 5.0 -B1 ___ 8 8.00 8.00 8.00 8.00 8.00 8.00 
B2 -6 -6.00 -6.00 -6.00 -6.00 -6.00 -6.0l 
Con tam. Bo 10 .9.98 9.99 9.99 10.01 10.02 10.13 
Normal 5.5 B1 8 8.00 8.00 8.00 8.00 7.99 7.97 
B2 -6 -6.00 -6.00 -6.00 -6.00 -6.06 -6.00 
Bo 10 10.04 10.05 10.03 10.02 10.01 9.89 
Laplace 6.0 B1 8 8.;00 8.00 8.00 8.00 8.00 8.02 
B2 -6 -6.00 -6.01 -6.00 -6,00 -6,00 -5.99 
Bo 10 10.01 10.03 10.07 10.25 10.39 9.74 
Cauchy - B1 8 8.00 8.00 7.97 7.98 7.97 8.04 






























































































































































































































































































































































































































































































































































































































































































































































































































be noted that the two points with a coordinate value of in-
finity are not shown.) 
TABLE l.l.3 
Generalized Variance of Regression Estimates (n = 25; cr2 = 9) 
p 
Distbn. Kurt l.00 l.25 l.50 l.75 2.00 00 
Uniform l.8 24 ·:55 8.85 4.52 2.77 l.87 0 .63 
Norma 1 _ 3.0 8 .35 .. 3 .93 3.64 2.21 2.09 39.00 
Con.Normal 3 .5 6.08 3 .24 2 .37 2 .10 2.20 77 .79 
Con.Normal 4.0 2.86 1.56 l.35 l.48 l.82 150 .90 
Con.Normal 4.5 2 .14 l.31 1.17 l.33 1.73 193 .00 
--
Con .Normal 5.0 l.19 0.93 l.10 1.53 2 .30 321 .00 
Con .Normal 5.5 0 .31 0 .30 0 .53 l.07 2 .12 591 .00 
Laplace 6' .0 l.06 0.63 0.66 0.90 l.36 286.95 
Cauchy 00 0 .0018 0.0051 10.40 416.30 195000 5 .8xl 0+
7 
To obtain the true generalized variances, values in the above 
table should __ pe multjRJ.Led _by __ J__0-_4 , exc;_e_pt for the Cauchy 
row where the actual figures are recorded. 
Assuming minimum generalized variance to be a suitable 
criterion for choosing p, this figure clearly shows that the 
11 best 11 p depends on the kurtosis of the underlying error 
distribution. The longer tailed the distribution {that is, 
the larger the kurtosis) the smaller the 11 optimal 11 p, with 
p = l providing minimum empirical generalized variance when 
the kurtosis is 11 infinite 11 • Also, the shorter the tail of 
the distribution, the larger the "optimal 11 p, with p = oo 
I 
being. most appropriate when the errors have a uniform distri-












From consideration of Figure 1 it is proposed that the 
functional relationship: 
9 1 p = - + 
.k2 
(1.4.1) 
~here k is the kurtosis of the error distribution) be used 
.in practice to determine a suitable p, provided the error 
distribution is symmetric. In particular it should be noted 
that for the Normal distribution (k = 3), (1.4.l) suggests 











x Observed p resulting in 
minimum generalized variance 
- p obtained from equation (1.4.l) 
x 












·T-ABLE 1 , 1 .4 
Efficiency (based o~ generalized variance) of 
Reg~ession Estimates (n = 25; a2 = 9);(xl0-2 ) 
p 
Distbn. Kurt. l.00 l.25 l.50 l.75 2.00 
Uniform 1.8 0.026 0 .071 0 .140 0.227 0 .337 
Normal 3.0 0.250 0 .532 0 .792 0.946 1 .000 
Con.Normal 3.5 ;· 0 .345 0.648 0.886 1 .000 0.995 
' 
Con.Normal 4.0 0.472 0.865 1 .000 0.912 0 .742 
Con. Norma 1 4.5 0.547 0.893 1 .000 0.880 0.676 
Con .Norma 1 5.0 0.782 1 .000 0.845 0.603 0.404 
Con.Normal 5.5 0.968 1 .000 0 .566 0.280 0 .142 
Laplace 6.0 0 .594 1 .000 0.955 0 .700 0.463 











In the light of these results it is interesting fo observe 
how the criterion suggested by Harter (1977) (that is, k < 2.2 
use p= 00 ; 2.2<k<3.8 use p=2; k>3.8 use p=l) 
. performs in practice. The results presented i-n Table 1.1.4 
indicate immediately that Harter's method provides a substan-
tial improveme t over the universal use of least squares (or 
any other p for that matter) regardless of the error dis-
tributioff.- However,-·-con·sider-a.frle improvements-can- still ·be 
obtained over Harter's method by using equation (1.4.1). For 
.. example, if the kurtosis is 4.0 then use of Harter 1 s method 
(p = 1) results in estimates which are only 47% efficient 
relative to those obtained using p = 1 .50, the closest of the 
p's examined to the 11 optimum 11 p of 1.56. 
The same type of analysis can be performed on the esti-











ents and these .results are presented in Table l .1.,5. Exam-
ination of ~his table yields conclusions analogous to those 
obtained from consideration of the generalized variance, 
namely that equation ( l .4 .1) prov ides vastly superior re-
s u l ts to the u n iv er s a 1 u s e of p = 2 ( or any other val u e of 
p) and a substantial improvement over Harter 1-s method. 
1.4.5 Further·Simulation Studies 
The results presented in Sections 1.4.l to 1.4.4 above 
were obtained using a simulation model with n (ihe sample 
s i z e) = 2 5 , and o 2 (the var i an c e) = 9 . 
In order to examine the general validity of the above 
results it is obviously necessary to extend the simulation 
study. This has been done and tables analogou·s to Tables 
l. l. l to --1.1.5 a re produced below as follows. 
Tables 1.2.1 to 1.2.5 present results for the case where 
n remains 25 but o 2 isl (instead of 9) while Tables 1.3.1 
to 1.3.5 presents similar results for o 2 = 100 (n still 
25).. Tables 1.4.1 to l .4.5 and Tables l .5.1 to l .5.5 con-
s i d er t he ca s e s w h er e o 2 = 9 ( a s b e f ore } bu t t h e ·s am p l e 
sizes (n) are 10 and 50 respectively. 
Examination of these results reveals that for each of 
the cases examined, the results obtained are essentially the 
same as those 1 discussed in Sections 1.4.1 to 1.4.4 above. It 
{s therefore concluded that the results and conclusions pre-
















































































































































































































































































































































































































































































































































































































































































































































































































































































TABLE 1. 2 .1 
Comparison of Average Values of the Beta 
Estimates with True Values (n = 25; 02 = 1) 
True 
Distn. Kurt. s Value 1.00 1.25 1.50 1. 75 2.00 00 
So 10 10.00 10.00 10.00 10.00 10.01 10.01 
Uniform 1.8 S1 8 8.00 8.00 8.00 8.00 8.00 8.00 
S2 -6 -6.00 -6.00 -6.00 -6.00 -6.00 -6.00 
So 10 10.00 9.99 9.99 . 9. 99 9.99 9.97 
Normal 3.0 S 1 8 8.00 8.00 8.00 8.00 8.00 8.00 
S2 -6 -6.00 -6.00 -6.00 -6.00 -6.00 -6.00 
Contam. So 10 10.00 9.99 9.98 9.98 9.98 9.95 
Normal 3.5 S1 8 8.00 8.00 8.00 8.00 8.00 8.01 
S2 -6 -6.00 - -6.00 -6.00 -6.00 -6.00 -6.00 
Con tam. So 10 10.00 10.02 10.02 10.03 10.03 10.10 
Normal 4.0 S 1 8 8.00 8.00 8.00 8.00 8.00 7.99 
S2 -6 -6.00 -6.00 -6.00 -6.00 -6.00 -6.01 
Con tam. So 10 10.01 10.02 10.03 10.03 10.04 10.0l 
Normal 4.5 S 1 8 8.00 8.00 8.00 8.00 8.00 8.00 
S2 -6 -6.00 -6.00 -6.00 -6.00 -6.00 . -6.00 
Con tam. So 10 10._0l 10.01 _10.01 10.01 10.Ql -10.04 
Normal 5.0 S 1 8 8.00 . 8.00 8.00 - 8.00 8.00 8.00 
S2 -6 -6.00 -6.00 -6.00 -6.00 -6.00 -6.00 
Con tam.· - So 10 10.02- 10.02 10.02 10.03 ·10.03 -::-10~T2 
Normal 5.5 S 1 8 -8 .-00 --- a .eo 8.00 8:00 8.bo 7. 99 -
S2 -6 -6 ;OG -- -6 ~oo ---6 .·eo -6 .00 ·--6 ;Do-- -6 .00 
So 10 9.99 9.99 9.99 10.00 10.00 10.08 
Laplace 6.0 S1 8 8.00 8.00 8.00 8.00 8.00 7.99 
S2 -6 -6.00 -6.00 -6.00 -6.00 -6.00 -6.00 
·' So 10 9.99 9.99 9.93 9.65 9.37 2.57 
_C_auchy e 81 8 8.00 - 8.00 7.99 7.98 7.98 8.07 










































































































































































































































































































































































































































































































































































































































































TABLE 1. 2. 3 
Generalized Variance of Regression Estimates (n = 25; a2 = 1) 
p 
Distbn. Kurt. 1.00 1.25 1.50 1. 75 2.00 00 
Uniform 1.8 36.0 14.0 7.0 4.4 3.0 0.9 
Normal 3.0 10.7 5.1 3.6 3.0 2.9 63.5 
Con. Normal 3.5 8.3 4.2 3.2 2.9 3.0 100.8 
Con. Normal 4.0 5.3 3.1 2.7 2.8 3.4 237.0 
Con. Normal 4.5 3.2 1.9 1. 7 2.0 2.6 306.9 
Con. Normal 5.0 1.4 1.0 1.2 1.8 2.9 504.9 
Con. Normal 5. 5 . 0.4 0.4 o. 7 1.3 2.5 721.5 
Laplace 6.0 1.8 1.3 1.5 
-3 
2.1 3.1 561.4 
Cauchy (::~:)_ .. 0 0 l.6Xl0 2x10 1 9x10 2 7xlo4 
*To obtain the true gene~~lized variances, values in the above table 
must be multiplied by 10 , except--for the ''Cauchy" row, where the 
. actual figures are recorded. 
TABLE .1. 2. 4 
Efficiency (based on Generalized Variance)- of Regression 
-
Estimates (n = 25; ()2 = 1) ; (xlo - 2 ) 
p 
Distbn. Kurt. 1.00 --- 1.25 1.50 -- 1. 75 -- 2.DO --- 00 
Uniform 1.8 0.03 - 0.06 0 .13 -_ 0.-20 0.30 LOO. 
Normal 3.0 0.27 0.57 0.81 0.97 1.00 0.05 
Con.Normal 3.5 0.35 0.69 0. 91 1.00 0.97 0.03 
Con.Normal 4.0 0.51 0.87. 1.00 - -o. 9fr 0.79 -- 0.01 
Con.Normal 4.5 0.53 0.89 - -1.00 0.85 0.65 0.01 
Con.Normal 5.0 0. 71 1.00 0.83 0.56 0.34 o.oo 
Con.Normal 5.5 1.00 ·1.00 0.57 0.31 0.16 o.oo 
Laplace 6.0 o. 72 1.00 0.87 0.62 0.42 o.oo 

















































































































































































































































































































































































































































































































































































































































































































































































































































































TABLE 1. 3.1 
Comparison of Average Values of the Beta Estimates 
with True Values (n = 25; a2 = 100) 
True p 
Distbn. Kurt. B Value 1.00 -i.·25 -1.50 ·~· 1.-75 · 2 .oo . - 00 
Bo 10 10.27 10.14 10.16 10.16 10.17 10.07 
Uniform 1.8 B1 8 8.00 8.02 8.01 8.01 8.00 7.99 
B2 -6 -6.02 -6.01 -6.0l -6.01 -6.00 -5.99 
Bo 10 10.49 10.39 10.36 10.33 10.32 . 10. 74 
Normal 3.0 B1 8 7.97 7.96 7.98 7.98 7.99 7.97 
B2 -6 -6.04 -6.03 -6.04 -6.03 -6.04 -6.09 
Con tam. Bo . 10 9.48 9.45 9.49 9.52 9.51 9.23 
Normal 3.5 B1 8 8.03 8.03 8.03 8.03 8.03 8.09 
B2 -6 -5.95 -5.96 -5.96 -5.97 -5.97 -6.00 
Con tam. Bo 10 9.84 9.82 9.81 9.79 9. 77 9.53 
Normal 4.0 B1 8 8.02 8.02 8.01 8.01 8.01 7.99 
B2 -6 -6.00 -6.00 -6.00 -5.99 -5.99 -5.90 
Con tam. Bo 10 9.95 10.03 10.02 10.00 9.98 9.43 
Normal 4.5 B1 -8 8.01 8.00 8.00 8.00 8.00 8.06 
B2 -6 -6.03 -6.03 -6.02 -6.02 -6.02 -6.00 
Con tam. Bo 10 10.24 10.21 10.20 10.19 10.19 9.85 
Normal 5.0 B1 8 7.97 7.98 7.98 7.98 7.98 8.01 
f:h -6 -6.03 -6.03 -6.03 -6.03 -6.03 -6~00 
Con tam. Bo 10 10.10 10.12 10. I3 ·-10.13 ·10.12 9.60 
Normal 5.5 B1 8 8.02 8.02 8.02 8.02 8.02 8.07 
B2 -6 -6.02 ·.:.6 .03 --6.03 -6 .-04 ...;6.04 -- -6.05 
Bo 10 9.91 9.88 9.90 9.89 9.86 9.67 
Laplace 6.0 B1 8 8.01 8.02 8.02 8.02 8.02 7.97 
B2 -6 -6.00 -6.0l -6.02 -6.02 -6.03 -6.02 
Bo 10 10.01 9.97 8.03 -2.21 -18.95 -148.0 
Cauchy 8 B1 8 8.00 8. 01 8.19 .. 9 .16 10.67 9.24 






























































































































































































































































































































































































































































































































































































































































































































































































































































































































Generalized Variance of Regression 
Estimates (n = 25; cr 2 ~ 100) 
p 
l.{)0 - 1.25 - -1.50 1. 75 2.00- 00 
4.173 1.498 0.759 0.452 0.298 0.072 
1.178 0.581 0.393 0.324 0.303 5.81 
0. 726 0.385 0.294 0.275 0.287 11.20 
0.433 0.226 0.182 0.186 0.219 20.73 
0. 277 0.170 . 0.174 0.217 0.296 28.56 
0.137 0.105 0.128 0.187 0.297 39.91 
0.057 0.058 0.097 0.187 0.358 79.29 
0.145 0.094 0.100 0.140 0.227 69.10 
0.0003 0.0019 8.909 00 00 00 
To obtain the true generalized variances, values in 
the above table must be multiplied by 10-2 , except 
for the "Cauchy" row, where the actual figures are 
recorded. 
TABLE L 3. 4 
Efficiency (based on Generalized Variance) uf 
-
Regression Estimates (n = 25; cr 2 = 100); (xlO - 2 ) 
p 
Distbn.-- Kurt. i.oo · -1.25 ·i.50 1.75 2.00 .. oo 
-Uniform 1.8 0 ~ 02 ___ -_ Q. 05- 0.09--·-0.16 --o.24 - LOO 
Normal 3.0 0.26 0.52 o. 77 -o. 94 LOO 0.05 
Con.Normal 3.5 0.38 0.71 0.94 1.00 0.96 0.02 
Con.Normal - 4.0 0.42 0.81 1.00 0.98 0.83 0.01 
Con.Normal 4.5 0.61 1.00 0.98 0.78 0.57 0.01 
Con.Normal · 5.0 0. 77 1.00 0.82 0.56 0.35 0.00 
Con.Normal 5. 5- 1.00 0.98 . o:59 0.30 0.16 o.oo 
Laplace 6.0 0.65 LOO 0.94 0.67 0.41 0.00 


























































































































































































































































































































































































































































































































































































































































































































































































































































TABLE 1. 4 .1 
Comparison of Average Values of the Beta Estimates 
with True Values (n = 10; o2 = 9) 
True p 
Distbn. Kurt. B Value 1.00 1.25 1.50 1. 75 .2.00 00 
Bo 10 9.88 9.96 9.97 9.97 9.97 9.95 
Uniform 1.8 B1 8 8.01 8.00 8.00 8.01 8.01 8.01 
B2 -6 -6.00 -6.0l -6.01 -6.0l -6.01 -6.01 
Bo 10 10.16 10.14 10.12 10.11 10.10 10.10 
Normal 3.0 B1 8 8.02 8.02 8.02 8.02 8.02 8.02 
B2 -6 -6.03 -6.02 -6.02 -6.02 -6.02 -6.02 
Con tam. Bo 10 10.00 10.02 9.99 9.96 9.96 9.95 
Normal 3.5 B1 8 8.00 8.00 8.00 8.00 8.00 7.99 
B2 -6 -5.99 -5.99 -5.99 -5.99 -5.99 -5.98 
Con tam. Bo 10 9.98 9.94 9.92 9.91 9.91 9.82 
Normal 4.0 B1 8 8.01 8.00 8.00 8.00 8.00 7.99 
B2 -6 -5.99 -5.99 -5.99 -5.99 -5.99 -5.98 
Cont am. Bo 10 9.94 9.92 9.92 9.91 9.90 9~78 
Normal 4.5 B1 8 8.00 8.00 8.00 8.00 8.00 8.01 
B2 -6 -5.99 -5.99 -5.99 -5.99 -5.99 -5.98 
Con tam. Bo 10 9.95 9 .97 9.98 9.98 9.98 9.99 
Normal 5.0 B1 8 8.01 8.00 8.00 8.00 8.00 7.99 
B2 -6 -6.00 -6.00 -6.00 -6.00 -6.00 -6.01 
Con tam. Bo 10 9.98 9.98 9.95 9.92 9.89 9.80 
Normal 5.5 B1 8 7.99 7.99 7.99 8.00 - 8.00 .. 8.01 
B2 -6 -5.99 -5.99 -5.99 -5.99 -5.~8 --:5.98 
Bo 10 9.93 9.94 9.94 9.95 9.96 10.03 
Laplace 6.0 B1 8 8.02 8.01 8.01 8.01 8.01 8.00 
B2 -6 -6.01 -6.01 -6.01 -6.01 -6.01 -6.01 
. Bo 10 10.04 9.78 8.33 7 .89 5.51 19.21 
Cauchy ~~· B1 8 8.00 7.86 7.25 6.73 6 .64 - 4 .96 








































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Generaliz:d Variance of Re~re~sion 
Estimates (n = 10: .cr = 9) 
... ' .. p 
Distbri. Kurt. 1.00 1.25 1.50 1.75 2.00. . <lo' 
Uniform 1.8 1.453 0.626-=0.372--0.268 0.215 0.278 
Normal 3.0 0.807 0.411 0.303 0.270 0.266 1.463 
Con.Normal 3.5 0.644 0.327 0.240 0.212 0.211 1.229 
Con.Normal 4.0 0.479 0.253 0.213 0.221 0.249 1.999 
Con.Normal 4.5 0.323 0.201 0.185 0.200 0.233 2.185 
Con.Normal 5.0 0.328 0.203 0.184 0.206 0.249 2.470 
Con.Normal 5.5 0.184 0.122 0.131 0.170 0.232 3.454 
Laplace 6.0 0.184 0.130 0.136 0.168 0.220 2.753 , ... 
Cauchy ,4-, 0.000029 1.564 9864 00 00 00 
·~· 
*To obtain the true generalized variances, values in the above table 
should be multiplied by 10- 2 , except for the '-'Cauchy" row, where the 
actual figures are recorded. 
TABLE 1. 4. 4 
Efficiency (based on Generalized Variance) of 
Regression Estim.ates ·fo = lo'; a2 = 9) ; (xlo- 2 ) 
p 
Distbn-. Kurt. 1.00 1.25 1.50. 1. 75 2.00 00 
Unifnrm 1.8 0.15 0.34 0.58 ·0.80 1.00 o. 77 
Normal 3.0 0.33 0.65 0.88 0.99 1.00 0.18 
Con.Normal 3.5 0.33 0.65 0.88 1.00 1.00 0.17 
Con.Normal 4.0 0.44 0.84 1.00 0.96 0.86 0.11 
Con.Normal 4.5· 0.57 0.92 1.00 0.93 0.79 0.08 
Con.Normal 5.0 0.56 0.91 1.00 0.89 o. 74 0.07 
Con.Normal 5.5 0.66 1.00 0.93 o. 72 0.53 0.04 
Laplace 6.0 o. 71 1.00 0.96 0.77 0.59 0.05 



































































































































































































































































































































































































































































































































































































































































































































































































































TABLE 1. 5 .1 
Comparison of Average Values of the Beta Estimates with 
True Values (n = 50; CJ2 = 9) 
True p 
Distbn. Kurt. B Value 1.00 1.25 1.50 1. 75 2.00 00 
Bo 10 10.02 10.03 10.03 10.02 10.02 10.00 
Uniform 1.8 B1 8 7.99 7.99 7.99 7.99 7.99 8.00 
B2 -6 -5.99 -5.99 -5.99 -5.99 -6.00 -6.00 
Bo 10 9.88 9.88 9.89 9.98 9.90 10.07 
Normal 3.0 B1 8 8.00 8.00 8.00 8.00 8.00 7.99 
B2 -6 -5.99 -5.99 -5.99 -5.99 -5.99 -6.00 
Con tam. Bo 10 9.99 10.01 10.02 10.04 10.05 10.04 
Normal 3.5 B1 8 7.99 8.00 8.00 8.00 8.00 8.00 
B2 -6 -6.00 -6.00 -6.00 -6.00 -=6.00 -6.00 
Con tam. Bo 10 9.90 9.93 9.94 9.95 9 .96 9.89 
Normal 4.0 B1 8 8.01 8.00 8.00 8.00 8.00 8.03 
B2 -6 -5.99 -5~99 -6.00 -6.00 -6.00 -6.0l 
Con tam. Bo 10 9.98 9.96 9.95 9.94 9.93 '9.92 
Normal 4.5 B1 8 8.00 8.00 8.00 8.00 8.00 8.01 
B2 -6 -6.00 - -5 .99 - -5 .99 -5.99 -5.99 -6.00 
Con tam. Bo 10 10.02 10.01 10.00 9.99 ·9.98 9 .85 
Normal 5.0 B1 8 8.00 8.00 8.00 8.00 8.00 8.00 
B2 -6 -6.00 -6.00 -6.00 -6.00 -6.00 -5.97 
Con tam. Bo 10 9.97 9.98 9.97 9.98 9.98 10.09 
·Naririal 5.5 'B1 8 8.00 8.00 8 .oo -- 8.00 8.00 7.98 
B2 ---6 -- -6 .·oo -6.00 ·-_;6 .-oo --6 .00 -5.99 - -6.00 
·Bo 10 9.99 10.01 10.00 10.01 10.01 10.08 
Laplace 6.0 B1 8 8.01 8.01 8.01 8.01 8.0L 8.02 
I B2 -6 -6.00 -6.00 - -'-6 .oo -6.00 -6.00 -6.01 
Bo 10 10.00 13.61 18.13 90.54 257.3 2272 .8 
Cauchy ·~ B1 8 8.00 7.81 7.37 2 .08 -9.23 7.95 






































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































' . .. 
34 
TABLE 1 . 5 • 3 * 
Generalized Variance of Regression 
Estimates (n = 50; .a2 = 9) 
p 
•·Loo .. 1.25 1.50 1. 75 2.00 
5.630 L877 0.838 0.446 0.272 
1.305 0.625 0.428 0.348 0.322 
0.836 .0.419 0~324 0.306 0.328 
0.448 0.279 0.247 0.265 0.321 
0.322 o. 218 0.220 0.269 0.368 
.. - o. 137- 0.106 0 .131- -o. 203- 0. 34-3 --
0.028 0.034 0.064 0.145 0.325 
0.121 0.096 0.119 0.183 0.316 











*To obtain the true generalised va~iances, values in the above 
table should be multiplied by 10- except for the· 11cauchy" 
row, where the actual figures are recorded. 
TABLE 1. 5. 4 
EffiC~-rency .. _ (based.-on :-GeJieralizea Vari a-nee) 
of Regression Estimates (n = 50; a L= 9) ; (xl0--2 r-
p 
Distbn. Kurt. 1.00 L25 L50 L75 2.00 00 
Uniform L8 0.00 0.01 0.03 0.06 - 0.09 1.00 
Normal __ 3.0 0.25 _Q.52 - o. 75 __ 0.93 . 1.00 0.01 
Con.Norm. 3.5 - 0.37 - 0.73 0.94 l .oo- 0.93---0.00 --
Con.Norm. 4.0 0.55 0.89 LOO 0.93 0.77 o.oo 
Con.Norm. 4.5 0.68 1.00 0.99 0.81 0.59 o.oo 
Con.Norm. 5.0 o. 77 LOO 0.81 0.52 0.31 o.oo 
·con:-Norm. 5.-S LOO o. 82 -- ·o :44 0.19 0.09 -0.00 
Laplace - 6 .o 0.79 LOO 0.81 0.52 0.30 o.oo 









































































































































































































































































































































































































































































































































































































































































































































































































































sample sizes and variances considered. 
To examine the effect of the sample size on the relative 
efficiency (based on generalized variance) of the least squares 
estimates (relative to the generalized variance of the opti-











Relative Efficiency (based on Generalized 
-2 Variance) ~f Least Squares (x .10 ) 
n 
istbn. Kurtosis 10 25 50 
niform l.8 l . 00 0.34 0.09 
ormal 3 . 0 l. 00 l. 00 l. 00 
on.Normal 3 . 5 l . 00 1.00 0.93 
on.Normal 4.0 0.86 0.74 0.77 
on.Normal - - 4.5 0.79 0.68 0.59 
on.Normal 5.0 0.74 0. 4~0 0.31 
on.Normal 5. 5 0.53 0. 14 0.09 
aplace 6.0 0.59 0.46 0.30 
Examinatfon of the above table shows that for all distribu-
ti o.ns __ co nsJ . .der-ed ,._the l'.'.e lat-iJJ .e--e f-f-ic i ency of .the -lea s-t--s qua res 
estimates is greater for n = 10 than for n = 50. It is 
clear that as the sample size increases least squares becomes 
-----progressively less effic1ent if the error--disTribution is 
non-normal. It appears therefore that the larger the sample 











1.4,6 Empirical Distribution of the LP- Estimate 
for the Regression Model 
Tables 1.1. 7 and 1.1.8 give estimates of skewness and 
kurtosis for the regression coefficients for the study with 
sample size n, = 25 and o 2 = 9. It is seen that, apart 
from the case of the Cauchy, the skewness and kurtosis esti-
,· 
mates do not exhibit excessive deviations from normality. 
In fac~ of the class of distributions (excluding the Cauchy) 
studied, the p = 00 estimator for the uniform distribution 
has the largest deviations in skewness and kurtosis from 
those associated with normality. As this estimator. is the 
maximum likelihood estimator for the regression model with 
. disturbances following a uniform distribution, the estimator 
is a~ymptotically normal, but clearly an assumption of nor-
mality in the finite sample sizes studie·d .is unreasonable~ 
However,--it·is -wor-t-h~·noting-that the existence of normality 
(asymptoti ca'lly} is often extended to the finite case al-
though in practi~e the costs of such an assumption are pro-
bablysmall. 
The LP- estimators for other distributions do not appear 
to~exh-i-Oit--s:ignif·icant deviation from normality· and if one is 
to make the assumption of normality in the case p = 2 for 
t h e s e d i s tr i bu t i o n s, i t i s q u i t e t e n a b l e , o n t h e b a s i s o f th es e 
results, to extend this assumption to other values of p. For 
the case of t~e Cauchy, it is clear that if one were to use a 
v~lu~ of p which was close to optimal for that distribution 




















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































In conclusion, this study suggests that if one were to 
use a p close to .that which is optimal for the distribu~ 
tion (something which appears possible using formula 1.4.l 
with sample kurtosis substituted for population kurtosis), an 
assumption that the estimates of the B vector in the re-
gression model are normally distributed is not unreasonable. 
In addition, the assumption of normality for the estimate of 
the B vector in OLS is no more reasonable than an assump-
tion of normality for the LP- estimates with p calculated 
from formula l .4 .1. 
l.5 CONCLUSIONS 
The empirical results of the simulation study suggest 
the following main conclusions. Firstly, the L - estimates p 
of the coefficients in the regression model are unbiased for 
all p > l ·(when the error distribution is symmetric). 
Secondly, a suitable p can be chosen by using the formula: 
p =- ~ + l 
k2 
·The advantage ·of such a formula is that it wil 1 preclude any 
ambiguity in the choice of the LP- norm. Thirdly, the choice 
of a suitable p becomes more important as the sample size 
increases. 
Finally it is noted that no large deviation from norma-
lity is evident in the regression estimates when a suitable 



















In practical applications it is unlikely that the true 
kurtosis of the error distribution will be known. In 
this chapter a similar simulation to the one above is under-
--taken except that a sample estimate of kurtosis- is used as a 
proxy for the.true kurtosis. If the experimental data con-
tains outlier points
1
then the sample kurtosis will be large 
and hen~e use of _th_e pr_oposed __ equati_on. (l ._4 .1) _ wi.l l result 
in a low value of p, -caus·ing less- weight to be given to 
these outlier observations. In Chapter l it was suggested 
that in the case of symmetric error distributions p be . 
selected according to the functional relationship: 
p = ~ + l 
k2 
(where k is the kurtosis of the error distribution). 
In general, of course, the kurtosis of the error distri-
bution is unknown and must be estimated from the data. Harter 
(1977) has proposed that an OLS regression be performed on the 
sample data and that the residuals from this regression be 











In this chapter .it is s_u_ggested that the true ·kurtosis 
can- b-e rep-laced - in -the-above formula by- a s am p"le--e s-t i mate 
based on an ordinary least squaresfitJhe value of p ob-
tained can then be used td determine the LP- estimates of 
the regression coefficients. This procedure is compared to 
OLS and Harter's adaptive procedure. Alternatives to the 
suggestion of using OLS to obtain estimates of the residuals 
are aJso considered. On .. .the __ b.as:is~of a simula.tion._study_ .a 
final proposal is made for the case where no prior inform-
ation is available on the distribution of the errors. 
2.2 DESIGN OF THE SIMULATION STUDY 
A s0 imula-tion study-was- performed to examine whether use 
of-a sample estimate of the true kurtosis, rather ~han the 
theore:ti:c-a·l kurtosi·s,-·resu1:ts -in.-simj·laT compo.ra-tive -atl"- -
-vantage-s-over -OLS -(where-the sample-e-stimate-of ~t-he -kurtosis 
is calculated from the residuals of an initial OLS regr~~on). 
The simulation model examined is of the-form: 
Y. =Bo+ 81x 1 . + 82x 2 . + e., 1 . 1 1 1 i = 1,2, ... ,n 
and had similar specifications to that used in Chapter 1 with 
three sample sizes (n) being chosen as 10,25 and 50. - As 
before 500 iterations were performed for each of the distri-
butions examined. A new set of values for the independent 
variables was used in this study, randomly selected on the 
I 

















were drawn from the same .set .of distributions used in Chapter 
~ with the population variance being set a~-9.0. The~e dis-
tributions were all symmetric and were chosen so as to cover 
a fairly wide range of kurtosis. For details of the proper-
ties of the distributions c~nsidered the reader is referred 
to Chapter l. 
A problem was encountered in the simulation for the 
Cauchy distribution,where l or 2 data sets for each sample 
size did not yield feasible results (estimates of S1 or S2 
greater than 50% from true parameter value) 
7
thereby tending 
to swamp any comparisons between the different methods. 
This was overcome by transforming the set of uniformly dis-
tributed number-s- on· iO, l] --used -to generate -this distribu-
tion to a set uniformly distributed on [0.001, 0.999]. 
This d.i-stribution is denot.ed 'by·Cauchy~-. 
For each .iteration an OLS regression was performed. An 
es ti ma t e of _the k u r to s i s of the . r es i d u a ls fr om th i s reg res s i on 
was then calculated-as~ 
b2 :: 3 + h* 
k2 
2 
_where k2 and ki+ are unbiased estimates of the second and 
fourth cumulants-respectively (kendall and Stuart Vol. II 
A 
(196-6)). Using ·b2 as an estimate ·of the kurtosis --(k --say) 
p was calculated as: 











p = 9 + l 
(k)2 
( 2 • l ) 
The various LP- estimates of So, S1 and S2 were then ob~ 
tained using the method described by Fletcher and Powell (1963) 
which is part of the IBM Scientific Subroutine Package (1968). 
2.3 EXPERIMENTAL RESULTS 
2.3.l. Comparison with Ordinary Least Squares 
The results are summarised in Tables 2.1, 2.2 and 2.3 
for the three different sample sizes used. (As in Chapter l 
the value of the empirical generalized variance of the re-
gression coefficients is used as a yard-stick for comparison 
purposes.) 
TABLE 2.1* (sample size n = 10) 
Dis tr i but ion Kurtos s Generali zed Generali zed Efficiency of 
variance of variance of OLS relative to 
OLS estimates LP- estimates LP estimates 
Uniform · - 1.8 3 .92 3.88 99 
Normal 3.0 4.43 5 .30 120 
Con.Normal 3.5 4.84 5.25 108 
Con .. Normal 4 .0 4.89 5 .45 111 
Con .Norma 1 4.5 4.34 4.31 99 
Con .Normal 5.0 4.92 5.06 103 
Con .Normal 5.5 3.99 3 .78 95 
Laplace 6.0 5.06 4 .73 93 
ca·uchyt 7 .7 5 -6 0 - 8 .23xl 0 
! --












values in the above ta~le .should be multiplied by 10~ 3 , 
except for the "Cauchy" row where. the actual figures are .re .... 
corded. 
TABLE 2.2* (Sample size n = 25) 
·-
Distribution Kurtosis Genera 1 i zed Genera 1 i zed Efficiency of 
variance of variance of OLS relative to 
OLS estimates Lp- estimates LP estimates 
Uniform 1.8 4.61 2 .50 . 54 
Normal 3 .0 . 4.38 4.73 108 
Con .Norma 1 3.5 4 .32 4.82 112 
Con .Normal 4.0 3 .74 3.86 103 
Con.Normal 4.5 4 .15 3.62 87 
Con.Normal 5.0 4 .50 2.88 64 
Con.Normal 5.5 4.45 l.91 43 
Laplace __ 6 .O __ 4 .67 2.90 62 
Cauchyt -1 -7 0 - 2.2xlO 7 .8xlO 
*To obtain the actual estimates of the generalized variances, 
values in the above table should be multiplied by 10-4 , 
except for the 11 Cauchy 11 row where the actual figures are 











TABLE 2.3* (Sample size n = 50) 
Distribution Kurtosis Generali zed Generali zed Efficiency of 
variance of variance of OLS relative to 
OLS estimates LP estimates LP estimates 
Uniform l.8 6.99 1.99 28 
Normal 3.0 7 .17 7 .72 108 
Con.Normal 3.5 - . 6.83 6 .61 97 
Con .Normal 4.0 7 .16 6 .56 92 
Con .Normal· 4.5 6 .31 4.79 76 
Con.Normal 5.0 8.06 3 .01 37 
Con .Normal 5.5 7 .79 1.72 22 
Laplace 6.0 7 .02 2 .73 39 
Cauchyt -2 4.00xlQ- 8 0 - 6.49xlo 
*To obtain the actual estimates of the generalized variances, 
values of the above table should be multiplied by- 10- 5 , ex-
cept for the 11 Cau-chy 11 row where the actu-a-1 figur·es- are --recorded: -
It becomes apparent from examination of these tables that 
the advantages of the LP- estimation procedure proposed be-
comes more pronounced as one increases sample size from 10 to 
50. For the nine distributions exa~ined, the OLS estimates 
are superior (in terms of generalized variance) in four cases 
when n = 10, three cases when n = 25 and only one case 
when n = 50. Across the sample sizes considered it is seen 
that the efficiency of the LP- estimates relative to the OLS 
estimate is at worst 83%. On the other hand, the efficiency 
of the OLS estimates relative to the LP- estimates is often 
I 
much lower, th~ magnitude of this decrease in efficiency in-











sizes of 10, 25 and 50 are, for example, 99%,. 54% ~nd 28% 
for the Uniform and 93%, £2% [nd 39% for the Laplace distri~ 
butions. For the distributions and sample sizes considered 
it can, therefore, be argued that the LP- estimation method 
is superior to the OLS method (at least in terms of the gener-
alized variance) and that this superiority increases with 
sample size. 
2.3.2 Comparison with Harter's method 
It j .s aJ s_o ____ of _j n t ere.st __ to .con.tr as t__th e .p.ra ct i c_a L ...per_-
f orma nc e of the general LP method proposed in thi~ paper 
with that of Harter's adaptive procedure (using the .sa~ple 
kurtosis). Harter (1977) has suggested that the p be se-
1 ected a·s _a fu-nction-of kurtos·i s according to the scheme: 
- . -- . 
A 
p = 1 ; - k >- 3 . 8, 
A 
p = 2 .. ' 2.2 < k < 3 . 8' 
A 
p = 00 k < 2.2 
The results .of a simulation study using the same model and -
- sample-sizes as before-: .are-~p-resented in _TabJ_es .2_.4, 2._.5 ___ _ 











TABLE 2.4* (sample size n = 10) 
Distribution Kurtosis Generali zed Generali zed Efficiency of 
Variance of Variance of Harter's esti-
Harter's LP estimates mates relative to 
estimate the_Lp_estimates 
Uniform 1.8 5.92 3.88 66 
Normal 3.0 7 .04 5.30 75 
Con:Normal 3.5 7 .7 5 5.25 68 
Con.Normal 4.0 6.63 5 .45 82 
· Con .Normal 4.5 5.46 4.31 79 
Con.Normal 5.0 6 .10 5.06 83 
Con.Normal 5.5 4.53 3 .78 83 
Laplace 6.0 6 .19 4.73 76" 
Cauchyt 7 .19xl 0-
7 -6 
1140 - 8.23xlO 
* T-o ob ta i n the a ct u a l e s ti mates -of -the g en er a l i zed v a r i a n c es , 
-3 
- ·va-1--u-es in .the-~a-bo-ve table should be~ul-ti-plied-by_. lO---= 














TABLE 2.,5* (s~rnple size n = 25) 
Di stri bu ti on Kurtosis Generalized Generalized Efficiency of 
variance of variance of Harter's esti-
Harter's LP estimates mates relative to 
estimate the LP estimates 
Uniform 1.8 3 .32 2.50 75 
Normal 3.0 7 .55 4 .73 63 
Con.Normal 3.5 6 .27 . 4.82 77 
Con .Norma 1 4.0 5.52 3.86 70 
Con.Normal 4.5 4.95 3.62 73 
I 
Con.Normal 5.0 3 .34 2.88 86 
Con .Normal 5.5 1.87 : 1.91 102 
Laplace 6.0 3.42 2.90 85 
Cauchyt 
- -7 
7 .8><1"0-7 - 159 - 4.9xlO 
*To ·o-bt-ain --the a-ctual-estimates-: of the .generalized v-ar.iances-
- -4 
v a lu~s- j.Jl :~the:~-a.beve "ta bJ.e.s sh ou l:d ~'be -~mu l;t .. ;,p-Jj,e·d~-by =:::-1-0 - ., 
exc..ep.t__f_o.r_the_ 11 Cau_c_hy 11 row wher~ the ac-tu.al-f.igur-e-s are. 
recorded. 
TABLE' 2.6*. -(s·ample siz·e-- n = 5·0) 
·-- --··· - - -·· . -
Di'Stribu ti on Kurtosis Geheralized· Generalized Effjciency of 
"' : var.:Jance-0f -V ar:i.ance-~.of ~..:: Hacter.!:s-es t_j ~ ---- Harter :.S :----::: LP~ estimates-·;;.,. mates~:r....elat]ye::to -. ; 
estimate:.~ the::c:t.: -estimates-..: p :... 
if .. : 1 .6' - l .28 _--'.:; L99 I 1551 ~ .. :::. Um orm~--~ ~ - . 
. Normal -3.0 9 .79 - 7 .72 79 
Con .Nonna l 3.5 8.28 6 .61 80 
Con .Normal 4.0 8.69 6 .56 .. 75 
Con .Nonnal 4.5 6.26 4 .79 77 
Con.Normal t 5 .0 3.18 3 .01 95 
Con .Normal 5.5 1.43 1.72 120 
Laplace 
. 
6.0 3 .27 2 .73 83 
Cauchy t -B 4.00xl0""
8 











-.. *To obtain. the actual estimates of the generalized variances, 
values in the above table should be multiplied by 10·
5 
expect for the "Cauchy" row where the actual figures are 
recorded. 
The LP- estimates are seen to be superior to the esti-
mates using Harter's method except in the following cases: 
(a) the Cauchy distribution, for all sample sizes. The Cauchy 
is however rather an extreme case and not of considerable 
interest. 
(bJ_ The Uniform distribution when n = 50. This result may 
imply that a larger p should be used for distributions with 
kurtosis smaller than that of the normal when n is large. 
In both (a) and (b) it is worth noting that the differ-
--~ ence --in efficTericcy between -the :L ~estimates _1Lnd Har-ter 1 s -p -
·esti-rnates-~i-s -smaH w-hen compared with the -eff-i-cienc-y Qf the 
OLS estimates. 
( c -) _ T h e co n ta m i n a t e d no rm a 1 ( k u r to s i s 5 . 5 ) · w h e n n i s 2 5 -
and 50. 
- The,.:_:di£f--ercence --icn-efficTen-c:y-...:When---=-~:.n _is~'25 ::i:f'ld-i--e:ate-s no -
pr a-c-t-i_-ca-~<d i-f _f ere n Ge -between --th_e_ ~-me th6d s . - W h e'fl~ ~ n i s ~5 O -=-the- --
difference is presumably related in some way to the special 
characteristics of this specific distribution and not tail 
stretch as LP outperforms Harter in the case of the Lapl_ace 
I 












Thus, for the distributions considered, it can be argued 
that apart from the Cauch~.the L - estimation method yields p 
on average superior estimates to those of Harter's method, as 
regards the gene~alized variance of the regression estimates. 
2.4 THE PROBLEM OF THE ESTIMATION OF THE ERROR DISTRIBUTION 
The method for estimating the regression coefficients 
as described- above hinges on the ·calculation of the-kurtosis 
of the error distribution; the procedure adopted being that 
due to Harter (1977) where an OLS regression is performed 
initially and the kurtosis of the residuals used as·a proxy 
for -the -k.urtos.is -of -the err:or di stribut:ion. 
Appl i.c.a ti on-Of 0 LS _f .or est i mat i on of -the regress i on co -
_ efJicient.s .can resu1-t.: -in .poor .est3mate.s of the -regress'ion co-
efficients _should 11 outliers 11 or _11 inlfer...s 11-:--.-ne=-::p-r-esent-_jn the 
dependent variable. The ·chances of o"btaining such 11 outliers 11 
-or-11 inlier-s 11 in a finite sample from symmet-r-i-cal distribu-
tions with tails longer or shorter than t-hose of the-normal 
- --are h.igh; .. and_appJJcation_oL.OLS .. criter.i.on .:in these .cas.e.s 
wi-11-~yieh:l-·estima-tes-with -tiigh irrean square .. error·=:{'MSE~}::·Lom-::_ 
pa r:.:ed- :wi t-h :t:he-::-e:s t-i:m:a·t-o:-r-:::::wi th: ·minimum MSE:: .- Jn stJ c:h. ~c-as:e:s-,:.:.:t:h e~-=-· 
appropriateness of the residuals .from the OLS .fitted .. line is 
. in doubt. 
Essentially then,the problem is a circular one. Good 
(MSE .criterion) B's yield good .residuals but .if one needs 
the residuals to .get the 
A 











prior informaf'ion? If o.ne knew for example~ that on the average 
one's data would be normally distributed one could then use 
OLS to get one's initial residual set and if one knew it would 
be leptokurtic then one could use Li~regression to get one's 
initial residuals. 
Given no prior information, it makes sense to use a 
criterion which is identical to that used for the B's to 
obtain the residuals, i.e. select a p using.the kurtosis 
of the residuals obtained from an LP- regression with p 
estimated from some initial set of residuals using the same 
p selection criterion throughout. One immediately has the 
problem of how to calculate these initial residuals but it is 
hypothesized that this 2 step procedure will be insensitive 
to the ca l cu 1 a ti on of the es ti ma t es -of the i n i ti a l res id u a l s . 
Harter 1 in comments on Hogg (1974), has already stated that 
there is some justification for assuming that the final esti-
mate will not be unduly influenced by the estimation proce-
dure for the residuals on which the choice of p is based, 
when a one step procedure is used. The applicability of this 
statement will, of course, depend on the criterion for the 
choice of p and is probably truer in the case of the Harter 
criterion than in the case of the p proposed in Chapter l. 
It was therefore considered of value to investigate this 
problem, and to use the LP- procedure adopted in Section 2.2 














(i} a n 0 LS. f i t , 
(ii) an L1-fit, 
(iii) an LP-fit where p is obtained. from the Kurtosis of 
a prior OLS fit using formula (2.1) 
A simulation study was performed with identical specifi-
cations to those ·of Section 2.2. As in that study, the value 
of the empirical generalized variance-~f the regression co-
efficients is used as a yardstick for comparison purposes. 
The results are summarized in the following three tables. 
TABLE 2.7* (sample size n = 10) 
Distribution Kurtosis Generalized Generalized Generalized 
variance of variance of variance of 
L0 .estimates Lp- estimates Lp- estimates 




Con .Norma 1 
Con.Normal 

















- 4 .73 ~" 
3"~23xl0- 6 








3 .56xl O 
- 7 --
.4. 13 - ,~. 
5.87 
5 .75 






*To obtain the actual estimates of the generalized variance, 
values in the above table must be multiplied by 10- 3 , ex-
cept in the "C,auchy" row where the actual figures are 
recorded. 























A plot of the standard deviation of the weightihg factor for 
the 500 samples against p is of the following form, exhibi-
t; ng the exact relationship for p = l .0 and p = 2 .0. As 
p moves away from these values the linear approximation be-


















*To obtain the actual estimates of the generalized variance, 
values ~in th.e above table must .be .multiplied by 10- 5 ex-
· c e p t i n the '' Cauchy 11 row where the a c tu a 1 f i g u re s are record e d • 
One notices that the results using the LP- estimation 
procedures under the conditions (i) and (ii) (henceforth 
known as LP (i) and Lp{ii)) bear some relation to the pro-
perties of the straight-forward Lz- and L1 - estimates .. L1 
and· Lp(ii) perform better with leptokurtic distributions and 
Lz and Lp(i) do better with near-normal distributions. 
L (iii) . gives much better results than . p -· - for near-
normal distribution with sample sizes 25 and 50 and· is not 
much worse (in terms of efficiency) in the cases when LP(ii) 
performs best. 
· - For_ the_ ca s_e .. of a s amp 1 e s i z e .o.f 1 0 
1 
~ p ( i ) performs 
-b..e s-t·--f:or..::.::::cLi-s-t.r-i bu-t.:i-0 n-s.-.:.w i th --k..u-~-0 s-:i-s:--eq·t:J-? 1 to --or--1-e s s- than 
3.5 and LP(ii) best for higher kurtosis distributions. If 
one excludes the case of the Cauchy then a maximnn criterion 
-would sug.gest the use of Lp(i). How.ever, _;ts_.performance 
may._b.e..:con.sjdered so bad in .the case_of the Cauchy that 
_L p·( ii :L)-- may-even. off er_ the mo s.:t--a.c.c.ep table ...a 1-t.er..,na t-:i-v e-... In----. 
-c~·summaFy,,..,- -i t j ·S -no-t-ed -that the a pp-1-·icc ab i li-ty --Of the Vari OU S -· · 
alternative methods considered does depend to some extent on 
sample size. In terms of a maximin relative efficiency cri-
terion Lp(iii) would be considered superior for sample sizes 
of 25 and 50., For the case of a sample size equal to 10 a 
clear cut choice is more difficult but agai.n the use of 












In the first section .of this chapter it was found .that, a 




9 + l 
k2 ) 
was an estimate of the kurtosis of the error dis-
tribution. Based -on the empirical generalized variance of 
the estimates, the results obtained u~ing this formula were· 
found to be generally superior to those which used either 
ordinary least squares or,Harter's adaptive procedure. The 
procedure giving rise to the most appropriate set of resi-
duals from which k is es-timated was· then considered. On 
the basis of this study jt was proposed that an initial OLS 
fit to obtain a set of residuals, followed by .an LP-fit to 
obt-a in _a fu r-ther. ~s e t-:.of:.: r es-i.du aJs , __ and --f i na H.y-_:_.a no th er_ L-P :-: 
fit-: to -:ob ta i n.:: the ~_..c OEf f i c-i e n-t-s, -would·-:".g iv e-~.the =-b e:s-t- per-form-· 
ance, at least .in terms of a maximin effici~ncy criterion. 
When there is no prior information about the distribution of 
the errors it is therefore believed that the above method will 
- _ - -prov i d e g o o d __ r e g r e ~s-s i on =· e s t _; rii ~a ·t e s -f -0 r · a _ w i d e --v a r i e t y of _ u n -











C H A P T E R 3 
PERFORMANCE OF A GENERALIZED ALGORITHM 
FOR LP-NORM REGRESSION ESTIMATES 
. ~ . 
3.1 INTRODUCTION 
In Chapter 2 a method was suggested whereby p is 
selected as a function of the sample estimate of the kurtosis 
of the residuals from some initial fit. Among the methods 
which have been proposed to obtain these LP regression fits 
are those due to Fletcher and Powell (1963) and a one dimen-
sional solution by Sposito, Kennedy .and Gentle (1977) based 
.. _on an extens_io_n _ _of Scbl_os_smache.r_.(1973). 
In this cha-pt~r the_Ql_g_Qrjthm of Sposito, Kennedy and 
G~~tle is extended to the m dimensional case and a compari-
son is made between the method {hence known as WLS {weighted 
least squares)) and that of Fletcher and Powell (hence known 
as ,_f-p} ~ . 
3 • 2 :J HE. :::P:R ff-BLEM :: · 
The algorithm is designed to obtain estimates for the S 
parameters in the model: 
! ,m-1 
Y = L. S ·X • - j = 0 J- J + e (3.2.1) 











n m-1 . p 
= l 1·--11Y 1• - l· b.x .. I J=O J lJ (3.2.2) 
for n observations on y and the x's and for some p. 
The case p = 2 is the ordinary least squares case. 
For values of p - 1 and p = 00 exact linear programming 
solutions for the bj may be found. 
In the field of research into robust regression, values 
of p not equal to those above have been shown to be import-
ant; in particular 1 < p ~ 3. 
The algorithm of Sposito et l considers minimizing: 
I = \~ 1 W.R~ l 1 = 1 1 
whe-re-·tne -R. are-·-the-resi-du-al-s and - w. are· weighting 
l 1 
__ factors·. C 1 earJ.y_~-;_f _ the----· ·w i are put equ.aJ=to~::i_:; Q __ t.h.e:.:.J ea.st 
squares solution is obtained. 
Using the iterative process of Schlossmacher: 
-I(k+l-) = l-~=l .IR(k;.12-p (-R(k+l)i)2_. 
l 
If---·· - IR( k)<-
1 
R (- k + 1-) -:=I· ~ -0 - for- - i = 1 , • • • , n . -
l . 
then 
n p . 
I ( k+ 1) ~ l . -1 IR ( k+ 1) . I 
l - l ) 
-and the scheme has converged yielding B1 s which minimize 
3.2.2 to some predetermined level of accuracy. The suggestion 
bf Schlpssmacher regarding observations close (i.e. less than 











been implemented viz, that these are deleted but may be re-
introduced if the residual increases at a.later stage. 
3.3 CONTROL RETURNS 
Control is returned to the main program if 
(i) the scheme converges (the Sposito el al convergence 
criterion was used) 
(ii) the norm increases from one iteration to the next. 
(Note that the suggestion of Porter and Winstanley 
(1979) has been implemented which tests for two 
successive increases in the norm when observations 
have been deleted before control is returned.) 
~~~~~~~~~1 
(iii) The number of iterations exceeds 50. 
( i v¥~1 he c or rel at i-on- ma-tri-x-,-o-f -t he-_:-x 1 s - is s-i ng-u l-a r <-
3.4 COMPARISON BETWEEN WLS AND FP 
In order to compare these two methods a simulation study 
Was conducted. The regression model examined was of the form: 
l,. .. ,.n .(3.4.1) 
and had the following specifications.: 
(i) 3 sample sizes were considered; n = 10; 25 and 50. 
(ii) So, 13 1 and 132 were selected to be 10.0; 8.0 and 
-6.0 respectively. 












a uniform distribution on the range (O; 10) and X1 
and X2 were uncorrelated (IPx1x2I <0,01). 
(iv) e. 
1 
were rand om l y drawn from a N(O; 9} distribution . 
( v) A range of p was used from p = l. 0 through 
p = 3.0 with interval 0. 2 . 
(vi) For each sample size 100 data sets -were generated using 
3.'l.l (the x 1 s being fixed in each iteration) and WLS 
and FP estimates computed for each data set and each p. 
(vii) For- the case p = l .O 11exact 1 estimates were obtained 
using the method of Barrodale and Young (1S£6). 
3.5 RESULTS OF THE STUDY 
(i) It was found that WLS;;.;and FP -used approximat-eiy- the -
same CPU 'time •. WLS tended to use more {J 5% on average) 
for p close-to l .0 and 3.0 and FP more {203· on aver~ 
age} for p close to 2.0. 
(ii) The storage-required by FP was about double that,--r-e---
quired by WLS. 
(iii) Performance ~hen -p = l.O 
FP was- found not to be v-iab~e as an estimation procedure 
when _p = 1-.0 as approx-imately 15% of cases for all 
sample sizes did not converge to feasible results- (esti-
mates of B1 or B2 greater than 80% from true para-
meter value). The- results for the WLS were more satis-











and N = 25 not converging to feasible results (same 
criterion as above) and 2 out of 100 fnr N = 50 not 
yielding feasible results. When these particular cases 
were omitted for the WLS estimations the following re-
sults were obtained. 
N = l 0 
Average absolute 
% error 
Wor-si _ab s..oJu_te 
% error 









% err or 
Bo 
l '3 51 0,471 
15,427 3,702 
2,421 0,519 
16' 11 l 3 '4 5_Q 
l '073 0' 188 
4,700 0 '7 23 
3 .6-- -.COM-PARA:f-LVL -PERF_ORMANCE :FOR: ___ .:l --< p < 3 ,0 
82 
0 ,3 19 
l '89 l 
0,544 
4 '7 85 
0, 177 
0,878 
For the cases p = 1.2 to p = 3.0 no exact results 
were available for comparison. The WLS and FP methods gave 
the same estimates (to 4 decimal places) for each iteration 
of each sample for p in the range l .4 to 2.6. In the case 
p is l .2
1
an average of 12% (across sample size) of the WLS 
. 











each case the difference between the two was less than 1%. 
N o---evi d enc-e--was -a va =i lab le w hi c-h -su-g-g e s-t-ed---th.a-t- either-of- -the- -
two methods ·was more reliable for p == l .2 but based on the 
superior WLS results for the case p == l .o it is rational 
to conjecture that WLS is best for p == l !2. For the case 
p == 2.8 approximately 22% of WLS coefficient sets did not 
equal the FP estimates. In each of these cases WLS terminated 
due-to an increase_ in the norm and simply yielded the OLS 
estimates, indicating that the WLS algorithm did not manage 
to move away from the-initial (OLS) estimate, the norm in-
creasing. (.by:-:more. than-f-PS)--·at _the seco-nd iteration:- - Note 
-that even though WLS did, on some occasions terminate in this 
·way for p == l .O and p == l .2 (but not for 1.4 2 p 2 2.6) 
it- never yielded-~OLS esti-mate-s in thesecc-ases_.- For--p = .3 .-0 
wt:-s-- yielded -OLS- est-im_ate-s-~o-r -each_-i tera-t-=i-on--of-ea-eh-::.sam:ple · _ 
siz-e -(in the way-~explained above). For values of p == 2.8 
and __ p == 3~0 ... FP did not exhibi:t lack ·of convergence in any 
of the cases examined., the values of the Beta coefficients _ 
obtained_moving consistently in the same direction as p 
m ov:ed _fr-om~ . 0-·t h r-ou gh~_to - t-he-a be--y--e---v:alu es--.-~ 
This_chapter suggest~ in the first place that WLS is a 
useful algorithm for LP-norm regression fits in the range 
l .O 2 p < 2.6. However as it offers no dramatic time or 
_storage advantages 6ver the exact solution in the case 
p == l .o it is suggested that it is only used for 











SAMPLE DATA SET (N = 10) WITH WLS AND 
FP COEFFICIENT ESTIMATES FOR VARIOUS P 
9,5879 
1,9237 




6 '3 27 7 
0,0000 




2, 163 9 
9,8429 
l '200 5 
'l 0, 0000 
7, 97 04 
4' 53 6 2 
.2,3101 
0,0000 
(Y simulated from.model 
Yi = Bo + Bix 1 ; + B2x 2 ; + 








-3 0' l 51 0 
83 '2386 
-10,3460 




; = 1, ... ,10 
where -Bo =-10,0, Bi = 8,0, B2 = -6,0)-
p Bo Bi B2 
1 '0 FP 10'9 53 7 8,0561 -6,1442 
WLS 10,9582 7 '987 5 -6,3252 
* 11 Exact 11 10,9581 7,9874 -6,3252 
l '2 FP - lL, 011 5 --- 7 '9988--- --6,3322 
WlS - l l ,elT5-=-- 7 ~-9988- -6 ,:33~22 --
1,4,- FP---- 11 '17 24_~- 8,01.68_- -6 ,3_28Z 
Wl:-S -1 , _ _, -1 7-2 ZI---'=- --c8 ,-0 l-£ 8 .. -- - -6 ,3287 
l '6 FP 11,3114 8,0168 -6,,3215 
WLS 11,3114 8,0168 -6,3215 
1 '8 FP 11 ,4706 8,0050 -6,3159 
WLS 11,4706 8,0050 -6,3159 
* 11 Exact 11 values for p = 1.0 were computed using the algorithm 











p So 81 82 
2,0 FP 11 '7 4 80 7,9745 -6,3120 
WLS 11,7480 7,9745 -6,3120 
2,2 FP 12,0134 7 ,9427 -6,3089 
WLS 12,0134 7 '9 4 27 -6,3089 
2,4 FP 12, 2382 7 '9133 -6,3052 
WLS 12,2382 7,9133 -6,3052 
2,6 FP . "12,4228 7,8869 -6,3006 
WLS 12,4228 7,8869 -6,3006 
2,8 FP 12,5737 7,8630 -6' 29 53 
WLS 11.7480 7,9745 -6,3120* 
3,0 FP 12,6978 7,8416 -6,2896 
WLS 11,7480 7 '97 4 5 -6,3120* 













WEIGHTED LEAST SQUARES PROGRAM 
SUBROUTINE WLS<Z,B,OBJ,P,NVE,N,IFAULT,R,SD,RATE,NPO,IT> 
c 
C DOUBLE PRECISION ASCII FORTRAN 
c 
C EXTENSION OF SPOSITO,V.A. GENTLE,J.E. & KENNEDY,W.J.(1977) 
C ALGORITHH AS110 
C LP-NORM FIT OF A STRAIGHT LINE. APf'L.STATIST. 26 114-118 





REAL*B V<3> ,JC< 10) ,B< 1O,1) ,VMEAN<10> ,DMROW< 10> ,A< 10) 
C · DEFINITIONS OF VARIABLES 
C . N = SAMPLE SIZE 
C P = f' IN LP-NORM 
C Z = AUGMENTED MATRIX <X, Y> OF OBSH\VATIONS 
C ZC = AUGMENTED MOMENT MATRIX 
C XC = X MOMENT MATRIX 
C YC = YX MOMENT VECTOR 
C SD = LP-NORM 
C R = VECTOR OF RESHIUALS 
C RATE = RATE OF CHANGE OF NORM AT TIME OF CONTROL RETURN 
C IT = NUMBER OF ITERATIONS 
C Nf'O = NUf1BER OF POINTS OMITTED 
C !FAULT = 0 J CONVERGENCE 
C = 1 J NORM INCREASEII 
C = 2 J MAXIMUM ITERATIONS EXCEEDED 
C = 3 J XC NON -SINGULAR 
c 











DO 1 I=l ,N 
1 R<I>=1. 
c 
· DO :t 1 H=1 ;MAXI-T 
NPO=O 
C INITIALIZATION OF ARRAYS 
c 
SUMWT=O. 
DO 13 I=l,NVE 
VMEAN(I>=O. 






















WEIGHTED LEAST SQUARES PROGRAM 
COMPUTE MATRIX OF SUMS OF SQUARES AND CROSS-PRODUCTS 
USING HERRAMAN ALGORITHM 
SEE HERRAMAN,C.(1968) ALGORITHM AS12 
SUMS OF SQUARES & CROSS F'RODUCTS 
APPL. STATIST. 17,289-292 
DO 14 NN=1,N 
DO 15 1=1,NVE 
DMROW<Il=ZCNN,I> 
ABSRI=ABS<R<NN)) 
IF<ABSRI.LE.EPS> GOTO 18 
WEIGHT=ABSRJ:t::t:UP · 
SUMWT=SUMIH + WEIGHT 
IIIV=WEIGHT /SIJHWT 
DO 16 I=l ,NVE 
DMROW<I>=DMROW<I>-VMEAN<Il 
lll=Itl1ROW <I) 
DO 17 J=1,I 
DIJ=fll:t:!IMROW<J >*WEIGHT 
ZC<I,J>=ZC<I,J>+DIJ-DIJ*DIV 



















- ·DO 2 I= 1 , NVE 1 
YCH , 1 > = ZC < I , NVE-> 
--DO -L J=l ~NVE 1 
-XC<-I, .J_)=-ZC <I, J > 
COMPUTE REGRESSION COEFFICIENTS 
UNIV1~C tiATHF'ACK I10UBL£ PRECISION MATRIX INVERSION ROUTINE 
<ANY SUITABLE ROUTINE 11AY BE USED <NOTE XC DESTHOYE!l_HEREJ > 
CALL .DGJR C.X.C, lO, 10 ,N%1; NVE1, $98, JC, V) 
CALL DHULTCXC,YC,B,NVE1,NVE1,1,10,10,1) 
SXM=O. 
DO 21 J=1,NVE1 
21 SXM=SXM+B<J,1>*VMEAN<J) 
DO 22 I=l,N 
R<I>=O. 
DO 22 J=1,NVE1 
.22 R<I>=RCI>+Z<I,J)tB<J,1) 












WEIGHTED LEAST SQUARES PROGRAM 













. IF< ISW. E0.0) GOTO 99 
IF<IT .EQ.1 > GOTO 5 
C TEST FOR INCREASE IN NORM 
c 
C - SEE·f'ORTER;M.A. & WINSTANLEY,D.J.(1979-> AS R29 ON AS110 




- IF<SD3.GJ.Ef'S.AND.SD4.GT.EPS)GOTO 7 
SD4=SD3 
GOTO 5 




DO 51 J=t,NVE 
51 -- A(J_)=B<J, 1) 
11- --- ~ CONTlNUE 
c ·-





C'- '--NORM"--INCREASED,- RESTORE BETAS AND -R-, THEN STOP --
c 
7 _ IFAULT=.1 
. DO 71 J=l ,NVE~ -__ 
. • 71 - ~ fHJ;n=A<J> 
DO _ 8k.:i=1 ,N -_ -
fHrr=o~ ..:- _ 
DO --a1 J=l ,NVEl----
81 - RCl>=R<IJ+Z<I,J>*B<J,1) 
D08I=l,N 
8 ·- R<I>=Z<I,NVE>-BtN\lE, 1 >-R<I > 
GOTO 99 
c 
















WEIGHTED LEAST SQUARES PROGRAM 
SUBROUTINE DMULT<A,B,C,N,K1 M,IMAX,JHAX,KMAX> 
c 
C ASCII FORTRAN DOUBLE PRECISION 
c 
REAL*B AC IMAX ,JHAX >,BC JMAX ,~(MAX> ,CC IMAX,KMAX) 
c 
C MULTIPLIES MATRIX A BY MATRIX B TO YIELD MATRIX C 
c 
DO 1 J=1,M 
DO 1 I=1,N 
C<I, J>=O. 
















C H A P T E R 4 
L-ESTIMATION IN THE REGRESSION CASE· 
4.1 INTRODUCTION 
As was discussed in Part II of this thesis, L-estimation 
has two possible applications in the context of location para-
meter estimation. The first is the possibility of relating 
L-estimators to LP- estimators as one.approach to deter-
mining distributional properties of LP- estimators. This 
appeared possible for the location parameter case because, 
i n the first pl a c.e ., the .cl i st r :i.b u ti on of L - estimators was 
at least algebraically feasible in finite samples and re-
- ·1 a-t""ive-1-Y-~$.:tra i g ht -f·orwa rd-f or-'-t he---a.s-:ymp t.o tic ca-s-e --and,--=-i n -
the.second place, one:may construct L-est.imat.or.s .. wh.Lch are 
usef~l approximations to LP- estimators. The second reason 
for-studying L-estimators was the more obvious one of its use 
a s_a-: lo ca _tj on para me t-e r-=e-s t+m-a t or:=i-n -J ts --own r ~ g ht-; 
Th e:-=a pp.:! ~-t" a -ti=-o-n --{) f--l- e s-t-i ni a t+-o-n -to --the -reg-res s i::0.n -modeJ , · 
i-s' hQw_ev er--les'S~ ... sJ r-a i-g-h_-:t:fo:rwar-d-a s ..owi 1-1- ·-b-ecome£C-l ear be lo-w.,--=-
A tentative scheme is proposed on the basis of theoretical 
work done for the uniform distribution. Due to the difficult 
theoretical problems involved in extending L-estimation to 
I 
the regression situation, the scheme is incomplete as far as 











sults below indicate, however, that further work done in 
this area could be rewarding. 
4.2 OPTIMAL L-ESTIMATION FOR THE ESTIMATION OF THE 
LOCATION PARAMETER 
Lloyd (1952)_.has shown that by considering a random 
sample X1, X2, •.. ,Xn from a known distribution (which 
depends on scale and location parameters alone) as an 
ordered sample x(1)' x(2)'• .. ,x(n)' then generalized least 
squares applied to this depe~dent ordered sample yields an 
estimate of location which is at least as efficient as the 
Gauss-Markov BLUE estimator appli~d to the unordered sample. 
Equ-a-l i ty-i-n ..c..eff+c-i-ency wi 11- be -obtained- -when--the row --t-ota ls--
of the covariance matrix of the ordered sample are all equal. 
In -general this will- not be the case; two .cases-~for -which 
it --i"s-"'tra""e -are...: the normal-o.nd-:-exponen:tia-1 distri:but=i·o-:ns. 
As an example of his methodology Lloyd-examines the 
case of the uni f 0 rm 0 -=d i s-:t-r i but i -on. - . (Jhe:::-trea tme n-t=7f-0r: nth er _-
. d-i s-tr-=-iiru--t:i 0 n-s~ :-i s ~e.:x aCct-"l'y=-=the.:-=sa me-~ } 
The one d_ i nten s iona l mod eJ-._wn~tch_LJ oyrl=.e.x amj n es j s _thu-s..,:. 
x = le + e 













e is a vector of independently distributed error terms 
with 
E (~) = 0 
E(ee') = cr 2 I 
and each component of e has a uniform distribution. e 
represents the ~6cation parameter. Transformation to an 
ordered (vector form) yields: 
v = le + u 
whe.re y = 
an.d __ u . the __ vector of ·ordered::-_di sturbance terms. 
E(cl;!i;!-') = .. cr2:..Y ~-(Y ___ known, positive defJnite.). 
As-discus.s-edc-in Part I, generalized .1£ast squares 
applied to the ordered sample yields 
of- -~-e •. -· 
4.2.1· Efficiency of ordinary least'squares in relation 
to Lloyd's estimator 
The most general measure of the efficiency of the OLS 
I 
estimator, say eOLS' in relation to another estimator, say 
A ' 



















L l o y .cl has s how n . that f.o r the part i cu l a r ca s .e of . the u n i form · 
distribution the inverse of v may 
2 -1 
n = v-1 = in+ l) ( n+2J 12 -1 .. 2 
0 -1 
0 . 0 
. ·( 4 -. 2 • l • l ) - c a 11 · t h u s· ::-b e-=:w r .i-t t e n _:a-s 
··u_ ·11 -~· 
(_!_I Sll )-~; . 
6n 
= {n+1){n+2) 
be written as: 
0 0 0 0 
-1 - 0 .. ·- - .. 0 . .0 
2 -1 0 0 
0 - 0 -1 ·2 
_th-e_eff1c_ienc.y_qf._OLS is equal .to·--t-.O.-How·e-ver--for·--n > 2·-
increases. 
4.3 EXTENSION OF LLOYD'S METHOD TO THE REGRESSION CASE 
(OPTIMAL 1 L-REGRESSION) 











1-1 relationship between the ranked vectors Y and u. If 
one is to attempt to extend these procedures to the regres-
sion situatio~ one is faced with the problem that no such 
relationship holds between the vectors Y and u. Since 
the ranking of the true error vector will always be unknown 
one is faced with the problem of establishing this ranking 
in some way. This problem will be dealt with below; in 
fact it ~s not -unlike the circular problem of estimating the 
kurtosis of the residuals in LP-norm regressio  {Chapter 2 
above), where the residuals are a function of p, with p 
itself_be;_ng ..a func_ti_on _of -1he __ kur_tosi__s __ of these _ _residuaJ_s. 
4.3.1 The efficiency of OLS for the regression case 
To motivate this study the efficiency of such a method, 
if--the- true ranking --of - he err-or_ vector was known, -wi l L be 
e s-t-a-b-1 is h ed -f-o-r- -t-h e-""""U n i f-orm-'"'(jistr.·i-bu~t-.--:i o:n- -:f.::0r-- ::W:h j::e_h -=.a:n _-ex.p·l j·-- - , __ 
cit form for st {the-inverse-of--the -covariance matrix of -the-
ranked s.ample) has been derived (see above). Sarhan {1954) 
- has-a 1 so- d er i-v-ed- -th e"'--ex p-li-ci-t f orm---of -- st - for -t-he ex po nen ti a 1 
-dis tr fbu _fi_o~n- bu t- th i--S -ta s-e~ w·i l:.l - no t-"b e ..:de a 1 t-=---w-i tn -D-ec-au-s-e the~ 
expo_n_ential fs .asymmetric. Sarhan also-tre-at-s~ttie-=--c-as--e- of 
the~=---'Lap-lac.e but__, alt-h-o-ugh-he -=e-va-luates---Q f·or -smal-1- values 
of n, he gives no explicit formulation of n as a function 
of n and one may assume that there is a problem of alge-
braic tractability. 
l 
Before the efficiency of OLS ul-0-a-vi-0 the proposed es-












theorem draws from the ideas of Watson (1967) who was tack-
. ling a similar problem~ that of e~tablishing a lower bound 
for the efficiency of OLS in the case where the disturbances 
are autocorrelated. 
· The.oiz:e:m 4. 1 The..uppe.:lt and lowe.n bo~nd.t:i 06 the. e.xpne..t:i.t:ilon 
~, whe.ne. X l.t:i an nxk matnlx 06 :!tank k and 
n l.t:i an nxn po.t:iltlve. de.6lnlte. matnlx, ane. glve.n by 
1 and 1 
A t... ·7 ••• )..111 1 A n.-r<.- ,.- n 
ne..t:ipe.c.tlve.ly, whe.:1te. Al ; l = 1, ... , n ane. the. Jtanke.d (·.t:imall-
e..t:it to lange..t:it) e.lge.n.value..t:i 06 n. 
P~oo6* In. 0:1tde.:1t to pnove. thl.t:i the.o~e.m the. n.otlon 06 the. 
kth c."Omp_ound --06 ·.an. a:1tb;;t.:1ta:1ty !!J.atn.<.x, A .t:iay, .<..t:i lntnoduc.e.d. 
16 A i.t:i an mxn matnlx the.n the. kth ·compound 06 A, 
de.n.ote.d ~y A(k) whe.ne. k < m an.d k < n. l.t:i the. (k)x(~) 
. matnlx -06 ·all po.t:i:6ible. kxk- .. m.<.n.on.t:i· 06 A a:1t:1tange.d·-i..n.· .. £:e.xi--
. - c.o.g:1td.-ph-lca.i!.-..0Jtd.e.Jt~~ - Cle.-a-11.-ly ·-A ( 1d ::= A -and~-- c· 
A (mJ. = JAi -l6 -. m = n.. 
(AB) (k) = (A) (k)B(k) 
*Professor D Nel 1(UOVS) has remarked that an alternative proof 



















2X 1 nXJ_.~J , where n = v -1 . 
I 0 2 ( x I x ) - 1 I 
= 1 ~ 
by our theorem, 
1 ~ 1 AnAn-1··.A.n-k+1 < 2- A. i A. 2 ••• A.k 
4 .3 .2 Attainment ·of the bounds-for' the--maximum. and-· 
minimum efficiency of OLS 
Considering our _ratio· of .. d.eterminahts 
X = QL .. _ 
I x I x I ... = .. LL 1 _ LL\ . : .. 
TX7TIXT-= lT'7iIT ... 
L = l - -~0 -- 0 . -. . 0 --
0 i ] {) ~'.'.. • • Q r. • 
0 L-'{). ·1 0 
1 + kth position 
0 0 0 0 
(assume the elements of the diagonal of A are ranked -












connection, r.,, ., , 
bia.6, it 1-h. riot a.t a..t.t c.te.an. whe..the./l. .tha.t bia.ti .tihbu.td .be. 
changed again.6.t .the. pe.n.6onmanee. 06 any e.ti.tlma.ton. To do .60 
imptie..6 .tha..t .the. e.ti.tima..to/l. .6hou.td be. ab.le. .to .6e.e. beyond .the. 
data to .the. '.tnue.' value. 06 .the. phyhiea.t quan.ti.ty " 
A second pr6blem relates to that of comparing different 
estimators of sets of data with vastly differing variability, 
necessarily giving rise to sets of estimates with widely 
differing variances. Stigler uses a "robust" measure of var-
iability for the jth data set (sj) - the average of the ab-
solute deviations of the set of estimates obtained for that 
data set. His relative error is then calculated as the 
absolute deviation of the estimate divided by this measure 
of spread. Small absolute errors may thus be associated with 
large relative errors. 
Given constraints imposed by the data at hand, it 
appears, however, that the method of comparison adopted gives 
an adequate portrayal of the relative performance of the es-
timators examined for a specific real life situation. 
3.1.5.2 Results for the previously proposed LP-estimators 
This method of comparison (with the reservations out-
1 ined above) was thus applied when evaluating the lp-
estimators (3 .1 .3) as members of the class of robust estima-
tors. The same values for the mean absolute deviation of 











4.3.4 Practical implementation of optimal 
L-regression 
As was pointed out earlier there is a real problem re-
garding the ranking of the y to correspond with the true 
ranked disturbance term even if one knew the form of the n 
matrix. Two possible schemes are suggested for the practical 
implementation of L-regression: 
(i) Initially perform an OLS (or L1 ) fit and rank the 
y's in the order of the residuals fr m this fit and 
then perform an ~-regression. In fact so~e sort of 
iterative scheme could probably be used after the 
initial fit with successive L-regressions being per-
formed until a A is obtained for which the residuals 
are ranked. 
(ii) Perform L-regress~ons for all possible permutations:of 
y and select the -_fL for which the residuals are 
ranked (if one exists). 
It was stressed before that no explicit~form---of an n 
matrix has been-<.lerived_ for any symmetric-distribution with 
kurtosis larger than 3~0. If one could be derived for the 
Laplace, for examph~, this method would lend -i-tself well to 
an adapt-ive scheme.- For-example; perform an initial OLS 
(or L1) fit - if the kurtosis of the residuals is below say 
2.0 use the above uniform adjustment, if above say 4.0 use 
the Laplace adjustment, otherwise stick to OLS. 











for a range of distributions before any definite views can 
be taken on its practical applicability. The theoretical 
results seem encouraging but the establishment of n matri-
ces for distributions other than the uniform appears to be 
algebraically difficult. 
4.4 EXTENSION OF L-ESTIMATION TO THE REGRESSION CASE 
USING THE METHOD OF PERCENTILE PLANES 
An alternative extension of L-estimation to the re-
gre_ssion_case of Hogg _(_1979),outlined _in Part IJis proposed 
here. Hogg has remarked that percentile planes defined by 
cer~ain M-estimators represent regression estimators which 
are analogou-s to straightforward percentile L'.'"estimator·s --
in the location parameter case. One obtains the (lOOpth) 
~~--p e d; en tfl e - pl an e by -u s i n g the p f u n ct i on : 
p(x) = -(1-p)x, x < 0 
= px ' x > 0 
"' 
-p~rcen--ti-1e-p1(lm~-- by_--:::_~P;_:: it--i-s ·s_ugges:-ted·-tha--t··a ·s-imph: e-x--
t_e n s-j--0-n----of -the 111--e t-h od of -L- estimation -w-i th -s-om--e --ad a-pt iv e 
we ig_h t_ dj st r_ibu-tj___o n :-.c ou_ld_ :~b~e -_u.::S ed::-:::f-o ~"_--_the" ~reg re s-s ion .=-s i tu at i·-o n .- --
The-estimator, SL say, would then be in the form of: 
The could be determined in a manner similar to the 
~daptive scheme.of Part II where the weights are determined 











the sample. The same problem found in Chapter 2, namely 
finding the kurtosis of the residuals is,encountered and pro-
posed solutirins to the problems for LP- estimation, such as 
using the residuals from an initial robust L1 -fit, could 
be imp 1 em en t ed here . 
CONCLUSION TO PART III 
The robust methods for the estimation of the location 
parameter are more obvious and straightforward to implement 
in the regression 
model. In addition, for the regression case, one has to 
consider a number of problems, such as multicollinearity, 
and model specification, which do not relate to the existence 
of :wi -fa:l=---p-o i-n t-s-~-n the- -er ror. _ _:v ector-~.-_- -For -ex am-ple;-_ -the_ --gr e_a te.r~ --
_ propor_t i o_n of- the -wcor-~-d one in =t-h·rs -seG-t i on---t--{fo~k- ~ne-=--f--orm=0f--
s imu lat ion studies and conclusions drawn from these studies 
a~e limited by the constraints necessarily imposed on these 
· s tu-d':i es_:,-su ch:"a-s- t:he: _:-2 d-im-e--n:-sci-ona-i1°--regre-s_:s4_-0-n ,mod-e::l---=G-or1s i-d-er-ed · 
and the- particular sampJ_e si-z_es~.:...Stud_ied. __ :::_ 
It is, however, hoped tha_t_ the work done in this area 
-- -rep r-e-s en-t-s---=a--c-o n t r-ibu-::=t-4-0-n--4-n---a ---c-h a Tl e ng-·i""flg-.a_ re-a ~f --the-ore ti - · 











SUMMING UP AND THE DIRECTION 
OF FUTURE RESEARCH 
The simulated results for the various procedures proposed 
for the estimation of e, the location parameter, indicate 
that these procedures merit serious consideration in this field 
of robust estimation. The results for the estimation of 8 
in the regression model are also good but the number of alter-
native estimators considered in the comparative studies was 
rather limited. The evaluation of the usefulness of robu~t 
procedures in the regression case is, however, more time con-
suming and one has to make a number of restrictive assumptions 
(such as the number of independent variables in the model) 
which are not necessary to make in the case of location para-
meter estimation. The bulk of one's research effort in such a 
field is thus often directed to the case of location paramete~ 
estimation. One direction of future research is thus to under-
take a much more extensive comparative simulation study fo~ 
the regression model similar to that_undertaken for the loca-
tion parameter in section 1 .5, Part II. 
As discussed above, alternative measures of tail stretch 
(other than kurtosis) have been proposed in the literature e.g. 
Hogg's Q-statistic. The inclusion of such alternatives in the 
simulation studies alongside kurtosis would certainly make the 
research more complete. However the results as they stood 











investigate alternative measures of tail stretch until other 
seemingly more important areas of research had been given 
attention. Quite clearly, though, it is an important area for 
future research. 
Final ly1 a -point which has been stressed before. Namely, 
that although the problem of obtaining the exact distribu-
tional properties of the LP-norm estimator of the location 
par am et er may -we 11 be i n tr a c tab le , the w or k of Pa rt I I i mp l i es 
that approximation by L-estimators is a feasible approach and 
worth pursuing. However -as stated above, since the-proposed 
L-estimator performs as well as the LP-estimator for the 
location case and since so much more is known about the dis~ 
tr i bu t i o n a l pr o per ti e s _ of L- es t i ma tor s ,- i t may we l 1 .- b e a .: 
better idea to direct one 1 ~ attention towards L-estimators to 
the ·exclusion-of LP-estimation for the location case~, ,_ 
No obvious ·parallel to L~-estimation exists -for-the re-
gression case and the problem of deriving the distributional 
properties of the LP-estimates of the 8 vector cannot be 
appruximated in the same way as for the location case~ More-
over, the distributional properties of the .LP-estimates of 8 
may well increase in complexity as the dimension of the model 
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A P P E N D I X A 
A NOTE ON THE MEASUREMENT 
OF ·SKEWNESS AND KURTOSIS 
For some random variable X with cumulative distri-
• i 
bution function' F(X) we define in the normal way: 
µr = E(X-E(X))r 
Kr = l(Jr-)r[ Log Mx(tl]lt 
= 0 
where Mx(t) = E(ext) 
is known as the rth population moment about the mean and 
as the rth cumuiant. 
D efA.ne~ -· -82 ~= h __ = J +~ K 1i --
µ~ - - (Kd2 
(A.1).-
(A • 2) 
62- and /S1 are known -as the .. c.oef...f_j~cients -of .sk.e.wn.e.s...s-and 
kurtosis respectively_._ 
Th~ two estimators of skewness and kurtosis used 
throughout this thesis are: 
(A • 3) 
(A. 4) 
where kr is known as the rth k-statistic and kr is an 













k2 = (n-l) m2 
n2 
k3 = (n-l)(n-2) m3 
m = r 
- r 
,n , (xi-X) 
li=l n 
Thus the numerator terms in formulas (A.3) and {A.4) (k4 
and k3) are unbiased e.stimators of K4 and K3 but this is 
not true of the denominator terms since 
3 3 
E{k22) f K22 
An unbiased estimator of K;[(1~)2 = n-l(k;-~)] ·- n+ 1. . .. n 
ca n-·b e li-ev i-s·ed --·b11t----k 4 · a nd-k; --(k~J 2 a r-e· onJ-y ~-:_i-nd epend-e·n-t-
if X has a normal distribution. In that case: 
= K4 = 0 
K2 2 
·and·· 
so both are unbiased and there is no clear advantage in 
using k~ . In general however k4 and k; are not inde-
pendent and b2 will not be an unbiased estimator of fh. 
Common alternative estimators for B2 and 181 are 










and-· --resp ec ti ve~-y {A-.5) 
Results are tiven below of a study for· which the 
average MSE of the 2 estimators of .kurtosis cited above was 
calculated for a range of distributions and sample sizes. 
500 samples of size 10, 30, 50 were simulated and the kurtosis 
··using the two formulas calculated for each sample along with 







AVERAGE MSE OF ESTIMATED KURTOSIS 
A.3 in bold face 
A . 5 i n i ta l i cs 
Tr u e ___ k u rt o s i s Sample Size 
10 30 -- 50 
l .8 -0 .302·· 0.073 0.038 
·:·o .- ·9 T7 :- ~ .. --o. 1 03:~:~ 0. 041. -
·--- . 3 . 0 . o ~.sJo_ o-.i5M= ---03 57 .. 
-· -~+.544. . ··-0.-140- ·0.413·· 
.3 • 5 l . 57 4 l . 093 0.713 
2.242 1 • 3 2 0 0. 8 06 
4 .0 2 . 3 4 1 1 .3 7 2 1 . 03 5 
2.746- --7.525 1. 096. 
4.5 3.545 1 . 9 00 l .344 
3.-'42-L- .2.337-~- 1 • 46 7 
C-on .Norma~- .. 5 .-0 .4 .720 - 2.380 1.67-2 
-4.786 2.6 u. 1 • 7 4·6 
Ccn1~Norma1 5.5 ··5 :813 - .. 3 . 02 5·' 2.214--
5.-621 3.384 2.434 
Laplace 6 . 0 10.012 6.247 5. 67 4 
7.549 6.359 6.049 
The table indicates that over the distributions studied, as 











KENDALL, M. and STUART, A.J. (1966). The Advanced Theory 










A P P t N D I X B 
This appendix describes the Su-SB system of distribution 
porposed by Johnson (1949) and follows the preamble to the 
article of Hill, Hill and Holder (1976). 
Johnson (1949) has described a system of frequency 
- curves which-cover all feasible.combination of skewness ((B1)i) 
and kurtosis (Bi). The system is broken into three important 
types viz. SB (or bounded system), SU (or unbounded system) 
and SL (or log normal system). The regions of '(B1 ,B2) which 
give-rise to these s-ystems are shown -in-the figure below.-
Note that attainable distributions comprise those with the re-
striction B2 > B1 + 1 . 
- 9 '-• 
SU SL 
6 
SB FIGURE B.l 
4 
0 1 2 3 
For ~ny (81,82) combination the parameters of the 
system may be set so as to generate distributionswith any 










The distributions are generated using the following 
. transf_orma ti ans: 
-1 
z = y + 6 sinh ((x-~)/A 
z = y + 6 in(x-~) ~ < x, 
) 
( B • 1 ) 
where z is a standardized normal variable in each case. 
The parameters y,6, A and ~ are then derived by 
matching the first four moments of x with the desired dis-
tr1butio~ moments in the way outlined below. 
Hill et al also included the case of the so called 
Sr distribution, the case of the s 8 curve on the 
82 = _f31_+ l boundar-y.- ·(In the section--of -thi·s thesis that 
· utiJiseLth-i-s- syst_em ~of:--=dis-tr-ibutions-the conditi-on--
B 2-~_::, -f3 i -+ 2- · --~w a s,- -h owe v-e-r-, -ad h er-e d-=--to ,~s-0 -t h e '-'f am~-l-y --0-f -S T 
distributions was never used.) 
N um e r-i ca l M e t hod . (H i l l et -a 1 ) _ 
As ::-'is-Tlrustr-a:ted in f-,4g~ur~e -B.l~ the---SL~:-_:cur-Ves lie., on __ 
a- -1 in e i-n =:the ~-:{ 13 1 , 82J -=--cP la TI e:. --- -
Letting -2 w = exp(o ) 
the 82 · value for the SL curve is found by solving 
13 1 = ( w - 1 ) ( w+ 2 ) 2 
for w, and then evaluating 











If the required value of B2 is less than this calculated 
value then an s8 curve is appropriate, if greater than this 
calculated .value a_n Su __ curve .i.s a.pp.r,o_.pr-i,ate ___ _ 
l) SL curves: 
Using the w value calculated above the values of the 
parameters are computed using, 
~ = (sign(µ3))µ; - exp((l/2o-y)/o) 
y = ~ o £n(w(w-l)/µ2), 
A = sign(µ3). 
2) Su curves: 
For the case B1 = 0 
_1 
o = (in w) 2 
y :;: 0 
For B1 t- 0 
l 1 
w i = ( ( 2 B 2 ~2 . 8 B i - 2 ) 2 - l ) 2 
by ·Johnson's iterative method {Elderton and Johnson (1969)) 
~ and A are then computed from 











3) s8 curves: 
In the_ words of Hill et al - Appr_o_aching t_he ST 
boundary, 6 + O; approaching the SL boundary 6 tends to 
the same value as for an SL curve. A first approximation 
to 6 can then be found by interpolating between these two 
values. The interpolation is made by assuming the shape of 
the function to be the same at the required 81 value as it 
is between the same two 6 values when 81 = 0. This is 
well approximated ~Y 
6 = (0.62682 - 0.408)/{3.0-82) 0 • 479 
and by 6 = 0.8(82-l) 
if 82 > l .8 
otherwise. 
For -a given 81 and first approximation to 6, a first 
appr~Xiftation to y is· found using formulae due to Draper 
'( l 9 5 l):::::.- . Iv a] u-.a:tS1rn:-_of_"~ the first -5 ix -1Tl om·en ts __ at.-::-th e -'1}i v _e'n -6 
and y values using Draper's (1952) form of Goodwin's (1949) 
-; n te-g--ra 1---, -th en -ena b-1--e·s a two-dim-ens i-o na+ --N-ewto n-Ra-p--h son 
process t.o converge -on the required values. Since the first 
sj~_ moments are ev_aluated at __ each stage, ___ when_ the_ reqlJired 6 
and y have been.found, the first two moments _are availa-bl-e -
to -:eLe t-e r-m i 1l:e::::----' A. a n d ___ --:t; • -
When the appropriate values of y, 6, E; and A. have 
been calculated the relevant distribution is simulated using 
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A P P E N D I X C 
Program listings for the LP-routines used in this thesis 
are given below. 
All programs were written in UND/AC_llOO DDUBLEPRECISION 
ASCII FORTRAN. 
They_ a_re r_espectively _(with their daughter subroutines) 
__ a) Subroutine __ MSl'_E - calculates LP-norm (1 < p < 00 ) 
- estimates of the S vector in the regression model. 
b) Subroutine ~MAE - calculates L
00
-estimates of the S vector 
i n . 't-he- -reg r e-s-s i-o n -mod e l ~. · _, 
c) Sub r o-u t-i n e · MA B'S E ~ .= cal t: u l,a te s~ -=L-1 --e-s t=ima te-:-s=- cof" c-t'h e~~ 13 - -v e c-t-ur~ --:--
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FLETCHER & POUELL<1963)** ROUTINE TO CALCULATE LP-NORM 
ESTIMATES FOR THE REGRESSION HODEL IN THE PARTCULAR 
CASE WHEN THERE ARE THREE EXPLANATORY VARIABLES 
:t::t:FLETCHER,R. AND POWELL,M.J.D.<1963) 
A RAPIDLY--CQNVERGENT METHOD FOR MINIM I ZAHON 
COMPUTER J. 6,163-168 
INPUT: 
1 > Y - VECTOR OF OBSERVATIONS ON DEPENDENT W~R I ABLE 
2> X - NXM MARIX OF OBSERVATION ON THE INDEPENDENT VARIABLES 
NOTE M=3 HERE 
3> P - VALUE OF P IN LP-NORM 
OUTPUT: 
1> BETA - VECTOR OF LP-NORM REGRESSION ESTIMATES 
2) OBJ - SUM OF THE ABSOLUTE VALUES OF THE RESIDUALS 
3) SUMSQ - SUM OF SQUARES OF THE RESIDUALS 
4) S2RES - VECTOR OF RESIDUALS 





LIMIT = 20 
EST = OBJ:t::t:P 
EPS = 0.0001 
. DO ~1 00 J= 1 ·r II 
XI<J) = BETA(J) 
100·-:.o;CONTINUE · . 
DO 110 !=1 ;N 
. - X1«11-=.Xn,1 > . 
. X2t.JJ:::: XH,21 .. 
X3<1)-= X<I,3> 
· J 10 . -· CONTINUE 
·. CAIJ~· FMFnM,XI ,F ;G, EST ,EPS ,LIMIT~ IER,H,.N ;p, Y ;X1; X2 ,'X3 > 
I DO 120 J=l ,tf 
BETA(J) .: XI~J) · 
120 .. CONTINUE 
OBL=. 0.0 
SUKSO-= 0.0 
DO .1:40 1=1 ,N 
ERR:= 0.0 
DO "130 J=1,M 
ERR = ERR + BETA<J>:t:XCI,J> 
~130 ·_:.:CONTINUE .· 
ERR =ERR - Y<I> 
S2RES<Il=ERR 
OBJ = OBJ + ABSCEl~R) 
















DIMENSION HC1 J ,X<t J ,G<1 >, Y<t > ,X1<1 > ,X2<1) ,X3<1 > 






. 1 K=N31 . 
DO 4 J=1 ,N 
H00=1.00 
NJ=N-J 
IF< NJ J5,5,2 
2 DO 3 L=l,NJ 
l<L=K+L 











DO 8 L=l,N 
T=T-G(U:t-HCKJ 
IF<L-JJ6,7,7 
6 K = K+N-L 





HNRM = 0.0 
·· GNRM=O .00 -




IF<DY> lt ,51 ,51 -
· . 11 IFCHNRM/GNRM·-EPSJ51,51, 12 
12 FY=F . 




















CALL FUNCT <NOBS,N,P,Y,X1,X2,X3,X,F,6) 
FY=F 
DY=O. 
DO 18 1=1,N 
18 DY=DY+GCI):t:H(l) 
IF(DY>19,36,22 
19 If <FY-FX >20, 22, 22 
20 AMBDA=AMBDA+ALFA 
ALF A=AMBDA. -~ ' . 










25 W=ALFA*SGRT <DALFA) 
ALFA=< DY+lJ-Z ):t:AMBDA/ <DY+2. OO:t.W-DX > 
DO 26 1=1,N 
26 X<I>=X<I>+CT-ALFA>:t:H<I> 




DO 29 1=1,N 








. GO T023 




.. _ AMBDA=AMBDA-ALF A 
.. GO T0-22 
36 DO. 37 J=1,N 
K=N+:J:·.:: .. 





























DO 47 J=1,N 
K=J+N3 
W=O. 
DO 46 L=1,N 
t<L=N+L 
W=U+H<KL>*H( K > 
IF< L ..:.J>44 ,45, 45 
44 t<=K+N-L 








DO 49 L=l,N 
KL=N2+L 
DO 49 J=L,N 
NJ=N2+J 
H<K>=H<K>+H(KL):+:HCNJ)/Z-H(L):f:H(J)/ALFA 
49 K=JH1 '""• 
GO TO 5 · 
50 .. IER=1 .. - . 
RETURN 
51 DO 52 J=1,N 
K=N2+J 
52 X<Jl=HUD 
_ CALL FUNCT <NOBS,H,P~Y,X1,X2,X3,X,f,&l 




55 IE-R=O ~ · :-· 














DIMENSION X<1 > ,GC1 >, Y<1>,XH1 > ,X2<1 >,X3C1> 




DO 100 1=1,NOBS 
YX=YtH-X<1 )*Xl <I ).=.X C2 ):t:X2< IT.;.;X <3 >:t:X3 C n-=- · ""~ 
F=f +DABSCYX>**P 
. IF < DABS<YX > .GT. 0.0 > GO TO 400 
YXX= O.O 



















THIS ROUTINE EVALUATES lHE CHEBYCHEV REGRESSION ESTIMATES 
FOR THE GENERAL REGRESSION MODEL Y = XB + E 
USING THE METHOD OF WAGNERC1959) : 
WAGNER,H. H. <1959 >LINEAR PROGRAMMING TECHNIQUES FOR 
REGRESSION ANALYSIS. J.AMER.STAT.ASSOC. 54 , 206-212 
FOR THE DETAILS OF THE SIMPLX SUBROUTINE THE REAIIER 
IS REFERRED TO THE MANUAL " SIMPDX/SIMPLX LINEAR PROGRAMMING 
REFERENCE tlANUAL FOR THE UNIVAC 1108, UNIVERSITY OF 
UISCONSIN COMPUTER CENTRE, MAY 1970" FOR ANY FURTHER DETAILS. 
INPUT: _ 




















2> X - NXM MATRIX OF OBSERVATIONS ON THE INDEPENIIENT VARIABLES 
C -OUTPUT: 
C 1) BETA - L~ ESTIMATES OF BETA VECTOR 
C . 2 > II< - IF. IK. EQ. 1 THEN OPTIMAL SOLUTION HAS 
C OTHERWISE SOLUTION IS OPTIHAL 
C 3) OBJ - SUM OF ABSOLUTE VALUES OF RESIDUALS 
C · 4> SUMSO ---SUM OF SOUARES OF. RESIDUALS __ 
c 
NOT BEEN FOUND 




DATA .Tl, T2, T3/1 H , 1H+,1 H-/ 
DO 70 1=1,11 
COST (1 ) = 0. 0 
DU 80 :J:~1, 100 --
· ACJ, I> = 0.0 
80 · 'C:!'' .CONHNUE "'";;. . ., 
70 - ~-·coNTINUE ---
. DO 90 I=l , 17 
IFIX<I > _ = 0 
90 CONTINUE 
- - COST<l > = ·1.0 
DO ·100 1=1 ,N _: 
RHS<I> =YU> 
RHSCi+N> =--Yn>-~*.C-~.0). -
100 -,,,--CONHNUE -~- -
. MM -=---N :t: 2 ·· 
. NN ·=~M:t:2 + t 
DO 110 1=1 ,N · 
ACI,1> = 1.0 
AC I +N , 1 ) = t • 0 
DO 110 J=1,M 
JJ = 2•J + 1 
A<I,JJ-1) = X<I,J> 
ACI,JJ) = X<I,J> * C-1.0> 
ACI+N,JJ-1) = <~1.0) * X<I,J> 
ACI+N,JJ) = X<l,J) 
110 ·coNTINUE 











DO 130 1=1,MM 
T<I> = 13 
130 CONTINUE 
IFIXC1) = 100 
IFIX<2> = 11 
IFIXC3) = MM 
IFIX<4 > = NN 
IFIXC7> = MM 
IF IX ( 15) = 102 
IFIX<16L-= NN 
IFIXC9> = 1 
CALL SIMPLX<A,T,RHS,COST,IFIX,TOL,OOBJ,XX,JX,PI,E,ERR,IOUT,YY,S> 
OBJ=OOBJ 
If < IOUH 1 ) • EO. 1 ) GO TO 150 
WRITE<5,140l CIOUT<I>,I=1,N> 
140 FORMATC1H1,' ERROR IN IN SIMPLX ROUTINE NMAE /,4IB> 
IK = IOUT<1 > 
RETURN 
150 DO 160 J=1,NN 
SOUJ> = 0.0 
160 CONTINUE 
DO 170 1=1,MM 
JJ = JX<Il 
SOUJJ) = XX< I) 
170 CONTINUE 
DO 180 J=2,NN,2 
Jj = (J-2)/2 + 1 
BETACJJ) = SOUJ> - SOL<J+t) 
180 CONTINUE 
SIJHSG = 0.0 
OBJ = 0.0 
DO 200 1=1,N 
SUM = 0.0 
DO 190 J=1,M 
SUM = c:SUM ct -BET AU-HX <I-, J) -
- 190 _:_-:CONTINUE ___ _ 
El-:: -Y<I>- - SUM - -
_OBJ = OBJ + ABS<EI> 
SUMSG = SUHSG + EI**2 
200 CONTINUE 






































THIS ROUTINE CALCULATES AN L1 REGRESSION ESTIMATE 
FOR THE STANDARD REGRESSION MODEL Y=XB + E 
USING TME HETHOD OF : 
BARRODALE,I. AND YOUNG,A.(1966) 
AN ALGORITHM FOR BEST L1 AND L~ LINEAR APPROXIMATIONS 
ON .A DISCRETE SET 
NUMERICAL MATH 8, 295-306 --· 
INPUT: 
1) Y - VECTOR OF N OBSERVATIONS ON THE DEPENDENT VARIABLE 
2) X - NXM MATRIX OF OBSERVATIONS ON THE INDEPENDENT VARIABLES 
OUTPUT: 
1) BETA - l1 ESTIMATES OF BETA VECTOR 
2) IK - IF.IK.E0.1 THEN OPTIMAL SOLUTION HAS NOT BEEN FOUND 
OTHERWISE SOLUTION IS OPTIMAL 
3) OBJ - SUM OF ABSOLUTE VALUES OF RESIDUALS 
4> SUMSQ - SUM OF SQUAl~ES OF RESIDUALS 
5) R - VECTOR OF RESIDUALS 




REAL:t:8 CHNROWS ,NCOLSl , X <50, 5), Y <50) ,BETACNC >,ALPHA< 60 > ,R<50l 
·DO 140 1=1,N 
G<I+1,1> = Y<I> 
DO 130 J=1,M 
G<I+1,J+1) = X<I,Jl 













IDUM = G<N+2,M+3)+0.2 
IF < IDUM .EO. 1 ) GO TO 160 
lJRITE<S, 150> 
150 fORMAT<1H1 , ... OPTIMAL SOLUTION NOT FOUND') 
m =--1 
RETURN 
160 DO 170 1=1,N 
ALPHA< I> = 0.0 
170 CONTINUE 
DO 180 1=1,N 
INDIC =· O<I+1,M+3) + O.S 
IF < INDIC .LE. N ) .GO TO 180 
INDIC = INDIC - N 
ALPHA<INDIC> = 0<1+1,1) 
180 -- CONTINUE - -
DO 190 1=1,M 
BETA<I> = ALPHACI) - ALPHA<M+1) 
190 CONTINUE 
OBJ = 0.0 
SUMSO = 0.0 
DO 210 I=l,N 
ERR = Y<I> 
DO 200 J=1,M 
. ERR = ERR - BETA<J>*X<I,J) 
200 CONTINUE 
R<I >=ERR 
OBJ = OBJ + ABS<ERR> 


















REAL:t:8 O<NROWS ,NCOLS> 
INTEGER T,OUT 
MMlt = M + 1 
DO 100 J=1,MtlM 
CH 1 ,J+1 > = 0 .o 
0(N+2,J+1) = N+J 
100 ... CONTINUE 
CH1,1> = 0.0 
O<N+2, 1 > = 0.0 
DO 120 1=1,N 
0( I+1,M+3) = I 
A = 0.0 
JDUM = 0 
IF ( 0<1+1,1) .LT. 0.0) JDUM = 1 
DO 110 J=O,M 
IF < JDUM .EQ. 1 ) 0(1+1,J+1 > = -1.0:t:O<I+1 ,J+1) 
A= A - O<I+1,J+1) 
0(1,J+1) = 0<1,J+1) + 0(1+1,J+1) 
110 CONTINUE 
IF ( JDUM .EO. 1 ) O<I+1,K+3) = -1.0*0<l+1,M+3) 
O<I+1,H+2> =A+ 0(1+1,1) 
0<1,M+2> = Q(1,M+2) + (Hl+1,M+2) 
_ 120- CONTINUE 
IT=-1.0 
130 A= 10.0**<-4> 
ZZZZ = -1 .0*2.0 - A 
T = 0 
IT=IT+1 
OC 1,M+3l = IT 
· 1 - MMM = M + 1 
DO :::i.so:-j=1 ~MMM . 
- Z =-:.IH 1,cJ+1 )- , 
IDUM---=::1HN+2rJ+1J--+ 0.2 
. - --IF ( IllUM . ;GT.-~ r- GO ·ro l40 .:_ c::.-
IF C <ZZZZ-Z> .LE. A > GO TO 140 
IN= J 
T = 2 
A = ZZZZ - Z 
140. IF < Z-.lE. A > GO TO 150 
IN = J 
T -= 1 












IF < T .NE. 0 > GO TO 155 
IHN+2,M+3) = 1 
GO TO 200 
155 B = 10.0**9 
DO 160 I=1,N 
D = tHI+1, IN+1) 
IF ( T .ED. 2 > D = -1.0*D 
IF CD .LT. 10.0**(-5)) GO TO 160 
D=CHl+1,1>/D 
IF < D .GE. B > GO TO 160 
B = D 
OUT = I 
160 . CONTINUE 
IF ( B .LT. 10.0**5 > GO TO 165 
DO 411 1=1,27 
URITE<S,410> <O<I,J>,J=1,6) 
410 - FORHAT<6F12;-7) 
~11 CONTINUE 
CHN+2,M+3) = 2.0 
GO TO 200 
165 IF ( T .NE. 2 > GO TO 167 
CHN+2,IN+t > = -1.0:t:O<N+2,IN+1) 
0(1-,lN+n~ = -1.0:t:A 
167 ·__:-'. _p =-tHOUT+1-;lN+1) CCC 
DO 180 I=O,N 
IF ( l .EO. OUT > GO TO 180 
D = 0(1+1,lN+l>IP 
.MMM = M+1 · 
__ -:-DO· 170 J=O ,MMM -
. :O<Hl·;J+l) = 0<1+1,J+l) .;;: D:t:O<OUT+~.,.J+t) 
· 170~:..~:.coNTlNUE-~:~ 
OCI+l, IN-t:rL·=. -·LO:t:D ·· ~:. 
1 BO ·:."'f.· · CONT-1-NUE:":·.:o: 
P ="-"ABS<f·r- - · 
MMH =M+1 
· D0-190-J=O,MHM 
O<OUT+1,J+1) = lHOUT+1 ,J+1 > I P 
190 CONTINUE . 
· · .O<OtlT+1-,IN+1) =-1.0 ·I P 
l = 0(0UT+1,M+3) + 0.2 
acmn+~;M+3> -=. -O<H+2,'·IN+n 
O<N+2;1N+H·--== l· 
.GO-·JO 130 · .. 
200 .. RE"rURN .. cc 
DEBUG-SUBCH~{ 
END· 
