Abstract. The conjecture of Bahri, Bendersky, Cohen and Gitler [BBCG] on wedge decompositions of polyhedral products of shifted complexes is settled affirmatively. As a corollary, it is proved that the homotopy type of the complement of a coordinate subspace arrangement associated with a shifted complex, tensored with R r for any r ≥ 1, has the homotopy type of a wedge of spheres.
Introduction
Throughout the paper, spaces and maps mean compactly generated weak Hausdorff spaces having non-degenerate base points and base point preserving maps.
Let us begin with defining polyhedral products. Let K be an abstract simplicial complex on the index set [m] = {1, . . . , m}, where we assume that the empty set is a simplex of K for our convention. Let (X, A) be a collection of pairs of spaces indexed by [m] , say (X, A) = {(X i , A i )} i∈ [m] . For a simplex σ of K, we put
The polyhedral product (or the generalized moment-angle complex) of (X, A) with respect to K is defined as
where the union is taken in X 1 × · · · × X m . Polyhedral products (with respect to the boundary of a simplex) first appeared in the work of Porter [P] in which higher order Whitehead products are defined as the natural maps between certain polyhedral products. After this work, polyhedral products have been studied in homotopy theory along several directions. Recently, in the work of Davis and Januszkiewicz [DJ] , the special polyhedral product Z K (D 2 , S 1 ), called the moment-angle complex of K, was found to play a fundamental role in their theory of, so-called, quasi-toric manifolds (cf. [BP] ), which is a topological analogue of theory of toric varieties, where (D 2 , S 1 ) is the m-copies of (D 2 , S 1 ). Since then, many mathematicians have been studying polyhedral products in a variety of directions, not only in homotopy theory. See [Ba] , [BBCG] , [DO] , [DS] , [FT] , [GT] , [N] , for example. In this paper, we are particularly interested in wedge decompositions of polyhedral products. Let us recall two results on wedge decompositions of polyhedral products; one is due to Grbić and Theriault [GT] and the other is Bahri, Bendersky, Cohen and Gitler [BBCG] .
To state the result of Grbić and Theriault [GT] , we introduce special simplicial complexes called shifted complexes.
Let us consider an application of Theorem 1.7 to coordinate subspace arrangements as in [GT] . Let A be a subspace arrangement in R m which is a collection of vector subspaces of R m . Subspace arrangements have been studied by the interplay of technology in a wide area of mathematics including algebra, combinatorics, geometry and topology. Among other things, the topology of the complements of subspace arrangements plays a fundamental role in the investigation of subspace arrangements. Let M (A) The organization of the paper is as follows. In §2, a sketch of the proof of Theorem 1.7 is given in order to clarify the crucial points and to motivate the construction below. In §3, we collect technical lemmas on pushouts which will be used in the following sections. In §4, the space Z m K is introduced as a generalization of the polyhedral product Z K (CX, X). It is also proved that there are two pushouts involving Z m K by which Z m K turns out to be constructed inductively on m. In §5, the topology of shifted complexes is considered, by which the space W m K is introduced in §6. In §6, it is also shown that there are two pushouts involving W m K which are analogous to those involving Z m K in §3. In §7, a stronger form of Theorem 1.7 is proved by collecting all the result obtained so far. Corollary 1.8 is also proved in this section.
The authors are grateful to the referee for useful advice and comments.
Sketch of the proof
The idea of the proof of Theorem 1.7 is quite simple, but it needs particular constructions and arguments. So it may be helpful to clarify the crucial points of the proof by giving its rough sketch. Detailed constructions and arguments will be given in the following sections.
Let K be a simplicial complex on the index set [k + 1, m] = {k + 1, k + 2, . . . , m} and let L be its subcomplex on [ℓ + 1, m] . We fix a collection of spaces X = {X i } i∈ [m] . We first introduce the space Z 
, that is, K is obtained from a subcomplex with less vertices by adding a new vertex. This is the direction of our induction. It is proved that Z m K is given as the pushout of
where ι : X m → CX m is the inclusion, and that W m K is naturally homotopy equivalent to the pushout of
Then, using these pushouts, the homotopy equivalences ϵ 
for which constructions and discussions are elaborated.
Remark 2.1. We actually introduce the space W m K in order to work only with strictly commutative diagrams instead of homotopy commutative diagrams. Let us here explain the reason why we restrict ourselves to work only with strictly commutative diagrams. Our reference for homotopy pushouts is [M] . Suppose there is the following diagram of solid arrows.
D
If the inner square ABCQ is a homotopy pushout and the outer face ABCD is homotopy commutative, then there exists a dotted arrow w making the whole diagram commute up to homotopy. But the problem is that (the homotopy class of) w depends on the commuting homotopy of the outer face ABCD. If we would like to show the naturality of the form (2.1) for w, its uniqueness is needed. To this end, all commuting homotopies are imposed to be constant, i.e. we work only with strictly commutative diagrams. Otherwise, we must keep track on all homotopies, including higher homotopies, which is impossible in general.
Lemmas on pushouts
In this section, before getting onto the main subject, we collect technical lemmas on pushouts which will be used below. Let us first consider the product of a pushout and a space. We will use this lemma without mentioning in what follows.
Lemma 3.1. Suppose there is a pushout
Then the square
is also a pushout.
Proof. Since spaces are compactly generated and weak Hausdorff as is remarked in the beginning of the paper, the exponential law holds as
i.e. the functor − × E is a left adjoint. Since left adjoint functors commute with colimits, the proof is completed. □
The following two lemmas concern pushouts which are also homotopy pushouts. The first one computes special such pushouts. Lemma 3.2. Define Q as a pushout
where ι : A → CA is the inclusion. Then there is a homotopy equivalence
which is natural with respect to A, B, C, D.
Proof. Embed the pushout
. Taking the quotient of each corner, the resulting square
is also a pushout since colimits commute with colimits, where X ⋉ Y denotes the half smash product X × Y /X × * . Then since half smash products are distributive with respect to wedge sums as
where R is defined as the pushout
One easily sees that R = Σ(A ∧ C) and then the projection
is a homotopy equivalence which is natural with respect to A, B, C, D. Given neighborhoods of base points of B, C, D, one can define a neighborhood of CA in Q by restricting (3.1) to these neighborhoods. Moreover, if the neighborhoods of base points in B, C, D satisfy the conditions for NDR pairs, then so does the above neighborhood of CA in Q also. Then since B, C, D have non-degenerate base points, the inclusion CA → Q is a cofibration, implying the projection Q → Q/CA is a homotopy equivalence. The desired homotopy equivalence is the composite of this projection and (3.2). □
The next lemma shows that one can produce a new homotopy equivalence by gluing together homotopy equivalences along pushouts which are also homotopy pushouts. The result is classical and well known so that the proof is skipped, see [Br] .
Lemma 3.3. Suppose there is a commutative diagram
in which f, g are cofibrations and h 1 , h 2 , h 3 are homotopy equivalences. If A and B are pushouts of the first and the second rows, then the canonical map A → B is also a homotopy equivalence.
The space Z m K
In this section, we introduce the space Z m K and consider two pushouts involving Z m K as is mentioned in §2.
From now on, the following notation is fixed.
• a collection of spaces k+1,m] , the polyhedral product Z K (CX, X) can be defined as above. Let us define the space 
Proof. Observe that the pushout of simplicial complexes
Since every maximal simplex of star K (m) contains the vertex m, it holds that
is identified with 1×ι. Then the first pushout is obtained.
The second pushout is induced from the pushout of simplicial complexes
Topology of shifted complexes
Although combinatorial properties of shifted complexes have been studied extensively, their topological properties is rarely found in literature. Then in this section, we record elementary topological properties of shifted complexes. Using these topological properties of shifted complexes, the space W m K will be defined in the next section. To help understand shifted complexes, let us first give some examples.
Example 5.1. Any skeleton of a simplex is shifted by any order on vertices.
Example 5.2. The square graph is not shifted by any order on vertices.
Example 5.3. In the above two examples, the shiftiness does not depend on the order of vertices. However, by definition, the shiftiness depends on the order on vertices in general. Consider two 1-dimensional simplicial complexes on [4] whose edge sets are
These two simplicial complexes are isomorphic; a square with one diagonal edge. However, the former is shifted but not the latter.
Let us consider a subcomplex of a shifted complex. Of course, not every subcomplex of a shifted complex is a shifted complex. For example, the square graph is not shifted by any order on vertices as in Example 5.2 and it is a subcomplex of the 3-simplex which is shifted by any order on vertices. Notice that since every simplicial complex is a subcomplex of a simplex, the above third example implies that there is a subcomplex of a shifted complex which is not shifted by the induced order but is shifted by an alternative order. We are now interested in subcomplexes of a shifted complex which are shifted by the induced order. We here give two examples of such subcomplexes of a shifted complex. Let us start to consider the topology of shifted complexes. We first look at the connected components, by which the construction of the homotopy equivalence of Theorem 1.7 is divided into two cases; the connected component of the maximum vertex m of K and the remaining part. 
and that the remaining part K −K 0 is discrete, where V (A) denotes the vertex set of a simplicial complex A.
Proof. If K 0 = {m}, the proposition is trivial. Suppose K 0 ̸ = {m}. Let k 0 be the minimum vertex of K 0 . Then k 0 is adjacent to some vertex, say v, implying that v is adjacent to m since v ≤ m. This also implies that any w ∈ [k 0 , m] is adjacent to m. Then the first assertion is proved. Take any vertex u of K − K 0 . If u is adjacent to some vertex, it is also adjacent to m as above, a contradiction. Then u is isolated, implying the second assertion. □
We next give a convenient description of the homotopy types of shifted complexes, which enables us to work only with strictly commutative diagrams as is remarked in §2. Let us set notation. Put
where m(K) is not a simplicial complex, just a collection of simplices. Notice that since Let us give an alternative description of K which is convenient to construct K inductively by the pushout corresponding to (4.1) as is seen in the proof of Proposition 6.1 below. Set
It will be useful in the proof of Proposition 6.1 below to write m 1 (K) and m 2 (K) by using 
Proof. By definition, we have
Then the proof is completed by Proposition 5.7. □
We close this section with an observation about the dimension of simplices in m 2 (K).
Proof. By Proposition 5.6, we have When K is shifted, define the space
which is a homotopy equivalence, where X ⋉ Y is the half smash product X × Y /X × * as above and ∇ is the comultiplication of ΣA. We now define the map 
where we often abbreviate λ 
By (6.3) and the universality of pushouts, if L ′ is shifted, it holds that
′ can be the empty set.
Proposition 6.1. Suppose K, L are connected and shifted. Then there is a homotopy equivalenceφ
Through these identifications, one gets
by Proposition 5.7. Then Lemma 3.2 can be applied to the pushout (6.4) and hence a homotopy equivalence
is obtained, which is natural with respect to W K (i) for i = 0, 1, 2. Since K is connected, it follows from Proposition 5.6 that K I∪m is connected for any ∅ ̸ = I ∈ [k + 1, m − 1]. Then by Proposition 5.9, one has dim σ > 0 for any σ ∈ m 2 (K I∪m ), implying that
Using this suspension parameter, one gets a homotopy equivalence
Hence one obtains a homotopy equivalence
which we denote by δ ′ m . By Proposition 5.7,
and by Proposition 5.8,
Then it follows that
Thus we define the homotopy equivalence as 
is described as the composite
where π(ℓ, k) is as in (6.2) and α i :
The same is true for λ
, then by the naturality of the homotopy equivalence of Lemma 3.2, it holds that .7) δ 
When L is also shifted and ℓ = k, the mapλ Proof. Let us first define a homotopy equivalenceδ i as the composite
where ∇ is the comultiplication. Usingδ i , let us next define a homotopy equivalence
whereÎ denotes the maximum of I and the base point of the two points setÎ ⊔ i isÎ. Applyinĝ m] in turn, one gets a homotopy equivalence
Consider the homotopy equivalence
Since 
K⊔k . We next prove the naturality ofφ m K⊔k . By the naturality ofφ
On the other hand, it clearly holds that
Then, combining the above two equalities together with the definition ofφ Suppose K is shifted. Let us further investigate the pushout (6.8) by describing its right arrow
which will be used to prove the naturality (2.1) in the next section, where [j, m] (
Proof. (1) and (2) [j,m] 
where the last arrow is the restriction of λ [k+1,m] . By the definition of θ m K (i) and the construction of the homotopy equivalence of Lemma 3.2, one sees that 
, where κ i : CX i → CX i pinches the upper half of CX i and µ is the bottom arrow of (6.1).
Therefore, by combining the above two commutative diagrams, the proof is completed. □ 7. Proof of Theorem 1.7
The aim of this section is to prove:
Let us first prove Theorem 1.7 and Corollary 1.8 by assuming Theorem 7.1 holds.
Proof of Theorem 1.7. As is noted above, if k = 0,
Therefore the proof is completed by Theorem 7.1. □
Proof of Corollary 1.8. Buchstaber and Panov proved in [BP] 
. Their proof can be easily generalized to arbitrary r ≥ 1, implying
Therefore the proof of Corollary 1.8 is completed by Proposition 5.7 and Theorem 1.7. □
We now give a proof of Theorem 7.1.
Proof of Theorem 7.1. By induction on m, we construct the homotopy equivalence ϵ
For m = 1, K must be the one point set 1 or the empty set ∅. We put ϵ 
, where κ i : CX i → CX i pinches the upper half of CX i as in the previous section. Then one has
Construction 1 : K is connected.
By the induction hypothesis, there is a commutative diagram
By Proposition 4.1 and Lemma 3.3, this commutative diagram induces a homotopy equivalencē ϵ
between pushouts, and then we put
is as in Proposition 6.1. In order to make the equality for θ
By Proposition 4.1 and Lemma 3.3, the mapε
K⊔k between pushouts induced from the following commutative diagram is a homotopy equivalence.
Then we define Let us next show the naturality of ϵ m K by considering the following three cases, in between the equality for θ m K (i) is also shown. These three cases are used as: Let K 0 and L 0 be the connected component of K and L, respectively. First, the naturality for the pair K 0 ⊃ L 0 is proved by Naturality 1. Next, the naturality for K ⊃ L 0 is proved by Naturality 2 and the induction on k, and then, finally, the naturality for K ⊃ L is proved by Naturality 3 and the induction on ℓ. Therefore the proof of Theorem 7.1 is completed by proving the following. 
It is clear from Proposition 4.1 that the pushout of the back face is the map ρ Thus by the definition of ϵ m K , (7.1) and Proposition 6.1, we obtain 
