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Рассматриваются три архитектуры планировщика кооперативного выполнения потоков в многопоточ-
ном приложении, исполняемом на многоядерной системе. Архитектура А0 использует средства взаимодей-
ствия и синхронизации потоков, предоставляемые операционной системой. Архитектура А1 вводит новый 
примитив синхронизации потоков и единую для планировщика очередь заблокированных потоков, благодаря 
которым уменьшает активность взаимодействия потоков с операционной системой и значительно ускоряет 
процессы блокировки и разблокировки потоков. Архитектура А2 заменяет единую очередь заблокированных 
потоков на отдельные очереди для каждого примитива синхронизации и расширяет набор внутренних состо-
яний примитива, уменьшая взаимозависимость потоков планирования и значительно ускоряя процессы блоки-
ровки и разблокировки рабочих потоков. Архитектуры планировщика реализованы в операционных системах 
Windows на базе технологии User Mode Scheduling. Важные экспериментальные результаты получены для 
многопоточных приложений, реализующих два блочно-параллельных алгоритма решения систем линейных ал-
гебраических уравнений методом Гаусса. Алгоритмы различаются способами распределения данных между 
потоками и моделями синхронизации потоков. Число потоков варьировалось от 32 до 7936. Архитектура А1 
показала ускорение до 8.65%, а архитектура А2 показала ускорение до 11.98 % по сравнению архитектурой А0 
на блочно-параллельных алгоритмах с учетом их прямого и обратного хода. На обратном ходе алгоритмов 
архитектура А1 дала ускорение до 125 %, а архитектура А2 дала ускорение до 413 % по сравнению архитекту-
рой А0. Эксперименты убедительно доказывают, что предлагаемые в статье архитектуры А1 и А2 выигрыва-
ют у А0 тем значительнее, чем большее количество блокировок и разблокировок потоков происходит во время 
выполнения многопоточного приложения.
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Введение
В современном мире, когда многоядерные 
системы распространены повсеместно, разра-
ботка эффективных многопоточных приложе-
ний является актуальной и востребованной за-
дачей. Однако создание многопоточного при-
ложения, способного эффективно использо-
вать весь потенциал многоядерной системы, 
является трудоемкой задачей, требующей при-
влечения высококвалифицированных специа-
листов. C одной стороны, разработка эффек-
тивного многопоточного приложения, способ-
ного адаптироваться к возможностям конкрет-
ной аппаратной архитектуры, требует глубоко-
го понимания механизмов работы операцион-
ной системы и всех аппаратных компонентов. 
С другой стороны, алгоритмы планирования 
потоков, реализуемые операционными систе-
мами, в большинстве своем достаточно уни-
версальны и направлены на обеспечение про-
изводительности системы в целом, а не на до-
стижение максимальной эффективности вы-
полнения конкретного приложения. Зачастую 
они не учитывают особенности того или иного 
аппаратного компонента. 
Поэтому для обеспечения переносимости 
и масштабируемости многопоточного прило-
жения широкое распространение получили 
различные целевые библиотеки и платформы, 
реализующие алгоритмы планирования для 
эффективного выполнения многопоточных при-
ложений с учетом режима многозадачности 
и в привязке к конкретной аппаратной архи-
тектуре [1, 2, 3, 4].
В данной статье исследуются возможности 
повышения производительности библиотеки, 
предоставляющей средства разработки много-
поточных приложений под операционными 
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системами (ОС) семейства Windows и поддер-
живающей кооперативную модель выполне-
ния потоков. Эффективность разрабатываемых 
средств иллюстрируется на задаче решении 
систем линейных алгебраических уравнений 
(СЛАУ) блочно-параллельными методами Га-
усса [5-6] и алгоритмами кооперативного оп-
тимального управления выполнением взаимо-
действующих потоков [8].
Базовая архитектура планировщика
В основу разрабатываемого планировщика 
пользовательских потоков положена техноло-
гия User Mode Scheduling (UMS) [8], появив-
шаяся в семействе операционных систем Win-
dows, начиная с седьмой версии. Базовая архи-
тектура А0 планировщика состоит из несколь-
ких компонентов. 
Менеджер памяти обеспечивает работу с опе-
ративной памятью и наделен способностью 
точечного управления памятью планировщика 
при работе с NUMA (Non-Universal Memory 
Access) [9, 10], буферизации и т. д., а также 
способностью предотвращения взаимных бло-
кировок между пользовательскими потоками 
и потоками планировщика. 
Пользовательский поток (ПП) представляет 
собой надстройку над UmsThread и содержит 
информацию о конфигурации, состоянии и раз-
личных атрибутах, оказывающих влияние на 
обработку ПП планировщиком. 
Поток планировщика (ППЛ) представляет 
собой надстройку над потоком операционной 
системы, выполняющимся в режиме UmsSched-
ulerThread. ППЛ конфигурирует выполнение ПП 
на логическом процессоре (ЛП), при этом, 
с целью группирования потоков, он использу-
ет очередь ОГПП готовых к выполнению ПП, 
очередь ОЗПП заблокированных ПП, а также 
указатель на единую очередь UmsCompletion-
List, предоставляемую ОС для передачи ин-
формации о соответствующих ПП UmsThread, 
отстранённых от выполнения по инициативе 
операционной системы (в случае блокировки 
по системным вызовам, ожидания выделения 
памяти, окончании выполнения и т.д.). Каждый 
логический процессор обслуживает свой ППЛ, 
дающий возможность выполнения любого по-
тока ПП на данном логическом процессоре.
ОС Windows предоставляет широкий спектр 
примитивов синхронизации (мьютекс, собы-
тие, семафор и т.д.), однако блокировка Ums-
Thread и соответствующего ПП осуществляет-
ся одинаково вне зависимости от типа прими-
тива синхронизации.
Проанализируем процессы блокировки и раз-
блокировки ПП (рис. 1) с использованием при-
митива синхронизации ПСОС, построенного 
средствами ОС. Процесс блокировки (рис. 1, а) 
осуществляется по цепочке ПП à ПСОС à ОС, 
при этом ПП вызывает одну из wait функций 
ОС и передает в нее дескриптор ПСОС. Вызов 
wait функции является системным, поэтому 
соответствующий ПП UmsThread блокируется 
ОС до его завершения. Вся цепочка выполня-
ется без какого-либо взаимодействия ПП с ППЛ 
и реализуется посредством взаимодействия 
ПП с ОС. 
В свою очередь, процесс разблокировки ПП 
с использованием ПСОС является достаточно 
сложным и осуществляется, с одной стороны, 
по цепочке ПП1 à ПСОС à ОС, посредством 
взаимодействия ПП1 с ПСОС и вызова функ-
ции, соответствующей данному примитиву 
синхронизации (рис. 1, б). ПСОС подает сиг-
нал ОС на освобождение заблокированного 
потока UmsThread, получив который ОС, по 
цепочке ОС à UMSCL, добавляет разблоки-
рованный UmsThread в очередь UMSCL после 
чего, по цепочке ОС à ППЛ, посылает уве-
домление ППЛ (рис. 1, б). Получив уведомле-
ние, ППЛ по цепочке ППЛ à UMSCL à 
ОГПП à ПП, извлекает UmsThread из очереди 
UMSCL и сопоставляет разблокированный 
UmsThread с ПП. Далее ППЛ переводит раз-
блокированный ПП в состояние «готов» и до-
бавляет его в очередь ОГПП. После этого ППЛ 
                      а                                              б
Рис. 1. Схематическое изображение процессов блоки-
ровки (а) и разблокировки (б) потока ПП с использова-
нием базовой архитектуры А0 и примитива синхрони-
зации ПСОС
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извлекает ПП из ОГПП и переходит к его вы-
полнению (рис. 1, б). 
Модифицированная архитектура 
планировщика
С целью упрощения и ускорения процес-
сов блокировки и разблокировки потоков ПП 
по сравнению с базовыми процессами блоки-
ровки и разблокировки UmsThread в ОС, раз-
работан новый примитив синхронизации (ПС) 
и новая архитектура А1 планировщика. Они 
учитывают возможности, предоставляемые 
UMS, и расширяют их до библиотеки «Плани-
ровщик», предоставляющей эффективные сред-
ства кооперативного управления выполнением 
пользовательских потоков. Отличительной осо-
бенностью новой архитектуры и ПС является 
исключение взаимодействия с ОС при управ-
лении ПП.
Взаимодействие ПС с ПП происходит со-
гласно алгоритму, показанному на рис. 2. Про-
цесс блокировки осуществляется следующим 
образом (рис. 2, а). ПП проверяет текущее со-
стояние ПС. Если ПС находится в состоянии 
«установлен», то ПП, по цепочке ПП à ПС à 
ПП, изменяет его состояние на «не установ-
лен» и продолжает выполнение. Если ПС на-
ходится в состоянии «не установлен», то ПП, 
по цепочке ПП à ПС à ППЛ à ОЗПП, реги-
стрирует исполняющий его ППЛ для получе-
ния уведомления от данного ПС при переводе 
его с состояние «установлен» и возвращает 
управление исполняющему ППЛ, который из-
меняет состояние ПП на «заблокирован» и до-
бавляет его в ОЗПП (рис. 2, а).
Процесс разблокировки происходит следу-
ющим образом (рис. 2, б). Поток ПП1, по це-
почке ПП1 à ПС à ППЛ,  переводит ПС в со-
стояние «установлен» и посылает каждому за-
регистрированному ППЛ уведомление о том, 
что данный ПС находится теперь в этом состо-
янии. ППЛ, получив уведомление от ПС, про-
веряет каждый ПП, находящийся в ОЗПП, на 
возможность его разблокировки. Все разблоки-
рованные ПП переводятся, по цепочке ППЛ à 
ОЗПП à ОГПП, в очередь ОГПП и становятся 
доступными для дальнейшего выполнения 
(рис. 2, б). Затем ППЛ выбирает из ОГПП сле-
дующий ПП и переходит к его непосредствен-
ному исполнению. 
Анализ  
модифицированной архитектуры
С целью выявления достоинств и недо-
статков модифицированной архитектуры А1 
планировщика потоков были проведены вы-
числительные эксперименты с многопоточны-
ми приложениями, решающими прикладные 
задачи. В частности, эксперименты над двумя 
блочно-параллельными алгоритмами Метод1 
и Метод2 [5–7], реализующими метод Гаусса 
решения СЛАУ, показали, что время выполне-
ние обратного хода как для Метода 1, так и для 
Метода 2 сократилось для каждого количества 
потоков (рис. 3). 
В то же время, анализ модифицированной 
архитектуры планировщика А1 выявил следу-
ющие факторы, оказывающие негативное вли-
яющие на его производительность:
1. Для реализации процессов блокировки 
и разблокировки ПП с использованием ПС не-
обходима регистрация каждого ППЛ с целью 
получения уведомления о переводе ПС в со-
стояние «установлен».
2. Разблокировка каждого ПП, получивше-
го уведомление от ПС, требует поиска, осу-
ществляемого ППЛ в очереди ОЗПП.
3. Обеспечение корректного доступа к еди-
ной очереди UMSCL и возможность одновре-
менного доступа нескольких ППЛ к одному 
ПП сериализуют процессы планирования, что, 
в свою очередь, приводит к замедлению рабо-
ты многопоточного приложения.
Выявленные в процессе анализа факторы 
снижения производительности многопоточно-
го приложения обосновывают необходимость 
дальнейшего совершенствования планиров-
щика.
                         а                                              б
Рис. 2. Схематическое изображение процессов блоки-
ровки (а) и разблокировки (б) потока ПП с использова-
нием модифицированной архитектуры А1 и примитива 
синхронизации ПС
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Усовершенствованная архитектура 
планировщика
С целью повышения производительности 
планировщика, архитектура А1 усовершенство-
вана и доработана до архитектуры А2 (рис. 4). 
Очередь UMSCL, единая для всех ППЛ, ис-
пользовалась в архитектуре А1 для более бы-
строй реакции планировщика на добавление 
UmsThread в очередь UMSCL. Однако при 
этом возникает проблема корректного доступа 
к единой очереди UMSCL большого размера, 
порождающая проблему сериализации работы 
планировщика при обеспече нии доступа к ПП. 
ППЛ использует механизм сериализации, реа-
лизованный посредством атомарных операций 
CAS. В архитектуре А2 проблема сериализа-
ции решается созданием отдельной очереди 
UMSCL для каждого ППЛ, обслуживающего 
отдельный логический процессор, и в переме-
щении очереди заблокированных потоков 
ОЗПП из потока планирования ППЛ в прими-
тив синхронизации ПС. Такая модификация 
архитектуры исключает полный обход всей 
очереди ОЗПП при получении уведомления от 
ПС и упрощает задачу поиска ПП для разбло-
кировки. Она значительно сокращает время 
разблокировки и объем работы, выполняемый 
ППЛ, и не требует регистрации ППЛ в ПС.
Для ускорения процесса блокировки ПП, 
в примитив синхронизации ПС введены до-
полнительные состояния. Среди них два ко-
нечных состояния «установлен» и «не уста-
новлен», и два переходных состояния «уста-
навливается» и «присоединяется». «Устанав-
ливается» означает переход ПС из состояния 
«не установлен» в состояние «установлен» 
и освобождение ПП из ОЗПП данного ПС. 
«Присоединяется» означает то, что ППЛ осу-
ществляет процесс добавления ПП в ОЗПП 
данного ПС. Состояния «устанавливается» 
и «присоединяется» имеют по два подсостоя-
ния, описывающих ситуации, когда в процессе 
установки или присоединения ПП другой ПП1 
пытается перевести ПС в состояние «установ-
лен» или «не установлен». Поэтому ПП1, пы-
тающийся изменить состояние ПС должен по-
вторить запрос по завершении процесса ПП. 
Такой набор состояний позволяет нескольким 
ПП одновременно обращаться к одному ПС, 
и позволяет нескольким ППЛ выполнять про-
цедуру добавления ПП в ОЗПП данного ПС 
без блокировки и без сериализации доступа 
к ПС.
Рис. 3. Ускорение в процентах выполнения обратного хода в алгоритмах Метод1 и Метод2 решения СЛАУ усовер-
шенствованным планировщиком А1 по сравнению с планировщиком А0 в зависимости от количества пользова-
тельских потоков
                      а                                              б
Рис. 4. Схематическое изображение процессов блоки-
ровки (а) и разблокировки (б) потока ПП с использова-
нием усовершенствованной архитектуры А2
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С целью ускорения процессов блокировки 
и разблокировки потоков, алгоритмы взаимо-
действия ПП и ПС полностью пересмотрены 
(рис. 4). Теперь заблокированные ПП хранятся 
в отдельной для каждого ПС очереди ОЗПП 
вне потока планирования ППЛ. Процесс бло-
кировки показан на рис.4а. ПП проверяет те-
кущее состояние ПС. Если ПС находится в со-
стоянии «не установлен», то ПП возвращает 
управление исполняющему ППЛ с указанием 
осуществления его блокировки на данном ПС. 
По цепочке ПП à ПС à ППЛ à ОЗПП, поток 
планирования ППЛ переводит ПС в состояние 
«заблокирован» и добавляет его в очередь 
ОЗПП данного ПС. Процесс разблокировки 
показан на рис. 4, б. ПП1 переводит ПС в со-
стояние «устанавливается». Если ОЗПП содер-
жит хотя бы один ПП, то, по цепочке ПП1 à 
ПС à ОЗПП à ОГПП, ПП1 извлекает ПП из 
очереди ОЗПП, переводит в состояние «готов» 
и добавляет в ОГПП потока планирования 
ППЛ, обсуживающего логический процессор, 
на котором будет исполняться ПП. После этого 
примитив синхронизации ПС переводится в со-
стояние «не установлен». Если ОЗПП не со-
держит ни одного потока ПП, то ПП1 перево-
дит ПС в состояние «установлен». 
Экспериментальная среда
Эксперименты над планировщиком пото-
ков выполнены на многоядерной системе, ос-
нащенной двумя процессорами Intel®Xeon® 
CPUE5520 и оперативной памятью 16 GB, ра-
ботающей с частотой 1 GHz. Каждый процес-
сор включает 4 ядра, работающих с частотой 
2.26 GHz и оснащенных технологией Hyper- 
Threading Technology. Каждый физический про-
цессор имеет разделяемую между ядрами кэш 
память емкостью 8 MB, а каждое ядро имеет 
локальную кэш память первого уровня емко-
стью 64KB и второго уровня емкостью 256 KB. 
Кроме того, каждый из 2-х физических про-
цессоров выполняет доступ к локальной и уда-
ленной памяти по принципу точка-точка с ис-
пользованием технологии NUMA. Благодаря 
технологии QPI (Quick Path Interconnect) каж-
дый процессор обладает интегрированным 
контроллером для работы с памятью. Управле-
ние многоядерной системой осуществляется 
ОС Windows Server 2012 R2 64.
Результаты вычислительных 
экспериментов
Рис. 3 сравнивает результаты работы моди-
фицированного планировщика А1 с результа-
тами работы базового планировщика А0, по-
лученными при решении СЛАУ блочно-парал-
лельными алгоритмами Метод1 и Метод2 [5–7], 
реализованными в виде многопоточных при-
ложений. Рис. 5 дает сравнение усовершен-
ствованного планировщика А2 с модифициро-
ванным планировщиком А1 на тех же алгорит-
мах решения СЛАУ. Совместный анализ рис. 3 
и 5 позволяет выполнить сравнение А2 с А0. 
Заметим, что алгоритмы Метод1 и Метод2 раз-
личаются разбиением программного кода и эле-
Рис. 5. Ускорение в процентах выполнения обратного хода в алгоритмах Метод1 и Метод2 решения СЛАУ усовер-
шенствованным планировщиком А2 по сравнению с планировщиком А1 в зависимости от количества пользова-
тельских потоков
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ментов данных по потокам, количество кото-
рых варьируется от 32 до 7936.
При решении СЛАУ алгоритмом Метод1 
с использованием планировщика А1 получен-
ное ускорение выполнения обратного хода по 
сравнению с планировщиком А0 составило от 
3.45% (64 потока) до 125.47% (7936 потоков). 
Для 3968 потоков при учете прямого и обрат-
ного хода процесса решения СЛАУ время вы-
полнения сократилось с 404.99 сек до 375.83 сек, 
а ускорение составило 7.76%. Что касается об-
ратного хода, его время сократилось с 27.57 сек 
до 14.54 сек, а ускорение составило 89.71%. 
В свою очередь ускорение, полученное плани-
ровщиком А2 по сравнению с планировщиком 
А1, варьировалось от 2.03% (496 потоков) до 
166.03% (992 потока). Для 3968 потоков, при 
учете прямого и обратного хода процесса ре-
шения СЛАУ, время выполнения сократилось 
с 375.83 сек до 367.1 сек, а ускорение состави-
ло 2.38%. Чистое же время обратного хода со-
кратилось с 14.54 сек до 8.77 сек, при этом по-
лучено ускорение 65.82%. Таким образом, для 
3968 потоков общее время выполнения с ис-
пользованием усовершенствованной архитек-
туры планировщика А2 по сравнению с базо-
вой архитектурой А0 сократилось с 404.9 сек 
до 367.1 сек, а ускорение составило 10.33%. 
Чистое же время обратного хода сократилось 
с 27.57 сек до 8.77 сек, при этом получено 
ускорение 214.57%.
При решении СЛАУ алгоритмом Метод2 
с использованием модифицированной архитек-
туры планировщика А1 полученное ускорение 
выполнения обратного хода по сравнению с ба-
зовой архитектурой планировщика А0 соста-
вило от 0.09% (3968 потока) до 17,81% (128 
потоков). Для 3968 потоков, при учете прямого 
и обратного хода процесса решения СЛАУ, 
время выполнения сократилось с 413.14 сек до 
380.26 сек, а ускорение составило 8.65%. Чи-
стое же время обратного хода сократилось 
с 6.0695 сек до 6.0639 сек, при этом получено 
ускорение 0.09%. В свою очередь ускорение, 
полученное с использованием усовершенство-
ванной архитектуры планировщика А2 по 
сравнению с модифицированной архитекту-
рой планировщика А1 составило от 56.20% 
(32 потока) до 411.11% (7936 потоков). Для 
3968 потоков, при учете прямого и обратного 
хода процесса решения СЛАУ, процессорное 
время сократилось с 380.26 сек до 368.92 сек, 
а ускорение составило 3.07%. Чистое же время 
обратного хода сократилось с 6.0639 сек до 
2.3035 сек, при этом получено ускорение 
163.25%. Таким образом, для 3968 потоков об-
щее время выполнения с использованием усо-
вершенствованной архитектуры планировщи-
ка А2 по сравнению с базовой архитектурой 
А0 сократилось с 413.14 сек до 368.92 сек, 
а ускорение составило 11.98%. Чистое же вре-
мя обратного хода сократилось с 6.0695 сек 
до 2.3035 сек, при этом получено ускорение 
163.49%.
Заметим, что прирост производительности 
получен для всех конфигураций потоков, ис-
пользованных при проведении экспериментов.
Заключение
Повышение производительности плани-
ровщика пользовательских потоков в системе 
с кооперативной многозадачностью достигнуто 
усовершенствованием его архитектуры и алго-
ритма работы. Изменение процессов блоки-
ровки и разблокировки потоков с использова-
нием предлагаемого примитива синхрониза-
ции, а также ряд других изменений, затронув-
ших основные компоненты планировщика, 
позволили значительно сократить время вы-
полнения блочно-параллельных алгоритмов 
решения СЛАУ методом Гаусса и получить 
ускорение обратного хода до 413% при общем 
ускорении решения системы от 10.33% до 
11.98%. Модернизация планировщика позво-
лила получить не только прирост производи-
тельности на экспериментальной многоядер-
ной системе, но также улучшить масштабиру-
емость планировщика в расчете на более мощ-
ные многоядерные системы, где количество 
потоков может возрастать значительно.
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Karasik O., Prihozhy A.
ADVANCED SCHEDULER FOR COOPERATIVE EXECUTION OF THREADS  
ON MULTI-CORE SYSTEM
Belarusian National Technical University
Three architectures of the cooperative thread scheduler in a multithreaded application that is executed on a multi-core 
system are considered. Architecture A0 is based on the synchronization and scheduling facilities, which are provided by the 
operating system. Architecture A1 introduces a new synchronization primitive and a single queue of the blocked threads in the 
scheduler, which reduces the interaction activity between the threads and operating system, and significantly speed up the 
processes of blocking and unblocking the threads. Architecture A2 replaces the single queue of blocked threads with dedicated 
queues, one for each of the synchronizing primitives, extends the number of internal states of the primitive, reduces the inter-
dependence of the scheduling threads, and further significantly speeds up the processes of blocking and unblocking the 
threads. All scheduler architectures are implemented on Windows operating systems and based on the User Mode Scheduling. 
Important experimental results are obtained for multithreaded applications that implement two blocked parallel algorithms of 
solving the linear algebraic equation systems by the Gaussian elimination. The algorithms differ in the way of the data distri-
bution among threads and by the thread synchronization models. The number of threads varied from 32 to 7936. Architecture 
A1 shows the acceleration of up to 8.65% and the architecture A2 shows the acceleration of up to 11.98% compared to A0 ar-
chitecture for the blocked parallel algorithms computing the triangular form and performing the back substitution. On the 
back substitution stage  of the algorithms, architecture A1 gives the acceleration of up to 125%, and architecture A2 gives the 
acceleration of up to 413% compared to architecture A0. The experiments clearly show that the proposed architectures, A1 
and A2 outperform A0 depending on the number of thread blocking and unblocking operations, which happen during the exe-
cution of multi-threaded applications. The conducted computational experiments demonstrate the improvement of parameters 
of multithreaded applications on a heterogeneous multi-core system due the proposed advanced versions of the thread scheduler.
Keywords: Multi-threaded application, scheduler, cooperative model, multi-core system.
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