As a result of our study outlined herein, a CMOS supply voltage of around 1 V is expected to be widely accepted as a standard in the design of the next generation bulk-CMOS and SOI VLSI, offering a temperature insensitive operation. Thus the transition from today's 3.3 V supply voltage standard to the temperature insensitive supply voltage of around 1 V could happen sooner than most designers have predicted. 
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I. INTRODUCTION
Data array representation and approximation are of practical importance as they are closely related to the problem of data compression as well as many decomposition-based digital signal processing techniques [1] - [8] . There are two distinct classes of transform techniques that have proven useful for signal representation and approximation. One is the class of "interdomain" transform techniques that transform the signals at hand from the spatial (or time) domain to the frequency domain or vice versa. The discrete Fourier transform (DFT) and discrete cosine transform (DCT) are well known representatives in this class. The other is the class of "intradomain" transform techniques that transform the signals within the same domain. The singular value decomposition (SVD) is a typical example belonging to the second class. In [8] a multidimensional (M-D) outer product expansion (OPE) algorithm was proposed and applied to several sample images. Although the algorithm developed in [8] does not produce optimal LRA in general, the results reported there have demonstrated that lower bit rate can be achieved by considering the problem in a higher dimension. Mathematically a discrete M-D signal can be treated as an M th-order tensor, and the approximation of M-D signals can be considered in tensor spaces. Reference [9] presents an approximation theory in tensor product spaces.
This brief describes an algorithmic development of the optimal low-rank approximation (LRA) of M-D discrete arrays with M 3:
The M-D LRA also belongs to the class of intradomain methods and can be viewed as a dimensional generalization of the SVD. The dimensions of arrays considered here are higher than two, and emphasis will be given to the three-dimensional (3-D) case. Application of the proposed LRA algorithms to the approximation of image sequences is presented in Section III.
II. OPTIMAL LRA OF 3-D ARRAYS

A. A Brief Overview of the SVD
Let A be an m 2 n real-valued matrix of rank r; the SVD of A is the decomposition A = U 6V T where U and V are m 2 m and n 2 n orthogonal matrices, and 
The following properties are of crucial importance in many applications of the SVD, and will be frequently cited in the rest of the paper. Note that this definition is consistent with the concept of rank for ordinary matrices. The optimal LRA problem to be investigated in this section can now be formulated as follows. Given a 3-D array D = fd ijk ; 1 i m; 1 j n; 1 k pg of rank r; find a
Using the definition of rank, the above problem can be reformulated as to find for a given D vectors u k 2 R n ; v k 2 R m ; and w k 2 R p for k = 1; 11 1; K such that the error function
is minimized. . . .
C. An Optimal Solution to the 3-D LRA Problem
If we temporarily fix u 1 ; 1 11; u K in (6) and use (4), the error function can be computed as follows: 
By using the Kronecker product notation, the above K sets of equations can be combined into the following pair of matrix equations: I n and I p are n 2 n and p 2 p identity matrices, respectively, and denotes the Kronecker product [10] .
Equations (10a) and (10b) are two key equations in our study because they not only characterize the vectors v and w that minimize the error function J K (with a fixed u!), but also exhibit a structure similar to (3a) and (3b), from which the consistency of our development with the conventional SVD can be appreciated. As a matter of fact, if array D is degenerated to a matrix and thus vectors fu i ; 1 i Kg and fa kj g are eliminated in (8)- (10), then matrix S x; k defined by (8b) becomes matrix D itself, and (9a) and (9b) become
Note that although (12a) and (12b) are still nonlinear in v and w; k is less than a prescribed tolerance, and at that time v = v (i+1) and w = w (i+1) are claimed to be the solution of (10) . Although a mathematical convergence proof of scheme (14) has not been available, in our simulation study scheme (14) works well for arrays of various sizes. Now recall that the above solution vectors v and w are obtained with a fixed u; hence the triple fu; v; wg is unlikely to be the one that minimizes JK in (6). However, since a quasioptimal pair fv; wg has been obtained, the pair can be used to obtain an improved u by minimizing J K in (6) with respect to u; with v and w fixed. From 
With the new vector u from (18), matrices S x ; B; and C in (11) are updated, and an improved pair fv; wg can be computed using iteration (14). This procedure repeats until the difference between the new triple fu; v; wg and the preceding triple is less than a given tolerance. In the rest of the brief, the above solution procedure will be referred to as Algorithm 1, and a diagrammatic explanation of the algorithm is shown in Fig. 1 . Two remarks about the algorithm are now in order. First, a solution obtained from Algorithm 1 is only a local minimum of JK in (6) . By (6) we see that J K is a highly nonlinear function of the unknown vectors-if we collect all u; v; and w and define
T ; then JK is a 6th-order polynomial of x: Note also that Algorithm 1 starts with an initial u; consequently the solution so obtained depends on the initial u: A possible way to obtain an improved local minimum is to set up an additional optimization process at a level higher than the optimization sketched in Fig. 1 as a supervisory mechanism which feeds an initial u into the optimization process in Fig. 1 , compares its output to the outputs obtained from different initial u; and generates a new initial u that would lead to a better local solution. Second, the u k 's (and v k 's and w k 's) obtained from Algorithm 1 are not orthogonal in general. Although similarity between the key equations (3) (for matrices) and (10) (for the 3-D arrays) exists, the crucial difference between them is that (3) implies The dimensions of v (i+1) ; w (i+1) in (14) and u in (18) are Kn; Kp; and Km; which could be fairly high for a large size array. Consequently, the matrices involved in (14) and (18) may cause storage difficulties for the computer. The problem can be considerably eased off by taking the advantage of the special structure of the Kronecker products involved as well as the block diagonal structure of Sx: As a matter of fact, if we denote C 01 (w From (19) we see that each vectorṽ
can be evaluated by summing up K vectors, each of which is a result of a matrix multiplication of size n 2 p by p 2 1 (p 2 n by n 2 1); followed by a scalar multiplication. As compared to (14), (19) considerably reduces the data memory required. Similarly, compared to (18), the evaluation of u k using (20) requires a much-reduced data memory.
So for algorithm implementation, (14) and (18) in Fig. 1 should be replaced by (19) and (20), respectively.
E. The K = 1 Case and a Suboptimal Solution
The K = 1 case corresponds to the problem of finding vectors u1 2 R m ; v1 2 R n ; and w1 2 R p such that J1 = kD0u11v11w1k On comparing (21) 
i.e., is evaluated, to which the same algorithm is applied to obtain the second triple fu2; v2; w2g that best approximates R1: In general, at the kth step of the procedure, the (k 0 1)th residual array
is constructed, to which Algorithm 2 is applied to obtain the kth triple fu k ; v k ; w k g: As far as the rank of D is greater than K; applying Algorithm 2 K times generates a residual sequence R1; R2; 11 1;RK whose F -norm is strictly monotonically decreasing, and each kR k k F We now conclude this section with two remarks. First, we emphasize that the solution obtained by the above approach is a local one, and that the rank-K approximation D K is only suboptimal, except the K = 1 case. This is to say that for a given K > 1; the approximation made using this method yields larger error as opposed to that of Algorithm 1. This is another important difference between the processing of 3-D and 2-D arrays. As was noted at the end of Section II-A, for a 2-D array these two solutions are identical. We shall touch upon this issue again in Section III. Second, it is noted that the suboptimal solution was also proposed in [8] . However, the analytic method used there to compute the solution is different from ours.
III. APPROXIMATION OF AN IMAGE SEQUENCE
In this section, we describe an example in which the algorithms developed in Section II are applied to an image sequence in order to obtain its approximations that are close enough to the original sequence with substantially reduced data storage. The sequence at hand contains sixteen frames of 81 2 81 images that describes a circular object with 256 gray levels (8 bits) rotating about 15 with respect its center. This image sequence is selected for testing the algorithms for two reasons: 1) each image has edges (one line segment and one circle) as well as smooth areas where the gray levels are linearly distributed; and 2) a large portion of the object, i.e., the disk, is moving throughout the sequence. The even number of images of the sequence are shown in the two upper rows in Fig. 3 . Algorithms 1 and 2 with = 0:5 were applied to the sequence with K varying from 2 to 20, and the approximation errors obtained are listed in Table I . It is observed that the optimal LRA's that Algorithm 1 generates are consistently better than those obtained from Algorithm 2, although the computation complexity of Algorithm 1 grows rapidly with K:
From Table I we see that with K = 20; the F -norm of the optimal LRA is 15.1310. This means that, on average, the error for each pixel of the sequence is about It is important to stress that by using the proposed approximation method combined with the coding techniques similar to [4] or [11] , where statistical properties of the singular vectors are taken into account, substantially higher compression ratio can be achieved.
IV. CONCLUDING REMARKS
We have described two algorithms for LRA of 3-D signals. Extension of the algorithms to the four-dimensional (4-D) case is straightforward, and omitted here. It is interesting to note that the problem of approximating a 2-D array can also be tackled in a 4-D framework. Indeed, using the one-to-one mapping 
