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Abstract:  
The pathway toward the tailored synthesis of materials starts with precise characterization of 
the conformational properties and dynamics of individual molecules. Electron spin resonance 
based scanning tunneling microscopy can potentially address molecular structure with 
unprecedented resolution. Here, we determine the fine structure and geometry of an 
individual TiH molecule, utilizing a combination of a newly developed mK ESR-STM in a 
vector magnetic field and ab initio approaches. We demonstrate a strikingly large anisotropy 
of the g-tensor unusual for a spin doublet ground state, resulting from a non-trivial orbital 
angular momentum. We quantify the relationship between the resultant fine structure, 
hindered rotational modes, and orbital excitations. Our model system provides new avenues 
to determine the structure and dynamics of individual molecules with unprecedented 
precision. 
  
Main text 
Precisely determining the fine structure, dynamics, and geometry of an individual molecule, 
with sub-molecular resolution, is a grand challenge in numerous fields of nanoscience. 
Scanning probe microscopy (SPM) has emerged as a surface imaging approach capable of 
intramolecular resolution of individual molecules [1, 2], quantifying conformational 
modifications like the static Jahn-Teller distortion [3], or light-assisted conformational 
changes [4]. Complementary to imaging, SPM-based inelastic excitation spectroscopy (ISTS) 
has been successfully applied to infer the various intramolecular vibrational [5], rotational [6, 
7] or hindered rotational modes [8]. However, these methods lack the precision to quantify 
the interplay between structure and molecular geometry like methods such as electron spin 
resonance (ESR) [9, 10]. These methods are also not well suited for studying low-energy 
dynamics, such as the quantum zero-point motion of hydrogen and other light elements that 
are quenched by strong tip-sample interactions. Moreover, the resolution of traditional SPM, 
particularly scanning tunneling microscopy (STM), is limited by both convolution [1, 11, 12] 
and current preamplifier related bandwidth issues that preclude insight into the structure and 
rotational dynamics of individual molecules. 
Hybrid methods have recently emerged, combining the spatial resolution of STM with 
temporal resolution [13, 14] driven by continuous wave excitation [15]. THz-based STM [16, 
17] has been used to excite and quantify the vibrational motion of an individual 
phthalocyanine molecule with picosecond precision [18]. Likewise, electron 
paramagnetic/spin resonance has been established [15, 19, 20], based on a combination of 
microwave excitation of the STM junction, with the detection of spin-polarized current [21] of 
individual atoms. This technique, referred to as ESR-STM, has been used to quantify 
magnetic interactions, hyperfine couplings, and the coherent dynamics of individual magnetic 
impurities with unprecedented resolution [22-24]. However, in the spirit of traditional 
EPR/ESR, ESR-STM has yet to be applied to infer the molecular structure and the related 
low-energy modes of an individual molecule. 
Here, we quantify the fine structure of an individual titanium-hydride molecule (TiH) on the 
surface of magnesium oxide (MgO), and use this to determine the molecular geometry of TiH 
with picometer precision. Utilizing a newly developed ESR-STM to access previously 
unmeasured bands in multi-directional magnetic fields at milliKelvin temperature [25] we 
observe a giant anisotropy in the g-tensor concomitant with a spin-½ (doublet) ground state. 
Along a field direction parallel to the surface, the g-factor nearly has the electron value, as 
expected for an ideal double. However, the g-factor is strongly renormalized in a field 
direction perpendicular to the surface. In the light of the inability to adequately describe our 
experiments within conventional density functional theory (DFT), as well as the mean-field 
DFT+U approach, we develop a novel approach starting from gas phase calculations based 
on ab initio quantum chemistry (QC) which properly accounts for correlation effects in this 
system. Within this QC picture, we account for the Coulomb interactions generated by the 
ions of the surface, and illustrate how the spin quartet electronic ground state of the isolated 
TiH molecule transforms into a doublet state as it approaches the MgO surface. We reveal 
that the origin of the strongly anisotropic g-tensor stems from a sizable orbital angular 
momentum of the electronic ground state when the molecule is near the surface. 
Implementing quantum-mechanical models considering non-Born-Oppenheimer dynamics 
within an exact electrostatic model, we relate the experimental data to the geometrical 
structure, orbital excitation energies, and the hindered rotational modes with sub-angstrom 
precision.  
TiH is a radical molecule relevant in molecular astrophysics and astrochemistry due to its 
abundance in space [26]. It has been predicted to host an electronic 4Φ state [26], with three 
unpaired electrons. Nevertheless, there is no experimental data identifying its electronic 
structure in the gas phase. Starting from ab initio quantum chemistry, we consider the TiH 
molecule in gas phase with C∞v symmetry, in order to fully account for the orbital angular 
momentum. In the absence of the surface, TiH resides in the 4Φ state, with a projected orbital 
angular momentum  = 3 and spin angular momentum (S) in a quartet configuration, S = 3/2. 
In the gas phase, the 4Φ state is strongly favored (green) over the excited 2∆ state (orange), 
with  = 2 and a doublet S = 1/2, with an energy separation of 343 meV (Fig. 1A).  
The adsorption of TiH onto MgO strongly modifies the electronic structure of the molecule, 
and limits its angular motion due to the ionic environment. As the computational complexity 
greatly increases when incorporating a surface into ab initio quantum chemistry calculations, 
we properly accounted for the MgO atoms directly below TiH and mimic the rest of the 
surface by a finite lattice of point charges, ±2𝑒, having the four-fold rotational symmetry of 
MgO(100), and used the lattice parameters obtained from the relaxed DFT+U calculations 
(supplementary section S7). The ionic nature of MgO with a band gap of ≈ 6 eV [27], highly 
localizes the charges, and the lack of electronic states near the Fermi energy suggests a 
point charge model is a good approximation. Starting from the gas-phase calculations, we 
computed the state energies of the 4Φ and 2∆ electronic states of the TiH molecule as a 
function of distance (d) normal to the MgO surface (Fig. 1A). We considered TiH adsorption 
on top of oxygen (top site), in order to directly compare to the experimental data. As 
optimized by DFT+U calculations and in agreement with previous reports [22, 28], an upward 
displacement of the O atom towards the molecule of 0.48 Å is found. The Ti-H bond distance 
of 1.773 Å was optimized within the QC calculations (supplementary section S8). Moreover, 
from gas-phase calculations, we found a spin-orbit coupling constant of 13.6 meV. 
As the molecule approaches the surface, there is a crossover in the favored ground state 
from the 4Φ state to the 2∆ state. The minimum in energy (dotted line) was attained at 
approximately the calculated relaxed height from the DFT+U (dashed line), at d ≈ 2.50 Å. 
The change in the ground state can be attributed to a higher electron density below the TiH 
in the 4Φ state than the 2∆ state, resulting in a larger repulsion of the 4Φ state compared to 
the 2∆ state. This also forces the H atom to reside above the Ti atom, while the latter is closer 
to the O site. For d = 2.42 Å, the degeneracy between the two preferred orbitals 2∆x²-y² 
(orange) and 2∆xy (cyan) is broken leading to an energy separation of ≈ 70 meV. This leads to 
a partially quenched orbital moment at short distances to the surface, which will be discussed 
later. The striking difference between QC and DFT+U [22, 28], is that the molecule retains a 
sizeable orbital angular momentum compared to the negligible values resulting from DFT+U 
(supplementary Table S2). Although the ground state maintains a non-trivial orbital angular 
momentum, the 2∆ state hosts a spin doublet ground state and should not be susceptible to 
residual magnetic anisotropy in line with previous experimental observations [24].  
In order to probe the orbital angular momentum of the TiH molecule and the possible effect 
of a crystal field, we adopt ESR-STM [15] down to mK temperatures [25, 29] in magnetic field 
orientations parallel and perpendicular to the surface to extract the g-tensor, as schematically 
depicted in Fig. 1B. By operating at lower temperature, we access new frequency bands 
corresponding to absolute energies roughly an order of magnitude lower than previously 
studied [15]. Our use of magnetically stable bulk Cr probes [19, 30] ensures spin polarization 
at zero-field and enables ESR-STM at both magnetic field polarities. After cold deposition of 
Ti, TiH molecules appeared on both top and bridge sites of a two monolayer (ML) thick patch 
of MgO grown on a Ag(100) surface (see methods [31]). We additionally co-deposited Fe 
atoms on the surface for tip preparation and calibration, and both species can be identified 
by a combination of their apparent height (Fig. 1C) and spectroscopic fingerprints 
(supplementary section S1). For the ESR measurements, we operated in two complementary 
modes, namely external magnetic field (B) sweep (B-sweep) mode or frequency (f) sweep (f-
sweep) mode. In the first mode (B-sweep), we measured at selected values f, while the 
external field Bext was swept, and in the second mode (f-sweep), Bext was kept constant while 
f was swept [31].  
We observed resonant excitations in both previously probed frequency bands as well as new 
band regimes (0.3 – 21 GHz). The resonance peak shifts at rates that depend on the 
orientations of Bext (Fig. 2). Measurements in B-sweep mode for Bext in the ┴- (red) and ǁ-
directions (blue) to the surface are shown in Fig. 2B, measured at constant RF amplitude 
(VRF = 7.9 mV) and at selected frequencies ranging from 1.165 to 10.92 GHz. Resonance 
peaks are each fitted with a Lorentzian (not shown), enabling precise identification of the 
peak location and width.  
Strikingly, these linear trends have distinct slopes depending on the orientation of Bext. The 
description of these different slopes resides in the anisotropy of the g-tensor, which is 
schematically depicted in Fig. 2A. The allowed ∆mJ = ±1 ESR transitions at a given 
frequency occur for different amplitudes of Bext, depending on the magnetic field orientation. 
Likewise, the linear behavior was observed in both orientations for both polarities of Bext, 
enabling the determination of the offset magnetic fields due to the magnetic probe. We 
performed f-sweep mode measurements on the same molecule in the band f = [7.9 – 8.5 
GHz]. Similar to the B-sweep mode, the peak positions extracted from Lorentzian fitting (solid 
lines) revealed an identical linear trend with slopes depending on the orientation of Bext.   
In order to ascertain the g-tensor, as well as set an upper bound of a potential zero-field 
splitting, we performed repeated measurements in both modes, in bands from 382 MHz to 22 
GHz. Fig. 3A shows the extracted resonance peak positions of 21 experimental data sets 
with both measurement modes. All data points were measured with the same measurement 
parameters for distinct micro-tips, different TiH molecules, as well as for various frequencies 
or B-field ranges and orientations. Both the B- and f-dependencies remain linear down to 
frequencies of 382 MHz and up to ≈ 21 GHz (inset). We observed non-linear trends for some, 
but not all, data sets at low frequencies (Figs. 3A and S7) that we attributed to a significant 
stray field of the STM tip ?⃗? tip with a component oriented orthogonal to the applied field ?⃗? ext 
(supplementary section S4). To extract values of the slopes, all data sets were fitted 
individually with linear functions, excluding the non-linear data (supplementary section S3). A 
g-factor was then extracted from each data set assuming a fixed magnetic moment of 1 µB. 
All individually extracted g-factors are plotted in Fig. 3B. The error bars represent the 
standard deviation from the cumulative error of the slope from linear regression. The 
weighted means were calculated from all data points and reveal gǁ = 1.67 ± 0.16 and g┴ = 
0.61 ± 0.09. Here, the error corresponds to twice the weighted standard deviation. The 
weighted average of these values represents the extracted g-factor for each distinct direction 
(ǁ and ┴). In this comprehensive analysis, we also included 10 additional data sets taken with 
different stabilization parameters and VRF, which are shown in Fig. S7. The error bars, which 
are often smaller than the symbol size, emphasize the high precision of the ESR-STM 
method [22] where g was determined with an error as small as Δg = 0.0011. Therefore, we 
can conclude that the scatter in the values of g stems from a physical mechanism and not 
from the precision of the measurement (see supplementary section S8). 
The strong g-tensor anisotropy can result from a variety of phenomena. We can rule out the 
presence of a Jahn-Teller distortion, which would be accompanied by a crystal field splitting. 
We  see no clear evidence of a zero-field splitting in ESR down to 382 MHz, corresponding 
to an upper bound for a possible zero-field splitting to only 1.58 µeV. Complementary ISTS 
experiments without applied VRF and a non-spin-polarized tip confirmed the measured g-
tensor anisotropy seen in ESR (gǁ,ISTS = 1.84 ± 0.01; g┴,ISTS = 0.50 ± 0.01) (Fig. S11). As we 
also illustrate later, there is a strong potential barrier with cylindrical symmetry, which rules 
out a multi-well potential and a dynamic Jahn-Teller description. Due to the lower 
temperature of our present setup, compared to previous studies [22, 24], the spin-½ ground 
state may enter a Kondo screening regime below a critical temperature. However, the 
magnetization of a spin-½ Kondo impurity exhibits a non-linearity at energy scales 
below/near TK [32], and we observe strictly linear behavior up to 21 GHz. These trends, 
including the g-tensor anisotropy, persist at elevated temperature. Likewise, we observe no 
signature of a Kondo resonance in STS (Fig. S3). Therefore, we conclude that the g-tensor 
anisotropy concomitant with the lack of any non-linear trend or zero-field splitting is a direct 
result of the 2Δ molecular ground state, demonstrating the sizable orbital angular momentum 
of the molecule. 
In addition to the anisotropic g-tensor of the molecule, we also observe a finite linewidth in a 
given resonance with an intrinsic linewidth comparable to that measured up to 50 times 
higher in temperature [19, 22, 24, 33, 34]. In Fig. 3C, we illustrate the power dependence of 
one TiH molecule measured in f-sweep mode for different currents. We measured and 
subsequently fitted the extracted widths (top graph) and the intensities (bottom graph) of the 
resonance peaks for VRF ranging from 8 to 28 mV, similar to the reports in refs. [22, 33]. We 
observed an asymptotic trend towards a resonance linewidth of ≈ 6 MHz for It = 1 pA, which 
compares to the ≈ 3.5 MHz reported for the same settings at higher temperature [22]. The 
resonance linewidth is broadened by scattering with electrons, variations in magnetic field or 
VRF, and variations of the Rabi frequency caused by mechanical motion of the tip relative to 
the sample [24, 35]. Our experimental findings indicate that the likely broadening 
mechanisms are temperature independent in the measured temperature range. This rules 
out other temperature dependent broadening mechanisms such as substrate electron 
scattering and spin-orbit coupling. It also suggests that the hyperfine coupling from the 
hydrogen nuclear moment or another degree of freedom may play a role in determining the 
saturated linewidth for the molecule.  
Having ascertained the electronic structure of the TiH molecule with the precision given by 
ESR-STM as well as the electronic ground state from ab initio calculations, we related these 
results to models that extract the geometry and fine structure with unprecedented precision 
(see illustrations in Fig. 4A). Because the two electronic states corresponding to the two 
components of the 2∆-state are nearly degenerate, the system cannot be described within the 
usual Born-Oppenheimer approximation. Therefore, we developed a diabatic model 
analogous to what has been used to describe complexes involving open-shell diatomic 
molecules in the gas phase [31, 36]. In this model, we again mimicked the surface as a 
lattice of point charges, and then calculated the resultant g-tensor for different molecular 
distances from the surface as well as for small changes in the H-bond length. We considered 
two cases in our modeling, namely with and without dynamics, in order to ascertain the role 
of quantum hindered rotations of the TiH molecule. We found that the multipole expansion 
did not converge and, therefore, the results presented here are based on the exact 
electrostatic model. Due to the difference in mass between Ti and H, the effective motion of 
the molecule is dominated by the hydrogen atom.  
In Fig. 4B, the values of the g-tensor are plotted for different distances of the molecule from 
the surface. We find excellent agreement within this approach for the in-plane (blue) and out-
of-plane (red) g-factors measured experimentally near the relaxed height used in the ab initio 
calculation (dynamic calculation: g∥,QC = 1.84 and g⊥,QC = 0.48). This provides another 
confirmation of the ab initio calculated distance. The expectation value of the orbital moment 
perpendicular to the surface is ⟨Lz⟩ = 0.75 antiparallel to the spin moment of ⟨Sz⟩ = 0.50. This 
finding illustrates that the substantial orbital angular momentum is responsible for the 
experimentally observed g-tensor anisotropy. We note that an anisotropic g-tensor can be 
simulated in a spin Hamiltonian model by phenomenologically modifying crystal-field 
parameters when considering only the spin doublet [28]. The approach here is derived 
directly from ab initio considerations, in addition to capturing the role of the rotational 
dynamics. From our model, we can furthermore conclude that hydrogen is highly localized as 
the zero-point motion provides only a small correction to the overall g-tensor. The 
calculations illustrate that the changes in the g-tensor are extremely sensitive to subtle 
changes in the molecular height from the surface. Unlike traditional STM which suffers from 
electronic convolution issues [1, 11, 12], the ESR-STM measurement was sensitive to small 
changes in the adsorption height of the molecule as small as Δd ≈ 0.04 pm, within the 
precision of our measurement (Δg = 0.0011). We note that these values may approach the 
intrinsic mechanical noise of our microscope.  
In addition to determining the adsorption height from the surface, we describe the low-energy 
landscape of the molecule that determines its rotational dynamics. In Fig. 4C, we quantified 
the spatially dependent wavefunction of the low-energy modes of the molecule and we relate 
it to the calculated potential energy landscape. As the potential is nearly cylindrically 
symmetric, the hindered rotations are only weakly affected by the four-fold symmetry of the 
underlying MgO (see Fig. S15). We therefore considered the probability density ρ as a 
function of θ for φ = 0°, where the angle is defined to be the rotation around the [1,1,0]-axis 
(or its 4-fold symmetric equivalents) towards one of the surrounding Mg atoms. The 
perturbed 2∆-state is defined by two electronic states correlating with the two components of 
the 2∆-state that are separated by an energy of about 70 meV. This suggests that the step 
observed in STS (Fig. S3, [19, 20, 22]) around ±90 mV may represent orbital excitation. As 
these excitations show variations in the presence of a magnetic tip but weak changes in 
magnetic field, we attribute these excitations to orbital excitations linked through spin-orbit 
coupling.  
The low-energy hindered rotational modes of TiH are well described by a 2D quantum 
oscillator (Fig. 4C). The lowest rotational level is about 35 meV above the bottom of the 
potential well, resulting in a force constant of 5 N/m. This is rather large compared to the 
rotational constant of TiH of 674 µeV. Considering the steep potential energy and the near 
cylindrical symmetry, we can rule out a multi-well potential and any tunneling of hydrogen 
related to the dynamic Jahn-Teller effect. The classical turning point of the lowest level at ≈ 
15 degrees from the azimuth reflects the magnitude of the zero-point motion and the 
delocalization of the hydrogen wavefunction. We note that the g-tensor is insensitive to small 
perturbations of the internal Ti-H bond length (∆g ≈ 0.005 for ∆R = 2 pm, see Fig. 4B inset). 
The potential resembles an anharmonic quantum oscillator, which is also signified by the 
uneven energy spacing of the low-lying states. As the excitation of the quantum oscillation 
and the orbital excitation will lead to a spatial variance of hydrogen, this most likely will lead 
to fluctuations of the spin polarization measured directly above the molecule with the STM 
probe. These points may need to be considered in measurements of the coherent properties 
of TiH on MgO based on pulsed-ESR [24] which hitherto was reduced to a two-state system.    
In conclusion, utilizing a newly developed mK ESR-STM together with both quantum 
modeling and ab initio calculations based on quantum chemistry and density functional 
theory, we quantified the interplay between the fine structure, geometry and hindered 
rotations of an individual TiH molecule with unprecedented precision. Our measurements are 
exemplified by the striking observation of a giant anisotropy in the g-tensor concurrent with a 
doublet ground state. Adopting quantum chemistry calculations to account for the surface, 
we demonstrated that the electronic ground state is modified near the surface, resulting in a 
non-negligible and sizeable orbital angular momentum of the molecule. TiH at the surface of 
MgO provides one more clear example of a system, which cannot qualitatively or 
quantitatively be described by mean-field approaches and where correlation effects play a 
crucial role. From detailed quantum-mechanical modeling, beyond the Born-Oppenheimer 
approximation, we reproduced the observed anisotropic g-tensor, which is highly sensitive to 
the height of the molecule above the surface. Within this model, we quantified the hindered 
rotational modes of the molecule and the orbital excitations of the molecule on the surface, 
which exhibits signatures similar to previous experimental observations. The combination of 
experiment and theory here provides an extremely powerful method to map out the fine 
structure of the molecule and relates it to the molecular geometry, going beyond what 
conventional scanning probe microscopy methods can provide. Moreover, the development 
of QC calculations within this approach provides a more accurate measure of handling the 
orbital behavior of small molecules on surfaces. It will be interesting to explore how the g-
tensor can be modified performing ESR-STM measurements on other ionic films. In parallel, 
the observation of low frequency bands with mK ESR-STM signal demonstrates the exquisite 
energy resolution of mK based STM. This development opens up the possibilities to explore 
spin coherence in novel quantum states of matter.  
 
References and Notes: 
1. Repp, J., et al., Molecules on insulating films: Scanning-tunneling microscopy imaging 
of individual molecular orbitals. Phys. Rev. Lett., 2005. 94(2): p. 026803. 
2. Gross, L., et al., The chemical structure of a molecule resolved by atomic force 
microscopy. Science, 2009. 325(5944): p. 1110-1114. 
3. Wachowiak, A., et al., Visualization of the molecular Jahn-Teller effect in an insulating 
K4C60 monolayer. Science, 2005. 310(5747): p. 468-70. 
4. Qiu, X.H., G.V. Nazin, and W. Ho, Vibrationally resolved fluorescence excited with 
submolecular precision. Science, 2003. 299(5606): p. 542-546. 
5. Stipe, B.C., M.A. Rezaei, and W. Ho, Single-Molecule Vibrational Spectroscopy and 
Microscopy. Science, 1998. 280(5370): p. 1732-1735. 
6. Li, S., et al., Rotational and Vibrational Excitations of a Hydrogen Molecule Trapped 
within a Nanocavity of Tunable Dimension. Phys. Rev. Lett., 2013. 111(14): p. 
146102. 
7. Natterer, F.D., F. Patthey, and H. Brune, Distinction of Nuclear Spin States with the 
Scanning Tunneling Microscope. Phys. Rev. Lett., 2013. 111(17): p. 175303. 
8. Lauhon, L.J. and W. Ho, Single-molecule vibrational spectroscopy and microscopy: 
CO on Cu(001) and Cu(110). Phys. Rev. B, 1999. 60(12): p. R8525-R8528. 
9. Borbat, P.P., H.S. McHaourab, and J.H. Freed, Protein structure determination using 
long-distance constraints from double-quantum coherence ESR: Study of T4 
lysozyme. J. Am. Chem. Soc., 2002. 124(19): p. 5304-5314. 
10. Hustedt, E.J., et al., Molecular distances from dipolar coupled spin-labels: The global 
analysis of multifrequency continuous wave electron paramagnetic resonance data. 
Biophys. J., 1997. 72(4): p. 1861-1877. 
11. Hauptmann, N., et al., Revealing the correlation between real-space structure and 
chiral magnetic order at the atomic scale. Phys. Rev. B, 2018. 97(10): p. 100401. 
12. Emmrich, M., et al., Subatomic resolution force microscopy reveals internal structure 
and adsorption sites of small iron clusters. Science, 2015. 348(6232): p. 308. 
13. Loth, S., et al., Measurement of fast electron spin relaxation times with atomic 
resolution. Science, 2010. 329(5999): p. 1628-1630. 
14. Nunes, G. and M.R. Freeman, Picosecond Resolution in Scanning Tunneling 
Microscopy. Science, 1993. 262(5136): p. 1029-32. 
15. Baumann, S., et al., Electron paramagnetic resonance of individual atoms on a 
surface. Science, 2015. 350(6259): p. 417-20. 
16. Cocker, T.L., et al., An ultrafast terahertz scanning tunnelling microscope. Nat. 
Photonics, 2013. 7(8): p. 620-625. 
17. Garg, M. and K. Kern, Attosecond coherent manipulation of electrons in tunneling 
microscopy. Science, 2020. 367(6476): p. 411-415. 
18. Cocker, T.L., et al., Tracking the ultrafast motion of a single molecule by femtosecond 
orbital imaging. Nature, 2016. 539(7628): p. 263-267. 
19. Natterer, F.D., et al., Upgrade of a low-temperature scanning tunneling microscope 
for electron-spin resonance. Rev. Sci. Instrum., 2019. 90(1): p. 013706. 
20. Seifert, T.S., et al., Single-atom electron paramagnetic resonance in a scanning 
tunneling microscope driven by a radio-frequency antenna at 4 K. Phys. Rev. Res., 
2020. 2(1): p. 013032. 
21. Meier, F., et al., Revealing magnetic interactions from single-atom magnetization 
curves. Science, 2008. 320(5872): p. 82-6. 
22. Yang, K., et al., Engineering the Eigenstates of Coupled Spin-1/2 Atoms on a 
Surface. Phys. Rev. Lett., 2017. 119(22): p. 227206. 
23. Willke, P., et al., Hyperfine interaction of individual atoms on a surface. Science, 
2018. 362(6412): p. 336-339. 
24. Yang, K., et al., Coherent spin manipulation of individual atoms on a surface. 
Science, 2019. 366(6464): p. 509-512. 
25. van Weerdenburg, W.M.J., et al., A scanning tunneling microscope capable of 
electron spin resonance and pump-probe spectroscopy at mK temperature and in 
vector magnetic field. arXiv, submitted 2020. 
26. Burrows, A., et al., Spectroscopic constants, abundances, and opacities of the TiH 
molecule. Astrophys. J., 2005. 624(2): p. 988-1002. 
27. Schintke, S., et al., Insulator at the Ultrathin Limit: MgO on Ag(001). Phys. Rev. Lett., 
2001. 87(27): p. 276801. 
28. Ferrón, A., et al., Single spin resonance driven by electric modulation of the g -factor 
anisotropy. Phys. Rev. Res., 2019. 1(3): p. 033185. 
29. von Allwörden, H., et al., Design and performance of an ultra-high vacuum spin-
polarized scanning tunneling microscope operating at 30 mK and in a vector 
magnetic field. Rev. Sci. Instrum., 2018. 89(3): p. 033902. 
30. Kamber, U., et al., Self-induced spin glass state in elemental and crystalline 
neodymium. Science, 2020. 368(6494): p. eaay6757. 
31. See supplementary information. 
32. Tsvelick, A.M. and P.B. Wiegmann, Exact results in the theory of magnetic alloys. 
Adv. Phys., 1983. 32(4): p. 453-713. 
33. Yang, K., et al., Tuning the Exchange Bias on a Single Atom from 1 mT to 10 T. 
Phys. Rev. Lett., 2019. 122(22): p. 227203. 
34. Bae, Y., et al., Enhanced quantum coherence in exchange coupled spins via singlet-
triplet transitions. Sci. Adv., 2018. 4(11): p. eaau4159. 
35. Willke, P., et al., Probing quantum coherence in single-atom electron spin resonance. 
Sci. Adv., 2018. 4(2): p. eaaq1543. 
36. Zeimen, W.B., G.C. Groenenboom, and A. Van Der Avoird, Singlet-triplet excitation 
spectrum of the CO-He complex. II. Photodissociation and bound-free 
CO(a3∏←X1∑+) transitions. J. Chem. Phys., 2003. 119(1): p. 141-148. 
 
  
Funding:  We acknowledge funding from NWO, and the VIDI project: “Manipulating the 
interplay between superconductivity and chiral magnetism at the single-atom level” with 
project number 680-47-534. This project has received funding from the European 
Research Council (ERC) under the European Union’s Horizon 2020 research and innovation 
programme (SPINAPSE: grant agreement No 818399). F.D.N. thanks the Swiss National 
Science Foundation for financial support under grant PP00P2_176866. D.I.B., A.N.R. and 
V.V.M. acknowledge support from the Russian Science Foundation, Grant 20-72-10087. 
 
Authors contributions: M.S., W.M.J.v.W., J.W.G., and N.P.E.v.M. conducted the 
experiments. M.S., W.M.J.v.W., N.P.E.v.M, F.D.N, and A.A.K. contributed to the data 
analysis. E.F.W., G.C.G. and A.v.d.A. performed the QC calculations. D.I.B., A.N.R., V.V.M. 
and M.I.K. performed the DFT calculations. A.A.K., M.S. and F.D.N. designed the 
experiments. All authors participated in the scientific discussions related to this paper. All 
authors contributed to the writing of the manuscript. 
 
Competing interests: The authors declare no competing financial interest. 
 
Data and materials availability: All data needed to evaluate the conclusions in the paper 
are present in the paper or the Supplementary Materials. Any additional data pertaining to 
this manuscript can be made available, pending approval, via the corresponding author of 
the manuscript.  
 Fig. 1. Structure of the TiH molecule and influence of the surface. A Evolution of the 
2∆ and 4Φ states of the TiH molecule as a function of distance from the surface of MgO, 
obtained from ab initio QC calculations. The electronic ground state of the system 
changes from the 4Φ to the 2∆ state for the adsorbed TiH. B Illustration of the TiH 
molecule adsorbed on the oxygen site of an ionic Mg2+O2- surface. The ṼRF is applied on 
the magnetic Cr tip and is added to VDC as schematically sketched. C 3D representation 
of a constant-current STM image of a TiH molecule adsorbed next to two Fe atoms. 
Different apparent heights for Fe (151 ± 8 pm) and TiH (103 ± 8 pm) clearly distinguish 
both atom types. (VDC = 30 mV, It = 10 pA). 
 
Fig. 2. mK ESR-STM of a TiH molecule in variable field orientations. A Sketch of the 
Zeeman-diagram for the level-splitting of the doublet state in different field orientations Bǁ 
(blue) and B┴ (red). Dashed arrows of the same lengths indicate the allowed ∆mJ = ±1 
transitions for a specific f. B B-sweep mode ESR measurements with the same micro-tip for 
two TiH molecules with the magnetic field swept in ±Bǁ (blue) or ±B┴ (red) direction. Peak 
positions are extracted from Lorentzian fits and subsequently fitted with a linear model 
(dashed lines). For the same selected frequencies, they appear at very different magnetic 
fields for the two directions, revealing an anisotropic g-tensor with gǁ =1.80 ± 0.02 ([25.2 ± 
0.2] GHz/T) and g┴ = 0.63 ± 0.01 ([8.8 ± 0.1] GHz/T). (VDC = 50 mV, It = 2 pA, fchop = 877 Hz, 
VRF = 7.9 mV) C, D f-sweep mode ESR measurements in Bǁ (C) and B┴ (D) direction with the 
same micro-tip and on the same TiH molecule as in the Bǁ-sweep in B. Solid lines represent 
Lorentzian fits to the experimental data. Linear fits to the extracted peak positions (insets) 
reveal gǁ = 1.62 ± 0.06 ([22.7 ± 0.9] GHz/T) and g┴ = 0.66 ± 0.02 ([9.3 ± 0.3] GHz/T). (VDC = 
50 mV, It = 2 pA, fchop 877 Hz, VRF = 8.0 mV). 
  
            
      
 
Fig. 3. Giant g-tensor anisotropy of TiH. A Extracted ESR peak positions from 21 data 
sets on different molecules (indicated by different symbols) measured in two B-field 
directions ┴ (red) or ǁ (blue). Filled or open symbols correspond to B- or f-sweep mode, 
respectively. Measurement parameters throughout all experiments were the same (VDC = 50 
mV, It = 2 pA, VRF = 8 mV), except for the inset (VDC = 50 mV, It = 10 pA, ṼRF = 4.466 V 
(uncalibrated VRF)). B Experimental g-factors obtained from linear fits to the data in A as well 
as additionally included data sets with varied experimental parameters and tips (see Fig. S7 
for a plot of all data). From 30 data sets in total we obtain gǁ = 1.67 ± 0.16 ([23.4 ± 2.29] 
GHz/T) and g┴ = 0.61 ± 0.09 ([8.49 ± 1.19] GHz/T). C Plots of the FWHM (top) and ESR 
peak intensity (bottom) from VRF power-dependent measurements of a TiH molecule 
extracted from fitting Fano lineshapes to the experimental data. Dashed lines indicate 
simultaneous fits within the 1 pA and the 2 pA data set, respectively and reveal an 
asymptotic trend for the FWHM with VRF. 
 
 
  
Fig. 4. Modeling the g-tensor, the molecular geometry and the hindered rotations. A 
Illustrations indicating the structural degrees of freedom of the TiH molecule: (i) bonding 
distance between Ti and O (d) or Ti and H (R), (ii) zero-point motion of H and (iii) excited 
rotational mode. B Calculated in-plane (blue) and out-of-plane (red) g-factors of the TiH 
without (solid lines) or with (dashed lines) rotational dynamics. The g-tensor is highly 
sensitive to the adsorption height of the molecule. At d = 2.42 Å, the minimum found in ab 
initio QC calculations (Fig. 1A), the experimentally observed anisotropic g-tensor can very 
well be reproduced. The inset shows the small variations in g for changes of R. C Calculated 
potential wells (solid lines) for both 2∆ orbital states, and densities ρ (dashed lines) of the 
wave functions for the corresponding equidistant energy levels as a function of inclination 
angle θ. Both are reminiscent of an anharmonic 2D quantum oscillator, where an amplitude 
of ≈ 15° can be deduced for the zero-point motion of the hydrogen.  
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Materials and Methods 
Experimental setup 
 Experiments were performed in a home-built UHV-STM system [29], which was 
upgraded for ESR measurements [25]. If not stated otherwise, the base temperature for all 
experiments was 30 mK ≤ Tbase ≤ 55 mK. The system houses a vector magnetic field with 
maximal out-of-plane value of 9 T and a maximal in-plane value of 4 T. The field was swept 
while the STM tip was in tunneling contact. The in-plane magnetic field direction is oriented 
23.8° with respect to the oxygen rows of the MgO surface. Electrochemically etched Cr bulk 
tips with a diameter of 0.5 mm were used. Tips were in-situ cleaned by field emission prior to 
experiments. Additional Fe atoms were picked up to enhance spin-contrast. 
  The DC bias voltage VDC was applied to the tip and the sample was virtually 
grounded, unlike in previous publications, e.g. ref. [29], where VDC was applied to the sample. 
STS (dI/dV) was recorded via a lock-in technique with the feedback loop opened after 
applying stabilization parameters VDC and tunneling current It. A modulation voltage Vmod 
(RMS) was added to VDC with modulation frequency fmod = 809 Hz. For the ESR experiments, 
a radio frequency (RF) voltage was generated with an analog microwave signal generator 
(Keysight N5183B) and added to VDC with a bias-tee at frequencies fRF ranging from MHz to 
GHz. P̃RF and ṼRF denote the output power or voltage at the generator and VRF represents 
the RF voltage at the junction. VRF is given as the zero-to-peak value throughout this 
manuscript. To measure a current-signal compatible with the bandwidth of the preamplifier (≈ 
1 kHz), we used a well-established chopping scheme [15] at fchop = 877 Hz. The difference of 
the spin-polarized current ∆IESR is measured with a lock-in amplifier to optimize the signal-to-
noise ratio. 
 Samples were prepared in-situ with a base pressure of p ≈ 10-10 mbar. Ag(100) was 
cleaned by repeated cycles of Ar+ sputtering (pAr ≈ 2·10-5 mbar, VHV = 1.5 kV) and annealing 
(T ≈ 570°C). MgO was grown on Ag(100) by depositing Mg from an effusion cell at Tsample ≈ 
380°C for five minutes in an oxygen atmosphere of pO2 ≈ 3·10-7 mbar. Fe and Ti atoms were 
co-deposited onto the cold surface (< 80 K) after MgO preparation.  
 
Supplementary Text 
S1 – STM/STS sample characterization 
We characterized the properties of Fe and TiH, as well as the MgO film with 
STM/STS. A typical constant-current image is shown in Fig. S1A. MgO islands on top of 
Ag(100) can be identified by a lower apparent height compared to the bare Ag surface.  Fe 
atoms and TiH molecules adsorbed on the oxygen sites were distinguished by their different 
apparent heights. A histogram of numerous measurements for both species is shown in Fig. 
S1B resulting in average heights of 103 ± 8 pm for TiH and 151 ± 8 pm for Fe, in agreement 
with previously reports [34, 37]. 
We identified the adsorption sites by imaging the oxygen atoms of the MgO lattice 
and creating a reference grid (Fig. S2). Utilizing this grid (white lines), we ascertained that 
both TiH and Fe adsorbates that exhibit the aforementioned apparent heights resided on top 
of an oxygen atom. Additionally, TiH can be identified by two particular spectroscopic 
fingerprints, namely the orbital excitation observed at ≈ ±90 mV (Fig. S3), as well as the spin 
excitation (see section S6). The position of the orbital excitation varied by several mV 
dependent on the tip, stabilization parameters or investigated molecule and was not 
observed for bridge-site TiH molecules.  
 We identified the thickness of the MgO film by using point-contact measurements, as 
previously reported [37]. Fig. S4 shows the results measured on two different Fe atoms 
adsorbed on two and three monolayers (ML) of MgO. Point contact was defined as the z-
piezo position with the highest measured current and was set to be 0 pm in the plot. For 2 
ML films, we measured It = 11.1 nA at point-contact, corresponding to a conductance of G = 
0.143 G0. This is in agreement with previous work [37]. For Fe adsorbed on 3 ML films, we 
measured It = 1.78 nA. This corresponded to G = 0.023 G0, manifesting the expected strong 
reduction of conductance for thicker layers of MgO. All experiments reported in the main 
manuscript were performed on 2 ML films. 
  
S2 – RF transmission measurement and compensation 
Prior to all f-sweep mode measurements, we corrected for the frequency-dependent 
variations in transmission due to the transfer function [38]. Fig. S5 illustrates an example of 
the frequency-dependent transmission in a wide range of 1 – 22 GHz as measured on the 
non-linearity at VDC = -78 meV of a TiH spectrum with constant P̃RF. To compensate for this 
frequency-dependent transmission and achieve a constant VRF, P̃RF was adjusted accordingly 
via the generator. Fig. S6 shows an example of compensation in a frequency range of 7.9 – 
8.5 GHz. The blue/red curve shows VRF for a constant/adjusted P̃RF before/after 
compensation.  
 
S3 – ESR of TiH molecules for different stabilization parameters 
All the 31 data sets used for the g-tensor analysis in Fig. 3B are plotted in Fig. S7. 
We found that different tip-sample distances did not significantly affect the extracted g-
factors, although this did result in different horizontal and vertical offsets due to variable 
influence of the tip stray field. The corresponding measurement parameters for all data sets 
are indicated in the figure legend, with VDC = 50 mV for all sets. To analyze the g-tensor for 
these data sets, we excluded non-linear data points in the low frequency region around zero-
field. For this, we first fitted the data with a hyperbolic function to mimic the stray field effect 
that was subsequently modeled thoroughly in section S4: 
𝑓(𝑥) =  
𝑏
𝑎
 √(𝑥 − 𝑐)2 + 𝑎2 + 𝑑, 
where c is the center of the hyperbola, d a vertical offset and b/a denotes the slope kA of the 
corresponding linear asymptotes. Via the minima and maxima of the third derivative, we 
found xmin,max = c ± ½ a. Using a scaling factor S we moved from these positions along the x-
axis to x1,2 = c ± ½ aS. We related the algebraic expression for the hyperbola’s slope kH at 
x1,2 as a function of S with respect to kA: 
𝑘H = 
𝑆
√4+𝑆2
⋅ 𝑘A = 𝐹 ⋅ 𝑘A. 
In our analysis, we considered the slope kH to be within 95 % of kA (F = 0.95) and neglect 
experimental data not fulfilling this criterion. 
 
S4 – Modeling the tip stray field 
Probing low frequency bands requires using small magnetic field amplitudes. As the 
value of the externally applied magnetic field Bext is reduced, it can become comparable to 
the stray field of Cr tips, as measured in previous experiments [21, 39], making the tip’s stray 
field Btip a non-negligible component of the total field Btot. We constructed a classical model 
that includes both Bext and Btip, in order to calculate the expected Zeeman splitting for a 
classical TiH spin. We note that variations of the quantization axis in the low-field limit is not 
captured by this treatment. Furthermore, temperature-related effects were neglected. The 
externally applied magnetic field, ?⃗? ext, is oriented in the yz-plane:  
?⃗? ext = (
0
𝐵𝑦,ext
𝐵𝑧,ext
). 
 
Here, we define By,ext = Bǁ and Bz,ext = B┴. During the experiment, one of the components 
(By,ext or Bz,ext) was varied while the other component is held at a constant value . We 
consider an arbitrary ?⃗? tip toward a total applied magnetic field ?⃗? tot:  
?⃗? tip = (
𝐵𝑥,tip
𝐵𝑦,tip
𝐵𝑧,tip
), 
?⃗? tot = ?⃗? ext + ?⃗? tip  =  (
𝐵𝑥,tip
𝐵𝑦,ext + 𝐵𝑦,tip
𝐵𝑧,ext + 𝐵𝑧,tip
). 
 
We consider the spin of the TiH molecule as |𝑆 | = 1 2⁄  with its orientation parallel to the total 
magnetic field, ?⃗? tot ∥ 𝑆 , hence: 
𝑆 = (
𝑆𝑥
𝑆𝑦
𝑆𝑧
) = 
(
 
 
 
 
 𝐵𝑥,tot
|?⃗? tot|
∗ |𝑆 |
𝐵𝑦,tot
|?⃗? tot|
∗ |𝑆 |
𝐵𝑧,tot
|?⃗? tot|
∗ |𝑆 |
)
 
 
 
 
 
. 
 
Lastly, we define a g-tensor that allows for anisotropy in axial symmetry (gx = gy) by 
?̅? =  (
𝑔𝑥 0 0
0 𝑔𝑦 0
0 0 𝑔𝑧
) = (
𝑔∥ 0 0
0 𝑔∥ 0
0 0 𝑔⊥
). 
 
With these components, the Hamiltonian for the Zeeman interaction can be described as:  
ℋZeeman = 𝜇B?⃗? tot ⋅ (?̅? ⋅ 𝑆 ) 
 = 𝜇B|𝑆 | 
𝑔∥(𝐵𝑥,tot
2 + 𝐵𝑦,tot
2) + 𝑔⊥(𝐵𝑧,tot
2) 
|?⃗? tot|
 (1) 
 = 𝜇B|𝑆 | 
𝑔∥ ((𝐵𝑥,tip)
2
+ (𝐵𝑦,ext + 𝐵𝑦,tip)
2
) + 𝑔⊥ ((𝐵𝑧,ext + 𝐵𝑧,tip)
2
) 
√(𝐵𝑥,tip)
2
+ (𝐵𝑦,ext + 𝐵𝑦,tip)
2
+ (𝐵𝑧,ext + 𝐵𝑧,tip)
2
 
. (2) 
 
Fig. S8A depicts how ?⃗? tot varies as ?⃗? ext is swept in one direction, and how the spin 𝑆  
is reoriented as a result. Note, that only the ?⃗? tip component parallel to ?⃗? ext can be 
compensated, while the remaining part provides a constant offset field. This latter point is 
what leads to non-linearity in the data in the low field limit. In Fig. S8B, two example data 
sets with strong plateau-like deviations are shown. The measurement conditions were 
identical, except for a difference in ?⃗? tip for the two different measurements. The observed 
difference in this non-linear behavior for the same atom measured with distinct micro tips 
rules out that the non-linear behavior results from intrinsic effects from the atom, like the 
crystal field. This was further substantiated as we observed measurements with a linear 
trend down to smaller frequencies for other tips. Modeling the data sets with equation (2) 
(solid lines in Fig. S8B, fit performed within the global fit of Fig. S9), we found tip magnetic 
fields (see figure legend) with an expected magnitude, as discussed below.  
In Fig. S9, we fitted all data sets of Fig. S7 simultaneously with equation (2) by using 
𝑔∥ and 𝑔⊥ as global fitting parameters, and allowing for a unique ?⃗? tip for every data set. Two 
additional data sets with strong plateau-like behavior of the peak shifts were included 
compared to section S3. We found 𝑔∥ = 1.896 and 𝑔⊥ = 0.638. Note, that the fitting 
procedure does not capture variations in g-factors. 
The average magnitude |?⃗? tip| for It = 2 pA is ≈ 44 mT, in line with expectations for 
stray fields of Cr bulk tips of around 50 mT [21, 39]. As expected, by reducing the tip-sample 
distance, i.e. for a larger value of It the extracted ?⃗? tip values increased (≈ 123 mT for It = 5 
pA, ≈ 229 mT for It = 10 pA). The average angle of ?⃗? tip with respect to the z-axis is ≈ 54° 
(with decreasing angle for larger It).  
 
S5 – ESR of a TiH molecule at elevated temperature 
As shown in Fig. S3 and below in section S6, we see no signature of a Kondo-like 
resonance in STS. To further rule out Kondo-related effects, we performed ESR experiments 
at 1.1 K in f-sweep mode in Fig. S10. This allows a comparison of the measured g-tensor at 
a temperature where previous experiments were performed. We observed the renormalized 
g-factors of gǁ = 1.57 ± 0.04 and g┴ = 0.55 ± 0.01, comparable to what was observed at 30-
50 mK. This further rules out that the anisotropy in the g-tensor results from Kondo screening 
at mK temperatures, since the magnetization should strongly change as a function of 
temperature near TK.  
 
S6 – ISTS of TiH molecules and Fe atoms 
We investigated ISTS of TiH and Fe with inelastic scanning tunneling spectroscopy 
(ISTS), to complement the observation of the g-tensor anisotropy. Magnetic field dependent 
ISTS measurements, with a non-magnetic tip, in a very small energy window of ±1.5 meV on 
a TiH molecule are plotted in Fig. S11A, B. There is no zero-field splitting (ZFS) observed in 
the case of zero magnetic field, further indicating that the TiH molecule on the surface of 
MgO resides in a spin doublet ground state as previously reported [22]. 
We observed an inelastic spin excitation in variable magnetic field, for both Bǁ (Fig. 
S11A) and B┴ (Fig. S11B). For both orientations, the inelastic step shifts toward higher 
energy in increasing field, as expected for a spin doublet. The magnitude of the shifts differed 
for the two applied magnetic field directions, with the change in magnetic field being smaller 
for B┴. The ISTS measurements were done on four different TiH molecules and the extracted 
averaged step positions is plotted in Fig. S11C. We obtained gǁ = 1.84  ± 0.01 and g┴ = 0.50 
± 0.01, confirming the anisotropic g-tensor found in our ESR-STM measurements. We note 
that in STS, there was no VRF applied. This illustrates the anisotropic g-tensor results from an 
intrinsic property of the TiH molecule, and not from the ESR method. 
In order to calibrate the applied magnetic field, we also performed magnetic field-
dependent ISTS measurements on individual Fe atoms. Two Fe atoms were investigated as 
shown in the inset of Fig. S11C. A spin-excitation step at zero field was observed at ≈ 14.4 
meV, in agreement with literature [15, 40]. As previously reported [40], the inelastic step 
energy increases linearly with B┴. We extracted an effective g-factor of g
*
┴ = 2.48 ± 0.18. 
When the ISTS measurements were done with a spin-polarized tip, the inelastic spin 
excitation steps of Fe showed spin pumping features [40] that were used to confirm that the 
tip was spin polarized. Additionally, the emerging asymmetry of the spin excitation steps 
around EF of the TiH molecules (Fig. S3) was also used for this purpose [22]. 
 
S7 – DFT+U calculations 
We calculated the electronic and crystal structure of the TiH molecule on the MgO 
surface using density-functional theory (DFT) methods. We considered a 3×3  unit cell of 
bilayer MgO with periodic boundary conditions and 18 Å vacuum space along the z direction. 
The TiH molecule was placed on top of the central oxygen atom, as depicted in Fig. S12A. 
The DFT calculations were performed within generalized gradient approximation (GGA-PBE) 
of exchange-correlation functionals [41] as implemented in the projector augmented wave 
based Vienna ab initio simulation package (VASP) [42]. In these calculations, we set the 
energy cutoff to 500 eV and the energy convergence criteria to 10-6 eV. For the Brillouin zone 
integration, a 8x8x1 Г-centered Monkhorst-Pack mesh was used. Electronic correlations 
were taken into account in a mean field way using the DFT+U method in rotationally invariant 
form [43]. In this approach, the intra-atomic exchange interaction JH was set to 0.9 eV, while 
U was varied within the calculations. All atoms of the constructed unit cell were allowed to 
relax until all the residual force components of each atom were less than 5·10-3 eV/Å. In 
agreement with ref. [28], the resulting unit cell oxygen atom was distorted upwards to the TiH 
molecule, while the bottom Mg atom relaxed downwards due to weakening of the Mg-O 
bond. For DFT, without the U correction, we found the optimized distances: d(Ti-H) = 1.79 Å, 
d(Ti-O) = 1.93 Å and d(O-MgO) = 0.46 Å. Small changes in bond distances were observed 
with DFT+U, e.g. for U = 4 eV: d(Ti-H) = 1.80 Å, d(Ti-O) = 1.99 Å and d(O-MgO) = 0.49 Å. 
The MgO substrate with C4v point group symmetry causes a crystal field splitting of 
the Ti(d) states, which can be seen in the DFT band structure and densities of states in Fig. 
S12B, C. Since the titanium dz² orbital is oriented towards the hydrogen atom, it leads to a 
strong hybridization of the Ti(dz²) and H(s) states, transferring a valence electron from 
titanium to H(s), filling the s shell. From the band structure point of view, Ti(dz²) has a finite 
bandwidth due to the hybridization, while the rest of the titanium states appear as flat energy 
levels. Another valence electron occupies the orbital of dx²-y² symmetry, which is oriented in 
the direction of positively charged magnesium atoms, giving an unpaired spin S = ½ in the 
system. The obtained energy spectra were in good agreement with earlier calculations [22, 
28]. 
The orbital contribution to energy bands near the Fermi energy is represented in 
Table S1. Due to the geometry of orbitals, the hydrogen s state is strongly hybridized with the 
titanium dz² and bottom oxygen pz states. At the same time, doubly degenerated energy 
bands are mainly composed of titanium dxz and dyz states and bottom oxygen states with 
different symmetry combinations. Finally, bands close to the Fermi energy are composed of 
purely atomic titanium dxy and dx²-y² states. 
The projected densities of states for different values of U are represented in Fig. S13. 
The spin up channel of dx²-y² states is fully occupied, while the spin down one is unoccupied, 
yielding S = ½. The variation of the U parameter leads to a stronger splitting of spin up and 
down channels of the dx²-y² states and shifts the titanium d states to higher energies. The 
hydrogen s state was not influenced by this variation. 
Within these calculations, we computed the orbital moment in the presence of spin-
orbit coupling. However, the resulting orbital moment on the titanium atom was found to be 
very small and only amounts to ≈ 0.05 µB and nearly independent of the U parameter (Table 
S2). The calculations also predict that the orbital moment is oppositely oriented to the spin 
moment. Thus, the DFT+U calculations predict that the orbital moment is quenched in this 
system, which contrasts the experimental and QC results. 
Finally, we calculated the potential energy landscape of the TiH molecule by rotating 
the hydrogen atom around the Ti at a fixed Ti-H distance. We found that this landscape 
depended strongly on the choice of U, with multiple solutions. This reveals a strong 
dependence on the on-site Coulomb interaction parameter. For large enough U, the energy 
minimum corresponds to the situation, where hydrogen sits on the top of the titanium atom. A 
smaller U changes the favorable position of H, which is then tilted off the z-axis towards the 
MgO surface. The C4v symmetry of the substrate then allows four energy minimum positions, 
forming a multi-well potential as shown in Fig. S14. However, this requires a significant 
lowering of the U parameter (down to U = 3 eV) than is commonly used for titanium systems 
(U ≥ 5eV). 
S8 – Quantum chemistry modelling 
To compute the g-factors of TiH on the MgO surface in the presence of a magnetic 
field, we use two models: a static model, in which we assume the center of mass of the TiH 
molecule as well as the orientation of the internuclear axis to be fixed with respect to the 
crystal surface and the magnetic field, and a dynamic model, in which we still keep the center 
of mass of the molecule fixed, but include the (hindered) rotation of the internuclear axis 
quantum mechanically. 
The static model is described in section S8.1. It requires an interaction potential 
between the surface and the molecule, which is described in section S8.1.3. The dynamic 
model is described in section S8.2. The models are approximate, but have no empirical 
parameters. Instead, the parameters are obtained from ab initio quantum chemistry 
calculations described in section S8.3 (see also Fig. 1 of the main paper). The results are 
given in section S8.4 and in Fig. 4 of the main paper. 
 
S8.1 The static model 
The  electronic state of TiH can be described by Hund’s case (a) wave functions 
 [44], where the electron spin quantum number , the projection of the orbital 
angular momentum onto the internuclear axis (the ‐axis) is , and the projection of 
the electron spin angular momentum is . In the static model, the electronic wave 
function is a linear combination of these four functions: 
  (1) 
  
S8.1.1 Zeeman Hamiltonian 
The interaction with the magnetic field is described by the Zeeman Hamiltonian 
  (2) 
where  is the electron spin ‐factor,  is the bohr magneton,  the 
magnetic moment of the molecule,  the magnetic field, and  and  are the electron 
charge and mass, respectively. In atomic units we have  and . 
Furthermore, a magnetic field of 1 tesla has a strength of 4.254·10-6 in atomic units. Only the 
‐component  of the orbital angular momentum operator has nonzero matrix elements and 
it is diagonal in the case (a) basis: 
  (3) 
The ‐component of the spin operator has diagonal elements 
  (4) 
The spin‐operator, however, also has off‐diagonal elements. They are most easily expressed 
for the ladder operators  by 
  (5) 
for S = ½. To compute matrix elements of the Zeeman Hamiltonian, we express the scalar 
product using spherical components of the vectors 
  (6) 
The spherical components ,  and  of a vector operator (such as ?̂?) are related to the 
Cartesian components , , and  through 
  (7) 
The same transformation can be used for vectors, such as 𝑩. The spherical components of 
the magnetic moment operator are given by 
  (8) 
We consider two additional terms in the Hamiltonian: the spin‐orbit coupling and the 
electrostatic interaction between the  and  components due to the crystal field. 
 
S8.1.2 Spin-orbit Hamiltonian 
The spin‐orbit Hamiltonian is given by 
  (9) 
In our ab initio calculations described below, we find a spin‐orbit coupling constant 
 cm . In the case (a) basis, this operator has only diagonal elements 
  (10) 
Before we include the crystal field and present the full calculation, it is instructive to consider 
four special cases: 
(i) If we only consider the  electron spin, i.e., for a  state, the Zeeman 
Hamiltonian has eigenvalues , which are independent of the angle between the 
internuclear axis and the direction of the magnetic field. The ‐factor is reported as the 
energy of the upper level minus the energy of the lower level, divided by the Bohr magneton 
and the magnetic field , i.e., it is . 
(ii) If we only consider the orbital angular momentum, i.e., for a  state, the ‐factor, 
which is non‐negative by definition, is  when the magnetic field is parallel to the 
internuclear axis, and it is zero when they are perpendicular. 
(iii) When the magnetic field is parallel to the internuclear axis, and we ignore the 
crystal field, the case (a) wave functions are eigenfunctions of the Hamiltonian consisting of 
the Zeeman interaction and the spin‐orbit coupling, and the four eigenvalues are 
  (11) 
We assume the observed transition involves the lowest two levels. Since the Zeeman 
interaction is much weaker than the spin‐orbit coupling, the lowest two energy levels have 
, and since  we also have . This means that the magnetic moments 
due to orbital angular momentum and spin angular momentum have opposite signs. Since 
, the ‐factor is . 
Thus, for a  state with a positive spin‐orbit coupling constant, with the magnetic field 
parallel to the internuclear axis and no crystal field interaction, we expect a ‐factor of about 
, just as for a  state. 
(iv) The last limiting case we consider is where the spin‐orbit coupling is negligible 
and the crystal field is strong. When the crystal field is cylindrically symmetric around the 
internuclear axis it will have no effect on the mixing of the case (a) functions and the ‐factor, 
but when it has a Fourier component  or , where  is the azimuthal angle, it 
will mix the  and  functions. When the mixing is 50/50, the orbital angular 
momentum will be completely quenched, i.e., the matrix elements of  (and also the other 
components), will be zero. In this case, the ‐factor will again be equal to , due to the 
electron spin. 
Thus, perhaps somewhat surprisingly, we expect a ‐factor of about two for the  
state when either the orbital angular momentum is quenched by the crystal field, or when 
instead the spin‐orbit interaction dominates, and the magnetic field is parallel to the 
internuclear axis. However, in intermediate coupling cases and when the magnetic field is not 
parallel to the axis, which we consider below, we expect ‐factors between 0 and 2. 
 
S8.1.3 Crystal Field 
We adopt a phase convention for the  states with  that matches the 
symmetry of one‐electron functions with  dependence on the azimuthal angle  of the 
electron. Thus, we define real wave functions by 
  (12) 
  (13) 
i.e., 
  (14) 
Thus, the matrix elements of the surface potential operator  in the complex basis are 
related to the real matrix elements as 
  (15) 
  (16) 
A direct calculation of the lowest two electronic states of the TiH molecule near the surface 
would give the eigenvalues of the  operator and the corresponding adiabatic states, which 
would be a linear combination of  and . Since these two electronic states are 
degenerate in the free TiH molecule and their splitting by the crystal‐field remains relatively 
small, one may expect the Born‐Oppenheimer or adiabatic approximation to break down. 
Therefore, some kind of diabatization procedure is required to obtain the  interaction 
matrix. We determine the real adiabatic states  and  in an ab initio calculation 
that does not include the surface, and we include the Coulomb interaction in the surface 
potential . 
At first, we tried to approximate the Coulomb interaction by the multipole expansion, 
but we found that it diverges, because the wave function of the molecule has a non‐negligible 
amplitude at the nearest ions in the crystal. Thus, instead we calculated the electrostatic 
interaction between the crystal, with the ions modeled by point charges, and the molecule 
exactly. With  denoting the  state and  denoting the  state, we compute the 
diagonal elements of the operator  
  (17) 
for  and . The sum over  is a sum over the ions in the crystal with charges  and 
Cartesian positions , the sum over  is over the two nuclei of the TiH molecule, with 
Cartesian positions  and nuclear charges  (i.e.,  and ). The electron 
densities  for the two states are computed ab initio as described in section S8.3. 
The off‐diagonal element of  in the real basis is given by 
  (18) 
where again we have a sum over the ions in the crystal, but there is no contribution from the 
molecular nuclei because of the orthogonality of the molecular states. The transition density 
 is the product of the wave functions of the two states. 
Since both expressions consist of sums over the ions, and all terms are linear in the ionic 
charges , we can write the potential matrix elements as 
  (19) 
where  is the interaction potential for the molecule and a single ion with charge  at 
position . 
The functional form of the potentials  is well known, since they correspond to 
the potentials of a complex consisting of an atom (or ion) and a diatomic molecule in a 
spatially degenerate state [45]. These potentials are most easily described in a frame with 
the ‐axis along the molecular axis and the origin at the center of mass of the molecule. With 
 as the Cartesian coordinates of the ion in this frame and , we express the unit 
vector  along the vector  in spherical polar coordinates , i.e., 
  (20) 
where  is the unit vector along the ‐axis, and  and  are  matrices 
representing rotations around the ‐ and ‐axes, respectively. Note that the potentials 
 depend not only on the distance  and Jacobi “bending” coordinate , but also 
on the azimuthal angle . For a molecule in a  state, the electron density would be 
cylindrically symmetric, and the potential would be independent of . Since the sum of the 
electron densities of the  and  also has cylinder symmetry, the sum of 
 and  is also independent of . For the one‐electron  state, 
the azimuthal angle ( )‐dependence of the wave function is  and for  it is , 
so the transition density  depends on 
  (21) 
As a result, the off‐diagonal element depends on  as 
  (22) 
The eigenvalues of the  interaction matrix , with elements  are 
  (23) 
and since they clearly must be independent of , the difference potential, , 
should be 
  (24) 
Since the ‐dependence is known, and the off‐diagonal element is related to the difference 
of the diagonal elements, we can restrict the ab initio calculations to , and determine 
 from the difference potential. Since the sum potential is also independent of , we 
only need to compute the  and  states with the molecule along the ‐axis and the 
point charge in the ‐plane (i.e., for ). 
Note that this derivation does not give the relative sign of the difference potential and 
the off‐diagonal potential. Since the off‐diagonal potential depends on a phase convention for 
the wave‐functions, this is unimportant in the static model. In the diabatic dynamic model, 
discussed in the next section, the phase convention for the electronic wave function must be 
consistent for different orientations of the molecule. 
The derivation above seems to depend on the explicit angular dependence of a one‐
electron  wave function. However, a slightly more formal derivation [45] only uses the 
rotational symmetry of the complex states 
  (25) 
which also holds for arbitrary ‐electron  states. The symmetry‐based derivation also 
clearly shows why no higher Fourier components such as  or  for 
 appear in the potential and it solves the phase convention issue. Specifically, it 
shows that the matrix elements of the interaction potential for a single point charge in the 
complex basis can be expanded as 
  (26) 
where  are Racah normalized spherical harmonics, which depend on  through 
. We can relate the potentials in the complex basis to the matrix element for the real 
components of the  function with Eqs. (12)-(13), and we can easily re‐derive the  
dependence of the diagonal and off‐diagonal matrix elements in the real basis. 
Before we can take the sum of Eq. (19) to obtain the potential for the entire crystal, we 
transform Eq. (26) to a “crystal‐fixed" coordinate system, in which the ‐axis is the normal of 
the MgO crystal surface, and the origin is on the oxygen ion of the unperturbed crystal 
underlying the TiH molecule. The ‐axis points from the origin to one of the nearest Mg  
ions. We denote the spherical polar coordinates of ion  in this frame by , while 
the unit vector along the TiH axis has polar angles . The Racah spherical harmonics in 
Eq. (26) can be expressed in these new coordinates by [45] 
  (27) 
where  is a Wigner D‐matrix element. Thus, the matrix elements of the interaction 
potential for the crystal and the molecule in the case (a) basis are 
  (28) 
 
S8.1.4 Computation of the g-factor in the static model 
The Hamiltonian consists of the Zeeman Hamiltonian [Eq. (2)], the spin‐orbit coupling 
[Eq. (9)], and the crystal field , 
  (29) 
The wave function is expanded in a basis of four Hund’s case (a) functions [Eq. (1)]. The 
matrix elements of the Hamiltonian are computed with Eqs. (3), (4), (10), (17) and (18). We 
compute the energies as the eigenvalues of the Hamiltonian matrix for a magnetic field of B = 
1 T, and compute the ‐factor as 
  (30) 
 
S8.2 Dynamical model 
In the dynamical model, the polar angles  and  of the TiH internuclear axis are no 
longer fixed, but we still keep the center of mass of the molecule at a fixed position above the 
surface. We expand the wave function in a free rotor Hund’s case (a) dynamical basis 
  (31) 
The electronic wave function  is the case (a) wave function as in the static model, 
with the TiH internuclear axis perpendicular to the surface. It is rotated by the rotation 
operator  so that the axis has spherical polar angles  and . The rotation operator 
is defined by 
  (32) 
where the  and  are the components of the total angular momentum operator in the 
crystal frame. This somewhat formal notation simplifies the computation of matrix elements 
below. The rotation of the TiH axis is described by the complex conjugate of normalized 
Wigner‐  functions, where , and  is the quantum number corresponding to the 
projection of the total angular momentum  onto the normal of the surface. 
The Hamiltonian consists of  with two additional terms, the rotational kinetic energy  
and an extra term in the potential , 
  (33) 
S8.2.1 Rotational kinetic energy 
The rotational kinetic energy is given by 
  (34) 
where  is the nuclear angular momentum, which only has contributions 
perpendicular to the molecular axis. The rotational constant of TiH is , with 
reduced mass  and bond length . Using the ab initio bond distance from section S8.3, we 
find a rotational constant of  cm . The rotational term can be rewritten to 
  (35) 
Some of these terms only result in an overall shift in energy and may be neglected 
(assuming a doublet state, this also holds for ). Furthermore, the ladder operators  only 
couple other electronic states, which we assume to be far apart in energy. The last two terms 
give rise to a Coriolis effect and couple nearby , which we also assume to be separated 
more in energy than states with different . We can then greatly simplify Eq. (35) to 
  (36) 
The matrix elements of this operator are diagonal in the dynamic basis and are given by 
  (37) 
Note that the operator  is a body‐fixed operator and therefore yields a factor  instead of 
. 
 
S8.2.2 Repulsive potential 
A crystal surface modeled by point charges completely lacks the Pauli repulsion 
between the electrons of the molecule and the electrons of the ions. This leads to 
unphysically strong interactions between, e.g., the partly positively charged hydrogen atom 
and the negative oxygen ions at large values of . To mimick the Pauli repulsion we include a 
repulsive potential, which increases the energy for spatial orientations in the downwards 
direction without modifying the potential for small . For computational convenience, we 
expand the repulsive potential in Legendre polynomials, which are related to Racah 
normalized spherical harmonics, 
  (38) 
The coefficients  are chosen such that the potential is zero for  and has some 
maximal value  for , and such that its derivatives up to some order  for  
and  for  are zero as well. These conditions give rise to a system of 
 equations for which evaluation of the Legendre polynomials and its 
derivatives for  and  are needed. These can be calculated by the explicit 
representation of Legendre polynomials: 
  (39) 
The repulsive potential is taken the same for both electronic states, so the matrix elements 
are given by 
  (40) 
This repulsive potential is only of importance for the dynamical model. From the static model 
we determine the value of  needed to remove the unphysical minima for large . In our 
calculations we have used  atomic units,  and . 
 
S8.2.3 Matrix elements of the spin-orbit Hamiltonian 
Since the spin orbit Hamiltonian only acts on the electronic wave functions, and the 
normalized Wigner rotation matrix elements constitute an orthonormal basis, the matrix 
elements are given by 
  (41) 
 
S8.2.4 Matrix elements of the Zeeman Hamiltonian 
The Zeeman Hamiltonian is the same as for the static model [Eq. (2)]. Using the 
spherical representation of the dot product we find for the matrix elements 
  (42) 
The spherical components of the magnetic moment transform as rank one tensor operators 
  (43) 
 
Rotating the magnetic moments is done using Eq. (43). For the integral we introduce the 
third Euler angle by multiplying the equation with 
  (44) 
This relation holds, since the matrix element of the magnetic moment  gives . 
The integral then evaluates to 
  (45) 
where we have introduced the 3‐  symbols resulting from the coupling of angular momenta. 
Moreover, these coefficients restrict the values for  and  to  and 
, both attaining integer values of ‐1 to 1. Due to these constraints, the 
summations over  and  will only yield a value for one specific term. Evaluating the matrix 
elements for  in the same way as for the static case then results in the following matrix 
elements for the Zeeman Hamiltonian: 
  (46) 
where  and 
  (47) 
 
S8.2.5 Matrix elements of the surface potential 
Using the matrix elements for the Coulomb interactions from Eq. (28), we find for the 
dynamic matrix elements that 
  (48) 
The integral is evaluated in the same way as before. We now find the restrictions 
 and . The final matrix elements are then given by 
  (49) 
 
S8.2.6 Matrix elements of the repulsive potential 
The repulsive potential is given by Eq. (38). It is the same for both electronic states. 
The matrix elements are 
  (50) 
Evaluating the integral as before then yields the matrix elements 
  (51) 
The coefficients  are determined by the procedure as given in the static case, such that 
only a finite number of coefficients is non‐zero. 
  
 
S8.2.7 Computation of the g-factor in the dynamic model 
Using Eqs. (37), (41), (46), (49) and (51), the matrix elements for the total 
Hamiltonian (33) can now be calculated. In all calculations, a basis is used containing 
elements with J = 1.5 up to 20.5. Diagonalizing this Hamiltonian then yields the 
eigenenergies and the eigenfunctions as linear combinations of the complex basis 
. The g‐factor is then again determined by Eq. (30). 
 
S8.2.8 Adding an external electric field 
In the dynamic model we can also incorporate an external electric field in any 
direction and induce a Stark effect. This interaction is given by 
  (52) 
where  is the electric field and  is the electric dipole moment. The derivation of the matrix 
elements is analogous to the one for the Zeeman Hamiltonian with the magnetic dipole 
moment, where we note that only  remains and is equal for both states. We then 
find the matrix elements 
  (53) 
 
S8.3 Ab initio calculations 
For the ab initio electronic structure calculations we used the Molpro [46] program 
package. Using this software, we determined the electronic ground state of TiH in the 
adsorbed phase. Moreover, for use in the model we computed molecular properties of TiH in 
the gas phase, in particular: the spin‐orbit coupling constant and the molecular electrostatic 
potential for calculations of the Coulomb interaction with the surface. 
Two electronic states of the TiH molecule are of special interest:  and . In the 
gas phase they are the lowest quartet and doublet spin states, respectively. The former is 
also the overall ground state of free TiH. Decreasing the distance between the TiH and the 
surface changes the order of electronic states and, as shown in Fig. 1 of the main text, the 
 state becomes the ground state at smaller heights above the MgO surface. 
 
 S8.3.1 Gas phase 
For the gas‐phase calculations the actual symmetry of the diatomic TiH molecule is 
, but Molpro adopts  symmetry. This group has irreducible representations (irreps) 
, and , and the two components of the  state belong to the  and  irreps. 
We denote these by  and , respectively, since they represent the character of the 
corresponding occupied ‐orbitals. In the gas phase, these are degenerate, but they will split 
upon introduction of the surface with its four‐fold symmetry. The degenerate  states belong 
to the  and  irreps, but are not split in energy in this system. 
All calculations have been performed using an aug‐cc‐pVTZ basis set [47]. A first 
orbital guess is generated by Hartree‐Fock (HF) calculations, which are followed by a 
complete‐active‐space self‐consistent field (CASSCF) [48, 49] calculation with irrep 
occupation 9,3,3,1 ( , ) and closed orbitals 5,2,2,0 for both electronic states. To 
obtain the correct states, however, a prior CASSCF calculation was needed with a larger 
number of active orbitals in the  irrep, i.e., occupied orbitals 13,3,3,1 and closed orbitals 
6,2,2,0. Following these CASSCF calculations, a multireference configuration interaction 
(MRCI) [50-52] calculation was made in each case to obtain the final energy. 
With the final wave function thus obtained we calculated the spin‐orbit coupling 
constant, as well as the molecular electronic potential using the one‐electron operator ‘pot’. 
 
S8.3.2 Adsorbed phase 
For the MgO lattice we used the parameters resulting from DFT calculations. The in‐
plane lattice constant was set to 2.04 Å and the out‐of‐plane constant to 2.20 Å. Moreover, 
the oxygen atom directly below the TiH molecule is vertically displaced by 0.48 Å relative to 
the rest of the surface. For all calculations we used a finite lattice consisting of two layers and 
stretching 21 atoms along both in‐plane directions. 
The adsorbed phase calculations were used to optimize the TiH bond length, as well 
as its height above the surface. In addition to TiH, we explicitly included the Mg and O atoms 
directly underneath. The other atoms in the finite surface were modeled as point charges 
using the lattice parameters listed above and charges  and  for the Mg and O atoms, 
respectively. 
Initially only the MgO‐TiH linear complex was included in the Molpro calculations with 
some Ti‐H bond distance  and some height  above the surface. We started by choosing  
to be large such that TiH is essentially in the gas phase, in order to produce the correct 
electronic state in  symmetry. Then including MgO, we used irrep occupation 20,5,5,1 
and closed orbitals 13,4,4,0 in the first CASSCF calculation, followed by one with occupation 
16,5,5,1 and closed orbitals 12,4,4,0. Once the correct state was established from these 
CASSCF calculations, we added point charges and turned off the symmetry. Then, the 
height is decreased, CASSCF and MRCI are performed for each value of . The energies 
from the MRCI calculations then provide the potential as a function of , as given in Fig. 1. At 
the minimum of this function, we optimized the bond distance . Since the optimal height  
and bond distance  depend on each other, this process was repeated to arrive at optimal 
 and  values for each state to within a reasonable error estimate. For both electronic 
states, the optimal height and distance as well as the energy difference between the 
components are given in Table S3. These values are then used as inputs for the diabatic 
models. 
 
S8.4 Supplementary results 
S8.4.1 Crystal field 
To give an idea of the contribution of the Coulomb interactions experienced from the 
surface, Fig. S15 shows the potential energy. The lefthand picture illustrates the average 
energy  of the two real orbitals, the righthand one the difference  
between the two energy levels. This difference is defined as the energy of the eigenstate with 
 as the major component minus the energy of the state with  as the major 
component. When  is a multiple of , these are pure states, while for other angles the 
states get mixed by the rotation around the internuclear axis. 
 
S8.4.2 g-factors upon rotating TiH 
In Fig. S15 one can see that the average potential is cylindrically symmetric. For 
, the orbitals get much closer to the underlying O atom and therefore have a higher 
energy. The difference potential clearly shows four‐fold symmetry. For , at , the 
 state has a lower energy due to its lobes pointing towards the positive Mg point 
charges. Eventually, at larger , the ground state switches to , since the negatively 
charged O point charge below TiH increases the energy for the  state, which points 
towards this charge. For , the lowest state is always . 
In the main paper, g‐factors have been given for , since this is the most 
favourable position. Fig. S16 shows the g‐factors for different orientations of TiH. At most 
orientations, the determining factor for the eigenstates is the Coulomb interaction. Only at the 
four ‘dots’, where , the spin‐orbit coupling takes over. 
 
S8.4.3 Sensitivity of the g-tensor to static electric fields 
As the ESR-STM experiments are extremely precise, we can consider how 
perturbations due to changes in local electric fields can alter the g-factor of the TiH molecule. 
The scatter of the experimental data in Fig. 3B could not solely be mapped to quantities like 
different atoms, measurement parameters or microtips. To investigate the response of the 
TiH molecule to electrostatic field perturbations, we employed the dynamical model and 
considered an additional external electric field in atomic units (E = 1 a.u. = 5.14·1011 Vm-1) 
interacting with the TiH dipole moment. The resulting g-factors for a static electric field 
parallel (Eǁ) and perpendicular (E┴) to the MgO surface are depicted in Table S4 and S5. 
We find that the g-tensor of the TiH molecule is more sensitive to Eǁ than it is to E┴. 
Considering a single charge defect (±1e instead of ±2e) at one lattice site distance to the TiH, 
the electric field the TiH experiences is Eǁ ≈ 1.5·1010 Vm-1 = 0.03 a.u. Accordingly, gǁ and g┴ 
change by ≈ 5 and 15 %, respectively. Potentially, such changes could stem from embedded 
defects in the crystal, vicinity to the edges of the MgO islands but also other undetected 
variations of the electrostatic environment. For perpendicular electric fields, the g-tensor 
remains almost unaffected, even for E┴ = -0.1 a.u. Therefore, even changes of the tip work 
function or the electric field induced by the measurement parameters assuming a simple 
plate capacitor model (d(tip-sample) ≈ 0.7 nm, VDC = 50 mV, I = 2 pA and VRF = 8 mV, E┴ ≈ 
0.00016 a.u.) do not affect the measured g-tensor, as they are orders of magnitudes smaller 
as it would be needed according to the calculations. 
We conclude that we are not measuring an artificial effect from the tip on the TiH but 
changes in the local electrostatic environment might cause measurable variations in the g-
tensor. We speculate, this might explain the scatter of the data we observe in Fig. 3B, that 
could not be matched to any other obvious parameters. 
  
Figures 
 
Fig. S1. STM characterization. A Constant-current STM image of a representative sample 
with MgO patches grown on Ag(100) and co-deposited Fe and TiH (VDC = 100 mV, It = 10 
pA). B Histogram representation of numerous measured apparent heights of TiH molecules 
(green) and Fe atoms (yellow) at VDC = 30 mV and It = 10 pA. TiH molecules can easily be 
distinguished by their lower apparent height of 103 ± 8 pm compared to 151 ± 8 pm for Fe 
atoms (dashed lines represent the average value).   
 Fig. S2. Adsorption site determination. Constant-current image of a typical 2 ML MgO film 
with adsorbed TiH and Fe. Superimposed atomic resolution image on the indicated region of 
the patch was recorded at VDC = -5 mV and It = 15 nA. The corresponding larger scale image 
was recorded at VDC = -5 mV and It = 20 pA. The grid formed by the white lines reference the 
oxygen sites, based on the atomic lattice image.  
 Fig. S3. Spectroscopic fingerprints of TiH. STS recorded on top of the same TiH molecule 
adsorbed on an oxygen site of the MgO surface, with and without a spin-polarized tip. We 
observe the orbital excitation at ≈ ±90 meV, as well as signatures of spin pumping for both 
this excitation and the low energy spin excitation (stabilized at VDC = 100 mV, It = 200 pA; B┴ 
= 150 mT, fmod = 809 Hz, Vmod = 1 mV). 
  
 Fig. S4. MgO thickness determination. Point-contact measurements with switched off 
feedback loop on two different Fe atoms adsorbed on two (red) and three (blue) ML MgO 
(stabilized at VDC = 10 mV, It = 20 pA). 
  
 Fig. S5. Transmission of the ESR-STM. Measurement of the frequency-dependent 
transmission with the RF voltage applied on the tip. The recorded signal was rectified over 
the non-linearity in the TiH spectrum (Fig. S3) at VDC = -78 mV. The absolute VRF at the 
junction was not calibrated for this measurement, and therefore the signal was normalized 
with respect to the highest peak.  
 
  
 Fig. S6. Flattening of VRF. Measured VRF in a region of 7.9 – 8.5 GHz before (blue) and after 
(red) compensating for the frequency-dependent transmission. A constant VRF was achieved 
by adjusting the output power of the generator P̃RF according to the frequency-dependent 
transmission. 
 
 
  
 Fig. S7. ESR data sets with various stabilization parameters. Extracted ESR peak 
positions for the data sets used for the g-tensor analysis in Fig. 3B. The tip was stabilized at 
VDC = 50 mV for all measurements, and the values of It and VRF are indicated in the table. For 
B-sweeps in data sets #12 and #30, VRF was not calibrated and P̃RF set to 23 dBm. In the 
plot, different symbols correspond to different atoms, filled or open symbols represent B-, or 
f-sweeps and blue or red colors represent the external magnetic field direction (ǁ or ┴ to the 
sample surface). 
 Fig. S8. Tip stray field influence on ESR-STM. A Illustration of the TiH molecule influenced 
by the stray magnetic field of the tip, ?⃗? tip, indicated by yellow dashed field lines. Vector 
arrows illustrate the variation of the total magnetic field ?⃗? tot at the TiH spin and its vector 
decomposition in ?⃗? ext and ?⃗? tip. The spin (𝑆 ) of TiH follows the direction of ?⃗? tot. B ESR peak 
positions (dots) extracted from two data sets with identical measurement parameters (VDC = 
50 mV, It = 2 pA, VRF = 8 mV), but with a different micro-tip. ?⃗? tip = (𝐵𝑥 , 𝐵𝑦, 𝐵𝑧) for each data 
set (legend) is extracted from a global fit of all available data sets (see Fig. S9) and reveals 
Bx and By components that cannot be compensated with Bz,ext. 
  
  
Fig. S9. Fitting measured ESR spectra considering the tip stray field. A Extracted ESR 
peaks from experimental data sets in different Bext directions Z (red) or Y (blue), fitted with an 
arbitrary tip stray field ?⃗? tip. The data sets include different tips, atoms, stabilization 
parameters and VRF. We obtained 𝑔∥ = 1.896 and 𝑔⊥ = 0.638. B Enlarged section of A 
(indicated with a rectangular frame) showing the non-linear trends as captured by the fit 
equation.   
  
 Fig. S10. ESR f-sweeps at 1.1 K. A, B ESR f-sweep measurements in ┴- (A) and ǁ-direction 
(B) on TiH at T = 1.1 K (stabilized at VDC = 50 mV, It = 5 pA; VRF = 8 mV). An additional static 
field of Bǁ = 30 mT and B┴ = 150 mT was applied in A and B, respectively. Peak positions 
were extracted from Lorentzian fits (gray lines). C Extracted resonance peak positions 
(circles) and linear fits (dashed line) to the data. Resulting g-factors of gǁ = 1.57 ± 0.04 
([21.90 ± 0.60] GHz/T) and g┴ = 0.55 ± 0.05 ([7.69 ± 0.68] GHz/T) agree well with the 
observations at lower temperatures. 
  
 Fig. S11. ISTS of TiH and Fe measured in a vector magnetic field. ISTS of a TiH 
molecule in A: in-plane field, and B: out-of-plane field. The spin-excitation shifts linearly to 
higher energies for increasing fields, but with different slopes depending on the magnetic 
field orientation (stabilized at VDC = 3 mV, It = 100 pA; Vmod = 25 µeV, fmod = 809 Hz). C 
Extracted spin-excitation step position, averaged for four different TiH molecules for the out-
of-plane (red) and in plane (blue) direction (error bars are smaller than the marker size). The 
corresponding g-factors are extracted from linear fits to the data and result in gǁ = 1.84  ± 
0.01 and g┴ = 0.50 ± 0.01. The inset shows the same measurements for (two averaged) Fe 
atoms, where g*┴ = 2.48 ± 0.18. 
  
 Fig. S12. Geometric and electronic structure from DFT of TiH. A Optimized crystal 
structure illustrated as ball-stick model for TiH adsorbed on the oxygen site of the MgO 
surface. B Electronic band structure of the TiH/MgO system. Ti(d) states are split in energy 
due to the crystal field of the C4v-symmetric surface. Indices 1 to 6 label the Ti and H states 
as used in Table S1. C Density of states as a function of energy. Color corresponds to the 
various atomic orbital contributions for the energy bands of the TiH molecule to the LDOS. 
  
 Fig. S13. DFT+U density of states for various values of U. Evolution of projected 
densities of states of TiH/MgO for different values of the U parameter within the DFT+U 
calculations. For increasing U, the spin up and spin down channels of the Ti(dx²-y²) state show 
a stronger splitting and all Ti(d) states shift to higher energies. The hydrogen s state remains 
unaffected.  
 
  
 Fig. S14. Potential energy landscape for rotated H obtained from DFT+U. A 3D potential 
energy landscape (normal scale) for the TiH molecule adsorbed on MgO obtained by rotating 
the hydrogen atom around the Ti atom at a fixed Ti-H distance. Corresponding x- and y-axes 
are oriented towards the Mg atoms. B Same as in (A) but plotted on a logarithmic scale for 
better visualization of the energy minima. 
  
 Fig. S15. Potential energy landscape for rotated H from QC. Polar plots of Vs, avg(θ, φ) (A) 
and Vs, diff(θ, φ) (B) at a height of 2.42 Å. The azimuth represents the angle φ, where φ = 0° is 
the rotation towards a Mg atom. The radius represents sinθ, where θ = 0° in the middle and θ 
= 90° at the edge. 
  
  
Fig. S16. Calculated g-factors for different orientations of TiH from QC.  Polar plots of 
|g┴| (A) and |gǁ| (B) at a height of 2.42 Å. The azimuth represents the angle φ, where φ = 0° 
is a rotation towards a Mg atom. The radius represents sinθ, where θ = 0° in the middle and 
θ = 90° at the edge. For gǁ, the magnetic field is at an angle of 21.2°. 
  
 Tables 
Table S1. Main atomic contributions to energy bands near EF from DFT. The band index 
(1 to 6) corresponds to the notation in Fig. S12. The decimal numbers indicate the 
contribution of each orbital state to the indicated energy band.  
 
 
  
  Hydrogen  Titanium  Oxygen 
  s  s pz dz² dxz dyz dx²-y² dxy  pz px py 
1  0.60  0.08 0.10 0.12 - - - -  0.10 - - 
2  0.01  0.17 - 0.70 - - - -  - - - 
3  -  - - - - - 0.99 -  - - - 
4  -  - - - - - - 0.99  - - - 
5  -  - - - 0.32 0.63 - -  - 0.02 0.03 
6  -  - - - 0.63 0.32 - -  - 0.03 0.02 
  
 
 
 
 
Table S2. Calculated spin and orbital angular momentums of TiH with DFT+U. The 
orbital moment is found to be very small and independent of the chosen U parameter, which 
does not reflect the experimental observation.  
 
 
  
 moments along Y (µB) moments along Z (µB) 
U (eV) mS mL mS mL 
3 0.81 -0.04 0.82 -0.04 
4 0.84 -0.04 0.83 -0.04 
5 0.88 -0.04 0.85 -0.04 
  
 
 
 
 
 
Table S3. Optimized values for the different states in the adsorbed phase. Optimal 
height h*, bond length R*, and energy difference ∆E between different components for the 2∆ 
and 4Φ states. 
 
  
 ²∆ 4Φ 
h* (Å) 2.42 ± 0.01 2.60 ± 0.01 
R* (Å) 1.774 ± 0.001 1.834 ± 0.003 
∆E (meV) 46.26 0 
  
 
 
 
 
 
Table S4. Calculated g-factors with applied parallel static electric field Eǁ. For the 
calculation of gǁ (g┴), the magnetic field was applied in [1,0,0] ([0,0,1])-direction. The [x, 0, 0]- 
and [0, y, 0]-directions point towards the neighboring Mg atoms. Eǁ = [0.03, 0, 0] compares to 
a single charge defect of a neighboring site to the TiH molecule and causes changes in gǁ 
(g┴) on the order of ≈ 5 % (15 %). 
 
  
Eǁ (a.u.) gǁ g┴ 
[0, 0, 0] 1.838 0.478 
[0.01, 0, 0] 1.828 0.506 
[0, 0.01, 0] 1.827 0.506 
[0.03, 0, 0] 1.775 0.558 
  
 
 
  
 
 
Table S5. Calculated g-factors with applied perpendicular static electric field E┴. For 
the calculation of gǁ (g┴), the magnetic field was applied in [1,0,0] ([0,0,1])-direction. The [x, 0, 
0]- and [0, y, 0]-directions point towards the neighboring Mg atoms. Compared to an applied 
Eǁ, the g-tensor is less sensitive to changes in E┴. 
 
  
E┴ (a.u.) gǁ g┴ 
[0, 0, 0] 1.838 0.478 
[0, 0, -0.01] 1.839 0.478 
[0, 0, -0.1] 1.844 0.491 
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