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Advanced connected and automated vehicle technologies offer new opportunities 
for highway traffic smoothing by optimizing automated vehicle trajectories. As one of the 
pioneering attempts, this study proposes an efficient trajectory optimization algorithm 
that can simultaneously improve a range of performance measures for a platoon of 
vehicles on a signalized highway section. This optimization is centered at a novel 
shooting heuristic (SH) for trajectory construction that considers realistic constraints 
including vehicle kinematic limits, traffic arrival patterns, car-following safety, and 
signal operations. SH has a very parsimonious structure (e.g., only four acceleration 
parameters) and a very small computational complexity. Therefore, it is suitable for real-
time applications when relevant technologies are in place in the near future. This study 
lays a solid foundation for devising holistic cooperative control strategies on a general 
transportation network with emerging technologies. 
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The rapid growth in urban vehicular traffic has resulted in serious traffic 
congestion, which causes various adverse consequences to transportation systems, such 
as longer travel time, excessive fuel consumption and emissions, increased risk of traffic 
incidents, and less comfortable driving, etc. According to TTI's 2012 Urban Mobility 
Report (Schrank, Eisele, & Lomax, 2012), congestion caused Americans living in urban 
areas to experience 5.5 billion extra hours of travel time and to purchase an extra 2.9 
billion gallons of fuel for a congestion cost of $121 billion. Also, in order to arrive on 
time for important trips, travelers had to allow for 60 minutes for a trip that takes 20 
minutes in light traffic. In addition, traffic congestion has wasted tremendous amount of 
energy and increased emissions significantly. 
Traditional traffic control methods, though widely effective, are not enough for 
control traffic and reduce negative externalities. Fortunately, technology innovations that 
attempt to revolutionize the highway traffic into an automated and connected intelligent 
system have continued for several decades and made promising successes for 
commercialization in the recent years. USDOT's has launched major Connected Vehicles 
(CVs) research programs that include both vehicle-to-vehicle (V2V) and vehicle-to-
infrastructure research activities. focuses on localized Vehicle-to-Vehicle, Vehicle-to-
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Infrastructure and Vehicle-to-Device Systems (V2X) to support safety, mobility and 
environmental applications using cellular networks (3G/4G/LTE) or vehicle Dedicated 
Short Range Communications (DSRC). Research on automated vehicles (AVs) could be 
traced back to 1930s and has again attracted great attention in research community in 
recent years. CV technology offers us possibilities of tracking each individual vehicles 
(obtaining vehicle data) at each moment of vehicle operation, such as 0.1 seconds as a 
time step. AVs, on the other hand, offer the possibilities of controlling vehicle trajectories 
at very high frequency. With these possibilities and a proper control algorithm, highway 
capacity can be fully utilized and traffic system performance can be truly optimized. 
However, a detailed literature review in this study reveals that no algorithms have 
been developed to control detailed vehicle trajectory to improve traffic performance, as a 
traffic management approach. Therefore, this paper aims to develop such an algorithm 
and demonstrate its properties through theoretical and numerical analyses. The algorithm 
we developed is a parsimonious algorithm for smooth trajectory planning for a highway 
section, even with signalized control. 
1.2 Contribution Statement 
This study makes a few contributions to the literature in the following aspects  
This study proposes an algorithms that can efficiently build very few acceleration 
levels. The algorithm is easy to implement and suitable for real-time trajectory planning 
of platoon of connected automated vehicles. 
The algorithm efficiently construct trajectories that macroscopically consistent 
with classic theories and empirical observations. 
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The study also analyzes Theoretical properties feasibility and optimality of a 
general class of trajectory control problems. 
The study discusses the fundamental linkage to classic traffic flow models. 
1.3 Thesis Organization 
The different chapters of the thesis is organized as follows: 
Chapter 1 introduces the backgrounds of this study, and the need for a innovative 
control method for highway traffic. Also, we introduce the major contribution of this 
study. 
Chapter 2 reviews the literature in details, focusing on aspects closely related to 
this study, including traffic oscillation, connected automated vehicles and algorithms for 
speed control (e.g., speed harmonization). 
Chapter 3 is a major part of this study, detailing the development of the proposed 
SH algorithm in this study. We first state the targeted problem and then introduce the 
different components of algorithm. 
Chapter 4 further analyzes the theoretical properties of proposed algorithm, 
including Quadratic Time Geography (QTG), relationship between QTG and SH, 
feasibility properties and optimality of SH solutions. 
Chapter 5 conducts case studies to demonstrate the effectiveness of SH algorithm. 
Also, optimization case studies are also conducted based on Genetic Algorithm. 






2.1 Traffic Oscillation 
Traditional traffic flow theories consider highway traffic as a continuous fluid or 
gas, which explains well macroscopic steady traffic states (Greenberg, 1959; M. Z. F. Li, 
2008; Underwood, 1961) and wave propagation (Kim & Zhang, 2008; Windover & 
Cassidy, 2001). A set of Fundamental diagrams (Geroliminis & Daganzo, 2008) are a 
classic tool to describe the relationship between volume, speed and density, and they 
describe the stationary relationship between the three parameters. Figure 2.1 
demonstrates an example flow-density (Q-k) shaped curve consisting of two branches: 
free flow and congested. The negative slope of the latter implies that higher density on 
the congested branch results in lower traffic volume; therefore, for example, even though 
there are more cars on the road at Point B, the number of cars passing a single point is 
less than if there were fewer cars on the road such as Point D. The intersection (Point A 
in Figure 2.1) of free flow and congested branch is considered the capacity of the 
roadway, which is the traffic condition at which the maximum number of vehicles can 
pass by a point in a given time period. The flow and capacity at which this point occurs is 
the optimum flow and optimum density, respectively. As congestion increases (e.g., 
density increases to 60 veh/km in Figure 2.1), the roadway flow will decrease from Point 
A to Point B. However, the congested observation data are usually even further dispersed 
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below the congestion branch, usually reflect even larger drops (e.g., to Point C), which is 
attributed by the literature (X. Li, Peng, & Ouyang, 2010; Mauch & Cassidy, 2002) to 
traffic instability and oscillations (e.g., stop-and-go disturbances) that induce oscillatory 
driving in queued traffic. 
 
Figure 1.1 A triangular flow-density (Q-k) shaped curve  
Adapted from (X. Li et al., 2010) 
In the literature of traffic flow theory, this is called a "capacity drop", in which the 
bottleneck discharge rate diminishes substantially by 10% to 30% (Bertini, Boice, & 
Bogenberger, 2006; Cassidy & Bertini, 1999). The concept of capacity drop was first 
mentioned by Leslie C. Edie (Edie, 1961), who showed that the discharge flow rate of the 
Lincoln Tunnel, New York was reduced when the vehicular density in the tunnel was 
higher than 70 veh/mile. James H. Banks investigated the capacity at a bottleneck with an 
on-ramp, and showed once a queue formed at the upstream of the merge area, the 
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capacity was reduced by approximately 3% across all lanes on the freeway (Banks, 
1991). Michael Cassidy and Robert Bertini analyzed capacity drop at several on-ramp 
bottlenecks (Cassidy & Bertini, 1999). The empirical data showed the capacity dropped 
by about 10% once a queue formed. Edward Chamberlayne, Hesham Rakha and Douglas 
Bish applied the INTEGRATION microscopic traffic simulation software to model 
capacity drop under various bottleneck structures, and showed that the capacity was 
reduced by approximately 5 to 20% under different demand levels (Chamberlayne, 
Rakha, & Bish, 2012). Macroscopic traffic flow theories cannot explain instability 
phenomena later observed in congested traffic (e.g., the stop-and-go traffic; Li et al. 
2010; Mauch and Cassidy 2002).  
From a microscopic perspective, highway traffic is essentially composed of 
individual vehicles interacting with each other, and the collective behavior of a traffic 
stream should be explained by combination of individual driving behavior. In attempt to 
examine detailed vehicular dynamics in highway traffic, numerous models were proposed 
to describe how a driver follows preceding vehicles (e.g., (Chen, Laval, Zheng, & Ahn, 
2012; Gipps, 1981; Treiber, Hennecke, & Helbing, 2000)) and makes lane change 
maneuvers (S. Ahn & Cassidy, 2007; Laval & Daganzo, 2006). These newer models 
made notable successes in qualitatively generating selected instability patterns. Using the 
following vehicle trajectory as an example, if we plot out these vehicles' time-space 
trajectories diagram along the freeway segment as shown in Figure 2.2, we will observe 
that these trajectories experience periodic stop-and-go patterns and such patterns form 
sorts of waves propagating backwards against the traffic. Also, point detectors, which 
measure passing traffic speed at five discrete locations along this freeway segment, show 
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that small downstream speed perturbations will form large oscillations with periodic 
patterns at the upstream. 
 
Figure 1.2 Traffic oscillation demonstration with NGSIM data 
Adapted from (Li et al. 2010) 
2.2 Connected Automated Vehicles 
Technology innovations that attempt to revolutionize the highway traffic into an 
automated and connected intelligent system have continued for several decades and made 
promising successes for commercialization in the recent years. 
The concept of "Connected Vehicles" (CV) (known as Intelli-Drive in the past) is 
real-time information sharing between vehicles and infrastructure. USDOT has launched 
major CV research programs that include both vehicle-to-vehicle (V2V) and vehicle-to-
infrastructure research activities, focuses on localized Vehicle-to-Vehicle, Vehicle-to-
Infrastructure and Vehicle-to-Device Systems (V2X) to support safety, mobility and 
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environmental applications using cellular networks (3G/4G/LTE) or vehicle Dedicated 
Short Range Communications (DSRC). CV applications have been studied extensively in 
the past decades on different focuses, such as queue warning (Nowakowski, Vizzini, 
Gupta, & Sengupta, 2012), and advanced collision warning (Hagiwara et al., 2012; Hu & 
Lin, 2009).  
Research on automated vehicles could be traced back to 1930s, when General 
Motors demonstrated the notion of vehicles that drive themselves while drivers relax. In 
the following couple decades, this notion has been experimented with vehicles guided 
and controlled with embedded tracks and radio communication by a number of institutes 
and companies across the world. Most developments in this area focus on control of an 
individual vehicle in both lateral and longitudinal directions. Lateral control (e.g., lateral 
vehicle dynamics, lane keeping and steering control) aims to steer the vehicle to follow a 
lane or to complete a desired lane change. Longitudinal control aims to regulate a 
vehicle's speed to maintain adequate spacing between vehicles (e.g., adaptive cruise 
control (ACC) and collision warning). A number of methods, such as analytical approach 
(Hatipoglu, Özguner, & Redmill, 2003), feedback control (Papageorgiou, Diakaki, 
Dinopoulou, Kotsialos, & Wang, 2003; Pérez, Milanés, & Onieva, 2011), mathematical 
programming (Betts, 1998), and artificial intelligence algorithms (Mahmassani, Rakha, 
Hubbard, & Lukasik, 2013; Naranjo et al., 2004; Pérez et al., 2011) were applied to 
implement individual vehicle control. Rajamani conducted a comprehensive review on 
this topic in the highway traffic context (Rajamani, 2012).  
The success of the individual vehicle control paves the foundation for more 
advanced control considering interactions of multiple "connected vehicles" and the 
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resultant effect on highway traffic performance. Efforts were made to extend ACC to 
Cooperative adaptive cruise control (CACC) that attempts to further improve vehicle's 
following efficiency through multi-vehicle communication, considering stability (Vugts, 
2010), traffic throughput (Van den Hoogen, 1994), and energy and environmental 
impacts (Malakorn & Park, 2010). Limited attempts were made to extend these 
developments to other more complex infrastructure geometries, such as ramp merges (S. 
Park et al., 2012) and intersections (Dresner & Stone, 2008; Goodall, Smith, & Park, 
2013; Lee, Park, Malakorn, & So, 2013).  
However, most studies in this area only focus on individual vehicle stability and 
safety rather than collective traffic performance. Limited studies on multi-vehicle 
cooperation focus on high-level control strategies at particular facilities (e.g., merges, 
interactions), while detailed trajectory-level control strategies at corridor and network 
levels and their integration with existing traffic control facilities (Papageorgiou et al., 
2003) are yet to be investigated. Further, in traffic with mixed manual and automated 
vehicles, human behaviors still govern the motions of manual vehicles and thus shall 
significantly affect the overall traffic performance. Unfortunately, most studies just 
ignored human driving behaviors or only made simple assumptions that may not reflect 
the reality of the entire traffic. 
2.3 Related Control Algorithms 
Generally, there are two categories in terms of algorithm development: 1) only 
using data shared by CV systems (Lu, Shladover, & Phillips, 2015; Talebpour, 
Mahmassani, & Hamdar, 2013) and 2) controlling equipped vehicles using connected 
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automation (X. Li, Cui, An, & Parsafard, 2014; Wang, Daamen, & Hoogendoorn, 2015; 
Yang & Jin, 2014).  
Xiaoyun Lu, Steven Shladover and Thomas Phillips proposes a novel simple 
VSL/VSA control algorithm for bottleneck flow improvement based on speed 
measurements, and a strategy to expand to a freeway network with multiple bottlenecks 
using a distance-based interpolation (Lu et al., 2015). Simulation results showed that 
even with a 10% compliance rate, the overall system performance (total travel time, total 
travel distance, total number of stops, average speed variation, total delays, and flow at 
the bottlenecks) was improved, and the improvement was not sensitive to the compliance 
rate if more than 10% of drivers comply. The VSA/VSL can be implemented using 
infrastructure-to-vehicle communication to a display or to determine the set speed for an 
adaptive cruise control system or using variable message signs on the roadside.  
Alireza Talebpour, Hani Mahmassani and Samer Hamdar stated behavioral-based 
studies are needed, especially with the development of "Connected Vehicle" technology 
(Talebpour et al., 2013). The approach used a cognitive risk-based microscopic 
simulation model capable of endogenously accounting for incidents to study the effects of 
speed harmonization strategies on the traffic flow characteristics and safety. A wavelet 
transform based algorithm – to detect the shockwave formation – was combined with a 
reactive speed limit selection algorithm to implement the speed harmonization within the 
microscopic simulation model.  
Meng Wang, Winnie Daamen and Serge Hoogendoorn used intelligent vehicles as 
actuators for traffic control systems, replacing the traditional road-side systems (Wang et 
al., 2015). The link-level traffic controller regulates traffic speeds through variable speed 
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limits (VSL) gantries to resolve stop-and-go waves, while intelligent vehicles control 
accelerations through vehicle propulsion and brake systems to optimize their local 
situations. Each intelligent vehicle receives VSL commands from the traffic controller 
and uses them as variable parameters for the local vehicle controller. Simulation showed 
that the connected VSL and vehicle control system improves traffic efficiency and 
sustainability, i.e. total time spent in the network and average fuel consumption rate were 
reduced compared to (uncontrolled and controlled) scenarios with 100% human drivers 
and to uncontrolled scenarios with the same intelligent vehicle penetration rates.  
Xiaopeng Li, Jianxun Cui, Shi An and Mohsen Parsafard, analyzed the potential 
in mitigating traffic oscillation using connected automation technology, particularly from 
two advantages: reaction time reduction and multi-vehicle information sharing (X. Li et 
al., 2014). Simulation results show that 1) as reaction time reduces, the measurement 
(oscillation magnitude, emission) growth across vehicles is much dampened, and the 
dampening rate increases with the reaction time reduction ratio; and 2) As the 
communication range P (the number of vehicle trajectories this vehicle is able to obtain) 
increases, which indicates that more information is shared, all these measurements start 
decreasing with the vehicle number, and the decreasing trend becomes steeper as P value 
further increases.  
Hao Yang and Wenlong Jin presented distributed, cooperative green driving 
strategies based on inter-vehicle communications (IVCs) (Yang & Jin, 2014). The 
advisory speed limit (control variable) was first independently calculated by each 
individual vehicle and then averaged among green driving vehicles through IVC. 
Simulation results showed that such a strategy was effective and robust independently as 
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well as cooperatively for different market penetration rates of IVC-equipped vehicles and 
communication delays (reducing 15% traffic delay even with 5% penetration). Rakha and 
his associates proposed vehicle predictive ecocruise control system considering roadway 
topographical information (K. Ahn, Rakha, & Park, 2013; S. Park et al., 2012). They used 
a rolling horizon based optimization approach control the vehicle speed within a preset 
speed window in a fuel-saving manner. Simulation results demonstrate fuel savings up to 
15% with execution times within real time.  
However, we found that there is a lack of methods that efficiently construct 
trajectories that macroscopically consistent with classic theories and empirical 
observations. Also, the current trajectories built with these algorithms usually have non-
smooth trajectories (with speed jumps). We need an algorithm to be able to construct 
smooth trajectories to improve safety and energy consumption. In addition, no method for 






3.1 Problem Statement 
3.1.1 Problem Setting 
This section describes the components of the studied problem, as illustrated in 
Figure 3.1. 
 
Figure 3.1 Illustration of the studied problem 
 
3.1.1.1 Roadway Geometry 
We consider a single-lane highway segment of length L. Location on this segment 
starts from 0 at the upstream and ends at L at the downstream, and we use location set 
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[0, L] to denote this segment. Traffic lights are installed at location L. Traffic goes from 
location 0 to L on this segment. 
3.1.1.2 Signal Timing Plan 
The traffic signals at location L is fixed-time. The effective green phase starts at 
time 0 with an duration of G, followed by an effective red phase of duration R, and this 
pattern continues all the way. This indicates the signal cycle time is always C := R + G. 
We denote the set of green time intervals as G := {[gm := mC, rm := mC + G)}m∈ℤ+ where 
ℤ+ is the non-negative integer set. 
3.1.1.2.1 Remark 1 
This study can be trivially extended to static yet time-variant signal timing; i.e., 
the signal timing plan is pre-determined, yet different cycles could have different green 
and red durations, e.g., alternating like G1, R1, G2, R2, ⋯. In this case, define signal 
timing switch points 𝑔𝑚 = ∑ (𝐺𝑖 + 𝑅𝑖)𝑚𝑖=1 , 𝑟𝑚 = ∑ (𝐺𝑖 + 𝑅𝑖) + 𝐺𝑖𝑚𝑖=1 , ∀m∈ℤ+ and G 
becomes {[gm, rm)}∀m = 1, 2 where r0 := 0. For the simplicity of the presentation, we just 
use the time-invariant signal timing in this study.  
3.1.1.3 Vehicle Characteristics 
We consider a platoon of N identical automated vehicles indexed as n ∈ N := 
{1,2,⋯, N}. Each vehicle's acceleration is no less than deceleration limit a < 0 and no 
greater than acceleration limit ?̅? > 0. The speed limit on this segment is ?̅?, and we do not 
allow a vehicle to back up, thus a vehicle's speed range is [0, ?̅?]. 
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3.1.1.4 Car-following Safety 
We require that the separation from between vehicle n's current location at any 
time and its preceding vehicle n−1's location a communication delay τ ago is no less than 
a jam spacing s (which usually the length of a vehicle and a safety buffer).  
 
Figure 1.3 Vehicle Following Safety 
 
3.1.1.4.1 Remark 2 
We use this safety constraint because it incorporates clear physically sound 
parameters such as communication delay and vehicle length. Further, it is consistent with 
the well-known lower-order simplified car-following model proposed by (Newell, 2002) 
and the widely used triangular fundamental diagram (Newell, 1993).  
Entry Boundary Conditions: The location of a vehicle is measured at its rear. The 
location of a vehicle is measured at its rear. Let tn− and vn− denote the time and the speed 
when vehicle n arrives at the entry of this segment (or location 0), ∀n ∈ N. We require 
t1−<t2−<⋯<tn− and separation between tn and tn+1 is sufficient for the safety requirement, 
∀n = 1,⋯, N−1. 
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3.1.2 Problem Formulation 
This section formally formulates the studied problem.  
3.1.2.1 Definition 1 
Define function  
 𝐺(𝑡) ∶= { 𝑡,                                                     if 𝑡 ∈𝐺; 
 minm∈ℤ+{𝑔𝑚|𝑔𝑚 > 𝑡},        otherwise.
 (3.1) 
Function G basically pushes t forward to the following start of the green phase if t 
is not yet in green. Note that function G satisfies the following two properties: 
G1: Function G(t) is increasing (not necessarily strictly) with t ∈ [0, ∞). 
G2: If t ∈ G, t = G(t); otherwise t < G(t). 
3.1.2.2 Definition 2 
A trajectory is defined as a second-order semi-differentiable function p(t) of time 
t ∈ [t−(p), t+(p)] such that its first order differential (or velocity) ṗ(t) is absolutely 
continuous and its second-order right-differential p̈ (t) (or acceleration) is Riemann 
integrable over t ∈ [t  − , t+(p)], with its initial time t−(p) ∈ [−∞, ∞) and ending time t−(p) 
∈ (−∞, ∞]. We denote the set of all trajectories as T. A trajectory p is kinetically feasible 
if ṗ(t) ∈ [0, ?̅?] and p̈ (t) ∈ [a, ?̅?], ∀t ∈ [t−(p), t+(p)]. We denote the set of all kinetically 
feasible trajectories as: 
 T :={p ∈ T | 0 ≤ ṗ(t) ≤ ?̅?, a ≤ p̈ (t) ≤ ?̅?, ∀t ∈ (t−(p), t+(p))} (3.2) 
We call the section on p between times t− and t+ (t−(p) ≤ t− < t+ ≤ t+(p)) as a 
trajectory section, denoted by p(t− : t+). Note that a trajectory section is also a trajectory, 
and p is identical to its maximal section p(t−(p), t+(p)). 
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3.1.2.3 Definition 3 
Define the subset of trajectories in T that are consistent with vehicle n's entry 
boundary condition.  
 Tn−:={p∈T | t−(p) = tn−, t+(p) = ∞, p(tn−) = 0, ṗ(tn−) = vn−},∀n∈N (3.3) 
Although we are only interested in trajectories within segment [0, L], we extend 
t+(p) = ∞ (e.g., after passing location L, accelerating the speed to ?̅? and then retaining it 
all the way) for the convenience of the formulation.  
Denote those trajectories satisfying the exit boundary condition, i.e., passing 
location L during a green signal phase, by 
 T+ := {p ∈ T | p−1(L) ∈ G}, ∀n ∈ N (3.4) 
where the generalized inverse function is defined as p−1(l) := inf{t | p(t) ≥ l}, ∀l∈[0, ∞), 
p∈T. Note that function p−1(⋅) shall satisfy the following properties:  
P1: Function p−1(l) is increasing with l ∈ (−∞, ∞); 
P2: Due to speed limit ?̅?, p−1(l + δ) ≥ p−1(l)+δ/?̅?, ∀l ∈ (−∞, ∞), δ ∈ [0, ∞).  
Further, let Tn denote the set of trajectories that satisfy both vehicle n's entry and 
the exit boundary condition, i.e., Tn = Tn− ∩ T+. 
3.1.2.4 Definition 4 
For a given trajectory p ∈ T , a safely following trajectory of p is a trajectory p' ∈ 
T such that p'(t − τ) − p(t) ≥ s, ∀t ∈ [max(t−(p) + τ, t−(p')), ∞). We denote the set of all 
safely following trajectories of p as ℱ(p), i.e., 
 ℱ(p) := {p' | p'(t − τ) − p(t) ≥s, ∀t ∈ [max(t−(p)+τ, t−(p')), ∞)}, ∀p ∈ T (3.5) 
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Further we define Tn(pn−1) := ℱ(pn−1) ∩ Tn that denotes the set of feasible 
trajectories of vehicle n with respect to given vehicle (n−1)'s trajectory pn−1.  
3.1.2.5 Definition 5 
Now we consider the trajectories of all vehicles as a whole. A feasible leading 
vehicle's trajectory p1 has to fall in T1, and any feasible following vehicle trajectory pn 
has to belong to Tn(pn−1), ∀n ∈ N \{1} . We call a vector of N consecutive trajectories p 
:= [pn]n∈N a trajectory platoon. A trajectory platoon p is feasible if it satisfies all the 
above-defined constraints. Let P denote the set of all feasible trajectory platoons, i.e.,  
 P := {p := [pn]n∈N | p1 ∈ T1, pn ∈ Tn(pn−1), ∀n ∈ N \1} (3.6) 
The smoothness of a trajectory could be quantified with the frequency domain 
measures based on the Fourier transform (X. Li et al., 2010) and the wavelet analysis 
(X. Li, Wang, & Ouyang, 2012; Zheng, Ahn, Chen, & Laval, 2011), but we will just use 
the variance of the speed profile of a trajectory in this study for the simplicity of the 














With this definition, for a feasible trajectory platoon p = [pn]n  ∈ N , the average 
speed variance is obtained as follows: 











3.1.3 Optimization Problem Statement 
The traffic performance (e.g., in terms of travel time, emission, safety, etc) can be 
accurately measured when vehicle trajectories are given. We denote the traffic 
performance for a given trajectory platoon P ∈ P as M(P), which could be either single-
valued when a single (or combined) performance measure is concerned, or a vector if 
multiple conflicting performance measures investigated. Some candidate performance 
measures are described below.  
The total travel time system can be simply formulated as follows: 
 T(P) := ∑n ∈ N (t(pn) := pn−1(L) − Tn−) (3.9) 
where t(pn) is the travel time for vehicle n. 
There are a number of instantaneous fuel consumption and emission measures 
developed in the literature (e.g., CMEM (Barth et al., 2000), MOVES (Koupal, Michaels, 
Cumberworth, Bailey, & Brzezinski, 2002), VT-Micro (K. Ahn, Rakha, Trani, & Van 
Aerde, 2002), PHEM (Hausberger, Rodler, Sturm, & Rexeis, 2003)). Such an 
instantaneous measure is usually a function of vehicle's location (which indicates grade), 
velocity and acceleration at the measured time point, and we denote vehicle n's 
instantaneous measure at time t by e(pn(t), ṗn(t), p̈ n(t)). For the investigated problem, the 
total fuel consumption or emission can be in general formulated as an integration of an 
instantaneous measure for all vehicle trajectories: 




−n ∈ 𝑁  (3.10) 
For illustration purposes, we use a relatively simple (yet reasonably accurate) 
model, the VT-micro model, as formulated below: 
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𝑖=0 } (3.11) 
If safety is the focus, we can minimize a measure that integrates inverse time-to-
collision (iTTC) and deceleration rate difference (DRD) proposed by (B. Park, Chen, & 
Hourdos, 2011). Let hiTTC and hDRD denote the alarm thresholds of iTTC and DRD, 
respectively. At time t, for a vehicle n ∈ N \{1}, its iTTC is ?̇?𝑛(𝑡)−?̇?𝑛−1(𝑡)
𝑝𝑛−1(𝑡)−𝑝𝑛(𝑡)
, and its DRD is 
p̈ n(t) − p̈ n−1(t). If vehicle n's iTTC exceeds hiTTC and its DRD exceeds hDRD at time t, 
then this vehicle has a relatively high probability of crash and its safety alarm is 
triggered. Then the safety objective is the total safety alarm time of all vehicles: 




−𝑛∈𝑁\{1}  (3.12) 
where integrand function: 
 𝑠(𝑝𝑛−1(𝑡), ?̇?𝑛−1(𝑡), 𝑝 𝑛−1(𝑡), 𝑝𝑛(𝑡), ?̇?𝑛(𝑡), 𝑝 𝑛(𝑡)) ∶=  H (?̇?𝑛(𝑡)−?̇?𝑛−1(𝑡)𝑝𝑛−1(𝑡)−𝑝𝑛(𝑡)− ℎ
iTTC) × H(𝑝 𝑛(𝑡) − 𝑝 𝑛−1(𝑡) − ℎ
𝐷𝑅𝐷) (3.13) 
and H(⋅) is the Heaviside step function defined as: 
 𝐻(⋅) = {1,           if ⋅ > 0 
0,          if ⋅ ≤ 0
 (3.14) 
Valentina Balas and Marius Balas suggested the direct use of iTTC as a measure 
of potential collision risks in car following algorithms is more suitable, since, compared 
with TTC, iTTC is proportional to the collision risk (the higher is iTTC the higher is the 
risk), even negative iTTCs (Balas & Balas, 2007). Also, when two vehicles operates with 
the same speed, while the TTC value reaches infinitely, iTTC reaches zero, which is a 
more reasonable value in measuring collision risks. Total iTTC for all vehicles 
throughout evaluation period is expressed directly as: 







−𝑛∈𝑁\{1}  (3.15) 
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One advantage of Eq.3.10 over Eq.3.9 is the former avoids the Heaviside step 
function, which cannot be analytically solved and the latter can only be evaluated by 
time-consuming discrete simulation.  
Other than the three sets of critical performance measures, others such as driving 
comfort can also be potentially used in trajectory optimization problem. For example, we 
can minimize the integral of the squared acceleration as defined below for comfort 
consideration: 




−𝑛∈𝑁\{1}  (3.16) 
where o(p̈ n(t)) measures vehicle n's instantaneous comfort level based on its acceleration. 
For illustration purposes, we set o(p̈ n(t)) := p̈ n(t)2. 
Once the system performance M(P) is formulated, then the control goal is to 
identify the optimal trajectory platoon solution that minimizes this system performance 
measure as in Eq.3.12: 
 min
𝑝∈P
𝐌(𝑃)  (3.17) 
3.2 Algorithm Statement 
This section presents the proposed two-way shooting heuristic (SH) algorithm that 
is able to construct a smooth feasible trajectory platoon very efficiently. Traditional 
methods for trajectory optimization include analytical approaches that can only solve 
simple problems with special structures and numerical approaches that can accommodate 
more complex settings yet may demand enormous computation resources (Von Stryk & 
Bulirsch, 1992). Since a vehicle trajectory is essentially an infinite-dimensional object 
along which the state (e.g. location, speed, acceleration) at each point can be varied, it is 
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challenging to construct even one single trajectory under certain constraints or 
optimization objectives. Note that our problem deals with a platoon of trajectories that 
constantly interact with each other and are subject to complex constraints 3.1- 3.5. 
Further, the smoothness to achieve is defined in a highly non-linear expression 3.6. 
Therefore we deemed that it is very complex and time-consuming to tackle our problem 
with a traditional approach. Therefore, we opted to devise a new approach that 
circumvents the needs for formulating high-dimensional objects or complex system 
constraints. This led to the development of a two-way shooting heuristic (SH) algorithm 
that can efficiently construct a smooth feasible trajectory platoon with only a few control 
parameters.  
In a brief statement, SH first constructs each trajectory as a piecewise quadratic 
function with a forward shooting process that conforms with kinematic constraint 3.1, 
entry boundary constraint 3.2 and safety constraint 4. Only two parameters, i.e., forward 
acceleration ?̅?f ∈ [0, ?̅?] and forward deceleration af ∈ [a, 0], are needed to specify the 
shape of each forward shooting trajectory pnf for vehicle n. Trajectory pnf basically 
accelerates from its entry boundary condition 3.2 at acceleration rate af until reaching 
speed limit v (and then pnf remains at v) or until getting close enough to activate safety 
constraint 4, whichever comes first. Then this forward shooting trajectory is extended by 
a merging segment that decelerates at rate af and smoothly merges into (or gets tangent 
to) a translated trajectory of pn−1 that just keeps enough separation from pn to maintain 
safety constraint 4. If trajectory pnf from the forward shooting process is found to violate 
exit boundary constraint 3.3, a backward shooting process with two more parameters, i.e., 
backward acceleration ?̅?b ∈ [0, ?̅?] and backward deceleration ab ∈ [a, 0], is activated to 
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revise pnf to comply with constraint 3.3. The backward shooting process first shifts the 
segment of pnf above location L rightwards to the start of the next green phase as the top 
part of a backward trajectory pnb. Then pnb shoots backwards from this start point at rate 
ab until fully stopped (and then pnb remains stopped backwards) or until getting close 
enough to merge into pnf. Then, a backward merging segment at deceleration af is shot 
backwards to make pnb exactly gets tangent to pnf. Finally, merging pnf and pnb yields a 
feasible trajectory pn for vehicle n. Such two-way shooting is conducted from vehicle 1 
to vehicle N consecutively, and then the SH algorithm concludes with a feasible 
trajectory platoon p = [pn]n  ∈ N ∈ P. Note that each constructed trajectory only has a very 
small number of quadratic (or linear) segments that are all analytically solvable. Further, 
SH is also so parsimonious that it uses four only acceleration parameters to control the 
overall smoothness of the trajectory platoon so as to achieve certain desired objectives.  
To formally state SH, we first define terminologies for a quadratic segment (as 
illustrated in Figure 3.3(a). 
 
Figure 3.2 Illustrations of definitions of SH 
X-axis is for time elapsing rightwards and y-axis is for location increasing upwards: (a) 
state point, quadratic function and elemental segment, (b) shadow trajectory and shadow 
segment, and (c) segment distance. 
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3.2.1 Definition 6 
We define state point by a three-element tuple (l, v, t'), which represents that at 
time t', the vehicle is at location l and operates at speed v. A feasible state point (l, v, t') 
should satisfy v ∈ [0, ?̅?]. Let A denote the set of all feasible state points. 
3.2.2 Definition 7 
We use a four-element tuple (l, v, a, t') to denote the quadratic function that 
passes location l at time t' with velocity v and acceleration a, i.e., 0.5a(t−t')2+ v(t − t') + l 
with respect to time variable t ∈ (−∞, ∞). Note that this quadratic function definition also 
includes a linear function (i.e., a = 0). For simplicity, we can use a boldface letter to 
denote a quadratic function, e.g., f :=(l, v, a, t') and f(t) := 0.5a(t−t')2+v(t−t')+l. 
3.2.3 Definition 8 
We use a five-element tuple s :=(l, v, a, t', t'') to denote a segment of quadratic 
function f :=(l, v, a, t'), or an quadratic segment, between time min{t', t''} and max{t', t''}, 
and define s(t) :=f(t), ∀t ∈ [min{t', t''}, max{t ', t''}]. If the speed and the acceleration on 
every point along this segment satisfy constraint 3.1, we call it a feasible quadratic 
segment. Let S denote the set of all feasible quadratic segments. 
3.2.4 Remark 3 
In Definitions 6-8, if one or more elements in a tuple are unknown, we use "⋅" to 
denote hold their places (e.g., (l, ⋅, t'), (l, v, ⋅, t', ⋅)). 
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3.2.5 Definition 9 
We call a trajectory p ∈ T composed by a vector of consecutive quadratic 
segments a segmentizable trajectory, e.g., [𝐬𝑘 ≔ (𝑙𝑘, 𝑣𝑘, 𝑎𝑘 , 𝑡𝑘, 𝑡𝑘+1)]𝑘=1,2,⋯,?̅? with −∞ ≤ 
t1 < t2 < ⋯ < tk+1 = ∞, and with a slight abuse of notation, we denote 𝑝 = [s𝑘]𝑘=1,2,⋯,?̅?. 
We denote the set of segmentizable trajectories as T ̂, and apparently T ̂ ⊂ T. 
During the forward shooting process, we need to check safety constraint 3.4 at 
every move. For a vehicle n ≥ 2, we basically create a shadow of the preceding trajectory 
pn−1 by shifting pn−1 downwards by s and rightwards by τ. Then safety constraint 3.4 
simply translate to that pn does not exceed this shadow trajectory at any time. The 
following definition specifies the shadow trajectory and its elemental segments, as 
illustrated in Figure 3.3(b). 
3.2.6 Definition 10 
For a trajectory pn(t), ∀t ∈ [tn−, ∞], we define its shadow trajectory pns as pns(t) 
:=pn(t − τ) − s, ∀[tn− + τ, ∞). It is obvious that t−(pns) = tn− + τ and t+(pns) = ∞. Note that 
if the following trajectory pn+1(t) initiated at time tn+1− satisfies pn+1(t) ≤ pns, ∀𝑡 ∈
[𝑡𝑛+1
− , ∞), then pn and pn+1 satisfies safety constraint 3.4.  
Further, a shadow segment of s :=(l, v, a, t', t'') is simply ss :=(l−s, v, a, t'+τ,t''+τ).  
The following definitions specify an analytical function that checks the distance 
between two segments (e.g., the current segment to be constructed and a reference 
shadow segment in forward shooting), as illustrated in Figure 3.3(c). 
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3.2.7 Definition 11 
Given two segments s1 :=(l1, v1, a1, t'1, t''1), s2 :=(l2, v2, a2, t'2, t''2), define segment 
distance from s1 to s2 as: 
 𝐷(𝐬1 − 𝐬2) ≔ {
𝑚𝑖𝑛𝑡∈[𝑡−,𝑡+]𝐬1(𝑡) − 𝐬2(𝑡),              if 𝑡
− ≤ 𝑡+
∞,                                                         otherwise
 (3.18) 
where t− :=max{min{t'1, t''1}, min{t'2, t''2}} and t+ :=min{max{t'1, t''1}, max{t'2, t''2}}. If 
t− ≤ t+, D(s1 − s2) can be solved analytically as: 
 𝐷(𝐬1 − 𝐬2) ≔
{
𝐬1(𝑡
∗(𝐬1 − 𝐬2)) − 𝐬2(𝑡
∗(𝐬1 − 𝐬2)),   if α1 − α2 > 0 𝑎𝑛𝑑 𝑡






+)},                                                  otherwise
 (3.19) 
where 








We also extend the distance definition to trajectory sections and trajectories 
below. 
3.2.8 Definition 12 
Given two trajectory sections p(t− : t+) and p'(t'− : t'+),  the section distance from 
p(t− : t+) to p'(t'− : t '+) is defined as: 
 𝐷(𝑝(𝑡−: 𝑡+) − 𝑝′(𝑡′−: 𝑡′+)) ≔ min
𝑡∈[𝑚𝑎𝑥(𝑡−,𝑡′−),𝑚𝑖𝑛(𝑡+,𝑡′+)]
𝑝(𝑡) − 𝑝′(𝑡) (3.21) 
If max(t−, t'−) ≤ min(t+, t'+) or D(p(t− : t+) − p'(t'− : t'+)) := ∞. Note that if p(t− : t+) 
and p'(t'−:t'+) are segmentizable, i.e., 𝑝(𝑡−: 𝑡+) = [𝐬𝑘]𝑘=1,2,⋯,?̅? and p'(t'−:t'+)=[s'k ']k '=1,2,⋯,k ', 
then 







3.2.9 Remark 4 
Note that each D function specified above defines a transitive relationship, i.e., 
D(A − B) ≥ DAB and D(B − C) ≥ DBC indicates D(A − C) ≥ DAB + DBC. 
Next, we define an analytical operation that determines how we take a move in 
the forward shooting process, as illustrated in Figure 3.4(a). 
 
Figure 3.3 Illustrations of shooting operations 
(a) A forward shooting operation, and (b) a backward shooting operation. 
Given a quadratic segment s' :=(l', v', a', t '−, t'+) with t'− < t'+, a feasible state point 
(l, v, t−) with t− < t'+, acceleration rate a+ ≥ 0 and deceleration rate a− < 0 (and a− ≤ a'), 
we want to construct a forward shooting segment s :=(l, v, a+, t−, tm) followed by a 
forward merging segment sm :=(lm, vm, a−, tm, t+) where vm :=v + a+(tm − t−), lm := 
p+v(tm− t−) + 0.5a+(tm − t−)2 with forward merging time t+ ≥ forward shooting time tm ≥ 
forward initial time t− in the following way. We basically select t− and tm values to make 
s and sm satisfy the following conditions. First, we want to keep s' above s and the 
segment extended from sm to time ∞, i.e., 
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 D[s' − s] ≥ 0, and D[s' − (pm, vm, a−, tm, ∞)] ≥ 0 (3.23) 
Further, the exact values of tm and t+ shall be determined in the following three 
cases: (I) if no tm ∈ [t−, ∞) can be found to satisfy constraint 3.14, this shooting operation 
is infeasible and return tm = t+ = −∞, (II) otherwise, we try to find t+ ∈ [max{t'−, t−}, t'+] 
and tm ∈ [t−, t+] such that s' and sm get tangent at time t+ (as shown in Figure 3.5(a)), and 
(III) if this trial fails, set tm = t+ = ∞. Fortunately, since these segments are all simple 
quadratic segments, tm and t+ can be solved analytically in the following forward 
shooting operation (FSO) algorithm, where the final solutions to tm and t+ are denoted by 
tmf(s', (l, v, t−, a+), a−) and t+f(s', (l, v, t−, a+), a−) respectively. 
3.2.9.1 FSO-1 
If D(s' − s) < 0 where s :=(l, v, a−, t−, ∞), there is no feasible solution, and we just 
set tm = t+ = −∞ (Case I). Go to Step FSO-3. 
3.2.9.2 FSO-2 
Shift the origin to time t− and denote t̂ '− :=t'− − t−, t̂ '+ :=t'+ − t−, t̂m :=tm−t−,  
t̂+ := t+ − t− and t̂− := max{t̂ '−, 0}. Then get a quadratic function q by subtracting (lm, vm, 
a−, tm) from (l', v', a ', t '−), i.e., q :=(l̂ , v̂ , a' − a−, 0) where 
 l̂  := 0.5a'(t̂ '−)2 + 0.5(a+ − a−)(t̂m)2 − a 't̂ '− + l' − l (3.24) 
and  




If a'=a−, test whether we can make q(t) = 0, ∀t ∈ [t̂−, ∞), i.e., whether l̂=0 with t̂m 
= (v' − v − a't̂ '−) ⁄ (a+ − a−). If yes and t̂m ∈ [t̂−, t̂ '+] (Case II), set tm = t− + t̂m and t+ = t '+. 
Otherwise (Case III), set t+ = tm = ∞. Go to Step FSO-3. 
3.2.9.2.2 FSO-2-2 
If a ' > a−,then q is a convex quadratic function, and we need to solve  
α(t̂m)2 + βt̂m + γ = 0 where α := (a+ − a−)(a+ − a'), β := −2(a+ − a−)(v' − v − a't̂ '−) and γ:= 
(v' − v − a't̂ '−)2 − (a' − a−)(a'(t̂ '−)2 − 2v't̂ '− + 2l' − 2l). In case of α = β = 0 (Case III), set t+ 
= tm = ∞, and go to Step FSO-3. Otherwise, we need to try candidate solutions to t̂m and 





Otherwise, we should have α ≠ 0, and then solve both candidate solutions: 




and the corresponding t̂+c with equation 3.15. If the candidate solutions are not real 
number, then we just set t̂+c = t̂mc = ∞. Otherwise, then try both sets of solutions and 
select the set satisfying t̂+c ≥ t̂mc ≥ 0. For either of these two cases, if t̂+c ∈ [t̂−, t̂ '+] (Case 
II), we set tm = t− + t̂mc and t̂+ = t̂+c. Otherwise, set t+ = tm = ∞. Go to Step FSO-3. 
3.2.9.3 FSO-3 
Finally, we return tmf(s', (l, v, t−, a+), a−) = tm and t+f(s', (l, v, t−, a+), a−) = t+. 
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3.2.10 Definition 13 
 We extend one forward shooting operation to the following forward shooting 
process (FSP). Given a shadow trajectory 𝑝𝑆 = [𝐬ℎ𝐬 ≔ (𝑙ℎ𝐬 , 𝑣ℎ𝐬 , 𝛼ℎ𝐬 , 𝑡ℎ𝐬 , 𝑡ℎ+1𝐬 )]ℎ=1,2,⋯,ℎ̅. with 
𝑡ℎ+1
𝐬 = ∞ and a feasible entry state point (l, v, t−), we basically want to construct a 
forward shooting trajectory pf((l, v, t−),ps) that starts from (l, v, t−) and maintains 
acceleration af or speed v until being bounded by ps. We consider a template trajectory 
starting at (l, v, t−) and composed by these two candidate segments sa :=(l, v, ?̅?f, t−, ta := 
t− + ?̅? − v) ⁄ ?̅?f) (which accelerates from v to ?̅? given v < ?̅?) and s∞ := (la := l +  
0.5(?̅?2 − v2) ⁄ ?̅?f, ?̅?, 0, ta, ∞) (which maintains maximum speed ?̅? all the way), i.e., 
 𝑝𝑡 ∶= {
[𝒔𝑎, 𝒔∞],        𝑖f 𝑣 < ?̅?
[𝒔∞],               𝑖f 𝑣 = ?̅?
 (3.28) 
Then pf((l, v, t−), ps) that first follows pt and then merges into ps with a merging 
segment (pt(tm), ṗt(tm), af, tm, t+) and does not exceed ps at any time. This can be solved 
analytically with the following FSP algorithm. 
 
Figure 3.4 Illustrations of forward shooting process 
 
3.2.10.1 FSP-1 




If v < ?̅?, apply the FSO algorithm to solve candidate time points tmc :=tmf(𝐬ℎ𝐬 , (l, v, 
?̅?f, t−), af) and t+c := t+f(𝐬ℎ𝐬 , (l, v, ?̅?f, t−), af). If tmc > ta, revise tmc :=tmf(𝐬ℎ𝐬 ,(la, ?̅?, 0, ta), af) 
and t+c := t+f(𝐬ℎ𝐬 , (la, ?̅?, 0, ta), af). If v = ?̅?, directly solve tmc :=tmf(𝐬ℎ𝐬 , (l, ?̅?, 0, t−), af) and 
t+c := t+f(𝐬ℎ𝐬 , (l, ?̅?, 0, t−), af). If tmc = −∞, the algorithm cannot find a feasible solution and 
returns pf((l, v, t−), ps) = ∅. Otherwise, the algorithm continues. In the case of 𝑡ℎ+1𝐬  < ∞, 
set tm = min(tm, tmc). If t+c = ∞, set h = h + 1 and go to the beginning of this step if h < h. 
Otherwise, t+c must be within [𝑡ℎ𝐬 , 𝑡ℎ+1𝐬 ], and we set t+= t+c. 
3.2.10.3 FSP-3 
If v < ?̅? and ta > t−, append segment (l, v, ?̅?f, t−, min(tm, ta)) to pf (appending 
means adding this segment as the last element of pf). If tm > ta, append (la,?̅?,0,ta, tm) to pf. 







𝐬 , 𝑡+, 𝑡ℎ+1
s )  to pf, and then append all segments 
[𝐬ℎ′
𝐬 ]ℎ′=ℎ+1,⋯,ℎ̅ to pf. 
3.2.10.3.1 FSP-3-1 
In the case of 𝑡ℎ+1s  < ∞, if tm < ∞ (which also indicates tm < 𝑡ℎ+1s ), we further 
append the merging segment (pt(tm), ṗt(tm), af, tm, 𝑡ℎ+1s ). Then we append (l̂ ,v̂ , ?̅?f, 𝑡ℎ+1s , t̂ ) 
to pf, where l̂  := pt(tm) + ṗt(tm)( 𝑡ℎ+1s  − tm) + af(𝑡ℎ+1s  − tm), v̂  = ṗt(tm)+af(𝑡ℎ+1s  − tm)2 and t̂  
= 𝑡ℎ+1s  + (?̅? − v̂ ) ⁄ ?̅? f. In the last, we append (p̂  + 0.5(v2 − v̂ 2) ⁄ af, v, 0, t̂ , ∞) to pf. 
3.2.10.4 FSP-4 
Finally, return pf((l, v, t−), ps) = pf, tmf((l, v, t−), ps) = tm and t+f((p,v,t−),ps) = t+. 
 
32 
The following definition further specifies how we take a symmetric move in the 
backward shooting process, as illustrated in Figure 3.4(b). 
3.2.11 Definition 14 
Given a quadratic segment s' := (l', v', a', t '−, t'+) with t'− < t'+ (e.g., a segment 
generated from the forward shooting process), a feasible state point (l, v, t−) with t− > t'−, 
acceleration rate a+ ≥ 0 and deceleration rate a− < 0 (and a− ≤ a'), we can also try to 
construct a backward shooting segment s := (l, v, a+, t−, tm) preceded by a backward 
merging segment sm := (lm, vm, a−, tm, t+) where again vm := v + a+(tm − t  −), lm:= l +  
v(tm − t−) + 0.5a+(tm − t−)2, and backward merging time t+ ≤ backward shooting time tm ≤ 
backward initial time t−, such that again condition 3.14 is satisfied (and thus s' is above s 
and sm). And again there are three cases in determining t− and tm values: (I) if no tm ∈ 
(−∞, t−] can be found to satisfy constraint 3.14, this shooting operation is infeasible and 
return tm = t+ = ∞; (II ) otherwise we try to find t+ ∈ [t'+, min{t−, t'−}] and tm ∈ [t+, t−] such 
that s' and sm get tangent at time t+ (as Figure 3.4(b) indicates); and (III) if no such t+ is 
found, set tm = t+ = −∞. Again tm and t− are denoted as functions tmb(s',(l,v, t−), a+, a−) 
and t-b(s',(l, v, t−), a+, a−), respectively, and they can be solved analytically in the 
following backward shooting operation (BSO) algorithm. 
3.2.11.1 BSO-1 
If D[s' − (l, v, a−, t−, −∞)] < 0, there is no feasible solution, and we just return tm 




Again shift the origin point to t− and denote t̂ '− := t'− − t−, t̂ '+ := t'+ − t−, t̂m:=tm − 
t−, t̂+ := t+ − t− and t̂− := min{t̂ '+, 0}. And obtain q by subtracting (lm, vm, a−, tm) from (l', 
v', a ', t'−), which is formulated the same as that in Step FSO-2. 
3.2.11.2.1 BSO-2-1 
If a ' = a−, test whether l̂  = 0 with t̂m =(v' − v − a't̂ '−) ⁄ (a+ − a−). If yes and t̂m ∈ 
[t̂−, t̂ '−] (Case II), set tm = t− + t̂m and t+ = t'−; Otherwise, return t̂m = t̂+ = −∞ (Case III). 
Got to BSO-3. 
3.2.11.2.2 BSO-2-2 
If a '> a−, we need to again solve α(t̂m)2 + βt̂m + γ = 0 formulated in Step FSO-2-2. 
In case of α = β = 0 (Case III), set t+ = tm = −∞, and go to Step FSO-3. Otherwise, we 
again try candidate solutions t̂mc and t̂+c. In case of α = 0 but β ≠ 0, solve t̂mc = −γ ⁄ β and 
t̂+c with equation 3.15. In case of α ≠ 0, then we solve two sets of solutions t̂mc and t̂+c 
with equations 3.16 and 3.15 respectively. if the candidate solutions are not real number, 
then we just set t̂+c = t̂mc = ∞. Otherwise, then try both sets of solutions and select the set 
satisfying t̂+c ≤ t̂mc ≤ 0. With this, if we obtain t̂+c ∈ [t̂−,t̂ '−] (Case II), we set tm = t− + t̂mc 
and t̂+ = t̂+c. Otherwise, set t+ = tm = ∞. Go to Step FSO-3. 
3.2.11.3 BSO-3 
Finally, we return tmb(s', (l, v, t−, a+), a−) = tm and t+b(s', (l, v, t−, a+), a−) = t+. 
3.2.12 Definition 15 
Symmetric to Definition 14, we extend one backward move to the following 
backward shooting process (BSP). We consider a backward shooting template trajectory 
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starting at an feasible entry state point (l, v, t−) composed by one or both of s−a:=  
(l, v, ?̅?f, t−, t−a := t− − v ⁄ ?̅?b) (which decelerates backward from v to 0 given v > 0) and 
s−∞ := (l-a := l − 0.5v2 ⁄ ?̅?b, 0, 0, t-a, −∞) (which maintains maximum speed ?̅? all the way) 
 𝑝𝑡 ∶= {
[𝒔−∞, 𝒔−a],         𝑖f 𝑣 > 0
[𝒔−∞],                 𝑖f 𝑣 = 0
 (3.29) 
 
Figure 3.5 Illustrations of backward shooting process 
 
Further, we are given the original trajectory (e.g., those generated from FSP) 𝑝f =
[𝐬ℎ ≔ (𝑙ℎ, 𝑣ℎ, 𝑎, 𝑡ℎ, 𝑡ℎ+1)]ℎ=1,2,⋯,ℎ̅. 
We will find a backward shooting trajectory pb((l, v, t−), p) that is to merge into pf 
with a merging segment (pt(tm), ṗ(tm), ab, tm, t+) and does not exceed (i.e., going left of) 




Initiate h being the largest segment index of pf such that th < t−, t+=tm=−∞, pb = ∅ 
and start iterating through the segments in pf. 
3.2.12.2 BSP-2 
If v > 0, apply the BSO algorithm to solve tmc := tmb(sh, (l, v, ?̅?b, t−), ab) and t+c := 
tmf(sh, (l, v, ?̅?b, t−), ab). If tmc < t−a, revise tmc := tmb(sh, (l-a, 0, 0, t-a), ab) and t+c:=  
t+b(sh,(l-a, 0, 0, t-a), ab) with BSO. If v = 0, directly solve tmc :=tmb(sh, (l, 0, 0, t−), ab) and 
t+c := t+b(sh, (l, 0, 0, t−), ab) with BSO. If tmc =∞, the algorithm cannot find a feasible 
solution and returns pb((l, v, t−), p) = ∅. Otherwise, the algorithm continues. Set tm = 
max(tm, tmc). In the case that t+c = −∞, the algorithm cannot find a feasible solution and 
returns pb((l, v, t−), p) = ∅ if h = 1; otherwise, set h =h − 1 and rerun this step. Otherwise, 
t+c must be within [ths, th+1s], and we set t+ = t+c. 
3.2.12.3 BSP-3 
If v > 0 and t-a < t−, set insert segment (l−ma, v−ma, ?̅?b, t−ma, t−) to pb (inserting 
means adding this segment as the first element), where t−ma := max(tm, t-a), v−ma:= v − 
?̅?b(t− − t−ma) and l−ma :=l− v(t− − t−ma) + 0.5?̅?b(t− − t−ma)2. If tm < t−a, insert (l-a,0, 0, tm, t-a) 
to pf. Then we insert merging segment (lm, vm, ?̅?b, t+, tm) to pf where lm :=lh + vh(t+ − ths) 
+ 0.5ah(t+ − ths)2, and vm := vh + ah(t+ − th). 
3.2.12.4 BSP-4 
Finally, construct backward shooting trajectory segment pb((l, v, t−),pf) =  
pb(tm : t−) (or pb for simplicity). We further extend pb(tm : t−) by inserting pf(t1 : tm) and 
appending pf((l, v, t−), pf) generated from an auxiliary FSP, and construct the extended 
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backward shooting trajectory peb((l, v, t−), pf) := [pf(t1 : tm), pb(tm : t−), pf((l, v, t−), pf)]. 
Return pb((l, v, t−), pf) and peb((l, v, t−), pf). 
Now we are ready to present the pseudo code of the proposed shooting algorithm 
that yields a trajectory platoon P(?̅?f, af, ?̅?b, ab) as a functional of these four acceleration 
rates. 
3.2.12.5 SH1 
Initialize acceleration parameters ?̅?f, af, ?̅?b and ab. Set n = 1, trajectory platoon 
P= ∅. 
3.2.12.6 SH2 
Apply the FSP to obtain 𝑝𝑛
𝑓
= [𝐬𝑛𝑘 = (𝑙𝑛𝑘 , 𝑣𝑛𝑘, 𝑎𝑛𝑘 , 𝑡𝑛𝑘, 𝑡𝑛(𝑘+1))]𝑘=1,⋯,?̅?𝑛
 
=𝑝𝑓((0, 𝑣𝑛−, 𝑡−), 𝑝𝑛−1𝑆 ) (define 𝑝0𝑆 ≔ ∅). We call this process the primary FSP (to 
differentiate from the auxiliary FSP in the BSP). If 𝑝𝑛
𝑓 = ∅, which means that this 
algorithm cannot find a feasible solution for trajectory platoon P, set P(?̅?f, af, ?̅?b, ab)  
:= P = ∅ and return. 
3.2.12.7 SH3 
This steps checks the need for the BSP. Find the segment index 𝑘𝑛𝐿  such that 𝐿 ∈
[𝑙𝑛𝑘𝐿 ,  𝑙𝑛(𝑘𝐿+1)] and solve the time 𝑡𝑛𝐿 when vehicle n passes location L as follows: 






















If 𝑡𝑛𝐿 = 𝐺(𝑡𝑛𝐿), which means that pnf does not violate the exit boundary constraint 
(3.3) (or does not run into the red light), we set pn = pnf and go to SH4. Otherwise, pnf 
violates constraint and we need to apply BSP to revise it in the following step. Set 𝑣𝑛𝐿 ≔
𝑣𝑛𝑘𝐿 + 𝑎𝑛𝑘𝐿(𝑡𝑛
𝐿 − 𝑡𝑛𝑘𝐿), apply the BSP to obtain pn = peb((L, vnL, G(tnL)), pnf). 
3.2.12.8 SH4 
Append pn to P. Return P(?̅?f, af, ?̅?b, ab) := P if n = N, or otherwise set n = n + 1 
and go to SH2. 
Although FSO (Definition 13) and BSO (Definition 13) do not explicitly impose 
speed limits to the generated trajectory segments, as long as a non-empty trajectory 
platoon P is returned by the SH algorithm, P shall satisfy all constraints defined in 
Section 3.1.2 (or p ∈ P), as proven in the following proposition. 
3.2.13 Proposition 1 
If the SH algorithm successfully generates a set of trajectories P(?̅?f, af, ?̅?b, ab) 
with af, ab ∈ [a, 0) and ?̅?f, ?̅?b ∈ (0,  ?̅?], they shall fall in the feasible trajectory platoon set 
P specified in equation 3.4. 
Since the acceleration of each segment generated from the SH algorithm is either 
explicitly specified within [a, ?̅?] (i.e., one of ?̅?f, af, ?̅?b, ab and 0) or just following a 
shadow trajectory's acceleration that shall fall in [a, ?̅?] as well. So the constraint with 
respect to acceleration in 3.1 is satisfied.  
Then, we will use mathematical induction to exam the remaining constraints in 
3.1-3.4. First for vehicle 1, the FSP can generate p1 with at maximum 2 segments, which 
apparently falls in T1− (and thus both constraints 3.1-3.2 are satisfied). If the BSP is not 
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needed, exit constraint 3.3 is automatically satisfied and thus p1 ∈ T1. Otherwise, the new 
segments generated from the BSP below L start from a speed no greater than v and 
decelerate backwards to a value no less than 0 and then increase the speed and merge into 
the forward shooting trajectory at a speed no greater than ?̅?. During this process, the 
speed shall always stay within [0, ?̅?] and therefore constraint 3.1 remains valid. The 
auxiliary FSP is similar to the primary FSP and thus will not violate constraint 3.1 as 
well. Further, the BSP step SH3 does not affect the entry boundary condition 3.2 and 
makes exit condition 3.3 feasible in addition. Therefore we obtain p1 ∈ T1. 
Then we assume that pn−1 ∈ Tn−1, ∀n =2,⋯, N, and we will prove that pn∈Tn(pn−1). 
If pn is not blocked by pn−1 during the FSP, then the construction of pn is similar to that 
of p1 and thus pn should automatically satisfy constraints 3.1-3.3 and thus pn ∈ Tn. 
Further, pn shall be always below 𝑝𝑛−1𝑆 and therefore pn shall satisfy the safety constraint 
3.4, i.e., pn ∈ Tn(pn−1). Otherwise, if pn is blocked by pn−1, the construction of pn would 
generate some more segments that merge the forward trajectory into 𝑝𝑛−1𝑆  (e.g., as Figure 
3.4(a) illustrates) and then follow 𝑝𝑛−1𝑆 , as compared with the construction of p1. Due to 
the induction assumption, the segments following 𝑝𝑛−1𝑆 shall satisfy kinematic constraint 
3.1 the same as the corresponding segments in pn−1. For the merging segment, since it 
starts from a forward shooting segment and ends at a shadow segment and therefore its 
speed range should be bounded by [0, ?̅?]. Therefore, we obtain pn ∈ T. Again, the 
primary FSP ensures that pn satisfies the entry boundary 3.2 and the BSP ensures that pn 
satisfy exit constraint 3.3. This yields pn ∈ Tn. Further we see that any segment generated 
from the FSP shall be either below or on 𝑝𝑛−1𝑆 . If the BSP generates new segments, they 
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shall be strictly right to the forward shooting trajectory. Therefore, pn shall fall in 




THEORETICAL PROPERTIES OF SHOOTING HEURISTIC 
This section analyze theoretical properties of the proposed SH algorithm, 
including its solution feasibility and optimality, and relationship with classic traffic flow 
theory. It is actually quite challenging to analyze such properties because the original 
problem defined in Section 3.1.2 involves infinite-dimensional trajectory variables and 
highly nonlinear constraints. Fortunately, the concept of time geography (Miller, 2005) is 
found related to the bounds to feasible trajectory ranges. We generalized this concept in 
the coming subsection to enable the following theoretical analysis. 
4.1 Quadratic Time Geography (QTG) 
In order to facilitate analysis of the SH properties, we first generalize concepts in 
time geography considering acceleration range [?̅?, a] in additional to speed range [0, ?̅?]. 
These generalized concepts, which we refer as quadratic time geography, are illustrated 




Figure 4.1 Illustrations of generalized time geography concepts 
(a) Quadratic cone; and (b) quadratic prism 
4.1.1 Definition 16 
We call the set of feasible trajectories (i.e., in T) passing a common feasible state 
point (l, v, t−) the quadratic cone of (l, v, t−), denoted by Clvt−, illustrated as the shaded 
area in Figure 4.1(a) and formulated below: 
 Clvt− ={p| p ∈ T, p(t−) = l, ṗ(t−) = v, ∀t ∈ (−∞, ∞)} (4.1) 
where the upper bound trajectory ?̅?𝑙𝑣𝑡− of (l, v, t−), illustrated as the top boundary of the 




















𝑙 + ?̅?(𝑡 − 𝑡−) −
(?̅?−𝑣)2
2?̅?





and the lower bound trajectory plvt− of (l, v, t−), illustrated as the bottom boundary of the 































In other words, ?̅?𝑙𝑣𝑡− is composed of three elemental segments (𝑙 −
𝑣2
2?̅?




, −∞), (𝑙 − 𝑣
2
2?̅?






) and (𝑙 + ?̅?
2−𝑣2
2?̅?
, ?̅?, 0, 𝑡− +
?̅?−𝑣
?̅?
, ∞) that are 
respectively joined at states (𝑙 − 𝑣
2
2?̅?
, 0, 𝑡− −
𝑣
?̅?
)and (𝑙 + ?̅?
2−𝑣2
2?̅?
, ?̅?, 𝑡− +
−𝑣
?̅?
), and 𝑝𝑙𝑣𝑡− 
comprises segments (𝑙 − 𝑣
2−?̅?2
2𝑎
, ?̅?, 0, 𝑡− −
𝑣−?̅?
𝑎
, −∞), (𝑙 − 𝑣
2−?̅?2
2𝑎







and (𝑙 − 𝑣
2
2𝑎
, 0,0, 𝑡− −
𝑣
𝑎
, ∞) that are respectively joined at states (𝑙 − 𝑣
2−?̅?2
2𝑎




and (𝑙 − 𝑣
2
2𝑎
, 0, 𝑡− −
𝑣
𝑎
). Note that ?̅?𝑙𝑣𝑡−  = pf((l, v, t−), ∅) from the FSP with 𝑎
f
= 𝑎 and  
af = a, ?̅?𝑙𝑣𝑡−(𝑡−) = 𝑝𝑙𝑣𝑡−(𝑡−) = l, and ?̅?𝑙𝑣𝑡−(𝑡) ≥ 𝑝𝑙𝑣𝑡−(𝑡), ∀t ≠ t−. Further, Clvt− is 
always non-empty as long as (l, v, t−) is feasible. 
4.1.2 Definition 17 
We call the set of trajectories in T passing two feasible state points (l−, v−, t−) and 
(l+, v+, t+) with t− < t+, l− ≤ l+ a quadratic prism, denoted by 𝑃𝑙−𝑣−𝑡−𝑙
+𝑣+𝑡+, as illustrated in 
Figure 4.1(b) and formulated below: 
 𝑃𝑙−𝑣−𝑡−𝑙
+𝑣+𝑡+:={p∈T | p(t−)=l−, ṗ(t−)=v−, p(t+)=l+, ṗ(t+)=v+}=Cp−v−t−∩Cp+v+t+ (4.4) 
The upper bound of this 𝑃𝑙−𝑣−𝑡−𝑙
+𝑣+𝑡+ (as the top boundary of the shade in 4.1(b)), 
denoted by 𝑝
𝑙−𝑣−𝑡−





















), where we can actually 
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≔ 𝑡+f((𝑙−, 𝑣−, 𝑡−), 𝑝
𝑙+𝑣+𝑡+
). 
The lower bound of this prism (as the bottom boundary of the shade in (4.1(b)), 
denoted by 𝑝𝑙−𝑣−𝑡−𝑙
+𝑣+𝑡+  , is composed by section 𝑝𝑙−𝑣−𝑡−  (∞: 𝑡𝑚), merging segment 
𝑝𝑙+𝑣+𝑡+  (𝑡
+:∞) and 𝒔𝑚(𝑝𝑙−𝑣−𝑡−(𝑡𝑚), ?̇?𝑙−𝑣−𝑡−(𝑡𝑚), 𝑎, 𝑡𝑚, 𝑡+), where we can apply the 
FSP in a transformed coordinate system to solve tm and t+. We shift the first shift the 
origin to (l+, t+) and rotate the whole coordinate system by 180 degree, then (l+, v+, t+) 
transfers into (0, v+, 0), (l−, v−, t−) transfers into (l+ − l−, v−, t+ − t−), and 𝑝𝑙−𝑣−𝑡− transfers 
into ?̂?𝑙−𝑣−𝑡− such that ?̂?𝑙−𝑣−𝑡−(𝑡) ≔ 𝑙+ − 𝑝𝑙−𝑣−𝑡−(2𝑡+ − (𝑡− + 𝑡)). Then we solve t̂m := 
t̂mf((0, v+, 0), ?̂?𝑙−𝑣−𝑡−) and t̂+ := t+f((0, v+, 0), ?̂?𝑙−𝑣−𝑡−) with the FSP with af = −a and af = 
−𝑎. Then we obtain t+ =t+ − t̂m and tm = t+ − t̂+. 
Note that the feasibility of 𝑃𝑙−𝑣−𝑡−𝑙
+𝑣+𝑡+ depends on the values of (l−, v−, t −) and (l+, v+, 
t+), as discussed in the following propositions.  
4.1.3 Proposition 2 
Given two feasible state points (l−, v−, t−) and (l+, v+, t+), quadratic cone 𝑃𝑙−𝑣−𝑡−𝑙
+𝑣+𝑡+ 
is not empty if and only if D(𝑝
𝑙+𝑣+𝑡+
− 𝑝𝑙−𝑣−𝑡−) ≥ 0 and D(𝑝𝑙−𝑣−𝑡− − 𝑝𝑙+𝑣+𝑡+) ≥ 0. 
We first prove the necessity. If there exists a feasible trajectory p∈𝑃𝑙−𝑣−𝑡−𝑙
+𝑣+𝑡+, then 
we know the D(𝑝
𝑙+𝑣+𝑡+
−p) ≥ 0 and D(p − 𝑝𝑙−𝑣−𝑡−) ≥ 0, which indicates D(𝑝𝑙+𝑣+𝑡+ −
𝑝𝑙−𝑣−𝑡−) ≥ 0. Symmetrically, D(𝑝𝑙+𝑣+𝑡+−p) ≥ 0 and D(p− 𝑝𝑙−𝑣−𝑡−) ≥ 0 indicates 
D(𝑝
𝑙−𝑣−𝑡−
− 𝑝𝑙+𝑣+𝑡+) ≥ 0. 
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Then we investigate the sufficiency. Given D(𝑝
𝑙+𝑣+𝑡+
− 𝑝𝑙−𝑣−𝑡−) ≥ 0 and 
D(𝑝
𝑙−𝑣−𝑡−
− 𝑝𝑙+𝑣+𝑡+) ≥ 0, we can first obtain that l− < l+ and t− < t+. Further we know 













(𝑡), ∀t ∈ [𝑡̅∗, ∞]. From the proof to 
Proposition 7, we can obtain a trajectory pm ∈ 𝐶𝑙−𝑣−𝑡− composed by ?̅?𝑙𝑣𝑡−(𝑡−: ?̂?𝑚), sm 
:=(?̅?𝑙𝑣𝑡−(t̂m), ?̇̅? 𝑙𝑣𝑡−(t̂m), a, t̂m, 𝑡̅𝑚), 𝑝𝑙+𝑣+𝑡+  (𝑡̅
𝑚:∞) satisfying t− ≤ t̂m ≤ 𝑡̅𝑚 < ∞ and 
D(𝑝
𝑙+𝑣+𝑡+
− 𝑝𝑚) ≥ 0. Next, we will prove 𝑡̅𝑚 ≤ t+ by contradiction. If 𝑡̅𝑚 > t+, then 
𝑝
𝑙+𝑣+𝑡+
 (𝑡̅𝑚) > l+ and ?̇?
𝑙+𝑣+𝑡+
 (𝑡̅𝑚) > v+. Since segment sm decelerates at a, then 
D(𝑝𝑙+𝑣+𝑡+− sm) > 0, which however is contradiction to D(𝑝𝑙−𝑣−𝑡− − 𝑝𝑙+𝑣+𝑡+) ≥ 0 because 
the start point of sm is on 𝑝
𝑙−𝑣−𝑡−
. This proves that t− ≤ t̂m ≤ 𝑡̅m ≤ t+. Therefore, pm ∈ 
𝐶𝑙−𝑣−𝑡− ∩ 𝐶𝑙+𝑣+𝑡+ = 𝑃𝑙−𝑣−𝑡−
𝑙+𝑣+𝑡+. This completes the proof. 
4.1.4 Proposition 3 
Given two feasible state points (l−, v−, t−) and (l+, v+, t+) with D(𝑝
𝑙−𝑣−𝑡−
−
𝑝𝑙+𝑣+𝑡+) ≥ 0, if quadratic cone 𝑃𝑙−𝑣−𝑡−
𝑙+𝑣+(𝑡++𝛿) for a δ ≥ 0 is not empty, then 𝑃𝑙−𝑣−𝑡−𝑙
+𝑣+𝑡+ is not 
empty and D(?̅?𝑙−𝑣−𝑡−𝑙





 is not empty, Proposition 2 indicates that D(𝑝
𝑙+𝑣+(𝑡++𝛿)
− 𝑝𝑙−𝑣−𝑡−) 




) ≥ 0 and thus due to the transitive 
property of function T, we obtain D(𝑝
𝑙+𝑣+𝑡+
− 𝑝𝑙−𝑣−𝑡−) ≥ 0, which combined with the 
given condition D(𝑝
𝑙−𝑣−𝑡−
− 𝑝𝑙+𝑣+𝑡+) ≥ 0 indicates that 𝑃𝑙−𝑣−𝑡−𝑙




Further, for any p ∈ 𝑃𝑙−𝑣−𝑡−
𝑙+𝑣+(𝑡++𝛿), we have D(?̅?𝑙−𝑣−𝑡−





) ≥ 0, we also have D(𝑝
𝑙+𝑣+𝑡+
−p) ≥ 0 due to the transitive 
property of function D. This implies that p ∈ 𝑃𝑙−𝑣−𝑡−𝑙
+𝑣+𝑡+and thus D(?̅?𝑙−𝑣−𝑡−𝑙
+𝑣+𝑡+ −p) ≥ 0. This 
completes the proof. 
4.1.5 Remark 5 
Note that as 𝑎 → ∞ and a → −∞, every smooth speed transition segment on the 
borders of a quadratic cone or prism reduces into a vertex, and the QTG concept 
converges to the traditional time geography defined in (Miller, 2005). Besides, when the 
spatiotemporal range of the studied problem is far greater than that where acceleration 𝑎 
and deceleration a is discernible, neither is QTG much different from the traditional time 
geography.  
4.2 Relationship Between QTG and SH 
As preparing for the investigation to the feasibility and optimality of the SH 
solution, we now discuss the relationships between trajectories generated from the FSP 
and BSP and the borders of the corresponding quadratic cone and prism.  
4.2.1 Definition 18 
Entry boundary condition [vn−, tn−]n ∈ N  is proper if  D(?̅?0𝑣𝑛−𝑡𝑛− − 𝑝0𝑣𝑛−1− 𝑡𝑛−1− ) ≥ 0, 
∀n ∈ N \{1}. 
Note that if the entry boundary condition is not proper, P  is empty. Therefore, 
without loss of generality, this study only investigates proper boundary conditions.  
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4.2.2 Proposition 4 
The forward shooting trajectory pf((l, v, t−), ∅) generated from the FSP with 
?̅?𝑓 = ?̅? and af = a is identical to ?̅?𝑙𝑣𝑡−(t−:∞). 
4.2.3 Proposition 5 
Given two feasible state points (l−, v−, t−) and (l+, v+, t+) with l+ > l− and t+ > t− 
such that quadratic prism 𝑃𝑙−𝑣−𝑡−𝑙
+𝑣+𝑡+ ≠ ∅, the extended backward shooting trajectory  
peb((l+, v+, t+), pf((l−, v−, t−), ∅)) generated from the BSP with ?̅?𝑏 = ?̅?𝑓 = ?̅? and ab = af 
= a is identical to ?̅?𝑙−𝑣−𝑡−𝑙
+𝑣+𝑡+(t− : ∞). 
These two propositions obviously hold based on the definitions of the FSP and 
BSP and thus we omit the proofs. With these properties, we investigate the magnitude of 
the exit speeds below.  
4.2.4 Definition 19 
Given a set of trajectories q ={q1, q2, ⋯, qM} ∈ T, we define u(q,t) =  
minm∈{1,⋯,M} qm(t), ∀t and we call this function a quasi-trajectory and denote it with u(q). 
Let U denote the set of all quasi-trajectories. Note that T ⊂ U. 
4.2.5 Definition 20 
Given a feasible state point (l, v, t−) and a quasi-trajectory u ∈ U, we define 
𝐶𝑙𝑣𝑡−
𝑢 ≔ {𝑝 | 𝑝 ∈ 𝐶𝑙𝑣𝑡− , 𝐷(𝑢 − 𝑝) ≥ 0}, which we call a bounded cone with respect to 
state point (l, v, t−) and bounding trajectory p'. 
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4.2.6 Definition 21 
 Given two feasible state point (l−, v−, t−), (l+, v+, t+) and a trajectory p' ∈ T, We 
define 𝑃𝑙−𝑣−𝑡−
𝑙+𝑣+𝑡+,𝑝′
≔ {𝑝 | 𝑝 ∈  𝑃𝑙−𝑣−𝑡−
𝑙+𝑣+𝑡+ , 𝐷(𝑝′ − 𝑝) ≥ 0}, which we call a bounded prism 
with respect to state points (l−, v−, t−), (l+, v+, t+) and bounding trajectory p'. 
Apparently, a bounded cone and a bounded prism shall satisfy the following 
properties.  
4.2.7 Proposition 6 
Given two feasible state points (l−, v−, t−), (l+, v+, t+) and two trajectories p', p '' ∈T 
such that t−(p'') ≥ t−(p'), t+(p'') ≥ t+(p') and D(p''−p') ≥ 0, then 𝐶𝑙−𝑣−𝑡−
𝑝′
⊆ 𝐶𝑙−𝑣−𝑡−





Then we will prove some other less intuitive properties for bounded cones and 
prisms.  
4.2.8 Proposition 7 
Given a feasible state point (l, v, t−) and a trajectory p' ∈ T with t−(p') = t− and 
t+(p') = ∞, then trajectory pf := pf((l, v, t−), p') obtained from the FSP with ?̅?f = ?̅? and af = 
a is not empty ⇔ 𝐶𝑙𝑣𝑡−
𝑝′ ≠ ∅ ⇔ if D(p' − 𝑝𝑙𝑣𝑡−) ≥ 0. Whenever 𝐶𝑙𝑣𝑡−
𝑝′  ≠ ∅, 𝐶(𝑙−𝛿)𝑣𝑡−
𝑝′ ≠ ∅ we 
obtain D(pf − p) ≥ 0, ∀p ∈ 𝐶(𝑙−𝛿)𝑣𝑡−
𝑝′ , δ ≥ 0. 
We first prove the first half of this proposition on the equivalence relationships. It 
is apparent that pf((l, v, t−), p') ≠ ∅ leads to 𝐶𝑙𝑣𝑡−
𝑝′  ≠ ∅ because pf((l, v, t−),p') ∈ 𝐶𝑙𝑣𝑡−
𝑝′ . 
Further if we can find a feasible trajectory in p ∈ 𝐶𝑙𝑣𝑡−
𝑝′ , we know that D(p' − p) ≥ 0 and 
D(p − 𝑝𝑙𝑣𝑡−) ≥ 0, which yields D(p' − 𝑝𝑙𝑣𝑡−) ≥ 0 since D is transitive. Now we only need 
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to prove that D(p' − pplvt−) ≥ 0 leads to pf((l, v, t−), p') ≠ ∅. Now we are given p'(t) ≥ 
𝑝𝑙𝑣𝑡−(𝑡), ∀t ∈ [t−, ∞). If p'(t) ≥ ?̅?𝑙𝑣𝑡−(𝑡), ∀t ∈ [t−, ∞), then Proposition 4 indicates  
pf((l, v, t−), p') = pf((l, v, t−), ∅) = ?̅?𝑙𝑣𝑡−(𝑡−, ∞), which should be always non-empty. 
Otherwise, it should be that p'(t) ≥ ?̅?𝑙𝑣𝑡−(𝑡), ∀t ∈ [t−,t*), p'(t*) = ?̅?𝑙𝑣𝑡−(𝑡∗) and p'(t) < 
?̅?𝑙𝑣𝑡−(𝑡), ∀t ∈ (t*, ∞) for some t* ∈ [t−, ∞). We first define a continuous function of time  
t̂  ∈ [t−, ∞) as follows. We construct a trajectory denoted by 𝑝?̂? composed for maximally 
accelerating section ?̅?𝑙𝑣𝑡−(𝑡−: ?̂?) and a maximally decelerating section 
𝑝𝑝𝑙𝑣𝑡−(?̂?)?̇?𝑙𝑣𝑡−(?̂?)𝑡−(𝑡
−:∞). Then we define function 
 𝑑(?̂?) ≔ 𝐷 (𝑝′ − 𝑝?̂?) = min
𝑡∈[𝑡−:∞)
𝑝′(𝑡) − 𝑝?̂?(𝑡) (4.5) 
Note that as t̂  increases continuously, 𝑝?̂?(𝑡) increases continuously at every  
t ∈ [t−, ∞). Then we can see that function d(t̂ ) shall continuously decrease with t̂ . Note 
that 𝑝?̂? is identical to 𝑝𝑙𝑣𝑡− when t̂  = 0. Then since p'(t) ≥ 𝑝𝑙𝑣𝑡−(𝑡), ∀t ∈ [t−, ∞), we obtain 
d(0) ≥ 0. Further, as t̂  increases to t*, then 𝑝?̂?(𝑡) and p'(t) shall intersection at t*, which 
indicates that d(t*) ≤ 0. Due to the Bolzano's Theorem (Apostol, 1969), we can always 
find a t̂m ∈ [t−, t*] such that d(t̂m) = 0, which indicates that p' and 𝑝?̂?m get tangent at a 




 (?̂?m), 𝑎, ?̂?m, 𝑡̅m). Note that pf is exactly pf((l, v, t−), p') and thus 
pf((l, v, t−), p') is not empty. This completes the equivalence relationship.  
Then we prove the bounding property of pf in the second half of this proposition. 
In case that D(p' − ?̅?𝑙𝑣𝑡−) ≥ 0, pf shall be identical to ?̅?𝑙𝑣𝑡− and thus D(pf − p) ≥ 0 
obviously holds ∀p ∈ 𝐶𝑙𝑣𝑡−
𝑝′
= 𝐶𝑙𝑣𝑡−. Otherwise, then we know that pf = 
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[?̅?𝑙𝑣𝑡−(𝑡−: ?̂?m),sm, p '(𝑡̅m:∞)] for some t̂m and 𝑡̅m satisfying t  −  ≤ t̂m ≤ 𝑡̅m ≤ ∞. If there 
exist a ∃p ∈ 𝐶𝑙𝑣𝑡−
𝑝′
 such that D(pf − p) < 0, then there much exist a t  ̃∈ (t̂m, 𝑡̅m), such that 
p(t )̃ is strictly above sm. Since D(?̅?𝑙𝑣𝑡−  − p) ≥ 0 and D(p − 𝑝𝑝(?̃?)𝑝(?̃?)?̃?̇ ) ≥ 0, thus we have 
D(?̅?𝑙𝑣𝑡− − 𝑝𝑝(?̃?)𝑝(?̃?)?̃?̇ )  ≥ 0, which indicates 𝑝𝑝(?̃?)𝑝(?̃?)?̃?̇  and s
m have to intersect at a time 
t'∈[t̂m, t )̃. However, sine D(p' − p) ≥ 0, thus 𝑝𝑝(?̃?)𝑝(?̃?)?̃?̇  needs to intersect with s
m at 
another time t" ∈ (t ,̃ tm]. This is contradictory to the fact that sm has already decelerated 
at the extreme deceleration rate a. This contradiction proves that D(pf − p) ≥ 0, 
∀p∈𝐶𝑙𝑣𝑡−
𝑝′ . Further, given δ ≥ 0, for any pδ ∈ 𝐶(𝑙−𝛿)𝑣𝑡−
𝑝′ , we can find a p ∈ 𝐶𝑙𝑣𝑡−
𝑝′  satisfying 
D(p − pδ) ≥ 0 with a similar argument. This proves that D(pf − p) ≥ 0, ∀p ∈ 𝐶(𝑙−𝛿)𝑣𝑡−
𝑝′  ,  
δ ≥ 0. 
Symmetrically, we can obtain similar properties for the BSP operations as well.  
4.2.9 Corollary 1 
Given a feasible state point (l, v, t+) and a trajectory p' ∈ T with t−(p') =  −∞ and 
t+(p') = t+, then trajectory peb := peb((l, v, t+), p') obtained from the BSP obtained from the 
BSP with ?̅?f = ?̅?b = ?̅? and af = ab = a (where ?̅?f and af are for the auxiliary FSP) is not 
empty ⇔ 𝐶𝑙𝑣𝑡−
𝑝′  ≠ ∅ ⇔ if D(p' − 𝑝𝑙𝑣𝑡−) ≥ 0. Whenever 𝐶𝑙𝑣𝑡−
𝑝′  ≠ ∅, we obtain D(peb − p) ≥ 
0, ∀p ∈ 𝐶𝑙𝑣𝑡−
𝑝′ . 
4.2.10 Proposition 8 
Corollary 1 combined together lead to the following property with respect to a 
quadratic prism.  
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4.2.11 Corollary 2 
Given two feasible state point (l−, v−, t−), (l+, v+, t+) satisfying D(𝑝
𝑙−𝑣−𝑡−
−
𝑝𝑙+𝑣+𝑡+) ≥ 0 and D(𝑝𝑙+𝑣+𝑡+ − 𝑝𝑙−𝑣−𝑡−) ≥ 0, and a trajectory p' ∈ 𝐶𝑙−𝑣−𝑡− with t
−(p') = t−, 
then trajectory peb := peb((l+, v+, t+), p') obtained from the BSP with ?̅?f = ?̅?b = ?̅? and  
af = ab = a is not empty ⇔ 𝑃𝑙−𝑣−𝑡−
𝑙+𝑣+𝑡+,𝑝′≠ ∅ ⇔ if D(p' − 𝑝𝑙𝑣𝑡−) ≥ 0. Whenever 𝑃𝑙−𝑣−𝑡−
𝑙+𝑣+𝑡+,𝑝′≠∅, 
we obtain D(peb − p) ≥ 0, ∀p ∈ 𝑃𝑙−𝑣−𝑡−
𝑙+𝑣+(𝑡++𝛿),𝑝′, δ ≥ 0. 
4.3 Feasibility Properties 
The SH algorithm can used as a touchstone of the feasibility of trajectory platoon 
set P defined in (3.5) (or whether it is empty) under certain mild conditions. This section 
will discuss the relationship between the feasibility of the SH solution and that of P, 
starting with investigating properties of quadratic time geography and elements of SH.  
Now we investigate the feasibility of P in a special condition, i.e., when the signal 
is ignored or always green, i.e., G ⊃ [t1−, ∞). In this case, the SH algorithm degrades to 
one that does no longer call the BSP and the auxiliary FSP in SH3-4 and simply yield  
pn = pnf. The results derived from this case are applicable to non-signalized highway 
sections.  
4.3.1 Theorem 1 
When G ⊃ [t1−, ∞), the solution P = [pn]n  ∈ N to the SH algorithm with ?̅?𝑓 = ?̅? and 
af = a is not empty if and only if P ≠ ∅. 
If P ≠ ∅, then P ∈ Ƥ by Proposition 1 and thus Ƥ ≠ ∅. We will only need to prove 
the sufficiency. When Ƥ ≠ ∅, we can find a platoon set P' = [p 'n]n∈N ∈ Ƥ. We will use 
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induction to prove the sufficiency. The induction assumption is that feasible pn ∈ Tn is 
generated by SH with D(pn − p'n) ≥ 0. When n = 1, p1 = pf((p, v, t−), ∅) ∈ T1 shall always 
exist. Further, Proposition 4 indicates p1 = ?̅?𝑙𝑣𝑡− and thus D(p1 − p'1) ≥ 0. Assume that 
the induction assumption holds for n =k − 1, ∀k ∈N \{1}. Then when n = k, since p'k ∈ 
𝐶0𝑣𝑘
−𝑡𝑘
− ∩ℱ(p'k−1) = 𝐶0𝑣𝑘−𝑡𝑘−
𝑝𝑘−1
′𝑆








 ≠ ∅ where 𝑝𝑘−1𝑆  is the shadow trajectory of pk−1. Then Proposition 7 









. This completes the induction proof.  
Now we relax this no-red time assumption and investigate the feasibility of Ƥ 
under milder conditions with the SH solution. We consider a special subset of Ƥ where 
every trajectory has the maximum speed of v at the exit location L that we assume is no 
less than ?̅?2 ⁄ (2?̅?), i.e., 
 P ̂ :={[pn]n∈N ∈ Ƥṗn(pn−1(L)) = v, ∀n ∈ N} (4.6) 
This subset is not too restrictive, because in order to increase the traffic 
throughput rate, the exits speed of each vehicle should be high (we will see this in the 
numerical examples). The following analysis investigates the equivalence of the 
feasibility of P ̂ and that of the SH.  
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4.3.2 Proposition 9 
When L ≥ ?̅?2 ⁄ (2?̅?), if the SH algorithm with ?̅?f = ?̅?b = ?̅? and af = ab = a yields a 
feasible solution P = [pn]n∈N , then ṗn(t) = ?̅?, ∀t ≥ pn−1(L), n ∈ N. 
We use induction to prove this proposition. The induction assumption is ṗn(t) = ?̅?, 
∀t ≥ pn−1(T). If the BSP is not needed, Proposition 4 indicates that p1 = p1f = 
?̅?0𝑣1−𝑡1−(𝑡1
−:∞) and thus ṗ1(t) = ?̇?0𝑣1−𝑡1−(𝑡) = ?̅?, ∀t ≥ p1
−1(L) = ?̅?0𝑣1−𝑡1−
−1 (𝐿) since L ≥  
?̅?2 ⁄ (2?̅?). Otherwise, if the BSP is needed, it shoots backwards from the state point  
(L,  ?̅?0𝑣1−𝑡1−
−1 (?̅?0𝑣1−𝑡1−
−1 (𝐿)) = ?̅?, G(?̅?0𝑣1−𝑡1−






. Therefore, ṗ1(t) = ?̅?, ∀t ≥ p1−1(L) holds again since L ≥ ?̅?2 ⁄ (2?̅?). 
Then assume that this assumption holds for n = k −1, and we will investigate whether it 
holds for n = k, ∀k ∈N  \{1}. If the primary FSP is not blocked by 𝑝𝑘−1𝑆 , apparently  





. if the BSP is needed, and 
either way ṗk(t) = ?̅?, ∀t ≥ pk−1(L) holds since L ≥ ?̅?2 ⁄ (2?̅?). Otherwise, pkf merges into 
𝑝𝑘−1






−1 (𝐿 + 𝑠)) = ?̅?. Note that again the BSP 
could only shift segments in parallel and thus ?̇?𝑘(𝑝𝑘−1(𝐿)) = ?̇?𝑘f (𝑝𝑘f−1(𝐿)) = ?̅?. The 
induction assumption also indicates that the segments of pk−1 used in the auxiliary FSP 
for pk is at constant speed v. This means that the auxiliary FSP for pk will not be blocked 
by pk−1, and thus we obtain ?̇?𝑘(𝑡) = ?̅?, ∀t ≥ pk−1(T). This completes the proof.  
This leads to an important property of the SH algorithm regarding the optimality 
of travel time in 4.2. 
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4.3.3 Theorem 2 
When L ≥ ?̅?2 ⁄ (2?̅?), trajectory platoon set P̂ is not empty if and only if the SH 
solution with ?̅?f = ?̅?b = ?̅? and af = ab = a is feasible. 
The proof of the sufficiency is simple. When the SH solution P=[pn]n∈N  ≠∅, 
Proposition 8 indicates that P ∈ P ̂ and thus P ̂ ≠ ∅. Then we only need to prove the 
necessity. When there exists P' = [p'n]n∈N ∈ P ̂ that is not empty, we will show that the SH 
solution P = [pn]n∈N too is not empty with the following induction. For the notation 
convenience, we denote tn '+ = (p'n)−1(L) and tn+ := pn−1(L). The induction assumption is 
that pn exists and D(pn − p'n) ≥ 0. When n = 1, p1 = ?̅?𝑙1−𝑣1−𝑡1−
𝐿,𝑣,̅𝑡1
+
 where t1+ = 𝐺(?̅?𝑙1−𝑣1−𝑡1−
−1 (𝐿)) 
due to Theorem 5 if p1 is not empty. Note that pn(tn− : 𝑝𝑛−1(?̂?𝑛)) = p̂ n(tn− : pn−f(L̂n)) at 
D(?̅?𝑙1−𝑣1−𝑡1− − ?̅?𝐿?̅?𝑡1+) ≥ 0 since G(?̅?𝑙1−𝑣1−𝑡1−
−1 (𝐿)) ≥ ?̅?𝑙1−𝑣1−𝑡1−
−1 (𝐿). Further, Proposition 9 that  
t1+ ≥ t1'+. Further, ?̅?𝑙1−𝑣1−𝑡1−
𝐿,𝑣,̅𝑡1
+
 ≠ ∅ (p'1 ∈ ?̅?𝑙1−𝑣1−𝑡1−
𝐿,𝑣,̅𝑡1
+
). Then Proposition 3 indicates that p1 exists 
and D(p1 − p'1) ≥ 0.  
Then assume that the induction assumption holds for n = k − 1, ∀k ∈ N \{1}. 




, then we obtain from Corollary 2 that  
(𝑝𝑘−1′S − 𝑝𝑙𝑘−𝑣𝑘−𝑡𝑘−) ≥ 0 where 𝑝𝑘−1
′S  is the shadow trajectory of p 'k−1. And the induction 
assumption tells that D(𝑝𝑘−1S − 𝑝𝑘−1′S ) ≥ 0 where 𝑝𝑘−1S is the shadow trajectory of pk−1, 





−) ≥ 0 based on the transitive property of D. 
In addition, theorem 5 indicates that if pk exists, then tk+ = tk+, which satisfying 
D(?̅?0𝑣𝑘−𝑡𝑘− − 𝑝𝐿𝑣𝑡𝑘+
 ) ≥ 0 and D(?̅?𝐿𝑣𝑡𝑘+ − 𝑝0𝑣𝑘−𝑡𝑘−) ≥ 0. With this, Proposition 7 and 
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Corollary 2 indicate pk ≠ ∅. Further, Proposition 9 indicates tk+ = tk+ ≥ t1'+, which leads to 
D(pk − p'k) ≥ 0 based on Corollary 2. This completes the induction proof.  
Further, we will show that when L is sufficiently long, the feasibility of the SH 
solution is equivalent to the feasibility of Ƥ.  
4.3.4 Theorem 3 









+s(N − 1), trajectory platoon set Ƥ is not empty if 
and only if the SH solution with ?̅?f = ?̅? and af = a is feasible.  
Again the sufficiency trivially holds. We only need to examine the necessity. 
Basically, we need to show if Ƥ ≠ ∅, then the SH solution P = [pn]n∈N too is not empty. 
Note that for each trajectory n, if the BSP in SH3 is needed, then it shall be always 
successfully completed within highway segment [L − ?̅?2⁄ (−2?̅?b) − ?̅?2⁄ (−2?̅?b), L]. 
Therefore, the BSP does not affect the shape of pn within [0, L̂n := L − ?̅?2⁄ (−2?̅?b) − 
?̅?2⁄(−2?̅?b) − s(n−1)] even if we consider the backward wave propagation caused by the 
previous trajectories, i.e., pn(tn−: ṗn−1(L̂n)) = pnf(tn− : ṗn−1(L̂n)). So if the FSP in SH2 does 
not yield infeasible solution, then P is not empty. Let P̂  = [p̂ n]n∈N denote the set of 
solution obtained from Theorem 1 when exit constraint 3.3 is ignored. Theorem 1 
indicates that P̂  ≠ ∅ since Ƥ ≠ ∅. To prove this theorem, we only need to show that 
pn(tn−: pn−1(L̂n)) = p̂ n(t−: pn−1(L̂n)) from the following induction.  
The induction assumption is pn(tn− : pn−1(L̂n)) = p̂ n(tn− : pn−1(L̂n)) and ṗn(t) = ?̅?, 
∀t ∈ [pn−1(L̂), pn−1(L̂n)]. When n = 1, the trajectory generated from the FSP satisfies p1f 
:= p1f((0, v1−, t1−), ∅) = p̂ n. Since the BSP will not affect the shape of p1 below L̂1, thus 
p1(t1− : p1−1(L̂1)) = p1f(t1− : p1−1(L̂1)) = p̂ 1(t1− : p1−1(L̂1)). Since p̂ 1f shall finish accelerating 
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to ?̅? before reaching location L̂  based on the value of L̂ , then ṗ1(t) = ?̇̂?1(𝑡) = ?̅?, ∀t ∈ 
[p1−1(L̂), p1−1(L̂n)]. Then we assume that the induction assumption holds for n = k −1, 
∀k∈N \{1}. When n = k, the forward shooting trajectory is pkf := pkf((0, vk−, tk−), 𝑝𝑘−1S ). 
If D(𝑝𝑘−1S − ?̅?0𝑣𝑘−𝑡𝑘−) ≥ 0, then apparently pk
f = p̂ k = pf((0, vk−, tk−), ∅), and thus 
pk(tk− : pk−1(L̂ k)) = pkf(tk− : pk−1(L̂ k)) = p̂ kf(tk− : pk−f(L̂ k)) and ṗk(t) = ?̅?, ∀t ∈ [pk−1(L̂), 
pk−1(L̂ k)]. Otherwise, since p̂ k ∈ 𝐶0𝑣𝑘−𝑡𝑘−
?̂?𝑘−1
S
 is feasible where ?̂?𝑘−1S  is the shadow trajectory of 
?̂?𝑘−1, then we know from Proposition 7 that D(?̂?𝑘−1S − 𝑝0𝑣𝑘−𝑡𝑘−) ≥ 0. The induction 
assumption of 𝑝𝑘−1 (𝑡𝑘−1− : 𝑝𝑘−1−1 (?̂?𝑛)) = ?̂?𝑘−1(𝑡𝑘−1− : 𝑝𝑘−1−1 (?̂?𝑘−1)) indicates that 
D(𝑝𝑘−1S (𝑡𝑘−1− + 𝜏 ∶  𝑝𝑘−1−1 (?̂?𝑘−1) + 𝜏 − 𝑝0𝑣𝑘−𝑡𝑘−) ≥ 0, and the induction assumption of 
ṗk−1(t) = ?̅?, ∀t ∈ [𝑝𝑘−1−1 (?̂?), 𝑝𝑘−1−1 (?̂?𝑘−1)] indicates that 𝑝𝑘−1𝑠 (𝑝𝑘−1−1 (?̂?𝑘−1) + 𝜏) = ?̅? and 
thus D(𝑝𝑘−1S − 𝑝0𝑣𝑘−𝑡𝑘−) ≥ 0, which indicates that pk
f exists from Proposition 7. The 
induction assumption of the induction assumption of ṗk−1(t) = ?̅?, ∀t 
∈[𝑝𝑘−1−1 (L̂), 𝑝𝑘−1−1 (L̂k−1)] indicates that ?̇?𝑘−1𝑠 (𝑡) = ?̅?, ∀t ∈ [𝑝𝑘−1S−1(?̂? − 𝑠), 𝑝𝑘−1S−1(?̂?𝑘 = ?̂?𝑘−1 −
𝑠)], and therefore, pkf shall merge with 𝑝𝑘−1S  at a location before L̂ because the merging 
speed has to be less than ?̅?, and therefore ṗk(t) = ṗkf(t) = ?̅?, ∀t ∈ [pk−1(L̂), pk−1(L̂k)]. This is 
exactly what p̂k does up to location L̂k based on the induction assumption of 𝑝𝑘−1S (t) = 
?̂?𝑘−1
S (t), ∀t∈ [𝑡𝑘−1− , 𝑝𝑘−1S−1(?̂?𝑘)], and therefore pk(tk− : pk−1(L̂k)) = p̂k(tk− : pk−1(L̂k)). This 
completes the proof. 




4.3.5 Theorem 4 









+s(N−1), trajectory platoon set P is not empty if and 
only if ?̅?0𝑣𝑛−𝑡𝑛−(𝑡 − 𝑚𝜏) − 𝑚𝑠 ≥ 𝑝0𝑣𝑛+𝑚− 𝑡𝑛+𝑚− (𝑡), ∀1 ≤ n ≤ N, 1 ≤ m ≤ N − n. And each pn 




 where quasi-trajectory 
𝑞𝑛
𝑓
= 𝑢({?̅?0𝑣𝑛′− 𝑡𝑛′− }𝑛′=1,…,𝑛
), which we call the nth order shadow frontier. 
4.4 Optimality of the SH Solution 
Then we will analyze that the SH algorithm under mild conditions can achieve 
this lower bound travel time T. Further we investigate the optimality of the SH solution 
regarding to travel time objective 3.7 in the following analysis. We first present a 
theoretical lower bound to the total travel time.  
4.4.1 Proposition 10 
Regarding travel time objective 3.7, we should have 
 min
𝑝∈𝑃





−)𝑛∈𝑁  (4.7) 
where tn+ is the lower bound for the time when vehicle n exits location L, as formulated 
below: 
 𝑡𝑛+ ≔ {
𝐺 (?̅?0𝑣𝑛−𝑡𝑛−
−1 (𝐿)),                                                        ∀𝑛 = 1
𝐺(max{?̅?0𝑣𝑛−𝑡𝑛−
−1 (𝐿), 𝑡𝑛−1
+ + 𝑠/?̅? + 𝜏}),    ∀𝑛 = 2,… , 𝑁 
 (4.8) 
We will use induction to prove this proposition. Let [pn]n ∈ N ∈ Ƥ denotes the 
optimal trajectory platoon that yields the minimum total travel time. The induction 
assumption is that vehicle n's minimum exit time (at location L) pn−1(t) is no less than tn+ 
defined in 4.2. When n = 1, since pn ∈ 𝐶0𝑣𝑛−𝑡𝑛−, then pn
−1(L) ≥ ?̅?0𝑣𝑛−𝑡𝑛−
−1 (𝐿), and since 
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pn−1(t)∈G, then due to Properties G1-2 in Definition 1, pn−1(t) =G(pn−1(t)) ≥ G(?̅?0𝑣𝑛−𝑡𝑛−
−1 (𝐿)). 
Thus the induction assumption holds when n = 1. Then we need to prove that, when this 
assumption holds for n = k − 1, this assumption shall automatically hold for n = k,  
∀k ∈ N \{1}. Since again pk ∈ 𝐶0𝑣𝑛−𝑡𝑛−, we obtain pk
−1(t) ≥ ?̅?0𝑣𝑘−𝑡𝑘−
−1 (𝐿). Further, since  
pk ∈ ℱ(pk−1) due to safety constraint 3.4, 𝑝𝑘−1(𝐿) ≥ 𝑝𝑘−1−1 (𝐿 + 𝑠) + 𝜏. Due to property P2 
in Definition 3, we see 𝑝𝑘−1−1 (𝐿 + 𝑠) ≥ 𝑝𝑘−1−1 (𝑠) +
𝑠
?̅?
 and therefore 𝑝𝑘−1(𝐿) ≥ 𝑝𝑘−1−1 (𝑠) +
𝑠/?̅? + 𝜏. Then the induction assumption indicates 𝑝𝑘−1(𝐿) ≥ 𝑡𝑘−1+ + 𝑠/?̅? + 𝜏. With this, 
we obtain that pk−1(L) ≥ max{?̅?0𝑣𝑛−𝑡𝑛−
−1 (𝐿), 𝑡𝑛−1
+ + 𝑠/?̅? + 𝜏}, and again based on Properties 
G1-2, we obtain pk−1(L) = G(pk−1(L)) ≥ G(max{?̅?0𝑣𝑛−𝑡𝑛−
−1 (𝐿), 𝑡𝑛−1
+ + 𝑠/?̅? + 𝜏 }) = tn+. This 
completes the proof.  
Note that in this problem, the minimum travel time would just imply the 
maximum throughput, as stated in the following corollary.  
4.4.2 Theorem 5 
When L ≥ ?̅?2⁄ (2?̅?), if the SH algorithm with ?̅?f = ?̅?b = ?̅? and af = ab =a yields a 
feasible solution P = [pn]n∈N, then T(P) = T and R(P) = ?̅?. This also indicates that in this 
case 𝑚𝑖𝑛
𝑝∈𝑃
𝑇(𝑃) = 𝑇 and min
𝑝∈𝑃
𝑅(𝑃) = 𝑅. 
We again applies induction to prove it. The induction assumption is that pn−1(L) = 
tn+. Based on the definition of the SH, we see pn−1(L) = tn+ apparently holds when n = 1. 
Then we assume pn−1(L) = tn+ holds for n = k −1, and we will investigate whether it holds 
for n =k, ∀k ∈ N \{1}. Since Proposition 8 indicates that ṗk−1(t) = ?̅?, ∀t ≥ 𝑝𝑘−1−1 (𝑇), we 





+ + 𝑠/?̅? + 𝜏. If the primary FSP is not blocked by ?̇?𝑘−1S , then Proposition 4 









−1 (𝐿) < 𝑝𝑘−1
S−1(𝐿), the primary FSP will merge into 𝑝𝑘−1S  before reaching location L, 
and thus 𝑝𝑘
𝑓−1(𝐿) = 𝑝𝑘−1
S−1(𝐿). In either case, 𝑝𝑘
𝑓−1(𝐿) = max {?̅?0𝑣𝑘
−𝑡𝑘
−
−1 (𝐿),  𝑝𝑘−1
S−1(𝐿) =
𝑡𝑛−1
+ + 𝑠/?̅? + 𝜏}. Then the BSP and the auxiliary FSP process will just result pk−1(L) = 
G(𝑝𝑘
𝑓−1(𝐿)). This proves the induction assumption for n = k and thus the proof 
completes. 
4.5 Relationship to Classic Traffic Flow Models 
Evolution of highway traffic has been traditionally investigated with various 
microscopic models (e.g., car following (Brackstone & McDonald, 1999) and cellular 
automata (Kai & Schreckenberg, 1992)) and macroscopic kinematic models (kinematic 
models (Lighthill & Whitham, 1955; Richards, 1956) and cell transmission (Carlos F 
Daganzo, 1994)). (C F Daganzo, 2006) proves the equivalence between the kinematic 
wave model with the triangular fundamental diagram (KWT) (Newell, 1993), Newell's 
lower-order model (Newell, 2002) and the linear cellular automata model (Kai & 
Schreckenberg, 1992). We will just show the relevance of the SH solution to the KWT 
model, and this relevance can be easily transferred to other models based on their 
equivalence. The KWT model specifies a rule to construct trajectory pn based on vehicle 
n's initial state (0, ⋅ , tn−) and preceding trajectory pn−1, as formulated below: 
 pn(t) = min{(t − tn−)?̅?, pn−1(t − τ) − s}, ∀n ∈ N \{2}, t ∈ [tn−, ∞) (4.9) 
For notation convenience, we denote this pn = pKWT((0, ⋅ , tn−), pn−1). 
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This section considers a leading vehicle problem (LVP) where p1 is given, and 
initial states of all vehicles [(0, vn−, tn−)], we solve all following trajectories [pn]n∈N \{1} 
with a certain trajectory rule, i.e., either the FSP or the KWT model (4.3). Note that the 
LVP with FSP is similar to the SH solution with G⊃[t1−, ∞) except that the shape of p1 is 
given instead of being generated from the FSP. We denote the trajectory platoon solution 
to the LVP with KWT by Q = [qn]n∈N and the solution to the LVP with FSP by P=[pn]n∈N. 
This section investigates the relevance of P to Q. 
Carlos Daganzo showed that KWT has a contraction property, i.e., the result of 
KWT is insensitive to small input errors, as stated in the following proposition 
(C F Daganzo, 2006).  
4.5.1 Proposition 11 
We can always find some ϵ > 0, such that given 𝑞𝑛−1 and 𝑞′𝑛−1 both with initial 
time 𝑡 𝑛−1−  and satisfying max
𝑡∈[tn−1
− ,∞)
| 𝑞𝑛−1(𝑡) − 𝑞′𝑛−1(𝑡) ≤ 𝜖, then  
maxt∈[tn−, ∞) | pKWT((0, ⋅ , tn−), 𝑞𝑛−1) − pKWT((δ, ⋅ , tn−), 𝑞′𝑛−1) ≤ ϵ for any tn− > 𝑡 𝑛−1−  and  
δ < ϵ. 
We now show that the forward shooting trajectory generated from the FSP has the 
same contraction property.  
4.5.2 Theorem 6 
We can always find some ϵ > 0, such that given pn−1 and p'n−1 both with initial 
time 𝑡 𝑛−1−  and satisfying 𝑚𝑎𝑥
𝑡∈[tn−1
− ,∞)
| 𝑝𝑛−1(𝑡) − 𝑝′𝑛−1(𝑡) ≤ 𝜖, if pnf := 
pf((0, vn−, tn−), pn−1) ≠ ∅ and pn 'f := pf((δ, vn−, tn−), p'n−1) ≠ ∅ for some tn− > 𝑡 𝑛−1− , vn−∈[0, 
?̅?] and δ < ϵ, then maxt∈[tn−, ∞) | pnf(t) − pn 'f(t) |≤ ϵ. 
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S (𝑡) − 𝑝′
𝑛−1
S
(𝑡)| ≤ 𝜖. Further, define 𝑝𝑛−1S+𝜖(𝑡) ≔ 𝑝𝑛−1S (𝑡) + 𝜖 and 
𝑝𝑛−1
S−𝜖(𝑡) ≔ 𝑝𝑛−1




S−𝜖). Obviously, D(𝑝𝑛f+𝜖 − 𝑝𝑛′f ) ≥ 0 and D(𝑝𝑛′f − 𝑝𝑛f−𝜖 ) ≥ 0. Then with 




 and thus D(𝑝𝑛f+𝜖 − 𝑝𝑛′f ) ≥ 0. 











f (𝑡) − 𝑝′
𝑛
f
(𝑡)| ≤ 𝜖. 
Theorem 6 implies that the solution to the LVP with FSP are not sensitive to 
small input errors as well. However, we shall note that the solution to the SH algorithm 
may be sensitive to small errors because the exit time of a trajectory, if close to the start 
of a red phase, could be pushed back to the next green phase due to a small input 
perturbation. Nonetheless, this kind of "jump" only affects a limited number of 
trajectories that are close to a red phase, and the patterns of most other trajectories will 
not be much affected. 
The following theorem investigates the difference between P and ?̅?. 
4.5.3 Theorem 7 
If both P and Q are not empty, the D(qn − pn) ≥ 0 and D(pn − qn) ≥  
min{−0.5?̅?2/?̅?𝑓, 0.5?̅?2/af}, ∀n ∈ N. 
We will induction to prove this theorem. The induction assumption is D(qn−pn) ≥ 
0 and D(pn−qn) ≥ min{−0.5𝑛?̅?2/?̅?f, 0.5𝑛?̅?2/af}, ∀n ∈ N. When n = 1, both LVPs have 
the same leading vehicle trajectory, therefore D(q1−p1) = D(p1−q1) = 0 and thus the 
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induction assumption obviously holds. Assume that this assumption holds for n=k−1, ∀k 
∈ N \{1}. Then when n = k, pk = pf((0, vk−, tk−), 𝑝𝑘−1S ) where 𝑝𝑘−1S  is the shadow trajectory 
of pk−1. Define p'k(t) = min{?̅? (t − tk−), 𝑝𝑘−1S (𝑡)}, ∀t ∈ [tk−, ∞). It is easy to see that D(p'k(t) 
− pk) ≥ 0 and D(pk − p'k(t)) ≥ min{−0.5?̅?2/?̅?f, 0.5?̅?2/af }. Further from formulation 4.3, 
we know that qk(t) = min{?̅? (t − tk−), 𝑞𝑘−1S (𝑡)}, ∀t ∈ [tk−, ∞) where 𝑞𝑘−1S  is the shadow 
trajectory of qk−1. Base on the induction assumption, we first know that D(qk − p'k) ≥ 
D(𝑝𝑘−1S − 𝑞𝑘−1S ) ≥ 0, and D(p'k − qk) ≥ D(𝑞𝑘−1S −𝑝𝑘−1S ) ≥ min{−0.5(k −2)?̅?2/?̅?f,  
0.5(k −2) ?̅?2/af}. Then due to the transitive property of D, we obtain D(qk − pk) ≥ 0 and 
D(pk − qk) ≥ min{−0.5(k−1)?̅?2/?̅?f,−0.5(k−1) ?̅?2/af}. This completes the proof. 
The above theorem leads the following asymptotic relationship.  
4.5.4 Corollary 3 
If ?̅?𝑓→ ∞ and af → −∞, then we have P → Q.  
This relationship indicates that the FSP can be viewed as a generalization of KWT 
as well as other equivalent models, including Newell's lower order model and the linear 
cellular automata model. Essentially, the SH solution can be viewed as a smoothed 
version of these classic models that circumvents the "speed jump" issues that all these 
traditional models have. Besides, this implies the analytical methods used to solve these 
models could be potentially adapted to the FSP and even the SH algorithm, which 
deserves further exploration in future studies. Furthermore, we should note that at 
stationary state, i.e., when each trajectory move at a constant speed, the macroscopic 
characteristics of the LVP with FSP shall be consistent with a triangular fundamental 
diagram defined below. 
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4.5.5 Theorem 8 
When ṗn(t) remains constant ∀t ≥ tn− for each n ∈ N, then all ṗn(t) values are 









  for any l ≥ 0, then 









, ?̅?} (4.11) 






If any two consecutive trajectory are not parallel, then they will either intersect or 
depart from each other to an infinite spacing since they both are straight. The former is 
impossible because of safety constraint 3.4. Neither is the latter possible since the 
following trajectory has to accelerate when their spacing exceeds the shadow spacing. 
Therefore ṗn(t) = V for some V∈[0, ?̅?], ∀n ∈ N. 
When V < ?̅?, pn−1(t) ≥ pn(t) + s + Vτ, ∀n ∈ N ⁄{1}. In case that pn−1(t) > pn(t)+s+Vτ, 
p̈n−1(t) shall be positive, which is contradictory to the assumption that ṗn(t) remains 
constant. Therefore, pn−1(t) = pn(t)+ s + Vτ. In this case, K = ( 1
𝑠+𝑉𝜏
) and apparently 





) < ?̅? and thus equation 4.5 holds. 





 It is easy to 
verify that 0 < 1−𝑠𝐾
𝜏
 < ?̅?K < ?̅?
𝑠+?̅?𝜏
 and thus equation 4.6 holds. 
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 ≥ ?̅? and thus equation 4.5 holds as well. 
It is easy to obtain with simple geometry that 𝑝𝑛−1(𝑙) − 𝑝𝑛−1−1 (𝑙) =
(𝑝𝑛−1(𝑡)− 𝑝𝑛(𝑡))
?̅?
 for any 










This section illustrates trajectories constructed by the SH algorithm and their 
properties with several numerical examples. The default values for input parameters in 
Section 3.1.1 are shown in Table 5.1.We may vary one or multiple parameter values to 
construct different problem instances. 




















Value 1000  25  25  5
0  
-10  2  2  7  1  60C/G
%  
 
In Table 5.1, parameter rS ∈ (0, C ⁄ G] is a traffic saturation rate that is used to 
determine the entry boundary conditions. Basically, we set t1− = 0 and generate the 
following entry times as 𝑡𝑛− = 𝑡𝑛−1− + (𝜏 +
𝑠
?̅?
) (1 + 𝜉𝑛 (
𝐶
𝑟𝑆𝐺
− 1)), ∀n ∈ N \1, where ξn is 
an uniformly distributed random number over [0, 2] and ξn values are independent across 
different n values. Then we generate vn− randomly backwards from n = N to n = 1 (with a 
random seed of 1 at MATLAB). Each time, we assign an random value uniformly 
distributed over [0, v̅] to vn−. When n < N, if vn− leads to an violation to safety constraint 
3.4 with acceleration ?̅? ⁄ 2 and deceleration a ⁄ 10, we will change it to the minimum 
value that does not violate 3.4. 
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After we construct trajectories, equations 3.7 can be directly applied to measure 
average travel time. Regarding, the average fuel consumption/emission measure 3.8, for 
illustration purposes, we use a relatively simple (yet reasonably accurate) instantaneous 
measure, the VT-micro model (Ahn K. & Van Aerde, 2002)), as formulated below: 



















𝑖=0 } (5.1) 
where coefficient 𝐾𝑖𝑗(𝑝 𝑛(𝑡)) depends on the sign of 𝑝 𝑛(𝑡), the vehicle type and the MOE 
type (e.g., fuel consumption, or emission of a certain pollutant). The tests in this section 
use the values of coefficient matrix [𝐾𝑖𝑗(𝑝 𝑛(𝑡))]𝑖,𝑗=0,1,2,3 for the fuel consumption 
obtained from eight light duty vehicles collected by the Oak Ridge National Laboratory, 
as show in Table 5.11. 
Table 5.2 Coefficients for the MOE of fuel consumption 
Kij p n(t) is positive p n(t) is negative 
 j=0 j=1 j=2 j=3 j=0 j=1 j=2 j=3 
i=0 -7.735 0.2295 -5.61E-3 9.77E-5 -7.73 -0.0180 
-4.27E-
3 1.89E-4 
i=1 0.0280 0.0068 -7.72E-4 8.38E-6 0.0280 
7.72E-





















The units of fuel consumption, speed and acceleration are in liters/sec, kph, and kph/sec, 
respectively. 
                                                 





To evaluate the benefit of automated trajectory control, we construct a benchmark 
instance that mimics describes the manually-driven traffic counterpart. We adapt the 
Intelligent Driver model (Treiber et al. 2000) as the manual-driving rule for every 
vehicle: 




′} 𝑎′}  (5.2) 
where vehicle length 𝑙0 = 5m, acceleration bounds ?̅?′ = {0,    𝑖𝑓 ?̇?𝑛(𝑡) ≥ ?̅? 
?̅?,        𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 and 𝑎′ =
{
0, 𝑖𝑓 ?̇?𝑛(𝑡) ≤ 0 
𝑎,      𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
, comfort deceleration b = 1.67m/s2, the bounding trajectory and desired 
spacing 𝑠∗ = (𝑠 − 𝑙0) + ?̇?𝑛(𝑡 − 𝜏)𝜏 + ?̇?𝑛(𝑡 − 𝜏)
?̇?𝑛(𝑡−𝜏)−?̇?′𝑛−1(𝑡−𝜏)
√?̅?𝑏
. And p'n-1 denote a 
bounding trajectory that is pn-1 if pn is not blocked by a red light or a virtual vehicle 
parked at L+s otherwise. We define the yellow time prior to the beginning of a red phase 




𝐿 + 𝑠, if 𝐿 − 𝑝𝑛(𝑡 − 𝜏) <
?̅?2
2𝑏
, 𝑡 ∈ [𝑚𝐶 − 𝑦,𝑚𝐶 + 𝐺]
𝑝𝑛−1(𝑡),                                                            otherwise
 (5.3) 
To accommodate the leading vehicle that does not have a preceding trajectory, 
without loss of generality, we define a virtual preceding vehicle p0(t) = ∞ and ṗ0(t) =?̅?, 
∀t∈(−∞, ∞). There are two reasons to select this model. First, the trajectories produced 
from this model appear to be consistent with our driving experience at a signalized 
intersection: we tend to slow down and make a stop only when we get close the 
intersection at a yellow or red light. For illustration, the set of trajectories produced from 
the default setting are shown in Figure 5.1(a), where we can observe quite rugged 
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trajectories with several stop-and-go waves. Secondly, it is easy to verify that at a 
stationary state, the same macroscopic relationship between density and flow volume 
defined in Theorem 8 holds. This way, the comparison between the SH solution and this 
benchmark will only focus on the "trajectory smoothing" effect rather than improvement 
of stationary traffic characteristics, which has been investigated in other studies (e.g., 
(Shladover et al. 2009)). We apply the measuring method proposed by (Laval 2011) to 
quantify the macroscopic characteristics. Basically, we roll a box with a length of 100m 
and a time interval of 5s along the shock wave direction (at a speed of −s/τ) across the 
trajectories in Figure 5.1(a) by a 100m × 10s step size. We measure the flow volume and 
density for each box and plot the measurements as circles in Figure 5.1(b) where the solid 
curve represents the stationary flow-density relationship specified in equation 4.6. We see 
that the overall trend of the majority of the measurements is consistent with the stationary 
relationship. However some measurements are quite off the stationary curve, because the 
stop-and-go waves make the traffic highly non-stationary. Note that and quite a few flow 
volume measurements are lower that their stationary values, which is consistent with the 




Figure 1.1 Benchmark trajectories and macroscopic characteristics 
(a) Benchmark trajectories; and (b) macroscopic characteristics of benchmarks 
trajectories with default input values. 
5.2 Optimality 
This section will conduct some numerical tests to investigate feasibility and 
optimality properties of SH discussed in Sections 4.3 and 4.4. 
Instead of speed correction, minimum speed v ⁄ 2. We apply the measure formulas 
3.7 and 3.8 and obtain an average travel time of TB := 121.1 s/veh, and an average fuel 
consumption of EB := 0.191 liter/veh. Using our SH algorithm, the average travel time is 
reduced to 51.8 s/veh and the average fuel consumption is reduced by up to 19%. The 
average travel time is always optimal and the average fuel consumption is varies by 
different accelerations and decelerations.  Based on the results, we find that the smaller 




Table 5.3 Effects of trajectory smoothing 
?̅?f  𝑎f ?̅?b 𝑎b T (s)  E (liter/veh)  
Benchmark     121.1  0.191  
?̅?f  𝑎f ?̅?b 𝑎b 51.8 0.223 
?̅?  𝑎 ?̅? / 3 𝑎 / 3 51.8 0.185 
?̅?  𝑎 ?̅? / 3 𝑎 / 15 51.8  0.178  
?̅? /2 𝑎/2 ?̅? / 3 𝑎 / 15 51.8  0.171  
?̅? /2 𝑎/10 ?̅? / 3 𝑎 / 15 51.8  0.155 
 
5.3 Trajectory Optimization 
The case studies conducted so far are sensitivity analysis of different parameters. 
However, in real world applications, we hope to optimize vehicle trajectories in terms of 
multiple system performance measures, including travel time, energy consumption and 
safety, as stated in Subsection 3.1.3. 
Genetic algorithm is adopted to solve for the four parameters:?̅?𝑓(𝑚/𝑠2),  
𝑎𝑓(𝑚/𝑠2), ?̅?𝑏(𝑚/𝑠2) and 𝑎𝑏(𝑚/𝑠2). The fitness function is a linear combination of 
three measures fitness = a·TT + b·Energy + c·Safety. The linear combination converts 
each of the performance measure to monetary values as a single final objective. We use 
$20/hour for a, $1/liter for b, and $200 for c. Sensitivity analysis of these parameters 
should be conducted in future studies. 
The results are demonstrated in Table 5.4. After optimization, Average travel time 





Figure 5.1 Vehicle trajectories with and without optimization 
The first subplot is benchmark condition; the second is for extreme value condition with 
SH algorithm (2 and -10 m/𝑠2); the third subplot is optimized condition. 
Table 5.4 Effects of trajectory smoothing 














Benchmark  Intelligent driver model  154.28  0.27  1.60  1.2197  







69.16  0.24  0.10  0.6302  
Improvement from Benchmark to 
Optimal SH  
55%  11%  93%  48%  





CONCLUSION AND FEATURE RESEARCH 
6.1 Summary 
Advanced connected and automated vehicle technologies offer new opportunities 
for highway traffic smoothing by optimizing automated vehicle trajectories. Although 
controlling an individual or isolated object trajectory was not new to some other fields, 
optimizing trajectories of a stream of highway vehicles that constantly interact with each 
other has been seldom studied. As one of the pioneering attempts, this study proposes an 
efficient trajectory optimization algorithm that can simultaneously improve a range of 
performance measures for a platoon of vehicles on a signalized highway section. This 
optimization is centered at a novel shooting heuristic (SH) for trajectory construction that 
considers realistic constraints including vehicle kinematic limits, traffic arrival patterns, 
car-following safety, and signal operations. SH has a very parsimonious structure (e.g., 
only four acceleration parameters) and a very small computational complexity. Therefore, 
it is suitable for real-time applications when relevant technologies are in place in the near 
future. 
Furthermore, we generalized the time geography theory to investigate the 
theoretical properties of SH. We found that SH has a number of elegant properties on 
problem feasibility and optimality, and we noticed that SH can be also viewed as a 
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generalization of a number of classic traffic flow models (e.g., kinematic wave model and 
Newell's simplified car-following model). 
Genetic Algorithm is adopted to find the best parameters for SH so as to 
simultaneously optimize multiple traffic performance measures (e.g., travel time, fuel 
consumption/emission, safety). Numerical examples are conducted to illustrate these 
computational and theoretical findings. They showed that vehicle trajectories produced 
from SH significantly outperforms the benchmark case (with all human drivers) at all 
measures, only by trajectory smoothing even without improving any stationary traffic 
characteristic. Also, after optimization, we see a even larger benefits: average travel time 
improved by 55%, fuel consumption by 11% and safety by 93%, over the benchmark 
condition. 
This study reveals a great potential of transformative trajectory optimization 
approaches in transportation engineering applications. It lays a solid foundation for 
devising holistic cooperative control strategies on a general transportation network with 
emerging technologies. 
6.2 Future Research 
The algorithm developed in this paper is developed for arterial traffic control. 
However, with minor revisions, a new SH algorithm can be also applied to freeway 
traffic control problems. It is observed that when traffic speed drops, the freeway's 
maximum throughput capacity is significantly compromised. One way to prevent the 
capacity at a bottleneck from dropping is to maintain a relatively high through speed. 
This can be achieved by managing the vehicle trajectories with the CAV technology. 
Assume vehicles are driving to a bottleneck (or a disturbance) with less capacity at the 
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downstream. This disturbance could be due to reduction of lanes, incidents, vehicles 
parked on the shoulder, etc. If no measure is taken, vehicles will be queued right in front 
of this disturbance, which apparently slows down vehicles' passing speed at the 
bottleneck. Instead, we can hold the coming vehicle somehow at the upstream and let 
them form a queue at a location some distance upstream of the bottleneck. This way, we 
shift the queue to the upstream and the departure vehicles can use the spared space 
between the head of this queue and the bottleneck to speed up. As a result, vehicles can 
pass this bottleneck at a higher speed, which consequentially results a higher throughput 
rate. If we let vehicles leave at the bottleneck at the maximum speed, then they will have 
the smallest headway, the traffic throughput is maximized, and each individual driver will 
experience less delay and a less bumpy driving path. Further, this buffering space allows 
smoothing the vehicle trajectories. Such an algorithm to construct vehicle trajectories 
connecting the head of the queue and the bottleneck location, considering, safety, travel 
time, trajectory smoothness, and fuel consumption and emission, is very similar to the SH 
algorithm developed in this study. 
Building on this study, the on-going work studies automated vehicle control 
where only part of the traffic stream is automated. This study believes that injecting fully 
controlled vehicles to the normal traffic stream at a controlled manner as shown in Figure 
6.1, can greatly help smoothing the traffic. The following vehicles can potentially be 
"smoothed" by the front controlled vehicles. With similar algorithms in this study, the 
study demonstrates great benefits even when only 1/3 of the vehicles are automated in 
terms of traffic oscillation amplitude, fuel consumption and travel time. Such algorithms 
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