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Abstrat
We propose a generalized version of the Dantzig seletor. We show
that it satises sparsity orale inequalities in predition and estimation.
We onsider then the partiular ase of high-dimensional linear regres-
sion model seletion with the Huber loss funtion. In this ase we derive
the sup-norm onvergene rate and the sign onentration property of the
Dantzig estimators under a mutual oherene assumption on the ditio-
nary.
Key words: Dantzig, Sparsity, Predition, Estimation, Sign onsisteny.
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1 Introdution
Let Z = X × Y be a measurable spae. We observe a set of n i.i.d. random
pairs Zi = (Xi, Yi), i = 1, . . . , n where Xi ∈ X and Yi ∈ Y. Denote by P the
joint distribution of (Xi, Yi) on X × Y, and by PX the marginal distribution
of Xi. Let Z = (X,Y ) be a random pair in Z distributed aording to P .
For any real-valued funtion g on X , dene ||g||∞ = ess supx∈X |g(x)|, ‖g‖ =(∫
X g(x)
2PX(dx)
)1/2
and ||g||n =
(
1
n
∑n
i=1 g(Xi)
2
)1/2
. Let D = {f1, . . . , fM}
be a set of real-valued funtions on X alled the ditionary where M > 2. We
assume that the funtions of the ditionary are normalized, so that ‖fj‖ = 1
for all j = 1, . . . ,M . We also assume that ||fj ||∞ 6 L for some L > 0. For any
θ ∈ RM , dene fθ =
∑M
j=1 θjfj and J(θ) = {j : θj 6= 0}. Let M(θ) = |J(θ)|
be the ardinality of J(θ) and ~sign(θ) = (sign(θ1), . . . , sign(θM ))
T
where
sign(t) =


1 if t > 0,
0 if t = 0,
−1 if t < 0.
For any vetor θ ∈ RM and any subset J of {1, . . . ,M}, we denote by θJ the
vetor in R
M
whih has the same oordinates as θ on J and zero oordinates on
1
the omplement Jc of J . For any integers 1 6 d, p <∞ and w = (w1, . . . , wd) ∈
R
d
, the lp norm of the vetor w is denoted by |w|p ∆=
(∑d
j=1 |wj |p
)1/p
, and
|w|∞ ∆= max16j6d |wj |.
Consider a funtion γ : Y ×R→ R+ suh that for any y in Y and u, u′ in R
we have
|γ(y, u)− γ(y, u′)| 6 |u− u′|.
We assume furthermore that γ(y, ·) is onvex and dierentiable for any y ∈ Y.
We assume that for any y ∈ Y the derivative ∂uγ(y, ·) is absolutely ontinu-
ous. Then ∂uγ(y, ·) admits a derivative almost everywhere whih we denote by
∂2uγ(y, ·). Consider the loss funtion Q : Z × RM → R+ dened by
Q(z, θ) = γ(y, fθ(x)). (1)
The expeted and empirial risk measures at point θ in RM are dened
respetively by
R(θ)
△
= E (Q(Z, θ)) ,
where E is the expetation sign, and
Rˆn(θ)
△
=
1
n
n∑
i=1
Q(Zi, θ).
Dene the target vetor as a minimizer of R(·) over RM :
θ∗
△
= arg min
θ∈RM
R(θ).
Note that the target vetor is not neessarily unique. From now on, we assume
that there exists a s-sparse solution θ∗, i.e., a solution withM(θ∗) 6 s, and that
this sparse solution is unique. We will see that this is indeed the ase under the
oherene ondition on the ditionary (f. Setion 3 below).
Dene the exess risk of the vetor θ by
E(θ) = R(θ)−R(θ∗),
and its empirial version by
En(θ) = Rn(θ) −Rn(θ∗).
Our goal is to derive sparsity orale inequalities for the exess risk and for the
risk of θ∗ in the l1 norm and in the sup-norm.
We onsider the following minimization problem:
min
θ∈Θ
|θ|1 subjet to
∣∣∣∇Rˆn(θ)∣∣∣∞ 6 r, (2)
where ∇Rˆn △= (∂θ1Rˆn, . . . , ∂θM Rˆn)T , r > 0 is a tuning parameter dened later
and Θ is a onvex subset of RM speied later. Solutions of (2), if they exist,
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will be taken as estimators of θ∗. Note that we will prove in Lemma 3 that under
Assumption 2 the set {θ ∈ Θ :
∣∣∣∇Rˆn(θ)∣∣∣∞ 6 r} is non-empty with probability
lose to one. Note also that in the appliations onsidered in Setion 3, the
onstraint |∇Rˆn(θ)|∞ 6 r an be dened as a system of inequalities involving
onvex funtions. Thus, solutions to (2) exist and an be eiently omputed
via onvex optimization. In partiular, for the regression model with the Huber
loss, the gradient ∇Rˆn(θ) is pieewise linear so that (2) redues in this ase to
a standard linear programming problem. Denote by Θˆ the set of all solutions of
(2). For the reasons above, we assume from now on that Θˆ 6= ∅ with probability
lose to one.
The denition of our estimator (2) an be motivated as follows. Sine the loss
funtionQ(z, ·) is onvex and dierentiable for any xed z ∈ Z, the expeted risk
R is also a onvex funtion of θ and it is dierentiable under mild onditions.
Thus, minimizing R is equivalent to nding the zeros of ∇R. The quantity
∇Rˆn(θ) is the empirial version of ∇R(θ). We hoose the onstant r suh that
the vetor θ∗ satises the onstraint |∇Rˆn(θ∗)| 6 r with probability lose to
1. Then among all the vetors satisfying this onstraint, we hoose those with
minimum l1 norm. Note that if we onsider the linear regression problem with
the quadrati loss, we reognize in (2) the Dantzig minimization problem of
Candes and Tao [7℄. From now on, we will all (2) the generalized Dantzig
minimization problem.
Bikel et al. [1℄, Candes and Tao [7℄ and Kolthinskii [12℄ proved that the
Dantzig estimator performs well in high-dimensional regression problems with
the quadrati loss. In partiular they proved sparsity orale inequalities on the
exess risk and the estimation of θ∗ for the lp norm with 1 6 p 6 2.
The problem (2) is losely related to the minimization problem:
min
θ∈Θ
Rˆn(θ) + r|θ|1, (3)
whih is a generalized version of the Lasso. For the Lasso estimator, Bunea et
al [5℄ proved similar results in high-dimensional regression problems with the
quadrati loss under a mutual oherene assumption [8℄ and Bikel et al [1℄ under
a weaker Restrited Eigenvalue assumption. Kolthinskii [11℄ derived similar
results for the Lasso in the ontext of high-dimensional regresssion with twie
dierentiable Lipshtiz ontinuous loss funtions under a restrited isometry
assumption. Van de Geer [22, 23℄ obtained similar results for the Lasso in the
ontext of generalized linear models with Lipshtiz ontinuous loss funtions.
Lounii [15℄ derived sup-norm onvergene rates and sign onsisteny of the
Lasso and Dantzig estimators in a high-dimensional linear regression model
with the quadrati loss under a mutual oherene assumption.
The paper is organized as follows. In Setion 2 we derive sparsity orale in-
equalities for the exess risk and for estimation of θ∗ for the generalized Dantzig
estimators dened by (2) in a stohasti optimization framework. In setion 3
we apply the results of Setion 2 to the linear regression model with the Huber
loss and to the logisti regression model. In Setion 4 we prove the variable
seletion onsisteny with rates under a mutual oherene assumption for the
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linear regression model with the Huber loss. In setion 5 we show a sign on-
entration property of the thresholded generalized Dantzig estimators for the
linear regression model with the Huber loss.
2 Sparsity orale inequalities for predition and
estimation with the l1 norm
We need an assumption on the ditionary to derive predition and estimation
results for the generalized Dantzig estimators. We rst state the Restrited
Eigenvalue assumption [1℄.
Assumption 1.
ζ(s)
△
= min
J0⊂{1,...,M}:|J0|6s
min
∆ 6=0:|∆Jc
0
|16|∆J0 |1
||f∆||
|∆J0 |2
> 0.
It implies an "equivalene" between the two norms |∆|2 and ‖f∆‖ on the subset
{∆ 6= 0 : |∆J(∆)c |1 6 |∆J(∆)|1} of RM .
We need the following assumption on ‖fθ∗‖∞.
Assumption 2. There exists a onstant K > 0 suh that ‖fθ∗‖∞ 6 K.
From now on we take for Θ the set
Θ = {θ ∈ RM : ‖fθ‖∞ 6 K}.
The following assumption is a version of the margin ondition (f. [21℄). It
links the exess risk to the funtional norm ‖ · ‖.
Assumption 3. For any θ ∈ Θ there exits a onstant c > 0 depending possibly
on K suh that
‖fθ − fθ∗‖ 6 c(R(θ)−R(θ∗))1/κ,
where 1 < κ 6 2.
We will prove in Setion 2.1 below that this ondition is always satised with
the onstant κ = 2 for the regression model with Huber loss and for the logisti
regression model. We also need the following tehnial assumption.
Assumption 4. The onstants K and L satisfy
1 6 K,L 6
√
n
logM
.
Dene the quantity
r˜ = 4
√
2L
logM
n
+ 2
√
6
√
logM
n
. (4)
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We assume from now on that r˜ 6 1.
The main results of this setion are the following sparsity orale inequalities
for the exess risk and for estimation of θ∗ in the l1 norm. Dene
r = 6‖∂uγ‖∞r˜. (5)
Theorem 1. Let Assumptions 1 - 4 be satised. Take r as in (5). Assume that
M(θ∗) 6 s. Then, with probability at least 1−M−1−M−K − 3M−2K log nlogM ,
we have
sup
θˆ∈Θˆ
E(θˆ) 6
(
2(1 + 2K)cr
√
s
ζ(s)
) κ
κ−1
+ 12‖∂uγ‖∞ κ
κ− 1 r˜
2, (6)
and
sup
θˆ∈Θˆ
|θˆ − θ∗|1 6
(
2c
√
s
ζ(s)
) κ
κ−1
((1 + 2K)r)
1
κ−1 +
2K
(κ− 1)(1 + 2K) r˜. (7)
Note that the regularization parameter r does not depend on the variane
of the noise if we onsider the regression model with non-quadrati loss. In this
ase, the use of Lipshtiz losses enables us to treat ases where the noise variable
does not admit a nite seond moment, e.g., the Cauhy distribution. The prie
to pay is that we need to assume that ‖fθ∗‖∞ 6 K with known K.
Proof. For any θˆ ∈ Θˆ dene ∆ = θˆ − θ∗. We have
E(θˆ) 6 En(θˆ) + E(θˆ)− En(θˆ)
= En(θˆ) + E(θˆ)− En(θˆ)|∆|1 + r˜ (|∆|1 + r˜)
6 En(θˆ) + sup
θ∈Θ:θ 6=θ∗
(E(θ)− En(θ)
|θ − θ∗|1 + r˜
)
(|∆|1 + r˜). (8)
By Lemma 1 it holds on an event A1 of probability at least 1 − M−K −
3M−2K log nlogM that
sup
θ∈Θ:θ 6=θ∗
E(θ)− En(θ)
|θ − θ∗|1 + r˜ 6 2Kr. (9)
For any θˆ ∈ Θˆ, we have by denition of the Dantzig estimator that |θˆ|1 6
|θ∗|1. Thus
|∆J(θ∗)c |1 =
∑
j∈J(θ∗)c
|θˆj | 6
∑
j∈J(θ∗)
|θ∗j | − |θˆj | 6 |∆J(θ∗)|1. (10)
Dene the funtion g : t → Rn(θ∗ + t∆). Clearly g is onvex and dieren-
tiable on [0, 1]. Thus, the funtion g′ is nondereasing on [0, 1] with derivative
5
g′(t) = ∇Rn(θ∗ + t∆)T∆. The onstraint
∣∣∣∇Rˆn(θ)∣∣∣∞ 6 r in (2) and Lemma 3
yield, on an event A2 of probability at least 1−M−1,
En(θˆ) = Rn(θˆ)−Rn(θ∗)
=
∫ 1
0
∇Rn(θ∗ + t∆)T∆dt
6 r|∆|1, (11)
for some numerial onstant C > 0.
Combining (8)-(11) yields that on the event A1 ∩A2
E(θˆ) 6 (2 + 4K)r|∆J(θ∗)|1 + 12‖∂uγ‖∞Kr˜2. (12)
Next,
2(1 + 2K)r|∆J(θ∗)|1 6 2(1 + 2K)r
√
s|∆J(θ∗)|2
6
2(1 + 2K)cr
√
s
ζ(s)
‖f∆‖
c
6
1
κ′
(
2cr
√
s
ζ(s)
)κ′
+
1
κ
(‖f∆‖
c
)κ
6
1
κ′
(
2(1 + 2K)cr
√
s
ζ(s)
)κ′
+
1
κ
E(θˆD), (13)
where we have used the Cauhy-Shwarz inequality in the rst line, the inequal-
ity xy 6 |x|κ/κ+ |y|κ′/κ′ that holds for any x, y in R and for any κ, κ′ in (1,∞)
suh that 1/κ + 1/κ′ = 1 in the third line, and Assumption 2 in the last line.
Combining (12) and (13) and the fat that r˜ 6 1 yields the rst inequality. The
seond inequality is a onsequene of (6) and (13).
We state and prove below intermediate results used in the proof of Theorem
1.
Lemma 1. Let Assumptions 2 and 4 be satised. Then, with probability at least
1−M−K − 3M−2K log nlogM , we have
sup
θ∈Θ
|E(θ) − En(θ)|
|θ − θ∗|1 + r˜ 6 2Kr, (14)
where r is dened in Theorem 1.
Proof. For any A > 0, dene the random variable
TA = sup
θ∈Θ:|θ−θ∗|16A
|En(θ)− E(θ)|.
For any θ in Θ and (x, y) in Z we have
|γ(y, fθ(x)) − γ(y, fθ∗(x))| 6 ‖∂uγ‖∞ (L|θ − θ∗|1 ∧ 2K) ,
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and
E
(|γ(Y, fθ(X))− γ(Y, fθ∗(X))|2) 6 ‖∂uγ‖2∞ (|θ − θ∗|21 ∧ 2K2) .
Assumption 3 and Bousquet's onentration inequality (f. Theorem 4 in
Setion 6 below) with x = (A ∨ 2K) logM , c = 2‖∂uγ‖∞(AL ∧ 2K) and σ =√
2‖∂uγ‖∞(A ∧
√
2K) yield
P (TA > E(TA) + 2AK‖∂uγ‖∞r˜) 6 M−(2K)∨A.
We study now the quantity E(TA). By standard symmetrization and ontration
arguments (f. Theorems 5 and 6 in Setion 6) we obtain
E(TA) 6 4‖∂uγ‖∞E
(
sup
θ∈Θ : |θ−θ∗|16A
∣∣∣∣∣ 1n
n∑
i=1
ǫifθ−θ∗(Xi)
∣∣∣∣∣
)
.
Then, observe that the mapping u→ 1n
∑n
i=1 ǫifu(Xi) is linear, thus its supre-
mum on a simplex is attained at one of its verties. This yields
E(TA) 6 4‖∂uγ‖∞AE
(
max
16j6M
∣∣∣∣∣ 1n
n∑
i=1
ǫifj(Xi)
∣∣∣∣∣
)
.
Combining Assumption 4 and Lemma 2 we obtain
E(TA) 6 4‖∂uγ‖∞Ar˜.
Thus
P (TA > 6AK‖∂uγ‖∞r˜) 6 M−(2K)∨A. (15)
Dene the following subsets of Θ
Θ(I) = {θ ∈ Θ : |θ − θ∗|1 6 r˜} ,
Θ(II) = {θ ∈ Θ : r˜ < |θ − θ∗|1 6 2K} ,
Θ(III) = {θ ∈ Θ : |θ − θ∗|1 > 2K} .
For any t > 0 dene the probabilities
PI = P
(
sup
θ∈Θ(I)
|E(θ) − En(θ)|
|θ − θ∗|1 + r˜ > t
)
PII = P
(
sup
θ∈Θ(II)
|E(θ) − En(θ)|
|θ − θ∗|1 + r˜ > t
)
PIII = P
(
sup
θ∈Θ(III)
|E(θ) − En(θ)|
|θ − θ∗|1 + r˜ > t
)
For any t > 0 we have
P
(
sup
θ∈Θ
|E(θ)− En(θ)
|θ − θ∗|1 + r˜ > t
)
6 PI + PII + PIII .
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Now, we bound from above the three probabilities on the right hand side of the
above expression. Take t = 12‖∂uγ‖∞Kr˜. Applying (15) to PI yields that
PI 6 P
(
Tr˜ > 6‖∂uγ‖∞Kr˜2
)
6 M−2K ,
sine we have r˜ 6 K by Assumption 4.
Consider now PII . We have
Θ(II) ⊂
j0⋃
j=0
{θ ∈ Θ : Aj+1 6 |θ − θ∗|1 6 Aj} ,
where Aj = 2
1−jK, j = 0, . . . , j0 and j0 is hosen suh that 21−j0K > r˜ and
2−j0K 6 r˜. Thus
PII 6
j0∑
j=0
P
(
TAj > 12‖∂uγ‖∞Aj+1Kr˜
)
6
j0∑
j=0
P
(
TAj > 6‖∂uγ‖∞AjKr˜
)
6 (j0 + 1)M
−2K
6
(
3
(
log
n
logM
)
− 1
)
M−2K .
Consider nally PIII . We have
Θ(III) ⊂
∞⋃
j=0
{
θ ∈ Θ : A¯j−1 < |θ − θ∗|1 6 A¯j
}
,
where A¯j = 2
1+jK, j > 0. Thus
PIII 6
∞∑
j=1
P
(
TA¯j > 12‖∂uγ‖∞A¯j−1Kr˜
)
6
j0∑
j=0
P
(
TAj > 6‖∂uγ‖∞A¯jKr˜
)
6
∞∑
j=1
M−A¯j
6 M−K .
We now study the quantity E
(
max16j6M
∣∣ 1
n
∑n
i=1 ǫifj(Xi)
∣∣)
. This is done
in the next lemma.
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Lemma 2. We have
E
(
max
16j6M
∣∣∣∣∣ 1n
n∑
i=1
ǫifj(Xi)
∣∣∣∣∣
)
6 r˜, (16)
where r˜ is dened in (4).
Proof. Dene the random variables
Uj =
1√
n
n∑
i=1
ǫifj(Xi).
The Bernstein inequality yields, for any j = 1, . . . ,M and t > 0,
P (|Uj | > t) 6 exp
(
− t
2
2(t‖fj‖∞/(3√n) + ‖fj‖2)
)
. (17)
Set bj = ‖fj‖∞/(3
√
n). Dene the random variables Tj = Uj1I|Yj|>‖fj‖2/bj
and T ′j = Uj1I|Yj|6‖fj‖2/bj . For all t > 0 we have
P (|Tj | > t) 6 2 exp
(
− t
4bj
)
, P
(|T ′j| > t) 6 2 exp
(
− t
2
4‖fj‖2
)
.
Dene the funtion hν(x) = exp(x
ν)− 1, where ν > 0. This funtion is learly
onvex for any ν > 0. We have
E
(
h1
( |Tj |
12bj
))
=
∫ ∞
0
etP(|Tj | > 12bjt)dt 6 1,
where we have used Fubini's Theorem in the rst equality. Sine the funtion
h1 is onvex and nonnegative, we have
h1
(
E
(
max
16j6M
|Tj|
12bj
))
6 E
(
h1
(
max
16j6M
|Tj|
12bj
))
6 E

 M∑
j=1
h1
( |Tj|
12bj
)
6 M,
where we have used the Jensen inequality. Sine the funtion h−11 (x) = log(1+x)
is inreasing, we have
E
(
max
16j6M
|Tj |
12bj
)
6 log(1 +M)
E
(
max
16j6M
|Tj |
)
6 4
log(1 +M)√
n
max
16j6M
‖fj‖∞. (18)
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Applying the same argument to the funtion h2, we prove that
E
(
max
16j6M
|T ′j|
)
6 2
√
3
√
log(1 +M) max
16j6M
‖fj‖. (19)
Combining (18) and (19) yields the result.
Lemma 3. Let Assumptions 2 and 4 be satised. Then, with probability at least
1−M−1, we have
|∇Rˆn(θ∗)|∞ 6 r,
where r is dened in Theorem 1.
Proof. For any 1 6 j 6 M dene
Zj =
1
n
n∑
i=1
∂uγ(Yi, fθ∗(Xi))fj(Xi).
Sine the funtion θ → γ(y, fθ(x)) is dierentiable w.r.t. θ and |∂uγ(y, fθ(x))fj(x)| 6
‖∂uγ‖∞L for any (x, y) ∈ X × Y and θ ∈ RM , we have
E(Zj) =
∂R(θ∗)
∂θj
= 0.
Next, similarly as in Lemmas 1 and 2, we prove that
E(|∇Rˆn(θ∗)|∞) 6 4‖∂uγ‖∞r˜.
Finally Bousquet's onentration inequality (f. Theorem 4 in Setion 6 below)
yields that, with probability at least 1−M−1,
|∇Rˆn(θ∗)|∞ 6 E(|∇Rˆn(θ∗)|∞)
+
√
2
logM
n
(
‖∂uγ‖2∞ + 2‖∂uγ‖∞LE(|∇Rˆn(θ∗)|∞)
)
+
‖∂uγ‖∞L logM
3n
6 6‖∂uγ‖∞r˜.
3 Examples
3.1 Robust regression with the Huber loss
We onsider the linear regression model
Y = fθ∗(X) +W, (20)
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where X ∈ Rd is a random vetor, W ∈ R is a random variable independent of
X whose distribution is symmetri w.r.t. 0 and θ∗ ∈ RM is the unknown vetor
of parameters. Consider the funtion
φ(x) =
1
2
x21I|x|62K+α +
(
(2K + α)|x| − (2K + α)
2
2
)
1I|x|>2K+α,
where α > 0. The Huber loss funtion is dened by
Q(z, θ) = φ(y − fθ(x)), (21)
where z = (x, y) ∈ Rd × R and θ ∈ Θ.
In the following lemma we prove that for this loss funtion Assumption 3 is
satised with κ = 2 and c = (2/P(|W | 6 α))1/2.
Lemma 4. Let Q be dened by (21). Then for any θ ∈ Θ we have
P(|W | 6 α)
2
‖fθ − fθ∗‖2 6 E(θ).
Proof. Set ∆ = θ− θ∗. Sine φ′ is absolutely ontinuous, we have for any θ ∈ Θ
Q(Z, θ)−Q(Z, θ∗) = φ′(W )f−∆(X)
+
[∫ 1
0
1I|W+tf−∆(X)|62K+α(1− t)dt
]
f∆(X)
2
> φ′(W )f−∆(X) +
1
2
1I(|W |6α)f∆(X)2,
sine ‖fθ‖∞ 6 K for any θ ∈ Θ. Taking the expetations we get
R(θ)−R(θ∗) > P(|W | 6 α)
2
‖f∆‖2,
for any α > 0 sine φ′ is odd and the distribution of W is symmetri w.r.t.
0.
We have the following orollary of Theorem 1.
Corollary 1. Let Assumptions 1, 2 and 4 be satised. If M(θ∗) 6 s, then, with
probability at least 1−M−1 −M−K − 3M−2K log nlogM , we have
sup
θˆ∈Θˆ
E(θˆ) 6 8(1 + 2K)
2
P(|W | 6 α)ζ(s)2 sr
2 +
2
3
r2,
and
sup
θˆ∈Θˆ
|θˆ − θ∗|1 6 8(1 + 2K)
P(|W | 6 α)ζ(s)2 sr +
K
3(1 + 2K)
r.
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3.1.1 Logisti regression and similar models
We onsider Z = (X,Y ) ∈ X × {0, 1} where X is a Borel subset of Rd. The
onditional probability P(Y = 1 |X = x) = π(x) is unknown where π is a
funtion on X with values in [0, 1]. We assume that π is of the form
π(x) = Φ′(fθ∗(x)), (22)
where the funtion Φ : R→ R∗ is onvex, twie dierentiable, of derivative Φ′
with values in [0, 1] and the vetor θ∗ ∈ RM is unknown. Consider, e.g., the
logit loss funtion Φ(u) = log(1 + eu). We assume that Φ is known. Dene the
quantity
τ(R) =
1
2
inf
|u|6R
Φ(2)(u), (23)
for any R > 0. We want to estimate θ∗ with the proedure (2) and the onvex
loss funtion
Q(z, θ) = −yfθ(x) + Φ(fθ(x)), (24)
where z = (x, y) ∈ Rd × {0, 1}. Thus we need to hek Assumption 3 to apply
Theorem 1.
Lemma 5. Let the loss funtion be of the form (24) where Φ satises the above
assumptions. Then for any θ ∈ RM we have
τ(K)‖fθ − fθ∗‖2 6 E(θ).
Proof. For any θ ∈ Θ, we have
Q(Z, θ)−Q(Z, θ∗) = ∇Q(Z, θ∗)T (θ − θ∗)
+
[∫ 1
0
Φ(2)(H(X)T (θ∗ + t(θ − θ∗)))(1 − t)dt
]
f∆(X)
2
> ∇Q(Z, θ∗)T (θ − θ∗) + τ(‖fθ‖∞ ∨ ‖fθ∗‖∞)f∆(X)2.
Sine ‖∇Q(·, ·)‖∞ <∞, we an dierentiate under the expetation sign, so that
E(∇Q(Z, θ∗)T (θ − θ∗)) = ∇R(θ∗) = 0.
Thus
E(θ) > τ(‖fθ‖∞ ∨ ‖fθ∗‖∞)‖fθ − fθ∗‖2.
Thus Assumption 3 is satised with the onstants κ = 2 and c = 1√
τ(K)
.
We have the following orollary of Theorem 1.
Corollary 2. Let Assumptions 1, 2 and 4 be satised. If M(θ∗) 6 s, then, with
probability at least 1−M−1 −M−K − 3M−2K log nlogM , we have
sup
θˆ∈Θˆ
E(θˆ) 6 4(1 + 2K)
2
τ(K)ζ(s)2
sr2 +
2
3
r2,
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and
sup
θˆ∈Θˆ
|θˆ − θ∗|1 6 4(1 + 2K)
τ(K)ζ(s)2
sr +
K
3(1 + 2K)
r.
4 Sup-norm onvergene rate for the regression
model with the Huber loss
In this setion, we derive the sup-norm onvergene rate of the Dantzig esti-
mators to the target vetor θ∗ in the linear regression model under a mutual
oherene assumption on the ditionary and Huber's loss. The proof relies on
the fat that the Hessian matrix of the risk also satises the mutual oherene
ondition for this partiular model. Unfortunately, we annot proeed similarly
in the general ase beause the Hessian matrix of the risk at point θ∗ does not
neessarily satisfy the mutual oherene ondition even if the Gram matrix of
the ditionary does. Note that for Huber's loss the Dantzig minimization prob-
lem (2) is omputable feasible. The onstraints in (2) are indeed linear, so that
(2) is a linear programming problem.
Denote by Ψ(θ) the Hessian matrix of the risk R evaluated at θ. With our
assumptions on the ditionary D and on the funtion γ, for any θ ∈ RM we
have
Ψ(θ)
△
= ∇2R(θ) = (E (∂2uγ(Y, fθ(X))fj(X)fk(X)))16j,k6M .
Note that for the quadrati loss we have Ψ(·) ≡ 2G where G is the Gram matrix
of the design. For Lipshtiz loss funtions the Hessian matrix Ψ varies with θ.
We onsider the linear regression model (20). For any funtions g, h : X →
R, denote by < g, h > the salar produt E(g(X)h(X)). Dene the Gram matrix
G by
G = (< fj , fk >)16j,k6M .
From now on, we assume that G satises a mutual oherene ondition.
Assumption 5. The Gram matrix G = (< fj, fk >)16j,k6M satises
Gj,j = 1, ∀1 6 j 6 M,
and
max
j 6=k
|Gj,k| 6 1
3βs
,
where s > 1 is an integer and β > 1 is a onstant.
This assumption is stronger than Assumption 1. We have indeed the follow-
ing Lemma (f. Lemma 2 in [15℄).
Lemma 6. Let Assumption 5 be satised. Then
ζ(s)
△
= min
J⊂{1,··· ,M},|J|6s
min
∆ 6=0:|∆Jc |16|∆J |1
‖f∆‖
|∆J |2 >
√
1− 1
β
> 0.
13
Note that Assumption 5 the vetor θ∗ satisfying (20) suh that M(θ∗) 6 s
is unique. Consider indeed two vetors θ1 and θ2 satisfying (20) suh that
M(θ1) 6 s and M(θ2) 6 s. Denote θ = θ1 − θ2 and J = J(θ1) ∪ J(θ2). Clearly
we have fθ(X) = 0 a.s. and M(θ) 6 2s. Assume that θ
1
and θ2 are distint.
Then,
‖fθ‖22
|θ|22
= 1 +
θT (G− IM )θ
|θ|22
> 1− 1
3βs
M∑
i,j=1
|θi||θj |
|θ|22
> 1− 1
3β
> 0,
where we have used the Cauhy-Shwarz inequality. This ontradits the fat
that fθ(X) = 0 a.s.
For the linear regression model, the Hessian matrix Ψ at point θ is
Ψ(θ) = E(1I|fθ∗−θ(X)+W |62K+αfj(X)fk(X))16j,k6M .
We observe that
Ψ(θ∗) = P(|W | 6 2K + α)G.
Thus Ψ(θ∗) satises a ondition similar to Assumption 4 but with a dierent
onstant if P(|W | 6 2K + α) > 0. The empirial Hessian matrix Ψˆ at point
θ ∈ RM is dened by
Ψˆj,k(θ) =
1
n
n∑
i=1
1I|fθ∗−θ(Xi)+Wi|62K+αfj(Xi)fk(Xi), 1 6 j, k 6 M.
We will prove that the empirial Hessian matrix Ψˆ(θ) satises a mutual o-
herene ondition for any θ in a small neighborhood of θ∗ under some additional
assumptions given below.
First, we need an additional mild assumption on the noise.
Assumption 6. There .d.f. FW of W is Lipshitz ontinuous.
This assumption is satised, e.g., if W admits a bounded density so we allow
heavy tailed distributions suh as the Cauhy. In the sequel we assume w.l.o.g.
that the Lipshitz onstant of FW equals 1.
We impose a restrition on the sparsity s.
Assumption 7. The sparsity s satises s 6 1√
r
.
This implies that we an reover the sparse vetors with at mostO
(
(n/ logM)
1/4
)
nonzero omponents.
Dene Vη = {θ ∈ Θ : |θ − θ∗|1 6 η} where η = C1rs and
C1 =
8(1 + 2K)β
P(|W | 6 α)(β − 1) +
1
6
. (25)
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Consider the event
E =
{
sup
16j,k6M,θ∈Vη
∣∣∣Ψˆj,k(θ) −Ψj,k(θ)∣∣∣ 6 8L3η + 4Lr˜ + C2√
ns2
}
, (26)
where
C2 = 2
√
1 + (1 + L2)
(
8C1L3 +
4L
s
)
+
1 + L2
3
.
We have the following intermediate result.
Lemma 7. Let Assumptions 2- 6 be satised. Then P(E) > 1−exp(−√logM).
Proof. Dene the variable
Z = sup
16j,k6M, θ∈Vη
∣∣∣Ψˆj,k(θ)−Ψj,k(θ)∣∣∣ .
Applying the Bousquet onentration inequality (f. Theorem 4 in Setion 6)
with the onstants c = (1 + L2)/n, σ2 = 2/n2 and x =
√
n
s2 yields that, with
probability at least 1− e−x,
Z 6 E (Z) +
2√
ns
√
1 + (1 + L2)E (Z) +
1 + L2
3
√
ns2
. (27)
We study now the quantity E(Z). A standard symmetrization and ontration
argument yields
E(Z) 6 2E
(
sup
16j,k6M, θ∈Vη
∣∣∣∣∣ 1n
n∑
i=1
ǫi1I|fθ∗−θ(Xi)+Wi|62K+αfj(Xi)fk(Xi)
∣∣∣∣∣
)
6 2E
(∣∣∣∣∣ 1n
n∑
i=1
ǫi1I|Wi|62K+αfj(Xi)fk(Xi)
∣∣∣∣∣
)
+ 2E
(
sup
16j,k6M, θ∈Vη
∣∣∣∣∣ 1n
n∑
i=1
ǫi(1I|fθ∗−θ(Xi)+Wi|62K+α − 1I|Wi|62K+α)fj(Xi)fk(Xi)
∣∣∣∣∣
)
.
(28)
Denote by (I) and (II) respetively the rst term and the seond term on the
right hand side of the above expression. The ontration priniple yields
(I) 6 4E
(
max
16j,k6M
∣∣∣∣∣ 1n
n∑
i=1
ǫifj(Xi)fk(Xi)
∣∣∣∣∣
)
. (29)
Then, similarly as in the proof of Lemma 2 we get
E
(
max
16j,k6M
∣∣∣∣∣ 1n
n∑
i=1
ǫifj(Xi)fk(Xi)
∣∣∣∣∣
)
6 Lr˜.
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Thus, for (II) we have
(II) 6 2L2E
(
sup
θ∈Vη
1
n
n∑
i=1
|1I|f∆(Xi)+Wi|62K+α − 1I|Wi|62K+α|
)
6 2L2P (2K + α− Lη 6 |W | 6 2K + α+ Lη)
6 8L3η. (30)
Assumptions 4 and 7 yield that s 6
(
n
logM
)1/4
. Combining (27)-(30) yields the
result.
We need an additional tehnial assumption.
Assumption 8. We have 12L3η + Lr˜ + C2√
ns2
6
P(|W |62K+α)
2 .
This is a mild assumption. It is indeed satised for n large enough if we
assume that P(|W | 6 2K + α) > 0 sine Assumption 6 implies that r → 0 as
n→∞.
We have the following result on the empirial Hessian matrix.
Lemma 8. Let Assumptions 2-8 be satised. Then, with probability at least
1− exp(−√logM), for any θ ∈ Vη, we have
min
16j6M
|Ψˆj,j(θ)| > P(|W | 6 2K + α)
2
,
max
j 6=k
|Ψˆj,k(θ)| 6 C3
s
, (31)
where C3 =
1
3β + 12L
3C1 +
C2√
ns
.
Proof. For any θ in Vη and any j, k in {1, . . . ,M} we have
Ψj,k(θ)−Ψj,k(θ∗) = E
(
(1I|f∆(X)+W |62K+α − 1I|W |62K+α)fj(X)fk(X)
)
,
where ∆ = θ − θ∗. Then
|Ψj,k(θ)−Ψj,k(θ∗)| 6 L2E
(|1I|f∆(X)+W |62K+α − 1I|W |62K+α|)
6 L2P (|W | 6 2K + α , |f∆(X) +W | > 2K + α)
+ L2P (|W | > 2K + α , |f∆(X) +W | 6 2K + α) .
Reall that |f∆(X)| 6 Lη. Then
|Ψj,k(θ)−Ψj,k(θ∗)| 6 L2P (2K + α− Lη 6 |W | 6 2K + α+ Lη)
6 2L2P (2K + α− Lη 6 W 6 2K + α+ Lη)
6 4L3η, (32)
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where we have used the fat that the distribution of W is symmetri w.r.t. 0
in the seond line and Assumption 6 in the last line. Lemma 7 and (32) yield
that, on the event E, for any θ ∈ Vη,
min
16j6M
Ψˆj,j(θ) > P(|W | 6 2K + α)− 12L3η − C2√
ns2
,
and
max
j 6=k
|Ψj,k(θ)| 6 C3
s
.
Now we an derive the optimal sup-norm onvergene rate of the Dantzig
estimators.
Theorem 2. Let Assumptions 2-8 be satised. If M(θ∗) 6 s, then, on an event
of probability at least 1−M−1−M−K − exp(−√logM)− 3M−2K log nlogM , we
have
sup
θˆ∈Θˆ
|θˆ − θ∗|∞ 6 C4r,
where r is dened in Theorem 1,
C4 =
4 + 2C1C3
P(|W | 6 2K + α) ,
with C1 and C3 dened respetively in (25) and Lemma 8.
Proof. For any θˆ in Θˆ we have
∇Rn(θˆ)−∇Rn(θ∗) =
[∫ 1
0
Ψˆ(θ∗ + t∆)dt
]
∆,
where ∆ = θˆ − θ∗.
The denition of our estimator, Lemma 3 and Corollary 1 yield that, on an
event A1 of probability at least 1 −M−1 − exp(−
√
logM)− 3M−2K log nlogM ,
we have that θˆ ∈ Vη and∣∣∣∣
[∫ 1
0
Ψˆ(θ∗ + t∆)dt
]
∆
∣∣∣∣
∞
6 2r.
Lemma 8 yields that, on the event A1 ∩E,
P(|W | 6 2K + α)
2
|∆|∞ 6 2r +
C3
s
|∆|1,
so that
|∆|∞ 6 C4r.
Note that Theorem 2 holds true for the Lasso estimators (2) with exatly the
same proof, provided that a result similar to Theorem 1 is valid for the Lasso
estimators. This is in fat the ase (f. [22, 12℄).
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5 Sign onentration property
Now we study the sign onentration property of the Dantzig estimators. We
need an additional assumption on the magnitude of the nonzero omponents of
θ∗.
Assumption 9. We have
ρ
∆
= min
j∈J(θ∗)
|θ∗j | > 2C4r,
where r is dened in Theorem 1 and C4 is dened in Theorem 2.
We an nd similar assumptions on ρ in the work on sign onsisteny of the
Lasso estimator mentioned above. More preisely, the lower bound on ρ is of the
order (s(logM)/n)1/4 in [17℄, n−δ/2 with 0 < δ < 1 in [25, 27℄,
√
(logMn)/n
in [3℄,
√
s(logM)/n in [26℄ and r in [15℄.
We introdue the following thresholded version of our estimator. For any
θˆ ∈ Θˆ the assoiated thresholded estimator θ˜ ∈ RM is dened by
θ˜j =
{
θˆj, if |θˆj | > C4r,
0 elsewhere.
Denote by Θ˜ the set of all suh θ˜. We have rst the following non-asymptoti
result that we all sign onentration property.
Theorem 3. Let Assumptions 2 and 5-9 be satised. If M(θ∗) 6 s, then
P
(
~sign(θ˜) = ~sign(θ∗), ∀θ˜ ∈ Θ˜
)
> 1−M−1 −M−K − exp(−
√
logM)
− 3M−2K log n
logM
.
Theorem 3 guarantees that the sign vetor of every vetor θ˜ ∈ Θ˜ oinides
with that of θ∗ with probability lose to one.
Proof. Theorem 2 yields supθˆ∈Θˆ |θˆ−θ∗|∞ 6 C3r on an event A of probability at
least 1− 6M−1. Take θˆ ∈ Θˆ. For j ∈ J(θ∗)c, we have θ∗j = 0, and |θˆj | 6 c2r on
A. For j ∈ J(θ∗), we have |θ∗j | > 2C3r and |θ∗j | − |θˆj | 6 |θ∗j − θˆCj | 6 C3r on A.
Sine we assume that ρ > 2C3, we have onA that |θˆj | >> c2r. Thus on the event
A we have: j ∈ J(θ∗) ⇔ |θˆj | > c2r. This yields sign(θ˜j) = sign(θˆj) = sign(θ∗j )
if j ∈ J(θ∗) on the event A. If j 6∈ J(θ∗), sign(θ∗j ) = 0 and θ˜j = 0 on A, so
that sign(θ˜j) = 0. The same reasoning holds true simultaneously for all θˆ ∈ Θˆ
on the event A. Thus, we get the result.
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6 Appendix
We reall here some well-known results of the theory of empirial proesses.
Theorem 4 (Bousquet's version of Talagrand's onentration inequality [2℄).
Let Xi be independent variables in X distributed aording to P , and F be a
set of funtions from X to R suh that E(f(X)) = 0, ‖f‖∞ 6 c and ‖f‖2 6 σ2
for any f ∈ F . Let Z = supf∈F
∑n
i=1 f(Xi). Then with probability 1 − e−x, it
holds that
Z 6 E(Z) +
√
2x(nσ2 + 2cE(Z)) +
cx
3
.
Theorem 5 (Symmetrization theorem [24℄, p. 108). Let X1, . . . , Xn be inde-
pendent random variables with values in X , and let ǫ1, . . . , ǫn be a Rademaher
sequene independent of X1, . . . , Xn. Let F ba a lass of real-valued funtions
on X . Then
E
(
sup
f∈F
∣∣∣∣∣
n∑
i=1
(f(Xi)− E(f(Xi)))
∣∣∣∣∣
)
6 2E
(
sup
f∈F
∣∣∣∣∣
n∑
i=1
ǫif(Xi)
∣∣∣∣∣
)
.
Theorem 6 (Contration theorem [14℄, p. 95). . Let x1, . . . , xn be nonrandom
elements of X , and let F be a lass of real-valued funtions on X . Consider
Lipshitz funtions γi :→ R, that is,
|γi(s)− γi(s′)| 6 |s− s′|, ∀s, s′ ∈ R.
Let ǫ1, . . . , ǫn be a Rademaher sequene. Then for any funtion f
∗ : X → R,
we have
E
(
sup
f∈F
∣∣∣∣∣
n∑
i=1
ǫi(γi(f(xi))− γi(f∗(xi)))
∣∣∣∣∣
)
6 2E
(
sup
f∈F
∣∣∣∣∣
n∑
i=1
ǫi((f(xi)− f∗(xi))
∣∣∣∣∣
)
.
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