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Abstract: It is conjectured that the coefficients of the Jones polynomial can be computed
by counting solutions of the KW equations on a four-dimensional half-space, with certain
boundary conditions that depend on a knot. The boundary conditions are defined by a “Nahm
pole” away from the knot with a further singularity along the knot. In a previous paper, we
gave a precise formulation of the Nahm pole boundary condition in the absence of knots; in
the present paper, we do this in the more general case with knots included. We show that
the KW equations with generalized Nahm pole boundary conditions are elliptic, and that
the solutions are polyhomogeneous near the boundary and near the knot, with exponents
determined by solutions of appropriate indicial equations. This involves the analysis of a
“depth two incomplete iterated edge operator.” As in our previous paper, a key ingredient
in the analysis is a convenient new Weitzenbo¨ck formula that is well-adapted to the specific
problem.
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1 Introduction
In our previous paper [6], we investigated some of the mathematical underpinnings of the
Kapustin-Witten (KW) equations on a compact oriented Riemannian four-manifold (X, g)
with boundary with Nahm pole boundary condition at ∂X = W . These are equations for a
pair (A,φ) where A is a connection on a G-bundle E →M and φ is a 1-form on X valued in
the adjoint bundle ad(E), and take the form1
FA − φ ∧ φ+ ⋆dAφ = 0
dA ⋆ φ = 0,
(1.1)
where ⋆ is the Hodge star and dA = d + [A, ·] is the extension of the connection to a map
between differential forms of any degree. Informally, the boundary condition atW states that
A is continuous up to W and that
φ ∼ 1
y
φ̺; (1.2)
here y is a boundary defining function, ̺ is a principal representation su(2)→ g and φρ is an
associated injective bundle map TW → ad(E).
In this paper we generalize this by considering a situation where the boundary W also
carries an embedded one-manifold K, i.e., a knot or link, along which there is a more subtle
singularity. This singularity depends on the choice, for each component in K, of a dominant
weight (or equivalently, an irreducible representation) of the Langlands or GNO dual groupG∨
to G. The motivation for this generalization is that it is conjectured [8] that the coefficients of
the Jones polynomial of a knot can be computed by counting solutions of the KW equations on
a half-space in R4 with the generalized Nahm pole boundary conditions that we will explore.
The Jones polynomial is a Laurent series J(q) =
∑
n anq
n, and the conjecture is that an is
an algebraic count of the number of solutions of the KW equations with second Chern class
n. For a more precise statement of the conjecture, see [8].
Our goal here is to find analogues of the various results in [6] in the presence of this extra
structure. In contrast to the previous paper (where arbitrary embeddings were considered),
we assume that the Nahm pole singularity at a generic point of W is associated to a regular
embedding ̺ : su(2) → g. The generalization to arbitrary ̺ presents technical difficulties
of that can be handled by known methods in the absence of knots, but the corresponding
extension when K 6= /O, while fully expected to hold, will perhaps require significant extra
work. The key difference is that when ̺ is regular, the model solution around the knot is
unique, and this has ramifications throughout both the linear and nonlinear analysis.2 In
addition to taking ̺ to be regular, we will in this paper choose G = SU(2) or SO(3), which
1A more general version of the equations depends on a real parameter t. See for example eqn. (2.11) in [6].
We here set t = 1 for simplicity. The results in this paper are expected to have analogs for generic t, but at
any rate, being true at t = 1, they certainly hold in an open set containing t = 1.
2In the nonregular case, there is a family of model solutions depending on some parameters. This family
(which depends on ̺ and also on a weight of the dual group) has not yet been studied carefully, but this would
certainly be necessary to generalize the analysis here to that case. For G of rank bigger than 1 but ̺ still
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means that ̺ is either identically zero (meaning that there is no singularity at a generic
boundary point, although there is still a singularity along K) or else is regular. The regular
case, which we consider here, is the case that ̺ : su(2)→ g is an isomorphism.
The starting point for this generalization is a description of the new boundary condition
along K. The main ingredient in this is a model solution (Am, φm) , a derivation of which
appears below, on the model half-space R4+ with singularity along a straight line R ⊂ R3 =
∂R4+. This solution is translation invariant, and hence solves a reduced equation on R
3
+; it
has a Nahm singularity along ∂R3+ \ {0} and in addition blows up like the inverse of the
polar distance to the origin. This pair can be transferred to each fiber of the inward-pointing
normal bundle to K in M , N+K, resulting in an approximate solution (AK , φK) defined in a
neighborhood of K. We then seek solutions of (1.1) with a Nahm pole singularity as described
above along W \K and with
(A,φ) ∼ (AK , φK)
near K. One of the key tasks here is to formulate this precisely with precise rates of decay
for the difference between the two sides.
One part of the story in [6] revolves around a new Weitzenbo¨ck formula specially adapted
to this singular boundary condition. Another important step there is the determination of
the formal rate of decay of homogeneous solutions of the linearization of the KW equations,
which is a lengthy and essentially algebraic calculation. This is accompanied by a regularity
theorem which shows that these formal decay rates correspond to terms in a polyhomogeneous
expansion of suitably gauged solutions to (1.1) at the boundary. This is necessary for the
precise formulation of the Nahm pole boundary condition, as well as for justifying the various
manipulations and calculations. The other main result in [6] is the calculation of the index
of this operator.
In the present paper we obtain analogues of each of these results in the presence of a knot
in the boundary. There are some important new features. First, determination of the formal
rates of decay of solutions of the linearization is no longer a purely algebraic problem. These
rates, also known as indicial roots, are calculated in this case in terms of the eigenvalues of an
induced elliptic operator on the unit half-sphere in each fiber of N+K. Thus we can no longer
give their precise values, but must at least produce lower bounds for the indicial roots near
0. Another key difference is that in this case the linearized gauged KW operator now has a
more complicated singular structure (technically it is a “depth-two incomplete iterated edge
operator”). The analysis needed to understand its Fredholmness and regularity properties of
its solutions must take into account the Nahm pole and knot singularities separately. This is
done using tools from geometric microlocal analysis. These constructions are generalizations
regular, the model solution is still unique (see [7] for a construction of these solutions) so an extension of our
considerations in that direction would be potentially more straightforward. If ̺ is nonregular, the application
of the Nahm pole boundary condition to knot theory is not fully understood, but in some cases leads to
quantum knot invariants associated to a supergroup that has G as a subgroup [9]. For example, for G = SU(2)
and ̺ = 0, the supergroup is SU(2|1).
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of ones in the ‘pseudodifferential edge calculus’ [5], as employed in [6], but there are a number
of new features here, including a structured iteration to obtain the sharp regularity theorem.
2 The Model Solution at a Knot
The first task is to give an explicit description for the leading order singularity imposed on
solutions near K. We recall an explicit formula for this in the model case where X is a
Euclidean half-space R4+ and K is a straight line in the boundary, R ⊂ R3 = ∂R4+. The
calculation below is taken from [8], starting in Section 3.6.2, and is based on an alternate
expression for the KW equations. As explained in the introduction, we assume thatG = SU(2)
or SO(3). We use linear coordinates ~x = (x1, x2, x3) along the boundary of R4+ and a normal
coordinate x4 = y ≥ 0, and we fix the Euclidean metric g =∑4j=1(dxj)2.
We seek a model solution to the KW equations on this half-space which is invariant under
translations in x1 and with the property that A1 = φ4 = 0; thus
A =
4∑
j=2
Ajdx
j, φ =
3∑
j=1
φj dx
j,
where the coefficient matrices Aj and φj are functions of x
2, x3, x4 only. With these assump-
tions, the KW equations take a nice form efficiently described using the three operators
D1 = D2 + iD3 = ∂
∂x2
+ i
∂
∂x3
+ [A2 + iA3, · ]
D2 = D4 − i[φ1, · ] = ∂
∂x4
+ [A4 − iφ1, · ],
D3 = [φ2 − iφ3, · ],
(2.1)
and the moment map
µ = F23 − [φ2, φ3]−D4φ1. (2.2)
The KW equations with A1 = φ4 = 0 and all fields independent of x
1 then reduce to a set of
“complex equations”
[Di,Dj ] = 0, 1 ≤ i < j ≤ 3, (2.3)
and a moment map condition
µ :=
i
2
3∑
j=1
[Dj ,D†j ] = 0. (2.4)
This is called the reduced system or the reduced KW equations.
The complex equations are invariant under complex-valued gauge transformations
Di → gDig−1, (2.5)
where g is a map from R4+ to the complexified Lie group GC, while the moment map condition
is invariant only under G-valued gauge transformations. With suitable boundary conditions,
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one can understand the solutions of the complex equation, modulo GC-valued gauge trans-
formations. As in many somewhat similar problems, one hopes to prove that solutions of the
reduced system modulo G-valued gauge transformations are in bijective correspondence with
solutions of the complex equations modulo GC-valued gauge transformations, a much simpler
problem.
Now set z = x2 + ix3, r = |z|, y = x4, φ = φ2 − iφ3, so in particular D3 = [φ, ·]. Using a
complex gauge transformation, we may assume that
D(0)1 =
∂
∂z
, D(0)2 =
∂
∂y
, D(0)3 = φ0(z), (2.6)
where φ0(z) is holomorphic in z and independent of y. We now take
φ0(z) = z
r
(
0 1
0 0
)
(2.7)
Here r is a nonnegative integer that should be interpreted as a dominant weight of the Lang-
lands or GNO dual group, which we will call G∨. Thus, φ0(z) is a regular nilpotent element of
the complex Lie algebra sl(2,C) except at z = 0, where it vanishes. There is a subtlety here
as the dual of SU(2) is SO(3), and vice-versa. If r is even, it can be interpreted as a weight
of G∨ = SO(3), and this means that one gets a good model solution for G = SU(2). But if r
is odd, we have to interpret it as a weight of G∨ = SU(2), meaning that the model solution
is well-behaved only for G = SO(3). In practice, it is useful to describe the model solution
in the language of SU(2), and then explain why for r odd, the formulas should actually be
interpreted in terms of SO(3) gauge theory.
We then solve for the SL(2,C)-valued gauge transformation g such that Di = gD(0)i g−1
satisfy the moment map condition. This leads to the expression
g =
(
ev/2 0
0 e−v/2
)
, ev =
2(r+ 1)
(
√
r2 + y2 + y)r+1 − (
√
r2 + y2 − y)r+1
. (2.8)
The solution then takes the explicit form
A = −r∂rv(r, y) dθ
(
i
2 0
0 − i2
)
φ = evzr
(
0 1
0 0
)
=
2(r+ 1)zr
(
√
r2 + y2 + y)r+1 − (
√
r2 + y2 − y)r+1
(
0 1
0 0
)
φ1 = −∂yv(r, y)
(
i
2 0
0 − i2
)
,
(2.9)
with all other fields vanishing. In spherical coordinates
x4 = ρ cosψ, x2 = ρ sinψ cos θ, x3 = ρ sinψ sin θ, (2.10)
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this may be expressed as
A = −(r+ 1)sin2 ψ (1 + cosψ)
r − (1− cosψ)r
(1 + cosψ)r+1 − (1− cosψ)r+1 dθ
(
i
2 0
0 − i2
)
φ =
2(r+ 1)
ρ
sinrψ eirθ
(1 + cosψ)r+1 − (1− cosψ)r+1
(
0 1
0 0
)
φ1 = −r+ 1
ρ
(1 + cosψ)r+1 + (1− cosψ)r+1
(1 + cosψ)r+1 − (1− cosψ)r+1
(
i
2 0
0 − i2
) (2.11)
Scale-invariance means that φ and φ1 are 1/ρ times functions of ψ only (so that the corre-
sponding one-forms φdz and φ1dy are invariant under scaling), while Aθ is a function of ψ
alone. Rotation-invariance means that a constant rotation θ → θ+ c can be compensated by
a constant diagonal gauge transformation diag(e−icr/2, eicr/2).
To see that this solution obeys the standard Nahm pole boundary condition away from
z = 0, and also to see the role of the parity of r, we observe that for z 6= 0, one has
φ ∼
(z
z
)r/2 1
y
(
0 1
0 0
)
, y → 0. (2.12)
This is converted to
φ ∼ 1
y
(
0 1
0 0
)
, y → 0, (2.13)
by the gauge transformation h = diag((z/z)−r/4, (z/z)r/4); furthermore, h also makes A = 0
and φ1 ∼ diag(i/2y,−i/2y) as y → 0, which gives the rest of the standard Nahm pole
solution. Observe that if r is odd, h is only single-valued as an SO(3), but not an SU(2),
gauge transformation, so in that case the model solution (2.9) is gauge-equivalent to the
standard Nahm pole solution along the boundary away from z = 0 only for the gauge group
SO(3), while if r is even, then h is single-valued and hence (2.9) is gauge-equivalent to this
standard solution away from z = 0 for either gauge group SU(2) or SO(3).
The generalized Nahm pole boundary condition for a field (A,φ) on a manifold with
boundary X with knot K ⊂W = ∂X can now be defined, at least informally; a quantitative
definition will be given later after the calculation in Section 5 of the indicial roots of the
problem. The idea is simply that the model solution above can be transplanted to each
fiber of N+K. These fibers are three-dimensional half-spaces with distinguished point on the
boundary, the origin. Transplanting the solutions to N+K is well-defined independent of the
framing of K by virtue of the rotational invariance of the model solutions about the vertical
axis in each half-space. This defines an approximate solution along the entire knot, which we
call (AK , φK). A field (A,φ) on X is then said to satisfy the generalized Nahm pole boundary
condition at K provided
(A,φ) ∼ (AK , φK) at K. (2.14)
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The clarification of (2.14) given later involves specifying the rate of convergence in this for-
mula. This boundary condition along K is supplemented by the Nahm pole boundary condi-
tion (1.2) at W \K, as described fully in [6].
3 The Linearized KW operator
We next describe the structure of the linearization L of the KW equations around the knot
K.
Let (X, g) be a four dimensional Riemannian manifold with boundary W , E an SU(2)
or SO(3) bundle over X, and K ⊂ W a closed knot or link. We now use local coordinates
~x = (x1, x2, x3, x4) near any point of K, where x1 = t is arclength along K, x2, x3 are Fermi
coordinates around K for the restriction of g to W around K in W , and y = x4 is geodesic
distance from W , all with respect to g. It is often more convenient to use the corresponding
cylindrical coordinates ρ = |(y, x2, x3)| and ω = (ω0, ω′) = (y, x2, x3)/ρ in the hemisphere
S2+. We also use spherical coordinates (2.10), but replacing ψ by s = π/2 − ψ to emphasize
the fact that the important singularity is at s = 0. Thus ω = (sin s, cos s cos θ, cos s sin θ). In
these coordinates
g = dρ2 + ρ2(ds2 + cos2 sdθ2) + dt2 + higher order terms, (3.1)
where the remainder corresponds to the higher order terms in ρ in the Taylor expansion of g.
As usual, the linearization at a solution (A,φ) is obtained by placing A+ εa, φ+ εϕ into
the KW equations, expanding in ε, and throwing away all terms of order ε2 and higher. We
shall supplement KW, and hence L, with the gauge condition
S =
4∑
i=1
(Diai + [φi, ϕi]) =
4∑
i=1
([∂i +Ai, ai] + [φi, ϕi]) = 0, (3.2)
or, in invariant form,
d∗Aa+ ⋆[φ, ⋆ϕ] = 0 (3.3)
to obtain an elliptic operator. Henceforth the “linearized KW equations” refer to the lin-
earization of the KW equations supplemented by this gauge condition.
Now suppose that (A,φ) is a solution of the gauged KW equations on (M,K), with a
Nahm pole singularity along W away from K and with the generalized Nahm pole condition
along K. Recall from [6] that L takes a simpler form when we identify ϕ with its Hodge dual
⋆ϕ. This identifies L with the twisted Hodge-de Rham operator
d + d∗ : C∞(M, (Λ1 ⊕ Λ3)⊗ ad g) −→ C∞(M, (Λ0 ⊕ Λ2 ⊕ Λ4)⊗ ad g),
up to lower order terms, so in total
L(a, ⋆ϕ) =(d∗Aa+ ⋆[φ, ⋆ϕ], dAa+ [φ, ⋆(⋆ϕ)] + d∗A ⋆ ϕ+ ⋆[a, φ], dA ⋆ ϕ+ [a, ⋆φ])
=
(
dA + d
∗
A
)(
a, ⋆ϕ
)
+
(
⋆ [φ, ⋆ϕ], [φ, ⋆(⋆ϕ)] + ⋆[a, φ], [a, ⋆φ]
)
.
(3.4)
– 7 –
Near W but away from K,
L = d + d∗ + 1
y
B0,
while in cylindrical coordinates near K,
L = d + d∗ + 1
ρs
B0 ; (3.5)
here B0 is an endomorphism determined by g, A and φ. We remark finally that the lower
order term in the gauge condition (3.3) is chosen so that L has a particularly nice form.
4 Indicial Operator
In this section we consider the first basic model for the linearized KW operator L, called the
indicial operator. This is an infinitesimal model for L at points of W . The indicial operator
at points of W \K was studied in [6], and we begin with a brief review of that case. For such
points, the indicial operator is an ODE in the normal variable which is homogeneous of degree
−1, and its solutions correspond to possible leading terms in formal expansions of solutions
to the full equation LΨ = 0. The indicial operator at points of K is more complicated in that
it is a PDE in the directions normal to K, but its solutions play an identical role as possible
leading terms in expansions of solutions to LΨ = 0 near K. There is another model for L
which captures more delicate features and which will be introduced in Sec. 7. In any case,
we now describe these indicial operators and then turn to the main task of computing the
indicial roots of the indicial operator at K.
If (~x, y) is a local coordinate system near q ∈ W \K with y = x4 ≥ 0, we say that λ is
an indicial root for L at q if there exists some (a, ϕ) defined in a neighborhood of q such that
L(yλ(a, ϕ)) = O(yλ).
Note that since L is of order 1, for general λ one expects a right hand side which is O(yλ−1),
so we are really solving some sort of eigenvalue equation to make the coefficient of yλ−1
vanish. This is an entirely algebraic problem, and the value of (a, ϕ) at q solves a generalized
eigenvector equation. The nontrivial task of determining these eigenvectors and eigenvalues
is treated in [6].
This indicial data corresponds to exact solutions of the indicial operator at q,
Iq(L) = Uy∂y + 1
y
U0 (4.1)
where Uy and U0 are constant elements of End(Λ
1T ∗qM ⊗ ad(E)). This is obtained by dis-
carding all of the higher order terms in L as well as all terms with tangential (~x) derivatives;
equivalently, it is precisely the linearized KW operator L in the model case R4+ with the
Euclidean metric, and acting on fields independent of ~x. Comparing with the previous para-
graph, we see that if Ψ is smooth in ~x, y with Ψ(~x, 0) = Ψ0(~x), then
L(yλΨ) = Iq(L)(yλΨ0) +O(yλ),
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so λ is an indicial root with corresponding eigenvector if and only if
(Uyλ+ U0)Ψ0 = 0.
For G = SU(2) or SO(3), the indicial roots are −2, −1, 1, and 2 [6]. Notice that these are
independent of the location of q ∈W .
The relevance of these values lies in a theorem from [5], stated in [6], that if L(a, ϕ) = 0
in some neighborhood of the origin, and if |(a, ϕ)| ≤ Cy−1+ε for some ε > 0, then (a, ϕ)
admits a polyhomogeneous expansion, i.e., an asymptotic expansion with tangentially smooth
coefficients in increasing but possibly nonintegral powers of y, starting from the first positive
indicial root:
(a, ϕ) ∼
∑
ℓ≥0
(aℓ, ϕℓ)y
1+ℓ
with coefficients (aℓ, ϕℓ) independent of y and depending smoothly on the tangential variables
~x. (Since the positive indicial roots differ by an integer in our setting, there is also the
possibility of terms of the form y1+j(log y)ℓ for j, ℓ ≥ 1, but these do not contribute in any
significant way below, so we mostly omit them for simplicity of notation.)
We refer to the condition that (a, ϕ) is allowed to blow up no faster than y−1+ε as the
Nahm pole boundary condition (when K = /O). Analogous to a standard nondegenerate
elliptic boundary condition, this guarantees that (a, ϕ) decays like y and is smooth (or at
least polyhmogeneous) up to the boundary.
Now let us turn to the indicial roots near points of K. Using the cylindrical coordinates
(ρ, t, ω) introduced earlier, we say that λ is an indicial root of L at q ∈ K if there exists some
(a0, ϕ0) depending only on ω so that
L(ρλ(a, ϕ)) = O(ρλ),
where (a, ϕ) is any smooth (in ρ) extension of (a0, ϕ0). As before, because L is to leading
order homogeneous of degree −1 with respect to dilation in ρ, we expect only that the right
hand side is O(ρλ−1) for general λ, so the indicial equation is simply the coefficient of ρλ−1
here and the indicial data λ, (a0, ϕ0) correspond to solutions which make this coefficient
vanish. This is again a generalized eigenvalue problem, but this time for an elliptic operator
rather than a matrix. Note that the terms involving differentiations with respect to t do not
contribute to this coefficient, nor do the terms arising from the Taylor expansions in ρ of
all the other coefficients except the leading term. Discarding all of these terms leads to the
indicial operator at q ∈ K,
Iq(L) = Bρ∂ρ + 1
ρ
JS , (4.2)
where Bρ is a constant Clifford-multiplication endomorphism and JS is a first order elliptic
operator on the hemisphere S2+. As in the case when q /∈ K, this equals the linearized
KW operator in the model case, and acting on t-independent fields. The rotation invariance
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of the model knot singularity implies that JS is invariant with respect to rotations in θ.
Furthermore,
L(ρλ(a, ϕ)) = (Bρ + λJS)(a0, ϕ0)ρλ−1 +O(ρλ),
whence the indicial equation at q ∈ K,
(Bρ + λJS)(a0, ϕ0) = 0. (4.3)
Note that while the fields (a0, ϕ0) depend only on θ and ψ, they may have dρ components.
Our goal is to describe the indicial operator at q ∈ K and analyze its spectrum in sufficient
detail to show that there are no indicial roots in the semi-open interval [−1, 0). In fact, we
will actually see that only a rather restricted class of perturbations lead to indicial roots in
the larger interval [−2, 1]. This bound on the indicial roots will be important in the ensuing
analysis.
The computation of the indicial roots of L is carried out using two separate techniques.
The first uses the linearization of the Weitzenbo¨ck formula that will be given in section 5
below, which equates L†L with a certain Laplace-type operator ∆̂. In the particular case
when we linearize around the model knot solution, this operator acts separately on a1 and ϕ4
and decouples from the other components, and we call this specialization ∆̂0. This decoupling
uses that A1 = φ4 = 0. If in addition the fields (A,φ) are independent of x1, as holds for
the model knot solution, then ∆̂0 reduces to an operator ∆̂0,3 in R
3
+. We shall calculate
the indicial roots of ∆̂0, or equivalently, ∆̂0,3; the indicial roots for L in these directions are
amongst these, but we do not determine which are roots for ∆̂0 only, but not L. On the other
hand, perturbations where the components a1, ϕ4 remain zero correspond to perturbations
within the three-dimensional formulation of the KW equations (2.1) involving the operators
Di, i = 1, 2, 3. For these our computation give the indicial roots of L in those directions
directly.
To summarize, we consider two classes of perturbations:
(1) Perturbations of Type I have either a1 6= 0 or ϕ4 6= 0. These are treated using the
operator ∆̂.
(2) Perturbations of Type II are those that preserve the condition A1 = φ4 = 0 and can
be analyzed using (2.3) and (2.4).
4.1 Perturbations Of Type I
Consider a solution (a, ϕ) to the indicial equation Iλ(L)(a, ϕ) = 0, where either a1 6= 0 or
ϕ4 6= 0. Our analysis is based on the observation that Iλ(L)†Iλ(L)(a, ϕ) = 0, and this leads
to a particularly simple equation for a1 and ϕ4.
We calculate ∆̂ using the action functional
I(A,φ) = −1
2
∫
d4xTr
(VijV ij + (V0)2) (4.4)
of the underlying supersymmetric gauge theory, where Vij = Fij − [φi, φj ] + εijklDkφl, V0 =
Diφ
i, and Vij = V0 = 0 are the KW equations. This action vanishes if and only ifKW(A,φ) =
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0. Now observe the following elementary fact: let N be some nonlinear functional on fields Ψ
(for simplicity we assume that its nonlinear terms are only quadratic) and I(Ψ) =
∫ |N(Ψ)|2
the corresponding action. If N(Ψ0) = 0, then for any ψ,
N(Ψ0 + εψ) = N(Ψ0) + εL′ψ + ε2Q(Ψ0, ψ)
where Q is quadratic in ψ and L′ = DN |Ψ0 , hence I(Ψ0+εψ) = ε2
∫ |L′ψ|2+O(ε3). This dis-
cussion is not quite suitable in our setting because I is invariant under gauge transformations,
so L′ is not elliptic. This can be remedied either by augmenting L′ with the equation S = 0,
where S is the gauge-fixing equation of Ψ relative to Ψ0, or else by adding −
∫
d4xTrS2 to
I(A,φ) and then carrying out the calculations above. Either way, if I2(ψ) denotes the coeffi-
cient of ε2 in the expansion of I, then critical points of I2 also satisfying the gauge condition
are solutions of L†Lψ = 0, where L = L′ + S is the linearized gauged KW operator.
Now, proceeding as in Eqns. (2.51-52) of [6], and preferably using the formulas for I(A,φ)
given below in eqns. (5.4) or (5.5) (as this simplifies the computations), one finds that
I2 = I2,0 + I2,1 + I2,2, (4.5)
where
I2,0 = −
∫
d4xTr
4∑
i,j=1
(
(Diaj)
2 + (Diϕj)
2 + [φi, aj ]
2 + [φi, ϕj ]
2
)
I2,1 = −2
∫
d4xTr
4∑
i,j=1
(Fij [ai, aj ] + [φi, φj ][ϕi, ϕj ] + 2Diφj [ai, ϕj ])
I2,2 =
∫
d4xTrS2.
(4.6)
Boundary terms have been dropped since they do not contribute to the Euler-Lagrange equa-
tions. Restricting to gauge-fixed variations, we may also drop I2,2. We now define ∆̂ to be
the second order elliptic operator obtained as the Euler-Lagrange equation for I2,0 + I2,1 at
the model knot solution.
If we expand around a solution of the KW equations for which φ4 ≡ 0, then ϕ4 is absent
in I2,1, so in fact the Euler-Lagrange equation for ϕ4 can be derived from I2,0 alone, and is
calculated to be
−
 4∑
i=1
D2i +
3∑
j=1
[φj , [φj , ·]]
ϕ4 = 0, Di = ∂
∂xi
+ [Ai, ·]. (4.7)
In a similar way, if we expand around a solution of the KW equations for which F1i and
D1φi vanish identically for i = 2, 3, 4 (this is the case, in particular, if the solution is invariant
under translations in the x1 direction and also has A1 = 0), then a1 does not appear in I2,1,
so the Euler-Lagrange equation for a1 is again derived just from I2,0 and is
−
 4∑
i=1
D2i +
4∑
j=1
[φj , [φj , ·]]
 a1 = 0. (4.8)
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Note that these two equations coincide if all conditions are satisfied (φ4 = F1i = D1φi = 0).
The model solution for a knot has the properties assumed in the last two paragraphs,
and we shall denote as ∆̂0 the common operator appearing in (4.7) and (4.8) in expanding
around that solution. It is then straightforward to describe the indicial equation for Type
I perturbations around this solution. As explained earlier, we restrict to perturbations a, ϕ
which are independent of x1 and obey the three-dimensional reduction
∆̂0,3Ψ = 0, where ∆̂0,3 = −
 4∑
i=2
D2i +
3∑
j=1
[φj , [φj , ·]]
 . (4.9)
Here Ψ is either a1 or ϕ4. The operator ∆̂0,3 appears frequently below.
In polar coordinates (2.10), the ordinary Laplacian ∆ = −∑4i=2 ∂2i takes the form
∆ = −
(
∂2
∂ρ2
+
2
ρ
∂
∂ρ
+
1
ρ2
(
∂2
∂ψ2
+
cosψ
sinψ
∂
∂ψ
+
1
sin2 ψ
∂2
∂θ2
))
. (4.10)
In the presence of the gauge field A , we must simply replace derivatives by covariant deriva-
tives. For the model solution for a knot, this is particularly simple because by (2.9), A is a
multiple of dθ, so defining
Dθ = ∂θ + [Aθ, ·], Aθ = −r∂rv
(
i
2 0
0 − i2
)
, (4.11)
where v is the function in (2.9), we have
−
4∑
j=2
D2j = −
(
∂2
∂ρ2
+
2
ρ
∂
∂ρ
+
1
ρ2
(
∂2
∂ψ2
+
cosψ
sinψ
∂
∂ψ
+
D2θ
sin2 ψ
))
. (4.12)
The other term in (4.9) is
∆φ = −
3∑
i=1
[φi, [φi, ·]] = −[φ1, [φ1, ·]] + 1
2
(
[φ†, [φ, ·]] + [φ, [φ†, ·]]
)
=
NS
ρ2
, (4.13)
where NS is an angle-dependent linear transformation of the real Lie algebra su(2) and φ is
as in (2.11). Note that NS is strictly positive. One sees directly from (2.11) that NS depends
only on ψ. Thus
∆̂0,3 = − ∂
2
∂ρ2
− 2
ρ
∂
∂ρ
+
MS
ρ2
, (4.14)
where
MS = − ∂
2
∂ψ2
− cosψ
sinψ
∂
∂ψ
− D
2
θ
sin2 ψ
+NS (4.15)
is an operator acting on the hemisphere S2+ which is invariant with respect to rotations in
θ. The apparent singularity at ψ = 0 is only a polar coordinate singularity, but on the other
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hand, because of the generalized Nahm singularity in φ1 and φ, the transformation NS blows
up like 1/ cos2 ψ at the boundary of this hemisphere.
We shall need to solve equations of the form MSΨ0 = f and MSΨ0 = λΨ0 below, so we
review some analytic properties of this operator. To emphasize the singularity at ψ = π/2,
let us revert to the coordinate s = π/2− ψ and write
MS = − ∂
2
∂s2
+
sin s
cos s
∂
∂s
− D
2
θ
cos2 s
+NS
Using (4.13) and the asymptotic expressions for the φj (or equivalently, φ1 and φ) we compute
that
NS ∼ 2 Id
s2
as sց 0,
and hence
MS = − ∂
2
∂s2
−D2θ +
2 Id
s2
+O(s).
Recall from [5] and [6] that s2MS is an elliptic uniformly degenerate operator. Much of its
behavior is dictated by its own indicial roots, i.e., the values σ such that MS(s
σ) = O(sσ−1)
(the expected order of decay is sσ−2 sinceMS is second order, so this represents the same sort
of leading order cancellation as we have been discussing). A brief calculation shows that the
indicial roots are −1 and 2. We now collect a set of results from [5] regarding the mapping
properties of such operators on weighted L2 and Ho¨lder spaces:
Proposition 4.1 The operators
MS : s
νH20 (S
2
+; ds dθ) −→ sν−2L2(S2+; ds dθ)
MS : s
µC2,α0 (S2+) −→ sµ−2C0,α0 (S2+)
are invertible provided −1/2 < ν < 5/2, −1 < µ < 2. There is a unique self-adjoint realization
of
MS : L
2(S2+; ds dθ) −→ L2(S2+; ds dθ),
which has domain s2H20 (S
2
+; ds dθ); it has discrete spectrum. If f ∈ sµ−2C∞(S2+) for −1 <
µ < 2 and (MS + V )Ψ0 = f , where Ψ0 ∈ s−1/2+εL2 for some ε > 0, then Ψ0 ∈ sµC∞(S2+).
In particular, Ψ0(0, θ) = 0 if µ > 0.
We comment only briefly on the proof. The techniques of [5] allow one to construct a
‘parametrix’, an approximate inverse to any of these mappings (we discuss the parametrix
technique at some length in Sec. 7 below). This leads directly to the Fredholm properties, the
regularity estimates and the essential self-adjointness. In particular, solutions ofMSΨ0 = λΨ0
or MsΨ0 = f with f ∈ C∞ admit polyhomogeneous expansions as s→ 0 with leading term sσ
where σ is the smallest indicial root in L2, which in this case is 1. The salient conclusion for
us is that solutions must vanish at s = 0. The fact that MS is not just Fredholm but actually
invertible follows from its symmetry and integration by parts to eliminate its nullspace.
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We can find fields Ψ solving ∆̂0,3Ψ = 0 and which are homogeneous in ρ, i.e., Ψ(ρ, ψ, θ) =
ρλΨ0(ψ, θ), by calculating
∆̂0,3(ρ
λΨ0) = 0⇐⇒ (MS − λ(λ+ 1))Ψ0 = 0. (4.16)
Thus we must choose Ψ0 to be an eigenvector for MS with eigenvalue γ = λ(λ + 1), or
equivalently,
λ = −1
2
±
√
γ +
1
4
. (4.17)
Any Type I indicial root has the form (4.15), for some choice of sign of the square root,
and some eigenvalue γ of M . To prove the converse, that every number λ arising this way is
an indicial root of the underlying KW problem, one must show that every a1 or ϕ4 that is
annihilated by ∆̂0,3 can be extended to a full set of fields ai, ϕj obeying the indicial operator
of the linearized KW equations. We expect this to be true but have not shown it.
It will be useful to know that there are no indicial roots in as large an interval around−1/2
as possible. For this, we must demonstrate a lower bound for the smallest eigenvalue of MS .
Note that this smallest eigenvalue decreases if we drop the nonnegative terms −D2θ/ sin2 ψ and
NS(ψ), so in other words we shall compute the smallest eigenvalue of M0 = −∂2ψ − cotψ∂ψ .
This is nothing more than the scalar Laplacian on the hemisphere acting on θ-independent
functions, and its smallest L2 eigenvalue is 2, with corresponding eigenfunction cosψ. Hence
the smallest eigenvalue of MS is strictly larger than 2, which means, according to (4.17), that
there are no indicial roots of Type I in the closed interval [−2, 1].
It is likely possible to improve this estimate, possibly even by finding the eigenvalues of
MS in closed form, but this lower bound cannot be improved very much in the sense that the
smallest eigenvalue actually does converge to 2 as the parameter r → ∞. Indeed, consider
the case that the wavefunction Ψ0 is diagonal in the basis used in (2.11) and depends only on
ψ. Then the terms in MS involving Dθ and φ1 do not contribute, so the difference between
MS and M0 comes entirely from the terms [φ, [φ
†, ·]] + [φ†, [φ, ·]] in NS . However, φ vanishes
rapidly as r→∞ except very near ψ = π/2, where the wavefunction Ψ0 vanishes. Exploiting
this, one can argue that for large r, the smallest eigenvalue of MS for diagonal perturbations
is 2+O(1/r). On the other hand, if Ψ0 is upper- or lower-triangular, the smallest eigenvalue
of MS grows with r and hence our bound on the Type I indicial roots is not very tight.
The mapping properties of the operators ∆̂0,3 may now be analyzed using the eigenfunc-
tion decomposition of MS ; a similar but more complicated analysis also leads to the mapping
properties of ∆̂0 = −D21 + ∆̂0,3.
Proposition 4.2 The operators
∆̂0,3 : ρ
δsνH2ie(R
3
+; ρ
2dρdψ dθ) −→ ρδ−2sν−2L2(R3+; ρ2dρdψ dθ)
∆̂0 : ρ
δsνH2ie(R
4
+; ρ
2dρdt dψ dθ) −→ ρδ−2sν−2L2(R4+; ρ2dρdt dψ dθ)
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and
∆̂0,3 : ρ
ηsµC2,αie ([R3+; {0}]) −→ ρη−2sµ−2C0,αie ([R3+; {0}])
∆̂0 : ρ
ηsµC2,αie ([R4+;R]) −→ ρη−2sµ−2C0,αie ([R4+;R])
are invertible provided
1/2 −
√
1 + γ0 := δ
− < δ < δ+ := 1/2 +
√
1 + γ0,
−1−
√
1 + γ0 := η
− < η < η+ := −1 +
√
1 + γ0,
where γ0 is the smallest eigenvalue of MS, and
−1/2 < ν < 5/2, −1 < µ < 2.
The proof requires the analytic techniques developed in sections 8 and 9. We use notation
and ideas which will be explained more carefully in those sections. The spaces [R3+; {0}]
and [R4+;R] appearing in the Ho¨lder spaces are the blowups of R
3
+ around the origin and
R
4
+ around R ⊂ ∂R4+, respectively; see section 8.1. The function spaces decorated with a
subscript ie are iterated edge spaces, and are defined in sections 9.2.2 and 9.3.6. The ranges
of weight parameters here are optimal and are based on the indicial root computations in the
present section. Sobolev and Ho¨lder mapping properties are proved using the boundedness
of parametrices for ∆̂0,3 and ∆̂0 as constructed in section 9. These parametrices also lead to
sharp regularity statements. Thus, if f ∈ ρη−2sµ−2C∞([R3+; {0}) for η and µ in the ranges
above, and ∆̂0,3Ψ0 = f where Ψ0 ∈ ρδ−+εs−1/2+εL2 for some ε > 0, then Ψ0 is polyhomoge-
neous as ρ → 0 with index set corresponding to the indicial root set (4.17), and smooth up
to the boundary s = 0 (vanishing there if µ > 0). Expansions of this type are explained more
carefully in section 9. We have stated this result here because in the remaining calculations
of indicial roots it is necessary to solve the equation ∆̂0,3Ψ0 = f for specific right hand sides
f , and this result shows that this is possible and that the solutions have the same regularity
as f .
4.2 Perturbations Of Type II
We next consider the perturbations of Type II, i.e., perturbations which preserve the condition
A1 = φ4 = 0. These can be described as perturbations of the three operators Di that preserve
the complex equation [Di,Dj ] = 0, the moment map condition µ =
∑
i[Di,D†i ] = 0, and the
gauge condition S = 0.
4.2.1 The Generic Case
The obvious perturbations of the Di which preserves their commutativity are given by con-
jugation, i.e.,
exp(−εχ)Di exp(εχ) = Di + ε[Di, χ] +O(ε2), (4.18)
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where χ is the generator of a complex gauge transformation, i.e., is valued in the complexi-
fication gC of the Lie algebra. Most Type II deformations are of this kind and we call them
roots of generic Type II. We account for a few discrepancies later.
The deformations χ have a somewhat different flavor depending on whether χ is valued in
the real Lie algebra g or in ig. (When g is the space of traceless antihermitian matrices, these
two cases correspond to χ being skew-hermitian or hermitian.) If χ is real, it generates a G-
valued gauge transformation that trivially preserves the moment map condition µ = 0 as well
as the commutativity of the Di, but it might not preserve the gauge condition. Indeed, the
equation S = 0 becomes a second order differential equation for χ. On the other hand, if χ is
imaginary, then it generates aGC-valued gauge transformation which preserves commutativity
of the Di and, perhaps unexpectedly, also the condition S = 0. It is not a symmetry of the
moment map, and the condition µ = 0 becomes a second order differential equation for
χ. Curiously, the second order differential equation that comes from S = 0 when χ is real
coincides with the equation that comes from µ = 0 when χ is imaginary, and is the equation
(4.9) which already appeared in the study of Type I deformations!
First assume that χ is real. Then the deformation (4.18) corresponds to the fluctuations
ai = Diχ, i = 2, 3, 4 and ϕi = [φi, χ], i = 1, 2, 3. The condition S = 0 is Diai + [φi, ϕi] = 0,
which translates to
∆̂0,3χ = −
(
4∑
i=2
D2i +
3∑
i=1
[φi, [φi, ·]]
)
χ = 0, (4.19)
precisely the same operator as before!
The mapping properties of ∆̂0,3 in Proposition 4.2 show that S = 0 is a good gauge
condition. The Nahm pole at a general boundary point is irreducible and thus not invariant
under a gauge transformation which is nontrivial at the boundary. Thus we consider only
generators χ which vanish there. We shall define the Nahm pole boundary condition so that in
perturbing around any solution Ψ = (A,φ) which has the Nahm pole singularity at a general
boundary point and a more subtle singularity such as we have described along K, then the
allowed perturbations (a, ϕ) are less singular than (A,φ) both along the boundary and along
K. This condition is only compatible with gauge transformations with generators χ vanishing
along the boundary. Now, Proposition 4.2 implies that, acting on a space of generators χ
which vanish to some small positive order at the boundary, ∆̂0,3 is invertible. Therefore,
if (a, ϕ) is a linear perturbation that satisfies the Nahm pole boundary conditions, then we
can transform uniquely by a linearized gauge transformation (a, ϕ)→ (a, ϕ)+ (−dAχ, [χ, φ]),
where χ vanishes on the boundary, so that S = 0. Hence in the function space in which
we work here, it is equivalent either to define the linearized KW equations without a gauge
condition and divide by gauge transformations that are trivial on the boundary, or to include
S = 0 as part of the linearized KW equations. We take the latter route in this paper.
Now consider the case that χ is imaginary. Then the deformation (4.18) amounts to
a2 = iD3χ, a3 = −iD2χ, a4 = −i[φ1, χ]
ϕ1 = iD4χ, ϕ2 = −i[φ3, χ], ϕ3 = i[φ2, χ].
(4.20)
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For this variation, the gauge condition S = 0 is trivially satisfied since the equations (4.20)
imply that
∑
iDiai+
∑
i[φi, ϕi] = i[µ, χ], which vanishes when µ = 0. Using (4.20) again, we
see that the variation in µ is
δµ = −
(∑
i
D2i +
∑
i
[φi, [φi, ·]]
)
χ, (4.21)
so imposing that δµ = 0 leads once again to ∆̂0,3χ = 0.
We summarize and slightly expand on these facts as follows. Consider any perturbation
Di → Di + δDi corresponding to Di → Di + ai, φi → φi + ϕi. Then by a brief calculation,
3∑
j=1
[Dj , δD†j ] = −S(a, ϕ) + iδµ(a, ϕ). (4.22)
The paragraphs above show that if the perturbation comes from a real (skew-Hermitian)
gauge transformation χ, then
(−S + iδµ)(a, ϕ) = ∆̂0,3(χ) (4.23)
while if χ is Hermitian, then
(−S + iδµ)(a, ϕ) = ∆̂0,3(χ) + i[µ(a, ϕ), χ]. (4.24)
The perturbations by real or imaginary χ are related by the complex rotation
(a2, a3, a4, ϕ1, ϕ2, ϕ3) 7→ (ia3,−ia2,−iϕ1, ia4,−iϕ3, iϕ2).
Any solution χ to ∆̂0,3χ = 0 and such that [Di, χ] = 0, i = 1, 2, 3 should be discounted
since the corresponding perturbation (a, ϕ) vanishes identically. In fact, there are no viable
infinitesimal gauge transformations of this form anyway. Indeed, recall that any commuting
triple can be written as Di = gD(0)i g−1 for some complex gauge transformation g, where
D(0)1 = ∂z, D(0)2 = ∂y, and D(0)3 =
(
0 zr
0 0
)
, (4.25)
cf. (2.6) and (2.7). The Di also satisfy the moment map condition when g is given by (2.8).
We then calculate that the further perturbation (4.18) vanishes to second order in ε, i.e.,
[Di, χ] = 0, i = 1, 2, 3, precisely when
χ = g
(
0 f(z)
0 0
)
g−1 =
(
0 evf(z)
0 0
)
(4.26)
for some f(z) which is holomorphic in z and independent of y. However, ev ∼ 1/y as
y ց 0, z 6= 0; however, we admit only gauge transformations which are bounded as y → 0,
so this choice is not admissible.
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There is a small arithmetic difference in calculating the Type II indicial roots. By (4.20),
the perturbations ai and ϕi are first derivatives of χ or commutators of a component of A or
φ with χ, and these operations shift the exponent by −1. Thus for Type II perturbations,
(4.17) is replaced by
λ = −3
2
±
√
γ +
1
4
. (4.27)
The bound γ > 2 now means that there are no Type II indicial roots in the closed interval
[−3, 0]. For large r, this result is again fairly sharp.
4.2.2 The Exceptions
The calculation for Type II deformations is not yet complete, and to finish the analysis we
must classify the Type II deformations which are not of the form δDi = [Di, χ]. The indicial
roots associated to these new deformations will be said to be of Type II′.
As above, write Di = gD(0)i g−1 with g as in (2.8). Up to a complex gauge transformation,
any commutativity-preserving deformation can be assumed to modify only D(0)3 . We consider
a general perturbation of this type:
D1 = g ∂
∂z
g−1, D2 = g ∂
∂y
g−1
D3 = g
((
0 zr
0 0
)
+ ε
(
α β
γ −α
)
+O(ε2)
)
g−1 =
(
εα (zr + εβ)ev
εγe−v −εα
)
+O(ε2).
(4.28)
We henceforth drop the terms of order ε2 and higher. This perturbation preserves commuta-
tivity only if α, β, and γ are holomorphic in z and independent of y. Next, this perturbation
is of type II, i.e., of the form δD3 = g[D(0)3 , χ]g−1 for some χ, if and only if γ = 0 and α and β
are divisible by zr. Thus a basis of commutativity-preserving perturbations of the gD(0)i g−1,
modulo those of the form δD3 = g[D(0)3 , χ]g−1, is given by
α(z) = zt, 0 ≤ t < r
β(z) = zσ, 0 ≤ σ < r
γ(z) = zk, 0 ≤ k.
(4.29)
For α, β, γ as in (4.29), the perturbation (4.28) satisfies neither the gauge condition
S = 0 nor the linearized moment map condition δµ = 0. We therefore modify this linear
perturbation further by a pure gauge term [Di, χ] for some complex-valued χ. The entire
linear perturbation is then
[D1, χ], [D2, χ], and [D3, χ] +
(
α(z) β(z)ev
γ(z)e−v −α(z)
)
. (4.30)
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Since φ† =
(
0 0
zrev 0
)
, then by (4.22), the condition −S + iδµ = 0 becomes
∆̂0,3χ =
[
φ
†,
(
α(z) β(z)ev
γ(z)e−v −α(z)
)]
=
(
−zre2vβ 0
2zrevα zre2vβ
)
, (4.31)
where ∆̂0,3 is the usual operator and α, β and γ are any linear combinations of the terms in
(4.29).
Homogeneous solutions of ∆̂0,3χ = 0 correspond to ordinary Type II deformations, which
we already understand. Thus we focus on solutions of (4.31) satisfying the Nahm pole bound-
ary condition away from z = 0, modulo solutions of the homogeneous equation.
The right side of (4.31) does not have a fixed homogeneity in ρ, but it can be decomposed
into homogeneous terms. First, if α = β = 0, this right hand side vanishes, so we may take
χ = 0. The corresponding perturbations δφ =
(
0 0
zke−v 0
)
in (4.30) vanish at y = 0 since
e−v ∼ y as y ց 0, z 6= 0, hence are allowable. Since e−v is homogeneous in ρ of degree
r + 1, γ(z)e−v scales like ρk+r+1. Thus the Type II′ indicial roots corresponding to these
lower-triangular deformations of φ are r+ 1, r+ 2, r + 3, . . . .
Next suppose that α = 0, β = zσ (with 0 ≤ σ < r). The right side of (4.31) is now
homogeneous in ρ of degree σ − r− 2, so we let
χ = ρσ−r
(
f(ψ)ei(σ−r)θ 0
0 −f(ψ)ei(σ−r)θ
)
(4.32)
for some function f(ψ). Inserting this into (4.31), and writing e2v = ρ−2r−2k(ψ)2, we see that
(MS − (r− σ)(r − σ − 1))(ei(σ−r)θf(ψ)H) = ei(σ−r)θk(ψ)2H, H =
(
1 0
0 −1
)
.
(We could of course reduce even further to an ODE in ψ.) Since ρ2r+2e2v = k(ψ)2 ∼
1/ cos2 ψ = 1/s2, we can apply Proposition 4.1 to conclude that there exists a solution
f ∈ C∞(S2+). In order that the Nahm pole singularity persist in this perturbation, the
leading terms in the two summands of δD3 must cancel at ψ = π/2. Using that
D3 = ρr sinr ψ eirθevX, χ = ρσ−rei(σ−r)θf(ψ)X, where X =
(
0 1
0 0
)
,
this condition becomes
ρσ sinσ ψ eiσθev(−2f)X + ρσ sinσ ψ eiσθevX ∼ 0, as ψ → π/2,
or finally, f(π/2) = 1/2.
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It remains to show that (r−σ)(r−σ− 1) is not in the spectrum of MS and that f = 1/2
at s = 0. For the first part, note that on diagonal matrices, Dθ reduces to ∂θ, so the action
of MS on e
i(s−r)θfH reduces to
(− ∂
2
∂s2
+
sin s
cos s
∂
∂s
+ (σ − r)2 +NS)(fH) = −k2H.
Now NS > 0, and the other terms on the left consitute the ordinary scalar Laplacian acting
on functions f(ψ)ei(s−r)θ on S2+. The smallest eigenvalue of the scalar Laplacian on such
functions, even on the entire sphere, is (r − σ)(r − σ − 1), so the smallest eigenvalue of MS
must be even larger. Finally, since NS ∼ 2/s2 and k2 ∼ 1/s2 as s → 0, we may compute
formally, using the smoothness of f at s = 0, to see that f = 1/2 there.
Recalling that (a, ϕ) is homogeneous of one degree lower than χ, we have obtained new
Type II′ linearized solutions of the KW equations not seen in section 4.2.1, with negative
indicial roots σ − r− 1, 0 ≤ σ < r.
For the final case, set β = 0 and α = zt, 0 ≤ t < r. Proceeding as before, since
evzrα = ρt−1ei(t−r)θk(ψ), we search for χ of the form
χ = ρt+1ei(t−r)θ
(
0 0
h(ψ) 0
)
, (4.33)
so that (4.31) becomes
(MS − t(t+ 1))ei(t−r)θ(h(ψ)Y ) = 2ei(t−r)θk(ψ)Y, Y =
(
0 0
1 0
)
.
Since [H,Y ] = −2Y , Dθ reduces to ∂θ + ir∂rv, so equivalently
(− ∂
2
∂s2
+
sin s
cos s
∂
∂s
+ (t− r+ r∂rv)2 − t(t+ 1) +NS)(h(s)Y ) = k(s)Y. (4.34)
As before, we need an eigenvalue estimate to show that the operator on the left is invert-
ible, but this is no longer quite as direct. We first compute that
NS(Y ) = (|µ|2 + |ν|2)Y,
where
µ = −(r+ 1)(1 + cosψ)
r+1 + (1− cosψ)r+1
(1 + cosψ)r+1 − (1− cosψ)r+1
ν = 2(r+ 1)
(sinψ)reirθ
(1 + cosψ)r+1 − (1− cosψ)r+1 .
whence, reverting back to s = π/2− ψ,
MS − t(t+ 1) ≥ − ∂
2
∂s2
+
sin s
cos s
∂
∂s
+ |µ|2 − t(t+ 1) = − 1
cos s
∂
∂s
(
cos s
∂
∂s
)
+ |µ|2 − t(t+ 1).
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The nonnegative terms −(cos s)−2D2θ and |ν|2 have been dropped. We conclude invertibility
of the operator in (4.34) by noting that |µ|2 ≥ (r+1)2 > t(t+1), which follows by the simple
observation that |µ| = (r+ 1)(G + F )/(G − F ), where 0 ≤ F < G
We may now invoke Proposition 4.1 again to solve for h. It remains to study the asymp-
totics of this solution as s→ 0. Recall that the indicial roots of MS (and MS− t(t+1)) equal
−1 and 2. Since k ∼ 1/s, this same Proposition implies that h ∈ sC∞(S2+). This is already
enough to ensure that δD3 = O(1) as s→ 0, so this perturbation does not compete with the
Nahm pole singularity. However, we can do slightly better: inserting h ∼ as+O(s2) into the
defining equation and recalling that NS ∼ 2/s2, gives that h(0) = −1. Finally,
δD3 = [zrevX, ρt+1ei(t−r)θhY ] + ztH ∼ ρteitθ(s−1h(0) + 1) +O(1), as s→ 0,
so in fact, δD3 = O(s).
This produces the final set of Type II′ indicial roots {0, 1, . . . , r− 1}.
We summarize all of this in the following
Proposition 4.3 The set of indicial roots of the linearized KW equations are as follows
Roots of Type I : a subset of {−1
2
±
√
γ +
1
4
: γ ∈ spec (MS)};
Roots of generic Type II : {−3
2
±
√
γ +
1
4
: γ ∈ spec (MS)};
Roots of Type II ′ : {−r− 1,−r, . . . ,−2} ∪ {0, 1, 2, . . . , r− 1} ∪ {r+ 1, r+ 2, . . .}.
Listed for Type I are the indicial roots for L†L; some may not be indicial roots for L alone.
Amongst these, the roots of Type I correspond to perturbations with a1 or ϕ4 nonzero,
while those of generic Type II and Type II ′ correspond to perturbations with a1 = ϕ4 = 0.
The eigenvalues γ ∈ specMS are all greater than 2, so that there are no Type I roots in
the interval [−2, 1] and no generic Type II roots in the interval [−3, 0].
The indicial root 0 of Type II′ is particularly interesting because of the symmetries of the
corresponding fluctuation. This fluctuation is bounded at y = z = 0, hence is one power of ρ
less singular than the model solution at a knot. It satisfies the reduced KW equations to first
order, and in this framework, which involves the commuting operators D1,D2,D3, there are
independent symmetries that rotate the complex z-plane or multiply φ by a complex number
of modulus 1. The rotation symmetry of the full KW equations is the diagonal combination
of these two symmetries; the full KW equations do not have these two separate symmetries.
The diagonal symmetry acts naturally on the (1, 0)-form φdz in the complex z-plane. Setting
α to be a constant, say w, the perturbation of the (1, 0)-form is
δ(φ dz) =
(
w 0
0 −w
)
dz, (4.35)
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which is not invariant under rotations in z, but transforms with angular momentum 1. The
deformation space of the reduced KW equations has a natural complex structure, and using
this it is natural to think of w as a complex parameter. But there is no natural complex
structure for the solution space of the full KW equations, so one should then think of w as
a pair of real parameters – its real and imaginary parts – that transform under rotations as
the “vector” of SO(2), corresponding to angular momentum ±1.
4.3 The Nahm pole boundary condition
Following our comments at the end of section 2, we may now give the ‘quantitative’ description
of the generalized Nahm pole boundary condition for the KW equations on a Riemannian
manifold with boundary (M,g) with knot K ⊂ W = ∂M . This involves two pieces of
data: the first is an injective bundle map φρ : TWW\K → ad(E) associated to a principal
representation ρ : su(2)→ g, and the second is the field (AK , φK) defined along K where, in
Fermi coordinates around this knot, AK and φK equal the model solution given in (2.11). Due
to the rotational symmetry in z and the (built-in) independence of x1, there is no ambiguity
in the leading order term in the expansion for (AK , φK) as ρ → 0. As already indicated,
solutions of the full KW equations are fields (A,φ) which differ from these leading order
models by lower order perturbations.
We use both coordinate systems (x, y) and (ρ, s, θ, t). As in [6], away fromK we search for
solutions (A,φ) = (AK , φK) + (a, ϕ) with |a|, |ϕ| = O(ρ−1+εs−ε) and |ϕ| = O(ρ−1+εs−1+ε).
We have also already checked the compatibility of these conditions in the region where ρ→ 0
and s → 0. The rates of vanishing or blowup here are chosen so that these fluctuations do
not interfere with the leading order terms. These will be formalized even further later on by
requiring that the fluctuations lie in certain weighted Ho¨lder spaces.
The analytic work later in this paper justifies the fact that solutions of the KW equations
satisfying these boundary conditions admit complete asymptotic expansions at W \K and at
K – a regularity condition called polyhomogeneity. That analysis provides the step interme-
diating between the formal rates of decay of linearized solutions as described by our anaysis
of solutions of the indicial equation and the actual rates of decay (and higher regularity)
for solutions of the linearized and nonlinear KW equations. In particular, as indicated by
the results in section 4, there are no indicial roots in the semi-open interval [−1, 0), and no
indicial roots of Type I, i.e., with a1 or ϕ4 non-zero, in the larger interval [−2, 1]. This will
be used to show that the perturbation (a, ϕ) about (AK , φK) is bounded as ρ → 0 and in
accordance with the behavior of fluctuations away from K, decays as s→ 0.
In the next sections we describe two applications of this regularity theory for solutions of
the KW equations which satisfy the generalized Nahm pole boundary conditions. The first
is a Weitzenbo¨ck formula in the presence of knots which generalizes the one in [6] when K is
absent. The second is an index formula for L.
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5 The Weitzenbo¨ck Formula With Knots
Let us now return to the model setting X = R4+ with K = R and describe the Weitzenbo¨ck
formula which generalizes the one in [6] to the present setting.
We begin by recalling the basic Weitzenbo¨ck formula, eqn. (2.8) in [6]. First write the
KW equations as
Vij = V0 = 0, (5.1)
where
Vij = Fij − [φi, φj ] + εijklDkφl, V0 = Diφi. (5.2)
On a closed manifold, one calculates that
−
∫
M
d4x
√
gTr
(
1
2
VijV ij + (V0)2
)
= I, (5.3)
where
I = −
∫
M
d4x
√
gTr
(
1
2
FijF
ij +DiφjD
iφj +Rijφ
iφj +
1
2
[φi, φj ][φ
i, φj ]
)
; (5.4)
in these formulæ, Rij is the Ricci tensor and summation over repeated indices is understood.
This identity can be written in a coordinate-invariant way and requires no assumptions about
the geometry. Together with its generalization to t 6= ±1, it leads to powerful vanishing
theorems for the KW equations on a four-manifold X without boundary.
If X has boundary with Nahm pole boundary conditions, (5.4) must be emended to
−
∫
M
d4x
√
gTr
(
1
2
VijV ij + (V0)2
)
= I +
∫
∂M
d3x εabcTr
(
1
3
φa[φb, φc]− φaFbc
)
. (5.5)
(We write i, j, k = 1, . . . , 4 for indices tangent to X and a, b, c = 1, . . . , 3 for indices tangent
to ∂X.) However, the Nahm singularity makes these boundary contributions infinite, so this
Weitzenbo¨ck formula is not very useful.
To counter this, we introduced a second Weitzenbo¨ck formula adapted to the Nahm pole
condition [6, Eqn. (2.21)]. To find this formula, one defines an alternate expression I ′ for the
bulk integral which is a sum of squares of certain quantities that vanish in the basic Nahm
pole solution on a half-space, and whose vanishing characterizes this basic solution. The
tricky point which made the analysis in [6] possible is the not-so-obvious identity [6, Eqn.
(2.21)], which says that I ′ equals the sum of squares of the KW equations plus an exact term.
In the presence of a knot [6, Eqn. (2.21)] must be refined for the analogous reason: the
boundary terms there diverge because of the extra singularities near the knot. To handle this,
we replace I ′ by another functional I ′′ which is again a sum of squares of certain quantities
which are chosen to vanish for the model solution with a knot.
To determine these quantities, we return to the reduced KW system on R3+. Let us set
X = [D1,D2], Y = [D2,D3], Z = [D3,D1]. (5.6)
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Solutions of the reduced system are characterized by
X = Y = Z = µ = 0
F1a = D1φa = Daφ4 = [φa, φ4] = 0, 1 ≤ a ≤ 4.
(5.7)
The conditions in the second line say that, up to a gauge transformation, the solution is
independent of x1, and moreover that φ4 is covariantly constant and generates a symmetry
of the solution. Supplementing (5.7) by the condition that φ4 vanishes somewhere on a
finite or infinite boundary of R4+ (in our applications it will vanish on all finite and infinite
boundaries), we obtain that φ4 ≡ 0 so we have a solution of the reduced KW equations. The
characterization (5.7) of the reduced KW equations suggests that we define
I ′′ = −
∫
R4
+
d4xTr
(
XX + YY + ZZ + µ2 +
4∑
a=1
(
F 21a +D1φ
2
a + [φa, φ4]
2
)
+
4∑
b=2
Dbφ
2
4
)
.
(5.8)
Assuming φ4 is known to vanish somewhere on ∂R
4
+, the condition I
′′ = 0 characterizes pairs
A,φ that are gauge-equivalent to a solution of the reduced KW equations.
This definition of I ′′ is useful because of the following analogue of [6, Eqn. (2.21)]:
−
∫
R4
+
d4x
(
1
2
VijV ij + (V0)2
)
= I ′′ +Ω, (5.9)
where Ω = Ω1 +Ω2 +Ω3, with
Ω1 = −2
∫
R4+
d4x
(
3∑
a=1
(∂aTrφaD4φ4 − ∂4TrφaDaφ4) +
3∑
a=2
(∂1Trφ1Daφa − ∂aTrφ1D1φa)
)
Ω2 = −2
∫
R4
+
d4x
(
−∂1Trφ2[φ3, φ4] + ∂2Trφ3[φ4, φ1]− ∂3Trφ4[φ1, φ2]
)
Ω3 = −2
∫
R4
+
d4x
(
∂1Tr (φ2F34 + φ3F42 + φ4F23) + ∂2Tr (−φ3F41 − φ4F13)
− ∂3Tr (φ2F41 − φ4F12) + ∂4Tr (−φ3F12 + φ2F13)
)
.
(5.10)
If a solution of the KW equations on R4+ has sufficient regularity at y = 0, and in partic-
ular along the knot R, and sufficient decay at infinity, then integration by parts in Ω1,Ω2,Ω3
shows that these boundary contributions vanish. We investigate this here using the behavior
formally predicted by the indicial root computations above, and analogous computations near
infinity. The justification is a focus in the later part of this paper.
There are three separate regions where the boundary behavior needs to be examined: (1)
as y → 0 away from the knot; (2) along the knot, with x2, x3, y → 0 simultaneously; and (3)
as (x1, x2, x3, y)→∞. (As always, we use y and x4 interchangeably.)
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Case (1) was already treated in [6]. That paper contains a simpler version of the
Weitzenbo¨ck formula, and the boundary terms arising in that formula are simpler than those
in (5.10). In this region, by virtue of the polyhomogeneity (tangential regularity and asymp-
totic expansions in the normal direction) of solutions, we may disregard the terms that involve
differentiations with respect to x1, x2, x3 since these do not alter the rates of blowup or decay.
The terms in (5.10) which involve derivatives with respect to y coincide with the analogous
terms in eqn. (2.21) of [6]. We may then follow the arguments in that paper to show that
these boundary terms vanish.
For case (2), the boundary terms along the knot, denote by Hε the hemisphere of radius
ε around z = y = 0 at fixed x1, which we consider as lying in the boundary of R
3
+. The actual
boundary term in R4+ involves integrating over R ×Hε, where R is the x1 direction, and so
long as we are integrating along a finite interval in R, it suffices by Fubini to prove vanishing
of the boundary term along the hemisphere as ε→ 0.
We first verify that these boundary terms actually vanish for the model solution itself.
This is not completely trivial since the area of H is of order ε2, whereas counting powers
suggests that the integrand in this boundary term is of order 1/ε3 (indeed, φ, Dφ, and F
are of orders 1/ε, 1/ε2, and 1/ε2, respectively, so φ3, φDφ, and φF are all of order 1/ε3).
However, fortunately φ4 = F1i = D1φi = 0 in the model solution, which yields the desired
vanishing (Ω1 causes no trouble because φ4 = D1φa = 0, Ω2 because φ4 = 0, and Ω3 because
F1a = 0; surface terms involving derivatives with respect to x
1 are not relevant here).
For the next part, write Ψ schematically for the model solution (A,Φ) and δΨ for the
fluctuation term (a, ϕ). The polyhomogeneity of δΨ is proved in section 8, and the precise
decay rates of these terms are those predicted by the indicial roots calculated earlier. We
then insert Ψ + δΨ into the boundary terms.
Consider first the contributions from the parts that are linear in δΨ. For the moment,
suppose this involves the integral over H of a term of the form Ψ2δΨ. If δΨ ∼ ελ, then
Ψ2δΨ ∼ ε−2+λ, so ∫H Ψ2δΨ→ 0 provided λ > 0 The only possible problem is the exceptional
Type II′ mode for which λ = 0. However, this mode has δφ4 = δA1 = 0; in particular the
vanishing of δφ4 ensures that
∫
H Ψ
2δΨ→ 0.
We must also consider terms DΨδΨ, ΨDδΨ, and FδΨ. These scale in the same way as
Ψ2δΨ except that terms D1ΨδΨ or ΨD1δΨ have an extra factor of ε, since (using tangential
regularity and that A1 = 0 in the model solution) a covariant derivative along the knot
does not increase the singularity. Because we only consider perturbations with ‘decay’ rate
λ > −1, these terms are harmless too. As before, counting powers shows that the modes with
λ > 0 do not contribute, and the exceptional mode with λ = 0 is also not an issue because
δφ4 = δA1 = 0 eliminates all boundary terms near the knot except for those which drop out
because D1 does not increase the singularity.
We have only considered contributions linear in δΨ. The terms quadratic or cubic in δΨ
are only less singular. Hence all boundary terms in case (2) vanish.
For case (3), we proceed very much as in [6, Section 2.6]. The idea is simply that by
hypothesis, δΨ tends to infinity as R = |(x1, x2, x3, x4)| → ∞, and we must verify that this
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rate is such that if we integrate by parts on some large region, say R ≤ R0, then the boundary
terms tend to zero as R0 →∞. To prove this decay, we employ the reasoning explained in the
beginning of section 4.1: consider a solution Ψ+ δΨ of the KW equations in the region where
R is large, so that δΨ is small, and expand the action I into terms of order δΨ, |δΨ|2, etc. The
linear term vanishes because Ψ is already a solution, and the stationarity of the perturbed
solution implies that L†LδΨ must vanish modulo terms of higher order in this asymptotic
regime. This means that the decay rate of solutions of the linear equation L†L(a, ϕ) = 0
determine the decay rate of the nonlinear fluctuation δΨ. To analyze this we use the linear
Weitzenbo¨ck formula L†L = ∆̂.
As described in section 4.1, since L is the linearization at the model knot solution, this
operator does not couple a1 or ϕ4 with the other terms, and so reduces to
∆̂0,3a1 =
− 4∑
i=1
D2i +
3∑
j=1
[φj , [φj , ·]]
 a1,
and similarly for ϕ4. Assume this expression vanishes. Decomposing a1 into a sum of eigen-
functions for the operator MS on S
2
+, cf. (4.15), each eigencomponent a1,γ satisfies the equa-
tion (
− ∂
2
∂ρ2
− ∂
2
∂x21
− 2
ρ
∂
∂ρ
+
γ
ρ2
)
a1,γ = 0,
where γ is the eigenvalue of MS . This may be transformed further, using polar coordinates
ρ = R sinω, x1 = R cosω, to the equation(
− ∂
2
∂R2
− 3
R
∂
∂R
+
1
R2
(− ∂
2
∂ω2
+ cotω
∂
∂ω
+ γ)
)
a1,γ = 0. (5.11)
The operator involving ω is self-adjoint with respect to the measure (sinω)−1dω, and is
bounded below by γ, so the decay rate of solutions is better than −1 − √1 + γ < −2. (In
fact, γ > 2 and −∂2ω + cotω∂ω ≥ c > 0 on functions which vanish at ω = 0, π, so this decay
rate can be improved.) We conclude that a1 and ϕ4 decay like R
−2−ε for some ε > 0.
To understand decay rates of the other components, we must analyze the full operator
∆̂ = L†L, which appears in section 4.1 as the Euler-Lagrange operator for the action I2,0 +
I2,1 in (4.6). We now must study this operator acting on the remaining fields (a
′, ϕ′) =
(a2, a3, a4, ϕ1, ϕ2, ϕ3) We deduce from (4.6) that
∆̂(a′, ϕ′) = −
 4∑
i=1
D2i +
3∑
j=1
[φi, [φi, ·]]
 (a′, ϕ′) + P (a′, ϕ′),
where
P (a′, ϕ′) = −2
∑
i
(([Fij , ai] + [Djφi, ϕi], [Diφj, ai] + [[φi, φj ], ϕi]) .
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Note that each coefficient of P decays like 1/ρ2 as ρ→∞. Indeed, writing P = ρ−2PS , and
referring back to the notation (4.15), we have
∆̂ = − ∂
2
∂x21
− ∂
2
∂ρ2
− 2
ρ
∂
∂ρ
− 1
ρ2
(∆A +NS + PS), (5.12)
where ∆A is the connection Laplacian on S
2
+ (this restriction is valid since A only has a dθ
component), NS is defined in (4.13), and we write NS +PS = QS for convenience. Note that
QS ∼ CQ′S cosψ−2 = CQ′Ss−2 as s→ 0. This is enough to ensure that ∆A+QS has discrete
spectrum, see Proposition 4.1. Since ∆̂ comes from a nonnegative quadratic form, ∆A +QS
is also a positive operator.
We can now apply the same line of reasoning as before. First write ∆̂ in cylindrical
coordinates (ρ, x1,Θ), Θ ∈ S2+. Let γ be any eigenvalue of ∆A + QS . Then the Fourier
coefficients (a′, ϕ′)γ of this decomposition satisfy (5.11), though now γ is an eigenvalue of
∆A+NS +PS instead of just ∆A+NS. As noted, γ > 0, so we conclude, just as before, that
these coefficients decay like R−2−ε for some ε > 0.
Altogether, these decay conditions are sufficient to ensure that the boundary term along
SR = {|(x1, x2, x3, x4)| = R} tends to 0 as R → ∞. Indeed, the boundary terms are either
cubic, or else the product of a component of the field φ or the solution ϕ with a curvature
two-form. The analysis above shows that such product decays like R−3−ε, and in most cases
faster, whereas these spheres have volume R3, so the boundary integrals vanishs as R→∞.
The same argument as earlier shows that the extra potential contribution at the intersection
of SR with the knot vanishes.
6 Index
In this brief section we rely on the results of Sections 8 and 9, where it is proved that
the linearized KW operator L with generalized Nahm pole boundary conditions is Fredholm
between certain adapted function spaces. We invoke this here to explain that the computation
of the index of L in the knot-free case in [6] can be carried over to the present setting.
Proposition 6.1 Let (M,g) be a compact four-manifold with boundary, with a knot K ⊂
∂M . Let (A,φ) be a solution to the KW equations satisfying generalized Nahm pole boundary
conditions at ∂M with a knot singularity at K. Denote by L the linearization L of these
equations at this pair of fields. Then
L : L2(M, (Λ1 ⊕ Λ3)⊗ ad g) −→ L2(M, (Λ0 ⊕ Λ2 ⊕ Λ4)⊗ ad g), (6.1)
is an unbounded Fredholm operator. If the metric g is cylindrical near ∂M , then
index (L) = −3χ(M).
We sketch the proof here since it is essentially the same as in [6]. We prove in Section 8 below
that this mapping is Fredholm, so we turn immediately to the calculation of its index when
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g is cylindrical near the boundary. The key observation in [6] is that in the very special case
that M is an exact metric cylinder W × [0, 1], then L enjoys a symmetry which implies that
its index vanishes. This symmetry holds even if we impose different Nahm pole boundary
conditions at each end, including when either boundary component of this cylinder contains
a knot and we impose the generalized Nahm pole boundary conditions there, or, in the other
extreme, when one of the boundary components contains no knot and we impose either the
classical relative or absolute boundary conditions at that boundary. We then use a standard
excision argument to reduce the calculation of the index to the case where, for example, the
boundary condition is one of these classical ones, in which case the index calculation follows
from standard Hodge theory on manifolds with boundary. If the metric is not cylindrical near
the boundary, we should expect an index formula with an extra local boundary correction
term.
In slightly more detail, if g is cylindrical near ∂M and we consider fields with a knot
singularity along K ⊂W = ∂M , then we decompose M into M1 ∪M2, where ∂M1 =W and
the restriction of g to M1 is still cylindrical near the boundary, and where M2 = W × [0, 1]
is a metric cylinder. Now impose relative boundary conditions at ∂M1, and also at one end
of M2, and the original generalized Nahm boundary conditions at W × {1}. The excision
principle shows that
index (L,M) = index (L,M1) + index (L,M2),
(where (L,M) of course means that we consider L on all of M , etc.). The symmetry of L on
M2 alluded to earlier shows that this last term vanishes, while the former equals −3χ(M),
see [6, Section 4.2].
It remains then to explain this symmetry, which was called pseudo skew-adjointness in [6].
Its existence relies on the distinguished direction along the generator of the cylinder, which
we label by the variable y. Then with a = 1, 2, 3, the tangent fields (a, ϕ) have components
(aa, ay, ϕa, ϕy). Define the endomorphism
N
(
aa
ϕy
)
=
(
ϕa
ay
)
, N
(
ϕa
ay
)
= −
(
aa,
ϕy
)
.
Clearly
N2 = −1, and N † = −N,
and it is explained in [6] that
L† = −NLN−1.
Here L† is the L2 adjoint defined relative to the standard inner product
−Tr
4∑
i=1
(a2i + ϕ
2
i )
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and volume form, both induced by g. More precisely still, this is the adjoint of the (un-
bounded) Fredholm map (6.1). Since N is an isometry on L2(M,Λ∗ ⊗ ad g), it identifies the
kernel and cokernel of (6.1), and hence shows that the index on this cylinder vanishes.
In this entire discussion, the important point is that letting L act on L2 already respects
the Nahm pole boundary conditions, with or without knots. As we have explained and the
indicial root calculations make clear, the fluctuations (a, ϕ) must be ‘lower order’ than the
principal terms of the approximate solution (AK , φK). However, AK is bounded on W away
from K while φK is not, so it seems that we should actually require a to vanish at W \ K
while only imposing that ϕ = O(y−1+ε) there; on the other hand, both a and ϕ may be
allowed to be O(̺−1+ε) along K. This may seem problematic because N interchanges the
components of these two fields. The resolution to this is the regularity theorem proved in
[6], that if L(a, ϕ) = 0 even locally in some neighborhood U in M around a point p ∈ W ,
then (a, ϕ) have polyhomogeneous expansions which in particular guarantees that a decays as
y → 0. In other words, the nullspace of L on L2 is precisely the tangent space to the relevant
moduli space of solutions to KW(A,φ) = 0.
7 Compact knots on the boundary of R4+
A particular setting of interest for this theory is whenK is a closed knot lying in the boundary
of R4+. We discuss here briefly the analytic issues in this setting.
We consider fields Ψ = (A,φ) which satisfy the Nahm pole boundary conditions along
y = 0, with the knot singularity along K. We may compare these to the model Nahm solution
Ψ0 = (0, φ̺) in the far field, and choose these to satisfy |Ψ−Ψ0| ≤ CR−2−ε for R ≥ R0. This
condition implies that Ψ − Ψ0 ∈ L2(R4+). As discussed in [6], this decay is reasonable if Ψ
has only a Nahm pole singularity but no knot. We claim that the same decay rate holds for
fields with a singularity along a compact knot. The proof may be transferred verbatim from
[6, section 2.6], since that discussion is local in such exterior regions. It is also the case that
the index of L vanishes in this setting. The proof of section 6 may be applied directly to this
case.
8 Analysis of the linearized KW operator
We now present analytic methods for the study of the linear and nonlinear KW operators
L and KW. The goals of this analysis have already been used above: first to prove that L
is Fredholm between certain natural function spaces, and to calculate its index; and second,
to show that solutions of KW(A,φ) are polyhomogeneous near the knot K, justifying the
calculations in the Weitzenbo¨ck formula and the uniqueness theorem. These are direct gener-
alizations of the results concerning the case K = /O in [6], but the proofs here are complicated
by the more singular nature of the problem.
Let (M,g) be a four dimensional compact Riemannian manifold with boundaryW , E an
SU(2) or SO(3) bundle over M , and K ⊂W a closed knot or link. Choose local coordinates
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~x = (x1, x2, x3, x4) as above, where x1 = t is arclength along K, x2, x3 are Fermi coordinates
for the restriction of g to W around K in W , and y = x4 is geodesic distance from W , all
with respect to g. The corresponding cylindrical coordinates around K are ρ = |(y, x2, x3)|
and ω = (ω0, ω
′) = (y, x2, x3)/ρ ∈ S2+ = (sin s, cos s cos θ, cos s sin θ), s ∈ [0, π/2], θ ∈ [0, 2π].
The background metric
g = dρ2 + ρ2(ds2 + cos2 sdθ2) + dt2 + higher order terms. (8.1)
is incomplete. Certain constructions below are phrased in terms of the conformally related
complete metric
ĝ =
dρ2 + dt2
ρ2s2
+
ds2 + cos2 sdθ2
s2
+ higher order terms. (8.2)
The higher order terms in each case refer to tensors which decay relative to the displayed
leading part of each of these metrics.
Let (A,φ) be a solution of the gauged KW equations on (M,K), with a Nahm pole singu-
larity alongW away from K and a knot singularity along K. Denote by L the linearization of
KW at this solution, acting on the infinitesimal variations (a, ϕ). We repeat for convenience
that
L : C∞(M, (Λ1 ⊕ Λ3)⊗ ad g) −→ C∞(M, (Λ0 ⊕ Λ2 ⊕ Λ4)⊗ ad g),
L(a, ⋆ϕ) = (dA + d∗A +Mφ)(a, ⋆ϕ), (8.3)
where
Mφ(a, ⋆ϕ) =
(
⋆ [φ, ⋆ϕ], [φ, ⋆(⋆ϕ)] + ⋆[a, φ], [a, ⋆φ]
)
.
Near W but away from K, this has the form
L = d + d∗ + 1
y
B0,
or more pertinentily here, near K
L = d + d∗ + 1
ρs
B0,
where B0 is an endomorphism bounded up to ρ = 0 and s = 0 (so also y = 0 away from K).
It is also useful to consider the operator
L̂ = ρs(d + d∗) +B0, (8.4)
which stands in relation to L as the complete metric ĝ does to the incomplete metric g. (More
specifically, it is a complete iterated edge operator; however, the operator d∗ here is still with
respect to g, so this is not the linearized KW operator for ĝ.)
We focus on the analytic properties of L near K, since its behavior near W \ K has
already been treated in [6]. This reduction depends on the fact that the results there are
local in W so may be transported to the present setting.
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As in [6], the main part of this analysis is the construction of a parametrix G for L near
K. We then investigate various properties of G and use these to deduce our main results.
These steps are close to those in our earlier paper, but with the additional difficulties caused
by the more intricate singular structure of the operator.
The reader may find the following guide to the rest of the paper useful. In the remainder
of this section we describe how this analysis fits into a larger and more systematic framework
from geometric microlocal analysis. This entails the introduction of a manifold with corners
MK , the blowup of M around K, and a brief explanation of a general inductive strategy to
analyze the class of elliptic “incomplete iterated edge operators”. The operator encountered
in [6] occupies the first step in this inductive scheme, while the operator here is of “depth
two”. There is a whole category of objects associated to this class of operators, including
the manifold with corners MK and various generalizations of it, Lie algebras of vector fields,
classes of symbols, and hierarchies of model operators. We give here a fairly minimal treat-
ment, presenting only what is needed for the immediate purposes. This general analytic
program has its foundations, in some sense, in [5], with some parts of the inductive strategy
laid out in [1, 2]. The results needed for the applications here go beyond what is proved in
these last two papers.
After explaining this general program, we take up the parametrix construction. For
expository purposes we first describe a rather crude L2 parametrix for L. This brings out
some of the essential new features of the problem, but we cannot deduce enough from it to
deduce, for example, the mapping properties of L on weighted Ho¨lder spaces. We therefore
present the more involved construction of the geometric microlocal parametrix. From this we
are able to prove various refined mapping properties of L.
The final section of this paper contains the proofs of the regularity theorems. These are
based on commutator arguments with the parametrix and a new iterative scheme to improve
regularity.
8.1 The space MK
The resolution MK is the radial blowup of M around K (in general such a blowup is denoted
[M ;K]), i.e., the disjoint union of M \ K and the inward-pointing spherical normal bundle
of K. Its structure as a manifold with corners is reflected by the cylindrical coordinates
(ρ, t, ω) around K, where ω ∈ S2+, ρ ≥ 0 and t is a local coordinate along K, and indeed these
are a nondegenerate coordinate system on MK . We also use coordinates ω = (s, θ) on the
hemispheres S2+, where s = 0 is the boundary and θ ∈ S1. Thus MK is endowed with the
unique minimal smooth structure generated by the lifts of smooth functions on M and these
cylindrical coordinates.
This blowup is a manifold with corners of codimension 2 and has two boundary hyper-
surfaces. The first, denoted wf, is the closure of the lift of W \ K; the second is the ‘new’
boundary hypersurface ff created by the blowup and called the front face of MK . The func-
tion ρ is a boundary defining function for ff, so ff = {ρ = 0} and dρ 6= 0 there, while s is
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a boundary defining function for wf. Notice that ff is the total space of a fibration over K,
where each fibre is a copy of S2+, which we sometimes also write as Z.
The passage to MK focuses attention on the approximate homogeneities of the analytic
problem. For example, under favorable conditions, solutions of Lu = 0 are polyhomogeneous
on MK ; viewed just on M , however, their singularities at K look much less tractable. Simi-
larly, it is straightforward to check that the lift to MK of the approximate solution (A
K , φK)
is also polyhomogeneous.
8.2 Stratified spaces and iterated edge operators
We now briefly review some points about stratified spaces, referring to [1] for a careful account
of the structural axioms and geometry. The key is the inductive way in which these spaces
are constructed and many facts about them proved. The simplest class of stratified spaces are
the smooth compact manifolds; these have only one stratum, and by definition have depth 0.
There is an operation which constructs a new stratified space out of an old one, increasing
the depth (or complexity). Namely, if Z is any compact stratified space of depth k, we may
pass to a truncated cone over Z, or slightly more generally, a bundle of such cones. These are
the models for neighborhoods of the most singular strata in a space with depth k+1. Thus a
compact stratified space of depth 1 decomposes as the union of a smooth open manifold and
an open truncated cone or bundle of cones over a compact, smooth (depth 0) space. Depth 1
spaces are those with isolated conic singularities or, if the singular set has dimension greater
than zero, simple edge singularities. Continuing in the same way, a compact space of depth
k + 1 decomposes into an an open space which has only depth k singularities and another
open space which is a tubular neighorhood of the depth k + 1 stratum, and which is a cone
or bundles of cones over a compact smooth base and with cross-section a compact depth k
space.
There is an important resolution procedure: successively blowing up the singular strata
of a depth k stratified space X (in order of decreasing depth of the strata) yields a compact
manifold with corners up to codimension k, X̂. The interiors of X and X̂ are canonically
identified. The boundary hypersurfaces of X̂ correspond to the blowups of each of the singular
strata of X. Each of these boundary hypersurfaces is the total spaces of a fibration, where the
fibers are the resolutions of the cross-sections of the cone-bundles associated to that stratum.
These fibrations fit together in a precise way at the corners of X̂ .
Let us specialize immediately to our case of interest. Decompose M into strata (M \
W ) ⊔ (W \K) ⊔ K. As described above, a neighborhood U of K in M is diffeomorphic to
a bundle of cones over K, with cross-section the hemisphere S2+. We often write S
2
+ = Z
below. The resolution MK is obtained by replacing each point p ∈ K by its inward-pointing
spherical normal bundle, which is a copy of S2+. The two boundary hypersurfaces of MK , wf
and ff, correspond to the original boundaryW \K and the front face produced in the blowup,
respectively.
On any stratified space there is a distinguished class of incomplete metrics and the asso-
ciated differential operators, called iie metrics and iie operators. We describe these only on
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M . Using the coordinates (ρ, t, s, θ), an iie operator B of order 1 takes the form
B = Bρ∂ρ +Bt∂t +
1
ρ
(
Bs∂s +Bθ∂θ +
1
s
B0
)
,
where each Bj is an endomorphism smooth (or polyhomogeneous) on all variables. The
operator in parentheses,
BZ := Bs∂s +Bθ∂θ +
1
s
B0,
is an iie operator on the depth 1 space Z; in fact, it is just the two-dimensional version of the
operator studied in our earlier paper [6].
Referring back to (8.3), since φ ∼ ρ−1φ0 and φ0 ∼ s−1, we see that the linearized KW
operator L is an iie operator. For much of this section, we use little about the precise structure
of its coefficients, only their asymptotic form near ρ = 0 and s = 0, though certain things
(e.g., the computation of indicial roots) require more information. Thus we write
L = Bρ∂ρ +Bt∂t + 1
ρ
J , (8.5)
where
J = Bs∂s +Bθ∂θ + 1
s
B0 (8.6)
is a uniformly degenerate operator on Z.
An iie operator B is called iie-elliptic if its iie symbol is invertible. In more detail, set
ρsB = Bρ(ρs∂ρ) +Bt(ρs∂t) +Bs(s∂s) +Bθs∂θ +B0,
formally replace ρs∂ρ by −iξ, ρs∂t by −iτ , s∂s by −iσ and s∂θ by −iζ, and drop the lower
order term B0. This defines the iie symbol
iieσ1(B)(ρ, t, s, θ; ξ, τ, σ, ζ) =
1
i
(Bρξ +Btτ +Bsσ +Bθζ) . (8.7)
(There is a way to interpret this invariantly, but we do not do this here.) We require that
this endomorphism is invertible whenever (ξ, τ, σ, ζ) 6= 0. It is straightforward to calculate
that L is iie elliptic.
9 Parametrices
The basic problems about an elliptic iie operator are to show that it is Fredholm acting
between appropriate function spaces, to compute its index, and to analyze the regularity of
solutions of Bu = f . These will be addressed using parametrix methods.
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9.1 The parametrix construction in the simple edge case
To set the stage, we review how this works in the simple edge case, cf. the lengthier discussion
in [6]. To be concrete, let us consider a problem very similar to ours and assume that M is
a closed 4-dimensional manifold and K an embedded knot. A tubular neighborhood of K in
M is diffeomorphic to a bundle of truncated cones C1(Z), where now Z = S
2. The blowup
of M around K is the space MK = [M ;K], which is a manifold with boundary ∂MK . This
boundary is the total space of a fibration over K with fiber Z. Cylindrical coordinates around
K lift to a nondegenerate local coordinate system (ρ, t, z), where ρ is a boundary defining
function for ∂MK which restricts to a radial function on each conic fiber, while t and z are
local coordinates on K and Z, respectively. The lift of a Riemannian metric g on M which
is smooth across K takes the form
g = g0 + η, where g0 = dρ
2 + hK + ρ
2kZ ; (9.1)
here hK is the restriction of g to K at ρ = 0, kZ is the spherical metric on Z (both are
extended to this tubular neighborhood), and the tensor η is a lower order deviation in the
sense that |η|g0 ≤ Cρε for some ε > 0 as ρց 0. More generally, of course, one could consider
spaces where Z is not a sphere so the locus K is a genuine topological singularity. Note the
similarity with the metric (8.1) – indeed, the only difference is that here Z is a closed manifold
while in (8.1) it is a manifold with boundary.
Consider a general Dirac-type operator B adapted to the pair (M,K), so for example
B is the sum of an operator which is smooth across K and a term B0/ρ of order 0 which
blows up like ρ−1. We suppose that all coefficients are smooth in cylindrical coordinates. We
are tacitly assuming that B satisfies an edge symbol ellipticity condition, see below for the
corresponding condition in the depth 2 setting. The indicial data of B is the set of pairs
(γ,Ψ0) where Ψ0 is a field on Z such that B(ρ
γΨ) = O(ργ) (rather than the expected order
O(ργ−1) for some smooth extension Ψ of Ψ0. As before, this means that γ solves a generalized
eigenvalue problem on Z and Ψ0 is the corresponding eigenfunction.
Indicial roots determine some features of the mapping properties of B. The other ingredi-
ent is the normal operator N(B): for any t0 ∈ K, N(B) is the scale- and translation-invariant
operator on R×C(Z) (which in our case is just R4 since Z = S2) modeling B at that point.
It is obtained by freezing the coefficients of B at ρ = 0, t = t0 and introducing a certain global
set of projective coordinates (r, τ, ω) on R+×R× S2. The full rationale for these new global
coordinates will be explained later, but for the moment we regard this as a formal change.
In terms of these, we set
N(B) = Bρ(0, t0, z)∂r +Bt(0, t0, z)∂τ +
1
r
J , (9.2)
where J is a Dirac-type operator on Z and Bρ(0, t0), Bt(0, t0) are endomorphisms. These
new coordinates reduce two important features: N(B) is translation invariant in τ and ho-
mogeneous with respect to dilations (r, τ) 7→ (λr, λτ). For more general iie operators, it is
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possible for both the indicial data and the normal operator N(B) to depend nontrivially on
t0 ∈ K; for simplicity we assume that this is not the case, and fortunately our particular
problem does not have this complicating feature.
We next define weighted edge Sobolev spaces on MK :
Definition 9.1 The space ρµ+3/2Hℓe(MK) consists of the space of functions (or fields) u =
ρµ+3/2v where (ρ∂ρ)
a(ρ∂t)
b∂czv ∈ L2 for all a+ b+ c ≤ ℓ.
The vector fields appearing here generate the bounded vector fields for the metric ĝ = ρ−2g,
and hence Hℓe(MK) is the natural Sobolev space associated to that complete metric. The
shift by 3/2 in the weight parameter is a normalization: if Ψ ∈ ρµ+3/2L2 is supported in
{ρ ≤ 1}, then since dVg ∼= ρ2dρdτdz,
∫
ρ−2(µ+3/2)|Ψ|2 ρ2dρdτdz = ∫ |Ψ|2ρ−2µ−1 dρdτdz <∞
if |Ψ| ≤ Cρµ+ε for any ε > 0. In other words, with this normalization, then Ψ - ρµ in an L2
sense.
We also define rµ+3/2Hℓe(C(Z) × R), where now all integrals are taken on the entire
product space. We say that µ is an elliptic weight for B if
N(B) : rµ+3/2H1e (C(Z)× R) −→ rµ+1/2L2(C(Z)× R)
is an isomorphism.
There are corresponding edge Sobolev spaces spaces on MK defined with respect to
differentiations by the vector fields ρ∂ρ, ρ∂t, ∂z. [5, Theorem 6.1] states that if µ is an elliptic
weight for B, then
B : ρµ+3/2Hk+1e (MK) −→ ρµ+1/2Hke (MK) (9.3)
is Fredholm for every k. We may also define weighted Ho¨lder spaces ρµCk,αe relative to
differentiations by the same set of degenerate vector fields, and by [5, Corollary 6.4],
B : ρµCk,αe (MK) −→ ρµ−1Ck−1,αe (MK) (9.4)
is also Fredholm. We emphasize that B is not Fredholm for more general weights, either
because it does not have closed range or else because it has infinite dimensional kernel or
cokernel.
These results are proved by first constructing an approximate inverse, or parametrix, to
B, i.e., an operator G = Gµ which satisfies
B ◦G = Id +Q1, G ◦B = Id +Q2,
where Q1 and Q2 are compact on ρ
µHke and ρ
µ+1Hk+1e , respectively, and in addition is such
that
G : ρµHke (MK) −→ ρµ+1Hk+1e (MK)
is bounded. This implies that (9.3) is Fredholm. Showing the analogous property for (9.4)
relies on a description of the pointwise behavior of the Schwartz kernel of G, from which it
can be proved that
G : ρµ−1Ck,αe (MK) −→ ρµCk+1,αe (MK)
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is bounded, which in turn shows that (9.4) is Fredholm.
This ‘sharp structure’ of G is described as saying that its Schwartz kernel is polyhomo-
geneous on a certain further resolution of M2K , apart from a ‘uniform’ singularity along the
lifted diagonal. We explain this. Recall that G is a distribution on M2K which is smooth in
the interior away from the diagonal. It has a standard pseudodifferential singularity across
the diagonal, but is also singular along ∂MK ×MK and MK × ∂MK . Its most ‘important’
singularity occurs at the fiber diagonal of (∂MK)
2, and to understand it we resolve M2K by
blowing up along the fiber diagonal to obtain a new and slightly more complicated manifold
with corners (MK)
2
e. This is a manifold with corners of codimension 2, with new boundary
hypersurfaces called the front face. The lift of the diagonal of M2K to this space intersects
this front face transversely.
The paper [5] considers the class of edge pseudodifferential operators, which are by defi-
nition those operators whose Schwartz kernels are polyhomogeneous on (MK)
2
e, along with a
classical singularity along the lifted diagonal. These are modeled on the type of degenerate
behavior already seen in the differential operator B. The technical results there involve un-
derstanding the compositions of such operators and the boundedness of these operators on
weighted Sobolev and Ho¨lder spaces. A central conclusion is that if µ is an elliptic weight for
B, then one can construct a parametrix G for B in this space of pseudodifferential operators
with compact remainders Qj . The general boundedness properties of these operators lead to
the assertions above.
To expand on this slightly, let fdiag be the fiber diagonal in (∂MK)
2. Using (ρ, t, z, ρ˜, t˜, z˜)
as local coordinates on (MK)
2, this fiber diagonal is {ρ = ρ˜ = 0, t = t˜}. The edge double space
(MK)
2
e is the blowup [M
2
K ; fdiag]. Edge pseudodifferential operators, and in particular, the
parametrix G, are polyhomogeneous at the various boundaries of this space. Thus, beyond
its singularity across the lifted diagonal, G has complete asymptotic expansions at each of
the boundary hypersurfaces of (MK)
2
e and product-type expansions at the corners. The
exponents in these expansions at the left and right ‘side’ faces corresponding to ∂MK ×MK
and MK × ∂MK are determined by the indicial roots of B; the leading exponent at the
front face is the universal number 1 − dimM = −3. The boundedness properties of G are
determined by the leading terms of these expansions. The parametrix also leads to higher
regularity results, including results like if BΨ = 0 and Ψ ∈ ρµ+1H1e where µ is an elliptic
weight, then Ψ is polyhomogeneous on MK .
9.2 The parametrix for L in depth 2
In our actual problem, K lies on the boundary of M and each conic cross-section Z has a
boundary, so the structure of a parametrix G for L is more complicated near the boundaries
and corners ofM2K . We take a slightly circuitous route to describe this. We first show that the
same objects which appeared in the simple edge theory above, indicial roots and the normal
operator, can be defined here as well. A more elementary parametrix construction yields a
rough parametrix, which implies that L is Fredholm on weighted Sobolev spaces. We then
carry out the geometric microlocal parametrix construction, where the aforementioned ‘new’
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singularities of G appear explicitly. This leads to the fine regularity properties for solutions
in weighted Ho¨lder spaces.
9.2.1 Indicial roots
As in the simple edge case, the indicial roots of L are the formal rates of decay or growth of
solutions of the linear problem LΨ = 0, and also play a role in formulating the global mapping
properties of this operator. As we have described in Sec.4, there are different indicial root
sets at each of the two boundaries ∂WMK and ∂KMK ; those in the first case were already
calculated in [6], while the calculations of the ones at ρ = 0 occupy the first part of this paper.
In this and later sections we explain how they enter the analytic theory. In a certain sense
the story is not so different from the simple edge case once suitable boundary conditions for
J are imposed at ∂Z.
We say that (γ,Ψ0(z)) is an indicial pair for L at ∂KMK (or a ρ-indicial pair) if there is
a smooth field Ψ ∼ Ψ0 + ρΨ1 + . . . such that
L(ργΨ) = O(ργ).
The precise extension Ψ of Ψ0 is unimportant. By (8.5),
L(ργΨ) = ργ−1
(
Bρ(0, t, z)γ + J |ρ=0
)
Ψ0 +O(ργ), (9.5)
so γ is an indicial root if (J +Bργ)|ρ=0 has nontrivial nullspace, and then Ψ0 must lie in
this nullspace. The variable t ∈ K enters as a parameter; in principle the indicial roots might
depend on t, but fortunately that is not the case here.
As noted above, there are also indicial roots for L at ∂WMK , which we call the s-indicial
roots for short. These were computed in [6]. It is worth noting that unlike the ρ-indicial
roots, these are determined by an algebraic eigenvalue equation.
When Z is closed, the set of ρ-indicial roots is always discrete, but when Z is a manifold
with boundary, we must impose boundary conditions for J at ∂Z to obtain a self-adjoint
problem. (In the absence of such boundary conditions, solutions Ψ0 would exist for any value
of γ.) In the language of [6], we are in the quasi-regular case, which means that 0 is not an
s-indicial root. It therefore suffices let act on fields which vanish at s = 0, i.e., which satisfy
Dirichlet boundary conditions at ∂Z.
9.2.2 L2 Sobolev spaces
Consider first the weighted L2 spaces ρµsνL2(MK , dVg) for any µ, ν ∈ R, where up to a
bounded nonvanishing factor, dVg = ρ
2dρdtdsdθ. We use Sobolev spaces adapted to the de-
generacy structure of the problem encoded by the vector fields ρs∂ρ, ρs∂t, s∂s, s∂θ. Omitting
bundles from the notation notation unless necessary, define
ρµsνHkie(MK , dVg) = {Ψ : (ρs∂ρ)i(ρs∂t)j(s∂s)α(s∂θ)βΨ ∈ ρµsνL2(MK), ∀ i+ j+α+β ≤ k}
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Clearly, since ρsL is a smooth combination of a generating set for Vie,
L : ρµsνHk+1ie (MK) −→ ρµ−1sν−1Hkie(MK)
is bounded for every µ, ν.
Recalling the quasi-regularity assumption, let (λ, λ) be the maximal interval containing 0
which contains no s-indicial roots. We explain later that nontrivial solutions to the generalized
eigenvalue problem (J + γBρ)Ψ0 = 0 with Ψ0 ∈ sλ+1/2L2(Z,dsdθ) for any λ in this interval
exist only when γ is one of the ρ-indicial roots computed in Section 4.
Define D as the space of all fields Ψ0 on Z such that Ψ0 ∈ sλ+1/2L2 and JΨ0 ∈ sλ+1/2.
Now set
ρµ+3/2Hkie,D(MK) = {Ψ ∈ ρµ+3/2Hkie : Ψ(ρ, t, ·) ∈ D for a.e. ρ, t} (9.6)
with norm
||Ψ||2ie;k,µ+3/2,D = ||Ψ||2ie,k,µ+3/2,λ+1/2 + ||JΨ||2ie,k−1,µ+3/2,λ+1/2.
We shall eventually prove that
L : ρµ+3/2Hkie,D(MK) −→ ρµ+1/2Hk−1ie (MK). (9.7)
is Fredholm if and only if µ is not a ρ-indicial root of L.
9.2.3 Ellipticity and the normal operator
As in the simple edge case, three hypotheses constitute the definition of full ellipticity. The
first is the invertibility of the ie symbol discussed earlier, while the second and third involve
the invertibility of the s- and ρ-normal operators. These normal operators are the models for
L at ∂WMK and ∂KMK , respectively. We carry over from [6] the fact that in the range of
s-weights λ ∈ (λ, λ), the s-normal operator is invertible. The remaining condition involves
the mapping properties of the ρ-normal operator. Recall from (9.2) that this is the operator,
parametrized by t0 ∈ K, and acting on the entire space R2+ × S2+, given by
Nρ(L) = Bρ(0, t0)∂r +Bt(0, t0)∂t + 1
r
J . (9.8)
Here Bρ, Bt and the coefficients of J are evaluated at ρ = 0, t = t0. Clearly Nρ(L) is the
linearized KW operator on (R4+)R = [R
4
+;R] in cylindrical coordinates, and is independent
of t0.
The value µ is called an elliptic weight (in ρ) if
Nρ(L) : ρµ+3/2H1ie,D((R4+)R) −→ ρµ+1/2L2((R4+)R) (9.9)
is invertible. The shift in weight parameter is a normalization which reflects that ργ ∈
ρµ+3/2L2(ρ2dρ) (locally near ρ = 0) if and only if γ > µ.
In view of the formulation of the Nahm pole boundary condition around a knot, we choose
µ ∈ (−1, 0) to allow perturbations of the approximate solution which grow at most like ρµ,
i.e., like ρ−1+ε. The indicial root computations of section 4, see in particular Proposition 4.3,
shows that this interval is free of indicial roots, so (9.9) has closed range.
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Proposition 9.2 If µ ∈ (−1, 0), the mapping (9.9) is an isomorphism.
The proof relies on two facts: this map is injective, and has index zero.
The Fredholm and regularity theory proved below show that neither of these properties
change so long as µ does not cross an indicial root, so we may as well set µ = −1/2. We
then have that ρH1ie,D is precisely the set of u ∈ L2 such that Lu ∈ L2, or in other words,
L : ρH1ie,D → L2 is simply the realization of the unbounded operator L : L2 → L2 to
its domain. The discussion in section 6 shows that L : L2 → L2 is pseudo-skew adjoint;
the noncompactness of the ‘cross-section’ does not affect this, so we conclude that its index
vanishes, as required.
Now suppose thatNρ(L)Ψ = 0, where Ψ ∈ ρL2. Recall thatNρ(L) is just the linearization
L of the KW operator at the model knot solution, and following the discussion in section 5,
L†L = ∆̂, where ∆̂ is the operator in (5.12). We showed there that we may decompose
into eigenmodes, first for the induced operator on S2+, so the coefficients satisfy (5.11), and
then further into eigenmodes for the equation in ω ∈ S1+. The coefficients now satisfy a
homogeneous Euler equation, and hence are monomials Rσ. The injectivity now follows,
since any such monomial which is in L2 near R = 0 fails to be in L2 as R → ∞, and vice
versa. As explained above, we deduce from this that L is also surjective on L2. This is one
of the key facts needed in the geometric microlocal parametrix construction.
9.2.4 The L2 parametrix
Writing L as in (8.5), the coefficient endomorphisms Bρ, Bt and the operator J all depend
smoothly on t, and hence vary slowly in this variable. Cover K by neighbourhoods in M
which have the product form Uℓ ∼= [0, ρ0)ρ× (tℓ− ε, tℓ+ ε)t×Z. For each such neighborhood,
denote by Lℓ the operator L with coefficients frozen at ρ = 0, t = tℓ. For each ℓ, write
Eℓ = L − Lℓ.. Adjoin also the open set U0 = M \ {ρ ≤ ρ0/2}. The error term vanishes at
{(0, tℓ} × Z, and hence is small throughout Uℓ. Furthermore, Lℓ equals the normal operator
N(L) at (0, tℓ). In the first approach, we analyze it using the eigendecomposition for J .
An important subtlety is that the domain D for J does not depend on the basepoint
t ∈ K. This is because it is defined by weight conditions involving the indicial roots for J .
Denote by Lℓ,λ the reduction of Lℓ to the eigenspace associated to any eigenmode λ of
J , and write the associated eigencomponent of Ψ as Ψℓ. Then
ρLℓ,λ = Bρ ρ∂ρ +Btρ∂t + λ.
is a uniformly degenerate operator.
For simplicity, assume that tℓ = 0 and drop the subscript ℓ from the notation. Set
Σ = [0, ρ0)×(−ε, ε). Uniformly degenerate differential operators on Σ are sums of products of
the basic vector fields ρ∂ρ and ρ∂t. As described earlier and more fully in [6], the corresponding
class of pseudodifferential operators Ψ∗0(Σ) contains operators H for which the Schwartz
kernels lift to a polyhomogeneous distribution on the 0 double space Σ20 = [Σ
2; diag(∂Σ)2].
Coordinates on this space are given by the polar variables R = |(ρ, ρ˜, t− t˜)|, Ω = (ρ, ρ˜, t− t˜)/R
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along with t˜. The requirement is that H(R,Ω, t˜) has a standard pseudodifferential singularity
along the lifted diagonal {Ω = (1/√2, 1/√2, 0)} uniformly up to the front face of Σ20 and has
polyhomogeneous expansions at each boundary faces and product type expansions at the
corners.
As quoted above, if L is a uniformly degenerate edge operator of order 1 which is fully
elliptic at some weight µ, i.e., its 0-symbol is invertible and µ is an elliptic weight, so that
the normal operator is an isomorphism rµ+1/2H10 (R
2
+) → rµ−1/2L2(R2+), then there is a
parametrix G ∈ Ψ−1,E0 (Σ) such that LG = I + Q1, GL = I + Q2 for some operators Qj ∈
Ψ−∞,E0 (Σ), and
G : ρµ+1/2L2(Σ) −→ ρµ+3/2H10 (Σ),
is bounded. The L2 spaces here are taken with respect to the measure ρ2dρdt. The index set
E in this notation describes the exponents in the expansions of these Schwartz at the various
boundary faces of Σ20). We do not assert that this map is Fredholm because we are considering
it locally in Σ (and have not specified boundary conditions at the other boundaries of this
region).
We apply this to each reduced operator Lλ, thus obtaining a sequence of operators Gλ ∈
Ψ
−1,E(λ)
0 (Σ) which are generalized inverses for ρLλ. We need to know slightly more before we
can conclude that ρL itself has a generalized inverse up to a compact error. Namely, we must
show that Lλ is not an isomorphism for at most finitely many values of λ. This may be done
directly, but we do not explain this since it follows from the other parametrix construction
below.
We have now shown that for each ℓ and λ there is a 0-pseudodifferential operator Gℓ,λ
such that
Gℓ,λ : ρ
µ+1/2L2(Σ) −→ ρµ+3/2H10 (Σ)
is bounded and
Lℓ,λGℓ,λ = Id +Qℓ,λ, Gℓ,λLℓ,λ = Id +Q′ℓ,λ,
where Qℓ,λ, Qℓ,λ′ are residual, i.e., have Schwartz kernels which are smooth and vanish to
infinite order as ρ→ 0 on ([0, ρ0)× (−ε, ε))2. We also write
Gℓ =
∑
λ
Gℓ,λΨλ(z)Ψλ(z˜).
Choose a smooth partition of unity χℓ for the open cover {U0, . . . ,UN} ofMK and another
family of smooth functions χ˜ℓ with supp χ˜ℓ ⊂ Uℓ and χ˜ℓ = 1 on suppχℓ. Now define
G˜ =
∑
ℓ
χ˜ℓ(ρ, t, z)Gℓ(ρ, t, z, ρ˜, t˜, z˜)χℓ(ρ˜, t˜, z˜). (9.10)
We calculate that
LG˜ = Id +
∑
ℓ
(
Qℓ + [L, χ˜ℓ]Gℓ + χ˜ℓEℓGℓ
)
χℓ = Id− Q˜,
with a similar expression for G˜L.
– 40 –
Proposition 9.3 If µ is an elliptic weight for L, then
L : ρµ+3/2Hk+1ie (MK) −→ ρµ+1/2Hkie(MK)
is Fredholm.
It suffices to prove that Q˜ and Q˜′ are sums of a compact operator and an operator with small
norm on ρµ+1/2Hkie(MK) and ρ
µ+3/2Hk+1iie,D(MK), respectively. We check the three terms in
this sum separately. Clearly each Qℓχℓ is compact since its Schwartz kernel is smooth and
vanishes to infinite order at the boundary. Next, the support of the multiplication operator
[L, χ˜ℓ] is disjoint from the support of χℓ, so [L, χ˜ℓ]Gℓχℓ has Schwartz kernel which is smooth
in the interior of (MK)
2
0, and vanishes near the front faces. Finally, using that the coefficients
of Eℓ are small in Uℓ, we see that χ˜ℓEℓGℓ is an operator of order 0 multiplied by a very small
coefficient, and hence has small norm. 
9.3 The geometric microlocal ie parametrix
The more refined parametrix construction addresses the fact that the singularity structure
of the generalized inverse to L is polyhomogeneous only when lifted to the ie double space
(MK)
2
ie, obtained from M
2
K by an iterated blowup. We now define this space and show that
it provides the right setting to amalgamate the solution operators for various model problems
to obtain a parametrix for L. This procedure is much the same as in the simple edge setting,
but now there are two front faces and a correspondingly larger set of model problems.
9.3.1 The structure vector fields
The degeneracy structure of operator L motivates the entire construction. The coordinate
expression shows that ρsL is a linear combination of the vector fields ρs∂ρ, ρs∂t, s∂s and
s∂θ, with smooth (or polyhomogeneous) endomorphism valued coefficients. We define the
structure vector fields for the problem to consist of the space of all smooth multiples of these
basic vector fields, i.e.,
Vie = span {ρs∂ρ, ρs∂t, s∂s, s∂θ}.
This is a locally finitely generated Lie algebra and a C∞(MK) module, which is invariantly
defined as the space of all smooth vector fields onMK which are unconstrained in the interior,
vanish at ∂WMK and lie tangent to the fibers at ∂KMK . This is a so-called boundary fibration
structure on MK which agrees with the uniformly degenerate structure at ∂WMK and with
the edge structure at ∂KMK , but these two structures interact at the corner ∂WMK ∩∂KMK .
9.3.2 The ie double space
The ie double space (MK)
2
ie accommodates two objectives: first, the lift of the diagonal diagiie
is a ‘p-submanifold’, i.e., it meets all faces and corners of (MK)
2
ie cleanly (the diagonal in M
2
K
does not have this property), and second, the lifts of the generating vector fields for Vie are
– 41 –
smooth on (MK)
2
ie and span the normal bundle to diagiie. We now define this resolution by
iterated blowup and verify that these goals are satisfied.
The diagonal diag(M2K) has two boundary hypersurfaces, diags and diagρ, which are
its intersections with the corners (∂WMK)
2 and (∂KMK)
2, respectively. The intersection
diags ∩ diagρ is the diagonal of (∂WMK ∩ ∂KMK)2. Now consider the generating elements of
Vie lifted to the left factor of MK in M2K . These are nonvanishing away from the boundaries
and span the normal bundle of diag in the interior. On the other hand, they vanish at diags
and are tangent to the (left) hemisphere fibers in (∂KMK)
2 along diagρ.
We resolve these degeneracies by blowing up two further important submanifolds: fdiagρ,
the fiber diagonal of (∂KMK)
2, i.e., the set of points (p, p˜) ∈ (∂KMK)2 such that π(p) = π(p˜)
where π : ∂KMK → K is the fibration, and diags, the diagonal of (∂WMK)2. The ie double
space is obtained by blowing up these fiber diagonals in the order listed above:
(MK)
2
ie = [M
2
K ; fdiagρ,diags].
We denote by β : (MK)
2
ie →M2K the blowdown map. We describe the structure of this space
in more detail. For simplicity, write Fs = ∂WMK and Fρ = ∂KMK , soM
2
K has four boundary
hypersurfaces:
Fρ,ℓ = Fρ ×MK , Fs,ℓ = Fs ×MK , Fρ,r =MK × Fρ, Fs,r =MK × Fs.
The subscripts ℓ and r indicate that the face is on the left or right factor of MK . The two
new front faces created in the blowup are denoted ffρ and ffs. We shall henceforth use the
notation that Rρ and Rs are defining functions for these two faces; thus ffρ = {Rρ = 0} and
dRρ 6= 0 there, and similarly for ffs and Rs.
The face ffs is the total space of a fibration πs over diags; since diags has codimension 5,
the fibers of ffs are 4-dimensional spherical orthants (with two coordinates nonnegative). On
the other hand, the fibration structure of πρ : ffρ → fdiagρ degenerates over fdiagρ ∩ diags.
We see this as follows. After the first blowup, in the intermediate space [M2K ; fdiagρ], diags,
the front face created by the blowup is a bundle of two-dimensional spherical orthants (with
two coordinates nonnegative) over the base fdiagρ. The submanifold diags intersects each
fiber over fdiagρ ∩ diags over a single point in the interior, so after the second blowup, the
preimage of any point in fdiagρ ∩ diags is the union of a 4-dimensional spherical orthant and
a 2-dimensional spherical orthant blown up around an interior point. On the other hand, the
restriction of πρ to the interior of ffρ is a true fibration over the interior of fdiagρ.
It is useful to see all of this in coordinates. Since we are working in a neighborhood
of the diagonal of M2K , we can use the same coordinate system on each factor of MK , so
(ρ, t, s, θ, ρ˜, t˜, s˜, θ˜) is a local coordinate system onM2K . Thus diag = {ρ = ρ˜, t = t˜, s = s˜, θ = θ˜}
and
fdiagρ = {ρ = ρ˜ = 0, t = t˜} and diags = {s = s˜ = 0, ρ = ρ˜, t = t˜, θ = θ˜}.
To understand the successive blowups, we use polar coordinates. Thus first let RΩ = (ρ, ρ˜, t−
t˜), so R ≥ 0 and Ω = (Ω1,Ω2,Ω3) ∈ S2 has Ω1,Ω2 ≥ 0. The second blowup is around diags
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which in these coordinates is the set {s = s˜ = 0,Ω = Ω∗, θ = θ˜) where Ω∗ = (1/
√
2, 1/
√
2, 0).
The portion which lies over fdiagρ ∩ diags also has R = 0, so the S2-orthant fiber at R = 0 is
blown up at Ω∗. Choosing any local coordinate w on S
2 with w = 0 at Ω∗, e.g. the projective
coordinate (r − 1, τ) below, then the second blowup corresponds to using polar coordinates
R′Ω′ = (s, s˜, w, θ − θ˜) where R′ ≥ 0 and Ω′ lies in the orthant of S4 where Ω′1,Ω′2 ≥ 0.
Projective coordinates are somewhat more convenient, especially for computing how vec-
tor fields transform. Thus in the first blowup, the projectivization of the 2-sphere is given
by r = ρ/ρ˜ and τ = (t − t˜)/ρ˜; the variable ρ˜ serves the place of r. These coordinates are
valid away from the face Ω2 = 0, and together with t˜, s, s˜, θ, θ˜ give a coordinate system near
diag ∩ fdiagρ. Since diags = {r = 1, τ = 0, s = s˜ = 0, θ = θ˜}, then for the second blowup we
can take the projective coordinates on the 4-sphere orthant, σ = s/s˜, r̂ = (r− 1)/s˜, τ̂ = τ/s˜,
θ̂ = (θ − θ˜)/s˜. Observe also that
diagiie = {r = 1, τ = 0} = {r̂ = 0, τ̂ = 0, σ = 1, θ̂ = 0},
and this has a clean intersection with the two front faces ffρ = {ρ˜ = 0} and ffs = {s˜ = 0}.
The fibers of πρ are identified with half-spaces R
2
+ = {(r, τ) : r ≥ 0}, while the fibers of πs
are half-spaces R4+ = {(σ, r̂, τ̂ , θ̂) : σ ≥ 0}. The singular fiber of πρ is the union of a copy of
R
2
+ and the blowup [R
4
+; {(1, 0, 0, 0)}].
We have emphasized these singular fibers of πρ because they are responsible, in some
sense, for the new features in the analysis over what was done in [6].
9.3.3 Lifted ie vector fields, symbols and normal operators
We now compute the lifts of the generators for the ie vector fields to (MK)
2
ie via the left
factor, focusing on their behavior near ffρ and ffs. The simplest formulæ are in projective
coordinates. Thus near ffρ, in the first set of projective coordinates,
ρs∂ρ = sr∂r, ρs∂t = sr∂τ .
The other two vector fields, s∂s, s∂θ are already nonvanishing and transform ‘trivially’ in this
region. The key point is that these lifts no longer vanish at the front face ρ˜ = 0. These,
together with s∂s, s∂θ, span the normal bundle of diagiie in this region. Near ffs we compute
the lifts all of four generators:
ρs∂ρ = sr∂r = σ(1 + s˜r̂)∂r̂, ρs∂t = sr∂τ = σ(1 + s˜r̂)∂τ̂ , s∂s = σ∂σ, s∂θ = σ∂θ̂.
These span the normal bundle of diagiie near ffρ ∪ ffs, which vindicates this blowup as the
space which desingularizes this class of operators.
We have now shown that diagiie is a p-submanifold of (MK)
2
ie and that the lifts of the
generators of Vie are maximally nondegenerate. An immediate consequence is that since the
operator ρsL is an ‘elliptic combination’ of these generating vector fields, its lift is transversely
elliptic across diagiie. This is closely related to the easily checked observation that the ‘formal’
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definition of the ie symbol ieσ1(ρsL) in (8.7) agrees with the ‘ordinary’ symbol of this lift,
i.e., the one obtained by replacing ∂r̂, ∂τ̂ , ∂σ , ∂θ̂ by the linear cotangent variables.
Finally, recall also the formal definition of the normal operators for L at ffρ and ffs. The
former of these is
Nρ(L) = Bρ∂r +Bt∂τ + 1
r
J0,
where the coefficients are evaluated at p0 = (0, t0) ∈ K and J0 acts on fields over Z. It can
be checked immediately that this is the same as the restriction to ffρ of s˜β
∗(ρsL). Similarly,
Ns(L) is the restriction to ffs of ρ˜s˜β∗(ρsL).
These observations also exhibit the compatibility between these two normal operators at
the corner ffρ ∩ ffs.
9.3.4 ie pseudodifferential operators
The space of ie pseudodifferential operators on MK , Ψ
∗
ie(MK), is a direct generalization of
the space Ψ∗0(M) of uniformly degenerate pseudodifferential operators given in [5, 6]. By
definition, an operator A ∈ Ψ∗ie(MK) is characterized by the regularity properties of the lift
of its Schwartz kernel KA to (MK)
2
ie, which is required to have a classical singularity across
diagiie and to have polyhomogeneous expansions at all boundary faces of (MK)
2
ie.
More precisely, KA = β∗κA, where κA is a distribution on (MK)
2
ie which is a sum of
two terms, κ1A + κ
2
A. The first summand, κ
1
A, is supported near diagie and vanishes near
all boundary faces except the two front faces. It has a classical conormal singularity along
diagiie and is the product of specific (dimensionally determined) powers of the boundary
defining functions for ffs and ffρ with a distribution which is smoothly extendible across both
of these front faces. The other term, κ2A, is smooth in the interior and polyhomogeneous at
all boundary faces of (MK)
2
ie. The salient features of such an operator are encoded by several
pieces of data: the conormal order of the singularity along the lifted diagonal, which is the
order of the operator, and index sets for the polyhomogeneous expansions at all boundary
faces. This leads to somewhat ornate notation which we for the most part suppress here.
Before proceeding, we describe the basic example: the identity operator. In the original
coordinates, KI = δ(ρ− ρ˜)δ(t− t˜)δ(s− s˜)δ(θ− θ˜). Using the two sets of projective coordinates,
and recalling the familiar homogeneity of the delta function, we have
κI = ρ˜
−2δ(r − 1)δ(τ)δ(s − s˜)δ(θ − θ˜) = ρ˜−2s˜−4δ(r̂)δ(τ̂ )δ(σ − 1)δ(θ̂).
This is a distribution supported on diagiie, so the second type of summand κ
2
A does not appear
here, and blows up to order 2 at ffρ and to order 4 at ffs. This provides a normalization. We
demand in general that the summand κ1A above equals R
−2
ρ R
−4
s κC where κC has a classical
singularity along diagiie and is smoothly extendible across ffρ and ffs, and where Rρ and Rs
are boundary defining functions for ffρ and ffs. Any operator A for which κA blows up less
quickly than this is said to vanish to some order at the front faces.
There are two key sets of results which make this space of operators a useful tool. The
first is a composition law, which states that the composition of two such operators is again
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of the same type. This law is accompanied by some arithmetic which describes the index
sets of the composition in terms o the index sets of the two factors. The second describes
the boundedness properties of these operators on various function spaces. In our minimal
treatment of this theory, we circumvent all but the most trivial parts of the composition law.
On the other hand, the boundedness properties are fundamental and we prove them below.
9.3.5 The parametrix
We now turn to the construction of the parametrix G. It is a sum of three terms, G0+Gs+Gρ,
each obtained by solving model problems along diagiie and the fibers of ffs and ffρ, respectively.
In fact, we shall find two such operators, Gℓ and Gr, such that LGrl = I − Rr and GℓL =
I−Rell, where Rr and Rℓ are compact. We shall find such operators where these remainders
are smoothing in the interior and vanish at the front faces; a corollary of the boundedness
properties we shall prove below is that this is enough to ensure that these operators are
compact. For simplicty, we focus on the construction of Gℓ first, and simply call it G.
The general scheme is that we try to solve the distributional equation LκG = κI for the
lifted Schwartz kernel of G. For simplicity we shall simply write these Schwartz kernels as
G, I, etc. The only singularity of the right hand side is along the lifted diagonal, and the
first step is universal in any elliptic parametrix construction: we solve away this diagonal
singularity using the symbol calculus. More precisely, we determine the complete classical
expansion of G0 along diagiie by solving a sequence of equations using the symbol calculus.
This is done on each fiber of the normal bundle of diagiie. Notably, the construction is uniform
in an appropriate sense up to the front faces. We thus choose G0 to have support in a small
neighborhood of diagiie not intersecting any boundary face except ffρ ∪ ffs and to satisfy
LG0 = I −R0,
where R0 = R
−2
ρ R
−4
s R˜0, where R˜0 ∈ C∞((MK)2ie). Since the coefficients of L blow up like
1/ρs, G0 blows up like R
−1
ρ R
−3
s , i.e., is one order better than the identity operator.
The fact that R0 has the same growth order as I at the front faces means that it is not
compact. The next step in the construction is to choose a correction term Gff = Gρ + Gs
such that LGff = R0 −R1, where R1 now vanishes one order faster relative to R0 and hence
is compact. We do this by solving the model problems
Ns(L) Gs|ffs = R0|ffs , and Nρ(L) Gρ|ffρ = R0|ffρ
along the front faces. For this to be possible, it is necessary that these normal operators
are invertible, or at least surjective. Since the right hand sides are compactly supported on
the fibers of the respective faces, one expects the solutions to be polyhomogeneous on these
faces. This is carried out exactly as in [5, Section 5] Compatibility of the normal operators
at the corner ensures that these solutions agree there. Hence there exists a polyhomogenous
Schwartz kernel Gff which has the correct leading term at each of these faces.
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Altogether, we have now arranged that
L(G0 +Gff) = I −R1,
where R1 is smooth in the interior, polyhomogeneous at all boundary faces of (MK)
2
ie and
vanishes to order 1 at ffs ∪ ffρ, hence is a compact operator on certain weighted Sobolev and
Ho¨lder spaces to be described below.
We have now produced a right parametrix for L. An identical construction can be carried
out for the adjoint L†, which yields a parametrix G†ℓ. Thus L†G†ℓ = I−R†2. Taking transposes
gives that
GℓL = I −R2,
i.e., Gℓ is a left parametrix for L.
It is possible to extend this parametrix construction further so that the error term for
the right parametrix vanishes to infinite order at both ffρ ∪ ffs and the ‘left faces’, i.e., the
lifts of Fρ,ℓ ∪ Fs,ℓ. However, this uses the composition law for Ψ∗ie, and we are choosing the
simpler route of not proving this formula. We can still obtain the some conclusions, but the
iteration to obtain higher and higher regularity is to a different part of the argument.
9.3.6 Boundedness
We now turn to proving boundedness of ie pseudodifferential operators on weighted Ho¨lder
spaces. Corresponding results hold for these operators acting between weighted Sobolev
spaces, but since these are not required here, we omit those proofs.
We begin with the definition of the ie Ho¨lder spaces Ck,αie (MK). In local coordinates,
[u]ie;0,α = sup
|u(ρ, t, s, θ)− u(ρ′, t′, s′, θ′)|(ρ+ ρ′)α(s+ s′)α
|ρ− ρ′|α + |t− t′|α + (ρ+ ρ′)α(|s− s′|α + |θ − θ′|α)
and
C0,αie (MK) = {u : ||u||ie;0,α = sup |u|+ [u]ie;0,α <∞},
and the associated higher order spaces are
Ck,αie = {u : V1 . . . Vju ∈ C0,αie ∀Vi ∈ Vie, j ≤ k}.
More invariantly, these are the natural Ho¨lder spaces associated to the complete metric ĝ =
ρ−2s−2g, so for example
||u||ie;0,α = sup |u|+ sup
p 6=p′
|u(p)− u(p′)|
dĝ(p, p′)
.
The important observation is that these norms are scale-invariant in the sense that they
remain unchanged with respect to the two-parameter family of dilations
Tλ,µ(ρ, t, s, θ) = (λµρ, λµt, µs, µθ), λ, µ > 0.
This is most easily seen using the invariant definition above since these dilations preserve ĝ
distances (at least up to bounded factors).
We now state the basic mapping property.
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Proposition 9.4 Let A be an element of Ψ0ie for which its Schwartz kernel has expansions
at each of the boundary faces of the double space, with leading terms at each of these faces
R0ρ,ℓ at Fρ,ℓ, R
λ
s,ℓ at Fs,ℓ, R
−1
ρ at ffρ, R
0
s at ffs.
and
R0ρ,r at Fρ,r, R
λ
s,r at Fs,r, R
−1
ρ at ffρ, R
0
s at ffs.
(We have not stated the optimal exponents here, but simply given ones adequate for the present
purposes.) Then for any ε < 1 and k ≥ 0,
A : ρ−εsλ+εCk,γie (MK) −→ sλCk,γie
is bounded.
Proof: Recall that A decomposes as A′ + A′′ where the Schwartz kernel of A′ is supported
near diagiie and A
′′ has no diagonal singularity. We study these terms separately.
We first claim that if u ∈ ρasbCk,αie for any a, b, then A′u ∈ ρa+1sbCk,αie . This can be
reduced to the local boundedness of uniformly degenerate pseudodifferential operators and
then iteratively to that of standard pseudodifferential operators on ordinary Ho¨lder spaces.
First note that ρ−as−bA′ρasb is an operator of exactly the same type as A′, so we may as
well assume that a = b = 0. Now, decompose the interior of MK into a countable number
of Whitney cubes Qℓ where the g-diameter dℓ of each Qℓ is one half the distance of Qℓ to
∂KMK (alternately, this is a covering by cubes of bounded size with respect to the ‘partially
complete’ metric ρ−2g). Assuming that the cover is chosen so that each point is contained in
no more than C of these cubes, we have
C1 ≤ ||u||ie;k,α ≤
∑
ℓ
||u|Qℓ ||ie;k,α ≤ C2||u||ie;k,α.
Let Dc denote the dilation (ρ, t, s, θ) 7→ (cρ, ct, s, θ). The idea is based on the observation
that the ie Ho¨lder norms are invariant with respect to Dc and that the family of order zero
pseudodifferential operators c−1D∗cA
′ are uniformly equivalent as c→ 0. WritingDdℓ = Dℓ for
simplicity, then D−1ℓ (Qℓ) is a cube of fixed size and of fixed distance from ∂KMK . Therefore,
the desired estimate for A′ follows from
||u|Qℓ ||ie;k,α = ||D∗ℓ (u|Qℓ)||k,α
and
||d−1ℓ D∗ℓ (A′u|Qℓ)||k,α ≤ C||D∗ℓ (u|Qℓ)|k,α.
The estimate for A′′ proceeds differently. First note that A′′u is C∞ in the interior of
MK ; since the vector fields V ∈ Vie lift to be smooth and tangent to all boundaries of MK ,
V1 · · ·VNA′′ has the same structure as A′′ for all N ≥ 0 and Vi ∈ Vie, hence if we can prove
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that |A′′u| ≤ Cρ0sλ then A′′u ∈ sλCk,αie for all k ≥ 0. To obtain this estimate, write the
integral expression for A′′u as a pushforward,
A′′u = (πℓ)∗(κ(A
′′)π∗ru),
where πℓ, πr are the two projections (M
2
K)ie → MK . This can be written out as an integral,
but to do so one would need to write explicit expressions over different coordinate regions in
(M2K)ie. In any case,
|A′′u| ≤ (πℓ)∗(κ(A′′)π∗r (ρ−εsλ−ε)),
and by the pushforward theorem [5, Appendix A], this is bounded by Cρ0sλ. 
We also require a closely related result.
Proposition 9.5 If A is an ie pseudodifferential operator of order 0 which has the same
leading orders at all faces as in the last Proposition, except at ffρ where it has leading order
R−2ρ . Then
A : C0,γie (MK) −→ log ρ C0,γie
Proof: The proof is identical to the previous result except at the very last step. With these
hypotheses, the fact that κ(A′′)π∗r (ρ
0s0)) has the same leading coefficient at the abutting
faces Fρ,ℓ and ffρ produces the extra factor of log ρ. The appearance of this new factor
is easy to understand in the following model calculation: consider the pushforward of a
smooth compactly supported function φ(x, y) on the manifold with corners R+x × R+y under
the map t = xy. Assume that φ = 1 near (0, 0) for simplicity. This has a (trivial) expansion
with leading exponents 0 at both faces. An elementary change of variables then shows that∫
xy=t φ = −12 log t+O(1). 
9.4 Commutators and higher regularity
The final part of this analysis uses the parametrix G to deduce higher regularity for solutions
of the KW equations satisfying the generalized Nahm pole boundary conditions.
Theorem 9.6 Suppose that (A,φ) is a solution to KW(A,φ) = 0 on M . Suppose fur-
thermore that near K, (A,φ) = (AK , φK) + (a, ϕ), where (AK , φK) is an approximate so-
lution which is polyhomogeneous asymptotic to the model knot solution, where |(a, ϕ)| ≤
C̺−1+εs−1+ε. Then (a, ϕ) is polyhomogeneous on MK with an expansion of the form a ∼∑
a0̺
0 + . . ., ϕ ∼ ϕ0̺0 + . . ., where all coefficients aγ and ϕγ in this expansion are also
polyhomogeneous as s→ 0, with aγ , ϕγ ∼ sα + . . . for some α > 0.
We have not explicitly stated the corresponding regularity theorem for solutions satisfying
the Nahm pole condition at W \K; that was the topic of [6], and we shall use that result in
the following. The proof of this theorem occupies the rest of this section.
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We begin by writing Ψ0 = (A
K , φK) and Ψ = (A,φ), so ψ = (a, ϕ) = Ψ − Ψ0. Now
rewrite KW(A,φ) = 0 as
L(ψ) = f +Q(ψ), (9.11)
where f = KW(Ψ0) and Q(ψ) is (precisely) quadratic. The initial task will be to show that
we can choose the model field Ψ0 so that f vanishes to all orders along ∂MK . We explain
this below.
Granting this, there are several steps to prove that ψ has a polyhomogeneous expansion
at ∂MK . The main part of the argument involves showing that ψ has stable regularity with
respect to a a sequence of increasingly less degenerate set of vector fields.
Definition 9.7 Let V be any locally finitely generated space of smooth vector fields on a
manifold with corners X which is a C∞(X) module and is closed under Lie bracket. We say
that a function (or field) ψ has V-stable regularity, and write ψ ∈ AV(X), if
V1 . . . Vkψ ∈ L∞(X) for all Vj ∈ V and all k.
There are also weighted versions of these spaces, i.e., we can require these arbitrarily many
derivatives with respect to elements of V to lie in ρµ11 . . . ρµNN L∞, where the ρj are boundary
defining functions for the various hypersurface boundaries of X and the µj are fixed weights.
One may equally well use any other fixed Banach space in place of L∞ here. The important
point is that all V derivatives of ψ remain in the same space. Assuming that the restriction
of V to the interior of X generates the space of all smooth vector fields there, then clearly
any ψ ∈ AV is smooth in the interior. The degeneracies of elements in V, however, lead to a
well regulated singular structure for ψ at the boundary.
The particular Lie algebras of vector fields we use in the argument below are the following.
Each is described in terms of a spanning set of generators near the boundary, in our standard
coordinates. The first is the space of iterated edge vector fields we have already encountered,
Vie = span {ρs∂ρ, ρs∂t, s∂s, s∂θ};
the next is the space of ‘product 0’ vector fields,
Vp0 = span {ρ∂ρ, ρ∂t, s∂s, s∂t};
the final one is the most important space of b-vector fields
Vb(MK) = span {ρ∂ρ, ∂t, s∂s, ∂θ}.
We denote the corresponding spaces of fields by Aie, Ap0 and Ab, respectively; the latter space
is simply called the space of conormal fields. Observe that ψ ∈ Aie if and only if ψ ∈ Ck,αie for
every k. There are spaces of adapted Ho¨lder spaces associated to these other Lie algebras,
and the spaces of stable regularity fields have the similar characterization in terms of these.
There are invariant definitions for the first and third of these spaces of vector fields. First,
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Vb is the space of all smooth vector fields on MK which are tangent to the two boundaries of
MK . On the other hand, Vie is the space of all smooth vector fields which vanish at s = 0
(the original boundary) and which lie tangent to the hemisphere fibers along the front face.
For Vp0 however, we need to impose some extra geometric structure near K; the vector fields
here lie tangent to the fibers of the front face, as for Vie, but along the s = 0 boundary lie
tangent to the (ρ, t) surfaces, which we think of as a local family of surfaces normal to K in
W . Since the result is local near K, there is no difficulty in choosing such a family, and we
shall abuse notation by thinking of these vector fields as defined globally.
The regularity argument proceeds by using the parametrix G constructed above to show
first that ψ ∈ Aie, next that ψ ∈ Ap0 and finally that ψ ∈ Ab. There is an intermediate
step to improve the growth of ψ from O((ρs)−1+ε to bounded. The passage between these
different levels of regularity relies on the fine mapping properties of G, and in particular, in
geetting to conormality we require that the commutator of G with the b vector fields is better
than expected.
Once we have proved that ψ is conormal, the remaining step to show that it is polyho-
mogeneous, with exponents at each boundary face determined by the indicial roots of L in
ρ and s, is handled by a formal argument very similar to the construction of infinite order
approximate solution below.
We now give details for each of these steps.
Construction of the approximate solution Ψ0: Recall from Section 4.3 that (A0, φ0)
is an approximate solution of the KW equations with Nahm pole boundary condition if it
equals the model solutions (A̺, y
−1φ̺) and (A
K , φK) at wf and ff, respectively, up to lower
order error terms. Our immediate goal then is to construct a better approximate solution.
We first obtain a formal series solution to the equations by iteratively solving for successive
terms in this series; taking a Borel sum of this formal series gives a field (A0, φ0) which solves
the KW equations to infinite order at both boundaries.
We first carry out the correction steps along ff. This is local at each point t0 ∈ K, but
global on the hemisphere fiber at that point. Write
L = Bρ(0, t0) + 1
ρ
J (0, t0) + E
where we evaluate Bρ and J along the fiber over (0, t0) ∈ K. The error term is the collection
of all terms in L for which L(ργΨ) = O(ργ), exactly as in (9.5). Near this point, write
Ψ0 ∼ (AK , φK) + ψ0 + ρψ1 + . . .. Expanding KW(Ψ0) as in (9.11) and inserting this formal
series gives a sequence of equations
(Bρ(0, t0)j + J (0, t0))ρj−1ψj = fjρj−1,
where fj is the accumulation of all error terms coming from previous steps in the iteration for
which the accompanying factors are precisely ρj−1. So long as the operator in parentheses on
the left is invertible, we can solve this equation for ψj and proceed to the next step. However,
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if it has nullspace, we can proceed by adding the term ψ˜jρ
j log ρ to the formal series. In this
process, positive integer powers of log ρ may accrete as we proceed up the series. but this
causes no problems. Note also that at such instances, there is a freedom in which solution
we choose, i.e., we may add an element of this problematic nullspace. We may choose this
extra term in any reasonable way, but to be systematic we may as well choose it to be 0. The
solution functions ψj are themselves polyhomogeneous at ∂Z = {s = 0}, and some careful
bookkeeping shows that each of them behaves at worst like log s.
This procedure is clearly smooth in t0, i.e., the solution functions ψj are smooth on ff. We
produce in this way an infinite formal polyhomogeneous series which solves the equations to
infinite order along the front face. We choose a Borel sum ψ′ for this series. By construction,
KW(Ψ0 + ψ
′) = f ′ is a polyhomogeneous function on MK which vanishes to all orders at
ff = {ρ = 0}, and has leading term some smooth multiple of log s along wf.
We can solve away the error term along the original boundary in essentially the same
way. For this, at any point p ∈ wf, we write
L = By(p)∂y + 1
y
B0(p) + E,
and successively solve a sequence of equations (By(p)j +B0(p))ψ
′
jy
j−1 = fjy
j−1. As before,
this may require extra factors of log y. Unlike the previous case, the operators B0 are simply
matrices. This is done at each p ∈ wf, and the solutions depend smoothly on this boundary
variable. The solutions do not ‘spread’ on the boundary, and because each fj vanishes rapidly
as ρ → 0, the solutions decay rapidly at ff as well. We refer also to [4], where the terms in
this expansion (in the absence of a knot) are examined closely.
Now choose a Borel sum ψ′′ for this second asymptotic series. The complete approximate
solution is Ψ0 = Ψmodel + ψ
′ + ψ′′, and by construction, KW(Ψ0) = f vanishes to all orders
as ρ→ 0 and as s or y → 0.
Stable regularity with respect to Vie: This is an instance of a general argument explained
carefully in [2] and may be applied to solutions of degenerate elliptic operators associated to
any locally finitely generated Lie algebra of vector fields as above. Consider the metric ĝ =
ρ−2s−2g, where g is the fixed (incomplete) metric on M , lifted to MK . It is straightforward
to check that ĝ is complete and has uniformly bounded geometry, i.e., there is a uniform
lower bound for the injectivity radius and the interior of MK is covered by diffeomorphic
images of tangent ε balls, for some fixed ε > 0, so that the metric coefficients in each of the
associated normal coordinate systems are uniformly bounded in C∞. The vector fields in Vie
are precisely the vector fields on the interior of MK which have uniformly bounded lengths
with respect to ĝ and which extend smoothly to ∂MK . We now invoke Shubin’s algebra
of uniform pseudodifferential operators, Ψ∗unif cf. [1]. This exists on any complete manifold
(N, g) of bounded geometry. Operators in this class are pseudodifferential operators on N
with Schwartz kernels supported in a uniform neighborhood of the diagonal, {(p, q) ∈ N2 :
distĝ(p, q) ≤ C}, and which are uniformly controlled in all Riemann normal coordinate charts
of radius C. Compositions of these operators and symbol calculus computations carry over
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immediately from the compact case. Note that the ie symbol ellipticity of ρsL is simply
the condition that L is uniformly elliptic in these coordinate charts. The elliptic parametrix
construction yields a left parametrix Ĝ ∈ Ψ−1unif satisfying
Ĝ′ ◦ (ρsL) = I − R̂,
where R̂ ∈ Ψ−∞unif . Now define Ĝ(ρ, t, s, θ, ρ˜, t˜, s˜, θ˜) = Ĝ′(ρ, t, s, θ, ρ˜, t˜, s˜, θ˜)ρ˜ s˜. Applying Ĝ to
(9.11) yields
ψ = R̂ψ + Ĝf + ĜQ(ψ),
hence if V ∈ Vie, then
V ψ = V R̂ψ + V Ĝf + V ĜQ(ψ).
Now recall that the ie vector fields are uniform elements of order 1 in this calculus. Clearly
V R̂ ∈ Ψ−∞unif , so V R̂ψ ∈ (ρs)−1+εCk,αie for every k. The second term is even better, since it is
smooth and vanishes to infinite order at ∂MK . Hence both of these terms are well controlled.
For the third term, note that V Ĝ is an operator of order 0 with the same expansions at all
the boundaries of (MK)
2
ie as Ĝ, and furthermore, Q(ψ) ∈ (ρs)−2+2εC2,αie . Thus V ĜQ(ψ) ∈
(ρs)−1+2εC2,αie . Altogether, the entire right hand side lives in (ρs)−1+εC2,αie , and this is true
for any V ∈ Vie, so ψ ∈ (ρs)−1+εC3,αie . Iterating this argument shows that ψ ∈ (ρs)−1+εCk,αie
for every k, so ψ has stable regularity with respect to Vie.
From (ρs)−1+εAie to Aie The previous argument did not allow us to obtain any improvement
in the growth rate of ψ. For this we must use the refined parametrix G. The key advantage
is that both G and R vanish to order one at ffρ and ffs, so for example, G maps (ρs)
λCk,αie to
(ρs)λ+1Ck+1,αie if λ < −1, and to Ck+1,αie if λ ≥ −1. One cannot gain a factor of ρs if λ > −1
because G and R are only bounded at the left face.
We apply this to
ψ = Rψ +Gf +GQ(ψ), (9.12)
recalling that ψ ∈ (ρs)−1+εCk,αie for every k. The first term on the right lies in Ck,αie , the second
term is smooth and vanishes to all orders, and since Q(ψ) ∈ (ρs)−2+2εCk,αie , the third term
lies in (ρs)−1+2εCk,αie . Thus we have gained a factor of (ρs)ε.
Iterating this argument a finite number of times shows that ψ ∈ Ck,αie for every k.
From Aie to Ap0: To improve ie stable regularity to stable regularity with respect to Vp0, we
must control derivatives with respect to ρ∂ρ and ρ∂t, rather than just ρs∂ρ and ρs∂t. Apply
either one of these derivatives to (9.12); for example,
ρ∂ρψ = ρ∂ρRψ + ρ∂ρGf + ρ∂ρGQ(ψ).
As noted above, both G and R vanish to order 1 at ffs, so ρ∂ρR and ρ∂ρG are of order 0
at ffs while still of order 1 at ffρ. These compositions are thus bounded on Ck,αie for all k,
which implies that each of the terms on the right lie in these spaces. The argument for ρ∂t is
similar.
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This proves that ρ∂ρψ, ρ∂tψ ∈ Ck,αie for every k. An induction leads to the conclusion that
(ρ∂ρ)
i(ρ∂t)
j(s∂s)
m(s∂θ)
ℓ(a, ϕ) ∈ Ck,αie
for all i, j,m, ℓ ≥ 0.
From Ap0 to conormality: This step relies on the
Lemma 9.8 If A ∈ Ψr,Eie , then each of the commutators
[ρ∂ρ, A], [ρ∂t, A], [∂t, A], [∂θ, A]
are also ie pseudodifferential operators with the same pseudodifferential order and the same
index sets at all faces of (MK)
2
ie.
Proof: The analogous result in the simple edge case already appears in [5], so we explain how
to adapt that proof to this slightly more general setting. Each of the individual operators
ρ∂ρA, Aρ∂ρ, etc. is precisely one order more singular at ffρ and/or ffs, but the leading
order singularities cancel when taking the differences in the commutators. Near ffs we can
immediately apply the same proof as in [5], even uniformly up to ffρ ∩ ffs since all of these
vector fields are tangent to this intersection. 
We may now prove the conormality of ψ. The new consideration is to control derivatives
with respect to ∂t and ∂θ. This relies on two facts. First, although ∂tG and ∂θG are still
of order 0 at ffs ∪ ffρ, they no longer vanish there, and the same is true for R. Second, the
commutators [∂t, G], [∂θ, G], [∂t, R], [∂θ, R] still vanish to order 1 at ffs ∪ ffρ.
Now write
∂tψ = ∂tRψ + ∂tGf + ∂tGQ(ψ).
By Lemma (9.5), the first and third terms lie in log ρCk,αie and the second is rapidly vanishing.
Now write ∂tRψ = R∂tψ+[∂t, R]ψ. The operator R maps log ρCk,αp0 to Ck,αp0 , and by the lemma
above, the third term also lies in the same space. On the other hand,
∂tGQ(ψ) = G∂tQ(ψ) + [∂t, G]Q(ψ) = GB(ψ, ∂tψ) + [∂t, G]Q(ψ).
Here B is a bilinear form with polyhomogeneous coefficients in its two arguments. Certainly
B(ψ, ∂tψ) ∈ log ρCk,αp0 , so applying G to it yields something in Ck,αp0 . The final term is obviously
in Ck,αp0 as well.
These same arguments work for ∂θψ, and as before we can iterate this argument to control
derivatives of all orders. Examining the argument above and recalling the leading powers of
G at each of its faces, this argument actually proves that ψ ∈ sεCk,αb for every k.
Polyhomogeneity: We now explain how to pass from conormality to the existence of ex-
pansions at the two boundary faces of MK . The main point is that all tangential derivatives
may be treated as lower order.
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We first regard the equation KW(Ψ0 + ψ) = 0 as a nonlinear ODE in y, with the
dependence on the boundary variable z purely parametric. It is then a classical argument
that an exact solution of such an ODE has an expansion in y, and it follows from their
definition that the exponents in this expansion are regulated by the indicial roots at this face;
this part of the argument is identical to the one in [6]. We follow this method to show that
ψ has an expansion in y, which near ff ∩wf we regard as an expansion in the variable s. The
dependence of the solution as a function of t, z (or near the corner, as a function of ρ, t, θ),
and hence each coefficient in this asymptotic expansion is conormal in these variables.
On the other hand, as ρ→ 0 we consider KW(Ψ0 + ψ) = 0 as a nonlinear conic elliptic
equation on S2+×R+ with all data depending smoothly on the parameter t. To say that this
is conic problem means that it takes the form ∂ρψ + ρ
−1Jψ = f +Q(ψ) + Eψ, where Q(ψ)
incorporates the quadratic terms and Eψ contains the linear terms involving derivatives that
we are regarding as parametric, i.e., the t derivatives. This too may be solved iteratively
to show that ψ has a complete expansion as a function of ρ with exponents determined by
the indicial roots here, which are determined by the eigenvalues of J . The coefficients are
conormal as s→ 0 and depend smoothly on t.
To show that these expansions at each of the two faces fit together as a polyhomogeneous
expansion on the manifold with cornersMK , which means in particular that there is a product-
type expansion at the corner, we invoke a result from [5, Appendix]:
Lemma 9.9 Suppose ψ is a conormal distribution on a manifold with corners X such that
at every boundary hypersurface H of X, ψ ∼∑RγHψH,γ, where RH is the boundary defining
function for H. Suppose also that these coefficients are themselves conormal as distributions
on H (qua manifold with boundary). Then ψ is polyhomogeneous on X.
This now concludes the proof that the gauged solutions to KW(A,φ) which satisfy the
generalized Nahm pole boundary condition with a knot singularity are polyhomogeneous on
MK . This is the key technical statement needed for various arguments earlier in this paper.
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