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a b s t r a c t
A perfect 2-matchingM of a graph G is a spanning subgraph of G such that each component
of M is either an edge or a cycle. A graph G is said to be 2-matching-covered if every
edge of G lies in some perfect 2-matching of G. A 2-matching-covered graph is equivalent
to a ‘‘regularizable’’ graph, which was introduced and studied by Berge. A Tutte-type
characterization for 2-matching-covered graph was given by Berge. A 2-matching-covered
graph is minimal if G − e is not 2-matching-covered for all edges e of G. We use Berge’s
theorem to prove that the minimum degree of a minimal 2-matching-covered graph other
than K2 and K4 is 2 and to prove that a minimal 2-matching-covered graph other than K4
cannot contain a complete subgraph with at least 4 vertices.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction and notations
In this paper we consider finite graphs with neither loops nor multiple edges. Let G be a graph with edge set E(G) and
vertex set V (G). For a vertex x of G, the degree of x is the number of neighbors of x, denoted by d(x). We use δ(G) to denote
the minimum degree of a graph G. If X is any set in V (G), let ΓG(X) denote the set of all vertices in V (G) that are adjacent to
at least one vertex of X . We sometimes use Γ (X) instead of ΓG(X). If X and Y are two vertex sets of V (G), let Γ (X) \ Γ (Y )
denote the set of all vertices adjacent to at least one vertex of X and not adjacent to any vertex of Y . We use E(A, B) to denote
the set of edges xy such that x ∈ A and y ∈ B.
A 2-matching of a graph G is a subset of E(G) such that every vertex of G is incident with at most two edges of the subset.
Note that a 2-matching M of a graph G is a 2-factor (or perfect matching) if every vertex of G is incident with exactly two
edges (or one edge) of M . A perfect 2-matching M of a graph G is a spanning subgraph of G such that each component of M
is either an edge or a cycle. A characterization for the existence of perfect 2-matching is due to Tutte [8].
Theorem 1.1 (Tutte [8]). A graph G has a perfect 2-matching if and only if |Γ (A)| ≥ |A|, for every independent set A of vertices.
Recently, Hartvigsen [4] investigated the problem of finding a largest square-free (4-cycle-free) 2-matching in a bipartite
graph. A Tutte-type characterization is stated as follows.
Theorem 1.2 (Hartvigsen [4]). A bipartite graphG has a square-free 2-factor if and only if for every subset V ′ ⊆ V , q(G[V \V ′]) ≤
|V ′|, where q(H) denotes the number of connected components of H that consist of either an isolated vertex, a single edge, or a
square.
A polynomial time algorithm and a min–max theorem for this problem are also presented in [4].
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Theorem 1.3 (Hartvigsen [4]). Let G be a bipartite graph. Then the maximum number of edges of a square-free 2-matching in G
is minV ′⊆V {|V | + |V ′| − q(G[V \ V ′])}.
Cornuéjols and Pulleyblank [3] gave a Tutte-type characterization for the existence of triangle-free perfect 2-matching,
i.e. a perfect 2-matchingwith no triangles. A triangle cluster is a connected graphwhose edges partition into disjoint triangles
with the property that any two triangles have at most one vertex in common. Let G[S] denote the subgraph of G induced
by S.
Theorem 1.4 (Cornuéjols and Pulleyblank [3]). A graph G has a triangle-free perfect 2-matching if and only if for every X ⊆ V
the number of components of G[V \ X] that are isolated vertices and triangles clusters is not greater than |X |.
An edge of a graph G is allowed if it lies in some perfect matching of G. A graph G is elementary if its allowed edges form a
connected subgraph of G. If each edge of a graph G lies in some perfect 2-matching of G, then G is a 2-matching-covered graph.
A graph G is 2-matching-covered if and only if G is ‘‘regularizable’’, where a graph is regularizable if it can be transformed
into a regular multigraph by giving each edge some positive multiplicity. Regularizable graphs were introduced and studied
by Berge. The equivalence is explained by the following two results (see also Lovász and Plummer [6]).
Theorem 1.5 (Berge [1]). For a connected graph G that is not a bipartite graph with partite sets of equal size, the following
conditions are equivalent:
(i) G is regularizable,
(ii) for each edge e of G, there exists a perfect 2-matching of G covering e,
(iii) for every non-empty independent set A of vertices, |Γ (A)| > |A|.
Theorem 1.6 (Hetyei [5], Berge [2]). If G is a bipartite graph with bipartition (U,W ), then the following are equivalent:
(i) G is regularizable,
(ii) |U| = |W | and for every non-empty proper subset X of U, |Γ (X)| > |X |,
(iii) G is connected and every edge of G is allowed,
(iv) G is elementary.
The equivalence between (i) and (ii) follows from Berge [2], and the equivalence among (ii), (iii) and (iv) is due mostly to
Hetyei [5] (see also Lovász and Plummer [7]). From the above two theorems, we deduce that:
Theorem 1.7. A graph G is 2-matching-covered if and only if every connected component of G is either an elementary bipartite
graph or |Γ (A)| > |A|, for every non-empty independent subset A of vertices.
Inspired by this research line, we define the concept of a minimal 2-matching-covered graph. A 2-matching-covered
graph G is minimal if G − e is not 2-matching-covered for all edges e of G. Section 2 gives some preliminary lemmas. Using
these lemmas, the following results are obtained in Section 3.
Theorem 1.8. If G is a minimal 2-matching-covered graph other than K2 and K4, then δ(G) = 2.
Theorem 1.9. Let G be a minimal 2-matching-covered non-bipartite graph. The graph obtained from G by deleting a perfect
matching in an induced copy of 4-cycle C4 is an elementary bipartite graph.
Theorem 1.10. If G is a minimal 2-matching-covered graph other than K4, then G does not contain K4.
Theorem 1.11. Let G be a minimal 2-matching-covered graph. The graph obtained from G by deleting a perfect matching in an
induced copy of K−4 is an elementary bipartite graph, and the two vertices of degree 3 in K
−
4 are also of degree 3 in G.
2. Lemmas
Definition 2.1. If G is a 2-matching-covered graph and if, for any edge e of G, G− e is not a 2-matching-covered graph, then
we call G aminimal 2-matching-covered graph.
For example, let G = Ci ∪ P ∪ Cj be a graph, where Ci and Cj are two odd cycles and P = v1v2 · · · vs (s 6= 1) is a path with
v1 ∈ V (Ci) and vs ∈ V (Cj) (see Fig. 1). It is easy to see that G is a 2-matching-covered graph. However, deleting any edge of
G results in a vertex of degree 1. Thus, G is a minimal 2-matching-covered graph.
From now on, we always denote by G a minimal 2-matching-covered graph. By Theorem 1.7, there exists a non-empty
independent set A of G−e such that |ΓG−e(A)| ≤ |A|. Subject to this condition, we choose A such that A is as small as possible.
That is, for any proper non-empty subset X of A, |ΓG−e(X)| > |X |. In addition, if G is an elementary bipartite graph, then A is
a proper subset of one vertex-class. In what follows, we call A an associated independent set of edge e.
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Fig. 1. Minimal 2-matching-covered graph.
Proposition 1. A ∩ V (e) 6= ∅.
If A ∩ V (e) = ∅, then |A| < |ΓG(A)| = |ΓG−e(A)| ≤ |A|, a contradiction.
Proposition 2. ΓG−e(A) ∩ V (e) = ∅.
If ΓG−e(A) ∩ V (e) 6= ∅, then by Proposition 1, |A| < |ΓG(A)| = |ΓG−e(A)| ≤ |A|, a contradiction.
Proposition 3. |ΓG−e(A)| = |A|.
If |A ∩ V (e)| = 1, then |ΓG(A)| − 1 = |ΓG−e(A)| ≤ |A| ≤ |ΓG(A)| − 1. Suppose that e = uv and |A ∩ V (e)| = 2. By the
minimality of A, |A| = |A− {v}| + 1 ≤ |ΓG−e(A− {v})| ≤ |ΓG−e(A)| ≤ |A|. Hence |ΓG−e(A)| = |A|.
Lemma 2.2. For each non-empty proper subset Y of ΓG−e(A), |Y | < |ΓG(Y ) ∩ A|.
Proof. Let Y be a non-empty proper subset of ΓG−e(A). Since ΓG−e(A) ∩ V (e) = ∅, ΓG−e(Y ) = ΓG(Y ). Then A − ΓG(Y ) ∩ A
is a proper subset of A. If A − ΓG(Y ) ∩ A = ∅, then ΓG(Y ) ∩ A = A. As Y is a proper subset of ΓG−e(A), |Y | < |ΓG−e(A)|.
Thus |Y | < |ΓG−e(A)| ≤ |A| = |ΓG(Y ) ∩ A|. The result holds. So assume that A − ΓG(Y ) ∩ A 6= ∅. By the minimality of A,
|A| − |ΓG(Y ) ∩ A| = |A− ΓG(Y ) ∩ A| < |ΓG−e(A− ΓG(Y ) ∩ A)| ≤ |ΓG−e(A)| − |Y | ≤ |A| − |Y |. Thus |Y | < |ΓG(Y ) ∩ A|. 
Lemma 2.3. Let A be an associated independent set of edge e. Let e′ be an edge of ΓG−e(A) and A′ an associated independent set
of edge e′. Denote by A1 = A′ ∩ A, A2 = A′ ∩ ΓG−e(A) and A3 = A′ ∩ (G \ (ΓG−e(A) ∪ A)). If ∅ 6= A2 ( ΓG−e(A), then
(i) ∅ 6= A1 ( A,
(ii) |A3| ≥ 2,
(iii) assume that e = uv and u ∈ A∩V (e). If v 6∈ A3, then |ΓG(A3)\ΓG(A1)| ≤ |A3|−2. If v ∈ A3, then |ΓG(A3−{v})\ΓG(A1)| ≤
|A3 − {v}| − 1.
Proof. (i) If |A ∩ V (e)| = 2, as A′ is an independent set, then A1 ⊂ A. If |A ∩ V (e)| = 1 and A1 = A, then |ΓG(A)| =
|ΓG−e(A)∪ {v} − A2| = |A| + 1− |A2| ≤ |A|, contradicting that G is a 2-matching-covered graph. Thus A1 ⊂ A. Suppose that
A1 = ∅. If A3 = ∅, then by Lemma 2.2, |A2| = |A′| ≥ |ΓG−e′(A′)| ≥ |ΓG−e′(A′) ∩ A| = |ΓG(A2) ∩ A| > |A2|, a contradiction. If
A3 6= ∅, then by Lemma 2.2,
|A2| + |A3| = |A′| ≥ |ΓG−e′(A′)|
≥ |ΓG−e′(A2) ∩ A| + |ΓG−e′(A3)| − |(ΓG−e′(A2) ∩ A) ∩ ΓG−e′(A3)|
≥ |A2| + 1+ |ΓG(A3)| − 1 = |A2| + |ΓG(A3)|.
Thus |ΓG(A3)| ≤ |A3|. As A3 6= ∅, it is a contradiction. Hence ∅ 6= A1 ( A.
(ii) As |A1|+|A2|+|A3| = |A′| ≥ |ΓG−e′(A′)| ≥ |ΓG−e′(A1)∩ΓG−e(A)|+|ΓG−e′(A2)∩A| = |ΓG(A1)∩ΓG−e(A)|+|ΓG(A2)∩A| ≥
|A1| + 1+ |A2| + 1 = |A1| + |A2| + 2, then |A3| ≥ 2.
(iii) If v 6∈ A3, then
|A′| = |A1| + |A2| + |A3| ≥ |ΓG−e′(A′)|
≥ |ΓG(A1) ∩ ΓG−e(A)| + |ΓG(A2) ∩ A| + |ΓG(A3) \ ΓG(A1)|
≥ |A1| + 1+ |A2| + 1+ |ΓG(A3) \ ΓG(A1)|.
If v ∈ A3, then
|A′| = |A1| + |A2| + |A3| ≥ |ΓG−e′(A′)|
≥ |ΓG(A1) ∩ ΓG−e(A)| + |ΓG(A2) ∩ A| + |ΓG(A3 − {v}) \ ΓG(A1)|
≥ |A1| + 1+ |A2| + 1+ |ΓG(A3 − {v}) \ ΓG(A1)|.
Then |ΓG(A3) \ ΓG(A1)| ≤ |A3| − 2 or |ΓG(A3 − {v}) \ ΓG(A1)| ≤ |A3| − 2 = |A3 − {v}| − 1. The result holds. 
Lemma 2.4. Suppose that A is an associated independent set of edge e of G. Then |E(ΓG−e(A))| ≤ 1.
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Proof. Suppose, to the contrary, that |E(ΓG−e(A))| ≥ 2. Assume that e = uv and u ∈ A ∩ V (e). Let e′ = w1w2 and
e′′ = w3w4 be two different edges in ΓG−e(A). Assume that A′ is an associated independent set of e′. Denote by A1 = A′ ∩ A,
A2 = A′ ∩ ΓG−e(A) and A3 = A′ ∩ (G \ (ΓG−e(A) ∪ A)). As A′ ∩ {w1, w2} 6= ∅ and w3w4 ∈ ΓG−e(A), then ∅ 6= A2 ( ΓG−e(A).
If v 6∈ A ∪ A3, then take A∗ = A ∪ A3. By Lemma 2.3,
|ΓG(A∗)| = |ΓG(A)| + |ΓG(A3) \ ΓG(A)| ≤ |ΓG(A)| + |ΓG(A3) \ ΓG(A1)|
≤ |A| + 1+ |A3| − 2 = |A| + |A3| − 1 < |A∗|.
If v ∈ A3, then take A∗ = A ∪ (A3 − {v}). By Lemma 2.3,
|ΓG(A∗)| = |ΓG(A)| + |ΓG(A3 − {v}) \ ΓG(A)| ≤ |ΓG(A)| + |ΓG(A3 − {v}) \ ΓG(A1)|
≤ |A| + 1+ |A3 − {v}| − 1 = |A∗|.
Now assume that v ∈ A. Without loss of generality, under the case A1 ∩ {u, v} 6= ∅, assume that A1 ∩ {u, v} = {u}. Take
A∗ = (A− {v})∪ A3. As v 6∈ A1, then A1 ⊆ A− {v} and hence ΓG(A1) ⊆ ΓG(A− {v}). By the choice of independent set A, we
have that
|A| + 1 = |ΓG−e(A)| + 1 ≥ |ΓG(A− {v})| = |ΓG−e(A− {v})| + 1
≥ |A− {v}| + 1+ 1 = |A| + 1,
then |ΓG(A− {v})| = |A| + 1. By Lemma 2.3 again,
|ΓG(A∗)| = |ΓG(A− {v})| + |ΓG(A3) \ ΓG(A− {v})|
≤ |ΓG(A− {v})| + |ΓG(A3) \ ΓG(A1)| ≤ |A| + 1+ |A3| − 2
= |A− {v}| + |A3| = |A∗|.
Since A∗ 6= ∅, we obtain a contradiction. The lemma holds. 
Lemma 2.5. Let A be an associated independent set of edge e and |E(ΓG−e(A))| = 1. If |A∩ V (e)| = 1, then E(ΓG−e(A), V (e)−
V (e) ∩ A) = ∅. If |A ∩ V (e)| = 2, then G = A ∪ ΓG−e(A).
Proof. Denote by e = uv and if |A ∩ V (e)| = 1, then assume that A ∩ V (e) = {u}. Suppose, to the contrary, if v 6∈ A, then
E(ΓG−e(A), {v}) 6= ∅ and if v ∈ A, then G \ (A ∪ ΓG−e(A)) 6= ∅. Let e′ = w1w2 be an edge in ΓG−e(A). Assume that A′ is an
associated independent set of e′. Denote by A1 = A′ ∩ A, A2 = A′ ∩ ΓG−e(A) and A3 = A′ ∩ (G \ (ΓG−e(A) ∪ A)).
Claim. ∅ 6= A2 ( ΓG−e(A).
Proof. Since A2 ∩ {w1, w2} 6= ∅, then A2 6= ∅. Now assume that A2 = ΓG−e(A). By the choice of independent set A,
|ΓG−w1w2(A2) ∩ A| = |A| = |ΓG−e(A)| = |A2| and A1 = ∅. If A3 = ∅, then A2 = A′. Since either E(ΓG−e(A), {v}) 6= ∅
or G \ (A ∪ ΓG−e(A)) 6= ∅, |A2| = |A′| ≥ |ΓG−w1w2(A′)| ≥ |ΓG−w1w2(A2) ∩ A| + 1 = |A2| + 1. The contradiction shows that
A3 6= ∅. As either v ∈ A or A2 ∪ {v} is not an independent set, A3 ∩ {u, v} = ∅. We have
|A2| + |A3| = |A′| ≥ |ΓG−w1w2(A′)| ≥ |ΓG−w1w2(A2) ∩ A| + |ΓG(A3)| = |A2| + |ΓG(A3)|.
Hence |A3| ≥ |ΓG(A3)|; a contradiction. 
We take an independent set A∗ similarly as in Lemma 2.4. By Lemma 2.3, a contradiction appears. The result holds. 
Denote by E(G) = {e1, e2, . . . , ek} and Ai an associated independent set of edge ei, i = 1, 2, . . . , k. If Ai is minimal among
A1, A2, . . . , Ak, then we call ei a good edge of G.
Lemma 2.6. Let e be a good edge of G and A an associated independent set of e. If |A| ≥ 2, then A contains both end-vertices
of e.
Proof. Denote by e = uv. Suppose, to the contrary, that A ∩ V (e) = {u}. Letw be an arbitrary vertex in A different from u.
Claim. NG(u) ∩ NG(w) ∩ ΓG−uv(A) = ∅.
Proof. Suppose that there exists a vertexw′ ∈ NG(u)∩ NG(w)∩ ΓG−uv(A). Since G is a minimal 2-matching-covered graph,
there exists an independent set A′ of G−ww′ such that |ΓG−ww′(A′)| ≤ |A′|. Denote by A1 = A′ ∩ A, A2 = A′ ∩ΓG−uv(A) and
A3 = A′ ∩ (G \ (ΓG−uv(A)∪ A)). If A2 = ΓG−uv(A), then |ΓG(A′)| = |ΓG−ww′(A′)| ≤ |A′|; a contradiction. Thus A2 ⊂ ΓG−uv(A).
Fact 1. If A2 6= ∅, then | ΓG−ww′(A2) ∩ A |> |A2|.
First assume that w′ ∈ A2. If |ΓG−ww′(A2) ∩ A| ≤ |A2|, then we take A¯ = A − ΓG−ww′(A2) ∩ A. As w 6∈ ΓG−ww′(A2) ∩ A,
w ∈ A¯. As u ∈ ΓG−ww′(A2) ∩ A, u 6∈ A¯. Then ∅ 6= A¯ ⊂ A. Since e is a good edge and v 6∈ ΓG−ww′(A¯),
|A¯| < |ΓG−ww′(A¯)| ≤ |ΓG−uv(A)| − |A2|
≤ |A| − |ΓG−ww′(A2) ∩ A| = |A− ΓG−ww′(A2) ∩ A| = |A¯|;
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a contradiction. Hence, if w′ ∈ A2, then |ΓG−ww′(A2) ∩ A| > |A2|. If w′ 6∈ A2, then by Lemma 2.2, |ΓG−ww′(A2) ∩ A| =
|ΓG(A2) ∩ A| > |A2|. 
Fact 2. ∅ 6= A1 ( A.
Since A is an independent set, if w′ ∈ A′, then u 6∈ A1. If w ∈ A′ and w′ 6∈ A′, then u 6∈ A1. Otherwise, as uw′ ∈ E(G),
|ΓG(A′)| = |ΓG−ww′(A′)| ≤ |A′|, a contradiction. Hence u 6∈ A1 and A1 ⊂ A. Suppose that A1 = ∅. If A3 = ∅, then by Fact 1,
|A′| = |A2| ≥ |ΓG−ww′(A2)| ≥ |ΓG−ww′(A2) ∩ A| > |A2|, a contradiction. Then A3 6= ∅. Thus,
|A′| = |A2| + |A3| ≥ |ΓG−ww′(A′)|
≥ |ΓG−ww′(A2) ∩ A| + |ΓG−ww′(A3)| − |(ΓG−ww′(A2) ∩ A) ∩ ΓG−ww′(A3)|
≥ |A2| + 1+ |ΓG(A3)| − |{u}|.
Then |ΓG(A3)| ≤ |A3|, a contradiction. Hence ∅ 6= A1 ( A. 
Since e is a good edge, |ΓG−ww′(A1)| > |A1|. If v ∈ A3, then according as A2 6= ∅ or A2 = ∅, we have,
|A′| = |A1| + |A2| + |A3| ≥ |ΓG−ww′(A′)|
≥ |ΓG−ww′(A1)| + |ΓG−ww′(A2) ∩ A| + |ΓG−ww′(A3 − {v}) \ ΓG−ww′(A1)|
≥ |A1| + 1+ |A2| + 1+ |ΓG−ww′(A3 − {v}) \ ΓG−ww′(A1)|,
or
|A′| = |A1| + |A3| ≥ |ΓG−ww′(A′)|
≥ |ΓG−ww′(A1)| + |ΓG−ww′(A3 − {v}) \ ΓG−ww′(A1)| + |{u}|
≥ |A1| + 2+ |ΓG−ww′(A3 − {v}) \ ΓG−ww′(A1)|.
If v 6∈ A3, then
|A′| = |A1| + |A2| + |A3| ≥ |ΓG−ww′(A′)|
≥ |ΓG−ww′(A1)| + |ΓG−ww′(A2) ∩ A| + |ΓG−ww′(A3) \ ΓG−ww′(A1)|
≥ |A1| + 1+ |A2| + |ΓG−ww′(A3) \ ΓG−ww′(A1)|.
Then |ΓG−ww′(A3 − {v}) \ ΓG−ww′(A1)| ≤ |A3 − {v}| − 1 or |ΓG−ww′(A3) \ ΓG−ww′(A1)| ≤ |A3| − 1. Since w′ 6∈ ΓG−ww′(A1)
andw′ ∈ ΓG(A), ΓG−ww′(A1) ( ΓG(A). If v ∈ A3, then take A∗ = A ∪ (A3 − {v}). Then,
|ΓG(A∗)| = |ΓG(A)| + |ΓG(A3 − {v}) \ ΓG(A)|
< |ΓG(A)| + |ΓG−ww′(A3 − {v}) \ ΓG−ww′(A1)|
≤ |A| + 1+ |A3 − {v}| − 1 = |A∗|.
If v 6∈ A3, then take A∗ = A ∪ A3. Then,
|ΓG(A∗)| = |ΓG(A)| + |ΓG(A3) \ ΓG(A)|
< |ΓG(A)| + |ΓG−ww′(A3) \ ΓG−ww′(A1)|
≤ |A| + 1+ |A3| − 1 = |A∗|.
Both are contradictions. Thus NG(u) ∩ NG(w) ∩ ΓG−uv(A) = ∅, for every vertexw of A. The claim holds. 
As |A| ≥ 2 and e is a good edge, A−{u} 6= ∅ and |ΓG−uv({u})| > 1. Thus |ΓG(A−{u})| ≤ |ΓG−uv(A)|−|ΓG−uv({u})| < |A|−1,
a contradiction. The result holds. 
3. Properties of a minimal 2-matching-covered graph
Definition 3.1. An edge of a graph G is said to be a 2-line if both of its end-vertices have degree 2 in G.
Lemma 3.2 (Lovász and Plummer [7]). Let G be a minimal elementary bipartite graph with p points and q2 2-lines. Then
q2 ≥ b p+156 c.
Theorem 3.3. If G is a minimal 2-matching-covered graph other than K4 and K2, then δ(G) = 2.
Proof. Suppose, to the contrary, that δ(G) ≥ 3. We make the following claims.
Claim 1. For each edge e of G, e is a good edge.
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Proof. Suppose that there exists an edge e of G which is not a good edge. Let A be an associated independent set of e. Then
there exists an associated independent set A′ of good edge xy and A′ is properly contained in A. Since A is minimal in the
sense of deleting edge e, then e 6= xy. If |A′| ≥ 2, then by Lemma 2.6, {x, y} ⊆ A′ ⊂ A. This contradicts the fact that A is an
independent set of G − e. So |A′| = 1. As |ΓG−xy(A′)| ≤ |A′| = 1, the vertex in A′ is of degree at most 2. This contradicts
δ(G) ≥ 3. Thus e is a good edge. 
Claim 2. There exists an edge e such that the associated independent set of e has at least 3 vertices.
Proof. Suppose, to the contrary, that each associated independent set has exactly two vertices. Let A be an associated
independent set of edge uv. Since δ(G) ≥ 3 and |ΓG−uv(A)| ≤ |A| = 2, A = {u, v}. Denote by ΓG(A) = {w,w′}. Let A′ be an
associated independent set of edge uw. By the same reason as above, A′ = {u, w}. Hence ΓG({u, w}) = {v,w′}. Similarly, by
deleting edges vw′, we get that ΓG({v,w′}) = {u, w}. As G is a connected graph, G is isomorphic to K4, a contradiction. The
result holds. 
Let A be an associated independent set of edge uv and |A| ≥ 3. Since uv is a good edge by Claim 1, by Lemma 2.6, A contains
both u and v. Letw be another vertex different from u and v. By Lemma 2.4, |E(ΓG−uv(A))| ≤ 1.
Claim 3. |E(ΓG−uv(A))| = 1.
Proof. Suppose that E(ΓG−uv(A)) = ∅. Assume that there exists an edge xy between ΓG−uv(A) and G \ (A∪ΓG−uv(A)). Let A′
be an associated independent set of edge xy. Since δ(G) ≥ 3, |A′| ≥ 2. By Claim 1 and Lemma 2.6, {x, y} ⊂ A′. Let A1 = A′∩A,
A2 = A′ ∩ ΓG−uv(A) and A3 = A′ ∩ (G \ (ΓG−uv(A) ∪ A)). First assume that A1 = ∅. If A2 = ΓG−e(A), then
|A′| = |A2| + |A3| ≥ |ΓG−xy(A′)| ≥ |ΓG−xy(A2) ∩ A| + |ΓG−xy(A3)| = |A2| + |ΓG−xy(A3)|.
Then |ΓG−xy(A3)| ≤ |A3|. As ∅ 6= A3 ⊂ A′, this contradicts the minimality of A′. So A2 ( ΓG−e(A). By Lemma 2.2,
|A′| = |A2| + |A3| ≥ |ΓG−xy(A′)| ≥ |ΓG−xy(A2) ∩ A| + |ΓG−xy(A3)|
≥ |A2| + 1+ |ΓG−xy(A3)| ≥ |A2| + |ΓG(A3)|.
Then |A3| ≥ |ΓG(A3)|; a contradiction. Hence A1 6= ∅. As {u, v} ⊆ A,∅ 6= A1 ( A.Without loss of generality, if A1∩{u, v} 6= ∅,
let us assume that A1 ∩ {u, v} = {u}. Then
|A′| = |A1| + |A2| + |A3|
≥ |ΓG−xy(A1) ∩ ΓG−uv(A)| + |ΓG−xy(A2) ∩ A| + |ΓG−xy(A3) \ ΓG−xy(A1)|
≥ |A1| + 1+ |A2| + 1+ |ΓG−xy(A3) \ ΓG(A1)|.
Then |ΓG−xy(A3) \ ΓG(A1)| ≤ |A3| − 2. By the minimality of independent set A and xy ∈ E(G), x ∈ ΓG(A − {v}) ∩ ΓG(A3).
Then |ΓG(A3) \ ΓG(A− {v})| = |ΓG−xy(A3) \ ΓG(A− {v})|. Take A∗ = (A− {v}) ∪ A3. As
|ΓG(A∗)| = |ΓG(A− {v})| + |ΓG(A3) \ ΓG(A− {v})|
= |ΓG(A− {v})| + |ΓG−xy(A3) \ ΓG(A− {v})|
≤ |ΓG(A− {v})| + |ΓG−xy(A3) \ ΓG(A1)|
≤ |A| + 1+ |A3| − 2 = |A− {v}| + 2+ |A3| − 2
= |A∗|;
a contradiction. By the connectivity of G, G = A∪ΓG−uv(A). First assume that G is a bipartite graph with bipartition (B1, B2).
Then |Bi| = |A|, i = 1, 2. Since A is not an independent set, Bi 6= A, i = 1, 2. Then B1 ∩ A 6= ∅ and B1 ∩ ΓG−uv(A) 6= ∅. As
|B1 ∩ A| + |B1 ∩ ΓG−uv(A)| = |B1| = |A| ≥ |B1 ∩ A| + |ΓG(B1 ∩ ΓG−uv(A)) ∩ A|,
then |B1 ∩ ΓG−uv(A)| ≥ |ΓG(B1 ∩ ΓG−uv(A)) ∩ A|. This contradicts Lemma 2.2. Hence G is not a bipartite graph. As
|ΓG(ΓG−uv(A))| = |A| = |ΓG−uv(A)|, this contradicts the fact thatG is 2-matching-covered. SoΓG−uv(A) is not an independent
set. The claim holds. 
Denote by w1w2 the edge in ΓG(A) and by G′ = G − uv − w1w2. By the minimality of A, |ΓG′(X)| > |X |, ∀∅ 6= X ( A. By
Theorem 1.6, G′ is an elementary bipartite graph. As G is minimal 2-matching-covered, for any edge e between ΓG(A) and A,
there exists an independent set Y satisfying |ΓG′−e(Y )| ≤ |ΓG−e(Y )| ≤ |Y |. Denote by Y1 = Y ∩ A and Y2 = Y ∩ ΓG−e(A).
Without loss of generality, assume that Y1 6= ∅. If Y2 = ∅, |ΓG′−e(Y1)| ≤ |Y1|. If Y2 6= ∅ and |Y1| < |ΓG′−e(Y1)|, then
|Y1| + 1+ |ΓG′−e(Y2)| ≤ |ΓG′−e(Y1)| + |ΓG′−e(Y2)| = |ΓG′−e(Y )| ≤ |Y | = |Y1| + |Y2|.
Then |ΓG(Y2)∩A| = |ΓG′(Y2)| ≤ |ΓG′−e(Y2)|+1 ≤ |Y2|. This contradicts Lemma2.2. Hence for any edge e ofG′, there exists an
independent set Y1 ofG′ such that |ΓG′−e(Y1)| ≤ |Y1|. By Theorem1.6, for any edge e ofG′,G′−e is not an elementary bipartite
graph. Thus G′ is a minimal elementary bipartite graph. If |V (G)| = |V (G′)| ≥ 10, then by Lemma 3.2, q2 ≥ b |V (G)|+156 c = 4.
Since G′ has at least four 2-lines, there are at least 5 vertices in G′ of degree 2. As G′ = G − uv − w1w2, at least one vertex
in G is of degree 2. This contradicts δ(G) ≥ 3. Thus |V (G)| = |V (G′)| ≤ 8. We have:
Claim 4. If w ∈ NG(u) ∩ NG(v) ∩ ΓG−uv(A), thenw ∈ {w1, w2}. If x ∈ NG(w1) ∩ NG(w2) ∩ A, then x ∈ {u, v}.
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Proof. Suppose that there exists a vertex w ∈ NG(u) ∩ NG(v) ∩ ΓG−uv(A) and w 6∈ {w1, w2}. Since δ(G) ≥ 3, then there
exists an edgeww′, wherew′ belongs to A different from u and v. Let A′ be an associated independent set of edgeww′. Since
δ(G) ≥ 3, |A′| ≥ 2. By Claim 1 and Lemma 2.6, {w,w′} ⊆ A′. Thus {u, v} ∩ A′ = ∅. Let A1 = A′ ∩ A and A2 = A′ ∩ ΓG−uv(A).
Sinceww′ is a good edge, |ΓG−ww′(A1)| > |A1|. By Lemma 2.2,
|A′| ≥ |ΓG−ww′(A′)| ≥ |ΓG−ww′(A1) ∩ ΓG−uv(A)| + |ΓG−ww′(A2) ∩ A|
≥ |ΓG−ww′(A1) ∩ ΓG−uv(A)| + |ΓG(A2) ∩ A| − 1
> |A1| + |A2| + 1− 1 = |A′|;
a contradiction. The claim holds. 
If |V (G)| = 6, then by δ(G) ≥ 3, there exists a vertex w ∈ NG(u) ∩ NG(v) ∩ ΓG−uv(A) and w 6∈ {w1, w2}. This contradicts
Claim 4. Thus |V (G)| = 8. Let ΓG(A) = {w1, w2, w3, w4} and A = {u, v, x, y}. By δ(G) ≥ 3 and Claim 4, G[{w3, w4; x, y}]
is a complete bipartite graph. By δ(G) ≥ 3 and the symmetry of w3 and w4, x and y, suppose that {uw4, yw1} ⊂ E(G). Let
A¯ be an associated independent set of edge w4y. As δ(G) ≥ 3, |A¯| ≥ 3. Then {w4, y} ⊂ A¯. As ΓG({w4, y}) = {w3, x, w1, u},
{v,w2} ⊆ A¯ and then vw2 6∈ E(G). Similarly, uw1 6∈ E(G). Since δ(G) ≥ 3, {vw1, vw3, uw2, xw2} ⊂ E(G). Let A′ be an
associated independent set of w2u. Similarly, {u, w2} ⊆ A′. Then A′ can only contain one vertex of w3 and y. Assume that
w3 ∈ A′. Then A′ = {u, w2, w3}. Hence, |A′| ≥ |ΓG−w2u(A′)| = |{w1, v, x, y, w4}| > |A′|. This contradiction concludes the
proof of the theorem. Thus, if G is other than K2 and K4, then δ(G) = 2. 
Theorem 3.4. Let G be a minimal 2-matching-covered non-bipartite graph. The graph obtained from G by deleting a perfect
matching in an induced copy of 4-cycle C4 is an elementary bipartite graph.
Proof. Denote by C4 = v1v2v3v4. As C4 is an induced cycle in G, {v1, v3} and {v2, v4} are independent sets of G. Since G  C4,
|ΓG({v1, v3})| > |{v1, v3}| and |ΓG({v2, v4})| > |{v2, v4}|. Without loss of generality, assume that d(v1) ≥ 3 and d(v2) ≥ 3.
Let A be an associated independent set of edge v1v2. We make the following claim.
Claim. {v1, v2} ⊂ A.
Proof. Suppose, to the contrary, that A ∩ {v1, v2} = {v1}. Then v4 ∈ ΓG−v1v2(A). If v3 ∈ ΓG−v1v2(A), ΓG−v1v2(A) contains an
edge v3v4. Since |A ∩ {v1, v2}| = 1, by Lemma 2.5, E(ΓG−v1v2(A), {v2}) = ∅. This contradicts the fact that v2v3 belongs to
E(ΓG−v1v2(A), {v2}). Thus v3 6∈ ΓG−v1v2(A). If ΓG(v3) ⊆ ΓG(A), take A′ = A ∪ {v3}. Then,
|A′| < |ΓG(A′)| = |ΓG(A)| = |A| + 1 = |A′|;
a contradiction. Thus ΓG(v3) 6⊆ ΓG(A) and then d(v3) ≥ 3. Let A′ be an associated independent set of v2v3. As d(v2) ≥ 3 and
d(v3) ≥ 3, |A′| ≥ 2.
Fact 1. A′ ∩ (A ∪ ΓG−v1v2(A)) 6= ∅.
Suppose that A′∩ (A∪ΓG−v1v2(A)) = ∅. If A′∩{v2, v3} = {v3}, then we take A∗ = A∪A′. Since {v2, v4} ⊆ ΓG(A)∩ΓG(A′),|ΓG(A) ∩ ΓG(A′)| ≥ 2. By Proposition 3,
|ΓG(A∗)| = |ΓG(A)| + |ΓG(A′)| − |ΓG(A) ∩ ΓG(A′)|
= |A| + 1+ |A′| + 1− |ΓG(A) ∩ ΓG(A′)|
≤ |A| + 1+ |A′| + 1− 2 = |A∗|.
If A′ ∩ {v2, v3} = {v2}, then take A∗ = A′ − {v2}. As A∗ 6= ∅ and A′ ∩ ΓG−v1v2(A) = ∅, v1 is only adjacent to v2 in A′. Then
|ΓG(A∗)| = |ΓG−v2v3(A∗)| ≤ |ΓG−v2v3(A′)| − |{v1}| ≤ |A′| − |{v1}| = |A∗|.
Both are contradictions. If A′ ∩ {v2, v3} = {v2, v3}, then take A∗ = A′ − {v2}. Since v1 is only adjacent to v2 in A′,
|ΓG−v2v3(A∗)| ≤ |ΓG−v2v3(A′)| − |{v1}| ≤ |A′| − 1 = |A∗|. This contradicts the minimality of A′. Thus A′ ∩ (A∪ΓG−v1v2(A)) 6=∅. 
Denote by A1 = A′ ∩ A, A2 = A′ ∩ ΓG−v1v2(A) and A3 = A′ ∩ (G \ (ΓG−v1v2(A) ∪ A)). Since A3 ∩ {v2, v3} 6= ∅, A3 6= ∅.
Fact 2. ∅ 6= A1 ( A.
Since v1v2 ∈ E(G), v1 6∈ A1. Otherwise, if v2 ∈ A′, then A′ is not an independent set. If v2 6∈ A′, then |A′| ≥ |ΓG−v2v3(A′)| =|ΓG(A′)|, a contradiction. Then A1 ( A. If A1 = ∅, then by Fact 1, A2 6= ∅. Since v3v4 ∈ E(G), v4 6∈ A2. Otherwise, if v3 ∈ A′,
then A′ is not an independent set. If v3 6∈ A′, then |A′| ≥ |ΓG−v2v3(A′)| = |ΓG(A′)|, a contradiction. Thus A2 ⊂ ΓG−v1v2(A). By
Lemma 2.2, |ΓG−v2v3(A2) ∩ A| = |ΓG(A2) ∩ A| > |A2|. Then,
|A′| = |A2| + |A3| ≥ |ΓG−v2v3(A′)|
≥ |ΓG−v2v3(A2) ∩ A| + |ΓG−v2v3(A3)| − |(ΓG−v2v3(A2) ∩ A) ∩ ΓG−v2v3(A3)|
≥ |A2| + 1+ |ΓG−v2v3(A3)| − |{v1}| = |A2| + |ΓG−v2v3(A3)|.
Then |ΓG−v2v3(A3)| ≤ |A3|, contradicting the minimality of A′. Thus ∅ 6= A1 ( A. 
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Fig. 2. Illustration for the proof Theorem 3.5.
If ∅ 6= A2 ( ΓG−v1v2(A), then take an independent set A∗ similarly as in Lemma 2.4. By Lemma 2.3, we get a contradiction.
So assume that A2 = ∅. We have v2 6∈ A3. Otherwise,
|ΓG−v2v3(A′ − {v2})| ≤ |ΓG−v2v3(A′)| − |{v1}| ≤ |A′| − |{v1}| = |A′| − 1;
a contradiction. Thus,
|A′| = |A1| + |A3| ≥ |ΓG−v2v3(A′)|
= |ΓG−v2v3(A1)| + |ΓG−v2v3(A3) \ ΓG−v2v3(A1)| = |ΓG(A1)| + |ΓG−v2v3(A3) \ ΓG(A1)|
≥ |ΓG(A1)| + |ΓG−v2v3(A3) \ ΓG(A)| = |ΓG(A1)| + |ΓG(A3) \ ΓG(A)|
> |A1| + |ΓG(A3) \ ΓG(A)|.
Then |ΓG(A3) \ ΓG(A)| < |A3|. Take A∗ = A ∪ A3. Hence,
|A∗| < |ΓG(A∗)| = |ΓG(A)| + |ΓG(A3) \ ΓG(A)| ≤ |A| + 1+ |A3| − 1 = |A∗|.
This contradiction concludes the proof of the claim. 
Since v3v4 ∈ E(G), by Lemma 2.6, ΓG(A) contains exactly one edge v3v4 and G \ (A ∪ ΓG(A)) = ∅. Denote by G′ =
G − {v1v2} − {v3v4}. By the minimality of A, every proper non-empty subset A′ of A satisfies |ΓG′(A′)| > |A′|. Thus G′ is
an elementary bipartite graph. The result holds. 
Theorem 3.5. If G is a minimal 2-matching-covered graph other than K4, then G does not contain K4.
Proof. Suppose that K4 is a subgraph of G. Denote by V (K4) = {v1, v2, v3, v4}. Let A be an associated independent set of edge
v1v2. By Lemma 2.5, {v1, v2} ⊆ A and G = A ∪ ΓG−v1v2(A). Let A′ be an associated independent set of edge v1v4. Denote by
A1 = A∩A′ and A2 = ΓG−v1v2(A)∩A′. By Lemma 2.5, {v1, v4} ⊆ A′ and G = A′∪ΓG−v1v4(A′). As A1 ( A and A2 ( ΓG−v1v2(A),
then ΓG(A1) ∩ ΓG(A2) = {v2, v3} (see Fig. 2). Now, take an associated independent set A∗ of edge v1v3. By Lemma 2.5 again,
{v1, v3} ⊆ A∗. We make the following claims.
Claim 1. |ΓG−v1v3(A∗ ∩ A′) ∩ ΓG−v1v4(A′)| ≤ |A∗ ∩ A′|.
Proof. Suppose, to the contrary, that |ΓG−v1v3(A∗ ∩ A′) ∩ ΓG−v1v4(A′)| > |A∗ ∩ A′|. By Lemma 2.2,
|ΓG−v1v3(A∗ ∩ ΓG−v1v4(A′)) ∩ A′| ≥ |ΓG(A∗ ∩ ΓG−v1v4(A′)) ∩ A′| − 1 ≥ |A∗ ∩ ΓG−v1v4(A′)|.
Thus,
|A∗| ≥ |ΓG−v1v3(A∗)|
≥ |ΓG−v1v3(A∗ ∩ A′) ∩ ΓG−v1v4(A′)| + |ΓG−v1v3(A∗ ∩ ΓG−v1v4(A′)) ∩ A′|
> |A∗ ∩ A′| + |A∗ ∩ ΓG−v1v4(A′)| = |A∗|;
a contradiction. The claim holds. 
Claim 2. A∗ ∩ A1 = {v1}.
Proof. Suppose that A∗ ∩ A1 − {v1} 6= ∅. Then,
|ΓG−v1v3(A∗ ∩ A1 − {v1}) ∩ ΓG−v1v4(A′)| = |ΓG(A∗ ∩ A1 − {v1})| > |A∗ ∩ A1 − {v1}|.
If A∗ ∩ A2 6= ∅, then we have
|ΓG−v1v3(A∗ ∩ A2) ∩ ΓG−v1v4(A′)| = |ΓG(A∗ ∩ A2) ∩ ΓG−v1v4(A′)| > |A∗ ∩ A2|.
As v3 ∈ A∗, then v3 6∈ ΓG−v1v3(A∗∩A1−{v1}). Since (A1−{v1})∪{v2} is an independent set in A, v2 6∈ ΓG−v1v3(A∗∩A1−{v1}).
Then ΓG−v1v3(A
∗ ∩ A1 − {v1}) ∩ ΓG−v1v3(A∗ ∩ A2) = ∅. Hence,
|ΓG−v1v3(A∗ ∩ A′) ∩ ΓG−v1v4(A′)| ≥ |ΓG−v1v3(A∗ ∩ A1 − {v1}) ∩ ΓG−v1v4(A′)| + |ΓG−v1v3(A∗ ∩ A2) ∩ ΓG−v1v4(A′)|
> |A∗ ∩ A1 − {v1}| + |A∗ ∩ A2| + 1 = |A∗ ∩ A′|.
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Fig. 3. Illustration for the proof Theorem 3.7.
If A∗ ∩ A2 = ∅, then A∗ ∩ A′ = A∗ ∩ A1. Then
|ΓG−v1v3(A∗ ∩ A′) ∩ ΓG−v1v4(A′)| ≥ |ΓG−v1v3(A∗ ∩ A1 − {v1}) ∩ ΓG−v1v4(A′)| + |{v2}|
> |A∗ ∩ A1 − {v1}| + 1 = |A∗ ∩ A1| = |A∗ ∩ A′|.
Both contradict Claim 1. The result holds. 
Claim 3. ΓG(v1) = {v2, v3, v4}.
Proof. Otherwise, by Claim 2, |ΓG−v1v3(A∗ ∩ A1) ∩ ΓG−v1v4(A′)| > |{v2}| = 1 = |A∗ ∩ A1|. If A∗ ∩ A2 = ∅, then A∗ ∩ A1 =
A∗∩A′, contradicting Claim1. IfA∗∩A2 6= ∅, then by the same argument as Claim2, |ΓG−v1v3(A∗∩A2)∩ΓG−v1v4(A′)| > |A∗∩A2|
and |ΓG−v1v3(A∗ ∩ A1) ∩ ΓG−v1v3(A∗ ∩ A2) ∩ ΓG−v1v4(A′)| ≤ |{v2}| = 1. Thus,
|ΓG−v1v3(A∗ ∩ A′) ∩ ΓG−v1v4(A′)| ≥ |ΓG−v1v3(A∗ ∩ A1) ∩ ΓG−v1v4(A′)| + |ΓG−v1v3(A∗ ∩ A2) ∩ ΓG−v1v4(A′)|
−|ΓG−v1v3(A∗ ∩ A1) ∩ ΓG−v1v3(A∗ ∩ A2) ∩ ΓG−v1v4(A′)|
> |A∗ ∩ A1| + |A∗ ∩ A2| + 1− |{v2}| = |A∗ ∩ A′|;
a contradiction. The result holds. 
By the symmetry of K4, A∗ ∩ ΓG−v1v4(A′) ∩ ΓG−v1v2(A) = {v3} and ΓG(v3) = {v1, v2, v4}.
Claim 4. A1 = {v1}.
Proof. Suppose that A1 − {v1} 6= ∅. Since A′ is an independent set of G− v1v4, |ΓG−v1v4(A1 − {v1})| = |ΓG(A1 − {v1})|. By
the minimality of A,
|ΓG−v1v4(A1 − {v1}) ∩ ΓG−v1v2(A)| = |ΓG(A1 − {v1}) ∩ ΓG−v1v2(A)| > |A1 − {v1}|.
By Lemma 2.2, |ΓG−v1v4(A2)∩A| ≥ |ΓG(A2)∩A|−1 ≥ |A2|. SinceΓG(v3) = {v1, v2, v4}, v3 6∈ ΓG−v1v4(A1−{v1})∩ΓG−v1v2(A).
As v4 ∈ A2, v3 ∈ ΓG−v1v4(A2) ∩ ΓG−v1v2(A). Hence,
|A′| ≥ |ΓG−v1v4(A′)|
≥ |ΓG−v1v4(A1 − {v1}) ∩ ΓG−v1v2(A)| + |ΓG−v1v4(A2) ∩ A| + |{v3}|
> |A1 − {v1}| + |A2| + |{v3}| = |A′|.
The contradiction concludes the proof of Claim 4. 
Now, consider the associated independent set A¯ of v2v4. By the same argument as above, A2 = {v4}. Thus A′ = {v1, v4} and
ΓG(A′) = {v2, v3}. As G = A′ ∪ ΓG−v1v4(A′), G ∼= K4; a contradiction. Then G does not contain K4. 
Corollary 3.6. A minimal 2-matching-covered graph other than K4 cannot contain a complete subgraph with at least 4 vertices.
Proof. If G contains Kn(n ≥ 4) as its subgraph, then G contains K4 as its subgraph. As G  K4, it contradicts Theorem 3.5. 
Denote by K−4 = K4 − e. By using the similar proof method of Theorem 3.5, we get the following result.
Theorem 3.7. Let G be a minimal 2-matching-covered graph. The graph obtained from G by deleting a perfect matching in an
induced copy of K−4 is an elementary bipartite graph, and the two vertices of degree 3 in K
−
4 are also of degree 3 in G.
Proof. Denote by V (K4) = {v1, v2, v3, v4} and K−4 = K4 − v2v4. Since G is a 2-matching-covered graph and K−4 is not,
G  K−4 . As |ΓG({v2, v4})| > |{v2, v4}|, at least one vertex of v2 and v4 is of degree at least 3 in G, say v2. By the minimality
of G, let A be an associated independent set of v1v2. Since {v1v4, v2v4, v3v4} ⊆ E(G), by Lemma 2.5, {v1, v2} ⊆ A and
G = A ∪ ΓG−v1v2(A). Let A′ be an associated independent set of v1v4. Let A1 = A′ ∩ A and A2 = A′ ∩ ΓG−v1v2(A). By
Lemma 2.5 again, {v1, v4} ⊆ A′. Then ΓG(A1) ∩ ΓG(A2) ⊆ {v2, v3}, ΓG(v3) ∩ A2 = {v4} and ΓG(v2) ∩ A1 = {v1} (see Fig. 3).
Let A∗ be an associated independent set of v1v3. By the same argument as Claims 1–4 in Theorem 3.4, A∗ ∩ A1 = {v1} and
ΓG(v1) = {v2, v3, v4}. By the symmetry of v1 and v3, A∗∩ΓG−v1v4(A′)∩ΓG−v1v2(A) = {v3} and ΓG(v3) = {v1, v2, v4}. Hence,
dG(v1) = dG(v3) = 3. Denote by G′ = G − {v1v2} − {v3v4}. By the minimality of A, every proper subset A′ of A satisfies
|ΓG(A′)| > |A′|. Thus G′ is an elementary bipartite graph. The result holds. 
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