INTRODUCTION
Machine learning systems build statistically based mathematical models that program computers to optimize a performance criterion from sample data [1] . Deep learning is a form of machine learning that attempts to mimic the interactivity of layers of neurons in the neocortex, the part of the cerebral cortex where most higher thinking occurs [2] . Deep learning methods can now be used to recognize patterns in digital representations of sound and images as well as in other data types.
Recognizing its power, medical researchers and scientists have been exploring the role of deep learning methods to create tools to alert clinicians to focus on outliers identified in data sets and as aids for earlier and more accurate diagnosis. Recent [7] , and body part recognition [8] . However, many studies fail to emphasize the importance of the data collection required to build the algorithms.
In general, the scientific community agrees that large volumes of data are required for building robust deep learning algorithms [9, 10] . Most recently, Esteva et al developed an algorithm to separate gross images of skin lesions into nonproliferative benign or malignant lesions [9] . The investigators utilized a set of 129,450 images of skin lesions for computer training; 2,032 of those images were of skin diseases diagnosed using noninvasive visual analysis or biopsy testing by dermatologists [9] . Esteva et al specified that the machine's performance can be enhanced if it is trained with a larger data set. Similarly, for deep learning to be successful in radiology, it will be necessary to collect and annotate potentially thousands of cases representing a range of pathologies.
These detailed data are used to create deep networks that are trained in a supervised way, with a method that uses more knowledge and information. We have previously proven that weak supervision, which specifies a bounding box around an object instead of per pixel labeling, does not work for deep network building of complex data [11] . This method might function in simpler tasks like recognizing a dog from a cat, but not for compound data like pancreatic anatomy and pathology.
THE FELIX PROJECT
The Felix Project, funded by the Lunstgarten Foundation, is a multidisciplinary research study designed to determine if deep learning algorithms can be developed to aid in the interpretation of CT and MR images of the pancreas. The ultimate goal is to develop a tool to reduce radiologist errors and to diagnose changes in the pancreas that can signal early stage, curable pancreatic cancers. The Felix team includes experts in medical imaging, pathology, oncology, and computer science, including experts with experience in artificial intelligence and deep learning.
The first step of the project is to carefully annotate a large set of normal images for machine learning training. Once the computer is trained on the normal CT data sets, the computer should be able to identify and recognize a normal pancreas. The next step will be to train the computer to identify an abnormal pancreas by providing it ª 2017 American College of Radiology with images of patients with a wide range of pancreatic pathologies, including adenocarcinomas, neuroendocrine tumors, and pancreatic cysts of various types.
DEEP LEARNING, DEEP WORK If we have learned anything from the initial phase of our project, it is this: deep learning requires deep work. The algorithms developed using deep learning are only as good as the training sets used to train the system. In the case of CTs, this requires the careful annotation of hundreds or even thousands of images in both the arterial and venous phases. Each CT image we provide shows 21 distinct ( Fig. 1) segmentations, including segmentation of the pancreas as well as other organs and vessels adjacent to the pancreas. The creation of well-annotated training sets for this study is extremely labor intensive. Our initial goal is to segment at least 1,000 venous and arterial CT images of normal pancreas, and to date we have annotated over 800 cases and are using them as the ground truth to create our complex algorithms. The veracity of the ground truth is critical because the deep learning algorithms can only be as truthful as this reference [9] .
Segmentation of the CT images requires accuracy and precision. Using state-of-the-art segmentation software Velocity (Varian Medical System, Atlanta, Georgia, USA) (Fig. 2) and a four-member segmentation team, each data set takes about 3 hours to segment. Each organ is manually contoured using 0.75-mm CT images, making sure that the margins are clearly defined and differentiated from the other structures. Even though the segmentation software offers edge-detection tools and a range of texture-sensitive tools, contouring still requires tedious manual input.
To streamline the process and minimize variations in contouring, we developed best practice Journal of the American College of Radiology guidelines and optimization techniques that can be updated if needed. This segmentation process is also expensive, considering the cost of salaries, segmentation software, and training. Thus a considerable amount of time, resources, expertise, and labor are necessary for a project like this, even before the creation of the deep learning computer algorithms.
CONCLUSION
The quantity and quality of the training set are critically important in the development of state-of-theart deep learning in radiology. One way to expedite the process would be to have a number of institutions develop standard processes and best practice guidelines for data segmentations and share these data sets. These collaborations would not limit algorithm development, which is the ultimate goal, but speed it along by increasing the number of normal and abnormal data sets available. Finally, it is likely that these algorithms will undergo continuous learning and optimization as they are applied in clinical practice in much the same way voice recognition algorithms improve from their realworld deployment. With the extensive amount of work that lies ahead, Winston Churchill's statement seems appropriate: This "is not even the beginning of the end. But it is, perhaps, the end of the beginning" [12] . 
