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RANDOM CONDUCTANCE MODELS WITH STABLE-LIKE JUMPS:
HEAT KERNEL ESTIMATES AND HARNACK INEQUALITIES
XIN CHEN TAKASHI KUMAGAI JIAN WANG
Abstract. We establish two-sided heat kernel estimates for random conductance mod-
els with non-uniformly elliptic (possibly degenerate) stable-like jumps on graphs. These
are long range counterparts of well known two-sided Gaussian heat kernel estimates by
M.T. Barlow for nearest neighbor (short range) random walks on the supercritical per-
colation cluster. Unlike the cases for nearest neighbor conductance models, the idea
through parabolic Harnack inequalities does not work, since even elliptic Harnack in-
equalities do not hold in the present setting. As an application, we establish the local
limit theorem for the models.
Keywords: conductance models with non-uniformly elliptic stable-like jumps; heat ker-
nel estimate; Harnack inequality; Dynkin-Hunt formula
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1. Introduction
Consider a bond percolation on Zd, d > 2; namely, on each nearest neighbor bond
x, y ∈ Zd with |x − y| = 1, we put a random conductance wx,y in such a way that
{wx,y(ω) : x, y ∈ Z
d, |x − y| = 1} are i.i.d. Bernoulli so that P(wx,y(ω) = 1) = p and
P(wx,y(ω) = 0) = 1 − p for some p ∈ [0, 1]. It is known that there exists a constant
pc(Z
d) ∈ (0, 1) such that almost surely there exists a unique infinite cluster C∞(ω) (i.e. a
connected component of bonds with conductance 1) when p > pc(Z
d) and no infinite cluster
when p < pc(Z
d). Suppose p > pc(Z
d) and consider a continuous time simple random walk
(Xωt )t>0 on the infinite cluster. Let p
ω(t, x, y) be the heat kernel (or the transition density
function) of Xω, i.e.,
pω(t, x, y) :=
P
x
(
Xωt = y
)
µy
,
where µy is a number of bonds whose one end is y. In the cerebrated paper [8], Bar-
low proved the following detailed heat kernel estimates those are almost sure w.r.t. the
randomness of the environment; namely the following quenched estimates:
There exist random variables {Rx(ω)}x∈Zd with Rx(ω) ∈ [1,∞) for all x ∈ C∞(ω)
P-a.s. ω and constants ci = ci(d, p), i = 1, · · · , 4 such that for all x, y ∈ C∞(ω) with
t > |x− y| ∨Rx(ω), p(t, x, y) satisfies the following
(1.1) c1t
−d/2 exp(−c2|x− y|
2/t) 6 pω(t, x, y) 6 c3t
−d/2 exp(−c4|x− y|
2/t).
Note that because of the degenerate structure of the (random) environment, we cannot
expect (1.1) to hold for all t > 1. Barlow’s results assert that such a Gaussian estimate
holds as a long time estimate despite of the degenerate structure.
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When the conductances are bounded from above and below (the uniformly elliptic case)
and the global volume doubling condition holds, it is well known that the associated heat
kernel for the nearest neighbor conductance models obeys two-sided Gaussian estimates
(see e.g. [31, 36]). When the conductances are non-uniformly elliptic, the situation becomes
complex and delicate. The supercritical bond percolation discussed above is a typical
example. (We note that Mathieu and Remy ([49]) also obtained a large time on-diagonal
heat kernel upper bound for this model.)
Barlow’s results have many applications. For example, they were applied crucially in
the proofs of quenched local central limit theorem and quenched invariant principle for
the model. The results have been extended to nearest neighbor conductance models with
ergodic media in [4, 53], and these large time heat kernel estimates (and parabolic Harnack
inequalities) have been key estimates in the field of random conductance models, see [1, 2,
3, 4, 5, 6, 10, 11, 16, 22, 20, 21, 50, 51, 54, 52, 53] or [19, 46] for the survey on these topics.
In this paper, we consider quenched heat kernel estimates for random conductance mod-
els that allow big jumps. In particular, we establish two-sided heat kernel estimates for
random conductance models with non-uniformly elliptic and possibly degenerate stable-like
jumps on graphs. Despite of the fundamental importance of the problem, so far there are
only a few results for conductance models with long range jumps. As far as we are aware,
this is the first work on detailed heat kernel estimates for possibly degenerate random
walks with long range jumps. We now explain our framework and a result.
Suppose that G = (V,EV ) is a locally finite connected infinite graph, where V and EV
denote the collection of vertices and edges respectively. For x 6= y ∈ V , we write ρ(x, y) for
the graph distance, i.e., ρ(x, y) is the smallest positive length of a path (that is, a sequence
x0 = x, x1, · · · , xl = y such that (xi, xi+1) ∈ EV for all 0 6 i 6 l − 1) joining x and y.
We set ρ(x, x) = 0 for all x ∈ V . Let B(x, r) := {y ∈ V : ρ(y, x) 6 r} denote the ball
with center x ∈ V and radius r > 1. Let µ be a measure on V such that the following
assumption holds.
Assumption (d-Vol). There are constants R0 > 1, κ > 0, cµ > 1, θ ∈ (0, 1) and d > 0 (all
four are independent of R0) such that the following hold:
0 < µx 6 cµ, ∀x ∈ V,(1.2)
inf
x∈B(0,R)
µx > R
−κ, ∀R > R0,(1.3)
c−1µ r
d
6 µ(B(x, r)) 6 cµr
d, ∀R > R0,∀x ∈ B(0, 6R) and R
θ/2 6 ∀r 6 2R.(1.4)
In particular, (G,µ) only satisfies the d-set condition uniformly for large scale under (1.4).
For p > 1, let Lp(V ;µ) = {f ∈ RV :
∑
x∈V |f(x)|
pµx < ∞}, and ‖f‖p be the L
p(V ;µ)
norm of f with respect to µ. Let L∞(V ;µ) be the space of bounded measurable functions
on V , and ‖f‖∞ be the L
∞(V ;µ) norm of f .
Suppose that {wx,y : x, y ∈ V } is a sequence such that wx,y > 0 and wx,y = wy,x for all
x 6= y, and
(1.5)
∑
y∈V :y 6=x
wx,yµy
ρ(x, y)d+α
<∞, x ∈ V,
where α ∈ (0, 2). For simplicity, we set wx,x = 0 for all x ∈ V . We can define a regular
Dirichlet form (D,F ) as follows (see the first statement in [30, Theorem 3.2])
D(f, f) =
1
2
∑
x,y∈V
(f(x)− f(y))2
wx,y
ρ(x, y)d+α
µxµy,
F = {f ∈ L2(V ;µ) : D(f, f) <∞}.
(1.6)
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It is easy to verify that the infinitesimal generator L associated with (D,F ) is given by
Lf(x) =
∑
z∈V
(f(z)− f(x))
wx,zµz
ρ(x, z)d+α
.
Let X := (Xt)t>0 be the symmetric Hunt process associated with (D,F ). When µ is a
counting measure on G (resp. µx is chosen to be satisfied that 1 =
∑
z∈V
wx,zµz
ρ(x,z)d+α
for all
x ∈ V ), the associated process X is called the variable speed random walk (resp. the
constant speed random walk) in the literature.
For any subset D ⊂ V , let τD := inf{t > 0 : Xt /∈ D} be the first exit time from D for
the process X. Denote by XD := (XDt )t>0 the Dirichlet process, i.e.,
XDt :=
{
Xt, if t < τD,
∂, if t > τD,
where ∂ denotes the cemetery point. Let pD(t, x, y) be the Dirichlet heat kernel associated
with the process XD.
In the accompanied paper [24], we discussed the quenched invariance principle for con-
ductance models with stable-like jumps. As a continuation of [24], we consider heat kernel
estimates for the conductance models. The main difficulty here is due to that neither that
conductances are uniformly elliptic (possibly degenerate) nor the global d-set condition is
supposed to be satisfied. To illustrate our contribution, we state the following result for
random conductance models on L := Zd1+ ×Z
d2 with d1, d2 ∈ Z+ := {0, 1, 2, · · · } such that
d1 + d2 > 1 (i.e., V = L and the coefficients wx,y given in (1.5) are random variables).
Theorem 1.1. (Heat kernel estimates for Variable speed random walks) Let
V = L with d > 4 − 2α, and {wx,y(ω) : x, y ∈ L} be a sequence of independent random
variables on some probability space (Ω,FΩ,P) such that for any x 6= y, wx,y = wy,x > 0
and
sup
x,y∈L:x 6=y
P (wx,y = 0) < 2
−4, sup
x,y∈L:x 6=y
(
E
[
wpx,y
]
+ E
[
w−qx,y1{wx,y>0}
])
<∞
for some p, q ∈ Z+ with
p > max
{
(d+ 1 + θ0)/(dθ0), (d + 1)/(2θ0(2− α))
}
, q > (d+ 1 + θ0)/(dθ0),
where θ0 := α/(2d + α). Let (X
ω
t )t>0 be the symmetric Hunt process corresponding to the
Dirichlet form (D,F ) above with random variables {wx,y(ω) : x 6= y ∈ L} and µ being the
counting measure on L. Denote by pω(t, x, y) the heat kernel of the process (Xωt )t>0. Then,
P-a.s. ω ∈ Ω, for any x ∈ L, there is a constant Rx(ω) > 1 such that for all R > Rx(ω)
and for all t > 0 and y ∈ L with t > (|x− y| ∨Rx(ω))
θα,
(1.7) C1
(
t−d/α ∧
t
|x− y|d+α
)
6 pω(t, x, y) 6 C2
(
t−d/α ∧
t
|x− y|d+α
)
,
where θ ∈ (0, 1) and C1, C2 > 0 are constants independent of Rx(ω), t, x and y.
Note that (1.7) is the typical heat kernel estimates for stable-like jumps, and it corre-
sponds to the Gaussian estimates (1.1) for the nearest neighbor cases.
Let us explain some related work. As we mentioned above, there are only a few re-
sults for conductance models with stable-like (long range) jumps. When the conductances
are uniformly elliptic and the global volume doubling condition holds, heat kernel esti-
mates like (1.7) have been discussed, for instance in [9, 15, 47, 48]. In these aforemen-
tioned papers, a lot of arguments are heavily based on uniformly elliptic conductances,
and two-sided pointwise bounds of conductances are also necessary and frequently used.
The corresponding results for non-local Dirichlet forms on general metric measure spaces
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now have been obtained, and, in particular, the De Giorgi-Nash-Moser theory are devel-
oped, see [25, 26, 27, 28, 29, 42, 43] and the references therein. Crawford and Sly [32]
proved on-diagonal heat kernel upper bounds for random walks on the infinite cluster of
supercritical long range percolation, see [33] for the scaling limit of random walks on long
range percolation clusters. Due to the singularity of long range percolation cluster, off-
diagonal heat kernel estimates are still unknown and seem to be quite different from those
for conductance models with stable-like jumps. As mentioned before, it does not seem that
heat kernel estimates for conductance models with non-uniformly elliptic stable-like jumps
and under non-uniformly volume doubling condition are available till now. In this paper
we will address this problem completely.
We summarize some difficulties of our problem as follows.
(i) As for nearest neighbor non-uniformly elliptic conductance models, a usual (and
powerful) idea is to establish first elliptic and parabolic Harnack inequalities, and
then deduce heat kernel bounds. For example, see [2, 3, 4] for the recent study on
ergodic environments of nearest neighbor random conductance models under some
integrability conditions. However, we will prove that in the present setting elliptic
Harnack inequalities do not hold even for large balls and so parabolic Harnack
inequalities do not hold in general either, when conductances are not uniformly
elliptic. This is totally different from uniformly elliptic stable-like jumps, see e.g.
[9, 15, 47, 48], or uniformly elliptic stable-like jumps with variable orders on the
Euclidean space Rd, see e.g. [14]. We refer readers to Proposition 4.7 and Example
4.8 below for details.
(ii) In case of nearest neighbor non-uniformly elliptic conductance models, off-diagonal
upper bounds of the heat kernel can be deduced from on diagonal upper bounds
using the maximum principle initiated by Grigor’yan on manifolds [41] and devel-
oped in [40] on graphs, see e.g. the proofs of [22, Proposition 1.2] or [10, Proposition
3.3]. Because of the effect of long range jumps, such approach does not seem to be
applicable in our model.
(iii) As mentioned before, in order to establish heat kernel estimates for uniformly
elliptic stable-like jumps, pointwise upper and lower bounds of conductances are
crucially used in [9, 15, 47, 48]. In particular, uniform lower bounds of conductances
yield Nash/Sobolev inequalities for the associated Dirichlet form, which in turn
imply on-diagonal heat kernel upper bounds immediately. Furthermore, based on
Nash/Sobolev inequalities, the Davies method was adopted in [9, 15, 47, 48] to
derive off-diagonal upper bound estimates for heat kernel. However, in the setting
of our paper Nash/Sobolev inequalities do not hold, and so the approaches above
are not applicable.
To establish two-sided heat kernel estimates for long range and non-uniformly elliptic
conductance models with stable-like jumps, we will apply the localization argument for
Dirichlet heat kernel estimates, and then pass through these to global heat kernel estimates
via the Dynkin-Hunt formula. For this, we make full use of estimates for the exit time
of the process obtained in [24]. Though part of ideas in the proofs are motivated by the
study of global heat kernel estimates for uniformly elliptic conductance models with stable-
like jumps (for instance, see [9, 12]), it seems that this is the first time to adopt them to
investigate the corresponding Dirichlet heat kernel estimates for large time scale. In the
proof, a lot of non-trivial modifications and new ideas are required. Actually, in this paper
we will establish heat kernel estimates under a quite general framework beyond Theorem
1.1, see Theorem 2.8 and Theorem 2.12 below. In particular, only the d-set condition with
large scale (d-Vol) and locally summable conditions on conductances (see Assumptions
(HK1)–(HK3) below) are assumed. These conditions can be regarded as a generalization
of “good ball” conditions for nearest neighbor conductance models in [10] into long range
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conductance models. As an application of a series of (large scale) probability estimates for
exit times and regularity of parabolic harmonic functions as well as heat kernel estimates
for large time, we can also justify the local limit theorem for our model, see Theorem 4.4
below.
The organization of this paper is as follows. The next section is devoted to heat kernel
estimates for large time. This part is split into three subsections. We first consider on-
diagonal upper bounds, later study off-diagonal upper bounds, and then lower bound
estimates. In Section 3, we present some estimates for Green functions, and also give a
consequence of elliptic Harnack inequalities. In the last section, we apply our previous
results to random conductances with stable-like jumps.
2. Heat Kernel Estimates: Large Time
To obtain heat kernel estimates for large time, we need the following three assumptions
on {wx,y : x, y ∈ V }. We fix 0 ∈ V , and define B
w
z (x, r) := {y ∈ B(x, r) : wy,z > 0} for all
x, z ∈ V and r > 0. Set Bw(x, r) := Bwx (x, r) for simplicity.
Assumption (HK1). Suppose that there exist R0 > 1, θ ∈ (0, 1), c0 > 1/2 and C1 > 0 (all
three are independent of R0) such that
(i) For every R > R0 and R
θ/2 6 r 6 2R,
sup
x∈B(0,6R)
∑
y∈V :ρ(x,y)6r
wx,yµy
ρ(x, y)d+α−2
6 C1r
2−α,
µ(Bwz (x, r)) > c0µ(B(x, r)), x, z ∈ B(0, 6R),
and
sup
x∈B(0,6R)
∑
y∈Bw(x,c∗r)
w−1x,yµy 6 C1r
d,
where c∗ := 8c
2/d
µ .
(ii) For every R > R0 and r > R
θ/2,
sup
x∈B(0,6R)
∑
y∈V :ρ(x,y)>r
wx,yµy
ρ(x, y)d+α
6 C1r
−α.
Assumption (HK2). Suppose that for some fixed θ ∈ (0, 1), there exist R0 > 1 and C2 > 0
(independent of R0) such that for every R > R0 and R
θ/2 6 r 6 2R,
sup
x,y∈B(0,6R)
∑
z∈V :ρ(z,y)6r
wx,zµz 6 C2r
d.
Assumption (HK3). Suppose that for some fixed θ ∈ (0, 1), there exist R0 > 1 and C3 > 0
(independent of R0) such that for every R > R0 and R
θ/2 6 r 6 2R,
inf
x,y∈B(0,6R)
∑
z∈V :ρ(z,y)6r
wx,zµz > C3r
d.
Assumption (HK1) is a slight modification of [24, Assumption (Exi.)], which was used
to derive the distribution and the expectation of exit time, see [24, Theorem 3.4] or Theorem
2.2 below. Actually, in [24] Assumption (HK1) is also adopted to yield the (large scale)
Hölder regularity of associated parabolic functions, see [24, Theorem 3.8] or Theorem 2.10
in Subsection 2.3. We further note that when α ∈ (0, 1), one can replace Assumption
(HK1) by [24, Assumption (Exi’.)] to deduce the distribution and the expectation of
exit time, which may refine some conditions in Assumption (HK1). The details are left
to interested readers.
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2.1. Upper bounds of the heat kernel.
2.1.1. On diagonal upper bounds of the heat kernel.
Proposition 2.1. (On diagonal upper bound for the Dirichlet heat kernel) As-
sume that Assumption (d-Vol) holds with some θ ∈ (0, 1), κ > 0 and R0 > 1, and that
there exists R′0 > 1 such that for all R > R
′
0 and R
θ 6 r 6 R,
(2.1) µ(Bwz (x, r)) > c0µ(B(x, r)), x, z ∈ B(0, 2R)
and
(2.2) sup
x∈B(0,2R)
∑
y∈Bw(x,2r)
w−1x,yµy 6 C0r
d,
where c0 > 1/2 and C0 > 0 are independent of R0, R
′
0, R and r. Then, for every θ
′ ∈ (θ, 1),
there exists a constant R1 > 1 such that for all R > R1, x1, x2 ∈ B(0, R) and t > R
θ′α,
(2.3) pB(0,R)(t, x1, x2) 6 C1t
−d/α,
where C1 is a positive constant independent of R0, R
′
0, R1, R, x1, x2 and t.
Proof. The proof is to some extent similar to that of [24, Proposition 2.2], which is con-
cerned with on diagonal upper bounds for global heat kernel of truncated processes. We
will provide the complete proof here for convenience of readers. Noticing that, by the
Cauchy-Schwarz inequality, p(2t, x1, x2) 6 p(t, x1, x1)
1/2p(t, x2, x2)
1/2 for any x1, x2 ∈ V
and t > 0, it suffices to show (2.3) for the case x1 = x2. We will split the proof into three
steps.
Step (1) We first prove that there are constants R2 > 1 and C2 > 0 (independent of R2)
such that for any R > R2, x ∈ B(0, R), R
θ 6 r < R and any measurable function f on V ,
(2.4)
∑
z∈B(x,r)
(f(z)−(f)Bw(z,r))
2µz 6 C2r
α
∑
z∈B(x,r),y∈B(x,2r)
(f(z)−f(y))2
wz,y
ρ(z, y)d+α
µyµz,
where for A ⊂ V ,
(f)A :=
1
µ(A)
∑
z∈A
f(z)µz.
Indeed, for every R > R2 := R
1/θ
0 ∨R
′
0 with R0 and R
′
0 being the constants in Assumption
(d-Vol) and Proposition 2.1 respectively, x ∈ B(0, R) and Rθ 6 r 6 R, we have∑
z∈B(x,r)
(f(z)− (f)Bw(z,r))
2µz
=
∑
z∈B(x,r)
 1
µ(Bw(z, r))
∑
y∈Bw(z,r)
(f(z)− f(y))µy
2 µz
6
c1
r2d
∑
z∈B(x,r)
[( ∑
y∈Bw(z,r)
(f(z)− f(y))2
wz,yµy
ρ(z, y)d+α
)( ∑
y∈Bw(z,r)
w−1z,yρ(z, y)
d+αµy
)]
µz
6 c2r
−d+α
 sup
z∈B(0,2R)
∑
y∈Bw(z,2r)
w−1z,yµy
 ∑
z∈B(x,r),y∈B(x,2r)
(
f(z)− f(y)
)2 wz,yµyµz
ρ(z, y)d+α

6 c3r
α
∑
z∈B(x,r),y∈B(x,2r)
(
f(z)− f(y)
)2 wz,y
ρ(z, y)d+α
µyµz,
where in the first inequality we used (1.4), (2.1) and the Cauchy-Schwarz inequality, and
the third inequality is due to (2.2).
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Step (2) For any x ∈ B(0, R) and R > R2, let ft(z) = p
B(0,R)(t, x, z) and ψ(t) =
pB(0,R)(2t, x, x) for all z ∈ V and t > 0. Then, ψ(t) =
∑
z∈B(0,R) ft(z)
2µz and
ψ′(t) = 2
∑
z∈B(0,R)
d ft(z)
dt
ft(z)µz = −
∑
z,y∈V
(ft(z)− ft(y))
2 wz,y
ρ(z, y)d+α
µyµz.
In particular, the second equality above, yielded by the integration by parts formula, holds
since the finite summation over variable z together with (1.5) ensures the integrability of
the associated terms.
Let 2Rθ 6 r(t) 6 R be a constant to be determined later. Let B(xi, r(t)/2) (i =
1, · · · ,m) be the maximal collection of disjoint balls with centers in B(0, R). Set Bi =
B(xi, r(t)) and B
∗
i = B(xi, 2r(t)) for 1 6 i 6 m. Note that B(0, R) ⊂
⋃m
i=1Bi ⊂
B(0, R+r(t)); moreover, if x ∈ B(0, R+r(t))∩B∗i for some 1 6 i 6 m, then B(xi, r(t)/2) ⊂
B(x, 3r(t)). So
c4r(t)
d
> µ(B(0, 3r(t))) >
m∑
i=1
1{x∈B∗i }
µ(B(xi, r(t)/2)) > c5r(t)
d♯{i : x ∈ B∗i },
where ♯A is a number of elements in the set A for any A ⊂ Z, and we used (1.4) and the
fact that r(t) > 2r0. Thus, any x ∈ B(0, R + r(t)) is in at most c6 := c4/c5 of the ball B
∗
i
(hence at most c6 of the ball Bi), and
m∑
i=1
∑
z∈Bi
=
m∑
i=1
∑
z∈B(0,R+r(t))
1Bi(z) =
∑
z∈B(0,R+r(t))
m∑
i=1
1Bi(z) 6 c6
∑
z∈B(0,R+r(t))
.(2.5)
Noting that R > R2 and 2R
θ 6 r(t) 6 R, we obtain∑
z,y∈V
(ft(z)− ft(y))
2 wz,y
ρ(z, y)d+α
µyµz
>
1
c6
m∑
i=1
∑
z∈Bi
∑
y∈B∗i
(ft(z)− ft(y))
2 wz,y
ρ(z, y)d+α
µyµz
>
c7
r(t)α
 m∑
i=1
∑
z∈Bi
f2t (z)µz − 2
m∑
i=1
∑
z∈Bi
ft(z)(ft)Bw(z,r(t))µz
 =: c7
r(t)α
(I1 − I2),
where the first inequality is due to (2.5) and in the second inequality we used (2.4).
Furthermore, we have
I1 >
∑
z∈∪mi=1Bi
f2t (z)µz >
∑
z∈B(0,R)
f2t (z)µz = ψ(t).
Note that 2Rθ 6 r(t) 6 R. According to (1.4), (2.1) and the fact that
∑
z∈V ft(z) µz 6 1,
we have
sup
z∈B(0,2R)
(ft)Bw(z,r(t)) 6 sup
z∈B(0,2R)
µ
(
Bw(z, r(t))
)−1
·
∑
z∈V
ft(z)µz 6 c
∗
7r(t)
−d.
Hence, by (2.5),
I2 6 c
∗
7r(t)
−d
m∑
i=1
∑
z∈Bi
ft(z)µz 6 c5c
∗
7r(t)
−d
∑
z∈B(0,R+r(t))
ft(z)µz 6 c5c
∗
7r(t)
−d.
Therefore, combining with all the estimates above, we obtain that for every 2Rθ 6 r(t) 6 R
with R > R2,
(2.6) ψ′(t) 6 −c8r(t)
−α
(
ψ(t)− c9r(t)
−d
)
.
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Step (3) For any θ′ ∈ (θ, 1) and any R > R2 large enough, we claim that there exists
t0 ∈ [R
θα, Rθ
′α] such that
(2.7)
(
1
2c9
ψ(t0)
)−1/d
> 2Rθ.
Indeed, assume that (2.7) does not hold. Then, for all Rθα 6 t 6 Rθ
′α,
(2.8)
(
1
2c9
ψ(t)
)−1/d
< 2Rθ,
which implies that ψ(t) > 2c9(2R
θ)−d for all Rθα 6 t 6 Rθ
′α. Therefore, taking r(t) = 2Rθ
in (2.6), we find that for all Rθα 6 t 6 Rθ
′α,
ψ′(t) 6 −
c8
2
(2Rθ)−αψ(t),
which along with the fact ψ(t) 6 µ−1x 6 R
κ for all t > 0 and x ∈ B(0, R) (due to (1.3))
yields that for all Rθα 6 t 6 Rθ
′α,
ψ(t) 6 Rκe−
c8
2
(2Rθ)−α(t−Rθα).
In particular,
ψ(Rθ
′α) 6 Rκe−
c8
2
(2Rθ)−α(Rθ
′α−Rθα).
On the other hand, by (2.8), we have ψ(Rθ
′α) > 2c9(2R
θ)−d. Thus, there is a contradic-
tion between these two inequalities above for R large enough. In particular, there exists
R1 > R2 such that (2.7) holds for all R > R1.
From now on, we may and do assume that (2.7) holds for all R > R1. Since t 7→ ψ(t) is
non-increasing on (0,∞) and t0 6 R
θ′α, we have that for all Rθ
′α 6 t 6 Rα,(
1
2c9
ψ(t)
)−1/d
> 2Rθ.
Let
t˜0 := sup
{
t > 0 :
(
1
2c9
ψ(t)
)−1/d
< R/2
}
.
By the non-increasing property of ψ on (0,∞) again, if t˜0 6 2R
θ′α, then for 2Rθ
′α 6 t 6 Rα
ψ(t) 6 ψ(t˜0) = 2c9(R/2)
−d
6 c10t
−d/α.
If t˜0 > 2R
θ′α, then
2Rθ 6
(
1
2c9
ψ(t)
)−1/d
6 R/2
for all Rθ
′α 6 t 6 t˜0. Taking r(t) =
(
1
2c9
ψ(t)
)−1/d
in (2.6), we know that for all Rθ
′α 6
t 6 t˜0, ψ
′(t) 6 −c11ψ(t)
1+α/d. Hence, for all 2Rθ
′α 6 s 6 t˜0,
ψ(s) 6 c12
(
s−Rθ
′α + ψ(Rθ
′α)−α/d
)−d/α
6 c13s
−d/α.
If 2Rθ
′α 6 t˜0 6 R
α, then for all t˜0 6 s 6 R
α, we have
ψ(s) 6 ψ(t˜0) = 2c9(R/2)
−d
6 c15s
−d/α.
If t˜0 > R
α, then (2.3) holds similarly for every 2Rθ
′α 6 t 6 Rα. Combining all the
estimates above and choosing θ′ larger if necessary, we can obtain (2.3) for all R > R1 and
2Rθ
′α 6 t 6 Rα.
Finally, for every x ∈ B(0, R) and t > Rα, taking N > R such that x ∈ B(0, N) and
2N θ
′α 6 t 6 Nα, we can get
pB(0,R)(t, x, x) 6 pB(0,N)(t, x, x) 6 C1t
−d/α,
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which implies (2.3) also holds for all t > Rα. Altogether, we obtain (2.3) for t > 2Rθ
′α
for all R > R1. By changing the choice of R1 (namely taking 2
1/(θ′α)R1 as a new R1), we
have (2.3) for t > Rθ
′α for all R > R1, and the proof is complete. 
The following statement is an improvement of [24, Theorem 3.4], which was proven
under the global d-set condition.
Theorem 2.2. Suppose that Assumptions (d-Vol) and (HK1) hold with some constants
θ ∈ (0, 1) and R0 > 1. Then, for every θ
′ ∈ (θ, 1), there exist constants δ ∈ (θ, 1), R1 > 1
such that the following hold for all R > R1 and R
δ 6 r 6 R,
supx∈B(0,2R) Px
(
τB(x,r) 6 C0r
α
)
6 1/4,(2.9)
sup
x∈B(0,2R)
Px
(
τB(x,r) 6 t
)
6 C1
( t
rα
)1/2[
1 ∨ log
(rα
t
)]
, t > rθ
′α,(2.10)
C2r
α 6 inf
x∈B(0,2R)
Ex
[
τB(x,r)
]
6 sup
x∈B(0,2R)
Ex
[
τB(x,r)
]
6 C1r
α,(2.11)
where C0, C1 and C2 > 0 are independent of R0, R1, R, r and t.
Proof. The proof is heavily motivated by that of [24, Theorem 3.4], and we only present
main different points here.
First, it is seen from the proof of [24, Theorem 3.4] that the crucial point for the required
assertions is to verify moment estimates (see [24, Proposition 2.3]) for the truncation of
localized processes under Assumptions (d-Vol) and (HK1). A difference from [24, Section
2.2] is, here we will adopt the localization approach by using reflected Dirichlet forms on
bounded sets. In details, we consider the following localization of truncated reflected
Dirichlet form on the ball B(0, 6R):
DˆR,R(f, f) =
∑
x,y∈B(0,6R):ρ(x,y)6R
(
f(x)− f(y)
)2 wx,y
ρ(x, y)d+α
µxµy, f ∈ Fˆ
R,R,
Fˆ
R,R ={f ∈ L2(B(0, 6R);µ) : DˆR,R(f, f) <∞}.
Let (XˆR,Rt )t>0 be the Hunt process associated with (Dˆ
R,R, FˆR,R). Regard B(0, 6R) as the
whole space V in [24, Section 2.2]. By carefully tracking the proofs of [24, Proposition 2.2
and Proposition 2.3] and noticing that the lower bound of µx was not used in the proofs,
we can prove that, under Assumptions (d-Vol) and (HK1), for every θ′ ∈ (θ, 1), there
exist R1 > 1 and C3 > 0 (independent of R1) such that for all x ∈ B(0, 6R),
Ex
[
ρ
(
XˆR,Rt , x
)]
6 C3R
(
t
Rα
)1/2 [
1 + log
(
Rα
t
)]
, Rθ
′α
6 t 6 Rα.
This along with the proof of [24, Proposition 3.2] further yields that for all x0 ∈ B(0, 2R)
and t > Rθ
′α
(2.12) Px
(
τˆR,RB(x0,R) 6 t
)
6 C4
(
t
Rα
)1/2 [
1 + log
(
Rα
t
)]
,
where τˆR,RD denotes the first exit time from D ⊂ B(0, 6R) for the process (Xˆ
R,R
t )t>0.
Next, we define the truncated Dirichlet form (DR,FR) as follows
DR(f, f) =
∑
x,y∈V :ρ(x,y)6R
(
f(x)− f(y)
)2 wx,y
ρ(x, y)d+α
µxµy, f ∈ F
R,
F
R ={f ∈ L2(V ;µ) : DR(f, f) <∞}.
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Let (XR)t>0 be the Hunt process associated with (D
R,FR). Then, it is not difficult to
verify that for any x0 ∈ B(0, 2R) and t > 0,
(2.13) Px0
(
τRB(x0,R) 6 t
)
= Px0
(
τˆR,RB(x0,R) 6 t
)
,
where τRD denotes the first exit time from D ⊂ V for the process (X
R
t )t>0.
Therefore, putting (2.12), (2.13), [24, Lemma 3.1] and Assumption (HK1) (ii) together,
we find that for all x0 ∈ B(0, 2R) and t > 0,
Px0
(
τB(x0,R) 6 t
)
6 C5
(
t
Rα
)1/2 [
1 + log
(
Rα
t
)]
.
Hence, the desired assertion follows from this estimate and the argument of [24, Theorem
3.4]. 
We now prove the global on-diagonal upper bound.
Proposition 2.3. (On diagonal upper bound for the heat kernel) Suppose that
Assumptions (d-Vol) and (HK1) hold with some constants θ ∈ (0, α/(2d + α)) and R0 >
1. Then, for any θ′ ∈ (θ, α/(2d + α)), there exists a constant R1 > 1 such that for all
x, y ∈ V and t >
(
R1 ∨ ρ(0, x) ∨ ρ(0, y)
)θ′α
,
(2.14) p(t, x, y) 6 C1(1 ∨ µ
−1
y )t
−d/α,
where C1 > 0 is a constant independent of R0, R1, x, y and t. In particular, for any
θ′ ∈ (θ, α/(2d + α)), there exists a constant T0 > 0 such that for all t > T0 and x, y ∈
B(0, t1/(θ
′α)), (2.14) holds with constant C1 > 0 independent of R0, T0, x, y and t.
Proof. According to the Dynkin-Hunt formula, for every N > 2R > 1, x, y ∈ B(0, R) and
t > 0,
p(t, x, y) = pB(0,N)(t, x, y) +Ex
[
p
(
t− τB(0,N),XτB(0,N) , y
)
1{t>τB(0,N)}
]
=: J1,N (t) + J2,N (t).
According to (2.3) and (2.10), for any ε ∈ (0, 1/2) and θ′ ∈ (θ, 1), we can find a constant
R1 > 1 large enough such that for every N > 2R1, x ∈ B(0, R) and t > N
θ′α,
(2.15) J1,N (t) 6 c1t
−d/α
and
(2.16) J2,N (t) 6 µ
−1
y Px(τB(0,N) < t) 6 µ
−1
y Px(τB(x,N/2) < t) 6 c1(tN
−α)(1/2)−εµ−1y ,
where in the inequality above we used the facts that p(t, x, y) 6 µ−1y for all x, y ∈ V , and
B(x,N/2) ⊂ B(0, N) for any x ∈ B(0, R) with 2R 6 N .
LetN0(t) := [t
(2d/(α2(1−2ε)))+(1/α)]. For any θ ∈ (0, α/(2d + α)) and θ′ ∈ (θ, α/(2d + α)),
we take ε ∈ (0, 1/2) such that (
2d
α2(1− 2ε)
+
1
α
)
θ′α = 1.
Then, for all R > R1 and t > (3R)
θ′α with R > R1, they hold that t > N0(t)
θ′α and
N0(t) > 2R > 2R1. So, taking N = N0(t) in (2.15) and (2.16), we obtain that for all
R > R1, t > (3R)
θ′α and x, y ∈ B(0, R),
p(t, x, y) 6J1,N0(t)(t) + J2,N0(t)(t) 6 c1(1 ∨ µ
−1
y )
(
t−d/α +
(
tN0(t)
−α
)(1/2)−ε)
6c2(1 ∨ µ
−1
y )t
−d/α.
Changing θ′ a little large if necessary, without loss of generality we may and can assume
that the estimate above holds for all t > Rθ
′α. Therefore, (2.14) follows immediately by
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choosing R = R1 ∨ ρ(0, x) ∨ ρ(0, y). Furthermore, choosing T0 = R
θ′α
1 and R = t
1/(θ′α)
respectively in the conclusion above, we can get the second assertion. 
2.2. Off diagonal upper bound estimates. We first recall the following Lévy system
formula, see e.g. [25, Lemma 4.7] or [26, Appendix A].
Lemma 2.4. For any x ∈ V , stopping time τ (with respect to the natural filtration of the
precess X), and non-negative measurable function f on [0,∞)× V × V with f(s, z, z) = 0
for all z ∈ V and s > 0, we have
(2.17) Ex
[∑
s6τ
f(s,Xs−,Xs)
]
= Ex
[∫ τ
0
(∑
z∈V
f(s,Xs, z)
wXs,zµz
ρ(Xs, z)d+α
)
ds
]
.
Lemma 2.5. Suppose that Assumption (HK2) holds with constants θ ∈ (0, 1) and R0 > 1.
Then there exists a constant R1 > 1 such that for all R > R1, R
θ 6 s 6 r/2 6 R,
x0 ∈ B(0, R), x ∈ B(x0, r/2), y ∈ B(x0, 2r)
c ∩B(0, R) and t > 0,
(2.18) Px(τB(x0,r) 6 t,XτB(x0,r) ∈ B(y, s)) 6
C1ts
d
rd+α
,
where C1 > 0 is independent of x0, x, R0, R1, R, s and t.
Proof. By Assumption (HK2), we know that there exists R2 > 1 such that for all R > R2,
x, y ∈ B(0, 2R) and Rθ 6 s 6 R,
(2.19)
∑
z∈V :ρ(y,z)6s
wx,zµz 6 c1s
d.
Then, according to (2.17), for any x0 ∈ B(0, R), x ∈ B(x0, r/2) and y ∈ B(x0, 2r)
c ∩
B(0, R), Rθ 6 s 6 r/2 6 R and t > 0,
Px(τB(x0,r) 6 t,XτB(x0,r) ∈ B(y, s)) 6 Ex
∫ t∧τB(x0,r)
0
∑
u∈V :ρ(u,y)6s
wXv ,uµu
ρ(Xv , u)d+α
dv

6 c2tr
−d−α sup
z,y∈B(0,2R)
∑
u∈V :ρ(u,y)6s
wz,uµu
6 c3ts
dr−d−α,
where in the second inequality we used the fact that
ρ(u, v) > ρ(y, v)− ρ(y, u) > ρ(y, x0)− ρ(x0, v)− ρ(y, u) > r/2
for all v ∈ B(x0, r) and u ∈ B(y, s), and the last inequality is due to (2.19). 
Proposition 2.6. (Off diagonal upper bound for the Dirichlet heat kernel) Sup-
pose that Assumptions (d-Vol), (HK1) and (HK2) hold with θ ∈ (0, 1) and R0 > 1.
Then, for every θ′ ∈ (θ, 1), there exists a constant R1 > 1 such that for all R > R1,
x, y ∈ B(0, R) and t > Rθ
′α,
(2.20) pB(0,R)(t, x, y) 6 C1
(
t−d/α ∧
t
ρ(x, y)d+α
)
,
where C1 > 0 is independent of x, y, R0, R1, R and t.
Proof. We follow the proof of [12, Theorem 1.2 (b)⇒ (a)] with some required modifications
due to the large scale setting. In the proof below the constant c will be changed from line
to line, and will be independent of x, y, R0, R1, R and t.
For any q ∈ [0,∞) and N > 1, we call (Hq,N )
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(Hq,N ) there is a constant c > 0 such that for all R > R1, and x, y ∈ B(0, R),
pB(0,R)(t, x, y) 6 ct−d/α
(
t
ρ(x, y)α
)q
, t > NRθ
′α.
In particular, by (2.3), (H0,N ) holds for all N > 1. Now, we will prove that
(i) If (Hq,N ) holds with some 0 6 q < d/α, then (Hq+δ,2N) holds for every δ ∈ (0, 1/2).
(ii) If (Hq,N ) holds with some q > d/α, then (H(1+(d/α))∧(q+δ),2N ) holds for every
δ ∈ (0, 1/2).
Suppose that (i) and (ii) hold true. Since the iteration from q = 0 and q = 1+ (d/α) only
takes finite times, we can get (2.20) by taking θ′ a little bit larger. In the following, we
will prove (i) and (ii) respectively.
Step (1) We assume that (Hq,N) holds with 0 6 q < d/α. Let t > 2NR
θ′α, and x, y ∈
B(0, R). If ρ(x, y) 6 8t1/α, then, by (H0,N ), (Hq+δ,2N ) holds for every δ ∈ (0, 1/2). Next,
we suppose that ρ(x, y) > 8t1/α. Set ρ0 = t
1/α and r = ρ(x, y)/2, so that r > 4ρ0. Applying
[12, Lemma 2.1] to the Dirichlet semigroup (P
B(0,R)
t )t>0 with U = B(x, r) ∩ B(0, R) and
V = B(y, r) ∩ B(0, R), we obtain that for all non-negative measurable functions f and g
on V with supports contained in B(0, R),
〈P
B(0,R)
t f, g〉 6〈E·
[
1{τB(x,r)6t/2}P
B(0,R)
t−τB(x,r)
f(XτB(x,r))
]
, g〉
+ 〈E·
[
1{τB(y,r)6t/2}P
B(0,R)
t−τB(y,r)
g(XτB(y,r))
]
, f〉,
(2.21)
where 〈·, ·〉 denotes the inner product on L2(V ;µ). Let f be supported in B(y, ρ0)∩B(0, R)
and g be supported in B(x, ρ0) ∩B(0, R). Then, it holds that
〈E·
[
1{τB(x,r)6t/2}P
B(0,R)
t−τB(x,r)
f(XτB(x,r))
]
, g〉
=
∑
z∈B(x,ρ0)∩B(0,R)
Ez
[
1{τB(x,r)6t/2}P
B(0,R)
t−τB(x,r)
f(XτB(x,r))
]
g(z)µz .
A similar equality holds for the second term in the right hand side of (2.21).
Below, we write τ = τB(x,r) and B = B(0, R) for simplicity. Set ρk = 2
kρ0 for k > 1,
and consider the annuli
A1 := B(y, ρ1), Ak := B(y, ρk)\B(y, ρk−1), k > 2.
Then, for every z ∈ B(x, ρ0),
Ez
[
1{τ6t/2}P
B
t−τf(Xτ )
]
=
∞∑
k=1
Ez
[
1{τ6t/2}P
B
t−τf(Xτ )1{Xτ∈Ak}
]
=:
∞∑
k=1
Ek.
For k > 2, note that if Xτ ∈ Ak, then ρ(Xτ , y) > ρk−1. So, for all v ∈ B(y, ρ0),
ρ(Xτ , v) > ρk−1 − ρ0 >
1
2
ρk−1 =
1
4
ρk.
Recall that, for τ 6 t/2 and t > 2NRθ
′α, it holds that NRθ
′α 6 t/2 6 t − τ . Hence, by
(Hq,N), if Xτ ∈ Ak for all k > 2, then
PBt−τf(Xτ ) =
∑
v∈B(y,ρ0)
pB(t− τ,Xτ , v)f(v)µv 6 ct
−d/α
(
t
ραk
)q
‖f‖1.
According to (H0,N ) and the fact that ρ1 = 2t
1/α, it is easy to see the inequality above
also holds true for k = 1.
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Next, we separately estimate the terms with ρk > r/2 and with ρk 6 r/2. Using the
facts that ρ0 < r/4, t/2 > NR
θ′α and r = ρ(x, y)/2 > 4t1/α > 4Rθ
′α, we obtain from
(2.10) that for all z ∈ B(x, ρ0) ∩B(0, R) ⊆ B(0, R) and δ ∈ (0, 1/2),
Pz(τ 6 t/2) 6 Pz(τB(z,r/2) 6 t/2) 6 c
( t
rα
)δ
.
Hence, according to all these estimates above, for any q > 0,∑
k:2ρk>r
Ek 6c
∑
k:2ρk>r
Pz(τ 6 t/2)t
−d/α
(
t
ραk
)q
‖f‖1 6c
∑
k:2ρk>r
( t
rα
)δ
t−d/α
(
t
ραk
)q
‖f‖1
6 c
( t
rα
)δ
t−d/α
(
t
rα
)q
‖f‖1 6 ct
−d/α
(
t
rα
)q+δ
‖f‖1.
When q = 0, ∑
k:2ρk>r
Ek 6 ct
−d/α‖f‖1Pz(τ 6 t/2) 6 ct
−d/α
(
t
rα
)δ
‖f‖1.
On the other hand, for 2ρk 6 r, it holds that 2N
1/αRθ
′
6 ρ1 6 ρk 6 r/2 6 R. Then,
by (2.18), for all k > 1 and z ∈ B(x, ρ0) ⊆ B(x, r/2),
Pz(τ 6 t/2,Xτ ∈ Ak) 6
ctρdk
rd+α
.
Combining this with (Hq,N ) yields∑
k:2ρk6r
Ek 6 c
∑
k:2ρk6r
Pz(τ 6 t/2,Xτ ∈ B(y, ρk))t
−d/α
(
t
ραk
)q
‖f‖1
6 c
∑
k:2ρk6r
tρdk
rd+α
1
td/α
(
t
ραk
)q
‖f‖1 6 ct
−d/α t
1+q
rd+α
‖f‖1
∑
k:2ρk6r
ρd−αqk
6 ct−d/α
(
t
rα
)1+q
‖f‖1,
where in the last inequality we used the fact that
∑
k:2ρk6r
ρd−αqk 6 cr
d−αq due to q < d/α.
Thus, according to all the estimates above, we obtain that for any R > R1, δ ∈ (0, 1/2),
t > 2NRθ
′α, r > 4t1/α and z ∈ B(x, ρ0) ∩B(0, R),
Ez
[
1{τ6t/2}P
B
t−τf(Xτ )
]
6 ct−d/α
(
t
rα
)q+δ
‖f‖1
and so
〈E·1{τ6t/2}P
B
t−τf(Xτ ), g〉 6 ct
−d/α
(
t
rα
)q+δ
‖f‖1‖g‖1.
Estimating similarly the second term in the right hand side of (2.21), we finally get that
for all R > R1, δ ∈ (0, 1/2), r > 4t
1/α and t > 2NRθ
′α,
〈PBt f, g〉 6 ct
−d/α
(
t
rα
)q+δ
‖f‖1‖g‖1,
which yields that (Hq+δ,2N ) holds. So (i) has been shown.
Now we turn to (ii). Similarly, it suffices to consider the case r > 4t1/α. Suppose that
(Hq,N) holds for some q > d/α and N > 1. Then, following the argument above and
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carefully tracking the constants, we arrive at that for all R > R1, δ ∈ (0, 1/2), r > 4t
1/α
and t > 2NRθ
′α, ∑
k:2ρk>r
Ek 6 ct
−d/α
(
t
rα
)q+δ
‖f‖1
and ∑
k:2ρk6r
Ek 6 ct
−d/α t
1+q
rd+α
‖f‖1
∑
k:2ρk6r
ρd−αqk 6 ct
−d/α
(
t
rα
)1+(d/α)
‖f‖1,
where in the last inequality we used the fact
∑
k:2ρk6r
ρd−αqk 6 cρ
d−αq
0 6 ct
d/α−q, thanks to
q > d/α. These estimates together imply that when q > d/α, for all R > R1, δ ∈ (0, 1/2),
r > 4t1/α and t > 2NRθ
′α,
〈E·1{τ6t/2}P
B
t−τf(Xτ ), g〉 6 ct
−d/α
(
t
rα
)(1+(d/α))∧(q+δ)
‖f‖1‖g‖1.
To estimate the second term in the right hand side of (2.21) similarly, we know that for
all R > R1, δ ∈ (0, 1/2), r > 4t
1/α and t > 2NRθ
′α,
〈PBt f, g〉 6 ct
−d/α
(
t
rα
)(1+(d/α))∧(q+δ)
‖f‖1‖g‖1.
So (H(1+(d/α))∧(q+δ)),2N ) holds. Thus, we prove (ii) and so the proof is complete. 
By using Proposition 2.6, we can establish the following off diagonal upper bounds for
heat kernel p(t, x, y).
Proposition 2.7. (Off diagonal upper bounds for the heat kernel) Suppose that
Assumptions (d-Vol), (HK1) and (HK2) hold with θ ∈ (0, α/(2d + α)) and R0 > 1.
Then, for every θ′ ∈ (θ, α/(2d + α)), there is a constant R1 > 1 such that for any x, y ∈ V
and t > 0 with
ρ(x, y) > (R1 ∨ ρ(0, x) ∨ ρ(0, y))
α(1+θ′)/(2(d+α))
and
ρ(x, y)2θ
′(d+α)/(1+θ′) 6 t 6 ρ(x, y)2(d+α)(R1 ∨ ρ(0, x) ∨ ρ(0, y))
−α,
we have
(2.22) p(t, x, y) 6 C1(1 ∨ µ
−1
y )
t
ρ(x, y)d+α
,
where C1 > 0 is a positive constant independent of R0, R1, R, x, y and t.
Proof. Similar to the proof of Proposition 2.3, we apply the Dynkin-Hunt formula and
obtain that for every N > R > 1 and x, y ∈ B(0, R),
p(t, x, y) = pB(0,N)(t, x, y) +Ex
[
p
(
t− τB(0,N),XτB(0,N) , y
)
1{t>τB(0,N)}
]
=: J1,N (t) + J2,N (t).
According to (2.20) and (2.10), for any ε ∈ (0, 1/2) and θ1 ∈ (θ, θ
′), there exists a constant
R1 > 1 such that for every N > 2R > 2R1, x, y ∈ B(0, R) and t > N
θ1α,
(2.23) J1,N (t) 6
c1t
ρ(x, y)d+α
and
(2.24) J2,N (t) 6 µ
−1
y Px(τB(0,N) < t) 6 µ
−1
y Px(τB(x,N/2) < t) 6 c2µ
−1
y (tN
−α)(1/2)−ε,
where in the inequality above we used again the facts that p(t, x, y) 6 µ−1y for all x, y ∈ V ,
and B(x,N/2) ⊂ B(0, N) for any x ∈ B(0, R) with 2R 6 N .
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Set N(t, x, y) :=
[
t−1/(α(1−2ε))ρ(x, y)2(d+α)/(α(1−2ε))
]
. Let θ′ ∈ (θ, α/(2d + α)) and θ1 ∈
(θ, θ′). For any x, y ∈ B(0, R) and t > 0 with ρ(x, y) > (3R)α(1+θ
′)/(2(d+α)) and
ρ(x, y)2θ
′(d+α)/(1+θ′) 6 t 6 ρ(x, y)2(d+α)(3R)−α,
we can choose ε > 0 such that
θ′
1 + θ′
>
θ1
1− 2ε+ θ1
,
and so N(t, x, y) > 2R and t > N(t, x, y)θ1α for R large enough. Note that ρ(x, y) >
(3R)α(1+θ
′)/(2(d+α)) implies ρ(x, y)2(d+α)(3R)−α > ρ(x, y)2θ
′(d+α)/(1+θ′). Then, applying
N = N(t, x, y) into (2.23) and (2.24), we can obtain that for any x, y ∈ B(0, R) and t > 0
with ρ(x, y) > (3R)α(1+θ
′)/(2(d+α)) and ρ(x, y)2θ
′(d+α)/(1+θ′) 6 t 6 ρ(x, y)2(d+α)(3R)−α, it
holds
p(t, x, y) 6 J1,N(t,x,y)(t) + J2,N(t,x,y)(t) 6
c3(1 ∨ µ
−1
y )t
ρ(x, y)d+α
,
where in the last inequality we used the fact that
N > t−(1+2ε)/(α(1−2ε))ρ(x, y)2(d+α)/(α(1−2ε)).
Therefore, we prove the second desired estimates in (2.22) by taking R = R1 ∨ ρ(0, x) ∨
ρ(0, y) and θ′ a little bit larger. 
Finally, according to Propositions 2.3 and 2.7, we can summarize the following upper
bound for the heat kernel p(t, x, y).
Theorem 2.8. (Upper bound for the heat kernel) Suppose Assumptions (d-Vol),
(HK1) and (HK2) hold with θ ∈ (0, α/(2d + α)) and R0 > 1. Then, for every θ
′ ∈ (θ0, 1)
with θ0 := max{2θ(d + α)/(α(1 + θ)), α/(2d + α)}, there is a constant R1 > 1 such that
for any R > R1, x, y ∈ V with t > (R1 ∨ ρ(0, x) ∨ ρ(0, y))
θ′α,
(2.25) p(t, x, y) 6 C1(1 ∨ µ
−1
y )
(
t−d/α ∧
t
ρ(x, y)d+α
)
,
where C1 > 0 is independent of R0, R1, R, x, y and t.
Proof. For any x, y ∈ V , let D(x, y) = R1 ∨ ρ(0, x) ∨ ρ(0, y). We first consider the case
that ρ(x, y) > D(x, y)α/(2d+α). Below, we set θ′0 = 2θ(d + α)/(α(1 + θ)). Note that, for
any θ′ ∈ (θ′0, 1), we can find θ1 ∈ (θ, α/(2d + α)) such that θ
′ = 2θ1(d + α)/(α(1 + θ1)).
It follows from the facts θ1 < α/(2d + α) and D(x, y)
α/(2d+α) 6 ρ(x, y) 6 2D(x, y) that
ρ(x, y) > D(x, y)α(1+θ1)/(2(d+α)), and
ρ(x, y)2θ1(d+α)/(1+θ1) = ρ(x, y)θ
′α 6 (2D(x, y))θ
′α,
as well as
ρ(x, y)2(d+α)D(x, y)−α > ρ(x, y)α.
These along with (2.22) yield that for any D(x, y)θ
′α 6 t 6 ρ(x, y)α (increasing θ′ a little
larger if necessary),
p(t, x, y) 6
c2(1 ∨ µ
−1
y )t
ρ(x, y)d+α
.
On the other hand, note that θ < θ′0 < θ
′. According to (2.14),
(2.26) p(t, x, y) 6 c3(1 ∨ µ
−1
y )t
−d/α, t > D(x, y)θ
′α.
Combing both estimates above yields (2.25) for the case that ρ(x, y) > D(x, y)α/(2d+α).
Next, we consider the case that ρ(x, y) 6 D(x, y)α/(2d+α). Since θ′ > θ0 > α/(2d + α),
it holds that
ρ(x, y) 6 D(x, y)α/(2d+α) 6 D(x, y)θ
′
.
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Hence, (2.25) follows from (2.26) for the case that ρ(x, y) 6 D(x, y)α/(2d+α). Therefore,
we prove the desired assertion. 
Remark 2.9. According to the proofs above, the uniform pointwise upper bound (1.2) of
µx is only used to derive Theorem 2.2, see [24, Page 13, line 7-8] for the argument of the
assertion that M(t) > 1/2. In fact, for this assertion (1.2) in Assumption (d-Vol) can be
replaced by the condition that there exists a constant R0 > 1 such that
sup
x∈B(0,R)
µx 6 cµR
θd, ∀R > R0,
where θ ∈ (0, α/(2d + α)) is the constant in Assumption (HK1), and cµ > 0 is independent
of R0 and R. Different from nearest neighbor models, some priori estimates of heat kernel
(see e.g. [8]) are not available, and the maximum principle (see e.g. [10]) does not work
in our setting. We believe that some kind of upper bounds for µx are required. On the
other hand, we also note that, similar to nearest neighbor models (see [10, (1.5)] and [22,
Assumption 1.1(v)]), we need some control on the lower bounds of µx, see (1.3).
2.3. Lower bounds for the heat kernel estimates. Let Z := (Zt)t>0 = (Ut, Xt)t>0
be the time-space process such that Ut = U0 + t for any t > 0. We say that a measurable
function q(t, x) on [0,∞) × V is parabolic in an open subset A of [0,∞) × V , if for every
relatively compact open subset A1 of A, q(t, x) = E
(t,x)q(ZτA1 ) for every (t, x) ∈ A1.
Let C0 > 0 be the constant in (2.9). For every t > 0, R > 1 and x, y ∈ V , set
Q(t, x,R) = (t, t+ C0R
α)×B(x,R).
Theorem 2.10. Suppose that Assumptions (d-Vol) and (HK1) hold with θ ∈ (0, 1) and
R0 > 1. Then, there exist constants δ ∈ (θ, 1) and R1 > 1 such that for all R > R1,
x0 ∈ B(0, R), R
δ 6 r 6 R, t0 > 0 and parabolic function q on Q(t0, x0, 2r),
(2.27) |q(s, x)− q(t, y)| 6 C1‖q‖∞,r
(
|t− s|1/α + ρ(x, y)
r
)β
,
holds for all (s, x), (t, y) ∈ Q(t0, x0, r) such that (C
−1
0 |s − t|)
1/α + ρ(x, y) > 2rδ, where
‖q‖∞,r = sup(s,x)∈[t0,t0+C0(2r)α]×V q(s, x), and C1 > 0 and β ∈ (0, 1) are constants inde-
pendent of R0, R1, x0, t0, R, r, s, t, x and y.
Proof. According to Theorem 2.2, we can follow exactly the same argument of [24, Theorem
3.8] to obtain the desired assertion. The details are omitted here. 
We also note that, according to (1.4), there exist constants R2 > 1 and c
∗ > 0 (inde-
pendent of R0) such that for every R > R2, x ∈ B(0, 6R) and N > 1,
(2.28)
{
z ∈ V : NR 6 ρ(z, x) 6 c∗NR
}
6= ∅.
Proposition 2.11. (Lower bound for the Dirichlet heat kernel) Suppose that As-
sumptions (d-Vol), (HK1) and (HK3) hold with θ ∈ (0, 1) and R0 > 1. Then there exist
R1 > 1, δ ∈ (θ, 1) and C1, C2 > 0 (all three are independent of R0 and R1) such that for
every R > R1, x, y ∈ B(0, R/4) and R
δα 6 t 6 C1R
α,
(2.29) pB(0,R)(t, x, y) > C2
(
t−d/α ∧
t
ρ(x, y)d+α
)
.
Proof. The proof is split into two steps, and the first one is concerned with near-diagonal
lower bound estimates.
Step (1) It follows from (2.10) that for each θ′ ∈ (θ, 1), there exists a constant δ ∈ (θ′, 1)
(here we will take δ a little bit larger such that δ ∈ (θ′, 1)) and R1 > 1 such that for all
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R > R1, x ∈ B(0, R), t > 2R
θ′α and Rδ 6 r 6 R,
(2.30)
∑
y∈B(x,r)c
pB(0,R)(t/2, x, y)µy 6 Px(τB(x,r) 6 t/2) 6 c1
(
t
rα
)1/3
.
Choosing c0 > 0 large enough and c2 > 0 small enough such that c1c
−α/3
0 6 1/3, c1c
1/3
2 6
1/3 and c0c
1/α
2 6 1/2, we have that for all R > R1, 2R
θ′α 6 t 6 c2R
α and x ∈ B(0, R/2),∑
y∈B(x,c0t1/α)
pB(0,R)(t/2, x, y)µy
=
∑
y∈B(0,R)
pB(0,R)(t/2, x, y)µy−
∑
y∈B(x,c0t1/α)c
pB(0,R)(t/2, x, y)µy
= 1− Px
(
τB(0,R) 6 t/2
)
−
∑
y∈B(x,c0t1/α)c
pB(0,R)(t/2, x, y)µy
> 1− Px
(
τB(x,R/2) 6 t/2
)
−
∑
y∈B(x,c0t1/α)c
pB(0,R)(t/2, x, y)µy
> 1− c1(tR
−α)1/3 − c1c
−α/3
0
> 1− c1c
1/3
2 − c1c
−α/3
0 =: c3 > 1/3,
where in the first equality we have used the fact that B(x, c0t
1/α) ⊆ B(0, R), and the
second inequality follows from (2.30). By the semigroup property and the Cauchy-Schwarz
inequality, we get that for all R > R1, x ∈ B(0, R/2) and 2R
θ′α 6 2Rδα 6 t 6 c2R
α,
pB(0,R)(t, x, x) =
∑
y∈B(0,R)
pB(0,R)(t/2, x, y)2µy>
∑
y∈B(x,c0t1/α)
pB(0,R)(t/2, x, y)2µy
> c4t
−d/α
( ∑
y∈B(x,c0t1/α)
pB(0,R)(t/2, x, y)µy
)2
> c5t
−d/α.
(2.31)
On the other hand, under Assumptions (d-Vol) and (HK1), we have (2.27). Let C0 be
the constant in (2.27), which is used in the definition of Q(t, x,R). For every fixed t > 0
and x ∈ V , set
ft,x(s, z) = p
B(0,R)(t− s, x, z), (s, z) ∈ [0, t)× V.
It is easy to verify that ft,x(·, ·) is parabolic on Q
(
0, x, (2−1C−10 t)
1/α
)
for every x ∈
B(0, R/2) and 2Rδα 6 t 6 c2R
α with some c2 > 0 small enough. Therefore, accord-
ing to (2.27), there exist δ ∈ (θ, 1) and R1 > 1 (for simplicity we adopt the same R1 and
δ as those in (2.30)) such that for all R > R1, 4R
δα 6 t 6 c2R
α, x ∈ B(0, R/2) and
y ∈ B(x, 3−1(2−1C−10 t)
1/α) with ρ(x, y) > (2−1C−10 t)
δ/α,∣∣pB(0,R)(t, x, y) − pB(0,R)(t, x, x)∣∣
=
∣∣ft,x(0, y) − ft,x(0, x)∣∣ 6 c6
(
sup
s∈B(0,t/2),z∈V
|ft,x(s, z)|
)(
ρ(x, y)
t1/α
)β
6 c6
(
sup
t>2Rδα,z∈V
pB(0,R)(t, x, z)
)(
ρ(x, y)
t1/α
)β
6 c7t
−d/α
(
ρ(x, y)
t1/α
)β
,
(2.32)
where the last inequality is due to (2.3). Combining this with (2.31), we can find constants
c8 > 0 and c9 > 0 (small enough satisfying that c7(4c9)
β/α 6 c5/2) such that for 4R
δα 6
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t 6 c2R
α and x, y ∈ B(0, R/2) with c8t
δ/α := (2−1C−10 t)
δ/α 6 ρ(x, y) 6 4c9t
1/α,
pB(0,R)(t, x, y) > pB(0,R)(t, x, x) − c7t
−d/α
(ρ(x, y)
t1/α
)β
> c5t
−d/α − c7(2c9)
β/αt−d/α > c10t
−d/α.
(2.33)
Next, we consider the case that x, y ∈ B(0, R/3) with ρ(x, y) < c8t
δ/α. By (2.28),
we can find z ∈ B(0, R/2) and c11 > 3c8 such that c11t
δ/α 6 ρ(z, x) 6 c∗c11t
δ/α. Thus,
2c8t
δ/α < ρ(y, z) 6 (1+c∗)c11t
δ/α 6 c9t
1/α (if we choose R large enough). Then, according
to the argument of (2.32), we can obtain that
∣∣pB(0,R)(t, x, y) − pB(0,R)(t, x, z)∣∣ 6 c7t−d/α(ρ(y, z)
t1/α
)β
6 c12t
−d/αt−(1−δ)β/α.
On the other hand, by (2.33), pB(0,R)(t, x, z) > c10t
−d/α. Hence, it holds that
pB(0,R)(t, x, y) > pB(0,R)(t, x, z) −
∣∣pB(0,R)(t, x, y)− pB(0,R)(t, x, z)∣∣
> c10t
−d/α − c12t
−d/αt−(1−δ)β/α > c13t
−d/α.
By now we have proved that for all R > R1, 4R
δα 6 t 6 c2R
α and x, y ∈ B(0, R/3)
with ρ(x, y) 6 4c9t
1/α,
pB(0,R)(t, x, y) > c13t
−d/α.
Step (2) Now, by the strong Markov property, for all R > R1, 4R
δα 6 t 6 c2R
α,
a ∈ (0, 1) small enough and x, y ∈ B(0, R/4) with ρ(x, y) > 4c9t
1/α,
Px
(
Xat ∈ B(y, 2c9t
1/α); τB(0,R) > at
)
> Px
(
σB(y,c9t1/α) 6 at; sup
s∈[σ
B(y,c9t
1/α)
,at]
ρ(Xs,Xσ
B(y,c9t
1/α)
) < c9t
1/α
)
> Px(σB(y,c9t1/α) 6 at) inf
z∈B(y,c9t1/α)
Pz(τB(z,c9t1/α) > at)
> Px(σB(y,c9t1/α) 6 at) infz∈B(0,R)
Pz(τB(z,c9t1/α) > at)
> Px(σB(y,c9t1/α)6at)
(
1−
c1at
(c9t1/α)α
)
>
1
2
Px
(
X(at)∧τ
B(x,c9t
1/α)
∈B(y, c9t
1/α)
)
.
(2.34)
Here the third inequality above is due to B(y, c9t
1/α) ⊆ B(0, R) since y ∈ B(0, R/4) and
t 6 c2R
α for some c2 small enough, and in the fourth inequality we used (2.10) thanks
to the facts that at > (c9t
1/α)δα and c9t
1/α > c94
1/αRδ > Rθ
′′
for any θ
′′
∈ (θ′, δ) and R
large enough, and in the last inequality we used the fact that a is small enough such that
ac−α9 c1 6 1/2.
Note that B(x, c9t
1/α)∩B(y, c9t
1/α) = ∅ for any x, y ∈ B(0, R/4) with ρ(x, y) > 4c9t
1/α.
Then, by (2.17), for all R > R1, 4R
θ′α 6 t 6 c2R
α and x, y ∈ B(0, R/4) with ρ(x, y) >
RANDOM CONDUCTANCE MODELS WITH STABLE-LIKE JUMPS 19
4c9t
1/α, we have
Px
(
X(at)∧τ
B(x,c9t
1/α)
∈ B(y, c9t
1/α)
)
= Ex
 ∑
s6(at)∧τ
B(x,c9t
1/α)
1{Xs∈B(y,c9t1/α)}

> Ex
∫ (at)∧τB(x,c9t1/α)
0
 ∑
u∈B(y,c9t1/α)
wXs,uµu
ρ(Xs, u)d+α
 ds

> c14ρ(x, y)
−d−α
 inf
v∈B(x,c9t1/α)
∑
u∈B(y,c9t1/α)
wv,uµu
Ex [(at) ∧ τB(x,c9t1/α)]
> c15Px
[
τB(x,c9t1/α) > at
] t1+d/α
ρ(x, y)d+α
>
c16t
1+d/α
ρ(x, y)d+α
.
(2.35)
Here in the second inequality we have used the fact that for any v ∈ B(x, c9t
1/α) and
u ∈ B(y, c9t
1/α),
ρ(v, u) 6 ρ(v, x) + ρ(x, y) + ρ(y, u) 6 ρ(x, y) + 2c9t
1/α 6 2ρ(x, y),
in the third inequality we used the fact that Rθ
′
6 41/αRδ 6 t1/α 6 c
1/α
2 R 6 R for θ
′
∈
(θ, δ) and Assumption (HK3), and the last inequality follows from the same argument in
the fourth inequality of (2.34).
Note again that B(y, c9t
1/α) ⊆ B(0, R/3) since y ∈ B(0, R/4) and t 6 c2R
α for some c2
small enough. Since 4Rθ
′
α 6 4Rδα 6 t 6 c2R
α 6 Rα for θ
′
∈ (θ, δ), we can obtain from
(2.33) that for any a ∈ (0, 1/2),
inf
y∈B(0,R/3),z∈B(y,c9t1/α)
pB(0,R)
(
(1− a)t, y, z
)
> c17t
−d/α.
Hence, combining this with (2.34) and (2.35), for every R > R1, 4R
δα 6 t 6 c2R
α and
x, y ∈ B(0, R/4) with ρ(x, y) > 4c9t
1/α,
pB(0,R)(t, x, y) >
∑
z∈B(y,c9t1/α)
pB(0,R)(at, x, z)pB(0,R)((1 − a)t, z, y)µz
> inf
z∈B(y,c9t1/α)
pB(0,R)((1− a)t, z, y)
∑
z∈B(y,c9t1/α)
pB(0,R)(at, x, z)µz
> c18t
−d/α
Px
(
Xat ∈ B(y, 2c9t
1/α), τB(0,R) > at
)
>
c19t
ρ(x, y)d+α
.
Therefore, by all the estimates above, we prove the desired assertion by change δ a little
large if necessary. 
As a consequence of Proposition 2.11, we can obtain the following lower bound of the
heat kernel.
Theorem 2.12. (Lower bound for the heat kernel) Suppose that Assumptions (d-
Vol), (HK1) and (HK3) hold with θ ∈ (0, 1) and R0 > 1. Then there exist R1 > 1 and
δ ∈ (θ, 1) (independent of R0 and R1) such that for every x, y ∈ V and t >
(
ρ(0, x) ∨
ρ(0, y) ∨R1
)δα
,
(2.36) p(t, x, y) > C1
(
t−d/α ∧
t
ρ(x, y)d+α
)
.
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where C1 > 0 is independent of R0, R1, t, x and y. In particular, there exist T0 > 0 and
δ ∈ (θ, 1) (independent of R0 and T0) such that for all t > T0 and x, y ∈ B(0, t
1/(δα)),
(2.36) holds with C1 > 0 independent of R0, T0, t, x and y.
Proof. Let x, y ∈ V and t > 0 such that t > D(x, y)δα, where D(x, y) = ρ(0, x)∨ρ(0, y)∨R1
for some large R1 > 1 and δ ∈ (θ, 1). Then, taking R > D(x, y) such that x, y ∈ B(0, R)
and Rδα 6 t 6 C1R
α with C1 being the constant in Proposition 2.11, and applying (2.29)
with t and R above, we can get
p(t, x, y) > pB(0,R)(t, x, y) > c1
(
t−d/α ∧
t
ρ(x, y)d+α
)
.
This proves (2.36) by choosing δ a little bit larger. Choosing R = t1/(δα) and then renaming
Rδα1 as T0 in the estimate above, we can prove the second desired assertion also by taking
δ a little bit larger. 
3. Green Function Estimates and Elliptic Harnack Inequalities
In this section, we give some estimates of Green functions and then give a consequence
of elliptic Harnack inequalities. The results in this section is used in Subsection 4.2.2.
Throughout this section, we assume that (G,µ) satisfies the global d-set condition; that is,
(3.1) c−1µ 6 µx 6 cµ, c
−1
µ r
d 6 µ
(
B(x, r)
)
6 cµr
d, r > 1, x ∈ V.
We also suppose in this section that wx,y > 0 for all x, y ∈ V with x 6= y.
3.1. Upper bounds for the Dirichlet heat kernel: small times. In this subsection
we present some upper bounds of the Dirichlet heat kernel for small times, which are used
to obtain estimates for Green functions in the next subsection.
In the nearest neighbor conductance models, some priori estimates are used for the small
time heat kernel estimates, see [35, Corollaries 11 and 12] or [40, Theorems 2.1 and 2.2].
However, such estimates are not known for the long range case. In order to overcome this
obstacle, we will adopt the localization approach (see [24, Section 2.2] for more details).
We note that for our arguments to work, we need the global d-set condition (3.1) and
the assumption that wx,y > 0 for all x, y ∈ V with x 6= y. Since finally we will apply
results in this part to Subsection 4.2.2, in which we show the elliptic Harnack inequalities
do not hold in general on long-range random conductance models, we are satisfied with the
assumptions. It is an interesting open problem how much we can relax the assumptions.
For any fixed R > 1, γ ∈ (0, 1) and x0 ∈ B(0, 2R), we define the following symmetric
regular Dirichlet form (Dˆx0,γ,R, Fˆx0,γ,R):
Dˆx0,γ,R(f, f) =
∑
x,y∈V :ρ(x,y)6γR
(
f(x)− f(y)
)2 wˆx,y
ρ(x, y)d+α
µxµy, f ∈ Fˆ
x0,γ,R,
Fˆ
x0,γ,R ={f ∈ L2(V ;µ) : Dˆx0,γ,R(f, f) <∞},
where
(3.2) wˆx,y =
{
wx,y, if x ∈ B(x0, R) or y ∈ B(x0, R),
1, otherwise.
Here we omit the parameters x0 and R in the definition of wˆx,y for simplicity. Denote by
(Xˆx0,γ,Rt )t>0 the symmetric Hunt process associated with (Dˆ
x0,γ,R, Fˆx0,γ,R).
For every r > 0, set
Θ(r) := 1 + sup
x,y∈B(0,r)
w−1x,y.
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Lemma 3.1. Suppose that Assumption (HK1) holds with θ ∈ (0, 1) and R0 > 1. Then,
for any γ ∈ (0, α/(3(d + α))], there exists a constant R1 > 1 such that for every R > R1,
x0 ∈ B(0, 2R), R
θ 6 r 6 R, x ∈ V and t > 0,
(3.3) Px
(
ρ
(
Xˆx0,γ,rt , x
)
> r
)
6 C1Θ(4R)
d/α t
rα
,
where C0, C1 > 0 are independent of R0, R1, R, r, x0, x and t (but may depend on γ).
Proof. We only need to verify (3.3) the case that 0 < t 6 (γr)α/2. The proof is split into
two steps.
Step (1) By Assumption (HK1) and the definition of wˆx,y, we can verify that for every
1 6 r 6 R and x0 ∈ B(0, 2R),
(3.4) sup
x∈V
∑
y∈V :ρ(x,y)6c∗r
wˆ−1x,yµy 6 c0Θ(4R)r
d
with c∗ := 8c
2/d
µ , and also that there is a constant R0 > 1 such that for all R > R0,
x0 ∈ B(0, 2R) and R
θ 6 r 6 R,
(3.5) sup
x∈V
∑
y∈V :ρ(x,y)6γr
wˆx,yµy
ρ(x, y)d+α−2
6 c0(γr)
2−α.
Using (3.4) and (3.1), and following the argument of (2.4), we can obtain that for any
x0 ∈ B(0, 2R), 1 6 r 6 R, x ∈ V and any measurable function f on V ,∑
z∈B(x,r)
(f(z)−(f)B(x,r))
2µz 6 c1Θ(4R)r
α
∑
z,y∈B(x,r)
(f(z)−f(y))2
wˆz,y
ρ(z, y)d+α
µyµz.(3.6)
Let pˆx0,γ,r(t, x, y) be the heat kernel associated with the process (Xˆx0,γ,rt )t>0, and let
ψx0(t, x) = pˆ
x0,γ,r(2t, x, x) =
∑
z∈V pˆ
x0,γ,r(t, x, z)2µz for any t > 0 and x ∈ V . Then, it
follows from (3.6) and the argument of (2.6) that for all x0 ∈ B(0, 2R), x ∈ V , 1 6 r 6 R,
0 < t 6 (γr)α/2 and 1 6 r(t) 6 γr,
ψ′x0(t, x) 6 c2Θ(4R)
−1r(t)−α
(
ψx0(t, x)− c3r(t)
−d
)
.
Here and in what follows constants ci may depend on γ. Thus, further following part (3)
in the proof of Proposition 2.1, we can finally obtain for all x0 ∈ B(0, 2R) and 1 6 r 6 R,
(3.7) pˆx0,γ,r(t, x, y) 6 c4Θ(4R)
d/αt−d/α, x, y ∈ V, 0 < t 6 (γr)α/2.
Step (2) For simplicity, in the following we omit the index x0. According to (3.7) and
[23, Theorem (3.25)], for any x, y ∈ V , 1 6 r 6 R and 0 < t 6 (γr)α/2, we have
pˆx0,γ,r(t, x, y) 6 c∗4Θ(4R)
d/αt−d/α inf
ψ∈L∞(V ;µ)
exp(ψ(x) − ψ(y) + c(ψ)t),
where c(ψ) = supx∈V b(ψ, x) and
b(ψ, x) =
∑
z∈V :ρ(z,x)6γr
wˆx,zµz
ρ(x, z)d+α
(eψ(z)−ψ(x) − 1)2.
Next, for fixed x, y ∈ V and λ > 0, define
ψλ(z) = λ(ρ(x, y) ∧ ρ(z, x)) ∈ L
∞(V ;µ).
Then,
b(ψλ, x) 6
∑
z∈V :ρ(x,z)6γr
wˆx,zµz
ρ(x, z)d+α
(eλ(ρ(x,z)∧ρ(x,y)) − 1)2
6 λ2e2λγr
∑
z∈V :ρ(z,x)6γr
wˆx,zµzρ(x, z)
2−d−α =: J(x),
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where in the first inequality we used the facts that s 7→ (es−1)2 is increasing for s > 0 and
|ψλ(z)−ψλ(y)| 6 λ
(
ρ(y, z)∧ ρ(x, y)
)
for any x, y, z ∈ V , and the second inequality follows
from the inequality that |es − 1|2 6 s2e2|s| for s > 0. On the other hand, it is obvious
that, by (3.5), we can find a constant R1 > 1 such that for all R > R1, x0 ∈ B(0, 2R) and
Rθ 6 r 6 R,
sup
x∈V
J(x) 6 c5e
2λγr(λγr)2(γr)−α.
Combining both estimates above, we arrive at that for all R > R1, x0 ∈ B(0, 2R) and
Rθ 6 r 6 R,
sup
x∈V
b(ψλ, x) 6 c5e
3λγr(γr)−α,
where we have used the fact that s2e2s 6 2e3s for s > 0.
Now we suppose that R > R1, x0 ∈ B(0, 2R) and R
θ 6 r 6 R. Hence, for any
0 < t 6 (γr)α/2 and x, y ∈ V ,
pˆγ,r(t, x, y) 6 c∗4Θ(4R)
d/αt−d/α exp
(
−λρ(x, y) + c5(γr)
−αe3λγrt
)
.
Set
λ =
1
3γr
log
((γr)α
t
)
in the right side of the inequality above, we get for all 0 < t 6 (γr)α/2 and x, y ∈ V ,
pˆγ,r(t, x, y) 6 c6Θ(4R)
d/αt−d/α
( t
(γr)α
)ρ(x,y)/(3γr)
.
Therefore, for all x ∈ V and 0 < t 6 (γr)α/2,
Px
(
ρ(Xˆx0,γ,rt , x) > r
)
=
∑
y∈V :ρ(x,y)>r
pˆγ,r(t, x, y)µy
6 c7Θ(4R)
d/αt−d/α
∞∑
k=0
∑
y∈V :2kr<ρ(x,y)62k+1r
( t
(γr)α
)ρ(x,y)/(3γr)
6 c8Θ(4R)
d/αt−d/α
∞∑
k=0
µ
(
B(x, 2k+1r)
)( t
(γr)α
)2kr/(3γr)
6 c9Θ(4R)
d/αt−d/α
∞∑
k=0
2(k+1)drd
( t
(γr)α
)2k/(3γ)
6 c10Θ(4R)
d/α
( t
(γr)α
)(1/(3γ))−(d/α)
.
Taking γ 6 α/(3(d + α)) (in particular, (1/(3γ)) − (d/α) > 1) in the last inequality
immediately yields the desired assertion (3.3). 
By Lemma 3.1, we can further establish the following estimate for exit time of the
process X.
Lemma 3.2. Suppose that Assumption (HK1) holds with some constant θ ∈ (0, 1) and
R0 > 1. Then for every θ
′ ∈ (θ, 1), there exist constants R1 > 1 and C0, C1 > 0 (which are
independent of R0 and R1) such that for every R > R1, x ∈ B(0, 2R), R
θ′ 6 r 6 2R and
t > 0,
(3.8) Px(τB(x,r) 6 t) 6 C1Θ(4R)
d/α t
rα
.
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Proof. It suffices to verify the desired assertion for the case that 0 < t 6 rα/2. The proof
is split into two steps.
Step (1) We suppose that γ ∈ (0, α/(3(d + α))], R > R1 for some R1 large enough,
x ∈ B(0, 2R), Rθ 6 r/2 6 R and 0 < t 6 rα/2. According to (3.3),
sup
s∈[t,2t]
sup
y∈V
Py
(
ρ
(
Xˆx,γ,rs , y
)
>
r
2
)
6 c1Θ(4R)
d/α t
rα
.
Hence, by the strong Markov property,
Px
(
τˆx,γ,rB(x,r) 6 t
)
6 Px
(
τˆx,γ,rB(x,r) 6 t, ρ
(
Xˆx,γ,r2t , x
)
6
r
2
)
+Px
(
ρ
(
Xˆx,γ,r2t , x
)
>
r
2
)
6 Ex
[
1{τˆx,γ,r
B(x,r)
6t}PXˆx,γ,r
τˆ
x,γ,r
B(x,r)
(
ρ
(
Xˆx,γ,r
2t−τˆx,γ,r
B(x,r)
, Xˆx,γ,r0
)
>
r
2
)]
+ c1Θ(4R)
d/α t
rα
6 sup
y∈V
sup
s∈[t,2t]
Py
(
ρ
(
Xˆx,γ,rs , y
)
>
r
2
)
+ c1Θ(4R)
d/α t
rα
6 2c1Θ(4R)
d/α t
rα
,
where τˆx,γ,rA := inf{t > 0; Xˆ
x,γ,r
t /∈ A} is the first exit time from A ⊂ V for the process
(Xˆx,γ,rt )t>0.
Step (2) Similar to the argument in [24, Section 3.1], we define the following Dirichlet
form (Dˆx,r, Fˆx,r)
Dˆx,r(f, f) =
∑
y,z∈V
(
f(y)− f(z)
)2 wˆy,z
ρ(y, z)d+α
µyµz, f ∈ Fˆ
x,r,
Fˆ
x,r ={f ∈ L2(V ;µ) : Dˆx,r(f, f) <∞},
where wˆx,y is defined by (3.2) with x0 and R replaced by x and r respectively. In particular,
by the definition of (Dˆx,r, Fˆx,r), we have immediately
Px
(
τB(x,r) 6 t
)
= Px
(
τˆx,rB(x,r) 6 t
)
, x ∈ V, r, t > 0,
where (Xˆx,rt )t>0 is the Hunt process associated with (Dˆ
x,r, Fˆx,r), and τˆx,rA := inf{t > 0 :
Xˆx,rt /∈ A} for a subset A ⊂ V . Furthermore, according to [24, Lemma 3.1], we find that
Px
(
τˆx,rB(x,r) 6 t
)
6 Px
(
τˆx,γ,rB(x,r) 6 t
)
+ c2t sup
y∈B(x,r)
∑
z∈V :ρ(y,z)>γr
wy,zµz
ρ(y, z)d+α
.
Noting that γr > γRθ
′
> Rθ for R large enough, Assumption (HK1) implies
sup
y∈B(x,r)
∑
z∈V :ρ(y,z)>γr
wy,zµz
ρ(y, z)d+α
6 c3r
−α.
Combining all the estimates above yields the desired conclusion (3.8). 
Now, we are in the position to present the upper bound of the Dirichlet heat kernel for
small times.
Proposition 3.3. Suppose that Assumptions (HK1) and (HK2) hold with constants
θ ∈ (0, 1) and R0 > 1. Then, for each θ
′ ∈ (θ, 1), there is a constant R1 > 1 such that for
all R > R1, x, y ∈ B(0, R) with ρ(x, y) > R
θ′, and 0 < t 6 Rα,
(3.9) pB(0,R)(t, x, y) 6 C1Θ(4R)
k
(
t−d/α ∧
t
ρ(x, y)d+α
)
,
where C0, C1 > 0 and k > d/α are independent of R0, R1, R, x, y and t.
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Proof. We only sketch the proof. First, we note that (3.6) holds with wˆz,y replaced by wz,y
and for all x ∈ B(0, R). Following the proof of Proposition 2.1 and carefully tracking the
dependence on Θ(4R), we can obtain that there are constants R1 > 1 such that for all
R > R1, x, y ∈ B(0, R) and 0 < t 6 R
α,
(3.10) pB(0,R)(t, x, y) 6 c2Θ(4R)
d/αt−d/α.
Second, using (3.10), (3.8) (which requires that x, y ∈ B(0, R) with ρ(x, y) > Rθ
′
) and
Assumption (HK2), and repeating the argument of Proposition 2.6, we can obtain the
desired conclusion. (We note that in the proof of Proposition 2.6, we apply the induction
procedure. Hence the term Θ(4R) will be multiplied for several times.) 
3.2. Estimates for Green functions. The aim of this part is to obtain some estimates
for Green functions.
Proposition 3.4. Let d > α. Suppose that Assumptions (HK1), (HK2) and (HK3)
hold with constants θ ∈ (0, 1) and R0 > 1. Then, for every θ
′ ∈ (θ, 1), there exist constants
R1 > 1 and k > d/α such that the following hold for every R > R1,
(1) for any x, y ∈ B(0, R) with ρ(x, y) > Rθ
′
,
(3.11) GB(0,R)(x, y) 6 C1Θ(4R)
kρ(x, y)−d+α;
(2) for x, y ∈ B(0, R/4),
(3.12) GB(0,R)(x, y) > C2
(
ρ(x, y)−d+α ∧R−θ
′(d−α)
)
,
where C0, C1, C2, k are positive constants independent of R1, R, x and y.
Proof. According to (2.3) and (3.9), under Assumptions (HK1) and (HK2) there exist
constants R1 > 1 and k > d/α such that for all R > R1 and x, y ∈ B(0, R) with ρ(x, y) >
Rθ
′
,
(3.13) pB(0,R)(t, x, y) 6
{
c1Θ(4R)
ktρ(x, y)−d−α, 0 < t 6 ρ(x, y)α,
c1t
−d/α, t > ρ(x, y)α > Rθ
′α,
which implies that
GB(0,R)(x, y) 6 c1
[∫ ρ(x,y)α
0
Θ(4R)kt
ρ(x, y)d+α
dt+
∫ ∞
ρ(x,y)α
t−d/α dt
]
6 c2Θ(4R)
kρ(x, y)−d+α,
where in the last inequality we used d > α. This proves (3.11).
On the other hand, by (2.29), under Assumptions (HK1) and (HK3) there exists a
constant R2 > 1 such that for all R > R2, x, y ∈ B(0, R/4) and R
θ′α 6 t 6 c3R
α,
pB(0,R)(t, x, y) > c4
(
t−d/α ∧
t
ρ(x, y)d+α
)
.
If x, y ∈ B(0, R/4) such that ρ(x, y) 6 Rθ
′
, then ρ(x, y) 6 t1/α for any Rθ
′α 6 t 6 c3R
α,
and so
GB(0,R)(x, y) >
∫ c3Rα
Rθ′α
pB(0,R)(t, x, y) dt > c4
∫ c3Rα
Rθ′α
t−d/α dt > c5R
−θ′(d−α).
While for any x, y ∈ B(0, R/4) with ρ(x, y) > Rθ
′
, it holds
GB(0,R)(x, y) > c4
( ∫ ρ(x,y)α∧(c3Rα)
Rθ′α
t
ρ(x, y)d+α
dt+
∫ c3Rα
ρ(x,y)α∧(c3Rα)
t−d/α dt
)
> c6ρ(x, y)
−d+α,
where in the last inequality we have used the facts that d > α and ρ(x, y) 6 R/2 for any
x, y ∈ B(0, R/4). Combining both estimates above, we obtain (3.12). 
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According to Proposition 3.4 and its proof, we can also obtain the following estimates
for global Green functions.
Proposition 3.5. Assume that Assumptions (HK1), (HK2) and (HK3) hold with θ ∈
(0, 1) and R0 > 1. We further suppose that supr>1Θ(r) <∞. Then, for every θ
′ ∈ (θ, 1),
there exists a constant R1 > 1 such that for all x, y ∈ V with
ρ(x, y) > 4(R1 ∨ ρ(0, x) ∨ ρ(0, y))
θ′ ,
it holds
(3.14) C1ρ(x, y)
−d+α
6 G(x, y) 6 C2ρ(x, y)
−d+α,
where C1, C2 > 0 are independent of R0, R1, x and y.
Proof. For any x, y ∈ V , define D(x, y) := R1 ∨ ρ(0, x) ∨ ρ(0, y) with R1 > 1 being the
constant in Proposition 3.4. Suppose that x, y ∈ V satisfy ρ(x, y) > 4D(x, y)θ
′
. Then,
applying (the first inequality in) (3.13) and (3.8), we can follow the proof of Proposition
2.7 with N(t, x, y) := ρ(x, y)(d+α)/α and get that for any R large enough and any 0 < t 6
ρ(x, y)α,
p(t, x, y) 6 c1[Θ(ρ(x, y)
(d+α)/α)]k
t
ρ(x, y)d+α
6
c2t
ρ(x, y)d+α
.
This along with (2.14) yields that
G(x, y) 6 c3
(∫ ρ(x,y)α
0
t
ρ(x, y)d+α
dt+
∫ ∞
ρ(x,y)α
t−d/α dt
)
6 c4ρ(x, y)
−d+α,
proving the desired upper bound in (3.14).
On the other hand, the desired lower bound in (3.14) follows from (3.12) by taking
R = 4D(x, y). The proof is complete. 
3.3. Consequence of elliptic Harnack inequalities. Let L be the generator associated
with the process X. For any subset A ⊆ V , we say that u : A → R is harmonic with
respect to L on A, if for any x ∈ A, Lu(x) = 0. We call that the elliptic Harnack inequality
(EHI) (associated with L) holds at x0 ∈ V , if there are constants R0 := R0(x0) > 1 and
c1 := c1(x0, R0) > 1 such that for every R > R0 and every non-negative function f(x) on
V which is harmonic on B(x0, 2R), it holds that
sup
x∈B(x0,R)
f(x) 6 c1(x0, R0) inf
x∈B(x0,R)
f(x).
We emphasize that here we use a weaker version of EHI, where the constant c1(x0, R0)
may depend on x0 and R0. Note that unlike [29], in the present setting the associated
elliptic Harnack inequality is not necessarily translation or scaling invariant.
Proposition 3.6. Let d > α. Suppose that Assumptions (HK1), (HK2) and (HK3)
hold with some constants θ ∈ (0, 1) and R0 > 1. Assume further that supr>1Θ(r) < ∞.
If EHI holds at x0 ∈ V , then for every θ
′ ∈ (θ, 1), there exist constants R1 := R1(x0) > 1
and c0 := c0(x0, R1) > 0 such that for all R > R1 and z ∈ B(x0, 4R)
c,
(3.15) wx0,z 6 c0
(
sup
v∈B(x0,2R),v 6=x0
wv,z
)
Rα+θ
′(d−α).
Proof. Without loss of generality, we will assume that x0 = 0. For any R > 1 and
z ∈ B(0, 4R)c, define
fz(x) = Px(XτB(0,2R) = z), x ∈ B(0, 2R),
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which is a harmonic function on B(0, R). By EHI, there are constants R0 > 1 and c1 :=
c1(x0, R0) > 1 such that for all z ∈ B(0, 4R)
c,
(3.16) fz(x) 6 c1fz(y), x, y ∈ B(0, R).
Note that, according to the Ikeda-Watanabe formula (see [45, Theorem 2]), it holds that
fz(x) =
∑
v∈B(0,2R)
GB(0,2R)(x, v)
wv,zµv
ρ(v, z)d+α
, x ∈ B(0, R).
According to Theorem 2.2 (i.e., [24, Theorem 3.4]), under Assumption (HK1) we have
(2.11). In particular, there exists a constant R0 > 1 (here for notational simplicity, we
take the same R0 as above) such that for all R > R0 and x ∈ B(0, R),∑
y∈B(0,2R)
GB(0,2R)(x, y)µy = Ex[τB(0,2R)] 6 Ex[τB(x,4R)] 6 c2R
α,
(3.17)
where c2 > 0 is independent of R0 and R. (We note that here c2 is also independent of x0
if we consider that EHI holds at x0 ∈ V in the beginning.)
Since ρ(z, 0)/2 6 ρ(z, v) 6 3ρ(z, 0)/2 for all z ∈ B(0, 4R)c and v ∈ B(0, R), for any
R > R0 with R/2 > R
θ′ , y ∈ B(0, R) with ρ(y, 0) > R/2 and z ∈ B(0, 4R)c,
fz(y) =
∑
v∈B(0,2R)
GB(0,2R)(y, v)
wv,zµv
ρ(v, z)d+α
6 c3ρ(z, 0)
−d−α
×
[(
sup
v∈B(0,2R),v 6=0
wv,z
)
·
( ∑
v∈B(0,2R)
GB(0,2R)(y, v)µv
)
+ w0,zG
B(0,R)(y, 0)
]
6 c4ρ(z, 0)
−d−α
(
Rα · sup
v∈B(0,2R),v 6=0
wv,z + w0,zR
−d+α
)
,
where c4 > 0 is independent of R0 and R, and in the last inequality we have used (3.17)
and (3.11), thanks to the fact that ρ(y, 0) > Rθ
′
.
On the other hand, by (3.12), it holds that
fz(0) =
∑
v∈B(0,2R)
GB(0,2R)(0, v)
wv,zµv
ρ(v, z)d+α
> c5ρ(z, 0)
−d−αGB(0,2R)(0, 0)w0,z > c6ρ(z, 0)
−d−αw0,zR
−θ′(d−α),
where c6 > 0 is independent of R0 and R.
Combining both estimates above with (3.16), we find that for all R > R0 and z ∈
B(0, 4R)c
w0,zR
−θ′(d−α) 6 c7w0,zR
−d+α + c7
(
sup
v∈B(0,2R),v 6=0
wv,z
)
Rα.
Noting that c7 is independent of R (but may depend on R0) and that θ
′ < 1, we can take
R1 large enough such that c7R
−d+α 6 R−θ
′(d−α)/2 for all R > R1 > R0. Therefore, for all
R > R1,
w0,zR
−θ′(d−α)
6 2c7
(
sup
v∈B(0,2R),v 6=0
wv,z
)
Rα,
which proves the desired assertion (3.15). 
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4. Application: Random Conductance Model
We will apply results in the previous two sections to study heat kernel estimates and
elliptic Harnack inequalities for random conductance models on L := Zd1+ × Z
d2 (with
d1, d2 ∈ Z+ such that d1 + d2 > 1) with stable-like jumps.
Let V = L and {wx,y(ω) : x, y ∈ L} be a sequence of independent (but not necessarily
identically distributed) random variables on some probability space (Ω,FΩ,P) such that
wx,y = wy,x > 0 for any x 6= y, and wx,x = 0 for any x ∈ L. Let µ be a strictly positive
(random) measure on L. For P-a.s. fixed ω ∈ Ω, we consider the following regular Dirichlet
form (Dω,Fω) on L2(L;µ),
Dω(f, f) =
∑
x,y∈L
(f(x)− f(y))2
wx,y(ω)
|x− y|d+α
, f ∈ Fω,
F
ω = {f ∈ L2(L;µ) : Dω(f, f) <∞}.
Note that unlike (1.6) we do not include the term µxµy in the Dirichlet form above, but it
is obviously reduced into (1.6) by replacing wx,y with
wx,y(ω)
µxµy
. We prefer to the expression
above due to the consistency of notations as those in [24, Section 5.2.1]. Let (Xωt )t>0 be
the symmetric Hunt process associated with (Dω,Fω), whose infinitesimal generator Lω
is given by
(4.1) Lωf(x) :=
1
µx
∑
y∈L
(
f(y)− f(x)
) wx,y(ω)
|x− y|d+α
.
In the literature, when µ is the counting measure (resp. µx = µ
ω
x :=
∑
z∈L
wx,z(ω)
|x−z|d+α
for all
x ∈ V ), X is called a variable speed random walk (resp. a constant speed random walk),
and denote by pω(t, x, y) (resp. qω(t, x, y)) the heat kernel of the corresponding process X.
4.1. Heat kernel estimates and local limit theorem.
Theorem 4.1. (Heat kernel estimates for variable speed random walks) Suppose
that d > 4− 2α,
(4.2) sup
x,y∈L:x 6=y
P
(
wx,y = 0
)
< 2−4
and
(4.3) sup
x,y∈L:x 6=y
E[w2px,y] <∞ and sup
x,y∈L:x 6=y
E[w−2qx,y 1{wx,y 6=0}] <∞
for p, q ∈ Z+ with
p > max
{
d+ 1 + θ0
dθ0
,
d+ 1
2θ0(2− α)
}
and q >
d+ 1 + θ0
dθ0
,
where θ0 := α/(2d + α). Then, for P-a.s. ω ∈ Ω and every x ∈ L, there is a constant
Rx(ω) > 1 such that for all R > Rx(ω), t > 0 and y ∈ L satisfying t > (|x− y|∨Rx(ω))
θα,
(4.4) C1
(
t−d/α ∧
t
|x− y|d+α
)
6 pω(t, x, y) 6 C2
(
t−d/α ∧
t
|x− y|d+α
)
,
where C1, C2 > 0 and θ ∈ (0, 1) are constants independent of t, x and y.
Proof. Obviously, the counting measure µ satisfies Assumptions (d-Vol). Under (4.2),
(4.3) and the condition that {wx,y(ω) : x, y ∈ L} is a sequence of independent random
variables, we can follow the proof of [24, Proposition 5.6] (in particular, the Borel-Cantelli
arguments), and prove that there is a constant θ ∈ (0, α/(2d + α)) such that for all fixed
x ∈ L and P-a.s. ω ∈ Ω, Assumptions (HK1), (HK2) and (HK3) hold for random
conductance {wx,y(ω) : x, y ∈ L} with the associated center 0 and constant R0 being
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replaced by x and R˜x(ω) > 1 respectively. Therefore, according to Theorem 2.8 and
Theorem 2.12, for every x ∈ L and P-a.s. ω ∈ Ω, there exists Rx(ω) > 1 such that (4.4) is
fulfilled. 
Theorem 4.2. (Heat kernel estimates for constant speed random walks) Suppose
that d > 4− 2α, wx,y > 0 for all x 6= y ∈ L,
(4.5) inf
x∈L
µωx > 0, sup
x∈L
µωx <∞
and (4.3) holds with the same constants p, q ∈ Z+ as these in Theorem 4.1. Then for
P-a.s. ω ∈ Ω and every x ∈ L, there is a constant Rx(ω) > 1 such that for all R > Rx(ω)
and for all t > 0 and y ∈ L satisfying t > (|x− y| ∨Rx(ω))
θ1α,
(4.6) C3
(
t−d/α ∧
t
|x− y|d+α
)
6 qω(t, x, y) 6 C4
(
t−d/α ∧
t
|x− y|d+α
)
,
where C3, C4 > 0 and θ ∈ (0, 1) are constants independent of t, x and y.
Proof. For the constant speed random walk, µωx =
∑
z∈L
wx,z(ω)
|x−z|d+α
. Then, the associated
Dirichlet form enjoys the expression (1.6) with µx = µ
ω
x and wx,y =
wx,y(ω)
µωxµ
ω
y
. Under (4.5),
there are constants 0 < c1 6 c2 < ∞ such that for all x ∈ L, c1 6 µ
ω
x 6 c2, which implies
that Assumption (d-Vol) holds. Due to the fact that µωx is uniformly bounded from upper
and below, we can follow in the proof of Theorem 4.1 to verify that for all fixed x ∈ L
and P-a.s. ω ∈ Ω, Assumptions (HK1), (HK2) and (HK3) hold with the associated
center x and constant R˜x(ω) > 1 respectively. Therefore, the desired assertion follows
from Theorem 2.8 and Theorem 2.12. 
Remark 4.3. (1) Similar to the case for variable speed random walks (see Theorem 4.1),
we can allow the conductance in Theorem 4.2 to be degenerate; that is, Theorem 4.2 still
holds, even if the assumption that wx,y > 0 for all x, y ∈ L is replaced by an upper bound
of the probability for degenerate conductances like (4.2). As seen from the proof of [24,
Proposition 5.6], such an explicit upper bound depends on the constants c1, c2 for uniform
bounds of {µωx}x∈L. We omit the details here.
(2) For the nearest neighbor random conductance models (see e.g. [1, 11, 51]), percola-
tion estimates are crucially used to remove or weaken the condition (4.5). However, such
estimates are not available (and are not easy to gain at least) for our model. This explains
the reason why we need assume (4.5) in Theorem 4.2.
According to [34, Theorem 1] (see [13, Section 4] or [3, Theorem 1.11] for related dis-
cussions), we have the following local limit theorem for (Xωt )t>0. For any a > 0, let
ka,t(x) := ka,t(0, x) be the transition density function corresponding to symmetric α-stable
processes with Lévy measure a|z|−d−α dz.
Theorem 4.4 (Local limit theorem for variable speed random walks). Under the
setting of Theorem 4.1, assume further that Ewx,y = a for all x 6= y ∈ L. Then, for any
T2 > T1 > 0 and k > 1,
lim
n→∞
sup
|x|6k
sup
t∈[T1,T2]
|ndpω(nαt, 0, [nx])− ka,t(x)| = 0,
where [x] = ([x1], · · · , [xd]) for any x = (x1, · · · , xd) ∈ R
d1
+ ×R
d2 .
Proof. We consider the scaling limit procedure as used in [24, Section 4], and adopt the
notations in [34]. Let E = F = Rd1+ × R
d2 , G = L with d(x, y) = |x − y|, and Gn =
n−1L with dGn(x, y) = nd(x, y). Denote by ν the Lebesgue measure, and by ν
n the
counting measure on Gn. It is clear that conditions (a)–(c) in [34, Assumption 1] hold
with α(n) = n, β(n) = nd and γ(n) = nα. Let Xn,ωt := n
−1Xωnαt for any t > 0, and denote
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by pn,ω(t, x, y) its heat kernel on Gn = n−1L with respect to the counting measure νn.
Then, pn,ω(t, x, y) = pω(nαt, nx, ny) for all x, y ∈ n−1L and t > 0, and so it suffices to
prove that the conclusion of [34, Theorem 1] holds for pn,ω(t, x, y). Note that, though [34,
Theorem 1] is stated for the local limit theorem for a discrete time Markov process, by
carefully tracking the argument, we can verify that the proof also works for a continuous
time Markov process, see the proof of [3, Theorem 1.11] for more details. Now, we are
going to check that (d) in [34, Assumption 1] holds for pn,ω(t, x, y).
According to [24, Theorem 1.1], under the setting of Theorem 4.1, the quenched in-
variance principle holds for (Xωt )t>0 with the limit process being a (reflected) symmetric
α-stable Lévy process on Rd1+ ×R
d2 with jumping measure a|z|−d−α dz. In particular, this
implies that for every f ∈ Cb(R
d1
+ ×R
d2), t > 0 and x ∈ Rd1+ ×R
d2 ,
lim
n→∞
∣∣∣∣En,ω[x]n[f(Xn,ωt )]− ∫
Rd
f(z)ka,t(x− z) dz
∣∣∣∣ = 0,
where [x]n := n
−1[x] and En,ωx denotes the expectation with respect to the law of process
(Xn,ωt )t>0 with the initial point x ∈ n
−1
L. Combining this with Theorem 2.10 (which was
used to estimate the term
∣∣En,ω[x]n [f(Xn,ωt )]−En,ω[x]n [f(Xn,ωs )]∣∣ for 0 < s < t), we can further
verify that for every f ∈ Cb(R
d1
+ ×R
d2), 0 < T1 < T2 and x ∈ R
d1
+ ×R
d2 ,
(4.7) lim
n→∞
sup
t∈[T1,T2]
∣∣∣∣En,ω[x]n[f(Xn,ωt )]− ∫
Rd
f(z)ka,t(x− z) dz
∣∣∣∣ = 0.
Since for every x0 ∈ R
d1
+ ×R
d2 and r > 0,
∫
∂B(x0,r)
ka,t(x− z) dz = 0, (4.7) in turn yields
that
lim
n→∞
sup
t∈[T1,T2]
∣∣∣∣∣Pn,ω[x]n(Xn,ωt ∈ B(x0, r))−
∫
B(x0,r)
f(z)ka,t(x− z) dz
∣∣∣∣∣ = 0,
see e.g. [18, Theorem 2.1]. Therefore, (d) in [34, Assumption 1] is satisfied.
On the other hand, it follows from Theorem 2.10 again and the on-diagonal upper bound
(see (4.4)) of pω(t, x, y), there are constants δ ∈ (0, 1) and β ∈ (0, 1) such that for any
0 < T1 < T2, r > 0, γ ∈ (0, r] and n > 1 large enough,
sup
x,y∈BGn (0,α(n)r),
(nγ)δ6dGn
(x,y)6nγ
sup
t∈[T1,T2]
|pω(nαt, 0, [nx])−pω(nαt, 0, [ny])|6c1(T1, T2, r)n
−dγβ,
(4.8)
where c1 > 0 is independent of n and γ, and BGn(0, r) is denoted by the ball on G
n with
center 0 and radius r. Note that, (4.8) is slightly weaker than [34, Assumption 2], since
we require to take the supremum of (nγ)δ 6 dGn(x, y). However, according to (4.8) and
the on-diagonal upper bound of heat kernel (4.4), we can get that for every x ∈ Rd1+ ×R
d2 ,
t ∈ [T1, T2], each fixed δ > 0 and r ∈ (0, δ] small enough,
|J1(t, n, x, r)| : = n
−d
∣∣∣∣∣∣
∑
y∈Gn:y∈B(x,r)
(pn,ω(t, 0, y) − pn,ω(t, 0, x))
∣∣∣∣∣∣
6 n−d
∣∣∣∣∣∣
∑
y∈Gn:(nr)δ6dGn (y,x)6nr
(pn,ω(t, 0, y) − pn,ω(t, 0, x))
∣∣∣∣∣∣
+ n−d
∣∣∣∣∣∣
∑
y∈Gn:dGn (y,x)6(nr)
δ
(pn,ω(t, 0, y) − pn,ω(t, 0, x))
∣∣∣∣∣∣
6 n−d sup
(nr)δ6dGn (y,x)6nr
|pn,ω(t, 0, y) − pn,ω(t, 0, x)| · νn
(
B(x, r)
)
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+ 2n−d sup
dGn (y,x)6(nr)
δ
|pn,ω(t, 0, y)| · νn
(
B(x, n−1(nr)δ)
)
6 c2(T1, T2, δ)n
−d
[
νn
(
B(x, r)
)
n−drβ + n−dνn
(
B(x, n−1+δrδ)
)]
6 c3(T1, T2, δ)n
−d
[
rd+β + n−(1−δ)drδd
]
.
Hence
lim
r→0
lim sup
n→∞
sup
t∈[T1,T2]
nd|J1(t, n, x, r)| = 0.
With this estimate replacing that of J1(t, n) in the proof of [13, Theorem 4.2], the proof
of [34, Theorem 1] is valid. See also the proof of [3, Theorem 1.11].
Therefore, the desired assertion follows from [34, Theorem 1]. 
Remark 4.5. Here we take V = L in Theorem 4.1 and Theorem 4.4 for simplicity. As
in [24, Section 5], these results also hold for more general d-sets, including the Sierpinski
gasket.
4.2. Two counterexamples.
4.2.1. Heat kernel estimates. In this subsection, we give an example that shows the
heat kernel may behave anomalously without the moment condition of w−1xy . This example
is heavily motivated by [17, Theorem 2.1 (1)].
In the following, denote by Pω(n, x, y) the n-step transition probability for discrete
time Markov chain associated with the conductance {Cx,y(ω) :=
wx,y(ω)
|x−y|d+α
: x, y ∈ Zd},
and by qω(t, x, y) the heat kernel for the constant speed random walk associated with
{Cx,y(ω) : x, y ∈ Z
d}.
Proposition 4.6. Let d > 5 and κ > 1/d. Then, there exist a sequence of independent
random variables {wx,y : x, y ∈ Z
d} such that wx,y
d
= wx′,y′ for |x− y| = |x
′ − y′|, and
(4.9) P(wx,y 6 1) = 1, c
−1
1 6 E[wx,y] 6 c1, ∀x 6= y ∈ Z
d,
for some constant c1 > 1 independent of x and y; while
(4.10) Pω(2n, 0, 0) > C(ω)
e−(log n)
κ
n2
, ∀n > 1, a.s. P
for some random variable C(ω) > 0. In particular, for any δ > 0 small enough, there
exists a constant C1(ω) > 0 such that
qω(t, 0, 0) > C1(ω)t
−2−δ, t > 1.
Proof. Since
qω(t, x, y) =
∑
n>0
tn
n!
e−tPω(n, x, y), t > 0, x, y ∈ Zd,
it suffices to prove (4.10). The proof is similar to that of [17, Theorem 2.1 (1)] except
that we should control long range bonds suitably. For κ > 1/d, choose ε > 0 small
enough so that (1 + (4d + 2)ε)/d < κ. Take a sequence of independent random variables
{wx,y : x, y ∈ Z
d} such that
(i) for every |x− y| = 1, we set
(4.11) P(wx,y = 1) > pc(d), P(wx,y = 2
−N ) = c1N
−(1+ε), ∀N > 1,
for some c1 > 0, where pc(d) is the critical probability of the Bernoulli percolation
on Zd;
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(ii) for |x− y| > 1, choose {wx,y : x, y ∈ Z
d} to satisfy (4.9) and
(4.12) P
 ∑
z∈L:|y−z|>1
Cy,z 6M
 = 1, P
 ∑
z∈L:|y−z|>1
Cy,z 6 2
−N
 > c2N−ε, ∀N > 1,
for some M > 1 and c2 > 0, where Cx,y = wx,y/|x− y|
d+α.
Define
ℓN = N
(1+(4d+2)ε)/d
and for each x ∈ Zd, let AN (x) be the event that the configuration near y = x + e1 and
z = x+ 2e1 (here e1 = (1, 0, · · · , 0)) is as follows:
(iii) Cy,z = 1, Cx,y = 2
−N and other nearest neighbor bonds (that is, bonds with length
1; n.n. bonds in short) connected to y and z have conductance 6 2−N ; moreover,∑
u∈L:|y−u|>1Cy,u 6 2
−N and
∑
u∈L:|z−u|>1Cz,u 6 2
−N .
(iv) x is connected to the boundary of the box of side length (log ℓN )
2 centered at x by
n.n. bonds and conductance 1.
Since bonds with conductance 1 percolate, using (4.11) and (4.12), we have
P(AN (x)) > c3N
−1−ε ·N−(4d−3)ε ·N−2ε = c3N
−(1+4dε),
where we used the fact that P(wx,y 6 2
−N ) 6 c∗N
−ε for all x, y ∈ Zd with |x − y| = 1.
Now, let Gn be a grid of vertices in [−ℓN , ℓN ]
d∩Zd that are located by distance 2(log ℓN )
2.
Then, the events {AN (x) : x ∈ Z
d} are independent, and
P
( ⋂
x∈Gn
AN (x)
c
)
6 exp
(
−c4
(
ℓN
(log ℓN )2
)d
N−(1+4dε)
)
6 e−c5N
ε
,
hence the intersection occurs only for finitely many N .
Given this stretched-exponential decay, we know that every connected component of
length (log ℓN )
2 in [−ℓN , ℓN ]
d ∩ Zd is connected to the largest connected component in
[−2ℓN , 2ℓN ]
d ∩ Zd by using only n.n. bonds for large enough N (see [44, Theorem 8.65]).
Hence, there exists N0 = N0(ω) < ∞ such that for any N > N0, AN (x) occurs for some
even-parity vertex x = xN (ω) ∈ [−ℓN , ℓN ]
d ∩ Zd which is connected to 0 by a path (say
PathN ) in [−2ℓN , 2ℓN ]
d ∩ Zd, on which only the N0 n.n. bonds close to the origin may
have conductance smaller than 1.
Now suppose N > N0 and let n be such that 2
N 6 2n < 2N+1. Let xN = xN (ω) be as
above and rN be the length of PathN . Let α = α(ω) be the minimum of the conductance
in the n.n. bonds within N0 steps from the origin. Then the passage from the origin to
xN in time rN has probability > α
N0C−rN∗ where C∗ =
∑
|y|>1 |y|
−d−α > 2d (due to the
fact that wx,y 6 1 for all x, y ∈ Z
d), while the probability of staying on the bond (y, z) for
time 2n − 2rN − 2 is bounded from below by a constant which is independent of ω. The
transition probability across (x, y) is of order 2−N . Hence, we have
Pω(2n, 0, 0) > c6α
2N0C−2rN∗ 2
−2N .
Using the comparison of the graph distance and the Euclidean distance (see [7]), we have
rN 6 cℓN for N large enough. Since n ≍ 2
N , we obtain the desired estimate.
Finally, let us give a concrete example that satisfies (4.12). The first equality in (4.12)
is an easy consequence of (4.9). Now, for any l > 1, define fl(s) = (log2(c0/s))
−ε′l−1−d
for s 6 1/2 small enough (ε′ is a small positive value chosen later). For any y, z ∈ Zd
with |y − z| = l, let P(ωy,z = 1) > 1/2 and P(ωy,z 6 s) = fl(s) (by possibly choosing the
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constant c0 and the range of s in the definition of fl(s)). Then, we have
P
 ∑
|y−z|>1
Cy,z 6 2
−N
 > P
 ∞⋂
l=2
⋂
|y−z|=l
{wy,z 6 c
′2−N}
 > ∞∏
l=2
fl(c
′2−N )cl
d−1
> c′′
∞∏
l=2
N−ε
′l−1−d·cld−1 = c′′N−cε
′
∑
∞
l=2 l
−2
= c′′N−c
′′′ε′ .
Choosing ε′ = ε/c′′′, we obtain the inequality in (4.12). 
4.2.2. Elliptic Harnack inequalities. Before presenting a counterexample such that EHI
does not hold for random conductance models with non-uniformly elliptic stable-like jumps,
we give the following statement, which is a consequence of Proposition 3.6.
Proposition 4.7. Under the setting of Theorem 4.1 with d1 = 0 (i.e. L = Z
d) and d > α,
assume further that {wx,y : x, y ∈ Z
d} is a sequence of independent random variables so
that
(4.13) sup
x,y∈Zd:x 6=y
w−1x,y <∞, a.s. P,
(4.14) inf
x,y∈Zd:x 6=y
P
(
wx,y 6 c0
)
> 0 for some c0 > 0,
and
(4.15) inf
x,y∈Zd:x 6=y
P
(
wx,y > k
)
> 0 for any k > 0.
Then, for P-a.s. ω ∈ Ω, EHI does not hold at any x0 ∈ Z
d.
Proof. Without loss of generality, we only verify the case that x0 = 0. As explained in
the proof of Theorem 4.1, for P-a.s. ω ∈ Ω, Assumptions (HK1), (HK2) and (HK3)
hold with some constant θ′ ∈ (0, α/(2d + α)). According to Proposition 3.6, it suffices to
disprove the inequality (3.15).
For every fixed R > 1, N > 0 and z ∈ B(0, 4R)c, we set
p(R,N, z) := P
(
w0,z 6 NR
α+θ′(d−α) sup
v∈B(0,2R),v 6=0
wv,z
)
.
Note that here θ′ ∈ (0, α/(2d + α)) is independent of R and N .
Since {wx,y : x, y ∈ Z
d} is a sequence of independent random variables, for the constant
c0 given in (4.14) it holds that
p(R,N, z) = 1−
∏
v∈B(0,2R),v 6=0
P
(
w0,z > NR
α+θ′(d−α)wv,z
)
6 1−
∏
v∈B(0,2R),v 6=0
P
(
w0,z > NR
α+θ′(d−α)c0, wv,z 6 c0
)
= 1−
∏
v∈B(0,2R),v 6=0
P
(
w0,z > NR
α+θ′(d−α)c0
)
P
(
wv,z 6 c0
)
6 1− c1(R,N)
Rd := c2(R,N).
Here, by (4.14) and (4.15), c1(R,N) and c2(R,N) are positive constants which can be
chosen to be independent of z. Therefore, for every fixed N and R, and any k0 > 1,
∞∑
k=k0
P
( ⋂
z∈Zd:2k<|z|62k+1
{
w0,z 6 NR
α+θ′(d−α) sup
v∈B(0,2R),v 6=0
wv,z
})
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6
∞∑
k=k0
∏
z∈Zd:2k<|z|62k+1
p(R,N, z) 6
∞∑
k=k0
c2(R,N)
2k <∞.
This along with the Borel-Cantelli lemma yields that for every R > 1, N > 0 and P-a.s.
ω ∈ Ω, there exists a constant k1 := k1(ω,R,N) > 0 such that for all k > k1, we can find
z ∈ Zd with 2k < |z| 6 2k+1 satisfying that
w0,z > NR
α+θ′(d−α) sup
v∈B(0,2R),v 6=0
wv,z .
In particular, (3.15) does not hold true. The proof is finished. 
Example 4.8 (Counterexample for EHI). Let {wx,y : x, y ∈ Z
d} be a sequence of i.i.d.
random variables on some probability space (Ω,F ,P) such that for wx,y = wy,x > 0 for
any x 6= y and wx,x = 0 for any x ∈ Z
d. Suppose that d > α. Let p > 0 be that constant
given in Theorem 4.1, and let ε > 0. We assume that for any x 6= y ∈ Zd
P(wx,y = k) = k
−(2p+1+ε), k ∈ Z+ with k > 2,
and that
P(wx,y = 1) = 1−
∞∑
k=2
P(wx,y = k).
Then, assumptions in Theorem 4.1 and Proposition 4.7 are fulfilled. Therefore, according
to Proposition 4.7, with this choice of {wx,y} the EHI does not hold for any x0 ∈ Z
d.
Remark 4.9. Concerning nearest neighbor models, the equivalence between heat kernel
estimates and parabolic Harnack inequalities, both of which only hold for sufficiently large
balls, was established in [10, Theorem 1.10]. However, the proof (see that of [10, Theorem
7.2]) crucially uses some priori estimates of heat kernel for small time, see [10, (3.9)]. As
we mentioned above, such estimates are not available in the present setting.
We close this section with one remark on weak elliptic Harnack inequalities (WEHI)
for random conductance models with stable-like jumps. The reader can refer to [29] and
references therein for more details on WEHI for non-local Dirichlet forms.
Remark 4.10. Under the setting of Theorem 4.1 with d1 = 0 (i.e. L = Z
d) and d > α, if
(4.13) holds, then for P-a.s. ω ∈ Ω and every x ∈ Zd, there exists a constant Rx(ω) > 1
such that for any R > Rx(ω) and positive harmonic function h on B(x, 2R), it holds that
(4.16)
1
Rd
∑
z∈B(x,R)
h(z) 6 c0 inf
z∈B(x,R)
h(z),
where c0 > 0 is a non-random constant independent of x,Rx(ω), R and h. Note that, by
Proposition 4.7, EHI does not hold under (4.13)–(4.15), and so Example 4.8 provides us
a concrete example that WEHI holds but EHI fails for random conductance models with
stable-like jumps.
The conclusion (4.16) mainly follows from Moser’s iteration procedures as in the proof
of [39, Theorem 1.1] (see also the proof of [38, Theorem 4.1]), which are based on the
following three ingredients.
First, under (4.13), it is a direct consequence of the discrete fractional Sobolev inequality
on Zd (with d > α) that for all R > 1 and x ∈ Zd,( ∑
z∈B(x,R)
f2d/(d−α)(z)
)(d−α)/d
6c1
∑
y,z∈B(x,R)
(
f(x)− f(y)
)2 wy,z(ω)
|y − z|d+α
+ c1R
−α
∑
z∈B(x,R)
f2(z),
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where c1 > 0 is independent of x,R and f . Second, also due to (4.13), we can follow
the arguments in [37, Corollary 5] and use the scaling property to establish the following
weighted Poincaré inequality∑
z∈B(x,3R/2)
(
f(z)− fΨR
)2
ΨR(z)
6 c2R
α
∑
y,z∈B(x,3R/2)
(
f(x)− f(y)
)2 wy,z(ω)
|y − z|d+α
ΨR(y) ∧ΨR(z),
where ΨR(x) :=
(
(3R/2) − |x|
)
∧R,
fΨR :=
( ∑
z∈B(x,3R/2)
ΨR(z)
)−1( ∑
z∈B(x,3R/2)
f(z)ΨR(z)
)
and c2 is independent of x,R and f . Third, as explained in the proof of Theorem 4.1,
under (4.3), we know that for P-a.s. ω ∈ Ω and every x ∈ Zd, there exists a constant
Rx(ω) > 1 such that for all R > Rx(ω) and R
θ 6 r 6 2R,
sup
y∈(0,2R)
∑
z∈Zd:|y−z|6r
wx,y(ω)
|z − y|d+α−2
6 c3r
−α
and
sup
y∈(0,2R)
∑
z∈Zd:|y−z|>r
wx,y(ω)
|z − y|d+α
6 c3r
−α,
where θ ∈ (0, 1) are c3 > 0 are independent of x ∈ Z
d, Rx(ω), r and R.
We finally emphasize that the argument above is based on the condition (4.13). It
is an interesting question to prove fractional Sobolev inequalities and weighted Poincaré
inequalities as above under weaker condition than (4.13).
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