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Abstract
Theoretical analysis of the error landscape of deep
neural networks has garnered significant inter-
est in recent years. In this work, we theoreti-
cally study the importance of noise in the trajec-
tories of gradient descent towards optimal solu-
tions in multi-layer neural networks. We show
that adding noise (in different ways) to a neural
network while training increases the rank of the
product of weight matrices of a multi-layer linear
neural network. We thus study how adding noise
can assist reaching a global optimum when the
product matrix is full-rank (under certain condi-
tions established by (Yun et al., 2018)). We es-
tablish theoretical foundations between the noise
induced into the neural network - either to the
gradient, to the architecture, or to the input/output
to a neural network - and the rank of product of
weight matrices. We corroborate our theoretical
findings with empirical results.
1. Introduction
Deep neural network models are able to achieve state-of-the-
art results on many real-world problems such as face recog-
nition, speech recognition, and sentiment analysis. The
recent empirical success of deep neural network models
has evinced attempts by researchers to more closely un-
derstand the error landscape of deep neural networks, and
analyze how a non-convex setting could consistently result
in solutions of high application value.
The line of research that has had a good impact in under-
standing the landscape of deep learning is by Choromanska
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et al.(Choromanska et al., 2015), where the authors study the
error surfaces of deep neural nets under seven assumptions
and analyzed them using the Hamiltonian of the spherical
spin-glass model. This work leaves several open problems,
an important one of which is to see if it is possible to drop
some of the proposed assumptions and extend the error land-
scape analysis of neural networks. Kawaguchi addressed
the proposed open problem in a seminal work (Kawaguchi,
2016) , where it was proved that the loss surface of deep
neural nets are non-convex and non-concave; that all local
minima are global minima; and that all other critical points
are saddle points. This work was more recently extended by
(Yun et al., 2018) where the authors presented the necessary
and sufficient conditions for the critical points to be global
minima for deep linear networks. It was proposed that under
a few assumptions, the rank of product of weight matrices
at a global optimum is full-rank. We focus this effort on
studying noise in neural networks, especially how the in-
duced noise can help increase the rank of product of weight
matrices. We show that all methods that involve noise, be
it in the gradient during training, architecture of network,
or added to input/output, attempt to increase the rank of
the product of weight matrices as the optimization task pro-
gresses towards reaching a global minimum. The analysis
of a linear network may look trivial at first sight, but even
its loss function is non-convex in nature and, only recently
have theoretical results started emerging for such networks.
To the best of our knowledge, this is the first such effort
where a unifying explanation of all such methods involving
noise in neural networks are provided, and a connection of
training methods to the rank of weight matrices and global
optimality is studied.
The remainder of this paper is organized as follows. Sec
2 presents the notations and summarizes the key contri-
butions of the paper; Sec 3 establishes the relationship
of noisy/perturbed gradient descent to optimality; Sec 4
presents the connection of stochastic gradient descent to
global optimality; Sec 5 discusses how noise in architecture,
input and output can be viewed in the same way; Sec 6
presents a few extensions of our results (including to deep
neural networks); Sec 7 validates our results using experi-
mental results; and Sec 8 presents our conclusions.
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2. Preliminaries and Contributions
In this section, we summarize the notations used as well as
the key contributions of our work.
Preliminaries: We consider a linear neural network
with H − 1 hidden layers each of which have a width
d1, · · · , dH−1 respectively. The size of input and output
layers are dx, dy respectively. Note that dx = d0, dy = dH .
The hidden layer weights between layer i−1 and i are given
as Wi ∈ Rdi×di−1 for i = 1, · · · , H . The training data to
the network are the input-output matrices (X,Y ), where
X ∈ Rdx×m, Y ∈ Rdy×m and m is the total number of
training samples. The loss function under consideration, as
in (Kawaguchi, 2016; Yun et al., 2018), is the squared loss
error: L(W ) = 12 ||WHWH−1 . . .W1X − Y ||2F . We define
a ball centered at c with radius r as BF (c, r), where F is
the Frobenius norm.
Our Key Contributions: In this work, we theoretically
analyze the influence of noise during training of neural
networks. In particular, we show that perturbed gra-
dient descent, which adds noise to the gradient while
training, increases the rank of the product matrix R =
WHWH−1 . . .W1. We then extend this analysis for other
settings where noise is involved for neural networks. The
key contributions of our work can be summarized as follows:
we show that (i) for linear neural networks with H = 2, per-
turbed gradient descent follows a trajectory that maintains
a non-decreasing rank for R; (ii) the same results hold
while training the network using Stochastic Gradient De-
scent (SGD); (iii) noise induced into the architecture as well
as input/output also leads to a non-decreasing rank trajec-
tory on R. We empirically validate our theoretical results
by showing that using perturbed gradient descent gradually
increases the rank of the product of weight matrices, even-
tually reaching full rank and provide an extension to deep
linear neural networks of our result under certain conditions,
as well as empirically show that our result holds for deep
networks.
3. Noise in Batch Gradient Descent
In this section, we show that for any two-layer linear neural
network, training using perturbed gradient descent will in-
crease the rank (rather, not decrease the rank)1 ofR (product
of weight matrices) in each iteration. Algorithm 1 proposed
by (Jin et al., 2017) is called perturbed gradient descent
as it adds a small amount of noise at every iteration to the
calculated gradient.
1For convenience, we use increasing and non-decreasing in-
terchangeably in this work. We also use noise and perturbation
interchangeably in this work.
Algorithm 1 Perturbed Gradient Descent (Jin et al., 2017)
Require: Initial weights W 0i , i = {1, . . . ,H}
Require: Learning rate η
Require: Loss Function L : X × Y → R
t← 0 . Initialize time step
repeat
for i ∈ {1, . . . ,H} do
∆W ti =
∂L
∂W ti
. Gradient calculation
W t+1i = W
t
i − η(∆W ti + ),  ∼ N (0, σ2)
end for
t← t+ 1
until convergence
Theorem 1. Consider a H-layer linear neural network,
trained using Algorithm 1, then rank(Rt) ≤ rank(Rt+1),
where t is the current iterate, Rt = W tHW
t
H−1 . . .W
t
2W
t
1
and H = 2.
Proof Sketch: We use Lemmas 1 and 3 as the key steps
towards our proof. We first show that we can increase the
rank of a matrix by adding a small perturbation to the matrix
in Lemma 1. In Lemma 3, we show that under certain
conditions, if the rank of the individual weight matrices
increase, then the rank of the product of weight matrices is
also non-decreasing.
Lemma 1. Given a matrix A ∈ Rn×m with rank(A) =
r < min{n,m} and A = UΣV T (Singular Value De-
composition of A), the matrix Aˆ = UΣr+1V T , where
Σr+1 = diag{σ1, σ2, · · · , σr, , 0, · · · , 0} has rank r + 1
for all  > 0, and ||A− Aˆ||2 = .
Lemma 1 shows that matrix A can be approximated by
a high-rank matrix Aˆ, by making perturbation to the r +
1th entry in the Σ matrix of the SVD decomposition of A,
such that ||A − Aˆ||2 = . The proof of Lemma 1 and all
subsequent lemmata are deferred to Appendix A.
Lemma 2. In Lemma 1, cos(A, Aˆ) > 0.
In other words, the high-rank approximation of matrix A
obtained using Lemma 1 makes an acute angle with the
original matrix, thus allowing us to use this approximation
for gradient descent while training.
We now proceed to show that the rank of the product of
the rank-increased weight matrices also increases under
certain conditions. Let rZ denote the rank of a matrix Z for
convenience.
Lemma 3. Consider two matrices A ∈ Rm×n, B ∈ Rn×p,
and a third matrix Bˆ ∈ Rn×p such that rBˆ = rB+k, k ≥ 0.
Then, given rA ≥ n− k, rB = n− k, rABˆ ≥ rAB .
Corollary 1. Consider two matrices A ∈ Rm×n, B ∈
Rn×p, and a third matrix Aˆ ∈ Rm×n such that rAˆ = rA+k,
k ≥ 0. Then, given rA = n− k, rAˆB ≥ rAB .
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Corollary 2. Consider two matrices A ∈ Rm×n, B ∈
Rn×p, and two more matrices Aˆ ∈ Rm×n,Bˆ ∈ Rn×p such
that rAˆ = rA + k, rBˆ = rB + k, and k ≥ 0. Then, given
rA + rB = n− 2k, rAˆBˆ ≥ rAB .
We now see how increasing the rank of the product of
weight matrices can help the training algorithm reach a
global optimum. In recent work (Yun et al., 2018), Yun
et al. related the rank of product of weight matrices
and global optimality and presented Theorem 2 (below),
which gave the necessary and sufficient conditions of a
critical point of a deep linear network to be a global min-
imum. The set of global minima is provided by partition-
ing the set of weight matrices based on the rank of the
product of weight matrices of a neural network. The re-
sult holds true only under the following set of assump-
tions: (i) min{dx, d1, d2, · · · , dH−1, dy} = min{dx, dy};
(ii) dx, dy ≤ m; (iii) XXT and Y XT are full rank; (iv)
singular values of Y XT (XXT )−1X are distinct.
Theorem 2. (Yun et al., 2018, Thm 2.1) If
k = min{dx, dy}, define the following set
V = {(W1,W2, · · · ,WH) : rank(WH · · ·W2W1) = k}.
Then every critical point in V is a global minimum and
every other critical point in Vc is a saddle point.
Theorem 3. Under the conditions specified in Theorem 2,
perturbed gradient descent with rank(Rt) ≤ rank(Rt+1)
where t is the current iterate is guaranteed to converge to a
global minimum.
The above theorem states that a critical point is a global
minimum if the rank of the product of weight matrices is
full rank. Hence, perturbed gradient descent (Alg 1), while
increasing the rank using induced noise, is guaranteed to
reach a global minimum when the product matrixR reaches
full rank under the abovementioned set of assumptions. We
note that the convergence analysis of perturbed gradient
descent is presented in (Jin et al., 2017) and does not affect
our analysis.
4. Noise via Stochastic Gradient Descent
This section shows the equivalence between Stochastic Gra-
dient Descent (SGD) and perturbed gradient descent. By
establishing the said equivalence, we hypothesize that SGD
can also be viewed as increasing the rank of the product ma-
trix, R, in each iteration. We assume the bounded variance
property between batch and stochastic gradients in Property
1, as in (Allen-Zhu, 2017, A1).
Property 1. (Bounded Variance Property) Given the full
batch gradient G and the stochastic gradient g (of a mini-
batch), E[||g − G||]22 ≤ γ for some γ > 0, where ||.||2
denotes the L2-norm, and the expectation is taken over the
mini-batches.
Lemma 4. Under the assumption of property 1, with prob-
ability at least 1− δ, the following holds:
‖gˆ − g‖2 ≤ (
√
dσ2 + γ)
δ
(1)
where g is the stochastic gradient (for a mini-batch) and
gˆ is the perturbed full-batch gradient, given by gˆ = G +
N (0, σ2) (i.e. noise is sampled from zero-centered Gaus-
sian with finite variance) and d is the dimension of g.
From the above result, we have shown an equivalence be-
tween the stochastic gradient and full batch gradient with
noise i.e., perturbed gradient, and thereby, the connection
between SGD and global optimality as in Section 3.
5. Noise in Architecture
In this section, we analyze the usefulness of adding noise
in different ways to the neural network architecture. We
once again show that noise in architecture essentially helps
the optimization algorithm increase the rank of the weight
matrices. In particular, we study the addition of noise to
the input/output, as well as a popular method: Dropout
(Srivastava et al., 2014).
5.1. Effect of Noise in Input/Output
We first show that adding noise to input helps increase the
rank of the product matrix R, by establishing an equiv-
alence with perturbed gradient descent. Let us define
Ri` = W
T
i+1 · · ·WTH and Rir = WT1 · · ·WTi−1; we already
know R = WHWH−1 · · ·W1.
Lemma 5. A deep linear network trained with noise added
to input, X + , is equivalent to training with perturbed gra-
dient descent (Algorithm 1) where noise is a function of the
weights and  is given by ϕ (WH ,WH−1, . . . ,W1, X; ) =
Ri`[RX
T +RXT +RT − Y T ]Rir.
It is easy to see that when noise is added to the output as
Y +  in Lemma 5, the gradient of the loss function is a
perturbed gradient again.
5.2. Effect of Dropout:
Dropout (Srivastava et al., 2014) is a technique which injects
multiplicative noise in the activation of a neural network:
Ok = Wk(Z B) (2)
where Ok is the output after Dropout, Wk are the weights
in the layer, Z is the input before Dropout, and B follows
the Bernoulli distribution B ∼ Bern (1− p), where p is the
probability of success. Changing the underlying distribution
of Dropout to Gaussian has been suggested in (Srivastava
et al., 2014) and has been shown to work well in practice. In
Lemma 6 below, we show that applying Gaussian Dropout
is equivalent to adding noise to the input.
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Lemma 6. Let E[T ] = βI, where I is the identity matrix,
and β > 0. Then, the loss function of a linear neural
network with Gaussian Dropout G ∼ N (1, σ2) is the same
as a network with loss function where  is added to the input.
The aforementioned results show that noise introduced in
the architecture, be it input/output or through (Gaussian)
Dropout, is equivalent to perturbed gradient descent, and
thus increases the rank of the product of weight matrices,
eventually helping reach one of the global minima.
6. Extensions
We now discuss possible extensions of the results presented
in the work so far. In particular, we discuss the connection
between perturbed gradient descent and escaping saddle
points during training.
Escaping Saddle Points via Rank Increase: It is well-
known that saddle points pose a significant problem
(Dauphin et al, 2014) while training deep learning mod-
els. We present an alternate view for escaping saddle points
through the proposed rank increase strategy. Let the highest
attainable rank of R (the product of weight matrices) be r.
Lemma 7 (informally) states our result.
Lemma 7. Perturbed gradient descent (Alg 1) escapes sad-
dle points by increasing the rank of R under conditions
specified in Yun et al. (2018, Thm 2.1).
The proof sketch for the above is straightforward from other
results in this work. Assuming without loss of generality
that perturbed gradient descent is currently at a saddle point
with rank(R) = r − 1 (using necessary and sufficiency
conditions stated in Thm 2). Using Algorithm 1, we can
increase the rank ofR by adding a small perturbation. When
this is done sequentially and rank(R) is increased to the
highest attainable rank r, by Theorem 2, we know that we
have reached a global minimum, thus escaping the saddle.
7. Experiments
We conducted experiments to validate the claims in this pa-
per, and the results (on linear, non-linear and deep networks)
are presented in this section under the assumptions in Sec-
tion 3. A synthetic dataset that ensures XXT and XY T are
full rank (following the assumptions in (Yun et al., 2018))
was used, with input X of 1000 dimensions, output Y of
250 dimensions, and a total of 1000 data points for training.
The initial network architecture used was 1000 × 500
× 250, and the results are shown in Figure 1 for 50 epochs
/ full-batch iterations of training. We observed the rank of
the product of weight matrices during training, while using
gradient descent and perturbed gradient descent. It can be
clearly seen that when perturbed gradient descent is used
the product matrix attains a full rank of 250, empirically
validating our Theorem 1. This is, however, not the case
with standard gradient descent (i.e., without noise). More
results on other non-linear activation functions are deferred
to Appendix A.
Figure 1. Rank of the product of weight matrices for the aforemen-
tioned architecture. Note that the rank of the product reaches 250,
which is the highest possible in this scenario (where the dimensions
of the matrix are 250× 1000
8. Conclusions
In this work, we studied the importance of noise in the trajec-
tories of training algorithm in linear neural networks. We an-
alyzed noise in neural networks from different perspectives:
gradient descent (including stochastic gradient descent), as
well as architecture (including input/output, dropout). In all
cases, we showed that noise helps increase the rank of the
product of weight matrices in neural networks. We empir-
ically evaluated our results on linear, non-linear and deep
networks. We also discussed how the results in this work
can be extended to deep networks under certain conditions
and how under certain conditions, can ensure convergence
to a global optimum. As future work, we plan to study the
results while relaxing the assumptions, as well as extend the
analysis to non-linear networks.
References
Allen-Zhu, Zeyuan. Natasha 2: Faster non-convex optimiza-
tion than SGD. CoRR, abs/1708.08694, 2017.
Choromanska, Anna, LeCun, Yann, and Arous, Grard Ben.
Open problem: The landscape of the loss surfaces of mul-
tilayer networks. In Proceedings of The 28th Conference
on Learning Theory, 2015.
Dauphin et al, Yann N. Identifying and attacking the saddle
point problem in high-dimensional non-convex optimiza-
tion. In Proceedings of the 27th International Conference
on Neural Information Processing Systems, 2014.
Ge, Rong, Huang, Furong, Jin, Chi, and Yuan, Yang. Es-
caping from saddle points — online stochastic gradient
for tensor decomposition. In Proceedings of The 28th
Conference on Learning Theory, 2015.
On the Analysis of Trajectories of Gradient Descent in the Optimization of Deep Neural Networks
Jin, Chi, Ge, Rong, Netrapalli, Praneeth, Kakade, Sham M.,
and Jordan, Michael I. How to escape saddle points
efficiently. In Proceedings of the 34th International Con-
ference on Machine Learning, 2017.
Kawaguchi, Kenji. Deep learning without poor local min-
ima. In Proceedings of Advances in Neural Information
Processing Systems, 2016.
Srivastava, Nitish, Hinton, Geoffrey, Krizhevsky, Alex,
Sutskever, Ilya, and Salakhutdinov, Ruslan. Dropout:
A simple way to prevent neural networks from overfitting.
J. Mach. Learn. Res., 2014.
Yun, Chulhee, Sra, Suvrit, and Jadbabaie, Ali. Global opti-
mality conditions for deep neural networks. International
Conference on Learning Representations, 2018.
On the Analysis of Trajectories of Gradient Descent in the Optimization of Deep Neural Networks
A. Appendix
Proof of Lemma 1:
Lemma. Given a matrix A ∈ Rn×m with rank(A) = r < min{n,m} and A = UΣV T (Singular Value Decomposition
of A), the matrix Aˆ = UΣr+1V T , where Σr+1 = diag{σ1, σ2, · · · , σr, , 0, · · · , 0} has rank r + 1 for all  > 0, and
||A− Aˆ||2 = .
Proof. Let the SVD decomposition of A be UΣrV T . Let us define the high-rank approximation of matrix A as Aˆ =
UΣr+1V
T , where Σr+1 = diag{σ1, σ2, · · · , σr, , 0, · · · , 0} with rank r + 1. It can also be seen that Aˆ is -close to the
original matrix A. Bounding ||A− Aˆ||2 gives: ||A− Aˆ||2 = ||U(Σr − Σr+1)V T ||2 = σr+1 = .
Lemma 1 shows that matrix A can be approximated by a high-rank matrix Aˆ, by making perturbation to the r + 1th entry in
the Σ matrix of the SVD decomposition of A, such that ||A− Aˆ||2 = .
Proof of Lemma 2:
Lemma. In Lemma 1, cos(A, Aˆ) > 0.
Proof. Continuing with the same A and Aˆ in Lemma 1, consider the cosine of the angle between A and Aˆ:
cos
(
A, Aˆ
)
=
trace(AT Aˆ)
||A||F ||Aˆ||F
(3)
Using the SVD of A and Aˆ:
trace(AT Aˆ) = trace(ΣTAΣAˆ) =
r∑
i=1
σ2i ; Also ||A||2F =
r∑
i=1
σ2i ; ||Aˆ||2F =
r∑
i=1
σ2i + 
2
Using the above, we can show that:
cos(A, Aˆ) =
∑r
i=1 σ
2
i√∑r
i=1 σ
2
i
√∑r
i=1 σ
2
i + 
2
=
√∑r
i=1 σ
2
i√∑r
i=1 σ
2
i + 
2
> 0 (4)
Proof of Lemma 3:
Lemma. Consider two matrices A ∈ Rm×n, B ∈ Rn×p, and a third matrix Bˆ ∈ Rn×p such that rBˆ = rB + k, k ≥ 0.
Then, given rB = n− k, rABˆ ≥ rAB .
Proof. Assume instead that rABˆ < rAB . Using Sylvester’s rank inequality and product rank inequality, we get:
rA + rBˆ − n ≤ rABˆ < rAB ≤ min{rA, rB}
⇒ rA + rB − (n− k) < min{rA, rB} since rBˆ = rB + k
(5)
Two cases now arise: (i) rA > rB ; and (ii) rA ≤ rB . Consider case (i) when rA > rB . Eqn 5 then becomes:
rA + rB − (n− k) < rB ⇒ rA < n− k
This is a contradiction given rA ≥ n− k in the claim, and thus, rABˆ ≥ rAB .
Similarly, consider case (ii) when rA ≤ rB . Eqn 5 then becomes:
rA + rB − (n− k) < rA ⇒ rB < n− k
This is once again a contradiction given rB = n− k in the claim, and thus, rABˆ ≥ rAB .
On the Analysis of Trajectories of Gradient Descent in the Optimization of Deep Neural Networks
Proof of Lemma 4:
Lemma. Under the assumption of property 1, with probability at least 1− δ, the following holds:
‖gˆ − g‖2 ≤ (
√
dσ2 + γ)
δ
(6)
where g is the stochastic gradient (for a mini-batch) and gˆ is the perturbed full-batch gradient, given by gˆ = G+N (0, σ2)
(i.e. noise is sampled from zero-centered Gaussian with finite variance) and d is the dimension of g.
Proof. As given in the statement:
gˆ = G+N (0, σ2) (7)
We begin by noting that E[||gˆ −G||22] = dσ2, since the noise added to each dimension is independent and identical to the
noise added to other dimensions. Note that:
||gˆ −G||22 = ||gˆ − g||22 + ||g −G||22 + 2〈(gˆ − g), (g −G)〉 (8)
Using the linearity of the inner product and the fact that gˆ− g = −(g−G) +Z, where Z ∼ N (0, σ2), it can be shown that:
〈(gˆ − g), (g −G)〉 = −||g −G||22 + 〈Z, (g −G)〉 (9)
Using Eqn 9 in Eqn 8, we get:
||gˆ −G||22 = ||gˆ − g||22 − ||g −G||22 + 2〈Z, (g −G)〉 (10)
This can be used in expectation due to linearity as:
E[||gˆ −G||22] = E[||gˆ − g||22]− E[||g −G||22] + 2E[〈Z, (g −G)〉] = E[||gˆ − g||22]− E[||g −G||22] (11)
The second equality is due to the zero-centeredness of Z. Now using Property 1, we get:
E[||gˆ − g||22] = dσ2 + E[||g −G||22] ≤ dσ2 + γ (12)
By using the concavity of the square root, we get:
E[||gˆ − g||2] ≤
√
E[||gˆ − g||22] =
√
dσ2 + γ (13)
Finally by Markov’s inequality, we get:
P
(
||gˆ − g||2 >
√
dσ2 + γ
δ
)
≤ δ ⇒ P
(
||gˆ − g||2 ≤
√
dσ2 + γ
δ
)
≥ 1− δ (14)
which completes the proof.
Proof of Lemma 5: Restating the definitions, Ri` = WTi+1 · · ·WTH and Rir = WT1 · · ·WTi−1 and R = WHWH−1 · · ·W1.
Lemma. A deep linear network trained with noise added to input, X + , is equivalent to training with perturbed
gradient descent (Algorithm 1) where noise is a function of the weights and  is given by ϕ (WH ,WH−1, . . . ,W1, X; ) =
Ri`[RX
T +RXT +RT − Y T ]Rir.
Proof. The closed form equation for the derivative of the loss function with respect to the weights of the linear network is
given as:
∂L
∂Wi
∣∣∣∣
X
= WTi+1 · · ·WTH(WHWH−1 · · ·W1X − Y )XTWT1 · · ·WTi−1 (15)
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∀i = 1, · · · , H . Then Eqn 15 becomes:
∂L
∂Wi
∣∣∣∣
X
= Ri`(RX − Y )XTRir
= Ri`RXX
TRir −Ri`Y XTRir
When a small perturbation is added to the input given by X˜ = X + , the gradient w.r.t. Wi changes to:
∂L
∂Wi
∣∣∣∣
X˜
= Ri`R(X + )(X + )
TRir −Ri`Y (X + )TRir
= Ri`RXX
TRir +R
i
`RX
TRir +R
i
`RX
TRir +R
i
`R
TRir −Ri`Y XRir −Ri`Y TRir
Simplifying the left-hand-side will result in separate terms including the actual gradient ∂L∂Wi
∣∣∣
X
due to linearity. Thus
∂L
∂Wi
∣∣∣
X˜
= ∂L∂Wi
∣∣∣
X
+Ri`[RX
T +RXT +RT − Y T ]Rir. This modified form of gradient is a perturbation to the actual
gradient.
Proof of Lemma 6:
Lemma. Let E[T ] = βI, where I is the identity matrix, and β > 0. Then, the loss function of a linear neural network with
Gaussian Dropout G ∼ N (1, σ2) is the same as a network with loss function where  is added to the input.
Proof. Consider the squared loss function of a two layered linear network as:
‖Y −W2W1X‖2F = tr{(Y −W2W1X)T (Y −W2W1X)} (16)
Denoting  as element-wise multiplication, and applying Gaussian dropout at layer 2, Eqn 16 becomes:
‖Y − (W2 G)W1X‖2F = tr{(Y − (W2 G)W1X)T (Y − (W2 G)W1X)} (17)
where G ∼ N (1, σ2). Defining M = (W2 G)T (W2 G), we get:
EG[‖Y − (W2 G)W1X‖2F ] = EG[tr{Y TY − 2Y T (W2 G)W1X +XTWT1 MW1X}] (18)
Simplifying further and using the fact that tr{EG[Y T (W2 G)W1X]} = tr{Y T (W2W1X)}:
EG[‖Y − (W2 G)W1X‖2F ] = tr{Y TY − 2Y T (W2W1X) + EG[XTWT1 MW1X]} (19)
Consider EG[M ], where Mij is the (i, j)th entry of the matrix.
Mij =
∑
k
gkigkjMkiMkj ⇒ EG[Mij ] =
∑
k
EG[gkigkj ]MkiMkj (20)
E[gkigkj ] =
{
E[gki]E[gkj ] = 1 if i = j
E[g2ki] = 1 + σ2 if i 6= j
⇒ EG[M ] =
(
diag(σ2) + 1
) (WT2 W2)
where 1 denotes a matrix of 1s.
Now, it is easy to see that:
tr{EG[XTWT1 MW1X]} = tr{XTWT1 WT2 W2W1X}+ tr{XTWT1 diag(σ2)WT2 W2W1X}
= ||W2W1X||2F + σ2||W2W1X||2F
Hence,
EG[‖Y − (W2 G)W1X‖2F ] = ||Y −W2W1X||2F + σ2||W2W1X||2F (21)
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Let’s now consider the same loss with noise  ∼ N (0, γ) added to input:
E[‖Y −W2W1X(I + )‖2F ] = E[‖Y −W2W1X −W2W1X‖2F ] (22)
E[‖Y −W2W1X(I + )‖2F ] = E[||(Y −W2W1X)||2F + E[||W2W1X||2F ] (23)
− 2 tr{(Y −W2W1X)T (W2W1X)}] (24)
Since E[] = 0 and E[tr(·)] = tr(E[·]), we get:
E[‖Y −W2W1X(I + )‖2F ] = E[||(Y −W2W1X)||2F + E[||W2W1X||2F ]
= ||Y −W2W1X||2F + E[||W2W1X||2F ]
= ‖Y −W2W1X‖2F + tr{E[TXTWT1 WT2 W2W1X]}
Given E[T ] = βI, we now have:
E[‖Y −W2W1X(I + )‖2F ] = ‖Y −W2W1X‖2F + βtr{XTWT1 WT2 W2W1X} (25)
= ‖Y −W2W1X‖2F + β‖W2W1X‖2F (26)
Thus, Dropout (Eqn 21) is equivalent to adding an appropriate noise in the input (Eqn 25).
(The assumption of E[T ] = βI in Lemma 6 is motivated from (Ge et al., 2015, Main Thm 13)).
More Experimental Results: This section presents an extensive set of experimental results validation our theoretical
findings. Figure 2 presents the results of rank increment of individual and product matrix on a deep non-linear network. We
used a network of 1000 × 500 × 250 with a sigmoid activation at the hidden layers. It can be seen from Figure 2 that
the product matrix reaches a full rank.
Figure 2. Rank of product of weight matrices for the aforementioned architecture. Note that the rank of the product reaches 250 which is
the highest possible in this scenario (where the dimensions of the matrix are 250× 1000
The same experiment is repeated with another non-linear activation function - tanh on a network architecture 900 ×
500 × 100 with the non-linearity at the hidden and output layers, and the results are shown in Figure 3.
Figure 3. Rank of product of weight matrices for the aforementioned architecture. Note that the rank of the product reaches 100 which is
the highest possible in this scenario (where the dimensions of the matrix are 100× 900
On the Analysis of Trajectories of Gradient Descent in the Optimization of Deep Neural Networks
The result is also verified on linear networks with deeper architecture (H = 4, 5) and the results are shown in Figure 4. In
all the experiments, it can be clearly seen that as the optimization task progresses, Alg 1 results in the product of the weights
approaching full rank.
(a) Architecture:
1000 x 700 x 500 x 200 x
100
(b) Architecture:
1000 x 700 x 600 x 400 x
200 x 100
Figure 4. Rank of product of weight matrices of deep linear networks
