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Lühikokkuvõte:  
Klasteranalüüs on laia kasutusvaldkonnaga andmeanalüüsi tehnika, mille rakendamiseks on 
olemas mitu erinevat algoritmi. Käesoleva töö eesmärk on anda ülevaade kolme levinuma 
klasteranalüüsi meetodi tööpõhimõtetest ja eripäradest, rakendades hierarhilise klasterda-
mise, k-keskmiste klasterdamise ja Kohoneni võrgu algoritme näidisandmestiku peal. Li-
saks algoritmide tööpõhimõtetele on kirjeldatud ka põhjus, miks näidisandmestikuks on va-
litud visuaalsed andmed ehk pildid ning kuidas on implementeeritud klasteranalüüsi meeto-
dite rakendamiseks kasutatav skript. Töö sisaldab ka skripti rakendamisel saadud klaster-
duste analüüsi. 
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A Study of Clustering Methods Using Visual Data 
Abstract: 
Cluster analysis is a widely used data analysis technique that can be applied by using several 
different algorithms. This thesis aims to give an overview of the working principles and 
specifics of the three most commonly used cluster analysis methods by applying hierarchical 
clustering, k-means clustering and self-organizing map algorithms on sample data. In addi-
tion to the description of working principles of the clustering algorithms, there is also a 
description of how the script used for applying the clustering methods is implemented and 
an explanation for why visual data or pictures are chosen as the sample data. The thesis also 
includes an analysis of the clustering results produced by the script. 
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Klasteranalüüs ehk objektide teatud tunnuste alusel grupeerimine on laialt kasutatav teh-
nika, mis leiab rakendust nii kommerts- kui ka teadusvaldkonnas. Kommertsvaldkonnas ka-
sutavad klasteranalüüsi näiteks kindlustusfirmad, kes teatud omaduste põhjal inimesi ris-
kigruppidesse jaotavad, või turundusfirmad, kes klassifitseerivad inimesi eesmärgiga neile 
kõige sobivamat reklaami pakkuda. Teadusvaldkonnas on klasteranalüüs tähtsal kohal näi-
teks bioinformaatikas, kus seda kasutatakse geeniekspressioonide uurimisel, ning sotsiaal-
teadustes, kus see on levinud sotsiaalvõrgustike uurimise abivahend. 
Klasteranalüüs on aga suhteliselt abstraktne üldnimetus, mitte konkreetne algoritm, ning 
seda on võimalik rakendada mitmel erineval viisil. Käesolev töö tutvustabki nendest levi-
numate meetodite ehk k-keskmiste klasterdamise, hierarhilise klasterdamise ja Kohoneni 
võrgu tööpõhimõtteid ning eripärasid. Samuti käsitleb käesolev töö andmete kujutamist 
klasteranalüüsiks sobival kujul, arvutuslikult kahe objekti vahelise sarnasuse leidmist ning 
klasteranalüüsi tulemuste paremat visualiseerimist olukorras, kus lisaks objektide grupeeri-
misele on oluline leida ka korrektne järjestus nii gruppidesse kuuluvate objektide kui ka 
gruppide endi vahel. 
Parim viis mingist meetodist ülevaate andmiseks on selle rakendamine ning klasteranalüüsi 
meetodite rakendamiseks on vaja andmeid, mida klasterdada. Käesolevas töös on nendeks 
andmeteks valitud pildifaili segamini aetud järjestusega piksliread. Kuna tavaliselt on pildi 
puhul naaberread üksteisega visuaalselt kõige sarnasemad, siis peaks veatu klasterduse kor-
ral naaberread sattuma alati samadesse klastritesse, mis võimaldab tulemust järjestamisal-
goritmidega töödeldes taasluua esialgse pildi. Esialgse pildi, segamini aetud piksliridadega 
pildi ning klasterdamise tulemuseks saadud pildi omavaheline võrdlemine peaks seega hästi 
illustreerima klasterdamismeetodite mõju. 
Töö teine peatükk sisaldab olulisemaid mõisteid, kirjeldades piksliridade klasteranalüüsiks 
sobivas formaadis kujutamist, arvutuslikult kahe pikslirea vahelise sarnasuse leidmist ning 
töös kasutatavate klasterdamise algoritmide ja klasterduse visualisatsiooni parandamiseks 
kasutatavate järjestamisalgoritmide tööpõhimõtteid. Samuti on teises peatükis ülevaade va-
rasematest töödest, mis on tegelenud käesolevas töös kasutatavate klasterdamismeetodite 
uurimise või omavahel võrdlemisega. Kolmas peatükk sisaldab infot klasterdamiseks vali-
tud andmete ning töös rakendatud algoritmide implementatsiooni kohta. Neljas peatükk si-
saldab klasterdamise tulemusi erinevate meetodite puhul ning tulemuste analüüsi. Viimane 
ehk viies peatükk sisaldab kokkuvõtet tehtud tööst. 
5 
 
2. Mõisted ja taustainfo 
2.1 Andmete kujutamine ja kaugusmõõt 
Enne, kui on võimalik rääkida andmete sarnasuse järgi klasterdamisest või järjestamisest, 
on vaja otsustada, kuidas kasutatavaid andmeid kujutada ning kuidas defineerida kahe and-
meobjekti vaheline sarnasus. 
Enamasti kujutatakse selleks otstarbeks andmeid vektoritena vektorruumis. Selleks moo-
dustatakse igast andmeobjektist, millel on n vaadeldavat omadust, n-liikmeline vektor, kus 
vektori iga element esindab ühte vaadeldavat omadust. Näiteks käesoleva töö puhul, kus 
uuritavateks andmeobjektideks on piksliread ja vaadeldavateks omadusteks piksliritta kuu-
luvate pikslite RGB väärtused, tähendab see kuju, kus iga rida on esindatud vektorina, mis 
koosneb 3n elemendist, kus n on pikslite arv reas. 
Andmete kujutamine sellisel viisil võimaldab andmeobjektide vahelise sarnasuse defineeri-
miseks võtta kasutusele mõiste kaugusmõõt[LCL+04]. Olgu X kõigi vektorkujul olevate 
andmeobjektide hulk. Kaugusmõõduks võib sellisel juhul nimetada selliseid funktsioone 𝑑 ∶
𝑋 × 𝑋 → ℝ, mis vastavad  neljale järgnevale tingimusele: 
1. ∀𝑥 ∈ 𝑋 ∶ 𝑑(𝑥, 𝑥) = 0 
2. ∀𝑥, 𝑦, 𝑧 ∈ 𝑋 ∶ 𝑑(𝑥, 𝑦) + 𝑑(𝑦, 𝑧) ≥ 𝑑(𝑥, 𝑧) 
3. ∀𝑥, 𝑦 ∈ 𝑋 ∶ 𝑑(𝑥, 𝑦) = 𝑑(𝑦, 𝑥) 
4. ∀𝑥, 𝑦 ∈ 𝑋 ∶ 𝑥 ≠ 𝑦 → 𝑑(𝑥, 𝑦) > 0 
Kahele vektorkujul olevale andmeobjektile rakendatud kaugusmõõdu tulemuse ehk kauguse 
abil saabki määrata andmeobjektide sarnasust. Mida suurem on kaugus, seda erinevamad on 
objektid, ning mida lähemal on saadud väärtus nullile, seda sarnasemad. 
Eelnevas lõigus oli näha, et kaugusmõõdu definitsioon lubab kaugusmõõduks valida hulga-
liselt erinevaid funktsioone. Ilmne on aga ka see, et erinevad kaugusmõõdud ei ole erinevate 
andmetüüpide puhul võrdse efektiivsusega. Arvestades seda, et objektide vahelise sarnasuse 
leidmine on andmete klasterdamisel või järjestamisel kesksel kohal, on õige kaugusmõõdu 
valik väga oluline. 
Käesoleva töö puhul on vaja kaugusmõõtu, mis aitaks leida piksliridade vahelist visuaalset 
sarnasust. Üks võimalik kaugusmõõt on selleks Hamming’i kaugus [Hos12], mis on defi-
neeritud kui kahe sama pikkusega vektori samadel positsioonidel asuvate, kuid üksteisest 
erinevate, elementide arv. Esmapilgul võib see tunduda sobiv, kuna mida rohkem on kahe 
pikslirea puhul erinevate värviväärtustega piksleid, seda erinevamad peaksid need read 
olema ka visuaalselt. Probleem on aga selles, et piltide puhul on enamasti piksliridade vahel 
sujuvad üleminekud, mis piksli RGB väärtustes kajastuvad, kuid mida silm ei pruugi tajuda. 
See tähendab, et ka visuaalselt väga sarnased piksliread võivad tegelikult üksteisest iga 
piksli RGB väärtuste poolest pisut erineda ning Hamming’i kaugus klassifitseerib need read 
vääralt üksteisest visuaalselt väga kaugeteks. 
Hamming’i kaugusest sobilikum kaugusmõõt on eukleidiline kaugus, mis võrdleb samuti 
kahe vektori samadel positsioonidel asuvaid elemente. Erinevalt Hamming’i kaugusest on 
tulemuseks aga mitte üksteisest erinevate elementide arv, vaid nende erinevuste ruutude 
summa ruutjuur, ehk:  
𝑑(𝑥, 𝑦) =  √∑ (𝑥𝑖 −  𝑦𝑖)2
𝑛
𝑖=1  , n – elementide arv vektoris 
See tähendab, et eukleidiline kaugus ei arvesta ainult seda, kas vektorites samadel positsioo-
nidel asuvad elemendid on erinevad, vaid ka seda kui palju nad erinevad, mis ongi enamasti 
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see, mida visuaalse sarnasuse leidmiseks on tarvis. Seetõttu on selles töös põhiliselt kasutu-
sel just eukleidiline kaugusmõõt. 
Leidub siiski ka erijuhte, kus eukleidiline kaugus hästi ei toimi. Eelkõige on sellisteks juh-
tudeks pildid, kus piksliread on nihkes (vt Joonis 1). Jooniselt on näha, et kui pildil kõrvuti 
asuvate piksliridade pikslite positsioone mõne piksli võrra nihutada, on tegemist sisuliselt 
identsete ridadega. Eukleidiline kaugus aga võrdleb ainult kohakuti olevaid piksleid, saades 
antud juhul väära tulemuse, et read on visuaalselt väga erinevad. 
 
Joonis 1. Pilt nihkes piksliridadega. 
Sellistel juhtudel võiks toimida paremini enamasti aegridade klasterdamiseks kasutatav kau-
gusmõõt nimega Dynamic Time Warping (DTW) [Sen08]. Tähistagu 𝑥 esimest ja 𝑦 teist 
vektorit, m ja n vastavate vektorite elementide arvu ning 𝑑(𝑥, 𝑦) kahe elemendi vahelist 
kaugust, milleks käesolevas töös on elementide vahe absoluutväärtus. DTW algoritm koos-
tab kõigepealt 𝑚 × 𝑛 elemendiga kauguste maatriksi 𝐴, mille elementideks on mõlema vek-
tori iga elemendi kaugused teise vektori kõigist elementidest, ehk 𝐴𝑖𝑗 = 𝑑(𝑥𝑖 , 𝑦𝑗), 𝑖 =
1 … 𝑚, 𝑗 = 1 … 𝑛. Seejärel otsib algoritm minimaalse kaugusega tee läbi koostatud maat-
riksi 𝐴, alustades maatriksi elemendist 𝐴11 ning lõpetades maatriksi elemendi 𝐴𝑚𝑛 juures. 
Minimaalse kaugusega teeks loetakse seejuures elementide läbimise järjestust, milles läbi-
tud elementide summa oli minimaalne ning seda summat nimetataksegi kahe vektori vahe-
liseks kauguseks. 
Näiteks, olgu kaks juhuslikku nn nihkes elementidega vektorit 𝑥 = (8,12,10,16,24) ja 𝑦 =
(12,10,16,24,8). Sellisel juhul on koostatud kauguste maatriksi (vt Joonis 2) põhjal vekto-
rite 𝑥 ja 𝑦 vaheline DTW kaugus 4 + 0 + 0 + 0 + 0 + 16 = 20. 
 𝑦1 𝑦2 𝑦3 𝑦4 𝑦5 
𝑥1 4 2 8 16 0 
𝑥2 0 2 4 12 4 
𝑥3 2 0 6 14 2 
𝑥4 4 6 0 8 8 
𝑥5 12 14 8 0 16 
Joonis 2.Vektorite 𝑥 ja 𝑦 elementide kauguste maatriks ning seda läbiv lühim tee. 
Selline lähenemine tagab selle, et sarnaseks peetakse ka nihkes olevaid piksliridu, kuid on 
samas arvutuslikult märksa kallim kui eukleidiline keskmine. Seega leiab DTW käesolevas 




Klasteranalüüsi võib defineerida kui andmeobjektide sarnasuse alusel klastritesse ehk rüh-
madesse jagamist. Seejuures üritatakse saavutada olukorda, kus samadesse klastritesse kuu-
luvate objektide sarnasus on võimalikult suur ning erinevatesse klastritesse kuuluvate ob-
jektide sarnasus omakorda võimalikult väike. See kuulub nn järelevalveta õppimismeetodite 
hulka, otsides andmestikus peituvaid seoseid ja struktuure otsitavate struktuuride kohta 
eelinfot omamata.  Klasteranalüüs on aga üldnimetus, mitte konkreetne algoritm, ning selle 
rakendamiseks on mitmeid erinevaid viise, mis sõltuvalt kasutatavatest andmetest omavad 
erinevaid eeliseid ja puudujääke. Selles töös uuritakse piksliridade klasterdamist ja saadud 
tulemuste visualiseerimist kolme enim tuntud klasterdamismeetodi puhul. 
2.2.1 Hierarhiline klasterdamine 
Esimene uuritavatest meetoditest on hierarhiline klasterdamine [HTF09], mis jaguneb oma-
korda veel kaheks alamliigiks: nn ülevalt alla meetod (divisive hierarchical clustering) ja 
nn alt üles meetod (agglomerative hierarchical clustering). Ülevalt alla lähenemise puhul 
moodustatakse kõigepealt kasutatavatest andmetest üks suur klaster, mida igal sammul vas-
tavalt jagunemise kriteeriumitele aina väiksemateks klastriteks jagatakse. Algoritm jätkab 
tööd seni, kuni kõik andmeobjektid on sattunud eraldi klastritesse. Alt üles lähenemise pu-
hul käib asi vastupidi. Iga andmeobjekt määratakse alguses eraldi klastrisse ning seejärel 
ühendatakse igal sammul vastavalt ühendamise kriteeriumitele kaks kõige sobivamat klast-
rit. Algoritmi töö loetakse lõppenuks hetkel, mil kõik andmeobjektid on kogunenud samasse 
klastrisse. Mõlemal juhul on tulemuseks hierarhiline struktuur nimega dendrogramm (vt 
Joonis 3), mis kujutab olenevalt meetodist kas igal sammul toimunud klastrite liitumisi või 
jagunemisi. Seejuures on selge, et hierarhilise klasterdamise puhul on olenevalt meetodist 
väga suur roll kas klastrite ühendamise või jagamise kriteeriumitel. Kuna käesolev töö ra-
kendab ainult hierarhilise klasterdamise alt üles meetodit, siis tuuakse välja ainult kolm le-
vinuimat klastrite ühendamise kriteeriumi.   
 
Joonis 3. Kümne vektori klasterdamisel tekkinud dendrogramm. 
Kõigi järgnevate kriteeriumite järgi ühendatakse klastrid, mille vaheline kaugus on väik-
seim, erinevus on ainult selles, kuidas kriteeriumid defineerivad klastrite vahelist kaugust. 
Esimene kriteerium on tuntud kui minimaalse kauguse kriteerium [HTF09]. Selle järgi on 
kahe klastri vaheline kaugus nende klastrite elementide vaheline minimaalne kaugus (vt 
Joonis 4.1). Teine on maksimaalse kauguse kriteerium [HTF09], mis on esimesega analoo-
giline, ainult klastrite elementide vahel otsitakse väikseima kauguse asemel suurimat kau-
gust (vt Joonis 4.2). Kolmas on tuntud kui keskmise kauguse kriteerium [HTF09], kus klast-
rite vaheliseks kauguseks võetakse keskmine väärtus klastrite elementide paarikaupa kau-
gustest (vt Joonis 4.3). 
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 Joonis 4.1. Joonis 4.2. Joonis 4.3. 
 Minimaalne kaugus. Maksimaalne kaugus. Keskmine kaugus. 
Eelpool nimetatud kriteeriumitest on piksliridade hierarhilisel klasterdamisel intuitiivselt 
võttes efektiivseim minimaalne kaugus. Põhjuseks see, et visuaalselt korrektse pildi saami-
seks on vaja, et tekkinud puustruktuuris lehtedena kujutatud piksliread asuksid õiges järje-
korras ehk naaberread oleksid kõrvuti. See eeldab aga, et ühendatakse alati klastreid, mis 
sisaldavad kindlasti naaberridu, mis on eeldatavalt üksteisest ka väikseima kaugusega, ehk 
rahuldavad täpselt minimaalse kauguse kriteeriumi. Siin ilmneb aga ka hierarhilise klaster-
damise nõrkus antud ülesande puhul. Nimelt ei taga isegi alati ainult naaberridasid sisalda-
vate klastrite ühendamine õiget järjestust. Põhjuseks see, et klastrite ühendamisel ei ole mää-
ratud kumb klaster peaks jääma puustruktuuri vasakuks ja kumb paremaks haruks. Kui klas-
terdatavaid liikmeid on 𝑛 tükki, siis on aga selliseid ühinemiskohti alati 𝑛 − 1 ja võimalikke 
erinevaid lehtede järjestusi 2𝑛−1. Seepärast on käesolevas töös visuaalselt parema tulemuse 
saavutamiseks lisaks tavalisele hierarhilisele klasterdamisele kasutusel ka hierarhiline klas-
terdamine koos alampuude ümberjärjestamisega, milles kasutatavat järjestusalgoritmi kir-
jeldatakse täpsemalt peatükis 2.3.2.  
2.2.2 K-keskmiste klasterdamine 
Teine uuritav klasterdamismeetod on k-keskmiste klasterdamine[RS10], mille nimes olev k 
tuleb meetodile etteantavast tekkivate klastrite arvust. Algoritm on väga laialt levinud eel-
kõige oma lihtsuse tõttu. Kõigepealt valitakse k juhuslikku erinevate väärtustega objekti, 
millest saavad klastrite keskmed ehk tsentroidid. Seejärel määratakse iga andmeobjekt klast-
risse, mille tsendroidi kaugus objektist on kõige väiksem. Kui kõik objektid on klastritesse 
jagatud, arvutatakse tsentroidid vastavalt klastrite uutele liikmetele ümber, määrates tsent-
roidide uuteks väärtusteks klastrite liikmete keskmised. Algoritm lõpetab töö, kui tsendroi-
dide väärtused ei muutunud, vastasel juhul alustab algoritm uuesti andmeobjektide klastri-
tesse ümberjagamist. 
Selle algoritmiga kvaliteetse klasterduse saamiseks on kõige olulisem valida korrektne 
klastrite arv k. Klastrite arvu leidmine võib aga andmestiku kohta eelinfot omamata olla 
võrdlemisi keeruline. Üks võimalustest on proovida algoritmi erinevate k väärtustega ning 
vastavalt klasterduste statistilistele kvaliteedinäitajatele valida neist välja parim. Selleks ots-
tarbeks sobivad statistilised näitajad on näiteks Dunn’i indeks, Duda ja Hart’i indeks, Davis-
Bouldin’i indeks ja Silhouette’i indeks[MMM13]. Piksliridade klasterdamise omapära on 
aga just selles, et klasterduse kvaliteedi hindamiseks statistilisi näitajaid vaja ei ole ning 
piisab ainult visuaalsest vaatlusest ehk parim klasterdus on tulemus, mis meenutab välimu-
selt enim originaalset pilti.    
K-keskmiste algoritm on piksliridade klasterdamiseks uuritavatest meetoditest oma olemu-
selt kõige vähem sobiv. Seda põhjusel, et piksliridadest pildi loomine nõuab lisaks sarnaste 
ridade grupeerimisele ka nende järjestamist ning tavaline k-keskmiste algoritm ei järjesta 
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omavahel ei klastritesse kuuluvaid piksliridu ega ka klastreid ennast. Selle puuduse likvi-
deerimiseks on käesolevas töös tavapärase k-keskmiste algoritmi kõrval kasutusel ka täien-
datud k-keskmiste algoritm, mis rakendab ahne järjestamise algoritmi, millest kirjutatakse 
täpsemalt peatükis 2.3.1, kasutades seda nii samadesse klastritesse kuuluvate elementide kui 
ka klastrite endi omavaheliseks järjestamiseks.  
2.2.3 Kohoneni võrk 
Kolmas uuritav klasterdamismeetod on Kohoneni võrk[Koh90], mis on inglise keeles tuntud 
ka kui Self-Organizing Map või lihtsalt SOM. Algoritmi idee seisneb iseõppiva nn neuronite 
võrgu koostamises, mis kohandub vastavalt sellele antud sisenditele, andes tulemuseks ruu-
miliselt organiseeritud klasterduse, kus üksteisega ei sarnane mitte ainult samas klastris ole-
vad objektid, vaid ka tekkinud võrgustikus lähestikku asuvad klastrid. 
Selleks koostatakse kõigepealt 𝑛 neuroniga võrk ehk paigutatakse neuronid ühe- või kahe-
dimensioonilises ruumis soovitud kujundina, millest levinuimad on ristkülik ja kuusnurk, 
kuid piiranguid otseselt ei ole (vt Joonis 5). Lisaks seotakse iga neuroniga sisendandmetega 
võrdsete dimensioonidega vektor, mille algväärtus võib olla juhuslik, oluline on ainult see, 
et erinevate neuronitega seotud vektorid oleksid erinevad. Järgneb võrgu treenimisfaas, kus 
sisendiks on klasterdatavad andmeobjektid.  
 
Joonis 5. Kohoneni võrguks sobivad neuronite asetused. 
Treenimisfaasis leitakse iga sisendi puhul sellele võrgust nii sarnaseima vektoriga neuron 
kui ka naabrusfunktsiooni järgi selle naabrusesse kuuluvad neuronid. Naabrusfunktsioon on 
seejuures optimaalse globaalse järjestuse leidmiseks soovituslikult alguses väga lai ning ajas 
kahanev ehk hõlmab igal järgneval iteratsioonil aina vähem neuroneid. Järgnevalt rakenda-
takse kõigile leitud neuronite vektoritele kohandumisfunktsiooni, mis lähendab leitud neu-
ronite vektoreid sisendile. Analoogiliselt naabrusfunktsioonile on ka kohandumisfunkt-
siooni mõju ajas kahanev. Iteratsioonide arv treenimisfaasis on määratud algoritmi para-
meetrina ning on soovituslikult vähemalt 500 korda suurem kui neuronite arv võrgus. Peale 
treenimisfaasi lõppu toimub sisendvektorite sidumisfaas, kus iga klasterdatav andmeobjekt 
määratakse neuroni juurde, mille vektor on sellega kõige sarnasem, moodustades lõpliku 
klasterduse. 
Analoogiliselt k-keskmiste klasterdamisega on ka Kohoneni võrgu puhul tekkivate klastrite 
arv neuronite arvuga ette määratud ning optimaalse arvu leidmiseks kasutatakse antud töös 
samuti erinevate tulemuste visuaalset võrdlust. K-keskmiste meetodiga võrreldes on piksli-
ridade pildiks klasterdamisel Kohoneni võrgul aga üks suur eelis, nimelt leitakse sellega  ka 
pildi taastamiseks vajalik klastrite vaheline järjestus. Seega on erinevalt k-keskmiste klas-
terdamisest järjestusalgoritmi vaja ainult klastrite sisu järjestamiseks ning selleks on kasu-
tusel samuti ahne järjestusalgoritm, millest kirjutatakse täpsemalt peatükis 2.3.1.  
2.3 Klasterduse järjestamine 
Piksliridadest klasterdamise teel korrektse pildi moodustamine ei ole puhas klasterdamisü-
lesanne, vaid vajab lisaks piksliridade sarnasuse alusel grupeerimisele ka saadud gruppide 
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ning nendesse kuuluvate piksliridade järjestamist. Kuigi uuritavad klasterdamismeetodid on 
edukad grupeerimise osas, siis ainuke meetod, mis tegeleb ka järjestamisega, on Kohoneni 
võrk, ning sedagi ainult klastrite, mitte klastrite elementide tasemel. Järjestuse puudumine 
aga tähendab, et isegi kvaliteetne klasterdus ei pruugi välimuselt meenutada korrektset pilti. 
Seetõttu on klasterdamise tulemuse paremaks visualiseerimiseks käesolevas töös kasutusel 
ka kaks järjestusalgoritmi, mis klasterdamismeetodeid täiendavad.  
2.3.1 Ahne järjestamine 
Esimene kahest järjestamisalgoritmist on nn ahne järjestamine, mille abil piksliridade jär-
jestamine toimub järgnevalt. Kõigepealt valitakse järjestatavate piksliridade seast välja ju-
huslik rida, millest saab järjekorra esimene liige. Seejärel otsitakse sellele kõigi ülejäänud 
piksliridade seast kõige sarnasem rida ning lisatakse see järjekorras kas esimeseks või tei-
seks. Tulenevalt sellest sammust on pilt lõpus kas õigetpidi või tagurpidi. Seejärel otsitakse 
kõigi ülejäänud piksliridade seast kõige sarnasem rida nii järjekorra esimesele kui ka viima-
sele reale. Kui sarnasus järjekorras esimese pikslirea ja sellele kõige sarnasema rea vahel oli 
suurem kui sarnasus järjekorra viimase pikslirea ja sellele kõige sarnasema rea vahel, siis 
lisatakse järjekorra algusesse esimesele pikslireale kõige sarnasem rida. Vastasel juhul lisa-
takse järjekorra lõppu pikslirida, mis oli kõige sarnasem viimasele reale. Antud sammu kor-
ratakse kuni kõik read on lisatud järjekorda. Sellisel viisil järjestatakse käesolevas töös 
klastrite sisu nii Kohoneni võrgu kui ka k-keskmiste klasterdamismeetodi tulemuste paran-
damiseks. 
Näiteks k-keskmiste algoritmi puhul on aga lisaks klastrite sisule vaja järjestada ka klastreid. 
Klastrite ahne järjestamise algoritm on ridade järjestamisega üsna sarnane ning eeldab, et 
klastrite sisu on juba järjestatud. Järjestuse saavutamiseks valitakse järjekorra esimeseks 
liikmeks juhuslik klaster ning korratakse järgnevaid samme, kuni kõik klastrid on sattunud 
järjekorda. Otsitakse järjekorras mitteolevatest klastritest sarnaseim klaster nii järjekorra 
esimesele kui ka viimasele klastrile. Selleks, et leida sarnaseim klaster järjekorras esimesele 
klastrile, on vaja leida klaster, mille esimene või viimane pikslirida on sarnaseim esimese 
klastri esimesele pikslireale. Selleks, et leida sarnaseim klaster järjekorras viimasele klast-
rile, on vaja leida klaster, mille esimene või viimane pikslirida on sarnaseim viimase klastri 
viimasele pikslireale. Kui sarnasus järjekorras esimese klastri ja sellele kõige sarnasema 
klastri vahel oli suurem kui sarnasus järjekorra viimase klastri ja sellele kõige sarnasema 
klastri vahel, siis lisatakse järjekorra algusesse esimesele klastrile kõige sarnasem klaster. 
Vastasel juhul lisatakse järjekorra lõppu viimasele klastrile kõige sarnasem klaster. Seejuu-
res toimub klastri järjekorda lisamisel vajadusel ka klastris olevate piksliridade järjestuse 
ümberpööramine nii, et klastri ja järjekorra liitumiskohta jäävate piksliridade sarnasus oleks 
maksimaalne. 
2.3.2 Optimaalne lehtede järjestamine 
Teiseks järjestusalgoritmiks on optimaalne lehtede järjestamine[BGJ01]. Algoritmi nimi tu-
leneb selle eesmärgist leida puustruktuuris selline alampuude järjestus, et puu lehtede oma-
vahevaheliste kauguste summa oleks minimaalne. Käesolevas töös kasutatakse seda algo-
ritmi hierarhilisel klasterdamisel tekkiva dendrogrammi lehtede järjestamiseks. 
Optimaalne lehtede järjestamine on rekursiivne algoritm. Tähistagu 𝑣 juurtippu ning sellest 
algavat puustruktuuri ja 𝑣𝑙 ning 𝑣𝑟 vastavalt tipu 𝑣 vasakpoolset ning parempoolset alam-
haru. Selleks, et leida tipu 𝑣 optimaalne lehtede järjestus, on vaja selle alamharusid 𝑣𝑙 ja 𝑣𝑟 
pöörata nii, et 𝑣𝑙 kõige parempoolsemaks leheks 𝑚 ja 𝑣𝑟 kõige vasakpoolsemaks leheks 𝑘 
jäävate elementide omavaheline kaugus 𝑑(𝑚, 𝑘) oleks minimaalne (vt Joonis 6). Seejuures 
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peavad aga 𝑣𝑙 ja 𝑣𝑟 olema enne juba optimaalselt järjestatud ehk sama algoritmi tuleb kõi-
gepealt rakendada 𝑣𝑙 ja 𝑣𝑟 ning omakorda veel ka nende alamharude peal kuni lehtedeni 
välja. Niiviisi tekibki rekursioon, mille tulemuseks on optimaalselt järjestatud lehtedega 
puu. 
 
Joonis 6. Optimaalselt järjestatud harud 𝑣𝑙 ja 𝑣𝑟[BGJ01]. 
 
2.4 Seotud kirjandus 
Klasteranalüüsi meetodeid on erinevates kontekstides uuritud üsna laialdaselt ning järgne-
valt on välja toodud mõned huvitavamad käesoleva teksti temaatikaga seotud varasemad 
tööd. 
Kohoneni võrku on põhjalikult käsitlenud T. Kohonen [Koh90], kes kirjeldab selle algoritmi 
erinevaid variatsioone ning demonstreerib kahedimensioonilise võrgu tööd, rakendades 
seda kõnetuvastusülesande lahendamiseks. Erinevalt Kohoneni artiklist käsitleb käesolev 
töö aga ühedimensioonilise võrgu rakendamist ning kasutab võrgu treenimiseks helisignaa-
lide asemel pildifaili piksliridade RGB väärtusi. 
Hierarhilisele klasterdamisele, täpsemalt selle aglomeratiivsele variandile, mida käsitleb ka 
käesolev töö, on keskendunud artikkel [Yag00]. Artiklis uuritakse erinevaid klastrite ühen-
damise kriteeriume ning nende mõju klasterdamise lõpptulemusele. Autor näitab, et kui 
klastrite omavahelise kauguse mõõduks valitakse nende liikmete minimaalne kaugus, siis 
kipuvad ühinema suured klastrid. Samas, kui klastrite omavahelise kauguse mõõduks vali-
takse nende liikmete maksimaalne kaugus, siis ühinevad pigem väikesed klastrid. Piksliri-
dade klasterdamisel aga need karakteristikud suurt rolli ei mängi.  
Kolmanda selles töös rakendatava klasterdamismeetodi ehk k-keskmiste algoritmi kohta on 
kirjutatud artiklis [MMM13]. Selles kirjeldati k-keskmiste algoritmi olemust ning toodi 
välja, kui oluline on k-keskmiste algoritmi puhul õige k ehk klastrite arvu valimine. Samuti 
pakuti välja uudne statistiline meetod optimaalse k määramiseks, kuid käesoleva töö puhul 
ei ole selle rakendamine ilmselt otstarbekas, kuna pildiandmete klasterdamise suur eelis on 
fakt, et korrektne klasterdus on enamasti visuaalselt hõlpsasti nähtav. 
Klasteranalüüsi meetodite omavahelist võrdlust on varem läbi viinud J. Goddard et al. 
[GMMA00], kuid valdkonnaks oli nende puhul kõnetuvastus ning klasterdatavateks andme-
teks kahe erineva häälikutekomplekti helinäidised. Klasterdamise efektiivsust hinnati selle 
põhjal, kui suure osa helinäidiste häälikuteks klassifitseerimisel algoritm eksis. Võrrelda-
vate meetodite seas olid ka Kohoneni võrk ja k-keskmiste klasterdamine, kuid selget edu 
kumbki üksteise ees ei saavutanud, kuna ühe häälikutekomplekti puhul oli mõnevõrra täp-
sem Kohoneni võrk ja teisel juhul vastupidi. Siit järeldub, et meetodite efektiivsus on sõltuv 
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mitte ainult ülesande tüübist, vaid ka konkreetsetest sisendandmetest ning ka piksliridade 
klasterdamisel on vaja uurida mitmeid erinevaid pilditüüpe. 
Klasteranalüüsi meetodeid on võrreldud ka artiklis [BMG11]. Seal kasutati klasteranalüüsi 
eesmärgiga klassifitseerida elektritarbijaid nende voolu tarbimise harjumuste alusel. Klas-
terdatavate andmete saamiseks jagati ööpäev 15-minutilisteks intervallideks ning iga inter-
valli jooksul tarbija poolt kasutatud voolu hulk oli üks andmepunkt vektoril, mille liikmete 
arv oli kokku 96. Meetodite efektiivsuse võrdlusesse olid kaasatud ka kõik käesolevas töös 
kasutatavad klasterdamise algoritmid. Meetodite rakendamisel saadud klastrite kvaliteedi 
mõõdikutena kasutati klastrite kompaktsust ehk keskmist klastri liikmete kaugust klastri 
keskpunktist ning klastrite vahelist erinevust ehk klastrite kaugust üksteisest. Antud juhul 
osutus edukaimaks hierarhiline klasterdamine ning kõige kehvemaks Kohoneni võrk. Väga 
põhjalikke järeldusi sellest siiski teha ei saa, sest klasterdatavate andmete hulk oli üsna 
väike. 
Eelneva tööga analoogiline oli uurimus, mis võrdles samuti erinevate klasterdamise meeto-
dite efektiivsust elektritarbijate klassifitseerimisel [CNP06]. Ka selles töös kasutati muude 
algoritmide seas kolme käesolevas töös uuritavat klasterdamise meetodit. Samuti oli sama-
laadne, kuid mahukam, kasutatav andmestik. Artikli tulemused kinnitasid eelneva töö järel-
dusi, leides, et efektiivseim oli neist kolmest meetodist hierarhiline klasterdamine. Seega 
võib nende kahe töö põhjal järeldada, et seda tüüpi ülesannete jaoks on parim lahendus hie-
rarhiline klasterdamine. See järeldus ei pruugi aga kehtida teist tüüpi ülesannete puhul, eriti 
kuna elektritarbijate klassifitseerimisel on spetsiifilisi kitsendusi. Näiteks on ärilistel põh-
justel vaadeldud töödes keskendutud lahendustele, mis tekitavad kuni 15 klastrit, samas kui 







Töö eesmärgiks on anda ülevaade levinumatest klasteranalüüsi meetoditest ning illustree-
rida võimalikult intuitiivselt vastavate meetodite ja nende erinevate parameetrite mõju klas-
terdusele, rakendades neid meetodeid näidisandmestikul. Käesolevas peatükis põhjenda-
takse, miks on selle jaoks klasterdatavaks andmestikuks valitud just piltide segamini aetud 
järjestusega piksliread ning millised on piirangud kasutatavatele piltidele. Samuti kirjelda-
takse, kuidas on implementeeritud erinevate meetodite illustreerimiseks kasutatav skript (vt 
Lisa I), mis võtab sisendiks pildifailid, paiskab segamini nende piksliridade järjestuse ning 
genereerib nende põhjal tulemusfaili, mis sisaldab iga sisendiks olnud pildi kohta iga klas-
terdamismeetodi rakendamisel tekkinud klasterdust.   
3.1 Klasterdatavad andmed 
Klasteranalüüsi demonstreerimiseks on vaja andmeid, mida klasterdada. Lähtudes töö ees-
märgist, peaksid need andmed olema sellised, mille klasterdamine illustreeriks arusaadavalt 
ja intuitiivselt klasteranalüüsi mõju. Selliseks andmestikuks on käesolevas töös valitud pil-
did, mille piksliridade järjestus on segi paisatud. Segi paisatud piksliridadega pilti vaadeldes 
on näha ainult müra ning sellest kasulikku infot ehk andmestikus peituvaid struktuure või 
seoseid on üsna keeruline välja lugeda (vt Joonis 7). Andmestikus peituva info leidmiseks 
saab aga kasutada klasteranalüüsi. Kuna enamasti on pildi piksliridade üleminekud visuaal-
selt sujuvad, siis on esialgsel pildil kõrvuti asuvad piksliread üksteisega visuaalselt kõige 
sarnasemad. See tähendab, et rakendades segatud piksliridadega pildi peal klasteranalüüsi 
ning kasutades võrreldava tunnusena piksliridade visuaalset sarnasust, klasterduvad kokku 
esialgse pildi naaberread ehk avalduma hakkavad piksliridade vahelised seosed ning ilmne-
vad esialgse pildi tunnused. Saadud klasterdust veel ka järjestusalgoritmiga töödeldes peaks 
aga juba enamasti olema võimalik taasluua esialgne pilt. Seega illustreerib valitud andmes-
tik hästi klasteranalüüsi omadust leida sarnaste andmeobjektide grupeerimise kaudu and-
mestikust varjatud infot. 
  
Joonis 7. Originaalpilt ja segamini paisatud piksliridadega pilt. 
Eelnevas lõigus mainiti, et pildi piksliridade üleminekud on enamasti sujuvad. Eksisteerib 
aga ka pilte, milles leidub järske üleminekuid ehk kõrvuti asetsevate piksliridade puhul ei 
ole alati sarnasusseost. Selle alusel jagataksegi käesolevas töös kasutatavad pildid kahte 
klassi: järskude üleminekutega pildid ja sujuvate üleminekutega pildid. Esimesse klassi kuu-
luvad enamasti nn tehispildid, kus piltide erisektsioonid on selgelt eristuvad ning sektsioo-
nide vahelised seosed puuduvad, näiteks malelaua või kandilise mosaiigi kujutised. Teise 
klassi kuuluvad näiteks mitmesugused töötlemata fotod, kuna looduses üldjuhul veatute 
sirgjoontega piiritletud kujundeid ei leidu ning isegi silma jaoks ühtlase tausta, näiteks he-
lesinise taeva puhul, tajub fotoaparaat veidi heledamaid või tumedamaid alasid, mis pikslite 
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värviväärtustes kajastuvad ning kõrvuti asetsevaid piksliridu seovad. Klasterdamise ja klas-
terduse visualisatsiooni parandamiseks kasutatavate meetodite näitlikustamiseks on valitud 
pilt mõlemast pildiklassist. 
Esimest pildiklassi ehk järskude üleminekutega pilte on valitud esindama 1280x1280 reso-
lutsiooniga pilt kolmnurkade mustrist (vt Joonis 8). Pildil on kümme eristuvat horisontaalset 
sektsiooni ning nende sektsioonide üleminekukohtades asuvate ridade vahel puuduvad sar-
nasusseosed. See tähendab, et segatud piksliridadest peaks olema võimalik klasterdamise 
ning selle tulemuseks oleva klasterduse järjestamise abil taastada vastavad sektsioonid, kuid 
mitte sektsioonide omavahelist järjestust ehk tulemuseks olev pilt ei oleks identne esialg-
sega. Seda tüüpi pilt sobib hästi illustreerimaks klasteranalüüsi omadust grupeerida sarna-
seid objekte ning samadesse klastritesse kuuluvate elementide järjestamise mõju klasterduse 
visualisatsioonile. Samas ei võimalda seda tüüpi pilt võrrelda erinevate klasteranalüüsi mee-
todite efektiivsust selle põhjal, et kui sarnane on tulemuseks saadud pilt esialgsele pildile, 
kuna need ei saagi identsed olla. 
  
Joonis 8. Kolmnurkade mustri pilt. 
Teist pildiklassi ehk sujuvate üleminekutega pilte esindab 2064x1548 resolutsiooniga Casa 
Mila foto (vt Joonis 7). Erinevalt kolmnurkade mustri pildist, ei ole sellel pildil selgelt eris-
tuvaid sektsioone ning piksliridade üleminekud on sujuvad ehk iga pikslirida on väga sar-
nane oma naaberridadega. Kuna puuduvad selgelt eristuvad sektsioonid, siis ei ole seda 
tüüpi pilt klasterdamiseks nii loomulik andmestik, kui oli kolmnurkade mustri pilt. Küll aga 
on selle pildi abil hea näidata, mil viisil võib klasterduse visualisatsiooni parandada lisaks 
samadesse klastritesse kuuluvate elementide ümber järjestamisele ka klastrite endi ümber 
järjestamisega. Samuti saab selle pildi puhul esialgset pilti ja tulemuseks olevat pilti vaadel-
des visuaalselt võrrelda erinevate klasteranalüüsi meetodite efektiivsust ning nende erine-
vate parameetrite mõju klasterdusele.  
Lisaks nendele kahele pildile klasterdatakse veel ka ühte nn nihkes piksliridadega 300x168 
resolutsiooniga pilti (vt Joonis 9), et võrrelda peatükis 2.1 kirjeldatud eukleidilise kauguse 
ja DTW kaugusmõõte vastaval erijuhul. Seda pilti klasterdatakse aga ainult hierarhiliselt, 
kuna teiste algoritmide implementatsioonid DTW kaugusmõõdu kasutamist ei võimalda. 
  
Joonis 9. Nihkes piksliridadega pilt. 
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3.2 Kasutatav skript 
Et klasterdamismeetodite katsetamine erinevate piltide peal võimalikult lihtsaks teha, on 
käesoleva töö raames loodud vastav skript (vt Lisa I). Skript on kirjutatud, kasutades Python 
3.4.2 ja selle erinevaid vabavaralisi lisapakette, kuid võimaldab Rpy2 liidese kaudu raken-
dada ka R 3.1.2 ja selle lisapakettide funktsioone, täiendades oluliselt skripti võimalusi. 
Skript otsib sisendandmeid ehk kasutaja poolt valitud pildifaile skriptiga samas kataloogis 
asuvast kaustast nimega „Images“. Seejuures sobivad andmeteks kõik JPEG, GIF ja PNG 
vormingus olevad pildifailid ning nende arv ei ole piiratud, kuigi suurema arvu piltidega 
kaasneb mõistagi skripti pikem tööaeg. Sisendiks olevate piltide puhul on oluline piltide 
resolutsioon. Kuna pildiandmeid hoitakse maatriksina, mille iga rida koosneb vastava piks-
lirea pikslite RGB väärtustest, siis on 𝑚 x 𝑛 resolutsiooniga pilti esindavas maatriksis 𝑚 ∗
𝑛 ∗ 3 elementi. Seega võtab väga kõrge resolutsiooniga piltide sellisel kujul mälus hoidmine 
palju ruumi ning arvutuste tegemine palju aega ja mõistlik on piirduda näiteks 1920 x 1080 
resolutsiooniga piltidega. Mälu- ja ajakasutuse vähendamiseks on skriptil võimalik väärtus-
tada ka parameeter, mille mõjul kujutatakse piksleid RGB väärtuste asemel halltoonide 
väärtustena, mis vähendab maatriksis elementide arvu 𝑚 ∗ 𝑛 elemendini, kuid mõjutab mõ-
ningal määral ka tulemuste täpsust. 
Pildifaile võetakse sisendandmete seast ühe kaupa. Esimese asjana peale pildi maatriksku-
jule viimist segatakse vastavalt skriptis määratud parameetritele maatriks kas veergude või 
ridade või nii veergude kui ka ridade kaupa. Seejärel rakendatakse ükshaaval segatud and-
mestiku peal erinevaid uuritavaid algoritme ning luuakse igast tulemusest uus pildifail, mis 
salvestatakse koos originaalpildi ja segatud andmestikuga pildiga kausta „Output“, mis te-
kitatakse skriptiga samasse kataloogi. Seejuures rakendatakse erinevaid algoritme vastavalt 
segamise parameetritele ehk kui segati näiteks nii read kui ka veerud, siis ka algoritme ra-
kendatakse nii maatriksi ridadele kui ka veergudele. Erinevate algoritmide implementat-
sioonide ja võimalike muudetavate parameetrite kohta on täpsem ülevaade alampeatükis 
3.2.1.  
Lõpuks genereeritakse „Output“ kausta tekitatud pildifailide põhjal HTML fail (vt Joonis 
10), mis sisaldab infot ka meetodite rakendamiseks kulunud aja ning parameetrite kohta. 
 
Joonis 10. Klasterdamise skripti väljund ühe pildi korral. 
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3.2.1 Algoritmide implementatsioonid 
Algoritme, mida sisendandmete peal rakendatakse, on kokku 6: k-keskmiste klasterdamine, 
hierarhiline klasterdamine, Kohoneni võrk ning vastavate algoritmide järjestamisalgoritmi-
dega täiendatud variandid. Kuna klasteranalüüs on populaarne tehnika, siis on nende algo-
ritmide rakendamiseks võimalik kasutada mitmeid juba olemasolevaid lahendusi. 
Kõik vastavaid algoritme rakendavad skripti funktsioonid võtavad sisendiks neli üldist ar-
gumenti, mis on kõigil ühised, ning varieeruva arvu konkreetse algoritmi spetsiifilisi argu-
mente. Üldiste argumentide hulka kuuluvad kolm boolean tüüpi väärtust, mis määravad, kas 
algoritmi tuleks rakendada andmestikuks oleva maatriksi ridadel, kas algoritmi tuleks ra-
kendada andmestikuks oleva maatriksi veergudel ning kas andmestikuks olevas maatriksis 
kujutatakse piksleid halltoonides või RGB väärtustena ehk kas maatriks on kahe- või kol-
memõõtmeline. Neljas üldine agument on andmestikuks olev maatriks ise. 
Ühiseid liikmeid on ka algoritme rakendavate funktsioonide väljundiks oleval korteežil. 
Nendeks ühisteks liikmeteks on vastava algoritmi rakendamisel tekkinud ümberjärjestatud 
maatriks ning algoritmi tööks kulunud aeg. Ülejäänud väljundiks oleva korteeži liikmed si-
saldavad infot algoritmi spetsiifiliste argumentide kohta ning nende arv sõltub juba konk-
reetsest algoritmist. 
Hierarhilise klasterdamise funktsiooni puhul tuleb lisaks neljale üldisele argumendile sisen-
diks anda veel ka kaks sõne tüüpi argumenti, milleks on piksliridade võrdlemiseks kasutatav 
kaugusmõõt ning klastrite ühendamise kriteerium, mis kajastuvad mõlemad ka funktsiooni 
väljundis. Võimalike kaugusmõõdu väärtuste hulka kuuluvad kõik kaugusmõõdud, mis on 
välja toodud algoritmi rakendamisel kauguste maatriksi koostamiseks kasutatava Pythoni 
SciPy paketi funktsiooni pdist dokumentatsioonis1. Lisaks neile kaugusmõõtudele on R-i 
dtw2 paketi kaudu toetatud veel ka kaugusmõõdu väärtus „dtw“. Klastrite ühendamise kri-
teeriumite võimalikud väärtused võib leida hierarhiliseks klasterdamiseks kasutatava R-i 
stats paketi funktsiooni hclust dokumentatsioonist3. 
K-keskmiste klasterdamise funktsioon nõuab samuti kahte algoritmi spetsiifilist argumenti, 
milleks on klastrite arv ning maksimaalne iteratsioonide arv. Kui klastrite arvu argument 
pikemat seletamist ei vaja, siis maksimaalne iteratsioonide arv määrab mitu korda tsentroide 
maksimaalselt ümber arvutatakse enne kui algoritm töö lõpetab. See võimaldab seada ite-
ratsioonide ülempiiri haruldasteks juhtudeks, kus algoritm konvergeerub väga aeglaselt või 
ei konvergeerugi. Enamasti võiks aga iteratsioonide arv olla piisavalt suur, et algoritm lõ-
petaks töö enne limiidini jõudmist. K-keskmiste klasterdamiseks kasutatakse antud funkt-
sioonis R-i stats paketi funktsiooni kmeans4, mille tsentroidide arvutamise algoritmiks on 
valitud kõige enam tuntud MacQueen’i meetod. 
Kohoneni võrgu funktsioonil on algoritmi spetsiifilisi argumente kolm: võrgus olevate neu-
ronite ehk sisuliselt klastrite arv, treenimisfaasi iteratsioonide arv ning kohandumisfunkt-
siooni algparameeter, mis iteratsioonide käigus lineaarselt kahaneb. Kohoneni võrgu algo-
ritmi rakendamiseks kasutatakse siin Pythoni paketi Pycluster5 funktsiooni somcluster, mis 
on mõeldud küll ristküliku kujulise neuronite asetuse jaoks, kuid määrates y-telje pikkuseks 
ühe neuroni ning x-telje pikkuseks sisendiks oleva neuronite arvu, saab seda kasutada ka 








ühedimensioonilise võrguna. Kaugusmõõduna on selles funktsioonis vaikimisi kasutusel 
eukleidiline kaugusmõõt. 
Klasterdamismeetodite järjestusalgoritmidega täiendatud variantide funktsioonid on suures 
osas analoogilised vastavate täiendamata klasterdamismeetodite funktsioonidega ning on 
identse sisendi ja väljundiga. Ainuke erinevus seisneb selles, et peale klasterdamise lõppu 
ja enne väljundi tagastamist, rakendatakse klasterduse peal veel ka erinevaid järjestamisal-
goritme. Hierarhilise klasterdamise puhul rakendatakse optimaalse lehtede järjestuse saami-
seks R-i paketi cba6 funktsiooni order.optimal. Nii k-keskmiste kui ka Kohoneni võrgu pu-
hul rakendatakse klastritesse kuuluvate elementide järjestamiseks selle sama paketi funkt-
siooni order.greedy. K-keskmiste täiendatud algoritmi puhul järjestatakse veel aga lisaks 
klastrite sisule ka klastreid ennast ning selle jaoks on kasutusel autori enda lahendus, mis 
põhineb peatükis 2.3.1 kirjeldatud klastrite ahne järjestamise algoritmil. 
 




4. Klasterdamise tulemused 
Selles peatükis analüüsitakse peatükis 3.2 kirjeldatud klasterdamise skripti väljundit peatü-
kis 3.1 kirjeldatud piltide korral, juhul, kus klasterdatakse ainult piksliridu. Skripti väljundit 
klasterdamisalgoritmide rakendamisel piksliveergudele või nii piksliridadele kui ka –veer-
gudele analüüsitud ei ole. Küll on aga nende klasterdamiste tulemused ning ka ainult piks-
liridade klasterdamiste tulemused suurema hulga erinevate piltidega saadaval lisamaterjali-
dena (vt Lisa II). 
4.1 Hierarhiline klasterdamine 
Kolmnurkade mustri ja Casa Mila piltide hierarhiliseks klasterdamiseks valiti klastrite 
ühendamise kriteeriumiks minimaalne kaugus ning kaugusmõõduks eukleidiline kaugus. 
Nihkes piksliridadega pilti klasterdati sama klastrite ühendamise kriteeriumiga, kuid nii 
eukleidilise kui ka DTW kaugusmõõduga, et võrrelda nende erinevust antud erijuhul. 
Kolmnurkade mustri pildi hierarhilise klasterdamise tulemuseks oleval pildil (vt Joonis 11) 
võib aimata küll esialgse pildi kolmnurkset mustrit, kuid tugevalt moonutatud kujul. Moo-
nutus iseloomustab hästi seda, et hierarhilisel klasterdamisel klastrite ühinemisi kujutavas 
puustruktuuris ei ole kahe klastri ühinemiskohas üheselt määratud kumb peaks jääma puust-
ruktuuri vasakuks ja kumb paremaks pooleks. Seega on sama klasterduse puhul võimalik 
suur hulk erinevaid puu lehtede järjestusi, mis käesoleva andmestiku puhul kõik erineva 
pildi annavad. Aega kulus klasterdamiseks 3.64 sekundit. 
 
Joonis 11. Kolmnurkade mustri pildi hierarhiline klasterdus. 
Casa Mila foto hierarhiline klasterdus (vt Joonis 12) on oma olemuselt üsna sarnane kolm-
nurkade mustri klasterdusega. Tulemuseks oleval pildil on samuti näha tugevalt moonutatud 
kujul esialgse pildi tunnuseid ning ka moonutuse põhjus on sama. Aega võttis selle foto 
klasterdamine malelaua pildist ligi 2 korda rohkem ehk 7.47 sekundit. Suurem ajakulu on 
tingitud piltide resolutsioonide erinevusest, kuna klasterdatavaid piksliridu on rohkem ning 
nende dimensionaalsus on suurem. 
 
Joonis 12. Casa Mila foto hierarhiline klasterdus. 
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Nihkes piksliridadega pildi hierarhiline klasterdus, kus kaugusmõõduna on kasutatud euk-
leidilist keskmist (vt Joonis 13.1) ja klasterdus, kus kasutatakse DTW kaugusmõõtu (vt Joo-
nis 13.2) on sarnaselt eelnevatele piltidele samuti esialgse pildi tunnustega, kuid moonutatud 
välimusega, mis muudab keeruliseks ka kaugusmõõtude efektiivsuse visuaalse hindamise. 
Hoolikalt vaadates on siiski näha, et DTW kaugusmõõduga klasterdatud pildi puhul on ai-
matavate diagonaalsete joonte kaldenurk korrektsem kui eukleidilise kaugusmõõduga klas-
terdatud pildi puhul. Märksa objektiivsemalt on võimalik hinnata tööks kulunud aega, mis 
eukleidilise kaugusmõõdu puhul on pildi madala resolutsiooni tõttu ainult 0.02 sekundit. 
DTW kaugusmõõdu puhul töötab algoritm aga lausa 3 287.45 sekundit ehk umbes  160 000 
korda kauem. Nii suur erinevus võib olla tingitud osaliselt ka implementatsiooni erinevus-
test. Nimelt DTW kaugusmõõdu puhul on hierarhiliseks klasterdamiseks vajaliku kauguste 
maatriksi koostamiseks kasutusel R ja eukleidilise kaugusmõõdu puhul Python. 
  
 Joonis 13.1. Nihkes piksliridadega pildi Joonis 13.2. Nihkes piksliridadega pildi 
 hierarhiline klasterdus eukleidilise mõõduga. hierarhiline klasterdus DTW mõõduga. 
4.2 Hierarhiline klasterdamine optimaalse lehtede järjestamisega 
Optimaalse lehtede järjestamisega hierarhiliseks klasterdamiseks kasutati samu pilte ning 
klasterdamise parameetreid, mis tavalisel hierarhilisel klasterdamisel. Ainuke erinevus seis-
nes selles, et tulemuseks saadud klasterdust töödeldi ka järjestamisalgoritmiga, mis järjestab 
hierarhilise klasterduse dendrogrammis alampuid, otsides minimaalse kauguste summaga 
lehtede järjestust, säilitades samas klastrite vahelised ühendused. 
Kolmnurkade mustri pildi puhul on optimaalse lehtede järjestamisega hierarhilise klaster-
damise tulemuseks olev pilt (vt Joonis 14) väga sarnane esialgse pildiga ehk pilt on jagune-
nud korrektselt kümneks eristuvaks sektsiooniks. Erinevuseks on ainult see, et sektsioonide 
vaheline järjestus on vale, mis on ka oodatud tulemus, kuna sektsioonide üleminekukohta-
des asuvate ridade vahel ei olnud esialgsel pildi sarnasusseoseid ja seega ei ole sektsioone 
võimalik ka millegi alusel järjestada. Aega kulus algoritmil 4.23 sekundit ehk tavalise hie-
rarhilise klasterdamisega võrreldes ainult 0.59 sekundit rohkem, mis on võimalik tänu sel-
lele, et järjestamiseks saab kasutada sama kauguste maatriksit, mida kasutati ka klasterda-
misel, ja uut kauguste maatriksit ei ole vaja arvutada. 
 
Joonis 14. Kolmnurkade mustri järjestatud hierarhiline klasterdus. 
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Casa Mila foto puhul on hierarhilise klasterduse järjestusalgoritmiga töötlemisel veel suu-
rem kasutegur kui kolmnurkade mustri pildi puhul. Tulemuseks olev pilt (vt Joonis 15) on 
peaaegu identne originaalpildiga ning ainuke erinevus seisneb selles, et piksliread on järjes-
tatud tagurpidi. See erinevus tuleneb sellest, et algoritmi eesmärk on klasterdada kokku ori-
ginaalsel pildil kõrvuti asuvad piksliread, kuid see eesmärk on täidetud ka pildi puhul, mille 
piksliread on originaaliga vastupidises järjekorras. Seega algoritmi seisukohast on korrektne 
nii originaalpilt kui ka tagurpidi olevate piksliridadega pilt. Analoogiliselt malelaua pildile 
on ka selle foto puhul järjestamisega hierarhilise klasterdamise ajakulu tavalise hierarhilise 
klasterdamisega väga sarnane, võttes aega 7.78 sekundit ehk ainult 0.31 sekundit rohkem. 
 
Joonis 15. Casa Mila foto järjestatud hierarhiline klasterdus. 
Hierarhilise klasterduse järjestusalgoritmiga töötlemine parandab tulemust märkimisväär-
selt ka nihkes piksliridadega pildi puhul, seda nii eukleidilise (vt Joonis 16.1) kui ka DTW 
(vt Joonis 16.2) kaugusmõõduga klasterduse korral. Erinevalt tavalisest hierarhilisest klas-
terdamisest on järjestatud hierarhilise klasterdamise puhul selgelt näha, et DTW kaugusmõõt 
annab seda tüüpi pildi puhul parema tulemuse kui eukleidiline kaugusmõõt. Kui eukleidilise 
kaugusmõõduga klasterdamisel on tulemuseks oleval pildil originaaliga võrreldes mõnin-
gaid erinevusi, siis DTW kaugusmõõduga klasterdamise tulemuseks olev pilt on originaaliga 
sisuliselt identne, olles ainult tagurpidise piksliridade järjestusega. Võrreldes tavalise hie-
rarhilise klasterdamisega, jääb ka selle pildi puhul järjestatud hierarhilise klasterdamise aja-
kulu samasse suurusjärku, olles eukleidilise kaugusmõõdu puhul 0.05 sekundit ja DTW kau-
gusmõõdu puhul 3414.97 sekundit. 
  
 Joonis 16.1. Nihkes piksliridadega pildi Joonis 16.2. Nihkes piksliridadega pildi 
 järjestatud hierarhiline klasterdus järjestatud hierarhiline klasterdus  
 eukleidilise kaugusmõõduga. DTW kaugusmõõduga. 
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4.3 K-keskmiste klasterdamine 
K-keskmiste klasterdamise algoritmi puhul on oluliseks parameetriks klastrite arv. Levinud 
meetod selle arvu leidmiseks on erineva klastrite arvuga saadud klasterduste omavaheline 
võrdlemine ja parima välja valimine ning seda kasutati Casa Mila foto puhul. Kolmnurkade 
mustri pildi puhul oli aga ilmseks klastrite arvuks kümme. K-keskmiste algoritmi eripära 
seisneb veel ka selles, et isegi sama andmestiku korral võivad sõltuvalt juhuslikult valitud 
esialgsetest tsentroididest nii algoritmi tööks kuluv aeg kui ka algoritmi tulemus olla erine-
vatel katsetel erinevad. Seega rakendati iga parameetrite komplektiga algoritmi viis korda 
ning analüüsimiseks valiti välja iga komplekti parim tulemus. 
Kolmurkade mustri pildi puhul muudab õige klastrite arvu valimise triviaalseks asjaolu, et 
esialgsel pildil on kümme selgelt eristuvat horisontaalset sektsiooni ehk kümme klastrit. Kui 
tavalise hierarhilise klasterdamise puhul oli tulemuseks olev pilt küll moonutatud, kuid 
siiski äratuntavate tunnustega, siis k-keskmiste klasterdamise tulemuseks oleva pildi (vt 
Joonis 17) ja esialgse pildi vahel sarnasusi sisuliselt ei olegi. See kinnitab, et täiendamata k-
keskmiste algoritm on valitud klasteranalüüsi algoritmidest järjestamise osas kõige nõrgem. 
Ajakulu jäi kolmnurkade mustri pildi puhul erinevatel katsetel vahemikku 4.41 kuni 6.37 
sekundit, mis muudab algoritmi antud pildi puhul aeglasemaks kui oli hierarhiline klaster-
damine. 
 
Joonis 17. Kolmnurkade mustri pildi k-keskmiste klasterdus. 
Casa Mila foto puhul ei ole klastrite arv ilmne, seega katsetatati klasterdamist kolme erineva 
klastrite arvuga, milleks olid 15 (vt Joonis 17.1), 30 (vt Joonis 17.2) ja 154 (vt Joonis 17.3) 
ehk piksliridade arvu täisarvuline jagatis vastavalt saja, viiekümne ja kümnega. Kuna sar-
naselt kolmnurkade mustri pildile ei meenutanud ühegi klastrite arvuga saadud tulemuseks 
olev pilt esialgset pilti, siis ei ole võimalik k-keskmiste algoritmi puhul ilma täiendava jär-
jestamiseta visuaalse vaatlemise teel optimaalset klastrite arvu leida. 
   
 Joonis 18.1. Casa Mila foto Joonis 18.2. Casa Mila foto Joonis 18.3. Casa Mila foto 
 k-keskmiste klasterdus 15 k-keskmiste klasterdus 30 k-keskmiste klasterdus 154 
 klastriga. klastriga. klastriga. 
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Lisaks juhuslikult valitud tsendroidide algväärtustele mõjutas k-keskmiste klasterdamise 
ajakulu ka klastrite arv. Olenevalt tsendroidide algväärtustest varieerus ajakulu 15 klastri 
puhul 13.12 kuni 24.98 sekundini, 30 klastri puhul 26.09 kuni 62.15 sekundini ning 154 
klastri puhul 151.57 kuni 220.99 sekundini. Seega oli k-keskmiste algoritm hierarhilisest 
klasterdamisest aeglasem juba 15 klastri puhul ning klastrite arvu kasvades see vahe ainult 
suurenes. K-keskmiste klasterdamise suurem ajakulu võrreldes hierarhilise klasterdamisega 
on käesolevas töös tõenäoliselt tingitud algoritmide implementatsioonist, nimelt kasutatakse 
hierarhilisel klasterdamisel kauguste maatriksi koostamisel R-i vahendite asemel märksa 
kiiremaid Python-i vahendeid. Üldjuhul peaks k-keskmiste klasterdamine andmestiku kas-
vades hierarhilise klasterdamisega võrreldes paremini skaleeruma.  
4.4 K-keskmiste klasterdamine ahne järjestamisega 
K-keskmiste klasterdamise järjestamisega täiendatud algoritmi rakendati samade parameet-
ritega nagu tavalist k-keskmiste klasterdamist. Juurde lisandus ainult tulemuseks oleva klas-
terduse järjestamine ahne järjestamisalgoritmiga. 
Kolmnurkade mustri pildi puhul on järjestamisega täiendatud k-keskmiste algoritmi tulemus 
(vt Joonis 19) väga sarnane esialgse pildiga, erinedes ainult eristuvate sektsioonide järjes-
tuse poolest, täpselt nagu täiendatud hierarhilise klasterdamisegi puhul. Kuigi kasutatavad 
järjestamisalgoritmid on mõlemal juhul erinevad, siis põhjus, miks need antud pildi puhul 
sektsioone korrektselt järjestada ei suuda, jääb samaks ehk kuna esialgsel pildil puuduvad 
sektsioonide üleminekukohtades asuvate ridade vahel sarnasusseosed, siis ei ole lihtsalt 
sektsioone võimalik millegi alusel järjestada. Algoritmi tööaeg jäi erinevatel katsetel vahe-
mikku 4.67 kuni 9.95 sekundit. 
 
 Joonis 19. Kolmnurkade mustri pildi järjestatud k-keskmiste klasterdus.  
Casa Mila foto erinevate klastrite arvudega k-keskmiste klasterduste järjestusalgoritmiga 
töötlemine parandab tulemuseks olevate piltide välimust märkimisväärselt ning võimaldab 
ka võrrelda visuaalselt, millise klastrite arvuga on tulemus parim. Selgelt parima tulemuse 
andis 154 klastriga klasterdus (vt Joonis 20.1), mis omab originaalpildiga võrreldes ainult 
üksikuid vaevumärgatavaid ebatäpsusi pildi kesk- ja ülaosas. Sellele järgnes 30 klastriga 
klasterdus (vt Joonis 20.2), mille puhul on pildi ülemine pool üsna tugevalt moonutatud, 
kuid üldiselt on pilt siiski äratuntav. Kõige kehvema tulemuse andis 15 klastriga klasterdus 
(vt Joonis 20.3), millest tekkinud pilt on kõige enam moonutatud. Ka Casa Mila foto puhul 
on k-keskmiste klasterduse järjestamisele kuluv aeg üsna lühike, lisades algoritmi tööajale 
ainult mõne sekundi ehk mõjutades kogu tööks kuluvat aega vähem kui seda mõjutavad 
tsendroidide esialgsed väärtused. 
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 Joonis 20.1. Casa Mila foto Joonis 20.2. Casa Mila foto Joonis 20.3. Casa Mila foto  
 järjestatud k-keskmiste järjestatud k-keskmiste järjestatud k-keskmiste 
 klasterdus 154 klastriga. klasterdus 30 klastriga. klasterdus 15 klastriga.  
4.5 Kohoneni võrk 
Kohoneni võrgu algoritmi rakendamine vajab kõige suurema hulga parameetrite väärtusta-
mist. Üldiste soovituste [Koh90] kohaselt valiti kohandumisfunktsiooni algparameetriks 0.9 
ning treenimisfaasi iteratsioonide arvuks viiesaja kordne neuronite arv. Neuronite ehk klast-
rite arvud olid seejuures võrdlemise eesmärgil samad, mis k-keskmiste klasterdamise korral 
ehk Casa Mila foto puhul 15, 30 ja 154 ning kolmnurkade mustri pildi puhul 10. Sarnaselt 
k-keskmiste klasterdamisele sõltub ka Kohoneni võrgu puhul klasterdus algseisu juhuslikust 
väärtustamisest ning seetõttu rakendati ka Kohoneni võrgu algoritmi iga parameetrite komp-
lekti puhul viis korda ning analüüsiks valiti välja iga komplekti parim tulemus. 
Kolmnurkade mustri pildi korral on Kohoneni võrgu algoritmi rakendamise tulemusel tek-
kiv pilt (vt Joonis 21) väga sarnane k-keskmiste algoritmi tulemusega, mis on üsna ootus-
pärane. Seda põhjusel, et kumbki algoritm ei järjesta klastrite sisu ning Kohoneni võrgu 
klastrite endi järjestamise omadus on seda tüüpi pildi puhul kasutu. Kohoneni võrk on aga 
oma 1.69 sekundise ajakuluga teistest algoritmidest antud juhul märksa kiirem. Väiksem 
ajakulu on tingitud väikesest klastrite arvust, mis ei vähenda mitte ainult igal treenimisfaasi 
iteratsioonil tehtavate arvutuste arvu, vaid ka iteratsioonide arvu, kuna see sõltub klastrite 
arvust. 
 
Joonis 21. Kolmnurkade mustri pildi Kohoneni võrgu klasterdus 
Erinevalt k-keskmiste klasterdamisest on Kohoneni võrgu algoritmi puhul Casa Mila foto 
korral võimalik optimaalse klastrite arvu kohta järeldusi teha ka juba järjestamisalgoritmiga 
täiendamata klasterduse puhul. Klasterdused 15 (vt Joonis 22.1), 30 (vt Joonis 22.2) ja 154 
klastriga (vt Joonis 22.3) näitavad, et klastrite arvu kasvades suureneb ka tulemuseks oleva 
pildi sarnasus originaalpildiga. See on ka oodatud tulemus, kuna väiksema klastrite arvu 
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korral kuulub igasse klastrisse rohkem piksliridu, mis omavahelise korrektse järjestuse puu-
dumise tõttu pildi nö „uduseks“ muudavad. Seejuures ei ole siiski mõistlik valida liiga suurt 
klastrite arvu, kuna iga järgnev klastrite arvu suurendamine parandab pildikvaliteeti eelmi-
sest vähem ning klastrite arvu ja tööks kuluva aja vahel on ruutsõltuvus. 15, 30 ja 154 klast-
riga kulus algoritmi tööks aega vastavalt 6.34, 24.01 ja 588.92 sekundit. 
    
 Joonis 22.1. Kohoneni võrgu Joonis 22.2. Kohoneni võrgu Joonis 22.3 Kohoneni võrgu 
 klasterdus 15 klastriga. klasterdus 30 klastriga. klasterdus 154 klastriga. 
4.6 Kohoneni võrk ahne järjestamisega 
Kohoneni võrgu ahne järjestamisega täiendatud algoritmi parameetrid olid analoogiliselt 
hierarhilise ja k-keskmiste klasterdamisega samad, mis täiendamata algoritmil. Võrreldes 
tavalise Kohoneni võrgu algoritmiga lisandus ainult klasterduse järjestamine, mis kasutab 
küll sama järjestusalgoritmi, mis k-keskmiste klasterdamine, kuid seda ainult klastrite sisu, 
mitte klastrite endi järjestamiseks. 
Analoogiliselt eelnevate klasterdamisalgoritmidega, annab ka Kohoneni võrgu algoritmiga 
saadud kolmnurkade mustri pildi klasterduse järjestamine tulemuseks pildi, mis erineb 
esialgsest ainult eristuvate sektsioonide järjekorra poolest (vt Joonis 23). Seejuures ei kas-
vata järjestamise lisamine märkimisväärselt algoritmi tööaega, võttes kokku aega 2.09 se-
kundit. 
.. 
Joonis 23. Kolmnurkade mustri pildi Kohoneni võrgu järjestatud klasterdus 
Kohoneni võrguga saadud klasterduse järjestamine muudab Casa Mila pildi puhul tulemu-
seks oleva pildi küll vähem nö „uduseks“, kuid jätab pildi sellegipoolest tugevalt moonuta-
tuks, nii 15 (vt Joonis 24.1), 30 (vt Joonis 24.2) kui ka 154 (vt Joonis 24.3) klastri korral. 
Selle tingib asjaolu, et järjestamisalgoritm järjestab ainult klastrite sisu, kuna klastrid peak-
sid eeldatavalt saama järjestatud juba Kohoneni võrgu algoritmi rakendades. Paraku ei 
suuda algoritm sarnaseid klastreid aga piisava täpsusega järjestada ning seega on lõpptule-
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mus moonutatud isegi siis, kui klastrite sisu on korrektselt järjestatud. Kohoneni võrgu al-
goritm koos klastrite sisu järjestamisega võtab Casa Mila foto puhul 15, 30 ja 154 klastri 
korral aega vastavalt 7.12, 24.69 ja 599.96 sekundit. 
    
 Joonis 24.1. Kohoneni võrgu Joonis 24.2. Kohoneni võrgu Joonis 24.3. Kohoneni võrgu 
 järjestatud klasterdus järjestatud klasterdus järjestatud klasterdus 
 15 klastriga. 30 klastriga. 154 klastriga. 
4.7 Järeldused 
Kolmnurkade mustri pildi klasterdamise tulemuseks olevad pildid olid kõigi järjestamisal-
goritmidega täiendatud klasterdamismeetodite puhul väga sarnased. Kuigi kõige kiiremaks 
osutus neist 2.09 sekundiga Kohoneni võrgu algoritm, siis tuleb arvestada ka seda, et see 
algoritm võib erinevatel katsetel anda erineva tulemuse ning täpse tulemuse tagastas ainult 
üks katse viiest. Seega võib parimaks pidada ajakulu poolest järgmist ehk hierarhilise klas-
terdamise algoritmi, mis võtab küll aega ligi kaks korda kauem ehk 4.23 sekundit, kuid ta-
gastab alati sama tulemuse ning ei vaja mitut katset. 
Casa Mila foto puhul on optimaalseima algoritmi valimine lihtsam. Ainuke algoritm, mis 
suutis foto täielikult taastada oli ahne järjestamisega hierarhiline klasterdamine, kuigi väga 
täpse pildi andis ka ahne järjestamisega k-keskmiste klasterdamine 154 klastriga. Hierarhi-
lise klasterdamise kasuks räägib aga lisaks väikesele täpsuse eelisele veel ka tööks kulunud 
aeg, mis hierarhilise klasterdamise puhul oli 7.78 sekundit ning k-keskmiste klasterdamise 
puhul mitu minutit. Samuti oli hierarhilise klasterdamise puhul kõige lihtsam määrata klas-
terdamise parameetreid, kuna ei olnud vaja eksperimenteerida erinevate klastrite arvudega. 
Kaugusmõõtude võrdlemiseks kasutatava nihkes piksliridadega pildi klasterdamisel andis 
eukleidilisest kaugusmõõdust täpsema tulemuse DTW kaugusmõõt. Samas oli see väga aeg-
lane, võttes aega ligi tunni, kuigi klasterdatava pildi resolutsioon oli ainult 300x168. Seega 
ei sobi kõrgema resolutsiooniga nihkes piksliridadega piltide jaoks tegelikult kumbki kau-




Klasteranalüüs on laia kasutusvaldkonnaga andmeanalüüsi tehnika. See ei ole aga üks konk-
reetne algoritm, vaid üldnimetus, ning seda on võimalik rakendada mitmel viisil. Selle töö 
eesmärgiks oli anda ülevaade kolmest enam levinud klasteranalüüsi meetodist ning de-
monstreerida nende tööd ja nende erinevate parameetrite mõju klasterdusele, rakendades 
meetodeid näidisandmestikul, milleks olid erinevate piltide segatud piksliread. Samuti taheti 
näidata kuidas on järjestamisalgoritme kasutades võimalik parandada klasterduse visuali-
satsiooni.  
Selle jaoks defineeriti esmalt viis kuidas leida klasteranalüüsi jaoks vajalikku andmeobjek-
tide sarnasust ning kirjeldati hierarhilise klasterdamise, k-keskmiste klasterdamise, Ko-
honeni võrgu ja vastavate meetodite täiendamiseks kasutatavate järjestamisalgoritmide töö-
põhimõtteid ning eripärasid. 
Järgnevalt kirjeldati täpsemalt kasutatavat näidisandmestikku ning defineeriti kolm erinevat 
pildiklassi, milleks olid sujuvate üleminekutega, järskude üleminekutega ja nihkes piksliri-
dadega pildid. Samuti kirjeldati kuidas on implementeeritud ning kuidas kasutada skripti, 
mis muudab lihtsaks kasutaja poolt valitud piltide peal erinevate klasterdamismeetodite ra-
kendamise ning tulemuste võrdlemise. 
Viimaks rakendati seda skripti näidisandmeteks valitud piltide peal ning analüüsiti erinevate 
klasterdamismeetodite tulemusi. Nii sujuvate üleminekutega piltide kui ka järskude ülemi-
nekutega piltide puhul osutus efektiivseimaks järjestamisalgoritmiga täiendatud hierarhiline 
klasterdamine.. Kaugusmõõtude võrdlemiseks kasutatava nihkes piksliridadega pildi puhul 
andis eukleidilisest kaugusmõõdust täpsema tulemuse DTW kaugusmõõt, kuid kuna selle 
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I. Piksliridade klasterdamise skript 




II. Täiendavad klasterdamise tulemused 
Piksliridade klasterdused – viimati uuendatud 13.05.2015. 
http://kodu.ut.ee/~priitd/clustering/clustered-rows/ 
Piksliveergude klasterdused – viimati uuendatud 13.05.2015. 
http://kodu.ut.ee/~priitd/clustering/clustered-columns/ 
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