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ABSTRACT 
An m x n (0, I) matrix (a~j) is said to be a * matr ix iff a .  : 1 implies a~,~, = 1 
for all (i',j') satisfying 1 < i' ~< i, 1 ~< j '  < j. 9 matrices with certain additional 
restrictions are counted and enumerat ions of  random walks and decision patterns 
are obtained. 
I. INTRODUCTION 
An m • n matrix (aij) with a~i :  0 or 1 will be called a *matr ix  
if and only if a~j : 1 implies a~,j, : 1 for all (i', j ' )  satisfying I ~< i' ~< i, 
1 ~< j '  ~< j. Our main purpose in this paper is to enumerate the number 
of such matrices having certain restrictions on the column sums and to 
interpret these results with respect to statistical decision patterns and 
random walks associated with coin tossing. A later paper will deal with 
certain generalizations. 
Although all of our results could be stated in terms of decreasing 
sequences of integers (the sequence of column sums of a * matrix), we 
feel the results are more easily visualized in terms of matrices, and also 
certain correspondences appear to be more evident. 
Lemma 2 and Theorem 1 are special cases of Theorem 2 but their proofs 
are considered of interest. A later paper will deal with results obtained 
by generalizing the method of proof used in Lemma 2. Throughout he 
paper we follow the convention 
(b) : 101ifbifb<0:0 or b~a>~O. 
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2. PRELIMINARY RESULTS WITH APPLICATIONS 
LEMMA 1. There are (~+~) m • n * matrices. 
PROOF: Let A(m,n)  be the number of  m • n * matrices and for 
convenience set A(0, n) = A(m, 0) = 1. Then for m ~> 1, n ~ 1 there are 
A(m- -1 ,n )  m • n *matrices with am• = 0 and A(m,n- -1 )  with 
am1 = 1. HenceA(m, n) = A(m -- 1, n) + A(m, n -- 1) fo rm ~ 1, n ~ 1. 
Setting B(m + n, n) = A(m, n) and p ----- m + n, we obtain 
B(p, n) = B(p -- 1, n) + B(p  -- 1, n -- 1) for 1 ~<n <p 
and 
B(p ,p )=B(p ,O)= 1 for p ~>0, 
but these are defining relations for the binomial coefficients (~) and so 
we have 
A(m,n)  = (m + n) for m ~ O,n ~ O. 
m 
As will be shown later there is a one-to-one correspondence between 
m • n * matrices and paths in the plane connecting (0, 0) and (m, n) 
consisting of  m + n line segments, each of unit length and parallel to a 
coordinate axis. Since it is easily shown there are (~+'~) such paths, the 
lemma would follow immediately from this correspondence. 
Two well-known identities involving binomial coefficients follow from 
the lemma. The first of  these, 
m 
(k ) (k )  = (m + n) 
~ffi0 m 
is obtained as follows. Suppose m ~< n. Then, using the notation of  
the proof  of  the lemma, there are: A(m, n -- m) m • n * matrices with 
aii ---- 1 for i = 1 ..... m; one m • n * matrix with a l l=  0; and, for fixed k, 
1 <~k~<m--  1, A (m- -k ,k )  A (k ,n - -k )m x n*matr i ceswi thakk= 1 
and ak+x,k+l = 0. The last product holds since aij = 1 for 1 ~< i ~< k, 
1 <~j<~k,  alj = 0fork+ 1 ~<i~m,k+ 1 ~<j~<n,  and each of  the 
matrices (aij), k+ 1 <~ i <~ m, 1 <~ j <~ k and (aij), 1 <~ i <~ k, 
k + 1 ~< j ~< n are arbitrary 9 matrices. Since by the definition of  a 
9 matrix the above cases are mutually exclusive we have 
A(m, n) = ~ A(m -- k, k) A(k, n -- k), 
kffi0 
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that is, 
The second identity, 
(mm+n)= ~__o(k)(k )" 
~=0 P n - -  p m ' 
follows from first fixing k, 1 ~< k ~< m and then classifying the m • n 
* matrices by the number p of  l 's in the k-th row. This leads to 
a(m, n) ---- ~, A(m -- k, p) A(k -- 1, n -- p), 
which is the identity. 
We require the following lemma in the proof  of  a more general result. 
LEMMA 2. There are 
n+l  n•  
* matrices with a.+l-~,i = O for  i = 1 ..... n. 
PROOF: We let A(n) be the number of  such matrices and for convenience 
set A (0)= 1. Then the number of  such matrices with a.,_~,i ---- 0, 
i ~- 1 ..... n -- 1 is A(n -- 1) and for fixed k, 1 ~< k ~< n --  1, the number 
with k being the least value of  i for which a._~,~ = 1 is A(k -- 1) A(n -- k). 
Thus 
A(n)= ~ A(k - -  1) A(n - -k )  for n ~ I. 
Setting 
f (x )  = ~ A(n) x" 
yields xf2(x) - - f i x )  + 1 = O, which in turn gives, since lim~_~of(x) = 1, 
_ 1 
f (x )  -~ ~ [1 --  (1 4x)a/~] -- n=o n q-- 1 
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LEMMA 3. 
min(m,n) 
E 
k=0 
PROOF: We set  
B(m, n) = 
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1 (2kk) (m§  1] 
k § 1 m -- ~ min(m, n) ]" 
min(m,n) 
E 
k=0 
1 (2k)(m +.  
k+l  k m- -k  
and note that due to symmetry we need only prove 
B(m'n) = ( m § n § l for O~m~<n.  
Now B(O, n) = 1 and in the following theorem it will be shown that 
B(n,n) = (2n : 1). 
These two equations and the recurrence relation 
B(m--  1, n )+B(m,n- -1 )= ~ 1 (2~) [ (m+n- -2k - -  1) 
k=o k+ 1 m--k - -1  
(m + n -- 2k + 
= B(m,n) for I <~m ~<n--  1 
define B(m, n). But this is the recurrence relation for A(m, n) in 
the proof of Lemma 1 and after observing that B(0, n) = A(0, n) and 
B(n, n) = A(n, n + l) we have 
B(m,n) = A(m, n q- 1) = (m + n-k  1]. 
\ m / 
THEOREM 1. There are  
m--n+l  (m+n)  m • n 
m~- I  m 
* matrices with m >/n andam_i+l.i = O for i = 1,..., n. 
PROOF: We let A(m, n) be the number of such matrices and classify 
all m • n * matrices according to the least k. if such exists, for which 
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am-~+x.k : 1. There are A(m, n) matrices with am-i+l.i = 0 for i : 1 ..... n, 
and, by Lemma 1, (m~-l) matrices with k---- 1. For 2<~k<~n the 
matrix may be partitioned into the four submatrices: (a~j), 
i=  l , . . . ,m- -  k-q- 1, j= l , . . . , k ; (a i j ) ,  i=  m- -k+2 ..... m, j  = k ..... n; 
(ajj), i = m --  k + 2 ..... re, j=  1 , . . . , k - -1 ;and(a i~) , i=  1 .... , m -- k + l, 
j = k -k 1 ..... n. Each entry of the first submatrix is 1 while every entry 
of the second is 0. The third submatrix is an arbitrary matrix of the type 
described in Lemma 2 while the fourth is a completely arbitrary 
(m- -k+ 1) • (n -- k) * matrix. Thus by Lemmas 1 and 2 there are 
1 (2kk--12) (m +n -- 2k + I) 
k n k 
such matrices. Hence we have 
(m + n) = ~(m,.)+ (m +. .  1) 
m m 
+ k- (k - -  1 n k ' k=2 
(1) 
where on setting rn = n we obtain using Lemma 2 
~-~ 1 (9C-~;~)  n+ 11  (2nn) = A(n, n) -- (2n --n 1)_  k~l k+l n - -  
which in turn gives 
-1  
n+l  +k~__0k-kl= k n -- k 
_~_1~)] 
1 ~2k][2n --  2k], 
= ~ k - l -1  \k l \  n k ! k=O 
n >~O, 
which was a result required in the proof of Lemma 3. Now applying 
Lemma 3 to (1) gives 
which is the required result. 
582/8/3-4 
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Before proceeding to a generalization of this theorem we show how it 
unifies results of Barbenson [1], Wine and Freund [2], and a ballot 
theorem. 
THEOREM 1' (Barbenson). There are 
k+l  (k + 2n) 
k~-nq  7- 1 n 
n-tuples (xl ..... Xn) of  positive integers satisfying Xl ~ x2 <~ "'" ~ xn and 
xl ~kq-  1, x2~<kq-2  ...... x~ <kq-n .  
PROOF: We make the substitution y~ = xn-i+l -- 1, set m = k -~- n, 
and are then required to count the number of n-tuples (Yl,...,Yn) of 
non-negative integers satisfying y, ~> Y2 ~> "'" ~> Y~ and Yl ~< m -- 1, 
Y2 ~<m--2 , . . . ,Y~<m--n .  We now note that each such n-tuple is 
the column sum vector of just one of the matrices considered in the 
theorem and since each such matrix determines one such n-tuple there are 
m--n+l  n )_  kq -1  (k 2n) 
m+ 1 (mm~ kT-nqZ 1 
n-tuples. 
From the correspondence just exhibited it follows that Theorems 1 
and 1' are actually equivalent. The following ballot theorem is also 
equivalent to Theorem 1 since the correspondences involved are one-to-one 
and onto. In this next theorem a path from (0, 0) to (a, b), 0 ~< b ~< a, 
a and b integers with even sum, will mean a sequence (Y0 ,.., Y,) with 
Yo = 0, y ,  = b and t Yi+l -- Yi I = 1, i = 1 ..... a -- 1. 
THEOREM 1" (Ballot Theorem). There are 
a 
a b_ ((a q- b)/2) 
paths (Yo ..... y,) from (0, O) to (a, b) satisfying Yi > O, i = 1 ..... a. 
PROOF: Since the correspondence 
( i - -y ,  aq -b - - i - -y , )  
Yi +-+ 2 ' 2 
is one-to-one it suffices to count the number of sequences 
( O'aq-b]=(c~ / ' r~ (e l  ' El) . . . . .  (ca ' ra)=(- -~'  0), 
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where c i - - c~_ l=0 or 1, r~- - r i _a=0 or --1, c~--ci_ l : / : r~_x--r~, 
c~ + r~ < (a q- b)/2 for i = 1 ..... a. It can be easily shown that each such 
sequence uniquely determines (and is uniquely determined by) a sequence 
Z 1 , Z 2 ,...~ Z(a_b)12 , where 
a+b a - -b  
z i= maxr j , z i+ i<- -  for  i=  1 ..... - -  
c~=t 2 2 
and 
Z 1 ~ Z 2 ~ "'" ~ Z(a_b)/2 ~ O. 
Observing that such a sequence forms a column sum vector of  an 
a+b- -2  a - -b  
•  
2 2 
* matrix of  the type considered in Theorem 1 we see there are 
a 
paths. 
We note that the same method may be used to count paths of  the type 
described above but with a = 2n, b = 0 and one of  course obtains 
1 ~2n -- 2] 
n\n - -1 ]  
such paths. 
Our next result involves the enumeration of  decision patterns a 
description of  which may be found in [2]. We use the following equivalent 
formal definition. A decision pattern on n-means is a function f ,  mapping 
{(i, j )  [ 1 ~< i, j ~< n} into {0, 1} so that 
(i) i ~> j impliesf(i, j )  = 0, 
(ii) i <~ j <~ k,f(i ,  k) ---- 0 impliesf(i, j )  = f( j ,  k) = O. 
In the terminology of  [2], f ( i , j )  =O,  i < j, simply means there is no 
significant difference between mi and mj.  
COROLLARY 1 (Wine and Freund). There are 
1(: 3 
n-4-1 
decision patterns for n means. 
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PROOF: Set ai~- =f ( i ,  n --  j -b 1). Then aij ---- 0 for i >~ n --  j + 1. 
Suppose a~s = 0, i + j ~< n. Then from (ii) it follows that 
a~.j+a = 0 = a~+x,j. Thus the matrix (ai~) satisfies the conditions of 
Theorem 1 with m = n (Lemma 2) and thereby gives us the required result. 
3. A GENERALIZATION 
Lemmas 1 and 2 and Theorem 1 are all special cases of the following 
theorem. 
THEOREM 2. There are 
m- -kn+ l (m+n)  m • n 
m+l  m 
* matrices with m >/kn  and a,,,-h.i+l.i ~ 0 for  i = 1 ..... n. 
PROOF: The theorem is just Lemma 1 when k = 0, hence we fix k >~ 1 
and let A(m, n) be the number of such matrices. Classifying the matrices 
according to whether ax,~ = 0 or 1 gives 
A(m, n) = A(m, n --  1) _ A(m -- 1, n) 
when m > kn > k and A(m, n) = A(m, n -- 1) when m = kn > k. Since 
these recurrence relations and the initial values A(m, 1) = m -- k + 1 
for m ~ k uniquely determine A(m, n) for all m ~ kn ~ k, the proof is 
completed by verifying that 
m -- kn + l ( re+n)  
m+l  I1 
satisfies these conditions. 
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