In this paper, we first introduce a network of learning automata, which we call it as distributed learning automata and then propose some iterative algorithms for solving stochastic shortest path problem. These algorithms use distributed learning automata to find a policy that determines a path from a source node to a destination node with minimal expected cost (length). In these algorithms, at each stage distributed learning automata determines which edges to be sampled. This sampling method may result in decreasing unnecessary samples and hence decreasing the running time of algorithms. It is shown that the shortest path is found with a probability as close as to unity by proper choice of the parameters of the proposed algorithms.
Introduction
Shortest path problems when the edge lengths are deterministic can be solved using one of the many shortest path algorithms, such as Dijkstra and Floyd-Warshall in polynomial time l . However, when the edge lengths are allowed to be random, the problem becomes considerably more difficult. Unlike the case for deterministic graphs, stochastic graphs are related to distinct models, interpretations and applications. Recently, attention has been given to the analysis of shortest paths in such stochastic networks, and the following questions have been addressed. ' This research was in part supported by a grant from Institute for Studies in Theoretical Physics and Mathematics (IPM), Tehran;Iran. 592 H. Beagy Ed M. R. Meybodi (1) distribution of the length of the shortest path (2) moments of the length of the shortest path (3) the probability that a given path is the shortest path in the graph Stochastic shortest path problems can be grouped in two main classes: the first class aims to find an priori solution that minimizes the expected lengths, while the second one computes an online solution that allows decisions to be made at various stages (also known as a recourse problem). Much of researches on first class can be reviewed as follows. The analysis of some of the problems for general stochastic graphs has been attempted by Pritsker and Frank 3. Martin * has analyzed the problem using the unique arcs concept, and Sigal et al.= have used the uniformly directed cuts in their analysis of shortest paths. Each one of the above four papers represents the required probabilistic quantities as multiple integrals. Numerical evaluation of these integrals quickly gets out of hand, even for small networks. Mirchandani uses an entirely different approach that avoids the evaluation of multiple integrals, but his approach works only when the arc lengths are discrete random variables. Due to the computational difficulties in the exact computation of the distribution of the length of the shortest path, recently attention has shifted to Monte Carlo simulation of stochastic networks to obtain estimates of the required distributions. Simulation methods for estimating some of the quantities listed above are developed by Sigal et al. and Adlakha and Fishman In lo, state space partitioning was used for solving the stochastic shortest path problem.
Polychronopoulos and Tsitsiklis proposed two models with recourse ". The first model assumes general spatial dependence among the edges captured in the form of realizations, representing all possible network instantiations. An exponential algorithm with respect to the number of realizations is proposed in this model. The second model is a special case of the first model where the edge lengths are independently distributed random variables. An exponential algorithm with respect to the number of edges was given for this model. Two algorithms for the stochastic shortest path problem with recourse on time varying networks are proposed in l 2 t l 3 . In 14, the stochastic shortest path problem with recourse is considered, where it is a limited inter-edge dependencies. The solution to this problem consists of a collection of state-paths, each associated with a cost and probability for being followed. It must be noted that in all these studies, it is assumed that the cost distributions for edges in the graph are known in advance.
In this paper an adaptive procedure based on the distributed learning automata (DLA) for finding the shortest path in a stochastic graph is presented. This problem is particularly useful in routing in transportation or communication networks and in scheduling. For example in transportation applications the random attribute denotes a random travel time.
In this paper, DLA is introduced and applied to the shortest path problem.
In order to compute the probability that a path being the shortest, a distributed learning automaton is constructed from the given input graph and each learning
Utilizing Distributed Leaning Automata to Solve Stochastic Shortest Path Problems 593 automaton in the DLA updates its action probability vector using LR-I reinforcement scheme until the shortest path is found. It has been shown that one of the proposed algorithm finds the shortest path in a stochastic graph with a probability as close as to unity by proper choice of the parameters of the proposed algorithms.
The simulation results also confirm the theoretical results. The rest of the paper is organized as follows: The stochastic graph, learning automata and distributed learning automata are given in Section 2. Section 3 presents the proposed algorithms. Simulation results and discussion are given in Section 4. Section 5 concludes the paper.
Stochastic Graph, Learning Automata, and Distributed
Learning Automata
Stochastic Graph
A stochastic graph G is defined by a triple G = (V, E , 3 ) , where V = {1,2,. . . , n ) is set of nodes, E c V x V specifies set of edges, and n x n matrix 3 is the probability distribution describing the statistics of edge lengths, where n is the number of nodes.
In particular, length Cij of edge (i, j ) is assumed to be a positive random variable with fij as its probability density function, which is assumed to be unknown for the proposed algorithms. In stochastic graph G, a path ni with length of ni nodes and expected length of LTi from source node v, to destination node vd is defined as an ordering { n i~, n i~, . . . , niTni) c V of nodes in such a way that vTiSl = us and vTi,ni = vd are source and destination nodes, respectively and (ni,j, ~, , j +~) E E for 1 5 j < ni, where ni,j is the jth node in path ni. Assume that there are r distinct paths ll = {nl, nz, . . . , n,} between v, and vd. The shortest path between source node v, and destination node vd denoted by v, N vd, is defined as a path with minimum expected length. In other word, the shortest path n* has length of L, . = min,En{E,}.
Learning Automata
The automata approach to learning involves the determination of an optimal action from a set of allowable actions. Automaton selects an action from its finite set of actions, which serves as the input to the environment which in turn emits a stochastic response P(k) E {O,1} at the time k. The environment penalizes (i.e. P(k) = 1) action cri of the automaton with the penalty probability ci(di = 1 -ci). On the basis of P(k), the state of the automaton is updated and a new action chosen at (k + 1). Note that the ci are unknown initially and it is desired that as a result of the interaction between the automaton and the environment the automaton arrives at the action which presents it with the minimum penalty response in an expected sense. An automaton acting in an unknown random environment and improves its performance in some specified manner, is referred to as a learning automaton (LA). Learning automata can be classified into two main families: fixed structure learning automata and variable structure learning automata. Variable structure learning automata are represented by a triple < P, CY, T >, where is a set of inputs, p is a set of actions, and T is learning algoritG The learning algorithm is a recurrence relation and is used to modify the state probability vector. Let C Y~ be the action chosen at time k as a sample realization from the probability distribution p(k). The linear reward-inaction algorithm ( L R -~) is one of the earliest learning schemes reported in the literature and its recurrence equation for updating the action probability vector p is defined as A variety of learning algorithms such as discretized, pursuit, and estimator learning algorithms are proposed in l 5 > l 6 8 l 7 . Learning automaton have been used successfully in many applications such as telephone and data network routing 1 8 1 1 9 , solving NP-complete problems 20~21122, capacity assignment 23 and neural network engineering 24725t26127 to mention a few. For more information about learning automata refer to 28.
Distributed Learning Automata
In this section, we introduce a new model of interconnected automata, which we call it distributed learning automata (DLA). Distributed learning automata is a network of automata which collectively cooperate to solve a particular problem. A DLA can be modeled by a directed graph in which the set of nodes of graph constitute the set of automata and the set of outgoing edges for each node constitutes the set of actions for corresponding automaton. ?%%en an automaton selects one of its actions, another automaton on the other end of edge corresponding to the selected action will be activated. An example of DLA is given in figure 1 , in which every automaton has two actions. If automaton A1 selects action as, then automaton A3 will be activated. Activated automaton A3 chooses one of its actions which in turn activates one of the automata connected to A3. At any time only one automaton in the network will be activated. Formally, a DLA with n learning automata can be defined by a graph (A, E), where A = {A1, Az, ... ,A,) is the set of automata and E c A x A is the set of edges in the graph in which an edge (i, j) corresponds to action aj of automaton Ai. Let action probability vector for learning automaton Aj is represented by pl where a component of pl denotes the probability of choosing action a,, that is, the probability of choosing edge (j, m). 
The Proposed Algorithm
In this section, we propose several distributed learning automata based algorithms for finding a path .with minimum expected length (shortest path) in a stochastic graph. In these algorithms, the stochastic graph plays the role of random environment for the DLA. The action of a DLA is a sequence of actions that represents a particular path in the stochastic graph. The environment uses the sampled length of this path to produce its response. This response, depending on whether it is favorable or unfavorable, causes the actions along the traversed path be rewarded or penalized.
The first algorithm is given in algorithm 1 and can be described as follows. At first a network of learning automata which is isomorphic to the input graph is created. In this network each node is a learning automaton and each outgoing edge of this node is one of the actions of this learning automaton. Then, at the stage k, source automaton (corresponding to the source node in the graph) A, chooses one of its actions (as a sample realization of its action probability vector), say action a,.
This action activates automaton A, on the other end of edge (s,m). The process of choosing an action and activating an automaton is repeated until destination 596 H. Beigy tY M. R. Meybodi automaton A d is reached or for some reason moving along the edges of the graph is not possible or the number of visited nodes exceeds the number of nodes in the graph. After Ad is reached, length of the traversed path, (L,,), is computed and then compared with a quantity called dynamic threshold, Tk. Depending on the result of the comparison all the learning automata (except the destination learning automaton) along the traversed path update their action probabilities. Updating is done in direction from source to destination or vice versa. If length of the traversed path is less than or equal to the dynamic threshold then all learning automata along that path receive reward and if length of the traversed path is greater than the dynamic threshold or the destination node is not reached, then activated automata receive penalty.
Algorithm 1 The first algorithm for solving stochastic shortest path problem. end if until (probability of path .rri is greater than a pre-specified threshold Ppop or k is greater than K )
The process of traveling from the source learning automaton to the destination learning automaton is repeated until the stopping condition is reached which at this point the last traversed path is the path which has the minimum expected length among all paths from the source to the destination. Assume that up to the stage k, path q (for i = 1,2, . . . , r ) is traversed ki times, where k = ki. Also assume that path n, is selected at the stage k. Let L,,(j) and E,, be the length of the path Utdladng Distributed Learning Automata to Solve Stochastic Shortest Path Problems 597 xi (for i = 1,2, . . -, r ) at the jth sampling time (for j = 1,2,--, ki)and the mean of the length of the path ni (i = 1,2,. . . , r), respectively. Thus the dynamic threshold at instant k can be defined by equation 6. According to algorithm 4, we have
where ci(k) and di(k) denote penalty and reward probabilities of path x at the stage k, respectively. The dynamic threshold at time k > 1 is defined as where ki s the number of times that path n, is traversed and
The algorithm stops if the product of the probability of choosing the edges of the traversed path, called path probability, is greater than a certain threshold or a pre-specified number of paths are traversed.
For the sake of simplicity, we use figure 2 for discussing the first algorithm. In the stage k, A1 chooses one of its actions, say as, which activates Ag. A3 using its action probability vector will activate Az. The process of selection of an action and activating an automaton is repeated until the Ale is reached or for some reason moving along the edges of the graph is not possible or the number of visited nodes exceeds the number of nodes in the graph, i.e. 10. Assume that in figure 2, the path with tick lines is traversed, that is, xi = (1,3,2,5,7,10). After the destination node is reached, the length of the traversed path is computed and then compared with the dynamic threshold and depending on the result of comparison all the learning automata (except Alo) along the traversed path update their action probabilities. If length of the traversed path is less than or equal to the dynamic threshold then all the activated automata along the traversed path receive reward and otherwise receive penalty. In the rest of this paper, we call this algorithm, algorithm 1. This algorithm can be improved in several ways some of which are described below.
In algorithm 1, the number of actions for every automaton is fixed and does not vary as the algorithm proceeds. This may cause that the algorithm to traverse paths that contain loops. In order to solve this problem, we use learning automata with variable number of action 29 by disabling actions corresponding to the visited nodes if any. To implement this, when an automaton chooses action k from the list of its actions, all the inactivated learning automata will disable action k (but not removed) in their list of actions. When action probability vectors of automata in the traversed path is being updated, all the disabled actions will be enabled. Algorithm 1 in which this modification is made is called algorithm 2.
In algorithms 1 and 2, learning automata use the same learning rate which remains fked during the execution of the algorithm. This gives equal importance to all nodes along the path being traversed, which may not be appropriate. Nodes which are closer to the source node should be given higher degree of participation in the optimal path (higher probability of being part of the optimal path) than those which are far from the source node. Therefore, the amount of the reward given to an action taken at a particular time must increase as we approaching the destination node. To achieve this, we halve the step length as moving from one node to another when traversing back toward the source node. Algorithm 2 in which this modification is made will be called algorithm 3. Updating schemes for the step lengths can be different. Another way to update the step lengths is given by equation (7) . Here the step lengths are dependent on the action probabilities. Algorithm 2 in which this modification is made will be called algorithm 4. In this algorithm, updating is done from the source node to the destination node.
where a,i,j(k) denotes the step length of jth automaton along path .rri a t the kth stage (i.e.
It can be shown that 0 < a,4,j(k) < 1. Similar approach for updating step length a in hierarchical system of learning automata has been reported in 30. In the previous algorithms, the length of the traversed path at any stage is computed using the length of the edges sampled at that stage. The algorithm for computation of the length of the traversed path at any stage may use the mean of the sampled length of an edge up to that stage. That is, the length of an edge in this version of the algorithm at the stage k is the average of sampled edge lengths up to the stage k. This modification, according to the central limit theorem 31 , allows the algorithm to have an estimate of the length of traversed path which is closer to its mean value. Algorithm 2 in which this modification is made will be called algorithm 5. Different combination of above mentioned algorithms can be used. For example, we examine another algorithm called algorithm 6 which is a combination of algorithms 3 and 5.
Theorem 1 shows the convergence for algorithm 4 when LR-I learning automaton is used in each node. Our method of proving theorem 1, is very similar to the method given in 30932733 in the context of the analysis of learning automata operating in non-stationary environments. Before we state and prove the main result, we prove two lemmas. Using lemma 1, we can find KO and a* such that
[ % 600 H. Beigy €4 M. R. Meybodi for all k > KO and all a E (0, a*), and hence the proof of the lemma. Stated in other words, the above theorem asserts that the proposed algorithm converges to the shortest path with a probability as close to unity as desired. Outline of the Proof: This theorem is proved in the following three stages: 1) qi(k) (for i = 1,. . . , r ) are computed in terms of action probabilities of learning automata in path ni, 2) it is shown that the probability of choosing the shortest path is a sub-Martingale process for large enough k, and 3) the convergence is shown using Martingale convergence theorems.
The complete details of the proof of theorem 1 depends on the specific graph. In order to show these details, we prove the theorem for graph given in figure 3 with v, = 1, vd = 5, and shortest path n* = (1,2,3,4,5) . Before we present the proof, we prove some lemmas and a corollary. (k)(l -a)[qs(k)qs(k)ds(k) -q4(k)q7(k)d7(k)l, 
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where 94 ( k ) is the probability of travelling along path n4.
Fig. 4. Search tree for graph of figure 3
Proof: From the proposed algorithm, the search tree for finding path v, vd of graph given in figure 3 is shown in figure 3 . Let qj ( k ) be the probability of traversing path ?rj a t the stage k. Therefore we have where p i ( k ) denotes the probability of selecting action crj of automaton Ai at the stage k . Define Aq4 ( k ) = E[g4 ( k + 1) -q4 (k)lq(k)]. Therefore we obtain equation (9), where a i ( k ) is the step length of automaton Ai a t the stage k and is computed by equation (7).
After simplifying each term in the right hand side of equation ( 9 ) , we obtain After some algebraic, we obtain which completes the proof of this lemma. (11) is positive for large values of k. It is evident from equation
Substituting q3(k), q4(k), q7(k), and q8(k) from equation (8) into above inequality, we have c; > cg. Since path 7r4 is the shortest path in graph of figure 3, we have c; > cg. Because in this graph, when 7r4 is the shortest path, then the average length of edge (3,'5 ) is greater than the sum of average lengths of edges (3, 4) and (4, 5) . Since edge (1,3) is part of both paths 7r7 and na, we conclude that path ns is shorter than path ~7 , which implies c; > cg or d; <= d;. Hence, two terms in the right hand side of equation (11) is non-negative. Corollary 1. limk,, q4(k) = q, ' exists and q,' E {O,1) with probability one.
Proof: Lemma 4 implies that {q(k)) is a sub-Martingale. Using Martingale theorems, and the fact that {q(k)) is non-negative and uniformly bounded, it is concluded that lim, , , q4(k) = q,' exists with probability one. Further, if q4(k) # {0,1), then q4(k + 1) # q4(k) with non-zero probability for all k. Hence, q,' E { O , l ) constitutes the absorbing set for the Markov process {q4(k)). Let q* E Va denotes the state to which q(k) converges, where V8 = {el, ea, . . . , es) is the set of all absorbing states for process {q(k)). Define Proof of theorem 1 for graph of figure 3 : For graph 3, we have 8 paths between the source node and the destination node, i.e. r = 8. From the definitions of ci(k), it is evident that as Li(k + 1) decreases, ci(k) also decreases. Since 7r4 is the shortest path, we must show that Since 7r4 is the shortest path, we have c: = mini{ci). For large values of k we have
it is concluded that q,* E {O,1) which constitutes the absorbing set for the process {94(k)). Define where x > 0 is to be chosen. a4[x, q] E C(S8) and satisfies boundary conditions (12) .
In what follows, we show that G4[x, q] is sub-regular, thus G4 In order to show the above inequality, we first consider the last term in right hand side of equation (14). Since x and 94 both are non-negative, then we consider only the following summation. 
Experiments
To study the feasibility of the proposed algorithms, experiments are conducted on the two following stochastic graphs shown in figures 5 and 6 and are borrowed from
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Graph 1 which is shown in figure 5 is a graph with 10 nodes, 23 arcs, us = 1, ud = 10, and R* = (1,4,9,10). Edge cost distribution is given in table 4. Graph 2 which is shown in figure 6 is a graph with 15 nodes, 42 arcs, us = 1, v d = 15, and R* = (1,2,5,15). Edge cost distribution is given in table 4. In all the simulations presented in this paper, the updating scheme for vector probability is LR-I, and each algorithm terminates when the probability of traversed path is 0.9 or 300,000 paths are traversed. Each algorithm is tested on two different graphs and the results for each algorithm are summarized in two tables. Every value in each table is averaged over 100 runs. The first column of the first table includes the average number of iterations required by the algorithm over the runs which it converges. The second column shows the percentage of 100 runs converge to the solution before 300,000 iterations. The second table for each algorithm, shows the total number of samples taken form all the edges in the graph and also the total number of samples taken from the edges along the shortest path. The results of simulations for different graphs are summarized in tables 4 and 4.
From the result of the simulations, the following points can be made.
(1) Simulation results show that the number of converged runs increases as the but percentage of the number of runs converged is higher. This may be due to the fact that algorithm 2 does not traverse paths containing loops, which leads to smaller number of samples taken from the edges. (3) Algorithm 3 improves the rate of convergence. This is because of the fact that as we approach the destination node, the action probability vectors are updated more conservatively. On the other hand, the average number of iterations for this algorithm is higher. The reason for this is that the nodes closer to the destination node use smaller step lengths comparing to the nodes closer to the source node.. (4) The updating scheme for step length in algorithm 4 causes degradation in the performance. One reason for such degradation may be that there is no dependency between the step lengths and the action probabilities. (5) Experimentations show that for large value of learning parameter a all algorithms perform the same. Experimentation also show that the average iterations required by the algorithms for finding the optimal path is heavily dependent on the input graph and there is no general ordering according to which the algorithms can be ordered in terms of their performance. (6) Another property we want to illustrate is any time behavior of the proposed algorithm. We show this property by plotting the development of the probability of choosing the shortest path in time (see figure 7 ). This curve shows rapid progress in the beginning and flattening out later on. This is typical for many algorithms that work by iterative improvements on the initial solution. The name "any time" comes from the property that the search can be stopped at any time and the proposed algorithm will have some solution, even it is suboptimal.
Based on this any time curve, we can make some general observation concerning termination condition for the proposed algorithm. In figure 7 , we can divide the run time into two equally long sections, the first and the second half. As this figure indicates, the progress in terms of increments in probability of choosing the shortest path is significantly greater than the achievements in the second half. This provides a general suggestion that it might not be worthwhile to allow very long runs; because of the any time behavior of the proposed algorithm efforts spent after a certain time may not result in better solution quality. A point with coordinate (2, y) in any time curve gives us the average number of iterations x required to obtain the optimal path with probability of y. This is one advantage of the proposed algorithm over non-iterative algorithms. (7) Probability of optimal path (POP) at each iteration of algorithm is defined as the product of probabilities of edges along the optimal path. The plots of average probability of optimal path over the converged runs out of 100 runs for both graphs and different algorithms are given in figures 7 and 8. A point with coordinate (x, y) in POP curve gives us the average number of iterations required to obtain the optimal path with a specific probability. Looking at different plots indicate the fact that algorithms 3 and 6 perform worst among the algorithms presented in this paper. 
Conclusion
In this paper we have studied the problem of determining the optimal path in stochastic networks analogous to deterministic networks. The algorithms presented provide policies which can be used to determine a path from the source to the destination node with minimal expected length. The algorithms presented are adaptive procedures based on distributed learning automata. I t is shown that the shortest path is found with a probability as close as to unity by proper choice of the parameters of the proposed algorithms.
