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Finite element simulation of metal cutting processes offers a cost-effective 
method to optimize the cutting conditions and to select the right tool material and 
geometry. A key input to such simulations is a constitutive model that describes material 
behavior during severe plastic deformation. However, the vast majority of material 
models used in prior work are phenomenological in nature and are usually obtained by 
fitting a non-physically based mathematical equation to the macro-scale stress-strain 
response of the material. Moreover, the deformation range covered by the stress-strain 
response used in the model calibration process usually falls short of the ranges typically 
observed in metal cutting.  
This thesis seeks to develop a unified material model that explicitly incorporates 
microstructure evolution into the constitutive law to describe the macro-scale plastic 
deformation response of the material valid over the range of strains, strain rates and 
temperatures experienced in machining. The proposed unified model is based on the 
underlying physics of interactions of mobile dislocations with different short and long 
range barriers and accounts for various physical mechanisms such as dynamic recovery 
and dynamic recrystallization. In addition, the inclusion of microstructure evolution into 
the constitutive model enables the prediction of microstructure in the chip and the 
machined surface. In this study, the unified material model is calibrated and validated in 
the severe plastic deformation regime characteristic of metal machining and is then 
implemented in finite element simulations to evaluate its ability to predict continuous 
 xxii 
and segmented chip formation in machining of pure metals such as OHFC copper and 
commercially-pure titanium (CP-Ti).  
Due to the physical basis of the proposed unified material model, the continuous 
chip formation observed in orthogonal cutting of OFHC copper is shown to be 
successfully predicted by the finite element model utilizing a version of the unified 
material model that explicitly accounts for microstructure evolution as well as 
dislocation drag as a plausible deformation mechanism applicable at the high strain rates 
common in metal cutting operations. The segmented or shear localized chip formation in 
orthogonal cutting of CP-Ti is also shown to be successfully simulated by the unified 
model after incorporating the inverse Hall-Petch effect arising from the ultrafine grain 
structure within the shear band. For both metals, the model is experimentally validated 
using flow stress data as well as machining data including cutting and thrust forces and 
relevant chip morphology parameters. Machining simulations carried out using the 
unified material model also yield useful insights into the microstructure evolution during 
the machining process, which is shown to be consistent with the available experimental 










1.1 Motivation and Problem Statement 
Numerical modeling and simulation of machining is a very effective approach for 
gaining fundamental insight into the complex material behavior during the metal cutting 
process and for optimizing the cutting conditions and tool geometry without performing 
costly experiments. Due to the complexity of the machining process, a reliable numerical 
modeling and simulation approach needs to consider all aspects including material 
deformation behavior, contact friction, heat generation and transfer. The development of 
a constitutive material model that accurately describes the deformation behavior of the 
material during machining is the main research focus of this thesis. 
The constitutive material model provides a mathematical description of how the 
material responds to various strains, strain rates and temperatures under different 
deformation conditions. Most of the earlier constitutive models used to describe the 
material plastic stress-strain response in machining macroscopically describe the flow 
stress as a phenomenological function of strain, strain rate and temperature. A good 
example of such a material model is the Johnson-Cook (JC) flow stress model [1]. In the 
last few decades, more and more physical mechanisms have been taken into 
consideration in developing constitutive models, such as the Zerilli-Armstrong (ZA) 
model [2] and the Nemat-Nasser model [3]. 
Although refined constitutive models increasingly tend to be established on 
physical foundations, they continue to rely on phenomenological relationships to describe 
 2 
various aspects of the stress-strain response of the material. These models are often 
calibrated using stress-strain data over a limited range of strains, strain rates, and 
temperatures and cannot accurately describe the flow stress response of the material when 
extrapolated to a deformation regime that goes beyond the model calibration regime. 
Considering that a metallic workpiece material experiences severe plastic deformation in 







) that are well beyond the conditions that established dynamic 
compression (e.g. Split Hopkinson Pressure Bar) tests can achieve, extrapolation of the 
calibrated constitutive model is unavoidable. Therefore, in order to improve the accuracy 
of machining simulations, a material model that explicitly accounts for more of the 
underlying micro-scale physical mechanisms responsible for the observed macro-scale 
deformation behavior is required. 
An aspect of machining process modeling and simulation that has received 
limited attention over the years is prediction of the microstructure in the machined chip 
and workpiece surface. Traditional finite element modeling of machining operations is 
often limited to simulation of the machining forces, temperatures, strain distributions, etc. 
[4]. However, eventually, it is the microstructure (e.g. grain size) of the machined part 
that is of interest since it determines the functional properties of the surface. 
Consequently, an important motivation of this thesis is to investigate the development of 
a constitutive material model for machining that explicitly (and in a unified manner) 
accounts for microstructure evolution due to various micro-scale physical mechanisms 
active during plastic deformation and their effect on the flow stress. In doing so, the 
model will enable simulation of the resulting microstructure in the machined chip and 
 3 
workpiece surface. While such unified constitutive models have been reported in the 
literature for simple plastic deformation processes (e.g. uniaxial compression/tension), 
their development and use in severe plastic deformation processes such as machining are 
very limited.    
Another aspect of finite element modeling of the machining process that has 
received limited attention in the literature is the extent of model validation. For instance, 
prior machining process models have largely focused on prediction of the cutting forces 
and paid limited attention to quantitative validation of the resulting chip morphology. 
Due to the different properties of the workpiece material under different cutting 
conditions, the chip formed could be continuous or segmented. Several constitutive 
models have been shown to successfully predict continuous chip formation in machining. 
For instance, the JC model was used by Guo [5] to characterize the mechanical behavior 
of 6061-T6 aluminum during machining. However, the actual mechanisms for segmented 
chip formation have not been fully understood so far. 
For materials with low thermal conductivity such as Ti-6Al-4V, material removal 
is characterized by a chip with alternating regions of high and low strains (segmented 







), the time available for thermal diffusion is very short. When the latter is 
coupled with low thermal conductivity of the work material, the heat generated by plastic 
deformation accumulates in the primary shear zone leading to shear localization or shear 
banding and chip segmentation. Chip segmentation is undesirable because it can cause 
large variations in the cutting force and associated vibration that can severely inhibit tool 
life and yield poor dimensional accuracy of the machined part feature. Consequently, it is 
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critical that the unified material model be able to accurately predict the onset of shear 
localization and chip segmentation in machining of such metals and permit the 
investigation of material microstructure in and around the shear bands. 
 
1.2 Research Goals and Objectives 
In light of the problems and motivations discussed in the previous section, the 
goal of this thesis is to develop a physics-based unified constitutive material model that is 
applicable in the severe plastic deformation regime characteristic of machining and 
accurately describes the flow stress of the material in terms of the strengthening and/or 
softening effects that arise from the evolution of internal microstructure parameters, i.e. 
grain size and dislocation density, during deformation.  
The model developed in the thesis incorporates the effects of common material 
strengthening and/or softening mechanisms such as work hardening, dynamic recovery 
(DRV), and dynamic recrystallization (DRX). Additional deformation mechanisms such 
as dislocation drag (active at high strain rates) and strain softening due to the inverse 
Hall-Petch effect are considered in the model to permit accurate prediction of the 
machining response for certain metals. These physical mechanisms not only increase the 
fidelity of model extrapolations for the machining application but also enhance our 
understanding of the underlying cutting mechanics at the microstructure level. 
In addition, the explicit incorporation of a microstructure evolution law into the 
constitutive model enables seamless assessment of microstructure evolution in machining 
and to eventually predict the mechanical properties of the product without performing 
costly experimental studies. 
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In combination with the finite element method, the developed unified model is 
used to simulate the machining of single phase ductile metals that are characterized by 
continuous and segmented chip formation. In order to investigate the performance of the 
developed unified model in simulating continuous chip formation in orthogonal cutting of 
a ductile metal (e.g. OFHC Copper), the predicted cutting and thrust forces, and the 
strain, strain rate, and temperature distributions, and microstructure evolution in the 
machined chip are evaluated and compared against orthogonal cutting data. 
Segmented chip formation in metals such as commercially-pure titanium (CP-Ti) 
is often attributed to the low thermal conductivity of the material. The modeling of 
segmented chip formation remains a challenge due to limited understanding of the 
responsible micro-scale mechanisms in the constitutive description of the material 
behavior. This thesis investigates the modeling and simulation of segmented chip 
formation via the developed unified model.  The contributions of the different 
microstructure mechanisms to the material response under different cutting conditions are 
also analyzed. 
The research objectives of this thesis can be summarized as follows: 
1. Develop, calibrate, and validate a unified constitutive material model for plastic 
flow valid in the severe plastic deformation regime characteristic of metal 
machining. 
2. Implement the unified model in a finite element model of orthogonal cutting to 
simulate the cutting forces, chip morphology, and microstructure (e.g. grain size, 
dislocation density) of the machined chip and workpiece surface when cutting 
ductile metals such as OFHC Copper that yield a continuous chip.  
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3. Enhance the unified material model to capture segmented chip formation and 
shear localization in machining of low thermal conductivity metals such as 
commercially-pure titanium. 
The research objectives of this thesis are accomplished through a comprehensive 
literature review of the prior work followed by scientific studies and rigorous analysis.  
 
1.3 Thesis Outline 
The following parts of this thesis are organized as follows:  
Chapter 2 presents a comprehensive review of prior work relevant to this thesis. 
Chapter 3 describes the effective deformation mechanisms considered in this 
study. The influence of each mechanism on the flow stress is modeled based on the 
interaction of dislocations with various short and long range barriers. The microstructure 
evolution laws for grain size and dislocation density are also integrated into the unified 
material model to describe microstructure evolution with plastic deformation. The 
calibration and validation procedures for the unified model are explained through 
application of the model to predict the flow stress curves for AISI 304 stainless steel.  
Chapter 4 describes the implementation of the unified model in orthogonal cutting 
simulations to predict the cutting forces and the strain, strain rate, and temperature 
distributions along with microstructure evolution in a continuous chip formation process 
obtained when machining OFHC copper. The predicted results are compared with 
experimental data to evaluate the effectiveness of the calibrated unified model. 
Chapter 5 presents an enhanced unified model that incorporates strain softening 
due to the inverse Hall-Petch effect in order to accurately simulate segmented chip 
formation and shear banding observed in machining of low thermal conductivity metals, 
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such as commercially-pure titanium. The chapter also presents experimental validation of 
the enhanced model. 
Chapter 6 includes the summary, major conclusions, and deficiencies of this 





 This chapter contains a review of prior work in the following areas relevant to the 
proposed research work: (1) phenomenological and physics-based constitutive models, 
(2) microstructure evolution, (3) dislocation drag, (4) inverse Hall-Petch effect (IHPE), 
(5) machining simulation, and (6) shear banding and chip segmentation. 
 
2.1 Constitutive Models: Phenomenological vs. Physics-based 
A classical tenet of materials science describes the inelastic behavior of materials 
as a collective effect of two mechanistic phenomena: dependence of flow stress on 
microstructure and evolution of microstructure with strain [6]. A constitutive description 
of inelastic behavior is considered to be phenomenological when the microstructure and 
its evolution are not included in modeling the observed flow stress-strain response. In 
contrast, a physics-based unified model considers the microstructure and describes the 
full strain-microstructure-flow stress relationship. As such, a physics-based unified model 
provides a mechanistic tool to analyze the observed inelastic behavior and understand the 
effects of the underlying micro-scale mechanisms. This fundamental understanding is the 
key to successfully designing and developing different metals and alloys for enhanced 
performance and manufacturability.   
Phenomenological models are commonly represented by mathematical equations 
which are calibrated by a data fitting procedure and as such replicate the observed flow 
stress-strain behavior. Stout and Follansbee [7] applied four phenomenological models, 
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as shown in Table 2.1, to describe the strain hardening behavior of 304L stainless steel 
(SS) and noticed that the accuracy of the strain hardening models depended on the strain 
range. The Voce law [8] was the most accurate at large strains (ε > 0.40), whereas the 
Swift [9] and Ludwik [10] laws were found to be the most accurate at small strains (ε < 
0.01) in the vicinity of yield. The simple power law of Hollomon [11] for strain 
hardening was inadequate at all levels of strain. Moreover, the Voce model was the only 
one that was able to predict the saturation of work hardening. As a metal is deformed to 
large strains, it is expected that dynamic recovery will attenuate strain hardening and lead 
to saturation of the flow stress. Kocks [12] provided a physical foundation for saturation 
based on dislocation storage and dynamic recovery rates and postulated a work hardening 
law which is similar to that of Voce. The phenomenological models may even capture 
strain rate hardening and thermal softening; however, one cannot rely on these models 











* In Table 2.1, σ is the flow stress,   is the plastic strain,  ̅,  ̅,   ̅,  ̅  and  ̅   
are material constants. 
 
 
Hollomon [11]    ̅  ̅ (2.1) 
Ludwik [10]    ̅   ̅ 
 ̅ (2.2) 
Swift [9]    ̅(    ̅)
 ̅ (2.3) 
Voce [8]    ̅  ( ̅   ̅ )   (
 ̅ 
 ̅   ̅ 
) (2.4) 
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The popular Johnson and Cook (JC) model [1] is an example of a widely used 
phenomenological model: 
 
  ( ̅   ̅  ̅) (   ̅  
 ̇
  ̇
) [  (
       





where σ is the flow stress,   is the plastic strain,  ̇ is the plastic strain rate,   ̇ is the 
reference plastic strain rate,   is the temperature,       and          are the room and 
melting temperatures, respectively, and  ̅,  ̅,  ̅, ̅  and  ̅ are material constants. 
 Due to the very few parameters and its high efficiency and convenience in 
programming, the JC model is widely used. However, this model simply considers the 
strain hardening, strain-rate hardening and thermal softening factors in a multiplicative 
manner and does not account for possible higher order coupling of strain, strain-rate, and 
temperature. More importantly however, the JC model is heavily dependent on the 
experimental data used for calibration and consequently, there is no justification for 
relying on the model outside the calibration range. 
Physics-based models for metals and alloys describe the constitutive behavior 
based on dislocation mechanics principles. In these models, the macro-scale flow stress 
depends on the density of mobile dislocations and their velocity. Johnston and Gilman 
[13] found that the dislocation velocity in a Lithium Fluoride (LiF) crystal depends on the 
applied stress and that the velocity or dynamic resistance to motion encountered by a 
moving glide dislocation is affected by temperature, impurities, and radiation damage. 
Using the Orowan equation and an experimentally-derived proportional relation between 
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plastic strain and dislocation density, they calculated the dislocation velocity for a given 
plastic strain and strain rate. The dislocation velocity was then used to determine the flow 
stress from the relation between the dislocation velocity and flow stress, as a first 
physics-based attempt to describe the inelastic behavior of the material. 
Following Johnston and Gilman, considerable research has been done to develop 
physics-based models. On the basis of experimental observations in pure mono- and 
polycrystals, Mecking and Kocks [6] found that the rate and thermal sensitivity of flow 
stress (or flow stress kinetics) as well as the strain hardening rate (or microstructure 
evolution rate) deviate from the Cottrell-Stokes law at large strains or high temperatures 
where dynamic recovery becomes significant. Subsequently, they proposed a 
phenomenological model by modifying the classical Arrhenius equation for glide kinetics 
using a factor of order unity, which decreases with increase in the dynamic recovery rate 
to quantitatively describe the observed departure from classical behavior. Estrin and 
Mecking [14] modified the Voce law and gave it physical significance by modeling the 
competition between dislocation accumulation and dynamic recovery. It was assumed 
that dislocations become immobilized and are stored after traveling a distance 
proportional to the average distance between dislocations.  
Noticing that the strain rate and temperature dependences of flow stress are 
different in body centered cubic (bcc), face centered cubic (fcc), and hexagonal close 
packed (hcp) crystal structures, Zerilli and Armstrong [2, 15] proposed different 




bcc:                                    ̅   ̅ 
 ( ̅   ̅    ̇)   ̅  ̅ (2.6) 
fcc:                                      ̅   ̅  
     ( ̅   ̅    ̇)  (2.7) 
hcp:                          ̅   ̅ 
 ( ̅   ̅    ̇)   ̅  
     ( ̅   ̅    ̇)  (2.8) 
 
where σ is the flow stress,   is the plastic strain,  ̇ is the plastic strain rate,   is the 
temperature,  ̅ ,  ̅,  ̅ ,  ̅,  ̅,  ̅ ,  ̅ ,  ̅  and  ̅  are material constants. 
 They also included dynamic recovery and subsequent saturation of the stress-
strain curve at large strains [16]. However, Voyiadjis and Abed [17] pointed out that the 
ZA model is not valid at high strain rates and temperatures due to the approximation used 
in deriving the model. In the same study, Voyiadjis and Abed also developed similarly 
separate constitutive models for bcc and fcc metals using the concept of thermal 
activation energy and dislocation interaction mechanisms. Meyers et al. [18] also 
described the high strain rate deformation behavior of metals through physics-based 
mechanisms with thermal activation being central to the captured phenomena and effects. 
Based on arguments that strain is not a valid state parameter and that the 
thermally activated interaction of dislocations with obstacles is governed by a rate 




 in fcc metals, 
Follansbee and Kocks [19] developed the Mechanical Threshold Stress (MTS) model as 
follows: 
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where σ is the flow stress,  ̇ is the plastic strain rate,   is the temperature, k is the 
Boltzmann’s constant, g0 is the normalized activation energy at 0 K, µ is the shear 
modulus, b is the magnitude of the Burgers vector,   ̇ is the reference strain rate,  ̂  is the 
parameter characterizing the rate independent interactions of dislocations with long-range 
barriers such as grain boundaries at 0 K, and p and q are parameters defining the shape of 
energy barriers associated with short range obstacles. The MTS model used the 
mechanical threshold stress  ̂ (or flow stress at 0 K) as an internal state variable (ISV) (or 
structure parameter) and extended the application of Kocks [12] and Mecking and Kocks 
[6] models to the high strain rate regime; however, in the Kocks-Mecking (KM) model, 
the average dislocation density ρ was considered as the structure parameter. These two 
internal state variables, ρ and  ̂, and are equivalent since  ̂ is a measure of the 
mechanical strength of obstacles to dislocations and is related to ρ via  ̂      √  
where αo is a numerical constant of order unity. As such, the constitutive (or kinetic) 
equation was written as an additive decomposition of athermal (interaction of 
dislocations with long range barriers) and thermal (interaction of dislocations with short 
range barriers) stress components and the evolution of the internal state variable was 
modeled using a physics-based expression for dynamic recovery and a phenomenological 
term for strain hardening. 
To examine the applicability of the KM model (also called Mechanical Threshold 
Stress or MTS model) to more complex material systems such as alloys where 
strengthening is the result of multiple deformation mechanisms, Follansbee and Gray [20] 
applied the single parameter KM model to analyze the deformation behavior of Ti-6Al-
4V alloy at low temperatures, and low and high strain rates. Here again, the mechanical 
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threshold stress was used as an internal state variable and the effects of various 
strengthening mechanisms present in the alloy were captured as separate contributions to 
the mechanical threshold stress. In another instance, Follansbee et al. [21] used the MTS 
model to propose a lower-bound temperature and strain rate dependent constitutive model 
for AISI 304 stainless steel alloy. The lower-bound model predicted the maximum 
deformation anticipated for the lowest possible strength condition. Later, Follansbee [22] 
applied the MTS model to replicate the temperature and strain rate dependence of the 
yield stress of annealed austenitic stainless steel by defining two mechanical threshold 
stress terms representing the interactions of dislocations with nitrogen and other solute 
and interstitial atoms. A third MTS/ISV characterizing the evolving stored dislocation 
density was added subsequently to predict the entire stress-strain curve in the work 
hardened state. However, the MTS model tends to overlook those interactions which are 
not affected by thermal activation such as the interaction of dislocations with grain 
boundaries and forest dislocations. 
Nemat-Nasser and Isaacs [23] described the flow stress of tantalum (a bcc 
polycrystal) and tantalum-tungsten alloys as the sum of athermal (  ) and thermally (   ) 
activated stress components based on dislocation kinematics and kinetics as follows: 
 
            ̅  














where  ̅ ,  ̅ are constants,  ̂ is the threshold stress due to the Peierls barrier to dislocation 
motion, and    is the corresponding energy. The athermal component described the 
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resistance to dislocation motion arising from long range, strain dependent barriers such as 
grain boundaries and far-field dislocation forests and was modeled by a 
phenomenological power law equation. The thermally activated component represents the 
resistance to dislocation motion from short range, temperature and strain rate dependent 
Peierls (lattice) barriers and was modeled using the phenomenological expression 
proposed by Kocks et al. [24]. Nemat-Nasser and Li [3] used a similar approach to model 
the flow stress of oxygen-free high thermal conductivity (OFHC) copper (an fcc 
polycrystal). Kocks [12], Estrin and Mecking [14], and Mecking and Kocks [6] 
considered the evolution of dislocation density due to hardening and dynamic recovery; 
however, the majority of previously mentioned models did not consider the evolution of 
microstructure features, such as the grain size, especially due to dynamic 
recrystallization. 
 
2.2 Microstructure Evolution 
Luton and Sellars [25] were among the first to include the effect of DRX on the 
flow stress. In their study, the flow stress of material after experiencing partial DRX was 
described as a combination of unrecrystallized and fully recrystallized flow stress 
components via the rule of mixtures and the volume fraction of recrystallized material. 
Later, Sah et al [26] modified their model to include the effect of different pre-strain 
values. However, both models gave only a phenomenological description of the effect of 
DRX on the flow stress and lacked a quantitative description of the underlying 
microstructure evolution. To address this shortcoming, Rollett et al. [27] and Peczak and 
Luton [28] employed the Monte Carlo method to describe the microstructure evolution 
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during the DRX process.  However, they were not able to capture grain growth kinetics 
during DRX due to limitations of the Monte Carlo method.  Recently, a combination of 
the cellular automaton (CA) method and the KM model [6, 14] was used by Ding and 
Guo [29] and Yazdipour et al. [30] to simulate the microstructure evolution due to DRX 
and inelastic flow during thermomechanical processing. Although they were able to 
successfully predict the final microstructure and volume fraction of recrystallized 
material, the explicit formulation of a constitutive law in terms of microstructural ISVs 
was missing. Additionally, extensive use of their approach in practical applications is 
limited due to the complexity of the CA method. Despite all of the prior work, there is 
still a pressing need for a unified physics-based material model which explicitly 
integrates the microstructure evolution (particularly due to DRX) into the constitutive 
description of flow stress. The unified approach is expected to provide advantages with 
regard to the ease of physical interpretation for the model parameters and the ability to 
predict the evolution of microstructure with strain. The latter is imperative in predicting 
the material behavior throughout the stages of a thermomechanical deformation process. 
Realizing this need, Hallberg et al. [31] proposed a constitutive law describing the 
flow stress as an explicit function of average dislocation density and grain size. 
Following the thermal activation energy theory for inelastic deformation, the flow stress 
was defined as the sum of thermal and athermal components. The thermal component 
represented only the Peierl’s stress needed to overcome lattice friction and was taken as a 
constant and equal to the virgin yield stress. The athermal component was formulated as 
a superposition of a grain size dependent term (Hall-Petch relation) and a dislocation 
density dependent term (Taylor’s equation [32]). The grain size evolution resulting from 
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continuous dynamic recrystallization (CDRX) was modeled as a function of only 
inelastic strain as follows: 
 
     (     ){     (  ̅[    ̅]
 ̅)} (2.11) 
 
where   is the grain size,    and    are the initial grain size and the saturation grain size, 
respectively,    ̅ is the critical strain,  ̅ and  ̅ are the parameters that define how fast the 
recrystallization proceeds with increasing plastic deformation. Based on this evolution 
law, CDRX cannot occur until a critical strain,   ̅, is accumulated in the microstructure. 
Thereafter, the grain size exponentially decreases until a saturation level,   , is reached. 
The dislocation density evolution law was basically that of Estrin and Mecking [14] 
modified to include a grain size dependent term that captured the effect of CDRX on 
dislocation density. 
Picu and Majorell [33] essentially used a similar formulation for athermal stress; 
however, due to the absence of dynamic recrystallization in their model the grain size did 
not evolve and was kept constant. A modified form of the Mecking and Kocks [6] model 
for the evolution of dislocation density was used to capture the effects of strain hardening 
and dynamic recovery. Fan and Yang [34] used the inverse stereological relation between 
the grain size and grain boundary area per unit volume to derive an evolution law for 
grain size. They also modified the Mecking and Kocks [6] evolution law for dislocation 
density so that it captured the effects of dynamic recrystallization on dislocation density 
evolution. However, their model produced a large error at room to moderate temperatures 
assuming the same critical resolved shear stress (CRSS) for all the slip systems, which is 
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true at high temperatures, and characterizing the flow stress of a polycrystal using one 
CRSS.  
Tóth et al [35] presented a model which was based on the presence of a cellular 
structure of dislocations as the fundamental microstructural feature. Cell walls and 
interiors were treated as separate hard and soft phases, respectively, forming together a 
composite two-phase structure. Dislocation densities in the cell walls and interior, cell 
size, and volume fraction of the cell walls were taken as evolving microstructure 
parameters with strain. The constitutive law was formulated as a combination of the 
contributions from the cell walls and interiors using the rule of mixtures. A power law 
type relation describing the flow stress as an explicit function of dislocation density was 
applied to describe each contribution. On limitations of the model, it was stated that “A 
tacit assumption in this model is the existence of an established dislocation cell structure. 
Strictly speaking, this means that this approach is only valid for dislocation cell forming 
materials which have already undergone a sufficient amount of straining for a cell 
structure to develop” [36]. Moreover, it was estimated that the temperature could rise up 
to 680 ~ 690 K due to adiabatic heat generation in dynamic loading of copper; however, 
the dynamic recrystallization possible at those temperatures was not accounted for in the 
model. Considering this dislocation structure as a precursor for developing grain 
structure, Estrin and Kim [37] traced the evolution of cell size in the Equal Channel 





2.3 Dislocation Drag 
It is noted that, depending on the cutting speed, strain rates of up to 10
6
/s can be 
generated in machining [38]. At such high deformation rates, an intensified strain rate 
sensitivity is often observed in the form of a sharp upturn in the flow stress versus strain 
rate plot, as shown in Figure 2.1. While an enhanced rate of accumulation of dislocations 
is reported [39, 40] as the primary microstructural cause for the increased strain rate 




/s) in Figure 2.1, dislocation drag is considered as 
the plausible microstructural cause for the increased strain rate sensitivity at higher strain 
rates. Dislocations can experience a drag force due to their interaction with lattice 
phonons and electrons when moving in the crystal lattice. This drag force may become 
significant at large strain rates where dislocations need to move quickly to accommodate 
the macroscale inelastic deformation imposed on a metal. Follansbee and Weertman [41] 




/s in a metal before 
dislocation drag can have a significant influence on the flow stress. The strain rate at 
which transition from thermal activation to drag-controlled deformation occurs is 
sensitive to the mobile dislocation density [42]. Nemat-Nasser and Guo [43] and Guo and 
Nemat-Nasser [44] included the effect of dislocation drag in their physics-based material 
model by adding a third term to the constitutive formulation derived from thermal 
activation theory in order to describe the high strain rate response of commercially pure 









Under the premise that the inclusion of dislocation drag in the constitutive law 
will yield a more accurate description of deformation physics prevalent in metal cutting, 
Wedberg and Svoboda [45] modified the Lindgren model [46] by adding an extra term 
representing the dislocation drag effect to the constitutive law derived from thermal 
activation theory and used the modified model to simulate orthogonal cutting of 316L 
stainless steel. However, it still demonstrated poor predictive capability when 
extrapolated to strain rates higher than those common in dynamic loading experiments 
such as split Hopkinson pressure bar (SHPB) test. This deficiency was attributed to the 
inability of the Lindgren model to capture strain softening due to dynamic 
















Strain = 0.15 
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2.4 Inverse Hall-Petch Effect (IHPE) 
Grain boundaries act as barriers to dislocation motion since the neighboring 
grains and the corresponding active slip planes have different crystallographic 
orientations. Therefore, dislocations cannot move easily from one grain to another. 
Instead, the dislocations pile up at grain boundaries and build up a driving force for the 
creation of a new dislocation source in the adjacent grain. Grain boundary strengthening 





Figure 2.2: Compiled yield stress versus grain size plot for Cu from various 
sources ranging from coarse to nano-size grains. The plots show different trends as the 




As grains are refined progressively, the high strength normally expected by the 
HPE has been questioned by several investigations [50, 51], which claim that the material 
strength either remains constant or decreases with decreasing grain size below a critical 
value. The phenomenon is commonly referred to the inverse Hall-Petch effect (IHPE) 
(see Figure 2.2). Different physical explanations for the IHPE have been proposed as 
follows:  
Dislocation based interpretation: Based on Li’s study [52], Scattergood and 
Koch [53] combined the dislocation size-scale dependent dislocation line tension with 
dislocation-network strengthening [54] to obtain a theoretical description of the grain size 
softening transition observed in certain nanocrystalline materials. But based on the high 
resolution electron microscopic observations reported by Thomas et al. [55] and 
Wunderlich et al. [56], the presence of network dislocations within nano-size grains is 
questionable. 
Triple junction disclination effect: In considering the correlation between the 
increasing triple junction volume and the material softening in crystalline materials 
reported by Rabukhin [57], Palumbo et al. [58] and Suryanarayana et al. [59] adopted this 
mechanism to interpret the IHPE. However, there is no detailed quantitative model 
developed for the triple junction disclination effect in these studies. 
Diffusion creep: The phenomenon, which occurs by the transport of vacancies 
along the grain boundaries, termed Coble creep, has been used by Chokshi et al. [50] to 
explain the IHPE at room temperature using a simple phenomenological model. This 
model was improved by Masumura et al. [60] to extend its application scope to a wider 
range of grain sizes.  
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Grain boundary sliding: Rao et al.’s [61] experiments on Cr-Mn-N austenitic 
steel from 300 to 1300 K showed that the Hall-Petch relationship with a positive slope is 
valid up to 873 K. At higher temperatures (> 873 K), the slope becomes negative (see 
Figure 2.3), which indicates the inverse Hall-Petch effect. Chokshi et al. [50] attributed 
this phenomenon to the occurrence of grain boundary sliding at high temperatures. This 
mechanism was also adopted by Swygenhoven and Caro [62, 63] to simulate grain 
boundary sliding and motion, as well as grain rotation using a molecular dynamics 
computer simulation. However, their study lacks the simulation details and validation 
against experiment data. Also, there are many analytical models that use grain boundary 
sliding to interpret the IHPE, which have been documented by Hahn and Padmanabhan 
[64]. They proposed a phenomenological model to describe the IHPE as a competition 
between the grain boundary sliding controlled process and crystallographic slip 
dominated deformation. In this model, the grain size is the only variable, and the effects 
of strain rate and temperature on the IHPE have not been considered.  
Two phase based model: In this method [65, 66], a crystalline material is 
modeled as two phases with different properties for the grain boundary region and the 
grain interior region, as shown in Figure 2.4. Different phases behave differently but their 
effects can be combined using the rule of mixtures. However, it is very challenging to 
accurately model the material behavior of the different phases. Therefore, although this 






Figure 2.3: Hall-Petch plots showing variation of flow stress and hardness with grain 




                           
Figure 2.4: Schematic drawing of the structure along a shear plane in a nanocrystal. 




In addition to the previous physical mechanisms, there exist other explanations for 
the IHPE (e.g. grain boundaries as sources and sinks for dislocations [67] and dislocation 
motion through multiple grains [68]), which have not been reviewed here. However, due 
to limited experimental results and the difficulty in obtaining artifact-free samples of 
nanocrystalline materials [66], the actual mechanisms for the IHPE have not been 
completely understood so far. Most of the studies adopt phenomenological models to 
describe the IHPE based on experimental observations. While more and more physical 
mechanisms have been incorporated into models recently, they still rely heavily on data 
fitting methods.  
The majority of earlier studies investigate the IHPE at room temperature. 
Therefore, the IHPE is modeled as a function of grain size only in these studies. 
Meanwhile, the influence of temperature on the IHPE has been investigated in several 
studies [61, 69]. Carlton and Ferreira [69] pointed out that the inverse Hall-Petch effect is 
very sensitive to several influences, e.g. strain rate, temperature, and specific activation 
energy, which was also confirmed by experimental studies performed by Li et al. [70] 
and Blum et al. [71]. According to Blum et al. [71]’s study, the trend of flow stress as a 
function of grain size at room temperature, which followed the Hall-Petch relation, was 
reversed as the flow stress decreased with grain size at an elevated temperature. This 
phenomenon has also been observed by Rao et al. [61] (see Figure 2.3), which was 
discussed previously. Such experimental observations provide solid evidence for the 
influence of temperature on the critical grain size for initiating the IHPE. 
Considering the severely refined grain structure due to DRX and the elevated 
temperature within the primary shear zone, it is necessary to incorporate the IHPE into 
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the constitutive material model to accurately describe the material behavior during 
machining. 
 
2.5 Machining Simulation 
Numerical simulation of machining processes using the finite element method 
(FEM), as shown in Figure 2.5, offers a cost-effective alternative to optimize the cutting 
conditions and select the right material and geometry for the cutting tool without 





Figure 2.5: (a) Finite element meshing scheme; (b) magnified mesh detail around the 




Considering that the workpiece material experiences severe plastic deformations 
accompanied by thermal and frictional phenomena during machining, finite element 
simulation provides an ideal approach to model the material behavior in machining. In 
order to comprehensively describe the cutting process, the machining simulation must 
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consider the material flow properties, material thermal properties, friction, a chip 
separation/formation criterion, algorithms for mesh type, boundary conditions, and 
convergence criteria. Finite element modeling and simulation of machining has been 
reported by a number of studies and is quite well-established [4, 72-76]. For example, 
Childs and his co-workers reported on the modeling of the machining process [72], 
constitutive material modeling [77], tool wear modeling [78], tool-chip interace friction 
characterization and modeling [79], and the effect of coolants [80] using the finite 
element method. 
The constitutive material model which describes the complex thermo-mechanical 
behavior of the material during the cutting operation is central to FEM-based machining 
simulation. In combination with the finite element method, phenomenological 
constitutive models have been widely used to predict the cutting forces, strain, strain rate 
and temperature distributions in the machined surface layer and chip, and to analyze the 
deformation mechanisms during machining, due to their simplicity. The power law 
model, a popular phenomenological model, has been used in machining simulation by 
many researchers. Using a temperature dependent friction law, Moufki et al. [81] adopted 
the power law model to simulate the orthogonal cutting process for 1018 steel. Lei et al. 
[82, 83] applied a power law model with a modified thermal function to simulate the 
orthogonal cutting of 1020 steel. The JC model is another kind of phenomenological 
model which has been widely used in machining simulations. Shatla et al. [84, 85] 
calibrated the JC model and applied it in machining simulations for three different metals. 
Their simulation results showed reasonable agreement with experimental results. 
Furthermore, in Shi and Liu’s study [86], four phenomenological constitutive models, the 
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Litonski-Batra model [87, 88], the power law model, the JC model, and the Bodner-
Partom model [89], have been implemented and cross-referenced to predict the cutting 
forces, chip geometry, stress and temperature distributions, and residual stress in 
machining of HY-100 steel using the finite element method.  
From the previous discussion, it can be learned that phenomenological 
constitutive models show good performance in prediction of the machining processes that 
yield continuous chips. However, due to the lack of physical mechanisms considered by 
phenomenological models, the fidelity of simulations relies heavily on the calibration 
procedure. Furthermore, except the chip geometry and cutting forces, very limited 
information can be derived from machining simulations with phenomenological 
constitutive models. In order to address these limitations, physically based models with 
microstructure evolution laws have been proposed in recent studies.   
Ding and Shin adopted the dislocation based material model developed by Estrin 
et al. [90] and Tóth et al. [35] (ET model) to simulate chip formation and grain 
refinement in orthogonal cutting of aluminum and copper [91] and commercially pure 
titanium (CP-Ti) [92], as shown in Figure 2.6. Considering the dislocation cell structure 
as a precursor for the developing grain structure, Ding and Shin [92] traced the evolution 
of cell size during orthogonal cutting of CP-Ti to simulate grain refinement, similar to 
Estrin and Kim’s [37] work on the ECAP process. However, a key limitation of the ET 
model is that it assumes the existence of an established dislocation cell structure prior to 
deformation and consequently is strictly only valid for dislocation cell forming materials 
that have undergone sufficient straining for a cell structure to develop [36]. This 




Figure 2.6: Predicted microstructure evolution in cutting of OFHC Cu [91]. 
 
 
Ding et al. [91] also applied the ET model to predict the chip formation and grain 
refinement in orthogonal cutting of OFHC Cu under different cutting conditions. 
Similarly, Ding and Shin [93] and Ding et al. [94] used the ET model and associated 
dislocation density and grain size evolution laws to predict the microstructure evolution 
in machining of bearing steels and Al 6061-T6 alloy. 
Svoboda et al. [95] adopted the physically based plasticity model developed by 
Lindgren et al. [46] to simulate the orthogonal cutting of 316L stainless steel alloy. This 
model was based on the dislocation glide mechanism and the flow stress was formulated 
as the summation of resistance to dislocation motion imposed by short- (thermal stress) 
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and long- (athermal stress) range obstacles. The dislocation density and vacancy 
concentration were taken as ISVs and the flow stress was expressed as an explicit 
function of these microstructure-based internal state variables (ISVs) in the Lindgren 
model. In addition, the evolution of ISVs with inelastic deformation was captured via two 
evolution equations. However, no evolution equation was derived for the grain size 
indicating the absence of dynamic recrystallization (DRX), which is a limitation of the 
Lindgren model. Moreover, Svoboda et al. [95] compared the predictive capability of 
their physically based dislocation density model with the phenomenological JC model in 
machining of SS316L. They concluded that the former model yielded better predictions 
than the JC model, because the physically based plasticity model captured more 
mechanisms operating in the extrapolated range. 
The constitutive models described in the previous section have been adopted in 
successfully simulating continuous chip formation. However, as shown in Figure 2.7, 
they are limited in their ability to accurately simulate more complex chip formation, such 
as segmented chips in machining of titanium and its alloys. This is largely because of 





Figure 2.7: Strain field of (a), (c) predicted and (b) experimental chip using: (a) JC and 
(c) TANH models for a cutting speed of 180 m/min and a feed of 0.1 mm [96]. 
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2.6 Shear Banding and Chip Segmentation  
The segmented chip, as shown in Figure 2.8 (b) is commonly observed in 
machining materials with low thermal conductivity (e.g. titanium and its alloys). The low 
thermal conductivity of these materials gives rise to heat accumulation in the primary 
shear zone, which contributes to shear localization and chip segmentation, which in turn 
can cause harmful tool/workpiece vibrations. Due to the extremely high deformation rate 
within a very localized area, the complicated physical mechanisms responsible for chip 
segmentation are still not well understood. However, there is broad agreement in the 
machining literature that chip segmentation can be attributed to the material losing its 




   
(a)                                                            (b) 
Figure 2.8: Comparison of (a) continuous chip in machining of copper [97], and (b) 




Based on the observations of voids and microcracks [99, 100] within the shear 
band, chip segmentation can be predicted by considering the fracture mechanism with 
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suitable fracture criteria to characterize the initiation and propagation of voids and cracks 
inside the shear band. In previous work, various fracture criteria have been proposed.  
Marusich and Ortiz [74] classified the fracture accompanying segmented chip 
formation as brittle and ductile fracture. A critical crack opening stress criterion was 
employed to detect brittle fracture through the small-scale yielding relation: 
 
 ̅  
   
√   ̅
 (2.12) 
 
where  ̅  is the critical stress,     is the fracture toughness, and   ̅ is the critical distance 
that is correlated with the spacing of grain boundary carbides. For ductile fracture, the 
critical strain criterion given below and derived from the crack tip opening displacement 
theory was adopted: 
  
  ̅       
     ̅  ̅ (2.13) 
 
where   ̅ is the critical plastic strain,  ̅ is the hydrostatic pressure, and  ̅ is the effective 
Mises stress.  
The deformation energy-based criterion (see Equation 2.14) proposed by Cockroft 
and Latham [101] was employed by Hua and Shivpuri [102]’s study to simulate 
segmented chip formation in machining of Ti-6Al-4V. This criterion has also been 
employed by Umbrello et al. [103, 104] in simulating the cutting of AISI 316L and 
Ceretti et al. [105] in simulating the cutting of AISI 1045: 
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where  ̅ is a material constant,   ̅ is the equivalent plastic strain, and    is the principal 
stress. 
The Johnson-Cook damage model, which was first presented by Johnson [106], is 
another material failure criterion used to simulate shear banding as in the work of Guo 
and Yen [107] and Barge et al. [108]: 
 





where  ̅ is a material constant,    ̅is the increment of equivalent plastic strain during an 
integration cycle,  ̅  is the equivalent strain to fracture under the current conditions of 
strain rate, temperature, pressure and equivalent stress. 
Obikawa and Usui [109] also adopted a fracture mechanism with a strain-based 
criterion to simulate segmented chip formation in machining of Ti-6Al-4V. In their study, 
crack initiation and propagation is realized by separating an element node when the 
effective plastic strain reaches a predetermined critical value as follows: 
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where   ̅ is the critical plastic strain,   ̅is the equivalent plastic strain,    ̅is the equivalent 
plastic strain rate,   ̅ is the hydrostatic pressure, and   is the absolute temperature. 
In addition, the effect of the fracture mechanism was also phenomenologically 
accounted for by Liu et al. [110] in their modified JC model to predict chip segmentation, 






Figure 2.9: (a) Strain field and (b) temperature distribution in simulated chips at a cutting 




According to the above studies, the segmented chip can be successfully simulated 
via the fracture mechanism. However, Chichili et al. [111] pointed out that the normal 
compressive stress inside the shear band can prevent void or crack formation. Besides the 
fracture mechanism, a strain softening phenomenon has been used to explain segmented 
chip formation by Hua and Shivpuri [112]. In their work, the strain softening 
phenomenon described the softening in stress with increasing strain when the strain is 
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larger than a critical value. Later, this strain softening phenomenon was modeled 
phenomenologically by Calamaz et al. [96]: 
 
  ( ̅   ̅  ̅) (   ̅  
 ̇
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where  ̅,  ̅,  ̅ are material constants. Similar methods have been used to predict chip 
segmentation by Calamaz et al. [96, 113, 114] and Sima and Ӧzel [115] as shown in 
Figure 2.7. However, these studies loosely attributed the strain softening phenomenon to 
microstructure evolution without providing any justification.  
 
2.7 Conclusions 
As a key component of the machining simulation, the constitutive model has been 
well established in numerous studies. In order to improve the accuracy of constitutive 
model extrapolation beyond the calibration range, more and more physics-based 
constitutive models incorporating micro-scale physical mechanisms, such as dynamic 
recovery, dynamic recrystallization, have been developed. However, during machining, 
additional mechanisms such as dislocation drag and severe grain refinement induced 
softening (e.g. inverse Hall-Petch effect) can be active and need to be considered. 
Moreover, in order to realize the need for predicting the machined surface microstructure, 
a unified constitutive material model explicitly incorporating the effect of microstructure 
and its evolution due to plastic straining is needed.  
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In conjunction with the finite element method, constitutive models have been 
widely used to simulate the machining process, particularly in terms of the cutting forces, 
chip geometry, and deformation parameters such as strain, strain rate, and temperature. 
Continuous chip formation has been successfully simulated by a number of investigators. 
However, limited work has been reported on physics-based constitutive models capable 
of accurately simulating segmented/shear localized chip formation in machining of low 
thermal conductivity metals, such as titanium and its alloys. These limitations of prior 
work provide the motivation for the work reported in the following chapters of this thesis.   
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CHAPTER 3 
 DEVELOPMENT OF A UNIFIED CONSTITUTIVE MODEL 
 
3.1 Introduction 
The objective of this chapter is to develop a unified constitutive model, which 
describes the material response to various thermo-mechanical loadings common in metal 
cutting by integrating microstructure evolution into the macroscopic constitutive 
description of material behavior. The developed unified model is calibrated and validated 
through flow stress curves for AISI 304 stainless steel. Then, the validated model is 
utilized to assess and discuss the ability of the model to reproduce various features of 
inelastic deformation including thermal softening and sensitivity, rate hardening and 
sensitivity, and strain hardening rate. Additionally, the unified constitutive model is used 
to investigate the effects of strain, strain rate, and temperature on different components of 
the constitutive law. The average grain size and dislocation density evolution are also 
analyzed and discussed. The proposed unified model is expected to provide an insight 
into the microstructure evolution and corresponding impact on the macro-scale plastic 
flow in severe plastic deformation processes such as machining and metal forming. 
 
3.2 The Unified Constitutive Model 
The unified constitutive model introduced here seeks to describe the inelastic 
behavior as an explicit function of microstructure where the flow stress, σ, depends on the 
current microstructure and its evolution with strain, ε. It is assumed that the 
microstructure can be represented by two parameters, i.e. dislocation density, ρ, and 
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average grain size, D; and that not only the flow stress but also microstructure evolution 
depends on the strain rate,  ̇, and temperature, T. The general form of the unified model is 
written as follows: 
 
   (     ̇  ) (3.1a) 
  
  




   (     ̇  ) 
(3.1c) 
 
where Equation 3.1a is the constitutive law and Equations 3.1b and 3.1c are 
microstructure evolution laws. As such, the macro-scale inelastic behavior is described 
explicitly as a function of the current microstructure of the material represented by two 
internal state variables dislocation density, ρ, and average grain size, D. In the sequel, a 
special form of the general formulation for the unified model in Equation 3.1 is derived 
using the thermal activation theory [24]. A more rigorous definition of the unified 
constitutive model has been provided by Krausz and Krausz [116]. Nes and his co-
workers [117, 118] have also proposed the concept of a unified constitutive model 
incorporating microstructure evolution during plastic deformation. 
According to the thermal activation theory, the flow stress can be formulated as 
the superposition of an athermal (σa) and a thermal (σth) component as follows: 
 
           (3.2) 
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3.2.1 Thermal component of flow stress 
In general, this component of flow stress is a product of a rate and temperature 
dependent term,  ( ̇  ), and a structure dependent term σ0 as follows: 
 
     ( ̇  )   (3.3) 
 
where s approaches 1 as T goes to 0. The magnitude of σth depends on the strength of 
interactions between dislocations and short-range barriers (e.g. interstitial impurities, 
substitutional alloying elements, precipitates, other dislocations, and even lattice friction). 
The higher the temperature, the smaller the magnitude of thermal stress needed to 
overcome the short-range barriers. This stress component is formulated using the KM 
model [6, 12] as follows: 
 
    [  (
  










   (3.4) 
 
where, k is the Boltzmann’s constant, T is the temperature, g0 is the normalized activation 
energy at 0 K, µ is the shear modulus, b is the magnitude of the Burgers vector,   ̇ is the 
reference strain rate, σ0 is the stress required to overcome short range obstacles at 0 K, 
and p and q are parameters defining the shape of energy barriers associated with short 
range obstacles. Follansbee [22], Follansbee and Gray [20] and Picu and Majorell [33] 
separated the effects of different short range obstacles on the thermal stress and defined it 
as a superposition of all contributions by short range obstacles as follows: 
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where subscript i refers to different types of short range obstacles and r is the total 
number of such obstacle types. 
Follansbee and Gray [20] also showed that the parameters of the KM model in 
Equation 3.4 could be identified in a manner that this equation would be equivalent to the 
summation in Equation 3.5. In other words, the effects of all types of short range 
obstacles could be combined and represented by only one term of the KM model. This 
equivalent form is used here for the sake of simplicity and because it has fewer 
parameters. The variation of the shear modulus µ with temperature is modeled using 
Equation 3.6 [119] as follows: 
 
     
 
 (   ⁄ )   
 (3.6) 
 
where μ0 is the shear modulus at 0 K and a and Tr are material constants. 
 
3.2.2 Athermal component of flow stress 
This component of flow stress comes from the interaction of dislocations with 
long range obstacles such as grain boundaries and dislocation forests. It is believed that 
within the operating range of common thermomechanical processes (~T < 0.5Tmelting), the 
temperature effect on this component of flow stress is negligible and as such it is called 
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athermal stress. Historically, strain hardening has been associated with the athermal stress 
while the temperature and strain rate sensitivities have been associated with the thermal 
stress. This component of flow stress is formulated in Equation 3.7 as the sum of stresses 
required to overcome far-field strain fields of dislocation forests, σρ, and grain 
boundaries, σG, by an individual dislocation: 
 





Here αρ is a temperature and rate dependent parameter related to the strength of 
dislocation-dislocation forest interactions, b is the Burgers vector magnitude, µ is the 
temperature dependent shear modulus defined in Equation 3.6, and finally κG is the Hall-
Petch constant. The ISVs, ρ and D, evolve during inelastic deformation and knowing 
their values at each strain increment, the flow stress can be calculated by superposing the 
thermal and athermal components as indicated by Equation 3.2. The evolution of the 
ISVs and their corresponding formulations are addressed in the following two sections. 
 
3.3 Microstructure Evolution Scheme 
The microstructure evolves during inelastic deformation through DRX under 
favorable conditions. Currently, it is widely believed that DRX occurs via two micro-
scale mechanisms called continuous DRX and geometric DRX [120]. In Continuous 
DRX or CDRX [121], low angle boundaries (LABs) are formed inside grains due to 
dislocation accumulation. As inelastic deformation proceeds, new LABs are formed and 
misorientation angles of existing LABs grow larger. When the misorientation angle 
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becomes larger than a critical value, the corresponding LAB transforms into a high angle 
boundary (HAB). HABs are much like original grain boundaries and divide each grain 
into subgrains. This refinement or recrystallization happens in a continuous manner since 
new LABs are continuously formed and converted into HABs as described above. It is 
also dynamic due to the fact that mechanical straining both triggers and feeds the process. 
In geometric DRX or GDRX [122, 123], grains elongate during deformation and beyond 
a certain level of strain, grain boundaries experience a serration which brings certain 
points on the boundaries closer to each other and ultimately grains pinch off at those 
locations and thereby a grain divides into multiple new grains. Regardless of which 
mechanism is the source of DRX, dislocation density and grain size evolutions are by-
products of the process and will be modeled as follows. 
 
3.3.1 Dislocation density evolution law  
Estrin and Mecking [14] proposed the evolution law for dislocation density shown 
in Equation 3.8. Here, the first term on the right hand side is the dislocation production 
(hardening) term and the second term is the strain rate- and temperature-dependent 




  √   ( ̇  )  (3.8) 
 
In the above equation, A and B are hardening and recovery parameters, 
respectively. The closed-form solution of Equation 3.8 is as follows: 
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where ρo is the initial dislocation density and ρH&DRV is an intermediate dislocation 
density determined by the competing dislocation production (hardening) and annihilation 
(dynamic recovery) processes. 
 
3.3.2 Grain size evolution law 
DRX, on the other hand, leads to the evolution of average grain size during 
inelastic deformation. It is also thought to be responsible for further softening observed at 
high strains. The following phenomenological model is introduced in this study to 
capture the grain size evolution during inelastic deformation: 
 







where εr is the critical strain at which DRX occurs, u is a temperature and strain rate 
dependent fitting parameter controlling the DRX rate, Do is the initial grain size, and Df is 
the final recrystallized grain size defined as a function of the Zener-Hollomon parameter 
(Z): 
 
      
   (3.11) 
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where Cz and m are fitting parameters. DRX affects the grain boundary strengthening 
component (σG) of the athermal stress in Equation 3.7 via the resultant grain refinement. 
However, the effect of DRX on microstructure and flow stress is not limited only to grain 
refinement and grain boundary strengthening. Dislocations are also consumed during 
DRX to form new grain boundaries and, therefore, dislocation density and associated 
strengthening component (σρ) of the athermal stress are also affected. In this study, the 
DRX-induced change in dislocation density is assumed to be proportional to the change 
in grain surface area per unit volume (S) as follows: 
 








where K is a strain rate and temperature dependent constant. The minus sign is due to the 
opposite evolution trends for dislocation density and grain surface area per unit volume. 
Moreover, S is inversely proportional to the average grain size (D) according to the 
stereological relation D=2/S. The proposed unified framework which integrates the 
evolution of microstructure into the constitutive description of material behavior is 
illustrated in Figure 3.1. Moreover, the macro-scale effect of DRX on the flow stress is 
shown schematically in Figure 3.2. The proposed unified material will be calibrated in 














Figure 3.2: Schematic representation of dynamic recrystallization (DRX) effect on a 




3.4 Model Calibration and Validation 
Although a core idea in the development of physics-based models is to alleviate 
the need for calibration and dealing with material constants rather than model parameters, 
very often one needs to implement phenomenological descriptions for some parameters, 
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calibration seems to be inevitable even for physics-based models. In this section, the 
proposed model was calibrated for AISI 304 stainless steel due to wide industrial 
application of austenitic stainless steels. However, it is anticipated that the calibration 
procedure introduced in this section is applicable to other metals and alloys as well. The 





respectively [30]. The temperature dependent shear modulus for this alloy is as follows: 
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 (    ⁄ )   
           (            ) (3.13) 
 
The Hall-Petch coefficient, κG, in Equation 3.7 was taken to be temperature 
dependent as follows [124] 
 
      ( )√  (3.14) 
 
where the Burgers vector magnitude (b) is 2.56×10
-10
 m. According to Di Schino and 
Kenny [125] κG is equal to 490 MPa.√   at room temperature. Replacing κG, μ, and b in 
Equation 3.14 with appropriate values, αG was calculated as 0.39 and was assumed to be 
temperature independent. The Zener-Hollomon parameter (Z) in Equation 3.11 is defined 
as follows: 
 







where Q is the activation energy for lattice self-diffusion (400 kJ/mol [126]) and R is the 




). The variation of final recrystallized grain size, Df, with 
temperature and strain rate in Equation 3.11 was calibrated by fitting Equation 3.11 to 
experimental data reported by Yazdipour et al. [30] and shown in Figure 3.3. Equation 
3.11, after calibration, is given by: 
 
           




Figure 3.3: Variation of final grain size versus Zener-Hollomon parameter (symbols-




To calibrate the grain size evolution law, Equation 3.10 was rearranged (shown 
schematically in Figure 3.4) into a form matching the reported experimental data by 
Yazdipour et al. [30]. After fitting the rearranged form of Equation 3.10 to experimental 
data in Figure 3.5, the critical strain and rate controlling parameter were obtained as 
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Figure 3.4: Schematic representation of rearrangement of Equation 3.10 to match the 




The thermal component of flow stress in Equation 3.4 brings five extra 
parameters (i.e.   ̇, p, q, g0, and σ0) into the calibration process. The values for reference 
strain rate (  ̇) and the parameters defining the shape of energy barriers (p and q) were 
taken to be equal to those reported in Ref. [22] for austenitic stainless steels as follows: 
  ̇    
   , p = 0.5, and q = 1.5. To calibrate the mechanical threshold stress (σ0) and 
normalized activation energy (g0), the yield stress (i.e. the flow stress when the inelastic 
deformation ε is zero) was written as follows using Equations 3.2, 3.4, 3.7 and 3.14: 
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Figure 3.5: Illustration of rearranged form of Equation 3.10 fitted to experimental data 




Here, αρ is a temperature and rate dependent parameter and is less than unity (i.e. 
0 < αρ < 1). However, the temperature and rate dependency of αρ was assumed to be 
negligible at this stage of the calibration process and initialized at 0.5. A rearrangement 
of Equation 3.16 results in Equation 3.17 as follows: 
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 The left hand side of Equation 3.17 versus (          ̇  ̇⁄⁄ )
 
 ⁄  represents a 
straight line. σ0 = 545 MPa and g = 0.213 were obtained by rearranging the experimental 
yield stress data [127] into the particular format shown in Equation 3.17 and fitting a 
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Figure 3.6: Fitting a straight line to rearranged experimental data [127] in order to 




The next step is to calibrate the hardening (A) and recovery (B) parameters of the 
dislocation density evolution law in Equation 3.8. This portion of dislocation density 
evolution stems from the dislocation production (storage) and annihilation mechanisms in 
the absence of dynamic recrystallization. The latter is synonymous with D = D0, ΔρDRX 
=0., and σG = Const. To eliminate the effect of DRX on the evolution of dislocation 
density, only the portions of experimental stress-strain curves [30] where the inelastic 
strain is less than the critical strain (εr) were used. Additionally, since thermal stress is 
not strain dependent, σth = Const and σρ was the only varying stress component. 
Following Estrin & Mecking [14], A was considered to be a constant and B a temperature 
and strain rate dependent term as follows: 
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Equation 3.19 decouples the temperature and strain rate dependencies. This 
representation was selected for its convenience during the calibration process. The 
following are the particular forms identified for B1 and B2: 
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To calibrate A and the temperature dependent term B1, three stress-strain curves at 




C, and 1000 
o
C, constant strain rate of  ̇ = 0.01/s, and ε < εr were used 
to obtain the best fit to experimental data resulting in A = 568 × 10
6
, b0 = 5.025, b1 = 
457.6, and b2 = 1538.67. Next, to calibrate the strain rate dependent term B2, three stress-
strain curves at  ̇ = 0.001/s, 0.01/s, and 10/s, constant temperature of T = 900 oC, and ε < 
εr in addition to the constraint that B2 (0.01/s) = 1.0 were used to obtain the best fit to 
experimental data resulting in b3 = 1.289, b4 = 10
-4
, and b5 = -0.3658. Besides the 
calibration of hardening and recovery parameters, the temperature and strain rate 
dependency of αρ was revived at this point and simultaneously calibrated (with A and B) 
by assuming a decoupled form for αρ as follows: 
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To calibrate the temperature (αρ1) and strain rate (αρ2) dependent terms, the same 
stress-strain curves used in the calibration of A and B were used in addition to a new 
constraint that αρ2 (0.01/s) = 1.0 resulting in α0 = 1.617, α1 = 886, α2 = 1673, α3 = 1.408, 
and α4 = 0.074. After this, the calibrated form of Equation 3.22 was applied rather than 
the previously used constant value of 0.5 to complete the model calibration. 
The plot shown in Figure 3.6 was regenerated using the fully calibrated model and 
compared to experimental data. The root mean square error between the model prediction 
and experimental data was calculated and if it was larger than a pre-specified threshold 
value, another iteration with a new constant value for αρ would be carried out until the 
root mean square error was less than or equal to the pre-specified threshold value (see 
flow chart of calibration procedure in Figure 3.7). 
Finally, to calibrate the DRX-induced evolution of dislocation density in Equation 
3.12, the temperature and strain rate dependent proportionality parameter K was written 
in a decoupled form as follows: 
 
    ( )    ( ̇) (3.25) 
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As mentioned earlier, this portion of the dislocation density evolution is caused by 
dynamic recrystallization, which is synonymous with D ≠ D0, ΔρDRX ≠ 0., and σG ≠ Const. 
To include the effect of DRX on the evolution of dislocation density, the same set of 
experimental stress-strain curves [30] applied in the calibration of the hardening and 
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dynamic recovery parameters were used except that the inelastic strain was allowed to be 
larger than the critical strain (εr) so that the effect of dynamic recrystallization present in 
the experimental data would be captured. 
For ε > εr, the match between model and measurements was obtained through the 
calibration of Equations 3.26 and 3.27. To calibrate the temperature dependent term K1, 




C, and 1000 
o
C, constant strain rate of  ̇ = 
0.01/s, and ε > εr were used to obtain the best fit to experimental data resulting in c0 = 
124.52 and c1 = 4.52. Next, to calibrate the strain rate dependent term K2, three stress-
strain curves at  ̇ = 0.001/s, 0.01/s, and 10/s, constant temperature of T = 900 oC, and ε > 
εr in addition to the constraint that K2 (0.01/s) = 1.0 were used to obtain the best fit to 
experimental data resulting in c2 = 1.50, c3 = 10
-4
, and c4 = -0.552. A flow chart of the 
calibration procedure and the calibrated model are shown in Figures 3.7 and 3.8, 
respectively. Figure 3.9 shows the unified model predictions for deformation conditions 
different from those used to calibrate the model yet within the calibration range. As can 
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Figure 3.9: Unified model predictions (solid lines) compared with experimental data 




3.5 Results and Discussion 
 
3.5.1 Thermal softening and sensitivity of flow stress 
Figure 3.10a illustrates the expected decreasing trend in flow stress with 
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seen in Figure 3.9a, the flow stress reaches a plateau for deformation levels above ε = 0.5 
and hence the similar thermal softening behavior for different strains shown in Figure 
3.10a is reasonable. The unified model reproduces the thermal softening aspect of 
inelastic deformation quite well as is evident from Figure 3.10a. The thermal sensitivity 
of flow stress or the thermal softening rate is another feature of the inelastic deformation 
shown in Figure 3.10b. Here, the variation of thermal sensitivity (essentially the slope of 
σ vs. T plot in Figure 3.10a or (    ⁄ )   ̇) is shown versus the normalized flow stress 
rather than the inelastic strain since reliable information on deformation history and pre-
strains is usually not available when experimental data are extracted from published 
literature, which is the case in this investigation. Moreover, the flow stress and the 
thermal sensitivity on the ordinate were normalized by the shear modulus μ in Figure 
3.10b to remove the influence of the temperature dependence of the shear modulus. As 
seen in Figure 3.10b, the flow stress becomes more sensitive to temperature variations at 
larger flow stress values. The unified model demonstrates this trend more clearly for σ/μ 
ratios larger than 4.0 where experimental data show considerable scatter. This scatter is 
captured in an average sense by the unified model where the thermal sensitivity is more 
pronounced at larger strains. A likely source for the observed scatter is discussed in the 
next section. The other observation of significance in Figure 3.10b is the strain 
independence of thermal sensitivity for small flow stress values, which is evident in the 





Figure 3.10: Thermal softening (a) and sensitivity (b) of flow stress (symbols-




3.5.2 Strain rate hardening and sensitivity of flow stress 
 
Figure 3.11a illustrates the expected increasing trend in flow stress with 
increasing deformation rate (rate hardening) at a constant temperature. As seen in the 
Figure, the unified model accurately reproduces the rate hardening aspect of inelastic 
deformation. The slope of σ vs.  ̇ in Figure 3.11a represents the rate sensitivity of flow 
stress; however, it is often preferred to use (   l  ̇⁄ )    as shown in Figure 3.11b given 
that the strain rate usually spans several decades. In general, Figure 3.11b suggests that 
the flow stress will exhibit more pronounced sensitivity to strain rate at larger stress 
values. While model predictions demonstrate a smooth and more stable trend, a 
considerable deviation from predictions and especially scatter at large flow stress values 
is observed in the experimental data. The latter is mainly caused by the inherent 
uncertainty of experimental data in conjunction with the calculation method used to 
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the predictions as shown in Figure 3.11a. Additionally, the instantaneous rate sensitivity 
or (   l  ̇⁄ )    is approximated by (   l  ̇⁄ )    because the stress-strain data are 
usually measured for a limited number of temperatures and strain rates due to time and 
cost concerns. The latter is equivalent to replacing model predictions with piecewise 
linear curves as well as connecting the experimental data points with straight lines in 
Figure 3.11a. The slope of linear segments like AB changes smoothly with strain rate; 




 does not behave similarly due to the 
uncertainty inherent in the experimental data. When this uncertainty is coupled with the 
approximation in calculating rate sensitivity, it results in the observed deviations and 
scatter in Figure 3.11b (this also explains the observed scatter in Figure 3.10b). This is 
justified noticing that Figure 3.11b was obtained using data that are a decade apart in 
Figure 3.11a and the deviation and scatter in the rate sensitivity is considerably less 






Figure 3.11: Rate hardening (a) and sensitivity (b) of flow stress (symbols-
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3.5.3 Strain hardening rate of flow stress 
Figure 3.12a illustrates the anticipated evolution of strain hardening rate during 
inelastic deformation at a constant temperature and strain rate. The strain hardening rate 
is defined as the slope (θ) of σ – ε plot; however, it is often represented by σ × θ [6, 14] 
for convenience particularly at low strains, i.e.   [      ]. Moving from region A to 
B and ultimately C on the σ – ε plot in Figure 3.12b, the slope varies from a large positive 
value to zero and then an almost constant and comparatively small negative value, 
respectively. This trend is clearly demonstrated by both the unified model prediction and 
measurements in Figure 3.12a. The unified model reproduces the strain hardening rate 










3.5.4 Evolution of microstructure with strain and Zener-Hollomon parameter 
Figure 3.13a shows the predictions of average dislocation density and grain size 
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density increases with inelastic deformation while the average grain size remains 
unchanged and equal to the initial value (D0) of 35 μm in the absence of DRX. Here, it is 
worth mentioning that although the initial average dislocation density (ρ0) seems to be 




 which is still a small 
number relative to the order of numbers on the ordinate. For     , DRX kicks in and 
produces grain refinement in addition to the decline in the average dislocation density. It 
should be pointed out that DRV also contributes to dislocation annihilation and 
attenuation of hardening. The decreasing slope of the ρ – ε plot shown in Figure 3.13a 
between εr and where the peak density occurs is caused mainly by DRV noting that DRX 
is still in the infancy in this strain range. For higher strains, DRV would cause leveling 
off of the ρ – ε plot if DRX was absent, analogous to the effect of DRV and DRX on the 
schematic flow stress-strain plot in Figure 3.2. 
Figure 3.13b illustrates the effect of the Zener-Hollomon parameter on the 
average dislocation density and grain size at a constant strain. The temperature increases 
while the strain rate decreases by moving from right to left on the abscissa in Figure 
3.13b. For     , the average dislocation density decreases with decreasing Z, i.e. 
increasing temperature and decreasing strain rate, while the average grain size stays 
unchanged and is equal to the initial grain size. With     , the average dislocation 
density keeps decreasing and grain refinement occurs. The latter implies that for      
only certain combinations of temperature and strain rate (for which     ) will lead to 
DRX. Although the unified model predictions for the deformed microstructure comply 





   
 
Figure 3.13: The unified model predictions for variations of average dislocation density 




3.5.5 Variation of flow stress components with strain and Zener-Hollomon parameter 
 
Figure 3.14a shows the variations of flow stress components versus strain at a 
constant temperature and strain rate. The dislocation density strengthening component, 
σρ, shows a similar trend as the average dislocation density (see Figure 3.13a) reflecting 
the proportional relationship between σρ and √  in Equation 3.7. Comparing the trends of 
average grain size and grain boundary strengthening component, σG, it is seen that grain 
refinement leads to an expected increase in σG (reflecting the inverse relationship 
between σG and D in Equation 3.7) due to the fact that finer grain structure is 
synonymous with higher grain boundary area and ultimately larger contribution from σG. 
The strengthening component caused by short range barriers or thermal stress, σth, on the 
other hand, does not change with inelastic strain as was anticipated from Equation 3.4 
and the general consensus that strain hardening is mainly associated with the interactions 



















































Dislocation density, ρ 
Grain size, D
T = 1173 K 




























































Dislocation density, ρ 
Grain size, D












The constant strengthening contribution of short range barriers, σth, is usually non-
zero, depending on the deformation temperature or Zener-Hollomon parameter value (see 
Figure 3.14b), which is not the case in Figure 3.14a due to high deformation temperature. 
This stems from the principles of activation energy theory, which predicts negligible 
mechanical contribution by external forces when the thermal contribution is high enough 
to enable dislocations to overcome short range barriers. Additionally, all three 
components of flow stress decline with decreasing Zener-Hollomon parameter, i.e. 
increasing temperature and decreasing strain rate, moving from right to left on the 
abscissa in Figure 3.14b.  It is also evident that dislocation density strengthening is the 
major component determining the overall flow stress comparing the stress magnitudes on 
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A unified material model explicitly integrating the grain size and dislocation 
density evolution in the constitutive description was developed based on the dislocation 
scale kinematics and kinetics of inelastic deformation in conjunction with thermal 
activation theory. The effects of hardening, dynamic recovery and dynamic 
recrystallization were collectively captured by developed evolution laws for dislocation 
density and grain size. The unified model compared reasonably well with experimental 
data. Different aspects of inelastic deformation including thermal softening and 
sensitivity, rate hardening and sensitivity, and strain hardening rate were reproduced 
quite accurately by the unified model. Additionally, the unified model was utilized to 
analyze the isolated contribution of long and short range barriers on overall flow stress 
and variation of corresponding stress components with strain, temperature, and strain 
rate. It turned out that the stress component representing the interaction of individual 
dislocations with dislocation forests has the major contribution to overall flow stress. The 
thermal stress did not vary with strain while the athermal stress traced the microstructure 
evolution with straining. Moreover, both thermal and athermal stresses declined with 
decreasing Zener-Hollomon parameter, i.e. increasing temperature and decreasing strain 
rate. Indeed, the thermal stress vanished entirely below a critical value of Zener-
Hollomon parameter. The unified model was also used to trace the average dislocation 
density and grain size evolution with strain and Zener-Hollomon parameter. While the 
model predictions for microstructure evolution align well with scientific intuition, they 




SIMULATION OF CONTINUOUS CHIP FORMATION IN 
MACHINING OF OFHC COPPER 
 
4.1 Introduction 
The objective of this chapter is to implement the unified material model that 
explicitly accounts for dislocation and microstructure evolution processes as well as 
dislocation drag as a plausible deformation mechanism applicable at the high strain rates 
common in orthogonal cutting simulations and to evaluate the performance of the model 
in predicting the continuous chip formation in machining of OFHC copper.  
The proposed unified material model is calibrated and implemented as a user-
defined subroutine in AdvantEdge
TM
, a commercial finite element based machining 
process modeling and simulation software, and the orthogonal cutting of copper will be 
simulated. OFHC copper (Cu) has a relatively low yield strength and high thermal 
conductivity leading to continuous chips in contrast to low thermal conductivity material, 
such as pure titanium, with yields segmented chip formation (subject of the Chapter 5). 
The predicted cutting forces are compared with measurements to evaluate its 
effectiveness. The model is also used to analyze the cutting induced evolution of 
microstructure and deformation field parameters via microstructure-deformation maps.     
 
4.2 The Unified Model with Dislocation Drag Effect 
According to the thermal activation theory [128], the flow stress can be 
formulated as a superposition of an athermal (σa) and a thermal (σth) stress as shown in 
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Figure 3.2. The thermal activation controlled deformation is expected to be dominant so 
long as the deformation rate in the spatial domain of deformation is of the order of 10
3
/s 





/s can occur in the primary shear zone. Therefore, a transition from thermal activation 
to drag-controlled deformation is expected as the deforming material passes through the 
primary shear zone. To accommodate such a wide range of strain rates and the 
corresponding deformation mechanisms, a dislocation drag (σd) component is added to 
the flow stress formulation obtained from thermal activation theory to yield the following 
constitutive description The effect of dislocation drag is often singled out among other 
microstructural effects and added as a third component to the formulation derived from 
thermal activation theory [43-45, 129]: 
 
            (4.1) 
 
Experimental observations suggest that the macroscopic flow stress (σ) typically 
varies linearly with strain rate over deformation rates where dislocation drag is expected 
to be the deformation controlling mechanism [42]. Hence, the dislocation drag 
component (σd) of flow stress is formulated as follows: 
 
      ̇ (4.2) 
 
where αd is the dislocation (viscous) drag coefficient. 
 66 
The athermal component (σa) of flow stress is derived from the interaction of 
mobile dislocations with long range obstacles such as grain boundaries and dislocation 
forests. This component is formulated as Equations 3.7-3.12 in Chapter 3. 
The magnitude of (σth) depends on the strength of interactions between the mobile 
dislocations and short-range barriers (e.g. interstitial impurities, substitutional alloying 
elements, precipitates, other dislocations, etc.), which is formulated as Equation 3.4 in 
Chapter 3. 
 
4.3 Model Calibration 
In this section, the proposed model is calibrated for OFHC copper using stress-
strain data available in the literature. The initial grain size, D0, and dislocation density, ρ0, 




 [131], respectively. The temperature 
dependent shear modulus of OFHC copper for T > 100 K is as follows [132]: 
 
         √       (      ⁄ )        (4.3) 
 
In Equation 3.7, the Hall-Petch coefficient, i.e.       ( )√ , was taken to be 
temperature dependent [124] wherein the Burgers vector magnitude (b) is 2.57×10
-10
 m. 
According to Hou et al. [133] and Smith and Hashemi [134] κG is equal to ~100 
MPa.√   for annealed OFHC copper at room temperature. Replacing κG, μ, and b with 
appropriate values in the above formulation for the Hall-Petch coefficient, αG was 
calculated to be 0.15 and assumed to be temperature independent. The thermal 
component of flow stress in Equation 3.4 adds five parameters (i.e.   ̇, p, q, g0, and σ0) to 
the calibration process. The values for these parameters were taken to be equal to those 
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reported by [3] for annealed OFHC copper and are as follows:   ̇      
    , p = 2/3, 
q = 2.0, σ0 = 46 MPa, and      
 ⁄           . The strength of dislocation-
dislocation forest interactions, αρ, is generally temperature and rate dependent and is less 
than unity (i.e. 0 < αρ < 1). However, the temperature and rate dependency of αρ was 
assumed to be negligible at this stage of the calibration process and initialized to 0.5. 
The next step is to calibrate the dislocation density and grain size evolution laws 
starting with the hardening (A) and recovery (B) parameters of the dislocation density 
evolution law in Equation 3.9. Following Estrin and Mecking [14], A was considered to 
be constant and B to be a temperature and strain rate dependent term. This portion of the 
dislocation density evolution stems from the dislocation production (storage) and 
annihilation mechanisms in the absence of dynamic recrystallization. This is synonymous 
with D = D0, ΔρDRX =0, and σG = Const. To eliminate the effect of DRX on the evolution 
of dislocation density, only select portions of the experimental stress-strain curves [130] 
where the plastic strain is less than the critical strain (εr) were used. Additionally, since 
the strain rates in the selected stress-strain data are low, i.e. 0.004 ~ 1/s, the dislocation 
drag stress component was expected to be negligible, i.e. σd = 0. Moreover, the thermal 
stress is constant (σth = Const.) since it is not strain dependent. For this choice of 
experimental stress-strain data, the only remaining stress component in the unified model 
that can vary with strain is σρ. To calibrate A and Bi (i = 1, 2, 3) five stress-strain curves at 
different temperatures and strain rates were used to obtain the best fit model parameters 
listed as follow: 
 
                  (4.4) 
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  (  ( )    ( ̇))
 3( )
 (4.5) 
                
       (       ) (4.6) 
          
  l     ̇ (4.7) 
                 
    (4.8) 
 
The variation of the final recrystallized grain size, Df, with temperature and strain 
rate in Equation 3.11 is modeled as follows [135]: 
 
     
(                )           (         ) (4.9) 
 
The activation energy for lattice self-diffusion, Q, and the gas constant, R, were 




, respectively, in Equation 3.15 
defining the Zener-Hollomon parameter, Z. To calibrate εr, the critical strain at which 
DRX occurs, and u, the DRX rate controlling parameter, in the grain size evolution law, 
Equation 3.10, the same set of experimental stress-strain curves used in the calibration of 
the hardening and dynamic recovery parameters were used except that the plastic strain 
was allowed to exceed the critical strain (εr) so that the effect of dynamic recrystallization 
present in the experimental data would be captured (this is equivalent to D ≠ D0, ΔρDRX ≠ 
0, and σG ≠ Const.). At the macroscopic scale, dynamic recrystallization manifests itself 
as a flow softening behavior in the flow stress curves at large plastic strains [136], as 
shown schematically in Figure 4.1a. The critical strain, εr, can be readily determined from 
the stress-strain curves where the peak stress occurs. Revisiting Equation 3.10, it is seen 
that for each combination of strain rate and temperature, the DRX rate controlling 
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parameter, u, is the only unknown left in the equation. Knowing εf, the strain value at 
which the dynamic recrystallization effect saturates, u can be uniquely specified using 
Equation 3.10; εf can be determined from the stress-strain curves as the strain at which 
the flow stress reaches a plateau (see Figure 4.2a). Such a plateau, usually occurring at 
large strains, is assumed to be associated with saturation of DRX and termination of the 
grain refinement process (wherein the average grain size is Df, see Figure 4.2b). 
Repeating the preceding steps, new sets of εr and u can be obtained for different 
combinations of strain rate and temperature (see Figure 4.2c). The data sets thus 
generated were used to calibrate      ( ̇  ) and    ( ̇  ), respectively, by finding a 
set of εi (i = 0…3) and uj (j = 0…4) parameters that yield the best fit to the ( ̇, T, εr) and 
( ̇, T, u) data sets (see Figure 4.2d). The calibrated results for εr and u are as follows: 
 
        (l     ̇     ) 
(               ⁄ ) (4.10) 
           (l     ̇       )
      (      





Figure 4.1: Schematic representation of the calibration procedure for the critical strain, 
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The viscous drag coefficient, αd in Equation 4.2, was calibrated using data 
extracted from the flow stress versus strain curves reported by Tanner and McDowell 
[130] and Nemat-Nasser and Li [3] (see Figure 4.2). Since the data used for calibrating 
the drag coefficient were obtained from low strain deformations (ε<εr), the effect of DRX 
on the data is assumed to be negligible. The absence of DRX translates into D = D0 (or σG 
= Const.) and ΔρDRX = 0. Knowing that σth, σρ, and the dislocation density evolution law 
in the absence of DRX are all calibrated prior to this step, the dislocation drag stress, σd, 
with only one unknown parameter (i.e. αd), can be calibrated by tuning the viscous drag 
coefficient in the modified model to obtain the best fit to the experimental data, which 
results in αd = 20 kPa.s. As seen in Figure 4.2, the modification of the unified model by 
including dislocation drag enables it to capture the intensified strain rate sensitivity above 








Figure 4.2: Calibration of the dislocation (viscous) drag coefficient in the modified 
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The last step is to calibrate the DRX-induced evolution of dislocation density in 
Equation 3.12. For this, the same set of experimental stress-strain curves used in 
calibration of the grain size evolution law wherein the plastic strain was allowed to be 
larger than the critical strain (εr) to account for DRX, were used in conjunction with a 
single cutting force data set obtained from a specific machining condition (vc = 103.3 
m/min, tu = 213 μm). In fact, the proportionality parameter, K, defining the saturation 
stress level (where hardening, dynamic recovery, and dynamic recrystallization are in 
equilibrium) could have been calibrated simultaneously with εr, the critical strain, and u, 
the DRX rate controlling parameter. However, this calibration was intentionally delayed 
until this juncture for the following reason. As noted earlier, DRX occurs in large strain 
deformations (where ε > εr). The strains and strain rates associated with the stress-strain 
data reported for OFHC Copper are limited to < 1 and ~10
3
/s, respectively. However, the 
deformation in the primary shear zone in high speed cutting operations is characterized 




/s). Experimental observations have 
confirmed the presence of DRX even under such severe deformation conditions [137]. 
This suggests that among all the parameters in the unified model, K is the one best suited 
for adjustment in order to capture the evolution of microstructure over the broad range of 
strain rates characteristic of machining. Unfortunately, the stress-strain data generated 
from dynamic compression experiments (e.g. SHPB) do not replicate the deformation 
conditions typical of high speed cutting operations, particularly the combination of high 
strains and high strain rates at which DRX occurs in machining. Therefore, in order to 
capture the material behavior at high strains and high strain rates, it was decided to use a 
limited number of cutting force data in conjunction with the available stress-strain data 
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for large strain and low strain rate conditions to calibrate the parameter K in the 
dislocation density evolution law.  
Specifically, the available stress-strain curves corresponding to large strain, low 
strain rate conditions, used previously for calibration of the grain size evolution law, were 
used and the parameter K was tuned iteratively to achieve the best fit to the stress-strain 
data for each combination of strain rate and temperature. In doing so, a set of ( ̇, T, K) 
data points were generated for the low strain rate deformation regime. Prior to generating 
similar data points for the large strain, high strain rate deformation regime, the modified 
material model was implemented as a user-defined material subroutine in the finite 
element model for orthogonal cutting (details presented in the next section) and cutting 
forces derived from a single high speed orthogonal cutting simulation were used to tune 
the parameter K till the predicted forces matched the measured cutting forces. This 
procedure yielded an extra ( ̇, T, K) data point corresponding to the large strain, high 
strain rate deformation regime. Next, the generated ( ̇, T, K) data sets were used to 
calibrate    ( ̇  ) by finding a set of Kj (j = 0…4) parameters that yielded the best fit. 
The calibrated Kj parameter is given by: 
  
           (l     ̇     )
(            )      (4.12) 
 
Figure 4.3 shows a comparison of the calibrated model with and without drag 
against the experimental flow curves over a range of strains, strain rates, and 
temperatures. It can be seen that the model with drag follows the experimental data more 
closely than without drag thereby validating the model. 
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Figure 4.3: Calibrated model (solid and dashed lines) versus experimental data (symbols) 




4.4 Finite Element Model of Orthogonal Cutting 
To simulate the high speed orthogonal cutting operation, a two-dimensional finite 
element model was developed in AdvantEdge
TM
, a specialized commercially available 
machining simulation software. This software uses a standard Lagrangian formulation 
combined with a fully automatic adaptive remeshing algorithm to simulate chip 
formation without any chip separation criterion [74]. The cutting tool was assumed to be 
rigid and the cutting edge radius was taken to be 20μm, typical of the sharp cutting tools 
used in the experiments employed for model validation. The contact condition at the 
tool/chip interface was modeled using the Coulomb friction law. The coefficient of 
friction, β, at the tool-chip interface was calculated for each simulation case using the 
measured cutting, Fc, and thrust, Ft, force data and the equation 
  (         ) (         )⁄  where α is the rake angle. The simulated length of 
cut was sufficiently long (L=15mm) to ensure that a steady state cutting condition (see 
 ̇ = 4000/s  ̇ = 4000/s 



















Figure 4.4), defined as unchanging cutting forces and chip morphology, was established. 
The thermo-mechanical properties of the workpiece material used in the model are listed 
in Tables 4.1 and 4.2. Constrained by high computation costs, the minimum element size 
was limited to about 0.02 mm. A user-defined material subroutine was developed using 
the FORTRAN language to implement the calibrated material model in AdvantEdge
TM
. 
Orthogonal cutting simulations were performed to replicate the physical cutting tests 
carried out by Saldana and Chandrasekar [138] (unpublished data) on high purity copper 
(99.999%; D0 = 900μm) with zero rake angle (α), 0.213mm feed (tu), and a range of 
cutting speeds (vc) of 10.3, 26.6, 103.3, 147.6, 265.7 m/min. 
 
 






























200 413 356 15.2 × 10
-6 
250 406 374 N/A* 
300 401 385 16.5 × 10
-6 
350 396 393 N/A* 
400 393 399 17.6 × 10
-6 
500 386 408 18.3 × 10
-6 
600 379 417 18.9 × 10
-6 
800 366 433 20.3 × 10
-6 
   










4.5 Results and Discussion 
 
 
4.5.1 Dislocation drag effect on cutting model predictions 
Dislocation drag, as discussed before, can have a significant effect on the flow 




/s, which are common in machining at high 
cutting speeds. The latter is evident from the simulation results listed in Table 4.3 
wherein the cutting force, thrust force, maximum cutting temperature, chip thickness, and 
shear angle are compared for cases with and without dislocation drag effect. It is seen that 
model predictions for the case where the dislocation drag effect is taken into account are 
in better agreement with experimental measurements provided by Chandrasekar and 
Saldana [138] than the case without dislocation drag. As expected, such difference in 
cutting model performance with and without dislocation drag effect is negligible for low 








Table 4.3: Predicted results with and without dislocation drag effect compared with 
experimental data provided by Chandrasekar and Saldana [138] (cutting speed vc =103.3 
m/min, rake angle α = 0
o
 and feed tu = 0.213mm)  
 
 Without Drag With Drag Exp. Data 
Cutting Force, Fc (N) 2420 1440 1393 
Thrust Force, Ft (N) 1380 800 807 
Max. Temperature (˚C) 299 244 N/A* 
Chip Thickness (mm) 2.5 1.1 1.4 
Shear Angle (˚) 4.9 10.9 8.4 
        




4.5.2 Predicted vs. measured cutting and thrust forces  
 
Figure 4.5 shows a comparison of the predicted forces with measured values over 
the range of cutting speeds used in the experiments. Note that the cutting force data for 
the 103.3 m/min cutting speed was the only one used in calibrating the parameter K in 
Equation 3.12. It can be seen that the predicted trends and magnitudes of the cutting and 
thrust forces are in good agreement with the measured values over the entire range of 
cutting speeds. As expected, the decreasing trend in force magnitudes with cutting speed 
is due to the increased rate of heat generation associated with higher deformation rates 







Figure 4.5: Measured [138] and predicted cutting and thrust forces for 
orthogonal cutting of high purity copper (99.999% pure, D0 = 900μm) over a 
broad range of cutting speeds (deformation rates); Rake angle, α, and feed, tu, 
are 0
o




It is noted that the unified material model was almost entirely calibrated using 
stress-strain data for OFHC copper with 99.99% purity level and 62μm initial grain size, 
D0. However, the material used in the cutting experiments was a high purity copper 
(99.999% pure) with 900μm initial grain size. Hence, it seems reasonable to expect the 
test material to be mechanically softer than the model material. This could explain the 
higher predicted cutting force value at the lowest cutting speed, where the lower 
deformation rates and lower cutting temperatures magnify the effect of dislocation 
interactions with short range barriers such as impurities. However, based on the known 
physics of continuous DRX and dislocation drag [42], the discrepancy in initial grain size 






















At the highest cutting speed, the dislocation drag effect is expected to be the 
dominant deformation controlling mechanism. Since the temperature dependency of 
dislocation drag [42] can be significant at the high temperatures involved in high speed 
cutting, the observed discrepancy in the predicted and measured cutting forces at the 
highest cutting speed may stem from the fact that the drag (viscous) coefficient in 
Equation 4.2 was taken to be a constant rather than a temperature dependent parameter. 
Considering the preceding discussion and noticing the broad range of cutting speeds over 
which the validation was exercised, the fidelity of model predictions appears to be quite 
good. The chip morphology is another metric used to appraise the validity of the model 
and the simulations. The model predicts continuous chip morphology, as seen in the 
contour plots shown in Figures 4.6 and 4.7, which is corroborated by the observations 
made by Dr. Chandrasekar’s group in their experiments on copper [142, 143]. 
In the following section, the orthogonal cutting model is used to analyze the 
correlation between process parameters (cutting speed), deformation parameters (strain, 
strain rate, temperature), and microstructure (grain size and dislocation density) 
evolution. 
 
4.5.3 Cutting induced evolution of microstructure 
 
The unified material model enables the prediction of microstructure evolution as 
the deforming material passes through various regions in the deformation field.  As seen 
in Figure 4.6, the model does quite well in predicting the experimentally observed trend 
[144, 145] of severe grain refinement in machining, ranging from several hundreds of 
micrometer before the primary shear zone (PSZ) to several tens of micrometer in the PSZ 
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and a few micrometers after the PSZ and well into the chip. Another observation, not 
readily available through microscopy, is the presence of a gradient in the grain size across 
the deformed chip thickness. In particular, a deformed layer of submicron (nano-) sized 
grains is predicted by the model in the secondary shear zone (SSZ) in the vicinity of the 
tool/chip interface. As the cutting speed increases, the thickness of this highly grain 
refined layer decreases and the grains become coarser in the chip. At higher deformation 
rates, the thermally activated annihilation of dislocations is expected to be more 
pronounced due to the higher cutting temperatures generated, which can explain the 
predicted grain coarsening. Also shown in Figure 4.6 is the evolution of dislocation 
density in the deformation field. It is seen that the dislocation density increases as the 
material approaches the PSZ and, when in the chip, it exhibits a gradient across the 
thickness. This dislocation density gradient across the chip thickness is consistent with 
the corresponding gradient in grain size, i.e. the regions with finer grain size are 
characterized by lower dislocation density due to continuous DRX. The evolutions of 
grain size and dislocation density are co-occurring events during continuous DRX. The 
gradient in intensity of DRX from the secondary shear zone to the chip free surface 
results in comparatively lower dislocation density and finer grains in the secondary shear 
zone since dislocations are annihilated during DRX leading to grain refinement. This 
observation is consistent with the underlying physics of continuous DRX [121]. During 
severe plastic deformation and as DRX occurs, low angle grain boundaries (LABs) 
nucleate and their misorientation angles grow due to dislocation production and 
accumulation mechanisms until those LABs transition into high angle grain boundaries 








Figure 4.6: Cutting induced evolution of grain size and dislocation density in OFHC 







vc = 26.6 m/min vc = 26.6 m/min 
vc = 103.3 m/min vc = 103.3 m/min 
vc = 265.7 m/min vc = 265.7 m/min 
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4.5.4 Evolution of deformation parameters in orthogonal cutting 
 
Figures 4.7a, 4.7c, and 4.7e map the strain, strain rate, and temperature evolution 
in the spatial domain of deformation in orthogonal cutting for a representative case, i.e. 
103.3 m/min. The strain field shows that the material is severely deformed as it passes 
through the PSZ with some additional deformation in the SSZ resulting in a descending 
gradient in the plastic strain across the chip thickness moving away from the tool/chip 
interface. The deformation rate peaks at the PSZ, as shown in the strain rate field, while it 
is not distributed uniformly across this region and reaches its maximum value in the close 
proximity of the cutting edge. According to the temperature field, the cutting temperature 
increases as the deforming material passes through the PSZ with additional temperature 
rise in the proximity of the tool/chip interface in the SSZ due to frictional heat generation. 
The preceding qualitative observations of the strain, strain rate, and temperature fields are 
consistent with current understanding of the mechanics of evolution of the deformation 
field parameters in machining and hence confirm the ability of the complex model to 










Figure 4.7: Evolution of deformation parameters in orthogonal cutting of high purity 
copper (rake angle α = 0
o
 and feed tu = 0.213mm); (a, c, e) representative plastic 
strain, strain rate, and temperature fields; (b, d, f) evolution of plastic strain, strain 
rate, and temperature along path ABC for different cutting speeds; (g) shear strain 
versus shear angle variation according to classical theory of cutting; (h) evolution of 
























































































Shear angle, ϕ 
𝛾  
c s  




















B C A 
(h) 













It is, however, expected that a quantitative analysis of strain, strain rate, and 
temperature fields can provide further insight into the evolution of the deformation 
parameters as the material approaches the PSZ, passes through the PSZ, and enters the 
chip. To do so and as shown in Figures 4.7a, 4.7c, and 4.7e, an imaginary path ABC was 
defined in the spatial domain of the deformation field and the strain, strain rate, and 
temperature evolutions from point A to point B and finally to point C were examined. It is 
seen in Figure 4.7b that the strain gradually increases as it approaches the PSZ, rises 
sharply as it passes through the PSZ, and, as expected, levels off at an almost constant 
value in the chip. Another observation made from the model predictions is that the strain 
level, particularly in the chip, decreases at higher cutting speeds. The latter is also 
corroborated by the classical theory of cutting mechanics [146] as follows. According to 










c s  
si  c s(   )
 (4.13) 
 
where γ is the average shear strain, α is the tool rake angle, and ϕ is the shear plane angle. 















Plotting the above equation in Figure 4.7g over a wide range of hypothetical shear 
angles reveals that the average strain in the chip decreases as the shear angle increases. 
Therefore, it seems that higher cutting speeds should be associated with larger shear 
angles for the model predictions of the average chip strain in Figure 4.7b to be accurate. 
Revisiting the contour plots in Figure 4.6 reveals that, indeed, the shear angle is larger for 
higher cutting speeds. The latter can be explained by noting that higher strain rates and 
lower cutting temperatures before the PSZ at higher cutting speeds, as seen in Figures 
4.7d and 4.7f, render the material mechanically stronger since strain rate hardening is 
expected to prevail over thermal softening in the region before the PSZ. On the other 
hand, it is known that mechanically stronger materials deform over larger shear angles in 
orthogonal cutting. Hence, the higher the cutting speed, the larger the shear angle. 
While the presence of higher strain rates in and around the PSZ at higher cutting 
speeds, as seen in Figure 4.7d, is intuitive, the observed trend in the corresponding 
temperature gradients, seen in Figure 4.7f, is not and requires further elaboration. 
According to Figure 4.7f, higher cutting speeds result in lower cutting temperatures 
before the PSZ while this trend is reversed after the PSZ. A plausible explanation for this 
observation is as follows. Since the material is severely sheared in the PSZ, a significant 
amount of heat generation is expected in the PSZ. At low cutting speeds, the heat 
generated in the PSZ will have more time to diffuse along the BA segment of the defined 
path in Figure 4.7e and hence the temperatures are anticipated to be higher compared to 
those at high speeds. However, after the PSZ and along the BC segment of the defined 
path, the lack of sufficient time for heat diffusion at high cutting speeds is compensated 
by more heat generation in the SSZ resulting in higher temperatures over the BC segment 
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of the path. Additionally, an inflection point is present in Figure 4.7f. This interesting 
observation translates into the existence of a location right before the hypothetical shear 
plane where the cutting temperature does not change, notwithstanding the cutting speed 
magnitude. 
Another interesting observation is the evolution of the Zener-Hollomon (Z) 
parameter in the cutting induced deformation field along the path ABC, as shown in 
Figure 4.7h. This parameter combines the evolution of strain rate and temperature and is 
larger for lower temperature, higher rate deformation. The latter is obvious from Figure 
4.7h where Log Z decreases along the path. While higher cutting speeds are associated 
with larger Z values before the PSZ, the corresponding Z values are smaller after the PSZ, 
which is consistent with the observed evolutions of strain rate and the temperature fields 
along the path in Figures 4.7d and 4.7f and the definition of Z in Equation 3.15. It is seen 
that an inflection point exists on the hypothetical shear plane where the Zener-Hollomon 
parameter does not change, notwithstanding the cutting speed magnitude. This insight is 
expected to be beneficial in analyzing the deformed microstructures produced in the 
deformation zone where an understanding of the combined evolution of strain rate and 
temperature will be instrumental in explaining the observed microstructures and 
identifying favorable deformation conditions. 
 
4.5.5 Correlation between cutting induced microstructure and deformation parameters 
 
The generation of maps correlating the process induced microstructure to 
deformation field parameters is essential for controlled production of a desired 
microstructure. The cutting process can be used to generate such maps since it can 
 86 
produce a broad range of strains, strain rates, and temperatures in a single pass of the 
cutting tool [137, 145]. In this context, the model presented in this thesis can be used to 
easily generate such maps in contrast to costly experiments. As discussed before, the 
deformation field can be characterized by the set of inelastic strains, ε, and Zener-
Hollomon parameter, Z, values at any point in the deformation field. Maps, such as those 
shown in Figure 4.8, can be produced by tracing the evolution of the deformation 
parameters, i.e. ε and Z, and the resulting microstructure along imaginary paths, such as 
ABC in Figure 4.7, under different cutting conditions, in this case the cutting speed. It is 
evident from Figure 4.8 that severe grain refinement occurs in the low Zener-Hollomon 
and high strain region of the map, which is associated with high dislocation density 
structure compared to the undeformed material. The versatility of such maps stems from 
the fact that each value of Zener-Hollomon parameter can be achieved by a wide array of 
strain rate and temperature combinations, from low strain rate, high temperature 



























































A unified material model including the effect of dislocation drag, which is a 






) prevalent in high 
speed cutting operations, was presented and evaluated using orthogonal cutting 
simulations of OFHC Copper. The model was experimentally validated over a wide range 
of cutting speeds and shown to yield good results (< 10% error). The model also enabled 
the prediction of microstructure evolution as the deforming material passes through the 
deformation field. The model did quite well in predicting the commonly observed trend 
of severe grain refinement in orthogonal cutting of OFHC Cu. Cutting simulations carried 
out using the model showed that the strain level in the deforming material decreases, 
particularly in the chip, as the cutting speed increases, a trend that was found to be in 
accord with the classical theory of cutting mechanics. It was also shown that higher 
cutting speeds resulted in lower cutting temperatures in the deforming material before the 
primary shear zone (PSZ), while this trend is reversed after the PSZ. The latter 
observation was explained by the mechanics of heat generation and diffusion in and 
around the PSZ. Additionally, the Zener-Hollomon parameter was found to follow a 
decreasing trend when moving along a deformation path that passes through the PSZ and 
into the chip. An inflection point was identified on the shear plane where the Zener-
Holloman parameter did not change even with variation in cutting speed. It was also 
shown that versatile microstructure-deformation maps can be generated from the model. 
As demonstrated by Chandrasekar and his co-workers [137, 145], such maps can be very 
useful in identifying the deformation parameters necessary to engineer desired 
microstructures. In closing, the unified model was developed with the machining 
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application in mind; however, it is expected to be also applicable for other deformation 
regimes so long as the strains, strain rates, and temperatures do not surpass those seen in 
machining operations. Moreover, noting that formulations used for the constitutive 
description and evolution laws are not lattice specific, the unified model should be 
applicable to other lattice structures so long as the underlying physical mechanisms for 
inelastic deformation are identical. The applicability of the unified model to other lattice 




SIMULATION OF SEGMENTED CHIP FORMATION IN 
MACHINING OF COMMERCIALLY PURE TITANIUM (CP-Ti) 
 
5.1 Introduction 
The objective of this chapter is to implement the unified material model in 
orthogonal cutting simulations to evaluate the performance of the model in predicting the 
segmented chip formation in machining of commercially pure titanium (CP-Ti). 
Comparing with other metals, titanium has the especially low thermal conductivity (< 20 
W/m/K) which gives rise to heat accumulation inside the primary shear zone to cause 
shear band and chip segmentation in machining, which has been observed by Sheikh-
Ahmad and Bailey [147].  In order to describe the material behavior of the ultrafine grain 
structure inside the shear band, the flow stress component due to grain boundary 
strengthening is modified by introducing the inverse Hall-Petch effect (IHPE) to capture 
the expected softening of the material below a critical grain size [69]. 
In this chapter, the unified model is extended to include the inverse Hall-Petch 
effect. Then the model is calibrated and implemented in a commercial FEM-based 
machining simulation software AdvantEdge
TM
, which is used to simulate orthogonal 
cutting of commercially pure titanium. In order to validate the calibrated unified model, 
orthogonal cutting experiments are performed to determine the cutting forces and chip 
morphology, which are compared with the predicted results to evaluate the performance 
of the proposed unified model in predicting segmented chip formation and associated 
shear bands.  
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5.2 The Unified Model with Inverse Hall-Petch Effect 
As explained in section 4.2, the flow stress can be formulated as a superposition 
of an athermal component (σa), a thermal component (σth) and a dislocation drag 
component (σd) as shown in Figure 4.1.  
The magnitude of (σth) depends on the strength of interactions between mobile 
dislocations and short-range barriers (e.g. interstitial impurities, substitutional alloying 
elements, precipitates, other dislocations, etc.), which is formulated as Equation 3.4 in 
Chapter 3. 
The athermal component (σa) of flow stress is derived from the interaction of 
mobile dislocations with long range obstacles such as grain boundaries and dislocation 
forests. This component is formulated as Equations 3.7 in Chapter 3. 
For the grain boundary contribution to the athermal component (σa), the 
coefficient, κG, in Equation 3.7, is assumed to be independent of grain size in the micron-
sized grain structure regime where the conventional Hall-Petch effect dominates. As 
grain size is smaller than the critical grain size for initiating the IHPE, DIHPE, the flow 
stress decreases with decreasing grain size. This phenomenon is often termed the Inverse 
Hall-Petch effect (IHPE). The related experimental evidences and potential physical 
interpretations about IHPE have been elaborated in Section 2.4. 
The coefficient, κG, which describes the strength of the dislocation-grain 
boundary interaction, is modeled using the following function, which replaces Equation 
3.14, in order to capture the softening in flow stress due to the IHPE when the grain size 
is smaller than a critical value:  
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where d and v are temperature dependent fitting parameters controlling the critical grain 
size, DIHPE, and the softening rate, respectively. The evolution of grain size, D, due to 
DRX during inelastic deformation is formulated as Equations 3.10 and 3.11. Described 
by Equation 5.1, the strength of grain boundaries is constant when D > DIHPE and 
becomes weaker when D < DIHPE due to the IHPE. Based on experimental observations 
[61, 71] of the influence of temperature on the IHPE,  d and v have been modeled as 
functions of temperature, which will be discussed in the following section. 
For the contribution of dislocation forests to the athermal component (σa), the 
evolution law for dislocation density is derived as follows: 
   




   
 (5.2) 
 
where        is the dislocation density in the absence of DRX and has a closed-form 
expression (Equation 3.9) for the evolution law. As plastic deformation proceeds, 
dislocations are consumed to form new grain boundaries during the DRX process, which 
is expressed by Equation 5.2.    represents the dislocation density corresponding to the 
fully recrystallized grain structure.  
Finally, the dislocation drag component of flow stress is formulated as Equation 
4.2 given in Chapter 4. 
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5.3 Model Calibration 
In this section, the proposed model is calibrated for CP-Ti with initial grain size 
of ~40 μm using the following procedure. The material parameters for the thermal 
component of flow stress can be found in literature for CP-Ti with initial grain size of 40 
μm [148] and are listed in Table 5.1. 
 
 
Table 5.1: Material parameters for the thermal component of constitutive model [148]. 
 







 2/3 2 
 
 
The variation of the shear modulus µ with temperature was fitted to the available 
experimental data [149, 150] shown in Figure 5.1 as follows: 
   





Figure 5.1: Temperature dependent shear modulus (symbols-measured; solid line-fitted). 
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After fitting the experimental data for CP-Ti [151] shown in Figure 5.2 with 
Equation 3.10, the variation of final recrystallized grain size, Df, with the Zener-
Hollomon parameter was obtained as, 
   
   (     





Figure 5.2: Variation of final grain size with Zener-Hollomon parameter (symbols-
measured; solid line-fitted). 
 
 
The activation energy for lattice self-diffusion, Q, and the gas constant, R, in 
Equation 3.15 defining the Zener-Hollomon parameter, Z, were taken as 146.04 kJ/mol 
and 8.314 J/K/mol [152], respectively. 
To calibrate the parameter, κG, which describes the strength of dislocation-grain 
boundary interaction, the constant coefficient,   , in Equation 5.1 was calibrated as 
0.4544 using the experimental data prior to the initiation of the IHPE as shown in Figure 


















Zeng et al. [151]
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IHPE dominates as seen in Figure 5.3 and is controlled by the parameters d and v, which 




      (     )
            (      ) (5.5) 
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where kd and kv are the fitting parameters that govern the temperature dependency of the 
parameters d and v. Due to the limited availability of experimental flow stress curves for 
CP-Ti with nano-sized grains at elevated temperatures, d and v were calibrated using 
machining data as discussed in the next section. Also, considering that the IHPE appears 
only when the grain size is less than a critical value, the parameters, d and v, will not 





Figure 5.3:  Calibrated model (solid straight line) compared with experimental data for 
CP-Ti (symbols) and schematic representation of IHPE on a flow curve (dashed line) 
with ultrafine grain structure. 
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To calibrate the dislocation forest component of the flow stress model, σρ, the 
dislocation-dislocation forest interaction term, αρ, is taken to be 0.5 for most metals 




 for the annealed 
condition [158]. The next step is to calibrate the hardening (A) and recovery (B) 
parameters in the dislocation density evolution law given by Equation 3.9 against the 
experimental stress-strain curves reported by Zeng et al. [159] (see Figure 5.5). This 
portion of dislocation density evolution stems from the dislocation production (storage) 
and annihilation mechanisms that are active in the absence of dynamic recrystallization 
and is synonymous with D = D0, and σG = Constant. To eliminate the effect of DRX on 
the evolution of dislocation density, only the portions of the experimental stress-strain 
curves [159] wherein the inelastic strain is less than the critical strain (εr) were used as 
shown in Figure 3.2. Additionally, since the strain rates in the selected stress-strain data 
are quite low, i.e. 0.001 ~ 0.1/s, the dislocation drag stress component is expected to be 
negligible, i.e. σd = 0. Moreover, the thermal stress is constant (σth = Const.) since it is not 
strain dependent. For the experimental stress-strain data selected, the only remaining 
stress component in the unified model that can vary with strain is σρ. To calibrate A and 
B, the five stress-strain curves at different temperatures and strain rates (see Figure 5.5) 
were used to obtain the best fit to experimental data resulting in the model parameters as 
follows: 
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To calibrate εr, the critical strain above which DRX occurs, and u, the DRX rate 
controlling parameter, in the grain size evolution law, i.e. Equation 3.10, the same set of 
experimental stress-strain curves used in the calibration of the hardening and dynamic 
recovery parameters (A and B) were used except that the inelastic strain was allowed to 
be larger than the critical strain (εr) so that the effect of dynamic recrystallization present 
in the experimental data would be captured (this is synonymous with D ≠ D0 and σG ≠ 
Const.). At a macroscopic scale, the dynamic recrystallization manifests itself as a flow 
softening effect at large inelastic strains [136] as shown in Figure 5.4a. The critical strain, 
εr, can be readily determined from the stress-strain curves where the peak stress occurs. 
Considering this aspect and revisiting Equation 3.10, it is seen that for each combination 
of strain rate and temperature, the DRX rate controlling parameter, u, is the only 
unknown left in the grain size evolution law. Knowing εf, the strain value at and above 
which the dynamic recrystallization effect saturates, u can be uniquely specified using 
Equation 3.10. The quantity εf can be determined from the stress-strain curves by finding 
the strain value at which the flow stress reaches a plateau (Figure 5.4a). Such a plateau, 
occurring at large strains, is associated with DRX saturation and termination of grain 
refinement (wherein the average grain size is Df, see Figure 5.4b). Based on the above 
considerations, the parameters, εr and u, were calibrated (see Figure 5.5) as follows: 
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Figure 5.4:  Schematic representation of the calibration procedure for the critical strain, 





After calibrating the previous flow stress components, the dislocation density with 
fully recrystallized grain structure, ρR, can be calculated by matching the simulated flow 
stress with D = Df and ρ = ρR to the experimental data at large strains. Using this 





Figure 5.6 shows the model validation against experimental data [159] where it 
can be seen that the calibrated unified model is in good agreement with the measured 
stress-strain response of CP-Ti over a range of strains, strain rates (10
-3
 ~ 0.1 s
-1
), and 
temperatures (673 ~ 973 K).  
The coefficient of dislocation (viscous) drag, which only operates at high strain 











Figure 5.5: Comparison of the calibrated stress-strain curves (dashed lines) and 




   
 
Figure 5.6: Validation of the simulated stress-strain curves (dashed lines) against 






5.4 Experimental Details 
All orthogonal cutting experiments were performed using commercial purity 
grade 2 titanium (98.9% Ti). The material was acquired from McMaster-Carr as 31.75 
mm diameter bar stock in the annealed condition adhering to ASTM B348. The as-
received microstructure consisted of an equiaxed α-phase with an average grain diameter 










Orthogonal cutting experiments were performed on a Hardinge T-42 SP CNC 
lathe. Tubular specimens were manufactured from bar stock with an outer diameter of 
30.48 mm. To establish the plane strain deformation condition, the wall thickness was 
taken to be 2 mm, which is much larger than the feeds used in the experiments. All 
experiments were performed using uncoated carbide inserts with an up-sharp cutting edge 
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(Kennametal TCMW3251). To minimize tool wear effects, a new insert was used in each 
experiment. A constant rake angle of 0° was used for all experiments. No cutting fluid 
was applied. After each cut, the tool was retracted from the workpiece at a rate of 16 
m∙rev
-1
 and the chip was collected in a water tank to preserve the microstructure present 
soon after cutting. Cutting force, Fc, and thrust force, Ft, were measured using a 
piezoelectric force dynamometer (Kistler Model 9257B).  
To probe a wide range of strains and strain rates, three feeds (0.1, 0.2, 0.3 mm) 
and five cutting speeds (20, 60, 100, 140, 180 m∙min
-1
) were utilized. All experiments 
were duplicated at least once to ensure repeatability. Conditions producing cutting forces 
with excessive variation were repeated additionally. 
Chips were collected and prepared for metallography. Produced chips were cold 
mounted longitudinally in epoxy, ground to the chip mid-section and polished to a 
0.05μm finish. Kroll's reagent, a mixture of 1 ml hydrofluoric acid (HF, 40%), 2 ml nitric 
acid (HNO3, 40%) and 247 ml de-ionized water, was swabbed on each sample for 2 
minutes to etch and reveal the microstructure.  
 
5.5 Finite Element Model 
To simulate the orthogonal cutting operation, a two-dimensional finite element 
model was developed in AdvantEdge
TM
, a specialized commercially available machining 
simulation software. This software uses a standard Lagrangian formulation combined 
with a fully automatic adaptive remeshing algorithm to simulate chip formation without 
any chip separation criterion [74].  
The workpiece material behavior is described by the calibrated unified model 
which was implemented in AdvantEdge
TM
 via a user-defined material subroutine coded 
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in FORTRAN. Moreover, the thermo-mechanical properties of the workpiece material, 
listed in Tables 5.2 and 5.3, were included in the model.  
 
 
Table 5.2: Physical properties of CP-Ti [139]. 
 
E (GPa) ν ρm (kg/m
3
) Tmelting (K) 

















300 21.5 547.7 
9.238 × 10
-6 
400 20.0 597.4 
500 19.0 618.4 
600 18.3 628.0 
700 17.7 632.4 
800 17.3 633.9 




The cutting tool material and geometry used in the experiments are listed in Table 
5.4 and were input to the model. Additionally, the cutting tool was assumed to be rigid in 
the model due to its higher stiffness compared to the workpiece. The contact condition at 
the tool/chip interface was modeled using the Coulomb friction law. As shown in Table 
5.5, the coefficient of friction, β, at the tool-chip interface for each simulation was 
calculated using the measured Fc and Ft and the classic equation 






Table 5.4: Cutting tool material and geometry. 
 
Material Uncoated carbide 
Rake angle (˚) 0 
Clearance angle (˚) 7 









tu=0.1 mm tu=0.2 mm tu=0.3 mm 
vc=20 m/min 0.63 0.50 0.44 
vc=60 m/min 0.52 0.40 0.34 
vc=100 m/min 0.49 0.37 0.30 
vc=140 m/min 0.46 0.31 0.28 




The length of cut was long enough to ensure that the steady state cutting 
condition, wherein the cutting forces and chip morphology do not change with further 
progress of cutting, is established. A sensitivity analysis was conducted to ensure that the 
number of elements (50,000) is sufficient and the minimum element size (0.002mm) is 
fine enough to yield accurate predictions.   
 
5.6 Experimental and Numerical Results 
 
5.6.1 Inverse Hall-Petch Effect (IHPE) model calibration 
In order to calibrate the temperature dependent parameters d and v, seven finite 
element simulations were set up with different values for the parameters kd and kv in 
Equations 5.5 and 5.6, according to Table 5.6. Figure 5.8 shows the grain boundary 
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components of flow stress with different combinations of kd and kv at an elevated 
temperature of 600K. It shows that the critical grain size for initiating the IHPE, DIHPE, is 
controlled by kd while the softening rate changes with kv. Such variation induced by IHPE 
decreases with decreasing temperature as shown in Figure 5.9. At room temperature, 
DIHPE is at 10 nm for any combination of kd and kv, which is in agreement with Conrad 
and Narayan’s study [51] for various metals. It is also noted that DIHPE for Simulation-1 
is independent of temperature and is always equal to 10 nm. Considering that the grain 
size in machining can rarely be refined to 10 nm, Simulation-1 can be considered to 
represent the case without IHPE. 
The cutting speed and feed used in the seven numerical simulation cases specified 
in Table 5.6 were 100 m/min and 0.2 mm, respectively. Simulation results are evaluated 
by comparing the predicted forces and chip geometries to the corresponding experimental 
results. The combination of kd and kv yielding the best overall results is selected to 




Table 5.6: Configurations of the numerical simulations. 
 
Simulation kd kv 
1 0 0 
2 0.0002 0 
3 0.0002 0.005 
4 0.0002 0.01 
5 0.0004 0 
6 0.0004 0.005 









Figure 5.8: Grain boundary components of flow stress, σG, depicting the effects of 






Figure 5.9: Critical grain size for initiation of IHPE, DIHPE, at different temperatures for 
















































5.6.1.1 Cutting and thrust forces 
The cutting and thrust forces are the principal measurements used to evaluate the 
quality of the simulation results for the different combinations of kd and kv. A sample 
temporal history of the simulated cutting and thrust forces with their variations due to 
chip segmentation is shown in Figure 5.10. A comparison of the simulated and 
experimental results for the selected cutting condition (cutting speed = 100 m/min; feed = 
0.2 mm) is shown in Figure 5.11. The variations in the simulated Fc and Ft are very 
significant due to chip segmentation. By varying kd from 0 to 0.0004 (Simulations-1, 2, 
5), the corresponding critical grain sizes for the IHPE at elevated temperatures cause a 
decreasing trend in the simulated force magnitudes and an increasing trend in the force 
variation. The parameter kd, varied from 0 to 0.01 (Simulations-2, 3, 4), also produces a 
similar influence on the force magnitudes and their variation by changing the flow stress 
softening rate due to the IHPE. From Figure 5.11, it can be seen that Simulations-2 and 3 






Figure 5.10: Sample temporal history of the simulated cutting and thrust forces at a 







Figure 5.11: Experimental (dotted line) and simulated (symbols) cutting forces (Fc) and 




5.6.1.2 Chip geometry 
As the one of most significant characteristics in machining of CP-Ti, chip 
segmentation and associated shear localization are successfully predicted by the 
developed unified model as shown in Figure 5.12 (b).  In order to compare the simulation 
results with the measured chip geometry, the segmented chip morphology is 
characterized by its geometrical characteristics including the peak thickness (S1), the 
valley thickness (S2) and the banding distance (S3) as shown in Figure 5.12 (a). Because 
the chip does not retain the same curvature during the dimensional measurements as 
during machining, the parameter S3, which is influenced by the curvature of the machined 
chip, is replaced by the shear band frequency (f), which is defined as the number of shear 





























   
 
Figure 5.12: Experimental (left) and simulated (right) chip at a cutting speed of 100 




In addition to the cutting and thrust forces, the simulation results 1-7 are also 
evaluated by comparing with the measured chip geometry parameters S1, S2 and f, as 
shown in Figures 5.13 and 5.15. It is seen that the simulated values for S1 and S2 decrease 
with decreasing flow stress due to the IHPE. It can be seen that simulations 2 to 7 give 
reasonably good values for S1. Except for simulations 6 and 7, most of the simulations 
overestimate the valley thickness S2. One reason for the overestimation of S2 is that the 
damage (e.g. cracks) on the free machined surface, shown in Figure 5.14, is not taken into 
consideration in this study. Calamaz et al. [96] have pointed out that implementing a 
fracture criterion into the simulation can improve the prediction of S2 in machining of 
titanium alloys. 
Chip segmentation becomes more evident as the thickness difference between the 






Figure 5.13: Experimental and simulated chip geometry (Peak: S1; Valley: S2) at a 






Figure 5.14: Cracks on the free surface of the machined chip at a cutting speed of 140 








5.6.1.3 Shear band frequency 
A comparison of the experimental and simulated shear band frequencies for the 
different combinations of kd and kv at the specific cutting condition chosen for calibrating 
kd and kv is shown in Figure 5.15. For simulations 1 to 5, the shear band frequency is 
correctly captured with an error less than 15% while it is largely underestimated by 






Figure 5.15: Experimental (dotted line) and simulated (solid line) chip segmentation 




5.6.2 Model validation  
After systematically considering the performance of the IHPE model parameters kd and 
kv, the parameter combination used in simulation 3 (kd = 0.0002; kv = 0.005) is chosen as 
the most suitable for the specific cutting condition (vc = 100 m/min; tu = 0.2 mm). Note 














machining, this selection for kd and kv in conjunction with the rest of the parameters fitted 
in Section 5.3, the unified model is considered fully-calibrated. The calibrated model is 
then implemented in AdvantEdge
TM
 to validate it against experimental data for other 
cutting conditions (vc = 20, 60, 100, 140, 180 m/min; tu = 0.1, 0.2, 0.3 mm) and to assess 
the ability of the model to predict the cutting and thrust forces, machined chip geometry 
parameters and the shear band frequency. Additionally, the unified model is used to 
investigate the effects of strain, strain rate, and temperature on the machining 
simulations. The average grain size and dislocation density evolutions are also simulated 
and discussed. 
 
5.6.2.1 Cutting and thrust forces 
The simulated cutting (Fc) and (Ft) thrust forces are compared with the 
experimental results as shown in Figure 5.16. The experimental cutting and thrust forces 
decrease with increasing cutting speed and decreasing feed. The simulated results show a 
similar trend with less than 5% prediction error for the cutting force and 10-20% 
prediction error for the thrust force. The higher discrepancy in the thrust force predictions 
is attributed to the simple Coulomb friction model used and the absence of the effects of 














Figure 5.16: Experimental (EXP) and simulated (SIM) cutting (Fc) and thrust (Ft) forces 
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5.6.2.2 Chip geometry and shear band frequency 
The simulated peak (S1) and valley (S2) thicknesses of the segmented chips are 
compared with experimental measurements as shown in Figure 5.17. Generally, the 
measured chip thickness decreases with increasing cutting speed and decreasing feed. In 
addition, the difference between S1 and S2 also increases with increasing cutting speed. A 
possible reason for this phenomenon is that the higher cutting speed leads to greater 
softening due to the increased microstructure-related softening at elevated temperatures 
(due to DRV, DRX and IHPE), which is much greater than the effect of strain rate 
hardening. The simulated thicknesses (S1 and S2) show a similar trend as the experimental 
measurements, but overestimate the thicknesses, especially S2, for most of the cutting 
conditions. As noted earlier, a possible reason for the overestimation of S2 is the lack of 
inclusion of damage (cracks) on the free surface of the machined chip. Additionally, 
detailed comparisons of the chip morphology are shown in Figure 5.18. It can be seen 
that the major features of the segmented chip are mostly correctly predicted by the 
simulations. It is also noted that the machined chip serration and evidence of shear 
banding becomes more obvious as the cutting speed increases, which is also captured by 
the simulation results. 
Figure 5.19 shows a comparison of the experimental (EXP) and simulated (SIM) 
frequencies of chip segmentation under different cutting conditions. The simulation 
results capture the experimental trend, which shows that the segmentation frequency 






Figure 5.17: Experimental and simulated peak (S1) and valley (S2) thicknesses of 
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5.6.2.3 Temperature and strain distributions 
Within the segmented chip, strain localization is observed inside the shear band 
and at the tool-chip interface as shown in Figure 5.20 (a). This observation is successfully 
predicted by the unified model as shown in Figure 5.20 (b). For chosen cutting condition 
(Vc = 100 m/min, tu = 0.2 mm), the equivalent plastic strain inside the shear band is 
estimated to be ~ 7.3 using the calculation method (Equation 5.10) proposed by Turley 
and Doyle [164] as shown in Figure 5.21 and the width of the shear band, which is 
approximately 10 μm in this case. In comparison, the simulated equivalent plastic strain 
inside the shear band is around 6.0, which is smaller than the calculated value due to the 



















Figure 5.20: Strain field in: (a) experimental and (b) simulated chips at a cutting speed of 













Figure 5.22: Temperature distribution in the simulated chip at a cutting speed of 100 




Figure 5.22 shows the simulated temperature distribution in the machined chip. It 
is noted that relatively high temperatures (~ 350˚C) are predicted in the primary shear 
zone due to severe plastic deformation in this region. The low thermal conductivity of the 
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workpiece leads to high temperature concentration in the narrow band and consequent 
thermal softening, which is responsible for shear localization. High temperature is also 
predicted at the tool-chip interface and is mainly due to friction. The highly concentrated 
temperature in this region can cause rapid tool wear. 
 
 
5.6.2.4 Microstructure in the shear band region 
In order to evaluate the ability of the model to predict the microstructure 
characteristics of the machined chip, four special locations in the chip, marked A to D in 
Figure 5.23, are selected to investigate the model behavior. Position A is away from the 
shear band, B is on the boundary, C is inside the shear band, and D is at the tip of the 
shear band. The corresponding distribution of the microstructure parameters, namely 






Figure 5.23: Optical micrograph showing the region along the shear band at four 
locations marked A to D (Vc = 100 m/min, tu = 0.2 mm). 
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(a)                                                         (b) 
 
Figure 5.24: Simulated (a) grain size and (b) dislocation density distributions with four 




In location A, which is away from the shear band in Figure 5.23, the grains are 
nearly of the same size as in the as-received microstructure, ~ 40 μm (shown in Figure 
5.7). In addition, the presence of the twin structures observed in location A in the actual 
chip is indicative of the small plastic deformation in this area. The simulation result in 
Figure 5.24 (a) predicts a similar microstructure with large grain sizes at the same 
location due to the relatively lower plastic strains seen earlier in Figure 5.20 (b). The 
small plastic strain (less than 1) in this region still produces higher dislocation density, 
compared to the undeformed material with the initial dislocation density, as shown in 
Figure 5.24 (b).  
Location B is on the boundary of the shear band. The observed elongated grain 
structure (Figure 5.23) indicates that sufficiently large plastic deformation occurred in 
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this region as can be seen in Figure 5.20 (b). The severe plastic deformation causes grain 
refinement (due to DRX), which is captured by the model as seen in Figure 5.24 (a).  
Inside the shear band (location C), the simulation result yields an ultrafine grain 
size as shown in Figure 5.24 (a), which indicates the highly refined grain structure caused 
by DRX. The predicted grain size (50 ~ 70 nm) within the shear band was found to be in 
reasonable agreement with the measured grain sizes (50 ~ 150 nm) reported by Chichili 
et al. [111], who analyzed shear banding in a compression-torsion Kolsky bar test 
conducted on CP-Ti material. At elevated temperatures (> 300 ˚C) within the primary 
shear zone (see Figure 5.22), the ultrafine grains can give rise to the IHPE, which causes 
softening of the material. Additionally, low dislocation density is predicted inside the 
shear band as shown in Figure 5.24 (b), which is consistent with the ultrafine grain 
structure seen in Figure 5.24 (a). These trends agree with the experimental observations 
of DRX by Meyers et al. [165]. In this study, the low dislocation density within the shear 
band can be explained by dislocation annihilation during DRX leading to grain 
refinement, which is consistent with the underlying physics of DRX [121]. During severe 
plastic deformation and as DRX occurs, low angle grain boundaries (LABs) nucleate and 
their misorientation angles grow due to dislocation production and accumulation 
mechanisms until those LABs transition into high angle grain boundaries (HABs) and 
form new grains. 
Position D is at the end of the shear band on the free surface of the machined chip. 
It is noted that some cracks are often observed at this location at high cutting speeds, as 
shown in Figure 5.23. As discussed before, the fracture mechanism is not considered in 
this study and therefore the simulation is unable to reproduce this observation. 
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5.7 Conclusions 
In this section, the performance of the unified material model explicitly 
integrating microstructure evolution (particularly due to DRX) into the constitutive law in 
order to describe the macro-scale material behavior during severe plastic deformation is 
evaluated in predicting chip segmentation in orthogonal machining of commercially pure 
titanium. The model incorporates the Inverse Hall-Petch Effect (IHPE) to describe the 
effect of ultrafine grain structure inside the shear band on the flow strength of the 
material. In order to validate the simulation results, orthogonal cutting experiments were 
performed using uncoated carbide cutting tools over a wide range of feeds and cutting 
speeds. Cutting and thrust forces and chip morphology parameters were measured. When 
compared with experimental results, the model simulations show good prediction 
capability in terms of the cutting force (less than 10% error), thrust force (less than 20% 
error), segmentation frequency, and chip morphology parameters. Additionally, the 
plastic strain predicted by the model is found to agree (on an order of magnitude basis) 
with the strain calculated from the measured chip geometry. Moreover, the simulations 
also enable the prediction of the distribution of microstructure parameters, namely the 
grain size and dislocation density, which are shown to in reasonable agreement with the 




SUMMARY, CONCLUSIONS AND RECOMMENDATIONS 
 
This chapter includes the summary and major conclusions of this thesis and 
suggests related research areas for further studies. 
 
6.1 Summary 
The main aspects of this thesis are summarized as follows: 
 
6.1.1 Development of a unified constitutive model 
 A unified model explicitly integrating grain size and dislocation density evolution 
in the constitutive description was developed using basic understanding of the 
underlying mechanics of dislocation interaction with short range and long range 
obstacles during inelastic deformation in conjunction with thermal activation 
theory. 
 A phenomenological model was introduced in this study to capture the grain size 
evolution during severe plastic deformation accompanying metal machining. 
 The effects of hardening, dynamic recovery and dynamic recrystallization were 
collectively captured in the evolution laws for dislocation density and grain size.  
 A new model calibration procedure was developed to calibrate the different 
components of the model using different parts of the stress-strain curves of the 
material undergoing deformation. 
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 The model was calibrated and validated against experimental flow stress-strain 
curves for SS304 over a range of strain rates and temperatures. 
 The model was used to analyze the individual contributions of the long and short 
range barriers on the overall flow stress and the variation of the corresponding 
stress components with strain, strain rate, and temperature.  
 
6.1.2 Simulation of continuous chip formation in machining of OFHC copper 





/s) deformation regime commonly encountered in machining, a 
dislocation drag component was added to the flow stress formulation derived 
from thermal activation theory.  
 The model was calibrated and validated against experimental flow stress-strain 
curves for OFHC copper over a range of strain rates and temperatures. 
 The model predictions were experimentally validated in orthogonal cutting of 
OFHC copper over a wide range of cutting speeds in terms of cutting and thrust 
forces. 
 The model predictions were used to investigate the evolution of deformation 
parameters and microstructure parameters during machining process.  
 
6.1.3 Simulation of segmented chip formation in machining of commercially pure titanium 
 In order to describe the behavior of nano-scale grains within the shear bands, the 
inverse Hall-Petch effect was incorporated into the unified constitutive model.  
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 The model was calibrated and validated against experimental flow stress-strain 
curves for CP-Ti over a range of strain rates and temperatures. 
 The model predictions were experimentally validated in orthogonal cutting of CP-
Ti over a wide range of cutting speeds and feeds in terms of the cutting and thrust 
forces, chip segmentation frequency, and chip geometry parameters. 
 The model simulations predicted the distribution of microstructure parameters, 
namely grain size and dislocation density, during chip segmentation. 
 
6.2 Major Conclusions 
The major conclusions of this thesis can be summarized as follows:  
 
 The model predictions were found to be in reasonable agreement with the 
experimental flow stress-strain curves for SS304, OFHC copper, and CP-Ti over a 
range of strain rates and temperatures. 
 The unified model can be used to analyze the individual contributions of the long 
and short range barriers on the overall flow stress and the variation of the 
corresponding stress components with strain, strain rate, and temperature.  
 The prediction capability of the model at high strain rates can be improved by 
incorporating the dislocation drag effect. 
 The continuous chip formation in orthogonal cutting of OFHC copper was 
successfully predicted by the finite element simulations obtained using the 
developed unified constitutive model. 
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 The model was found to yield good predictions of the cutting and thrust forces 
with errors less than 10% in orthogonal cutting of OFHC copper. 
 The model successfully predicted the commonly observed trend of severe grain 
refinement due to DRX in orthogonal cutting of OFHC copper. 
 The segmented chip formation in orthogonal cutting of CP-Ti was shown to be 
successfully predicted by the finite element simulations obtained using the 
developed unified model incorporating the inverse Hall-Petch effect. 
 The model simulations showed good prediction accuracy for the cutting force (< 
10% error) and thrust force (< 20% error), segmentation frequency, and chip 
geometry parameters in orthogonal cutting of CP-Ti. 
 The model simulations enabled the prediction of the distribution of microstructure 
parameters, namely grain size and dislocation density, during chip segmentation 
in orthogonal cutting of CP-Ti, which agreed (on an order of magnitude basis) 
with the reported microstructure observations and the underlying physics.  
 
6.3 Recommendations and Future Work 
This study investigated the fundamental material behavior and microstructure 
evolution during the metal machining process. The developed unified material model can 
be optimized or generalized in following directions: 
 
6.3.1 Constitutive material model 
 In this study, the plastic deformation of the workpiece in machining has been 
explained by several underlying physical mechanisms. However, some important 
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mechanisms, such as deformation twining and grain size elongation, have not 
been considered. Under specific cutting conditions, these mechanisms can have a 
strong influence on the material behavior of the workpiece in machining. 
 In this thesis, the developed unified model is only applied to investigate the 
machining response of pure metals (OFHC copper, CP-Ti). In order to extend the 
applicability of the model to machining of alloys, the associated physical 
mechanisms, such as precipitation hardening, solution strengthening, and phase 
transformation need to be further investigated.  
 Although a new model calibration procedure has been established to calibrate the 
unified model, a more systematic and simplified calibration method using 
statistical data guided approaches (see [166]) are desirable. 
 
6.3.2 Finite element modeling 
 Frictional interaction at the chip-tool interface is modeled using a simple 
Coulomb friction law with constant friction coefficient, which influences the 
accuracy of the machining simulation, especially the thrust force prediction. The 
error caused by the simplified friction model can be further reduced by defining 
variable friction regions at the tool-chip interface (e.g. stick, slip). 
 Thermal properties, such as the thermal conductivity of the workpiece material, 
are very critical for estimating the temperature rise in the deformation zone. In 
this study, the thermal properties are considered to be a function of temperature 
only. Further investigation of the influence of microstructure evolution on these 
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parameters is lacking. For example, grain boundaries, which act as thermal 
resistors, can influence the thermal conductivity [167]. 
 
6.3.3 Machining experiments 
 Due to limited availability of experimental data for the microstructure of 
machined chips, the validation of the unified model is insufficient. Further 
experimental investigation of the deformed microstructure in the chip (especially 
for segmented/shear localized chips) is needed.  
 In order to investigate the material behavior in the primary shear zone, a quick 
stop device used to freeze the cutting action is needed and can yield useful 
physical insight and data for model development and validation. 
 In machining experiments, severe side flow of the machined chip is often 
observed, especially in machining of ductile metals such as OFHC copper. Side 
flow can influence the chip geometry and cutting force measurements. The error 
caused by material side flow can be reduced by considering side flow in the 





EXPERIMENTAL DATA FOR MACHINING OF CP-TI 
 






Run-1 Run-2 Mean Range 
0.1 20 406.57 404.66 405.62 1.91 
0.1 60 370.33 365.29 367.81 5.04 
0.1 100 352.83 352.91 352.87 0.09 
0.1 140 331.82 334.09 332.96 2.26 
0.1 180 327.75 327.52 327.63 0.24 
0.2 20 695.68 693.22 694.45 2.47 
0.2 60 631.91 635.79 633.85 3.88 
0.2 100 611.09 601.13 606.11 9.96 
0.2 140 563.55 562.43 562.99 1.11 
0.2 180 543.65 546.27 544.96 2.63 
0.3 20 977.35 974.96 976.15 2.39 
0.3 60 875.20 872.81 874.01 2.40 
0.3 100 805.29 790.92 798.10 14.37 
0.3 140 767.36 753.71 760.53 13.66 










Run-1 Run-2 Mean Range 
0.1 20 262.10 250.31 256.21 11.80 
0.1 60 196.32 189.97 193.15 6.35 
0.1 100 175.95 173.32 174.64 2.63 
0.1 140 137.53 153.61 145.57 16.08 
0.1 180 138.63 138.24 138.44 0.39 
0.2 20 345.50 350.95 348.23 5.45 
0.2 60 235.59 254.94 245.27 19.35 
0.2 100 223.79 221.52 222.65 2.27 
0.2 140 184.89 163.64 174.27 21.25 
0.2 180 155.54 153.70 154.62 1.84 
0.3 20 431.09 420.71 425.90 10.38 
0.3 60 297.11 297.61 297.36 0.49 
0.3 100 237.28 238.98 238.13 1.69 
0.3 140 224.40 189.48 206.94 34.92 










S1 (μm) S2 (μm) f 
(kHz) Mean SD* Mean SD* 
0.1 20 200 6.99 158.55 6.6 4.8 
0.1 60 138 14.11 106.69 6.63 11.7 
0.1 100 161 7.92 114.32 7.57 20.7 
0.1 140 150 6.87 108.83 5.52 30.8 
0.1 180 158 8.2 117.49 4.76 43.2 
0.2 20 336 9.67 288.93 6.65 ** 
0.2 60 276 9.39 212.1 9.21 7.4 
0.2 100 245 9.4 164.78 8.19 12.5 
0.2 140 253 6.56 180.83 8.06 16 
0.2 180 270 8.46 164.24 16.72 22 
0.3 20 460 12.73 411.72 10.32 ** 
0.3 60 423 10.69 315.27 13.93 4.8 
0.3 100 307 10 231.1 13.28 7 
0.3 140 276 18.84 189.53 9.65 9.6 
0.3 180 316 11.46 154.83 8.8 12.3 
 
* Standard deviation of 10~15 measurements 




SIMULATION RESULTS FOR MACHINING OF CP-TI  
 





Fc (N) Ft (N) 
Mean Error* (%) Mean Error* (%) 
0.1 20 400 -1.39 205 -19.99 
0.1 60 360 -2.12 155 -19.75 
0.1 100 350 -0.81 142 -18.69 
0.1 140 348 4.52 127 -12.76 
0.1 180 345 5.30 117 -15.49 
0.2 20 650 -6.40 280 -19.59 
0.2 60 636 0.34 207 -15.60 
0.2 100 612 0.97 199 -10.62 
0.2 140 579 2.84 150 -13.93 
0.2 180 556 2.03 135 -12.69 
0.3 20 907 -7.08 345 -19.00 
0.3 60 855 -2.17 250 -15.93 
0.3 100 840 5.25 205 -13.91 
0.3 140 802 5.45 182 -12.05 
0.3 180 769 3.39 170 -13.56 
 
 
* w. r. t. the mean value of experimental data  
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0.1 20 210 195 3 
0.1 60 160 150 13 
0.1 100 158 145 22 
0.1 140 150 135 30 
0.1 180 148 130 36 
0.2 20 333 300 2 
0.2 60 270 245 6 
0.2 100 262 226 11.2 
0.2 140 248 194 14.5 
0.2 180 278 182 20 
0.3 20 498 421 1 
0.3 60 420 336 3.5 
0.3 100 370 305 6.6 
0.3 140 355 271 8 
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