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Abstract
In this paper, we propose a quick threshold-free algorithm, which computes the angular shape of a 2D
object from the points of its contour. For that, we have extended the method defined in [4, 5] to a multiorder
analysis. It is based on the arithmetical definition of discrete lines [11] with variable thickness. We provide
a framework to analyse a digital curve at different levels of thickness. The extremities of a segment provided
at a high resolution are tracked at lower resolution in order to refine their location. The method is threshold-
free and automatically provides a partitioning of a digital curve into its meaningful parts.
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1 Introduction
Generally, the goal of a polygonal approximation method is to provide a cut-out of a sequence of points into
segments in order to minimise a global error criterion or to not locally overtake a predefined error. The interest
is to give a description which is more compact and more adapted for further interpretation or shape recognition
processing. The sequences of points are mainly obtained by an outline detection process in gray-scale images
or by a skeleton in graphical documents.
Many polygonal approximation methods have been designed throughout the years [2, 13, 19]. The aim is
to approximate a given digital curve by another polygonal curve with a number of line segments considering
a local or global approximation error. Some approaches [9, 15, 16] use a linear scan of the digital curve.
The aim is to find the longest segments such that the error with the digital curves is lower than a predefined
tolerance error. Perez and Vidal [8] have proposed an interesting algorithm, based on a dynamic programming,
to minimise a global error of segmentation. However the complexity of the approach is high because the whole
space of solutions is checked. Recent works [7, 14] have been proposed to improve it.
Split-and-merge methods [10, 12] start from an initial segmentation and then iteratively split a line if the
error is too big and otherwise merge two lines if the error is too small. In some methods [1, 12, 18] anchor
points which correspond to high curvature points, are injected in the segmentation process.
Despite the important number of approximation methods, there are still major problems of robustness, stabil-
ity and complexity when applying geometrical transformations. The algorithms rely on error tolerance thresh-
olds which are manually defined without any knowledge on the most pertinent value of the threshold. Moreover
they can be different from a sequence of points to another.
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In this paper, we present a quick threshold-free algorithm, which computes the angular shape of a 2D object
from the points of its contour. This rough representation shall be used, for example, in shape recognition system
for a quick first classification of a database of objects. In this perspective, we use the linear method defined in
[4, 5] which consists in the segmentation of a given curve into blurred segments. This algorithm depends on a
parameter, called order, which allows to control the amplitude of the authorised noise by setting the thickness
of the discrete line bounding the blurred segment.
The study of the behaviour of this algorithm lead us to use it on a multiorder analysis framework and we
obtain a threshold-free method which permits to split a given curve into meaningful segments.
In the next section, we recall the theoretical concepts related to the blurred segment definition. Then, in
section 3, we present the algorithm used to split a given curve into several blurred segments at a given order.
At last, we present in sections 4 and 5 our approach and the threshold-free algorithm to analyse a sequence of
points in a multiorder space as well as the obtained results.
2 Blurred segment
In the following, we refer to the first octant (8th) of the plane such that x ≥ 0 and 0 ≤ y ≤ x. The notion
of blurred (or fuzzy) segments relies on the arithmetical definition of discrete lines [11] where a line, whose
slope is ab , lower bound µ and thickness ω (with a, b, µ and ω being integer) is the set of integer points (x, y)
verifying µ ≤ ax − by < µ + ω. Such a line is noted D(a, b, µ, ω). From now on, we shall name these seg-
ments blurred segments rather than fuzzy segments in order to prevent any confusion with fuzzy logic concepts.
The real lines ax− by = µ+ω−1 and ax− by = µ are named the leaning lines ofD(a, b, µ, ω). Moreover,
the points (xL, yL) (resp. (xU , yU )) of a discrete line D(a, b, µ, ω) which verify axL− byL = µ+ω− 1 (resp.
axU − byU = µ) are called lower (resp. upper) leaning points and located under (resp. above) all other points
of D (see dashed pixels in figure 1). We have the following definitions [4]:
Definition 1: A set Sf of consecutive points (|Sf | ≥ 2) of an 8-connected curve is a blurred segment
with order d if there is a discrete line D(a, b, µ, ω) such that all points of Sf belong to D and ωmax(|a|,|b|) ≤ d.
The line D is said bounding for Sf .
The order of a blurred segment allows to limit the thickness of the discrete line bounding the 8-connected
sequence of points of the blurred segment and, so doing, to control the length of vertical steps of the bounding
line. In order to be reasonably close to the points of the blurred segment, we introduce more restrictive condi-
tions to the discrete line with the notion of strictly bounding line as defined hereafter.
Definition 2: Let Sf be a blurred segment with order dwhose abscissa interval is [0, l−1], and letD(a, b, µ, ω)
be a bounding line of Sf . D is named strictly bounding for Sf if, D possesses at least three leaning points in
the interval [0, l − 1] and, Sf contains at least one lower leaning point and one upper leaning point of D.
The following theorem, proven in [4], studies the different possible cases of the growth of a blurred segment.
Theorem 1: Let us consider a blurred segment Sf in the first octant whose abscissa interval is [0, l − 1]
and D(a, b, µ, ω), a strictly bounding line. In this case, the order of Sf is ωb . Let M(xM , yM ) be an integer
point connected to Sf whose abscissa is equal to l or l− 1. We call remainder at M , as a function of D, noted
r(M) and defined by r(M) = axM − byM.
(i) If µ ≤ r(M) < µ+ ω, then M ∈ D ;
Sf ∪M is a blurred segment whose order is ωb with D as strictly bounding line.
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Figure 1: Points of D(8, 13,−6, 32) in the abscissa interval [−5, 9], in grey a blurred segment with order 3 and
D as strictly bounding line.
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Figure 2: An example of blurred segment growth relying on the theorem 1.
(ii) If r(M) ≤ µ− 1, then M is exterior to D ;
Sf ∪M is a blurred segment whose order is ω′b′ and the line D′(a′, b′, µ′, ω′) is strictly bounding, with
− b′ and a′ coordinates of the vector−−−−−−−→Pr(M)+1M , Pr(M)+1 being the point whose remainder is r(M)+
1 with regard to D and xPr(M)+1 ∈ [0, b− 1],
− µ′ = a′xM − b′yM
− ω′ = a′xLL − b′yLL − µ′ + 1, with LL(xLL , yLL) last lower leaning point of the line D present in
Sf .
(iii) If r(M) ≥ µ+ ω, then M is exterior to D ;
Sf ∪ {M} is a blurred segment whose order is ω′b′ and the line D′(a′, b′, µ′, ω′) is strictly bounding with
− b′ and a′ coordinates of the vector−−−−−−−→Pr(M)−1M , Pr(M)−1 being the point whose remainder is r(M)−
1 with regard to D and xPr(M)−1 ∈ [0, b− 1],
− µ′ = a′xUL − b′yUL with UL(xUL , yUL) last upper leaning point of the line D present in Sf ,
− ω′ = a′xM − b′yM − µ′ + 1.
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An example of application of this theorem is given in the figure 2. On the top of it, a blurred segment Sf of
order 1, D(5, 8,−2, 8) is strictly bounding for Sf , dU and dL are the leaning lines of D. The point M(10, 5)
is added to Sf , as rD(M) = 10, adding M to Sf corresponds to the case (iii) of the theorem : P is the point
in [0, 7] such that rD(P ) = 9, therefore, Sf ∪{M} has D′(3, 5,−2, 7) as strictly bounding line whose slope is
calculated with the vector PM . In the bottom of figure 2, a representation of D′ and Sf ∪ {M} (black points)
is given. The points ofD′ which do not belong to Sf ∪{M} are in white, d′U and d′L are the leaning lines ofD′.
The algorithm presented in the following section is directly deduced from this theorem.
3 A segmentation algorithm of 8-connected curves into blurred segments
The curve C is incrementally scanned, each point is watched. Let Sf be the current order d blurred segment, a
point M of C is added to Sf , the characteristics of a strictly bounding line of Sf ∪M are calculated (according
to the theorem 1). The current segment includes the point M if the value of the obtained ratio ωmax(|a|,|b|) is
lesser than or equal to the order d. In the algorithm given hereafter, two procedures are used:
− Each point M of E is analysed, transformed in the first octant and added to the current segment by the
procedure addPointSf which possibly changes the characteristics a, b, µ and ω of a strictly bounding
line of this segment according to the theorem 1.
− The testOctant procedure tests the validity of the pointM according to the octant of the current segment,
and sets the boolean isSameOctant to the right value, possibly updates the number of the octant of the
current segment. The way the boolean value isSameOctant is updated in the procedure testOctant
depends on the authorised directions (freeman code elements) of a segment in a given octant.
Algorithm 1: Blurred Segmentation
Input: C an 8-connected sequence of points and d the authorised order
for the blurred segments.
Output: the list L of blurred segments, each of them being defined by its
number of points nbPoint and the characteristics a, b, µ, ω
of a strictly bounding line.
Initialisation: a = 0, b = 1, µ = 0, ω = b, nbPoint = 1, Mc = (0, 0),
isSegment = true, end = false, isSameOctant = true,
M= the first point of C.
while !end do
while isSegment and isSameOctant and !end do
Mlast =M ;
M = next point of C ;
testOctant(M ) ; Mc = image of M in the first octant ;
alast = a ; blast = b ; µlast = µ ; ωlast = ω ;
if isSameOctant then
addPointSf(a,b,µ,ω, Mc) ;
isSegment = ωb ≤ d ;
if isSegment then nbPoint ++ ; endif
endif
end = C is entirely scanned ;
endwhile
if isSegment and isSameOctant then
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Add to L the blurred segment characterised by nbPoint and, according
to the current octant, the transformed characteristics of a, b, µ, ω ;
else
Add to L the blurred segment characterised by nbPoint and, according
to the current octant, the transformed characteristics of alast, blast,
µlast, ωlast ;
endif
a = 0 ; b = 1 ; µ = 0 ; ω = b; nbPoint = 1 ; M =Mlast ; Mc = (0, 0) ;
isSegment = true ; isSameOctant = true ;
endwhile
This algorithm is very fast; each point M of C is analysed only once and added to the current segment by the
procedure addPointSf. Furthermore the operations which are necessary to make the characteristics evolve are
not costly (for details see [5]). The order of a blurred segment, allows to control the amplitude of the authorised
noise by fixing the thickness of the discrete line bounding the segment.
Study of the behaviour of the Algorithm 1. At a low order, the extremities of the obtained segments are well
localised. However, for noisy sets of points, too many small inconsistent segments are also provided. When
the order increases, we can see shifts at the extremities points between the obtained segments and the expected
ones (c.f. the segmentation at order 7 in the figure 3). Nevertheless the number of segments decreases and only
significative segments remain ∗. For example, in the figure 3, we can see that the number of segments for an
order 1 is 15 while it decreases to 3 for an order 7.
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Figure 3: Examples of segmentation at two orders. Grey points (left): extremities points of obtained order 1
blurred segments. Black points (right): extremities points of obtained order 7 blurred segments.
From this statement, we present in the next section a multiorder approach which uses the algorithm 1 and
the previous remarks.
4 Multiorder analysis
We propose to analyse a set of points in a multiorder space. Such a space looks like the scale space representa-
tion which was first introduced by A. Witkin [17] for the detection of edges at different scales.
Figure 4 shows a multiorder space determined from the segments obtained with algorithm 1 at different
orders using the set of points of the figure 3. For each order d, represented on the Z-axis, we put the coordinates
of the extremities points of the obtained blurred segments. We can see in this example that 4 extremities remain.
They correspond to the description in three segments of the set of points (see figure 5). Moreover the position
∗Significative qualifies segments which correspond to a rough polygonal contour defined from the main segments of the set of
points.
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Figure 4: Example of a multiorder space.
of the points evolves except for the extremities of the set. When the number of segments from one order to
another does no longer change, we decide to stop the description process. From that order, the extremities of the
points are projected onto a lower order and the new position of each point is defined from the nearest segment
extremity provided by the lower order. The size of the observation neighbourhood is equal to the thickness of
the segment provided by the currently analysed level. This thickness is deduced from the order (cf. §3).
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Figure 5: Multiorder Segmentation. Black points: multiorder points obtained with algorithm 2.
We present below the general algorithm which permits to extract the multiorder points. Approx is a function,
coming from the algorithm of §3, enabling to segment a sequence C of order d and returning the number of
found points, denoted nbpoint, as well as a set of points namedL[d][nbpoint]. The search of neighbourhood for
a given order is determined by calculating a « chess board »-type distance [3], denoted Dist with Dist(a, b) =
max(|xa − xb|, |ya − yb|). This metric assumes that you can make moves on the pixel grid as if you were a
King making moves in chess, i.e. a diagonal move counts the same as a horizontal move. This distance is much
faster to compute than the Euclidean metric.
Algorithm 2: Multiorder Segmentation
Input: C an 8-connected sequence
Output: the list LMO of multiorder points
Initialisation : d = 0, nbpoint = 0
do d = d+ 1;
nbprec = nbpoint;
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nbpoint = Approx(C, d, L[d]);
while nbpoint 6= nbprec
LMO ⇐ L[d]
for dc = d− 1 downto 1
∀u ∈ LMO
% One scan is enough to consider any point
if ∃p ∈ L[dc]/Dist(p, u) < Int((dc + 1)/2) + 1 then
% shifting in multi-order space (p becomes u)
LMO ⇐ LMO − {u}; LMO ⇐ LMO ∪ {p};
else
LMO ⇐ LMO − {u}; % the multiorder path is not right
endif
endfor
5 Experimental results
Figures 6, 7, 8 and the appendix section show some examples of polygonal approximation obtained using our
approach.
By comparison, we print on the figures 6 and 7 the results found by applying the Wall and Danielsson’s
method [16]. We adjust at best their cut threshold so that the number of segments is similar to the one of our
approach. Moreover we show in the figure 7, the results of the polygonal approximation obtained for each
image at the highest order. The stop orders are respectively 11, 4 and 8. We can remark that the number of
iterations to obtain the convergence is linked to the regularity of the shape. Moreover, in our approach, the
number of segments is automatically obtained while we have to test several different thresholds in the other
method to vectorize the image with the same number of segments.
In some cases, some improvements of the algorithm shall have to be done regarding the tracing of points
in the multiorder space. For example, on the figure 7.h some points provided by the last order are merged by
moving to a lower order. Another problem concerns the tracing of points for which two choices are possible
(points at an equal distance) at lower orders (cf. multiorder space of the figure 4). Currently a move by default
is chosen. At last the first point of the sequence is considered at all orders even if it does not correspond to the
extremity of an expected segment. We foresee to make this cut-out from the estimation of the tangent at some
points [6].
a. b. c.
Figure 6: Experimental results.
a) Curve representing a hammer. b) Results automatically obtained with our approach. c) Results obtained
with the Wall and Danielsson’s method [16] with a cut threshold of 30.
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a. b. c.
d. e. f.
g. h. i.
j. k. l.
Figure 7: Other experimental results.
a)-c) Initial images. d)-f) Results of the polygonal approximation obtained at high order with algorithm 1.
g)-i) Final results obtained with the multiorder analysis (algorithm 2). j)-l) Results obtained with the Wall and
Danielsson’s algorithm [16] from the QGAR platform (http://www.qgar.org/)
106 Debled-Rennesson et al. / Electronic Letters on Computer Vision and Image Analysis 5(2):98-110, 2005
Moreover, an error criterion [8, 14] has been implemented to assess the gain of accuracy due to the multiorder
approach. The error ei,j is defined from a curve in the range [ci; cj ] and its orthogonal projection onto the polar
line x cos(θ) + y sin(θ) = ρ as follows: Let C = {c1, . . . , cN} = {(x1, y1), . . . , (xN , yN )} be a curve defined
byN sorted points. LetQ = {q1, . . . , qM+1} be the polygon computed fromC using the multi-order algorithm.
Each point of Q belongs to C with q1 = c1 and qM+1 = cN . Let us now consider a segment (qm, qm+1) of Q
and the associated series of points {ci, . . . , cj} in C. The error between them is directly given by:
e2(pi, pj) =
j−1∑
k=i+1
(sin(θij)yk + cos(θij)xk − ρij)2
cos(θij) and sin(θij) are defined from the polar representation x cos(θ) + y sin(θ) = ρ of the straight line
(ci, cj). Considering all the segments of Q, the global error E is calculated as follows:
E =
M∑
m=1
e2(qm, qm+1)
Figure 8: Errors (see at the bottom of each window) reached using blurred segmentation (algorithm 1, on the
left hand side) and multiorder segmentation approaches (algorithm 2, on the right hand side).
In most cases, the error reached is lower by using the multiorder segmentation (algorithm 2) than by using
the basic blurred segmentation (algorithm 1) for the same order (see figure 8). This refinement of the location
of the multiorder points permits to have a better representation of the global shape of the object. Applications
on several shapes are provided into the appendix section.
Figure 8 9 10 11 12
(a) Blurred segmentation 2342.05 1558.66 6696.26 1400.55 24840.6
(b) Multiorder segmentation 1663.82 795.007 5810.34 1343.04 10327.7
Ratio 0.71 0.51 0.87 0.96 0,42
Table 1: Error variations in blurred and multiorder segmentations.
Table 1 provides approximation errors reached using both methods applied on figures 8 to 12. We also give
a ratio (b/a) to see the improvement due to the multiorder algorithm. A low ratio means that the multiorder
segmentation improves the result obtained using the first method.
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The more the shape has acute angular points the lower is the error ratio. In this case, the multiorder method is
more suitable. When shapes are relatively smoothed, both approaches give similar results because the problem
of wrong location of extremities points by the first method is not improved by the second method as shown in
figure 10 and 11.
6 Conclusion
We have presented a multiorder analysis algorithm which provides a fast polygonal approximation of a digital
curve from a scale space study. Unlike the other methods where an error of approximation is predefined and
set through a trial and error process to achieve the better compromise between the number of segments and
their location, our method is threshold-free and automatically provides a partitioning of a digital curve into its
meaningful parts. We are aware that in some cases the stability criterion based on the number of segments is
not optimal (local minima problem). Further work will be devoted to find better conditions to stop to analyse a
digital curve at different levels of thickness. Moreover we wish to extend this approach to a rough classification
of shapes. Nonetheless the approach is not invariant to rotation since the approximation method always begins
with the same point. Such property should be checked before embedding the method in a pattern recognition
process.
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Appendix
Figure 9: Errors (see at the bottom of windows) reached using blurred segmentation (algorithm 1) and multi-
order segmentation approaches (algorithm 2).
Figure 10: Errors (see at the bottom of windows) reached using blurred segmentation (algorithm 1) and multi-
order segmentation approaches (algorithm 2).
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Figure 11: Errors (see at the bottom of windows) reached using blurred segmentation (algorithm 1) and multi-
order segmentation approaches (algorithm 2).
Figure 12: Errors (see at the bottom of windows) reached using blurred segmentation (algorithm 1) and multi-
order segmentation approaches (algorithm 2).
