Abstract
Introduction
In computer vision, object detection has been a very hot research topic. Given an object class of interest T and an image P, object detection is the process to determine whether there are instances of T in P, and if so, return locations where instances of T are found in the image P. The main challenge of object detection results from variability in appearance among objects of the same class. An automatic object detection system has to be able to decide the presence or absence of objects with different sizes under various lighting conditions [13] .
In most approaches, the object detection problem is solved within a statistical learning [5] . This framework has two main steps: First, image samples are represented by a set of features. Second, learning methods are used to identify objects of desired class. Generally, these approaches can be classified as two categories: global appearance-based approaches and component-based approaches. Global appearance-based approaches consider an object as a single unit and perform classification on the features extracted from the entire object. Rowley et al. [1] and Carcia and Delakis [2] use neural network approaches as classification methods in face detection. Recently, boosting algorithms are applied to detect frontal faces by Viola and Jones [4] , and then are extended for multi-view face detection by Li et al. [5] . Poggio et al. [19, 20] , take a global approach to detection of pedestrians. The approach uses support vector machine (SVM) based classifiers and wavelet features for the detection of pedestrians.
Component-based methods treat an object as a collection of parts. These methods first extract some object components, and then detect objects by using geometric information. Mohan et al. [7] propose an object detection approach by components. Naquest and Ullman [8] use fragments as features and perform object recognition with informative features and linear classification. As opposed to a majority of the above approaches, the problem of detecting multi-class objects and multi-view objects has been recently gained great attention in computer vision community. Schneiderman and Kanade [3] train multiple view-based detectors for profile face detection and car detection. To improve efficiency, Torralba et al. [9] introduce an algorithm for sharing features across object classes for multi-class object detection. Triggs and coworkers [21] use an SVM based pedestrian detection system which consists of individual body part detectors combined with a geometrical model based classifier called pictorial structure. The decision making pictorial structure retains 50 best candidates for each body part until all body parts are combined. The overall human configuration in their approach may contain occasional candidates for each body part which may not necessarily have the highest SVM score from individual component detector. The pictorial structure finds an optimal combination of body parts both in appearance and geometry.
Feature extraction for object representation performs an important role in automatic object detection systems. Previous methods have used many representations for object feature extraction, such as raw pixel intensities [1, 2, 11] , rectangle features [4, 5, 6] , and local binary pattern [12] . Zhang et al. in [13] , have proposed spatial histogram based features (termed as spatial histogram features) to represent objects. As spatial histograms consist of marginal distributions of an image over local patches, the information about texture and shape of the object can be encoded simultaneously. Moreover, computational cost of spatial histogram features is low. They have shown that spatial histogram features are effective and efficient to detect human faces in color images. Based on object representation of spatial histogram features, they present an object detection approach using a coarse to fine strategy in this paper. Their approach uses a hierarchical object detector combining cascade histogram matching. They use a classifier to detect objects, and learn informative features for the classifier. First, they employ Fisher criterion to measure the discriminability of each spatial histogram feature, and calculate features correlation using mutual information. Then, a training method for cascade histogram matching via automatically selecting discriminative features is employed [13] . Finally, they use a forward sequential selection algorithm to obtain uncorrelated and discriminative features for combination of multi layer perceptrons. They apply the proposed object detector at anywhere in image scale space. In contrast to most systems which are designed to detect a single object class, this method can be applied to any type of object classes with widely varying texture patterns and varying spatial configurations. Extensive experiments on face are conducted to evaluate the proposed object detection approach. In this method, computational cost of feature selection is very high. So, we propose to use the classifier ensemble (combination of MLPs and RBFs) with random subspace to overcome it.
The rest of the paper is organized as follows. Section 2 outlines the proposed object detection approach. Section 3 describes spatial histogram features for object representation and provides quantitative measurement of spatial histogram features. Section 4 presents the methods of selecting informative features for object detection. Section 5 gives experiment results of car detection and video text detection. Section 6 concludes this paper.
Overview of the proposed object detection approach instructions
The proposed approach is designed to detect multiple object instances of different sizes at different locations in an input image. One essential component of the proposed approach is an object detector, which uses spatial histogram features as object representation. We call the object detector as spatial histogram features-based object detector (hereinafter referred as "SHFbased object detector"). In our approach, the SHF-based object detector is formed as a hierarchical classifier which combines cascade histogram matching and combination of multi layer perceptrons. The process of object detection contains three phases: image pyramid construction (Step 1), object detection at different scales (Step 2), and detection results fusion (Step 3).
Initially, an image pyramid is constructed from the original image in the Step 1. The image pyramid is constructed by subsampling with a factor 1.2. In Step 2, all subimages are passed to the SHF-based object detector. Firstly, spatial histogram features are generated from the image patches. Secondly, cascade histogram matching is performed to all subwindow images for coarse classification. Finally, the combination of MLPs and RBFs classification is applied to each remained window to identify whether or not it contains an object instance.
Step 3 is a stage for detection results fusion, in which overlapped object instances of different scales are merged into final detection results. We use a grouping method to combine overlapping detections into final detection results. As shown in Fig. 1 , all detections at different scales are firstly mapped to the original image scale, resulting in a detection map. The SHF-based object detector is constructed through a coarse to fine strategy. For any input image patch of the fixed size, the SHF-based object detector initially produces spatial histogram features from the image path, and then performs hierarchical classification with cascade histogram matching method and support vector machine. As a result, the SHF-based object detector generates an output that indicates whether or not the input image patch is an object instance.
Spatial histogram features
In this section, we describe object pattern representation combining texture and spatial structures [13] . Specially, we model objects by their spatial histograms over local patches and extract class specific features for object detection.
Spatial histogram
In our approach, a subwindow contains a grey sample image with a certain size. Local binary pattern (LBP) is used to preprocess sample images. As illustrated in Fig. 1 , basic LBP operator uses neighborhood intensities to calculate the region central pixel value.
Figure 1. Neighborhood for basic LBP computation
The 3×3 neighborhood pixels are signed by the value of center pixel:
The signs of the eight differences are encoded into an 8-bit number to obtain LBP value of the center pixel:
For any sample image, we compute histogram-based pattern representation as follows. First we apply histogram equalization on the gray image to compensate the effect of different lighting conditions, then we use basic local binary pattern operator to transform the image into an LBP image, and finally we compute histogram of the LBP image as representation.
Object features extracted from spatial histograms
A lot of methods can be used to measure similarity between two histograms, such as quadratic distance, Chi-square distance and histogram intersection [10] . In this paper, we adopt histogram intersection for its stability and computational inexpensiveness. Similarity measurement by intersection of two histograms [14] is calculated as:
Where H 1 and H 2 are two histograms and K is the number of bins in the histograms.
Learning informative features for object detection
Since the spatial histogram feature space is high dimensional as mentioned in Section 3, it is crucial to get a compact and informative feature subset for efficient classification. In this section, the selection methods of informative features based on discriminability and features correlation are presented.
Cascade histogram matching
Histogram matching is a direct method for object recognition. In this method, a histogram model of an object pattern is first generated for one spatial template. If the histogram of a sample is close to the model histogram under a certain threshold, the sample is classified as an object pattern. We select most informative spatial histogram features and combine them in a cascade form to perform histogram matching. This classification method [13] is called cascade histogram matching.
Combination of MLPs and RBFs for object detection
After running the feature selection algorithm [13] , inspiring from ensemble concept [22] - [23] , we train the combination of MLPs and RBFs classifier for object detection in images using the selected feature set Fselect. This classifier and the cascade histogram matching constitute the final object detector as discussed in section 2.
Experimental Results
Our train data set was from [18] . In Fig. 2 , some of train data set is shown. In order to evaluate the effectiveness of the proposed approaches, we conduct experiments of face detection tasks. In Fig. 3 , some face detection results are given. These images contain faces with different sizes under complex backgrounds. Our evaluation is on 20 manual photos containing 36 objects. If the histogram equalization is not done, our system achieves a performance of detection rate equal to 83.33% else the system can obtain a performance of detection rate equal to 88.89%. Table 1 shows the summary of the results obtained by the method without employing histogram equalization before the feature extraction. The results of the method employing the histogram equalization as a preprocessing phase before feature extraction, is also presented in the Table 2 . 
Conclusions
In this paper, we have studied the effect of histogram equalization in a spatial histogram featurebased approach to improve the performance of object detection. Presented object detection experiments show that employing the histogram equalization in a spatial histogram feature-based approach can effectively increase the performance.
