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¶ATSOROL¶ASI SZAB¶ALYOK OPTIMALIZ¶AL¶ASA
B¶ONUSZ-M¶ALUSZ RENDSZEREKBEN1
¶AGOSTON KOLOS CSABA { GYETVAI M¶ARTON
Budapesti Corvinus Egyetem
B¶onusz-m¶alusz rendszerek kock¶azatkezel¶esi m¶odszerek, amelyek leggyakoribb
el}ofordul¶asa a kÄotelez}o g¶epj¶arm}u-felel}oss¶egbiztos¶³t¶as eset¶en ¯gyelhet}o meg.
B¶onusz-m¶alusz rendszerek kalibr¶aci¶oja jellemz}oen abban merÄul ki, hogy egy
adott ¶atsorol¶asi szab¶alyt felt¶etelezve optim¶alis d¶³jakat hat¶aroznak meg. A
cikkben bemutatunk egy vegyes eg¶esz¶ert¶ek}u LP modellt, amely sor¶an a d¶³-
jakat ¶es az ¶atsorol¶asi szab¶alyokat egyszerre tudjuk optimaliz¶alni. A modellel
ezeken t¶ulmen}oen a BM kateg¶ori¶ak optim¶alis sz¶am¶at is meghat¶arozhatjuk.
1 Bevezet¶es
A b¶onusz-m¶alusz (BM) rendszerek kÄozismertek, nem csak a sz}uk aktu¶ariusi
kÄorÄokben, hanem a teljes t¶arsadalomban is. A b¶onusz-m¶alusz rendszer tal¶an
az egyik legismertebb kock¶azatkezel¶esi m¶odszer, amelyben a biztos¶³tottakat
tÄobb kateg¶ori¶aba osztj¶ak; a jobb kateg¶ori¶akban kisebb d¶³jat kell ¯zetni, a
rosszabbakban pedig tÄobbet. Ha valaki k¶art (vagy k¶arokat) okoz, a kÄovetkez}o
id}oszakban rosszabb BM besorol¶ast kap, teh¶at magasabb d¶³jat ¯zet, ¶es vica
versa: aki nem okoz k¶art, az jobb besorol¶ast kap ¶es kisebb d¶³jat ¯zet. Azt,
hogy a biztos¶³tott egy¶en mennyivel jobb vagy rosszabb besorol¶ast kap k¶ar-
mentes esetben, illetve k¶art okozva, azt az ¶un. ¶atsorol¶asi szab¶alyok hat¶arozz¶ak
meg. A BM rendszer c¶elja, hogy mindenki a kock¶azat¶anak megfelel}o d¶³jat
¯zesse, vagy ha ez nem lehets¶eges, akkor azt min¶el jobban megkÄozel¶³tsÄuk.
A BM rendszereknek sz¶eles irodalma van mind kÄozgazdas¶agi, mind ma-
tematikai terÄuleten (l¶asd p¶eld¶aul Cooper ¶es Hayes (1987), Lemaire (1995),
Denuit et al. (2007)). Ezekben a munk¶akban az ¶atsorol¶asi szab¶alyokat rend-
szerint rÄogz¶³tettnek tekintik, ¶es a BM kateg¶ori¶ak d¶³jait szeretn¶ek meghat¶a-
rozni ¶ugy, hogy az ide¶alisnak tekintett ¶allapotot min¶el jobban megkÄozel¶³ts¶ek.
Az ¶atsorol¶asi szab¶alyok optimaliz¶al¶as¶ara azonban kevesebb ¯gyelem jut.
BM rendszerek hat¶ekonys¶ag¶at rendszerint az ¶un. rugalmass¶aggal (vagy az
angol kifejez¶es ut¶an elaszticit¶assal) m¶erik. Az elaszticit¶as megmutatja, hogy
ha 1%-kal nÄovekszik a kock¶azat, akkor h¶any sz¶azal¶ekkal v¶altozik a v¶arhat¶o
d¶³j¯zet¶es. Nyilv¶an jogos elv¶ar¶as, hogy a magasabb kock¶azat¶u egy¶enek maga-
sabb d¶³jat ¯zessenek, de ¶erdemes azt a szempontot is ¯gyelembe venni, hogy
a biztos¶³tott alapvet}oen kock¶azatkerÄul}o, teh¶at adott esetben megel¶egedne
egy magasabb v¶arhat¶o d¶³j¯zet¶essel, felt¶eve, hogy a d¶³j ingadoz¶asa ¶erezhet}oen
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kisebb. A rugalmass¶agi param¶eter sz¶am¶³t¶as¶an¶al nem jelenik meg a ¯zetett
d¶³j v¶altoz¶ekonys¶aga, csak a v¶arhat¶o d¶³jbev¶etelre koncentr¶al.
Ebben a cikkben a magyar BM rendszert elemezzÄuk. Az elemz¶es sor¶an
nemcsak a BM kateg¶ori¶ak d¶³jait vesszÄuk ¯gyelembe, hanem az ¶atsorol¶asi sza-
b¶alyokat is. C¶elunk olyan m¶odszertani keret meghat¶aroz¶asa, ami a biztos¶³tott
kock¶azatkerÄul¶es¶et is ¯gyelembe veszi, nem csak a v¶arhat¶o d¶³jbev¶etelt. A cikk
sor¶an megadunk egy vegyes eg¶esz¶ert¶ek}u programoz¶asi (angolul mixed integer
linear programming, MILP) feladatot, amivel mind a k¶et kit}uzÄott c¶elt meg
tudtuk val¶os¶³tani.
A fel¶ep¶³tett modell ¶erdekes mind az elm¶elet, mind a gyakorlati alkalmaz¶as
oldal¶ar¶ol. Elm¶eleti oldalr¶ol tudjuk, hogy az antiszelekci¶o j¶ol¶eti vesztes¶eget
okoz, ami csÄokkenthet}o BM rendszerek alkalmaz¶as¶aval. A csÄokkent¶es t¶enyle-
ges m¶ert¶ek¶et gyakorlati probl¶em¶ak eset¶en lehet tanulm¶anyozni.
Gyakorlati alkalmaz¶as szempontj¶ab¶ol elmondhat¶o, hogy a modell kÄozvet-
lenÄul alkalmazhat¶o pl. casco biztos¶³t¶asok eset¶en. A BM rendszer legismertebb
p¶eld¶aja a KGFB rendszer. Magyarorsz¶agon az ¶atsorol¶asi szab¶alyok kÄozponti-
lag vannak meghat¶arozva, a biztos¶³t¶ok a d¶³jk¶epz¶es folyam¶an alkalmazkodnak
ezekhez a szab¶alyokhoz. Az ¶atsorol¶asi szab¶alyok kÄozponti meghat¶aroz¶asa
nem teszi ¶ertelmetlenn¶e a modellt: ha ,,rosszak" (nem el¶eg hat¶ekonyak) a
kÄozpontilag meghat¶arozott ¶atsorol¶asi szab¶alyok, akkor ehhez a ,,rossz" rend-
szerhez fognak alkalmazkodni a biztos¶³t¶ok.
A cikk fel¶ep¶³t¶ese: a m¶asodik fejezetben bemutatjuk a BM rendszer elem-
z¶es¶enek elm¶eleti keret¶et, majd a harmadik fejezetben ismertetjÄuk a magyar
KGFB rendszert ¶es megadunk p¶ar kÄulfÄoldi p¶eld¶at is. A negyedik fejezetben
de¯ni¶alunk egy vegyes eg¶esz¶ert¶ek}u line¶aris programoz¶asi modellt az ¶atsoro-
l¶asi szab¶alyok ¶es a d¶³jak egyÄuttes optimaliz¶al¶as¶ara. Az ÄotÄodik a fejezetben
n¶eh¶any numerikus p¶elda eredm¶enyeit ismertetjÄuk, ¶es egy realisztikus modell
eredm¶enyeit is bemutatjuk. A hatodik fejezetben pedig Äosszefoglaljuk az
eredm¶enyeinket.
2 Szakirodalmi ¶attekint¶es
A BM rendszereknek sz¶eles irodalma van mind kÄozgazdas¶agi, mind mate-
matikai terÄuleten. KÄozgazdas¶agi oldalr¶ol l¶enyeges vizsg¶al¶od¶asi terÄulet volt a
nem homog¶en kock¶azatok vizsg¶alata. Biztos¶³that¶os¶ag szempontj¶ab¶ol l¶enyeges,
hogy ne egyedi kock¶azatokat tekintsÄunk, hanem tÄobb kock¶azat egyÄuttes¶et. Ha
tÄobb kock¶azatot egyÄutt kezelÄunk, ¶ohatatlan, hogy kock¶azatkÄozÄoss¶egben meg-
jelenjen valamif¶ele heterogenit¶as. Meg lehet pr¶ob¶alni meg¯gyelhet}o v¶altoz¶ok
(tulajdonos ¶eletkora, gyermekeinek sz¶ama vagy p¶eld¶aul a g¶epj¶arm}u motorj¶a-
nak henger}urtartalma) szerint csoportokra osztani a kock¶azatkÄozÄoss¶eget, ezt
h¶³vja a szakirodalom kock¶azati csoportokba sorol¶asnak (angolul risk classi¯-
cation, l¶asd pl. Crocker ¶es Snow (1986), Crocker ¶es Snow (2000)).
A kock¶azati csoportokba sorol¶as az egyik legink¶abb alkalmazott technika a
biztos¶³t¶asi terÄuleten, de a kock¶azati csoport heterogenit¶asa nem szÄuntethet}o
meg teljesen ezzel a m¶odszerrel. Ak¶arh¶any v¶altoz¶o szerint is hozunk l¶etre
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csoportokat, azt tapasztaljuk, hogy egy adott csoporton belÄul m¶eg mindig
tÄobbf¶ele kock¶azat¶u biztos¶³tott keveredik, ezeket a biztos¶³tottakat a m¶erhet}o
tulajdons¶agaik alapj¶an vagy nem tudjuk megkÄulÄonbÄoztetni, vagy csak nagyon
nagy kÄolts¶eggel. Ezt a jelens¶eget h¶³vja a kÄozgazdas¶agi irodalom antiszelek-
ci¶onak. A jelens¶eget biztos¶³t¶asi piacon els}ok¶ent Rothschild ¶es Stiglitz (1976)
¶³rta le ¶es elemezte. A cikkben meg¶allap¶³tj¶ak, hogy az antiszelekci¶o jelens¶ege
j¶ol¶eti vesztes¶eget okoz a t¶arsadalomban, r¶aad¶asul a piaci egyens¶uly nem is
mindig l¶etezik. Az antiszelekci¶o okozta j¶ol¶eti vesztes¶eg bizonyos m¶odszerekkel
m¶ers¶ekelhet}o. Cooper ¶es Hayes (1987) tÄobbperi¶odus¶u szerz}od¶eseket vizsg¶alt,
¶es meg¶allap¶³tja, hogy ha a d¶³jsz¶am¶³t¶asn¶al ¯gyelembe vesszÄuk az el}oz}o ¶evek
k¶artÄort¶enet¶et { vagyis akinek tÄobb vagy nagyobb k¶ara volt, az a kÄovetkez}o
¶evben magasabb d¶³jat ¯zet { akkor az antiszelekci¶o okozta j¶ol¶eti vesztes¶eg
m¶ers¶ekelhet}o. Nem neh¶ez ebben egy kezdetleges BM rendszert l¶atnunk. De
fontos hangs¶ulyozni, hogy az elm¶eleti eredm¶eny szerint nem minden biztos¶³-
tott eset¶en ¶erdemes ¯gyelembe venni a k¶artÄort¶enetet, ¶es kÄulÄonbÄoz}o kock¶azat¶u
biztos¶³tottakra kÄulÄonbÄoz}o d¶³jakat (= kÄulÄonbÄoz}o BM rendszert) ¶erdemes al-
kalmazni. Nyilv¶an ez nehezen kivitelezhet}o a gyakorlatban. Az antiszelekci¶o-
b¶ol ad¶od¶o j¶ol¶eti vesztes¶eg csÄokkent¶es¶enek m¶asik lehets¶eges m¶odja a kÄotelez}o
biztos¶³t¶as el}o¶³r¶asa. ¶Erdekes m¶odon a kÄotelez}o g¶epj¶arm}u-felel}oss¶egbiztos¶³t¶as
(KGFB) eset¶en ez a k¶et m¶od (kÄotelez}o biztos¶³t¶as ¶es k¶artÄort¶enet ¯gyelembe
v¶etele) egyszerre jelenik meg.
Az antiszelekci¶o k¶erd¶eskÄor¶et empirikusan is vizsg¶alt¶ak, amely sor¶an el-
lentmond¶o eredm¶enyek szÄulettek. Dahlby (1983) ¶es Puelz ¶es Snow (1994)
antiszelekci¶o megl¶ete mellett ¶ervel, m¶³g Chiappori ¶es Salani¶e (2000) ellene.
A BM rendszerek kapcs¶an ¶erdemes m¶eg sz¶ot ejtenÄunk a mor¶alis kock¶azat
jelens¶eg¶er}ol. Mor¶alis kock¶azat modellje eset¶en a k¶arbekÄovetkez¶esi val¶osz¶³-
n}us¶egek (vagy azok nagys¶aga) nem fÄuggetlenek a biztos¶³tott viselked¶es¶et}ol,
teh¶at az er}ofesz¶³t¶es¶enek m¶ert¶ek¶et}ol fÄugg. Az er}ofesz¶³t¶es m¶ert¶ek¶et a biztos¶³t¶o
nem tudja meg¯gyelni, csak a k¶ar nagys¶ag¶ab¶ol tud (j¶o vagy rossz) kÄovetkez-
tet¶eseket levonni (l¶asd pl. Shavell (1979)). BM rendszerek eset¶en a mor¶alis
kock¶azat is kontroll¶alhat¶o, hiszen ha a biztos¶³tott kisebb er}ofesz¶³t¶est tesz a
k¶ar elkerÄul¶es¶ere, a kÄovetkez}o ¶evben rosszabb BM oszt¶alyba kerÄul ¶es nagyobb
d¶³jat kell ¯zetnie (b¶ar Vanderbroek (1993) amellett ¶ervel, hogy az Äonr¶esz
nagyobb hat¶ekonys¶ag¶u a mor¶alis kock¶azat kezel¶es¶eben, mint a BM rendszer;
a t¶em¶aban l¶asd m¶eg Holton (2001)). Mor¶alis kock¶azat megl¶et¶et empirikusan
is ki tudt¶ak mutatni tÄobb orsz¶agban is: Lee ¶es Kim (2016) a koreai BM rend-
szert elemezte, Dionne et al. (2013) a franci¶at, Vukina ¶es Nesti¶c (2015) a
horv¶atot, Abbring et al. (2008) pedig a hollandot.
Mor¶alis kock¶azat egy tipikus megjelen¶esi form¶aja az ¶un. b¶onusz¶ehs¶eg, ami
azt jelenti, hogy ha valaki kis m¶eret}u k¶art okoz, akkor ¶erdemes lehet a k¶ar
ki¯zet¶es¶et bev¶allalnia, mert a roml¶o BM besorol¶ason adott esetben tÄobbet
vesz¶³t, mint a k¶ar t¶enyleges nagys¶aga (De Prill (1979), Sundt (1989)).
Az antiszelekci¶o ¶es mor¶alis kock¶azat nagyon sokszor Äosszefon¶odik (mint
pl. a BM rendszerben is egyszerre jelentkezik), neh¶ez }oket sz¶etv¶alasztani. Az
ut¶obbi id}oben az ¶un. ,,contract theory" tanulm¶anyozza ezeket a terÄuleteket
(l¶asd pl. Bolton ¶es Dewatripont (2005)).
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A BM rendszerek matematikai t¶argyal¶as¶anak egyik els}o felt}un¶ese Molnar
¶es Rockwell (1966). Ebben a munk¶aban m¶ar felt}unik a BM rendszerek Mar-
kov-folyamattal val¶o le¶³r¶as¶anak lehet}os¶ege. Loimaranta (1972) a BM rendszer
aszimptotik¶aj¶at vizsg¶alta. Loimaranta (1972) megad egy m¶odszert a BM
rendszerek hat¶ekonys¶ag¶anak vizsg¶alat¶ara (szok¶as Loimaranta-hat¶ekonys¶ag-
nak is nevezni), ami tulajdonk¶eppen egy rugalmass¶agi egyÄutthat¶o. Optim¶alis
rendszer eset¶en a mutat¶o ¶ert¶eke 1, azaz ha 1%-kal nÄovekszik a kock¶azat, 1%-
kal nÄovekszik a d¶³j is.
Lemaire (1995) empirikusan vizsg¶alt sz¶amos eur¶opai ¶es nem eur¶opai BM
rendszert, ¶es meg¶allap¶³tja, hogy ha BM kateg¶ori¶ak d¶³jainak v¶altoz¶ekonys¶ag¶ara
¶ertelmes korl¶atokat szabunk meg, akkor a hat¶ekonys¶agi m¶ert¶ek 1 alatt van.
Kiss D. (2016) szakdolgozat¶aban a magyar BM rendszert elemezte, ¶es hasonl¶o
kÄovetkeztet¶esre jutott.
De Prill (1978) a Loimaranta-hat¶ekonys¶agot ¶altal¶anos¶³totta. Loimaranta
(1972) bevezette a kÄozponti ¶ert¶ek fogalm¶at is (angolul central value). A kÄoz-
ponti ¶ert¶ek a biztos¶³tott kock¶azat¶at le¶³r¶o param¶eter olyan ¶ert¶eke, amely eset¶en
a v¶arhat¶o k¶ar¯zet¶es ¶es a v¶arhat¶o d¶³j¯zet¶es megegyezik. Loimaranta (1972)
m¶eg egy fontos hozz¶aj¶arul¶ast tesz a BM rendszerek tanulm¶anyoz¶as¶ahoz. Az
¶altala bevezetett hasznoss¶ag mutat¶o nem teljesen kiel¶eg¶³t}o, mert b¶ar mate-
matikailag kÄonnyen megval¶os¶³that¶o, de csak azon az ¶aron, hogy a BM kateg¶o-
ri¶ak d¶³jai nagym¶ert¶ekben kÄulÄonbÄoznek egym¶ast¶ol, amivel (szerinte) igaz¶ab¶ol
a biztos¶³t¶as eredeti ¶ertelme veszik el.
A kÄozgazdas¶agi irodalom ezt ¶ugy fogalmazza meg, hogy egy kock¶azatkerÄu-
l}o dÄont¶eshoz¶o (biztos¶³tott) nem csak a d¶³jak v¶arhat¶o ¶ert¶ek¶et veszi sz¶am¶³t¶asba,
hanem azok ingadoz¶as¶at is. Egy kock¶azatkerÄul}o dÄont¶eshoz¶o megel¶egszik egy
nagyobb v¶arhat¶o ¶ert¶ek}u d¶³jjal is, ha annak az ingadoz¶asa jelent}osen kisebb.
Loimaranta (1972) ez¶ert megad egy olyan d¶³jvektort is, ami adott hat¶ekony-
s¶ag mellett a legkisebb varianci¶aval rendelkezik.
A matematikai irodalomban nagy hangs¶ulyt kap adott felt¶etelez¶esek mel-
letti optim¶alis d¶³jak meghat¶aroz¶asa (teljess¶eg ig¶enye n¶elkÄul pl. Brouhns et
al. (2003), Denuit ¶es Dhaene (2001), Lemaire (1995), Mert ¶es Saykan (2005),
Najafabadi ¶es Sakizadeh (2017)). KÄozÄos jellemz}ojÄuk az ezekben a cikkekben
bemutatott modelleknek, hogy az ¶atsorol¶asi szab¶alyokat adottnak tekintik,
¶es ezen felt¶etelez¶es mellett a BM oszt¶alyok d¶³jai a dÄont¶esi v¶altoz¶ok. Szint¶en
kÄozÄos a modellekben, hogy a biztos¶³tottat nem hasznoss¶agfÄuggv¶ennyel repre-
zent¶alj¶ak. Ritka kiv¶etel ebben a tekintetben Lemaire (1995), ahol el}ofordul
olyan modell is, ahol a biztos¶³tottat exponenci¶alis hasznoss¶agfÄuggv¶ennyel mo-
dellezi.
ModellÄunk m¶asik forr¶asa a k¶eszp¶enz-optimaliz¶al¶asi modellek, ahol a Mar-
kov-l¶anc szint¶en felt}unik (l¶asd pl. Ghellinck ¶es Eppen (1967) ¶es Eppen ¶es
Fama (1968)). Ezekben a modellekben a k¶eszp¶enz felv¶eteleket ¶es lead¶asokat
szeretn¶ek meghat¶arozni, ami a mi olvasatunkban az ¶atsorol¶asi szab¶alyok opti-
maliz¶al¶asa. A BM rendszerekre fel¶³rt modell eset¶en l¶enyeges kÄulÄonbs¶eg, hogy
a szab¶alyok bizonyos korl¶atok kÄozÄott adottak, ez¶ert eg¶esz¶ert¶ek}u modellre kell
¶att¶erni.
Gyetvai ¶es ¶Agoston (2018) bemutat egy vegyes eg¶esz¶ert¶ek}u modellt az
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¶atsorol¶asi szab¶aly optimaliz¶al¶as¶ara rÄogz¶³tett d¶³jvektor mellett. Jelen cikkben
a modellt kieg¶esz¶³tettÄuk ¶ugy, hogy ne csak az ¶atsorol¶asi szab¶alyt optimali-
z¶aljuk, hanem egyazon modell keret¶eben a d¶³jvektort is. Tov¶abbi kieg¶esz¶³t¶es,
hogy a modellben lehet}os¶eg van a BM rendszer m¶eret¶enek v¶altoztat¶as¶ara is,
bizonyos BM oszt¶alyokat ak¶ar meg is szÄuntethetÄunk.
3 B¶onusz-m¶alusz rendszerek
3.1 Magyar KGFB rendszer
Magyarorsz¶agon 1982-ben vezettek be (25/1982. (IV. 9.) PM rendelet) egy
vil¶agon egyedi ¶ert¶ekel¶esi rendszert a kÄotelez}o g¶epj¶arm}u-felel}oss¶egbiztos¶³t¶asra,
ahol a biztos¶³t¶as d¶³j¶at a benzin ¶ar¶aba ¶ep¶³tett¶ek bele. A g¶az- ¶es g¶azolajÄuzem}u
j¶arm}uvek eset¶en pedig kÄulÄon kellett a biztos¶³t¶asi d¶³jat be¯zetni.
Az ilyen t¶³pus¶u benzin¶aras biztos¶³t¶as jobban kezelte az ad¶oform¶aj¶u biztos¶³-
t¶asn¶al azt a jelens¶eget, hogy aki gyakrabban vezeti a g¶epj¶arm}uv¶et, az l¶enyeg¶e-
ben magasabb kock¶azatot jelent. Azonban nem tudta kezelni a mor¶alis kock¶a-
zatot, illetve nem vette ¯gyelembe a biztos¶³tottak gyakorlotts¶ag¶at. ¶Altal¶aban
a BM rendszerek eset¶eben a kezd}o bel¶ep}ok magasabb d¶³jjal kezdenek, majd
fokozatosan csÄokken a d¶³juk, ahogy egyre gyakorlottabbak lesznek (amennyi-
ben k¶armentesen vezetnek). A benzin¶aras rendszerben a magasabb gyakor-
lotts¶ag nem jelentette a ¯zetend}o d¶³j csÄokken¶es¶et, aki tÄobbet haszn¶alta a
g¶epj¶arm}uv¶et, az tÄobbet ¯zetett. R¶eszben ezen probl¶em¶ak miatt cser¶elt¶ek le
1991-ben a benzin¶aras rendszert a ma is haszn¶alt b¶onusz-m¶alusz rendszerre
(58/1991. (IV. 13.) Korm. rendelet).
Ebben a KGFB BM rendszerben 15 kateg¶oria van, B1, . . . , B10 a b¶onusz
oszt¶alyok, A0 a kezd}ooszt¶aly, ¶es M1, . . . , M4 jelÄolik a m¶alusz oszt¶alyokat.
A legmagasabb diszkont¶u a B10 , a legalacsonyabb pedig az M4 . K¶armentes
esetben a biztos¶³tottak egy oszt¶alyt jav¶³tanak, illetve k¶et oszt¶alyt rontanak
a biztos¶³tottak minden egyes okozott k¶ar eset¶en. Amennyiben 4 vagy ann¶al
tÄobb k¶art okoztak az id}oszak alatt, akkor az M4 -es oszt¶alyba kerÄulnek a
szerz}od}ok.
A k¶arokoz¶onak lehet}os¶ege van az okozott k¶art a biztos¶³t¶onak megt¶er¶³teni,
ekkor a besorol¶as¶aban az adott k¶art nem veszik ¯gyelembe. Amennyiben a
szerz}od}o hamis adatot kÄozÄol a jobb besorol¶as ¶erdek¶eben, akkor a biztos¶³tott
az M4 -es oszt¶alyba kerÄul.
A b¶onusz-m¶alusz besorol¶as szem¶elyhez kÄotÄott, teh¶at ad¶asv¶etel eset¶en a
megszerzett oszt¶aly nem kerÄul ¶at az ¶uj tulajdonoshoz, viszont a r¶egi tulajdo-
nos az ¶uj aut¶ora ¶atvezetheti a BM besorol¶ast. Ha a tulajdonos biztos¶³t¶ot v¶alt,
szint¶en meg}orzi a BM besorol¶ast, kiv¶eve abban az esetben, ha a szerz}od¶es
d¶³jnem¯zet¶es miatt sz}unt meg. Ha egy biztos¶³tottnak tÄobb g¶epj¶arm}uve van,
akkor p¶arhuzamosan nem haszn¶alhatja ugyanazt az ¶ert¶ekel¶est, a k¶et g¶epj¶ar-
m}ure kÄulÄon besorol¶as vonatkozik.
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3.2 Egy¶eb eur¶opai rendszerek
Lemaire (1995) kÄonyv¶eben sz¶amos eur¶opai BM rendszert hasonl¶³tott Äossze.
Az¶ota sz¶amos orsz¶agban a kÄozponti hat¶os¶ag ¶altal meghat¶arozott rendszereket
eltÄorÄolt¶ek, a biztos¶³t¶ok szabadon megv¶alaszthatj¶ak az ¶ert¶ekel¶esi rendszerÄu-
ket. Ilyen orsz¶agok p¶eld¶aul Belgium, EgyesÄult Kir¶alys¶ag, Norv¶egia, Spanyol-
orsz¶ag, Sv¶edorsz¶ag ¶es Finnorsz¶ag.
TÄobb esetben ezekben az orsz¶agokban is a biztos¶³t¶ok jelent}os r¶esze meg-
maradt a kor¶abban haszn¶alt ¶ert¶ekel¶esi rendszern¶el, legfeljebb azon csak alig
v¶altoztattak (pl. Finnorsz¶ag, vagy Hollandia). M¶as orsz¶agokban a megl¶ev}o
BM rendszerek elt¶er}o param¶eterekkel rendelkeznek, azaz nem kompatibilisek
egym¶assal (pl. Belgium eset¶eben).
N¶eh¶any orsz¶agban, Magyarorsz¶aghoz hasonl¶oan, a b¶onusz-m¶alusz rend-
szer param¶eterei rÄogz¶³tettek maradtak a kÄozponti hat¶os¶ag ¶altal, viszont el}o-
fordul, hogy a rendszer n¶eh¶any param¶eter¶eben v¶altoztathatnak csak a bizto-
s¶³t¶ok (l¶asd N¶emetorsz¶ag eset¶et).
Az 1. t¶abl¶azatban n¶eh¶any olyan BM rendszer adatait adjuk meg, ahol az
adott orsz¶agban a kÄozponti hat¶os¶ag hat¶arozza meg a rendszer param¶etereit,
vagy pedig olyan BM rendszereket haszn¶alnak a biztos¶³t¶ok, amelyek nagyj¶a-
b¶ol megegyeznek.
Az els}o oszlopban az oszt¶alyok sz¶ama l¶athat¶o, a m¶asodikban a kezd}o osz-
t¶aly sorsz¶ama, abban az esetben, ha 0-val a legmagasabb d¶³j¶u oszt¶alyt sz¶a-
mozzuk. Az ezt kÄovet}o oszlopokban pedig a kÄulÄonbÄoz}o m k¶arsz¶amok eset¶en
az ¶atsorol¶asi szab¶alyok l¶athat¶oak. Ebben az esetben pozit¶³v el}ojel az oszt¶aly-
jav¶³t¶ast, m¶³g negat¶³v a ront¶ast jelenti.
Orsz¶ag K b m0 m1
Ausztria 18 8 +1 -3
Finnorsz¶ag 17 4 +1 -3
Hollandia1 20/21 6 +1 -5/-4
Horv¶atorsz¶ag 12 8 +1 -3
Luxemburg 26 11 +1 -3
Magyarorsz¶ag 15 4 +1 -2
N¶emetorsz¶ag2 39 1/3 +1
Olaszorsz¶ag 18 4 +1 -2
Sv¶ajc 18 9 +1 -4
Sv¶edorsz¶ag3 7 0 +1 -2
1. t¶abl¶azat. ¶Atsorol¶asi szab¶alyok eur¶opai BM rendszerekben. K: BM oszt¶alyok sz¶ama,
b: kezd}o oszt¶aly sorsz¶ama, m0/m1: 0/1 k¶arsz¶am eset¶en a besorol¶as v¶altoz¶as¶anak m¶ert¶eke.
Forr¶as: Saj¶at internetes gy}ujt¶es.
Megjegyz¶esek:
1: Hollandi¶aban szabadon v¶alaszthat¶o a BM rendszer, viszont tÄobb biztos¶³t¶o hasonl¶o
besorol¶asi szab¶alyt haszn¶al. Az oszt¶alyok sz¶ama gyakran 20 vagy 21, a k¶ar okoz¶asa eset¶en
a ront¶as n¶ehol 5, m¶ashol pedig 4.
2: N¶emetorsz¶agban k¶et bel¶ep}o oszt¶aly van, az egyikbe az ¶uj jogos¶³tv¶annyal rendelkez}ok
kerÄulnek, egy alacsonyabb d¶³j¶uba pedig azok a bel¶ep}ok, akiknek legal¶abb 3 ¶eve van jo-
gos¶³tv¶anyuk. A k¶ar eset¶en csÄokkent¶est a biztos¶³t¶ok szabadon megv¶alaszthatj¶ak.
3: A sv¶ed rendszerben a legalacsonyabb d¶³j¶u oszt¶alyba csak 6 k¶armentes ¶ev ut¶an lehet
kerÄulni.
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Ahogy a t¶abl¶azatban is l¶athat¶o, az eur¶opai BM rendszerek szab¶alyai
meglehet}osen elt¶er}oek lehetnek. Azonban minden esetben a k¶armentess¶eg
egy BM oszt¶aly javul¶ast eredm¶enyez, ¶es k¶ar okoz¶asa eset¶en a bÄuntet¶es pedig
legal¶abb 2 oszt¶aly ront¶ast jelent.
4 Eg¶esz¶ert¶ek}u programoz¶asi feladat
Ebben a fejezetben bemutatunk egy eg¶esz¶ert¶ek}u programoz¶asi feladatot, ami-
vel BM rendszerek eset¶en meg lehet hat¶arozni az optim¶alis ¶atsorol¶asi sza-
b¶alyt ¶es d¶³jvektort. Az eg¶esz¶ert¶ek}u feladat sor¶an Heras et al. (2004) mo-
dellj¶et ¶altal¶anos¶³tjuk, elfogadva az elemz¶esi keretÄuket: a BM rendszerben
megl¶ev}o antiszelekci¶ora koncentr¶alunk, a mor¶alis kock¶azatot ¯gyelmen k¶³vÄul
hagyjuk. A modellben felt¶etelezzÄuk, hogy a kÄulÄonbÄoz}o csoportok eset¶en csak
a k¶arok sz¶ama (k¶arbekÄovetkez¶esi val¶osz¶³n}us¶eg) kÄulÄonbÄozik, a k¶arok nagys¶aga
nem. Teh¶at az ¶atsorol¶asi szab¶aly csak a k¶arok sz¶am¶at¶ol fÄugg, az okozott
k¶ar nagys¶ag¶at¶ol nem. KÄuls}o szeml¶el}onek furcsa lehet, hogy k¶et kisebb k¶art
jobban bÄuntet a rendszer, mint egy nagy k¶art, de ha azt felt¶etelezzÄuk, hogy a
kock¶azati csoportok eset¶en a k¶arnagys¶ag felt¶eteles eloszl¶asa megegyezik, nem
¶erdemes a d¶³jat ett}ol fÄugg}ov¶e tenni. M¶asr¶eszr}ol a fellelhet}o BM rendszerek
dÄont}o tÄobbs¶eg¶ere igaz, ahogy az ¶atsorol¶asi szab¶aly az okozott k¶arok sz¶am¶at¶ol
fÄugg, ¶es nem azok m¶ert¶ek¶et}ol (l¶asd 1. t¶abl¶azat).
4.1 Alapfogalmak
A kock¶azatkÄozÄoss¶egen belÄul I kÄulÄonbÄoz}o kock¶azati csoport (t¶³pus) van (i =
1; . . . ; I). Az egyes t¶³pusok eset¶en ¤i val¶osz¶³n}us¶egi v¶altoz¶o jelÄoli a k¶aresem¶e-
nyek sz¶am¶at. A v¶arhat¶o k¶arnagys¶ag az egyszer}us¶eg kedv¶e¶ert minden csoport-
ra ¶es minden k¶arsz¶amra egys¶egnyi, de ¶ujabb param¶eterek hozz¶aad¶as¶aval, mi-
nim¶alis ¶atalak¶³t¶assal kezelhet}o lenne a modellen belÄul a v¶arhat¶o k¶arnagys¶agok
heterogenit¶asa is. A csoportok l¶etez¶es¶er}ol ¶es kÄulÄonbÄoz}os¶eg¶er}ol tud a biztos¶³t¶o,
de nem tudja a kock¶azatkÄozÄoss¶eg tagjair¶ol, hogy melyik csoporthoz tartoznak.
T¶arsadalmilag az lenne optim¶alis, ha minden t¶³pus a kock¶azat¶anak megfelel}o
d¶³jat ¯zetn¶e, de ez ¶altal¶aban nem lehets¶eges. A BM rendszerek alkalmaz¶asa
eset¶en a v¶arhat¶o d¶³j¯zet¶est kÄozelebb lehet hozni a t¶enyleges kock¶azathoz.
A BM rendszerben K+1 kÄulÄonbÄoz}o BM oszt¶aly tal¶alhat¶o; 0 jelÄoli a legma-
gasabb d¶³j¶u oszt¶alyt, K pedig a legalacsonyabbat. A k-adik BM oszt¶alyban
a d¶³j ¼k (k = 0; . . . ; K). Az oszt¶alyok kÄozÄotti ¶atsorol¶as a k¶aresem¶enyek
sz¶am¶at¶ol fÄugg, min¶el tÄobb k¶ara volt a biztos¶³tottnak, ann¶al rosszabb BM
oszt¶alyba kerÄul a kÄovetkez}o ¶evben. Az ¶atsorol¶asi szab¶aly eset¶en maximum
M k¶aresem¶enyt tekintÄunk, m¶ask¶eppen fogalmazva M index eset¶en a k¶arok
sz¶ama M vagy tÄobb. Az i-edik csoport eset¶en ¸im a val¶osz¶³n}us¶ege annak, hogy





m = 1 ÄosszefÄugg¶es. A ¸
i
m ¶ert¶ekeket kÄuls}o param¶eternek
tekintjÄuk; ezen param¶eterek becsl¶es¶ehez l¶asd pl. Arat¶o ¶es Martinek (2014).
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A k¶arok v¶arhat¶o sz¶am¶at (¶atlagos k¶arsz¶amot) ¸i jelÄoli az i csoport eset¶en,
a csoport ar¶any¶at a kock¶azatkÄozÄoss¶egen belÄul pedig Ãi.
Adott egy ¶atsorol¶asi szab¶aly, ezeket az ¶atsorol¶asi szab¶alyokat a Tm bin¶aris
m¶atrixok adj¶ak meg. Amennyiben a m¶atrix (k1; k2) cell¶aj¶aban 1 ¶ert¶ek szere-
pel, teh¶at Tmk1;k2 = 1, akkor a jelenlegi id}oszakban a k1 BM oszt¶alyban l¶ev}o
biztos¶³tottak m k¶ar eset¶en a k2 oszt¶alyba kerÄulnek a kÄovetkez}o peri¶odusban.
JelÄolje Xit a BM rendszerben egy i t¶³pus¶u biztos¶³tott oszt¶alybesorol¶as¶at a
t-edik id}opontban, amelyet ¶ertelmezhetÄunk ¶ugy, mint egy diszkr¶et id}oszakok-
ban ¶ertelmezett sztochasztikus folyamat.
Egy Xt diszkr¶et id}oszakokban ¶ertelmezett sztochasztikus folyamatot akkor
nevezÄunk Markov-l¶ancnak, ha minden t id}oszakra igaz, hogy:
P(Xt+1 = kt+1 j Xt = kt;Xt¡1 = kt¡1; . . . ;X1 = k1;X0 = k0) =
= P(Xt+1 = kt+1 j Xt = kt) :
A BM rendszerben a kÄovetkez}o id}oszak oszt¶alybesorol¶asa az adott id}oszak
k¶arsz¶am¶at¶ol ¶es a jelenlegi besorol¶ast¶ol fÄugg. Mivel feltesszÄuk, hogy az ¶atso-
rol¶asi szab¶aly ¶es a k¶arok eloszl¶as¶at le¶³r¶o val¶osz¶³n}us¶egi v¶altoz¶o (¤i) id}oben
¶alland¶o, ez¶ert a kÄovetkez}o id}oszak besorol¶asi val¶osz¶³n}us¶eg¶enek a meghat¶aro-
z¶as¶ahoz elegend}o, ha csak a jelenlegi id}oszak besorol¶as¶at vesszÄuk ¯gyelembe,
a kor¶abbi id}oszakok¶et nem. M¶ask¶eppen fogalmazva, a biztos¶³tott besorol¶asa
a BM rendszerben Markov-l¶anc.
A vizsg¶alt Xit folyamat eset¶en az ¶atmenetval¶osz¶³n}us¶egek m¶atrix¶at (P
i)
meghat¶arozhatjuk a ¤i val¶osz¶³n}us¶egi v¶altoz¶o, valamint az ¶atsorol¶asokat le¶³r¶o
Tm m¶atrixok seg¶³ts¶eg¶evel. A P i m¶atrix k1 sor¶aban ¶es k2 oszlop¶aban szerepl}o
¶ert¶eke megadja azt a val¶osz¶³n}us¶eget, hogy egy adott id}oszakban (¶evben) a k1
BM oszt¶alyban l¶ev}o i t¶³pus¶u biztos¶³tott mekkora val¶osz¶³n}us¶eggel kerÄul a k2
oszt¶alyba a kÄovetkez}o id}oszakban:






JelÄolje cik;t azt a val¶osz¶³n}us¶eget, hogy X
i
t folyamat ¶ert¶eke a t-edik id}o-
szakban ¶eppen k, teh¶at P(Xit = k) = c
i
k;t. Ezeket a val¶osz¶³n}us¶egeket a C
i
t





ÄosszefÄugg¶es is (a (P i)t kifejez¶es eset¶en a z¶ar¶ojelen k¶³vÄuli index hatv¶anyoz¶ast
jelÄol, a fels}o indexben tal¶alhat¶o > pedig a transzpon¶al¶as jele).
Amennyiben egy Markov-l¶anc irreducibilis ¶es aperiodikus, akkor a Cit
¶allapotval¶osz¶³n}us¶egek vektora konverg¶al egy ¶un. stacion¶arius ¶allapothoz. A
stacion¶arius ¶allapot megkaphat¶o a P i m¶atrix bal oldali 1 saj¶at¶ert¶ek¶ehez tar-
toz¶o (1-re norm¶alt) saj¶atvektora seg¶³ts¶eg¶evel. Irreducibilis ¶es aperiodikus




P(Xit+1 = k j Xit = j)cij k = 0; . . . K (3)
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KX
k=0
cik = 1 (4)











j k = 0; . . .K (5)
form¶aban is ¶³rhatjuk.
Egy Markov-l¶ancot akkor nevezÄunk irreducibilisnek, ha minden k; j osz-
t¶alyra ¶es b¶armely t id}opontra l¶etezik olyan s, amelyre
P(Xit+s = k j Xit = j) > 0 (6)
Tetsz}oleges ¶atsorol¶asi szab¶aly nem felt¶etlenÄul eredm¶enyez irreducibilis Mar-
kov-l¶ancot, amelyet a 4.2 fejezetben vizsg¶alunk r¶eszletesebben. A BM rend-
szerek eset¶en, ha a biztos¶³tott a legrosszabb oszt¶alyban van ¶es legal¶abb egy
k¶ar kÄovetkezik be, akkor (¶ertelmes) ¶atsorol¶asi szab¶aly eset¶en a biztos¶³tott
ugyanebben az oszt¶alyban marad a kÄovetkez}o id}oszakban. A BM rendszer-
nek ez a tulajdons¶aga maga ut¶an vonja, hogy irreducibilis Markov-l¶anc ape-
riodikus lesz.
A BM rendszerek eset¶en jellemz}oen a stacion¶arius val¶osz¶³n}us¶egek meg-
hat¶aroz¶as¶aval tÄort¶enik az optimaliz¶al¶as (l¶asd p¶eld¶aul Heras et al. (2002),
Lemaire (1995)).
4.2 ¶Atsorol¶asi szab¶alyok optimaliz¶al¶asa
Els}o l¶ep¶esk¶ent egyedÄul az ¶atsorol¶asi szab¶alyok optimaliz¶al¶as¶at adjuk meg,
ekkor ¼k ¶ert¶ekeket kÄuls}o param¶eternek tekintjÄuk. Amikor az ¶atsorol¶asi sza-
b¶alyok ¶es d¶³jak egyÄuttes optimaliz¶al¶as¶at v¶egezzÄuk, akkor egy kiindul¶o (de-
fault) ¶ert¶eket adunk meg, amelyet a modellben m¶odos¶³tani lehet, teh¶at ezt
az ¶ert¶eket csÄokkenthetjÄuk vagy nÄovelhetjÄuk.
Az ¶atsorol¶asi szab¶alyokat Tjm bin¶aris v¶altoz¶ok seg¶³ts¶eg¶evel ¶³rjuk le. A
Tjm bin¶aris v¶altoz¶o 1 ¶ert¶eke azt jelÄoli, hogy a biztos¶³tott j oszt¶alyt ,,l¶ep",
ha m k¶art okoz. A j ¶ert¶eke b¶armilyen eg¶esz sz¶am lehet, pozit¶³v esetben a
biztos¶³tott a BM rendszerben felfele l¶ep, teh¶at jav¶³t a besorol¶as¶an. Amennyi-
ben j negat¶³v, akkor ront a besorol¶as¶an, teh¶at a rendszerben lefele l¶ep a bizto-
s¶³tott. A lehets¶eges l¶ep¶esek als¶o ¶es fels}o korl¶atj¶at a J ¶es J jelÄoli. Amennyiben
J = K, J = ¡K; akkor semmilyen megkÄot¶es nincs az ¶atsorol¶asn¶al.
Megtehetn¶enk, hogy a kor¶abban bevezetett Tm m¶atrix minden elem¶ehez
bevezetÄunk egy bin¶aris v¶altoz¶ot, de ekkor a bin¶aris v¶altoz¶ok magas sz¶ama
nagym¶ert¶ekben nÄoveln¶e a modell fut¶asi idej¶et. A Tjm v¶altoz¶ok haszn¶alat¶aval
kevesebb bin¶aris v¶altoz¶ot vezetÄunk be, mikÄozben tov¶abbra is nagy szabads¶a-
gunk marad az optimaliz¶al¶asban.
A cik v¶altoz¶o a tov¶abbiakban azt fogja jelÄolni, hogy a stacioner eloszl¶as
eset¶en az i kock¶azati csoport tagja milyen val¶osz¶³n}us¶eggel lesz a k-adik BM
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oszt¶alyban. A stacionarit¶ast kvadratikus felt¶etelek seg¶³ts¶eg¶evel lehet megadni,
ezek lineariz¶al¶as¶ahoz a dikjm seg¶edv¶altoz¶okra lesz szÄuks¶eg.
A gik v¶altoz¶ok szint¶en seg¶edv¶altoz¶ok, a kock¶azati csoportok eset¶en az
elm¶eleti ¶ert¶ekt}ol vett ¶atlagos abszol¶ut elt¶er¶es le¶³r¶as¶ahoz lesz szÄuks¶eg r¶ajuk.
Els}o l¶ep¶esk¶ent Tjm v¶altoz¶okra szÄuks¶eges korl¶atokat megadni, hogy val¶odi
¶atsorol¶asi szab¶alyokat ¶³rjanak le. Nyilv¶anval¶oan minden BM oszt¶alyhoz ¶es
okozott k¶arsz¶amhoz egy¶ertelm}u ¶atsorol¶asi szab¶aly tartozik:
JX
j=J
Tjm = 1 ; 8m: (7)
El}o¶³rjuk, hogy k¶armentes esetben javuljon a BM besorol¶as:
JX
j=1
Tj0 = 1 : (8)
K¶ar eset¶en ¶altal¶aban romlani szokott a k¶arbesorol¶as, viszont elegend}o csak a
legnagyobb lehets¶eges k¶arra el}o¶³rni, hogy romoljon a besorol¶as:
¡1X
j=J
TjM = 1 : (9)
Fontos tov¶abb¶a el}o¶³rni azt is, hogy magasabb k¶arsz¶am eset¶en a besorol¶as
ront¶as¶anak m¶ert¶eke is nÄovekedjen:
JX
`=j
T`m ¸ Tj;m+1 8j; m = 0; :::; M ¡ 1 : (10)
A (7), (8), (9) ¶es (10) korl¶atok biztos¶³tj¶ak sz¶amunkra, hogy a Tjm v¶altoz¶okkal
egy ¶erv¶enyes ¶atsorol¶asi szab¶alyt kapjunk.
KÄovetkez}o l¶ep¶esk¶ent meghat¶arozzuk, hogy a Tjm v¶altoz¶ok ¶altal megha-
t¶arozott ¶atsorol¶asi szab¶alyhoz milyen stacion¶arius val¶osz¶³n}us¶egek tartoznak.




cik = 1 8i : (11)
BM rendszerek eset¶en az ¶uj bel¶ep}ok valamelyik oszt¶alyban kezdenek, ¶es
azt, hogy a k¶es}obbiekben melyik BM oszt¶alyban tart¶ozkodnak, az ¶atsorol¶asi
szab¶alyok hat¶arozz¶ak meg. Egy adott BM oszt¶aly val¶osz¶³n}us¶ege az id}o el}ore-
haladt¶aval konverg¶al egy ¶un. stacioner eloszl¶ashoz (l¶asd p¶eld¶aul Loimaranta
(1972)). BM rendszerek vizsg¶alatakor a stacioner val¶osz¶³n}us¶egeket veszik
alapul (ahogy Heras et al. (2004) is), mi is ezt a megold¶ast kÄovetjÄuk. Egy
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val¶osz¶³n}us¶egeloszl¶ast akkor nevezÄunk stacion¶ariusnak, ha ¶atsorol¶as el}ott ¶es








k¡j k = 1; :::;K ¡ 1; 8i : (12)
Az ÄosszefÄugg¶es a 0 ¶es K oszt¶alyokban elt¶er}o, mivel ha p¶eld¶aul valaki a
m¶asodik BM oszt¶alyban tart¶ozkodik, ¶es k¶ar eset¶en pl. 3 oszt¶alyt esik, akkor
a nem l¶etez}o -1-es BM oszt¶alyba kellene kerÄulnie. Ez term¶eszetesen nem
lehets¶eges, ez¶ert azok az ¶atl¶ep¶esek, amelyek a 0-n¶al kisebb oszt¶alyba kerÄul¶est








¡j 8i : (13)








K¡j 8i : (14)
A (12), (13) ¶es (14) egyenletek biztos¶³tj¶ak a val¶osz¶³n}us¶egeloszl¶as sta-
cionarit¶as¶at, de ezek kvadratikus korl¶atok (Tjm ¶es c
i
k dÄont¶esi v¶altoz¶ok szorzata
szerepel benne). Szerencs¶ere ¶ujabb v¶altoz¶ok bevezet¶es¶evel ezek a korl¶atok li-
neariz¶alhat¶oak2. A
dikjm ¸ ¸imcik ¡ (1 ¡ Tjm) 8i; j; k;m (15)
korl¶atok seg¶³ts¶eg¶evel el}o¶³rjuk, hogy ha Tjm v¶altoz¶o ¶ert¶eke 1, azaz m k¶ar
eset¶en j oszt¶alyt v¶altozik a besorol¶as, akkor dikjm v¶altoz¶o ¶ert¶eke pozit¶³v,
eg¶eszen pontosan legal¶abb ¸imc
i
k. Teh¶at a k BM oszt¶alyb¶ol az i t¶³pus¶u
biztos¶³tottak (legal¶abb) ¸imc
i
k ar¶anya ¶atkerÄul a k + j oszt¶alyba (a legals¶o,
valamint a legfels}o oszt¶alyt ism¶et kÄulÄon fogjuk kezelni). Ha Tjm v¶altoz¶o
¶ert¶eke 0, akkor dikjm v¶altoz¶o ¶ert¶eke lehet ak¶ar 0 is. NekÄunk enn¶el tÄobb kell,





nek kell lennie, kÄulÄonben pedig pontosan null¶anak. Ezt meg tudjuk tenni
¶ujabb korl¶atok hozz¶aad¶as¶aval:
dikjm · ¸imcik 8i; j; k;m (16)
illetve
dikjm · Tjm 8i; j; k;m : (17)
2Legyen T bin¶aris v¶altoz¶o ¶es c pedig nemnegat¶³v folytonos v¶altoz¶o, ¶es c · M . Ekkor
T c keresztszorzata helyettes¶³thet}o egy d v¶altoz¶oval, MT ¸ d ¸ c ¡ (1 ¡ T )M ¶es c ¸ d
korl¶atokkal. A mi esetÄunkben c · 1(= M ). B}ovebben l¶asd pl. Glover (1975), Adams ¶es
Forrester (2007)
346 ¶Agoston Kolos Csaba { Gyetvai M¶arton
¶Atsorol¶as ut¶an a cik oszt¶alyban az ,,elemsz¶am" (val¶osz¶³n}us¶eg) nem lesz























di¡`;j;m 8i : (20)
A (16) ¶es (17) korl¶atok elhagyhat¶oak, ezek akkor is teljesÄulni fognak, ha
nem ¶³rjuk el}o kÄulÄon }oket. Intuit¶³ve ¶ugy lehet bel¶atni, hogy a cik v¶altoz¶ok
Äosszege (minden i-re) 1, teh¶at a dikjm v¶altoz¶ok Äosszege legal¶abb 1, viszont
1-n¶el nem lehet tÄobb, mivel mindegyik d v¶altoz¶ot besz¶am¶³tjuk valamelyik c
v¶altoz¶oba, ¶es ¶³gy a c v¶altoz¶ok Äosszege 1-n¶el nagyobb lenne. Form¶alisan ezt
az 1. ¶all¶³t¶asban l¶atjuk be.





k; ha Tjm = 1;
0 egy¶ebk¶ent.
























cik = 1 ;
Teh¶at minden rel¶aci¶onak egyenl}os¶eg form¶aj¶aban kell teljesÄulnie. Ez egyben
azt is jelenti, hogy ha Tjm = 0 akkor az Äosszes d
i
kjm v¶altoz¶o is 0 lesz. 2
4.2.1 Irreducibilit¶as
A (7), (8), (9), (10), (11), (15), (18), (19) ¶es (20) korl¶atok egyÄuttese megad
minden ¶atsorol¶asi szab¶alyhoz egy stacion¶arius val¶osz¶³n}us¶egeloszl¶ast, de nem
minden ¶atsorol¶asi szab¶aly eredm¶enyez irreducibilis Markov-l¶ancot.
A Markov-l¶anc akkor irreducibilis, ha b¶armely tetsz}oleges oszt¶alyb¶ol kiin-
dulva b¶armely oszt¶alyba pozit¶³v val¶osz¶³n}us¶eggel lehet jutni, v¶eges id}on belÄul.
Teh¶at ebben az esetben minden oszt¶aly el¶erhet}o a stacion¶arius eloszl¶asban.
N¶ezzÄunk egy p¶eld¶at egy olyan ¶atsorol¶asi szab¶alyra, ami nem irreducibilis
Markov-l¶ancot eredm¶enyez. Az egyszer}us¶eg kedv¶e¶ert vegyÄunk egy 3 oszt¶aly-
b¶ol ¶all¶o BM rendszert. K¶ar eset¶en k¶et oszt¶alyt romlik a besorol¶as, k¶armentes
esetben pedig kett}ot javul. Ekkor a stacion¶arius val¶osz¶³n}us¶egeloszl¶as eset¶en
a kÄoz¶eps}o oszt¶aly val¶osz¶³n}us¶ege 0 lesz, mivel b¶armely oszt¶alyb¶ol indul a szer-
z}od}o, ebbe az oszt¶alyba nem kerÄulhet.
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A nem irreducibilis Markov-l¶ancot eredm¶enyez}o ¶atsorol¶asi szab¶alyok ki-
z¶ar¶as¶at a legegyszer}ubben ¶ugy ¶erhetjÄuk el, hogy a cik stacion¶arius val¶osz¶³n}u-
s¶egekre als¶o korl¶atokat hat¶arozunk meg:
cik ¸ ¿ 8i; k ; (21)
ahol az als¶o hat¶ar szÄuks¶eg eset¶en kÄulÄonbÄozhet oszt¶alyonk¶ent ¶es t¶³pusonk¶ent.
A (21) egyenl}otlens¶eg er}osebb korl¶at az irreducibilit¶asn¶al, m¶ask¶epp fogal-
mazva, a (21) korl¶at biztos¶³tja a Markov-l¶anc irreducibilit¶as¶at, viszont nem
minden irreducibilis Markov-l¶anc fog eleget tenni a (21) korl¶atnak. A kÄoz-
gazdas¶agi megfontol¶as m¶egis emellett a korl¶at mellett sz¶olhat. Ha van pl.
egymilli¶o Äugyf¶el, akik kÄozÄul csak 1 tart¶ozkodik (v¶arhat¶oan) egy adott BM
oszt¶alyban, akkor ugyan irreducibilis lesz a rendszer, de igaz¶ab¶ol ez a BM
oszt¶aly nincs kihaszn¶alva. Vagy engedjÄuk meg, hogy senki ne legyen egy
adott BM oszt¶alyban (=nem lesz irreducibilis a Markov-l¶anc), vagy ¶³rjuk el}o,
hogy a kock¶azatkÄozÄoss¶eg ,,¶erz¶eklehet}o" r¶esze legyen ebben a BM oszt¶alyban,
p¶eld¶aul minden oszt¶alyban az Äossz sokas¶ag legal¶abb 1%-a.
4.2.2 BM oszt¶alyok megszÄuntet¶ese
Ha viszonylag kicsik a k¶arbekÄovetkez¶esi val¶osz¶³n}us¶egek ¶es enged¶ekeny az
¶atsorol¶asi szab¶aly, akkor az als¶o BM oszt¶alyokba nagyon kicsi val¶osz¶³n}us¶eggel
kerÄulnek az Äugyfelek. K¶erd¶es, hogy ¶erdemes-e ezeket az oszt¶alyokat fenntar-
tani. M¶asik oldalr¶ol, ha haszn¶aljuk a (21) korl¶atokat, akkor lehet, hogy na-
gyon extr¶em ¶atsorol¶asi szab¶alyt kapunk, mert csak ¶³gy tudunk eleget tenni
az irreducibilit¶as kÄovetelm¶eny¶enek.
Ennek a probl¶em¶anak a megold¶asa lehet, ha megengedjÄuk, hogy a BM
oszt¶alyok sz¶ama csÄokkenjen. Ehhez minden oszt¶alyhoz bevezetÄunk egy Vk
bin¶aris v¶altoz¶ot. Amennyiben Vk = 1, akkor a k-adik oszt¶alyt bez¶arjuk,
teh¶at az Äugyfelek ebbe az oszt¶alyba nem kerÄulhetnek. M¶ask¶eppen fogalmazva,
ennek az oszt¶alynak a stacion¶arius val¶osz¶³n}us¶ege nulla (cik = 0), teh¶at ebbe az
oszt¶alyba kerÄul¶es val¶osz¶³n}us¶eg¶enek is 0-nak kell lennie (dikjm = 0, ami viszont
kÄovetkezik a (16) korl¶atb¶ol).
Ahhoz, hogy az adott oszt¶aly bez¶ar¶odjon, a kÄovetkez}o korl¶atokat kell a
modellhez hozz¶aadni:
cik · 1 ¡ Vk 8i; k : (22)
Ahhoz pedig, hogy legal¶abb ¿ val¶osz¶³n}us¶eggel legyenek az i t¶³pus¶u Äugyfelek
a nyitott oszt¶alyban, a (21) korl¶atokat a kÄovetkez}ok¶eppen kell m¶odos¶³tani:
cik ¸ ¿ ¡ Vk 8i; k : (23)
Az irreducibilit¶as meg}orz¶ese miatt a bez¶ar¶asokat valamelyik sz¶els}o osz-
t¶alyt¶ol kezdve, fokozatosan kell megval¶os¶³tani. A modell egyszer}ubb le¶³r¶asa
miatt csak arra az esetre ¶³rjuk fel a korl¶atokat, amikor kiz¶ar¶olag a fels}o
oszt¶alyt¶ol kezdve enged¶elyezett az oszt¶alyok bez¶ar¶asa. A 4.3 fejezetben bemu-
tatunk egy m¶odszert arra, hogyan tudjuk az ¶atsorol¶asi szab¶alyokat ¶es d¶³jakat
egyÄuttesen optimaliz¶alni. Ebben az esetben, mivel a d¶³jak is v¶altoztathat¶oak,
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teljesen mindegy, hogy felÄulr}ol z¶arunk be k¶et oszt¶alyt, vagy egyet-egyet felÄul-
r}ol, illetve alulr¶ol. Amennyiben azonban a d¶³jakat ¯xnek tekintjÄuk, akkor m¶ar
m¶as eredm¶enyt kapunk, ha felÄulr}ol ¶es alulr¶ol z¶arunk be egy-egy oszt¶alyt, ¶es
nem felÄulr}ol (vagy alulr¶ol) kett}ot. B¶ar a le¶³r¶asban egyedÄul azt az esetet ¶³rjuk
le, amikor csak a felÄulr}ol bez¶ar¶as lehets¶eges, a modell kÄonnyen ¶atalak¶³that¶o
arra az esetre is, amikor a bez¶ar¶as mindk¶et oldalr¶ol megval¶os¶³that¶o, vagy csak
alulr¶ol.
Teh¶at, amennyiben kiz¶ar¶olag a felÄulr}ol bez¶ar¶as lehets¶eges, akkor szÄuks¶e-
gesek a
Vk · Vk+1 k = 1; . . .K (24)
korl¶atok.
Ezen k¶³vÄul a sz¶els}o oszt¶alyok bez¶ar¶as¶aval, az ¶uj sz¶els}o oszt¶alyra vonatkoz¶o
szab¶alyokat is meg kell hat¶arozni. P¶eld¶aul, amennyiben a K oszt¶aly bez¶arul,
akkor a K ¡1 oszt¶aly lesz az ¶uj legfels}o oszt¶aly, amire a (19) korl¶at kell, hogy








dik¡`;j;m k = K ¡ 1; 8i : (25)
korl¶atnak kell teljesÄulnie, kÄulÄonben pedig az eddig haszn¶alt (18) korl¶atnak.
Ekkor teh¶at azokat a dikjm v¶altoz¶okat, amelyekhez tartoz¶o l¶ep¶esekkel nem
l¶etez}o oszt¶alyokba kerÄuln¶enek a szerz}od}ok, a sz¶els}o oszt¶aly bez¶ar¶asa eset¶en
az ¶uj sz¶els}o oszt¶aly korl¶atj¶aba kell ¶atvinni:







dik¡`;j;m k = 1; . . . ; K; 8i (26)







dik¡`;j;m k = 1; . . . ;K; 8i (27)
Ezek az egyenl}otlens¶egek teh¶at akkor teljesÄulnek egyenl}os¶eg form¶aj¶aban, ha
Vk+1 = 1 ¶es Vk = 0.
A (18) ÄosszefÄugg¶es ,,kÄoz¶eps}o" oszt¶alyok eset¶en ¶erv¶enyes, de nem tudjuk
el}ore megmondani, hogy egy oszt¶aly ,,sz¶els}o" vagy ,,kÄoz¶eps}o" lesz-e (a bez¶a-
r¶asok miatt), ez¶ert ezeket a korl¶atokat is v¶altoztatni kell:





dik¡j;j;m k = 1; . . . ; K; 8i (28)





dik¡j;j;m k = 1; . . . ;K; 8i ; (29)
M¶ask¶eppen teh¶at akkor teljesÄul egyenl}os¶eg form¶aj¶aban a (18) korl¶at, ha
Vk+1 = 0, teh¶at az eggyel feljebb l¶ev}o oszt¶aly nincs bez¶arva.
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4.2.3 Pro¯tabilit¶asi korl¶at ¶es a c¶elfÄuggv¶eny meghat¶aroz¶asa
Az ¶atsorol¶asi szab¶alyt ¶ugy kell meghat¶arozni, hogy a biztos¶³t¶ot¶arsas¶agnak
ne eredm¶enyezzen v¶arhat¶oan vesztes¶eget. Teh¶at az Äosszsokas¶ag v¶arhat¶o d¶³ja












ahol a ¼k az oszt¶alyok el}ore rÄogz¶³tett d¶³jai ¶es ¸i az i-edik t¶³pus v¶arhat¶o
k¶arsz¶ama.
H¶atramaradt a c¶elfÄuggv¶eny meghat¶aroz¶asa. Ide¶alis esetben minden t¶³pus,
minden esetben (minden BM oszt¶alyban) a kock¶azat¶anak megfelel}o d¶³jat
¯zeti; teh¶at a d¶³jnak minden t¶³pus eset¶en az Äosszes oszt¶alyban pontosan ¸i-
nek kellene lennie.
Azonban mivel a BM rendszerben tÄobb kock¶azati t¶³pus van, akikre ugyan-
azok a ¼k d¶³jak vonatkoznak, ez¶ert az ide¶alis ¶allapotot nem lehet el¶erni. Az
optimaliz¶al¶as sor¶an a c¶elunk, hogy ehhez az ide¶alis ¶allapothoz min¶el kÄozelebb
kerÄuljÄunk. Egyetlen k¶erd¶es maradt h¶atra, egy konkr¶et ¶atsorol¶asi szab¶aly
eset¶en mennyire vagyunk messze az ide¶alis ¶allapott¶ol. TÄobb megfontol¶as is
ismert.
Hasonl¶o BM modellek eset¶en, (l¶asd pl. Heras et al. (2004)), sokszor azt
a c¶elt t}uzik ki, hogy a csoportok v¶arhat¶o d¶³j¯zet¶ese min¶el kÄozelebb legyen a
v¶arhat¶o k¶ar¶ahoz. A csoportok v¶arhat¶o k¶ara kÄuls}o param¶eter ¸i, a v¶arhat¶o




k. A kett}o kÄozÄotti kÄulÄonb-












k ¡ gi · ¸i (32)




Amennyiben a s¶ulyoknak a ¯i = Ãi ¶ert¶ekeket adjuk meg, akkor a csopor-
tokat a kock¶azatkÄozÄoss¶egen belÄuli ar¶any¶aval s¶ulyozzuk, de ak¶ar haszn¶alhat¶oak
m¶asmilyen s¶ulyok is, att¶ol fÄugg}oen, hogy a csoportokat milyen ar¶anyban sze-
retn¶enk ¯gyelembe venni.
A vegyes eg¶esz¶ert¶ek}u programoz¶asi feladat: szeretn¶enk (33) kifejez¶est mi-
nimaliz¶alni a (7){(11), (15), (18){(20), valamint (30){(32) felt¶etelek mellett
(esetleg szerepeltetve (21) korl¶atokat is). Ha enged¶elyezett a BM oszt¶alyok
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bez¶ar¶asa, akkor (18) ¶es (19) korl¶atokat kicser¶eljÄuk (26){(29) korl¶atokra, va-
lamint hozz¶aadjuk a modellhez a (22){(24) korl¶atokat.
A (33) kifejez¶es azonban nem veszi kell}ok¶eppen ¯gyelembe a biztos¶³tottak
kock¶azatkerÄul¶es¶et. Amennyiben a d¶³jak v¶altoztat¶as¶at is enged¶elyezzÄuk (l¶asd
4.3 fejezet), akkor kÄonnyen kaphatunk olyan optim¶alis megold¶ast, ahol a
c¶elfÄuggv¶eny ¶ert¶eke 0, viszont a BM kateg¶ori¶ak d¶³jai kÄozÄott nagy elt¶er¶esek
alakulnak ki, a legkisebb ¶es legnagyobb oszt¶alyok d¶³ja kÄozÄott ak¶ar 1 000 000-
szoros is lehet a kÄulÄonbs¶eg. Ez nyilv¶an nem egy megfelel}o d¶³jvektor, ez¶ert a
d¶³jak kÄulÄonbs¶eg¶ere valamilyen korl¶atot szoktak meghat¶arozni: pl. nem lehet
nagyobb 20%-n¶al a kÄulÄonbs¶eg k¶et szomsz¶edos BM oszt¶aly d¶³ja kÄozÄott (l¶asd
pl. Heras et al. (2004)). Mi ezt a megold¶ast azonban ad-hoc-nak ¶erezzÄuk.
Egyszer}ubb lenne a c¶elfÄuggv¶enyben jobban ¯gyelembe venni a biztos¶³tott
kock¶azatelutas¶³t¶as¶at.
M¶asik megold¶as, hogy nem a v¶arhat¶o d¶³j¯zet¶est n¶ezzÄuk, hanem az elm¶eleti
¶ert¶ekt}ol vett v¶arhat¶o elt¶er¶esn¶egyzetet minimaliz¶aljuk (l¶asd pl. Loimaranta
(1972)). Line¶aris programoz¶as eset¶en egyszer}ubb, ha az elt¶er¶esn¶egyzet helyett
az abszol¶ut elt¶er¶est tekintjÄuk (l¶asd pl. Heras et al. (2004)). Ehhez a gi
v¶altoz¶okat oszt¶alyok szerint is ,,sz¶etbontottuk". Teh¶at a gik jelenti az i t¶³pus¶u
biztos¶³tottakra vonatkoz¶o elt¶er¶est a k BM oszt¶aly eset¶en, eg¶eszen pontosan





k ¸ ¸icik 8i; k ; (34)
¼kc
i
k ¡ gik · ¸icik 8i; k : (35)






c¶elfÄuggv¶enyre alak¶³tottuk a modellt. A (36) eset¶en nem szÄuks¶eges kÄulÄon el}o-
¶³r¶asokat tenni a a BM oszt¶alyok d¶³jaira, Äuzletileg elfogadhat¶o d¶³jakat fogunk
kapni.
4.3 ¶Atsorol¶asi szab¶alyok ¶es d¶³jak egyÄuttes optimaliz¶al¶asa
Amennyiben szeretn¶enk az ¶atsorol¶asi szab¶alyok mellett a d¶³jakat is opti-
maliz¶alni, akkor a ¼k param¶eterek helyett folytonos nemnegat¶³v v¶altoz¶okat
kellene haszn¶alni. A modellben tÄobbszÄor is szerepel a stacioner val¶osz¶³n}us¶egek
¶es a d¶³jak szorzata (l¶asd p¶eld¶aul (30) korl¶at ¶es (34), (35) korl¶atok), ¶³gy ¼k
v¶altoz¶ok bevezet¶es¶evel kvadratikus modellt kapn¶ank.
Azonban, ha kiindulunk valamilyen d¶³jvektorb¶ol, ¶es a v¶altoz¶as m¶ert¶ek¶et
kategoriz¶aljuk, kikerÄulhetjÄuk a kvadratikus kifejez¶esek haszn¶alat¶at. A d¶³jvek-
torokban a legkisebb v¶altoz¶as m¶ert¶ek¶et jelÄolje ". JelÄolje O`k bin¶aris v¶altoz¶o
azt, hogy a k BM kateg¶oria eset¶en 2`" ¶ert¶ekkel (a 2` kifejez¶esben ` kitev}o ¶es
nem fels}o index) nÄovekszik a d¶³j, ` = 0; 1; 2; . . . ; L. Mivel a BM kateg¶ori¶ak
d¶³jai nem n}ohetnek b¶armilyen hat¶aron t¶ulra, az L param¶eter ¶ert¶ek¶et kÄonnyen
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meg lehet hat¶arozni a gyakorlati feladatok sor¶an. Hasonl¶o m¶odon bevezet-
hetn¶enk O¡`k bin¶aris v¶altoz¶okat, amik azt jelÄolik, hogy a BM kateg¶ori¶ak d¶³jai
2`" ¶ert¶ekkel csÄokkennek. Erre azonban nincs szÄuks¶eg, jelÄolje ink¶abb O¡k azt,
hogy a BM kateg¶oria d¶³ja 2L+1" ¶ert¶ekkel csÄokken. ¶Igy el¶erhetjÄuk, hogy a
d¶³j v¶altoztat¶asa a ¡(2L+1)", (2L+1 ¡ 1)" ¶ert¶ekek kÄozÄott tetsz}oleges legyen.
Ezen t¶ulmen}oen el}o¶³rhatjuk (ha szÄuks¶eges), hogy a BM kateg¶ori¶ak d¶³jai nem-
negat¶³vok legyenek, valamint azt, hogy magasabb BM oszt¶aly eset¶en a d¶³j ne
legyen nagyobb.
¼k ¡ 2L+1"O¡k +
LX
`=0







2`"O`k+1 (k = 0; . . .K¡1) :
(38)
Az O`k v¶altoz¶ok bevezet¶es¶evel m¶odos¶³tani kell a (30), (34) ¶es (35) korl¶ato-
kat. Ehhez tov¶abbi v¶altoz¶ok bevezet¶ese szÄuks¶eges. Amennyiben O`k v¶altoz¶o
¶ert¶eke 1, akkor o`ik folytonos dÄont¶esi v¶altoz¶o ¶ert¶eke legyen 2
`"cik; amennyiben
O`k v¶altoz¶o ¶ert¶eke 0, akkor o
`i
k v¶altoz¶o is legyen 0. Ezeket a felt¶eteleket telje-
s¶³teni tudjuk a kÄovetkez}o korl¶atokkal:
o`ik ¸ 2`"cik ¡ 2`"(1 ¡ O`k) 8`; i; k ; (39)
o`ik · 2`"cik 8`; i; k ; (40)
¶es
o`ik · 2`"O`k 8`; i; k ; (41)
¶es term¶eszetesen anal¶og m¶odon: o¡ik ¸ 2L+1"cik ¡ 2L+1(1 ¡ O¡k ) ¶es o¡ik ·
2L+1"cik tov¶abb¶a o
¡i
k · 2L+1"O¡k . A bevezetett o`ik v¶altoz¶okkal fel tudjuk


















A (34) ¶es (35) korl¶atokat is meg kell v¶altoztatnunk hasonl¶o logika ment¶en:
¼kc
i





k ¸ ¸icik 8i; k ; (43)
¼kc
i
k ¡ o¡ik +
LX
`=0
o`ik ¡ gik · ¸icik 8i; k : (44)
A vegyes eg¶esz¶ert¶ek}u modell: szeretn¶enk (36) kifejez¶est minimaliz¶alni
(7){(11), (15), (18){(20), valamint (37){(44) felt¶etelek mellett (esetleg sze-
repeltetve (21) korl¶atokat is). Ha enged¶elyezett a BM oszt¶alyok bez¶ar¶asa,
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akkor (18) ¶es (19) korl¶atokat kicser¶eljÄuk (26){(29) korl¶atokra, valamint hoz-
z¶avesszÄuk a modellhez a (22){(24) korl¶atokat.
Ekkor eljutottunk egy olyan vegyes eg¶esz¶ert¶ek}u modellhez, amelyben sok
bin¶aris v¶altoz¶o van, ¶es ezekhez sok ,,nagy M" korl¶at tartozik. Ezek a model-
lek numerikusan nem viselkednek j¶ol (l¶asd p¶eld¶aul Lodi (2010)). A bin¶aris
v¶altoz¶ok sz¶ama csÄokkenthet}o, amennyiben az O dÄont¶esi v¶altoz¶ok helyett az
oszt¶alyok d¶³jainak v¶altoztat¶as¶at nem egyenk¶ent, hanem valamilyen szab¶aly
szerint tÄobb oszt¶alyt egyÄutt v¶eve enged¶elyezzÄuk. Ilyen v¶altoztat¶as lehet p¶el-
d¶aul, ha bevezetÄunk P ` bin¶aris dÄont¶esi v¶altoz¶okat, ami ha felveszi az 1 ¶ert¶eket,
akkor minden BM oszt¶aly d¶³ja 2`" m¶ert¶ekkel nÄovekedik. Ugyan¶³gy bevezet-
het}o az ilyen jelleg}u csÄokkent¶es is, a P ¡ v¶altoz¶o seg¶³ts¶eg¶evel. Az ilyen jelleg}u
v¶altoztat¶as eset¶en L + 1 bin¶aris v¶altoz¶ot adunk a modellhez.
Valamint bevezethetÄunk R` t¶³pus¶u dÄont¶esi v¶altoz¶okat is, ami a d¶³jvektor
sz¶elein tesz lehet}ov¶e nagyobb v¶altoztat¶asokat. Ehhez olyan H darab R`H
bin¶aris v¶altoz¶okat vezetÄunk be, amelyek pozit¶³v ¶ert¶eke eset¶en a 0-adik oszt¶aly
¶es a H, H ¡ 1, . . . 0-adik oszt¶aly kÄozÄott nÄoveljÄuk a d¶³jakat, 2`" ¶ert¶ekekkel.
Teh¶at m¶ask¶eppen a BM rendszer als¶o oszt¶alyainak d¶³jait fokozatosan emel-
hetjÄuk ezekkel a v¶altoz¶okkal. Hasonl¶oan bevezethetÄunk a fels}o oszt¶alyokra is
ilyen R t¶³pus¶u v¶altoztat¶asokat, illetve ugyan¶³gy a d¶³jakat is csÄokkenthetjÄuk.
BevezethetÄunk tov¶abb¶a Q` dÄont¶esi v¶altoz¶okat is, amikkel a d¶³jvektor ,,te-
ker¶es¶et" tesszÄuk lehet}ov¶e. Ekkor a d¶³jakat a Q` = 1 eset¶en (K2 ¡k)2`" ¶ert¶ekkel
v¶altoztatjuk. Azaz ebben az esetben az als¶obb oszt¶alyokban a d¶³jakat nÄovel-
jÄuk, a magasabbakban pedig csÄokkentjÄuk. Ugyan¶³gy a v¶altoztat¶as ir¶any¶at is
megv¶altoztatjuk, teh¶at ekkor a d¶³jakat (k ¡ K
2
)2`" ¶ert¶ekkel kell v¶altoztatni.
¶Igy teh¶at az alacsony kateg¶ori¶akban a d¶³j csÄokken, a magas BM oszt¶alyokban
pedig n}o.
A P , Q ¶es R bin¶aris v¶altoz¶ok egyÄuttes haszn¶alat¶aval el¶erhetjÄuk hogy
a d¶³jvektor kell}oen rugalmasan v¶altozhat, a modell m¶egis futtathat¶o re¶alis
id}okeretben.
5 Numerikus eredm¶enyek
A numerikus sz¶am¶³t¶asokat egy 64-bites Windows 10 oper¶aci¶os rendszerrel
rendelkez}o, 16 Gb-os, AMD FX6300-as processzoros asztali sz¶am¶³t¶og¶epen
v¶egeztÄuk. Optimaliz¶al¶asi szoftverk¶ent a Gurobi 8.0.0 verzi¶oj¶at haszn¶altuk,
amelyhez tartoz¶o programunkat Python 3.6 nyelven ¶³rtuk meg.
Az els}o n¶eh¶any vizsg¶alatunk sor¶an feltettÄuk, hogy egy id}oszak alatt legfel-
jebb 1 k¶ar kÄovetkezhet be (M = 1). A c¶elfÄuggv¶enyben a g v¶altoz¶ok s¶ulyainak
a t¶³pusok ar¶any¶at haszn¶altuk (8i : ¯i = Ãi).
Els}o modellÄunkben egy kev¶esb¶e kock¶azatosabb, ¸1 = 10%-os param¶eterrel
¶es egy kock¶azatosabb, ¸2 = 20%-os param¶eterrel rendelkez}o t¶³pust vettÄunk
¯gyelembe, mind a kett}ot ugyanolyan ar¶annyal (Ã1 = Ã2 = 50%).
A modell megold¶asa eset¶en h¶arom kÄulÄonbÄoz}o d¶³jvektort haszn¶altunk, ame-
lyek a 2. t¶abl¶azatban l¶athat¶oak (%-ban megadva).
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0 1 2 3 4 5 6 7 8 9 10 11 12 13 14
¼A 18,5 18 17,5 17 16,5 16 15,5 15 14,5 14 13,5 13 12,5 12 11,5
¼B 21,3 20,2 19,3 18,3 17,4 16,6 15,8 15 14,3 13,6 12,9 12,3 11,7 11,1 10,6
¼C 25,7 23,8 22 20,4 18,9 17,5 16,2 15 13,9 12,9 11,9 11,0 10,2 9,5 8,8
2. t¶abl¶azat. Az A; B; C t¶³pus¶u d¶³jak
Az A t¶³pus¶u d¶³jvektor line¶aris, a B ¶es C ezzel szemben nem line¶aris. A
¼C d¶³jvektor eset¶en a legnagyobb az elt¶er¶es a legalacsonyabb-, illetve legma-
gasabb d¶³j kÄozÄott, m¶³g a ¼A eset¶en a legkisebb. Mindh¶arom t¶³pus¶u d¶³jvektor
eset¶en a 7-edik oszt¶aly d¶³ja egyezik meg az ¶atlagos k¶arval¶osz¶³n}us¶eggel.
Az oszt¶alyokban a szerz}od}ok legal¶abb ¿ = 0,1%-¶anak kell lennie, el}oszÄor
a futtat¶asainkb¶ol a d¶³jv¶altoztat¶as lehet}os¶eg¶et kihagytuk.
Az A ¶es B t¶³pus¶u d¶³jak eset¶en az optim¶alis szab¶aly az (1,-7) lett, teh¶at
k¶armentes esetben egy oszt¶alyt jav¶³tanak a biztos¶³tottak, k¶ar eset¶en pedig 7
oszt¶allyal romlik a besorol¶asuk. A ¼C d¶³j eset¶en az ¶atsorol¶asi szab¶aly kev¶esb¶e
lett szigor¶u, k¶ar okoz¶asa ekkor 5 oszt¶aly ront¶as¶at eredm¶enyezte. Az A; B
t¶³pus¶u d¶³jak eset¶eben egyik oszt¶aly sem z¶ar¶odott be, azonban a ¼C d¶³jvek-
torn¶al az oszt¶alyok optim¶alis sz¶ama 13 lett, teh¶at a 13-as ¶es 14-es oszt¶aly
bez¶arult. A ¼C d¶³jvektor eset¶en a bez¶ar¶as az¶ert szÄuks¶eges, mivel a magasabb
oszt¶alyokban l¶ev}o d¶³jak a m¶asik k¶et d¶³jt¶³pushoz k¶epest sokkal alacsonyabbak,
ez¶ert ekkor bez¶ar¶as n¶elkÄul a (30) korl¶at s¶erÄulne, m¶³g a ¼A; ¼B d¶³jak eset¶en ez
a korl¶at bez¶ar¶as n¶elkÄul is teljesÄulhet.
1. ¶abra. A P; Q; R d¶³jv¶altoztat¶assal kapott d¶³jvektorok
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A tov¶abbiakban a d¶³jv¶altoztat¶ast is lehet}ov¶e tettÄuk. Ehhez az L = 3, illet-
ve " = 0,1%-os ¶ert¶ekeket haszn¶altuk. Mindegyik d¶³j eset¶en k¶et t¶³pus¶u modellt
futtattunk, az egyikben kiz¶ar¶olag O t¶³pus¶u d¶³jv¶altoztat¶asokat engedtÄunk meg,
a m¶asik eset¶en pedig P; Q;R t¶³pus¶uakat. Az O t¶³pus¶u d¶³jv¶altoztat¶asokkal
1 ¶ora alatt nem tal¶alt optim¶alis megold¶ast a program, egyik t¶³pus¶u indul¶o
d¶³jvektorra sem, m¶³g a P;Q;R t¶³pus¶u d¶³jv¶altoztat¶asok eset¶en az optim¶alis
megold¶ast kevesebb, mint 12 perc alatt tudtuk meghat¶arozni. Az A d¶³j eset¶en
680 m¶asodperc, a B-n¶el 231, m¶³g a C eset¶en csup¶an 88 m¶asodperc.
Ekkor az optim¶alis szab¶aly mind a h¶arom esetben (1,-6) lett, az optim¶alis
d¶³jvektorok pedig az 1. ¶abr¶an l¶athat¶oak. Az optim¶alis d¶³j (nagyj¶ab¶ol) azonos
mind a h¶arom esetben, fÄuggetlenÄul att¶ol, hogy mi volt a kiindul¶o d¶³jvektor.
5.1 Realisztikus modell
A bevezet}o p¶elda ut¶an egy sokkal realisztikusabb modell eredm¶eny¶et is szeret-
n¶enk bemutatni. A k¶erd¶es, hogy milyen param¶eter}u (¶es h¶any) t¶³pust ¶erdemes
haszn¶alni. Rendelkez¶esÄunkre ¶alltak egy magyarorsz¶agi biztos¶³t¶o KGFB ada-
tai a 2008 ¶es 2009 ¶evekre. Logisztikus regresszi¶oval becsÄultÄuk meg a k¶arokoz¶as
val¶osz¶³n}us¶eg¶et minden szerz}od¶esre, a becsÄult val¶osz¶³n}us¶egek hisztogramja a
2. ¶abr¶an l¶athat¶o.
A hisztogram megalkot¶as¶an¶al ismertek voltak a biztos¶³tottak param¶eterei,
teh¶at igaz¶ab¶ol nem antiszelekci¶os modellr}ol van sz¶o. A hisztogram megalko-
t¶as¶an¶al nem az volt a c¶elunk, hogy az antiszelekci¶ot vizsg¶aljuk, hanem hogy
re¶alis val¶osz¶³n}us¶egeket t¶ars¶³tsunk a t¶³pusokhoz.
2. ¶abra. BecsÄult k¶arokoz¶asi val¶osz¶³n}us¶egek eloszl¶asa
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3. t¶abl¶azat. A l¶etrehozott t¶³pusok param¶eterei
A 2. ¶abra alapj¶an 5 kock¶azati csoportot hoztunk l¶etre (a csoportok l¶et-
rehoz¶asa nem egy¶ertelm}u, m¶as csoportos¶³t¶as is sz¶amba jÄohetett volna, de
a v¶egeredm¶eny ¶erdemben nem v¶altozik). A l¶etrehozott csoportok (t¶³pusok)
f}obb mutat¶oi a 3. t¶abl¶azatban tal¶alhat¶oak.
Az LP modellben az egy id}oszak alatt bekÄovetkezhet}o legnagyobb k¶ar-
sz¶amnak kett}ot hat¶aroztunk meg (M = 2), a k¶arsz¶am pedig Poisson-eloszl¶ast
kÄovet (a kett}on¶el tÄobb k¶ar val¶osz¶³n}us¶eg¶et a kett}o k¶arsz¶amhoz adtuk hozz¶a,
de esetÄunkben ez eleny¶esz}o val¶osz¶³n}us¶eg).
A BM rendszer indul¶o d¶³jainak minden oszt¶alyban az ¶atlagos k¶arval¶osz¶³-
n}us¶eget hat¶aroztuk meg, azaz ¼k = 3,08%. A d¶³jv¶altoztat¶ashoz a P;Q;R
t¶³pus¶u d¶³jv¶altoztat¶asokat haszn¶altuk (" = 0,001) ¶es hasonl¶oan a kor¶abbi
p¶eld¶ahoz L = 3 param¶eter ¶ert¶ekkel sz¶amoltunk; az R t¶³pus¶u d¶³jv¶altoztat¶as
eset¶en az Äot sz¶els}o oszt¶alyt vettÄuk ¯gyelembe, mind a k¶et oldalon (H = 5).
Mivel az indul¶o d¶³jvektor ebben az esetben ,,v¶³zszintes", ez¶ert a Q v¶altoz¶ok
eset¶en csak azt az ir¶any¶u ,,teker¶est" enged¶elyeztÄuk, amikor az als¶obb oszt¶a-
lyokban nÄovekedhet, m¶³g fels}o kateg¶ori¶akban csÄokkenhet a d¶³j. Hasonl¶oan az
R t¶³pus¶u v¶altoztat¶asok eset¶en a d¶³jvektor als¶o oszt¶alyai eset¶en csak nÄovel¶est
enged¶elyeztÄuk, m¶³g a fels}o oszt¶alyokban egyedÄul csak a d¶³jak csÄokkent¶es¶et.
Az oszt¶alyok sz¶am¶at K + 1 = 20-ra ¶all¶³tottuk, a bez¶ar¶ashoz a ¿ = 0,001
¶ert¶eket haszn¶altuk.
Ekkor az optim¶alis megold¶as meghat¶aroz¶as¶ara kÄozel 14 ¶or¶ara volt szÄuks¶eg.
Az optim¶alis megold¶asban egyik oszt¶aly sem z¶arult be, az ¶atsorol¶asi szab¶aly
szerint k¶armentes esetben a biztos¶³tottak 1 oszt¶alyt l¶epnek felfele, az els}o k¶ar
eset¶en pedig 14-et lefele, k¶et vagy tÄobb k¶ar bekÄovetkez¶ese mellett pedig egyb}ol
a legrosszabb, 0-adik oszt¶alyba kerÄulnek. Ebben az esetben tÄobb oszt¶alynak
is ugyanazt a d¶³j¶at kaptuk az optim¶alis megold¶asban. A 0-3 oszt¶aly eset¶en a
d¶³j 0,0325 lett, a 4-edik oszt¶aly¶e 0,0315, m¶³g az Äosszes tÄobbi kateg¶ori¶aban a
d¶³j 0,0305 lett.
Teh¶at l¶enyeg¶eben egy h¶arom oszt¶alyt tartalmaz¶o BM rendszer lett az op-
tim¶alis, amelyben legal¶abb 15 ¶ev k¶armentess¶eg eset¶en az els}o k¶ar okoz¶asa ut¶an
a d¶³j nem nÄovekszik. Amennyiben 14 id}oszakkal kor¶abban tÄort¶ent utolj¶ara
k¶ar, akkor ¶ujabb k¶ar okoz¶asa eset¶en a d¶³j kis m¶ert¶ekben nÄovekszik, m¶³g ha 14
¶evn¶el kor¶abban tÄort¶ent az el}oz}o k¶ar, akkor egyb}ol a legmagasabb d¶³jat ¯zeti
a biztos¶³tott. A legkisebb d¶³j el¶er¶es¶et, b¶armely oszt¶alyb¶ol kiindulva legfeljebb
5 k¶armentes ¶ev ut¶an ¶erhetik el a szerz}od}ok.
ÄOsszehasonl¶³t¶ask¶eppen, ennek az ¶atsorol¶asi szab¶alynak a stacion¶arius va-
l¶osz¶³n}us¶egeivel kisz¶amoltuk a Heras et al. (2004) LP modellj¶enek az optim¶alis
d¶³jvektor¶at is. Az eredeti a modellen annyit v¶altoztatunk, hogy ¯gyelem-
be vettÄuk a biztos¶³tott kock¶azatkerÄul¶es¶et, teh¶at a v¶arhat¶o k¶ar ¶es v¶arhat¶o
ki¯zet¶es abszol¶ut elt¶er¶eseit ebben az esetben is oszt¶alyonk¶ent kÄulÄon vettÄuk
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¯gyelembe. Ezen k¶³vÄul a modellhez egy (30) t¶³pus¶u korl¶atot is hozz¶aadtunk.
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A cik stacion¶arius val¶osz¶³n}us¶egek most param¶eterek (ellent¶etben az ¶alta-
lunk bemutatott modellel), ¶es a ¼k d¶³jak pedig nemnegat¶³v folytonos v¶altoz¶ok.
Ekkor olyan d¶³jvektort kaptunk, amely eset¶en a 19-es oszt¶aly d¶³ja 0,296
lett, m¶³g az Äosszes tÄobbi oszt¶alyban pedig 0,032 . Teh¶at ebben az esetben is a
MILP modellhez hasonl¶o, l¶epcs}os jelleg}u d¶³jvektort kaptunk, a MILP modell
eset¶eben 3 kÄulÄonbÄoz}o d¶³j¶u oszt¶allyal, m¶³g az LP eset¶en kett}ovel.
A c¶elfÄuggv¶eny ¶ert¶eke a MILP eset¶eben 0,0058691 -lett, m¶³g az LP eset¶eben
enn¶el nem sokkal kevesebb, 0,0057368 . Ez a viszonylag alacsony elt¶er¶es ma-
gyar¶azhat¶o azzal, hogy m¶³g a Heras et al. (2004) LP modellj¶eben a d¶³jak
v¶altoztat¶asa folytonosan lehets¶eges, addig a MILP modellben ezt csak a meg-
adott " ¶ert¶ekek seg¶³ts¶eg¶evel tehetjÄuk meg. Teh¶at megfelel}oen alacsonyan ki-
v¶alasztott " ¶es el¶eg sok P; Q;R t¶³pus¶u bin¶aris v¶altoz¶o eset¶en a MILP modell
c¶elfÄuggv¶eny¶ert¶eke kÄozelebb kerÄulhet az LP modell¶ehez, de ez a v¶altoztat¶as a
modell fut¶asidej¶enek nÄoveked¶es¶et eredm¶enyezn¶e.
Annak ellen¶ere, hogy a kapott ¶atsorol¶asi szab¶aly szigor¶unak t}unik, a v¶egs}o
stacion¶arius val¶osz¶³n}us¶egek viszonylag hasonl¶oak a kÄulÄonbÄoz}o t¶³pusokra, a
konkr¶et ¶ert¶ekek a 4. t¶abl¶azatban tal¶alhat¶oak (a helytakar¶ekoss¶ag miatt nem
adtuk meg minden oszt¶alyra a val¶osz¶³n}us¶egeket, csak n¶eh¶anyra, de ezek
alapj¶an is j¶ol l¶atszanak a tendenci¶ak).
B¶ar a c¶elfÄuggv¶eny meghat¶aroz¶as¶an¶al az ¶atlagos abszol¶ut elt¶er¶est mini-
maliz¶altuk, hasznos inform¶aci¶o, ha megadjuk t¶³pusonk¶ent a MILP modell
d¶³jai eset¶en a v¶arhat¶o d¶³j¯zet¶est, ez szerepel az 5. t¶abl¶azatban.
T¶³pus B M k a t e g ¶o r i a
0 1 5 12 18 19
¸1 = 1,8% 0,0033 0,0035 0,0175 0,0154 0,0139 0,7628
¸2 = 2,7% 0,0074 0,0077 0,0256 0,0212 0,0180 0,6579
¸3 = 3,2% 0,0102 0,0106 0,0298 0,0238 0,0196 0,6043
¸4 = 4,1% 0,0162 0,0166 0,0368 0,0276 0,0216 0,5161
¸5 = 5,0% 0,0233 0,0234 0,0431 0,0303 0,0225 0,4385
4. t¶abl¶azat. Stacion¶arius val¶osz¶³n}us¶egek t¶³pusok eset¶en
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¸1 = 1,8% ¸2 = 2,7% ¸3 = 3,2% ¸4 = 4,1% ¸5 = 5,0%
0,03053 0,03057 0,0306 0,03065 0,03071
5. t¶abl¶azat. D¶³j¯zet¶es v¶arhat¶o m¶ert¶eke t¶³pusonk¶ent
Az 5. t¶abl¶azat adatai szerint a d¶³j¯zet¶es v¶arhat¶o m¶ert¶eke emelkedik ugyan
a kock¶azat nÄoveked¶es¶evel, de a nÄoveked¶es m¶ert¶eke eleny¶esz}o. Ha szÄuks¶e-
ges, el tudn¶ank ¶erni, hogy a v¶arhat¶o d¶³j¯zet¶es jobban igazodjon a t¶enyleges
kock¶azathoz, de ezt csak azon az ¶aron tudjuk megtenni, hogy jelent}osen meg-
nÄovekszik a d¶³j ingadoz¶asa BM kateg¶ori¶ank¶ent, amivel sz¶els}o esetben a bizto-
s¶³t¶as ¶ertelme (kock¶azatcsÄokkent¶es) veszik el. Ha szÄuks¶eges, a c¶elfÄuggv¶enyben
k¶et szempontot (v¶arhat¶o d¶³j¯zet¶es hozz¶aigaz¶³t¶asa a t¶enyleges kock¶azathoz,
illetve a d¶³j¯zet¶es ingadoz¶as¶anak kontroll¶al¶asa) egyszerre is ¯gyelembe ve-
hetjÄuk, ekkor a c¶elfÄuggv¶eny a (33) ¶es (36) kifejez¶esek line¶aris kombin¶aci¶oja
lesz.
A val¶os adatok elemz¶ese kapcs¶an a m¶asik fontos megjegyz¶esÄunk, hogy
az optim¶alis ¶atsorol¶asi szab¶aly l¶enyegesen szigor¶ubb a magyar gyakorlatn¶al.
Az 1. t¶abl¶azat adatai alapj¶an kijelenthet}o, hogy a magyar rendszer viszony-
lag enyh¶en bÄunteti a k¶arokoz¶ast. ¶Erdemes lenne elgondolkodni a szab¶aly
szigor¶³t¶as¶an.
5.2 Nagy kock¶azat¶u csoportok
Az 5.1 fejezetben bemutatott modell v¶egeredm¶enye abb¶ol a szempontb¶ol
negat¶³v lett, hogy a BM rendszer nem igaz¶an tudta szelekt¶alni a t¶³pusokat. A
negat¶³v eredm¶eny h¶atter¶eben az ¶all, hogy a k¶arbekÄovetkez¶esi val¶osz¶³n}us¶egek
kicsik. P¶ar ¶ev k¶artapasztalata alapj¶an kell eldÄonteni, hogy a k¶arokoz¶as val¶o-
sz¶³n}us¶ege pl. 1,8% vagy 2,7%, ami nem t}unik igaz¶an re¶alis feladatnak, mivel
ezt csak nagy hib¶aval tudjuk megtenni. Ez¶ert egy olyan modellt is megn¶ez-
tÄunk, ahol nagyobb k¶arokoz¶asi val¶osz¶³n}us¶egek szerepelnek. Ebben az esetben
a v¶egeredm¶eny sokkal kedvez}obb lett.
A t¶arsadalomban Äot azonos m¶eret}u csoport van, rendre 10%; 20%; 30%;
40%, valamint 50% k¶arbekÄovetkez¶esi val¶osz¶³n}us¶eggel. A tÄobbi param¶eteren
nem v¶altoztattunk, ugyanaz maradt, mint az 5.1 fejezetben.
Ekkor ¶atsorol¶asi szab¶alynak az (1, -3, -8)-at kaptuk, a modell fut¶asideje
pedig 46 ¶ora volt. A d¶³jvektorra pedig ism¶et l¶epcs}ozetes eredm¶eny szÄuletett:
a 0 kateg¶oria d¶³ja 0,46 , az 1{4 oszt¶alyok¶e 0,4 , a 5{14 kateg¶ori¶ak¶e 0,3 , a
15{19 oszt¶alyok¶e pedig 0,14 . Fontos ¶eszrev¶etel, hogy a legjobb d¶³j 0,14 , m¶³g
a legrosszabb 0,46 , teh¶at a legjobb t¶³pusnak (0,1-es param¶eterrel) biztosan
magasabb d¶³jat kell ¯zetnie, mint az ¶altala okozott v¶arhat¶o k¶ar. Ezzel szem-
ben a legrosszabb t¶³pusnak (akik v¶arhat¶o k¶ara 0,5) pedig biztosan kevesebbet
kell ¯zetnie, mint a t¶enyleges kock¶azata. Teh¶at a BM rendszerben biztosan
lesz kereszt¯nansz¶³roz¶as.
A csoportok v¶arhat¶o d¶³j¯zet¶esei a 6. t¶abl¶azatban l¶athat¶oak, a MILP sor-
ban. Kisz¶amoltuk, hogy a kapott ¶atsorol¶asi szab¶alyok eset¶en mi az optim¶alis
d¶³jvektor, ezekkel sz¶amolt v¶arhat¶o d¶³j¯zet¶es szerepel a Heras-LP sorban.
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¸1 = 0,1 ¸2 = 0,2 ¸3 = 0,3 ¸4 = 0,4 ¸5 = 0,5
MILP 0,1535 0,2249 0,3319 0,3842 0,4059
Heras-LP 0,1373 0,2183 0,3350 0,3931 0,4163
6. t¶abl¶azat. V¶arhat¶o d¶³j¯zet¶esek nagy k¶arval¶osz¶³n}us¶egi modell eset¶en
L¶athat¶o, hogy ebben az esetben a BM rendszer sokkal jobban szelekt¶alja
a t¶³pusokat, nagyobb m¶ert¶ekben kÄulÄonbÄoznek a BM kateg¶ori¶ak d¶³jai is, ¶es
a v¶arhat¶o d¶³j¯zet¶es is jobban igazodik a t¶enyleges kock¶azathoz. A t¶³pusok
kÄozÄott ugyan van kereszt¯nansz¶³roz¶as, de az antiszelekci¶o kÄozgazdas¶agi iro-
dalm¶anak ismeret¶eben ezen nem is lep}odÄunk meg.
6 ÄOsszefoglal¶as
A tanulm¶anyban egy olyan vegyes eg¶esz¶ert¶ek}u line¶aris programoz¶asi modellt
de¯ni¶altunk, amelyben egy adott BM rendszerben egyszerre optimaliz¶alhat-
juk az ¶atsorol¶asi szab¶alyokat, a d¶³jakat ¶es a BM oszt¶alyok sz¶am¶at. A modell-
ben a c¶elfÄuggv¶eny elt¶er a szok¶asost¶ol: jellemz}oen azt t}uzik ki c¶elul, hogy a
t¶³pusok v¶arhat¶o d¶³j¯zet¶ese megegyezzen a t¶enyleges kock¶azattal. Ez az elv¶a-
r¶as kÄonny}uszerrel teljes¶³thet}o, de csak azon az ¶aron, hogy a BM oszt¶alyok
d¶³j¶aban ak¶ar tÄobb nagys¶agrendnyi kÄulÄonbs¶eg mutatkozik. Mi az elm¶eleti
¶ert¶ekt}ol vett ¶atlagos abszol¶ut elt¶er¶est minimaliz¶altuk, ami a biztos¶³tott koc-
k¶azatelutas¶³t¶as¶at jobban ¯gyelembe veszi.
A bemutatott elm¶eleti keretet tÄobb felt¶etelez¶es mellett numerikusan is
teszteltÄuk. A fut¶asi id}o jelent}os is lehet, de a BM rendszerek kalibr¶aci¶oja
jellemz}oen ¶evente tÄort¶enik, ez¶ert a fut¶asi id}ok toler¶alhat¶oak.
A numerikus p¶elda eredm¶enyeit ¶ertelmezve meg¶allap¶³that¶o, hogy relat¶³ve
nagy k¶arokoz¶asi val¶osz¶³n}us¶eggel rendelkez}o csoportokat a BM rendszer meg-
felel}oen szelekt¶al. Kis k¶arval¶osz¶³n}us¶eg}u csoportok eset¶en a kÄulÄonbÄoz}o t¶³pusok
v¶arhat¶o d¶³j¯zet¶ese kÄozel azonos (cser¶ebe a d¶³jak ingadoz¶asa kicsi). Az ered-
m¶enyek m¶asik tanuls¶aga, hogy az optim¶alis ¶atsorol¶asi szab¶aly jellemz}oen
szigor¶ubb, mint a magyar gyakorlat (k¶aronk¶ent 2 BM kateg¶ori¶at esik a biz-
tos¶³tott). A k¶arbekÄovetkez¶esi val¶osz¶³n}us¶egek jellemz}oen kicsik, a magyar
KGFB rendszerben a biztos¶³tottak tÄobbs¶ege a b¶onusz 10 oszt¶alyban van.
Ez azt is jelenti, hogy ¶erezhet}oen kÄulÄonbÄoz}o kock¶azat¶u egy¶enek ugyanazt a
v¶arhat¶o d¶³jat ¯zetik, a rendszer nem el¶egg¶e hat¶ekonyan szelekt¶al. Valamivel
jobb szelekt¶al¶as el¶erhet}o lenne, ha er}osebben bÄuntetn¶enk a k¶arokoz¶ast.
KÄoszÄonetnyilv¶an¶³t¶as
A szerz}ok ez¶uton szeretn¶ek kifejezni h¶al¶ajukat a k¶et ismeretlen lektornak
¶ert¶ekes ¶eszrev¶eteleik¶ert, megjegyz¶eseik¶ert. Szeretn¶enk tov¶abb¶a megkÄoszÄonni
Kov¶acs L¶aszl¶onak is a hasznos tan¶acsait.
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OPTIMISATION OF TRANSITION RULES IN BONUS-MALUS
SYSTEMS
The Bonus-malus (BM) system is a risk management method in actuarial science,
the application of which is recommended when an insurance company assumes
there are some unobservable parameters, that a®ect the risk of each policyholder.
It means the policyholders can be categorized into risk-groups, however, the insur-
ance company is unable to perfectly classify each policyholder into the prede¯ned
risk-groups through the observable parameters (such as age, sex, education, etc).
Therefore, there remains an error of this classi¯cation, that means there are some
underlying unobservable parameters, that a®ect the risks of the policyholders. Ac-
cording to the corresponding literature, this causes welfare loss in the insurance
market. Estimating these parameters is not a straightforward task with statistical
methods, however, with multi-period contracts, the insurer can make a more precise
estimation of the overall risk for each policyholder. The Bonus-malus system is a
classi¯cation scheme for multi-period contracts.
In a Bonus-malus system, there are a ¯nite number of classes, where the poli-
cyholders are assigned in each period. Each class has a di®erent premium, which
means the payment of the policyholders depends on the class they are assigned into.
At the start of the contract, each policyholder is assigned into the 'initial class'.
Subsequently, if the policyholder has a claim in the next period, he/she moves to
a worse class, so the payment of the policyholder will increase in the following pe-
riod. However, if he/she does not have a claim in the period, then he/she moves
to a better class, therefore his/her payment will be lower in the subsequent period.
The reclassi¯cation between the periods in the Bonus-malus system is set by the
so-called transition rules. The transition rules de¯ne how many classes should the
policyholders decrease in the following period if they cause claims. Additionally,
there should be a no-claim transition rule, which would increase the policyholder's
class in the subsequent period. The most notable application of the BM systems
is in the ¯eld of automobile third-party liability insurances. Designing a BM sys-
tem requires choosing the transition rules between the classes and their number,
the scale of premiums and the initial class. If the insurance company would know
each policyholder's true risks, then each risk-groups' premium would be equal to
their expected claim. Hence, the purpose of the optimisation is to ¯nd the best
possible BM system, that approximate this `ideal situation' as closely as possible.
Nevertheless, it is impossible to design a BM system, that eliminates the welfare
loss, thus we would like to minimize the di®erence from the `ideal situation'. To
minimize this di®erence, we can set `good' premium scales and `good' transition
rules. The ¯rst possibility is widely studied in actuarial literature, however, there
is less emphasis on the second one.
In this article, we introduced a MILPmodel for the optimization of the transition
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rules. In the literature of the Bonus-malus systems, using LP (or MILP) technic
is relatively uncommon. Only one known LP model exists for the optimisation of
the premiums, introduced by Heras et al.(2004). We adopted the assumptions that
were applied in that model. In this MILP model, for ¯nding the optimal transition
rules, we assign binary variables to each possible transition rule. In this model, the
premiums are external parameters, however, the model can be modi¯ed into the
joint optimisation of transition rules and premiums. In this joint optimisation, we
set initial premiums as external parameters, that we can increase or decrease with
binary variables in the optimisation process. Furthermore, we introduce another
modi¯cation of the model, where we can jointly optimise the number of classes as
well. In the optimisation of the number of classes, we ¯x the initial number of
classes and assign to each class a binary variable. If this binary variable is equal to
one, then we close the class, which means that we reduce the number of classes by
one. In the model, we assume there are di®erent risk-groups among the insurance
company's policyholders. We know the number, the ratio and expected number of
claims of each risk-group.
In practice of the BM systems, transition rules are based only on the number of
claims, and the claim amount is ignored. The reason for this ignorance is that the
risk-groups can be distinguished more accurately by the number of claims than the
(conditional) claim amount. We operate with the same assumption in the MILP
model, therefore we only consider the number of claims. For the sake of simplicity,
we assume the claim amount is equal for each type of policyholders. Also, we
assume the expected claim amounts of the risk-groups do not change over time. In
most of the corresponding literature, the optimisation of the BM systems is based
on the Loimaranta-elasticity (Loimaranta(1972)). The elasticity shows that if the
risk increases by 1%, then how it will a®ect the expected payment. The elasticity
is a practical indicator for optimizing a system where the purpose is the higher-
risk policyholders should have a higher expected payment. Although the elasticity
does not re°ect the risk aversion of the policyholders. That means in any BM
system, the variance of the premiums should not be excessively high. Hence in the
MILP model, we adopt an objective function, that considers the risk-aversion of
the policyholders.
An essential requirement is the ¯nancial balance of the BM system. In the long
run, it is inadequate to operate a BM system, that cause loss for the insurance
company. Each model, that uses the Lomaintra-elasticity for the optimisation,
ensures some kind of ¯nancial balance. However, the objective function of our
model requires the usage of a pro¯tability constraint in the BM system.
In this article, we present some numerical experiments of this MILP model
for some smaller sized scenarios. Furthermore, we used data from a Hungarian
insurance company, to construct a more realistic scenario. In this case-study, we
found a stricter optimal transition rule than the one currently applied in the BM
system of the Hungarian automobile third-party liability insurance. Moreover, we
examined a less realistic case as well. Overall the BM system works better if the
di®erences between the risk-groups' claim-probabilities are higher.
