We study the time evolution of a three dimensional quantum particle under the action of a time-dependent point interaction fixed at the origin. We assume that the "strength" of the interaction α(t) is a periodic function with an arbitrary mean. Under very weak conditions on the Fourier coefficients of α(t), we prove that there is complete ionization as t → ∞, starting from a bound state at time t = 0. Moreover we prove also that, under the same conditions, all the states of the system are scattering states.
Introduction
We shall study the time evolution of a three dimensional system with timedependent Hamiltonian given by H(t) = H 0 + H I (t) where the "perturbation" H I (t) is a zero-range interaction with time-dependent (periodic) "strength". In particular we are interested in proving complete ionization of the system as t → ∞, starting from an initial condition at t = 0 given by a bound state of the system. By complete ionization one can mean two different statements. The weaker one is that the survival probability of the bound state, i.e. the scalar product of the state at time t with the bound state, goes to zero as t → ∞. The stronger one is that every state Ψ in the Hilbert space of the system is a scattering state (see for example [11, 13] ) of H(t), i.e. for every compact set S ⊂ R 3 ,
Ψ t denoting the time evolution of the state Ψ. The last statement is related to the absence of eigenvalues of the Floquet operator associated to H(t) (see [14, 18] ).
The usual way to deal with problems of this kind is by means of time-dependent perturbation theory and Fermi's golden rule, which gives for the survival probability the well known exponential decay for each term of order n of the perturbative expansion. On the other hand simple examples of regular perturbations show that the survival probability decays to zero as a power-law (i.e. the limits t → ∞ and n → ∞ can not be interchanged). When the perturbation is not small, it is in general very difficult to solve the problem and find the law of decay. Therefore it is interesting to find models in which a non-perturbative solution exists and study the survival probability. In this paper we study one such model, in which H I (t) is given by a three dimensional point interaction.
We shall see that it is possible to prove asymptotic complete ionization and find a power law decay (with exponent −3/2) for the survival probability, under generic condition on the scattering length 1 . The one-dimensional version of the same problem has been widely analyzed in [4, 5, 6, 7] , where complete ionization is proved under a suitable and very weak condition on the Fourier coefficients of the strength of the interaction. We shall see that the same genericity condition is also sufficient in the three dimensions to have complete ionization of the system. From a physical point of view, the model we are going to study is related to the strong laser ionization of Rydberg atoms 2 , showing many features of experimental data. Indeed, despite of the simplicity of the model, as in the one-dimensional case, it is possible to reproduce many effects of multiphoton ionization of excited hydrogen atoms by microwave field, with a good agreement with experiments (see [8] ).
The model
The model we are going to study is a quantum particle subjected to a timedependent point interaction fixed at the origin in three dimensions, namely a system defined by the time-dependent self-adjoint Hamiltonian H α(t) ,
= α(t) + λ 4π q λ (t) (2.1)
where λ ∈ R, λ > 0,
is the Green function of the free Hamiltonian H 0 = −∆. The operator 3 (2.2) has absolutely continuous spectrum if α(t) is positive, while, when α(t) < 0, there exists exactly one negative eigenvalue −(4πα(t)) 2 , , with normalized eigenfunction
It is well known (see [9, 10, 12, 16, 17] ) that the operator (2.2) defines a time propagation U (t, s) given by a two-parameters unitary family, solving the timedependent Shrödinger equation
where U 0 (t) = exp(−iH 0 t), U 0 (t; x) is the kernel associated to the free propagator and the charge q(t) satisfies a Volterra integral equation for t ≥ s,
We are interested in studying complete ionization of system defined by (2.2) and (2.4), starting by initial conditions
ϕ α(0) ( x) being the bound state 4 of H α(0) . The meaningful parameter of the system is the lower bound of α(t). Indeed, if inf(α(t)) ≥ 0, it is not difficult to see (see the remark at the end of section 5) that the asymptotic complete ionization is a straightforward consequence of the explicit expression of the evolution. Therefore we shall assume that the minimum of α(t) is negative and, since the choice of the initial time is arbitrary, we can require that the following conditions hold:
Condition 1 guarantees that α(t) can be decomposed in a Fourier series, for each t ∈ R + , and the series converges uniformly on every compact subset of the real 3 For a general review about point interactions see [1, 2] and references therein. 4 In order to do this analysis we shall require that α(0) < 0.
line, since α(t) is continuous, so that we can rewrite conditions (2.8) in terms of Fourier coefficients of α(t),
Equation (2.6) is of the form q = Lq + f and, considering the spectral properties of L in L 2 (R + ), it is easy to prove that the charge q(t) has at most an exponential behavior as t → ∞, i.e. asymptotically q(t) ≤ Ae bt :
where
Proof: Let us do the substitution q(t) = r(t)e bt in equation (2.6):
From the explicit expression of the function f (t), we can easily obtain that g(t) ≡ f (t)e −bt is a bounded function for each t ∈ R + , i.e.
g ∞ = C < ∞ so that, from the equation above, one has
Therefore the Laplace transform of q(t), denoted bỹ
exists analytic at least for ℜ(p) > b 0 . Hence, applying the Laplace transform to equation (2.6), one has
In the following sections we shall prove asymptotic complete ionization of the system under generic conditions on α(t). Although the result does not depend on the sign of the mean α 0 of α(t), we have to discuss separately the case α 0 < 0 and α 0 ≥ 0, because of the slightly different form of equation (2.11).
3 CASE I: α 0 < 0 Since α(0) < 0, changing the energy scale, it is always possible to assume that α(t) satisfies the normalization
Moreover we introduce another condition we shall use later on: let T the right shift operator on ℓ 2 (N), i.e.
T a n ≡ a n+1 (3.2)
we say that α = {α n } ∈ ℓ 2 (Z) is generic with respect to T , ifα ≡ {α n } n>0 ∈ ℓ 2 (N) satisfies the following condition
For a detailed discussion of genericity condition see [4] . If (3.1) holds, equation (2.11) becomes (at least for
with the choice of the branch cut for the square root along the negative real line:
with −π < ϑ ≤ π.
Analyticity on the (open) right half plane
Let us extend equation (3.4) on the whole open right half plane: we are going to prove that the solution exists and is analytic for ℜ(p) > 0. Setting q n (p) ≡q(p + iωn), we obtain a sequence of functions on the strip I = {p ∈ C, 0 ≤ ℑ(p) < ω} and calling
and g(p) = {g n (p)} n∈Z with
Proof: Analyticity for ℜ(p) > 0 easily follows from the explicit expression of the operator. Moreover L(p) can be written
and T is the right shift operator on ℓ 2 (Z). Since T = 1, the series converges strongly to a bounded operator. Moreover c(p) is a compact operator for ℜ(p) > 0: c(p) is the norm limit of a sequence of finite rank operators, because lim n→∞ c n (p) = 0. Hence the result follows for example from Theorem VI.12 and VI.13 of [15] .
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Proposition 3.2 The solutionq(p) of (3.4) exists and is analytic for ℜ(p) > 0.
Proof:
The key point will be the application of the analytic Fredholm theorem to the operator L(p) (Theorem VI.14 of [15] ), in order to prove that (I − L(p)) −1 exists for ℜ(p) > 0. So let us begin with the analysis of the homogeneous equation associated to (3.6) ,
and suppose that there exists a nonzero solution Q(p) = {Q n (p)} n∈Z . Multiplying both sides of the equation by Q * n and summing over n ∈ Z, n = 0 we have
but, since the right hand side is real, because of condition 2 in (2.9), it follows that
On the open right half plane, the imaginary part of √ ωn − ip is strictly negative ∀n ∈ Z: ℑ(ωn − ip) = −ℜ(p) < 0, so that ωn − ip = ̺e iϑ with −π < ϑ < 0 and
In conclusion Q n = 0, for every n ∈ Z, n = 0 and then by (3.7) Q 0 = 0 too. Since there is no nonzero solution of the homogeneous equation associated to (3.6) and L is compact on the whole open right half plane, analytic Fredholm theorem applies and the result then easily follows, because g(p) ∈ ℓ 2 (Z) and each g n (p) is analytic for ℜ(p) > 0. 
Behavior on the imaginary axis at
and discussion contained in Propositions 3.1 and 3.2, it is clear that the solution can have poles only at p = (
and then the singularity appears at most in the equation for q n0 (there is only one integer which satisfies the previous inequality) at p = (
2 , the pole may be at p = (4πα 0 ) 2 i in the equation for
Actually we have to distinguish the so called (see [4] ) resonant case, i.e. when
for some N ∈ N, because in that case we can have a pole only at p = 0 and then the solution is immediately seen to be analytic on the whole imaginary axis except at most for p = 0.
In the following we are going to prove that, under suitable condition on the Fourier coefficients of α(t), the solution has actually no pole singularity on the imaginary axis (except at most a pole at p = 0): let us start with a preliminary useful result Lemma 3.1 Let (2.9) and the genericity condition (3.3) be satisfied by {α n }.
The system of equations
has a unique solution {r n } ∈ ℓ 2 (Z \ {0}) in a pure imaginary neighborhood of
the solution is analytic in the same neighborhood.
Proof: Equation (3.13) is of the form
and L ′ is a compact operator (see Proposition 3.1). In order to apply analytic Fredholm theorem to the operator L ′ , we need to prove that there is no nonzero solution in a neighborhood of p = (4πα 0 ) 2 i of the homogeneous equation. Suppose that the contrary is true, so that {R n } ∈ ℓ 2 (Z \ {0} is a nonzero solution of
Multiplying both sides of equation above by R * n and summing over n ∈ Z \ {0}, one has
The right hand side is real, so
Since we are interested in the behavior of the solution on the imaginary axis we can take s = −i(p − (4πα 0 ) 2 i) in a real neighborhood of 0 and, setting
, we have
if n ≥ n 0 and ℑ (4πα 0 ) 2 + s + ωn < 0 otherwise, with the choice (3.5) for the branch cut of √ p. Therefore R n = 0, ∀n < n 0 , in a real neighborhood of s = 0. Suppose that R = 0 and let N ∈ N be such that R n = 0, n < N , and R N = 0 (hence N ≤ n 0 ). For each n < N ,
which implies (see (2.9) and(3.1)), for each n ≥ 0,
where R ′ n = R * N −1+n and (· , ·) stands for the standard scalar product on ℓ 2 (N). If {α n } satisfies the genericity condition (3.3), R ′ has to be orthogonal also to e 1 and then R N = 0, which is a contradiction. Therefore R = 0. The first part of the Lemma then follows from analyticity of L ′ (p) and analytic Fredholm theorem. Moreover if {h n (p)} is analytic in a neighborhood of p = (4πα 0 ) 2 i, analyticity of the solution is a straightforward consequence.
2 Proposition 3.3 If {α n } satisfies (2.9) and the genericity condition with respect to T (3.3) , the solution of (3.6) has no pole for p = iλ, 0 < λ < ω.
Proof: First let us assume that ω > (4πα 0 ) 2 : the case ω < (4πα 0 ) 2 and the resonant one will be analyzed in the end. The strategy of the proof is to remove the contribution of the term q 0 , which may be singular, from (3.9), n = 0, using a change of variable and then separately prove that in fact q 0 is analytic in a neighborhood of p = (4πα 0 ) 2 i. By Lemma 3.1 there is a unique solution of the system
Setting q n = r n + t n q 0 , n = 0, on (3.9), one has
and therefore the equation for {r n }, n = 0, becomes
while q 0 satisfies the equation
is analytic in a neighborhood of p = (4πα 0 ) 2 i and {t n }, {r n } ∈ ℓ 2 (Z \ {0}) are both analytic, as it follows applying Lemma 3.1 above to (3.12) and (3.13), it is sufficient to prove that
Assume that the contrary is true: from equation (3.12) we obtain
where we have used condition 2 in (2.9). The previous equation implies (the right hand side is real)t n = 0, ∀n
and, from (3.12) we have,
Now setting T n =t n , n = 0, and T 0 = 1, we obtain, at least ∀n ≥ 0,
and using the genericity condition (3.3) (as in the proof of Lemma 3.1) we get {T n } = 0, which is a contradiction. In conclusion q 0 is analytic in a neighborhood of p = (4πα 0 ) 2 i: analyticity of q n , n = 0 is then a straightforward consequence of analyticity of {r n }, {t n } and decomposition q n = r n + t n q 0 . The proof is then completed, since r n and t n belong to ℓ 2 (Z \ {0}) in a neighborhood of p = (4πα 0 ) 2 i. The non-resonant case ω < (4πα 0 ) 2 can be treated in the same way: let n 0 be the unique integer that satisfies (3.10), setting q ′ n = q n+n0 , n ∈ Z and p ′ = p + iωn 0 , it is easy to see that {q ′ n (p ′ )} satisfies the system of equations (3.9) with p → p ′ , the possible pole is at p ′ = (4πα 0 
Behavior at p = 0
We shall now study the behavior of the solution of (3.9) on the imaginary axis at the origin. With the choice (3.5) for the branch cut of the square root, it is clear that we must expect branch points ofq(p), solution of (3.4), at p = iωn, n ∈ Z, which should imply a branch point at p = 0 for each q n in (3.9). We are going to show that q n , n ∈ N has a branch point at p = 0. The nonresonant case and the resonant one will be treated separately. Proof: Setting q n = r n + t n q 0 , n = 0 and choosing a non-zero solution {t n } of the system of equations (3.12), we obtain that {r n } must satisfy (3.13). It is easy to see that the result of Lemma 3.1 holds also in a neighborhood of p = 0, so that {r n }, {t n } ∈ ℓ 2 (Z \ {0}) are unique and analytic at p = 0. Thus it is sufficient to prove that q 0 , which is solution of
has the required behavior near p = 0. First, setting t 0 n = t n (p = 0), we have to prove that
but, assuming that the contrary is true and multiplying both sides of equation (3.12) by t 0 n * and summing over n ∈ Z, n = 0, one has
The right hand side is still real so that, assuming that the genericity condition is satisfied by {α n } and applying the argument about {t n } contained in the proof of Proposition 3.3, we immediately obtain {t 0 n } = 0, which is a contradiction. Now, calling
we have
where F ′ is analytic in a neighborhood of p = 0, because of analyticity of F and G, and
The resonant case, i.e. (4πα 0 ) 2 = ωN for some N ∈ N, is not so different from the non-resonant one and we shall prove that the solution has the same behavior at the origin. The proof is slightly different because we need to show the absence of a pole at p = 0: from (3.9) one has
and it is easy to see that we may have a pole at p = 0 in the solution.
We are going to prove that this is not the case: proceeding as in the proof of Proposition 3.3, let us begin with a preliminary result, which take the place of Lemma 3.1:
Lemma 3.2 Let (2.9) and the genericity condition (3.3) be satisfied by {α n }.
Moreover, if h n (p) is analytic in a neighborhood of p = 0, the solution is analytic in the same neighborhood.
Proof: We shall proceed as in the proof of Proposition 3.3, separating the contribution of q N , which may be singular, from the other equations: setting r n = u n + v n q N , n = 0, N , on (4.2), one has
and requiring for {v n }, n = 0, N ,
the equation for {u n }, n = 0, N , becomes
Moreover q N satisfies
Applying the discussion contained in the proof of Lemma 3.1, it is not difficult to see that the solutions of equations (3.17) and (3.16) are analytic in a neighborhood of the origin and belong to ℓ 2 (Z \ {0, N }). Therefore it remains to prove that (setting v
but the argument in the proof of Proposition 3.3 excludes this possibility, if {α n } satisfies the genericity condition. The proof is then completed, because analyticity of r N implies analyticity of all r n , n = 0, N . 
.9) and (3.3) (genericity condition), the solution of equation (3.9) has the form
q n (p) = c n (p) + d n (p) √ p, n ∈ Z,
Complete ionization in the generic case
Summing up the results about the behavior of the Laplace transformq(p) of q(t) we can state the following Theorem 3.1 If {α n } satisfies (2.9) and the genericity condition (3. 3) with respect to T , as t → ∞, q(t) ∼ A t
where A ∈ R and R(t) has an exponential decay, R(t) ∼ Ce −Bt for some B > 0.
Proof: Proposition 3.2, 3.3 and 3.4 guarantee thatq(p) is analytic on the closed right half plane, except branch point singularities on the imaginary axis at p = iωn, n ∈ Z. Therefore we can chose a integration path for the inverse of Laplace transform ofq(q) along the imaginary axis like in [4] . Proposition 3.4 implies that the contribution of the branch point at p = 0 is given by the integral
where G ′ , defined in (3.14), is a bounded analytic function on the negative real line: from explicit expression of F and G and equations (3.13) and (3.12), it is clear that G ′ is analytic and lim p→∞ G ′ (−p) = 0 on the real line. So that the corresponding asymptotic behavior as t → ∞ is
Let us consider now the contribution of branch points at p = iωn, n = 0: from equation (3.9) follows that, in a neighborhood of p = 0,
where F n (p) ∈ ℓ 2 (Z \ {0}) is analytic at p = 0, like the coefficient of √ p. Since q n (p) =q(p + iωn), the contribution of singularities at p = iωn, n = 0, is then given by
and ∞ 0 dp n∈Z n =0
because {α n } ∈ ℓ 2 (Z \ {0}):
Finally the rest function R(t) is given by the contribution of poles outside the imaginary axis and then shows an exponential decay as t → ∞.
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A straightforward consequence of Theorem 3.1 is that the survival probability of the bound state (initial datum)
tends to 0 when t → ∞: (2.9) and the genericity condition (3. 3) with respect to T , the system shows asymptotic complete ionization,
Proof: We are going to prove that ∀ε > 0, there exists a t 0 > 0 such that |θ(t)| ≤ ε, ∀t > t 0 . Using the decomposition of the wave function at time t defined by (2.4), we can break the scalar product in two pieces: let us consider first the second part which is given by
is a L 1 -function by Theorem (3.1). Let us now fix s > s 0 (ε) and consider the first term in the scalar product:
where Ψ s ∈ L 2 (R 3 ). Since the free propagator e −iH0t tends weakly to 0 when t → ∞, choosing t > s + δ(ε), with δ(ε) sufficiently great, one has
so that the whole expression is bounded by ε, ∀t > s 0 (ε) + δ(ε).
In the following we shall prove a stronger result about complete ionization of the system, namely that every state Ψ ∈ L 2 (R 3 ) is a scattering state 5 for the operator H α(t) , i.e.
where F (S) is the multiplication operator by the characteristic function of the set S ⊂ R 3 and U (t, s) the unitary two-parameters family associated to H α(t) (see (2.4) ). In order to prove (3.20), we first need to study the evolution of a generic initial datum in a suitable dense subset of L 2 (R 3 ) and then we shall extend the result to every state using the unitarity of the evolution defined by (2.4) (see e.g. [9] ). 
Proof: It is easy to see that the result contained in Proposition 2.1 holds also for every (sufficiently smooth) initial datum Ψ, so that the Laplace transform q(p) of q(t) exists analytic ∀p with ℜ(p) sufficiently large. Hence we can consider the Laplace transform of equation (2.6), which has the form (2.11) with
The equation forq(p) is then given bỹ
It is clear that for every smooth function Ψ, g(p) is analytic for ℜ(p) > 0. Hence Proposition 3.1 and 3.2 still apply and then the solution is unique and analytic in the right open half plane.
It is now sufficient to show that the solutionq(p) is also analytic on the imaginary axis except at most square root branch points at p = iωn as in the discussion of section 3.2 and 3.3.
For every smooth function Ψ with compact support,Ψ( k) is a smooth function with an exponential decay as k → ∞, so that
is a bounded function for s > 0. Hence the function g(p) has no pole for ℑ(p) ∈ (0, ω) and therefore the result contained in Proposition 3.3 still holds. Moreover
which is again bounded, so that g(p) has at the origin at most a branch point singularity of the form a(p) + b(p) √ p: following the proofs of Proposition 3.4 and 3.5, we can show thatq(p) has the same behavior at the origin. In conclusion the solution is analytic on the closed right half plane except branch points at p = iωn, n ∈ N, of the form a(p)+b(p) √ p − iωn. The proof of Theorem 3.1 then implies that q(t) as the prescribed behavior as t → ∞. 
Proof: We shall restrict the proof to the dense subset of L 2 (R 3 ) given by smooth functions with compact support and then we shall extend the result to every state using the unitarity of the evolution defined by (2.4) (see e.g. [9] ). Actually we are going to prove an equivalent but slightly different statement, i.e. ∀ε > 0, there exists t 0 such that ∀t > t 0 ,
The evolution of an initial state Ψ according to (2.4) is given by
Moreover, since Ψ t ∈ D(H α(t) ), the following decomposition holds
where q(t) is the solution of (2.6), ϕ t ∈ H 2 loc (R 3 ) and
We are going to show that, if q(t) ∈ L 1 (R + ), Ψ t satisfies the required property. Let us start analyzing the second term in (3.22) : imposing the unitarity condition of the evolution we have
but, using the decomposition (3.23),
loc , the absolute value of the first term on the right hand side is bounded by a constant c(τ, s) < ∞ such that c(s, s) = q(s) and 
Moreover by the same reason there exists s 2 (ε) > 0 such that ∀s > s 2 ,
Setting s 0 (ε) = max(s 1 (ε), s 2 (ε)), one has ∀s > s 0
so that the whole L 2 −norm of the second term in decomposition (3.22) is suitably small for s > s 0 . On the other hand the first term in (3.22 ) is the free evolution of a L 2 −function and hence there exists δ(ε) > 0 such that ∀t > s + δ and ∀R < ∞,
Setting t 0 (ε) = s 0 (ε) + δ(ε), from (3.22), (3.24) and (3.25) one has
. By Proposition 3.6 the inequality is then satisfied by every Ψ ∈ C ∞ 0 (R 3 ): unitarity of the family U (t, s) allows to extend the result to the whole Hilbert space L 2 (R 3 ).
Corollary 3.2 If {α n } satisfies (2.9) and the genericity condition with respect to T (3.3) , the discrete spectrum of the Floquet operator associated to H α(t) ,
is empty.
Proof: The result is a straightforward consequence of Theorem 3.2: every eigenvector of K is necessarily a periodic function and hence can not satisfy (3.20). If α(t) = α 0 = 0 does not depend on time, the problem has a simple solution: the spectrum of H α(t) is absolutely continuous and equal to the positive real line, with a resonance at the origin; hence there is no bound state and the system shows complete ionization independently on the initial datum. On the other hand if α(t) is a zero mean function, we shall see that the genericity condition (3.3) is still needed to have complete ionization. So let us assume that α 0 = 0, the normalization (3.1) holds and the initial datum is given by (2.7): equation (2.11) then becomes
with the choice (3.5) for the branch cut of √ p.
Analyticity on the (open) right half plane
Setting q n (p) ≡q(p + iωn), p ∈ I = [0, ω), as in Section 3.1, equation (4.1) assumes the form (3.6), 
Singularities on the imaginary axis
From (4.2) and explicit expressions of M and o n , it follows that the solution can not have a pole on the imaginary axis 6 and the only singularities are branch points at p = 0: with the choice (3.5) of the branch cut of the square root, the branch points of √ ωn − ip are at p = iωn, n ∈ Z, but, since 0 ≤ ℑ(p) < ω, we can have only one branch point at p = 0, independently on the value of ω. Proof: Let us proceed as in the proof of Proposition 3.4: setting q n = r n + t n q 0 , n ∈ Z \ {0}, where {t n } is the solution of
Lemma 3.1 guarantees that the solution {t n } ∈ ℓ 2 (Z \ {0, −n}) is unique and analytic at p = 0. By means of this substitution we obtain
and
where (like in the proof of Proposition 3.4)
Moreover F (0) = 0: suppose that the contrary is true, from equation (4.5) we have
The right hand side is real while ℑ( √ ωn) > 0, ∀n < 0, which implies t 0 n = 0, for each n < 0, and the result follows from the genericity of {α n }, like in the proof of Proposition 3.4. Moreover F and G are analytic in a neighborhood of p = 0 (see Lemma 3.1), so that
where F ′ and G ′ are analytic and
Complete ionization in the generic case
Like in section 3 we can now state the main result: (2.9) and the genericity condition (3. 3) with respect to T , as t → ∞,
Proof: See the proof of Theorem 3.1. 
Moreover the discrete spectrum of the Floquet operator is empty.
Proof: See the proof of Proposition 3.6 and Theorem 3.2. Proof: See the proof of Proposition 3.2, Proposition 3.1 and the previous discussion.
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Moreover the behavior at the origin is described by the following Proposition 5.2 If {α n } satisfies (2.9) and the genericity condition with respect to T (3.3) , then, in an imaginary neighborhood of p = iωn, n ∈ Z, the solution of equation (5.1) has the formq(p) = c n (p) + d n (p) √ p − iωn, where the functions c n (p) and d n (p) are analytic at p = iωn.
Proof: The proof of Proposition 3.4 still applies with only one difference: since, independently on ω, the solution can not have a pole on the imaginary axis, we need not to distinguish between the resonant case and the non-resonant one.
Conclusions and Perspectives
In sections 3,4 and 5 we have proved that, under the genericity condition on α(t), the system defined in section 2 shows asymptotic complete ionization, independently on its frequency. If inf(α(t)) < 0, the genericity condition may be a necessary condition to have complete ionization: for example, in one dimension, it is possible to exhibit (see [4] ) explicit functions α(t) for which the genericity condition fails 7 and the ionization is not complete. On the other hand, also in one dimension, it is not known whether the condition is necessary. It would be interesting to check if non generic α(t) gives rise to asymptotic partial ionization in three dimensions. A possible way to investigate this problem is the analysis of the discrete spectrum of the Floquet operator. If one can find an explicit relation between existence of eigenvalues of the Floquet operator and the genericity condition, it would be probably easy to check if the condition is truly necessary. On the other hand, as we expected, if α(t) is positive at any time, no further condition on α(t) is required to prove complete ionization. Two interesting future applications of these methods can be the problem of complete ionization for moving point interactions and for N time-dependent point interactions. Indeed there are simple examples in which asymptotic complete ionization occurs also for moving sources (see [3] ).
