Summary. We discuss the numerical solution of optimal control problems for instationary convection-diffusion and diffusion-reaction equations. Instead of viewing this problem as a large-scale unconstrained optimization problem after complete discretization of the corresponding optimality system, we formulate the problem as abstract linear-quadratic regulator (LQR) problem. Using recently developed efficient solvers for large-scale algebraic Riccati equations, we show how to numerically solve the optimal control problem at a cost proportional to solving the corresponding forward problem. We discuss two different optimization goals: one can be seen as stabilization of the plant model, the second one is of tracking type, i.e., a given (optimal) solution trajectory is to be attained. The efficiency of our approach is demonstrated for a model problem related to an optimal cooling process. Moreover, we discuss how the LQR approach can be applied to nonlinear problems.
Introduction
We consider nonlinear parabolic diffusion-convection and diffusion-reaction systems of the form
in Ω ∈ R d , d = 1, 2, 3, with appropriate initial and boundary conditions. Here, C is the convective part, K the diffusive part and Q is an uncontrolled source term. The state of the system is denoted by x and the control by u. A control problem is defined as min u J(x, u) subject to (1) , (2) where J(x, u) is a performance index which will be introduced later.
There are two possibilities for the appearance of the control. If the control occurs in the boundary condition, we call this problem a boundary control problem. It is called distributed control problem if the control acts in Ω or a sub-domain Ω u ⊂ Ω. The control problem as in (1) is well-suited to describe a distributed control problem while boundary control will require the specification of the boundary conditions as, for instance, given below.
The major part of this article deals with the linear version of (1), ∂x ∂t − ∇. (a(ξ)∇x) + d(ξ)∇x + r(ξ)x = B V (ξ)u(t), ξ ∈ Ω, t > 0,
with initial and boundary conditions α(ξ) ∂x(t) ∂n + γ(ξ)x(t) = B R u(t), ξ ∈ ∂Ω,
for sufficiently smooth parameters a, d, r, α, γ, x 0 . We assume that either B V = 0 (boundary control system) or B R = 0 (distributed control system).
In addition, we include in our problem an output equation of the form y = Cx, t ≥ 0, taking into account that in practice, often not the whole state x is available for measurements. Here, C is a linear operator which often is a restriction operator.
To solve optimal control problems (2) with a linear system (3) we interpret it as a linear quadratic regulator (LQR) problem. The theory behind the LQR ansatz has already been studied in detail, e.g., in [32, 33, 34, 35, 12, 2] , to name only a few.
Nonlinear control problems are still undergoing extensive research. We will apply model predictive control (MPC) here, i.e., we solve linearized problems on small time frames using a linear-quadratic Gaussian (LQG) design. This idea is presented by Ito and Kunisch in [29] . We will briefly sketch the main ideas of this approach at the end of this article.
There exists a rich variety of other approaches to solve linear and nonlinear optimal control problems for partial differential equations. We can only refer to a selection of ideas, see e.g. [41, 11, 23, 35, 25, 26] .
This article is divided into four parts. In the remainder of this section we will give a short introduction to linear control problems and we present the model problem used in this article. Theoretical results which justify the numerical implementation of the LQR problem will be pointed out in Section 2. The third section deals with computational methods for the model problem. There we go into algorithmic and implementation details and present some numerical results. Finally we give an insight into a method for nonlinear parabolic systems in Section 4.
Linear Problems
In this section we will formulate the linear quadratic regulator (LQR) problem. We assume that X , Y, U are separable Hilbert spaces where X is called the state space, Y the observation space and U the control space.
Furthermore the linear operators
are given. Such an abstract system can now be understood as a Cauchy problem for a linear evolution equation of the forṁ
Since in many applications the state x of a system can not be observed completely we consider the observation equation
which describes the map between the states and the outputs of the system. The abstract LQR problem is now given as the minimization problem min
with self-adjoint, positive definite, linear, bounded operators Q and R on Y and U, respectively. Recall that in case (4) is an ordinary differential equation with X = R n , Y = R p and U = R m are equipped with the standard scalar product, then we obtain an LQR problem for a finite-dimensional system [40] . For partial differential equations we have to choose the function spaces X , Y, U appropriately and we get an LQR system for an infinite-dimensional system [17, 18] .
Many optimal control problems for instationary linear partial differential equations can be described using the abstract LQR problem above. Additionally, many control, stabilization and parameter identification problems can be reduced to the LQR problem, see [3, 18, 32, 33, 34] .
The Infinite Time Case
In the infinite time case we assume that T f = ∞ so that we have to solve the minimization problem min
subject to (4) .
If the standard assumptions that
• A is the infinitesimal generator of a C 0 -semigroup T(t), • B, C are linear bounded operators and • for every initial value there exists an admissible control u ∈ L 2 (0, ∞; U)
hold then the solution of the abstract LQR problem can be obtained analogously to the finite-dimensional case (see [44, 17, 21] ). We then have to consider the algebraic operator Riccati equation
where the linear operator P will be the solution of (8) if P : dom A → dom A * and x, (P)x = 0 for all x,x ∈ dom(A). The optimal control is then given as the feedback control
which has the form of a regulator or closed-loop control. Here, P ∞ is the minimal nonnegative self-adjoint solution of (8), x * (t) = S(t)x 0 (t), and S(t) is the C 0 -semigroup generated by A − BR −1 B * P ∞ . Using further standard assumptions it can be shown, see e.g. [12] , that P ∞ is the unique nonnegative solution of (8) . Most of the required conditions, particularly the restrictive assumption that B is bounded, can be weakened [32, 33] .
The Finite Time Case
The finite time case arises if T f < ∞ in (6) . Then the numerical solution is more complicated since we have to solve the operator differential Riccati equationṖ
The optimal control is obtained as
where P * (t) is the unique solution of (10) in complete analogy to the infinite time case in (9).
Discretization
For the discretization of an optimal control problem we can follow different strategies. In the literature the following two alternatives are often used:
• "Optimize-then-discretize" That is, we compute the optimal control with methods of optimization first and discretize afterwards.
• "Discretize-then-optimize"
Here, we discretize at first and optimize the discrete problem. The literature provides a large amount of approaches which are based on non-smooth Newton's methods or sequential quadratic programming (SQP) methods, see, e.g., [13, 25, 26] .
In contrast to the strategies above we want to examine the strategy "semidiscretize-optimize-semidiscretize". If we semidiscretize in space first, for instance by using a Galerkin ansatz with finite element ansatz functions, we obtain a linear finite-dimensional system. The structure and solution of the resulting system are analogous to those of the infinite dimensional system. Thus, we can formulate the following general strategy for solving LQR problems, where, of course, the applicability of the described Riccati approach has to be tested for every situation, in particular the conditions on the regularity of the boundary and the solution play a decisive role.
1. Find a spatial discretization for the partial differential equation using a Galerkin projection of X on a finite-dimensional subspace X N with matrix representations A N , B N , C N , Q N of the corresponding linear operators A, B, C, Q. 2. Solve the finite-dimensional LQR problem. 3. Apply the finite-dimensional feedback law to the infinite-dimensional system. 4. If necessary, refine the discretization.
The Model Problem
The control of the cooling process for a rail profile in a rolling mill serves as a benchmark problem for our approach. The model has been discussed in detail in the literature in the context of optimization by Tröltzsch and others (see [42, 19, 31] and references therein). First results concerning the LQR design for this problem can be found in [38, 8, 10, 9] .
As in [42, 19, 31, 20 ] the steel profile is assumed to stretch infinitely into the z-direction. This admits the assumption of a stationary heat distribution in z-direction. That means we can restrict ourselves to a 2-dimensional heat diffusion process on cross-sections of the profile Ω ⊂ R 2 as shown in Figure 1 . Measurements for defining the geometry of the cross-section are taken from [42] . As one can see in Figure 1 the domain exploits the symmetry of the profile introducing an artificial boundary Γ 0 on the symmetry axis.
We will concentrate on the linearized version of the state equation introduced in [42, 19, 31] . The linearization is derived by taking means of the material parameters ρ, λ and c. This is admissible as long as we work in temperature regimes above approximately 700-800℃ (depending on the kind of steel used) where changes of ρ, λ and c are small and we do not have multiple phases and phase transitions in the material. We partition the non-artificial boundary into 7 parts, each of them located between two neighboring corners of the domain (see Figure 1 for details). The control u is assumed to be constant with respect to the spatial variable ξ on each part Γ i of the boundary. Thus we obtain the following model:
We now have to describe the heat transfer across the surface of the material, i.e. the boundary conditions. The boundary condition according to Newton's cooling law is given as
Note that x ext,k (t) is assumed to be constant on Γ k and therefore does not depend explicitly on ξ. For a more detailed derivation of this condition see [9] . Here, we will take the external temperature as the control. The mathematical advantage of this choice is that the multiplication of control and state which would lead to a bilinear control system in case of the heat transfer coefficient as control is avoided.
Theoretical Results

Approximation of Abstract Cauchy Problems
The theoretical fundament for our approach was set by Gibson [21] . The ideas and proofs used for the boundary control problem considered here closely follow the extension of Gibson's method proposed by Banks and Kunisch [4] for distributed control systems arising from parabolic equations. Similar approaches can be found in [9, 33] . Common to all those approaches is to formulate the control system for a parabolic system as an abstract Cauchy problem in an appropriate Hilbert space setting. For numerical approaches this Hilbert space X is approximated by a sequence of finite-dimensional spaces (X N ) N ∈N , e.g., by spatial finite element approximations, leading to large sparse systems of ordinary differential equations in R n . Following the theory in [4] those approximations do not even have to be subspaces of the Hilbert space of solutions.
Before stating the main theoretical result we will first collect some approximation prerequisites we will need for the theorem. We call them (BK1) and (BK2) for they were already formulated in [4] (and called H1 and H2 there). In the following Π N is the canonical projection operator mapping from the infinite-dimensional space X to its finite-dimensional approximation X N . The first and natural prerequisite is:
For each N and x 0 ∈ X N there exists an admissible control u N ∈ L 2 (0, ∞; U) and any admissible control drives the states to 0 asymptotically.
Additionally one needs the following properties for the approximation as N → ∞. Assume that for each N , A N is the infinitesimal generator of a C 0 -semigroup T N (t), then we require:
(i) For all ϕ ∈ X we have uniform convergence
(ii) For all φ ∈ X we have uniform convergence
With these we can now formulate the main result.
Theorem 1 (Convergence of the finite-dimensional approximations).
Let (BK1) and (BK2) hold. Moreover, assume R > 0, Q ≥ 0 and Q N ≥ 0. Further, let P N be the solutions of the AREs for the finite-dimensional systems and let the minimal nonnegative self-adjoint solution P of (8) for (4), (5) and (7) exist. Moreover, let S(t) and S N (t) be the operator semigroups generated by
If there exist positive constants M 1 , M 2 and ω independent of N and t, such that
converge uniformly in t on bounded subintervals of [0, ∞) as N → ∞ and
Theorem 1 gives the theoretical justification for the numerical method used for the linear problems described in this paper. It shows that the finitedimensional closed-loop system obtained from optimizing the semidiscretized control problem indeed converges to the infinite-dimensional closed-loop system. Deriving a similar result for the nonlinear problem is an open problem.
The proof of Theorem 1 is given in [9] . It very closely follows that of [4, Theorem 2.2]. The only difference is the definition of the sesquilinear form on which the mechanism of the proof is based. It has an additional term in the boundary control case discussed here, but one can check that this term does not destroy the required properties of the sesquilinear form.
Tracking Control
In contrast to stabilization problems, where one searches for a stabilizing feedback K (i.e. a feedback such that the closed loop operator A − BK is stable), we are searching for a feedback which drives the state to a given reference trajectory asymptotically. Thus the tracking problem is in fact a stabilization problem for the deviation of the current state from the desired state. We will show in this section, that for linear operators A and B tracking can easily be incorporated into an existing solver for the stabilization problem with only a small computational overhead.
A common trick (see, e.g., [22] ) to handle inhomogeneities in system theory for ODEs is the following. Giveṅ
letx be a solution of the uncontrolled systemẋ = Ax+f , such that f =ẋ−Ax. Thenẋ −ẋ = Ax + Bu − Ax from which we get a homogenous linear systeṁ
We want to apply this to the abstract Cauchy problem. Assume (x,ũ) is a reference pair solvingẋ = Ax + Bũ.
We rewrite the tracking type control system as a stabilization problem for the difference z = x −x as follows:
So the only difference between the tracking type and stabilization problems is the known inhomogeneity f :=ẋ−(A−BK)x. Note that the operators do not change at all. That means we have to solve the same Riccati equation (8) in both cases, thus one only has to add the inhomogeneity f (which can be computed once and in advance directly after the feedback operator is obtained) to the solver for the closed loop system in the tracking type case provided that in the cost function (7) y = Cx has been replaced by C (x −x).
Computational Methods and Results
In this section we will discuss the computational methods used to achieve an efficient implementation for the numerical solution of the model problem. In Subsection 3.1 we will first explain the algorithms used to solve the problem. There we will especially review the algorithm employed to solve the large sparse Riccati equation. We will focus on the case of infinite final time, where we have to deal with an algebraic Riccati equation (ARE), but we will also sketch the method used for a differential Riccati equation (DRE) in the finite final time case. After that we will briefly explain the concrete implementation in Subsection 3.2 and give an overview of the problems which may be solved with our implementation at the current stage. In the closing subsection we will present selected numerical results of our computations for tracking type control systems. Numerical experiments for the stabilization problem have already been published in [38, 8, 9 , 10].
Algorithmic Details
The approach we present here admits two different implementations which can be seen as implementations of the well known horizontal and vertical methods of lines from numerical methods for partial differential equations. In the case of the vertical method of lines we use a finite element semidiscretization in space to set up the approximate finite-dimensional problems. This approximation is then used to formulate an LQR system for an ordinary differential equation. The LQR system for this ordinary differential equation is then solved by computing the feedback, retrieving the closed loop system and applying an ODE solver to the closed loop system. The case of the horizontal method of lines is very similar to the algorithm used when solving the PDE forward problem. We only have to introduce a step computing the feedback operator and a step which updates the boundary conditions according to this operator for the boundary control system.
So in both cases we need to compute the feedback operator for the approximate finite-dimensional systems. As we use finite element approximations here we have to deal with matrices of dimension larger than 1000 which makes it infeasible to use classical methods for the solution of the Riccati equations as these are of cubic complexity. In the late 90's Li and Penzl [6, 36] independently proposed a method for the efficient solution of large sparse Lyapunov equations. These methods are based on earlier work of Wachspress [43] on the application of an ADI-like method exploiting sparsity and the oftenly encountered very low numerical rank of their solutions.
The method developed by Li and Penzl can also be used to solve the large sparse Riccati equations appearing in this approach, since the Fréchet derivative of the Riccati operator is a Lyapunov operator. Thus we can apply Newton's method to the nonlinear matrix Riccati equations and in each step solve the Lyapunov equations efficiently by the ADI approach.
For the finite final time, it is shown in [7] that backward differentiation (BDF) methods can be combined with the above Newton-ADI-method to solve the differential Riccati equation (10) efficiently.
Low Rank Cholesky Factor ADI Newton Method
We will consider a system of the form (4), (5) here to characterize the low rank Cholesky factor ADI Newton method. It is sufficient to consider this case, because a finite-dimensional system of the form
can easily be transformed into the representation (4), (5) by the following procedure. First split the matrix
T U in the symmetric positive semidefinite case) and define z(t) := M U x(t). Theṅ
we can rewrite the system in the form (4), (5) . The mass matrix from the finite element semidiscretization of the heat equation is always symmetric and positive definite and thus we can always apply the above procedure to the finite-dimensional systems. There also exists a method which avoids decompositions of M by rewriting the linear systems of equation arising inside the ADI method instead of the control system (see [5] for details). We discussed the above method in detail here, because it is used in the LyaPack software package used to solve the Riccati equations in our implementation. The low rank Cholesky factor ADI Newton method implemented in LyaPack can be seen as a modification of the classical Newton-like method for algebraic Riccati equations (Kleinman iteration, [30] ), where the Lyapunov subproblems in each Newton step are solved by the low rank Cholesky factor ADI method. The most important feature of this method is that it does not work with the generally full n × n iterates X i but with low rank Cholesky factors thereof (Z i Z T i = X i ). The rank of Z i is generally full but it has r i n columns which drastically reduces memory consumption and computational complexity. LyaPack also provides functions iterating directly on the rectangular (number of rows = number of system inputs n) feedback matrix possibly reducing the complexity even further.
Implementation Details
For the implementation we combine the software packages LyaPack 1 (see [37] ) and ALBERTA 2 (see [39] ). LyaPack is a collection of Matlab-routines for solving large-scale Lyapunov equations, LQR problems, and model reduction tasks. Therefore we used Matlab to initialize the computation. That means we setup the initial control parameters and the time measurement routines at a Matlab-console. After that the finite element discretization is generated by a mex call to a C-function utilizing the finite element method (fem) library ALBERTA. Inside this routine the system matrices M , A and B are assembled. After system assembly the program returns to the Matlab prompt providing the matrices and problem data like current time and temperature profile. Now the matrices C, Q, and R are initialized and LyaPack is used to compute the feedback matrix.
In case of the horizontal method of lines the program now returns to the ALBERTA subroutine providing the feedback and with it the new control parameters for the boundary conditions. With these it continues the standard forward computation updating the boundary conditions by use of the feedback matrix.
In case of the vertical method of lines the feedback is used to generate the closed-loop system. This is then solved with a standard ODE-solver using Matlab. After that the program uses the ALBERTA function again to store the solution on a mass storage device for visualization and post processing tasks in the same format used in the above case.
Both implementations have their advantages. The horizontal method of lines implementation can use operator information for the selection of (time) stepsizes and can easily be generalized to what might be called an adaptive LQR system, where the idea is to stabilize a system with nonlinear PDE constraints by systems for local (in time) linearizations of the constraints. This method is similar to receding horizon-or model predictive control techniques which will be addressed in Section 4. On the other hand the vertical method of lines implementation is easier to generalize to tracking-type control systems (see Section 2.2).
To close this section on the implementation details we give a table showing what our current implementation is capable of computing.
x ext,k as control in (12) κ k λ as control in (12) In the tabular an X denotes a fully supported feature. That means the feature is implemented and there exists a rigorous theory for this approach. An O denotes a feature which is fully implemented but the theoretical backing is not complete. The features marked '+' already give promising results although they are not covered by the theory. So under slight changes in the implementation (e.g. a posteriori error estimates) they might become fully valid and theoretically confirmed in future research.
Numerical Results
We will now present an example of a tracking control system. We want to control the state (temperature distribution) to constant 700℃. For the particular problem considered here one also knows the reference control which has to be applied to stay at this state. From (12) it is easy to see that we have to introduce an exterior temperature (cooling temperature) of 700℃, because (12) then becomes an isolation boundary condition.
It is in general not necessary to knowũ for this approach. We have seen in Section 2.2 that we only need to know that there exists such a control. We do not have to know the reference control itself for the computations, because to calculate the inhomogeneity f we only usex and its derivative with respect to time. On the other hand we might needũ to regain the real control u from the artificial control v.
We start the calculation with the same initial temperature (see Figure 3 on the left) distribution we already used e.g. in [9] . The computational time horizon is equivalent to approximately 7 minutes of real time. The time-bars in Figure 3 have to be scaled down by a factor of 100 (see [9] for details on the scalings) to read real time in seconds. The temperatures are scaled such that 1.0 is equivalent to 1000℃. The isolines in Figure 3 are plotted at a distance of 15℃. Thus from Figure 3 we can conclude that the maximum deviation of temperatures from 700℃ is smaller than 15℃. In fact it is only 3.84℃ after approximately 7 minutes. The average deviation at that time is already at about 0.186℃ (also compare Figure 4) . 
Nonlinear Parabolic Systems
Nonlinear problems will arise if the system equation or the boundary conditions are nonlinear. In the following we consider the minimization problem min
subject to the semilinear equatioṅ
The idea of receding horizon control (RHC) or model predictive control (MPC) is to decompose the time interval [0,
for given T . Now we have to solve optimal control problems on the time frames 
subject to the dynamical semilinear system
and the initial condition
Here u * is the optimal control and x * the optimal trajectory for the optimal control problem on [T i−1 , T i−1 + T ]. The second term g f (x(T i + T )) in the cost functional (20) is called terminal cost and penalizes the states at the end of the finite horizon. It is required to establish the asymptotic stabilization property of the MPC scheme. To obtain the approximated optimal control on [0, T f ] we have to compose the optimal controls on the subintervals
The strategy of MPC/RHC is used successfully in particular for control problems with ordinary differential equations, e.g. [1, 15] . The literature also provides research into partial differential equations, see [14, 16, 23, 24] , where different techniques are used for solving the subproblems (20)- (22) .
We want to present a tracking approach which was introduced in [27, 28, 29] . In [29] the authors use a linear quadratic Gaussian (LQG) design which allows to include noise and observers into the model. Therefor we consider equation (19) as a nonlinear stochastic systeṁ
where d(t) is an unknown Gaussian disturbance process. The observation process y(t) = Cx(t) + n(t) provides partial observations of the state x(t), where n(t) is a measurement noise process. Now we consider the time frame [T i , T i + T ] and define an operating point, for examplex
where (ū * ,x * ) is the reference pair on [T i , T i + T ] which is known from applications or results from an open-loop computation. If we linearize f (x) atx, we will obtain the following linear optimal control problem on [
subject toż (t) = Az(t) + Bũ(t) + d(t), z(0) = η 0 , y(t) = Cz(t) + n(t) where z(t) := x(t) −x * (t),ũ(t) := u(t) −ū * (t) and
It can be shown, see e.g. [15] , that if the terminal cost g f bounds the infinite horizon cost for the nonlinear system (starting from T i + T ), the cost function to be minimized is an upper bound for miñ u∈L 2 (Ti,∞;U )
So we can consider the infinite time case on every time frame. After application of the minimum principle we have to solve the algebraic Riccati equation (8), which corresponds to the LQR problem, as well as the dual equatioñ (W) := AW + WA * − WC * CW + S = 0 (26) for the state estimation by using a Kalman filter, where S is an appropriate positive semidefinite operator. The best estimatex can be obtained by solving the so called compensator equatioṅ x(t) = A(x)(x(t) −x * (t)) + f (x * (t)) + Bu(t) + W * C * (y(t) − Cx(t)),
where W * is the positive semidefinite solution to (26) . The associated feedback law is now given as u(t) = u * (t) − R −1 B * P * (x(t) −x * (t))
where P * is the positive semidefinite solution to (8) . Now we have computed the solution on the time frame [T i , T i+1 ]. In the next step we determine the solution on [T i+1 , T i+2 ] by repeating the procedure above, that is linearization, solving the two dual algebraic Riccati equations and determination of the optimal control. Since the current horizon is moving forward this strategy is called receding horizon control or moving horizon control.
The numerical implementation for such problems is similar to that described in Section 3. We need efficient algorithms to solve the two Riccati equations and the ordinary differential equation in every time frame. Details can be found in Sections 3.1 and 3.2.
It is also possible to linearize along a given (time-dependent) reference trajectory instead of using a constant operating point as in (24) . Then we have to solve two differential Riccati equations which have the following forṁ P(t) + A(t) * P(t) + P(t)A(t) − P(t)BR −1 B * P(t) + C * QC = 0, (27) W(t) + A(t)W(t) + W(t)A(t) * − W(t)C * CW(t) + S = 0, (28) where A(t) ≡ A(x * (t)). For the numerical solution of the differential Riccati equation we refer to [7] .
The numerical implementation of this approach for nonlinear parabolictype problems such as semilinear and quasilinear heat, convection-diffusion, and reaction-diffusion equations is under current investigation. For solving the sub-problems on each time frame, we make intensive use of the algorithms developed for the linear case discussed in Section 3.
