Abstract The Behavior Tree notation has been developed as a method for systematically and traceably capturing user requirements. In this paper we extend the notation with probabilistic behaviour, so that reliability, performance, and other dependability properties can be expressed. The semantics of probabilistic timed Behavior Trees is given by mapping them to probabilistic timed automata. We gain advantages for requirements capture using Behavior Trees by incorporating into the notation an existing elegant specification formalism (probabilistic timed automata) which has tool support for formal analysis of probabilistic user requirements.
Introduction
Representing the user requirements of a large and complex system in a manner that is readable by the client and preserves their vocabulary and intention (validatable), while also having a formal underpinning (verifiable), is an important task for systems engineering. The Behavior Tree (BT) notation [1] is a graphical language that supports a behaviour-oriented design method for handling realworld systems [2] . The notation facilitates systematic and traceable translation of natural language requirements which structures the compositional and behavioural information. The notation includes a core subset which has a formal basis [3] and can be model checked [4] .
Currently the Behavior Tree notation does not have a syntax for expressing probabilistic behaviour. Such behaviour is important in system specification as many systems specify, for instance, hardware dependability requirements or probabilistic measures on performance. In this paper, we extend the Behavior Tree (BT) notation to include probabilistic choice, thereby increasing the expressiveness of the language and also allowing stochastic properties to be model checked. The new notation, which we call probabilistic timed Behavior Trees (ptBTs), is an extension of timed Behavior Trees (tBTs), which are introduced in [5] . It allows the user to model timed as well as probabilistic behaviour.
The contributions of the paper are: 1) an operational semantics for timed Behavior Trees in terms of timed transition systems, based on their mapping to timed automata [6] given in [5] ; and 2) the syntax and semantics of probabilistic timed Behaviour Trees, which extend those for timed Behavior Trees, and are based on probabilistic timed automata [7] and probabilistic timed transition systems. We use two examples to demonstrate the extension, and describe how probabilistic timed Behaviour Trees can be model checked.
The paper is structured as follows. Section 2 introduces Behavior Trees and their timed extension, and in Section 3 their semantics is given in terms of timed automata. In Section 4 probabilities are introduced to the timed BT notation and a semantics is given in terms of probabilistic timed automata. Section 5 gives two examples of probabilistic timed Behavior Trees and explains how they were model checked using PRISM [8] .
Preliminaries on Behavior Trees
As preliminaries we introduce the Behavior Tree notation and their extension to timed Behavior Trees.
Behavior Trees
The Behavior Tree (BT) notation [1] is a graphical notation to capture the functional requirements of a system provided in natural language. The strength of the BT notation is two-fold: Firstly, the graphical nature of the notation provides the user with an intuitive understanding of a BT model -an important factor especially for use in industry. Secondly, the process of capturing requirements is performed in a stepwise fashion. That is, single requirements are modelled as single BTs, called individual requirements trees. In a second step these individual requirement trees are composed into one BT, called the integrated requirements tree. Composition of requirements trees is done on the graphical level: an individual requirements tree is merged with a second tree (which can be another individual requirements tree or an already integrated tree) if its root node matches one of the nodes of the second tree. Intuitively, this merging step is based on the matching node providing the point at which the preconditions of the merged individual requirement tree are satisfied. This structured process provides a successful solution for handling very large requirements specifications [1, 2] . 
Figure1. BT node types
The syntax of the BT notation comprises nodes and arrows. The notation contains a rich variety of node types for expressing behaviour; in this paper we focus on a core subset of the language which models state tests and updates and event initiation and response. Each BT node type in Figure 1 refers to a particular component, C , and a behaviour, B , and is optionally marked by one or more flags. Nodes also contain a tag, which is used for traceability; since the tags have no effect on the semantics, we will ignore them for the purposes of this paper. The nodes types in Figure 1 The control flow of the system is specified by either a single arrow leaving a node, for sequential flow, or multiple arrows leaving a node, for concurrent or alternative flow. In addition, atomic flow is specified by an line with no arrowhead; this indicates that the behaviour of the child node occurs immediately after the behaviour of the parent node. We note that more than one input/output event is not allowed within an atomic block of nodes, since this could induce deadlock (for a more detailed discussion see [5] ).
The example in Figure 2 shows three types of edges: after the initialisation the control flow branches into two concurrent threads, the left modelling the behaviour of the lamp, and the right modelling an abstract user. The lamp thread contains alternative flow, when either a timeout event happens which causes the lamp to switch off, or another press signal is send by the user. The lamp waits for either of these events to occur. The first one to happen determines the flow of control. This alternative flow is marked by the black box on the branching edges.
A flag in BT node can specify: (a) a reversion node, marked by 'ˆ', if the node is a leaf node, indicating that the control flow loops back to the closest matching ancestor node (a matching node is a node with the same component name, type and behaviour) and all behaviour begun at that node initially is terminated; (b) a referring node, marked by '∼', indicating that the flow continues from the matching node; (c) a thread kill node, marked by '−−', which kills the thread that starts with the matching node, or (d) a synchronisation node, marked by '=', where the control flow waits until all other threads with a matching synchronisation node have reached the synchronisation point. Every leaf node in Figure 2 is marked as a reversion node; we do not utilise the other flags in the examples in this paper.
Timed Behavior Trees
Timed Behavior Trees (tBTs), originally introduced in [5] , extend BTs with the notion of real-valued clocks for expressing timing behaviour. The timing information expressed by timed automata [6] was adopted. All clocks are initialised to zero and progress simultaneously with the same rate. Clocks can be reset at any time, and they can constrain the behaviour in terms of guards and invariants: a guard over a clock restricts the time when a step can be taken, and an invariant restricts the time a component can remain in a state without changing to the next state. The tBT notation therefore extends a BT node by three slots: a guard G over clock values, a reset R of clocks, and an invariant I over clocks. (If not relevant to a particular node, the slots may be omitted.) As with timed automata, we restrict clock invariants to be expressions of the form x ⊕ t, where x is a clock, t evaluates to an integer value, and ⊕ is one of <, ≤, =, ≥, >.
As an example, in Figure 3 we augment the lamp Behavior Tree of Figure 2 with explicit timing constraints. The thread on the left hand side introduces the clock variable x , which is reset as soon as the event press is received. When the lamp realises the state on it must satisfy the invariant x ≤ 5, modelling that the lamp can remain in state on for at most 5 time units before switching off (after exactly 5 time units) or the user presses the button. If the user presses the button while the lamp is on, the lamp may stay on for an additional 5 time units, as indicated by the reset of clock x . In the right-hand thread, a second clock y enforces a more specific timed behaviour in that the user cannot press the button twice within 1 time unit. Figure3. Timed system of a lamp and its user in tBT
Semantics of Timed Behavior Trees
A timed Behavior Tree (tBT) can be defined as a finite automaton, which contains state variables and clock variables, a finite set of locations, and a finite set of labelled edges. Locations model the states of the system, abstracting from the evaluation of state and clock variables. Edges symbolise the transitions between the locations. A transition from one location to the next can be guarded and it can perform one or more actions as well as a number of clock resets. Each edge also has an optional synchronisation event.
Components in a tBT are treated as state variables in a timed automaton, while events are treated as timed automaton synchronisations. A Behavior Tree node represents an edge in a timed automaton, as nodes embody state changes and events. Each arrow in a BT (except for atomic flow) corresponds to a location in a timed automaton. The guards and updates (including resets) of clock and state variables, and synchronisation events, are therefore added to the edges, though clock invariants are pushed to the location following the edge. The general mapping for a node is given in Figure 4 .
Nodes. More concretely, the nodes in Figure 1 may be represented as follows (altering the component behaviour section in Figure 4 ). State realisations are mapped to an update of the relevant component, while a guard node is mapped to a guard on the component. Both input and output events are mapped to synchronisations of the same name, with input events decorated with '?' and output events with '!'. The transfer of data through events may be modelled using state variables. A selection node requires the addition of an extra edge and terminal state (S 2 ) for the case where the condition is not satisfied; this is shown in Figure 5 .
Figure5. Behaviour for selections
Control flow. Sequential flow, as mentioned above, maps to a location, while alternative flow maps straightforwardly to nondeterministic choice. Nodes joined by atomic flow are joined together so that their updates and guards are combined into one transition. Because we restrict atomic flow in tBTs to contain only one synchronisation, this representation is straightforward.
Concurrency. We will call tBTs without concurrent flow of control sequential tBTs. A sequential tBT maps to a single timed automaton as described above. Timed BTs with concurrent branching, called concurrent tBTs, map to a network of automata, acting concurrently and synchronising on events. Each thread maps to a single automaton, which has to be invoked at a particular point in the control flow, namely the branching point that starts the thread. Therefore, each single automata has an initial location which models the thread being disabled. The location disabled can be exited only via an edge that is labelled with the special synchronisation event invoke? . The process that starts the thread sends the matching synchronisation event invoke! and terminates, i.e., goes itself to the location disabled.
Flags. We may now specify how a tBT node's flags are represented. Firstly we note that both reversion nodes and thread kill nodes terminate the behaviour of processes at an arbitrary point in their execution. For each automaton p that may be killed by process q, we introduce a synchronisation event kill q? , and augment p with edges labelled with kill q? leading from each location in p to the disabled location (this approach introduces less overhead than if we were to take the approach of associating kill ? events with the process being killed). This way, an automaton's behaviour is terminated whenever the corresponding kill q! event is received. In Figure 6 we depict the user thread from Figure 3 as a timed automaton in a network system, assuming that it may be killed by process q at any time. A node with a reversion flag is typically modelled as a transition from the current location to the location immediately after the edge representing the target node. In general we choose the after-location rather than the beforelocation to allow for resetting of local clocks (see [5] for why reversions may have different clock resets to their matching node). However, when there are no resets in the reversion node, or if the resets are identical, we can more simply represent reversions as an edge to the before-location. For the examples in this paper, we adopt this more straightforward approach. The reversion transition is labelled with kill q!, which terminates the behaviour of all automata, if any, that are invoked after the matching node (in Figure 6 there are none). A node with a referring flag is modelled simply as a transition from the current location to the location preceding the target node. A node with a kill flag generates a kill! event, and a node with a synchronisation flag is modelled directly as a synchronisation transition in a timed automaton.
Operational Semantics
The semantics of a sequential tBT is given as as a timed automaton. To a large extent our definitions follow the definitions of the operational semantics of timed automata in [6] . We divert from these, however, where it is suitable for modelling Behavior Trees, e.g., we separate actions (state updates) from synchronisations, and explicitly define state variables to represent components, which can be of any type, whereas in [6] state variables are treated as a special kind of clock variable.
Let V be a finite set of state variables, and C be a finite set of clocks. Let Σ(V) denote the set of actions (representing state updates), and let G(V) denote the set of conditions over state variables (representing guards and selections). Let G(C) be a set of guards over clocks, R(C) a set of clock resets, and I(C) a set of clock invariants. We write skip to represent an action or clock reset which does has no effect, and true for variable and clock guards which are always satisfied. Let Θ be the synchronisation events, with ε ∈ Θ a distinguished element which represents an internal step, i.e., no synchronisation.
is the mapping that assigns clock invariants to locations.
We use the notation l
As an example, consider the sequential tBT representing the user in Figure 6 . There are four locations, with the initial location S 0 . The invocation edge is the tuple (S 0 , invoke user ?, true, true, skip, skip, S 0 ). The User [idle] edge is the tuple (S 1 , ε, true, true, (y := 0), (User := idle), S 2 ), while the User press edge is the tuple (S 2 , press!, (y > 1), true, skip, skip, S 3 ). The reversion is represented as an edge back to the location S 1 , i.e., (S 3 , ε, true, true, skip, skip, S 1 ). The edge corresponding to a kill q event occurring while the lamp process is in location S 3 is (S 3 , kill q?, true, true, skip, skip, S 0 ).
Before giving the operational semantics we introduce some notation. We use clock assignments to denote the progress of time and with it changing clock values, and variable assignments to monitor the evaluation of the state variables. A clock assignment is a mapping from clocks C to non-negative real numbers R + . If u is a clock assignment, then u + d denotes the clock assignment that maps all c ∈ C to u(c) + d . Resetting clocks is denoted as [r → 0]u which maps all clocks in r ⊆ C to 0 and leaves all other clocks in C \ r unchanged. Let v be a variable assignment mapping all variables in V to a value in their domain. Updating state variables is denoted as [x → e]v which changes the variable assignment to map variables x ⊆ V to corresponding values in e and leaves all other variables unchanged.
The semantics of a sequential tBT can be given as a timed transition system, in which a state of a sequential tBT can be given as a tuple consisting of a location, a variable assignment, and a clock assignment, i.e., l , v , u .
There are two types of transitions possible: the system either delays for some time (delay step) or takes one of the enabled transitions (action step).
Definition 2. The semantics of a sequential tBT is a timed transition system with states l , v , u and transitions as follows.
(action step)
According to this definition, if a process is in a location from where no action step is enabled by the time the clock evaluation violates the location invariant, no further step is possible (the delay step is also disabled) and the process halts. Furthermore, this definition allows for indefinitely many delay steps if the automaton is in a state for which no location invariant is specified (i.e., any u and u + d will satisfy true).
Concurrent timed Behavior Trees
The semantics of a concurrent tBT can now be given as a network of timed automata, i.e., parallel automata that operate in an interleaving fashion using a handshake synchronisation mechanism. A state of a network with n concurrent processes is formalised as a tuple ls, v , u with ls being a vector of length n of the current locations in each process, v the variable assignment 1 and u the clock assignment. Let l i denote the i-th element of location vector ls and ls[l i /l i ] denote the vector ls with the element l i being substituted by l i . With I (ls) we denote the conjunction of invariants on all locations, i.e., I (ls) = i I (l i ).
Let s?, s! ∈ Θ symbolise reading and sending of a synchronisation event, respectively, also recalling ε ∈ Θ denotes an internal action of the system.
A network can perform three types of steps: a delay step and an action step, both similar to the steps in a single automaton, and also a synchronisation step. Note that in a synchronisation step the sending process updates the state variables (if its action a contains updates) before the receiving process, facilitating synchronous message passing.
Probabilistic timed Behavior Trees
In this section we extend timed Behavior Trees to probabilistic timed Behavior Trees (ptBTs). We follow the well-established and expressive approach of annotating transitions with a probability that the transition will take place. In the Behavior Tree notation, this means we associate with each node an optional probability slot which contains a number from 0 to 1, i.e., in the range [0, 1]. As an example, in which probabilistic choice is used to model component failures, consider the ptBT in Figure 7 which extends the lamp example with a 1% chance that the lamp will fail (e.g., blow a fuse) whenever it is switched from off to on.
For clarity, and without loss of generality, we impose a well-formedness condition on ptBTs that either every child node of a node has an associated probability, or none do (a child node is a direct descendant). We have therefore introduced probabilistic branching in addition to alternative and concurrent branching. The probabilities in the child nodes must sum to less than or equal to 1. If the probabilities sum to P , and P is less than one, it is understood that with probability 1 − P no transition is taken. 2 In the lamp example, the probabilities of the child nodes of the Lamp press node sum to 1, indicating that one of the actions must be taken. In the user thread, however, the probability of the user pressing the button is 0.3. Thus it is implicit there is a 70% chance that the user will not press the button as time passes.
The mapping of ptBTs to probabilistic timed automata follows that of tBTs for the non-probabilistic constructs in the language, with the addition that probabilities are added to the corresponding edges in the automaton, if the sum of the probabilities is 1. If the probabilities of all the edges leaving a location sum to P for P < 1, in general an additional edge looping back to itself with probability Figure7. Probabilistic timed system of a lamp and its user 1 − P is added, which includes any clock guards -see Figure 8 for an example. An exception to this is if the node is an output event. Because it is not possible to label only one edge in a probabilistic choice in a timed automaton with a synchronisation, an intermediate location is added between the probabilistic choice and the synchronisation -an example is given later in Figure 9 .
To specify probabilistic properties we may choose from several different specification languages: continuous stochastic logic (CSL) [10] , if the model is deterministic and uses continuous time; probabilistic computation tree logic (PCTL) [11] , if the model uses discrete time; or PCTL's extension to probabilistic timed computation tree logic (PTCTL) [12] , if the model is nondeterministic and uses continuous time. As an example, if the global time is recorded in clock G, the dependability property "with what probability will the Lamp enter the faulty state before X time units" can be formally stated in PCTL as
where U is the temporal until operator, and a property true U φ models eventually φ.
Semantics of probabilistic timed Behavior Trees
We give the meaning of ptBTs as probabilistic timed automata. There are several ways in which probabilities may be added to the timed automaton model, e.g., by associating them with edges [13] or with locations [14] . We follow the former approach, and replace the target locations in edges with a probability mapping on clock resets, variable updates, and target locations. A probability mapping on type T is a partial function from elements of T to values in the range [0, 1], which sum to 1, i.e.,
where
is the set of edges -I : L → I(C) is the mapping that assigns clock invariants to locations.
In Figure 9 we give the graphical representation of the sequential probabilistic timed automaton for the user process in the lamp example, alongside its representation as a tuple. By including resets and updates with the target locations in the distribution we may enforce differing resets and updates depending on how the probabilistic choice is resolved.
The semantics of a probabilistic timed automaton is updated so that an action step from location l 1 to l 2 may be taken only if the associated probability is greater than 0. This is given by the second line in the action step constraint below, which is otherwise identical to Definition 2.
Definition 5. The semantics of a sequential ptBT is a probabilistic timed transition system with states l , v , u and transitions as follows. By augmenting edges with distributions, which therefore represent a set of "probable" edges, rather than assigning a single probability for that edge, we are able to more succinctly capture the "sum to one" property, and express nondeterministic behaviour. A non-probabilistic timed automaton can be mapped to a probabilistic timed automaton by replacing each edge (l , s, g, c, r , a, l ) with the edge (l , s, g, c, D), where the distribution D maps (r , a, l ) to 1.0. Such distributions are called point distributions. When a nondeterministic choice is made between two locations, this is represented by two edges, each of which has a point distribution on the target edge.
Semantics of concurrent probabilistic timed Behavior Trees
The semantics of concurrent ptBTs must also be extended in a similar way to Definition 3, so that both probabilities in a synchronisation step are greater than 0. The definition below differs from Definition 3 in that probabilities are checked to be non-zero in action and synchronisation steps.
Definition 6. The semantics of a concurrent ptBT is a network of probabilistic timed transition systems with states ls, v , u and transitions as follows.
The addition of probabilities does not greatly affect the semantics, however it has important implications for model checking. In an execution of the probabilistic Lamp system in Figure 7 , the probability of each transition is recorded, and hence it is possible, in exhaustive analysis, to determine the probabilities of each execution. We explore this in more detail in the next section.
Model checking probabilistic timed Behavior Trees
In this section we describe how probabilistic timed Behavior Trees may be model checked using the model checker PRISM [8] , and provide two examples. PRISM (Probabilistic Symbolic Model Checker) provides model checking facilities for three types of probabilistic models: deterministic time Markov chains (DTMCs), continuous time Markov chains (CTMCs), and Markov decision processes (MDPs) (for an overview of the three models and how they may be model checked, see [9] ). To utilise PRISM, we must therefore translate ptBTs into one of the three model types. DTMCs and CTMCs are deterministic, and hence are suitable for deterministic ptBTs. MDPs, which are generalisations of DTMCs, contain nondeterministic choice, though, like DTMCs, are limited to discrete time. Because ptBTs contain nondeterministic choice, we will typically translate a ptBT model into a PRISM MDP for model checking, following guidelines given in [13] ; in Section 5.1 we give an example of this using the Lamp ptBT. In Section 5.2 we give a deterministic ptBT, which we model check as a PRISM CTMC.
Case Study 1 -Lamp Example
Consider the user probabilistic timed automaton given in Figure 9 . Its translation into a PRISM MDP is given below. [sync] guard -> action for non-probabilistic behaviour, or
[sync] guard -> prob1 : action1 + prob2 : action2 + ... for probabilistic behaviour. The start of a line gives the synchronisation event enclosed in square brackets (which are empty for internal actions), and the guards combine the conditions on clocks and state variables (there is no distinction in PRISM). The action part updates variables and clocks. The translation is straightforward, except that we must explicitly model the advancement of time, as observed in local clock y. Any action which results in the passing of time is synchronised with the global clock (see below) on the event time, and any local clocks are incremented (since this is a discrete time model). In addition, the last action line allows time to advance with no action being taken (the guard is used to prevent doubling up of time increments, and to ensure no time passes between the probabilistic choice and the press event occuring).
Global time is maintained via the time module. After invocation, the time module increments the global clock synchronously with all modules which maintain their own local clocks. The full PRISM model also contains a process representing the lamp, and a process which initiates the lamp, timer, and user processes. Having translated the model into an MDP, we may check whether it satisfies reliability requirements written in probabilistic computation tree logic (PCTL) [11] . For example, "The probability that the lamp fails within 100 time units should be less than 10 percent" is given as where faulty is an abbreviation for the corresponding integer-valued lamp state.
Given a failure probability of 0.01 for the lamp, and that the user presses the button with a probability of 0.3, the model checking showed the model fulfills this requirement.
Case Study 2 -Viking Example
In this section we give a model with no nondeterminism or local clocks, which can be model checked as a PRISM CTMC. The example involves a group of four Vikings attempting to cross a bridge, from the "unsafe" side to the "safe" side, though the bridge may hold only one at a time -see Figure 10 . An individual Viking can step on to the bridge, and then cross to the safe side. However if more than one steps on to the bridge at the same time, they begin arguing, which may result in one or more of the Vikings backing down and returning to the unsafe side of the bridge. (The behaviour of the system can be likened to processes competing for access to a critical section.) For reasons of space we show the thread for only one Viking -the other three are similar.
System
[ init ] 
Figure10. Viking Behavior Tree
The Viking BT is specified as follows: initially each Viking is unsafe, and with a rate (described below) given by enter rt they enter the bridge. Note that the passage of time is implicit in this model, and that as time passes it becomes more and more likely that an individual Viking will enter the bridge. Entering a bridge is modelled by a synchronisation with the bridge process, which is described below. After entering the bridge, the Viking may leave if he is the only occupant, and does so at the rate given by leave rt. If there is more than one Viking on the bridge, he begins "arguing" with the other Vikings, and may back down and leave the bridge, returning to the unsafe side, at a rate given by argue rt. The bridge process simply maintains a count of the number of Vikings on the bridge by synchronising on leave and enter events from each Viking.
This model may be translated into a CTMC, because it is deterministic and does not contain local clocks. However, CTMCs operate on rates, rather than probabilities, and thus the value in the probability slot must be interpreted as a rate. This is straightforward, unless the rate of an event occurring is more than once per time unit (since this would require a value greater than one, i.e., could not be interpreted as a probability). In this example we set our rates to be less than once per second, and leave the extension of ptBTs to use rates as future work. The translation of the Viking ptBT to a PRISM CTMC is straightforward, since time does not need to be explicitly modelled.
We may check various properties of the Viking model, as with the lamp. Because the model is a CTMC, we use continuous stochastic logic (CSL) [10] instead of PCTL. In this case, we may determine which combination of probabilities gives the best performance, as measured by how quickly all Vikings make it to the safe side of the bridge. As an example, we fix the leaving probability at 1.0, i.e., Vikings will exit the bridge to the safe side at the earliest opportunity, and observe the change in probability that results from varying the probabilities of entering and arguing (also called a parameter sweep). This is checked against the following property, which queries the probability of all four Vikings becoming safe within G time units (all safe is an abbreviation for each Viking being in the safe state).
P=? [true U<G all_safe]
The results of the analysis in PRISM are presented in Figure 11 . The graphs show the probabilities that all vikings are safe for varying values of the argue and enter rates with the leave rate set at 1. The graph on the left gives the probabilities for the case where G = 10, i.e., all Vikings are safe within 10 time units, while the graph on the right is for the case where G = 20. In both cases a higher argue rate gives better performance, but over a longer time span a less aggressive enter strategy gives better performance (optimal enter rate for G = 10 is approximately 0.8, while for G = 20 it is approximately 0.4). 
Related Work
Various notations have been extended to enable modelling of probabilistic behaviour, e.g., stochastic Petri Nets [15] , probabilistic timed CSP [16] , stochastic π calculus [17] , probabilistic action systems [18] , and probabilistic statecharts [19] .
From the perspective of probabilistic requirements capture, the closest work to our own is that of Jansen et al. [19] , who extend UML statecharts with probabilities. Statecharts, like Behavior Trees, is a graphical notation to support modelling of system requirements. Similarly to our work, the semantics of probabilistic statecharts, which is given in terms on Markov Decision Processes (MDP), provides an interface to the model checker PRISM. In contrast to probabilistic timed BTs, however, probabilistic statecharts do not allow modelling timed behaviour since a notion of clocks is not included. Furthermore, capturing requirements with statecharts is not supported in the same stepwise and individually traceable fashion as in the BT approach outlined in Section 2.
Conclusion and Future Work
In this paper we have given a probabilistic extension to the timed Behavior Tree notation and a semantics in terms of probabilistic timed automata (see, e.g., [7] ), as well as given a more rigorously defined semantics of timed Behavior Trees [5] . The extension was demonstrated with two examples, which were also model checked in PRISM [8] . The notation extension was designed to be straightforward for system modellers to incorporate when capturing probabilistic requirements, as well as allow the probabilistic behaviour of faulty components to be specified. Probabilistic system properties may then be formally verified after translation to probabilistic timed automata.
The addition of probabilistic choice to Behavior Tees was particularly motivated by the need for modelling faulty behaviour of safety-critical embedded systems. Consequently, in future work, we will enhance the automatic Failure Mode and Effect Analysis (FMEA) for Behavior Trees [4] . The procedure currently uses fault injection experiments and model checking of the resulting Behavior Tree to determine whether the injected failure leads to a hazard condition, which is specified as a normal temporal logical formula. However, a limitation of this procedure is that the model checker will generate counter examples that are relatively improbable. With the results presented in this paper, we propose to assign to each of these injected faults an occurrence rate, and perform an analysis of the resulting behaviour with probabilistic model checking. We will then be able to analyse hazard conditions together with their tolerable hazard probabilities.
As it stands, current probabilistic model checking approaches work with exponential distributions only, but in practice, many faults are distributed differently; in particular, many faults are Weibull distributed [20] , and follow the common "bathtub" curve which models a burn-in and wear-out phase. Consequently, we will investigate how to include arbitrary distributions in the probabilistic timed BT notation, and in what way these distributions can be supported by model checking tools.
