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Abstract
Research on Question Answering is focused
mainly on classifying the question type and
finding the answer, while presenting the an-
swer in a way that suits the user’s needs has
received little attention. This paper shows
how existing question answering systems can
be improved by exploiting Rhetorical Structure
Theory-based summarization techniques in or-
der to extract more than just the exact answer
from the document in which the answer resides.
The output is an extensive answer, which also
provides additional information related to the
question, and which may give the user an op-
portunity to assess the accuracy of the answer
(is this what I am looking for?). A first exper-
iment confirms that the proposed summariza-
tion method performs better than a baseline
summarization method.
1 Introduction
This paper presents a novel approach to apply-
ing summarization techniques to extend an-
swers provided by a question answering en-
gine. As recent studies show, much can be
gained by integrating existing techniques of
question answering (QA) and text summariza-
tion (Burger et al. 00; Mori et al. 04).
A question answering system pinpoints an
answer to a given question in a set of doc-
uments. A response is then generated for
this answer, and presented to the user (c.f.
Hirschman & Gaizauskas 01). Discussion of
the task of pinpointing the answer is beyond
the scope of this paper. I will assume that the
sentence which best matches the question, the
answer sentence, is located by a QA system in
a corpus of text documents. What remains is
the task of generating an appropriate response
and presenting it to the user.
Question answering systems traditionally
try to find an ‘exact answer’. This is also the
focus of large-scale question answering evalu-
ation programs such as TREC (Voorhees &
Tice 00). An exact answer is a “text string
consisting of a complete answer and nothing
else” (Voorhees 03). Strings that contain a
correct answer with additional text are con-
sidered ‘inexact’.
Studies have shown, however, that users ap-
preciate receiving more information than only
the exact answer (Burger et al. 00). Consult-
ing a question answering system is only part
of a user’s attempt to fulfill an information
need: it’s not the end point, but a step in
what has been called a ‘berry picking’ process,
where each answer/result returned by the sys-
tem may motivate a follow-up step (Bates 90).
The user may not only be interested in the an-
swer to the question, but also in related infor-
mation. The ‘exact answer approach’ fails to
show leads to related information that might
also be of interest to the user. Lin et al.
(03) show that when searching for informa-
tion, increasing the amount of text returned
to users significantly reduces the number of
queries that they pose to the system, suggest-
ing that users utilize related information from
supporting text.
Both commercial and academic QA systems
tend to present more to the user than only the
exact answer, but the sophistication of their
responses varies from system to system. There
are three degrees of sophistication in response
generation: giving the exact answer, giving
the answer plus context, and giving an ex-
tensive answer. The first is the most basic
form of answer presentation. The second in-
cludes text surrounding the exact answer as
well, which may allow the user to assess the
accuracy of the answer extraction, and thus
to verify whether the answer is correct (Lin
et al. 03). The extensive answer approach aims
at not just including the immediate context,
but generating a response in a more intelligent
way, aiming at optimizing the amount of use-
ful information while maintaining verifiability.
This paper presents a summarization tech-
nique based on Rhetorical Structure Theory
(RST, Mann & Thompson 88) which can be
used to create extensive answer presentations.
This is done by transforming the rhetorical
structure of the document to be summarized
into a weighted graph, in which each vertex
represents a sentence. This graph is used to
select the sentences which are most salient
with respect to the answer. Furthermore, a
small study has been conducted in which users
evaluated the verifiability, usefulness and rel-
evance of the information that was presented
in response to a question.
The paper is structured as follows. First, re-
search concerning query-based summarization
is discussed in section 2, and a brief descrip-
tion of RST is given in section 3. Section 4
discusses the proposal to answer extension and
section 5 discusses an evaluation experiment
where subjects judged the verifiability, useful-
ness and relevance of the information that was
presented in response to a question. This pa-
per concludes with a discussion and possible
follow-ups on this research in section 6.
2 Query-based Summarization
The work presented in this paper focuses
on the generation of query-based extracts.
Query-based (as opposed to generic), because
the summarization is tailored to suit the user’s
declared information needs, while a generic
summarization is intended to reflect only the
writer’s communicative intent as conveyed
by the source document. And the results are
extracts (as opposed to abstracts), because
the summarization only takes care of extract-
ing portions of the source document, while
abstracting also involves rewriting or rephras-
ing text.
While creating an extract for a particular
answer, a candidate sentence can only be in-
cluded if something is known about the rela-
tion between the candidate sentence and the
answer. Indications of a relation between two
sentences may be based on statistical measures
of text similarity, such as the number of deno-
tations of mutual concepts (Erkan & Radev
04). This paper focuses on the use of rhetori-
cal relations.
Query-based summarization has been ap-
plied in information retrieval (c.f. Chali 02;
Saggion et al. 03), but also in multi-document
summarization (Mani & Bloedorn 97). In
multi-document summarization—like in ques-
tion answering—the source documents of the
summarization are not written to satisfy the
information need expressed by the query at
hand.
Mani & Bloedorn (97) used graphs to for-
malize relations between sentences inside a
document for multi-document summarization.
A spreading activation algorithm used this
graph to perform a query-based summariza-
tion, given a starting node that is selected
for the query. Although Mani & Bloedorn
(97) aim at summarizing by formalizing rela-
tions between concepts, a graph-based algo-
rithm can also be used for generating RST-
based summaries as answers to questions, as
demonstrated in this paper.
3 Rhetorical Structure Theory
The proposed method exploits discourse struc-
ture in order to determine whether a sentence
is included in the answer presentation. One of
the most influential theories of discourse struc-
ture is the Rhetorical Structure Theory, de-
veloped by Mann & Thompson (88). For the
purpose of text summarization, RST has the-
oretical and pragmatic advantages over other
theories (e.g. Grosz & Sidner 86; Wolf &
Gibson 05). Good levels of agreement have
been measured between human annotators of
RST, which indicates that RST is well defined
(Mann & Thompson 88; den Ouden 04). Fur-
thermore, a corpus of RST-annotated docu-
ments is available, which can be used for train-
ing and evaluating RST-based summarization
algorithms (Carlson et al. 02). Another ad-
vantage of RST is that RST defines coherence
relations very formally and elaborately, which
makes computational applications easier to de-
velop.
According to RST, a rhetorical relation
typically holds between two contiguous text
spans, of which one span (the nucleus) is more
central to the writer’s intention than the other
(the satellite), whose sole purpose is to in-
crease the reader’s understanding or belief of
what is said in the nucleus. In some cases,
two related spans are of equal importance, in
which case there is a multinuclear relation be-
tween them. The related spans form a new
span, which can in turn participate in a rela-
tion with another span. A full RST analysis is
a hierarchical tree. The smallest units of dis-
course are elementary discourse units or edus,
which are, in this paper, sentences.
RST has already been used to facilitate
summarization (Marcu 97). In his summa-
rization effort, Marcu used the nuclearity of
relations in the rhetorical structure to deter-
mine which sentence is more salient, but he
also explored other features as additional indi-
cators of importance, such as sentence length
(Marcu 97, 98). The following section shows
how an algorithm capable of generating query-
based summarizations can be used with the
same RST features as the algorithms of Marcu,
which are intended for generic summarization.
Because the proposed approach relies on the
availability of RST analyses, it can only be
used in real applications if there is a way to au-
tomatically create such an analysis from text.
Automatically analyzing discourse structure
in general is a hard problem. Although there
is still much room for improvement, Marcu &
Echihabi (02) show that this can be done using
a small set of RST relations.
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Figure 1: Rhetorical structure examples.
4 An Approach to Query-Based
Summarization Using RST
This section describes a two-step approach to
query-based summarization. First, the rela-
tions between sentences are defined in a dis-
course graph. Then, this graph is used to
perform the summarization. During the first
step, the rhetorical structure is transformed
into a graph representation. The second step
exploits a graph search algorithm in order to
extract the most salient sentences from the
graph. The starting node of the search is the
node representing the answer sentence.
The summary should consist of the most
salient sentences, given the answer sentence.
This can be realized by determining the dis-
tance between the answer sentence and each
of the other sentences. The sentences which
are most closely related to the answer sentence
are included in the summarization. The dis-
tance between sentences is measured by their
distance in the RST graph. RST defines rela-
tions between two spans of text, which can be
used to derive the distance from one sentence
to another.
The most nuclear sentence of an RST analy-
sis is the sentence which is most central to the
writer’s purpose. The graph ensures that, sim-
ilarly to Marcu’s approach, a nucleus is pre-
ferred over a satellite: in both summarization
approaches, a satellite cannot be included in
a generic summarization without its nucleus.
The consequence is that in the specific case
that the entry point of the summarization—
the answer sentence—is the most nuclear sen-
tence in the RST analysis, the result resem-
bles the result of the summarization approach
by Marcu (97). However, the graph-based ap-
proach is more general in the sense that the
summarization can start from any specific sen-
tence rather than only the most nuclear sen-
tence of the analysis.
RST analyses as weighted graphs
It is relatively straightforward to derive a
graph from a rhetorical structure. Although
RST is not designed as a computational frame-
work, graph theory is very suitable for this
purpose. A rhetorical structure tree can be
converted to a discourse graph by means of
the following steps.
1. For each sentence in the rhetorical struc-
ture, create a vertex associated with it.
2. For each directed relation, create an edge
from each of the sentences of the nucleus
to each of the sentences of the satellite of
the relation.
A sentence is a nuclear sentence of a text
span if it is not part of any sub span (of the
text span) which participates as a satellite in
a directed relation with any other sub span.
A text span can have multiple nuclear sen-
tences if multinuclear relations are involved.
For instance, in the RST diagram on the left
in Figure 1, the set of nuclear sentences of the
entire document (denoted as 1A:1D) contains
only sentence 1C. The right diagram shows
a rhetorical structure in which the set of nu-
clear sentences of 2A:2D consists of sentences
2C and 2D.
The result of the transformation is an a-
cyclic directed graph of which the vertices
correspond to sentences, and the edges de-
fine relations between them. The left diagram
in Figure 2 shows an example of a rhetori-
cal structure diagram and a discourse graph
that was created for this rhetorical structure
as described above. During the transforma-
tion from RST to graph, part of the struc-
tural information is lost because sentences of
the graph are directly connected to other sen-
tences, while in RST, one end of a relation
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Figure 2: Rhetorical structure example and
a discourse graph created for this rhetorical
structure.
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Figure 3: Rhetorical structure containing a
multinuclear relation and the corresponding
discourse graph.
can also span more than one sentence. If in
RST one sentence is related to a text span
of two sentences, the graph construction al-
gorithm connects it to the nucleus of the two
sentences in the discourse graph. In practice,
this means that if the inclusion of a sentence
in a summarization is justified by a rhetorical
relation, the nucleus of that relation must be
included in the summarization as well. This is
in line with Mann and Thompson’s definition
of directedness of relations, which states that
a nucleus of a directed relation has meaning
without the satellite, but not the other way
round.
In the case of a multinuclear relation, as in
Figure 3, each of the sentences participating
in the multinuclear relation (in the example:
sentences 3B, 3C and 3D) is connected with
the nucleus of the multinuclear span. That is,
in the example, sentence 3A is connected to
each of the sentences 3B, 3C and 3D, but sen-
tences 3B–3D are not directly mutually con-
nected. The reason for this is that in terms
of RST, there is a (multinuclear) relation be-
tween the sentences 3B, 3C and 3D, but they
are mutually independent: if we know that 3B
contains relevant information in a particular
context, there is no way to be sure that, to
any extent, 3C or 3D is relevant as well, based
on the relevance of 3B and the multinuclear
relation between the three sentences.
Now that we have a discourse graph T , we
assume that given two sentences a, b ∈ T for
which there is a path from a to b, we can say
that they are related, and therefore if a is rele-
vant to the answer, b is also relevant to the an-
swer. If a path contains more than one edge,
the sentences are related only indirectly and
an indirect relation is weaker than a direct re-
lation between two sentences.
The strength of a relation between two sen-
tences could be calculated by just counting the
number of edges in the path between the ver-
tices of the sentences. However, it may be the
case that there is more than one sentence with
an equally long path to the starting point of
the summarization. In that case, the two sen-
tences would be equally likely to be included
in the summarization, although there might be
other indications of one sentence being better
suited for inclusion in the summarization than
the other.
In order to remedy this situation, we can
assign weights to edges in the discourse graph.
A greater rhetorical distance is reflected by a
greater weight. A low weight of the path from
a to b indicates a high probability that b is
relevant, given that a is relevant. The total
weight of the path from a to b is denoted as
weight(a, b). The weight of a path between
two sentences is defined iff there is a path that
connects them. The weight of a path is the
sum of the weights of the edges in the path.
Given the entry point of the summarization
(the answer sentence), the shortest path from
this sentence to any other sentence defines the
relevance of the other sentence to the final an-
swer.
The distance between two sentences is af-
fected by the weights of the edges that connect
the nodes corresponding to the sentences in
the discourse graph. These weights are deter-
mined by using features of the rhetorical struc-
ture from which the graph was created, such as
features of the text spans on either side of the
relation for which the edge was created. The
weight of an edge also depends on features of
the sentence corresponding to the vertex which
is targeted by the edge. The only constraint
is that all weights are non-negative. Due to
space constraints, the exact weight computa-
tion cannot be given in detail.
An important factor of the weights of edges
is the size of the span which corresponds to
the target node of the edge. This is inspired
by the observation that if the author spends
many words on a specific issue, the author ap-
parently considers it relatively important.
Also, the length of a sentence is taken into
account. In extractive summarization, it is
usually better to include long sentences than
short sentences, because short sentences typi-
cally contain more anaphora, which makes it
more difficult to produce coherent results.
The features of the rhetorical structure that
are considered for determining the weights are
limited to the features for which there is ev-
idence that they contribute to the quality of
a summarization. Further research may moti-
vate the use of other features as well.
An Example
This example shows how three sentences
can be extracted from a text, based on its
RST analysis, and given the entry point of
the summarization. In a QA context, the
entry point would be the answer sentence.
Two of the extracted sentences are direct or
indirect satellites of the answer sentence, the
third is the answer sentence itself. The RST
analysis of the following (segmented) text is
shown in Figure 4. The entry point for the
extraction is sentence 4E. This sentence could
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Figure 4: Rhetorical structure tree of the text fragment.
for instance be the QA output for the
question: “what can be the cause of RSI?”
[A high pressure of workload, stress and repeatedly carrying
out the same operation for a long period of time are the
most important factors causing RSI to develop.]4A [In the
Netherlands the work pressure has increased with approxi-
mately 1.5% per year.]4B [This is the result of shorter working
hours in the eighties and nineties of the twentieth century.]4C
[Despite fewer working hours, the same quantity of work had
to be finished.]4D [A possible explanation of the development
of RSI as a result of frequently repeated movements which
are performed with low exertion is that the movement always
involves contraction of the same muscles.]4E [This happens
for instance when working with a display device.]4F [The mo-
torial entities can be damaged because of oxygen lack and the
impossibility of removing waste products.]4G [Eventually they
can cease to function and the muscle will lose strength.]4H
[There are however also indications that the complaints do
not arise from damaged muscles.]4J [Instead, they suppos-
edly arise from abnormalities in the response of the brain to
signals from the muscles.]4K [Another possibility is that psy-
chological factors can lead to symptoms of RSI.]4L
First, a discourse graph is created from an
RST analysis (as shown in Figure 5). The
graph contains weighted edges. For this graph,
the total weight of the paths from sentence
4E to each sentence in the graph is calculated
using Dijkstra’s shortest paths algorithm (Di-
jkstra 59). A path in a graph is an alternating
sequence of vertices and edges, beginning and
ending with a vertex. For instance, in the
graph of Figure 5, there is a path over three
vertices and two edges from 4E to 4H. The
weight of this path is the sum of the
weights of all of its edges.
Only four sentences are reachable from 4E.
Since the selection of sentences is based on
the weight of their path from 4E, a sentence
which is associated with an unreachable ver-
tex cannot be included in the extract. In
this case, the sentences with the cheapest path
from the entry point 4E are selected. The se-
lected sentences are filtered out, resulting in
the discourse graph on the left in Figure 6.
For the sentences in this graph, the rhetori-
cal structure can be derived using the original
RST analysis in Figure 4. The result is the
rhetorical structure on the right in Figure 6.
This rhetorical structure may be used for fur-
ther processing, for example for the purpose of
speech synthesis (den Ouden 04). The output
of the extraction process would be the follow-
ing text. The answer sentence is highlighted.
A possible explanation of the develop-
ment of RSI as a result of frequently re-
peated movements which are performed
with low exertion is that the movement
always involves contraction of the same
muscles. This happens for instance when
working with a display device. The motorial
entities can be damaged because of oxygen lack
and the impossibility of removing waste prod-
ucts.
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Figure 5: Weighted rhetorical structure graph
of the text fragment. The vertex labels refer
to their corresponding sentences. Edges are
labeled by their weights.
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Figure 6: Extraction graph of the three sen-
tences selected for inclusion in the summary,
and the corresponding structure in RST nota-
tion, which is derived from the original RST
analysis.
5 Evaluation
In order to find out whether the RST-based
approach proposed here has any effects on the
quality of the responses, a small user study
has been carried out in which the RST-based
method was compared with a baseline.
The quality of the summarizations was
rated on three dimensions. First, the user was
asked to indicate on a 5-point scale to what
extent s/he was able to verify whether the an-
swer was accurate. Secondly, the user was to
judge how useful the provided information was
with respect to the question. And finally, the
user was asked how much irrelevant informa-
tion was contained in the answer.
The study has been performed using the cor-
pus of Carlson et al. (02), which is an RST-
annotated corpus of news articles from the
Wall Street Journal. The corpus also contains
a collection of questions, each of which has an
answer in one of the articles. A selection of
questions was manually matched with an an-
swer sentence in the corresponding article, and
for each answer, an RST-based summarization
was generated using the method described in
this paper. Furthermore, a baseline answer
presentation was generated, consisting of the
answer sentence as well as the preceding and
the successive sentence, following the linear or-
der of the text (answer plus context).
We hypothesized that the RST-based sum-
marization contains more useful and less ir-
relevant information than the baseline, while
performing similarly in verifiability.
Fifteen people participated in the experi-
ment. Each of them was presented with 12
different question-answer pairs, where the an-
swer was generated according to either one
of the strategies outlined above. The partici-
pants were prevented from having to evaluate
two different summarizations that were gener-
ated for the same question.
The t-test was used to verify the hypotheses.
It turned out that the RST-based summariza-
tions were indeed significantly more verifiable,
and contained less irrelevant information than
the answer plus context (p < 0.01). Although
the participants judged that the RST-based
summarizations contained more useful infor-
mation than the answers plus context, this dif-
ference was not significant.
The results suggest that RST-based summa-
rization compares favorably to generating an
answer presentation simply by including the
answer sentence and surrounding sentences:
using RST helps reducing the amount of ir-
relevant information, and increases the verifi-
ability of the answer.
6 Conclusion
The presented approach to query-based sum-
marization consists of two steps. First, the
rhetorical structure tree is used to build graphs
which determine the distances between indi-
vidual sentences. Then, these graphs are used
to decide which sentences are most relevant to
the answer. These sentences are extracted to
form an extensive answer presentation. An ini-
tial user study indicates that this method out-
performs the baseline summarization method
with respect to verifiability and the amount of
relevant information, which are both crucial
aspects of the quality of the answer.
Previous work on query-based summariza-
tion has mostly focused on extracting the set
of sentences which best match the query. In
contrast, we exploit the discourse structure
in order to extract beyond the answer and
include related (but relevant) information as
well.
The advantage of the separation between
formalization (graph construction) and extrac-
tion (graph search and sentence extraction) is
that the latter is fairly generic: it can also
be applied to discourse graphs that are not
RST-based, for instance by creating graphs
which are based on other models of discourse
or onconceptual similarity relations between
sentences. The conceptual graphs could be in-
tegrated with the RST-based graphs, in order
to exploit all available indications of relevance.
Currently, the summarizations are created
using a rule-based method which takes a small
number of features of rhetorical structure of
the answer document as input. Machine learn-
ing may be used to balance the features and
to explore the use of other features.
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