N i=1 ln C c=1 π c f (ce i G; θ c ξ i ) may encounter several problems, even if it is, in principle, feasible (for a general treatise, see, for example, McLachlan and Peel (2000) ). First, the highly nonlinear form of the log likelihood causes the optimization algorithm to be rather slow or even incapable of finding the maximum. Second, the likelihood of a finite mixture model is often multimodal and therefore we have no guaranty that a standard optimization routine will converge toward the global maximum rather than to one of the local maxima.
However, if individual group membership were observable and indicated by t ic ∈ {0 1}, the individual contribution to the likelihood function would be given by˜
[π c f (ce i G; θ c ξ i )] t ic By using the above formulation and taking logarithms, the complete-data log likelihood function
would follow directly. As relative group sizes sum up to 1, their maximum likelihood estimates,π c = 1/N N i=1 t ic , would be given analytically by the relative number of individuals in the respective group. Furthermore, the maximum likelihood estimates of the group-specific parameters could be obtained separately in each group by numerically maximizing the corresponding joint density function, which would simplify the optimization problem considerably.
The EM algorithm proceeds iteratively in two steps, E and M, while it treats the unobservable t ic as missing data. In the E step of the (k + 1)th iteration, the expectation of the complete-data log likelihoodL, given the actual fit of the data Ψ (k) , is computed. This yields, according to Bayes' law, the posterior probabilities of individual group membership
which replace the unknown indicators of individual group membership, t ic . Given τ ic (ce i G; Ψ (k) i ), the complete-data log likelihood,L, is maximized in the following M step, which yields the updates of the model parameters:
As Dempster, Laird, and Rubin (1977) showed, the likelihood never decreases from one iteration to the next, that is, L(Ψ (k+1) ; ce G) ≥ L(Ψ (k) ; ce G), which makes the EM algorithm converge monotonically toward the nearest maximum of the likelihood function regardless of whether this maximum is global or just local. In the Zurich 2003 data set, we therefore needed to apply a stochastic extension, the simulated annealing expectation maximization (SAEM) algorithm proposed by Celeux, Chauveau, and Diebolt (2001) , to overcome the EM algorithm's tendency to converge toward local maxima. In each iteration, there is a nonzero probability that the SAEM algorithm leaves the current optimization path and starts over in a different region of the likelihood function, which results in much higher chances of finding the global maximum. But this robustness against multimodality of the objective function comes at the cost of much higher computational demands.
As the EM algorithm is computationally highly demanding, even in its basic form, and tends to become tediously slow close to convergence, our estimation routine relies on a hybrid estimation algorithm (Render and Walker (1984) ): It first uses either the EM or the SAEM algorithm and takes advantage of their robustness before it switches to the direct maximization of the log likelihood by the much faster Broyden-Fletcher-Goldfarb-Shanno algorithm. The estimation routine in this form turned out to be efficient and robust as it reliably converged toward the same maximum likelihood estimates regardless of the randomly chosen start values. 
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