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Abstract
Markov chain Monte Carlo (MCMC) is the predominant tool used in Bayesian
parameter estimation for hierarchical models. When the model expands due to an
increasing number of hierarchical levels, number of groups at a particular level, or
number of observations in each group, a fully Bayesian analysis via MCMC can easily
become computationally demanding, even intractable. We illustrate how the steps in
an MCMC for hierarchical models are predominantly one of two types: conditionally
independent draws or low-dimensional draws based on summary statistics of param-
eters at higher levels of the hierarchy. Parallel computing can increase efficiency by
performing embarrassingly parallel computations for conditionally independent draws
and calculating the summary statistics using parallel reductions. During the MCMC
algorithm, we record running means and means of squared parameter values to al-
low convergence diagnosis and posterior inference while avoiding the costly memory
transfer bottleneck. We demonstrate the effectiveness of the algorithm on a model
motivated by next generation sequencing data, and we release our implementation in
R packages fbseq and fbseqCUDA.
Keywords: hierarchical model, high-dimensional, statistical genomics, Bayesian, Markov
chain Monte Carlo, high-performance computing, parallel computing, graphics processing
unit, CUDA
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1 Introduction
A two-level hierarchical model has the form,
yg|µg ind∼ p(yg|µg), µg|φ ind∼ p(µg|φ) (1)
where yg may be a scalar or vector, y = {y1, . . . , yG} is the collection observed data, each
µg may be a scalar or vector, µ = {µ1 · · ·µG} is the collection of group-specific parameters,
φ is the vector of hyperparameters, and
ind∼ indicates conditional independence. Figure
1 displays a directed acyclic graph (DAG) representation of this model. Given a prior
φ ∼ p(φ), our goal is to obtain the full joint posterior density of the parameters, p(µ, φ|y).
Typically, this posterior is analytically intractable, so approximation techniques are used.
Most commonly, a Markov chain Monte Carlo (MCMC) algorithm such as Metropolis-
Hastings, Hamiltonian Monte Carlo, slice sampling, Gibbs sampling, or a combination of
these or other techniques are used to obtain samples that converge to draws from this
posterior. If G is large, implementations of MCMC algorithms that estimate p(µ, φ|y) can
be slow or even computationally intractable.
yg
µg
 
G
Figure 1: Directed acyclic graph (DAG) representation of a two-level
hierarchical model. The box with G in the corner indicates nodes µg and
yg for g = 1, . . . , G where the node φ has a directed edge to each µg and
each µg has a directed edge to the associated yg.
The primary motivating context for our work is in the estimation of parameters in
a high-dimensional hierarchical model for data from RNA-sequencing (RNA-seq) experi-
2
ments. RNA-seq experiments measure the expression levels of tens of thousands of genes
in a small collection of samples, and they are used to answer important scientific questions
in a multitude of fields, such as biology, agriculture, and medicine (Mortazavi et al. 2008,
Paschold et al. 2012, Ramskold et al. 2012). Each gene is observed a relatively small num-
ber of times, and the task is to detect important genes according to application-specific
criteria. A hierarchical model allows data-based borrowing of information across genes
and thereby ameliorates difficulties due to the small sample sizes for each gene. Unfortu-
nately, estimation of parameters in these models via general purpose Bayesian software or
custom-built serial algorithms can be computationally slow or even intractable.
The development of parallelized algorithms for Bayesian analysis is an active area of
research enhanced by the wide availability of general purpose graphics processing units
(GPUs). Suchard & Rambaut (2009) utilized GPU-acceleration for likelihood calculations
in phylogenetic models. Lee et al. (2010) described strategies for parallelizing population-
based MCMC and sequential Monte Carlo. Suchard et al. (2010) outlined a strategy for
applying parallelized MCMC to fit mixture models in Bayesian fashion. Tibbits, MM and
Haran, M and Liechty, JC (2011) proposed and implemented parallel multivariate slice
sampling. Jacob et al. (2011) built a block independence Metropolis-Hastings algorithm
to improve estimators while incurring no additional computational expense due to paral-
lelization. Murray & Adams (2014) used hundreds of cores to accelerate an elliptical slice
sampling algorithm that approximates the target density with a mixture of normal densities
constructed by sharing information across parallel Markov chains. White & Porter (2014)
performed MCMC using GPU-acceleration to calculate likelihoods while modeling terror-
ist activities. Gramacy et al. (2014) applied multiple high-performance parallel computing
paradigms to accelerate Gaussian process regression. Beam et al. (in press 2015) built
a GPU-parallelized version of Hamiltonian Monte Carlo in the context of a multinomial
regression model. Gruber et al. (2016) utilized GPU-parallelized importance sampling and
variational Bayes for estimation and prediction in dynamic models.
We develop a fully Bayesian approach for analyses that use high-dimensional hierarchi-
cal models made feasible by the development of efficient parallelized algorithms. Section
2 develops a strategy for designing parallel MCMC algorithms for estimating full joint
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posterior distributions of hierarchical models. Section 3 suggests that graphics process-
ing units (GPUs) offer the most appropriate parallel computing platform, and this section
explains how to maximize the effectiveness of GPUs. Section 4 describes an application
of our strategy in the analysis of RNA-seq data along with its implementation, a pair of
publicly-available R packages. Finally, Section 5 explores the speed of the implementation
for both a real dataset and a collection of simulated datasets.
2 Parallelized MCMC
In most cases, the joint full posterior density p(µ, φ|y) for the model in Equation (1)
(Figure 1) cannot be found analytically, so Markov chain Monte Carlo (MCMC) is often
used to obtain samples that converge to draws from this posterior. A two-step Gibbs
sampler involves alternately sampling µ from its full conditional, p(µ| . . .), and φ from its
full conditional, p(φ| . . .), where ‘. . .’ indicates all other parameters and the data. If these
full conditionals have no known form, then the Gibbs step is typically replaced with a
Metropolis-Hastings, rejection sampling, or slice sampling step (Gelman et al. 2013, Neal
2003).
For high-dimensional group-specific parameters µg and hyperparameters φ, it is often
impractical to sample the entire vector µ or φ jointly. In these scenarios, the group-specific
parameters and hyperparameters are decomposed into subvectors µg = (µg1, . . . , µgJ) and
φ = (φ1, . . . , φK), respectively. The component-wise MCMC then proceeds by sampling
from these lower-dimensional full conditionals using composition, random scan, or random
sequence sampling (Johnson et al. 2013).
Parallelism increases the efficiency of these MCMC approaches in hierarchical models
by simultaneous sampling when parameters are conditionally independent and using par-
allelized reductions when full conditionals depend on low-dimensional summaries of other
parameters. For hierarchical models, each MCMC step uses conditional independence, re-
ductions, or both, and this designation partitions steps into classes. When the number of
groups G is large, conditional independence can lead to a G-fold speedup while parallelized
reductions can give a speedup of ≈ G/ log2(G).
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2.1 Simultaneous steps for conditionally independent parameters
In the two-level hierarchical model of Equation (1), the group-specific parameters µg are
conditionally independent since
p(µ| . . .) ∝
G∏
g=1
p(yg|µg)p(µg|φ) ∝
G∏
g=1
p(µg|yg, φ).
The theory of DAGs also reveals this conditional independence, specifically in nodes that
are d-separated given the conditioning nodes (Koller & Friedman 2009, Ch. 3). In Figure
1, the nodes µ1, . . . , µG are d-separated given φ and therefore conditionally independent.
Thus the vectors µg can be sampled simultaneously and in parallel.
Often it is more convenient to sample subvectors of the vector µg. The jth subvector
is conditionally independent across g since p(µgj| . . .) ∝ p(yg|µg)p(µg|φ). Hence, we sample
the µg’s, or µgj’s, in parallel, simultaneous Gibbs steps.
Parallel execution is accomplished by assigning each group parameter to its own inde-
pendent unit of execution, or thread. With G simultaneous threads, parallelizing across
these groups has a theoretical maximum G-fold speedup relative to a serial implementation.
For RNA-seq data analysis with G ≈ 40000, this is a sizable improvement.
In addition to conditional independence, the full conditional for a group-specific pa-
rameter µg or µgj depends only on the data yg for that group (and the hyperparameters
φ). Thus, when performing parallel operations, memory transfer is minimized since only a
small amount of the total data will need to be accessed by each parallel thread.
Our approach to parallelizing Gibbs steps is a special case of “embarrassing parallel”
computation, which is parallelism without any interaction (i.e. data transfer or synchro-
nization) among simultaneous units of execution. Embarrassingly parallel computation is
already utilized in existing applications of GPU computing in the acceleration of Bayesian
computation. For instance, the strategy by Jacob et al. (2011) shows how embarrass-
ingly parallel computation can accelerate independence Metropolis-Hastings. Much of
Metropolis-Hastings is unavoidably sequential because, as with any Monte Carlo algo-
rithm, the value at the current state depends on the value at the previous state. However,
in independence Metropolis-Hastings, each proposal draw is generated independently of
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the previous one, so all proposals can be calculated beforehand in embarrassingly parallel
fashion using simultaneous independent threads. Similarly, the Metropolis-Hastings accep-
tance probability (Figure 1, Jacob et al. (2011)) at each step contains a factor that depends
only on the current proposal, and these factors can similarly be computed in parallel.
Parallelization of importance sampling is similarly straightforward, as in Figure 2 of Lee
et al. (2010). The strategy by Gruber et al. (2016), which uses a decoupling/recoupling
strategy to fit dynamic linear models of multivariate time series, takes advantage of em-
barrassingly parallel computation both within and among importance samplers. At each
time point, they parallelize across the non-temporal dimension to draw Monte Carlo sam-
ples separately from independent prior distributions in their model (Section 3-B), and then
parallelize across both the non-temporal dimension and the Monte Carlo sample size to
draw from approximate posterior distributions (Section 3-C,D).
2.2 Reductions to aid the efficiency of hyperparameter sampling
The hyperparameter full conditionals, p(φ| . . .) or p(φk| . . .), usually depend on sufficient
quantities that act as sufficient statistics of µ. For example, if µg
ind∼ N(φ1, φ22), then the
sum of µg and the sum of µ
2
g over index g are minimal sufficient for φ = (φ1, φ2). More
generally, if p(µg|φ) is an exponential family (or generalized linear model), then there is a
sufficient quantity that depends on the model matrix (design matrix) and µ (McCullagh &
Nelder 1989, Ch. 2).
Each sufficient quantity can be computed using a reduction, i.e. repeated application of
a binary operator to pairs of µg’s until a single scalar is returned. A serial application of a
reduction over G quantities requires G− 1 operations. In contrast, a parallelized reduction
over G/2 threads has complexity log2(G). For large G, the speedup is considerable, so
parallelizing the reductions on µ speeds up the sampling of the hyperparameter full condi-
tionals. For example, for RNA-seq data analysis with G ≈ 40000, a parallelized reduction
provides a theoretical speedup of G−1
log2(G)
≈ 2600. Of course, the observed efficiency gain
depends on the software implementation, and many parallel computing frameworks have
built-in optimized reduction functionality. CUDA’s Thrust library, for example, allows the
user to perform a fast parallelized reduction with a single line of code (NVIDIA 2015).
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Steps requiring reductions can be identified in a DAG where nodes have directed edges
outward. When the number of edges from a node is large, a parallelized reduction is
beneficial. For the two-level hierarchical model of Figure 1, the node φ has G exiting edges,
and when G is large, the corresponding sampler benefits from a parallelized reduction. In
the case where µg is of low-dimension and yg is relatively large, e.g. ygj
ind∼ N(µg, σ2) for
j = 1, . . . , J where J is large, a parallelized reduction for each µg may also be beneficial.
Reductions are used in other GPU-accelerated Bayesian analyses and Markov chain
Monte Carlo routines. As an example, consider the GPU-accelerated Gaussian process
modeling method by Gramacy et al. (2014). A major goal is to generate a large set of
predictions, where each prediction is computed using a different subset of the available
data. Each of these optimal subsets is determined with a criterion equivalent to mean
squared prediction error, and the computation of this criterion, which depends on quadratic
forms involving the correlation matrix, is expensive. As part of the acceleration, Gramacy
et al. (2014) use parallelized pairwise summation in the calculation of these quadratic
forms. Rather than Thrust, their implementation uses the parallelized reduction method
by SHARCNET (2012). For other examples of parallelized reductions in Bayesian methods
and MCMC, see Suchard et al. (2010) and Suchard & Rambaut (2009).
2.3 More hierarchical levels
Dichotomizing Gibbs steps into those that benefit from conditional independence and those
that benefit from parallelized reductions extends to additional levels of hierarchy. Consider
the three-level hierarchical model
ykg | µkg ind∼ p(ykg|µkg), µkg | φk ind∼ p(µkg|φk), and φk | ψ ind∼ p(φk|ψ) (2)
where k = 1, . . . , K, g = 1, . . . , Gk, and ykg, µkg, φk, and ψ could all be vectors. Figure
2 displays a DAG representation of the model in Equation (2). A two-step Gibbs sampler
for this model alternately samples
µ, ψ ∼ p(µ|y, φ)p(ψ|φ) and φ ∼ p(φ|y, µ, ψ)
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which shows that µ and ψ are conditionally independent given φ. The components of µ
are conditionally independent, as well as the components of φ, since
p(µ| . . .) ∝
K∏
k=1
Gk∏
g=1
p(ykg|µkg)p(µkg|φk) and p(φ| . . .) ∝
K∏
k=1
Gk∏
g=1
p(µkg|φk)p(φk|ψ).
Figure 2 also displays these conditional independencies: ψ and µkg (k = 1, . . . , K, g =
1, . . . , Gk) are d-separated given y and φ, and the φk’s are d-separated given µ and ψ.
As before, the full conditional of φk depends on a sufficient quantity calculated from
{µk1, . . . , µkGk} and the full conditional of ψ depends on a sufficient quantity calculated
from φ. Figure 2 displays this relationship as well since there are 1) many edges from ψ to
the φk’s, and 2) many edges from φk to the µkg’s.
If K and Gk for k = 1, . . . , K are large, then parallelizing these conditional indepen-
dencies and calculations of sufficient quantities will dramatically improve computational
efficiency. When additional levels are added to the hierarchy, each full conditional can be
categorized into a conditional independence step, a parallelized reduction step, or both.
 k
 
K
ykg
µkg
Gk
Figure 2: Directed acyclic graph (DAG) representation of the three-level
hierarchical model in Section 2.3. The box with K indicates replication
over k, and the box with Gk indicates replication over g.
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3 Acceleration with high-performance computing
Three general parallel computing architectures currently exist: multi-core/CPU machines,
clusters, and accelerators. Modern computers have multiple CPUs, each with multiple
cores, where each core can support one or more parallel threads or processes. This multi-
core/CPU hardware allows fast communication among threads, as the threads have abun-
dant shared memory. However, this paradigm only supports tens of simultaneous threads,
not hundreds or thousands, and thus will not provide the desired efficiency gain. In con-
trast, clusters, or collections of networked computers, provide the possibility of unlimited
parallelism, but communication of threads occurs across a relatively slow network. Between
these extremes lie accelerators such as NVIDIA CUDA graphics processing units (GPUs)
and Intel MIC coprocessors. GPUs in particular are capable of spawning hundreds of thou-
sands of threads at a time, and these threads are partitioned into groups called blocks
(Nickolls et al. 2008). Each block can contain hundreds of threads, and communication
among the threads in a single block is extremely fast, driving the acceleration of reductions
even when several blocks are needed.
However, if GPUs are used, the implementation strategy needs to be optimized for
GPU computing. In particular, it is important to minimize the amount of data transferred
between CPU memory and GPU memory (Beam et al. in press 2015). In our applications,
this data transfer is by far the most time-consuming step, and misuse can easily defeat
the purpose of GPU computing altogether. In particular, copying all MCMC parameter
samples from GPU memory to CPU memory would be intractably slow. In addition, it
is important to avoid exhausting all available GPU memory. There are opportunities to
make GPU computing effective throughout the whole analysis.
3.1 Cumulative means and means of squares
Using cumulative means on the GPU, keep track of the mean and mean square of each
parameter’s MCMC samples, separately for each MCMC chain in the analysis. More
specifically, suppose C independent MCMC chains with M iterations each are used to
estimate some joint posterior distribution. In addition, let θ be an arbitrary parameter
and θ
(m)
c be the the m’th MCMC sample of θ in chain c, where m = 1, . . . ,M and c =
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1, . . . , C. Using a one-pass algorithm (Ling 1974) over the course of the MCMC, record
each θc =
1
M
∑M
m=1 θ
(m)
c and θ2c =
1
M
∑M
m=1
(
θ
(m)
c
)2
. One option for the computation of θc
is to update the cumulative sum
∑m
i=1 θ
(i)
c on each MCMC iteration m and divide by M at
the end, an approach that may suffer a loss of precision in some applications. A one-pass
algorithm due to Welford (1962), on the other hand, which updates xm−1 = 1m−1
∑m−1
i=1 θ
(i)
c
to xm = xm−1 +
θ
(m)
c −xm−1
m
on iteration m, is more numerically stable.
The quantities θc and θ2c (c = 1, . . . , C) have two major uses. The first is for assessing
convergence via the Gelman-Rubin potential scale reduction factor (Gelman et al. 2013)
for θ, which is given by
R̂ =
√
1 +
1
M
(
B
W
− 1
)
where
B =
M
C − 1
C∑
c=1
(
θc − θ
)2
,W =
1
C
C∑
c=1
S2c ,
θ =
1
C
C∑
c=1
θc, and S
2
c =
M
M − 1
[
θ2c − θ2c
]
≈ θ2c − θ2c .
A Gelman factor R̂ far above 1 is evidence of lack of convergence in θ. It is a recom-
mended and common practice to run at least 4 MCMC chains, starting at parameter
values overdispersed relative to the full joint posterior distribution, and then check that
the Gelman factors of parameters of interest are below 1.1 before moving forward with
the analysis. The use of cumulative means allows the calculation of Gelman factors, and
therefore convergence assessment, without the need to return all parameter samples.
The second main use of the cumulative mean and mean of squares is for point and
interval estimates. By the Strong Law of Large Numbers, θ and θ2 converge almost surely
to the expected values E(θ|y) and E(θ2|y), respectively. Thus, θ and θ2 − θ2 are MCMC
approximations to the posterior mean and variance, respectively. Since the posterior distri-
bution itself converges to a normal distribution for large amounts of data (the primary use
case for the computational methods developed here), a 100(1−α)% approximate equal-tail
credible interval can be constructed via θ ± zα/2
√
θ2 − θ2 where P (Z > zα) = α and Z is
a standard normal distribution.
With approximate credible intervals for each model parameter, it is typically not neces-
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sary to save all MCMC parameter samples. To reduce data transfer between the GPU and
CPU, we recommend copying only a select few parameter samples back to CPU memory for
future use, preferably the hyperparameters φ and some group-specific parameter samples
µgj for a select, perhaps random, few values of g and j. For those parameters, an appropri-
ate thinning interval should be used, although the cumulative means and means of squares
should be calculated using all samples, and the GPU should retain only a single itera-
tion at any given time. That way, memory-based computational bottlenecks are avoided,
and enough parameter samples will be available post-hoc for checking the distributional
assumptions of the approximate credible intervals.
3.2 Inference
Similar to the point and interval estimates in Section 3.1, inferential quantities that de-
pend on µ should be calculated using cumulative means instead of the full collection of
MCMC parameter samples. For example, a posterior probability that can be expressed as
P (f(µ, φ) | y) should be estimated by 1
M
∑M
m=1 I
(
f
(
µ(m), φ(m)
))
, where f is any function
of the parameters that returns a true/false value, I(·) is the indicator function, and the
mean of indicator functions can be calculated using a one-pass algorithm as in Section 3.1.
Unfortunately, most parallel computing tools operate at a low level, so it is generally
impossible to allow the user to specify a generic function f . However, posterior probabili-
ties involving contrasts are straightforward to implement. Such a probability is of the form,
P
(
uT1 η > b1 and . . . and u
T
Kη > bK | y
)
, where η is the vector obtained by concatenating
the µg vectors and φ, each fixed vector uk (k = 1, . . . , K) has the same length as η, and
b1, . . . , bK are fixed scalars.
1 The MCMC estimate is
1
M
∑M
m=1 I
(
uT1 η
(m) > b1 and . . . and u
T
Kη
(m) > bK
)
, where η(m) is the MCMC sample of η
at iteration m. For probabilities specific to each µg, if the µg’s are all of the same length,
the formulation is
1 Practitioners may desire P
(
uT1 η > b1 ⊗1 . . .⊗K uTKη > bK | y
)
, where each ⊗k could be either “and”
or “or”. This general form can be obtained from probabilities using only “and” along with the general
disjunction rule in basic probability theory. For example, P
(
uT1 η > b1 or u
T
1 η > b1
)
= P
(
uT1 η > b1
)
+
P
(
uT2 η > b2
)−P (uT1 η > b1 and uT1 η > b1). The probabilities on the right are estimated using a one-pass
algorithm during the MCMC, and then the estimate on the left is calculated afterwards. This restriction
to “and” in the main program simplifies the implementation.
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P
(
vT1 µg > b1 and . . . and v
T
Kµg > bK | y
)
for g = 1, . . . , G, where v1, . . . , vK are fixed vec-
tors of the same length as µ1. In this case, the estimate for index g is
1
M
∑M
m=1 I
(
vT1 µ
(m)
g > b1 and . . . and v
T
Kµ
(m)
g > bK
)
, and these estimates can be updated
in parallel over index g. An example of this last construction is
P (µg2 + µg4 > 0 and µg3 + µg4 > 0 | y) for g = 1, . . . , G, estimated by
1
M
∑M
m=1 I
(
µ
(m)
g2 + µ
(m)
g4 > 0 and µ
(m)
g3 + µ
(m)
g4 > 0
)
for a given g. These posterior probabil-
ities often arise in RNA-seq data analysis where the goal is often to detect genes with
important patterns in their expression levels.
4 Application to RNA-sequencing data analysis
We apply the above strategy to RNA-sequencing (RNA-seq) data analysis. RNA-seq is a
class of next-generation genomic experiments that measure the expression levels of genes
in organisms across multiple groups or experimental conditions. The data from such an
experiment is a matrix of counts, where the count in row g and column n is the relative
expression level of gene g found in RNA-seq sample n. For a more detailed, technical
description of RNA-seq experiments and data preprocessing, see Datta & Nettleton (2014),
Oshlack et al. (2010), and Wang et al. (2010).
The goal of the analysis is to model gene expression levels and detect important genes,
a difficult task because there are typically G ≈ 40000 genes and N ≈ 10 RNA-seq samples.
Hierarchical models are suitable because they borrow information across genes to improve
detection. However, fitting them is computationally demanding because of the high number
of genes and low number of observations per gene. Many approaches ease the computation
with empirical Bayes methods, where the hyperparameters φ are set constant at values
calculated from the data that approximate the respective target densities before the MCMC
begins (Hardcastle (2012); Ji et al. (2014); Niemi et al. (2015)). However, empirical Bayes
approaches ignore uncertainty in the hyperparameters, so a fully Bayesian solution may be
preferred.
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4.1 Model
Let ygn be the RNA-seq count for sample n (n = 1, . . . , N) and gene g (g = 1, . . . , G).
Let X be the N × L model matrix for gene-specific effects βg = (βg1, . . . , βgL). Let Xn
be the nth row of X. We assume ygn|εgn, βg ind∼ Poisson (exp (hn + εgn +Xnβg)). The hn’s
are constants estimated from the data, and they take into account sample-specific nui-
sance effects such as sequencing depth (Si & Liu (2013), Anders & Huber (2010), Robin-
son & Oshlack (2010)). The εgn parameters account for overdispersion, and we assign
εgn|γg ind∼ Normal(0, γg). The γg parameters are analogous to the typical gene-specific
negative-binomial dispersion parameters used in many other methods of RNA-seq data
analysis (Landau & Liu 2013). We assign γg|τ, ν ind∼ Inverse-Gamma (ν/2, ντ/2). τ is a
prior measure of center of the γg terms (between the prior mean and the prior mode), and
ν is the degree to which the γg’s “shrink” towards τ . We assign τ ∼ Gamma(a, rate = b)
and ν ∼ Uniform(0, d), where a = 1, b = 1, and d = 1000 are fixed constants such that
these priors are diffuse (Gelman 2006).
The βg terms relate elements of the model parameterization to gene expression levels,
and we interpret Xnβg to be the log-scale mean expression level of gene g in RNA-seq sample
n. For each fixed ` from 1 to L, we assign βg`|θ`, σ` ind∼ Normal(θ`, σ2` ). Lastly, we assign
θ`
ind∼ Normal(0, c2`) and σ` ind∼ Uniform(0, s`), where c` = 10 and s` = 100 (` = 1, . . . , L) are
fixed constants so that these priors are diffuse (Gelman 2006). This model is summarized
and depicted as a DAG in Figure 3.
The conditional independence of the βg`’s depends on the model matrix X. Parameters
β1`, . . . , βG` are always conditionally independent given θ` and σ`, but βgi and βgj are not
necessarily conditionally independent for i 6= j. To see this, it is easiest to refer to the
directed acyclic graph (DAG) representation of the model in Figure 3. The dashed arrow
from βg` to ygn indicates that an edge is present if and only if Xnβg is a non-constant
function of βg`: that is, if and only if Xn` 6= 0. If there exists any integer n from 1 to N
such that there is a directed edge from βgi to ygn and another directed edge from βgj to ygn,
then βgi and βgj are not conditionally independent: here, ygn is a collider on an undirected
path between βgi and βgj, making βgi and βgj not d-separated in the DAG given the other
nodes. If no such n exists, then βgi and βgj are d-separated given the other nodes and thus
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conditionally independent.
This RNA-seq model is a special case of the model in equation (1) and Figure 1. To make
the transition, note that (yg1, . . . , ygN) becomes yg, (εg1, . . . , εgN , γg, βg1, . . . , βgL) becomes
µg, and (τ, ν, θ1, . . . , θL, σ1, . . . , σL) becomes φ.
ygn
ind∼ Poisson (exp (hn + εgn +Xnβg))
εgn
ind∼ Normal(0, γg)
γg
ind∼ Inverse-Gamma
(ν
2
,
ντ
2
)
ν ∼ Uniform(0, d)
τ ∼ Gamma(a, rate = b)
βg`
ind∼ Normal(θ`, σ2` )
θ`
ind∼ Normal(0, c2`)
σ`
ind∼ Uniform(0, s`)
"gn
⌫⌧
✓`  ` g
GN
L
ygn
 g`
Figure 3: Directed acyclic graph (DAG) representation of the RNA-seq model in Section
4.1, along with a formulaic representation on the left. The box with G in the corner
indicates that each parameter inside represents multiple nodes, each specific to a value of
g = 1, . . . , G. The analogous interpretation holds for the boxes with N and L, respectively.
The dashed arrow from βg` to ygn indicates that an edge is present if and only if Xnβg is a
non-constant function of βg`: that is, if and only if Xn` 6= 0, where X is the model matrix
and Xn is its n’th row.
4.2 MCMC
To fit the model to RNA-seq data, we use an overall Gibbs sampling structure and apply
the univariate stepping-out slice sampler in Appendix A within each of several Gibbs steps.
This versatile slice-sampling-within-Gibbs approach was suggested by Neal (2003) (Section
4: Single-variable slice sampling methods), then detailed by Cruz et al. (2015) and alluded
to by Gelman et al. (2013) (Ch 12.3) and Banerjee et al. (2015). In each of the steps of
Algorithm 1, a slice sampler is used to sample from all non-normal full conditionals. Each
slice-sampled parameter (γ1, γ2, ε50,5, etc.) has its own tuning variable w and auxiliary
variable waux.
Slice sampling is used for the gamma and inverse-gamma full conditionals in addition
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to the full conditionals with unknown distributional form. This is because CURAND, the
random number generation library for CUDA, has no gamma sampler. Although a gamma
sampler could have been implemented (see Appendix B.3 of Gruber et al. (2016)), this
slice-sampling approach is more versatile.
Algorithm 1 MCMC for hierarchical RNA-seq model
1. In parallel, sample the εgn’s.
2. In parallel, sample the γg’s.
3. Reduction to calculate
∑G
g=1
[
log γg +
ν
γg
]
. Then sample ν from its full conditional
density, which is proportional to
exp
(
−G log Γ
(ν
2
)
+
Gν
2
log
(ντ
2
)
− ν
2
G∑
g=1
[
log γg +
ν
γg
])
.
4. Reduction to calculate
∑G
g=1
1
γg
. Then sample
τ ∼ Gamma
(
a+ Gν
2
, rate = b+ ν
2
∑G
g=1
1
γg
)
.
5. For ` = 1, . . . , L, in parallel, sample β1`, . . . , βG`.
6. Reduction to calculate means and variances of the relevant βg`’s. Then sample
θ1, . . . , θL.
7. Reduction to calculate the shape and scale parameters of the inverse-gamma distri-
butions. Then sample σ1, . . . , σL.
In Algorithm 1, we highlight the two types of steps: in parallel for the steps with
conditionally independent parameters and reduction for the parameters whose full con-
ditionals depend on sufficient quantities calculated from other parameters. In step 5, the
βg`’s are conditionally independent across g for a given `, but not necessarily conditionally
independent across `, as the conditional independence of the βg`’s depends on the model
matrix. In steps 6 and 7, parameter sampling after the parallelized reductions could be
parallelized, but the efficiency gain is small if L is small. In our application, L is 5.
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4.3 Implementation
We release the implementation of this algorithm in R packages fbseq and fbseqCUDA,
publicly available on GitHub in repositories named fbseq and fbseqCUDA, respectively. We
use two packages for the same method in order to separate the GPU-dependent backend
from the platform-independent user interface. fbseq is the pure-R user interface, which
is for planning computation and analyzing results on any machine, such as a local office
computer. fbseqCUDA is the CUDA-accelerated backend that runs Algorithm 1. The
fbseqCUDA package uses custom CUDA kernels (functions encoding parallel execution on
the GPU) to run sets of parallel Gibbs steps and CUDA’s Thrust library for parallelized
reductions. Users can install it on a computing cluster, a G2 instance on Amazon Web
Services, or another (likely remote) CUDA-capable resource, and run the algorithm with
a function in fbseq that calls the fbseqCUDA engine. For step-by-step user guides, please
refer to the package vignettes. We also release fbseqComputation, an R package that
replicates the results of this paper. The fbseqComputation package is publicly available
through the GitHub repository of the same name. Install fbseqComputation according to
the instructions in the package vignette, and run the paper computation() function to
reproduce the computation in Section 5.
5 Assessing computational tractability
As an example of RNA-seq data, we consider the dataset from Paschold et al. (2012).
The underlying RNA-seq experiment focused on N = 16 biological replicates (pooled from
the harvested primary roots of 3.5-day-old seedlings), each from one of 4 genetic varieties,
and reported the expression levels of G = 39656 genes. The genetic varieties are B73 (an
inbred population of Iowa corn), Mo17 (an inbred population of Missouri corn), B73×Mo17
(a hybrid population created by pollinating B73 with Mo17), and Mo17×B73 (a hybrid
population created by pollinating Mo17 with B73).
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The N = 16 by L = 5 model matrix is compactly represented as
X =


1 1 −1 0
1 −1 1 0
1 1 1 1
1 1 1 −1
⊗

1
1
1
1


1
1
1
1
⊗

1
1
−1
−1


where “⊗” denotes the Kronecker product. With this model matrix, we can assign rough
interpretations to the βg`’s in terms of log counts. For gene g, βg1 is the mean of the parent
varieties B73 and Mo17, βg2 is half the difference between the mean of the hybrids and
Mo17, βg3 is analogous for B73, and βg4 is half the difference between the hybrid varieties.
Finally, βg5 is a gene-specific block effect that separates the first two libraries from the last
two libraries within each genetic variety due to the samples being on different flow cells.
One goal of the original experiment was to detect heterosis genes: in the case of high-
parent heterosis, genes with significantly higher expression in the hybrids relative to both
parents, and in the case of low-parent heterosis, genes with significantly lower expression
in the hybrids relative to both parents. For example, to detect genes with high-parent
heterosis with respect to B73×Mo17, we estimated P (2βg2 + βg4 > 0 and 2βg3 + βg4 > 0|y)
using the cumulative mean technique described in Section 3.
We fit the model in Section 4.1 to the Paschold dataset using our CUDA-accelerated
R package implementation, fbseq and fbseqCUDA. We used a single node of a computing
cluster with a single NVIDIA K20 GPU, two 2.0 GHz 8-Core Intel E5 2650 processors, and
64 GB of memory. We ran 4 independent Markov chains with starting values overdispersed
relative to the full joint posterior distribution. We ran each chain with 105 iterations of
burn-in and 105 true iterations. We used a thinning interval of 20 iterations so that 5000 sets
of parameter samples were saved for each chain. As in Section 3, we only saved parameter
samples for the hyperparameters (τ, ν, θ1, . . . , θL, σ1, . . . , σL) and a small random subset of
the gene-specific parameters. Running the 4 Markov chains in sequence, the total elapsed
runtime was 3.89 hours.
To assess convergence, we combined the post-burn-in results of all 4 Markov chains.
We used estimated posterior means and mean squares to calculate Gelman-Rubin potential
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scale reduction factors (see Section 3), which we used to monitor the 2L+ 2 hyperparame-
ters, the G×L model coefficient parameters βg`, and the G hierarchical variance parameters
γg. All the corresponding Gelman factors fell below 1.1 except for β26975,2 (at 1.167), β33272,2
(at 1.148), γ33272 (at 1.112), and β6870,2 (at 1.107). Although above 1.1, these last Gelman
factors were still low and are not cause for serious concern. Next, for the total 2×104 saved
parameter samples of each hyperparameter and of each of a small subset of gene-specific
parameters, we computed effective sample size (Gelman et al. 2013). Most observed ef-
fective sizes were in the thousands and tens of thousands, the only exception being σ22 at
around 561 effective samples, well above the 10 to 100 effective samples recommended by
Gelman et al. (2013). There was no convincing evidence of lack of convergence.
5.1 The scaling of performance with the size of the data
We used a simulation study to observe how the performance of our method scales with the
number of genes and the number of RNA-seq samples. We used multiple new datasets,
each constructed as follows. First, duplicate copies of the Paschold data were appended to
produce a temporary dataset with the original 39656 genes and the desired number RNA-
seq samples, N . Next, the desired number of genes, G, were sampled with replacement
from the temporary dataset. We created 16 of these resampled datasets, each with a unique
combination of N = 16, 32, 48, 64 and G = 8192, 16384, 32768, 65536 (i.e., 213, 214, 215, and
216, respectively).
To each dataset, we applied the same method as in Section 5, with the same number
of chains, iterations, and thinning interval. We also monitored convergence exactly as in
Section 5. For 14 out of the 16 datasets, all Gelman factors of interest fell below our
tolerance threshold of 1.1. For G = 16384 and N = 16, only the Gelman factors for β9130,3
(at 1.119) and β13704,2 (at 1.113) fell above 1.1. For G = 65536 and N = 16, there were
8 Gelman factors above 1.1. The highest of these was 1.325, and all corresponded to βg`
and γg parameters. Across all 16 datasets, the minimum effective sample size (ESS) for
any hyperparameter was roughly 185 (for σ22). Again, evidence of lack of convergence is
unconvincing.
Figure 4 shows the elapsed runtime in hours plotted against G and N . Runtime ap-
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pears linearly proportional to both G and N within the range of values considered. These
runtimes, also listed in the runtime column of Table 1, vary from 1.27 hours to 16.56 hours.
Our method appears expedient given the size of a typical RNA-seq dataset at the time of
this publication.
Table 1 also shows ESS for hyperparameters (ν, τ , θ1, . . . , θL, σ
2
1, . . . , σ
2
L). Overall,
effective sample size appears acceptably high, and the time required to produce 1000 ef-
fective samples was relatively low for N = 32, 48, and 64. Of all the hyperparameters, σ22
has the lowest ESS for N = 16. This parameter is the hierarchical variance of the βg2 pa-
rameters, which, for the current model parameterization and on the natural log scale, are
the gene-specific half-differences between the mean of all the B73xMo17 and Mo17xB73
expression levels and the mean of the B73 expression levels. For N = 32, 48, and 64,
τ is the minimum-ESS hyperparameter. Recall that τ is the prior center (between the
prior mean and the prior mode) of the γg parameters, the counterparts of the gene-specific
negative-binomial dispersion parameters often used in other models of RNA-seq data.
Naively, we should expect ESS to increase with both G and N , since hyperparameter
estimation generally improves with increased information to borrow across genes. Prior
speculation about the time required to produce a given number of effective samples, how-
ever, is trickier. With additional data, estimation improves, but computation is slower.
Table 1 shows the interplay of these competing factors.
Many of the findings in Table 1 are unsurprising given our prior expectations. Median
ESS nearly doubled from N = 16 to N = 32 for all values of G listed. Median ESS varied
little among the larger values of N and G, presumably since ESS is already close to the
total aggregated 2× 104 MCMC samples by that point. Next to median ESS in Table 1 is
the average time required to produce a median ESS of 1000 across the hyperparameters.
For the larger values of G, there is a noticeable increase in this timespan between N = 48
and N = 64, and for N fixed at 16, 32, 48 or 64, it increased roughly linearly with
G. Minimum ESS, the minimum-ESS hyperparameter, and the time required to obtain
1000 effective samples of the minimum-ESS hyperparameter also showed some unsurprising
trends. Minimum ESS increased from N = 16 to N = 32 for each value of G, and when
τ was the minimum-ESS parameter, the time required to obtain 1000 effective samples
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increased roughly linearly with both N and G.
There are some surprises as well. Minimum ESS decreased with increasing N when τ
was the minimum-ESS hyperparameter and also decreases from G = 32768 to G = 65536
when σ22 was the minimum-ESS hyperparameter. Also for σ
2
2 at N = 16, the time required
to obtain 1000 effective samples decreased as G increased from 8192, to 32768, but then
spiked by the time G = 65536.
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Figure 4: Elapsed runtime (hours) plotted against the number of genes (G) and the number
of RNA-seq samples (N) for 2×105 total MCMC iterations for four chains run in sequence.
6 Discussion
We present a fully Bayesian strategy to fit large hierarchical models that are computa-
tionally demanding, possibly intractable, under normal circumstances. We introduce the
two main components of most parallelized Markov chain Monte Carlo approaches: em-
barrassingly parallel computations and reductions. We combine these components with a
slice-sampling-within-Gibbs MCMC algorithm, and we harness the multi-core capabilities
of GPUs. The CPU-GPU communication bottleneck is avoided by calculating running
sums and sums of squares of relevant quantities. We demonstrate how these quantities can
be used for convergence diagnostics and posterior inference. We exemplified these general
approaches using a real RNA-seq dataset and satisfied standard convergence diagnostics in
3.89 hours of elapsed runtime. In our simulation study based on the RNA-seq model, we
found that total elapsed runtime scales linearly with the size of the data in each dimension
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Table 1: Runtimes and effective sample sizes for the simulation study in Section 5.1. G is
the number of genes, and N is the number of libraries. The runtime column shows the total
elapsed runtime in hours. The ESS columns show numerical summaries (either median or
minimum, as indicated in the top row) of effective sample size across all hyperparameters
(ν, τ , θ1, . . . , θL, σ
2
1, . . . , σ
2
L). The ratio columns show 1000 times runtime divided by ESS:
that is, the average elapsed hours required to produce 1000 effective samples (median or
minimum across hyperparameters).
median minimum
G N runtime ESS ratio ESS ratio parameter
8192 16 1.27 10170 0.12 185 6.86 σ22
8192 32 1.69 19057 0.09 5473 0.31 τ
8192 48 2.11 18882 0.11 3810 0.55 τ
8192 64 2.53 19463 0.13 2303 1.10 τ
16384 16 2.13 10384 0.20 398 5.35 σ22
16384 32 3.05 18845 0.16 5018 0.61 τ
16384 48 3.68 19525 0.19 3590 1.02 τ
16384 64 4.89 19510 0.25 2663 1.84 τ
32768 16 3.43 12567 0.27 990 3.46 σ22
32768 32 5.18 18402 0.28 5501 0.94 τ
32768 48 6.31 19158 0.33 3279 1.92 τ
32768 64 8.73 19499 0.45 2450 3.56 τ
65536 16 6.09 11418 0.53 308 19.78 σ22
65536 32 9.47 18945 0.50 5554 1.71 τ
65536 48 11.54 19657 0.59 3624 3.18 τ
65536 64 16.56 19409 0.85 2673 6.19 τ
within the range of sizes considered, and effective samples are hardest to obtain when the
number of genes is high and the number of RNA-seq samples is low.
Major deterrents in the adoption of Bayesian methods are the development of computa-
tional machinery to estimate parameters in the model and the computation time required
to estimate those parameters. General purpose Bayesian software such WinBUGS (Lunn
et al. 2000), OpenBUGS (Lunn et al. 2009), JAGS (Plummer et al. 2003), Stan (Carpenter
et al. 2016), and NIMBLE de Valpine et al. (2016) have lowered the development time by
allowing scientists to focus on model construction rather than computational details. These
software platforms are based on DAGs representations of Bayesian models and determine
appropriate MCMC schemes based on these DAGs. For analyses similar to the RNA-seq
analysis presented here, estimation using these tools is far slower. We hope the abstraction
presented here and elsewhere, e.g. Beam et al. (in press 2015), will inspire and spur the
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development of GPU-parallelized versions of these software enabling MCMC analyses of
larger datasets and larger models.
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A Univariate stepping-out slice sampler with tuning
In the MCMC in Section 4.2, we repeatedly apply the univariate stepping-out slice sampler
given by Neal (2003). The goal of slice sampling is to sample θ from an arbitrary univariate
density proportional to some function f(θ). To do this, Neal’s method samples from g(θ, u),
the bivariate uniform density on the region under f(θ) (i.e., {(θ, u) : −∞ < θ < ∞, 0 <
u < f(θ)}). The marginal density of θ under g(θ, u) is f(θ)/ ∫∞−∞ f(θ)dθ, so the samples of
θ come from the correct target.
To sample from g(θ, u), Neal’s method uses a technique similar to a 2-step Gibbs sam-
pler. Here, suppose the current state is (θ, u) = (θ(m), u0). The first step of this two-step
Gibbs sampler is to draw a new value u ∼ Uniform(0, f(θ(m))), the full conditional dis-
tribution of u given θ = θ(m). The next step is to draw a new value θ(m+1) of θ from
the uniform distribution on S = {θ : u < f(θ)}, the conditional distribution of θ given
u. Unfortunately, precisely determining the “slice” S is inefficient and not expedient in
practice. The following explicit steps comprise a single stepping-out slice sampler iteration
that moves from the current state θ = θ(m) to the next state θ = θ(m+1).
The tuning procedure in step 7 sets w to be a weighted average of the absolute differ-
ences between successive values of θ, giving precedence to later iterations. That way, w is
calibrated according to the width of the “slice” S = {θ : u < f(θ)}. The popular black-box
Gibbs sampler software, JAGS, uses this tuning method for its own slice sampler in version
4.0.1 (Plummer et al. 2003).
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Algorithm 2 Univariate stepping-out slice sampler with tuning
Set the initial size of the step w, total number MCMC iterations (M), number of burn-in
iterations (MB), number of initial iterations where w is not tuned (MC < MB), maximum
number of “stepping out” steps (K ∈ N+), and waux = 0. Let θ(m) be the current value of
θ at iteration m of the MCMC chain.
1. Sample u ∼ Uniform(0, f(θ(m))) distribution.
2. Randomly place an interval (L,R) of width w around θ(m):
(a) Sample v ∼ Uniform(0,w).
(b) Set L = θ(m) − v.
(c) Set R = L+ w.
3. Set upper limits on the number of steps to perform in each direction:
(a) Sample KL uniformly on {0, 1, . . . , K}.
(b) Set KR = K −KL.
4. “Step out” the interval (L, R) to cover the “slice” S = {θ : u < f(θ)}:
(a) For k = 1, . . . , KL, set L = L− w if u < f(L).
(b) For k = 1, . . . , KR, set R = R + w if u < f(R).
5. Sample θ∗ ∼ Uniform(L,R) distribution.
6. If u < f(θ∗), set θ(m+1) = θ∗. Otherwise, set R = θ∗ if θ∗ > θ(m) or L = θ∗ if
θ∗ ≤ θ(m), then go back to step 5.
7. If m ≤MB, tune w as follows.
(a) Increment waux by m · |θ(m+1) − θ(m)|.
(b) If m > MC , set w = waux/(0.5m(m+ 1)).
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