We provide a protocol for training photonic neural networks based on adjoint methods. The gradient of the network with respect to its tunable degrees of freedom is computed by physically backpropagating an optical error signal. OCIS codes: (200.4260) Neural networks; (130.0130) Integrated optics
X l = f l (Ŵ l X l−1 ) ≡ f l (Z l ).
(1)
To train this network to perform different tasks, for a given input X 0 , we may define a loss function L = L (X L , T) that gives a measure of the error between the actual output, X L , and the target output, T. Then, the goal of training is to minimize L with respect to the degrees of freedom within the network, in this case given by the dielectric function of the optical phase shifters. To minimize the loss function, we may compute the derivative of L with respect to each of these degrees of freedom and then use gradient-based optimization, as is typical in conventional neural networks. In our work [4] , we show that this gradient may be computed by physically backpropagating an optical error signal through the network, as diagrammed in Fig. 1(b) . Then, the gradient computation may be localized to each of the OIU layers in the network. Using the adjoint variable method, we show that the gradient of the loss function with respect to the dielectric function of a single phase shifter in the system, labelled ε φ , may be expressed in terms of the electric fields of the forward (e og ) and backward propagating (e aj ) signals as
where the summation is over positions r φ inside the phase shifter. Importantly, we show that eq. (2) may be measured in parallel for each phase shifter in the layer, which makes this training scheme highly efficient compared to brute-force, finite-difference approaches, which require individually perturbing each phase shifter in series. We further present a protocol for computing this gradient directly from a measurement of the light intensity in the vicinity of each of the tunable phase shifters, which can be found by recording the light scattering outside of the waveguides, or through the use of integrated detectors, as proposed in [5] . To accomplish this, we first notice that interfering e og and e * aj results in an intensity pattern given by |e og + e * aj | 2 = |e og | 2 + |e * aj | 2 + 2R e og · e aj . The interference term of which matches the gradient from eq. (2). Thus, by interfering the forward propagating signal directly with the time-reversed copy of the backward propagating signal, we may recover the gradient of the network with the following protocol, which is diagrammed in Fig. 1(c) -(e): (1) Send in the original field amplitudes X l−1 and measure the intensities at each phase shifter. (2) Send the backpropagating signal (δ δ δ l ) into the output ports on the right and measure the intensities at each phase shifter. (3) Record the output on the left, and compute X TR as the complex conjugate of that output. (4) Interfere the original and the time-reversed adjoint fields in the device, measuring again the resulting intensities at each phase shifter. (5) Subtract the constant intensity terms from steps 1 and 2 and multiply by k 2 0 to recover the gradient as in eq. (1). This procedure for the gradient computation is exact if we assume a lossless, reciprocal, feed-forward propagation inside the OIU, which is true to a good approximation [3, 5] . However, we also demonstrate numerically that it also works to a good precision in a structure with non-negligible, mode-dependent losses and use the method to train numerically simulated photonic neural networks on basic machine learning tasks.
In summary, we present an efficient approach to training photonic neural networks, which allows for the in situ computation of gradients in constant time with respect to the number of parameters and presents an attractive alternative to current schemes. While our method is well-suited for ANNs, it also provides a general protocol for the measurement of adjoint sensitivities, which may have further-reaching applications, for example for other photonic machine learning hardware platforms or setup and tuning of reconfigurable quantum optical circuits.
