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Abstract
Let G be a graph with no isolated vertices. A k-coupon coloring of G is an
assignment of colors from [k] := {1, 2, . . . , k} to the vertices of G such that
the neighborhood of every vertex of G contains vertices of all colors from [k].
The maximum k for which a k-coupon coloring exists is called the coupon
coloring number of G, and is denoted χc(G). In this paper, we prove that
every d-regular graph G has χc(G) ≥ (1 − o(1))d/ log d as d → ∞, and the
proportion of d-regular graphs G for which χc(G) ≤ (1 + o(1))d/ log d tends
to 1 as |V (G)| → ∞.
Keywords: Coupon Coloring, Rainbow Graph, Hamming Graph, Property
B
1. Introduction
Let G be a graph with no isolated vertices. A k-coupon coloring of G is an
assignment of colors from [k] := {1, 2, . . . , k} to the vertices of G such that
the neighborhood of every vertex of G contains vertices of all colors from [k].
The maximum k for which a k-coupon coloring exists is called the coupon
coloring number of G, and is denoted χc(G). The coupon coloring number
of any graph G with no isolated vertices is well-defined, since we may assign
every vertex the same color.
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The motivation for the term coupon coloring is that we may imagine
the colors as coupons of different types, and then the requirement of coupon
coloring is that every vertex collects from its neighbors coupons of all different
types. If we imagine that users v1, v2, . . . , vn are each assigned a bit from a
k-bit message, and that every user has contact with a set of other users, then
every user can reconstruct from her contacts the entire message if and only
if the graph of contacts has a k-coupon coloring. The task given a graph
of contacts is to determine the coupon coloring number of the graph, to
maximize the length of the message that can be transmitted. It is possible to
give examples of graphs of very large minimum degree whose coupon coloring
number is 1; for this reason, we consider d-regular graphs in this paper. The
coupon coloring problem for hypercubes is closely related to problems in
coding theory (see O¨sterg˚ard [21]), and for k = 2 the coupon coloring problem
is also equivalent to the well-studied Property B of hypergraphs [10]: if we
form from a graph G the neighborhood hypergraph H = {Γ(v) : v ∈ V (G)}
with vertex set V (G), then a 2-coupon coloring of G exists if and only if H
has Property B – namely, a 2-coloring of the vertices of H such that no edge
of H is monochromatic. More generally, if H is a hypergraph and H admits
a k-coloring such that every edge contains all k colors, then H is said to have
a panchromatic k-coloring, which corresponds to a k-coupon coloring. For
fixed k, local conditions on H were given by Kostochka and Woodall [15] for
a hypergraph to have a panchromatic k-coloring. In particular it is shown
that if every edge in H has size at least k, and for every set E of edges of H
one has |⋃E| ≥ (k − 1)|E| − k + 3, then H has a panchromatic k-coloring.
In this paper we study the extremal values of χc(G) when G is a d-regular
graph as d becomes large.
In addition, results on coupon colorings have concrete applications in
network science. One application is to large multi-robot networks (cf [4]).
One may imagine a network large enough that robots must act based on
local information. A graph can be constructed with robots in the network
as nodes and an edge between nodes if the corresponding robots are able to
communicate with each other. An example described in [1] is as follows: a
group of robots is deployed to monitor an environment. Each robot must
monitor many different statistics (e.g. temperature, humidity, etc.), but due
to power limitations is only equipped with a single sensor (thermometer,
barometer, etc.). Thus, in order to obtain the remaining data, each robot
must communicate with its neighbors. A similar example arises in allocating
resources to a network [1]. If each vertex of a graph may only use resources
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available at the vertex or its neighbors, and if some resource (e.g. a printer)
must be available to every node in the network, then copies of that resource
must be allocated to a dominating set of the network. If every node in
the network can accomodate one resource, then finding the coupon coloring
number of the network is equivalent to finding the maximum number of
resources that can be made available to every node in the network.
1.1. Coupon coloring regular graphs
For every positive integer d, there exists a graph of minimum degree at
least d with coupon coloring number equal to 1: for instance this is easily
verified for the bipartite graph of minimum degree d which represents the
incidence graph of a complete d-uniform hypergraph on more than d(d − 1)
vertices, since this hypergraph does not have Property B. Therefore χc(G)
cannot be controlled by the minimum degree of a graph. The main theorem of
this paper determines the asymptotic value of the coupon coloring number
of almost all d-regular graphs, and also shows that every d-regular graph
has coupon coloring number at least about d/ log d. Let Gn,d denote the
probability space of d-regular n-vertex graphs, with the uniform probability
measure.
Theorem 1.1. For every δ > 0, there exists d0(δ) such that if d ≥ d0(ǫ),
then every d-regular graph G has
χc(G) ≥ (1− δ) d
log d
.
For every ǫ > 0, there exists d1(ǫ) such that if d ≥ d1(ǫ), then as n → ∞,
almost every d-regular n-vertex graph G has
χc(G) ≤ (1 + ǫ) d
log d
.
In particular, this theorem says χc(G) ∼ d/(log d) as d → ∞ for almost
every d-regular graph G. Theorem 1.1 is proved in Section 4. An explicit
example of a regular graph with small coupon coloring number is the Paley
graph Gq over Fq when q ≡ 1 mod 4 is a prime power. This graph is a d =
(q − 1)/2-regular graph with q vertices. The minimum size of a dominating
set in Gq is known to be at least (
1
2
−o(1)) log q, using standard character sum
estimates (see Ga´cs and Szo˝nyi [13]), and since a coupon coloring requires
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every color class to be a dominating set, χc(Gq) ≤ (1 + o(1))2q/ log q ≤
(4 + o(1))d/ log d, which is within a factor four of the bound in Theorem
1.1. It would be interesting to provide explicit constructions of d-regular
graphs with coupon coloring number (1 + o(1))d/ log d, and in particular to
determine χc(Gq) when Gq denotes the Paley graph over Fq.
1.2. Coloring cubes
We next consider graphs whose coupon coloring number is as large as
possible. It is not hard to give examples of d-regular graphs G with χc(G) =
d, for instance, the complete bipartite graph with d vertices in each part has
coupon coloring number equal to d. An injective k-coloring of a graph G is an
assignment of colors from [k] to the vertices of G such that no two vertices
joined by a path of length two in G have the same color. The minimum
k for which such a coloring exists is called the injective coloring number of
G, denoted χi(G), and is well-defined since we may assign all vertices of G
different colors. One observes
χc(G) ≤ δ(G) ≤ ∆(G) ≤ χi(G),
where δ(G) and ∆(G) denote the minimum and maximum degree of G. If
G is d-regular and χi(G) = d then also χc(G) = d, and this is the largest
possible value of χc(G).
The injective coloring number has been studied for numerous classes of
graphs, especially planar graphs [2, 3, 7, 8, 17]. The structure of d-regular
graphs with χi(G) = d = χc(G) can be described as follows: they may be
constructed from a complete graph of order d by replacing each vertex with
a set of n/d vertices, placing a perfect matching on these sets of n/d vertices
and placing a perfect matching between any pair of distinct sets of those
n/d vertices. In particular, in a d-coupon coloring all color classes have the
same size and therefore d|n and also n/d is even. This explains, for instance,
why for a cycle C, χi(C) = 2 if the length of C is 0 mod 4, and χi(C) = 3
otherwise. Properties of d-regular graphs which admit such colorings are
discussed at length in Woldar [24] (see also Lazebnik and Woldar [16]), which
include a number of applications to graph theory problems and constructions
from group theory.
In this paper, we consider a more coding theoretic problem, namely strong
colorings of q-ary cube graphs or Hamming graphs, as they will provide
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some natural extremal examples for the coupon coloring number and in-
jective coloring number. The Hamming Graph, Hn,q, has vertex set [q]
n :=
{1, 2, . . . , q}n and two q-ary n-tuples are adjacent if and only if they differ
in one coordinate – that is, they have Hamming distance 1. The following
theorem will be proved in Section 2.
Theorem 1.2. Let k, n, q, r ∈ N and H = Hn,q.
1. If q = 2 and n = 2r, then χc(H) = χi(H) = n.
2. If q is a prime power and n = (qk − 1)/(q − 1) + 1, then χi(H) = qk.
3. If p, q are prime powers with qk ≤ p, and n = (pr − 1)/(p− 1) · (qk −
1)/(q − 1), then χi(H) ≤ pr.
For q > 2, we have that Hn,q is (q − 1)n-regular, and since (q − 1)n
does not divide qn, χc(Hn,q) < χi(Hn,q). In this sense, Theorem 1.2.2 is best
possible, and there is no analogue for q > 2 of Theorem 1.2.1. For q = 2
and q = 3, O¨sterg˚ard [21] (see also Du, Kim and Pardalos [9]) showed that
χi(Hn,q) ∼ (q − 1)n, but this is not known for any q > 3. Theorem 1.2.3
gives supporting evidence for the following conjecture:
Conjecture 1.3. For all q > 2, χi(Hn,q) ∼ χc(Hn,q) ∼ (q − 1)n as n→∞.
The different components of Theorem 1.2 are proved in Section 2. We
finally remark that χi(G) may be quadratically large relative to ∆(G): for
instance if G is the Erdo˝s-Re´nyi polarity graph [12] of a projective plane of
order q, then ∆(G) = q+1 whereas χi(G) = |V (G)| = q2 + q+1 since every
pair of vertices of G is joined by a path of length two.
2. Coupon coloring cubes
Proof of Theorem 1.2.1. We prove χc(Hn,2) = χi(Hn,2) = n when
n = 2r for some r ∈ N. Since Hn,2 is n-regular, it is sufficient to find a
coloring of Hn,2 with n colors such that the neighborhood of each vertex
contains all n colors. To find such a coloring, identify V (Hn,2) with the
power set of F2r in the natural way. Specifically, order the elements of F2r in
any way and for v ∈ V (Hn,2), identify v with the subset of F2r that contains
x ∈ F2r if and only if v has a 1 in the position associated with x. Now let v
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be associated with subset A. We also identify 2r colors with the elements of
F2r , and we color vertex v with color
∑
x∈A
x.
Now, if v ∼ w, then v and w have Hamming distance 1, which means that
there is a unique y ∈ F2r such that w is colored with color
y +
∑
x∈A
x.
Note that we are using here that F2r has characteristic 2. Then if w1 and
w2 are distinct neighbors of v, the indices where they differ from v must be
distinct, and thus they must be colored with different colors. This proves
Theorem 1.2.1.
Proof of Theorem 1.2.2. We prove that if q is a prime power and
n = (qk − 1)/(q − 1), then χi(Hn,q) = qk = (q − 1)n + 1. To find such
a injective coloring, we use a construction from coding theory [23]. In Fkq ,
there are n distinct 1-dimensional subspaces. Let A be the k × n matrix
with entries in Fq where each column is a representative from a distinct
1-dimensional subspace. Now let
C = {x ∈ Fnq |Ax = 0}.
This is an n−k dimensional subspace of Fnq . Each x ∈ Fnq represents a vertex
of Hn,q. Let H
2
n,q be the graph with vertex set V (Hn,q) where two vertices are
adjacent if they are at the ends of a path of length 2 in Hn,q (in this case, this
is the same as the square of Hn,q). We claim that C forms an independent
set in H2n,q. In other words, C is a code with minimum distance 3. To see
this, assume there are two vectors in C with distance less than 3. Without
loss of generality, let one be the zero vector, and let the other be of the form
xT = (a, b, 0, ..., 0) where a and b are not both equal to 0. Then Ax = 0
implies that the first two columns are linearly dependent, a contradiction.
Now, C is a subgroup of the additive group Fnq . Since each of its cosets
is also of minimum distance 3, we can partition Fnq into q
k independent sets.
This gives that
χ(H2n,q) ≤ qk.
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(In fact, there is equality, since these independent sets are maximal by the
sphere packing bound). Since we have properly colored H2n,q, any pair of
vertices in a neighborhood of a given vertex must have distinct colors. This
means that every vertex in Hn,q sees n(q − 1) = qk − 1 distinct colors. This
proves Theorem 1.2.2.
Proof of Theorem 1.2.3. Let nq = (q
k − 1)/(q − 1) and np = (pr −
1)/(p− 1). We have to show that if p, q are prime powers with qk ≤ p, and
m = npnq, then χi (Hm,q) ≤ pr. Let Hnp,p and Hnq,q be strongly pr-coupon
colored and strongly qk-coupon colored with color classes {P1, P2, . . . , Ppr}
and {Q1, Q2, . . . , Qqk} respectively, which we can do by Theorem 1.2.2. We
will create a strong pr-coupon coloring of H = Hnpnq,q with color classes
{C1, C2, . . . , Cpr}. Let (pj,1, ..., pj,np) be a vertex in color class Pj. In color
class Cj we place the following vertices of V (H).
{(c1 ⊔ · · · ⊔ cnp) : ci ∈ Qpj,i}
where ⊔ represents concatenation. That is, we are replacing symbol x ∈ [p]
with all strings in color class Qx. Then because Qi and Pj are independent
sets for any i and j, any pair of strings in Cl has minimum distance 3, which
means Cl is an independent set in H
2. Since the Cl’s partition the q-ary
strings of length npnq, we have properly colored H
2, and thus have strongly
pr colored H . This proves Theorem 1.2.3.
3. Probabilistic tools
The proof of Theorem 1.1 is entirely probabilistic. To prove the lower
bound χc(G) ≥ (1 − δ)d/ log d for d-regular graphs, we use concentration
inequalities and the local lemma:
Theorem 3.1. [11] (Lova´sz Local Lemma.) Let Ai be a finite collection of
events with P (Ai) ≤ p for some p. Suppose also that each Ai is independent
of all but at most d other events. Then if
ep(d+ 1) ≤ 1,
with positive probability none of the Ais occur.
A sum of Bernoulli random variables is concentrated around its expecta-
tion via the following theorem.
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Theorem 3.2. [6] (Chernoff Bound.) Let Xi be independent Bernoulli
random variables and write X :=
∑
Xi. Then for any γ > 0,
P(|X −E(X)| > γE(x)) ≤ 2 exp
(
−γ
2µ
2
)
.
When a martingale is Lipschitz, we can easily control the sum of the
differences (using, say, the Hoeffding-Azuma Inequality). If the martingale
has a very low probability of failing to be Lipschitz, we can still exert some
control over the sum of differences, though our tools need to be more pre-
cise. This inequality appears in a slightly less general form in Shamir and
Spencer [22], and in this form it was first stated and proved in the paper
of Kim [14] using stopping times, and then restated in Chalker, Godbole,
Hiczenko, Radcliffe and Ruehr [5] with a different proof.
Theorem 3.3. [22, 14, 5] Let (Zi)
m
i=0 be a martingale such that △i := Zi+1−
Zi satisfies |△i| ≤ B and let c = (c1, c2, . . . , cm) ∈ Rm+ and ‖c‖2 =
∑m
i=1 c
2
i .
Then for λ > 0 and σ ∈ (0, 1),
P(|Zm − Z0| ≥ λ) ≤ e−λ2σ2/8‖c‖2 + (1 + B(1−σ)λ )
m−1∑
i=1
P(△i < −ci).
We will require the number of d-regular n-vertex graphs:
Theorem 3.4. [19] The number of d-regular graphs on n vertices with nd
even is
(1 + o(1))e−
1
4
(d2−1) (dn)!
dn
2
!2
dn
2 (d!)n
.
4. Proof of Theorem 1.1
Coupon coloring random regular graphs. To prove the bound for
random regular graphs in Theorem 1.1, let Gn,p denote the Erdo˝s-Re´nyi
model of random graphs, where each edge has probability p = d/n, indepen-
dent of all other edges. Let Ad be the event that G ∈ Gn,p is d-regular, where
n is even. By Theorem 3.4 and Stirling’s Formula:
P(Ad) ∼
√
2e
1
4
d2+ 1
2
d− 1
4
(2πd)n/2
.
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Let B be the event that G ∈ Gn,p has χc(G) ≥ k where d = (1 − ǫ)k log k
– we assume all quantities are integers, without affecting the forthcoming
asymptotic computations. For 1 ≤ i < j ≤ k, let Eij be the event that every
vertex in Vi has a neighbor of color j. Then
P(B) ≤
∏
i<j
P (Eij)
since the Eij are independent events. Now the expression on the right is
easily seen to be maximized when all the color classes have size n/k (we may
assume k|n, since this does not affect the asymptotics of the final answer).
Then
log P(Eij) = log(1− (1− p)n/k)n/k ∼ −nkǫ−2.
We therefore have
log P(B) ≤ log
∏
i<j
P (Eij)
. −nkǫ−2 ·
(
k
2
)
. −1
2
nkǫ.
Since there are kn colorings,
logP(χc(Gn,p) ≥ k) . n log k − 1
2
nkǫ . −1
2
nkǫ.
Finally, using the asymptotic formula for P(Ad),
log P(B|Ad) ≤ log P(B)− log P(Ad) . −1
2
nkǫ +
1
2
n log d . −1
2
nkǫ
as required for Theorem 1.1.
Coupon coloring regular graphs. Here we prove the first statement
in Theorem 1.1: we prove that for δ > 0, as d → ∞, every d-regular graph
G has
χc(G) ≥ (1− δ) d
log d
.
The strategy involves two rounds of random coloring. First, reserve a small
subset U ⊂ V of vertices, and randomly color V \ U . In the second round,
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identify the “useful colors” for each u ∈ U and randomly color each u from
this smaller list. For u ∈ U , the set of useful colors is precisely the set of
colors i such that there exists a neighbor v of u none of whose neighbors is
colored i – in other words, i is a missing color in the neighborhood of v. The
idea is that in the second round of coloring, since each vertex v has many
neighbors in U , it is very likely that the colors missing in the neighborhood
of v in the first round now appear on neighbors of v under the second round
of coloring.
The set U . Let d = (1+δ)k log k and let G = (V,E) be a d-regular graph.
Let η < δ. Let U be a randomly chosen subset of V where the vertices are
sampled independently with probability d−η. Let Uv = U ∩ Γ(v) for v ∈ V .
Then E(|Uv|) = d1−η for all v ∈ V . Let Bv be the event ||Uv|−d1−η| > γd1−η
where γ = 4
√
log d/d1−η. By the Chernoff Bound, for v ∈ V
P(Bv) < 2e
−γ2d1−η/2
= 2e−8 log d
< d−4.
Now, the random variables |Uv|, |Uu| are independent except when v, u are
adjacent or have a common neighbor in V ; hence the dependency graph of the
events Bv has degree at most d
2. It follows from the local lemma, Theorem
3.1, that we can pick a specific U ⊂ V such that none of the events Bv occurs,
in other words,
(1− γ)d1−η < |Uv| < (1 + γ)d1−η (1)
holds simultaneously for every v ∈ V .
First round of coloring. Randomly and independently assign a color
from [k] to each vertex of V \ U . For v ∈ V , we say that v misses the color
i if no vertex of Γ(v) \ Uv was assigned color i. Let Av,i denote this event.
Recall that d = (1 + δ)k log k and so (1 + γ)d1−η ≤ k log 2 for large enough
d. By (1), for large enough d,
P(Av,i) ≤
(
1− 1
k
)d−(1+γ)d1−η
≤ (1− 1
k
)d−k log 2
≤ 2e−d/k = 2k−1−δ.
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Now, for u ∈ U , consider the list Ku of colors missed by at least one neighbor
of u:
Ku = {i ∈ [k] : ∃v ∈ Γ(u), Av,i occurs}.
For a particular color i, the union bound gives
P(i ∈ Ku) ≤
∑
v∼u
P(Av,i) ≤ 2dk−1−δ
and hence
E(|Ku|) =
∑
i∈[k]
P(i ∈ Ku) ≤ 2dk−δ.
Fix u ∈ U and let Γ(u) = {v1, . . . , vd}. Let
Z0 = E(|Ku|), Zi = E
(|Ku| ∣∣Γ(v1), . . . ,Γ(vi)).
That is, Zi is an exposure martingale on |Ku| where at step i we reveal the
colors of the neighbors of vi. Note that if |Zi−Zi−1| > c, then vi necessarily
misses more than c colors. This happens with probability at most
(
k
c
)
· 2k−c(1+δ) ≤ 2kck−c(1+δ)
≤ 2k−δc.
Therefore (Zj)
d
j=0 is c-Lipschitz with exceptional probability at most 2k
−δc.
We now use Theorem 3.3 to obtain concentration of |Ku| around its expec-
tation. Note that the martingale difference |Zj −Zj−1| is obviously bounded
by d. Choosing λ = 8c
√
d log d and σ = 9/10 we obtain
P(|Ku| > 2dk−δ + λ) ≤ P(||Ku| − E(|Ku|)| > λ)
≤ 2 exp
(
−8σ2 log d
)
+ d
(
1 +
10d
λ
)
2k−δc
≤ 2d−6 + d2k−δc.
Now setting c = 8δ−1 shows that for large enough d,
P(|Ku| > 2dk−δ + 64δ−1
√
d log d) ≤ 2d−6 + d2k−8
≤ 2d−6 + d−5
≤ d−4
The random variables |Ku|, |Kv| are dependent if and only if u, v ∈ U share
a common neighbor in V or are adjacent. Hence the dependency graph has
degree at most d2, and an application of the Local Lemma shows that there
is a coloring for which
|Ku| < 2dk−δ + 64δ−1
√
d log d ≤ 4dk−δ
for every u ∈ U and large enough d.
Second round of coloring. Finally, assign each u ∈ U a color chosen
uniformly at random from Ku. By (1), the probability that v ∈ V does not
have color i in Γ(v) is bounded by
∏
u∈Uv
(
1− 1|Ku|
)
≤
(
1− 1
4dk−δ
)(1−γ)d1−η
≤ exp
(
−(1 − γ)d
1−η
4dk−δ
)
= exp
(
−k
δ(1− γ)
4dη
)
.
The union bound shows that the event that v does not have all k colors in
its neighborhood is at most
k exp
(
−k
δ(1− γ)
4dη
)
= exp
(
−k
δ−η(log k)1−η(1− γ)
4(1 + δ)η
)
≤ d−4,
since δ − η > 0. Again, these events are independent except when two
vertices are adjacent or share a common neighbor, so the dependency graph
has degree at most d2. A final application of the local lemma, Theorem 3.1,
shows that with positive probability, none of the events Av,i occur for v ∈ V
and i ∈ [k].
5. Concluding Remarks
•We showed that every d-regular graph G has χc(G) ≥ (1−o(1))d/ log d,
and random regular graphs demonstrate the tightness of this result. It would
be interesting to give some explicit examples for each δ > 0 and each d
of infinitely many d-regular graphs for which χc(G) ≤ (1 + δ)d/ log d. In
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particular, it seems likely that χc(Gq) ≤ (1 + o(1))d/ log d when Gq is the
Paley graph, and d = (q − 1)/2. One may also ask what is χc(G) when G is
the bipartite incidence graph of a projective plane of order q.
•We leave the open question of showing χi(Hn,q) ∼ q(n−1) and χc(Hn,q) ∼
q(n− 1) for q > 2. More generally, if G is a graph it would be interesting to
determine any relations between χc(G) and χc(G×G), where G×G denotes
the Cartesian product of G with itself.
References
[1] W. Abbas, M. Egerstedt, Chun-Hung Liu, Robin Thomas, and Pe-
ter Whalen, Deploying Robots with two sensors in K1,6-free graphs,
manuscript available online at http://arxiv.org/abs/1308.5450.
[2] Bu, Yuehua; Chen, Dong; Raspaud, Andre´; Wang, Weifan. Injective
coloring of planar graphs. Discrete Appl. Math. 157 (2009), no. 4, 663–
672.
[3] Bu, Yuehua; Lu, Kai. Injective coloring of planar graphs with girth 7.
Discrete Math. Algorithms Appl. 4 (2012), no. 2, 1250034, 8 pp.
[4] F. Bullo, J. Corte´s, and S. Martinez, Distributed Control of Robotic
Networks, Princeton University Press, Princeton NJ., 2009.
[5] Chalker, T. K.; Godbole, A. P.; Hitczenko, P.; Radcliff, J.; Ruehr, O.
G. On the size of a random sphere of influence graph. Adv. in Appl.
Probab. 31 (1999), no. 3, 596–609.
[6] H. Chernoff. A Measure of Asymptotic Efficiency for Tests of a Hypothe-
sis Based on the sum of Observations, Annals of Mathematical Statistics
23 (1952), no 4, 493 – 507.
[7] Cranston, Daniel W.; Kim, Seog-Jin; Yu, Gexin. Injective colorings of
sparse graphs. Discrete Math. 310 (2010), no. 21, 2965–2973.
[8] Cranston, Daniel W.; Kim, Seog-Jin; Yu, Gexin Injective colorings of
graphs with low average degree. Algorithmica 60 (2011), no. 3, 553–568.
[9] Du, Ding Zhu; Kim, Dongsoo S.; Pardalos, Panos M. A coloring problem
on the n-cube. Discrete Appl. Math. 103 (2000), no. 1–3, 307–311.
13
[10] P. Erdo˝s. On a combinatorial problem I. Nordisk. Mat. Tidskr. 11 (1963)
5–10.
[11] Erdo˝s, P.; Lova´sz, L. Problems and results on 3-chromatic hypergraphs
and some related questions. Infinite and finite sets (Colloq., Keszthely,
1973; dedicated to P. Erdo˝s on his 60th birthday), Vol. II, pp. 609 – 627.
Colloq. Math. Soc. Janos Bolyai, Vol. 10, North-Holland, Amsterdam,
1975.
[12] P. Erdo˝s, A. Re´nyi. On a problem in the theory of graphs. Publ. Math.
Inst. Hungar. Acad. Sci. 7A (1962) 623–641
[13] Ga´cs, Andra´s; Szo˝nyi, Tama´s. Random constructions and density re-
sults. Des. Codes Cryptogr. 47 (2008), no. 1–3, 267 – 287.
[14] Kim, Jeong Han. On Brooks’ theorem for sparse graphs. Combin.
Probab. Comput. 4 (1995), no. 2, 97–132.
[15] Kostochka, Alexandr V.; Woodall, Douglas R. Density conditions for
panchromatic colourings of hypergraphs. Combinatorica 21 (2001), no.
4, 515–541.
[16] Lazebnik, Felix; Woldar, Andrew J. General properties of some families
of graphs defined by systems of equations. J. Graph Theory 38 (2001),
no. 2, 65–86.
[17] Luzˇar, Borut; Sˇkrekovski, Riste; Tancer, Martin. Injective colorings of
planar graphs with few colors. Discrete Math. 309 (2009), no. 18, 5636–
5649.
[18] Miller, E. W. On a property of families of sets, Comp. Rend. Varsovie,
(1937), 31–38.
[19] McKay, Brendan D.; Wormald, Nicholas C.; Wysocka, Beata. Short
cycles in random regular graphs. Electron. J. Combin. 11 (2004), no. 1,
Research Paper 66, 12 pp.
[20] Motwani, Rajeev; Raghavan, Prabhakar. Randomized algorithms. Cam-
bridge University Press, Cambridge, 1995. xiv+476 pp.
[21] O¨sterg˚ard, Patric R. J. On a hypercube coloring problem. J. Combin.
Theory Ser. A 108 (2004), no. 2, 199–204.
14
[22] E. Shamir; J. Spencer. Sharp concentration of the chromatic number on
random graphs Gn,p. Combinatorica 7 (1987), no. 1, 121–129.
[23] van Lint, J. H.; Wilson, R. M. A course in combinatorics. Second edition.
Cambridge University Press, Cambridge, 2001.
[24] Woldar, Andrew J. Rainbow graphs. Codes and designs (Columbus, OH,
2000), 313–322, Ohio State Univ. Math. Res. Inst. Publ., 10, de Gruyter,
Berlin, 2002.
15
