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GLOBAL OPT IMIZAT ION TO PRESCRIBED ACCURACY 
RAMON E. MOORE 
Department of Computer and Information Science, The Ohio State University, Columbns, OH 43210 USA 
Abst ract - -P rogrammable  methods are outlined for rigorons global optimization to prescribed accu- 
racy with references to enough detail to enable the implementation f the techniques on any computer. 
Some directions for future research are indicated. 
1. INTRODUCTION 
Global optimization is concerned with finding a point or perhaps all of the points at which a given 
function of several variables attains its minimum (or maximum) value, along with that minimum 
value itself, subject o constraints consisting of a number of equations or inequalities defining a 
certain subset, the so-called "feasible points," of the whole space. 
Of course a computer cannot "find" exactly the infinite decimal representation f an irrational 
component of a point in finite computation time. We might, however, come arbitrarily close to 
it. 
Using point methods, there may be no indication, let alone guarantee, of the accuracy or 
completeness of the results [6]. 
What is still not so well known is that we can, with interval methods, find sets containing 
all points at which the global minimum is attained, together with an interval containing the 
minimum value. The use of outward rounding (see Section 3) in interval arithmetic makes it 
unnecessary toqualify such assertions with the caveat "except for rounding error." Furthermore, 
such "supersets" can be made to converge from outside down to the actual set of all solution 
points, whether there are finitely many or several continua. A finite collection of small overlapping 
polygons, polyhedrons, etc. can contain a continuum: an arc of a curve, a section of a curved 
surface, etc. 
There is circular relationship between the "range of values problem" and the global optimiza- 
tion. 
For real-valued functions, ifwe can find the range of values of a function over a set of arguments, 
then we have the minimum and maximum values (and we are not likely to be able to do this very 
well without also finding out where these values occur); conversely, if we can find the minimum 
and maximum values, then we have the range of values. 
The "interval approach" to global optimization i volves alternately refining inclusions of ranges 
of values of a given (objective) function over parts of a given set (the feasible region) and zeroing 
in on the places (global optimizers) where the extremal values occur, mainly by deleting parts of 
the region where global minima cannot occur [24,26]. 
Differences between interval algorithms for optimization and the somewhat similar approach 
of Galperin, the cubic algorithm [28], will be discussed in section 9. We will point out how it 
is possible to combine the two approaches. Ratschek and Rokne [24] discuss ways to combine 
the interval approach with point methods involving penalty functions, Fritz John conditions, or 
Kuhn-Tucker conditions. Thus, by providing rigorous means for enclosing ranges of values of 
functions in machine representable s ts, we can modify standard point methods to supply them 
with all the rigor they want. 
By computing with enough digits and by storing enough information, we can come arbitrarily 
close to the actual set of optimizing points. Of course the limiting factors, in.practice, will be 
the amount of computer memory available and the cost of the time for the computation. 
In the following sections we will clarify these remarks concerning qualitative differences between 
the kinds of results obtainable by point and interval methods. 
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2. ORDER RELAT IONS AND INTERVAL AR ITHMETIC  
Our starting point is a very simple idea, but one that is surprisingly rich in consequences. If 
we compute a numerical approximation x (however we do it) to some unknown quantity x °, and 
we also compute a rigorous numerical hound e (however we find it) on the error Ix - x*l, then 
we know that x* lies in the interval [x - e, x + e]. That  is, x - e _< x ° _< z + e. 
Thus, any numerical method that is also supplied with a means for determining rigorous bounds 
on absolute rror is an interval method. 
Conversely, if we can find an interval [a, b] (however we find it) containing x°, then we can take 
x = (a + b)/2 as our approximation and we will also have the error bound: Ix - z*] <_ (b - a)/2. 
The idea behind interval methods is therefore this: to design algorithms which, in a single 
computation, do the approximation and a rigorous error analysis. 
The basis for the systematic approach of interval methods is to combine computer arithmetic 
with order relations. All sorts of special techniques are also needed for particular applications to 
special problem areas, for example to optimization, as we will see. At the foundation, however, we 
want to be able to do several things in all computation. We want to be able to bound round-off 
errors; we want to be able to bound the range of values of any programmable function; we want 
to be able to allow intervals of uncertainty in parameters and other input quantities. 
Whatever difficulties may arise as a result of our being restricted to computing with finite 
precision arithmetic on computers, there seem to be no problems at all as far as order relations 
are concerned, as long as we use them properly. 
If x and y are two machine representable numbers (in whatever number system we are using), 
then the computing machine can (without any exception known to the author) determine correctly 
whether x _< y is true or false, and also whether x = y is true or false. The same goes for x < y, 
x > y, and x _> y. 
This does not imply, of course, that x* _< y" follows from x < y when x and y are only 
approximations to x* and y°. We are only saying here that when x and y are numbers in the 
machine, the computer can tell whether x _< y is true or false. 
We can make use of the security afforded by order relations on computers by developing and 
using arithmetic with inequalities, which is what interval arithmetic is. 
I fa_<x_<bandc_<y_<d,  thena+c_<x+y_<b+d.  Thus, we define the addition of two 
intervals by: 
[a,b] + [c,d] = [a + c,b + d]. 
We define subtraction, multiplication, and division of intervals by similar properties of inequal- 
ities 
Thus: 
Is, b] - [c, d] = [a - d, b - c], because c _< y _< d implies - d _< -y  _< -c ;  
and we define multiplication by 
[a, b] ° Is, d] = [min(ac, ad, bc, bd), max(ac, ad, bc, bd)]. 
By testing signs of end-points, we can avoid the four multiplications in all but one of nine cases, 
for example: if 0 < a and 0 < c, then [a, b]" [c, d] = [ae, bd~. Finally, for division we have: 
Is, b]/[c, d] = [a, b]*(1/[c, d]), where 1/[c, a~ = [1/d, 1/c] if 0 < e or d < 0. 
It is important hat we can also divide by intervals containing zero; we can, at least, compute 
the intersection of an interval [g, hi with the set of all values of 1/y when c < y _< d and c < 0 < d, 
thus: 
if c < 0 < d, then 1/[c,d] N [g,h] is empty if c = 0 and d = O; 
[l/d, co)n[g, hi if c = 0 and 0 < d; 
( -oo ,  1/c]n[g, h] if d = 0 and c < 0; and 
{( -c~,  1/c]N[1/d, c~)} N [9, h] if c < 0 < d. 
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The intersections may be empty or produce one or two intervals depending on [g, h] and on 
which of the three cases we have for [c, d]. There is no problem in programming the computation 
in any case. If the intersection turns out empty, we simply go to an appropriate place in the 
larger program which can then make use of that information. 
Transitivity is an important property of order relations. For example, if a < c and c < g, 
then a _< g. It follows by induction that any interval resulting from a sequence of interval 
arithmetic operations, contains the exact infinite precision result of the corresponding sequence 
of real arithmetic operations beginning with any choices of real numbers from the initial intervals. 
We will discuss further implications of this important fact in subsequent sections (see also [4,15]). 
There is no problem in programming interval arithmetic [4,5,9,15]. It can even be put into 
hardware or "firmware" (via "microprogramming") for efficiency. 
What is still missing here is that we have not yet dealt with round-offerror. After all, we cannot 
expect hat the computer can find a + b exactly, for instance, if this sum is to be computed using 
floating-point arithmetic and a and b have different exponents. Something will be lost in the 
addition. Whether we chop or round up, there will be "round-off" error. It is the philosophy of 
"the interval approach" to round outward, which is to say: with respect o the order relation <, 
find the greatest machine representable number that is < (a + b) for the lower (left) end-point of 
[a, b] + [c, d] and the least machine representable number that is > (c + d) for the upper (right) 
end-point of [a, b] + [c, d]. It turns out that this can be done (see, e.g., [5,9]). 
When it is done, we have a basis for developing software that can automatically bound round- 
off error and find ranges of values of programmable functions (see Section 4.) and take care 
of propagated effects of intervals of uncertainty in input quantities. Interval extensions of the 
standard (trigonometric, exponential, logarithmic, etc.) functions occurring in computation can 
be (and have been) also provided [5,15]. For further discussion, see also Section 3. 
Once we are able to compute with intervals, we can make use of an order relation which is 
of crucial importance in the interval approach, namely set-inclusion _C. If [a,b] and [c,d] are 
intervals, then [a, b] C_ [c, d] if and only if c < a and b < d. Thus, we can test for set inclusion 
on the computer. If we have two vectors with interval components, we can, similarly, test for set 
inclusion component-wise. 
We can also test for empty intersection of two intervals or interval vectors. If d < a or 
b < c then [a, b] and [c, d] have empty intersection. This relation has important applications in 
"exclusion" tests for nonexistence (see Section 5.). If there are any corresponding components 
of a pair of interval vectors which have empty intersection, then the n-dimensional rectangular 
parallelepipeds represented by the interval vectors have empty intersection. 
Quite complicated sets can be tightly enclosed by unions of small interval vectors (see, e.g., 
Neumaier's paper in [17]). 
If two intervals have nonempty intersection, then their union can be computed as another 
interval. The same is not true, however, for interval vectors, whose union need not be an interval 
vector. We can, however, keep a list of interval vectors as a description of a set in n-dimensional 
space. The union of the elements of such a list can contain very complicated curves and surfaces, 
all of whose points might, for example, be global minimizers. 
We can also test for proper set inclusion. For example, ifc < a and b < d, then [a, b] is properly 
contained in [c, d]. 
"Inclusion monotonicity" is a very important property in applications of interval methods. 
Natural interval extensions of real-valued functions have this property, because of the transitivity 
of the inequalities defining interval arithmetic operations [4,15,23]. It appears as the extremely 
general "subset property" in mathematics: If F is an arbitrary mapping from an arbitrary set 
X to an arbitrary set Y, then, for any two subsets A and B of X: if A is contained in B, then 
F(A) is contained in F(B). 
3. ROUND-OFF  ERROR AND OUTWARD ROUNDING 
To date most computing has been done with fixed-precision, floating-point arithmetic. Floating 
- point arithmetic was introduced on computers in the 1950s in order to alleviate the difficulty of 
extensive, difficult and time-consuming a priori "scaling" analyses of computational problems to 
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enable computations to be carried out in fixed-point arithmetic, in which all intermediate r sults 
had to lie in a fixed range, say -1  to +1. As a result, it is much easier now for anyone to obtain 
numbers from a computer. The problem is that it is too easy. Results are often obtained without 
any indication of round-off error problems which can and do occur. 
If we multiply, say, two ten-decimal-digit numbers on a computer, then the result will require 
nineteen or twenty digits to be represented exactly. In ten-decimal-digit arithmetic, a ten-digit 
result must be stored, whether "chopped" or "rounded." In either case, a ten-digit approximation 
to the exact result is stored. It is the difference between that and the twenty-digit exact result 
we are calling "round-off error." It might seem that this is no serious problem, but it can be, 
recalling that today's computers can carry out millions or hundreds of millions of arithmetic 
operations per second. For an interesting and important discussion of a "real world" large scale 
computational problem involving round-off error, see Walster in [17, p. 310]. It can be n problem 
even in short computations as is shown in the following paragraphs. 
A technique which is sometimes used when round-off problems are suspected is this: we com- 
pute with standard "single-precision" arithmetic and then again with "double-precision" arith- 
metic and compare the results. If they agree to single precision, then we gain confidence that 
the results are "correct" as far as round-off error is concerned. It is, unfortunately, an unreliable 
procedure. It is not at all difficult to find examples for which the procedure fails. The following 
example of S.M. Rump [17, pp. 110-111] shows that it can fail spectacularly. 
Compute f = 333.75 b 6 + a s (l la2b 2 - b 6 - 121b 4 - 2) +5.5b s + a/(2b) for a = 77617.0 and 
b = 33096.0. 
It is a harmless-looking computation. A FORTRAN program was written for it and carried 
out on an IBM System/370 mainframe computer. All input data are exactly representable. The 
only errors which might occur are round-off errors. In order to test the arithmetic rather than 
exponential functions, the powers were evaluated by successive multiplications. The program was 
written to calculate the values for f in single, double, and extended-precision equivalent to about 
7, 17, and 34 decimal digits of precision carried in the arithmetic. The results were as follows: 
single precision : f = +1.172603...  
double precision : f = +1.1726039400531... 
extended precision : f = +1.172603940053178... 
All three results agree to the first seven digits. The double-precision and extended-precision 
results agree to 14 digits, and yet all three results are wrong even in the first digit[ Even the 
sign is wrong. The exact result, obtained by high-precision interval arithmetic (in ACPdTIt), 
and guaranteed to be correct to fifteen places, is f = -0.82739 60599 46821, with a remainder 
contained in the interval -[3,  4]* 10 -16. 
The trouble here for the floating-point computations was caused by catastrophic loss of signif- 
icance in subtractions of large, nearly equal numbers. In order to obtain a good result, we must 
carry at least 40 decimal digits in this example. Interval computation with any number of digits 
will always contain the exact result. In this example, the interval will be wide if the number of 
digits is less than 40, indicating uncertainty concerning the correct value. 
We can draw a number of conclusions: (1) round-off error can completely spoil results in fixed- 
precision floating-point computation, if the precision is not high enough; (2) comparing results of 
single- and double-precision (or even higher precision) proves nothing; and (3) interval arithmetic 
with outward rounding can guarantee accurate results, with arbitrarily high accuracy by carrying 
enough digits. A wide interval result may well correctly indicate the need for higher precision 
(carrying more digits). 
What is "outward rounding"? The idea is that we want to contain the rounding error so that 
we know where the exact result lies. 
For example, suppose the computer is carrying seven decimal digits (in the "mantissa") in 
floating-point arithmetic. Now let x = +.7761700" 10 +5 and y = +.7761700" 10 +5 be two machine- 
representable numbers in this number system. First, suppose we want to compute z 'y .  Now the 
exact result is +.6024398689"10 +1°. However, the computer must, in this number system, store 
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a result of seven digits. Thus, it can store +.6024398"10 +1° ("chopped") or +.6024399"10 +1° 
('~ounded") or the interval [+.6024398" 10 +1°, +.6024399'10+1°], which contains the ezact value. 
Next, suppose we want to compute z = y 'y -  z ' z  in the same number system and com- 
puter arithmetic as in the previous example (seven decimal digits in the mantissa), for z = 
+.7761700" 10 +5 and y = +.7761800" 10 +5. The exact value for y'y is +.6024553924" 10 +1°. Sup- 
po6e the computer chops at the seventh digit, then it gets y'y as +.6024553"10+1°; and z ' z  
as +.6024398"10 +1°. After the subtraction the computer finds its result: z = y'y - z ' z  = 
+.1550000" 10 +6. 
In this example, it would not have made any difference if the computer had rounded up 
instead of chopping. In that case, it would have found y*y = +.6024554°10 +1° and z*z = 
+.6024399°10 +1°, with the same resulting value, z = +.1550000°10 +6as was found above with 
chopping. 
Using interval arithmetic with outward rounding at the seventh digit, the computer would 
instead obtain the following results: 
y'y =[+.6024553" 10 +1° ,+.6024554" 10 +1°] 
z*z =[+.6024398" 10+1°, +.6024399 ° 10+1°], and 
z =y*y - z*z = [+.1540000* 10 +6, +.1560000* 10+6], 
containing the exact value z = +.1552350"10 +6. 
In the first instance, with ordinary floating-point arithmetic, there was no indication of accu- 
racy, since, for example, +.2662349"10 +6-(+.1112349)* 10 +6 would be correctly computed as 
the same result, +.1550000"10 +6.
In the second instance, the interval result gives an indication of round-off error via the width 
of the resulting interval. If the computation is repeated with at least ten digits instead of 
seven, the correct result is obtained with either ordinary floating-point arithmetic or with interval 
arithmetic. The important moral illustrated by this example is that with outward rounding an 
interval result indicates the extent of round-off error. 
An argument often heard is that rigorous global optimization is impossible on a computer 
because of the possibility of an undetected "blip" between sampled points. While this argument 
may be valid for point methods, it is not if we allow interval methods. A one-dimensional example 
will illustrate the difference. 
We suppose that a point method is to be applied to finding the minimum of a function g(z) 
with z constrained by 1 < z < 2. A subroutine for evaluating (z) is available. We can send a 
floating-point number z to the subroutine and it will return a value for g(z). But suppose now 
that the subroutine is unsuspectedly modified so that to g(z) is added the value of the function 
f (x)  = 0 for x _ X 1 or x > x2 
(x - xl)*(x - z2)'10 2° for zl < z < z~, 
where, say, z I = 1.423561177 and z2 = 1.423561178. 
Any point method limited to sampling values of 9(z) in floating-point arithmetic with ten 
decimal digits or fewer will find no change in g(z). Thus, the blip will go undetected. 
An interval method, on the other hand, sending an interval for z to the subroutine, say [ZL, zu], 
will return an interval containing the range of values of g(z). If [ZL, zv] contains points in the 
interval [zl, z2], then the interval returned will contain the range of values in the blip. The blip 
will therefore be detected by an interval method. 
For the example above, suppose that g(zl)  = g(z2) = 0 for simplicity. Using ten-decimal-digit 
interval arithmetic with outward rounding, for [XL, XU] :-" [Xl, X2] the interval [-100, 0] will be 
returned, because [zl, z2] - zl is computed as [0, 10 -9] and [zt, z2] - z2 is computed as [-10 -9, 0] 
and so f([zl ,  z2]) is computed as [-100, 0]. 
If we then go to higher precision, a narrower interval will be returned for narrower [ZL, zu] 
within [zl, x2] and we can converge from outside toward the minimum value -25.0 at (Zl +x2)/2.  
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In other words, while an interval method may give an over-estimate o the range of values, it 
cannot give an underestimate. Furthermore, with additional computing, an interval method can 
come arbitrarily close to a global minimum. In any case, a blip will not escape detection. 
Further discussion of the important problem of finding ranges of values of functions appears in 
Section 4. 
One way, easily programmed but not the most efficient, to round outward is as follows. Suppose 
an interval result [rL,ru] is obtained by some computation, with the end-points rL and rv 
calculated in floating-point arithmetic and known to be accurate to within 1 in the nth decimal 
digit. Let ULP = 10 -("-1) (or ULP = 2 -("-1) if n bits are accurate) and define RD(z) = 
1 - sign(z)*ULP, RU(z) = 1 + sign(z)*ULP, where sign(z) = +1 if z >_ 0 and sign(x) = -1  if 
z < 0. We can then round outward by computing [r~,RD, r~rRU], which should then contain the 
interval [r~, r~]], where CL and r~] are the unknown infinite-precision values of the end-points. 
Much more efficient and precise outward rounding, in fact optimal outward rounding (tightest 
possible in all cases) has been implemented in a number of interval software systems [5,9, and 
Kulisch in 17]. 
4. RANGES OF VALUES 
The problem of finding the range of values of a function f on a set S is absolutely central in 
computational mathematics. Indeed it includes global optimization, since the range of values is 
[min f,  max f], if we can also find where nfin f occurs. 
What can be done with interval methods is to find inclusions of the range of values over multi- 
dimensional rectangular sets of arguments. By using transformations of the argument variables, 
we can also do it over other kinds of sets. It is important o emphasize here that interval arith- 
metic enables the simple and direct computation of a set enclosing the range of values even when 
a function is not monotonic. For example, consider the function defined by 
f (x ,y)  ---- z(x--  1)(xy-- 1) /y -  2. 
We can compute an interval enclosing the range of values over 0 < z < 1, 1 _< y _< 2 by merely 
substituting the intervals [0, 1] for z and [1,2] for y in the expression and doing the interval 
arithmetic. 
Thus we find, if x is in [0, 1] and y is in [1, 2] then: 
zy is in [0, 1]* [1,2] -- [0, 2] 
( zy -  1) is in ([0,1]*[1,2] - 1) = [0,2] - [1,1]  = [-1, 1] 
z(z - 1) is in [0, 1]*([0, 1] - 1) - [0, 1]*[-1, 0] - [ -1 ,0]  
z(x - 1) (zy -  1) is in [ -1 ,0 ]* [ -1 ,  1] - - [ -1 ,  1] 
z(z - 1)(zy - 1)/y is in [-1, 1]/[1, 2] = [-1, 1], and so 
f(z) = z (z -  1) (zy -  1) /y -  2 is in [ -1 ,1] - [2 ,2]  -- [ -3 , -1] .  
Even though [-3, -1] overestimates the actual range of values, we can already see that min f(z) 
-3  and that f(z) has no zeros for any z in [0, 1] with y in [1,2]. An interval method of the type 
to be discussed in Section 9 easily finds that there is a unique global minimizer for this simple 
problem at a point (z, y) with z contained in the interval 
[.788675134592, .788675134598], 
perhaps more easily read as 
.78867 51345 95 ± 3"10 -12. 
and y -- 2. The minimum value is contained in 
-2.04811 25224 325 ± 3.5"10 -12. 
Direct interval computation can produce overestimation f the range of values over a given set; 
however, if the set is small, the overestimation can be made even smaller, in fact quadratic in the 
maximum width of the argument set (see [4,7,15,18-20] and especially [23]). 
Therefore, the approach is to subdivide large sets, use monotonicity or local monotonicity 
in one or more arguments when available, and other techniques (centered forms, Taylor expan- 
sions, Newton's method, etc. [23]) to achieve arbitrarily sharp bounds on the range of values, as 
efficiently as possible. 
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5. COMPUTING WITH SETS 
Point methods and computations with ordinary floating-point numbers have no direct way of 
dealing with sets containing infinitely many or uncountably many points. Interval methods do. 
A pair of machine numbers [a, hi, with a < b, can be regarded as representing a continnurn of 
uncountably many points on the real line, namely all the numbers z such that a < z < b. This 
is a basis for computing with sets. 
Computers can store finite collections of n-dimensional vectors of such pairs of numbers, repre- 
senting sets in n-dimensional Euclidean space. We can also represent sets in infinite-dimensional 
function spaces by allowing interval coefficients for polynomials [8,10,15-17,32]. 
We can then perform such set operations as: subdivisions, unions, intersections, finding convex 
hulls, testing for set inclusion, testing for disjointness of sets, etc. The techniques of interval 
analysis, developed over the past three decades [1], make much use of such things. 
Once we can find a machine-representable set S containing the range of values of a continuous 
function F of n variables over some set D, then there are many rigorous conclusions we can draw. 
For example, if F is a continuous mapping of a subset D of E '~ into E" ,  and S does not contain 
zero (which we can test for on a computer), then neither does F(D); therefore F has no zeros in 
D. 
As another example, suppose that S contains F(D) and S is contained in D (which we can 
test on a computer), then any fixed point of F in D is also in S, because F(x) = z with z in D 
and F(D) in S implies that z is in S. On the other hand, if D and S are disjoint (which we can 
test on the computer), then there are no fixed points of F in D. 
Furthermore, if D is compact and convex with F continuous, then F has a fixed point in D, 
under these conditions (that S contains F(D) and S is contained in D). If D is an interval vector, 
D = ([al, bl] , . . .  , [a,, b,~]) with al _< b l , . . . ,  a,~ < b,~, then D is compact and convex. 
Such tests enable a computer to prove existence or nonexistence (in a given set D) of a fixed 
point of a mapping F. These are important in interval versions of Newton's method in n dimen- 
sions, for instance (see Section 9). 
In computing enclosures of the range of values of a function over a given set, we may subdivide 
(partition) a set, find the ranges over the pieces using interval arithmetic, and take the union 
of the results. It is a fundamental result in interval analysis (see [15,23]) that as we refine the 
partition, the enclosures will converge to the actual range of values over the given set. 
Another set operation we can perform, which is of fundamental importance in interval methods 
is to take intersections of overlapping interval vectors. These can be found easily on a computer, 
and, together with exclusion tests for nonexistence, lead to globally convergent methods as will 
be shown in subsequent sections. Furthermore, intersections play a crucial role in designing 
"stopping criteria," which we will discuss in the next section. 
6. STOPP ING CRITERIA  
Nonlinear problems nearly always require iterative methods (of course, iterative methods are 
often used for linear problems as well). Even when mathematical theory dictates that the itera- 
tions will converge, we are still left with the practical questions of when to stop computing and 
what we will know when we stop. Thus, we must design and program "stopping criteria" and 
what to print out as the final results. 
An ideal answer might be "STOP when prescribed accuracy is achieved, with mathematical 
rigor, and PRINT the results to that accuracy." 
It is the central theme of this paper to show that it is possible to do this, in particular for 
global optimization problems. Our burden is to show how to do it. 
An easy modification of the above criterion will add flexibility for applications to long and 
difficult problems, namely the following: in an interactive mode of computing, display (from time 
to time) progress toward the goal of the prescribed accuracy for the set of global minimizers 
and the minimum value, along with an indication or estimate of how much more computing 
will be required to reach the goal, allowing the interactive user the option of terminating the 
computation with the results so far obtained. This idea is borrowed from Aberth [2], who uses it 
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in some of his interactive programs for obtaining arbitrary precision for other types of problems, 
e.g. in ordinary differential equations. 
In order to implement ideal stopping criteria, we will need user-controlled, arbitrary-precision, 
interval arithmetic, which we will discuss in Section 7. We will also need some additional tech- 
niques, which we now consider, in order to provide simple and general stopping criteria with the 
desired mathematical rigor concerning assertions about the accuracy of the final results. 
Some of the techniques are based on the following principles, used in the design of stopping 
criteria for interval versions of Newton's method in n dimensions, an important tool for global 
optimization: 
(1) if a solution set is contained in interval vectors X and Y, then it is contained in the 
intersection of X and Y; 
(2) if F(X) contains a solution whenever X does, then so does the intersection of X with 
F(X); 
(3) if X0 contains one or more fixed points (F(a:) = x) of F, and if F(Xn) is evaluated in 
fixed-precision i terval arithmetic with outward rounding, then the iteration 
X ,+t  = F(X, )  A X ,  for n = O, 1, 2 , . . .  
will reach the stopping criterion X,~+t = Xn in a finite number of iterations [15]. This is 
important in interval versions of Newton's method (see Sections 6 and 9) In other words, 
we stop when containing intervals are no longer getting smaller, or return to some previous 
place in the program and repeat with higher precision arithmetic (see Section 7) or with 
pieces of a partition of Xn (see Section 5); 
(4) for two sets (interval vectors, for instance) X and Y, we can have: (a) X and Y are 
disjoint, which may allow us to discard X; or (b) X is contained in Y, which may allow us 
to conclude that X contains at least one solution point; or (c) neither of the two previous 
conditions hold, but X and Y overlap so that neither existence nor nonexistence is proven. 
In that case, we may stop or return to a previous place in a program and repeat with the 
intersection of X and Y (see examples below in this section). 
We now illustrate these principles with examples, deliberately simple for clarity. 
EXAMPLE 1 (INTERVAL NEWTON METHOD, SIMPLEST CASE: ONE-DIMENSIONAL, ONE SIMPLE 
ROOT). Suppose that f and f '  are continuous and real-vMued on [a, b] and have inclusion mono- 
tone interval extensions F and F' (see Section 2). In the simplest case, F'([a, b]) does not contain 
the number zero. In this case, it follows that f ' ( z )  is not zero for any x in [a, b]. Consider now 
the following interval version of Newton's method for finding a zero of f  in Is, b]. 
where 
and 
Xo = [a, b] 
X~+I = N(X~) A X~, n>O,  until X~+t = Xn or Xn+l is empty, 
N(Xn) = rn(Xn) - F(m(X.) ) /F ' (Xn)  
rn(X) = (zx + z2)/2 if X = [zi, z~]. 
Note that the midpoint rn(X) can be computed in ordinary floating-point arithmetic as long 
as zl <_ re(X) <_ z~ results; otherwise we may take the nearest endpoint o re(X). N(X,~), on 
the other hand, is to be computed using interval arithmetic with outward rounding. 
The following can be proven [15]: 
(1) if, for some n, N(Xn) A Xn is empty, then there is no zero of f in Xn; 
(2) if, for some n, N(Xn) C_ Xn, then s t has exactly one zero in N(X,O, and the method 
converges in a finite number of additional iterations to a machine representable interval 
X* containing that zero of f .  The width of the final interval X" depends on the number 
d of digits carried and goes to zero as d increases if the width of F(rn(X))  goes to zero as 
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d increases (as will be the case for natural interval extensions of rational functions with 
rational coefficients, for instance); 
(3) if f does not have a zero in [a, b] then the method will produce an empty intersection for 
X.+I for some finite n, if enough digits are carried; 
(4) in case f has a root a root in [a, b] then the convergence is quadratic in the interval 
widths, w(Xn+l) <_ C{w(Xn)2}, as long as the round-off error stays smaller than the 
approximation error. 
Some simple numerical examples will elucidate the nature of these computations. 
Let f ( z )  = x 2 - 19, then i f (x)  = 2z, and N(X)  = re(X) - {re(X) 2 - 19}/2X. Here, X is an 
interval, say [Xl, z2], and re(X) is the midpoint of X. 
CASE 1. Let X0 = [1, 5], then g(Xo)  = 3 .0 -  {3.0 ~ - 19}/[2, 10] = [4.0, 8.0]. Since g(Xo)  is not 
contained in Xo, we proceed with 
X1 = N(Xo) n X0 = [4.0, 8.0] n [1.0, 5.0] = [4.0, 5.0]. 
We next find N(X1) = [4.34375, 4.375]. Since this is contained in X1, it IS also X2, and we are 
guaranteed that this X2 contains exactly one zero of f . Continuing, with outward rounding at 
the eighth decimal digit, we find 
Xa =[4.3588973, 4.3589007] 
X4 = [4.3588989, 4.3588990] 
X5 =[4.3588989, 4.3588990]. 
Since X5 = )(4, we stop. There is exactly one zero in X4 and it IS the only zero of f in 
the initial interval X0 = [1, 5]. We could continue from this point (using)(4 as a new starting 
interval) and using higher precision interval arithmetic (carrying more than eight dig~ts) and we 
would converge again in a finite number of iterations, but to a narrower interval containing the 
same zero of f .  We can make the interval as narrow as we please by carrying more and more 
digits as the iteration proceeds. 
CASE 2. Let X0 = [1,4], then 
N(Xo) = 2.5 - {2.52 - 19}/[2, 8] = [4.09375, 8.875]. 
Now N(Xo) has empty intersection with Xo, so we stop and can conclude rigorously that f has 
no zero in the initial interval X0 = [1, 4]. 
EXAMPLE 2 (MORE THAN ONE ROOT). In this case, when f ' (x)  is zero for some z in the initial 
interval Xo, we can still use the same method, but with a somewhat more complicated procedure 
for finding the end-points of Xn+ l = N ( Xn) N X,,. The principles and conclusions of the previous 
example still apply. A numerical example will illustrate the nature of the required computations. 
Let us consider the same quadratic polynomial as in Example 1, namely f ( z )  = z 2 - 19, with 
i f (z)  = 2z. But now suppose that we seek all the zeros, if any, in a larger interval, say [-5,  5]. 
(We could use any interval arger than this, e.g. [-1000, +256,999], but this one will illustrate 
the point.) 
Now the division in N(X)  = m(X)  - F (m(X) ) /F ' (X )  will create two semi-infinite intervals. 
For X0 = [-5,5], we have m(Xo) = 0, so r (m(Xo))  = r (0 )  = -19  and F'(Xo) = 2X0 = 
2 ° [ -5,  5] = [ -  10, 10]. We find that r (m(Xo) ) / f ' (Xo)  = - 19/[ -  10, 10] = ( -oo,  - 1.9]U[1.9, +oo). 
Thus g(Xo)NXo = {m(Xo) - f (m(Xo) ) / f ' (Xo)}nXo = [-5,-1.9]U[1.9, 5] and we save ("stack") 
one of these intervals, say [1.9, 5], while iterating (as in the simpler cases above) starting with 
the other, [ -5 , -1 .9] .  
We will come back to the stacked interval [1.9, 5] when we are finished with finding out about 
zeros of f in [ -5 , -1 .9] .  
Note that this procedure immediately excluded the open interval (-1.9, 1.9) as having no zero 
of f .  
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Because of the intersection N(Xn)N Xn, we can never get outside of the initial interval X0. 
In more complicated examples, there may be a number of splittings of intervals, especially in 
multidimensional problems, but we will never get outside an interval if we intersect hat interval 
with some other computed set. This is quite different behavior from that commonly observed 
for the ordinary Newton (or Newton-type) method, which can pose serious problems concerning 
convergence and stopping criteria. Quite simply put, the interval Newton methods (there are 
variations on the theme) always converge (see further discussion of this in [15]). These things also 
happen in n dimensions, but the story there is understandably more complicated. See Section 9 
and [24]. 
7. USER-CONTROLLED ARBITRARY PRECISION INTERVAL ARITHMETIC  
During the past several decades, both the speed of arithmetic operations and the size of random 
access memory of computers have increased by several orders of magnitude. Yet there has been 
little change in the number of digits carried in fixed-precision computation. 
An interesting and important problem (recently brought to the attention of the author by 
G. Baker, Mathematics Department, Ohio State University), which evidently requires high preci- 
sion arithmetic (hundreds of decimal digits!), concerns the computer simulation of mathematical 
models of such things as the onset of turbulence in wind shears. The mathematical equations to 
be solved in such fluid dynamics problems involve nonlinear integro-partial differential equations 
(with the unknown function also occurring under integrals) in the complex domain. 
Some new computer software for "arbitrary" precision (up to many hundreds of digits, limited 
only by available "random access memory" storage space) interval arithmetic (written by students 
of the author) in the flexible and portable programming language C++, is being used to study this 
problem. (J. Ely, A. Leclerc, personal communication and [34].) In this difficult computational 
problem with important practical applications, as in others which still await such treatment, we 
do not even know how much accuracy we want in terms of numbers of decimal digits, but rather 
as much as needed to produce the "right" qualitative appearance of some phenomena or aspects 
of a physical system being simulated by the computer program. 
An important difference merges, in considering this type of example, between what we might 
learn from a variable precision floating-point computation and what we might learn from a variable 
precision interval arithmetic omputation. 
Suppose that in both cases we finally reach high enough numbers of digits carried (perhaps 
different for the two approaches) that the resulting simulations each show interesting or even 
exciting features in the physical process. In the floating-point case, we still do not know if the 
mathematical model is responsible for the simulated behavior we are seeing or whether it could 
be an artifact of rounding error (recall the example of S.M. Rump in Section 3). Whereas, in 
the interval case, if the intervals are very narrow, we will know that the mathematical model is 
producing the behavior observed in the simulation. 
In computer graphics also, marked qualitative improvement in the appearance of images has 
recently been noted by going to higher precision arithmetic in the computations leading to the im- 
ages [D. Ebert, personal communication]. Thus, the option of going to higher precision arithmetic 
has widespread practical applications. 
It can be argued successfully that computer arithmetic is slowed down by going to higher 
precision, if it is done via software. On the other hand, it can be argued successfully also (see 
Section 3, for examples) that computations in ordinary floating-point arithmetic with insufficient 
precision can produce meaningless results with no warning. A message of this paper is that we 
can replace xcuses for uncertainty "because of round-off error" with absolute reliability, by using 
interval arithmetic. And we can achieve arbitrarily high accuracy by carrying enough digits. 
See Section 10 for a discussion on research problems for improving e~ciency of absolutely 
reliable computing methods. 
Aside from the use of a long virtual accumulator for accurate inner products [5,9], the first 
"arbitrary" precision interval arithmetics known to the author were those of Kriickeberg [30] and 
of Aberth [2] (see also Section 8). 
A number of people are now working on developing portable software (in C++, for example) 
for arbitrary precision interval arithmetic. 
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The basic idea for how to obtain arbitrary accuracy using variable precision interval arithmetic 
is simple. We do not set in advance the number of digits to be carried in computations, but allow 
the number of digits carried to depend on circumstances, just the way we or a school child or 
Kepler would compute with pencil and paper. We do not worry about how much paper or pencil 
we need, but carry as many digits as we need to get the desired result. 
Kepler spent five years on the calculation of the orbit of Mars. He left careful records of his 
work and the computations were repeated in a few minutes on a computing machine (Gingerich, 
1964; see [14]). The computations involved a convergent i erative method and it turns out, 
interestingly, that Kepler (not surprisingly during those five years!) made one or two numerical 
errors, but the results did eventually converge anyway. That is a nice property of convergent 
iterative methods! Furthermore, we can begin iterating with a small number of digits and only 
increase the number of digits carried as the iterates draw closer and closer together. 
In 1947, G.M. Clemence (see [14, appendix C]) announced agreement of a prediction of Ein- 
stein's general relativity theory concerning the motion of the perihelion of Mercury (during 1850- 
1950) with long existing discrepancies between observation and calculations based on Newtonian 
celestial mechanics. These calculations had been carried out with desk calculators over decades 
at the U. S. Naval Observatory. Calculations by the author using a UNIVAC computer (in 45 
minutes of CPU time) in 1972, provided an independent verification. The UNIVAC computations 
required about 18 decimal digits throughout, in order to achieve the necessary accuracy. The 
relativistic effect accounting for the difference between observation and Newtonian prediction 
amounts to a change of only 0.000209 radians in the perihelion of Mercury over a hundred years, 
about 415 orbits of the planet about the Sun. 
For historical reasons involving efficiency and ease of hardware ngineering, computers have 
been designed so far to operate with fixed precision arithmetic (which means, for example, car- 
rying say eight decimal digits and chopping or rounding up after every arithmetic operation). 
Perhaps it is not yet clear how best to incorporate variable precision arithmetic into hardware. 
It is not even clear how best to deal with it in software (that is, via programming). How do we 
decide and program how much precision to use to begin with for a given computational problem? 
When should we increase it and by how much? }Iow dc~ we do all this in the most efficient way 
possible? 
8. ARBITRARY ACCURACY WITH VARIABLE PRECISION COMPUTING 
It is the thesis of this paper that it is now possible to design computer programs to provide re- 
sults guaranteed tobe of whatever accuracy might be desired, in particular for (but not restricted 
to) global optimization problems. 
There has been a rather heavy emphasis on round-off error concerns in this paper. Neither 
fixed precision or variable precision floating-point arithmetic an easily provide indications that 
results may be seriously wrong because of round-off error. Comparisons of floating-point results 
in two or more runs using different precisions (carrying different numbers of digits) generally 
prove nothing, as the example in Section 3 shows. Interval arithmetic with outward rounding 
automatically provides rigorous bounds on round-off error in machine computations and also 
provides a basis, for deciding when to go to higher precision: if desired accuracy has not yet been 
achieved. 
Of course there are other sources of computational error arising from various approximations 
which may be necessary, particularly in nonlinear problems. Interval methods also provide extra 
tools for dealing with the numerical analysis of approximation error, via the various et operations 
it makes possible, as discussed in the earlier sections of this paper. 
During the long history of "hand computation," round-off error has always been less a problem 
than it can be with fixed precision computer arithmetic, because the number of digits carried 
forward during hand computations can be varied easily according to circumstances. 
There are two fundamentally different situations. In the simpler, inputs (such as coefficients in
objective functions or in constraint equations) are precise (exactly representable byor amenable 
to arbitrarily close approximations by machine numbers, such as is v~ for example) and arbi- 
trarily accurate results are obtainable with relative ase compared to the more complicated case, 
discussed next. 
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When inputs are uncertain and are given as intervals enclosing the uncertain values, then 
the sets of solutions will not generally be interval vectors, but can still be enclosed by unions 
of machine representable interval vectors. In this case, however, it may be necessary (in order 
to obtain highly accurate nclosures of the actual solution sets) to find a very large number of 
interval vectors in order to form the union required, tightly enclosing the actual solution set. 
The title of this section is borrowed from a paper by F. Kriickeberg [30]. In it, he discusses 
a "three-layered methodology consisting of computer algebra procedures, numerical algorithms, 
and an interval arithmetic with variable and controllable word length." The ides is to design 
computer programs to allow a user to specify what accuracy he wants and the computer gets 
it. Kriickeberg ives examples howing results of very high accuracy for initial value problems 
in ordinary differential equations and for the inversion of the notoriously ill-conditioned Hilbert 
matrix. 
Computer algebra procedures are to be included, in Kriickeberg's program, because they are 
extremely useful for transformations before or during computations in order to help avoid a va- 
riety of numerical difficulties including catastrophic round-off error in subtracting nearly equal 
numbers. In interval arithmetic this would lead to wide intervals, correctly indicating round-off 
error problems, but requiring then redoing the computations carrying more digits, if narrower 
intervals are wanted, with an increased cost in computing time. Through algebraic transforma- 
tions and reductions, the cancellations sometimes can be done, in effect, exactly. Thus, we can 
avoid such catastrophic round-off errors and eliminate the need for repeating the computation 
with more digits in many cases, if computer algebra is made available. 
In 1988, the first book on techniques for obtaining arbitrary accuracy with variable precision 
computing appeared (software on a floppy disk is included) by O. Aberth [2]. Quoting from the 
preface: "if an answer is given to a certain number of decimal places, then every digit must be 
correct. We expect he computer to do whatever is necessary to obtain such answers." 
Aberth's work provides a rigorous mathematical basis as well as a programming language, 
PBASIC (an extension of BASIC), and computer programs for arbitrarily accurate computations 
including (among others): polynomial root-finding (real or complex), numerical linear algebra 
(solution of systems, eigenvalues, and linear systems with interval coefficients), derivatives, inte- 
grals, and initial value problems for linear and nonlinear systems of ordinary differential equations 
[2]. The user may specify how many correct decimal digits he wants (up to 120 in the software 
supplied with the book) and the computer will find them. 
It is conceivable that variable precision arithmetic, via combinations of novel hardware and 
software designs, could be made to work so that when only low accuracy is required in a given 
application, we might only need to carry say four decimal digits and the computation might 
actually go faster than it would with eight digits. Eight digits are not needed for all computations, 
for example during the first few iterations of an iterative method. 
Hopefully, we do not need eight digits to tally the bill at a checkout counter in a supermarket. 
For the federal budget, (alas!) we might need 13 digits. For other computations we might 
need hundreds or thousands of digits to obtain some desired accuracy. Recall that the example 
of S. Rump in Section 3 required 40 digits during the computation i order to get even one 
digit correct in the answer. Of course, algebraic transformations, symbolic cancellations, and 
factorizations, when possible, can be of great help in avoiding large round-off error (leading to 
unnecessarily wide intervals to contain exact results and to recomputation with higher numbers 
of digits to obtain narrower intervals). 
9. INTERVAL METHODS FOR GLOBAL OPTIMIZATION 
The literature on interval methods for global optimization is nearly all fairly recent and just 
now beginning to grow substantially (see especially [24,26]). We can give only a brief introduction 
to the subject here. 
The key difference between interval and noninterval methods in this area is this: with interval 
methods, we can enclose the range of values (of a function of many variables over a set of argument 
values) in a machine-computable int rval. See Section 4 and [15,23]. 
There are many ways to make use of this facility. One is called the mid-point est. 
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Suppose we want to find the point or set of points, within a set S of feasible points (lying in the 
set defined by the constraints, if any), where a function F, of n variables, takes on its minimum 
value. Suppose we can subdivide the set S into two subsets, $1 and $2. And suppose we compute 
an interval [a, b] containing the range of values F( S2), and an interval [c, d] containing the single 
value F(xl)  at some point zl in $1, the midpoint of $1 or any point of $1. 
If d < a, then we can discard all of the subset $2, because there is no point z in $2 at which 
F(z)  has a value smaller than F(z l )  < d. The minimum value of F in S must occur in S1, 
but not in $2. Thus, the midpoint est allows us to exclude parts of a region S as certainly not 
containing any points at which the objective function F has a global minimum. This process is 
thus a "deletion operator" in the terminology of Galperin in his "cubic algorithm" [28,29]. 
An important difference between this and other deletion operators is that it only requires 
interval evaluations of the objective function F. No Lipschitz constant or other such device is 
required to determine bounds on the range of values of F over a "box" (an n-dimensional vector 
of intervals). 
Furthermore, in the basic optimization algorithm based on such interval evaluations and ex- 
clusions (or deletions), we need only bisect boxes in a single coordinate direction of maximum 
width as the algorithm proceeds. If we order the list of boxes (not yet deleted) by their widths, 
then we can prove convergence to the set of global minimizers [24,31]. This leads to much smaller 
numbers of subsets needing computation than partitions in every coordinate direction. We also 
delete any boxes generated by the bisection process (rather than listing them) which definitely 
do not satisfy constraints, if any are present. 
The cubic algorithm and its variants could be combined with interval methods for evaluating 
ranges of functions. In this way, computer implementations of the algorithms would enjoy all the 
guarantees of interval methods. 
There are a number of acceleration devices we may use when derivative (or Lipschitz) informa- 
tion is available, but they are not required for convergence of the interval algorithms. Of course, 
when such information is available, it is well worth using in order to achieve more efficient solution 
of practical problems [24,26]. 
If F is differentiable, we can compute an interval, say [ci, di], containing the range of values of 
the partial derivative (component of the gradient vector) OF/Oxi(S). If we find that (for some i) 
0 is not in [cl, dl] (either ci > 0 or di < O) then OF/Oxi(S) does not contain zero (monotonicity 
test) and we can exclude S as not containing any global minimizer if S is in the interior of the 
feasible region. If S intersects the boundary of the feasible region (where constraints are active) 
in a set B, and if a monotonicity test shows the minimum of F to lie in B, then we can exclude 
all of S except for B. 
In addition, for differentiable optimization problems, there are a number of interval versions of 
Newton's method in n dimensions which can find (via interval arithmetic, intersections, unions, 
inclusion tests, and other tests) a nested sequence of sets (unions of boxes) containing and con- 
verging quadratically to the set of all local minimizers in any desired part or all of the feasible 
region. Some of these boxes will be deleted by the midpoint test as not containing any global 
minimizers. 
Many interval versions of Newton's method for solving G(x) = 0 in n dimensions involve the 
Krawczyk operator [4,15]: 
I f (X)  = mid(X) - YG(mid(X))  + {E - YG ' (X)}(X  - mid(X)), 
where mid(X) is the midpoint of the interval vector X, E is the identity matrix, G'(X) is the 
Jacobian matrix evaluated over X, and Y is any nonsingular matrix. If Y is a reasonably good 
approximation to the inverse of G'(mid(X)), then a small box containing an isolated simple zero 
of G will be mapped into itself and we will have computationally proved the existence of such a 
zero (via fixed point theorems) [4,15,24]. By choosing G to be the gradient vector of F (so that 
G ~ is the Hessian matrix), we can computationally prove, in this way, the existence of a local 
minimum of F in a box X. The interval Newton method of Hansen [7, (1981)] is evidently even 
more efficient han the above. 
For a full discussion of interval methods for global nonlinear optimization with both inequality 
and equality constraints, ee especially [23,26]. 
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With variable precision intervM arithmetic available, such interval algorithms can obtain any 
prescribed accuracy for optimization problems. 
10. CONCLUSIONS AND SOME DIRECTIONS FOR RESEARCH 
During centuries of "hand computation," people carried as many digits as needed to obtain 
results of desired accuracy. Something was lost when computer hardware, software, and compu- 
tational practice settled for fized precision (a fixed number of digits, "single-precision," "double- 
precision," or whatever). Numerical analysis, scientific omputing, and applied mathematics have 
been seriously influenced by almost universal acceptance of the assumption that computers must 
operate in fixed-precision arithmetic. 
It is not that extremely high accuracy is often wanted in results, but rather that: in order to 
obtain results which can be proved to be accurate to a certain (even small) number of digits, the 
number of digits required in intermediate computations may sometimes be much larger. This is 
particularly true in "ill-conditioned" problems, but elsewhere as well. 
It is possible and feasible for computing to be done in a quite different way from the way it 
has been done for the past several decades. It is possible, via changes in hardware and software 
and computing practices, to achieve a modus operandi in computing such that a user submits a 
problem along with accuracy requirements and the computer does whatever it has to do to get 
and guarantee that accuracy. It is hoped that this paper might help provide a stimulus for such 
changes in computing practice. 
Of course, the cost of doing computing in this "new" (really very old, until "modern comput- 
ers") way will play a big role in decisions concerning whether to go for it. A whole new area 
of research is in order to find more and more efficient ways for machines to compute results of 
prescribed accuracy. 
We will need to be concerned with at least the following. 
(1) Fast arbitrary precision interval arithmetic: Hardware or "firmware" (via "microprogram- 
ming") implementations of interval arithmetic have been tried on a number of computers, 
resulting in much faster execution times (two times ordinary floating-point) han imple- 
mentations relying solely on software. How can we best modify current designs of computer 
hardware to allow arbitrary precision interval arithmetic in order to facilitate algorithms 
which can obtain results of prescribed accuracy? Multiple precision floating-point arith- 
metic does not, by itself, provide any indication of accuracy of intermediate nor final 
results, and so is inadequate for algorithms designed for prescribed accuracy. 
(2) Parallel and distributed computing: The two endpoints of an interval can be computed 
simultaneously (in parallel) if a machine has at least two processors. Furthermore, with 
distributed computing by a network of a large number of processors, we can, for instance, 
simultaneously process a hundred or more sub-regions of a feasible region for (relatively) 
global minima in each, and then, in a final pass, make further deletions by merging the re- 
sulting lists and finding the global minimizers over the whole feasible region. In computer 
graphics, more than 100 SUN computers have been utilized in a distributed network for 
efficient computation (one by each computer) of successive frames to be used in computer 
animation [David Ebert, personal communication]. The speed of such a procedure x- 
ceeded that obtainable by use of a CRAY supercomputer with only two processors. How 
can we best utilize parallel or distributed computing facilities for solving optimization 
problems? 
(3) Fast computation of standard functions (ezp, sin, etc.} to arbitrary accuracy: More work 
is needed in this area. There is a wealth of information contained in the mathematical 
literature on approximations which has not yet been used in computer programming. 
(4) Computer algebra: Algebraic transformations, factorizations, cancellations, etc. can be 
extremely effective in improving the efficiency of computations requiring machine repre- 
sentations of complicated sets. Much more work is needed in this area. 
(5) Automatic differentiation: Efficient algorithms for ranges of values and for global opti- 
mization often want to make use of Taylor expansions and partial derivatives of functions 
[23]. This can be done efficiently by using recursion relations [21,27]. More work is needed 
on how best to incorporate these techniques into programs for global optimization. 
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(6) How to choose the number of digits to carry: It depends on the type of computational 
problem: for initial-value problems in ordinary differential equations, we will often want 
to start with a larger number of digits than we will need at the end of a trajectory, if small 
errors at the beginning are going to grow to larger errors at the end. For ill-conditioned 
linear systems, we may want to use many digits throughout, if we are using a direct 
method such as Gaussian elimination. Whereas, for an iterative algorithm, for a linear 
or nonlinear problem, we may well want to start with only a few digits and increase the 
number of digits only as the iterations begin to converge. It seems that not much work 
has been done yet on how to choose or vary the number of digits carried in a computer so 
that the computation eventually obtains results of prescribed accuracy and does this is as 
efficiently as possible. 
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