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Abstract
This paper examines audio-visual speaker verification
using a novel adaptation of fused hidden Markov mod-
els, in comparison to output fusion of individual clas-
sifiers in the audio and video modalities. A com-
parison of both hidden Markov model (HMM) and
Gaussian mixture model (GMM) classifiers in both
modalities under output fusion shows that the choice
of audio classifier is more important than video. Al-
though temporal information allows a HMM to out-
perform a GMM individually in video, this temporal
information does not carry through to output fusion
with an audio classifier, where the difference between
the two video classifiers is minor. An adaptation of
fused hidden Markov models, designed to be more ro-
bust to within-speaker variation, is used to show that
the temporal relationship between video observations
and audio states can be harnessed to reduce errors in
audio-visual speaker verification when compared to
output fusion.
Keywords: audio-visual speaker recognition
(AVSPR), fused hidden Markov model (FHMM)
1 Introduction
The aim of audio-visual speaker recognition (AVSPR)
is to make use of complementary information be-
tween the acoustic and visual domains to improve the
performance of traditional acoustic speaker recogni-
tion. Most current approaches to AVSPR either com-
bine the output of individual hidden Markov models
(HMMs) in each modality (late fusion), or use a single
HMM to classify both modalities (early fusion). Be-
cause the scores are combined at the whole-utterance
level, late fusion cannot take true advantage of the
temporal dependencies between the two modalities.
While early fusion has the advantage that it can take
advantage of these dependencies, it often suffers from
problems with noise, and has difficulties in modeling
the asynchronicity of audio-visual speech (Chibelushi,
Deravi & Mason 2002). The problems with perform-
ing AVSPR with early or late fusion have led to
the development of middle-fusion methods, or mod-
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els that accept two streams of input and combine the
streams within the model to produce a single score.
Most existing approaches to middle-fusion use cou-
pled HMMs (Nefian, Liang, Fu & Liu 2003), which
combine two single-stream HMMs by linking the de-
pendencies of their hidden states. However, due to
the small number of hidden states in each modal-
ity, these dependencies are often not strong enough
to capture the true relationship between the two
streams (Brand 1999). Fused HMMs (FHMMs) were
developed (Pan, Levinson, Huang & Liang 2004) by
attempting to design a model that maximises the mu-
tual information between the two modalities within a
multi-stream HMM. Pan et al. (2004) found that the
optimal multi-stream HMM design would result from
linking the hidden states of one HMM to the obser-
vations of the other, rather than linking the hidden
states together, as in a coupled HMM.
In this paper, we first introduce a novel adaptation
of Pan et al's FHMMs, designed to be more robust to
within-speaker variation. A comparison of a number
of different audio-visual output-fusion configurations
is performed to obtain an insight into the temporal in-
formation available in both audio and video, individ-
ually and combined for the purposes of speaker verifi-
cation. Finally we examine the ability of our FHMM
model to take better advantage of the temporal de-
pendencies between the modalities than is possible
with output fusion alone.
2 Fused Hidden Markov Models
2.1 Theory
Consider two tightly coupled time series OA ={
oA0 ,o
A
1 , . . . ,o
A
T−1
}
and OV =
{
oV0 ,o
V
1 , . . . ,o
V
T−1
}
,
corresponding to audio and video observations re-
spectively. Assume that OA and OV can be
modeled by two HMMs with hidden states Ux ={
ux0 , u
x
1 , . . . , u
x
T−1
}
, where x is A or V , respectively.
In the FHMM framework, an optimal solution for
p
(
OA;OV
)
according to the maximum entropy prin-
ciple (Pan, Liang & Huang 2001) is given by
p˜
(
OA;OV
)
= p
(
OA
)
p
(
OV
) p (w,v)
p (w) p (v)
(1)
where w = gA
(
OA
)
, and v = gV
(
OV
)
are transfor-
mations designed such that p (w,v) is easier to cal-
culate than p
(
OA,OV
)
, but still reflects the statis-
tical dependence between the two streams. The final
term in (1) can therefore be viewed as a correlation
weighting, which will be high if w and v are related,
and low if they are mostly independent. Pan et al.
(2001) also showed that the minimum distance be-
tween p˜
(
OA;OV
)
and the ground truth p
(
OA,OV
)
is established when the mutual information between
w and v is maximised:
(wˆ, vˆ) = arg max
(w,v)∈θ
I (w,v) (2)
In their audio-visual FHMM paper, Pan et al.
(2004) chose w and v empirically from the following
set (θ):
w = UˆA, v = OV (3)
w = UˆA, v = UˆV (4)
w = OA, v = UˆV (5)
where Uˆx is an estimate of the optimal state sequence
of HMM x for outputOx. By invoking (2) over the set
θ and invoking the following inequality in information
theory
I (x, f (y)) ≤ I (x, y) (6)
And that estimated hidden state sequences can be
viewed as a function of the output (Uˆx = fx (Ox)),
Pan et al. (2004) concluded that
I
(
UˆA, UˆV
)
= I
(
UˆA, fV
(
OV
))
≤ I
(
UˆA,OV
)
(7)
I
(
UˆA, UˆV
)
= I
(
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(
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)
, UˆV
)
≤ I
(
OA, UˆV
)
(8)
Therefore the transforms (3) and (5) produce bet-
ter estimates of p˜
(
OA;OV
)
than (4). By invoking (3)
in p
(
OA;OV
)
:
pA
(
OA;OV
)
= p
(
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)
p
(
OV
) p(UˆA,OV )
p
(
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)
p (OV )
= p
(
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)
p
(
OV
∣∣ UˆA) (9)
where p
(
OA
)
can be obtained from the regular au-
dio HMM and p
(
OV
∣∣ UˆA) is the likelihood of getting
the video output sequence given the estimated audio
HMM state sequence which producedOA. This equa-
tion represents the audio-biased FHMM as the main
decoding process is the audio HMM.
Similarly, invoking (5) to arrive at the video-biased
FHMM gives:
pV
(
OA;OV
)
= p
(
OV
)
p
(
OA
∣∣ UˆV ) (10)
The choice of the audio- or video-biased FHMM
should be chosen upon which individual HMM can
more reliably estimate the hidden state sequence for
a particular application. Alternatively, both versions
can be use concurrently and combined using output
fusion, as in Pan et al. (2004).
2.2 Continuous FHMMs
In the original implementation of FHMMs (Pan et al.
2004), the subordinate modality features were treated
as discrete symbols through vector-quantisation code-
books to simplify the calculation of the coupling pa-
rameters. However this simplification caused prob-
lems with within-speaker session variability, espe-
cially when the video was the subordinate modal-
ity. While audio-biased FHMMs (A-FHMMs) worked
well in experiments on the CUAVE database (Dean,
(a) Fused HMM
Figure 1: State diagram representation of a FHMM.
(Compare to a regular HMM in figure 2.)
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Table 1: XM2VTS dataset configurations used in
these experiments
Wark & Sridharan 2006), the change in codebook val-
ues caused by a change in session outweighed that
due to a change in speaker, rendering the discrete
FHMM worse than the underlying HMM when used
in a multi-session database like XM2VTS.
To allow the FHMM structure to more robustly
model the subordinate modality, we proposed model-
ing the relationship between the dominant states and
the subordinate observations using an extra GMM
within each of the dominant states. Therefore our
continuous FHMM (as opposed to Pan et al's discrete
FHMM) can be viewed as a regular HMM with two
GMM-based output probability distributions instead
of one in a normal HMM, as shown in Figure 1.
3 Experimental Setup
3.1 Training and Testing Datasets
For this experiment, training, testing and evaluation
data were extracted from the digit-video sections of
the XM2VTS database (Messer, Matas, Kittler, Luet-
tin & Maitre 1999). The training and testing con-
figurations used for these experiments was based on
the XM2VTSDB protocol (Luettin & Maitre 1998),
but adapted to allow more tests than provided by the
protocol. Each of the 295 speakers in the database
has four separate sessions of video where the speaker
speaks two sequences of two sentences of ten digits.
In each of the configurations, two sessions were used
for training, one for evaluation and one for testing,
allowing for 12 configurations in total, as shown in
Table 1. By comparison, the XM2VTSDB protocol
only allows for the first configuration.
These experiments were performed as verification
experiments, where the speaker would attempt to en-
ter the system by claiming the identity of a particular
client. To perform this task, the speakers were split
into two groups: clients, who claimed their own iden-
tity; and imposters, who claimed the identity of one
of the clients.
As per the XM2VTSDB protocol, 200 speakers
were designated clients, and 95 were used as impos-
tors. For each client testing sequence (2 per session),
20 sequences were chosen at random from the impos-
tor set allowing for a total of 400 (200×2) client tests
and 8000 (200×2×20) impostor tests for each config-
uration. Over all 12 configurations, 4800 client tests
and 96000 impostor tests are performed.
(a) Regular HMM
Figure 2: Regular HMM. The output probability of
each state is implemented as a GMM.
3.2 Feature Extraction
Mel frequency cepstral coefficients (MFCCs) were
used to represent the acoustic features in these ex-
periments because of their general application to both
speech and speaker recognition. Each feature vector
consisted of the first 12 MFCCs, normalised energy
coefficient, and the first and second time derivatives
of those 13 features to result in a 43 dimensional fea-
ture vector. These features were calculated every 10
milliseconds using 25 millisecond Hamming-windowed
speech signals.
Visual features were extracted from a manually
tracked lip region-of-interest (ROI) from 25 fps (40
milliseconds / frame) video data. Manual tracking of
the locations of the eyes and lips were performed ev-
ery 50 frames, and the remainder of the frames were
interpolated from the manual tracking. The eye lo-
cations were used to normalise the rotation of the
lips. A rectangular region-of-interest, 120 pixels wide
and 80 pixels tall, centered around the lips was ex-
tracted from each frame in the video. Each ROI was
then reduced to 20% of its original size (24×16 pix-
els) and converted to grayscale. Finally the ROI was
reduced to 20 dimensions using discrete cosine trans-
formation (DCT) (Heckmann, Kroschel, Savariaux &
Berthommier 2002). First and second time deriva-
tives of these features were added to form a 60 di-
mensional feature vector.
4 Audio-Visual Speaker Verification using
Output Fusion
4.1 Training
Two classifier-types were used for each modality,
for a total of four output-fusion experiments. The
two classifiers used were Gaussian mixture models
(GMMs), which are good at modeling static, or time-
independent, variables, and HMMs, which are better
at modeling temporal variables. This can observed by
examining a standard HMM design: HMMs are com-
monly implemented as a chain of GMMs, as shown in
Figure 2, where the HMM controls the likelihood of
moving between states, and the GMM-states control
the likelihood of outputting certain features when in
a emitting state. Conversely, a GMM can be viewed
as HMM with only one emitting state.
Both HMM and GMM speaker-dependent mod-
els were generated by adapting background models
to each individual speaker. The background models
were generated using the training sequences for each
configuration over both clients and impostors. These
models were then adapted to each individual client
speaker's training sequences using maximum a poste-
rior (MAP) adaptation (Lee & Gauvain 1993).
GMM models were trained over all training se-
quences, whereas HMM models were trained for each
word. Empirical experiments were performed on
Model Mixtures States
Audio HMM 9 7
Audio GMM 256 -
Video HMM 16 7
Video GMM 8 -
Table 2: Best performing topologies for each classifier.
a single configuration to determine the best topol-
ogy, shown in Table 2. HMM training was per-
formed using the HTK toolkit (Young, Evermann,
Kershaw, Moore, Odell, Ollason, Povey, Valtchev &
Woodland 2002), and GMM training with internally
developed utilities.
4.2 Testing
For each of the four client models trained in the previ-
ous section, two client sequences and 40 impostor se-
quences were verified using that model for each config-
uration. Scores obtained from the client models were
normalised for length and environment by subtracting
the background-model score for the same sequence.
In addition to the individual models, the four pos-
sible output-fusion combinations of audio and video
classifiers were also examined, as listed below:
• Audio HMM + Video HMM
• Audio HMM + Video GMM
• Audio GMM + Video HMM
• Audio GMM + Video GMM
Given that the parameters of the score-distribution
vary considerably between classifiers, the evaluation
session of each configuration is used to get an esti-
mation of each classifier's score distribution, which is
used to normalise the scores.
Zi (si) =
si − µˆi
σˆi
(11)
Where si is the score from classifier i and µˆi and
σˆi are the estimated mean and standard deviations of
classifier i's score distribution. Therefore the output-
fusion score for each combination is calculated as
sF =
Za (sa) + Zv (sv)
2
(12)
Where a is the audio classifier and v is the video
classifier.
4.3 Results
Detection error trade-off (DET) plots showing the
performance of both the individual classifiers and the
four output-fusion combinations for speaker verifica-
tion are shown in Figure 3.
From a comparison of the HMM and GMM per-
formance for each modality, it can be clearly seen
that there is temporal information in both the audio
and video features. Whilst the audio GMM performs
nearly as well as the audio HMM, it is only through
using a much higher number of mixtures (256 vs 9).
However, in the video we found that the GMM per-
formance could not be made to match the HMM's,
regardless of the number of mixtures used.
However, the clear improvement of using a video
HMM over a video GMM does not appear to trans-
late over to output fusion. The main differences in
output fusion appears to be related to the audio clas-
sifier chosen and not the video. The video HMM does
appear to improve output fusion slightly in areas of
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Figure 3: Detection error trade-off (DET) plots for output-fusion speaker verification.
low false alarm, but it does not provide a major im-
provement that the difference of the two classifiers
in video alone might indicate. So, while the video
HMM clearly takes advantage of temporal video in-
formation when compared to the video GMM, this
temporal information provides little benefit in out-
put fusion where a static GMM would work almost
as well. It is also clear that output fusion cannot take
advantage of temporal dependencies between the two
modalities, as the only information fused together is
the classifier's scores over an entire utterance.
5 Audio-Visual Speaker Verification using
FHMMs
5.1 Training
The training of a biased FHMM is a three-step pro-
cess:
1. The dominant individual HMM is trained inde-
pendently
2. The best hidden state sequence of the trained
HMM is found for each training observation us-
ing the Viterbi process (Young et al. 2002)
3. The relationship between the hidden state se-
quences and the subordinate observations are
modeled
For these experiments, both audio- and video-biased
FHMMs were examined, so the underlying HMMs
trained in Step 1 were the audio HMM and the ideo
HMM as trained in Section 4.1, respectively.
The relationship between the hidden state se-
quences and the subordinate observations is con-
tained in p
(
Os| Uˆd
)
where d represents the domi-
nant modality, and s the subordinate. This is ba-
sically defined as the likelihood of getting a subordi-
nate observation when in a particular dominant state.
Once the estimated hidden state sequence, Uˆd, for the
training data was determined in Step 2, the subordi-
nate training observations were segmented based on
the word and state boundaries. Each speaker's GMM
(trained in Section 4.1) was then adapted for each
word and state within their training sequences to form
the FHMM's subordinate GMMs. The background
GMM was also adapted to each word and state and
added to the background HMM to form the back-
ground FHMM. The optimal number of mixtures for
the subordinate GMMs was found empirically to be
the same as that for individual GMM classifiers, that
being 256 for the audio and 8 for the video.
The training sequence was performed twice, once
with audio as the dominant modality, and once with
video dominant to form the audio- and video-biased
FHMMs respectively.
5.2 Testing
Generalising (9) and (10) we can see that:
pd
(
Od,Os
)
= p
(
Od
)
p
(
Os| Uˆd
)
(13)
Where d represents the dominant modality, and s the
subordinate. As p
(
Od
)
=
∑
Ud p
(
Od,Ud
)
, and the
aim of the decoding process is to find the optimal
Ud by maximising the likelihood, we find the optimal
state sequence is given by:
Uˆd = argmax
Ud
p
(
Od,Ud
)
p
(
Os|Ud) (14)
This can be viewed a special type of HMM that
has two observation-emission probability-density-
functions for each state, one being the continu-
ous dominant-observation-emission GMM of the reg-
ular HMM, and the second being the continuous
subordinate-observation-emission GMM trained in
Section 5.1. As these scores are combined within each
state, and each state still provides a single probabil-
ity within the Viterbi process, the decoding process
is otherwise unaffected.
Before the scores for each modality are combined
within the state, they are normalised for each modal-
ity based on the evaluation data set, similar to the
normalisation performed for output fusion in Sec-
tion 4.2, but on a frame-by-frame basis rather than
over an entire sequence. Because we found the differ-
ence in frame-scores between modalities is more sig-
nificant that the difference in scores between speak-
ers, the background dominant HMM and subordi-
nate GMM individual models were evaluated for each
frame over the evaluation sequences for each configu-
ration to come up with an estimate of each classifier's
score distribution which was then used to normalise
the GMM scores within each FHMM state using (12).
The features evaluated for each modality's score is
determined by the frame-rate of the dominant HMM,
with the subordinate features chosen being the closest
in time to the dominant features.
In addition to using models adapted to a spe-
cific word-state for the subordinate modality, mod-
els adapted to all states of a particular word, and
just using the global speaker GMM in this role was
considered. These three choices will be referred to as
word-state GMMs, word GMMs and global GMMs for
the remainder of this paper. By examining the differ-
ence in performance between these subordinate mod-
els in the FHMM structure, we can make some con-
clusions about the temporal dependencies captured
by the FHMMs.
Finally, scores obtained from the client FHMM
models were normalised for length and environment
by subtracting the background-model FHMM score
for the same sequence.
5.3 Comparison with Output Fusion
It can be seen that using the global speaker GMM
should be functionally equivalent to a output fusion of
the GMM and the underlying HMM. This is because
at a base level the output HMM likelihood can be
mathematically defined as:
p (O) =
∏
t
ph (ot|ut) (15)
Where ph (ot|ut) is the likelihood of the HMM out-
putting observation ot whilst in state ut at time t.
Fusing the output of this HMM with a single GMM's
output (pg (ot)) results in:
p
(
Od,Os
)
=
∏
t
ph
(
odt |udt
)×∏
t
pg (ost ) (16)
=
∏
t
[
ph
(
odt |udt
)
pg (ost )
]
(17)
This is equivalent to multiplying the regular HMM
and global subordinate GMM within the Viterbi pro-
cess of the FHMM, assuming that the addition of the
pg term does not affect the best path chosen through
the lattice, and therefore the value of ut above. But,
as the pg term does not depend upon the value of ut,
every path in the lattice should be affected equally,
and therefore the best path should remain the same.
However, there are other differences of implemen-
tation between the global subordinate-GMM FHMM
and the output fusion presented above that make
them slightly different for the purposes of these ex-
periments. For the two products in (16) above to be
combined to form (17), they must be multiplying over
the same range of t-values, which is not the case here
due to the different frame rates of each modality. Ad-
ditionally, the normalisation performed in the FHMM
nodes and also in the output fusion occur at differ-
ent levels, introducing differences. Nevertheless, these
factors could be easily controlled for, allowing out-
put fusion to work as well as the global-subordinate-
GMM-based FHMM model.
In a similar manner to this, the word and word-
state subordinate-GMM-based FHMM models could
be viewed as almost equivalent to HMM-GMM output
fusion, provided that the sequence is first segmented
into words or word-states, respectively, using the un-
derlying HMM, and the correct subordinate GMM is
chosen for each segment. This is effectively what the
FHMM model is doing with the significant difference
being that the score-fusion occurs within the Viterbi
process, so that the boundaries of the words or word-
states have the possibility of moving based upon the
subordinate observations. It is not clear at this stage
how much this is in effect, and this will be covered in
a future paper in more detail.
5.4 Results
DET plots showing the performance of our audio- and
video-biased FHMM structures are shown in Figure 4.
By comparing to the output fusion of the audio and
video HMM, shown in both plots, it can be seen that
the audio-biased structure is clearly more powerful
than the video-biased version.
For the video-biased FHMMs, the word and word-
state subordinate models fare considerably worse
than the global subordinate model. As the global-
subordinate-model can be replicated with output fu-
sion, as discussed in the previous section, there is
therefore little need of video-biased FHMMs in this
situation. However, for audio-biased FHMMs there
does appear to be a small benefit in using the word-
state, or word FHMM over the global FHMM, par-
ticularly around the equal-error-rate region.
The main reason for the difference in performance
between the two FHMM configurations is the abil-
ity of the dominant HMM to reliably estimate its
underlying state sequence. The performance of the
audio-biased FHMM shows that the audio HMM can
reliably segment the sequences into sections of simi-
lar video appearance, but the video HMM does not
appear able to locate segments of similar audio activ-
ity. Although the performance increase in this case is
not large, the improved performance of the word-state
FHMM over the global FHMM does appear to show
that it is taking advantage of a temporal relationship
between the audio states and video features.
6 Conclusion and Future Research
In this paper we have examined output fusion using
both HMM and GMM classifiers in both the audio
and video modalities and found that although tem-
poral video information is clearly useful for lip-based
speaker recognition using video HMMs, under output
fusion most of this information appears to be lost.
The performance of output fusion appears to based
mostly on the audio-classifier chosen, with the HMM
performing better, and the choice of video classifier
appears to only have a minor effect.
In an attempt to take greater advantage of the
temporal video information in fusion with the audio,
we adapted Pan et al.'s (2004) FHMMs to improve
the robustness of the subordinate models to within-
speaker variations, particularly on data recorded over
multiple sessions. We found that our continuous
FHMM model took advantage of the temporal re-
lationship between the video observations and audio
states to improve performance over the best perform-
ing output fusion in an audio-biased configuration.
However, we found that the video-biased configura-
tion showed no useful relationship between audio ob-
servations and video states.
In the audio-biased FHMM structure, a large por-
tion of the video subordinate-GMMs are used to
recognise primarily static features, such as lip or skin
colour, which do not change throughout the sequence.
As this type of information cannot form a tempo-
ral relationship with audio states, its effect on the
subordinate-GMMs may be swamping the more dy-
namic information available in the movement of the
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Figure 4: Detection error trade-off (DET) plots for FHMM speaker verification. (Note that the scale has
changed from Figure 3.)
lips that could provide an improvement in the FHMM
structure. A more efficient FHMM structure may be
able to be realised by using more dynamic video fea-
tures, and then performing output-fusion with a sim-
ple classifier using the static features so that the static
information is not lost completely. Methods such as
mean-image removal, optical flow or contour-based
lip representations should provide better features to
model the dynamic nature of visual speech.
Additionally, FHMMs should prove quite useful in
other areas relating to audio-visual speech, such as
speech recognition, or speaker detection.
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