The study deals with scheduling a set of independent jobs with unequal release dates to minimize total weighted tardiness on a single machine. We propose new dominance properties that are incorporated in a branch and bound algorithm. The proposed algorithm is tested on a set of randomly generated problems with 10, 15 and 20 jobs. To the best of our knowledge, this is the first exact approach that attempts to solve the 1jr j j P w j T j problem.
Introduction
This study deals with scheduling a set of jobs with unequal release dates, r j , on a single machine to minimize the total weighted tardiness, (1jr j j P w j T j ). There are n independent jobs 1; . . . ; n, each of which has an integer processing time p j , a release date r j , a due date d j and a positive weight w j . Jobs are processed without interruption on a single machine that can handle only one job at a time. The machine may be left idle while there are available jobs in the queue. A tardiness penalty T j is incurred for each time unit that job j exceeds its due date, i.e., T j ¼ maxf0; ðC j À d j Þg, where C j and T j are the completion time and the tardiness of job j, respectively. The objective is to find a schedule that minimizes the total weighted tardiness criterion of all jobs given that no job can start processing before its release date.
Rinnooy Kan (1976) shows that the total tardiness problem with unequal release dates, 1jr j j P T j is NP-hard. Lawler (1977) shows that the total weighted tardiness problem, 1j j P w j T j , is strongly NP-hard, implying that 1jr j j P w j T j is also strongly NP-hard. Enumerative solution methods have been proposed for both weighted and unweighted cases when all jobs are simultaneously available. Emmons (1969) derives several dominance rules for 1j j P T j . Rinnooy Kan et al. (1975) and Rachamadugu (1987) extended these results to 1j j P w j T j . The Branch and Bound (BB) algorithm of Potts and van Wassenhove (1985) can solve problem instances with up to 40 jobs. Vairaktarakis and Lee (1995) present a BB algorithm to minimize the total tardiness subject to a minimum number of tardy jobs. Szwarc (1993) proves the existence of a special ordering for the single machine Earliness-Tardiness (E/T) problem with job-independent penalties where the arrangement of two adjacent jobs in an optimal schedule depends on their start time. Recently, Akturk and Yildirim (1998) proposed a new dominance rule and a lower bounding scheme for the 1j j P w j T j problem which can be used to reduce the number of alternatives in any exact approach.
All the optimizing approaches discussed above assume that the jobs have equal release dates. To the best of our knowledge, we know of no exact algorithm for the 1jr j j P w j T j problem. Unequal release dates have been considered for other optimality criteria, by Chu (1992a) and Chand et al. (1996) for 1jr j j P F j , by Hariri and Potts (1983) and Beloudah et al. (1992) for 1jr j j P w j C j , and Potts and van Wassenhove (1988) for 1jr j j P w j U j . Chu (1992b) proves some dominance properties and provides a lower bound for the 1jr j j P T j problem. A BB algorithm is then constructed using the previous results of Chu and Portmann (1992) and problems with up to 30 jobs can be solved for certain problem instances, even though computational requirements for larger problems tend to become prohibitive.
In the following section, we discuss the underlying assumptions and present the proposed dominance rules. Lower bounds for the problem are developed in Section 3. We present a BB algorithm along with a numerical example in Section 4. Computational analysis of the BB algorithm is reported in Section 5, and some concluding remarks are provided in Section 6.
Dominance properties
In this section we present new dominance properties to eliminate a number of dominated solutions in any exact algorithm. We show that the arrangement of adjacent jobs in an optimal schedule depends on their start times. For each pair of jobs i and j that are adjacent in an optimal schedule, there can be a critical value t ij such that i precedes j if processing of this pair starts earlier than t ij and j precedes i if processing of this pair starts after t ij . For convenience the jobs are indexed in EDD order such that if
and p i ¼ p j and w i ¼ w j then r i r j for all i and j such that i < j.
To introduce the dominance rule, consider schedules S 1 ¼ Q 1 ijQ 2 and S 2 ¼ Q 1 jiQ 2 where Q 1 and Q 2 are two disjoint subsequences of the remaining n À 2 jobs. Let t be the completion time of the jobs in Q 1 and jobs i and j are available at t, such that r i t and r j t.
The interchange function D ij ðtÞ gives the cost of interchanging adjacent jobs i and j whose processing starts at time t, where D ij ðtÞ ¼ f ij ðtÞ À f ji ðtÞ;
D ij ðtÞ does not depend on how the jobs are arranged in Q 1 and Q 2 but on the start time t of the pair,
• if D ij ðtÞ < 0 then, j should precede i at time t;
• if D ij ðtÞ > 0 then, i should precede j at time t; • if D ij ðtÞ ¼ 0 then, it is indifferent to whether i or j is scheduled first.
There are five conditions for the computation of f ij . For the first condition, both jobs i and j finish on time, so it is indifferent on whether i or j is scheduled first. In the second condition, job i will become tardy if it is not scheduled first. In the third condition, job j arrives after time t and job i will be tardy if it is scheduled after job j (there is also an idle time on the machine before the beginning of job j). In the fourth condition, if job i is scheduled before job j then it can be finished on time, otherwise it will be tardy. In the last condition, job j arrives before time t, and job i will be tardy even if it is scheduled before job j.
The time dependent dominance properties of the 1jr j j P w j T j problem can be determined by looking at points where the piecewise linear and continuous functions f ij ðtÞ and f ji ðtÞ intersect. When all possible cases are studied, it can be seen that there are at most seven possible points where functions f ij ðtÞ and f ji ðtÞ intersect. These cases and the following propositions are included here without proof and are described in detail in Akturk and Ozdemir (1998) .
As a result, we can state a general rule that provides a sufficient condition for schedules that cannot be improved by adjacent job interchanges. We show that if any sequence violates the proposed dominance rule, then switching these jobs either lowers the total weighted tardiness or leaves it unchanged as stated below in Proposition 1. In this rule, there are two possibilities for each pair of jobs. Either there is at least one breakpoint or an unconditional ordering. A breakpoint is a critical start time for each pair of adjacent jobs after which the ordering changes direction such that if t breakpoint, i precedes j, denoted by i 0 j, (or j precedes i) and then j precedes i, denoted by j 0 i, (or i precedes j). If i unconditionally precedes j, denoted by i ! j, then the ordering does not change, i.e., i always precedes j when they are adjacent, but this does not imply that an optimal sequence exists in which i precedes j.
Before defining the new dominance properties, we will present some definitions. Let J be the set of all jobs to be scheduled, SðtÞ the set of jobs scheduled before time t, AðtÞ the set of available unscheduled jobs at time t, i.e., AðtÞ ¼ fijr i tg À SðtÞ, BðtÞ the set of unavailable and unscheduled jobs at time t, i.e., BðtÞ ¼ fkjr k > tg, and U ðtÞ the set of unscheduled jobs at time t, i.e., U ðtÞ ¼ ðAðtÞ [ BðtÞÞ.
Proposition 1. Let job k be the last scheduled job in the sequence at time t given that processing of job k starts at time t À p k . For all unscheduled jobs i 2 U ðtÞ, if scheduling job i at time t violates the proposed dominance rule, i.e., i 0 k at time t À p k , then scheduling job i right after job k at time t will not lead to an optimal schedule.
It is well-known that the Shortest Weighted Processing Time (SWPT) rule gives an optimal sequence for the 1j j P w j T j problem when either all due dates are zero or all jobs are tardy, i.e., t > max i2J fd i À p i g. Under this situation the problem reduces to the total weighted completion time problem which is known to be solved optimally by the SWPT rule as shown by Smith (1956) , in which jobs are sequenced in nonincreasing order of w i =p i . For the 1jr j j P w j T j problem, if scheduling even the job with shortest processing time at time t makes all unscheduled jobs tardy, then the problem reduces to the 1jr j j P w j C j problem for the remaining unscheduled jobs. Furthermore, let V be the set of pairs ði; jÞ for which D ij ðtÞ has at least one breakpoint t ij , i; j 2 V . The largest of these breakpoints is equal to t l ¼ max ði;jÞ2V ft
The following proposition can be used to find an optimal sequence for the remaining jobs on hand after time t l . We know that t l max i2J fd i À p i g, so we enlarge the region for which the 1jr j j P w j T j problem can be solved optimally by the SWPT rule.
Proposition 2. If either minft þ min j2AðtÞ fp j g, min k2BðtÞ fr k þ p k gg ! max i2U ðtÞ fd i g or t > t l then the SWPT rule gives an optimal sequence for the remaining unscheduled jobs.
Proof. minft þ min j2AðtÞ fp j g; min k2BðtÞ fr k þ p k gg is the earliest completion time of the first job scheduled after time t. When the earliest possible completion time of the first scheduled job exceeds the due dates of all unscheduled jobs, this means that all unscheduled jobs are tardy jobs, hence our problem is equivalent to the 1j j P w j C j problem. Furthermore, t l is the last breakpoint for any pair of jobs i, j on the time scale. For every job pair ði; jÞ, there is either a breakpoint or unconditional ordering (i ! j). The SWPT rule holds for i ! j. If there is a breakpoint then for t ! t ij the job having a higher w j =p j is scheduled first, so the SWPT again holds. Both jobs should be available before a breakpoint t k ij ! maxfr i ; r j g for k ¼ 1; 2; 3 so that t l ¼ maxft
consider a job i which conflicts with the SWPT rule, then we can have a better schedule by making adjacent job interchanges which either lowers the total weighted tardiness value or leaves it unchanged. If we do the same thing for all of the remaining jobs, we get the SWPT sequence. j
Propositions 3 and 4 state the conditions to find a job that should be placed in the first or the last position of the remaining sequence, respectively. Furthermore, these propositions can be implemented iteratively to reduce the number of possibilities at time t.
Proposition 3. If there is a job i 2 AðtÞ such that p i min j2U ðtÞ fp j g, w i ! max j2U ðtÞ fw j g, and d i min j2U ðtÞ fd j g then there is an optimal schedule in which job i will be the first job of the remaining sequence.
Proposition 4. For any job k 2 U ðtÞ at time t, if r k ! max i2U ðtÞ fr i g, p k ! max i2U ðtÞ fp i g, d k ! max i2U ðtÞ fd i g, and w k min i2U ðtÞ fw i g then job k can be placed at the last position of the remaining sequence.
If jobs are 'dense', that is, all jobs become available after the earliest completion time, then the following proposition specifies the global dominance conditions at time t. Proposition 5 can be proved through a pair-wise interchange argument as depicted in Fig. 1 (a and b) where interchanging the positions of jobs k and j in schedule S 0 , leading to schedule S, improves the P w j T j .
Proposition 5. If max i2U ðtÞ fr i g min k2BðtÞ;j2AðtÞ fr k þ p k , t þ p j g and j and k are two jobs belonging to U ðtÞ such that r j r k , maxft; r j g þ p j maxft; r k g þ p k , w j ! w k and d j d k then job j dominates job k at time t.
We can also generalize one of Emmons' properties for the static problem such that at any time t, a job with the latest release date will be dominated by the jobs with less processing time, earlier due date, and higher weight.
Proposition 6. If r j ¼ max i2U ðtÞ fr i g then there is an optimal schedule in which job j is preceded by any job k 2 U ðtÞ given that p j ! p k , w j w k , and d j ! d k .
At any time t, an unscheduled job with a higher weight, higher processing time and earlier due date dominates another unscheduled job, if its possible Earliest Completion Time (ECT) value is lower than that of the other job. An example of Proposition 7 is given in Fig. 2 (a and b) where we exchange the positions of jobs j and i in schedule S 0 as shown in schedule S.
Proposition 7. Consider two jobs at time t, such that i, j 2 U ðtÞ.
and w i ! w j then job i dominates job j at time t.
If all jobs are available at time t, or a new job arrives after all available jobs are processed, then the set of available jobs forms a block where the dominance rules of Rinnooy Kan et al. (1975) and Akturk and Yildirim (1998) apply.
Proposition 8. If either P j2AðtÞ p j þ t min k2BðtÞ fr k g or BðtÞ ¼ ; then unscheduled jobs belonging to AðtÞ will form a block of jobs such that the following dominance theorem developed by Rinnooy Kan et al. (1975) and Akturk and Yildirim (1998) for the 1j j P w j T j problem can be applied.
(a) If one of the following conditions is satisfied job i precedes job j in an optimal sequence, where D j and C j be the set of jobs which precede and succeed job j respectively in at least one optimal sequence: i) p i p j , w i ! w j , and
Proof. BðtÞ ¼ ; means that all unscheduled jobs are available and hence the problem reduces to 1j j P w j T j . Otherwise if P j2AðtÞ p j þ t < min k2BðtÞ fr k g then all available unscheduled jobs will be scheduled before any new job becomes available, then the problem again reduces to the 1j j P w j T j problem for jobs j 2 AðtÞ because the time needed for the arrival of a new job is more than the total processing time of all the available unscheduled jobs. For the 1j j P w j T j problem Rinnooy Kan et al. (1975) proved the validity of first three conditions, and the last condition has been proved by Akturk and Yildirim (1998) . j A feasible schedule is called active if no job can be completed earlier by altering the processing sequence without delaying any other job. An optimal schedule must be an active schedule. The following proposition is needed to guarantee an active schedule. Since scheduling job k at time t violates the definition of an active schedule, it is possible to insert a job before job k without delaying any other job.
Proposition 9. If t þ min j2AðtÞ fp j g r k then k 2 BðtÞ will not be scheduled at time t in an optimal schedule.
Lower bounding
To the best of our knowledge, there is no lower bound in the literature developed for the 1jr j j P w j T j problem. A lower bound, which is developed for the 1j j P w j T j problem, can be used as a lower bound for the 1jr j j P w j T j problem as shown in the following proposition. Proposition 10. Given a problem P, construct a new problem P 0 in which the jobs are scheduled under the assumption that the jobs are simultaneously available at time zero. The following relation holds:
P is the optimal total weighted tardiness of problem P and lb P 0 is any lower bound obtained for 1j j P w j T j .
The linear lower bound for 1j j P w j T j was originally obtained by Potts and van Wassenhove (1985) using Lagrangian relaxation. Abdul-Razaq et al. (1990) show that it may also be derived by reducing the objective (total weighted tardiness) to a linear function. This operation is also advantageous in terms of the computational time required to solve the problem. Although it has a weak lower bound value, it can be used in BB algorithms since it can be computed in polynomial time due to low memory requirements (Abdul-Razaq et al., 1990) . The linear lower bound takes an initial sequence as its input. Akturk and Yildirim (1998) have shown that the SWPT rule performs well in a reasonable computation time. Therefore, we use the SWPT rule to determine an initial sequence and the corresponding lower bound value, lb 1 , as described in Akturk and Yildirim (1998) .
To use the linear lower bound, we relax the assumption that a job cannot be scheduled before its release date. If release dates of the jobs are scattered, the linear lower bound will be very ineffective. Based on a lower bound proposed by Hariri and Potts (1983) for the 1jr j j P w j C j problem, another lower bound can be derived for the 1jr j j P w j T j problem by subtracting the total weighted due dates of unscheduled jobs.
Proposition 11. Given a problem P, supposelb lb is any lower bound value for the weighted completion time problem 1jr j j P w j C j , the following relation holds:lb lb À P w j d j ð P w j T j Þ Ã P , where ð P w j T j Þ Ã P is the optimal total weighted tardiness of problem P.
The details of how a lower bound can be found for the 1jr j j P w j C j problem are given in Hariri and Potts (1983) . At time t, if wT ðSðtÞÞ is the total weighted tardiness of the partial schedule SðtÞ and LB 0 ðU ðtÞÞ is a lower bound value for the 1jr j j P w j C j problem, then lb 2 gives a lower bound of the particular node such that lb 2 ¼ wT ðSðtÞÞ þ LB 0 ðU ðtÞÞ À P j2U ðtÞ w j d j .
The branch and bound algorithm
Since the problem is strongly NP-hard, enumerative algorithms such as the BB or Dynamic Programming (DP) approaches must be used to find an exact solution. For this problem, it may not be possible to develop efficient DP algorithms due to their time complexity. Hence we present a BB algorithm based on the dominance properties and two lower bounding procedures. A node at level k of the search tree corresponds to a partial sequence, P , in which jobs scheduled from the beginning of the schedule up to level k and a partial sequence, Q, of jobs scheduled at the end of the schedule. A node at level k þ 1 of the tree is denoted as P À i Á Á Á Q, where P and Q are the defined partial sequences and job i is scheduled to ðk þ 1Þth position of the schedule. Since we have relatively weak but quickly computed lower bounds, our branching conditions rely heavily on the dominance properties proposed in Section 2. On the other hand, the aim of a search strategy is to pick a candidate subproblem from the list of unfathomed candidate subproblems. One of the following two techniques can be used: (i) select the last unfathomed candidate subproblem added to the the active stack, AS, also known as the Depth First Search (DFS) method; or (ii) pick the unfathomed candidate subproblem whose corresponding lower bound is the smallest, also called the Best-First enumeration Scheme (BFS). To take advantage of both search methods, we use a hybrid approach of BFS and DFS as a search strategy. The maximum number of subproblems in the active stack is limited by a predetermined number. Until this size is reached, the BFS method is applied to get a general picture of solutions in all parts of the tree. Past this point, the proposed algorithm uses the DFS strategy because the complete schedule occurs at the bottom level of the search tree as described below.
The BB algorithm
Step 0. (Initialization) Set seq 0, ub 1, t c r ½1 , S ;, P ;, Q ;, and last n. Calculate the breakpoint matrix. Determine t l max i6 ¼j2J ft
Step 1. (Global dominance) If any job i 2 AðtÞ satisfies Proposition 3 then set S ½seq i, t c maxft c þ p i ; r min g, P fP À ig, and seq seq þ 1. If seq < last then repeat Step 1. Else if wT S < ub, set S S and ub wT S then goto Step 7.
Step 2. (Global dominance) If any job i 2 U ðtÞ satisfies Proposition 4 then set S ½last i, last last À 1, and Q fi À Qg. If seq < last then repeat Step 2. Else if wT S < ub, set S S and ub wT S then goto Step 7.
Step 3. (Reduction to 1j j P w j C j ) If t c > t l then schedule every unscheduled job i 2 U ðtÞ in nonincreasing order of w i =p i . If wT S < ub, set S S and ub wT S then goto Step 7.
Step 4. (Eliminating number of alternatives) If either i ! j (from Propositions 8 or 1) or i 0 j at time t c for every unscheduled job j 2 U ðtÞ (from Propositions 5, 6, 7, or 1) and i 6 ¼ j, then set S ½seq i, t c maxft c þ p i ; r min g, P fP À ig, and seq seq þ 1. If seq < last then goto Step 1. Else if wT S < ub, set S S and ub wT S then goto Step 7.
Step 5. (Selecting subproblem) For every unscheduled job j 2 U ðtÞ which is not dominating S ½seqÀ1 at t c due to Propositions 5, 6, 7, 8, and 1 such that r j minft c þ p min ; ðr k þ p k Þ k2Bðt c Þ g; where p min ¼ min k2Aðt c Þ fp k g, let lb P ÀjÁÁQ maxflb 1 ; lb 2 g. If lb P ÀjÁÁQ < ub for any unscheduled job j 2 U ðt c Þ, insert it into active stack, AS, then store t P ÀjÁÁQ maxft c ; r j g and seq P ÀjÁÁQ seq. Else goto Step 7.
Step 6. (Upper bounding) If AS 6 ¼ ; and size À AS < Max À Stack À Size pick partial schedule fP À j Á ÁQg with min lb P ÀjÁÁQ from AS (BFS). Else if AS 6 ¼ ; pick job j with LIFO rule (DFS). Set S ½seq j, t c maxft c þ p j ; r min g, P fP À jg and seq seq þ 1. if seq < last then goto step 1. Else if wT S < ub, set S S and ub wT S .
Step 7. (Branching) Eliminate all subsequences with lb ! ub from AS. If AS 6 ¼ ; and size À AS < Max À Stack À Size pick partial schedule fP À jg with min lb P ÀjÁÁQ from AS (BFS). Else if AS 6 ¼ ; pick job j with LIFO rule (DFS). Set t c t P ÀjÁÁQ þ p j , S ½seq j, P fP À jg and seq seq P ÀjÁÁQ þ 1 then goto Step 1.
Step 8. (Report optimum solution) Else report S opt S.
In the initialization step of the algorithm, the sequence is set to zero, the upper bound to infinity, the current time t c , to the arrival of the first available job, and the current schedule S, P and Q are initialized to null. Alternatively, we can use the Apparent Tardiness Cost (ATC) dispatching rule to calculate an initial upper bound as discussed in Akturk and Yildirim (1998) . The first step finds a job that globally dominates all the remaining unscheduled jobs at time t c . If the schedule is not complete then we increment the current time t c , either to the maximum of the completion time of job i or to the earliest release date of the unscheduled jobs r min . Before any new node is created, we check the proposed dominance rules to eliminate the dominated alternatives in Steps 2, 3 and 4. For each possible candidate partial sequence, both lb 1 and lb 2 are applied and the lower bound lb is set to their maximum value. If the lb is greater than or equal to the upper bound then this node is eliminated, else it is inserted to the active stack, AS. Their starting time and sequence are also recorded. In Step 6, if the tardiness of the current schedule wT S is strictly less than the upper bound, S is kept as the incumbent schedule. In Step 7, a new subtree is grown by returning to Step 1 where the next partial schedule is selected according to the proposed hybrid search strategy. When the AS is empty the incumbent schedule S S is reported as optimal. Consider the six job problem given in Table 1 as an example. The maximum stack size is determined to be five. The maximum breakpoint t l ¼ 22, hence the SWPT rule gives an optimum sequence for the remaining unscheduled jobs for t > 22 as stated in Step 3. In order to demonstrate how the time dependent dominance rules are implemented in the BB algorithm, let us analyze the partial schedule at t ¼ 14. Jobs 3, 4, and 5 are possible candidates, and t 6 2;4 ¼ 10=3. So for t ! r 4 ¼ 6, job 4 precedes job 2, i.e., 4 0 2. Therefore, scheduling job 4 right after job 2 will not lead to an optimal schedule due to Proposition 1. As shown in Fig. 3 , the optimum schedule is f1 À 4 À 3 À 0 À 2 À 5g and the minimum value of the total weighted tardiness is 57.
Computational analysis
To test the efficiency of the proposed BB algorithm, we implemented it using the Gnu C compiler with the -02 optimizer option, run on a SPARC Station 10 under SunOS 5.4. The proposed algorithm was tested on a series of randomly generated problems as in Chu (1992b) . For each job j, an integer processing time p j and an integer weight w j were generated from a discrete uniform distribution [1, 10] . Instead of finding due dates directly, we generated slack times between due dates and earliest completion times, i.e., d j À ðp j þ r j Þ, from a uniform distribution between 0 and b P n j¼1 p j where three different b values [0.05, 0.25, 0.5] were used. Release dates r j were generated from a uniform distribution ranging from 0 to a P n j¼1 p j , where four different a values [0.0, 0.5, 1.0, 1.5] were used. A total of 12 example sets were considered and 10 replications were taken for each combination, giving 120 randomly generated problems. The proposed algorithm was tested with 10, 15, and 20 jobs.
In the proposed hybrid search method, the maximum number of subproblems in the active stack is limited to 5000, which was determined after a number of test runs. There are two main performance measures for any BB algorithm; (i) the number of nodes considered to find an optimum solution; and (ii) the corresponding computation time. Whenever a problem was not solved within the upper limit of 4000 000 nodes, computation was abandoned for that problem. In Table 2 , we present the results of the proposed algorithm for 10, 15 and 20 jobs along with the minimum, average, and maximum values of each measure. Table 2 also shows the influence of the a and b factors on problem difficulty. As anticipated, the prob- 0  2  22  24  1  1  6  3  9  9  2  5  7  1 3  1  3  7  15  22  3  4  9  6  1 5  3  5  6  15  21  1 lems are most difficult when a ¼ 0:5 and b is between 0.25 and 0.5. The problem is relatively simple when a is small, because the release dates are not scattered. When a ¼ 0:0, the problem reduces to 1j j P w j T j , which is an easier class of problems, but still NP-hard. When a is large, the release dates are so scattered that there are a small number of active schedules. Since it is sufficient to consider active schedules, the search for an optimal solution among active schedules becomes easy. As a result, the algorithm is very fast for simple problem instances with loose due dates and loose release dates such as b ¼ 0:50 and a ! 1:0, which usually resulted in non-tardy schedules. Similarly, for problem instances with tight release dates and due dates such as b ¼ 0:05 and a ¼ 0:0, after scheduling first few jobs, all jobs become tardy and an optimal solution can be found in a short time due to Proposition 2.
For 15 job problems, there are 15! ¼ 1:3 Â 10 12 possible sequences. For the most difficult instance, namely a ¼ 0:5 and b ¼ 0:25, the average number of nodes considered is 882 934.2, which is 1:5 Â 10 6 times less than the number of sequences in a complete enumeration. The number of nodes required to find an optimum solution decreases to 14 for simpler cases, such as a ¼ 0:0 and b ¼ 0:05. On the average, the number of nodes considered is 205 272. As expected, the computation time required for an optimal solution depends on the number nodes visited. For the harder problem instances, CPU times are on the average 1615.68 seconds, or 27 minutes. For the worst case of a ¼ 0:5 and b ¼ 0:5, the CPU time is about 1 hour. For 20 job problems, limiting cases occurred when release dates or due dates are not so tight or loose. For the (a ¼ 0:0, b ¼ 0:5) and (a ¼ 0:5, b ¼ 0:5) cases, the algorithm exceeded the maximum node limit of 4000 000 and failed to find an optimum solution five and three times, out of 10 replications, respectively. Thus in these instances, the numbers given in Table 2 are lower bounds on the average number of nodes and the average computation time.
We used two different bounding procedures to calculate a lower bound at each node. These procedures are compared in Table 3 in terms of number of nodes that are eliminated for each example set along with the minimum, average and maximum values. The number of nodes considered is also provided in the table. Although none of the lower bounding algorithms dominates, the linear lower bound seems more efficient. Especially when the relative range of due dates is large, lb 2 provides a very weak bound since we subtract the weighted due dates. For 20 jobs, when a ¼ 1:0 and b ¼ 0:5, lb 2 can eliminate at most 77 965 nodes, while lb 1 eliminates 92 902.5 nodes on the average and the number of nodes eliminated rises to 343 297 for the same case. The a value indicates the tightness of the relative range of release dates. Since the linear lower bound was originally developed for the 1j j P w j T j problem, we expect lb 1 to perform better when the a value is rather low. For 20 jobs, it eliminates 6722.8 nodes on the average for b ¼ 0:25, when the average number of nodes considered is 1977 373.2. For this particular instance, lb 2 can eliminate at most 1188 nodes. When a ¼ 1:0 or a ¼ 1:5, lb 1 produces very weak bounds since it does not consider the release dates of jobs. Therefore, when a ¼ 1:0 or a ¼ 1:5, lb 2 performs better than lb 1 . For a ¼ 1:0 and b ¼ 0:05, lb 2 fathoms 5432 nodes on the average for the 20 job problem, while lb 1 can fathom only 695.1 nodes on the average, resulting in 115 840.5 nodes visited on the tree for searching an optimum solution.
When we compare the relative efficiencies of the proposed dominance properties, the most frequently used property is applying the SWPT rule to find an optimum sequence for the remaining jobs. This is especially true for b ¼ 0:05 where due dates are tight, Proposition 2 seems to be the most efficient dominance property to eliminate a number of alternatives in the search tree. For bigger b values, i.e., b ¼ 0:25 and b ¼ 0:5, the impact of this property decreases gradually, although it is used again at lower levels of the tree. The average number of nodes fathomed using dominance properties are summarized in Table 4 for the 15 job case as an example. Proposition 7 is also quite effective in fathoming nodes in the algorithm. Especially for a ¼ 0:5, where most of the dominance rules and lower bounding schemes perform weak, Proposition 7 eliminates jobs with small processing times but greater earliest completion times due to their release date. For a ¼ 0:5 and b ¼ 0:5, the average number of nodes fathomed by Proposition 7 is 550 728.5, whereas other dominance properties eliminate around 150 000 nodes and lb 1 and lb 2 eliminate 9466.7 and 15 901.4 nodes, respectively on the average. Furthermore, the time dependent local dominance property stated in Proposition 1 is used frequently to fathom nodes in the BB tree. 
Concluding remarks
We propose a set of new dominance properties for the 1jr j j P w j T j problem that can be utilized in any exact approach. We also enlarged the region for which the 1jr j j P w j T j problem can be solved optimally by the SWPT rule. We tested the proposed BB algorithm on a set of randomly generated problems. Even for 10 jobs, commercial optimization software packages, like CPLEX, fail to find an optimum solution. Therefore, any method that can solve even a 15 job problem will be a contribution to the literature. We also know that the 1jr j j P T j problem can be solved with up to 30 jobs (Chu, 1992b) , while for the equal release dates problem, 1j j P T j , can be solved for more than 300 jobs. Furthermore, BB algorithms for the 1jj P w j T j and 1jr j j P w j C j problems can solve problem instances with up to 40 jobs (Potts and van Wassenhove, 1985; Beloudah et al., 1992) . To the best of our knowledge, this study is the first exact approach that simultaneously deals with the weighted tardiness and unequal release dates problems on a single machine. For further research, better lower bounding procedures would improve the proposed BB algorithm for larger size problems. 
