Uncertainty in Neural Networks; Bayesian Ensembles, Priors & Prediction Intervals by Pearce, Tim
Uncertainty in Neural Networks




This dissertation is submitted for the degree of
Doctor of Philosophy
Queens’ College December 2020

Declaration
I hereby declare that except where specific reference is made to the work of others, the
contents of this dissertation are original and have not been submitted in whole or in part
for consideration for any other degree or qualification in this, or any other university. This
dissertation is my own work and contains nothing which is the outcome of work done in
collaboration with others, except as specified in the text and Acknowledgements. This
dissertation contains fewer than 65,000 words including appendices, bibliography, footnotes,





- My supervisors - Andy Neely, Mohamed Zaki, and Alexandra Brintrup - for empower-
ing me on my PhD journey. It’s been a pleasure being your student.
- The Alan Turing Institute; this would be a very different thesis if not for my year spent
there. Special thanks to Nicolas Anastassacos, Ayman Boustati, and Jessie Liu.
- The Engineering Department, IfM, CSA, DIAL, and MAG. In particular to Ahmed
Alali, Philipp Koebnick, and Adria Salvador Palau.
- PROWLER.io and Felix Leibfried for an enjoyable and productive internship.
- Russell Tsuchida, Bang Xiang Yong, Andrew Y. K. Foong, and David Ratiney for
enjoyable collaborations.
- Richard Turner and Laurence Aitchison as examiners. Neil Lawrence and Mark
Girolami for providing feedback on this thesis.
- EPSRC for funding my PhD. Queens’ College and the Engineering Department for
helping with travel grants. The Alan Turing Institute for further financial assistance.
- My parents; my mum for passing on her discipline and attention to detail, and my dad




The breakout success of deep neural networks (NNs) in the 2010’s marked a new era in the
quest to build artificial intelligence (AI). With NNs as the building block of these systems,
excellent performance has been achieved on narrow, well-defined tasks where large amounts
of data are available.
However, these systems lack certain capabilities that are important for broad use in real-world
applications. One such capability is the communication of uncertainty in a NN’s predictions
and decisions. In applications such as healthcare recommendation or heavy machinery
prognostics, it is vital that AI systems be aware of and express their uncertainty – this creates
safer, more cautious, and ultimately more useful systems.
This thesis explores how to engineer NNs to communicate robust uncertainty estimates
on their predictions, whilst minimising the impact on usability. One way to encourage
uncertainty estimates to be robust is to adopt the Bayesian framework, which offers a
principled approach to handling uncertainty. Two of the major contributions in this thesis
relate to Bayesian NNs (BNNs).
Specifying appropriate priors is an important step in any Bayesian model, yet it is not clear
how to do this in BNNs. The first contribution shows that the connection between BNNs and
Gaussian Processes (GPs) provides an effective lens to study BNN priors. NN architectures
are derived which mirror the combining of GP kernels to create priors tailored to a task.
The second major contribution is a novel way to perform approximate Bayesian inference in
BNNs using a modified version of ensembling. Novel analysis improves an understanding of
a technique known as randomised MAP sampling. It’s shown this is particularly effective
when strong correlations exist between parameters, making it well suited to NNs.
The third major contribution of the thesis is a non-Bayesian technique that trains a NN to
directly output prediction intervals for regression tasks through a tailored objective function.
This advances over related works that were incompatible with gradient descent, and ignored
one source of uncertainty.

Contents
List of Figures xv
List of Tables xxi
1 Introduction 1
1.1 Big Picture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Breakout Success of Deep Neural Networks . . . . . . . . . . . . . . . . . 1
1.3 The Value and Cost of Being Uncertain . . . . . . . . . . . . . . . . . . . 2
1.3.1 Auxiliary Uses . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.4 Research Goal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.5 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.6 Thesis Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.7 Publication List . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2 Background 9
2.1 Anatomy of Uncertainty . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.1.1 Regression . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.1.2 Classification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.1.3 Other Uncertainties . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2 Neural Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2.1 Origins: Modelling Biological Neurons . . . . . . . . . . . . . . . 14
x Contents
2.2.2 From Neurons to Deep Neural Networks . . . . . . . . . . . . . . 15
2.2.3 Learning in NNs . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.3 Modelling Uncertainty with Neural Networks . . . . . . . . . . . . . . . . 19
2.3.1 Can Standard Neural Networks Model Uncertainty? . . . . . . . . 19
2.3.2 Overview of Methods . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.4 Making Neural Networks Bayesian . . . . . . . . . . . . . . . . . . . . . . 22
2.4.1 Distributions Over Parameters . . . . . . . . . . . . . . . . . . . . 22
2.4.2 Posterior Predictive Distribution . . . . . . . . . . . . . . . . . . . 25
2.4.3 Learning in BNNs . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.5 Gaussian Processes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.5.1 Sampling Functions Using a Gaussian Distribution . . . . . . . . . 28
2.5.2 Fitting GPs to Data . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.5.3 Combining Kernels . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.6 Connections Between BNNs and GPs . . . . . . . . . . . . . . . . . . . . 33
2.6.1 BNNs Converge to GPs . . . . . . . . . . . . . . . . . . . . . . . 34
2.6.2 Analytical BNN Kernels - Single-Layer NNs . . . . . . . . . . . . 36
2.6.3 Analytical BNN Kernels - Deep NNs . . . . . . . . . . . . . . . . 38
2.6.4 Implications of the Connection . . . . . . . . . . . . . . . . . . . . 39
2.7 Summary: Model vs. Inference . . . . . . . . . . . . . . . . . . . . . . . . 40
3 Expressive Priors in BNNs 41
3.1 GPs as a Lens to Study BNN Priors . . . . . . . . . . . . . . . . . . . . . 42
3.2 Interpreting BNN Priors . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.3 Specifying Priors for BNNs via Proxy GPs . . . . . . . . . . . . . . . . . . 47
3.3.1 Illustrative Experiment: Model-Based RL . . . . . . . . . . . . . . 47
3.4 Kernel Combinations in BNNs . . . . . . . . . . . . . . . . . . . . . . . . 51
3.4.1 Combining BNNs at Output . . . . . . . . . . . . . . . . . . . . . 51
3.4.2 Combining BNNs at Hidden Layers . . . . . . . . . . . . . . . . . 52
Contents xi
3.4.3 Extensions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.5 Periodic BNN Kernels . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.5.1 Cosine Activations . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.5.2 Input Warping . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.6 Illustrative Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.6.1 Supervised Learning: Time Series . . . . . . . . . . . . . . . . . . 59
3.6.2 Reinforcement Learning: Pendulum Swing up . . . . . . . . . . . 61
3.7 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.8 Discussion & Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4 Bayesian Ensembling 67
4.1 Randomised MAP Sampling . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.2 RMS Theoretical Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.2.1 Parameter-Space Derivation . . . . . . . . . . . . . . . . . . . . . 70
4.2.2 Comparison to Prior Work . . . . . . . . . . . . . . . . . . . . . . 71
4.2.3 Practical Workaround: General Case . . . . . . . . . . . . . . . . . 71
4.2.4 Practical Workaround: Special Cases . . . . . . . . . . . . . . . . 73
4.3 RMS for Neural Networks . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.3.1 Loss Function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.3.2 Validity of RMS in NNs . . . . . . . . . . . . . . . . . . . . . . . 75
4.3.3 Implementation Practicalities . . . . . . . . . . . . . . . . . . . . . 79
4.4 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.4.1 Qualitative Tests . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.4.2 Convergence Behaviour . . . . . . . . . . . . . . . . . . . . . . . 81
4.4.3 UCI Regression Benchmarks . . . . . . . . . . . . . . . . . . . . . 81
4.4.4 Out-of-Distribution Classification . . . . . . . . . . . . . . . . . . 84
4.4.5 Reinforcement Learning . . . . . . . . . . . . . . . . . . . . . . . 86
4.5 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
xii Contents
4.6 Discussion & Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5 High-Quality Prediction Intervals 91
5.1 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.2 Prediction Intervals . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.3 A Quality-Driven, Distribution-Free Loss Function . . . . . . . . . . . . . 94
5.3.1 Derivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.3.2 Comparison to LUBE . . . . . . . . . . . . . . . . . . . . . . . . 96
5.3.3 Training QD with Gradient Descent . . . . . . . . . . . . . . . . . 96
5.3.4 Particle Swarm Optimisation . . . . . . . . . . . . . . . . . . . . . 99
5.4 Ensembles to Estimate Model Uncertainty . . . . . . . . . . . . . . . . . . 100
5.5 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
5.5.1 Qualitative Experiments . . . . . . . . . . . . . . . . . . . . . . . 101
5.5.2 UCI Regression Benchmarks . . . . . . . . . . . . . . . . . . . . . 102
5.6 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
5.6.1 Varying Data Noise . . . . . . . . . . . . . . . . . . . . . . . . . . 105
5.6.2 Uniform Data Noise . . . . . . . . . . . . . . . . . . . . . . . . . 106
5.7 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
5.8 Discussion & Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
6 Discussion & Conclusion 109
6.1 Summary of Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . 109
6.1.1 Follow up Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
6.2 Visualising the Field Today . . . . . . . . . . . . . . . . . . . . . . . . . . 111
6.3 Looking to the Future . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
6.3.1 Uncertainty in the Brain . . . . . . . . . . . . . . . . . . . . . . . 113
6.4 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
6.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
Contents xiii
Bibliography 119
Appendix A Bayesian Ensembling 131
A.1 Proofs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
A.2 MAP solution and regularisation interpretation . . . . . . . . . . . . . . . 143
A.3 Numerical Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
A.4 Additional Material . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
A.5 Experimental Details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
Appendix B High-Quality Prediction Intervals 161
B.1 Experimental details . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161

List of Figures
2.1 Visualising aleatoric uncertainty. Even with a large amount of data, un-
certainty may remain. Left: Low homoskedastic noise. Middle: High
homoskedastic noise. Right: Heteroskedastic noise. . . . . . . . . . . . . . 11
2.2 Visualising epistemic uncertainty. Left: A prediction of y when x = 0.5
should be more certain than when x = 4.0. Right: Uncertainty in f(x)
increases further from the training data. . . . . . . . . . . . . . . . . . . . 12
2.3 1-D binary classification task showing two sources of uncertainty. Blue lines
show plausible estimates for P̂ (y = c1|x). The multiple lines arise from
uncertainty in f(x). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.4 Left: Modern diagram of a single neuron. Right: Early sketches of neuons
based on thin slices of brain tissue by Ramón y Cajal. . . . . . . . . . . . . 14
2.5 Diagram of an early perceptron by Rosenblatt (1958). . . . . . . . . . . . . 15
2.6 Diagram of a single neuron. Left: Overlaid on biological neuron. Right:
Abstracted computational graph. . . . . . . . . . . . . . . . . . . . . . . . 16
2.7 Single-layer NN (biases not drawn for clarity). . . . . . . . . . . . . . . . . 16
2.8 Deep NN with three hidden layers. . . . . . . . . . . . . . . . . . . . . . . 17
2.9 NNs with various connectivity patterns. Left: Autoencoder. Middle: Recur-
rent NN. Right: CNN. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.10 A neuron with point estimates over parameters produces a point estimate
at its output. If parameters are modelled with distributions (parametric or
empirical), the output will also be a distribution. . . . . . . . . . . . . . . . 22
2.11 Two realisations of a Gaussian white noise process. The x-axis and y-axis
labels are dropped in subsequent plots. . . . . . . . . . . . . . . . . . . . . 28
xvi List of Figures
2.12 Squared exponential kernel, with varying lengthscale. . . . . . . . . . . . . 29
2.13 Periodic kernels. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.14 Above: Prior draws for three different kernels. Below: Marginal log likeli-
hood (MLL) scores for these GP kernels fitted to the same dataset. The SE
kernel with small l produces priors that are visually more similar to the data,
which is quantified by the larger MLL score. . . . . . . . . . . . . . . . . . 32
2.15 Left: Dataset suiting an additive kernel combination. Right: Prior draws of a
suitable additive kernel combination. . . . . . . . . . . . . . . . . . . . . . 32
2.16 Left: Dataset suiting a multiplicative kernel combination. Right: Prior draws
of a suitable multiplicative kernel combination. . . . . . . . . . . . . . . . 33
2.17 Prior draws when different kernels are applied to different dimensions of the
input. The right-hand plot uses two SE kernels with differing lengthscales. . 33
3.1 Priors from finite-width BNNs provide an increasingly close approximation
to priors drawn from the equivalent GP kernel when BNN width, H , is
increased - here for ERF activation and kernel. . . . . . . . . . . . . . . . . 42
3.2 Top: Prior draws for infinitely wide single-layer BNNs of various architec-
tures. Bottom: Predictive distributions on toy data. . . . . . . . . . . . . . 43
3.3 Final layer variances: σ2w2 controls the amplitude of the whole function,
whilst σ2b2 controls the spread. ERF activations shown. . . . . . . . . . . . 44
3.4 Final layer variances for classification: σ2w2 controls the both absolute confi-
dence and the speed at which class predictions can switch. Single-layer NN
with ReLU activations shown. . . . . . . . . . . . . . . . . . . . . . . . . 44
3.5 Prior draws for a single-layer BNN with ERF activations. Increasing σ2w1,σ
2
b1
creates noisier functions. Here, σ2w2 = 1,σ
2
b2 = 0. . . . . . . . . . . . . . . 45






b2 = 0. Input angle, θ
0
between two inputs is varied whilst the norm, ||x||||x′||= 1 is held constant. 45
3.7 Prior draws (top & middle: regression, bottom: classification) for finite
BNNs of increasing depth. These degenerate either into input-independent
constants or white noise. In red are prior draws from the ‘infinite’ kernel;
that is, by running the recurrence in section 2.6.3 to infinity. . . . . . . . . . 46
List of Figures xvii
3.8 Using a proxy GP to specify a prior for a single-layer BNN with ERF
activations. In step 1, the parameters of the GP ERF kernel (eq. 2.39) are
optimised. Note the tuned variance in the GP model is normalised by H
when building the BNN. . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.9 The cartpole control task is a classic RL problem. Rewards are maximised
by balancing the pole upright. The cart is moved left and right to achieve
this, forming the action space for the environment. . . . . . . . . . . . . . 48
3.10 Performance on a model-based RL task, cartpole, comparing a BNN with
prior tuned using the proposed method (via proxy GP) vs. fixed default prior.
Mean ± two standard errors, repeated for three runs. . . . . . . . . . . . . 49
3.11 BNN architecture determines our prior belief about a function’s properties. In
general BNNs provide little flexibility in this regard - modifying only the ac-
tivation function and length scale (‘Basic BNNs’). This chapter explores how
to design BNNs to produce more expressive prior functions (‘Combinations
of Basic BNNs’). Two prior draws are shown for each BNN architecture. . 50
3.12 Prior draws for a 2-D input. Square brackets designate which dimension(s)
each kernel is applied to. . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.13 Two time series with seasonal fluctuations and long term trends. ReLU
and periodic BNNs are separately unable to capture these patterns (first and
second from left). However, they succeed when combined in BNN archi-
tectures as proposed (third from left), closely approximating the predictive
distributions of exact GP inference with the equivalent kernel combinations
(right). See main text for model details. . . . . . . . . . . . . . . . . . . . 60
3.14 Learning for three different BNN architectures on the pendulum task. The
BNN incorporating a suitable prior for task, ‘Periodic×TanH’, outperforms
basic BNNs. Mean ± 1 standard error, three runs. . . . . . . . . . . . . . . 62
3.15 Q-values learnt for the action, torque = 0, conditioned on observations of
θ̇ = 0, and input angle, θ, varied on x-axis and measured in radians. The
x-axis range allows observation of three complete rotations of the pendulum
(each rotation given by 2π radians). Hence, maximum Q-value is predicted
when the pendulum is orientated directly upwards. Periodic×TanH captures
the local periodicity of the function most accurately. . . . . . . . . . . . . . 63
xviii List of Figures
4.1 An ensemble of NNs, starting from different initialisations and trained with
the proposed modification, produce a predictive distribution approximating
that of a GP. This improves with number and width of NNs. . . . . . . . . . 67
4.2 Demonstration of (exact) RMS in a 2D parameter space. . . . . . . . . . . 70
4.3 Examples of the RMS approximate posterior when µanc := µprior,Σanc :=
Σprior. MFVI also shown. . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.4 Predictive distributions produced by various inference methods (columns)
with varying activation functions (rows) in single hidden layer NNs on a toy
regression task. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.5 Empirical plots of conditional likelihoods for 4 randomly sampled parameters
in two-layer NNs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.6 Left: Single layer NN of two hidden nodes. Middle: Draws in parameter
space for prior (red), analytical posterior (blue) and anchored posterior
(green). Right: Posterior predictive distribution - dashed red lines are elbows
of ReLU units. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.7 Comparison of NN ensemble loss choices. . . . . . . . . . . . . . . . . . . 79
4.8 The predictive distribution of an anchored ensemble approaches that of a
ReLU GP. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.9 Difference in predictive distributions of an anchored ensemble and a ReLU
GP as a function of width and number of NNs. Mean ±1 standard error. . . 81
4.10 Anchored ensembling creates uncertainty-aware agents. . . . . . . . . . . . 86
4.11 Anchored ensembling creates robust MBRL agents in noisy environments.
Mean and standard error over five runs. . . . . . . . . . . . . . . . . . . . 87
5.1 Set up for the toy problem: Left is input data (10 data points linearly spaced
at fixed input x= 1.0), right is the NN used (one trainable weight). . . . . . 97
5.2 Error surface of LossQD, and LossQDsoft on toy problem, with effect of
hyperparameters λ and s. . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.3 Comparison of PI boundaries for GD vs. PSO training methods. Shading
is the predicted 95% PI. Ground truth is given by blue lines - the ideal 95%
boundaries and mode. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
List of Figures xix
5.4 Comparison of PI boundaries for two loss functions, QD vs. MVE, given
data noise variance drawn from different distributions. Legend as for figure 5.3.102
5.5 Estimation of model uncertainty with a QD ensemble. . . . . . . . . . . . . 103
5.6 QD assures global but not pointwise coverage probability. . . . . . . . . . . 105
5.7 When fitting a single QD NN to uniform data noise, many PIs will give the
same MPIW and PICP. This can lead to diversity in the ensemble, even in
regions with much data, and model uncertainty estimates can be overestimated.106
6.1 Qualitative, approximate view of today’s approaches to uncertainty esti-
mation in NNs plotted according to the two criteria targeted in this thesis.
Left: The broad classes of techniques. Right: Impact of work in this thesis,
comparing the original methods (Deep Ens, LUBE), to the proposals of this
thesis (Anch Ens, HQPIs). Circle size roughly represents variability within
methods and error of the estimation. . . . . . . . . . . . . . . . . . . . . . 112
A.1 Fashion MNIST OOD data examples. . . . . . . . . . . . . . . . . . . . . 156

List of Tables
2.1 Ability of standard NNs to quantify uncertainty types. For regression, it’s
assumed prediction is of a single scalar value. . . . . . . . . . . . . . . . . 20
4.1 NLL regression benchmark results. See appendix A.4 for RMSE (table A.1)
and variants of our method. Mean ±1 standard error. . . . . . . . . . . . . 82
4.2 Proportion of predictions that were high confidence on out-of-distribution
data, e.g. a single regularised VGG-13 CNN trained on CIFAR-10 made
high confidence predictions 54% of the time when asked to predict on
MNIST. Mean over five runs (three for CIFAR). ‘Reg.’ refers to standard
L2 regularisation, ‘Uncons.’ refers to no regularisation, ‘Anch.’ refers to the
proposed anchored regularisation, ‘nxNNs’ refers to an ensemble of n NNs. 85
5.1 PI quality metrics on ten benchmarking regression datasets; mean ± one
standard error, best result in bold. Best was assessed according to the
following criteria. If PICP ≥ 0.95 for both, both were best for PICP , and
best MPIW was given to smallest MPIW . If PICP ≥ 0.95 for neither or
for only one, largest PICP was best, and MPIW only assessed if the one
with larger PICP also had smallest MPIW . . . . . . . . . . . . . . . . . 104
A.1 Variants of our method on benchmark regression datasets, RMSE. Deep
ensembles are included for reference, using published results. . . . . . . . . 151
A.2 Variants of our method on benchmark regression datasets, NLL. . . . . . . 151
A.3 Comparison against inference methods on UCI benchmark regression datasets,
log likelihood. Adapted from Mukhoti et al. (2018), also included is the
single layer homoskedastic VI results from Tomczak et al. (2018). . . . . . 152
xxii List of Tables
A.4 Fashion MNIST results: proportion of predictions made with ≥ 90% prob-
ability, and entropy of predicted categorical distribution. Also shown is
relative advantage (percentage change) for each method compared to an-
chored ensembles. Averaged over five runs/random seeds, mean ± 1 standard
error. Best result in blue. . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
A.5 Hyperparameters used for regression benchmark results. . . . . . . . . . . 156
B.1 Full permutation results of training method and loss function on synthetic
data with differing noise distributions. Mean ± one standard error. . . . . . 163
B.2 RMSE and NLL on ten benchmarking regression datasets; mean ± one
standard error, best result in bold. . . . . . . . . . . . . . . . . . . . . . . . 164
Chapter 1
Introduction
TLDR: Methods for understanding the uncertainty of neural networks are important.
1.1 Big Picture
This thesis contributes to the discipline of building systems that learn from data; machine
learning. This promises to deliver flexible, general systems capable of performing tasks
requiring some level of cognitive ability. Increasingly, this is referred to under the more
grandiose term; artificial intelligence (AI).
AI is beginning to have a major impact on the world. It holds the potential to create new
products and services from spam filters to autonomous cars; improve existing ones such as
medical diagnosis and language translation; and automate mundane tasks such as production
line quality inspection and reading of letter addresses. Projections suggest global GDP could
be 14% higher by 2030 as a direct result of AI (Rao and Verweij, 2017).
This thesis focuses on an engineering challenge currently blocking these systems from being
more widely applicable in the real-world, and hence unlocking some of this value. It does
not focus on a specific application, rather contributing to the fundamental technology that
underlies many use cases.
1.2 Breakout Success of Deep Neural Networks
The recent revival of enthusiasm and hope in AI can be put down to the success of a particular
class of machine learning model; deep neural networks (NNs). These have proven incredibly
effective on specific classes of tasks that traditional approaches struggled with.
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Whilst early protoypes of NNs can be traced back as early as 1958 (see section 2.2.1), their
value was demonstrated in the 2010s when they were run at scale, training wider, deeper
NNs (‘deep learning’), over larger datasets. Notably, these NNs were applied to an image
classification task (Russakovsky et al., 2015), delivering a substantial reduction in error rate
(Krizhevsky et al., 2012).
As well as a performance improvement, NNs bring an attractive paradigm shift. Previous
approaches relied on carefully extracting features using hand-designed rules, followed by a
small learnable component. NNs replace this with a single end-to-end learning system.
Successes have followed across a variety of vision, audio, control and natural language tasks
(Lillicrap et al., 2016; Ping et al., 2018; Radford et al., 2018). NNs have also been combined
with the reinforcement learning (RL) framework, creating systems that surpassed human
performance in games such as Go, chess, classic 1980s video-games, and modern strategy
video-games (Mnih et al., 2015; Silver et al., 2017; Vinyals et al., 2019).
It might appear that this list of achievements could be straightforwardly extended to include
any task of interest. However, this overlooks several limitations of today’s NNs. It’s been
observed that, ‘it’s easier to build a world champion chess system than it is a mediocre
plumber’ 1. Many sub-fields in machine learning today are, directly or indirectly, developing
solutions to these limitations. This thesis is no exception. It contributes to the research effort
of building a fundamental property into these systems; that of knowing their uncertainty.
1.3 The Value and Cost of Being Uncertain
The success stories in deep learning to date have been in scenarios where massive datasets
were available or could be simulated. ‘Success’ is also in terms of metrics aggregated over a
large number of test examples, drawn from the same distribution as the training data. For
example, the ImageNet 2015 challenge contained 1.2 million labelled images, with accuracy
reported over 0.1 million similar test images (Russakovsky et al., 2015).
This differs in at least two important ways from systems deployed in the real world.
1. Real-world systems do not have guarantees that the data they see when deployed will
always be similar to what they were trained on.
2. In real-world systems the confidence in individual (rather than aggregate) predictions
can matter.
1Lex Fridman in interview with Kai-Fu Lee, 2020
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Both these problems are exacerbated by the inability of NNs to properly express their
uncertainty.
Regarding point 1), if a system is able to express its uncertainty when presented with an
unfamiliar input, there are simple measures that might be implemented, such as referring
the case to an expert (a clinician in the example of medical diagnosis), or adopting less risky
behaviour (reducing speed in the case of an autonomous vehicle).
To understand point 2), consider a NN predicting the time to failure of a key piece of factory
machinery. The system notifies the plant manager that the machine will fail in 60 days. This
leaves the manager unsure whether to repair the machine immediately, or if it can be left to
run for another 50 days. If the system could communicate its uncertainty with a range this
difficulty would be avoided - e.g. 50-70 days with 95% confidence.
In these examples, the value of uncertainty estimates is high. This is in contrast to a typical
machine learning benchmark, where classification accuracy might be measured over a large
set of test data points, drawn from the same distribution as the training data. Here there is
little to be gained from good uncertainty estimates.
As well as there being value to uncertainty estimates, there is also a cost. NNs generally
used in practise today are poor at estimating their uncertainty. The techniques reviewed
and proposed in this thesis all require modifying these default systems. This brings a cost
comprised of two main components; 1) extra implementation effort 2) extra computational
requirements. This cost will henceforth be referred to as ‘impact on usability’.
Ideally, one would like uncertainty to have low impact on usability, however, there can be
a trade-off between impact on usability and quality of uncertainty estimates. This thesis
takes the practical view that methods to quantify the uncertainty of NNs should minimise the
impact on usability, whilst producing good quality, or ‘robust’, uncertainty estimates. This is
discussed in detail in chapter 6.
1.3.1 Auxiliary Uses
The previous section illustrated the value of uncertainty estimates following deployment of a
standard supervised learning system. Aside from this direct use case, uncertainty estimates
are valuable in an auxiliary role to many other areas in machine learning. Some of these are
listed below.
The most straightforward approach to training NNs requires a large labelled dataset. Whilst
for many tasks unlabelled data may be abundant, sourcing labels can be a challenging and
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resource-intensive activity. Active learning provides a paradigm for label collection - it allows
an algorithm to select which data points it believes it would benefit from being labelled most,
hence increasing the efficiency of the labelling process. Having good quality uncertainty
estimates available can be important in driving this selection process (Hernández-Lobato and
Adams, 2015). This was highlighted as important to Tesla’s efforts in building autonomous
vehicles2.
RL describes a learning paradigm where an agent takes actions in an environment, receiving
rewards and states. One challenging aspect of this set up is the exploration/exploitation
dilemma; at each step the agent must decide whether to exploit its current knowledge, by
choosing the action it has observed to be best so far, or explore some new action, which
might prove better or worse. Having uncertainty estimates provides agents with an effective
approach to handling this dilemma - if the agent is certain an action is optimal, it should
exploit its knowledge, whilst if its less certain, it should explore more often (Osband et al.,
2016).
These illustrations provide two examples of how uncertainty can be valuable to other sub-
fields in machine learning. Other areas that can benefit include adversarial learning (Smith
and Gal, 2018), model-based RL (Chua et al., 2018), Bayesian optimisation (Springenberg
et al., 2016), meta learning (Finn et al., 2018), continual learning (Nguyen et al., 2018) and
behavioural cloning (Menda et al., 2019).
1.4 Research Goal
The previous section motivated the need for uncertainty estimates on the predictions of a NN.
This is an active, ongoing research area, and current methods for achieving this, in one way
or another, are lacking. This has led to the research goal of this thesis.
Research Goal
Develop techniques enabling NNs to communicate robust uncertainty estimates
on their predictions, whilst minimising impact on usability.
‘Impact on usability’ was previously defined. The research goal also places emphasis on the
uncertainty estimates being useful and reliable - here termed ‘robust’, due to common usage
in the field. In simple terms, the goal states the uncertainty estimates be of maximal value
and minimal cost.
2Andrej Karpathy, AI for Full-Self Driving, Scaled Machine Learning Conference 2020
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There are numerous directions worthy of exploration with this goal in mind. Of the various
existing techniques (section 2.3), each has advantages warranting further analysis, and
disadvantages warranting modification.
This thesis has chosen to drill down into several distinct areas within the research goal that
are of high importance to the field. Each investigation will be presented separately, since
they study slightly different perspectives on the same goal, and their effectiveness is most
easily demonstrated in isolation. However, it should be noted that they are not necessarily
mutually exclusive ideas. Chapter 6 provides a framework to visualise the value produced by
the contributions of the thesis.
1.5 Contributions
One of the recurring themes in this thesis is the distinction between Bayesian vs. non-
Bayesian methods. The Bayesian framework gives a rigorous and widely accepted approach
to handling uncertainty in any predictive model. As such, it is one of the most important
approaches to handling uncertainty with NNs.
One challenge of the Bayesian approach in NNs, is that it is not obvious how to specify
parameter priors that capture appropriate prior knowledge about a task. The first contribution
of the thesis is both a practical tool to do this, and a lens to understand the meaning of
parameter priors.
Contribution 1 - Expressive Priors for Bayesian NNs, Chapter 3
This chapter proposes to use the link between GPs and NNs to design better priors
for Bayesian NNs. The link allows conversion of a functional prior (in a GP) to a
parameter prior (in a Bayesian NN). The main contribution then shows how a popular
idea for prior design in GPs (kernel combinations) can be translated to Bayesian NNs.
A second challenge of Bayesian NNs is how to efficiently learn the posterior parameter
distribution. Indeed a large proportion of the literature in Bayesian NNs focuses on this.
Stochastic gradient descent (SGD) is effective in optimising deterministic NNs, but it is not
straightforward to apply this to the setting where parameters are modelled as distributions.
On the other hand, ensembles of NNs do use SGD and provide a practical way of computing
uncertainty estimates - a number of independent NNs are trained with SGD, and the variance
of their predictions is interpreted as uncertainty. Our second contribution reconciles these
two approaches.
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Contribution 2 - Bayesian Ensembling, Chapter 4
Ensembles of NNs have often been shown to outperform Bayesian methods, though
are sometimes criticised for lacking a rigorous theoretical framework. This has led
to a difficult choice; select the ad-hoc method that works well empirically, or use the
more theoretically grounded method. The chapter introduces a third alternative; a
modified ensembling procedure that does have strong to connections to the Bayesian
framework. Combining these two paradigms results in performance superior to vanilla
ensembling.
The third contribution of the thesis moves away from Bayesian methods and considers a NN
with two outputs representing the upper and lower bounds of a prediction interval (PI). This
makes for an interesting contrast with earlier contributions in Bayesian methods. On the
plus side, the intuitive NN architecture and loss function provide a transparent and directly
interpretable set up. On the downside, we document a failure mode of the method, providing
an exemplum of the potential perils of non-Bayesian methods.
Contribution 3 - High-Quality Prediction Intervals, Chapter 5
Adopting the axiom that PIs should be as narrow as possible subject to a certain
coverage proportion, this chapter proposes a carefully designed objective function that
can be used with SGD. This holds a significant advantage over previous work, which
was not compatible with SGD. The chapter also shows that previous work failed to
capture one source of uncertainty entirely, and proposes combining with a (vanilla)
ensemble to address this.
1.6 Thesis Structure
The following is an overview of the thesis structure.
Chapter 1 provides a high-level overview of deep learning, and motivates the need for NNs
to be able to estimate their uncertainty. The goals, contributions and structure of the thesis
are communicated.
Chapter 2 provides prerequisite knowledge to understand later contributions. The following
topics are introduced: uncertainty modelling, NNs, uncertainty modelling with NNs, BNNs,
GPs, and the connection between BNNs and GPs. The chapter serves as a broad literature
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review for the thesis, though each technical chapter also contains a focused related work
section.
Chapter 3 presents the first technical contribution of the thesis, which helps specify appropri-
ate priors for BNNs. Broadly, the chapter utilises the link between GPs and BNNs to provide
a lens to study the effect of parameter priors in a NN on functions. Most significantly, it
translates a popular idea for prior design in GPs (kernel combinations) to BNN architectures
for the first time. It draws from publications (Pearce et al., 2020b, 2019b; Tsuchida et al.,
2020).
Chapter 4 studies a modified version of ensembling NNs; parameters are regularised around
a random draw from the prior. The chapter shows this provides connections to a little-known
Bayesian inference technique, ‘randomised MAP sampling’. Novel theoretical results as well
as empirical experiments are offered. This forms the thesis’s second contribution and draws
from publications (Pearce et al., 2018a, 2019a).
Chapter 5 derives a loss function allowing a NN to directly output PIs, and shows how it
can be made compatible with gradient descent. An explanation for why it should be used
together with ensembling is also given. The related publication is (Pearce et al., 2018b).
Chapter 6 firstly summarises the contributions of the thesis, and lists follow up work already
completed by other authors. The current field is visualised by plotting existing methods on
two axes; robustness of uncertainty estimates and impact on usability. We detail the impact
of the contributions of this thesis. The chapter then takes a more speculative view of the
future of uncertainty in AI. Drawing from (Pearce et al., 2020a), it argues for exploring new
paradigms for uncertainty quantification as AI systems grow ever larger and more general.
Finally, directions for future work generated throughout the thesis are curated.
1.7 Publication List
The following publications, preprints and extended abstracts were produced over the course
of the PhD. Unless stated, the first author of the paper was responsible for the vast majority
of technical work.
• AS Palau, K Bakliwal, MH Dhada, T Pearce, AK Parlikad
Recurrent Neural Networks for real-time distributed collaborative prognostics
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IEEE International Conference on Prognostics and Health Management 2018
- T Pearce contributed to the implementation and tuning of the RNN.
• T Pearce, M Zaki, A Brintrup, A Neely
High-Quality Prediction Intervals for Deep Learning: A Distribution-Free, Ensembled
Approach
ICML 2018
• T Pearce, R Tsuchida, M Zaki, A Brintrup, A Neely
Expressive Priors in Bayesian Neural Networks: Kernel Combinations and Periodic
Functions
UAI 2019
• R Tsuchida, T Pearce, C Van Der Heide, F Roosta, M Gallagher
Avoiding Kernel Fixed Points: Computing with ELU and GELU Infinite Networks
AAAI 2020
- T Pearce set up the GELU kernel derivation, and ran the benchmarking regression
experiments.
• T Pearce, N Anastassacos, M Zaki, A Neely
Bayesian Inference with Anchored Ensembles of Neural Networks, and Application to
Exploration in Reinforcement Learning
Exploration in Reinforcement Learning Workshop, ICML 2018
• T Pearce, F Leibfried, M Zaki, A Brintrup, A Neely
Uncertainty in Neural Networks: Approximately Bayesian Ensembling
AISTATS 2020
• T Pearce, A Brintrup, A Neely
A Neuroscience-inspired Approach to Building Uncertainty-aware AI
NAISys 2020
• T Pearce, A Y K Foong, A Brintrup
Structured Weight Priors for Convolutional Neural Networks
Uncertainty and Robustness in Deep Learning Workshop, ICML 2020
Chapter 2
Background
TLDR: Prerequisite reading for the thesis; uncertainty, neural nets, Bayesian neural
nets, Gaussian processes.
This chapter introduces elements important to the broad theme of this thesis: modelling
uncertainty with NNs. This is prerequisite knowledge for understanding the contributions
presented later in the thesis.
• Section 2.1 - An explanation of the types of uncertainty typically defined in statistical
modelling, and how they arise in regression and classification.
• Section 2.2 - Introduces the core model of this thesis: NNs. This is done through a
biological lens, which sets up the closing discussion in chapter 6.
• Section 2.3 - Briefly reviews several existing methods which allow NNs to model
uncertainty. Chapter 5 will contribute a new method.
• Section 2.4 - A more detailed look at one of the leading methods for modelling
uncertainty in NNs: Bayesian NNs. Chapters 3 to 4 contribute in this area.
• Section 2.5 & 2.6 - GPs are naturally able to capture uncertainty. We review this model
and describe connections to BNNs. Chapter 3’s contributions build on this.
This chapter serves as both a technical primer and macro-literature review with key literature
sources being cited. Each technical chapter (3, 4, 5) further contains a focused literature
review relevant to the specific contribution.
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2.1 Anatomy of Uncertainty
Consider building a model to predict a person’s height given their age, sex and race, using a
dataset of thousands of people living in a small town in Cambridgeshire, UK. The model is
then asked to make height predictions for two people.
1. A Caucasian male of 43 years.
2. An aboriginal Taiwanese male of 21 years.
Based on the dataset, the height range for the first might be given as falling between 5’8" to
6’2". The second one is more difficult, since the dataset may not contain any instances of
aboriginal Taiwanese. To be cautious, the model might want to output a greater range of 5’6"
to 6’5".
The range on the two answers communicates that there is uncertainty in both, but the type of
uncertainty is different. The first is uncertainty due to factors outside of one’s model of the
task (‘aleatoric uncertainty’), the second is additionally uncertain due to lack of knowledge
(‘epistemic uncertainty’) (Der Kiureghian and Ditlevsen, 2008).
In general, epistemic uncertainty can be reduced by collecting more data on a task (here, one
could collect heights of Taiwanese natives). Aleatoric uncertainty cannot, though it might be
reduced by collecting additional information about new variables (here perhaps the weight of
the individual).
It’s important to note that this aleatoric/epistemic distinction is a consequence of modelling
choices, and is not some absolute property of the task. For example, if instead of using
a dataset collected in the Cambridgeshire town, it was collected in Taitung county, the
epistemic assignation would be reversed.
A brief philosophical note
Typically, the uncertainty on the outcome of a roll of a dice might be thought of
as aleatoric. But is it really? The outcome is some predictable function of release
angles, momentum, friction coefficients and so on. In which case why not call it
epistemic? Hence, we argue it is more of a modelling choice. Thinking more deeply
about the difference between aleatoric and epistemic uncertainty can lead to interesting
questions: Is the world inherently stochastic? Does randomness truly exist?




Figure 2.1 Visualising aleatoric uncertainty. Even with a large amount of data, uncertainty
may remain. Left: Low homoskedastic noise. Middle: High homoskedastic noise. Right:
Heteroskedastic noise.
2.1.1 Regression
We now consider, more formally, these two sources of uncertainty in regression tasks, where
we predict some scalar, y ∈ R, based on some input x ∈ Rd. Generally it is not possible to
perfectly predict the value y, since the input features do not contain every detail required. As
such, we often assume a model with additive noise, ϵ,
y = f(x)+ ϵ. (2.1)
Following from above, y might represent a person’s height, whilst x is information about
their age, sex and race. Knowing these x variables is not enough to perfectly predict a
person’s height, hence we model this unknown with a random variable, ϵ. This represents the
aleatoric uncertainty.
Homoskedastic vs. Heteroskedastic Aleatoric Uncertainty
A simple, practical choice for this random variable is, ϵ∼N (0,σ2ϵ ), where σ2ϵ is a parameter
to be estimated. This implies that ϵ does not depend on x, which is known as homoskedastic
noise. Alternatively, one could define and learn a new function that is dependent on the
data, fϵ(x), which leads to heteroskedastic noise, ϵ∼N (0,fϵ(x)). An example of each is
visualised in figure 2.1.
Epistemic Uncertainty
We now consider epistemic uncertainty. Our ultimate goal is to capture the uncertainty of y
in eq. 2.1. This uncertainty can be quantified as its variance. If ϵ is assumed independent of
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Figure 2.2 Visualising epistemic uncertainty. Left: A prediction of y when x= 0.5 should
be more certain than when x= 4.0. Right: Uncertainty in f(x) increases further from the
training data.
x and y, we have,
y = f(x)+ ϵ
Var[y] = Var[f(x)+ ϵ]
= Var[f(x)]+Var[ϵ] (2.2)
Total Uncertainty = Epistemic+Aleatoric.
As discussed, Var[ϵ] is estimated as part of the model - by learning fϵ(x) or σ2ϵ . From eq. 2.2
we see we also need to estimate Var[f(x)], which is the estimated variance of the function.
Indeed, this uncertainty over f(x) is our epistemic uncertainty. Typically a model might
learn f(x) for some region of the input space covered by the training data, but there will be
regions outside of that which it will be uncertain about. This is visualised in figure 2.2.
2.1.2 Classification
The previous two types of uncertainty also apply to classification tasks. Consider a binary
classification task, with two possible classes, y ∈ {c1, c2}. Figure 2.3 shows a simple 1-D set
up. When x= 0, we can confidently say P (y = 1)≈ 0.0. When x=−1.2, we can equally
say P (y = 1)≈ 0.5. Although we are unsure of the class prediction here, we are quite sure
that it is 0.5. This uncertainty arises from inherent noise in the data and is aleatoric. On the
other hand, if asked to predict at x=−4, we might again say P (y = 1)≈ 0.5, but this time
uncertainty derives from having no data in this region of the input space, and hence little
knowledge about the underlying function, so our uncertainty and is epistemic.

































Figure 2.3 1-D binary classification task showing two sources of uncertainty. Blue lines show
plausible estimates for P̂ (y = c1|x). The multiple lines arise from uncertainty in f(x).
2.1.3 Other Uncertainties
Above, we have introduced the two sources of uncertainty we will model through this thesis.
Care must be taken as these sources appear under various names. Aleatoric uncertainty
may be referred to as irreducible noise, data uncertainty, data noise, or known unknowns.
Epistemic uncertainty as model uncertainty, or parameter uncertainty.
More confusingly, sometimes the two sources are decomposed or slightly redefined. For
example, Lakshminarayanan et al. (2017) talk about calibration (which is related to aleatoric
uncertainty) and domain shift / out-of-distribution (OOD) uncertainty (which is related
to epistemic uncertainty). Malinin & Gales (2018) explicitly introduce a further source:
distributional uncertainty, which allows their proposed model to distinctly model aleatoric
and OOD uncertainty, both in a maximum likelihood fashion. They note that this is implicitly
covered by epistemic uncertainty under the Bayesian framework.
Finally we note that other types of uncertainty exist that are not considered in this thesis. For
example, input uncertainty, where there is uncertainty on the input values.
2.2 Neural Networks
This section provides a primer on NNs. Historically, there have been two broad approaches
to building AI systems.
1. Symbolic AI (also ‘expert systems’, ‘Good Old-Fashioned Artificial Intelligence’)
takes the view that thought is the manipulation of symbols (words, concepts). Encoding
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Figure 2.4 Left: Modern diagram of a single neuron. Right: Early sketches of neuons based
on thin slices of brain tissue by Ramón y Cajal.
knowledge into a system, operated on by the rules of logic, may lead to an intelligent
system.
2. Connectionism takes an alternative view; that intelligence might emerge through
simulating the hardware of a biologically intelligent system.
This second view was the original motivation for building artificial NNs. Whilst today the
field of machine learning is quite separate from these biological origins, we use the analogy
to provide an intuitive introduction to NNs. This connection also motivates our discussion in
section 6.
2.2.1 Origins: Modelling Biological Neurons
In 1888, Ramón y Cajal published evidence that the brain consisted of networks of individual
neurons (figure 2.4) (López-Muñoz et al., 2006). This marked the birth of the idea that
networks of neurons provide the basis of intelligence.
The first major work on the computational modelling of these networks was published in 1943
by McCulloch & Pitts (1943), when it was put forward that neurons with binary activation
functions could do first order logic.
The nervous system is a net of neurons, each having a soma and an axon. Their
... synapses are always between the axon of one neuron and the soma of another.
At any instant a neuron has some threshold, which excitation must exceed to
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Figure 2.5 Diagram of an early perceptron by Rosenblatt (1958).
initiate an impulse... From the point of excitation the impulse is propagated to
all parts of the neuron.
McCulloch & Pitts (1943)
The idea of synaptic weights being the basis of learning was then developed by Hebb
(1950), captured by the well known phrase: cells that fire together wire together. In 1958,
Rosenblatt combined this idea with that of McCulloch & Pitts, proposing a computational
model of a neuron with learnable weights (Rosenblatt, 1958). This is perhaps the earliest
recognisable relative of modern day NNs (figure 2.5).
2.2.2 From Neurons to Deep Neural Networks
Neurons
Figure 2.6 (left) shows a diagram of a biological neuron, with xi representing input signals
into the neuron, wi the synaptic weights, b some bias it must overcome in order to fire, and
f(x) the output. On the right the figure shows the computational graph of an artificial neuron.
Biological neurons output spikes of action potential which vary over the temporal dimension.
Conversely, artificial neurons output a continuous value and do not operate over a temporal
dimension. The most plausible way to connect these two models is to interpret artificial
neurons as modelling the rate at which spikes are being fired (firing rate) in the biological
neuron given some steady stimulus (Pfeiffer and Pfeil, 2018).








= ψ(w⊤x+ b) (2.4)
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Figure 2.6 Diagram of a single neuron. Left: Overlaid on biological neuron. Right: Ab-
stracted computational graph.
for some activation function, ψ, input x ∈ RH , weight vector, w ∈ RH , bias b ∈ R, and
output f(x) ∈ R. This thesis will tend to use vector and matrix notation in eq. 2.4.
It might be hard to see how eq. 2.4 will be of interest. Whilst each neuron carries out
a simple operation, by connecting these neurons into large structured networks, powerful
computational mappings can be built.
Single Layer Neural Networks
We now build a simple single layer NN composed of artificial neurons. Figure 2.7 shows a
NN with a single input and output neuron and H hidden neurons.
Figure 2.7 Single-layer NN (biases not drawn for clarity).
The output of the NN with a general number of inputs (d) and outputs (dout) is computed,
f(x) = b2+W2ψ(W1x+b1), (2.5)
where W1 ∈RH×d, and b1 ∈RH , whilst W2 ∈Rdout×H and b2 ∈Rdout . The activation, ψ,
is applied pointwise.
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Deep Neural Networks
If wide enough, single layer NNs are able to approximate any function (Debao, 1993).
However, it’s been argued that adding layers, rather than width, produces models better suited
to the types of task typically encountered (Bengio, 2009; Poggio et al., 2017). The arguments
are non-trivial, describing depth as important to learn compositional, or highly-varying
functions, which it is argued are properties of vision and language. The empirical success
of deep models provides evidence for this, and it is from their effectiveness that the term
‘deep learning’ emerged (Goodfellow et al., 2016). Figure 2.8 shows a NN with three hidden
layers. Computations are as before, but now must be performed recursively as in eq. 2.6.






Where the dimensions of WL−1 and bL−1 depend on the number of neurons in the adjacent
layers.
Complex Architectures
So far we have considered fully-connected NNs, where neurons are organised into layers,
and each neuron in a layer is connected to every neuron in the adjacent layers. This is a
somewhat arbitrary choice of connectivity, and a variety of alternatives exist. Figure 2.9
contains illustrations of three: autoencoders, recurrent NNs, and convolutional NNs. Much
of deep learning’s success derives from using architectures suited to a task (often termed
‘structural priors’) (Goodfellow et al., 2016).
Amongst the most important of these architectures, and of most relevance to later experiments
in this thesis, is the convolutional NN (CNN), which can be viewed as a sparsely-connected
NN with weight sharing. This encourages translational equivariance - a feature produces
similar output regardless of it’s local position in the input - and makes it particularly suitable
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Figure 2.9 NNs with various connectivity patterns. Left: Autoencoder. Middle: Recurrent
NN. Right: CNN.
for data with a spatial or temporal aspect, such as images. The CNN was originally designed
to mimic the wiring pattern in human visual systems (Hassabis et al., 2017).
2.2.3 Learning in NNs
Learning in biological intelligence involves modifying synaptic weights of a biological NN.
Until now, we have discussed only the structure and computations carried out by artificial
NNs in order to get from input to output, and assumed the weights and biases (parameters)
are given. Goodfellow et al. (2016) provides a reference for this section.
In order for a NN to be useful, it is necessary to specify parameter values that perform a
desired input-output mapping. The process through which these parameters are specified
is known as learning or training. One of the major challenges in NNs has been developing
effective methods for doing this.
Generally, it is framed as an optimisation problem. A cost function (also ‘loss function’ or
‘objective function’) is defined based on the desired outcome of the task. In a supervised






(yi− ŷi)2 , (2.7)
where ŷi = f(xi, θ) is the output of the NN, θ are the NN parameters, and xi and yi refers to
the ith input and output respectively.
The optimisation problem is to minimise the cost function by adjusting the parameters. This
is commonly done using gradient descent, which uses the partial derivative, ∂L∂θi , i.e. how the
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loss changes given a (infinitesimally) small increase in θi. The update rule is then,




at learning step t, for some learning rate, τ , controlling the size of the update. Rather than
computing the gradient over the whole dataset, in practice it is often computed over some
subset (‘mini-batch’) of the data. This introduces some noise to the update step, hence
the learning process is termed stochastic gradient descent (SGD). In order to compute the
term ∂L∂θi for all parameters in the NN, backpropogation is used, which applies the chain
rule successively backwards through the NN. In order to calculate the derivatives, the loss
function and NN operations must be differentiable.
Eq. 2.8 gives the vanilla gradient descent update rule. Modern NNs often use variants such
as Adam (Kingma and Ba, 2015), which stores a moving average of the gradient mean and
variance, and allows more effective weight updates to be made.
2.3 Modelling Uncertainty with Neural Networks
Having introduced uncertainty in section 2.1 and NNs in section 2.2, this section details the
ability of standard NNs to model uncertainty. They are found lacking in certain areas, and
the section proceeds by summarising existing methods and modifications that can improve
their ability to model uncertainty.
A new method is contributed in chapter 5, and improvements to one of the most promising
approaches are made in chapters 3 and 4.
2.3.1 Can Standard Neural Networks Model Uncertainty?
Can standard NNs (defined as in section 2.2) used for regression and classification tasks com-
municate an appropriate level of epistemic and aleatoric uncertainty relating to a particular
prediction? Table 2.1 summarises the answer.
By using a NN to parameterise a probability distribution, aleatoric uncertainty can be
captured. For a classification NN, outputs can be squashed through a softmax, creating a
final output that can then be interpreted as a multinomial distribution. A regression NN with
one output could represent the mean of a normal distribution, with constant variance, capable
of capturing only homoskedastic noise. A second output could be added to represent an
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Table 2.1 Ability of standard NNs to quantify uncertainty types. For regression, it’s assumed
prediction is of a single scalar value.
Classification NN Regression NN Regression NN
(one output) (two outputs)
Aleatoric (Homoskedastic) ✓ ✓ ✓
Aleatoric (Heteroskedastic) ✓ ✗ ✓
Epistemic ✗ ✗ ✗
input-dependent variance, which would capture heteroskedastic noise. (Note that the loss
function must be matched to the architecture.) These set ups are further detailed in section
2.4.1.
When asked to predict on a data point unlike the training data, the NN should increase its
uncertainty. There is no mechanism built into standard NNs to do this. Even in the case of a
two-output regression NN, there is no reason for the estimated variance to increase for a new
data point. As such, standard NNs cannot estimate epistemic uncertainty. This is unfortunate
since epistemic uncertainty is often the more useful component of the two; it is required
for many use cases described in chapter 1, such as active learning, exploration in RL, and
knowing when an unusual input is received.
2.3.2 Overview of Methods
This section briefly introduces some common methods used to improve uncertainty estimates
of NNs.
Quantile Regression
Eq. 2.7 details a loss function that trains a NN to estimate the mean of a scalar target. Using
instead,
∑ |yi− ŷi|, encourages output of the median. Further modifying to, τ∑∀yi<ŷi(yi−
ŷi)+(τ −1)
∑
∀yi≥ŷi(yi− ŷi), encourages return of some quantile (the τ percentile) of the
predictive distribution (Koenker and Hallock, 2001; Taylor, 2000). Note that no distributional
form has been assumed. By estimating, say the 0.025 and 0.975 quantiles, a 95% PI could be
constructed. Quantile regression is only able to capture aleatoric uncertainty.
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Conformal Prediction
This method uses previously seen data to determine prediction regions (e.g. a prediction
interval) that provide coverage with some pre-set probability (Shafer and Vovk, 2008). The
size of the region indicates the uncertainty. Usefully, it is compatible with any predictive
model, including NNs. It is difficult to determine the link with aleatoric and epistemic
uncertainty (Hüllermeier and Waegeman, 2019).
Ensembling
A simple approach to estimating uncertainty is to train a small number of NNs (an ensemble),
beginning from different initialisations and sometimes on noisy versions of the training data.
When asked to make predictions on new data, there will be some diversity in the ensemble’s
predictions, which can be interpreted as the uncertainty. The intuition is simple: if the new
data point is similar to the training data, the NNs should all produce similar estimates, but if
it is very different, there should be higher variance in the predictions.
This is generally presented as a non-Bayesian alternative to epistemic uncertainty estimation
(Lakshminarayanan et al., 2017). Chapter 4 discusses this claim more thoroughly, and
presents a modification that does lead to strong connections to Bayesian methodology.
Prior Networks
This recently proposed approach explicitly trains a NN to be uncertain on OOD data (Malinin
and Gales, 2018). These OOD samples are generated either through adversarial techniques,
or by using alternative datasets (e.g. train on CIFAR and use SVHN as OOD examples). This
is most useful when these samples are representative of OOD data that will be encountered
in the real world. The result is a single NN with good resistance to OOD examples. On the
other hand, it may not be straightforward to extend the method to use cases of BNNs such
as exploration and active learning, where the training distribution is incrementally growing.
Prior networks can capture both aleatoric and epistemic uncertainty.
Bayesian Neural Networks
The Bayesian framework provides a principled framework for handling uncertainty, and has
been combined with numerous models and applications. At its simplest, it specifies how to
update beliefs (e.g. about functions) in light of evidence (e.g. data points), in an optimal
22 Background
fashion. It was first applied to NNs in 1992 (MacKay, 1992b), motivated as a principled way
to do hyperparameter selection as well as for its ability to capture epistemic uncertainty. A
large body of work has followed, more recently under the name ‘Bayesian deep learning’.
It is arguably the most prominent approach to handling uncertainty in NNs (as an example,
the Baysian Deep Learning workshop has attracted around 100 abstracts in recent years at
the NeurIPS conference, bayesiandeeplearning.org). The contributions of this thesis are
primarily in this area, as such the following section fully introduces these models.
2.4 Making Neural Networks Bayesian
2.4.1 Distributions Over Parameters
Earlier we introduced weights of a NN as scalar numerical values, that represent the strength
of a connection between two neurons, and can be learnt using gradient descent.
A Bayesian NN requires a conceptually different set up. Rather than assigning each parameter
a specific numerical value, we will instead model them as random variables with a probability
distribution. This could either be a parametric probability distribution (such as normal or
uniform), or an empirical probability distribution (by storing a set of parameter samples).
Figure 2.10 illustrates this. Note that probability distributions are shown as though parameters
are independent of each other, though this need not be the case.
Probability distributions in general are used to describe the uncertainty over the value of some
variable, and this is no exception: we use them to represent the uncertainty in parameters.
Numercial values Paramteric distribution Empirical distribution
Figure 2.10 A neuron with point estimates over parameters produces a point estimate at its
output. If parameters are modelled with distributions (parametric or empirical), the output
will also be a distribution.
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Although relatively straightforward conceptually, this new set up has implications both
for computing the feedforward output (how should the output of the BNN now be com-
puted?), and more challenging, the learning process (how can gradient descent be applied to
distributions?).
Bayesian Posterior Distribution
Assigning arbitrary distributions to parameters doesn’t make a NN Bayesian. Bayesian NNs
mean a NN with a specific distribution over the parameters, this distribution is known as the
‘Bayesian posterior’, denoted P (θ|D). Here, D, stands for some dataset, which in supervised
learning is a set of input/output pairs, D = {(x1,y1),(x2,y2), . . . ,(xn,yn)}. It is simple to
write an equation to calculate this posterior distribution in terms of several other distributions.
P (θ|D) = P (D|θ)P (θ)
P (D) (2.9)
Note that we have slightly abused notation here, and more precisely can be written, P (D|θ) :=
P ({yi}ni=1|θ,{xi}ni=1), and, P (D) := P ({yi}ni=1|{xi}ni=1).
Likelihood
On the RHS of eq. 2.9 is, P (D|θ), called the ‘likelihood’, which represents how likely the
data is given the parameters. It returns a single scalar representing the probability of drawing
that dataset, given the model parameters.
In order to formulate the likelihood function some probability distribution is specified that is
parameterised by the output of a NN. For a regression task a NN with a single output might
specify the mean of a normal distribution, with constant variance. If data points are treated




N (yi|f(xi,θ),σ2ϵ ), (2.10)
where the NN prediction has been written, f(x,θ), to explicitly depend on the parameters,
and some amount of noise has been assumed in the data, of variance σ2ϵ . This is appropriate
if the data noise is homoskedastic (section 2.1.1).
If there is reason to believe the data noise is heteroskedastic (section 2.1.1), one might use
a NN with two outputs, one specifying the mean and one the variance (or log variance to
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For classification tasks, with C classes, and one-hot-encoded labels yi,j ∈ {0,1}, it’s usual to
have a NN with C outputs, which are passed through a softmax function in order to convert
into a normalised probability (each output between 0 and 1, together sum to 1). Denoting








This covers the likelihood functions most commonly implemented with BNNs.
Prior
Also in eq. 2.9, we have, P (θ), which is termed the ‘prior’. Broadly speaking, a modeller
sets this distribution based on prior knowledge available about the task.
Textbook introductions to Bayes might give examples about coin flipping, where a parameter
represents the probability of a coin being biased. The prior encodes an initial belief about
this parameter, which is updated by observed data. NNs introduce a complication; it is not
obvious what a prior distribution over a NN parameter means about the implied prediction,
which is what a modeller might have knowledge about.
It is common (though by no means necessary, e.g. (Nalisnick, 2018)) for BNNs to have iid
Gaussian priors, of constant mean and variance across a layer, which leads to interesting
connections with GPs. This connection forms an important foundation for later contributions,
and is described in section 2.6. This will allow an interpretation of parameter priors as
functional priors.
A prior is generally set before observing evidence, however empirical Bayes describes a
paradigm whereby hyperparameters controlling the prior are set to be their most likely values
according to the data. For example, in a GP this could be the kernel length scale, or in BNNs,
the variance of the weight priors for a particular layer. Note that this philosophy faces some
criticism (Blundell et al., 2015; Gelman, 2008).
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Marginal Likelihood
The final term on the RHS of eq. 2.9 is P (D), known as the ‘marginal likelihood’ or
‘evidence’ or ‘prior predictive distribution’, calculated by,
P (D) =
∫
P (D|θ)P (θ)dθ. (2.13)
A simple interpretation is that it is a normalising constant, ensuring that P (D|θ)P (θ) sums
to one over the domain of θ, which is a requirement of a probability distribution.
It is also useful as a measure of how well a model fits the data (Rasmussen and Williams,
2006). This can be valuable in empirical Bayes procedures where hyperparameters of the
prior are to be estimated. Examples of this are provided for a GP in figure 2.14.
2.4.2 Posterior Predictive Distribution
In models where parameters themselves are of interest (as in the coin flipping example),
it might be that generating their posterior probability distribution, P (θ|D), is the goal of
Bayesian inference. By contrast, in NNs we are less interested in the parameter distributions
themselves, and more interested in making predictions using the posterior distribution P (θ|D)
for some new data point, x∗. This leads to the posterior predictive distribution, P (y∗|x∗,D).
P (y∗|x∗,D) =
∫
P (y∗|x∗,θ)P (θ|D)dθ (2.14)
One insight used in later contributions (chapter 4) is that provided samples can be generated
from the posterior, it may not be necessary to fully capture the parameter posterior itself.
2.4.3 Learning in BNNs
In section 2.4.3, we described a learning mechanism, SGD, which is widely used for NNs with
point estimates of the parameters and a defined loss function. One of the major challenges of
BNNs is that we can no longer use this mechanism directly. The objective of BNNs is to find
the posterior distribution; but there is no obvious loss function that can be minimised, nor is
it clear how the parameter update rule in eq. 2.8 would apply to distributions.
Computing the posterior analytically is possible only in special models where the prior
and likelihood distributions are conjugate. This occurs, for example, with a beta prior and
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Bernoulli likelihood, which apply in the coin flipping example. For most models, including
BNNs, eq. 2.9 is not tractable.
We now briefly introduce the main classes of techniques used to perform Bayesian inference
in NNs. Note that this is an vast, active area of research and we attempt to summarise only
the main approaches.
One of the disadvantages of many of these methods is that they fall outside common frame-
works used for training NNs used by the majority of the community. Indeed one method that
doesn’t, MC Dropout, is (arguably) the most widely used because of this. Our proposal in
chapter 4 provides a similarly easy-to-implement method.
Sampling Methods - MCMC, HMC
Markov chain Monte Carlo (MCMC) methods provide a procedure for sampling from a
probability distribution. Stochastic chains explore the parameter space. They are designed so
that the stationary distribution of the chain matches the target probability distribution. Hence
one can obtain a set of parameter samples forming an empirical distribution.
MCMC methods can be implemented with a variety of algorithms. Metropolis–Hastings
works well in smalls-scale settings but can be slow to converge for more complex scenarios.
Hamiltonian Monte Carlo (HMC) uses gradient information to move around the parameter
space more efficiently. It was shown to be better suited to use in BNNs (Neal, 1997), and
more recently has been made more practical (Chen et al., 2014).
Variational Inference
Variational inference (VI) provides an alternative paradigm to sampling methods. A para-
metric approximating distribution is defined, qν(θ), with the goal of finding distribution
parameters, ν, to minimise the Kullback–Leibler divergence between the approximating
distribution and the true posterior, argminν DKL(qν(θ)||p(θ|D)). This optimisation is done




The major attraction of the method is precisely that it can be framed as an optimisation
problem, which opens the door to widely used tools already available. A disadvantage is
that the the quality of approximation of the posterior is limited by both how restrictive the
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q distribution is, and how successful the optimisation is. Both can be difficult to check in
practice (Yao et al., 2018).
VI for BNNs has generally been proposed with a ‘mean-field’ assumption to simplify the
optimisation problem. That is, parameters in the posterior are assumed uncorrelated. The
suitability of this assumption in BNNs is discussed in chapter 4.
Many methods proposed for BNNs leverage the VI framework (Barber et al., 1998; Blundell
et al., 2015; Khan et al., 2018; MacKay, 1995; ?; ?).
One technique worth elaboration due to its popularity is MC Dropout. Dropout (Srivastava
et al., 2014) is a stochastic regularisation technique where the outputs of hidden nodes are
randomly set to zero with some probability. This can be an effective way to reduce overfitting.
Originally it was proposed to be used only in the training phase, with the randomness turned
off during prediction. However if the randomness is left on during prediction, a distribution
is produced by running multiple forward passes. It was proposed that the variance of this
distribution could be interpreted as epistemic uncertainty, and this was connected to VI with
Bernoulli approximating q distributions (Gal and Ghahramani, 2015), though the connection
has been debated (Hron et al., 2018).
Other Inference Methods
There are many other approximation methods. Stein Variational methods (Liu and Wang,
2016) offer a hybrid sampling/optimisation method, similar in spirit to our proposal in chapter
4. The Laplace method (Bishop, 2006; Ritter et al., 2018) first trains a NN to a MAP solution,
then fits a multivariate Gaussian as the approximate posterior, with covariance matched
to the curvature of the Hessian. Another proposal does analytical inference over the final
layer weights only (Azizzadenesheli et al., 2018), questioning whether it’s necessary to do
Bayesian inference over the entire model.
Whilst not an inference method itself, a final area worthy of mention is probabilistic program-
ming. Several popular frameworks have recently been released, e.g. Pyro, PyMC3, ZhuSuan,
providing convenient implementations of the inference methods discussed (and more).
2.5 Gaussian Processes
Having provided an overview of how NNs can be modified to output uncertainty estimates,




Figure 2.11 Two realisations of a Gaussian white noise process. The x-axis and y-axis labels
are dropped in subsequent plots.
naturally handles uncertainty. Whilst a direct comparison is of mild interest, understanding
GPs is prerequisite for section 2.6, which will reiterate a profound connection between BNNs
and GPs, and provides a unique perspective to study both NNs and BNNs, important to later
contributions in chapter 3.
Following is an intuitive introduction to GPs. First we consider how to sample stochastic
functions using a Gaussian distribution. This requires specifying functions for the mean and
covariance of a multivariate Gaussian. We describe how the covariance function determines
properties of the functions being generated, and how multiple covariance functions can be
combined. This draws from sources Rasmussen and Williams (2006), and Duvenaud (2014).
2.5.1 Sampling Functions Using a Gaussian Distribution
Consider sampling a function using a Gaussian distribution in the simplest way possible.
Choose some value of interest, x1 ∈ R, then sample a corresponding value, y ∈ R, from a
Gaussian distribution, y1 ∼N (0,σ2). To sample a second data point, at x2, we could again
sample, y2 ∼N (0,σ2). Note that y2 is independent of y1. This is known as Gaussian white
noise. Figure 2.11 visualises two examples of this process, over a grid of x values.
Instead of every point being independent, a more interesting stochastic function might
introduce some relationship between them. One way in which two random variables are
related can be described by their covariance, E[(y1 −E(y1))(y2 −E(y2))]. Consider a
function that takes in two arbitrary data points, x,x′, and returns a value for how they covary.
Such a function is called a ‘covariance function’ (or less precisely ‘kernel’), denotedK(x,x′),
where K : X ×X → R. The squared exponential (SE) kernel is a popular choice,
KSE(x,x
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When the two points are very close, the covariance is high, (x−x′)2 ≈ 0 =⇒ K(x,x′)≈ σ2.
And when they are far apart the covariance is weak, (x−x′)2 ≈∞ =⇒ K(x,x′)≈ 0. The
hyperparameter l, the ‘length scale’, controls how rapidly this transition happens. σ2 controls
the overall amplitude of the functions.
These stochastic functions are sampled from a subset of the input domain from a multivariate
Gaussian distribution, N (µ,Σ), with mean vector, µ ∈ Rn, and covariance matrix Σ ∈ Rn×n
(termed ‘Gram matrix’) of form,
Σ =

K(x1,x1) K(x1,x2) . . . K(x1,xn)
K(x2,x1) K(x2,x2) . . . K(x2,xn)
...
... . . .
...
K(x1,xn) K(x2,xn) . . . K(xn,xn)
 . (2.17)
Often, the mean is set equal to zero, µ = 0= {0, . . . ,0}. Letting x := {x1,x2, . . . ,xn}, and
y := {y1,y2, . . . ,yn}, stochastic functions can be sampled according to,
y ∼N (µ,Σ). (2.18)
Example prior draws are visualised in figure 2.12 for various values of l.
This corresponds to the formal definition of a GP as a collection of random variables, where
every finite subset of random variables has a consistent multivariate Gaussian distribution.
Formally, for some constant noise variance, σ2ϵ , and kernel function , K,








The SE kernel bakes in a particular assumption about the functions - the covariance value
monotonically decreases with the distance between two data points. An alternative assump-
Large lengthscale Medium lengthscale Small lengthscale Very small lengthscale
Figure 2.12 Squared exponential kernel, with varying lengthscale.
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tion might be that functions repeat over some period, p. One kernel producing this effect




, which leads to pure cosine waves as in
figure 2.13. A slightly more interesting kernel also shown in figure 2.13 is given by the
exponential sine squared (ESS) (or sometimes simply ‘periodic’) kernel,
KESS(x,x











Pure cosine kernel ESS, Small p, Large l ESS, Large p, Large l ESS, Large p, Small l
Figure 2.13 Periodic kernels.
2.5.2 Fitting GPs to Data
The previous section showed how to sample arbitrary functions from a GP. Machine learning
is often concerned with fitting a function to some dataset, x, y, and making predictions for
that function at some new point, ŷ∗ at x∗. GPs are valuable in this context, although the
mechanism by which they do this differs from that of a parametric model.
A typical deterministic NN makes a single estimate of the function by learning a set of model
parameters, θ̂, that fit the training data. The new data point, x∗, is then passed through the
NN to produce a prediction, ŷ∗ = f(x∗,θ̂).
A GP differs from this in two ways. Firstly, multiple functions consistent with the data are
learnt - more exactly, a probability distribution over all functions is learnt - functions that
better fit the training data have higher probability. Secondly, being a non-parametric model,
rather than learning parameter values as an intermediate step, prediction is done directly in
function space.
GPs naturally combine with the Bayesian framework. The distribution in eq. 2.18 can be set
as a prior (here the distribution is over functions rather than parameters).
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The joint distribution over training and test points can be written in terms of blocks of training

















where Σx,x is the covariance matrix for each data point pair in the training data, as in eq.
2.17, and other matrices are similar (with differing resulting dimensions). A constant level of
noise variance has additionally been assumed, σ2ϵ .
The prediction goal is to compute P (ŷ∗|x,y,x∗). For a regression task, if the likelihood is
assumed Gaussian (with variance σ2ϵ as above), the predictions are available in closed form,























)−1. Given this matrix is of
dimension n×n, this inversion takes O(n3), which limits the scalability of GPs. Addressing
this is an active research area, e.g. (Burt et al., 2019; Csato and Opper, 2002; Quiñonero-
Candela and Rasmussen, 2005; Snelson and Ghahramani, 2006; Titsias, 2009).
In this thesis, we only use GPs for regression tasks with Gaussian likelihoods. Approximate
methods must be employed to fit to datasets of other sorts, for example classification tasks.
Marginal Likelihood
Eq. 2.13 introduced the marginal likelihood. This quantity can be computed in closed form















which provides a useful way for comparing kernels and hyperparameters, discussed in section
2.5.1. Figure 2.14 illustrates this.
2.5.3 Combining Kernels
Whilst there are restrictions on what makes a valid covariance functions (it must be positive




SE kernel, large l
MLL=−1,873
SE kernel, small l
MLL=−225
Figure 2.14 Above: Prior draws for three different kernels. Below: Marginal log likelihood
(MLL) scores for these GP kernels fitted to the same dataset. The SE kernel with small l
produces priors that are visually more similar to the data, which is quantified by the larger
MLL score.
kernel. This offers flexibility to design a prior over functions that is suited to a particular
dataset of interest. Of interest in this thesis, are addition and multiplication of kernels, as
well as applying different kernels to different dimensions of the input.
Adding Kernels
Consider a dataset generated by f(x) = sin(x)+x. The kernels introduced in section 2.5.1
are not a good fit for this, since they either enforce perfect periodicity, or ignore it entirely.
Yet a new kernel can be defined as an additive combination of a SE and periodic kernel,
K(x,x′) =KSE(x,x
′)+KESS(x,x




Figure 2.15 Left: Dataset suiting an additive kernel combination. Right: Prior draws of a
suitable additive kernel combination.
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Multiplying Kernels
Certain datasets suite multiplicative kernels. For example f(x) = sin(x)×x is well captured
by a new kernel, K(x,x′) =KSE(x,x′)×KESS(x,x′).
K(x,x′) =KSE(x,x
′)×KESS(x,x′)
Figure 2.16 Left: Dataset suiting a multiplicative kernel combination. Right: Prior draws of
a suitable multiplicative kernel combination.
Different Kernels for Different Dimensions
A further useful technique is to apply different kernels to different input dimensions. For a
2-D input, one could use, K(x,x′) =KSE(x1,x′1)+KESS(x2,x
′
2), if a periodic kernel suited
the second dimension, but not the first. Alternatively, one could use the same parametric











Figure 2.17 Prior draws when different kernels are applied to different dimensions of the
input. The right-hand plot uses two SE kernels with differing lengthscales.
2.6 Connections Between BNNs and GPs
On the surface, there is little connecting BNNs (section 2.4) with GPs (section 2.5). BNNs
place distributions over parameters, whilst GPs specify kernels which place distributions over
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functions. This section shows that under certain conditions these two models are actually
equivalent. This connection is important from several angles, but most significant to this
thesis (in chapter 3), is that it enables one to study how a distribution over the parameters of
a BNN translates into a distribution over functions. This is of practical use as it provides a
more interpretable space in which to choose priors for a BNN.
This section begins by formally outlining the connection between BNNs and GPs, first
observed by Radford Neal (Neal, 1997). Analytical kernels that relate to popular choices
of single-layer NN architectures are then listed. Recent work extending the results to other
architectures is presented. Finally we consider practical implications of this link.
2.6.1 BNNs Converge to GPs
Here we reproduce the derivation of that an infinitely wide single-layer BNN is a GP (Neal,
1997). Consider a single-layer NN, f(x) : Rd → R, with input, x, weights, w1 & w2, biases






Begin by considering the mean of this model. Assume an iid prior over the final layer weights










Hence the mean function of the resulting GP will be zero.
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Consider now the covariance of outputs corresponding to two arbitrary inputs, x & x′.
Denoting for convenience ψi(x) := ψ(w1ix+ b1i),















′)+ · · ·
w2,2ψ2(x)w2,1ψ1(x
′)+w2,2ψ2(x)w2,1ψ1(x
′)+ · · ·
· · ·+w2,HψH(x)w2,HψH(x′)
] (2.32)
if parameter priors are independent, the terms between separate hidden units are zero, e.g.





′)+ · · ·
· · ·+w2,HψH(x)w2,HψH(x′)
] (2.33)












since w2 variance was earlier defined to be scaled by width.
Having derived expressions for mean and covariance, it remains to show that the joint
distribution is Gaussian. Eq. 2.35 is a sum (mean) of H iid random variables, hence, under
mild conditions, the CLT states that the distribution over functions is normally distributed as
H →∞.
An alternative, intuitive way to motivate the requirement of infinite hidden units is to consider
zooming in on a section of a BNN’s function. Observe that the function should not degenerate
to some piece-wise constant - this is illustrated in (Neal, 1997) [figure 2.1].








2.6.2 Analytical BNN Kernels - Single-Layer NNs
The previous section showed a widely known result - that an infinitely wide single hidden
layer BNN converges to a GP. Less well known is that the specific kernel of this GP is
available, in closed form, for a variety of popular activation functions (Williams, 1996).







Commonly the bias is appended to the weight vector, w̃1 = [w1,1,w1,2...,0], with p(w̃1) =






The integral is generally not trivial, and several papers have focused on deriving analytical
forms for popular activation functions which are listed shortly. Naturally eq. 2.37 can be
computed numerically where analytical forms do not exist.
This thesis has contributed to this list, for cosine activations, and also for more modern
activation functions - ELU, GELU, and PReLU - through collaboration with Russell Tsuchida
(Tsuchida et al., 2020). These are discussed in chapter 3. Chapter 1 disentangles personal
contributions.
The analytical forms for these kernels are now listed. It is assumed all parameters are
normally distributed, with mean zero, and variance shared by parameter layer and type, e.g.
w1i ∼N (0,σ2w1), ∀i.
ERF/probit Activation (Williams, 1996) , ψ(x) = 2√
π
∫ x
0 exp−t2dt. Note that this is a


















RBF Activation (Williams, 1996), This requires a slight reformulation of the NN - instead of,






, for some constant σ2g . Define
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As σ2w1 →∞, the SE kernel in eq. 2.16 is recovered.
RBF with cos/sin warping (chapter 3), consider a warping, x→ (cos(2πxp ),sin(2πxp )), fol-





















This is the same form as the popular periodic kernel in eq. 2.21.























































PReLU Activation is similar to Leaky ReLU, but treats a as a learnable parameter (hence
the name ‘parametric ReLU’). To compute the kernel, a prior is placed over this parameter.
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GELU and ELU Activation (Tsuchida et al., 2020), are given by ψ(x) = x/2(1+ erf(x))
and ψ(x) = Θ(x)x+Θ(−x)(exp(z)− 1) respectively, where Θ(·) is the heaviside step
function.
These forms are rather lengthy so are not included here, see (Tsuchida et al., 2020).




















Note the kernel is not periodic, it is the sum of the SE kernel (eq. 2.16), and another term.
Step Function Activation (Cho and Saul, 2009; Williams, 1996) , ψ(x) =











(This can be derived from the ERF kernel, taking variances to infinity.)
2.6.3 Analytical BNN Kernels - Deep NNs
The previous section listed analytical kernels for single-layer fully-connected BNNs with
specific activations. Deeper BNNs also converge to GPs as hidden node width is taken to
infinity (Lee et al., 2018; Matthews et al., 2018).
Their kernels can be computed analytically if activations as in the previous section are
used, however these must be found through recurrent equations. Below, the structure of the
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One consequence of this recurrence is that infinitely wide deep NNs produce ‘flat’ GP
kernels (as opposed to deep GPs (Damianou and Lawrence, 2013)). This is something of
a contradiction - earlier we motivated deep NNs through the need for hierarchy, yet this is
absent from the corresponding GPs (MacKay, 1998).
A further issue arises from the recurrence; it can also be shown that as depth increases, the
kernels degenerate into undesirable functions like input independent constants or white noise
(Duvenaud et al., 2014; Schoenholz et al., 2016; Yang and Schoenholz, 2017).
As well as full-connected NNs, similar results have been shown for convolutional NNs
(Garriga-Alonso et al., 2019; Novak et al., 2019), and recurrent architectures (Yang, 2019).
2.6.4 Implications of the Connection
The connection between NNs and GPs is more than a mathematical curiosity. It has so far
been studied with two primary objectives in mind. Firstly it offers a rare opportunity to study
NNs in an analytical way, for example it has provided insight into initialisation schemes
for NNs (Yang and Schoenholz, 2017), and dynamics of SGD (Jacot et al., 2018; Lee et al.,
2019). Secondly, it has motivated the use of equivalent GPs as replacements for NNs (Arora
et al., 2020, 2019).
This thesis follows a third line that has not been deeply explored; taking inspiration from
GPs to help specify better priors for BNNs. This is the first major contribution of the thesis,
presented in chapter 3.
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The connection also brings certain downsides. Kernel methods have long been criticised for
their inability to learn ‘highly varying functions’ (Bengio, 2009; Bengio and Lecun, 2007),
that is, a small number of causal variables such as lighting angle, colour, and orientation, can
lead to a large variety of data examples. It’s questionable whether kernel methods such as
GPs have the ability to learn such functions efficiently, without a training set covering all
possible permutations. This has motivated hierarchical models such as deep NNs, which are
effective at learning locally compositional functions (Poggio et al., 2017). An interesting
question remains; if deep NNs correspond to flat GPs in the infinite-width limit, is this a
sensible limit to take (MacKay, 1998)?
2.7 Summary: Model vs. Inference
This chapter has provided the required foundational knowledge for later contributions of
the thesis. This section briefly draws attention to a useful distinction; that of ‘model’ and
‘inference’, which have so far been presented in an entwined way.
Model here refers to the algorithmic steps taken to transform the input to the output, and
the assumptions embedded within. This chapter introduced two models; the NN in section
2.2.2, and the GP in eq. 2.19 & 2.20. Each model encodes certain assumptions about the
input to output mapping. For example a convolutional NN has finite capacity and applies
translational equivariance.
Inference refers to the process by which learning is done in a model. For NNs, one inference
technique is SGD, another is Bayesian inference that itself can be implemented in a variety
of ways as discussed in section 2.4.3.
The distinction between model and inference is sometimes blurred in deep learning - for
example, popular modifications to the inference process such as data augmentation, could be
interpreted as indirect modelling assumptions.
This thesis will contribute to improving the NN model (albeit assuming the inference process
will be Bayesian) in chapter 3, and then to the (Bayesian) inference process itself (assuming
the model is a NN) in chapter 4. Chapter 5 contributes to both areas, proposing both a
modified model and modified loss function.
Chapter 3
Expressive Priors in BNNs
TLDR: How to design a BNN that incorporates prior knowledge about a function,
using GPs as a lens.
Key background sections 2.4, 2.5, 2.6.
This chapter presents the first technical contribution of the thesis. Bayes’ rule provides a
principled framework for handling uncertainty, with a central step being specification of an
appropriate model. However, applied to NNs, one problematic question arises; how can a
prior belief about a task be converted to a prior over NN parameters?
This chapter begins by outlining why the link between BNNs and GPs provides an effective
lens to reason about this question (section 3.1). It proceeds in section 3.2 by offering
an intuitive interpretation of the effect of parameter priors in fully-connected NNs for
various activation functions. This represents a minor contribution over previous work which
commented on broad behaviour empirically (Gal, 2016; Neal, 1997).
This interpretation provides the foundations of a practical toolkit helping modellers to build
BNNs with priors suited to a task. The major contribution of the chapter is then adding to
this toolkit in several ways.
1. Section 3.3 shows how a proxy GP can be used as a vehicle to rapidly optimise priors,
which can then be converted to an equivalent BNN architecture.
2. Section 3.4 - BNNs are designed that mirror kernel combinations in GPs.
3. Section 3.5 - BNNs are designed that recover periodic GP kernels, which are often
useful in the context of kernel combinations.
Work in sections 3.2, 3.4 & 3.5 was presented in (Pearce et al., 2019b). The GELU kernel
was derived in (Tsuchida et al., 2020).


















































































Figure 3.1 Priors from finite-width BNNs provide an increasingly close approximation to
priors drawn from the equivalent GP kernel when BNN width, H , is increased - here for ERF
activation and kernel.
3.1 GPs as a Lens to Study BNN Priors
Section 2.6 showed that BNNs converge to GPs as their width is taken to infinity. Analytical
kernels were listed that correspond to BNNs of particular architectures. Whilst correspon-
dence is only exact in the limit of infinite width, wide (but finite) BNNs offer a reasonable
approximation to these GPs. This was confirmed in several studies which stated the rate of
convergence as O(1/
√
H) (Lee et al., 2019; Matthews et al., 2018; Williams, 1996). Figure
3.1 provides illustrative evidence of this.
Our key observation is that this relationship can be reversed; the GP kernels describe,
approximately, the behaviour of wide BNNs. This observation is valuable in the context
of priors. Rather than attempting to analyse the meaning of a high-dimensional distribution
over a BNN parameters, instead we can examine the equivalent GP kernels, which contain
only a handful of hyperparameters.
This lens imposes some restrictions on the type of BNN we can analyse - parameters are
enforced as iid across layers and of finite variance. Since it is common practice to use these
types of priors in BNNs, this is not particularly problematic. Also, analysis is only possible
for architectures where analytical kernels are available. This is again not too problematic
- kernels have been derived for many popular activation functions, and where they do not
exist, kernels exist for functionally similar activations - e.g. though TanH is not available, the
qualitatively similar ERF is.
3.2 Interpreting BNN Priors
This section discusses, in intuitive terms, how activation functions, number of layers, and
parameter prior variances affect the prior over functions. It assumes normally distributed
independent parameter priors, of zero mean and variance shared across layers. Weight prior
variances are scaled by the number of hidden nodes in the preceding layer, σ̄2wi := σ
2
wi/Hi−1.
3.2 Interpreting BNN Priors 43
Swapping Activations Swaps Priors Over Functions
In deep learning, activation functions are often motivated by their compatibility with gra-
dient descent (e.g. managing the vanishing gradient problem), or computational simplicity
(Goodfellow et al., 2016). There is an additional impact of activation function that is less
often discussed - by changing activation functions one effectively is changing the prior over
functions. This was shown in section 2.6; different activations lead to GPs with different
kernels.
Figure 3.2 shows example prior draws as well as a predictive distribution on toy data for
single-layer BNNs with varying activations. The differences are non-trivial; for example,
ReLU activations lead to extrapolations that are approximately linear well outside the data
range, while the ERF produces flat extrapolations.
ReLU, eq. 2.42 ERF, eq. 2.39 Leaky ReLU, eq. 2.44 RBF NN, eq. 2.40
Figure 3.2 Top: Prior draws for infinitely wide single-layer BNNs of various architectures.
Bottom: Predictive distributions on toy data.
Final Layer Weight and Bias Variance
For all activation functions, the weight and bias variance of the final layer have a consistent
and interpretable effect on the prior over functions. From section 2.6.2, it can be seen that
for all kernels, σ2b2 simply adds some constant value to the covariance. This has the effect of
increasing the ‘spread’ of the prior functions. On the other hand, σ2w2 multiplies the kernel by
a constant value, which controls the amplitude of the prior functions. Figure 3.3 illustrates
that the effect is to apply a linear translation to the functions.
When tackling regression tasks with NNs, it is common practice to standardise inputs and
outputs to zero mean and unit variance. Final layer variance parameters should therefore be
set to produce a prior over functions in this range. For classification tasks the relationship
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is less clear since the NN outputs (logits) are squashed through a softmax. In this case σ2w2
controls the amplitude of the logits, which affects both how confident a prediction can be,
and how rapidly the transition from one class to another - shown in figure 3.4.












































Figure 3.3 Final layer variances: σ2w2 controls the amplitude of the whole function, whilst
σ2b2 controls the spread. ERF activations shown.




































Figure 3.4 Final layer variances for classification: σ2w2 controls the both absolute confidence
and the speed at which class predictions can switch. Single-layer NN with ReLU activations
shown.
First Layer Weight and Bias Variance
Related work (Gal, 2016) [chapter 4] argued that weight and bias variances were the reciprocal
of lengthscale, but here we show the effect is more nuanced, and varies depending on the
activation function. The proceeding discussion constrains σ2w1 = σ
2
b1 to simplify analysis.
For ERF, increasing σ2w1,σ
2
b1 has the effect of creating noisier, more wiggly functions (figure
3.5). This is similar to the role of lengthscale in the traditional SE GP kernel, though ERF
activations do not degenerate to white noise as in the SE kernel, maintaining some lower
frequencies. An analysis of the effect of σ2w1,σ
2
b1 on input angles in the GP kernel shows this
in figure 3.6.
For ReLU activations, one can see from eq. 2.42 & 2.43 that σ2w1,σ
2
b1 affect the kernel in two
places. Firstly, they have a trivial effect on the magnitude of the kernel which, as with the
final layer variance, simply acts to increase the amplitude of the functions. Secondly, they are
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present in θ0 - however, when σ2w1 = σ
2
b1, these terms simply cancel out. As such increasing
σ2w1,σ
2
b1 has no effect on the ‘wiggliness’ of functions, and only increases the amplitude
1.
This can be seen in figure 3.6.
For RBF, inspecting eq. 2.40 shows σ2s to play a role similar to lengthscale, which is primarily
driven by σ2g . Weight variance, σ
2
w1, primarily controls the span across the input space before
functions decay to zero - through its influence on σ2m. This decay can be observed in figure
3.2.




































Figure 3.5 Prior draws for a single-layer BNN with ERF activations. Increasing σ2w1,σ
2
b1
creates noisier functions. Here, σ2w2 = 1,σ
2
b2 = 0.
























KSE , eq. 2.16
























KERF , eq. 2.39
























KReLU , eq. 2.42






b2 = 0. Input angle, θ
0 between
two inputs is varied whilst the norm, ||x||||x′||= 1 is held constant.
Middle Layer Weight and Bias Variance
In general, the effect of parameter priors in the middle layers follow the roles played by first
layer priors (again dependent on the activation function). Of more pressing concern in deeper
models, however, is to maintain constant variance through the BNN. A practical approach to
specifying priors is therefore to set them so the variance through the BNN remains constant.
For example, with ReLU this requires setting σ2wi = 2/H . This corresponds to the He
initialisation scheme (He et al., 2015), which is derived with a similar motivation.
1Concurrent work independently made a similar observation (Wilson and Izmailov, 2020).
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Figure 3.7 Prior draws (top & middle: regression, bottom: classification) for finite BNNs of
increasing depth. These degenerate either into input-independent constants or white noise. In
red are prior draws from the ‘infinite’ kernel; that is, by running the recurrence in section
2.6.3 to infinity.
Number of Layers
One of the limitations of studying BNNs via GPs, is that the recursive GPs corresponding to
deep BNNs are still ‘flat’ models (section 2.6.3). There is therefore limited insight that can
be gained by studying GPs in terms of the advantages of depth. However, it does turn out to
be a useful way to study the challenges of depth.
Even when priors are set to maintain variance through a BNN, it transpires that as depth is
increased, the prior over functions degenerates, producing either input-independent constants
or white noise, depending on the activation function (Duvenaud et al., 2014; Poole et al.,
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2016; Schoenholz et al., 2016). Figure 3.7 illustrates this in regression and classification for
increasingly deep finite-width NNs, alongside the GP kernel corresponding to an infinitely
deep, infinitely wide BNN. This degeneration is slowed, but not avoided, with residual
connections.
3.3 Specifying Priors for BNNs via Proxy GPs
Having used GPs as a lens to describe the meaning of BNN architecture and parameter priors,
a method exploiting the connection for practical gain is now proposed.
GP kernels generally have a small number of hyperparameters, which can be conveniently
tuned by maximising marginal likelihood (section 2.4.1) for example via gradient descent.
Modern GP libraries such as GPflow (De et al., 2017) handle this automatically.
Conversely, priors for BNNs are generally tuned along with other model hyperparameters,
through a relatively inefficient cross-validation process e.g. (Blundell et al., 2015; Khan
et al., 2018), else ignored and fixed to some default value e.g. (Chua et al., 2018; Gal and
Ghahramani, 2015). Certain variational methods allow direct optimisation of the prior and
posterior distributions simultaneously (Hernández-Lobato and Adams, 2015), which has
been reported to be effective by some authors (Wu et al., 2019), though challenging by others
(Blundell et al., 2015).
Given that GPs and BNNs of certain kernels and architectures are interchangeable, we propose
to perform optimisation of the BNN prior hyperparameters using the equivalent (‘proxy’) GP,
which is efficiently done for smaller datasets. The optimised GP hyperparameters can then
be transferred to build a BNN with suitable prior.
This scheme is well suited to scenarios where data grows incrementally, such as in model-
based RL or active learning tasks. Here, a GP kernel can be quickly optimised on the initial
small dataset. Training then proceeds using the equivalent BNN beginning with suitable prior
hyperparameters, enabling learning to proceed in a scalable manner. Figure 3.8 shows a toy
example of this on a 1D regression problem with ERF activations and kernel.
3.3.1 Illustrative Experiment: Model-Based RL
This experiment demonstrates the value of optimising BNN priors via proxy GPs in a model-
based RL task with an incrementally growing dataset. The cartpole environment was used,
where rewards, rt, are maximised by holding a pole (starting from a hanging position) at a
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Figure 3.8 Using a proxy GP to specify a prior for a single-layer BNN with ERF activations.
In step 1, the parameters of the GP ERF kernel (eq. 2.39) are optimised. Note the tuned
variance in the GP model is normalised by H when building the BNN.
target location (central and upright). The action space is continuous, and applies a force to
the cart in the range at ∈ [−1,1]. Episodes ran for 200 time steps, t= 0,1...199. The state
vector, st, consists of four variables; cart position, cart velocity, pole angle, pole angular
velocity. The reward function is assumed given.
Figure 3.9 The cartpole control task is a classic RL problem. Rewards are maximised by
balancing the pole upright. The cart is moved left and right to achieve this, forming the action
space for the environment.
In model-based RL, the agent learns a model of the dynamics of the environment, i.e.
p(st+1|st,at). Given this model, a planning algorithm is used to select actions. Here random
shooting was used with model-based predictive control (MPC) (Nagabandi et al., 2017), with
a horizon length of 60 timesteps, and 1000 random tracjectories.
It has been shown that accounting for uncertainty is an important property of the dynamics
prediction models (Chua et al., 2018), making this a good use case for BNNs. Four BNNs
were used, one for the prediction of each state variable. This allowed full tailoring of
each BNN prior to its prediction task. Bayesian inference was performed using anchored
ensembling (section 4) with 5 NNs per ensemble. BNNs had one hidden layer of width
H = 100 and used TanH activations.
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To generate an initial dataset, a random policy was rolled out for three episodes. This resulted
in a small dataset, on which a GP with ERF kernel (eq. 2.39) was optimised. The tuned prior
hyperparameters were then converted to a BNN. After each further episode, the BNN was
retrained over the full dataset.
Figure 3.10 shows the results of the prior tuned via proxy GP (red), against BNNs that were
not tuned at all (blue). The tuned prior provides a clear performance boost in earlier trials,
though as the dataset grows, the likelihood begins to dominate the posterior, and the prior
has a decreasing effect.























Figure 3.10 Performance on a model-based RL task, cartpole, comparing a BNN with prior
tuned using the proposed method (via proxy GP) vs. fixed default prior. Mean ± two standard
errors, repeated for three runs.
50 Expressive Priors in BNNs
– Basic BNNs –
ReLU RBF
ERF Periodic
– Combinations of Basic BNNs –
Additive BNNs
Leaky ReLU + Periodic ReLU + ERF
Multiplicative BNNs
ReLU × Periodic ReLU × ReLU
Complex BNNs
(ERF + ERF) × ReLU (ReLU × ReLU) + Periodic
Figure 3.11 BNN architecture determines our prior belief about a function’s properties. In
general BNNs provide little flexibility in this regard - modifying only the activation function
and length scale (‘Basic BNNs’). This chapter explores how to design BNNs to produce more
expressive prior functions (‘Combinations of Basic BNNs’). Two prior draws are shown for
each BNN architecture.
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3.4 Kernel Combinations in BNNs
The previous section introduced the idea that GPs can be used as an effective vehicle to tune
BNN priors. This section considers taking a powerful technique used in prior design for GPs
- that of creating new kernels by combining existing kernels (section 2.5.3) - and showing
how the same idea can be applied to BNNs. Specifically, we consider how to design BNN
architectures such that, in the infinite width limit, they give rise to the equivalent GP kernel
combinations. Figure 3.11 illustrates how this technique allows moving from relatively
inexpressive ‘basic BNN’ priors to more expressive prior functions.
The kernel combination operations we consider are;
• Addition: K(x,x′) =KA(x,x′)+KB(x,x′)
• Multiplication: K(x,x′) =KA(x,x′)KB(x,x′)
• Polynomial: e.g. K(x,x′) =KA(x,x′)2 (A subset of multiplication.)
• Warping: K(x,x′) =KA(u(x),u(x′)) for a function, u : Rd → Rm
We begin by considering architectures that combine the output of two BNNs. This turns out
to be a valid way to add kernels, but not to multiply kernels. We then consider architectures
that combine BNNs, point wise, at the final hidden layer. This is valid for multiplicative
kernels, but produces a small artefact for additive kernels.
Having derived architectures mirroring additive and multiplicative kernels, section 3.4.3
examines using these in more advanced ways.
3.4.1 Combining BNNs at Output
A straightforward way to combine BNNs is to consider some operation combining their
outputs.
Additive
Consider two independent GPs denoted fA(x) & fB(x), summed,
fadd(x) = fA(x)+fB(x). (3.1)
52 Expressive Priors in BNNs
In general, it is known that fadd(x) will also be a GP with kernel, Kadd(x,x′) =KA(x,x′)+
KB(x,x
′), (Saul et al., 2016).








where wA,2,i refers to the weight in sub-BNN A, in layer 2, of the ith hidden neuron, and
ψAi(x) refers to the ith hidden unit of sub-BNN A, after applying the non-linearity.
Since this converges to the sum of two independent GPs, regardless of depth (section 2.6.1),
the general GP result applies, and suffices to show that independent BNNs (of infinite width)
summed at outputs reproduce a GP with additive kernel.
Multiplicative
Two GPs multiplied together,
fmult(x) = fA(x)fB(x), (3.3)
do not generally produce a GP (Rasmussen and Williams, 2006) [4.2.4], even though there
does exist a GP with kernel, Kmult(x,x′) =KA(x,x′)KB(x,x′). (Analogously, the product
of two normally distributed random variables is not normally distributed.)








do not produce a GP with multiplied kernel.
3.4.2 Combining BNNs at Hidden Layers
Consider now combining BNNs by point wise operations at their (final) hidden layers.
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Additive









where ψA and ψB are hidden units for each sub-BNN. As in section 3.4.1, neither hyperpa-
rameters nor activation function need be shared, e.g. one could take a RBF and ReLU BNN,
ψA(x) = exp(−||x−wTA1||22/σ2g), and, ψB(x) = max(wB1x+ bB1,0). We now derive the
equivalent GP for such an architecture.


































































This is the additive kernel plus two extra terms. The impact of these extra terms depends
on the activation function, and could be compensated for. If either ψ is an odd function,
E
[
ψodd(·)] = 0, the additive kernel is exactly recovered. Alternatively, if both ψs are sigmoids,
E
[
ψsig(·)] = 0.5, this results in the kernel, KA(x,x′)+KB(x,x′)+ c, for some constant c.
If ψ is a ReLU, E
[
ψReLU (·)] is input dependent, making compensation trickier (though still
possible).
In general, summing point wise after hidden nodes is not a valid way to reproduce an additive
GP kernel, although effects of the artefact terms could be compensated for.
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Multiplicative


































and hence multiplying point wise after hidden nodes is a valid way to reproduce a multiplica-
tive GP kernel.





As such, both mean and variance of each sub-BNN’s activations must be finite. This is
slightly more onerous than the usual requirement that only their variance be finite.
3.4.3 Extensions
Whilst the previous results were explicitly shown for two single-layer BNNs, it is straightfor-





































It can be useful to consider multiple kernels taking subsets of inputs, combined through
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Basic BNN, ERF[0 : 1] ERF[0] + ERF[1]
Periodic[0]+ ReLU[1] Periodic[0]× ReLU[0 : 1]
Figure 3.12 Prior draws for a 2-D input. Square brackets designate which dimension(s) each
kernel is applied to.
Deeper BNNs
Out of convenience, constructions have been shown for single-layer BNNs. These could be
replaced by deep BNNs, which equally correspond to GP kernels (section 2.6.3).
3.5 Periodic BNN Kernels
Having shown how to design BNNs that mirror GP kernel combinations, this section considers
how to create BNNs whose priors are periodic functions, which are often useful in this context.
Once again we consider how to build a BNN that gives rise to a periodic kernel in the limit
of infinite width.
We define a periodic function as, f(x) = f(x+p), for some scalar period, p ∈ R+. We will
show that cosine activations do not produce a periodic kernel, but applying warping to inputs
followed by standard activations functions, does.
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3.5.1 Cosine Activations
Consider a single-layer BNN with cosine activation functions; intuition might suggest this
leads to a periodic kernel. (Note such activations have been explored in other contexts




w2,i cos(w1,ix+ b1,i) (3.23)

























Slightly counter-intuitively, the kernel is not periodic. Rather it is the sum of the SE kernel
(eq. 2.16), and another term.
We further considered using Laplace and uniform distributions for priors, which did result
in kernels containing trigonometric functions, but the forms were untidy and not apparently
useful.
Note that our analysis is from the perspective of equivalent GP kernels. It is possible
to consider narrow BNNs with cosine activations that would produce periodic predictive
distributions. If initialised suitably, these may be of some use.
3.5.2 Input Warping
Whilst modifying the activation function failed to produce periodic kernels, applying a
warping to inputs is more successful.
2Rewrite cos(A)cos(B) = 12 [cos(A−B)+cos(A+B)], then use, E[cos(xw)] = exp(− 12xTΣx), if w ∼
N (0,Σ).
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The most common periodic kernel used in GP modelling is the ESS kernel (Duvenaud, 2014;
MacKay, 1998), as shown in eq. 2.21.
KESS(x,x











Having established its value in periodic modelling, we wanted to reproduce this as closely as
possible with a BNN. Surprisingly, an exact recovery is possible as follows.
Apply a warping to a 1-D input, x→ (cos(2πxp ),sin(2πxp )), followed by a single-layer RBF
BNN taking this 2-D warping as input.
In general, an infinitely wide single-layer RBF BNN produces the GP kernel given in eq.
























































= 4sin2(πp (x−x′)), and also,


















which is of the same form as the periodic ESS kernel. Indeed there is a connection to
the derivation of the ESS kernel, which used the same warping followed by the SE kernel
(MacKay, 1998).
It is equally plausible to apply the same warping followed by BNNs of other architectures.




















This is equally suited to periodic modelling, and perhaps more convenient in BNNs given the
prevalence of ReLUs.
3.6 Illustrative Experiments
This section provides experiments illustrating the value of techniques presented in sections
3.4 & 3.5. This shows, all things being equal, that BNNs designed to incorporate suitable prior
knowledge with these techniques can deliver a performance boost over basic BNNs. These
gains should be independent of learning algorithm or inference method, but are necessarily
task specific. Hence, experiments are framed as illustrative rather than exhaustive.
We showcase situations benefiting simultaneously from both of the ideas introduced - combi-
nations of BNNs and periodic function modelling, although either can also be used separately.
All experiments used BNN widths of 50 hidden nodes. Their success supports our claim
that, despite the theory presented being exact only for infinite-width BNNs, it provides sound
principles for building expressive BNN models of finite width.
3.6.1 Supervised Learning: Time Series
Time series data often have seasonal fluctuations combined with longer term trends. These
experiments show that where basic BNNs struggle to capture such patterns, simple combina-
tions of these basic BNNs produce appropriate priors.
We considered two prediction tasks: CO2 levels recorded at a Hawaiian volcano (Mauna),
and numbers of airline passengers flying internationally (Airline). For both datasets we used
ten years of monthly recordings, then deleted data between years 3-5 to create a gap in the
series. Below, we qualitatively assess the predictive distribution in both the interpolation
region (3-5 years) and an extrapolation region (10-20 years).
In Mauna, seasonal variations appear to be of constant amplitude, suggesting an additive
relationship between trend and period, whilst Airline shows increasing amplitudes, suggesting
a multiplicative relationship.
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Figure 3.13 Two time series with seasonal fluctuations and long term trends. ReLU and
periodic BNNs are separately unable to capture these patterns (first and second from left).
However, they succeed when combined in BNN architectures as proposed (third from left),
closely approximating the predictive distributions of exact GP inference with the equivalent
kernel combinations (right). See main text for model details.
Figure 3.13 shows the two datasets and the predictive distributions produced by four types
of model (shading gives ±3 standard deviations). Inference was performed with HMC for
BNNs (Neal, 1997), and analytically for GP.
1. ReLU BNN - single-layer BNN with ReLU activations and 100 hidden nodes. There
are two possibilities with this model - a long length scale, as shown for Mauna, which
captures the long term trend but does not fit the seasonal variations. Alternatively,
a short length scale allows better fitting of the training data, but at the expense of
extrapolations - in Airline this produces a nonsensical 10-20 year forecast.
2. Periodic BNN - single-layer BNN with cos/sin warping applied to input, followed
by RBF activations, 100 hidden neurons. This is the structure derived earlier, with
equivalent kernel in eq. 3.28. Since these BNNs output pure periodic functions they
are unable to fit the data well.
3. Combined BNN - these models combined the ReLU & Periodic BNNs from 1. and 2.
above, again with 100 hidden neurons. For Mauna, an addition operation at outputs was
applied, whilst for Airline, hidden nodes were multiplied point wise. Note that the main
characteristics of the datasets are captured. This creates sensible interpolation and
extrapolation predictions. Importantly, uncertainty increases with the time horizon.
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4. Combined GP - the GPs corresponding to the combined BNNs in 3. were imple-
mented. For Mauna, the kernel is, K(x,x′) =KRBF PerBNN(x,x
′)+KReLU(x,x
′) and
for Airline, K(x,x′) =KRBF PerBNN(x,x
′)×KReLU(x,x′). This enables verification
that the BNN architectures produce a predictive distribution corresponding to the GP’s
(which could be thought of as the ‘ground truth’). The slight differences could be put
down to the finite width of the BNNs, and imperfect inference procedure.
3.6.2 Reinforcement Learning: Pendulum Swing up
We considered the pendulum swing up task; an agent applies torque to a
bar on a pivot, maximising rewards by controlling the bar to be vertically
upright. Observations consist of angle, θ, and angular velocity, θ̇.
We used a slightly modified version of the task. Actions were discretised
so that torque ∈ {−1,0,+1}. Dynamics were also modified - usually
the update rule for θ is,
θt = θt−1+ θ̇t−1dt, (3.31)
where t is time, and θ̇ is a function of the applied torque and gravity. We modified this to,
θt = θt−1+
2
1− e−θt−1/3 θ̇t−1dt. (3.32)
This effectively introduces a frictional force that varies according to the absolute value of θ.
Crucially this means that as the bar spins, slightly different dynamics are experienced - this
could arise from the bar spinning along a thread.
A priori, we therefore know that the function is locally periodic. This makes the task
challenging for basic BNN architectures - enforcing exact periodicity is just as inappropriate
as ignoring it entirely.
We tested three BNN architectures on the task.
1. ReLU: a two-layer ReLU BNN with 50 hidden neurons per layer, with raw angle, θ,
and angular velocity, θ̇, and torque as input. Priors: σ2w1 = σ
2







b2 = 10.0. The model, predicting Q value, Q(x), and with, ψ(·) := max(0, ·),
is given by,
Q(x) =W3ψ(b2+W2ψ(W1x+b1)). (3.33)
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Figure 3.14 Learning for three different BNN architectures on the pendulum task. The BNN
incorporating a suitable prior for task, ‘Periodic×TanH’, outperforms basic BNNs. Mean ±
1 standard error, three runs.
2. Periodic: cos/sin input warping applied to θ, raw angular velocity, θ̇, followed by
a two-layer ReLU BNN with 50 hidden neurons per layer. Prior variances as for 1.
Denoting the warped input as a concatenation, x̃ := [cos(x) ,sin(x)].
Q(x) =W3ψ(b2+W2ψ(W1x̃+b1)) (3.34)
3. Periodic×TanH: takes the Periodic BNN as in 2., multiplied by a single-layer TanH
BNN (taking only θ as input) with long length scale, σ2w1 = σ
2
b1 = 0.2. This combines
multiplication, warping and separation of inputs from section 3.4. For ψA(·) :=












Note that the benefits of BNN architecture should be independent of the learning algorithm
and inference method. Here we used Bayesian Q-learning (Dearden et al., 1998), similar to
regular Q-learning, but with Q-values modelled as distributions rather than point estimates,
with BNNs as the function approximators.
It was important that a scalable technique be used for inference. Q-learning is sample
inefficient, and the experience buffer accumulates hundreds of thousands of data points
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(2,000 episodes × 200 time steps). Both GPs and HMC struggle with data of this size. We
used Bayesian ensembles for inference - this is the inference method proposed in chapter 4.
Figure 3.14 shows cumulative rewards for the three different architectures over 2,000 episodes.
Periodic×TanH clearly outperforms other models, both in terms of learning speed and quality
of final policy. This is an example of the blessing of abstraction at work - the more structure
we account for, the less data we need (Duvenaud, 2014) [p13]. The Periodic BNN has similar
learning speed early on, but plateaus since it does not have the flexibility to fully capture
system dynamics. ReLU, meanwhile, learns slowly, but has enough flexibility to capture
closer to the true dynamics, and eventually surpasses the Periodic BNN.
Figure 3.15 provides evidence for these comments. It shows the dynamics learnt for three
revolutions of the pendulum for each BNN. The Periodic and ReLU BNNs are only able to
approximate the optimum dynamics found by Periodic×TanH.








































Figure 3.15 Q-values learnt for the action, torque = 0, conditioned on observations of θ̇ = 0,
and input angle, θ, varied on x-axis and measured in radians. The x-axis range allows
observation of three complete rotations of the pendulum (each rotation given by 2π radians).
Hence, maximum Q-value is predicted when the pendulum is orientated directly upwards.
Periodic×TanH captures the local periodicity of the function most accurately.
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3.7 Related Work
This section summarises literature on the topic of specifying useful functional priors for
BNNs. Note this does not cover explicit studies of properties of parameter priors, e.g.
(Nalisnick, 2018), nor does is it cover work where ‘prior’ is used in a looser, not-strictly-
Bayesian, sense (Du and Narasimhan, 2019; Dubey et al., 2018). As discussed in section
3.3, the majority of research in BNNs either fixes some default parameter prior (Chua et al.,
2018; Gal and Ghahramani, 2015), or does a small level of tuning through cross-validation
(Blundell et al., 2015; Khan et al., 2018), without explicitly considering the implied prior
over functions.
Several recent works proposed methods to overcome the limited expressivity of BNN priors.
Flam-Shepherd et al. (2017) trained a BNN to output GP priors before running inference
on a task. Sun et al. (2019) had a similar approach that did not require pretraining. Both
methods operate roughly in a supervised learning fashion, training BNNs to match the output
of some GP (or any stochastic process in the case of Sun et al. (2019)), on training data
augmented with extra OOD sampled data points. The advantage over the proposal in this
chapter is that there is full flexibility to choose any GP kernel, without being restricted to
the subset corresponding to BNNs. The drawback is that they add complexity to the training
process, and the task of generating OOD samples for complex (e.g. image or text) datasets is
non trivial. It was reported that sometimes the BNN architecture needed to reflect properies
of the prior (Flam-Shepherd et al., 2017).
Hafner et al. (2018) considered a slightly more limited, though practically useful prior;
training models to output high uncertainty through a dataset augmented with OOD samples.
Coker et al. (2019) propose a particular formulation of an RBF BNN and show that, for
specific choices of weight priors over the central parameters, control over the lengthscale and
amplitude in function space is provided, in a decoupled way. This is an interesting proposal,
and shares the attractive property of our method; that the prior is directly built into the model.
More work is required to develop the proposal beyond single-layer RBF BNNs.
Cui et al. (2020) considered ways to encode prior knowledge about feature sparsity and
signal-to-noise ratio into BNNs. The motivating example is gene analysis; one may know
a priori that only a small fraction of genes are relevant to a prediction task, and also that
individually each gene only explains a very small proportion of total variance.
Krishnan et al. (2019) propose to first train a (non-Bayesian) NN via maximum likelihood.
The NN is then converted to a BNN with priors and posteriors centred at their learnt values
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and (independently) normally distributed. Whilst improved empirical results are reported, a
disadvantage is that priors are specified after rather than before learning.
Several other works are of relevance. Ma et al. (2019) proposes variational implicit processes
for BNNs. Gaier and Ha (2019) could be interpreted as fixing a posterior over parameters, and
using evolutionary search to find a BNN architecture producing suitable posterior functions.
This flips the Bayesian inference process on its head. Neural processes (Garnelo et al.,
2018) apply a meta-learning approach to learn a prior over functions. There is also ongoing
discussion on the interplay between architecture and parameter priors; one line of reasoning
states that parameter priors may be unimportant if combined with strict architectural priors
(Wilson and Izmailov, 2020). Our recent work provided an initial investigation into this
(Pearce et al., 2020b).
An orthogonal line of work to ours considers how to improve the scalability of GPs over
the default O(N3), e.g. (Snelson and Ghahramani, 2006). There also exist a variety of
techniques for creating expressive priors in GPs, e.g. (Sun et al., 2018; Wilson and Adams,
2013).
3.8 Discussion & Conclusion
This chapter considered a long-standing challenge in BNNs; how can one specify a prior
distribution over weights that incorporates knowledge a modeller might have about the task
of interest? We have argued that GPs corresponding to infinitely-wide BNNs provide an
effective, interpretable lens to study this, and we provided an intuitive explanation of the
meaning of parameter priors for this set up.
Our explanation in itself provides a basic toolbox for prior design in BNNs. We added to it in
three ways. 1) We proposed a convenient method to optimise priors using proxy GPs, which
can then be translated to BNNs with suitable parameter priors. This was shown to be effective
for incrementally growing datasets. 2) Expressive priors can be created in GPs by combining
basic kernels into a new kernel. We ported this idea to BNNs, deriving architectures that
mirror such kernel combinations. 3) We advanced the modelling of periodic functions with
BNNs, which are often useful in this context. Experiments showcased scenarios for which all
three were useful; a model-based RL task, time series modelling, and an RL task involving a
locally periodic function. Note that this is only one possible way to approach this problem,
an alternative might be to simply visualise samples from models in low dimensions.
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One question in response to our proposal might be; why not use the GPs directly rather
than their BNN equivalents? There are several advantages of these BNNs, 1) they scale
to high dimensional input spaces more easily than GPs, 2) they do not strictly enforce
Gaussian statistics, which may be unsuitable for some settings, 3) they are able to benefit
from hierarchical learning, unlike flat GPs (Aitchison, 2020). Future work could illustrate
these advantages more explicitly - one could argue that scalable GPs might perform well on
many of the experiments run in this chapter.
One attractive property of our proposal over related work is that building priors directly into
the model has limited impact on usability, which was one of the goals of this thesis. This is
in contrast to other related BNN approaches, which require some sort of pretraining or data
augmentation step, else are restrictive in the architectures they support.
Recent progress in this sub-field now allows a BNN to encode priors about granular properties
of a function being modelled; e.g. lengthscale, amplitude, sparsity, periodicity. Whilst this
is an important capability and a natural first step, these granular properties are of limited
use in complex tasks that motivate deep learning, e.g. it’s difficult to see how to incorporate
such priors into a BNN learning to play an Atari game from pixels. In practice a modeller
might have rich prior knowledge about more abstract properties of the task - we believe
the long-term goal of work in this area should be to develop tools enabling this abstract
knowledge to be incorporated as a BNN prior.
Chapter 4
Bayesian Ensembling
TLDR: A simple modification to make ensembling ‘more Bayesian’.
Key background sections 2.1, 2.2, 2.3, 2.4.
Chapter 2 introduced BNNs as a principled approach to handling epistemic uncertainty in
NNs. The previous chapter then considered how priors can be specified for these models,
which is the first step of Bayesian methods. The next challenge is to compute the Bayesian
posterior. The large number of parameters and data points used with modern NNs make
this a formidable task - many Bayesian inference techniques that work well in small-scale
settings, e.g. MCMC methods, don’t scale to the extent required.
This chapter explores an alternative inference method, that adopts a procedure similar
to ensembling. Ensembling is generally described as a non-Bayesian way to estimate
uncertainty: it aggregates the estimates of multiple individual NNs, trained from different
initialisations and sometimes on noisy versions of the training data. The variance of the
ensemble’s predictions may be interpreted as its uncertainty. The chief attraction is that the
method scales well to large parameter and data settings, with each individual NN implemented





3xNNs, Trained 3xNNs Pred. Dist. GP Pred. Dist.
Figure 4.1 An ensemble of NNs, starting from different initialisations and trained with the
proposed modification, produce a predictive distribution approximating that of a GP. This
improves with number and width of NNs.
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This chapter proposes, analyses and tests one modification to the usual NN ensembling
process, with the purpose of examining how closely the resulting procedure does align with
Bayesian inference - regularising parameters about values drawn from a distribution which
can be set equal to the prior. Our method falls into a family of methods known as randomised
MAP sampling (RMS) (section 4.1), similar in spirit to Stein variational gradient descent
(Liu and Wang, 2016). We name this procedure anchored ensembling - figure 4.1 provides
an illustration.
This chapter largely draws from the corresponding paper (Pearce et al., 2019a). A workshop
paper further applied anchored ensembling to exploration in RL (Pearce et al., 2018a).
Organisation of the chapter and its contributions are as follows.
1. Our first contributions do not specifically consider NNs; we derive an abstracted version
of RMS in parameter space rather than output space. This abstraction later allows us to
propose RMS for classification tasks for the first time. Under the assumption that the
joint parameter likelihood and prior obey a multivariate normal distribution, we show
that it is always possible to design an RMS procedure to recover the true posterior.
2. This design requires knowing the parameter likelihood covariance a priori, which is
infeasible except in the simplest models. We propose a workaround that results in an
approximation of the posterior. In general this approximation has correct mean but
underestimated variance and overestimated correlation. However, two conditions lead
to an exact recovery: 1) perfectly correlated parameters, 2) parameters whose marginal
likelihood variance is infinite (‘extrapolation parameters’).
3. We proceed by considering the applicability of RMS to NNs. We discuss the ap-
propriateness of assumptions used in the theoretical analysis, and argue that the two
conditions leading to exact recovery of the posterior are partially present in NNs. We
postulate this as the reason that predictive posteriors produced by anchored ensembling
appear very similar to those by exact Bayesian methods in figures 4.4, 4.7, 4.9 & 4.8.
4. The performance of anchored ensembling is assessed experimentally on regression,
image classification, sentiment analysis and RL tasks. It provides an advantage over
standard ensembling procedures, and is competitive with variational methods.
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4.1 Randomised MAP Sampling
Recent work in the Bayesian community, and independently in the RL community, has begun
to explore a novel approach to Bayesian inference. Roughly speaking, it exploits the fact
that adding a regularisation term to a loss function returns a maximum a posteriori (MAP)
parameter estimate. Injecting noise into this loss, either to targets or regularisation term, and
sampling repeatedly (i.e. ensembling), produces a distribution of MAP solutions mimicking
that of the true posterior. This can be an efficient method to sample from high-dimensional
posteriors (Bardsley et al., 2014; Chen and Oliver, 2012; Gu et al., 2007).
Whilst it is possible to specify a noise injection that produces exact inference in linear
regression, there is difficulty in transferring this idea to more complex settings, such as NNs
or classification. Directly applying the noise distribution from linear regression to NNs has
had some empirical success, despite not reproducing the true posterior (Lu and Van Roy,
2017; Osband et al., 2018) (section 4.2.2). A more accurate, though more computationally
demanding solution, is to wrap the optimisation step in an MCMC procedure (Bardsley,
2012; Bardsley et al., 2014).
These works have been proposed under several names including randomise-then-optimise,
randomised prior functions, and ensemble sampling. We refer to this family of procedures as
randomised MAP sampling (RMS).
4.2 RMS Theoretical Results
This section presents several novel results. We first derive a general form of RMS by
analysing the procedure in parameter space, using the simplifying assumption that both
prior and parameter likelihood are multivariate normal distributions. This is an abstraction
compared to previous works. Appendix A.1 contains definitions and proofs in full.
If the parameter likelihood covariance is known a priori, we show how RMS can be designed
to recover the true posterior. In general, this will not be known, and we propose a practical
workaround requiring knowledge only of the prior distribution.
This workaround no longer guarantees exact recovery of the posterior. We derive results
specifying in what ways the estimated RMS posterior is in general biased, including under-
estimated marginal variance, and overestimated correlation coefficient. We discover two












Samples from anchor dist.
θanc
Step 1: Set anchor dist.
as N (µanc,Σanc) from eq.





Step 2: Return fMAP (θanc)
from eq. 4.3 with θanc sampled
from step one.
Original Posterior
Step 3: Repeat steps 1 & 2.
The distribution of fMAP(θanc)
recovers original posterior.
Figure 4.2 Demonstration of (exact) RMS in a 2D parameter space.
The appropriateness of the normal assumption in non-linear models for general data likeli-
hoods will be discussed in section 4.3, when we consider applying this RMS scheme with
workaround to NNs.
4.2.1 Parameter-Space Derivation
Consider multivariate normal prior and parameter likelihood distributions, θ ∼N (µprior,Σprior),
Pθ(D|θ)∝N (θ;µlike,Σlike). (We subsequently drop the θ within the normal distribution to
lighten notation.) We make a distinction between two forms of likelihood: data likelihood,
which is defined on the domain of the target variable (the probability of the data given the
parameters), and parameter likelihood, which is specified in parameter space (the likelihood
of the parameters). (See definition 1.)
From Bayes’ rule the posterior, also normal, is,
N (µpost,Σpost)∝N (µprior,Σprior)N (µlike,Σlike). (4.1)









−1. In RMS we assume availability of a mechanism for returning
θMAP, and are interested in injecting noise into eq. 4.2 so that a distribution of θMAP solutions
are produced, matching the true posterior distribution.
A practical choice of noise source is the mean of the prior, µprior, since a modeller has full
control over this value. Let us replace µprior with some noisy random variable, θanc. This
is the same place as a hyperprior over µprior, though with a subtly different role. Denote
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Accuracy of this procedure hinges on selection of an appropriate distribution for θanc, which
we term the anchor distribution. The distribution that will produce the true posterior can be
found by setting E[fMAP(θanc)] = µpost and Var[fMAP(θanc)] =Σpost.
Theorem 1. In order that, P (fMAP(θanc)) = P (θ|D), the required distribution of θanc is also
multivariate normal, P (θanc) =N (µanc,Σanc), where,




Figure 4.2 provides a demonstration of the RMS algorithm in 2D parameter space.
4.2.2 Comparison to Prior Work
Previous work on RMS (Lu and Van Roy, 2017; Osband et al., 2019) was motivated via









these works added Gaussian noise toµprior, in addition to adding noise to y, either by additive




TX into eq. 4.2.
4.2.3 Practical Workaround: General Case
The previous section showed how to design an RMS procedure that will precisely recover the
true Bayesian posterior. Unfortunately, in eq. 4.5 one must specify the parameter likelihood
covariance in order to set the anchor distribution. For most models, this is infeasible.
A practical workaround is to simply ignore the second term in eq. 4.5 and set Σanc :=Σprior.
Using RMS with this anchor distribution will not generally lead to an exact recovery of the
true posterior, however the resulting distribution can be considered an approximation of it.
Corollary 1.1 derives this RMS approximate posterior in terms of the true posterior.
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Corollary 1.1. Set µanc := µprior and Σanc := Σprior. The RMS approximate posterior is
P (fMAP(θanc)) =N (µpost,ΣpostΣ−1priorΣpost).
Proof sketch. This follows similar working to theorem 1, but instead of enforcing E[fMAP(θanc)] =
µpost,Var[fMAP(θanc)] = Σpost and solving for µanc,Σanc, we now enforce µanc := µprior,
Σanc :=Σprior and solve for E[fMAP(θanc)],Var[fMAP(θanc)].
This corollary shows that the means of the two distributions are aligned, although the
covariances are not. Next we state several results quantifying how the RMS approximate
posterior covariance differs compared to the true posterior covariance. All results assume
multivariate normal prior and parameter likelihood. They can be observed in figure 4.3 (A).
Lemma 1.1. When µanc := µprior, Σanc :=Σprior the RMS approximate posterior will in gen-
eral underestimate the marginal variance compared to the true posterior, Var[fMAP(θanc)]<
Var[θ|D].
Proof sketch. ΣpostΣ−1priorΣpost can be rearranged as Σpost −ΣpostΣ−1likeΣpost. The second




Lemma 1.2. Additionally assume the prior is isotropic. When µanc := µprior, Σanc :=Σprior
the eigenvectors (or ‘orientation’) of the RMS approximate posterior equal those of the true
posterior.




post. Squaring a matrix only modifies eigenvalues
not eigenvectors. As does multiplying by a constant.
Theorem 2. Additionally assume the prior is isotropic. For a two parameter model, when
µanc := µprior,Σanc := Σprior, the RMS approximate posterior will in general overestimate
the magnitude of the true posterior parameter correlation coefficient, |ρ|. If |ρ|= 1, then it
will recover it precisely.
Proof sketch. We compute the individual entries resulting from the required 2× 2 matrix
multiplications.
We were unable to generalise theorem 2 beyond a two parameter model, but numerical
examples (appendix A.3) suggest that it holds for higher dimensionality.
4.3 RMS for Neural Networks 73
4.2.4 Practical Workaround: Special Cases
Having described the covariance bias that in general will be present in the RMS approximate
posterior, we now give two special conditions under which there is no bias, and the true
posterior is exactly recovered. Illustrations of these cases are shown in figure 4.3 (B, C).
Theorem 3. For extrapolation parameters (def. 2 - parameters which do not affect data
likelihood but may affect new predictions) of a model, setting µanc := µprior, Σanc :=Σprior,
means the marginal RMS approximate posterior equals that of the marginal true posterior.
Proof sketch. We show that the required matrix multiplications,ΣpostΣ−1priorΣpost, do not affect
rows corresponding to extrapolation parameters. Note these parameters remain at their prior.
Theorem 4. Set µanc := µprior,Σanc :=Σprior. The RMS approximate posterior will exactly
equal the true posterior, Σpost, when all eigenvalues of a scaled version of Σpost (scaled such
that the prior equals the identity matrix) are equal to either 0 or 1. This corresponds to
posteriors that are a mixture of perfectly correlated and perfectly uncorrelated parameters.





prior , results in a slightly simpler equation to find a solution to, Σ
′
post =
Σ′2post. Results for idempotent matrices tell us that if Σ
′
post is singular with all eigenvalues
equal to 0 or 1, this will be a solution.
To provide intuition behind theorem 4 consider a two parameter model. If parameters are
perfectly correlated, the effect on the data likelihood of an increase in the first can be exactly
compensated for by a change in the second. If the region over which this applies is large
relative to the prior, the likelihood is a line of negligible width. This leads to a posterior of
negligible width spanning the prior. Figure 4.3 [B] illustrates this. Examples in appendix A.3
show what combinations of parameters this holds for.
This section’s proofs show that if these two conditions exist, RMS makes a precise recovery.
In practice, one would expect to see an increasingly accurate RMS approximation as these
conditions are approached.
4.3 RMS for Neural Networks
We now apply RMS with practical workaround to NNs. We will refer to this as ‘anchored
ensembling’.
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First, we define the NN loss function to be optimised that corresponds to RMS. We then
discuss the validity of the RMS procedure in the context of NNs, given the assumptions
made. Finally we consider some matters arising in implementation of the scheme. Algorithm
1 details the full procedure.
4.3.1 Loss Function
Consider a NN containing parameters, θ, making predictions, ŷ, with H hidden nodes and
N data points. If the prior is given by P (θ) =N (µprior,Σprior), maximising the following
returns MAP parameter estimates. (See appendix A.2 for the standard derivation.)
θMAP = argmaxθ log(PD(D|θ))−
1
2
∥Σ−1/2prior · (θ−µprior)∥22 (4.7)
Some readers may be more familiar with the form when µprior = 0, and there is a single
regularisation constant, λ, equal for all layers.















































True post. RMS approx post. MFVI post.
Figure 4.3 Examples of the RMS approximate posterior when µanc := µprior,Σanc :=Σprior.
MFVI also shown.
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Figure 4.4 Predictive distributions produced by various inference methods (columns) with
varying activation functions (rows) in single hidden layer NNs on a toy regression task.
Eq. 4.8 is standard L2 regularisation, however, in order to apply RMS, we need the more
flexible form in eq. 4.7. We then replace µprior with some random variable θanc. To use the
practical form of RMS, we will draw θanc ∼N (µprior,Σprior).
Conveniently, no parametric form of data likelihood has yet been specified. For a regression








||Γ1/2 · (θj −θanc,j)||22. (4.9)
We have defined a diagonal regularisation matrix, Γ, where the ith diagonal element is




. Note a subscript has been introduced, j ∈ {1...M}, with the view of an ensemble
of M NNs, each with a distinct draw of θanc.









yn,c log ŷn,c,j +
1
N
||Γ1/2 · (θj −θanc,j)||22, (4.10)
where yc is the label for class c ∈ {1...C}. Here, diag(Γ)i = 1/2σ2priori .
4.3.2 Validity of RMS in NNs
Theory derived to motivate and analyse RMS assumed a simplified setting of multivariate
normal parameter likelihoods. This section discusses this assumption, then considers the




Earlier proofs assumed parameter likelihoods follow a multivariate normal distribution. We
provide two justifications for using this assumption in NNs.
1) Other approximate Bayesian methods incorporate similar assumptions into their method-
ologies. MFVI commonly fits a factorised normal distribution to the posterior. The Laplace
approximation fits a multivariate normal distribution to the mode of a MAP solution.
2) In figure 4.5 we visualise conditional parameter likelihoods for actual NNs trained on
regression and classification tasks. After training, a parameter is randomly selected, and all
others are frozen. The chosen parameter is varied over a small range and the data likelihood
calculated at each point. Hence conditional distributions may be plotted. The plots suggest
that thinking of local modes as approximately normally distributed is not unreasonable for
the purpose of analysis.
This justifies modelling a single mode of the parameter likelihood as multivariate normal.
However, the parameter space of a NN is likely to contain many such modes, with each
member of an anchored ensemble ending up at a different one. We believe that many of these
modes would be exchangeable, for example arising from parameter symmetries. In this case
we believe that MAP solutions would also be exchangeable.
Empirically we did not observe this multimodality being problematic - plots such as figure
4.8 show predictive posteriors with low bias compared to the true posterior.
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Classification: MNIST
Figure 4.5 Empirical plots of conditional likelihoods for 4 randomly sampled parameters in
two-layer NNs.
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Presence of Special Cases
Setting the anchor distribution equal to the prior leads to an RMS approximate posterior that,
in general, has underestimated variance and overestimated correlation.
Figures 4.4, 4.7 & 4.8 show predictive distributions for anchored ensembles that very closely
approximate the true Bayesian predictive posterior, with little sign of bias. This demands
an answer to why, rather than if, anchored ensembling performs such accurate inference in
these examples. We believe the reason is the presence of the two special conditions that can
lead to exact recovery.
It should be straightforward to see that extrapolation parameters (definition 2) exist in the
figures. Many hidden nodes will be dead across the range which contains data. Their
corresponding final layer weight then has no effect on the data likelihood, but they do affect
predictions outside of the training data.
It is more difficult to see that perfect correlations also exist, and we provide a numerical
example illustrating this shortly. Essentially it relies on two hidden nodes becoming live
in between the same two data points. The associated final layer weights are then perfectly
correlated. Whether these special conditions exist beyond fully-connected NNs is something
tested indirectly in later experiments with CNNs.
One obvious way to further encourage these conditions is to increase the width of the NN,
creating more parameters and an increasing probability of strong correlations. See also a
study of multicollinearity in NNs (Cheng et al., 2018) [7.1].
Example of Perfectly Correlated Parameters
Here, we provide a concrete example of perfectly correlated parameters in a NN, and
show that anchored ensembling does recover the true posterior for these parameters when
Σanc =Σprior.
We consider finding the posterior of final layer weights in a small single layer ReLU NN of
two hidden nodes for a regression problem with two data points. (Choosing the final layer
weights for our analysis allows analytical equations associated with linear regression to be
used, simplifying our analysis, though these results would also apply to the first layer weights
and biases.)
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We design the problem such that the point where both hidden nodes become greater than
zero (the elbow points of ReLU units) falls in between the two data points, and the active
half of the output is also shared, so that the final layer weights are perfectly correlated.
Figure 4.6 illustrates our set up. Data points and NN parameters are as follows,
D = {x1 =−5,y1 = 0;x2 = 5,y2 = 0}, σ2ϵ = 0.01,
W1 = [−0.8,−0.4],b1 = [−1,0.1], ŷ =WT2 max(xW1+b1,0)










































Figure 4.6 Left: Single layer NN of two hidden nodes. Middle: Draws in parameter space
for prior (red), analytical posterior (blue) and anchored posterior (green). Right: Posterior
predictive distribution - dashed red lines are elbows of ReLU units.
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Toy Regression Task
A. 10x Unconstrained NNs B. 10x Regularised NNs C. 10x Anchored NNs D. Ground Truth
Toy Classification Task
Figure 4.7 Comparison of NN ensemble loss choices.
The anchored ensembling posterior, ΣpostΣ−1priorΣpost, provides a close approximation of
the true posterior covariance (and would be exact discounting numerical issues). Note the
similarity of the posterior in figure 4.6 (middle) with the perfect correlations example shown
in figure 4.3 (B).
4.3.3 Implementation Practicalities
This section considers some decisions faced during implementation. Algorithm 1 details the
full anchored ensembling procedure.
How many NNs to use in an RMS ensemble? A large number of samples (and therefore NNs)
would be required to fully capture the posterior parameter distributions. By contrast, if one
thinks of each NN as an iid sample from a posterior predictive distribution, a much smaller
number are required, given output dimensionality is typically small. Note this is unaffected
by input dimension. Our experiments in section 4.4 used 5-10 NNs per ensemble, delivering
good performance on tasks ranging from 1-10 outputs. See also figure 4.8. This results in
anchored ensembles scaling by O(MN).
Should the NNs be initialised at anchor points? It is convenient to draw parameter initiali-
sations from the anchor distribution, and regularise directly around these initialised values,
however, we found decoupling initialisations from anchor points benefited experiments.
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4.4 Experiments
This section shares high-level findings from experiments. Further details and hyperparameter
settings are given in appendix A.5. Code is available online (github/TeaPearce). Also see our
interactive demo (teapearce.github.io).
4.4.1 Qualitative Tests
We first examine anchored ensembles on toy problems to gain intuition about its behaviour
compared to popular approximate inference and ensembling methods.
Figure 4.4 compares popular Bayesian inference methods in single-layer NNs (100 hidden
nodes) for ReLU and sigmoidal non-linearities. GP and HMC produce ‘gold standard’
Bayesian inference, and we judge the remaining methods, which are scalable approximations,
to them. Both MFVI (with a factorised normal distribution) and MC dropout do a poor job
of capturing interpolated uncertainty. This is a symptom of the posterior approximation
ignoring parameter correlations - see also figure 4.3 which shows MFVI failing to capture
correlations in the posterior. This was explored in Foong et al. (2019).
Figure 4.7 contrasts anchored ensembles trained on eq. 4.9 & 4.10, with NN ensembles
using standard loss functions, either with no regularisation term (‘unconstrained’, Γ = 0), or
regularised around zero (‘regularised’, θanc,j =0). Regularised produces poor results since
it encourages all NNs to the same single solution and diversity is reduced – note that the
randomisation of initialisation and optimiser does not help in this toy example. Unconstrained
(most similar to deep ensembles) is also inappropriate - although it produces diversity, no
notion of prior is maintained and it overfits the data.
Figure 4.8 shows the predictive distribution improving with number of NNs compared to a
ReLU GP, however it appears a small residual difference remains. Single-layer NNs were
used with 100 hidden nodes.
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Figure 4.9 Difference in predictive distributions of an anchored ensemble and a ReLU GP as
a function of width and number of NNs. Mean ±1 standard error.
4.4.2 Convergence Behaviour
To assess how precisely anchored ensembling performs Bayesian inference on a real dataset,
we compared its predictive distribution with that of an exact method (ReLU GP) on the
Boston housing dataset. KL divergence between the predictive distribution of the ensemble
and GP was measured - zero represents identical distributions. Both models used 50% of the
data for training and the other 50% for testing. Results were averaged over 10 runs, randomly
shuffling the test/train split for each run. The data noise variance was fixed for both models,
σ2ϵ = 0.1. Data preprocessing was done similarly to the UCI regression protocol.
Figure 4.9 quantifies the difference when varying both the width of the NN, and number of
NNs in the ensemble. The ‘ideal’ line shows the metric when posterior samples from the
GP itself, rather than anchored NNs, were used. KL divergence between the two predictive
distributions decreases as both NN width and number of NNs is increased. A small amount
of residual difference remains even for 40xNNs of 1,024 nodes.
4.4.3 UCI Regression Benchmarks
In order to compare anchored ensembles against popular approximate inference methods, we
used a standard BNN benchmark. This assesses uncertainty quality for UCI regression tasks
on data drawn from the same distribution as the training data (Hernández-Lobato and Adams,
2015). We also implemented the ReLU GP to assess the performance limit on these datasets.
The goal of the benchmark is to minimise negative log likelihood (NLL) and RMSE for each
dataset. Models are trained on 90% of data, with RMSE and NLL recorded on the remaining
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Table 4.1 NLL regression benchmark results. See appendix A.4 for RMSE (table A.1) and
variants of our method. Mean ±1 standard error.
Deep Ens. Anch. Ens. ReLU GP1
σ̂2ϵ State-Of-Art Our Method Gold Standard
High Epistemic Uncertainty
Energy 1e-7 1.38 ± 0.22 0.96 ± 0.13 0.86 ± 0.02
Naval 1e-7 -5.63 ± 0.05 -7.17 ± 0.03 -10.05 ± 0.02
Yacht 1e-7 1.18 ± 0.21 0.37 ± 0.08 0.49 ± 0.07
Equal Epistemic & Aleatoric Uncertainty
Kin8nm 0.02 -1.20 ± 0.02 -1.09 ± 0.01 -1.22 ± 0.01
Power 0.05 2.79 ± 0.04 2.83 ± 0.01 2.80 ± 0.01
Concrete 0.05 3.06 ± 0.18 2.97 ± 0.02 2.96 ± 0.02
Boston 0.08 2.41 ± 0.25 2.52 ± 0.05 2.45 ± 0.05
High Aleatoric Uncertainty
Protein 0.5 2.83 ± 0.02 2.89 ± 0.01 *2.88 ± 0.00
Wine 0.5 0.94 ± 0.12 0.95 ± 0.01 0.92 ± 0.01
Song 0.7 3.35 ± NA 3.60 ± NA **3.62 ± NA
1 For comparison only (not a scalable method). * Trained on 10,000 rows of data. ** Trained on 20,000 rows of data, tested on 5,000 data points.
10%. Experiments are repeated 20 times with random test/train splits, using single-layer NNs
of 50 hidden nodes. The larger datasets, Protein and Song, allow 100 hidden nodes, and are
repeated only five and one time respectively.
The full hyperparameter tuning process is given in the appendix. Briefly, a single split
train/validation split of 80%/20% was used. We used a grid search for both prior variance
and data noise. The anchored ensembles were implemented as homoskedastic, i.e. with a
single output per NN.
Table 4.1 lists our results. We include results reported for Deep Ensembles (Lakshmi-
narayanan et al., 2017), which is considered the state-of-the-art ensemble method. Not that
their implementation used two outputs per NN allowing heteroskedastic noise to be mod-
elled. Appendix A.4 provides a full comparison with other approximate Bayesian methods
including Probabilistic Backpropagation, MC Dropout, and Stochastic Gradient HMC.
Ordering results according to the level of estimated data noise, σ̂2ϵ , shows a clear pattern
- anchored ensembles perform best in datasets with low data noise, surpassing both Deep
Ensembles and many approximate inference methods listed in appendix A.4. This may be
due to an increased importance of interpolation uncertainty when data noise is low, which
anchored ensembles models well. On other datasets, the method is also competitive (the Deep
Ensemble implementation used additional complexity to capture heteroskedastic uncertainty
and has an advantage on higher data noise datasets).
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Algorithm 1 Implementing anchored ensembles of NNs
Input: Training data, X & Y, test data point, x∗, prior mean and covariance, µprior, Σprior,
ensemble size, M , data noise variance estimate, σ̂2ϵ (regression only).
Output: Estimate of mean and variance, ŷ, σ̂2y for regression, or class probabilities, ŷ for
classification.
# Set regularisation matrix
Γ ⇐ σ̂2ϵΣ−1prior (regression) OR Γ ⇐ 12Σ−1prior (classification)
# Create ensemble
µanc ⇐ µprior,Σanc ⇐Σprior
for j = 1 to M
θanc,j ∼N (µanc,Σanc) # Sample anchor points
NNj .create(Γ,θanc,j) # Create custom regulariser
NNj .initialise() # Initialisations independent of θanc,j
# Train ensemble
for j = 1 to M
NNj .train(X,Y), loss in eq. 4.9 (regression) or eq. 4.10 (classification) or eq. 4.7
(custom)
# Predict with ensemble
for j = 1 to M
ŷj ⇐NNj .predict(x∗)
# Regression - combine ensemble estimates
ŷ = 1M
∑M










ϵ # Total var. = epistemic + data noise
# Classification - combine ensemble estimates
ŷ = 1M
∑M
j=1 ŷj , # Average softmax output




We now test on classification tasks, for out-of-distribution (OOD) data, with complex NN
architectures, and compare against other ensemble methods.
An uncertainty-aware NN should make predictions of decreasing confidence as it is asked to
predict on data further from the distribution seen during training. To test this, we report the
proportion of high confidence predictions (defined as a softmax output class being ≥ 90%)
made by various ensemble systems - unconstrained (similar to deep ensembles), regularised,
and our proposed anchored scheme (as in section 4.4.1). We consider unconstrained and
regularised to be baselines we are comparing the anchored method with.
We trained on three different datasets, using a NN architecture appropriate to each: 1) Fashion
MNIST image classification; 3 fully-connected layers of 100 hidden nodes. 2) IMDb movie
review sentiment classification; embedding (20 dimensions) + 1D convolution (50 filters, ker-
nel size of 3) + fully-connected layer (200 hidden nodes). 3) CIFAR-10 image classification;
convolutional NN (CNN) similar to VGG-13 (9 million parameters, 64-64-maxpool-128-128-
maxpool-256-256-256-maxpool-512-512-512-maxpool-flatten-2048-softmax). Experiments
were repeated five times for Fashion MNIST and IMDb, and three times for CIFAR-10.
Note our accuracies remain below that of state-of-the-art since we do not use tricks such as
data augmentation and batch normalisation.
The confidence of predictions on novel data categories not seen during training was assessed.
Table 4.2 shows example OOD inputs shown to the NNs. Edge refers to two classes held
out during training (for CIFAR ships, dogs; for Fashion MNIST trousers, sneakers). Further
details are deferred to the appendix.
The three tables show similar patterns. Whilst all methods predict with similar confidence
on the training data, confidence differs greatly for other data categories, with anchored
ensembles generally producing the most conservative predictions. This gap increases for
data drawn further from the training distribution. Note that it should not be expected that a
perfect method score zero on all OOD data categories - e.g. sneakers can look forgivably
like boots. Encouragingly, we observe similar (though less extreme) behaviour to that in the
toy examples of figure 4.7.
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Table 4.2 Proportion of predictions that were high confidence on out-of-distribution data, e.g.
a single regularised VGG-13 CNN trained on CIFAR-10 made high confidence predictions
54% of the time when asked to predict on MNIST. Mean over five runs (three for CIFAR).
‘Reg.’ refers to standard L2 regularisation, ‘Uncons.’ refers to no regularisation, ‘Anch.’
refers to the proposed anchored regularisation, ‘nxNNs’ refers to an ensemble of n NNs.
CIFAR-10 Image Classification, CNN
Train — Edge — Fashion MNIST Scramble Invert Noise
– Accuracy – – Train – Edge Fashion MNIST Scramble Invert Noise
6 layer CNN, 0.3 mil params
1xNNs Reg. 80.1% 0.502 0.196 0.388 0.506 0.228 0.121 0.853
5xNNs Uncons. 81.7% 0.563 0.159 0.239 0.105 0.096 0.071 0.307
5xNNs Reg. 81.9% 0.461 0.176 0.326 0.303 0.179 0.084 0.223
5xNNs Anch. 81.8% 0.442 0.132 0.192 0.138 0.062 0.059 0.182
10xNNs Anch. 82.6% 0.43 0.103 0.194 0.115 0.049 0.046 0.082
VGG-13 CNN, 8.7 mil params
1xNNs Reg. 81.6% 0.671 0.466 0.440 0.540 0.459 0.324 0.948
5xNNs Uncons. 85.0% 0.607 0.330 0.208 0.275 0.175 0.209 0.380
5xNNs Reg. 86.1% 0.594 0.296 0.219 0.188 0.106 0.153 0.598
5xNNs Anch. 85.6% 0.567 0.258 0.184 0.149 0.134 0.136 0.118
10xNNs Anch. 86.0% 0.549 0.256 0.119 0.145 0.122 0.124 0.161
IMDb Text Sentiment Classification, Embedding+CNN
Train: “this movie is the best horror movie bar none i love how stanley just . . . ”
Reuters: “said it has started talks on the possible ... of the company with various...”
Rand. 1: “member member member member . . . “
Rand. 2: “twists mentally superb finest will dinosaur variety models stands knew“
Rand. 3: “computers towers bondage braveheart threatened rear triangle“
– Accuracy – – Train – – Reuters – Rand. 1 Rand. 2 Rand. 3
1xNNs Reg. 85.3% 0.637 0.119 0.153 0.211 0.326
5xNNs Uncons. 89.1% 0.670 0.102 0.141 0.100 0.075
5xNNs Reg. 87.1% 0.612 0.051 0.091 0.076 0.055
5xNNs Anch. 87.7% 0.603 0.049 0.075 0.061 0.009
Fashion MNIST Image Classification, Fully-Connected NN
Train Edge CIFAR MNIST Distort Noise
Accuracy – Train – Edge CIFAR MNIST Distort Noise
1xNN Reg. 86.8 % 0.660 0.584 0.143 0.160 0.429 0.364
5xNNs Uncons. 89.0 % 0.733 0.581 0.301 0.104 0.364 0.045
5xNNs Reg. 87.8 % 0.634 0.429 0.115 0.072 0.342 0.143
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Figure 4.10 Anchored ensembling creates uncertainty-aware agents.
To test our method in a complex RL environment, an anchored ensemble (5xNNs, two hidden
layers, 50 hidden nodes), was trained to complete a discretised version of FetchPush - an
agent controls a robotic arm, with rewards received when a randomly placed cube (black) is
pushed to a goal (red).
We used Bayesian Q-learning (Dearden et al., 1998), similar to regular Q-learning, but with
Q-values modelled as distributions rather than point estimates - the wider the distribution,
the less certain the agent. This is beneficial both to drive the exploration/exploitation process
via Thompson sampling, and for identifying OOD examples.
Figure 4.10 shows the agent’s awareness of its uncertainty. After training for 40,000 episodes,
its confidence over actions was plotted for three scenarios. In each case, the individual NN
estimates are represented with five dots, with the ensemble’s prediction modelled as a
Gaussian distribution. Scenario A) Cube and goal are in positions often encountered during
training, the agent has learnt that it must move the arm left - the narrow distributions with
significantly different means reflect its confidence in this. B) The goal has already been
achieved - narrow overlapping distributions with higher means. C) A peculiar goal position
that has never been encountered - the broad distributions over all actions reflect its high
uncertainty.
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Figure 4.11 Anchored ensembling creates robust MBRL agents in noisy environments. Mean
and standard error over five runs.
Model-Based RL in Noisy Environments
We tested the benefit of using an anchored ensemble in noisy RL environments. We modified
the classic cartpole swingup environment such that different levels of stochastic noise could
be added to the future state; consider a state action pair given by, s,a, and a noisy state, s̄
such that P (s̄t+1|at, st) =N (st+1,σ2ϵ ).
The value of σ2ϵ was given three settings: low, medium and high, σ
2
ϵ ∈ {0.001,0.002,0.005}.
The task was learnt using a model-based RL approach similar to the heteroskedastic en-
sembles used by Chua et al. (2018). Fully-connected three-layer NNs learnt to predict the
dynamics of the environment given some state and action. Planning was performed using the
cross-entropy method, rolling out for a horizon of 25 steps, with 10 particles.
Figure 4.11 (A, B, C) shows learning curves for the three noise levels. All ensemble
techniques perform similarly in the low noise setting. As noise is increased the overall
performance of all methods drops. Anchored ensembles are most resiliant, followed by
the unconstrained ensemble. In panel D, we compared against an unconstrained ensemble
employing early stopping - this corresponds to the proposal that applying early stopping to
an ensemble can produce approximate inference (Duvenaud et al., 2016). Whilst careful
tuning did offer some improvement over the default setting, a performance gap to anchored
ensembling remained.
4.5 Related Work
Section 2.4.3 provided a broad overview of methods for doing inference in BNNs. Here
we provide a focused summary of work in ensembling, particularly applied to NNs for the
purpose of uncertainty quantification.
Ensembling has most often been proposed as a method to improve accuracy over individual
prediction models (Dietterich, 2000) (as opposed to for uncertainty quantification). Ensemble
theory shows that if models are accurate individually, as well as diverse from one other,
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combining their predictions can lead to improved performance. Multiple proposals exist
for how diversity can be achieved, such as manipulating training data for each model or
randomising the learning algorithm. Breiman (1996) provides further analysis relating to
model instability (how sensitive model predictions are to a change in training data).
Ensembling was applied to NNs to improve accuracy as early as 1990 (Hansen and Salamon,
1990). The justification being that each time a NN is optimised it finds a different minimum,
which leads to a different way of generalising. The ensemble effectively averages across
several plausible generalisation hypotheses. Two papers from 1996 proposed using ensembles
of NNs to estimate uncertainty (Heskes, 1996; Tibshirani, 1996). These were both motivated
by theory of the, then recently proposed, boostrap, with each NN trained on a different
version of the dataset (sampled with replacement from the full training set).
Key to an ensemble’s success is diversity between models. Two further early works proposed
a method to explicitly encourage diversity between individual NNs, called ‘negative correla-
tion learning’ (Brown, 2004; Liu and Yao, 1999), which optimises a loss augmented with
a repulsive component, without requiring bootstrapping. This was explored only from the
perspective of improving accuracy.
Interest in the area subsequently waned, and was only rekindled following the success of
deep learning in the 2010’s. Modern works revisited several of these early ideas. Deep
ensembles (Lakshminarayanan et al., 2017), perhaps the most important modern work in
this area, showed empirically that ensembling works well for uncertainty quantification for
modern NN architectures and large datasets. The essence of the idea was similar to Heskes
(1996), who combined ensembling with the output of mean and variance estimates, itself
from Nix & Weigend (1994).
One notable difference was that deep ensembles removed the bootstrapping portion of the
scheme which they found empirically harmed performance, finding randomising parameter
initialisations was itself sufficient. This was also reported in a comprehensive empirical
study of ensembles (Lee et al., 2015). This is interesting since bootstrapping was the original
justification for using ensembling for uncertainty estimation (Heskes, 1996; Tibshirani, 1996)
and some researchers continue to support bootstrapping as an integral part of the scheme
(Osband et al., 2016, 2019; Osband and Van Roy, 2015). Theoretical explanations for the
negative effect of bootstrapping remain something of an open question (Fort et al., 2019).
A further open question is whether the entire NN needs to be ensembled. Several works
have proposed all models share a common set of early layers, with mutliple heads splitting
off later in the NN (Lee et al., 2015; Osband et al., 2016). Justification is largely driven by
empirical results.
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Ensembles are generally presented as a non-Bayesian alternative to BNNs, which is the
dominant approach to uncertainty in deep NNs. The absence of connection to Bayesian
methodology has drawn critics and inhibited uptake - e.g. Gal (2016) [p. 27] - with ensembles
viewed as a heuristic ad-hoc method. However, empirical results often favour ensembles of
NNs over BNNs (Gustafsson et al., 2019; Lakshminarayanan et al., 2017; Osband et al., 2016;
Tibshirani, 1996), and several works have studied similarities between the ensembles and
BNNs. Duvenaud et al. (2016) interpreted training via maximum likelihood from random
initialisations, with early stopping, as approximate inference. Fort et al. (2019) suggested that
ensembles return point estimates of various modes of the posterior, which is arguably a more
effective posterior approximation than modelling a single mode, as variational methods aim
to do. Wilson & Izmailov (2020) also argued that ensembles do Bayesian model averaging,
and proposed using ensembling to find multiple modes, and then fitting a posterior to each
mode separately. Finally, the neural tangent kernel (Jacot et al., 2018) suggests dynamics of
SGD in wide NNs produce individual NNs sampled from a specific posterior distribution.
One further work related to our proposal is Stein variational gradient descent (Liu and Wang,
2016); a Bayesian inference algorithm that employs gradient descent with a specific update
rule. It was shown to minimise the KL divergence between a distribution represented by a
set of M ‘particles’ and the true posterior. There are similarities with our RMS procedure; 1)
particles are synonymous with ensembles, 2) both therefore consider an empirical distribution
that may be optimised by gradient descent, 3) the update rule is similar to the loss we propose
in eq. 4.7, a sum of the log likelihood and a randomised term (although their log likelihood
is weighted). Studying deeper links between the two methods is an interesting avenue for
future work.
4.6 Discussion & Conclusion
This chapter connected ensembling - a practical, scalable method for uncertainty quantifica-
tion - to approximate Bayesian inference, by proposing, analysing, and testing a modification
to the usual NN ensembling process; regularising parameters around values drawn from a
prior distribution.
Under simplifying assumptions, we derived an abstracted form of RMS motivating this. We
analysed a practical RMS variant to understand the bias of its approximate posterior. Two
special conditions were shown to lead to recovery of the true posterior: perfectly correlated
parameters and extrapolation parameters. We discussed the validity of applying RMS to NNs,
arguing that these two special conditions are partially present in NNs, and that assumptions
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used for analysis weren’t unreasonable. Quantitatively analysing these arguments is an
important avenue for future work.
Experiments evidenced success regarding the two goals of this thesis; to create robust
and practical techniques for quantifying uncertainty in NNs. On regression benchmarking
experiments, state-of-the-art performance was achieved on 3/10 datasets - outperforming
alternative ensemble methods and competitive with popular approximate inference methods
(table A.3). On image and text classification tasks, anchored ensembles were shown to be
more robust to OOD examples than alternative ensemble methods. Its value was further
demonstrated on two RL tasks; one in a noisy environment, and one complex robotics
problem. Experiments were particularly effective for fully-connected NNs, and there is room
for further investigation into why this is the case.
The review in section 4.5 broadly summarised work at the intersection of ensembling and
NNs. It’s interesting to observe that there has been a departure from theoretically motivated
techniques, to those more empirically motivated. Early work focused on developing general
ensembling theory, e.g. (Breiman, 1996; Dietterich, 2000), and it was from this angle that
ensembling was first applied to NNs (Heskes, 1996; Tibshirani, 1996). More recent work
tends to optimise empirical results, e.g. (Lakshminarayanan et al., 2017; Lee et al., 2015),
with qualitative explanations offered for why certain elements work or don’t.
This reflects trends in deep learning more broadly, where traditional statistical theory doesn’t
always apply. However, there are several recent examples where theory has successfully
been adapted or created to better answer open questions about deep NNs, e.g. (Belkin et al.,
2019; Dziugaite and Roy, 2017). From this, one may conclude that the time is right to revisit
ensemble theory with today’s deep NNs in mind.
Chapter 5
High-Quality Prediction Intervals
TLDR: How to train NNs to directly output prediction intervals.
Key background sections 2.1, 2.2, 2.3.
The previous two chapters explored solutions to challenges arising when applying the
Bayesian framework to NNs. Bayesian NNs are just one approach to quantifying uncertainty
with NNs, and section 2.3 introduced a variety of alternatives. These sidestep some of the
challenges encountered in BNNs.
This chapter presents a new non-Bayesian method, drawn from our paper (Pearce et al.,
2018b). Specifically it considers generation of prediction intervals (PIs) from NNs for
quantifying uncertainty in regression tasks. PI output is framed as an optimisation objective;
it assumes the axiom that high-quality PIs should be as narrow as possible, whilst capturing
a specified portion of data. A loss function is derived directly from this axiom that requires
no distributional assumption. We show how its form corresponds to a maximum likelihood
approach, and that it can be used with gradient descent.
The contributions primarily target quantification of aleatoric uncertainty, but by combining
with basic ensembling techniques, epistemic uncertainty is also accounted for. Benchmark
experiments show the method outperforms current state-of-the-art uncertainty quantification
methods, reducing average PI width by over 10%.
Heuristically motivated methods may provide less guarantee over the robustness of the
uncertainty estimates, and the chapter closes by investigating a potential failure mode of the
method.
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5.1 Contributions
Our method considers a NN with two outputs, representing a lower and upper bound of a PI,
and formulates PI output as a constrained optimisation problem. We assume the axiom that
high-quality PIs should be as narrow as possible, whilst capturing some specified proportion
of data points (hereafter referred to as the HQ principle). Indeed it is through these metrics
that PI quality is often assessed (Galván et al., 2017; Khosravi et al., 2011a; Papadopoulos
et al., 2000). We show how a loss function can be derived directly from this HQ principle. In
an ensemble it can produce PIs accounting for both model (epistemic) uncertainty and data
noise (aleatoric) variance. The key advantages of the method are its intuitive objective, low
computational demand, robustness to outliers, and lack of distributional assumption.
Notably we build on the work of Khosravi et al. (2011b) who developed the Lower Upper
Bound Estimation (LUBE) method, incorporating the HQ principle directly into the NN loss
function for the first time. LUBE is gaining popularity in several communities, for example in
the forecasting of energy demand and wind speed (section 5.7). However, we have identified
several limitations of LUBE.
• Gradient Descent - It was stated that the method was incompatible with gradient
descent (GD), a belief carried forward, unchallenged, in all subsequent work (section
5.7). Implementations therefore require non-gradient based methods for training,
such as Simulated Annealing (SA) and Particle Swarm Optimisation (PSO). This is
inconvenient since GD has become the standard training method for NNs (Goodfellow
et al., 2016), used by all modern NN APIs.
• Loss Form - Its current form suffers from several problems. The function is at a global
minimum when all PIs are reduced to zero. It was also designed through qualitative
assessment of the desired behaviour rather than on a statistical basis.
• Model Uncertainty - LUBE accounts only for data-noise variance and not model
uncertainty (section 5.2). This is an oversimplification (Heskes, 1996), implicitly
assuming that training data fully populates the input space, which is seldom the case.
Our model addresses each of these issues - henceforth referred to as the quality-driven PI
method (QD), and QD-Ens when explicitly referring to the ensembled form.
We link early literature on PIs for NNs (Heskes, 1996; Khosravi et al., 2011b; Papadopoulos
et al., 2000; Tibshirani, 1996), with recent work on uncertainty in deep learning (Gal
and Ghahramani, 2015; Hernández-Lobato and Adams, 2015; Lakshminarayanan et al.,
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2017) - areas which have remained surprisingly distinct. We achieve this by following the
same experimental procedure of recent work, assessing performance across ten benchmark
regression datasets. We compare QD’s performance with the current best performing model,
originally named Deep Ensembles (Lakshminarayanan et al., 2017), here referred to as
MVE-Ens. We show that QD outperforms in PI quality metrics, achieving closer to the
desired coverage proportion, and reducing average PI width by around 10%.
5.2 Prediction Intervals
PIs directly communicate uncertainty, offering a lower and upper bound for a prediction and
assurance that, with some high probability (e.g. 95% or 99%), the realised data point will
fall between these bounds. Having this information allows for better-informed decisions.
As an example, a point estimate stating that a machine will fail in 60 days may not be
sufficient to schedule a repair (does the repair need to be made tomorrow or can it be left for
59 days?), however given a PI of 45-65 days with 99% probability, timing of a repair is more
easily scheduled.
Section 2.1.1 introduced uncertainty in the context of regression problems. To briefly recap,
we assume a model with additive noise, ϵ, of the form,
y = f(x)+ ϵ. (5.1)
Generally NNs trained on regression tasks produce an estimate f̂(x), corresponding to
prediction of point estimates of the mean of y (ϵ is assumed to have mean zero). The






with σ2model termed model uncertainty or epistemic uncertainty - uncertainty in f̂(x) - and
σ2noise irreducible variance, data noise variance, or aleatoric uncertainty.
It is worth here distinguishing confidence intervals (CIs) from PIs. CIs consider the dis-
tribution P (f(x)|f̂(x)), and hence only require estimation of σ2model, whilst PIs consider
P (y|f̂(x)) and must also consider σ2noise. PIs are necessarily wider than CIs (Heskes, 1996).
To construct PIs, σ2y must be estimated at each prediction point. In regions of the input space
with more data, σ2model decreases, and σ
2
noise may become the larger component. In regions
of the input space with little data, σ2model grows.
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5.3 A Quality-Driven, Distribution-Free Loss Function
5.3.1 Derivation
We now derive a loss function based on the HQ principle. Let the set of input covariates
and target observations be X and y, for n data points, and with xi ∈ RD denoting the ith
D dimensional input corresponding to yi, for 1≤ i≤ n. The predicted lower and upper PI
bounds are ŷL, ŷU. A PI should capture some desired proportion of the observations, (1−α),
common choices of α being 0.01 or 0.05,
P (ŷLi ≤ yi ≤ ŷUi)≥ (1−α). (5.3)
A vector, k, of length n represents whether each data point has been captured by the estimated
PIs, with each element ki ∈ {0,1} given by,
ki =
1, if yLi ≤ yi ≤ yUi0, else. (5.4)





Let Prediction Interval Coverage Probability (PICP ) and Mean Prediction Interval Width











According to the HQ principle, PIs should minimise MPIW subject to PICP ≥ (1−α).
To minimise MPIW , eq. 5.7 could simply be included in the loss function, however PIs
that fail to capture their data point should not be encouraged to shrink further. We therefore







(ŷUi− ŷLi) ·ki. (5.8)
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Regarding PICP , we take a maximum-likelihood approach, seeking NN parameters, θ, that
maximise,
Lθ := L(θ|k,α). (5.9)
Recognising that each element, ki, is a binary variable taking 1 with probability (1−α), we
represent it as a Bernoulli random variable (one per prediction), ki ∼ Bernoulli(1−α). We
further assume that each ki is iid. This independence assumption may not hold for data points
clustered close together, however we believe holds sufficiently for a randomly sampled subset
of all data points, as used in mini-batches for GD. This iid assumption allows the total number
of captured points, c, to be represented by a binomial distribution, c∼ Binomial(n,(1−α)).







The factorials in the binomial coefficient make computation inconvenient. However using
the central limit theorem (specifically the de Moivre-Laplace theorem) it can further be
















We consider this a mild assumption provided a mini-batch of reasonable size, say > 50, is
used.









Eq. 5.3 demands, PICP < (1−α). Since this is an inequality rather than an equality, we
convert eq. 5.14 to a one-sided loss when combining with eq. 5.8 by applying the max
operator. A penalty term, λ, is also added controlling the importance of width vs. coverage.
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5.3.2 Comparison to LUBE











where r = max(y)−min(y), is the range of the target variable.
Whilst still recognisable as having the same objective, the differences are significant, and are
summarised as follows.
• The inclusion of n intuitively makes sense since a larger sample size provides more
confidence in the value of PICP , and hence a larger loss should be incurred. Similar
arguments follow for α. They remove the need to adjust λ based on batch size and
target coverage.
• A squared term has replaced the exponential. Whilst the RHS for both is minimised
when PICP ≥ (1−α), the squared term was derived based on likelihood whilst the
exponential term was selected qualitatively.
• MPIW now has an additive rather than multiplicative effect. Multiplying has the
attractive property of ensuring both terms are of the same magnitude. However it also
means that a global minimum is found when all PIs are of zero width. We found in
practice that NNs occasionally did produce this undesirable solution.
• MPIW is no longer normalised by the range of y. Data for a NN should already be
normalised during preprocessing. Further normalisation is therefore redundant. It also
merely scales the loss by a constant, having no overall effect on the optimisation.
• MPIWcapt. is used rather than MPIW . As discussed in section 5.3.1 this avoids the
NN benefiting by further reduction of PI widths for missed data.
5.3.3 Training QD with Gradient Descent
It was originally believed that the LUBE loss function was, “nonlinear, complex, and non-
differentiable... gradient descent-based algorithms cannot be applied for its minimization”
(Khosravi et al., 2011b). This belief has been carried forward, unchallenged, in all subsequent























Figure 5.1 Set up for the toy problem: Left is input data (10 data points linearly spaced at
fixed input x= 1.0), right is the NN used (one trainable weight).
work - see section 5.7 for numerous examples. It is inconvenient since GD is the standard
method for training NNs, so implementations require extra coding effort.
Regarding the quoted justification, most standard loss functions are nonlinear - e.g. L2 errors
- and whilst the LUBE loss function is complex, this does not affect its compatibility with
GD1. The non-differentiability comment is partially valid. Because the loss function requires
the use of step functions, it is not differentiable everywhere. This also occurs in ReLUs which
are not differentiable when the input is exactly zero2. However it does raise an additional
challenge in its optimisation which will be discussed shortly.
GD Toy Example
LossQD can be directly implemented as shown in Algorithm 2 (LossH ), however it fails to
converge to a minimum. We demonstrate why this is the case and how it can be remedied
through a toy example.
1Modern NN APIs generally handle gradient computation automatically, through application of the chain
rule to the predefined operations. Provided functions within the API library are used, gradient calculations are
automatically handled.
2Software implementations return one of the derivatives either side of zero when the input corresponds to
the undefined point rather than raising an error Goodfellow et al. (2016).
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Figure 5.2 Error surface of LossQD, and LossQDsoft on toy problem, with effect of hyperpa-
rameters λ and s.
Consider a NN as in figure 5.1 with one input and two output neurons, linear activations and
no bias. For purposes of clarity, one weight is fixed, w2 = 0.15, to create a one dimensional
problem with a single trainable weight, w1. Given 10 data points evenly spaced at x= 1.0,
and α = 0.2, the optimal value for ŷU (and therefore w1) is 0.9, which gives the lowest
MPIW , subject to PICP ≥ 1−α = 0.8.
LossQD is plotted in figure 5.2 (black line). Whilst the global minimum occurs at the desired
point, this solution is not found through GD. Given the steepest descent weight update rule
with some learning rate τ ,




the weight shrinks without converging. This is because the gradient, ∂Loss∂w1 , at any point is
positive, except for the discontinuities which are never realised.
To remediate this, we introduce an approximation of the step function. The sigmoid function
has been used in the past as a differentiable alternative (Yan et al., 2004). In eq. 5.4, k, the
captured vector was defined. We redefine this as khard and introduce a relaxed version as
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Algorithm 2 Construction of loss function using basic operations
Input: Target values, y, predictions of lower and upper bound, ŷL, ŷU, desired coverage,
(1−α), and sigmoid softening factor, s, ⊙ denotes the element-wise product.
# hard uses sign step fn, sign returns -1 if -ve, +1 if +ve
kHU = max(0,sign(ŷU−y))
kHL = max(0,sign(y− ŷL))
kH = kHU⊙kHL
# soft uses sigmoid fn
kSU = sigmoid((ŷU−y) · s)







λ · nα(1−α) ·max(0,(1−α)−PICPH)2
LossS =MPIWc+
λ · nα(1−α) ·max(0,(1−α)−PICPS)2
follows,
ksoft = σ(s(y− ŷL))⊙σ(s(ŷU−y)), (5.18)
where σ is the sigmoid function, and s > 0 is some softening factor. We further define
PICPsoft and LossQDsoft by replacing khard with ksoft in equations (5.6) & (5.15) respectively
- see also LossS in Algorithm 2.
Figure 5.2 shows the result of using LossQDsoft (red & blue lines). By choosing an appropriate
value for s, following the steepest gradient does lead to a minimum, making GD a viable
method. Setting s= 160 worked well in experiments in section 5.5.2, requiring no alteration
across datasets.
5.3.4 Particle Swarm Optimisation
The original LUBE loss function, eq. 5.16, has been implemented with various evolutionary
training schemes that do not require derivatives of the loss function. In order to test the
efficacy of LossQDsoft with GD, we compared to an evolutionary-based training method
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(section 5.5.1). PSO (Kennedy and Eberhart, 1995) was chosen due to use in recent work
with LUBE (Galván et al., 2017; Wang et al., 2017). We make the assumption that other
evolutionary methods would offer similar performance (Jones, 2005). See Kennedy &
Eberhart (2001) for an introduction to PSO.
5.4 Ensembles to Estimate Model Uncertainty
In section 5.2, two components of uncertainty were defined; model uncertainty (epistemic)
and data noise variance (aleatoric). It appears that previous work assumed both were
accounted for (section 5.7). In fact, LUBE & QD only estimate data noise variance, and there
is a need to consider the uncertainty of these estimates themselves. This becomes particularly
important when new data is encountered. Consider a NN trained for the example in figure
5.1: Despite being capable of estimating the data noise variance at x = 1.0, if shown new
data at x= 2.0 it would predict ŷU = 1.8, with little basis.
Ensembling models provides a conceptually simple way to deal with this. Chapter 4 discusses
ensembling in some detail, as well as providing a modification to encourage more robust,
Bayesian estimates. Here only the basic form of ensembling is used; that of training several
NNs beginning from different initialisations. The resulting ensemble of NNs contains some
diversity, and the variance of their predictions can be used as an estimate of model uncertainty.
Given an ensemble of m NNs trained with LossQDsoft, let ỹU, ỹL represent the ensemble’s















(ŷUij − ȳUi)2, (5.20)
ỹUi = ȳUi+1.96σUi, (5.21)
where ŷUij represents the upper bound of the PI for data point i, for NN j. A similar
procedure is followed for ỹLi, subtracting rather than adding 1.96σLi. This implicitly
assumes the ensemble’s PI distribution is normally distributed – note that this is different




In this section behaviour of QD is qualitatively assessed on synthetic data. Firstly, the GD
method of training explained in section 5.3.3 is compared to PSO. Next, the advantage of QD
over MVE (section 5.7) in data with non-normal variance is shown. Finally, the effectiveness
of the ensembled QD approach at estimating model uncertainty is demonstrated.
Appendix B.1 contains experimental details as well as numerical results for this synthetic data,
covering a full permutation of loss functions and training methods [LUBE, QD, MVE]x[GD,
PSO].
Training method: PSO vs. GD
Comparison of evolutionary methods vs. GD for NN training is its own research topic, and
as such analysis here is limited. Preliminary experiments showed that GD performed slightly
better than PSO in terms of PICP and MPIW , producing smoother, tighter boundaries,
both more consistently and with lower computational effort. See figure 5.3 for a graphical
comparison of typical PI boundaries. Data was generated by y = 0.3sin(x)+ 0.2ϵ, with
ϵ∼N(0,x4).
Loss function: QD vs. MVE
Here, the advantage of a distribution-free loss function is demonstrated by comparing MVE,
which assumes Gaussian data noise, to QD, which makes no such assumption, on two






















Figure 5.3 Comparison of PI boundaries for GD vs. PSO training methods. Shading is the
predicted 95% PI. Ground truth is given by blue lines - the ideal 95% boundaries and mode.
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synthetic datasets. The first was generated as in 5.5.1 with normal noise, the second with
exponential noise, ϵ∼ exp(1/x2).
Figure 5.4 shows, unsurprisingly, that MVE outputs PIs very close to the ideal for normal
noise, but struggles with exponential noise. QD approximates both reasonably, though
does not learn the boundaries well where data is sparse. Though possible to alter MVE to
assume an exponential distribution, this would require choosing this distribution a priori, and
redefining the loss function accordingly. With real data, the distribution would be unknown,
and likely irregular, putting QD at an advantage.
Model Uncertainty Estimation: Ensembles
This experiment demonstrated the ability of ensembling to estimate model uncertainty. Data
was generated through y=0.02x3+0.02ϵ, with ϵ∼N(0,32). Figure 5.5 shows ten individual
QD PIs as well as the ensembled PIs. The estimated model uncertainty, σ̂2model, calculated
from eq. 5.20 is overlaid. Whilst it is difficult to reason about the correctness of the absolute
value, its behaviour agrees with the intuition that uncertainty should increase in regions of the
input space that are not represented in the training set, here x ∈ [−1,1], and x > 4,x <−4.
5.5.2 UCI Regression Benchmarks
To compare QD to recent work on uncertainty in deep learning, we adopted their shared
experimental procedure (Gal and Ghahramani, 2015; Hernández-Lobato and Adams, 2015;
Lakshminarayanan et al., 2017). This follows a similar protocol to experiments run in earlier
chapters - table 4.1, over ten open-access datasets. Models were asked to output 95% PIs and
used five NNs per ensemble. See appendix B.1 for full experimental details. Code is made










































Figure 5.4 Comparison of PI boundaries for two loss functions, QD vs. MVE, given data
noise variance drawn from different distributions. Legend as for figure 5.3.
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available online3. Note that whilst single-layer NNs were used to be consistent with previous
works, our method may be applied without modification to deeper architectures.
Previous work reported NLL & RMSE metrics (as did earlier thesis experiments). However,
the important metrics for PI quality are MPIW and PICP (section 5.1). We chose to
compare QD-Ens to MVE-Ens, since it had reported the best NLL results to date (Lakshmi-
narayanan et al., 2017). We did not include LUBE since ensembling and GD had already
been justified in section 5.5.1.
QD-Ens and MVE-Ens both output fundamentally different things; MVE-Ens a distribution,
and QD-Ens upper and lower estimates of the PI. To compute NLL & RMSE for QD-Ens
is possible only by imposing a distribution on the PI. This is not particularly fair since the
attraction of the method is its lack of distributional assumption. Purely for comparison
purposes we did this in appendix B.1.
A fairer comparison is to convert the MVE-Ens output distributions to PIs, and compute
PI quality metrics. This was done by trimming the tails of the MVE-Ens output normal
distributions by the appropriate amount, which allowed extraction of MPIW , PICP , and
3https://github.com/TeaPearce








































Figure 5.5 Estimation of model uncertainty with a QD ensemble.
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Table 5.1 PI quality metrics on ten benchmarking regression datasets; mean ± one standard
error, best result in bold. Best was assessed according to the following criteria. If PICP ≥
0.95 for both, both were best for PICP , and best MPIW was given to smallest MPIW .
If PICP ≥ 0.95 for neither or for only one, largest PICP was best, and MPIW only
assessed if the one with larger PICP also had smallest MPIW .
LOSSQDSOFT PICP MPIW
MVE-ENS QD-ENS MVE-ENS QD-ENS MVE-ENS QD-ENS IMPROVEMENT
BOSTON 1.76 ± 0.28 1.33 ± 0.05 0.89 ± 0.02 0.92 ± 0.01 0.87 ± 0.03 1.16 ± 0.02 NA
CONCRETE 1.23 ± 0.06 1.16 ± 0.02 0.92 ± 0.01 0.94 ± 0.01 1.00 ± 0.02 1.09 ± 0.01 NA
ENERGY 0.50 ± 0.02 0.47 ± 0.01 0.99 ± 0.00 0.97 ± 0.01 0.50 ± 0.02 0.47 ± 0.01 7%
KIN8NM 1.14 ± 0.01 1.24 ± 0.01 0.97 ± 0.00 0.96 ± 0.00 1.14 ± 0.01 1.25 ± 0.01 -10%
NAVAL 0.31 ± 0.01 0.27 ± 0.01 0.99 ± 0.00 0.98 ± 0.00 0.31 ± 0.01 0.28 ± 0.01 10%
POWER PLANT 0.91 ± 0.00 0.86 ± 0.00 0.96 ± 0.00 0.95 ± 0.00 0.91 ± 0.00 0.86 ± 0.00 6%
PROTEIN 2.70 ± 0.01 2.28 ± 0.01 0.96 ± 0.00 0.95 ± 0.00 2.69 ± 0.01 2.27 ± 0.01 15%
WINE 4.13 ± 0.31 3.13 ± 0.19 0.90 ± 0.01 0.92 ± 0.01 2.50 ± 0.02 2.33 ± 0.02 7%
YACHT 0.31 ± 0.02 0.23 ± 0.02 0.98 ± 0.01 0.96 ± 0.01 0.30 ± 0.02 0.17 ± 0.00 43%
SONG YEAR 2.90 ± ± NA 2.47 ± ± NA 0.96 ± ±NA 0.96 ± ± NA 2.91 ± ± NA 2.48 ± ± NA 15%
LossQDsoft. In our experiments we ensured MVE-Ens achieved NLL & RMSE scores at least
as good as those reported in the original work, before PI metrics were calculated.
Experimental Discussion
Full results of PI quality metrics are given in table 5.1, NLL & RMSE results are included in
appendix B.1. Given that LossQDsoft is representative of PI quality, QD-Ens outperformed
MVE-Ens on all but one dataset. PICP was generally closer to the 95% target, and MPIW
was on average 11.6% narrower. The exception to this was the Kin8nm dataset. In fact, this
dataset was synthetic (Danafar et al., 2010), and we suspect that Gaussian noise may have
been used in its simulation, which would explain the superior performance of MVE-Ens.
One drawback of QD-Ens was the fragility of the training process. Compared to MVE-Ens it
required a lower learning rate, was more sensitive to decay rate, and hence needed from two
to ten times more training epochs.
Other comments are as follows. We found λ a convenient lever providing some control over
PICP . We tried to establish a relationship between the normality of residual errors and




This section draws attention to some potential failure modes of the method. The HQ principle
provides our method with an intuitive objective that can be directly optimised with minimal
assumptions made about the data distribution. However, the principle is heuristic in nature,
which can bring disadvantages.
The HQ principle implicitly assumes that the coverage probability is global, P (ŷLi ≤ yi ≤
ŷUi)≥ (1−α) (eq. 5.3), rather than conditional on the input, P (ŷLi ≤ yi ≤ ŷUi|x)≥ (1−α).
This distinction can have impact in several situations, detailed below.
Though these examples are somewhat contrived, it is important for practitioners to be aware
of such pitfalls. On the other hand, this behaviour is of value in certain situations, e.g. for
datasets containing outliers, since predictions will be less influenced by data points falling
far outside the norm.
5.6.1 Varying Data Noise
Figure 5.6 shows an extreme example of when highly varying data noise might be a problem.
Here a single QD NN is trained to output a 95% PI. Since the high variance data noise
comprises less than 5% of the total data population, the NN learns to simply ignore these
data points in order to minimise MPIW , whilst PICP remains above the required 95%.










Figure 5.6 QD assures global but not pointwise coverage probability.
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5.6.2 Uniform Data Noise
Figure 5.7 shows a function with uniform data noise. Due to its uniformity, a PI capturing
the top (1−α)% of data points will have the same MPIW and PICP as one capturing
the bottom (1−α)%. Firstly, this might be less useful than capturing the middle (1−α)%
of data points. Secondly, this is problematic when one uses the diversity of an ensemble to
estimate model uncertainty.
For data noise distributions with longer tails, this behaviour should be more benign.








































Figure 5.7 When fitting a single QD NN to uniform data noise, many PIs will give the same
MPIW and PICP. This can lead to diversity in the ensemble, even in regions with much data,
and model uncertainty estimates can be overestimated.
5.7 Related Work
Section 2.3 provided an overview of methods to quantify uncertainty in NNs. This section
reviews research on outputting PIs directly from NNs.
Many methods implicitly output PIs from NNs - any distribution output from a NN can be
transformed to a PI, as we have done in this chapter with the MVE method (Nix and Weigend,
1994). There are two prominent methods that more explicitly output PIs; LUBE and quantile
regression.
LUBE (Khosravi et al., 2011b) was developed on the HQ principle. Originally it was
proposed with SA as the training method, and much effort has gone toward trialling it with
various non-gradient based training methods including Genetic Algorithms (Ak et al., 2013b),
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Gravitational Search Algorithms (Lian et al., 2016), PSO (Galván et al., 2017; Wang et al.,
2017), Extreme Learning Machines (Sun et al., 2017), and Artificial Bee Colony Algorithms
(Shen et al., 2018). Multi-objective optimisation has been found useful in considering the
tradeoff between PI width and coverage (Galván et al., 2017; Shen et al., 2018).
LUBE has been used in a plethora of application-focused work: Particularly in energy load
(Pinson and Kariniotakis, 2013; Quan et al., 2014) and wind speed forecasting (Ak et al.,
2013b; Wang et al., 2017), but also prediction of landslide displacement (Lian et al., 2016),
gas flow (Sun et al., 2017), solar energy (Galván et al., 2017), condition-based maintenance
(Ak et al., 2013a), and others. All work used LUBE as a single NN, making no attempt to
account for model uncertainty (section 5.2).
Section 2.3 introduced quantile regression NNs (Taylor, 2000). These can be trained to
output a desired quantile of the output distribution (e.g. 50 percentile or 5 percentile). A NN
can be built outputting two quantiles simultaneously (say 2.5% and 97.5%), and these outputs
can be interpreted as the upper and lower bounds of a PI (here 95% coverage). The attraction
over LUBE and QD is that quantiles are conditional on the input (section 5.6). Follow up
works to our QD method have shown some advantage of this quantile regression approach
over directly optimising PI metrics (Kivaranovic et al., 2020; Tagasovska and Lopez-Paz,
2019).
5.8 Discussion & Conclusion
In this chapter we developed a non-Bayesian technique to quantify uncertainty with NNs for
regression tasks. We derived a loss function for the output of PIs based on the assumption
that high-quality PIs should be as narrow as possible subject to a given coverage proportion.
We contrasted it with a previous work, justified differences and showed that it can be used
successfully with GD with only slight modification. We see this as a key contribution, given
the popularity of LUBE and the ubiquity of GD.
We described why a single NN using the derived loss function underestimates uncertainty, and
that this can be addressed by using the model in an ensemble. On ten benchmark regression
datasets, the new model reduced PI widths by over 10%.
A potential failure mode of the method was highlighted, arising from desired coverage
being global rather than conditional on the input. Speaking more generally, this provides an
illustrative example of how using heuristically driven methods can lead to unexpected risks.
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It’s possible that other heuristic methods introduced in section 2.3 also suffer from such
problems. This provides justification for adopting the more rigorous Bayesian approach, as
has been explored in chapters 3 & 4 of this thesis.
Chapter 6
Discussion & Conclusion
TLDR: Contributions of this thesis in the context of the field. Contrast current ap-
proaches to uncertainty-aware AI with theories in neuroscience.
This chapter begins by summarising the technical contributions presented in this thesis,
placing them in the context of the field today. The chapter then takes on a more speculative
tone, contrasting today’s approaches to building AI systems capable of operating under
uncertainty, with mechanisms that may exist in biological intelligences, which have proved
evolutionarily successful in uncertain environments. This draws from the extended abstract
(Pearce et al., 2020a). We close by listing fertile directions for future research.
6.1 Summary of Contributions
The goal of this thesis was to develop mechanisms enabling deep NNs to output robust
uncertainty estimates, whilst minimising the impact on usability. This thesis contributed to
several lines of research striving for this.
Chapters 3 & 4 contributed to the line of research applying the Bayesian framework to
parameters of a NN, today termed ‘Bayesian deep learning’. Chapter 3 discussed how to
design suitable priors for a BNN, which is an important step in any Bayesian model, yet
it is not obvious how this can be done for BNNs. We showed that the connection between
BNNs and GPs offers a convenient lense to study the prior over functions of a BNN. The
chapter’s major contribution took a technique widely used in building expressive GPs (kernel
combinations), and showed how it could be translated to build expressive BNNs.
Chapter 4 studied a second challenge arising in BNNs; how to efficiently learn the posterior
distribution. Our proposal modified the regularisation terms of an ensemble of NNs, such that
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their resulting estimates are closer to the Bayesian posterior. This is useful since ensembles
of NNs are easy to implement and scalable (limited impact on usability), and connecting
them with the Bayesian framework provides some assurance that their uncertainty estimates
are robust.
Finally, chapter 5 contributed to an alternative (non-Bayesian) line of research seeking to
train NNs to directly output PIs. We proposed modifications to the key algorithm in this area;
firstly proposing a more principled objective function, secondly showing how it can be used
with standard gradient descent learning, and thirdly arguing that it should be used with a
further technique, such as ensembling, to account for epistemic uncertainty.
6.1.1 Follow up Work
This section briefly reviews recent papers (not by the thesis author) that have applied and
extended ideas presented in this thesis. These emerged after publication of the main proposals,
and before thesis submission.
Bayesian Ensembling (Pearce et al., 2019a) - Chapter 4
Clements et al. (2020) use Bayesian ensembling in conjunction with quantile regression in an
RL setting. Interestingly, they show that only two NNs are required in the ensemble to produce
good uncertainty estimates, if the number of quantiles being estimated is large. He et al.
(2020) explored the anchored loss from the perspective of the neural tangent kernel, reaching
similar conclusions to our own about recovery of the Bayesian posterior. Several works have
applied our method to real-world problems. Sengupta et al. (2020) successfully used it to
predict when instabilities in combustion might occur, which could be used in prognostics of
certain machinery. Yong et al. (2020) combined our technique with autoencoder architectures,
motivated by recognising drift of sensors in industrial settings. The method was also applied
to filling in missing entries in historical environmental recordings (Sengupta et al., 2020). This
last case extended anchored ensembles to incorporate heteroskedastic aleatoric uncertainty,
and also used insights from Expressive Priors (chapter 3) (Pearce et al., 2019b) to set
appropriate prior distributions.
High-Quality Prediction Intervals (Pearce et al., 2018b) - Chapter 5
The quality-driven loss and algorithm is beginning to establish itself as a baseline in works
involving PIs and NNs, e.g. (Kivaranovic et al., 2020; Tagasovska and Lopez-Paz, 2019;
Wang et al., 2020; Zhu et al., 2019). Several works have offered improvements over our
method, which may derive from the shortcomings discussed in section 5.6. Kivaranovic et al.
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(2020) firstly propose adding a third output to the NN representing the mean prediction. More
significantly, they suggest quantile regression in conjunction with a conformal prediction
framework can provide more rigourous coverage guarantees. Tagasovska & Lopez-Paz
(2018) combine quantile regression with ‘training certificates’. Their empirical results appear
to offer improvement. Salem et al. (2020) also proposed combining PI output with point
estimate prediction, and added another term to the loss. This appeared to help stabilise
training.
6.2 Visualising the Field Today
Building in mechanisms that allow NNs to estimate their uncertainty remains an active
research area. Comparison between methods is often done empirically through benchmark
tasks, as in many other areas of machine learning – through standardised benchmarks such as
UCI datasets (Hernández-Lobato and Adams, 2015) and recently released tasks on real-world
problems (Filos et al., 2019), as well as through tailored experiments such as ours in section
4.4.
These empirical tests are good at assessing the robustness of uncertainty estimates, yet they
say little about impact on usability. This is important since it has a direct effect on adoption
rate by practitioners in the wider machine learning community.
The popularity of MC Dropout (Gal and Ghahramani, 2015) is an excellent example of this.
NNs can easily be designed to contain dropout layers, allowing practitioners a convenient
method for obtaining uncertainty estimates. Despite the quality of the estimates produced
by MC Dropout often being lower than alternatives (e.g. figure 4.4, (Foong et al., 2019;
Gustafsson et al., 2019)), this convenience has led to it being widely adopted.
Practitioners requiring more precise uncertainty estimates will likely be willing to go to extra
lengths in terms of implementation and computation, in which case ensembling or VI might
be a good choice. And for those requiring uncertainty quality above all else, running HMC
or switching to a GP might be suitable.
Observing this, it becomes apparent that uncertainty quality and usability can be thought
of as a continuum rather than discrete attributes. All scalable Bayesian inference methods
applied to NNs today are approximate, and it becomes a matter of trading off the accuracy of
the approximation with the impact on usability.
Figure 6.1 visualises this spectrum for the broad classes of techniques encountered in this
thesis (left), as well as the impact of our specific proposals (right). Certainly there is a great
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Figure 6.1 Qualitative, approximate view of today’s approaches to uncertainty estimation in
NNs plotted according to the two criteria targeted in this thesis. Left: The broad classes of
techniques. Right: Impact of work in this thesis, comparing the original methods (Deep Ens,
LUBE), to the proposals of this thesis (Anch Ens, HQPIs). Circle size roughly represents
variability within methods and error of the estimation.
deal of noise and judgement behind this, and the size of the circles attempts to represent both
the variability within method (e.g. VI can be implemented with factorised or full covariance
matrix, and HMC can be computed over the full dataset or over batches), as well as our
confidence in their position. The largest circle represents various non-Bayesian methods,
some of which were introduced in chapter 2.
As deep learning develops and matures, it’s likely that methods will move around on these
axes. For example, whilst dropout used to be common in state-of-the-art models (circa 2015),
its use is on decline – both in modern visual models where it has been found to conflict with
batch normalisation (Lee et al., 2019) and in RL where the presence of extra variance is
undesirable. This may open an opportunity for new approximate methods with low impact
on usability.
To summarise, we argue that rather than optimising purely for uncertainty robustness on
benchmarks, we should be searching for methods that sit on the pareto front of robustness
and usability. Ultimately this will lead to set of useful tools for the wider community.
6.3 Looking to the Future
Many of today’s approaches to handling uncertainty in NNs are derived from techniques that
work well in simpler predictive models. This thesis has largely dealt with the challenge of
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how the Bayesian framework, which has a rich history, can be applied to the parameters of a
NN. Whilst the Bayesian framework has the attraction of being theoretically well-grounded,
scaling it to modern NNs and datasets is a formidable challenge.
The longer term goal of AI is to build ever more general systems. It is likely this will require
models and datasets of ever increasing size, suggesting the difficulty of applying the Bayesian
framework will only increase. This section speculatively considers a question: Is continuing
to scale up these simpler frameworks for handling uncertainty to ever larger and more
complex models feasible, or will an entirely different paradigm be needed?
One way to approach this question is to consider the only example of (relatively) general
intelligence we have; brains. They operate in a world filled with uncertainties – deriving
from incomplete experience and imperfect perceptions. A normative argument suggests that
in order to have evolved successfully, brains must have learnt to handle these uncertainties.
This leads to an interesting perspective – perhaps understanding how brains evaluate uncer-
tainty can guide us to building better uncertainty-aware AI systems.
A further motivation for exploring this perspective is that the fundamental unit of NNs
directly grew out of a neuroscientific understanding of the brain (McCulloch and Pitts, 1943;
Rosenblatt, 1958) (chapter 2). Despite this commonality, the fields of neuroscience and NNs
have never been more separate (Hassabis et al., 2017). Uncertainty is no exception; this is
well demonstrated by examining how each field cites the other. We were unable to find any
such references in recent Bayesian deep learning papers (here defined as papers exploring
NNs with parameter uncertainty, and excluding work in the wider field, e.g. on VAEs
and generative models), whilst neuroscience papers on the topic are only marginally better,
occasionally citing classic machine learning papers, such as (MacKay, 1992a), and never
modern work. We found only a single instance citing heavily across both fields (Ghahramani,
2015).
6.3.1 Uncertainty in the Brain
This section briefly reviews some select psychology, cognitive science and neuroscience
literature on brains and uncertainty – note that this area goes far beyond the set up considered
by BNNs, for example considering cue combination and uncertainty over latent variables. It
remains an active research area and largely unresolved.
Several experimental studies have demonstrated that animals as well as humans can be
cognisant of their own uncertainty (Call, 2010; Smith et al., 1997, 1995). In certain cases it’s
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been demonstrated that uncertainties are combined according to Bayes’ rule (Kording and
Wolpert, 2004).
A typical experimental setup consists of an animal repeatedly receiving some variable
stimulus (e.g. a tone of varying pitch), with a choice of three actions. If the stimulus is above
a certain threshold (e.g. 1000Hz) the animal is rewarded for making the action associated
with a ‘high’ response (e.g. move left), if low it is rewarded for making a ‘low’ response
(e.g. move right). A third option allows the animal to abstain from the decision, which offers
a small but certain reward. Animals often learn behaviour that aligns with their perceptual
limits (Smith, 2009). Note that this setup is more a test of response to aleatoric than epistemic
uncertainty.
These experiments have led to a hypothesis that brains both represent probability distributions
and perform probabilistic computations (sometimes termed ‘the Bayesian brain’). Classically,
a neuron’s firing rate has been thought to encode a single value of a stimulus’ attribute, such
as brightness or shape. Under the new hypothesis a distribution over the attribute is somehow
represented, which can then be used downstream in decision making.
Several biologically plausible schemes to implement this have been proposed (Averbeck
et al., 2006; Beck et al., 2008; Fiser et al., 2010; Knill and Pouget, 2004; Pouget et al., 2003),
offering connections to Bayesian inference. Probabilistic population codes propose that a
probability distribution can be represented through the activity of populations of neurons,
whilst sampling based representations suggest the activity of a single neuron sampled over
time can represent a distribution.
Although on the surface such schemes appear to be closely related to BNNs - both are
modelling uncertainty with neurons - there is a difference. The neuroscience schemes
consider how uncertainty is encoded into neuronal activity whilst BNNs consider representing
uncertainty in synaptic weights. Whilst there may be ways to reconcile these two ideas,
we found only one neuroscience work directly considering synpatic weight uncertainty
(Aitchison et al., 2014). This suggests exploring applying the Bayesian framework to a NN
at higher levels than directly over parameters.
The topic of uncertainty often arises under the broader concept of metacognition (Crystal
and Foote, 2009), which is ‘cognition about cognition’, or the ability to perceive one’s own
mental states and cognitive processes (Jozefowiez et al., 2009). Various models for how
metacognitive representations might arise have been proposed. For example, confidence
could be estimated based on clarity of input stimulus, or it could be inferred based on speed
or ease of processing or response. Shea et al. (2014) propose two levels of metacognition,
suggesting that human metacognition might be uniquely related to higher level ‘system 2’
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thinking. This is an intriguing suggestion, implying that our uncertainty awareness may be
bundled together with other cognitive abilities.
Finally we draw attention to arguments against the brain handling uncertainty effectively.
Bowers & Davis (2012) provide detailed commentary in this direction. They argue that it
is easy to adapt priors and likelihood functions to produce behavioural models of good fit,
and that the biologically plausible computational schemes have not been verified through
experimental neural firing data (Chen et al., 2006). They also recognise that through evolution
biological systems tend to produce ‘good enough’ solutions, but not optimal solutions
(Dawkins, 1982). Work has also demonstrated empirically that Bayesian behaviour can
emerge in non-Bayesian NNs in supervised (Emin Orhan and Ma, 2017) and RL (Weisswange
et al., 2011) settings. The ability to perform Bayesian inference was shown to improve with
age, which is further evidence against Bayesian computation being hardwired into the brain
(Chambers et al., 2018; Weisswange et al., 2011).
The discussion has so far examined the perspective that individual biological neurons are
approximated by artificial neurons in a BNN. An alternative perspective could consider a
BNN as modelling the ‘software’, rather than the hardware, of the brain, which might point
to searching for deeper connections with cognitive science, rather than neuroscience.
Differences and Inspiration
Following from this brief review, we summarise several key observations.
1. Neuroscience models generally assume uncertainty is represented through activity
of neurons. BNNs encode uncertainty through probability distributions on the NN
parameters.
2. In NN modelling there is a careful distinction between two types of uncertainty;
epistemic and aleatoric. The neuroscience literature rarely makes this distinction, with
experiments and models appearing to target aleatoric uncertainty (Platt and Huettel,
2008).
3. Uncertainty-awareness is often described in the context of a broader concept: metacog-
nition.
4. There is debate over how Bayesian animal and human behaviour is, and also whether
Bayesian behaviour implies processing must be Bayesian, or if this is an emergent
property.
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These differences suggest several promising directions to explore in future research building
uncertainty-aware NNs.
1. Incorporate Bayesian principles into NNs at higher levels than directly over parameters.
2. Further investigate theories about metacognition, and how analogies can be applied in
NNs, for example learning of secondary representations based on the neural activity,
or measuring ease of processing.
3. Further consider the role of system 2 cognition in uncertainty awareness, and its
connection to other problems in machine learning.
4. Precisely describe conditions that lead to emergent Bayesian behaviour from a non-
Bayesian NN.
5. Examine connections between BNNs and cognitive science, rather than neuroscience.
6.4 Future Work
A number of of unanswered questions and unsolved challenges emerged over the course of
this thesis. Technical chapters closed by suggesting a promising direction for future work
related to the idea presented. We highlight some of these below.
Chapter 3: Develop methods enabling BNN priors to be specified at a more abstract
level than granular properties, such as length scale. This may require rethinking the
paradigm in which we currently specify priors - rather than encoding knowledge
directly into parameter priors, it might be more appropriate to communicate priors via
expert demonstrations, representative data points, or simple hard-coded rules.
Chapter 4: Revisit classical ensemble theory with deep NN’s in mind, answering
questions such as: What is the optimal layer sharing scheme? Why does bootstrapping
often decrease performance?
This chapter closed the thesis with a more speculative comparison between current approaches
to handling uncertainty in NNs and theories about uncertainty in the brain. As artificial
systems become gradually more general, it’s possible that the way we build mechanisms to
handle uncertainty may have to change. Taking inspiration from theories in psychology and
neuroscience could provide valuable inspiration for longer term solutions.
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6.5 Conclusions
This thesis contributed to the line of research seeking to build NNs capable of providing
robust uncertainty estimates alongside their predictions and decisions. This will lead to safer,
more robust, and ultimately more useful deep learning systems. Contributions were made to
both Bayesian and non-Bayesian approaches.
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Definition 1. Data likelihood and parameter likelihood
We take care to define two versions of the likelihood, one in output space, PD(D|θ) (data
likelihood), and one in parameter space, Pθ(D|θ) (parameter likelihood). Both return the
same values given some data set D and parameter values θ, and hence are exchangeable, but
their forms are subtly different.
The data likelihood, PD(D|θ), is defined on the output domain. Typically the log of this,
log(PD(D|θ)), might be optimised as the cross entropy loss or (negative) mean squared error.
In contrast, Pθ(D|θ) defines a likelihood function in the parameter domain.
Illustrative Example
Consider a linear regression model with dataset, D, consisting of tuples, {x,y}; a vector of
predictor variables x ∈ Rp, predicting a single scalar y ∈ R. If the model is of the form, θTx,
a Gaussian data likelihood with variance σ2ϵ on the output might be assumed.
This leads to a data likelihood for the target, y,
PD(D|θ) =N (y|θTx,σ2ϵ ). (A.1)




where, µlike ∈Rp & Σlike ∈Rp×p, can be found analytically. They are implicitly functions of
the dataset, D, although to lighten notation we do not write this. Subsequently we also drop
the explicit referral to θ.
Note that whilst both the data and parameter likelihood follow a normal distribution, they are
defined in different domains.
The correspondence between a Gaussian data likelihood and multivariate normal parameter
likelihood is only exact for a linear regression model. For non-linear models with Gaussian
data likelihoods, and other data likelihoods, the parameter likelihood is not in general
multivariate normal. Nevertheless it can be convenient to model it as such.
Standard Result 1. Product of two multivariate Gaussians (§8.1.8, The Matrix Cookbook,
2008)
















y ∼N (Aµ+b,AΣAT ). (A.8)
Theorem 1. Assume that a model’s parameter likelihood follows a multivariate normal
distribution, Pθ(D|θ) ∝ N (µlike,Σlike), and the prior also, P (θ) = N (µprior,Σprior). The
posterior is then also multivariate normal, P (θ|D) =N (µpost,Σpost).
Further assume availability of some function which returns MAP parameter estimates taking
as input the location of the prior centre, fMAP(θanc). In order that, P (fMAP(θanc))=P (θ|D),
then the required distribution of θanc is also multivariate normal, P (θanc) =N (µanc,Σanc),
where, µanc = µprior, and, Σanc =Σprior +ΣpriorΣ−1likeΣprior.
Proof. Consider a model’s parameters having a multivariate normal prior,
P (θ) =N (µprior,Σprior), (A.9)
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where, θ ∈ Rp, µprior ∈ Rp, Σprior ∈ Rp×p.
This theorem makes the assumption that the form of the parameter likelihood (def. 1) is
multivariate normal,
Pθ(D|θ)∝N (µlike,Σlike) (A.10)
where, µlike ∈ Rp, Σlike ∈ Rp×p. Here ∝ is used since it is not a true probability distribution
in θ so need not sum to 1.
The posterior is calculated by Bayes’ rule. Recalling that data likelihood and parameter
likelihood are exchangeable (def. 1), and using Standard Result 1,




∝N (µlike,Σlike)N (µprior,Σprior)∝N (µpost,Σpost), (A.12)
where, µpost & Σpost are given by eq. A.5 & A.4.
We introduce a further distribution, termed ‘anchor distribution’, which we enforce as
multivariate normal,
P (θanc) =N (µanc,Σanc). (A.13)
It will be used as described in the main text (see figure 4.2 and algorithm 1) so that samples
are drawn from the anchor distribution, θanc ∼ P (θanc), with a prior then recentred at each
sample, denoted Panc(θ),
Panc(θ) =N (θanc,Σprior). (A.14)
Note that this anchor distribution is in the same position as a hyperprior on µprior, but will
have a subtly different role. Σprior is unchanged from eq. A.9,
Denote fMAP(θanc) as the MAP estimates given this recentred prior and the original likeli-
hood from eq. A.10.
fMAP(θanc) := argmaxθPanc(θ)Pθ(D|θ) (A.15)
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In order to prove the theorem, three things regarding fMAP(θanc) must be shown:
1. Its distribution is multivariate normal - denote mean and covariance µRMSpost ,Σ
RMS
post ,
P (fMAP(θanc)) =N (µRMSpost ,ΣRMSpost ), (A.16)
2. That µanc & Σanc can be selected in such a way that the mean of the distribution is
equal to that of the original posterior
µRMSpost = µpost, (A.17)
3. And also so that the covariance of the distribution is equal to that of the original
posterior
ΣRMSpost =Σpost. (A.18)
For a multivariate normal distribution, the MAP solution is simply equal to the mean of the
posterior, µpost. For the typical case this is given by eq. A.5. In our procedure, the location














which is the same form as eq. A.7. Hence, from Standard Result 2, if θanc is normally
distributed, fMAP(θanc) will also be normally distributed.
Regarding the mean of fMAP(θanc), we have,
E[fMAP(θanc)] = E[A1θanc+b1] (A.23)
=A1E[θanc]+b1. (A.24)
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This is consistent with eq. A.5 and proves that the means of the distributions are aligned
when µanc = µprior.
Finally we consider the variance of fMAP(θanc), which we wish to equal Σpost by choosing
Σanc. Using the form from eq. A.20 and applying Standard Result 2,








































Corollary 1.1. Following from theorem 1 (and under the same assumptions), set µanc :=
µprior and Σanc :=Σprior. The RMS approximate posterior is P (fMAP(θanc)) =
N (µpost,ΣpostΣ−1priorΣpost).
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Proof. Independent of the choice of anchor distribution covariance Σanc, theorem 1 demon-
strated that the resulting posterior, P (fMAP(θanc)) is normally distributed, with mean equal
to that of the true posterior µpost.
To discover the covariance of the resulting distribution, Var[fMAP(θanc)], we take eq. A.29













Lemma 1.1. Following from corollary 1.1 (and under the same assumptions), when µanc :=
µprior, Σanc := Σprior, the RMS approximate posterior will in general underestimate the
marginal variance compared to the true posterior, Var[fMAP(θanc)]< Var[θ|D].
Proof. We consider the marginal posterior of a single parameter, θ := θi, again assuming mul-
tivariate normal prior and parameter likelihood. First consider the following rearrangement










To show that RMS generally underestimates the marginal variance, it must hold that diagonal
elements of the true posterior covariance matrix are greater than or equal to the same diagonal
element of the RMS posterior.
Var[fMAP(θanc)]< Var[θ|D] (A.44)
diag(ΣpostΣ−1priorΣpost)i < diag(Σpost)i (A.45)
substituting in the diagonal of the rearrangement in eq. A.43,
diag(Σpost)i−diag(ΣpostΣ−1likeΣpost)i < diag(Σpost)i (A.46)
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We know that ABAT is positive definite if A,B are positive definite, and also that the inverse
of a positive definite matrix is positive definite (§9.6.4, §9.6.10, The Matrix Cookbook, 2008).
The diagonal of a positive definite matrix is positive. Hence, diag(ΣpostΣ−1likeΣpost)i > 0, and
we have shown that Var[fMAP(θanc)]< Var[θ|D].
Lemma 1.2. This lemma follows from corollary 1.1. Again parameter likelihood and prior
are assumed normally distributed. The prior is additionally assumed isotropic. When
µanc := µprior, Σanc := Σprior the eigenvectors (or ‘orientation’) of the RMS approximate
posterior equal those of the true posterior.
Proof. From eq. A.40, Var[fMAP(θanc)] =ΣpostΣ−1priorΣpost. If the prior is isotropic, Σprior =
σ2priorI, then, Var[fMAP(θanc)] = 1/σ2priorΣ2post. Hence the prior only scales the eigenvalues,
and doesn’t affect the eigenvectors. (Note that this won’t be the case for non-isotropic Σprior.)
Consider some matrix A and a specific eigenvalue λi and eigenvector vi so that, Avi = λivi.
It then follows that if A is squared, A2vi = A(Avi) = λiAvi = λ2ivi. Hence eigenvalues are
squared but eigenvectors are unaffected. This applies to the transformation Σ2post.
Hence both the square and the multiplication of prior covariance, 1/σ2priorΣ
2
post, do not modify
the original eigenvectors of Σpost and its orientation is unaffected.
Theorem 2. For a two parameter model with normally distributed parameter likelihood and
isotropic prior, the RMS approximate posterior will in general overestimate the magnitude
of the true posterior parameter correlation coefficient, |ρ|. However, if |ρ|= 1, then it will
recover it precisely. We set µanc := µprior,Σanc :=Σprior.
Proof. From corollary 1.1, we have that the RMS approximate posterior is given byΣpostΣ−1priorΣpost.
Let Σprior := σ2priorI, the RMS approximate posterior is then given by 1/σ2priorΣ2post. Denote




























a2+ b2 ab+ bc
ab+ bc b2+ c2
]
(A.49)
The correlation coefficient here, denoted ρRMS, is found by solving, ab+bc= ρRMS
√
(a2+ b2)(b2+ c2).
To prove the correlation coefficient is generally overestimated, we must show that ρ2RMS > ρ
2









(ab+ bc)2ac > b2(a2+ b2)(b2+ c2) (A.52)
(a+ c)2ac > (a2+ b2)(b2+ c2) (A.53)
a3c+ac3+2a2c2 > a2b2+a2c2+ b4+ b2c2 (A.54)
a3c+ac3+a2c2 > a2b2+ b4+ b2c2 (A.55)
We now note that from the set up of the proof, b2 = ρ2ac. Since ρ2 < 1, we have, b2/ac <
1 =⇒ b2 < ac. We can use this to provide an upper bound on the right hand side of eq. A.55.
a2b2+ b4+ b2c2 < a2(ac)+(ac)2+(ac)c2 (A.56)
< a3c+a2c2+ac3 (A.57)
Coincidentally, this is precisely the inequality in eq. A.55, that we were proving.
Alternatively, if |ρ|= 1 =⇒ b2 = ac, and ρ2RMS = ρ2.
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Definition 2. Extrapolation Parameters
We define extrapolation parameters as model parameters which have no effect on the data
likelihood of a training dataset, but which nevertheless could influence model predictions
made on a new data point.
Illustrative Example
Consider a fully-connected NN trained on the MNIST digit dataset. Further consider a
preprocessing such that the pixel values by default are set to 0, and where they contain part
of the digit take values (0,1].
Certain pixels may be zero across the entire training dataset, such as those in the corners of
the image. First layer weights connected to such pixels will never receive input across the
whole training dataset. Hence, the values of these parameter weights have no effect on the
data likelihood. However, the weights would still influence predictions for some test image
containing values for these pixels. Hence, these are named extrapolation parameters, since
they influence extrapolation properties of the model.
The top row of figure 4.5 empirically shows examples of flat likelihoods for precisely these
types of weights on MNIST.
Theorem 3. For extrapolation parameters (definition 2) of a model, setting µanc := µprior,
Σanc :=Σprior, means the marginal RMS approximate posterior equals that of the marginal
true posterior. This holds for any distributional form of parameter likelihood.
Proof. Extrapolation parameters (definition 2) do not have any effect on the data likelihood,
therefore their parameter likelihoods are flat. This means that their marginal posterior equals
their marginal prior.
This results in a posterior covariance matrix structure as follows, where parameter i is an
extrapolation parameter (here shown in the first row for convenience), so has marginal
variance equal to the prior variance and is uncorrelated with all other parameters.
Σpost =

σ2prior,i 0 . . . 0
0 a22 . . . a2D
...
... . . .
...
0 aD2 . . . aDD

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From corollary 1.1, Var[fMAP(θanc)] =ΣpostΣ−1priorΣpost.
Var[fMAP(θanc)] =

σ2prior,i 0 . . . 0





0 aD2 . . . aDD


1/σ2prior,i 0 . . . 0





0 0 . . . bDD


σ2prior,i 0 . . . 0









σ2prior,i 0 . . . 0





0 cD2 . . . cDD

This shows that the marginal variance of the RMS approximate posterior equals that of the
true posterior, Var[fMAP(θanc)]i,i = [Σpost]i,i, for extrapolation parameters. Note that the
values of the rest of the covariance matrices (a’s, b’s, c’s) are irrelevant since these have no
effect on the marginals of interest.
This proof did not assume any specific distributional form of parameter likelihood, only that
it is flat for these extrapolation parameters.
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Theorem 4. Set µanc := µprior,Σanc :=Σprior. The RMS approximate posterior will exactly
equal the true posterior, Σpost, when all eigenvalues of a scaled version of Σpost (scaled such
that the prior equals the identity matrix) are equal to either 0 or 1. This corresponds to
posteriors that are a mixture of perfectly correlated and perfectly uncorrelated parameters.
Proof. We will initially consider a scaled version of the parameter space. This conveniently
allows standard results for idempotent matrices to apply to the posterior covariance. A reverse
scaling is subsequently applied to show that results hold for the original unscaled version.
Finally, we articulate arguments allowing relaxation of the distributional assumptions.
Corollary 1.1 showed that the RMS approximate posterior is normally distributed and
centered at the true posterior mean, but with modified variance, N (µpost,ΣpostΣ−1priorΣpost).
This proof requires specifying conditions that allow ΣpostΣ−1priorΣpost =Σpost to hold.
One solution is given by Σpost =Σprior, and is a trivial extension of theorem 3. Here we
consider alternative solutions.











prior = I. The posterior for this















































post holds. From our choice of





This conveniently allows use of results for idempotent matrices - defined as a square matrix,
A, for which A2 =A. Aside from the case when A= I (which corresponds to Σpost =Σprior),
a matrix is idempotent if and only if it is singular and all eigenvalues are 0 or 1.






post, it is therefore sufficient that our scaled posterior, Σ
′
post,
is singular with all eigenvalues 0 or 1. Any possible permutation is allowed.








Remark. To summarise, we have shown that provided the RMS approximate posterior equals
the true posterior in the scaled space, it will also be equal in the original unscaled space. In
order for this equality to hold, eigenvalues must be 0 or 1 in the scaled space.
See section A.3 for numerical examples in a three parameter model when this condition
holds.
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A.2 MAP solution and regularisation interpretation
For completeness, we write out the MAP solution for the case of normally distributed
prior, and data likelihoods often used in regression and classification. From this derives our
interpretation of the regularisation matrix, Γ.
θMAP = argmaxθP (θ|D)
= argmaxθPD(D|θ)P (θ)
= argmaxθ log(PD(D|θ))+ log(P (θ))









Typically in BNNs the prior covariance is chosen as diagonal. This is sometimes set as
isotropic, Σ = λI, but here we will keep it in matrix form (but assuming it is diagonal) so










One is free to choose any suitable expression for log(PD(D|θ)). Next we describe the
resulting forms for common choices of log likelihood in regression and classification tasks.
Regression
For regression, a common choice is that the NN predicts the mean of the function, ŷ, and
there is additive noise on the true targets y, PD(D|θ) =N (y|ŷ,σ2ϵ )























More compactly, we can defineΓ := σ2ϵΣ


















for C classes, and N data points, where ŷ ∈ [0,1] denotes predicted probability, and




















Here we can simply define Γ := 12Σ
−1, with diag(Γ)i = 1/2σ2prior,i.
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A.3 Numerical Examples
Numerical Examples of Proofs
In this section we print covariance matrices that illustrate theoretical results numerically.
General case: Example of lemma 1.1, 1.2, theorem 2
For general Σpost, RMS will return a posterior with underestimated marginal variancesa and
overestimated correlations. Since the prior is isotropic, the orientation (eigenvectors) of
the RMS approximate posterior will be unchanged. Here a three parameter is shown. Note
ΣpostΣ
−1
priorΣpost represents the RMS approximate posterior.
Σprior =
2.0 0.0 0.00.0 2.0 0.0
0.0 0.0 2.0
 Σlike =




0.953 0.238 0.0670.238 0.589 0.166
0.067 0.166 0.638
 ΣpostΣ−1priorΣpost =








 1.0 0.317 0.0860.317 1.0 0.27
0.086 0.27 1.0
 Correlation(ΣpostΣ−1priorΣpost) =
 1.0 0.585 0.2240.585 1.0 0.504
0.224 0.504 1.0
































Special case: Examples of theorem 3, 4
We again print out covariance matrices for a three parameter model. Firstly we provide
an example where two parameters are perfectly correlated, and one has no effect on the
likelihood. We print unscaled and scaled versions. Note that all eigenvalues of the scaled
posterior, Σ′post, are either 0 or 1.
Σpost =
1.0 1.0 0.01.0 1.0 0.0
0.0 0.0 2.0
 Σprior =
2.0 0.0 0.00.0 2.0 0.0
0.0 0.0 2.0
 ΣpostΣ−1priorΣpost =




0.5 0.5 0.00.5 0.5 0.0
0.0 0.0 1.0
 Σ′prior =
1.0 0.0 0.00.0 1.0 0.0
0.0 0.0 1.0
 Σ′postΣ′−1priorΣ′post =
0.5 0.5 0.00.5 0.5 0.0
0.0 0.0 1.0

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Following is the same set up as the previous case, but now all parameters are perfectly
correlated. Eigenvalues of the scaled posterior, Σ′post, are again either 0 or 1.
Σpost =
0.667 0.667 0.6670.667 0.667 0.667
0.667 0.667 0.667
 Σprior =
2.0 0.0 0.00.0 2.0 0.0
0.0 0.0 2.0
 ΣpostΣ−1priorΣpost =




0.333 0.333 0.3330.333 0.333 0.333
0.333 0.333 0.333
 Σ′prior =
1.0 0.0 0.00.0 1.0 0.0
0.0 0.0 1.0
 Σ′postΣ′−1priorΣ′post =
0.333 0.333 0.3330.333 0.333 0.333
0.333 0.333 0.333


































Now we detail an example of a non-isometric prior.
Σpost =
1.818 0.0 1.8180.0 2.0 0.0
1.818 0.0 1.818
 Σprior =
20.0 0.0 0.00.0 2.0 0.0
0.0 0.0 2.0
 ΣpostΣ−1priorΣpost =




0.091 0.0 0.2870.0 1.0 0.0
0.287 0.0 0.909
 Σ′prior =
1.0 0.0 0.00.0 1.0 0.0
0.0 0.0 1.0
 Σ′postΣ′−1priorΣ′post =
0.091 0.0 0.2870.0 1.0 0.0
0.287 0.0 0.909

































Mixtures of Parameter Types
Here, we provide examples of a five parameter model containing a mixture of perfectly
correlated, partially correlated, and extrapolation parameters.
First we consider distinct blocks of perfectly and partially correlated parameters, as well
as one extrapolation parameter. In this situation both the perfectly correlated block and the
extrapolation parameter posterior are recovered exactly. The RMS approximate posterior of
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the partially correlated block is biased as per the general case.
Σpost =

1.0 1.0 0.0 0.0 0.0
1.0 1.0 0.0 0.0 0.0
0.0 0.0 0.5 0.2 0.0
0.0 0.0 0.2 0.8 0.0
0.0 0.0 0.0 0.0 2.0
 Σprior =

2 0 0 0 0
0 2 0 0 0
0 0 2 0 0
0 0 0 2 0





1.0 1.0 0.0 0.0 0.0
1.0 1.0 0.0 0.0 0.0
0.0 0.0 0.145 0.13 0.0
0.0 0.0 0.13 0.34 0.0
0.0 0.0 0.0 0.0 2.0

Secondly the perfectly correlated block overlaps with the partially correlated block. In this
scenario, a small amount of bias is introduced on the perfectly correlated block, but not in
terms of the correlation. The extrapolation parameter is unaffected.
Σpost =

1.0 1.0 0.1 0.2 0.0
1.0 1.0 0.1 0.2 0.0
0.1 0.1 0.5 0.2 0.0
0.2 0.2 0.2 0.8 0.0
0.0 0.0 0.0 0.0 2.0
 Σprior =

2 0 0 0 0
0 2 0 0 0
0 0 2 0 0
0 0 0 2 0





1.03 1.03 0.15 0.29 0.0
1.03 1.03 0.15 0.29 0.0
0.15 0.15 0.16 0.15 0.0
0.29 0.29 0.15 0.38 0.0





Tables A.1 & A.2 show all experiments run on the regression benchmarking datasets. The
below discussion focuses on NLL results in table A.2.
ERF GP refers to the equivalent GP for an infinite width, single-layer BNN with ERF
activations. It was tuned and implemented as for the ReLU GP. We were interested to
discover how different activation functions would affect uncertainty estimates. In general the
ReLU GP performed better than the ERF GP, with some exceptions, such as for Wine. The
target variable for Wine is ordinal, containing five factors, it is therefore understandable that
the ReLU GP, which extrapolates linearly, is at a slight disadvantage.
10x 50 NNs refers to an anchored ensemble of ten NNs with 50 hidden nodes. We find
that these results fall in between the 5x 50 NNs and the ReLU GP. This agrees with the
convergence analysis done in section 4.4.2.
We also implemented an anchored ensemble of five two-layer NNs, 5x 50-50 NNs. Even with
minimal hyperparameter tuning (section A.5) we found an extra layer gave a performance
boost over the 5x 50 NNs. We expect with more careful tuning this margin would increase.
Single 50 NN refers to a single regularised NN, of one hidden layer with 50 hidden nodes,
for which we used a constant value of predictive variance. Although this performs poorly
in several cases, e.g. Boston and Yacht, the results are surprisingly close to those achieved
by both our method and Deep Ensembles, even surpassing them on the Energy dataset.
A method outputting constant predictive variance should not perform well in experiments
designed to test uncertainty quantification, and this raises questions over the validity of the
benchmarks.
Table A.3 compares anchored ensembles against results reported for other methods.
A.4 Additional Material 151
Table A.1 Variants of our method on benchmark regression datasets, RMSE. Deep ensembles
are included for reference, using published results.
RMSE
N D ReLU GP ERF GP 5x 50 NNs 10x 50 NNs 5x 50-50 NNs Single 50 NN Deep Ensembles
Boston 506 13 2.86 ± 0.16 2.94 ± 0.18 3.09 ± 0.17 3.09 ± 0.17 3.00 ± 0.18 3.40 ± 0.20 3.28 ± 1.00
Concrete 1,030 8 4.88 ± 0.13 5.21 ± 0.12 4.87 ± 0.11 4.73 ± 0.11 4.75 ± 0.12 5.17 ± 0.13 6.03 ± 0.58
Energy 768 8 0.60 ± 0.02 0.78 ± 0.03 0.35 ± 0.01 0.34 ± 0.01 0.40 ± 0.01 0.40 ± 0.01 2.09 ± 0.29
Kin8nm 8,192 8 0.07 ± 0.00 0.08 ± 0.00 0.07 ± 0.00 0.07 ± 0.00 0.06 ± 0.00 0.07 ± 0.00 0.09 ± 0.00
Naval 11,934 16 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
Power 9,568 4 3.97 ± 0.04 3.94 ± 0.04 4.07 ± 0.04 4.07 ± 0.04 4.03 ± 0.04 4.23 ± 0.04 4.11 ± 0.17
Protein 45,730 9 4.34 ± 0.02 4.23 ± 0.02 4.36 ± 0.02 4.34 ± 0.02 4.23 ± 0.02 4.56 ± 0.02 4.71 ± 0.06
Wine 1,599 11 0.61 ± 0.01 0.60 ± 0.01 0.63 ± 0.01 0.62 ± 0.01 0.62 ± 0.01 0.64 ± 0.01 0.64 ± 0.04
Yacht 308 6 0.60 ± 0.08 1.48 ± 0.15 0.57 ± 0.05 0.54 ± 0.05 0.85 ± 0.08 0.81 ± 0.07 1.58 ± 0.48
Song Year 515,345 90 9.01 ± NA 8.90 ± NA 8.82 ± NA 8.82 ± NA 8.66 ± NA 8.77 ± NA 8.89 ± NA
Table A.2 Variants of our method on benchmark regression datasets, NLL.
NLL
σ̂2ϵ ReLU GP ERF GP 5x 50 NNs 10x 50 NNs 5x 50-50 NNs Single 50 NN Deep Ensembles
Boston 0.08 2.45 ± 0.05 2.46 ± 0.05 2.52 ± 0.05 2.50 ± 0.05 2.50 ± 0.07 2.70 ± 0.05 2.41 ± 0.25
Concrete 0.05 2.96 ± 0.02 3.06 ± 0.02 2.97 ± 0.02 2.94 ± 0.02 2.94 ± 0.02 3.08 ± 0.03 3.06 ± 0.18
Energy 1e-7 0.86 ± 0.02 1.06 ± 0.03 0.96 ± 0.13 0.52 ± 0.06 0.61 ± 0.07 0.57 ± 0.03 1.38 ± 0.22
Kin8nm 0.02 -1.22 ± 0.01 -1.17 ± 0.00 -1.09 ± 0.01 -1.16 ± 0.01 -1.25 ± 0.01 -1.17 ± 0.01 -1.20 ± 0.02
Naval 1e-7 -10.05 ± 0.02 -9.66 ± 0.04 -7.17 ± 0.03 -7.29 ± 0.02 -7.08 ± 0.13 -6.58 ± 0.04 -5.63 ± 0.05
Power 0.05 2.80 ± 0.01 2.79 ± 0.01 2.83 ± 0.01 2.83 ± 0.01 2.82 ± 0.01 2.86 ± 0.01 2.79 ± 0.04
Protein 0.5 2.88 ± 0.00 2.86 ± 0.00 2.89 ± 0.01 2.88 ± 0.01 2.86 ± 0.01 2.94 ± 0.00 2.83 ± 0.02
Wine 0.5 0.92 ± 0.01 0.91 ± 0.01 0.95 ± 0.01 0.94 ± 0.01 0.94 ± 0.01 0.97 ± 0.01 0.94 ± 0.12
Yacht 1e-7 0.49 ± 0.07 1.50 ± 0.13 0.37 ± 0.08 0.18 ± 0.03 0.04 ± 0.08 1.50 ± 0.02 1.18 ± 0.21
Song Year 0.7 3.62 ± NA 3.61 ± NA 3.60 ± NA 3.60 ± NA 3.57 ± NA 3.59 ± NA 3.35 ± NA
Fashion MNIST
Table A.4 provides a breakdown of results from the OOD classification test in section 4.4.4
for fashion MNIST. Also included are results for entropy, where high entropy represents high
uncertainty. These correlated strongly with the proportion metrics, which was true across all
three OOD experiments.
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Table A.3 Comparison against inference methods on UCI benchmark regression datasets,
log likelihood. Adapted from Mukhoti et al. (2018), also included is the single layer
homoskedastic VI results from Tomczak et al. (2018).
Log Likelihood (not negative)
Anch. Ens. Drop conv. Drop tune VMG HS-BNN PBP-MV SGHMC tune SGHMC adap. VI-IIDV-1HL
Boston −2.52±0.05 −2.40±0.04 −2.40±0.04 −2.46±0.09 −2.54±0.15 −2.54±0.08 −2.49±0.15 −2.54±0.04 −2.45±0.15
Concrete −2.97±0.02 −2.97±0.02 −2.93±0.02 −3.01±0.03 −3.09±0.06 −3.04±0.03 −4.17±0.72 −3.38±0.24 −3.05±0.08
Energy −0.96±0.13 −1.72±0.01 −1.21±0.01 −1.06±0.03 −2.66±0.13 −1.01±0.01 −− −− −0.72±0.10
Kin8nm 1.09±0.01 0.97±0.00 1.14±0.01 1.10±0.01 1.12±0.03 1.28±0.01 −− −− 1.13±0.04
Naval 7.17±0.03 3.91±0.01 4.45±0.00 2.46±0.00 5.52±0.10 4.85±0.06 −− −− 5.86±0.28
Power −2.83±0.01 −2.79±0.01 −2.80±0.01 −2.82±0.01 −2.81±0.03 −2.78±0.01 −− −− −2.82±0.04
Protein −2.89±0.01 −2.87±0.00 −2.87±0.00 −2.84±0.00 −2.89±0.00 −2.77±0.01 −− −− −2.93±0.01
Wine −0.95±0.01 −0.92±0.01 −0.93±0.01 −0.95±0.01 −0.95±0.05 −0.97±0.01 −1.29±0.28 −1.04±0.17 −0.95±0.06
Yacht −0.37±0.08 −1.38±0.01 −1.25±0.01 −1.30±0.02 −2.33±0.01 −1.64±0.02 −1.75±0.19 −1.10±0.08 −0.86±0.27
Table A.4 Fashion MNIST results: proportion of predictions made with ≥ 90% probability,
and entropy of predicted categorical distribution. Also shown is relative advantage (per-
centage change) for each method compared to anchored ensembles. Averaged over five
runs/random seeds, mean ± 1 standard error. Best result in blue.
——-Edge Cases——- —Out-of-distribution— ————Natural Adversarial———— —Pure Adversarial—
Train Sneaker Trouser CIFAR MNIST Rotate Flip Invert Noise Sparse
Proportion ≥ 90% (smaller better)
reg 1xNN 0.660 ± 0.006 0.739 ± 0.056 0.429 ± 0.047 0.143 ± 0.008 0.160 ± 0.007 0.609 ± 0.007 0.330 ± 0.009 0.349 ± 0.015 0.271 ± 0.007 0.456 ± 0.006
free 5xNN 0.733 ± 0.001 0.781 ± 0.015 0.380 ± 0.030 0.301 ± 0.013 0.104 ± 0.010 0.571 ± 0.011 0.300 ± 0.011 0.222 ± 0.052 0.042 ± 0.005 0.048 ± 0.003
reg 5xNN 0.634 ± 0.002 0.589 ± 0.054 0.269 ± 0.020 0.115 ± 0.004 0.072 ± 0.007 0.556 ± 0.007 0.256 ± 0.012 0.213 ± 0.002 0.112 ± 0.005 0.174 ± 0.005
anc 5xNN 0.631 ± 0.002 0.578 ± 0.049 0.325 ± 0.037 0.065 ± 0.002 0.041 ± 0.002 0.497 ± 0.003 0.215 ± 0.005 0.025 ± 0.010 0.006 ± 0.001 0.006 ± 0.001
Proportion Relative Advantage
1xNN Reg. to 5xNN Anch. -4.4% -21.8% -24.2% -54.5% -74.4% -18.4% -34.8% -92.8% -97.8% -98.7%
5xNN Uncons. to 5xNN Anch. -13.9% -26.0% -14.5% -78.4% -60.6% -13.0% -28.3% -88.7% -85.7% -87.5%
5xNN Reg. to 5xNN Anch. -0.5% -1.9% 20.8% -43.5% -43.1% -10.6% -16.0% -88.3% -94.6% -96.6%
Entropy (larger better)
1xNN Reg. 0.328 ± 0.005 0.253 ± 0.043 0.575 ± 0.050 1.176 ± 0.010 0.984 ± 0.015 0.484 ± 0.008 0.713 ± 0.009 0.836 ± 0.035 0.808 ± 0.010 0.580 ± 0.008
5xNN Uncons. 0.230 ± 0.001 0.161 ± 0.010 0.535 ± 0.021 0.688 ± 0.009 1.016 ± 0.021 0.453 ± 0.011 0.685 ± 0.011 0.573 ± 0.037 1.036 ± 0.014 0.992 ± 0.012
5xNN Reg. 0.352 ± 0.001 0.365 ± 0.039 0.707 ± 0.019 1.239 ± 0.009 1.161 ± 0.012 0.564 ± 0.008 0.807 ± 0.017 1.014 ± 0.014 1.048 ± 0.008 0.919 ± 0.009
5xNN Anch. 0.349 ± 0.001 0.327 ± 0.034 0.623 ± 0.042 1.251 ± 0.011 1.295 ± 0.013 0.624 ± 0.006 0.868 ± 0.002 1.098 ± 0.035 1.238 ± 0.013 1.191 ± 0.014
Entropy Relative Advantage
1xNN Reg. to 5xNN Anch. 6.4% 29.2% 8.3% 6.4% 31.6% 28.9% 21.7% 31.3% 53.2% 105.3%
5xNN Uncons. to 5xNN Anch. 51.7% 103.1% 16.4% 81.8% 27.5% 37.7% 26.7% 91.6% 19.5% 20.1%
5xNN Reg. to 5xNN Anch. -0.9% -10.4% -11.9% 1.0% 11.5% 10.6% 7.6% 8.3% 18.1% 29.6%
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A.5 Experimental Details
Introduction to Anchored Ensembles
Experimental details for figure 4.1 are as follows.
Six randomly generated data points were used.
Hyperparameters: activation = ERF, σ2ϵ = 0.003, b1 variance = 1, W1 variance = 1, H = 100,
M = 3 (number of ensembles), optimiser = adam, epochs = 400, learning rate = 0.005.
Panel of Inference Methods
Experimental details for figure 4.4 are as follows.
Same six data points were used for all methods and activation functions, generated by
y = xsin(5x), evaluated at, [-0.8, -0.1, 0.02, 0.2, 0.6, 0.8].
Hyperparameters: b1 variance = 10, W1 variance = 10, H = 100, M = 10, epochs= 4,000, σ2ϵ
= 0.001, leaky ReLU α = 0.2, optimiser = adam, MC Dropout probability = 0.4, MC Dropout
samples = 200, HMC step size = 0.001, HMC no. steps = 150, HMC burn in = 500, HMC
total samples = 1000, HMC predict samples = 50, VI predict samples = 50, VI iterations =
2000, VI gradient samples = 200.
Ensembling Loss Functions
Experimental details for figure 4.7 are as follows.
Regression
Generated X by sampling 20 points linearly spaced from the interval [-1.5, 1.5], y =
sin(2x) + ϵ with ϵ ∼ N (0,0.22). The y value corresponding to the largest x value was
shifted -0.4 to produce a slight outlier.
Sub-plot A was trained via mean square error, B was regularised, C was anchored. D shows
a ReLU GP.
Hyperparameters: activation = ReLU, σ2ϵ = 0.08, b1 variance = 10, W1 variance = 10, H =
1000, optimiser = adam, epochs = 2,000, learning rate = 0.003, M = 10, hidden layers = 1.
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Classification
Generated X using sklearn’s ‘make blobs’ function, n samples = 30.
Sub-plot A was trained via cross entropy, B was regularised, C was anchored. D shows
inference with HMC.
Hyperparameters: activation = ReLU, b1 variance = 15/2, W1 variance = 15/2, b2 variance =
1/50, W2 variance = 1/50, W3 variance = 10/50, H = 50, optimiser = adam, epochs = 100,
learning rate = 0.001, M = 10, hidden layers = 2.
1-D Convergence Plots
Experimental details for figure 4.8 are as follows.
Data as in section A.5 was used, with M = [3,5,10,20].
Hyperparameters: activation = ReLU, σ2ϵ = 0.001, b1 variance = 20, W1 variance = 20, H =
100, optimiser = adam, epochs = 4,000, learning rate = 0.005.
KL Convergence Results
Experimental details for figure 4.9 are as follows.
Training was done on 50% of the data, with KL computed over the other 50%. Results were
averaged over ten runs. The ‘ideal’ line shows the metric when posterior samples from the
GP itself, rather than anchored NNs, were used.
The Boston Housing dataset was used, with 50% of data used for training, and testing on the
other 50%.
Hyperparameters: activation = ReLU, σ2ϵ = 0.1, b1 variance = 2, W1 variance = 2, H = [4,
16, 64, 256, 1024], M = [3,5,10,20,40], optimiser = adam, no. runs = 10, epochs = 1,000,
learning rate = 0.001 when H < 20 else learning rate = 0.0002.
Regression Benchmarking Experiments
We complied with the established protocol (Hernández-Lobato and Adams, 2015). Single-
layer NNs of 50 nodes were used, experiments repeated 20 times with random train/test splits
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of 90%/10%. The larger Protein and Song datasets allow 100 node NNs, and were repeated
five and one time respectively.
The hyperparameter tuning process and final settings for experiments in table 4.1, A.1 & A.2
are as follows.
Hyperparameter Tuning
Hyperparameter tuning was done on a single train/validation split of 80%/20%. We found it
convenient to begin by tuning data noise variance and prior variances. We restricted the prior
variance search space by enforcing, σ2W1 = σ
2
b1
/D, and σ2W2 = 1/H . We therefore had only
two hyperparameters to optimise initially: σ2b1 and σ
2
ϵ . We did this with the GP model, using
grid search, maximising marginal log likelihood over the training portion, and minimising
NLL of the validation portion. For the larger datasets, when inference over the 80% training
portion was too slow, we reduced the training split to 2,000 data points.
Hyperparameters for priors and data noise estimates were shared between the GP and
anchored ensembles. Hyperparameters requiring tuning specifically for anchored ensembles
were batch size, learning rate, number of epochs and decay rate. This was done on the same
80%/20% split used to select data noise and prior variance. We used random search, directed
by our knowledge of the optimisation process (e.g. a lower learning rate requires more
epochs to converge), minimising NLL on the validation portion.
We did not retune hyperparameters from scratch for the double layer NN (5x 50-50 NNs).
We used settings as for the single-layer NNs (5x 50 NNs), but divided learning rate by 4, and
multiplied epochs by 1.5.
For the single regularised NN with constant noise, we again used hyperparameters as for the
single-layer ensemble (5x 50 NNs), tuning only the constant amount of variance to be added
on the same 80%/20% split.
Hyperparameter Settings
Table A.5 provides the key hyperparameters used. The adam optimiser was used for all
experiments. ReLU activations were used for all except the ERF GP (prior variance was




We trained a three-layer NN on eight of ten classes of Fashion MNIST. We trained on 48,000
examples, tested on 8,000.
Experiments were repeated 5 times with a different random seed for each run.
Data categories were created as suggested by their name in table A.4. Examples are shown
in figure A.1.
Train Edge CIFARMNIST Distort Noise
Figure A.1 Fashion MNIST OOD data examples.
• Distort comprised of rotations, vertical flips, and pixel value inversions.
• Noise comprised of iid Gaussian noise, mean = 0.0, standard deviation = 2.0.
• Sparse comprised of iid Bernoulli noise, pixles were given a value of 50.0 with p =
0.005, else 0.0.
Hyperparameters: activation = ReLU, optimiser = adam, epochs = 30, learning rate = 0.005,
batch size = 256, hidden layers = 3, hidden units = 100
Table A.5 Hyperparameters used for regression benchmark results.
N Batch Size Learn Rate σ̂2ϵ b1 variance W1 variance No. Epochs Decay Rate Single NN var.
Boston 506 64 0.05 0.06 10 0.77 3000 0.995 0.45
Concrete 1,030 64 0.05 0.05 40 5.00 2000 0.997 0.28
Energy 768 64 0.05 1e-7 12 1.50 2000 0.997 0.03
Kin8nm 8,192 256 0.10 0.02 40 5.00 2000 0.998 0.32
Naval 11,934 256 0.10 1e-7 200 12.50 1000 0.997 0.03
Power 9,568 256 0.20 0.05 4 1.00 1000 0.995 0.24
Protein 45,730 8192 0.10 0.5 50 5.56 3000 0.995 0.71
Wine 1,599 64 0.05 0.5 20 1.82 500 0.997 0.77
Yacht 308 64 0.05 1e-7 15 2.50 3000 0.997 0.10
Song Year 515,345 32768 0.01 0.7 2 0.02 500 0.996 0.84
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CIFAR-10
CIFAR-10 contains 50,000 32x32 color training images, labelled over 10 categories, and
10,000 test images.
We removed 2 categories during training (ships, dogs) so trained over 40,000 examples.
OOD data classes are as show in the images in table 4.2.
• Scramble permuted each row of pixels in a given image.
• Invert took the negative of the pixel values.
• Noise sampled pixels from bernoulli distribution (p=0.005) of large magnitude (pixel
value=50).
NN architecture: A convolutional NN was used, with the following structure, 64-64-maxpool-
128-128-maxpool-256-256-256-maxpool-512-512-512-maxpool-flatten-2048fc-softmax.
All convolutional kernels were [3 x 3 x number of channels in previous layer]. All maxpooling
kernels were [2 x 2]. The total number of parameters was 8,689,472.
Hyperparameters: activation = ReLU, optimiser = adam, learning rate = 0.001 decreasing to
0.0005 after 10 epochs and to 0.0001 after 20 epochs, batch size = 300.
In order to bring test accuracies and confidence on the training dataset roughly in line, it was
necessary to train for a different number of training epochs for each method (this effectively
applies early stopping to the unconstrained case). Anchored eps = 25, Regularise eps = 30,
Unconstrained eps = 15.
Experiments were repeated 3 times with a different random seed for each run.
IMDb
Dataset of 25,000 movie reviews, labelled as positive or negative.
Example: “this movie is the best horror movie bar none i love how stanley just dumps the
women into the lake i have been a fan of judd nelson’s work for many years and he blew me
away its a blend of horror and ... ”
OOD data classes were generated as follows.
• Reuters - taken from the Reuters news dataset.
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Example: “said it has started talks on the possible ... of the company with various
parties that it did not identify the company said the talks began after it ... ”
• Random 1 - A single integers sampled uniformly at random from {1...vocabulary size}
and converted to a repeated sequence of words.
Example: “member member member member member member member member
member member member member ... ”
• Random 2 - One integer per word sampled uniformly at random from {1...vocabulary size}
and converted to words.
Example: “twists mentally superb finest will dinosaur variety models stands knew
refreshing member spock might mode lose leonard resemble began happily names... ”
• Random 3 - As for Random 2, but now only sample from least commonly used 100
words.
Example: “computers towers bondage braveheart threatened rear triangle refuse
detectives hangs bondage firmly btw token 1990s mermaid reeves landed dylan remove
hum natives insightful demonic... ”
NN architecture: used an embedding layer (outputting 20 dimensions), followed by 1D
convolutional layer using 50 filters with kernel size of 3 words. Finally a hidden layer with
200 hidden nodes.
Hyperparameters: activation = ReLU, optimiser = adam, learning rate = 0.001, batch size =
64, max sentence length = 200, vocabulary size = 6000
Experiments were repeated 5 times with a different random seed for each run.
Reinforcement Learning
Uncertainty-Aware Reinforcement Learning
The FetchPush environment from OpenAI Gym was used with the sparse rewards setting.
We modified the environment slightly. The goal was positioned at a fixed radius from the
block (but at varying angle). Actions were discretised and vertical movements removed so
the agent had a choice of moving 0.4 units forward/backwards/left/right. Gaussian noise
was added to the actions to make the problem stochastic. Inputs were preprocessed so that
relative coordinates of gripper to cube and cube to goal were provided directly to the NNs.
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We used fixed target NNs which were updated every 500 episodes.
The simulation was run for 40,000 episodes, with final average rewards around −0.4. Two-
layer NNs of 50 nodes were used. Learning rate = 0.001, batch size = 100, episodes in





In this section we give full experimental details of the work described in chapter 5, along
with several additional results tables. Code is made available online (https://github.com/
TeaPearce).
Qualitative Experiments
Training method: PSO vs. GD
For the qualitative training method comparison, PSO vs. GD (section 5.1), NNs used ReLU
activations and 50 nodes in one hidden layer. GD was trained using LossQD−soft and run for
2,000 epochs, PSO was trained using LossQD and run for 50 particles over 2,000 iterations,
parameters as given in SPSO 2011 were followed Thomas et al. (2012). Data consisted of
200 points sampled uniformly from the interval [−2,2].
Loss function: QD vs. MVE
For the loss function comparison, QD vs. MVE (section 5.2), NNs used Tanh activations
and 50 nodes in one hidden layer. Both methods were trained with GD and results are for an
individual NN (not ensembled). Data consisted of 200 points sampled uniformly from the
interval [−2,2].
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Model Uncertainty Estimation: Ensembles
For evaluation of ensembling (section 5.3), we sampled 50 points uniformly in the interval
[−4,−1], and another 50 from [1,4]. An ensemble of ten QD NNs using ReLU activations
and 50 nodes in one hidden layer was trained with GD, using parameter resampling.
Training Method / Loss Function Permutation
We provide quantitative results in table B.1 for the two synthetic datasets described in sections
5.1 & 5.2. These results cover permutations of loss function and training method [LUBE,
QD, MVE]x[GD, PSO], using individual NNs (not ensembled).
Again, 200 training data points were sampled uniformly from the interval [−2,2]. Validation
was on 2,000 data points sampled from the same interval. Experiments were repeated ten
times. PIs targeted 95% coverage.
LUBE relates to the ‘softened’ version of eq. (16), and QD to LossQD−soft. Softened
versions were used for both GD and PSO (note ‘soft’ and ‘hard’ versions were contrasted in
section 5.1).
For GD, 2,000 epochs were used, for PSO, 10 particles were run over 2,000 epochs. This
meant the computational effort for PSO was five times that required by GD - the computa-
tional equivalent of 2,000 forward and backward passes for GD is 2 particles at 2,000 epochs
for PSO.
NLL & RMSE metrics were computed, however should be viewed with caution for LUBE
and QD - see section B.1.
All training methods and loss functions slightly overfitted the training data, producing PICP’s
lower than 95%. Generally GD-trained NNs outperformed their PSO counterparts in terms
of the primary metric of their loss function (MPIW for LUBE and QD, NLL for MVE),
although quality of other metrics was similar. QD produced comparable results to LUBE
- we note that our contributions to the loss function were from a theoretical and usability
perspective and did not expect a large impact on performance. MVE produced PIs of
comparable width to LUBE and QD for the case of normal noise, but PIs were significantly
wider in the exponential noise case.
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Table B.1 Full permutation results of training method and loss function on synthetic data
with differing noise distributions. Mean ± one standard error.
LUBE MVE QD
GD PSO GD PSO GD PSO
NORMAL NOISE
PICP 0.90 ± 0.01 0.91 ± 0.01 0.91 ± 0.01 0.93 ± 0.01 0.91 ± 0.01 0.91 ± 0.01
MPIW 1.16 ± 0.05 1.13 ± 0.04 1.11 ± 0.04 1.00 ± 0.02 0.97 ± 0.04 1.07 ± 0.04
RMSE 0.42 ± 0.01 0.43 ± 0.01 0.39 ± 0.00 0.38 ± 0.01 0.40 ± 0.01 0.41 ± 0.01
NLL 0.60 ± 0.07 0.47 ± 0.06 -0.44 ± 0.02 -0.23 ± 0.04 0.13 ± 0.08 0.37 ± 0.08
EXPONENTIAL NOISE
PICP 0.91 ± 0.01 0.92 ± 0.01 0.93 ± 0.01 0.95 ± 0.00 0.91 ± 0.01 0.93 ± 0.01
MPIW 0.80 ± 0.02 0.93 ± 0.04 1.07 ± 0.04 0.99 ± 0.03 0.84 ± 0.03 0.98 ± 0.04
RMSE 0.39 ± 0.00 0.40 ± 0.01 0.38 ± 0.01 0.37 ± 0.01 0.39 ± 0.01 0.41 ± 0.01
NLL 0.36 ± 0.09 0.64 ± 0.13 -0.48 ± 0.02 -0.18 ± 0.02 0.40 ± 0.05 0.54 ± 0.13
Benchmarking Experiments
Set up and Hyperparameters
For the benchmarking section, experiments were run across ten open-access datasets, train/test
folds were randomly split 90%/10%, with experiments repeated 20 times, input and target
variables were normalised to zero mean and unit variance. NNs had 50 neurons in one hidden
layer with ReLU activations. The exceptions to this were for experiments with the two largest
datasets, Protein and Song Year, where NNs had 100 neurons in one hidden layer, and were
repeated five times and one time respectively.
The softening factor was constant for all datasets, s= 160.0. For the majority of the datasets
λ= 15.0, but was set to 4.0 for naval, 40.0 for protein, 30.0 for wine, and 6.0 for yacht. The
Adam optimiser was used with batch sizes of 100. Five NNs were used in each ensemble,
using parameter resampling.
Hyperparameters requiring tuning were learning rate, decay rate, λ, initialising variance, and
number of training epochs. Tuning was done on a single 80%/20% train/validation split and
using random search.
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NLL & RMSE Results
In table B.2 we report NLL & RMSE in unnormalised form to be consistent with previous
works. Note that in the main results (section 6) we found it more meaningful to leaveMPIW
in normalised form so that comparisons could be made across datasets.
To compute NLL & RMSE for QD-Ens, we used the midpoint of the PIs as the point
estimate to calculate RMSE. We computed the equivalent Gaussian distribution of the PIs
by centering around this midpoint and using a standard deviation of (yUi−yLi)/3.92 (since
the PI represented 95% coverage), which enabled NLL to be computed. We emphasise
that by doing this, we break the distribution-free assumption of the PIs, and include these
purely for the purpose of consistency with previous work. Unsurprisingly, NLL & RMSE
metrics for QD-Ens are poor. MVE-Ens results are in line with previously reported work
Lakshminarayanan et al. (2017).
Table B.2 RMSE and NLL on ten benchmarking regression datasets; mean ± one standard
error, best result in bold.
RMSE NLL
n D MVE-ENS QD-ENS MVE-ENS QD-ENS
BOSTON 506 13 2.84 ± 0.19 3.38 ± 0.26 2.60 ± 0.10 2.74 ± 0.14
CONCRETE 1,030 8 5.20 ± 0.10 5.76 ± 0.10 2.95 ± 0.04 3.10 ± 0.02
ENERGY 768 8 1.67 ± 0.05 2.30 ± 0.04 1.12 ± 0.05 1.62 ± 0.06
KIN8NM 8,192 8 0.08 ± 0.00 0.09 ± 0.00 -1.28 ± 0.01 -1.14 ± 0.01
NAVAL 11,934 16 0.00 ± 0.00 0.00 ± 0.00 -5.67 ± 0.03 -5.73 ± 0.03
POWER PLANT 9,568 4 3.94 ± 0.03 4.10 ± 0.03 2.77 ± 0.01 2.83 ± 0.01
PROTEIN 45,730 9 4.35 ± 0.02 4.98 ± 0.02 2.74 ± 0.02 3.12 ± 0.02
WINE 1,599 11 0.62 ± 0.01 0.65 ± 0.01 1.07 ± 0.06 1.15 ± 0.03
YACHT 308 6 1.36 ± 0.09 1.00 ± 0.08 1.02 ± 0.05 0.76 ± 0.07
SONG YEAR 515,345 90 8.88 ± ± NA 9.30 ± ± NA 3.37 ± ± NA 3.58 ± ± NA
