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I. Horrocks and U. Sattler, Decidability of SHIQ with complex role inclusion axioms
Motivated by medical terminology applications, we investigate the decidability of an expressive
and prominent description logic (DL), SHIQ, extended with role inclusion axioms of the form
R ◦ S ˙T . It is well known that a naive such extension leads to undecidability, and thus we restrict
our attention to axioms of the form R ◦ S ˙R or S ◦R ˙R, which is the most important form of ax-
ioms in the applications that motivated this extension. Surprisingly, this extension is still undecidable.
However, it turns out that by restricting our attention further to acyclic sets of such axioms, we regain
decidability. We present a tableau-based decision procedure for this DL and report on its implemen-
tation, which promises to behave well in practice and provides important additional functionality in
a medical terminology application.  2004 Published by Elsevier B.V.
M. Donnelly, A formal theory for reasoning about parthood, connection, and location
In fields such as medicine, geography, and mechanics, spatial reasoning involves reasoning about
entities that may coincide without overlapping. Some examples are: cavities and invading particles,
passageways and valves, geographic regions and tropical storms. The purpose of this paper is to
develop a formal theory of spatial relations for domains that include coincident entities. The core of
the theory is a clear distinction between mereotopological relations, such as parthood and connection,
and relative location relations, such as coincidence. To guide the development of the formal theory,
I construct mathematical models in which nontrivial relative location relations are defined.  2004
Published by Elsevier B.V.
P. Jonsson and A. Krokhin, Complexity classification in qualitative temporal con-
straint reasoning
We study the computational complexity of the qualitative algebra which is a temporal constraint
formalism that combines the point algebra, the point-interval algebra and Allen’s interval algebra.
We identify all tractable fragments and show that every other fragment is NP-complete.  2004 Pub-
lished by Elsevier B.V.
0004-3702/2004 Published by Elsevier B.V.
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M. Nykänen, An incremental algorithm for DLO quantifier elimination via constraint
propagation (Research Note)
The first-order logical theory of dense linear order has long been known to admit quantifier elim-
ination. This paper develops an explicit algorithm that yields an equivalent quantifier free form of
its input formula. This algorithm performs existential quantifier elimination via constraint propaga-
tion. The result is computed incrementally using functional programming techniques. This approach
may be of interest in implementing query languages for constraint databases.  2004 Published by
Elsevier B.V.
S. Li and M. Ying, Generalized Region Connection Calculus
The Region Connection Calculus (RCC) is one of the most widely referenced system of high-level
(qualitative) spatial reasoning. RCC assumes a continuous representation of space. This contrasts
sharply with the fact that spatial information obtained from physical recording devices is nowadays
invariably digital in form and therefore implicitly uses a discrete representation of space. Recently,
Galton developed a theory of discrete space that parallels RCC, but question still lies in that can
we have a theory of qualitative spatial reasoning admitting models of discrete spaces as well as
continuous spaces? In this paper we aim at establishing a formal theory which accommodates both
discrete and continuous spatial information, and a generalization of Region Connection Calculus is
introduced. GRCC, the new theory, takes two primitives: the mereological notion of part and the
topological notion of connection. RCC and Galton’s theory for discrete space are both extensions of
GRCC. The relation between continuous models and discrete ones is also clarified by introducing
some operations on models of GRCC. In particular, we propose a general approach for constructing
countable RCC models as direct limits of collections of finite models. Compared with standard RCC
models given rise from regular connected spaces, these countable models have the nice property that
each region can be constructed in finite steps from basic regions. Two interesting countable RCC
models are also given: one is a minimal RCC model, the other is a countable sub-model of the
continuous space R2.  2004 Published by Elsevier B.V.
A. Bochman, A causal approach to nonmonotonic reasoning
We introduce logical formalisms of production and causal inference relations based on input/output
logics of Makinson and Van der Torre [J. Philos. Logic 29 (2000) 383–408]. These inference relations
will be assigned, however, both standard semantics (giving interpretation to their rules), and natural
nonmonotonic semantics based on the principle of explanation closure. The resulting nonmonotonic
formalisms will be shown to provide a logical representation of abductive reasoning, and a com-
plete characterization of causal nonmonotonic reasoning from McCain and Turner [Proc. AAAI-97,
1997, pp. 460–465]. The results of the study suggest production and causal inference as general non-
monotonic formalisms providing an alternative representation for a significant part of nonmonotonic
reasoning.  2004 Published by Elsevier B.V.
T.D. Nielsen and F.V. Jensen, Learning a decision maker’s utility function from (pos-
sibly) inconsistent behavior
When modeling a decision problem using the influence diagram framework, the quantitative part
rests on two principal components: probabilities for representing the decision maker’s uncertainty
Forthcoming Papers / Artificial Intelligence 159 (2004) 261–263 263
about the domain and utilities for representing preferences. Over the last decade, several methods
have been developed for learning the probabilities from a database. However, methods for learning
the utilities have only received limited attention in the computer science community.
A promising approach for learning a decision maker’s utility function is to take outset in the de-
cision maker’s observed behavioral patterns, and then find a utility function which (together with a
domain model) can explain this behavior. That is, it is assumed that decision maker’s preferences
are reflected in the behavior. Standard learning algorithms also assume that the decision maker is be-
havioral consistent, i.e., given a model of the decision problem, there exists a utility function which
can account for all the observed behavior. Unfortunately, this assumption is rarely valid in real-world
decision problems, and in these situations existing learning methods may only identify a trivial utility
function. In this paper we relax this consistency assumption, and propose two algorithms for learning
a decision maker’s utility function from possibly inconsistent behavior; inconsistent behavior is inter-
preted as random deviations from an underlying (true) utility function. The main difference between
the two algorithms is that the first facilitates a form of batch learning whereas the second focuses
on adaptation and is particularly well-suited for scenarios where the DM’s preferences change over
time. Empirical results demonstrate the tractability of the algorithms, and they also show that the
algorithms converge toward the true utility function for even very small sets of observations.  2004
Published by Elsevier B.V.
