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ABSTRACT 
 
Nitrate efflux from agricultural lands in the Midwestern United States mixes with surface 
streams and creates hypoxic conditions in the Gulf of Mexico, which lead to destruction of 
aquatic ecosystems. Besides, excess nitrate in drinking water poses a serious threat to human 
health, including blue baby syndrome, birth defects, and cancer. The current nitrate 
management techniques are inefficient and expensive, and a major reason for this is the lack 
of low-cost, effective ionic concentration monitoring systems. The dependence of nitrate 
concentration on local hydrology means that laboratory techniques yield incomplete data, 
whereas the available real-time monitoring techniques have drawbacks like exorbitant cost, 
ion selectivity issues, and others.  This research aims to bridge the gap between reliable 
concentration monitoring and economic feasibility by developing a low-cost, effective, real 
time ion monitoring system which is field deployable and sensitive to changes in ionic 
concentration at agriculturally-relevant levels. 
                In this work, a resonant sensor is designed using an open-ended coaxial 
transmission line which can be evanescently perturbed by a liquid sample and shows a shift 
in its resonant frequency on change of ionic concentration of the sample. The dimensions of 
the coaxial resonator are optimized to ensure high sensitivity to changes in the ionic 
concentration of the sample at relevant concentrations, low manufacturing costs, and small 
physical dimensions to enable field deployment. The resonant sensor design is followed by 
the design and optimization of a suitable coupling structure which can take two-port 
transmission measurements to measure the characteristics of the resonator. 
viii 
 
 
                Finite Element Analysis (FEA) simulations are carried out using ANSYS HFSS, 
using as input data the complex permittivity of aqueous solution samples with varying 
concentrations of nitrate, sulfate, and chloride ions. Deionized water is taken as a reference 
sample, and a clear correlation between shift in resonant frequency and ionic concentration is 
observed for each of the three resonant modes studied, with the sensor being highly sensitive 
to concentration changes at agriculturally relevant concentrations. Appropriate fitting 
functions are implemented to represent the correlations between resonant frequency and ion 
concentration, and discussion on the feasibility of the designed sensor for field deployment is 
presented. 
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CHAPTER 1. GENERAL INTRODUCTION 
 
1.1 Research Question 
 
The research herein addresses the question of how to infer the ionic concentration of 
electrolyte liquids using a resonant method at a microwave frequency. The approach taken 
involves the design of a microwave resonator and a corresponding structure to couple the energy 
from the resonator to a measuring instrument. The method undertaken in this research is novel 
because, to our knowledge, no other group has used a resonant method to characterize ionic 
solutions. This work is important in the light of the need for a low cost, real time nitrate 
monitoring system to enable better nitrate management strategies in the Midwestern United 
States, where the excessive levels of nitrate in rivers from agricultural drainage has been 
drastically affecting both aquatic life as well as human health. 
 
1.2 Motivation 
 
In the predominantly agricultural Midwestern United States, wetness of soil limits 
productivity of the farmlands. In the state of Iowa, which has over 6 million units of croplands, 
and 375 distinct soil series, more than half of the different soil series face the challenge of 
removing the excess water in order to improve productivity [1]. 
One of the most effective procedures to remove the excess water from the soil is the use 
of subsurface tile drainage. In this technique, the excess moisture from the soil is eliminated by 
implementing a system of underground perforated drainage pipes. These pipes were traditionally 
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formed of tile, hence giving the drainage system its name. Nowadays, tile drainage systems are 
made of perforated plastic pipes which are typically positioned at a depth of 3 to 4.5 feet under 
the soil surface, depending on the subsoil permeability [2]. 
The subsurface tile drainage system, which has the objective of controlling a high water 
table to foster suitable conditions for crop production and field operations [4], ensures consistent 
yields and higher return on investment [5], as well as requiring less power for field operations, 
decreasing plant diseases, and even more being robust in drought [6], when compared with other 
conventional drainage techniques.  
According to a USDA report [7], as of 1987, there are approximately 110 million acres of 
croplands in the United States which are artificially drained, and owing to the several advantages 
mentioned above, the adoption of tile drainage continuous to grow on previously undrained 
lands. 
However, owing to the fact that tile drainage provides for a flow-path to the surface 
streams, excess nutrients from the croplands are washed directly to these streams [8]. This 
 
 
 
Figure 1.1 Illustration of a subsurface tile drainage system (taken from [3]) 
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creates an imbalance of the ions present in surface waterbodies, and in turn affects both aquatic 
as well as human life. Recent research at Iowa State University has found that the most common 
primary dissolved ions present in the agricultural tile drainage waters of Central Iowa, in 
descending order of parts per million concentration are 𝐻𝐶𝑂3
−, 𝐶𝑎2+, 𝑀𝑔2+, 𝑁𝑂3
−, 𝐶𝑙−, 𝑁𝑎+ 
and 𝑆𝑂4
2− [9]. 
Cations like 𝐶𝑎2+ and 𝑀𝑔2+ may increase the hardness of water, making it more difficult 
to use for domestic purposes, and hence incurring costs to soften it, whereas excess 𝑁𝑎+in 
drinking water may hamper the diets of patients of congestive heart failure and hypertension, 
among other ailments [121].  
The excess anions in water have a more adverse effect on the environment as well as 
human health. Of all the anions in tile drainage water, 𝑁𝑂3− has the most significant impact. 
Problems caused by excessive nitrate in tile drainage water 
Nitrates (𝑁𝑂3−) are an important source of nitrogen (𝑁) for plants and are hence added in 
the form of fertilizers to facilitate agriculture. Nitrate is often reported as nitrate-nitrogen 
(𝑁𝑂3−—𝑁), which represents the total nitrogen that is present in the nitrate ion. By this 
definition, 10 mg/L of 𝑁𝑂3−—𝑁 refers to approximately 44 mg/L of 𝑁𝑂3− in water. 
As discussed earlier, excessive pollution of river water by nitrates from agricultural waste 
drastically affects the aquatic ecosystem. The contamination of nitrate accelerates eutrophication, 
which is the process of richening of nutrients in a water body due to runoff from land [11]. 
Eutrophication leads to excessive algae growth in river water. The algae use up the available 
oxygen in water, causing a condition called hypoxia. This results in the water being unable to 
support aquatic life. 
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It has been estimated that one million metric tons of nitrates are run off from croplands 
into the Mississippi River annually [12], and this leads to an area of hypoxia of over 20,000 km2 
in the northern Gulf of Mexico [13]. Of the total nitrate that is delivered by the Mississippi river 
into the Gulf of Mexico, the croplands of Iowa contribute about 25% of it, in spite of the state 
occupying less than 5% of the river’s drainage basin [14]. Besides, excessive nitrate in drinking 
water can lead to a multitude of human health risks. One severe risk is Methemoglobinemia, 
which affects infants below the age of six months. Methemoglobinemia, commonly called Blue 
Baby Syndrome, decreases the blood’s ability to transport oxygen and is potentially life-
threatening.   
By the Safe Drinking Water Act, there is a 10 mg/L (or 10 parts per million) standard set 
for the maximum contaminate level (MCL) of nitrate-nitrogen in drinking water [15]. A survey 
of rural wells in Iowa between 2006 and 2008 revealed that 12% of all the samples collected 
exceeded this standard [16]. Most of the Blue Baby Syndrome cases reported were found to have 
occurred in infants drinking water with concentrations of nitrate-nitrogen over 22 mg/L. 
In addition to the above, nitrate in drinking water gets reduced inside the human body to 
form nitrite which gets further reduced to N-nitroso compounds. These compounds are potential 
carcinogens and teratogens, and increase the risk of bladder, colon, and rectum cancers [17-18], 
along with being a driving factor toward a lot of birth defects, including neural tube defects 
(NTDs), and congenital heart defects [19]. Also, high concentrations of nitrate have been seen to 
inhibit iodine uptake as well as instigate hypertrophic changes (enlargement) in the thyroid 
gland. The Iowa Environmental Council has summarized the results of peer-reviewed literature 
pertaining to health concerns due to elevated nitrate levels in the drinking waters of Iowa [20].  
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Problems caused by excess of other anions in tile drainage water 
As stated before, the other anions which are found in excess in the surface streams of 
Central Iowa due to the contribution of agricultural effluxes are 𝐻𝐶𝑂3
−, 𝐶𝑙−, and 𝑆𝑂4
2−. Even 
though at the current levels they are found in tile drainage water they are not as pernicious as 
𝑁𝑂3−, the potential hazards of these ions are discussed here for the sake of completeness.  
The presence of 𝐻𝐶𝑂3
− in water increases its pH. This can facilitate corrosion leading to 
failure of metallic structures, which in turn may pose serious health and economic problems. 
Also, excess bicarbonates can cause incrustation [21] of water-carrying pipes. This not only 
slows down the flow of water but also provides a suitable environment to harbor microorganisms 
which may be deleterious to human health, in turn precipitating a high demand for disinfectants. 
Chlorides, which are usually present in the form of common salt in water, have not been 
identified to affect human health negatively. When coupled with 𝑁𝑎+ (a cation found in excess 
in the tile drainage waters of Iowa), 𝐶𝑙− at a concentration over 250 mg/L can bring about 
“saltiness” in water, and requires expensive treatment to be made suitable for drinking. 
Additionally, 𝐶𝑙− dissolved in water can corrode concrete by extraction of calcium. Another 
potential problem caused by 𝐶𝑙− dissolved in water is in boilers, where it can generate highly 
corrosive hydrochloric acid upon heating [22].  
In addition to causing similar problems like corrosion of piping and giving drinking water 
an unpleasant taste, the presence of excess sulfate ions in water poses a few more hazards. In 
young animals and human infants, drinking water contaminated with excess 𝑆𝑂4
2− can cause 
chronic diarrhea, being fatal in a few instances [23]. Sulfates are also responsible for aiding the 
methylation of mercury to form methylmercury, which is highly toxic, as well as promoting the 
biodegradation of organic soils [24]. 
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To summarize this section, it can be seen that the widespread use of tile drainage systems 
in the Midwestern United States has led to elevated levels of several ions in surface water, which 
pose a plethora of hazards to both human health and the environment. Of these ions, nitrate has 
the most detrimental impact, and several studies mentioned above reveal that nitrate management 
in Iowa has been poor. Since the first step for efficient ion management is to be able to monitor 
ions effectively, discussion of the current ion monitoring systems is called for. This is the subject 
of the following section. 
 
1.3 Current Ionic Concentration Monitoring Systems 
 
Measuring the concentration of a solute in a solution is a fundamental problem of 
chemistry, with a lot of potential applications.  The problem has attracted the attention of 
researchers over several decades. A multitude of methods, involving wet chemical colorimetry, 
mass spectroscopy, potentiometry, optical methods, remote sensing, and biosensors, have been 
developed for this purpose [25-27].  The need to operate with very low, agriculturally relevant 
concentrations renders many of these techniques unsuitable for this problem, however. 
Moreover, it has been seen [9] that the concentration of the various ions in the surface waters of 
Iowa is associated with the local hydrology and hence varies rapidly with time and space. For 
this reason, laboratory based methods which rely on spot and snapshot sampling do not paint an 
accurate picture of the contamination of water. Hence, for measuring ionic concentration in tile 
drainage water effectively, a detection system is required which is real time, has high sensitivity, 
and is field deployable. 
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Of all the methods found in literature, there are currently two approaches which are 
predominantly used to build effective, commercial, real time ion monitoring systems, namely: 
ion selective electrode technology, and ultraviolet absorption technology. 
Ion Selective Electrode (ISE) Technology  
Ion selective electrode (ISE) technology is an electrochemistry based approach which 
involves passing the aqueous solution sample across a specialized electrode membrane which is 
sensitive to only a particular kind of ion [28]. As the specific ion of interest diffuses across the 
membrane, an electrical potential is developed between the ion selective electrode and a 
reference electrode. The process can be assumed to follow the Nernst Equation [29] 
 0 2.3 log( )
T
E
n
cE     (1.1) 
where  𝐸 stands for the measured voltage, 𝐸0 is a reference constant, 𝑇 is the temperature, 𝑛 
represents the charge on ion, 𝛾 stands for the ionic strength, and 𝑐 represents ionic concentration. 
It can be observed that the voltage generated varies logarithmically with the concentration of the 
ion of interest [30]. 
Even though this approach has a few key advantages like being easy to use and relatively 
inexpensive compared to its counterparts, along with having a fast response time, it suffers from 
some serious drawbacks in practice because the ISE is seldom selective to only one ion [31]. 
This means that the presence of multiple ions causes interference in detecting the concentration 
of the target ion. It is a serious problem which limits the effectiveness of the approach for 
measuring the concentration of a particular ion in tile drainage water, which typically contains 
many different types of ions. There are also other challenges such as the need for low 
conductivity so that there is no interference with the generated voltage, and low solubility of the 
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membrane so that it does not get dissolved in the sample solution, which hurt the suitability of 
this approach for the problem of interest. 
Ultraviolet (UV) Absorption Technology 
Ultraviolet (UV) absorption technology makes use of the ability of a medium to absorb 
electromagnetic radiation in the ultraviolet spectrum. This is measured using a dimensionless 
quantity called absorbance [32], which is defined using the ratio of the intensity of the light 
transmitted by the sample to the intensity of the incident light at a particular wavelength of 
interest. Subsequently, Beer’s Law, Equation (1.2), linearly relates the absorbance of a sample to 
its ionic concentration, given the knowledge of the thickness of the sample through which light 
travels, as follows [33].  
 
A
c
L


   (1.2) 
Equation (1.2) uses absorbance of the sample 𝐴𝜆, at a specific wavelength 𝜆 to compute ionic 
concentration 𝑐, given the values of the path length 𝐿, which is basically the thickness of the 
sample, and the molar absorptivity 𝜀𝜆, of the substance of interest at the operating wavelength. 
The absorbance 𝐴𝜆 can be calculated using the following equation: 
 
0
log
I
A
I



 
   
 
 
  (1.3) 
In Equation (1.3), 𝐼𝜆0 is the intensity of the light of wavelength 𝜆 incident on the sample, whereas 
𝐼𝜆 is the intensity of light of the same wavelength after having passed through the sample, 
Ultraviolet absorption technology has higher resolution than the ISE Method, and has a 
rapid response time too, but the interference of other ions and organic compounds with similar 
absorbance as the ion of interest acts to break down the linear relationship between ionic 
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concentration and absorbance, as predicted by Beer’s Law. Furthermore, at high concentrations 
of solute, an increase in inter-ionic interactions also causes interference, rendering Beer’s Law 
incapable of predicting the concentration accurately. Also, this technology requires highly 
monochromatic UV radiation, which is difficult to realize in practice, leading to exorbitant 
installation and maintenance cost of the sensor. 
Thus, with the current technologies it is difficult to obtain a low cost, effective, real time 
ion monitoring system to operate in agriculturally relevant conditions. Hence, there is a need to 
develop a new technique to tackle the problem. A method based upon dielectric spectroscopy 
could be used to develop a real time ionic concentration sensing system, which would be 
potentially low cost, nondestructive, and of high accuracy. 
 
1.4 Dielectric Spectroscopy 
 
Dielectric spectroscopy involves measuring the complex permittivity of a sample over a 
frequency spectrum [34]. The real part of permittivity of a medium is a parameter that indicates 
the ability of the medium to become polarized by an external electric field, whereas the 
imaginary part quantifies losses incurred in the medium due to absorption of electrical energy 
upon the application of the external field.  
The permittivity of a material essentially sprouts from the different kinds of polarizations 
exhibited by it. Depending on the material and the frequency of applied external field, a medium 
exhibits at least one of the three types of polarizations – electronic polarization (found in all 
dielectric materials), ionic polarization (found only in ionic materials), and orientation 
polarization (found only in materials possessing permanent dipoles) [35]. Under the influence of 
an alternating electric field, permanent dipoles try to reorient themselves as the direction of the 
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applied external electric field changes. For each polarization type, there exists a minimum time 
required for the dipole to align with the electric field, and this depends on the material under test. 
When for a particular polarization type the frequency of the applied electric field exceeds the 
inverse of this minimum reorientation time, called the relaxation frequency, the dipoles cannot 
keep up with the alternating electric field, and the polarization type does not contribute to the 
total polarization anymore. This effect manifests itself as a drop in the real part of permittivity, 
and is observed to be paired with a peak in the imaginary part. Such a process is called a 
relaxation process [36] and can provide insight into the composition of the sample.  
Dielectric spectroscopy techniques entail applying an external time-varying electric field 
to the sample under test and measuring some quantity (impedance, reflection coefficient, 
transmission coefficient etc.) which can be used to find the complex permittivity of the sample. 
Studying the complex permittivity spectrum, subsequently, can provide information about the 
composition of the sample under test. 
Dielectric Spectrum of Aqueous Solutions 
The complex relative permittivity of a sample as a function of frequency f is defined as 
 ( ) '( ) "( )r r rf f j f      (1.4) 
The real part of 𝜀𝑟 represents energy storage by the sample, whereas the imaginary part stands 
for the dissipation of energy by the sample. For an electrolyte solution, these two components of 
the complex relative permittivity can be attributed to three additive contributions, viz. 
intramolecular forces, intermolecular forces, and migration of charge carriers under an applied 
electric field (conductivity). The conductivity term contributes solely to the dissipation of energy 
[37], leading to a more informative version of Equation (1.4). 
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f

  

     (1.5) 
where 𝜀𝑟
′′ has been decomposed into a dipolar loss component 𝜀𝑑
′′ and a dc conductivity term 𝜎. 
Figure 1.2 demonstrates the dielectric spectrum of an electrolyte solution. The regions of the 
spectrum which correspond to 
𝑑𝜀′
𝑑𝑓
< 0 signify different relaxation processes in the solution, 
which can be attributed to the following physiochemical mechanisms occurring as the frequency 
of applied electric field increases. It can be observed that a relaxation in 𝜀𝑟
′  is associated with a 
corresponding peak of 𝜀𝑟
′′. In fact, the two quantities, in principle, reveal the same information 
[38]. A detailed account of the different relaxation mechanisms can be found in [39]. 
Since the shape of the dielectric spectrum allows us to have a peek into the sample’s 
chemical structure and related physiochemical properties, parameters like the frequency of a 
 
 
 
 
Figure 1.2 Dielectric dispersion of 1:1 electrolyte solution showing different relaxation mechanisms (taken 
from [39]) 
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relaxation, relaxation time, permittivity values at very low or very high frequencies, etc. can be 
used to infer sample properties like ion type and ion concentration. 
Dielectric spectroscopy has been demonstrated for all three common states of matter [40-
42]. It is potentially a contactless method as it requires the sample to occupy only part of the 
region of the applied field and not necessarily be in direct contact with the probe used to apply 
the field although, most commonly, a flat sample is sandwiched between two parallel-plate 
electrodes. The time taken for the sample to react to the applied electric field is usually lesser 
than the time taken by the measuring instrumentation to read the corresponding data; hence, the 
speed of operation is determined by the rate at which the measuring instrumentation can read 
data rather than the speed at which the relaxation mechanisms occur [43]. 
Thus, with dielectric spectroscopy, it seems possible to carry out noncontact, 
nondestructive, and label-free real time measurements in a multi-solute solution, and thereafter 
infer the ion-types and the concentrations of the ions of interest [44]. Moreover, the microwave 
frequency region of the electromagnetic spectrum, where two of the relaxation mechanisms take 
place (mechanisms 1 and 3 in Fig. 1.2), offers low cost and high portability in terms of 
electronics, as opposed to higher frequencies. Hence, the subsequent research is targeted at 
building a microwave sensor which uses dielectric spectroscopy to infer ionic concertation of 
aqueous solutions. 
1.5 Current Research Focus 
 
Recent research in dielectric spectroscopy has related successfully the dielectric spectrum 
of electrolyte solutions with the ion types and concentrations for agriculturally relevant 
concentrations of 𝑁𝑂3
−, 𝐶𝑙−,  and 𝑆𝑂4
2−. Specifically, the research has been able to predict the 
ion type and the concentration of anion in an aqueous solution sample using three parameters 
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from the dielectric spectrum – real permittivity at dc, relaxation time, and dc conductivity. A 
detailed discussion on these parameters can be found in [45].  The method employed is 
dependent on the use of a highly sophisticated instrumentation, namely, a Vector Network 
Analyzer (VNA) which is expensive and not suitable for field deployment.  Thus, the current 
research focuses on developing a suitable dielectric spectroscopy technique which can leverage 
the findings of the abovementioned research to come up with a low cost, highly sensitive, 
nondestructive, real time, field deployable sensing system for monitoring ionic concentration in 
tile drainage water. 
  
14 
 
CHAPTER 2. SAMPLE DATA 
 
 
For the purpose of designing the ionic concentration monitoring sensor, as well as testing 
its performance, the complex permittivity data of different concentrations of aqueous solutions of 
sodium nitrate, sodium sulfate, and sodium chloride are used. This chapter summarizes how the 
dielectric spectra of the different aqueous solutions were measured. The details of these 
experiments can be found in [45]. 
 
(a) 
 
(b) 
Figure 2.1 Experimental setup (a, b) for measurement of complex permittivity and conductivity 
of an electrolyte sample at a fixed controlled temperature. The VNA is not shown (taken from 
[45]). 
A Speag open-ended coaxial DAK3.5 dielectric probe kit (recommended bandwidth of 
200 MHz to 20 GHz) was used in conjunction with an Anritsu 37347C Vector Network Analyzer 
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(nominal bandwidth of 40 MHz to 20 GHz) to investigate the dielectric spectra of the different 
samples under test. The experimental setup is shown in Figure 2.1. The probe was fixed at an 
angle of 30° to optimize the sensitivity of the sensor, and a beaker, containing a sample solution 
was moved to interface with the probe. The DAK software enabled the calculation of the real and 
imaginary parts of the complex permittivity of the sample under test, 𝜀𝑟′ and 𝜀𝑟′′ respectively, 
from a measurement of 𝑆11 at the interface between the coaxial probe and the solution sample, 
which for a one-port network, is synonymous with the reflection coefficient. 
The calibration for the one-port network was carried out using three standards: short-
circuit (shorting block), open circuit (air), and a reference load (deionized water at 25 ºC). Once 
calibrated, for each sample, the VNA was set to logarithmically sweep 100 points for ten times in 
the frequency range of 200 MHz to 20 GHz. In addition, to measure conductivity a separate 
Seven2GoTM conductivity meter was used along with an InLab720 probe (operating range 0.1 to 
500 μS/cm ± 0.5%), which was calibrated with a standard 84 μS/cm solution. 
The temperature of the sample was maintained at 25 ºC ± 0.01 ºC by placing the sample 
beaker in a temperature-controlled Anova R10 Refrigerated and Heating Circulator (± 0.01 ºC). 
The effect of ambient temperature fluctuations was minimized with the use of Downtherm SR-1 
Ethylene Glycol oil (18.1 Vol %) as a bath fluid, and an electric stirrer was incorporated to 
obviate the influence of turbulence to maintain a uniform temperature across the entire volume of 
the sample solution. 
Electrolyte solution samples of three different salts: sodium nitrate, sodium sulfate, and 
sodium chloride, were prepared for the study. Fifteen concentrations of each type of solution, 
which are environmentally relevant, were tested from lower to higher concentrations by 
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gradually titrating the required stock electrolyte into a fixed volume of deionized water. The 
range of concentrations of the three electrolyte solutions used has been listed in Table 2.1.  
Table 2.1 Concentration of different electrolyte solutions tested 
Electrolyte Solution Range of Concentrations Tested (mmol/L) 
Sodium Nitrate 0 to 28.56  
Sodium Sulfate 0 to 12.48 
Sodium Chloride 0 to 11.28 
 
The complex permittivity of an aqueous solution sample 𝜀𝑟 can be expressed in terms of 
its real and imaginary components using Equation (1.5). 
The experimental data is fitted by a single-term Debye relaxation model, and the three 
different contributions to 𝜀𝑟(𝑓), i.e. polarization  𝜀𝑟
′(𝑓), dipolar loss  𝜀𝑑
′′(𝑓), and conductivity 
contribution 
𝜎
2𝜋𝜀0𝑓
 have been plotted in Figure 2.2 for all three types of ionic solutions with 
similar concentration, 𝑐 ≈  7 mmol/L.   
   
                                        (a)                                                                                 (b) 
Figure 2.2 (a) Dielectric dispersion 𝜀′(𝑓), and (b) loss 𝜀′′(𝑓) spectra at T = 25 °C of aqueous 
solutions of 𝑁𝑎𝑁𝑂3 (cross-dashed line) with 𝑐 =  7.139 mmol/L, 𝑁𝑎2𝑆𝑂4 (triangle-dotted line) 
with 𝑐 =  7.797 mmol/L, and 𝑁𝑎𝐶𝑙 (circle-solid line) with 𝑐 =  7.052 mmol/L. The markers 
denote the measured permittivity data, whereas the fitted curves using single Debye model are 
represented by lines. The contributions to 𝜀′′(𝑓)  by the conductivity term (
𝜎
2𝜋𝑓𝜀0
) and the dipolar 
relaxation process 𝜀𝑑′′(𝑓) are also separately shown in (b) (taken from [46])  
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CHAPTER 3. APPROACH 
 
 
The current chapter aims at finding a suitable dielectric metrological technique, which can be 
leveraged to build a low cost, highly sensitive, nondestructive, real time, field deployable sensor 
for monitoring ionic concentration in electrolyte solutions. The chapter begins with an 
introduction to microwave frequency dielectric spectroscopy, and goes on to survey the various 
dielectric metrological techniques found in literature. Based on the survey, a decision is made 
about the dielectric measurement method to be used to design the ionic concentration monitoring 
sensor for the current research. 
 
3.1 Microwave Frequency Dielectric Spectroscopy 
 
The problem herein deals with a polar solvent system, i.e. a solvent with molecules which 
have permanent dipole moments. The fact that for such a system many dipolar relaxations occur 
in the microwave spectrum (300 MHz and above, i.e. centimeter scale wavelengths) helps 
narrow down the focus of the problem to only the microwave region. For an aqueous solution, its 
complex permittivity at microwave frequencies is dominated by electric dipole interactions. This 
allows one to disregard ionic and electronic effects [44], and thus avoid problematic electrode 
polarization effects which can be seen for lower frequency techniques [91].   
When comparing polar molecules with their nonpolar counterparts, it is observed that 
polar molecules have higher values of their real part of relative permittivity, 𝜀𝑟′. This typically 
lies in the range of 10-100 and arises from the presence of permanent dipoles in polar molecules. 
This phenomenon relates to the absorption of more energy to reorient dipoles under the influence 
of an alternating electric field, typically oscillating at a microwave frequency, leading to higher 
losses in polar molecules, which manifests as a relatively higher imaginary part of permittivity, 
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𝜀𝑟". The molecular dielectric relaxations also imply a pronounced frequency dependence of the 
complex permittivity for polar molecules in the microwave frequency range, as has been 
mentioned before. 
There has been significant research done over the last few decades involving the study of 
dielectric properties of polar liquids in microwave frequencies. There has been continued interest 
in the molecular structure of polar dielectric liquids, and studying the dielectric relaxations of 
these molecules through microwave spectroscopy provide clues about the same [48]. Also, the 
use of polar liquids as dielectric reference materials [49] and to make tissue-equivalent materials 
[50] have attracted considerable attention toward dielectric spectroscopy of these liquids from 
researchers. 
The following two sections deal with reviewing the various techniques found in literature 
for dielectric measurements of liquids in the microwave frequency range, with more focus on 
polar liquids. As mentioned earlier, the survey that follows has been conducted with the aim of 
narrowing down on an appropriate measurement technique for the purpose of the current 
research, i.e. the need to build a low cost, highly sensitive, nondestructive, real time, field 
deployable sensor.  
The survey has been organized in three sections. Sections 3.2 and 3.3 respectively discuss 
the two broad families of microwave dielectric measurement techniques found in literature, 
namely broadband spectroscopy, and resonant techniques. Section 3.4 talks briefly about some 
other microwave dielectric techniques. 
  Comparisons between various kinds of techniques are presented in Section 3.5, and based 
on them a decision is made regarding the type of dielectric spectroscopy method to be used as 
the foundation for designing the ion concentration monitoring sensor. 
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3.2 Broadband Dielectric Spectroscopy Methods 
 
Broadband dielectric spectroscopy is one of the most commonly used and studied 
families of microwave dielectric measurement techniques. These methods involve applying some 
power carried by a time-varying electric field to a sample whose dielectric properties are to be 
determined, and measuring either the power reflected by the sample, or the power that is 
transmitted across the sample to a measuring port. The reflectance and the transmittance depend 
on the material’s dielectric properties, and thus can be used to infer the complex permittivity of 
the sample at the given frequency. Such techniques generally employ sweeping the frequency of 
the applied electric field over a broad spectrum, hence the name broadband, and obtain complex 
permittivity as a function of frequency. Based on what kind of measurement is taken, broadband 
dielectric spectroscopy methods can be further classified into reflectometric methods, 
transmission methods, and those that employ both together. Since these methods deal with power 
reflected and/or transmitted by a sample, S-parameters [51] are often the measured quantity upon 
which the analysis of the sample is based. 
Reflectometric Methods 
Reflectometric methods involve applying an alternating electric field to a sample and 
measuring the 𝑆11 scattering parameter or the complex reflection coefficient Γ. It is worth 
mentioning that reflection based methods can be modeled as a one port network, and for such a 
network 𝑆11 and Γ are identical. This complex reflection coefficient of the sample, in turn, can be 
related back to the complex permittivity of the sample under test. Such methods typically make 
use of a calibrated Vector Network Analyzer (VNA) to carry out the measurements, although 
many of the reflectometric spectroscopy methods were in place long before VNAs became 
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widely available, when slotted lines and waveguide null bridges were common techniques used 
to measure the reflection coefficient [52-53]. 
One of the earliest contributions in this field was made by Roberts and von Hippel [54], 
in which a short-circuited section of a coaxial line containing the liquid sample was used. This 
method and related techniques implementing shorted sections of either coaxial line or waveguide 
have been often used for dielectric metrology [55-57].  Considerable work has also been done to 
study the effects of losses and uncertainties of measurement in such techniques [58-60]. At 
microwave frequencies, however, realizing a short circuit is nontrivial, and might result in the 
magnitude of reflection coefficient being less than unity. This calls for compensation, and one 
approach adopted is to ensure that the sample liquid is in sufficient quantity to absorb all the RF 
power, effectively making the sample infinitely long, thus doing away with the impact of a non-
ideal short [53]. A fairly recent implementation of a waveguide based method for dielectric 
characterization of liquids in the frequency range of 60-90 GHz, which spans parts of the V (40-
75 GHz) and W (75-110 GHz) bands of the frequency spectrum, has been demonstrated in [61]. 
The most commonly used broadband dielectric technique is the coaxial reflectance sensor 
or, simply, the coaxial probe, which was analyzed in [62]. The largest distinction from the 
previously discussed Roberts and Von Hippel method is the use of an open-ended coaxial line. 
This does away with the need for a section of the coaxial cable to be filled with the sample, and 
thus provides a way to carry out non-invasive measurements. The working principle of such a 
sensor involves measuring the reflection coefficient after a propagating wave reflects off the 
open aperture of the coaxial transmission line. From transmission line theory [63], it can be 
concluded that the complex reflection coefficient Γ depends on the complex aperture admittance 
𝑌𝐿 as follows: 
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In the above equation 𝑌0 represents the characteristic admittance of the coaxial transmission line 
(‘coax’). The complex aperture admittance 𝑌𝐿 can be shown to be dependent on the complex 
permittivity of the sample which occupies the evanescent field in the region adjacent to the open-
end of the coax, where the waves can no longer propagate. In order to achieve this. the modes 
inside and outside the coaxial line need to be matched [44]. Details on different aperture 
admittance models used in dielectric spectroscopy and their effects on sensitivity are discussed in 
[64].  
It is a customary practice to have a dielectric insert, or a bead, at the end of the coaxial 
line to prevent fluid ingress while providing a path for the evanescent field to couple into the 
fluid. Such dielectric inserts are usually made of polymers with low permittivity, high thermal 
stability, and high chemical resistance. The sudden transition from air to bead inside the coaxial 
cable, however, causes impedance mismatch. To tackle this problem, the bead region can be 
made of a different diameter, and an undercut can help get rid of discontinuity fringing 
capacitances [65]. Furthermore, it is desirable that the coaxial sensor incorporates a large circular 
 
 
Figure 3.1 Illustration of an open ended coaxial sensor for dielectric spectroscopy (taken from 
[68]) 
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flange. This allows one to neglect the fringing electric field lines at the aperture, and thus 
approximate electric field at the boundary to be zero. This approximation, in turn, simplifies 
numerical analysis. A flange diameter which is a few times larger than that of the outer 
conductor diameter of the coaxial transmission line, along with a large sample size is usually 
sufficient to approximate that the field at the edge of the flange is practically zero, and all the 
entire field is confined near the aperture, but not always [66]. An analysis of coaxial sensors 
using full-wave theory and accounting for a finite flange diameter has been reported in [67]. In 
[68], the authors review the various computational algorithms which have been used to model 
the open-ended coaxial cable reflectometry sensor. Figure 3.1 illustrates a typical broadband 
coaxial probe sensor. 
Calibration is another aspect which has attracted the attention of a lot of researchers 
working with coaxial probe sensors. The entire experimental setup consisting of the coaxial 
probe, the transmission line connecting the probe to the VNA, and the VNA itself requires 
rigorous calibration prior to use. Calibration is done to compensate for the effect of mismatches 
anywhere in the setup. The most common calibration practice is to use three measurements – an 
open circuit, where the sensor radiates to air, a short circuit, where the coaxial line’s aperture is 
shorted by a conductor, and a load, where the sensor is loaded with a reference liquid with 
known dielectric properties [69], although other calibration methods are also found in literature 
[70-71]. Water serves as a good reference liquid but errors might stem from air bubbles forming 
on the sensor surface or flange. This calls for manual removal of the air bubbles. Also, it is good 
metrological practice to validate the calibration using a second reference liquid, and ethanol is 
commonly used for this purpose. This is because errors during calibration lead to high 
uncertainties in the measured data and an independent test of the calibration quality using a 
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second reference liquid mitigates against a poor calibration. Monte Carlo Modeling provides an 
effective way to estimate the uncertainties of measurements on dielectrics for which reference 
materials with similar dielectric properties are not available [65]. 
References [72-74] talk about different industrial applications of the coaxial reflectance 
sensor such as density monitoring of crude oil in the petroleum industry, and dielectric 
spectroscopy of breast tissue to aid in breast cancer detection. Variations of the coaxial probe 
which have calculable geometries have been explored by researchers. In [75], an open ended 
coaxial probe has been discussed where the sample is backed by a sheet of conductor, which 
allows for the approximation of the sample to have infinite area. A coaxial technique with a 
discontinuous inner conductor has been taken up for research in [76], whereas [77] explores 
another coaxial sensor where a cylindrical cavity is attached to its aperture to store the sample 
under test. There has also been some research done with open-ended waveguide sensors [78-79]. 
Such sensors have been observed to be better suited for low permittivity material measurements 
than coaxial sensors [68].  
Transmission Methods 
Transmission methods employ a two-port sample cell, that is loaded with the sample in 
some way, and use the ratio of the power transmitted by the cell to the power applied to it to 
infer dielectric properties of the sample [80-82]. In the case of a coaxial sample cell and a liquid 
sample, for example, inlet and outlet pipes facilitate the introduction of the liquid into the cell, 
and dielectric inserts known as beads are used to prevent it from flowing into the transmission 
line hosting the cell. Figure 3.2 illustrates a transmission method employing a coaxial line to 
infer sample permittivity from measured S-parameters. 
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For a nonmagnetic material, any one of the four S-parameters can be used individually to 
calculate the complex permittivity of the specimen but approaches that use more S-parameters 
can yield smaller uncertainties [68]. Comparisons of uncertainties of various transmission line 
based liquid measurement techniques, viz. Roberts and von Hippel cells, coaxial transmission 
cells, discontinuous inner conductor cells, open-ended coaxial probes, along with a low-
frequency capacitance cell, are reported in [83]. It is observed that at operating frequencies in the 
order of GHz, transmission cells provide the smallest uncertainties in measurement of 𝜀𝑟
′ , when 
the transmission coefficient of the cell is used. 
There have also been various waveguide-based transmission methods for the 
measurement of complex permittivity discussed in the literature [84-85]. Coplanar waveguides 
allow the fabrication of miniature transmission sensors [86-87]. Such sensors can be 
 
 
Figure 3.2 Illustration of a coaxial transmission sensor for dielectric measurement of liquids 
liquid sample
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manufactured to be less than 1 cm in length, allowing a smaller volume of sample to be used. 
They have, however, been found to suffer from high radiation and conduction losses. A method 
utilizing a stripline transmission cell which contains two planar conductors sandwiching a 
circular central conductor has been reported in [88]. Another stripline-based transmission 
technique has been demonstrated in [89] and has succeeded in distinguishing between picomolar 
concentration of nucleic acids in macromolecules. This method relies on changes in transmitted 
power to make the distinction in concentration. The authors state that such a measurement is 
subject to dispersions and nonlinearities of the stripline, making it impossible to exactly interpret 
the polarization of the molecular system. Thus it is unable to provide the complex permittivity of 
the sample. 
In general, transmission methods are more accurate and have lower uncertainties 
compared to their reflection counterparts. Interfacing the sample with the sensor is much more 
convenient for reflectometric sensors, however, thus making the open-ended coaxial probe the 
most widely used sensor for microwave dielectric spectroscopy. Further discussions on different 
kinds of broadband dielectric spectroscopy sensors, and their advantages and limitations, can be 
found in the reviews [45] and [68]. The use of broadband dielectric spectroscopy to study the 
interaction between molecules of dielectric materials, and their molecular structure, have been 
presented in detail in [90]. 
 
3.3 Resonant Dielectric Measurement Methods 
 
As the name suggests, resonant dielectric measurement methods employ resonators or 
resonant cavities to infer the complex permittivity of samples from the measurement of resonant 
frequency and Q-factor. This may be done with the use of perturbation theory which was 
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introduced by Waldren in [91]. Given a resonator designed to resonate at a particular frequency 
and a sample with much smaller volume than the resonator, introduced to it, perturbation theory 
can be employed to infer the real part of the permittivity of the sample from the observed shift in 
resonant frequency, whereas the imaginary part of the permittivity can be inferred from the 
change in Q-factor of the resonator [92]. 
One of the most common types of resonator found in the literature of dielectric 
measurement is the cylindrical cavity resonator, which is generally used as a 𝑇𝑀010, 𝑇𝐸011, or a 
reentrant cavity [44].  The lowest resonant mode of a cylindrical cavity is the 𝑇𝑀010 mode. In 
this mode, the electric field lines points in a direction parallel to the axis of the cylinder, as 
shown in Figure 3.3, and decreases in the radial direction. Hence, this mode can be perturbed by 
a cylindrical sample inserted along the axis.   
The 𝑇𝑀010 cylindrical metal cavity has been demonstrated for dielectric measurements in 
[93-94]. This method is not suitable for lossy samples because, unless the volume of the sample 
is very small, it dampens the resonance heavily. This is due to the fact that the sample is placed 
 
 
 
Figure 3.3 Direction of the electric field vector in 𝑇𝑀010 mode of a cylindrical metal cavity resonator 
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in the maximum electric field region of the cavity [68]. This can be avoided using a cylindrical 
cavity in the 𝑇𝐸011 mode in which the sample is placed in the minimum field region. One such 
implementation is reported in [95]. Employing this mode is particularly convenient for making 
measurements on disc-shaped samples, but these are not always possible to make or obtain. Also, 
the fact that the 𝑇𝐸011 mode is degenerate with 𝑇𝑀111 mode calls for the need of additional 
filtering [44]. Reentrant cavities, as demonstrated in Figure 3.4, are similar to 𝑇𝑀010 cavities, but 
have an additional protruding inner conductor. This leads to the region around the protruding 
inner conductor having an inductive behavior, and the gap in between having a capacitive 
behavior, enabling the analysis of the resonator with a simple equivalent 𝐿𝐶𝑅 circuit [96]. The 
presence fringing capacitances at the end of the protruding inner conductor, however, may cause 
large uncertainties. In [97], the authors use numerical modeling to remove the effect of the 
fringing electric fields. Rectangular cavities have also been used by researchers for dielectric 
metrology [98]. 
Dielectric resonators have also been explored as a resonant technique for permittivity 
measurement. These resonators, which are generally formed of materials with high permittivity 
 
 
 
 
Figure 3.4 Illustration of a reentrant cylindrical cavity resonator 
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and low loss, are most commonly operated in the 𝑇𝐸01𝛿 mode [99], followed by the whispering 
gallery mode [100], and as split-post resonators [97]. The lowest cutoff frequency mode is 
𝑇𝐸01𝛿, which incorporates a dielectric cylinder which has a height much smaller than the half 
wavelength at its resonant frequency. There is propagation of waves along the axis of the 
dielectric resonator, but the field decays rapidly at the edges due to the high permittivity of the 
material. The fact that the field is not confined strictly inside the resonator allows for non-
invasive coupling of such a sensor, as opposed to a sensor implementing a metal cavity. The 
whispering gallery mode operates on the total internal reflection of a wave inside the dielectric 
resonator. It generally occurs at frequencies much higher than the low gigahertz region where 
dielectric relaxations of many liquids are typically observed [44], making it unsuitable for 
metrology of those liquids. In [100], the authors demonstrate whispering gallery mode 
resonances at 26 GHz and 170 GHz. A split-post resonator is formed of two dielectric resonators 
with one of their flat edges parallel, hosted inside a metal cavity. Its ease of construction leads to 
its high popularity in dielectric measurement applications [44]. Figure 3.5 is taken from [101] 
and it illustrates the structure of a split-post resonator, where a sample under test is sandwiched 
between two dielectric resonators, enclosed in a metal cavity. Dielectric resonators, in general, 
tend to have higher sensitivity than cavity resonators. Also, unlike cavity resonators, invasive 
coupling in not a necessity. The requirement of disc-shaped samples, however, poses challenges 
in perturbing it with liquid samples which require the use of sophisticated microchannel designs. 
29 
 
 
Figure 3.5  Split Post Resonator with two dielectric disk resonators of diameter 𝑑𝑟, height ℎ𝑟, 
and permittivity 𝜀𝑑 sandwiching a sample of permittivity 𝜀𝑟 (taken from [101]) 
 
A rather simple resonator design that has been used by researchers to characterize 
dielectric liquids is the coaxial resonator, operating in its dominant TEM mode. A half-
wavelength shorted section or a quarter wavelength open ended section of a coaxial transmission 
line behaves in a manner similar to a series resonator (series combination of a lumped resistor, 
capacitor, and inductor), whereas a half-wavelength open ended section or a quarter wavelength 
shorted section of a coaxial transmission line behave similarly to a shunt resonator (parallel 
combination of a lumped resistor, capacitor, and inductor). A technique employing a shorted 
TEM coaxial resonator which uses a capillary tube to introduce the sample into the resonator has 
been developed in [102]. The technique is extended to make broadband measurements by 
changing the length of the inner conductor. An open-ended 
𝜆
4
 coaxial resonator has been used in 
[103] to measure the content of liquid water in snow, using permittivity calculations. An open 
ended half-wavelength coaxial resonator has been developed in conjunction with a novel 
coupling structure, to implement weak capacitive coupling, to take transmission measurements 
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of the resonance while not loading the resonator [104-105]. The resonator is perturbed using a 
capillary in [104], whereas an evanescent perturbation was realized in [105]. A liquid filled 
coaxial stub which acts as a quarter-wavelength resonator has been used to measure the 
permittivities of water, ethanol, and glycerol [106]. 
Other resonator topologies, such as split-ring resonator [107], hairpin resonator [108], 
and YIG resonator [65] have also been reported in literature. A microstrip patch antenna sensor 
is used in [109] to predict the concentration of glucose in blood samples. 
 
3.4 Other Microwave Dielectric Measurement Methods 
 
 
There has been some work done in microwave dielectric metrology to characterize liquid 
samples using admittance cells, a technique which is more prevalent at frequencies lower than 10 
MHz [110-111]. This method is useful in measuring the dc permittivity of liquids [112], but 
suffers from the critical drawback of exhibiting the interfering electrode polarization effect 
[113].   
 Time-domain methods, which deal with transient responses of specimens to determine 
their dielectric properties, have also been explored by researchers. Such methods can be broadly 
classified into two types – one in which the sample is assumed to be a lumped impedance, and 
the other in which it is assumed to be a distributed impedance [114]. The latter kinds of 
technique are referred to as Time Domain Reflectometry (TDR) methods. Knowledge of the 
dielectric properties of a sample in the time domain can be transformed to find its dielectric 
dispersion over a frequency spectrum using the Fourier Transform of the signal used to stimulate 
the sample. Further discussion of time domain methods can be found in [115-116]. 
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3.5 Choice of Dielectric Measurement Method for Current Problem 
 
 As mentioned before, the choice for the dielectric measurement method on which the 
sensor herein would be designed depends on a number of factors, viz. low cost, high sensitivity, 
high portability, capability of making real time measurements, and being nondestructive and 
field deployable. This would also require the sensor to interface well with the sample.  
 The electrophoretic effect of admittance cells, and the uncertainties posed by time-
domain methods due to imperfect pulses, along with high costs, render those classes of methods 
unsuitable for a high sensitivity sensor. Of all the different kinds of sensors available in the 
literature, broadband methods seem to be the most popular choice for making dielectric 
measurements of liquids. The relatively high cost of VNAs, the requirement of a VNA by most 
broadband dielectric spectroscopy methods, and their strong dependence on careful VNA 
calibration, however, make them a less favorable contender for the problem herein [97]. Also, 
broadband methods have lower sensitivity than resonant methods because of lower signal-to-
noise ratio [43]. This does not mean that resonant sensors are always a better choice compared to 
their broadband counterparts, when it comes to selecting a technique for measuring dielectric 
properties of a sample. One major drawback of the resonant methods is that they can make 
dielectric measurements only at their fundamental resonant frequency and its integer multiples 
which correspond to higher modes of resonance. Since the goal of the current research is to 
devise a system which can relate a change in concentration of ions in water to a change in 
resonant frequency, and the fact that the permittivity of a typical sample solution does not change 
much with frequency until a relaxation occurs, designing a resonant method to operate at an 
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optimum frequency should suffice. The optimum frequency would come from a tradeoff between 
the resonator size and the resonator sensitivity. 
 The need for having a field deployable sensor eliminates cavity based resonators which 
require the sample to be inserted into the cavity. The most suitable topology for a low cost, 
highly sensitive, real time, nondestructive, field deployable sensor appears to be a simple open-
ended coaxial transmission line resonator, which can be perturbed evanescently by the sample at 
the open end. A similar design is used by the authors in [61], and the work has been closely 
followed to come up with the approach for the current problem. 
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CHAPTER 4. DESIGN OF EVANESCENTLY PERTURBED RESONANT SENSOR 
 
 
This chapter explores the design procedure adopted to build an evanescently perturbed resonant 
sensor for measuring ionic concentration of aqueous solutions.  The design has been aimed to 
make the sensor highly sensitive to changes in ionic concentration, while keeping its size 
physically small (around 10 cm). Sections 4.1 and 4.2 discuss transmission line resonator theory 
and resonator perturbation theory respectively, which provide insights into the operating 
principle of the sensor. Section 4.3 presents an argument for choosing the dimensions of the 
resonator for the current work.  
 To measure a change in ionic concentration, it is also important to address how the 
frequency information from the resonator can be reliably measured. This calls for the need of a 
suitable coupling technique in between the resonant sensor and an instrument which can measure 
the resonant frequency. For this purpose, different coupling strategies are discussed in Section 
4.4, and the one deemed most appropriate is chosen for the design. Simulations based on Finite 
Element Analysis  are further used to choose the optimized dimensions of the coupling structure. 
 
4.1 Transmission Line Resonator Theory 
 
A section of a transmission line is said to resonate, when its boundary conditions allow 
for an incident wave to be reflected repeatedly from the ends to form a standing wave by 
constructive interference. This condition manifests itself as the input impedance or the input 
admittance to the section of the transmission line being purely real.  Considering a lossless 
section of transmission line of length 𝐿 and characteristic impedance 𝑍0, which is terminated by 
an arbitrary load impedance 𝑍𝐿, as shown in Figure 4.1, its input impedance 𝑍𝐼𝑁 is given by: 
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In Equation (4.1) 𝛽 is the wavenumber of the wave propagating in the transmission line. Writing 
Equation (3.1) in terms of impedances, Γ =  
𝑍𝐿−𝑍0
𝑍𝐿+𝑍0
, and plugging it into Equation (4.1), 
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When the above section of transmission line is open circuited, 𝑍𝐿  →  ∞, making Γ = 1. This 
condition simplifies Equation (4.2) to give 
 , 0 cot )(IN open circuitedZ j LZ      (4.3) 
 , 0 tan )(IN open circuitedY j LY      (4.4) 
 
 
 
Figure 4.1 Transmission line terminated with an arbitrary load 
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This leads to two possible resonance conditions, one for real input impedance, and another for 
real input admittance. Since the transmission line used in this analysis is lossless, the resonance 
conditions translate to zero input impedance and zero input admittance, respectively. 
 Focusing on the latter case, it is observed from Equation (4.4) that the resonance 
condition is satisfied when tan(𝛽𝐿) = 0, or 𝛽𝐿 = 𝑛 , where 𝑛 is a positive integer. 
Using 𝛽 =
2𝜋
𝜆
, it is found that for resonance, 
 
2
n
L

   (4.5) 
 This condition corresponds to the open circuit being at a distance from the input where 
the incident electric field has the maximum amplitude whereas the incident magnetic field is 
zero. In terms of voltage and current, this translates to maximum voltage and zero current at the 
open end, allowing for the formation of standing waves in the section of the transmission line.  
 
Figure 4.2 Half wavelength open circuited transmission line 
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The half-wavelength open circuited resonance condition is analogous to the resonance 
observed in a half-wavelength open ended air column. Longitudinal pressure waves are reflected 
from the open end to form standing waves when the length of the air column is an integer 
multiple of the half wavelength of sound. In terms of the behavior of its input admittance (or 
impedance), a half wavelength open circuited transmission line resonator behaves similar to a 
shunt RLC (resistor-inductor-capacitor) network. 
 A resonance condition can also be found when the termination is a short circuit for a half 
wavelength section of a transmission line. In this case, the magnetic field is maximum at the load 
end, whereas the electric field is zero. The input impedance of such a transmission line section is 
purely real (zero if lossless), and this behavior is similar to that of a series RLC network.   
 The conditions for resonance can also be satisfied using a quarter-wavelength 
transmission line. An open circuited quarter wavelength transmission line behaves like a series 
RLC resonator, whereas a short circuited quarter wavelength transmission line behaves like a 
shunt RLC resonator. Table 4.1 lists the different conditions for resonance in short circuited and 
open circuited sections of a lossless transmission line. A detailed discussion on the theory of 
microwave resonators can be found in [63]. 
Table 4.1: Resonance conditions for short circuited and open circuited lossless transmission 
lines 
Termination Length 
Input Impedance 
at Resonance 
Input Admittance 
at Resonance 
Circuit 
Equivalent 
Short Circuit λ/2 𝑍𝐼𝑁 = 0 𝑌𝐼𝑁 =  ∞ Series RLC 
Open Circuit λ/2 𝑍𝐼𝑁 =  ∞ 𝑌𝐼𝑁 =  0 Shunt RLC 
Short Circuit λ/4 𝑍𝐼𝑁 =  ∞ 𝑌𝐼𝑁 =  0 Shunt RLC 
Open Circuit λ/4 𝑍𝐼𝑁 = 0 𝑌𝐼𝑁 =  ∞ Series RLC 
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 It is worth mentioning that these resonances are Transverse Electromagnetic (TEM), as 
there is no electric or magnetic field component in the wave propagation direction. There can be 
Transverse Electric (TE) and Transverse Magnetic (TM) modes of resonance in transmission 
lines, like in waveguides, but these modes have a large cutoff frequency. In order to operate a 
transmission line resonator in TEM mode, the frequency of operation should be maintained low 
enough for the other modes to not interfere. 
Open Ended Coaxial Transmission Line Resonator 
A coaxial transmission line, or a coaxial cable, or simply a coax, is a type of a 
transmission line with a cylindrical inner conductor surrounded by a tubular dielectric layer, 
which in turn, is surrounded by a tubular outer conductor. Given the radius of the inner 
conductor 𝑎, the radius of the inner surface of the outer conductor 𝑏, and dielectric constant 𝜀𝑚′ 
of the dielectric layer (assumed to be nonmagnetic), the characteristic impedance 𝑍0 can be 
computed using the following relationship: 
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  (4.6) 
In Equation (4.6), 𝜂0 stands for the intrinsic impedance of vacuum (approximately 377 Ω). The 
electric and magnetic field patterns inside a coaxial transmission line operating in TEM mode is 
illustrated in Figure 4.3.  
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Figure 4.3. Electric and magnetic field patterns inside a coaxial cable in TEM mode (redrawn 
from [117]) 
 Coaxial transmission lines find a plethora of applications in the RF communication 
industry, such as feedlines from antennae to transmitter and receiver circuits, television 
networks, and RF connectors. The electromagnetic field which carries the signal is completely 
confined in between the two conductors. This provides protection from external interference. 
Coaxial cable systems are broadband, have large channel capacity, and low error rates [118]. The 
fact that the open end of a coaxial cable can be easily interfaced with a liquid sample under test 
to evanescently perturb a coaxial resonator renders the geometry suitable for the current purpose. 
The resonant frequency of an open ended section of a coaxial line of length 𝐿 operating in TEM 
mode, acting as a half-wavelength resonator , can be found as follows: 
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For a half wavelength resonator, using 𝜆 =
2𝐿
𝑛
 from Equation (2.5). 
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In Equation (4.7), 𝑐 denotes the phase velocity of the electromagnetic wave in free space 
(approximately 3 × 108 m/s), and 𝑣 stands for the phase velocity inside the dielectric of the 
coaxial line. 
 From equation (4.9), it can be observed that there are multiple TEM modes of resonance 
of the coaxial resonator, each denoted by a different positive integer value of 𝑛. The lowest 
resonant frequency (for 𝑛 = 1) is known as the fundamental mode resonant frequency of the 
coaxial resonator, and all the other resonant frequencies, called harmonics, are integer multiples 
of the fundamental mode resonant frequency. To distinguish the different TEM modes of 
resonance of the resonator, the subscript 𝑛 is introduced, and Equation (4.8) is rewritten as 
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    (4.9) 
Using this notation, the fundamental mode resonant frequency is given by 
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f
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   (4.10) 
In the discussions henceforth, the notations 𝑓𝑟 has been used to represent a generic frequency of 
resonance.  
Under the influence of a sample interfaced at the open end of the coaxial resonator, the 
resonant frequencies of the resonator are expected to shift according to the dielectric properties 
of the sample. Since the dielectric properties of an aqueous solution depend on the ion type and 
ion concentration, the shift in resonant frequencies can be utilized to infer the ion concentration, 
given the ion type. The following section talks about resonator perturbation theory, which 
explores the effect of perturbation by a small volume of a sample with known dielectric 
properties on the resonator characteristics of the resonator. 
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4.2 Resonator Perturbation Theory 
 
Perturbation theory describes the effect of introducing a piece of an external material to a 
resonator, or changing the shape of a resonator on its resonant characteristics, and was first 
introduced by Bethe and Schwinger in 1943 [119]. In 1960, Waldron gave a detailed perturbation 
formula to find the shift in resonant frequency of a resonant cavity by the introduction of a ferrite 
or dielectric sample, with necessary approximations [91]. Although initially developed for 
analysis of perturbations in cavity resonators in terms of shape, permittivity, or permeability, 
open ended coaxial resonant sensors based on resonator perturbation theory has been 
demonstrated in literature [92,102]. 
 For a perturbation by a sample which changes the complex permittivity of the region 
which the resonator field occupies by Δ𝜀 from the unperturbed case (𝜀𝑜𝑟𝑖𝑔), the resonant 
frequency can be found to change according to the following equation: 
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In Equation (4.11), the subscript ‘𝑜𝑟𝑖𝑔’ has been used to denote the unperturbed quantities, 𝜇 
denotes the permeability of the region, while ?⃗?  represents magnetic field, and 𝜔𝑐 is a complex 
quantity whose real part represents the angular resonant frequency 𝜔𝑟 (where 𝜔𝑟 = 2 𝑓𝑟), and 
the imaginary part denotes negative of the half 3dB angular frequency 𝜔3𝑑𝑏 [44].  
 3
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3
c r dBj      (4.12) 
It is assumed that the sample does not change the permeability of the region occupied by 
the resonator fields. If a further assumption is made that the perturbation in complex permittivity 
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is small, i.e. the perturbation does not disturb the field distribution inside the resonator, Equation 
(4.11) can be simplified to get the relationships in the following form: 
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  (4.13) 
Separating out the real and imaginary parts of Equation (4.13) predicts a linear relationship 
between the change in resonant frequency normalized to the unperturbed resonant frequency and 
the change in sample polarizability, whereas change in the bandwidth of the resonance 
normalized to the bandwidth of the unperturbed resonance is linearly related to the change in 
dipolar loss. 
 It is important to note, however, that Equation (4.11) considers that the sample 
perturbation changes the permittivity of the entire resonator by Δ𝜀, and calculating the change is 
complicated for the open ended coaxial resonator discussed in this work. Also, since for the 
aqueous solution samples being used in this work, the imaginary part of permittivity changes 
significantly with concentration, the approximation that the field patterns inside the resonator 
remain constant is no longer expected to be valid, thus leading to a nonlinear behavior. 
Nevertheless, the fact that the complex permittivity at any given frequency of the ionic solutions 
under test varies with concentration implies that that the complex permittivity of the region 
occupied by the resonator field changes with concentration. Hence, even though an exact 
prediction of the relationship cannot be made at this stage, it is reasonable to expect to observe a 
change in resonant frequency with the change in ionic concentration. 
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4.3 Choice of Resonator Dimensions 
  
The two preceding sections have explored the theory of transmission line resonators and how 
a change in the sample interfaced with an open ended coaxial resonant sensor can have an impact 
on its resonant characteristic. This chapter shifts the focus from the theory to finding optimal 
resonator dimensions for the current purpose. For finding the design dimensions, the following 
aspects are considered: 
1. Length of the resonant sensor: It is undesirable to be make the resonator too long, as it 
would make it unsuitable for field deployment. This calls for constraining the maximum 
size of the resonator. Tile drainage pipe diameters vary from 2” to 18” [120]. Since 5” 
(approximately 12.7 cm) is one of the standard sizes for the diameter of a tile drainage 
pipe, a maximum of 12 cm is chosen as the maximum length of the resonant sensor. 
2. Sensitivity of the resonant sensor to changes in ionic concentration: It is desired that the 
resonator is designed with dimensions for which it is the easiest to observe a change in 
resonant frequency of the sensor to a change in ionic concentration. It is worth 
mentioning that since the only dimension of a coaxial resonator which affects its resonant 
frequency is its length (axial dimension), this aspect calls for looking at resonator lengths 
for which sensitivity to change in concentration is maximized. 
3. Loss: The most important sources of loss in the system are the lossy sample, conductivity 
of resonator dielectric, and imperfect conductivity of the conductors, along with 
geometric defects. The longer the section of the coaxial line used, the more is the impact 
of these imperfections. Hence, given a lossy coaxial transmission line, a shorter length is 
preferable for getting lower loss. 
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4. Cost: Since the focus of this research is to design a low cost sensor, it is preferable to use 
a low cost coaxial transmission line which is suitable for the current work. This cuts 
down the manufacturing cost of the entire sensor arrangement significantly, and also 
provides easy interfacing with the measurement instrument (VNA). 
5. Robustness: It is also desired for a field deployable sensor to withstand changing 
environmental conditions. 
Criteria 3 and 4 suggest the choice of an RG401 coaxial cable for the purpose of resonator 
design. It is a standard 50 Ω coaxial copper transmission line, with a polytetrafluoroethylene 
(PTFE) spacer. The advantage of using a PTFE dielectric is that its permittivity does not vary 
strongly with frequency, and is also thermally stable at environmentally relevant temperatures. 
According to the datasheet [55], an RG401 has an inner conductor diameter of 1.63 mm, 
dielectric spacer diameter of 5.31 mm, and outer shield diameter of 6.35 mm. These radial 
dimensions set the characteristic impedance of the coaxial line to 50 Ω, which facilitates easy 
interfacing with other microwave devices, which have a standard input impedance of 50 Ω. Also, 
an RG401 coaxial cable can be operated in the temperature range of -55 to 125 ºC, which 
encompasses all environmentally relevant temperatures across the year in Midwestern United 
States. 
From Equation (4.9), it can be seen that the resonant frequency of a coaxial transmission line 
resonator is inversely proportional to its length. This sets a bound on the minimum frequency for 
which a resonator can be designed, keeping its size relatively small. For a 12 cm long section of 
an open-ended coaxial transmission line, the fundamental resonant frequency can be calculated 
by Equation (4.10), using 𝜀𝑚′ = 2.1 (dielectric constant of PTFE spacer). The fundamental 
resonant frequency comes out to be 862.58 MHz. This implies that for the resonant sensor to 
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have a length less than 12 cm, its resonant frequency in free space (without any sample) should 
be greater than 862.58 MHz. 
Since the resonant frequency of the coaxial sensor depends on its length, it is worthwhile to 
investigate how the sensitivity of the complex permittivity of an aqueous solution sample to 
changes in ionic concentration varies with frequency. To facilitate that, using experimental data, 
the real and imaginary parts of the complex permittivity of an 𝑁𝑎2𝑆𝑂4 solution in water has been 
plotted against changes concentration at eight different frequencies in Figure 4.4. 
From the plots one can observe that for the lower frequencies of operation, the real part of 
permittivity is linearly decreasing with concentration, and the imaginary part of permittivity is 
linearly increasing with concentration. The response starts getting less linear as the frequency 
increases. To quantify the above, a linear function is fitted to each of the plots. The fitting 
parameters and norm of residuals are tabulated in Table 4.2. The norm of residuals is a 
dimensionless quantity representing the square root of the sum of squared residuals for a fitted 
curve; a lower value represents a better fit.  This is followed by a discussion on the sensitivity of 
complex permittivity to changes in concentration at different frequencies. The sensitivity of a 
change in sample’s real and imaginary permittivity to a change in ionic concentration at a given 
frequency can be defined as |
𝜕𝜀𝑟′
𝜕𝑐
| and |
𝜕𝜀𝑟′′
𝜕𝑐
| respectively.  
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Fig 4.4 (a) Real permittivity 𝜀𝑟′ vs concentration of 𝑁𝑎2𝑆𝑂4 at 0.5 GHz 
   
Fig 4.4 (b) Imaginary permittivity 𝜀𝑟′′ vs concentration of 𝑁𝑎2𝑆𝑂4 at 0.5 GHz 
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Fig 4.4 (c) Real permittivity 𝜀𝑟′ vs concentration of 𝑁𝑎2𝑆𝑂4 at 1.0 GHz 
   
Fig 4.4 (d) Imaginary permittivity 𝜀𝑟′′ vs concentration of 𝑁𝑎2𝑆𝑂4 at 1.0 GHz 
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Fig 4.4 (e) Real permittivity 𝜀𝑟′ vs concentration of 𝑁𝑎2𝑆𝑂4 at 1.5 GHz 
   
Fig 4.4 (f) Imaginary permittivity 𝜀𝑟′′ vs concentration of 𝑁𝑎2𝑆𝑂4 at 1.5 GHz 
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Fig 4.4 (g) Real permittivity 𝜀𝑟′ vs concentration of 𝑁𝑎2𝑆𝑂4 at 2.0 GHz 
   
Fig 4.4 (h) Imaginary permittivity 𝜀𝑟′′ vs concentration of 𝑁𝑎2𝑆𝑂4 at 2.0 GHz 
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Fig 4.4 (i) Real permittivity 𝜀𝑟′ vs concentration of 𝑁𝑎2𝑆𝑂4 at 6.0 GHz 
  
Fig 4.4 (j) Imaginary permittivity 𝜀𝑟′′ vs concentration of 𝑁𝑎2𝑆𝑂4 at 6.0 GHz 
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Fig 4.4 (k) Real permittivity 𝜀𝑟′ vs concentration of 𝑁𝑎2𝑆𝑂4 at 10.0 GHz 
   
Fig 4.4 (l) Imaginary permittivity 𝜀𝑟′′ vs concentration of 𝑁𝑎2𝑆𝑂4 at 10.0 GHz 
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Fig 4.4 (m) Real permittivity 𝜀𝑟′ vs concentration of 𝑁𝑎2𝑆𝑂4 at 14.0 GHz 
  
Fig 4.4 (n) Imaginary permittivity 𝜀𝑟′′ vs concentration of 𝑁𝑎2𝑆𝑂4 14 GHz 
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Fig 4.4 (o) Real permittivity 𝜀𝑟′ vs concentration of 𝑁𝑎2𝑆𝑂4 at 18.0 GHz 
  
Fig 4.4 (p) Imaginary permittivity 𝜀𝑟′′ vs concentration of 𝑁𝑎2𝑆𝑂4 at 18.0GHz 
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Table 4.2: Parameters and Norm of Residuals for Linearly Fitting Real and Imaginary 
Parts of Complex Permittivity with Concentration of 𝑵𝒂𝟐𝑺𝑶𝟒 Solution in Water 
Frequency 
(GHz) 
Real Permittivity: 𝜺𝒓
′  Imaginary Permittivity: 𝜺𝒓
′′ 
Linear fitting: 𝜺𝒓
′ = 𝒂′𝒄 + 𝒃′ Linear fitting: 𝜺𝒓
′′ = 𝒂′′𝒄 + 𝒃′′ 
Coefficient 
𝒂′ (L/mmol) 
Coefficient 𝒃′ Norm of 
residuals 
Coefficient 𝒂′′ 
(L/mmol) 
Coefficient 𝒃′′ Norm of 
residuals 
0.5 -0.03677 78.38 0.0322 0.8282 2.065 0.3124 
1.0 -0.03664 78.17 0.0321 0.2737 5.725 0.0993 
1.5 -0.03643 77.92 0.0319 0.4128 3.875 0.1533 
2.0 -0.03614 77.58 0.0317 0.2038 7.566 0.0720 
6.0 -0.03157 71.69 0.0309 0.0596 21.06 0.0490 
10.0 -0.02602 62.79 0.0323 0.0322 29.93 0.0961 
14.0 -0.02183 53.02 0.0377 0.0224 34.78 0.1462 
18.0 -0.01976 44.21 0.0606 0.0188 36.45 0.1859 
 
Assuming a linear function as in Table 4.2, the sensitivity of a change in real and 
imaginary parts in ionic permittivity to a change in ionic concentration, at a particular frequency, 
is given by the absolute values of the slope parameters 𝑎′ and 𝑎′′. 
From these two quantities, it can be inferred that at lower frequencies, the aqueous 
solution shows higher sensitivity of change in complex permittivity on change in ionic 
concentration. It can be observed that the norm of residuals increases as one shifts to higher 
frequencies. The behavior for lower concentrations is no longer monotonic. This might result 
from higher uncertainties in the measured data for lower concentration samples at high 
frequencies. 
Using the above information, it can be concluded that a lower frequency would yield a 
better sensor design. However, as mentioned before, going down in frequency is limited by the 
physical size requirements of the resonant sensor. Hence, an optimal resonator length of 10.35 
cm is chosen for this work, which corresponds to an open-circuit fundamental resonant 
frequency of 1 GHz. 
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4.4 Design of Coupling Structure  
 
An ideal resonator is a device which allows the formation of pure standing waves at its 
resonant frequency, thus prohibiting any energy to leak out of the system. In order to measure the 
resonance characteristics of a resonant sensor, however, it is necessary to couple some energy 
out of the system, into a measuring device. This can be done either noninvasively at the other 
end of the coaxial resonator which is not interfaced with the sample, or invasively at any point on 
the resonator. It is important to not couple out too much energy from the resonator. This will 
cause the resonator to be loaded severely, drastically affecting its resonant characteristics. 
To come up with the right coupling technique for the resonant sensor, the approach 
developed in [44] is followed. This section summarizes the design procedure adopted for the 
coupling structure, whereas the following section uses parametric FEA simulations to optimize 
the coupling structure for the current research. 
Resonator fields can be coupled to another device either capacitively or inductively. The 
former is done using electric field interactions, while the latter is based on the magnetic field. To 
couple a resonator with another device, the field distribution of the coupling structure at the 
resonator interface has to be oriented along the resonator field distribution. This follows that an 
SMA receptacle with a straight, protruding inner conductor can be used for capacitive coupling, 
whereas a looped inner conductor of an SMA receptacle works well for inductive coupling. Such 
SMA connectors are depicted in Figure 4.5. 
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Figure 4.5. SMA receptacles for capacitive coupling (a) and inductive coupling (b) 
respectively (taken from [44]) 
 
It has been established in [44] that inductive coupling is not well suited for coupling into 
an open-ended coaxial resonator, as the loop of the connector to be used for coupling has to fit 
between the inner and outer conductors of the coaxial transmission line for the coupling field to 
be oriented according to the resonator magnetic field. Also, inductive coupling loops tend to 
resonate themselves, thus affecting the resonant characteristics of the resonator. These reasons 
make capacitive coupling a better alternative for interrogating a half-wavelength coaxial 
transmission line resonator. 
A capacitive coupling structure can be designed to either measure the reflection 
coefficient looking into the resonator, or to take transmission measurements between two ports. 
The former is easier to implement as it requires only a single port. There are multiple ways of 
taking such measurements, and the simplest is to place a feedline alongside the resonator, with 
the gap between the resonator and the feedline determining the strength of coupling. An increase 
in coupling strength can be achieved by decreasing the gap size. This enables more power to be 
coupled from the resonator, making the act of taking measurements easier, but loads the 
resonator considerably to change its resonance characteristics, most importantly decreasing its 
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dynamic range, which can be defined as the difference between the peak power coupled from the 
resonator to the noise floor. Hence, weak coupling is desirable for taking resonance 
measurements. For a reflection based method, however, it is not possible to reliably measure a 
weakly coupled resonance as a large insertion loss leads to a value of reflection coefficient near 0 
dB [11]. It is, in fact, considered to be bad measurement practice to try and measure a resonance 
that is weakly coupled, using reflection methods [97]. This calls for the need of a transmission 
method, which complicates the coupling structure by necessitating the use of two ports, but 
allows a reliable, low-uncertainty way of measuring resonance characteristics of an open-ended 
coaxial line resonator. The conventional approaches of getting transmission measurements 
involve perturbing the sample invasively into the resonator.  Such structures have high 
uncertainties because of fabrication tolerances. Invasive coupling approaches require high 
volumes of sample, and also suffer from reproducibility issues if the part for filling the sample 
has to be disassembled for any reason. This motivated the authors of [44,92,105] to develop a 
noninvasive coupling approach to take transmission measurements. 
The coupling structure designed by the authors of [44,92,105] enables single ended 
transmission coupling, leaving the other end of the resonator free for perturbation by a liquid 
sample. The coupling structure is designed to confine electromagnetic fields within it to avoid 
external interference. Two SMA receptacles are symmetrically housed on either side within a 
hole whose diameter is set to match the input impedance of both the ports to the 50 Ω standard. 
A ground plane is placed in between the two SMA receptacles to avoid crosstalk, which would 
potentially decrease the dynamic range. Figures 4.6 illustrates different aspects of the 
noninvasive coupling structure for transmission measurements, whereas Figure 4.7 demonstrates 
the dimensions of the coupling structure which dominate coupling strength. These figures have 
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been taken from [44] and the reader is recommended to refer to the article for a more rigorous 
discussion on the coupling structure. 
 
Figure 4.6. (a) Exploded view of the noninvasive coupling structure for transmission 
measurements on the coaxial resonant probe, (b) assembled view of the same, (c) cross sectional 
view of the entire sensor arrangement with a logarithmic color map illustrating the electric field 
inside the coupling mount, the resonator, and the liquid sample (taken from [44]) 
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Figure 4.7 Coupling structure dimensions which dominate coupling strength (taken from 
[44]) 
 
 The most important dimensions which dictate the coupling of fields from the resonator, 
as reported by the authors of [44,92,105] and demonstrated in Figure 4.7 are the following: 
𝑋𝑅𝐶: distance between SMA receptacle and resonator 
𝑋𝐺𝐶: distance between ground plane and resonator 
𝑋𝑅𝐺: distance between SMA receptacle and ground plane 
𝑋𝐺:   thickness of ground plane  
𝑋𝑅:   radius of hole housing the SMA receptacle 
 Of these dimensions, 𝑋𝑅 is set by the dimension of the protruding inner conductor of the 
SMA, such that the hole in the coupling structure housing the SMA receptacle forms a 50 Ω 
transmission line, ensuring an impedance match with the 50 Ω SMA connector itself. This means 
that for a standard SMA connector with an inner diameter of 1.28 mm, 𝑋𝑅 has to be 3 mm. The 
authors use COMSOL simulations to find the optimum values for the other dimensions, which 
turn out to be 𝑋𝑅𝐶 = 2.86 mm, 𝑋𝐺𝐶 = 0.25 mm, 𝑋𝑅𝐺 = 1.25 mm, and 𝑋𝐺 = 0.5 mm. 
 To test how this design performs for the problem herein, the coupling structure with the 
above dimensions is modeled in ANSYS HFSS and simulated for two different samples – air, 
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and deionized (DI) water. The simulations sweep a frequency range of 0.3 GHz to 3.3 GHz. It is 
expected for resonances to be seen at 1 GHz, 2 GHz and 3 GHz in air, and the resonance peaks to 
shift down as permittivity is increased considerably in the case of DI water. Figure 4.8 shows the 
sensor model designed on HFSS, and Figures 4.9-4.10 show the results of these simulations. The 
details of the sensor modeling and simulation on HFSS is presented in Chapter 5. 
 
Figure 4.8 Dimetric view of resonator with coupling structure and SMA receptacles in HFSS  
 
Figure 4.9 Resonance characteristics of resonant sensor in air 
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Figure 4.10 Resonance characteristics of resonant sensor in deionized water 
 
It can be observed from Figure 4.9 that in the case of air, the resonator resonates at 
frequencies close to 1 GHz and its integer multiples. There is a shift from the ideal values due to 
the effect of coupling. Also, as expected, the resonance peaks shift down in frequency on 
changing the sample to deionized water. The magnitude of 𝑆21 however, is really low and one 
can expect it to go down further while testing with ionic solutions, which introduce a fair amount 
of loss. This calls for the need to optimize the dimensions of the coupling structure to get better 
coupling, and hence more easily measurable resonances. This is done through a series of 
parametric analyses which are detailed in the next section. 
 
4.5 Choice of Coupling Structure Dimensions 
 To find the optimal coupling structure dimensions for the current research, a series of 
parametric sweeps are done on HFSS with deionized water sample. 𝑋𝐺 is kept at 0.5 mm because 
the requirement of the ground plane is just to prevent crosstalk between the two SMA 
receptacles, and a smaller thickness would be practically challenging to machine out. The other 
dimensions which dominate coupling strength are swept and the results are shown in Figure 4.11.  
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Figure 4.11 Parametric analyses of resonant sensor sweeping 𝑋𝑅𝐶 , 𝑋𝑅𝐺 , and 𝑋𝐺𝐶 respectively 
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From Figure 4.11, it can be seen that for 𝑋𝑅𝐶 and 𝑋𝐺𝐶, decreasing their size leads to more 
coupling, and hence a higher peak power. The minimum values of 𝑋𝑅𝐶 and 𝑋𝐺𝐶 are chosen such 
that the machining cost of the sensor does not increase drastically. In the plot showing the sweep 
of 𝑋𝐺𝐶, it can be seen that the resonance peak is the highest for 𝑋𝐺𝐶 = 0.85 𝑚𝑚. For this value, 
however, the resonance as is not symmetric, and this might lead to uncertainties in measuring the 
resonance. Hence, 𝑋𝐺𝐶 = 0.25 mm is chosen for the design, which shows a drop in 𝑆21 by only 
0.6 dB.  
The final chosen dimensions of the critical parameters have been tabulated in Table 4.3. 
For these values, the resonant sensor shows a fundamental resonant frequency of 765.8 𝑀𝐻 , 
when the sample is deionized (DI) water. It can be observed that for the fundamental mode of 
resonance, the current dimensions of the coupling structure help provide an 𝑆21 response greater 
in magnitude by 50 dB than with the dimensions mentioned in [44,92,105]. The next chapter 
explores how the resonant frequency of the resonant sensor designed over the last two chapters 
changes as it simulated using samples of different ionic solutions with varying concentrations. 
 
Table 4.3: Final optimized resonator coupling structure dimensions which dominate 
coupling strength 
𝐗𝐑𝐂 𝐗𝐆𝐂 𝐗𝐑𝐆 𝐗𝐆 
0.96 mm 0.25 mm 0.50 mm 0.50 mm 
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CHAPTER 5. MODELING AND SIMULATIONS 
 
 
This chapter discusses the resonant sensor model created on ANSYS HFSS 17.0, the simulation 
setup used, and the subsequent results obtained by simulating the model for different solution 
sample data. It is divided, hence, in two sections – Section 5.1 detailing out the simulation model 
and the solution setup, whereas Section 5.2 deals with simulation results using sample data. 
 
5.1 Resonant Sensor Modeling on ANSYS HFSS 
  
The resonant sensor is modeled in four parts, which are – (1) coaxial transmission line 
resonator, (2) coupling structure consisting of two coupling mounts and a ground plane, (3)  two 
50 Ω SMA connectors, and (4) sample solution at the open end of the resonator. These have been 
discussed as follows.  
Coaxial Transmission Line 
 As mentioned in chapter 4, the objective of making the sensor low-cost suggests the use 
of a readily available coaxial transmission line. RG 401 is a standard 50 Ω coaxial transmission 
line with copper conductors (conductivity 𝜎𝑐𝑜𝑝𝑝𝑒𝑟 = 5.8 × 10
7 S/m), and a PTFE dielectric 
(relative permittivity 𝜀𝑚,𝑃𝑇𝐹𝐸′ = 2.1). The model for the resonator is created using the radial 
dimensions from the datasheet available on [122], and the materials have been taken from the 
predefined materials library of HFSS. A length of 10.35 cm is chosen for the resonator, which 
corresponds to a fundamental resonant frequency of 1 GHz in free space. 
Coupling Structure 
 The coupling structure is modeled using copper conductors. It has two identical top and 
bottom coupling mounts, with a thin layer of ground plane sandwiched in between to prevent 
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crosstalk. The dimensions which dominate coupling strength are presented in Table 4.2. The 
external dimensions are illustrated in Figure. 5.1. The length 𝐿 and the width 𝑊 are chosen such 
that they could be easily machined using readily available tools, as the two dimensions 
correspond to 1” and 2” respectively. The critical dimensions 𝑋𝑅𝐶 and 𝑋𝐺𝐶 also have an impact 
on 𝐿. The height 𝐻 is determined by the dimensions of the SMA connector, the optimum value 
of 𝑋𝑅𝐺 and 𝑋𝐺. 
 
Figure 5.1 External dimensions of coupling structure containing the ground plane 
SMA Connectors 
The two SMA receptacles are modeled following the datasheet of a standard 50 Ω SMA 
connector [123]. The SMA connector has copper conductors, with a protruding inner conductor, 
and a PTFE dielectric. The coupling structure along with the SMA receptacles are shown in 
Figure 5.2. The circular hole at the right face of the coupling structure is provided for the coaxial 
W 
H 
L 
L = 25.4 mm 
W = 50.8 mm 
H = 8.08 mm 
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resonator to fit in. With the coaxial resonator partially sitting inside the hole of the coupling 
structure, the total length of the system adds up to 12.38 cm (less than 5”). 
 
Figure 5.2 Coupling structure with SMA receptacles 
Sample Solutions 
The sample is modeled as a box around the coaxial resonator, whose dielectric constant 
and loss tangent are changed during each simulation to represent a different sample 
concentration or ion. The data used has been obtained from the research discussed in Chapter 2. 
The model is drawn to simulate the resonator being dipped to a length of 3.35 cm inside the 
solution under test, as shown in Figure 5.3. 
 
Figure 5.3 Resonant sensor dipped in sample (light blue box) 
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 For the purpose of the simulation, appropriate boundary conditions are required at all the 
external faces of the model to define the solution space for the simulator. The boundary 
condition chosen is driven by how the sensor is expected to behave in a real-world scenario. It 
can be envisaged that all the fields would be contained inside the resonant sensor, except for at 
the sample interface from where some energy could radiate into the lossy electrolyte sample. A 
fitting boundary condition for this situation is to put the entire resonant sensor inside a radiation 
box and enforce a radiation boundary condition on the box. This imposes that all the radiated 
fields are absorbed at the faces of the box. A rule of thumb is to separate the radiating structure 
from the faces of the radiation box by at least 𝜆/4, so that negligible energy is left to be absorbed 
at the boundary, leading to robust solutions [124]. For this research, the radiation box is made to 
be partly of air, and the rest of the varying solution sample to replicate a practical situation. 
 The simulations are run using automatic broadband adaptive meshing which provides 
high accuracy of solutions, in lieu of high computational time [125]. An interpolating frequency 
sweep of 12001 points between 300 MHz and 3.3 GHz is selected (step size 0.25 MHz), with the 
solver solving the model at least 60 points. The solution setup parameter of maximum delta S is 
set to the default of 0.02. Maximum delta S represents the maximum change that occurs in two 
consecutive passes in the magnitude of any of the calculated S-parameters. The maximum 
number of passes is set to 20.  
The simulations are executed on an Intel® Core™ i7-2600 CPU @ 3.40GHz processor, 
using 8 GB RAM, and Microsoft Windows 10 Enterprise 2016 64-bit operating system. The 
results of these simulations are discussed in the next section. 
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5.2 Simulation Results 
  
In this section, the results obtained by simulating the designed resonant sensor for 
different ionic solution samples are presented. The simulations are executed for test samples 
consisting of deionized water, and fifteen different concentrations of sodium nitrate, sodium 
sulfate, and sodium chloride, respectively, and the transmission S-parameter 𝑆21 is measured 
across the two SMA connectors. The concentration ranges for the different types of ions used are 
provide in Table 2.1. Figure 5.4 shows the 𝑆21 response of the resonant sensor when it is 
interfaced with a sample consisting of deionized water. Figure 5.5 to 5.10 demonstrate the same 
for two concentrations of each of the three types of ionic solutions considered in this work. It can 
be observed from these figures that in the swept frequency range of 300 MHz to 3.3 GHz, the 
resonant sensor exhibits three modes of resonance, and for each type of ionic solution, the 
resonant frequency decreases as the ionic concentration increases for all three resonant modes. 
Tables 5.1, 5.3 and 5.5 present the dielectric properties of the different concentrations of the 
three types of electrolyte samples used in this work, whereas, the detailed results of all the 
simulations for the three different types of solution samples are listed in Tables 5.2, 5.4 and 5.6. 
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Figure 5.4 Response of resonant sensor for deionized water sample 
 
 
 
Figure 5.5 Response of resonant sensor for sodium nitrate solution with 5.712 mmol/L 
concentration (sample S8) 
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Figure 5.6 Response of resonant sensor for sodium nitrate solution with 28.56 mmol/L 
concentration (sample S15) 
 
 
 
 Figure 5.7 Response of resonant sensor for sodium sulfate solution with 2.495 mmol/L 
concentration (sample S8) 
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Figure 5.8 Response of resonant sensor for sodium sulfate solution with 12.48 mmol/L 
concentration (sample S15) 
 
 
Figure 5.9 Response of resonant sensor for sodium chloride solution with 2.257 mmol/L 
concentration (sample S8) 
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Figure 5.10 Response of resonant sensor for sodium chloride solution with 11.28 mmol/L 
concentration (sample S15) 
 
Table 5.1 Dielectric properties of different concentrations of sodium nitrate solution 
samples at frequencies close to the first three resonant frequencies for deionized water [39] 
 
Frequency 770 MHz 1.64 GHz 2.57 GHz 
Sample 
No. 
c 
(mmol/L) 
𝜺𝒓′ 𝜺𝒓′′ 𝐭𝐚𝐧𝜹 𝜺𝒓′ 𝜺𝒓′′ 𝐭𝐚𝐧𝜹 𝜺𝒓′ 𝜺𝒓′′ 𝐭𝐚𝐧𝜹 
S0 0 78.24 2.923 0.03736 77.83 6.189 0.07952 77.08 9.598 0.1245 
S1 0.7139 78.23 3.162 0.04042 77.82 6.300 0.08096 77.07 9.668 0.1255 
S2 1.428 78.22 3.364 0.04301 77.81 6.394 0.08218 77.06 9.728 0.1262 
S3 2.142 78.21 3.559 0.04550 77.81 6.488 0.08339 77.06 9.790 0.1270 
S4 2.856 78.19 3.803 0.04864 77.78 6.606 0.08493 77.03 9.869 0.1281 
S5 3.570 78.18 3.979 0.05090 77.77 6.687 0.08599 77.02 9.920 0.1288 
S6 4.284 78.16 4.175 0.05342 77.75 6.776 0.08715 77.00 9.972 0.1295 
S7 4.998 78.15 4.374 0.05596 77.75 6.871 0.08838 77.00 10.036 0.1303 
S8 5.712 78.14 4.555 0.05829 77.74 6.956 0.08949 76.99 10.091 0.1311 
S9 6.425 78.12 4.736 0.06062 77.72 7.042 0.09060 76.97 10.146 0.1318 
S10 7.139 78.13 4.926 0.06304 77.73 7.135 0.09180 76.98 10.211 0.1326 
S11 10.709 78.04 5.923 0.07590 77.64 7.598 0.09785 76.90 10.499 0.1365 
S12 14.279 77.88 7.796 0.1001 77.48 8.455 0.1091 76.74 11.021 0.1436 
S13 21.418 77.80 8.712 0.1120 77.40 8.875 0.1147 76.67 11.278 0.1471 
S14 24.988 77.74 9.643 0.1240 77.34 9.307 0.1203 76.61 11.547 0.1507 
S15 28.558 77.68 10.549 0.1358 77.28 9.723 0.1258 76.55 11.802 0.1542 
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Table 5.2 Simulation results for sodium nitrate solution samples 
 
 
Table 5.3 Dielectric properties of different concentrations of sodium sulfate solution 
samples at frequencies close to the first three resonant frequencies for deionized water [39] 
Sample 
No. 
c 
(mmol/L) 
𝒇𝟎 
(GHz) 
𝚫𝒇𝟎 
(GHz) 
𝑸𝟎 𝒇𝟏 
(GHz) 
𝚫𝒇𝟏 
(GHz) 
𝑸𝟏 𝒇𝟐 
(GHz) 
𝚫𝒇𝟐 
(GHz) 
𝑸𝟐 
S0 0 0.7658 0 382.9 1.637 0 282.2 2.567 0 183.4 
S1 0.7139 0.7418 -0.0240 7.546 1.606 -0.0304 19.59 2.543 -0.0245 38.52 
S2 1.428 0.7335 -0.0323 4.265 1.585 -0.0522 13.01 2.525 -0.0425 27.96 
S3 2.142 0.7270 -0.0388 3.004 1.566 -0.0709 11.16 2.511 -0.0563 25.06 
S4 2.856 0.7198 -0.0460 2.502 1.548 -0.0885 10.20 2.500 -0.0675 24.46 
S5 3.570 0.7047 -0.0611 2.332 1.535 -0.1019 10.65 2.492 -0.0755 25.35 
S6 4.284 0.6840 -0.0818 2.219 1.522 -0.1150 11.36 2.485 -0.0825 27.61 
S7 4.998 0.6665 -0.0993 2.136 1.513 -0.1237 12.18 2.480 -0.0872 24.26 
S8 5.712 0.6518 -0.1140 2.101 1.507 -0.1297 12.79 2.477 -0.0902 31.79 
S9 6.425 0.6375 -0.1283 2.068 1.502 -0.1347 13.68 2.474 -0.0927 32.69 
S10 7.139 0.6235 -0.1423 2.121 1.498 -0.1387 14.69 2.472 -0.0948 34.48 
S11 10.709 0.5683 -0.1975 2.310 1.486 -0.1504 20.17 2.467 -0.0998 47.17 
S12 14.279 0.5353 -0.2305 2.946 1.481 -0.1554 27.33 2.466 -0.1015 58.56 
S13 21.418 0.5182 -0.2476 4.048 1.479 -0.1574 33.62 2.465 -0.1022 64.69 
S14 24.988 0.5175 -0.2483 4.037 1.479 -0.1574 33.62 2.465 -0.1022 72.49 
S15 28.558 0.5065 -0.2593 5.743 1.478 -0.1584 43.23 2.465 -0.1017 82.18 
Frequency 770 MHz 1.64 GHz 2.57 GHz 
Sample 
No. 
c 
(mmol/L) 
𝜺𝒓′ 𝜺𝒓′′ 𝐭𝐚𝐧𝜹 𝜺𝒓′ 𝜺𝒓′′ 𝐭𝐚𝐧𝜹 𝜺𝒓′ 𝜺𝒓′′ 𝐭𝐚𝐧𝜹 
S0 0 78.24 2.923 0.03736 77.83 6.189 0.07952 77.08 9.598 0.1245 
S1 0.3119 78.24 3.133 0.04004 77.83 6.292 0.08085 77.07 9.669 0.1255 
S2 0.6237 78.23 3.343 0.04273 77.82 6.391 0.08212 77.07 9.732 0.1263 
S3 0.9356 78.21 3.523 0.04505 77.8 6.471 0.08318 77.04 9.778 0.1269 
S4 1.247 78.21 3.706 0.04738 77.8 6.559 0.08431 77.05 9.837 0.1277 
S5 1.559 78.21 3.878 0.04958 77.8 6.641 0.08537 77.04 9.891 0.1284 
S6 1.871 78.18 4.048 0.05178 77.76 6.713 0.08633 77.01 9.927 0.1289 
S7 2.183 78.17 4.236 0.05419 77.76 6.802 0.08748 77 9.985 0.1297 
S8 2.495 78.16 4.405 0.05636 77.75 6.878 0.08847 76.99 10.03 0.1303 
S9 2.807 78.14 4.581 0.05863 77.73 6.96 0.08954 76.98 10.08 0.1309 
S10 4.678 78.07 5.6 0.07173 77.66 7.437 0.09576 76.91 10.38 0.135 
S11 6.237 78.03 6.425 0.08233 77.62 7.822 0.1008 76.87 10.63 0.1382 
S12 7.797 77.96 7.233 0.09278 77.55 8.196 0.1057 76.8 10.86 0.1414 
S13 9.356 77.9 8.017 0.1029 77.49 8.564 0.1105 76.74 11.09 0.1446 
S14 10.92 77.85 8.801 0.1131 77.44 8.931 0.1153 76.69 11.33 0.1477 
S15 12.48 77.8 9.746 0.1253 77.39 9.366 0.121 76.64 11.59 0.1513 
73 
 
 
 
Table 5.4 Simulation results for sodium sulfate solution samples 
 
Table 5.5 Dielectric properties of different concentrations of sodium chloride solution 
samples at frequencies close to the first three resonant frequencies for deionized water [39] 
Sample 
No. 
c 
(mmol/L) 
𝒇𝟎 
(GHz) 
𝚫𝒇𝟎 
(GHz) 
𝑸𝟎 𝒇𝟏 
(GHz) 
𝚫𝒇𝟏 
(GHz) 
𝑸𝟏 𝒇𝟐 
(GHz) 
𝚫𝒇𝟐 
(GHz) 
𝑸𝟐 
S0 0 0.7658 0 382.9 1.637 0 282.2 2.567 0 183.4 
S1 0.3119 0.7418 -0.0240 8.626 1.608 -0.0287 21.79 2.544 -0.0228 42.40 
S2 0.6237 0.7340 -0.0318 4.310 1.587 -0.0499 13.47 2.527 -0.0405 28.13 
S3 0.9356 0.7288 -0.0370 3.141 1.569 -0.0674 11.37 2.513 -0.0537 25.13 
S4 1.247 0.7208 -0.0450 2.650 1.554 -0.0829 10.62 2.503 -0.0643 24.54 
S5 1.559 0.7093 -0.0565 2.413 1.540 -0.0967 10.56 2.494 -0.0727 24.94 
S6 1.871 0.6945 -0.0713 2.226 1.528 -0.1087 10.90 2.488 -0.0795 26.41 
S7 2.183 0.6777 -0.0881 2.172 1.518 -0.1187 11.68 2.482 -0.0850 27.58 
S8 2.495 0.6627 -0.1031 1.863 1.511 -0.1257 12.21 2.478 -0.0887 28.82 
S9 2.807 0.6482 -0.1176 2.001 1.505 -0.1314 5.588 2.476 -0.0915 31.06 
S10 4.678 0.5840 -0.1818 2.147 1.488 -0.1487 7.282 2.468 -0.0990 42.41 
S11 6.237 0.5540 -0.2118 2.493 1.484 -0.1530 8.629 2.466 -0.1007 49.52 
S12 7.797 0.5360 -0.2298 2.983 1.481 -0.1554 9.889 2.420 -0.1470 55.25 
S13 9.356 0.5250 -0.2408 3.547 1.480 -0.1567 10.96 2.465 -0.1017 62.10 
S14 10.92 0.5172 -0.2486 4.111 1.479 -0.1577 11.84 2.465 -0.1020 68.47 
S15 12.48 0.5110 -0.2548 4.904 1.479 -0.1582 13.38 2.465 -0.0812 77.03 
Frequency 770 MHz 1.64 GHz 2.57 GHz 
Sample 
No. 
c 
(mmol/L) 
𝜺𝒓′ 𝜺𝒓′′ 𝐭𝐚𝐧𝜹 𝜺𝒓′ 𝜺𝒓′′ 𝐭𝐚𝐧𝜹 𝜺𝒓′ 𝜺𝒓′′ 𝐭𝐚𝐧𝜹 
S0 0 78.24 2.923 0.03736 77.83 6.189 0.07952 77.08 9.598 0.1245 
S1 0.2821 78.27 3.010 0.03846 77.86 6.237 0.08011 77.11 9.637 0.1250 
S2 0.5641 78.29 3.116 0.03980 77.88 6.299 0.08087 77.13 9.690 0.1256 
S3 0.8462 78.31 3.202 0.04089 77.90 6.348 0.08148 77.15 9.734 0.1262 
S4 1.128 78.34 3.276 0.04182 77.93 6.392 0.08202 77.18 9.773 0.1266 
S5 1.410 78.32 3.365 0.04296 77.91 6.439 0.08265 77.16 9.810 0.1271 
S6 1.692 78.31 3.461 0.04420 77.90 6.483 0.08322 77.15 9.837 0.1275 
S7 1.974 78.28 3.529 0.04508 77.88 6.512 0.08362 77.13 9.852 0.1277 
S8 2.257 78.27 3.631 0.04639 77.86 6.558 0.08423 77.11 9.880 0.1281 
S9 2.539 78.26 3.766 0.04718 77.85 6.623 0.08462 77.11 9.924 0.1284 
S10 4.231 78.24 4.175 0.05335 77.84 6.817 0.08758 77.10 10.05 0.1304 
S11 5.641 78.23 4.596 0.05875 77.83 7.019 0.09019 77.09 10.18 0.1321 
S12 7.052 78.20 5.010 0.06407 77.80 7.222 0.09282 77.06 10.32 0.1340 
S13 8.462 78.19 5.345 0.06836 77.79 7.383 0.09490 77.05 10.43 0.1354 
S14 9.872 78.17 5.746 0.07350 77.77 7.570 0.09733 77.04 10.55 0.1370 
S15 11.28 78.12 6.141 0.07861 77.72 7.751 0.09973 76.98 10.66 0.1385 
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Table 5.6 Simulation results for sodium chloride solution samples 
 
 From the Tables 5.1, 5.3, and 5.5, it can be observed that for each type of sample 
solution, as ionic concentration (𝑐) is increased, the real part of relative permittivity (𝜀𝑟′) 
decreases, whereas the imaginary part of relative permittivity (𝜀𝑟
′′) and loss tangent (tan 𝛿 =
𝜀𝑟′′ /𝜀𝑟′) increase. The values of  𝜀𝑟′, 𝜀𝑟′′, and tan 𝛿 have been presented at three different 
frequencies for all concentrations of the different electrolyte samples. These three frequencies 
represent the closest frequencies available in the experimental dataset which correspond to the 
resonant frequencies of the first three modes for deionized water (Figure 5.4). 
Figures 5.4 to 5.10, as well as, Tables 5.2, 5.4, and 5.7 demonstrate that the increases in 
concentration also lead to a decrease in resonant frequency for all three kinds of ionic species for 
all three resonant modes observed. Hence, this fact can be used to measure a shift in resonant 
frequency for a sample containing a particular kind of ion from the corresponding resonant 
frequency for deionized water, and subsequently calculate the ionic concentration of the sample 
Sample 
No. 
c 
(mmol/L) 
𝒇𝟎 
(GHz) 
𝚫𝒇𝟎 
(GHz) 
𝑸𝟎 𝒇𝟏 
(GHz) 
𝚫𝒇𝟏 
(GHz) 
𝑸𝟏 𝒇𝟐 
(GHz) 
𝚫𝒇𝟐 
(GHz) 
𝑸𝟐 
S0 0 0.7658 0 382.9 1.637 0 282.2 2.567 0 183 
S1 0.2821 0.7578 -0.0080 20.05 1.629 -0.0077 43.10 2.561 -0.0058 71.14 
S2 0.5641 0.7415 -0.0243 9.980 1.609 -0.0274 24.38 2.546 -0.0215 46.96 
S3 0.8462 0.7418 -0.0240 6.869 1.605 -0.032 11.30 2.541 -0.0258 25.93 
S4 1.128 0.7308 -0.0350 5.442 1.591 -0.0457 15.91 2.541 -0.0258 30.91 
S5 1.410 0.7338 -0.0320 4.314 1.591 -0.0457 13.45 2.541 -0.0258 19.21 
S6 1.692 0.7315 -0.0343 3.549 1.578 -0.0592 12.11 2.519 -0.0477 26.24 
S7 1.974 0.7292 -0.0366 3.198 1.571 -0.0659 11.40 2.514 -0.0527 25.66 
S8 2.257 0.7013 -0.0645 2.874 1.549 -0.0879 7.75 2.502 -0.0655 28.36 
S9 2.539 0.7238 -0.0420 2.585 1.553 -0.0834 10.35 2.503 -0.0645 23.99 
S10 4.231 0.6867 -0.0791 2.217 1.523 -0.1134 11.14 2.486 -0.0815 27.02 
S11 5.641 0.6505 -0.1153 2.086 1.507 -0.1302 12.99 2.476 -0.0908 31.66 
S12 7.052 0.6198 -0.1460 2.066 1.497 -0.1397 14.97 2.472 -0.0952 36.24 
S13 8.462 0.596 -0.1698 2.127 1.492 -0.1447 16.99 2.470 -0.097 41.17 
S14 9.872 0.5827 -0.1831 2.158 1.489 -0.1477 18.57 2.469 -0.0982 43.85 
S15 11.28 0.5617 -0.2041 2.380 1.485 -0.1517 21.21 2.467 -0.1005 47.43 
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under test from it. The approximate values of the quality factors (Q) for the first three resonant 
modes are also reported in Tables 5.2, 5.4, and 5.7 for the three respective ionic species. These 
have been calculated from the spectrum of 𝑆21 using the standard formula for 𝑟-th mode of 
resonance [51]: 
 
3 3 3r r r
r r
r
db dB dB
f f
Q
ff f  
 

  (5.1) 
In Equation (5.1), Δ𝑓3𝑑𝐵𝑟  represents the 3 dB bandwidth or the full width half maximum 
(FWHM) of the 𝑟-th mode of resonance. It is calculated by taking the difference of the two 
frequencies (𝑓3𝑑𝐵+𝑟 and 𝑓3𝑑𝐵−𝑟) where the magnitude of 𝑆21 falls by 3 dB from the peak value at 
𝑓𝑟. Due to the finite number of frequency points used for simulation, the calculated value of 
Δ𝑓3𝑑𝐵𝑟  is approximate, leading to approximate values of  𝑄𝑟. Therefore, no conclusions have 
been drawn from the calculated values of the quality-factor apart from noticing that for each of 
the three types of sample solutions, the quality factor is in the same order of magnitude for a 
particular resonant mode, and the values decrease significantly from the deionized water sample 
as the ions introduce significant amount of loss into the resonant system. The variation of Q with 
the change in ionic concentration can be a topic of interest for future research on the open-ended 
coaxial resonant sensor. 
To gain further insight into the operation of the sensor, it is of interest to understand how 
the two different parts of the permittivity affect the resonant characteristics. Since the dielectric 
properties of a sample are input to the simulator in the form of the real part of relative 
permittivity (𝜀𝑟′) and loss tangent (tan 𝛿), two artificial samples are created by swapping the 𝜀𝑟′ 
of nitrate sample S8 (𝑐 = 5.712 mmol/L) with the 𝜀𝑟′ of nitrate sample S15 (𝑐 = 28.56 mmol/L)  
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keeping tan 𝛿 constant, and the tan 𝛿 of nitrate sample S8 with the tan 𝛿 of nitrate sample S15 
keeping 𝜀𝑟′ constant. The simulation results are tabulated in Table 5.7.  
Table 5.7 Resonant frequencies in GHz of different modes for nitrate sample S8 with a 
concentration of 5.712 mmol/L, artificially created sample using real permittivity of S8 and 
loss tangent of S15, sample S15 with a concentration of 28.56 mmol/L, and artificially 
created sample using real permittivity of S15 and loss tangent of S8 
𝜺𝒓′ 𝐭𝐚𝐧 𝜹 𝒇𝟎 (GHz) 𝒇𝟏 (GHz) 𝒇𝟐 (GHz) 
S8 S8 0.6518 1.507 2.477 
S8 S15 0.5102 1.479 2.465 
S15 S15 0.5065 1.478 2.465 
S15 S8 0.6458 1.606 2.477 
    
 From the experimental data it can be seen that as the ionic concentration of a solution 
increases, the real permittivity decreases, whereas the loss tangent increases [39].  Table 5.7 
suggests that when only the real permittivity of a sample is changed, keeping loss tangent 
constant, the change in resonant frequency is much smaller than when only the loss tangent is 
changed, and real permittivity is kept constant. Thus, it can be said that for the sample 
concentrations used in this research, tan 𝛿 dominates the change in resonant frequency. 
 Having obtained the resonant frequencies for the first three modes of resonance for all the 
sample solutions under test in this chapter, this information is employed to relate the change in 
resonant frequency to the change in ionic concentration, which can be further inverted to 
compute the ionic concentration of an arbitrary sample solution with known ion type from its 
measured resonance characteristics, as described in Chapter 6. 
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CHAPTER 6. RESULTS AND DISCUSSION 
 
 
The primary objective of this chapter is to analyze the data obtained from the simulations on 
HFSS and propose a systematic approach to predict the ionic concentration of an electrolyte 
solution of known ion type from the measured values of its first three modes of resonant 
frequency. To achieve this, first it is observed how the resonant frequency data for all the three 
types of solutions used varies with ionic concentration. This is done by plotting the negative of 
the shift in resonant frequency for a particular sample from that of deionized water for all three 
modes of resonance observed against ionic concentration (−Δ𝑓0, −Δ𝑓1, −Δ𝑓2 vs 𝑐). The negative 
values of the resonant frequency shifts are taken so that the resulting function is nonnegative. 
The plots obtained are illustrated in Figures 6.1 to 6.3. All these data have been taken from 
Tables 5.2, 5.4, and 5.6. 
 
Figure 6.1 Negative of shift in resonant frequency from deionized water plotted against ionic 
concentration of sodium nitrate sample for the first three modes of resonance 
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Figure 6.2 Negative of shift in resonant frequency from deionized water plotted against ionic 
concentration of sodium sulfate sample for the first three modes of resonance 
 
 
Figure 6.3 Negative of shift in resonant frequency from deionized water plotted against ionic 
concentration of sodium chloride sample for the first three modes of resonance 
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 From Figures 6.1-6.3, it can be observed that for all three ionic species, for each mode of 
resonance 𝑟, −Δ𝑓𝑟 increases nonlinearly with concentration. For all three resonant modes, the 
sensor is sensitive to the lower set of ionic concentrations, whereas the response saturates for 
higher concentrations. The response for low concentration chloride samples is not as clean as for 
the other two types of electrolytes. This can be attributed to the fact that, unlike for nitrate and 
sulfate samples, the real relative permittivity (𝜀𝑟′) for the lower concentrations of chloride 
solution increases with concentration. This behavior has been proposed to be a manifestation of 
the Debye-Falkenhagen Effect in [39]. 
 It can also be observed that for all three ionic species, the shift in resonant frequency 
seems to follow the same family of functions for modes 1 and 2, and for the higher 
concentrations for mode 0. The responses for modes 1 and 2 are fitted with an exponential model 
using a nonlinear, least-squares analysis. The fitting function used is given in Equation (6.1) 
where 𝑟 is the mode number, and 𝛾𝑟,1 and 𝛾𝑟,2 are the fitting parameters. 
 ,2,1(1 )
r c
r rf e



    𝑓𝑜𝑟 𝑟 ∈ {1,2}      (6.1)                                                                                                         
As evident with the naked eye, trying to fit the mode 0 data with the same model yields 
good agreement for the higher concentrations, but overestimates the shift in resonant frequency 
for the lower ionic concentrations. For this purpose, an additional function with three fitting 
parameters is used to produce a good fit for the mode 0 data, as shown in Equation 6.2, where 
𝛾0,1, 𝛾0,2, 𝛾0,3, 𝛾0,4, and 𝛾0,5 are the fitting parameters used. 
 
0,4
0,2 0,5
0,1 0,30 (1 ) ( )
c ce ef c
 
  

      (6.2) 
The fitted curves have been plotted along with the data points obtained through 
simulation for all the modes and sample types under test in Figures 6.4 to 6.12. The fitting 
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parameters used for fitting the mode 0 data are presented in Table 6.1, whereas those for modes 1 
and 2 are presented in Table 6.2. The corresponding mean squared error (MSE) for each fit is 
reported, where mean squared error is given by: 
 2
1
1
( )i i
n
i
MSE Y Y
n p 
 

   (0.1) 
In Equation (6.3),  𝑛 represents the number of samples, which is 16 (S0 to S15) in this case, and 
𝑝 stands for the number of fitting parameters. 𝑌𝑖 denotes the measured values of (−Δ𝑓𝑟) for the 𝑖-
th sample, where 𝑟 ∈ {0, 1, 2}, and 𝑌?̂?  stands for the corresponding fitted value.   
 
Figure 6.4 Fitted curve for relating shift in Mode 0 resonant frequency with concentration for 
sodium nitrate sample (fitting parameters presented in Table 6.1) 
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Figure 6.5 Fitted curve for relating shift in Mode 1 resonant frequency with concentration for 
sodium nitrate sample (fitting parameters presented in Table 6.1) 
 
 
Figure 6.6 Fitted curve for relating shift in Mode 2 resonant frequency with concentration for 
sodium nitrate sample (fitting parameters presented in Table 6.1) 
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Figure 6.7 Fitted curve for relating shift in Mode 0 resonant frequency with concentration for 
sodium sulfate sample (fitting parameters presented in Table 6.1) 
 
 
Figure 6.8 Fitted curve for relating shift in Mode1 resonant frequency with concentration for 
sodium sulfate sample (fitting parameters presented in Table 6.1)) 
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Figure 6.9 Fitted curve for relating shift in Mode 2 resonant frequency with concentration for 
sodium sulfate sample (fitting parameters presented in Table 6.1) 
 
  
Figure 6.10 Fitted curve for relating shift in Mode 0 resonant frequency with concentration for 
sodium chloride sample (fitting parameters presented in Table 6.1) 
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Figure 6.11 Fitted curve for relating shift in Mode 1 resonant frequency with concentration for 
sodium chloride sample (fitting parameters presented in Table 6.1) 
 
  
Figure 6.12 Fitted curve for relating shift in Mode 2 resonant frequency with concentration for 
sodium chloride sample (fitting parameters presented in Table 6.1) 
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Table 6.1 Values of fitting parameters used and corresponding mean squared errors of 
fitting (MSE) for Mode 0 for sodium nitrate, sodium sulfate, and sodium chloride solutions 
Sample Type 𝜸𝟎,𝟏 
[L/mmol] 
𝜸𝟎,𝟐 
[L/mmol] 
𝜸𝟎,𝟑 𝜸𝟎,𝟒 𝜸𝟎,𝟓 MSE 
Sodium 
Nitrate 
0.2618 0.1368 1.069 0.5181 5.456 1.080 × 10−5 
Sodium 
Sulfate 
0.2646 0.2558 1.254 0.7012 4.985 2.393 × 10−6 
Sodium 
Chloride 
0.3485 0.0774 1.648 0.5355 16.53 1.044 × 10−4 
 
 
Table 6.2 Values of fitting parameters used and corresponding mean squared errors of 
fitting (MSE) for Modes 1 and 2 for sodium nitrate, sodium sulfate, and sodium chloride 
solutions 
Sample Type Mode 1 (𝒓 = 𝟏) Mode 2  (𝒓 = 𝟐) 
𝜸𝟏,𝟏 
[L/mmol] 
𝜸𝟏,𝟐 
[L/mmol] 
MSE 𝜸𝟐,𝟏 
[L/mmol] 
𝜸𝟐,𝟐 
[L/mmol] 
MSE 
Sodium 
Nitrate 
0.1582 0.2926 1.798 × 10−6 0.1019 0.3797 1.155 × 10−7 
Sodium 
Sulfate 
0.1576 0.6198 1.561 × 10−6 0.1058 0.7479 1.709 × 10−4 
Sodium 
Chloride 
0.1601 0.2781 1.651 × 10−5 0.1020 0.3702 9.722 × 10−6 
 
Using the fitting equations (6.1) and (6.2), and parameters from Tables 6.1 and 6.2, it is 
possible to estimate the shift in resonant frequency of the sensor for a given concentration of an 
electrolyte. By the Safe Drinking Water Act, there is a 10 mg/L (or 10 parts per million) standard 
set for the maximum contaminate level (MCL) of nitrate-nitrogen in drinking water [15]. This 
corresponds to 0.7139 mmol/L concentration of nitrate ions. The calculated resonant frequency 
shifts on addition of this concentration to deionized water for the first three resonant modes of 
the designed resonant sensor are 22.02 MHz, 29.82 MHz, and 24.20 MHz respectively. For the 
minimum concentration of sulfate measured, i.e. 0.3119 mmol/L, the shifts in resonant frequency 
from that of deionized water for modes 0,1, and 2 are 19.49 MHz, 27.70 MHz, and 22.01 MHz 
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respectively. For the minimum concentration of chloride measured, i.e.  0.2821 mmol/L, the 
corresponding frequency shifts are 7.527 MHz, 12.08 MHz, and 10.12 MHz respectively.  
The sensitivity of the resonant sensor for a given mode of resonance 𝑟 is defined as 
|
𝜕Δ𝑓𝑟
𝜕𝑐
| which is equal to  |
𝜕𝑓𝑟
𝜕𝑐
|. To investigate sensitivity, this parameter is plotted as a function 
of concentration for all three ion types in Figures 6.13 to 6.18.  Figures 6.13, 6.15, and 6.17 
present sensor sensitivity for the entire range of concentrations simulated, whereas Figures 6.14, 
6.16, and 6.18 focus on a smaller range of concentrations which are agriculturally more relevant. 
Since the response of the sensor varies nonlinearly with concentration, its sensitivity is not 
constant but it is too a function of concentration. In Table 6.3 the range in which sensor 
sensitivity varies as concentration of ion is increased from 0 to 10 mg/L for all three ion types 
and resonant modes are presented. It is worth mentioning here that the experimental data used for 
this research has measurements only at 0 and 10 mg/L (corresponding to 0.7139 mmol/L, 0.3119 
mmol/L, and 0.2821 mmol/L for nitrate, sulfate, and chloride respectively). Further 
experimentation is necessary to better understand the behavior of the system for such low 
concentration ranges. 
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Figure 6.13 Sensor sensitivity to the change in concentration of nitrate ions for the first three 
resonant modes over entire range of concentrations 
 
 
Figure 6.14 Sensor sensitivity to the change in concentration of nitrate ions for the first 
three resonant modes over a small range of concentrations 
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Figure 6.15 Sensor sensitivity to the change in concentration of sulfate ions for the first 
three resonant modes over entire range of concentrations 
 
 
Figure 6.16 Sensor sensitivity to the change in concentration of sulfate ions for the first 
three resonant modes over a small range of concentrations 
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Figure 6.17 Sensor sensitivity to the change in concentration of chloride ions for the first 
three resonant modes over entire range of concentrations 
 
 
Figure 6.18 Sensor sensitivity to the change in concentration of chloride ions for the first 
three resonant modes over a small range of concentrations 
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Table 6.3  Sensitivity of resonant sensor to changes in concentration which are 
agriculturally relevant for nitrate, sulfate, and chloride ions 
Ion Type Modes Sensitivity Range (MHz/(mmol/L)) 
Nitrate 
 
 
0 35.81 - 22.19 
1 46.29 - 37.50 
2 38.69 - 29.44 
Sulfate 
 
 
0 68.48 - 51.10 
1 97.68 - 80.11 
2 79.13 -62.29 
Chloride 
 
 
0 26.97 - 26.35 
1 44.52 - 40.96 
2 37.76 - 33.79 
 
 
 
The difference in behavior of the resonant sensor in its fundamental mode for the lower 
concentrations of sample solutions from the other resonant modes is further explored. For this 
purpose, the different contributions to complex permittivity from Equation (2.1) are plotted 
against ionic concentration for sodium nitrate solutions at three different frequencies – 770 MHz, 
1.64 GHz, and 2.57 GHz, which correspond to the first three resonant modes for deionized water 
sample. Figures 6.19 to 6.23 present these plots. 
 The imaginary part of permittivity, 𝜀𝑟 is a summation of two components: the dipolar 
loss 𝜀𝑑
′′, and the conductivity contribution 
𝜎
2𝜋𝜀0𝑓
. From Figures 6.20 to 6.22, it can be observed 
that for the samples with higher concentrations of nitrate, the imaginary part of permittivity at 
770 MHz is mostly due to the conductivity contribution term, unlike at the two other frequencies 
for which the data is plotted, where the dipolar loss component provides a more significant 
contribution. As one moves from higher to lower concentrations, the dipolar loss remains 
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unchanged at all three frequencies, whereas the conductivity contribution term falls more rapidly 
for the 770 MHz trace, compared to the other two frequencies. This leads to a lower value of 
total imaginary permittivity, and loss tangent. These lower values of loss tangent might provide 
an explanation for lower values of resonant frequency shifts for the fundamental mode of 
resonance for the lower ionic concentrations than what would be predicted by an exponential 
fitting function, as is the case for the two higher modes of resonance. More information about the 
resonant system is required to arrive at a stronger conclusion about the difference in behavior of 
the fundamental resonant mode, compared with the first and second modes, for the samples of 
lower concentration.  
 
 
 
Figure 6.19 Real permittivity of different concentrations of sodium nitrate solution samples at 
frequencies close to the first three resonant frequencies for deionized water 
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Figure 6.20 Imaginary permittivity of different concentrations of sodium nitrate solution 
samples at frequencies close to the first three resonant frequencies for deionized water 
 
 
Figure 6.21 Dipolar loss of different concentrations of sodium nitrate solution samples at 
frequencies close to the first three resonant frequencies for deionized water 
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Figure 6.22 Conductivity contribution to imaginary permittivity of different 
concentrations of sodium nitrate solution samples at frequencies close to the first three resonant 
frequencies for deionized water 
 
 
Figure 6.23 Loss tangent of different concentrations of sodium nitrate solution samples at 
frequencies close to the first three resonant frequencies for deionized water 
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CHAPTER 7. GENERAL CONCLUSIONS 
 
  
The preceding chapters have discussed the design of a resonant sensor which should be sensitive 
to changes in ionic concentrations which are agriculturally relevant. This chapter talks about the 
feasibility of practically implementing the resonant sensor for measuring ionic concentration of 
electrolytes. Some comparisons are also drawn with the two existing real-time methods 
discussed in Chapter 1, viz. the Ion Selective Electrode (ISE) Technology, and Ultraviolet (UV) 
Absorption Technology. This is followed by a brief discussion on the direction in which research 
on the coaxial resonant dielectric sensor could potentially progress. Finally, the work presented 
in this thesis is summarized and concluding statements are made. 
 
7.1 Feasibility of Coaxial Resonant Sensor 
 
 The coaxial resonant sensor developed herein has been designed for the purpose of 
measuring changes in ionic concentration of aqueous solution in the order of mmol/L.  In this 
section, the potential of this design to be implemented as a low cost, highly sensitive, field 
deployable, real time sensor is explored. These criteria are discussed one-by-one, probable 
challenges with prospective solutions are discussed, and comparisons are made with existing 
ionic monitoring systems. 
Cost 
 The designed resonant sensor is potentially low cost due to two reasons. 
1. Manufacturing costs are low: The sensor is made of an inexpensive, readily-available 
RG401 coaxial cable, a coupling structure made of copper, and two SMA receptacles. 
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These make the manufacturing costs low when compared to a UV absorption sensor.  
Bulk manufacturing would further lower the costs of production. 
2. An expensive Vector Network Analyzer (VNA) is not required: The fact that a resonant 
sensor solely relies on the measurement of its resonant characteristics, and not on 
complete S-parameters implies that, unlike for broadband dielectric sensors, a resonant 
sensor can be used in conjunction with a much simpler and less expensive measuring 
device than a VNA. A phase locked loop (PLL) can be implemented to generate a 
frequency stable signal whose frequency corresponds to the ionic concentration of the 
sample under test that is of critical interest. Several techniques to measure the frequency 
of such a signal accurately are discussed in [126-127]. The use of one such method would 
render the resonant sensor developed herein a much more economically viable system 
than traditional broadband methods as well as the UV absorption sensor. Also, the lower 
the frequency of operation, the lower would be the cost of the external RF hardware. 
Sensitivity 
It has been established in Chapter 6 that the designed sensor has the highest sensitivity to 
a change in ionic concentration at the lower concentrations, which fall in the agriculturally 
relevant range. For all the three ions, it has been observed that the frequency shift is maximum 
for Mode 1. It is, however, generally cheaper and easier in terms of hardware requirement, to 
measure a normalized frequency shift |
Δ𝑓𝑟
𝑓𝑟
| which is larger in magnitude. In other words, it is 
generally more economical to detect a shift in frequency of a given order of magnitude, from a 
smaller reference frequency than a larger one. The normalized frequency shift can be calculated 
to be the largest for the fundamental resonant mode for the concentrations of interest.  
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One challenge to getting the sensitivity results achieved through simulations, in a 
laboratory experiment could be the high loss in the sensor system, leading to very low values of 
the magnitude of 𝑆21 of the two port network. This could be potentially overcome by providing a 
large input power to the system (in the order of a few Watts), or using a suitable Low Noise 
Amplifier (LNA) to increase the overall 𝑆21, and making it easier to separate the signal from the 
noise background. 
The measured resonances as well as the sensitivity of the resonant sensor are expected to 
suffer from different types of uncertainties during testing. These uncertainties might arise due to 
inaccurate machining of sensor dimensions, as well as imperfections in material properties of the 
sensor and the sensor elements. This calls for the need of rigorous uncertainty analysis of the 
sensor system.  
Field Deployment 
 The resonant sensor has been designed to fit into standard tile drains of a diameter of 5” 
and above. The part of the sensor with interacts with the solution can be encapsulated in a thin 
chemically-inert polymer coating, for example PTFE tape, to prevent the copper conductor from 
corroding. This will result in the sensor having high durability when compared to an Ion 
Selective Electrode (ISE) sensor. 
 The use of a resonant sensor, furthermore, dispenses with the strong need of calibration 
as common with conventional broadband methods. The coaxial resonant sensor could be used to 
measure the resonant frequencies of a reference liquid (deionized water), and then installed to 
monitor the ionic concentration of an arbitrary sample. 
 In a tile drain containing agricultural efflux, there would be multiple types of compounds 
dissolved in water. The sensor designed herein, however, can only detect concentration of a 
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single-ion system. More research needs to be done to understand how complex permittivity 
changes with frequency in the presence of multiple ions, and that has to be leveraged to modify 
the sensor to detect ionic concentration in a multi-ion system. 
 Two other important factors which require further research to make the sensor field 
deployable are the knowledge of temperature dependence of sensor sensitivity and the 
performance of the sensor when the sample is flowing. Uneven flow in different parts of the 
sample may lead to turbulences, locally increasing the temperature of certain regions and thus 
leading to erroneous results. This can be avoided by either using a suitable microfluidic device 
[92] or by placing the sensor in a tank adjoining the tile drainage system, as shown in Figure 7.1, 
where the flow can be expected to be significantly less. 
 
Figure 7.1 Tank adjoining tile drainage system where the resonant sensor could be potentially 
deployed 
 
Real Time Operation 
 
 The interaction of the dipoles in water and the ions with an applied external field is 
almost instantaneous at the operating frequencies of the sensor, which are far from any relaxation 
frequency. Even an operation involving the relaxation frequency would be real time for all 
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practical purposes as the relaxation times are much smaller than what can be perceived by a 
human operator. The speed of operation is likely to be limited by the speed at which the data can 
be collected and read. 
 
7.2 Future Work 
  
 Driven by the preceding section, the future work on the coaxial resonant sensor to 
measure ionic concentration would firstly involve building the resonant sensor and testing it in 
laboratory conditions using a Vector Network Analyzer (VNA). This could be followed by using 
a comparatively low cost frequency measurement system to measure the frequency shift and 
dispense with the expensive VNA. The sensitivity of the sensor to manufacturing uncertainties, 
both for dimensions as well as material properties, and uncertainties in measurements need to be 
investigated. The temperature dependence of sensor sensitivity also needs to be studied. 
Dimensional optimizations may be carried out to increase sensitivity of sensor to ionic 
concentration. This might imply operating at different frequencies. Higher resonant modes may 
also be explored. An in-depth exploration of the variation of quality factor of the coaxial 
resonant sensor with changing ionic concentration can further provide more insights into the 
system. 
 There also needs to be work done to better understand the ionic system under test. 
Specifically, more knowledge of the sample under test would help explain better the difference 
in behavior of the measured fundamental resonant mode for lower ionic concentrations from the 
other two resonant modes. Further investigation into the dielectric properties of multi-ionic 
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systems could throw some light onto how to modify the coaxial resonant sensor to detect ions in 
a practical situation. 
7.3 Summary 
 
  In this thesis, an open ended resonant coaxial probe has been proposed, with a coupling 
structure, to take transmission measurements on an electrolyte under test. The dimensions of the 
resonator and the coupling structure have been optimized, through numerical simulations, to 
boost sensitivity of the resonant frequency of the system with respect to changes in ionic 
concentration of the sample, and to have a higher output power to facilitate easier measurements 
of the resonant characteristics. The sensor arrangement was simulated in HFSS to find the 
resonant characteristics of the first three resonant modes for samples of varying concentrations of 
sodium nitrate, sodium, sulfate and sodium chloride. For each ion type and resonant mode, a 
relationship between the change in concentration and the shift in resonant frequency was 
developed. It was found that the designed sensor has high sensitivity at low ionic concentrations, 
which are agriculturally relevant. 
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