Introduction
The spatial distribution of regional economic activity in the European Union has been the focus of growing research interest. Spatial econometric techniques have been applied to examine the impact that externalities in neighbouring regions have on regional sectorial specialization (Ezcurra et al., 2006; Mora et al., 2006; Mora & Moreno, 2010) . These empirical contributions have proved the relevance of European regional contiguity in explaining regional sectorial specialization even using cross-sectional data or short panels.
Specifically, this empirical analysis explores cross-border neighbouring effects on regional specialization in the European Union of 15 member states (EU-15). Our main goal is to explore to what extent European regional specialization is influenced by neighbouring cross-border regions presenting common institutional links. In fact, four specific features of our analysis are worth highlighting: (i) we draw on information for regions integrated in Cross Border Region associations (hereafter CBRs) to construct a spatial weight matrix. This is then used to examine neighbouring effects and integration effects by estimating a spatial error model; (ii) we undertake a sensitivity analysis of our results based on the choice of specialization measure; (iii) we explore by means of a longer panel data approach; and (iv) we contribute to the ongoing debate on territorial cohesion.
First we adopt Arbia & Fingleton's (2008) suggestion regarding the need to focus future empirical research on the arbitrary selection of weight matrices. Specifically, we seek to examine cross-border influences by considering solely the impacts of regional associations. As a result, the overall neighbouring impact on regional specialization is underestimated. Results from a spatial weight matrix that accounts for all neighbouring regions might represent an upper limit for our 272 T. Mora et al. estimates using CBR information. However, this impact is mis-estimated when interdependence is not included (Franzese & Hays, 2007) . In addition, this analysis allows us to examine the effects of European integration on European regional specialization. A priori, since CBRs are formed by cross-country regional economies, we expect the specialization levels of these economies to be less prone to the influence of foreign contiguous neighbours than they are to that of their national counterparts alone. Nevertheless, we also expect European integration to reduce this border effect. To ascertain this effect, we only consider those regions forming part of a CBR association in this analysis.
Second, the suitability of the specialization index selected has been discussed by several authors when determining specialization levels (Combes & Overman, 2004; Bickenbach & Bode, 2008) . According to Bickenbach & Bode (2008) , three features unambiguously define an inequality measure: regional weights, the reference distribution and the projection function. However, the authors also note that in any empirical investigation, the specification of each feature should be determined by the research goal and should take into consideration the specificities of the available data. An additional matter is the modifiable areal unit problem, which has been consistently tackled in recent literature (Brülhart & Traeger, 2005) . Our proposal is to exploit more similar regional units. Nevertheless, for reasons of robustness and since our inferences may be affected by the presence of outliers in the selected measure, we verify whether choosing alternative specialization indices might affect the estimated impact of neighbouring regions. We therefore also use the mutual information index, the dissimilarity specialization index and the Krugman specialization index.
Third, by using CBRs to explore cross-national neighbouring effects on regional specialization in the European Union, we contribute to the current debate on territorial cohesion (European Commission, 2008; Barca Report, 2009 ). The impact of CBRs in terms of specific outputs is difficult to identify. As Mirwaldt et al. (2009) point out, both the small scale of their financial resources and the shortcomings in their monitoring systems and data collection complicate the identification of quantitative impacts.
Three results can be highlighted from our empirical analysis. First, we confirm neighbouring effects on regional specialization. However, the estimated spatial impact is found to be lower when using cross borders, i.e. in the presence of an institutional agreement. In other words, the impact exerted by associated regions on each other in terms of European regional relative specialization is lower than that exerted by neighbouring regions. Second, the greater the intensity of cooperation recorded between CBRs or the greater the number of years of association, the higher the impact. Thus, by accounting for highly intense cooperation and long-standing links between CBRs we obtain virtually the same autocorrelation effect as when using all the information on contiguity. Third, we use alternative specialization indices with sufficient statistical variation. We find that neighbouring impact presents little sensitivity to the choice of specialization index.
The remainder of this paper is structured as follows. The next section reviews the factors underpinning the constitution of CBR associations, while the third section presents the data and the econometric specification. The fourth section reports the results and the final section contains a brief discussion of our overall findings.
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European Cross-border Regions
It is becoming increasingly difficult today to find European regions or municipalities that do not participate in cooperation projects with territories elsewhere in Europe. Roughly speaking, two types of interregional project can be distinguished: cooperation without any requirement of geographical continuity and cooperation based on proximity. The former has resulted primarily in the creation of lobbies and groups for exchanging local experiences. International forums such as Eurocities and the Assembly of European Regions have been established, along with industrial organizations, such as the Assembly of European Wine Regions and the Asociacio´n de Regiones Europeas con Tradicio´n Industrial, and interregional organizations such as the 'Four Motors of Europe' (Catalonia, Baden-Württemberg, Lombardy and Rhône-Alpes). Cooperation of this type, however, is not taken into account in this article.
Cooperation projects based on proximity*i.e. between territories on either side of Europe's internal or external borders*include both the Euroregions and the work communities. The former have been widely developed among the contiguous territories of the Rhine basin, but typically include few regions. The latter, which include the Western Alps and GaliciaÁNorthern Portugal, typically group together more than four regions. The number of such CBRs in the EU-15 has doubled since 1990, with 10 having been created before then and 14 since (Perkmann, 2003; INTERACT, 2007) . Figure 1 shows the regions forming CBR associations.
Territorial cooperation among the EU-15 continues, in the main, to be lowintensity. According to Perkmann (2003) , at the beginning of this century fewer than eight CBRs maintained a permanent secretariat and had drawn up development plans and comprehensive cooperation schemes. Most high-intensity CBRs were to be found in the European Pentagon and in the Scandinavian countries.
Evidence suggests that there have been two main driving forces behind the emergence and proliferation of CBRs across Europe. On the one hand, the Council of Europe (1995) has been an active force in the legal arena, helping to establish a framework for non-central government cooperation across borders; on the other hand, the European Union has been the driving force in the financial arena, providing economic support for such initiatives, in particular backing the launch of the Community Initiative INTERREG in 1990. Functional links do not appear to have played a role in the emergence of CBRs and most of their projects are conducted in institutional, cultural and environmental arenas as opposed to boosting potential economic synergies (Church & Reid, 1996; Brunn & SchmittEgner, 1997; Stryjakiewicz, 1998; Krätke, 1999; Koschatzky, 2000; Perkmann & Sum, 2002; Perkmann, 2003; Meijers & Romein, 2003; Kramsch & Hooper, 2004; Knippenberg, 2004; Matthiessen, 2005) .
However, today there are increasing expectations that CBRs should strive to develop functional economic links. Territorial cooperation is now an objective of the EU's Social and Economic Cohesion Policy for 2007Á2013 and is a key policy instrument for developing the EU's territorial cohesion (Garcia-Duran, 2005; European Commission, 2008; Barca Report, 2009) . A content analysis of the regulations and other documents related to cross-border cooperation shows that there has been a shift in the justifications put forward for receipt of financial support (Garcia-Duran et al., 2009). Thus where previously support was sought for underdeveloped regions facing a range of economic problems, support today is required to stimulate the economic growth of the EU. In INTERREGS I (1990Á 1993 and II (1994Á1999), the primary goals were to promote the economic development of regions suffering the effects of their peripheral border location and to provide them with compensation for the loss of income resulting from the elimination of internal customs within the EU. European Regional Specialization 275 cohesion of the EU, without which economic and social integration are severely hindered. Thus there is now a need to estimate the degree of economic functionality achieved (or achievable) by CBRs.
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Data and Control Variables
We use an EU-15 regional sample for the period 1992Á2007 and have chosen the NUTS-2 level as the spatial unit for performing our analysis, given that this is the highest level of disaggregation for which statistical information is available. However, in Europe there is in fact a considerable degree of heterogeneity in the size and scope of this administrative division. In this regard, Combes & Overman (2004) have stated that measures should be comparable across spatial scales. Their concern derives from the fact that spatial inequality measures are sensitive to the definition of regions because of the presence of either geographic or economic size differences. For this reason, our sample comprises regions from the NUTS 0, 1 and 2 classifications, thereby enabling us to achieve a more homogeneous database with respect to the geographical size of the European regions. The result is a division of Europe into 130 sub-national units (which we refer to simply as regions). NUTS-2 regions are used for Greece, Finland, France, Italy, Portugal, Spain and Sweden, and NUTS-1 regions for Austria, Belgium, Germany, the Netherlands and the United Kingdom. We consider Ireland, Denmark and Luxembourg as single regions (NUTS-0).
For the computation of specialization, we use annual employment levels (in thousands). We use a panel of European regional data from the Cambridge Econometrics database. The sector classification considered for data on employment is NACE R17 (Classification of Economic Activities in the European Community aggregated to 17 sectors, which is the highest sectorial disaggregation for which European regional statistical information is available).
Although analysing the impact of neighbouring regions is our main goal, in this paper we also need to control for other variables. Table 1 shows the sources of statistical information for our control variables. For most of them, the statistical information is taken from the Cambridge Econometrics database. These variables are introduced into the empirical specification with a one-period lag so as to avoid contemporaneous effects. The literature on the determinants of specialization at regional level places the stress on several determinants that will be analysed in this paper: human capital and the existence of a specialized regional labour pool, the presence of agglomeration economies, regional investments and innovation activities.
First, the impact of a specialized regional labour pool was taken into account (McCann, 2001 ). For regional labour pool effects, we use the levels of regional compensation per employee. Second, Kalemli-Ozcan et al. (2003) point out that human capital may be a better indicator of development than per capita GDP since, among other reasons, education improves the monitoring of managers. For this purpose, we consider human capital endowment levels measured through the proportion of people attaining higher education.
1 Third, Brülhart & Mathys (2008) claim that theoretical approaches consider agglomeration as a process that leads to the spatial concentration of economic activity. In order to study the effects of agglomeration we include controls such as market potential 2 and regional 276 T. Mora et al.
population density. An additional effect is expected from the non-linear relationship between specialization and the level of development (Imbs & Wacziarg, 2003) . This leads us to introduce regional GDPpc to proxy regional size, where we test for a non-linear impact. Fourth, other regional features such as investments and innovation activities have been taken into account. It is sensible to think that large innovative regions, or those with high investment activities, will tend to impact significantly on the local development of industrial clusters, so that a higher specialization level can be expected in them. We proxy for regional technological characteristics by using investment levels and for innovation activity by means of the number of patents in each region as a percentage of GDP. 3 Finally, the level of specialization in the agricultural sector is used to investigate to what extent the specialization levels of the sample regions are driven by agriculture.
Specialization Measurement
European regional specialization patterns have previously been explored in the regional analysis literature (Molle, 1996; Hallet, 2002; Ezcurra et al., 2006; Mora et al., 2006; Cutrini, 2010; Mora & Moreno, 2010) . Various inequality indices and alternative econometric strategies (cross-section, panel data and spatial econometrics) have been used in the process.
Initially, this analysis will use the mutual information index (MII) to compute the concentration of regional activity in the European Union. This measure is an entropy measure (i.e. a relative specialization measure) related to the Theil index. However, the MII takes into account the presence of isolation within the specialization distribution and considers a reduction in uncertainty due to a knowledge of others within the formulae. For this reason, the fact that each economic region knows the specialization levels of their European regional counterparts is incorporated within the computation. In addition to this, some European regions become somewhat isolated as they show a specialization very unlike the general pattern of distribution. In fact this isolation has an impact on the evenness and representativeness of the specialization distribution. This problem affects the widely used Entropy index, which fails to fulfil two ordinal axioms (Frankel & Volij, 2009 ), but this is partially overcome when computing with the MII. Frankel & Volij (2009) , although examining ethnic segregation across districts and schools, state that ordinal axioms refer to bilateral comparisons and not to their specific functional representations. In other words, MII allows for a greater degree of comparability than the Entropy index. 4 The MII computes an Entropy measure by introducing the average entropy value into the concentration measurement, since each region j knows the overall European regional specialization pattern. It can be simply computed as shown in Equation (1):
where s ij represents the share of employment in sector i in region j as part of the total employment of region j, where s i is the average share of employment for each sector across all regions and E(q) is the entropy measure
, with q being the measure of interest (s ij and s i respectively) and k its number of units. Nevertheless, the MII distributional shape shows a high degree of sensitivity to minimal distributional changes and this could have consequences for the drawing of inferences. Thus two alternative relative inequality measures are computed to check the sensitivity of the results to the specialization measure selected. For this purpose we compute the dissimilarity index (Equation (2)) and the Krugman index, which is the relative mean deviation (Equation (3)) from a benchmark region l.
Although our interest relies on a robustness check, we need enough statistical variation in the endogenous variable to allow us to draw the necessary inferences. Figure 2 , first part, displays the overall disparities for the specialization measures considered. We observe that the indices present sufficient statistical variability, except the Entropy measure. Consequently, and as this measure is strongly related to the MII, we do not present our results based on that measure. Figure 2 , second part, also shows that most of the variation occurs after the expansion of the EU in the mid-1990s and over the period 2002Á2005.
Next, the estimation of kernel density functions allows us to examine the presence of isolated regions when describing regional relative sectorial specialization distributions. Estimates are based on calculations using Gaussian kernel functions, while the smoothing parameter value was determined in each case following Silverman (1986) . In this regard, Figure 3 displays significant differences in the specialization distribution based on the index selected. As can be observed, the MII distribution is more jagged than those obtained with the other indices. In fact, the five extreme values detected in the MII distribution do not appear when 278 T. Mora et al. applying the other inequality measures; yet all the distributions show a clear twinpeaked pattern at the end of the period under analysis. In fact, changes in the specific percentiles result in this scenario (Mora et al., 2006) .
Finally, a further key issue is that having categorized the European regions on the basis of their membership of CBR associations, we do not observe any statistically significant differences in the specialization levels of the indices computed (see Table 2 ). Furthermore, the same conclusion is reached when we divide the CBR associations on the basis of their age and the intensity of their cooperation programmes, but statistically significant differences were found regarding other covariates except for the proxies of market potential and patenting effort. In fact, CBR-associated regions show higher values in investment and earnings per employee but lower levels for population density, less skilled population in the regional labour market and proportion of agricultural employment. Finally, after disentangling CBR associations based either on intensity or age, we find statistically significant differences for most of the covariates considered. Notes: Information regarding disparities accounts for all considered years. MII 0Mutual Information Index, DS0dissimilarity index, E 0general Entropy index and K0Krugman specialization index. We have computed the standard deviation of these measures. Below, we show the evolution in these indices on an annual basis.
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Econometric Strategy for Detecting Externalities
The panel data model that we initially specify explains specialization in region i in time t, y i,t through the consideration of a spatial lag model, as Equation (4a) 280 T. Mora et al. The vector X i,t collects the regional macroeconomic variables that are useful for proxying the determinants of specialization, while o i,t represents the error term. Thus Equation (4a) considers a spatial lag of the endogenous variable, i.e. the specialization average in the connected regions (a spatial autoregressive model) that can be estimated by using a maximum likelihood procedure. Note that b coefficients are not directly interpretable like in conventional regression models.
We denote the connectivity matrix by W, where a typical element w ij (the degree of connectivity between regions i and j) has a value of 1 if regions i and j are connected and 0 otherwise. This implies that the specialization in each region is potentially affected by the specialization in their connected regions. In this paper we base connectivity on membership of CBR associations, i.e. w ij 01 when two regions belong to the same CBR association. At this juncture it should be noted that CBRs are made up of NUTS-3 regions. This means that, since our database takes into account different NUTS classifications for partially solving the modifiable administrative unit problem, we assign associations to its upper category. In a subsequent stage we compare our results when taking into consideration membership of CBRs with those obtained when using either a contiguity matrix (w ij 01 when two regions are contiguous in space) or a distance matrix (in which the elements are the inverse of physical distance from the capital city of each region, w ij 01/d ij ). Estimates using contiguity will constitute a benchmark for our parameter of interest (l) when CBR information is taken into account. Note that all weight matrices were row-normalized. One issue to be tackled is the selection of fixed effects versus random effects. Fixed-effect models are particularly appropriate when the regression analysis is limited to a precise set of individuals (such as regions), whereas random-effect models are a more appropriate specification when drawing a certain number of individuals from a larger population (Baltagi, 2001) . We rely on estimates from the fixed-effect model because the Hausman test rejects its null hypothesis (with a value of 50.04, p 00.000), and so the estimators obtained from the fixed-effect model are consistent. Time-fixed effects were statistically significant (F 098.21; pvalue 00.00). We therefore address these effects into the specification (Equation (4b)), i.e. a i represents regional fixed effects and h t identifies time-fixed effects, while u i,t represents the error term.
However, specialization does not present a concrete theoretical ground like convergence equations or Verdoorn's law equations in Fingleton & López-Bazo (2006) , to be explicitly approached by means of a spatial lag model. For this reason, our selection should rely on spatial dependence test results. Consequently an alternative specification is made to assume the presence of spatial correlation in the error term (Equation (4c)), where r is now called the spatial autocorrelation coefficient. This can be interpreted as reflecting the regions' common reaction to shocks because of omitted variables that are spatially correlated (Anselin, 1988) . According to Anselin et al. (2006) , a spatial error specification does not require a theoretical model for a spatial or social interaction process, but, instead, is a special case of a non-spherical error covariance matrix.
We then performed Lagrange multiplier (LM) tests to ensure that this was the right specification*specifically, the test known as the Lagrange multiplier for spatial lags (LM-LAG) and its associated Robust LM-LAG, testing for the absence of substantive spatial autocorrelation, which would be due to the spatial correlation in the endogenous variable; and the test known as the Lagrange multiplier for spatial errors (LM-ERR), along with the associated robust LM-ERR, testing for the absence of residual spatial autocorrelation, which would be caused by not including a structure of spatial dependence in the error term. 5 When both types of spatial autocorrelation are present, we decide which is predominant, comparing the value of the tests in the two cases. Table 3 shows that the spatial error model was the best based on LM spatial test results.
Finally, specialization patterns might exhibit correlation to certain spatial lags of the independent variables. We factored these interactions into Equation (4c) by adding bW×X j,t . However, none of these complementary covariates showed statistical significance except for the spatial lagged coefficient associated with regional human capital proxy in a few specifications. In any case, the results hardly change after including this specific covariate.
Geographical information for the specialization indices can be summarized using a measure of spatial association such as Moran's I test of the regional distribution of specialization. Specifically, the presence of a spatial dependence process implies that the value of a variable at a geographical point is functionally related to the value of the same variable in other locations. In order to test for the presence of global spatial dependence in the variables used in our paper, European Regional Specialization 283 the standardized Moran's I statistic (Moran, 1948) was employed. This can be defined as:
where x i and x j are the observations for regions i and j of specialization; " x is the average of the variable in the sample of regions; and w ij is the iÁj element of the row-standardized W matrix of weights. S 0 ¼ P i P j w ij is a standardization factor corresponding to the sum of the weights. Because it equals the number of observations, N, in the case of a row-standardized W matrix, N/S 0 is equal to 1 in such a case. In Moran's test the null hypothesis is spatial independence. In our analysis we use three different matrices of geographical contacts (border region associations, contiguity and the inverse of physical distance).
For reasons of space, Table 4 only shows the presence of a positive spatial dependence process for alternative computed specialization measures in three specific years. This implies that the value of the variable at a geographical point is functionally related to the value of the same variable in other locations. Only as a robustness check, the presence of spatial autocorrelation is corroborated with the significant values obtained by means of alternative spatial statistics such as the c-statistic given by Geary (1954) .
Contiguity Effects in European Regional Specialization
As we wish to account for spatial dependence in the panel data, we estimate the fixed-effect spatial error model given in Equation (4c). Spatial autocorrelation models of this type can be estimated by applying the maximum likelihood method of estimation developed by Elhorst (2003) . Table 5 outlines the panel data estimations for our specification of interest when estimating the determinants of European regional specialization, including the spatial autocorrelation term and considering the alternative specialization measures and several spatial weight matrices. It should be stressed that greater explanatory power was observed when accounting for CBR associations. Thus we observe a positive impact from neighbouring regions, irrespective of the spatial weight matrix used in the error term being positive and statistically significant. This result is corroborated by European Regional Specialization 285 considering the inverse of physical distance between each region within the spatial lag parameter. In fact the closer the two regions are to each other physically, the greater the influence on their sectorial specialization pattern. Our evidence corroborates previous findings on this issue (Ezcurra et al., 2006; Mora et al., 2006; Mora & Moreno, 2010) , although this previous research contributed by means of cross-sectional data or shorter panels.
The estimated values of the spatial autocorrelation coefficient are only strictly comparable to each other when binary matrices are considered (CBR and contiguity). The estimated impact using the contiguity matrix constitutes a benchmark for use in the CBR results. Autocorrelation coefficients, after taking into account CBR associations, range from 0.36 to 0.41, whereas the use of a contiguity matrix shows a greater impact through the error term (ranging from 0.70 to 0.74). Although both estimated values are extremely high, the difference between them is only 0.34 points. Consequently, European integration can be seen to have had a significant effect, although when only common institutional links between cross-national border regions are considered, the neighbouring impact is lower by 46 percentage points.
Finally, apart from neighbouring effects*and although beyond the scope of this paper*some control variables appeared to be statistically significant and are worth mentioning here. The impact of the control variables barely changes when considering alternative spatial matrices and specialization measures, although a greater number of statistically significant variables were observed when estimating regional specialization by means of the Krugman specialization index. It should be taken into account that using CBRs as a spatial weight matrix means that the covariates' impact might be picked up through the spatial autocorrelation coefficient due to the dissimilar characteristics of the regions that make up this kind of association. Firstly, agricultural specialization levels were found to be one of the most relevant factors when explaining regional specialization. Secondly, the higher the increase in human capital endowment recorded for those regions over the mid-1990s, the greater the degree of regional specialization. It should be remembered that this measure is proxied by the proportion of individuals in the region that have attained medium or tertiary levels of education. This confirms the idea that highly skilled labour pools induce regions to increase their level of specialization. Thirdly, regional agglomeration and size proxies do not show clear statistical significance irrespective of the specification considered.
Next we computed additional robustness checks. We looked at the extent to which the specialization levels of the sample regions are driven by the agricultural sector. To this end we checked the robustness of the results by excluding the Notes: Statistics are reported in parentheses. ***, **, * denote significance at 1%, 5% and 10%, respectively. All regressions include fixed and time effects.
European Regional Specialization 287 agricultural sector when computing the specialization measures. Table 6 shows that no significant differences are found regarding the autocorrelation coefficient either for the accounted matrix or the specialization index. We also examined the nature of the CBR associations. Here we looked at two elements: the level of intensity within the CBR associations (low or high) and the age of their agreements (before or after 1990) following Perkmann (2003) . Hence we constructed two more spatial matrices: a high intensity CBR matrix and one for long-standing CBR associations. Table 7 shows our results for all three specialization measures. Again, note that the spatial error model was the best specification. It can be observed that after considering both matrices the autocorrelation coefficient is statistically significant, showing a greater impact than when using the whole CBR associations. This will confirm the idea that linked cross-border regions have a greater influence on each other than border regions without an institutional link.
Conclusions
Besides the traditional factors previously addressed in the literature, this paper has also investigated the determinants of European regional specialization by focusing on the impact of neighbouring externalities. In addition, it has examined a further two specific issues: cross-national neighbouring effects and the sensitivity of results to the specialization measure chosen.
Our results indicate that neighbouring associated regions in Europe have an impact on specialization patterns. This is corroborated when both physical contiguity and spatial distance are considered. We also find that when only considering those contiguities in which an institutional agreement is present (i.e. CBR associations), the contiguity impact through the error term is lower by 46%. The same results are found when using alternative specialization measures. Nevertheless, once we divide the CBRs on the basis of the intensity of their relationship, we find that the impact of contiguity on specialization patterns is greater in high intensity CBRs and long-standing CBR associations. Obviously, our findings show one main caveat. The omitted variable problem might be present. Although we used non-contemporaneous data for the covariates considered, unobserved shocks might be correlated with accounted explanatory variables throughout the empirical analysis or with regional effects.
In the wider setting of the literature on territorial cooperation, our results seem to provide some indication that EU-15 CBR associations may have a quantitative impact on the regions involved. However, we cannot state categorically that CBRs are a determinant of convergence as regards the degree of regional specializations on both sides of the internal borders. Furthermore, as the high intensity matrix reflects virtually the entire impact of the CBRs, it might be the case that as the intensity of cooperation between the regions increases, so does the impact on their specialization. Notes 1. We are indebted to Salvador Barrios for providing preliminary computations from the European Labour Force Survey. We expanded the data in order to cover the whole period based on average growth rates.
