Although artificial vision systems could potentially provide very useful input to assistive devices for blind people, such devices are rarely used outside of laboratory experiments. Many current systems attempt to reproduce the visual image via an alternative sensory modality (often auditory or somatosensory), but this dominant "scoreboard" approach, is often difficult to interpret for the user. Here, we propose to offload the recognition problem onto a separate image processing system that then provides the user with just the essential information about the location of objects in the surrounding environment. Specifically, we show that a bio-inspired image processing algorithm (SpikeNet) can not only robustly, precisely, and rapidly recognize and locate key objects in the image, but also in space if the objects are in a stereoscopic field of view. In addition, the bio-inspired algorithm allows real-time calculation of optic flow. We hence propose that this system, coupled with a restitution interface allowing localization in space (i.e. three-dimensional virtual sounds synthesis) can be used to restore essential visuomotor behaviors such as grasping desired objects and navigating (finding directions, avoiding obstacles) in unknown environments.
Introduction
Artificial vision is the most intuitive input for designing an assistive device for blind people. Although cameras have improved in quality and size, scene segmentation and interpretation remain a major problem. The first approach, sometimes used in sensory substitution, is to simply convert the images into gray levels without any interpretation.
1,2 Different filtering techniques based on pixel data or features extraction have also been used, and may help provide scene segmentation and object recognition. Object recognition is mostly supervised (requiring a learning set), but may also be unsupervised, when based on statistics to classify different patterns.
The main issue in image processing for real-time application is the trade-off between the extracted information and the time needed to extract it. Usually, robust scene segmentation and object recognition are very slow, and hence not appropriate for real-time usage with assistive devices. On the contrary, rapid image processing, based on extraction of simple features, is highly dependent on illumination conditions, image quality, object orientation, etc., and generally fails in naturalistic conditions. Research on biological vision has shown that the visual system is able to localize key objects such as animals and faces extremely rapidly. This localization function may subserve basic behaviors such as avoiding danger, reaching objects of interest, navigating toward identified targets, and more generally getting a rapid spatial representation of the environment. We adapted a bio-inspired, rapid and robust, object recognition, and localization algorithm (SpikeNet) for the purpose of aiding mobility and, hence, increasing autonomy for blind users. Specifically, we aim at restoring rapid localization function to blind people by developing an assistive device that relies on an input from a rapid bio-inspired image analysis system. We suggest that this assistive device based on rapid target localization may assist blind users in fundamental mobility behaviors such as grasping desired objects, getting directions for navigation, and avoiding unexpected obstacles.
Artificial Vision for the Blind
Since the 1980s, many assistive devices based on artificial vision have been designed. Most of them aim to provide a one-to-one representation of the scene (score-board approach) including all the features composing the image. Many problems arise from such an approach. First, independently of the rendering system used, either tactile or auditory, the resolution of the output is worse than the resolution of the cameras. In the case of an electrotactile display, the resolution of the rendering interface is a matrix of 12 * 12 tactile electrodes 3 which requires that important pixels are selected on the basis of a filtering process. In the case of an auditory display, the transformation of two-dimensional (2D) images in 2D sounds (one dimension is frequency, the other is time) can be based on simple rules but leads to very unusual sound information. 2, 4 In both cases (tactile and auditory displays), the user's interpretation of a natural scene based on a score-board type output is very difficult and for many users, impossible. Typically, such devices can be used to categorize and locate simple objects but turn out to be ineffective in complex environments.
5
The assistive devices that are most often used by the blind are based on simple sensors providing very restricted but precise information. Most electronic travel aids (ETAs) are equipped with telemeters 6 that restitute the ability to evaluate distance to obstacles. The sparseness of the signal implies that subjects perform sweeping
Artificial Vision for the Blind 533 movements that indeed give rise to spatial representation of objects position, but without any knowledge of object quality (targets for reaching, obstacles to avoid, etc.). Image analysis could be used as an input to detect objects and obstacles, but processing time should be compatible with ongoing behavior. The main advantage of image analysis is that it becomes possible to collect visual information that is not available using other sensors. We suggest that artificial vision is a more powerful method for understanding the scene in real time, and may assist the user with useful information providing that an appropriate restitution interface is used. Instead of using the score-board approach, we propose that a bio-inspired processing of the image, compatible with real-time utilization, may restore the localization function of the healthy visual system.
A Bio-Inspired Algorithm for Rapid Target Recognition and Localization and Obstacles Avoidance

A bio-inspired algorithm
Thorpe and his colleagues (CerCo, Toulouse, France) and in collaboration with SpikeNet Technology SARL, developed SpikeNet, a bio-inspired visual processing engine. SpikeNet is the fruit of nearly 20 years of research into what has been termed ultrarapid visual categorization, the ability of humans and other primates to decide very rapidly whether a previously unseen natural image contains a target object such as an animal or a face. Recent work using a choice saccade task indicates that the human visual system can perform such tasks on the basis of as little as 100 ms of processing 7 -a remarkable feat given the fact that the speed of the visual system is severely limited by the relatively slow conduction velocity of nerve fibers, probably only 1-2 m/s between cortical areas in the visual system. Processing speed is also limited by the fact that neurons rarely generate more than 100 pulses per second. These facts led Thorpe and his colleagues to propose that this sort of rapid processing must be possible using essentially feed-forward processing mechanisms, and under conditions where individual neurons only have time to emit a single spike, thus effectively eliminating the use of classic rate coding schemes. 8, 9 SpikeNet is based on a radically different strategy in which processing is based on a wave of spikes propagating through a series of hierarchically organized processing layers, and where information is encoded in the order in which neurons fire. The basic idea is that the mostly strongly activated neurons fire first, and as a consequence, only the first 1% or so of neurons need to fire in order to allow processing. Thus, within a processing structure such as primary visual cortex which contains a very large number of neurons tuned to different features of the visual input (local orientation, spatial frequency, color contrast, etc.), the order of firing following the presentation of a visual stimulus can be an extremely efficient way to encode the information critical for object recognition. Neurons in later stages can develop selectivity to particular visual patterns by setting high synaptic weights on inputs that fire early. This can be achieved using learning rules based on spike time dependent plasticity (STDP) that reinforces synaptic weights for any inputs that fire just before the post-synaptic neuron fires, 10,11 and these methods can be used to train a system using large sets of training images and unsupervised learning. Figure 1 illustrates the sort of performance that can be obtained with SpikeNet. In this case, it is being used to detect face features in a database of rotating faces. The left of panel (b), shows reconstructions of the three "receptive fields" used to detect the left eye, the right eye and the mouth.
2D localization evaluation (Hit rate and false detections)
To get some idea of the sort of level of performance that can be obtained with the SpikeNet recognition engine, we took a complete set of 1515 images from the Corel Photo Library that had been used for the animal/non-animal categorization experiments in humans. The image set is extremely varied and is made up of 384 * 256 pixel color images coded with jpeg compression. The central 160 * 160 pixel part of the image was then used to generate a set of 1515 SpikeNet Models, which were then stored in the form of a model index occupying approximately 6.8 Mbytes of disk space (about 4.5 Kbytes per model). The complete set of images was then tested with all the models loaded to test the rate of correct hits and false detections. For this, each model was tested at all locations within each image (up to 256 * 384 = 98, 304 locations). Ideally, each model should only generate a hit once, at the XY coordinate at the center of the image to which it corresponded. Any detection that was not within a few pixels of the XY coordinates of (128,192) would thus be a false detection. Each model has a default threshold value (which can be set to any value between 0 and 100). With the default threshold value of 61 for all the models, 1501 of the 1515 images were correctly detected giving a correct Artificial Vision for the Blind 535 detection rate of 99.1%. The models that failed to work with the default value for the threshold typically corresponded to images that contained excessively fine details (such as a cobweb) that were too fine to be reliably detected. However, even in these cases, detection could be achieved by manually lowering the threshold.
As many as 11 of the models (0.7%) generated at least one hit for an image other than the one to which they were expected to respond, i.e. to say they generated false alarms. Typically, these corresponded to models that were too simple, consisting e.g. of a simple horizontal contour, something that might occur if the model was trained on an image of a sunset with just the horizon between sea and sky visible. For the 11 models generating false hits, raising the threshold slightly from 61 to 66 was sufficient to prevent false detections occurring for all but 2 of the models, for which the threshold had to be raised to 76 to prevent false detections.
Thus, for image fragments that were obtained almost randomly, using only the tendency of a professional photography to center the image on an object, and using the default threshold values for the SpikeNet recognition engine, hit rates of over 99% are typical, with the chance of a model generating spurious hits less than 1%. But even for these difficult cases, manual adjustment of the thresholds can easily eliminate such problems.
Obviously, in this particular example, we are using a situation where the images used for testing have the same orientation and size as the images used for training, and this is clearly not a realistic situation under real-world conditions. A first point is that resistance to changes in image luminance and contrast is excellent (essentially because the basic processing algorithm does not make any use of grayscale values, but instead uses the order of firing of neurons). A more significant issue is robustness to changes in the orientation and size of the object. Essentially, using the default threshold values, the SpikeNet recognition engine is typically able to support changes in object size of roughly ±10%, and robustness to changes in orientation is sufficient to cover changes in orientation within the plane of around ±8-10
• . However, the system has two strategies to overcome these limitations.
First, it is possible to automatically generate a range of models to allow recognition at a wider range of different orientations -it is simply necessary to specify the required range of possible orientations. Second, the user can specify the range of possible sizes that need to be covered relative to the size used for training. Thus, in the case discussed here, where the image patches used for training were 160 * 160 pixels, the user can specify that recognition should be possible from (say) 25% to 200% of the original size, allowing recognition when the object is anything from 40 to 320 pixels across. For both these strategies, for increasing the robustness of the recognition engine, the price to pay is central processing unit (CPU) time. Processing time is essentially directly proportional to (a) the number of models being tested, and (b) the size of the image being processed. Specifically, doubling the number of models being tested will essentially double the amount of CPU time required. Similarly, doubling the linear size of the image to be processed will quadruple the processing time simply because there will be four times as many pixels to process. Furthermore, adding the ability to detect the objects over a wide range of scales also increases the processing time because it effectively means processing more pixels.
Fortunately, one of the biggest advantages of SpikeNet's recognition engine is its speed. For example, in the example discussed above, testing all 1515 models at all locations in a 256 * 384 pixel image takes about 260 ms on a laptop computer equipped with a 2.2 GHz Intel Core 2 Duo processor. This means that even if recognition of an object from a large range of possible of views and distances requires testing with a large number of models, this should definitely still be a practical option even on a relatively compact wearable system (15 cm * 10 cm * 5 cm).
Optic flow
Here again, the bio-inspired processing strategies based on SpikeNet provide novel ways of allowing efficient processing. Over the last few months, and in the context of a EU-financed project called Decisions in Motion, SpikeNet Technology has developed an efficient processing algorithm, again based on neurobiological principles, that is capable of efficient real-time calculation of optic flow. At each point in the image, the system can provide the direction of motion (with 8 or 16 different possible directions) together with a value for the distance (in pixels) of movement between two consecutive frames. Processing is controlled by the use of two threshold parameters. The first determines the minimum amount of edge energy needed to trigger a response, whereas the second defines the minimum luminance change between two frames required to signal motion. When the two parameters are set at very low values, it is possible to obtain a very dense motion map where virtually all pixels generate a motion value. However, with a typical video sequence, this will tend to generate a lot of noise. By raising the threshold values, it is not difficult to obtain a situation where only those parts of the image where there is clear evidence of motion will generate values.
An illustration of the use of SpikeNet's Optic Flow algorithm is shown in Fig. 2 which shows a color-coded image of a looming face. Each pixel, where motion was detected, is shown in color and it can be seen that the motion is restricted to parts of the face and torso. One of the most significant aspects of the performance of the algorithm is its speed. The processing of the image in the figure takes 20.5 ms at 320 * 240 pixel resolution on a 2.2 Intel Core 2 Duo machine, a value that is clearly compatible with real-time processing. Importantly, the time taken by the algorithm is relatively independent of the amount of motion in the scene. Furthermore, it is possible to simultaneously perform processing at multiple scales without compromising real-time performance. Currently, we are exploring the possibility of combining the basic optic flow scheme with more sophisticated analysis aimed at finding points in the optic flow field where closely positioned points in the image have dramatically differing directions of motion. Such analysis could be useful for determining if there are obstacles in the visual field that could be dangerous for the person using the device. While moving forward in a relatively clear environment such as a corridor, optic flow will be essentially smooth, with no large differences in local motion. However, if there was an object hanging in the path of the user at about head height, this could be detected by a mechanism that specifically looked for the differences in optic flow caused by differences in the distances of the surfaces that result from observer motion.
Increasing accuracy with pin-hole disambiguation
SpikeNet provides ultrarapid object localization in 2 dimensions. In order to determine object distance relative to the user, we used two cameras calibrated with a pin-hole model, and providing a stereoscopic field of view. The evaluation of the stereoscopic device showed that the maximal error was 20 cm at 1 m. In addition to estimating the distance of the object, using two cameras makes it easy to eliminate many false detections. Indeed, when a target is detected on one camera, it should be detected on the epipolar line computed according to the calibration parameters and the 2D coordinates of the object on the other camera. Hence, when the targets are in the stereoscopic zone, the system is more reliable due to cancellation of false detections on one camera.
Objects and Obstacles Localization for the Visually Impaired
Needs in localization for the visually impaired
In order to determine the usage of our rapid target localization system, we conducted a study on 54 blind people who responded to an electronic questionnaire available on the Internet. As many as 53 of the participants were between 20-and 60-years old, while one was over 60. The next section provides a brief summary of the responses to the questionnaire.
Only one person uses an electronic travel aid (Télétact), but mentioned an excessive cost in relation to the assistance that is provided. White canes are used by 76% of the subjects and were appreciated for obstacle detection on the ground. They are, however, not appropriate for detecting obstacles at the level of the knees or higher. The main advantages of white canes are their excellent usability, and a relatively low learning stage. Of the participants, 28% abandoned the white cane for a guide-dog because they can generalize learning, can learn new routes, and are cognitively undemanding. Not surprisingly, accompanying persons are really appreciated. Whatever the form of assistance that was used, 80% of the participants would habitually go out and navigate the street at least once a day, and 7.5% go out about once a week. Only 7.5% of the participants did not use any assistive device but these people never go out alone, which emphasizes the need of assistive devices for mobility. Finally, 38% use public transportation more than once a day, 47% use it at least once a week, whereas only 7.5% never use it.
Beyond this sort of descriptive data, the analysis of the questionnaire highlighted needs that current assistive devices rarely satisfy: navigating in unknown environments, locating objects and obstacles, and identifying similar objects.
Navigating in unknown environments
Most of the people who use a guide-dog find it much more efficient than the white cane. The main advantage is that dogs can find the best way to reach a destination and they are excellent at avoiding distant and high obstacles. One subject noted: "what we need to complement the guide dog is a system able to read the street names, the street numbers, know which shops are around us in a commercial center for example." This statement emphasizes the need for assistive devices that can detect, localize, and recognize targets that are meaningful for humans but not for dogs (in particular text, logos, pictograms, etc.). Actually, SpikeNet is an excellent classifier for logos and pictograms. Preliminary evaluations show that recognition and localization of logos from shops, banks, public buildings, metro, etc., is fast, reliable, and highly pertinent for assisting the Blind.
Locating obstacles and objects
One important problem is the detection of obstacles, especially those standing at head height (extinguishers, dump trucks, etc.) because they are not detected by Artificial Vision for the Blind 539 using a white cane and are sometimes ignored by the dogs. Generally, obstacles that are long and thin, either vertical (e.g. edge of an open door) or horizontal (e.g. table) are difficult to detect. In accordance with Pelli's study, 12 participants declared that mobile obstacles (vehicles, objects displaced) and irregularities on the path (e.g. sudden gaps such as train platforms) are also a problem. Although we did not make any evaluation yet, we suggest that SpikeNet optic flow processing may be useful in localizing unidentified objects that approach the user's face. Another difficulty mentioned by participants are small objects dropped on the ground or simply misplaced in the room (tools, bank card, keys, radio, audio cassettes, compact disks, etc.). They are difficult to locate because they are usually small and their location is unpredictable in a place where many people live. Using a prototype of the device (see Sec. 4.2), we conducted a pilot test for active localization and grasping of an object. We created three models (corresponding to three orientations) of a telephone that was randomly placed on a desk between six objects (cake box, keys, coffee pot, keyboard, adhesive tape, and power strip). The task of the user consisted in grasping the telephone. A video is provided as supplementary data (http://navig.irit.fr/Media/ReachingToObjects.avi).
Identifying similar objects
Localizing an object in space by audition, and/or tactile exploration is useful, but is often inadequate. Is it a can of peas or beans? How to tell whether a piece of paper is the rent receipt or the bank details (e.g. for mailing it)? Is the traffic light red or green? These are real problems for the blind and highlight the need to decipher some visual information, such as color, form, or text. As a use case of similar objects identification, Parlouar et al. 13 designed a SpikeNet-based currency bill reader that met the interest of many blind people who evaluated it.
Designing an assistive device based on rapid object localization
We designed a device composed of 6 cameras mounted on glasses. All the cameras are used to perform optic flow computation, and object detection and localization in 2D. Two of them are used to localize objects in 3D (stereoscopic zone) in front of the user (Fig. 3) . Independently of the input modality of the device, target localization has to be delivered to the user. Tactile 14 and different auditory displays with speech synthesis or 3D sound have been evaluated 15 and compared. These comparisons showed a better usability and user experience for virtual auditory displays. 16, 17 As 3D binaural synthesis perfectly corresponds to target localization in 3D, we suggest the coupling between SpikeNet and a 3D auditory display. In this device, the cameras and the binaural synthesis engine would both encode target localization in a head-centered frame of reference, which may improve several aspects of blind mobility. The intersection of the angle of view of the two cameras looking in front of the subject is a stereoscopic zone to localize objects in 3D.
Auditory augmented localized objects for guiding hand movements and navigation
It has been shown than sighted 18 as well as blind 19 subjects are able to accurately localize a sound in space. This ability may be used to evoke an auditory-guided hand reaching movement 20 toward selected, interesting targets. We suggest that Reaching to real objects augmented with virtual 3D sounds. The user asks for an object (here a mug) and the system provides a virtual 3D sound as if it came from the mug. If the user sequentially asks for window, table, and chair, he/she can build his/her own, although sparse, representation of the room.
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our rapid target localization system, coupled with a precise 3D binaural synthesis would provide blind users with targets location that is accurate enough to grasp targets of interest, but also build a global representation of the environment based on multiple targets localization (Fig. 4) . In addition, the human ability to precisely locate sounds in space could be used to indicate distant targets, and hence increase navigation autonomy in unknown environments. Indeed, distant targets (for instance, signs or logos indicating shops, transportation stations, etc.) augmented with virtual 3D sounds may be used to get and maintain directions in space. Assistive devices 21 for navigation based on Global Navigation Satellite System (GNSS) and Geographic Information System (GIS) already address this topic. The limitation of existing projects is the localization precision (approximately 10 m) that is not adapted to human mobility, and clearly not appropriate to reach precise places such as cash dispensers, building entries, etc.
Here, we suggest that it should be possible to embed our rapid target localization system with a GNSS receiver and an adapted GIS to provide blind users with a very precise navigation device.
Conclusions
In this paper, we focused on a bio-inspired algorithm for rapid object recognition, localization, and obstacles avoidance, which may mimic the ability of a healthy visual system to rapidly detect and localize selected targets in the environment. Preliminary results on the evaluation of the algorithm showed that it is possible to localize objects of interest very quickly (1515 models of 150 * 150 pixels in 260 ms in an image of 384 * 256 pixels) with about 1% of false detections that can be cancelled in a stereoscopic field of view. Although many competing object recognition algorithms exist (e.g. HAAR classifier from viola and jones 22 ), SpikeNet presents a good compromise between speed and robustness, which perfectly match the requirement of an assistive device for the blind. The very small size of the models and the inherent tolerance to changes in luminance and contrast are interesting features in such application. Furthermore, the performance in object recognition and optic flow computation reached with the current resolution encourages us to use higher resolutions in the device. However, SpikeNet does not deal with generalization and occlusion, making use in unknown environments very limited. We are currently addressing generalization with Spike Timing Dependent Plasticity.
11
This unsupervised approach helps to create generic models. We also work on weakening the occlusion problem with the generation of macromodels that correspond to a configuration of minimodels. Macromodels will be associated with a recognition probability even if some of the constitutive minimodels are occluded. Finally, a limited resistance to orientations (10 • ) may be problematic in specific situations (especially nearby target). In order to overcome these limitations, we are exploring the use of more tolerant algorithms such as SIFT or SURF 23, 24 in addition to SpikeNet.
542 F. Dramas, S. J. Thorpe & C. Jouffrais Contrary to telemeters mounted on the white cane, which require fastidious scanning of the surrounding, such an assistive device may provide a rapid and precise head-centered localization (cameras worn on the head) of meaningful targets. Additional results on optic flow computation are encouraging to perform an accurate obstacle (meaningless but unexpected approaching objects) localization system in the future. As 3D sound augmented reality could be used to accurately restitute targets location, 25 we suggest to design a device with cameras mounted on glasses -SpikeNet technology is working on embedded dedicated microprocessors -including a stereoscopic field that allows 3D localization of objects, and a 3D sound rendering engine that augments the location of these objects with virtual sounds. However, 3D sound rendering must mention important information only and preserve regular hearing. The device may subserve basic visuomotor behaviors such as guiding the hand toward a desired object augmented with a sound shows that auditory-guided hand movements are accurate enough), 20 or describing a specific environment with a number of targets previously identified as important and useful (e.g. "who is in the room?" would activate specific and generic faces models; "room configuration" would activate models of tables, chairs, doors, and windows). Finally, this device could be coupled with an adapted GIS and GNSS receiver. The lack of precision of the location-based services would be improved by rapid target localization in the surrounding. In fact, according to the rough position of the user in the GIS, the device would load the models corresponding to targets of interest. Localization of some of these targets in the surrounding would provide a good estimate of the location of the user, but also its head orientation. Such a device would answer many of the needs of the blind users by restoring the fundamental visual function of localization. Indeed, it would allow target localization in the peripersonal space, i.e. for grasping it, but also target localization in far space, which would be very useful for solving many problematic aspects of navigation (finding and keeping directions, avoiding obstacles). We finally suggest that this restored localization function may help the blind to construct a sparse but really useful spatial representation of the environment.
