Abstract-This brief presents a simple artificial spiking neuron and proposes its application to an A/D converter. Depending on the initial state, which is an analog input, the neuron can generate spike trains having various spike position patterns. Based on spike position modulation, the spike train can be symbolized by a digital output. As a result, the analog input can be encoded into the digital output. Adjusting a reconfigurable parameter, the neuron can realize various encodings such as binary and Gray encodings. This brief also proposes a simple reconfigurable implementation circuit and experimentally confirms typical A/D conversion functions.
I. INTRODUCTION
S PIKING neurons and their pulse-coupled networks have been studied as simplified neuron models, and their applications have been investigated, e.g., image processing, dynamic associative memory, and spike-based communications [1] - [12] . To develop such applications, a fundamental problem is to consider "how a spiking neuron can encode information into spike trains." Many researchers have struggled with this problem from viewpoints of neural pulse coding, signal processing, and so on [2] , [8] , [9] . In this brief, we consider the problem based on a simple artificial spiking neuron [3] , [12] and propose its application to an A/D converter (ADC).
First, we introduce the spiking neuron that can generate a chaotic spike train [3] , [12] . If a periodic stabilization signal is applied, the state of the neuron is quantized and stabilized in steady state. Such a neuron is referred to as a quantized spiking neuron (QSN) [3] . Second, we propose the application of QSN to cyclic ADC. An initial state of the QSN is used as an "analog input." Depending on the analog input, the QSN can generate spike trains having various spike position patterns. The spike train is symbolized by a "digital output" based on spike position modulation. As a result, the analog input can be encoded into the digital output. The QSN can realize various encodings by adjusting some system parameters. In this brief, we consider two typical encodings: binary and Gray encodings. Third, we propose a simple reconfigurable implementation circuit of the QSN. By simply adjusting a wiring, the circuit can realize A/D conversion functions based on binary and Gray encodings. Using a prototype circuit, typical A/D conversion functions are experimentally confirmed. Although some preliminary results can be found in a conference paper [4] , this brief includes important novelties, e.g., mathematical bases of the A/D conversion functions are presented, the proposed implementation circuit is reconfigurable and simple, and some new analysis results, which are illustrative to consider the conversion functions, are presented.
There are many motivations for considering ADCs by the reconfigurable QSN, including the following three points.
1) The dynamics of some traditional cyclic ADCs [13] - [15] are governed by chaotic maps. In their circuit models, a coordinate of the governing map usually corresponds to a capacitor voltage that may diverge due to perturbation [13] - [15] . On the other hand, our QSN-based ADC has some unique properties: a coordinate of the governing map corresponds to a spike phase (or spike position) that does not diverge even if the analog state of the QSN is perturbed; and the analog state is stabilized by the quantization effect. 2) Both spiking neuron and ADC are interesting research topics having great backgrounds [1] - [15] . To consider fusion of such topics, the QSN may be a prototype: this is another unique property of the QSN. An example of the fused system may be a pulse-coupled neural network in which the QSN is used as a building block of ADC. As far as we know, this brief first proposes a challenge to fuse the dynamical spiking neuron model and the ADC. 3) From the fundamental problem viewpoint, it is interesting to consider the spike position modulation that can be regarded as a symbolic dynamics [16] , [17] for the QSN. From the ADC viewpoint, it is worthwhile to consider various encodings including binary and Gray encodings [13] - [15] .
II. QSN In this section, we introduce our QSN [3] , [12] . The dynamics is described by for if for if for for for (1) where , , and are dimensionless time, state, and output, respectively. In this brief, we consider the cases of or 1. The QSN can have chaotic dynamics for and stabilized dynamics for . The basic dynamics for is shown in Fig. 1(a) . In this case, the signal is to be zero (constant). The signal is called "threshold." is a periodic signal with period 1 and is called "base." The parameters are set to satisfy and are called "base parameters." Below the threshold , the state increases. If the state reaches the threshold , the state is reset to the base , where is used to express "the limit of the corresponding signal when time goes to from the right" [5] . At this reset moment, the QSN generates a firing spike . Repeating such integrate-and-fire behavior [5] , the QSN generates a spike train . The state and the output may correspond to the membrane potential and the firing spike of a neuron model, respectively [12] . As shown in Fig. 1(a) , let the th spike position be denoted by , where . The spike position is governed by a "spike position map" from positive real into itself provided that [see Fig. 1 
The spike position map has two properties, namely 1) satisfies causality (i.e., ) and 2) is equivalent under a coordinate shift , (i.e., ). Substituting in (1) into (2), a two-segment piece-wise linear spike position map is obtained as [shown in Fig. 1 
The QSN in Fig. 1 (a) and the corresponding spike position map in Fig. 1 (b) generate a chaotic spike train [3] . In the case of Fig. 2(a) , in (1) is equal to 1, and the threshold is a periodic sawtooth signal with period , where is a positive integer. The base and the threshold are synchronized. In this case, the state can hit the threshold only at
Let a function Int give the integer part of . Then, the dynamics of the spike position can be analyzed by a "quantized spike position map" (Qmap) from positive real into the set of discrete points provided that , i.e., Int (5) Fig. 2(b) shows the Qmap corresponding to the QSN in Fig. 2(a) . Equations (2) and (5) imply that the QSN can realize various shapes of the Qmap by adjusting the shape of the base . The parameter determines the quantization step size of and is celled a "quantization parameter." As a result, the Qmap is characterized by the quantization parameter and the base parameters .
III. SPIKE POSITION MODULATION AND ADC A. Cut Qmap and Binary Encoding
The QSN in Fig. 2 (a) and the corresponding Qmap in Fig. 2(b) are characterized by (6) We refer to this as "cut Qmap." In the following, we consider the A/D conversion function of the QSN based on the illustrative example of 3-bit encoding. The results can be extended to any -bit encoding with the same parameters . The initial state of the QSN is used as a dc "analog input" of the ADC as Analog input (7) Recall that the state can hit the threshold only at . Then, the analog input causes the first spike position Int (8) In the case of Fig. 2 , the analog input is and the first spike position is . Under iteration of the Qmap , the spike position is restricted on the set of discrete points for (9) Hence, the spike train is "superstable" for the initial state [3] . Note that the Qmap can be analyzed precisely by a digital computer because its dynamics is restricted on the set of discrete points. The Qmap generates a "superstable periodic spike train" (SPST) whose formal definition is as follows. A spike position is said to be a "superstable periodic spike position" (SPSP) if there exists a positive integer satisfying , where denotes the -fold composition of . The minimum integer satisfying is said to be a "spike number," and is said to be a "period." A spike train characterized by SPSPs is said to be an SPST. For example, the spike train starting from the first spike position (see Fig. 3 ) is an SPST with period 3 and spike number 3. As shown in Fig. 3 , the Qmap can have various coexisting SPSTs and generates one of them depending on the first spike position . To characterize the spike trains, we introduce a "spike position modulation" [shown in Fig. 2(a) ] for for (10) Spike position modulation can be regarded as a symbolic dynamics [16] , [17] for the Qmap . Using spike position modulation, the spike train is symbolized by a -bit digital output Digital output (11) In Fig. 2(a) , a digital output with bit length is shown. As a result, the analog input can be encoded into the digital output. In Fig. 2(a) , we can confirm that the first spike position causes the digital output (1, 0, 1), which is a binary number representation of 5. In Fig. 3 , we can confirm that the first spike position causes a digital output that is a binary number representation of . Actually, we can give the relation 1 (12) where denotes "implies." Let us define an "estimation" of the analog input for cut Qmap as Estimation (13) In Fig. 2(a) , the estimation is , which is identical with the analog input . According to (8) , (12), and (13), the A/D conversion characteristic is given by Int (14) 1 The derivation of (12) can be outlined as follows. A spike phase (mod 1) is governed by a return map = G( ) g( ) (mod 1). An orbit ( ; ; 111) of G is also an orbit of the cut map (Bernoulli map)
Based on a symbolic dynamics of the cut map [16] , (12) can be derived. This argument can be also true for any positive integer K. 
B. Tent Qmap and Gray Encoding
The QSN in Fig. 4 (a) and its Qmap in Fig. 4 (b) are characterized by (15) We refer to this as "tent Qmap." In the following, we consider the A/D conversion function of the QSN based on an illustrative example of 3-bit encoding. The results can be extended to any -bit encoding with the same parameters . In Fig. 4(b) , the black circle represents an SPSP. Also, the open circle represents a spike position that is not SPSP but is attracted into an SPSP. Such a spike position is said to be an "eventually periodic spike position" (EPSP). In Fig. 4(a) , we can confirm that the first spike position causes the digital output (1, 0, 1), which is a Gray number 2 representation of 6. In Fig. 5 , we can confirm that the first spike position causes a digital output that is the Gray number representation of . Actually, we can give the relation 3 (16) where represents the exclusive OR operation. Let us define an "estimation" of the analog input for tent Qmap as Estimation (17) In Fig. 4(a) , the estimation is , which is identical with the analog input . According to (8) , (16) , and (17), the A/D conversion characteristic is given by Int (18) 2 In Gray numbers, only 1 bit changes from one entry to the next. 3 An orbit ( ; ; 111) of the return map = G( ) g( ) (mod 1)
is also an orbit of the tent map
Based on a symbolic dynamics of the tent map [17] , (16) can be derived for any positive integer K. Fig. 6(a) and (b) shows the basic circuits of the QSN and the base generator, respectively. In Fig. 6(a) , is a constant current that can be generated by an operational transconductance amplifier with negative feedback.
IV. RECONFIGURABLE IMPLEMENTATION
is a sawtooth threshold signal that can be generated by a usual waveform generator. Let the threshold be given by for
where , is the period, and the slope is fixed to . In Fig. 6(b) , is a periodic sawtooth voltage signal that is synchronized to the threshold . The signal can be generated by a sawtooth signal generator driven by (see, for example, [3] ). The signal has period and is described by for
where , the slope is fixed to , and the offset is fixed to . The switch in Fig. 6 (b) operates periodically:
is connected to the upper (respectively, lower) terminal for the first half period (respectively, for the last half period ) of the signal , where is a natural number. The wiring from the terminal corresponds to a reconfigurable parameter. If the terminal is wired to the terminal , the signal is given by for for
where . The signal is used as the base. Let us consider the QSN circuit in Fig. 6(a) The initial state is set to a dc analog input . Using the following dimensionless variables and parameters:
(23) Equations (19), (21), and (22) are transformed into (1) with the base parameters in (6) . Fig. 6(c) shows an experimental measurement. The period ms of the base is seven times longer than the period of the threshold . This parameter setting realizes in (6) . The waveforms in Fig. 6 (c) correspond to that in Fig. 2(a) : the analog input V is encoded into the 3-bit binary code (1, 0, 1). If the terminal is wired to the terminal , the base signal is given by for for
where . Applying (23) to (24), the base parameters in (15) are obtained. Fig. 6(d) shows an experimental measurement. The period ms of is seven times longer than that of , and then in (15) is realized. The difference from Fig. 6(c) is the shape of the base . The waveforms in Fig. 6 (d) correspond to that in Fig. 4(a) : the analog input V is encoded into the 3-bit Gray code (1, 0, 1) .
The dynamics of some cyclic ADCs [13] - [15] are governed by the chaotic maps and (see footnotes 1 and 3). In their circuit models, a coordinate of the governing map usually corresponds to a capacitor voltage that may diverge due to perturbation. Also, a conversion error may be amplified by the expanding nature of chaos. The QSN is governed by the Qmap and its modulo 1 map (see footnotes 1 and 3). In the circuit model of the QSN, the coordinate of corresponds to the spike phase that does not diverge even if the analog state is perturbed. Also, the analog state is stabilized by the sawtooth threshold . This brief first considers the A/D conversion functions of the reconfigurable QSN in an ideal case and then confirms the conversion functions by basic experiments at low-frequency operation. In this early stage, detailed analysis of the nonidealities and detailed experiments (e.g., high-frequency operation) should be included in future problems.
V. CONCLUDING REMARKS
We have studied our QSN and proposed its application to cyclic ADCs. Adjusting the reconfigurable parameter, the QSN can realize A/D conversion functions based on binary and Gray encodings. We have also proposed the reconfigurable implementation circuit and have confirmed typical A/D conversion functions experimentally. Future problems include: 1) detailed circuit experiments and analysis of effects of nonidealities; 2) analysis of the QSN from information encoding/processing perspectives; and 3) synthesis and analysis of a network of QSNs having interesting functions.
