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ON A UNIQUENESS PROPERTY OF SUPERCUSPIDAL
UNIPOTENT REPRESENTATIONS
YONGQI FENG AND ERIC OPDAM
Abstract. The formal degree of a unipotent discrete series character of a simple linear
algebraic group over a non-archimedean local field (in the sense of Lusztig [Lus3]), is a
rational function of the cardinality q of the residue field. The irreducible factors of this
rational function are q and cyclotomic polynomials. We prove that the formal degree of
a supercuspidal unipotent representation determines its Lusztig-Langlands parameter,
up to twisting by weakly unramified characters. For split exceptional groups this result
follows from the work of M. Reeder [R3], and for the remaining exceptional cases this
is verified in [Fe2]. In the present paper we treat the classical families.
The main result of this article characterizes unramified Lusztig-Langlands parame-
ters which support a cuspidal local system in terms of formal degrees. The result im-
plies the uniqueness of so-called cuspidal spectral transfer morphisms (as introduced in
[Opd2]) between unipotent affine Hecke algebras (up to twisting by unramified char-
acters). In [Opd3] the essential uniqueness of arbitrary unipotent spectral transfer
morphisms was reduced to the cuspidal case.
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1. Introduction
Let K be a non-archimedean local field. This paper is about a very special case of
the local Langlands correspondence (LLC) for the group GFu of K-rational points of an
inner twist Gu of a connected almost simple group G defined over K. For the sake of
simplicity we assume in the Introduction that G is simply connected, but in the body
of the paper there is no such restriction.
The LLC for GFu is a conjectured non-abelian version of local class field theory that is
currently of great interest in harmonic analysis and automorphic forms. Roughly speak-
ing, the LLC predicts that each irreducible complex representation π of GFu corresponds
to a homomorphism called local Langlands parameter (LLP)
ϕπ :WK × SL2(C)→
LG := G∨ ⋊ 〈θ〉,
where θ is an outer automorphism of G∨ arising from the action of WK on the root
datum of G∨. Here G∨ := G∨(C) is a connected complex reductive Lie group whose
root datum is dual to that of G. Notice that LG depends only on G, not on the inner
twist u. We identify local Langlands parameters which are conjugate under the action
of G∨.
Restricted to discrete series representations, the mapping π 7→ ϕπ should be a finite-
to-one surjection onto the set Φ2(GFu) of G∨-conjugacy classes of parameters with finite
centralizer; such parameters are likewise called discrete. The members of the fibre of the
surjection π 7→ ϕπ are conjectured to be parameterized by, roughly, the local systems
σπ on the G
∨-orbit of ϕπ. Thus it is expected that the union of the sets of (equivalence
classes of) discrete series representations π of the various inner forms GFu is in bijection
with the set of G∨-orbits of pairs (ϕπ, σπ), where ϕπ is a discrete local Langlands pa-
rameter and σπ is a local system as above.
ON A UNIQUENESS PROPERTY OF SUPERCUSPIDAL UNIPOTENT REPRESENTATIONS 3
For G = GLn the LLC has been proved in a strong form [H1, HT], namely there are
invariants (L-functions and ǫ-factors of pairs) attached independently to representations
and parameters, and the map π 7→ ϕπ is uniquely characterized [H2, H3] by agreement
of the invariants L and ǫ on both sides. Using the relation with the local Langlands
correspondence for SLn [GK] these results can be extended also to SLn.
For groups other than GLn or SLn, representation-theoretic invariants as robust as
L-functions and ǫ-factors are not known, and it is not even conjectured how one might
characterize the uniqueness of π 7→ ϕπ, even when such a mapping has been found.
However, about twenty years ago it was observed by Reeder [R1, R3] that for a discrete
series representation π, the formal degree fdeg(π) may function as a weak-but-useful
substitute for the invariants L(π) and ǫ(π). One obvious advantage of this proposal is
that fdeg(π) is a well defined invariant for any discrete series representation π of GFu .
On the Galois side, the expression conjectured to correspond to fdeg(π) [HII] is es-
sentially the adjoint gamma factor γ(ϕ) of ϕ. More precisely, it is expected that
(1.1) fdeg(π) = Cπγ(ϕπ),
where Cπ is a nonzero rational number independent of K (and which admits an explicit
expression in terms of the local system σπ). The adjoint gamma factor γ(ϕ) is a complex
number that is computed from the action of ϕ
(
WK ×SL2(C)
)
on the Lie algebra of G∨.
It is known that γ(ϕ) is obtained via specialization: γ(ϕ) = γ(ϕ,q), where γ(ϕ, q) is
a rational function in an indeterminate q, and q denotes the cardinality of the residue
field of K. 1
In this paper we restrict our attention to unipotent representations [Lus3]. If G
is of adjoint type Lusztig has constructed a bijection π ↔ (ϕπ, σπ) from the set of
equivalence classes of unipotent representations to the set of G∨-orbits of enhanced
Langlands parameters with ϕπ unramified, i.e. trivial on the inertia subgroup IK ⊂
WK . Denote by Φ
2
ur(G
F ) the set of G∨-conjugacy classes of discrete local Langlands
parameters ϕ which are unramified. It follows from Lusztig’s work op. cit. that one can
define a finite-to-one map
(1.2)
⊔
ω=[u]∈H1(F,Gad)
Irr2upt (G
Fu)→ Φ2ur(G
F ), π 7→ ϕπ
Reeder [R3] has shown for split exceptional groups of adjoint type that, if π is a unipo-
tent discrete series representation of an inner form Gu, there exists a unique discrete
unramified Langlands parameter ϕπ and a nonzero rational constant Cπ such that
(1.3) fdeg(π, q) = Cπγ(ϕπ, q)
(an equality of rational functions in q).
Using Reeder’s results it was verified in [HII] that, accepting (1.2) as a LLC for
unipotent discrete series representations, (1.1) holds for unipotent representations of in-
ner forms of a simply connected, split exceptional group defined over a non-archimedean
local field. In [Opd3] this result was extended to all unramified simple groups G of
1We use an additive character of K of order 1 to normalize the Haar measure and the adjoint γ-factor.
This gives a factor q−dim(G)/2 in γ(ϕ) and fdeg(π) compared to [HII] (where an additive character of
order 0 is used). In our normalization these functions are rational in q.
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adjoint type.
The main motivation of this paper is the converse question; whether or not the un-
ramified local Langlands parameter ϕπ is uniquely determined by (1.3) in general.
It is not hard to settle this question affirmatively for the remaining exceptional groups,
see [Fe2]. Therefore we will focus on classical groups in the present paper. We have not
been able to answer this question in complete generality in this case. Our main result
(which we formulate here only for the case of the simply connected covering group of a
classical group, for the sake of simplicity; see Theorem 4.6.1 for the general case) states
that this uniqueness result is true when we concentrate on the case of supercuspidal
unipotent representations:
Theorem 1.0.1. Suppose that Gu is an inner twist of the simply connected covering
group G of a classical group, defined over a non-archimedean local field K. For every
supercuspidal unipotent representation π of Gu, there exists a unique equivalence class of
discrete unramified parameters ϕ ∈ Φ2ur(G
F ) such that (1.3) holds as rational functions
in q for some constant rational factor Cπ.
The computability of both sides of (1.3) make this uniqueness result quite useful. It
can be amplified to show the uniqueness of an assignment π 7→ ϕπ for tempered unipo-
tent representations which is in compliance with the two conjectures on the Plancherel
measure in terms of local Langlands parameters as formulated in [HII] (one can find this
result in [Opd3] in the form of the essential uniqueness of spectral transfer maps to the
Iwahori-Hecke algebra of GF ).
We now describe the strategy of the proof of Theorem 1.0.1. The proof consists of
a case-by-case analysis. For G isogenous to SLn the result is obvious, since there is
essentially only one unipotent discrete local Langlands parameter. In the remainder of
this introduction we will concentrate on the other classical cases.
By the work of Lusztig on unipotent characters for finite groups of Lie type, the
left-hand side of (1.3) is explicitly known for all cuspidal unipotent characters π (see
e.g. [Car]). By inspection of the list of degrees of cuspidal unipotent characters of
classical groups, a crucial fact is that in the remaining classical cases, fdeg(π) is the
reciprocal of a product of even cyclotomic polynomials Φ2n(q), up to multiplication by
a power of q and a rational constant.
Let us call an unramified discrete local Langlands parameter ϕ “of even degree” if
γ(ϕ, q) has no odd cyclotomic factors in numerator or denominator. This property turns
out to be very distinctive; it reduces the collection of parameters ϕπ which may possibly
satisfy (1.3) dramatically. The first objective in the proof will be the classification of the
parameters of even degree, which will be carried out in Section 6. Once this has been
established, the remaining part of the proof consists of a direct comparison of fdeg(π, q)
and γ(ϕ, q) where ϕ runs through the list of eligible parameters. This second step will
be carried out in Section 7.
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We use various technical tools to compute γ(ϕ, q) for a discrete unramified local
Langlands parameter ϕ. The starting point, which follows by combining the results of
[HO, R3, HII], is the fundamental fact that γ(ϕ, q) can be interpreted as the residue of
the µ-function of the normalized Iwahori-Hecke algebra of GF at the semisimple element
rϕ = cϕsϕθ ∈ G
∨θ, where
(1.4) cϕ := ϕ
(
id,
(
q1/2 0
0 q−1/2
))
∈ G∨ sϕθ := ϕ
(
Frob,
(
1 0
0 1
))
∈ G∨θ.
Let S∨ denote a θ-stable maximal torus of G∨. The group W0 =W (G
∨, S∨)θ is isomor-
phic to the relative Weyl group W (GF , SF ) and acts on the torus T := S∨/(1 − θ)S∨.
It is well-known that the semisimple Int(G∨)-orbits in G∨θ are in bijection with the
W0-orbits in T (cf. [Bo, Proposition 6.7]). By abuse of notation we will denote the im-
age of G∨rϕ in T by W0rϕ. Futhermore, it is not difficult to see that W0rϕ completely
determines G∨ϕ (cf. [Opd, Appendix]).
The points rϕ ∈ T are the so-called residual points of T (cf. [Opd1]), a notion that
can be characterized completely in terms of the µ-function of the Iwahori-Hecke algebra
of GF , which is a W0-invariant rational function defined on T (cf. [Opd2, (9) and (13)]).
The residue of µ at rϕ is denoted by µ
{rϕ}(rϕ) (cf. [Opd2, 3.2.1]) and we have the
identity (see text around [Opd3, (38)]):
(1.5) γ(ϕ, q) = Cµ{rϕ}(rϕ)
where C is some nonzero rational constant. We call rϕ “of even degree” if and only if ϕ
is of even degree.
Recall that ϕ is discrete if and only if the centralizer CG∨(ϕ) is finite, or equivalently
if and only if the connected centralizer H := CG∨(sϕθ)
◦ is semisimple, and
uϕ := ϕ
(
id,
(
1 1
0 1
))
∈ H
is a distinguished unipotent element in H. In the classical cases we are considering, H
is isogenous to a direct product of at most two almost simple classical groups H− and
H+. Thus, the G
∨-orbit of ϕ is completely specified by a pair of partitions λ = (λ−, λ+)
corresponding to distinguished unipotent elements of H±. We write rϕ = (−rλ− , rλ+)
accordingly, where rλ± = cλ± is a real residual point (i.e. a residual point with positive
coordinates) of the µ-function µH± associated with the Iwahori-Hecke algebra of H±.
An important result towards the classification of residual points of even degree states
that (−cλ− , cλ+) is of even degree if and only if rλ− and rλ+ are both of even degree.
Hence we may concentrate on the individual partitions λ± at this stage.
The µ-functions which play a role in the present context are µ-functions of an affine
Hecke algebra of the form Cl(δ−, δ+)[q
b] with parameters (following the conventions of
[Opd3, 3.2.1]) m+(α) = b and m−(α) = 0 if α is a type Dn-root, and m±(β) = bδ± if
β is a short root in Bn. The relevant parameter triples (δ−, δ+; b) of the µ-functions µG
are: (1/2, 1; 2), (0, 1/2; 2), (1/2, 1/2; 1), (0, 1; 1), (0, 0; 1), (1, 1; 1).
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The classification of the partitions λ± such that the corresponding residual point rλ±
of µH± is of even degree is quite easy for δ± = 1/2, but rather difficult for δ± ∈ {0, 1}.
For example the third case Cl(1/2, 1/2)[q], corresponding toG of type SO2l+1, is an easy
analysis without using any further technical tools, see Proposition 6.3.2. The integral
parameter cases seem to be difficult because of the abundance of possible cancellations
which take place in the residue computation. In these cases we use the Spectral Transfer
Morphisms (STMs) developed in [Opd2, Opd3] as a technical tool. For any δ ∈ {0, 1}
and residual point rλ (depending on a partition λ with odd, distinct parts) of the µ-
function of the Hecke algebra of type Cl(0, δ)[q], using these STMs we find: a parameter
m ∈ (Z± 1/4)+, a positive integer d, a partition ν with corresponding residual point rν
for the µ-function µd2;1/4,m of the Hecke algebra of type Cd(1/4,m)[q
2] such that:
(1.6) µ
l,{rλ}
1;0,δ (rλ) = Cµ
d,{rν}
2;1/4,m(rν)
for some nonzero rational constant C. The algorithm to determine (d,m, ν) in terms
of (l, δ, λ) and vice versa will be discussed in Section 5. This enables us to transfer the
classification of residual points “of even degree” for µ = µl1;0,δ to those of µ
d
2;1/4,m. In the
latter case the residual points of even degree are much easier to classify, since the parame-
ters (1/4,m) are more “generic” than (0, δ). This procedure is carried out in Section 6.4.
The structure of this paper is as follows: We focus on groups isogenous to classical
groups. In Section 3, we recall the basics of supercuspidal unipotent representations
and explicitly give the formal degrees that we will study. In Section 4, we will give the
discrete unramified local Langlands parameters for the supercuspidal representations
described in Section 3. The main theorem, which states that the equation (1.3) between
supercuspidal formal degree and adjoint γ-factor uniquely characterizes the Langlands
correspondence, is also formulated in Section 4. Our technique to prove the main theorem
is applying the spectral transfer morphisms to certain affine Hecke algebras derived from
the given supercuspidal unipotent representations. These spectral transfer morphisms
are explicitly described in Sections 4 and 5. In particular, the extra-special algorithm
in Section 5 enables us to translate the integral parameters of affine Hecke algebras to
generic parameters. In Sections 6 and 7 we prove the main theorem, using STMs and the
evenness of the supercuspidal formal degrees (of groups isogenous to classical groups).
2. Conventions and notations
2.1. G and its L-group. Throughout this paper, K will be a non-archimedean local
field with finite residue field F, and fix a separable closure Ks of K. Let Kur ⊂ Ks be the
maximal unramified extension of K. The residue field F of Kur is an algebraic closure
of F. There are isomorphisms of Galois groups Gal(Kur/K) ≃ Gal(F/F) ≃ Zˆ. The
geometric Frobenius element Frob, whose inverse induces the automorphism x 7→ x|F|
for any x ∈ F, is a topological generator of Gal(Kur/K). Let IK = Gal(Ks/Kur) be the
inertia subgroup of Gal(Ks/K) and let WK be the Weil group of K.
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Unless otherwise stated, G denotes a connected, absolutely almost simple and unram-
ified linear algebraic group over K. By this we mean that (1) G is quasi-split over K;
(2) G splits over Kur, and (3) the extension of scalars group G×K Ks is almost simple.
Fix a K-Borel subgroup B and a maximally K-split maximal K-torus S ⊂ B which
splits over Kur. Unconventionally, we will denote by Σ the based root datum of the
identity component of the dual L-group LG (see below), and let
Σ∨ = (X∗(S),Σ∨0 ,∆
∨
0 ,X∗(S),Σ0,∆0)
denote the based root datum of (G,B,S), where X∗(S) := Hom(S,Gm) is the character
lattice of S, and the choice of the base ∆∨0 ⊂ Σ
∨
0 is compatible with B. Also we have
X∗(S) := Hom(Gm,S) as the cocharacter lattice of S. If Q(Σ0) is the Z-span of Σ0, the
quotient Ω := X∗(S)/Q(Σ0) is a finite abelian group.
By construction the Galois group Gal(Ks/K) acts by automorphisms of the triple
(G,B,S). Since G is split over Kur, the induced action on the root datum Σ
∨ factors
through Gal(Kur/K), and hence is completely determined by the action of the geometric
Frobenius element Frob. We denote the corresponding automorphism of Σ∨ by θ.
Let G∨ be a connected complex reductive group with a maximal torus S∨ and Borel
subgroup B∨ ⊃ S∨, such that the based root datum Σ of (G∨, B∨, S∨) is dual to Σ∨.
The action of Frob on Σ will also denoted by θ. We fix an “e´pinglage” for (G∨, B∨, S∨),
and use it to lift the action of Gal(Ks/K) determined by θ to an action on G
∨. We
define LG := G∨ ⋊ 〈θ〉 as the Langlands L-group of G over K.
2.2. Inner forms and Kottwitz’s isomorphism. Let Z(G) be the centre of G, and
write Gad := G/Z(G) the adjoint form of G. We write G,Gad, S for the group of Kur-
rational points of the groups G,Gad,S respectively. We denote the action of Frob on G
or Gad by F .
For our purpose we shall consider the various inner forms of G in this paper. Recall
that isomorphism classes of inner forms are parameterized by the Galois cohomological
set H1(K,Gad). By a theorem of Steinberg, which says that H
1(Kur,Gad) is trivial, we
obtain a canonical bijection H1(K,Gad) ∼= H
1(F,Gad).
Kottwitz’s isomorphism (cf. [DeRe, Kot1]) gives a natural bijection betweenH1(F,Gad)
and Hom(π0(
LZad),C
×), where LZad denotes the centre of
LGad. In our present setting,
the centre Z∨ad of G
∨
ad is finite, and there is a canonical isomorphism
Hom(Z∨ad,C
×) ≃ Ωad,
One obtains natural bijections
H1(F,Gad) ≃ Hom(
LZad,C
×) ≃ Ωad/(1− θ)Ωad,
such that the K-quasi-split group G corresponds to the trivial character.
A cocycle z ∈ Z1(F,Gad) is completely determined by its image u := z(F ) ∈ Gad
of F , and its cohomology class ω = [z] ∈ H1(F,Gad) is represented by the F -twisted
conjugacy class of u. The inner twist ofG corresponding to z is denoted byGu. We have
Gu(Kur) = G, and Frob acts on G
u(Kur) via the K-automorphism Fu := Int(u) ◦ F ∈
AutK(G) of G.
8 YONGQI FENG AND ERIC OPDAM
Following [DeRe] we choose, for each class ω ∈ H1(F,Gad), an inner twist Fu of F
representing ω as follows. In the Bruhat-Tits building of Gad, choose a fundamental
alcove Cad such that F (Cad) = Cad inside the apartment determined by Sad, and let
Iad ⊂ Gad be the corresponding F -stable Iwahori subgroup. We have an isomorphism
Ωad ≃ NGad(Iad)/Iad. In [DeRe] it is shown that one can choose the representing cocycle
z ∈ Z1(F,Gad) for ω such that u = z(F ) ∈ NGad(Iad).
2.3. Weakly unramified characters. Let 0S := O×Kur⊗X∗(S) be the maximal bounded
subgroup of S. We have X∗(S) ≃ S/
0S as (free) abelian groups. Let G1 = 〈
0S,G′〉 be
the group generated by 0S and the derived group G′ of G (see [Opd3, Corollary 2.2]).
Kottwitz [Kot1] defined a natural short exact sequence
(2.1) 1→ G1 → G→ Irr(Z
∨)→ 1,
where Z∨ denotes the centre of G∨. Moreover, if we take invariants for Gal(Kur/K) we
again obtain an exact sequence (cf. [Kot1, PR]):
(2.2) 1→ GFu1 → G
Fu wG−−→ Irr(Z∨)θ → 1,
We say that a character χ of GFu is weakly unramified if χ is trivial on the kernel
GFu1 of the Kottwitz homomorphism wG : G
Fu → Irr(Z∨)θ. We have an identification
Ω = Irr(Z∨). Thus, weakly unramified characters of a semisimple reductive group
form a finite abelian group Xwur(G
Fu) which can be identified with (Ωθ)∗ (the group of
irreducible characters of Ωθ).
2.4. The relative root datum of G. Choose a maximal K-split torus Sd of G con-
tained in S ⊂ G. We will determine the root datum of G with respect to Sd (i.e. the
relative root datum), by the following method given in Springer [Spr, §15.3.6].
We denote (somewhat awkwardly) the character and cocharacter lattices of Sd by
X∨,X respectively. We see that X = X∗(S)
θ. Let annX∗(S)(X) be the annihilator of X
in X∗(S). Then X∨ ∼= X∗(S)/annX∗(S)(X).
Let V := R ⊗Z X
∗(S) and define a Euclidean inner product on V which is in-
variant under NG(S)/S. Using this inner product we identify V with its dual. Let
pr : V → R⊗ZX
∨ be the natural projection. The image pr(Σ∨0 ) of Σ
∨
0 is a non-reduced
root system. We define R∨0 ⊂ pr(Σ
∨
0 ) to be the set of non-multipliable vectors. Then R
∨
0
is a reduced root system (in R⊗ZX
∗(Sd)). Let R0 ⊂ X be the root system dual to R
∨
0 .
Then the based relative root datum equals (X∨, R∨0 , F
∨
0 ,X,R0, F0). The complex alge-
braic torus S∨ ⊂ G∨ has character lattice X∗(S). The complex algebraic torus T with
character lattice X = X∗(S)
θ can be identified with the quotient T := S∨/(1 − θ)S∨.
Let W0 =W (R0) =W (Σ0)
θ denote the relative finite Weyl group acting on T .
In this paper, the root datum RIM := (X,R0, F0,X
∨, R∨0 , F
∨
0 ) dual to the relative root
datum obtained above is used more frequently. This is the root datum of the Iwahori–
Hecke algebra HIM of the quasi-split group G. The role played by HIM will be explained
in Sections 4.1 and 4.5.
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3. Unipotent discrete series representations
By [Lus3] we know that the supercuspidal unipotent representations π of GFu are the
irreducible summands of a compactly induced representation of a cuspidal unipotent
representation σ of a maximal parahoric subgroup PFu ⊂ GFu , and π determines the
GFu-conjugacy class of (PFu , σ). Here P is an Fu-stable maximal parahoric subgroup of
G.
The pair (PFu, σ) is a type in the sense of [BK]. Attached to this type is a Hecke algebra
(via the last theorem in [MP], see also [Mo]). Lusztig [Lus3, 1.20] explicitly described
the structure of this Hecke algebra. In particular, when PFu ⊂ GFu is maximal, the
Hecke algebra of this type is isomorphic to the group ring C[Ωθ,P], where Ωθ,P is defined
as follows. Fix an Fu-stable Iwahori subgroup I ⊂ G. Consider the set of G
Fu-conjugacy
classes of Fu-stable parahoric subgroups P ⊂ G. Each such class has representatives P
such that I ⊂ P. Using the isomorphism Ω ≃ NG(I)/I, we see that the group Ω
θ acts
on the set of such GFu -conjugacy classes of Fu-stable parahoric subgroups P ⊂ G. We
define Ωθ,P ⊂ Ω as the subgroup of elements fixed by θ and fixing P.
Given a type (PFu, σ), fix an extension of σ to NGFu (P
Fu, σ). The set of irreducible
components of c–IndG
Fu
PFu
σ is in canonical bijection with the set (Ωθ,P)∗ of irreducible
characters of Ωθ,P. In particular this set is an orbit under the natural action of the
group (Ωθ)∗ of weakly unramified characters.
3.1. Formal degrees of unipotent supercuspidal representations. We want to
single out the discrete unramified LLP ϕ whose adjoint γ-factor γ(ϕ, q) is equal (up
to nonzero rational constant factors) to the formal degree of a unipotent supercuspidal
representation of GFu . We start by compiling the list of such supercuspidal unipotent
formal degrees for classical groups.
Following [DeRe], we normalize the Haar measure on the locally compact group GFu
by the rule that (with P
Fu
the reductive quotient of PFu)
vol(PFu) = v−rk(G)|P
Fu
|p′
for any parahoric subgroup PFu ofGFu . Here, rk(G) is the absolute rank ofG, and |P
Fu
|p′
is the largest factor of |P
Fu
| prime to charF. The factor |P
Fu
|p′ can be determined using
the list in [Car, §2.9]. Then, for each χ ∈ (Ωθ,P)∗, the formal degree of the corresponding
irreducible cusipdal unipotent summand πχ of c–Ind
GFu
PFu
σ equals (cf. [BK])
(3.1) fdeg(πχ, q) := |Ω
θ,P|−1vol(PFu)−1 deg(σ).
Let us now concentrate on the isogeny classes of classical groups G (unitary, special
orthogonal and symplectic) other than the easy case G = PGLn. A maximal Fu-stable
parahoric subgroup P corresponds to a maximal uθ-stable subdiagram J in the affine
Dynkin diagram I˜ of G (where u = z(F ) ∈ Z1(F,Gad) such that ω = [z]). By Lusztig’s
work on cuspidal unipotent characters for finite groups of Lie type (see e.g. [Car, §13.7]),
the subdiagram J must be one of the following six cases (we exclude the triality 3D4):
(i) I˜ = 2˜An, Ja,b =
2As ⊔
2At, where s = (a/2)(a + 1) − 1, t = (b/2)(b + 1) − 1 for
some a, b ∈ Z≥0 and s+ t+ 1 = n ≥ 2. Here
2Ax represents the empty diagram
if x ∈ {−1, 0}. We write n = 2l or n = 2l − 1 depending on the parity of n.
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(ii) I˜ = B˜l and Ja,b = Ds ⊔ Bt (a even), or I˜ =
2B˜l and
2Ds ⊔ Bt (a odd), where
s = a2, t = b(b + 1) for some a, b ∈ Z≥0, and s + t = l ≥ 2. Here Dx represents
the empty diagram if x = 0, and 2Dx represents the empty diagram if x = 1.
(iii) I˜ = C˜l, Ja,b = Cs ⊔ Ct, where s = a(a + 1), t = b(b + 1) for some a, b ∈ Z≥0 and
s+ t = l ≥ 2;
(iv) I˜ = D˜l, Ja,b = Ds ⊔Dt (a, b even) or
2Ds ⊔
2Dt (a, b odd) where s = a
2, t = b2 for
some a, b ∈ Z≥0, with a ≡ b (mod 2) and s+t = l ≥ 4. Or I˜ = 2˜Dl, Ja,b = Ds⊔
2Dt
(a even) or Ja,b =
2Ds ⊔ Dt (b even) where s = a
2, t = b2 for some a, b ∈ Z≥0
with a 6≡ b (mod 2) and s+ t = l ≥ 4;
(v) I˜ = 2C˜l, Ja,b =
2As ⊔ Ct ⊔ Ct, where s = (a/2)(a + 1) − 1, t = b(b + 1) for some
a, b ∈ Z≥0 and s+ 2t+ 1 = l ≥ 2;
(vi) I˜ = 2D˜l (l even) or
4D˜l (l odd) or
2(2˜Dl) (l odd) or
4(2˜Dl) (l even), where the inner
left superscript refers to the order of θ, a finite type D-diagram automorphism,
and the outer left superscript 2 or 4 indicates the order of the affine diagram
automorphism uθ, where u ∈ Ω is such that it does not commute with the
unique nontrivial finite type D-automorphism, Ja,b =
2As ⊔ Dt ⊔ Dt (b even, or
equivalently ord(uθ) = 2) or 2As⊔
2Dt⊔
2Dt (b odd, or equivalently ord(uθ) = 4),
where s = (a/2)(a + 1)− 1, t = b2 for some a, b ∈ Z≥0 and s+ 2t+ 1 = l ≥ 4.
Cases (v) and (vi) are associated with unipotent types of the non-split inner forms of
G determined by ω ∈ Ωad/(1− θ)Ωad where via Kottwitz’s isomorphism, ω corresponds
to the action of LZad in the spin representations of
LGad. We call these cases extra-
special (the reason will become clear in next section).
Working out (3.1) in these the cases yields the following expressions for the supercus-
pidal unipotent formal degrees for some rational constant factors Ca,b:
(3.2) C−1a,bvol(PJa,b) fdeg(πχ, q) =

d
{2A}
a (q)d
{2A}
b (q) in case (i);
dDa (q)d
B
b (q) in case (ii);
dBa (q)d
B
b (q) in case (iii);
dDa (q)d
D
b (q) in case (iv);
d
{2A}
a (q)dBb (q
2) in case (v);
d
{2A}
a (q)dDb (q
2) in case (vi).
Here dBa (q) denotes the degree of the cuspidal unipotent representation of SO2l+1(Fq) (or
equivalently, of Sp2l(Fq)) where l = a(a + 1), d
D
a (q) denotes the degree of the cuspidal
unipotent representation of SO2l(Fq) (if a even) or of SO
∗
2l(Fq) (if a odd) with l = a
2,
and d
{2A}
a (q) denotes the degree of the cuspidal unipotent representation of SUl+1(Fq)
with l = (a/2)(a+1)−1. These cuspidal unipotent degrees are listed in e.g. [Car, §13.7],
and the cardinalities |G(Fq)| (needed to compute vol(PJa,b)) are given in [Car, §2.9].
These six cases cover the unipotent supercuspidal representations of the classical
groups, except for the case of the weakly unramified characters of the anisotropic inner
form of PGLn+1. By (3.1) we see that in this case (see [Opd3, 2.2.3]) the formal degree
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of a supercuspidal representation equals (n+1)−1[n+1]−1q (where [n]q :=
vn−v−n
v−v−1
denotes
a q-integer). From these explicit formulae we check that:
Corollary 3.1.1. For every supercuspidal unipotent representation πχ of an almost
simple classical group over K, the function fdeg(πχ, q)
−1 is the product of a nonzero
rational constant, a power of v (with q = v2), and a polynomial in q which is a product
of cyclotomic factors. The parahoric group PJ from which πχ is induced is determined,
up to isomorphisms, by the multiplicities of the cyclotomic factors of fdeg(πχ, q)
−1 (in
particular, the set {a, b} such that J = Ja,b in the cases above is determined by these
multiplicities). Except for the anisotropic case, fdeg(πχ, q)
−1 has only even cyclotomic
factors.
4. Adjoint γ-factors of discrete unramified Langlands parameters
We will discuss discrete unramified local Langlands parameters and the notion of
formal degree on the parameter side of the local Langlands correspondence.
4.1. Reduction to the Iwahori-spherical case. Hiraga, Ichino and Ikeda [HII] con-
jectured that the formal degree of a discrete series representation π of the group of points
of a reductive group over a local field is, up to a power of v and a nonzero rational con-
stant factor, equal to the so-called adjoint γ-factor γ(ϕπ) (see also [GR, Conjecture 7.1])
of the local Langlands parameter ϕπ of π. Even before the HII-conjecture, Reeder [R3]
had shown this for unipotent represenations of split simple exceptional groups of adjoint
type defined over a non-archimedean local field. In general, assuming that the LLP is
given by Lusztig’s parameterization of unipotent representations, the second mentioned
author obtained:
Theorem 4.1.1. ([R3], [Opd3, Theorem 4.11]) Let Gu be an inner form of an unrami-
fied group G of adjoint type defined over a non-archimedean local field K corresponding
to ω = [u] ∈ H1(F,G). Let π be an irreducible unipotent discrete series representation
of GFu. Let ϕ denote the discrete unramified LLP for π as defined in [Lus3], and let ρ
be the local system on the G∨-orbit of ϕ associated with π. Let us write π = π(ϕ,ρ). Then
fdeg(π(ϕ,ρ), q) = ±
dim(ρ)
|Aϕ|
v-dim(G)γ(ϕ, q).
By Theorem 4.1.1, the formal degree fdeg(π(ϕ,ρ), q) of π(ϕ,ρ) is, modulo nonzero ratio-
nal constant factors, independent of ρ. By [R2] we know that there is a unique generic
member in Lusztig’s packet of unipotent representations associated with ϕ, namely π(ϕ,ρ)
with ρ equal to the trivial representation. This generic representation is an Iwahori-
spherical representation of the quasi-split group GF . In particular, modulo nonzero ra-
tional constant factors, the list of formal degrees of unipotent discrete series characters
of the groups GFu , coincides with the list of formal degrees of the subset of Iwahori-
spherical discrete series representations of GF .
Recall that the category of admissible irreducible Iwahori-sphercial representations of
GF is equivalent to the category of simple modules of the Iwahori-Hecke algebra HIM
of GF (cf. [BK]). Under this equivalence, the Plancherel measure of GF corresponds
to the spectral measure of the trace of the canonical Hilbert algebra structure of HIM.
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This spectral measure was computed in [Opd] in terms of a rational function µ = µIM
on the complex torus T with X∗(T ) = X∗(S)θ (see Section 2.4). Let π be an Iwahori
spherical discrete series character of GF , and let δπ be the corresponding discrete series
character of HIM. In [Opd3, Opd] the formal degree of δπ was computed, up to nonzero
rational constant factors, as a “residue” of µIM at the character χπ ∈ W0\T by which
the center of HIM acts on δπ. By the above remarks, this residue of µ
IM at χπ is equal
to the formal degree of π.
In order to connect this with the adjoint gamma factors of discrete unramified LLP of
GF we will now explain the fundamental bijection between the set of equivalence classes
[ϕ] of discrete unramified LLP of GF and the set of central characters χ ∈W0\T of H
IM
which support discrete series characters of HIM. This requires first of all a closer look
at HIM.
4.2. The Iwahori-Hecke algebra and the Kac diagram. We will use the conven-
tions of [Opd2, 2.1, 2.3] for affine Hecke algebras. An affine Hecke algebra is defined by
the based root datum R and a parameter function mR on the set of affine roots associ-
ated with R. We will express these data for HIM in terms of the Kac root system for G∨θ
as discussed in [R4]. The root datum RIM = (X,R0, F0, Y,R
∨
0 , F
∨
0 ) of H
IM was described
in Section 2.4. A θ-orbit ι in the affine extension of the Dynkin diagram of (Σ∨0 ,∆
∨
0 )
corresponds to a node of the affine extension of the Dynkin diagram of (R∨0 , F
∨
0 ), and
the corresponding Hecke generator Tι of H
IM satisfies the Hecke relation:
(4.1) (Tι + 1)(Tι − q
|aι|) = 0
where aι denotes the equivalence class of coroots in Σ
∨
0 associated to ι as defined in [R4,
§3.3] (this is an orbit of (orthogonal) coroots under 〈θ〉, except for one case in 2A2n,
where it is a union of two 〈θ〉-orbits). This determines the parameter function mIMR on
RIM. We will provide the list of these parameter values explicitly in all relevant cases
below.
The parameters of HIM can best be expressed in terms of the parameter function m∨R
([Opd2, 2.1.5]) of the spectral diagram for HIM, extended linearly to a function on the
so-called Kac roots of G∨θ ([R4, (25)]), as we will now see. In [Opd2, Definition 2.10] a
root system Rm is introduced whose roots are certain multiples of those of R0.
Recall that T = S∨/(1 − θ)S∨ is a quotient of (S∨)θ with kernel (S∨)θ ∩ (1 − θ)S∨,
which is a subgroup of the f -torsion subgroup of (S∨)θ, where f denotes the order of
θ (cf. [R4, Section 3]). The roots of Rm, when lifted to (S
∨)θ, are the roots called γι
in [R4, §3.3]. In other words we have Rm = Φθ, in the notation of [R4], viewed as root
systems in the character lattice of (S∨)θ. The spectral diagram ([Opd2, 2.3.3]) of HIM is
the diagram of the ordinary affine extension R
(1)
m of Rm, with simple affine roots of the
form a∨ι .
Each node in the spectral diagram has a label given by a multiplicity function m∨R
defined in [Opd2, (5)]. Going through the list of cases, one easily verifies that m∨R(a
∨
ι ) =
fι with fι as in [R4, Table 1]. The Kac diagram of G
∨θ (denoted as D(g, θ) in [R4, Table
1]) is a twisted affine root system of characters on (S∨)θ obtained from the spectral
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diagram R
(1)
m by dividing its affine simple roots by their multiplicities fι. Hence we have
the following:
Proposition 4.2.1. The multiplicity function m∨R (extended linearly) has constant value
1 on the affine simple Kac root system D(g, θ).
Another important aspect of HIM is its isogeny type. By [Opd2, (3)] we see that the
dual affine Weyl group W∨ associated with RIM is of the form
(4.2) W∨ :=W0 ⋉ Y =W ((R
IM,max)∨)⋊ Ω∨Y
withRIM,max = (P (Rm), R0, F0, Q(R
∨
m), R
∨
0 , F
∨
0 ), the maximal possible extension ofR
IM
obtained by replacing X by P (Rm), and where
(4.3) Ω∨Y = Y/Q(R
∨
m).
Observe that W∨ equals the extended affine Weyl group W˜θ of [R4, 3.2], although our
lattice Y is the projection onto the space of θ-invariants of the lattice X∗(S). (This is a
more general situation than that of [R4], where only the case X∗(S) = P (Σ∨0 ) is being
considered.) Notice that W ((RIM,max)∨) is the (unextended) affine reflection group of
the (untwisted) affine extension of Rm. It follows from [Opd2, (2)] that
Proposition 4.2.2. Let HIM,max be the maximally extended affine Hecke algebra with
root datum RIM,max and parameter function mR. Then
(4.4) HIM = (HIM,max)Ω
∨
Y .
4.3. Residue points and discrete unramified LLP. Recall that an unramified Lang-
lands parameter for G is a homomorphism
ϕ : FrobZ × SL2(C)→
LG = G∨ ⋊ 〈θ〉
such that ϕ is algebraic on the identity component {id} × SL2(C), and such that the
image ϕ(Frob, id) is a semisimple element of G∨θ. Two parameters ϕ and ϕ′ are regarded
as equivalent if they are G∨-conjugate.
Since the element ϕ(Frob, id) = sθ ∈ G∨θ is semisimple, its connected centralizer
H := CG∨(sθ)
◦ is a reductive group. Put u := ϕ
(
id, ( 1 10 1 )
)
, then u ∈ H is a unipo-
tent element. It follows that the set of equivalence classes [ϕ] of unramified Langlands
parameters is in canonical bijection with the set of Int(G∨)-orbits of pairs (sθ, u) with
sθ ∈ G∨θ semisimple, and u ∈ CG∨(sθ)
◦ unipotent.
On the parameter side, W0\T can be identified with the Int(G
∨)-orbits of semisimple
elements of G∨θ by the following canonical bijection (cf. [Bo, Proposition 6.7])
(4.5) β : Int(G∨)\(G∨θ)ss
∼
→W0\T.
Given a discrete unramified LLP ϕ we put
χ = β
(
G∨ · ϕ(Frob, ( v 00 v−1 ))
)
=W0r ∈W0\T.
By (1.4), we can decompose r as r = cs, where s is an isolated torsion element of G∨θ.
We have:
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Proposition 4.3.1. (i) The above map [ϕ] 7→ χ defines a canonical bijection be-
tween the set of W0-orbits χ = W0r of residual points of H
IM in T , and the set
of equivalence classes [ϕ] of unramified discrete Langlands parameters for G.
(ii) The central character of a discrete series character δ of HIM is an orbit χ ∈W0\T
of residual points for HIM, and every such orbit of residual points is the central
character of a nonempty finite set of discrete series characters of HIM.
(iii) Every equivalence class of discrete unramified Langlands parameters [ϕ] for G is
the image of such an equivalence class [ϕad] for Gad under the canonical isogeny.
In this way, [ϕ] can be identified the the orbit IG[ϕad], where IG denotes the kernel
of the canonical surjection (Ωθsc)
∗ → (Ωθ)∗.
(iv) The set of equivalence classes of discrete unramified Langlands parameters for
Gsc can be identified with the set of orbits (Ω
θ)∗[ϕ] of such equivalence classes
for G under the natural action of the group of weakly unramified characters (Ωθ)∗
of GFu.
Proof. (ii) is [Opd, Lemma 3.31].
(i) follows from a direct comparison of the classification of equivalence classes [ϕ] of
discrete unramified LLP (using the results of [R4]) and the classification of the residual
points of HIM using [OS] and Subsection 4.2.
An unramfied local Langlands parameter ϕ is discrete if the centralizer CG∨(Im(ϕ))
is finite. It follows that the connected centralizer H of ϕ(Frob, ( 1 00 1 )) in G
∨ must be
semisimple because of the existence of distinguished unipotent elements in H. In the ter-
minology of [R4] σ := ϕ(Frob, ( 1 00 1 )) is an isolated torsion element. By [R4, §3.8] we may
assume that σ = σι = exp(vι)θ, where vι is a vertex of the alcove C of W ((R
IM,max)∨)
(vι corresponds canonically with a node of the Kac diagram of G
∨θ) by possibly replac-
ing ϕ by an equivalent LLP. Even though we are in a more general situation than [R4]
(since G∨ need not be of adjoint type) one can check that the arguments required to
reach the conclusions of [R4, §3.6] still hold. It follows that the component group of Gσι
is isomorphic to (in our notations) the isotropy group Ω∨Y,ι ⊂ Ω
∨
Y of σι ∈ C. It follows
easily that the equivalence classes [ϕ] of discrete unramified LLP are parameterized by
the set of Ω∨Y -orbits Ω
∨
Y vι of vertices of C, and for each such orbit, the set of Ω
∨
Y,ι-orbits
of distinguished nilpotent orbits of gσι . On the other hand, consider the classification
of the discrete series representations of HIM = (HIM,max)Ω
∨
Y (see Proposition 4.2.2) of
[OS, Theorem 8.7] and their central characters. We have that Γ (in the notation of [OS,
Section 8]) is equal to Γ = Ω∨Y . By Proposition 4.2.1 we see that the Ω
∨
Y,ι-extended
graded affine Hecke algebras Hι in [OS, Theorem 8.7] has underlying root system equal
to that of gσι , and equal parameters k = 2 log(q). Then [Opd, Appendix B] implies
that the orbits of linear residual points for Hι are the Ω
∨
Y,ι-orbits of W0,ι-orbits of the
weighted Dynkin diagrams of the distinguished nilpotent orbits of gσι , multiplied by k.
By these explicit descriptions we see that above map [ϕ] 7→ χ is a bijection, using that
the distinguished nilpotent orbits of gσι are classified by the Wι-orbits of the weighted
Dynkin diagrams of gσι .
Now (iii) and (iv) follow easily, using (i), the fact that the map [ϕ] 7→ χ is (Ωθ)∗-
equivariant, and using the covering map Tsc → T (whose kernel is naturally isomorphic
to IG). 
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Corollary 4.3.2. We may (an will) assign an equivalence class [ϕπ] of discrete unram-
ified LLP to an Iwahori-spherical discrete series representation π of GF by the condition
that the image χπ under the bijection of Proposition 4.3.1(i) is the central character of
the discrete series character δπ of H
IM corresponding to π.
4.4. Discrete unramified Langlands parameters for classical groups. classical
group. More precisely, we will assume that G is either SLl+1, or otherwise a classical
group such that the root datum root datum RIM = (X,R0, F0, Y,R
∨
0 , F
∨
0 ) of H
IM is of
classical type with X = Zl for some l. In this situation T = T l = (C×)l, with its natural
coordinates x1, . . . , xl given by the standard basis of X.
Let sθ be a semisimple element of G∨θ. By [R4, Lemma 3.2] we may and will take
s ∈ (S∨)θ. Consider its image t ∈ T = T l, which is completely determined by its
coordinates t = (t1, . . . , tl). The G
∨-orbit of sθ is completely determined by Wt ⊂ T , by
Borel’s well known result (4.5). Suppose that sθ is an isolated torsion element. Then,
possibly after replacing sθ by an element conjugate to sθ under the conjugation action
of G∨, we may assume that sθ = sιθ, where ι corresponds to a node of the Kac diagram.
Let tι ∈ T denote its image in T . By definition it is clear that γι′(tι) = 1, where γι′ runs
over the affine simple roots of R
(1)
m other than γι, and γι(tι) = ζι with ζι is a primitive
cι-th root of unity (using the notation of [R4, §3.3]). Setting aside the trivial type Al-
case, we see from [R4, Table 1] that ζι = ±1. It follows easily that we may take tι of
the form tι = (−1, . . . ,−1, 1, . . . , 1). All the G
∨-orbits of isolated torsion points have
a unique representation of this form (but not necessarily all points t ∈ T l of this form
represent a G∨-orbit of isolated torsion points. For example for SO2l+1 there are l + 1
orbits of isolated torsion points, but for SO2l there are l − 1 such orbits). Finally for
the type A-case SLl+1 the only orbit of isolated torsion elements is {Id}.
We have seen in the proof of Proposition 4.3.1(i) that the element sθ = ϕ(Frob, id) ∈
G∨θ has to be an isolated torsion element if ϕ is a discrete unramified LLP of GF . Conse-
quently, s corresponds to a (Ω∨Y -orbit of) node(s) in the Kac diagram of G
∨θ. If Rm is of
type Bl or Dl then Ω
∨
Y = C2, with the nontrivial element ω acting on T
l as ω(x1, . . . , xl) =
(x−11 , x2, . . . , xl) in the type Bl-case, and ω(x1, . . . , xl) = (x
−1
1 , x2, . . . , x
−1
l ) in the type
Dl-case. If Rm is of type Cl then X = P and so Ω
∨
Y = 1.
In the classical cases other than type A we may assume that ϕ(Frob, id) = sϕθ ∈
(S∨)θθ as above, corresponding to tι = (−1, . . . ,−1, 1, . . . , 1) ∈ T . Then H is an almost
direct product of at most two classical groups H−, H+ whose root system is the com-
plement of the node corresponding to sι in the Kac diagram of G
∨θ. The equivalence
classes of discrete unramified Langlands parameters [ϕ] corresponding to the discrete
torsion point sιθ are in canonical bijection with the set of distinguished nilpotent orbits
in the maximal semisimple subalgebra Lie(H) := h = h− ⊕ h+ of g
∨ := Lie(G∨) (since
in fact Ω∨Y acts trivially on this set).
For G = SLl+1 the only isolated torsion element of G
∨ is s = 1. Thus h = g∨ =
sln+1. The classes of discrete unramified parameters ϕ therefore correspond to the
distinguished unipotent classes u of sln+1. In this case only the regular unipotent orbit
is distinguished, and the corresponding central character χϕ = W0rϕ has the form
rϕ = c = (q
−n/2, q(2−n)/2, . . . , q(n−2)/2, qn/2).
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For a classical Lie algebra h other than type A, the set of distinguished nilpotent orbits
of h is in bijection with the set of partitions λ ⊢ N with distinct parts where N is the
dimension of the standard representation of h (cf. [OS]). Moreover, all parts of λ have
the same parity which depends on the type of h (see below). In view of the above we
conclude that, for classical groups other than type A, an equivalence class [ϕ] of discrete
unramified local Langlands parameters is given by a pair of partitions (λ−, λ+), where
λ± is a partition with even, distinct parts of 2n± if h± = sp2n± , while λ± is a partition
with odd, distinct parts of N± if h± = soN± .
Definition 4.4.1. We define a “ parity” δ± ∈ {0, 1/2, 1} depending on the type of h±
as follows: If h± is symplectic (i.e. if λ± has even parts) we put δ± = 1/2. If h± is
orthogonal (hence λ± has odd parts) then we define δ± ∈ {0, 1} as the number of parts
of λ± (or equivalently, of the sum |λ±| = N±) modulo 2.
Suppose that the equivalence class of a discrete unramified Langlands parameter ϕ
of GFu is given by a pair of partitions (λ−, λ+) as above. Here λ± is the partition of
the distinguished nilpotent element in the classical Lie algebra h± determined by the
Langlands parameter ϕ. As explained above, [ϕ] is also determined by the correspond-
ing central character χϕ := W0rϕ ∈ W0\T with rϕ = cϕtϕ ∈ T . In order to compute
the adjoint gamma factor γ(ϕ, q) up to nonzero rational constant factors it suffices to
determine α(rϕ) for all roots α ∈ R0. For this purpose it is enough the determine the
Weyl group orbit W0rϕ in terms of the pair (λ−, λ+), which is what we will now explain.
The isolated torsion element sθ = sϕθ corresponds to a Ω
∨
Y orbit ι of vertices of the
fundamental alcove Cθ in the vector space Lie(T ), mapping to an element tϕ = tι ∈ T =
T l of the form tι = (−1, . . . ,−1, 1, . . . , 1) (with l− times a −1, and l+ times a +1, and
l = l− + l+). The “infinitesimally real” part cϕ is of the form cϕ = (c−, c+) ∈ Tv, with
Tv the vector subgroup R
l
+ = R
l−
+ × R
l+
+ . Hence rϕ is of the form rϕ = (−c−, c+). Here
c± ∈ R
l±
+ is the real residual point for the root system of h± determined by λ± and an
equal “base parameter” qb, where b ∈ {1, 2} can be read off from the parameters of HIM
(see the list in this section and also the text below Remark 4.5.1). Although not strictly
necessary, the parity δ± is often also included in the notation. We will write:
(4.6) c± = rb,δ±;λ±(or sometimes simply c± = rλ± if the values of b, δ± are clear).
The coordinates of rb,δ±;λ± ∈ R
l±
+ are of the form q
xb, with x ∈ Z≥0 (resp. x ∈
Z≥0 + (1/2)) when δ± ∈ {0, 1} (resp. δ± = 1/2) (see [OS, §6]). The W0-orbit of rb,δ±;λ±
is therefore completely determined by the multiplicities h±(x) of q
xb as coordinates of
rb,δ±;λ± .
Hence it is our task to explain how to express the multiplicity function x 7→ h±(x)
in terms of λ± and δ±, which is what we will do now. First of all, if δ± = 1/2 then
h± is supported on Z≥0 + (1/2). If δ ∈ {0, 1} then h± is supported on Z≥0. In all
cases the multiplicity function h± satisfies the key property that h±(x) = h±(x+ 1) or
h±(x) = h±(x+1)+1 for all x > 0 (cf. [HO, OS]). In the second case, we call x a “jump”.
The multiplicity function x 7→ h(x) for x > 0 is determined by the requirement that the
sequence of jumps is equal to the sequence (λ±− 1)/2 (see Section 5). We complete the
determination of h± by the rules h(0) = ⌊h(1)/2⌋ if δ± = 1 and h(0) = ⌊(h(1) + 1)/2⌋ if
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δ± = 0. This completes our task.
We note that conversely, any function h defined on Z≥0 + (1/2) or on Z≥0 satisfy-
ing h(x) = h(x + 1) or h(x) = h(x + 1) + 1 for x > 0, while (if the domain of h is
Z≥0) h(0) = ⌊h(1)/2⌋ or h(0) = ⌊(h(1) + 1)/2⌋, uniquely determines the parameter
δ ∈ {0, 1/2, 1} and a partition λ describing the positive jump sequence of h as above.
We arrive at the following list of discrete unramified local Langlands parameters for
the classical cases:
(1) For G = SLl+1, then s = 1 and h = sln+1. Thus λ = [l + 1] has only one part,
and c = (q−n/2, q(2−n)/2, . . . , q(n−2)/2, qn/2); We have b = 1, and HIM is of type
Al[q].
(2) For G = SUn, we distinguish two cases. If n = 2l+ 1 is odd, then h+ = so2l++1
and h− = sp2l− with l− + l+ = l. If n = 2l is even, then h+ = sp2l+ and
h− = so2l− with l− + l+ = l. In the first case λ+ ⊢ 2l+ + 1 is a partition with
odd, distinct parts and λ− ⊢ 2l− is a partition with even, distinct parts. In the
second case λ+ ⊢ 2l+ is a partition with even, distinct parts and λ− ⊢ 2l− is
a partition with odd, distinct parts. In both cases we have |λ−| + |λ+| = n.
Finally the base parameter equals b = 2, and HIM is of type Cl(1/2, 1)[q
2] (first
case) or Bl(1, 1/2)[q
2] (second case) (notations as in [Opd3, 3.2.1]). We note that
Bl(1, 1/2)[q
2 ] spectrally covers Cl(1/2, 0)[q
2] ([Opd3, 7.1.3–7.1.4]).
(3) For G = SO2l+1, h± are both symplectic, hence λ± both have even, distinct
parts, and |λ−|+ |λ+| = 2l. We have b = 1, and H
IM is of type Cl(1/2, 1/2)[q].
(4) For G = Sp2l, one of h± is of odd special orthogonal type, and the other one
is of even special orthogonal type. So λ± both have odd, distinct parts, and
|λ−|+ |λ+| = 2l + 1. We have b = 1, and H
IM is of type Bl[q], which spectrally
covers Cl(0, 1)[q].
(5) For G = SO2l or SO
∗
2l. In the first case h± are both of even special orthogonal
type, while in the second case they are both of odd special orthogonal type. In
both cases λ± have odd, distinct parts such that |λ−|+ |λ+| = 2l. We have b = 1,
and HIM is of type Dl[q] (first case) or Cl(1, 1)[q] (second case). We note that
Dl[q] spectrally covers Cl(0, 0)[q] ([Opd3, 7.1.4]).
4.5. Application of spectral transfer maps. Given a supercuspidal unipotent rep-
resentation π of G we want to determine a discrete unramified LLP ϕπ of G such
that γ(ϕπ, q) = C fdeg(π, q) for some C ∈ Q
×. In this section, we will explain how are
fdeg(π, q) and γ(ϕπ, q) are related to residues of µ-functions of affine Hecke algebras, and
how spectral transfer morphisms (STMs) of affine Hecke algebras are used to simplify
this task.
For the definition, properties and examples of STMs, the reader is referred to [Opd2].
In [Opd3], the role played by STMs towards establishing a connection between formal
degrees of unipotent discrete series representations of Gu and adjoint gamma factors
for discrete unramified Langlands parameters of G is explained in detail. Three kinds
of spectral transfer morphisms are relevant in this section, namely, spectral covering,
translational and extra special STMs.
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Firstly, for classical cases other than type A, there always exists a spectral covering
map (i.e. an STM between affine Hecke algebras of equal rank, which is a praticularly
simple instance of STMs) from the Iwahori Hecke algebra HIM of the adjoint group isoge-
nous to GF , to a unipotent affine Hecke algebra of the form Cl(δ−, δ+)[q
b] (see [Opd3,
3.2.6, 3.2.7]). By the spectral correspondence result [Opd2, Theorem 6.1] this implies
that we can compute γ(ϕ, q) as the residue of the µ-function µlδ−,δ+ of Cl(δ−, δ+)[q
b] at
the image (−rλ− , rλ+) of rϕ under this spectral covering map. Indeed, by (1.5) and
[Opd2, Theorem 6.1] we have
(4.7) γ(ϕ, q) = Cµ
l;{(−rλ− ,rλ+)}
δ−,δ+
(−rλ− , rλ+)
for some C ∈ Q×, and rλ± = rb,δ±;λ± is a residual point with positive coordinates as
described in (4.6). The relevant parameters (δ−, δ+; b) have been given with the discrete
unramified LLP in Section 4.4.
Secondly, we look at the translational STM. Let Cd(m−,m+)[q
b′ ] be a unipotent affine
Hecke algebra with parameter (m−,m+; b
′). A translational spectral transfer morphism
(4.8) ψ : Cd(m−,m+)[q
b′ ] Cl(δ−, δ+)[q
b]
is given by a morphism of the underlying algebraic tori ψT : T
d → T l (d ≤ l) with
image2 Im(ψT ) = L ⊂ T
l. Suppose (−rλ− , rλ+) ∈ L. Then by [Opd2, Proposition 5.2,
Theorem 6.1] there exists a residual point (−rρ− , rρ+) ∈ T
d for Cd(m−,m+)[q
b′ ] such
that
(4.9) ψT (−rρ− , rρ+) = (−rλ− , rλ+).
In this situation there exists [Opd2, Theorem 6.1] a constant C ′ ∈ Q× such that:
(4.10) µ
l;{(−rλ− ,rλ+)}
δ−,δ+
(−rλ− , rλ+) = C
′µ
d;{(−rρ− ,rρ+ )}
m−,m+ (−rρ− , rρ+)
Combining with (4.7) we thus obtain, for some nonzero rational constant factor C, that
(after choosing ψT appropriately in its equivalence class, cf. [Opd2, Definition 5.9]):
(4.11)
γ(ϕ, q) = Cµ
d;{(−rρ− ,rρ+ )}
m−,m+ (−rρ− , rρ+); with ψT (−rρ− , rρ+) = (−rλ− , rλ+) = ψ0,T (rϕ)
An important special case of (4.8) is when d = 0. In this case, C0(m−,m+)[q
b′ ] is a
direct summand of the the (rank 0) Hecke algebra of a maximal cuspidal type (PFu, σ)
of GFu corresponding to a maximal proper uθ-stable subset Ja,b ⊂ I˜ as in Section 3.1.
The unique residual point of this rank 0 Hecke algebra is denoted by (−rρ− , rρ+), and
its image ψT (−rρ− , rρ+) = L =: {(−rλ− , rλ+)} is a residual point in T
l. In this case,
(4.11) reduces to:
(4.12) γ(ϕ, q) = Cfdeg(πχ)
where πχ is any element of the finite set of irreducible cusipdal unipotent characters
associated with Ja,b ⊂ I˜.
2The image is a priori a residual coset, cf. [Opd2, §5.1].
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Remark 4.5.1. The relation between the maximal subset Ja,b ⊂ I˜ and the parameters
(m−,m+; b) is given by equation (34) (which we recover as (4.13) below) and the list
of STMs in [Opd3, 3.2.6]. Our main result, Theorem 4.6.1 states that equation (4.12)
for a given maximal subset Ja,b determines (λ−, λ+) (up to obvious symmetry in case
δ− = δ+).
It is thus useful to give the parameters m± and b
′ explicitly. It is known [Opd3, (32)]
that m± ∈ (Z/4)≥0 and b
′ ∈ {1, 2} satisfy m+ ±m− ∈ Z/2, and b
′ = 1 if and only if
both m+ ±m− ∈ Z.
The parameters {m−,m+}
3 by the following rules are determined in each case (i) to
(vi) in Section 3.1 by the following rules described in [Opd3, (34)]:
(4.13) {|m+ −m−|,m+ +m−} =

{1/2 + a, 1/2 + b} case (i);
{2a, 1 + 2b} case (ii);
{1 + 2a, 1 + 2b} case (iii);
{2a, 2b} case (iv);
{1/2 + a, 1 + 2b} case (v);
{1/2 + a, 2b} case (vi).
This results in a partition of the set V of relevant parameters (m−,m+), making it as a
disjoint union of six subsets VX with X ∈ {I, II, III, IV, V, VI}, according to the cases
(i) to (vi) in Section 3.1.
In order to define the corresponding µ-function µlm−,m+ on T
l as in [Opd2, Definition
3.2], we need to know the parameters m±(α) for α ∈ R0, and we need to know the
normalization factor of the µ-function. As to the former, we note that here R0 ⊂ X
∗(T l)
is of type Bl, whose positive roots are ti (with 1 ≤ i ≤ l) and tit
±1
j (with 1 ≤ i < j ≤ l).
We thus define the m±(α) by:
(4.14) m−(tit
±1
j ) = 0, m+(tit
±1
j ) = b
′; m−(ti) = b
′m−, m+(ti) = b
′m+.
The normalization factor of µlm−,m+ is given by τm−,m+(1) := (v
b′ − v−b
′
)−ldτm−,m+ with
dτm−,m+ given by [Opd3, (33)] (when the rank l = 0 this equals fdeg(πχ, q) as defined
by 3.2). Observe that this is well-defined because {m−,m+} determines a and b in the
cases II, V and VI, and determines a and b up to order in the other cases.
To introduce the extra-special STM we introduce some further notations for the cases
V and VI: if m± ∈ Z± (1/4) and m± > 0 we write
(4.15) m± = κ± +
2ǫ± − 1
4
with ǫ± ∈ {0, 1} and κ± ∈ Z≥0. We define δ± ∈ {0, 1} by κ± ≡ δ± (mod 2). Observe
that in case V we have δ− 6= δ+ while in case VI we have δ− = δ+.
Equation (4.11) enables us to rewrite γ(ϕ, q) in other ways, useful for the analysis
of the difficult cases δ± ∈ {0, 1}. We will show in Section 5 that for every partition
3We view {x, y} as a multiset, so we still consider {x, y} as a pair even if x = y.
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λ ⊢ 2l + δ (with δ ∈ {0, 1}) with odd, distinct parts, there exists m ∈ (Z ± 1/4)+,
d ∈ Z≥0 and a spectral transfer map (a so-called extra-special STM)
(4.16) ξ : Cd(1/4,m)[q
2] Cl(0, δ)[q]
such that the (infinitesimally) real residual point rλ := r1,δ;λ ∈ T
l
v is in the image of ξT
(where T lv denotes the real vector subgroup of T
l). Therefore [Opd2, Proposition 5.2]
we can find a real residual point r ∈ T dv of Cd(1/4,m)[q
2] such that ξT (r) = r1,δ;λ. The
real residual points of Hecke algebras with generic parameters such as Cd(1/4,m)[q
2] are
parameterized by partitions ρ ⊢ d, where the coordinates of r = r2,m;ρ are simply given
by q2c(x) with c(x) running over contents of the m-tableau of shape ρ (cf. [HO, OS]). In
other words, for every odd, distinct partition λ of 2l + δ we can find a pair (m,ρ) as
above, with ρ ⊢ d, and an extra-special STM such that
(4.17) ξT (r2,m;ρ) = r1,δ;λ.
In particular, by (4.10), we have the relation (for some nonzero rational constant C):
(4.18) µ
l;{r1,δ;λ}
0,δ (r1,δ;λ) = Cµ
d;{r2,m;ρ}
1/4,m (r2,m;ρ)
The point of all this is that the left-hand side of (4.18) is, up to a nonzero rational
constant, the adjoint gamma factor of an unramified Langlands parameter ϕ (with sϕ =
1), while the right-hand side is the residue at a residual point of the µ-function of a Hecke
algebra with generic parameters. The latter expression exhibits much less complicated
cancellations, and it is on this side where we will analyze the combinatorial implications
of the property observed in Corollary 3.1.1.
The bijection λ ↔ (m,ρ) between the set of odd distinct partitions, and the set of
pairs (m,ρ) with m ∈ (Z± 1/4)+ and ρ a partition is made explicit in Section 5.
4.6. The main theorem. We are now ready to state our main theorem. It generalizes
the version in the Introduction in two aspects: the group is not necessarily simply
connected, nor K-quasi-split. To be precise, let G be isogenous to a classical group over
K which splits over an unramified extension. Let ω = [u] ∈ H1(F,Gad), and denote
Gu the corresponding inner form of G. Given a maximal parahoric subgroup P of G
such that Fu(P) = P, let σ be a cuspidal unipotent representation of P
Fu . We have a
compactly induced representation c–IndG
Fu
PFu
σ. Let π be an irreducible summand of this
induced representation, with formal degree fdeg(π, q) given by (3.2). Our main Theorem
is:
Theorem 4.6.1. Let π be a supercuspidal unipotent representation of the group GFu
which occurs as an irreducible summand of c–IndG
Fu
PFu
σ. There exists a unique (Ωθ)∗-
orbit (Ωθ)∗[ϕ] of equivalence classes of discrete unramified local Langlands parameters
ϕ ∈ Φ2ur(G
Fu) such that, for some nonzero rational constant C (depending only on the
centralizer of the image of φ and not on K), one has
(4.19) fdeg(π, q) = Cγ(ϕ, q)
as rational functions in q with Q-coefficients.
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We remark that if the discrete unramified Langlands parameter ϕ as in Theorem 4.6.1
corresponds to the pair of unipotent partitions (λ−, λ+) as in §4.4, then (4.7) implies
that (4.19) is equivalent to the following equality
(4.20) fdeg(π, q) = C ′µ
l;{(−rλ− ,rλ+)}
δ−,δ+
(−rλ− , rλ+)
where C ′ is a nonzero rational constant.
The point of the present paper is that (4.19) completely characterizes (Ωθ)∗[ϕ]. One
immediate consequence of this characterization is that one can associate a discrete un-
ramified LLP to a cuspidal unipotent character using this characterization for groups of
arbitrary isogeny type. We formulate this for arbitrary almost simple groups (which is
allowed since the necessary results for exceptional groups are known [R3, Fe2]):
Corollary 4.6.2. Let G be a connected absolutely almost simple group over K which
splits over Kur, and let π be a cuspidal unipotent representation of G
Fu. The set of
solutions [ϕ] of (4.19) is a unique (Ωθ)∗-orbit of equivalence classes of unramified local
Langlands parameters which is canonically associated with π.
4.7. The list of solutions. For the cuspidal unipotent representations as described in
Section 3.1, we list below the classes of parameters [ϕ] which are solutions of (4.19) for
the various classical groups (other than the easy type A case) explicitly. By Corollary
4.3.1, for each classical type (other than the easy case of type A) it is enough to consider
one specific group in the isogeny class of this type. Therefore, it is reduced to consider
the associated affine Hecke algebra of the form Cl(δ−, δ+)[q
b] as described in Section 4.4.
We remark that for the adjoint form of a classical group this unique (up to the action of
(Ωθ)∗) parameter ϕ is exactly the parameter which Lusztig [Lus3] associated somehow
with the supercuspidal unipotent representation π. These are the equivalence classes of
unramified Langlands parameters which support a cuspidal local system. We also give
the corresponding ω ∈ H1(F,Gad) ≃ Ωad/(1 − θ)Ωad, indicating the class of the inner
form G of which π is a representation, in terms of the parameter ϕ. The partitions are
expressed as an increasing sequence of nonzero numbers.
(i) Let G be of type 2˜An. The group Ωad/(1− θ)Ωad is trivial if n = 2l is even, and of
order two if n = 2l−1 is odd, and let ω ∈ Ωad/(1−θ)Ωad. Let π be a cuspidal unipotent
representation of GFu associated with a subset of the form Ja,b ⊂ I˜ as in Section 3.1. Put
s = (a/2)(a + 1)− 1, t = (b/2)(b + 1) − 1, then s + t+ 2 = n + 1 and ω is nontrivial iff
s and t are both even (or equivalently, if a, b are both equal to 1 or 2 modulo 4). Fix
parameters (m−,m+) ∈ V
I such that {|m− −m+|,m− +m+} = {a + 1/2, b + 1/2} as
in (4.13), where m− ∈ Z+ 1/2. Let δ− = 1/2 and let δ+ ∈ {0, 1} be the parity of m+.
Then ϕ corresponds to the pair of partitions (λ−, λ+) where λ± are given by
λ− = [2, 4, . . . , 2(m− − 3/2), 2(m− − 1/2)], λ+ = [1, 3, . . . , 2m+ − 3, 2m+ − 1].
We have |λ−|+ |λ+| = n+ 1.
(ii) Let G be of type B˜l, (l ≥ 2). The group Ωad/(1 − θ)Ωad has order two, and let
ω ∈ Ωad/(1 − θ)Ωad. Let π be a cuspidal unipotent representation of G
Fu associated
with a subset of the form Ja,b ⊂ I˜ as in Section 3.1, so that l = s + t = a
2 + b(b + 1).
Then ω is nontrivial iff a is odd.
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Fix (m−,m+) ∈ V
II such that {|m−−m+|,m−+m+} = {2a, 1+2b} as in (4.13). We
put δ± = 1/2. The pair of partitions (λ−, λ+) is given by
λ± = [2, 4, . . . , 2(m± − 3/2), 2(m± − 1/2)].
We have |λ−|+ |λ+| = 2l.
(iii) Let G be of type C˜l, (l ≥ 2). We consider here only the case ω = 1; for the
non-split inner form (which is an extra-special case), see (v). Fix (m−,m+) ∈ V
III such
that {|m− − m+|,m− + m+} = {1 + 2a, 1 + 2b} as in (4.13), with m− even. We fix
δ− = 0, δ+ = 1. The partitions are given by
λ± = [1, 3, . . . , 2m± − 3, 2m± − 1].
We have |λ−|+ |λ+| = 2l + 1.
(iv) Let G be of type D˜l (l ≥ 4) or of type 2˜Dl (l ≥ 4). The group Ωad of the split
group of type D˜l is isomorphic to C4 (odd l) or C2 × C2 (even l), and has a nontrivial
automorphism θ of order 2 induced by the finite diagram automorphism associated with
the quasi-split structure of type 2˜Dl. We write explicitly Ωad = {1, ρ, η, ηρ} such that
Ωθad = {1, η} (so ρ
2 = 1 if l is even, and ρ2 = η else). Then (1 − θ)Ωad = Ω
θ
ad and we
denote Ωad/(1 − θ)Ωad = {1, ρ} ≃ C2. In this item, we only consider those inner forms
GFu for which the image in Ωad/(1− θ)Ωad is trivial. For the remaining (extra-special)
cases, see (vi).
If G is of type D˜l and ω = 1, consider Ja,b = Da2 ⊔ Db2 with a and b both even.
Fix (m−,m+) ∈ V
IV such that {|m− − m+|,m− + m+} = {2a, 2b} as in (4.13). We
have m± ≡ 0 (mod 4). If ω = η then Ja,b =
2Da2 ⊔
2Db2 with a and b both odd. We
now have m± ≡ 2 (mod 4). For the quasi-split groups of type 2˜Dl (l ≥ 4), we have
Ωad/(1− θ)Ωad = C2 and we consider only the case ω = 1. In this case Ja,b = Da2 ⊔
2Db2
with a even and b odd. We now take m− ≡ 2 (mod 4) and m+ ≡ 0 (mod 4).
In all these cases we have δ± = 0, and the pair of partitions (λ−, λ+) is given by
λ± = [1, 3, . . . , 2m± − 3, 2m± − 1].
We have |λ−|+ |λ+| = 2l.
(v) Let G be of type C˜l (l ≥ 2) and let ω correspond to the non-trivial element
ρ ∈ Ωad/(1 − θ)Ωad. This is an extra-special case. Fix (m−,m+) ∈ V
V such that
{|m−−m+|,m−+m+} = {a+1/2, 1+2b} as in (4.13). Define κ± ∈ Z≥0 and δ± ∈ {0, 1}
by writing m± = κ± + (2ǫ± − 1)/4, with κ± ≡ δ± (mod 2). By possibly interchanging
m− and m+ we can choose κ− even and κ+ odd, so that (δ−, δ+) = (0, 1). The pair of
partitions (λ−, λ+) is given by:
λ± = [1 + 2ǫ±, 5 + 2ǫ±, . . . , 4(κ± − 1) + 1 + 2ǫ±].
(vi) The inner twists of D˜l (l ≥ 4) corresponding to ω = ρ or ρη or the inner twist of
2˜Dl (l ≥ 4) corresponding to ω = ρ. These cases are extra-special. Fix (m−,m+) ∈ V
VI
such that {|m− − m+|,m− + m+} = {a + 1/2, 2b} as in (4.13), and define κ± and
δ± ∈ {0, 1} as in (v). We now have δ− = δ+, and again the pair (λ−, λ+) is given by:
λ± = [1 + 2ǫ±, 5 + 2ǫ±, . . . , 4(κ± − 1) + 1 + 2ǫ±].
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5. Description of the extra-special algorithm
Let Podd,dist be the collection of all partitions (including the zero partition) with odd,
distinct parts. Let
R = {(m,ρ) | m ∈ Z± 1/4, m > 0 and ρ a (possibly zero) partition}.
We will define two operations E : Podd,dist → R and D : R→ Podd,dist and prove they are
inverse to each other. We refer to E as the extra-special algorithm.
We remark that the map D is similar, and indeed equivalent to the algorithm discussed
in [CK, §4.4]. It was also shown in [CK] that D is an injective map. 4
The algorithm E : λ 7→ (m,ρ) produces a number m ∈ (Z± 1/4)+, and an m-tableau,
whose shape we call ρ. The steps to produce m and Tm(ρ) from λ ∈ Podd,dist are as
follows:
(1) Write λ as a non-negative integral sequence in decreasing order. Define  =
(λ−1)/2, where (λ−1)/2 means substracting 1 from all nonzero parts of λ, and
then dividing each part by 2.
We stress that we do not regard  as a partition, but as a tuple of non-negative
integers, whose length is equal to the number of nonzero parts of λ.
(2) Let κ ≥ 0 be the excess number of parts of the dominant parity type (even or
odd) of . Put ǫ = 1 if the dominant parity type is odd or if κ = 0 (in which
case we shall call the dominant parity type odd as well), otherwise put ǫ = 0.
Let m = κ+ (2ǫ− 1)/4. This gives us the required number m ∈ (Z± 1/4)+.
(3) Let ′ = (γ1, . . . , γκ) be the sub-sequence in  of the κ smallest parts of dominant
parity type.
(4) Removing ′ from  and denote the remaining sub-sequence of  by ′′. Thus ′′
has an equal number parts of both parities. Arrange ′′ in t pairs:
′′ =
(
(α1, β1), . . . , (αt, βt)
)
with α1 > · · · > αt and β1 > · · · > βt, where for all i, αi is of dominant parity
type and βi is of the other parity type.
(5) For every pair (αi, βi) we denote by Tm(H(αi, βi)) the hook-shaped m-tableau
whose hand (the box at the end of its arm) is filled with (αi−1/2)/2, and whose
foot has filling |βi − 1/2|/2.
Note that we need to take the absolute value in the latter expression since it
might happen that the smallest part of  is 0. If ǫ = 1 then the part 0 of  will
appear as βt = 0 in the smallest pair (αt, βt) of 
′′. Also, if ǫ = 0 then κ > 0,
and then the part 0 of  will appear as the smallest part γκ of 
′. In particular,
we always have (αi − 1/2)/2 > 0 for all i.
Let Tm(H) be the m-tableau obtained by nesting the hook shaped tableaux
Tm(H(αi, βi)) in decreasing order. Observe that all hooks Tm(H(αi, βi)) contain
a box with filling m (namely the box at the corner) and a box with filling 1/4
(these two boxes coincide when m = 1/4). We call such hooks m-hooks. Hence
4We thank Dan Ciubotaru for pointing out the reference [CK] to us.
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the leg of an m-hook has length at least κ, since its corner box has filling m and
the box with filling 1/4 is precisely κ boxes below that.
(6) We add horizontal strips Si (which may be empty) to Tm(H) (for i = 1, . . . , κ). If
γi < 2(m− i+1)+1/2, then the strip Si is empty. Otherwise Si is the horizontal
(m− i+1)-tableau whose rightmost extremity has filling |γi− 1/2|/2 (again, we
need the absolute value because it might happen that γκ = 0, namely if  con-
tains 0 as a part, and if in addition ǫ = 0). These horizontal strips can be added
to Tm(H) in a unique way such that the union is an m-tableau (so S1 is placed
at the “armpit” of Tm(H), and Si+1 is placed just below Si for i = 1, . . . , κ− 1).
Observe that for all i the parity type of γi is ǫ. The smallest possible value of γi
equals γi = 2(m− i+ 1) − 3/2, corresponding to Si being empty. In particular,
the smallest possible value of κ is κ = ǫ. If all strips Si are empty, we have:
′ = (ǫ+ 2(κ− 1), ǫ + 2(κ− 2), . . . , ǫ)
Denote the union of the strips Si by Tm(S). Then Tm(S) is either an m-tableau
or empty.
(7) Finally, ρ is the partition whose Young diagram is the shape formed by the union
of the m-hooks H and strips Si in the way indicated above.
As mentioned above, we call the hook-shaped m-tableaux Tm(H(αi, βi)) the m-hooks
of Tm(ρ). Observe that the m-hooks of Tm(ρ) are precisely the hooks in Tm(ρ) which
are m-tableaux, and contain 1/4. Equivalently, a hook of Tm(ρ) which is an m-tableau
is an m-hook if and only if its leg length is at least κ.
Example 5.0.1. Let λ = [21, 19, 13, 9, 5, 3] be an odd distinct partition. We have al-
ready ordered the parts of λ in decreasing order. Then we have  = (10, 9, 6, 4, 2, 1).
We now have 4 even numbers and 2 odd numbers. Thus the dominant parity type is
even (hence ǫ = 0) and the excess number κ = 4−2 = 2. We getm = κ+(2ǫ−1)/4 = 7/4.
Now ′ = (4, 2). Removing ′ from  we obtain ′′ =
(
(10, 9), (6, 1)
)
. Therefore we
will have 2 hook-shaped m-tableaux and 2 horizontal strips. The Young tableau is as
follows:
7/4 11/4 15/4 19/4
3/4 7/4 11/4
1/4 3/4 7/4
5/4 1/4 3/4
9/4
13/4
17/4
The two horizontal strips are the two right-most boxes in the third and fourth rows.
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We next describe the operation D, namely how to recover the odd distinct partition
λ ∈ Podd,dist from (m,ρ) ∈ R.
Recall that m ∈ (Z ± 1/4)+. Let κ be the closest integer to m and write m =
κ+ (2ǫ− 1)/4 with ǫ = 0 or 1. This uniquely determines a parity type ǫ and a nonneg-
ative integer κ. Define δ ∈ {0, 1} by κ ≡ δ (mod 2).
The m-tableau Tm(ρ) can be written as a disjoint union of nested Tm(ρ)-hooks which
are themselves m-tableaux. If one of these hook shapes is an m-hook than all its prede-
cessors are m-hooks too (since the condition for such hooks to qualify as m-hooks is that
their leg lengths are at least κ). Hence Tm(ρ) has a unique decomposition as the union
Tm(H) ∪ Tm(S) of two m-tableaux (both possibly empty) such that H is the largest
m-tableau contained in Tm(ρ) which is a union of m-hooks, and S is the complement
of H in Tm(ρ). By the above we see that S is itself an m-tableau (or empty) without
m-hooks, and that S has at most κ parts.
We number the shapes of the the nested m-hooks in Tm(ρ) in decreasing order as
H1, · · · ,Ht. For every i, Tm(Hi) defines unique pair of nonnegative integers (αi, βi) such
that Tm(Hi) = Tm(H(αi, βi)). Indeed, if the hand of Tm(Hi) has filling Ai ∈ (Z± 1/4)+
and its foot has filling Bi ∈ (Z ± 1/4)+, then αi is the unique integer of parity type ǫ
nearest to 2Ai ∈ (Z+1/2)+ (which is easily seen to be 2Ai +1/2), and βi is the unique
integer of parity type 1 − ǫ nearest to 2Bi ∈ (Z + 1/2)+. In particular, every such pair
(αi, βi) consists of nonnegative integers with opposite parity type.
Recall that S itself is an m-tableaux (or empty) with at most κ parts. Let S1, · · · , Sκ
denote the list of rows of S (where some of the rows, or even all of them, may be empty).
Let the rightmost box of Si be filled with Ci ∈ (Z ± 1/4)+. If Si is empty, we define
Ci = |m − i| ∈ (Z ± 1/4)+ (this is the filling of the rightmost box of the (t + i)-th row
of Tm(ρ), provided that t 6= 0 (otherwise S = Tm(ρ), in which case this row is empty
by assumption)). Define γi, for i = 1, . . . , κ, as the unique nonnegative integer of parity
type ǫ nearest to 2Ci ∈ (Z± 1/2)+.
This determines a set of pairs of nonnegative integers (of opposite parity) (αi, βi),
and a set of nonnegative integers γj uniquely. Observe that these integers are mutually
distinct.
Now we form the descending list  of the numbers (αi, βi) (for i = 1, . . . , t) and the
γj (for j = 1, . . . , κ). Observe that the length of  is at least κ (namely, we have at least
the numbers γj for i = 1, . . . , κ in our list). Finally we define λ := 2+ 1. Observe that
λ has distinct, odd parts, and that δ (the parity of κ) is also the parity of the number
of parts of λ.
We can also form the descending list e of the numbers (αi − 1/2)/2 the (βi − 1/2)/2
(for i = 1, . . . , t) and the (γj − 1/2)/2 (for j = 1, . . . , κ). Observe that the list e may
contain at most one negative number as an entry, namely −1/4. Then  = 2e+ 1/2, and
the list |e| of absolute values of e is the list consisting of the fillings of arms (the Ai) and
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feet (the Bi) of the m-hooks Hi of Tm(ρ) (for i = 1, . . . , t), combined with the list of the
Cj (for j = 1, . . . , κ).
Theorem 5.0.2. The operations E : Podd,dist → R and D : R → Podd,dist are inverse
bijections.
We will not give the formal proof (which is straightforward, see [Fe1]). Instead, we
will give some illustrative examples.
Example 5.0.3. Examples of the operator D:
(1) Let m = 1/4 and ρ be zero. Then λ is zero as well. On the other hand, if
m = 3/4 and ρ is zero, then we have no m-hooks, but since κ = 1 and ǫ = 0, we
have one empty strip S1, which yields C1 = 1/4, and γ1 = 0. Hence e = (−1/4),
and λ = [1].
(2) Let m = 15/4 and ρ be the zero partition. Then m = 4 − 1/4 gives κ = 4
and ǫ = 0. We have no m-hooks, and κ = 4 strips which are all empty. Hence
C1 = m−1 = 11/4, C2 = m−2 = 7/4, C3 = m−3 = 3/4 and C4 = |m−4| = 1/4,
and thus γ1 = 6, γ2 = 4, γ1 = 2, γ1 = 0. So e = (11/4, 7/4, 3/4,−1/4). We
obtain the odd distinct partition λ = [13, 9, 5, 1] (let us agree that we may also
denote a partition in increasing order, using square brackets as delimiters).
(3) For a singelton m = 1/4 we have κ = 0, ǫ = 1. Hence we have one hook,
and no strips (even no empty ones!). We find that e = (1/4,−1/4); thus we get
λ = [3, 1].
(4) Consider the following tableau:
5/4
1/4
Herem = 5/4 = 1+1/4. Therefore κ = 1 and ǫ = 1. We have onem-hook, and
one empty strip. Thus (A1, B1) = (5/4, 1/4), and ((α1− 1/2)/2, (β1 − 1/2)/2) =
(5/4,−1/4). In addition the empty strip S1 yields C1 = |m− 1| = 1/4, and thus
γ1 = 1. Thus we form the descending list e = (5/4, 1/4,−1/4) and recover the
odd distinct partition λ = [7, 3, 1].
6. Discrete unramified Langlands parameters of even degree for
classical groups
As we have observed before, the formal degree of a cuspidal unipotent representation
π of a classical group is, with our normalization of Haar measures, the reciprocal of a
product of even cyclotomic polynomials. Thus a discrete unramified local Langlangds
parameter ϕπ such that (1.3) holds has to be “of even degree”. This turns out to be
a very selective property. In the present section we will classify all discrete unramified
Langlands parameters ϕ which are of even degree. We first reduce the classification
to real Langlands parameters of even degree in Section 6.2, which come in the three
flavours Odd Orthogonal, Symplectic and Even Orthogonal. The Odd Orthogonal case
(δ = 1/2) is elementary, see Section 6.3. The Even Orthogonal (δ = 0) and Symplectic
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(δ = 1) cases (see Section 6.5) are more involved, requiring the technique of extra-
special spectral transfer morphisms as discussed in the previous Section 4.5 to translate
the problem to classifying real residue points of even degree for affine Hecke algebras
with parameters of the form m ∈ (Z± 1/4)+ (see Section 6.4). The main classification
results are Proposition 6.3.2 and Proposition 6.5.1.
We now first start in Subsection 6.1 by fixing some notations for two natural bases of
the free abelian subgroup of the multiplicative group of the field of rational functions in
v generated by the cyclotomic polynomials in q = v2.
6.1. Multiplicity functions. We introduce some notations for counting the multiplic-
ities of (odd) cyclotomic polynomial factors in the formal degrees. Recall the n-th
cyclotomic polynomial Φn(q) =
∏
s|n(1− q
s)µ(n/s). Recall the following basic facts:
(1) The cyclotomic polynomials are distinct irreducible elements of Z[q].
(2) Φn(q
2) = Φ2n(q) if n is even, while Φn(q
2) = Φ2n(q)Φn(q) if n is odd.
(3) A polynomial of the form 1 + qn (n ∈ Z+) is a product of even cyclotomic
polynomials.
Let K be the fraction field of C[v±]. LetM0 be the subgroup of the multiplicative group
K× generated by Q×, v, and the set {Φk(q) : k ∈ Z+}. Then M0 is the direct product
of Q×, of vZ, and of the free abelian group Mc with basis {Φk(q)}k∈Z+ . By Mo¨bius
inversion, {qk − 1}k∈Z+ is also a basis of Mc.
Definition 6.1.1. Given f ∈M0, write f = Cv
lfc with C ∈ Q
×, l ∈ Z, and fc ∈Mc.
(1) For n ∈ Z+ we define cyclf (n/2) as the coefficient of Φn(q) in the expansion
of fc ∈ Mc with respect to the basis {Φk(q)}k≥1 of Mc (i.e. the irreducible
decomposition of fc). This defines a multiplicity function cyclf : (Z/2)+ → Z.
If we say “f does not contain Φn as a factor”, we mean cyclf (n/2) = 0.
(2) For n ∈ Z+ we define multf (n/2) as the coefficient of q
n− 1 in the expansion of
fc ∈Mc with respect to the basis {q
k − 1}k≥1 of Mc. This defines a multiplicity
function multf : (Z/2)+ → Z.
(We apologize to the reader for this convention of dividing the argument by 2, but this
turns out to be convenient in the context of this paper.)
If k ∈ (Z+ 1/2)+, by Mo¨bius inversion we have
(6.1) cyclf (k) =
∑
a≥1
multf (ak).
We suppress the subscript f in multf and cyclf , if there is no danger of confusion.
6.2. Reduction to real Langlands parameters. A Langlands parameter ϕ is called
real if sθ is G∨-conjugate to θ. A residual point r = cs ∈ T d is called real if s = 1. We
have seen in Section 4.5 that the residual points for a unipotent affine Hecke algebra of the
form Cd(m−,m+)[q
b] with (m−,m+) ∈ V are of the form r(λ−,λ+) = (−rλ− , rλ+) ∈ T
d,
with rλ± = cλ± ∈ T
d± a real residual point.
From the definition and normalization of µdm−,m+ as discussed in Section 4.5 we see
easily that modulo even cyclotomic polynomial factors, rational constants and powers of
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q, we have a factorization:
(6.2) f := µ
d,{r(ρ−,ρ+)}
m−,m+ (r(ρ−,ρ+)) ≡ µ
d−,{rρ−}
m+,m− (rρ−)µ
d+,{rρ+}
m−,m+ (rρ+) := f−f+.
Also easy to see is the fact that, modulo even cyclotomic factors, powers of q and nonzero
rational factors, we have
(6.3) µ
d±,{rρ±}
m,m± (rρ±) ≡ µ
d±,{rρ±}
m′,m±
(rρ±)
for any choice of m′ ∈ Z/4 such that the pair (m′,m±) belongs to the same type V
X
as (m,m±) (which implies in particular that the base b is the same for both parameter
tuples). Therefore, without loss of generality, we may choosem′ as small as possible such
that (m′,m±) belongs to V
X . For example, for the types V and VI we choose m′ = 1/4,
so that the expressions to be analysed have the form µ
d±,{rρ}
1/4,m±
(rρ).
Clearly, if the multiplicity of all odd cyclotomic polynomials in both factors on the
right-hand side of (6.2) is zero, then the same thing is true on the left-hand side. Re-
markably, the converse is also true in the following sense.
Proposition 6.2.1. Let r(ρ−,ρ+) be a residual point for parameters (m−,m+) of type I
to VI. If the support Supp(cyclf±) of cyclf± is not contained in Z for at least one of f−
or f+, let p±+1/2 ∈ Supp(cyclf±)∩ (Z+1/2) denote the maximal element. In this case
we have:
cyclf±(p± + 1/2) > 0,
In particular the support of cyclf is not contained in Z in this situation either, and if
p+ 1/2 ∈ Supp(cyclf ) ∩ (Z+ 1/2) is the maximal element, then cyclf (p+ 1/2) > 0. In
other words, r(ρ−,ρ+) is of even degree if and only if rρ− and rρ+ are both of even degree.
Proposition 6.2.1 yields a necessary condition for the partitions λ± such that ψ0,T (rϕ) =
r(λ−,λ+) ∈ T
l is a residual point for Cl(δ−, δ+)[q
b], where ϕ is a discrete unipotent Lang-
lands parameter satisfying (4.19). Indeed (4.7), Corollary 4.3.1 and Proposition 6.2.1
imply that rλ± need to be of even degree, i.e. that no odd cyclotomic factors can occur
in µ
l±,{rλ±}
δ′,δ±
(rλ±). If δ± ∈ {0, 1} and b = 1 we can further simplify this using (4.18), to
reformulate this as a condition on the pair (m±, ρ±) corresponding to with λ± via the
extra-special algorithm (we will also refer to this by saying that (m−, ρ−) and (m+, ρ+)
are of even degree). This necessary condition limits the list of eligible partitions λ±
which may arise from a discrete unramified Langlands parameter ϕ of a cusipdal unipo-
tent representation considerably.
To prove Proposition 6.2.1 we only need to consider the factors on the right-hand side
of (6.2) individually. Thus we will omit the subscripts ± for the partitions and ranks
for an individual factor. 5 Using (4.18) and the results of Section 5 we conclude that in
order to prove Proposition 6.2.1, it suffices to show that:
Proposition 6.2.2. For all pairs (m,ρ) with ρ ⊢ n a partition (possibly empty) and m ∈
(Z± 1/4)+ such that µ
n,{rρ}
1/4,m (rρ) contains odd cyclotomic polynomial factors Φ2p+1, the
5The subscripts ± will be used a lot below, but with an entirely different meaning.
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multiplicity of Φ2pm+1 with pm ∈ Z+ maximal such that Φ2pm+1 has nonzero multiplicity
in µ
n,{rρ}
1/4,m (rρ) appears with positive multiplicity.
The same statement is true for all δ = 1/2-unipotent classes λ ⊢ 2n (i.e. λ ⊢ 2n has
even, distinct parts), and factors of the form Φ2p+1 in µ
n,{rλ}
1/2,1/2(rλ).
The proof of Proposition 6.2.2, hence of Proposition 6.2.1, as well as the classification
of pairs (m,ρ) (with m ∈ (Z± 1/4)+ and ρ ⊢ n ≥ 0) and of 1/2-unipotent classes λ for
which no odd cyclotomic polynomials appeared in the residue of µ-function as a factor,
will be given in separate sections.
6.3. Counting odd cyclotomic polynomials in the case δ = 1/2. Let λ ⊢ 2n
be a partition with even, distinct parts. Let r := r1,1/2;λ be the corresponding (in-
finitesimally) real residual point for µn1/2,1/2 as in (4.6), i.e. the coordinates of r are of
the form qx for x ∈ Z≥0 + 1/2, where q
x appears with multiplicity h(x) defined by:
h(x+1) = h(x) + 1 if x appears in the list of jumps (λ− 1)/2, and h(x+1) = h(x) else
(see Section 4.4).
Lemma 6.3.1. The real residual point r for µn1/2,1/2 is of even degree if and only if there
exists a p ∈ Z≥0 + 1/2 such that h is given by:
(6.4) h(x) =
{
p− x+ 1 if 0 < x ≤ p,
0 else.
Otherwise the highest odd cyclotomic factor Φ2j+1 of µ
n,{r}
1/2,1/2(r) appears in its numerator.
Proof. Let p ∈ Z≥0 + 1/2 be the largest element in the support of h. Since we have
h(x) = h(x + 1) or h(x) = h(x + 1) + 1 for all x > 0, the definition of p implies
that h(p) = 1. Assume that µ
n,{r}
1/2,1/2(r) contains no odd cyclotomic polynomial factors.
Assume that p = 2k±1/2 is the maximum in the support of h, and that 0 ≤ i < k−1. A
simple book-keeping using the expression of µ-function (with l replaced by n) determines
mult(2p− 2i) in terms of h as follows (the inequality 2p− 2i ≥ p+3/2 ensures that only
the roots (txty)
±1 (with possibly x = y) contribute to this multiplicity):
(6.5)
mult(2p − 2i) = h(p − i) (h(p − i)− h(p− i− 1) + 1)
+
i∑
x=1
h(p− i+ x) (2h(p − i− x)− h(p − i− 1− x)− h(p − i+ 1− x))
Since 2p−2i ≥ p+3/2, and since all factors of the form (1−qk) of µ
n,{r}
1/2,1/2(r) have order
less than or equal to 2p+1, it is clear that mult(2p−2i) represents the multiplicity of the
odd cyclotomic polynomial Φ2p−2i as an irreducible factor of µ
n,{r}
1/2,1/2(r). By assumption
this multiplicity must therefore be equal to 0.
For i = 0, the equations mult(2p) = 0 and h(p) = 1 imply that h(p − 1) = 2. Hence
(6.4) holds for all x > p−2. Now suppose by induction that (6.4) holds for all x > p−2j
for some integer 1 ≤ j ≤ k−1. Using this induction hypothesis we see that all summands
of mult(2p− 2j) for x ≤ j − 2 vanish, so mult(2p− 2j) = 2j + 2− h(p− 2j − 1). Hence
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we have h(p − 2j − 1) = 2j + 2, which implies, in view of the definition of h(x) and
h(p − 2j + 1) = 2j, that
h(p− 2j) = 2j + 1.
Hence we find that (6.4) holds for all x > p − 2j − 2 as well. By induction this proves
that h satisfies (6.4) if p = 2k − 1/2 for some nonnegative integer K, and it shows that
(6.4) is satisfied for all x > 1/2 if p is of the form p = 2k + 1/2. And we see that if h
does not satisfy (6.4) in this range of values for x then the numerator of µ
n,{r}
1/2,1/2
(r) has
an odd cyclotomic polynomial.
Finally, for p = 2k+1/2 we need to rule out the possibility that h(1/2) = p− 1/2. So
assume that h(1/2) = p− 1/2. We compute the multiplicity of the odd cyclotomic poly-
nomial Φp+1/2 = Φ2k+1, but now h(1/2) of the roots of the form txt
−1
y also contribute
in the denominator. To compute this multiplicity, the easiest method is to compare
µ
n,{r}
1/2,1/2(r) with the analogous product µ
n,{r′}
1/2,1/2(r
′), where this time r′ has one extra co-
ordinate equal to q1/2 compared to r. We already know that the multiplicity of Φp+1/2 in
µ
n,{r′}
1/2,1/2(r
′) is 0 since h′ (the multiplicity function of r′) does satisfy (6.4). The difference
with the multiplicity of Φp+1/2 in µ
n,{r}
1/2,1/2(r) consists of two extra factors in the numera-
tor (coming from a factor of the form (1− q1/2qp)2) and 3 more in the denominator (one
coming from (1 − qqpq−1/2) and two from (1 − qqp−1q1/2)). Hence µ
n,{r}
1/2,1/2(r) contains
the factor Φp+1/2, which violates our assumption.
To sum up, we have shown in all cases that if h does not satisfy (6.4) then the highest
odd cyclotomic polynomial Φ2j+1 (where we order the cyclotomic polynomials by the
order of their associated roots) of µ
n,{r}
1/2,1/2(r) will be a factor of the numerator. 
As a consequence of Lemma 6.3.1, we obtain the following:
Proposition 6.3.2. Suppose n, r ∈ Z+. In order that the expression µ
n,{r}
1/2,1/2(r) contains
no odd cyclotomic polynomials for a residual point r = rb=1,1/2;λ, it is necessary and
sufficient that the partition λ is given by λ = [2r, 2r − 2, 2r − 4, . . . , 2] ⊢ r(r + 1) and
n = (r/2)(r + 1) for some r ∈ Z+. In this case, this residual point represents a rank 0
spectral transfer morphism T 01/2,r+1/2 → T
n
1/2,1/2, and we have
µ
n,{r}
1/2,1/2(r) =
∏
k∈Z+
(1 + qk)−h(k+1/2)−h(k−1/2)
with h(·) as in Lemma 6.3.1.
6.4. Counting odd cyclotomic polynomials in the case m ∈ (Z± 1/4)+. Given a
pair (m,ρ) with m ∈ (Z± 1/4)+ and ρ ⊢ r a partition, let us introduce some notations
attached to the m-tableau Tm(ρ) of ρ.
We denote the entries of the upper-left, upper-right and lower-left cornered boxes of
Tm(ρ) by m, p+, p− respectively. Note that p+ ≥ m and p+ −m ∈ Z. Let am ∈ [0, 1) be
determined by m − am ∈ Z. Then the am-diagonal inside the m-tableau indicates the
change of congruence classes of the entries modulo Z. So, all entries of Tm(ρ) are in the
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same congruence class modulo Z if and only if p−−m ∈ Z. Denote the entry of the last
box below p+ by r+, and the entry of the last box horizontal to the right of p− by r−.
Below is an example of a Young diagram with p+ = 15/4,m = 3/4 = am, p− = 9/4 and
r+ = 7/4, r− = 5/4.
3/4 7/4 11/4 15/4
1/4 3/4 7/4 11/4
5/4 1/4 3/4 7/4
9/4 5/4
We will now study the odd cyclotomic polynomial factors in the q-rational part of residues
µ
r,{rρ}
1/4,m(rρ) at a real residual point rρ = rb=2,m;ρ. Since we neglect even cyclotomic
polynomials of the regularized value of µr1/4,m, after substitution of (t1, . . . , tr) by rρ
(whose coordinates all are odd powers of v) we can replace µr1/4,m by the following
product (as usual, up to nonzero rational constants and powers of v):
(6.6)
1
(1− q)r
r∏
z=1
(1− t2z)
2
(1− q2mtz)(1− q−2mtz)
×
∏
1≤i<j≤r
(1− titj)
2(1− tit
−1
j )
2
(1− q2titj)(1− q−2titj)(1− q2tit
−1
j )(1 − q
−2tit
−1
j )
.
Recall that the coordinates of rρ are of the form q
2c(b) = v4c(b) where b runs over the
boxes of Tm(ρ) and c(b) ∈ (Z± 1/4)+ denotes the content of the box b. Since µ
r
1/4,m is
W r0 -invariant we may replace any number of coordinates q
2c(b) by its reciprocal q−2c(b).
Note however that c(b) and −c(b) are always in a different congruence class modulo Z
in the current situation. This is a key fact in all that follows.
We choose Weyl group elements w± such that w±(rρ) has all its coordinates of the form
v4x with x (mod Z) = ±m. Then the multiplicity h±(x) of v
4x in w(rρ) is independent
of the choice of w±. This defines two multiplicity functions h± : Z ±m → Z≥0 which
satisfy the obvious relation h−(x) = h+(−x) for all x.
The coordinates of w+(rρ) are the contents of the boxes of Tρ(m,+), which is defined
as the Young tableau of ρ with its boxes above or on the am-diagonal filled like those of
Tρ(m), but below the am-diagonal we multiply the contents of the boxes of Tρ(m) by −1.
Similarly, we define Tρ(m,−) by multiplying the content of the boxes of Tρ(m) above or
on the am-diagonal by −1, leaving the boxes below the am-diagonal unchanged. Hence
the multiplicity of the coordinate q2x in w±(rρ) is equal to the length of the x-diagonal
in Tρ(m,±).
Remark 6.4.1. We introduce the following convention, which will only be used in this
section. Given m ∈ (Z± 1/4)+, for x ∈ Z± 1/4 we adopt the notation x
± to denote the
unique element x± ∈ {−x, x} such that x± ∈ Z ±m. For example, m± = ±m, and we
always have p++ = p+.
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Now we analyze the multiplicity functions mult := multf and cycl(k) := cyclf (k)
(cf. Definition 6.1.1 and (6.1)) for f = µ
r,{rρ}
1/4,m(rρ) and k ≥ (p++p−)/4. Let k ∈ Z≥0+3/2
(we use 3/2 here, and not 1/2, because this turns out to be more convenient, and since our
normalization of Haar measures makes sure that the factor Φ1 = q−1 has multiplicity 0 in
the formal degree of any discrete series character). We will need to consider the functions
mult(ak) for a = 1, 2, 4. As seen below, we distinguish between various contributions,
coming from factors associated with different types of roots:
• mult+(k) and mult−(k): For the function mult±(k) we take into consideration
the contribution to (1− q2k) from the (1− titj)
2-terms in the numerator, where
ti, tj are coordinates of w±(rρ) (hence ti = q
2x, tj = q
2y and x, y are both in
the congruence class of m (mod Z) or −m (mod Z)), the factors (1−q2titj) and
(1− q−2titj) in the denominator for such ti, tj , as well as the factors (1− t
2
z)
2.
In this way, any (unordered) pair of boxes of Tρ(m,±) with contents x and y
such that x+y ≥ 3/2 contributes +2 to mult+(x+y) and −1 to mult+(x+y+1)
and mult+(x + y − 1). Moreover, every single box of Tm(ρ) contributes +2 to
mult+(2x). Note that the maximal entry p± occurs only once in Tm(ρ). This
implies in all cases easily that mult±(k) = 0 for k ≥ 2p±.
• mult+,−(2k): Consider factors of the form (1−q
4k) = (1−q2k)(1+q2k), where 4k
equals twice an odd number. In mult+,−(2k), we count such factors of µ
r,{rρ}
1/4,m(rρ)
arising from type D-roots, via factors of the form (1− titj)
2 (in the numerator)
or (1− q2titj) or (1− q
−2titj) (both in the denominator), with ti a coordinate of
w+(rρ), and tj a coordinate of w−(rρ).
In such terms, the pair {i, j} corresponds to a pair of boxes, one with entry
x+ of Tm(ρ,+) and one with entry y
− of Tm(ρ,−), thus in different congruence
classes modulo Z. (If Tm(ρ) contains entires below the am-diagonal, then x
+ is
on or above the am-diagonal, and y
− is below that diagonal in Tm(ρ).) In the
numerator terms we need that 2k = x+ + y− is an odd integer.
Then ti = q
2x+ is a coordinate of w+(rρ), and tj = q
2y− is a coordinate of
w−(rρ). The cardinality of the set of unordered pairs {i, j} such that the cor-
responding coordinate pair {ti, tj} of rρ satisfies {ti, tj} = {q
2x+ , q2y
−
} (with
x++ y− odd) is h+(x
+)h−(y
−). Each such pair contributes +2 to mult+,−(x
++
y−). On the other hand, an unordered pair of such boxes with x+ + y− even
contributes −1 to mult+,−(x
+ + y− − 1) and to mult+,−(x
+ + y− + 1). Notice
that mult+,−(2k) = 0 if 2k > p+ + p
−
−, for obvious reasons.
• mult+,−(4k): Similar as for mult+,−(2k), but now counting the multiplicity of
the factors of the form (1 − q8k) = (1 + q4k)(1 + q2k)(1 − q2k), where 8k is
four times an odd number. For factors in the numerator we are thus search-
ing x, y such that 4k = x+ + y− ≡ 2 (mod 4). In the denominator terms we
should solve 4k = x+ + y− ± 1 ≡ 2 (mod 4). (Since our overall assumption will
be that 4k ≥ (p+ + p−), mult+,−(4k) is possibly nonzero only for the smallest
values of k in our range, depending on the congruence class of p++p− modulo 4.)
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• The terms −h±(k ∓m), coming from the denominator in the first line of (6.6),
as well as the possible contributions from this denominator to (1 − q2k) via a
contribution to (1 − q4k) and (1 − q8k), in other words the terms −h±(2k ±m)
and −h±(4k ±m).
To sum up, for k ∈ (Z+ 1/2)+ we have:
(6.7) mult(k) := (mult+(k)− h+(k −m)) + (mult−(k)− h−(k +m))
while for n ∈ Z+ we have:
(6.8) mult(n) := (mult+,−(n)− h−(n−m))− h+(n+m)
We now compute each of these summands in terms of h− and h+. Note that both
2p+ − k and 2p− − k are integers since p+, p− ∈ Z ± 1/4 and k ∈ (Z+ + 1/2)+. First
look at the factors
(1− titj)
2
(1− q2titj)(1− q−2titj)
.
To find out the multiplicity mult+(k) of the factor (1−q
2k), we separate two cases, based
on the parity of 2p+ − k.
Case (i): 2p+ − k = 2i is even. Then
(6.9)
mult+(k)
=2
i∑
x=1
h+(p+ − i+ x)h+(p+ − i− x) + 2×
1
2
h+(p+ − i)[h+(p+ − i)− 1] + 2h+(p+ − i)
−
i∑
x=1
h+(p+ − i+ x)h+(p+ − i− x+ 1)−
i∑
x=0
h+(p+ − i+ x)h+(p+ − i− x− 1).
Because titj = q
2(c(i)+c(j)) with i < j, we need to count twice the multiplicities of
the entries in the Young diagram whose sum is k (corresponding to (1 − titj)
2), and
subtract once those with sum k + 1 (corresponding to 1 − q2titj) and similar for k − 1
(corresponding to 1 − q−2titj). For the first case we add the terms 2h+(x)h+(y) for
(x, y) a solution to x + y = k with p+ ≥ x ≥ y and x, y ≡ p+ (mod Z). The solutions
to this equation yield the first 2 terms in the formula (the second term corresponds
to x = y = k/2 = p − i). The third term corresponds to the factor (1 − t2z)
2 in the
µ-function. The last two terms correspond to the factor (1− q2titj)(1− q
−2titj).
We introduce the ∆-operator which is defined by
(6.10) ∆h(x) = 2h(x) − h(x+ 1)− h(x− 1),
and the “jump function” for all x:
(6.11) J±(x) = h±(x)− h±(x+ 1) ∈ {−1, 0, 1}.
With these notations we can rewrite the formula of mult+(k) neatly (if k = 2p+ − 2i):
mult+(k) =
i∑
x=1
h+(p+ − i+ x)∆h+(p+ − i− x) + h+(p+ − i)[1 − J+(p+ − i− 1)].
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Case (ii): 2p+ − k = 2i − 1 is odd. In this case for the numerator we lose the terms
corresponding to (k/2, k/2) because of parity, and also (1 − t2z)
2 does not contribute
because of parity. But for the denominator we have the contributions corresponding to
(x, y) with x = y = (k + 1)/2 and x = y = (k − 1)/2. So the formula becomes:
mult+(k)
=2
i∑
x=1
h+(p+ − i+ x)h+(p+ − i− x+ 1)
−
i∑
x=1
h+(p+ − i+ x)h+(p+ − i− x)−
1
2
h+(p+ − i)[h+(p+ − i)− 1]
−
i−1∑
x=1
h+(p+ − i+ x+ 1)h+(p+ − i− x+ 1)−
1
2
h+(p+ − i+ 1)[h+(p+ − i+ 1)− 1]
Using ∆ and J± we can rewrite this formula as (for k = 2p+ − 2i+ 1)
mult+(k) =
i∑
x=1
h+(p+−i+x)∆h+(p+−i−x+1)+
1
2
[h+(p+−i+1)+h+(p+−i)][1−J+(p+−i)].
For all k ∈ Z≥0 +
3
2 we can formally write
(6.12) mult+(k) =
∑
x+y=k, p+≥x>y
x≡y≡m(Z)
h+(x)∆h+(y) +R+(k) =:M+(k) +R+(k),
where the “remainder” R+(k) denotes the term which is not in the summation symbol
of the above formulae. Observe that R+(k) ≥ 0.
By virtue of symmetry we obtain the formula of mult−(k) from the formula of mult+(k)
by replacing + by −. But it is important to observe here that the contributions of
(1 − t2z)
2 of the form (1 − q2k) with k ≡ 2m (mod 2Z) contribute to mult+(k), while
those with k ≡ −2m (mod 2Z) contribute to mult−(k). Together we have used all such
contributions coming from this factor of the µ-function exactly once. Hence we may
write
(6.13) mult−(k) =
∑
x+y=k, p−≥x>y
x≡y≡−m (mod Z)
h−(x)∆h−(y) +R−(k),
with R−(k) ≥ 0.
Remark 6.4.2. Observe that J−(x) + J+(−x− 1) = 0 for all x ∈ Z± 1/4.
Next we look at the summand mult+,−(2k). We need to consider the expression
(1− titj)
2
(1− q2titj)(1− q−2titj)
.
where we now take ti and tj from opposite congruence classes modulo Z. Then c(i) +
c(j) ∈ Z. The contribution to an odd cyclotomic factor (1 − q2k) (with 2k odd) from
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terms of this kind comes from their contribution to the factor of the form 1− q2(c(i)+c(j))
with c(i)+ c(j) = 2k or 4k (and not k, because c(i)+ c(j) ∈ Z now). This readily yields:
(6.14) mult+,−(2k) =
∑
a+b=2k
a≡m(Z),b≡−m(Z)
h+(a)∆h−(b) =
∑
a+b=2k
a≡m(Z),b≡−m(Z)
∆h+(a)h−(b).
The second equality holds by symmetry.
Finally, in our range k ≥ (p+ + p−)/4, we need to subtract the multiplicity of the
odd cyclotomic polynomials occurring in the factors (1 − q2k), (1 − q4k) and (1 − q8k)
appearing in the denominator of the factors
1
(1− q2mtz)(1− q−2mtz)
.
This yields 12 contributions to mult(k): −h±(k ∓m), −h±(2k ±m) and −h±(4k ±m).
Now we turn to the criterion for cycl(k) = 0.
Lemma 6.4.3. Assume that (m,ρ) (with ρ a partition of the rank r) is such that for the
odd cyclotomic factors of f = µ
r,{rρ}
1/4,m(rρ) we have cycl(k) = 0 for all k ∈ (Z+1/2)+ and
k > p+. If r = 1 then m = 1/4; otherwise Tm(ρ) contains boxes below the am-diagonal
(so p−− = p− if r > 1).
Proof. If r = 1 then f ≡ (q − 1)−1(q4m − 1) modulo even cyclotomic factors. Hence un-
less 4m = 1 we have cycl(2m) = 1 and k = 2m > p+ = m, contradicting the assumption.
Assume that r > 1, and that Tm(ρ) has no entires below the am-diagonal. Put
k = p+ + r+ ∈ (Z + 1/2)+. Now mult+(k) − h+(k − m) ≥ 1 by (6.12) (use that
∆(h+)(r+) ≥ 1 and that ∆(h+)(m) ≥ 1, and that for all y such that r+ < y ≤ p+ and
y 6= m, we have ∆(h+)(y) = 0). Since clearly 2k > p++p
−
−, we thus have mult+,−(sk) =
0 for all s ≥ 0. Also 2k ± m > p+ > p
−
−, so h±(2k ± m) = 0, and k + m > p
−
−
so h−(k + m) = 0. Hence (6.1), (6.7) and (6.8) imply that cycl(k) = mult(k) > 0,
contradicting the assumption. 
Corollary 6.4.4. Assume (m,ρ) as in Lemma 6.4.3, and r > 1. Then p+ + p− ≥ 1. If
k ∈ (Z+ 1/2)+ satisfies mult(2k) 6= 0 then k ≤ (p+ + p− + 1)/2 if p+ + p− ∈ Z is even,
and k ≤ (p+ + p−)/2 otherwise.
Proof. If r > 1 then p−− = p−, i.e. p− is in a different class modulo Z than p+. It is
immediate that p++p− ≥ 1. Looking at (6.8) and (6.14), we see easily that for K above
the indicated bounds, mult(2k) = 0 (use that p+ ≥ m, and that p
−
− = p−). 
Lemma 6.4.5. Assume that (m,ρ) is as in Lemma 6.4.3, and r > 1. Then p+ > p−.
Proof. We have already shown that p+ and p− are in different classes modulo Z. Assume
on the contrary that p− > p+. If r− would be below the am-diagonal too, then (6.13)
implies that for k = p− + r− > p− > p+ we have mult−(k) > h−(k +m). But by the
previous Corollary, mult(2k) = 0 because p−+ r− > (p++p−)/2 by our assumption. By
(6.1), (6.7) and (6.8) our assumption cycl(k) = 0 implies that mult+(k) < h+(k −m).
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But from (6.12) it then follows that k′ = p++r+ ≥ k, because k
′ is the largest argument
such that mult+(k
′) > h+(k
′ −m). As we have seen, mult+(k
′) > h+(k
′ −m), and the
considerations above concerning the other terms in cycl(k) hold a fortiori for k′ > k.
Thus cycl(k′) > 0, a contradiction. Hence we conclude that r− has to be above the am-
diagonal. This implies that the largest part p+−m+1 of ρ must be at least p−+am+1,
since this is now smaller than or equal to the length of the smallest part of ρ. Thus
p+ ≥ p− + am +m > p−, contradiction. 
Lemma 6.4.6. Assume that (m,ρ) is such that cycl(k) = 0 for all k ∈ (Z+1/2)+ with
k ≥ (p+ + p−)/4. Then all parts of ρ are equal, i.e. the tableau Tm(ρ) is rectangular.
Proof. Clearly we may assume without loss of generality that r > 1. Assume first that
r+ is above the am-diagonal. Put k
+
1 := p+ + r+,
6 then mult+(k
+
1 ) > h+(k
+
1 −m). It
follows from (6.8) that the largest argument k′ for which mult(k′) 6= 0 is either k+1 or
k−1 := p−+r
−
− if k
−
1 > k
+
1 . In any case, k1 := max{k
+
1 , k
−
1 } ≥ k
+
1 = p++r+ > (p++p−)/2
(the inequality follows from Lemma 6.4.5), and mult(k1) > 0.
Our assumption cycl(k1) = 0 and (6.1) now force that mult(2k1) 6= 0. Corollary 6.4.4
then implies that k1 ≤ (p+ + p− + 1)/2 (if p+ + p− is even) or k1 ≤ (p+ + p−)/2 (if
p+ + p− is odd). In the second case we reach a contradiction with the above, so we
conclude that p+ + p− is even, and that k1 = k
+
1 = (p+ + p− + 1)/2. Then (6.8) and
(6.14) imply that mult(2k1) = (mult(2k1)−h−(2k1−m)) ≤ h−(2k1−p+−1) = 1, so that
k+1 = k
−
1 is not allowed (since that would imply that mult(k1) = 2, so that cycl(k1) ≥ 1,
a contradiction). Thus k−1 < k
+
1 .
Now notice that 2k+1 = 2p++2r+ = p++p−+1, implying that p++2r+ = p−+1, so
that 0 < 2r+ = 1+ p− − p+ < 1. It follows that r+ = 1/4, and p+ = p− +1/2. Suppose
now that r− is still below the am = 1/4-diagonal, then r− ≥ 3/4 and k
−
1 = p− + r− ≥
p+ + 1/4 = k
+
1 , contradicting our earlier conclusion that k
−
1 < k
+
1 . Thus r− must be
above the am = 1/4-diagonal, and in fact we must have r− = r+ = 1/4. We finally
conclude that Tm(ρ) is a square diagram with m = 1/4, and p+ = n+1/4, p− = n− 1/4
and r− = r+ = 1/4. This finishes the case where r+ is above the diagonal.
Next assume that r+ is below the am-diagonal. Then r− is below the am-diagonal as
well. This implies in particular that either r− = r+ (which is what we want to show) or
otherwise r− − r+ ≥ 2.
We have seen that the largest argument k1 for which mult(k1) > 0 is k1 = max{k
+
1 , k
−
1 },
where this time (because of the congruence classes of r− and r+ modulo Z) k
+
1 = p+−r+
and k−1 = p− + r−. Since cycl(k1) = 0 we must have that mult(2k1) 6= 0, which implies
by Corollary 6.4.4 that k1 ≤ (p++p−+1)/2 (if p++p− is even) and k1 ≤ (p++p−)/2 (if
p++ p− is odd) as before. We note that mult(p++ p−+1) = 1 in the first case (p++ p−
even), while mult(p+ + p−) = 2 in the second case. Assume that p+ + p− is even. Then
p+ + p− + (r− − r+) = k
+
1 + k
−
1 ≤ 2k1 ≤ p+ + p− + 1. Thus r+ = r−, as desired.
Next assume that p++p− is odd. Then p++p−+(r−−r+) = k
+
1 +k
−
1 ≤ 2k1 ≤ p++p−.
Again it follows that r− = r+, and we are done. 
Corollary 6.4.7. In the notations of the proof of Lemma 6.4.6, put r− = r+ := r. We
have m ≥ r; moreover, r ≡ m (mod Z) if and only if m = r = 1/4.
6The notation k±1 is not to be confused with the notation x
± for x ∈ Z± 1/4 as in Remark 6.4.1.
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Proof. It was shown in the proof of Lemma 6.4.6 that r ≡ m (mod Z) implies that
m = r = 1/4. If r 6≡ m (mod Z) then Lemmas 6.4.3 and 6.4.6 imply that p− ≡ r
(mod Z), and by Lemma 6.4.6 it follows that p+ −m = p− − r, or m − r = p+ − p−.
The assertion now follows from Lemma 6.4.5. 
The following proposition is the technical heart of this section, and plays a main
role in Section 6.5 in the classification of the partitions λ for which µ
{r}
0,δ (r) has no odd
cyclotomic factors (see Proposition 6.5.1). We shall prove it by a case-by-case check.
Proposition 6.4.8. Assume that (m,ρ) is such that cycl(k) = 0 for all k ∈ (Z+ 1/2)+
with k ≥ (p+ + p−)/4. Then (m,ρ) is one of the following possibilities:
(a) m is arbitrary and ρ is empty.
(b) m = 1/4 and ρ is a square diagram, so that r− = r+ = 1/4.
(c) m = 3/4, and ρ is a rectangular diagram such that r− = r+ = 1/4. In this case
we can write p+ = n+ 3/4, p− = n+ 1/4 for some n ∈ Z≥0.
(d) m = 5/4, and ρ is a rectangular diagram such that r− = r+ = 3/4. In this case
we can write p+ = 2n+ 5/4, p− = 2n+ 3/4 for some n ∈ Z≥0.
(e) m = 7/4, and ρ is a rectangular diagram such that r− = r+ = 1/4. In this case
we can write p+ = 2n+ 7/4, p− = 2n+ 1/4 for some n ∈ Z≥0.
If (m,ρ) does not belong to any of these cases, the largest k(m,ρ) ∈ Z+ 1/2 for which
cycl(k(m,ρ)) 6= 0 should satisfy k ≥ (p++p−)/4. In that case we will have cycl(k(m,ρ)) > 0.
Proof. We have seen in the proof of Lemma 6.4.6 that if ρ is not empty and r+ is above
the am-diagonal, then we are in case (b). Hence we now assume that ρ is not empty and
r := r+ = r− is below the am-diagonal. We are left with the task of proving that we are
in one of the cases (c) to (e).
Since we are assuming k ≥ (p+ + p−)/4, we see that cycl(k) = mult(k) + mult(2k) +
mult(3k) + mult(4k). For the same reason, we see that cycl(3k) = mult(3k) = 0 (the
latter equality holds by assumption). Hence
(6.15) cycl(k) = mult(k) + mult(2k) + mult(4k).
We will see that mult(k) for k ≥ 1/2 is given by the remarkably simple explicit formula
(6.5), and that mult(k) ≥ 0. In the proof below we analyze the implications of the
requirement that mult(2k) + mult(4k) cancels mult(k) for k ≥ (p− + p+)/4.
Following the steps and notations of the proof of Lemma 6.4.6, we put k1 = max{k
−
1 , k
+
1 },
with k±1 = p±∓r. Then k1 is the largest argument for which mult(k1) 6= 0. Using (6.12),
(6.13) and (6.7) the rectangular shape of Tm(ρ) implies that for all k ≥ 1/2:
(6.16) mult(k) = h+(k + r) + h−(k − r) ≥ 0.
The simplicity of this formula is somewhat deceptive. One uses that ∆(h±)(y) = 1 if
y = ±m or y = ∓r, ∆(h±)(y) = −1 if y = ±(p++1) or y = ∓(p−+1), and ∆(h±)(y) = 0
otherwise. For example, to see that mult+(k)− h+(k −m) = h+(k + r) for all k ≥ 1/2,
one checks that for k > 2m we have
M+(k) := h+(k −m) + h+(k + r)− h+(k + p− + 1) = h+(k −m) + h+(k + r)
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and R+(k) = 0; for m− r < k ≤ 2m we have
M+(k) := h+(k + r)− h+(k + p− + 1) = h+(k + r),
and R+(k) = h+(m) = h+(k − m); while for 1/2 ≤ k ≤ m − r we have M+(k) =
h+(k + r)− h+(k + p− + 1) and R+(k) = h+(m), where we observe that h+(k −m) =
h+(m)− h+(k + p− + 1). Similar observations apply to show that
mult−(k) − h−(k +m) = h−(k − r).
The function h+(k + r) is zero for k > k
+
1 = p+ − r, then equals the linear function
1 + k+1 − k for m− r ≤ k ≤ k
+
1 + 1, and then is constant for 1/2 ≤ k ≤ m− r.
The function h−(k − r) is zero for k > k
−
1 = p− + r, then equals the linear function
1 + k−1 − k for 2r ≤ k ≤ k
−
1 + 1, and then is constant for 1/2 ≤ k ≤ 2r.
Let us now look at mult(2k). In the rectangular case, by (6.8) and (6.14) we have:
mult(2k) = mult+,−(2k) − h−(2k −m)− h+(2k +m) = −h−(2k − p+ − 1)
for all k ≥ (p++ p−)/4. Here we used that h+(2k+m) = 0 if k ≥ (p− + p+)/4, because
(p− + p+)/2 + m = p+ + (m + r)/2 > p+. To describe the function mult(2k) in this
range, we distinguish the following cases for later reference.
(a) p+ + p− and p+ + r are both even. Then the function mult(2k) is zero for
k > (p+ + p− + 1)/2, equals the linear function 2k − 2 − p+ − p− for k
a
2 =:
(p+ + r + 1)/2 ≤ k ≤ (p+ + p− + 1)/2 := k2, and is constant for (p+ + p−)/4 ≤
k ≤ (p+ + r + 1)/2 := k
b
2 (so k
b
2 = k
a
2 here).
(b) p+ + p− even and p+ + r odd. Then the function mult(2k) is zero for k >
(p++p−+1)/2, equals the linear function 2k−2−p+−p− for k
a
2 =: (p++r+2)/2 ≤
k ≤ (p++p−+1)/2 := k2, and is constant for (p++p−)/4 ≤ k ≤ (p++r)/2 := k
b
2
(so kb2 = k
a
2 − 1 here).
(c) p+ + p− odd and p+ + r even. Then the function mult(2k) is zero for k >
(p++p−)/2, equals the linear function 2k−2−p+−p− for k
a
2 =: (p++r+1)/2 ≤
k ≤ (p++p−)/2 := k2, and is constant for (p++p−)/4 ≤ k ≤ (p++r+1)/2 := k
b
2
(so kb2 = k
a
2 here).
(d) p+ + p− and p+ + r are both odd. Then the function mult(2k) is zero for k >
(p++p−)/2, equals the linear function 2k−2−p+−p− for k
a
2 =: (p++r+2)/2 ≤
k ≤ (p+ + p−)/2 := k2, and is constant for (p+ + p−)/4 ≤ k ≤ (p+ + r)/2 := k
b
2
(so kb2 = k
a
2 − 1 here).
We will also need to consider the largest value k4 ∈ Z+1/2 such that mult(4k4) 6= 0,
assuming that this k4 satisfies k4 ≥ (p+ + p−)/4. By (6.14) we have:
mult(4k) = (mult+,−(4k)− h−(4k −m)) = −h−(4k − p+ − 1)
Hence the summand mult(4k) is possibly nonzero only for the smallest values of k in
the range k ≥ (p+ + p−)/4, since h−(4k − p+ − 1) 6= 0 implies that 4k ≤ p+ + p− + 1.
Considering that 4k4 = 2 (mod 4) we make this more precise: Let k4 be the largest
k ∈ (Z+ 1/2)+ for which mult(4k4) 6= 0.
(i) If p+ + p− = 1 (mod 4) then k4 = (p+ + p− + 1)/4, and mult(4k4) = −1;
(ii) If p+ + p− = 2 (mod 4) then k4 = (p+ + p−)/4, and mult(4k4) = −h−(p− − 1);
(iii) If p++ p− = 3 (mod 4) then k4 = (p++ p−− 1)/4, (and so is not in our range);
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(iv) If p++ p− = 0 (mod 4) then k4 = (p+ + p−− 2)/4, (and so is not in our range).
We see that always k2 > k4, and k4 is either not in our range or it is the smallest argu-
ment in our range.
A function defined on Z+1/2 is the restriction of a unique continuous piecewise linear
function on R whose intervals of linearity have end points in Z + 1/2. In view of the
listed cases (a)–(d), the following definition makes sense. Note that in all cases (a)–(d),
the linear function 2k − 2− p+ − p− of k is negative for all k ≤ k2.
Definition 6.4.9. (1) For mult(2k) we distinguish the following points k2, k
a
2 , k
b
2 ∈
(Z + 1/2)+: It is zero for k > k2, it is negative and linear on [k
a
2 , k2], and it is
constant again on [k4, k
b
2], with 0 ≤ k
a
2 − k
b
2 ≤ 1.
(2) Consider the linear function l2(k) := 2k − 2 − p+ − p− describing mult(2k) on
the interval [ka2 , k2]. We define k
c
2 ∈ Z+ 1/2 to be the largest number such that
mult(2kc2) is strictly larger than the value of l2(k
c
2). Then k
c
2 = k
a
2 − 1 in cases
(a) and (c), while kc2 = k
b
2 in cases (b) and (d).
(3) We define the mult(2k)-deficit d2 = mult(2k
c
2) − l2(k
c
2) > 0 at k
c
2 to be the
difference between mult(2kc2) and this linear expression evaluated at k
c
2. Hence
the deficit is 2 for the cases (a) and (c), and 1 for the cases (b) and (d).
It is immediate that the condition cycl(k) = 0 for all k ≥ (p+ + p−)/4 forces that
k1 := max{k
+
1 , k
−
1 } = k2. Notice that we also have k
+
1 + k
−
1 = 2k2 − 1 in the cases (a)
and (b), and k+1 + k
−
1 = 2k2 in the cases (c) and (d). Hence in the cases (a) and (b) we
have |k+1 − k
−
1 | = 1, while for the cases (c) and (d) we have k
+
1 = k
−
1 . We see that in
these cases, the linear expression representing mult(k) just below k1, cancels the linear
expression of mult(2k) just below k2. We also see that if k1 6= k2, then k1 > k2, and
thus cycl(k1) = mult(k1) > 0.
We denote by kc1 the largest argument for which there is a positive deficit d1 =
ℓ1(k
c
1) − mult(k
c
1) > 0 between mult(k) and the linear expression ℓ1 valid for mult(k)
with kc1 < k ≤ k1+1. From the analysis below (6.16), we see that k
c
1 = min(m−r, 2r)−1,
and that d1 = 2 if m − r = 2r, while d1 = 1 else. We now have more possibilities to
distinguish.
(a’) As in case (a), where we impose in addition that k+1 = k
−
1 + 1 = k1 = k2. This
implies that k±1 = p± ∓ r = (p+ + p− ± 1)/2, thus p+ − p− = 1 + 2r = m − r
(recall that, from the rectangular shape of Tm(ρ), we have p+−m = p−− r), so
that m = 3r+1. Hence kc1 = min(m− r, 2r) = 2r, with deficit d1 = 1. Moreover,
kc2 = (p+ + r − 1)/2 = (p+ + p− + 4r − 1)/4 with deficit d2 = 2. Notice that
kc2 − k
c
1 = (p+ − 3r − 1)/2 = (p+ −m) ≥ 0.
(a”) As in case (a), where we impose in addition that k−1 = k
+
1 + 1 = k1 = k2. This
implies that k±1 = p± ∓ r = (p+ + p− ∓ 1)/2, thus p+ − p− = −1 + 2r = m− r,
so that m = 3r − 1. Hence kc1 = min(m − r, 2r) = 2r − 1, with deficit d1 = 1.
Moreover, kc2 = (p++r−1)/2 = (p++p−+4r−3)/4 with deficit d2 = 2. Observe
that kc2 − k
c
1 = (p+ − 3r + 1)/2 = (p+ −m) ≥ 0.
(b’) As in case (b), where we impose in addition that k+1 = k
−
1 + 1 = k1 = k2. This
implies that k±1 = p± ∓ r = (p+ + p− ± 1)/2, thus p+ − p− = 1 + 2r = m − r,
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so that m = 3r + 1. In this case kc1 = min(m − r, 2r) = 2r, with deficit d1 = 1.
Moreover, kc2 = (p+ + r)/2 = (p+ + p− + 4r + 1)/4 with deficit d2 = 1. Hence
kc2 − k
c
1 = (p+ − 3r)/2 = (p+ −m+ 1) > 0.
(b”) As in case (b), where we impose in addition that k−1 = k
+
1 + 1 = k1 = k2. This
implies that k±1 = p± ∓ r = (p+ + p− ∓ 1)/2, thus p+ − p− = 1+ 2r = m− r, so
that m = 3r − 1. In this case kc1 = min(m− r, 2r) = 2r − 1 with deficit d1 = 1.
Moreover, kc2 = (p+ + r)/2 = (p+ + p− + 4r − 1)/4 with deficit d2 = 1. Hence
kc2 − k
c
1 = (p+ − 3r + 1)/2 = (p+ −m+ 2) > 0.
(c’) As in case (c), where we impose in addition that k−1 = k
+
1 = k1 = k2. This
implies that k±1 = p± ∓ r = (p+ + p−)/2, thus p+ − p− = 2r = m − r, so
that m = 3r. In this case kc1 = 2r − 1 with deficit d1 = 2. Moreover, k
c
2 =
(p+ + r − 1)/2 = (p+ + p− + 4r − 2)/4 with deficit d2 = 2. Hence k
c
2 − k
c
1 =
(p+ − 3r + 1)/2 = (p+ −m+ 1) > 0.
(d’) As in case (d), where we impose in addition that k−1 = k
+
1 = k1 = k2. This implies
that k±1 = p±∓ r = (p++ p−)/2, thus p+− p− = 2r = m− r, so that m = 3r. In
this case kc1 = 2r−1 with deficit d1 = 2. Moreover, k
c
2 = (p++r)/2 = (p++p−+
4r)/4 with deficit d2 = 1. Hence k
c
2 − k
c
1 = (p+ − 3r + 2)/2 = (p+ −m+ 2) > 0.
This shows that in all cases, kc2 ≥ k
c
1, and if k
c
1 = k
c
2 then d1 < d2. This implies that
always mult(kc2)+mult(2k
c
2) > 0 if k
c
2 is in our range, i.e. if k
c
2 ≥ (p++p−)/4. Therefore,
cycl(k) = 0 for all k ≥ (p++p−)/4 could only happen if one of the following possibilities
hold: Either kc2 < (p++p−)/4, or else (p++p−)/4 ≤ k
c
2 ≤ k4, and cycl(k) = (mult(k
c
2)+
mult(2kc2)) + mult(4k
c
2) = 0. We have already mentioned above that k4 ≥ (p+ + p−)/4
implies that k4 is the smallest element of Z+ 1/2 that satisfies this inequality. In other
words, the second possibility mentioned is equivalent to (p+ + p−)/4 ≤ k
c
2 = k4.
If kc2 < (p+ + p−)/4, by the expressions of k
c
2 in every case above, we must be in
case (a”) or (c’) with r = 1/4. In the first case that would imply m < 0, which is
absurd. In the case (c’) we get a solution, with r = 1/4, m = 3/4, p+ = (2n− 1) + 3/4,
p− = (2n− 1) + 1/4. This is the odd rank case of Theorem 6.4.8(c).
Next we analyze the case (p+ + p−)/4 ≤ k
c
2 = k4. One reads off from the above
list of cases that this implies that we are either in the case (i) and (d’), with r = 1/4,
m = 3/4, p+ = 2n + 3/4, and p− = 2n + 1/4 (here d2 = 1 = mult(k4)), which is the
case of Proposition 6.4.8 (c), or in case (ii) and (a’), with r = 1/4 and m = 7/4, which
gives Proposition 6.4.8 (e), or in case (ii) and (a”), with r = 3/4 and m = 5/4, which is
case Proposition 6.4.8 (d). In the latter two cases we have d2 = 2, and mult(k4) = 2 if
kc1 < k
c
2, while mult(k4) = 1 = d1 if k
c
1 = k
c
2.
Observe that in the course of the proof, we also checked that if a pair (m,ρ) does
not belong to one of the cases listed in Proposition 6.4.8 (a)–(e), then there exist k ∈
Z+ 1/2 such that k ≥ (p+ + p−)/4 and cycl(k) 6= 0, the largest k(m,ρ) of which satisfies
cycl(k(m,ρ)) > 0. This concludes the proof of all assertions. 
6.5. Counting odd cyclotomic polynomials for the cases δ ∈ {0, 1}. As we
have explained in Sections 4.5 and 6.2, the statements about odd cyclotomic factors
of µ
{rλ}
0,δ (rλ) follow from the results of the previous paragraph by application of the
extra-special STMs. We now translate the results to the cases δ ∈ {0, 1} using the
extra-special bijection of Section 5.
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Proposition 6.5.1. Suppose that δ ∈ {0, 1}. Let r be a real residual point of even
degree, i.e. such that µ
n,{rλ}
0,δ (rλ) has no odd cyclotomic factors. Then r is of the form
r = rλ with λ ⊢ δ + 2n a partition with odd, distinct parts, where (δ, λ) is one of the
following cases:
(a) Choose m ∈ (Z± 1/4)+ and define κ ∈ Z≥0 and ǫ ∈ {0, 1} by writing m = κ +
(2ǫ−1)/4. Define λ = [1+2ǫ, 5+2ǫ, . . . , 4(κ−1)+1+2ǫ], and δ ∈ {0, 1} by κ ≡ δ
(mod 2). Define n by 2n+δ = 2κ2+(2ǫ−1)κ. Then rλ represents a rank 0 (extra-
special) spectral transfer morphism (STM) T 01/4,m → T
n
0,δ. In particular, modulo
powers of q and nonzero rational constants, the residue µ
n,{rλ}
0,δ (rλ) equals the
case (v) or (vi) on the right-hand side of (3.2), and for all these cases µ
n,{rλ}
0,δ (rλ)
indeed has no odd cyclotomic factors.
(b) Let δ = 0 and r ∈ Z≥0. Put λ = [1, 3, . . . , 4r+1, 4r+3] ⊢ 2n with n = 2(r+1)
2.
Then rλ represents a rank 0 STM T
0
0,m → T
n
0,0 with m = 2(r + 1) + δ = 2r + 2,
and µ
n,{rλ}
0,0 (rλ) = (d
D
a (q))
2 with a = r + 1. In particular, for all these cases
µ
n,{rλ}
0,0 (rλ) indeed has no odd cyclotomic factors. (We regard the empty diagram
with δ = 0 as belonging to case (a).)
(c) Let δ = 1 and r ∈ Z≥0. Put λ = [1, 3, . . . , 4r + 3, 4r + 5] ⊢ 2n + 1 with n =
2(r + 1)(r + 2). Then rλ represents a rank 0 STM T
0
0,m → T
n
0,1 with m =
2(r + 1) + δ = 2r + 3, and µ
n,{rλ}
0,1 (rλ) = (d
B
b (q))
2 with b = r + 1. In particular,
for all these cases µ
n,{rλ}
0,1 (rλ) indeed has no odd cyclotomic factors.
(d) Let δ = 1 and r ∈ Z≥0. Put n = 8(r+1)
2−1 and λ = [3, 5, 7, . . . , 8r+5, 8r+7] ⊢
2n+1. In this case, modulo powers of v and nonzero rational constants, we have
(6.17) µ
n,{r}
0,1 (r) =
1− q4r+4
1− q
µ
n+1,{r′}
0,0 (r
′) =
1− q4r+4
1− q
(dDa (q))
2
where r′ = rλ′ with λ
′ = [1, 3, 5, . . . , 8r + 7] (then r′ = (v, r)), and a = 2(r + 1).
In particular, µ
n,{r}
0,1 (r) has no odd cyclotomic factors if and only if r + 1 = 2
s
for some s ≥ 0.
(e) Let δ = 0 and r ∈ Z≥0. Put n = 8(r+1)
2+1 and λ = [1, 3, 5, . . . , 8r+5, 8r+9] ⊢
2n. Then rλ = (rλ′ , q
4r+4), where λ′ = [1, 3, 5, . . . , 8r+7]. Since rλ′ represents a
translation STM, we see that r is the image under the translation STM T 10,m →
T n0,0 of the residual point t = q
4r+4, where m = 4(r + 1). Consequently, modulo
powers of v and nonzero rational constants, we have:
(6.18) µ
n,{r}
0,0 (r) =
1− q4r+4
(1 + q4r+4)(1 − q)
(dDa (q))
2
with a = 2(r + 1). In particular, µ
n,{r}
0,0 (r) has no odd cyclotomic factors if and
only if r + 1 = 2s for some s ≥ 0.
Together with the results of Proposition 6.4.8 the above results imply that in all cases,
if a residue of the form µ
n,{r}
0,δ (r) or of the form µ
r,{r}
1/4,m(r) contains odd cyclotomic poly-
nomials, then the highest odd cyclotomic factor which has nonzero multiplicity in the
residue in fact has positive multiplicity.
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Proof. Parts (a)–(c) follow directly from the results of Proposition 6.4.8 by application of
the extra-special bijection and STMs. The expression for residues in terns of unipotent
degrees follows from the relation between the parameters {a, b} and {m−,m+} and the
defining properties of STMs.
Part (d) is obtained by a direct computation, using that the residual point r′ represents
a standard STM, and is constructed from r by adding one coordinate component 1. Using
this, it is an easy direct computation to check the formula given in (d). Part (e) follow
from an application of a translation STM (as explained there).
The last assertion follows from the expressions given in parts (a)–(e). 
Remark 6.5.2. This finishes the proof of Proposition 6.2.2, and thus of Proposition
6.2.1.
7. Proof of the main theorem
In this Section we will finally put everything together and prove the main result
Theorem 4.6.1. In order to do so we need to analyse which residue points of the form
r(λ−,λ+) = (rλ− , rλ+), with rλ± real residue points of even degree as listed in Propositions
6.3.2 and 6.5.1, yield actual solutions to (4.20) for some cuspidal unipotent character
π of an inner form of G. Here we are using the notation r(λ−,λ+) = (rλ− , rλ+) with
rλ± := rb,δ−;λ− as discussed in Section 4.5, where are assuming that the parameters
(b; δ−, δ+) in (7.1) correspond to a classical group G, so with δ± ∈ {0, 1/2, 1} such that
(δ−, δ+) ∈ V
X , where X ∈ {I, II, III, IV} (as defined below Eq. (4.13)).
In the course of this analysis we need to be able to compute the multiplicities of even
cyclotomic polynomials in the residue
(7.1) fλ−,λ+ := µ
n,{r(λ−,λ+)}
δ−,δ+
(r(λ−,λ+))
Let Me denote the subgroup of M0 generated by Q
× and {vj + v−j | j ∈ Z+}. For
the distinguished unipotent partitions λ± as listed in Proposition 6.3.2 (for δ± = 1/2)
or in Proposition 6.5.1 (for δ± ∈ {0, 1}), we have shown that fλ−,λ+ ∈M
e.
To proceed, we introduce some notations.
Definition 7.0.1. For f ∈ Me, let mef : Z+ → Z be the function defined by the fol-
lowing rule: Modulo the subgroup of K× generated by powers of v and nonzero rational
constants, we have
(7.2) f ≡
∏
a∈Z+
(1 + qa)m
e
f (a).
We define
mult
(λ−,λ+)
(δ−,δ+)
(·) = mefλ−,λ+
(·) + δ1,δ−δ+
where fλ−,λ+ is given by (7.1).
Remark 7.0.2. The Kronecker delta δ1,δ−δ+ has to be included to make the formulae
in the analysis below uniform in (δ−, δ+). The origin of this term is easily explained.
If (δ−, δ+) = (1, 1), then the normalization factor τ
0
1,1(1) = (v − v
−1)nτ1,1(1) of the µ-
function (cf. [Opd3, (33)]) equals dτ,D1 = (v + v
−1)−1, while in all other cases τ01,1(1)
is equal to 1. This is due to the one-dimensional K-anisotropic factor in a maximally
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K-split K-torus in the case (δ−, δ+) = (1, 1). This factor gives rise to an additional
factor (v + v−1) in the volume of Iwahori subgroup of G in this case.
In general, let δ ∈ {0, 1/2, 1} and let λ ⊢ 2n + ⌊δ⌋ be a distinguished unipotent
partition of type δ, i.e. λ has distinct parts of parity type 1 − 2δ. Let rb,δ;λ be the
corresponding residual point with positive coordinates.
Definition 7.0.3. For x ∈ Q, let h˜b;λ(x) ∈ Z≥0 denote the number of coordinates of
r := rb,δ;λ equal to q
x or q−x. If b = 1 then we will usually drop it from the notation
and simply write h˜λ. Define ∆y(h˜λ)(x) = 2h˜λ(x) − h˜λ(x− y)− h˜λ(x + y). If y = 1 we
will often drop it from the notation, and simply write ∆.
Note that h˜b;λ(x) is independent of the choice of r in itsW0-orbit. We have h˜b;λ(bx) =
h˜1;λ(x), and h˜b;λ is an even function supported on b(Z+ δ). Observe that h˜b;λ(0) equals
twice the number of coordinates of r which are equal to 1.
By an easy direct computations one sees that if δ ∈ {0, 1} then, modulo powers of q
and nonzero rational constant factors, we have
(7.3) µ
n,{r}
1,δ (r) =
∏
x∈Z+
(1 + qx)∆1(hλ)(x)µ
n,{r}
0,δ (r).
This can be translated using notations in Definition 7.0.3 (recall that δ also denotes the
unique partition of δ ∈ {0, 1})
(7.4) mult
(δ−,λ)
(δ−,δ)
(·) = mult
(0,λ)
(0,δ) (·) + ∆δ−(h˜λ)(x).
To give an explicit expression of mult
(0,λ)
(0,δ) , we introduce more notations. Recall the
algebra of functions defined on Q with finite support, with multiplication given by the
Cauchy convolution m1 ∗m2(z) =
∑
x+y=zm1(x)m2(y). This is a commutative, unital
associative algebra. We use the Dirac delta δx to denote the basis element corresponding
to x ∈ Q, so that δ0 is the identity of convolution
7. If Txm is the left translation
of m, i.e. (Txm)(y) = m(y − x), then Txm = δx ∗ m. We have the obvious rules
∆(m1 ∗m2) = ∆(m1) ∗m2 = m1 ∗∆(m2), also ∆(m) = ∆(δ0) ∗m.
Proposition 7.0.4. Using the notations of Proposition 6.5.1, we have the followings:
(a) Let m ∈ (Z ± 1/4)+, written as usual as m = κ + (2ǫ − 1)/4. Let δ ∈ {0, 1} be
the parity of κ. Put p = 2(κ − 1) + ǫ, the largest jump in the jump sequence of
λ. Thus λ = λp and δ are both determined by p, and for k ∈ Z we have:
h˜λ(k) =
{
2⌊(p + 2)/4⌋ if k = 0,
max{0, ⌊(p + 2− |k|)/2⌋} else.
We have mult
(0,λ)
(0,δ) = −h˜λ, and
∆(h˜λ) + ∆δ(δ0) + Sp+1 = δ0,
7Not to be confused with δ−, δ+ and δ indicating the parity type of a partition, which are not written
upright. We apologize for this choice of notation.
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where
Sp+1(k) =
{
(−1)p+1−k if |k| ≤ p+ 1,
0 else.
(b),(c) The cases (b) (δ = 0) and (c) (δ = 1) can be treated uniformly. Let p = 2r+1+δ,
thus λ = λp and δ are both determined by p, and for k ∈ Z we have:
h˜λ(k) =
{
2⌊(p + 1− δ)/2⌋ = p+ 1− δ if k = 0,
max{0, p + 1− |k|} else.
We have mult
(0,λ)
(0,δ) = −2h˜λ, and
∆(h˜λ) + ∆δ(δ0) = ∆(p+1)(δ0) = −δp+1 − δ−p−1 + 2δ0.
(d) In this case δ = 1 and p = 2a+1, with a = 2(r+1) a power of 2. Hence λ = λp
is determined by p, and for k ∈ Z we have:
h˜λ(k) =
{
p− 1 if k = 0,
max{0, p + 1− |k|} else.
We have mult
(0,λ)
(0,δ) = −2h˜λ + δ1 + δ2 + δ4 + . . .+ δa, and
∆(h˜λ) + ∆δ(δ0) = −δp+1 − δ−p−1 + δ−1 + δ+1.
(e) In this case δ = 0 and p = 2a, with a = 2(r + 1) a power of 2. Hence λ = λp is
determined by p, and for k ∈ Z we have:
h˜λ(k) =

p if k = 0,
max{0, p − |k|} if 0 < |k| < p,
1 if |k| = p,
0 else.
We have mult
(0,λ)
(0,δ) = −2h˜λ + δ1 + δ2 + δ4 + . . .+ δp, and
∆(h˜λ) = (−δp+1 + δp − δp−1) + (−δ−p+1 + δ−p − δ−p−1) + 2δ0.
Proof. We use the rules (cf. [OS, Proposition 6.6]) describing a linear residual point ξ
for Bn with parameter δ ∈ {0, 1} and k = log q, in terms of a distinguished δ-partition
λ. The number m0 of coordinates equal to 0 is equal to ⌊(m1 + 1 − δ)/2⌋, where m1
is the number of coordinates equal to ±k. In terms of h˜λ, this means that h˜λ(0) =
⌊(h˜λ(1) + 1 − δ)/2⌋. For positive integers n, h˜λ(n) equals the number of jumps in the
jump sequence  = (λ−1)/2 which are larger than or equal to n. Since we extended the
function h˜λ as an even function, this shows that h˜λ is determined by (δ, λ) and can be
read of simply from the information provided in Proposition 6.5.1. 
A general residual point is of the form r = (−r(b,δ−;λ−), r(b,δ+;λ+)). Combining the
results of Proposition 6.3.2 (for δ± = 1/2), Proposition 6.5.1 (for δ± ∈ {0, 1}) and
Proposition 7.0.4, the “residue” µ
n,{r}
δ−,δ+
(r) or equivalently the multiplicity mult
(λ−,λ+)
(b;δ−,δ+)
is easy to determine if one of λ± is the unique partition δ± of δ±. When both λ± 6= δ±
we also need to take into account the “mixed” factors of this residue by looking at the
expression (6.6). These “mixed” factors arise from roots of the type t±1i t
±1
j with t
±1
i
comes from −r(b,δ−;λ−) and t
±1
j comes from r(b,δ+;λ+)). In general, we have the following
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Proposition 7.0.5. Suppose that b ∈ {1, 2}. For all k ∈ (Z/b)+ we have:
mult
(λ−,λ+)
(b;δ−,δ+)
(bk) = ∆(h˜λ− ∗ h˜λ+)(k) + mult
(0,λ+)
(b;δ−,δ+)
(bk) + mult
(0,λ−)
(b;δ+,δ−)
(bk)
It is also easy to see that we always have:
mult
(0,λ±)
(b;δ∓,δ±)
(bk) = (∆δ∓(δ0) ∗ h˜λ±)(k) + mult
(0,λ±)
(b;0,δ±)
(bk)
Combined with the results of Propositions 6.3.2, 6.5.1 and 7.0.4, this formula enables
us to express mult
(0,λ±)
(b;δ∓,δ±)
(bk) in terms of h˜λ+ and h˜λ− .
We finally have enough tools to prove the main theorem, case by case.
7.1. Proof of the main Theorem for odd orthogonal groups. We consider G =
SO2n+1. This is of parameter type II, and this is by far the simplest case.
Proof of Theorem 4.6.1 for SO2n+1. We have fdeg(σ, q) = d
D
a (q)d
B
b (q) (see (3.2)), and a
glance at the tables in [Car, §13.7] readily shows that the multiplicity functions mea,b for
da,b := d
D
a (q)d
B
b (q) is:
(7.5) mea,b(k) = −(max{0, 2a − k}+max{0, 2b + 1− k}), k ∈ Z+.
On the other hand, we have δ± = 1/2 in this case, and b = 1. Proposition 6.3.2
implies that λ± = [2, 4, . . . , 2r±], and that the corresponding multiplicity functions h˜±
are supported on Z + 1/2 and are given by h±(x) = max{0, p± + 1 − |x|} where p± =
r± − 1/2 = m± − 1.
Remark 7.1.1. We remind the reader that from here onwards we are using the notation
λ±, m±, p± etc. in the sense of Sections 4.4 and 4.5, but not as in Section 6.4.
Applying Lemma 6.3.1, Propositions 7.0.4 and 6.3.2 ,we have (with h˜± := h˜λ± and
k ∈ Z+):
mult
(λ−,λ+)
(1/2,1/2)(k)
=∆(h˜− ∗ h˜+)(k) − h˜−(k − 1/2) − h˜−(k + 1/2) − h˜+(k − 1/2) − h˜+(k + 1/2)
=(∆(h˜−) ∗ h˜+)(k)− h˜−(k − 1/2) − h˜−(k + 1/2) − h˜+(k − 1/2) − h˜+(k + 1/2)
=− T−(p−+1)h˜+ − T+(p−+1)h˜+ − h˜−(k − 1/2) − h˜−(k + 1/2)
=− (max{0, p− + p+ + 2− k}+max{0, |p+ − p−| − k})
so that necessarily {2a, 2b+1} = {p++ p−+2, |p+− p−|} = {m−+m+, |m+−m−|}, as
was to be proved (compare with (4.13), and using the STM φT : Tr → Tr+m+−1/2). 
It is instructive to carefully analyze the last step in the above computation. If k is
sufficiently large then mea,b(k) and mult
(λ−,λ+)
(1/2,1/2)
(k) are zero. Decreasing from k to 1 we
meet three remarkable arguments of mult
(λ−,λ+)
(1/2,1/2), namely k1 = p− + p+ + 1 (this is the
first argument where mult
(λ−,λ+)
(1/2,1/2)(k) 6= 0), k2 = p−+1/2 (this is the first argument after
Tp−+1h˜+(k) reached its maximum) and k3 = |p+ − p−| − 1 (this is the argument where
either T−(p−+1)h˜+ starts increasing (if p− < p+) or where T(p−+1)h˜+ stops decreasing (if
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p− > p+)). Now compare to m
e
a,b(k). We see that k1 = max{2a − 1, 2b}. At k2, we see
that −h˜−(k − 1/2) − h˜−(k + 1/2) exactly repairs the linear behavior of T−(p−+1)h˜+(k)
at k2 < k ≤ k1. Finally, for k ≤ k3 we obtain (in either case) an additional linear
contribution, implying that k3 = min{2a− 1, 2b}.
7.2. Proof of the main Theorem for unitary groups. In this subsection we consider
the case G = SU2n or G = SU2n+1, which are in type I.
Proof of Theorem 4.6.1 for unitary groups. We now have fdeg(σ, q) = d
{2A}
s (q)d
{2A}
t (q) :=
ds,t (see (3.2)). A glance at the tables in [Car, §13.7] readily shows that the multiplicity
function mes,t for ds,t is supported on odd integers, and is of the form:
(7.6) mes,t(2k) = −(max{0, s + 1/2 − k}+max{0, t+ 1/2 − k}), k ∈ (Z+ 1/2)+.
On the other hand, we have δ− = 1/2 and δ+ ∈ {0, 1} in this case, and b = 2, so
Proposition 6.3.2 implies that λ− = [2, 4, . . . , 2r−], and λ+ is as described in Proposition
7.0.4. The corresponding multiplicity function h˜− is supported on Z + 1/2, and h˜+ is
supported on Z. We know we can write h−(x) = max{0, p−+1−|x|} where p− = m−−1
andm− = r−+1/2, but at this point there are still various choices for h+ = hλ+ possible.
Applying Propositions 7.0.4 and 6.3.2, we have (with h˜± := h˜λ± and k ∈ (Z/2)+):
mult
(λ−,λ+)
2;(1/2,δ)(2k)
=∆(h˜− ∗ h˜+)(k) − 2h˜−(k) + ∆δ+(h˜−)(k) + mult
(0,λ+)
2;(1/2,δ+)
(2k)
=
(
(∆(h˜−) + ∆1/2(δ0)
)
∗ h˜+)(k)− 2h˜−(k) + ∆δ+(h˜−)(k) + mult
(0,λ+)
2;(0,δ+)
(2k)
=− T(p−+1)h˜+(k)− T−(p−+1)h˜+(k) − 2h˜−(k) + ∆δ+(h˜−)(k) + 2h˜+(k) + mult
(0,λ+)
(0,δ+)
(k).
Observe that mes,t(2k) 6= 0 ⇒ k ∈ Z + 1/2. This implies that for all k ∈ Z we must
have 2h˜+(k) + mult
(0,λ+)
(0,δ+)
(k) = 0, since all other terms in the expression are obviously
equal to zero for k ∈ Z. Checking the cases in Proposition 7.0.4 we see that this
happens if and only if λ+ is of the form described in cases (b) or (c). Hence we have
λ+ = [1, 3, . . . , 1 + 2p+] with p+ = m+ − 1 and m+ = 2r+ + 2 + δ+, and
mult
(λ−,λ+)
2;(1/2,δ)(2k) = −T(p−+1)h˜+(k)− T−(p−+1)h˜+(k)− 2h˜−(k) + ∆δ+(h˜−)(k)
From here on the reasoning is completely analogous to the odd orthogonal case Section
7.1. We see that necessarily {s − 1/2, t − 1/2} = {p+ + p− + 1, |p+ − p−| − 1} or
{s+1/2, t+1/2} = {m−+m+, |m+−m−|}, as was to be proved (compare with (4.13),
and with Section 4.5). 
7.3. Proof of the main Theorem for symplectic and even orthogonal groups.
In this subsection we treat the cases that G = Sp2n, SO2n or SO
∗
2n+2, which are of type
III (the first group) or of type IV (the last two groups).
Before we start, let us recall the smallest unipotent partitions λ which belong to the
cases (a)–(e) of Corollary 6.5.1 and Proposition 7.0.4. We always denote by p the largest
element of the support of the function h˜λ, and we formally extend this to cases where
λ = δ is the unique partition of δ (compatible with our formulae for residues). If δ = 0
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and λ = 0 then we put p = −1, and if δ = 1 and λ = 1 we put p = 0. These can be
viewed as in case (a), or (b) (if δ = 0) or (c) (if δ = 1) respectively. If p = 1 then λ = [3],
and this is a supercuspidal partition belonging to case (a), or λ = [1, 3], which is case
(b). If p = 2 then λ = [1, 5], which belongs to case (a), or λ = [1, 3, 5], which belongs
to case (c). The smallest partition in case (d) is [3, 5, 7] (with p = 3), and the smallest
partition in case (e) is [1, 3, 5, 9] (with p = 4).
Proof of Theorem 4.6.1. Now the formal degree is of the form
fdeg(σ, q) = dBa (q)d
B
b (q) or fdeg(σ, q) = d
B
a (q
2)d
{2A}
b (q)
for symplectic groups, or of the form
fdeg(σ, q) = dDa (q)d
D
b (q) or fdeg(σ, q) = d
D
b (q
2)d{
2A}
a (q)
for even orthogonal groups. A glance at the tables in [Car, §13.7] readily shows that the
multiplicity function me,ord,IIIa,b for d
ord,III
a,b := d
B
a (q)d
B
b (q) is of the form:
(7.7) me,ord,IIIa,b (k) = −(max{0, 2a + 1− k}+max{0, 2b + 1− k}), k ∈ Z+,
while me,extra,IIIa,b for d
extra,III
a,b := d
B
a (q
2)d
{2A}
b (q) is of the form
(7.8) mextra,IIIa,b (k) = −(maxint{0, (4a+2− k)/2}+maxint{0, (2b+1− k)/2}), k ∈ Z+,
where maxint is defined as the largest integer of a finite set of rational numbers, or 0 if
the set contains no integer.
Similarly, for the parameter type IV, the multiplicity function me,ord,IVa,b for d
ord,IV
a,b :=
dDa (q)d
D
b (q) is of the form:
(7.9) me,ord,IVa,b (k) = −(max{0, 2a − k}+max{0, 2b − k}), k ∈ Z+,
while me,extra,IVa,b for d
extra,IV
a,b := d
D
a (q
2)d
{2A}
b (q) is of the form
(7.10) mextra,IVa,b (k) = −(maxint{0, (4a − k)/2} +maxint{0, (2b + 1− k)/2}), k ∈ Z+.
If r = (−rλ− , rλ+) is a solution of (4.20) then λ± must both belong to the cases listed
in Proposition 6.5.1, with δ± determined by G. Using Propositions 7.0.4 and 7.0.5, we
will compute the multiplicity function mult
(λ−,λ+)
(δ−,δ+)
(k) where λ± belongs to one of these
cases (a)–(e) as listed in Proposition 6.5.1, to study whether such combinations could
provide solutions of equation (4.20).
(1) Let us first assume that λ± both belong to case (b) (if δ± = 0) or to case (c) (if
δ± = 1). Note that it is strictly speaking not necessary to treat these cases, since we
already know that they all represent standard STMs. Yet it is useful and instructive to
do the calculations.
In the present range of parameters we need to compensate for the added factor
δ−δ+δ1(k) in the multiplicity function mult
(λ−,λ+)
(δ−,δ+)
(k) (see definition 7.0.1).
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Thus we have, using Proposition 7.0.4, and analogous to the odd orthogonal cases,
for all k ∈ Z+:
mult
(λ−,λ+)
(δ−,δ+)
(k)− δ−δ+δ1(k)
=∆(h˜− ∗ h˜+)(k) − 2h˜−(k) + ∆δ+(h˜−)(k) − 2h˜+(k) + ∆δ−(h˜+)(k)− δ−δ+δ1(k)
=∆(h˜− ∗ h˜+)(k) − 2h˜−(k) + ∆δ+(h˜−)(k) − 2h˜+(k) + (∆δ−(δ0) ∗ h˜+)(k)− δ−δ+δ1(k)
=
(
(∆(h˜−) + ∆δ−(δ0)) ∗ h˜+
)
(k)− 2h˜+(k)− 2h˜−(k) + ∆δ+(h˜−)(k) − δ−δ+δ1(k)
=− T−(p−+1)h˜+(k)− T+(p−+1)h˜+(k)− 2h˜−(k)− δ+δ(p−+1)(k) + δ+δ−δ1(k)− δ−δ+δ1(k)
=− T−(p−+1)h˜+(k)− T+(p−+1)h˜+(k)− 2h˜−(k)− δ+δ(p−+1)(k)
=− (max{0, p− + p+ + 2− k}+max{0, |p+ − p−| − k})
so that this could be a solution of (4.20), but clearly only if the right-hand side is of the
form me,ord,IIIa,b (k) (if the parities of p− and p+ are distinct) or of the form m
e,ord,IV
a,b (k) (if
the parities of p− and p+ are equal). In the first case we see that r is a solution of (4.20)
if and only if {2a+1, 2b+1} = {p++p−+2, |p+−p−|} = {m−+m+, |m+−m−|}, and in
the second case if and only if {2a, 2b} = {p++p−+2, |p+−p−|} = {m−+m+, |m+−m−|}.
These solutions correspond exactly to the ordinary standard translation STMs [Opd3,
3.2.6] (compare with (4.13), and with Section 4.5).
(2) The second case we will consider is that of the cuspidal extra-special STMs, that
is, when both λ± belong to case (a). (Again, strictly speaking this is not necessary, since
all cases are known to represent cuspidal extra-special STMs.) Using Propositions 7.0.4
and 7.0.5, we compute, for k ∈ Z+:
mult
(λ−,λ+)
(δ−,δ+)
(k) − δ−δ+δ1(k)
=∆(h˜− ∗ h˜+)(k) − h˜−(k) + ∆δ+(h˜−)(k)− h˜+(k) + ∆δ−(h˜+)(k) − δ−δ+δ1(k)
=(∆(h˜−) ∗ h˜+)(k)− h˜−(k) + ∆δ+(h˜−)(k) − h˜+(k) + (∆δ−(δ0) ∗ h˜+)(k)− δ−δ+δ1(k)
=− (Sp−+1 ∗ h˜+)(k)− h˜−(k) + δ+(−Sp−+1 −∆δ−(δ0) + δ0)(k)− δ−δ+δ1(k)
=− (Sp−+1 ∗ h˜+)(k)− h˜−(k) + δ+(−Sp−+1 + δ−δ1)(k) − δ−δ+δ1(k)
=− (Sp−+1 ∗ h˜+)(k)− h˜−(k)− δ+Sp−+1(k)
Now observe that there exists a unique symmetric function H˜+ supported on Z+1/2 and
a remainderRm+ such that we have h˜+ = (δ−1/2+δ+1/2)∗H˜++Rm+δ0. One checks easily
that in fact Rm+ = (−1)
ǫ+2(⌊p++24 ⌋+ ǫ+δ+) and H˜+(k) = maxint{0, (2p+−2|k|+3)/4}.
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We may continue the computation as follows:
mult
(λ−,λ+)
(δ−,δ+)
(k)− δ−δ+δ1(k)
=− (Sp−+1 ∗ h˜+)(k)− h˜−(k)− δ+Sp−+1(k)
=− Sp−+1 ∗ (δ−1/2 + δ+1/2) ∗ H˜+(k) −Rm+Sp−+1(k) − h˜−(k)− δ+Sp−+1(k)
=− Tp−+3/2H˜+(k)− T−(p−+3/2)H˜+(k)− (Rm+ + δ+)Sp−+1(k)− h˜−(k)
=− Tp−+3/2H˜+(k)− T−(p−+3/2)H˜+(k)− (−1)
ǫ+2(⌊
p+ + 2
4
⌋+ δ+)Sp−+1(k)− h˜−(k)
=maxint{0, (p− + p+ + 3− k)/2} +maxint{0, (|p− − p+| − k)/2}
where the last line follows from carefully checking what happens at k = p− + 2, p− +
1, p−, . . . and at |p++ p−| − 1, |p++ p−| − 2, . . . at the various congruence classes of p+
modulo 4. Now use that in case (a), we have p± = 2(κ±−1)+ ǫ = 2m±−3/2. Hence we
see that r is a solution of (4.20) if and only if the right-hand side is of type dextra,IIIa,b , in
which case we need that {m−+m+, |m−−m+|} = {2a+1, b+1/2}, or of type d
extra,IV
a,b ,
in which case we need {m− +m+, |m− −m+|} = {2a, b + 1/2}. These are indeed the
residual points representing the supercuspidal extra-special STMs.
In fact, these are the only possibilities. In what follows we will see that there is no
other solution for (4.20).
(3) Let us now try to find solutions of (4.20) with λ− is of type (b) or (c), and
λ+ of type (a). We allow any pair (δ−, δ+) ∈ {0, 1}
2 here. Similar to the previous
computations, we have:
mult
(λ−,λ+)
(δ−,δ+)
(k)− δ−δ+δ1(k)
=∆(h˜− ∗ h˜+)(k) − 2h˜−(k) + ∆δ+(h˜−)(k)− h˜+(k) + ∆δ−(h˜+)(k)− δ−δ+δ1(k)
=((∆(h˜−) + ∆δ−(δ0)) ∗ h˜+)(k)− 2h˜−(k) + ∆δ+(h˜−)(k)− h˜+(k)− δ−δ+δ1(k)
=− T−(p−+1)h˜+(k)− Tp−+1h˜+(k) + h˜+(k)− 2h˜−(k) + ∆δ+(h˜−)(k) − δ−δ+δ1(k)
=− Tp−+1h˜+(k) + h˜+(k)− 2h˜−(k)− T−(p−+1)h˜+(k)− δ+δp−+1(k)
If both p−, p+ ≥ 1 then the above expression has value −1 at k = p−+p++1 and value
−1 at k = p−+ p+, and from the form of the available cuspidal formal degrees we easily
conclude that if r solves (4.20) in this case, then the right-hand side has to be of the form
dextra,IIIa,b , or d
extra,IV
a,b where a and b are such that one of the corresponding extraspecial
parameters (me−,m
e
+) equals 1/4. Indeed, if λ
e
−, λ
e
+ are the unipotent partitions of type
(a) such that the image of the corresponding extra-special STM r
(λe−,λ
e
+)
(δ−,δ+)
also solves of
(4.20) (with the same right-hand side), then the values of the two highest multiplicities
we just discussed, imply that pe++p
e
−+1 and |p
e
+−p
e
−|−2 differ by one (see the formula
for the multiplicities of the residue we derived in the case where λ− and λ+ are both
type (a)), from which we conclude that one of pe± equals −1, or equivalently m
e
± = 1/4.
Let us say that pe± = −1, and then define p
e
max = p
e
∓. Since p−+ p++1 = p
e
−+ p
e
++1
we have pemax = p− + p+ + 1. On the other hand, looking at above formula, it is clear
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that for all k > p− + 1, the term h˜+(k)− 2h˜−(k) − δ+δp−+1(k)− T−(p−+1)h˜+(k) has to
vanish, while at k = p− + 1 this expression needs to be 0, −1, or −2 (depending on the
congruence class of p+ modulo 4), and at k = p− it always needs to be −1 (we invite
the reader to draw the graph of Tp−+1 for k = p−, p−+1, p−+2 and compare this with
the graph of −hλe+ to see this). It follows that p− + 1 = p+ or p− = p+.
In the first case we have pemax = p− + p+ + 1 = 2p+. Now we compute the rank n in
terms of (p−, p+) and of (p
e
−, p
e
+). The first method gives n = n− + n+ with
n− =
{
m2−/2 = (p− + 1)
2/2, type (b)
(m− − 1)(m− + 1)/2 = p−(p− + 2)/2, type (c)
Hence n− ≤ p
2
+/2. For n+ we have:
n+ = ⌊κ+(2(κ+ − 1) + 2ǫ+ − 1)/2⌋ = ⌊(p+ + 2− ǫ)(p+ + 1 + ǫ)/4⌋
= ⌊(p+ + 1)(p+ + 2)/4⌋ ≤ (p+ + 1)(p+ + 2)/4.
Thus n ≤ p2+/2 + (p+ + 1)(p+ + 2)/4 = 3p+(p+ + 1)/4 + 1/2. The second method
gives n = ne− + n
e
+ = n
e
+ = ⌊(2p+ + 1)(2p+ + 2)/4⌋ ≥ p+(p+ + 3/2). We conclude
that p+(p+ + 3/2) ≤ 3p+(p+ + 1)/4 + 1/2, which implies p+ ≤ 1, hence p− ≤ 0, a
contradiction.
In the second case we have pemax = 2p+ + 1. We now find that
n ≤ (p+ + 1)
2/2 + (p+ + 1)(p+ + 2)/4 = 3p+(p+ + 1)/4 + 1,
and n = ne+ = ⌊(2p++2)(2p++3)/4⌋ ≥ p+(p++5/2)+1. We thus see that p+(p++5/2) ≤
3p+(p+ + 1)/4, which implies p+ ≤ −6, also a contradiction.
In other words, we have shown that (4.20) has no solutions when λ+ is of type (a)
and meanwhile λ− is of type (b) or (c).
(4) Let us now consider the cases where λ+ is of type (a) and λ− is of type (d). We use
the notation Σd− = δ1+δ2+δ4+ . . .+δa− , where a− = 2
s+1−1. Also recall that δ− = 1,
and p− = 2
s+2 − 1 with s ≥ 0 in case (d), and we will use the notation r− = 2
s − 1.
Similar to the previous case (with λ− is of type (c), and λ+ of type (a)) we have for
all k > 0:
mult
(λ−,λ+)
(δ−,δ+)
(k)− δ−δ+δ1(k)
=∆(h˜− ∗ h˜+)(k)− 2h˜−(k) + Σ
d
−(k) + ∆δ+(h˜−)(k) − h˜+(k) + ∆(h˜+)(k) − δ+δ1(k)
=((∆(h˜−) + ∆(δ0)) ∗ h˜+)(k) − 2h˜−(k) + Σ
d
−(k) + ∆δ+(h˜−)(k)− h˜+(k)− δ+δ1(k)
=− T−(p−+1)h˜+(k)− Tp−+1h˜+(k) + h˜+(k)−∆(h˜+)(k)
+ Σd−(k)− 2h˜−(k) + ∆δ+(h˜−)(k) − δ+δ1(k)
=− Tp−+1h˜+(k) + h˜+(k) + Sp++1 +Σ
d
−(k)− 2h˜−(k)− T−(p−+1)h˜+(k)
− δ+δp−+1(k) + (δ+ − 1)δ1(k)
Like in the previous case, we conclude first of all that the right-hand side of (4.20)
needs to be of the form dextra,IIIa,b , or d
extra,IV
a,b where a and b are such that one of
the corresponding extraspecial parameters (me−,m
e
+) equals 1/4. Let us use the same
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notations as in the previous case. We again have {pe−, p
e
+} = {−1, p
e
max} for some
pemax ∈ Z+. We see that p
e
max = p− + p+ + 1. As before we need that T (k) :=
h˜+(k) + Sp++1 +Σ−(k)− 2h˜−(k)− T−(p−+1)h˜+(k)− δ+δp−+1(k) + (δ+ − 1)δ1(k) = 0 for
all k > p− + 1, from which we conclude that p+ < p− + 1 (because of the presence of
the function Sp−+1). As before, we need that T (p−) = −1, implying that p+ = p− − 1
this time.
Hence in this situation we have pe+ = p− + p+ + 1 = 2p−. We have n = n− + n+
with n− = 8(r− + 1)
2 = (p− + 1)
2/2, and n+ = ⌊κ+(2(κ+ − 1) + 2ǫ+ − 1)/2⌋ =
⌊(p++2− ǫ)(p++1+ ǫ)/4⌋ = ⌊p−(p−+1)/4⌋, hence n+ ≤ p−(p−+1)/4. Taken together
we have
n ≤ (p− + 1)
2/2 + p−(p− + 1)/4 = (p− + 1)(3p− + 2)/4.
On the other hand, we have n = ne+ ≥ p−(p− + 3/2). Hence we conclude that p−(p− +
3/2) ≤ (p− + 1)(3p− + 2)/4, which implies that p
2
−/4 + p−/4 ≤ 1/2, hence p− ≤ 1. But
then p+ ≤ 0, a contradiction.
Hence we have shown that (4.20) has no solutions for λ+ of type (a) and λ− of type (d).
(5) Next let us consider the cases with λ+ of type (a) and λ− of type (e). We now
have r− = 2
s − 1 for some s ≥ 0, and a− = 2(r− + 1), p− = 2a− = 2
s+2 ≥ 4. Moreover,
δ− = 0 now. We write Σ
e
− = δ1+ δ2+ δ4+ . . .+ δp−. Similar to the previous cases (with
λ− is of type (b), and λ+ of type (a)) we have for all k > 0:
mult
(λ−,λ+)
(δ−,δ+)
(k)− δ−δ+δ1(k)
=∆(h˜− ∗ h˜+)(k)− 2h˜−(k) + Σ
e
−(k) + ∆δ+(h˜−)(k) − h˜+(k)
=(∆(h˜−) ∗ h˜+)(k)− 2h˜−(k) + Σ
e
−(k) + ∆δ+(h˜−)(k) − h˜+(k)
=− Tp−+1h˜+(k) + Tp− h˜+(k)− Tp−−1h˜+(k)
− T−(p−+1)h˜+(k) + T−p− h˜+(k)− T−(p−−1)h˜+(k)
+ h˜+(k) + Σ
e
−(k) + ∆δ+(h˜−)(k) − 2h˜−(k)
If we assume that p+ ≥ 3 then the maximum of the support of the sum S6 of the
first 6 terms (the translations of h˜+, but not including the non translated term h˜+)
is k = p− + p+ + 1, and the maximum of the support of the remaining terms TR :=
Σe−(k) + ∆δ+(h˜−)(k) − 2h˜−(k) (excluding h˜+) is equal to p− + 1 (if δ+ = 1) or p− (if
δ+ = 0). Since p+ = 3 corresponds to δ+ = 0, we see that TR = 0 on p− + p+ + 1, p− +
p+, p−+ p+− 1, p−+ p+− 2. The values of S6 there are easily seen to be −1, 0, −2, −1
respectively. Since h˜+ is also 0 at these arguments (since p−+p+−2 > p+) these values
are the multiplicities of the factors (1 + qk) in µ
(λ−,λ+)
δ−,δ+
for these values of k. If r solves
(4.20) we conclude that the right-hand side drhs of (4.20) is of the form d
extra,III
a,b , or
dextra,IVa,b where a and b are such that one of the corresponding extraspecial parameters
(me−,m
e
+) equals 3/4. Hence we now know drhs exactly in terms of p− and p+.
Now consider the behaviour of S6−drhs at the arguments k = p−+1, p−, p−−1, p−−2.
Looking at the three positively translated graphs of h˜+ for all possible congruence classes
of p+ modulo 4, we see that these values are δ+, 1− δ+, 1 + δ+, 2 respectively, and the
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value of TR at these arguments is −δ+, δ+ − 1, −δ+ − 2, Σ
e
−(p− − 2) − 4. The sum of
these gives the values 0, 0, −1, Σe−(p− − 2) − 2, and if we add h˜+ to this we should
get 0 everywhere. We conclude that p+ = p− − 1 and p− = 4, otherwise this is not
possible. However, then p+ = 3 which corresponds to δ+ = 0, so that (δ−, δ+) = (0, 0).
But drhs = d
extra,III
a,b , with corresponding values m
e
− = 3/4 and m
e
+ = 9/4, which yields
δe− = 1 and δ
e
+ = 0. One checks that drhs is an extra-special supercuspidal unipotent
degree for the symplectic group Sp36, while the “solution” r of (4.20) is a residual point
for SO28, so this is not really a solution.
For p+ ≤ 2, the value h˜+(k) is zero at k equal to p−+p++1, . . . , p−−1. If p+ = 2 we
find that S6 has the values −1, 0, −2, 0, −2 there, while δ+ = 0 and TR has the values
0, 0, 0, −1, −2, which yields the total −1, 0, −2, −1, −4, which are not the multiplici-
ties of a cuspidal unipotent formal degree, and for p+ = 1 (with δ+ = 1) we get for these
values of S6 the sequence −1, 1, −2, 1 while for TR we get 0, −1, 0, −3 which yields the
total −1, 0, −2, −2, which is also not a sequence of multiplicities of a cuspidal unipotent
formal degree. We may finally conclude that there are no solutions to (4.20) of the form
rλ−,λ+ with λ− of type (e) and λ+ of type (a).
(6) Next let us consider the cases with λ− of type (b), (c) and λ+ of type (d). This
implies that δ+ = 1, and p+ ≥ 3. We compute in a similar way to the case where both
λ± are of type (b) or (c):
mult
(λ−,λ+)
(δ−,δ+)
(k)− δ−δ+δ1(k)
=∆(h˜− ∗ h˜+)(k) − 2h˜−(k) + ∆δ+(h˜−)(k) − 2h˜+(k) + Σ
d
+(k) + ∆δ−(h˜+)(k) − δ−δ+δ1(k)
=((∆(h˜−) + ∆δ−(δ0)) ∗ h˜+)(k)− 2h˜+(k) + Σ
d
+(k)− 2h˜−(k) + ∆(h˜−)(k) − δ−δ1(k)
=− T−(p−+1)h˜+(k)− T+(p−+1)h˜+(k) + Σ
d
+(k)− 2h˜−(k)− δ(p−+1)(k)
=− (max{0, p− + p+ + 2− k}+max{0, |p+ − p−| − k}) +R(k)
where we see that R(k) = 0 for k > p− + 1, and R(p− + 1) > 0.
This does not represent a supercuspidal unipotent formal degree, and therefore there
are no solutions of (4.20) with λ− of type (b) or (c) and λ+ of type (d).
(7) Next let us consider the cases with λ− of type (b), (c) and λ+ of type (e). This
implies that δ+ = 0, and p+ ≥ 4. We again compute in a similar way to the case where
both λ± are of type (b) or (c):
mult
(λ−,λ+)
(δ−,δ+)
(k)− δ−δ+δ1(k)
=∆(h˜− ∗ h˜+)(k) − 2h˜−(k) + ∆δ+(h˜−)(k) − 2h˜+(k) + Σ
e
+(k) + ∆δ−(h˜+)(k)
=((∆(h˜−) + ∆δ−(δ0)) ∗ h˜+)(k)− 2h˜+(k) + Σ
e
+(k)− 2h˜−(k)
=− T−(p−+1)h˜+(k)− T+(p−+1)h˜+(k) + Σ
e
+(k)− 2h˜−(k)
We see that the values at k = p− + p+ + 1, p− + p+, p− + p+ − 1, p− + p+ − 2 are
−1,−1,−2,−3 respectively. This does not represent a supercuspidal unipotent formal
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degree, and therefore there are no solutions of (4.20) with λ− of type (b) or (c) and λ+
of type (e).
(8) Next let us consider the cases with λ± both of type (d). This implies that δ± = 1,
and p± ≥ 3. We may assume that p+ ≤ p− We again perform similar computations:
mult
(λ−,λ+)
(δ−,δ+)
(k)− δ1(k)
=∆(h˜− ∗ h˜+)(k)− 2h˜−(k) + ∆(h˜−)(k)− 2h˜+(k) + Σ
d
+(k) + ∆(h˜+)(k) + Σ
d
−(k)− δ1(k)
=((∆(h˜−) + ∆(δ0)) ∗ h˜+)(k)− 2h˜+(k) + Σ
d
+(k)− 2h˜−(k) + ∆(h˜−)(k) + Σ
d
−(k)− δ1(k)
=− T−(p−+1)h˜+(k)− T+(p−+1)h˜+(k)− 2h˜−(k)−∆(h˜+)(k) + ∆(h˜−)(k) + Σ
d
+(k) + Σ
d
−(k)
If this is a solution of (4.20) then, looking at the values at the arguments k = p−+ p++
2, p−+ p++1, p−+ p+, p−+ p+− 1, we conclude that the right-hand side drhs of (4.20)
should be of the form dord,IIIa,b or d
ord,IV
a,b , because these values are 0, −1, −2, −3. But at
k = p−+1 the value of the above sum of terms is greater or equal to 1−p++1−1 = 1−p+,
while the multiplicity function of drhs is less or equal to −1 − p+. Hence there are no
solutions rλ−,λ+ of (4.20) with λ± of type (d).
(9) Next let us consider the cases with λ± both of type (e). This implies that δ± = 0,
and p± ≥ 4. We may assume that p+ ≤ p− We again perform similar computations:
mult
(λ−,λ+)
(δ−,δ+)
(k)
=∆(h˜− ∗ h˜+)(k)− 2h˜−(k)− 2h˜+(k) + Σ
e
+(k) + Σ
e
−(k)
=− Tp−+1h˜+(k) + Tp− h˜+(k)− Tp−−1h˜+(k)
− T−(p−+1)h˜+(k) + T−p− h˜+(k)− T−(p−−1)h˜+(k)
− 2h˜−(k) + Σ
e
+(k) + Σ
e
−(k)
This cannot represent a solution of (4.20) since, looking at the values of this sum at the
arguments k = p− + p+ + 2, p− + p+ + 1, p− + p+, p− + p+ − 1, p− + p+ − 2, we get
0, −1, −1, −2, −3, which does not correspond to a supercuspidal formal degree. Hence
there is no solution rλ−,λ+ of (4.20) with λ± of type (e).
(10) Finally, let us consider the cases with λ− of type (d), and λ+ of type (e). This
implies that δ− = 1, p− ≥ 3, and δ+ = 0, p+ ≥ 4. We again perform similar computa-
tions:
mult
(λ−,λ+)
(δ−,δ+)
(k)
=∆(h˜− ∗ h˜+)(k) − 2h˜−(k) + Σ
d
−(k)− 2h˜+(k) + Σ
e
+(k) + ∆(h˜+)(k)
=
(
(∆(h˜−) + ∆(δ0)) ∗ h˜+
)
(k)− 2h˜−(k)− 2h˜+(k) + Σ
e
+(k) + Σ
d
−(k)
=− T−(p−+1)h˜+(k)− T+(p−+1)h˜+(k)− 2h˜−(k)−∆(h˜+)(k) + Σ
e
+(k) + Σ
d
−(k)
If p− > 3, this cannot represent a solution of (4.20) since in this case, looking at the values
of this sum at the arguments k = p−+p++2, p−+p++1, p−+p+, p−+p+−1, p−+p+−2,
we get 0, −1, −1, −2, −3, which does not correspond to a cuspidal formal degree. If
p− = 3 the values of the sum on k = p+ + 5, p+ + 4, p+ + 3, p+ + 2, p+ + 1, p+ are as
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follows 0, −1, −1, −2, −2, −4, which also does not correspond to a cuspidal unipotent
formal degree. Hence there is no solution rλ−,λ+ of (4.20) with λ− of type (d) and λ+
of type (e) either.
We have finally checked all possibilities, which completes the proof of Theorem 4.6.1
for symplectic and even orthogonal groups. 
Together with the results of Sections 7.1 and 7.2 we have proved Theorem 4.6.1.
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