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In this paper we present a theoretical and algorithmic analysis on the normality of
rational parametrizations of algebraic plane curves over arbitrary fields of characteris-
tic zero. If the field is algebraically closed we give an algorithm to decide whether a
parametrization is proper and, if not, a normal parametrization is computed. If the field
is not algebraically closed the problem is more complicated, and a degenerated situa-
tion may appear. We classify the degenerations in strong and weak degenerations, and
an algorithm to decide this phenomenon is derived. Furthermore, we prove that if the
parametrization is strongly degenerated then the curve cannot be normally parametrized,
but weak degenerations can be resolved, and an algorithm to reparametrize the input
weakly degenerated parametrization into a non-degenerated one is given. In addition, we
show how these results can be applied and improved to the case of real rational curves.
In this case, we present an algorithm that decides whether a given real parametrization
can be normally parametrized over the reals, and that computes such a parametrization
if it exists.
c© 2002 Elsevier Science Ltd. All rights reserved.
1. Introduction
Rational curves, and in particular their rational parametric representation, play an impor-
tant role in may applications in computer aided geometric design (see e.g. Hoffmann,
1993; Hoffmann et al., 1997; Hoschek and Lasser, 1993). This situation motivates a
reciprocal relationship of interest between the fields of applications and development
of constructive methods in algebraic geometry. On the one hand, geometric problems
derived from the applied frame generate interesting questions for algebraic geometers,
and on the other hand symbolic algorithmic solutions of problems in algebraic geome-
try, mainly for curves and surfaces, provide answers that can be used in applications. An
example of this affirmation is the construction of rational parametrizations that are injec-
tive (i.e. proper) at almost every place (see e.g. Sederberg, 1986 or Sendra and Winkler,
2001).
A natural question related to the injectivity of parametrizations is the computation
of surjective parametrizations, i.e. normal parametrizations, of rational varieties. Any
rational parametrization induces a natural dominant rational mapping from the ground
field onto the variety. Thus, in general, the mapping might not be surjective (i.e. normal),
and hence some points of the algebraic set are missed. This phenomenon may generate
unexpected complications in applications; for instance, in the problem of plotting geo-
metric objects on the screen of a computer. Therefore, the question of deciding whether
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a rational parametrization is normal and if not computing a normal parametrization, if
possible, arises.
This problem was approached in Chou and Gao (1991) for the case of algebraic vari-
eties of arbitrary dimension over an algebraically closed field of characteristic zero. The
method presented in Chou and Gao (1991) is based on Ritt-Wu’s decomposition algo-
rithm, and they provide normal parametrizations for conics and some quadrics. In Bajaj
and Royappa (1995) normal parametrizations for the remaining quadrics are presented.
Also, in Bajaj and Royappa (1995), the authors provide a method to construct normal
parametrizations over the field of real numbers for parametrizations where no real point
on the variety corresponds only to complex parameter values. Moreover, they leave the
study of the normality of parametrizations, where there exist real points corresponding
only to complex parameter values, as an open problem.
In this paper, we deal with the problems described earlier for the case of rational plane
curves over an arbitrary field of characteristic zero. The hypothesis on the characteristic
can be removed in Section 2, where the field is algebraically closed. In Section 3, the
hypothesis might also be removed at the expense of some complications. More precisely,
in Section 3, given a rational plane curve C over an algebraically closed field K of char-
acteristic zero such that C ∩L2 is also a curve over a subfield L of K, we use algorithmic
results in Andradas et al. (1997, 1999), van Hoeij (1997) and Sendra and Winkler (1997)
to assume w.l.o.g. that the input parametrization of C has coefficients in L. Algorithms
in Andradas et al. (1997, 1999), van Hoeij (1997) and Sendra and Winkler (1997) are
presented in characteristic zero. These algorithms are based on two types of different
approaches. They either compute three adjoint curves or a basis of the Riemann–Roch
vector space of the anti-canonical divisor (that in this case is of dimension 3) that gener-
ate a birational application mapping the original curve onto a conic. The computational
determination of this birational map uses the fact that the field is of characteristic zero.
For the case of positive characteristic, if one can also reduce algorithmically the problem
to the situation described earlier, or if one assumes that the input parametrization has
coefficients in L, the algorithms presented in Section 3 are also valid. Nevertheless, in
this paper we do not consider this problem.
We start analysing the question when the ground field is algebraically closed (see
Section 2). From a theoretical point of view, the question is clear: if a parametrization
is not normal it can be extended to a projective parametrization, that is surjective, by
taking care of the point on the curve that is the image of the infinity of the ground field
(see Shafarevich, 1994, Chapter I, Section 5, Theorem 2). However, we are interested here
in approaching the problem algorithmically. In Section 2, we present a complete charac-
terization for deciding when a parametrization is normal. This result provides a method,
that in combination with a theorem due to Prof. Toma´s Recio, yields to an algorithm to
normally parametrize any rational curve over any algebraically closed field of character-
istic zero. The geometric idea of this result is to take a projective parametrization that
sends the infinity of the field into a point of the curve at infinity. The algorithm for the
normality test basically involves gcd computation and therefore is much simpler, from
the complexity point of view, than the algorithm presented in Chou and Gao (1991). In
Gutierrez et al. (2001) a similar test algorithm, approached from the theory of rational
function fields, is given.
In Section 3, we study the normality for the case of fields that are not algebraically
closed. The first remark is that in this case it may happen that points on the variety
may only be generated by means of parameter values out of the ground field (see the
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earlier comment on the open problem stated in Bajaj and Royappa (1995)). This leads
to the notion of degeneration. We prove that, for the case of proper parametrizations of
plane curves, the set of all points in this degenerated situation is either empty or finite,
and we provide an algorithm to compute them. Furthermore, we distinguish between
two types of degenerations, called strong and weak degeneration. Strong degenerations
occur when there is a point different from the critical point of the parametrization (see
Definition 3), i.e. different from the image of the infinity by the parametrization, that is
only generated by parameter values out of the ground field. Weak degenerations happen
when the critical point is the only point in this situation.
These two types of degenerations play a fundamental role in this study since we prove
that, on the one hand, if strong degeneration appears then the curve cannot be normally
parametrized, even non-properly, over the ground field, and on the other hand, if weak
degeneration appears then the degeneration can be avoided, and for some cases we know
how to normally parametrize the curve over the ground field. The geometric intuitive
explanation for the strong degeneration behaviour, at least for the real case, is that these
degenerated points different from the critical point are isolated singularities of the curve,
and this property does not depend on the parametrization.
Therefore, we give a partial answer to the problem stated in Bajaj and Royappa (1995)
for the case of plane curves and for arbitrary fields of characteristic zero. In addition,
if the input is not degenerated we prove that the normality over the field and over its
algebraic closure is equivalent.
The study of the normality for curve parametrizations over arbitrary non-algebraically
closed fields of characteristic zero is an interesting problem in its own right. However, from
the point of view of practical applications, the most important case is when the ground
field is the field of the real numbers. Examples of applications, where this phenomenon
occurs, are, for Instance, the problem of plotting geometric objects on the screen of
a computer or geometric modelling, where the question of covering an entire curve or
surface appears (see Bajaj and Royappa, 1995).
In Section 4, we see how the particularization of the results obtained in Section 3
can be improved to give a complete picture of the solution of the problem. As a con-
sequence, we prove that a proper plane curve parametrization over the reals can be
normally reparametrized over the reals if and only if it is not strongly degenerated, and
we provide an algorithm. Furthermore, these results close the open question, mentioned
earlier, stated in Bajaj and Royappa (1995) over the reals.
In the sequel, we use the following notations. K is an algebraically closed field of
characteristic zero, L ⊂ K is a subfield of K, and R,C are the field of real numbers
and the field of complex numbers, respectively. For a parametrization P(t) of an affine
rational curve C over K we write its components as
P(t) =
(
p1(t)
q1(t)
,
p2(t)
q2(t)
)
.
Also, we will assume in the paper that all rational parametrizations are given in reduced
form, that is gcd(pi, qi) = 1 for i = 1, 2. Furthermore, for any given rational parametriza-
tion P(t) we consider the polynomials
HP1 (x, t) = xq1(t)− p1(t), HP2 (y, t) = yq2(t)− p2(t).
Moreover, we assume w.l.o.g. that the given curves are not lines. Note that for lines the
study of normal parametrizations is trivial.
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2. Normality Over Algebraically Closed Fields
In this section we study the normality problem for rational curves over algebraically
closed fields.
A rational parametrization P(t) of an affine curve C over K induces a dominant rational
map ϕP from the field K to the curve. That is,
ϕP : K −→ C
t 7−→ P(t)
where ϕP(K) is a dense subset of C in the Zariski topology. However, in general ϕP(K) 6=
C, and therefore ϕP might not be surjective. Rational parametrizations such that ϕP
(K) = C are called normal. More precisely, one has the following definition.
Definition 1. A parametrization P(t) is normal if for all P ∈ C there exists t0 ∈ K
such that P(t0) = P . If there exists a normal parametrization of C we say that C can be
normally parametrized.
In Chou and Gao (1991) a sufficient condition for a rational parametrization to be
normal is given.
Theorem 1. Let P(t) be a rational parametrization such that degt(pi(t)) > degt(qi(t))
for some i ∈ {1, 2}, then P(t) is normal.
Proof. See Theorem 2.8 in Chou and Gao (1991). 2
From this result one immediately gets the following corollary
Corollary 1. Any polynomial parametrization, i.e. a parametrization with polynomial
components, is normal.
An additional natural question is to decide when the rational map ϕP is injective. This
leads to the definition of proper parametrization.
Definition 2. A parametrization P(t) is proper if the rational map ϕP induced by P(t)
is birational.
Therefore, if P(t) is proper, then the map ϕP is injective for almost all values in K.
There exist algorithmic criteria to decide whether a parametrization is proper (see e.g.
Sederberg, 1986 or Sendra and Winkler, 2001). However, the question of deciding when
ϕP is injective for all elements in K needs further analysis. As a first approach, one sees
that a necessary condition is that the parametrization is polynomial, since other ϕP are
not defined for the roots of the denominators. Nevertheless, this condition is not sufficient.
For instance, consider the polynomial parametrization P(t) = (t2 + t, t3 + t2 + 1). It is
proper, and therefore injective for almost all values in K. However, P(0) = P(−1) =
(0, 1).
Applying the previous corollary and Section 3 in Sendra and Winkler (2001) one gets
directly the following result.
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Corollary 2. Let P(t) be a rational parametrization of an affine plane curve C, let ϕP
be the rational map induced by P(t), and let
Gi(s, t) = qi(s)pi(t)− qi(t)pi(s), i = 1, 2.
If P(t) is polynomial and
Rest
(
G1
gcd(G1, G2)
,
G2
gcd(G1, G2)
)
∈ K,
then ϕP is bijective as a map from K to C.
Remark. In the example given before the corollary the resultant is s2 + s.
Considering again the question of the surjectivity, we show in the next example that
Theorem 1 does not characterize normal parametrizations of curves.
Example 1. We consider the parametrization
P(t) =
(
t2 − 1
t3
,
t− 1
t2
)
of the plane cubic defined by the polynomial
f(x, y) = y3 + 2y2 − 3xy + x2.
Clearly, P(t) does not satisfy the condition in Theorem 1. Nevertheless, let us see that
P(t) is normal. First of all, we observe that P(t) is a proper parametrization. We com-
pute the inverse of the parametrization (see e.g. Pe´rez-Dı´az et al., 2002), that can be
expressed as:
P−1(t) = 2y − x
y2
.
Thus, one deduces that for every (a, b) ∈ C \ {(0, 0)}
(a, b) = P
(
2b− a
b2
)
.
Furthermore P(1) = (0, 0). Therefore, P(t) is normal.
For the case of algebraically closed fields, if P(t) is not normal it can be extended to
a projective parametrization, that is surjective, by taking care of the point on C that is
the image of the infinity of K (see Shafarevich, 1994, Chapter 1, Section 5, Theorem 2).
We approach here the problem of doing that algorithmically.
In Chou and Gao (1991), Theorem 2.6, the authors describe a method, based on
Ritt-Wu’s decomposition algorithm, to decide whether a parametrization of an algebraic
variety of arbitrary dimension is normal. In Theorem 2 we prove that, for the case
of plane curves, this can be done by computing a gcd of two univariate polynomials.
For this purpose, we first state the following lemma. This result can also be found in
Gutierrez et al. (2001) Remark 1.6. The approach in Gutierrez et al. (2001) is derived
using rational function field theory.
Lemma 1. Let P(t) be a rational parametrization of an affine plane curve C with defining
polynomial f(x, y), let ϕP be the rational map induced by P(t), and let `1(x), `2(y) be
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the leading coefficient w.r.t. t of the polynomials HP1 (x, t), H
P
2 (y, t), respectively. Then,
it holds that
ϕP(K) = {(a, b) ∈ C | gcd(HP1 (a, t),HP2 (b, t)) 6= 1}.
Furthermore,
C \ ϕP(K) ⊂ {(a, b) ∈ C | `1(a) = `2(b) = 0}.
Proof. First, we prove that
ϕP(K) = {(a, b) ∈ C | gcd(HP1 (a, t),HP2 (b, t)) 6= 1}.
Clearly, if (a, b) ∈ ϕP(K) then (a, b) ∈ C, and there exists t0 ∈ K such that P(t0) =
(a, b). Thus, t0 is a common root of HP1 (a, t) and H
P
2 (b, t). Conversely, if (a, b) ∈ C
and t0 ∈ K is a common root of HP1 (a, t) and HP2 (b, t), then q1(t0)q2(t0) 6= 0, since
otherwise HP1 (a, t0) = p1(t0) = 0 or H
P
2 (b, t0) = p2(t0) = 0 which is impossible because
gcd(p1, q1) = gcd(p2, q2) = 1. Therefore, P(t0) = (a, b), and hence (a, b) ∈ ϕP(K).
Now, for every (a, b) ∈ C such that `1(a) 6= 0 or `2(b) 6= 0 we consider the evaluation
homomorphism ψ(a,b) : K[x, y][t] → K[t] defined as ψ(a,b)(M(x, y, t)) = M(a, b, t). Then,
taking into account the behaviour of the resultant under a homomorphism (see e.g.
Lemma 7.3.1. in Mishra (1993), or Lemma 4.3.1. in Winkler (1996)), one has that, if
`1(a) 6= 0 then
ψ(a,b)(Rest(H
P
1 (x, t), H
P
2 (y, t)))= `1(a)
degt(H
P
2 (y,t))− degt(HP2 (b,t))Rest(H
P
1 (a, t), H
P
2 (b, t)),
and if `2(b) 6= 0 then
ψ(a,b)(Rest(H
P
1 (x, t), H
P
2 (y, t))) = `2(b)
degt(H
P
1 (x,t))−degt(HP1 (a,t))Rest(H
P
1 (a, t), H
P
2 (b, t)).
Moreover, Rest(HP1 (x, t),H
P
2 (y, t)) = f(x, y)
degree(ϕP) (see Sendra and Winkler (2001)).
Therefore, since (a, b) ∈ C and, `1(a) 6= 0 or `2(b) 6= 0, one deduces that Rest(HP1 (a, t),
HP2 (b, t)) = 0. Thus, gcd(H
P
1 (a, t),H
P
2 (b, t)) 6= 1. So, one deduces that
{(a, b) ∈ C|`1(a) 6= 0 or `2(b) 6= 0} ⊂ {(a, b) ∈ C| gcd(HP1 (a, t),HP2 (b, t)) 6= 1} = ϕP(K),
and then C \ ϕP(K) ⊂ {(a, b) ∈ C | `1(a) = `2(b) = 0}. 2
Remark. Theorem 1 follows directly from Lemma 1: if one of the denominators in the
parametrization has degree less than the degree of its numerator, then the corresponding
`i is a non-zero constant. Thus, C = ϕP(K).
The next theorem gives a complete characterization of normal parametrizations. For
this purpose, we use the following notation: if p ∈ K[t] and k ∈ N,
coeff(p(t), tk)
denotes the coefficient of the term tk in p(t).
Theorem 2. Let
P(t) =
(
p1(t)
q1(t)
,
p2(t)
q2(t)
)
be a rational parametrization of an affine plane curve C. Let n = deg(p1),m = deg(q1),
r = deg(p2), s = deg(q2), and a = coeff(p1, tm), b = coeff(q1, tm), c = coeff(p2, ts),
d = coeff(q2, ts). Then, it holds that
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(1) If n > m or r > s then P(t) is normal.
(2) If n ≤ m and r ≤ s then P(t) is normal if and only if
gcd(aq1(t)− bp1(t), cq2(t)− dp2(t)) 6= 1.
Furthermore, if P(t) is not normal, all points in C are generated by P(t) with the
exception of
(
a
b ,
c
d
)
which is a point on C.
Proof. Statement (1) is Theorem 1. In order to prove statement (2), let
P(t) =
(
ant
n + · · ·+ a0
bmtm + · · ·+ b0 ,
crt
r + · · ·+ c0
dsts + · · ·+ d0
)
.
Also, let `1(x), `2(y) be the leading coefficient w.r.t. t of HP1 (x, t) and H
P
2 (y, t), respec-
tively, and let Q(t) = P( 1t ). Clearly
Q(t) =
(
an + · · ·+ a0tn
bm + · · ·+ b0tm t
m−n,
cr + · · ·+ c0tr
ds + · · ·+ d0ts t
s−r
)
.
In this situation, we distinguish the following cases:
(i) Let n < m and r < s. First observe that the denominators of Q(t) do not vanish at
t = 0, since bm 6= 0, ds 6= 0, and m − n > 0, s − r > 0. Thus, the parametrization
Q(t) is defined for t = 0, and Q(0) = (0, 0) ∈ C. Moreover, `1(x) = bmx, `2(y) =
dsy. Therefore, applying Lemma 1, the only point that might not be generated by
P(t) is the origin. Furthermore, by Lemma 1, (0, 0) is generated by P(t) if and
only if gcd(HP1 (0, t),H
P
2 (0, t)) 6= 1. Finally, note that gcd(HP1 (0, t),HP2 (0, t)) =
gcd(aq1(t) − bp1(t), cq2(t) − dp2(t)) and (0, 0) =
(
a
b ,
c
d
)
. Therefore the statement
holds.
(ii) Let m = n, and r = s. Since bm 6= 0, ds 6= 0, one has that Q(0) =
(
an
bm
, crds
) ∈ C.
Moreover, `1(x) = bmx− an, `2(y) = dsy − cr. Therefore, applying Lemma 1 as in
case (i), one concludes the result.
(iii) Let m > n, and r = s. Since bm 6= 0, ds 6= 0, one has that Q(0) =
(
0, crds
) ∈ C.
Moreover, `1(x) = bmx, `2(y) = dsy−cr. Therefore, applying Lemma 1 as in case (i),
one concludes the result.
(iv) Let m = n, and r < s. Since bm 6= 0, ds 6= 0, one has that Q(0) =
(
an
bm
, 0
) ∈ C.
Moreover, `1(x) = bmx − an, `2(y) = dsy. Therefore, applying Lemma 1 as in
case (i), one concludes the result.
Example 2. We briefly give some examples of normal proper parametrizations for each
of the cases discussed in the proof of Theorem 2.
(1) Take, for instance, the hyperbola
(
t, 1t
)
.
(2, i) See the cubic in Example 1.
(2, ii) The parametrization
P(t) =
(
t2 + 1
t2 + 2t
,
2t2 + 1
t2 + t
)
defines the cubic of equation
f(x, y) = 9x2 + 2x− 8xy + 1− 2y + 2y2 − 2x2y + xy2.
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For this parametrization
gcd
(
HP1
(
an
bm
, t
)
,HP2
(
cr
ds
, t
))
= 2t− 1,
and therefore P( 12) = (1, 2).
(2, iii) The parametrization
P(t) =
(
t2 − 1
t3 + t2 + 2
,
t3 − 2
t3 − t2 − 1
)
defines the curve of degree 6 of equation
f(x, y) = −3 + 24x+ 9y − 61xy − 9y2 + 50y2x− 100x2y + 36x2 + 3y3 − 13y3x
+ 68x3 + 98y2x2 − 148x3y + 101y2x3 − 29x3y3 − 34x2y3.
For this parametrization
gcd
(
HP1 (0, t),H
P
2
(
cr
ds
, t
))
= t2 − 1,
and therefore P(1) = P(−1) = (0, 1).
(2, iv) Permute in (2, iii) x and y.
Corollary 3. Let P(t) be a rational parametrization of an affine plane curve C. Then,
at most one point of C is not generated by the parametrization. Moreover, if n,m, r, s, a, b,
c, d are as in Theorem 2, it holds that
(1) If n > m or r > s then there is no missing point in C.
(2) If n ≤ m and r ≤ s then the only possible missing point in C is (ab , cd).
Corollary 3 motivates the following definition.
Definition 3. Let P(t) be a rational parametrization such that the degree of each
numerator is not bigger than the degree of the corresponding denominator, i.e. degt(qi(t))
≥ degt(pi(t)) for i = 1, 2. Then, the only possible missing point of the parametrization
is called the critical point of P(t).
Remark. Observe that the notion of critical point is not defined for parametrizations
such that at least one of the numerators has a bigger degree than its denominator.
Theorem 2 provides the following algorithm to decide whether a given parametrization
is normal (see also in Remark 1.6. Gutierrez et al., 2001).
Algorithm. normality-test. Given a rational parametrization P(t) = (p1(t)q1(t) , p2(t)q2(t) ),
the algorithm decides whether P(t) is normal.
1. Compute n := deg(p1(t)),m := deg(q1(t)), r := deg(p2(t)), s := deg(q2(t)).
2. If n > m or r > s then return “P(t) is normal”
3. a : = coeff(p1, tm), b : = coeff(q1, tm), c : = coeff(p2, ts), d : = coeff(q2, ts).
4. Compute M(t) : = gcd(aq1 − bp1, cq2 − dp2).
Normal Parametrizations 871
5. If degt(M) ≥ 1 then return “P(t) is normal” else return “P(t) is not normal
and the only point on C that is not reachable is (ab , cd)”.
Example 3. Let us consider the affine conic of equation
x2
a2
+
y2
b2
= 1, a 6= 0, b 6= 0
and the standard proper parametrization
P(t) =
(
a(t2 − 1)
1 + t2
, 2
bt
1 + t2
)
.
Applying algorithm normality-test, in Step 4 one gets that
M(t) : = gcd(2a,−2bt) = 1.
Therefore, P(t) is not normal and the only point on the affine conic that is not reachable
is (a, 0), that is the critical point of the parametrization.
We have already approached the problem of deciding whether a given parametrization
is normal. In the last part of this section we deal with the problem of computing normal
parametrizations of a rational curve over K. We start with the following theorem that is
due to Prof. Toma´s Recio.† Geometrically, the idea is to take a projective parametrization
that sends the infinity of K into a point of C at infinity.
Theorem 3. (Recio, 1994) Every rational affine curve over K can be properly and
normally parametrized.
Proof. Let C be an affine rational curve over K, and let P(t) be a proper parametriza-
tion, in reduced form, of C (note that by Lu¨roth’s Theorem, this is always possible) that
is not normal. Then, by Theorem 1, P(t) is not polynomial, and hence either q1 or q2
are non-constant. Let q1 be non-constant; the case when q2 is non-constant is analogous.
Then, we take α ∈ K such that q1(α) = 0 but p1(α) 6= 0. This is always possible since p1
and q1 are relatively prime. Then, applying the linear change of parameter φ(t) = αt+1t ,
the parametrization P(t) is transformed on a normal parametrization. Furthermore, since
φ(t) is invertible, the reparametrization preserves the properness. 2
Remark. In Theorem 3, we have emphasized the fact that the normal parametrization
is proper. If the parametrization P(t) in the proof has tracing index k (the tracing index
measures the number of times the parametrization traces the curve when the parameter
takes values in K, and therefore it gives a notion of how improper the parametrization is;
see Sendra and Winkler, 2001) then, since the reparametrization function φ(t) is linear,
the tracing index of the normal parametrization is also k (see Theorem 4 in Sendra and
Winkler (2001)).
Combining algorithm normality-test and the constructive proof of Theorem 3, one
can derive the following algorithm.
†Toma´s Recio is Professor at Universidad de Cantabria (Spain), and he stated and proved constructively,
in a personal communication (1994), this theorem.
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Algorithm. normal-parametrization. Given a rational parametrization P(t) =(p1(t)
q1(t)
, p2(t)q2(t)
)
of an affine rational curve C the algorithm computes a normal parametriza-
tion of C.
1. Apply algorithm normality-test to check whether P(t) is normal. If so, return
P(t).
2. If q1(t) is not constant take α ∈ K such that q1(α) = 0 but p1(α) 6= 0 else take
α ∈ K such that q2(α) = 0 but p2(α) 6= 0.
3. Return P(αt+1t ).
Example 4. Applying algorithm normal-parametrization to the proper parametri-
zations given in Example 3, one gets(
−a(2t
2 − 2√−1t− 1)
2
√−1t+ 1 , 2
b(
√−1t+ 1)t
2
√−1t+ 1
)
that parametrizes normally and properly the affine conics.
3. Normality Over Non-algebraically Closed Fields
In Section 2 we have studied the normality of parametrizations over an algebraically
closed field. However in most applications, as plotting, one is basically interested in
parametrizations over the reals. In this section we study the problem in a more general
frame, namely fields that are not algebraically closed.
Through out this section, we consider a subfield L ⊆ K of K. Therefore, L has char-
acteristic zero but, in general, is not algebraically closed. In this situation, we consider
affine rational curves C over K such that C ∩ L2 is also a curve, that is, such that the
ideal in L[x, y] of C ∩ L2 is one-dimensional, or equivalently that Card(C ∩ L2) = ∞
(see Lemma 2 in Andradas et al. (1997)). Rational curves of this type are precisely those
rational curves that can be parametrized over L (see Lemma 2 in Andradas et al. (1997)).
In this situation, we deal with the problem of finding a parametrization of C over L that
is surjective over C ∩ L2.
There exist parametrization algorithms (see van Hoeij, 1997; Sendra and Winkler,
1997) and reparametrization algorithms (see Andradas et al., 1997, 1999) to generate
parametrizations over L, if C satisfies the above condition. Therefore, we assume w.l.o.g.
that we are given an affine parametrization P(t) over L; that is P(t) ∈ L(t)2. Moreover,
we observe that any parametrization of C over L can be computed as a reparametrization
of a proper parametrization of C over L. Indeed, if Q(t) is a parametrization of C over
L, and P(t) is a proper parametrization of C over L, then the inverse mapping P−1 of
the rational map ϕP induced by P(t) can be computed by elimination techniques, and
hence there exists an element in L(x, y) that represents the inverse P−1. Thus, taking
R(t) = P−1(Q(t)) ∈ L(t) one has that Q(t) = P(R(t)).
Therefore in the sequel, unless explicitly stated otherwise, we assume that P(t) is a
proper parametrization of an affine curve C over L. In this situation, P(t) induces the
rational map
ϕP|L : L→ C ∩ L2
t 7→ P(t).
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Then, we will say that P(t) is L-normal if ϕP|L(L) = C ∩L2. More precisely, one has the
following definition.
Definition 4. A not necessarily proper parametrization, P(t) ∈ L(t)2, of an affine curve
C is L-normal, or normal over L, if for all P ∈ C ∩ L2 there exists t0 ∈ L such that
P(t0) = P . If there exists an L-normal parametrization of C we say that C can be L-
normally parametrized.
L-degenerations
In Section 2, the problem was that some points on the curve might not be reachable
by the parametrization. In this section we have an additional difficulty; namely, a point
on the curve, although reachable by the parametrization, might only be generated by
parameter values in K \L. For instance, the parametrization P(t) = (t4 +1, t3 +2t+1),
which is proper and normal over C, is not R-normal because the point (5, 1), which is on
the curve, is only reachable via P(t) taking t = ±i√2. This remark motivates the next
definition. For this purpose, we consider the fibre of the rational mapping ϕP (induced
by P(t)) of points on C. That is, for any point P ∈ C, we consider the set
FP(P ) = {t0 ∈ K | P(t0) = P}.
Definition 5. A not necessarily proper parametrization, P(t) ∈ L(t)2, of an affine curve
C is L-degenerated if there exists P ∈ C ∩ L2, such that FP(P ) 6= ∅ and FP(P ) ⊂ K \ L.
Definition 6. We define the set of L-degenerations of a parametrization P(t) ∈ L(t)2,
and we denote it by DPL , as the set
DPL = {P ∈ C ∩ L2 | FP(P ) 6= ∅ and FP(P ) ⊂ K \ L}.
Proposition 1. For every proper parametrization P(t) ∈ L(t)2, DPL is either empty or
a zero-dimensional algebraic set.
Proof. Let f(x, y) be the implicit equation of the curve defined by P(t). Clearly f(x, y)
∈ L[x, y], since f(x, y) = Rest(HP1 ,HP2 ) (see e.g. Theorem 7 in Sendra and Winkler
(2001)). Moreover, since P(t) is proper, we can compute its inverse P−1 and, as we
have remarked at the beginning of the section, it can be represented by an element
S(x, y) = A(x, y)/ B(x, y) ∈ L(x, y) where gcd(A, f) = gcd(B, f) = 1 = gcd(A,B).
Then, almost all points P ∈ C ∩ L2 are generated by a parameter value in L, namely
S(P ). Hence, DPL is included in a finite set of points, and therefore it is either empty or
an algebraic set of dimension 0. 2
Remark. If P(t) is not proper, Proposition 1 does not hold. For instance D(t2,t4)R =
{(a, b) | a < 0, b = a2}.
In Proposition 1, we have proved that the set of degenerations of a proper parametriza-
tion is zero-dimensional. In the following we find the explicit description of a zero alge-
braic set that contains DPL .
Proposition 2. Let P(t)2 ∈ L(t)2 be proper, let f(x, y) be the implicit equation of
the curve defined by P(t), let S(x, y) = A(x, y)/B(x, y) ∈ L(x, y), where gcd(A, f) =
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gcd(B, f) = 1 = gcd(A,B), represent the inverse P−1, and let q1(x, y) and q2(x, y)
denote the denominator of p1(S(x,y))q1(S(x,y)) and
p2(S(x,y))
q2(S(x,y))
, respectively. Then it holds that
DPL ⊂ {(x, y) ∈ L2 | f(x, y) = 0, B(x, y)q1(x, y)q2(x, y) = 0}.
Proof. Let Ω be the set of points (a, b) in C ∩ L2 such that S(a, b), and P(S(a, b)) is
defined. For every (a, b) ∈ Ω it holds that S(a, b) ∈ FP((a, b))∩L. Therefore, (a, b) /∈ DPL .
Thus, DPL ⊂ (C ∩L2) \Ω. That is, DPL is contained in the set of all points (a, b) in C ∩L2
such that either S(a, b) is not defined (i.e. B(a, b) = 0) or S(a, b) is defined but P(S(a, b))
is not defined. This last condition is equivalent to asking that qi(x, y), i = 1, 2, does not
vanish at (a, b). This finishes the proof. 2
Taking into account that parametrizations are given in reduced form, it is clear that
for every (a, b) ∈ C ∩L2, {t0 ∈ L | P(t0) = (a, b)} is the set of roots in L of gcd(HP1 (a, x),
HP2 (b, x)). From this result, and provided a method for deciding whether a univariate
polynomial has a root over L (see Step 4 in algorithm L-Degenerations), we can derive
a method to compute the set of L-degenerations of a parametrization.
Algorithm. (L-Degenerations) Given a rational proper parametrization P(t) ∈ L
(t)2 of an affine rational curve C, and provided a method for deciding whether a univariate
polynomial has a root over L, the algorithm computes the set DPL .
1. Compute the inverse of P(t). Let S(x, y) = A(x, y)/B(x, y) be a representative of
the inverse over L, such that gcd(A, f) = gcd(B, f) = gcd(A,B) = 1 where f is the
defining polynomial of C.
2. For i = 1, 2 compute the denominator qi(x, y) of
pi(S(x,y))
qi(S(x,y))
.
3. Compute the set B of intersection points of C and each of the curves defined by
B(x, y), q1(x, y), q2(x, y).
4. D := ∅. For every (a, b) ∈ B ∩ L2 check whether gcd(HP1 (a, t),HP2 (b, t)) has a root
in L. If not then D = D ∪ {(a, b)}.
5. Return D.
Remark. The computation of the inverse of the parametrization can be performed by
means of Gro¨bner bases, but for the case where curves are surfaces there exist special
methods based on resultants and gcd’s (see e.g. Pe´rez-Dı´az et al., 2002).
Example 5. Let K = C and L = R and P(t) = (t4 + 1, t3 + 2t+ 1). The inverse of the
parametrization (Step 1) can be expressed as
−(3y − 3 + yx− x)
(−11 + 2x− y2 + 2y) .
The polynomials qi(x, y) are powers of the denominator of the inverse (Step 2). The set
B (Step 3) is
B = {(−3, 1± 4i), (5, 1)}.
In Step 4, one has that gcd(HP1 (5, t),H
P
2 (1, t)) = t
2 + 2. Thus, DPR = {(5, 1)}.
There are two types of behaviour on the L-degenerations in relation to the L-degenera-
tions. This motivates the following definition.
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Definition 7. Let P(t) ∈ L(t)2 be a, not necessarily proper, L-degenerated parametri-
zation of an affine curve C. Then, we say that P(t) is L-weakly degenerated if degt(pi) ≤
degt(qi) for i = 1, 2 and DPL contains only the critical points of P(t). Otherwise, we say
that P(t) is L-strongly degenerated.
Remark. Observe that L-degenerated parametrizations, such that at least one of the
numerators has a bigger degree than its corresponding denominators, are L-strongly
degenerated. In particular polynomial L-degenerated parametrizations are L-strongly
degenerated. Note also that an L-weakly degenerated parametrization is not L-normal,
but normal.
The proper parametrization in Example 5 is R-strongly degenerated because it is poly-
nomial. The next example shows that “pure” strong L-degeneration may also happen even
for proper parametrizations.
Example 6. Let K = C and L = R and
P(t) =
(
t2 + 1
t4 + 1
,
t2 + 1
t3 + 2t+ 1
)
.
This parametrization is proper and defines a curve of degree 7. Applying algorithm
L-degenerations one gets
DPR =
{
(0, 0),
(
−1
5
,−1
)
,
(
−1
3
, 1
)}
.
In fact
FP((0, 0)) = {±i}, FP
((
−1
5
,−1
))
= {±
√
2i},
FP
((
−1
3
, 1
))
=
{
1
2
± i
√
7
2
}
.
Note that (−15 ,−1), (− 13 , 1) are isolated singularities on the curve, and compare to the
geometric explanation to the behaviour of the strong degeneration given in the introduc-
tion and in the next subsection.
strong L-degeneration
In this subsection we prove that if a curve has an L-strongly degenerated proper
parametrization then the curve cannot be L-normally parametrized. The geometric intu-
itive explanation for the strong singularity behaviour, at least for the real case, is that
these degenerated points different from the critical point are isolated singularities of the
curve, and this property does not depend on the parametrization. We start this analysis
with the following lemmas.
Lemma 2. Let P(t) be a rational parametrization. Let R(t) = M(t)N(t) be a non-constant
rational function in reduced form, and let Q(t) = P(R(t)). Then, it holds that
HQ1 (x, t) = N
max{deg(p1),deg(q1)}HP1 (x,R), H
Q
2 (y, t) = N
max{deg(p2),deg(q2)}HP2 (y,R).
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Proof. We prove it for i = 1, the proof is analogous for i = 2. Let p1(t) =
∑n
i=0 ait
i
and q1(t) =
∑m
i=0 bit
i, with an 6= 0, bm 6= 0, and p1(t) =
∑n
i=0 aiM
iNn−i, q1(t) =∑m
i=0 biM
iNm−i. Then
Nnp1(R) = p1(t), Nmq1(R) = q1(t).
Thus,
p1(R)
q1(R)
=
p1(t)
q1(t)
Nm−n.
Now observe that gcd(N, p1) = gcd(N, q1) = 1, since otherwise one gets that M and N
have a common root, which is impossible because gcd(M,N) = 1. Also, let us see that
gcd(p1, q1) = 1. Indeed, let α be a common root of p1, q1. It holds that
p1(α) = p1(R(α))N(α)n = 0, q1(α) = q1(R(α))N(α)m = 0,
and since N(α) 6= 0, one gets that R(α) is a common root of p1, q1, which is impossible
because gcd(p1, q1) = 1. Therefore, if n = m then
HQ1 (x, t) = xq1(t)− p1(t) = xq1(R)Nn − p1(R)Nn = HP1 (x,R)Nn.
If m > n then
HQ1 (x, t) = xq1(t)− p1(t)Nm−n = xq1(R)Nm − p1(R)Nm = HP1 (x,R)Nm.
Similarly if m < n. 2
Lemma 3. Let P(t) ∈ L(t)2 be a proper parametrization of an affine curve C. If there
exists (a1, a2) ∈ DPL such that for some i ∈ {1, 2}
degt(H
P
i (ai, t)) = max{degt(pi),degt(qi)}
then any parametrization of C is L-degenerated, and therefore C cannot be L-normally
parametrized.
Proof. Since P(t) is proper over L, any other rational parametrization of C over L can
be obtained as a reparametrization of P(t) over L. Therefore, it is enough to check that
for any non-constant rational function R(t) ∈ L(t), Q(t) = P(R(t)) is L-degenerated. Let
R(t) = MN be in reduced form, and let (a1, a2) ∈ DPL be such that k := degt(HP1 (a1, t)) =
max{degt(p1),degt(q1)}; similarly if the property holds for i = 2. Let us also assume that
HPi (ai, t) factors over K as
HP1 (a1, t) =
k∏
i=1
(αit− βi), HP2 (a2, t) =
k′∏
i=1
(α′it− β′i).
Then, if ` = max{degt(p2),degt(q2)}, by Lemma 2 one gets that
HQ1 (a1, t) = N
kHP1 (a1, R(t)) =
k∏
i=1
(αiM(t)− βiN(t)),
and
HQ2 (a2, t) = N
`HP2 (a2, R(t)) = N
`−k′
k′∏
i=1
(α′iM(t)− β′iN(t)).
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Note that ` − k′ ≥ 0. Moreover, observe that gcd(N,αiM − βiN) = 1 for every i, since
otherwise it would imply that gcd(M,N) 6= 1. Therefore,
gcd(HQ1 (a1, t),H
Q
2 (a2, t)) = gcd
(
k∏
i=1
(αiM(t)− βiN(t)),
k′∏
i=1
(α′iM(t)− β′iN(t))
)
.
Since (a1, a2) ∈ DPL one has that FP((a1, a2)) 6= ∅. Thus, HP1 (a1, t) and HP2 (a2, t)
are not coprime, and hence gcd(HQ1 (a1, t),H
Q
2 (a2, t)) is not trivial. This implies that
FQ((a1, a2)) 6= ∅. Now, let us see that (a1, a2) ∈ DQL . Let us assume that there exists a
root ρ of gcd(HQ1 (a1, t),H
Q
2 (a2, t)) in L. Then, there exists some i and j such that
αiM(ρ)− βiN(ρ) = α′jM(ρ)− β′jN(ρ) = 0.
As we have already observed N(ρ) 6= 0, thus
βi
αi
= R(ρ) =
β′j
α′j
.
But this implies that βiαi ∈ L, since ρ ∈ L and R ∈ L(t). Hence, one has that gcd(HPi
(a1, t),HP2 (a2, t)) has a common root in L, which is impossible because (a1, a2) ∈ DPL .
Therefore, (a1, a2) ∈ DQL and Q(t) is L-degenerated. 2
Remark. Observe that for all but at most one point on the curve it holds that degt(HPi
(ai, t)) = max{degt(pi),degt(qi)} for i = 1, 2. In fact, such a special case exists if and
only if degt(pi) ≤ degt(qi) for i = 1, 2, and in this case it is the critical point of the
parametrization.
The next corollaries are direct applications of Lemma 3.
Corollary 4. Let P(t) ∈ L(t)2 be a proper parametrization of an affine curve C. If
Card(DPL ) > 1 then C cannot be L-normally parametrized.
Proof. It follows from Lemma 3, and from the fact that degrees w.r.t. t of HPi for
i = 1, 2 can only decrease for the critical point.
Corollary 5. Let P(t) ∈ L(t)2 be an L-degenerated proper parametrization of an affine
curve C. If P(t) is not normal, then C cannot be L-normally parametrized.
Proof. If the parametrization is not normal then by Theorem 2 the only point that
may decrease the degree w.r.t. x or y of HPi is not reachable by the parametrization, and
hence it is not in DPL . Therefore, since DPL 6= ∅, Lemma 3 implies the result. 2
The following theorem states the fundamental property of L-strongly degenerated
parametrizations.
Theorem 4. Let P(t) be an L-strongly degenerated proper parametrization of an affine
plane curve C. Then, C cannot be L-normally parametrized.
Proof. We distinguish two cases.
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(1) If degt(p1) > degt(q1) or degt(p2) > degt(q2), then for some i ∈ {1, 2} the equality
on the degrees in Lemma 3 holds for all points on C. Thus, since DPL 6= ∅ the result
follows from Lemma 3.
(2) Let degt(p1) ≤ degt(q1) and degt(p2) ≤ degt(q2) for i = 1, 2. Let us assume that
degt(p1) < degt(q1) and degt(p2) < degt(q2). Then the critical point is the origin.
Since P(t) is L-strongly degenerated, one has that DPL 6= ∅ and DPL 6= {(0, 0)}. Thus,
there exists a point in DPL satisfying the condition on the degree in Lemma 3. Thus,
the result follows from Lemma 3. The proof is analogous for the other cases. 2
weak L-degeneration
In the previous subsection, we have seen that strong L-degeneration cannot be avoided.
In this section, we prove that weak L-degenerations can be resolved. We start with the
following lemma.
Lemma 4. If P(t) ∈ L(t)2 is a proper L-weakly degenerated parametrization of a rational
curve C, then any other proper parametrization of C is either non-L-degenerated or it is
L-weakly degenerated.
Proof. Let
P(t) =
(
p1
q1
,
p2
q2
)
=
(
ant
n + · · ·+ a0
bmtm + · · ·+ b0 ,
crt
r + · · ·+ c0
dsts + · · ·+ d0
)
.
We observe that since P(t) is L-weakly degenerated then n ≤ m and r ≤ s. Thus, the
critical point of P(t) is defined and we denote it by PP . Let
Q(t) =
(
p1(t)
q1(t)
,
p2(t)
q2(t)
)
be a proper parametrization of C. Then there exists an invertible linear rational function
R(t) over L such that Q(t) = P(R(t)). Let R(t) = at+bct+d , with a, b, c, d ∈ L such that
ad− bc 6= 0. We distinguish several cases:
(1) Let c = 0, then we may assume w.l.o.g. that R(t) = at + b, with a 6= 0. Note that
degrees in Q(t) and P(t) are the same. Thus, the critical point of Q(t) is defined.
Let us denote it by PQ. Note that PP = PQ. Now, take P ∈ [C ∩ L2] \ {PQ}. Since
P 6= PP one has that FP(P ) 6= ∅, and since P /∈ DPL there exists α ∈ L such that
P(α) = P . Then, Q(α−ba ) = P and α−ba ∈ L. Thus, P /∈ DQL . That is DQL ⊆ {PQ}.
Therefore, if DQL = ∅ then Q(t) is non-L-degenerated and otherwise it is L-weakly
degenerated.
(2) Let c 6= 0 and assume that a/c is not a root of q1(t)q2(t). Then, degt(pi) ≤
degt(qi) = degt(qi) for i = 1, 2. In fact, degt(pi) = degt(qi) if and only if a/c is not
a root of pi(t) (note that the coefficient of tdegt(qi) in pi and qi is pi(a/c)cdegt(qi)
and qi(a/c)cdegt(qi), respectively). In any case, the critical point of Q(t) is defined.
Let us denote it by PQ. Furthermore, since
pi(a/c)
qi(a/c)
= 0 if degt(pi) = degt(qi), it
holds that
PQ = P(a/c).
Now, take P ∈ [C ∩ L2] \ {PQ}. First we prove that if P = PP then Q(−d/c) = P .
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Indeed, if n < m (similarly if r < s) then p1(−d/c) = 0 because (ct+d)m−n divides
p1, and q1(−d/c) = bmcm (bc− ad)m 6= 0. Thus, if n < m then p1(−d/c)q1(−d/c) = 0. If n = m
(similarly if r = s) we distinguish two cases: if degt(p1) = degt(q1) (i.e. p1(a/c) 6= 0)
then p1(−d/c)q1(−d/c) = an/bm; on the other hand, if degt(p1) < degt(q1) (i.e. p1(a/c) = 0),
we write p1(t) as p1(t) = (a′n−kt
n−k + · · ·+ a′0)(ct− a)k, where the first factor does
not vanish at a/c and k > 0. Then,
p1(t)
q1(t)
=
(a′n−k(at+ b)
n−k + · · ·+ a′0(ct+ d)n−k)(cb− ad)k
bm(at+ b)m + · · ·+ b0(ct+ d)m .
Therefore, in this case
p1(−d/c)
q1(−d/c) =
a′n−Kc
k
bm
=
an
bm
.
Summarizing, we get that Q(−d/c) = PP , and hence P /∈ DQL .
Now, take P ∈ [C ∩ L2] \ {PQ} such that P 6= PP , then FP(P ) 6= ∅, and P 6= DPL
because P is L-weakly degenerated. Therefore, there exists α ∈ L such that P(α) =
P . Moreover, since P 6= PQ = P(a/c) then α 6= ac . Thus, R−1(α) is defined and
R−1(α) ∈ L (note that R−1(t) = − b−tda−ct ). Therefore, Q(R−1(α)) = P , and hence
P /∈ DQL . That is, DQL ⊆ {PQ}. Therefore, if DQL = ∅ then Q(t) is non-L-degenerated
and otherwise it is L-weakly degenerated.
(3) Let c 6= 0 and assume that a/c is a root of q1(t)q2(t). Then, we prove that Q(t) is, in
fact, L-normal. First note that at least one of the denominators in Q(t) has smaller
degree than its corresponding numerator. Thus, by Theorem 1,Q(t) is normal. Now,
take P ∈ C ∩ L2. If P 6= PP , then as above there exists α ∈ L such that P(α) = P .
Since P(t) is not defined at a/c one has that α 6= a/c. Thus, R−1(α) is defined
and R−1(α) ∈ L. Therefore, Q(R−1(α)) = P , and hence P /∈ DQL . Let P = PP ,
then reasoning similarly as in the proof of the second statement of this Lemma one
deduces that Q(−d/c) = PP . That is, P /∈ DQL . Summarizing DQL = ∅, and Q(t) is
normal. Therefore, Q(t) is L-normal, and in particular it is non-L-degenerated. 2
Theorem 5. Let P(t) ∈ L(t)2 be a proper L-weakly degenerated parametrization of a
rational curve C. Then it holds that:
(1) If a ∈ L is such that Card(FP(P(a))) = 1, and b, d ∈ L is such that ad − b 6= 0,
then
P
(
at+ b
t+ d
)
is a non-L-degenerated proper parametrization of C over L.
(2) If q1(t)q2(t) has a root α in L, then
P
(
αt+ 1
t
)
is an L-normal parametrization of C.
Proof. (2) has been proved in step (3) of the proof of Lemma 4. Let us prove state-
ment (1). First we observe that a always exists (see Sendra andWinkler, 2001). LetQ(t) =
P(at+bt+d ), and let PP , PQ be the critical points of P(t) and Q(t), respectively. From
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Lemma 4, we know that DQL ⊂ {PQ}. We prove that FQ(PQ) = ∅, which will imply that
DQL = ∅ and hence Q(t) is non-L-degenerated (clearly proper). Since q1(a)q2(a) 6= 0 (oth-
erwise the fibre has cardinality 0), we are in the same situation as in step (3) of the proof
of Lemma 4. Thus, the same reasoning implies that PQ = P(a) and that Q(−d) = PP
(here c = 1). Therefore, PP = Q(−d) 6= P(a) = PQ, because a ∈ L and PP ∈ DPL .
In this situation, let us assume that FQ(PQ) 6= ∅. Take α ∈ K such that Q(α) = PQ.
Since α 6= −d because Q(−d) 6= PQ, R(α) is defined and P(R(α)) = PQ. Now, since
Card(FP(P(a))) = Card(FP(PQ)) = 1 one has that R(α) = a, but this implies that
b = da which is impossible.
Remark. In order to drive an algorithm from Theorem 5, one needs to determine an
element a ∈ L such that Card(FP(P(a))) = 1. One possibility is to take into account
that for almost all points P in C (i.e. for all but finitely many point on the curve), the
cardinality of the fibre FP(P ) is the same. Since the parametrization P(t) is proper
this means that, after finitely many selections of elements in L, one reaches an element
a ∈ L such that Card(FP(P(a))) = 1. Furthermore, the cardinality of the fibre can be
computed as follows (see Corollary to Theorem 1 in Sendra and Winkler (2001)). Let
Gi(s, t) = qi(s)pi(t)− qi(t)pi(s), and
Ri(s) = Rest
(
Gi,
∂Gi
∂t
)
.
Then, for all a ∈ K such that q1(a)q2(a)R1(a)R2(a) 6= 0 it holds that
Card(FP(P(a))) = degt(gcd(G1(a, t), G2(a, t))).
The condition qi(a) 6= 0 ensures that P(a) is defined, and the condition Ri(a) controls
the square-freeness of Gi(a, t). The element a ∈ L can also be computed directly. For
this purpose, we refer to Section 3.1 in Sendra and Winkler (2001) where the behaviour
of the cardinality of the fibre of a not necessarily proper parametrization is analysed.
Theorem 5 provides an algorithm to resolve weak L-degenerations.
Algorithm. (Resolution of L-degenerations) Given a rational proper L-degene-
rated parametrization P(t) = (p1(t)q1(t) , p2(t)q2(t) ) ∈ L(t)2, the algorithm decides whether P(t)
can be reparametrized into a non-L-degenerated parametrization, and in the affirmative
case it computes such a reparametrization.
1. Apply algorithm L-degenerations to compute DPL .
2. If Card(DPL ) = 0 then return P(t).
3. Compute n := degt(p1); m := degt(q1); r := degt(p2); s := degt(q2).
4. If n > m or r > s or Card(DPL ) > 1 then return “any parametrization of the
curve is L-degenerated”.
5. Compute the critical point PP of P(t).
6. If DPL 6= {PP} then return “any parametrization of the curve is L-degene-
rated”.
7. Check whether q1(t)q2(t) has a root in L. In the affirmative case, compute a root
α ∈ L of q1q2 and return “P(αt+1t ) is an L-normal parametrization of C”.
8. Take a ∈ L as pointed out in the remark to Theorem 5, and return P(at+bt+d ).
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We finish this subsection with some examples to illustrate algorithm Resolution of
L-degenerations.
Example 7. We consider the proper parametrization
P(t) =
(
t2 + 1
(t− 2)2t ,
t2 + 1
(t− 2)2(t+ 1)
)
.
Applying algorithm L-degenerations one gets that DPR = {(0, 0)}, in fact, computing
gcd(HP1 (0, t),H
P
2 (0, t)) one obtains that FP((0, 0)) = {±i}. Therefore P(t) is R-weakly
degenerated. Since 2 is a root of one of the denominators, we consider the parametrization
Q(t) = P
(
2t+ 1
t
)
=
(
(5t2 + 4t+ 1)t
2t+ 1
,
(5t2 + 4t+ 1)t
3t+ 1
)
,
which is R-normal. In fact, applying algorithm L-degenerations to Q(t) one gets that
DPR = ∅, and computing gcd(HQ1 (0, t),HQ2 (0, t)) one obtains that FP((0, 0)) =
{
0,− 25 ±
1
5 i
}
. Thus, Q(t) is R-normal.
Example 8. We consider the proper parametrization
P(t) =
(
t2 + 1
t4 + 1
,
t2 + 1
t4 + t+ 1
)
.
Applying algorithm L-degenerations one gets that DPR = {(0, 0)}. Therefore, P(t) is
R-weakly degenerated. Also, we observe that denominators in P(t) do not have real roots.
We take a = 1 in step 8 of algorithm Resolution of L-degenerations. Note that
FP(P(1)) = {1}. Therefore, the parametrization
Q(t) = P
(
t+ 1
t+ 2
)
is not R-degenerated. In fact, the critical point of Q(t) is PQ =
(
1, 23
)
, and FQ(PQ) = ∅.
L-normality
Once we have analysed the L-degenerations, we proceed to study the L-normality. That
is, we deal with the problem of deciding whether a parametrization is L-normal, and we
discuss the difficulties of having a complete algorithm for finding L-normal parameter-
izations for an arbitrary field L. For this purpose, and as a consequence of the results
in the previous subsections, we assume that the given proper parameterization is not
L-degenerated. We start with the following lemma.
Lemma 5. Let P(t) ∈ L(t)2 be a not necessarily proper parametrization of an affine
rational curve C. If P(t) is not L-degenerated, P(t) is normal if and only if P(t) is
L-normal.
Proof. Since P(t) is not L-degenerated, for every P ∈ C ∩ L2 one has that either
FP(P ) = ∅ or FP(P ) ∩ L 6= ∅.
Let P(t) be normal. Then, for every P ∈ C, it holds that FP(P ) 6= ∅. Thus, for P ∈ C∩L2
one has that FP(P ) ∩ L 6= ∅; that is P(t) is L-normal.
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Conversely, let P(t) be L-normal. Now, observe that, taking into account Corollary 3,
the only point on the curve that the parametrization might not reach is the critical point,
that belongs to L2. Since P(t) is L-normal, it is in fact reachable by P(t), and therefore
the parametrization is normal. 2
Taking into account Lemma 5, one can extend, trivially, Theorem 2 to L-normality as
follows.
Theorem 6. Let
P(t) =
(
p1(t)
q1(t)
,
p2(t)
q2(t)
)
be a rational parametrization of an affine plane curve C and let n,m, r, s, a, b, c, d as in
Theorem 2. If P(t) is not L-degenerated it holds that
(1) If n > m or r > s then P(t) is L-normal.
(2) If n ≤ m and r ≤ s then P(t) is L-normal if and only if
gcd(aq1(t)− bp1(t), cq2(t)− dp2(t)) 6= 1.
In this situation, the analogue to Corollary 3 is
Corollary 6. Let P(t) be a, not necessarily proper, non-L-degenerated rational para-
metrization of an affine plane curve C. Then, either P(t) is L-normal or the only point
of C ∩ L2 that is not generated by the parametrization is the critical point of P(t).
In addition, from these results one can derive the following algorithm to decide the
L-normality of a proper parametrization.
Algorithm. L-normality-test.Given a rational proper parametrizationP(t)=(p1(t)q1(t) ,
p2(t)
q2(t)
)
, the algorithm decides whether P(t) is L-normal.
1. Apply the algorithm L-degenerations to compute DPL .
2. If DPL 6= ∅ then return “P(t) is not L-normal”.
3. Apply algorithm normality-test to P(t). If the answer is yes then return “P(t)
is L-normal” else return “P(t) is not L-normal”.
We do not give a solution of the problem of constructing a general algorithm to find
L-normal parametrizations for arbitrary L. Of course, as it is clear from the results
described earlier we can give partial answers; for instance, if any of the denominators
of the parametrization has at least one root in the field. The intrinsic difficulty of the
problem is that we need to have sufficient conditions on nonlinear polynomials in L[x]
to ensure the existence of roots in L. This is the reason why, for the case of real closed
fields (see next section), the problem can be solved.
More precisely, if P(t) ∈ L(t)2 parametrizes C, and it is not L-degenerated and not
L-normal, we know by statement (1) of Theorem 6 that the critical point PP is defined
and by Corollary 6 it is not reachable. In this situation, one looks for a rational function
R(t) over L such that P(R(t)) is L-normal. In the case where some denominator of P(t)
has a root in L, then a suitable linear rational function solves the problem. Otherwise, a
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linear rational function will move the critical point but will stay unreachable. Therefore,
one has to consider nonlinear rational functions. Here comes the difficulty, because one
has to ensure that all points generated by P (taking parameter values in L) keep the
property after the rational change. However, it implies that to find two polynomials
A,B ∈ L[t], A 6= 0 and not both linear or constant, such that for almost all values α ∈ L,
the new polynomial A(t)− αB(t) has roots in L.
4. Real Normal Parametrizations
In this section we show how the results in the previous section can be applied and
extended to the case of rational real curves.
In Bajaj and Royappa (1995) it is proved that any real parametrization that is not
R-degenerated can be R-normally parametrized with tracing index 2 and the precise
change of parameters to achieve this situation is given. Applying the results of the pre-
vious section, we can improve this theorem as follows. Statement (1) in Theorem 7 is
a particular case of Theorem 2 in Bajaj and Royappa (1995). However, for reasons of
completeness we give here an alternative simple proof.
Theorem 7. Let R be a real closed field, and let P(t) be a proper parametrization of a
curve C over R that is not R-strongly degenerated and is not R-normal. Then, it holds
that:
(1) If P(t) is not R-degenerated, then C can be R-normally parametrized as
P
(
t
t2 − 1
)
.
(2) If P(t) is not R-degenerated and q1(t)q2(t) has a real root α, then C can be R-
normally and properly parametrized as
P
(
αt+ 1
t
)
.
(3) If P(t) is R-weakly degenerated, then C can be R-normally parametrized as
P
(
t2 + at− 1
t2 + t− 1
)
,
where a ∈ R\{1} such that Card(FP(P(a))) = 1.
(4) If P(t) is R-weakly degenerated and q1(t)q2(t) has a real root α, then C can be
R-normally and properly parametrized as
P
(
αt+ 1
t
)
.
Proof. (1) Let R(t) = tt2−1 and Q(t) = P(R(t)). Since P(t) is not R-normal and it is
not R-degenerated, by statement 1 of Theorem 6, we know that the critical point
PP of P(t) is defined. Let P ∈ C ∩R2. If P 6= PP , then by Corollary 6, one has that
FP(P ) ∩ R 6= ∅. Let α ∈ R such that P(α) = P . Now, observe that the equation
R(t) = α always has solutions in R; namely
β = α if α = 0, and β =
1±√1 + 4α2
2α
if α 6= 0.
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Thus, Q(β) = P . On the other hand, it is easy to check that Q(1) = PP . Summa-
rizing, Q(t) is R-normal.
(2) Let R(t) = αt+1t and Q(t) = P(R(t)). Then Q(t) is not R-strongly degener-
ated, because otherwise by Lemma 3 it would imply that P(t) = Q(R−1(t)) is
R-degenerated. Moreover, the numerator of one of the components of Q(t) has a
bigger degree than its denominator. Therefore, Q(t) is not R-weakly degenerated.
Thus, Q(t) is not R-degenerated. Now the result follows from Theorem 6, state-
ment (1).
(3) It follows from statement (1) and Theorem 5, statement (2).
(4) It follows from Theorem 5 statement (2).
From Theorem 7 and Theorem 4 one deduces the following corollary. 2
Corollary 7. Let R be a real closed field, and C be a rational curve over R. Then, the
following statements are equivalent
(1) C can be R-normally parametrized.
(2) No proper parametrization of C is R-strongly degenerated.
(3) There exists a proper parametrization of C that is not R-strongly degenerated.
We finish this section summarizing the results in the next algorithm.
Algorithm. Real-Normal-Parametrization. Given a proper rational parametriza-
tion P(t) = (p1(t)q1(t) , p2(t)q2(t) ) of an affine rational real curve C the algorithm decides whether
C can be R-normally parametrized, and in the affirmative case computes an R-normal
parametrization of C.
1. Apply algorithm R-degenerations to check whether P(t) is R-strongly degener-
ated. If yes, return “C cannot be R-normally parametrized”.
2. Check whether q1q2 has a real root α. If yes, return
P
(
αt+ 1
t
)
.
3. If P is not R-degenerated return
P
(
t
t2 − 1
)
.
4. Compute a ∈ R\{1} such that Card(FP(P(a))) = 1, and return
P
(
αt+ 1
t
)
.
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