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Abstract
The LISA Pathfinder mission will demonstrate key technologies requi-
red for a future space-based gravitational wave detector such as the
evolved Laser Interferometer Space Antenna (eLISA). Specifically, the
control of a drag-free test mass using high-precision interferometry
and micro-Newton thrusters. At the core of the LISA Pathfinder sa-
tellite is the optical metrology system. This comprises the subsystems
for the interferometric measurement of the longitudinal and angular
fluctuations of the test masses. In order to measure the residual test
mass acceleration to the required level, the noise contribution from
the optical metrology system must be minimised. This includes in-
terferometric readout noise, and noise that directly couples into test
mass acceleration.
There are a number of noise sources inherent in the optical metrolo-
gy system that contribute to the measurement of the diﬀerential test
mass displacement. Of these, frequency, optical pathlength diﬀerence,
and amplitude noise are suppressed by control loops. In order to un-
derstand the measured acceleration noise in-flight it is necessary to
characterise the contributions of these noise sources, and, if the noise
levels are higher than expected, adapt the responses of the control
loops accordingly. As such, investigations for characterising the noise
sources and control loops in-flight have been designed, in addition to
procedures for performing the associated data analysis. The proposed
investigations are presented alongside results from the ground-based
hardware test campaigns of the optical metrology subsystems. These
results provide the best available estimate of the noise from each sour-
ce, and the overall noise contribution that can be expected in-flight.
In chapter one, LISA Pathfinder is introduced, with focus on the opti-
cal metrology subsystems and the interferometric measurement chain.
In chapter two, the various noise sources that contribute to the op-
tical metrology system are presented, in addition to a description of
the associated control loops. In chapters three, four, and five, the in-
flight noise characterisation investigations and analyses, including the
results of the ground-based hardware test campaigns, are presented
for the frequency noise, optical pathlength diﬀerence noise, and am-
plitude noise respectively. Finally, an overview of the results and in-
vestigations is presented, with a breakdown of the situations in which
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the various investigations may be performed in-flight.
Keywords: LISA Pathfinder, gravitational waves, space interfero-
metry, control loops, noise characterisation
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Zusammenfassung
Die LISA-Pathfinder Mission wird die Schlu¨sseltechnologien demon-
strieren, welche fu¨r zuku¨nftige weltraumbasierte Gravitationswellen-
detektoren, wie eLISA (evolved Laser Interferometer Space Antenna),
beno¨tigt werden. Von besonderem Interesse ist hier vor allen Din-
gen die Kontrolle der frei fallenden Testmassen mit Hilfe von mikro-
Newton Schubdu¨sen (thruster). Im Kern des LISA-Pathfinder Satel-
liten befindet sich das optische Metrologie-System. Dieses setzt sich
aus zwei interferometrischen Teilsystem zusammen, eins fu¨r die Mes-
sung der longitudinalen Schwankungen zwischen den Testmassen und
eins fu¨r die Messung der Winkelverschiebungen zwischen diesen. Um
die restliche Testmassenbeschleunigung mit der vorausgesetzten Ge-
nauigkeit messen zu ko¨nnen mu¨ssen alle Rauschbeitra¨ge des optischen
Metrologiesystems minimiert werden. Dazu geho¨ren das Rauschen des
interferometrischen Ausleseverfahrens sowie alle Rauschquellen welche
direkt in die Beschleunigung der Testmassen koppeln. Es existiert eine
Vielzahl systemimmanenter Rauschquellen des optischen Metrologie-
Systems, welche die Messung der diﬀerentiellen Testmassenverschie-
bung beeinflussen. Zu diesen za¨hlen auch Frequenzrauschen, Amplitu-
denrauschen sowie Fluktuationen der optischen Wegla¨nge, welche mit
Hilfe von aktiven Regelschleifen unterdru¨ckt werden. Um das gemesse-
ne Beschleunigungsrauschen, wa¨hrend des Fluges, zu verstehen, ist es
notwendig die Beitra¨ge dieser Rauschquellen zu charakterisieren und
falls diese gro¨ßer sein sollten als erwartet, die Regelschleifen gema¨ß der
neuen Anforderungen anzupassen. Fu¨r diesen Zweck wurden sowohl
Messverfahren entwickelt, um die Rauschquellen der Regelschleifen
auch wa¨hrend des Fluges u¨berpru¨fen zu ko¨nnen, als auch die entspre-
chenden Verfahren zur Datenauswertung dieser Messmethoden. Die
vorgeschlagenen Messverfahren werden hier neben den Ergebnissen
der erdbasierten Testkampagne fu¨r die Hardware des optischen Me-
trologiesystems vorgestellt. Diese Ergebnisse liefern die bisher besten
Abscha¨tzungen fu¨r die Beitra¨ge der einzelnen Rauschquellen und das
daraus resultierende Gesamtrauschlevel, das wa¨hrend des Fluges zu
erwarten ist.
Im ersten Kapitel wird LISA Pathfinder vorgestellt, wobei vor allem
auf die Teilsysteme des optischen Metrologiesystems und den genauen
Ablauf des interferometrischen Messverfahrens eingegangen wird. Das
zweite Kapitel stellt die verschiedenen Rauschquellen des optischen
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Metrologiesystems dar und geht außerdem na¨her auf die Regelschlei-
fen ein, die zur Unterdru¨ckung dieser Rauschquellen eingesetzt wer-
den sollen. Die Kapitel drei, vier und fu¨nf erkla¨ren die Untersuchun-
gen und Auswertungsverfahren zur Rauschcharakterisierung wa¨hrend
des Fluges, zusammen mit den erwarteten Rauschbeitra¨gen fu¨r das
Frequenzrauschen, das Amplitudenrauschen und die Variationen der
optischenWegla¨nge, welche auf den Ergebnissen der erdbasierten Test-
kampagne beruhen. Abschließend wird ein U¨berblick u¨ber die Ergeb-
nisse und Untersuchungen pra¨sentiert, in welchem auch ein Einblick
gegeben wird, zu welchem Zeitpunkt die verschiedenen Untersuchun-
gen wa¨hrend des Fluges durchgefu¨hrt werden ko¨nnten.
Schlagworte: LISA Pathfinder, Gravitationswellen, Weltrauminter-
ferometrie, Regelschleifen, Rauschcharakterisierung
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1.1 Gravitational waves and their detection
The existence of gravitational waves is a prediction of Einstein’s Gen-
eral Theory of Relativity [1]. Simply put, gravitational waves are
17
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1 Introduction
ripples in space-time generated as a result of accelerating mass. They
are predicted to propagate as a wave at the speed of light, and exist in
two polarisations, commonly referred to as + and ×. In the same way
that the coupling between mass and space-time allows moving masses
to generate gravitational waves, masses in space-time will be periodi-
cally displaced relative to one another by a passing gravitational wave.
This eﬀect can be visualised with the aid of a ring of free-floating test
particles, as shown in Figure 1.1.
0 π/2 π 3π/2 2π
+
×
Figure 1.1: The eﬀect of each polarisation, + and ×, of a gravitational wave prop-
agating perpendicular to the page, on a ring of test particles [2].
The magnitude of a gravitational wave is typically defined in terms
of the strain amplitude, h, it causes. As the coupling between mass
and space-time is weak and the propagation distances large, only very
energetic accelerations of high mass objects are able to produce grav-
itational waves that may be detectable at the Earth. Gravitational
waves are expected to be emitted by a wide range of astronomical
sources including events such as the collapse of stellar cores, the ro-
tation of asymmetric pulsars, and rotating binary star systems. A
gravitational wave background, analogous to the cosmic microwave
background, from fundamental processes such as the Big Bang is also
predicted [2].
Attempts have been made to experimentally detect gravitational waves
since the 1960s [3], but, as yet, only indirect detections have been pos-
sible [4] [5]. This is because the required strain sensitivity of a gravi-
tational wave detector is of the order of 10−21 [6]. The most sensitive
existing gravitational wave detectors are laser interferometers, such as
LIGO, VIRGO, and GEO600 [7] [8] [9]. Such detectors are described
in detail in [2], [10], and [6]. The frequency range of sources that could
be detected by ground-based detectors is limited by gravity gradient
18







1.2 The eLISA mission
noise, and the achievable sensitivity is restricted by the limits on the
interferometer armlengths. In order to detect low-frequency gravi-
tational waves (less than a few Hz), and increase the interferometer
armlengths, it is necessary to construct a gravitational wave detector
in Space, such as the proposed eLISA mission [11].
1.2 The eLISA mission
The evolved Laser Interferometer Space Antenna (eLISA) is a concept
for a space-based gravitational wave observatory. It was recently pre-
sented as a strawman mission in ‘The Gravitational Universe’, a white
paper response to the European Space Agency (ESA) Cosmic Vision
call for science themes [11]. The mission is a variation on the well
established Laser Interferometer Space Antenna (LISA) concept [12]
[13]. The mission aims to detect gravitational waves in the 0.1mHz
to 1Hz range, from sources such as compact galactic binaries, coalesc-
ing massive black holes, the capture of stellar remnants onto massive
black holes, and background gravitational radiation from the early
Universe [14].
The eLISA constellation consists of three satellites, a ‘mother’ and two
‘daughters’, that form a Michelson interferometer configuration with
one million kilometre armlengths, as shown in Figure 1.2. Drag-free
test masses at the end of each arm act as the end mirrors of the inter-
ferometer. Each test mass follows the local geodesics of space-time,
such that a gravitational wave will displace the test masses relative to
one another. Due to the large inter-satellite distances, it is not pos-
sible to directly measure the relative test mass displacements, so the
measurement is made in two parts. Firstly, the displacement of each
test mass relative to the local satellite is determined interferometri-
cally. Secondly, the relative displacement of the satellites at either
end of the interferometer arm is measured by the detection of a beat-
note from the interference of the received laser light from the distant
satellite with a local laser. After processing, the relative displacement
of the test masses can be calculated.
In order to show that the requirements for the control and readout
of drag-free test masses can be achieved, it is necessary to demon-
strate the applicable technologies in space. To this end, a technology
19
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1 Introduction
Figure 1.2: A diagram showing: left) The eLISA constellation of three satellites,
forming a Michelson laser interferometer configuration with one million kilometre
armlengths, and right) the ‘mother’ and two ‘daughter’ satellites. A drag-free test
mass at the end of each interferometer arm acts as the end mirror [11].
demonstration mission, LISA Pathfinder (LPF), is due for launch in
mid-2015.
1.3 LISA Pathfinder
The LISA Pathfinder satellite will demonstrate the key technologies
required for a future space-based gravitational wave detector such as
Evolved LISA (eLISA), including:
• picometre precision interferometry;
• microNewton thrusters;
• control of a drag-free Test Mass (TM), such that it is only in-
fluenced by the local geodesics of space-time.
The goal is to achieve a residual TM acceleration, δ￿a(f), in a 1mHz ≤
f ≤ 30mHz measurement bandwidth, of [15]:







This is a relaxation, in both acceleration and frequency, of one or-
der of magnitude compared to the requirement for the original Laser
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Interferometer Space Antenna (LISA) design, and the eLISA design
[11].
The LISA Pathfinder satellite can be thought of as a dramatically
shortened version of one eLISA arm. Rather than having some several
millions of kilometres between the TMs, both TMs are housed in one
spacecraft, approximately 30 cm apart. This short armlength means
that LISA Pathfinder will be insensitive to gravitational waves.
A highly simplified conceptual diagram of the LPF satellite is depicted
in Figure 1.3. It shows the two test masses housed with the satellite.
The diﬀerential acceleration is measured along the axis joining the two
TMs, often referred to as the sensitive axis. The spacecraft is actuated
along this axis, and it is therefore only possible to maintain the drag-
free condition of one test mass, TM1. The other test mass, TM2, is
electrostatically actuated such that it follows TM1. The longitudinal
and angular fluctuations of the TMs along the axis between them
are measured interferometrically by the Optical Metrology System
(OMS).
The displacement of test mass one relative to the satellite, x1, is mea-
sured by the X1 interferometer. The X1 interferometer output is
used to provide feedback to the thrusters to adjust the position of the
satellite, via a control loop with transfer function T1. Similarly, the
diﬀerential displacement of the two test masses, x12, along the sen-
sitive axis is measured by the X12 interferometer. This provides the
input to the capacitive actuation control loop which acts on test mass
two, with transfer function T2.
In order to reach the mission requirement for the residual test mass
acceleration given in Equation 1.1 the test masses must be isolated
from external forces. This depends upon the residual noise levels of
the capacitive actuators and the thrusters, as well as the noise level
of the interferometric readout systems that provide the input signals.
The main measurement system, the LISA Technology Package (LTP),
is shown in Figure 1.4. The two cubic TMs are each positioned in vac-
uum tanks, and surrounded by an electrode housing. This subsystem
is located at the centre of the LPF satellite. The OMS, which per-
forms the interferometric readout of the longitudinal and angular test
mass displacements, is a subsystem of the LTP.
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Figure 1.3: A conceptual picture of the LPF satellite showing the X1 interferometer
output being fed back to the satellite via the T1 transfer function, with some noise,
X1RO. The X12 interferometer output, x12, is fed back to the capacitive actuators
around test mass two via a control loop with transfer function T2 with some noise,
X12RO. The spring coupling between each test mass and the satellite is also shown.
(a) (b)
Figure 1.4: (a) A Computer Aided Design (CAD) diagram of the LISA technology
package. The two cubic test masses can be seen, each housed inside a vacuum tank.
The optical bench is between the vacuum tanks, with the interferometer beam
paths shown in red. This structure is located in the centre of the LPF satellite.
Picture courtesy of ESA. (b) A representative version of the LISA Technology
package, used in the On-Station Thermal Test (OSTT) campaign (see Section
1.6.3). This version also shows the struts that connect this section to the rest of
the satellite. Picture courtesy of ASD.
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1.4 The optical metrology system
A brief history of the LISA Pathfinder mission
The LISA Pathfinder mission was first proposed as a precursor to
the LISA mission in 1998, under the name European LIsa TEch-
nology (ELITE), with a launch date in 2002 [16]. The proposal
was refined and proposed to the ESA in 2000 as a response to the
Small Missions for Advanced Research in Technology (SMART-2) an-
nouncement, with a launch date of 2006. This proposal included the
LISA Technology Package, a US provided LISA Technology Package,
and Darwin Pathfinder, a mission consisting of four to five free-flying
spacecraft to search for Earth-like planets around other stars.
After some preliminary studies, the SMART-2 mission was descoped
and renamed LISA Pathfinder. This comprised a single satellite con-
taining two payloads: the LTP and the National Aeronautics and
Space Administration (NASA) Space Technology-7 (ST-7) Distur-
bance Reduction System (DRS). The DRS payload was later adapted
to use the LTP sensor, due to budget and schedule constraints.
Box 1.1: A brief history of the LISA Pathfinder mission [17].
1.4 The optical metrology system
The Optical Metrology System (OMS) comprises the subsystems re-
quired for the interferometric readout of:
• the displacement of TM1 relative to the spacecraft, x1,
• the displacement of TM2 relative to TM1, x12,
• the angular fluctuations of TM1, φ1 and η1,
• the angular fluctuations of TM2, φ2 and η2.
These are measured relative to the axis joining the two TMs, as defined
in Figure 1.5.
The subsystems that make up the OMS are shown in Figure 1.6.
The final Flight Model (FM) versions that will be implemented on
the LPF satellite will be described in the following sections. During
23









Figure 1.5: A diagram defining the axes for the longitudinal and angular measure-
ments of the test masses by the LTP [18].
hardware test campaigns and laboratory tests, diﬀerent configurations
and versions of hardware were used. These are described in Section
1.6.
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1.4.1 Laser assembly
The Laser Assembly (LA) consists of the Reference Laser Unit (RLU),
the Laser Modulation Unit (LMU), and the Laser Control Unit (LCU).
A block diagram showing only the Laser Assembly (LA) subsystems
is shown in Figure 1.7. Photographs of the flight models are shown in
Figure 1.8.

























Feedback signals from the DMU
Free laser beam
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Figure 1.7: A block diagram showing the Laser Assembly subsystems. This di-
agram shows only the signals relevant to the feedback control systems, a more
complete diagram can be found in [18].
Figure 1.8: The flight models of the RLU (top left), the LMU (bottom left), and
the LCU (right). Picture courtesy of ASD and KT.
The laser, housed in the Reference Laser Unit (RLU), is a Non-Planar
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1.4 The optical metrology system
Ring Oscillator (NPRO) consisting of a diode-pumped monolithic
Nd:YAG crystal. It produces a single transverse TEM00 mode at
1064 nm with a linear polarisation [15]. The output power from the
laser crystal is approximately 32.5mW ± 30%, dependent upon the
tuning [19].
The light from the RLU is coupled via an optical fibre with a collima-
tor into the Laser Modulation Unit (LMU) where it propagates as a
free beam. This beam is split into two parallel beams of equal inten-
sity and polarisation by a beamsplitter. Each beam passes through an
Acousto-Optic Modulator (AOM) where a frequency shift of +fhet/2
is applied to one beam, and -fhet/2 to the other (see Box 1.2), where
fhet is the heterodyne frequency. The result is two beams, with a fre-
quency diﬀerence of fhet. In-flight, fhet is nominally 1 kHz, although
this can be changed, if required, via telemetry uploaded to the satellite
(500Hz < fhet < 5 kHz). The path of each beam contains an Optical
Pathlength Diﬀerence (OPD) actuator (see Box 1.3), which adjusts
the relative pathlength traversed by the two beams. This is used to
suppress diﬀerences in the optical pathlengths as well as small vector
noise, as described in Section 2.2.2. Each beam is then coupled into a
single-mode polarisation-maintaining fibre. The fibre containing beam
1 (often referred to as the measurement beam) is 38 cm longer than
the beam 2 (reference beam) fibre.
As well as housing the electronics for the RLU and the LMU, the Laser
Control Unit (LCU) also routes the frequency, OPD, and slow ampli-
tude control loops signals from the Data Management Unit (DMU)
to the respective actuators, as shown in Figure 1.7. The fast ampli-
tude control loop, described in Section 2.3.3, is implemented inside
the LCU. The beam power monitor and RF power monitor signals, as
well as the fast amplitude control loop feedback and error signals, are
transmitted from the LCU to the DMU.
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The AOM consists of a TeO2
crystal with a Piezo-electric
Transducer (PZT) bonded to
the front face. A Radio Fre-
quency (RF) signal applied to
the PZT establishes a propa-
gating acoustic wave inside the
crystal. The intensity of the
acoustic field changes the refrac-
tive index of the crystal, creat-
ing a phase grating. A beam
passing through the crystal will
diﬀract, and its frequency will
be shifted by an amount depen-
dent upon the amplitude of the
RF frequency. In LPF, the RF frequency applied to the PZT is 80MHz
± fhet/2.
The amount of light diﬀracted into the first order beam is dependent
upon the angle of incidence of the input light, and is maximum at the
Bragg angle:
φBragg ≈ λ.fc2Va (1.2)
where Va is the acoustic velocity (660ms−1), fc is the carrier frequency
(80MHz ± fhet/2), and λ is the optical wavelength (1064 nm) [20].
Changing the RF frequency applied to the crystal changes the eﬃ-
ciency of the phase grating, so applying a lower RF frequency would
decrease the power of the first order beam (the power of the zero order
beam would increase). This eﬀect is used to control the amplitude of
the two beams, as described in Section 2.2.3.
Box 1.2: An overview of the LPF AOMs. The figure shows a conceptual diagram
of an AOM, and a photograph of the LPF AOM [21].
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Each OPD actuator consists of a half
wave plate and a fused silica retroreflec-
tor mounted on a PZT actuator. The
retroreflector can be actuated along the
direction of beam propagation to adjust
the pathlength travelled by each beam.
The retroreflector is a triple prism,
where an incoming beam is reflected
from three surfaces, and is output par-
allel to the original beam. The out-
put beam must later be coupled into
a single-mode polarisation maintain-
ing fibre, so the polarisation state and
beam quality, i.e., a beam with low phase front distortion and min-
imal ellipticity, are important. The retroreflector input and output
beams will only have the same polarisation state if the input beam
is linearly polarised (s- or p-polarisations). Thus, the half wave plate
before the retroreflector is used to rotate the polarisation axis of the
beam so that all of the incident light is in the s-polarisation state. In
this condition, the phase front distortion is small (≈ λ/20) and there
is minimal ellipticity compared to other polarisation states.
Box 1.3: An overview of the LPF OPD actuator. The figure shows the CAD design
of a single actuator (top), and the two actuators on the mounting plate (bottom)
[21].
1.4.2 Optical bench and interferometers
The optical bench, as shown in Figures 1.11 and 1.12 and the block
diagram in Figure 1.13, consists of a high thermal stability Zerodur￿
baseplate with hydroxyl-catalysis bonded optics. The light from the
two Laser Assembly (LA) fibres is injected onto the optical bench
via two Fibre Injector Optical Sub-Assembly (FIOS)s, which are also
hydroxyl-catalysis bonded to the baseplate. The beams are often re-
ferred to as the measurement beam and the reference beam (not to
be confused with the reference interferometer). The beams are then
split to form four interferometers:
29
“main” — 2015/3/10 — 11:09 — page 30 — #30
1 Introduction
• X1: In the X1 interferometer, shown in Figure 1.14, the mea-
surement beam is reflected oﬀ TM1 (having passed through the
optical window), while the reference beam remains on the optical
bench. The measurement and reference beams recombine and
interfere at the beamsplitter marked BS8. This produces two
beams, which are read out by the PD1A and PB1B quadrant
photodiodes. The measurement beam has a pathlength 38 cm
longer, to create an equal armlength interferometer by correcting
for the intentional pathlength diﬀerence in the optical fibres.
• X12: The measurement beam of the X12 interferometer, shown
in Figure 1.14 is reflected first from TM1, and then from TM2,
while the reference beam remains on the optical bench. The
beams recombine and interfere at the BS10 beamsplitter, and
are read out by photodiodes PD12A and PD12B. Again, the
measurement beam has an extra 38 cm of pathlength to create an
equal armlength interferometer by accounting for the diﬀerence
in the fibres.
• Frequency: The frequency interferometer, as shown Figure
1.14, has no moving components, and has an equal armlength
on the optical bench. This creates an interferometer with an
intentional pathlength mismatch of 38 cm, which amplifies the
coupling of laser frequency noise to the interferometer output.
This interferometer is used to measure, and provide a feedback
signal for the suppression of, laser frequency noise. This is dis-
cussed in detail in Section 2.2.1. The measurement and reference
beams recombine at beamsplitter BS7, and the resulting beams
are readout by photodiodes PDFA and PDFB.
• Reference: The reference interferometer, shown in Figure 1.14
has equal armlengths, with an extra 38 cm pathlength diﬀerence
between the beams on the optical bench to remove the mismatch
from the fibres. The processed output from this interferometer
is subtracted from the output of the other interferometers in or-
der to subtract the common-mode pathlength fluctuations that
occur before the highly stable optical bench (i.e., those origi-
nating in the LMU and fibres that connect it to the Optical
Bench (OB)). The output from the reference interferometer is
also used to provide a feedback signal for the OPD control loop,
which suppresses the eﬀect of small vector noise on the output,
30
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as discussed in Section 2.2.2. The measurement and reference
beams in the reference interferometer interfere at beamsplitter





































Figure 1.11: A diagram of the optical bench showing the fibre-injectors, the labelled
mirrors and beamsplitters, and the photodiodes. Picture courtesy of ASD and IGR.
The principle of optical interference is discussed in detail in Box 1.4.
The photodiodes that detect the interferometric signal after each re-
combination beamsplitter are InGaS quadrant photodiodes, where
‘A’ and ‘B’ are the nominal and redundant photodiodes respectively.
They are labelled according to Figure 1.15. The output photocurrent
from each photodiode quadrant can be defined according to the con-
vention Ii,jˆ,k, where i denotes the interferometer (12, 1, F, or R), jˆ the
quadrant of the photodiode (Aˆ, Bˆ, Cˆ, or Dˆ), and k defines whether
the signal comes from the nominal (A) or redundant (B) photodi-
ode. For example, an output from quadrant A of the nominal X12
interferometer would be labelled I12,A,A.
Additionally, the OB has two photodiodes, PDA1 and PDA2, which
measure the power in the reflected fraction of each beam after the
first beamsplitter. They are used to provide a feedback signal for laser
31
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Figure 1.12: A photograph of the flight optical bench, pictured here in a test
setup. The FIOSs can be seen near the bottom left of the bench, with green
coated fibres inputting light from the Laser Modulation Unit. The bonded optics
that form the four interferometers are shown, along with the single-element and
quadrant photodiodes located around the edge of the bench with silver coated
output cabling. Two mirrors at either side of the optical bench represent the test
































Figure 1.13: A block diagram of the optical bench, showing the two input beams
from the Laser Modulation Unit. The two beams are coupled from optical fibres
to free beams via the FIOSs and each split at a beamsplitter. The reflected beams,
which each contain approximately 8% of the original beam, are read out by sin-
gle element photodiodes. The transmitted beams form four interferometers, the
interference signal of each being readout by two quadrant photodiodes. In this
diagram the photocurrent output of just one interferometer is shown, using the
Ii,jˆ,k convention for signal labelling, where i denotes the interferometer (12, 1, F,
or R), jˆ the quadrant of the photodiode (Aˆ, Bˆ, Cˆ, or Dˆ), and k defines whether
the signal comes from the nominal (A) or redundant (B) photodiode.
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Figure 1.14: Optical diagrams showing the beampaths of the four interferometers
on the LPF optical bench with the measurement beam (beam 1) shown in red, and
the reference beam (beam 2) shown in blue. Picture courtesy of ASD and IGR.
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Figure 1.15: The labelling of the quadrant photodiode quadrants, as shown from
the front face of the photodiode where the beam is incident [18].
amplitude control, as described in detail in Section 2.2.3. The original
intention was for these photodiodes to be single element photodiodes.
However, a problem with procurement resulted in them being replaced
with InGaS quadrant photodiodes, where the beam is aligned so that
all light falls on just one quadrant, and the other quadrants are short
circuited [22].
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1.4 The optical metrology system
The principle of optical interferometry
A light field at a specific point in space can be described by:
E(t) = E0.e
i(ωt+ϕ) (1.3)
where E0 is the amplitude, ω = 2πf where f is the frequency, t is the







In each of the LISA Pathfinder interferometers two such beams inter-
fere at a recombination beamsplitter, as shown in the above figure.
The beamsplitter is ∼50:50, such that the coeﬃcients of transmission,
τ and reflection, ρ, are equal. The measurement and reference beams,
EM (t) and ER(t), are described by:
EM (t) = EM0.e
i(ωM t+ϕM ) (1.4)
ER(t) = ER0.e
i(ωRt+ϕR) (1.5)
Continued on next page
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The output beams from the beamsplitter, EA(t) and EB(t), are cal-
culated according to the following:
EA(t) = iτEM (t) + ρER(t) (1.6)
= iτEM0e
i(ωM t+ϕM ) + ρER0.e
i(ωRt+ϕR) (1.7)
EB(t) = ρEM (t) + iτER(t) (1.8)
= ρEM0.e
i(ωM t+ϕM ) + iτER0.e
i(ωRt+ϕR) (1.9)
The signal detected at the photodiode is the intensity of the light field,
I:
I ∝ |E|2 (1.10)
So for EA(t) the intensity can be calculated according to:
I = |EA(t)|2
= |iτEM (t) + ρER(t)|2







z − z∗ = i2.Im{z}, (1.11)
and
eiθ = cos θ + i sin θ, (1.12)
the equation for I can be rewritten as:
I = τ2E2M0 + ρ
2E2R0 −
2τρEM0ER0 sin((ωM − ωR)t+ (ϕM − ϕR)). (1.13)
So,
I = τ2E2M0 + ρ
2E2R0 − 2τρEM0ER0 sin(∆ωt+∆ϕ) (1.14)
Continued on next page
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where ∆ω = ωM −ωR is the diﬀerence in angular frequency of the two














where fc is the frequency of the carrier, and fhet is the heterodyne fre-
quency. The signal incident on the photodiode is therefore a beatnote
at the heterodyne frequency:














Box 1.4: An explanation of the principle of optical interferometry and the pho-
tocurrents produced upon the signals detection at a photodiode, with reference to
the heterodyne interferometers of LPF [10].
1.4.3 Phasemeter
The LPF satellite contains two 16-channel phasemeters, as shown in
Figures 1.16 and 1.17. They take input signals from the nominal and
redundant photodiodes respectively. Under normal operating condi-
tions, the output from both phasemeters is used. Each quadrant is
treated independently, with each quadrant signal often being referred
to as one channel. An overview of the signal processing procedure in
the phasemeter is given in Figure 1.18.
The input signal, Ii,jˆ,k, from each quadrant is converted to a voltage
via a Trans-Impedance Amplifier (TIA) and then low-pass filtered
to avoid aliasing. This is then digitised by an Analogue to Digital
Convertor (ADC) with a sampling rate, fs, of 50 kHz. Each chan-
nel is now a discretised time-series in the form Vi,jˆ,k[n]. The signals
37




































Figure 1.16: A block diagram showing the nominal and redundant phasemeters.
Each phasemeter takes in the photocurrent output from each photodiode quad-
rant, from either the nominal or redundant photodiodes. The photocurrents are
converted to a voltage by a trans-impedance amplifier, low-pass filtered, and digi-
tised by an analogue-to-digital convertor. The digital signals are then processed
via a single-bin discrete Fourier transform. Each phasemeter outputs the mean DC
value and the real and imaginary components of the complex amplitude for each
photodiode quadrant.
Figure 1.17: A photograph of the flight phasemeter. Picture courtesy of ASD and
UOB.
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Convert from current to voltage
Low-pass filter
Convert from analogue to digital
(scaled to max. ADC voltage range)
































yi,jˆ,k zi,jˆ,k (32bits, 100Hz)
[unsigned integer]
Figure 1.18: A flow chart depicting the signal processing in the phasemeter [23]
[18].
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are scaled to the voltage range of the ADC such that a value of ‘1’
is the maximum voltage of the ADC. A Single-Bin Discrete Fourier
Transform (SBDFT) is performed at the heterodyne frequency, im-
plemented in a Field Programmable Gate Array (FPGA).
The result of the SBDFT is the complex amplitude of the photodiode
signal at the heterodyne frequency:
F(fhet) = z + iy, (1.20)
where z is the real component, and y is the imaginary component.
One value of F(fhet) is calculated from N samples of V [n]. The real

























These signals are 32 bit integers at 100Hz.
Each channel can be represented by the following:
d → di,jˆ,k (1.24)
Re{F} → zi,jˆ,k (1.25)
Im{F} → yi,jˆ,k (1.26)
where i represents the interferometer (1, 12, F, R), jˆ represents the
respective photodiode quadrant (Aˆ, Bˆ, Cˆ, or Dˆ), and k is A or B for
the nominal or redundant photodiode respectively.
1.4.4 Data management unit
The DMU, shown in Figures 1.19 and 1.20, processes the phasemeter
outputs to determine the main OMS measurements via the phasemeter
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1.4 The optical metrology system
backend. The calculated values then undergo data preparation, where
they are organised into packets at a sampling frequency of 10Hz. The
packets are sent to the Onboard Computer (OBC), and are equivalent
to the telemetry packages that are later submitted to ground. In
addition, the DMU calculates the feedback signals for the fast and slow
frequency control loops, the OPD control loop, and the slow amplitude
control loop, which are transmitted to the LCU. An overview of the
processing chain is depicted in Figure 1.21. The DMU also houses






























































Figure 1.19: A block diagram of the DMU.
Figure 1.20: A photograph of the flight model of the DMU. Picture courtesy of
ASD and NTE.
The first step in the DMU processing chain is the conversion of the
41
“main” — 2015/3/10 — 11:09 — page 42 — #42
1 Introduction
Sum photodiode quadrants Sum photodiode quadrants







Re{Fi,jˆ,k} = cRyi,jˆ,k.yi,jˆ,k + cRzi,jˆ,k.zi,jˆ,k + cRdi,jˆ,k.di,jˆ,k








(DCi,j,A +DCi,j,B) A and B ok
= DCi,j,A B failure
= DCi,j,B A failure





(Fi,j,A + Fi,j,B) A and B ok
= Fi,j,A B failure
= Fi,j,B A failure
= Non-computable A and B failure
DCi,j Fi,j




















Raw Phase with phase tracking




















Processed phase, including subtraction 
of the reference phase, and phase tracking (PT):



















Σlefti = DCi,A +DCi,C
Σrighti = DCi,B +DCi,D
Σupi = DCi,A +DCi,B
Σdowni = DCi,C +DCi,D F
down
i = Fi,C + Fi,D
Fupi = Fi,A + Fi,B
Flefti = Fi,A + Fi,C
Frighti = Fi,B + Fi,D



























































































Figure 1.21: A flow chart depicting the signal processing in the DMU [18] [23].
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integer signals from the phasemeter into floating point numbers. The





.di,jˆ,k − coﬀseti,jˆ,k (1.27)














At this point, the quadrant labelling of the signals needs to be rede-
fined. This ensures that the correct quadrants on the nominal and
redundant photodiodes in each interferometer are paired. This only
aﬀects the X12 and frequency interferometers, where one of the beams
is reflected from a mirror after the recombination beamsplitter. The



























Figure 1.22: A diagram showing the relabelling of the quadrants on the nominal and
redundant photodiodes in order to ensure that the correct quadrants are compared
during the DMU processing [23].
The next step in the processing chain is the averaging of the photodi-
ode channels. The channels selected from each interferometer depends
upon the condition of the data in each quadrant according to the fol-
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(DCi,j,A +DCi,j,B) A and B ok
= DCi,j,A B failure
= DCi,j,B A failure




(Fi,j,A + Fi,j,B) A and B ok
= Fi,j,A B failure
= Fi,j,B A failure
= Non-computable A and B failure
In this way, a real, imaginary, and a Direct Current (DC) component
for each photodiode is determined. By summing the photodiodes
channels before calculating the longitudinal test mass displacement
and angles, the quadrants with a higher fhet amplitude improve the
overall Signal to Noise Ratio (SNR).













where Nq is the number of quadrants used in the calculation, which
depends upon the data condition.
Calculation of longitudinal phases and displacements
The amplitude, ai, and raw phase of the signal, ϕi, can be calculated
according to Equations 1.32 and 1.33. A phase tracking algorithm,
represented by n2π, has been applied to the phase in order to track
test mass displacements larger than λ. This algorithm compares the
previously calculated phase value with the current phase value, as-
sumes the diﬀerence between the two should be small and adds an
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integer number of 2π accordingly.







= arg(Fi) + n2π. (1.34)
Taking into account the subtraction of the reference interferometer to
remove common-mode pathlength noise, the processed phase outputs






















ΨR = PT (arg(FR)) (1.38)
where PT represents the phase tracking algorithm.














where the cos(α) scaling converts from an optical pathlength, the
distance travelled by the light, into the displacement of the test mass
and α ≈ 4.5◦ is the nominal angle of incidence of light on the test
mass [22]. This is further explained in Box 1.5.
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The phase, ϕ, measured by the interferometer is related to the diﬀer-






where λ is the wavelength of the light. Ideally, the diﬀerence in the
optical pathlength is due only to the motion of the test mass. The fig-
ure above shows the measurement beam reflected from the test mass
at an angle, α, where the test mass has been displaced by some longi-
tudinal distance, x. The phase change due to the optical pathlength
ds before the reflection is cancelled by the phase change in the oppo-
site direction after reflection. Therefore the phase change measured
in the interferometer is due to the s￿￿ optical pathlength. From the




dy = 2ds sinα




s = 2ds+ s￿￿
= 2x cosα
Continued on next page
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Using Equation 1.41, the relationship between test mass displacement





Box 1.5: An explanation of the conversion from optical pathlength to equivalent
test mass displacement [24].
Calculation of angular test mass fluctuations
The main measure of test mass angles is made via Diﬀerential Wave-
front Sensing (DWS), an additional measurement of beam oﬀsets, the
DC, can be used to calculate rough angular estimates:
• DC: The DC value estimates the centre of the beam power
on the photodiode. These signals provide rough alignment of
the beams on the photodiodes as no interference is required,
just some light power on the photodiodes. They are used to
determine the test mass misalignments:
– φDCi : The horizontal misalignment of the test mass, de-
termined by finding the diﬀerence in the average power
between the left and right side of the photodiode.
– ηDCi : The vertical DC misalignment of the test mass, de-
termined by finding the diﬀerence in the average power
between the top and bottom of the photodiode.
• DWS: The DWS value determines the tilt of the interfering
wavefronts with respect to one another. It is used to provide the
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ϕ and η alignment signals for the test masses to be used as feed-
back to the Drag-Free and Attitude Control System (DFACS).
These signals are also used for precise alignment of the beams of
the photodiodes, being approximately ten times more sensitive
than the DC signals. They are used to determine the test mass
misalignments:
– φDWSi : The horizontal misalignment of the test mass, found
by taking the phase diﬀerence between the quadrants on
the left and right half of the photodiode.
– ηDWSi : The vertical misalignment of the test mass, found
by taking the phase diﬀerence between the quadrants on
the upper and lower half of the photodiode.
Initially, the complex amplitudes, Fi,j , and DC coeﬃcients, DCi,j ,
are summed to determine the left, right, upper, and lower quadrant
combinations for each photodiode:
Flefti = Fi,A + Fi,C (1.44)
Frighti = Fi,B + Fi,D (1.45)
Fupi = Fi,A + Fi,B (1.46)
Fdowni = Fi,C + Fi,D (1.47)
Σlefti = DCi,A +DCi,C (1.48)
Σrighti = DCi,B +DCi,D (1.49)
Σupi = DCi,A +DCi,B (1.50)
Σdowni = DCi,C +DCi,D (1.51)









where Σi and Fi are taken from Equations 1.30 and 1.31. These values
are scaled to radians by using g-coeﬃcients (see Box 1.7):
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These give the relative phase diﬀerence between the beams as a value
between −π and +π. These values are converted into an equivalent
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The c-coeﬃcients
Applying the c-coeﬃcients to di,jˆ,k, and Fi,jˆ,k performs the following:
• Normalisation, so that the nominal value is 1 for the situation
where both beams are on and well aligned.
• Removal of the 180◦ phase diﬀerence between the nominal and
redundant photodiodes.




, to remove the DC com-
ponents of the real and imaginary components of Fi,jˆ which were
added during the unsigned-integer phasemeter processing.
• cdc
i,jˆ,k
= 1/RN , where N is the SBDFT length, and R is the
ADC range. This scales d, as the output from the phasemeter
is a fraction of the maximum ADC voltage range.
• Amplitude calibration.




, which are ideally zero.




The c-coeﬃcients are pre-computed on-ground.
Box 1.6: A description of the c-coeﬃcients [23] [25].
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The g-coeﬀcients
Assuming no cross-couplings, the physical angular misalignment of
each test mass is related to the calculated DC and DWS angular




































































































The k-coeﬃcients are calculated on-ground by applying a known angu-
lar misalignment to each test mass in turn, and recording the output
from the DC and DWS [22] [26] [27]. The values for k1 to k6 are of
the order of a few thousand, and the values for k11 to k16 are of the
order of a few hundred.
Continued on next page
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In-flight it is necessary to convert in the other direction, from the DC
and DWS angular misalignments into the physical test mass angular
misalignments. This is achieved by applying g-coeﬃcients, which are





































Box 1.7: A description of the g-coeﬃcients, the values used to convert the DWS
and DC angular misalignment signals to engineering units [23] [26] [27].
Contrast
The contrast, ci, of each interferometer is a measure of how well the
measurement and reference beams overlap on the photodiode. It is
calculated from the ratio of the length of the complex amplitude,
Fi, and the DC amplitude, Σi. This gives a result between 0 and 1
(although often given as a percentage), where a signal close to 1 is an
indication that both the intensities and wavefronts of the interfering
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Feedback signals
The DMU also processes the signals required for the fast and slow
frequency, fast and slow Optical Pathlength Diﬀerence (OPD), and
slow amplitude control loops, as described in Chapter 2:
• Frequency control loop: The output from the frequency in-
terferometer (with the reference interferometer signal subtracted),
ΨF , provides the input signal for the frequency control loop.
• Optical Pathlength Diﬀerence (OPD) control loop: The
output from the reference interferometer, ΨR, is used as the
input signal to the OPD control loop.
• Slow amplitude control loop: The fast amplitude control
loop feedback signals are received from the LMU and provide
the input signals to the slow amplitude control loop.
These inputs are processed according to the control laws described in
Section 2.3, and the resulting feedback signals are transferred to the
LCU. Some loop signals are processed and sent to the OBC and can
be telemetered to ground (see Section 2.3).
Data preparation
The 100Hz data from the phasemeter backend in the DMU is then
processed. The way in which it is processed depends upon which
telemetry packet it will be sorted into for transmission to ground by
the OBC. The LPF telemetry is arranged into packets which contain
some combination of parameters (also called channels) defined by a
unique System Identification (SID) number.
There are two telemetry packets that contain data relating to the
science output of the OMS:
• 128,3: The main science packet which includes the longitudinal
displacement parameters, x12 and x1, and the angular parame-
ters, φ1 and η1, and φ2 and η2. This package is non-configurable,
and therefore always contains the same parameters. The data
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from the DMU is downsampled from 100Hz to 10Hz.
• 128,4: This packet has numerous related SIDs, so it can be con-
figured to contain parameters specific to a particular experiment.
This packet can also be used to transmit up to 36 parameters
from the Interferometer Data Log (IDL), see Box 1.8.
The interferometer data log
The IDL provides a means of recording a limited amount of interferom-
eter data at a higher sampling rate. It can be commanded to store up
to 256 kbytes of interferometer data at 100Hz, 10Hz, or 1Hz, without
disturbing ongoing OMS calculations. The IDL is organised as a cir-
cular buﬀer, so when the limit of the Random Access Memory (RAM)
is reached, the writing continues over the previously recorded infor-
mation until a stop command is received. This allows a maximum of
18.2 s of 100Hz data to be recorded.
Box 1.8: A description of the IDL [23].
1.4.5 On-board computer





and ηDWS2 to the DFACS for test mass control. The subsystem also
prepares the telemetry for transmission to ground, and processes the
information received from Earth for distribution to the appropriate
subsystems.
Data is received from all satellite subsystems, but in terms of the
OMS, the OBC receives the 10Hz 128,3 and 128,4 packets from the
DMU, along with housekeeping data. The way in which the data is
processed depends upon which telemetry packet it belongs to:
• 128,3: The data from the DMU is unpacked and put into the
System Data Pool (SDP) along with the packet generation time.
This data can then be directly telemetered to the ground using
an OBC housekeeping package (3,25 or 3,26). Alternatively,
the data may also be downsampled to 5Hz, 2Hz, or 1Hz by
averaging two, five, or ten parameter values. The sample time
is taken directly from the DMU packet generation time.
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• 128,4: The 128,4 packet can be processed in two diﬀerent ways,
dependent upon the data it contains:
– The 128,4 packet can contain 12 parameters which can be
taken from any of the SDP parameters, and an additional
24 channels of raw phases. As the form of the data is
not known before the package SID is known, the data is
unpacked and put into two storage locations, as both a
float and an integer. When the required configuration of
parameters is defined, the data is extracted from the correct
data pool, downsampled as required, and then telemetered
via the same housekeeping packet as for the 128,3 (3,25 or
3,26).
– The 100Hz IDL data does not require downsampling, and
it cannot be filtered by the OBC. The data is sent directly
to the packet store to be telemetered to Earth.
1.5 In-flight operations
The LISA Pathfinder mission is planned to last 256 days in total.
A breakdown of the mission timeline is shown in Figure 1.23. The
phases of the mission, and the data transfer to and from the satellite,
are explained in more detail in the following subsections.
T = L+0 L+21d L+41d L+56d L+86d L+176d L+266d
Launch Separation











Figure 1.23: An overview of the mission timeline, beginning at launch. Diagram
courtesy of ESA.
1.5.1 Launch and orbit
The LISA Pathfinder satellite is due for launch using the European
VEGA launcher in mid-2015. The launch will put the satellite and
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propulsion module, as shown in Figure 1.24, into a parking orbit with
perigee at 200 km, apogee at 1620 km, and an inclination to the equa-
tor of 5.3◦ [28]. After a series of apogee raising manouevres lasting 21
days, the satellite begins the 20 day transfer phase, which takes it to
the L1 Earth-Sun Lagrange point. The spin phase, which lasts about
15 days, brings the satellite and propulsion module up to a maximum
spin rate of 5◦ per second. The propulsion module then separates,
and the satellite is de-spun using the microNewton thrusters. The
final orbit will be a Lissajous orbit around L1. This orbit was se-
lected because it is a thermally stable environment with few eclipses,
minimal gravitational and magnetic disturbances, and a distance from
Earth between 1.2 and 1.8 million km such that there is no need for
very sophisticated telecommunications systems. A diagram showing
the diﬀerent phases is shown in Figure 1.25.
Figure 1.24: A photograph of the satellite and propulsion module. Photo courtesy
of ASD.
1.5.2 Operational phase
Once in the L1 orbit, and when a stable zero gravity environment
is achieved, the operational phase of the mission begins. Initially 30
days of commissioning activities are performed to check the health
of the satellite. Following this, the main scientific operations begin.
There are two 90 day segments of experiments planned, one each for
the LTP and the DRS respectively.
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Figure 1.25: A diagram showing the orbital phases of the LISA Pathfinder satellite
taken to reach its final Lissajous orbit around the L1 Lagrangian point. Image
courtesy of ESA.
The LTP operational timeline is split into defined experiments, which
are built from a series of specific and self-contained sequences of in-
strument operations called ‘Runs’. The experiments are organised
into 24 hour sets, according to the Experimental Master Plan (EMP).
The satellite stores between three and six days of experiments, which
are automatically executed. Changes to the mission timeline can be
implemented, but only under certain conditions, and with some delay.
1.5.3 Ground segment
A diagram of the data handling setup for the ground segment of the
LPF mission is shown in Figure 1.26. The Earth-satellite communica-
tions are facilitated by the Cebreros Ground Station for around eight
hours per day [28].
Data downlink and uplink
The received telemetry is either live data, in that it is transmitted di-
rectly to Earth during a pass, or replay data, which has been stored in
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Science Operations Ground Segment




























Figure 1.26: A block diagram showing the ground segment for the science opera-
tions [28].
the satellite Solid-state Mass Memory (SSMM) until it is commanded
to downlink during a Ground Station pass. The telemetry is relayed
to the Mission Operations Centre (MOC) from the ground station,
where it is stored in the Data Disposition System (DDS).The teleme-
try and auxiliary files are then retrieved in the form of raw data. They
are de-packetised to produce time-series data, and converted from raw
data into engineering data using the conversion information stored in
the operational database, the data in this form is saved in a dedicated
repository. The data can be retrieved by the Science Technology Op-
erations Centre (STOC) for data analysis purposes.
The design for upcoming experiments, and any telecommand parame-
ter change requests are produced by the LTP and DRS teams. These
are sent via the STOC to the MOC where they are converted into
telecommands. These are transmitted to the satellite via the ground
station.
Data analysis
The data analysis is performed by teams of scientists at the STOC, in
conjunction with other team members at complementary data centres,
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including one at the AstroParticule et Cosmologie, Universite´ Paris
Diderot (APC), Paris. The data analysis tasks can be split into two
categories:
• Quick look: The Instrument Configuration Evaluation (ICE)
data is received at the beginning of the ground station pass,
and consists of a reduced number of telemetry parameters, sam-
pled with 1Hz. These parameters are used to identify potential
issues with the satellite, or an experimental run. This can re-
sult in a warning being issued to be investigated with the full
data, or a request being issued to the MOC to either change a
Telecommand (TC) parameter, or immediately command that
the LTP be put into standby mode.
• Full data analysis: The full data set is analysed in real-time by
the STOC and complementary data centre teams according to
the established data analysis pipelines for each experiment.
The data analysis is performed using a custom-designed MATLAB￿
toolbox, the LISA Technology Package Data Analysis (LTPDA) tool-
box.
1.6 Hardware test campaigns
The development of the OMS hardware involved several levels of sys-
tem manufacture and testing. Following laboratory implementation
of the system design, engineering models of the OMS subsystems were
produced. They are almost identical in functionality to the flight mod-
els, and were successfully tested during the Engineering Model (EM)
test campaign. Subsequently the flight models were constructed, and
successfully tested during the FM test campaign. The OMS subsys-
tems were then integrated into the main satellite body along with all
completed flight hardware for thermal cycling tests in the On-Station
Thermal Tests (OSTT) test campaign.
These ground-based tests of the flight hardware provided the only
opportunity for pre-launch characterisation of the OMS. The results
presented in this thesis focus on the characterisation of three sources
of noise that aﬀect the OMS: frequency, OPD, and amplitude noise.
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The investigations implemented in these test campaigns provide the
basis for the definition of the OMS characterisation investigations that
will be performed in-flight.
1.6.1 Engineering model
The EM OMS test campaign took place at the Albert Einstein In-
stitute (AEI) between October 2010 and January 2011, and was per-
formed by Astrium Deutschland (ASD) in collaboration with scien-
tists at the AEI. The campaign successfully verified the end-to-end
OMS measurement principle, using the EM hardware [29]. Notable
diﬀerences to the in-flight LTP configuration are:
• Test masses: the test masses were simulated by either static
mirrors, or PZT mounted mirrors.
• Optical windows: no optical windows were used.
• Readout: the OBC was replaced by On-ground Support Equip-
ment (OGSE) which outputs the signals, equivalent to the in-
flight telemetry plus some extra data, for analysis.
References: [30], [31], [32], [33], [34], [35] [36].
1.6.2 Flight model
The OMS Pre-Flight Model (PFM) Phase 1, often called the FM, test
campaign took place at the AEI between July and mid-September of
2010. It was performed by ASD, with support from the AEI. The
campaign successfully demonstrated the end-to-end functionality of
the OMS. All completed FM components were used, including the
RLU, LMU, LCU, phasemeter, and DMU. There were several diﬀer-
ences to what will be the in-flight configuration:
• Optical bench: the EM of the optical bench was used. This
bench has the same functionality as the FM bench, but with a
slightly diﬀerent layout.
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1.6 Hardware test campaigns
• Test masses: the test masses were simulated either by fixed mir-
rors, or by mirrors mounted on PZTs.
• Optical windows: optical windows were not used.
• Readout electronics: instead of the OBC, all of the systems were
readout via dedicated OGSE.
• OPD actuator: only one actuator was used.
Note: An additional test campaign, the Laser Assembly Pre-Flight
Model (LA PFM) campaign was performed by Kaiser Threde (KT)
in mid-2010. This campaign successfully tested only the flight models
of the LA subsystems, the same models which were later tested in the
FM test campaign.
References: [37], [38], [39], [40], [41], [42], [43] [36].
1.6.3 On-station thermal tests
The OSTT test campaign took place in 2011 at the Industrieanlagen-
Betriebsgesellschaft mbH (iABG) facilities. The campaign was led
by Astrium (ASD and Astrium UK (ASU)) with cooperation from
members of the LPF collaboration. The tests demonstrated system
performance, in a thermally representative environment, with all avail-
able flight hardware integrated into the main satellite body. In terms
of the LTP, there were some diﬀerences compared to the final flight
hardware:
• Optical bench: the flight optical bench was substituted by the
flight spare.
• Photodiodes: the flight spare bench was populated with a com-
bination of InGaS and Si photodiodes.
• Test masses: the flight test masses were substituted by PZT
mounted mirrors.
• OPD actuator: only one OPD actuator was used.
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During the test campaign the satellite was inside a large thermal cy-
cling vacuum chamber. Tests were performed under both hot (30.5◦C
± 0.5◦C) and cold (9.5◦C ± 0.5◦C) conditions.
References: [44], [45], [46], [47].
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2.1 Introduction
As presented in Section 1.3, the main mission requirement for the
residual diﬀerential TM acceleration, ￿δa(f), is:







within a measurement bandwidth of 1mHz ≤ f ≤ 30mHz [48]. When
discussing the interferometric measurements and the OMS, it can be
more intuitive to consider a TM displacement requirement, ￿δx(f):





This gives a requirement for the diﬀerential test mass displacement,
x12, along the sensitive axis of 9 pm/
√
Hz, in the measurement band-
width between 3 and 30mHz, falling oﬀ by 1/f2 down to 1mHz [18].
The diﬀerential test mass displacement is measured by the X12 inter-
ferometer, as discussed in Section 1.4.2.
Meeting this requirement is dependent upon the degree to which the
test masses are isolated from external forces. This in turn depends
upon the residual noise levels of the thrusters and the capacitive actu-
ators, as well as the noise level of the interferometric readout signals
that provide the feedback signals to the DFACS. Additionally, a low
interferometric readout noise is necessary to enable the small acceler-
ation noise to be observed. It is the noise contribution of the OMS
that will be discussed in this thesis.
The conceptual representation of the LPF satellite, originally shown
in Figure 1.3, can be reconsidered to show the added noise from the
readout of the x12 and x1 interferometers, as shown in Figure 2.1.
The interferometric readout noise in the x1 measurement, X1RO, is
processed via transfer function T1 and adds noise to the thruster feed-
back. Similarly, noise in the readout of the diﬀerential displacement,
X12RO, will influence the control of test mass two via the capacitive
actuators through the transfer function T2. There will also be some
small contribution due to imperfect common mode rejection, where
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the test masses are both displaced by the same amount in the same
direction but there is still a measured residual test mass displacement.
Additionally, a spring coupling between the test masses and the satel-











Figure 2.1: A conceptual picture of the LPF satellite showing the X1 interferometer
output being fed back to the thrusters via the T1 transfer function, with some noise,
X1RO. The X12 interferometer output, x12, is fed back to the capacitive actuators
around test mass two via a control loop with transfer function T2 with some noise,
X12RO. The spring coupling between each test mass and the satellite is also shown.
An overview of the noise sources that comprise the science requirement
defined by Equation 2.2, and their maximum allocated contribution
to the requirement, are shown in Figure 2.2 [49].
The allocated contribution from the OMS measurements to the overall
allowed noise level in the measurement bandwidth of 1mHz ≤ f ≤
30mHz is [50]:
δ￿x12(f) ≤ 6.3× 10−12





The noise from the OMS is therefore a significant contribution in the
overall mission noise budget given by Equation 2.2.
This allocation is the sum in quadrature of the allocations from a
number of specific noise sources (as well as some margin):
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External thermo-elastic induced errors
1× 10−12m/√Hz
Optical metrology measurement noise
6.3× 10−12m/√Hz














dn/dT changes in optical components 










Figure 2.2: An overview of some of the noise sources that contribute to the overall
science requirement for the diﬀerential test mass displacement. The allocated val-
ues for each noise source are at 30mHz, and according to the definitions in [49].
The noise contributions highlighted in red are those discussed in this document.
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• OMS noise sources requiring active stabilisation:
– Laser frequency noise;
– Optical pathlength diﬀerence noise;
– Amplitude noise1.
• Other OMS noise sources:
– Phasemeter noise;
– Thermo-optical noise;
– Noise due to stray light.
There are other noise sources that aﬀect the OMS readout which are
not included in the allocation in Equation 2.3:
• Noise due to the optical windows;
• Residual force noise;
• Beam jitter noise;
• Doppler measurement error.
Understanding the contribution of the noise sources, and their sup-
pression by the associated control loops, is crucial in order to under-
stand the measurement of the residual force noise.
In this thesis, the contribution of the various noise sources to the OMS
noise budget are investigated, with focus on those that can be mea-
sured in-flight. Where possible the OMS noise is broken down into
its component noises, as defined above, and reasonable assumed allo-
cations are defined. In Section 2.4 these values are used to produce
a theoretical plot of the contributions of the main noise sources to
the overall OMS noise. Subsequently, the investigations necessary for
1The OMS noise allocation given in Equation 2.3 only includes the contribution
from amplitude noise at the heterodyne frequency. However, additional ampli-
tude noise as a result of radiation pressure on the test mass is suppressed by
the same control loop. The allocation for each source is presented in detail in
Section 2.2.3.
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the in-flight characterisation of the noise sources have been defined in
Chapters 3, 4, and 5. The noise contributions from the EM, FM, and
OSTT hardware test campaigns are also presented. These measure-
ments provide the best estimates for the expected OMS noise contri-
bution to the x12 diﬀerential displacement measurements in-flight.
2.2 Noise sources and couplings
2.2.1 Frequency noise
Frequency noise originates, as its name suggests, from fluctuations
in the frequency of the laser. Such fluctuations can arise at low fre-
quencies due to variations of the laser temperature, and across all
frequencies as a result of fluctuations in the intensity of the optical
pumping light [51].
When there is a pathlength diﬀerence, ∆L, between the arms of a laser
interferometer, the frequency noise of the laser, δν, couples into the











where α is the angle of incidence of the light on the test mass.
In LTP, static pathlength diﬀerences originate from [53]:
• tolerances in the construction of the optical bench;
• tolerances in the connection of the optical bench to the inertial
sensor housing;
• mechanical tolerances within the inertial sensor housing;
• the unknown absolute position of the test masses under some
operating conditions;
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• the imperfect cancellation of fibre pathlength diﬀerences by sub-
traction of the reference interferometer signal.
Accordingly, these pathlength diﬀerences will result in frequency noise
coupling directly into the observed displacement fluctuations of the
test masses, as measured by the X12 and X1 interferometers.
As with most of the OMS noise sources shown in Figure 2.2, the maxi-
mum allowable contribution to the diﬀerential test mass displacement
measurement due to frequency noise, δ￿xfrequency12 , is [50]:
δ￿xfrequency12 ≤ 2× 10−12





in the measurement bandwidth, 1mHz ≤ f ≤ 30mHz. Taking the
diﬀerence between the interferometric pathlengths in the X12 inter-
ferometer to be ≤ 0.01m, the equivalent allocation for the frequency
fluctuations of the laser can be determined [50]:
δ￿νfrequency12 ≤ 112× 103





in the measurement bandwidth, 1mHz ≤ f ≤ 30mHz. The conversion
of the allocation into diﬀerent units is described in Box 2.1.
In actuality, the mismatch between the interferometer arms on the
optical bench is significantly smaller, < 1 × 10−3m [22], so in-flight
this noise source is expected to be below requirements, although it
depends upon the final construction and integration of the optical
subsystems.
The frequency noise can be measured using the frequency interferom-
eter, as discussed in Section 1.4.2. The frequency interferometer is a
fixed armlength interferometer (in that it contains no moving compo-
nents), with a deliberate mismatch of ∼ 38 cm between the paths trav-
elled by the measurement beam and the reference beam. With this
intentionally large pathlength diﬀerence, the eﬀect of the frequency
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noise is amplified. The contribution of the frequency fluctuations is
derived using the processed output of the frequency interferometer,
ΨF , along with Equation 2.4.
The free-running frequency noise of the laser is higher than the allo-
cation, and must therefore be suppressed [52] [53]. This is achieved
by using the processed phase measurement from the frequency inter-
ferometer1, ΨF , as the input to a feedback control loop, the so-called
frequency control loop which is described in Section 2.3.1.
1The processed phase of the frequency interferometer, ΨF , is calculated by sub-
tracting the output of the reference interferometer, ϕR, from the output of
the frequency interferometer, ϕF . This removes any common-mode pathlength
noise, such that only the pathlength mismatch on the optical bench, the inten-
tional 38 cm, contributes to ΨF .
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2.2 Noise sources and couplings
Conversion of the frequency noise requirement
This box describes how the requirement for the frequency noise con-
tribution to the diﬀerential test mass displacement, δ￿xfrequency12 , can be
converted into an equivalent allocation for the frequency noise fluctu-
ations of the laser in units of Hz/
√
Hz. This can then be converted





















1. The maximum allowable contribution of frequency noise into
diﬀerential test mass displacement, δ￿xfrequency12 , is:
δ￿xfrequency12 ≤ 2× 10−12





2. With a maximum armlength mismatch of 0.01 cm and using
Equation 2.5, the allocation for the frequency noise is:
δ￿ν ≤ 112× 103





3. Knowing that the pathlength mismatch of the frequency inter-
ferometer is 38 cm and using Equation 2.4, the allocation for the
frequency interferometer output can be calculated:
δ￿ΨF ≤ 8.91× 10−4





Box 2.1: Converting the requirement for the contribution of frequency noise to the
diﬀerential test mass displacement measurement between diﬀerent units.
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2.2.2 Optical pathlength diﬀerence noise
OPD noise describes fluctuations in the relative pathlengths of the
measurement and reference beams caused by environmental distur-
bances. They originate before the beams are delivered to the stable
optical bench, i.e., from the modulation bench, and the optical fibres
that connect it to the optical bench. It has already been shown that
the phase output of an interferometer is dependent upon the relative
pathlength diﬀerence, s, between the interfering measurement and ref-
erence beams (see Equation 1.41). Therefore, a phase change due to
environmental noise that changes s is indistinguishable from a phase
change as a result of residual test mass motion.
In the reference interferometer, as introduced in Section 1.4.2 and
shown in Figure 1.14, both the measurement and reference beams
are confined to the optical bench, without being incident on either of
the test masses, or any moving components. In this way, the phase
output, ϕR (interchangeably referred to as ΨR), is a measure of the
pathlength diﬀerences that cause the OPD noise.
This noise is common-mode in all of the interferometers, and can
therefore be removed by subtracting the output from the reference
interferometer, ϕR, from the raw phase outputs of the other interfer-
ometers, ϕ1, ϕ12, and ϕF . The associated calculations in the DMU
processing chain are given in Equations 1.35, 1.36 and 1.37 in Section
1.4.4.
However, it was demonstrated that this does not completely cancel all
of the measured noise [53]. The remaining noise is the result of imper-
fect optical pathlength diﬀerence subtraction due to electromagnetic
cross-talk between the RF signals that drive the two AOMs in the
paths of the measurement and reference beams [53] [54] [24].
The crosstalk produces electrical sidebands with small but non-vanishing
amplitudes, which couple into optical sidebands on each of the two
output beams in the LMU. When the measurement and reference
beams interfere, these sidebands will appear in the resulting beat sig-
nal, and are therefore detected by the photodiodes. Where the side-
bands occur at integer multiples of the heterodyne frequency, e.g., at
±fhet and ±2fhet..., they will also be processed by the SBDFT. In this
way, the output phase and amplitude have some components which
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are a result of this sideband noise. This is discussed in detail in [53]
and [55].
The output signal from the reference interferometer provides the input
to the OPD control loop1, as described in Section 2.3.2. The feedback
signal from this loop provides an input to the two2 OPD actuators
which change the pathlength of each beam in the LMU. This will re-
move any remaining pathlength noise, and will maintain the sideband
phase error contribution at a constant DC level, although it cannot
be completely removed due to its non-linearity.
Overall the allocation to the OMS budget for the relative longitudi-
nal displacement fluctuations due to OPD noise, δ￿xOPD12 , coming from
both pathlength fluctuations and sideband contributions in the mea-
surement bandwidth of 1mHz ≤ f ≤ 30mHz is [49]:
δ￿xOPD12 ≤ 2× 10−12





As the coupling of the noise into the diﬀerential test mass displacement
is non-linear, this allocation does not directly convert into a require-
ment on the output from the reference interferometer. Considering
the case where the residual pathlength fluctuations and the sideband
noise is maximum, the allocation, defined in [49], for the output of
the reference interferometer, in the measurement bandwidth of 1mHz
≤ f ≤ 30mHz, is:
δ￿ΨR ≤ 1.6× 10−3





An LTPDA method for analytically determining the contribution of
sideband noise from a measured interferometer output is given in [55].
1If there were no remaining pathlength noise and no sideband noise then the raw
phase output from the reference interferometer would be zero.
2The two actuators act in a push-pull configuration, so that they each nominally
operate using only half of their maximum range. This provides redundancy in
the case of a failure.
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2.2.3 Amplitude noise
Amplitude noise (often called power noise) describes noise that arises
due to power fluctuations in the beams within the interferometers.
In LTP this couples into the phase measurement in two ways: at low
frequencies in the form of radiation pressure noise which produces test
mass displacement, and at the heterodyne frequency as a phase noise.
Note: The radiation pressure noise is not included in the OMS mea-
surement allocation, but rather forms part of the residual force noise
requirements given in [49]. It is described here, as it is suppressed by
part of the same control loop that suppresses the amplitude noise at
the heterodyne frequency.
Noise at the heterodyne frequency
The residual test mass displacements, x12 and x1, are derived from
the phase of the interfering measurement and reference beams in the
X12 and X1 interferometers at the heterodyne frequency, fhet. There-
fore, any power noise of the two beams at frequencies around fhet
will couple directly into the phase measurements. These power fluc-
tuations appear as amplitude modulations on the measurement and
reference beams. The contribution to the resulting phase output from
the DMU depends on the relative phases of the measurement and ref-
erence beams in the interferometer, and the phase of the amplitude
modulation. In [53] and [49] a situation is considered where the am-
plitude noise contribution to the interfered beam at a photodiode is
maximum. This signal is processed as it would be in the phasemeter





where δP/P is the ratio of the power fluctuations to the DC power,
the Relative Intensity Noise (RIN).
As for all OMS noise sources, the allocation for the diﬀerential dis-
placement noise due to the contribution of amplitude noise at the
heterodyne frequency, in the measurement bandwidth, δ￿xfhetRIN12 , is
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[49]:
δ￿xfhetRIN12 ≤ 2× 10−12





Using Equation 1.43, the equivalent allocation for the RIN of the laser
at frequencies around fhet can be determined:
δ ￿P￿P ≤ 2.35× 10−5 1√Hz (2.15)
The intensity, and therefore the amplitude fluctuations, of each beam
are independently measured using single element photodiodes, PDA1
and PDA2, for the measurement and reference beams respectively.
They measure some 8 % of each beam after its delivery onto the
optical bench, as shown in Figure 1.11.
In order to meet the requirement for this noise source, the laser am-
plitude must be stabilised at frequencies around fhet. This is achieved
with the fast amplitude control loop, as described in Section 2.3.3,
which uses the outputs of the single-element photodiodes as its in-
puts.
Radiation pressure noise
Radiation pressure noise, produced by low frequency RIN, is caused
by slow fluctuations in the power of the measurement beam, the beam
that is incident on the two test masses. These power fluctuations exert
a fluctuating force noise on the test masses, which results in unwanted
residual acceleration due to a TM displacement.
A beam of power, P , incident on a surface with a coeﬃcient of reflec-
tivity, ρ, would produce a force, F , due to momentum transfer of the




(1 + ρ). (2.16)
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This introduces an equivalent TM displacement, x(f), which is de-
pendent upon the Fourier frequency of the power fluctuations, f . For




(1 + ρ) (2.17)
where m is the mass of the TM [56]. More accurately, the case should
be considered where there is spring coupling between the test mass




(1 + ρ) (2.18)
This occurs at frequencies below 1mHz [56].
The acceleration noise allocation due to the radiation pressure noise,
δalow freq. RIN12 , is [49]:
￿δalow freq. RIN12 ≤ 0.6× 10−15ms−2/√Hz, at 30mHz (2.19)
The allocation for the RIN, assuming a power of 4 × 10−3W at test
mass one and m = 1.96 kg, is [49]:








In the laboratory and during test campaigns, this noise source is not
present as fixed test masses are used. In-flight the eﬀect of this noise is
suppressed by the slow amplitude control loop, as described in Section
2.3.3.
2.2.4 Other OMS noise sources
The following noise sources contribute to the diﬀerential displacement
measurement. They are each allocated a maximum contribution to the
diﬀerential displacement of [49]:
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2.2 Noise sources and couplings
δ￿x12 ≤ 2× 10−12





These noise sources will not be investigated in detail in this thesis,
but explanations can be found in [49] and [53].
Optical bench thermal noise
Thermal fluctuations of the optical bench and its components can
aﬀect the pathlength travelled by the beams. Where this causes a
change in the relative pathlength between the measurement and ref-
erence beams in an interferometer, there will be an impact on the
measured phase of that interferometer. In the case of the X12 inter-
ferometer, this will add noise to the readout of the diﬀerential test
mass displacement. There are three ways in which thermal fluctua-
tions can change the optical pathlength:
• Distortion of the optical components by displacement or rota-
tion;
• Length change of the transmissive optical components;
• Refractive index change of the transmissive optical components.
Stray light
Stray light is caused by the scattering of light from the measurement,
reference, or interfered beams by components on or oﬀ the optical
bench. As the scattered beams potentially have the same frequency
as the original measurement and reference beams they can interfere to
produce a signal at the heterodyne frequency, fhet. This will occur if
they are detected on a photodiode and there is a non-vanishing overlap
integral with another mode there. This will contribute a spurious
phase component to the measured interferometric signal, only in the
case where there is a fluctuating amplitude or phase. In the case of
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the X12 interferometer, this will add noise to the measured diﬀerential
displacement.
Phasemeter
The phasemeter processes the outputs from the photodiodes of each
interferometer to produce the DC value and the complex amplitude
which will later be converted to phase and then pathlength. Accord-
ingly, any noise during this processing will add noise to the output
signals. These noise contributions occur due to:
• Conversion of the optical signal to a photocurrent by the pho-
todiode;
• Conversion from photocurrent to voltage in the trans-impedance
amplifier;
• Temperature instability in the low-pass filter;
• Digitisation of the signal by the ADC.
These eﬀects are inherent to the processing and cannot be measured
during an in-flight investigation.
The phase measurement from each interferometer, ϕi, is determined
as a result of a SBDFT at the heterodyne frequency, fhet. In order for
this calculation to be accurately performed, the fhet frequency must
be centered in the bin of the SBDFT. This is achieved by selecting fhet
and the SBDFT parameters. However, fast phase shifts, for example,
when there is a fast OPD or test mass position fluctuation, produce
an apparent fluctuation in the heterodyne frequency. This is called
Doppler noise because the eﬀect is similar to that of the Doppler eﬀect,
although it is not caused by the same principle. An LTPDA method
to estimate the magnitude of this noise source is described in [55].
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2.3 In-flight control loop implementation
In-flight, the frequency and OPD control loops are implemented digi-
tally with an update rate of 100Hz within the DMU. The amplitude
control loop is implemented with an update rate of 1Hz. The fast am-
plitude loop has an analogue implementation in the LCU, and the slow
amplitude loop is digital in the DMU. The basic closed-loop control
law for each digital loop is generically described by the following:
yi = a0(∆x+ δxi − xi) + a1(∆x+ δxi−1 − xi−1) + ...
+an−1(∆x+ δxi−(n−1) − xi−(n−1))
+b1yi−1 + b2yi−2 + ...+ bnyi−n (2.22)
This describes an Infinite Impulse Response (IIR) filter where the
output, yi, at some time i∆t (∆t = 1/f , where f is the sampling fre-
quency), is the scaled sum of the current and previous inputs (xi, xi−1, ..)
and the previous outputs (yi−1, yi−2, ...). A constant oﬀset, ∆x, can
be commanded in addition to a time-dependent oﬀset, δxi, that can be
used as part of a probing function for test inputs. The diﬀerence be-
tween the current value, xi, and the oﬀsets, ∆x and δxi, gives an error
signal. This is scaled by some coeﬃcients, ak−1 and bk (1 < k ≤ n),
which, along with the sampling time, ∆t, define the controller re-
sponse.
The output, yi, is a floating point number which is converted to an
integer via Equation 2.23 in order to produce an analogue feedback
signal. The coeﬃcients, α and β, define the controller output range.
This value is clipped between some defined values, ymin and ymax, in
order to prevent it exceeding the actuator limits, and to reduce the
duration of transients after large errors. The integer signal is then
converted to an analogue signal via a Digital to Analogue Convertor
(DAC), which can then be used as input to an actuator:
ii = round(α+ βyi) (2.23)
The coeﬃcients, ak−1, bk, α and β, along with the clipping limits,
ymin and ymax, completely define the controller. Default values of
the oﬀsets and coeﬃcients are calculated prior to flight and stored
in the DMU SDP, although alternatives can be uploaded in-flight via
telecommand [23].
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Each loop has several possible states:
• Inactive: The loop is open.
• Fixed output y: A fixed control output signal yi is generated
from the loop specific parameters defined in the SDP, which
is nominally zero. The feedback to the actuator is a constant
integer.
• Variable output y: A time-dependent probing function is
added to the ‘fixed output y’ signal. This probing function is
defined by:
– Shape: ramp, sine, or triangle.
– Frequency: 0.001 to 50Hz, with a resolution of at least
0.0001Hz.
– Duration: an integer number of half periods.
– Amplitude: positive or negative to define the initial slope,
with units dependent on the control loop.
Once the probing function cycles are complete the state returns
to ‘fixed output y’.
• Nominal: Loop is closed, with the optional oﬀset ∆x as defined
by the telecommand, or the last defined value in the SDP. The
value of ∆x is initially defined as zero in the SDP.
• Frozen: The closed-loop state is suspended, and the last value
of yi is used as the loop feedback signal.
• Testing oﬀset ∆x: The loop is closed with the parameters
defined in the SDP, with a constant oﬀset ∆x. In addition,
a probing function can also be applied (see the definition in
‘variable output y’).
• Frozen for invalid data 1: When the control loop is in the
‘nominal’ state and the data quality is noisy or invalid the loop
reverts to a frozen state.
• Frozen for invalid data 2: When the control loop is in the
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‘testing oﬀset ∆x’ state and the data quality is noisy or invalid
the loop reverts to a frozen state.
In flight the loop states are defined by a number, as shown in Table
2.1. Achieving a particular loop state requires transition between the
states in a defined sequence, as defined in [23].
Loop state Numerical identifier
Inactive 0
Fixed output y 1
Variable output y 2
Nominal 3
Testing oﬀset ∆x 4
Frozen 5
Frozen for invalid data 1 6
Frozen for invalid data 2 7
Table 2.1: A table showing the numerical identifiers associated with each control
loop state [23]. These are the values for the states given in the telemetry trans-
mitted from the satellite.
An overview of some key control loop theory is given in Box 2.2, and
the specific implementation of the frequency, OPD, and amplitude
control loops are described in the following sections.
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Control loop theory
A basic block diagram of a control loop, representative of an LTP
control loop, is shown below. The loops signals, available via the
telemetry, are shown. Ψi is the measurement of the noise, ￿ is the
loop error signal, and y is the feedback signal. An input to the loop,
e.g., a modulation signal, is represented by δx. The response of each












The Open-Loop Transfer Function (OLTF) defines a steady-state re-





where the tilde represents the Fourier Transform (FT) of the signal.
The OLTF allows key characteristics of the loop to be determined:
• Gain: The amplitude of the OLTF, more generally referred to
as the Open-Loop Gain (OLG), defines the noise suppression
at a particular frequency. The unity gain frequency defines fre-
quencies at which the OLG is one. In LTP, the gain is high
at low frequencies, and decreases at higher frequencies. Above
the unity gain frequency, the loop no longer suppresses the noise.
The gain margin is the diﬀerence between when the gain is unity,
and the gain at the point when the phase is −180◦. A large gain
margin indicates that the loop can remain stable even with large
fluctuations in the noise level.
Continued on next page
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• Phase margin: The phase margin is the diﬀerence in the phase
at the unity gain frequency and −180◦. In general, a high phase
margin indicates that the loop is stable. Where the phase margin
is close to zero, it results in a large ‘servo bump’ in the closed-
loop response (see the noise suppression function below). In
the limiting case where the phase margin := 0, an oscillation
can be sustained within the loop. Typically, the phase margin
should be > 35◦. The phase margin is dependent upon the delay
accumulated as the signal passes through the loop. If the delay
is too large, then the requirement for the phase margin may be
aﬀected.
An example OLTF, in this case based on a model of the OPD control
loop, is shown below. The unity gain frequency, gain margin, and
phase margin are indicated on the plot. Specific details of the OPD





































The degree to which the noise is suppressed when the loop is closed








1 + (C×A×X) (2.28)
Continued on next page
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A Bode plot of the amplitude of S, again based on the example of the
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OPD loop model: Noise suppression
Servo bump
The amplitude of S defines the noise suppression at a particular fre-
quency.
Box 2.2: Basic control loop theory relevant to this thesis. For more information,
suggested resources are [51], and [57].
2.3.1 Frequency
A block diagram of the frequency control loop is shown in Figure 2.3.
The input to the loop is the output of the frequency interferometer,
ΨF . The loop is nested, with one part providing ‘fast’ feedback to
the fast frequency actuator, the PZT that acts directly on the laser
crystal. The output from this controller provides the input signal to
the ‘slow’ part of the frequency control loop. This controller provides
an input signal for the slow frequency actuator, which controls the
temperature of the laser crystal. The slow loop controls long term
frequency fluctuations, caused by variations in temperature, and en-
sures that the fast frequency loop remains within its operating range.
The feedback signal for each loop, yFF and ySF, are determined using
the generic control law defined in Equation 2.22 with loop coeﬃcients
defined in the SDP. The error signals in each loop are given by:
￿FF = ∆xFF + δxFF −ΨF
￿SF = ∆xSF + δxSF − yFF
where ￿FF and ￿SF are the fast and slow error signals, ∆xFF and ∆xSF
are selectively injected DC oﬀsets, δxFF and δxSF are selectively in-
jected probing functions, ΨF (the processed frequency interferometer
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2.3 In-flight control loop implementation
output) is the input to the fast loop, and yFF is the input to the slow
loop. These signals are also defined in Figure 2.3.
85




























































































































































































































































































2.3 In-flight control loop implementation
In-flight, it is possible to downlink the loop error point and the feed-
back signals, as well as the loop states for the fast and slow loops,
via the 3,25 housekeeping telemetry package. It is also possible to
apply a DC oﬀset to the error signal, as well as modulations to both
the fast and slow loops via telecommand. An overview of the control
loop telemetry is given in Table 2.2, the names associated with this
telemetry in the mission database can be found in Appendix 7. If
necessary, the telemetry can be recorded at a higher frequency, either
10Hz or 100Hz, on request and for a limited duration.
Name Description
ΨF Processed frequency ifo phase
￿FF Fast frequency loop error
yFF Fast frequency loop feedback
SFF Fast frequency loop state
δxFF Fast frequency loop probing function
∆xFF Fast frequency loop DC oﬀset
￿SF Slow frequency loop error
ySF Slow frequency loop feedback
SSF Slow frequency loop state
δxSF Slow frequency loop probing function
∆xSF Slow frequency loop DC oﬀset
Table 2.2: The telemetry parameters available in-flight for the fast and slow fre-
quency control loops. The associated names used in the mission can be found in
Appendix 7.
The characteristics of the designed frequency control loop, including
the OLTF, defined in [50], are given in Box 2.3. This design provides
a starting point for determining the response of the loop components,
and the loop as a whole, from test campaign results and later from
the results of in-flight investigations.
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The design of the frequency control loop
A simplified block diagram of the frequency control loop shown in
Figure 2.3, is shown below. The response of each block of the control





























The OLTF of the loop is defined as:
OLTF = CF.XF (AF +AS.CS) . (2.29)
The noise suppression function, S, is therefore:
S =
1
1 + CF.XF (AF +AS.CS)
. (2.30)
A model of the digital implementation of the frequency control loop
can be constructed using the design parameters specified in [50]. The
diagram below shows a simplified version of the block diagram of the
frequency control loop shown in Figure 2.3, including some signal
delay.
Continued on next page
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The design values of the plant, the fast actuator, and the slow actuator
are shown in the respective blocks. The slow actuator has a gain of
5×108/2 Hz/V with a pole at f = 2π/2. The response of the fast and
slow controllers depends upon the a and b coeﬃcients that define the
digital filter (see Section 2.3). The design values for these coeﬃcients
are:
Fast controller:
a0 = −1.58 b0 = 1
b1 = 1
Slow controller:
a0 = −5× 10−5 b0 = 1
b1 = 1
The OLTF of the model, based on the defined loop characteristics
along with a delay of 20 × 10−3 s is shown below. The unity gain
frequency is at approximately 0.31Hz. The phase margin is approxi-
mately 54◦, and the gain margin is approximately 0.97.
Continued on next page
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Frequency control loop model: Open-loop transfer function
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Frequency control loop: Noise suppression
These plots, and the models based on the designed loop components,
provide a reference for determining if the control loops have the re-
quired characteristics in-flight.
Box 2.3: A model of the frequency control loop, based on the loop design specified
in [50].
2.3.2 Optical pathlength diﬀerence
The eﬀects of OPD noise are suppressed by the OPD control loop, as
shown in Figure 2.4. The loop takes the output from the reference
interferometer, ΨR, as the loop input. The feedback signal is halved,
and applied to the PZT-actuated mirror in each of the beam paths in
the LMU (see Section 1.4.1). One actuator receives a positive signal,
and the other negative, such that they operate in a push-pull configu-
ration. The use of two actuators provides redundancy, such that if the
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function of one actuator is degraded, the feedback signal to the other
can be increased to compensate. The actuators have enough range to
allow the OPD control loop to operate with only one actuator.
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2.3 In-flight control loop implementation
The feedback signal for the loop, yOPD, is determined using the generic
control law defined in Equation 2.22 with loop coeﬃcients defined in
the SDP. The error signal is given by:
￿OPD = ∆xOPD + δxOPD −ΨR
where ￿OPD is the error, ∆xOPD is a selectively injected DC oﬀset,
δxOPD is a selectively injected probing function, and ΨR is the input
to the loop. These signals are also defined in Figure 2.4.
In-flight, it is possible to downlink the loop error point, the loop state,
and the feedback signal, via the 3,25 telemetry package. It is also
possible to apply a DC oﬀset, as well as modulations to the loop via
telecommand. An overview of the control loop telemetry is given in
Table 2.3. The associated parameter names for both the test campaign
data, and the flight telemetry can be found in Appendix 7.
Name Description
ΨR Reference ifo. output
￿OPD OPD loop error
yOPD OPD loop feedback
SOPD OPD loop state
δxOPD OPD loop probing function
∆xOPD OPD loop DC oﬀset
Table 2.3: Table of the telemetry associated with the OPD control loop.
A model of the control loop, based on the original design parameters
given in [50], is described in Box 2.4. This model provides a starting
point for modelling the loop, and the loop components, during the
analysis of the test campaign data, and can also be used as a reference
for the analysis of in-flight control loop characterisation investigations.
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The design of the OPD control loop
A theoretical model of the digital OPD control loop can be constructed
using the design parameters specified in [50]. The diagram below
shows a simplified version of the block diagram of the OPD control
loop shown in Figure 2.4, including some signal delay. The plant
represents the reference interferometer and the processing of the phase



















The design values of the plant and actuator (for both OPD actuators
combined) are shown in the respective blocks on the diagram. The
gain of the controller depends upon the a and b coeﬃcients of the dig-
ital filter (see Equation 2.22). The design values for these coeﬃcients
are:
a0 = 2.004× 102 b0 = 1
a1 = −1.996× 102 b1 = 3.0
a2 = −2.004× 102 b2 = −3.0
a3 = 1.996× 102 b3 = 1.0
a4 = 0 b4 = 0
a5 = 0 b5 = 0
The OLTF and noise suppression function, S, for this model are shown
below. It should be noted that the signs of the above a and b coeﬃ-
cients were switched in order to correctly implement the model.
Continued on next page
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OPD loop model: Noise suppression






where the tilde represents the Fourier transform of the signal.
The derivation of these equations has already been shown in Box 2.2.
Box 2.4: A model of the OPD control loop based on the original loop design given
in [50].
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2.3.3 Amplitude
The eﬀects of amplitude noise are suppressed by the amplitude control
loop, as depicted in Figure 2.5. The loop is nested, and consists of
two fast amplitude loops with analogue implementation, and a slow
amplitude loop operated digitally at an update rate of 1Hz.
Each fast amplitude control loop acts to stabilise the power in one
of the beams. As such, the fast control loop for the measurement
beam (beam one) takes the PDA1 Single Element Photodiode (SEPD)
signal, MonFP1 , as the input. Similarly, the fast control loop for the
reference beam (beam two) takes the PDA2 SEPD signal, MonFP2 , as
the input. The photodiode outputs are routed to the LCU and are
subtracted from a defined setpoint, to give two error signals, ￿FP1 and
￿FP2 , which are input into the AOM control electronics for AOM1 and
AOM2 respectively. The feedback signals, F 1 and F 2, control the RF
power that drives each AOM, thereby changing the beam power by
changing the fraction of the input beam diﬀracted into the first order
beam (see Box 1.2). The RF power can be monitored via two signals,
RF MonFP1 and RF Mon
FP
2 .
The F 1 and F 2 feedback signals are also transmitted from the LCU to
the DMU where they are averaged to provide an input signal for the
slow amplitude control loop. This provides a feedback signal which is
input into the RLU to control the DC output power of the laser. The
feedback signal for the slow control loop, ySP , is defined by the generic
control law shown in Equation 2.22, with loop coeﬃcients stored in
the SDP. The error signal for the slow loop, ￿SP, is given by:
￿SP = ∆xSP + δxSP − 12(F 1 + F 2)
where ∆xSP and δxSP are a selectively injected DC oﬀset and probing
function respectively. These signals are also defined in Figure 2.5.
In-flight, it is possible to download the two beam power monitors, two
errors signals, two feedback signals, and two RF monitoring signals
from the fast loops as well as a loop state, SFP , which are down-
sampled and routed via the DMU. For the slow power control loop
the error signal, the feedback signal, and the loop state can be down-
loaded. It is also possible to command a DC oﬀset and a modulation
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Optical Bench
PDA2 PDA1






























Figure 2.5: Block diagram of the amplitude control loop. In this diagram, the
telemetry signals are shown from their point of origin. In actuality, they are routed
through the DMU and converted to digital signals before being sent to the OBC.
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to the slow error signal, defined via telecommand. An overview of the
control loop telemetry and variable parameters is given in Table 2.4.
Name Description
Fast power MonFP1 Beam one power monitor
MonFP2 Beam two power monitor
￿FP1 Beam one error
￿FP2 Beam two error
F 1 Beam one feedback
F 2 Beam two feedback
RF MonFP1 Beam one RF power monitor
RF MonFP2 Beam two RF power monitor





Table 2.4: Table of the telemetry associated with the amplitude control loop.
A model, based on the design parameters of the control loop defined
in [50], is shown in Box 2.5.
Important note: The design of the slow amplitude control loop has
been included in this description for completeness. However, it has
been demonstrated during the ground-based test campaigns that the
slow amplitude control loop does not function as required. As the two
fast amplitude control loops have suﬃcient gain, it is not necessary to
use the slow control loop, and it was not used during the ground-based
tests.
98







2.3 In-flight control loop implementation
The design of the slow amplitude control loop
A simplified model of the slow amplitude control loop was made based
on the design given in [50]. The input from the fast amplitude control
loops are represented by a gain of -0.923 and a delay of 0.42 s. The
controller is defined by the coeﬃcients a and b which are:
a0 = 0.000228882 b0 = 1
a1 = −0.000076294 b1 = 1.0
The actuator is a pole-zero model with a gain of 30, and poles and
zeros at the following frequencies:
Poles 1 26.7176 220.5 960 795
Zeroes 0 −4.8× 10−7 6.4× 10−4 −7.2× 10−1 796
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Slow power control loop: Noise suppression
Box 2.5: A model of the slow power loop, based on the design given in [50].
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2.4 Theoretical noise projections
The LISA Pathfinder LTP is implemented in the LTPDA toolbox as
State Space Models (SSMs), in the form of built-in models. These
models represent parts of the satellite, and consist of inputs, states,
and outputs. The diﬀerent blocks can be put together, via correspond-
ing inputs and outputs, to model diﬀerent parts of the system. A sim-
plified diagram representing the built-in models of the LTP is shown
in Figure 2.6. More detailed information regarding the use of the LTP
State Space Model (SSM)s can be found in the LTPDA toolbox train-
ing sessions, available in the LTPDA section of the MATLAB￿ help.
In this document, all methods refer to the associated LTPDA method.
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A theoretical noise budget, showing the contribution of each OMS
noise source to the diﬀerential test mass displacement measurement,
x12, can be created by injecting some representative noise into the
appropriate block of the LTP state-space model. In this thesis, the





– RIN at fhet;
– RIN at low frequencies (radiation pressure noise).
The allocations for these noise sources, shown in Table 2.5, provide the
maximum allowed contribution of each noise source to the diﬀerential
test mass displacement measurement at 30mHz. In order to make
a theoretical projection of the noise budget, some input value and
frequency dependence for each noise source must be adopted. These







RIN at fhet 2× 10−12
RIN at low freq. 3.87× 10−12
Table 2.5: A summary of the requirements for the noise sources that aﬀect the
diﬀerential displacement measurement.
Table 2.6 gives the noise source and the appropriate input for its
injection into the LTP SSM. It should be noted that in this model
the radiation pressure noise is applied to just one test mass, but with
the sum total of the beam powers on both test masses. This provides
the equivalent diﬀerential displacement due to the radiation pressure
noise as when calculated separately for each test mass.
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Noise source Input
Frequency noise DIST IFO POSITION.x12
OPD noise DIST IFO POSITION.x12
RIN at fhet: beam 1 TESTSIGNAL.tm1 x
RIN at fhet: beam 2 TESTSIGNAL.tm2 x
RIN at low freq. DIST IFO POSITION.x1
Table 2.6: The SSM input names for each noise source used in creating the theo-
retical projection of the OMS noise budget.
The output from the SSM for the diﬀerential test mass displacement
is DELAY IFO.x12. The transfer functions from the inputs defined
in Table 2.6 to this output are shown in Figures 2.7 and 2.8.
The inputs for each noise source are shown in Table 2.7. They are
based on reasonable values and are given a flat frequency response.
Noise source Value Units
Frequency noise 1.7× 10−12 m/√Hz
OPD noise 2× 10−12 m/√Hz
RIN at fhet: beam 1 (3× 10−5)(2× 10−3) W/
√
Hz
RIN at fhet: beam 2 (3× 10−5)(1× 10−3) W/
√
Hz
RIN at low freq. 2.2× 10−12 m/√Hz
Table 2.7: The SSM input values for each noise source used in creating the theo-
retical projection of the OMS noise budget.
Figure 2.9 shows the theoretical X12 noise budget created using the
values for each of the noise source given in Table 2.7. The aim of the
in-flight noise characterisation experiments described in Chapters 3, 4,
and 5 is to allow these projections to be replaced with the real satellite
data. As a first step, the results from the EM, FM, and OSTT test
campaigns have been analysed to determine the noise contributions in
each setup.
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Transfer function of a position noise input into the 
di!erential longitudinal measurement into the X12 
inteferometer output
Transfer function of a position noise input into the 
 X1 interferometer into the X12 
inteferometer output
Figure 2.7: Transfer functions for the DIST IFO POSITION.x12 (top), and
DIST IFO POSITION.x1 (bottom) inputs into the DELAY IFO.x12 output.
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Transfer function of a force applied on TM1 in 
the x-direction into the X12 inteferometer output
Transfer function of a force applied on TM2 in 
the x-direction into the X12 inteferometer output
Figure 2.8: Transfer functions for the TESTSIGNAL.tm1 x (top), and TESTSIG-
NAL.tm2 x (bottom) inputs into the DELAY IFO.x12 output.
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The aims of this set of investigations are to measure the frequency
noise, both free-running and closed-loop; determine the coupling into
the measurement of the diﬀerential test mass displacement; and char-
acterise the control loops. The investigations can be split into the
following:
• Measurement of the free-running frequency noise:
– Calculation of the free-running frequency noise spectrum;
– Determination of a broadband coupling coeﬃcient for fre-
quency noise into diﬀerential test mass displacement.
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• Characterisation of the fast and slow frequency control loops:
– Fast controller characterisation;
– Slow controller characterisation;
– Calibration of the fast and slow actuators;
– Calculation of the OLTF and noise suppression function;
– Determination of a coupling coeﬃcient via injected modu-
lations.
• Projection of the frequency noise component of the diﬀerential
test mass displacement during a closed-loop measurement.
The motivation for each investigation is presented, along with the re-
sults of applicable investigations performed during the ground-based
hardware test campaigns. The procedure for performing the investi-
gation in-flight, as well as a suggested procedure for the associated
data analysis, is also presented.
3.1 Free-running frequency noise
A free-running noise measurement characterises the frequency noise
when it is not stabilised by the frequency control loop. Such an inves-
tigation is necessary to determine the magnitude of the free-running
frequency noise. An additional result is that a broadband coupling
coeﬃcient for frequency noise into the x12 diﬀerential displacement
measurement can be determined.
Free-running frequency noise magnitude
The main goal of the free-running frequency noise investigations is
to determine the inherent frequency noise of the OMS. This noise
level is dependent upon the characteristics of the laser, and as it is
possible that such a laser could be used in future missions, such an
investigation provides useful information.
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3.1 Free-running frequency noise
The spectrum of the frequency noise is determined by calculating the
amplitude spectral density of the processed phase of the frequency
interferometer, ΨF 1. This spectrum provides a reference level which




The measured free-running frequency noise, converted to Hz/
√
Hz,
along with the equivalent allocation for the closed-loop frequency noise
defined in Section 2.2.1, allows the gain required by the frequency
control loop to be calculated. The calculation is described in Box 3.1.
The results of the ground based hardware tests, particularly the FM
and OSTT test campaigns when the flight laser was used, are the best
estimates of the frequency noise level that can be expected in-flight.
1The ΨF output from the DMU has units of radians. As a frequency fluctuation
is being considered, this can be more logically represented in units of Hz using
the conversion described in Box 2.1. The amplitude spectral density of the
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The allocation for the frequency noise is:









in the measurement bandwidth of 1mHz ≤ f ≤ 30mHz, as discussed
in Section 2.2.1.
In order to meet this requirement, the free-running frequency noise,
ΨfrF , must be suppressed by the frequency control loop. The gain
required to achieve this level of suppression is defined by:




The value of ΨfrF is the result of the free-running frequency noise in-
vestigation.
Box 3.1: Calculation of the gain required to suppress the measured free-running
frequency noise [32].
Broadband coupling of frequency noise
Any diﬀerences in the optical pathlengths of the measurement and ref-
erence beams of the X12 interferometer will result in the coupling of
frequency noise into the diﬀerential displacement measurement, x12,
as described in Section 2.2.1. The higher level of frequency noise
across all frequencies during a free-running measurement, compared
to a closed-loop measurement, can be exploited to determine a broad-
band coupling coeﬃcient.
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Figure 3.1: A simplified block diagram showing a conceptual representation of the
coupling of the frequency noise, ￿ν, measured by the frequency interferometer via
ΨF , into the x12 measurement via the coupling coeﬃcient, K.
The coupling coeﬃcient, K, in units of m/rad, can be determined by
calculating the transfer function from the ΨF channel to the x12 chan-
nel2. The coeﬃcient can then be used to make a projection of the fre-
quency noise component onto the diﬀerential test mass displacement
measurement.
Additionally, the coupling coeﬃcient can be used to calculate an upper
limit of the optical pathlength diﬀerence between the measurement
and reference beams in the x12 interferometer. The calculation is
explained in detail in Box 3.3.
Note: The accuracy of the coupling coeﬃcient calculated from the
free-running frequency noise analysis is low. This is because the mag-
nitude of the frequency noise is such that it doesn’t produce large
signals in x12. A more accurate coupling coeﬃcient can be calculated
as part of the control loop characterisation investigation, described in
Section 3.2. Nevertheless, this analysis can be performed easily on the
results of the free-running frequency noise investigation, and as such
it can be used to provide a rough estimate of the coupling coeﬃcient.
2The coeﬃcient is represented in units of m/rad as the output from the frequency
interferometer that measures the frequency noise is in radians. It would also
be possible to convert K to an equivalent coeﬃcient with units of m/Hz using
Equation 2.5 defined in Section 2.2.1.
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3.1.1 Test campaign results
Free-running frequency noise measurements were made during all three
test campaigns. The information relating to the investigation dates
and times, as well as the specific details of the analyses can be found in
Appendix 8, Tables 8.1, 8.2, and 8.3, for the EM, FM, and OSTT cam-
paigns respectively. The same initial processing of the telemetry chan-
nels was performed for both analyses, as described under ‘Overview
of the analysis’. The analyses of the free-running frequency noise, and
the broadband frequency noise coupling are then described under the
associated headings.
Overview of the analysis
The telemetry used in these analyses is given in Table 3.1. The equiva-
lent names used in the LTPDA repositories can be found in Appendix
7. The initial processing can be summarised as follows:
Parameter Description Frequency ID
[Hz]
SFF Fast freq. loop state 1Hz LST17361
SSF Slow freq. loop state 1Hz LST17364
SOPD OPD loop state 1Hz LST17367
SSP Slow power loop state 1Hz LST17358
yFF Fast freq. loop feedback 1Hz LST17340
10Hz
ySF Slow freq. loop feedback 1Hz LST17345
10Hz
yOPD OPD loop feedback 1Hz LST17350
10Hz
ySP Slow power loop feedback 1Hz LST17357
10Hz
ΨF Freq. ifo. output 10Hz LST12406
x12 X12 ifo. output 10Hz LST10130
SSC Source sequence counter 10Hz SCT70388
Table 3.1: The telemetry parameters used in the analysis of the EM, FM, and
OSTT test campaign free-running frequency noise investigations.
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3.1 Free-running frequency noise
1. The data for the times specified in the test campaign reports
were downloaded [32] [43] [44].
2. The data was split to leave the times where the fast and slow
frequency control loops were open (state = 1, feedback = 0),
and the other control loops were in a stable operating state. As
an example, a plot of the loop states from the EM test campaign
is shown in Appendix 8, Figure 8.1.
3. The essential channels, ΨF and x12, were checked for data qual-
ity issues and glitches and repaired accordingly. The data repair
method is discussed in Appendix 9.
4. The x12 and ΨF channels were detrended with order three. This
removed any DC oﬀset, and subtracted any linear, quadratic, or
cubic trend. The original and detrended timeseries of the ΨF
and x12 channels from the EM, FM, and OSTT test campaigns
are shown in Appendix 8, Figures 8.2, 8.3, and 8.4 respectively.
Free-running frequency noise






2. The spectrum of the free-running frequency noise was deter-
mined from the amplitude spectral density of the converted ΨF
channel. The results for the three test campaigns are shown in
Figure 3.2.
Note: The amplitude spectral density was calculated using the
default Hanning windowing function, which has a default overlap
of 50%, and 16 averages.
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3.1 Free-running frequency noise
From the spectra of the free-running frequency noise, the gain required
by the frequency control loop was calculated, as discussed in Box 3.1.
The results are shown in Table 3.2.




EM 4.20× 105 3.75 11.48
FM 4.05× 105 3.62 11.16
OSTT 3.21× 105 2.87 9.14
Table 3.2: The value of the free-running frequency noise at 30mHz, with the
suppression and minimum gain required for the frequency control loop to suppress
the frequency noise to the allocated level.
The spectra of the free-running frequency noise in both the FM and
OSTT campaigns give very similar results. This is as expected, since
the FM laser was tested in both cases. Therefore, this noise level is
the best prediction of the free-running frequency noise that can be
expected in-flight.
Broadband coupling of frequency noise
1. The x12 and ΨF channels were detrended with order three. This
removed any DC oﬀset, and subtracted a linear, a quadratic, and
a cubic fit.
2. A transfer function of the ΨF channel into the x12 channel, as
well as the coherence, was estimated, both with 60 averages.
The transfer function and coherence estimates for the EM, FM,
and OSTT campaigns can be found in Figures 3.3, 3.4, and 3.5.
3. A frequency range was selected where, ideally, the transfer func-
tion had a flat response, the errors were small, and the coherence
was high. It can be seen from the plots of the transfer functions
and associated coherences, that the selection of such a region
was not simple, because the coupling of frequency noise into the
x12 channel was small.
In the EM campaign, the only reasonably flat region of the trans-
fer function was selected. Some comments relating to the high
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Figure 3.3: Plots of the transfer function and coherence of ΨF and x12 for the EM
test campaign investigation of the free-running frequency noise. The grey shaded
area represents the frequency region used to determine the coupling coeﬃcient for
frequency noise into diﬀerential displacement. A discussion of the high coherence
of the channels at high frequencies can be found in Box 3.2.
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Figure 3.4: Plots of the transfer function and coherence of ΨF and x12 for the FM
test campaign investigation of the free-running frequency noise. The grey shaded
area represents the frequency region used to determine the coupling coeﬃcient for
frequency noise into diﬀerential displacement.
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Figure 3.5: Plots of the transfer function and coherence ofΨF and x12 for the OSTT
test campaign investigation of the free-running frequency noise. The grey shaded
area represents the frequency region used to determine the coupling coeﬃcient for
frequency noise into diﬀerential displacement.
118







3.1 Free-running frequency noise
coherence of the EM channels at frequencies above 1Hz can be
found in Box 3.2. The transfer function for the FM campaign
contained a wide flat region, and frequencies were selected where
the coherence was highest. The coupling and the coherence in
the OSTT campaign was negligible, and a frequency range was
selected where both the transfer function and the coherence lev-
els were relatively flat.
Note: The transfer function was binned such that each point
is the average of ten bins per decade of the original transfer
function. The smoothed transfer function provided a better sta-
tistical estimate of the error.
4. The mean value of the transfer function in the selected frequency
range was calculated, giving an estimate of the coupling coeﬃ-
cient for frequency noise into diﬀerential test mass displacement
for each test campaign setup. The results are shown in Table
3.3. The coupling is small in the EM and FM test campaigns,
and can be considered to be zero in the OSTT campaign.
Campaign Coeﬃcient Error
[m/rad] [m/rad]
EM Segment 1: 6.24× 10−9 7.23× 10−10
Segment 2: 4.90× 10−9 3.77× 10−10
FM 4.11× 10−9 7.72× 10−11
OSTT 2.85× 10−11 4.06× 10−11
Table 3.3: The values of the coupling coeﬃcient for frequency noise into diﬀerential
displacement, as calculated from the results of the free-running frequency noise
investigations. The data for the EM test campaign contained glitches, and was
therefore split into two segments which were analysed separately. All of the values
are low, and the value for the OSTT is negligible.
5. The coupling coeﬃcient values in each test campaign were used
to calculate the upper limit of the optical pathlength diﬀerence
between the measurement and reference beams in the x12 inter-
ferometer. The results are shown in Table 3.4. The associated
calculation is explained in Box 3.3.
The coupling coeﬃcient for the frequency noise into the diﬀerential
displacement measurement in the most representative setup, during
the OSTT test campaign, is smaller than the error. The frequency
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Campaign Pathlength mismatch Error
[m] [m]
EM Segment 1: 27.86× 10−3 3.23× 10−3
Segment 2: 22.88× 10−3 1.68× 10−3
FM 18.35× 10−3 3.43× 10−4
OSTT 2.07× 10−4 2.94× 10−4
Table 3.4: The calculated values of the maximum optical pathlength mismatch
between the measurement and reference beams of the x12 interferometer. The
results were calculated from the coupling coeﬃcients shown in Table 3.3 along
with the calculations shown in Box 3.3.
noise component of the x12 measurement can therefore be considered
to be equivalent to zero. It is therefore expected that the contribution
of the frequency noise to the diﬀerential displacement in-flight will be
negligible, although this should be experimentally verified. This was
also shown by the x12 spectrum for the OSTT measurement in Figure
3.6 almost meeting the allocated noise level for the OMS measurement,
even with the frequency noise free-running.
The estimated values for the optical pathlength mismatch in the x12
interferometer are reasonable, although perhaps slightly higher than
the expected pathlength mismatch for the EM optical bench. No
quoted value was found, but an estimate of ∼ 1 cm is reasonable. The
diﬀerences between the calculated pathlength mismatches in the EM
and FM campaigns where the same optical bench was tested, could be
attributed, in part, to the diﬀerence in the position of the test mass
dummies. The remaining diﬀerence was from an unknown source,
but these results will be compared to the results from the calculation
of the coupling coeﬃcients via injected modulations. The results for
the OSTT optical bench, were consistent with the requirement of a
pathlength mismatch of ≤ 1× 10−3m.
Frequency noise component of the diﬀerential test mass
displacement
1. The calculated coupling coeﬃcient was multiplied by the ΨF
data, and the amplitude spectral density of the result plotted
with the amplitude spectral density of the x12 channel. The
120







3.1 Free-running frequency noise
result is a projection of the free-running frequency noise onto the
diﬀerential displacement. The calculated projections are shown
in Figure 3.6.
Note: The amplitude spectral density was calculated using the
default Hanning windowing function with 50% overlap, 16 av-
erages, and detrending of order one.
Discussion of the high coherence of ΨF and x12 at high fre-
quencies
The transfer function and coherence plots of the ΨF channel into the
x12 channel for the EM test campaign (see Figure 3.3) show high
coherence at frequencies above 1Hz. Initially, the number of averages
in calculating the coherence was changed to check that the eﬀect was
not an artifact of the calculation. However, the eﬀect remained. This
is not believed to be a result of frequency noise, as the frequency
noise transfer function is expected to be flat across the frequency
range. It is likely that there is some other noise source coupling into
both the ΨF and the x12 channels. The diagram below shows the
frequency noise coupling into the X12 interferometer via the calculated
coupling coeﬃcient, K. The unknown noise source, ￿n, couples into
both channels and is therefore indistinguishable from frequency noise










Box 3.2: Comments on the high coherence between the ΨF and x12 channels at
high frequency, as observed during the EM test campaign investigation of the free-
running frequency noise.
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Free-running frequency noise projection
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Figure 3.6: Plots of the free-running frequency noise projected onto the x12 mea-
surement for the EM (top), FM (middle), and OSTT (bottom), plotted with the
allocation for the OMS measurement noise in the measurement bandwidth.
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3.1 Free-running frequency noise
A coupling coeﬃcient for frequency noise into diﬀerential displace-
ment, ΨF /x12, can be used to calculate an upper estimate of the static
optical pathlength diﬀerence between the measurement and reference
beam of the x12 interferometer, ∆L.















0.38× 4π cosα∆L (3.6)
= 2.24× 10−7∆L (3.7)
The percentage error on ∆L is equivalent to the percentage error on
the coupling coeﬃcient, x12/ΨF .
Each coupling coeﬃcient also has a phase component which deter-
mines the sign of the coeﬃcient and the sign of the calculated value of
∆L. This could be used to determine whether the reference beam or
the measurement beam is longer in the X12 interferometer. However,
this would require knowledge of which beam on the optical bench is
longer. A good example of the phase diﬀerence between the same in-
jected signal seen in the ΨF and x12 channels can be seen in the plots
below. They show the timeseries of an injected frequency modulation
as seen in the ΨF and x12 channels, for the EM and FM test campaign
investigations to calculate the OLTF.
















































Box 3.3: Determination of an upper limit for the static optical pathlength mismatch
between the measurement and reference beams in the X12 interferometer.
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3.1.2 In-flight investigation
The in-flight measurement of the free-running frequency noise is rela-
tively uncomplicated, and the associated procedure is shown in Figure
3.7. Test mass one is maintained in a drag-free condition and test mass
two follows test mass one by electrostatic suspension via DFACS mode
1.2. Both the fast and slow frequency control loops are open, i.e., not
providing a feedback signal, while the other control loops operate in
the nominal state. The measurement is run for 10 hours. This mea-
surement length was selected in order to ensure that a segment of at
least 10000 s was available for analysis, taking into account that there
may be glitches in the data. An overview of the experimental setup
required, as well as the necessary telemetry, is given in Table 3.5.
An overview of the procedure for the analysis of the investigation is
given in Figure 3.8. The analysis comprises several sub-analyses, each
indicated by a specific colour. They are:
• Data preparation, indicated in grey, and described in detail in
Figure 3.9.
• Determination of the free-running frequency noise level, indi-
cated in red, and detailed in Figure 3.10a.
• Calculation of a coupling coeﬃcient for frequency noise into dif-
ferential test mass displacement, indicated in blue, and detailed
in Figure 3.10b.
• Use of the coupling coeﬃcient to determine the maximum optical
pathlength mismatch of the X12 interferometer arms, indicated
in green, and detailed in Figure 3.11a.
• Use of the calculated coupling coeﬃcient to determine a projec-
tion of the frequency noise component of the x12 measurement,
indicated in yellow, and detailed in Figure 3.11b.
Where an input is required from a previous analysis, it is indicated
in the colour of the original analysis. The procedures were created
considering the LTPDA toolbox methods, and some suggestions for
setting parameter values for some steps have been given. The code
for performing each step has not been provided, as the LTPDA tool-
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3.1 Free-running frequency noise
box evolves over time. The latest version of the handbook should be
consulted for the exact implementation of specific methods.
Investigation Free-running frequency noise
OMS state TMs drag-free
Loop states SF Fixed output y




Telemetry required 128,3 x12 LST10130
ΨF LST12406










Table 3.5: An overview of the key information relating to the experiment for mea-
suring the free-running frequency noise. For the telemetry names associated with
each parameter refer to Appendix 7.
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STOP in science 
mode 1.2.
All loops should be in ‘nominal’ 
state.
START in science 
mode 1.2.
Send ‘Stop’ TC to SF and FF loops 
to change to ‘fixed output y’.
Set yi = 0 for SF and FF loops.
Run measurement for 10 hours.
Send ‘Start’ TC to SF and FF 
loops.
All loops are now in the ‘nominal’ 
state.
Figure 3.7: The procedure for performing the free-running frequency noise experi-
ment in-flight.
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3.1 Free-running frequency noise
START
Prepare data.
Determine the free-running 
frequency noise.
Calculate a broadband 
frequency noise coupling 
coefficient.
Calculate the maximum 
optical pathlength 
mismatch of the X12 
interferometer.
Projection of frequency 
noise onto the x12 
measurement.
STOP STOP STOP
Figure 3.8: An overview of the suggested in-flight analysis procedure for the free-
running frequency noise investigation. The analysis comprises several stages, which
are identified by a particular colour. The analysis procedure for each of these sub-
analyses is indicated in its own flow diagram.
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START
Download data.
Plot the loop states and feedback 
signals for each control loop.
Are the SF and FF 
loop states = 1, and 




Split all data to leave a segment 
where SF and FF states = 1, and 
SF and FF feedback = 0.
Are the other loop 
states constant in this 
timespan?
Split all data to leave a segment 
where the OPD, SP, and FP states 




Run dataCheck for x12 and PsiF .









Determine the exact investigation time.




Detrend the PsiF and x12 data.
Suggestion: order three.
Figure 3.9: An overview of the data preparation step of the free-running frequency
noise analysis procedure.
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3.1 Free-running frequency noise
Calculate the amplitude spectral 
density of the converted PsiF data.
Suggestion: Detrend order one.
                    16 averages.
















(a) An overview of the free-






Calculate the transfer function of 
PsiF into x12.
Suggestion: 20 averages.
Calculate the coherence of PsiF 
into x12.
Suggestion: 20 averages.
Plot the transfer function and the 
coherence.
Select a frequency range where 
the transfer function response is 
flat, and where the coherence is 
high.
Calculate the mean value of the 
transfer function in the frequency 
range.
Coupling coefficient of 
frequency noise into 
x12, K, in m/rad.
STOP
(b) An overview of the procedure
for calculating the coupling coef-
ficient of frequency noise into dif-
ferential test mass displacement.
Figure 3.10
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Calculate the maximum optical 
pathlength mismatch of the X12 
interferometer:
START
Coupling coefficient of 
frequency noise into 






of the X12 
interferometer arms.
STOP
(a) An overview of the procedure
for the determining the max-
imum optical pathlength mis-
match of the x12 interferome-
ter from the results of the free-
running frequency noise analysis.
Multiply the PsiF data by the 
coupling coefficient, K.
Coupling coefficient of 
frequency noise into 





Calculate the amplitude spectral 
density x12 and the converted 
PsiF data.
Suggestion: Detrend order one.
                   16 averages.
                   Windowing function.
ΨmetresF = K×ΨF
Plot the amplitude spectral 
densities together.
Projection of the 





(b) An overview of the pro-
cedure for the projection of
the frequency noise component











3.2 Control loop characterisation
3.2 Control loop characterisation
The in-flight characterisation of the frequency control loop is necessary
for several reasons:
• to ensure the loop is functioning as expected;
• to determine whether the response of the control loop needs to
be redefined via the fast and slow controller coeﬃcients, a and
b.
Original plans for in-flight control loop characterisation involved sev-
eral individual investigations [58] [59]. They included the calibration
of both the fast and the slow frequency actuators, as well as a sep-
arate investigation to determine the OLTF. This section describes a
single investigation that can be performed to encompass the full loop
characterisation1.
Such an investigation requires known modulation signals to be input
into the fast frequency control loop via the δxFF input, while the slow
control loop is operating under nominal conditions. The advantage
of implementing a single experiment is that more input modulations,
at a larger number of frequencies, can be applied in a shorter time
period than applying fewer modulations in each of several investiga-
tions. This will also improve the accuracy with which the various
characteristics of the loop are determined. The investigation can be
separated into the following components:
• fast controller characterisation;
• slow controller characterisation;
• fast and slow loop actuator calibration;
• determination of the OLTF and noise suppression function;
1A single investigation is only possible when the essential telemetry required for
downlink to ground is within the limits imposed by the telemetry packets. This
depends upon the number of channels required and the sampling frequency of
the data. The proposed investigation meets these requirements, but this should
be taken into account if the investigation is modified.
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and the additional result:
• calculation of a coupling coeﬃcient for frequency noise into the
diﬀerential displacement via injected modulations.
Each of these analyses is based on determining the transfer function
between diﬀerent combinations of available loop parameters. Two
methods were used to determine the transfer functions when analysing
the results of the ground-based test campaigns. The first being the
calculation of the transfer function between time-series data. The
second method involved splitting the data into sections containing
a modulation at a single frequency. A Discrete Fourier transform
(DFT) at the modulation frequency was determined, and the ratio
of the required channels gave the equivalent transfer function at that
particular frequency.
The motivation for performing each of the above listed characterisa-
tions are described in the following subsections. The relevant results
of the ground-based hardware test campaigns are then presented, fol-
lowed by a description of the procedures for performing and analysing
the in-flight investigation.
Fast controller characterisation
The analysis of the fast frequency controller response should provide
confirmation that the digital control law implemented in the DMU
software matches the ground-based model. The controller response is
defined by the a and b coeﬃcients, as described in Section 2.3. The
coeﬃcients are defined by values in the SDP, but can be changed if nec-
essary via telecommand. Along with the slow controller coeﬃcients,
they are the only means of changing the response of the control loop
in-flight.
132


































Figure 3.12: A simplified block diagram of the frequency control loop with the com-
ponents and signals of interest for the fast controller characterisation highlighted
in red. The loop components are labelled in terms of the associated Laplace trans-
form.
Both the fast frequency error signal, ￿FF, and the fast frequency feed-
back signal, yFF, of the fast frequency control loop are available via
the telemetry. It is therefore possible to characterise the steady-state
controller response according to:
CF(f) =
￿yFF￿FF (3.8)
where the tilde represents the FT of the signal. The result can be
compared to a model defined by the a and b values expected to have
been implemented in the controller (see Box 2.3), along with some
delay. This should provide confirmation that the expected controller
coeﬃcients have been implemented. If the model and the result do
not match, then fitting the model to the results would allow the actual
loop coeﬃcients to be determined.
Slow controller characterisation
In the same way as for the fast frequency controller, the slow frequency
controller characteristics are defined by the a and b coeﬃcients of the
digital control law given in Section 2.3.
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Figure 3.13: A simplified block diagram of the frequency control loop with the com-
ponents and signals of interest for the slow controller characterisation highlighted
in red. The loop components are labelled in terms of the associated Laplace trans-
form.
The steady-state response of the slow loop controller can be deter-




where the tilde represents the FT of the signal.
A check that the controller coeﬃcients have been applied as expected
is made by comparing the result to a model based on the design co-
eﬃcients (see Box 2.3) along with some delay. If the model and the
result do not correspond, then fitting the model to the results would
allow the actual loop coeﬃcients to be determined.
Fast and slow actuator calibration
It is necessary to calculate the response of the fast and slow frequency
loop actuators to ensure that they are functioning as required. Par-
ticularly important is the gain of each actuator. If the gain is diﬀerent
to the actuator design, e.g., if an actuator is damaged in some way,
the loop will no longer function to suppress the frequency noise as re-
quired. This would require that the a and b coeﬃcients of the digital
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3.2 Control loop characterisation
filter that defines the response of the fast and slow controllers to be





























Figure 3.14: A simplified block diagram of the frequency control loop with the
components and signals of interest for the characterisation of the fast and slow
frequency actuators highlighted in red. Each loop component is represented by the
associated Laplace transform.
When both the fast and slow frequency control loops are operating,
the frequency of the laser is simultaneously controlled by both the
fast and slow actuators. The change in the frequency, referred to here
as the frequency fluctuation, can be observed via the output from
the frequency interferometer, ΨF . This frequency fluctuation, δν, is
not an available loop output, but can be calculated using the known
relationship between ΨF and δν:
δν = − c
2π∆L
ΨF (3.10)
where ∆L = 38 cm. This can be rewritten to define a constant for
conversion from ΨF , measured in rads, into δν, measured in Hz:
δν
ΨF
= −125.64× 106 Hz
rad
(3.11)
The frequency fluctuation contains contributions at low frequencies
from the slow frequency control loop, and from the fast frequency
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where the tilde represents the FT of the signal. This is the definition
of the transfer function between δν and yFF. By fitting a model, M ,
based on the known frequency control loop design (see description
in Box 2.3) to this transfer function the gain of the slow and the
fast actuators, GF andGS,in Hz/V, can be determined, as well as any
delay, τ , that occurs due to the actuators and the slow controller:
M(s,G, τ) = AF(s,GF, τ)−AS(s,GS, τ) (3.13)
Open loop transfer function and noise suppression
The calculation of the OLTF of the frequency control loop is necessary
in order to:
• determine if the loop is able to suppress the frequency noise
to the meet the specified allocation, i.e., whether the loop has
enough gain. The allocation for the frequency noise is 112 ×
103Hz/
√
Hz at 30mHz (see Section 2.2.1). The required gain
will depend upon the level of the free-running frequency noise, as
measured by the investigation described in Section 3.1. The gain
requirements based on the results of the ground-based hardware
test campaigns are shown in Table 3.2;
• determine whether the loop is stable, i.e., whether the phase and
gain margin of the loop are suﬃciently large.
If the OLTF of the loop is shown not to meet the required gain and/or
stability requirements, then it would be necessary to redefine the dig-
ital control law coeﬃcients of the fast and slow controllers.
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Figure 3.15: A simplified block diagram showing the frequency control loop with
the components and signals of interest in the open-loop transfer function investi-
gation. Each loop component is represented by the associated Laplace transform.
The steady-state OLTF of the frequency control loop can be calculated
from the available telemetry according to:
OLTF(f) = CF(f).XF(f)(AF(f) + AF(f).CS(f)) (3.14)
=
￿ΨF￿FF (3.15)
where the tilde represents the FT of the signal.
A Bode plot of the OLTF will allow the key characteristics of the
control loop to be determined:
• Loop gain: The amplitude of the OLTF Bode plot determines
the gain of the control loop.
• Phase and gain margin: The amount of phase between the
phase at the unity gain frequency and −180◦ defines the phase
margin. The gain margin is the diﬀerence in amplitude between
unity and the frequency at which the phase reaches −180◦.
• Loop delay: The delay of the whole loop can be determined
from the phase of the Bode plot of the OLTF.
An additional measure of the amount of suppression achieved by the
control loop is from a bode plot of the noise suppression function, S,
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The amplitude of the corresponding Bode plot gives the amount of
suppression achieved by the loop at a particular frequency.
Coupling of frequency noise via an applied modulation
Any diﬀerences in the optical pathlengths of the beams in the x12
interferometer will result in frequency noise, measured via the ΨF
channel, coupling into the measurement of the diﬀerential displace-








Figure 3.16: A simplified block diagram showing the coupling of the frequency
noise, ￿ν, measured by the frequency interferometer via ΨF , into the x12 measure-
ment via a coupling coeﬃcient, K.
An investigation where modulations are input into the frequency con-
trol loop provides the means to determine a coupling coeﬃcient. As
the frequency is modulated with a larger amplitude than the level
of the free-running noise, the calculated coupling coeﬃcient should be
both easier to determine, and more accurate than the value found as a
result of the free-running frequency investigation described in Section
3.1.











3.2 Control loop characterisation
where the tilde represents the FT of the signal.
This coeﬃcient can be used to project the frequency noise component
onto the diﬀerential test mass displacement measurement, as described
in Sections 3.1, and 3.3.
Additionally, the coupling coeﬃcient can be used to calculate an upper
limit for the optical pathlength diﬀerence between the measurement
and reference beams in the x12 interferometer. The calculation is
explained in detail in Box 3.3.
3.2.1 Test campaign results
During the EM and FM test campaigns specific investigations to cal-
culate the response of the fast actuator were performed using a single
injected triangular waveform [32] [43]. No such investigation was per-
formed during the OSTT test campaign. As these investigations are
not representative of the planned in-flight investigation, the analysis
of the results are not presented in this document. No specific inves-
tigation of the response of the slow actuators, or the fast and slow
controllers was performed. However, modulations were input into the
fast frequency control loop via the δxFF input during the OLTF in-
vestigation in the EM and FM test campaigns. No equivalent investi-
gation was performed during the OSTT test campaign. It is possible
to use the results of these investigations to determine the response of
the fast and slow loop controllers and actuators, in addition to the
OLTF and noise suppression function, and a coupling coeﬃcient for
frequency noise into diﬀerential test mass displacement.
The following sections describe the analysis of the results of the EM
and FM test campaigns. Initially all channels were pre-processed in
the same manner. Subsequently, the two methods for determining the
transfer function between the particular combination of parameters,
the transfer function method and the DFT method, were applied.
The data pre-processing and an overview of the two analysis methods
are described in the ‘Overview of the analysis’ subsection below. The
analyses and results of each individual characterisation are then more
completely described in the associated sections.
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Overview of the analysis
The telemetry used in the following analyses is given in Table 3.6 and
the equivalent names used in the LTPDA data repositories can be
found in Appendix 7.
The processing of the data from both the EM and FM OLTF investi-
gations was performed as follows:
1. The data, as defined in Table 3.6, was downloaded according
to the dates and times defined in the EM and FM test reports
[32] [43]. The related information can be found in Appendix 8,
Tables 8.4 and 8.6.
2. The loop states and feedback signals were checked to ensure that
the loops were in the expected states:
• Fast frequency: switching between ‘nominal’ and ‘testing
oﬀset ∆x’ or ‘variable output y’ (state 3, and states 4 or
2);
• Slow frequency: ‘nominal’ (state 3);
• OPD and slow power: either ‘nominal’ or ‘fixed output
y’, with a constant feedback signal, and remaining in that
state for the duration of the investigation (states 3 or 1).
As an example, the associated plots for the EM analysis are
shown in Appendix 8, Figure 8.5.
3. The timeseries of each channel, with the exception of the loop
states, was detrended with order three to subtract any DC oﬀ-
sets, and linear, quadratic, or cubic drifts. The timeseries of
the original and detrended data are given in Appendix 8 as a
reference for the expected timeseries from an equivalent in-flight
investigation.
Note: The ΨF data required in the analysis of the fast and
slow actuator response was processed to determine the applied
frequency fluctuation before detrending. This is described in
more detail under the associated heading.
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3.2 Control loop characterisation
Parameter Description Frequency ID
[Hz]
SFF Fast freq. loop state 1Hz LST17361
SSF Slow freq. loop state 1Hz LST17364
SOPD OPD loop state 1Hz LST17367
SSP Slow power loop state 1Hz LST17358
yFF Fast freq. loop feedback 1Hz LST17340
10Hz
100Hz LST18338
ySF Slow freq. loop feedback 1Hz LST17345
10Hz
100Hz LST18345
yOPD OPD loop feedback 1Hz LST17350
10Hz
ySP Slow power loop feedback 1Hz LST17357
10Hz
δxFF Input modulation 10Hz LST17338
100Hz
￿FF Fast frequency error 1Hz LST17339
10Hz
100Hz LST18339
￿SF Slow frequency error 1Hz LST17344
10Hz
100Hz LS18344
ΨF Freq. ifo. output 10Hz LST12406
100Hz LST18645
x12 X12 ifo. output 10Hz LST10130
100Hz LST15644
SSC Source sequence counter 10Hz SCT70388
Table 3.6: The telemetry parameters used in the analyses of the EM and FM test
campaign frequency control loop characterisation investigations.
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From this point in each analysis, two methods were used to determine
the required output:
• Transfer function method: Only the 10Hz and 1Hz data
was suitable for determining the transfer function. The 100Hz
data from the IDL was unsuitable as it contained gaps between
each modulation.
1. The 10Hz data contained gaps where the frequencies above
1Hz were applied and recorded via the IDL. The data was
split to leave a time period where there were no large gaps.
The times of the split are given in Appendix 8, Tables 8.5
and 8.7 for the EM and FM analyses respectively.
Note: In the EM test campaign, some modulations were
incorrectly applied, so the waveforms in all channels were
distorted. This aﬀected the calculation of the transfer func-
tions and coherences, and so the split times for the 10Hz
data in the EM campaign also removed these modulations.
2. The 1Hz data had no gaps between modulations, but the
sampling frequency was too low to accurately sample the
high frequency modulations1. An example of this, using
the fast frequency feedback signal from the EM campaign,
is shown in Figure 3.17 alongside the applied δxFF modula-
tion signal. The timeseries were split to remove data where
aliasing was apparent.
3. The transfer function of the required channels was calcu-
lated with 20 averages and using the Hanning windowing
function with 50% overlap. The results for each analysis
are given under the respective heading.
4. The coherence was also calculated for both the 1Hz and
the 10Hz data, using 20 averages, to show the frequency
regions where the transfer functions are most representa-
tive.
1The 1Hz data from the test campaigns is unfiltered housekeeping data. In-flight,
this data should be filtered, such that there will not be an issue with aliasing.
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3.2 Control loop characterisation
• DFT method
1. Although some information regarding the start and stop
times of the modulations was available from the test cam-
paign reports, it was necessary to determine the times at
which the modulations started and stopped by hand. The
times were initially ascertained from the δxFF channel, at
both 10Hz and 100Hz, which shows the applied modula-
tion signal.
2. All channels were split according to the determined start
and stop times to produce segments, each containing a
modulation at a single frequency.
Note: In the EM and FM test campaigns some modu-
lations were incorrectly applied in the first instance, and
were applied repeatedly until correct. The issues with the
applied modulation can be seen visually in the loop signals.
The incorrectly applied modulations were not used in the
analysis.
3. The modulation segments for each channel were plotted.
4. The segment was checked to ensure that it contained only
the modulation, without any large jumps or transients.
Due to response of the loop, the modulation can appear at
slightly diﬀerent times, and with some transient eﬀects, in
each channel. The eﬀect of transients and non-modulation
signals on the DFT calculations was an increased error on
the calculated result.
5. The channels were split again based on the shortest time
segments determined from the previous step.
Note: The channels could also be split using times specific
to each channel. For ease, the times were selected such that
they removed transients in all channels. The diﬀerence in
the times in each channel is small, so using this method is
not removing a significant amount of information.
6. A Fast Fourier transform (FFT) was performed on each
segment of the δxFF input modulation to determine the fre-
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3 Frequency noise characterisation
quency of the applied modulation. The peak of the result
gave an estimate of the frequency, which could be checked
against the known applied frequencies from the test cam-
paign reports, to determine the modulation frequency of
each segment [32] [43].
7. To check that the frequency was correct, each timeseries
segment of δxFF was heterodyned with a sinusoid at the
calculated frequency. This is described in Box 3.4.
8. A DFT was performed on each segment at the determined
modulation frequency.
9. The ratios of the DFTs of the required channels for each
applied modulation were then calculated for each analysis,
as described under the following headings.
Note: Further steps were taken in the analysis of the coupling of
frequency noise into diﬀerential displacement. They are described in
more detail under the associated heading.
















































Figure 3.17: An example, from the analysis of the EM OLTF investigation, showing
the aliasing of high frequency signals in the 1Hz channels. In this example the 1Hz
feedback signal from the fast frequency loop is shown alongside the same signal at
10Hz and the applied modulation at 10Hz.
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3.2 Control loop characterisation
Fast controller characterisation
The split timeseries plots of the 10Hz data for the yFF and ￿FF chan-
nels are shown in Appendix 8, Figures 8.6 and 8.10, for the EM and
FM test campaigns respectively.
The transfer function of the EM test campaign fast feedback and the
fast error signals were calculated using both the split 1Hz and 10Hz
timeseries data. The ratio of the DFTs for each modulation split
from the 10Hz and 100Hz data were also calculated. A model, based
on the known digital filter coeﬃcients shown in Table 3.7, was also





Table 3.7: The documented fast frequency controller coeﬃcients used in the EM
and FM test campaigns [32] [43].
No 1Hz data for the error and feedback signals was available for the
FM test campaign, so the transfer function and coherence was cal-
culated using only the split 10Hz channels. In the same manner as
for the EM campaign, the DFT ratios and a controller model were
calculated. The results are shown in Figure 3.19.
The results from the transfer functions and the DFT results in both
the EM and FM test campaigns correspond within errors. In both
campaigns the models corresponded to the results of the DFT mea-
surements, so there was no need to fit the model to determine the a
and b coeﬃcients.
1The value of the b1 coeﬃcient is 1.0 in the parameter definition files. However,
in the test campaign reports it was noted that it was necessary to invert the
coeﬃcient and so the inverted value was used to make the model. It is important
that this observation is carried forward to the planning of in-flight operations.
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Figure 3.18: The calculated fast frequency controller response for the EM test
campaign. The transfer functions calculated from the 1Hz and 10Hz detrended
timeseries are shown in gray and black, along with the corresponding coherences.
The results from the DFT ratios from the 10Hz and 100Hz data are shown in red.
A model of the controller based on the applied loop coeﬃcients is shown in green.
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Figure 3.19: The calculated fast frequency controller response for the FM test
campaign. The transfer functions calculated from the 10Hz detrended timeseries
is shown in gray, along with the corresponding coherence. The results from the
DFT ratios from the 10Hz and 100Hz data are shown in red. A model of the
controller based on the applied loop coeﬃcients is shown in blue.
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Slow controller characterisation
The split timeseries plots of the 10Hz data for the ySF and ￿SF chan-
nels are shown in Appendix 8, Figures 8.7 and 8.11, for the EM and
FM test campaigns respectively.
The transfer function and the coherence of the slow feedback and error
signals were calculated using both the 1Hz and the 10Hz data. The
DFT ratios for each applied modulation, using both the 10Hz and
the 100Hz data were also calculated. A model, based on the loop
coeﬃcients given in Table 3.8 was also determined. The results are
shown in Figure 3.20.
EM FM
a −5× 10−5 −5× 10−5
b0 1 1
b12 -1.0 -1.0
Table 3.8: The coeﬃcients of the slow frequency controller digital filter used in the
EM and FM test campaigns [32] [43].
Similarly, the results for the corresponding FM test campaign analysis
are given in Figure 3.21. In this case, no 1Hz data was available. The
coeﬃcients of the calculated controller response model are shown in
Table 3.8.
The results from both the EM and FM test campaigns showed that
the transfer function and DFT results matched. The model produced
the same result, demonstrating that the loop coeﬃcients were imple-
mented as expected.
Fast and slow actuator calibration
Both the original and detrended timeseries of the 10Hz ΨF channel
are shown in Appendix 8, Figures 8.8 and 8.12, for the EM and FM
2As mentioned in the fast controller characterisation analysis, the loop coeﬃcient
files from the EM and FM test campaigns apply a positive value of 1.0 for
the b1 coeﬃcient. However, the response from the loop shows that the actual
required, and implemented, value is -1.0. This should be carried forward in
planning the in-flight experiments.
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Figure 3.20: The results for the characterisation of the slow frequency loop con-
troller from the EM test campaign investigation of the OLTF. The transfer function
and coherence between the slow error and feedback signals using 1Hz and 10Hz
data are shown in black and grey respectively. The DFT results are shown in red,
with crosses representing the results from the 10Hz data, and circles the results
from the 100Hz IDL data. A model based on the applied loop coeﬃcients defined
in the test campaign report is shown in green [32].
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Figure 3.21: The results for the characterisation of the slow frequency loop con-
troller from the FM test campaign investigation of the OLTF. The transfer function
and coherence between the slow error and feedback signals using 10Hz data are
shown in grey. The DFT results are shown in red, with crosses representing the
results from the 10Hz data, and circles the results from the 100Hz IDL data. A
model based on the applied loop coeﬃcients defined in the test campaign report is
shown in blue [43].
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3.2 Control loop characterisation
test campaigns respectively. The yFF channels are shown in Figures
8.6 and 8.10 for the EM and FM test campaigns. No 1Hz data was
available for ΨF , so the yFF data at 1Hz was not used in this inves-
tigation.
In a slight deviation from the general processing method, the ΨF time-
series is first converted to the frequency fluctuation before the interfer-
ometer, δν, by multiplication with the previously defined conversion
coeﬃcient, −125.64 × 106 Hz/rad. The analysis was then performed
as described in the general method.
The transfer function of the frequency fluctuation and the fast feed-
back signal using the 10Hz data was calculated. The DFT ratios for
both the 10Hz and 100Hz data were also calculated. The results for
the EM and FM test campaigns are shown in Figures 3.22 and 3.23.
Also shown are the models for the slow actuator controller response,
the fast actuator response, and the combined response. These mod-
els were based on the design values of the components, discussed in
Box 2.3 and shown in Tables 3.7 and 3.8, and then fitted to the DFT
results. The fast and slow actuator gains, GF and GS , and delays,
τF and τS , were determined from the fit of the model, M , to the
calculated results:
M(s,GF , τF , GS , τS) = AF (s,GF , τF ) + CS(s)AS(s,GS , τS) (3.18)
where:






The results are shown in Table 3.9.
Open-loop transfer function and noise suppression function
The timeseries plots of the 10Hz ΨF and ￿FF are shown in Appendix
8, Figures 8.6 and 8.8 for the EM campaign and 8.10 and 8.12 for the
FM test campaign.
The transfer function of ￿FF and ΨF was calculated using the 10Hz
data, and the DFT results were determined using both the 10Hz and
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Figure 3.22: The response of the fast and slow frequency actuators, and the slow
controller from the EM test campaign. The results from the transfer function
method are shown, along with the results from the DFT method, with the 10Hz
result shown by red crosses, and the 100Hz results by red circles. Also shown is
the fitted model based on the loop design. The yellow line shows the component
from the slow actuator and controller and the blue line shows the component from
the fast actuator. The green line shows the combined response.
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Figure 3.23: The response of the fast and slow frequency actuators, and the slow
controller from the FM test campaign. The results from the transfer function
method are shown, along with the results from the DFT method, with the 10Hz
result shown by red crosses, and the 100Hz results by red circles. Also shown is the
fitted model based on the loop design. The yellow line shows the component from
the slow actuator and controller and the green line shows the component from the
fast actuator. The blue line shows the combined response.
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Fast actuator, AF Slow actuator, AS
Gain, GF Delay, τF Gain, GS Delay, τS
[Hz/V] [s] [Hz/V] [s]
EM 1.45× 106 51.7× 10−3 5.39× 108 0
FM 3.88× 106 32.01× 10−3 5.42× 108 0
Table 3.9: Results for the fast and slow frequency control loop actuator gains and
delays, as measured using the results of the EM and FM test campaign OLTF
investigations.
100Hz data. The results for the EM and FM test campaigns are shown
in Figures 3.24 and 3.25. A fit to a model, M , based on the design of
the loop (see Box 2.3), and the values of the coeﬃcients specified in
Tables 3.8 and 3.7, is also shown. The model fit determines the fast
and slow actuator gains, GF and GS , and delays, τF and τS :













The calculated gain and stability characteristics of the frequency con-
trol loop are shown in Tables 3.10 and 3.11.
The equivalent noise suppression functions were also calculated from
the model of the OLTF. The results for the EM and FM test cam-
paigns are shown in Figures 3.26 and 3.27. The value of the suppres-
sion at 30mHz is approximately -39 dB for the EM result, and -40 dB
for the FM result.
Coupling of frequency noise via an applied modulation
Only the 10Hz data was used in this investigation, as the x12 channel
was not recorded at 100Hz in either test campaign.
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Figure 3.24: The open-loop transfer function, as calculated using the results of the
EM test campaign OLTF investigation. The black trace shows the results from the
transfer function of the 10Hz data, the red crosses the DFT results for the 10Hz
data, and the red circles the DFT results from the 100Hz data. The green line
shows the model fitted to the DFT results.
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Figure 3.25: The open-loop transfer function, as calculated using the results of the
FM test campaign OLTF investigation. The black trace shows the results from
the transfer function of the 10Hz data, the red crosses the DFT results for the
10Hz data, and the red circles the DFT results from the 100Hz data. The blue
line shows the model fitted to the DFT results.
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3.2 Control loop characterisation
Fast actuator, AF Slow actuator, AS
Gain, GF Delay, τF Gain, GS Delay, τS
[Hz/V] [s] [Hz/V] [s]
EM 1.45× 106 51.7× 10−3 5.39× 108 0
FM 3.67× 106 31.65× 10−3 5.46× 108 0
Table 3.10: The fast and slow frequency control loop actuator gains and delays, as
determined from the results of the EM and FM test campaign OLTF investigations.
EM FM
Unity gain frequency [Hz] 0.26 0.78
Gain at 30mHz [dB] 38.67 39.92
Gain margin [dB] 0.46 0.78
Phase margin [deg] 34.2 74.5
Table 3.11: The gain and stability characteristics of the frequency control loop, as
determined from the EM and FM test campaign fits to the OLTF.

















Figure 3.26: The noise suppression function for the frequency control loop deter-
mined from the modelled OLTF calculated, as fitted to the results of the EM test
campaign.
157
“main” — 2015/3/10 — 11:09 — page 158 — #158
3 Frequency noise characterisation

















Figure 3.27: The noise suppression function for the frequency control loop deter-
mined from the modelled OLTF calculated, as fitted to the results of the FM test
campaign.
The transfer functions and coherences of ΨF into x12 were calculated,
as were the DFT ratios for the applied modulations. These are shown
in Figures 3.28, and 3.29 for the EM and FM test campaigns respec-
tively. Also shown for comparison are the equivalent transfer function
and coherence results determined in the free-running frequency noise
investigation, described in Section 3.1.
Note: In this analysis, the transfer functions were binned, such that
the average of ten points per decade of the original transfer function
was calculated. This smooths the result, and provides a better statis-
tical error estimation.
At high frequencies, the transfer function from the EM investigation
shows the same unexplained high noise that was found during the
free-running frequency noise investigation. This is discussed in Box
3.2.
Two methods were used to determine the coupling coeﬃcient, K, for
frequency noise into diﬀerential displacement with units of m/rad:
1. Firstly, a frequency range with a flat transfer function was se-
lected, where the coherence was also high. The average of the
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Figure 3.28: Plots of the transfer function and the coherence of ΨF and x12 for the
EM test campaign investigation of the OLTF, used to determine the frequency noise
coupling via an applied modulation. The grey shaded area represents the frequency
region used to determine the coupling coeﬃcient for frequency noise into diﬀerential
displacement. Also shown is the equivalent transfer function determined in the
free-running frequency investigation (see Section 3.1), in light grey. The transfer
function is much flatter and the coherence higher with injected modulations. The
results of calculating the coupling coeﬃcient of frequency noise into the diﬀerential
displacement via the DFT method are also shown in red. They are consistent with
the coupling coeﬃcient calculated from the transfer function.
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Figure 3.29: Plots of the transfer function and the coherence of ΨF and x12 for
the FM test campaign investigation of the OLTF, used to determine the frequency
noise coupling via an applied modulation. Also shown, in light grey, is the equiva-
lent transfer function determined in the free-running frequency noise investigation
(see Section 3.1). The transfer functions from each investigation are well matched,
but the coherence is higher with the injected modulations. The grey shaded area
represents the frequency region used to determine the coupling coeﬃcient for fre-
quency noise into diﬀerential displacement. The results of calculating the coupling
coeﬃcient of frequency noise into the diﬀerential displacement via the DFT method
are also shown in red. They are consistent with the coupling coeﬃcient calculated
from the transfer function.
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3.2 Control loop characterisation
binned transfer function in this frequency range was calculated.
This range is shown by the grey shaded area in the transfer
function plots (Figures 3.28 and 3.29).
2. Secondly, the mean of the DFT ratios was calculated.
The results of both methods, for the EM and FM test campaigns, are
shown in Table 3.12. The results for both methods, and in both the
EM and FM campaigns, match within errors. This is expected, as the
same optical bench was under test in both cases.
Method Coeﬃcient Error
[m/rad] [m/rad]
EM Transfer function 4.40× 10−9 5.90× 10−11
DFT 4.40× 10−9 3.75× 10−11
FM Transfer function 4.35× 10−9 1.58× 10−10
DFT 4.41× 10−9 2.95× 10−11
Table 3.12: The calculated values of the coupling coeﬃcient for frequency noise
into the diﬀerential displacement measurement resulting from the EM and FM
investigations where the laser frequency was modulated.
An estimate of the optical pathlength mismatch was then calculated
from each of the coupling coeﬃcient values, according to the method
explained in Box 3.3. The results are presented in Table 3.13. Within
errors, the results give the same pathlength mismatch in both meth-
ods, and in both test campaigns. The EM values are slightly higher,
and the FM slightly lower, than the estimates calculated with the
free-running frequency noise results. However, the values calculated
for both campaigns with the injected modulation correspond within
errors. This is as expected, as the same optical bench was used.
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Method Pathlength mismatch Error
[m] [m]
EM Transfer function 19.64× 10−3 2.63× 10−4
DFT 19.64× 10−3 1.67× 10−4
FM Transfer function 19.42× 10−3 7.05× 10−4
DFT 19.69× 10−3 1.32× 10−4
Table 3.13: The calculated values of the upper limit of the optical pathlength
mismatch between the reference and measurement beams in the x12 interferometer.
The DFT is performed on a timeseries segment which contains a mod-
ulation at a single frequency. From the analysis and the list of frequen-
cies applied during the investigation, the calculated signal frequency
in that segment has been determined. The DFT is performed at this
frequency, and therefore if it is incorrect the results will be inaccurate.
Heterodyning describes the process of two signals, with frequency f
and phase φ, being mixed. In this case, each quadrature is mixed
separately:
sin θ sinϕ =
1
2
cos(θ − ϕ)− 1
2
cos(θ + ϕ) (3.25)
sin θ cosϕ =
1
2
sin(θ + ϕ) +
1
2
sin(θ − ϕ) (3.26)
where θ = (2πf1 + φ1) and ϕ = (2πf2 + φ2).
In the analyses described in this thesis, sin θ describes the sinusoid at
the frequency calculated by the FFT, and sinϕ is the sinusoid that
was applied. When f1 = f2, the result from both quadratures will
be a flat response with no fluctuating component. This demonstrates
that the correct frequency has been determined. If the phase of the
signals are also the same, then the DC value of the result will be zero.
Box 3.4: An explanation of why the heterodyne method is used to check whether
the frequency at which a DFT was performed is the frequency of the originally
applied modulation.
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3.2 Control loop characterisation
3.2.2 In-flight investigation
The control loop characterisation investigation is planned to be per-
formed in science mode 1.2, with test mass one drag-free and test
mass two controlled via electrostatic suspension1. The fast frequency
control loop should be operating in the ‘variable output y’ state. The
other control loops, including the slow control loop, should be in the
‘nominal’ operational state. A series of modulations at a range of fre-
quencies should be applied, and all loop telemetry for the frequency
control loop recorded at 10Hz. The characteristics of the modulations
that should be applied are given in Table 3.15. The selection of the
applied frequency and duration are discussed in Box 3.6. An overview
of the setup and telemetry required for the investigation is given in
Table 3.14. The procedure for implementing the investigation in-flight
is shown in Figure 3.30. This procedure includes the steps required
for applying a modulation above 1Hz with data recording at 100Hz
via the IDL, to allow for the case where the procedure is adapted
to include modulations at higher frequencies than those specified in
Table 3.15.
1The characterisation of the control loop could also be performed with the test
masses fixed, during commissioning of the satellite for example. In this case it
would not be possible to determine the coupling coeﬃcient.
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3 Frequency noise characterisation
Investigation Frequency control loop characterisation
OMS state TMs drag-free
Loop states SF Nominal




Telemetry required 128,3 x12 LST10130
ΨF LST12406













Table 3.14: An overview of the key information relating to the frequency control
loop characterisation investigation. For the telemetry names associated with each
parameter refer to Appendix 7.
An overview of the procedure for the analysis of the in-flight inves-
tigation is given in Figure 3.30. The analysis, shown in Figure 3.31,
can be split into several sub-analyses, each represented by a particular
colour:
• General data preparation, represented by grey. This procedure
is described in detail in Figure 3.32.
• Preparation of the data for the DFT analysis, shown in brown.
The associated procedure is described in Figure 3.33.
• The fast controller characterisation is represented by blue, and
the specific analysis procedure is shown in Figure 3.34.
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3.3 Closed-loop frequency noise
Shape Frequency Duration Amplitude
[Hz] [half periods] [rad]
1 sine 0.011 20 0.05
2 sine 0.0396 20 0.05
3 sine 0.0852 20 0.05
4 sine 0.1421 20 0.05
5 sine 0.237 20 0.05
6 sine 0.3953 20 0.05
7 sine 0.6594 20 0.05
8 sine 1.0 20 0.05
Table 3.15: The planned modulations that should be injected into the δxFF input
of the fast frequency control loop for the in-flight frequency control loop charac-
terisation investigation.
• The slow controller characterisation is given in green, and shown
in detail in Figure 3.35.
• The analysis of the fast and slow frequency actuator calibration
is shown in yellow, and described in detail in Figure 3.2.2.
• The analysis to determine the OLTF and noise suppression func-
tion is shown in red, and the procedure for the analysis is given
in Figure 3.37.
• The calculation of the coupling coeﬃcient for frequency noise
coupling into diﬀerential displacement is represented by blue,
and the analysis procedure is given in Figure 3.38.
• The calculation of the upper limit on the mismatch between the
measurement and reference beams in the X12 interferometer is
represented in green and shown in figure 3.39.
3.3 Closed-loop frequency noise
The closed-loop frequency noise investigation is not an investigation
in itself. Rather, it is a particular sub-analysis which can be applied
to the data collected during an LPF science run. During such an
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3 Frequency noise characterisation
All loops should be in ‘nominal’ 
state.
START in science 
mode 1.2.
Command FF loop to ‘fixed output 
y’ via a ‘stop’ TC.
Command FF loop to ‘variable 
output y’ via a ‘start’ TC.
Apply modulation.
Is the modulation 
frequency > 1Hz? Yes Start IDL writing.
Stop IDL writing.
Wait for up to 18 seconds.
No
Wait for duration of commanded 
modulation.
Are there more 
modulations to apply?Yes
No
STOP in science 
mode 1.2.
Command FF loop to ‘fixed output 
y’ via a ‘stop’ TC.
Command FF loop to ‘nominal’ via 
a ‘start’ TC.
All loops should be in ‘nominal’ 
state.
Figure 3.30: The procedure for performing the in-flight investigation to characterise
the frequency control loops.
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3.3 Closed-loop frequency noise
For each loop characterisation investigation several modulation fre-
quencies have been selected. The next step is the definition of the
peak-to-peak amplitude and the duration of the modulation. The frac-
tional error on the measured signal at a particular frequency, Y (f),




where σ(f) is the absolute error of a signal with noise spectrum Sxx(f)







The value of Y (f) depends upon the amplitude of the injected signal,
A, and the OLG at the frequency of the modulation:
Y (f) = A×OLG(f). (3.29)
The amplitude that can be applied is limited by the range of the
actuator. Any signal larger than a pre-defined limit is clipped to
prevent saturation of the actuator. Therefore, for each control loop
the input amplitude is defined as half of the maximum range of the
actuator. In order to meet the 1% requirement on the fractional error
of the signal, it is necessary to calculate T . The value of Sxx(f) is
found from the spectrum of the closed-loop noise.
Box 3.5: Selection of the length of the applied modulation for the loop characteri-
sation investigations.
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3 Frequency noise characterisation
Selection of applied modulations for the frequency control
loop characterisation
Eight modulation frequencies, shown in Table 3.15, were chosen based
on the frequencies applied in the FM test campaign [43]. These fre-
quencies were selected because they do not require the IDL, it is as-
sumed that the selection of such frequencies relates to some specific
characteristics of the system. They also cover a good range of the








 Transfer function of an input modulation to slow frequency feedback
Selected frequencies

























 Transfer function of an input modulation to fast frequency feedback
Selected frequencies
Model based on the FM results.
Model based on the FM results.



















The amplitude of the modulations was also kept the same as for the
FM test campaign, 0.05 rad, as the feedback signals at both the fast
and slow actuators are well within their operational ranges. The range
of the fast actuator is ±12.4V and the range of the slow actuator is
±5V. The transfer functions from an input modulation to a feedback
signal to each actuator are shown above, to provide for the scenario
where the modulations characteristics need to be adapted.
The calculated duration required for each modulation, according to
the method in Box 3.5, was short, therefore a reasonable number of
half periods that could be implemented to give a suitable investigation
length were selected.
Box 3.6: The selection of the applied frequencies and modulations to be used in
the in-flight investigation to characterise the frequency control loops.
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3.3 Closed-loop frequency noise
START
Prepare data.
Prepare data for DFT 
analysis.





Fast and slow actuator 
calibration.
OLTF and noise 
suppression function 
calculation.
Calculation of a coupling 
coefficient for frequency 





ΨF , x12ΨF , ￿
FFyFF,ΨFySF, ￿SFy
FF, ￿FF
Calculation of the 
maximum optical path 
length mismatch of the X12 
interferometer.
Figure 3.31: An overview of the in-flight analysis of the frequency control loop
characterisation investigation. Each sub-analysis is explained in more detail in a
separate diagram, with the same colour as the associated block shown here.
investigation, the satellite is operating in science mode 1.2, with test
mass one drag-free, and test mass two electrostatically suspended.
The aim is to maintain the drag-free condition of test mass one such
that the measured diﬀerential displacement is as low as possible, this
being the overall goal of the mission. To achieve this, the three OMS
control loops would all be operating in their nominal, closed-loop,
states. Therefore, the analysis of the data can be used to provide
confirmation that the frequency control loop is operating to suppress
the frequency noise as expected and required.
In this section, the analysis of the results of performance measure-
ments from the EM, FM, and OSTT test campaigns are presented,
focusing only on the frequency noise. These performance measure-
ments are the ground-based equivalent of the in-flight science mode
investigations, albeit without drag-free or suspended test masses. The
analysis procedures applicable for the analysis of the in-flight investi-
gations are also presented. For these investigations, no in-flight proce-
dure for performing the measurement is given, as this is already well
defined.
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3 Frequency noise characterisation
START
Download data.
Plot the loop states and feedback 
signals for each control loop.
Does the FF loop state 
switch between state = 
3, and state = 4 or 2?
No
Yes
Check the date and time of the 
investigation.




Are the OPD, SP, and 
FP loop states = 3, or is 




Split the data to leave a segment 
where the SF loop state = 3.
Split the data to leave a segment 
where the OPD, SP, and FP loop 




Determine the exact investigation time.












Correct any issues with the data.
10Hz and 100Hz data
Figure 3.32: The procedure for general data preparation for the in-flight frequency
control loop characterisation investigation.
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3.3 Closed-loop frequency noise
Plot the 10Hz and 100Hz delta x 
input modulation.
START
Detrended 10Hz and 
100Hz data.
Do the segments 
contain any transients, 
or non-modulation 
data?
Determine the start and stop time 
of each modulation. 
Split all data into segments 
containing a single modulation.
Perform an FFT on each segment 
of the split delta xFF input 
modulation.
Plot the resulting FFT.
Plot the timeseries of the 




Determine the split times for each 
modulation to remove all 
transients and non-modulation 
signals.
Determine the peak of the FFT.
Compare the peak of the FFT to 
the known list of applied 
modulations and determine the 
applied modulation frequency in 
each segment.
Heterodyne each delta xFF 
modulation segment with a signal 
at the frequency calculated.
δxFF






10Hz and 100Hz data 
split into segments 
containing a single 
modulation, at known 
frequency.
Figure 3.33: The procedure for the preparation of the data for the DFT analysis, a
sub-analysis of the in-flight frequency control loop characterisation investigation.
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10Hz and 100Hz data 
split into segments 
containing a single 
modulation, at known 
frequency.
yFF, ￿FF yFF, ￿FF
Transfer function method
Calculate the transfer function of 
yFF into eFF.
Suggestion: 20 averages.
                    Windowing function.
Perform a DFT on each 
modulation segment of the yFF 
and eFF channels, at the 
frequency of the applied 
modulation.
Suggestion: 60 averages.
                    Windowing function.
Calculate the coherence of yFF 
into eFF.
Suggestion: 20 averages.
Calculate the ratio of the DFT 





Join the results from all applied 
modulations.
CF
Transfer function and 
coherence of the fast 
controller response.
DFT result for the fast 
controller response.
Create a model of the fast 
controller based on the expected 
digital controller coefficients.
Plot the transfer function results, 
the DFT result, and the model.
Does the model 
correspond to the 
calculated transfer 
function and DFT 
results?
Yes
No Fit the model to the DFT results.
Actual a and b loop 
coefficients applied in 
the investigation.
STOP STOP
Figure 3.34: The procedure for the analysis of the fast frequency controller re-
sponse, a sub-analysis of the in-flight frequency control loop characterisation in-
vestigation.
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10Hz and 100Hz data 
split into segments 
containing a single 
modulation, at known 
frequency.
Transfer function method
Calculate the transfer function of 
ySF into eSF.
Suggestion: 20 averages.
                    Windowing function.
Perform a DFT on each 
modulation segment of the ySF 
and eSF channels, at the 
frequency of the applied 
modulation.
Suggestion: 60 averages.
                    Windowing function.Calculate the coherence of ySF 
and eSF.





Join the results from all applied 
modulations.
CS
Transfer function and 
coherence of the fast 
controller response.
DFT result for the fast 
controller response.
Create a model of the fast 
controller based on the expected 
digital controller coefficients.
Plot the transfer function results, 
the DFT result, and the model.
Does the model 
correspond to the 
calculated transfer 
function and DFT 
results?
Yes
No Fit the model to the DFT results.
Actual a and b loop 




Figure 3.35: The procedure for the analysis of the slow frequency controller re-
sponse, a sub-analysis of the in-flight frequency control loop characterisation in-
vestigation.
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3 Frequency noise characterisation
START
Detrended 10Hz data.
10Hz and 100Hz data 
split into segments 
containing a single 
modulation, at known 
frequency.
Calculate the transfer function of 
yFF into delta v.
Suggestion: 20 averages.
                    Windowing function.
Perform a DFT on each 
modulation segment of the yFF 
and delta v channels, at the 
frequency of the applied 
modulation.
Suggestion: 60 averages.
                    Windowing function.Calculate the coherence of yFF 
and delta v.
Suggestion: 20 averages. Calculate the ratio of the DFT results for 
the each applied modulation, f:
(AF − CSAS)(f) =
￿δν(f)￿yFF(f)
Join the results from all applied 
modulations.
Transfer function and 
coherence of the 
combined fast 
actuator, slow 
actuator and slow 
controller response.
DFT result for the 
combined fast 
actuator, slow 
actuator and slow 
controller response.
Create a model of the response 
based on the expected digital 
controller coefficients and actuator 
models.
Plot the transfer function results, 
the DFT result, and the model.
Does the model 
correspond to the 
calculated transfer 
function and DFT 
results?
Yes
No Fit the model to the DFT results.
Gain and delay of the 
fast and slow 
frequency control loop 
actuators
STOP STOP
Convert the PsiF channels into the 
equivalent frequency fluctuation:




Transfer function method DFT method
(AF − CSAS)
Figure 3.36: The procedure for the analysis of the combined fast and slow frequency
actuator and slow controller response, a sub-analysis of the in-flight frequency
control loop characterisation investigation.
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10Hz and 100Hz data 
split into segments 
containing a single 
modulation, at known 
frequency.
DFT method




                    Windowing function.
Perform a DFT on each 
modulation segment of the PsiF 
and eFF channels, at the 
frequency of the applied 
modulation.
Suggestion: Windowing function.Calculate the coherence of PsiF 
and eFF.
Suggestion: 20 averages. Calculate the ratio of the DFT results for the each applied 
modulation, f:
Join the results from all applied 
modulations.
Transfer function and 
coherence for the 
OLTF of the frequency 
control loop.
DFT result for the 
OLTF of the frequency 
control loop.
Create a model based on the loop 
design, and a and b parameters of 
the fast and slow controllers.
Plot the transfer function results, 
the DFT result, and the model.
Does the model 
correspond to the 
calculated transfer 
function and DFT 
results?
Yes
No Fit the model to the DFT results.
STOP
ΨF , ￿




A model of the OLTF 
of the frequency 
control loop.







for the frequency 
control loop.
Figure 3.37: The procedure for the analysis of the fast and slow frequency control
loop open-loop transfer function, a sub-analysis of the in-flight frequency control
loop characterisation investigation.
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3 Frequency noise characterisation
Calculate the transfer function of 
PsiF into x12.
Suggestion: 20 averages.
Calculate the coherence of PsiF 
and x12.
Suggestion: 20 averages.
Plot the transfer function and the 
coherence.
Select a frequency range where 
the transfer function response is 
flat, and where the coherence is 
high.
Calculate the mean value of the 





frequency noise into 




10Hz and 100Hz data 
split into segments 
containing a single 
modulation, at known 
frequency.
DFT method
ΨF , x12 ΨF , x12
Perform a DFT on each 
modulation segment of the PsiF 
and x12 channels, at the 
frequency of the applied 
modulation.
Suggestion: Windowing function.
Calculate the ratio of the DFT 
results for the each applied 
modulation, f:
Calculate the mean of the DFT 
results.
DFT method: coupling 
coefficient of 
frequency noise into 




Figure 3.38: The procedure for the calculation of the coupling coeﬃcient for fre-
quency noise into diﬀerential test mass displacement, a sub-analysis of the in-flight
frequency control loop characterisation investigation.
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3.3 Closed-loop frequency noise
START
Calculate the maximum optical 














frequency noise into 
x12, K, in m/rad.
DFT method: coupling 
coefficient of 
frequency noise into 




of the X12 
interferometer arms.
STOP
Figure 3.39: The procedure for the calculation of the upper limit of the X12 in-
terferometer pathlength mismatch, a sub-analysis of the in-flight frequency control
loop characterisation investigation.
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3 Frequency noise characterisation
3.3.1 Test campaign results
The closed loop frequency noise can be determined from both noise
characterisation measurements where the frequency control loop was
closed and other loops were open, or from performance measurements
where all loops were closed. In each test campaign, a number of
performance measurements were made. In the EM and FM test cam-
paigns the setup was debugged in order to achieve the best possible
measurement of the diﬀerential test mass displacement. In the OSTT
test campaign measurements were made at two temperature levels. In
the analyses presented here only the results demonstrating the best
performance, i.e., the lowest measurement of residual test mass dis-
placement, are given.
The information relating to the dates and times of the investigations,
along with some specific details of the analyses can be found in Ap-
pendix 8, Section 8.3. The telemetry used in the analyses is shown
in Table 3.16. The equivalent parameter names used in the LTPDA
repositories can be found in Appendix 7. Initially all data was pro-
cessed according to the steps under ‘Overview of the analysis’. Fol-
lowing this, two sub-analyses were performed. The first determined
the spectrum of the closed-loop frequency noise, and the second made
a projection of the closed-loop frequency noise onto the diﬀerential
test mass displacement measurement. The analysis procedures are
described under the associated headings.
Overview of the analysis
1. The data, as specified in Table 3.16, was downloaded according
to the times of the investigations given in the test campaign
reports [32] [43] [44].
2. The loop states were checked to determine the times when all
loops were operating under nominal conditions (state three).
3. The ΨF and x12 data was split based on the times determined.
4. The data was checked for data quality issues and glitches and
repaired accordingly, as described in Appendix 9.
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3.3 Closed-loop frequency noise
Parameter Description Frequency ID
[Hz]
SFF Fast freq. loop state 1Hz LST17361
SSF Slow freq. loop state 1Hz LST17364
SOPD OPD loop state 1Hz LST17367
SSP Slow power loop state 1Hz LST17358
yFF Fast freq. loop feedback 1Hz LST17340
10Hz
ySF Slow freq. loop feedback 1Hz LST17345
10Hz
yOPD OPD loop feedback 1Hz LST17350
10Hz
ySP Slow power loop feedback 1Hz LST17357
10Hz
ΨF Freq. ifo. output 10Hz LST12406
x12 X12 ifo. output 10Hz LST10130
SSC Source sequence counter 10Hz SCT70388
Table 3.16: The telemetry parameters used in the analysis of the EM, FM, and
OSTT test campaign performance investigations, for the analysis of the frequency
noise contributions.
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3 Frequency noise characterisation
Closed-loop frequency noise
1. The ΨF timeseries data was converted from radians to an equiv-






2. The amplitude spectral density of the result was calculated.
This was plotted along with the result from the free-running
frequency noise investigation in the equivalent test campaign.
The results for the EM and FM test campaigns are shown in
Figures 3.40 and 3.41. The result from the hot phase OSTT
measurement is shown in Figure 3.42, and the result from the
cold phase is shown in Figure 3.43.
Note: The amplitude spectral density was calculated using the
default Hanning windowing function with 50% overlap, 16 av-
erages, and detrending of order one.
3. As an additional check that the loop was functioning as ex-
pected, the free-running frequency noise was multiplied by the
noise suppression function (see Box 2.3). The noise suppression
functions were determined from the model of the OLTF calcu-
lated in the control loop characterisation investigation, as shown
in Figures 3.26 and 3.27. The results are shown in Figures 3.44,
3.45, 3.46, and 3.47.
Note: As no loop characterisation investigation was performed
during the OSTT test campaign, the model calculated from the
results of the FM test campaign was used.
The spectra of the closed-loop frequency noise show that in all cases,
the suppression achieved brought the noise level well below the re-
quirement. The mismatch in the frequency noise level at high frequen-
cies in the EM results may be an indication that there were diﬀerent
noise levels during each of the measurements, as they were performed
at diﬀerent times.
The plots with the expected closed-loop value of the frequency noise
based on the calculated noise suppression function and free-running
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3.3 Closed-loop frequency noise
























Figure 3.40: The closed-loop frequency noise, as measured during the EM test
campaign. The free-running frequency noise from the EM campaign is shown in
grey for comparison.

























Figure 3.41: The closed-loop frequency noise, as measured during the FM test
campaign. The free-running frequency noise from the FM campaign is shown in
grey for comparison.
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3 Frequency noise characterisation


























Figure 3.42: The closed-loop frequency noise, as measured during a hot perfor-
mance measurement in the OSTT test campaign. The free-running frequency
noise from the OSTT campaign is shown in grey for comparison.

























Figure 3.43: The closed-loop frequency noise, as measured during a cold perfor-
mance measurement in the OSTT test campaign. The free-running frequency noise
from the OSTT campaign is shown in grey for comparison.
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3.3 Closed-loop frequency noise
noise do not all show the expected result. The EM result shows excess
noise at low frequencies, and the FM result shows excess noise up to
approximately 0.1Hz. This could be due to a diﬀerent noise level dur-
ing the closed-loop measurement, or it could be that the loop may have
a slightly diﬀerent response when it is operating under closed condi-
tions. The OSTT result matches the expected results, even though
the exact control loop characteristics were not known, and were based
on the FM noise suppression function.
The value of the closed-loop frequency noise at 30mHz is shown in Ta-
ble 3.17, along with the equivalent value of the free-running frequency







EM 4.20× 105 38.67 6.93× 103
FM 4.05× 105 39.92 5.58× 104
OSTT hot 3.21× 105 NA 4.5× 103
OSTT cold 3.21× 105 NA 1.78× 104
Table 3.17: The value of the closed-loop frequency noise at 30mHz, as measured in
the performance measurements of the EM, FM, and OSTT test campaigns. Also
given are the values of the open-loop gain and free-running frequency noise at the
same frequency.
Frequency noise component of the diﬀerential test mass
displacement
1. The ΨF data was multiplied by the coupling coeﬃcient for fre-
quency noise into the diﬀerential test mass displacement, K,
as determined from the frequency control loop characterisation
test campaign analyses (see note below). The values of the co-
eﬃcients used are given in Table 3.18.
Note: The coupling coeﬃcients were determined by two meth-
ods during the control loop characterisation analyses, the mean
value was used in this analysis. As no control loop characteri-
sation investigation was performed during the OSTT test cam-
paign, the mean of the coeﬃcients calculated during the free-
running frequency noise investigations was used.
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3 Frequency noise characterisation

























Figure 3.44: The free-running frequency noise from the EM test campaign, shown
in grey, was multiplied by the calculated frequency control loop noise suppression
function. The result of this is shown in black along with the measured value of
the closed-loop frequency noise in green. The excess noise at low frequencies may
be a result of diﬀering noise levels between the two measurements, as they were
performed at diﬀerent times.


























Figure 3.45: The free-running frequency noise from the FM test campaign, shown
in grey, was multiplied by the calculated frequency control loop noise suppression
function. The result of this is shown in black along with the measured value of
the closed-loop frequency noise in blue. The excess noise at low frequencies may
be a result of diﬀering noise levels between the two measurements, as they were
performed at diﬀerent times.







3.3 Closed-loop frequency noise


























Figure 3.46: The free-running frequency noise from the hot phase of the OSTT test
campaign, shown in grey, was multiplied by the calculated frequency control loop
noise suppression function from the FM test campaign, as no loop characterisation
investigations were performed during the OSTT test campaign. The result of this
is shown in black along with the measured value of the closed-loop frequency noise
in red.



























Figure 3.47: The free-running frequency noise from the cold phase of the OSTT test
campaign, shown in grey, was multiplied by the calculated frequency control loop
noise suppression function from the FM test campaign, as no loop characterisation
investigations were performed during the OSTT test campaign. The result of this
is shown in black along with the measured value of the closed-loop frequency noise
in red.
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Table 3.18: Values of the coupling coeﬃcient for frequency noise into diﬀerential
test mass displacement used in the analysis of the closed-loop frequency measure-
ments.
2. The amplitude spectral density of the result was plotted along
with the amplitude spectral density of the x12 channel. This
gave the projection of the closed-loop frequency noise onto the
diﬀerential test mass displacement. These results for the EM
and FM test campaigns are shown in Figures 3.48 and 3.49. The
results from the hot and cold phases of the OSTT test campaign
are shown in Figures 3.50 and 3.51. For comparison, the equiv-
alent results from the free-running frequency noise investigation
are also shown.
Note: The amplitude spectral densities were calculated using
the default Hanning windowing function with 50% overlap, 16
averages, and detrending of order one.



















Closed-loop frequency noise projection
;
EM
Figure 3.48: The projection of the closed-loop frequency noise onto the diﬀerential
test mass displacement during an EM performance measurement.
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3.3 Closed-loop frequency noise





















Closed-loop frequency noise projection
;
FM
Figure 3.49: The projection of the closed-loop frequency noise onto the diﬀerential
test mass displacement during an FM performance measurement.




















Closed-loop frequency noise projection
[OSTT: hot phase
Figure 3.50: The projection of the closed-loop frequency noise onto the diﬀerential
test mass displacement during a hot phase OSTT performance measurement.
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Closed-loop frequency noise projection
;
OSTT: cold phase
Figure 3.51: The projection of the closed-loop frequency noise onto the diﬀerential
test mass displacement during a cold phase OSTT performance measurement.
Apart from a peak in the EM spectrum, the frequency noise pro-
jections onto the diﬀerential test mass displacement measurements
demonstrate that the frequency noise is not the limiting noise source.
3.3.2 In-flight investigation
As previously mentioned, the specific procedure for an in-flight per-
formance measurement is not described here, as it is already a well
defined investigation. An overview of the suggested analysis procedure
for the in-flight investigation is given in Figure 3.52. The sub-analyses
for the data preparation, determination of the closed-loop frequency
noise spectrum, and the projection of the frequency noise component
onto the diﬀerential test mass displacement are given in Figures 3.53,
3.54a, and 3.54b.
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3.3 Closed-loop frequency noise
START
Prepare data.
Determine the closed-loop 
frequency noise.
Projection of frequency 
noise onto the x12 
measurement.
STOP STOP
Figure 3.52: Overview of the in-flight frequency noise performance analysis.
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START
Download data.
Plot the loop states for each 
control loop.
Are all loop states  = 
3? No
Yes
Split all data to leave a segment 
where all loop states = 3.
Determine the exact investigation time.
Run dataCheck for x12 and PsiF .













Figure 3.53: Data preparation sub-analysis procedure for the closed-loop frequency
noise investigation.
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3.3 Closed-loop frequency noise
Calculate the amplitude spectral 
density of the converted PsiF data.
Suggestion: Detrend order one.
                    16 averages.
                    Windowing function.
START














(a) Closed-loop frequency noise
spectra sub-analysis.
Multiply the PsiF data by the 
coupling coefficient, K.
START
Calculate the amplitude spectral 
density x12 and the converted 
PsiF data.
Suggestion: Detrend order one.
                   16 averages.
                   Windowing function.
ΨmetresF = K×ΨF
Plot the amplitude spectral 
densities together.
Projection of the 








Coupling coefficient of 
frequency noise into 
x12, K, in m/rad.
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The aims of this set of investigations are to measure the OPD noise,
determine the coupling into the measurement of the diﬀerential test
mass displacement, and characterise the control loop. The investiga-
tions can be split into the following:
• Measurement of free-running OPD noise:
– Calculation of the free-running OPD noise spectrum;
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4 Optical pathlength diﬀerence noise characterisation
– Determination of a broadband coupling coeﬃcient for OPD
noise into diﬀerential test mass displacement.
• Characterisation of the OPD control loop:
– Controller characterisation;
– Actuator calibration;
– Calculation of the OLTF and noise suppression function;
– Calculation of a coupling coeﬃcient via applied modula-
tions.
• Calculation of the OPD noise component of a closed-loop mea-
surement.
The motivation for the investigations and related analyses are given
in the following sections. The results of the equivalent investigations
performed during the EM, FM, and OSTT test campaigns are also
presented. Suggested procedures for performing and analysing the
data in-flight are also given.
4.1 Free-running OPD noise
This investigation is necessary in order to determine the level of the
free-running OPD noise. An additional output from the investigation
is a coupling coeﬃcient for OPD noise into the diﬀerential test mass
displacement measurement.
Free-running optical pathlength diﬀerence noise
The primary aim of the free-running OPD noise investigation is the
measurement of the OPD noise without any control loop suppression.
This is necessary to:
• characterise the OPD noise;
• determine the gain required by the OPD control loop;
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4.1 Free-running OPD noise
• provide a reference for comparison with the closed-loop noise
measurement.
The OPD noise level depends upon the fluctuating optical pathlength
mismatch between the measurement and reference beams in the inter-
ferometers, in addition to the coupling of electrical sidebands at the
heterodyne frequency from the RF signals that drive the AOMs. The
origin of this noise is discussed in detail in Section 2.2.2.
The OPD noise is measured by the reference interferometer output,




The level of the free-running noise, along with the allocation for the
suppressed value of ￿ΨR can be used to determine the amount of gain
required by the OPD control loop. This is discussed in Box 4.1.
The results from the FM and OSTT test campaigns provide the best
estimates of the free-running OPD noise that can be expected in-flight,
as they were performed with setups that are most representative of
the flight configuration.
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The allocation for the OPD noise, measured by ΨR, is:









in the measurement bandwidth of 1mHz ≤ f ≤ 30mHz, as discussed
in Section 2.2.2.
In order to meet this requirement, the free-running OPD noise, ΨfrR,
must be suppressed by the OPD control loop. The amount of gain
required to achieve this level of suppression is defined by:




The value of ΨfrR is the result of the free-running OPD noise investi-
gation.
Box 4.1: Calculating the amount of OPD loop gain required to suppress the mea-
sured OPD noise determined in the free-running OPD noise investigation [32].
Broadband coupling of optical pathlength diﬀerence noise
A large part of the OPD noise, due to the common-mode pathlength
fluctuations in the interferometers, is removed by the subtraction of
the reference interferometer measurement from the output, as dis-
cussed in Section 2.2.2. The remaining noise is due to imperfect sub-
traction, and the coupling of electrical sidebands from the RF signals
that drive the AOMs. This noise is non-linear, but the requirement is
that it must contribute less than 2 × 10−12m/√Hz at 30mHz to the
diﬀerential test mass displacement measurement. The higher OPD
noise level with the OPD control loop free-running can be used to
determine a coupling coeﬃcient, M, for the OPD noise into the x12
channel.
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Figure 4.1: A simplified block diagram showing the coupling of OPD noise,￿OPD,
into the measurement of the diﬀerential test mass displacement via a coupling
coeﬃcient, M.
The broadband coupling coeﬃcient, in units of m/rad, can be cal-
culated from the transfer function of the ΨR and x12 channels. The
coeﬃcient can be used to project the OPD noise component onto a
measurement of the diﬀerential test mass displacement.
4.1.1 Test campaign results
Free-running OPD noise measurements were performed in the EM,
FM, and the OSTT test campaigns. The information for each mea-
surement and the corresponding analysis can be found in Appendix 8,
Tables 8.8, 8.9, and 8.10 for the EM, FM, and OSTT campaigns re-
spectively. Initially, all of the timeseries data was analysed in the same
manner, as described under ‘Overview of the analysis’. The analysis
of the free-running OPD noise, and the calculation of the broadband
coupling coeﬃcient are then described under the associated headings.
Overview of the analysis
The telemetry used in this analysis can be found in Table 4.1. The
names of the parameters in each of the LTPDA databases can be found
in Appendix 7. The initial processing of the data was performed as
follows:
1. The data, defined in Table 4.1, was downloaded according to the
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Parameter Description Frequency ID
[Hz]
SFF Fast frequency loop state 1Hz LST17361
SSF Slow frequency loop state 1Hz LST17364
SOPD OPD loop state 1Hz LST17367
SSP Slow power loop state 1Hz LST17358
yFF Fast frequency feedback 1Hz LST17340
10Hz
ySF Slow frequency feedback 1Hz LST17345
10Hz
yOPD OPD feedback 1Hz LST17350
10Hz
ySP Slow power feedback 1Hz LST17357
10Hz
ΨR Ref. ifo. output 10Hz LST12407
x12 X12 ifo. output 10Hz LST10130
Table 4.1: The telemetry parameters used in the analyses of the EM, FM and
OSTT test campaign free-running OPD noise investigations.
dates and times defined in the associated test campaign reports
[32] [43] [46].
2. The data was split to leave a segment where the OPD control
loop was open (state = 1, feedback = 0), and the other control
loops were in a stable operating state for the duration of the
measurement.
3. The main channels, ΨR and x12, were checked to identify any
data quality issues, and repaired accordingly. More details about
data quality issues and their repair can be found in Appendix 9.
Note: Due to glitches in the timeseries, the data in both the
EM and OSTT test campaigns was split, reducing the length of
data for analysis. The result was that any low frequency eﬀects,
in both the free-running and coupling coeﬃcient analyses, were
not observable.
4. The ΨR and x12 channels were detrended with order three to
remove any DC oﬀset in addition to any linear, quadratic, and
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4.1 Free-running OPD noise
cubic eﬀects.
Free-running optical pathlength diﬀerence noise
The pre-processed ΨR channel was then used to determine the free-
running OPD noise as follows:
1. The amplitude spectral density of ΨR was calculated using 16
averages. The results from the EM, FM, and OSTT test cam-
paigns are shown in Figure 4.2.
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4.1 Free-running OPD noise
The magnitude of the OPD noise decreases with each test campaign,
and the most representative results, from the OSTT test campaign,
show a dramatic reduction in the noise level. This is likely to be
because the setup under test was more stable, being entirely isolated
within the satellite body and a vacuum tank for the duration of the
measurement. The OSTT result can be considered to be the best
estimate of the noise level that can be expected in-flight. The level of
the OPD noise at 30mHz, along with the control loop gain required
for the noise to be suppressed to the required 1.6×10−3 rad/√Hz level,
are given in Table 4.2. The OSTT value is less than the requirement at
30mHz, but increases at lower frequencies and therefore suppression
is still required.




EM 40 27.6× 10−3 88.8
FM 10 5.27× 10−3 s 74.4
OSTT 1× 10−3 NA NA
Table 4.2: Approximate values of the free-running OPD noise at 30mHz, with the
suppression and minimum gain required for the frequency control loop to suppress
the noise to the allocated level. The OSTT value is less than the requirement at
30mHz, so no values for the suppression are given here, although the noise level
at lower frequencies is above the requirement and requires suppression.
Broadband coupling of optical pathlength diﬀerence noise
The pre-processed x12 and ΨR channels were used to determine the
coupling coeﬃcient, M, for OPD noise into diﬀerential displacement
noise as follows:
1. The transfer function of ΨR into x12 was calculated.
Note: The transfer function was calculated using 20 averages,
and a Hanning windowing function with a 50% overlap.
2. The transfer function was binned, and the results for the EM,
FM, and OSTT test campaigns are shown in Figures 4.3, 4.4,
and 4.5 respectively.
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3. The coherence of ΨR and x12 was calculated. The results are
shown alongside the respective transfer function plots.
Note: Calculated with 20 averages.
4. Ideally, a frequency range would have been selected where the
transfer function was relatively flat, and the coherence was high.
However, the EM and FM transfer functions do not show a
very flat response and the coherence is less than 0.5 indicat-
ing a low coupling of OPD noise into the x12 output. Therefore,
a frequency range nearest to the measurement bandwidth of
1mHz ≤ f ≤ 30mHz was used. From the OSTT result the low
frequency region, corresponding to the measurement bandwidth,
showed high coherence, and was selected. The selected region is
highlighted in grey on the respective transfer function plots.
5. A coupling coeﬃcient was calculated by determining the mean
value of the transfer function in the selected frequency region.
This determined an upper-limit estimate of the coupling coeﬃ-
cient. The results are shown in Table 4.3.
Campaign Coeﬃcient Error
[m/rad] [m/rad]
EM 3.66× 10−13 3.16× 10−13
FM 3.00× 10−12 2.05× 10−12
OSTT 4.44× 10−9 1.45× 10−10
Table 4.3: The calculated values of the coupling coeﬃcient for free-running OPD
noise into the diﬀerential displacement measurement.
For both the EM and FM test campaigns the coupling of the OPD
noise into the x12 channel was determined to be very low, equivalent
to zero, when considering the relative size of the errors. The coupling
coeﬃcient from the OSTT results was higher. Considering the low
coherence of the channels, and the diﬃculty in selecting a region of the
transfer function, these coeﬃcients cannot be considered as anything
more than upper limits on the coupling of OPD noise into diﬀerential
test mass displacement.
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Figure 4.3: Plots of the transfer function and coherence of ΨR and x12 for the EM
test campaign investigation of the free-running OPD noise. The grey shaded area
represents the frequency region used to determine the coupling coeﬃcient for OPD
noise into diﬀerential displacement.
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Figure 4.4: Plots of the transfer function and coherence of ΨR and x12 for the FM
test campaign investigation of the free-running OPD noise. The grey shaded area
represents the frequency region used to determine the coupling coeﬃcient for OPD
noise into diﬀerential displacement.
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Figure 4.5: Plots of the transfer function and coherence ofΨR and x12 for the OSTT
test campaign investigation of the free-running OPD noise. The grey shaded area
represents the frequency region used to determine the coupling coeﬃcient for OPD
noise into diﬀerential displacement.
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OPD noise component of the diﬀerential test mass displacement
The coupling coeﬃcient was used to determine the OPD noise com-
ponent of the diﬀerential test mass displacement:
1. The ΨR data was multiplied by the calculated coupling coef-
ficient. The amplitude spectral density of the result and the
amplitude spectral density of x12 were plotted together to show
the projection of the OPD noise onto the diﬀerential displace-
ment measurement. The results are shown in Figure 4.6.
Note: Due to the large errors on the EM and FM coupling
coeﬃcients, only the OSTT result was used.
The results shows that at low frequencies, where the coupling coeﬃ-
cient was calculated, the projection of the OPD noise does not accu-
rately reflect the diﬀerential displacement results. This implies that
there is potentially another noise source influencing both the ΨR and
x12 channels. This is similar to the eﬀect observed in the frequency
noise characterisation investigations discussed in Box 3.2.



















Free-running OPD noise projection: OSTT
;
SF     = nominal
FF     = nominal
OPD = !xed output y, 0V
SP     = !xed output y, -6V
Figure 4.6: A plot of the free-running OPD noise in the OSTT test campaign
projected onto the x12 measurement, plotted with the allocation for the OMS
measurement noise in the measurement bandwidth.
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4.1 Free-running OPD noise
The x12 spectrum from the OSTT results shows that the overall noise
level is very low, as the requirement for the noise of the diﬀerential
displacement is almost achieved even with free-running OPD noise.
4.1.2 In-flight investigation
The in-flight free-running OPD noise investigation requires the test
masses to be controlled via DFACS science mode 1.2. In this mode,
test mass one is maintained in drag-free conditions, and test mass two
is suspended using the capacitive actuators. The requirements for the
setup of the investigation, and the telemetry required, are shown in
Table 4.4. The OPD loop should be operating in the ‘fixed feedback y’
state with zero feedback, with the other loops operating under nom-
inal conditions. The measurement is run for 10 hours, this duration
was selected to ensure that a segment of at least 10000 s would be
suitable for use in the analysis, i.e., without glitches. The procedure
for implementing the in-flight investigation is given in Figure 4.7.
An overview of the suggested in-flight analysis is given in Figure 4.8.
The analysis is split into several sub-analyses, each represented by a
particular colour:
• the data preparation, represented by gray, is shown in Figure
4.9;
• the free-running OPD spectrum segment of the analysis, repre-
sented by red, is detailed in Figure 4.10a;
• the procedure for calculating the coupling coeﬃcient for OPD
noise into diﬀerential test mass displacement, represented in
blue, is shown in Figure 4.10b;
• the procedure for projecting the OPD noise component onto
the diﬀerential test mass displacement, represented by yellow, is
shown in Figure 4.11.
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Investigation Free-running OPD noise
OMS state TMs drag-free
Loop states SF Fixed output y




Telemetry required 128,3 x12 LST10130
ΨR LST12407










Table 4.4: An overview of the key information relating to the experiment for mea-
suring the free-running OPD noise. For the telemetry names associated with each
parameter refer to Appendix 7.
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4.1 Free-running OPD noise
STOP in science 
mode 1.2.
All loops should be in the ‘nominal’ 
state.
START in science 
mode 1.2.
Send ‘stop’ TC to OPD loop to 
change to ‘fixed output y’ state.
Set yi = 0 for OPD loop.
Run measurement for 10 hours.
Send ‘start’ TC to OPD loop.
All loops are now in the ‘nominal’ 
state.
Figure 4.7: A flowchart showing the in-flight procedure for measuring the free-
running OPD noise.
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START
Prepare data.
Determine the free-running 
OPD noise.
Calculate a broadband 
OPD noise coupling 
coefficient.
Projection of OPD noise 
onto the x12 measurement.
STOP STOP
Figure 4.8: A flowchart showing the overview of the suggested in-flight free-running
OPD noise analysis.
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4.1 Free-running OPD noise
START
Download data.
Plot the loop states and feedback 
signals for each control loop.
Is the OPD loop state 




Split all data to leave a segment 
where the OPD state = 1, and 
feedback = 0.
Are the other loop 
states constant in this 
timespan?
Split all data to leave a segment 
where the SF, FF, SP, and FP 




Run dataCheck for x12 and PsiR .









Determine the exact investigation time.
Correct any issues with the data.
Corrected free-
running OPD noise 
investigation data.
Detrend the PsiR and x12 data.
Suggestion: order three.
Figure 4.9: A flowchart showing the data preparation step of the suggested in-flight
free-running OPD noise analysis.
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Calculate the amplitude spectral 
density of PsiR .
Suggestion: Detrend order one.
                   16 averages.
                   Windowing function.
START
Corrected free-
running OPD noise 
investigation data.




(a) A flowchart showing the de-
termination of the spectrum step
of the suggested in-flight free-
running OPD noise analysis.
START
Corrected free-
running OPD noise 
investigation data.
Calculate the transfer function of 
PsiR into x12.
Suggestion: 20 averages.
Calculate the coherence of PsiR 
and x12.
Suggestion: 20 averages.
Plot the transfer function and the 
coherence.
Select a frequency range where 
the transfer function response is 
flat, and where the coherence is 
high.
Calculate the mean value of the 
transfer function in the frequency 
range.
Coupling coefficient of 
OPD noise into x12, 
M, in m/rad.
STOP
(b) A flowchart showing the pro-
cedure for calculating a coupling
coeﬃcient for OPD noise into dif-
ferential test mass displacement
step of the suggested in-flight
free-running OPD noise analysis.
Figure 4.10
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4.1 Free-running OPD noise
Multiply the PsiR data by the 
coupling coefficient, M.
Coupling coefficient of 




running OPD noise 
investigation data.
Calculate the amplitude spectral 
density x12 and the converted 
PsiR data.
Suggestion: Detrend order one.
                   16 averages.
                   Windowing function.
ΨmetresR = M×ΨR
Plot the amplitude spectral 
densities together.
Projection of the OPD 





Figure 4.11: The procedure for projecting an OPD noise measurement onto the
diﬀerential test mass displacement.
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4.2 Control loop characterisation
The in-flight characterisation of the OPD control loop is necessary in
order to:
• to ensure the loop is functioning as expected;
• to determine whether the response of the OPD loop needs to
be changed via the redefinition of the a and b coeﬃcients of the
controller.
This investigation requires known modulation signals at a range of
frequencies to be input into the OPD control loop via the δxOPD input.
Using the available control loop telemetry parameters, the results of
the investigation can be analysed to determine the response of the




• determination of the OLTF and noise suppression function;
and additionally:
• calculation of a coupling coeﬃcient for OPD noise into diﬀeren-
tial test mass displacement.
Each of these sub-analyses is based upon the transfer function of com-
binations of the available loop parameters, as detailed in the following
sections. As for the characterisation of the frequency control loop,
two methods can be used to determine the results. The first method
involves directly calculating the transfer function between the appro-
priate timeseries parameters. The second method involves splitting
the timeseries parameters into segments, each containing a modula-
tion at a single frequency. A DFT of each segment can be calculated
at the frequency of the applied modulation. The ratio of the DFTs
from the required parameters should produce the same result as the
transfer function method.
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4.2 Control loop characterisation
The motivation for each sub-analysis is presented under the associated
heading below. The results of the OPD control loop OLTF investiga-
tions performed during the EM and FM ground-based test campaigns
are then discussed. Finally, a procedure for performing the investi-
gation in-flight is presented, along with a suggested method for the
analysis of the data.
Controller characterisation
The response of the OPD loop controller is the result of the digital
control law described in Section 2.3, with some coeﬃcients, a and
b. These coeﬃcients are predefined and uploaded into the SDP. If
necessary, they can be changed in-flight via telecommand. These pa-
rameters are the only part of the loop that can be changed during












Figure 4.12: A simplified block diagram of the OPD control loop with the compo-
nents and signals required for the characterisation of the controller highlighted in
red. Each loop component is represented by the associated Laplace transform.
The response of the controller is determined by the relationship be-
tween the output and input of the controller. These parameters, the
OPD feedback signal, yOPD, and the OPD error signal, ￿OPD, are
available on-ground via the telemetry. The steady-state response of
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where the tilde represents the FT of the signal.
The result can be compared to a model based on the expected a and
b coeﬃcients that have been implemented in the DMU, as described
in Box 2.4. If the model does not match the result, then the model
can be fitted to the result to determine the actual a and b values that
were applied.
Actuator calibration
The OPD loop actuators are two PZTs that act in a push-pull config-
uration to adjust the relative length of the reference and measurement
beams in the LMU. The gain of the actuators needs to be determined
in order to ensure that they are functioning as required. This is par-
ticularly important for the OPD control loop in order to identify if
both actuators are functioning correctly. In the case where one actu-
ator is not functioning, the full feedback can be applied via the other
actuator. If the calculated gain of the actuators is not as high as re-
quired, then the loop will not suppress the OPD noise to the required
level. In this scenario, the a and b coeﬃcients of the controller need













Figure 4.13: A simplified block diagram of the OPD control loop, with the com-
ponents and signals required for the calibration of the actuator highlighted in red.
Each loop component is represented by the associated Laplace transform.
The output from the actuator, referred to here as the applied path-
length change, δp, is not an available loop output. However, it can be
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where λ = 1064× 10−9m. This can be rewritten to define a constant
for the conversion of ΨR, in radians, to δp, in metres:
δp
ΨR
= 1.69× 10−7 m
rad
(4.5)
The steady-state response of the actuator is defined by:
A(f) =
￿δp￿yOPD (4.6)
where the tilde represents the FT of the signal.
The amplitude of the resulting Bode plot defines the gain of the actu-
ator. To enable a more accurate determination of the gain, a model
based on the design parameters of the actuator can be made, and fit-
ted to the results. The phase of the Bode plot will also determine any
delay introduced in the actuator.
Open-loop transfer function and noise suppression function
The calculation of the OLTF is necessary in order to:
• Ensure that the gain of the loop is suﬃcient to accurately sup-
press the OPD noise to meet the specified allocation. The allo-
cation for the OPD noise is 1.6× 10−3 rad/√Hz at 30mHz (see
Section 2.2.2). The gain required depends upon the free-running
OPD noise as measured in the investigation described in Section
4.1.
• Determine whether the loop is stable, i.e., whether the phase
and gain margin of the loop are suﬃciently large.
217
“main” — 2015/3/10 — 11:09 — page 218 — #218
4 Optical pathlength diﬀerence noise characterisation
If the OLTF of the loop does not meet the requirements for the gain
and/or stability then it would be necessary to redefine the digital












Figure 4.14: A simplified block diagram of the OPD control loop, with the com-
ponents and signals required for the calculation of the OLTF highlighted in red.
Each loop component is represented by the associated Laplace transform.
The steady-state OLTF is defined according to:
OLTF(f) = C(f)×A(f)×XR(f) (4.7)
=
￿ΨR￿OPD (4.8)
where XR(f) represents the plant response, defined in the diagram by
2π/λ, and the tilde represents the FT of the signal.
A Bode plot of the OLTF will allow the key characteristics of the
control loop to be determined:
• Loop gain: The amplitude of the OLTF Bode plot determines
the gain of the control loop.
• Phase and gain margin: The phase diﬀerence between the
phase at the unity gain frequency and −180◦ defines the phase
margin. The gain margin is the diﬀerence in amplitude between
unity and the frequency at which the phase reaches −180◦.
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4.2 Control loop characterisation
• The loop delay can be determined from the phase of the Bode
plot.
A model of the OLTF loop response can be made based on the origi-
nal design of the control loop, as described in Box 2.4. By fitting the
model to the calculated OLTF, the actual values of the loop compo-
nents can be calculated.
Additionally, the noise suppression function, S, can be calculated as






The amplitude of the Bode plot of S defines the amount of noise
suppression achieved at a particular frequency.
Coupling of optical pathlength noise via an applied modulation
Any residual pathlength mismatches in the reference and measure-
ment beams of the interferometer, as well as sideband noise as a result
of the coupling of the RF signals driving the AOM, will result in OPD
noise. This noise will couple into the measurement of the diﬀerential








Figure 4.15: A simplified block diagram showing the coupling of OPD noise,￿OPD,
into the measurement of the diﬀerential test mass displacement via the coupling
coeﬃcient M.
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Using the same method described in Section 4.1, the coupling coeﬃ-
cient, M, with units of m/rad, can be calculated according to:
M =
￿x12￿ΨR (4.10)
where the tilde denotes the FT of the signal.
This value should be more accurate than the calculated broadband
coupling coeﬃcient, as the applied modulations induce a much larger
applied pathlength change in the interferometers, which should pro-
duce larger signals in the x12 channel.
4.2.1 Test campaign results
During the EM and FM test campaigns, characterisation of the OPD
actuator was performed via the injection of a triangular waveform [32]
[43]. As this investigation is not representative of the planned in-flight
investigation, the results have not been analysed in this document.
No specific investigation was performed to determine the response
of the controller in any of the test campaigns. However, sinusoidal
modulations at a range of frequencies were injected into the δxOPD
input as part of the OLTF investigations during the EM and FM test
campaigns. No equivalent investigation was performed during the
OSTT test campaign. It is possible to use the results of the OLTF
investigation to determine the response of both the controller and the
actuator, as well as to calculate the OLTF and a coupling coeﬃcient
for OPD noise into diﬀerential test mass displacement.
The following sections describe the analysis of the EM and FM test
campaign OPD OLTF investigations. Initially, all data was processed
in the same way. Subsequently, the previously mentioned transfer
function and DFT methods were used to determine the results for
each sub-analysis.
The data pre-processing and an overview of the transfer function and
DFT analyses are given under ‘Overview of the analysis’. The specific
details and results of each sub-analysis are then described under the
associated heading.
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Overview of the analysis
The telemetry parameters used in the following analyses are given
in Table 4.5. The equivalent parameter names used in the LTPDA
repositories are given in Appendix 7.
Parameter Description Frequency ID
[Hz]
SFF Fast frequency loop state 1Hz LST17361
SSF Slow frequency loop state 1Hz LST17364
SOPD OPD loop state 1Hz LST17367
SSP Slow power loop state 1Hz LST17358
yFF Fast freq. loop feedback 1Hz LST17340
10Hz
ySF Slow freq. loop feedback 1Hz LST17345
10Hz
1Hz LST17350
yOPD OPD loop feedback 10Hz
100Hz LST18350
ySP Slow power loop feedback 1Hz LST17357
10Hz
δxOPD OPD loop input modulations 10Hz LST17348
100Hz LST18348
1Hz LST17349
￿OPD OPD loop error 10Hz
100Hz LST18349
ΨR Ref. ifo. output 10Hz LST12407
100Hz LST15643
x12 X12 ifo. output 10Hz LST10130
Table 4.5: The telemetry parameters used in the analyses of the EM and FM test
campaign free-running frequency noise investigations.
The analyses of the EM and FM OLTF investigation were performed
as follows:
1. The data, as defined in Table 4.5, was downloaded according
to the investigation dates and times defined in the EM and FM
test campaign reports [32] [43]. The related information can be
found in Appendix 8, Tables 8.11 and 8.13.
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2. The loop state and feedback signals were checked, and the data
split, to ensure they were in the following condition:
• OPD: switching between ‘nominal’ and ‘testing oﬀset ∆x’
or ‘variable output y’ (state 3 and states 4 or 2).
• Other loops: either ‘nominal’ or ‘fixed output y’ with a
constant feedback signal, and remaining in this condition
for the duration of the investigation.
3. Each channel, with the exception of the loop state and feed-
back signals, was detrended with order three. This removed
any DC oﬀsets, in addition to any linear, quadratic, or cubic
drifts.This was performed to reduce spectral leakage from large,
low-frequency components below the band of interest.
Note: The ΨR timeseries used in the actuator calibration sub-
analysis was processed to determine the equivalent pathlength
fluctuation, δp, before detrending. This step is described in more
detail under the associated heading.
At this point in the analysis two methods for determining the required
outputs were applied:
• Transfer function method: Only 10Hz data was used to de-
termine the transfer function. Not all 1Hz data was available,
and the 100Hz data contained gaps between the applied modu-
lations.
1. The 10Hz data contained gaps where input modulations
above 1Hz were applied, for recording by the IDL. The
timeseries data was split to remove timespans where there
were large gaps. The information regarding the split times
can be found in Appendix 8, Tables 8.11 and 8.13 for the
EM and FM analyses respectively.
2. The data was checked for data quality issues and repaired
accordingly.
3. The transfer function of the required channels was calcu-
lated using 20 averages and the Hanning windowing func-
tion with 50% overlap. This transfer function was then
222







4.2 Control loop characterisation
binned to smooth the data, and provide a better statisti-
cal estimate of the error. The results are given under each
sub-analysis heading.
4. The coherence of the required channels was also calculated,
using 20 averages, to show the frequency regions where the
transfer functions are most representative.
• The DFT method: Both the 10Hz and 100Hz data was used
in the analysis of the results via the DFT method.
1. Limited information regarding the start and end time of
each applied modulation was available in the test campaign
reports. It was therefore necessary to manually determine
the times at which each modulation was applied. The times
were determined from the 10Hz and 100Hz δxOPD time-
series, which showed the applied modulation signal.
2. All channels were split according to the start and stop
times, such that the timeseries data now exists as segments,
each containing a modulation signal at one frequency.
3. For all channels, the modulation segments were plotted and
visually inspected. The segments were checked to ensure
that they contained no transients at the beginning and end
of the modulation, and to ensure that only modulation sig-
nals were within the segment. The shortest split times were
selected for which these conditions were met, and all chan-
nels were split according to these new times.
4. An FFT was performed on the segments of the δxOPD in-
put modulation signal to determine the modulation fre-
quency contained within each segment. These frequencies
were used as a reference for selecting the actual applied
frequency from the list in the campaign test report [32]
[43].
5. To check that the selected frequency was correct, the time-
series segments of the δxOPD channels were heterodyned at
that frequency. This is described in Box 3.4.
6. A DFT was performed on all of the channel segments at
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the calculated frequencies.
7. The ratio of the DFTs of the channels required in each
analysis were calculated, as described under the following
headings.
Note: Additional steps were required for the analysis of the coupling
of OPD noise into diﬀerential displacement noise. These steps are
detailed under the associated heading below.
Controller characterisation
Both the transfer function and DFT methods were used to determine
the controller response from the EM and FM test campaign results. A
model, based on the controller coeﬃcients defined in the test reports,
was also made. The associated plots are shown in Figures 4.16 and
4.17. The same controller coeﬃcients were used for both campaigns,
and are given in Table 4.6. The models matched the DFT and transfer










Table 4.6: The digital control law coeﬃcients for the EM and FM controller re-
sponse models, used in the analysis of the OPD OLTF investigation.
Actuator calibration
In a deviation from the general processing method, the ΨR chan-
nel was converted to an equivalent applied pathlength fluctuation,
δp. This gave the pathlength change applied by the OPD actuators,
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Transfer function from 10Hz data
DFT from 10Hz data










Figure 4.16: The response of the OPD controller, as calculated using the OLTF
investigation in the EM test campaign. The transfer function is shown in black,
with the results from the DFT method in red. The calculated model, based on the
loop design, is shown in green.
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Figure 4.17: The response of the OPD controller, as calculated using the OLTF
investigation in the FM test campaign. The transfer function is shown in black,
with the results from the DFT method in red. The calculated model, based on the
loop design, is shown in blue.
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4.2 Control loop characterisation
and was calculated with the previously defined conversion coeﬃcient,
1.69× 10−7m/rad.
The transfer function of δp and the feedback signal, yOPD, were calcu-
lated, as were the equivalent DFT results. A model, M , based on the
design of the actuator (see Box 2.4) was also determined, and fitted





The associated plots for the EM and FM analyses are shown in Figures
4.18 and 4.19. The values of the actuator gain calculated from the
model fit are shown in Table 4.7. In order to fit the model, an extra
pole at 30Hz was added to the model described in Box 2.4, this is
shown in Equation 4.11.
Gain, G Delay, τ
[m/V] [s]
EM 0.9× 10−6 45× 10−3
FM 4.3× 10−7 18× 10−3
Table 4.7: Results for the OPD actuator gain and delay, as measured using the
EM and FM OLTF investigations.
Open-loop transfer function and noise suppression
The calculated OLTF plots, from both the transfer function and DFT
methods are shown in Figures 4.20 and 4.21, for the EM and FM test
campaigns respectively. Also shown is a model, M , fitted to the DFT
results, based on the original loop design described in Box 2.3:
M(a,G, τ) = XRC(s)A(s,G, τ) (4.12)
where:
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Figure 4.18: The response of the OPD control loop actuator in the EM test cam-
paign, as calculated using the transfer function method (black trace), the DFT
method (red trace), and a model fitted to the results (green trace).
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Figure 4.19: The response of the OPD control loop actuator in the FM test cam-
paign, as calculated using the transfer function method (black trace), the DFT
method (red trace), and a model fitted to the results (blue trace).
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The loop gain, G, and delay, τ , as determined from the fit to the DFT
results, are given in Table 4.8. The loop characteristics are shown in
Table 4.9.
Gain, G Delay, τ
[m/V] [s]
EM 7.12× 10−7 48.46× 10−3
FM 4.40× 10−7 18.22× 10−3
Table 4.8: Results for the OPD actuator gain and delay, as determined from the
results of the EM and FM test campaign OLTF investigations.
EM FM
Unity gain frequency [Hz] 2.65 1.65
Gain margin [dB] 4.56 1.31
Phase margin [deg] 34.1 74.0
Table 4.9: The gain and stability characteristics determined from the EM and FM
test campaign fits to the OLTF.
The noise suppression models were calculated from the model of the
OLTF, and are shown in Figures 4.22 and 4.23. The noise suppression
at 30mHz is -45.15 dB for the EM test campaign, and -30.55 dB for
the FM campaign.
Coupling of optical pathlength noise via an applied modulation
The transfer functions and coherences of the x12 and the ΨR channels
were calculated, as were the DFT ratios of the modulation segments.
The results for the EM and FM test campaigns are shown in Figures
4.24 and 4.25. Only 10Hz data was used in this analysis, as the x12
channel was not recorded at 100Hz.
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Figure 4.20: The OLTF results from the EM test campaign investigation. The
transfer function results are shown in black, along with the coherence. The results
from the DFT method using the 10Hz and 100Hz data is shown in red, and the
fitted model is shown in green.
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Figure 4.21: The OLTF results from the FM test campaign investigation. The
transfer function results are shown in black, along with the coherence. The results
from the DFT method using the 10Hz and 100Hz data is shown in red, and the
fitted model is shown in blue.
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Figure 4.22: The model of the OPD control loop noise suppression function from
the EM test campaign. This was calculated using the model fitted to the measured
OLTF.
















Figure 4.23: The model of the OPD control loop noise suppression function from
the FM test campaign. This was calculated using the model fitted to the measured
OLTF.
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Figure 4.24: The transfer function, coherence, and DFT results to determine the
coupling between the OPD noise measured by the ΨR channel, and the diﬀerential
test mass displacement, x12. These results are determined from the analysis of
the EM test campaign OLTF investigation. The equivalent results from the free-
running OPD noise investigations are shown in grey for comparison. The shaded
areas of the plots shown the frequency region used to determine the coupling co-
eﬃcient.
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Figure 4.25: The transfer function, coherence, and DFT results to determine the
coupling between the OPD noise measured by the ΨR channel, and the diﬀerential
test mass displacement, x12. These results are determined from the analysis of
the FM test campaign OLTF investigation. The equivalent results from the free-
running OPD noise investigations are shown in grey for comparison. The shaded
areas of the plots shown the frequency region used to determine the coupling co-
eﬃcient.
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Two methods were used to determine the coupling coeﬃcient, M, for
the OPD noise into the diﬀerential test mass displacement:
1. Ideally, a frequency range would have been selected where the
transfer function response was relatively flat, and the coherence
was high. However, as for the calculation of a broadband cou-
pling coeﬃcient from a free-running OPD noise investigation
(see Section 4.1), this was not possible. Both the EM and FM
transfer functions are not very flat, and the coherence was low.
To calculate a coupling coeﬃcient, a somewhat flat region of the
transfer function was selected, around the frequency region of
the DFT results (see below). The mean value of the transfer
function in the determined frequency range was calculated to
give a value of M. The frequency range selected for each calcu-
lation are shown on the transfer function plots in Figures 4.24
and 4.25.
2. The mean of the DFT results was also calculated to give a value
of M.
The results of both methods, for the EM and FM test campaigns, are
shown in Table 4.10.
Method Coeﬃcient Error
[m/rad] [m/rad]
EM Transfer function 2.88× 10−13 3.02× 10−13
DFT 9.74× 10−13 2.88× 10−13
FM Transfer function 3.50× 10−12 3.28× 10−12
DFT 7.67× 10−12 1.36× 10−12
Table 4.10: The calculated values of the coupling coeﬃcient for OPD noise into
the diﬀerential displacement measurement with the injection of modulations.
The coupling coeﬃcients calculated using the two methods do not
correspond within errors for both the EM and FM test campaigns.
The errors on all of the calculated coeﬃcient values are very large, in
some cases larger than the calculated coeﬃcient. This indicates that
the coupling of OPD noise into diﬀerential test mass displacement can
be considered to be zero. This reinforces the result determined from
the free-running OPD noise investigation (see Section 4.1). However,
despite the predicted low coupling, the coupling coeﬃcient should still
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be determined in-flight.
4.2.2 In-flight investigation
The in-flight OPD control loop characterisation investigation is anal-
ogous to the frequency control loop characterisation investigation de-
scribed in Section 3.1. The investigation is planned to be performed
in science mode 1.2, with test mass one drag-free, and test mass two
controlled via electrostatic suspension1. The OPD control loop should
be operating in the ‘variable output y’ state, to allow a series of mod-
ulations to be applied via the δxOPD input. The other control loops
should be in the ‘nominal’ state. The required telemetry, which should
be recorded at 10Hz, is defined along with the loop setup in Table
4.11. The characteristics of the modulations to be applied are given in
Table 4.12. The selection of the modulation frequency and duration
are discussed in Box 4.2. The procedure for implementing the inves-
tigation in-flight is shown in Figure 4.26. This procedure includes the
steps required for applying a modulation above 1Hz with data record-
ing at 100Hz via the IDL, to allow for the case where the procedure
is adapted to include modulations at higher frequencies than those
specified here.
An overview of the suggested analysis procedure for the flight data is
shown in Figure 4.27. The analysis consists of several sub-analyses,
each represented by a diagram in a particular colour:
• the preparation of the data, shown in grey, is described in Figure
4.28;
• the procedure for characterising the OPD controller, shown in
orange, is shown in Figure 4.29;
• the procedure for the calibration of the OPD actuators is shown
in yellow in Figure 4.30.
• The procedure for determining the OPD loop OLTF and noise
suppression function is shown in red in Figure 4.31;
1The characterisation of the control loop could also be performed with the test
masses fixed, during commissioning of the satellite for example. In this case it
would not be possible to determine the coupling coeﬃcient.
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• the procedure for calculating the coupling coeﬃcient for OPD
noise into diﬀerential test mass displacement is shown in blue in
Figure 4.32.
Investigation OPD control loop characterisation
OMS state TMs drag-free
Loop states SF Nominal
FF Nominal
OPD Variable output y
SP Nominal
FP Nominal
Telemetry required 128,3 x12 LST10130
ΨR LST12407












Table 4.11: An overview of the key information relating to the OPD control loop
characterisation investigation. For the telemetry names associated with each pa-
rameter refer to Appendix 7.
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All loops should be in ‘nominal’ 
state.
START in science 
mode 1.2.
Command OPD loop to ‘fixed 
output y’ state via a ‘stop’ TC.
Command OPD loop to ‘variable 
output y’ state via a ‘start’ TC.
Apply modulation.
Is the modulation 
frequency > 1Hz? Yes Start IDL writing.
Stop IDL writing.
Wait for up to 18 seconds.
No
Wait for duration of commanded 
modulation.
Are there more 
modulations to apply?Yes
No
STOP in science 
mode 1.2.
Command OPD loop to ‘fixed 
output y’ state via a ‘stop’ TC.
Command OPD loop to ‘nominal’ 
state via a ‘start’ TC.
All loops should be in ‘nominal’ 
state.
Figure 4.26: The procedure for implementing the OPD control loop characterisa-
tion investigation in-flight. The procedure for recording an input modulation with
a frequency above 1Hz using the IDL has also been given.
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Shape Frequency Duration Amplitude
[Hz] [half periods] [rad]
1 sine 0.011 20 1
2 sine 0.0396 20 1
3 sine 0.0852 20 1
4 sine 0.1421 20 1
5 sine 0.237 20 1
6 sine 0.3953 20 1
7 sine 0.6594 20 1
8 sine 1.0 20 1
Table 4.12: The planned modulations that should be injected into the δxOPD




Prepare data for DFT 
analysis.
10Hz data 10Hz and 100Hz data
Controller characterisation. Actuator calibration.
OLTF and noise 
suppression function 
calculation.
Calculation of a coupling 







Figure 4.27: An overview of the suggested procedure for the analysis of the OPD
control loop characterisation investigation.
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START
Download data.
Plot the loop states and feedback 
signals for each control loop.
Does the OPD loop 
state switch between 




Check the date and time of the 
investigation.
Are the SF, FF, SP and 
FP loop states = 3, or is 




Split the data to leave a segment 
where the SF, FF, SP and FP loop 




Determine the exact investigation time.












Correct any issues with the data.
10Hz and 100Hz data
Figure 4.28: The data preparation sub-analysis of the OPD control loop charac-
terisation investigation.
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10Hz and 100Hz data 
split into segments 
containing a single 
modulation, at known 
frequency.
Transfer function method
Calculate the transfer function of 
yOPD into eOPD.
Suggestion: 20 averages.
                    Windowing function.
Perform a DFT on each 
modulation segment of the yOPD 
and eOPD channels, at the 
frequency of the applied 
modulation.
Suggestion: 60 averages.
                    Windowing function.
Calculate the coherence of yOPD 
into eOPD.
Suggestion: 20 averages.
Calculate the ratio of the DFT 





Join the results from all applied 
modulations.
Transfer function and 
coherence of the fast 
controller response.
DFT result for the 
controller response.
Create a model of the controller 
based on the expected digital 
controller coefficients.
Plot the transfer function results, 
the DFT result, and the model.
Does the model 
correspond to the 
calculated transfer 
function and DFT 
results?
Yes
No Fit the model to the DFT results.
Actual a and b loop 
coefficients applied in 
the investigation.
STOP STOP
yOPD, ￿OPD yOPD, ￿OPD
Figure 4.29: The controller characterisation sub-analysis of the OPD control loop
characterisation investigation.
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START
Detrended 10Hz data.
10Hz and 100Hz data 
split into segments 
containing a single 
modulation, at known 
frequency.
Calculate the transfer function of 
yOPD into delta p.
Suggestion: 20 averages.
                    Windowing function.
Perform a DFT on each 
modulation segment of the yOPD 
and delta v channels, at the 
frequency of the applied 
modulation.
Suggestion: 60 averages.
                    Windowing function.Calculate the coherence of yOPD 
and delta p.
Suggestion: 20 averages. Calculate the ratio of the DFT results for 
the each applied modulation, f:
Join the results from all applied 
modulations.
Transfer function and 
coherence of the OPD 
actuator response.
DFT result for the 
OPD actuator 
response.
Create a model of the response 
based on the actuator design.
Plot the transfer function results, 
the DFT result, and the model.
Does the model 
correspond to the 
calculated transfer 
function and DFT 
results?
Yes
No Fit the model to the DFT results.
The gain and delay of 
the OPD actuator. 
STOP STOP
Transfer function method DFT method
Convert the PsiR channels into the 
equivalent frequency fluctuation:





Figure 4.30: The actuator calibration sub-analysis of the OPD control loop char-
acterisation investigation.
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10Hz and 100Hz data 
split into segments 
containing a single 
modulation, at known 
frequency.
DFT method




                    Windowing function.
Perform a DFT on each 
modulation segment of the PsiR 
and eOPD channels, at the 
frequency of the applied 
modulation.
Suggestion: Windowing function.Calculate the coherence of PsiR 
and eOPD.
Suggestion: 20 averages. Calculate the ratio of the DFT results for the each applied 
modulation, f:
Join the results from all applied 
modulations.
Transfer function and 
coherence for the 
OLTF of the OPD 
control loop.
DFT result for the 
OLTF of the OPD 
control loop.
Create a model based on the loop 
design, and the a and b 
parameters of the controller.
Plot the transfer function results, 
the DFT result, and the model.
Does the model 
correspond to the 
calculated transfer 
function and DFT 
results?
Yes
No Fit the model to the DFT results.
STOP
A model of the OLTF 
of the OPD control 
loop.














Figure 4.31: The OLTF and noise suppression function sub-analysis of the OPD
control loop characterisation investigation.
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Calculate the transfer function of 
PsiR into x12.
Suggestion: 20 averages.
Calculate the coherence of PsiR 
and x12.
Suggestion: 20 averages.
Plot the transfer function and the 
coherence.
Select a frequency range where 
the transfer function response is 
flat, and where the coherence is 
high.
Calculate the mean value of the 




coefficient of OPD 





10Hz and 100Hz data 
split into segments 
containing a single 
modulation, at known 
frequency.
DFT method
Perform a DFT on each 
modulation segment of the PsiR 
and x12 channels, at the 
frequency of the applied 
modulation.
Suggestion: Windowing function.
Calculate the ratio of the DFT 
results for the each applied 
modulation, f:
Calculate the mean of the DFT 
results.
DFT method: coupling 
coefficient of OPD 





ΨR, x12 ΨR, x12
Figure 4.32: The calculation of an OPD noise to diﬀerential displacement coupling
coeﬃcient sub-analysis of the OPD control loop characterisation investigation.
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Selection of applied modulations for the OPD control loop
characterisation
In the same way as for the frequency control loop characterisation
eight modulation frequencies, shown in Table 4.12, were chosen based
on the frequencies applied in the FM test campaign [43]. These fre-
quencies were selected because they do not require the IDL, it is as-
sumed that the selection of such frequencies relates to some specific
characteristics of the system. They also cover a good range of the

































Model based on the FM results.
Model based on the FM results.
 Transfer function of an input modulation to feedback
Selected frequencies
 OPD control loop open-loop gain
Selected frequencies
The amplitude of the modulations was also kept the same as for the
FM test campaign, 1 rad, as the feedback signals at the actuator are
well within the actuator range of ±60.5V [43].
The transfer function from an input modulation to a feedback signal
to the actuator are shown above, to provide for the scenario where
the modulations characteristics need to be adapted. The calculated
duration required for each modulation, according to the method in
Box 3.5, was short, therefore a reasonable number of half periods
that could be implemented to give a suitable investigation length were
selected, this is based on the number used in the FM campaign.
Box 4.2: The selection of the modulations to be applied in the in-flight investigation
to characterise the OPD control loop.
246







4.3 Closed-loop OPD noise
4.3 Closed-loop OPD noise
The determination of the closed-loop OPD noise is necessary in order
to ensure that the measurement of the diﬀerential test mass displace-
ment is not limited by OPD noise. This investigation would also
identify if the loop was operating as expected.
The closed-loop OPD noise investigation is not an independent inves-
tigation, but rather a particular analysis of the data collected during
a LPF science run. During a science run, the satellite is operating in
science mode 1.2, such that test mass one is drag-free and test mass
two is electrostatically suspended. The aim is to minimise the residual
test mass displacement, and, as such, the OMS control loops should
be operating under nominal conditions. The analysis of the ΨR and
x12 channels can be used to determine the closed-loop OPD noise.
In this section, the performance measurements from the EM, FM, and
OSTT test campaigns are analysed, focusing only on the OPD noise.
These measurements are equivalent to an in-flight performance mea-
surement, but without drag-free test masses. The suggested analysis
procedure for the in-flight measurement is also presented. No proce-
dure for performing such an investigation is given, as it is already a
well defined part of the EMP.
4.3.1 Test campaign results
A number of performance measurements were made during the EM,
FM, and OSTT test campaigns. For the OSTT test campaign, per-
formance measurements were made under both hot and cold thermal
conditions. In this section, only the measurements demonstrating the
lowest achieved residual test mass displacement are presented. The
same measurements were also analysed for the closed-loop frequency
noise component, as described in Section 3.3.
The information relating to the date and times of the investigations
analysed can be found in Appendix 8, Section 8.3. The telemetry pa-
rameters used in the analyses are given in Table 4.13, and the equiv-
alent parameter names used in the LTPDA repositories can be found
in Appendix 7.
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Parameter Description Frequency ID
[Hz]
SFF Fast freq. loop state 1Hz LST17361
SSF Slow freq. loop state 1Hz LST17364
SOPD OPD loop state 1Hz LST17367
SSP Slow power loop state 1Hz LST17358
yFF Fast freq. loop feedback 1Hz LST17340
10Hz
ySF Slow freq. loop feedback 1Hz LST17345
10Hz
yOPD OPD loop feedback 1Hz LST17350
10Hz
ySP Slow power loop feedback 1Hz LST17357
10Hz
ΨR Ref. ifo. output 10Hz LST12407
x12 X12 ifo. output 10Hz LST10130
SSC Source sequence counter 10Hz SCT70388
Table 4.13: The telemetry parameters used in the analysis of the EM, FM, and
OSTT test campaign performance investigations for the analysis of the OPD noise
contributions.
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Initially all of the data was processed in the same way, as described
under the ‘Overview of the analysis’ subheading. The determination
of the closed-loop OPD noise is described under the ‘Closed-loop OPD
noise’ subsection.
Overview of the analysis
1. The data specified in Table 4.13 was downloaded according to
the times specified in the test campaign reports [32] [43] [44].
2. The loop state and feedback signals for each of the loops were
checked to determine the start and end times for a segment
where all of the loops were operating under nominal conditions
(state = 3).
3. The ΨR and x12 channels were split according to these times.
4. The data was checked for data quality and glitches and repaired
accordingly, as described in Appendix 9.
Closed-loop OPD noise
In the same way as described in the free-running OPD noise inves-
tigation, the OPD noise is determined by calculating the amplitude
spectral density of the reference interferometer output, ΨR. The re-
sults for the EM, FM, OSTT hot phase, and OSTT cold phase are
shown in Figures 4.33, 4.34, 4.35, and 4.36.
The results for the EM and FM test campaigns are not below the
requirement, but even so, the OPD noise was not the limiting noise,
and the diﬀerential test mass displacement was below the requirement.
The diﬀerential test mass displacement spectra can be seen in Section
3.3.1.
In order to demonstrate the function of the control loop the free-
running OPD noise measurement determined in Section 4.1 was mul-
tiplied by the modelled noise suppression function, calculated in Sec-
tion 4.2. The results are shown in Figures 4.37 to 4.40. If the control
loop was implemented with the same parameters as determined in
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Figure 4.33: The closed-loop OPD noise, shown in green, as calculated from the EM
test campaign result. Also shown is the result from the free-running investigation.






















Figure 4.34: The closed-loop OPD noise, shown in blue, as calculated from the FM
test campaign result. Also shown is the result from the free-running investigation.
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Figure 4.35: The closed-loop OPD noise, shown in red, as calculated from the
OSTT test campaign result, where the satellite was in the hot phase. Also shown
is the result from the free-running investigation.


















Figure 4.36: The closed-loop OPD noise, shown in red, as calculated from the
OSTT test campaign result, where the satellite was in the cold phase. Also shown
is the result from the free-running investigation.
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the control loop characterisation investigation, and the free-running
frequency noise had the same characteristics as previously measured,
then the result of the multiplication should correspond to the mea-
sured closed-loop noise. As no loop characterisation measurement was
performed during the OSTT campaign, the FM model was used.
The results for the EM campaign and the hot and cold phases of
the OSTT campaign do not correspond. As for the frequency noise
results, this implies that either the noise level diﬀered between the
measurement times, or the control loop has a diﬀerent response when
operating under completely closed-loop conditions. The noise sup-
pression function of the EM control loop showed a large servo bump,
which may have caused the loop to be unstable. The FM results match
as expected.
The coupling coeﬃcients for OPD noise into diﬀerential test mass
displacement, calculated in Sections 4.1 and 4.2, demonstrated that
the coupling could be considered to be zero. Therefore, no projection
of the OPD noise onto the diﬀerential test mass displacement were
made, as any results would not provide any accurate information.




















Free-running noise x noise suppression function
EM
Figure 4.37: A plot of the free-running OPD noise multiplied by the noise sup-
pression function for the EM test campaign, plotted along with the measured
closed-loop noise.
252







4.3 Closed-loop OPD noise






















Free-running noise x noise suppression function
FM
Figure 4.38: A plot of the free-running OPD noise multiplied by the noise sup-
pression function for the FM test campaign, plotted along with the measured
closed-loop noise.




















Free-running noise x noise suppression function
Figure 4.39: A plot of the free-running OPD noise multiplied by the noise sup-
pression function for the OSTT test campaign during the hot phase, plotted along
with the measured closed-loop noise.
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Free-running noise x noise suppression functionOSTT: cold phase
Figure 4.40: A plot of the free-running OPD noise multiplied by the noise suppres-
sion function for the OSTT test campaign during the cold phase, plotted along
with the measured closed-loop noise.
4.3.2 In-flight investigation
The in-flight investigations from which the closed-loop OPD noise can
be determined are well defined, and therefore not presented here. An
overview of the suggested procedure for the analysis of the in-flight
investigation is given in Figure 4.41. The data preparation procedure
is shown in Figure 4.42. The sub-analysis procedure for the calcula-
tion of the closed-loop OPD noise spectrum is given in Figure 4.43a,
and the procedure for projecting the OPD noise component onto the
diﬀerential test mass displacement measurement is shown in Figure
4.43b.
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4.3 Closed-loop OPD noise
START
Prepare data.
Determine the closed-loop 
OPD noise.
Projection of OPD noise 
onto the x12 measurement.
STOP STOP
Figure 4.41: An overview of the closed-loop OPD noise sub-analyses for the in-
flight data analysis. This analysis requires data from a performance measurement.
The sub-analyses are each described in separate figures.
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START
Download data.
Plot the loop states for each 
control loop.
Are all loop states  = 
3? No
Yes
Split all data to leave a segment 
where all loop states = 3.
Determine the exact investigation time.
Run dataCheck for x12 and PsiR .













Figure 4.42: A procedure for the data preparation step of the in-flight closed-loop
OPD noise analysis.
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4.3 Closed-loop OPD noise
Calculate the amplitude spectral 
density of the PsiR channel.
Suggestion: Detrend order one.
                    16 averages.
                    Windowing function.
START







(a) The suggested analysis proce-
dure for calculating the spectrum
of the closed-loop OPD noise
from an in-flight performance in-
vestigation.
Multiply the PsiR data by the 
coupling coefficient, K.
START
Calculate the amplitude spectral 
density x12 and the converted 
PsiR data.
Suggestion: Detrend order one.
                   16 averages.
                   Windowing function.
ΨmetresR = M×ΨR
Plot the amplitude spectral 
densities together.
Projection of the OPD 








Coupling coefficient of 
OPD noise into x12, M, in 
m/rad.
(Use the result from either 
from the transfer function 
of DFT methods)
(b) The suggested analysis pro-
cedure for projecting the OPD
noise component onto the mea-
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The following sections describe investigations to characterise the con-
tribution of amplitude noise to the measurement of the diﬀerential
test mass displacement. In contrast to the chapters describing the
frequency and optical pathlength diﬀerence noise, only the results of
the OSTT test campaign have been analysed and presented here. This
is because the subsystems used in the OSTT test campaign were most
representative of the in-flight setup. This impacts the amplitude con-
trol loop more than the frequency and OPD control loops, as diﬀerent
photodiodes were used.
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5.1 Estimation of the beam power on the optical
bench
For the amplitude noise investigations it is necessary to determine the
beam power incident on each of the test masses. This section describes
methods by which this can be achieved. While the methods described
here are specifically to determine the power at the test masses, similar
procedures can be followed to estimate the power at any point on the
optical bench.
The following channels contain information relating to the beam pow-
ers, and are downloaded with the main science data in the 128,3
packet:
• ΣR: The normalised processed sum of the power on the reference
interferometer quadrants;
• Σ1: The normalised processed sum of the power on the X1 in-
terferometer quadrants.
The housekeeping 3,25 packet contains data with a 1Hz sampling rate:
• Power monitor one: The signal from the beam one (measure-
ment beam) single element photodiode;
• Power monitor two: The signal from the beam two (reference
beam) single element photodiode.
Additionally, the following channels can be selectively downloaded
with the configurable 128,4 packet:
• ΣF : The processed sum of the power on the frequency interfer-
ometer quadrants;
• Σ12: The processed sum of the power on the X12 interferometer
quadrants.
In order to use these channels to determine the beam power at any
point on the optical bench, it is first necessary to convert the telemetry
output into the equivalent power before the photodiode. The conver-
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5.1 Estimation of the beam power on the optical bench
sion of the Σi quadrant photodiode outputs is described in Box 5.1,
and the conversion of the single element photodiode power monitor
channels is described in Box 5.2.
From the conversions, an estimate of the power is known in front of the
single-element and the quadrant photodiodes. The powers calculated
from the Σi telemetry are higher resolution than the power moni-
tor power values, as the ADC is more accurate and the measurement
noise is lower. The two power monitor parameters provide an estimate
of the DC level, but the 1Hz data gives a poor measurement of any
high frequency fluctuations. To demonstrate this, the amplitude spec-
tral densities of the powers calculated at the amplitude photodiodes,
PDA1 and PDA2, and the quadrant photodiodes, PDR and PD1,
along with the coherence of the PDA1 and PD1 channels, are shown
in Figure 5.1. At low frequencies, the results from the amplitude pho-
todiodes and the quadrant photodiodes correspond, and there is high
coherence. These results are taken from the OSTT test campaign
free-running amplitude noise investigation, discussed in Section 5.2.
The path of each beam on the optical bench is known, as are estimates
of the reflectivities, ρ, and transmissivities, τ , of the optical compo-
nents, given in Table 5.1. More accurate values can be found in [61].
There are two possible methods for calculating the power at each test
mass (and at any position on the optical bench):
Component Front face Back face
Type Label ρ τ ρ τ
Beamsplitter BS1-2/4-10 0.49 0.49 0.005 0.995
BS11 0.08 0.82 0 1.00
BS16 0.08 0.82 0.005 0.995
Mirror M1/5-6/8/10-12/14-15 0.997 0.003 - -
Window WIN1, WIN2 0.005 0.995 0.005 0.995
Test mass∗ TM1, TM2 1.00 0 - -
Table 5.1: Estimates of the coeﬃcients of reflection, ρ, and transmission, τ , for
each of the components on the LPF optical bench. ∗The test mass is assumed to
be perfectly reflective. For more accurate values, see [61].
1. Using the calculated power in front of the X1 interferometer
quadrant photodiodes, PX1, and tracing the beam backwards
using the values for the coeﬃcients on that particular path1.
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Coherence of the power at PD1 and PDA1
Figure 5.1: The amplitude spectral densities of the power calculated at PDA1
(blue), PDA2 (grey), PD1 (green), and PDR (yellow), along with the coherence of
the PDA1 and PD1 powers (black). The results are taken from the free-running
amplitude noise investigation in the OSTT test campaign. The amplitude spectral
densities were calculated with 16 averages, and the coherence using ‘lcohere’ with
detrending of order one and 12 averages [60].
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Figure 5.2: A diagram of the optical bench showing the fibre-injectors, the labelled
mirrors and beamsplitters, and the photodiodes.
However, the Σi output during a measurement using two beams,
i.e., any interferometric measurement, is the sum of the reference
and measurement beams. The fraction of the power in each of
the two beams, N1 and N2, needs to be estimated. There are
several methods which can be used to make this estimation:
• The converted power in front of the single-element photo-
diodes, along with the reflectivity of beamsplitters BS11
and BS16, can be used to determine the power, P1 and P2,









1A disadvantage of tracing the calculated power at a quadrant photodiode back
to the test mass is that the value must be split to give a power contribution
from both the measurement and reference beams. This process assumes that
the power fluctuations are the same in each beam.
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• A short investigation could be performed during which one
beam is switched oﬀ, and the output from the Σi telemetry
recorded. This would then be repeated with the other beam
switched oﬀ. The power in each beam, P1 and P2, could
then be determined by converting the Σ1 parameter in each
case, according to the method described in Box 5.1. The
procedure for implementing such an investigation in-flight
is given in Section 5.1.1. Ideally, this investigation would
be periodically repeated during the mission, to determine
if the relative beam powers are changing, and if so, how.
• Both the ΣR and Σ1 telemetry parameters are always avail-
able via the 128,3 packet. These parameters should both
contain the same proportion of power from the reference
and measurement beams, so it should be possible to calcu-
late the power in each beam mathematically. This method
is described in Box 5.3.
For each of the above cases the fraction of the power in each













The power in each of the two beams in front of the X1 QPD,
PX11 and P
X1





where PX1 is the power in front of an X1 interferometer quad-
rant photodiode, calculated according to the method described
in Box 5.1. The beam one value can be traced backwards through
the appropriate optical components to determine the power at
test mass one, PTM1, according to:
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where CTM1→PD1 is the coeﬃcient determined by multiplying
the applicable coeﬃcients of reflection and transmission of the
optical components between the X1 photodiode and test mass
one, as given in Table 5.1. The calculated value of this coef-
ficient, taken by averaging the coeﬃcients for the nominal and




Table 5.2: The coeﬃcient for tracing beam one from test mass one to PD1, and
the coeﬃcient for tracing beam one from test mass one to test mass two.
In order to determine the power at test mass two, the power
calculated at test mass one, PTM1, must be propagated forward:
PTM2 = PTM1 × CTM1→TM2 (5.8)
where CTM1→TM2 is a coeﬃcient determined by multiplying the
appropriate coeﬃcients of reflection and transmission of the op-
tical components between test mass one and test mass two. The
value of this coeﬃcient, calculated using the coeﬃcients given in
Table 5.1, is given in Table 5.2.
Ideally, more than one of these methods should be implemented
to ensure the consistency of the result.
2. The converted values from the power monitors can be traced
forward:
PTM1 = PPDA1 × CPDA1→TM1 (5.9)
PTM2 = PPDA1 × CPDA1→TM2 (5.10)
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where PPDA1 is the power in front of the beam one SEPD, cal-
culated as described in Box 5.2. The coeﬃcients CPDA1→TM1
and CPDA1→TM2, are calculated by multiplying the appropriate
coeﬃcients of reflection and transmission along the associated




Table 5.3: The coeﬃcient for tracing beam one from PDA1 to TM1, and the
coeﬃcient for tracing beam one from PDA1 to TM2.
This would not require a separate investigation to determine
the relative powers of each beam, but the accuracy of the result
would be lower than using the converted Σi parameters.
As an example of the two methods, the equivalent power at PDA1
and the beam one component at PD1 propagated to test mass one are
shown in Figure 5.3. These results are taken from the free-running
amplitude noise investigation presented in Section 5.2.
Figure 5.3: The equivalent power at test mass one calculated from the propagation
of the calculated power at PDA1 (red) and from the calculated beam one compo-
nent of the power at PD1 (green). These results are taken from the free-running
amplitude noise investigation presented in Section 5.2
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5.1 Estimation of the beam power on the optical bench
LTPDA methods
Several LTPDA methods have been implemented to facilitate such
analyses:
• To convert the power monitor channels from PDA1 and PDA2
into an equivalent power, as described in Box 5.2, the ‘calibra-
teOMSSingleElementPower’ method was implemented.
• The ‘calibrateOMSQuadPower’ method converts the Σi channel
into an equivalent power at the photodiode, using the method
described in Box 5.1.
• The ‘propagateOMSPower’ method was implemented to prop-
agate the power at the PD1 photodiode to test mass one, and
from test mass one to test mass two, as well as from PDA1 to
the two test masses. This method uses the coeﬃcients deter-
mined by multiplying the reflectivities and transmissivities of
the optical components in each beam path, as described above.
• The PDA1 and PDA2 photodiodes can be propagated forward
to each photodiode, the mean value determined, and the result
visually displayed on a diagram of the optical bench, using the
‘displayOMSBeamPowers’ method, implemented by M. Hewit-
son. An example of the output is shown in Figure 5.4. This
can be used during any in-flight investigation where the power
monitor signals are available to monitor the power on the optical
bench.
5.1.1 In-flight investigation
The in-flight investigation to determine the fraction of the power in
each beam is the only in-flight investigation required to determine
the beam power on the optical bench. A suggested procedure for
performing this investigation is detailed in Figure 5.5. The setup and
telemetry required for this investigation is given in Table 5.4. In order
to provide estimates of the spectral density of the fluctuations down
to 1mHz, each measurement should have a duration of at least 10000 s
[56]. The analysis should be performed as described above, with the
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Figure 5.4: An example of the output from the ‘displayOMSBeamPowers’ method
which shows the powers at the fibre injectors, the test masses, and at each photo-
diode, determined by propagating the power at PDA1 and PDA2.
initial data preparation step described in Figure 5.6.
Investigation Determine power on the optical bench
Telemetry required 128,3 Σ1 LST12408
ΣR LST12409
3,25 Fast power mon. one LLT10052
Fast power mon. two LLT10053
SSC SCT70388
Length ∼6 hours
Table 5.4: An overview of the key information relating to the method for deter-
mining the power on the test masses. For the telemetry names associated with
each parameter refer to Appendix 7.
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5.1 Estimation of the beam power on the optical bench
STOP in acc. mode.
Turn off beam two.
START in acc. mode.
Wait 10000s.
Turn on beam two.
Turn off beam one.
Wait 10000s.
Turn on beam one.
Figure 5.5: The suggested method for determining the relative power in each of
the reference and measurement beams in-flight.
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Are there glitches? Repair.Yes
STOP
No
Figure 5.6: The data preparation method for analysing the relative power in each
of the reference and measurement beams in-flight.
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5.1 Estimation of the beam power on the optical bench
Conversion of Σi to an equivalent power
Under nominal operation the Σi parameter represents the average
total power that is incident on the nominal and redundant photodiodes
in a particular interferometer, i. The data has been processed through
the phasemeter and the DMU, as described in Section 1.4, so the
units of the output are not in Watts, but are dimensionless values,
normalised to the range of the analogue-to-digital convertor in the
phasemeter. In order to convert the Σi value the following procedure
is necessary:
• Convert the normalised value to a voltage:
Vi = Σi ×XADC (5.11)
where XADC is the ADC range. The range of the ADC is 2.5V.





where R is the resistance of the trans-impedance amplifier, here
taken to be 3320Ω.






where h = Planck’s constant, ν is the frequency of the light,
η is the photodiode eﬃciency ≈ 0.8, and q is the charge of an
electron.
Box 5.1: Calculation of the power in front of a quadrant photodiode from the Σi
telemetry parameters.
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Conversion of the power monitor output into an equivalent
power
The output from the two laser power monitors is a current, Ii, in units
of µA, where i =PDA1 or PDA2, for the power in front of PDA1
and PDA2 respectively. This is converted into an equivalent power





where h = Planck’s constant, ν is the frequency of the light, η is the
photodiode eﬃciency ≈ 0.8, and q is the charge of an electron.
Box 5.2: Calculation of the power in front of a single element photodiode from
beam monitor telemetry parameters.
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5.1 Estimation of the beam power on the optical bench
Calculation of the relative beam power with Σ1 and ΣR
Both Σ1 and ΣR contain components from both the measurement
and reference beams (beams 1 and 2 respectively). The power in
each beam depends upon the optical path travelled, defined by the
coeﬃcients of transmission and reflection of each optical component
in that path. The equivalent power, PX1 and PR, calculated from Σ1
and ΣR, as described in Box 5.1, can be defined as follows:
PR = Cref1 P1 + C
ref
2 P2 (5.15)
PX1 = CX11 P1 + C
X1
2 P2 (5.16)
where P1 and P2 are the beam powers at FIOS1 and FIOS2 respec-
tively (see Equations 5.1 and 5.2), and C is the path dependent coeﬃ-
cient. The coeﬃcient subscript shows which beam is being considered,
and the superscript defines the interferometer. For example, Cref1 , is
the coeﬃcient for propagating beam 1 in the reference interferome-
ter. Each coeﬃcient can be calculated by multiplying together the
coeﬃcients of reflection or transmission of the optical components in
the beam path. The beam paths are shown in Figure 1.11, and the
coeﬃcients of reflection and transmission in Table 5.1. The calculated
coeﬃcients are shown in the table below. It should be noted that
these coeﬃcients are the average of the coeﬃcients for the nominal




















Continued on next page
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A similar procedure can be applied when using the values of the power
determined from the Σ12 and ΣF parameters.
Note: This method requires the coeﬃcients of reflection and trans-
mission to be well known. Even small changes in the calculated coef-
ficients result in large discrepancies in the calculated powers.
Box 5.3: Calculating the relative beam proportion of the beam power in the mea-
surement and reference beams using the ΣR and Σ1 telemetry parameters.
5.2 Free-running amplitude noise
The aim of this investigation is to determine the amplitude noise char-
acteristics when both the fast and slow control loops are open. The
investigation yields several results:
• estimation of the free-running RIN;
• contribution of power noise to the diﬀerential test mass displace-
ment:
– coupling of noise at the heterodyne frequency;
– contribution from the radiation pressure noise.
Free-running relative intensity noise
The RIN describes the ratio of the power fluctuations and the mean
power. This can be calculated from the Σi telemetry. Initially the Σi
parameter must be converted to an equivalent power, P i, using the
method described in Box 5.1. The relative intensity noise is then:
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The amplitude spectral density of this value is the measurement of the
amplitude noise. This can be compared to the result of the closed-loop
amplitude noise investigation to determine whether the control loop
is operating as required.
Coupling of noise at the heterodyne frequency
The power that reaches the X12 quadrant photodiodes is processed by
the phasemeter and the DMU to determine the diﬀerential test mass
displacement measurement, x12, as described in Section 1.4. Ampli-
tude noise at frequencies around the heterodyne frequency, fhet, will
couple directly into the measurement.
A broadband coupling coeﬃcient, with units of m/Hz, can be calcu-
lated from the transfer function of the x12 data and the power received
at the quadrant photodiodes, Pi. This power is determined from the
Σi channels, according to the method described in Box 5.1. Although
the Σ12 channel is not downloaded unless requested, the power in
front of the photodiodes in each interferometer are derived from the
same beams, so any of the Σi channels can be used to determine the
coupling.
A projection of the fhet amplitude noise onto the measured diﬀeren-
tial test mass displacement could then be determined by multiplying
the power at the photodiode, Pi, by the coupling coeﬃcient. The
amplitude spectral density of the result, plotted with the amplitude
spectral density of x12, gives the projection.
Contribution of the radiation pressure noise
In order to calculate the contribution of the radiation pressure noise to
the diﬀerential test mass displacement it is first necessary to calculate
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the power at each of the test masses, PTM1 and PTM2. This is achieved
using the methods described in Section 5.1. The amplitude spectral
density of the power at each test mass, ￿PTM1 and ￿PTM2 can be used to
determine the displacement induced at each test mass according to:
￿xlow freq. RINTM1 = ￿PTM12cmπ2f2 (5.21)
￿xlow freq. RINTM2 = ￿PTM12cmπ2f2 (5.22)
where f is the Fourier frequency, and m = 1.96 kg, the mass of the
test mass [56]. The total contribution of the radiation pressure noise
to the diﬀerential test mass displacement, ￿xlow freq. RIN12 , is therefore:
￿xlow freq. RIN12 = ￿xlow freq. RINTM1 + ￿xlow freq. RINTM2 (5.23)
5.2.1 Test campaign results
In the OSTT test campaign, an investigation with the fast amplitude
control loop free-running was only performed during the hot phase.
This section presents the results of that investigation, which provides
the best estimate of the free-running amplitude noise that can be ex-
pected in-flight. Initially, the data was processed as described under
‘Overview of the analysis’. The free-running RIN, the coupling of
noise at the heterodyne frequency, and the contribution of the radi-
ation pressure noise were then analysed as described under the asso-
ciated heading. Specific information relating to the investigation can
be found in Appendix 8, Table 8.19.
Overview of the analysis
1. The data, specified in Table 5.5, was downloaded according to
the times specified in the test campaign report [44].
2. The data was split based on the loop states and feedback to
leave a segment where the fast (and slow) amplitude control
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5.2 Free-running amplitude noise
Parameter Description Frequency ID
[Hz]
SFF Fast frequency loop state 1Hz LST17361
SSF Slow frequency loop state 1Hz LST17364
SOPD OPD loop state 1Hz LST17367
SFP Fast power loop state 1Hz LLT10031
SSP Slow power loop state 1Hz LST17358
yFF Fast frequency feedback 1Hz LST17340
10Hz
ySF Slow frequency feedback 1Hz LST17345
10Hz
yOPD OPD feedback 1Hz LST17350
10Hz
ySP Slow power feedback 1Hz LST17357
10Hz
F 1 Beam one fast power feedback 1Hz LLT10048
F 2 Beam two fast power feedback 1Hz LLT10049
MonFP1 Beam one power monitor (PDA1) 1Hz LLT10052
MonFP2 Beam two power monitor (PDA2) 1Hz LLT10053
Σ1 Power at PD1 10Hz LST12408
ΣR Power at PDR 10Hz LST12409
x12 X12 ifo. output 10Hz LST10130
Table 5.5: The telemetry parameters used in the analyses of the OSTT test cam-
paign free-running amplitude noise investigations.
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loops were open (state = 1), and the other loop states were in
a stable condition for the duration of the measurement.
3. The data was checked for data quality issues and glitches and
repaired accordingly, as detailed in Appendix 9.
4. The power monitor channels from PDA1 and PDA2 were con-
verted to the equivalent power, as described in Box 5.2. Simi-
larly, the Σ1 and ΣR channels were converted to the equivalent
power, as described in Box 5.1.
5. The amplitude spectral densities of the calculated powers, de-
trended with order three, were determined, and the result is
shown in Figure 5.1. Also shown is the coherence between the
PDA1 and PD1 channels. The spectra show the diﬀerence in the
measurement of the amplitude fluctuations by the PDA photo-
diodes compared to the quadrant photodiodes, which were pre-
viously discussed in Section 5.1.
Note: The amplitude spectral densities were calculated with 16
averages, and detrending of order one. The coherence was calcu-
late using ‘lcohere’ and 12 averages. The order three detrending
removes any DC oﬀset, and linear, quadratic, and cubic drifts.
6. It is expected that the Σ1 and ΣR channels should exhibit almost
identical characteristics. In order to check this, the coherence
of the two channels was calculated, using the ‘lcohere’ method
and 12 averages. The result, given in Figure 5.7, shows that the
channels are coherent.
7. The calculated powers at PDA1 and PDA2 were propagated to
the test masses and other photodiodes using the ‘displayOMS-
BeamPowers’ method described in Section 5.1. The output di-
agram of the optical bench with the associated power levels are
shown in Figure 5.8.
The ratios of the power at the photodiodes from each FIOS are
within a few percent of the those determined when the optical
bench was characterised by Institute for Gravitational Research,
(IGR) [22]. It is possible that the diﬀerences may be accounted
for if more accurate values for the coeﬃcients of transmissivity
and reflectivity are used, for example, those in [61].
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Coherence of the power at PD1 and PDR
OSTT
Figure 5.7: The coherence of the power at PD1 and PDR, converted from the Σ1
and ΣR parameters during a free-running amplitude control loop investigation in











Figure 5.8: The power on the optical bench during the hot phase of the OSTT test
campaign free-running amplitude noise investigation. The powers were calculated
using the ‘displayOMSBeamPowers’ method, and are propagated forward from the
power at the PDA1 and PDA2 photodiodes.
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Free-running relative intensity noise
The relative intensity noise was calculated as follows:





2. The amplitude spectral density of the RIN was calculated, the
result, along with the allocation are shown in Figure 5.9.





















Figure 5.9: The amplitude spectral density of the free-running relative intensity
noise, determined from the OSTT test campaign free-running amplitude noise in-
vestigation. Also shown is the allocation for the relative intensity noise in black.
Note: The amplitude spectral density was calculated with 16
averages, and detrending of order one.
Coupling of noise at the heterodyne frequency
The coupling of the noise at the heterodyne frequency was determined
as follows:
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5.2 Free-running amplitude noise
1. The data was detrended with order three to remove any DC
oﬀset, and linear, quadratic and cubic drifts.
2. The transfer function and coherence of the power at PD1 into
the x12 channel was calculated. The results are shown in Figure
5.10.
Note: The transfer function was calculated with 20 averages,
using a Hanning windowing function with a default 50% overlap.
The coherence was calculated with 12 averages and detrending
of order one.
The coherence between the two channels is low, and there are large
errors on the calculated transfer function. These results indicate that
there is a very low degree of coupling from amplitude noise at the
heterodyne frequency into the diﬀerential test mass displacement. It
is therefore not possible to determine a valid coupling coeﬃcient from
this data, and therefore no projection of this noise onto the measured
diﬀerential test mass displacement was made.
Contribution of the radiation pressure noise
1. The fraction of the power in the beam one was determined from








2. The power at PD1 was split into this fraction.
3. The resulting power was propagated to TM1 using the ‘propa-
gateOMSPower’ method described in Section 5.1.
Note: For interest, the beam from PDA1 was also propagated
forward to TM1. The diﬀerence in the calculated power is ap-
proximately 2%. This also highlighted the diﬀerence in the time
dependance of the power, as any diﬀerences in the two beams
281
“main” — 2015/3/10 — 11:09 — page 282 — #282























































Figure 5.10: The transfer function and coherence of the power at PD1, calculated
from the Σ1 channel, with the diﬀerential test mass displacement measurement,
x12. This result is from the free-running amplitude noise investigation in the hot
phase of the OSTT test campaign.
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5.2 Free-running amplitude noise
that interfere to produce the measured power at PD1 cannot be
determined by this method.
4. The total force that would have impinged on both of the test







where the 3/2 is assuming that the power at TM2 is half the
power at TM1. The amplitude spectral density of the force is
shown in Figure 5.11.




















Figure 5.11: The amplitude spectral density of the force which would have re-
sulted from radiation pressure noise during the OSTT test campaign free-running
amplitude noise investigation.
Note: The amplitude spectral density was calculated with 16
averages and detrending of order one.




The result is shown in Figure 5.12.
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Calculated differential displacement due to radiation pressure noise
Allocation
OSTT
Figure 5.12: The amplitude spectral density of the displacement which would have
resulted from radiation pressure noise during the OSTT test campaign free-running
amplitude noise investigation. The allocation for the displacement due to radiation
pressure noise is shown in black.
The results are only valid when assuming a test mass that is not
spring-coupled to the satellite. In reality, the spring-coupling




where PTM1(f) is the spectrum of the power at test mass one,
ω = 2πf (where f is the Fourier frequency), and ω2stiﬀ is the
stiﬀness (spring-coupling).
A plot of the amplitude spectral density of the x12 channel,
alongside the estimated displacement due to the radiation pres-
sure noise, is shown in Figure 5.13. It should be remembered
that there were no drag-free test masses during the time at which
the x12 measurement was made, and as such, the radiation pres-
sure noise displacement shown is not a projection.
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Figure 5.13: The amplitude spectral density of the displacement which would have
resulted from radiation pressure noise during the OSTT test campaign free-running
amplitude noise investigation is shown in red, alongside the measured diﬀerential
test mass displacement, shown in green. It should be noted, that the radiation
pressure noise did not influence the measurement of the diﬀerential test mass dis-
placement shown here, as the test masses were not drag-free. The allocation for
the displacement due to radiation pressure noise is shown in black.
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5.2.2 In-flight investigation
The setup required for the investigation is given in Table 5.6, along
with the telemetry required for the analysis. The data should be
prepared as detailed in Figure 5.6, and analysed according to the
method shown in Figure 5.14.
Investigation Free-running amplitude noise
OMS state TMs drag-free
Loop states SF Nominal
FF Nominal
OPD Nominal
SP Fixed output y, feedback = 0V
FP Open












Fast power mon. one LLT10052
Fast power mon. two LLT10053
SSC SCT70388
Length 10 hours
Table 5.6: An overview of the key information relating to the investigation for
measuring the free-running amplitude noise. For the telemetry names associated
with each parameter refer to Appendix 7.
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5.2 Free-running amplitude noise
START
Data preparation.
Convert Sigma1 & Sigma2 
& Power monitors 1 & 2 to 
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Figure 5.14: The analysis procedure for the in-flight free-running or closed loop
amplitude noise investigations.
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5.3 Closed-loop amplitude noise
The closed-loop amplitude noise investigation is not a stand-alone
investigation, but is a sub-analysis of the results of an LPF science
run. This is the same science run described for both the closed-loop
frequency and OPD noise investigations, explained in Sections 3.3 and
4.3.
5.3.1 Test campaign results
In this section, the analysis of the results of an OSTT performance
measurement, with focus on the amplitude control loop are presented.
In this investigation all of the control loops operating under closed-
loop conditions, with the exception of the slow amplitude control loop.
The selected investigation was also analysed during the closed-loop
frequency and OPD noise investigations, it was selected as it demon-
strated the lowest measurement of the diﬀerential test mass displace-
ment.
No in-flight investigation procedure is presented, as this is well defined
in the experimental master plan. The analysis should be performed
as for the free-running amplitude noise investigation.
The analysis of the closed-loop amplitude noise investigation is per-
formed in the same manner as for the free-running amplitude noise
investigation, presented in Section 5.2. The telemetry used in the
analysis is shown in Table 5.7. The equivalent names used in the
LTPDA repository can be found in Appendix 7.
The information relating to the date and times of the investigation
can be found in Appendix 8, Table 8.201. The initial analysis prepa-
ration of the data is described under ‘Overview of the analysis’. The
sub-analyses, to determine the closed-loop RIN and the estimation
of the radiation pressure noise that would be present during such an
investigation in-flight, were performed following exactly the same pro-
cedure as in the free-running investigation. For specific details of these
sub-analyses, Section 5.2 should be consulted.
1Unlike the same measurement for the frequency and OPD closed-loop noise, the
amplitude noise investigation analysis information is presented separately. This
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5.3 Closed-loop amplitude noise
Parameter Description Frequency ID
[Hz]
SFF Fast frequency loop state 1Hz LST17361
SSF Slow frequency loop state 1Hz LST17364
SOPD OPD loop state 1Hz LST17367
SFP Fast power loop state 1Hz LLT10031
SSP Slow power loop state 1Hz LST17358
yFF Fast frequency feedback 1Hz LST17340
10Hz
ySF Slow frequency feedback 1Hz LST17345
10Hz
yOPD OPD feedback 1Hz LST17350
10Hz
ySP Slow power feedback 1Hz LST17357
10Hz
F 1 Beam one fast power feedback 1Hz LLT10048
F 2 Beam two fast power feedback 1Hz LLT10049
MonFP1 Beam one power monitor (PDA1) 1Hz LLT10052
MonFP2 Beam two power monitor (PDA2) 1Hz LLT10053
Σ1 Power at PD1 10Hz LST12408
ΣR Power at PDR 10Hz LST12409
x12 X12 ifo. output 10Hz LST10130
Table 5.7: The telemetry parameters used in the analysis of the OSTT test cam-
paign free-running amplitude noise investigations.
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Overview of the analysis
1. The data, specified in Table 5.7, was downloaded according to
the times specified in the test campaign report [44].
2. The data was split based on the loop states and feedback to
leave a segment where the fast amplitude control loop was closed
(state = 1), and the other loop states in a stable condition for
the duration of the measurement. In this investigation, all of the
control loops, with the exception of the slow amplitude control
loop, were in the nominal state.
3. The data was checked for data quality issues and glitches and
repaired accordingly, as detailed in Appendix 9.
4. The power monitor channels from PDA1 and PDA2 were con-
verted into an equivalent power in front of the photodiodes,
PDA1 and PDA2, as described in Box 5.2. Similarly, Σ1 and
ΣR channels were converted into an equivalent power in front of
PD1 and PDR, as described in Box 5.1.
5. For comparison with the free-running amplitude noise investiga-
tion, the amplitude spectral densities of the PDA1, PDA2, PD1
and PDR powers were calculated, in addition to the coherence
of the PDA1 and PD1 channels. The results are shown in Figure
5.15, along with the results from the free-running investigation.
Note: The amplitude spectral densities were calculated with 16
averages, and detrending of order one. The coherence was calcu-
late using ‘lcohere’ and 12 averages. The order three detrending
removes any DC oﬀset, and linear, quadratic, and cubic drifts.
As for the free-running analysis, the coherence of the PDA1 and
PD1 channels is low, apart from at low frequencies. Again, the
sensing noise (including digitisation noise) and low resolution of
the single-element photodiodes limits their use for measuring the
amplitude noise fluctuations. This explains the diﬀerence in the
amplitude spectral densities of the single-element photodiodes
and quadrant photodiodes shown in Figure 5.15.
is because the split times required to remove any glitches are diﬀerent in this
investigation, as the data comes from a diﬀerent packet.
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Coherence of the power at PD1 and PDA1
OSTT
Figure 5.15: The amplitude spectral densities of the power calculated at PDA1
(blue), PDA2 (gray), PD1 (green), and PDR (yellow), along with the coherence
of the PDA1 and PD1 powers (black). The results with solid lines are taken from
the closed-loop amplitude noise investigation, and the dashed lines from the free-
running amplitude noise investigation, both in the OSTT test campaign. The
diﬀerence between the results from the single-element photodiodes and the quad-
rant photodiodes is the low resolution and sensing noise that is inherent in the
readout of the single-element photodiode signals.
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6. The coherence of the Σ1 and ΣR channels were checked, the
result is shown in Figure 5.16.





















Closed-loop: PD1 and PDR coherence
Free-running: PD1 and PDR coherence
OSTT
Figure 5.16: The coherence of the powers at PD1 and PDR as measured during
the closed-loop amplitude measurement in the OSTT test campaign.
Note: The coherence was calculated using the ‘lcohere’ method
and 12 averages.
The coherence of the channels is low, indicating that the co-
herent noise in the beams which was shown in the free-running
amplitude noise investigation is well suppressed.
7. The calculated powers at PDA1 and PDA2 were propagated to
the test masses and other photodiodes using the ‘displayOMS-
BeamPowers’ method described in Section 5.1. The output di-
agram of the optical bench with the associated power levels are
shown in Figure 5.17.
Closed-loop relative intensity noise
The closed-loop relative intensity noise, calculated according to the
method described in Section 5.2, is shown in Figure 5.18. The result
determined in the free-running amplitude measurement is also shown
for comparison. The results show that the RIN has been suppressed
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Figure 5.17: The power on the optical bench during the OSTT test campaign
closed-loop amplitude noise investigation. The powers were calculated using the
‘displayOMSBeamPowers’ method, and are propagated forward from the power at
the PDA1 and PDA2 photodiodes.
to below the requirement, by a factor of ∼ 55, across all frequencies.
Contribution of the radiation pressure noise
The power at TM1 from the power of beam one at PD1 (50% of the
total power) propagated to TM1 was determined, and compared to
the equivalent power propagated forward from PD1A. The diﬀerence
in the measured DC power level is ∼ 1%. The total force noise, from
the power incident on both TM1 and TM2, calculated using the power
in beam one at PD1, is shown in Figure 5.19. The equivalent diﬀeren-
tial test mass displacement that would be induced by this force, if the
test masses were free-floating, and not taking into account any spring
coupling, are shown in figure 5.20. For comparison, the amplitude
spectral density of the x12 channel during this measurement is shown
with the predicted displacement from radiation pressure noise in Fig-
ure 5.21. The radiation pressure noise may have caused the diﬀerential
test mass displacement measurement to go above the requirement, but
only at low frequencies.
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Figure 5.18: A comparison of the amplitude spectral density of the RIN during a
closed-loop amplitude loop measurement (red), and an open-loop amplitude mea-
surement (grey), along with the allocation (black).




















Closed-loop total force noise
Open-loop total force noise
OSTT
Figure 5.19: The force noise due to the power incident on both test masses during a
closed-loop amplitude control loop investigation. The power was propagated from
the fraction of the power in beam one at PD1. The result from the free-running
amplitude noise measurement is also shown in grey as a reference.
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Closed-loop calculated differential test mass displacement 
Allocation
Open-loop calculated differential test mass displacement
OSTT
Figure 5.20: The estimated displacement noise that would have contributed to
the diﬀerential test mass displacement measurement if the test masses were drag
free. This result was determined from the OSTT test campaign investigation. The
free-running estimate is also shown in grey.


























Figure 5.21: The estimated displacement noise that would have contributed to
the diﬀerential test mass displacement measurement if the test masses were drag
free. This result was determined from the OSTT test campaign investigation. The
amplitude spectral density of the measured diﬀerential test mass displacement
during the investigation is also plotted.
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5 Amplitude noise characterisation
5.4 Contribution of the radiation pressure noise
to the diﬀerential test mass displacement
The radiation pressure noise contribution to the OMS diﬀerential test
mass displacement noise is described in detail in Section 2.2.3. The
radiation pressure noise can be determined in two ways. Firstly, by
estimating the power fluctuations at the test mass using the available
telemetry during a free-running or closed-loop noise measurement, as
described in Section 5.2. Secondly, by a specific investigation whereby
the laser power is modulated to induce a modulating force at the test
mass. This section describes this investigation, and is an extension of
the method described in [56].
The magnitude of the radiation pressure noise depends upon the fluc-
tuating power incident on the test mass. In a free-running or closed-
loop amplitude noise investigation the coupling of the radiation pres-
sure noise into the diﬀerential displacement measurement is diﬃcult
to determine. This is because the magnitude of the induced displace-
ment is low relative to other sources of displacement noise. In order to
more accurately determine the coupling the laser power can be modu-
lated by injecting a modulation signal, of ∼10mHz with an amplitude
of ∼100µW1 for example, into the δxSP slow power control loop in-
put. This induces a larger force noise on the test mass, and therefore
results in a larger signal in the x12 diﬀerential test mass displacement
measurement.
The investigation procedure and analysis are described in [56], but
the procedures for converting the Σi channels into equivalent pow-
ers should be taken into account. The procedure for performing the
inital measurement of the amplitude fluctuations in each beam is as
described in Section 5.1, but with the appropriate fast power loop
operating. The force noise can be calculated in the same way as de-
scribed in Section 5.2, but taking into account the noise suppression
function of the loops (see Box 2.5).
1This is the power required at the test mass, this needs to be converted to an
equivalent value at the δxSP input.
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6.1 Summary of proposed investigations
A number of investigations and analyses have been proposed in this
document. They enable the frequency, OPD, and amplitude noise
contributions to the diﬀerential test mass displacement measurement,
under both free-running and closed-loop conditions, to be determined.
In addition, they allow the characterisation of other optical metrology
systems characteristics, including the response of the control loops, to
be evaluated in-flight.
Ideally, all of these experiments would be performed at some stage
of the mission. However, the limited mission duration imposes re-
strictions of the number of investigations that can be performed. The
overall goal is the measurement of the residual acceleration of the
drag-free test mass, which means that the science runs are prioritised.
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As such, the investigations presented have been categorised to define
conditions in which they could, or should, be performed. In some cases
only specific parts of an investigation are required. These categories
are:
• Routine monitoring: These investigations should be performed
regularly to monitor key system characteristics. They include
investigations that can be performed as part of the weekly sta-
tion keeping when the satellite is not operating in science mode,
as well as analysis of data that is available as part of the stan-
dard 128,3 or housekeeping packets.
• Diagnostics: These investigations should be performed in the
case that an unexpected result is observed, e.g., if the measured
diﬀerential displacement is higher than expected, in order to
determine the cause and mitigate appropriately.
• Noise contributions: These investigations allow the noise level
of the frequency, OPD, and amplitude to be determined via ded-
icated experiments. Additionally, the coupling of the noise into
the diﬀerential test mass displacement can be calculated.
6.1.1 Routine monitoring
There are two types of routine monitoring considered here:
1. Evaluation of OMS characteristics using parameters avail-
able during science runs:
• The power on the optical bench can be estimated when-
ever there are power monitor or Σi parameters available,
as shown in Section 5.1. This would allow unexpected be-
haviour of the laser power to be identified.
• The combination of the available power monitors and Σi
channels allow the power at various points on the optical
bench to be compared with some degree of accuracy. This
would allow the identification of an issue with a particular
set of photodiodes. For example, if the power monitors
indicated that a certain power should be incident at PD1,
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but the value measured by PD1 was very diﬀerent.
• Similar to the previous point, the combination of the pow-
ers known from several Σi parameters may allow some ana-
lytical evaluation of the degradation of the optical surfaces.
This may allow changes in the reflectivity of the test mass
to be inferred.
2. Investigations that could be performed without drag-
free test masses during weekly station keeping:
• The free-running frequency and OPD noise investigations
could be performed if a long enough timespan was available.
• The frequency and OPD loop characterisation investiga-
tions could be performed, but without the ability to deter-
mine a coupling coeﬃcient for the noise into the diﬀerential
test mass displacement.
• The relative power, and power fluctuations, in each of the
beams could be evaluated, using the procedure defined in
Section 5.1.
6.1.2 Diagnostics
If the noise levels in the x12 channel are higher than the requirement
then the noise source needs to be identified and, where possible, the
noise suppressed. Considering the case where unexpected noise levels
has been observed, the following procedure for the identification and
mitigation procedure is suggested:
1. Perform a free-running investigation with the frequency, OPD,
and amplitude control loops open. Determine the free-running
frequency noise, OPD noise, an estimate of the radiation pres-
sure noise, and the coupling of the amplitude noise at fhet. These
analyses are described in Sections 3.1, 4.1, and 5.2.
2. These results can be compared to the results expected from the
ground-based test campaigns.
299
“main” — 2015/3/10 — 11:09 — page 300 — #300
6 Conclusions and outlook
3. If a particular noise level is significantly higher than measured or
estimated on ground, then a control loop characterisation inves-
tigation, with the test masses drag free, should be performed.
The coupling of the noise into the x12 channel should also be
determined.
4. For the frequency and OPD loops: If the calculated open-loop
gain of the control loop is not suﬃcient to suppress the noise
to the required level, then the a and b coeﬃcients of the digital
control law should be redefined. In the case of the OPD loop,
the actuator response should be checked to ensure that they are
both operating as expected. If one is not, then the full feedback
signal should be reassigned to the other actuator.
5. If it is not clear which noise source is causing the problem,
then loop characterisation investigations should be performed
for both the frequency and OPD control loops, and a noise cou-
pling with injected modulations should be performed for the
radiation pressure noise coupling.
6.1.3 Noise contributions
Frequency noise
• Free-running frequency noise1, 10 hours: This investiga-
tion is described in Section 3.1.
– If the test masses are fixed then only the free-running fre-
quency noise can be determined.
– If the test masses are drag-free (science mode 1.2), then a
low accuracy estimate of the coupling between frequency
noise and diﬀerential test mass displacement can be deter-
mined.
• Coupling into x12, ∼2 hours: As described in Section 3.2.
This would require the test masses to be drag-free (science mode
1.2).
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Note: A rough estimate of a coupling coeﬃcient could also be
determined from the free-running frequency noise investigation,
although the result would be significantly less accurate.
Optical pathlength diﬀerence noise
• Free-running OPD noise1, 10 hours: As described in Sec-
tion 4.1.
– If the test masses are fixed then only the optical pathlength
noise can be determined.
– If the test masses are drag-free then a low accuracy estimate
of a coupling coeﬃcient for OPD noise into diﬀerential test
mass displacement could be determined.
• Coupling into x12, ∼2 hours: As described in Section 4.2.
This investigation requires drag-free test masses.
Note: A rough estimate of a coupling coeﬃcient could also
be determined from the free-running OPD noise investigation,
although the result would be significantly less accurate.
Amplitude noise
• Free-running amplitude noise1, 10 hours: As described in
Section 5.2.
– If the test masses are fixed then only the free-running RIN
can be calculated. The contribution due to the radiation
pressure noise could be estimated, as the power on the pho-
todiodes is available whenever the interferometers are op-
erating.
– If the test masses are drag-free then the coupling of the
amplitude noise at the heterodyne frequency into the dif-
ferential test mass displacement could be estimated.
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• Coupling of radiation pressure noise, ∼3 hours: As de-
scribed in Section 5.4.
6.2 Outlook
The analysis of the investigations performed on the flight hardware
during the ground-based test campaigns provides the best available
estimate of the noise levels that can be expected in-flight. To sum-
marise:
• The magnitude of the free-running frequency noise of the laser
determined from the OSTT test campaign did not meet the allo-
cated noise level, however, the coupling into the diﬀerential test
mass displacement was negligible. As such, the measurement of
the diﬀerential test mass displacement was not limited by fre-
quency even without suppression. Where the frequency noise
was suppressed, the expected noise behaviour based on the ex-
pected loop response (based on the FM loop) was shown. The
suppressed noise was significantly below the required noise level,
and was far from limiting the diﬀerential test mass displacement
measurement.
• The free-running OPD noise determined from the OSTT results
was very close to meeting the required level. The coupling of
OPD noise into diﬀerential test mass displacement was zero,
and the diﬀerential test mass displacement measurement almost
met the required level without OPD suppression. The closed-
loop measurement showed that the OPD could be brought below
the required level, and was far from limiting the diﬀerential test
mass displacement measurement.
• The amplitude noise investigations from the OSTT test cam-
paign demonstrated that there was eﬀectively no coupling of
noise at the heterodyne frequency, even with the amplitude noise
free-running. The estimated contribution of the free-running ra-
diation pressure noise may be significant during flight according
1The free-running frequency, OPD, and amplitude noise investigations could be
performed concurrently.
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to the OSTT data. With stabilisation, the estimated contribu-
tion would be below the allocation, and not limiting.
These results demonstrate that the levels of the frequency, OPD, and
amplitude noise are low, and can be suitably suppressed, and as such
are not expected to be limiting noise sources in-flight, unless the in-
flight noise is higher than expected. The result is that the measure-
ment of the required diﬀerential test mass displacement is expected
to be achievable in-flight, but it is not clear what noise sources limit
the measurement.
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This appendix contains the telemetry names used in the test campaign
repositories and in-flight. Where spaces are left, the name was not
found.
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Main interferometer outputs
Thesis Units Freq. Campaign Name
[Hz]
x12 [m] 10 EM DMU X12 FILT
FM DMU X12 FILT
OSTT DMU X12 FILT
Flight DMU X12 FILT
LST10130
x1 [m] 10 EM DMU X1 FILT
FM DMU X1 FILT
OSTT DMU X1 FILT
Flight DMU X1 FILT
LST10119
ΨF [rad] 10 EM DMU PSI F FILT
FM DMU PSI F FILT
OSTT DMU PSI F FILT
Flight DMU PSI F FILT
LST12406
ΨR [rad] 10 EM DMU PSI R FILT
FM DMU PSI R FILT
OSTT DMU PSI R FILT
Flight DMU PSI R FILT
LST12407
Table 7.1: Labelling conventions for the main interferometer outputs.
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Main interferometer outputs: 100Hz
Thesis Units Freq. Campaign Name
[Hz]
x12 [m] 100 EM
FM
OSTT
Flight LONG PHASE 12
LST15644
x1 [m] 100 EM
FM
OSTT
Flight LONG PHASE 1
LST15643
ΨF [rad] 100 EM
FM
OSTT
Flight LONG PHASE F32
LST18645
ΨR [rad] 100 EM
FM
OSTT
Flight LONG PHASE R32
LST18646
Table 7.2: Naming convention for the main interferometer output channels from
the IDL.
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DWS test mass angles
Thesis Units Freq. Campaign Name
[Hz]
φ1 [rad] 10 EM DMU DWS PHI 1 FILT
FM DMU DWS PHI 1 FILT
OSTT DMU DWS PHI 1 FILT
Flight DMU DWS PHI 1 FILT
LST10135
η1 [rad] 10 EM DMU DWS ETA 1 FILT
FM DMU DWS ETA 1 FILT
OSTT DMU DWS ETA 1 FILT
Flight DMU DWS ETA 1 FILT
LST10136
φ2 [rad] 10 EM DMU DWS PHI 2 FILT
FM DMU DWS PHI 2 FILT
OSTT DMU DWS PHI 2 FILT
Flight DMU DWS PHI 2 FILT
LST10137
η2 [rad] 10 EM DMU DWS ETA 2 FILT
FM DMU DWS ETA 2 FILT
OSTT DMU DWS ETA 2 FILT
Flight DMU DWS ETA 2 FILT
LST10138
Table 7.3: Labelling conventions for the DWS test mass angular outputs.
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Fast frequency loop parameters: 10Hz
Thesis Units Freq. Campaign Name
[Hz]
S [] 1 EM FAST LOOP STATE
FM FAST FreqLoopSTATE 1HZ
OSTT FAST FreqLoopSTATE 1HZ
Flight FAST FreqLoopSTATE 1HZ
LST17361
δx [rad] 10 EM FAST LOOP VAR SETPOINT









￿ [rad] 10 EM FAST LOOP CTRL ERROR
FM FAST LOOP CTRL ERROR
OSTT FAST FreqLoopCtrlErr
Flight FAST FreqLoopCTRL ERR
LST17339
y [V] 10 EM FAST LOOP CTRL OUT
FM FAST LOOP CTRL OUT
OSTT FAST FreqLoopCtrlOUT
Flight FAST FreqLoopCTRL OUT
LST17340
Table 7.4: Naming convention for the 10Hz fast frequency control loop parameters.
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Fast frequency loop parameters: 100Hz
Thesis Units Freq. Campaign Name
[Hz]
δx [rad] 100 EM
FM
OSTT FAST LOOP VAR SETPOINT32
Flight FAST FreqLoopVarSetpnt32
LST18338





￿ [rad] 100 EM
FM
OSTT
Flight FAST FreqLoopCTRL ERR32
LST18339
y [V] 100 EM
FM
OSTT
Flight FAST FreqLoopCTRL OUT32
LST18340
Table 7.5: Fast frequency control loop IDL parameters.
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Slow frequency loop parameters: 10Hz
Thesis Units Freq. Campaign Name
[Hz]
SSF [] 1 EM SLOW LOOP STATE
FM SLOW FreqLoopSTATE 1HZ
OSTT SLOW FreqLoopSTATE 1HZ
Flight SLOW FreqLoopSTATE 1HZ
LST17364
δx [V] 10 EM SLOW LOOP VAR SETPOINT









￿ [V] 10 EM SLOW LOOP CTRL ERROR




y [V] 10 EM SLOW LOOP CTRLL OUTPUT




Table 7.6: Naming convention for the 10Hz slow frequency control loop parameters.
311
“main” — 2015/3/10 — 11:09 — page 312 — #312
7 Appendix: Parameter naming conventions
Slow frequency loop parameters: 100Hz
Thesis Units Freq. Campaign Name
[Hz]




















Table 7.7: Naming convention for the slow frequency control loop IDL parameters.
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OPD loop parameters: 10Hz
Thesis Units Freq. Campaign Name
[Hz]
S [] 1 EM OPD LOOP STATE 1HZ
FM OPD LOOP STATE 1HZ
OSTT OPD LOOP STATE 1HZ
Flight OPD LOOP STATE 1HZ
LST17367
δx [rad] 10 EM OPD LOOP VAR SETPOINT
FM OPD LOOP VAR SETPOINT
OSTT
Flight OPD LOOP VAR SETPOINT
LST17348
∆x [rad] 10 EM
FM
OSTT
Flight OPD LOOP OFFSET
LST17347
￿ [rad] 10 EM OPD LOOP CONTROL ERROR
FM OPD LOOP CONTROL ERROR
OSTT OPD LOOP CONTROL ERROR
Flight OPD LOOP CONTROL ERROR
LST17349
y [V] 10 EM OPD LOOP CTRL OUTPUT
FM OPD LOOP CONTRL OUTPUT
OSTT OPD LOOP CTRL OUTPUT
Flight OPD LOOP CONTRL OUTPUT
LST17350
Table 7.8: Naming convention for the 10Hz OPD control loop parameters.
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OPD loop parameters: 100Hz
Thesis Units Freq. Campaign Name
[Hz]
δx [rad] 100 EM
FM
OSTT
Flight OPD LOOP VAR SETPOINT32
LST18348
∆x [rad] 100 EM
FM
OSTT
Flight OPD LOOP OFFSET32
LST18347
￿ [rad] 100 EM
FM
OSTT
Flight OPD LOOP CONTROL ERROR32
LST18349
y [V] 100 EM
FM
OSTT
Flight OPD LOOP CONTRL OUTPUT32
LST18350
Table 7.9: Naming convention for the OPD control loop IDL parameters.
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Slow power loop parameters: 10Hz
Thesis Units Freq. Campaign Name
[Hz]
S [] 1 EM SLOW PLOOP STATE 1HZ
FM AMPL CtrlLoop STATE
OSTT
Flight AMPL CtrlLoop STATE
LST17358





∆x [] 10 EM
FM
OSTT
Flight AMPL CtrlLoop OFFSET
LST17354
￿ [V] 10 EM SLOW PLOOP CTRL ERR
FM AMPL CtrlLoopCtrlERR
OSTT
Flight AMPL CtrlLoopCTRL ERR
LST17356
y [V] 10 EM SLOW PLOOP CTRL OUT
FM AMPL CtrlLoopCtrlOUT 1HZ
OSTT
Flight AMPL CtrlLoopCTRL OUT
LST17357
Table 7.10: Naming convention for the 10Hz slow power control loop parameters.
The units for δx and ∆x are not specified in the mission database.
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Fast power loop parameters
Thesis Units Freq. Campaign Name
[Hz]
sFP [] 1 EM
FM
OSTT LM SUM DIFF LOOP STAT
Flight LLT10031
MonFP1 [µA] 1 EM
FM
OSTT LM Pwr MONITOR 1
Flight LLT10052
MonFP2 [µA] 1 EM
FM
OSTT LM Pwr MONITOR 2
Flight LLT10053
￿FP1 [V] 1 EM
FM
OSTT LM Pwr STAB Err1
Flight LLT10046
￿FP2 [V] 1 EM
FM
OSTT LM Pwr STAB Err2
Flight LLT10047
F 1 [V] 1 EM
FM
OSTT LM FEEDBACK Sig 1
Flight LLT10048
F 2 [V] 1 EM
FM
OSTT LM FEEDBACK Sig 2
Flight LLT10049
Table 7.11: Naming convention for the fast power control loop parameters.
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Fast power loop parameters
Thesis Units Freq. Campaign Name
[Hz]
RF MonFP1 [V] 1 EM
FM
OSTT LM RF AMPLITUDE 1
Flight LLT10050
RF MonFP2 [V] 1 EM
FM
OSTT LM RF AMPLITUDE 2
Flight LLT10051
Table 7.12: Naming convention for the fast power control loop parameters, con-
tinued.
Σi: 10Hz
Thesis Units Freq. Campaign Name
[Hz]
Σ1 [] 10 EM
FM
OSTT DMU SIGMA 1 FILT
Flight LST12408
ΣR [] 10 EM
FM
OSTT DMU SIGMA R FILT
Flight LST12409
Table 7.13: Naming convention for the Σ1 and ΣR parameters. It should be noted
that in the mission database these parameters have units of radians, it is believed
that they are dimensionless.
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Source sequence counter: 10Hz
Thesis Units Freq. Campaign Name
[Hz]





Table 7.14: Naming convention for the SSC parameters.
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8.1 Frequency noise characterisation . . . . . . . . 320
8.1.1 Free-running frequency noise . . . . . . . . . . 320
8.1.2 Control loop characterisation . . . . . . . . . . 327
8.2 Optical pathlength diﬀerence noise character-
isation . . . . . . . . . . . . . . . . . . . . . . . . 336
8.2.1 Free-running optical pathlength diﬀerence noise 336
8.2.2 Control loop characterisation . . . . . . . . . . 343
8.3 Performance measurements . . . . . . . . . . . 347
8.4 Amplitude noise characterisation . . . . . . . . 352
8.4.1 Free-running amplitude noise . . . . . . . . . . 352
8.4.2 Closed-loop amplitude noise . . . . . . . . . . . 354
This appendix contains information relating to the analyses of the EM,
FM, and OSTT test campaign investigations presented in Chapters 3,
4, and 5. Also shown are the original and detrended timeseries plots
of the telemetry parameters used in some analyses. These plots can
be compared to the equivalent plots from the in-flight investigations,
as a quick check that the behaviour of each parameter is as expected.
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8.1 Frequency noise characterisation
8.1.1 Free-running frequency noise
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8.1 Frequency noise characterisation








































Figure 8.2: The original and detrended timeseries of the ΨF and x12 data used
in the analysis of the EM free-running frequency noise investigation. The EM
campaign data was analysed in two segments, due to a glitch in the middle of the
investigation. The above plots show the timeseries from the first segment.
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8.1 Frequency noise characterisation






































Figure 8.3: The timeseries’ of the original and detrended ΨF and x12 data used in
the analysis of the FM free-running frequency noise investigation.
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8.1 Frequency noise characterisation





































Figure 8.4: The timeseries of the split and repaired ΨF and x12 data used in the
analysis of the OSTT free-running frequency noise investigation.
8.1.2 Control loop characterisation
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Segment Start time End time Frequency
[s] [s] [Hz]
10Hz data 1 4637.90 4690.00 1.1
4 4778.60 4819.80 0.6594
6 4965.79 5016.80 0.3963
8 5093.00 5128.00 0.237
9 5167.70 5218.49 0.1421
10 5266.99 5342.30 0.0852
11 5404.90 5478.40 0.0511
12 5501.60 5600.00 0.0306
13 5629.99 5789.80 0.0184
14 5819.10 6100.00 0.011
100Hz 1 724.70 736.59 19.7686685
2 928.70 940.59 16.7486
3 1118.70 1130.54 14.1899
4 1299.95 1310.95 12.0221
5 1468.05 1479.87 10.1855
6 1660.72 1672.66 8.6295
7 1846.69 1860.51 7.3111
8 2055.97 2068.56 6.1942
9 2240.80 2254.71 5.2479
10 2437.96 2449.77 4.4462
11 2701.96 2713.78 3.767
12 2891.97 2904.82 3.1915
13 3120.96 3132.62 2.7039
14 3312.03 3329.72 2.2908
15 3578.15 3595.93 1.9407
16 3853.99 3871.88 1.6444
17 4124.80 4141.59 1.3931
18 4400.80 4417.43 1.1803
Table 8.5: Split times and modulation frequencies for the EM fast and slow fre-
quency loop OLTF experiment [32].
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8.1 Frequency noise characterisation



































































Figure 8.6: The timeseries of the fast frequency error and feedback signals used
in the fast frequency controller calibration analysis using EM test campaign data.
The original data is shown in black, and the detrended data in red.
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Figure 8.7: The timeseries of the slow frequency error and feedback signals used
in the slow frequency controller calibration analysis using EM test campaign data.
The original data is shown in black, and the detrended data in red.
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8.1 Frequency noise characterisation









































































Figure 8.8: The original and detrended timeseries of the EM test campaign ΨF
channels, and the frequency fluctuations calculated from the ΨF data.
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Figure 8.9: The original and detrended timeseries of the x12 channel from the EM
test campaign OLTF investigation.
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Segment Start time End time Frequency
[s] [s] [Hz]
10Hz data 1 4046.30 4088.21 1.1
2 4330.31 4416.30 0.6594
3 4481.20 4570.73 0.3943
4 4596.80 4661.50 0.237
5 4675.40 4750.00 0.1421
6 4768.00 4907.80 0.0852
7 4938.00 5047.00 0.0511
8 5187.00 5334.00 0.0306
9 5385.00 5614.20 0.0184
10 5680.90 5930.00 0.011
100Hz 1 231.00 246.86 23.3333
2 522.20 535.30 19.7687
3 730.21 744.03 14.1899
4 916.30 934.14 12.0221
5 1219.00 1236.89 8.6295
6 1453.00 1467.64 7.3111
7 1673.01 1688.89 6.1942
8 1919.09 1934.71 5.2479
9 2139.00 2154.73 4.4461
10 2375.01 2390.13 3.767
11 2800.20 2815.31 2.7039
12 3015.00 3032.88 2.2908
13 3281.01 3296.08 1.6444
14 3502.20 3520.14 1.3931
15 3840.20 3858.14 1.1803
16 4114.21 4132.04 1.1
Table 8.7: Split times and modulation frequencies for the FM fast and slow fre-
quency loop OLTF experiment [43].
8.2 Optical pathlength diﬀerence noise
characterisation
8.2.1 Free-running optical pathlength diﬀerence noise
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8.2 Optical pathlength diﬀerence noise characterisation




































































Figure 8.10: The timeseries of the fast frequency error and feedback signals used
in the fast frequency controller calibration analysis using FM test campaign data.
The original data is shown in black, and the detrended data in red.
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Figure 8.11: The timeseries of the slow frequency error signal and feedback signals
used in the slow frequency controller calibration analysis using FM test campaign
data. The original data is shown in black, and the detrended data in red.
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8.2 Optical pathlength diﬀerence noise characterisation



































































Figure 8.12: The original and detrended timeseries of the FM test campaign ΨF
channels, and the frequency fluctuations calculated from the ΨF data.
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8.2 Optical pathlength diﬀerence noise characterisation
8.2.2 Control loop characterisation
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8.2 Optical pathlength diﬀerence noise characterisation
Segment Start time End time Frequency
[s] [s] [Hz]
10Hz data 1 6445.80 6505.50 0.39532
2 6527.20 6590.80 0.23699
3 6612.41 6671.31 0.14207
4 6688.41 6742.31 0.08517
5 6763.20 6842.20 0.05106
6 6868.40 6958.30 0.030608
7 6973.30 7070.61 0.01835
8 7101.30 7235.11 0.011
100Hz 1 3658.53 3668.46 6.1942393253178
2 3835.31 3845.19 5.24792301154682
3 4072.50 4086.31 4.44619708571573
4 4295.31 4305.16 3.76695094069231
5 4492.54 4503.60 3.19147332338697
6 4702.53 4715.23 2.70391150143802
7 4921.41 4933.31 2.2908345666038
8 5164.60 5176.50 1.94086345235627
9 5377.42 5389.28 1.644357473738
10 5591.41 5604.11 1.39314875456868
11 5831.40 5843.29 1.18031722624415
12 6049.42 6062.13 1.1
13 6324.61 6334.56 0.659432
Table 8.12: Split times and modulation frequencies for the EM OPD OLTF exper-
iment [32].
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Segment Start time End time Frequency
[s] [s] [Hz]
10Hz data 1 5516.30 5566.30 0.6594
2 5683.40 5750.50 0.3953
3 5791.40 5880.11 0.237
4 6018.39 6167.80 0.0852
5 6215.60 6359.60 0.0511
6 6379.60 6534.40 0.0306
7 6556.90 6958.89 0.0184
8 6988.30 7527.30 0.011
100Hz 1 804.30 811.49 19.7687
2 1026.30 1043.39 16.7486
3 1263.50 1278.66 14.1899
4 1501.50 1518.53 12.0221
5 1739.50 1755.40 10.1855
6 1975.50 1990.57 8.6295
7 2197.50 2215.32 7.3111
8 2460.32 2475.38 6.1942
9 2736.32 2753.01 4.4461
10 2975.61 2993.48 3.767
11 3208.31 3225.40 3.1915
12 3464.32 3478.12 2.7039
13 3926.31 3940.18 2.2908
14 4182.35 4198.20 1.9409
15 4431.52 4448.26 1.6444
16 4698.42 4714.16 1.3931
17 5268.59 5286.03 1.1803
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8.4 Amplitude noise characterisation
8.4.1 Free-running amplitude noise
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8.4.2 Closed-loop amplitude noise
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9 Appendix: Data quality
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During the analysis of the EM, FM, and OSTT test campaign data,
some issues with the data were identified, these have been split into
two types:
• Data quality issues:
– Backwards jumps;
– Duplicate samples;
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In this section the identification and resolution of these issues is dis-
cussed. The FM free-running frequency measurement has been used
to illustrate the data quality issues discussed, as all of the above issues
were observed.
9.1 Data quality issues
9.1.1 Backward jumps
A backward jump in the data describes a situation where there is a
negative interval between two consecutive time stamps, i.e., the x-axis
data of a time-series Analysis Object (ao). It should be noted, that in
order to check the data for these errors the data must not be sorted
when downloaded from the repository.
Backward jumps in the time-stamping are identified by calculating
the diﬀerence between the consecutive x-samples in an ao, and then
outputting if there are instances where this value is less than zero. In
general, where this issue has been identified, it has been found in all
channels of a particular packet.
In order to determine the cause of the issue, the Source Sequence
Counter (SSC) is used. This is an extra channel associated with each
telemetry packet. For each sample in the packet the SSC incrementally
increases by two, beginning at zero and counting up to 16382 before
resetting, as shown in Figure 9.1.
If the SSC data is correctly incremented, then the timestamping of
the channel with the backwards jumps can be considered to be incor-
rect. In this case, a solution would be to delete the x-values of the
data, and reallocate new x-values based on the original start time, t0,
and the known sampling frequency of the data. It should be noted
that other issues, such as duplicate samples and data gaps, should be
repaired before reallocating the x-values. If the SSC is not correctly
incremented, then the data is considered to be incorrectly ordered.
It is therefore necessary to reorder the samples such that the SSC
increments as expected.
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9.1 Data quality issues





















Figure 9.1: The source sequence counter for a correctly ordered data set. The
counter starts at 0, and counts up to 16382 before resetting.
9.1.2 Duplicate samples
A duplicate sample describes the situation where there is zero interval
between two consecutive time-stamps.
Duplicate samples are identified in the timeseries data by determining
the diﬀerence between consecutive x-values, and determining if there
are instances where this value is zero. In order to correct such errors,
the LTPDA ‘drop duplicates’ method is used. This method identifies
the index at which the diﬀerence between the consecutive samples is
less than some defined tolerance and deletes the x and y values at that
index.
9.1.3 Gaps
The data channels in the telemetry are created in the DMU with
a defined sampling frequency. In terms of the telemetry required for
the analyses in this thesis, the defined sampling frequencies are mostly
10Hz, 1Hz, and 100Hz. Theoretically, the time between consecutive
time samples should therefore be 1/10 s, 1 s, or 1/100 s. However,
diﬀerently spaced gaps in the test campaign data can occur for a
number of reasons:
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1. DMU sampling: The sampling accuracy of the DMU is limited
by the accuracy of the clock. The result is that the actual sam-
pling frequency of the data varies around the desired sampling
frequency. For 10Hz data, the actual sampling frequency is ei-
ther ∼9.85Hz or 10.24Hz [27].
2. DMU resets: The DMU clock periodically resets when the clock
drift reaches 10ms. This produces a regular decrease in the
diﬀerence between consecutive x-samples [27].
3. Missing data: Any missing data will be seen as a gap in the
data. Such gaps could potentially arise where some actual data
has not been received or transmitted, or because the timespan
of the retrieved data does not match the planned experiment
timespan and there is no data.
Gaps in the data are identified by taking the diﬀerence between con-
secutive x-axis samples of the timeseries. The origin of the gap can be
identified by creating some gap length criteria for each of the possible
issues:
1. DMU sampling: 0.08983 s < gap length < 0.08985 s.
2. DMU resets: For 10Hz data 0.0975 < gap length < 0.1017.
3. Missing data: any gap which does not meet either of the above
criteria can be considered to be missing data.
The method of removing the gaps from the data depends upon the
type of gap present. Firstly, large gaps in the data should be split out,
such that these times are removed from the data set to be analysed.
Smaller gaps due to missing samples are then interpolated using the
‘interpmissing’ method. At this point the data is then resampled to
the frequency that we expect, either 10Hz, 1Hz, or 100Hz for the
OMS relevant channels. This is implemented by saving the toﬀset
(the timestamp of the first sample) before deleting the x-values and
replacing them with appropriately spaced timestamps. This removes
the issues due to the DMU sampling inaccuracy, and the DMU clock
resets.
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9.1 Data quality issues
In this thesis, gaps larger than 2 s were considered to require that
section of data to be rejected. No appropriate statistical method for
identifying the gap size limit for interpolating the data was deter-
mined.
9.1.4 Identification of artifacts
To aid identification of the aforementioned data artifacts the ‘dat-
aCheck’ method was written. This method is intended to be used as
a first step in the analysis of any time-series ao, it outputs an html




• whether the data is evenly sampled;
• the expected number of samples;
• the actual number of samples;
• the number of missing samples;
• the number of gaps;
• the number of backwards jumps;
• number of duplicates.
9.1.5 Solution algorithms
The previously described solutions of these data quality issues are rel-
atively simple, and can be solved using existing LTPDA ao methods.
Figure 9.2 shows a flowchart depicting the logic for their implemen-
tation. Question marks in the procedure indicate that the method
for solving that issue is unknown, or is unlikely to be observed. For
the step involving treating larger gaps, a method for determining the
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largest gap which can be interpolated is required. It is suggested that
all data should first be evaluated using the dataCheck method, or
similar, and then processed according to Figure 9.2. This could be
implemented before the data is made available to the data analysis
team, or implemented before each analysis is performed.
9.2 Glitches
Glitches, meaning spikes in the data, were identified using a band-
pass filter and the ‘spectrogram’ method. Where large spikes were
observed, the data was split to leave a segment without glitches.
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