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THE NON-LOCALITY OF MARKOV CHAIN
APPROXIMATIONS TO TWO-DIMENSIONAL DIFFUSIONS
C. REISINGER
Abstract. In this short paper, we consider discrete-time Markov chains
on lattices as approximations to continuous-time diffusion processes.
The approximations can be interpreted as finite difference schemes for
the generator of the process. We derive conditions on the diffusion coef-
ficients which permit transition probabilities to match locally first and
second moments. We derive a novel formula which expresses how the
matching becomes more difficult for larger (absolute) correlations and
strongly anisotropic processes, such that instantaneous moves to more
distant neighbours on the lattice have to be allowed. Roughly speak-
ing, for non-zero correlations, the distance covered in one timestep is
proportional to the ratio of volatilities in the two directions. We dis-
cuss the implications to Markov decision processes and the convergence
analysis of approximations to Hamilton-Jacobi-Bellman equations in the
Barles-Souganidis framework.
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1. Introduction
The approximation of multi-dimensional continuous-time stochastic pro-
cesses by Markov chains is a question of practical importance, which leads
to a surprisingly complex answer. Our interest is motivated by stochastic
control problems, as they arise very prominently in mathematical finance
and other application areas.
The computation of optimal control strategies usually relies on the compu-
tation of a value function, this being the expected value of an objective under
the optimal control strategy, as a function of the starting point. Approxima-
tion of this function by dynamic programming is usually either mesh-based
or estimated by regression of conditional expectations over simulated tra-
jectories. We focus here on the former approach.
A classical strategy consists in the approximation of the continuous-time
stochastic process by a discrete-time Markov chain on a lattice, with a cer-
tain time step and mesh width of the lattice, as in the standard reference
[15]. Then it can be shown, under relatively mild assumptions on the under-
lying diffusions, that if the moments are matched locally in time and state
space, asymptotically for vanishing time step and mesh width, the value of
the control problem associated with the discrete process converges to the
original value function.
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These approximations are intimately linked to finite difference schemes
for the Hamilton-Jacobi-Bellman PDEs which govern the value function. In-
deed, a standard method of deriving suitable transition probabilities for the
Markov chains is based on finite difference approximations to the generator
of the process. The moment matching conditions translate into consistency
of the corresponding finite difference schemes. It is evident that only those
finite difference schemes lead to viable Markov chain approximations, where
the elements of the discretisation matrix, a scaled version of which are the
candidate transition probabilities, are non-negative.
Barles and Souganidis [4] prove that under certain mild regularity con-
ditions and a comparison principle, a consistent, monotone and stable ap-
proximation scheme converges to the true viscosity solution of a second-order
non-linear PDE. Since then, many papers have added to the analysis, includ-
ing convergence orders, of monotone approximation schemes especially for
equations of Hamilton-Jacobi-Bellman(HJB)-type, see, e.g., [13, 6, 1, 2, 3, 9].
The requirement of monotonicity is equivalent to a condition on positivity of
the coefficients (see [11]), thus demonstrating a one-to-one correspondence
between those finite difference scheme with generally provable convergence,
and Markov chain approximations.
The focus of this paper is the construction of transition probabilities, or
– equivalently – monotone discretisation operators, in the two-dimensional
case. We now review prior results from the literature, often presented in
the context of a (degenerate) elliptic PDE and we translate this into our
language.
It is already recognised in [15] that the approximation becomes more
difficult when the off-diagonal terms of the covariance matrix are comparable
to or larger than the diagonal terms. This is the case for large correlations
and anisotropic variances.
More specifically, a result tracing back to [18] implies that a positive
coefficient discretisation using only neighbouring nodes exists if and only
if the covariance matrix is diagonally dominant. Moreover, [8] show that
if the problem is degenerate (correlation ρ = 1), then the problem can
be approximated locally, i.e., using transitions to mesh points which are a
finite number of steps away, if and only if the ratio between the volatilities
in both directions is rational. This will also be directly visible from our
analysis. Such equations with perfect correlation arise, e.g., for stochastic
control problems with partial information [10, Chapter 6, §10]. Specifically,
[17] studies financial derivative hedging and valuation in incomplete markets
with unknown (constant) drift of the asset price processes. After application
of the Ka´lma´n-Bucy filter, the process for the filtered drift is driven by the
same Brownian motion as the asset price process, resulting in degenerate
multi-dimensional diffusions. The present results can therefore be of interest
in this setting.
In the case where monotone schemes exist in the irrational but non-
degenerate case, [12] derives lower and upper bounds on the required mini-
mal stencil size using Diophantine equations and approximation results for
irrationals by rationals. Upper and lower bounds are given in terms of
inverse fractional powers of the parameter 1 − |ρ|, demonstrating that the
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approximation schemes become necessarily and increasingly non-local as the
problem degenerates. This feature is also visible in our analysis, however,
the numerical illustrations will show that except for extreme correlations a
very small number of neighbouring points suffices. In the case of ρ = 0.99
and for moderate anisotropy, only 3 layers of cells in each direction are
needed.
An alternative characterisation of monotone schemes via dual cones is
given in [6], and this is the work most closely related to the present pa-
per. This method of analysis is constructive as it naturally leads to the
discretisation coefficients as the solution of a linear program. An efficient
implementation is discussed in [5]. Where our analysis differs is that [6]
formulate their approximations in terms of linear combinations of standard
one-dimensional diffusion approximations in all possible directions to lattice
points in a certain vicinity, while our primitive quantity are the transition
probabilities directly. In so doing, we are able to condense the conditions
in Section 5 of [6] into a single formula which lends itself easily to numeri-
cal illustrations and can be simplified further to an easy to evaluate rule of
thumb.
The novel contributions of this paper are:
• a precise characterisation of the model parameters (variances and
correlations) for which local Markov chain approximations on a lat-
tice exist (i.e., the process moves not more than a given fixed number
of nodes in every timestep), see Theorem 3.1;
• equivalently, a characterisation of monotone discretisations of (de-
generate) elliptic PDEs with fixed given stencil size;
• a very simple necessary condition, see Corollary 3.2;
• numerical illustrations of these theoretical results which show that
the simple necessary condition from Corollary 3.2 is usually also
sufficient.
The rest of this paper is structured as follows. In Section 2, we define
the notation, reduce the problem to the simplest representative setting and
formulate a linear program the solution of which are the transition probabili-
ties. Section 3 derives the main results on the existence of positive solutions
by analysing the existence of solutions to a dual problem. In Section 4,
we present and discuss numerical parameter studies of the formulae, and
Section 5 offers conclusions.
2. Preliminaries
We start by considering a two-dimensional Itoˆ process of the form
dX1,t = σ1(X1,t,X2,t, t) dW1,t,(1)
dX2,t = σ2(X1,t,X2,t, t) dW2,t,(2)
where (W1,W2) is a two-dimensional standard Brownian motion with local
correlation ρ,
d[W1,W2]t = ρ(X1,t,X2,t, t) dt,
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and σ1 and σ2 are local volatility functions. We omit drift terms as their
inclusion does not lead to any extra difficulty and does not alter the conclu-
sions (see Remark 2.1 later).
The most practically relevant application is to control problems, where
the coefficients also depend on a control parameter. For the purposes of this
study, we do not explicitly include this dependence in the notation and it is
understood that the approximation is for a given control.
Moment matching conditions. We seek to approximate X = (X1,X2)
by a discrete-time Markov chain X̂ = (X̂(n))n≥0 on a lattice (x1,i, x2,j) =
(ih, jH), i, j ∈ Z, where h,H > 0 are given mesh widths in the two direc-
tions. We interpret X̂(n) as approximation to (X1,tn ,X2,tn), where tn = nk
are uniformly spaced by some k > 0.
Following [14], we set up conditions by which X̂ asymptotically matches
the moments of the increments of X, specifically,
E
(
X̂(n+ 1)− X̂(n)|X̂(n) = (x1,i, x2,j)
)
= o(k),(3)
for all (x1,i, x2,j),
E
(
(X̂1(n+ 1)− X̂1(n))2|X̂(n) = (x1,i, x2,j)
)
= σ21(x1,i, x2,j, tn) k + o(k),
similar for X̂2, and
E
(
(X̂1(n+ 1)− X̂1(n))(X̂2(n+ 1)− X̂2(n))|X̂(n) = (x1,i, x2,j)
)
= ρ(x1,i, x2,j, tn)σ1(x1,i, x2,j, tn)σ2(x1,i, x2,j, tn) k + o(k).
See also, e.g., [15]. The convergence of the approximations is then shown in
[14] for Lipschitz coefficients σ and ρ.
The moments of X̂ are determined by the transition probabilities
pl,mi,j ≡ P
(
X̂(n+ 1) = (x1,i, x2,j)|X̂(n) = (x1,l, x2,m)
)
,
where we omit for brevity that pl,mi,j = p
l,m
i,j (k, h,H).
We can focus on a single point, t = 0, n = 0, l = 0, m = 0 to establish
the matching conditions. For ease of notation, we define
pi,j ≡ P
(
X̂(1) = (x1,i, x2,j)|X̂(0) = (0, 0)
)
.
The first moment condition (3) becomes
∞∑
i,j=−∞
ihpij = o(k) and
∞∑
i,j=−∞
jHpij = o(k).
We assume now that σ1(0, 0, 0), σ2(0, 0, 0) > 0. The case where exactly
one coefficient is zero reduces to a one-dimensional problem and the standard
approximation to the Brownian driver using a simple symmetric random
walk is admissible; the case where both coefficients are zero is trivial. These
statements still hold in the case with drift (see Remark 2.1). By a suitable
rescaling of the variables, we can then reduce the equations to the special
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case σ1(0, 0, 0) ≡ 1, σ2(0, 0, 0) ≡ σ, ρ(0, 0, 0) ≡ ρ, where σ > 0. Then,
similar to above, we need for the second moments
∞∑
i,j=−∞
(ih)2pij = k + o(k),
∞∑
i,j=−∞
(jH)2pij = σ
2k + o(k),
∞∑
i,j=−∞
(ih)(jH)pij = ρσk + o(k).
There is some arbitrariness in the choice of k, h and H. We fix a refine-
ment regime where
k
h2
= 1(4)
fixed and, with σ > 0, keep the ratio
R ≡ 1
σ
H
h
(5)
also fixed as a measure of the anisotropy of the discretised problem. We
re-iterate that R is a local quantity which depends on x1 and x2 if σ is not
constant. If σi depends only on xi for i = 1, 2, it is possible to adapt h and
H as a function of x1 and x2, respectively, and hence construct a tensor
product mesh with effectively constant R. In the general case, where one of
the σi depends non-trivially on both x1 and x2, such a procedure will not
be possible.
It will be seen that R and ρ are the key parameters for the locality of the
processes. If we chose a different refinement strategy (not keeping (4) and
(5) constant as k → 0), this would change the actual probabilities but only
by a scaling factor (for (i, j) 6= (0, 0)).
For computations, it is necessary to restrict the possible transitions to a
finite set, and for computational efficiency it will be advantageous to choose
this set as small as possible. We denote by some 0 < s ∈ N the largest
distance in any direction between a pair of nodes with non-zero transition
probability.
Summarising, the moment matching conditions for k → 0 are
s∑
i,j=−s
i2pij = 1,
s∑
i,j=−s
j2pij = R
−2,
s∑
i,j=−s
ijpij = R
−1ρ,(6)
s∑
i,j=−s
ipij = 0,
s∑
i,j=−s
jpij = 0,(7)
s∑
i,j=−s
pij = 1.(8)
These are 4s+ 6 equations for (2s + 1)2 unknowns in total. See also [8].
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Relation to finite difference schemes. The generator of the process (1),
(2) is given by the elliptic differential operator
Lu ≡ 1
2
ux1x1 + ρσux1x2 +
1
2
σ2ux2x2 .(9)
We consider a finite difference discretisation of (9), written as
(10) (Lhuh)n,m ≡ 1
h2


s∑
i, j = −s
(i, j) 6= (0, 0)
pijun+i,m+j − u0,0
s∑
i, j = −s
(i, j) 6= (0, 0)
pij


for some 0 < s ∈ N, on a mesh with widths h and H in the two directions.
We omit H in the notation and assume it is picked as a function of h (see also
(5)). Then un,m is a numerical approximation to u(nh,mH) and we write
uh = (un,m)n,m∈Z, also Lh : R
Z2 → RZ2 . This includes all linear schemes
which use (2s + 1)2 mesh points in a rectangle around the central node to
approximate L.
The scheme (10) is consistent with the PDE (9) if and only if for all
smooth φ
lim
h,H→0
(
Lφ− Lhφ
)
= 0,(11)
where
Lhφ =
1
h2


s∑
i, j = −s
(i, j) 6= (0, 0)
pijφ(·+ ih, · + jH)− φ
s∑
i, j = −s
(i, j) 6= (0, 0)
pij

 .
By Taylor expansion, this is seen to be equivalent to the second, first and
zero order conditions (6)–(8).
The scheme (10) is monotone in the standard sense (see [11]) if and only
if it has positive “off-diagonal” coefficients ,
(12) pij ≥ 0, −s ≤ i, j ≤ s, (i, j) 6= (0, 0).
The difficulty in constructing monotone discretisations arises from the
cross-derivative term in (9) which is present for ρ 6= 0. In this case, a stan-
dard discretisation using an iterated central difference is never monotone.
In [20], p. 154 of Section 9.4, a scheme is given which takes into account the
sign of the covariance terms of multi-dimensional diffusions, here determined
by the sign of ρ:
∂2φ
∂x1∂x2
(x1, x2) ∼ ± 2φ(x1, x2) + φ(x1 + h, x2 ±H) + φ(x1 − h, x2 ∓H)
h H
∓ φ(x1 + h, x2) + φ(x1 − h, x2) + φ(x1, x2 +H) + φ(x1, x2 −H)
h H
,
where the top signs refer to the case ρ ≥ 0 and the bottom ones to ρ ≤ 0.
We denote by ∼ that the discretisation is consistent with the mixed partial
derivative, i.e., for smooth φ the right-hand side converges to the left-hand
expression as h,H → 0.
The resulting scheme for (9), using the above seven-point stencil for the
cross-derivative and standard central differences for the second derivatives in
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x1 and x2 directions, is easily seen to be consistent overall, and monotone for
given σ and ρ provided that h and H are chosen such that |ρ| ≤ min(R, 1/R)
with R as per (5). A more general condition on monotonicity in the multi-
dimensional drift-diffusion setting is given in [20].
Remark 2.1. If the equations (1) and (2) contain drift terms, an upwind
discretisation can be used to construct transition probabilities. For simplic-
ity, we focus on the case where instead of (1) we have
dX1,t = µ1(X1,t,X2,t, t) dt + σ1(X1,t,X2,t, t) dW1,t
but without drift in (2). Without loss of generality, we study again the point
(0, 0, 0), and assume µ ≡ µ1(0, 0, 0) ≥ 0. Then, for sufficiently small k,
p̂10 = p10 + µ
k
h
, p̂00 = p00 − µk
h
, p̂ij = pij, (i, j) /∈ {(0, 0), (0, 1)}
are positive transition probabilities which are consistent with the generator in
the sense of (11), and hence satisfy the moment matching conditions. Here,
(pij) is a solution to the drift-free problem with arbitrary diffusion coefficients
(possibly zero). The case µ < 0 and with multiple drifts is similar.
3. Main results
We show the following result, which gives a uniform treatment of the
conditions listed in Section 5 of [6]. The proof is based on duality, which
allows us to turn equality constraints for a large number of primal variables
into a single inequality for a single variable.
Theorem 3.1. There is a non-negative solution to (6)–(8) if and only if
inf
0<z1<
2|ρ|
R
(
R2z1 +max
ξ∈S
(
2ξ − ξ2z1
)) ≥ 2R|ρ|,(13)
where S = {i/j : 1 ≤ i, j ≤ s}.
Proof. The proof uses Farkas’ Lemma (see, e.g., [19], p. 327), which ascer-
tains for b ∈ Rm, A ∈ Rm×n that
∃ x ∈ Rn : Ax = b, x ≥ 0 ⇔ ∄ y ∈ Rm : AT y ≥ 0, bT y < 0.
We first observe that we can drop equation (8) because if there is a non-
negative solution vector (pij) with (i, j) 6= (0, 0) to (6) and (7), it follows
from (6) that ∑
(i,j)6=(0,0)
pij ≤
∑
(i,j)6=(0,0)
i2pij =
∑
(i,j)
i2pij = 1,
and hence we can find p00 ≥ 0 to satisfy (8), without changing the other
equalities.
For given R, ρ and s, instead of analysing the existence of a solution to
(6)–(8) and (12) it is hence equivalent to analyse the existence of a y ∈ R5
such that
i2y1 + j
2y2 + ijy3 + iy4 + jy5 ≥ 0 ∀ − s ≤ i, j ≤ s,(14)
y1 +R
−2y2 +R
−1ρy3 < 0.(15)
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Denote the first expression by p(R; i, j; y1, y2, y3, y4, y5), then by compar-
ing p(R; i, j; . . .) and p(R;−i,−j; . . .) it is seen directly that
max
y4,y5
min
i,j
p(R; i, j; y1, y2, y3, y4, y5) = min
i,j
p(R; i, j; y1, y2, y3, 0, 0).
So we can take y4 = y5 = 0 in (14), and setting j = 0, it follows y1 ≥ 0, and
similarly y2 ≥ 0.
For simplicity, assume now ρ > 0 (the case ρ < 0 is similar).
Then, from (15), y3 < 0. Dividing (14) and (15) through by |y3|, defining
z1 = 2y1/|y3|, z2 = 2y2/|y3|, there is a solution to (14), (15) if and only if
there is a solution z1, z2 ≥ 0 to
i2z1 + j
2z2 − 2ij ≥ 0 ∀ − s ≤ i, j ≤ s,(16)
R2z1 − 2ρR+ z2 < 0.(17)
The inequality (16) is always true if z1, z2 ≥ 0 and j = 0 or i = 0. For
j > 0, i ≥ 0, it is easy to see (dividing by j2 and checking the signs of
individual terms) that (16) is equivalent to
min
1≤i,j≤s
[
(i/j)2z1 − 2(i/j) + z2
] ≥ 0 ⇔ min
ξ∈S
[
ξ2z1 − 2ξ + z2
] ≥ 0,(18)
where S = {i/j : 1 ≤ i, j ≤ s}. The same conclusion holds by a similar argu-
ment for i > 0, j ≥ 0, and for the general case we note that the inequalities
for (−i,−j) are identical to (i, j), and the left-hand side of (16) for ij < 0
is larger than for ij > 0. So we are looking for z1, z2 ≥ 0 such that
−min
ξ∈S
(ξ2z1 − 2ξ) ≤ z2 < −R2z1 + 2Rρ.(19)
For the right-hand side to be positive it is needed that
z1 <
2ρ
R
,
and the left-hand side is smaller than the right-hand side if
R2z1 −min
ξ∈S
(ξ2z1 − 2ξ) = R2z1 +max
ξ∈S
(
2ξ − ξ2z1
)
< 2Rρ.
Both inequalities can simultaneously be satisfied by some z1 if and only if
inf
0<z1<
2|ρ|
R
(
R2z1 +max
ξ∈S
(
2ξ − ξ2z1
))
< 2Rρ.(20)
The case ρ < 0 is similar and the statement follows.

Corollary 3.2. For s < |ρ|max(R, 1/R), there is no solution to (6)–(12).
Proof. Letting z1 go to zero in (19), the expression on the left approaches
2s and the expression on the right 2Rρ, hence the chain of inequalities can
always be satisfied with some z2 > 0 if s < Rρ. The result follows by the
symmetry between ρ and −ρ and R and 1/R. 
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4. Discussion and numerical illustrations
We now discuss the values for R and ρ which satisfy (20), i.e. the converse
of (13), such that no viable approximation exists.
By completing the square one sees that
max
ξ∈S
(
2ξ − ξ2z1
)
= max
ξ∈S
(
1
z1
− (ξ√z1 − 1/√z1)2
)
≤ 1
z1
,
with equality if z1 ∈ S, with S defined in Theorem 3.1. Similarly,
inf
z1>0
(
R2z1 +max
ξ∈S
(
2ξ − ξ2z1
)) ≤ inf
z1>0
(R
√
z1 − 1/
√
z1)
2 + 2R,
where the right-hand-side equals 2R if and only if z1 = 1/R. From this we
see that a monotone discretisation exists for all ρ if and only if R ∈ S, in
particular R rational (see also [8, 12]).
The maximum over ξ in (20) is attained at values of ξ(z1) which are
piecewise constant in z1 (S is a finite set). For such intervals of z1 in which
ξ(z1) is constant at some ξ, from (20)
inf
z1>0
(
R2z1 − 2R|ρ|+ 2ξ − ξ2z1
)
< 0,(21)
so for any pair (z1, R) for which the bracketed expression is negative, this
is also true for z1 in an interval (z−(R), z+(R)). These regions are shown in
Figure 1, left, for s = 1, 3, 5.
Conversely, for given R, there is a solution (z1, z2) to the dual problem
and hence no solution to the primal problem, if a horizontal line through
(0, R) intersects any of these regions. These lines are also shown in the plot,
and correspond to the intersections of the horizontal lines with the white
areas on the right-hand-side plots.
It is also clear from (13) that for each R there is a value 0 ≤ ρmax(R) ≤ 1
such that a monotone discretisation exists for all |ρ| ≤ ρmax(R). We denote
the set of all these pairs by
R = {(R, ρ) : −ρmax(R) ≤ ρ ≤ ρmax(R)},
shown in the right-hand column of Figure 1, for s = 1, s = 3 and s = 5
fixed. By symmetry, it holds that ρmax(1/R) = ρmax(R) for all R > 0; we
therefore only show the range R ≥ 1 and ρ ≥ 0.
The only values of R for which there is a positive solution for all ρ ∈ [−1, 1]
are R ∈ S. For example, in the bottom right plot for R = 5 this is seen by
the spikes at
R ∈ {1, 5/4, 4/3, 3/2, 5/3, 2, 5/2, 3, 4, 5}.
For such R = i/j ∈ S, where i and j are integers no larger than s, a
discretisation that has these properties is the seven-point stencil applied to
the nodes which are i steps away from the centre node in one direction and
j in the other. For general R, the seven-point stencil loses monotonicity
for certain values of ρ (close to ±1). The above proof and illustration show
that any other local stencil must suffer the same shortcomings (see the result
from [8] mentioned above).
This is unlikely to be a problem in practice for moderate R, 1/s ≤ R ≤ s.
For instance, for s ≥ 3, a positive coefficient discretisation exists for ρ up
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Figure 1. Left: Given R, for values of z1 between z−(R)
and z+(R) the dual problem has a solution (see the discussion
following (21)), for ρ = 0.99 and s = 1 (top), s = 3 (middle),
and s = 5 (bottom). Right: In the same order for s = 1, 3, 5,
the region A of pairs (ρ,R), which is the subgraph of ρmax, for
which the primal problem has a solution. The dashed curve
s/R is the simple upper bound from Corollary 3.2, while the
situation for R < s is more complicated and fully described
by (13). The vertical lines at ρ = 0.99 in the right plots
intersect the shaded area at intervals which are reproduced
by the horizontal lines in the left-hand plots, tangential to
the curves z− and z+.
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to a value close to one (precisely, 0.98 for s = 3), and this value grows as s
increases.
For very anisotropic problems with R > s, however, we see that there is
a sharp restriction ρ ≤ s/R on allowable ρ (see Corollary 3.2 and Figure 1,
right column).
Consider, for instance, a finite difference discretisation of the two-dimen-
sional Black-Scholes PDE (with zero interest rates),
∂V
∂t
+
1
2
σ21S
2
1
∂2V
∂S21
+ ρσ1σ2S1S2
∂2V
∂S1∂S2
+
1
2
σ22S
2
2
∂2V
∂S22
= 0(22)
for S1, S2, t > 0, on a uniform isotropic mesh, h = H. Then, locally, R =
(σ1S1)/(σ2S2). With mesh coordinates for S1 and S2 in {h, 2h, . . . , Smax},
R ranges from O(h) to O(1/h). This shows that extreme R can happen
naturally for locally degenerate equations.
To re-iterate, for the two-dimensional Black-Scholes PDE there is no con-
sistent and monotone discretisation with fixed stencil on a uniform mesh,
for any ρ 6= 0.
5. Conclusions
We have studied the required step width of Markov chain approximations,
or – equivalently – the necessary width of monotone finite difference stencils,
to approximate two-dimensional diffusions. The analysis in the previous
sections shows that this width has to be at least |ρ|R, where R is a measure
of the anisotropy of the problem. As seen from the shaded areas in Figure
1, this condition is almost sufficient except when |ρ| is extremely close to 1.
As the difficulty arises from the correlations (cross-derivatives) between
two variables, the two-dimensional case highlights problems which also exist,
in exacerbated form, in higher-dimensional settings. Indeed, the seven-point
stencil is monotone only because negative matrix entries resulting from the
cross-derivative between x1 and x2 are compensated by positive entries re-
sulting from x1 and x2 derivatives. In higher dimensions, where there are
multiple cross-derivatives involving x1, say, the viable range of ρ shrinks
with increasing dimension, but we do not analyse this further here.
It follows that the only generally applicable schemes require s to depend
on h, specifically s(h)→∞ as h→ 0. An example are the “linear interpola-
tion semi-Lagrangian” (LISL) schemes of [7, 9]. There, nodes at a distance
k are involved in the discretisation where h = o(k), such that s → ∞ as
h → 0. The schemes are consistent even if s → ∞ arbitrarily slowly, al-
though for optimal accuracy s = O(h−1/2). As our analysis shows, this
degree of generality is only required in exceptional cases. It would there-
fore seem advantageous to switch to this wide stencil scheme only where a
standard compact stencil fails to produce positive coefficients. A switching
strategy based on this principle is proposed in [16], and their empirical find-
ing for an uncertain volatility model is that in the majority of nodes the
standard scheme can be selected, in line with our results.
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