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Abstract: We show that in the perturbative regime defined by the coupling constant, the
θ-exact Seiberg-Witten (SW) map applied to the noncommutative U(N) Yang-Mills–with
or without Supersymmetry–gives an ordinary gauge theory which is, at the quantum level,
dual to the former. We do so by using the on-shell DeWitt effective action and dimensional
regularization. We explicitly compute the one-loop two-point function contribution to
the on-shell DeWitt effective action of the ordinary U(1) theory furnished by the θ-exact
Seiberg-Witten map. We find that the non-local UV divergences found in the propagator
in the Feynman gauge all but disappear, so that they are not physically relevant. We also
show that the quadratic noncommutative IR divergences are gauge-fixing independent and
go away in the Supersymmetric version of the U(1) theory.
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1 Introduction
It was found in [1] that noncommutative U(N) Yang-Mills theories admit two dual formu-
lations at the classical level: one, in terms of noncommutative gauge fields, the other by
using ordinary gauge fields. One moves between these two dual descriptions of the same
theory by employing the so-called Seiberg-Witten (SW) map. This map maps ordinary
U(N) gauge fields into noncommutative U(N) gauge fields and viceversa [2, 3]. Whether
this duality persists at the quantum level is still an open issue, even at the one-loop level.
Indeed, a key feature of noncommutative field theories defined by using noncommutative
fields is the UV/IR mixing phenomenon unveiled in [4–7]; a phenomenon which cannot be
seen by defining the action of the would-be dual ordinary theory as the expansion in the
noncommutativity matrix, θµν , furnished by the Seiberg-Witten map, with the latter con-
structed as a formal power series in θµν . It was not known how to reproduce the UV/IR
mixing effect in the formulation of noncommutative gauge theory in terms of ordinary
fields until the paper in [8] was issued. In accord with the very essence of the perturbative
coupling constant description of the quantum field theory our approach to the Seiberg-
Witten map issue, is to built the SW map by using the expansion in terms of the coupling
constant [8, 9] (and no expansion in θµν is carried out). Thus, the θµν dependence of
the perturbative, in the coupling constant, definition of the theory is treated in an exact
way and, then, the UV/IR mixing effect pops up. The occurrence of the UV/IR mixing
phenomenon in both these quantum field theories gives strong support to the idea that
they are dual descriptions of the same underlying quantum field theory, at least in the
perturbative regime defined by the coupling constant. And yet, in U(1) Yang-Mills theory,
the UV divergent part of the two-point function of the noncommutative gauge field is local,
whereas the UV divergent bit of the two-point function of the ordinary theory obtained
by using the θ-exact Seiberg-Witten map contains unusual θ-dependent nonlocal contri-
butions, at least in the Feynman gauge. These nonlocal contributions where unearthed in
[10–12], and their existence casts doubts on the truth of the quantum duality conjecture
at hand. Of course, UV divergent contributions to the two-point function are, in general,
gauge dependent; so to decide whether the duality conjecture is right or wrong, there re-
mains to be seen whether or not those nonlocal terms are really gauge dependent; since
the gauge dependent contributions are not physically relevant.
It is known that in the θ-unexpanded noncommutative nonsupersymmetric gauge the-
ory defined in terms of the noncommutative fields, the noncommutative quadratic IR diver-
gence induced by UV/IR mixing signals an IR instability [13]; and that this IR instability
can be cured by making the theory supersymmetric, since supersymmetry removes the cor-
responding quadratic noncommutative IR divergences [14, 15]. Furthermore, it was shown
in [16] that if the noncommutative fields carry a linear realization of Supersymmetry their
ordinary duals under the Seiberg-Witten map carry a nonlinear realization of Supersymme-
try. Hence, it is far from trivial that the Supersymmetry cancelation mechanism between
the one-loop noncommutative quadratic IR divergences coming from bosonic and fermionic
degrees of freedom works when the classical noncommutative theory is formulated, first, in
terms of the ordinary fields and then quantized. And yet, it has been shown in [17] that the
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Supersymetry cancelation mechanism just mentioned works for all the two-point functions
when we have N = 1, 2 and 4 Supersymmetry. This result gives further robustness to the
quantum duality conjecture between the formulation in terms of ordinary fields and the de-
scription in terms of noncommutative fields. However, the nonlocal UV divergent structure
still persists after introducing Supersymmetry into the game. But, by using two different
gauge-fixing terms, it was shown in [17] that the nonlocal UV divergent contributions are
gauge dependent and, therefore, it could be possible to remove them. This is unlike the
noncommutative quadratic IR divergences which do not change with the gauge-fixing term
as proved in [15], in the noncommutative field description, and in [17], in the ordinary field
formulation, respectively.
Now, since it is known that the on-shell DeWitt effective action is independent of the
gauge-fixing term used to define the path integral, thus this action can be used to compute
the S matrix elements. Hence, by using on-shell DeWitt effective action [18–21], one could
settle the question of the physical relevance of the nonlocal UV divergent terms found in
the two-point functions of the noncommutative theory formulated in terms of the ordinary
fields, and as a bonus obtain a complete proof of the gauge-fixing independence of the
UV/IR mixing phenomenon and also the cancelation of the noncommutative quadratic IR
divergences achieved by introducing Supersymmetry.
Let SNCYM
[
Aˆµ
]
denote the classical action of noncommutative U(N) Yang-Mills theory,
where Aˆµ is a noncommutative gauge field configuration. Let ΓˆDeW
[
Bˆµ
]
stand for the on-
shell DeWitt effective action of noncommutative field theory whose action is SNCYM
[
Aˆµ
]
.
Let ΓDeW
[
Bµ
]
be the symbol for the on-shell DeWitt effective action of the ordinary
–i.e., defined in terms of ordinary fields– U(N) gauge theory whose classical action is
SNCYM
[
Aˆµ
[
Aµ
]]
, Aˆµ
[
Aµ
]
being the Seiberg-Witten map that relates the ordinary U(N)
gauge field Aµ with the noncommutative U(N) gauge field Aˆµ. Then, the purpose of this
paper is to show that, at any loop order and in dimensional regularization,
ΓˆDeW
[
Bˆµ
[
Bµ
]]
= ΓDeW
[
Bµ
]
, (1.1)
where Bˆµ[Bµ] stands for the Seiberg-Witten map between the ordinary U(N) gauge field
Bµ with the noncommutative U(N) gauge field Bˆµ. Thus proving that the conjecture that
Seiberg-Witten map provides two dual formulations of the same underlying quantum theory
is true for the noncommutative U(N) Yang-Mills theories, with or without Supersymmetry.
Let us warn the reader that to avoid any clashes with unitarity [22], we shall always
consider θµν –the noncommutativity matrix– such that θ0i = 0, i = 1, 2, 3.
The layout of this paper is as follows. In section 2, we introduce the on-shell DeWitt
action for noncommutative U(N) Yang-Mills theory and the corresponding ordinary U(N)
gauge theory defined by means of the θ-exact Seiberg-Witten map. In the same section, we
also discuss the effect and some properties of the Seiberg-Witten map applied to the ordi-
nary background-field splitting. We establish the quantum equivalence of the field theories
defined in the previous section by performing the appropriate changes of variables in the
path integral in section 3, while in section 4, we check the conclusion reached in section 3 by
direct computation –i.e., by using the Feynman rules (FR) derived from classical action–
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of the one-loop two-point function of the on-shell DeWitt action of dual ordinary U(1)
gauge theory: we show by explicit computation that, in particular, all the ugly non-local
UV divergences –see [17]– that occur in the propagator in the Feynman gauge all but go
away. The noncommutative quadratic IR divergences remain unless the noncommutative
theory is supersymmetric with N = 1, 2 and 4 Supersymmetry. Of course, there is no UV
divergence nor any noncommutative IR divergence (quadratic or logarithmic) for N = 4
U(1) super Yang-Mills. We have included appendices to help understanding the central
body of the paper.
2 Seiberg-Witten map and DeWitt effective action
In this and next section we provide an expanded proof/review of the equivalence be-
tween DeWitt effective actions in terms of noncommutative and ordinary fields via θ-exact
Seiberg-Witten map indicated in [23].
2.1 DeWitt action and the path integral in terms of noncommutative fields
Let Aˆµ = Bˆµ + ~
1
2 Qˆµ be the standard splitting of the noncommutative U(N) gauge field
Aˆµ in a noncommutative background Bˆµ and a noncommutative quantum field Qˆµ. We
shall assume that Bˆµ satisfies the classical noncommutative equations of motion (EOM),
which read DˆµFˆ
µν = 0. Then the on-shell DeWitt effective action [21], ΓˆDeW
[
Bˆµ
]
, is given
by the following path integral
e
i
~
ΓˆDeW
[
Bˆµ
]
=
∫
dQˆaµdCˆ
ad ˆ¯CadFˆ a e
i
~
SNCYM
[
Bˆµ+~
1
2 Qˆµ
]
+iSBFG
[
Bˆµ,Qˆµ,Fˆ ,
ˆ¯C,Cˆ
]
. (2.1)
The gauge-fixing term SBFG
[
Bˆµ, Qˆµ, Fˆ ,
ˆ¯C, Cˆ
]
is1
SBFG
[
Bˆµ, Qˆµ, Fˆ ,
ˆ¯C, Cˆ
]
= ~
1
2
g2
∫
tr δˆBRS
ˆ¯C
(
αFˆ + Dˆµ
[
Bˆµ
]
Qˆµ
)
= 1
g2
∫
tr
(
αFˆ ⋆ Fˆ − ˆ¯CDˆµ
[
Bˆµ
]
Dˆµ
[
Bˆµ + ~
1
2 Qˆµ
]
Cˆ
) (2.2)
where δˆBRS stands for the noncommutative BRS operator, which acts on the noncommu-
tative fields as follows:
δˆBRSBˆµ = 0, δˆBRSQˆµ = ~
− 1
2 Dˆµ
[
Bˆµ + ~
1
2 Qˆµ
]
Cˆ,
δˆBRSCˆ = −iCˆ ⋆ Cˆ, δˆBRS
ˆ¯C = ~−
1
2 Fˆ , δˆBRSFˆ = 0. (2.3)
Although –as shown in [24] by using BRS techniques for ordinary theories, a proof which
remains valid in the case at hand– ΓˆDeW
[
Bˆµ
]
does not depend on the choice of gauge-fixing
term, we have chosen the background field gauge (BFG) for convenience.
1As usual, we use tr to denote trace over the Lie algebra generators, while Tr for functional trace.
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2.2 DeWitt effective action of the dual classical ordinary theory
The next task will be the background field quantization of the ordinary theory with action
SNCYM[Aµ] = −
1
4g2
∫
tr
(
Fˆµν
[
Aˆµ
[
Aµ
]]
Fˆµν
[
Aˆµ
[
Aµ
]])
,
where Aˆµ[Aµ] is the θ-exact Seiberg-Witten map which expressed the noncommutative
field Aˆµ in terms of its ordinary counterpart Aµ. But before carrying out the background
field quantization, we need to discuss –since we are dealing with a nonlinear map– how the
Seiberg-Witten map acts on the background-field-quantization splitting, Aµ = Bµ+~
1
2Qµ,
of the ordinary gauge field; this we do next.
2.2.1 Seiberg-Witten map and the background-field splitting
Let T a denote the generators of U(N) in the fundamental representation
tr T aT b = δab,
[
T a, T b
]
= ifabcT c. (2.4)
Respectively, here Aˆµ = Aˆ
a
µT
a is the noncommutative gauge field, the Aµ = A
a
µT
a
is the ordinary gauge field, and the Cˆ = CˆaT a is the noncommutative ghost field, while
the C = CaT a is the ordinary ghost field, all in terms of components fields. The BRS
transformations of Aˆµ, Cˆ, Aµ and C read
δˆBRSAˆµ = Dˆµ
[
Aˆµ
]
Cˆ = ∂µCˆ + i
[
Aˆµ ⋆, Cˆ
]
, δˆBRSCˆ = −iCˆ ⋆ Cˆ, (2.5)
δBRSAµ = Dµ
[
Aµ
]
C = ∂µC + i
[
Aµ, C
]
, δBRSC = −iC · C. (2.6)
The Seiberg-Witten (SW) map
Aˆµ = Aˆµ
[
Aµ, θ
]
, Cˆ = Cˆ
[
Aµ, C, θ
]
, (2.7)
is a solution to the following equations
δˆBRSAˆµ = δBRSAˆµ
[
Aµ, θ
]
, δˆBRSCˆ = δBRSCˆ
[
Aµ, C, θ
]
. (2.8)
One can expand the Seiberg-Witten map θ-exactly -see [25, 26]:
Aˆµ
[
Aµ, θ
]
(x) = Aµ(x) +
∞∑
n=2
A(n)µ (x), (2.9)
Cˆ
[
Aµ, C, θ
]
(x) = C(x) +
∞∑
n=1
C(n)(x), (2.10)
where
A(n)µ (x) =
∫ n∏
i=1
d4pi
(2π)4
e
i
(
n∑
i=1
pi
)
x
A(n)µ
[
(a1, µ1, p1), ......, (an, µn, pn); θ
]
· A˜a1µ1(p1)......A˜
an
µn
(pn),
(2.11)
C(n)(x) =
∫ n∏
i=1
d4pi
(2π)4
e
i
(
p+
n∑
i=1
pi
)
x
C(n)
[
(a1, µ1, p1), ......, (an, µn, pn); (a, p); θ
]
· A˜a1µ1(p1)......A˜
an
µn
(pn)C
a(p),
(2.12)
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A
(n)
µ and C(n) are totally symmetric under the permutations with respect to the set of the
parameter-triples {(ai, µi, pi)|i = 1, ..., n}, which have the property –of key importance in
our later discussion– that only the momenta which are not contracted with θµν build up
polynomials which never occur in the denominator [25, 26].
Now, let us introduce the ordinary background-field splitting
Aµ = Bµ + ~
1
2Qµ, (2.13)
where Bµ is the background field and Qµ the quantum fluctuation. Substituting (2.13)
into (2.9-2.12), one gets
Aˆµ
[
Bµ + ~
1
2Qµ, θ
]
= Bˆµ
[
Bµ, θ
]
+ ~
1
2 Qˆµ
[
Bµ, Qµ, ~, θ
]
, (2.14)
Cˆ
[
Bµ + ~
1
2Qµ, C, θ
]
= Cˆ
[
Bµ, C, θ
]
+ ~
1
2 Cˆ(1)
[
Bµ, Qµ, C, ~, θ
]
, (2.15)
where
Bˆµ
[
Bµ, θ
]
= Bµ +
∞∑
n=2
∫ n∏
i=1
d4pi
(2π)4
e
i
(
n∑
i=1
pi
)
x
A(n)µ
[
(a1, µ1, p1), ......, (an, µn, pn); θ
]
· B˜a1µ1(p1)......B˜
an
µn (pn),
(2.16)
Qˆµ
[
Bµ, Qµ, ~, θ
]
= Qµ+
∞∑
n=2
∫ n∏
i=1
d4pi
(2π)4
e
i
(
n∑
i=1
pi
)
x
A(n)µ
[
(a1, µ1, p1), ......, (an , µn, pn); θ
]
·
( n∑
m=1
~
m−1
2
n!
m!(n−m)!
Q˜a1µ1(p1)....Q˜
am
µm
(pm)B˜
am+1
µm+1
(pm+1)....B˜
an
µn
(pn)
)
,
(2.17)
Cˆ
[
Bµ, C, θ
]
=C(x) +
∞∑
n=1
∫ n∏
i=1
d4pi
(2π)4
e
i
(
p+
n∑
i=1
pi
)
x
· C(n)
[
(a1, µ1, p1), ......, (an, µn, pn); (a, p); θ
]
B˜a1µ1(p1)......B˜
an
µn (pn)C
a(p),
(2.18)
Cˆ(1)
[
Bµ, Qµ, C, ~, θ
]
=
∞∑
n=1
∫ n∏
i=1
d4pi
(2π)4
e
i
(
p+
n∑
i=1
pi
)
x
· C(n)
[
(a1, µ1, p1), ......, (an, µn, pn); (a, p); θ
]
·
( n∑
m=1
~
m−1
2
n!
m!(n −m)!
Q˜a1µ1(p1)....Q˜
am
µm(pm)B˜
am+1
µm+1
(pm+1)....B˜
an
µn (pn)C
a(p)
)
.
(2.19)
In the previous equations the convention B˜
an+1
µn+1(pn+1) = 1 is assumed.
Let us stress that Bˆµ
[
Bµ, θ
]
and Cˆ
[
Bµ, C, θ
]
are standard Seiberg-Witten maps, i.e.,
are solutions to the equations in (2.8), when in the latter Aµ has been replaced with Bµ.
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However, Qµ
[
Bµ, Qµ, ~, θ
]
and C(1)
[
Bµ, Qµ, C, ~, θ
]
are not standard Seiberg-Witten maps,
for they are solutions to
δˆBRSQˆµ = δBRSQˆµ
[
Bµ, Qµ, ~, θ
]
,
δˆBRSCˆ = δBRSCˆ
[
Bµ + ~
1
2Qµ, C, θ
]
,
(2.20)
where the splitting of Cˆ
[
Bµ + ~
1
2Qµ, C, θ
]
is given/defined in (2.15), and
δBRSBµ = 0,
δBRSQµ = ~
− 1
2Dµ
[
Bµ + ~
1
2Qµ
]
C,
δBRSC = −iC · C,
δˆBRSQˆµ = ~
− 1
2 Dˆµ
[
Bˆµ + ~
1
2 Qˆµ
]
Cˆ,
δˆBRSCˆ
[
Bµ + ~
1
2Qµ, C, θ
]
= −iCˆ ⋆ Cˆ.
(2.21)
In view of equation (2.20), Qˆµ [Bµ, Qµ, ~, θ] can be called the Seiberg-Witten map of the
quantum field Qˆµ in the presence of the background field Bˆµ.
That Qˆµ
[
Bµ, Qµ, ~, θ
]
satisfies (2.20) is a consequence of the fact that it is defined in
terms of Aˆµ
[
Aµ, θ
]
as done in (2.14) and that Aˆµ
[
Aµ, θ
]
, along with Cˆ
[
Aµ, C, θ
]
, solves
the Seiberg-Witten equations in (2.8). Indeed,
~
1
2 Qˆµ
[
Bµ, Qµ, ~, θ
]
=Aˆµ
[
Bµ + ~
1
2Qµ, θ
]
− Bˆµ
[
Bµ, θ
]
=⇒
~
1
2 δBRSQˆµ
[
Bµ, Qµ, ~, θ
]
=δBRSAˆµ
[
Bµ + ~
1
2Qµ, θ
]
− δBRSBˆµ
[
Bµ, θ
]
=δBRSAˆµ
[
Bµ + ~
1
2Qµ, θ
]
=Dˆµ
[
Aˆµ
[
Bµ + ~
1
2Qµ, θ
]]
Cˆ
[
Bµ + ~
1
2Qµ, C, θ
]
.
Using the results displayed above, one can show that
δ2BRSQˆµ
[
Bµ, Qµ, ~, θ
]
= δˆ2BRSQˆµ = 0, (2.22)
δ2BRSCˆ
[
Bµ + ~
1
2Qµ, C, θ
]
= δˆ2BRSCˆ = 0. (2.23)
Before closing this subsection, for later use we shall show that both above terms,
A
(n)
µ
[
(a1, µ1, p1), ......, (an , µn, pn); θ
]
and C(n)
[
(a1, µ1, p1), ......, (an, µn, pn); (a, p); θ
]
defin-
ing all Seiberg-Witten maps introduced in this section, are linear combinations of functions
of the type
Q(p1, ...., pn) ·K(piθpj), (2.24)
where Q(p1, ...., pn) is a monomial of the momenta pi and K(piθpj) is a function of the
variables piθpj, i, j = 1...n, only. We use well known notation qθk = qµθ
µνkν .
Let us begin with A
(n)
µ
[
(a1, µ1, p1), ......, (an, µn, pn); θ
]
. In [25], it was shown that the
θ-exact Seiberg-Witten map can be constructed by setting h = 1 in the following formal
series
Aµ[aρ;hθ] =
∞∑
n=1
A(n)µ [aρ;hθ], (2.25)
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where A
(n)
µ [aρ;hθ] is of order n in the number of classical fields and it is given by the
recursive solution to the following set of equations
A
(1)
µ [aρ;hθ] = aµ,∀h,
A
(2)
µ [aρ;hθ] =
∫ h
0 dt
(
1
2 θ
ij{A
(1)
i , ∂jA
(1)
µ }⋆t −
1
4 θ
ij{A
(1)
i , ∂µA
(1)
j }⋆t
)
,
A
(3)
µ [aρ;hθ] =
∫ h
0 dt
(
1
2 θ
ij{A
(1)
i , ∂jA
(2)
µ [aρ; tθ]}⋆t +
1
2 θ
ij{A
(2)
i [aρ; tθ], ∂jA
(1)
µ }⋆t
− 14 θ
ij{A
(2)
i [aρ; tθ], ∂µA
(1)
j }⋆t −
1
4 θ
ij{A
(1)
i , ∂µA
(2)
j [aρ; tθ]}⋆t
+ i4 θ
ij{A
(1)
i , [A
(1)
j ,A
(1)
µ ]⋆t}⋆t ,
)
,
...........
A
(n)
µ [aρ;hθ] =
∫ h
0 dt
(
1
2 θ
ij
∑
m1+m2=n
{A
(m1)
i , ∂jA
(m2)
µ }⋆t
− 14 θ
ij
∑
m1+m2=n
{A
(m1)
i , ∂µA
(m2)
j }⋆t
+ i4 θ
ij
∑
m1+m2+m3=n
{A
(m1)
i , [A
(m2)
j ,A
(m3)
µ ]⋆t}⋆t
)
, ∀n > 3.
(2.26)
Above A
(mi)
µ is a shorthand for A
(mi)
µ [aρ;hθ].
Now, it is easily seen by inspection of the formulae given in [25] that, indeed, A
(1)
µ [aρ;hθ]
and A
(2)
µ [aρ;hθ] are, after setting h=1, the Fourier transforms of a linear combination of
functions of the type displayed in (2.24) multiplied by one or two ordinary gauge fields,
respectively. Further, in A
(1)
µ [aρ;hθ] and A
(2)
µ [aρ;hθ], h only occurs in exponentials of the
type
e
±ih
2
∑
(i1,i2)
pi1θ pi2
. (2.27)
Notice that in A
(1)
µ [aρ;hθ] and A
(2)
µ [aρ;hθ] there is no polynomial dependence in h, but, we
shall allow for the possibility that for higher n there is a cancelation among phase factors
that gives rise upon integration over t to positive powers of h. Before we go on, let us recall
that, for all integers s ≥ 0, we have∫ h
0
dt ts eAt =
eAh
A
s∑
k=0
(−1)2s−k
s!
(s− k)!Ak
hs−k − (−1)s
s!
As+1
. (2.28)
Next, let us assume that, for all m < n we have that, a) A
(m)
µ [aρ;hθ] is, for h = 1,
the Fourier transform of a linear combination of functions of the type displayed in (2.24)
multiplied by m ordinary gauge fields and that, b) the h-dependence in A
(m)
µ [aρ;hθ] only
occurs through functions of the form
hα e
±ih
2
∑
(i1,i2)
pi1θ pi2
or hβ , (2.29)
with α ≥ 0 and β ≥ 0 being integers. Then, last equation in (2.26) tell us that a) and b)
hold for A
(n)
µ [aρ;hθ], so that mathematical induction leads to the conclusion that a) and
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b) also hold for any n; which in turn implies that A
(n)
µ
[
(a1, µ1, p1), ......, (an, µn, pn); θ
]
is a
linear combination of functions of the type (2.24), for whatever value of n.
It is plain that the same kind of reasoning can be carried out to show that
C(n)
[
(a1, µ1, p1), ......, (an, µn, pn); (a, p); θ
]
, (2.30)
is also a linear combination of functions of the type (2.24).
2.2.2 DeWitt effective action for the ordinary fields
We are now ready to quantize the classical ordinary U(N) gauge theory which is dual,
under the θ-exact Seiberg-Witten map, to the noncommutative U(N) Yang-Mills theory.
To quantize the ordinary theory in question, we shall use the background-field splitting; so
the classical action that defines the ordinary theory reads
SNCYM
[
Bµ + ~
1
2Qµ
]
= −
1
4g2
∫
tr
(
Fˆµν
[
Bˆµ + ~
1
2 Qˆµ
]
Fˆµν
[
Bˆµ + ~
1
2 Qˆµ
])
, (2.31)
with Bˆµ = Bˆµ
[
Bµ
]
and Qˆµ = Qˆµ
[
Bµ, Qµ, ~, θ
]
are the Seiberg-Witten map –standard and
in the presence of a background– introduced in section 2.2.1.
Let us first introduce two extra fields, Fˆ = Fˆ aT a, ˆ¯C = ˆ¯CaT a, on which the ordinary
δBRS, and noncommutative δˆBRS, operators act by the following definition:
δBRS
ˆ¯C = δˆBRS
ˆ¯C = ~−
1
2 Fˆ , δBRSFˆ = δˆBRSFˆ = 0, δ
2
BRS
ˆ¯C = δˆ2BRSC¯ = δ
2
BRSFˆ = δˆ
2
BRSFˆ = 0.
(2.32)
Here ˆ¯C is a Grassmann field and Fˆ is a boson field. Recall that T a is U(N) generator in
the fundamental representation.
We shall assume from now on that Bµ is a solution to the classical equation of motion of
the theory with action SNCYM [Bµ], as defined previously. Then, as shown in the appendix
A, Bµ satisfies:
Dˆµ
[
Bˆµ[Bµ]
]
Fˆµν
[
Bˆµ[Bµ]
]
= 0. (2.33)
The on-shell DeWitt action, ΓDeW [Bµ], of ordinary theory now reads
e
i
~
ΓDeW
[
Bµ
]
=
∫
dQaµdC
ad ˆ¯C
a
dFˆ a e
i
~
SNCYM
[
Bµ+~
1
2Qµ
]
+iSgf
[
Bµ,Qµ,Fˆ ,
ˆ¯C,C
]
, (2.34)
where Sgf
[
Bµ, Qµ, Fˆ ,
ˆ¯C,C
]
is the gauge-fixing term, which is BRS-exact –thus benefits the
BRS quantization method:
Sgf
[
Bµ, Qµ, Fˆ , C¯, C
]
= δBRSXgf
[
Bµ, Qµ, Fˆ ,
ˆ¯C,C
]
.
Here δBRS is the ordinary BRS operator which acts on the fields Bµ, Qµ as defined in (2.21)
and on ˆ¯C and Fˆ as defined in (2.32). The Xgf
[
Bµ, Qµ, Fˆ ,
ˆ¯C,C
]
is an arbitrary functional
–with ghost number -1– of the fields, which can be expressed as formal series of the fields.
Taking into account that δ2BRS = 0, when acting on Bµ, Qµ, C,
ˆ¯C and Fˆ , respectively,
one concludes that δBRSSgf = 0. Hence, the results presented in [24] also apply here, so that
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ΓDeW
[
Bµ
]
does not depend on the Xgf
[
Bµ, Qµ, Fˆ , C¯, C
]
that one chooses. For instance,
one may choose the standard background field gauge of the ordinary fields, i.e.,
Xgf =
~
1
2
g2
∫
tr C¯
(
αFˆ +Dµ
[
Aµ
[
Bµ + ~
1
2Qµ
]]
C
)
,
but this gauge-fixing term will not suit our purpose. We shall choose the following term
Sgf = δBRS
~
1
2
g2
∫
ˆ¯C
(
αFˆ + Dˆµ
[
Aˆµ
[
Bµ + ~
1
2Qµ
]]
Cˆ
[
Bµ, Qµ, C
])
, (2.35)
instead. Note that Dˆµ
[
Aˆµ
[
Bµ + ~
1
2Qµ
]]
is the noncommutative covariant derivative.
Now, taking into account (2.21) and (2.32), one concludes that our choice of gauge-fixing
term reads
Sgf =
1
g2
∫
tr
(
αFˆ 2 + Fˆ Dˆµ
[
Bˆµ
]
Qˆµ − ˆ¯CDˆµ
[
Bˆµ
]
Dˆµ
[
Bˆµ + ~
1
2 Qˆµ
]
Cˆ
)
, (2.36)
which is the gauge-fixing term corresponding to the NC BFG.
3 Establishing equivalence by changing variables in the path integral
Let Qˆaµ = tr(Qˆµ T
a) and Cˆa = tr(Cˆ Ca), where Qˆµ and Cˆ are given by the Seiberg-Witten
map in (2.17) and (2.18), respectively. Let J1[B
a, Qa] and J2[B
a, Qa] be the following
Jacobian determinants
J1[B
a, Qa] = det
δQˆaµ(x)
δQbν(y)
= exp Tr ln
(
δQˆaµ(x)
δQbν(y)
)
,
J2[B
a, Qa] = det δCˆ
a(x)
δCb(y)
= exp Tr ln
(
δCˆa(x)
δCb(y)
)
.
(3.1)
By changing variables in the path integral in (2.34): Ca → Cˆa and Qaµ → Qˆ
a
µ, we obtain
e
i
~
ΓDeW[Bµ] =
∫
dQˆaµdCˆ
ad ˆ¯CadFˆ a
{
J−11 [B,Q]J2[B,Q]
· e
i
~
SNCYM
[
Bˆµ+~
1
2 Qˆµ
]
+iSgf
[
Bˆµ,Qˆµ,Fˆ ,
ˆ¯C,Cˆ
]}
,
(3.2)
where Bˆµ and Qˆµ are expressed in terms of Bµ and Qµ and
Sgf
[
Bˆµ, Qˆµ, Fˆ ,
ˆ¯C, Cˆ
]
= SBFG
[
Bˆµ, Qˆµ, Fˆ ,
ˆ¯C, Cˆ
]
.
To continue we start with the following proposition:
If J1[B,Q] = 1 and J2[B,Q] = 1, then the right hand side of (3.2) equals the right hand
side of (2.1), leading to (1.1), that is: ΓDeW
[
Bµ
]
= ΓˆDeW
[
Bˆµ[Bµ]
]
.
This result is valid on-shell since Bˆµ[Bµ] satisfies the noncommutative Yang-Mills equa-
tions (2.33), and the reason is the on-shell uniqueness of DeWitt effective action [19, 24].
In summary, if we are able to show that proposition holds, that would prove that both
theories defined in terms of noncommutative fields and in terms of ordinary fields, through
the Seiberg-Witten map, have the same on-shell DeWitt effective action and, therefore, they
are dual –i.e., they are different descriptions of the same underlying theory– to each other
at the quantum level. We shall show below that, indeed, in dimensional regularization,
and in the perturbative regime defined by the coupling constant, our proposition holds.
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3.1 No one-loop two-point contribution coming from J1 [B,Q] nor J2 [B,Q].
Before we plunge into the general proof that proposition holds, we shall show that by
employing dimensional regularization the one-loop two-point contribution to
ln J1[B,Q] = Tr ln
(δQˆaµ(x)
δQbν(y)
)
, (3.3)
vanishes. By working out this simple instance, we shall acquaint ourselves with the tech-
niques that we shall employ in the general case, as well as the type of dimensionally
regularized integrals one has to face.
From (2.17) and
δQaµ(p)
δQbν(y)
= e−ipyδab δ
ν
µ, (3.4)
one obtains
δQˆaµ(x)
δQbν(y)
= δab δ
ν
µδ(x − y) +
δ
δQbν(y)
{ ∞∑
n=2
∫ n∏
i=1
d4pi
(2π)4
e
i
(
n∑
i=1
pi
)
x
·n tr
(
T aA
(n)
µ [(a1, µ1, p1), ......, (an, µn, pn); θ]
)
B˜a1µ1(p1)......B˜
an−1
µn−1 (pn−1)Q˜
an
µn
(pn)
}
+O(~
1
2 )
= δab δ
µ
ν δ(x− y) +M1 [B]
aν
bµ (x, y) +M2 [B]
aν
bµ (x, y),+O(B
3) +O(~
1
2 ),
(3.5)
with
M1 [B]
aν
bµ (x, y) = 2
∫
d4p1
(2π)4
eip1xe−ip2(x−y) tr
(
T aA
(2)
µ [(a1, µ1, p1); (b, ν, p2); θ]
)
B˜a1µ1(p1),
M2 [B]
aν
bµ (x, y) = 3
∫
d4p1
(2π)4
d4p2
(2π)4
ei(p1+p2)xeip3(x−y)
·tr
(
T aA
(3)
µ [(a1, µ1, p1), (a2, µ2, p2); (b, ν, p3); θ]
)
B˜a1µ1(p1)B˜
a2
µ2
(p2).
(3.6)
Now, substituting the previous results in (3.3), one gets
Tr ln
(
δQˆaµ(x)
δQbν(y)
)
= Tr ln
(
δab δ
µ
ν δ(x − y) +M1 [B]
aν
bµ (x, y) +M2 [B]
aν
bµ (x, y)
)
+O(B3) +O(~
1
2 )
= Tr ln (1+M1 +M2) +O(B
3) +O(~
1
2 ) = Tr
∞∑
k=1
(−)k+1
k
(M1 +M2)
k +O(B3) +O(~
1
2 )
= TrM1 +TrM2 +TrM1M1 +O(B
3) +O(~
1
2 ),
(3.7)
where
TrM1 =
∫
d4xM1 [B]
aµ
aµ (x, x)
=
∫
d2ωp1
(2π)2ω
(2π)2ωδ(p1)B
a1
µ1
(p1)
∫
d2ωq
(2π)2ω
tr
(
T aA
(2)
µ [(a1, µ1, p1), (a, µ, q); θ]
)
,
(3.8)
and
TrM2 =
∫
d4xM2 [B]
aµ
aµ (x, x) =
∫
d2ωp1
(2π)2ω
∫
d2ωp2
(2π)2ω (2π)
2ω
{
δ(p1 + p2)B
a1
µ1
(p1)B
a2
µ2
(p2)
· 3
∫
d2ωq
(2π)2ω
tr
(
T aA
(3)
µ [(a1, µ1, p1), (a2, µ2, p2), (a, µ, q); θ]
)}
,
(3.9)
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and
TrM1M1 =
∫
d2ωx
∫
d4yM1 (B)
aµ
a′µ′ (x, y)M1 (B)
a′µ′
aµ (y, x)
=
∫
d2ωp1
(2π)2ω
∫
d2ωq1
(2π)2ω
(2π)2ω
{
δ(p1 + q1)B˜
a1
µ1
(p1)B˜
b1
ν1
(q1)
·4
∫
d2ωq
(2π)2ω
tr
(
T aA
(2)
µ2 [(a1, µ1, p1), (a2, µ, q); θ]
)
· tr
(
T a2A
(2)
µ [(b1, ν1, p1), (a, µ2, p1 + q); θ]
)}
.
(3.10)
Let us show now that in dimensional regularization TrM1 = 0. The term A
(2)
µ [(a1, µ1, p1), (a, µ, q); θ]
can be obtained from A
(2)
µ in section III of ref. [25]:
A(2)µ [(a1, µ1, p1), (a2, µ2, p2); θ] =
1
2
(
A(2)µ [(a1, µ1,−p1), (a2, µ2,−p2); θ]
+A(2)µ [(a2, µ2,−p2), (a1, µ1,−p1); θ]
)
.
(3.11)
Hence, in dimensional degularization the loop integral –the integral over q– (in TrM1 –see
(3.8)–) reads∫
d2ωq
(2π)2ω
tr
(
T aA(2)µ [(a1, µ1, p1), (a, µ, q)); θ]
)
=
1
2
d2ωq
(2π)2ω
tr
(
A(2)µ [(a1, µ1,−p1), (a, µ, q); θ] + A
(2)
µ [(a, µ, q), (a1, µ1,−p1); θ]
)
= −
1
4
tr
∫
d2ωq
(2π)2ω
θij(2qjδ
µ1
i δ
µ
µ − qµδ
µ1
i δ
µ
j )
(
T aT a1T a
e−
i
2
qθp − 1
qθp
− T aT aT a1
e
i
2
qθp − 1
qθp
)
= 0,
(3.12)
since ∫
d2ωq
(2π)2ω
qµ1 ...qµr
qθp
= 0,
∫
d2ωq
(2π)2ω
qµ1 ...qµr
eiξqθp
qθp
= 0,∀ξ. (3.13)
One may actually use δ(p1) to further simplify the argument, as only the second vanishing
identity above would be needed. We have included the discussion of the vanishing of
the previous type of integrals due to the employment of dimensional regularization in the
appendix B.
Next, by integrating out the Dirac delta function, δ(p1 + p2) in (3.9), one comes to
the conclusion that to work out TrM2, one has to compute the following dimensionally
regularized integral∫
d2ωq
(2π)2ω
tr
(
T aA(3)µ
[
(a1, µ1, p1), (a2, µ2,−p1), (a, µ, q); θ
])
, (3.14)
where A
(3)
µ [(a1, µ1, p1), (a2, µ2,−p1), (a, µ, q); θ] is obtained from A
(3)
µ in equation (3.1) of
ref.[25] by appropriate symmetrization. By expressingA
(3)
µ [(a1, µ1, p1), (a2, µ2,−p1), (a, µ, q); θ]
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in terms of A
(3)
µ , one concludes that the integral in (3.14) is a linear combination of the
following types of dimensionally regularized integrals:∫
d2ωq
(2π)2ω
Q(q) I(−p1, p1, q, θ),
∫
d2ωq
(2π)2ω
Q(q) I(−p1,−q, p1, θ),∫
d2ωq
(2π)2ω
Q(q) I(−q,−p1, p1, θ),
∫
d2ωq
(2π)2ω
Q(q) I(p1, p1,−q, θ),∫
d2ωq
(2π)2ω
Q(q) I(p1,−q, p1, θ),
∫
d2ωq
(2π)2ω
Q(q) I(−q, p1, p1, θ);
∫
d2ωq
(2π)2ω
Q(q)F(−p1, p1, q, θ),
∫
d2ωq
(2π)2ω
Q(q)F(−p1,−q, p1, θ),∫
d2ωq
(2π)2ω
Q(q)F(−q,−p1, p1, θ),
∫
d2ωq
(2π)2ω
Q(q)F(p1, p1,−q, θ),∫
d2ωq
(2π)2ω
Q(q)F(p1,−q, p1, θ),
∫
d2ωq
(2π)2ω
Q(q)F(−q, p1, p1, θ);
where Q(q) denotes symbolically a monomial in q (i.e. Q ≡ qµ1 ...qµr ), and
I(p1, p2, p3, θ) = (p2θp3)
−1
[
e−
i
2
(p1θp2+p1θp3+p2θp3) − 1
p1θp2 + p1θp3 + p2θp3
−
e−
i
2
p1θ(p2+p3) − 1
p1θ(p2 + p3)
]
, (3.15)
F(p1, p2, p3, θ) =
e−
i
2
(p1θp2+p1θp3+p2θp3) − 1
p1θp2 + p1θp3 + p2θp3
. (3.16)
Hence
I(−p1, p1, q, θ) =
e
i
2
qθp1 − 1
(qθp1)2
−
i
2qθp1
, I(−p1,−q, p1, θ) =
(e
i
2
qθp1 − 1)2
2(qθp1)2
,
I(−q,−p1, p1, θ) = −
1
8
, I(p1, p1,−q, θ) =
(e−
i
2
qθp1 − 1)2
2(qθp1)2
,
I(p1,−q, p1, θ) =
e−
i
2
qθp1 − 1
(qθp1)2
+
i
2qθp1
, I(q,−p1, p1, θ) = −
1
8
,
F(−p1, p1, q, θ) = −
i
2
, F(−p1,−q, p1, θ) =
1− eiqθp1
2qθp1
,
F(−q,−p1, p1, θ) = −
i
2
, F(p1, p1,−q, θ) =
e−iqθp1 − 1
2qθp1
,
F(p1,−q, p1, θ) = −
i
2
, F(q,−p1, p1, θ) = −
i
2
.
Putting it all together one reaches the conclusion that all the integrals listed above are of
the type ∫
d2ωq
(2π)2ω
eiqθp
(qθp1)n1 ......(qθpr)nr
, (3.17)
which vanish -see appendix B for details– in dimensional regularization. We have thus
shown that TrM2 = 0, in dimensional regularization.
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Let us finally show that TrM1M1 = 0 in dimensional regularization. The loop integral
over q, contributing to TrM1M1, runs -as seen from (3.10)- is:∫
d2ωq
(2π)2ω
tr
(
T aA(2)µ2
[
(a1, µ1, p1), (a2, µ, q); θ
])
tr
(
T a2A(2)µ
[
(b1, ν1, p1), (a, µ2, p1 + q); θ
])
;
(3.18)
but this integral vanishes since it is, again, a linear combination of integrals of the type∫
d2ωq
(2π)2ω
Q
(
e
i
2
qθp1 − 1
qθp1
)(
e±
i
2
qθp1 − 1
qθp1
)
. (3.19)
However, these integrals –appendix B– are equal to zero in dimensional regularization.
In summary, we have just shown that in dimensional regularization TrM1 = 0,
TrM2 = 0 and TrM1M1 = 0, and, hence –see (3.7) and (3.3)– one obtains
ln J1[B,Q] = 0 + O(B
3) + O(~
1
2 ).
Finally, since the same types of integral contribute to J2[B,Q] it is plain that
ln J2[B,Q] = 0 + O(B
3) + O(~
1
2 ),
also holds, and therefore, the one-loop two-point contribution to ΓDeW[Bµ] does not receive
contributions neither from J1[B,Q] nor from J2[B,Q].
Later in this paper a head-on –i.e., by using the Feynman rules for the ordinary fields
and not changing variables in the path integral– computation of the same two-point function
will be performed. We are now ready to show that there are no nontrivial contribution
either to J1[B,Q] or to J2[B,Q].
3.2 Triviality of the full Jacobian determinants
It is shown in the appendix B that
δQˆaµ(x)
δQbν(y)
= 1
~
1
2
δAˆaµ(x)
δQbν (y)
= δab δ
ν
µ δ(x− y) +
∞∑
n=2
∫ n∏
i=1
d4pi
(2π)4
e
i
(
n−1∑
i=1
pi
)
x
eipn(x−y)M
(n) a ν
b µ
(p1, p2, ....pn−1; pn; θ),
(3.20)
where
M
(n) a ν
b µ
(p1, p2, ....pn−1; pn; θ)
= n tr
(
T aA
(n)
µ [(a1, µ1, p1), ..., (an−1, µn−1, pn−1), (b, ν, pn); θ]
)
A˜a1µ1(p1)......A˜
an−1
µn−1(pn−1).
(3.21)
Note that the definition of splitting in the momentum space reads A˜aiµi(pi) = B˜
ai
µi
(pi) +
~
1
2 Q˜aiµi(pi) for all i. Now let’s first define total momenta li, i = 1, ..,m+1, as the following
sums
l1 =
n1−1∑
i1=1
p1,i1 , l2 =
n2−1∑
i2=1
p2,i2 , ..... , lm =
nm∑
im=1
pm,im , lm+1 =
nm+1∑
im+1=1
pm+1,im+1 ,
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then, by taking into account (3.20) and carrying out a lengthy straightforward computation
–see appendix B for details– one gets
ln J1[B,Q] = Tr ln
(
δQˆaµ(x)
δQbν(y)
)
=
∞∑
n=2
∫ n−1∏
i=1
d4pi
(2π)4
δ(
n−1∑
i=1
pi)
∫
d4q
(2π)4
M
(n) aµ
aµ
(p1, p2, ...., pn−1; q; θ)
+
∞∑
m=1
(−1)m
m+1
∞∑
n1=2
· · · · · ·
∞∑
nm+1=2
∫ n1−1∏
i1=1
d4p1,i1
(2π)4
· · · · · ·
∫ nm+1−1∏
im+1=1
d4pm+1,im+1
(2π)4
δ
(
m+1∑
i=1
li
)
∫
d4q
(2π)4
[
M
(n1) aµ1
a1 µ
(p1,1, p1,2, ...., p1,n1−1; q; θ) ·M
(n2) a1 µ2
a2 µ1
(p2,1, p2,2, ...., p2,n2−1; q − l2; θ)
·M
(n3) a2 µ3
a3 µ2
(p3,1, p3,2, ...., p3,n3−1; q − l2 − l3; θ)
· · · · · · · · ·
·M
(nm) am−1 µm
am µm−1
(
pm,1, pm,2, ...., pm,nm−1; q −
m∑
i=2
li; θ
)
·M
(nm+1) am µ
a µm
(
pm+1,1, pm+1,2, ...., pm+1,nm+1−1; q −
m+1∑
i=2
li; θ
)]
.
(3.22)
The general structure of the master integral (3.22) above can be visualized by a 1-loop
diagram, as given in Fig. 1.
Now, in a view of previous equations (3.21) and (3.22), to complete computation of
ln J1[B,Q], one has to work out the following dimensionally regularized type of integrals
over the internal momenta qµ:
V =
∫
dDq
(2π)D
{
tr
(
T aA
(n1)
µ [(b1,1, ν1,1, p1,1), ....., (b1,n1−1, ν1,n1−1, p1,n1−1), (a1, µ1, q); θ]
)
·tr
(
T a1A
(n2)
µ1 [(b2,1, ν2,1, p2,1), ....., (b2,n2−1, ν2,n2−1, p2,n2−1), (a2, µ2, q − l2); θ]
)
·tr
(
T a2A(n3)µ2 [(b3,1, ν3,1, p3,1), ....., (b3,n3−1, ν3,n3−1, p3,n3−1), (a3, µ3, q − l2 − l3); θ]
)
· · · · · · · · ·
·tr
(
T am−1A(nm)µm−1
[
(bm,1, νm,1, pm,1), ....,
bm,nm−1, νm,nm−1, pm,nm−1), (am, µm, q −
m∑
i=2
li); θ
])
·tr
(
T amA(nm+1)µm
[
(bm+1,1, νm+1,1, pm+1,1), ....,
(bm+1,nm+1−1, νm+1,nm+1−1, pm+1,nm+1−1), (a, µ, q −
m+1∑
i=2
li); θ
])}
.
(3.23)
However, according to the discussion at the end of subsection 2.2.1, the previous integral
is a linear combination of integrals of the type
I =
∫
dDq
(2π)D
Q(q) I(qθki, kiθkj), (3.24)
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ql1l2
q + l1
lm+1
q −
i∑
k=2
lk
q − l2 − l3
li =
ni−1∑
ki=1
piki
l3
q − l2
M
n2
2 M
n1
1
M
nm+1
m+1
M
ni
i
M
n3
3
pi1 pi2 pini−1
Figure 1. The one-loop diagram interpretation/ilustration of (3.22): Each circle corresponds one
M(ni), wavy lines denote the gauge field operators, either background or quantum, within the
M(ni). The li’s are then just the total momentum brought in by these field operators. The solid
line flows in each circle gives the assignment of q −
∑
k
lk into the correspondingM(ni) in (3.22).
where Q(q) = qρ1qρ2 · · · qρn , qθki = qµθ
µνkiν , i = 1, ....., s and kiθkj = kiµθ
µνkjν , i, j =
1, ....., s. Here n and s run over all relevant momenta other than q, in general. It is
important to stress that Q(q) is a monomial on qρ and that the function I in the integrand
of the previous integral is a function of the variables qθki and kiθkj only, and, hence, as
shown in the appendix C, one concludes that
I = 0 and V = 0. (3.25)
By substitutingV = 0 in (3.22) one obtains that in dimensional regularization the following
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logarithm vanishes: ln J1[B,Q] = 0, and
J1[B,Q] = 1. (3.26)
It is plain that identical lines of arguments apply to J2[B,Q] as well. Thus as expected,
our proposition has been proven.
3.3 Incorporating adjoint matter
The θ-exact Seiberg-Witten map for scalar or fermion fields in the adjoint reads –see [26]:
Φˆ [Aµ,Φ, θ] (x) = Φ(x) +
∞∑
n=1
F (n)(x),
F (n)(x) =
∫ n∏
i=1
d4pi
(2π)4 e
i
(
p+
n∑
i=1
pi
)
x
F(n) [(a1, µ1, p1), ......, (an, µn, pn); (a, p); θ]
· A˜a1µ1(p1)......A˜
an
µn
(pn)Φ
a(p),
(3.27)
where Φ = ΦaT a denotes an ordinary scalar or fermion field transforming under the adjoint
of U(N). Now, taking into account the recursive equations -see section III of ref. [26]– which
yield Φˆ [Aµ,Φ, θ] (x) have similar θ and momentum structure to the one for Aˆµ [Aµ, θ], it is
easy to see that F(n) [(a1, µ1, p1), ......, (an, µn, pn); (a, p); θ] is also a linear combination of
functions of the type in (2.24). Hence, one also concludes that the Jacobian determinant
for the change of variables Φa → Φˆa(x) = tr(Φˆ(x)T a) = tr(T aΦˆ [Aµ,Φ, θ] (x)) in the path
integral over the fields Φa is one, i.e.:
det
δΦˆa(x)
δΦa(y)
= 1. (3.28)
Hence the inclusion of matter fields in the adjoint –and for that matter any type of matter
fields– does not change the conclusion that we have reached above for gauge fields, i.e., that
the θ-exact Seiberg-Witten map associates every quantum field theory, with gauge group
U(N) and formulated in terms of noncommutative fields, to an ordinary gauge theory, with
gauge group U(N), which is dual to the former at the quantum level, because, indeed, they
do have the same on-shell DeWitt effective action.
Note that the massless tadpole integrals also vanish in the dimensional-reduction
scheme, which preserves supersymmetry manifestly in the one-loop. Therefore our conclu-
sion here should be also valid for the noncommutative supersymmetric Yang-Mills theories
(NCSYMs).
4 Testing the quantum equivalence by direct computation: the one-loop
two-point function
We choose to test the formal equivalence established in the last section by computing
explicitly one-loop quantum correction to the quadratic part of the effective action in the
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noncommutative U(1) gauge theory prior to and after the Seiberg-Witten map. At this
specific order, the general equivalence relation (1.1) reduces to a much simpler relation
∫
dDp
(2π)D
B˜µ(−p)Γ
µν(p)B˜ν(p) =
∫
dDp
(2π)D
˜ˆ
Bµ[B˜µ(−p)]Γˆ
µν(p)
˜ˆ
Bν [B˜µ(p)]
=
∫
dDp
(2π)D
B˜µ(−p)Γˆ
µν(p)B˜ν(p),
(4.1)
when B˜ν(p) is placed on-shell, because only the zeroth order of the SW map counts here.
We start by reviewing the standard procedure for computing the DeWitt effective
action of U(1) gauge theory perturbatively in the background field formalism/method
(BFM) [19, 20], which evaluates all 1-PI diagrams with all background field external legs
and all integrand fields (Qˆµ,
ˆ¯C, Cˆ, Fˆ ) internal line using the following action Sˆloop
Sˆloop = Sgf + SNCYM
[
Bˆµ + Qˆµ
]
− SNCYM
[
Bˆµ
]
−
∫
δSNCYM
[
Bˆµ
]
δBˆµ
Qˆµ. (4.2)
Once the SW map is employed, one may choose to map the action above, making it
Sloop =Sgf
[
Bµ, Qµ,
ˆ¯C,C, Fˆ
]
+ SNCYM
[
Bˆµ[Bµ] + Qˆµ[Qµ, Bµ]
]
− SNCYM
[
Bˆµ[Bµ]
]
−
∫
δSNCYM
[
Bˆµ[Bµ]
]
δBˆµ
[Bµ, Qµ]Qˆµ[Bµ, Qµ];
(4.3)
or to map the classical gauge-fixed action then subtract the equations of motion with
respect to the commutative/ordinary fields, i.e.
S′loop =Sgf [Bµ, Qµ,
ˆ¯C,C, Fˆ ]
+ SNCYM
[
Bˆµ[Bµ] + Qˆµ[Qµ, Bµ]
]
− SNCYM
[
Bˆµ[Bµ]
]
−
∫
δSNCYM
[
Bˆµ[Bµ]
]
δBµ
Qµ.
(4.4)
These two actions are equivalent on-shell as long as the Seiberg-Witten map is invertible,
as proven in the appendix A, yet they are but not identical to each other because of the
additional field redefinition factor. We choose to proceed with Sloop in the computations
presented below. As we will see soon, this choice leads to result directly identical to the
computation using noncommutative fields, i.e.2
Γˆµν(p) = Γµν(p). (4.5)
We are going to use the extended version of dimensional regularization scheme as
in [17], which we know to be compatible with the prescriptions used in subsection 3.1. To
simplify the computation we choose α = 1 and have the auxiliary field F integrated out.
2Our prior computation in [17] would actually correspond to the same evaluation but with S′loop, which
is, because of the proof in the appendix A, equivalent to the results here on-shell.
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4.1 Model definition
As our first test we choose Sgf to be the background field gauge with respect to the non-
commutative fields, i.e.
Sgf = SBFG =
1
g2
∫
tr δˆBRS
ˆ¯C
(
αFˆ + Dˆµ
[
Bˆµ
]
Qˆµ
)
. (4.6)
The U(1) theory version of (4.3) then reads
SU(1)loop =−
1
4g2
∫ (
Dˆµ
[
Bˆµ
]
Qˆν − Dˆν
[
Bˆµ
]
Qˆµ
)2
−
i
2g2
∫
Fˆµν
[
Bˆ
] [
Qˆµ ⋆, Qˆν
]
−
i
2g2
∫ (
Dˆµ
[
Bˆµ
]
Qˆν − Dˆν
[
Bˆµ
]
Qˆµ
) [
Qˆµ ⋆, Qˆν
]
+
1
4g2
∫ ([
Qˆµ ⋆, Qˆν
])2
−
1
g2
∫ (
1
2
(
Dˆµ
[
Bˆµ
]
Qˆµ
)2
+ C¯Dˆµ
[
Bˆµ
]
Dˆµ
[
Bˆ
]
Cˆ
)
.
(4.7)
To perform the one-loop computation we must expand this action up to the BBQQ order,
which is worked out in details in the appendix D. in the end we get3
S
(1)
U(1) =−
1
4
∫ (
∂µQν − ∂νQµ
)2
−
1
2
(
∂µQ
µ
)2
− C¯C
+ SBQQ + SBBQQ + SBcc¯ + SBBcc¯ +O(BBB),
(4.8)
where
SBQQ =SBQQ1 + SBQQ2 ,
SBQQ1 =−
1
2
∫
iBµν [Q
µ ⋆, Qν ]
+Qµνθ
ij (Biµ ⋆2 Qjν +Qiµ ⋆2 Bjν −Bi ⋆2 ∂jQµν −Qi ⋆2 ∂jBµν) ,
(4.9)
SBQQ2 = −
∫
(∂µQ
µ)(∂ν
ˆˆ
Q(1)ν ) + i(∂µQ
µ) [Bµ ⋆, Q
µ] , (4.10)
SBBQQ = SBBQQ1 + SBBQQ2 , (4.11)
SBBQQ1 = −
1
4
∫ (
θij
(
Biµ ⋆2 Qjν +Qiµ ⋆2 Bjν −Bi ⋆2 ∂jQµν −Qi ⋆2 ∂jBµν
))2
+ 4Qµν∂µ
ˆˆ
Q(2)ν + 4iB
µν
[
ˆˆ
Q(1)µ
⋆, Qν
]
+ 4iQµν
[
Bµ ⋆,
ˆˆ
Q(1)ν
]
+ irrelevant,
(4.12)
SBBQQ2 =
∫
−
1
2
(
∂µ
ˆˆ
Q(1)µ
)2
− (∂νQ
ν)
(
∂µ
ˆˆ
Q(2)µ
)
− i(∂νQ
ν)
[
Bµ ⋆,
ˆˆ
Q(1)µ
]
− i [Bµ ⋆, Q
µ]
(
∂µ
ˆˆ
Q(1)µ
)
+
1
2
([Bµ ⋆, Q
µ])2 + irrelevant,
(4.13)
and
SBCC¯ = −
∫
C¯
ˆˆ
C(1) + iC¯∂µ [B
µ ⋆, C] + C¯ [Bµ ⋆, ∂µC] , (4.14)
3We assume g = ~ = 1 from now on for simplicity, actually coupling is g for BQQ and g2 for BBQQ.
As a convention interactions with subindex 2 are derived from Sgf , while those with subindex 1 are from
the rest of Sloop. We assume
ˆ¯C ≡ C¯ from now on, too.
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bp, µ p, ν
ℓ
b
ℓ+ p
Figure 2. Three-photon bubble contribution to the photon two-point function BµνBFGphoton .
b
p, µ p, ν
ℓ
b
Figure 3. Four-photon tadpole contribution to the photon two-point function T µνBFGphoton .
b
p, µ p, ν
ℓ
b
ℓ+ p
Figure 4. Photon-ghost bubble contribution to the photon two-point function BµνBFGghost .
SBBCC¯ =
∫
−iC¯∂µ
[
Bµ ⋆,
ˆˆ
C(1)
]
+i
[
Bµ ⋆, C¯
]
∂µ
ˆˆ
C(1)−
[
Bµ ⋆, C¯
]
[Bµ ⋆, C]+irrelevant. (4.15)
Note that we use Bµν ≡ ∂µBν − ∂νBµ and Qµν ≡ ∂µQν − ∂νQµ in the equations above.
Operators
ˆˆ
Qµ and
ˆˆ
C are defined in (D.4) and (D.6), respectively. Here and later “irrelevant”
denotes those four-field-interaction terms which do not generate nontrivial nonlocal factor
and/or denominator in the tadpole diagrams. Their contributions to tadpole is then zero
under dimensional regularization because of the reasons given in the section 3 and the
appendix C. They would still be needed for loop corrections to the three and higher point
functions. The interaction Feynman rules are read out from the interactions listed above,
and given in the appendix E.1.
4.2 One-loop quantum corrections in the background field gauge
The one-loop photon 1-PI two-point function computation in the background-field gauge
consists four diagrams (Figures 2-5): the photon self-interacting bubble BµνBFGphoton and
tadpole T µνBFGphoton , as well as the ghost bubble B
µν
BFGghost
and tadpole T µνBFGghost :
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b
p, µ p, ν
ℓ
b
Figure 5. Photon-ghost tadpole contribution to the photon two-point function T µνBFGghost .
ΓµνBFG = B
µν
BFGphoton
+ T µνBFGphoton +B
µν
BFGghost
+ T µνBFGghost , (4.16)
with
BµνBFGphoton =
1
2
∫
dDℓ
(2π)D
−igρ1ρ2
ℓ2
−igσ1σ2
(ℓ+ p)2
Γµρ1σ2BQQBFG (p; ℓ,−p− ℓ) Γ
νρ2σ2
BQQBFG
(−p;−ℓ, p+ ℓ)
=Bµν1BFG + B
µν
2BFG
,
(4.17)
Bµν1BFG =
1
2
∫
dDℓ
(2π)D
−igρ1ρ2
ℓ2
−igσ1σ2
(ℓ+ p)2
(
Γµρ1σ2BQQBFG1
(p; ℓ,−p− ℓ) Γνρ2σ2BQQBFG1
(−p;−ℓ, p+ ℓ)
+ Γµρ1σ2BQQBFG1
(p; ℓ,−p− ℓ) Γνρ2σ2BQQBFG2
(−p;−ℓ, p+ ℓ)
+ Γµρ1σ2BQQBFG2
(p; ℓ,−p− ℓ) Γνρ2σ2BQQBFG1
(−p;−ℓ, p+ ℓ)
)
,
(4.18)
Bµν2BFG =
1
2
∫
dDℓ
(2π)D
−igρ1ρ2
ℓ2
−igσ1σ2
(ℓ+ p)2
Γµρ1σ2BQQBFG2
(p; ℓ,−p− ℓ) Γνρ2σ2BQQBFG2
(−p;−ℓ, p+ ℓ) ,
(4.19)
T µνBFGphoton =
1
2
∫
dDℓ
(2π)D
−igρ1ρ2
ℓ2
Γµνρ1ρ2BBQQBFG (p,−p; ℓ,−ℓ)
=T µν1BFG + T
µν
2BFG
,
(4.20)
T µν1BFG =
1
2
∫
dDℓ
(2π)D
−igρ1ρ2
ℓ2
Γµνρ1ρ2BBQQBFG1
(p,−p; ℓ,−ℓ) , (4.21)
T µν2BFG =
1
2
∫
dDℓ
(2π)D
−igρ1ρ2
ℓ2
Γµνρ1ρ2BBQQBFG2
(p,−p; ℓ,−ℓ) , (4.22)
BµνBFGghost = −
∫
dDℓ
(2π)D
i
ℓ2
i
(ℓ+ p)2
ΓµBcc¯BFG (p; ℓ) Γ
ν
Bcc¯BFG
(−p; p+ ℓ) , (4.23)
T µνBFGghost = −
∫
dDℓ
(2π)D
i
ℓ2
ΓµνBBcc¯BFG (p,−p; ℓ, ℓ) . (4.24)
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One can prove that4
Bµν2BFG + T
µν
2BFG
+BµνBFGghost + T
µν
BFGghost
= 0. (4.25)
So
ΓµνBFG = B
µν
1BFG
+ T µν1BFG . (4.26)
Explicit computation then yields
Bµν1BFG =
1
(4π)2
((
gµνp2 − pµpν
)
·
(
(4πµ2)2−
D
2 (p2)
D
2
−22(6− 7D)Γ
(
1−
D
2
)
B
(
D
2
,
D
2
) ∣∣∣∣
D→4−ǫ
− 12IK0 − 16IK1
)
− gµνp2(θp)2T−2 −
(θp)µ(θp)ν
(θp)2
(
16
3
T0 + 8I
0
K − 48p
2I1K
))
,
(4.27)
T µν1BFG =
1
(4π)2
(
gµνp2(θp)2(θp)2T−2 −
(θp)µ(θp)ν
(θp)2
32
3
T0
)
. (4.28)
Thus
ΓµνBFG =
1
(4π)2
((
gµνp2 − pµpν
)
·
(
(4πµ2)2−
D
2 (p2)
D
2
−22(6 − 7D)Γ
(
1−
D
2
)
B
(
D
2
,
D
2
) ∣∣∣∣
D→4−ǫ
− 12IK0 − 16IK1
)
−
(θp)µ(θp)ν
(θp)2
(
16T0 + 8I
0
K − 48p
2I1K
))
.
(4.29)
This result exactly matches ΓˆµνBFG, eqs. (F.16-F.18). Using the fact that T0 = −2/(θp)
2 [17]
one can immediately recover the same quadratic IR divergence equals to 32(θp)µ(θp)ν/(θp)4,
which is the same as noncommutative U(1) theory [6, 7]. Now the UV divergent part of
ΓµνBFG at the D → 4− ǫ limit reads
ΓµνBFG
∣∣
UV
=
1
(4π)2
(
gµνp2 − pµpν
)22
3
(
2
ǫ
+ ln(µ2(θp)2)
)
. (4.30)
This coefficient 22/3 matches exactly the coefficient for β(g) of the NC U(1) theory [4, 7].
4This cancellation actually indicates that the stand-alone gauge-fixing contribution to the 1PI photon
two point function vanishes. Gauge fixing contributions still exist via the products of Γ1 and Γ2 in B1.
However if one replaces Sloop by S
′
loop, this effect also disappears because Γ1 is orthogonal to Γ2 in that
case, the final result for S′loop then goes back to [17] because the background-field splitting becomes trivial
in that case.
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4.3 One-loop corrections in the noncommutative Feynman gauge
We perform a second test on the gauge-fixing (in-)dependence by shifting from the back-
ground field gauge fixing Dˆµ[Bˆµ]Qˆ
µ, to the NC Feynman gauge fixing (NCFG) ∂µQˆ
µ.
The standard background field method procedure then leads us to a modification to the
following action
S
(1)
U(1)NCFG
=−
1
4
∫ (
Dˆµ
[
Bˆµ
] ˆˆ
Qν − Dˆν
[
Bˆµ
] ˆˆ
Qµ
)2
−
i
2
∫
Fˆµν
[
Bˆµ
][ ˆˆ
Qµ ⋆,
ˆˆ
Qν
]
−
∫ (
1
2
(
∂µ
[
Bˆµ
] ˆˆ
Qµ
)2
+ C¯∂µDˆ
µ
[
Bˆµ
] ˆˆ
C
)
.
(4.31)
The resulted Feynman rules are listed in the appendix E.2. In analogy to the background-
field gauge, we have the following one-loop contributions
ΓµνNCFG−BFM = B
µν
NCFG−BFMphoton
+ T µνNCFG−BFMphoton +B
µν
NCFG−BFMghost
+ T µνNCFG−BFMghost ,
(4.32)
with
BµνNCFG−BFMphoton
=
1
2
∫
dDℓ
(2π)D
−igρ1ρ2
ℓ2
−igσ1σ2
(ℓ+ p)2
Γµρ1σ2BQQNCFG−BFM (p; ℓ,−p− ℓ) Γ
νρ2σ2
BQQNCFG−BFM
(−p;−ℓ, p+ ℓ)
=Bµν1NCFG−BFM + B
µν
2NCFG−BFM
,
(4.33)
Bµν1NCFG−BFM =
1
2
∫
dDℓ
(2π)D
−igρ1ρ2
ℓ2
−igσ1σ2
(ℓ+ p)2
·
(
Γµρ1σ2BQQNCFG−BFM1
(p; ℓ,−p− ℓ) Γνρ2σ2BQQNCFG−BFM1
(−p;−ℓ, p+ ℓ)
+ Γµρ1σ2BQQNCFG−BFM1
(p; ℓ,−p − ℓ) Γνρ2σ2BQQNCFG−BFM2
(−p;−ℓ, p+ ℓ)
+ Γµρ1σ2BQQNCFG−BFM2
(p; ℓ,−p − ℓ) Γνρ2σ2BQQNCFG−BFM1
(−p;−ℓ, p+ ℓ)
)
,
(4.34)
Bµν2NCFG−BFM
=
1
2
∫
dDℓ
(2π)D
−igρ1ρ2
ℓ2
−igσ1σ2
(ℓ+ p)2
Γµρ1σ2BQQNCFG−BFM2
(p; ℓ,−p− ℓ) Γνρ2σ2BQQNCFG−BFM2
(−p;−ℓ, p+ ℓ) ,
(4.35)
T µνNCFG−BFMphoton =
1
2
∫
dDℓ
(2π)D
−igρ1ρ2
ℓ2
Γµνρ1ρ2BBQQNCFG−BFM (p,−p; ℓ,−ℓ)
=T µν1NCFG−BFM + T
µν
2NCFG−BFM
,
(4.36)
T µν1NCFG−BFM =
1
2
∫
dDℓ
(2π)D
−igρ1ρ2
ℓ2
Γµνρ1ρ2BBQQNCFG−BFM1
(p,−p; ℓ,−ℓ) , (4.37)
T µν2NCFG−BFM =
1
2
∫
dDℓ
(2π)D
−igρ1ρ2
ℓ2
Γµνρ1ρ2BBQQNCFG−BFM2
(p,−p; ℓ,−ℓ) , (4.38)
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BµνNCFG−BFMghost = −
∫
dDℓ
(2π)D
i
ℓ2
i
(ℓ+ p)2
ΓµBcc¯NCFG−BFM (p; ℓ) Γ
ν
Bcc¯NCFG−BFM
(−p; p+ ℓ) ,
(4.39)
T µνNCFG−BFMghost = −
∫
dDℓ
(2π)D
i
ℓ2
ΓµνBBcc¯NCFG−BFM (p,−p; ℓ, ℓ) . (4.40)
Again
Bµν2NCFG−BFM + T
µν
2NCFG−BFM
+BµνNCFG−BFMghost + T
µν
NCFG−BFMghost
= 0, (4.41)
so
ΓµνNCFG−BFM = B
µν
1NCFG−BFM
+ T µν1NCFG−BFM . (4.42)
Explicit computation then yields
Bµν1NCFG−BFM =
1
(4π)2
((
gµνp2 − pµpν
)
·
(
(4πµ2)2−
D
2 (p2)
D
2
−22(2 − 3D)Γ
(
1−
D
2
)
B
(
D
2
,
D
2
) ∣∣∣∣
D→4−ǫ
− 8IK0 − 16IK1
)
+ pµpν(θp)2T−2 −
(θp)µ(θp)ν
(θp)2
(
16
3
T0 + 8I
0
K − 48p
2I1K
))
,
(4.43)
T µν1NCFG−BFM = −
1
(4π)2
(
pµpν(θp)2T−2 +
(θp)µ(θp)ν
(θp)2
32
3
T0
)
. (4.44)
Consequently
ΓµνNCFG−BFM =
1
(4π)2
((
gµνp2 − pµpν
)
·
(
(4πµ2)2−
D
2 (p2)
D
2
−22(2− 3D)Γ
(
1−
D
2
)
B
(
D
2
,
D
2
) ∣∣∣∣
D→4−ǫ
− 8IK0 − 16IK1
)
−
(θp)µ(θp)ν
(θp)2
(
16T0 + 8I
0
K − 48p
2I1K
))
.
(4.45)
This result matches the computations in the Feynman gauge without Seiberg-Witten map
in the literature [4, 6, 7]. Since the result without Seiberg-Witten map is equivalent to
the background field gauge result on shell [19, 24], we conclude that the Seiberg-Witten
mapped result here fulfills this equivalence too.
4.4 One-loop corrections in the noncommutative U(1) Super Yang-Mils
We also investigate whether our method can be used to remove non-polynomial UV diver-
gences in the 1-PI two point functions of the superpartners, i.e. the photinos and adjoint
scalars. Our starting actions are as follows
Sphotino =
∫
iˆ¯λσ¯µDˆµλˆ, (4.46)
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λ¯bλb
Figure 6. Photino-photon BFM-bubble.
Sscalar =
∫
1
2
DˆµφˆDˆ
µφˆ. (4.47)
In this case after the background field splitting λˆ = λˆB + λˆQ and φˆ = φˆB + φˆQ we must
subtract both the equations of motion of superpartner fields, and their contributions as
source of the photon equations of motion, the resulted action for loop computation is listed
below
S
(1)
photino =
∫
i
(
ˆ¯λQσ¯
µDˆµ[Bˆµ]λˆQ + i
ˆ¯λQσ¯
µ
[
ˆˆ
Qµ ⋆, λˆB
]
+ iˆ¯λB σ¯
µ
[
ˆˆ
Qµ ⋆, λˆQ
] )
,
S
(1)
scalar =
∫
1
2
(
Dˆµ[Bˆµ]φˆQDˆ
µ[Bˆµ]φˆQ + 2i
(
Dˆµ[Bˆµ]φˆB
[
ˆˆ
Qµ ⋆, φˆQ
]
+ Dˆµ[Bˆµ]φˆQ
[
ˆˆ
Qµ ⋆, φˆB
])
−
[
ˆˆ
Qµ ⋆, φˆB
] [
ˆˆ
Qµ ⋆, φˆB
])
.
(4.48)
The relevant SW map can be derived using the background-field splitting method in the
subsection 2.2 and results [17]. Once we start reading out Feynman rules our first obser-
vation is that the superpartner’s contribution to the photon effective action is identical to
the results in [17]. Therefore we have the same quadratic IR divergence cancellation. The
total UV divergence in the background-field gauge is now
ΓµνBFG−total
∣∣
UV
=
1
(4π)2
(
gµνp2 − pµpν
)(22
3
−
4
3
nf −
1
3
ns
)(
2
ǫ
+ ln(µ2(θp)2)
)
. (4.49)
Therefore it vanishes for N = 4 SUSY, i.e. when nf = 4, ns = 6, as expected. The results
we have obtained is in full harmony with the results obtained in [27–34] by formulating the
theory in terms of noncommutative fields.
We then use the same action to derive the Feynman rules for computing the one-loop
1-PI two point functions of the superpartners. The FR results are listed in the appendix
E.3. These Feynman rules produce the two diagrams Fig. 6 and Fig. 7 for 1-loop photino,
as well as two diagrams Fig. 8 and Fig. 9 for adjoint scalar two-point functions.
Out of Figures 6-9 we read out the following loop integrals for N = 1 photino
Σα˙αBFM = Σ
α˙α
BFMbubble
+Σα˙αBFMtadpole , (4.50)
Σα˙αBFMbubble =
∫
dDℓ
(2π)D
Γµ
λBλ¯QQ
(p, ℓ+ p; ℓ)
iσρ(ℓ+ p)ρ
(ℓ+ p)2
Γν
λQλ¯BQ
(p, ℓ+ p;−ℓ)
−igµν
ℓ2
, (4.51)
Σα˙αBFMtadpole =
1
2
∫
dDℓ
(2π)D
−igµν
ℓ2
Γµν
λB λ¯BQQ
(p, p; ℓ,−ℓ) , (4.52)
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λ¯bλb
Figure 7. Photino-photon BFM-tadpole.
φbφb
Figure 8. Scalar-photon BFM-bubble.
φbφb
Figure 9. Scalar-photon BFM-tadpole.
and the following for the minimally coupled adjoint scalar
Σ(φ)BFM = Σ(φ)BFMbubble
+Σ(φ)BFMtadpole
, (4.53)
Σ(φ)BFMbubble
=
∫
dDℓ
(2π)D
i
ℓ2
−igµν
(ℓ+ p)2
ΓµφBφQQ (p, ℓ;−p− ℓ) Γ
ν
φBφQQ
(−p,−ℓ; p+ ℓ) , (4.54)
Σ(φ)BFMtadpole
=
1
2
∫
dDℓ
(2π)D
−igµν
ℓ2
ΓµνφBφBQQ (p,−p; ℓ,−ℓ) . (4.55)
Explicit computation then yields
Σα˙αBFMbubble =σ¯
µpµ
1
(4π)2
(
(4πµ2)2−
D
2 (p2)
D
2
−2(2−D)Γ
(
2−
D
2
)
B
(
D
2
− 1,
D
2
− 1
) ∣∣∣∣
D→4−ǫ
− (θp)2T−2 − 4I
0
K
)
,
(4.56)
Σα˙αBFMtadple = σ¯
µpµ
1
(4π)2
(θp)2T−2, (4.57)
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thus
Σα˙αBFM = σ¯
µpµ
1
(4π)2
·
(
(4πµ2)2−
D
2 (p2)
D
2
−2(2−D)Γ
(
2−
D
2
)
B
(
D
2
− 1,
D
2
− 1
) ∣∣∣∣
D→4−ǫ
+ 4I0K
)
,
(4.58)
also
Σ(φ)BFMbubble
= p2
1
(4π)2
·
(
−4(4πµ2)2−
D
2 (p2)
D
2
−2Γ
(
2−
D
2
)
B
(
D
2
− 1,
D
2
− 1
) ∣∣∣∣
D→4−ǫ
+ T−2 + 4T0 + 2I
0
K
)
,
(4.59)
Σ(φ)BFMtadpole
= p2
1
(4π)2
(−T−2 + 8T0) , (4.60)
so
Σ(φ)BFM = p
2 4
(4π)2
·
(
−(4πµ2)2−
D
2 (p2)
D
2
−2Γ
(
2−
D
2
)
B
(
D
2
− 1,
D
2
− 1
) ∣∣∣∣
D→4−ǫ
+ 3T0 + 2I
0
K
)
.
(4.61)
Comparing (4.58) and (4.61) with their unexpanded counterparts (F.19) and (F.20-F.22),
one can immediately observe an exact match. On the other hand, this match only occurs
when all contributing diagrams are summed together. Individual diagrams, for example
(4.59) and (F.21), or (4.60) and (F.22), do not match each other.
Since all other diagrams in the superpartner two point function computation in the
SW mapped U(1) NCSYM are identical to the diagrams in the unexpanded theory [17]
(see also the short summary in the appendix F.2), we conclude that the full 1-PI two
point functions/quadratic part of the background field effective actions are identical up to
one-loop in U(1) NCSYM with and without SW map.
5 Discussion and conclusions
We have shown that at the quantum level the θ-exact Seiberg-Witten map provides –at
least in perturbative theory with respect to the coupling constant– a dual description, in
terms of ordinary fields, of the noncommutative U(N) Yang-Mills theory with or with-
out Supersymmetry. We have shown that by performing appropriate changes of variables
in the path integral defining the on-shell DeWitt effective action in dimensional regu-
larization. We have explicitly computed, by using the Feynmann rules derived from the
classsical action, the one-loop two-point contribution to the on-shell DeWitt action for U(1)
SuperYang-Mills with N=0, 1, 2 and 4 Supersymmetry and found complete agreement with
general result obtained by carrying out changes of variables in the path integral. We have
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also shown that all the nasty non-local noncommutative UV divergences which occur in
the one-loop 1PI functional in the Feynman gauge, computed in [10–12, 17] are merely
off-shell gauge artifacts since they do not occur in the one-loop two-point contribution to
the on-shell DeWitt action –which is a gauge-fixing independent object– and therefore they
do not contribute to any physical quantity. We have also shown that the same quadratic
noncommutative IR divergences that occur in nonsupersymmetric noncommutative U(N)
gauge theories formulated in terms of noncommutative fields occur in the ordinary theory
obtained from the former by using the θ-exact Seiberg-Witten map and that this UV/IR
mixing effect –signaling a vacuum instability– is a gauge-fixing independent characteristic
of the ordinary gauge theory, in keeping with the duality statement. We have also seen
that those quadratic noncommutative IR diverges can be removed by considering super-
symmetric versions of the theory, a nontrivial effect since supersymmetry is not linearly
realized in terms of the ordinary fields [16]. Finally, there remain to be seen how the results
presented here carry over to the nonpertubative regime in the coupling constant. In this
regard the analysis of the nonperturbative features of N = 2 and 4 supersymmetric gauge
theories looks particularly interesting.
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A Classical equations of motion for the noncommutative and ordinary
fields
In this subsection we prove that the equations of motion are equivalent for the noncommuta-
tive and ordinary fields in the NC U(N) gauge theories. We start with the noncommutative
fields. The action reads
SNCYM = −
1
4g2
∫
tr
(
Fˆµν
[
Bˆµ
]
Fˆµν
[
Bˆµ
])
, (A.1)
where
Fˆµν
[
Bˆµ
]
= ∂µBˆν − ∂νBˆµ + i
[
Bˆµ ⋆, Bˆν
]
. (A.2)
If, in terms of the component fields Bˆµ = Bˆ
a
µT
a, than T a is in the fundamental represen-
tation of U(N). The equations of motion for Bˆaµ read
tr
(
T aDˆµ
[
Bˆµ
]
Fˆµν
[
Bˆµ
])
= 0, (A.3)
which is equivalent to
Dˆµ
[
Bˆµ
]
Fˆµν
[
Bˆµ
]
= 0. (A.4)
Now, if Bbν and Bˆ
a
µ are related by the SW map
Bˆaµ
[
Bbν
]
= Baµ +
∞∑
n=2
∫ n∏
i=1
d4pi
(2π)4
e
i
(
n∑
i=1
pi
)
x
tr
(
T aA(n)µ [(a1, µ1, p1), ......, (an, µn, pn); θ]
)
· B˜a1µ1(p1)......B˜
an
µn
(pn),
(A.5)
and
det
δBˆaµ
[
Bbν
]
(x)
Bbν(y)
6= 0, (A.6)
i.e.
0 = δBaµ +
∞∑
n=2
∫ n∏
i=1
d4pi
(2π)4
e
i
(
n∑
i=1
pi
)
x
tr
(
T aA(n)µ [(a1, µ1, p1), ......, (an, µn, pn); θ]
)
· n · B˜a1µ1(p1)......δB˜
an
µn
(pn),
(A.7)
has no zero modes (nonzero solutions), than Bˆaµ = Bˆ
a
µ
[
Bbν
]
can be inverted into Baµ =
Baµ
[
Bˆbν
]
.
We have that the equation of motion for Baµ with action
SNCYM = −
1
4g2
∫
tr
(
Fˆµν
[
Bˆµ [Bµ]
]
Fˆµν
[
Bˆµ [Bµ]
])
, (A.8)
reads
0 =
δSNCYM
δBaµ(x)
=
∫
d4y
δSNCYM
δBˆbν(y)
δBˆbν(y)
δBaµ(x)
∣∣∣∣∣
Bˆaµ=Bˆ
a
µ[Bbν ]
⇐⇒
δSNCYM
δBˆaµ
∣∣∣∣∣
Bˆaµ[Bbν]
= 0
⇐⇒ Dˆµ
[
Bˆµ [Bµ]
]
Fˆµν
[
Bˆµ [Bµ]
]
= 0.
(A.9)
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Notice however:
1. For SU(N), SO(N) etc. groups (A.9) is not the equation of motion of Baµ since the
dependence of SNCYM on B
a
µ is not exhausted by the dependence of Bˆ
a
µ on B
a
µ.
2. While the equations of motion of noncommutative and ordinary fields are equivalent,
they are not exactly identical. This would affect the subtraction of EOM proportional
terms when evaluating the background field effective action and lead to nonidentical
off-shell results. As we described in the main text, one can obtain exactly identi-
cal results in direct computations using noncommutative or ordinary fields only by
subtracting the identical EOM proportional terms.
B Some detailed computations
From (2.17) –see also (2.9), (2.13), and (2.14)– one gets
δQˆaµ(x)
δQbν(y)
= 1
~
1
2
δAˆaµ(x)
δQbν(y)
= δab δ
ν
µ δ(x− y) +
∞∑
n=2
∫ n∏
i=1
d4pi
(2π)4
[
e
i
(
n∑
i=1
pi
)
x
· n ~−
1
2 tr
(
T aA(n)µ
[
(a1, µ1, p1),
....., (an−1, µn−1, pn−1), (an, µn, pn); θ
])
· A˜a1µ1(p1)......A˜
an−1
µn−1 (pn−1)
δA˜aµn (pn)
δQbν(y)
]
.
Taking into account (3.4) and using A˜anµn(pn) = B˜
an
µn(pn) + ~
1
2 B˜anµn(pn) one obtains (3.20)
and (3.21).
Let us introduce the following definition
Ma νb µ(x; y) =
∞∑
n=2
∫ n∏
i=1
d4pi
(2π)4 e
i
(
n−1∑
i=1
pi
)
x
eipn(x−y)M
(n) a ν
b µ
(p1, p2, ....pn−1; pn; θ), (B.1)
where M
(n) a ν
b µ
(p1, p2, ....pn−1; pn; θ) has been given in (3.21). Then,
ln J1[B,Q] = Tr ln
(
δQˆaµ(x)
δQbν(y)
)
= Tr ln
[
δab δ
ν
µδ(x− y) +M
a ν
b µ(x; y)
]
=
∫
d4xMa µa µ(x;x)
+
∞∑
m=1
(−1)m
m+1
∫
d4x
∫ m∏
i=1
d4xi M
aµ1
a1 µ(x;x1)M
a1 µ2
a2 µ1(x1;x2) · · ·M
am µ
a µm(xm;x).
(B.2)
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The substitution of (B.1) in the previous equation (B.2) yields
ln J1[B,Q] =
∞∑
n=2
∫
d4x
∫ n∏
i=1
d4pi
(2π)4 e
i
(
n−1∑
i=1
pi
)
x
eipn(x−x)M
(n) aµ
aµ
(p1, p2, ....pn−1; pn; θ)
+
∞∑
m=1
(−1)m
m+1
∞∑
n1=2
∞∑
n2=2
· · ·
∞∑
nm=2
∞∑
nm+1=2
∫
d4x
∫ m∏
i=1
d4xi
{[ ∫ n1∏
i1=1
d4p1,i1
(2π)4
e
i
(
n1−1∑
i1=1
p1,i1
)
x
eip1,n1 (x−x1)M
(n1) a µ1
a1 µ
(p1,1, p1,2, ...., p1,n1−1; p1,n1 ; θ)
]
·
[ ∫ n2∏
i2=1
d4p2,i2
(2π)4
e
i
(
n2−1∑
i2=1
p2,i2
)
x1
eip2,n2 (x1−x2)M
(n2) a1 µ2
a2 µ1
(p2,1, p2,2, ...., p2,n2−1; p2,n2 ; θ)
]
·.......·
·
[ ∫ nm∏
im=1
d4pm,im
(2π)4
e
i
(
nm−1∑
im=1
pm,im
)
xm−1
eipm,nm (xm−1−xm)
·M
(nm) am−1µm
am µm−1
(pm,1, pm,2, ...., pm,nm−1; pm,nm ; θ)
]
·
[ ∫ nm+1∏
im+1=1
d4pm+1,im+1
(2π)4
e
i
(
nm+1−1∑
im+1=1
pm+1,im+1
)
xm
eipm+1,nm+1 (xm−x)
·M
(nm+1) am µ
aµm
(
pm+1,1, pm+1,2, ...., pm+1,nm+1−1; pm+1,nm+1 ; θ
) ]}
.
(B.3)
Introducing the following definitions
l1 =
n1−1∑
i1=1
p1,i1 , l2 =
n2−1∑
i2=1
p2,i2 , ..., lm+1 =
nm+1∑
im+1=1
pm+1,im+1 ,
and carrying out the integration over x and xi, i = 1, ...,m, one obtains the following
product of Dirac deltas
δ(l1 + p1,n1 − pm+1,nm+1)δ(l2 − p1,n1 + p2,n2)δ(l3 − p2,n2 + p3,n3) · · · · · ·
·δ(lm − pm−1,nm−1 + pm,nm)δ(lm+1 − pm,nm + pm+1,nm+1).
Renaming p1,n1 as q and integrating out p2,n2 , p3,n3 ,.... and pm+1,nm+1 , one removes all
Dirac deltas but one, which turns out to be δ(
m+1∑
i=1
li), and obtains (3.22).
C Vanishing integrals in dimensional regularization
In this appendix we shall discuss why integrals over the internal momentum q, that arise in
the computation of the Jacobian determinants in sections 3.1 and 3.2, vanish in dimensional
regularization. These integrals are of the following type
I =
∫
dDq
(2π)D
Q(q) I(qθki, kiθkj), (C.1)
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where Q(q) = qρ1qρ2 · · · qρn , qθki = qµθ
µνkiν , i = 1, .....s, and kiθkj = kiµθ
µνkjν , i, j =
1, .....s. Indices n and s run over all relevant momenta other than q, in general. The
function I in the integrand of the previous integral is a function of variables qθki and kiθkj
only .
We shall define the integral (C.1) by Wick rotating the corresponding integral defined
for Euclidean signature, a signature which we shall assume for the time being.
The first problem one has to face when defining, in dimensional regularization, the
object in (C.1) is the definition of θµν in the infinite dimensional space, E∞ -see section
4.1 of ref. [35]– of which the momenta qµ, kµi are elements in dimensional regularization.
Let us recall that, to avoid problems with unitarity, our θµν in four dimensions is such that
θ0i = 0, i = 1, 2, 3. Hence, by a rotation, this θµν in four dimensions can be transformed
into an object whose only non-vanishing components are θ23 and θ32. Then, without loss
of generality, we shall assume this latter θµν to be our object in four dimensions.
Now, since θµν is an antisymmetric object, its properties depend on the dimension
of spacetime. So, as happens with the Levi-Civita tensor and the γ5 matrix [35], the
only consistent way to define it in dimensional regularization is to keep it essentially four-
dimensional, since our physical theory is in four dimensions. This amounts to defining θµν
in the infinite dimensional space –see section 4.1 of ref. [35]– of dimensional regularization:
θµν = θ, if µ = 2, ν = 3,
θµν = −θ, if µ = 3, ν = 2,
θµν = 0, otherwise.
With this definition of our θµν-object in dimensional regularization, one comes to the
conclusion that all the vectors 1
θ
θµνkiν , i = 1, ..., n, belong to the same two-dimensional
subspace, E2, of the infinite dimensional space E∞. Let us follow ref. [35] and split the
vector qµ ∈ E∞ into two components:
qµ = qµ⊥ + q
µ
‖ , (C.2)
where qµ‖ ∈ E2 and q
µ
⊥ ∈ E⊥, E⊥ being the subspace orthogonal to E2. Then, using [35],
we define the following object in (C.1)∫
dDq
(2π)D
Q(q) I(qθki, kiθkj) =
1
(2π)D
∫
dl1dl2
{∫
dD−2q⊥Q(q) I(q‖θki, kiθkj)
}
, (C.3)
where l1 and l2 are the coordinates of qµ‖ in an orthonormal basis of E2 and we have taken
into account that qθki = q‖θki.
Now, I(q‖θki, kiθkj) does not depend on q
µ
⊥, so that∫
dD−2q⊥Q(q) I(q‖θki, kiθkj) = I(q‖θki, kiθkj)
∫
dD−2q⊥Q(q). (C.4)
But in dimensional regularization tadpole-type integrals –see [35]– vanish:∫
dD−2q⊥Q(q) = 0, (C.5)
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recall that Q(q) is a monomial. We thus conclude that∫
dD−2q⊥Q(q) I(q‖θki, kiθkj) = 0, (C.6)
so that the right hand side of equation (C.3) vanishes, which in turn implies that∫
dDq
(2π)D
Q(q) I(qθki, kiθkj) = 0. (C.7)
D Expansion of the action ~−1SNCYM
[
Bˆµ + ~
1
2 Qˆµ
]
in terms of ~
We shall assume that Dˆµ
[
Bˆµ
[
Bµ
]]
Fˆµν
[
Bˆµ
[
Bµ
]]
= 0, then the action is
1
~
SNCYM
[
Bˆµ + ~
1
2 Qˆµ
]
= −
1
4g2~
∫
tr
(
Fˆµν
[
Bˆµ + ~
1
2 Qˆµ
]
Fˆµν
[
Bˆµ + ~
1
2 Qˆµ
])
=−
1
4g2~
∫ (
Fˆµν
[
Bˆµ
]
+ ~
1
2
(
Dˆµ
[
Bˆµ
]
Qˆν − Dˆν
[
Bˆµ
]
Qˆµ
)
− ~
[
Qˆµ ⋆, Qˆν
])2
=−
1
4g2~
∫
tr
(
Fˆµν
[
Bˆµ
]
Fˆµν
[
Bˆµ
])
−
1
2g2~
1
2
∫
tr
(
DˆµFˆµν
[
Bˆµ
]
Qˆν
)
−
1
4g2
∫
tr
(
Dˆµ
[
Bˆµ
]
Qˆν − Dˆν
[
Bˆµ
]
Qˆµ
)2
+
1
2g2
∫
trFˆµν
[
Bˆµ
] [
Qˆµ ⋆, Qˆν
]
+O
(
~
1
2
)
.
(D.1)
The second line after the third equality can be neglected because the background field
satisfies the equations of motion (A.9) (Kallosh formalism). Therefore
SNCYM
[
Bˆµ + ~
1
2 Qˆµ
]
=SNCYM
[
Bˆµ
]
−
1
4g2
∫
tr
(
Dˆµ
[
Bˆµ
]
Qˆν − Dˆν
[
Bˆµ
]
Qˆµ
)2
+
1
2g2
∫
trFˆµν
[
Bˆµ
] [
Qˆµ ⋆, Qˆν
]
+O
(
~
1
2
)
.
(D.2)
Now, one extracts the O(~0) order terms of Qˆµ from (2.17) and deduces that
SNCYM
[
Bˆµ + ~
1
2 Qˆµ
]
=SNCYM
[
Bˆµ
]
−
1
4g2
∫
tr
(
Dˆµ
[
Bˆµ
] ˆˆ
Qν − Dˆν
[
Bˆµ
] ˆˆ
Qµ
)2
−
i
2g2
∫
trFˆµν
[
Bˆµ
] [ ˆˆ
Qµ ⋆,
ˆˆ
Qν
]
+O
(
~
1
2
)
,
(D.3)
where
ˆˆ
Qµ = Qµ +
∞∑
n=2
∫ n∏
i=1
d4pi
(2π)4
e
i
(
n∑
i=1
pi
)
x
A(n)µ [(a1, µ1, p1), ......, (an, µn, pn); θ]
· n · B˜a1µ1(p1)......B˜
an−1
µn−1
(pn−1)Q˜
an
µn(pn).
(D.4)
i.e. Qˆµ =
ˆˆ
Qµ +O
(
~
1
2
)
. Similarly, we can expand the gauge fixing action (2.36) up to the
~0 order
Sgf =
1
g2
∫
tr
(
αFˆ 2 + Fˆ Dˆµ
[
Bˆµ
] ˆˆ
Qµ − ˆ¯CDˆµ
[
Bˆµ
]
Dˆµ
[
Bˆµ
] ˆˆ
C
)
, (D.5)
where
ˆˆ
C = Cˆ [Bµ, C; θ] . (D.6)
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E Feynman rules in the background field formalism
We list here all Feynman rules the relevant to the computation in section 4. We use the
Fourier transformation rule
f(x) =
∫
d4p
(2π)4
f˜(p)eipx, (E.1)
and a convention in the vertex diagrams that sets all photon momenta as incoming. The
SW map expansion of
ˆˆ
Qµ for U(1) gauge theory is derived from SW map for unsplitted
field
Aˆµ =Aµ +
1
2
θijAi ⋆2 (∂jAµ +Ajµ)
−
1
8
θijθkl
[
(∂iAµ +Aiµ)Ak(∂lAj +Alj)−Ai∂j(Ak(∂lAµ +Alµ))
+ 2Ai(AjkAµl −Ak∂lAjµ)
]
⋆3′
+O(A3), Aµν ≡ ∂µAν − ∂νAµ,
(E.2)
the background-field splitting (2.14) and the expansion (D.4). The leading order (in ~)
ghost Seiberg-Witten map
ˆˆ
C in U(1) theory is defined as follows
ˆˆ
C = Cˆ
[
Bµ, C; θ
]
= C +
1
2
θijai ⋆2 ∂jC
+
1
8
θijθkl
[
Ai∂j(Ak∂lC − ∂iCAk(∂lAj) +Alj
]
⋆3′
+O
(
A3
)
C.
(E.3)
The generalized star products ⋆2 and ⋆3′ here and the corresponding nonlocal factors f⋆2
and f⋆3′ below are the same as defined in [17]. Employing all these ingredients we obtain
the Feynman rules below for (one) loop computation in the background field formalism in
section 4.5
In the next two subsections we are giving Feynman rules which generically correspond
to the following figures: Fig. 10, Fig. 11, Fig. 12, and Fig. 13.
E.1 The background field gauge
Γµν1ν2BQQBFG (p; q1, q2) = Γ
µν1ν2
BQQBFG1
(p; q1, q2) + Γ
µν1ν2
BQQBFG2
(p; q1, q2) , (E.4)
Γµν1ν2BQQBFG1
=
1
2
f⋆2(p, q1)
((
(pθq1)(P
ν1gµν2 − P ν2gµν1) + (pθq2)(P
ν2gµν1 − P ν1gµν2)
)
− 2
(
(θp)ν1((q1 · p)g
µν2 − qµ2 p
ν2) + (θp)ν2((q1 · p)g
µν1 − qµ1 p
ν1)
)
+ 2
(
(θp)µ((q1 · q2)g
ν1ν2 − qν12 q
ν2
1 )
)
+ 2
(
qµ1 (pθq2)g
ν1ν2 + qµ1 (θp)
ν2qν12 − (q1 · p)(θq2)
µgν1ν2 + (q1 · p)q
ν1
2 θ
µν2
− qν21 (pθq2)g
µν1 − (q1 · q2)(θp)
ν2gµν1 + qν21 p
ν1(θq2)
µ − (q1 · q2)p
ν1θµν2
+ qµ2 (pθq1)g
ν1ν2 + qµ2 (θp)
ν1qν21 − (q2 · p)(θq1)
µgν1ν2 + (q2 · p)q
ν2
1 θ
µν1
− qν12 (pθq1)g
µν2 − (q1 · q2)(θp)
ν1gµν2 + qν12 p
ν2(θq1)
µ − (q1 · q2)p
ν2θµν1
))
,
(E.5)
5Note that there is a sign change in front of the first order SW map expansion terms in (E.2) and (E.3)
with respect to [17], which is due to the change of signature in the covariant derivative definition.
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bp1, µ1 p2, µ2
p3, µ3
Figure 10. Three-photon BFM FR.
b
p1, µ1 p2, µ2
p3, µ3
b
p4, µ4
Figure 11. Four-photon BFM FR.
b
p2 p3
p1, µ1
Figure 12. Ghost-photon BFM FR.
Γµν1ν2BQQBFG2
=f⋆2(p, q1)
(
((pθq1)g
µν1qν22 + (pθq2)g
µν2qν11 )
+
1
2
(
qν11 (2q
ν2
1 (θq2)
µ − (q1 · q2)θ
µν2 + 2qµ1 (θp)
ν2 + (q1 · p)θ
µν2)
+ qν22 (2q
ν1
2 (θq1)
µ − (q1 · q2)θ
µν1 + 2qµ2 (θp)
ν1 + (q2 · p)θ
µν1)
))
,
(E.6)
Γµ1µ2ν1ν2BBQQBFG (p1, p2; q1, q2) = Γ
µ1µ2ν1ν2
BBQQBFG1
(p1, p2; q1, q2) + Γ
µ1µ2ν1ν2
BBQQBFG2
(p1, p2; q1, q2) , (E.7)
Γµ1µ2ν1ν2BBQQBFG1
= Γµ1µ2ν1ν2A + Γ
µ1µ2ν1ν2
B + Γ
µ1µ2ν1ν2
C , (E.8)
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bp3 p4
p1, µ1
b
p2, µ2
Figure 13. Ghost-2photons BFM FR.
Γµ1µ2ν1ν2BBQQBFG2
= Γµ1µ2ν1ν2BBQQNCFG−BFM2
+ Γµ1µ2ν1ν2F , (E.9)
Γµ1µ2ν1ν2A = V
µ1ν1ν2µ2
A (p1, q1, q2, p2) + V
µ1ν2ν1µ2
A (p1, q2, q1, p2)
+ V µ2ν1ν2µ1A (p2, q1, q2, p1) + V
µ2ν2ν1µ1
A (p2, q2, q1, p1) + V
ν1µ1ν2µ2
A (q1, p1, q2, p2)
+ V ν1µ2ν2µ1A (q1, p2, q2, p1) + V
ν2µ1ν1µ2
A (q2, p1, q1, p2) + V
ν2µ2ν1µ1
A (q2, p2, q1, p1)
+ V µ2ν1µ1ν2A (p2, q1, p1, q2) + V
µ2ν2µ1ν1
A (p2, q2, p1, q1) + V
ν1µ1µ2ν2
A (q1, p1, p2, q2)
+ V ν1µ2µ1ν2A (q1, p2, p1, q2) + V
ν2µ1µ2ν1
A (q2, p1, p2, q1) + V
ν2µ2µ1ν1
A (q2, p2, p1, q1)
+ V µ1ν1µ2ν2A (p1, q1, p2, q2) + V
µ1ν2µ2ν1
A (p1, q2, p2, q1),
(E.10)
Γµ1µ2ν1ν2B = V
µ1ν1ν2µ2
B (p1, q1, q2, p2) + V
µ1ν2ν1µ2
B (p1, q2, q1, p2)
+ V ν1µ1ν2µ2B (q1, p1, q2, p2) + V
ν2µ1ν1µ2
B (q2, p1, q1, p2) + V
ν1µ1µ2ν2
B (q1, p1, p2, q2)
+ V ν2µ1µ2ν1B (q2, p1, p2, q1) + V
µ1ν1µ2ν2
B (p1, q1, p2, q2) + V
µ1ν2µ2ν1
B (p1, q2, p2, q1),
(E.11)
Γµ1µ2ν1ν2C = V
ν1µ1µ2ν2
C (q1, p1, p2, q2) + V
ν1µ2µ1ν2
C (q1, p2, p1, q2)
+ V ν1µ1ν2µ2C (q1, p1, q2, p2) + V
ν1µ2ν2µ1
C (k1, k2, k3, k4) + V
ν2µ1µ2ν1
C (q2, p1, p2, q1)
+ V ν2µ2µ1ν1C (q2, p2, p1, q1) + V
ν2µ1ν1µ2
C (q2, p1, q1, p2) + V
ν2µ2ν1µ1
C (q2, p2, q1, p1)
+ irrelevant,
(E.12)
Γµ1µ2ν1ν2F = VF (p1, q1, p2, q2) + VF (p2, q1, p1, q2) + VF (p1, q2, p2, q1) + VF (p2, q2, p1, q1),
(E.13)
V µ1µ2µ3µ4A (k1, k2, k3, k4) =
i
2
f⋆2(k1, k2)f⋆2(k3, k4)(k3θk4)
·
(
2(θk2)
µ1kµ24 g
µ3µ4 − 2(θk2)
µ1kµ34 g
µ2µ4 − (k2 · k4)θ
µ1µ2gµ3µ4 + kµ42 k
µ3
4 g
µ1µ2
)
,
(E.14)
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V µ1µ2µ3µ4B (k1, k2, k3, k4) = −
i
4
f⋆2(k1, k2)f⋆2(k3, k4)
(
(k1θk2)
(
(k3θk4)g
µ1µ3gµ2µ4
+ (θk3)
µ4kµ24 g
µ1µ3 − kµ13 (θk4)
µ3gµ2µ4 + kµ13 k
µ2
4
)
+ (θk1)
µ2
(
kµ42 (k3θk4)g
µ1µ3 + (k2 · k4)(θk3)
µ4gµ1µ3 − kµ42 k
µ1
3 (θk4)
µ3 + (k2 · k4)k
µ1
3 θ
µ3µ4
)
− kµ31
(
(θk2)
µ1(k3θk4)g
µ2µ4 + (θk2)
µ1(θk3)
µ4kµ24 − k
µ4
2 (k3θk4)θ
µ1µ2 − (k2 · k4)(θk3)
µ4θµ1µ2
)
+ (k1 · k3)
(
(θk2)
µ1(θk4)
µ3gµ2µ4 − (θk2)
µ1kµ24 θ
µ3µ4 − (θk4)
µ3kµ42 θ
µ1µ2 + (k2 · k4)θ
µ1µ2θµ3µ4
)
− (θk2)
µ1
(
kµ32 (k3θk4)g
µ2µ4 + kµ32 (θk3)
µ4kµ24
− (k2 · k3)(θk4)
µ3gµ2µ4 + (k2 · k3)k
µ2
4 θ
µ3µ4 − kµ42 k
µ2
3 (θk4)
µ3 − (k2 · k4)k
µ2
3 θ
µ3µ4
)
− (θk4)
µ3
(
kµ14 (k1θk2)g
µ2µ4 + kµ14 (θk1)
µ2kµ42
− (k1 · k4)(θk2)
µ1gµ2µ4 + (k1 · k4)k
µ4
2 θ
µ1µ1 − kµ24 k
µ4
1 (θk2)
µ1 − (k1 · k3)k
µ4
1 θ
µ1µ2
)
+ 2(θk2)
µ1(θk4)
µ3
(
(k2 · k4)g
µ2µ4 − kµ42 k
µ2
4
))
,
(E.15)
V µ1µ2µ3µ4C (k1, k2, k3, k4) =
i
8
f⋆3′ (k2, k3, k4)
(
k21
(
− 3(θk3)
µ2kµ14 θ
µ3µ4
+ 4(θk4)
µ2(θk4)
µ3gµ1µ4 − kµ14 (θk4)
µ2θµ3µ4 + 2θµ2µ3(k3θk4)g
µ1µ4 + 2(θk3)
µ4kµ14 θ
µ2µ3
− 2(θk4)
µ3kµ14 θ
µ2µ4 + 4(θk2)
µ4(θk4)
µ3gµ1µ2 − 2(k2θk4)g
µ1µ2θµ3µ4
− 2kµ12 (θk4)
µ3θµ2µ4 − kµ12 (θk4)
µ2θµ3µ4
)
− kµ11
(
− 3(k1 · k4)(θk3)
µ2θµ3µ4
+ 4kµ41 (θk4)
µ2(θk4)
µ3 − (k1 · k4)(θk4)
µ2θµ3µ4 − 2kµ41 (k3θk4)θ
µ2µ3
− 2(k1 · k4)(θk3)
µ4θµ2µ3 − 2(k1 · k4)(θk4)
µ3θµ2µ4 + 4kµ21 (θk2)
µ4(θk4)
µ3
+ 2kµ21 (k2θk4)θ
µ3µ4 + 2(k1 · k2)(θk4)
µ3θµ2µ4 − (k1 · k2)(θk4)
µ2θµ3µ4
))
,
(E.16)
V µ1µ2µ3µ4F (k1, k2, k3, k4) = −
i
2
f⋆2(k1, k2)f⋆2(k3, k4) ·
(
(k3θk4)k
µ4
4
(
2(θk2)
µ1gµ2µ3
− kµ32 θ
µ1µ2 + 2(θk1)
µ2gµ1µ3 + θµ1µ2kµ31
)
− (k1θk2)g
µ1µ2
(
2(k3 + k4)
µ4(θk4)
µ3
− (k3 + k4) · k4θ
µ3µ4 + 2(k3 + k4)
µ3(θk3)
µ4 + k3 · (k3 + k4)θ
µ3µ4
)
+ (k1θk2)(k3θk4)g
µ1µ2gµ3µ4
)
,
(E.17)
ΓµBcc¯BFG (p; q) = f⋆2(p, q)
(
−
1
2
(p+ q)2(θq)µ + (pθq)(p+ 2q)µ
)
, (E.18)
Γµ1µ2BBcc¯BFG
(
p1, p2; q, q
′
)
= Γµν1ν2BBcc¯NCFG−BFM
(
p1, p2; q, q
′
)
− if⋆2(p1, q
′)f⋆2(p2, q)(p1θq
′)
(
−
1
2
(θq)µ2(p2 + q)
µ1 + gµ1µ2(p2θq)
)
− if⋆2(p2, q
′)f⋆2(p1, q)(p2θq
′)
(
−
1
2
(θq)µ2(p1 + q)
µ1 + gµ1µ2(p1θq)
)
+ irrelevant.
(E.19)
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E.2 The noncommutative Feynman gauge
Γµν1ν2BQQNCFG−BFM (p; q1, q2) = Γ
µν1ν2
BQQNCFG−BFM1
(p; q1, q2) + Γ
µν1ν2
BQQNCFG−BFM2
(p; q1, q2) ,
(E.20)
Γµν1ν2BQQNCFG−BFM1
= Γµν1ν2BQQBFG1
, (E.21)
Γµν1ν2BQQNCFG−BFM2
=
1
2
f⋆2(p, q1)
(
qν11 (2q
ν2
1 (θq2)
µ − (q1 · q2)θ
µν2 + 2qµ1 (θp)
ν2 + (q1 · p)θ
µν2)
+ qν22 (2q
ν1
2 (θq1)
µ − (q1 · q2)θ
µν1 + 2qµ2 (θp)
ν1 + (q2 · p)θ
µν1)
)
,
(E.22)
Γµ1µ2ν1ν2BBQQNCFG−BFM = Γ
µ1µ2ν1ν2
BBQQNCFG−BFM1
+ Γµ1µ2ν1ν2BBQQNCFG−BFM2
, (E.23)
Γµ1µ2ν1ν2BBQQNCFG−BFM1
= Γµ1µ2ν1ν2BBQQBFG1
, (E.24)
Γµ1µ2ν1ν2BBQQNCFG−BFM2
= Γµ1µ2ν1ν2D + Γ
µ1µ2ν1ν2
E , (E.25)
Γµ1µ2ν1ν2D = V
ν1µ1µ2ν2
D (q1, p1, p2, q2) + V
ν1µ2µ1ν2
D (q1, p2, p1, q2)
+ V ν1µ1ν2µ2D (q1, p1, q2, p2) + V
ν1µ2ν2µ1
D (k1, k2, k3, k4) + V
ν2µ1µ2ν1
D (q2, p1, p2, q1)
+ V ν2µ2µ1ν1D (q2, p2, p1, q1) + V
ν2µ1ν1µ2
D (q2, p1, q1, p2) + V
ν2µ2ν1µ1
D (q2, p2, q1, p1)
+ irrelevant,
(E.26)
Γµ1µ2ν1ν2E = VE(p1, q1, p2, q2) + VE(p2, q1, p1, q2) + VE(p1, q2, p2, q1) + VE(p2, q2, p1, q1),
(E.27)
V µ1µ2µ3µ4D (k1, k2, k3, k4) =
i
8
f⋆3′ (k2, k3, k4)k
µ1
1
(
− 3(k1 · k4)(θk3)
µ2θµ3µ4
+ 4kµ41 (θk4)
µ2(θk4)
µ3 − (k1 · k4)(θk4)
µ2θµ3µ4 − 2kµ41 (k3θk4)θ
µ2µ3
− 2(k1 · k4)(θk3)
µ4θµ2µ3 − 2(k1 · k4)(θk4)
µ3θµ2µ4 + 4kµ21 (θk2)
µ4(θk4)
µ3
+ 2kµ21 (k2θk4)θ
µ3µ4 + 2(k1 · k2)(θk4)
µ3θµ2µ4 − (k1 · k2)(θk4)
µ2θµ3µ4
)
,
(E.28)
V µ1µ2µ3µ4E (k1, k2, k3, k4) = −
i
8
f⋆2(k1, k2)f⋆2(k3, k4)
· ((k1 + k2)
µ2(θk2)
µ1 − (k1 + k2) · k2θ
µ1µ2)((k3 + k4)
µ4(θk4)
µ3 − (k3 + k4) · k4θ
µ3µ4),
(E.29)
ΓµBcc¯NCFG−BFM (p; q) = f⋆2(p, q)
(
−
1
2
(p+ q)2(θq)µ + (pθq)(p+ q)µ
)
(E.30)
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φb
p k
q, µ
Figure 14. Scalar-photon BFM FR.
φb
p1 p2
q1, µ1
φb
q2, µ2
Figure 15. Scalar-2photons BFM FR.
λb
p k
q, µ
Figure 16. Fermion-photon BFM FR.
Γµ1µ2BBcc¯NCFG−BFM
(
p1, p2; q, q
′
)
=
i
2
(
f⋆2(p1, q
′)f⋆2(p2, q)q
′µ1(p1θq
′)(θq)µ2
+ f⋆2(p2, q
′)f⋆2(p1, q)q
′µ2(p2θq
′)(θq)µ1
)
+ irrelevant.
(E.31)
E.3 Feynman rules for the noncommutative U(1) Super Yang-Mils
We list here only the coupling involving background photino and antiphotino fields λB and
λ¯B as well as background adjoint scalar field(s) φB , since the coupling between background
photon field Bµ and quantum fluctuations of photino, antiphotino and adjoint scalar(s) are
identical to those in [17]. Figures corresponding to the Feynman rules in this subsection
are: Fig. 14, Fig. 15, Fig. 16, Fig. 17, and Fig. 18.
Γµ
λBλ¯QQ
(p, k; q) = if⋆2(p, q) (γ
µ(pθq)− (θq)µ(/p+ /q)) , (E.32)
Γµ
λQλ¯BQ
(p, k; q) = if⋆2(p, q) (γ
µ(pθk) + (θp+ θk)µ/q) , (E.33)
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λ¯b
k p
q, µ
Figure 17. Antifermion-photon BFM FR.
λ¯b
p p
′
q1, µ1
λb
q2, µ2
Figure 18. Fermions-2photons BFM FR.
Γµ1µ2
λBλ¯BQQ
(
p, p′; q1, q2
)
= if⋆2(p
′, q1)f⋆2(p, q2)
(
− (/q2 + /p)(θp
′)µ1(θp)µ2
+ (q1θ(q2 + p))(θp)
µ2 σ¯µ1 − (θp′)µ1(q2θp2)σ¯
µ2
)
+ if⋆2(p
′, q2)f⋆2(p, q1)
(
− (/q1 + /p)(θp
′)µ2(θp)µ1
+ (q2θ(q1 + p))(θp)
µ1 σ¯µ2 − (θp′)µ2(q1θp)σ¯
µ1
)
,
(E.34)
ΓµφBφQQ (p, k; q) = −f⋆2(p, q)(k
2(θp)µ + pµ(qθk) + kµ(pθk)), (E.35)
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Γµ1µ2φBφBQQ (p1, p2; q1, q2)
=
i
2
f⋆2(p1, q1)f⋆2(p2, q2)
(
(q1θp1)(q2θp2)g
µ1µ2 + (p1 + q1) · (p2 + q2)(θp1)
µ1(θp2)
µ2
+ 2(θp1)
µ1(q2θp2)p
µ2
2 − 2(p1 + q1)
µ2(θp1)
µ1(q2θp2)
)
+
i
2
f⋆2(p2, q1)f⋆2(p1, q2)
(
(q1θp2)(q2θp1)g
µ1µ2 + (p2 + q1) · (p1 + q2)(θp2)
µ1(θp1)
µ2
+ 2(θp2)
µ1(q2θp1)p
µ2
1 − 2(p2 + q1)
µ2(θp2)
µ1(q2θp1)
)
+
i
2
f⋆2(p1, q2)f⋆2(p2, q1)
(
(q2θp1)(q1θp2)g
µ1µ2 + (p1 + q2) · (p2 + q1)(θp1)
µ2(θp2)
µ1
+ 2(θp1)
µ2(q1θp2)p
µ1
2 − 2(p1 + q2)
µ1(θp1)
µ2(q1θp2)
)
+
i
2
f⋆2(p1, q1)f⋆2(p2, q2)
(
(q1θp1)(q2θp2)g
µ1µ2 + (p1 + q1) · (p2 + q2)(θp1)
µ1(θp2)
µ2
+ 2(θp1)
µ1(q1θp1)p
µ2
2 − 2(p2 + q2)
µ1(θp2)
µ2(q1θp1)
)
.
(E.36)
F Evaluation of DeWitt effective action in terms of noncommutative
fields
We accumulate the reference results for section 4, i.e. the one-loop quantum corrections to
the quadratic part of the DeWitt effective action of the U(1) Super Yang Mills. We first
give the model setting, then the results of relevant one-loop diagrams.
F.1 The noncommutative Yang-Mils theory
Let’s first handle the U(N) NCYM only, then extend the results to its supersymmetrization.
The NCYM action is the usual one
SNCYM = −
1
4g2
∫
tr
(
Fˆµν Fˆ
µν
)
, (F.1)
Fˆµν = ∂µAˆν − ∂νAˆµ + i
[
Aˆµ ⋆, Aˆν
]
, Aˆµ = Aˆ
a
µT
a, (F.2)
δˆBRSAˆµ = DˆµCˆ = ∂µCˆ + i
[
Aˆµ ⋆, Cˆ
]
, Cˆ = CˆaT a. (F.3)
Background field quantization follows the BRST procedure below:
Aˆµ =⇒ Bˆµ + ~
1
2 Qˆµ, Qˆµ = Qˆ
a
µT
a, (F.4)
δˆBRSBˆµ = 0, ~δˆBRSQˆµ = Dˆµ
[
Bˆµ + ~
1
2 Qˆµ
]
Cˆ = ∂µCˆ + i
[
Bˆµ + ~
1
2 Qˆµ ⋆, Cˆ
]
. (F.5)
Next we introduce the DeWitt effective action ΓˆDeW
[
Bˆµ
]
in the background field gauge
e
i
~
ΓˆBFG
[
Bˆµ
]
=
∫
dQˆaµdCˆ
adC¯adF ae
i
~
SNCYM
[
Bˆµ+~
1
2 Qˆµ
]
+iSBFG
[
Bˆµ,Qˆµ
]
, (F.6)
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with
SNCYM
[
Bˆµ + ~
1
2 Qˆµ
]
= −
1
4g2
∫
tr
(
Fˆµν
[
Bˆµ + ~
1
2 Qˆµ
]
Fˆµν
[
Bˆµ + ~
1
2 Qˆµ
])
, (F.7)
SBFG
[
Bˆµ, Qˆµ
]
=
~
g2
∫
trδˆBRS
ˆ¯C
(
αF + Dˆµ
[
Bˆµ
]
Qˆµ
)
, (F.8)
and
δˆBRSC¯ = ~
− 1
2 Fˆ , δˆBRSF = 0. (F.9)
The one-loop contribution Γˆ
(1)
BFG
[
Bˆµ
]
to ΓˆDeW
[
Bˆµ
]
corresponds to the ~ order expan-
sion of the latter
ΓˆBFG
[
Bˆµ
]
= Γˆ
(0)
BFG
[
Bˆµ
]
+ ~Γˆ
(1)
BFG
[
Bˆµ
]
+ ...... (F.10)
To evaluate it we first expand the corresponding classical actions to the appropriate order
~−1SNCYM
[
Bˆµ + ~
1
2 Qˆµ
]
=−
1
4g2~
∫
tr
(
Fˆµν
[
Bˆµ
]
Fˆµν
[
Bˆµ
])
−
1
2g2~
1
2
∫
tr
(
DˆµFˆµν
[
Bˆµ
]
Qˆν
)
−
1
4g2
∫
tr
(
Dˆµ
[
Bˆµ
]
Qˆν − Dˆν
[
Bˆµ
]
Qˆµ
)2
+
1
2g2
∫
trFˆµν
[
Bˆµ
] [
Qˆµ ⋆, Qˆν
]
+O
(
~
1
2
)
,
(F.11)
SBFG =
∫
tr
(
αFˆ 2 + Fˆ Dˆµ
[
Bˆµ
]
Qˆµ − C¯Dˆµ
[
Bˆµ
]
Dˆµ
[
Bˆµ
]
Cˆ +O
(
~
1
2
))
. (F.12)
Now, let’s choose Bˆµ on-shell, i.e. Dˆ
µ
[
Bˆµ
]
Fˆµν
[
Bˆµ
]
= 0. Then, substituting (F.10),
(F.11) and (F.12) in (F.6), one gets
Γ
(0)
BFG
[
Bˆµ
]
= SNCYM
[
Bˆµ
]
, (F.13)
Γˆ
(1)
BFG
[
Bˆµ
]
= −i ln
∫
dQˆaµdCˆ
adC¯adF ae
i
~
S
(1)
NC , (F.14)
with
S
(1)
NC =−
1
4g2
∫
tr
(
Dˆµ
[
Bˆµ
]
Qˆν − Dˆν
[
Bˆµ
]
Qˆµ
)2
+
1
2g2
∫
trFˆµν
[
Bˆµ
] [
Qˆµ ⋆, Qˆν
]
+
∫
tr
(
αFˆ 2 + Fˆ Dˆµ
[
Bˆµ
]
Qˆµ − C¯Dˆµ
[
Bˆµ
]
Dˆµ
[
Bˆµ
]
Cˆ
)
.
(F.15)
Restrict (F.15) to U(1) and α = 1, the 1-loop 1PI photon two point function is then
evaluated as the sum over 1-loop 1PI diagrams with all Bˆµ external lines. There are four
diagrams in total, which can be separated into two parts: the bubble part which sums over
the photon and ghost bubble diagrams and tadpole part which sums over the photon and
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λˆb
ˆ¯
λb
Figure 19. N=1 photino-photon bubble: Σα˙α
(λˆb)
(p)bub.
φˆb φˆb
Figure 20. N=2 scalar-photon bubble: Σ(φˆb)(p)bub.
ghost tadpole diagrams. Consequently the final result is as follows
ΓˆµνBFG = Bˆ
µν
BFG + Tˆ
µν
BFG, (F.16)
BˆµνBFG =
1
(4π)2
((
gµνp2 − pµpν
)
·
(
(4πµ2)2−
D
2 (p2)
D
2
−22(6 − 7D)Γ
(
1−
D
2
)
B
(
D
2
,
D
2
) ∣∣∣∣
D→4−ǫ
− 12IK0 − 16IK1
)
−
(θp)µ(θp)ν
(θp)2
(
16T0 + 8I
0
K − 48p
2I1K
)
+ gµν8T0
)
,
(F.17)
Tˆ µνBFG = −
1
(4π)2
gµν8T0. (F.18)
F.2 The U(1) noncommutative Super Yang-Mils theory
Now we shift to the supersymmetrization of the U(1) theory. As discussed in [17], this
sector contains the photino(s) for N = 1, 2, 4 and adjoint scalars for N = 2, 4. The
interaction between photinos and adjoint scalars remain the same before and after SW
map [17], therefore we are not going to repeat them here. Using (4.48) without SW map
we obtain one self-energy/bubble diagram Fig. 19 for photino, as well as a bubble diagram
Fig. 20 and a tadpole diagram Fig. 21 for adjoint scalar.
Explicit computation based on these diagrams then gives the following two point func-
tions (Σα˙αNCSYM and Σ(φˆ)NCSYM
) for noncommutative photino λˆ and adjoint scalar φˆ:
Σα˙αNCSYM = Σ
α˙α
NCSYMbubble
= σ¯µpµ
1
(4π)2
(
(4πµ2)2−
D
2 (p2)
D
2
−2(2−D)Γ
(
2−
D
2
)
B
(
D
2
− 1,
D
2
− 1
) ∣∣∣∣
D→4−ǫ
+ 4I0K
)
,
(F.19)
Σ(φˆ)NCSYM
= Σ(φˆ)NCSYMbubble
+Σ(φˆ)NCSYMtadpole
, (F.20)
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φˆb φˆb
Figure 21. N=2 scalar-photon tadpole: Σ(φˆb)(p)tad.
Σ(φˆ)NCSYMbubble
= p2
4
(4π)2
·
(
−(4πµ2)2−
D
2 (p2)
D
2
−2Γ
(
2−
D
2
)
B
(
D
2
− 1,
D
2
− 1
) ∣∣∣∣
D→4−ǫ
− T0 + 2I
0
K
)
,
(F.21)
Σ(φˆ)NCSYMtadpole
= p2
16
(4π)2
T0. (F.22)
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