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PREFACE 
In the present dissertation entitled ^'Dominions and Varieties 
of Semigroups" we ask the following questions. 
1. Which varieties of semigroups are epimorphically closed? 
2. Which semigroup identities are epimorphically stable? 
3. In which varieties of semigroups, the dominions are defined 
by Isbell's Zigzag Theorem? 
The present exposition consists of five chapters. 
Chapter 1 contains preliminary notions, basic definitions 
and some fundamental results including the celeberated zigzag 
theorem (with proof) which are used to develop the theory in 
the subsequent chapters. 
In chapter 2, we find a necessary condition for a 
semigroup variety to be epimorphically closed by constructing 
an example of a semigroup satisfying all identities of which 
both sides contain repeated variables and showing that its 
epimorphic extension does not satisfy them. 
In chapter 3, we first answer the 1^ ^ question for the 
variety of all commutative semigroups by showing that the 
variety of all commutative samigroups is epimorphically 
closed. Then we answer the 2'''^  question by showing that the 
commutativity is epimorphically stable. Finally, we show, by 
an example, that dominion in a category of semigroups need 
[11] 
not be equal to the dominion in the category of all semigroups. 
However, we show that the zigzag theorem carries over to the 
category of all commutative semigroups and thus partially 
answering the question 3'^^ for the category of all commutative 
semigroups. 
In chapter 4, first we answer 1'*^  question and show that 
all permutation identities are preserved under epis. Then we 
prove the some results to be used in the next chapter for the 
epimorphic image of a semigroup satisfying a permutation 
identity including the classification of all permutation 
identities for globally idempotent semigroups. 
Finally, in the last chapter, first we give some semigroup 
identities which are preserved under epis in conjunction with 
any nontrivial permutation identity, thus partially answering 
r'' question for permutative varieties. Then we completely 
answer 2"^ ^ question for permutation identities by showing that 
a permutation identity XiX2...Xn = Xi Xj ...Xi (n>3) is stable if 
1 2 n 
and only if in =^  n [i] ^ 1]. 
The definitions, examples and results in the text have 
been specified with double decimal system in chapters with 
sections while with single decimal system in others. For 
example, theorem x.y.z refers to zth theorem of yth section of 
chapter x while theoreni x.y refers to yth theorem of chapter x. 
At the end, the list of references of literature consulted 
has been given in alphabetical order. 
[ I l l ] 
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CHAPTER 1 
INTRODUCTION 
In this chapter some basic semigroup theoretic notions 
and results are collected to make our dissertation as self 
contained as possible. However, the elementary knowledge of 
algebraic concepts as groups, homomorphisras etc. has been 
preassumed and therefore no attempt has been made to discuss 
them here. Most of the material included in this chapter occurs 
in the standard literature namely [6, 7, 10, 14, 38, 39, 40, 41]. 
1.1 In this section we collect some basic definitions of 
semigroup theory. 
1.1 .1 S E M I G R O U P : A nonempty set S with a binary 
operation * which is Associative is called a semigroup. a*b for 
a,beS will be denoted by ab. We shall write a multiplicative 
semigroup as (S,.) or often simply as S. 
1.1.2 C O M M U T A T I V E S E M I G R O U P : if a semi-
group (S,.) has the additional property that ( for all x,yeS) 
xy = yx, 
we shall say that it is a commutative semigroup. 
1.1.3 R E G U L A R S E M I G R O U P : Let S be a semi-
group. An element a of S is regular if there exists XGS such 
that a = axa. A semigroup S is said to be regular if all its 
elements are regular. 
1.1.4 U N I O N O F G R O U P S : A semigroup S IS called 
a union of groupS if eafch of its elements is contained in some 
subgroup of S. If a is an element of such a semigroup then 
aeG, a subgroup of S. If we denote the identity of G by e then 
within the group G, we have 
ea = ae = a, 
aa"' = a'^ a = e. 
1.1.5 R E C T A N G U L A R B A N D : if i and A are non-
empty sets, an associative multiplication can be defined on the 
cartesian product IxA = {{X^ju) : Xel, JIG A} 
as follows 
(Xufii) * Cki, JU2) = Q^\,fii) 
Then (IxA, *) is a semigroup which is called a rectangular 
band if |A| = 1 [|I| = 1] then the rectangular band I x A is a left 
zero [right zero] semigroup. 
1.1.6 INVERSE SEMIGROUP: A semigroup S is 
called an inverse semigroup if every a in S possesses a unique 
inverse; i.e., if there exists a unique element a" in S such that 
aa~ a = a, 
a"^aa"' = a"' 
such a semigroup is certainly regular but not every regular 
semigroup is an inverse semigroup; a rectangular band is an 
obvious example as every element is an inverse of every other 
element. 
1 .1 .7 D I R E C T P R O D U C T : if S and T are semi-
groups, the cartesian product SxT becomes a semi-group if we 
define (s , t) (s ' , t') = (ss', tt '), 
we shall refer to this semigroup as the direct product of S and 
T. 
1.1.8 EQUIVALENCE RELATION: A relation p on 
a set X is called an equivalence relation if it is reflexive, 
symmetric and transitive i.e. a/?a, VaeX; if a/^ b then b/^a, and 
if a/9b and byoc then ay9c. 
1.1.9 ELEMENTARY R-TRANSITION: Let R be 
a relation on a semigroup S. If c,dGS such that 
c = xpy, d = xqy 
for some x,y in S', where either (p,q)eR or (q,p)eR, then we 
say that c is connected to d by an elementary R-transition, 
where S' =jSifShas] 
pu{l}, otherwise 
1.1.10 RIGHT [LEFT] SIMPLE SEMIGROUP: 
A semigroup S is right [left] simple if aS = S [Sa = S] for all 
aeS. A global definition of a group, often utilized in semigroup 
theory, is that of a semigroup which is both left and right 
simple. One might therefore expect right simple semigroups to 
resemble groups. The classical result along these lines is that 
the following are equivalent: 
(i) S is right simple and left cancellative; 
(ii) S is right simple with at least one idempotent; 
(iii) S is isomorphic to GxR, where G is a group and R is a 
right zero-semigroup ( ie. xy = y for all x,yeR). 
This characterization of these semigroups, known as right 
groups is given in Clifford and Preston vol. 1[6]. 
1.1.11 ^ A N D ^ R E L A T I O N : if a is an element of a 
semigroup S, the smallest left [right] ideal containing a is 
SaU{a} [{ajUaS] denoted by S^ a [aS^], and which we call 
principal left [right] ideal generated by a. 
Green's relation .5^on S (c^ on S ) is then defined by, that 
a..S1)<=> S^ a = S'b 
<=> 3 x,yGS' such that a = xb and b = ya. 
Dually 
a ^ b <=> aS' = bS^ 
<=> 3 x,yGS' such that a = bx and b = ay. 
If p is any relation on X, we define p°°, the transitive 
closure of p, by 
P"= U°°n=i p"= P U (pop) U (popop) U... 
The term "transitive closure" is justified by the following 
proposition: 
1.1.12 P R O P O S I T I O N : if p is a relation on a set X, 
then p°° is the smallest transitive relation on X containing p. 
P R O O F : First, p~ is transitive, for if (x,y) and (y,z)Gp'" 
then there exist positive integers m, n such that 
(x,y) e p" ,^ (y,z) G p" . 
Hence (x,z) e p'"op"= p""^ *" Q p"". Also clearly p^ contains 
1 p = p. 
If T is a transitive relation on X containing p then 
p^ = pop c ToT c T, and more generally p" c T for n = 1,2... 
1 hus p e l . 
1.1.13 P R O P O S I T I O N : if R is a relation on a set X, 
then 
R ' = [RUR"* U Ix] °° 
is the smallest equivalence relation on X containing e. 
P R O O F : As in the proof of the lemma, we have that the 
relation R' = [R U R"^  U U] " is transitive and contains R. 
Since 
l x c R U R " ' u I X Q R ' . 
We have that R" is also reflexive. Certainly the relation 
p = R U R'' Ulx is symmetric. Hence, for every n in N we have 
p" = ( p - ' ) " = (?") • ' 
and so p" is symmetric.'Thus 
(x,y) e R' => ( 3 neN ) (x,y) e p'' 
=^ ( 3 ncN ) (x,y) G p'^  
=;* (y,x) G R ,^ and so R*^  is symmetric. That is, R^ is 
an equivalence relation on X containing R. 
Conversely, if c is an equivalence relation on X containing R 
then IxC a and R' c c" = a. 
Hence p = R U R'^  U I x ^ (^ - Moreover, 
pop c a o a c a, 
and more generally p"^  e a for every n in N. Thus R^ c a. We 
have thus shown that R^ = [R U R'^  U U V is the smallest 
equivalence relation on X containing R. 
The relation R^ on X is called the equivalence relation on 
X generated by R. 
The intersection of equivalence relation on X is again an 
equivalence relation, but this is not true for the union of even 
two equivalence relations on X. 
For any equivalence relation p and a on X, the join of p 
and a, denoted by pVa, is the equivalence relation on X 
generated by p U (?. 
The Green's relation ^ on a semigroup S is defined 
as SN^. 
1.1.14 P R O P O S I T I O N : The relation ^ and M 
commute. 
P R O O F : If (a,b) E5fQ^ then there exists CGS such that 
a =^c and Cc^b. That is, there exist x,y,u,v eS' such that 
xa = c, cu = b, 
yc = a, bv = c. 
If we write d for the element ycu of S, then 
au = ycu = d, and 
dv = ycuv = ybv = yc = a, 
from which it follows that a^d. Also, 
yb = ycu = d 
and xd = xycu = xau = cu = b, and so d ^ . We deduce that 
(a,b)Gc^(i^. T h u s ^ Q ^ c ^ a ^ , and we can equally well 
obtain the reverse inclusion. 
By Corollary [38], ^ o ^ = MOS' = ^v^ = Of. 
1.1.15 F R E E S E M I G R O U P : if A is a nonempty set, 
let us denote by FA the set of all non-empty finite words 
aia2...am in the "alphabet" A. A binary operation is defined on 
FA by juxtaposition: 
(aia2...am)(bib2...bn)'= vaia2...ambib2...bn with respect to this 
operation FA is a semigroup, called the free semigroup on A. 
1.1.16 GLOBALLY IDEMPOTENT: A semigroup S 
is globally idempotent if for every aeS there exist x, yeS such 
that a = xy, that is S = S . For example every regular semi-
group is globally idempotent. 
1.2 In this section after collecting some preliminary 
definitions we have given some important theorems and results 
to be used in subsequent chapters including the celeberated 
zigzag theorem due to Isbell. The importance of this theorem 
to the present dissertation has prompted us to include a full 
proof of this theorem, although the proof can be found in the 
introductory text by Howie (1976). 
1.2.1 VARIETIES: 
Let C be a class of algebras, all of the same type (in the sense 
of Gratzer [19]). Let F be the set of operations defined on the 
algebra in C. Let {x,:ieN} be a countable set (where N denotes 
the set of all positive integers). A word in the variables Xj 
(ieN) is defined as follows: 
(a) every variables Xi (ieN) is a word; 
(b) if a is the symbol of a nuUary operation from F than a is 
a word; 
(c) if yi, y2...yn are words and f is a n-ary operation from F 
then f(yi,y2-yn) is also a word; 
(d) words are those and only those objects which we get 
from (a), (b) and (c) in a finite number of steps. 
Let C,F and (xi : ieN} be as above. An identity is a pair 
(u,v) where u and v are words in the variables Xi (ieN). The 
identity (u,v) is usually, written as u = v. 
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Often we use variables other than Xi (ieN); for example, the 
identity X1X2 = X2X1 will be written as xy = yx. 
We say that an algebra A from C satisfies the identity 
u == V if for every substitution of the variables in u and v by 
elements of A, the resulting elements in A are equal. 
A set of identities (uf = v, : iel} implies a set of 
identities (u'j = v'j : j G J} if every algebra in C satisfying all 
Ui = Vi also satisfies u'j = v'j, and the two sets of identities are 
equivalent if the converse also holds. 
The class of algebras of a certain fixed type satisfying a 
given set of identities'{ui = Vi : i e 1} is called the variety 
determined by the set of identities (Ui = Vi : i e l } . For further 
reference an identities and varieties of semigroups material in 
[8, 9, 12, 13, 14, 49, 50] may be consulted. 
The following theorem is due to G. Birkhoff. 
1 .2 .2 T H E O R E M [ 1 0 ] : Let C be a class of algebras, all 
of the same type. Then C is a variety if and only if C is closed 
under the taking of subalgebras, direct products and 
homomorphic images. 
Let {Ai : ifelj'be'a family of algebras, all of the same 
type. Let B be the direct product of the family, and let A be a 
subalgebra of B. Then A is called a subdirect product of the 
family (Ai ; iel} if the projection from A to the Aj (iel) are 
surjective. 
1.2.3 T H E O R E M [ 1 0 ] : Let C be a class of the algebras, 
all of the same type. Then C is a variety if and only if C is 
closed under the taking of subdirect products and 
homomorphic images. 
Let u be any word. The content of u is the ( necessarily 
finite) set of all distinct variables appearing in u, and will be 
denoted by C(u). Further for any variables x of u, I x lu will 
denote the number of occurrences of the variable x in the 
word u. , • , 
By a permutation identity in the variables X],X2,...,Xn 
(n > 2 ) we mean an identity 
X]X2...Xn = X , X i . . . X i ( 1 ) 
where (ii,i2,...,in) is a permutation of the sequence (l,2,...,n). 
The identities 
(C) Commutativity, xy = yx, 
12 
(LN) left normality, X1X2X3 = X1X3X2, 
(RN) right normality, X1X2X3 = XiXiXs, 
(N) normality, X1X2X3X4 = X1X3X2X4, 
1 ' ' 'i 
are all permutation identities. 
The identity (1) is said to be nontrivial if the 
permutation (ii, i2,...,in) of the sequence (l,2,...,n) is different 
from the identity permutation. 
1.3 EPIMORPHISMS AND DOMINIONS: Let C 
be the category of all semigroups and let U be a subsemigroup 
of a semigroup S, inC. ,We say that U dominates an element d 
of S if for every semigroup TeC and for all homomorphisms 
P,y: S -> T such that up = uy for all ueU implies dp = dy. The 
set of all elements dominated by U is called the dominion of U 
in S and we denote it by dome (U,S). It can be easily seen that 
dome (U,S) is a subsemigroup of S containing U. In that 
follows, if C is the category of all semigroup. Dome (U,S) 
will be denoted by Dom (U,S). 
1.3.1 ABSOLUTELY CLOSED SEMIGROUPS: 
A subsemigroup U of a semigroup S is closed in S if Dom 
13 
(U,S) = U. A semigroup U is called absolutely closed if U is 
closed in every containing semigroup S. 
A variety V of semigroups is said to be absolutely closed 
if every member of V is absolutely closed. 
1.3.2 S A T U R A T E D : A semigroup U is saturated if Dom 
(U,S) ^ S for every properly containing semigroup S. A 
variety V of semigroups will be called saturated, if every 
member of V is saturated. 
1.3.3 RESULT (IsbelFs zigzag Theorem [41]: Let 
U be a subsemigroup of a semigroup S and let deS. Then 
deDom (U,S) if and only if delJ or there exists a series of 
factorization of d as follows: 
d = U o y i = X i U i y i = X i U 2 y 2 = X 2 U 3 y 2 = ^ . . . = XmUsm-lYm = X^Usm , 
where m > 1, uieU, Xi,yi GS with UQ = XiUi, Uzi-iyi = U2iy i+l: 
XiU2, = Xi+]U2i+i (1 <_i ^ m - 1 ) (2) 
a n d U 2 i n - i y m = U2m. 
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Such a series of factorization is called a zigzag in S over U 
with value d, length m and spine uo,ui,...,U2r im-
This result is so important for our purpose that we 
include a full proof, although this proof can also be found in 
the introductory text by Howie (1976). 
The proof in the reverse direction is just a straight 
forward zigzag manipulation. Suppose z is a zigzag with 
value d in S over U and a, /? : S —»• T are two semigroup 
morphisms such that a | U = /? | U. Then 
da = (uoyi)a = (uoa)(yia) = (uo/?)(yia) = {(xiu,)/?}yia = (xi^(ui^)(yia) 
= Xi/?U]ay,a = Xi^(u]yi)a = x,/? (u2y2) a = ... = xjujm-iyin)^ 
= Xm u^im a = Xm)5u2m^  = {^m^2m){^ = d/? as required. 
The proof of the converse part is more formidable and is 
momentarily delayed. To give the reader a little more feeling 
for zigzag manipulation we include the following surprising 
fact. 
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1.3.4 PROPOSITION (Howie and Isbell [40]): 
Let z be a zigzag in S over U with value d and spine 
Uo,ui,...,U2m- Let z' be a zigzag in S over U with the same 
spine. Then the value of z' is also d. 
Two such zigzags are therefore, called equivalent. 
P R O O F : Suppose z is given by Uoyi = xiUiyi = ... = x^Uim, 
while z' is given by Uoyi' = X]'ui'yi' = ... = x^'uim with the 
appropriate zigzag equalities, as given by Result 1.3.3 holding 
for both. Then we have d = uoyi = x'lUiyi = x'lUiyi = x'2U3y2 = 
x'2U4y3 = x 'sUsyg = . . . = x'mU2m-iym ^ x'niU2m = t h e ValuC o f Z\ aS 
required. 
We now prepare for a proof of the zigzag theorem. If M 
is a set and S is a semigroup with identity 1, we say that M is 
a right S-system if there is a mapping (x,s) —>• xs from M x S 
into S such that (xs)t = x(st) (x G M , s,t£S) and xl = x (XGM). 
A left S-system is defined dually. If S and T are semigroups 
with identity, we'say that M is an (S,T)-bisystem if it is a left 
16 
S-system, a right T-system and if for all SGS, teT and XGM, 
1 ' • V 
(sx)t = s(xt). 
If M is a right S-system and N a left S-system, let x be the 
equivalence relation on MxN generated by {((xs,y),(x,sy)): 
XGM, SGS, yeN}. We denote (MxN)/x by M®sN, the tensor 
product over S of the two S-systems. The equivalence class 
(x,y)T will be denoted by x®y. Note that xs(8)y ^ x(8)sy (XGM, 
SGS, yGN). 
Observe that if M is a (T,S)-bisystem and N is a (S,U)-
bisystem, then M®sN becomes a (T,U)-bisystem if we define 
t(x(2)y) = txOy, (x(2)y)u = xQyu for tGT, UGU, x0yGM ®sN. 
If P and Q are right S-systems, we say that a map a:P-^-Q 
is a right S-system morphism if for every x in P and s in S, 
(xs)a = (xa)s. Similar definitions apply to left S-Systems and 
(S,T)-bisystems. 
Next suppose that U is a subsemigroup of a semigroup S 
and let S^ ^^  be the semigroup obtained from S by adjoining an 
identity element 1 whether it has one or not, and let U^ ^^  = 
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U u { l } ; then U^^ is a subsemigroup of S^  '. Clearly we may 
form A = S^ ^^ (8)u^ '^ S^ \^ 
1.3.5 T H E O R E M [ 3 8 ] : if U is a subsemigroup of a 
semigroup S and if d G S then d e Dom (U,S) if and only if 
d0 l = l(g)d m A = S^ ^^ ®u^ '^ S^ ^^  
P R O O F : Suppose that deS and d®l = l®d in A. The tensor 
product A is (S'-^ ^^ S*^ ''*)/'^ ^ where T is the equivalence relation 
on S^ ^^  X S^ '^  generated by T={xu,y), (x,uy); x,yeS^^\ ueU^^^}. 
Let R be a semigroup and let /?,y:S —>• R be morphisms 
coinciding on U. We can regard ^ and y as morphisms from 
S^ ^^  into R '^^  coinciding on U '^^  by defining 1/?= ly = 1. 
Define \IJ:S>^^^ X S^ ^^  ^ R ^ ' ^ such that 
(x,y) ^ = (x^Xyy), ((x,y) G S '^^  x S^^^ 
It is easily checked that T c: y/Qii/'^ and hence T c y/oy/~\ 
since ^ot^~ is an equivalence relation. Hence the map 
%:A->R^^ ^ defined by (xOy);^; = (x/?)(yY), (x®yeA) is indeed 
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well defined. But now (d(8)l)% = (\^d)x; that is d/3 = dy and so 
deDom (U,S). 
To prove the converse we regard the tensor product A as 
(S^^\S^^^)-bisystem by defining s(x®y) = sx®y, (x®y)s = 
x®ys, (s,x,yes'''^). 
Let (Z(A),+) be' the free abelian group on A. The abelian 
group Z(A) inherits a (S^'\S^''')-bisystem structure from A if 
we define 
s('Ziai)= 'Zi(sai), ('z^aijs = 'Zi(aiS) for all seS*-^ -* and 
'ziaiGZ(A). Observe that for any x,yeZ(A) and seS*^ '^  we 
have 
s(x'+ y) =' sx + sy, (x + y)s = xs + ys. (3) 
Next, we define a binary operation on S^ '^  x Z(A) by 
(p,x)(q,y) = (pq, py + xq). (4) 
Using the statements labelled (3) and (4), one varifies that this 
operation makes S^ '^  x Z(A) a semigroup with identity (1,0). 
We now consider two homomorphisms /? and y from S^  
into S^ '^  X Z(A) and show that (]\U = Y|U. We define ^ by s/? = 
(s,0), (seS^^^). Clearly ^ is a morphism. We define y by sy = 
(s,s(l®l) - (l(2)l)s), (seS^^^). To show that y is a morphism, 
we denote 1(8)1 by a and using the statements (3) and (4) we 
verify that 
(s,sa-as) (t,ta-at) = (st,s(ta-at) + (sa-as) t) = (st,(st)a-a(st)). 
IfueU^'^ then 
u (101) = ii®l'= liiOl = l®ul = (l®l)u 
and so uj] = uy. Removing identities gives two morphisms y5 
and y from S into S^ '^  ® 2(A) such that uy9 = uy for all u in U. 
If deDom (U,S) we must therefore have d/? = dy, that is d<S>\ = 
l(8id, as required. 
We may now complete the proof of the zigzag Theorem. 
Take any deDom (U,S) by Theorem 1.3.5, we have d®l = l(8)d 
m the tensor product A = S^ ^^ (2)u^ '^ S^ ^^  Hence the pair (l,d) 
and (d,l) are connected by a finite sequence of steps of the 
form 
(xu, y) -^ (x, uy) (5) 
20 
or of the form 
(x, uy) -^ (xu, y). (6) 
If we have two successive steps 
(xu, y) ^ (x, uy) = (zv, uy) -^ (z, vuy) 
of the first type we may achieve the same effect with a single 
step of this type: 
(xu, y) = (zvu, y) -^ (z, vuy). 
A similar remark applies to the other case. Consequently we 
may assume that ^teps pf the two types occur alternately in the 
sequence connecting (l ,d) to (d,l) . 
The first and last steps must have the form (l ,d) = 
(l ,uy) —* (u,y) and (x,u) -^ (xu,l) = (d, l ) , respectively. 
Hence the statement that d (8) 1 = 1 0 d is equivalent to 
the statement that (l ,d) is connected to (d,l) by a sequence of 
steps as follows: 
( l , d ) - ( l , u o y i j ->'(uo,yi) 
= (xiUi, yi) -> (xi, uiyi) 
= (Xl,U2y2) -^ (X]U2, Yi) 
(xiU2i.i, yO -^ (xi, U2,-iy,) 
2! 
= ( x „ U2i Yi+i) -^ (X1U21, y , + i ) 
w 
= (Xm, U2m) " ^ (Xm Uzm, 1 ) = ( d , l ) 
here uo,...,U2me U^^\ Xi,...,Xn„yi,...,ymeS^'^ and where d = 
uoYi, uo = xiui , u^i-iy, =.U2iyi+i, x,U2i = x,+i U2i+i (i = l , 2 , . . . , m - l ) , 
U2m-iym = U2m, X ^ U2in = d . 
Without loss we may assume that each UIGU, since a 
transition of type (5) or (6) with u = 1 may be deleted. If any 
Xi = 1, let Xk be the last Xi that is equal to 1. Thus we have a 
subsequence of the sequence above as follows: 
(l,d) -> ... -^ (l,U2kyk+i) (but ending in (l,U2m) if k = m). 
Note that if (p^q) !and (r, s) are connected by steps of the 
form (5) and (6) then pq = rs. In the present instance this gives 
d = U2ky2k+i (or d = U2m); hcncc this subsequence merely 
connects (l,d) to (d,l) and so may be deleted. What remains is 
a sequence in which no Xi is I. 
A dual argument now ensures that we may construct a 
sequence from (1, d) to (d, I) so that no yi is 1. This 
completes the proof of the theorem. 
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1.3.6 R E S U L T [ 4 7 ] : Let U and S be any semigroups 
with U a subsemigroup of S and Dom (U, S) = S. Then 
for any dGS\U and any positive integer k, there exist 
a],a2,...,akeU and dkGS\U such that d = aia2...akdk. In particular 
deS^ for each positive integer k. 
P R O O F : Since deS\U and Dom (U,S) = S, by Result 1.3.3, 
there exist aiGU, diGS\U such that d = a]di. 
Applying again Result 1.3.3 but this time to di, we get 
d = a]a2d2 for some a2GU and d2GS\U. Continuing this process 
gives us the required result. 
1.3.7 RESULT [47] : Let u and S be any semigroups 
with U a subsemigroup of S. Take any deSMJ such that 
dGDom (U,S). Let (2) be a zigzag of shortest possible length m 
over U with value d.' Then tj,yjGS\U, for j = l,2,...,m. 
PROOF: Since deS\U, obviously tiGS\U. So, let us suppose 
to the contrary that tkcU for some kG{2,3,...,m}. Then, 
d = aoti, ao = yiai 
yia2i = y.i+ia2,+i, a2i.iti= a2iti+i (i = l,2,...,k-2) 
a2k-3 tk-i = a2k-2tkeU,yk.i(a2k-2tk) = d, 
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is a zigzag of length k-1 < m, a contradiction as required. 
A morphism a:A -> B in the category C of all 
semigroups is called an epimorphism (epi for short) if for all 
ceC and for all morphism ^ j : B ^ C, aj] = ay implies /? = y. 
The following facts can be easily proved. A morphism a : S -> 
T is epi if and only if the inclusion mapping i:Sa -> T is epi 
and an inclusion mapping i: U ^ S is epi if and only if 
Dom (U,S) = S. 
In such a case we say that U is epimorphically embedded 
in S or S is an epimorphic extension of U. It is easy to see that 
every onto morphism is an epimorphism but the converse is 
not true in general in the category of all semigroups. 
Now we give an example of semigroup epimorphism 
which is not onto which appears in Drbohlav [11]. Take the 
embedding i of the real interval (0,1] into (0, oo), where 
both are considered as multiplicative semigroups. To see 
that i: (0,1] -> (0^ co) is,epi, take any pair of homomorphisms 
a,/? from (0, w) such that ia = i/? that is a and j9 agree on 
(0,1]. We shall show that for any x > 1, xa = x^ by employing 
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a "zigzag" argument. 
Let X > 1, then 
[ ( x ) a . ( l / x ) a ] ( x ) / ? = ( l ) a . ( x ) p 
= ( l)p.(x)P 
= (x)p. 
Equally though, since 1/x < 1, 
[(x)a . (l/x)a](x)P = (x)a[(l/x) a . (x)P] 
= (x)a[(l/x)p.(x)P] 
= ( x ) a . ( l ) P 
= (x)a . ( l )a 
= (x)a. 
Therefore a = P and so i is epi. 
The emlpedding of an infinite cyclic semigroup into 
an infinite cyclic group, and the embedding (under 
multiplication) of the natural numbers into the positive 
rational numbers are other examples of epimorphisms which 
are not onto. More generally Hall [21] has noted that if U is a 
full subsemigroup of an inverse semigroup S, which generates 
S as an inverse semigroup, then the embedding of U in S is an 
epimorphism. This observation unifies all the above exapmles 
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and shows that they are essentially the one and same. The 
paucity of examples other than of this kind was one of the 
main difficulties -encountered in this work. 
In all of the above examples, respective epimorphisms 
are not onto. It depends on the category under consideration. 
They are onto, in the categories of sets, Abelian groups, 
groups and regular rings for instance. The proofs are 
respectively trivial, easy and hard (Burgess [4]). In other 
categories the converse is false, although a simple alternative 
description is sometimes available, notably for the categories 
of fields and torsion free Abelian groups (Burgess [4]). For 
further results on epimorphism and related concepts, the 
literature [20, 22, 23, 24, 25, 37, 42] etc. may be consulted 
while for ring epimorphisms [16, 18] etc. may be consulted. 
In general epimorphisms are not onto in the categories of 
Rings and of semigroups : here epimorphisms can be 
characterized in terms of so called ""zigzag"', a special 
sequence of factorizations of the elements in the epimorphic 
image. Since the epimorphism question may be asked for any 
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concrete category, it has been studied in disparate realism of 
Mathematics. 
27 
CHAPTER 2 
NECESSARY CONDITION FOR 
EPIMORPHICALLY CLOSED 
VARIETIES 
2.1 INTRODUCTION 
In this chapter first we find a necessary condition for 
a semigroup variety to be epimorphically closed by 
constructing an example of a semigroup satisfying all 
identities of which both sides contain repeated variables and 
then showing that its epimorphic extension does not satisfy 
them. Then we give some results giving some structural 
insight into some varieties to be used in subsequent chapters. 
Let u be any word. The content of u is the (necessarily 
finite) set of all distinct variables appearing in u, and will be 
denoted by C(u). Further for any variable x of u, | x | u will 
denote the number of occurrences of the variable x in the word 
u. 
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An identity u(xi,X2,...,Xn) = v(xi, X2,...,Xn) is called 
homotypical if C(u) = C(v) and heterotypical otherwise. 
A variety [class] V is called epimorphically closed or 
closed under epis if whenever Dom (U, S) = S for a semigroup 
S, U G V implies SGV. 
Clearly, saturated and absolutely closed varieties are 
epimorphically closed. Saturated and absolutely closed 
varieties have been studied in [27, 28, 29, 32, 34, 46, 47, 48]. 
We may state the main result of this chapter. 
2 .2 T H E O R E M : Let V be a variety not equal to the 
variety of all semigroups. Then 
(i) The variety V is epimorphically closed only if 
(E) Every presentation of V contains a nontrivial identity for 
which one side contains no repeated variable. 
Condition (E) is equivalent to the condition that V admits a 
nontrivial homotypical identity of the form 
XiX2. . .Xn= f (Xi ,X2, . . . ,Xn) . 
P R O O F : (i) To prove this we construct an example of a 
semigroup S which satisfies no non-trivial identity which is 
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dominated by a subsemigroup U, which satisfies an identity (j) 
if and only if both sides of (|) contain a repeated variable. 
2 . 3 E X A M P L E , [ 2 7 ] : We shall construct a semigroup S, 
which satisfies no nontrivial identity, and which is dominated 
by a subsemigroup U, which satisfies an identity (j) if and only 
if both sides of ^ contains a repeated variable. 
Let F be the free semigroup on the countably infinite 
set of generators (xi,X2,...,ai,a2,...,yi,y2,...}. Let A be the sub-
semigroup of F generated by {ai,a2,...}. Let/JQ be the relation 
on F consisting of the pairs (wv,w) and (vw,w) for all words v 
of A, and all words w of A containing a repeated letter, 
together with the pairs defined by the zigzags: 
X n = a6n-2y2n = X2na6n-iy2n+l = X2na6n, f o i a l l n = 1 ,2 , . . . a n d 
Yn = a6n+iy2n+l = X2n+ia6n+2y2n+l = X2n+ia6n+3, fo r a l l U = 0 , 1 , 2 , . . . 
that is 
(Xn,a6n-2y2n), (a6n-2,X2na6n-i), (a6n-iy2n,a6n) for all n = 1,2,... and 
1 ' ' ' I 
(yn,a6n+] y2n+l) , (a6 n+l!iX2n+ia6n+2)5 (a6n+2y2n+l5a6n+3) fOT a l l U — 
0,1,2,... We note that yo is a symbol denoting aiyi and is not a 
generator of F. Let p be the Congruence generated by pQ and 
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put S = VIp and U ^ Ap. By construction Dom (U,S) = S, and 
note that all words of A with a repeated letter are in the same 
/;-class which forms the 0 of U. We next show that U?^ S by 
showing that yoP^U. 
First we introduce some convenient definitions. For an 
arbitrary elementary /^ortransition puq -> pvq with p,qeF we 
call u the base and v the replacement of the transition. 
Elementary transitions of the type pwvq -> pwq or pvwq -> 
pwq, where p,qeF and their reversals, will be known as zero 
transitions. By a forward transition we shall mean one of the 
type 
pa6n-2q -> px2na6n-iq, paen-iyinQ ^ paenQ, pa6n+iq ->Px2n+ia6n+2q 
or pa6n+2y2n+iq "^ pa6n+3q whilc the corresponding reversals 
shall be known as backward transitions. Transitions of the 
type pxnq -> pa6n-2y2nq and pynq -> pa6n+i y2n+iq shall be called 
upward transitions and their reversals shall be called 
downward transitions. Collectively, upward and forward 
transitions shall be called positive transitions while the 
backward and downward transitions shall be called negative 
transitions. A sequence of elementary transitions I shall be 
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called positive if it consists entirely of positive transitions. 
A set of the form {a^n-i, ^3n-\, asn}, n = 1,2,... shall be called 
companion set and each member of the set is a companion of 
the other two. The companion sets correspond to the spines of 
the above zigzags. Suppose V is an epimorphically closed 
variety which has a presentation I, and further suppose that for 
each nontrivial member of I both sides contain a repeated 
variable. Then by example UeV, whence SeV, whence V is 
the variety of all semigroups. We may then establish the 
equivalence of condition (E). 
2 . 4 L E M M A : Suppose wpaiY] and let Lajyi -^ ... w ' ^ w 
be a shortest possible sequence of elementary /?o-transitions 
from aiyi to w. Then the following conditions are satisfied: 
(i) w contains no repeated letter; 
(ii) w does not contain any two members from any one 
companion set; 
(iii) I is positive; 
(iv) no two transitions of I have the same base and any base 
of a transition in I does not occur in w; 
(v) there is a factorization w --= W1W2W3 of w in F^ such that 
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(a) W2 = Xn, or W2 = asm-iYm, for some m > 1, 
(b) if W2 ~ Xni for m > 1, then W3 ?^  1, 
(c) W3 is a product of words asn , n = 1,2,3,..., and ajri-iYn, 
n - 1,2,3,...; 
(vi) there is a factorization w = V1V2V3 of w in F^ such that 
(a) V2 - y,n or V2 = x^asm, for some m > 1, 
(b) if V2 = Yni for some m > 1 then v ?^  1, 
(c) V] is a product of words a3n-2 , n = 1,2,3,... and Xna3n-i, 
n = 1,2,3,... 
1 R E M A R K : it follows at once fro m either conditions (v) 
or (vi) that C(w) ^ A and so yo^U as required. 
P R O O F : We proceed by induction on I I I , the number of 
transitions in I. If I 11 = 0 then conditions (i) to (vi) are 
evidently satisfied. Consider an arbitrary shortest sequence I 
and suppose the lemma holds for the initial subsequence 
J: aiyi -> w' of I with wi', W2', W3' and V]', V2', V3' being 
subwords of w' satisfying conditions (v) and (vi) respectively. 
We shall consider the transition w' ^ w which is either 
(1) a zero transition, (2) an upward transition based on some 
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Xn or Yn, (3a) a fqrward,transition based on a.^^-! for some n > 1 
or 3 (b) a forward transition based on asn-iYn for some n > 1 or 
(4) a negative transition. 
We shall show that cases (1) and (4) do not arise while in 
cases (2), (3a) and (3b) the conditions (i) to (vi) of the lemma 
continue to hold. 
By condition (i) applied to w' the transition w' -^ w 
can not be a zero transition, thereby eliminating case (1). 
Next consider case (2) and suppose w' -> w has the form 
pXnQ -^ pa6n-2y2nq (the case where w' ^ w is based on some yn 
is similar). 
By condition (iv), no transition based on Xn has occurred 
in J and since Xn is the base of the unique positive transition 
which introduces either of the letters a6n-2 or Yin, it follows 
that w has no repeated letters, that is w satisfies condition (i) 
since the unique positive transition which introduces a6n-i is 
based on a6n-2, it follows that aen-i, a6n ^ C(w) and so condition 
(ii) is satisfied by w, and of course that condition (iii) is 
satisfied is clear, while condition (iv) follows from the facts 
that the letters a6n-iy2n have not appeared in J and w' has no 
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repeated letters, so that Xn ^ C(w). For condition (v) we note 
that if W2' is in q then we may take Wi = Wi', i = 2,3, otherwise 
W]' = p, W2' = Xn and W3' = q whence we can take Wi = Wi', 
W2 = a6n-2y2n and W3 = W3'. To prove condition (vi) we note that 
V2' can serve as V2 if V2' occurs in p, otherwise V2' occurs in 
x^q whence we may put V] = pa6n-2, V2 = y2n and V3 = q. 
Next we consider case (3a) where w' -^ w has the form 
pasn-iq -> pxna3n-iq for some n > 1. Since a3n.2 and a3n-i are 
companions, it follows that a3n.i is not a repeated letter by 
condition (ii). If C^n werp repeated, then since J has no negative 
transitions, this would imply that a forward transition based 
on a3n-2 occurred in J, which contradicts condition (iv), as a3n-2 
appears in w'. Hence w satisfies condition (i), and conditions 
(ii) and (iii) are clearly satisfied, condition (ii) also follows 
from the fact that a3n.2 and a3n-i are companions. Condition (iv) 
applied to w' shows that no transition based on a^n-i occurred 
in J, which implies condition (iv) holds for I. To show 
condition (v) holds, we note that if W2' occurs in q then W2' 
can serve as W2 in w, while W2' can not occur in p. The 
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remaining case is where pasn-iq = pasn-iYnq' where ynq' = q 
and W2' = a3n-2yn- We take W] = p, W2 = Xn and W3 = asn-iq. As 
for condition (vi), V2' must occur either in p or q and in either 
case we may take V2 = V2'. In case (3b) w' -> w has the form 
pa3n-iynq -> P^Bnq- Conditions (i) to (iv) then follow in the 
same way as for case (3a), while for condition (v) W2' occurs 
in either p or q and can serve as W2 m w. As for condition (vi) 
we note that V2' occurs either in p, in which case it may serve 
as V2, or pa3n-iynq = p'Xna3n-iynq where p = p'Xn with v, ' = 
pasn-i, V2' = yn and V3' = q whence we may take V] = p ' , V2 = 
Xna3n and V3 = q. 
Finally, we consider case (4) where we suppose w' -> w 
is a negative transition of the form puq -^ pvq. In this case, 
a positive transition of the form p'vq' -^ p'uq' for some 
p ' ,q ' e F^ has occurred in J, and by condition (iv) this is the 
unique transition of J based on v. Hence no word of J 
preceding p'uq' contains u. Observe that J contains no 
transition based on a subword of u, as this would contradict 
condition (iv) sir^ce ,u opcurs in w'. This allows us to construct 
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a new sequence, I'laiyi -^...-^ P'vq' - ^ . . . ^ w, whose 
transitions are based on the corresponding transitions of J, but 
with the transition p'vq' -> p'uq' deleted. In detail, I' is 
identical to J up to and including the appearance of the word 
p'vq', and the words in I' appearing after p'uq' correspond to 
the words of J appearing after p'uq', except that in the words 
of r the subword v appears instead of u. However 
I r I = 111 - 2, contradicting our choice of I and so we conclude 
case (4) does not'arise,'thus completing the proof. 
2 .5 L E M M A : The semigroup U satisfies an identity (j) if 
and only if both sides of (j) contain a repeated variable. 
P R O O F : An identity (j) in which both sides contain a 
repeated variable is satisfied by U, as both sides become 0 
upon substitution of the variables of (j) with any members of U. 
Conversely,, the subsemigroup of U, generated by {a2, 
a5,-a3n-i,...} is a relatively free semigroup on countably 
infinitely many generators satisfying all identities for which 
both sides contain a repeated variable, for if w is a product of 
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this set without repeats, there are no nontrivial /?o-transitions 
from w. This completes the proof. 
Since U is properly epimorphically embedded in S it 
follows that no variety containing U is saturated. This 
observation, together with Lemma 2.5 implies that any variety 
V which only admits nontrivial identities for which both sides 
contain a repeated variable contains U, and so is not saturated. 
We shall show that any such variety V is not epimorphically 
closed (unless it is the variety of all semigroups) by showing 
that S generates the variety of all semigroups. We prove this 
by showing that the subsemigroup S' of S generated by yo and 
a2yo IS a free semigroup on two generators, and so contains a 
free semigroup on countably infinitely many generators (Evans 
(1954), Theoreml) which satisfies no nontrivial identity. 
2.6 LEMMA: Let w be a word of F, u an arbitrary product 
of a2yo and yo which we may write as 
(a2yo)"<"yo"<"...(a,yo)"<«yo*' 
where m(l) > o, m(i) > 1 for all 1< i < k, n(i) > 1 for all 1 < i 
< k, n( l ) > 0. Then w/7u if and only if there is a factorization 
w = riSir2S2...rkSk such that 
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(a) for all 1 < i < k, each FJ admits a factorization 
ri=a2Pi,a2P,2-.a2Pim(,), where each Pij/?yo and 
(b) for all 1 < i < k, each Si admits a factorization 
s,=qi,qi2...qi^(,), w}iere each q^-PYQ. 
2 R E M A R K : The statement of the lemma says that w/?u if 
and only if w has the same form as that given for u, with each 
instance of yo replaced by some word /7-related to yo-
P R O O F : The ' i f part of the statement is immediate. To 
prove the converse, let I: u -^... w' ^ w be a sequence of 
elementary transitions from u to w, and we assume inductively 
that w' can be factorized in the manner of the statement of the 
lemma. We establish the lemma by showing that the base of 
the transition w' -> w is contained in one of the p^^ or q^ ^ 
occurring in this factorization. 
If this were not the case, the base of w' -> w would be 
one of the following: 
(1) a word of A containing a repeated letter; 
(2) a2t where t is the first letter of some p; 
(3) ta2 where t is the last letter of some p or 
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(4) tit2 where U is the last letter of some pni(k) or q and ti is 
the first letter of the following q. 
In general, if ypjo and v = v'a where a is a word in A, 
then by 2.4 (v) we have C(a) c (asn, n = 1, 2,...} and dually, if 
V == av' where a is a word of A then by 2.4 (vi) we have C(a) c 
{a3n-2, n = 1,2,...}. These sets are disjoint and a2 is not a 
member of either. From this, and the fact that any word p-
related to yo has no repeated letter (2.4(i)), it follows that w' 
contains no word of A with a repeated letter, and hence the 
transition w' -> w is not a zero transition, and therefore case 
(1) does not arise. For case (2) to arise we would have t = yi, 
but no word /7-related to yo begins with yi by 2.4 (vi) so this is 
impossible. Similarly, case (3) can not happen, as no word p-
related to yo ends with Xi by 2.4 (v). Lastly, case (4) does not 
arise as no word y9-related to yo begins with an asn-i by 2.4 
(vi), nor ends with an asn-i or asn-i by 2.4 (v). 
2 . 7 L E M M A : The semigroup S satisfies no nontrivial 
identity. 
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P R O O F : We show that the subsemigroup S' of S generated 
by (yo, a2yo} is freely generated by this pair. Let U,VGS and 
suppose upv with u = i^iYor^'W^'^ ••• (a2yo)"^'Vo"^'\ v = 
(a2yo)'^^Vo'^'^ ••• (a2yo)'^'Vo'^'^ By Lemma ,2.6, u can be 
factorized in the form given for v with the yo s replaced by 
words /^-related to yo. However, by Lemma 2.4 (iv), if py9yo 
and yo occurs in p then p = yo, and since (yo,a2) ^ p each p and 
q occurring in this factorization of u contains yo, and so equals 
yo, which implies that u = v as required. 
We close this chapter with some useful facts of interest 
in their own right, to be used in subsequent chapters. 
2 , 8 L E M M A : Let S be a semigroup satisfying a 
homotypical identity (J):xiX2...Xn = f(xi, X2,...,Xn) for which 
f(xi, X2,...,Xn) contains a repeated variable. Then given a e S^ 
there exists c, d e S, e e E(S) such that a = ced. 
P F I O O F : Note that | f | > n, and so ^ may be written in the 
form XiX2...Xn = ViWj where | V] | = n, I W] | > 1 (where | w | 
means the length of the word w). We next apply (j) to Vi and by 
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repetition of this process we produce a sequence of identities 
all implied by (j): 
(}) = (1)] : X] X2 . . .Xn = V i W i , 
(1)2 : Xi X2 . . . X n = V 2 W 2 W i , 
()), : x i X 2 . . . x „ = Vi w , W 1 . 1 . . . W 1 , . . . , 
where | Vj | = n for all i = 1,2,... and | Wj I > 1 for all i = 1,2,.... 
Note that C(vi) ^ C(v2) 3 . . . . Eventually we reach i^^ where k 
is the least integer such that C(vk) = C(vt) for all t > k. Next 
let r > k be the least integer such that there exists an integer m 
such that Vr = Vr+m. Then we have 
(j)r : X iX2 . . .Xn = V^WrWr-i . . . W ] , 
(|)r+ni, : X i X 2 . . . X n = Vr(Wr+m Wr+m-l • • • Wr+ l ) W r W r . i . . . W i , 
(t)r+sm : X iX2 . . .Xn = Vri'^r+m Wr+^- l • • • Wr+l ) SWr W r . i . . . W i , 
for all positive integers s. 
Replacing all variables of (j) by the single variable X we 
see that S satisfies x" = x and hence there exists an integer 
t, n < t < I f I, such that a*eE(S) for all aeS. Now take aeS", so 
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that a = a]a2...an say, for some ai,a2,...,aneS. Applying the 
identity (|)r+tm to aia2...an yields a = cbM where c,b,deS. 
By the above comment b^eE(S), thus completing the proof. 
2.9 GLOBALLY IDEMPOTENT: A semigroup S is 
globally idempotent if for every aeS there exist x,yeS such 
that a = xy, that is, if S = S . For example every regular 
semiigroup is globally idempotent. 
2.10 LEMMA: The globally idempotent members of a 
variety of semigroups form a subvariety if and only if they are 
completely regular. 
PROOF: Suppose the globally idompotent members of V 
form a subvariety V . Then V does not include the two 
element null semigroup, and so admits an identity of the form 
X = x'^'' for some n > l', which implies that all members of V 
are unions of groups. 
Conversely let V be the class of all globally idempotent 
members of V and suppose each such member is completely 
regular. Take s e V and aeS. Since S is completely regular 
there exists eeE such that ae = ea = a. The monogenic 
semigroup generated by a, <a> can not be infinite for if it 
were V would contain the subsemigroup T of S, T = 
{ea,a^,...} which is globally idompotent but not completely 
regular. Now let U be a subsemigroup of S and take ueU. 
Since S is a union of groups, <u> is a periodic subsemigroup 
of a group and so is itself a group. Therefore U is completely 
regular. Since morphic images and direct products of 
completely regular semigroups are completely regular, it 
follows that the class of completely regular semigroups in V, 
namely V , is a subvariety, as required. 
2 . 1 1 C O R O L L A R Y [ 2 7 ] : A semigroup variety V 
consists of nilpotent extensions of completely regular 
semigroups if and only if V admits an identity of the form 
XiX2...Xn = (xiX2...Xn)^ "^ ™ for some m,n > 1 . 
P R O O F : Suppose V consists entirely of nilpotent 
extensions of completely regular semigroups but that there is 
no bound on the .indices of the nilpotent members of V. Then 
there exists a sequence V, Si,S2... of nilpotent semigroups, 
such that index of Si < index of S,+\ for i = 1,2,.... Let T = 
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S]XS2X... No power of T is globally idompotent, but TeV, a 
contradiction. Hence there exists n such that S" is completely 
regular for all SeV. It follows from Lemma 2.10 that V 
satisfies XiX2...Xn = (xiX2...Xn) '" for some m > 1. The 
converse is immediate. 
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CHAPTER 3 
DOMINIONS AND COMMUTATIVE 
VARIETIES 
In this chapter, first we show that commutativity is 
preserved under epis. Then we completely answer the 
following question. 
"Which subvarieties of all commutative semigroups are 
closed under epis?" and show that commutativity is 
epimorphically stable or equivalently that all subvarieties of 
the variety of all commutative semigroups are closed under 
epis. 
Finally we show by an example, that dominions in two 
different categories of semigoups need not be same, however 
zigzag theorem carries over to category of all commutative 
semigroups. 
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3.1 EPIMORPHICALLY CLOSED COMMU-
TATIVE VARIETIES 
An identity u = v is said to be epimorphically stable if 
all identities in conjunction with u = v are preserved under 
epis, by which we mean that if U is any semigroup satisfying 
u = V and S is any epimorphic extension of U, then S satisfies 
all the identities satisfied by U. 
3 .1 .1 R E S U L T [41 ] : if U is a commutative subsemigroup 
of any semigroup S. Then Dom (U,S) is also commutative. 
PFIOOF: Let deDom (U,S) and let Z be a zigzag with value 
d. Let UGU then ud = uuoyi = UoUiy = XiUiuyi = X]UUiyi = 
X,UU2y2 = . . . = XmU2m-lUyin = XmUU2m-iym = XniUU2nv = d u . 
Hence every element of U commutes with every element 
of Dom (U,S). It remains to show that if d and d' are members 
of Dom (U,S) then dd' ^ d'd. Once again take the zigzag z for 
d. Since d' commutes with all members of the spine of z, the 
manipulation above can now be repeated to yield the 
conclusion that Dom (U,S) is commutative. 
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The corresponding fact for rings using the zigzag 
theorem for rings can be found in Bulazewske and Krempa [5]. 
The following theorem extends Result 3.1.1 to all 
varieties of commutative semigroups. 
3 .1 .2 T H E O R E M : All subvarieties of the variety of 
commutative semigroups are epimorphically closed, that is, 
cornmutativity is epimorphically stable. 
P R O O F : Take any commutative semigroup U, and any 
semigroup S containing U properly such that Dom (U,S) = S. 
By Result 3.1.1, S is commutative we show that any identity 
satisfied by U is also satisfied by S. Take any identity 
satisfied by U, say 
u ( X i , X 2 , . . . , X n ) = v ( X i , X 2 , . . . , X n ) ( 7 ) 
where u and v are any words in variables Xi,X2,..,Xn. Take any 
n elements di,d2,...,dnGS. If delJ then there is a zigzag in S^  
over U, with value d, namely d = Id = Idl = dl . 
3.1.3 LEMMA: Let u be any subsemigroup of any 
semigroup S. Take any di,d2GS such that there exist zigzags 
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over U in S with values di and d2. Then there exist zigzags for 
di,d2 of some common length over U. 
P R O O F : It is sufficient to prove that given any zigzag for 
any element dsS of length m, we can obtain a zigzag for d of 
length m+1. Let (2) be a zigzag of length m for d over U. Then 
d = aot, = yjajt, = yiajt] - yjajt] = ... = yma2m, is essentially a 
zigzag of length m+1 over U with value d as required. 
From the Lemma di,d2,...,dn all have zigzags over U in S' 
of the same length, say 
4 _ „ ( 1 ) . (1) „ (1) _ ^ (1)„ ( 0 
Qi - ao I] , ao - yi ai 
. . ( i ) „ ( i ) _ . , ( i ) „ ( i ) „ ( i )^ ( i ) _ „ ( i )^ ( 0 / o ^ 
Yk '^ 21; - yk+1 a2k+i a2k-i tk - a2k t^+i {o) 
a2m- /V^ = ^iJ'K yJ%J'^ = d, (i = 1,2,...,n, k = l,2,...,m-l), 
where a/^^eU ( i = l,2,...n, j = 0,l,...,2m) and t^^'\ y^^'^eS^ 
(i - 1,2,...,n, q = 1,2 ...,m). 
In the following, we shall make free use of the 
commutativity of S' without further comments, and shall use 
following notations 
^ = ( X i , X2, . . . , Xn) 
In this notation, the identity (7) is simply u(^) = v(^) . 
Define 
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d - (d^,d2, ..., d j ' 
a, = (a,(i),a,(2),...a,("))(k = 0,l,...,2m) 
t, = (V'^V"^)(q=l'2, . . . ,m) 
we wish to show that u (d) = v (d). 
we denote S x S x ... x S, the cartesian product of n copies 
ofS, byS". , , , 
3 . 1 . 4 L E M M A :The element deS" is the d ominion of 
U"m(S')" 
P R O O F : We have a zigzag for d of length m over U" as 
follows 
d = aj^, a^  = y,a, 
y^k = yk.i a2k.p a^k-i\ == ^iJk.i (k = l,2,...,m-l) (9) 
where yj^e {S'Y (k = 1,2, ...,m) and 'a^e S\U" (t = 0,1,2,...,2m). 
Now we complete the proof of Theorem 3.1.2. We have 
u (d) = u( S j j ) = u( i^) u (\) = V ( i , ) u(l^) 
(since U satisfies (7)) 
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= V ( y,a,) u (tj) = V ( y,) V ( a,) u ( t,) 
= V ( y,) u ( i ,) u ( T,) = V ( y,) u ( 1,1,) = v ( y,) u ( a l^^ ) 
(since U Satisfies(7)) 
= •• - v( y ju ( S:^ _^, r ) = V ( y j u ( a^J = v( y j v ( a , J = v (d) 
(since U Satisfies(7)) 
as required. 
1 R E M A R K : in the proof above it was important not to 
assume that U' satisfies the same identities as U. 
3.2 DOMINIONS IN DIFFERENT VARIETIES 
The dominion of semigroups can be defined with respect to 
any category of semigroups, not necessarily in the category 
of all semigroups. Clearly the dominion of a subsemigroup of 
a semigroup S in the category of all semigroups is contained 
in the dominion of U in S in any other category of 
semigroups. So it is natural to investigate those categories of 
semigroups for which two dominions are same. 
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To answer the above question, we essentially need to 
find those categories of semigroups in which dominions are 
defined by Isbell's zigzag theorem. 
In this section, we give an example to show that two 
dominions are indeed not same in general, however we show 
that zigzag theorem carries over to the category of all 
commutative semigroups. 
3.2.1 EXAMPLE [21]: Clearly dominions can be defined 
for any category V of semigroups for any U,SeV with U a 
subalgebra of S, the V-dominion of U in S is the set of all 
elements d in S such that for all WeV and for all morphism 
^,y/ : S ^ W with ^{u) = ^(u) for all ueU implies 
Kd) = ^(d). 
Here we give an example of a variety V of semigroups 
for which the V-dominion is not necessarily equal to the 
semigroup dominion (i.e. the dominion in the variety of all 
semigroups). 
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Let S = {0, e, f, a, a"'} be the five elements 
combinatorial Brandt semigroup with zero 0 and nonzero 
idempotents e,f.'Put U - {0, a}, a cyclic subsemigroup of S. 
For V v^ e take any variety containing S and such that 
each semigroup in V has its idempotents commuting with each 
other; for example V could be generated by S, or could be any 
of the varieties Vn, n = 2, 3, 4, ..., where Vn is determined 
by the single identity x'^ y'^  = y"x'\ 
Now the semigroup dominion of U in S is just U (in fact 
T ' I 
since U is finite and cyclic, U is absolutely closed [40]). We 
show that by contrast the V-dominion of U in S is all of S. 
Take any WeV and any (j),^ : S -^ W such that ^(u) = ^(u) for 
all ueU. We assume aa'' = e, a"^ a = / . From eRa in S we 
have (j)(e)R(J)(a) = ^(a)R^(e) in W, whence ^{Q) = ^(e) since 
idempotents in W commute. Likewise (|)(/) = y/^f) from 
(t)(/)L(j)(a) = ^(a)L^(f) in W. Easily, we see also now that 
(l)(a' ) = ^(a~^), giving that the V-dominion of U in S is all of 
S. We note that if S is any inverse semigroup in V and U is 
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any subsemigroup of S such that U generates S as an inverse 
semigroup. Then the V-dominion of U in S is all of S. 
3 .2 .2 T H E O R E M [ 4 0 ] : A subsemigroup A of a 
commutative semigroup B dominates an element d in B if and 
only if either deA ,or there exits a zigzag in B over A with 
value d. 
P R O O F : In commutative semigroups the free sum S*T of 
two objects S and T can be described as follows: first form S*^ '^  
and T^ ^^  by adjoining an extra identity element 1 to each of S 
and T (whether or not they already have identities); then form 
the direct product of S^ '^  and T^ ^^ ; then remove the element 
(1,1). 
It is routine matter to show that if a zigzag exists with 
value d, then (ii(d),i2(d)) belongs to the congruence u* on 
BxB generated by 
u = {ii(a), i2(a); aeA}. 
conversely, suppose that A dominates d, so that 
(ii(d),i2(d))€u*, fhus th,ere is a sequence 
( l , d ) ^ . . . ^ ( d , 1) (10) 
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of elementary u-transitions (in the sense of Clifford and 
I • 'I 
Preston [6]) connecting (l ,d) and (d,l) . Now if 
(x, y) ^ (z, t) 
is a u-transition, then either ^t r.^ ? o c-/V -ff 
(x,y) = (p,q)(a,l)(r,s) and (z,t) = (p,q)(l,a)(r,s) '^^'^i^i'^iJJnive^' 
(x,y) = (p,q)(l,a)(r,s) and (z,t) - (p,q)(a,l)(r,s), (p,q,r,s,eS^^^). 
Let us call an u-transition of the first type r-step (since 
a moves right); one of the second type will be called an ^-step. 
By commutativity we have that x = za and ay = t if the u-
transition (11) is an r-step; and xa = z and y = at if it is an £-
step. It is clear that two r-step (corresponding to a and a , 
respectively) performed in succession can be collapsed to a 
single r-step (corresponding to a a); a similar remark applies 
to ^-step. Hence we may assume that r-and ^-steps occur 
alternately in the sequence (10). Since the element 1 has no 
divisors in A, the first and last u-transitions of the sequence 
(10) must be f-step. There must therefore be an odd number 
(say 2m+l) of steps, the corresponding factorization being 
necessarily of the form. 
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d = aoYi, ao = xjai, 
aiYi = aiYi, ^]^2 = ^2^3, 
^Im-SYm-] ~ ^Im-iym, Xni.ia2m-2 ~ Xm^lm- l , 
With all ai in A. This completes the proof of the theorem. 
3 . 2 . 3 L E M M A : Let A be a subsemigroup of a semigroup B 
and suppose that A dominates an element d in B\A. Let (1) be 
a zigzag of minimum length with value d. Then 
(i) Xiai^A and ajm-i Ym^A; in particular, ai is neither equal 
to nor left-divisible by ai, and a2m-2 is neither equal to 
nor right-divisible by a2m-i; in A. 
(ii) neither of the following two configurations can arise 
(a',a"eA'); 
(a) a2i.] = a2,a, a"a2i = a2i+i (i = 2, 3, . . . ,m-l); 
(b) a2i = a a2i+i; a2i+ia '^ = 321+2 (i =1, 2, ..., m-2); 
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PROOF: (i) If x 1a2EA, we can clearly begin a shorter 
zigzag with d · (x 1a2)y2 instead of d = a 0y 1 . Similarly, if 
a2m_2ymEA, we can end a shorter zigzag with Xm-l(a2m-2Ym) =d. 
(ii) If we have the equalities (a), it follows easily that 
"' "' Xi-la2i-2 = Xi+la , a Yi = a2i+2 Yi+2, 
shortened. This is also the case if we have the equalities (b). 
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CHAPTER 4 
DOMINIONS AND PERMUTATION 
IDENTITIES 
4.1 INTRODUCTION 
In this chapter after provmg some consequences of 
permutation identities and strengthening some known results 
on permutation identities, we classify all permutation 
identities for globally idempotent semtgroups. Finally we 
1 I 
show that all permutation identities are preserved under epis 
and then prove some results to be used in the next chapter for 
the epimorphic extension of semtgroup satisfying a 
purmutation identity. 
An identity P1 = Q1 is said to be implied by an identity 
P2 = 02 if every semigroup satisfying P2 = Q2 also satisfies 
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4.1.1 PROPOSITION [47]: Let s be any sem1group 
satisfying (1) with n ~ 3. 
(i) For each jE {2,3, ... ,n} such that Xj_ 1xj is not a subword of 
xi xi ...... xi , S also satisfies the permutation identity 
1 2 n 
(ii) If Xf;t xi then S also satisfies the permutation identity 
1 
1 I 
PROOF: Consider S 1, and put x0 = 1. Then S 1 satisfies the 
condition 
for .all x 1 ,x2 , ... ,XnE S. Take any j E { 1 ,2, ... ,n} such that Xj_ 1 Xj is 
not a subword of the word x 0xi xi ... xi (this enables us to 1 2 n _ 
prove both statements of the proposition simultaneously). Let 
1 
j = ip. Then ip_ 1 ::f. j-1. Let ip_ 1 = k. For convenience let us 
assume that k < j (the case when k > j can be dealt with 
entirely similarly to the case when k < j ). 
Define 
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Now take any x1,x2, ... ,Xn,X,y,ES. 
Then x0x1x2 ... Xj-1XYXj ... Xn = u(xo,X1,x2,·· .,Xj-1X,YXj, ... ,xn) 
= v(x0,x1 ,x2, ... ,Xj_1 x,yxj, ... ,Xn 
= v(x0,x1, ... ,xky, ... ,Xj_1X,Xj, ... ,Xn) 
(since ip_ 1 = k and ip = j) 
= u(x0,x1, ... ,xky, ... ,Xj_1X,Xj, ... ,Xn) 
= U(Xo,X1, ... ,XkY, ... ,Xj-1 ,XXj, ... ,Xn) 
= v(x0,xl-, ... ,xky, ... ,xj_ 1,xxj,···,xn) 
= v(xo,x1, ... ,xk, ... ,Xj-1 ,yxxj, ... ,xu) 
(since ip_1 = k and ip = j) 
= XoXlX2···Xj-1YXXj···Xn 
as required, proving both statements of the proposition. 
1. REMARK: Proposition 4.1.1 strengthens Lemmas 19 
and 20 of [52]. 
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4.2 STRENGTHENING SOME KNOWN 
RESULTS ON PERMUTATION 
IDENTETIES. 
A semigroup S is said to be medial if it satisfies the 
normality identity (N). Below we give direct and short proofs 
of all the results of Putchaa and Yaqub [53] and strengthen 
them by reducing the number of factors that are needed in each 
case. 
4 . 2 . 1 P R O P O S I T I O N : Let S be a semigroup. Take any 
integers m > 0, p > 0, n > 2. If S satisfies the permutation 
identity 
XiX2...Xmyiyi...ynZi'iZ2...Zp = X1X2.. .x^yi^yi^.. .y.^ZjZj.. .Zp 
where i] ^ 1 and in ^ n, then for all k > 2n, S also satisfies any 
permutation identity of the form 
XiX2...Xn,yiy.2...ykZiZ2...Zp = XiX2...Xniyj^yj^...yj^ZiZ2...Zp 
for any permutation j of the set {l,2, . . . ,k}. 
PROOF: Since ii^^l and in?^n, Xniyi,ynZi and yq-iyq for some 
qG {2,3,...,n} aremot subwords of XiX2...Xmyiy2...ynZiZ2...Zp. 
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The proof now follows from repeated applications of 
Proposition 4.1.1, to the word xiX2...Xmyiy2...ykZiZ2...Zp. 
This is so because we can commute any adjacent pair of Zi s, 
by Proposition 4.1.1, if we have the following: 
(i) m elements to the left of the pair and (n + p) to the 
right, 
or (ii) (m + n) elements to the left of the pair and p to the 
right, 
or (iii) (m + q - 1) elements to the left and (n + p - q + 1) 
1 • 'I 
to the right. 
Since k > 2n, at least one of the cases (i), (ii) and (iii) will 
always occur. 
2 . R E M A R K : Proposition 4.2.1 implies L emma 1 and 
Lemma 2 of [53] and gives a much smaller value for k than 
that given in [53]. 
4 .2 .2 C O R O L L A R Y [ 4 7 ] : Let S be any semigroup 
satisfying (1) v i^th n > 3 and with U ^  1 and in ^ n. Then for all 
integers k > 2n, S satisfies every permutation identity in k 
variables. 
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The following proposition is easily proved from 
Proposition 4.1.1. 
4 .2 .3 P R O P O S I T I O N : Let S be any semigroup 
satisfying (1) with n > 3. Then for each JG {2,3,...,n} such that 
Xj.iXj is not a suhword of Xj Xj ...Xi , for all m > j - 1 , p > n-j + 1 
and for all ue S"\ VG S^  we have uxiX2V = ux2XiV for all 
X],X2G S. In particulars s^  is medial for all k > max(j-l,n-j + 1). 
3 . R E M A R K : As Corollaries to Corollary 4.2.2, and 
Proposition 4.2.3, we get Theorem 2 and 1 of [53], 
respectively. 
4.3 CLASSIFICATION OF ALL PERMUT-
ATION IDENTITIES FOR THE CLA-
SS OF ALL GLOBALLY IDEMPOT-
ENT SEMIGROUPS 
A semigroup S is globally idempotent if for every aeS 
there exist x,yG S sucH that a = xy, that is, if S = S^ For 
example every regular semigroup is globally idempotent. 
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4.3 .1 T H E O R E M [ 4 7 ] : Let d be the class of globally 
idempotent semigroups. Let 
XiX2. . .Xn = X,^ X,^ . . .X,^ ( 1 ) 
be any nontrivial permutation identity. Then (1) is equivalent 
with respect to d to 
(i) commutativity if ii ?i 1 and in ?^  n, 
(ii) left normality if i] = 1 and in ^ n, 
(iii) right normality if i] 7^  1 and in = n, 
(iv) normality if i] = 1 and in = n. 
PFIOOF: Suppose that a globally idempotent semigroup S 
satisfies (1) 
(i) Take any x,y€S. Since S is globally idempotent for 
any m > 1, we have y = ab for some a,b6S"^. Now by 
Proposition 4.1.1; wfe have 
xy = xab 
= axb (since ii ^ 1) 
= abx (since in ^ n) 
= yx. 
Hence S satisfies commutativity . 
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(ii) Take any x,y,zeS. Since xeS'^, and in =?^  n, by 
Proposition 4.1.1, we have xyz = xzy. 
(iii) This is the dual statement of statement (ii). 
(iv) Take any x,y,z,WGS. Since S is globally idempotent 
x,y,z,weS". 
Now, since n > max (j- l ,n-j + l) for any j such that Xj.iXj 
IS not a subword of x, x, ...x, , from Proposition 4.2.3 we have 
that xyzw = xzyw. 
The converse implications are obvious . 
4. R E M A R K : As k corollary to Theorem 4.3.1, we have 
Theorem 6 of Yamada [51]. Since commutativity, left 
normality, right normality and normality are non equivalent to 
each other with respect to the class of bands, they are also non 
equivalent to each other with respect to the class of globally 
idempotent semigroups. 
4.4 EPIMORPHISMS AND P E R M U T A T I O N 
IDENTITIES 
4.4 .1 T H E O R E M [ 4 4 ] : All permutation identities are 
preserved under epis. 
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P R O O F : Let XiX2...Xn = X. X, ...Xi (1) 
' '' " 1 2 n 
be any permutation identity with n > 3. Without lose we can 
assume that (1) is non trivial. Take any semigroup U 
satisfying (1), and any semigroup S containing U properly and 
such that Dom(U,S)=S. We shall show that S also satisfies (1). 
For k = l,l,...',n, consider the word Xj Xi ...x; of length 
k. We shall prove the theorem by induction on the length of 
these words, assuming that the remaining elements 
x; ...,Xi elJ. First for k = 1, that is, when x, GS, and 
X, ,...,Xi eU, we wish to show that equation (1) holds. When 
Xi eU, (1) holds; so we assume that Xi eS/U. By Result 1.3.3, 
we may let (2) be a zigzag of shortest possible length m over 
U v/ith value x, . 
1 
First we introduce some notations: 
W](Xi^ , X , ^ , . . . , X , ^ ) = X,^ Xi^---Xi^ = U i ( X ] , X 2 , . . . , X n ) ( 1 2 ) 
a n d W 2 ( x , j , X , ^ , . . . , X , J = XiX2 . . .Xn = U 2 ( X i , X 2 , . . . , X n ) 
CASE (i), i, = l. Now 
x,^  Xi^ ...Xf^  = yma2mXi2...Xi^  (form equations (2)) 
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ymWi(a2m,Xi2,. . . ,Xi^) 
ymW2(a2ni,?^ i2,---,XiJ (sincc U satisfies (1)) 
= XiX2...Xn (from equations (2)) 
as required. 
CASE (ii), 1< i]< n. Now, putting j = i], we have 
x,^Xi^...Xi^= yma2m ^i^---\, (from equations (2)) 
= YmW] (a2m,X, , . . . ,X, ) 
= ymW2 (a2m,x,2,...,XiJ (siuce U satisfies (1)) 
= ymXlX2...Xj.ia2mXj + l-..Xn 
= ymXiX2...Xj.ia2m-itmZ (from equations (2), 
where z = Xj+i...Xn) 
= ymXiX2...Xj.ia2m.ibj+/"'\..bn^"'V2 (by Result 1.3.6 
for some bj+/"'V..,bn^"'^eU and tn,'eS\U, since tmeS\U) 
= ymU2(Xi',X2,'...,Xj.i, a2m-l,bj + / " 'V-- ,bn^" '^ ) t ^ ' z 
= ymUi(Xi,X2, . . . ,Xj . i ,a2m-l ,bj + / " ' V - - , b n ^ " ' W z 
(since U satisfies (1)). (13) 
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Now Ui(zi,Z2,...,Zn) begins with Zi = Zj, so the product 
(13) in S contains Ymaim-i which equals ym-x^im-i (from 
equations (2)), Thus the product (13) above equals 
y m - l U l ( X i , X 2 , . . . , X j . i , a 2 m - 2 , b j + i , . . . , b n ) t ^ Z 
= y iT , - lU2(Xi ,X2, . . . ,Xj . i , a2m-2 ,b j + l ^ " ^ . . b n ^ " ' ^ ) t m Z 
(since U satisfies (1)) 
"= Ym-l XiX2. . .Xj . i a2m-2bj + l , - . . , b n t ^ Z 
- ym-1 XiX2. . .Xj . ia2m-2tmZ 
(since t^=bj./"^\..b„("^)t, ') 
= Ym-i XiX2...x,.ia2m-3tm-iZ (from equations (2)) 
= y i X ] X 2 . . . X j . i a i t i z 
= yiXiX2...Xj.iaibj+/'\..bn^'^ t / z ( by Result 1.3.6, for 
some bj+/^V.-,bn^^^eU and ti'GS\U, since tiES\U) 
= yiU2(Xi,X2,...,Xj.i,ai,bj + /'V--,bn^'^) t]'z 
= yiUi(xi,X2,...,Xj.i,ai,bj+/'V--,bn^^^)ti'z (since U 
satisfies (1)). (14) 
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Again as before, product (14) in S contains yiai which 
equals ao (from equations (2)). Thus the product (14) above 
equals 
Ui(xi,X2,...,Xj.i,ao,bj+/'\...,b/'^) ti z 
= U2(Xi,X2,...,Xj.,,ao,bj + /'V--,bn^'^)ti Z 
(since U satisfies (1)) 
= XiX2...Xj.iaobj+] ...bn ti z 
= xiX2...Xj.iaotiz (since ti = bj+/^\..bn^'^ti') 
= XiX2...Xn, (since aot] = Xi = Xj, and z = Xj+i...Xn). 
Which proves the result for k = 1 in case (ii). 
CASE (III), 11 = n. Now 
x,jXi^...Xi^ = yma2mXi2....Xi^  (from equations (2)) 
ymXiX2...Xn.ia2m (sincc U satisfies (1)) 
ymXiX2...Xn.ia2in-itm (from equations (2)) 
yma2m-iXi2...Xi^ tin ( sincc U satisfies (1)) 
ym-ia2m-2Xi2...Xi^ tin (from equatious (2)) 
= ym-iXiX2...Xn.i a2ni-2tm (since U satsifics (1)) 
= yni-iXiX2...Xn.ia2m-3tm-i (from cquations (2)) 
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= y i X ] X 2 . . . X n . ] a i t i 
= yiaiXi ...Xi t] (since U satisfies (1)) 
= aoXi ...Xj t]( from equations (2)) 
= X]X2...x„.iaoti (since U satisfies (1)) 
= XiX2...Xn (from equations (2), since i] = n) 
as required. 
5 . R E M A R K : A Proof for case (iii) could also be obtained 
from the proof for case (ii) above by making the following 
conventions; 
(a) the word Xj+']...Xn = 1; 
(b) bj+/^^ = ... = K^^^= 1 andtk' = tk for k - 1,2,...,m; 
(c) the vector 
( X i , X2, . . . , Xj . i , a2k- l , bj + i , . . . , bn ) 
= ( xi, X2, ..., Xn.i, a2k.i) for k = 1, 2, ..., m; 
(d) the vector 
( X i , X2, . . . , Xj . i , a2k.2, b j + / ' ' \ . . . , bn^^^) 
= (xi, X2, ..., Xn-i, a2k-2) foi k = 1, 2, ..., m. 
So assume that (1) is true for all X; ,x, ,...,Xi eS and all 
l ' 2 q-1 
Xi^ ,Xi ^^,...,Xi^€U. We prove from this assumption that (1) is 
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true for all Xi^ , x,^, ..., Xi^eS and for all x^^^ ,^ Xi^^^- -'^in^^-
We need not consider the case where Xi G U , SO we assume 
q 
that Xi € S\U. As X, e S\U and Dom (U,S) = S, by Result 
q q 
1.3.3, we may let (2) be a zigzag of shortest possible length m 
over U with value Xi . 
q 
Put j = iq and i = iq.]. 
C A S E (i), ^= j - l .Now 
x,,Xi2...x,^^= x.jXi^.-.Xi^j (ynia2m)x,^^^...x,^(from equations (2)) 
= x,jXi^...(x,^_^yJa2n,x,^^j...x,^ 
= XiX2...Xj.2(Xi^ _jym)a2mXj+i...Xn ( by the inductive 
hypothesis) 
= XiX2.. .Xj.2Xi (yina2m)Xj + i . . .Xn 
= XiX2...Xj.2Xj.iXjXj+i...Xn (since Xi = Xj and Xi = Xj.i) 
as required. 
C A S E ( i i ) , I <]-\ and j < n. Now 
^M'-^'q-i^'q- •^•n" ^'T -^'q-i y-^ ^^ m-• x,^ (froffi cquatlons (2)) 
= W,(Xij,Xi2,...,X,^_jyni,a2m,...,XiJ 
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= W2(Xi^ ,Xi2,...,Xi^  jym,a2m,...,XiJ (by the inductive 
hypothesis) 
=W2(xi^ ,...,Xi^ _^yna,a2m-itm,---,Xi^ )(from equations (2)) 
= XiX2. . .X^ . i (Xi^_^ym) X ^ + i . . . X j . i ( a 2 m - l t m ) z 
(where z = Xj+i...Xn) 
= XiX2 . . .X^ . l (X i y m ) x ^ + l . . . X j . i a 2 m - l b j + i . . .On tm Z 
( by Result 1.3.6 for some bj+/'"V..,bn^"'^eU and tn,'eS\U, 
since tmeS\U) 
= U 2 ( X ] , X 2 , . . . , X ^ . l , X i y m , X ^ + l , . . . , X j . i , a 2 m - l , b j + l , . . . , b n ) tm Z 
= U i ( X i , X 2 , . . . , X ^ . l , X i y m , X ^ + l , . . . , X j . i , a 2 m - l , b j + l , . . - , b n ) tm Z 
(by the inductive hypothesis) (15) 
since Ui(zi,Z2,...,Zn) contains as a subword zi Zi , the product 
(15) in S contains (Xi^ ^ym)a2m-i which equals (xi ^ym-i)a2m-2 
(from equations (2)). Thus the product (15) above equals 
U i ( X i , . . . , X ^ . l , X i ^ _ ^ y m . ] , X ^ + l , . . . , X j . i , a 2 m - 2 , b j + / ' " \ . . . . , b n ^ " ' ^ ) t m ' z 
(m) u (m)\ - I 
U 2 ( X i , . . . , X ^ . l , X i y m . i , X , + , , . . . , X j . , , a 2 m - 2 , b j + l ^ " ' \ . . . , b n ^ " ' 0 t z 
(by the inductive hypothesis) 
X1X2.. .x .^iXi^ _^ym.iX^+i.. .Xj.ia2m-2bj+/"'^ . .bn^ "" V z 
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X,X2...X^.,Xi^_^ym.lX^+l...Xj.ia2m-2tmZ (s i l lCe tm=bj+i^"'\ . .bn^"'^tin') 
X]X2...x^.]Xi^_jym-]X^+i...Xj.ia2m-3tm-]Z (from equations (2)) 
= XiX2...x^,iXi yiX^+i...Xj.iait]Z 
=X]X2...x^.iXi ^yiX^+i...Xj.]aibj+/'l..bi/'^ ti 'z (by Result 1.3.6 
for some bj+/^\...,bn^'^ € U , t i ' e S \ U , since t i e S \ U ) 
-- U2(xi,...,x^,i,Xi yi,x^+i,--.,Xj.]ai,bj+] ,...,bn ) t] z 
q-
= Ui(x],...,x^.],Xi yi,x^+i,...,Xj.i,ai,bj+i ,..., bn )ti z 
(by the inductive hypothesis). (16) 
Now as U|(zi,Z2,...,Zn) contains Zj Zj as a subword, the 
product (16) in S contains (xi yi)ai which equals xi ao 
(from equations (2)). Thus the product (16) above equals 
Ul(Xi,X2,. . . ,X^.l ,Xi X^+l, . . . ,Xj. i , ao,bj + i , . . . . , bn ) t] Z 
= U2(Xi,X2,.. . ,X^.l,Xi X^+l, . . . ,Xj . i ,ao,bj + i , . . . , bn ) t i Z 
(by the inductive hypothesis) 
XiX2...X^.lXi X^+l--.Xj.iaobj + ] . . . b n ti Z 
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XiX2...x^.]X, _^x;+i.:.Xj.'iaotiXj+i...Xn (since z = Xj+i...Xn 
(1) K ( i ) f ' a n d t i = b j . i ^ ' ^ . . b n ^ ' ^ t i ' ) 
= XiX2...Xn (since Xi = x^, and aoti = Xi = Xj). 
as required. 
C A S E (iii), I < j - l , j =n. Now 
x,jX,2...x,^^x,^...Xi^= x,^x,2...x,^_^yjna2m--X,^^(from equations (2)) 
= xiX2...x^.i(xi^_jym)x^+i...Xn.ia2m (by the 
inductive hypothesis) 
= X1X2.. -X^-i (Xi y n i ) x ^ + l . . .Xn-i a2m-l tm 
T." 1 
(from equations (2)) 
= Xi^ Xi2...(Xi^ _^ym)a2m-i..-Xi^ tin 
( by the inductive hypothesis) 
•^ ni XijXi^ . . -Xi (Ym-l a2m-2)- • -Xi^tj-
(from equations (2)) 
XijXi2 . . . (Xi y in . i )a2m-2-- -Xi^tm 
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X , X 2 . . . X ^ . l ( X i ^ _ j y n , . l ) x ^ + l . . 
•Xn-ia2m-2tm 
(by the inductive hypothesis) 
xiX2...x^.i(Xi ,ym-i)x 
4 ' i 
(from equations (2)) 
XiX2...x^.i (x,^_^yi)x^+i...Xn-ia]t, 
X i , X i ^ . . . ( X : q . , y i ) a , . . . x , ^ t i 
(by the inductive hypothesis) 
I ' / 
= Xi^ Xi2...Xi ao...Xi ti (from equations (2)) 
= XiX2...X .^iXi X^+l...Xn.iaoti 
(by the inductive hypothesis) 
= XiX2...Xn 
(from equations (2), since iq = n and iq_i = i) 
as required. 
6. REMARK: A proof for the case (iii) could also be 
obtained from the proof for case (ii) above by making the 
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following conventions: 
(a) the word Xj+i...Xn = 1; 
(b) bj+/'^^= ... =bn^'^^= 1 andtk' = tk for k = l,2,...,m; 
(c) the vector 
(xi,X2,...,Xj^_jyk,x^+],...,Xj.,,a2k-],K^j^^\...,bn^^^) 
= (x],,X2,,...,x, .yi,...,Xn-i,a2k-]) for k = 1,2,....,m; 
r q - I' I 
and ( X],X2,...,Xi^_jyk.i,x^+i,...,Xj.i,a2k-2,bj+i^''V--,bn^''^) 
= (x,,X2,...,Xi yk.i,...,Xn.i,a2k-2) for k = l,2,...,m 
where yo = 1. 
CASE (iv), j+i < / <n. We nave 
x,^Xi2...Xi^= Xi^Xi^...x,^_^y^2L2mX,^^^...Xi^ (from equations (2)) 
= W i ( x , j , X , ^ , . . . , X , ^ _ ^ y n i , a 2 m , X i ^ ^ ^ , . . . , X , ^ ^ 
= W2(Xi^ ,X i2 , . . . ,X i^_ jym,a2m,Xi^^ j , . . . ,X i^ ) 
(by the inductive hypothesis) 
= XiX2. . .Xj . ]a2mXj + l . . .X^ . ]Xi ymX^+l . . .Xn 
= X]X2. . .Xj . ]a2m-] tmXj + ] . . .X^. ]Xi ^ymX^+i . . .X^ 
(from equations (2)) 
= XiX2. . .Xj . i a2m- lb ' j + / ^ \ . ! b j + ( ^ . j . l ) ^ " ' ^ t m ' X j + i . . .X^ . lXi ymX^+j . . .Xn 
VI 
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( by Result 1.3.6 for some bj+/"'V..,Bj;(;:]:^f'^eU and 
C e S / U , since UeS/U) 
= - U 2 ( X i , X 2 , . . . , X j . i , a 2 m - l , b j + l "" , . . . ,b j+(^ . j . i ) "" ,tm'Xj + i . . .Xi^_^yni , 
X^+1 . . . , X n ) 
= U i ( X i , X 2 , . . . , X j . i , a 2 m - l , b j + / " ' \ . . . , b j + ( ^ . j . l ) "" ,tm'Xj + i . . .Xi^_^ym, 
x^+i,...,Xn) (by the inductive hypothesis). (17) 
Now since the word Ui(zi,Z2,...,Zn) contains z^ ^z^ as a 
subword, the product (17) in S contains (x^  jym)a2m-i which 
equals (Xi ym-i)a2m-2 (from equations (2)). Thus the product 
(17) above equals 
/ 1 (m) r^  (m) , / 
U l i X i , X 2 , . . . , X j . i , a 2 m - 2 , D j + l 5-• • ^Dj+C^-j-l) ^^^ Xj + i . . .X^ . iX i y m . i , 
X ^ + ] , . . . ,Xn) 
= U2(Xi ,X2 , . . ,X j . ] , a2m-2 ,b j+ i , . . . ,b j+(^ . j . i ) ,tm Xj + ] . . .X^.jXf y m - 1 , 
x^+i,...,Xn) (by the inductive hypothesis) 
= X]X2. . .Xj . ]a2m-2bj + i .. .bj+(^. j . ]) tjn Xj + i . . .X^ . ]Xi y jn . iX^+] . . .Xi , 
XlX2. . .Xj . ia2m-2tmXj + l . . .X^ . lXi _ jym- lX^+i . . .Xn 
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(since tm = bj+f \.. bj+(^_j_i)' ' im ) 
XiX2. . .Xj . ia2m-3tm-lXj + l . . .X^ . lX i Ym-lX^+l-.-Xn 
( f r o m e q u a t i o n s ( 2 ) ) 
= X i X 2 . . . X j . i a i t i X j + i . . .X^ . lX i^_ jy iX^+l . . .Xn 
= X 2 . . . X i . i a i b j + i . . .b j+(^ . j . i ) t ] X j+ i . . . x^ . iX i y i X ^ + ] . . . X n 
(by Result 1.3.6 for some bj+/^V--,bj+(^.j.i)^^^€U and t i 'eS\U, 
since ti eS\U) 
=U2(xi,X2,...,Xj..i,ai,bj+] ,...,bj+(^.j.]) ,ti Xj+i...Xi^_^yi, x^+i,...,Xn) 
=Ui(xi,...,Xj.i,ai,bj+i ,...,bj+(^.j.i) ,ti Xj+i...Xi yi,x^+i,...,Xn) 
(by the inductive hypothesis). (18) 
As ui(zi,Z2,...,Zn) contains Zi Zi as a subword, the product 
(18) in S contains (xi yi)ai which equals Xi ao (from 
equations (2)). Thus the product (18) above equals 
Ui(xi,...,Xj.i,ao,bj+i ,...,bj+(^.j.i) ,ti Xj+i...Xi x^+i,...,Xn) 
- U 2 ( X i , . . . , X j . i , a o , b j + / ' \ . . . , b j + ( ^ . j . l ) ^ ^ \ t i ' X j + i . . .X i^_ jX^+ l , . . . ,Xn) 
(by the inductive hypothesis) 
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= X,X2...Xj.iaobj + / '\..bj+(^.j.l) Hi'Xj + i...X^.iXi^_^X^+l...Xn 
= X i X 2 . . . X j . i a o t i X j + i . . .X^. lX,^_jX^+l . . .Xn 
(since t] = bj+/'^..bj+(^_j_]/'^ t / ) 
X;|X2...Xn (siiice Xi^ _^= x^, and Xi^= aoti = Xj) 
as required. 
C A S E (v), j+l = 1 Now 
Xi^x,2...x,^^=Xi^Xi2'...xi^_^y,na2ni..Xi (from equations (2)) 
= Xi^Xi2...(Xi ym)a2m---^in 
- XiX2...Xj.]a2m(x, ,ym)x^+l...Xn 
q-
(by the inductive hypothesis , if / = n the product x^+i...Xn=l) 
XiX2...Xj.ia2m-itm(xi ^ym)x^+i..-Xn (from equations (2)) 
X1X2.. •Xj.ia2m-l (tmXi , y m ) X^+l • • -Xn 
( ' / 
(by the inductive hypothesis) 
(from equations (2)) 
X]X2...Xj.ia2ni.2(tmXi ym-l)x 
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(by the inductive hypothesis 
XiX2. . .Xj . i a2m-3( tm- lXi y m - l ) x ^ + ] . . . X n 
(from equat ions (2)) 
= x,X2...Xj.ia](t]Xi^_jyi)x^+i...Xn 
= X, X, ...Xi (tix, y i )a ix , Xi 
1 2 q-2 q-1 q+1 n 
(by the inductive hypothesis) 
= Xi Xi ...Xi (tix, )aoXi ...Xi (from equations (2)) 
1 2 q-2 q-1 q+1 n 
= x i X 2 . . . X j . i a o ( t l x , ^ )x 
(by the inductive hypothesis) 
= XiX2...Xn (from equations (2)) and since iq.i= £ =j + l) 
as required. 
Finally, a proof in the remaining case (vi), namely when 
j + 1 < £ and i = n, can be obtained from the proof for case 
(iv) above by making tl::|e following conventions: 
(a) the word x^-(-i...Xn = 1; 
(b) the vector 
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(xi,X2,...,Xj_i,a2k-ibj+i^' 'V--,bj+(^.j.i)^' '\tk'xj+i...x^.]Xi _^yk, 
X ^ + l , . . . ,Xnj 
= ( X i , X 2 , . . . , X j . i , a 2 k - l , b j + / ' ^ V . - , b n - / ^ \ t k ' X j + i . . .Xn- lXiq_^yk) 
for k = 1,2,...,m; 
(c) the vector 
/ 1 (k) , (k) , / 
( X i , X 2 , . . . , X j . ] , a 2 k - 2 , D j + l , . . . , Dj+(^j-l) , t k X j + ] . . . 
X ^ . l X , ^ _ j y k - l X ^ + , , . . . , X n ) 
= ( X i , X 2 , . . . , X j . i , a 2 k - 2 , b j + / ' ' \ . . . , b n - / ' ' \ t k ' X j + i . . . X n - i X i ^ _ j y k - i ) 
for k = l,2,...,m and where yo ~ 1. This completes the proof of 
the Theorem 4.4.1. 
The following corollary gives a sufficient condition for 
Dom (U,S) to satisfy any permutation identity that U satisfies 
and thus, generalizes Result 1.3.8 from commutativity to any 
permutation identity. 
4 .4 .2 C O R O L L A R Y : Let U and S be any semigroups 
with U a subsemigroup of S. Let U satisfy a permutation 
identity (1). If for all s€S\U, s = as' for some aeU and s'eS, 
then Dom (U,S) also satisfies the permutation identity (1) 
satisfied by U. < • ' 
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7. R E M A R K : Theorem 4.4.1 generalizes Result 3.1.1 
which stated that commutativity is preserved under epis of 
semigroups. 
4 .4 .3 E X A M P L E [ 3 6 ] : This show that the nontrivial 
permutation identities other than commutativity are not carried 
over to dominions. 
Let Fx be the free semigroup on a countable infinite set 
X '-= {xi,X2,...}. Let U = <Y>, the subsemigroup of F^ 
generated by the ,set,Y,,where 
CO 
Y = U n = o{X3n+lX3n+2,X3n+2,X3n+2X3n+3} P u t S = ¥Jp a n d J] = Uy9, 
where p is the congruence generated by the relation PQ which 
consists of the pairs (uiU2...Un,Ui Ui Ui ) with UjeU for 
j = 1,2,...,n, and where i is a fixed nontrivial permutation of 
the set {l,2,...,n} with n > 3. It is easy to see that for each 
n = 0 , l , 2 , . . . , ( X 3 n + i X 3 n + 2 X 3 n + 3 ) P^ D o m ( f 7 , S ) . 
Now we show that Dom (U,S) does not satisfy the 
permutation identity corresponding to the permutation i . 
To see this consider the product (xiX2X3)(x4X5X6)... 
(x3n+iX3n+2X3n+3) in Fx- Siucc no u members of U occur 
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consecutively in this word no elementary po transition possible 
from this base and hence Dom (f7,S) does not satisfy the 
permutation identity corresponding to the permutation i. 
4 .4 .4 P R O P O S I T I O N [ 4 7 ] : Let U be a permutative 
semigroup and S any semigroup containing U properly such 
that Dora (U,S) = S. Then for any x,yeS and s,teS\U, 
sxyt = syxt. 
P R O O F : Since U is permutative, by Theorem 4.4.1, S is 
also permutative. Therefore, by Proposition 4.1.1 there exist n 
and j e (l,2,...,,n} such that S also satisfies the following 
permutation identity 
X]X2...Xj.]XyXj...Xn = X]X2...Xj.]yxXj...Xn (when j = 1, we 
assume that the word xiX2...Xj.i is the empty word). 
Since, by Result 1.3.6 for all s,teS\U, we have s,tES'' for 
all positive integer k, the result now follows. 
8. R E M A R K : Proposition 4.4.4 can 4.4.1 also be proved 
by appealing to ([53], Theorem 1) and Theorem. 
The proof of Proposition 4.4.1 could be easily modified 
to give the following corollaries. In Corollaries 4.4.6 and 
4.4.7 bracketed statements are dual to the other statements. 
In Results 4.4.5 to 4.4.10, U is any semigroup satisfying 
(1), and S is any semigroup containing U properly and such 
that Dom (U,S) = S. 
4 .4 .5 C O R O L L A R Y : If (l) is nontnvial, then 
, S,XiX2...Xkt = SXjjXj2. . .Xj^t 
for all s,teS\U, X],X2,...,XkeS and for any permutation j of the 
set (1,2,...,k}. 
4.4.6 COROLLARY: if ij ^ i [in^ n], then 
xyt = yxt [sxy = syx] 
for all x,yeS and t€S\U [seS\U]. 
4.4.7 COROLLARY: if i^  ^ i [i,^n], then 
XiXi.-.Xkt = Xj^Xj^-.-Xj-j^t [ sXiX2. . .Xk= SXj^Xj2...XjJ 
for all Xi,X2,...,XkGS, tGS\U [seS\U] and for any permutation 
j of the set {l,2,...,k}. 
4.4.8 C O R O L L R Y : if i, # l and either i^ .i ^ n-1 or 
in t- n, then 
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xyz = yxz 
for all x,zeS and yeS\U. 
P R O O F : Since yGS\U, we may let (2) be a zigzag of 
shortest possible length m over U with value y. Then 
xyz = xaotiz (from equations (2)) 
= aoxtiz (by Corollary 4.4.6, since ii ^ \ and tieS\U) 
= yiaixtiz (from equations (2 )) 
= yixajtiz (by Corollary 4.4.7, since \\i^ 1 and tiGS\U) 
= yixaitiz (from equations (2)) 
= yiaixtiz (by Corollary 4.4.7, since \\^ 1 and t2GS\U) 
= yiasxtzz 
~ ym2l2m-lXtniZ 
= YmXaim-itrnZ (by Corollary 4.4.7, since ii^l and 
t„,GS\U) 
= ymXaimZ (from equations (2)) 
= Ymaimxz (by Proposition 4.1.1 if i^ .i ^ n-1 and in = n 
since ymeS""', otherwise by Corollary 4.4.7 since ynieS\U) 
= yxz (from equations (2)) 
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as required. 
We give a corollary to Proposition 4.4.8 and its dual. 
4.4.9 COROLLARY: Ifi 1 -:~: I and in* n, then 
for any s1,s2,s3 E S with one or more m S\U, and for any 
permutation j of ~he .set, {I ,2,3}. 
4.4.10 COROLLARY: If i1 -:~: I and either 111 _1 -:~: n-I or 
i 11 -:~= n, then 
such that for some 
q E {I ,2, ... ,k-I} and for any permutation j of the set 
{I,2, ... ,k-I}. 
PROOF: we have 
s1s2 ... sq···sk = s1s2 ... sq_1sq+I···sk_1sqsk (by Proposition 4.4.8) 
= ShSj2 ... Sjt-ISjt+l ... Sh-ISqSk (where Sq = Sjt' 
by Corollary 4.4. 7) 
= Sj 1Sj2 ... Sjt_1SqSjt+I ... sh_1sk (by Proposition 4.4.8) 
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as required. 
4.4.11 PROPOSITION: Let U and S be any semigroups 
with U a subsemigroup of S and such that Dom (U ,S) = S. 
Take any dE S\U. 
Let (2) be a zigzag of length m over U with value d with 
y1 E S\U (for example if the zigzag is of shortest possible 
length). If U satisfies any nontrivial permutation identity, then 
for any positive i,nte.ger, k. 
PROOF: We have 
dk = (aoti)k 
= aot1(aot1)k-2 aot1 (if k-2 = 0, (a0t1)k-2 = 1) 
k k 
= ao t1 
as required. 
(by Corollary 4.4.5, since y1,t1 E S\U) 
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CHAPTER 5 
EPIMORPHICALL Y CLOSED 
PERMUTATIVE VARIETIES 
5.1 INTRODUCTION 
In this chapter, we ask the following question: 
' ' I Which permutation identities are stabLe? or equivalently which 
permutation varieties are closed under epis? 
First we give some semigroup identities which are 
preserved under epis in conjunction with any nontrivial 
permutation identity, then we completely answer the above 
question and show that a permutation identity 
X 1 X2 ... Xn = Xi 1 Xi2 ... X in 
I 
(n;;::: 3) is stable if and only if in -::t= n [h -::t= 1]. 
5.1.1 THEOREM [47]: Let U be a permutative 
semigroup, then for any semigroup S containing U, Dom (U,S) 
-::t= S if U satisfies an identity I such that 
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(i) I is not a permutation identity and 
(ii) at least one side of I has no repeated variable. 
P R O O F : To prove the theorem, we can assume without loss 
of generality, which we prove below, that I has the form 
X,X2...Xm= w(Xi,X2,...,Xni) (19) 
where I Xi U > 1 for i = l,2,...,m, and I Xj L > 2 for some 
JG {l,2,...,m} (recall that I x lw, for any variable x, is the 
number of occurrences of the variable x in the word w). 
For if I is homotypical, as I is nonpermutative, I has to 
be of the form (19). So let us assume next that I is not 
homotypical. Thqn I,ha$ one of the following three forms: 
(i) XiX2...Xm = f(xi,X2,...,Xm,Xm+i,...,Xin+k), wherc f is some 
word in the variables xi,...,Xni+k such that k > 0, and 
I Xiif> 1, i = 1,2,...,m + k; 
(ii) XiX2...Xni = f(xi,X2,...,Xni), wherc f is some word in the 
variables Xi,...,Xin such that for some i, J6{l ,2 , . . . ,m} and 
I Xi If = 0 a n d I Xj If > 1; 
(111) XiX2...Xni- f(xi,...,Xni,Xni+],...,Xin+k), k > 0, whcrc f is somc 
word in xi,X2,...,Xm+k such that for some i e { l , 2 , . . . , m } 
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I Xi If = 0 and I x^ +jl ^ 1 for j = l,2,...,k. 
Now in case (i), by replacing the variables Xni+i,...,Xm+k, 
if necessary by Xj for some j e {l,2,...,m}, we immediately get 
an identity of the form (19). 
In case (ii), let j e {l,2,...,m} be such that Xj^C(f) (the 
content of f ). Now by replacing the variable Xj by Xj , we get 
that S satisfies the identity 
_ 2 
X1X2...X111 — X i . . . X j . i X j Xj + i . . . X i n 
(since the R.H.S. of (1) is independent of the choice of the 
variable Xj) which is of the form (19) above. 
Finally in the last case we can get an identity of the form 
(19) simply by applying the techniques of the above two 
cases. 
To prove the theorem, let us assume to the contrary that 
there exists a semigroup S containing U properly such that 
Dom (U,S) = S. 
5 .1 .2 L E M M A : For all aeU, x,yGS\U, and for some q > 2 
xay = xa'^ y. 
P R O O F : Since y6S\U, form Result 1.3.6, we have 
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y = aiai-.-amYm , for same ymeSMJ 
and ai,a2,...,aniGU. Now 
xay - xaaia2...aniym 
= xaia2...(aaj)...am ym (by Corollary 4.4.5) 
= xw(ai,a2,...,aaj,...,ain) ym (Since U Satisfies (19)) 
= xaV(ai,a2,...,aj,...,am) ym (by Corollary 4.4.5 
where q = I Xj L, > 2) 
= xa aia2...amym 
= xa'^ y 
as required. 
We give a corollary to the proof of Lemma 5.1.2. 
f5.1.3 C O R O L L A R Y : For all aeU, s,t6S' andx,yGS\U, 
xsaty = xsa'^ty, for same q > 2. 
Now to Complete the proof of Theorem 5.1.1, we take 
any deSMJ, and let (2) be a zigzag for d of shortest possible 
length m over U. Then 
d = yiait i 
= yiai* t^i (by Result 1.3.3 and Lemma 5.1.2) 
= yiai''"^a2t2 (form equations (2)) 
= yia2ai'^"'t2 (by Corollary 4.4.5) 
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== Yiasai'^  't2 (form equations (21) 
= y2ai'^ "^a3t2 (by Corollary 4.4.5) 
= yiai'^'^as^ (by Corollary 5.1.3) 
y m a i a s . . . d2m-3 a2m- l Lm 
ymai'^  'aa*^  ' ... a2m-i''- 'a2m-itr 
= yma2m-lal'''''a3''" .^.a2m-3'^ ~^a2m-l'^ "^a2m-ltm(by Corollary 4.4.5) 
= ym-ia2m-2aia3 ... a2m-3w'a2m-itm (ffom cquatioHS (2) and by 
Corollary 4.4.5, where w'=ai'i"^a3'^"^..a2in-i''"^) 
= yia2a4...a2m-2aiwa2m-itm 
= yiaia2a4...a2m-2wa2m-itin (by Corollary 4.4.5) 
= aoa2a4 ... a2m-2wa2meU, 
a contradiction. This Completes the proof of the theorem. 
5.1 .4 T H E O R E M : Let xiX2...Xn= Xi^ x,^ ...Xi^  (l) 
be any nontrivial permutation identity. Then a nontrivial 
semigroup identity I (one which is not satisfied by the class of 
all semigroups) is preserved under epis in conjunction with (1) 
if I has one of the following forms: 
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(i) at least one side of I has no repeated variable. 
(11) x P ^ y ' ^ ; p , q > 0 ; 
(i l l) x P = x ^ p , q > 0 ; 
(iv) xPy'^  = y'x'; p, q, r, s > 0; 
(v) xP =0 , p >'0;' 
(vi) xPy'i = 0, p, q > 0. 
1. R E M A R K : We regard u = 0 (for some non empty 
word u ) as a semigroup identity. 
We define it to mean tlie conjunction of the two 
identities uy = u = yu (in each case y is a variable not 
occurring in the word u). 
PROOF: Take any semigroups U and S with U 
epimorphically embedded in S, and such that U (and hence S, 
by Theorem 4.4.1 satisfies the identity (1). We show that each 
of the identities (i) to (vi) satisfied by U is also satisfied by S. 
(i) That S satisfies (i) if U does, follows from 
Theorem 5.1.1. 
(ii) Assume U satisfies (ii). Then for all u, velJ we have 
uP = v'l = vP = u\ 
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Take any x ,yeS. We assume that xeS\U. By Result 1.3.3 we 
may let (2) be zigzag of shortest possible length m over U 
with value x. Then 
x^ ' = ao^ti^ ( by Proposition 4.4.11 and equations (2)) 
= (yiai^)^]' ' ( since yiai^ = yiajaj = aoaiEU) 
= yiPa,P(aiti)^(by Corollary 4.4.5, since yi , t ieS\U) 
= yi^ai^(a2ti)'( fronl equations (2)) 
= y i ^ a / a j V (by Corollary 4.4.5, since y,,t2eS\U) 
- yi ai a3 t2 (, ai - as ; 
- ^^  PQ PQ Pf P 
= (yiaia2m-itm)^ ( by Corollary 4.4.5, since yi,tmeS\U) 
= (yiaia2m)^ ( from equations (2)) 
= (aoa2m)^ 
= u^ for all ueU. 
Hence x^ = u^ for all x e S , ueU and likewise y'^  = u*^  for all 
y e S a n d u e U . Therefore x^ = u^ = u'^  = y'^  
as required. 
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(iii) Assume U satisfies (iii) and take any xeSMJ. We may let 
equations (2) by Result 1.3.3 be a zigzag of shortest possible 
length m over U with value x. Now, 
x^ ' = ao t^i'^  ( by Proposition 4.4.11 and equations (2)) 
= ao'^ ti^  ( since U satisfies (iii)) 
= (yiai)'^ti^ ( from equations (2)) 
= yi'^ ai'^ tiP ( by Corollary 4.4.5, since y],tieS\U) 
= Yi'^ ai^t]^ ( since U satisfies (iii)) 
= yi'^(aiti)P ( by Corollary 4.4.5, since y,,t, eS\U) 
= yi''(a2t2)^ ( from equations (2)) 
= yi*^ a2"t2^  ( by Corollary 4.4.5, since yi,ti€S\U) 
= yi'^ a2'^ t2^ ( since U satisfies (iii)) 
= (yia2)%^ ( by Corollary 4.4.5, since yi,t2eS\U) 
= (y2a3)''t2^ ( from equations (2)) 
•-m (yma2in-l) tr 
ym''a2ni-i V ( by Corollary 4.4.5, since yin,tmeS\U) 
ym'^ a2m-i V (since U satisfies (iii)) 
ym''(a2m-itm)^  ( by Corollary 4.4.5, since ym,UGS\U) 
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= ym'^ a2m^  ( from equations (2)) 
= ym'^ a2m'^  ( since U satisfies (iii)) 
= x"* ( by Proposition 4.2.11 and equations (2) 
as required. 
(iv) Assume U satisfies (iv) and take any x,y6S. First we 
consider the case where X6S\U and yeU (the case where xelJ 
and y6S\U is symmetric to this case). 
Since xeS\U, we may let (2) by Result 1.3.3 be a zigzag 
for x of shortest possible length m over U. Now, 
x^ y'^  "^  ym a^2m y^'^  ( by Proposition 4.4.11 and equations (2)) 
= YrJ'y'^^im^ ( since U satisfies (iv)) 
= ym^y'(a2m-itm)' ( ffom cquatious (2)) 
= ym^y'a2m-i'tm' ( by Corollary 4.4.5, since ym,tmGS\U) 
= yin^ a2m.-i^ y'^ tm' ( sincc U satisfics (iv)) 
= (yma2m..i)Vtm' ( by Corollary 4.4.5, since ym,tmeS\U) 
= (ym-ia2m-2)^ y'^ tm' ( from cquatious (2)) 
= ym-i%Ti-2Vtm' ( by Corollary 4.4.5, since ym.],tineS\U) 
= ym-i^ y'a2m-2'tm' ( siucc U satisfics (iv)) 
= ym-iV'(a2m-2tni)'4by Corollary 4.4.5, since ym.,,tn,6S\U) 
= ym-i^y'(a2m-3tin-i)' ( from cquatious (2)) 
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- yi^/(a,ti)^ 
= yiYar ' t i ' ( by Corollary 4.4.5, since yi,tieS\U) 
= yi'^a/y'^ti' ( since U satisfies (iv)) 
= (yiai )Vti ' ( by Corollary 4.4.5, since yi,tieS\U) 
= ao^y'^ ti^  ( from equations (2)) 
= y'^ ao^ ti"' ( since U satisfies (iv)) 
= y'^ x^  ( by Proposition 4.4.11 and equations (2)) 
as required. 
So we assume next that x,yeS\U. By Result 1.3.3, we may let 
(2) be a zigzag for x of shortest possible length m over U then, 
^^y^ = Ym^^im^y^ (by Proposition 4.4.11 and equations (2)) 
= ym^ y^ a2m^  (by the first part of the proof) 
= ym^y' (a2m-,itm)' (from equations (2)) 
= ym^y'a2m-i'tm' (by Corollary 4.4.5, since yni,tmeS\U). 
= ym''a2m-i^y%' (by the first part of the proof) 
= (ym^a2m-i)Vtm' (by Corollary 4.4.5, since ym,tmeS\U). 
= (ym-ia2m-2)^y%' (from equations (2)) 
= ym-i^a2ra-2Vtm' (by Corollary 4.4.5, since ym-i,tmeS\U). 
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= ym-i^y'aim-i'tm' (by the first part of the proof) 
= ym-i^ 'y'Caim-itm)' (by Corollary 4.4.5, since ym.i,tnieS\U). 
= ym-i^ y'"(a2m-3tm-i)' (f^om equatioivs (2)) 
= y iV(a i t i r 
= yiVar ' t i ' (by Corollary 4.4.5, since yi,ti6S\U) 
= yi^a/y'^ti' (by the first part of the proof) 
= (yia])^y'^ti' (by Corollary 4.4.5, since yi,tieS\U) 
= ao^y'^ ti^  (from equations (2)) 
= y'ao^t]" (by the first part of the proof) 
= y'^ x^  (by Proposition 4.4.11 and equations (2)) 
as required. This completes the proof of the part (iv). 
(v) Assume U satisfies x^= 0 and take x,y6S; we show that 
x^y = yx^ = x .^ 
C A S E (a) : xeS\U, yeU. Let (2), by Result 1.3.3 be a 
zigzag for x over U of shortest possible length m. Then, 
x^y = ym '^asm y^ (by Proposition 4.4.11 and equations (2)) 
= Ym^^im^ (since U satisfies (v)) 
xP. 
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Similarly yx^ = t^, 
as required. 
C A S E ( b ) : xeU, y€S\U. Let (2), by Result 1.3.3 be a 
zigzag of length m over U with value y. Then, 
x^y = x^aoti = x^aiti (from equations (2) and since U 
satisfies(v)) 
= xPa2t2 (from equations (2)) 
= xPa3t2 (since U satisfies (v)) 
" X a2m-ltni 
~ X a2in 
= x^  (from equations (2) and since U satisfies (v)) 
Similarly yx^= x^ ,^ 
as required. 
C A S E (c ) : x,y6S\U. By Result 1.3.3, we may let (2) be a 
zigzag for x of shortest possible length m over U. Then, 
x^y = ym a^2m y^ (by Proposition 4.4.11 and equations (2)) 
= yJ^^im^ (from case (b) above ) 
xP 
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Similarly yx^ = x ,^ 
as required. 
(vi) Assume U satisfies (vi) and take any x,y,zeS; we 
< ' 'I 
prove that x^y'^ z = zx^y'^  = x'^ y'^ . 
C A S E ( a ) : x,yeU, zeS\U. By Result 1.3.3, we may let (2) 
be a zigzag of length m over U with value z. Then, 
xPy'^ z = x'^ y'^ aoti (from equations (2)) 
= x^y'^ aiti (since U satisfies (vi)) 
= x^y^ih (from equations (2)) 
- X y a2m-2tm 
= xPy'^ a2m-itm (since U satisfies (Vi)) 
= xPy'^ a2m (from equations (2)) 
= x^ y'^  (since U satisfies (vi)) 
By a similar argument we can show easily that zx^y'^  = x^ y^ .^ 
< ' • • / 
Therefore, x^y'^ z = zx^y'^  = x^y ,^ 
as required. 
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C A S E (b) : y,zeU, xeS\U. As xeS\U, by Result 1.3.3 we 
may let (2) be a zigzag of shortest possible length m over U 
with value x. Then, 
xPy^z = ym a^im y^'^ x (by Proposition 4.4.11 and equations (2)) 
= ym^^im^y^ (since U satisfies (vi)) 
= x^ y'^  (by Proposition 4.4.11 and equations (2)) 
Also 
zx'^ y'^  = zym a^im y^'^  (by Proposition 4.4.11 and equation (2)) 
= ym a^im y^'^  (from Case (a)) 
= x^y'' (by Proposition 4.4.11 and equations (2)) 
Therefore x^y'^ z = zx^y'^  = x^y'^ , 
as required. 
C A S E (c) : x,zeU, yeS\U. This case is dual to case (b). 
C A S E (d) : zeU, x,yeS\U. By Result 1.3.3, we may let (2) 
be a zigzag of shortest possible length m over U with value x. 
Now, 
xPy'^ z = yJsLjJy'^z (by Proposition 4.4.11 and equations (2)) 
= ym a^zm y^'^  (from Case (c)) 
= x^ y*^  (by Proposition 4.4.11 and equations (2)) 
since yeS\U, by Result 1.3.3, we may let 
y == boZi = SibiZ] be the first two lines of zigzag for y with 
bo,bieU and Si,ZieS\U. Now, 
zx '^y'^ =zym^a2m^bo'^ zi'' (by Proposition 4.4.11 and equations (2)) 
= Ym a^im b^o'^ zi'^  (from Case (a)) 
= x'^ y'' (by jProposition 4.4.11 and equations (2)) 
Therefore x^y'^ z = zx^ y^ ^ = x^ y*^ , 
as required. 
C A S E (e ) : yeU, X,ZGS\U or xeU, y,zeS\U or x,y,z€S\U. 
As zeSMJ, by Result 1.3.3, we may let (2) be a zigzag of 
length m over U with value z. Now, 
x^y^z = x^y'^ aoti (from equations (2)) 
= x'^ y'^ ait] (from Cases (b), (c) and (d)) 
= x^ y'^ a2t2 (from equations (2)) 
rV^A 
= x^y^a2n,-2t m 
= xVa2m-itm (from Cases (b), (c), and (d)) 
= xV^im (from equations (2)) 
= x V (from Case (d)) 
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The dual argument shows that zxPy^  = xPy''. 
Therefore, xPy'iz = zxPy'J = x^\ 
as required, thus completing the proof of the Theorem 5.1.2 
5.2 EPIMORPHICALLY STABLE 
PERMUTATION IDENTITIES 
In this section, we determine all pemutation indentities 
which are stable and show that any permutation identity is stable 
if and only if i^  T^^  n [ij ?^  1]. 
In the following theorem, bracketed statements are dual to 
the other statements. 
5.2.1 THEOREM : Let x x ...x = x. x. ...x. (I) 1 2 n I I I V / 1 2 n 
be any permutation identity with n>3 and such that i^ ^^ n [ij?^I]. 
Then all identities, in conjunction with (1), are preserved 
under epis. 
P R O O F : Take any identity 
u(x,,X2,...,Xp) = v(Xj,X2,...,Xp) (20) 
and any semigroup U and S such that U is a subsemigroup of S 
and U satisfies (i:i) and (2), and Dom(U,S) = S. 
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By the Theorem 4.4.1, S satisfies (1). Now we show that S 
satisfied (20). Since S satisfies (1), by the dual of the Proposition 
4.1.1, S also satisfies the permutation identity 
x,x^...xx =x,x-...xvx. (21) 
1 2 n y 1 2 n-' ^ -^  
5 . 2 . 2 L E M M A : Take any word w in variables x,,X2,...X|. 
say, any a,,a2,...,a^ e U, and any t|,t2,...t^ e S' such that if t e S 
then 
a =- yjbj for some y^  e S\U, b. e S (i = l,2,...,k). Then, 
w('d^i^,2i^t^,...,\\) = w(aj,a2,...aj w(t^,t^,..\) 
P R O O F : Let X be the first variable appearing in w for which 
tqeiS (whence a = y b for some y e S\U, b e S). Then, 
w(a,t,,a2t,,...,a,t,) = w(a,t,, a2t,,...,a^tj 
' =w(ii,a2,...y^bq,...a,) 
= w(tj,t2,...t,) (by Corollary 4.4.7) 
= w(a,,a2,...a,)w(t,,t2,...t,) 
as required. 
We return to the proof of Theorem 5.2.1 Take any 
d^,d,,...deS. 
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If some d. e U, there is a zigzag in S' over U with value d^ , 
namely, 
d. = d.l = Id.l = Id. 
1 1 1 1 
Now d,,d2,...d all have zigzag over U in S' of some common 
length, by Lemma 3.1.3, say 
d = a ^'h ^'^ a (') = y ^'^ a ('^  
•^k 2k -^^k+l ' ^ 2 k + l ' 2k-l ^k 
= ^ 2 , % «(i = 1,2,...,p, k = l,2,...,m-l) (22) 
a /o t (i):=a, « y «a, « = d., 
2m-l m 2m ' -^  m 2m i ' 
where a/'^  e U (i = l,2,...,p,j = 0,1,2,...,2m) and t^^, y^^ e S' 
(i = l,2,...,p, q = 1,2,..., m), and further for each d. e S\U, 
we can assume that t ^'\ y •^'^  e S\U (from the proof of 
Lemma 3.1.3). 
In the following, we shall make use of Lemma 5.2.2 with-
out explicit mention. We put 
X = ( X j , X 2 , . . . , X p ) 
In this notation, the identity (20) is simply u( x ) = v( x ). 
put d = (dl,d2,...dp) 
i:,=^(a,c),a,(2),...,a,(P))(k = 0,1,2,...,2m) (23) 
T=(t^('),t^(2),i..,t^(p))(q=l,2,...,m) 
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we wish to show that u( d ) = v( d ). By Lemma 3.1.4, d G S" is ,p • 
in the dominion of U in (S ) , where T, for any semigroup T 
and any integer r > 2, denotes the cartesian product of r-copies 
of the semigroup T; d has the following zigzag of length m: 
d = ij^,\ ^ y,a,, 
y^k ^ yk.1a2k.pV, tk= a;,t,^,, (k = l,2,...,m-l) (24) 
a, ,t = a. , y a, = d, 
2m-l m 2m' -^  m 2m ' 
where a^  e u" ( t = 0,1,2,...2m) and y ,^ t^E{s)' (q = 1,2,...,m) 
5 . 2 . 3 L E M M A : Let the word V in (20) begins with x, 
say if d. e S\U, then 
u ( d ) = v ( d ) . 
P R O O F : u( d ) = u ('a^lj) (from equations (24)) 
= u( a^) u( t,) (by Lemma 5.2.2, since each 
a,« = y«a,(')) 
= v( yjij) u( t,) (since U satisfies (20)) 
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= v( y, ) v( a, ) u( t, ) (by Corollary 4.4.7, 
since yj"^ ^ e S\U) 
= v( y^) u( 1,) u( tj) (since U satisfies (20)) 
= v( y^) uCa,!,) (by Corollary 4.4.7, since 
y^« e S\U) 
= v( yj) 0(1212) (from equations (24)) 
= v( y ,) u( a, -t ) 
^ -^  m-l ^ '^  2m-2 m ^ 
= v(5^.Ju(i2„Jj 
= v( y,.,) u(i2n,.2) <\) (by Corollary 4.4.7, 
since y^ _j^ > e S\U) 
= ^ ( y m ' l ) '^(^am-a) U(^m) ( ^ ^ 0 6 U SatisflCS ( 2 0 ) ) 
= < ym-i^ 2„^ .2) "("t,) (by Corollary 4.4.7, 
since y^^^^ e S\U) 
= v( ym 2^m-i) u( t„) (from equations (24)) 
= ^( y ) v( \^.,) u( "t,) (by Corollary 4.4.7 
since y^ 'J^  e S\U) 
= v( y^ ) u(i2„_,t^ ) (by Corollary 4.4.5, 
Since yj^^ e S\U, and since U satisfies (20)) 
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= v( y^ ) u('a2ni) (from equation (24)) 
= v( y ) v('a2^ ) (since U satisfies (20)) 
= v( y^a^^) (by Corollary 4.4.7, since 
y « e S\U 
= v( d ) (from equations (24)). 
This completes the proof of the Lemma 5.2.3. 
We return to the proof of Theorem 5.2.1, we regard 
the variables x,,X2,...,x^ as being "replaced by" d,,d2,...d^ 
respectively, and it will be convenient for us to use the phrase 
"replaced by" in our proof. If all the variables in u and v are 
replaced from U then u(d)=v(d) as required. Hence we 
assume that in v, say, not every variables is replaced from U. 
By Lemma 5.2.3 if the first variable of v is replaced by 
an element of S\U, then we have the required result again. Hence 
we now consider the case where further the first variable of v is 
replaced by an element of U. Then, 
v( X ) = v^( X )Y^{ X ) (25) 
for some word v, and v. in the variables x,,x-,...x where v, is of 
1 2 1' 2 ' p 1 
the maximum length such that all the variables of Vj are 
replaced by elements of U (the word v, is non-empty and not 
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all the variables x^,x^,...x^ appear in v,). Let the first variable 
of v,( x) be X,, say (that is, Xj is the first variables appearing in 
v( X ) which is replaced by an element of S\U. For any i, if 
d. G S\U then y.(i) e S\U for j = l,2,...,m. Therefore, by result 
1.3.3 and 1.3.7 for d. e S\U, we can write 
y.(i) = b.« y",« and b.« = z«c.« for j = l,2,...,m (26) 
for some b.^'\ c.^ '^ eU, y. '^\ z.^')eS\U. For each deU, we put 
b (^i) = c^ (i) = yio = z.(i) = 1 ( 2 7 ) 
In addition to the notations (23) we shall also use the following: 
b^ = (b^('),b^(^),...,b^(p))(q=l,2,...,m) 
yr^y.'''y','''--y,'''^ (q = i,2,...,m) (28) 
c^=(c^C),c^(^),...,c^(p)) (q=l,2, . . . ,m) 
z^  = (z^('),z^(2),...,z^(p)) (q=l,2, . . . ,m) 
Now from equations (22) and (27), we have 
y = b y = z 'c ' \r . (29) 
- 'q q-'q q q - ' ^ q \^ ^ J 
Now u( d )= u( ajj) (from equations (24)) 
= u( ao)u(-t,) (by Lemma 5.2.2, since a^ ® = y,%/'^ 
fo r i= 1,2,...,p) 
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= v( \)u{ t,) (since U satisfies (20)) 
= v( y,a )u( t ) (from equations (24)) 
= v( y.l2i_,)u( tj) (This equality is essentially an 
inductive assumption; we now obtain equality with 
= ^i( y,^2i.,>2( ySi-i)u( t^ ) (from equations (25)) 
= v,( a^ i j)v2( yja2j_,)u( t^ ) (since all variables of Vj 
are replaced from U) 
= v,( \Jv,( y.)v^( a,.Ju( t) (by Corollary 4.4.7, 
since ^j^y-i^ii-i^ begins with yj^ '^ a^ j /''^  and y^'^ e S\U) 
= Vi( a2..i)v2( b^ yi)v2( a2j.,)u( t) (from equation (29)) 
= v,( a,,.,)v2( bj)v2( 3 )^v2( a^,,)u( t) (by Corollary 4.4.4, 
since, b^ w = z.^c/^ and z/^ e S\U from equation (26)) 
= ^i( a2,,)v2('b,S2,.,)u( t)v2( y.) (by Corollary 4.4.7, 
since, b^^ = z.Wc/<' and z/^ e S\U from equation (26)) 
" ^i( bi^2i-iK( bia2i.j)u( t)v2( y^ ) (since all variables 
of Vj are replaced from U) 
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Vj( y^,-)'^,( y^2M Vi) (since all variable of v, are 
replaced from U) 
v( y i ^ X t^,) (from equation (25)) 
v( y..,a2.Ju( V,) ( i f i < m - l ) 
= v ( d ) 
as required. This .completes the proof of the Theorem 5.2.1. 
A restatement of Theorem 5.2.1 in terms of permutative 
varieties gives us a generalization of Theorem 3.1.2 which states 
that all commutative varieties are closed under epis. 
5 . 2 . 4 T H E O R E M : Let v be the permutative variety 
defined by a permutation identity. 
, x,x^...x = X. X. ...X. ( 1 ) 
such that i t^ n[i ^ 1 ] . Then all subvarieties of the variety v 
n 1 
are closed under epis. 
Recall that an identity u = v is epimorphically stable or 
stable under epis if all identities in conjunction with it are 
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