In this paper we present background results in enriched category theory and enriched model category theory necessary for developing model categories of enriched functors suitable for doing functor calculus.
Introduction
Functor calculi are important tools in algebraic topology that have been used to produce significant results in a wide range of fields. For example, the homotopy functor calculus of Goodwillie [10] has had applications in algebraic K-theory [21] and v nperiodic homotopy theory [1] , [14] . The orthogonal calculus of Goodwillie and Weiss [11] , [34] and manifold calculus of Weiss [33] have been used to study embeddings and immersions of manifolds, characteristic classes, and spaces of knots; for example, see [19] , [24] , and [29] . Each functor calculus provides a means of approximating a functor F between particular types of categories with a tower of functors under F
that is analogous to a Taylor series for a function, with each P n F being in some sense a degree n approximation to F . Such towers are referred to as Taylor towers. The functor calculi also provide means to classify "homogeneous degree n" functors (degree n functors with trivial degree n − 1 approximations), which arise as the layers of the towers (homotopy fibers between consecutive terms) in terms of more tractable objects. Because of these classification results, it is often easier to identify the layers in a Taylor tower than it is to identify the P n F 's. By building appropriate model structures on functor categories, these polynomial approximations can be interpreted as fibrant replacements for functors. This point of view has been developed by Barnes and Oman [5] in the case of the orthogonal calculus, and by Biedermann, Chorny, and Röndigs [7] , [8] and by Barnes and Eldred [3] in the case of the homotopy functor calculus. This perspective makes it possible to upgrade the classifications of homogeneous degree n functors from equivalences of homotopy categories to Quillen equivalences between model categories. This perspective has also led to means by which different functor calculi can be extended to new contexts [30] and compared to one another [4] , [31] ; see also [20] and [22] . This paper grew from a desire to apply this model category-theoretic approach to the discrete functor calculus of Bauer, McCarthy, and the fourth-named author [6] . Such model structures have been identified for abelian versions of this type of calculus by Renaudin [25] and Richter [26] . Using similar techniques, it is straightforward to establish the existence of such model structures for the discrete calculus, but we are interested in developing these structures in a simplicially enriched context.
Our motivation for doing so is inspired by the work of Biedermann and Röndigs [8] . They develop a simplicially enriched version of Goodwillie's homotopy functor calculus in such a way that their model structure for n-excisive functors is cofibrantly generated. Because this additional structure is quite powerful, as we develop a "degree n" model structure for discrete functor calculus, we want to employ a similar strategy.
However, following this strategy requires a good understanding of enriched functor categories, and many of the proofs of the results we need can be difficult to find explicitly in the literature. In this paper, we aim to bring together these results in a relatively self-contained treatment, with an eye toward recognizing the common features between these two kinds of functor calculus. This paper can thus be regarded as the preparatory work to developing the cofibrantly generated model structures that will be the main result in the sequel [2] .
As an application of these ideas, and as further preparation for that work, we show that one of the basic building blocks for discrete functor calculus, the comonad ⊥ n , has an isomorphic simplicial representable version ⊥ R n , and that the existence of this version and a corresponding construction for the Goodwillie calculus developed in [8] are both consequences of a more general result concerning a construction we refer to as the evaluated cotensor.
For each flavor of functor calculus, both the original definition and its variant in terms of representables have distinct advantages; however, the latter is more amenable to working in an enriched setting, as is our goal here. For the functor T n from homotopy functor calculus and the functor ⊥ n from discrete functor calculus, we show that the two definitions agree and, as the main result of the last section of this paper, prove that the representable variants of the functors T n and ⊥ n are both simplicial functors. With this structure in place, we are well-positioned to recover the cofibrantly generated nexcisive model structure on Goodwillie's functor calculus from [8] , and establish similar cofibrantly generated model structures for degree n-functors in the context of a broader class of functor calculi, including discrete calculus in [2] .
Organization of the paper. In Section 2 we provide fundamental background material on enriched categories. We recall the definition of a V-category, or category enriched in V, and describe the additional structures of a V-category being tensored or cotensored in V.
In Section 3 we provide an enriched version of the classical Yoneda Lemma and its dual. This section includes the definitions of representable functors and ends and coends of certain bifunctors in the context of enriched categories. Aside from being necessary for the Yoneda Lemma, these constructions are used repeatedly throughout this paper and its sequel.
Motivated by applications to functor calculus, we specialize to enriched functor categories in Section 4. We show that, given sufficiently nice V-categories C and D, the category Fun(C, D) of V-functors from C to D can be viewed as a category enriched either in V or in the category Fun(C, V) of V-functors C → V. We also give sufficient conditions for when Fun(C, D) is tensored or cotensored over V and over Fun(C, V). We conclude this section with the construction of the "evaluated cotensor," which is a bifunctor Fun(C, V) op × Fun(C, D) → D that behaves quite like an ordinary cotensor and was described by Biedermann and Röndigs in [8] .
In Section 5, we consider V-categories with the additional structure of a V-model category. In particular, we give conditions on V-categories C and D under which Fun(C, D) with the projective model structure is a V-model category.
Starting in Section 6, we restrict to the case where V = S, the category of simplicial sets, and so work in the simplicial context. We recall the formal defintions of homotopy limits and colimits in a simplicial model category, and use them to show how the evaluated cotensor interacts with these constructions.
We conclude in Section 7 with an application of these enriched category techniques to functor calculus. We begin by revisiting the construction of a version of Goodwillie's functor T n in terms of representable functors, as developed by Biedermann and Röndigs in [8] , in Section 7.1. In Section 7.2, we then develop the analogous construction for the functor ⊥ n that plays a similar role for discrete functor calculus. Building on the similarities of the two constructions, in Section 7.3 we prove that both T n and ⊥ n define simplicial functors.
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Enriched categories
In this section, we give some background results on categories enriched in a suitable monoidal category. These definitions are standard and can be found in [16] , [18] , and [27] . 
such that, given objects U , V , and W , there is a natural isomorphism
Remark 2.4. Given any object V of V, the identity map V → V corresponds to a unique map i :
Remark 2.5. [18, §1.1] If the monoidal product ⊗ in a closed symmetric monoidal category V is the categorical product ×, then we sometimes refer to V as cartesian. In this case, any object V of V comes equipped with a diagonal map
which need not be the case for more general monoidal products.
We can think of the object W V of V as an internal hom object, namely, a way of thinking about morphisms from V to W as themselves forming an object of V rather than simply a set. In other words, we say that a closed symmetric monoidal category V is enriched in itself.
Example 2.6. The category Ab of abelian groups with the usual tensor product is a closed symmetric monoidal category in which the internal hom object B A between two abelian groups A and B is taken to be the abelian group of homomorphisms between A and B.
A primary example in this paper is the category of simplicial sets. Example 2.7. Let ∆ denote the standard simplex category, whose objects are finite ordered sets [n] = {0 ≤ · · · ≤ n} and whose morphisms are given by order-preserving maps of sets. The category S of simplicial sets with the usual cartesian product is a closed symmetric monoidal category, where the internal hom object between two simplicial sets U and V is the simplicial set V U whose n-simplices are given by
Here, recall that ∆[n] is the standard n-simplex, given by the representable functor Hom ∆ (−, [n]).
We can also consider categories enriched in V other than V itself. 
in V, satisfying appropriate associativity and unit axioms.
We sometimes denote the mapping object Map D (X, Y ) by Map(X, Y ) when there is no ambiguity about the ambient category D.
It is sometimes helpful to distinguish between a V-enriched category and its underlying ordinary category, which we now define. Definition 2.9. The underlying category of a V-category D is the category D 0 with the same objects as D, Hom D 0 (X, Y ) = Hom V (I, Map D (X, Y )), and composition and identities given by the composition and identity morphisms in D.
In particular, when we say that an ordinary category C is a V-category, we mean that there exists a V-category for which the underlying category is C. Remark 2.10. Observe that, if we think of a closed symmetric monoidal category V as being enriched in itself, the object W V is precisely the same as Map V (V, W ). Definition 2.11. [18, 1.2] Let C and D be V-categories. A V-functor F : C → D is an assignment of the objects of C to the objects of D, together with, for each pair of objects A and B of C, a morphism in V
such that the collection of all such morphisms preserves composition and identity morphisms.
We can analogously define a V-natural transformation between V-functors. of morphisms in D where A ranges over all objects in C, such that the following diagram commutes for any objects A and B of C:
In particularly nice cases, a V-enriched category interacts nicely with the monoidal category V via tensor and cotensor functors, generalizing features of the closed monoidal structure on V. We begin with the notion of a tensor functor, which inputs an object of D and an object of V and outputs another object of D.
Analogously, a cotensor functor also associates to an object of D and an object of V an object of V, but in a manner more closely related to the internal hom object of V.
We can use the precise formulations of these definitions to show that tensors and cotensors are adjoint to one another. Proposition 2.15. Let D be a V-category that is both tensored and cotensored over V.
(1) For any object V of V there is an adjunction
By the definitions of tensor and cotensor (Definitions 2.13 and 2.14), for any object V of V and any objects D and E of D, there are natural isomorphisms
and
Example 2.16. The category T op is enriched in the category of simplicial sets S. For topological spaces X and Y , we define Map T op (X, Y ) to be the simplical set for which
where ∆ n denotes the standard topological n-simplex. For a simplicial set K, let |K| denote its geometric realization. There is a simplicial functor
which is defined in degree n by the function
is the one equivalent under adjunction to the canonical function
Furthermore, for any topological spaces X and Y and simplicial set K there is an isomorphism
It can be shown analogously that T op is also cotensored over S.
The enriched Yoneda Lemma
In this section, we consider representable functors in the setting of enriched categories, and establish an enriched version of the Yoneda Lemma and its dual.
where the morphism
which we sometimes call the Yoneda embedding, is the one adjoint to the composition morphism in C
This representable functor appears in the following result, which we refer to as the enriched Yoneda transformation. Proposition 3.2. Suppose that C and D are V-categories with D tensored and cotensored in V. For any V-functor F : C → D and object C of C, there is a V-natural transformation
Proof. The natural transformation ψ is given by, for any object A of C, the map
that is adjoint to the map
Remark 3.3. Dually, we can consider the assignment
which we call the co-Yoneda embedding, that is adjoint to the composition morphism
Before stating the Yoneda Lemma, we need the definition of the end, for which we need to make some observations. Suppose that C is a V-category and that X : C op ×C → V is a V-bifunctor. Given two objects A and B of C, there is an induced morphism
Using the adjunction between the tensor and cotensor in V, such a morphism corresponds to a morphism
which in turn corresponds to a morphism
One can analogously produce a morphism
in V whose parallel morphisms are the ones described above.
However, we also want to make a similar construction for a V-functor F : C → D, which we also refer to as an end. Again assuming that V is complete, we want to construct parallel morphisms
in D. We can take the first morphism on each factor to be given by the map
which corresponds under adjunction to the composite
Specifically, the second map in this composite in turn corresponds to the map
We can obtain the second parallel morphism
similarly, namely as the one corresponding via adjunction to the composite
We use this definition in the following enriched version of the Yoneda Lemma.
Lemma 3.6. Let C and D be V-categories with V cocomplete and cotensored in V, and let F :
Proof. The components of the natural transformation in Proposition 3.2 exhibit F C as the equalizer of the parallel pair
The result follows by an application of Definition 3.5.
For a dual statement, we recall the definition of a coend.
in V whose morphisms can be obtained similarly to the ones used in the definition of end.
We can make a similar definition for functors F : C → D.
analogous to those in Definition 3.5.
The following result, which we call the co-Yoneda Lemma, can be proved analogously to the Yoneda Lemma. Lemma 3.9. For each object C in C, there is a natural isomorphism
Enriched functor categories
Because our motivation arises from functor calculus, we are primarily interested in categories whose objects are themselves given by functors between categories. Thus, let C and D be V-categories, and consider the category Fun(C, D) whose objects are V-functors C → D and whose morphisms are V-natural transformations.
where A ranges over all objects of C.
To see the mapping object indeed defines the structure of a V-category, observe that the data of a morphism
Such a pair can equivalently be given by a collection of morphisms
where A ranges over all objects of C, such that the following diagram commutes for all objects A and B of C:
It follows that there is a natural isomorphism of sets
and identity and composition morphisms defined using the universal property of equalizers.
We now prove that, if D is either tensored or cotensored over V, then that same structure is transferred to Fun(C, D).
Proof. We first define a functor
As A varies, we obtain an assignment
To show that this assignment describes a V-functor, we have to define, for any objects A and B of C, compatible morphisms
in V. Such morphisms are given by composites
where the map i was described in Remark 2.4 and the downward morphism comes from applying Definition 2.13 in D.
Finally, the isomorphisms
We now prove the analogous result when D is cotensored in V.
Proof. We begin by defining a bifunctor
Setting D = F A and E = GA for each object A of C in Definition 2.14, we get a map
which then, as we take ends over all objects A, induces a map
We thus obtain an assignment
that we want to show is a V-functor. Again using the map i : I → V V from Remark 2.4, for any objects A and B of C, consider the composite
where the last morphism is another instance of the one in Definition 2.14. As we take the end over all objects of C, we obtain the required map
Finally, we obtain an isomorphism
For future use, we include the following result showing that cotensors commute with ends when we consider functors F : C op × C → D.
Proof. We showed in Proposition 2.15 that cotensoring defines a right adjoint. The result follows since ends are limits and right adjoint functors preserve limits.
There is another way to regard Fun(C, D) as an enriched category, over the category Fun(C, V) of V-functors C → V. We first need the following lemma. Proof. By assumption, V is a closed symmetric monoidal category. We can define a bifunctor − ⊗ − :
where the functor F ⊗ G is defined by setting (F ⊗ G)(C) to be the object F C ⊗ GC of V. The symmetric structure follows similarly from the analogous structure of V. That is, for each object (F, G) of Fun(C, V) × Fun(C, V), there is a natural isomorphism
Since t 2 is the identity in V, it follows that T 2 is the identity on Fun(C, V), and one can check that the various compatibility axioms are satisfied. Finally, to see that Fun(C, V) is closed, we note that because V itself is closed, there is a bifunctor
For any three objects U, V , and W in V, there are natural isomorphisms
which induce, for any objects F, G, and H of Fun(C, D), natural isomorphism
We now verify that Fun(C, D) is enriched in Fun(C, V); observe that the mapping objects in this case are much simpler to define. We distinguish them from those for the V-enrichment by using the boldface notation Map rather than Map. Proof. Given V-functors X, Y : C → D, define the functor
. It is not hard to check that this definition is functorial and satisfies the necessary compatibilities.
We now establish some conditions for when Fun(C, D) is tensored or cotensored over Fun(C, V), following a similar argument as before. Note that the proofs require us to assume that V is cartesian, so that diagonal maps exist. Proof. We define the functor
on objects by (F, X) → F ⊗ X := (C → F C ⊗ XC); observe that F C ⊗ XC is a well-defined object of D using its tensor structure. On morphisms, we claim that the assignment
is given by, when evaluating at an object A of C, the map
To show that F ⊗ X is an object of Fun(C, D), namely a V-functor, it suffices to define compatible morphisms
in V for any objects A and B of C. Such morphisms are given by composites
where δ exists because V is assumed to be cartesian, and again the downward arrow comes from Definition 2.13 applied to D. Finally, the isomorphism
We prove an analogous result giving a criterion for when Fun(C, D) is cotensored over Fun(C, V). Proof. Given an object (F, X) of Fun(C, D)×Fun(C, V) op , we define a functor F X : C → D by A → F A XA , using the cotensor structure on D. Now, we want to show that the assignment
To show it is a functor, let A be an object of C, and let D = F A, E = GA, V = XA and W = Y A in Definition 2.14; we thus get a map
which induces the desired map
To show that F X is a V-functor, as in the previous proof it suffices to define compatible morphisms
in V for all objects A and B of C. Such morphisms are given by composites
where the last morphism is an instance of the one in Definition 2.13. Observe that we need D to be tensored over V to obtain this morphism. Lastly, the isomorphism
We conclude this section with a construction defined by Biedermann and Röndigs in [8] . We showed above that Fun(C, D) is cotensored in Fun(C, V), so in particular, we have a functor Fun(C, D) × Fun(C, V) op → Fun(C, D). We can then apply an end to produce an object of D. It behaves sufficiently like a cotensor that we use the same kind of notation for it; we sometimes refer to it as an "evaluated cotensor". Remark 4.10. In [8, 2.5], Biedermann and Röndigs use the notation hom(X, F ) for what we here denote by F X . They also observe that, for a fixed X in Fun(C, D), the functor Fun(C, D) → D given by F → F X is right adjoint to the functor D → X ⊗ D.
Enriched model categories
We now turn to V-categories that are equipped with the structure of a model category. Recall that a model category is a category C with three distinguished classes of morphisms called cofibrations, fibrations, and weak equivalences, satisfying five axioms [15, 7.1.3 ]. An acyclic fibration is a fibration which is also a weak equivalence, and similarly an acyclic cofibration is both a cofibration and a weak equivalence. For example, the category of S of simplicial sets has a model structure with weak equivalences given by the maps whose geometric realizations are weak homotopy equivalences, fibrations the Kan fibrations, and cofibrations the monomorphisms [23] .
An object A in a model category C is cofibrant if the unique morphism from the initial object in C to A is a cofibration. Dually, an object X is fibrant if the unique morphism from X to the final object in C is a fibration. Given a model structure on a category C we often have a good understanding of the fibrant or the cofibrant objects, and sometimes both. The model structure on a category C is usually set up so that the cofibrant or the fibrant objects are the primary objects of interest. For instance, in the model structure on the category of simplicial sets S described above, all objects are cofibrant and Kan complexes are the fibrant objects.
In nice examples, a model category has the additional structure of being cofibrantly generated [15, §11.1], in that there are sets I and J of maps such that a map is an acyclic fibration if and only if it has the right lifting property with respect to the maps in I, and a fibration if and only if it has the right lifting property with respect to J, with both sets satisfying the small object argument [15, 10.5.16 ]. In the example S the set I can be taken to be the set of boundary inclusions, and the set J can be taken to be the set of horn inclusions.
As before, let (V, ⊗, I) be a closed symmetric monoidal category but now we require it to also have the structure of a model category. In particular, we want these two structures on V to be compatible, in the following sense: 
is a cofibration and a weak equivalence if i or j is.
• If QI is a cofibrant replacement of I, then for any object X of V the induced map QI ⊗ X → I ⊗ X is a weak equivalence.
Example 5.2. We have seen in Example 2.7 that the category S of simplicial sets is a closed symmetric monoidal category with the monoidal structure given by the usual product. This structure is compatible with the model structure described above [16, 4.2.8 ].
Convention 5.3. From now on we assume V is a symmetric monoidal model category.
Next, we consider what it means for the model structure and the V-enrichment of D to be compatible with one another. We name the axioms below according to the usual convention when V is the category of simplicial sets, i.e., in the definition of a simplicial model category.
Definition 5.4. Let V be a closed symmetric monoidal model category. A V-model category is a V-category D that is equipped with a model structure on its underlying category such that (MC6) the category D is tensored and cotensored over V; and (MC7) for any fibration p : D → E in D and cofibration i : V → W in V, the pullback corner map
is a fibration, and is a weak equivalence if either i or p is.
Remark 5.5. Assuming that D is a model category and (MC6) holds, (MC7) is equivalent to the condition (MC7') for any cofibration i : D → E in D and cofibration j : V → W in V, the pushout corner map
is a cofibration, and is a weak equivalance if either i or j is. This statement is proved in [15, 9.3.7] when V is the category of simplicial sets. The proof is analogous for more general V.
Lemma 5.6. Let D be a V-model category.
(1) For any fibrant object D in D and cofibration i :
Proof. To prove (1), we apply axiom (MC7) to i : V → W and the unique morphism D → * , where * denotes the terminal object of D. The proof of (2) is dual.
Convention 5.7. From now on we assume that C is a small V-category and that D is a V-model category.
Let D be a V-model category and C a small V-category. Then the model structure on D induces a model structure on Fun(C, D) as follows. We omit some of the technical assumptions, since we do not need them here, but refer the reader to [12, 4.32 ] for the precise statement.
Theorem 5.8. Let C be a small V-category and D be a cofibrantly generated V-model category satisfying some mild conditions on the sets of generating cofibrations and acyclic cofibrations. Then the category Fun(C, D) has a model structure in which a morphism F → G in Fun(C, D) is:
fibration in D for all objects A of C; and • a cofibration if it has the left lifting property with respect to all acyclic fibrations
in Fun(C, D). This model structure on Fun(C, D) is called the projective model structure.
Remark 5.9. We often refer to the weak equivalences in this model structure as levelwise weak equivalences, and similarly for the fibrations. Observe that the fibrant objects in this model structure are those functors F : C → D such that F A is fibrant in D for every object A of C.
Lemma 5.10. When it exists, the projective model structure on Fun(C, D) has the structure of a V-model category.
Proof. We have proved axiom (MC6) in Propositions 4.2 and 4.3, so it remains to show that axiom (MC7) is satisfied. The fibrations and weak equivalences in Fun(C, D) are the levelwise fibrations and weak equivalences, respectively, and (MC7) holds in D by assumption. It follows that for any fibration p : F → G in Fun(C, D) and cofibration i : V → W in V, the pullback corner map
is a fibration, and is a weak equivalance if either i or p is.
Homotopy limits, homotopy colimits, and the evaluated cotensor in simplicial model categories
With this section, we begin our transition to functor calculus applications. A key step in the process of defining functor calculus model structures as in [8] is the redefinition of polynomial approximations in terms of the evaluated cotensor of Definition 4.9. We use this section to prove a result showing how this evaluated cotensor interacts with homotopy limits and colimits in simplicial model categories. This result will be used in the next section to show that these redefined polynomial approximations are equivalent to those obtained via the original definitions.
We begin this section by first looking at limits and colimits. Lemma 6.1. For any fibrant object D of D, small category I, and functor I → V, there is a natural isomorphism
Proof. Since all colimits can be built from coproducts and coequalizers [28, 3.4.11] , it is enough to prove the lemma for these two kinds of colimits. For coproducts, we have to show that given objects V and W in V, there is a natural isomorphism
We do so by showing that for each object E of D there is a natural isomorphism of sets
A morphism E → D V ∐W is equivalently given by its adjoint morphism E ⊗ (V ∐ W ) → D. Since the functor E ⊗ − is a left adjoint, it preserves colimits, so
. Thus any morphism E → D V ∐W is equivalently given by a pair of morphisms
or, equivalently via the adjunction from Remark 4.10,
By the universal property of products, this pair is equivalent to a morphism E →
For coequalizers, we want to show that for any object E of D there is a natural isomorphism
where W is the coequalizer
commutes. Applying the adjunction of Remark 4.10 gives the diagram
which, by the universal property of equalizers, is equivalent to a morphism E → Z.
We next consider how the evaluated cotensor of Definition 4.9 interacts with limits and colimits. Lemma 6.2. Let I be a small category and X : I → Fun(C, V). Then for any levelwise fibrant functor F : C → D, there is a natural isomorphism
Proof. Using the definition of the modified cotensor, we compute
The first isomorphism holds by Lemma 6.1, and the second isomorphism holds because limits commute [28, 3.8.1] .
For the remainder of this section, we let V = S, the category of simplicial sets, and hence work exclusively with functors between simplicial model categories.
We start by recalling the standard definitions of homotopy limits and colimits as found in [15, 18. 1.2, 18.1.8 ]. Definition 6.3. Let M be a simplicial model category and I a small category. If X is an I-diagram in M, then the homotopy colimit of X, denoted by hocolim i X, is the coequalizer of the maps
where φ is defined on the summand corresponding to σ : a → a ′ to be the composite of the map
with the natural injection into the coproduct, and ψ is given by the composite of the map id Xa ⊗B(σ * ) :
with the natural injection into the coproduct. Here, σ * denotes the functor induced by precomposition with σ, B denotes the nerve of a category, and a ↓ I denotes the category of objects of I under a; see [15, 11.8 , and the projection of the map ψ is given by the composite of a natural projection from the product with the map
Here, σ * denotes the functor induced by postcomposition with σ, and I ↓ a denotes the category of objects in I over a.
Using these models for homotopy limits and colimits, we establish the desired result for the evaluated cotensor. Proposition 6.5. Let I be a small category and X an I-diagram in Fun(C, S). Then for any levelwise fibrant functor F in Fun(C, D),
Proof. By the definition of homotopy colimit and Lemma 6.2, we have
The definition of the evaluated cotensor, the associativity of tensoring and cotensoring [15, 9.1.11] , and Lemma 4.4 yield
Combining this computation with the previous equivalence, we obtain
where the middle isomorphism follows from [15, 11.8.7 ].
An application to functor calculus
In this section, we establish results that allow one to replace the standard constructions of some functor calculi, particularly those of [10] and [6] , with enriched constructions that can be used to produce cofibrantly generated model structures for these functor calculi. In the case of the Goodwillie calculus, Biedermann and Röndigs have shown in [8] how to use these enriched constructions to build cofibrantly generated n-excisive model structures. In the sequel to this paper [2] , we will provide a general result that recovers this structure and produces similar structures for other functor calculi.
After stating a corollary to Proposition 6.5, we divide the remainder of this section into three parts. In the first subsection, we apply Corollary 7.1 to redefine the building blocks T n of Goodwillie's n-excisive approximations to functors in terms of the evaluated cotensor of Definition 4.9 and representable functors of Definition 3.1. In the second subsection, we make a similar redefinition of the discrete degree n approximations ⊥ n of Bauer, Johnson, and McCarthy. Finally, in the third subsection, we show that these redefined building blocks define simplicial endofunctors of Fun(C, D).
Throughout this section, we work with simplicial enrichments. The categories C and D are assumed to be simplicial categories, with D a simplicial model category and C a small simplicial subcategory of a simplicial model category that is closed under finite homotopy pushouts and has a final object * C . As before, Fun(C, D) denotes the simplicial model category of simplicial functors.
The main results of the following two subsections are consequences of the following corollary to Proposition 6.5.
Corollary 7.1. Let I be a small category and X be an I-diagram in C. Then for a levelwise fibrant functor F in Fun(C, D), there is a natural isomorphism
Proof. By Proposition 6.5, followed by the enriched Yoneda lemma (Lemma 3.6), we have
We apply this result to two examples in the next two subsections.
7.1.
A simplicial representable replacement for Goodwillie calculus. In the Goodwillie calculus, the n-excisive approximation to a functor F is a functor P n F , which is defined as the homotopy colimit of a sequence of functors:
In this section, we are interested in the functor T n , and in particular we want to show how, for simplicial functors, it can be defined in terms of certain representable functors, using Corollary 7.1.
To define T n F as Goodwillie did, we start with some notation. For any n ≥ 1, let n = {1, . . . , n}. We think of the power set P(n) as a poset whose elements are subsets of n and whose ordering is given by set inclusion. We can thus regard P(n) as a category; let P 0 (n) be the full subcategory of P(n) whose objects are the nonempty subsets.
For a finite set U and an object A of the category C, we define the fiberwise join A * U in C to be
where * C denotes the final object in C.
The following definition is due to Goodwillie in the case where C and D are each either the category of spaces or the category of spectra. Following Biedermann and Röndigs [8] , we have the following version of T n F for a simplicial functor F . Definition 7.3. Given a simplicial functor F : C → D, we define the functor T R n F : C → D by
where the homotopy colimits are taken over all objects U of P 0 (n + 1).
The next proposition is an immediate consequence of Corollary 7.1. [6] is an adaptation of the abelian functor calculus of Johnson and McCarthy [17] to simplicial model categories. Like Goodwillie calculus, it associates a "degree n" polynomial approximation Γ n F to a functor F . The notion of "degree n" in this case is weaker than that of Goodwillie, and closer in spirit to the notion of degree n for polynomial functions.
In this section, we assume that C is a small simplicial category with all finite coproducts, and that D is a pointed simplicial model category with initial and terminal object ⋆. (To build polynomial approximations in [6] , we also require that D be stable, but for the results in this paper the stable condition is not necessary.)
Recall that a comonad (⊥, ∆, ε) acting on a category A consists of an endofunctor ⊥ : A → A together with natural transformations ∆ : ⊥ → ⊥⊥ and ε : ⊥ → id A satisfying certain identities. For an object A in A, there is an associated simplicial object
[k] → ⊥ k+1 A whose face and degeneracy maps are defined using the natural transformations ε and ∆. (See [32, §8.6] for more details, noting that the author uses the term "cotriple" for what we are calling a "comonad" here.) The functor Γ n F is defined in terms of a comonad ⊥ n+1 that acts on the category of functors from C to D. More explicitly, it is the homotopy cofiber given by
where |⊥ * +1 n+1 F | is the realization of the standard simplicial object associated to the comonad ⊥ n+1 acting on F.
We first review the definition of ⊥ n . We again make use of the power set P(n) of the set n = {1, . . . , n}, regarded as a category. Let J be the subcategory of P(2) whose objects are ∅, {1}, and {1, 2}, and whose nonidentity morphisms are the inclusions ∅ → {1, 2} and {1} → {1, 2}.
For an object A in C and a functor F : C → D, let F n (A, −) be the P(n)-diagram that assigns to U ⊆ n the object
As in the previous subsection, * C denotes the final object in C. The value of the functor ⊥ n F : C → D at the object A is defined as an iterated homotopy fiber of the diagram F n (A, −), as we now explain.
For any F : C → D as above and any object A of C, let F J n : C × J ×n → D be given by Example 7.8. To help make sense of this definition, we consider the example of n = 2. Then J × J can be depicted as
The relevant values of ϕ in this case are
Then F J 2 (A, −) is given by the diagram
which can be rewritten as F J n (A; (S 1 , . . . , S n )),
where the homotopy limit is taken over the category J ×n . Our next step is to rewrite this definition using representable functors. We begin by replacing C with the category C ⊥ whose objects are the objects of C together with one additional object ⊥, and whose morphisms are those of C together with the identity morphism on ⊥. Given a functor F : C → D, we can extend it to a functor F : C ⊥ → D defined on objects by
and on morphisms by
It is straightforward to confirm that Fun(C ⊥ , D) is also a simplicial model category.
For an object A in C and an object S = (S 1 , . . . , S n ) of J ×n , using (7.6) and (7.7), we define (7.10)
With this definition, we can start mimicking the representable definition of T n F , using the bifunctor ⊔ : C × J ×n → C ⊥ in place of the join. and can conclude that − * U is a simplicial functor.
Proof of Proposition 7.13. We want to show that T R n F : C → D is a simplicial functor, so for any objects A and B of C, we need to define compatible maps of simplicial sets where the homotopy colimits are taken over all objects U of P 0 (n + 1).
To ease some notation in this proof, let us simply denote Map To obtain such a map, first observe that the identity morphism F → F induces a map F Z(−,C) → F Z(−,C) , which has a corresponding adjoint morphism Z(−, C) ⊗ F Z(−,C) → F.
Applying the mapping space into G, we obtain a map of simplicial sets Map(F, G) → Map(Z(−, C) ⊗ F Z(−,C) , G), from which we can apply the adjunctions of Definitions 2.13 and 2.14 to get Map(F, G) → Map(F Z(−,C) , G Z(−,C) ).
We can then apply ends over C to get the map we wanted to define.
It is a straightforward exercise to show that the analogous results hold for ⊥ R n , using the exact same arguments but replacing the fiberwise join A * U with the construction A ⊔ S of (7.10) and reindexing the homotopy colimits by J ×n rather than P 0 (n + 1). Proposition 7.16. Let C be a small simplicial category closed under finite coproducts and D a pointed simplicial model category. If F : C → D is a simplicial functor, then so is ⊥ R n F . Furthermore, the functor ⊥ R n : Fun(C, D) → Fun(C, D) given by F → ⊥ R n F is a simplicial functor.
