ABSTRACT For vehicle localization in highway situations, this paper proposes a map-matching based road facility detection and vehicle localization method with a camera, a low-cost global navigation satellite systems combined with an inertial navigation system (GNSS/INS), and a digital map. The proposed method adopts the cascade structure, which detects a road facility in each stage and gradually reduces the localization uncertainty based on the detection results. The proposed method consists of two stages. In the first stage, lane endpoints are detected and one camera position hypothesis for each lane is generated based on the detected lane endpoints. The localization uncertainty is reduced from a few meters to tens of cm. In the second stage, road sign regions of interest (ROI) are generated by projecting road signs of the map to an image based on each camera position hypothesis. Road signs are detected effectively within these ROIs and the best camera position hypothesis is selected based on the detection results. The proposed method significantly reduces the processing time and largely improves the road sign detection performance. Its processing time to detect a road sign in an image, whose resolution is 1280×1024, is 13ms on average without the help of any parallel processing H/W such as a graphic processing unit. Its detection performance has 100% recall and 100% precision, and this result is superior to that of the deep neural network detector whose name is You Only Look Once version 3 (YOLOv3). The localization precision of the proposed method is 20cm in average in highway situations.
I. INTRODUCTION
Vehicle localization estimates a vehicle's global position, and is one of the core components in autonomous driving [1] . The representative localization systems are global navigation satellite systems (GNSS) [2] . However, GNSS suffers from signal blocking, atmospheric signal distortion, and diffused signal reflection. To reduce these problems, GNSS/INS systems consisting of GNSS and an inertial navigation system (INS) has been widely adapted [3] . The low cost GNSS/INS installed on most mass produced vehicles is known to have a localization error of about 6m RMS, even in open sky situations such as highways [4] . Although localization systems combining a real time kinematic (RTK) GNSS The associate editor coordinating the review of this manuscript and approving it for publication was Venkata Ratnam Devanaboyina. and a high precision INS are known to have localization errors of under a few centimeters, the price of this precise system is at least over 0.1 million dollars and is hard to adapt in mass produced vehicles [5] .
To improve the localization precision of a low cost GNSS/INS, map-matching based localization systems have been widely researched [6] - [14] . Map-matching based localization systems detect landmarks such as a building or a road facility through perception sensors such as Lidar, radar, and cameras, etc., and estimates the vehicle's global position by finding the correspondences of the landmarks on a digital map. Map-matching based localization systems can be categorized into a road facility based and a feature point based approach according to the types of the used landmark. While the road facility based approach detects road facilities such as road signs and traffic signs as landmarks, the feature point based approach extracts feature points from the surrounding structures as landmarks instead of detecting static objects. The feature point based approach can be applied in any place. However this approach has a problem in that the number of feature points to be stored in a digital map increases tremendously according to the size of a place. Because of this, this approach is mainly used in limited areas such as indoor places or parking lots. The road facility based approach can operate only on roads. However, its digital map volume is relatively small because the map needs to store the information only from road facilities. Moreover, most road facilities such as lane markings, road signs, and traffic signs, are strictly maintained by transport authorities to be easily recognized by a driver, and since their shapes are standardized, the essential information to be stored (ex: four corners of a road sign and a center point of a traffic sign) is very small. For these reasons, the road facility based approach is more affordable for vehicle localization on a road.
The core components of the road facility based approach are road facility detection and localization using the detected facilities. Recently, the development of a deep neural network (DNN) has largely improved the detection performance of various road facilities [15] . However, in an embedded system such as a vehicle that can move fast and has limited hardware (H/W) resources, not only the detection performance but also the processing time are important. DNNs generally require high performance parallel processing H/W for high speed processing. Because of the high price and the limited operating condition of this H/W, it is hard to apply this H/W widely to a mass produced vehicle.
If the vehicle position and pose are known, road facilities are easily detected in an image by projecting the information of the facilities stored in the map. In other words, if the digital map is properly used, high detection performance and real time processing can be achieved with a cheap H/W whose computational power is very low. However, the real problem is that the precise localization result is necessary. It is contradictory to the fact that the goal of the road facility detection is the precise localization. That is, here is a chicken and egg dilemma.
In this paper, we propose a map-matching based road facility detection and vehicle localization method whereby vehicle localization and road facility detection are done at the same time in cascade stages. At first, the proposed method detects a road facility that is easily detected and contributes the reduction of the localization uncertainty. After that, this method generates a few camera position hypotheses by utilizing the GNSS/INS, a digital map, and the detected facility. Then, the proposed method detects other road facilities additionally by using the generated hypotheses and the map. Finally, the vehicle position is estimated based on the additional detection results.
Unlike previous work that recognizes a traffic light based on the vehicle position estimated from the precise RTK-GPS or the Lidar based localization [16] , [17] , the proposed method estimates the vehicle position and detects a road facility at the same time by utilizing only a low cost GNSS/INS and a camera. And also, unlike the previous work generating a lot of equally spaced and imprecise camera position hypotheses only for the false detection removal [18] , the proposed method detects a road facility and reduces the initial large localization uncertainty up to a few precise camera position hypotheses by using these detection results. Then, the proposed method effectively detects the other facility based on these hypotheses and reduces the localization uncertainty again by using these additional detection results. Due to this, the proposed method can achieve a detection performance comparable to state of the art systems despite small computations, and it can also obtain vehicle localization precision up to tens of centimeters.
The rest of this paper is organized as follows. Section 2 introduces the related works. Section 3 explains the proposed method in detail. Section 4 presents the experimental results and analyses. Finally, this paper concludes with future works in Section 5.
II. RELATED WORKS
Road sign or traffic sign detection in an image has been researched for several decades [19] . Since the color of a traffic sign consists of mainly primary colors and its shape is limited to either a circular, triangular, or equilateral polygon, its color and shape are popular features for its detection. Color based traffic sign detection methods reduce the region of interest (ROI) by using the color segmentation and detects a traffic sign within ROI by using the shape feature [20] , [21] . However, the color based methods are largely affected by the variation of illumination conditions [22] . Moreover, in the case of a road sign, since its color is not a primary color and is not salient against the background, the road sign is hard to be segmented by its color [23] . In order to overcome this problem, there are methods detecting several fixed shapes such as a circle, a triangle, and a rectangle, but these methods have a large amount of computation and their detection performance can be decreased by the relative pose variations of a traffic sign [24] , [25] .
In order to detect a traffic sign robustly against various situations, feature learning based methods have been researched. Prior to the DNN, the cascaded detector combining handcraft features such as Haar, local binary pattern (LBP), integral channel features (ICF) or aggregated channel features (ACF) are the majority [26] - [29] . The cascaded detector reduces the processing time by rejecting the implausible candidates in the early stages, but it still takes a huge amount of computations to scan a whole image with the consideration of the scale variation.
After the emergence of the DNN, there are methods that reduce the ROI through color segmentation and to verify the ROI with a DNN classifier or detect a traffic sign with a one-stage DNN detector [15] , [30] , [31] . However, the DNN based methods cannot process an image without expensive parallel processing H/W, such as a general process unit (GPU). Moreover, it is questionable whether the DNN based VOLUME 7, 2019 detector is always effective for road facility detection because very simple shaped road facilities such as lane markings are robustly detected by traditional computer vision methods.
Our previous research [23] proposed a cascade detector that detects the road sign corners and combines them into a road sign. To speed it up, since the road sign is over the horizon, the previous work defines the ROI with the horizontal line and reduces the ROI by a FAST corner detector. The detection performance of our previous work is slightly lower than YOLOv3 [32] which is a DNN detector and its processing time per a high definition image is 66ms in a personal computer without using a GPU. However, it still has too much computation to run in a low cost embedded H/W such as a multi-functional front camera module and there is still a need to improve the detection performance. Even YOLOv3 better than our previous work makes the false road sign detection as shown in Fig. 1 . Although the aforementioned methods use only the information from a sensor, methods utilizing digital maps have been developed. Lee et al proposed a method using a digital map for the extraction of the precise boundary [15] . While Laddha et al proposed a method that detects a road region by using the CNN [33] they used a map to generate the training samples. They projected a road region stored in a map on an image by using the vehicle position roughly estimated by the low-cost GNSS/INS. Since it is not a problem that some of the training samples include the region outside a road, a low cost GNSS/INS can be used for the training sample generation. However, the precision of the low cost GNSS/INS, whose localization error is about 6m RMS even in the open sky area, is not enough for the road facility detection. Jang et al recognized the status of a traffic light by using a map when the ego-vehicle position is precisely known by an RTK-GPS [16] . Instead of using an RTK-GPS, Hirabayashi et al utilized a Lidar sensor for vehicle localization and recognized the status of a traffic light by using a map [17] . Kim et al proposed a method that detected road facilities with a Lidar, using the information about them stored in the map to estimate the ego vehicle position. Then they added unregistered facilities into the map with respect to the estimated position [34] . Ardeshir et al proposed a method that detects road facilities only with an image and then removes the false detections by using a map [18] . This method sets the 20m by 20m sized region having the possibility that a camera can exist by using the GPS information and generates the camera position hypotheses spaced equally in the region. Then, this method removes the detected road facilities having no possibility to be observed in each camera position hypothesis and gives the score of each camera position hypothesis according to the number of road facilities matched to those on a map. If the hypotheses are generated infinitely, this method can estimate precisely the camera position and removes most of the false detections. However, its computation also is drastically increased proportional to the number of the hypotheses.
III. PROPOSED METHOD A. SYSTEM OVERVIEW
The flowchart of the map-matching based cascade road facility detection and vehicle localization method proposed in this paper is shown in Fig. 2 . The proposed method consists of two stages, detects two kinds of road facility and also estimates the vehicle position at the same time. In the first stage, a road facility that can often be observed, can be detected with small computation, and can reduce drastically the localization uncertainty, should be detected. In this paper, the lane endpoint is selected as this kind of a facility. The lane endpoints are both terminal points of dashed lane markings. They are classified into a starting point and an ending point depicted as a green point and a red point in Fig. 3 . The reasons why the lane endpoints are selected in the first stage are as follows: 1) The lane endpoints are periodically observed in a road where lane change is permitted. For evidence, in the experimental database of this paper collected in the 40km length section of a highway, lane endpoints are periodically observed in the whole section except a tunnel whose length is 1.7km. 2) In the case of dashed lane markings, since its shape is simple and its color is clearly contrasted against a road it can be easily detected by using a simple 1D top-hat filter [35] . 3) Since the facilities painted on a road has no pose variation, the relationship between a road and a camera is known in advance through the camera calibration. Furthermore, as they are detected a short distance from the camera, the vehicle relative position can be precisely estimated. 4) In the case of a lane marking, the lateral offset can be estimated. But in the case of a lane endpoint, the longitudinal offset can be estimated too. Therefore, the localization uncertainty can be drastically reduced by a lane endpoint.
According to Korean regulations, the length of a dashed lane marking is 8.0m, two neighboring dashed lane markings are spaced 12.0m in the longitudinal direction, and the lane width is 3.5m as shown in Fig. 3 . In the case of a low cost GNSS/INS whose localization error is about 6m RMS even in an open sky environment, the vehicle position within a lane can be estimated through lane endpoints. However, it is impossible to estimate the vehicle global position because the lane that the detected lane endpoints belong to is not known. That is, vehicle localization by using lane endpoints requires both the in-lane localization and the ego-lane identification.
The initial localization from a GNSS/INS has the m-level uncertainty as a transparent blue circle in Fig. 4(a) . In the first stage, the lane endpoints are detected as shown in Fig. 4 (b) and the in-lane localization generates the camera position hypotheses whose uncertainty is reduced to the cm-level. The hypotheses expressed as hollow green circles in Fig. 4 (c) are generated for every lane.
In the second stage, if there is an additional facility such as a road sign in a map, as shown in Fig. 5 , the ROI of the additional facility for each camera position hypothesis is set up by projecting the 3D shape of the facility stored in the map to an image. After the ROI set up, the proposed method detects the facility only within the ROI of each camera position hypothesis. If the camera position hypothesis is false, the ROI is not overlapped to the facility in an image as shown in Fig. 5(a) . On the other hand, if the camera position hypothesis is true, the ROI is overlapped as shown in Fig. 5(b) . That is, in the case of a true camera position hypothesis, the detection possibility of a facility and the geometric similarity between the detected facility and the projected shape of the facility in a map will be higher than in other cases. In order to estimate the camera's final position, the ego-lane identification step selects the best hypothesis by comparing this similarity between the projected shape of the facility and the detection result of each camera position hypothesis.
B. STAGE 1 (LANE ENDPOINT DETECTION & IN-LANE LOCALIZATION)
Lanes and lane endpoints are detected by our previous work [35] . This method extracts lane candidate pixels using a VOLUME 7, 2019 The distance from a camera to an endpoint p 1 in the camera coordinate system is Y 1 as shown in Fig. 7 . The lane endpoints are on a road surface and the road surface can be assumed to be flat. The relationship between the road surface and the camera can be known in advance through the camera calibration. The virtual camera whose image plane is perpendicular to the road surface is created by using the calibration result. Then, the coordinates (X 1 , Y 1 , −Z c ) of a lane endpoints p 1 in the virtual camera coordinate system are calculated as follows:
where, Z c is equal to the camera installation height from the road surface and f is a focal length, the image coordinate of lane endpoint p 1 is (u 1 , v 1 ) and the image coordinates of the principal point is (o u , o v ). i is assumed to be in front of the camera. The lane endpoints on each lane marking in an image and in a map are sorted in the ascending order of the distance from a camera to the endpoints. In order to consider the uncertainty of the initial camera position, false detected or missing endpoints, the lane endpoint sequence from a map is matched to the lane endpoint sequence from an image through dynamic programming [36] . In the dynamic programming, if the types of two endpoints are the same and the difference between the distances from a camera to each point is less than 10m, two endpoints can be matched. The score of the matched points is proportional to the reciprocal of the difference of the distances. If more than four lane endpoints are detected and their corresponding global points are given, the camera global position can be estimated directly from these correspondences [37] .
However, when a vehicle travels on the first or last lane, only one lane endpoint may be detected. In order to handle this case, the proposed in-lane localization estimates the camera global position as follows. First of all, if the initial camera position roughly estimated by the GNSS/INS is given, the normal vectors − → v w n of a road surface are estimated through the least square method with the lane endpoints within 10m around the initial position. If the number of lane endpoints is less than three, the normal vector is assumed to be the unit vector of z-axis. In the global coordinate system, when a lane endpoint is detected and matched to a global point p 1 , the camera is on the circle on the plane whose normal vector is − → v w n as shown in Fig. 8(b) . And the center and radius of the circle are o c = p 1 
127878 VOLUME 7, 2019 Since the optical axes of the cameras able to be on the circle are different to each other as shown in Fig. 8(b) , the camera global position can be determined by the camera optical axis − → v w c in the global coordinate system. The camera optical axis − → v w c can be given by solving simultaneous equations as follows:
where, the angle θ between the lane marking vector − → v w l and the optical axis − → v w c in the global coordinate system is equal to the angle between the lane marking vector and the optical axis 0 1 0 in the camera coordinate system. When a lane endpoint p 1 is detected, the camera global position p c is estimated in (7) . When more than one lane endpoint is detected, the camera global position is the average of the camera position estimated with each lane endpoint.
As in the above mentioned, since the detected lane endpoints can be corresponded to the lane endpoints belonging to each lane in a map, in this step the camera position hypotheses are generated for each lane.
C. STAGE 2 (ROI GENERATION, ROAD SIGN DETECTION, & EGO-LANE IDENTIFICATION)
In order to find the true one among the camera position hypotheses generated in the previous stage, other facilities should be additionally detected. For additional road facilities, there are various options such as a traffic sign, a road sign, and a street light. In this paper, a road sign is used. In order to detect a road sign whose aspect ratio and size are various, the proposed method adapts the part-based approach that detects the road sign corners and combines them. Therefore, the proposed method generates the ROI not for a road sign but for road sign corners as shown in Fig. 9 . We define the ROI for a road sign depicted as a dotted green box in Fig. 9(a) as the sign ROI and we define the ROI for a road sign corner depicted as a green box in Fig. 9(a) as the corner ROI. The corner ROI generation consists of two steps. In the first step, the four corners of a road sign stored in a map are projected onto an image based on each camera position hypothesis. The corner ROI around each projected corner is set up based on the statistics of the distance between the true corners and the projected corners. In the second step, the corner ROI is reduced in a similar way to our previous work utilizing FAST (Features from Accelerated Segment Test) and a 9 × 9 dilation filter [23] . The reduced corner ROIs are expressed as white regions in Fig. 9 (b). The corner ROI includes not only the detection area but also various properties. Since the number of corner ROIs can be large (calculated by the product between the number of road sign corners and the number of camera position hypotheses) and the ROIs can overlap each other, each ROI includes information about its generation: which camera position hypothesis, which road sign, and which corner type (left-top, right-top, right-bottom, left-bottom). The proposed method detects the road sign corners by using a Viola-Jones (VJ) detector and the patch size of this detector is set to about 12% of the height of a road sign [38] . Since the rough size of a projected road sign can be known in advance, the ROI includes the information about the patch size, too.
After the corner ROI generation, a road sign is detected through three steps: corner hypothesis generation (corner HG), sign hypothesis generation (sign HG), and sign non-maximal suppression (sign NMS).
The corner HG utilizes four VJ detectors which are trained individually for four corner types which are left-top, righttop, left-bottom, and right-bottom corners depicted as red, green, blue, and white circles in Fig. 10(a) . Each type of VJ detector scans not in each corner ROI, but in the union of the same corner type ROIs generated by all camera position hypotheses. Since the corner ROI is set up tightly around a corner with the help of a map and the ROI includes the corner patch size, the computation of the corner HG is greatly reduced compared to the case without the corner ROI.
After the corner HG, the combinations of four or three corner hypotheses belonging to the same sign ROI are generated and only combinations satisfying the geometric constraints of a road sign as shown in Fig. 10(b) remain. When there is no three or four corner combinations satisfying the geometric constraint in a sign ROI, to increase the recall of the road sign detection, the sign hypotheses of two corner combinations are generated. In the case of combining four corners, a sign hypothesis is generated as a quadrangle as shown in Fig. 11(a) . When missing one corner, a sign hypothesis is generated as a parallelogram made with three different type corners as shown in Fig. 11(b) . When missing two corners, the missing corners are estimated with the help of the projection of a road sign in a map as shown in Fig. 11(c) .
The geometric constraints are the ranges of eight angles shown in Fig. 12 and the range of a road sign size. In the off-line process, the geometric constraints are calculated from the statistical differences between a road sign in an image and the projection of a road sign stored in a map. For this off-line process, the matrix for the projection is calculated from the camera global position estimated by the RTK-GPS [39] .
The geometric constraints of angle α i and angle β i are cos α th i and cos β th i as calculated follows. 
h th = 1.5 × max
Since the RTK-GPS is very precise, the geometric constraints can be tightly set up by using the projected ones of road signs in a map. The score S SH of the sign hypothesis satisfying the geometric constraints is calculated as follows.
where,α i ,β i ,h andw are the angle α i , β i , the height and the width of a sign hypothesis.,ᾱ i ,β ih andw are the angle α i , β i , the height and the width of the projection of the road sign in a map. The S SH of the sign hypothesis from three or two corner combinations is calculated by the sum of five or two constraint scores respectively among 10 geometric constraints.
In a single sign ROI, there must be one detected road sign or nothing. Therefore, if there are several sign hypotheses in single sign ROI, the sign NMS selects the best hypothesis that is most similar to the projection of the road sign stored in a map as shown in Fig. 10(c) . That is, the sign NMS selects the sign hypothesis whose S SH score is highest.
As in the above mentioned, the in-lane localization generates a camera position hypothesis per lane and each camera position hypothesis has the sign ROIs whose number is equal to the number of road signs in a map. If there is no falsely detected lane endpoint, only one among the camera position hypotheses is the true hypothesis that has cm-level localization error and the others are false. When the camera position hypothesis is false, in most cases, its sign ROIs are set up in the area having no road sign or its sign ROI cannot be set up because a road sign in a map is not in the field of view of the hypothesis camera. And also in the ROI of a false camera position hypothesis, there are only a few corner hypotheses or there is a very low possibility that the detected corner combination is similar to the projection of a road sign in a map.
Nevertheless, a sign hypothesis in the ROI of a false camera hypothesis may be generated occasionally as shown in Fig. 13 (b) . In Fig. 13 , the green circles and the red circle on a Lidar points cloud depict camera position hypotheses and the camera images show the sign NMS results for the camera position hypothesis depicted as the red circle on a Lidar points cloud. In Fig. 13 , the green dotted boxes, yellow boxes, hollow circles in the camera images depict the sign ROIs, sign NMS result, and corner hypotheses respectively. The ego-lane identification selects the best camera position hypothesis that has the highest camera position hypothesis score. The camera position hypothesis score is the summation of the score S SH of each road sign detected under this camera position hypothesis. The final estimated camera position and the final road sign detection results are the best camera position hypothesis and the sign NMS results under this hypothesis respectively.
IV. EXPERIMENTAL RESULTS

A. EXPERIMENTAL DATABASE
The experimental database was collected within about a 42km range from the Seoul toll gate to the Hobeop junction of the Yeongdong highway in South Korea. The route is expressed as red dots and blue dots as shown in Fig. 14 . The road in the red dot section is across the urban area. The road in this section has 5 lanes in one direction. The blue dot section is in the mountain area. The road slope in this section varies greatly and there are some curved roads.
The database consists of the image database, high definition map, and the ground truth of the camera global position. The database is constructed by the vehicle equipping a camera VOLUME 7, 2019 FIGURE 15. MMS and camera for collecting the experimental database. and a mobile mapping system (MMS) as shown in Fig. 15 . The MMS equips the high precision Lidar as a range sensor and utilizes the positioning sensor that combines an RTK-GPS, a high precision inertial measurement unit (IMU), and a distance measurement indicator (DMI) [39] . The specification of the MMS is shown in Table 1 .
The camera is rigidly coupled to the MMS as shown in Fig. 15 . The rigid transformation between the MMS and the camera is known by the off-line calibration and the camera is synchronized by receiving the trigger signal from the MMS. Therefore, the precise camera global position in the capturing time can be known by the MMS and the global position is used as the ground truth of the camera position. The high definition map is constructed from Lidar point clouds as shown in Fig. 16 . In Fig. 16 the asterisks and the circles on a road depict the global positions of the lane starting points and lane ending points, respectively. The hollow circles depict the global positions of the road sign vertices. The red square is the camera position GT. The lane endpoints and road sign vertices of the map are accurately overlapped on an image by the camera matrix whose position is calculated from MMS as shown in Fig. 16(b) . It proves that the camera global position calculated from the MMS is very precise.
The experimental image database is divided into two sets. One is for training and the other is for testing. The training database was collected while the experimental vehicle was driving from the Seoul TG to Hobeop JC and the test database was collected in the reverse direction. In the test road, there are 10,148 lane endpoints and 66 road signs. In the test database, 24,289 images where a lane endpoint exists were used for the evaluation of in-lane localization and 598 images where a lane endpoint and a road sign exist together are used for road sign detection and the ego lane identification. The VJ corner detector was trained with 2,464 positive road sign samples from the training database [23] . The number of road signs for the evaluation of the road sign detection is 832. Table 2 summarizes the experimental image database. 
B. IN-LANE LOCALIZATION
The precision of the in-lane localization was evaluated in 24,289 images by the distance between the camera position estimated from the lane endpoints in an ego-lane and the true camera position from the MMS. For in-lane localization, the camera optical axis and the normal vector of a road surface in the global coordinate system should be given. The in-lane localization precisions were compared according to four cases how to estimate the camera optical axis and the normal vector. In case 1, the optical axis is set to the lane marking vector − → v w l under the assumption that a vehicle moves along a lane, and the normal vector is set to the gravity directional axis [0, 0, 1]. In case 2, the optical axis is set to the lane marking vector but the normal vector is estimated with lane endpoints. In case 3, the optical axis is estimated with the angle between the lane marking vector and the optical axis in the camera coordinate system and the normal vector is set to the gravity directional axis. In the last case, both the optical axis and the normal vector are estimated by the proposed method. Table 3 shows the comparison results of the in-lane localization. Table 3 shows that the proposed method to estimate the camera optical axis and the normal vector by using the lane endpoints and the detected lane markings has the minimum of the average localization error. The estimation of the optical axis and the normal vector reduced the average localization error by about 5 cm. The optical axis estimation improved the localization precision more than the normal vector estimation. However, in the case of applying only the normal vector estimation, the localization error was increased slightly by 5 mm. This may be caused by the precision limitation of the MMS used in making a digital map and generating the camera position ground truth.
The maximum localization errors of four cases were not largely different. The maximum localization error is caused by a lane endpoint false detection as shown in Fig. 17 . In Fig. 17(a) , the green circle, the blue triangle, and the pink diamond depict the detected lane endpoint, the projections of a lane endpoint of the map by the estimated camera position and the camera ground truth position respectively. In Fig. 17(a) , a lane endpoint is falsely detected because of the lane marking occlusion. Fig. 17(b) shows the in-lane localization result. In Fig. 17(b) , the hollow red square and the hollow red circle depict the camera position ground truth and the estimated camera position, respectively. Because of the false detection of a lane endpoint, the longitudinal and lateral localization errors become 1.99m and 0.07m respectively.
C. ROAD SIGN DETECTION & EGO-LANE IDENTIFICATION
This section shows the road sign detection performance and the final localization result from the in-lane localization and the ego-lane identification. To analyze the road detection performance, the performances of our previous work (FASTbased), YOLOv3 and the proposed method (map-based) are compared in Table 4 . The FAST-based method consists of 5 steps: corner HG, sign HG, corner HV (Hypothesis Verification), sign HV, and sign NMS. The proposed method consists of 4 steps: corner HG, sign HG, sign NMS, and ego-lane identification (Final Step). YOLOv3 does not have several intermediate steps.
The performance of the corner HG in the FAST-based method or the proposed method is the corner detection performance and the performance in the other steps is the road sign detection performance. When the distance between a detected corner and its ground truth is less than 10 pixels, this detected corner is regarded as a true positive. When the IOU between a detected road sign and its ground truth sign is over 0.5, the detected road sign is regarded as a true positive. The time in Table 4 means the accumulated time from the beginning step and the H/W spec for the experiment as follows: CPU (i7-7700@3.6GHz), OS (windows 10), RAM (16GB). Both of the FAST-based method, the proposed method and YOLOv3 were processed not in parallel.
In Table 4 , the total processing times to detect road signs in an image by the FAST-based method, YOLOv3, and the proposed method are 66.7ms, 4802ms, and 13ms respectively. The total processing time of YOLOv3 was measured in the case that YOLOv3 operates on CPU and the input image resolution is reduced to a quarter (640 × 512). In order to generate the corner ROIs, the proposed method needs to generate the camera position hypothesis per a lane through the in-lane localization. This process takes about 2.6ms and if 2.6ms is added to the total processing time, the proposed method takes about 15.6ms. This time includes not only the time for the road sign detection but also the time for the vehicle localization. The proposed method reduced its processing time up to 1/4 that of the FAST-based method and its recall and precision are 100 %.In the corner HG, the major difference between the FAST-based method and the proposed one is that the proposed method can dramatically reduce the VOLUME 7, 2019 corner ROI and the scale range of the detection patch by using a map. Thanks to this, since a few corners are missed but most of the false positives are removed, the recall is slighted reduced by 1% but the precision is improved greatly to 98.90%. Moreover, the processing time is reduced to 13ms due to the corner ROI reduction.
In the sign HG, the major difference between the FAST-based method and the proposed one is that the proposed method can set the geometric constraints very tightly by using a map. And also in the proposed method, since which road sign of which camera hypothesis a detected corner belongs to are known, the number of sign hypotheses generated from the corner combination is largely reduced. For example, if there are five camera hypotheses and there is a single road sign in a map, a total of 20 corner ROIs are generated. If only one corner is detected in each corner ROI, that is, if five corners are detected for each corner type, the FAST-based method should check 5 4 = 5 × 5 × 5 × 5 corner combinations, but the proposed method needs to check just 5 corner combinations. In particular, since the number of false positives in the corner HG of the proposed method is very small, the sign HG takes almost no time.
The proposed method unlike the FAST-based method omits the verification step of a corner and a road sign. The reason is as follows. Since at most one road sign can be detected in a sign ROI of the proposed method, the proposed method just selects the best sign hypothesis in each sign ROI instead of verifying the sign hypotheses as true or not.
The reason why the precision of the sign NMS is slightly lower than that of the sign HG in the proposed method is as follows. As shown in Fig. 10(b) , the sign hypotheses in the sign HG are counted as true positive because their IOUs are over 0.5. However, the best one among these hypotheses is selected in the sign NMS as shown in Fig. 10(c) so the number of true positives are decreased.
The proposed method selects the best one among the camera position hypotheses, and the sign NMS results under the best camera position hypothesis become final detected road signs. Both the recall and the precision of the final detection results of the proposed method are 100%. The reason for the 100% recall is as follows. The FAST-based method can't generate road sign hypotheses having two detected corners because of the absence of map information. However, the proposed method can generate road sign hypotheses with only two detected corners by acquiring the width, the height, and the angles from the projection of a road sign stored in a map as shown in Fig. 18(c). In Fig. 18 , the red, green, blue and white circles depict the left-top, right-top, right-bottom and left-bottom detected corners. In Fig. 18 , a detected road sign is depicted as a blue, red, and green rectangle according to the methods (FAST-based, YOLOv3, and the proposed method). As shown in Fig. 18 , the low contrast between the lower part of a road sign and the background makes the detection of the VOLUME 7, 2019 bottom type corners difficult. Therefore, in Fig. 18(a) and (c) there are only two top corners whose type and position is correctly detected. While the FAST-based method cannot generate a sign hypothesis with only two corners, the proposed method can generate a sign hypothesis with the help of a map. This contributes much to improve the recall.
The reason for 100% precision is as follows. First, the proposed method can remove most of the false detected corner hypotheses and road sign hypotheses by using a map as shown Fig. 19(c) . Second, the proposed method knows the number of road signs in an image by using a map and tries to detect the same number of road signs. As shown in Fig. 19(a) , the FAST-based method does not detect large-sized road signs due to the combination of the falsely detected corners. This false detected corner combination can be easily filtered by comparing it with the projection of a road sign on a map like the proposed method. In Fig. 19(b) , the red rectangles and the green rectangles depict the detected road signs of YOLOv3 and the road sign GTs. The detection result for a small-sized road sign is not correctly overlapped on its GT. Table 5 and 6 show the comparison results of the FAST-based method, YOLOv3, and the proposed method. The 1 st and 2 nd rows in Table 5 show that the FAST-based method does not detect a road sign because of the failure in verifying the corner or the sign hypotheses. However, instead of verifying the corner or the sign, the proposed method selects a sign hypothesis per a sign ROI by comparing sign hypotheses to the projection of a road sign in a map. Therefore, the proposed method improves the recall compared to the FAST-based method. The 3 rd and 4 th rows in Table 5 show that the FAST-based method fails to detect road signs whose bottom corners are not in contrast to their background. In this case, the proposed method succeeds to detect the road sign since the proposed method can generate a road sign hypothesis with two corners. And also, YOLOv3 can detect the road sign not in contrast to the background, since YOLOv3 uses wholistic features of the road sign. The last row in Table 5 shows that the FAST-based method detects the road sign that is on the reverse direction road. That is, the FAST-based method detects the back of the road sign having no characters. However, this road sign is not on the road on which an ego vehicle drives. Therefore, this road sign is not stored in a map of the road and the detected road sign becomes a false detection. YOLOv3 does not detect the back of a road sign having no characters because YOLOv3 uses wholistic features. The proposed method does not detect this road sign because the proposed method tries to detect only a road sign stored on a map.
The 1 st row of Table 6 show the false detection of the FAST-based method. Since the FAST-based method has low precision in the corner HG, its false sign detection probability is relatively high. However, the proposed method has high precision in the corner HG so that its false sign detection probability is extremely reduced. The 2 nd row in Table 6 shows the false sign detections of the FAST-based method and YOLOv3. The road sign in the 2 nd row is divided into a white and yellow region. The FAST-based method detects separately two regions of the road sign. YOLOv3 detects the whole of the road sign and a yellow region. However, the proposed method can know the number of road signs and the rough size of each road sign so that the method can remove this kind of error. The 3 rd row in Table 6 shows that YOLOv3 detects falsely the bridge which a few of characters are painted on. The proposed method can prevent the false detection of other facilities looking similar to a road sign by using a map. The 4th row in Table 6 shows that YOLOv3 detects a small-sized subsidiary sign not in the class to be detected. The proposed method detects only a road sign stored on a map. That is, the proposed method can detect only a road sign to be detected. For the map-matching based localization, it is better that the detection method detects only an object stored in a map because the detected object not in a map can disturb the association between the other detected objects and the objects on a map. The 5 th row in Table 6 shows that YOLOv3 can detect partially occluded road signs. However, there is no way to recognize whether the detected road sign is partially occluded or not without projecting the road sign of a map to an image like the proposed method. Therefore, if this partially occluded road sign is matched to a whole of a road sign stored on a map for the localization, the localization precision can be degraded.
The recall and precision of road sign detection are 100%, so that the proposed ego-lane identification rate is 100%. The tables from 7 to 11 show examples of the ego-lane identification results. The 1 st column of the tables tell the longitudinal and lateral distances between the final camera position from the proposed method and the camera position ground truth from the RTK-GPS. The longitudinal direction is the average direction from a lane starting point to a lane ending point. The lateral direction is the vector orthogonal to the longitudinal direction vector and the normal vector of a road surface.
In the camera images in the 2 nd column of the tables, the green circles and the green rectangles depict the detected lane endpoints and the detected road signs. The red circles in the images are the projections of lane endpoints that are stored in a map and are paired with the detected lane endpoint to generate the camera position hypothesis selected by the proposed ego-lane identification. The red rectangles are the projections of road signs stored on a map through the selected camera position hypothesis.
The 3 rd columns in the tables show the images that display the map information on 3D point clouds. The hollow circles on a road surface of the point cloud depict the camera position hypotheses. The red circle among them depicts the camera position hypothesis selected by the ego-lane identification and the red rectangle is the camera position ground truth from the RTK-GPS. The asterisks and circles on the lane markings are the starting point and the ending point of a dashed lane marking in front of the camera position hypothesis. The displayed asterisks and the circles often look occluded by the point cloud. The hollow circles around a road sign of the point cloud depict the four corners of the road sign stored in a map. Table 7 shows the ego-lane identification results on straight road sections. Most cases have a distance error of under 20cm but the last row has a relatively large distance error as 53cm. The major reason for the large longitudinal distance error is that the estimated angle between the normal vector of a road surface and the optical axis of a camera by the off-line camera calibration is used to estimate the camera position and this angle can be slightly changed according to the vehicle's acceleration and deceleration. In Table 7 , even if the camera position error reaches to tens of centimeters the projections of road signs on a map by the camera hypothesis are largely overlapped to the real road signs in an image. That is, these examples show it to be natural that the proposed method can reduce a lot of the false detections and effectively detect the true road signs. In the 3 rd row of Table 7 , a lane endpoint on a right lane marking is falsely detected but this endpoint is not paired with a lane endpoint of a map by the dynamic programming association. Table 8 shows the ego-lane identification results on curved road sections. Since the experimental database was collected on highways, the curvature in most curved road sections is not large. Even though the road curvature is not large, the proposed method has the performance in the curved sections as good as in the straight sections. Moreover, the 1 st , 2 nd , and 3 rd rows show the results when a road sign is in the left, center, and right side. The road rotational direction of the 4th row is a right turn and different to other rows and the result in this case is not different to those in the other cases. That is, the proposed method shows the good performance, too, in the curved sections regardless of the road sign position and the rotational direction of a road. Table 9 shows the ego-lane identification results with a single matched lane endpoint. As the number of matched lane endpoints becomes small, the camera position error becomes large but the increasing error is not serious. In the 1 st and 2 nd rows of Table 9 , only two camera hypotheses are generated even in the section having three lanes because a lane endpoint only on a single lane marking is detected. In the 3 rd and 4 th rows, the left lane marking in an image is a small-sized dashed line and lane endpoints on this lane marking are detected. However, the lane endpoints on the small-sized dashed line are not stored in a map and therefore a lane endpoint detected only in the right lane marking becomes matched through the true camera hypothesis. Table 10 shows the ego-lane identification results in the case of two road signs on a map. While the road signs in the 1 st and 2 nd rows have different sizes and different aspect ratios, the sizes and aspect ratios of the road signs in the 3 rd and 4 th rows are very similar. When the sizes and the aspect ratios of two road signs are similar and only one road sign is detected, the ego-lane can be falsely identified. For example, in the 3 rd rows, it is assumed that the center road sign is detected under the true camera hypothesis and under the false camera hypothesis on the left lane next to the ego lane. In this case, since there is a road sign of a map in the front center of both of these two camera hypotheses, the ego-lane can be falsely identified. However, it is rare that the true camera hypothesis has the lower score than the other hypothesis. And also, the sign ROI under the false camera hypothesis is not correctly overlapped to the real road sign as shown in Fig. 13 . Moreover, if two road signs are detected as shown in the 3 rd row, it is not possible to falsely identify an ego-lane. Table 11 shows the ego-lane identification results on the road section having five lanes. The increase of the number of lanes does not affect the ego-lane identification performance. Only the computation quantity becomes increased proportional to the number of lanes. In the 3 rd row, the right lane marking on the ego lane is changed from the small-sized dashed line to the solid line and in the 4 th row the left lane marking on the ego lane is the small-sized dashed line. Since the endpoints on small-sized dashed lines are not stored in a map, the detected endpoints on the small-sized dashed line have no corresponding points of a map as shown in the 3 rd and 4 th rows. Therefore, these detected endpoints do not contribute to generate the true camera position hypothesis.
V. CONCLUSION & FUTURE WORK
This paper proposes a map-matching based localization framework that detects road facilities in multi-stages and reduces the localization uncertainty gradually. The proposed method estimates the initial vehicle position from the GNSS/INS having about 6m localization uncertainty and reduces the uncertainty to about 20cm by generating a camera position hypothesis per a lane through the detected lane endpoints. When there is no additional road facility such as a road sign, a localization filter such as a Kalman filter tracks the camera position hypothesis on each lane. When there is an additional road facility on a map, the proposed method effectively detects the road facility based on the camera position hypothesis and identifies the ego-lane at the same time to estimate the final vehicle position. The road sign detection result of the proposed method shows 100% recall and 100% precision. The result is superior to that of the DNN based detector (YOLOv3) which has a huge amount of computation. The processing time of the proposed method is drastically reduced to 13ms compared to our previous work. Moreover, the proposed ego-lane identification shows a 100% success rate.
In this paper, the proposed method selects a road sign as an additional road facility but the proposed method is the general framework to be able to include any other road facilities such as traffic signs and street lamps. Therefore, we plan to expand the proposed method to include other facilities and we also plan to research the detection order of multiple facilities observed together in a map. The proposed method depends on the lane endpoints to generate the camera position hypotheses. Therefore, when there is a false lane endpoint detection, the localization error due to this can propagate to the next stage. The lane endpoint detection method used in this paper has high precision and some false detections can be filtered out in the association between the detected endpoints and the lane endpoints in a map through the dynamic programming. However, this association method does not perfectly filter out the false lane endpoints. Since it is rare that the lane endpoints are falsely detected in the continuous frames, instead of identifying the ego-lane in one trial, we plan to research the method that accumulates the ego-lane identification results along the time axis and finally identifies the ego-lane based on the accumulated results.
