In this paper, we consider the multiple regression model in the presence of multicollinearity and study the performance of the preliminary test estimator (PTE) both analytically and computationally, when it is a priori suspected that some constraints may hold on the vector parameter space. The performance of the PTE is further analysed by comparing the risk of some well-known estimators of the ridge parameter through an extensive Monte Carlo simulation study under some bounded and or asymmetric loss functions. An application of the Cobb-Douglas production function is included and from these results as well as the simulation studies, it is clear that the bounded linear exponential loss function outperforms the other loss functions across all the proposed ridge parameters by comparing the risk values.
Introduction
In this section, we discuss the basic properties of the Cobb-Douglass production function, since this function forms the basis of the theoretical and simulation studies which follows. The Cobb-Douglas production function dates back to the work done by Paul Douglas and Charles Cobb in 1928, which relates production inputs and output for the U.S. manufacturing sector for . It is still the most universal functional form in both theoretical and empirical analyses of production growth and can be formulated as follows:
where   is the   production output,  1 and  2 are the   labour and capital input respectively,   is the   stochastic error term,  = 1 2  , and  denotes the base of the natural log. By making use of the double log transformation, the model can be rewritten as ln   = ln  0 +  1 ln  1 +  2 ln  2 +     = 1 2  
The regression coefficients  1 and  2 of the Cobb-Douglas production function are interpreted as elasticities and the sum of the two coefficients represents the return to scale. The first coefficient  1 measures the percentage change in production output for a percentage increase in labour input, by keeping capital input constant (partial elasticity) and  2 can be interpreted in a similar way as the percentage change in production output for a percentage increase in capital input, by keeping labour input constant. The sum of the two coefficients, namely  1 +  2 measures the return to scale and can be interpreted as the typical response of production output to a proportionate change in the two inputs.
When  1 +  2 = 1 it is an indication of constant return to scale which suggests that if the inputs double the production output will double. For  1 +  2  1, increasing return to scale is observed which suggests that when inputs double, production output will more than double and when  1 +  2  1 decreasing return to scale is observed which indicates that when inputs double, production output will less than double. It is therefore evident that in order to test for constant return to scale, the vector β = ( 0   1   2 ) should be subjected to a linear restriction.
The use of asymmetric loss functions for econometric modelling has been discussed by Waud (1976) , Kunstman (1984) , Zellner (1986) and Horowitz (1987) to name a few. Ruge-Murcia (2002) developed and estimated a theoretical model of inflation targeting, similar to the Barro and Gordon model (1983) in which they suggested that the central banker's preferences are asymmetric around the targeted inflation rate. It was further shown that positive deviations from the inflation target must be weighed more heavily compared to negative deviations in the loss function used by the central banker and the linear exponential (LINEX) loss function was proposed. Christofferson and Diebold (1996) mentioned that in the field of volatility forecasting, using squared error loss is not the appropriate loss function to use and Christofferson and Diebold (1997) examined LINEX forecasts under the assumption that the process is normally distributed.
Granger (1999) also discussed the importance of using a bounded loss function, where he gives different examples of the advantage of penalising over or underestimation of estimators, depending on which one of the two is the most serious. In a paper by Wen and Levy (2001) , a new parametric family of bounded and asymmetric loss functions, called the bounded linear exponential (BLINEX) loss function, was developed and the mathematical properties of the BLINEX loss function were discussed. Coetsee et al. (2012) motivated and discussed the use of theBLINEX loss and its impact regarding the use of the preliminary test estimator in normal models. They extensively studied the performance of the unrestricted maximum likelihood-, restricted maximum likelihoodand preliminary test estimators in the classical context as well as the Bayesian context.
In the example of the Cobb-Douglas production function it can be deemed that the loss/cost of overestimating production response to capital and labour input is generally more serious than underestimating production response and therefore overestimation should be penalised more heavily, therefore the use of the BLINEX loss function can be suggested. Furthermore, the two exploratory variables are deemed to be negatively correlated, which suggests that multicollinearity is a problem that needs to be addressed, by making use of the ridge regression approach suggested by Hoerl and Kennard (1970 In the context of the above-mentioned scenario, it is apparent that in any inference regarding the Cobb-Douglas production function, the following aspects should be addressed, namely hyperspace restrictions, bounded asymmetric loss functions and multicollinearity. There is thus a need to propose a solution that fulfills all the above conditions. The main goal of this paper is to accommodate all the above-mentioned aspects in one model and to consider the performance of the related estimators. It will be shown that the BLINEX loss function outperforms both the reflected normal loss and LINEX loss functions in simulation studies and a practical application by comparing the risk values.
The layout of the paper is as follows: In section 2 the model and proposed estimators are given. In section 3 the BLINEX loss function is defined and the risk functions of the unrestricted ridge regression estimator (URRE), the restricted ridge regression estimator (RRRE) and the preliminary test ridge regression estimator (PTRRE) are derived under BLINEX loss and an alternative method is proposed to derive the risk function of the PTRRE. In section 4 the simulation results will be discussed which will illustrate the contribution of the BLINEX loss. Only the derivations of the risk functions for the BLINEX loss case are included, since the BLINEX loss outperforms all other considered loss functions in this paper, namely reflected normal loss and LINEX loss. In this section two other loss functions, namely reflected normal loss and LINEX loss are included in the simulation studies for comparison purposes. In section 5 we focus on a practical application where a linear constraint of constant return to scale is imposed on the Cobb-Douglas production function. In section 6 a general discussion follows, based on the simulation results obtained.
Model and Estimators
In this section, we briefly introduce the existing material in the literature in order to guide the reader to the questions which arised in the introduction and which will be addressed in the following sections. The derivation and details of these results can be found in Saleh (2006).
Multiple regression model
Consider a multiple regression model (MRM)
where Y ×1 is the vector of response variables, X × is regarded as the ill-conditioned non-stochastic design matrix (  ) and β :  × 1 is the vector of unknown regression parameters. Also ² is the vector of random error terms with the assumption that
In the presence of perfect multicollinearity, C = X 0 X is not of full rank and therefore cannot be inverted which implies that the parameter estimates cannot be calculated. In the case of nearly perfect multicollinearity it is possible to calculate the inverse of X 0 X The inverse will be ill-conditioned and therefore the inverse will be very sensitive to variation in the data and can provide very inaccurate results, which will lead to very large sampling variances.. Hoerl and Kennard (1970) suggested the following correction:
where   0 is known as the ridge or regularisation parameter The unrestricted ridge regression estimator (URRE) is defined as:
where e
Suppose that the vector parameter β is restricted and lies in the sub-space restriction Hβ = h where H × is a known matrix of rank  (  ), and h ×1 is a pre-specified constant vector, where  represents the number of linear restrictions placed on the model. Then the restricted ridge regression estimator (RRRE) is defined as
where
When the researcher is uncertain about the applicability of the restriction Hβ = h, the estimate of β can be obtained after preliminary testing the null hypothesis  0 : Hβ = h It is well-known that the preliminary test estimator (PTE), performs better than the unrestricted or restricted estimator in a specific region of the parameter space. Preliminary test ridge regression estimator (PTRRE) is then defined as
where b β
) and £  is the likelihood ratio test statistic for testing  0 against   given by 
Risk Analysis Under BLINEX Loss Function
In order to consider the performance of an estimator, one needs to study the risk associated with the estimator In this section, the risk functions of all three estimators (URRE, RRRE and PTRRE) are derived under the BLINEX loss function. There is a need to investigate the performance of the preliminary test estimator when a linear restriction is places on the regression model, working under a bounded loss function and also taking into account the presence of multicollinearity. Assume β * is a  × 1 vector containing regression coefficient estimators and β is a  × 1 vector of unknown regression coefficient parameters. The multivariate BLINEX loss function is given by:
with  =  where  =the scale parameter of the LINEX loss function.
For an in depth discussion of the multivariate BLINEX loss function see Coetsee et al. (2012) and Kleyn (2014) .
Risk Performance
The risk function of each of the proposed estimators (URRE, RRRE and PTRRE) of section 2 will be derived under the BLINEX loss function.. The risk function for β * under the BLINEX loss function is therefore given by:
here  indicates the expected value of the given function.
Risk function of the URRE
Theorem 1 Ignoring the terms of order 3, the approximated risk function for the URRE under the BLINEX loss function is given as
From (8) we have
can be written as
By substituting (9) and (10) into (8) the proof is complete.¥
Risk function of the RRRE
Theorem 2 Ignoring the terms of order 3, the approximated risk function for the RRRE under the BLINEX loss function is given as
Proof. The proof is similar to the proof of Theorem 1.
Risk function of the PTRRE
Theorem 3 Ignoring the terms of order 2, the approximated risk function for the PTRRE under the BLINEX loss function is given as
denotes the noncentral  2 distribution with +2 degrees of freedom and noncentrality parameter  2 =  0  2 2 and  +2− 2 denotes the noncentral  distribution with  + 2 and  −  degrees of freedom and noncentrality parameter
under the BLINEX loss function , using Theorems 1 and 3 in Judge and Bock p 321 and 323, can be written as
due to the complexity of the BLINEX loss function, where
with 
By applying Theorems 1 and 3 in Judge and Bock p 321 and 323 we obtain (12) and then into (11) the proof is complete.¥ Theorem 3 provides a weak approximation for the risk of the PTRRE due to its complex nature. For the purpose of obtaining a better result, we propose an alternative approach for the evaluatin of the risk of the PTRRE, which is based ont he double expectation concept, i.e., 
where both 
Simulation study
In reality the ridge parameter  is unknown, therefore we need to consider some estimators which can be applied in practical situations. Kibria(2003) , Gisela and Kibria (2009) and Najarian et al. (2013) extensively discussed the performance of ridge estimators for different ridge parameters. They only considered the squared error loss function as a measure of closeness to the target estimator. In this section, we also provide a numerical study of a number of ridge estimators under the BLINEX loss function. The simulation technique used is similar to the technique described in McDonald and Galarneau (1975) and Gibbons (1981) , where the  = 4 multicollinear explanatory variables in the simulation exercise are computed by
with   ∼  (0 1) random variables and  chosen in such a way that the correlation between any two explanatory variables is given by  2  The explanatory variables are standardised in order to ensure that X 0 X is in correlation form. In order to generate the dependent variable    the true β vector is needed when using the following equation:
with
vector is determined as the normalised eigenvector corresponding to the largest eigenvalue of the X 0 X matrix, which is subject to the constraint that β 0 β = 1 as suggested by Newhouse and Oman (1971) . These regression coefficients are introduced into (14) in order to generate the dependent variable in the analysis. The simulated dependent (14) and explanatory variables (13) are then used to estimate the values of β, for the three proposed estimators in the paper, namely URRE, RRRE and PTRRE. The performance of each estimator is then determined by evaluating the performance under the BLINEX loss function. In order to calculate the risk values the process is repeated 2000 times (2000 iterations).
The different ridge regression estimators (URRE, RRRE and PTRRE) are further evaluated by introducing seven different estimated ridge parameters () into the analysis: 
. This represents the arithmetic mean of of
. This represents the geometric mean of 
Evaluation of the performance of different ridge parameters under the BLINEX loss function
The simulation results in Tables 1 to 4 show the performance of the different proposed ridge parameters. By keeping specific parameters fixed in the simulation process and varying only one parameter at a time, the behaviour of the risk values can be evaluated. The ridge parameters were calculated as proposed at the beginning of this section and all the estimators (URRE, RRRE and PTRRE) under the BLINEX loss function were repeatedly calculated using all the proposed ridge parameters. In order to calculate the risk values, the average loss was calculated, for each estimator calculated with different ridge parameters. In Table1 in each section only the error variance varied, Table 2 represents the risk values over different levels of multicollinearity. Table 3 represents the effect of an increase in the number of parameters that needs to be estimated and Table 4 represents the effect of an increase in the sample size. In these tables, a subscript  represents BLINEX loss,  represents LINEX loss and  represents reflected normal loss. The only comparisons between the risk values calculated under the three different loss functions are indicated for the PTRRE. Similar results were obtained in Kleyn (2014) for all three estimators (URRE, RRRE and PTRRE), under all three loss functions (BLINEX, LINEX and reflected normal loss) and for all the conditions considered (increase in error variance, increase in the level of multicollinearity, increase in the number of parameters to be estimated and an increase in the sample size). It can be seen that the BLINEX loss function outperforms the LINEX loss and reflected normal loss functions by comparing the risk values (the values are highlighted in the tables). Tables 1 to 4 , it can be seen that for RRRE and PTRRE the LW ridge parameter performed the best, whereas for URRE the HK and HSL ridge parameters performed the best over different values of . In all cases the AM ridge parameter performed the worst. For all three estimators, namely URRE, RRRE and PTRRE the HK, LW and HKB ridge parameters lead to the lowest risk over different levels of multicollinearity. For the HSL ridge parameter the risk is also low for   095. The AM ridge parameter performed the worst overall. For all three estimators, namely URRE, RRRE and PTRRE the HK, HKB and HSL performed the best over an increasing number of parameters to be estimated. For the LW ridge parameter also performs well, except for RRRE when   20 and the AM ridge parameter performs the worst overall. For all the estimators, namely URRE, RRRE and PTRRE the HK, HKB, LW and HSL ridge parameters performs the best over different sample sizes and the AM ridge parameter performs the worst overall. As expected for all estimators, it was found the risk increased when the variance, level of multicollinearity and number of parameters to be estimated increased and the risk of all the estimators decreased when the sample size increased.
Evaluation of the performance of the estimators relative to each other under BLINEX loss
The risk of RRRE, URRE and PTRRE calculated under BLINEX loss are computationally compared to each other making use of simulation studies in order to determine the performance of the estimators relative to each other. The panel of sketches in this section will be discussed in two ways, firstly by keeping  constant and allowing the sample size, , to increase and secondly by keeping  constant and allowing  to increase. All the risk functions are represented as a function of the estimation error, namely δ = Hβ − h (in this application  was a scalar), with −1 ≤  ≤ 1 on the horizontal axis. Risk functions of RRRE (blue), URRE (red) and PTRRE (green) under BLINEX loss Figure 1 Comparison of URRE, RRRE and PTRRE across different values of  and  under BLINEX loss. It was found that for the case where  = 1, as the sample size increases for this choice of , the risk of PTRRE tends towards the risk of URRE as  → ±∞ It is well-known that URRE is the most efficient estimator as the sample size increases, since the variance of URRE, i.e. e
, as the sample size increases the variance of URRE will tend to zero. Therefore as the sample size increases, PTRRE becomes equally as efficient as the URRE. It is clear that as the sample size increases the risk associated with all the estimators decreases. Similar results are obtained for different values of  When  increases for a specific sample size, it can be seen that in the interval near the origin where the risk of the PTRRE is lower relative to the URRE becomes larger. Therefore when working with a specific sample size and if the variance of the sample is relatively high, the PTRRE is a more efficient estimator compared to the URRE.
Application
In this section, the Cobb-Douglas production function will be considered under the restriction of constant return to scale and the estimators which will be calculated for all the possible estimators of the ridge parameter. The real data set consists of following variables:
(1) The South African manufacturing production output as measured by the Gross Domestic product (GDP in real prices) measured in R million in the manufacturing sector.
(2) Labour input as measured by employment figures within the manufacturing sector. (3) Capital input as measured by fixed capital stock (in real prices) measured in R million in the manufacturing sector. The definitions of the variables are given below: Gross Domestic Product: The total market value of all final goods and services produced in a country in a given year, equal to total consumer, investment and government spending, plus the value of exports, minus the value of imports. Fixed capital stock: Fixed capital stock consists of buildings, installations, transmission devices, machinery, equipment, means of transport, tools, production and sales implements, draft animals, and commercial livestock. Employment figures: The number of employees employed within the manufacturing sector. It can be seen from Figure 2 that there has been a steady increase in production output over the period 1985 to 2012. The two explanatory variables in the analysis is capital input and labour input. From the graph it is clear that in the manufacturing sector there has been a steady increase in capital input and a steady decrease in labour input over the specified period. This is an indication of a capital intensive market, where more fixed capital stock is used in manufacturing and less labour is used in the production process. The linear restriction of constant return to scale  1 +  2 = 1 suggests a sub-space formulation
where the restriction Hβ = h holds with H 1×3 = ³ 0 1 1´and h 1×1 = 1. By using the ordinary least squares (OLS) method, the following estimated regression equation is obtained:
From the above model it follows that a degree of multicollinearity is present in the data, since the two explanatory variables are highly negatively correlated, the   (Variance inflating factor) and the condition index () also indicates the presence of severe multicollinearity in the model. In this example the HK ridge parameter was used to adjust for multicollinearity in the data. When estimating using OLS, variances and covariances of b  1 and b  2 are given by 
and 
(see Gujarati ,2003 , p 351).
Therefore, as | 12 | tends to 1 the multicollinearity increases and the two variances and covariance will increase accordingly. The   measures the speed at which the variances and covariances increase and is given by
. This measure shows the extend to which the variance of an estimator is inflated due to the presence of multicollinearity, i.e. as  2 12 → 1,   → ∞ In this sample, when estimating the parameter values with the OLS method, the variances of the estimated parameters are 55 times higher than it would have been if no multicollinearity was present. Another condition that has not yet been taken into account is the fact that an economic restriction needs to be placed on the model in order to determine whether constant return to scale is present in the South African manufacturing sector for the sample period 1985 to 2012. In order to test the linear economic restriction of  1 +  2 = 1 we need to calculate the unrestricted, restricted and preliminary test ridge regression estimators as given by (2), (3) and (5). The estimated regression equation for the unrestricted ridge regression estimators is given by:
The estimated regression equation for the restricted ridge regression estimator is given by:
Based on the likelihood ratio test given by (6) the estimated regression equation for the preliminary test ridge regression estimator is given by:
Therefore, the null hypothesis, namely  0 : Hβ = h is not rejected at a 5% level of significance. It can therefore be concluded that for this sample period under consideration, considering the South African manufacturing sector from 1985 to 2012, the restriction of constant return to scale could not be rejected, which implies that as by doubling the input in the market will result in output doubling as well. Each of the slope coefficients can be interpreted as partial elasticities. The coefficient −0075 measures the partial elasticity of production output to labour input, i.e. a 1% increase in the labour input, holding capital input constant, will result in a 0075% decrease in production output. Whereas, the coefficient 1045 measures the partial elasticity of production output to capital input, i.e., a 1% increase in capital input, holding labour input constant, will result in a 1045% increase in production output.
The following results are based on a simulation study where block bootstrapping was employed to select samples from the original data set used in the above example. Block bootstrapping is the appropriate technique to use when time series data is considered, since the data is more likely to be time dependent (see Lahiri, 2003) . Nonoverlapping block bootstrapping was used in this analysis. This procedure involves splitting the sample data into  blocks of size  (see Santana and Allison, 2013) . The value of  is chosen in such a way that  ≤  where  is the sample size. In the case where  =  this nonoverlapping block bootstrap method reduces to the standard bootstrapping procedure.
In Figure 3 the two coefficients associated with labour and capital input are estimated using the unrestricted ridge regression estimator and by using the different ridge parameters() as discussed in section 4. For the LW and HKB ridge parameters it can be seen that the variation in the estimates relative to the URRE's calculated under all the other ridge parameters is relatively high.
Unrestricted ridge regression estimator Labour coefficient
Unrestricted ridge regression estimator Figure 3 Empirical distributions of the slope coefficients of the unrestricted ridge regression estimator. In Table 5 it is very obvious that the risk associated with the unrestricted ridge regression estimators using the HKB and LW ridge parameter is much higher compared to the risks associated with all the other ridge parameters. When the risk is evaluated under LINEX loss, it is very high due to the form of the LINEX loss function and the role of exponential term in the loss function. This is one of the disadvantages of working with the LINEX loss function and why a bounded loss function is more preferable. In Figure 4 the two coefficients associated with labour and capital input were estimated using the restricted ridge regression estimator and by using the different ridge parameters() as discussed in Section 4. It can be seen that under all the ridge parameters the empirical distributions of the restricted ridge regression estimators are similar.
Capital coefficient

Restricted ridge regression estimator
Labour coefficient Figure 4 Empirical distributions of the slope coefficients of the restricted ridge regression estimator. In Figure 6 the two coefficients associated with labour and capital input were estimated using the preliminary test ridge regression estimator and by using the different ridge parameters() as discussed in Section 4. The preliminary test estimator depends on the results of the hypothesis test, therefore the preliminary test estimator will be the appropriate combination of the two component estimators, namely the unrestricted ridge regression estimator and the restricted ridge regression estimator. In Figure 6 and Table 7 the effect of the variation in the LW and HKB ridge parameter is therefore again present in the preliminary test estimator, but not to the same extent as in Figure 3 .
Preliminary test ridge regression estimator
Labour coefficient Preliminary test ridge regression estimator Capital coefficient Figure 5 Empirical distributions of the slope coefficients of the preliminary testridge regression estimator. Table 7 it is clear that the risk associated with all the proposed estimators (regardless of ridge parameter) was consistently the lowest under BLINEX loss, which shows that the BLINEX loss function is the most preferable asymmetric loss function to work with. Lastly, Figure 6 depicts the empirical distributions of the two parameter estimates of the Cobb-Douglas production function for the preliminary test estimator separately and also the empirical distribution of the restriction placed on the two slope parameters, namely  1 +  2 = 1 In this example the HK ridge parameter was used to control for multicollinearity, since this is one of the ridge parameters associated with lower risk. Figure 6 Empirical distribution of the slope parameters and the restriction for the preliminary test estimator.
The expected value of the labour and capital coefficients are -0.104 and 1.071 respectively and the expected value of the restricted coefficient, namely  1 +  2 = 1 is 0.97. By examining the empirical distribution of the PTRRE for the restriction  1 +  2 = 1 Figure 6 clearly indicates that the values are very closely distributed around the value of 1, with a standard error of 003.
Conclusion
In this paper, we examined the performance of the different ridge regression estimators, namely URRE, RRRE and PTRRE, under the BLINEX loss function. It was found that for the case where  = 1, it can be seen that as the sample size increases for this choice of , the risk of PTRRE tends towards the risk of URRE as  → ±∞ therefore as the sample size increases, PTRRE becomes just as efficient as the URRE. It was also shown that as the sample size increases the risk associated with all the estimators decreases. Similar results are obtained for different values of  When  increases for a specific sample size, it was shown that in the interval near the origin, the interval where the risk of the PTRRE is lower relative to the URRE becomes larger. Therefore when working with a specific sample size and if the variance of the sample is relatively high, the PTRRE is a more efficient estimator compared to the URRE. Similar results are obtained under reflected normal loss and LINEX loss (see Kleyn,2014 ). In the practical example it can also be seen that the risk for all the proposed estimators, calculated under BLINEX loss versus the other considered loss functions namely reflected normal loss and LINEX loss, is consistently the lowest across all the proposed ridge parameters ()  Based on all the comparisons the significance of introducing estimation under the BLINEX loss function can clearly be seen. For an extensive comparison between the BLINEX loss function and LINEX loss function, as well as the reflected normal loss function, refer to Kleyn (2014) .
