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Resumo
A importaˆncia da informac¸a˜o digital e´ cada vez maior na sociedade atual. Bibliotecas
digitais, aplicac¸o˜es na Internet tais como email, compartilhamento de fotos e arquivos de
pa´gina Web frequentemente precisam ser preservados por um longo per´ıodo de tempo e
cabem aos sistemas de arquivamento digital tal responsabilidade. Esta dissertac¸a˜o propo˜e
um modelo de replicac¸a˜o confia´vel de conteu´do digital para ser utilizado em sistemas de
arquivamento a longo prazo. O sistema de arquivamento e´ modelado como um conjunto
de reposito´rios de armazenamento aos quais sa˜o atribu´ıdas probabilidades independentes
de falha a cada um deles. Itens sa˜o inseridos neste sistema com uma confiabilidade que
e´ satisfeita replicando-os em subconjuntos de reposito´rios. Este modelo implica em na˜o
considerar um grau de replicac¸a˜o fixa para cada item armazenado no sistema, permitindo
a criac¸a˜o de estrate´gias que otimizem a utilizac¸a˜o dos recursos dos reposito´rios. Atrave´s
de simulac¸a˜o, avaliamos treˆs diferentes estrate´gias para a criac¸a˜o das re´plicas. Tambe´m
e´ proposto um sistema de arquivamento totalmente distribu´ıdo utilizando este modelo
sobre uma rede peer-to-peer (P2P). A comunicac¸a˜o dos nodos (reposito´rios) desta rede
e´ organizada em uma tabela hash distribu´ıda e mu´ltiplas func¸o˜es hashs sa˜o utilizadas
para selecionar os reposito´rios que ira˜o guardar as re´plicas de cada item armazenado. O
sistema, junto com seus algoritmos para a criac¸a˜o das re´plicas, foi avaliado atrave´s de
experimentos em um ambiente real. Acreditamos que o modelo e os algoritmos propos-
tos, combinados a` escalabilidade das redes P2P estruturadas, viabilizam a construc¸a˜o de
sistemas de arquivamento digital confia´veis e totalmente distribu´ıdos.
i
Abstract
The importance of digital information is increasing constantly in today’s society. Digital
libraries, Internet applications such email, photo sharing and Web site files often need to
be preserved for a long-term and this is a responsability of digital archiving systems. This
dissertation proposes a reliable replication model of digital content to be used in long-
term archiving systems. The archiving system is modeled as a set of storage repositories
in which independent fail probabilities are assigned for each one of them. Items are
inserted in this system with a reliability that is satisfied replicating them in subsets of
repositories. This model implies in not considerer a fixed degree of replication for each item
stored in the system, allowing to create strategies to optimize the utilization of repositories
resources. Through simulation, we evaluated three different strategies to create replicas.
It is also proposed a totally distributed archiving system using this model over a peer-
to-peer (P2P) network. The communication between the nodes (repositories) of such
network is organized in a distributed hash table and multiple hash functions are used
to select repositories that will keep the replicas of each stored item. The system and its
algorithms to create replicas are evaluated through experiments in a real environment. We
believe that this model and the proposed algorithms, combined with the structured P2P
scalability, make possible to construct a reliable and totally distributed digital archiving
systems.
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Cap´ıtulo 1
Introduc¸a˜o
Ao longo dos u´ltimos anos assistimos um crescimento acelerado da importaˆncia das infor-
mac¸o˜es armazenadas em meios digitais. A questa˜o da vulnerabilidade do ambiente digital
e´ cada vez mais preocupante, motivando a necessidade de sistemas que preservem estas
informac¸o˜es a longo prazo. Um Sistema de Preservac¸a˜o Digital (PD) tem como objetivo
garantir o armazenamento e a integridade de grandes quantidades de dados por longos
per´ıodos de tempo [1]. Acervos de bibliotecas, museus e ate´ documentos importantes de
organizac¸o˜es governamentais sa˜o alguns dos principais candidatos a` PD.
Uma das preocupac¸o˜es da preservac¸a˜o digital e´ a maneira com a ao qual as informa-
c¸o˜es sa˜o armazenadas. Cabem aos sistemas de arquivamento tal responsabilidade. Uma
boa estrate´gia de arquivamento digital deve contar com sistemas de baixo custo que per-
mitam replicar grandes volumes de dados e com mecanismos de auditoria para verificar
a integridade dos mesmos. A replicac¸a˜o da informac¸a˜o em mu´ltiplos reposito´rios de ar-
mazenamento e´ uma alternativa comumente utilizada para garantir o seu arquivamento a
longo prazo [2].
Neste contexto, as redes Peer-to-Peer (P2P) aparecem como uma abordagem pro-
missora, visto que sa˜o altamente escala´veis para a distribuic¸a˜o e recuperac¸a˜o de dados.
Entretanto, o modelo P2P de computac¸a˜o por si na˜o trata questo˜es relacionadas a alta dis-
ponibilidade e confiabilidade de dados da maneira necessa´ria neste tipo de ambiente. Para
isso, e´ necessa´rio estabelecer estrate´gias de replicac¸a˜o que ira˜o garantir estes requisitos.
1
2Um dos desafios da replicac¸a˜o confia´vel de dados em P2P e´ na selec¸a˜o dos reposito´rios
de armazenamento necessa´rios para a criac¸a˜o das re´plicas da informac¸a˜o a ser preservada.
Nem sempre um determinado conjunto de reposito´rios garante a confiabilidade necessa´ria
para esta informac¸a˜o. Naturalmente os reposito´rios falham por diversas razo˜es, compro-
metendo a preservac¸a˜o a longo prazo dos dados. Ale´m disso, diferentes reposito´rios teˆm
diferentes confiabilidades. O LOCKSS (Lots of Copies Keep Stuff Safe) [3] e o BRICKS
[4] sa˜o exemplos de sistemas de arquivamento confia´vel dos dados atrave´s de P2P. Am-
bos sistemas tratam seus reposito´rios com uma u´nica probabilidade de falha, o que na˜o
modela exatamente a realidade.
1.1 Proposta deste Trabalho
Neste trabalho propomos um modelo de replicac¸a˜o confia´vel de dados para sistemas de
arquivamento digital. No modelo proposto, para cada reposito´rio e´ associada uma me´-
trica de confiabilidade referente a` probabilidade de que os dados na˜o sejam perdidos ou
danificados em um determinado per´ıodo de tempo. Assim, considerando que cada item
(informac¸a˜o digital) e´ replicado em um subconjunto de reposito´rios, e´ poss´ıvel determi-
nar a confiabilidade deste item. Conforme a necessidade pelo tempo de preservac¸a˜o, e´
deseja´vel que itens tenham diferentes confiabilidades para o arquivamento.
Figura 1.1: Reposito´rios rotulados com probabilidades de confiabilidade.
Como exemplo, a Figura 1.1 ilustra uma rede hipote´tica com cinco reposito´rios, iden-
tificados por 1, 2, 3, 4 e 5, e com confiabilidade respectivamente de 40%, 80%, 30%, 60%
3e 25%. Digamos que um usua´rio queira inserir um item na rede com uma confiabilidade
desejada de 90%. Uma estrate´gia ingeˆnua seria replicar este item na ordem dos identifi-
cadores dos reposito´rios ate´ atingir a confiabilidade desejada. Com uma u´nica re´plica no
reposito´rio 1, o item teria uma confiabilidade de 40%. Adicionando mais uma re´plica no
reposito´rio 2, a confiabilidade desejada seria de 1−(0.6×0.2) = 88% e ainda na˜o atingiria
a confiabilidade desejada de 90%. Ao replicar o item no reposito´rio 3, o mesmo estaria
com uma confiabilidade de 1− (0.6× 0.2× 0.7) = 91.6%, chegando na confiabilidade de-
sejada. Uma outra estrate´gia de replicac¸a˜o poderia comec¸ar selecionando os reposito´rios
mais confia´veis e criar re´plicas neles ate´ atingir a confiabilidade desejada pelo usua´rio.
O modelo proposto implica em na˜o considerar um grau de replicac¸a˜o fixa para cada
item armazenado no sistema, permitindo a criac¸a˜o de algoritmos que otimizem a utili-
zac¸a˜o dos recursos dos reposito´rios. Assim, propomos treˆs algoritmos para determinar
o subconjunto de reposito´rios e atender a confiabilidade desejada de um item inserido.
O algoritmo Guloso e´ motivado pela minimizac¸a˜o do nu´mero de re´plicas geradas com
adaptac¸o˜es para gerar um bom balanceamento da carga (re´plicas) entre os reposito´rios; o
algoritmo Aleatorizado e´ motivado pelo balanceamento de carga e justificado por resulta-
dos teo´ricos de ball-and-bins [5], e; o algoritmo do Subconjunto Ideal resolve o problema
sem priorizar a minimizac¸a˜o de re´plicas ou o balanceamento. Os treˆs algoritmos foram
avaliados atrave´s de simulac¸o˜es.
Acreditamos que e´ poss´ıvel implementar um sistema de arquivamento digital total-
mente distribu´ıdo aplicando o modelo e os algoritmos de criac¸a˜o de re´plicas nas redes
P2P. Portanto, este trabalho tambe´m apresenta a concepc¸a˜o de um sistema de arquiva-
mento digital sobre uma rede P2P estruturada. Neste sistema a comunicac¸a˜o dos nodos
(reposito´rios) e´ organizada em uma tabela hash distribu´ıda [6, 7, 8, 9] e mu´ltiplas func¸o˜es
hash sa˜o utilizadas para selecionar os reposito´rios que ira˜o guardar as re´plicas de cada
item armazenado. O sistema foi avaliado atrave´s de experimentac¸o˜es em um ambiente
real.
41.2 Organizac¸a˜o do Texto
Esta dissertac¸a˜o esta´ organizada da seguinte maneira. O cap´ıtulo 2 apresenta uma in-
troduc¸a˜o aos conceitos de preservac¸a˜o digital e sistemas de arquivamento. O cap´ıtulo 3
apresenta as redes P2P e as principais estrate´gias de replicac¸a˜o existentes nestas redes. O
modelo de replicac¸a˜o para sistemas de arquivamento, os algoritmos de criac¸a˜o de re´plicas
e a simulac¸a˜o destes algoritmos sa˜o apresentados no cap´ıtulo 4. O cap´ıtulo 5 apresenta
um sistema de arquivamento digital, baseado no modelo do cap´ıtulo 4, e implementado
sob a arquitetura das redes P2P estruturadas. Neste mesmo cap´ıtulo apresentamos uma
experimentac¸a˜o do sistema de arquivamento em um ambiente real. No cap´ıtulo 6 e´ feita
a conclusa˜o e os trabalhos futuros sa˜o apresentados.
Cap´ıtulo 2
Preservac¸a˜o Digital
Um objeto digital pode ser definido como toda e qualquer informac¸a˜o que possa ser repre-
sentada atrave´s de uma sequeˆncia de d´ıgitos bina´rios [10]. Documentos de texto, imagens,
bases de dados, v´ıdeo, a´udio e pa´ginas Web sa˜o alguns exemplos do que podemos con-
siderar um objeto digital. A Preservac¸a˜o Digital (PD) e´ o conjunto de atividades ou
processos responsa´veis por garantir o acesso continuado a longo prazo aos objetos digitais
e a todo o patrimoˆnio cultural existente em formato digital [1]. Neste contexto, o tempo
em que as informac¸o˜es devem ser preservadas torna-se um problema chave, uma vez que
mı´dias de armazenamento e componentes de hardware e software possuem tempo de vida
pre´-determinados.
Os termos arquivamento, bibliotecas e preservac¸a˜o teˆm significados pro´ximos pore´m
na˜o ideˆnticos [11]. Quando nos referimos a arquivamento estamos falando do lugar uti-
lizado para guardar dados pu´blicos, enquanto ao nos referirmos a bibliotecas falamos do
lugar em que pessoas teˆm acesso aos materiais. Preservac¸a˜o, por sua vez, e´ o ato de
manter objetos longe da destruic¸a˜o e de danos. Desta maneira, definimos um sistema de
preservac¸a˜o digital como um sistema capaz de preservar e dar o acesso a objetos digitais
por um longo per´ıodo de tempo.
Sistemas de preservac¸a˜o digital possuem algumas caracter´ısticas que os diferenciam dos
sistemas tradicionais de backup ou de armazenamento de dados. Sistemas de PD devem
operar de maneira correta durante de´cadas ou se´culos. Seus objetos devem estar acess´ıveis
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6de maneira leg´ıvel para o usua´rio mesmo que o software/hardware originalmente utilizado
para escreveˆ-lo esteja extinto. Objetos digitais nestes sistemas devem ter identificadores
u´nicos que fac¸am a distinc¸a˜o entre eles a longo prazo. Tais objetos na˜o devem ser apagados
e raramente sa˜o atualizados. Por fim, e´ deseja´vel que estes sistemas sejam baratos de
construir e manter.
Um sistema de PD utiliza me´tricas de confiabilidade para avaliar seus objetos [12]:
1. Confidencialidade: Indica que objetos digitais na˜o podem ser acessados por usua´-
rios na˜o autorizados. O primeiro passo para garantir a confidencialidade e´ identi-
ficar usua´rios propriamente com autenticac¸a˜o, mas outras te´cnicas tambe´m devem
ser consideradas, como por exemplo a criptografia dos objetos digitais para previnir
ataques maliciosos.
2. Integridade: sob hipo´tese nenhuma usua´rios de sistemas de PD devem ler objetos
sujeitos a modificac¸o˜es na˜o autorizadas. O objetivo da me´trica de integridade e´
avaliar objetos digitais consistentes mesmo em face de modificac¸o˜es inadvertidas.
3. Autenticidade: a autenticidade de um objeto digital e´ definido como a habilidade
de definir a identidade ao objeto e validar sua integridade. A identidade de um
objeto consiste do nome de um arquivo, nome de um autor, a data de criac¸a˜o e etc.
Metadados de identidades de objetos digitais sa˜o frequentemente utilizados e orga-
nizados de modo que uma busca pelo objeto seja acelerada. Portanto, autenticidade
e´ o estado de um objeto digital sem corrompimento e modificac¸o˜es inesperadas.
Nenhuma dessas me´tricas e´ exclusiva e todas devem ser consideradas sob um determi-
nado grau de importaˆncia conforme o objetivo do sistema. As me´tricas de confiabilidade
sa˜o sobrecargas para o sistema como um todo e podem degradar seu desempenho. Entre-
tanto, sistemas de PD na˜o necessariamente precisam operar de maneira ra´pida, fazendo
com que os arquitetos destes sistemas geralmente fac¸am um balanc¸o entre a necessidade
pelo desempenho ou a confiabilidade de dados no sistema.
O restante deste cap´ıtulo esta´ organizado da seguinte maneira. A sec¸a˜o 2.1 expo˜em as
ameac¸as constantes em sistemas de PD. Na sec¸a˜o 2.2 sa˜o apresentadas algumas estrate´gias
7e te´cnicas para o projeto destes sistemas. Na sec¸a˜o 2.3 apresentamos os modelos de
reposito´rios comumente utilizados nos sistemas de PD.
2.1 Ameac¸as a` Preservac¸a˜o Digital
Sistemas de preservac¸a˜o digital esta˜o sujeitos a va´rias falhas e ameac¸as em seus conteu´-
dos. Apresentamos a seguir os tipos de falhas comumente encontradas em ambientes de
arquivamento a longo prazo [13, 14]:
• Desastre em larga escala: Durante o per´ıodo de vida de um objeto digital e´
necessa´rio estar atento a desastres naturais de larga escala como inundac¸o˜es, fogo,
terremo´tos e guerras. Replicac¸o˜es remotas podem ser realizadas para reduzir o dano
provocado por desastres deste tipo.
• Erro humano: O erro humano pode afetar o hardware utilizado para a preservac¸a˜o
(por exemplo, perdendo as mı´dias de armazenamento), o software (por exemplo,
desinstalando um driver necessa´rio para o sistema) ou a pro´pria infraestrutura (por
exempo, removendo uma fonte de energia da ma´quina utilizada para preservac¸a˜o).
• Falha nos componentes: Deve-se esperar falhas em componentes de hardware, tal
como a falta de energia ou simplesmente a falha numa placa controladora. Tambe´m
deve-se esperar todos os tipos de falhas em componentes de software (desde simples
bugs ate´ falhas na firmware de alguma controladora) que comprometam os dados
armazenados. Componentes de rede pertencentes a empresas externas podem na˜o
existir apo´s de´cadas. Portanto, sistemas de preservac¸a˜o devem tambe´m se precaver
e antecipar eventuais falhas transientes ou irrevers´ıveis a servic¸os externos, como
por exemplo DNS ou URL persistentes.
• Falha na mı´dia: Mı´dias de armazenamento sa˜o componentes vitais para sistemas
de PD. Elas esta˜o sujeitas a uma deteriorac¸a˜o gradual dos dados, conhecida como bit
rot [14], causando danos irrevers´ıveis. Em particular, bit rot e´ um grande problema
8pois o dado pode estar corrompido sem ser notado pelo fato do setor magne´tico do
disco que o armazena estar inacess´ıvel por algum per´ıodo.
• Obsoleceˆncia de hardware : mı´dias e componentes de hardware podem se tornar
obsoletos no sentido de na˜o serem mais capazes de se comunicarem uns com os
outros. Em particular, discos remov´ıveis teˆm um grande histo´rico neste quesito de
obsolesceˆncia, uma vez que a mı´dia ainda pode estar funcional pore´m dificilmente
dispositivos de leitura sera˜o encontrados no mercado para utiliza´-la.
• Obsoleceˆncia de software : Similarmente, componentes de software podem tornar-
se obsoletos. Todo o tipo de material digital tem obrigatoriamente de respeitar as
regras de um determinado formato em que foi codificado. A` medida que o soft-
ware vai evoluindo, os formatos por ele produzidos tambe´m va˜o sofrendo alterac¸o˜es.
Quando os dados codificados (formatados) ainda podem ser acess´ıveis mas na˜o de-
codificados do formato de armazenamento numa forma leg´ıvel enta˜o e´ caracter´ızado
uma obsolesceˆncia de formato [15]. Um exemplo t´ıpico e´ o editor de textosMicrosoft
Word. Documentos de texto escritos em verso˜es antigas deste editor sa˜o conhecidos
por na˜o funcionarem em verso˜es mais novas.
• Ataques: Todos sistemas conectados a uma rede pu´blica (Internet, por exemplo)
esta˜o vulnera´veis a ataques maliciosos, v´ırus ou worms. Por razo˜es emocionais ou
econoˆmicas, operadores internos que teˆm acesso autorizado podem causar danos no
sistema.
• Falha econoˆmica: Quando a informac¸a˜o esta´ no formato digital existe um custo
cont´ınuo de energia, banda de rede, administrac¸a˜o do sistema, dentre outros. Deve
ser antecipado um orc¸amento necessa´rio para realizar a preservac¸a˜o digital e esperar
variac¸o˜es do mesmo.
• Falha organizacional: Ale´m da tecnologia empregada, a preservac¸a˜o digital deve
tambe´m cuidar dos fatores organizacionais. Organizac¸o˜es podem ir a faleˆncia ou
simplesmente mudar sua missa˜o comprometendo os objetos preservados.
9Um sistema de preservac¸a˜o digital deve considerar estas ameac¸as com o objetivo de
garantir a confiabilidade dos seus objetos. A pro´xima sec¸a˜o apresenta algumas das estra-
te´gias mais utilizadas para realizar a preservac¸a˜o de objetos na forma digital.
2.2 Estrate´gias para Preservac¸a˜o Digital
Um sistema de preservac¸a˜o digital emprega a combinac¸a˜o de va´rias te´cnicas para bene-
ficiar a durac¸a˜o a longo prazo de seus objetos. Tais te´cnicas podem ser enquadradas
em treˆs diferentes estrate´gias: 1) redundaˆncia, utilizada para aumentar a confiabilidade
dos dados do sistema; 2) migrac¸a˜o e emulac¸a˜o com o objetivo de solucionar problemas
de obsolesceˆncia de software e formatos, e; 3) auditoria, que garante a autenticidade e
integridade dos objetos digitais.
2.2.1 Redundaˆncia
Redundaˆncia e´ a estrate´gia utilizada para a multiplicac¸a˜o de componentes cr´ıticos de
um sistema com a intenc¸a˜o de aumentar a confiabilidade do mesmo. Geralmente ela e´
aplicada atrave´s da criac¸a˜o de mu´ltiplas co´pias ou a partir de mecanismos que detectam
falhas. A redundaˆncia e´ utilizada em diferentes n´ıveis na pra´tica: 1) dentro da mı´dia
de armazenamento; 2) dentro do reposito´rio de armazenamento, ou; 3) geograficamente
distribu´ıda e replicadas em va´rios reposito´rios [12]. Existem va´rias te´cnicas para fazer
a redundaˆncia tais como espelhamento, paridade, ECC (Error Correction Code), CRC
(Cyclic Redundancy Check), assinatura e erasure code. Pore´m a te´cnica mais utilizada e´
a replicac¸a˜o.
Chamamos de replicac¸a˜o a te´cnica utilizada para guardar co´pias de objetos, as re´plicas,
em lugares diferentes com o objetivo de melhorar a confiabilidade, a toleraˆncia a falhas
e/ou o desempenho do sistema. Esta te´cnica pode ser empregada em um bloco de dados
ou em um pedac¸o de dados de tamanho fixo. Para realizar a preservac¸a˜o de objetos no
formato digital e´ necessa´rio que re´plicas sejam colocadas em diferentes dispositivos de
armazenamento ou, preferivelmente, em diferentes reposito´rios.
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A replicac¸a˜o e´ amplamente utilizada devido a` sua simplicidade de implementac¸a˜o.
Alguns sistemas de PD utilizam um nu´mero fixo de re´plicas e outros ajustam este nu´mero
dinamicamente.
2.2.2 Migrac¸a˜o e Emulac¸a˜o
Uma das propriedades da preservac¸a˜o digital e´ manter os objetos preservados acess´ıveis
mesmo em eventuais obsolesceˆncias de software e formatos. Existem duas estrate´gias para
garantir estes requisitos: migrac¸a˜o e emulac¸a˜o.
Podemos definir migrac¸a˜o como o conjunto de atividades projetadas com o intuito de
realizar transfereˆncias perio´dicas de materiais digitais de uma gerac¸a˜o tecnolo´gica para
uma gerac¸a˜o subsequente [16]. Uma importante caracter´ıstica e´ que nesta estrate´gia na˜o e´
necessa´rio manter a aplicac¸a˜o original. A utilizac¸a˜o de formatos padro˜es, principalmente
formatos abertos, e´ uma estrate´gia comum em migrac¸a˜o. Alguns exemplos de padro˜es
sa˜o ASCII (texto puro), PDF (Portable Document Format), XML (Extensible Markup
Language) e mais recentemente o ODF (OpenDocument Format). No entanto, mesmo com
a utilizac¸a˜o de padro˜es, formatos continuam se desenvolvendo e muitas vezes fabricantes
tendem a seguir seus pro´prios estilos de codificac¸a˜o.
O maior problema da te´cnica de migrac¸a˜o e´ a necessidade por uma especializada inves-
tigac¸a˜o no formato original e no formato alvo do objeto a ser preservado. Outro problema
e´ a grande probabilidade de acontecer perdas de informac¸a˜o na migrac¸a˜o de formato. A
raza˜o disto se deve a`s incompatibilidades existentes entre os formatos de origem e destino
e/ou tambe´m a` utilizac¸a˜o de conversores incapazes de realizar as suas tarefas adequada-
mente [15]. Por exemplo, um documento do Microsoft Word transformado numa imagem
bitmap perde informac¸o˜es relacionadas a diagramac¸a˜o da pa´gina.
Emulac¸a˜o e´ vista como uma alternativa para migrac¸a˜o quando o objetivo e´ garantir
a obsolesceˆncia de software e formato. Nesta te´cnica, o ambiente de operac¸a˜o em que o
objeto digital foi originalmente criado e´ recriado atrave´s do uso de emuladores capazes de
reproduzir o comportamento de uma plataforma de hardware ou software. A vantagem
nesta te´cnica e´ que na˜o existe perda de informac¸o˜es pois o formato do objeto digital na˜o
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e´ modificado.
Existem essencialmente dois tipos de emuladores: emuladores de sistemas operacionais
e de hardware. Os primeiros esta˜o focados na reproduc¸a˜o de um sistema operacional
por completo permitindo a execuc¸a˜o de diversas aplicac¸o˜es no contexto de um u´nico
emulador (por exemplo, o Wine [17]). Os segundos reproduzem o comportamento de
uma plataforma de hardware, possibilitando que va´rios sistemas operacionais e aplicac¸o˜es
correspondentes possam ser executados (por exemplo, VMware Workstation [18]). A
estrate´gia de emulac¸a˜o na˜o e´ amplamente utilizada justamente devido a dificuldade na
construc¸a˜o dos ambientes mencionados.
2.2.3 Auditoria
A auditoria em um sistema de arquivamento e´ necessa´ria para garantir a autenticidade
e integridade de objetos digitais. A te´cnica de auditoria perio´dica faz a auditoria em
objetos digitais em um intervalo fixo de tempo [19]. Nesta te´cnica, para um sistema de
preservac¸a˜o digital baseado em reposito´rios providos de disco r´ıgido, uma auditoria iria
requerer uma operac¸a˜o de acesso no disco (Power On Cycle), ao qual e´ confirmada que
danifica a confiabilidade do disco com o passar do tempo [20]. Assim, e´ deseja´vel que seja
aproveitada a carga de trabalho normal de um disco para realizar a auditoria.
Chamamos de auditoria oportun´ıstica a te´cnica que se aproveita de outras operac¸o˜es
comuns cotidianas no disco para fazer a auditoria e evitar adicionais acessos no mesmo.
Quando o disco e´ acessado, uma porc¸a˜o do disco com intervalo de tempo excedente o
tempo me´dio de falhas e´ auditada imediatamente. Para mı´dias com acesso frequente ao
disco, esta te´cnica na˜o acarreta nenhum custo adicional. Entretanto, para discos com
acesso na˜o frequente, esta te´cnica na˜o pode ser utilizada para garantir a integridade dos
dados.
Sistemas de preservac¸a˜o digital baseado em comunidades se aproveitam da natureza
distribu´ıda dos seus objetos para fazer a auditoria e descobrir eventuais falhas. Por
exemplo, o LOCKSS [3] emprega um mecanismo baseado em votac¸a˜o para identificar
objetos falhos e informar outros nodos sobre isto. Entretanto, o tempo de auditoria para
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cada co´pia local na˜o e´ levado em conta: cada vez sera´ mais demorado fazer uma varredura
completa de auditoria no disco r´ıgido [14]. Por exemplo, e´ necessa´rio 20 dias para auditar
um u´nico disco r´ıgido de 1 Petabyte com uma taxa de 600 MB/s de acesso.
2.3 Modelos de Reposito´rios
Existem duas categorias diferentes relacionadas ao lugar em que as re´plicas sa˜o armazena-
das e a maneira ao quais reposito´rios sa˜o dispostos em um sistema de arquivamento digital
[11]. A categoria de modelos centralizados e´ caracterizada principalmente pela existeˆncia
de um pequeno nu´mero de reposito´rios robustos e altamente controlados. Nesta categoria,
cada reposito´rio e´ responsa´vel por realizar todo trabalho de preservac¸a˜o. Os reposito´rios
requerem hardware potente e suporte te´cnico especializado, consequentemente, altos cus-
tos para manutenc¸a˜o sa˜o necessa´rios. Soluc¸o˜es tradicionais de backup ou armazenamento
de dados, tais como sistemas de arquivos replicados e discos RAID [21] se enquadram
nesta categoria.
Em contrapartida, na categoria dos descentralizados o conteu´do e´ armazenado em um
grande nu´mero de reposito´rios “livres”, ou seja, com um controle escasso sobre objetos.
Nesta categoria, cada reposito´rio e´ responsa´vel apenas por uma parte de todos objetos do
sistema o que torna o custo da preservac¸a˜o compartilhado entre os va´rios participantes.
Consequentemente o hardware utilizado tem um custo relativamente baixo, pelo fato da
informac¸a˜o ser distribu´ıda. Ale´m disso, e´ necessa´rio um conhecimento te´cnico baixo para
manter o hardware e o software.
Na categoria dos sistemas de arquivamento descentralizados, uma alternativa comu-
mente utilizada para garantir a confiabilidade dos dados e´ atrave´s da replicac¸a˜o dos dados
em mu´ltiplos reposito´rios executados por organizac¸o˜es autoˆnomas. Esta e´ a forma encon-
trada por bibliotecas f´ısicas para preservar seus conteu´dos e que tem sido estendida para
preservac¸a˜o de dados digitais atrave´s de diversos projetos [3, 22, 4]. Sistemas deste tipo
sa˜o classificados como sistemas de replicac¸a˜o baseado em comunidades [23].
Sistemas de replicac¸a˜o baseado em comunidades se beneficiam com a redundaˆncia
herdada de sistemas distribu´ıdos para manter os dados seguros. A replicac¸a˜o garante
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que a informac¸a˜o seja recuperada a partir de diferentes localidades, o que aumenta a
confiabilidade e a disponibilidade do conteu´do. O LOCKSS, o SAV e o BRICKS sa˜o
t´ıpicos exemplos de sistemas baseados em comunidades.
O LOCKSS, por exemplo, constro´i uma rede de computadores que cooperam entre
si com o intuito de detectar e reparar eventuais problemas de integridade do material
digital. O LOCKSS organiza seus nodos a participarem de pesquisas de opinia˜o opinion
polls, fornecendo informac¸o˜es – os votos – sobre as condic¸o˜es atuais dos seus objetos
digitais. Se o conteu´do em um nodo estiver corrompido ou incompleto, este ira´ “perder”
a pesquisa. Sendo assim, seu conteu´do sera´ corrigido baseado no material dos nodos
“vencedores”.
Cap´ıtulo 3
Redes Peer-to-Peer
No modelo de computac¸a˜o cliente/servidor existem dois pape´is bem distintos das ma´quinas
que compo˜em sua rede [24]. Os clientes sa˜o os responsa´veis por iniciar a comunicac¸a˜o e
fazer requisic¸o˜es com um ou mais servidores. Os servidores esperam, tratam e retornam
as requisic¸o˜es aos clientes. Este modelo e´ um exemplo de arquitetura centralizada onde
a rede depende de pontos centrais para prover os servic¸os. Atualmente a maioria das
aplicac¸o˜es da Internet, tais como e-mail, banco de dados e navegac¸a˜o Web sa˜o baseadas
neste modelo.
Figura 3.1: Modelo de computac¸a˜o cliente/servidor.
A Figura 3.1 ilustra o modelo cliente/servidor no qual os clientes A, B, C e D se
comunicam com o servidor S. Podemos observar que quanto mais a rede cresce, ou seja,
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mais clientes sa˜o adicionados, a pressa˜o pelo ponto central (o servidor) tambe´m aumenta.
Isto torna o servidor um ponto de contenc¸a˜o e sua falha comprometeria a rede como um
todo.
O termo peer-to-peer (P2P) se refere ao modelo de computac¸a˜o distribu´ıda onde dois
ou mais participantes sa˜o capazes de espontaneamente colaborar sem a necessidade de
um coordenador central atrave´s do uso de sistemas de comunicac¸a˜o [25]. Neste modelo,
todos os participantes sa˜o ao mesmo tempo clientes e servidores. Tais participantes sa˜o
geralmente chamados de nodos ou peers.
Diversas definic¸o˜es de sistemas baseados no modelo P2P podem ser encontradas na
literatura [26]. Uma delas define sistemas P2P puros, que tem como caracter´ıstica serem
totalmente descentralizados. Em um sistema P2P puro, existe uma equivaleˆncia com re-
lac¸a˜o a funcionalidade e a execuc¸a˜o de tarefas em todos os nodos da rede. No entanto,
este tipo de definic¸a˜o na˜o e´ totalmente abrangente, ja´ que na˜o engloba sistemas que utili-
zam “supernodos” (nodos que funcionam como mini-servidores, responsa´veis por func¸o˜es
espec´ıficas), nem sistemas que utilizam algum servidor central para realizar tarefas secun-
da´rias.
Uma definic¸a˜o amplamente aceita diz que sistemas P2P sa˜o uma classe de aplicac¸o˜es
que levam vantagem de recursos computacionais, como armazenamento, processamento
e conteu´do dispon´ıveis na Internet [27]. Pore´m, devido seu alto n´ıvel de abstrac¸a˜o, esta
definic¸a˜o engloba outros tipos de aplicac¸o˜es, como por exemplo computac¸a˜o em Grid [28],
e sistemas que contam com servidores centralizados.
De acordo com Androutsellis-Theotokis e Spinellis [29] a definic¸a˜o de um sistema P2P
deve priorizar as seguintes caracter´ısticas: (i) o compartilhamento de recursos computaci-
onais de forma direta; (ii) o fato de servidores centralizados serem utilizados apenas para
tarefas espec´ıficas e na˜o para operac¸o˜es ba´sicas; (iii) ter a habilidade para tratar instabi-
lidade da rede e conectividade variada e; (iv) toleraˆncia a falhas e auto-organizac¸a˜o como
um todo. Neste contexto, pode-se dizer que sistemas peer-to-peer sa˜o sistemas distribu´ı-
dos que consistem de nodos inter-conectados em uma rede, aptos a se auto-organizar, com
propo´sito de compartilhamento de recursos computacionais e capacidade de se adaptar a
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falhas e nodos transito´rios, mantendo conectividade e desempenho aceita´veis, sem requerer
intermediac¸a˜o de um servidor centralizado [29]. Tais caracter´ısticas motivaram a implan-
tac¸a˜o do modelo P2P em diversos sistemas distr´ıbuidos noto´rios, tais como Gnutella [30],
SETI@home [31], Freenet [32], Jabber [33], eMule [34], entre outros.
Figura 3.2: Modelo de computac¸a˜o peer-to-peer.
A Figura 3.2 ilustra o modelo P2P, na qual podemos observar va´rios participantes
interagindo uns com os outros, cada qual contribuindo com uma determinada quantidade
de recursos. Quanto mais nodos entram na rede, mais a capacidade da rede aumenta.
Dessa maneira, o modelo P2P garante um fator de escalabilidade imposs´ıvel de conseguir
no cliente/servidor.
Um problema em redes P2P diz respeito a` natureza transiente dos nodos (churn). Os
nodos, bem como os roteadores existentes entre eles, esta˜o sujeitos a falhas e frequen-
temente entram e saem da rede. Assim, e´ deseja´vel que uma rede P2P seja capaz de
adaptar-se a esta instabilidade e variac¸o˜es das conexo˜es.
Sistemas no modelo P2P frequentemente utilizam uma rede virtual para implementar
servic¸os na˜o dispon´ıveis na rede f´ısica. Denominamos esta rede virtual como rede de
sobreposic¸a˜o (overlay network). A Figura 3.3 mostra uma rede de sobreposic¸a˜o constru´ıda
em cima de uma rede f´ısica. Na figura as mensagens entre os nodos da rede de sobreposic¸a˜o
(c´ırculos pretos) seguem a topologia lo´gica em anel desta rede, pore´m fisicamente passam
atrave´s das conexo˜es existentes entre nodos e roteadores que formam a rede f´ısica (c´ırculos
brancos).
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Figura 3.3: Uma rede de sobreposic¸a˜o constru´ıda sobre uma rede f´ısica.
Nas pro´ximas sec¸o˜es mostraremos a classificac¸a˜o das aplicac¸o˜es nas redes P2P e de-
talharemos a arquitetura em relac¸a˜o a sua topologia, estrutura e grau de centralizac¸a˜o.
Ale´m disso, apresentaremos as estrate´gias comumente utilizadas para realizar a replicac¸a˜o
neste tipo de rede.
3.1 Classificac¸a˜o das Aplicac¸o˜es
As redes P2P sa˜o popularmente conhecidas pelo seu uso na transfereˆncia de arquivos
de mu´sicas, videos, imagens e tambe´m no uso por jogos de entretenimento. Entretanto,
estas sa˜o somente algumas das aplicac¸o˜es das redes P2P. Conforme a classificac¸a˜o de
Androutsellis-Theotokis e Spinellis [29], podemos dividir as redes P2P nas seguintes cate-
gorias de aplicac¸o˜es:
• Comunicac¸a˜o e Colaborac¸a˜o: Nesta categoria esta˜o sistemas que proveˆm uma
infraestrutura para a realizac¸a˜o de comunicac¸a˜o e colaborac¸a˜o direta entre nodos da
rede. Exemplos incluem mensageiros instantaˆneos e salas de bate-papo, tais como
IRC, ICQ, MSN e Jabber [33].
• Computac¸a˜o Distribu´ıda: Inclui sistemas ao quais objetivam tirar o proveito
do poder de processamento (CPU) de nodos na rede. Isto e´ feito ao “quebrar”
uma tarefa muito grande em pequenas unidades que sa˜o distribu´ıdas em diferentes
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nodos, que por sua vez as computam e retornam o valor. SETI@home [31] e´ uma
das aplicac¸o˜es mais conhecidas nesta categoria.
• Suporte a Servic¸os na Internet: Inclui va´rias aplicac¸o˜es baseadas em peer-to-
peer com suporte a servic¸os na Internet. Exemplo destas aplicaco˜es incluem alguns
sistemas multicast [35] e servic¸os de seguranc¸a por exemplo contra ataques denial
of service ou v´ırus [36].
• Sistemas de Banco de Dados: Nesta categoria esta˜o sistemas de banco de dados
distribu´ıdos apoiados na arquitetura de redes P2P. O Modelo Relacional Local [37] e
o PIER (Peer-to-Peer Information Exchange and Retrieval) [38] sa˜o alguns exemplos
desta categoria.
• Distribuic¸a˜o de Conteu´do: De maneira simples, um sistema P2P de distribuic¸a˜o
de conteu´do cria uma mı´dia de armazenamento distribu´ıda que permite a publicac¸a˜o,
consulta e recuperac¸a˜o de conteu´do pelos membros da sua rede. Atualmente, a
maior parte dos sistemas P2P existentes enquadram-se nesta categoria, onde pode-
se encontrar desde aplicac¸o˜es de compartilhamento de arquivos, ate´ sistemas que
disponibilizam uma rede de distribuic¸a˜o de conteu´do segura e com funcionalidades
de publicac¸a˜o, organizac¸a˜o, indexac¸a˜o, consulta, recuperac¸a˜o e alterac¸a˜o de dados de
forma eficiente. Como exemplo desta categoria pode-se citar sistemas como Gnutella
[30], Kazaa [39], eMule [34], Freenet [32], entre outros.
3.2 Arquitetura e Roteamento
As redes P2P sa˜o geralmente separadas em duas categorias conforme sua topologia, grau
de centralizac¸a˜o e roteamento das mensagens.
3.2.1 Na˜o-estruturada
Na categoria das redes na˜o-estruturadas na˜o existe nenhum controle sobre a topologia da
rede ou sobre como as informac¸o˜es sa˜o inseridas nela. Cada nodo apenas conhece seus
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vizinhos e um mecanismo de forc¸a bruta e´ utilizado para fazer a busca pela informac¸a˜o,
quando necessa´rio.
O mecanismo de inundac¸a˜o (flooding) e´ o mais utilizado para realizar a busca pela
informac¸a˜o, onde a busca e´ propagada para toda a vizinhanc¸a de um determinado nodo
com uma certa profundidade. Os algoritmos de inundac¸a˜o tendem a causar graves im-
plicac¸o˜es na escalabilidade da rede pela necessidade de muitas mensagens serem enviadas
ate´ que a busca seja completada. Ale´m disso, muitas mensagens duplicadas sa˜o recebidas
pelos nodos em uma busca e mesmo utilizando algumas te´cnicas para diminu´ı-las, como
o random walk [40], a escalabilidade acaba sendo comprometida, aparecendo como um
grande entrave para algumas aplicac¸o˜es P2P.
A incompleteza do resultado em redes na˜o-estruturadas tambe´m e´ um problema. Fre-
quentemente um dado raro na˜o e´ encontrado devido a dificuldade de buscar informac¸o˜es
em nodos nesta topologia. Por outro lado, a topologia na˜o-estruturada e´ o´tima quando os
conteu´dos da rede seguem uma distribuic¸a˜o do tipo Zipf [41], isto e´, com poucos objetos
muito populares. As redes na˜o-estruturadas tambe´m sa˜o apropriadas para acomodar po-
pulac¸a˜o de nodos transientes pois na˜o existe nenhuma regra utilizadas na entrada/sa´ıda
de um nodo. Napster [42], Gnutella [30] e Kazaa [39] sa˜o exemplos cla´ssicos de sistemas
nesta categoria.
3.2.2 Estruturada
As redes P2P estruturadas sa˜o uma alternativa para suprir os problemas de escalabilidade
na busca das na˜o-estruturadas. Nestas redes a topologia e´ bem definida e o conteu´do
sempre colocado em locais determinados, resultando em buscas eficientes.
Redes P2P estruturadas frequentemente utilizam tabelas hash distribu´ıdas (DHT –
distributed hash table) como substrato em suas operac¸o˜es ba´sicas para prover sistemas
distribu´ıdos escala´veis e auto-gerencia´veis [6, 7, 8, 9]. Da mesma maneira que em uma
tabela hash tradicional, a DHT conte´m pares chave/valor referenciados como itens ou
objetos, pore´m a tabela de roteamento na DHT e´ distribu´ıda. Em um cena´rio t´ıpico, o
usua´rio da rede tem uma chave para a qual deseja buscar seu valor associado. O usua´rio
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informa a chave para qualquer um dos nodos, que executa a operac¸a˜o de busca e retorna
o valor associado a`quela chave. A representac¸a˜o do par chave/valor pode ser arbitra´ria.
Por exemplo, a chave pode ser uma palavra ou um objeto. Similarmente, o valor pode
ser uma palavra, um nu´mero ou uma representac¸a˜o bina´ria de um objeto arbitra´rio. A
representac¸a˜o dependera´ da particularidade de cada aplicac¸a˜o [43].
Para realizar a entrega de mensagens, as DHTs possuem mecanismos de roteamento.
Estes mecanismos permitem que o nodo responsa´vel por uma determinada chave possa ser
encontrado em O(log n) na maioria das DHTs, onde n e´ o nu´mero de nodos na rede. O
CAN [7] tem um desempenho um pouco diferente, na ordem de O(d
4
n
1
d ), onde d representa
o nu´mero de dimenso˜es empregadas na implementac¸a˜o do protocolo.
Sistemas estruturados teˆm problemas com populac¸o˜es extremamente transientes. Man-
ter a estrutura das tabelas de roteamento e´ relativamente custoso quando acontece uma
entrada ou sa´ıda de um nodo em todos os sistemas que empregam DHT. Outro problema
e´ relacionado as consultas, que sa˜o restritivas. O conteu´do pesquisado nas DHTs deve cor-
responder exatamente ao valor da chave e portanto buscas complexas na˜o sa˜o suportadas
de maneira simples [44].
Um dos protocolos DHT mais conhecido e´ o Chord [8], que utiliza um espac¸o circular
de identificadores, com tamanhos de m-bits, para fazer a associac¸a˜o entre nodos e chaves.
O comprimento do identificador deve ser grande o suficiente para tornar neglig´ıvel a proba-
bilidade de uma mesma hash ser utilizada por diferentes chaves. Desta maneira, o espac¸o
circular tem tamanho 2m. O nu´mero de saltos esperados para rotear uma mensagem no
Chord e´ 1
2
log2n, em um sistema com n nodos.
A Figura 3.4 ilustra o Chord e mostra um c´ırculo de identificadores com m = 3 e
treˆs nodos conectados (c´ırculos brancos). O conjuto de chaves e´ {1, 2, 6} e elas esta˜o
associadas respectivamente com os nodos 0, 1 e 3. Neste exemplo, pelo fato do sucessor
da chave 1 entre os nodos da rede ser o pro´prio nodo 1, a chave 1 e´ associada com o nodo
1. Similarmente, o sucessor da chave 2 e´ o 3, o primeiro nodo movendo no sentido hora´rio
a partir do 2, no c´ırculo de identificadores. Para a chave 6, o sucesssor e´ encontrado no
nodo 0.
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Figura 3.4: C´ırculo de identificadores do Chord.
Para localizar as chaves de maneira mais eficiente, as mensagens no Chord sa˜o enca-
minhadas no espac¸o circular de identificadores com a ajuda de uma tabela de roteamento
chamada finger table. Cada nodo n mante´m uma finger table com m entradas contendo
os identificadores e os enderec¸os IP de seus vizinhos. A i-e´sima entrada da tabela de n
aponta ao sucessor do identificador [(n+2i−1) mod 2m], onde 1 ≤ i ≤ m. Como exemplo,
consideremos o nodo 0 (n = 0) na Figura 3.5. As entradas na finger table do nodo 0 sa˜o
computadas da seguinte maneira:
• i = 1 : sucessor [(0 + 20) mod 23 → sucessor (1) = 1
• i = 2 : sucessor [(0 + 21) mod 23 → sucessor (2) = 3
• i = 3 : sucessor [(0 + 22) mod 23 → sucessor (4) = 0
Suponha que o nodo 1 procura pela chave k = 6, no qual e´ armazenada no nodo 0. O
nodo que inicia a busca encontra em sua finger table o nodo n′ com o maior identificador
tal que n′ seja localizado entre n e k no c´ırculo. Em outras palavras, dado que 3 e´ o
maior identificador apontado pela finger table de 1, localizado entre 1 e 6 no c´ırculo,
enta˜o n′ = 3. Se tal nodo existe, a busca e´ encaminhada para n′, que por sua vez se torna
n e executa a mesma operac¸a˜o de busca. Caso contra´rio, o nodo que atualmente mante´m
a busca retorna seu sucessor no c´ırculo como sucessor(k).
Outros exemplos de DHTs sa˜o o CAN [7], que utiliza uma arquitetura no espac¸o de
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Figura 3.5: Finger table do Chord.
coordenadas Cartesiano para organizar os nodos; o Tapestry [9], que de maneira parecida
com o Chord utiliza uma abordagem baseada em prefixos de m-bits para determinar os
nodos; e o Pastry [6], muito similar ao Tapestry, diferenciando principalmente na sua
abordagem de replicac¸a˜o dos objetos.
3.3 Estrate´gias de Replicac¸a˜o
As redes peer-to-peer garantem aos sistemas a escalabilidade em relac¸a˜o a capacidade
crescente do nu´mero de usua´rios, automaticamente se adaptando a falhas nos nodos e
nas conexo˜es existentes entre eles. Entretanto, na˜o podemos assumir a disponibilidade
dos servic¸os caso um nodo responsa´vel por uma tarefa espec´ıfica seja desconectado. Uma
maneira de contornar este problema e´ fazendo a co´pia das informac¸o˜es deste nodo em
outro, ao qual assume as tarefas do nodo desconectado.
A replicac¸a˜o de dados consiste em manter mu´ltiplas co´pias de objetos, chamados
re´plicas, em computadores ou reposito´rios separados [45]. A replicac¸a˜o e´ muito importante
em sistemas distribu´ıdos pois (i) aumenta a disponibilidade dos objetos; (ii) aumenta o
desempenho ao reduzir a sobrecarga de comunicac¸a˜o e aumentando a vaza˜o; e (iii) aumenta
a confiabilidade dos dados.
Alguma soluc¸o˜es de replicac¸a˜o assumem dados esta´ticos e somente de leitura, por
exemplo arquivos de mu´sica. Outras soluc¸o˜es consideram atualizac¸o˜es, mas simplificam
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o gerenciamento das re´plicas assumindo que na˜o existam conflitos de atualizac¸o˜es e que
somente uma co´pia aceita operac¸o˜es de escritas. Aplicac¸o˜es mais avanc¸adas precisam de
abordagens mais sofisticadas para tratar operac¸o˜es de escritas em todas as re´plicas. Em
ambientes de preservac¸a˜o digital as re´plicas na˜o sa˜o modificadas [46]. Feita uma re´plica,
ela se torna imuta´vel no sistema. Portanto na˜o estamos interessados em estrate´gias e
mecanismos de atualizac¸o˜es das re´plicas.
Sistemas P2P na˜o-estruturados tais como Napster e Gnutella frequentemente utilizam
replicac¸a˜o para aumentar a disponibilidade dos arquivos e o desempenho das buscas. A
replicac¸a˜o acontece “naturalmente” pelo fato de nodos requisitarem e copiarem co´pias de
arquivos uns nos outros. Este esquema e´ chamado de replicac¸a˜o passiva. Por sua vez,
as P2P estruturadas geralmente empregam esquemas mais complexos de replicac¸a˜o. No
restante desta sec¸a˜o descrevemos estrate´gias de replicac¸a˜o comumente utilizadas em redes
P2P estruturadas. Dividimos as estrate´gias em treˆs categorias: replicac¸a˜o na vizinhanc¸a,
replicac¸a˜o no caminho e replicaca˜o com mu´ltiplas chaves.
3.3.1 Replicac¸a˜o na Vizinhanc¸a
Nas DHTs, nodos guardam e manteˆm uma lista de outros nodos na sua tabela de rotea-
mento com informac¸o˜es necessa´rias para fazer a transmissa˜o das mensagens. Estas listas
podem ser u´teis para realizar a estrate´gia de replicac¸a˜o baseada na vizinhanc¸a (neighbor
replication). Podemos separar a replicac¸a˜o na vizinhanc¸a em dois tipos:
• Lista de sucessores (sucessor-list). O Chord e outros protocolos DHT que man-
teˆm uma lista de sucessores podem se beneficiar deste tipo de replicac¸a˜o. A DHT
guarda uma re´plica em cada um dos r nodos imediatamente localizados apo´s o nodo
responsa´vel pela primeira co´pia. Se o nodo responsa´vel pela primeira co´pia falhar,
enta˜o o dado estara´ dispon´ıvel nos seus r sucessores.
• Conjunto folha (leaf-set). O roteamento de alguns protocolos, como o Pastry [6] e
o Kademlia [47], acontece alternando a direc¸a˜o dos nodos sucessores e antecessores.
Assim, de maneira similar a te´cnica da lista de sucessores, a replicac¸a˜o do conjunto
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folha guarda itens do nodo responsa´vel pela primeira co´pia nos seus ⌊r/2⌋ pro´ximos
sucessores e ⌊r/2⌋ pro´ximos antecessores.
Uma desvantagem desta estrate´gia e´ que qualquer requisic¸a˜o feita para uma re´plica r
espec´ıfica deve ser primeiro roteada para o nodo responsa´vel pela primeira co´pia e somente
depois pode ser encaminhada para os r vizinhos. Isto faz com que o primeiro nodo se
torne um ponto de contenc¸a˜o, desacelerando algumas operac¸o˜es. Outra desvantagem e´
que o nu´mero de re´plicas na˜o pode exceder o tamanho da lista de vizinhos, dado que
o nu´mero de vizinhos e´ atrelado ao protocolo DHT. Neste caso um eventual sistema de
arquivamento digital poderia na˜o alcanc¸ar o fator de replicac¸a˜o desejado para preservar
suas informac¸o˜es.
Se um nodo na˜o tem capacidade suficiente para armazenar uma determinada co´pia
de um objeto, enta˜o outros nodos da vizinhanc¸a poderiam ser explorados para conseguir
um fator de replicac¸a˜o maior [48]. Neste caso algumas heur´ısticas tais como random-fit,
first-fit, best-fit e worst-fit poderiam ser aplicadas para escolher o melhor conjunto da
vizinhanc¸a.
3.3.2 Replicac¸a˜o no Caminho
Replicac¸a˜o no caminho (path replication), replica o objeto pelo caminho que uma mensa-
gem de busca da DHT e´ roteada. Buscas geradas por diferentes nodos tendem a convergir
para alguns nodos espec´ıficos antes de chegar no nodo que conte´m a co´pia original. A re-
plicac¸a˜o no caminho faz com que as buscas passem por menos nodos e consequentemente
sejam mais ra´pidas.
O propo´sito dessa estrate´gia e´ primordialmente garantir um bom desempenho, pois a
antecipac¸a˜o dos objetos em uma busca pode ser encarada como uma espe´cie de cache. O
Tapestry [9] se beneficia da replicac¸a˜o no caminho com este objetivo.
Da mesma maneira que na replicac¸a˜o na vizinhanc¸a, esta estrate´gia tambe´m e´ atrelada
ao protocolo DHT e o fator desejado de replicac¸a˜o pode na˜o ser alcanc¸ado dependendo
do nu´mero de nodos que esta˜o no caminho.
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3.3.3 Replicac¸a˜o com Publicac¸a˜o de Mu´ltiplas Chaves
Nessa estrate´gia uma chave de um objeto e´ replicada em r nodos distintos da rede [49].
Nodos precisam conhecer o esquema de replicac¸a˜o para inserir um dado corretamente e
ser capaz de busca´-lo mais tarde. Separamos esta estrate´gia em treˆs grupos.
• Hash Correlacionado No hash correlacionado (correlated hashing), cada objeto
com identificador ID e´ inserido na DHT por uma hash do tipo h(i; ID), onde i indica
o nu´mero da re´plica (1 ≤ i ≤ r). A func¸a˜o hash e´ definida da seguinte maneira:
h(1; ID) = ID; h(i; ID) = h(i+ ID), onde “+” e´ a concatenac¸a˜o, i e´ o nu´mero da
re´plica e h e´ a hash. Em outras palavras, todas as chaves de um determinado objeto
sa˜o correlacionadas a primeira (ou alguma outra) chave. O BRICKS [4] usa hash
correlacionado.
• Replicac¸a˜o Sime´trica. Outra estrate´gia proposta para criar mu´ltiplas chaves a
partir de u´nico objeto e´ a replicac¸a˜o sime´trica (symmetric replication) [50]. A prin-
cipal ide´ia e´ que cada identificador de nodo no sistema seja associado com r outros
identificadores. Se o identificador i e´ associado com j, enta˜o o nodo responsa´vel
pelo item i deve guardar ambos itens i e j. Similarmente, o nodo responsa´vel por
j deve guardar ambos itens de i e j. Por exemplo, se o identificador 0 e´ associado
com os identificadores 0, 4, 8 e 12, enta˜o qualquer nodo responsa´vel por qualquer
um dos itens 0, 4, 8 ou 12 tem que guardar todos os itens 0, 4, 8 e 12. Portanto,
para recuperar o item 0, uma busca pode ser enviada a qualquer um dos nodos
responsa´veis pelos itens 0, 4, 8 e 12.
O grande problema desta estrate´gia e´ que o nu´mero de re´plicas sempre tem que ser
o mesmo para todos os itens no sistema.
• Mu´ltiplas Func¸o˜es Hash. A ide´ia no uso de mu´ltiplas func¸o˜es hash e´ que se r
re´plicas de um par chave/valor sa˜o necessa´rias, enta˜o e´ aplicado r func¸o˜es nesse par,
obtendo r identificadores e publicando as co´pias em r nodos distintos no sistema.
CAN [7] e Tapestry usam essa abordagem.
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Um dos desafios nesta estrate´gia e´ como escolher uma func¸a˜o hash ainda na˜o utili-
zada na hora de criar uma nova re´plica e como escolher uma func¸a˜o hash ja´ existente
na hora de fazer a requisic¸a˜o de um item [51]. Uma maneira simples para criar as
mu´ltiplas hashs e´ anexando um “sal” i no final da chave do objeto, onde i indica
o nu´mero da re´plica a ser criada. Suponha que o nome do objeto e´ foo, enta˜o
h(foo1), h(foo2), . . . , h(foor) nos daria r hashs para este objeto.
Cap´ıtulo 4
Um Modelo de Replicac¸a˜o Confia´vel
para Arquivamento Digital
“In wildness is the preservation of the world.” –
Henry David Thoreau, Walking (1862)
Replicar a informac¸a˜o em quais reposito´rios? Esta e´ uma pergunta frequente de organi-
zac¸o˜es e sistemas preocupados com o arquivamento digital. Nem sempre um determinado
conjunto de reposito´rios garante a confiabilidade suficiente para a informac¸a˜o, que deve
ser preservada por de´cadas ou ate´ centenas de anos. E´ comum reposito´rios falharem por
va´rias razo˜es, comprometendo o arquivamento a longo prazo destas informac¸o˜es. Ale´m
disso, e´ deseja´vel que o sistema de arquivamento seja financeiramente via´vel e o custeio
da estrate´gia de armazenamento das informac¸o˜es seja pratica´vel. Portanto, um grande
desafio dos sistemas de arquivamento digital e´ como selecionar os reposito´rios que ira˜o
armazenar as re´plicas, preservando-as de modo que os recursos do sistema sejam otimiza-
dos.
Neste cap´ıtulo apresentamos um modelo de replicac¸a˜o confia´vel de conteu´do para sis-
temas de arquivamento digital. No modelo proposto, reposito´rios de arquivamento sa˜o
organizados como um sistema baseado em comunidades com o objetivo de garantir a con-
fiabilidade a longo prazo do conteu´do digital. Tal modelo se caracteriza pela autonomia
dos reposito´rios aos quais sa˜o associadas probabilidades independentes de falha. A asso-
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ciac¸a˜o de probabilidades de falha aos reposito´rios permite que o conteu´do replicado seja
organizado utilizando de maneira racional os recursos de armazenamento do sistema de
arquivamento.
Este cap´ıtulo esta´ organizado da seguinte maneira. A sec¸a˜o 4.1 apresenta uma visa˜o
geral dos componentes do modelo e as razo˜es de sua escolha. A sec¸a˜o 4.2 apresenta a
formalizac¸a˜o teo´rica do modelo, bem como sua definic¸a˜o equivalente, u´til para a construc¸a˜o
dos algoritmos de replicac¸a˜o apresentados na sec¸a˜o 4.3. A avaliac¸a˜o emp´ırica do modelo
e dos algoritmos e´ mostrada atrave´s de simulac¸a˜o na sec¸a˜o 4.4.
4.1 Visa˜o Geral
O modelo de replicac¸a˜o proposto utiliza a abordagem baseada em comunidades autoˆno-
mas para organizar os reposito´rios de armazenamento. O modelo conte´m os seguintes
componentes:
• Uma rede de reposito´rios de arquivamento responsa´vel pelo armazenamento das re´-
plicas. Reposito´rios ira˜o cooperar uns com os outros para prover a preservac¸a˜o a
longo prazo das informac¸o˜es. Cada reposito´rio possui uma capacidade de armaze-
namento limitada.
• Itens ou objetos digitais, que sa˜o as unidades ba´sicas dos dados preservados. Os
objetos digitais geralmente sa˜o agrupados em colec¸o˜es, que podem ser qualquer
conjunto de objetos, por exemplo um grupo de fotos, uma colec¸a˜o de revistas digitais,
um conjunto de documentos de texto e etc.
• O modelo tambe´m possui clientes, que sa˜o usua´rios ou aplicac¸o˜es responsa´veis por
depositar e recuperar objetos digitais e operar o sistema.
Para cada reposito´rio existe um valor associado que indica a probabilidade de seus
dados na˜o serem perdidos em um determinado per´ıodo de tempo. Para determinar esta
probabilidade, podemos considerar alguns paraˆmetros como a quantidade de bugs, as
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vulnerabilidades no sistema, fatores humanos como a falta de responsabilidade do admi-
nistrador do sistema, a taxa que ma´quinas sa˜o reparadas, dentre outros. Denominaremos
esta probabilidade como a confiabilidade do reposito´rio. Embora a confiabilidade do re-
posito´rio possa mudar com o passar do tempo, assumimos neste primeiro trabalho que ela
e´ constante.
A confiabilidade do objeto pode ser determinada a partir da confiabilidade dos reposi-
to´rios que armazenam re´plicas deste objeto. Podemos interpretar a confiabilidade de um
objeto como a probabilidade dele na˜o ser perdido em um intervalo particular de tempo
[2]. O modelo tambe´m permite que o usua´rio escolha a confiabilidade desejada de um
objeto a ser inserido na rede, criando as re´plicas e definindo a quantidade delas conforme
a confiabilidade de cada reposito´rio. Atrave´s da confiabilidade desejada o usua´rio tem a
capacidade de especificar quais objetos sa˜o mais importantes e quais merecem um tempo
maior para a preservac¸a˜o. Assim, ao na˜o considerar um grau de replicac¸a˜o fixo, o nu´mero
de re´plicas e´ reduzido de uma maneira geral e portanto tambe´m o custo total da rede de
arquivamento digital.
A Figura 4.1 ilustra os componentes do modelo. Na figura o usua´rio esta´ inserindo
um objeto com confiabilidade desejada de 90% na rede de reposito´rios. Para atingir esta
confiabilidade, uma estrate´gia seria criar re´plicas nos reposito´rios 1, 2 e 3, totalizando
uma confiabilidade de 1− (0.6× 0.2× 0.7) = 91.6% do objeto.
Figura 4.1: Principais componentes do modelo de replicac¸a˜o.
Neste cap´ıtulo estudamos treˆs diferentes estrate´gias de como selecionar reposito´rios
que satisfac¸am a confiabilidade desejada de um objeto inserido e otimize a utilizac¸a˜o
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dos recursos de armazenamento da rede. Tais estrate´gias se deram de maneira intuitiva,
pore´m foram formuladas com embasamentos teo´ricos para justificar sua utilizac¸a˜o. Nas
pro´ximas sec¸o˜es apresentaremos a definic¸a˜o formal do modelo, as estrate´gias e a avaliac¸a˜o
delas.
4.2 Definic¸a˜o Formal do Modelo
Formalmente, o modelo e´ composto de um conjunto N de |N | = n itens (objetos digitais).
Cada item i tem um tamanho si e um nu´mero 0 < ri < 1, dito a confiabilidade desejada
deste item. Ale´m disso, temos um conjunto M = {ℓ1, . . . , ℓm} de |M | = m reposito´rios,
onde cada reposito´rio ℓj tem associado um nu´mero 0 < pj < 1, dito a confiabilidade do
reposito´rio e uma capacidade de armazenamento de itens cj. Definimos a capacidade de
armazenamento livre de ℓj como fj = cj −
∑
k∈ℓj
sk. A confiabilidade do subconjunto
S ⊆M e´ definida como 1−
∏
ℓj∈S
(1− pj), que denota a probabilidade de pelo menos um
reposito´rio em S na˜o perder dados.
Definimos o problema da criac¸a˜o de re´plicas da seguinte maneira. Itens va˜o chegando
um a um on-line, ou seja, inicialmente a entrada e´ vazia e os itens va˜o chegando no decorrer
do tempo. Apo´s um item i chegar, devemos escolher um subconjunto de reposito´rios tal
que a confiabilidade desse subconjunto seja pelo menos a confiabilidade desejada de i. Em
outras palavras, devemos selecionar Si ⊆M tal que 1−
∏
ℓj∈Si
(1− pj) ≥ ri. Ale´m disso,
cada reposito´rio em Si deve suportar si. Ou seja, ∀ℓj ∈ Si, si ≤ fj tem que valer. Em
cada reposito´rio de Si colocamos enta˜o uma co´pia do item i (re´plica) para satisfazer ri.
Neste modelo, temos o objetivo de selecionar subconjuntos de reposito´rios que mini-
mizem o “desperd´ıcio” de suas confiabilidades ao satisfazer a confiabilidade desejada de
um objeto inserido. Em outras palavras, para um item i queremos selecionar Si ⊆M que
fornec¸a a confiabilidade que esta´ mais pro´xima de ri. Assim, esperamos que uma quan-
tidade maior de itens possa ser inserida em M . Acreditamos que minimizar o nu´mero
de re´plicas geradas e balancear a criac¸a˜o destas re´plicas entre os reposito´rios sejam boas
heur´ısticas para alcanc¸armos tal objetivo.
A seguir, e´ feito algumas observac¸o˜es relacionadas a` viabilidade do problema de criac¸a˜o
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de re´plicas no modelo proposto.
Observac¸a˜o 1. Atribuir duas ou mais re´plicas de um mesmo item em um u´nico reposi-
to´rio na˜o traz vantagens.
Pela Observac¸a˜o 1, no pior caso criaremos m re´plicas para cada item.
Observac¸a˜o 2. Existem instaˆncias cujas soluc¸o˜es sa˜o invia´veis para o problema.
Para ilustrar a Observac¸a˜o 2, suponha que todos reposito´rios tenham baixa confia-
bilidade, e.g. 1/(m + 1). Pela Observac¸a˜o 1, na˜o temos vantagem em criar mais que
m re´plicas. Assim, ao criarmos re´plicas de um item em todos m reposito´rios, podemos
garantir uma confiabilidade de 1 −
(
1− 1
m+1
)m
≤ 1 − 1
e
≤ 2/3. Ou seja, e´ imposs´ıvel
satisfazer a confiabilidade desejada de um item que a deseje maior que 2/3. Em face da
Observac¸a˜o 2, gostar´ıamos de identificar condic¸o˜es que tornam uma instaˆncia do problema
via´vel/invia´vel. Uma caracterizac¸a˜o (uma condic¸a˜o do tipo se e somente se) seria o ideal
neste caso.
Observac¸a˜o 3. Devido a` natureza on-line da entrada, na˜o ha´ como saber se uma instaˆn-
cia do problema e´ via´vel.
Pela Observac¸a˜o 3, so´ podemos afirmar que uma instaˆncia e´ invia´vel se o u´ltimo item
que chegou tornar a instaˆncia invia´vel, impossibilitando a caracterizac¸a˜o das instaˆncias
invia´veis. No entanto, sem “olharmos para o futuro” e olhando somente os itens que ja´
chegaram, o problema e´ via´vel se e somente se 1−
∏
ℓj∈Si
(1− pj) ≥ ri, ∀i ∈ N .
4.2.1 Definic¸a˜o Equivalente do Problema
A seguir, reescrevemos a restric¸a˜o de confiabilidade desejada de forma a facilitar o ma-
nuseio do problema de replicac¸a˜o. Mais especificamente, apresentamos uma definic¸a˜o
equivalente da restric¸a˜o de confiabilidade desejada, substituindo o produto´rio por um
somato´rio. Podemos reescrever a restric¸a˜o de confiabilidade desejada da seguinte forma:
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1−
∏
ℓj∈Si
(1− pj) ≥ ri ≡
∏
ℓj∈Si
(1− pj) ≤ 1− ri
≡
∏
ℓj∈Si
eln(1−pj) ≤ eln(1−ri)
≡ e
P
ℓj∈Si
ln(1−pj) ≤ eln(1−ri).
Mas
e
P
ℓj∈Si
ln(1−pj) ≤ eln(1−ri) ⇐⇒
∑
ℓj∈Si
ln(1− pj) ≤ ln(1− ri).
Como 0 < pj, ri < 1, enta˜o o valor da func¸a˜o logaritmo e´ negativa. Assim, para
clareza de notac¸a˜o, vamos redefinir as varia´veis do problema. Seja aj = − ln(1 − pj)
e bi = − ln(1 − ri), enta˜o a restric¸a˜o de confiabilidade desejada poder ser reescrita de
maneira equivalente como ∑
ℓj∈Si
aj ≥ bi
Ou seja, para um item i devemos selecionar Si ⊆ M tal que a soma de aj ultrapasse o
valor bi. Essa definic¸a˜o, ale´m de ser mais fa´cil de manusear, e´ equivalente a` definic¸a˜o
anterior.
4.3 Estrate´gias de Criac¸a˜o das Re´plicas
A seguir, iremos propor treˆs estrate´gias para soluc¸a˜o do problema de replicac¸a˜o, que
sera˜o analisadas empiricamente na sec¸a˜o 4.4. Na subsec¸a˜o 4.3.1, a motivac¸a˜o principal da
estrate´gia apresentada e´ a minimizac¸a˜o das re´plicas geradas, mas adaptac¸o˜es sa˜o feitas
para gerar um bom balanceamento entre as re´plicas (carga) nos reposito´rios. Na estrate´gia
da subsec¸a˜o 4.3.2, temos como motivac¸a˜o principal o balanceamento da carga, justificada
por resultados teo´ricos de ball-and-bins. Ale´m disso, obtivemos um limitante teo´rico para
o nu´mero de re´plicas geradas. A estrate´gia da subsec¸a˜o 4.3.3 resolve o problema sem
priorizar a minimizac¸a˜o de re´plicas ou o balanceamento, agindo como um “meio-termo”
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entre as motivac¸o˜es das outras duas estrate´gias.
4.3.1 Gulosa sobre Subconjuntos
E´ poss´ıvel acontecer situac¸o˜es nas quais os reposito´rios esta˜o cheios no momento da criac¸a˜o
de alguma re´plica. Logicamente que explorar outros reposito´rios e na˜o falhar naquele
primeiro que esteja cheio, resulta em uma taxa de inserc¸a˜o maior de itens, e este e´ o nosso
objetivo. Portanto, no restante do artigo e na avaliac¸a˜o que se segue, os algoritmos sempre
exploram outros reposito´rios quando alguns na˜o teˆm mais capacidade para armazenar
uma determinada re´plica. Ao tentar criar a re´plica no reposito´rio, e´ verificado se o espac¸o
de armazenamento livre dele e´ suficiente para aloca´-la e caso na˜o seja outro reposito´rio
aleato´rio do subconjunto e´ explorado. Por razo˜es de simplicidade e clareza na˜o expomos
esses detalhes nos algoritmos a seguir.
Vamos supor que estamos querendo minimizar o nu´mero total de re´plicas, a princ´ıpio
sem nos preocupar com o balanceamento de carga. Enta˜o, usando a definic¸a˜o equivalente
da Sec¸a˜o 4.2.1, basta resolvermos o programa linear inteiro (PLI) a seguir
min
∑
ℓj∈M
xj
s.t.
∑
ℓj∈M
ajxj ≥ bi
xj ∈ {0, 1} ∀ℓj ∈M
O PLI descrito pode ser resolvido na otimalidade ordenando os valores aj de maneira
na˜o-crescente e incluindo na soluc¸a˜o do problema os valores nesta ordem ate´ a soma dos
valores selecionados alcanc¸ar bi, como mostra o Algoritmo 1.
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input: set M , desired reliability bi of item i
begin
sort M in non-increasing order according to the values aj. S = ∅
t = 1
while
∑
ℓj∈S
aj < bi do
S = S ∪ {ℓt}
t = t+ 1
return S
end
Algoritmo 1: Na¨ıveGreedy
Esta estrate´gia gulosa, ale´m de muito simples e eficiente, e´ suficiente para resolver o
problema na otimalidade em relac¸a˜o ao nu´mero de re´plicas pois em nenhum momento
e´ mais vantajoso incluir outro valor fora da ordem. Contudo, note que esta estrate´gia
acumula as re´plicas nos reposito´rios com maiores confiabilidades e isto e´ ruim para o
balanceamento de carga, ja´ que as re´plicas sera˜o atribu´ıdas, em sua maior parte, ao
mesmo subconjunto de reposito´rios. Para resolver isso, executamos o Algoritmo 1 sob um
subconjunto de reposito´rios escolhido aleatoriamente, como explicado a seguir.
Seja f um nu´mero inteiro. Para cada item i que chega, primeiramente selecionamos
um conjunto F ⊆ M de maneira aleato´ria, tal que |F | = f . Apo´s isso, executamos o
algoritmo guloso para selecionar o menor subconjunto S ⊆ F que atinja a confiabilidade
desejada de i.
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input: set M , desired reliability bi of item i
begin
select f random sites from M , call this set F
sort F in non-increasing order according to the values aj
S = ∅
t = 1
while
∑
ℓj∈S
aj < bi do
S = S ∪ {ℓt ∈ F}
t = t+ 1
return S
end
Algoritmo 2: Greedy
No Algoritmo 2, note que se f = |M |, enta˜o reca´ımos no problema do acu´mulo de
re´plicas nos reposito´rios com maiores confiabilidades. Por outro lado, se f for pequeno,
na˜o existem muitas opc¸o˜es de escolha sobre F ou na˜o ha´ reposito´rios suficientes para
satisfazer a confiabilidade desejada de um item. O desafio e´ encontrar um valor f que
na˜o sobrecarregue os reposito´rios, mas que ao mesmo tempo criemos poucas re´plicas. Na
Sec¸a˜o 4.4, sa˜o avaliados resultados para va´rios valores de f .
4.3.2 Aleatorizada
A seguir, apresentamos a estrate´gia que utiliza aleatoriedade para a resoluc¸a˜o do problema
de criac¸a˜o de re´plicas.
input: set M , desired reliability ri of item i
begin
S = ∅
while reliability of S < ri do
choose ℓj ∈M uniformly at random
S = S ∪ {ℓj}
return S
end
Algoritmo 3: Randomized
O Algoritmo 3 apresenta a estrate´gia Aleatorizada. Nesta estrate´gia, consideramos
que as confiabilidades dos reposito´rios esta˜o distribu´ıdas uniformemente em um inter-
36
valo. Formalmente, estamos assumindo que os valores pj sa˜o escolhidos de acordo com a
distribuic¸a˜o uniforme cont´ınua no intervalo [a, b], onde a > 0 e b < 1. Sem perda de gene-
ralidade, a confiabilidade de um reposito´rio pode ser interpretada como a probabilidade
daquele reposito´rio estar dispon´ıvel. Desta forma interpretamos tambe´m a confiabilidade
desejada de um item como a probabilidade dele estar em pelo menos um reposito´rio dis-
pon´ıvel. Assim, consideramos tambe´m que o nu´mero esperado de reposito´rios dispon´ıveis
e´ pelo menos 8 lnm; note que isto na˜o e´ uma suposic¸a˜o forte para o problema, visto que
a frac¸a˜o esperada 8 lnm
m
de reposito´rios dispon´ıveis tende a 0 quando m tende ao infinito.
Por exemplo, para m = 1000, estamos supondo que a frac¸a˜o esperada de reposito´rios dis-
pon´ıveis seja 8 ln 1000
1000
≈ 0, 05, ou seja, estamos supondo que na me´dia 5% das reposito´rios
estejam dispon´ıveis em um determinado instante.
Seja Xj a va´ria´vel aleato´ria que e´ igual a 1 se o reposito´rio ℓj esta´ dispon´ıvel e 0
caso contra´rio. Seja X =
∑
j∈M Xj. Pelo fato de termos assumido que as confiabilidades
dos reposito´rios sa˜o distribu´ıdas de acordo com a distribuic¸a˜o uniforme cont´ınua, enta˜o
E[X] = m(a+b)
2
. Como esse valor e´ esperado, pode acontecer de num determinado ins-
tante um nu´mero menor de reposito´rios estarem dispon´ıveis. No entanto, o nu´mero de
reposito´rios dispon´ıveis na˜o pode ser muito menor que a me´dia, como mostra o Lema 4.3.1
Lema 4.3.1. Seja Xj uma varia´vel aleato´ria que e´ igual a 1 se o reposito´rio ℓj esta´
dispon´ıvel, 0 caso contra´rio. Seja X =
∑
ℓj∈M
Xj a v.a. do nu´mero total de reposito´rios
dispon´ıveis. Enta˜o Pr(X < 1
4
E[X]) < 1
m2
.
Demonstrac¸a˜o. Note que X e´ uma somato´ria de v.a. de Poisson. Portanto, podemos
aplicar o limitante de Chernoff, obtendo Pr(X < (1− 3
4
)E[X]) ≤ e−
9E[X]
32 ≤ m−2, onde a
u´ltima desigualdade segue do fato que E[X] ≥ 8 lnm.
O Lema 4.3.1 nos diz que, ao escolher um reposito´rio aleatoriamente de maneira uni-
forme, com alta probabilidade (ou seja, probabilidade maior que 1− 1
m2
), uma frac¸a˜o de a+b
8
dos reposito´rios esta˜o dispon´ıveis. Assim, ao escolhermos k reposito´rios aleatoriamente
de maneira uniforme, a probabilidade de um ou mais reposito´rios estarem dispon´ıveis e´
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pelo menos
1−
(
1−
a+ b
8
)k
,
e queremos que isso seja maior que a confiabilidade desejada ri, para um item i. Assim,
ao escolher k =
⌈
8
a+b
ln
(
1
1−ri
)⌉
reposito´rios aleatoriamente de maneira uniforme para
colocar as re´plicas, a confiabilidade desejada do item i e´ satisfeita com alta probabilidade,
como afirma o Teorema 4.3.2.
Teorema 4.3.2. Basta um item i colocar k =
⌈
8
a+b
ln
(
1
1−ri
)⌉
re´plicas em k reposito´-
rios escolhidos aleatoriamente de maneira uniforme para que, com alta probabilidade, a
confiabilidade desejada de i seja satisfeita.
Como exemplo de aplicac¸a˜o do Teorema 4.3.2, suponha que as confiabilidades dos
reposito´rios esta˜o distribu´ıdas uniformemente entre 50% e algo pro´ximo de 100%. Assim,
um item que deseja uma confiabilidade de 95%, precisa escolher
⌈
8
0,5+1
ln
(
1
1−0,95
)⌉
= 16
reposito´rios aleatoriamente de maneira uniforme para colocar suas re´plicas.
Com relac¸a˜o ao balanceamento de carga, podemos notar que o Algoritmo 3 faz com
que uma re´plica sempre escolha um reposito´rio aleatoriamente de maneira uniforme. Ou
seja, o Algoritmo 3 simula o processo de balls and bins, bastante estudado na a´rea de
algoritmos probabil´ısticos. Assim, os resultados ja´ existentes se encaixam de maneira
direta no nosso problema. Os resultados dos Teoremas 4.3.3 e 4.3.4 podem ser facilmente
obtido a partir dos resultados sobre balls and bins [5], as demonstrac¸o˜es sera˜o omitidas
por questo˜es de espac¸o.
Teorema 4.3.3. Se n bolas sa˜o jogadas aleatoriamente de maneira independente e uni-
forme em m recipientes, enta˜o a carga ma´xima e´ limitada por 2e n
m
+ 2 logm com alta
probabilidade.
Teorema 4.3.4. Seja n ≥ m logm. Se n bolas sa˜o jogadas aleatoriamente de maneira
independente e uniforme em m recipientes enta˜o a carga ma´xima e´ limitada por n
m
+
√
8m
n
logm com alta probabilidade.
Respectivamente, os Teoremas 4.3.3 e 4.3.4 dizem respeito a quando temos um nu´mero
pequeno e grande de bolas (no nosso problema, sa˜o os itens). No entanto, em situac¸o˜es
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pra´ticas, e´ prova´vel que n ≥ m logm, e assim o Teorema 4.3.4 nos diz que, com alta
probabilidade, o reposito´rio mais cheio tera´ um nu´mero constante de itens a mais que o
balanceamento o´timo.
4.3.3 Subconjunto Ideal
A ide´ia desta estrate´gia e´ selecionar um subconjunto aleato´rio S ⊆ M de reposito´rios, e
enta˜o selecionar o subconjunto F ⊆ S que fornec¸a a confiabilidade que esta´ mais pro´xima
da confiabilidade desejada do item. Ou seja, queremos selecionar F ⊆ S ⊆ M que
minimize 1 −
∏
ℓj∈F
(1 − pj) − ri. Usando a definic¸a˜o equivalente do problema, o que
queremos e´ resolver o seguinte PLI
min
∑
ℓj∈S
ajxj − bi
s.t.
∑
ℓj∈S
ajxj ≥ bi
xj ∈ {0, 1} ∀ℓj ∈ S
Ao resolvermos o PLI, se o valor o´timo for igual a 0 enta˜o existe um subconjunto de
valores que somados da˜o exatamente bi; se o valor o´timo for maior que 0, enta˜o na˜o existe
tal subconjunto. Desta forma poder´ıamos resolver o problema de decisa˜o SUBSET-SUM
que e´ NP-COMPLETO [52]. Portanto, o PLI e´ NP-DIFI´CIL e, assumindo P 6= NP, na˜o
existe algoritmo polinomial que resolva este problema. No entanto, existe um algoritmo de
programac¸a˜o dinaˆmica que resolve esse problema em tempo pseudo-polinomial e na pra´tica
e´ satisfato´rio1 para a grande maioria das instaˆncias [52]. Os detalhes do algoritmo sa˜o
discutidos no Apeˆndice A.
A soluc¸a˜o do PLI acima na˜o necessariamente ira´ nos fornecer uma soluc¸a˜o boa para
minimizar o nu´mero de re´plicas geradas. Apesar disso, a estrate´gia do Subconjunto Ideal
e´ motivada pelo fato que em situac¸o˜es pra´ticas e´ esperado na˜o criar muitas re´plicas e ao
1No nosso simulador a versa˜o do algoritmo por forc¸a bruta (computando todos os poss´ıveis subcon-
juntos) demorou 13.16 minutos para ser executado contra 1.1 segundos na versa˜o em programac¸a˜o
dinaˆmica para um |S| = 22. Este teste foi realizado num processador Intel Core 2 Duo, 2.00 GHz.
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mesmo tempo selecionar subconjuntos diferentes para cada item, para que a distribuic¸a˜o
das re´plicas nos reposito´rios seja feita de modo a balancear a carga.
4.4 Avaliac¸a˜o e Simulac¸a˜o de Experimentos
Atrave´s de experimentos avaliamos as treˆs estrate´gias de criac¸a˜o de re´plicas utilizados
no nosso modelo de replicac¸a˜o. Foi utilizado um simulador pro´prio que implementa os
algoritmos e insere uma massa de dados. Todos os experimentos foram executados 10
vezes e a me´dia foi coletada. Em todos os experimentos consideramos um conjunto de
100 reposito´rios.
4.4.1 Nu´mero de Re´plicas Inseridas
Para a primeira se´rie de experimentos, o simulador foi executado para reposito´rios com a
confiabilidade me´dia variando entre 50%, 60%, 70% e 80%, com o desvio padra˜o de 6% em
cada um deles. Realizamos a inserc¸a˜o de 1000 itens aleato´rios, todos com a confiabilidade
desejada de 99%. Neste experimento desconsideramos o tamanho dos itens e a capacidade
dos reposito´rios.
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Figura 4.2: Estrate´gia Aleatorizada: nu´-
mero de re´plicas inseridas em func¸a˜o do
tamanho do subconjunto.
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Figura 4.3: Estrate´gia Gulosa: nu´mero de
re´plicas inseridas em func¸a˜o do tamanho
do subconjunto.
As Figuras 4.2, 4.3 e 4.4 ilustram o primeiro experimento, ao qual as re´plicas sa˜o
geradas em func¸a˜o do tamanho do subconjunto nas treˆs estrate´gias. Obviamente que
para a estrate´gia Aleatorizada na˜o faz sentido variar o tamanho do subconjunto pois
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esta estrate´gia na˜o depende de tal paraˆmetro, mas o gra´fico e´ ilustrado como forma de
comparac¸a˜o com as outras estrate´gias. Vale observar tambe´m que nas outras duas es-
trate´gias, dependendo da confiabilidade me´dia dos reposito´rios, a linha inicia somente
apo´s um determinado tamanho do subconjunto de reposito´rios selecionados. O motivo
e´ que para um tamanho muito pequeno do subconjunto, a confiabilidade desejada na˜o
e´ satisfeita na inserc¸a˜o de todos os itens. Por exemplo, em todos os gra´ficos o eixo x
inicia no valor 4, pois para valores menores que isso a estrate´gia do Subconjunto Ideal e
Gulosa na˜o sa˜o capazes de inserir todos os 1000 itens. Portanto, os resultados obtidos
nestes gra´ficos somente plotam linhas quando todos os itens sa˜o inseridos com sucesso.
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Figura 4.4: Estrate´gia do Subconjunto Ideal:
nu´mero de re´plicas inseridas em func¸a˜o do
tamanho do subconjunto.
Conforme o tamanho do subconjunto
de reposito´rios cresce, a quantidade de re´-
plicas suficientes para alcanc¸ar a confiabi-
lidade desejada diminui. Esta diminuic¸a˜o
e´ mais acentuada na estrate´gia Gulosa (Fi-
gura 4.3), a qual tem o objetivo expl´ıcito de
diminuir as re´plicas, sempre criando-as em
reposito´rios com maior confiabilidade. A
alternativa do Subconjunto Ideal (Figura
4.4) tambe´m apresenta um declive, pore´m
menor que na estrate´gia Gulosa e maior
que na Aleatorizada (Figura 4.2).
4.4.2 Balanceamento da Carga
O desvio padra˜o da carga dos reposito´rios (em termos de armazenamento de re´plicas) e´
uma medida suficiente para observar o balanceamento apo´s a inserc¸a˜o das re´plicas. Dessa
maneira, a Figura 4.5 ilustra o segundo experimento que mostra o desvio padra˜o da carga
dos reposito´rios variando em func¸a˜o do tamanho dos subconjuntos. Foi utilizado uma
confiabilidade me´dia de 60% para os reposito´rios com 6% de desvio padra˜o (o mesmo
41
experimento foi repetido para reposito´rios com outras confiabilidades e o resultado obtido
foi proporcionalmente o mesmo).
Da mesma maneira que no experimento anterior, a alternativa Aleatorizada na˜o sofre
influeˆncia sobre o tamanho do subconjunto de reposito´rios selecionados. Para as outras
estrate´gias, podemos observar que quanto maior o tamanho do subconjunto, maior o
desvio padra˜o da carga. A estrate´gia Gulosa e´ a que tem o pior balanceamento.
Alterar a variaˆncia da confiabilidade dos reposito´rios acarreta um resultado na˜o-
intuitivo a primeira vista para as estrate´gias Gulosa e do Subconjunto Ideal. Tais es-
trate´gias dependem de um subconjunto de tamanho mı´nimo para garantir a inserc¸a˜o de
todos itens. Aumentando o desvio padra˜o da confiabilidade dos reposito´rios, aumenta a
probabilidade de selecionar um subconjunto “ruim”, ou seja, que na˜o satisfac¸a a confiabi-
lidade desejada de algum item. Portanto, aumentar o desvio padra˜o impacta em tambe´m
aumentar o tamanho mı´nimo necessa´rio do subconjunto de reposito´rios para realizar a
inserc¸a˜o de todos os itens, como ilustram as Tabelas 4.2 e 4.1. O makespan – carga da
ma´quina mais carregada – tambe´m e´ analisado nas tabelas.
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Figura 4.5: Desvio padra˜o da carga dos repo-
sito´rios em func¸a˜o do tamanho dos subcon-
juntos.
Na estrate´gia Gulosa (Tabela 4.1), para
um conjunto de reposito´rios com desvio pa-
dra˜o de 6% nas suas confiabiliaddes, o me-
nor tamanho dos subconjuntos que garante
a inserc¸a˜o de 1000 itens e´ 9; o makespan e´
109. Em um conjunto com desvio padra˜o
de 28% (o ma´ximo i.e., variando a confia-
bilidade dos reposito´rios de 1% ate´ 99%),
o menor tamanho de subconjuntos que ga-
rante a inserc¸a˜o de 1000 itens e´ 11; o ma-
kespan e´ 125.
Na estrate´gia do Subconjunto Ideal
(Tabela 4.2), para um conjunto com des-
vio padra˜o na confiabilidade dos reposito´rios de 6%, o menor tamanho dos subconjuntos
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que garante a inserc¸a˜o de 1000 itens e´ 8; o makespan e´ 96. Enquanto isso, em um con-
junto com desvio padra˜o na confiabilidade dos reposito´rios de 28% o menor tamanho dos
subconjuntos que garante a inserc¸a˜o de 1000 itens e´ 11; o makespan e´ 114.
σ Subset Size Makespan
6 % 9 109
28 % 11 125
Tabela 4.1: Variando o desvio padra˜o da con-
fiabilidade dos reposito´rios na estrate´gia Gu-
losa.
σ Subset Size Makespan
6 % 8 96
28 % 11 114
Tabela 4.2: Variando o desvio padra˜o da con-
fiabilidade dos reposito´rios no Subconjunto
Ideal.
4.4.3 Makespan
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Figura 4.6: Makespan em func¸a˜o do tamanho
do subconjunto.
As Figuras 4.6, 4.7 e 4.8 ilustram o terceiro
experimento no qual a carga da ma´quina
mais carregada, ou o makespan, e´ plotado
em func¸a˜o do tamanho do subconjunto de
reposito´rios (repare que o eixo x mostra
mais valores que nas figuras anteriores).
Conforme o tamanho do subconjunto de
reposito´rios selecionados cresce, o makes-
pan tambe´m cresce nas estrate´gias Gulosa
e do Subconjunto Ideal, pore´m nesta u´l-
tima, sendo sempre menor o crescimento.
Este comportamento de crescimento e´ jus-
tificado pelo fato de alguns reposito´rios se-
rem sempre os mais requisitados. Na estrate´gia Gulosa os reposito´rios mais requisitados
sera˜o obviamente os com maior confiabilidade. Os reposito´rios com menor confiabilidade
sera˜o os mais requisitados na estrate´gia do Subconjunto Ideal, pois reposito´rios com esta
caracter´ıstica sa˜o sempre utilizados para evitar o “desperd´ıcio” de confiabilidade.
Em um conjunto de reposito´rios com capacidades de armazenamento limitadas, alguns
reposito´rios podem na˜o ter espac¸o suficiente para acomodar re´plicas na inserc¸a˜o de um
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Figura 4.7: Makespan em func¸a˜o do tama-
nho do subconjunto.
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Figura 4.8: Makespan em func¸a˜o do tama-
nho do subconjunto.
item. O pro´ximo experimento discute reposito´rios com tais caracter´ısticas.
4.4.4 Taxa de Sucesso na Inserc¸a˜o de Itens
Para conjuntos de reposito´rios com capacidades de armazenamento homogeˆneas, o ma-
kespan e´ um importante ı´ndice pois avalia a taxa de sucesso na inserc¸a˜o de itens. A
estrate´gia que apresentar o maior makespan implicara´ na menor taxa de sucesso para a
inserc¸a˜o de itens. Entretanto, em ambientes reais e´ comum encontrarmos redes nas quais
a capacidade de armazenamento dos reposito´rios diferem em va´rias ordens de magnitude.
Neste tipo de rede, o makespan na˜o necessariamente vai indicar o mesmo comportamento
que nos reposito´rios com capacidade igual de armazenamento.
O principal objetivo deste experimento e´ medir a taxa de sucesso na inserc¸a˜o de itens
em reposito´rios heterogeˆneos em termos capacidade. Inserimos itens ate´ que algum deles
falhe na criac¸a˜o das re´plicas por falta de capacidade de armazenamento em um reposito´rio.
Os itens teˆm tamanho de 35 MB e confiabilidade desejada de 99%. A capacidade de
armazenamento dos 100 reposito´rios varia entre 100 MB e 100.000 MB, e confiabilidade
me´dia deles e´ de 67% (desvio padra˜o de 17%).
Dependendo da estrate´gia utilizada, alterar o tamanho do subconjunto de reposito´rios
selecionados causa diferentes taxas de inserc¸a˜o: quanto maior for o subconjunto selecio-
nado de reposito´rios, maior o nu´mero poss´ıvel de soluc¸o˜es e consequ¨entemente maior a
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taxa de inserc¸a˜o de itens. A Tabela 4.3 mostra a inserc¸a˜o de itens em func¸a˜o do tamanho
do subconjunto de reposito´rios para as treˆs estrate´gias de criac¸a˜o de re´plicas. A estrate´gia
do Subconjunto Ideal tem os melhores resultados.
10 20 40 100
Aleatorizada 18569 30228 32464 34138
Gulosa 17544 28182 30891 33899
Subconjunto Ideal 20535 31094 35399 39107
Tabela 4.3: Inserc¸a˜o de itens variando o tamanho do subconjunto.
4.4.5 Discussa˜o dos Resultados Obtidos
A estrate´gia Aleatorizada distribui uniformemente as re´plicas nos reposito´rios do subcon-
junto selecionado e o ponto fraco dela e´ ao “desperdic¸ar” confiabilidade: no momento em
que falta somente uma re´plica para atingir a confiabilidade desejada, a selec¸a˜o desta re´plica
vai acontecer de maneira aleato´ria, podendo selecionar um reposito´rio com confiabilidade
que ultrapassa demais o valor necessa´rio.
A estrate´gia Gulosa sempre vai“encher”os reposito´rios com maior confiabilidade antes.
O pior caso para esta estrate´gia e´ quando existir reposito´rios com grandes confiabilidades
que tenham o espac¸o de armazenamento pequeno, onde o algoritmo sempre vai tentar
colocar re´plicas nestes espac¸os.
A estrate´gia do Subconjunto Ideal e´ capaz de sempre selecionar o subconjunto mais
justo, desperdic¸ando pouca confiabilidade. Independente do grau de heterogeneidade
do subconjunto de reposito´rios, esta estrate´gia devera´ sempre seguir com os melhores
resultados.
Dentre as treˆs estrate´gias, a Gulosa sempre vai gerar o menor nu´mero de re´plicas. Por
outro lado, ela sempre apresenta o makespan mais alto. A estrate´gia Aleatorizada e´ a
que apresenta o melhor balanceamento das re´plicas, pore´m apresenta o pior nu´mero de
re´plicas geradas. O meio termo entre diminuir o nu´mero de re´plicas e espalha´-las e´ obtido
com a estrate´gia do Subconjunto Ideal. Ale´m disso, em um conjunto de reposito´rios de
capacidades de armazenamento heterogeˆneas, a estrate´gia do Subconjunto Ideal demons-
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trou preencher melhor os espac¸os dos reposito´rios ao inserir uma quantidade maior de
itens.
Cap´ıtulo 5
Um Sistema Peer-to-Peer para
Arquivamento Digital
“The future is here. It’s just not widely distributed yet.” –
William Gibson, romancista de ficc¸a˜o cient´ıfica (1948 –)
O modelo proposto no cap´ıtulo 4 esta´ definido de maneira gene´rica para ser aplicado
sobre qualquer mecanismo distribu´ıdo de organizar reposito´rios de armazenamento. Em
particular, as redes P2P estruturadas apareceram como canditadas naturais para organizar
esses reposito´rios, visto que sa˜o altamente escala´veis para a distribuic¸a˜o e recuperac¸a˜o de
dados. Entretanto, e´ indispensa´vel a utilizac¸a˜o de estrate´gias de replicac¸a˜o que garantam
a confiabilidade da informac¸a˜o da forma que o ambiente de arquivamento digital exige.
Ale´m disso, existe uma dificuldade inerente das redes P2P estruturadas que e´ a selec¸a˜o
exata dos nodos (reposito´rios) que armazenara˜o as re´plicas. Selecionar um subconjunto
espec´ıfico de nodos na˜o e´ trivial utilizando a maneira determin´ıstica de rotear informac¸o˜es
das DHTs.
Neste cap´ıtulo apresentamos um sistema de arquivamento digital implementado sobre a
arquitetura das redes P2P estruturadas. O sistema e´ baseado no modelo e nos algoritmos
de replicac¸a˜o propostos no cap´ıtulo 4. A troca de mensagens entre os reposito´rios do
sistema e´ realizada atrave´s das DHTs. Ale´m disso, o sistema se apo´ia na estrate´gia de
mu´ltiplas func¸o˜es hash para permitir a criac¸a˜o de re´plicas e a selec¸a˜o dos reposito´rios que
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as armazenara˜o. Tal estrate´gia torna o sistema independente do protocolo DHT utilizado.
O sistema proposto esta´ essencialmente preocupado com o armazenamento organizado
e confia´vel da informac¸a˜o. O acesso e a auditoria do conteu´do previamente inserido no
sistema tambe´m e´ tratado, pore´m com menos eˆnfase. Te´cnicas mais robustas para isso
sa˜o encorajadas a serem aplicadas, como por exemplo o Open Archives Initiative Protocol
for Metadata Harvesting [53] para o acesso e o LOCKSS para a auditoria. E´ importante
salientar tambe´m que esta´ fora do objetivo deste trabalho tratar de questo˜es relacionadas
a obsolesceˆncia de software e formatos. Pore´m, para prover um sistema de preservac¸a˜o
completo, certamente estrate´gias que tratem estas ameac¸as devem ser exploradas.
O restante desse cap´ıtulo esta´ organizado da seguinte maneira. A sec¸a˜o 5.1 apresenta
a descric¸a˜o do sistema de arquivamento sobre P2P, detalhando a arquitetura e a raza˜o das
estrate´gias utilizadas para sua concepc¸a˜o. Na sec¸a˜o 5.2 sa˜o apresentados os algoritmos
de operac¸a˜o do sistema. Cabe a sec¸a˜o 5.3 mostrar a avaliac¸a˜o do sistema, bem como os
experimentos executados em um ambiente real.
5.1 Arquitetura
A seguir apresentaremos e defenderemos a arquitetura utilizada para a implementac¸a˜o
do sistema P2P de arquivamento digital. Em especial, mostraremos como funcionam as
partes deste sistema e seu funcionamento.
O coordenamento geral de todas as partes do sistema tem como objetivo garantir
a confiabilidade das colec¸o˜es digitais por um longo prazo e para isso realiza as seguintes
tarefas: (1) recebe requisitos de clientes para a inserc¸a˜o ou recuperac¸a˜o de objetos digitais
no sistema. Na inserc¸a˜o de cada objeto, o cliente especifica uma confiabilidade que deseja
que o objeto seja preservado; (2) dependendo da estrate´gia de replicac¸a˜o empregada e da
confiabilidade de cada s´ıtio, calcula o nu´mero de re´plicas necessa´rias do objeto, e; (3) faz
a auditoria de cada objeto digital comparando com as va´rias re´plicas da rede, corrigindo-a
se necessa´rio e garantindo a preservac¸a˜o a longo prazo.
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5.1.1 P2P Estruturada e DHT
O sistema faz o roteamento das mensagens na rede atrave´s das P2P estruturadas, utili-
zando as DHTs. Acreditamos que a arquitetura P2P na˜o-estruturada na˜o satisfac¸a bem
os requisitos de um sistema para arquivamento digital por algumas razo˜es. Primeira-
mente, no ambiente de arquivamento a longo prazo a frequencia de busca por arquivos
e´ normalmente uniforme, ou seja, todos os objetos sa˜o igualmente populares [40]. Redes
P2P na˜o-estruturadas normalmente usam algoritmos de forc¸a bruta, atrave´s de inundac¸a˜o,
para realizar a busca e portanto sa˜o mais apropriados para conteu´dos populares. Ale´m
disso, algoritmos de busca das redes na˜o-estruturadas geralmente na˜o conseguem localizar
itens raros, o que e´ inadmiss´ıvel para o contexto de preservac¸a˜o e arquivamento digital.
E por fim, a escalabilidade das na˜o-estruturadas deixam a desejar quando comparada as
estruturadas.
A principal cr´ıtica em relac¸a˜o a P2P estruturadas e´ com populac¸o˜es extremamente
transientes. Manter a estrutura das tabelas de roteamento e´ relativamente custoso quando
acontece churn. Entretanto, a transieˆncia das ma´quinas em organizac¸o˜es que teˆm a inten-
c¸a˜o de preservar documentos digitais na˜o acontece ta˜o frequentemente quando comparada
com ma´quinas utilizadas em aplicac¸o˜es tradicionais na arquitetura na˜o-estruturada [13].
Portanto, os ajustes necessa´rios na topologia da redes estruturadas na˜o devem sobrecar-
regar o sistema de arquivamento no caso de churn.
5.1.2 Replicac¸a˜o
No ambiente de arquivamento digital e´ importante salientar que na˜o estamos interessados
em atualizac¸o˜es das re´plicas, uma vez que estamos falando de objetos somente de leitura
e esta´ticos [46]. Feita uma re´plica, ela se torna imuta´vel no sistema. Ale´m disso, para
armazenamento a longo prazo a integridade e a autenticidade das re´plicas sa˜o requisitos
ba´sicos que devem ser tratados. Utilizaremos a estrate´gia de auditoria (sec¸a˜o 5.2) para
garantir estes requisitos.
Foi escolhida a estrate´gia de mu´ltiplas func¸o˜es hash para replicar os dados no sis-
tema P2P. Utilizamos uma maneira muito simples para criar as hashs. O nu´mero da
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re´plica a ser criada i e´ anexado no final da chave do objeto e enta˜o passado como ar-
gumento para uma func¸a˜o h hipote´tica. Suponha que o nome do objeto e´ foo, enta˜o
h(foo1), h(foo2), . . . , h(foor) nos daria r hashs para este objeto. Esta maneira simula
muito bem a criac¸a˜o de mu´ltiplas func¸o˜es hash e recuperac¸a˜o das mesmas. A seguir,
enumeramos os principais pontos que nos motivaram a empregar a estrate´gia de mu´ltiplas
func¸o˜es hash:
• a independeˆncia por um protocolo DHT. A estrate´gia de mu´ltiplas hash per-
mite que possamos utilizar qualquer protocolo DHT para rotear as mensagens na
rede. Outras estra´te´gias de replicac¸a˜o, como replicac¸a˜o por vizinhanc¸a ou por ca-
minho, na˜o se beneficiam de tal caracter´ıstica.
• nu´mero independente de re´plicas para cada objeto. Como foi dito no cap´ıtulo
4, uma das principais caracter´ısticas do nosso modelo de replicac¸a˜o e´ a independeˆncia
pelo nu´mero de re´plicas que cada objeto digital possui. A estrate´gia de replicac¸a˜o
P2P sime´trica na˜o tem esta flexibilidade e na˜o poderia ser utilizada como mecanismo
de replicac¸a˜o para o nosso modelo. Podemos citar o BRICKS como um exemplo de
um sistema de armazenamento confia´vel de dados ao qual define o grau de replicac¸a˜o
fixo dos itens.
• recuperac¸a˜o fa´cil do objeto. A facilidade de recuperar uma determinada re´plica
sem a dependeˆncia de recuperar outra previamente e´ uma grande motivac¸a˜o da
estrate´gia com mu´ltiplas hash. A independeˆncia na hora de recuperar uma re´plica
facilita o algoritmo de busca, como veremos na sec¸a˜o 5.2. Na estrate´gia do hash
correlacionado, todas as chaves de um determinado objeto sa˜o correlacionadas a
primeira chave, na˜o possibilitando tal caracter´ıstica.
5.1.3 Selec¸a˜o dos Reposito´rios
Nas redes P2P estruturadas a topologia da rede e´ bem definida e o conteu´do e´ colocado
em locais determinados – a maneira que a DHT indexa uma chave e´ sempre determin´ıs-
tica. Assim, escolher exatamente o nodo que um conteu´do deve ser guardado na˜o e´ uma
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caracter´ıstica deste tipo de rede. Entretanto se estamos interessados em salvar o conteu´do
em reposito´rios com confiabilidades determinadas, enta˜o devemos prover um mecanismo
que simule este processo de selec¸a˜o.
Ao aplicar a chave de um objeto em r func¸o˜es hash, temos um subconjunto com r
paraˆmetros de confiabilidade dentro dele. Desta maneira, obtemos um subconjunto de
confiabilidades ao qual podemos selecionar as que melhores se adequara˜o nas estrate´gias
de criac¸a˜o das re´plicas. E´ importante notar que selecionar todos os nodos da rede na˜o e´
uma boa abordagem pois, em eventuais algoritmos executados no sistema, uma instaˆncia
teria o tamanho da rede e neste caso a complexidade computacional seria invia´vel. Por
outro lado, executar estrate´gias a partir de um subconjunto de tamanho constante e´ via´vel
mesmo em face da escalabilidade da rede, como veremos nos Algoritmos 4, 5 e 6.
Esta maneira de selecionar os reposito´rios implica em na˜o colocar nenhuma informac¸a˜o
centralizada sobre o local em que as re´plicas esta˜o armazenadas. Uma alternativa seria
existir um super-nodo que tivesse um“direto´rio” ao qual pudesse ser feitas consultas sobre
a informac¸a˜o exata do lugar das re´plicas de determinado objeto. Pore´m, este super-nodo
seria um ponto de contenc¸a˜o e uma reponsabilidade muito grande seria perdida caso
ele falhasse. O nosso sistema evita super-nodos, adotando uma abordagem totalmente
distribu´ıda onde nenhuma informac¸a˜o e´ centralizada. Assim, para fazer a recuperac¸a˜o
de uma re´plica por exemplo, todos os reposito´rios do subconjunto determinado pelas
mu´ltiplas func¸o˜es hash sa˜o considerados.
Figura 5.1: Subconjunto de reposito´rios determinado pelos objetos digitais.
A Figura 5.1 ilustra a selec¸a˜o de reposito´rios realizada por treˆs objetos diferentes. Na
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figura, os subconjuntos de reposito´rios determinados pelas chaves objeto_a, objeto_b
e objeto_c sa˜o representados pelos trac¸os pontilhado. Note que na˜o necessariamente
estes subconjuntos precisam ser disjuntos. Os c´ırculos pretos sa˜o reposito´rios que conteˆm
re´plicas enquanto os brancos na˜o as conteˆm.
5.2 Algoritmos de Operac¸a˜o do Sistema
Uma grande caracter´ıstica do sistema proposto e´ que nenhuma modificac¸a˜o no protocolo
DHT e´ necessa´ria para permitir sua utilizac¸a˜o. Simplesmente e´ realizado um “invo´lucro”
nas operac¸o˜es ba´sicas da DHT, put e get, chamando-as respectivamente de algoritmos
insert e retrieve. E´ importante notar que ambos algoritmos sa˜o processados localmente
em cada nodo. Por exemplo, um usua´rio que desejar fazer a inserc¸a˜o ou recuperaca˜o de
um objeto contacta qualquer nodo da rede, que atrave´s da DHT inicia todo o processo de
roteamento da mensagem.
Para inserir um objeto, o usua´rio do sistema de arquivamento executa a rotina in-
sert(name, value, reliability), como visto no Algoritmo 4. Ao inserir um item na
rede, o usua´rio previamente escolhe a confiabilidade desejada deste item (reliability).
Dependendo da estrate´gia de inserc¸a˜o utilizada, e´ feita a busca das confiabilidades de
cada reposito´rio utilizado (que poderia ser armazenada na pro´pria DHT por exemplo).
Va´rias func¸o˜es hash ira˜o mapear o item em diferentes nodos da rede utilizando put(key,
value), satisfazendo a confiabilidade desejada. O algoritmo de inserc¸a˜o cuida para na˜o
atribuir duas ou mais re´plicas de um mesmo objeto em u´nico nodo (Observac¸a˜o 1, sec¸a˜o
4.2).
input: name, value, desired reliability ri
begin
S = get subset of repositories by the insert strategy; use ri
foreach s in S do
j ← get hash function number of s
put(hj(name), value)
end
Algoritmo 4: insert (name, value, reliability)
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Para recuperar o objeto, o usua´rio executa a func¸a˜o retrieve(name), onde name e´
o nome do objeto requerido, visto no Algoritmo 5. A ide´ia do algoritmo e´ escolher um
nu´mero aleato´rio de maneira uniforme entre 1 e r, onde r e´ o tamanho do subconjunto de
reposito´rios selecionados. Se o nu´mero sorteado corresponde a uma func¸a˜o hash existente
(re´plica), o algoritmo termina com sucesso e o conteu´do do objeto e´ retornado para o
usua´rio. Outras dois fatores podem acontecer para que a DHT na˜o retorne o objeto:
quando o nodo esta´ ausente ou quando o valor sorteado e´ uma func¸a˜o que aponta para
um nodo que na˜o conte´m a re´plica do objeto. Para ambos os casos, o algoritmo sorteia
outro nu´mero. Um contador (counter) existe no algoritmo para garantir o te´rmino caso
nenhuma re´plica exista apo´s percorrer todos os poss´ıveis valores de r.
input: name
begin
counter ← r
while counter 6= 0 do
Let i chosen uniformly at random in {1, . . . , r}
value← get(hi(name))
if value is not null then
return value
counter ← counter − 1
return −1 /* not found */
end
Algoritmo 5: retrieve (name)
Eventuais problemas podem acontecer nos objetos digitais devido a ataques maliciosos
e modificac¸o˜es inadvertidas comprometendo a confiabilidade dos mesmos. Usua´rios de
um sistema de arquivamento digital sob nenhuma circunstaˆncia devem ler objetos digitais
sujeitos a modificac¸o˜es na˜o autorizadas. Para solucionar isto, estrate´gias de auditoria
devem ser concebidas. O Algoritmo 6 mostra um esboc¸o de um processo de auditoria.
Periodicamente audit (name) e´ chamada para algum objeto name, sorteado aleatori-
amente. Na primeira fase do algoritmo, uma quantia de re´plicas do objeto (num rep) e´
selecionada e recuperada atrave´s das mu´ltiplas func¸o˜es hash do objeto. Tal quantia deve
ser razoa´vel o suficiente para que um objeto na˜o auteˆntico na˜o interfira no processo de
comparac¸a˜o com re´plicas auteˆnticas, na fase 2. Ainda na fase 1, uma hash segura c –
digamos o CRC (Cyclic Redundancy Check) – e´ extra´ıda de cada re´plica desse grupo e
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input: name
begin
/* PHASE 1 */
R = {∅}
Let num rep < m
while num rep 6= 0 do
Let i chosen uniformly at random in {1, . . . ,m}
value← get(hi(name))
if value is not null then
c← checksum(value)
R← R ∪ {(i, c)}
num rep← num rep− 1
/* PHASE 2 */
C = {c | (i, c) ∈ R}
Let cmax the majority element in C
I = {i | (i, cmax) ∈ R}
Let j chosen uniformly at random in I
valueok ← get(hj(name))
foreach (i, c) ∈ R do
if c 6= cmax then
put(hi(name), valueok)
end
Algoritmo 6: audit (name)
guardada em R, junto com o identificador i da re´plica. Na segunda fase, o CRC de cada
re´plica do conjunto selecionado e´ comparado com todos os outros e se diferir da maioria
o objeto digital de tal re´plica e´ reparado, atrave´s da inserc¸a˜o de um objeto auteˆntico e
ı´ntegro.
A cooperac¸a˜o entre os nodos fornece a confianc¸a necessa´ria para garantir que o con-
teu´do dispon´ıvel para os leitores estara´ ı´ntegro e auteˆntico quando for requisitado. Ale´m
disso, torna-se evidente que quanto mais organizac¸o˜es preservarem o mesmo objeto, maior
sera´ a garantia de integridade e disponibilidade do conteu´do digital.
5.3 Resultados Experimentais
O sistema P2P de arquivamento foi implementado e avaliado atrave´s de experimentos
executados em um ambiente real. A implementac¸a˜o foi feita utilizado o ambiente de cons-
truc¸a˜o de redes Overlay Weaver [54]. O Overlay Weaver proporciona grande flexibilidade
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na escolha dos protocolos DHT e outros tipos de servic¸o alto-n´ıvel implementados como
redes de sobreposic¸a˜o. Em particular, este ambiente de construc¸a˜o suporta o Chord, Pas-
try, Tapesty e Kademlia. Em nossos experimentos utilizamos o Chord. E´ importante
notar que o Overlay Weaver ja´ apresenta um mecanismo pro´prio de replicac¸a˜o ao qual foi
desligado para a avaliac¸a˜o dos nossos experimentos.
Os experimentos foram conduzidos em uma rede de 12 nodos, quantidade suficiente
para validar a capacidade de arquivamento a longo prazo das informac¸o˜es e tambe´m o
mecanismo de criac¸a˜o das re´plicas. Para a submissa˜o dos comandos ate´ os nodos e coleta
dos resultados foi utilizado scripts executados atrave´s de SSH.
5.3.1 Avaliac¸a˜o
Consideramos a confiabilidade de cada nodo como a probabilidade dele na˜o perder ne-
nhuma informac¸a˜o no per´ıodo de 1 ano. Assim, podemos simular qual sera´ o estado da
rede em relac¸a˜o a preservac¸a˜o das informac¸o˜es com o passar dos anos. Por exemplo, se a
confiabilidade de um nodo e´ 70%, enta˜o ele tem 70% de chances de iniciar o segundo ano
com todas as suas informac¸o˜es intactas. Da mesma maneira, este mesmo nodo tem 70 %
de probabilidade de iniciar o terceiro ano, e tambe´m os outros pro´ximos, sem nenhuma
perda de informac¸o˜es. Note que o passar dos anos na˜o implica em uma probabilidade
maior de perda, pois tais probabilidades sa˜o independentes. Nos experimentos na˜o foi
avaliado a mudanc¸a de confiabilidade dos nodos ao passar dos anos.
O experimento e´ iniciado com uma determinada rede de nodos na qual sa˜o inseridos
diversos objetos. Objetos sa˜o inseridos com diferentes confiabilidades. Para a replicac¸a˜o
dos objetos e´ utilizado a estrate´gia do Subconjunto Ideal – estrate´gia que teve o melhor
resultado nas simulac¸o˜es do cap´ıtulo 4.
No primeiro ano todos os nodos esta˜o dispon´ıveis (online) e nos pro´ximos anos forc¸a-
mos a desconexa˜o de alguns nodos. Uma vez que o nodo e´ desconectado da rede (oﬄine),
ele perde todas as informac¸o˜es que tinha. Naturalmente, nodos que teˆm confiabilidade
baixa, sa˜o os mais prova´veis a serem desconectados. Ao voltar a` rede, o nodo e´ considerado
como um novo. Entretanto, nos experimentos na˜o tratamos de novos nodos entrando na
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rede. No final, espera-se que objetos com maior confiabilidade desejada sejam preservados
por mais tempo.
5.3.2 Experimentos
Do total dos 12 nodos, 2 deles continham 30% de confiabilidade de na˜o falhar, 2 continham
50%, 2 continham 70%, 3 continham 80% e os 3 restantes continham 90% de confiabilidade.
Foi utilizada a estrate´gia do Subconjunto Ideal com subconjuntos de tamanho ma´ximo 6.
A Tabela 5.1 sumariza os resultado do experimento.
1 5 10 15 20 25 30
mumm:39998 (30%) x
mumm:39997 (30%) x
talisker:39998 (50%) x
talisker:39997 (50%) x
cohiba:39998 (70%) x
cohiba:39997 (70%) x
dalmore:39998 (80%) x
dalmore:39997 (80%) x
dalmore:39996 (80%) x
priorat:39998 (90%) x
priorat:39997 (90%) x
priorat:39996 (90%) x
Tabela 5.1: Nodos falhos em func¸a˜o dos anos no sistema de arquivamento.
Inicialmente, no primeiro ano, foram inseridos um total de 25 objetos, separados em
5 grupos, onde cada grupo continha objetos com confiabilidade desejada respectivamente
de 30%, 50%, 70%, 90% e 99%.
Apo´s o primeiro ano de existeˆncia do sistema, 1 nodo de confiabilidade igual a 30%,
1 nodo de 50% e outro de 90% falharam. Mesmo com estas falhas, todos os 25 objetos
foram capazes de serem recuperados.
No final do quinto ano do sistema, mais dois nodos (30% e 70% de confiabilidade) se
desconectaram da rede. Neste quinto ano na˜o foi poss´ıvel recuperar na rede 3 objetos de
30% de confiabilidade desejada, 4 objetos de 50%, 1 de 70% e 1 de 90%.
Ao passar o de´cimo de existeˆncia do sistema mais treˆs nodos ficaram oﬄine. Foram
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nodos de 70%, 80% e 90%, respectivamente. Na˜o foi poss´ıvel localizar um total de 3
objetos de 30% de confiabilidade desejada, 4 objetos de 50%, 4 de 70% e 2 de 90%. No
final do de´cimo quinto ano mais um nodo de 80% de confiabilidade se desconectou e os
mesmos objetos do de´cimo ano foram poss´ıveis de se localizar.
No vige´simo ano, 1 nodo de 50% se desconectou, sobrando apenas um nodo de 80% e
outro de 90%. Nesta idade do sistema era poss´ıvel localizar todos os objetos de 99% de
confiabilidade desejada e 1 de 90%. Os outros todos ja´ tinham sido perdidos.
No vige´simo quinto ano o nodo de 80% falhou e ainda era poss´ıvel recuperar 4 objetos
de 99% e 1 de 90%. No trige´simo ano o u´ltimo nodo se desconectou da rede e nenhuma
re´plica mais existia.
5.3.3 Comenta´rios
Encaramos a confiabilidade de cada nodo como a probabilidade dele na˜o perder nenhuma
informac¸a˜o no per´ıodo de 1 ano. Ao simular o passar dos anos, os experimentos compro-
varam a capacidade do sistema em preservar informac¸o˜es por um longo per´ıodo de tempo.
A importaˆncia pela preservac¸a˜o de cada objeto digital – medido no modelo pela confia-
bilidade desejada – impacta em diferentes tempo de vida do mesmo. Objetos que foram
inseridos com uma confiabilidade desejada maior tiveram um tempo de vida maior. Assim,
atrave´s dos experimentos, podemos concluir duas principais caracter´ısticas do sistema:
1. Independeˆncia de preservac¸a˜o dos objeto. Diferentes informac¸o˜es requerem
diferentes tempo de armazenamento. Algumas colec¸o˜es de fotos, revistas e artigos
podem precisar de poucos anos de armazenamento enquanto outras informac¸o˜es,
como objetos digitais de museus e de bibliotecas, necessitam de centenas de anos.
Nosso sistema permite total flexibilidade na escolha do tempo de vida dos objetos
a serem preservados.
2. Otimizac¸a˜o dos recursos de armazenamento. Reposito´rios de armazenamento
podem sofrer va´rias ameac¸as em seus conteu´dos, portanto cada reposito´rio tem uma
diferente confiabilidade. Assim, modelar cada reposito´rio de armazenamento com
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um paraˆmetro capaz de medir sua probabilidade independente de falha e´ a maneira
mais pro´xima de modelar redes reais. Tal maneira permite a flexibilidade no tempo
de preservac¸a˜o de cada objeto e consequ¨entemente diferente nu´meros de re´plicas
para eles, impactando em uma melhor utilizac¸a˜o dos recursos de armazenamento da
rede.
Cap´ıtulo 6
Conclusa˜o
Garantir o acesso, a confiabilidade e a integridade dos objetos digitais a longo prazo na
sociedade atual e´ uma prioridade. Constantes ameac¸as aos objetos existem e sistemas
tradicionais de armazenamento na˜o sa˜o suficientes para evita´-las. Sistemas baseados em
comunidades autoˆnomas de reposito´rios aparecem como uma alternativa para a tarefa do
arquivamento a longo prazo desses objetos.
Esta dissertac¸a˜o apresentou um modelo de replicac¸a˜o confia´vel de dados para siste-
mas de arquivamento digital. A principal caracter´ıstica deste modelo e´ na associac¸a˜o de
probabilidades independentes de falha para cada reposito´rio de armazenamento as quais
possibilitam que itens sejam guardados conforme suas necessidades pelo tempo de pre-
servac¸a˜o. Ale´m disso, foi proposto treˆs estrate´gias de replicac¸a˜o que visam a otimizac¸a˜o
na inserc¸a˜o de itens no sistema. Atrave´s de simulac¸o˜es constatamos que dentre as treˆs
estrate´gias, a estrate´gia do Subconjunto Ideal mostrou-se a mais equilibrada nos quesitos
de minimizar as re´plicas e o makespan e ainda teve a melhor taxa de inserc¸a˜o de objetos.
Tal estrate´gia apresenta uma complexidade computacional que na˜o poderia ser poss´ıvel
de ser executada na pra´tica caso na˜o fosse cuidadosamente formulada.
Devido a alta escalabilidade para a distribuic¸a˜o e recuperac¸a˜o de dados, as redes
P2P estruturadas aparecem como candidatas naturais para implementar o modelo do
sistema de arquivamento proposto. As P2P estruturadas teˆm uma dificuldade inerente
ao modo de roteamento das informac¸o˜es que dificulta a selec¸a˜o de nodos (reposito´rios)
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espec´ıficos para o armazenamento das re´plicas. Entretanto, esta dificuldade foi suprida
atrave´s da utilizac¸a˜o de mu´ltiplas func¸o˜es hash. A implementac¸a˜o deste sistema P2P de
arquivamento digital foi avaliada atrave´s de experimentos em um ambiente real.
Como trabalho futuro se propo˜e avaliar a robustez do sistema de arquivamento digital.
Em particular, deve ser investigado como os algoritmos se comportariam variando outros
paraˆmetros como o tamanho da rede, a confiabilidade desejada dos itens e etc. Outras
estrate´gias de replicac¸a˜o, tais como o Erasure code, tambe´m podem ser exploradas pois
oferecem custos pequenos de armazenamento comparado a replicac¸a˜o, caso os dados te-
nham tamanho grande. Entretanto a DHT teria que gerenciar um maior nu´mero de itens
nas tabelas para um mesmo conjunto de objetos. Avaliar o desempenho neste tipo de
ambiente e´ um poss´ıvel trabalho.
Tambe´m como trabalho futuro esta´ a implementac¸a˜o de um sistema completo de pre-
servac¸a˜o digital. Muita pouca eˆnfase foi dada para a auditoria das re´plicas e recuperac¸a˜o
dos itens. Ale´m disso o sistema tambe´m deveria se preocupar com outras ameac¸as tais
como obsolesceˆncia de software e formato, na˜o tratadas neste trabalho. Eventualmente
utilizar o nosso modelo de arquivamento digital sobre sistemas como o SAV, BRICKS e
LOCKSS e avaliar sua viabilidade tambe´m e´ interessante.
Apeˆndice A
Soluc¸a˜o da Estrate´gia do
Subconjunto Ideal
O problema da mochila (knapsack problem) e´ um problema conhecido na Teoria da Com-
putac¸a˜o. Dado um conjunto de itens, cada qual com um peso e um valor associado,
estamos interessados em determinar o nu´mero itens a serem inclu´ıdos a uma colec¸a˜o tal
que o peso total seja menor que um dado limite e o valor total seja o ma´ximo poss´ıvel
[55]. Formalmente, dado n itens, cada item j tem um valor pj e um peso wj. O peso
ma´ximo que a mochila suporta e´ W , enta˜o:
max
n∑
j=1
pjxj
s.t.
n∑
j=1
wjxj ≤ W xj ∈ {0, 1}
(A.1)
O problema da mochila e´ NP-DIFI´CIL e, assumindo P 6= NP, na˜o existe algoritmo
polinomial que resolva este problema. Entretanto, para propo´sitos pra´ticos, o problema
da mochila e´ resolvido em tempo pseudo-polinomial utilizando programac¸a˜o dinaˆmica. A
soluc¸a˜o e´ descrita a seguir.
Inicialmente definimos B[k, w] recursivamente da seguinte maneira:
B[0, w] = 0 ∀w ∈ {0, . . . ,W}; B[k, 0] = 0 ∀k ∈ {0, . . . , n}
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B[k, w] =


B[k − 1, w] se wk > w
max{B[k − 1, w], B[k − 1, w − wk] + pk} c.c.
(A.2)
B[k, w] forma uma tabela ao qual e´ poss´ıvel encontrar o valor ma´ximo a ser carregado
em uma mochila, ou seja, o valor em B[n,W ]. Entretanto, para saber quais sa˜o os items
que levam a este valor e´ necessa´rio um segundo passo, a ser aplicado sob a tabela ja´
preenchida. O Algoritmo 7 descreve o segundo passo.
input: Let i = n, k = W
begin
while i, k > 0 do
if B[i, k] 6= B[i− 1, k] then
mark the ith item as in the knapsack
k = k − wi
i = i− 1
end
Algoritmo 7: Knapsack
Notemos a semelhanc¸a da definic¸a˜o do problema da mochila (A.1) com a definic¸a˜o
do problema de selec¸a˜o de re´plicas utilizando a estrate´gia do Subconjunto Ideal (A.3).
Eles sa˜o muito parecidos e o mesmo esquema de construc¸a˜o da tabela do algoritmo de
programac¸a˜o dinaˆmica pode ser utilizado para este u´ltimo.
min
∑
ℓj∈S
ajxj − bi
s.t.
∑
ℓj∈S
ajxj ≥ bi xj ∈ {0, 1} ∀ℓj ∈ S
(A.3)
No problema de selec¸a˜o de re´plicas atrave´s do Subconjunto Ideal, apenas os valores
maiores que bi sa˜o de interesse. Assim, a tabela de programac¸a˜o dinaˆmica deve ser
expandida com mais valores nas colunas de modo que seja poss´ıvel obter o valor que
aproxime do o´timo, B[n][W ].
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