The Weierstrass semigroups and pure gaps can be helpful in constructing codes with better parameters. In this paper, we investigate explicitly the minimal generating set of the Weierstrass semigroups associated with several totally ramified places over arbitrary Kummer extensions. Applying the techniques provided by Matthews in her previous work, we extend the results of specific Kummer extensions studied in the literature. Some examples are included to illustrate our results.
and the Weierstrass gap set G(Q 1 , · · · , Q l ) is defined by N l 0 \H(Q 1 , · · · , Q l ), where N 0 := N ∪ {0} denotes the set of nonnegative integers. When comparing elements of N l 0 , we always employ a partial order defined by (n 1 , · · · , n l ) (p 1 , · · · , p l ) if and only if n i p i for all i, 1 i l.
In order to present the minimal generating set for Weierstrass semigroups, more symbols should be described. To begin with, set Γ(Q 1 ) := H(Q 1 ). For l 2, define Γ(Q 1 , · · · , Q l ) := n ∈ N l n is minimal in {p ∈ H(Q 1 , · · · , Q l ) | p i = n i } for some i, 1 i l .
For l 1, definẽ Γ(Q 1 , · · · , Q l ) := n ∈ N l 0 (n i1 , · · · , n i k ) ∈ Γ(Q i1 , · · · , Q i k ) for some k, 1 k l and 1 i 1 < · · · < i k l .
Here the elements in N l (also in N l 0 ) are compared with respect to . We remark that, for the general case, Matthews [10] , [11] proposed the notation of Γ(Q 1 , · · · , Q l ) andΓ(Q 1 , · · · , Q l ), while Kim [12] settled the case of l = 2. Here we collect two results from [10] that will be used in the next section.
Lemma 1 ([10] ). Let n ∈ N l . Then n is minimal in {p ∈ H(Q 1 , · · · , Q l ) | p i = n i } with respect to for some i, 1 i l, if and only if n is minimal in the set {p ∈ H(Q 1 , · · · , Q l ) | p i = n i } with respect to for all i, 1 i l.
Lemma 2 ([10]
). Let Q 1 , · · · , Q l be distinct rational places with l 2. Then
The following theorem, due to Matthews [10] , generalized the result of Kim [12] and showed that the entire Weierstrass semigroup H(Q 1 , · · · , Q l ) is generated by the setΓ(Q 1 , · · · , Q l ). ThusΓ(Q 1 , · · · , Q l ) is called the minimal generating set of the Weierstrass semigroup H(Q 1 , · · · , Q l ).
Lemma 3 ([10]
where lub{u 1 , · · · , u l } represents the least upper bound of vectors u i = (u i1 , · · · , u i l ) in N l 0 for all i, 1 i l, defined by lub{u 1 , · · · , u l } := (max{u 11 , · · · , u l1 }, · · · , max{u 1 l , · · · , u l l }).
Actually, in order to determine H(Q 1 , · · · , Q l ), one only needs to determine Γ(Q i1 , · · · , Q i k ) for all 1 k l and 1 i 1 < · · · < i k l. This is precisely what we will consider in the next section. Now, we turn our attention to a characterization of Γ(Q 1 , Q 2 ) in (G(Q 1 )×G(Q 2 ))∩H(Q 1 , Q 2 ) established by Homma [13] . Denote the gap sequence at Q 1 by β 1 < β 2 < · · · < β g and that at Q 2 by β
, where g is the genus of the function field. For each gap β i at Q 1 , the integer n βi := min{γ | (β i , γ) ∈ H(Q 1 , Q 2 )} is a gap at Q 2 [12] . So there exists a permutation σ of the set {1, 2, · · · , g} such that n βi = β ′ σ(i) . The graph of the bijective map between G(Q 1 ) and
We recall the following lemma.
Lemma 4 ([13]). Let
Γ ′ be a subset of (G(Q 1 ) × G(Q 2 )) ∩ H(Q 1 , Q 2 ). If there exists a permutation τ of {1, 2, · · · , g} such that Γ ′ = {(β i , β ′ τ (i) ) ∈ N 2 | i = 1, 2, · · · , g}, then Γ ′ = Γ(Q 1 , Q 2 ).
III. MAIN RESULTS
Let m 2 be an integer coprime with p. In this section, we restrict our attention to the Kummer extension
where r > 2, gcd(m, rλ) = 1 and the α i 's are pairwise distinct elements in F q for 1 i r. The function field F K has genus g = (r − 1)(m − 1)/2. Let P 1 , · · · , P r be the places of the rational function field F K associated to the zeros of x − α 1 , · · · , x − α r , respectively, and P ∞ be the unique place at infinity. It then follows from [14] that they are totally ramified in this extension.
The following proposition describes some principle divisors of a Kummer extension.
Proposition 5. Let F K /F q (x) be a Kummer extension defined by
where α i ∈ F q and gcd(m, rλ) = 1. Then we have the following divisors in F :
B , and A, B are integers such that Aλ + Bm = 1.
Denote by ⌊x⌋ the largest integer not greater than x and by ⌈x⌉ the smallest integer not less than x. Masuda, Quoos and Sepúlveda [8] determined the Weierstrass semigroups related to one and two rational places.
Lemma 6 ([8])
. Let F/K be the Kummer extension given by (1) . Suppose that P ∞ and P 1 are rational places of F . Then
Lemma 7 ([8])
The following results are extensions of Lemma 7, which will demonstrate the minimal generating set of Weierstrass semigroups of arbitrary rational places. We start with a simple case that provides a crucial ingredient in the proof of the general case. Theorem 8. Let F/K be the Kummer extension given by (1) with genus g 1, P 1 and P 2 be two totally ramified places in P F . Then
It follows from Lemma 6 that the sets
are the Weierstrass gap sets G(P 1 ) and G(P 2 ), respectively. Thus Γ ′ ⊆ G(P 1 ) × G(P 2 ) and the cardinality of Γ ′ is g. It can be computed from Proposition 5 that the divisor of the function
When 1 j m − 1 − m r , the valuations of h at P µ (µ 3) are positive as m − j > 0, and the valuation of h at P ∞ is also positive, because
So the pole divisor of h is (h) ∞ = (mk 1 + j)P 1 + (mk 2 + j)P 2 . Thus Γ ′ ⊆ H(P 1 , P 2 ) and we conclude from Lemma 4 that Γ(P 1 , P 2 ) = Γ ′ . Somewhat more generally, we have the following. Theorem 9. Let F/K be the Kummer extension given by (1) with genus g 1, P ∞ , P 1 , · · · , P l be totally ramified places in P F . Then for 1 l r − r m , we have
and for r − r m < l r,
Proof: We begin by setting up some notation. Let δ k,j := (mk 0 − rj, mk 1 + j, · · · , mk l + j) and it will only be used to describe vectors where
Actually, we obtain r m k 0 r − l, which gives that 1 l r − r m . In the following, we will prove that
by induction on l for 1 l r − r m . By Lemma 7, we have
which settles the case where l = 1. We now proceed by induction on l 2. Assume that
where we write H(P ∞ , P 1 , · · · , P l ) as H ∞,l for short. In order to show that δ k,j ∈ Γ ∞,l , it suffices to prove that δ k,j is minimal in {p ∈ H ∞,l | p 0 = mk 0 − rj}. Suppose that δ k,j is not minimal in
Without loss of generality, we may assume that u l < mk l + j. Hence,
for some t 1. In other words, we denote
where 0 u i mk i + j for all 1 i l − 1. Thus, there are two special cases to consider:
(1) j > t (2) j t. Case (1): Suppose j > t. In this case, we take
Let us introduce
By the induction hypothesis, S ∞,l−1 = Γ ∞,l−1 , and so
It follows from Lemma 1 that w is minimal in the set {p ∈ H ∞,l−1 | p 0 = v 0 }. Then we will find a contradiction. It is easy to check that v i mk i + t for 2 i l − 1 and v 1 < w 1 as
This means that v w and v = w. Now we have
which is a contradiction to the minimality of w in {p ∈ H ∞,l−1
Case (2): Suppose j t. In this case, we set
It is easy to see that v w and v = w, as u 1 < m(k 1 + 1) + j and u i mk i + j for 2 i l − 1. Note that w ∈ S ∞,l−1 . By the induction hypothesis, S ∞,l−1 = Γ ∞,l−1 , and so
By Lemma 1, w is minimal in the set {p ∈ H ∞,l−1 | p 0 = v 0 }. This leads to a contradiction as
v w, and v = w, Since both cases (1) and (2) yield a contradiction, it must be the case that δ k,j is minimal in {p ∈ H ∞,l | p 0 = mk 0 − rj}. Therefore, by the definition of Γ ∞,l , we have δ k,j ∈ Γ ∞,l . This completes the proof of the claim that S ∞,l ⊆ Γ ∞,l .
Next, we will show that Γ ∞,l ⊆ S ∞,l . Suppose not, and we suppose that there exists n = (n 0 , n 1 ,
where
Without loss of generality, we may assume that
and
This yields a contradiction as n is minimal in {p ∈ H ∞,l | p 0 = n 0 }. Thus, we have u 1 > n 1 > 0.
To
From the definition of Γ ∞,l−1 , we rearrange the coordinates ofũ, which are denoted by
The nonzero coordinates ofũ will form a new vector u defined by
By the induction hypothesis, we have u ∈ Γ ∞,k .
Note that i 1 = 1 as u 1 > n 1 > 0. Since gcd(r, m) = 1 and
we obtain m|(j ′ − j 0 ). This forces j ′ = j 0 (and so T 0 = k 0 ). As a result, we have
In the following, we separate the proof into two cases:
By Equation (2), and since j 0 j l , we haveṽ n. Denote
As before, v is formed by some of the nonzero coordinates ofṽ. We verify that
T is +k l = r−(k +1), which implies that v ∈ S ∞,k+1 . Since S ∞,k+1 ⊆ Γ ∞,k+1 , it follows thatṽ ∈Γ ∞,l ⊆ H ∞,l . Notice thatṽ n and n ∈ Γ ∞,l . Therefore, n =ṽ as otherwise n is not minimal in {p ∈ H ∞,l | p 0 = n 0 }. As none of n i equals zero, we get that n =ṽ = v ∈ S ∞,l , which is a contradiction.
Case (2): Suppose that u 1 − m(k l + 1) < 0. At this point, we consider separately two subcases:
We are going to show thatṽ n andṽ = n. At first sight, Equation (2) means that u i n i for 2 i l − 1.
Note that u 1 = mT 1 + j 0 < m(k l + 1). This implies that
Soṽ n andṽ = n. Let us express v as v := δ (T0,k1−1,Ti 2 ,··· ,Ti k ,T1−k1),j0 .
We claim that v ∈ S ∞,k+1 . Clearly, T 0 = k 0 , k 1 − 1 0. Suppose that T 1 − k 1 < 0, then it must be
contradicting the fact that u 1 > n 1 . Therefore, T 1 − k 1 0. Moreover, it is easy to check that
So v ∈ S ∞,k+1 ⊆ Γ ∞,k+1 . It follows thatṽ ∈ H ∞,l . Hence we havẽ v ∈ {p ∈ H ∞,l | p 0 = n 0 }, v n, and
contradicting the minimality of n in {p ∈ H ∞,l | p 0 = n 0 }. The proof in this subcase is completed. Subcase (b): Suppose k 1 = 0. Setṽ := (u 0 , 0, u 2 , · · · , u l−1 , mT 1 + j 0 ).
as j 0 j l . This yields thatṽ n andṽ = n. Let
It is easy to see that v ∈ S ∞,k as k s=0 T is = r − k. As before, it follows thatṽ ∈ H ∞,l andṽ ∈ {p ∈ H ∞,l | p 0 = n 0 }. But v n andṽ = n. This contradicts the minimality of n in {p ∈ H ∞,l | p 0 = n 0 }, which finishes the proof in this subcase.
Since both cases (1) and (2) yield a contradiction, it must be te case that no such n exists. Hence, Γ ∞,l \ S ∞,l = ∅. This establishes that Γ ∞,l ⊆ S ∞,l , concluding the proof that
which is a contradiction as 1 j m − 1. Therefore, Γ ∞,l = ∅.
The above results enable one to deal with the general case for arbitrary distinct places excluding the place at infinity.
Theorem 10.
Let F/K be the Kummer extension given by (1) with genus g 1, P 1 , · · · , P l be totally ramified places in P F . Then for 2 l r − r m ,
Proof: The proof of this theorem is rather technical though it is similar to that of Theorem 9, and so is showed in details here. Let γ k,j := (mk 1 + j, mk 2 + j, · · · , mk l + j) and we emphasize that it will only be used to describe vectors where
Then one have 2 l r − r m , as 0
In the following, we will prove that Γ l = S l by induction on l for 2 l r − r m . By Theorem 8, one can see that
which settles the case where l = 2. We now proceed by induction on l 3. Assume that Γ i = S i holds for all 2 i l − 1. First, we claim that
In order to show that γ k,j ∈ Γ l , it suffices to prove that γ k,j is minimal in {p ∈ H l | p 1 = mk 1 + j}. Suppose that γ k,j is not minimal in {p ∈ H l | p 1 = mk 1 + j}.
Then there exists
Without loss of generality, we may assume that u l < mk l + j as u = γ k,j gives u i < mk i + j for some 2 i l. Hence, u l = mk l + j − t for some t 1. In other words, we denote
where 0 u i mk i + j for all 2 i l − 1. Thus, there are two cases to consider:
(1) j > t (2) j t.
Case (1): Suppose j > t. In this case, we take v 0 := max{r(j − t)
There are two special subcases to consider:
, it follows from Theorem 9 that
By Lemma 1, w is minimal in the set {p ∈ H ∞,l−1 | p 1 = mk 1 + t}.
In the following, we are going to show that v w. One easily check that v i mk i + t = w i for 2 i l − 1. Since
we obtain v 0 r(j − t) + mk l < mρ 0 − rt = w 0 . Now we have v ∈ {p ∈ H ∞,l−1 | p 1 = mk 1 + t}, v w, and
which is a contradiction to the minimality of w in {p ∈ H ∞,l−1 | p 1 = mk 1 + t}.
where ρ 2 := k 2 + k l + 1. By the induction hypothesis, S l−1 = Γ l−1 , and so
From Lemma 1, w is minimal in the set {p ∈ H l−1 | p 1 = mk 1 + t}. Similarly, we have v ∈ {p ∈ H l−1 | p 1 = mk 1 + t}, v w, and
contradicting the minimality of w in {p ∈ H l−1 | p 1 = mk 1 + t}. Case (2): Suppose j t. In this case, we have
where ρ 2 = k 2 + k l + 1. We will find a contradiction if we show that v w and v = w. Clearly, v i = u i mk i + j = w i for 3 i l − 1. It suffices to prove that u 2 + mk l < mρ 2 + j. But this inequality always holds as
Since both cases (1) and (2) yield a contradiction, it must be the case that γ k,j is minimal in {p ∈ H l | p 1 = mk 1 + j}. Therefore, by the definition of Γ l , we have γ k,j ∈ Γ l . This completes the proof of the claim that S l ⊆ Γ l .
Next, we will show that Γ l ⊆ S l . Suppose not, and we suppose that there exists n = (n 1 , · · · , n l ) ∈ Γ l \ S l . Then there exists h ∈ F q (x) such that (h) ∞ = n 1 P 1 + · · · + n l P l . By Lemma 2, we have
where 1 j i m−1 and k i 0 for all 1 i l. Without loss of generality, we may assume that
n. This yields a contradiction as n is minimal in the set {p ∈ H l | p 2 = n 2 }. Thus, we have u 1 > n 1 > 0. By the induction hypothesis,
for some k, 2 k l − 1. Remember that u is constructed from the nonzero coordinates ofũ and
Let {i 1 , · · · , i l−1 } = {1, · · · , l − 1} be an index set such that i 1 < i 2 < · · · < i k and
Note that i 1 = 1 and i 2 = 2 since u 1 > n 1 > 0 and u 2 = n 2 > 0. The fact
In the following, we seperate the proof into two cases:
(
By Equation (3), and since j 2 j l , we haveṽ n. Denote
Notice thatṽ n and n ∈ Γ l . Therefore, n =ṽ as otherwise n is not minimal in {p ∈ H l | p 2 = n 2 }. Hence, k + 1 = l and n =ṽ = v ∈ S l , which is a contradiction. Case (2): Suppose that u 1 − m(k l + 1) < 0. There are two subcases to consider:
We are going to show thatṽ n andṽ = n. Obviously, u i n i for 2 i l − 1. Since j 2 − m < 0 < j 1 , we have
Soṽ n andṽ = n. The nonzero coordinates ofṽ will form a new vector expressed as
We claim that v ∈ S k+1 . Clearly, k 1 − 1 0. Suppose that T 1 − k 1 < 0, then it must be
contradicting the fact that u 1 > n 1 . Therefore, T 1 − k 1 0. It is easy to see that
So v ∈ S k+1 ⊆ Γ k+1 . Thenṽ ∈ H l and soṽ ∈ {p ∈ H l | p 2 = n 2 }. This contradicts the minimality of n in {p ∈ H l | p 2 = n 2 }, concluding the proof in this subcase.
Since u 1 = mT 1 + j 2 < m(k l + 1) means that T 1 k l , we have
as j 2 j l . This yields thatṽ n andṽ = n. Let
As before, it follows thatṽ ∈ H l andṽ ∈ {p ∈ H l | p 2 = n 2 }. But v n andṽ = n, contradicting the minimality of n in {p ∈ H l | p 2 = n 2 }. The proof in this subcase is completed.
Since both cases (1) and (2) yield a contradiction, it must be the case that no such n exists. Hence, Γ l \ S l = ∅. This establishes that Γ l ⊆ S l , concluding the proof that Γ l = S l . Now suppose that r − r m < l r. If γ k,j ∈ Γ l , then
which is a contradiction as 1 j m − 1. Therefore, Γ l = ∅.
Remark 11.
We mention that Theorem 10 is an extension of Theorem 10 in [10] , which settles the case where r = q, m = q+1.
IV. EXAMPLES OVER KUMMER EXTENSIONS
In this section we provide several examples to illustrate our results given in the previous section.
Example 12. Let (r, m, λ) = (7, 5, 1). The Kummer extension F K /F q (x) is defined by y 5 = f (x) with deg(f ) = 7, where q is a prime power. Let (P 1 , P 2 , · · · , P 7 )
be a 7-tuple of totally ramified places with the exception of P ∞ . By Theorem 8, (2, 17) , (3, 8) , (4, 4) , (6, 16 ), (7, 12) , (8, 3) , (11, 11) , (12, 7) , (16, 6), (17, 2), (21, 1) .
Applying Theorem 10, one can obtain that
(1, 1, 16), (1, 6, 11) , (1, 11, 6) , (1, 16, 1), (2, 2, 12), (2, 7, 7), (2, 12, 2), (3, 3, 3) , (6, 1, 11) , (6, 6, 6) , (6, 11, 1), (7, 2, 7), (7, 7, 2) , (11, 1, 6) , (11, 6, 1) Example 13. Let (r, m, λ) = (5, 9, 1). The Kummer extension F K /F q (x) is defined by y 9 = f (x) with deg(f ) = 5, where q is a prime power. Let (P ∞ , P 1 , P 2 , · · · , P 5 ) be a 6-tuple of totally ramified places. It follows from Lemma 7 that
(1, 7), (2, 14) , (3, 21) , (4, 28) , (6, 6) , (7, 13) , (8, 20) , (11, 5) , (12, 12) , (13, 19) (3, 3, 12) , (3, 12, 3) , (4, 1, 19) , (4, 10, 10) , (4, 19, 1) , (7, 4, 4) , (8, 2, 11) , (8, 11, 2) , (12, 3, 3) , (13, 1, 10) 
