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The purpose of this paper is twofold. First, we generalize the results of Pless and
Qian and those of Pless, Sole´, and Qian for cyclic Z4-codes to cyclic Zpm-codes.
Second, we establish connections between this new development and the results
on cyclic Zpm-codes obtained by Calderbank and Sloane. We produce generators
for the cyclic Zpm-codes which are analogs to those for cyclic Z4-codes. We show
that these may be used to produce a single generator for such codes. In particular,
this proves that the ring Rn 5 Zpm[x ] /(x n 2 1) is principal, a result that had been
previously announced with an incorrect proof. Generators for dual codes of cyclic
Zpm-codes are produced from the generators of the corresponding cyclic Zpm-codes.
In addition, we also obtain generators for the cyclic pm-ary codes induced from the
idempotent generators for cyclic p -ary codes.  1997 Academic Press
1. INTRODUCTION
In the seminal paper [8], Hammons, Kumar, Calderbank, Sloane, and
Sole´ discuss the Z4-linearity of Kerdock, Preparata, Goethals, and other
codes. The structure of cyclic Z4-codes is considered by Pless and Qian in
[12], and Pless, Sole´, and Qian in [13]. They provide generator polynomials
as well as idempotent generators for cyclic Z4-codes. They have also outlined
the necessary and sufficient conditions for these codes to be self-dual. In
this paper, we generalize the results from [12, 13] to cyclic Zpm-codes, where
p is a prime. We shall prove that a cyclic Zpm-code has generators of the form
( f0 f2 ? ? ? fm ; p f0 f1 f3 ? ? ? fm ; ? ? ?; p m21 f0 f1 ? ? ? fm21),
where f0 f1 ? ? ? fm 5 x n 2 1 over Zpm and give conditions for these codes
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to be self-dual. We shall then find idempotent-induced generators for
these codes.
Generators for cyclic Zpm-codes have been studied earlier by Calderbank
and Sloane in [6]. In this paper we explore the connections between the
generators given in [6] and those produced here. The constructions in [6]
yield cyclic codes over p-adic rings. We consider here the connections
between our approach and the study of cyclic codes over p-adic rings.
The related literature includes [7], on self-dual codes over Z4 , [4], on
quaternary quadratic residue codes and unimodular lattices, and [1, 2, 14],
on codes over Zm. In [1] it is shown how to construct cyclic codes over Zm
(m a square-free positive integer) from Zp-cyclic codes, where p runs over
the prime factors of m. Spiegel [15] observed that the same construction
can be used to construct cyclic codes over Zm from Zpki i-cyclic codes, where
m 5 pk11 pk22 . . . pkrr .
2. PRELIMINARIES
A subset C of Znpm is called a Zpm-code if C is a Zpm-submodule of Znpm.
C is called cyclic if whenever a 5 (a0 , a1 , . . . . , an21 ) [ C; its cyclic shift
(an21 , a0 , a1 , . . . , an22 ) is also in C. As is customary, Rn will denote the
ring Zpm[x ]/(x n 2 1) and the elements of Rn will be identified with polynomi-
als over Zpm of degree #n 2 1. Also, an n-tuple (a0 , a1, . . . , an21 ) in
Zpm will be identified with the element a0 1 a1 x 1 ? ? ? 1 an21 x n21 of Rn
[11]. Using this identification, it is easy to see that the cyclic Zpm-codes
correspond precisely to the ideals of Rn . There is a bit of ambiguity in the
notation Rn since it makes reference to neither p nor m. This is usually not
a problem but we will have to be a bit careful in Section 5. As is customary,
if a polynomial f(x) divides x n 2 1 (say x n 2 1 5 f (x)g(x)), we refer to
g(x) 5 (xn 2 1)/f(x) as fˆ (x).
For a Zpm-code C we shall use C' to denote the dual (orthogonal) code
of C. A code is called self-dual if it is its own dual. For a polynomial f of
degree k, f * will denote its reciprocal polynomial x k f (x21).
A polynomial f [ Zpm[x ] is called nilpotent if there exists a positive
integer n such that f n 5 0. Also, f is called regular if it is not a zero divisor,
i.e., if for g [ Zpm[x ], fg 5 0 implies g 5 0. A commutative ring R is called
local it it has a unique maximal ideal. For example, Zpm is a local ring with
unique maximal ideal pZpm. It is well known that a commutative ring R
(with 1) is local if and only if for every a [ R either a or 1 2 a is invertible.
By e : Zpm[x ] R Zp[x], we will denote the ring homomorphism that maps
a 1 (pm) to a 1 (p) and the variable x to x. Observe that f [ Zpm [x ]
is a unit if and only if e f is a unit, f is regular if and only if e f ? 0 if
and only if f is not nilpotent, if and only if ai is not nilpotent for some i
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(Theorem XIII.2 in [9]). Two polynomials f and g in Zpm[x ] are called
coprime if Zpm[x ] 5 ( f) 1 (g) (p. 254 of [9]). One can easily see that if f
and g are coprime and f u gh then f u h.
LEMMA 2.1. If f, g [ Zpm[x ] are regular then f, g are coprime if and only
if e f, eg are coprime.
Proof. If f and g are coprime then there exist f1 , g1 [ Zpm[x ] such that
1 5 f f1 1 gg1 and therefore e f ? 0 ? eg and 1 5 e fef1 1 egeg1. Thus
e f and eg are coprime.
Conversely, if e f and eg are coprime then there exist f1 , g1 , and r
in Zpm[x ] such that f(x) f1 (x) 1 g(x)g1 (x) 5 1 1 pkr(x) for some
positive integer k. Since 1 1 pkr(x) is invertible in Zpm [x ], it follows that
1 [ ( f) 1 (g) and consequently f and g are coprime. n
DEFINITION 2.1. As is customary, we say that a polynomial f in Zpm [x ]
is basic irreducible if e f is irreducible in Zp [x ]. Also, f is called primary if
( f ) is a primary ideal, that is, if the relation gh [ ( f ) implies that either
g [ ( f ) or hk [ ( f) for some positive integer k.
DEFINITION 2.2. From this moment on, J will denote the set of all those
f in Zpm[x ] such that e f has no repeated roots in the algebraic closure of Zp .
For regular polynomials of Zp[x ], we have the following result.
LEMMA 2.2 (Theorem XIII.7 in [9]). Suppose f is a regular polynomial
in Zpm[x ]:
(a) If f is basic irreducible then f is irreducible.
(b) If f is irreducible then ef 5 ugn, where u is a unit, g is a monic
irreducible polynomial in Zp[x ], and n [ Z1.
(c) If f [ J then f is irreducible if and only if f is basic irreducible.
The following Lemma is a generalization of Lemma 1 in [12].
LEMMA 2.3. If f is a basic irreducible polynomial in Zpm[x ] then f is
primary.
Proof. Suppose g(x)h(x) [ ( f(x)). Since f is basic irreducible,
ef(x) is irreducible in Zp[x ] so that gcd (ef(x), eg(x)) 5 1 or ef(x). If
gcd(ef(x), eg(x)) 5 1 then, by Lemma 2.1, f and g are coprime. Thus
1 5 f(x) f1(x) 1 g(x)g1 (x) for some f1(x), g1(x) [ Zpm[x ] so that h(x) 5
f(x)h(x) f1 (x) 1 g(x)h(x)g1(x). Since g(x)h(x) [ ( f(x)) it follows that
f(x) u h(x). If gcd(e f(x), eg(x)) 5 ef(x) then there exist u(x),
v(x) [ Zpm[x ] such that g(x) 5 f(x)u(x) 1 pkv(x) for some positive integer
k , m. But then gm(x) [ ( f(x)). n
CYCLIC CODES OVER Zpm 337
We know that if f [ R[x ], where R is a unique factorization domain
(UFD) then there exist irreducible polynomials g1 , g2 , . . . , gk such that
f 5 g1 g2 ? ? ? gk . This factorization is unique in the sense that if f 5
g1 g2 ? ? ? gk 5 h1 h2 ? ? ? hl , where g1 , g2 , . . . , gk ; h1 , h2 , . . . , hl are
irreducible then k 5 l and there exist s [ Sk and units u1 , u2 , . . . , uk in
R such that for 1 # i # k, gi 5 ui hs(i) . For regular polynomials in a
polynomial ring R[x] over a local ring R we have the following result.
LEMMA 2.4 (Theorem XIII.11 in [9]). Let f be a regular polynomial in
R[x]. Then
(a) f 5 ug1 g2 ? ? ? gk , where u is a unit and g1 , g2 , . . . , gk are regular,
primary, pairwise-coprime polynomials, and
(b) if f 5 ug1 g2 ? ? ? gk 5 vh1 h2 ? ? ? hl , where u, v are units and hgij,
hhjj are families of regular, primary, pairwise-coprime polynomials, then
k 5 l and there exist s [ Sk such that (gi) 5 (hs(i)), 1 # i # k.
Remember that the ring Zpm is a local ring. Therefore, a polynomial f
has at least one coefficient that is not divisible by p if and only if f is regular
(Theorem XIII.2(c) of [9]). Since Zp [x] is a UFD, if f [ J then ef is a
product of distinct irreducible polynomials in Zp[x]. By Hensel’s lemma
(Theorem XIII.4 of [9]) f is a product of basic irreducible polynomials in
Zpm [x] which are pairwise-coprime. By Lemma 2.3, these polynomials are
primary. Lemma 2.4 then yields the following.
COROLLARY 2.5. If f [ J and f has at least one coefficient not divisible
by p then f 5 g1 g2 ? ? ? gk , where g1 , g2 , . . . , gk are regular, primary,
pairwise-coprime polynomials. This decomposition is unique in the sense
that if f 5 g1 g2 ? ? ? gk 5 h1 h2 ? ? ? hl , where hg1 , g2 , . . . , gk j and hh1 ,
h2 , . . . , hlj are families of regular, primary, pairwise-coprime polynomials
then k 5 l and there exist s [ Sk and units u1 , u2 , . . . , uk such that gi 5
ui hs(i) , 1 # i # k.
COROLLARY 2.6. If p does not divide n then there exist a family
hg1 , g2 , . . . , gkj of regular, primary, pairwise-coprime polynomials in
Zpm[x], unique in the above sense, such that xn 2 1 5 g1 g2 ? ? ? gk .
3. CYCLIC CODES OVER Zpm
We start this section with a lemma where we discuss the structure of the
ideals of the ring Zpm [x]/( f (x)) for a basic irreducible polynomial f in
Zpm [x]. This lemma is a generalization of Lemma 2 in [12]. It will play a
crucial role in the characterization of generators for cyclic Zpm-codes.
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LEMMA 3.1. If f (x) [ Zpm [x] is a basic irreducible polynomial then the
ideals of Zpm [x]/( f(x)) are precisely (0), (1 1 ( f(x))), (p 1 ( f (x))), . . . ,
(pm21 1 ( f(x))).
Proof. Let I be a nonzero ideal of Zpm [x]/( f(x)). Let g(x) 1 ( f(x)) be
a nonzero element of I. By hypothesis, ef is an irreducible polynomial and,
hence, gcd(ef(x), eg(x)) 5 1 or ef(x). If gcd(ef(x), eg(x)) 5 1 then, by
Lemma 2.1, f and g are coprime. Hence, there exist u(x) and v(x) such
that 1 5 f(x)u(x) 1 g(x)v(x). But then (g(x) 1 ( f(x)))(v(x) 1 ( f(x))) 5
1 1 ( f(x)). Therefore g(x) 1 ( f(x)) is invertible. Consequently, I 5
Zpm [x] /( f(x)). On the other hand, if gcd(ef(x), eg(x)) 5 ef(x) then there
exist u(x), v(x) [ Zpm [x] such that g(x) 5 f(x)u(x) 1 pkv(x), where
gcd(ef(x), ev(x)) 5 1 and k is some positive integer less than m. Thus
g(x) 1 ( f(x)) [ (pk 1 ( f(x))). Hence, there exist 1 # l , m such that
I , (p l 1 ( f(x))). Let k0 be the largest positive integer l less than m such
that I , (pl 1 ( f(x))). In particular, there exist a nonzero element h(x) 1
( f(x)) in I such that h(x) 5 f(x)u(x) 1 pk0r(x) and gcd(e f(x), er(x)) 5 1.
Thus pk0r(x) 1 ( f(x)) [ I and gcd(e f(x), er(x)) 5 1. But then, by Lemma
2.1, f, r are coprime. Hence, there exist a(x), b(x) [ Zpm [x] such that 1 5
r(x)a(x) 1 f(x)b(x). Thus pk0 1 ( f(x)) 5 (pk0r(x)) 1 ( f(x)))(a(x) 1
( f(x))) [ I. Consequently I 5 (pk0 1 ( f(x))). This concludes the proof of
the Lemma. n
Recall that a code over Zpm is cyclic if and only if it is an ideal in the
ring Rn 5 Zpm [x]/(xn 2 1). Our first theorem in this section describes the
ideals in Rn. This is a generalization of Theorem 2 in [12].
THEOREM 3.2. Let p be a prime such that p does not divide n. Let xn 2
1 5 f1 f2 ? ? ? fr be the representation of x n 2 1 as a product of basic
irreducible pairwise-coprime polynomials in Zpm [x]. Then any ideal in Rn is
a sum of ideals of the type (p jfˆi 1 (xn 2 1)), where 0 # j # m 2 1,
1 # i # r and, for 1 # i # r, fˆi 5 (x n 2 1)/ fi 5 Pj?i fj .
Proof. Since the fi’s are pairwise-coprime, we have
(xn 2 1) 5 ( f1 ) > ( f2 ) > ? ? ? > ( fr)
and for 1 # i, j # r, i ? j, Zpm[x] 5 ( fi) 1 ( fj ). Thus, by the Chinese
Remainder Theorem,
Rn 5
Zpm[x]
>ri51 ( fi)
Q % Or
i51
Zpm [x]
( fi)
.
Consequently, if I is an ideal of Rn then I 5 % o Ii, where Ii is an ideal
of the ring Zpm [x]/( fi). By Lemma 3.1, for each i, 1 # i # r, Ii 5 (0) or
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(pk 1 ( fi )) for some k, 0 # k # m 2 1. But then Ii will correspond to
(pkfˆi 1 (xn 2 1)) in Rn . Hence, I is a sum of ideals of the type
(p jfˆi 1 (xn 2 1)). n
COROLLARY 3.3. The number of cyclic Zpm-codes of length n is
(m 1 1)r, where r is the number of factors in a factorization of xn 2 1 as a
product of basic irreducible pairwise-coprime polynomials.
From this point on, in order to simplify the notation when dealing with
the elements of the ring Rn 5 Zpm [x]/(xn 2 1), we will use the polynomials
in Zpm [x] of degree less than n to represent their corresponding cosets in
Rn . It will be clear from the context whether we are referring to polynomials
or cosets. Our next results generalizes Theorem 3 in [12].
THEOREM 3.4. Suppose p is a prime not dividing n and C is a cyclic
Zpm-code. Then there exist a collection of pairwise-coprime polynomials F0 ,
F1 , . . . , Fm (possibly equal to 1) such that F0 F1 ? ? ? Fm 5 xn 2 1 and C
is generated by hFˆ1 , pFˆ2 , . . . , pm21Fˆm j; i.e.,
C 5 (Fˆ1 , pFˆ2 , . . . , pm21Fˆm ).
The polynomials F0 , F1 , . . . , Fm are unique in the sense that if
C 5 (Hˆ1 , pHˆ2 , . . . , pm21Hˆm),
where H0 H1 ? ? ? Hm 5 xn 2 1 then for 0 # i # m, Fi is an associate of
Hi . In particular, if we require the Fi’s to be monic then the representation
is unique. Moreover, uCu 5 pk, where k 5 om21i50 (m 2 i) deg Fi11 .
Proof. As observed above, xn 2 1 5 f1 f2 ? ? ? fr , where f1 , f2 , . . . , fr
are unique basic irreducible pairwise-coprime polynomials. Since xn 2 1 is
monic, f1 , f2 , . . . , fr may be chosen to be monic. For each i, 1 # i # r,
let fˆi denote the product of all fj ’s different from fi . Then, from Theorem
3.2, C is a sum of ideals of the type (p j fˆi). By reordering, if necessary, we
can assume that C is the sum of
( fˆk111), ( fˆk112), . . . , ( fˆk11k2); (pfˆk11k211), . . . , (pfˆk11k21k3); . . . ;
(pm21fˆk11k21???1km11), . . . , (p
m21fˆr).
Let k0 5 0 and, for 0 # i # m,
Fi 5H 1 if ki11 5 0fk01k11k21???1ki11 ? ? ? fk01k11k21???1ki11 if ki11 ? 0.
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Then it is easy to show that
C 5 (Fˆ1 , pFˆ2 , . . . , pm21Fˆm).
Observe that if for 0 # j # m, Aj 5 hi u 1 # i # r, pm2jfˆi [ C,
pm2j21fˆi Ó Cj then Fj 5 Pi[Aj fi . The uniqueness of the Fi’s follows from
this observation and the uniqueness of the fi ’s.
If each Fi ? 1 (1 # i # m) then they are pairwise-coprime and thus
C 5 (Fˆ1) % (pFˆ2) % ? ? ? % (pm21Fˆm).
Therefore,
uCu 5 u(Fˆ1)uu(pFˆ2)u ? ? ? u(pm21Fˆm)u
5 pm(n2deg Fˆ1)p(m21)(n2deg Fˆ2) ? ? ? p(n2deg Fˆm) 5 pk,
where k 5 om21i50 (m 2 i) deg Fi11 as desired. If Fi 5 1 for some i, a slight
modification will yield the result and the formula for uCu still holds. n
Remark 3.1. Some of the generators above may be equal to zero.
Namely, if for some k, 1 # k # m, Fk 5 1 then Fˆk 5 F0F1 ? ? ? Fk21Fk11
? ? ? Fm 5 0(mod(xn 2 1)).
COROLLARY 3.5. Suppose p is a prime not dividing n and C is a cyclic
Zpm-code. Then there exist polynomials f0 , f1 , . . . , fm21 such that
fm21 ufm22u ? ? ? uf0u xn 2 1
and
C 5 ( f0 , pf1 , p2 f2 , . . . , pm21 fm21).
Proof. With the notations of Theorem 3.4
C 5 (Fˆ1 , pFˆ2 , . . . , pm21Fˆm).
For 0 # i # m 2 2, let fi 5 F0Fi12 ? ? ? Fm and fm21 5 F0 . Then
fm21 u fm22u ? ? ? u f0u xn 2 1. Also for all i, 0 # i # m 2 1, piFˆi11 5 piF0F1
? ? ? FiFi12 ? ? ? Fm 5 pifiF1F2 ? ? ? Fi . Hence, C , ( f0 , pf1 , . . . , pm21fm21).
To prove the reverse inclusion first observe that f0 [ C. Again as F1 and
F2 are coprime, there exist polynomials a(x), b(x) [ Zpm[x] such that 1 5
a(x)F1(x) 1 b(x)F2(x). Thus, pf1 5 pF0F3 ? ? ? Fm 5 pa(x)F0F1F3 ? ? ?
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Fm 1 pb(x) f0 5 pa(x)Fˆ2 1 pb(x) f0 [ C. Proceeding like this we get pifi [
C for all i, 0 # i # m 2 1. Thus, C 5 ( f0 , pf1 , . . . , pm21fm21). n
Remark 3.2. Generators for cyclic Zpm-codes of the type of those given
in the above corollary were originally obtained by Calderbank and Sloane
in [8]. Indeed, it is also possible to obtain the generators in Theorem 3.4
from those in Corollary 3.5, by writing F0 5 fm21 , F1 5 (xn 2 1)/f0 , and
for 2 # i # m, Fi 5 fi22/fi21 .
As an additional corollary, we obtain that if p is a prime not dividing n
then Rn is a principal ideal ring. This result was announced in [8]. Unfortu-
nately, the proof there is incorrect. The single generator produced here is
induced by the generators from Theorem 3.4, in the exact same way in
which the single generator suggested in [8] was based on the generators
from Corollary 3.5. Immediately after Corollary 3.6, we will provide an
example where the element suggested in [8] fails to generate the entire code.
COROLLARY 3.6. If p is a prime not dividing n then Rn is a principal
ideal ring.
Proof. With the notations of Theorem 3.4, C 5 (Fˆ1 , pFˆ2 , . . ., pm21Fˆm).
Let G 5 Fˆ1 1 pFˆ2 1 ? ? ? 1 pm21Fˆm . We shall prove that C 5 (G). First
observe that for 0 # i, j # m, i ? j, we have FˆiFˆj 5 0 in Rn . Also, since
for all i such that 1 # i # m, Fˆi , Fi is a pair of coprime polynomials, there
exist bi , ci such that biFˆi 1 ciFi 5 1. It follows that, for all k such that 1 #
k # m, Pki51 (biFˆi 1 ciFi) 5 1. Therefore, for all k, there exist polynomials
ak0 , ak1 , . . . , akk such that
ak0F1F2 ? ? ? Fk 1 ak1Fˆ1F2 ? ? ? Fk 1 ak2F1Fˆ2
? ? ? Fk 1 ? ? ? 1 akkF1F2 ? ? ? Fk21Fˆk 5 1.
Multiplying by pm21Fˆm on both sides of the version of the above equation
with k 5 m 2 1, we obtain pm21Fˆm 5 pm21am21,0F1F2 ? ? ? Fm21Fˆm . On the
other hand, F1F2 ? ? ? Fm21G 5 pm21F1F2 ? ? ? Fm21Fˆm . Consequently,
pm21Fˆm [ (G) and, thus, H 5 Fˆ1 1 pFˆ2 1 ? ? ? 1 pm22Fˆm21 [ (G). A
similar argument yields pm22Fˆm21 5 pm22am22,0F1F2 ? ? ? Fm22Fˆm21 and
F1F2 ? ? ? Fm22H 5 pm22F1F2 ? ? ? Fm22Fˆm21 . So, we get pm22Fˆm21 [ (G)
and, hence, Fˆ1 1 pFˆ2 1 ? ? ? 1 pm23Fˆm22 [ (G). Continuing on like this,
we conclude that Fˆ1 , pFˆ2 , p2Fˆ3 , . . . , pm21Fˆm [ (G). This completes
the proof. n
We now provide an example of a code where the element suggested in
[8] fails to generate the code.
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EXAMPLE 3.1. In Z8[x],
x7 2 1 5 g1g2g3
where g1 5 x 2 1, g2 5 7 1 5x 1 6x2 1 x3, g3 5 7 1 2x 1 3x2 1 x3. Let
F0 5 1, F1 5 g1g3 , F2 5 g2 , F3 5 1. Consider the cyclic Z8-code
C 5 (Fˆ1 , 2Fˆ2 , 22Fˆ3) 5 (g2 , 2g1g3).
By Corollary 3.6, C 5 (G), where G 5 Fˆ1 1 2Fˆ2 1 22Fˆ3 5 g2 1 2g1g3 .
Also, by Corollary 3.5, C 5 ( f0 , 2 f1 , 22f2), where f0 5 g2 , f1 5 1, f2 5 1. It
is straightforward to verify that g2 1 2g1g3 Ó ( f0 1 2f1 1 22f2) 5 (g2 1 6).
Thus, C ? ( f0 1 2 f1 1 22f2).
We end this section with a result on generators of cyclic codes of length
n over p-adic rings. Calderbank and Sloane proved that for every cyclic
code C over the p-adic ring Rp there exists b $ 1, 0 # m0 , m1 , ? ? ? ,
mb21 , and h fi u i 5 0, . . . , b 2 1j, divisors of xn 2 1, such that C 5 (pm0
f0 , pm1f1, pm2f2 , . . . , pmb21fb21) and fb21 ufb2 2u ? ? ? uf1u f0 (Theorem 6 in
[8]). Writing F0 5 fb21 , F1 5 (xn 2 1)/f0 , and for 2 # i # b, Fi 5 fi22/fi21 ,
and using an argument similar to the one used above to prove Corollary
3.5 we get the following.
THEOREM 3.7. Suppose p is a prime not dividing n and C is a cyclic
code over the p-adic ring Rp . Then there exists a collection of pairwise-
coprime polynomials F0 , F1 , . . . , Fb (some of them possibly equal to 1)
such that F0F1 ? ? ? Fb 5 xn 2 1 and
C 5 (pm0Fˆ1 , pm1Fˆ2 , . . . , pmb21Fˆb).
Remark 3.3. Similarly as with the case of cyclic Zpm-codes, one can
recover the generators for a cyclic Rp-code as in Theorem 6 of [8] from
the generators in Theorem 3.7 (see Corollary 3.5). However, unlike in the
case of Zpm-codes, we do not have a natural way to produce the generators
in Theorem 3.7 without resorting to the generators from Theorem 6 of [8].
4. DUAL AND SELF-DUAL CYCLIC CODES
Recall that, for a Zpm-code C, we shall use the notation C' to denote the
dual code of C. A code is called self-dual if it is its own dual.
Before we go on to produce generators for the dual codes, we need to
state the following well-known result (cf. [6]).
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LEMMA 4.1. The number of elements in any nonzero linear code C over
Zpm is of the form pk. Furthermore, the dual code C' has pl codewords where
k 1 l 5 mn.
THEOREM 4.2. Suppose p is a prime not dividing n and
C 5 (Fˆ1 , pFˆ2 , . . . , pm21Fˆm),
where F0F1 ? ? ? Fm 5 xn 2 1. Then
C' 5 (Fˆ*0 , pFˆ*m , p
2Fˆ*m21 , . . . , pm21Fˆ*2 ).
Proof. We assume that Fi ? 1 for all i, 1 # i # m. The case when some
Fi 5 1 can be dealt with similarly.
Let C1 5 (Fˆ*0 , pFˆ*m , p
2Fˆ*m21 , . . . , pm21Fˆ*2 ). First observe that for 0 # i,
j # m 2 1, (piFˆi11)(p jFˆ*m2j11)* is divisible by xn 2 1 if i 1 1 ? m 2 j 1 1
and by pm if i 1 1 5 m 2 j 1 1. In any case (piFˆi11)(p jFˆ*m2j11)* ; 0(mod
xn 2 1). Thus C1 , C'. Also
uC1u 5 pm deg F
*
0p(m21)deg F
*
m ? ? ? pdeg F
*
2
5 pt, where t 5 Om
i51
i deg Fi11 , with Fm11 5 F0 .
On the other hand, by the Lemma 4.1, uC'u 5 pl, where l 1 k 5 n. By
Theorem 3.4, above, k 5 om21i50 (m 2 i) deg Fi11 . It follows that l 5 o
m
i51 i
deg Fi11 5 t (with Fm11 5 F0). Hence, C' 5 C1 and the proof is complete. n
Recall that a code C is said to be self-dual if C 5 C'. For example, when
m is even, the cyclic Zpm-code (pm/2) , Rn is self-dual. This code is referred
to as the trivial self-dual cyclic Zpm-code of length n. In the next corollary
we characterize self-dual cyclic Zpm-codes. This is a generalization of Theo-
rem 2 in [13].
COROLLARY 4.3. Suppose C 5 (Fˆ1 , pFˆ2 , . . . , pm21Fˆm), where F0F1
? ? ? Fm 5 xn 2 1 and p does not divide n. Then C is self-dual if and only
if for 0 # i, j # m, whenever i 1 j ; 1 (mod m 1 1), Fi is an associate of
F*j .
Proof. If for 0 # i, j # m, i 1 j ; 1 (mod m 1 1), Fi is an associate
of F*j then obviously C is self-dual. To prove the other direction, let Gi 5
F*j whenever 0 # i, j # m are such that i 1 j ; 1 (mod m 1 1). Then we
have 2G0G1 ? ? ? Gm 5 xn 2 1 5 F0F1 ? ? ? Fm and
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C' 5 (Gˆ1 , pGˆ2 , . . . , pm21Gˆm).
Since C 5 C', we have, from the uniqueness in Theorem 3.4, that for all
i, 0 # i # m, Fi is an associate of Gi . In other words, Fi is an associated
of F*j whenever 0 # j # m are such that i 1 j ; 1 (mod m 1 1). n
We continue by providing some criteria that determine the existence of
nontrivial self-dual cyclic Zpm-codes. Theorem 4.5 is a generalization of
Theorem 3 in [13].
THEOREM 4.4. If p is a prime that does not divide n and m is even then
nontrivial self-dual cyclic Zpm-codes exist if and only if there exists a basic
irreducible polynomial f [ Zpm[x] such that f u xn 2 1 and f is not an associate
of f *.
Proof. Suppose C 5 (Fˆ1 , pFˆ2 , . . . , pm21Fˆm), where F0F1 ? ? ? Fm 5
xn 2 1. If, for every f [ Zpm[x] such that f u xn 2 1, f is an associate of f *
then, for 0 # i # m, Fi is an associate of F*i . Now if C is self-dual then
whenever 0 # i, j # m and i 1 j ; 1 (mod m 1 1), Fi is an associate of
F*j and, hence, of Fj . Thus, since xn 2 1 has no repeated roots, Fi ? 1 only
if i 5 m/2 1 1. Consequently, Fm/211 5 xn 2 1 and C 5 (pm/2), the trivial
self-dual cyclic Zpm-code.
Conversely, if there exist a basic irreducible polynomial f [ Zpm[x], such
that f u xn 2 1 and f is not an associate of f *, then, there exists
h [ Zpm[x] such that xn 2 1 5 ff *h. Writing m 5 2k, it is easy to see that
the cyclic code (pk21f *h, pkff *, pk11f h) is nontrivial and self-dual. n
THEOREM 4.5. Let p be a prime not dividing n and m be even. Then
nontrivial self-dual cyclic Zpm-codes of length n exist if and only if for all
positive integers i, pi ? 21 (mod n).
Proof. As is customary, for 0 # v # n 2 1, let Cv denote the cyclotomic
coset of n containing v. If 21 ; pi (mod n) for some i then Cu 5 Cn2u for
all cyclotomic cosets Cu and, hence, f 5 f * for all f [ Zpm[x] such that
f u xn 2 1. Thus, by Theorem 4.4, no nontrivial cyclic Zpm-code is self-dual.
For the converse, let b be a primitive nth root of unity. Assume that
21 ? pi (mod n) for all i. Let f [ Zpm[x] be a basic irreducible polynomial
such that f u xn 2 1. Then f is irreducible and there exists a cyclotomic
coset Cu such that f (x) 5 Pi[Cu (x 2 b
i). But then f *(x) 5 Pi[Cn2u(x 2 b
i).
Since 21 ? pi (mod n) for any i, then Cu ? Cn2u . Thus f is not an associate
of f *. Conjuring up Theorem 4.4, we obtain that nontrivial self-dual cyclic
Zpm-codes exist. n
For discussion regarding the conditions for the values of n for which
pi ; 21 (mod n) for some i we refer the reader to [10] or to Appendix B
of [13] (for the p 5 2 case). As an illustration, we now give some particular
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cases when self-dual codes of length n do not exist. The following definition
and lemma are well known. We state them here for completeness (cf. [5]).
DEFINITION 4.1. Let a and n be relatively prime integers. If the congru-
ence x2 ; a (mod n) has a solution, then a is called a quadratic residue of
n. Otherwise, a is called a quadratic nonresidue of n.
LEMMA 4.6. (Euler). If p is an odd prime and gcd(a, p) 5 1 then a is a
quadratic residue of p if and only if a(p21)/2 ; 1 (mod p). Indeed, a is a
quadratic residue or a quadratic nonresidue according to whether a(p21)/2 is
congruent to 1 or 21 modulo p.
Combining this with Theorem 4.5, we get the following.
COROLLARY 4.7. If n is an odd prime different from p and if p is not a
quadratic residue modulo n then self-dual cyclic Zpm-codes of length n do
not exist.
As special cases, we have the following corollaries (cf. [5]).
COROLLARY 4.8. Self-dual codes of prime length n do not exist in any
of the following cases:
(a) p 5 2, n ; 63 (mod 8),
(b) p 5 3, n ; 65 (mod 12),
(c) p 5 5, n ; 63, 67 (mod 20),
(d) p 5 7, n ; 65, 611, 613 (mod 28).
It is known that if p is an odd prime and gcd(a, p) 5 1 then a is a
quadratic residue modulo pn, where n $ 1, if and only if a is a quadratic
residue modulo p (Theorem 9.11 in [5]). We thus have the following cor-
ollary.
COROLLARY 4.9. Self-dual codes of length n do not exist if n 5 qk, where
q is an odd prime different from p and p is a quadratic nonresidue modulo n.
5. IDEMPOTENTS
Remember that an element e(x) [ Rn is called idempotent if [e(x)]2 5
e(x), equivalently, as polynomials, [e(x)]2 ; e(x) (mod(xn 2 1)). Recall
that, for the sake of simplicity, we use the same notation to represent the
polynomials in Zpm[x] of degree less than n and the corresponding elements
of Rn 5 Zpm[x]/(xn 2 1). As mentioned in Section 2, there is a bit of
ambiguity in the notation Rn , since it makes reference to neither p nor m.
For instance, in the following theorem we have an idempotent element of
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Rn 5 Zpm[x]/(xn 2 1) in part (a), and also an idempotent element of
Zp[x]/(xn 2 1) viewed as an element of Zpm[x]/(xn 2 1), in part (c). For
example, e(x) 5 x 1 x2 1 x4 is an idempotent element of Z2[x]/(x7 2 1)
but it is not idempotent as an element of Z2m[x]/(x7 2 1) when m $ 2. In
view of this and for this section alone, when necessary to avoid ambiguity,
we will employ the notation R(m)n 5 Zpm[x]/(xn 2 1). Moreover, in this
section, we will frequently write f ; g to mean f ; g (mod(xn 2 1)) for
the sake of simplicity.
THEOREM 5.1. (a) Suppose p is a prime not dividing n and C is an
ideal of Rn . If C is generated by a divisor f of xn 2 1 then C has an idempotent
generator e. Furthermore, whenever 0 # k # m 2 1, then (pkf ) 5 (pke).
(b) Suppose p is a prime not dividing n and f is a divisor of xn 2 1.
Then for each k such that 0 # k # m 2 1, there exist an idempotent ek [
Zpm2k[x]/(xn 2 1) such that (pk f ) 5 (pkek). Indeed, if ek : Zpm[x] R
Zpm2k[x] is the ring homomorphism that maps a 1 (pm) to a 1 (pm2k) and
x to x, then ek is the generator of (ek f ).
(c) If p is a prime not dividing n, f is a divisor of xn 2 1 and e(x) is the
binary idempotent generator of (e f ) # Z2[x]/(xn 2 1), then (2m21 f ) 5
(2m21e).
Proof. (a) Since p does not divide n and f divides xn 2 1, there exists
g [ R(m)n such that (as polynomials) fg 5 xn 2 1 and f and g are coprime.
Thus, there exist a(x), b(x) [ Zpm[x] such that af 1 bg 5 1. Let e [
R(m)n be congruent to a f (mod xn 2 1). Then e ; 1 2 bg. Thus, e2 ; e(1 2
bg) 5 e 2 ebg 5 e 2 abfg ; e. It follows that fe 5 f 2 fbg ; f (mod xn
2 1). Thus e is an idempotent and ( f ) 5 (e). Clearly, this also implies that,
for 1 # k # m 2 1, (pkf ) 5 (pke).
(b) For 0 # k # m 2 1, let ek : Zpm[x] R Zpm2k[x] be the ring homomor-
phism that maps a 1 (pm) to a 1 (pm2k) and x to x. Since f u xn 2 1 in Zpm[x],
ekf divides xn 2 1 in Zpm2k[x]. By (a), there exist ek [ Zpm2k[x]/(xn 2 1)
such that (ek f ) 5 (ek). Since pkf 5 pkek f, it follows that (pk f ) 5 (pkek).
(c) Follows from (b). n
If C1 and C2 are cyclic Zpm-codes with idempotent generators e1 and e2 ,
respectively, then e1e2 and e1 1 e2 2 e1e2 are idempotent generators of
C1 > C2 and C1 1 C2 , respectively. If C1 > C2 5 (0) then e1 1 e2 is an
idempotent generator of C1 % C2 . Using this fact with Theorem 5.1, we
get the following corollary.
COROLLARY 5.2. Suppose C 5 (Fˆ1 , pFˆ2 , . . . , pm21Fˆm), where F0 , F1 ,
. . . , Fm are pairwise-coprime polynomials in Zpm[x] such that F0F1 ? ? ?
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Fm 5 xn 2 1. Then C 5 (e0 , pe1 , . . . , pm21em21), where for each k such
that 0 # k # m 2 1, ek is an idempotent in Zpm2k[x]/(xn 2 1).
Remark 5.1. We shall call the generators of the type (e0 , pe1 , . . . ,
pm21em21) of a cyclic Zpm-code, an idempotent-induced generator.
Pless and Qian proved that if C is a cyclic Z4-code having the idempotent
generator e then C' has idempotent generator 1 2 e(x21) (Theorem 7 in
[12]). The exact same argument yields the following result for the dual of
a cyclic Zpm-code.
THEOREM 5.3. If e(x) is the idempotent generator of a cyclic Zpm-code
then 1 2 e(x21) is the idempotent generator of C'.
It is known that if p is a prime not dividing n and if xn 2 1 5 f1f2 ? ? ?
fr then there exist idempotents e1 , e2 , . . . , er in Zp[x]/(xn 2 1) such that
ori51 ei ; 1 and eiej ; 0 for 1 # i, j # r, i ? j (p. 224 in [3]; Theorem 55 in
[11]). Such idempotents are called primitive idempotents. Moreover, any
idempotent in Zp[x]/(xn 2 1) can be written as a sum of primitive idempo-
tents (p. 224 in [3]; Theorem 55 in [1]). In our next result, we show how
primitive idempotents in Zp[x]/(xn 2 1) can be used to obtain primitive
idempotents in Zpm[xu/(xn 2 1). This is a generalization of Lemma 3.1 in
[4] and Theorem 9 in [12].
THEOREM 5.4. Suppose p is a prime not dividing n and suppose xn 2
1 5 f1 f2 ? ? ? fr is the representation of xn 2 1 as a product of basic irreducible,
pairwise-coprime polynomials in Zpm[x]. Suppose e1 , e2 , . . . , er [
Zp[x]/(xn 2 1) are primitive idempotents with (e fˆi) 5 (ei). For 1 # i # r,
let ui 5 ep
m21
i viewed as elements of Zpm[x]/(xn 2 1). Then,
(a) for each i with 1 # i # r, ui is an idempotent generator of the cyclic
Zpm-code ( fˆi),
(b) ori51 ui ; 1 and for 1 # i, j # r with i ? j, uiuj ; 0,
(c) each idempotent in Zpm[x]/(xn 2 1) is a sum of some ui’s.
Proof. (a) Since ei is an idempotent, e2i ; ei in Zp[x]/(xn 2 1). Thus,
e2i ; ei 1 pb1i for some b1i [ Zpm[x]. Since for 1 # r # p 2 1, p u (pr ), we
have e2pi ; epi 1 p2b2i for some b2i [ Zpm[x]. Inductively we get for k $
1, e2p
k21
i ; ep
k21
i 1 pkbki for some bki [ Zpm[x]. Thus, u2i 5 (ep
m21
i )2 5
e2p
m21
i ; ep
m21
i 1 pmbmi ; ep
m21
i 5 ui . Thus ui is an idempotent.
Now, because (ei) 5 (e fˆi) and eui 5 ei , we have eui [ (e fˆi). Thus,
ui ; fˆigi 1 pkhi for some positive integer k and gi , hi [ Zpm[x]. Since ui is
an idempotent, it follows that ui [ ( fˆi). Thus, (ui) , ( fˆi). To obtain the
reverse inclusion, observe that xn 2 1 u e2i 2 ei in Zp[x]. Since xn 2 1 5
e f1e f2 ? ? ? e fr , e fi u e2i 2 ei . But, (ei) 5 (e fˆi). Therefore, e fi and ei are
coprime. Consequently, e fi u ei 2 1, that is, ei ; 1 (mod e fi). Also, for
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j ? i, e fj u ei . Thus, ei ; dij (mod e fj) in Zp[x]; that is, eui ; dij (mod e fj)
in Zp[x]. But then ui ; dij 1 pkaij (mod fj) for some positive integer k and
aij [ Zpm[x]. As above, using the fact that ui is an idempotent, we get ui ;
dij (mod fj). Therefore, fˆi(ui 2 1) 5 0 in Rn . Consequently, fˆi ; ui fˆi [ (ui).
Thus, ( fˆi) 5 (ui).
(b) Let us start out by observing that for any k, pk21 $ k. Also for x1 ,
x2 , . . . , xr in a commutative ring R, (o
r
i51 xi)p 5 o
r
i51 x pi 1 p(sum of terms
containing a factor of the form xixj (i ? j)). Since in Zp[x], o
r
i51 ei ; 1 and
for 1 # i, j # r with i ? j, eiej ; 0; therefore, o
r
i51 ei ; 1 1 pa0 , and for
1 # i, j # r with i ? j, eiej ; pb0 for some a0 , b0 [ Zpm[x]. Notice that b0
depends on i and j but we will not make the notation any more cumbersome
unnecessarily by referring to this fact. Hence, following our observation at
the beginning of the proof of part (b),
Or
i51
e pi 5 SOr
i51
eiDp 2 p(sum of terms containing a factor of the form eiej)
5 (1 1 pa0)p 2 p2c0
for some c0 [ Zpm[x]. Since for 1 # r # p, p u ( pr ), it follows that, o
r
i51 e pi ;
1 1 p2a1 for some a1 [ Zpm[x]. Consequently,
Or
i51
e p
2
i 5 SOr
i51
e pi Dp 2 p(sum of terms containing a factor of the form e pi e pj )
5 (1 1 p2a2)p 2 p(sum of terms containing a factor of the form e pi e
p
j ).
Since p $ 2, it follows that ori51 e p
2
i ; 1 1 p3a3 . Proceeding inductively,
we get
Or
i51
ui 5 Or
i51
e p
m21
i ; 1 1 pmam 5 1 in Zpm[x].
Also, for 1 # i, j # r, i ? j
uiuj 5 e p
m21
i e
pm21
j 5 (eiej)
pm21.
Since pm21 $ m and eiej 5 pb0 in Zpm[x], it follows that uiuj ; 0 in Zpm[x].
This proves (b).
(c) Follows from the fact that if ( f ) is a cyclic Zpm-code with idempotent
generator e, then ( f ) is a sum of some ( fˆi) and the observation after
Theorem 5.1. n
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TABLE I
Cyclic Z9-Codes of Length 4
6. EXAMPLES
In this section we shall obtain nontrivial cyclic Z9-codes of length 4 and
nontrivial cyclic Z8-codes of length 7.
EXAMPLE 6.1 (Cyclic Z9-codes of length 4). In Z9[x],
x4 2 1 5 (x 2 8)(x 1 8)(x2 1 1) 5 f0 f1 f2 ,
where f0 5 x 2 8, f1 5 x 1 8, f2 5 x2 1 1. Observe that f0 , f1 , f2 are basic
irreducible, pairwise-coprime and f *0 5 f0 , f *1 5 2f1 , f *2 5 f2 . In Table I
we list all nontrivial cyclic Z9-codes of length 4 along with their duals
and length.
EXAMPLE 6.2 (Cyclic Z8-codes of length 7). We have over Z8
x7 2 1 5 (x 2 1)(7 1 5x 1 6x2 1 x3)(7 1 2x 1 3x2 1 x3)
5 f0 f1 f2 ,
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TABLE II
Cyclic Z8-Codes of Length 7
where f0 5 x 2 1, f1 5 7 1 5x 1 6x2 1 x3, f2 5 7 1 2x 1 3x2 1 x3. Observe
that f0 , f1 , f2 are basic irreducible, pairwise-coprime and f *0 5 2f0 , f *1 5
2f2 , f *2 5 2f1 . Let e1 5 x 1 x2 1 x4 and e2 5 x3 1 x5 1 x6. Then e1 , e2
are binary idempotents. Also, e1 1 e2 , e1 , e2 , 1 1 e2 , 1 1 e1 , 1 1 e1 1 e2
are binary idempotents generators of ef0 , ef1 , ef2 , ef0ef1 , ef0ef2 , ef1ef2 ,
respectively (p. 78 in [11]). Let h 5 1 1 e1 1 e2 . Then, with the notations
of Theorem 5.4,
u0 5 h4 5 7h, u1 5 (1 1 e1)4 5 5 1 3e1 1 6e2 ,
u2 5 (1 1 e2)4 5 5 1 6e1 1 3e2
are idempotent genrators of ( f1 f2), ( f0 f2), ( f0 f1) respectively. Observe that,
1 2 u0(x21) 5 1 2 u0 5 2 1 e1 1 e2 , 1 2 u1(x21) 5 1 2 u2 5 4 1 2e1 1
5e2 and 1 2 u2(x21) 5 1 2 u1 5 4 1 5e1 1 2e2 . By Theorem 5.3, idempotent
generators of ( f0), ( f1), ( f2) are 1 2 u0 , 1 2 u1 , 1 2 u2 respectively. In
Table II we list all nontrivial cyclic Z8-codes of length 7 along with their
duals, orders, and idempotent-induced generators.
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