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CLASSIFICATION OF ACTIONS OF DISCRETE KAC
ALGEBRAS ON INJECTIVE FACTORS
TOSHIHIKO MASUDA1 AND REIJI TOMATSU2
Abstract. We will study two kinds of actions of a discrete amenable Kac
algebra. The first one is an action whose modular part is normal. We will con-
struct a new invariant which generalizes a characteristic invariant for a discrete
group action, and we will present a complete classification. The second is a cen-
trally free action. By constructing a Rohlin tower in an asymptotic centralizer,
we will show that the Connes–Takesaki module is a complete invariant.
Introduction
Since Connes’ classification of automorphisms on the injective factor of type
II1 [11, 12], a classification of discrete amenable group actions on injective factors
has been developed by many researchers [29, 31, 33, 50], and now we have the
complete classification [31, 42]. On the contrary, study of actions by a continuous
group is more difficult. Among them, it is relatively easy to handle a compact
group because its dual is a discrete object. The point is that we still have the
Takesaki-type duality by the aid of Kac algebras, and study of actions of compact
groups (or more generally, compact Kac algebras) is essentially reduced to those
of discrete Kac algebras.
As in the case of discrete amenable groups, it is crucial to construct a Rohlin
tower. However, this argument always involves a technical difficulty on treating
an asymptotic centralizer. Namely, an action of a discrete Kac algebra means,
roughly speaking, a system of endomorphisms. As well known, an endomorphism
does not preserve central sequences in general, and it is not so trivial to construct
a Rohlin tower for a given action.
Let us recall the classification results obtained in our previous works [43, 44, 45].
In [43], we classified actions of discrete amenable Kac algebras on the injective
factor of type II1. More precisely, we showed the uniqueness of a free action of a
discrete amenable Kac algebra up to cocycle conjugacy. By the duality argument
as mentioned above, the uniqueness of a minimal action of a compact group on
the injective type II1 factor follows from this result.
The next problem is the classification of actions on infinite injective factors.
By combining [43] and an analytic characterization of endomorphisms [44], we
extended the result of [43], and showed the uniqueness of approximately inner
and centrally free actions of a discrete amenable Kac algebra on injective factors
of type II∞ and type III [45]. However for infinite factors, there exist many free
actions of discrete Kac algebras, which are not approximately inner, nor centrally
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free. (In the type II1 case, free actions are automatically approximately inner and
centrally free.) Thus, to classify actions, we will introduce invariants of actions.
As in the case of discrete group actions, we should use Connes–Takesaki modules,
and modular endomorphisms introduced in [23] in order to formulate invariants.
For approximately inner and centrally trivial actions, invariants become trivial,
and thus the results in [45] cover this case.
We will divide our problem into the following two cases and treat them sepa-
rately:
(1) An action with non-trivial normal modular part.
(2) A centrally free action with Connes–Takesaki module.
In the first case, we will formulate cohomological invariants, which can be
regarded as a generalization of a characteristic invariant of group actions. Then
we introduce the notion of a modular kernel, and our classification problem is
reduced to that of modular kernels. This enables us to construct the setX(ψ, FM)
which can be regarded as a generalization of the set of characteristic invariants.
Our main result concerning (1) is the following (Theorem 5.13):
Theorem A. Let α and β be actions of a discrete amenable Kac algebra Ĝ on a
McDuff factor M . Suppose that the following conditions hold:
• α and β have a common normal modular part;
• mod(απ) = mod(βπ) for all π ∈ Irr(G);
• [(aα, cα)] = [(aβ, cβ)] in X(ψ, FM).
Then α and β are strongly cocycle conjugate.
In the second case, if a given action has the trivial Connes–Takesaki mod-
ule, then our result corresponds to the one obtained in [45]. But even in this
case, our proof presented in this paper is completely different from that of [45].
Namely, in [45], we reduce the problem to a classification of actions on the injec-
tive type II∞ factor by using the continuous decomposition. On the other hand,
our new proof is based on the intertwining argument. This strategy is the natural
generalization of proof presented in [43] though the absence of a trace makes our
argument technically difficult, and more subtle estimations are required to obtain
a classification. Our second main result is the following (Corollary 6.27):
Theorem B. Let α and β be centrally free actions of Ĝ on an injective factor
M . Then they have the Connes–Takesaki modules, and if mod(απ) = mod(βπ)
for all π ∈ Irr(G), then α and β are cocycle conjugate.
Our results can be applied to simple compact, connected Lie groups like SU(n).
On the other hand, readers should note that there are many actions of finite
dimensional Kac algebras, to which we can not apply our results.
This paper is organized as follows.
In Section 1, we will recall the notion of a modular endomorphism and a canon-
ical extension of an endomorphism due to Izumi [23]. Next, we will introduce an
ultraproduct von Neumann algebra and, in particular, we will derive some useful
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inclusions of ultraproduct von Neumann algebras arising from a crossed product
by using Ando–Haagerup theory [1].
In Section 2, We will give a certain decomposition of the canonical extension
of an irreducible endomorphism. Next we will discuss how an endomorphism ρ
is decomposed when ρρ and ρρ are modular (Theorem 2.5).
In Section 3, we start to study an action of a compact or discrete Kac algebra.
In particular, a dual 2-cocycle twisting and an application of Theorem 2.5 are
discussed.
In Section 4, we will classify modular kernels. The main ingredient is the
strategy provided in [42] and the Bratteli–Elliott–Evans–Kishimoto intertwining
argument.
In Section 5, we will discuss a classification of actions with non-trivial modular
parts. On the basis of the classification results obtained in Section 4, a complete
invariant of actions is introduced, and we construct a model action which realize
a given invariant. As a special case, we discuss the relationship between modular
actions and dual 2-cocycle twistings.
In Section 6, we will classify centrally free actions on injective factors. Our
main tool is a refined Rohlin tower in the asymptotic centralizer.
In Section 7, related unsolved problems and a plausible conjecture are paused.
In Section 8, we will briefly summarize some basic results about index theory
of inclusion of von Neumann algebras and a cocycle crossed product and a dual
cocycle twisting of a Kac algebra.
Readers who want to follow the main results quickly, they can skip some parts
of this paper. For the proof of Theorem A (Theorem 5.13), Corollary 3.27 and
Theorem 4.3 are used. One can read only Section 4.1 and skip other parts of
Section 4 to follow the proof of Theorem 4.3. Thus one may directly access Section
4.1 and Section 5 once he admits Corollary 3.27. For the proof of Theorem 6.26
and Theorem B (Corollary 6.27), one may directly access Section 6 after reading
Section 1.
Acknowledgements. The first and second authors are supported in part by
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1. Preliminary
1.1. Notation and terminology. Our reference is [56]. Throughout this paper,
all von Neumann algebras have the separable preduals except for ultraproduct
von Neumann algebras. Let M be a von Neumann algebra. For ϕ ∈ M∗ and
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a ∈ M , the functionals ϕa and aϕ in M∗ are defined by ϕa(x) := ϕ(ax) and
aϕ(x) := ϕ(xa) for all x ∈ M . We denote by U(M), Z(M) and W (M) the
set of all unitary elements in M , the center of M and the set of faithful normal
semifinite weights onM , respectively. For a positive φ ∈M∗, we set |x|φ := φ(|x|),
‖x‖φ := φ(x∗x)1/2 and ‖x‖♯φ := 2−1/2(ϕ(x∗x) + ϕ(xx∗))1/2. We denote by Mφ the
centralizer of φ, that is, x ∈Mφ if and only if φ(xy) = φ(yx) for any y ∈M .
Denote by Aut(M) the set of automorphisms on M . For α ∈ Aut(M) and
ϕ ∈ M∗, we let α(ϕ) := ϕ ◦ α−1. Note that Ad u(ϕ) = uϕu∗ for a unitary u,
where Ad u(x) := uxu∗ for x ∈ M .
Let H ⊂ M be a subspace. We say that H is a Hilbert space in M if
H ⊂M is σ-weakly closed and η∗ξ ∈ C for all ξ, η ∈ H [52]. Then the coupling
〈ξ, η〉 := η∗ξ gives a complete inner product on H . The smallest projection
e ∈ M such that eH = H is called the support of H . If the support of H
equals 1, then we have the endomorphism ρH defined by ρH (x) =
∑
i vixv
∗
i ,
where {vi}i is an orthonormal basis. We say that an endomorphism σ is inner
when σ = ρH for some Hilbert space H with support 1.
Next we recall theory of endomorphisms on a factor. Our standard references
are [22, 23, 40, 41]. We denote by End(M) and Sect(M) the set of normal endo-
morphisms and sectors on M , that is, Sect(M) is the set of unitary equivalence
classes of endomorphisms on M . For two endomorphisms ρ, σ ∈ End(M), we let
(ρ, σ) = {v ∈M | vρ(x) = σ(x)v for all x ∈M}. If ρ is irreducible, then (ρ, σ) is
a Hilbert space with the inner product (V,W ) = W ∗V for V,W ∈ (ρ, σ).
For a factor M , we denote by End(M)0 the set of endomorphisms with finite
Jones–Kosaki index. For ρ ∈ End(M)0, Eρ denotes the minimal expectation from
M onto ρ(M) in the sense of [20]. We define the standard left inverse of ρ by
φρ = ρ
−1 ◦ Eρ. The statistical dimension (IndEρ)1/2 is denoted by d(ρ).
1.2. Canonical extensions. In [23], Izumi introduced the canonical extension
of an endomorphism, which plays an important role in this paper.
Let M be a factor and M˜ the core of M as defined in [16, Definition 2.5].
The core M˜ is the von Neumann algebra generated by M and a one-parameter
unitary group {λϕ(t)}t∈R, ϕ ∈ W (M), satisfying the following relations:
σϕt (x) = λ
ϕ(t)xλϕ(t)∗, λψ(t) = [Dψ : Dϕ]tλ
ϕ(t)
for all x ∈ M , t ∈ R and ϕ, ψ ∈ W (M). Then M˜ is naturally isomorphic to the
crossed product M ⋊σϕ R. Let θ be the R-action on M˜ satisfying
θs(x) = x, θs(λ
ϕ(t)) = e−istλϕ(t) for all x ∈M, s, t ∈ R.
The action θ is called the dual action, and the flow of weights of M means the
restriction of θ on the center Z(M˜).
Definition 1.1 (Izumi). Let ρ be an endomorphism on a factor M with finite
index. Then the canonical extension ρ˜ of ρ is the endomorphism on M˜ defined
by
ρ˜(x) = ρ(x), ρ˜(λϕ(t)) = d(ρ)it[Dϕ ◦ φρ : Dϕ]tλϕ(t)
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for all x ∈M , t ∈ R and ϕ ∈ W (M).
Note that ρ˜ commutes with the dual action θ. Conversely, if β ∈ End(M˜) is
commuting with θ, then the restriction β|M gives an endomorphism onM because
of M = M˜θ, the fixed point algebra by θ. In the following lemma, we study a
relationship between β and β|M . On a probability index for an inclusion of von
Neumann algebras, readers are referred to Section 8.1.
Lemma 1.2. Let β ∈ End(M˜). Assume that there exists a faithful normal con-
ditional expectation from M˜ onto β(M˜) such that it has finite probability index
and commutes with θ. If (β(M˜)′ ∩ M˜)θ = C, then β|M ∈ End(M) is irreducible
and there exists s ∈ R such that β = θsβ˜|M .
Proof. Let E : M˜ → β(M˜) be such an expectation and σ the restriction of β to
M . Then E|M : M → σ(M) is a conditional expectation with finite probability
index. Thus the statistical dimension d(σ) is finite. Take a dominant weight ϕ on
M so that (ϕ, φσ) is an invariant pair [23, Definition 2.2], that is, d(σ)ϕ◦φσ = ϕ.
Since β and θ are commuting, β(λϕ(t))λϕ(t)∗ ∈ M˜θ = M is a σϕ-cocycle. By
Connes’ theorem, we have a faithful normal semifinite weight χ on M such that
β(λϕ(t)) = [Dχ : Dϕ]tλ
ϕ(t). For x ∈M , we have
σϕt (σ(x)) = σ
ϕ◦φσ
t (σ(x)) = σ(σ
ϕ
t (x))
= β(λϕ(t)xλϕ(t)∗)
= [Dχ : Dϕ]tλ
ϕ(t)σ(x)λϕ(t)∗[Dχ : Dϕ]∗t = σ
χ
t (σ(x)).
This implies σχt (σ(M)) = σ(M) and [Dϕ : Dχ]t ∈ σ(M)′∩M . Since (ϕ, φσ) is an
invariant pair, the modular automorphism σϕt is trivial on σ(M)
′∩M . Therefore,
(β(M˜)′ ∩ M˜)θ = β(λϕ(R))′ ∩ (σ(M)′ ∩M) = {[Dχ : Dϕ]t}′t∈R ∩ (σ(M)′ ∩M).
By our assumption, (β(M˜)′ ∩ M˜)θ = C. In particular, σ(M)′ ∩ M is a finite
dimensional type I factor. However, the map R ∋ t 7→ [Dχ : Dϕ]t ∈ σ(M)′ ∩M
is a one-parameter unitary group, and we must have σ(M)′ ∩M = C, that is,
σ = β|M is irreducible. Hence [Dχ : Dϕ]t = e−ist for some s ∈ R, and we obtain
β(λϕ(t)) = [Dχ : Dϕ]tλ
ϕ(t) = e−istλϕ(t)
= e−istσ˜(λϕ(t)) = θs(σ˜(λ
ϕ(t))).
This implies β = θsσ˜. 
1.3. Modular endomorphisms. Let α be an automorphism on a factor M . If
the canonical extension α˜ is an inner automorphism, then we will say that α is
an extended modular automorphism, which is slightly different from the original
definition of [13]. The set of all extended modular automorphisms is denoted
by Aut(M)m, which is a normal subgroup of Aut(M). A generalization of this
notion to an endomorphism is presented in [23, Definition 3.1] as follows:
Definition 1.3 (Izumi). Let ρ be an endomorphism on a factor M with finite
index. Then ρ is called a modular endomorphism when ρ˜ is inner.
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The set of modular endomorphisms is denoted by End(M)m. Let ρ be a mod-
ular endomorphism. Then we can find a family of isometries {Vi}ni=1 in M˜ such
that ρ˜ =
∑
i Vi · V ∗i . The commutativity of ρ˜ and θ implies c(t)ij := V ∗i θt(Vj) is
central. Then c(t) := (c(t)ij)ij ∈ Z(M˜) ⊗ B(Cn) is a θ ⊗ id-cocycle, that is, it
satisfies c(s + t) = c(s)(θs ⊗ id)(c(t)). This correspondence gives a bijection be-
tween Sect(M)m, the sectors of modular endomorphisms, and the disjoint union
of H1(Z(M˜)⊗B(Cn)) (see [23, Theorem 3.3]) for n ∈ N.
Lemma 1.4. Let {Vi}ni=1 be isometries in M˜ such that
∑n
i=1 ViV
∗
i = 1 and
V ∗i θt(Vj) ∈ Z(M˜) for all i, j. Then there uniquely exists a modular endomor-
phism σ on M such that σ˜ =
∑n
i=1 Vi · V ∗i .
Proof. Let c(t)ij := V
∗
i θt(Vj) and c(t) := (c(t)ij)ij ∈ Z(M˜) ⊗ B(Cn), which is
a θ ⊗ id-cocycle. We set the endomorphism ρV (·) :=
∑n
i=1 Vi · V ∗i on M˜ , which
is commuting with θ. Thanks to [23, Theorem 3.3 (1)], we have a family of
isometries {Wi}ni=1 in M˜ such that W ∗i θt(Wj) = c(t)ij and the endomorphism
ρW (·) :=
∑n
i=1Wi ·W ∗i is the canonical extension of the modular endomorphism
σ1 := ρW |M . Then the unitary w :=
∑n
i=1 ViW
∗
i is fixed by θ, and it is contained
in M . Since ρV |M = Adw ◦ σ1, ρV is the canonical extension of Adw ◦ σ1. 
1.4. Ultraproduct von Neumann algebras. Let us briefly recall the notion
of an ultraproduct von Neumann algebra. Our references are [1, 44, 46, 50]. Let
M be a von Neumann algebra. Denote by ℓ∞(M) the C∗-algebra which consists
of norm-bounded sequences in M . Let ω be a free ultrafilter on N. Let Iω(M) be
the set of ω-trivial sequences in M , that is, (xν)ν ∈ Iω(M) if and only if xν → 0
in the strong∗ topology as ν → ω.
Then we let Mω(M) the normalizer of Iω(M) in ℓ
∞(M), and set the quotient
C∗-algebra Mω := Mω(M)/Iω(M), which we will call the ultraproduct von Neu-
mann algebra. The equivalence class of (xν)ν is denoted by (x
ν)ω for simplicity.
By mapping M ∋ x 7→ (x)ω ∈ Mω , we can regard M as a von Neumann
subalgebra of Mω . We denote (x)ω by xω for short.
An element (xν)ν ∈ ℓ∞(M) is said to be ω-central if ‖xνϕ − ϕxν‖M∗ → 0
as ν → ω for all ϕ ∈ M∗. Denote by Cω(M) the set of ω-central sequences.
Then it is known that Iω(M) ⊂ Cω(M) ⊂ Mω(M). The quotient C∗-algebra
Mω := Cω(M)/Iω(M) is called the asymptotic centralizer.
We shortly write Iω,Cω and M
ω for Iω(M),Cω(M) and M
ω(M), respectively if
there is no confusion.
In this subsection, we would like to show the natural inclusion Mω ⊂ M˜ω. To
prove this, we need Ando–Haagerup’s result which characterizing Mω in terms of
a modular group [1]. Let us restate their result in terms of ω-equicontinuity.
Let α be a flow on M , that is, α is an R-action on M . Let us fix a faithful
state ϕ ∈M∗. An element (xν)ν ∈ ℓ∞(M) is said to be (α, ω)-equicontinuous [46,
Definition 3.4] if for any ε > 0, there exists δ > 0 and W ∈ ω such that if |t| < δ
and ν ∈ W , then we have ‖αt(xν)− xν‖♯ϕ < ε.
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Theorem 1.5. Let (xν)ν ∈ ℓ∞(M). Let ϕ be a faithful normal state on M . Then
the following statements are equivalent:
(1) (xν)ν ∈Mω;
(2) For any ε > 0, there exists a > 0 and (yν)ν ∈ ℓ∞(M) such that
• limν→ω ‖xν − yν‖♯ϕ < ε;
• yν ∈M(σϕ, [−a, a]) for all ν ∈ N;
(3) (xν)ν is (σ
ψ, ω)-equicontinuous for some faithful state ψ ∈M∗;
(4) (xν)ν is (σ
ψ, ω)-equicontinuous for all faithful normal weight ψ.
Proof. The equivalence (1)⇔(2) is due to [1, Proposition 4.11].
(2)⇒(3). Let ε > 0. Take a and yν as in (2). Take W ∈ ω so that if ν ∈ W ,
then ‖xν − yν‖♯ϕ < ε. For all t ∈ R and ν ∈ W , we have
‖σϕt (xν)− xν‖♯ϕ ≤ ‖σϕt (xν)− σϕt (yν)‖♯ϕ + ‖σϕt (yν)− yν‖♯ϕ + ‖yν − xν‖♯ϕ
= 2‖xν − yν‖♯ + ‖σϕt (yν)− yν‖♯ϕ
< 2ε+ ‖σϕt (yν)− yν‖♯ϕ.
Take f ∈ L1(R) such that fˆ(x) = 1 if |x| ≤ a. Then σϕf (yν) = yν, and
‖σϕt (yν)− yν‖♯ϕ = ‖σϕλtf−f (yν)‖♯ϕ ≤ ‖λtf − f‖1‖yν‖♯ϕ,
where λt denotes the left regular representation on R. Thus we have
‖σϕt (xν)− xν‖♯ϕ < 2ε+ ‖λtf − f‖1‖yν‖♯ϕ for all t ∈ R, ν ∈ W.
It is obvious that we can take δ > 0 as in the definition of (σϕ, ω)-equicontinuity.
(3)⇒(1). Let (xν)ν ∈ ℓ∞(M) be a (σϕ, ω)-equicontinuous sequence. Let ε > 0
and take δ > 0 and W ∈ ω so that if |t| < δ and ν ∈ W , then we have
‖σϕt (xν)− xν‖ϕ < ε.
For r > 0, we let gr(t) :=
√
1/πr e−t
2/r for t ∈ C. Then there exists an enough
small r such that
‖σϕgr(xν)− xν‖ϕ ≤
∫
R
gr(t)‖σϕt (xν)− xν‖ϕ dt < 2ε for all ν ∈ W.
Now let (yν)ν ∈ Iω with ‖yν‖ ≤ 1 for all ν ∈ N. Then for ν ∈ W , we have
‖yνxν‖ϕ = ‖yνxνξϕ‖ ≤ ‖yν(xν − σϕgr(xν))ξϕ‖+ ‖yνσϕgr(xν)ξϕ‖
= ‖yν‖‖xν − σϕgr(xν)‖ϕ + ‖yνσϕgr(xν)ξϕ‖
< ε+ ‖Jϕσϕi/2(σϕgr(xν))∗Jϕyνξϕ‖
≤ ε+ ‖gr(· − i/2)‖1‖xν‖‖yν‖ϕ,
where ξϕ and Jϕ denote the GNS vector of ϕ and the modular conjugation. Then
it follows that limν→ω ‖yνxν‖ϕ ≤ ε, and we are done.
(3)⇒(4). Since (1) and (3) are equivalent, the sequence (xν)ν belongs to Mω.
Then by [46, Lemma 3.8 (2)], it is (σψ, ω)-equicontinuous for any faithful normal
semifinite weight ψ on M .
(4)⇒(3). This is a trivial implication. 
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Remark 1.6. It is not possible to replace the phrase in (4) of the previous the-
orem with “for some faithful normal semifinite weight”. Otherwise, normalizing
sequences in M = B(ℓ2) would be all of norm bounded sequences. However, it
contradicts the fact that for a type III von Neumann subalgebra N ⊂ B(ℓ2),
Mω(N) is strictly smaller than ℓ∞(N).
Now let α be a flow on a von Neumann algebra M . Denote by Eωα(M) the set
of (α, ω)-equicontinuous sequences. The canonical embedding πα : M →M ⋊α R
induces πα : E
ω
α(M)∩Mω(M)→ ℓ∞(M ⋊α R) by putting πα((xν)ν) := (πα(xν))ν .
Lemma 1.7. If (xν)ν ∈ Eωα(M) ∩Mω(M), then πα((xν)ν) ∈Mω(M ⋊α R).
Proof. Let (yν)ν be an ω-trivial sequence in M ⋊α R with ‖yν‖ ≤ 1 for all ν. We
will show that (yνπα(x
ν))ν is ω-trivial. It suffices to show that ‖yνπα(xν)(ξ ⊗
f)‖ → 0 as ν → ω for a vector ξ ∈ H and f ∈ L2(R) with supp(f) ⊂ [−R,R]
with R > 0.
Let ε > 0. Since (xν)ν is (α, ω)-equicontinuous, there exists an enough large
N ∈ N and W ∈ ω such that if |s − t| < 2R/N and ν ∈ W , then‖αs(xν)ξ −
αt(x
ν)ξ‖ < ε. We let tj := (2j−N)R/N and Kj := [tj , tj+1] for j = 0, . . . , N −1.
Then for ν ∈ W , we obtain the following:∥∥∥∥∥(πα(xν)−
N−1∑
j=0
(α−tj (x
ν)⊗ 1Kj)
)
(ξ ⊗ f)
∥∥∥∥∥
2
=
N−1∑
j=0
∫
Kj
‖(α−s(xν)− α−tj (xν))ξ‖2|f(s)|2 ds
<
N−1∑
j=0
ε2
∫
Kj
|f(s)|2 ds = ε2‖f‖22.
Thus for all ν ∈ W ,
‖yνπα(xν)(ξ ⊗ f)‖ ≤ ε‖f‖2 +
∥∥∥∥∥yν
N−1∑
j=0
(α−tj (x
ν)⊗ 1Kj)(ξ ⊗ f)
∥∥∥∥∥ .
In the last term, we know that (α−tj (x
ν)⊗ 1Kj)ν belongs to Mω(M ⊗B(L2(R)))
by the proof of [46, Lemma 2.8]. In particular, yν(α−tj (x
ν)⊗ 1Kj) converges to 0
in the strong topology as ν → ω. Hence the above inequality implies that
lim
ν→ω
‖yνπα(xν)(ξ ⊗ f)‖ ≤ ε‖f‖2.
Thus we are done. 
The following result is immediately implied by the previous lemma.
Theorem 1.8. Let α be a flow on a von Neumann algebra M . Then one has a
normal embedding πωα of M
ω
α into (M ⋊α R)
ω, where πωα((x
ν)ω) := (πα(x
ν))ω.
It turns out from Theorem 1.5 that Mω(M) = Eωσϕ(M). Thus we have the
following result.
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Corollary 1.9. Let M be a von Neumann algebra and M˜ the core of M . Then
Mω ⊂ M˜ω and Mω ⊂ M˜ω.
Proof. The first inclusion is an immediate consequence of the previous result since
M˜ ∼= M ⋊σϕ R. The second is proved in the proof of [44, Lemma 4.11]. 
We can strengthen the theorem above. Let us denote by λα(t) the implementing
one-parameter unitary group in M ⋊α R.
Theorem 1.10. One has the canonical embedding of Mωα ⋊αω R into (M ⋊α R)
ω
such that it maps (xν)ω and λα
ω
(t) to (πα(x
ν))ω and λα(t)ω, respectively, for all
(xν)ν ∈ Eωα ∩Mω and t ∈ R. Moreover, there exists a faithful normal conditional
expectation from (M ⋊α R)
ω onto Mωα ⋊αω R.
Proof. Put N := πωα(M
ω
α ) ∨ {λα(t)ω | t ∈ R}′′. We will show that there exists a
canonical isomorphism from Mωα ⋊αω R onto N . By considering a tensor product
with B(ℓ2) and a suitable perturbation of α, we may and do assume that M is
properly infinite and a dominant weight ϕ on M is α-invariant.
Let ψ be the dual weight of ϕ on M ⋊α R and ψ
ω the ultraproduct weight
on (M ⋊α R)
ω. Thanks to Ando–Haagerup theory [1, Theorem 4.1], we obtain
σψ
ω
= (σψ)ω. Thus N is globally invariant under σψ
ω
. It is obvious that ψω is
semifinite on N since N contains M ⋊α R. By Takesaki’s theorem, there exists a
faithful normal conditional expectation from (M ⋊α R)
ω onto N .
Let ϕω be the ultraproduct weight on Mωα , which is semifinite since M is
contained in Mωα . Let χ be the dual weight of ϕ
ω on P :=Mωα ⋊αω R.
We will compare the GNS Hilbert space L2(P, χ) with the GNS space
L2(N,ψω). The definition left ideals are denoted by nχ and nψω , respectively.
Denote by Λχ : nχ → L2(P, χ) and Λψω : nψω → L2(N,ψω) the canonical embed-
dings.
Let us introduce a map V which maps Λχ(λ
αω(f)παω(x)) to Λψω(λ
α(f)ωπωα(x))
for f ∈ Cc(R) and x ∈ Mωα . Then by the naturality of the definition of the
ultraproduct weights, V extends to an isometry from L2(P, χ) into L2(N,ψω).
We will check that V is surjective.
Let us denote by K the image of V . Then K is N ′-invariant. Indeed, for a
σϕ
ω
-analytic y ∈Mωα and t ∈ R, we obtain
Jψωσ
ψω
i/2(π
ω
α(y))
∗JψωΛψω(λ
α(f)ωπωα(x)) = Λψω(λ
α(f)ωπωα(xy)) ∈ K,
and
Jψωσ
ψω
i/2(λ
α(t)ω)∗JψωΛψω(λ
α(f)ωπωα(x)) = Λψω(λ
α(λtf)
ωπωα(α
ω
−t(x))) ∈ K
for all f ∈ Cc(R) and x ∈Mωα .
Now let us take a σψ
ω
-analytic y ∈ nψω . Then
Jψωσ
ψω
i/2(y)
∗JψωΛψω(λ
α(f)ωπωα(x)) = λ
α(f)ωπωα(x)Λψω(y).
This implies that Λψω(y) is contained in the closure of N
′K. Since N ′K ⊂ K,
Λψω(y) belongs to K. Thus K = L
2(N,ψω). It is trivial that AdV provides us
with a desired isomorphism. 
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2. Canonical extension of irreducible endomorphisms
In this section, we discuss the canonical extension of an endomorphism.
2.1. Decomposition of the canonical extension of an endomorphism. In
general, it is known that even if a given endomorphism ρ is irreducible, its canon-
ical extension ρ˜ is not. In what follows, we will describe how ρ˜ is decomposed.
We will say ρ has the Connes–Takesaki module when ρ˜(Z(M˜)) = Z(M˜) ([23,
Definition 4.1]).
Theorem 2.1. Let ρ be an irreducible endomorphism with finite index on an
infinite factor M .
(1) There exists a finite family of isometries {Vi}ni=1 in M˜ and β ∈ End(M˜)0
such that
• ρ˜(x) =
n∑
i=1
Viβ(x)V
∗
i for all x ∈ M˜ ,
• (ρ˜, ρ˜) = Z((ρ˜, ρ˜)) ∨ {ViV ∗j }′′i,j,
• (β, β) = V ∗1 Z((ρ˜, ρ˜))V1,
where the number n is unique and so is the endomorphism β as a sector
on M˜ .
(2) The endomorphism β can be taken so that β is commuting with θ. In this
case, β|M is irreducible, and there exists s ∈ R such that β = θsβ˜M .
(3) If Z((ρ˜, ρ˜)) = Z(M˜), then there exists a modular endomorphism σ ∈
End(M)0 and ψ ∈ End(M)0 such that
• σ and ψ are irreducible;
• ρ = σψ;
• (ρ˜, ρ˜) = Z(M˜) ∨ (σ˜, σ˜);
• (ψ˜, ψ˜) = Z(M˜).
This decomposition is unique in the following sense: If ρ = σ1ψ1 is another
such decomposition, then there exists κ ∈ Aut(M)m such that ψ1 = κ ◦ψ.
In addition to this, if ρ has the Connes–Takesaki module, then so does ψ
and mod(ρ) = mod(ψ).
Proof. (1). Let N := ρ(M). Since the inclusion Z(N˜) ⊂ N˜ ′ ∩ M˜ has finite index,
the relative commutant N˜ ′ ∩ M˜ is finite and of type I by Proposition 8.3. The
ergodicity of θ on N˜ ′ ∩ M˜ or Z(N˜ ′ ∩ M˜) implies that the algebra is of type In
for some n ∈ N. Let p1, . . . , pn be a partition of unity in N˜ ′ ∩ M˜ which are
orthogonal abelian projections with central support 1. Then they are mutually
equivalent in N˜ ′ ∩ M˜ , and we can take partial isometries vij ∈ N˜ ′ ∩ M˜ such that
vijv
∗
ij = pi = vii and v
∗
ij = vji. Since Z(M˜) ⊂ Z(N˜ ′ ∩ M˜), the central supports of
pi’s in M˜ are also equal to 1. Moreover, piM˜pi contains N˜pi, and pi is properly
infinite. Thus each pi is equivalent to 1 in M˜ . We take an isometry V1 ∈ M˜ with
V1V
∗
1 = p1, and set Vi = vi1V1 for i 6= 1. Then we obtain a decomposition like (1)
by putting β(x) := V ∗1 ρ˜(x)V1.
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Let ρ˜(·) =∑mj=1Wiβ ′(·)W ∗i be another such decomposition. Note thatWjW ∗k ∈
N˜ ′∩M˜ . Then by our assumption, N˜ ′∩M˜ = Z(N˜ ′∩M˜ )∨{WjW ∗k }j,k. In particular,
(N˜ ′∩M˜)W1W ∗1 = Z(N˜ ′∩M˜)W1W ∗1 , and W1W ∗1 is an abelian projection in N˜ ′∩M˜ .
Since W1W
∗
1 is equivalent to WjW
∗
j in N˜
′ ∩ M˜ for all j, we have m = n, and the
central support of W1W
∗
1 in N˜
′ ∩ M˜ is equal to 1. Hence there exists v ∈ N˜ ′ ∩ M˜
such that V1V
∗
1 = v
∗v and W1W
∗
1 = vv
∗. Then the unitary u := W ∗1 vV1 satisfies
uβ(x) =W ∗1 vV1 · V ∗1 ρ˜(x)V1 =W ∗1 vρ˜(x)V1 =W ∗1 ρ˜(x)W1W ∗1 vV1 = β ′(x)u
for x ∈ M˜ .
(2). We show there exists a Borel map R ∋ t 7→ wt ∈ N˜ ′ ∩ M˜ such that
θt(V1V
∗
1 ) = w
∗
twt and V1V
∗
1 = wtw
∗
t . Set p := V1V
∗
1 . Let
S1 := {(w, θt(p)) | ww∗ = p, w∗w = θt(p), t ∈ R}, S2 = {θt(p) | t ∈ R}.
The set S2 is an Fσ-set of the unit ball of M˜ because it is written as a union of
continuous images of closed intervals. Similarly, we can show S1 is an Fσ-set of
the unit ball of M˜ × M˜ . Hence they are standard Borel spaces. Let f be the
projection from S1 onto S2 defined by f(w, θt(p)) = θt(p). The map f is indeed
surjective because the abelian projection θt(p) is equivalent to p in N˜
′ ∩ M˜ . In
particular, S1 6= ∅. Obviously, f is continuous. Thanks to the measurable cross
section theorem, we obtain a Borel map g : S2 → S1 such that f ◦g = idS2 . Hence
g(θt(p)) = (wt, θt(p)) for some wt. Then the composed map
t 7→ θt(p) g7→ (wt, θt(p)) 7→ wt
is a desired Borel map. Then we set a unitary ut := V
∗
1 wtθt(V1), which satisfies
u∗tβ(x)ut = θt(V
∗
1 )w
∗
t ρ˜(x)wtθt(V1) = θt(V
∗
1 )ρ˜(x)w
∗
twtθt(V1)
= θt(V
∗
1 )ρ˜(x)θt(V1) = θtβθ−t(x) for all x ∈ M˜.
This implies the unitary µs,t := usθs(ut)u
∗
s+t belongs to β(M˜)
′ ∩ M˜ . Trivially, we
have µr,sµr+s,t = urθr(µs,t)u
∗
rµr,s+t and
µr,s = V
∗
1 wrθr(ws)w
∗
r+sV1.
Since β(M˜)′ ∩ M˜ = V ∗1 Z(N˜ ′ ∩ M˜)V1, we have wrθr(ws)w∗r+s ∈ Z(N˜ ′ ∩ M˜)V1V ∗1 .
Hence there uniquely exists a unitary zr,s ∈ Z(N˜ ′∩M˜) such that wrθr(ws)w∗r+s =
zr,sV1V
∗
1 . Then z is a 2-cocycle for θ. Indeed, we have
zr,szr+s,tV1V
∗
1 = zr,sV1V
∗
1 · zr+s,tV1V ∗1
= wrθr(ws)w
∗
r+s · wr+sθr+s(wt)w∗r+s+t
= wrθr(ws)θr+s(V1V
∗
1 )θr+s(wt)w
∗
r+s+t
= wrθr(ws)θr+s(wt)w
∗
r+s+t,
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and
θr(zs,t)zr,s+tV1V
∗
1 = θr(zs,t)wrw
∗
r · zr,s+tV1V ∗1
= wrθr(zs,t)w
∗
r · zr,s+tV1V ∗1
= wrθr(zs,t)w
∗
rwrw
∗
r · zr,s+tV1V ∗1
= wrθr(zs,tV1V
∗
1 )w
∗
r · zr,s+tV1V ∗1
= wrθr(wsθs(wt)w
∗
s+t)w
∗
r · wrθr(ws+t)w∗r+s+t
= wrθr(wsθs(wt)w
∗
s+tV1V
∗
1 ws+t)w
∗
r+s+t
= wrθr(wsθs(wt)θs+t(V1V
∗
1 ))w
∗
r+s+t
= wrθr(wsθs(wtθt(V1V
∗
1 )))w
∗
r+s+t
= wrθr(ws)θr+s(wt)w
∗
r+s+t.
Since the flow {θ, Z(N˜ ′∩M˜)} is ergodic, z is a coboundary from [13, Proposition
A.2] (when Z(N˜ ′∩M˜) = C, then it is well-known that H2(R,T) is trivial). Thus
there exists a Borel map b : R→ Z(N˜ ′∩M˜) with b∗sbs = 1 and brθr(bs)zr,sb∗r+s = 1.
We let b′s := V
∗
1 bsV1, which is a unitary in β(M˜)
′ ∩ M˜ . Then we have Ad(b′sus)∗ ◦
β = θsβθ−s, and
b′susθs(b
′
tut)(b
′
s+tus+t)
∗
= V ∗1 bsV1 · V ∗1 wsθs(V1) · θs(V ∗1 btV1 · V ∗1 wsθt(V1)) · θs+t(V ∗1 )w∗s+tV1 · V ∗1 b∗s+tV1
= V ∗1 bswsθs(V1V
∗
1 btwsθt(V1)) · θs+t(V ∗1 )w∗s+tb∗s+tV1
= V ∗1 bswsθs(btV1V
∗
1 ws) · θs+t(V1V ∗1 )w∗s+tb∗s+tV1
= V ∗1 bswsθs(btws)w
∗
s+tb
∗
s+tV1
= V ∗1 bsθs(bt)zs,tb
∗
s+tV1V
∗
1 V1 = 1.
This shows b′sus is a θ-cocycle. By stability of {M˜, θ} [13, Theorem 5.1 (ii)], there
exists w ∈ U(M˜) such that b′sus = wθs(w∗). Then
θs(w
∗β(x)w) = w∗b′susθs(β(x))u
∗
s(b
′
s)
∗w = w∗β(θs(x))w.
Thus we may and do assume that β is commuting with θ. By the equality
Ad ut ◦ β = θtβθ−t = β, we see ut ∈ β(M˜)′ ∩ M˜ . Hence there uniquely exists a
unitary νt ∈ Z(N˜ ′ ∩ M˜) such that ut = V ∗1 νtV1. Then we have θt(V1) = w∗t νtV1.
We show the isomorphism Z(N˜ ′∩ M˜ ) ∋ z 7→ V ∗1 zV1 ∈ β(M˜)′∩ M˜ is intertwining
the flow θ. Indeed, we have
θt(V
∗
1 zV1) = V
∗
1 ν
∗
twt · θt(z) · w∗t νtV1 = V ∗1 θt(z)ν∗t wtw∗t νtV1 = V ∗1 θt(z)V1.
In particular, θ is ergodic on β(M˜)′ ∩ M˜ .
Let φρ˜ be the canonical extension of the standard left inverse φρ as defined
in [44, Lemma 3.5]. Then the conditional expectation Eρ˜ := ρ˜ ◦ φρ˜ satisfies the
Pimsner–Popa inequality Eρ˜(x) ≥ d(ρ)−2x for all x ∈ M˜+. Denote by Eβ the
map M˜ ∋ x 7→ ∑ni=1 β(φρ˜(VixV ∗i )) ∈ β(M˜), which is a conditional expectation
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onto β(M˜). Since β(·) = V ∗1 ρ˜(·)V1, we have for x ∈ M˜+,
Eβ(x) =
n∑
i=1
β(φρ˜(VixV
∗
i )) =
n∑
i=1
V ∗1 Eρ˜(VixV
∗
i )V1
≥ d(ρ)−2
n∑
i=1
V ∗1 VixV
∗
i V1
= d(ρ)−2x.
Hence Eβ has finite probability index. The map θtEβθ−t is also a conditional
expectation onto β(M˜) for each t ∈ R since β and θ are commuting. To show
θtEβθ−t = Eβ, it suffices to prove they coincide on β(M˜)
′∩ M˜ . Since ρ˜ and β are
commuting with θ, we have
n∑
i=1
Viβ(x)V
∗
i =
n∑
i=1
θt(Vi)β(x)θt(V
∗
i ).
Hence c(t)ij := V
∗
i θt(Vj) ∈ β(M˜)′∩M˜ . Note that (c(t)ij)ij ∈ (β(M˜)′∩M˜)⊗Mn(C)
is a unitary matrix. Take any x ∈ β(M˜)′ ∩ M˜ , which is commuting with c(t)ij
because β(M˜)′ ∩ M˜ is commutative. Then we have
θt(Eβ(θ−t(x))) =
n∑
i=1
β(φρ˜(θt(Vi)xθt(V
∗
i )))
=
n∑
i,j,k=1
β(φρ˜(Vjc(t)jixc(t)
∗
kiV
∗
k )))
=
n∑
i,j,k=1
β(φρ˜(Vjxc(t)jic(t)
∗
kiV
∗
k )))
=
n∑
j=1
β(φρ˜(VjxV
∗
j )))
= Eβ(x).
Hence Eβ commutes with θ. By Lemma 1.2, we obtain β = θsβ˜|M for some s ∈ R.
(3). Let c(t)ij be as in the proof of (2). Then c(t)ij ∈ β(M˜)′ ∩ M˜ = V ∗1 Z(N˜ ′ ∩
M˜)V1 = Z(M˜). Employing Lemma 1.4, we see ρV is the canonical extension of
the modular endomorphism ρV |M =: σ. We let ψ := β|M . Since ρ = σψ and ρ is
irreducible, so is σ. By (2), there exists s ∈ R such that β = θsψ˜. Then we have
ρ˜ = θsσ˜ψ˜ = θsσ˜ψ. Then by definition of canonical extension, we have
d(ρ)it[Dϕ ◦ φρ : Dϕ]t = e−istd(σψ)it[Dϕ ◦ φσψ : Dϕ]t.
This implies φρ = e
−sφσψ, and s = 0 since φρ(1) = 1 = φσψ(1).
If ρ = σ1ψ1 is another decomposition as stated in (3), then (ψ˜, ψ˜1) 6= 0. Since ψ˜
and ψ˜1 are both irreducible and co-irreducible (see Definition 8.12), there exists
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a unitary u ∈ (ψ˜, ψ˜1). Then u∗θt(u) is a θ-cocycle evaluated in Z(M˜). Thus
κ := Ad u|M is an extended modular automorphism satisfying ψ1 = κ ◦ ψ.
From the formula ψ˜ = β = V ∗1 ρ˜(·)V1, it is clear that ρ has the Connes–Takesaki
module if and only if so does ψ, and those modules are equal. 
An endomorphism ρ on an infinite factorM with finite index is decomposed to
the direct sum of irreducibles as ⊕ni=1miρi, where mi = dim(ρi, ρ) and (ρi, ρj) = 0
if i 6= j. The collection of modular endomorphisms among them is called the
modular part of ρ, and denoted by ρm.
Note that the conjugate endomorphism of ψ˜ ∈ End(M˜)0 equals the canonical
extension of ψ [23, Proposition 2.5 (3)]. Thus ψ˜ is irreducible if and only if
ψ˜ is co-irreducible (see Section 8.2). Recall the following result proved in [23,
Theorem 3.7].
Lemma 2.2. Let ψ be an irreducible endomorphism on M with finite index.
Then the following statements are equivalent:
(1) ψ˜ is co-irreducible, that is, Z(M˜) = ψ˜(M˜)′ ∩ M˜ ;
(2) (ψψ)m = id in Sect(M), that is, the modular part of ψψ is trivial.
Lemma 2.3. Let ρ1, ρ2, ρ3 be irreducible endomorphisms on M with finite index.
If two of them and ρ1ρ2ρ3 are modular, then so is the other one.
Proof. This is obvious from [23, Proposition 3.4 (1)]. 
Then we can deduce the modular part of ρρ is equal to a canonical endomor-
phism as below.
Lemma 2.4. Let ρ be an irreducible endomorphism satisfying the conditions
stated in Theorem 2.1 (3), and ρ = σψ the decomposition given there. Then
(ψψ)m = id in Sect(M), and (ρρ)m = σσ. In particular, (ρρ)m is a canonical
endomorphism.
Proof. By Theorem 2.1, we can find a modular endomorphism σ and an en-
domorphism ψ such that ρ = σψ and ψ˜(M˜)′ ∩ M˜ = Z(M˜). Hence we get
ρρ = σψψσ. Employing Lemma 2.2 and Lemma 2.3, we obtain (ψψ)m = id and
(ρρ)m = σ(ψψ)mσ = σσ. 
Now we will prove the following main result of this section.
Theorem 2.5. Let M be an infinite factor and ρ ∈ End(M)0. Then the following
statements are equivalent:
(1) ρρ and ρρ are modular;
(2) ρρ is modular, and ρ has the Connes–Takesaki module;
(3) There exist a modular endomorphism σ and an automorphism ψ on M
satisfying ρ = σψ;
(4) ρ has the Connes–Takesaki module and M˜ = ρ˜(M˜) ∨ (ρ˜(M˜)′ ∩ M˜).
In the above, ψ is uniquely determined up to an extended modular automorphism.
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Proof. (1)⇒(2). Since the canonical extensions of ρρ and ρρ are inner, they
trivially act on Z(M˜). Then it turns out that ρ has the Connes–Takesaki module.
(2)⇒(3). We first show the statement for ρ being irreducible. Since ρρ is mod-
ular from our assumption, we have isometries Ur ∈ M˜ such that
∑s
r=1 UrU
∗
r = 1
and ρ˜ρ(x) =
∑s
r=1 UrxU
∗
r .
Let N := ρ(M). Recall that the inclusion Z(M˜) ⊂ N˜ ′ ∩ M˜ is with finite index
since it is anti-isomorphic to Z(ρ˜(M˜)) ⊂ ρ˜(M˜)′ ∩ M˜ . Using a disintegration
N˜ ′ ∩ M˜ over Z(M˜) and the ergodicity of θ on Z(M˜), we see there exist (non-
unital) type In factors A1, . . . , Am in N˜
′∩M˜ such that N˜ ′∩M˜ = Z(M˜)∨⊕mi=1Ai,
which gives a tensor product decomposition. Let {e(i)jk}nj,k=1 be a matrix unit of
Ai. Then e
(i)
11 is a properly infinite projection with central support 1 in M˜ , and
we can take an isometry V
(i)
1 ∈ M˜ such that e(i)11 = V (i)1 (V (i)1 )∗. We let V (i)j :=
e
(i)
j1V
(i)
1 and β
(i)(x) = (V
(i)
1 )
∗ρ˜(x)V
(i)
1 , which is an irreducible and co-irreducible
endomorphism because ρ˜ has the Connes–Takesaki module (see Definition 8.12).
Then for all x ∈ M˜ we have
ρ˜(x) =
m∑
i=1
n∑
j=1
V
(i)
j β
(i)(x)(V
(i)
j )
∗.
We show E(M˜, β(i)(M˜)) 6= ∅ for all i. For each i, let us introduce the map
F (i) : M˜ → β(i)(M˜) as follows
F (i)(x) := (V
(i)
1 )
∗Eρ˜(V
(i)
1 x(V
(i)
1 )
∗)V
(i)
1 , x ∈ M˜.
Then F is a faithful normal completely positive map satisfying F (i)(β(i)(x)) =
β(i)(x)F (1), where F (i)(1) ∈ Z(M˜). Since Eρ satisfies the Pimsner–Popa inequal-
ity, so does Eρ˜. Thus
F (i)(1) = (V
(i)
1 )
∗Eρ˜(V
(i)
1 (V
(i)
1 )
∗)V
(i)
1 ≥ d(ρ)−1(V (i)1 )∗ · V (i)1 (V (i)1 )∗ · V (i)1 = d(ρ)−1.
This shows F (i)(1) is invertible, and the normalized map F (i)(1)−1F gives a faith-
ful normal conditional expectation from M˜ onto β(i)(M˜).
If we disintegrate ρ˜(M˜)′ ∩ M˜ over Z(M˜) as before, then we have a similar
decomposition as follows:
ρ˜(x) =
p∑
k=1
q∑
ℓ=1
W
(k)
ℓ δ
(k)(x)(W
(k)
ℓ )
∗,
where W kℓ is an isometry in M˜ , and δ
(k) is an irreducible and co-irreducible
endomorphism on M˜ .
Let z ∈ Z(M˜) be a non-zero projection. we claim that (id, β(i)δ(k))z 6= 0
for all i, k. If not, then for some i, k, β(i)((W
(k)
ℓ )
∗)(V
(i)
j )
∗Urz = 0 for all j, ℓ, r.
However the centrality of z immediately implies z = 0, and this is a contradiction.
Thus we see that (id, β(i)δ(k)) contains an isometry by Zorn’s lemma. Employing
Theorem 8.21, we see δ(k) coincides with β(i) as a sector of M˜ . In particular,
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β(i)’s are mutually equivalent, but this is possible only when m = 1. Hence
ρ˜(M˜)′ ∩ M˜ = Z(M˜) ∨A1, and Z(ρ˜(M˜)′ ∩ M˜) = Z(M˜).
Let ρ = σψ be a decomposition as given in Theorem 2.1 (3). Since ρρ = (ρρ)m,
it turns out that ψψ = (ψψ)m from Lemma 2.4. By Lemma 2.2, we see ψψ is an
inner automorphism, and ψ is an automorphism.
Next we let ρ be a not necessarily irreducible endomorphism which satisfies the
condition of (2). Then it turns out that each irreducible contained in ρ satisfies
the condition in (2). Hence ρ is of the form ⊕ni=1σiψi, where σi’s are modular
endomorphisms and ψi’s are automorphisms. However, ρρ contains σ1ψ1ψ
−1
i σi,
which is modular by our assumption. Thus by [23, Proposition 3.4 (1)], each ψi
is equal to ψ1 up to an extended modular automorphism. Hence ρ = σψ1 for
some modular endomorphism σ.
(3)⇒(4). Since ψ is an automorphism, we have ρ˜(M˜) = σ˜(M˜). The statement
(4) follows from the equality M˜ = σ˜(M˜)∨(σ˜(M˜)′∩M˜). It is trivial that mod(ρ) =
mod(ψ).
(4)⇒(3). We first show the statement (3) when ρ is irreducible. From the
condition of (4), we have Z((ρ˜, ρ˜)) = Z(M˜). By Theorem 2.1, we have a decom-
position ρ = σψ, where σ is modular and ψ satisfies ψ˜(M˜)′ ∩ M˜ = Z(M˜). Take
a finite family of isometries {Vi}ni=1 in M˜ implementing σ˜. Then we have
ρ˜(M˜)′ ∩ M˜ = σ˜(ψ˜(M˜)′ ∩ M˜) ∨ {ViV ∗j }′′i,j = Z(M˜) ∨ {ViV ∗j }′′i,j.
This implies M˜ = ρ˜(M˜)∨(ρ˜(M˜)′∩M˜) = ρ˜(M)∨{ViV ∗j }′′i,j. Hence for any x ∈ M˜ ,
σ˜(x) belongs to ρ˜(M˜)∨{ViV ∗j }′′i,j, that is, σ˜(x) ∈ ρ˜(M˜) = σ˜ψ˜(M˜), and x ∈ ψ˜(M˜).
Therefore, ψ˜ is an automorphism.
Next we treat a general ρ. Let ρ1 be an irreducible summand contained in ρ.
Then ρ1 has the Connes–Takesaki module and satisfies M˜ = ρ˜1(M˜) ∨ (ρ˜1(M˜)′ ∩
M˜). Thus each irreducible in ρ is a composition of a modular endomorphism and
an automorphism.
Let ρ = ⊕imiσiψi be an irreducible decomposition, where the integer mi is the
multiplicity, and σi and ψi are a modular endomorphism and an automorphism,
respectively, such that σiψi and σjψj are not equivalent if i 6= j. Assume that
ψi 6= ψj mod Aut(M)m for some i 6= j. Let zi be the central projection in (ρ, ρ)
corresponding to miσiψi. Then zi ∈ (ρ˜, ρ˜). Since (σ˜iψ˜i, σ˜jψ˜j) = 0 if i 6= j by
[23, Proposition 3.4 (1)], it turns out that zi ∈ Z((ρ˜, ρ˜)). The assumption of (4)
implies zi ∈ Z(M˜). However, zi is contained in M , and zi must be equal to 1.
This is a contradiction. Hence all ψi’s are equivalent, and ρ is a composition of
a modular endomorphism and an automorphism.
(3)⇒(1). Since ρρ = σψψ−1σ = σσ and ρρ = ψ−1σσψ in Sect(M), it turns
out that ρρ and ρρ are modular. 
Remark 2.6. We can show this theorem for a type IIIλ (0 < λ ≤ 1) factor and
an irreducible endomorphism by another direct approach. When M is of type
III1, we know that Γ := {t ∈ R : σϕt ≺ ρρ} is a subgroup because of Frobenius
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reciprocity. In particular, if 0 6= t would belong to Γ, the group Zt would be also
contained in Γ. However, Zt ∈ s 7→ [σϕs ] ∈ Out(M) is injective because Connes’
T -set T (M) equals 0. Hence we would have to obtain d(ρρ) = ∞, but this is a
contradiction. Hence ρρ = id, and ρ is an automorphism.
When M is of type IIIλ with 0 < λ < 1, the canonical endomorphism ρρ is
decomposed to the direct sum of idM , σ
ϕ
t1 , . . . , σ
ϕ
tn , where ϕ is a periodic state
with period T := −2π/ log λ. By [22, Theorem 4.1], ρ(M) = Mα for some free
action α of Z/nZ. However, it follows thatMα is of type IIIλn . Thus we must get
n = 1 since ρ(M) is of type IIIλ. This yields ρρ = id, and ρ is an automorphism.
2.2. Extended modular automorphisms. Let ϕ be a dominant weight on an
infinite factor M and θ0t a trace scaling one-parameter automorphism group on
Mϕ, and M = Mϕ⋊θ0 R the continuous decomposition. Let K := L
2(Mϕ) be the
standard Hilbert space, and set K˜ := K ⊗ L2(R). Define an action π0 of Mϕ,
and one-parameter unitary groups λlt, µp, λ
r
t on K˜ by the following formulae:(
π0(x)ξ
)
(s) = θ0−s(x)ξ(s),
(
λltξ
)
(s) = ξ(s− t),
(µpξ) (s) = e
−ipsξ(s), (λrtξ) (s) = ξ(s+ t) for x ∈Mϕ, ξ ∈ K˜.
By Takesaki duality, Mϕ⋊θ0R and (Mϕ ⋊θ0 R)⋊σϕR are isomorphic to π
0(Mϕ)∨
{λlt}t∈R and π0(Mϕ)∨{λlt}t∈R∨{µp}p∈R, respectively, and the second dual action
ˆˆ
θ0t is given by θ
0
t⊗Ad λrt . With this identification, the core M˜ is equal to π0(Mϕ)∨
{λlt}t∈R ∨ {µp}p∈R, and the dual flow θt is θ0t ⊗ Adλrt .
For a θ0-cocycle ct ∈ U(Z(Mϕ)), we define the unitary Vc by
(Vcξ)(s) := c
∗
−sξ(s) for ξ ∈ K˜.
Then clearly, Vc belongs to Z(Mϕ) ∨ L∞(R). Hence Vc ∈ M˜ . Let us define
σϕc ∈ Aut(M) by
π0(σϕc (x)) = Vcπ
0(x)V ∗c for all x ∈M.
This is the original definition of the extended modular automorphism (see Section
1.3 and [56, XII, Theorem 1.10]).
Lemma 2.7. Let c, c′ ∈ Z1θ0(R, U(Z(Mϕ))). Then the following hold:
(1) σ˜ϕc = AdVc on M˜ ;
(2) V ∗c θt(Vc) = ct ⊗ 1 for all t ∈ R;
(3) VcVc′ = Vcc′ = Vc′Vc, V
∗
c = Vc∗;
(4) If ct = uθ
0
t (u
∗) for some u ∈ U(Z(Mϕ)), then Vc = π0(u)(u∗ ⊗ 1).
Proof. (1). We verify that AdVc = id on π
0(Mϕ), and AdVc(λ
0
t ) = π
0(ct)λ
l
t for
all t ∈ R. For x ∈M , we have the following.(
Vcπ
0(x)V ∗c ξ
)
(s) = c∗−s
(
π0(x)V ∗c ξ
)
(s) = (c−s)θ−s(x) (V
∗
c ξ) (s)
= c−sθ−s(x)c
∗
−sξ(s) = θ
0
−s(x)ξ(s)
=
(
π0(x)ξ
)
(s).
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The second equality is verified as follows.(
Vcλ
0
tV
∗
c ξ
)
(s) = c∗−s
(
λ0tV
∗
c ξ
)
(s) = c∗−s (V
∗
c ξ) (s− t)
= c∗−sct−sξ(s− t) = c∗−sc−sθ−s(ct)ξ(s− t)
= θ−s(ct)ξ(s− t) =
(
π0(ct)λ
l
t
)
(s).
Since µ is an implementing unitary for σϕ, and ϕ is σϕc -invariant, we have to
show AdVc(µp) = µp. This is trivial since Vc is belonging to B(K)⊗ L∞(R).
(2). We obtain V ∗c θt(Vc) = ct as follows:
(V ∗c θt(Vc)ξ)(s) = c−s (θt(Vc)ξ) (s) = c−sθ
0
t (c
∗
−(s+t))ξ(s)
= c−sθ
0
t (θ−t(c−s)c
∗
−t)ξ(s) = θ
0
t (c
∗
−t)ξ(s) = ctξ(s).
(3). This is trivial.
(4). By the definition of Vc,
(Vcξ) (s) = c
∗
−sξ(s, t) = θ
0
−s(u)u
∗ξ(s)
= θ0−s(u) ((u
∗ ⊗ 1)ξ) (s) = (π0(u)(u⊗ 1)ξ) (s).

Note that Vc’s are generating a commutative von Neumann algebra in M˜ .
3. Kac algebras
We briefly summarize the terminology and the notation about Kac algebras
which are used in [43]. Our standard references are [3, 15, 43, 65].
3.1. Compact or discrete Kac algebras. Let G be a compact quantum group.
Namely, G is a pair of a unital C∗-algebra C(G) and a coproduct δ that is a unital
faithful ∗-homomorphism from C(G) into C(G)⊗ C(G) such that (δ ⊗ id) ◦ δ =
(id⊗δ)◦ δ. We moreover assume the cancellation property, that is, the subspaces
δ(C(G))(C(G) ⊗ C) and δ(C(G))(C ⊗ C(G)) are norm dense in C(G) ⊗ C(G).
Thanks to Woronowicz’s result, there exists a state h, which is called the Haar
state such that
(id⊗h)(δ(x)) = h(x)1 = (h⊗ id)(δ(x)) for all x ∈ C(G).
We will assume that h is faithful and tracial in this paper. Then G is said to be
of Kac type or a compact Kac algebra.
Let L2(G) be the GNS Hilbert space of C(G) associated with h and Ωh the
GNS cyclic vector. The weak closure of C(G) is denoted by L∞(G). Then the
multiplicative unitary V is defined by
V ∗(xΩh ⊗ yΩh) = δ(y)(xΩh ⊗ Ωh) for x, y ∈ C(G).
Thanks to the double commutant theorem, V belongs to L∞(G) ⊗ B(L2(G)).
The coproduct δ extends to L∞(G) by setting δ(x) = V ∗(1⊗x)V for x ∈ L∞(G).
Moreover, V satisfies the following pentagon equation:
V12V13V23 = V23V12.
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From this, the set L∞(Ĝ) := spanw{(ω⊗id)(V ) | ω ∈ L∞(G)∗} is a von Neumann
algebra with a coproduct ∆ defined by ∆(x) := V (x⊗1)V ∗ for x ∈ L∞(Ĝ). If we
restrict the canonical trace Tr of B(L2(G)) on L∞(Ĝ), we obtain the semifinite
weight ϕ, which satisfies the following bi-invariance:
(id⊗ϕ)(∆(x)) = ϕ(x) = (ϕ⊗ id)(∆(x)) for all x ∈ L∞(Ĝ)+.
Then we call Ĝ := (L∞(Ĝ),∆, ϕ) the dual discrete Kac algebra or the dual
discrete quantum group of Kac type. Note that any discrete Kac algebra arises
like this due to the duality.
Next we review the representation theory of G. A unitary representation
of G on a Hilbert space H means a unitary v ∈ B(H) ⊗ L∞(G) such that
(id⊗δ)(v) = v12v13. Let v and w be unitary representations on Hilbert spaces H
and K, respectively. We associate with them the intertwiner subspace (v, w) of
B(H,K), that is, S ∈ (v, w) if and only if (S ⊗ 1)v = w(S ⊗ 1). If (v, v) = C,
then v is said to be irreducible. Then Peter–Weyl theory still holds as in the
case of a compact group. Let Irr(G) be a complete set of unitary equivalence
classes of irreducible representations of G. For each π ∈ Irr(G), we choose the
corresponding representation v(π) on Hπ. We fix an orthonormal base {επi}i∈Iπ
of Hπ. The (i, j)-matrix element of v(π) is denoted by v(π)ij. The conjugate
unitary representation of π is defined by v(π)i,j = v(π)
∗
i,j.
For π, ρ ∈ Irr(G), we define the tensor product representation πρ by the unitary
v(π)13v(ρ)23. Then if ρ equals π, that is, ρ is conjugate to π, then ππ contains
the trivial representation 1 with multiplicity 1. Indeed, the following isometry
Tπ,π is intertwining 1 and ππ:
Tπ,π =
∑
i∈Iπ
1√
d(π)
επi ⊗ επi ,
where d(π) denotes the dimension of Hπ, and the coupling of επi and επj equals
δi,j.
Let π, ρ, σ ∈ Irr(G) and S : Hσ → Hπ ⊗ Hρ be an intertwiner. If we want to
specify the representation spaces, we use the notation Sσπ,ρ. The matrix element
of Sσπ,ρ with respect to the vectors επi ⊗ ερj and εσk is denoted by Sσkπi,ρj . Note
that (σ, πρ) is a Hilbert space with the inner product (S, T ) := T ∗S. We will fix
an orthonormal base from now on and denote the family by ONB(σ, πρ).
3.2. Generalized central quantum subgroups. Most of the results obtained
in this and the next subsections are probably well-known for experts. We, how-
ever, present their proofs for reader’s convenience. Let us begin with the notion
of a quantum subgroup.
Definition 3.1. Let G = (C(G), δG) and K = (C(K), δK) be compact Kac alge-
bras. Then K is called a quantum subgroup of G when there exists a surjective
∗-homomorphism r : C(G)→ C(K) such that (r⊗ r) ◦ δG = δK ◦ r. The map r is
called a restriction map.
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Readers should note that the restriction map is not uniquely determined from
K and G in general. However, we often abbreviate it for simplicity, and the
situation is denoted by K ⊂ G.
For a quantum subgroup K as above, we define the restriction of a representa-
tion vπ, π ∈ Irr(G) as follows:
vπ|K := (id⊗r)(vπ).
Then the surjectivity of r implies that the matrix entries of v(π|K), π ∈ Irr(G),
are densely spanning C(K).
The quantum subgroup K acts on C(G) from the left and right as follows:
γℓ := (r ⊗ id) ◦ δG, γr := (id⊗r) ◦ δG.
The fixed point algebras of γℓ and γr are denoted by C(K\G) and C(G/K),
respectively. Then the normality of quantum subgroup is introduced as follows.
Definition 3.2. Let K be a quantum subgroup of G. We will say that K is
normal if C(G/K) = C(K\G).
The following result may be well-known to experts.
Lemma 3.3. A quantum subgroup K of G is normal if and only if C(G/K) is a
Kac subalgebra.
Proof. The “only if” part is trivial. We show the “if” part. Take π ∈ Irr(G)
such that C(G/K)π 6= 0. Then π|K contains the trivial representation. Thus we
may and do assume Iπ has the decomposition Iπ = I
1
π ⊔ Jπ such that the vectors
{επi}i∈I1π span the trivial representation space of K. Let i ∈ Irr(G) and j ∈ I1π .
Then we have δ(vπij ) =
∑
k vπik ⊗ vπkj . Since δ(C(G/K)) ⊂ C(G/K)⊗ C(G/K),
we have vπik ∈ C(G/K) for all k ∈ Iπ. In the end, Iπ coincides with I1π , that is,
π|K is trivial. This implies the normality of K. 
We consider a special kind of a normal quantum subgroup.
Definition 3.4. LetK ⊂ G be a normal quantum subgroup. If the restriction π|K
decomposes to only one one-dimensional representation of K for any π ∈ Irr(G),
then we will say that K is a generalized central quantum subgroup.
Indeed, if G is a compact group, then such normal subgroup must be contained
in Z(G). Let K be a generalized central quantum subgroup of G with restriction
map rK : C(G) → C(K). By definition, there exists a unitary gπ ∈ C(K) such
that
(id⊗rK)(vπ) = 1⊗ gπ.
The gπ is a one-dimensional representation of K which satisfies gπ = g
∗
π. Since
all irreducible representations come from restrictions of π’s, it turns out that K
is co-commutative. Thus the dual of K is a discrete group.
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3.3. Normal subcategory.
Definition 3.5. Let G be a compact Kac algebra.
(1) Let Λ be a subset of Irr(G). Suppose that Λ is closed under conjugation
and product, that is, if ρ1, ρ2 ∈ Λ, then ρ1 and each irreducible in ρ1ρ2
still belongs to Λ. In this case, we will say that Λ is a subcategory of
Irr(G);
(2) A subset Λ ⊂ Irr(G) is said to be normal if 1 ∈ Λ and each irreducible in
πρπ is contained in Λ for all π ∈ Irr(G) and ρ ∈ Λ.
Let K ⊂ G be a generalized central quantum subgroup, and ΛK ⊂ Irr(G) the
collection of ρ ∈ Irr(G) such that ρ|K is a trivial representation.
Theorem 3.6. The map K 7→ ΛK is a bijective correspondence between the set of
generalized central quantum subgroups of G, and the set of normal subcategories
of Irr(G).
Proof. Let K ⊂ G be a generalized central quantum subgroup with the restriction
map rK : C(G) → C(K). First observe the map given above is well-defined.
Indeed, let π ∈ Irr(G) and ρ ∈ ΛK. Then we have
(idπ ⊗ idρ⊗ idπ⊗rK)(vπvρvπ) = gπ · 1 · gπ = 1.
which shows ΛK is normal. By similar computation, it is easy to see that ΛK is a
subcategory of Irr(G).
Next we will construct the inverse map. Let Λ be a normal subcategory of
Irr(G). Then the linear span of C(G)ρ, ρ ∈ Λ is a ∗-algebra. We denote it by
C(HΛ), that is,
C(HΛ) = span
‖·‖{v(ρ)ij | ρ ∈ Λ, i, j ∈ Iρ}.
Then clearly C(HΛ) is a compact Kac subalgebra. We show there exists a quan-
tum subgroup KΛ of G such that C(HΛ) = C(G/KΛ). Thanks to [59, Theorem
3.17], it suffices to check that L∞(HΛ) has the expectation property and the
coaction symmetry. Since L∞(G) is finite, the expectation property automati-
cally holds (this is still true for a compact quantum group because of the global
invariance of the modular group σh). The coaction symmetry means for any
π ∈ Irr(G), i, j ∈ Iπ, ρ ∈ Λ and p, q ∈ Iρ, the element
∑
k∈Iπ
v∗πkivρpqvπkj belongs
to C(HΛ). Indeed, this is trivial because the normality of Λ implies the matrix
entries of vπvρvπ are contained in C(HΛ).
By Lemma 3.3, KΛ is normal, and ρ|KΛ is trivial for all ρ ∈ Λ. Let rKΛ : C(G)→
C(KΛ) be the restriction map. The normality of Λ implies that for π ∈ Irr(G)
and ρ ∈ Λ,
(idπ ⊗ idρ⊗ idπ⊗rKΛ)(vπvρvπ) = 1.
It turns out from this equality that there exists a unitary gπ ∈ C(KΛ) such
that (id⊗rKΛ)(vπ) = 1π ⊗ gπ, which means KΛ is a generalized central quantum
subgroup of G. It immediately follows that the map K 7→ ΛK is a bijection. 
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Example 3.7. If G is a connected simple Lie group, then any subcategory of
Irr(G) is normal. Indeed, let Λ ⊂ Irr(G) be a subcategory. Then it corresponds
to the quotient by a normal closed subgroup KΛ of G such that
C(G/KΛ) = span
‖·‖{vπi,j | π ∈ Λ, i, j ∈ Iπ},
that is, KΛ is nothing but the intersection of Ker(π) for all π ∈ Λ. Since the Lie
group G is connected and simple, any normal subgroup is central. This implies
that Λ is normal.
Next let us consider the q-deformation Gq of such G with q 6= 1. Then the
representation category is unchanged, and any subcategory of Gq is still normal.
3.4. 2-cocycles of a discrete Kac algebra. In Section 5.5, we will study an
action α such that all απ’s are modular. Such actions are related with 2-cocycles
of Ĝ. In this subsection, we summarize some results on 2-cocycles. Our standard
references are [25, 62].
Definition 3.8. Let M be an abelian von Neumann algebra.
(1) A unitary ω ∈M ⊗ L∞(Ĝ)⊗ L∞(Ĝ) is called an M-valued 2-cocycle if
ω123(idM ⊗∆⊗ id)(ω) = ω134(idM ⊗ id⊗∆)(ω),
and ω·,1 = ω1,· = 1. We will denote by Z
2(Ĝ,M) the set of all M-valued
2-cocycles.
(2) Let ω1, ω2 ∈ Z2(Ĝ,M). We will say that ω1 and ω2 are equivalent if
ω2 = u12u13ω
1(idM ⊗∆)(u∗) for some unitary u ∈ M ⊗ L∞(Ĝ), and then
we write ω1 ∼ ω2. By H2(Ĝ,M), we denote the set of all equivalence
classes.
(3) We will say ω ∈ Z2(Ĝ,M) is normalized if ω(1⊗ δ(e1)) = 1⊗ δ(e1).
(4) We will say ω ∈ Z2(Ĝ,C) is co-commutative if ∆ω := Adω ◦ ∆ is co-
commutative, that is, ∆ω = F ◦ ∆ω, where F denotes the flip automor-
phism on L∞(Ĝ)⊗ L∞(Ĝ).
In (3), we note that (x ⊗ 1)∆(e1) = (1 ⊗ κ(x))∆(e1) for x ∈ L∞(Ĝ), where κ
denotes the antipode of L∞(Ĝ). Thus our definition is the same as [25, Definition
13.1].
When M = C in Definition 3.8, we will call ω a 2-cocycle shortly. The
set of 2-cocycles is denoted by Z2(Ĝ). Let Z2(Ĝ)c and Z
2(Ĝ)n be the sets
of co-commutative 2-cocycles and normalized 2-cocycles, respectively. We set
Z2(Ĝ)c,n := Z
2(Ĝ)c ∩ Z2(Ĝ)n.
Remark 3.9. Let ω ∈ Z2(Ĝ). Then ∆ω = Adω ◦ ∆ gives a new coproduct
on L∞(Ĝ). Moreover if ω is normalized, then we can show the weight ϕ is still
invariant for ∆ω. Thus Ĝω := (L∞(Ĝ),∆ω, ϕ) becomes a Kac algebra (see Section
8.4 for the proof). Note that if ω ∈ Z2(Ĝ)n, then ω∗ ∈ Z2(Ĝω)n.
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Definition 3.10. The diagonal v(ω) of ω ∈ Z2(Ĝ,M) is the element of M ⊗
L∞(Ĝ) such that
(v(ω)⊗ 1)(1⊗∆(e1)) = ω(1⊗∆(e1)).
By definition, we have v(ω) = (id⊗m ◦ (id⊗κ))(ω)), where m denotes the linear
map L∞(Ĝ)⊗ L∞(Ĝ) ∋ a⊗ b→ ab ∈ L∞(Ĝ).
Lemma 3.11. Let ω ∈ Z2(Ĝ,M) and u ∈ M ⊗ L∞(Ĝ) a unitary. Let ωu :=
(u⊗ u)ω∆(u∗). Then v(ωu) = uv(ω)κ(u).
The next result has been proved in the co-commutative case in [62, Lemma 13],
and in the finite dimensional case in [25, Lemma 13.2], but we present a proof
for readers’ convenience.
Lemma 3.12. Let M be a commutative von Neumann algebra. Let ω be an
M-valued 2-cocycle of Ĝ. Then the following hold:
(1) The diagonal v(ω) of ω is a unitary satisfying κ(v(ω)) = v(ω);
(2) Denote v(ω) by v. Then one has ω˜ = (κ(v)∗ ⊗ κ(v)∗)ω∆(κ(v)), where
ω˜ := F ((κ⊗ κ)(ω∗)).
Proof. (1), (2). Since M is commutative, we may and do assume that M = C
by considering the disintegration. Let us denote v(ω) by v. We shall show v is a
unitary.
Let V be an ω-representation on some Hilbert space H . Then ω23(id⊗∆)(V ) =
V13V12. Applying the linear map (id⊗F ) ◦ (id⊗κ⊗ κ), we have
(id⊗∆)((id⊗κ)(V ))ω˜∗23 = (id⊗κ)(V )12(id⊗κ)(V )13,
where ω˜ denotes F ((κ ⊗ κ)(ω∗)). By definition of v and V , we have 1 ⊗ κ(v) =
V (id⊗κ)(V ). Then by these equalities, we obtain
V13V12(id⊗∆)(V ∗(1⊗ κ(v)))ω˜∗23 = 1⊗ κ(v)⊗ κ(v).
Taking the norm of the both sides, we have ‖κ(v)‖ = 1 = ‖v‖. Together with
(id⊗ trπ)(v∗πvπ) = 1, which is proved in [43, Lemma 5.6], it turns out that v is a
unitary satisfying (1) and (2).
Thus we have shown ω˜ = (κ(v∗)⊗ κ(v∗))ω∆(κ(v)), and ω˜ is also a 2-cocycle.
The previous lemma implies v(ω˜) = κ(v∗)vv∗ = κ(v∗). By definition of v(ω˜), we
have (v(ω˜)⊗ 1)∆(e1) = ω˜∆(e1). Applying F ◦ (κ⊗κ) to the both sides, we have
v(ω˜) = v∗. Thus we obtain κ(v) = v. 
Lemma 3.13. Let M be a commutative von Neumann algebra. Then any M-
valued 2-cocycle of a discrete Kac algebra is normalizable.
Proof. Let ω and v be as above. Since v is fixed by the antipode κ, there exists
ν ∈ L∞(Ĝ) such that v∗ = ν2 and κ(ν) = ν. Then ων := (ν ⊗ ν)ω∆(ν∗) is a
normalized 2-cocycle. 
Let U0(Ĝ) := {u ∈ U(A) | u1 = 1, κ(u) = u∗}. If ω1, ω2 ∈ Z2(Ĝ)n are
equivalent, any unitary perturbing ω1 to ω2 must sit in U0(Ĝ).
Next we recall the following result [62, Theorem 2].
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Theorem 3.14 (Wassermann). Let G be a compact group. Then there exists one
to one correspondence between H2(Ĝ) and the set of conjugacy classes of ergodic
G-actions with full multiplicity.
The correspondence is obtained as follows. Let ω ∈ Z2(Ĝ), and we consider
a unitary Vω ∈ B(L2(G)) ⊗ L∞(Ĝ) defined by Vω := ωV . Then Vω is an ω-
representation, that is,
(Vω)12(Vω)13 = ω23(id⊗∆)(Vω).
Let Aω := {(id⊗φ)(Vω) | φ ∈ L∞(Ĝ)∗}′′. We introduce an ergodic action αg of
G on Aω defined by Ad ρ(g), where ρ denotes the right regular representation.
Then we have
(αg ⊗ id)(Vω) = Vω(1⊗ λ(g)).
Conversely, let α be an ergodic action of G on a von Neumann algebra A
which has full multiplicity. Then there exists a unitary V ∈ A⊗L∞(Ĝ) such that
(αg ⊗ id)(V ) = V (1⊗ λ(g)). By the ergodicity, there exists ω ∈ Z2(Ĝ) such that
V12V13 = ω23(id⊗∆)(V ).
3.5. Skew symmetric bicharacters. By [62, Lemma 26] or Lemma 8.23, βω :=
ω∗F (ω) = ω∗12ω21 is a skew symmetric bicharacter of Ĝ if ω ∈ Z2(Ĝ)c. Namely,
βω satisfies the following identities putting β = βω:
(∆⊗ id)(β) = β23β13, (id⊗∆)(β) = β12β13, (3.1)
F (β) = β∗, (id⊗κ)(β) = β∗ = (κ⊗ id)(β). (3.2)
We set the following space
(∆op,∆) := {x ∈ L∞(Ĝ)⊗ L∞(Ĝ) | x∆(y)21 = ∆(y)x for all y ∈ L∞(Ĝ)}.
Note the following useful fact, whose proof is a straightforward computation.
Lemma 3.15. Let ω ∈ Z2(Ĝ). Then ω ∈ Z2(Ĝ)c if and only if βω ∈ (∆op,∆).
We say that a skew symmetric bicharacter β is normal if β∆(e1) = ∆(e1). Let
X2(Ĝ)n be the set of normal skew symmetric bicharacters on Ĝ.
When Ĝ is a discrete abelian group Γ, the image of the map ω 7→ βω is precisely
equal to the set of all skew symmetric bicharacters which take the value 1 on the
diagonal set {(g, g) ∈ Γ×Γ | g ∈ Γ} as shown in [51, Proposition 3.2] (see also [35,
Theorem 7.1]). Readers should notice that in the statement of [51, Proposition
3.2], the condition on the value is missing, but that is implicitly used there to
show that the group C is indeed a subgroup of G . Thus we have to impose the
normality of β to prove the bijective correspondence in general Kac algebra case.
Let ω ∈ Z2(Ĝ)c. We show the normality of βω. Take a unitary u ∈ L∞(Ĝ)
such that ω′ := (u⊗ u)ω∆(u∗) is a normalized cocycle. Then
βω′ = ∆(u)ω
∗(u∗ ⊗ u∗) · (u⊗ u)ω21∆(u∗)21
= ∆(u)ω∗ ·∆ω(u∗)21 · ω21 = ∆(u)ω∗∆ω(u∗) · ω21 = βω.
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Thus we may and do assume that ω is normalized. Then we have
βω∆(e1) = ω
∗ω21∆(e1) = ω
∗∆(e1) = ∆(e1).
Hence the map β : H2(Ĝ)c ∋ [ω] 7→ βω ∈ X2(Ĝ)n is well-defined. In the following
theorem, the surjectivity has been already proved in [48] by using the Doplicher–
Roberts duality. We will present a proof in our setting for readers’ convenience.
Theorem 3.16. The map β : H2(Ĝ)c → X2(Ĝ)n ∩ (∆op,∆) is bijective.
Proof. We show the injectivity of the map. Let βω1 = βω2 . Then F (ω1ω
∗
2) =
ω1ω
∗
2. Thus ω1ω
∗
2 is a symmetric 2-cocycle of the co-commutative Kac algebra
(L∞(Ĝ),∆ω2). By [62, Lemma 21], ω1ω
∗
2 = (u ⊗ u)∆ω2(u∗) for some u ∈ U0(Ĝ),
and hence ω1 = (u⊗ u)ω2∆(u∗).
The surjectivity is checked as follows. Let Repf (G) be the representation
category of G, that is, its objects and morphisms consist of finite dimensional
unitary representations and intertwines, respectively. In the following X, Y, Z
denote objects of Repf (G). The flip symmetry of Repf(G) is written by Σ, which
is a collection of a map ΣX,Y : X ⊗ Y → Y ⊗ X given by ΣX,Y (ξ ⊗ η) = η ⊗ ξ.
For each X ∈ Repf (G), we have a ∗-homomorphism πX : L∞(Ĝ) → B(X), the
differential representation. Now we let β ∈ X2(Ĝ)n ∩ (∆op,∆), and RX,Y :=
ΣX,Y (πX ⊗ πY )(β∗) = (πY ⊗ πX)(β)ΣX,Y . Then for all a ∈ L∞(Ĝ), we have
RX,Y πX⊗Y (a) = ΣX,Y (πX ⊗ πY )(β∗∆(a)) = ΣX,Y (πX ⊗ πY )(∆(a)21β∗)
= πY⊗X(a)RX,Y .
Thus RX,Y ∈ Hom(X ⊗ Y, Y ⊗ X). In fact, R gives a permutation symmetry
on Repf (G). Indeed, the naturality of RX,Y follows from the identity SπX(a) =
πY (a)S for any S ∈ Hom(X, Y ) and a ∈ L∞(Ĝ). The braiding relation RX,Y⊗Z =
(1Y ⊗RX,Z)(RX,Z ⊗ 1Z) is observed as
RX,Y⊗Z = ΣX,Y⊗Z(πX ⊗ πY⊗Z)(β∗) = ΣX,Y⊗Z(πX ⊗ πY ⊗ πZ)((id⊗∆)(β∗))
= ΣX,Y⊗Z(πX ⊗ πY ⊗ πZ)(β∗13β∗12)
= ΣX,Y⊗Z(πX ⊗ πY ⊗ πZ)(β∗13)(ΣY,X ⊗ 1Z)(RX,Y ⊗ 1Z)
= ΣX,Y⊗Z(ΣY,X ⊗ 1Z)(πY ⊗ πX ⊗ πZ)(β∗23)(RX,Y ⊗ 1Z)
= (1Y ⊗ ΣX,Z)(πY ⊗ πX ⊗ πZ)(β∗23)(RX,Y ⊗ 1Z)
= (1Y ⊗RX,Z)(RX,Z ⊗ 1Z).
Similarly, we obtain RX⊗Y,Z = (RX,Z ⊗ 1Y )(1X ⊗ RX,Z). Since F (β) = β∗, we
have RY,XRX,Y = 1. Thus (Repf(G), R) is a symmetric C
∗-tensor category.
Next we show that the category is even in the sense of [47, Definition B.8],
that is, it has the trivial twist Θ(X) = 1X for all X . To prove that, it suffices to
prove Θ(X) = 1X for each irreducible module X . In this case, the twist Θ(X)
is given by Θ(X) = (TrX ⊗ idX)(RX,X), where TrX denotes the non-normalized
trace on B(X) (see [47, Definition A.40]). Setting TX,X :=
∑
i ξi ⊗ ξi as before,
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we have
Θ(X) = (T ∗
X,X
⊗ 1X)(1X ⊗ RX,X)(TX,X ⊗ 1X)
= (T ∗
X,X
⊗ 1X)(1X ⊗ ΣX,X)(πX ⊗ πX ⊗ πX)(β∗23)(TX,X ⊗ 1X)
= (T ∗
X,X
⊗ 1X)(1X ⊗ ΣX,X)(πX ⊗ πX ⊗ πX)(β13)(TX,X ⊗ 1X) by (3.1)
= (T ∗
X,X
⊗ 1X)(πX ⊗ πX ⊗ πX)(β12)(1X ⊗ ΣX,X)(TX,X ⊗ 1X)
= (T ∗
X,X
⊗ 1X)(1X ⊗ ΣX,X)(TX,X ⊗ 1X) by normality
= 1X .
Thus by the Doplicher–Roberts duality [14] (see also [47, Theorem B.11]), there
exists a ∗-preserving symmetric fiber functor E : (Repf(G), R) → (Hilbf ,Σ),
where Hilbf denotes the (strict) C
∗-tensor category consisting of finite dimen-
sional Hilbert spaces. We let dX,Y : E(X)⊗E(Y )→ E(X⊗Y ) be the associated
unitary.
Since the Repf (G) is amenable, the functor E preserves the dimension of
each Hilbert space (see [48, Proposition A.4]). Moreover, the semisimplicity of
Repf (G) implies E is equivalent to the forgetful functor F : Repf(G) → Hilbf
as a C∗-category (not as a C∗-tensor category). Take an associated unitary
uX : X → E(X) for each X . Then we obtain
ΣE(X),E(Y ) = d
∗
Y,XE(RX,Y )dX,Y = d
∗
Y,XuY⊗XRX,Y u
∗
X⊗Y dX,Y .
Since ΣE(X),E(Y ) = ΣuXX,uY Y = (uY ⊗ uX)ΣX,Y (u∗X ⊗ u∗Y ), we have
RX,Y = u
∗
Y⊗XdY,X(uY ⊗ uX)ΣX,Y (u∗X ⊗ u∗Y )d∗X,Y uX⊗Y . (3.3)
We show that there exists ω ∈ L∞(Ĝ) ⊗ L∞(Ĝ) such that (πX ⊗ πY )(ω) =
(u∗X ⊗ u∗Y )d∗X,Y uX⊗Y . For any G-modules X,X ′, Y, Y ′ and any intertwiners S ∈
Hom(X,X ′), T ∈ Hom(Y, Y ′), we only have to check
(S ⊗ T )(u∗X ⊗ u∗Y )d∗X,Y uX⊗Y = (u∗X′ ⊗ u∗Y ′)d∗X′,Y ′uX′⊗Y ′(S ⊗ T ).
Indeed, we have
(S ⊗ T )(u∗X ⊗ u∗Y )d∗X,Y uX⊗Y = (u∗X′ ⊗ u∗Y ′)(E(S)⊗E(T ))d∗X,Y uX⊗Y
= (u∗X′ ⊗ u∗Y ′)d∗X′,Y ′(E(S ⊗ T ))uX⊗Y
= (u∗X′ ⊗ u∗Y ′)d∗X′,Y ′uX′⊗Y ′(S ⊗ T ).
By definition, ω is a unitary. The 2-cocycle relation of ω is shown as follows:
(πX ⊗ πY ⊗ πZ)(ω12(∆⊗ id)(ω))
= ((u∗X ⊗ u∗Y )d∗X,Y uX⊗Y ⊗ 1Z) · (u∗X⊗Y ⊗ u∗Z)d∗X⊗Y,ZuX⊗Y⊗Z
= (u∗X ⊗ u∗Y ⊗ u∗Z)d∗X,Y d∗X⊗Y,ZuX⊗Y⊗Z
= (u∗X ⊗ u∗Y ⊗ u∗Z)d∗Y,Zd∗X,Y⊗ZuX⊗Y⊗Z
= (πX ⊗ πY ⊗ πZ)(ω23(id⊗∆)(ω)).
Thus by (3.3), β = ω∗ω21 = βω, and ω is co-commutative from Lemma 3.15. 
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3.6. A Kac algebra associated with βω. By the bicharacter formulae (3.1)
and (3.2), the first tensor component of β spans a Hopf ∗-subalgebra of L∞(Ĝ),
which we denote by Rβ, that is,
Rβ := span
w{(id⊗φ)(β) | φ ∈ L∞(Ĝ)∗}.
The same argument as [62, Lemma 34] implies that β ∈ Rβ⊗Rβ and κ(Rβ) = Rβ.
Thanks to [59, Lemma 2.6, 3.14, Theorem 3.18], Rβ is the group algebra of a
quantum subgroup Kβ of G, which is of Kac type, that is, Rβ ∼= L∞(K̂β) as Kac
algebras.
We let pβ be the projection in L
∞(Ĝ) which corresponds to the trivial repre-
sentation of Kβ.
Lemma 3.17. The projection pβ satisfies the following:
(1) β(pβ ⊗ 1) = pβ ⊗ 1 = (pβ ⊗ 1)β;
(2) β(1⊗ pβ) = 1⊗ pβ = (1⊗ pβ)β;
(3) pβL
∞(Ĝ) = {x ∈ L∞(Ĝ) | β(x⊗ 1) = x⊗ 1}.
Proof. Since pβ satisfies ∆(x)(pβ ⊗ 1) = pβ ⊗ x and ∆(x)(1 ⊗ pβ) = x ⊗ pβ for
x ∈ Rβ, we obtain the equalities of (1) and (2) using (3.1). On (3), we let p be
the projection such that pL∞(Ĝ) is equal to the right hand side. It is trivial that
pβ ≤ p. By linearity, we have xp = ε(x)p for every x ∈ Rβ. Since ε(pβ) = 1, we
have pβp = p, and p ≤ pβ. Thus p = pβ. 
In the case that pβ = e1, ω is said to be totally skew (cf. [39] for abelian groups).
In this paper, following [64, p.220], we will say that βω is non-degenerate in that
case. Recall the following result due to A. Wassermann [62, Theorem 12].
Theorem 3.18 (A. Wassermann). The following statements are equivalent:
(1) βω is non-degenerate;
(2) Rβω = L
∞(Ĝ);
(3) The 2-cocycle ω corresponds to an ergodic action of G on a factor.
Now we will understand what is Kβ . Take ω ∈ Z2(Ĝ)c with β = ω∗ω21 from
Theorem 3.16. In fact, we may and do assume that ω ∈ Rβ ⊗ Rβ because β
is a skew symmetric bicharacter on Rβ. Let us shed a light on the compact
group Gω, the dual cocycle twisting of G. Then ω
∗ is a 2-cocycle of Ĝω, and that
corresponds to an ergodic action of Gω with full multiplicity by Theorem 3.14.
Then the action is induced from an ergodic action of a closed subgroup G0ω on
a finite factor [61, Theorem 7]. Then again by the correspondence, we obtain
a 2-cocycle ω0 of the dual of G0ω. Since the cohomology class of ω
∗ and ω0 are
equal, there exists a unitary u ∈ L∞(Ĝ) such that ω0 = (u ⊗ u)ω∗∆ω(u∗), that
is,
β0 := ω021(ω
0)∗ = (u⊗ u)β∗ω(u∗ ⊗ u∗),
where β is the one introduced in [62, p.1513]. Thus uRωu
∗ is the weak closure
of the linear span of (id⊗φ)(β0), φ ∈ L∞(Ĝ)∗. Since β0 := ω021(ω0)∗ is non-
degenerate from Theorem 3.18, uRωu
∗ = L∞(Ĝ0ω), the dual of G
0
ω.
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Example 3.19. Let us consider a finite dimensional Kac algebra G and a 2-
cocycle ω ∈ Z2(Ĝ)c such that βω is non-degenerate. Then there exists an er-
godic action α of G on B(Cn), where n2 = dimC(G). This equality is a useful
obstruction so that Γ̂ has a non-trivial 2-cocycle. Readers are referred to a fur-
ther investigation of dual 2-cocycles of finite Kac algebras due to Izumi–Kosaki
[24, 25, 26].
Example 3.20. When G = SU(2) or SU−1(2), any 2-cocycle of Ĝ is trivial.
Thus the dual cocycle twisting of them are nothing but G.
Example 3.21. We consider when G = SO(3). It is known that the cohomology
set H2(Ĝ) consists of two elements [63, Theorem 6]. The non-trivial cocycle ω
comes from the Krein four group D2 := Z/2Z× Z/2Z. Let Gω = SO(3)ω be the
twisting of SO(3) by ω. Then the non-normality of D2 in SO(3) implies that
SO(3)ω is not a compact group (see also Remark 5.24). In fact, it is isomorphic
to SO−1(3) in the sense of [5, Definition 3.1]. Readers should note that the
definition of SO−1(3) there differs from that of [36], where SO−1(3) is nothing
but SO(3). Then [5, Theorem 3.1] implies that SO(3)ω is isomorphic to Q4, the
quantum permutation group on 4 points [60].
3.7. Actions and Cocycle actions. Let M be a von Neumann algebra. Let
α : M → M ⊗ L∞(Ĝ) be a unital faithful normal ∗-homomorphism and u ∈
M ⊗ L∞(Ĝ) ⊗ L∞(Ĝ) be a unitary. The pair (α, u) is called a cocycle action
when it satisfies
(α⊗ id) ◦ α = (id⊗∆) ◦ α, (u⊗ 1)(id⊗∆⊗ id)(u) = α(u)(id⊗ id⊗∆)(u),
where α(u) means (α ⊗ id⊗ id)(u). We will often use such a convention to ab-
breviate tensor notation. The unitary u is also called a 2-cocycle. When u = 1,
α is called an action. If v ∈M ⊗L∞(Ĝ) is a unitary, then the perturbed cocycle
action (αv, uv) is defined by
αv := Ad v ◦ α, uv := (v ⊗ 1)α(v)u(id⊗∆)(v∗).
If u = 1 = uv, v is called an α-cocycle.
By the analogue of Peter–Weyl theory, we have the following decomposition:
L∞(Ĝ) =
⊕
π∈Irr(G)
B(Hπ).
Thus α consists of the family of απ which are the maps fromM into M ⊗B(Hπ).
We will recall the notion of the freeness for cocycle actions.
Definition 3.22. Let (α, u) be a cocycle action of Ĝ on a von Neumann algebra
M . Then we will say that (α, u) is free if for every π ∈ Irr(G) \ {1}, there exists
no non-zero a ∈M ⊗ B(Hπ) such that a(x⊗ 1π) = απ(x)a for all x ∈M .
If M is properly infinite, then M ⊗ B(Hπ) is isomorphic to M . So, an action
of Ĝ means a certain system of endomorphisms.
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Let us clarify this point. Let M be a properly infinite von Neumann algebra
and α : M → M ⊗ L∞(Ĝ) an action. We associate a family of endomorphisms
{βπ}π∈Irr(G) on M with α as follows. For each π ∈ Irr(G), take a Hilbert space
Kπ ⊂ M whose dimension equals d(π). Let {Vπi}i∈Iπ be an orthogonal base of
Kπ. Then we set
βπ(x) :=
∑
i,j∈Iπ
Vπiαπij (x)V
∗
πj
for x ∈M.
Using απ ◦ αρ = (id⊗π∆ρ) ◦ α, we can compute the composition βπβρ as follows:
βπ(βρ(x)) =
∑
i,j
βπ(Vρi)βπ(αρij (x))βπ(Vρj)
∗
=
∑
i,j,r,s
βπ(Vρi)Vπrαπr,s(αρij (x))V
∗
πsβπ(Vρj)
∗
=
∑
i,j,r,s,a,b,σ,S
βπ(Vρi)VπrS
σa
πr,ρi
ασab(x)S
σb
πs,ρjV
∗
πsβπ(Vρj )
∗
=
∑
i,j,r,s,a,b,σ,S
βπ(Vρi)VπrS
σa
πr,ρi
V ∗σaβσ(x)VσbS
σb
πs,ρjV
∗
πsβπ(Vρj)
∗,
where the summation is taken for i, j ∈ Iπ, r, s ∈ Iρ, a, b ∈ Iσ, σ ∈ Irr(G) and
S ∈ ONB(σ, πρ). We let v(S) := ∑i,r,a βπ(Vρi)VπrSσaπr,ρiV ∗σa . Then it is easy to
see that {v(S)}S∈ONB(σ,πρ) is an orthonormal base of a Hilbert space in M with
support 1, and we obtain
βπ(βρ(x)) =
∑
σ∈Irr(G)
∑
S∈ONB(σ,πρ)
v(S)βσ(x)v(S)
∗. (3.4)
Thus we have the following result.
Lemma 3.23. In Sect(M), one has
[βπ][βρ] =
∑
σ≺πρ
Nσπ,ρ[βσ],
where Nσπ,ρ denotes dim(σ, πρ).
Lemma 3.24. For each π ∈ Irr(G), βπ is the conjugate endomorphism of βπ.
Proof. We let v := v(Tπ,π) and w := v(Tπ,π). Then by direct computation, we see
v ∈ (id, βπβπ) and w ∈ (id, βπβπ), and they are satisfying v∗βπ(w) = 1/d(π) =
w∗βπ(v). Then it turns out that βπ is the conjugate endomorphism of βπ from
[21, Theorem 5.3]. 
Now we introduce the following key-notion “modular part” in our work. Recall
that απ is said to be modular if the canonical extension α˜π is implemented by a
unitary contained in M˜ ⊗B(Hπ). (See [45, Appendix] for the definition of α˜.)
Definition 3.25. Let G be a compact Kac algebra and (α, u) a cocycle action of
Ĝ on a factorM . Then the set Λ(α) := {π ∈ Irr(G) | απ is modular} is called the
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modular part of α. If Λ(α) = Irr(G), α is said to be modular. When Λ(α) = {1},
we will say α has trivial modular part.
Theorem 3.26. Let α : M →M ⊗L∞(Ĝ) be an action on an infinite factor M .
Then the following statements hold:
(1) Let β : Irr(G)→ End(M)0 be the map associated with α as before. Then
for π ∈ Irr(G), απ is modular if and only if βπ is modular;
(2) The action α has the normal modular part if and only if απαπ is modular
for all π ∈ Irr(G). In this case, α has the Connes–Takesaki module;
(3) If α has the normal modular part, then βπ does not contain a modular
endomorphism for all π /∈ Λ(α).
Proof. (1) has been shown in [45, Lemma A.4]. We will prove (2). When the
modular part Λ(α) is normal, each irreducible ρ ≺ ππ is contained in Λ(α)
because 1 ∈ Λ(α). Thus βρ is modular, and βπβπ is modular from (3.4).
Conversely, suppose that βπβπ is modular for each π. The previous result shows
βπ = βπ. By Theorem 2.5, βπ has the Connes–Takesaki module. Then βπβρβπ
is modular for all ρ ∈ Λ(α). Thus each βσ for σ ≺ πρπ is modular, and Λ(α) is
normal.
(3). Let π /∈ Λ(α). Assume βπ would contain a modular endomorphism σ.
Since βπ is not modular, it also contains an endomorphism δ that is not modular.
Then δσ is contained in βπβπ, and that is modular. The Frobenius reciprocity
implies δ is modular, and this is a contradiction. 
As a corollary, we have the following result.
Corollary 3.27. Let G be a compact Kac algebra and (α, u) a cocycle action of
Ĝ on a factor M . If α has the normal modular part, then α has the Connes–
Takesaki module, and there exist a unitary Vπ ∈ M˜ ⊗ B(Hπ) and ψπ ∈ Aut(M)
for each π ∈ Irr(G) such that
α˜π = AdVπ ◦ (ψ˜π ⊗ 1), V ∗π (θt ⊗ id)(Vπ) ∈ Z(M˜)⊗ B(Hπ) for all t ∈ R.
Moreover, ψπ is uniquely determined up to Aut(M)m.
Proof. WhenM is infinite, the 2-cocycle u is a coboundary from [45, Lemma 3.2].
Thus we may and do assume that α is an action. Then the statement follows
from Theorem 2.5 and the previous theorem (see the proof of [45, Lemma A.4]).
Next we consider the case that M is finite. We set the cocycle action β := id⊗α
on the infinite factor N := B(ℓ2) ⊗M . Then N˜ = B(ℓ2) ⊗ M˜ and δ˜ = id⊗α˜,
and δ has the normal modular part. Thus there exist a unitary Vπ ∈ N˜ ⊗B(Hπ),
and ψπ ∈ Aut(N) such that
δ˜π = AdVπ ◦ (ψ˜π ⊗ 1), V ∗π (θt ⊗ id)(Vπ) ∈ Z(M˜)⊗ B(Hπ) for all t ∈ R.
Since ψπ(B(ℓ2)) is a type I subfactor in N , there exists a unitary v ∈ N such that
Ad v ◦ ψπ = id on B(ℓ2). Hence we may and do assume that ψπ = id on B(ℓ2).
Then ψπ is regarded as an automorphism on M . From the equality x ⊗ 1π =
δ˜π(x) = Vπ(x⊗ 1)Vπ for all x ∈ B(ℓ2), it turns out that Vπ ∈ M˜ ⊗ B(Hπ). 
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Therefore, when the modular part is normal, the canonical extension of a
cocycle action consists of two parts, that is, a unitary implementation and the
canonical extensions of automorphisms. We will prove the map ψ : Irr(G) →
Aut(M) is possessing the property that ψπ = ψρ mod Aut(M)m if π = ρ in some
“quotient group” Γ of Irr(G) by Λ(α) in the next section, and then we will classify
such maps, which we will call modular Γ-kernels.
The normality of a modular part does not hold in general, but so does for G
being a connected simple compact Lie group as follows.
Theorem 3.28. If G is a connected simple compact Lie group or its q-
deformation with q = −1, then the modular part of any cocycle action of Ĝ
on a factor M is trivial or normal.
Proof. Let G be such a compact Kac algebra, and α : M →M⊗L∞(Ĝ) an action
on a factor M , with the non-trivial modular part Λ(α). From the observation in
Example 3.7, it turns out that Λ(α) is normal. 
3.8. Dual actions of finite groups. In this subsection, we discuss when a
dual action of a finite group has the Connes–Takesaki module, and when that
is modular. Before that, we will recall the notion of the minimality of a group
action.
Definition 3.29. Let G be a locally compact group and α an action on a factor
M . Then α is said to be minimal if the following conditions hold:
• (Mα)′ ∩M = C;
• The group homomorphism α : G→ Aut(M) is injective.
Let Γ be a finite group and α a minimal action of Γ on a factor N . We denote
by Λ the modular part of α, that is, Λ consists of h ∈ Γ such that α˜h = Ad uh
for some unitary uh ∈ N˜ . Assume that the characteristic invariant of α is trivial.
Namely, we have
α˜g(uh) = ughg−1, uhuk = uhk, g ∈ Γ, h, k ∈ Λ.
Note that the normal subgroup Λ must be abelian. Indeed, uhuku
∗
hu
∗
k implements
αhkh−1k−1 , but the dual action θ fixes the unitary, and that is contained in M .
Thus hkh−1k−1 = e because of the minimality.
Let M := N ⋊α Γ. The core M˜ is naturally identified with N˜ ⋊α˜ Γ. By λ
α˜(g),
we denote the implementing unitary in M˜ . Then the following holds (see [34, 53]):
N˜ ′ ∩ (N˜ ⋊α˜ Γ) = span{Z(N˜)Wh | h ∈ Λ},
where Wh := u
∗
hλ
α˜(h). Note that W is a representation of Λ, that is, WhWk =
Whk. Then an element x =
∑
h∈Λ zhWh, zh ∈ Z(N˜) is contained in Z(M˜) if and
only if
α˜g(zh) = zghg−1 for all g ∈ Γ, h ∈ Λ. (3.5)
Thus the following element x(h) is central:
x(h) :=
∑
g∈Γ
Wghg−1.
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Now we consider the dual action α̂ : M → M ⊗ L∞(Γ̂). Then the canonical
extension of β := α̂ on M˜ is identified with the dual action of α˜ on M˜ = N˜ ⋊α˜ Γ.
Then β fixes N˜ , and
β˜π(Wh) = Wh ⊗ π(h), π ∈ Irr(G), h ∈ Λ.
When βπ has the Connes–Takesaki module, β˜π(x(h)) belongs to Z(M˜)⊗C1π.
This means ∑
g∈Γ
π(ghg−1)ijWghg−1 ∈ Z(M˜) for all i, j ∈ Iπ.
By (3.5), we have π(h) = π(ghg−1) for all g ∈ Γ, and π(h) is scalar for all h ∈ Λ.
Conversely, we suppose that π maps Λ into C. Let x =
∑
h∈Λ zhWh ∈ Z(M˜).
Then we have βπ(x) =
∑
h∈Λ π(h)zhWh. It is immediately checked that the
coefficients π(h)zh satisfies (3.5). Hence we have proved the following result.
Proposition 3.30. Let π ∈ Irr(Γ). Then βπ has the Connes–Takesaki module if
and only if π(Λ) consists of scalars. In particular, the action β has the Connes–
Takesaki module exactly when Λ is contained in the center Z(Γ).
Next we will determine when βρ is modular. Suppose that a unitary Uρ ∈
M˜ ⊗ B(Hρ) satisfies βρ = AdUρ. Since β fixes N˜ , U sits in (N˜ ′ ∩ M˜)⊗ B(Hρ).
Thus there exists zh ∈ Z(N˜)⊗ B(Hρ) such that
Uρ =
∑
h∈Λ
zh(Wh ⊗ 1).
Since βρ(λ
α˜(g)) = λα˜(g) ⊗ ρ(g), we have Uρ = (1 ⊗ ρ(g)) · (Adλα˜(g) ⊗ id)(Uρ).
Using Adλα˜(g)(Wh) = Wghg−1, we obtain
zghg−1 = (1⊗ ρ(g))(α˜g ⊗ id)(zh). (3.6)
We equip a Γ-module structure on Z(N˜)⊗ ℓ∞(Λ) defined by α˜g ⊗Adλℓ(g)λr(g),
where λℓ(g) and λr(g) denote the left and right regular representation of Γ, re-
spectively. Then (3.6) means that Z(N˜) ⊗ ℓ∞(Λ) contains Hρ as a Γ-module if
zh 6= 0. We set Kα := Ker(modα). Then the quotient group Γ/Kα faithfully acts
on Z(N˜), and the Γ-module Z(N˜) is nothing but ℓ∞(Γ/Kα) up to multiplicity
(see [23, Lemma A.1]). Applying the above to βρ that is also modular, we get
the following characterization.
Proposition 3.31. Let ρ ∈ Irr(Γ). Then βρ is modular if and only if the Γ-
module ℓ∞(Γ/Kα × Λ) contains the irreducible representation ρ.
When Γ is abelian, ℓ∞(Λ) is a trivial Γ-module. Thus βρ is modular if and
only if ρ|Kα is trivial, that is, the modular part of β is the dual group of Γ/Kα.
3.9. Actions of Ŝd. We continue to use the same notation in the previous sub-
section. Let us consider the case that Γ is the symmetric group of degree d which
we denote by Sd. If d ≥ 5, then a normal subgroup of Γ must be one of {e}, Ad
and Sd, where Ad denotes the alternative subgroup. Since the modular part Λ
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of a minimal action α is abelian, Λ exactly equals to {e}, that is, α is centrally
free. The definition of the centrally freeness is the following:
Definition 3.32. Let Γ be a discrete group and α an action on a factorM . Then
we will say that α is centrally free if α is point-wise centrally non-trivial, that is,
αωt is non-trivial on Mω whenever t 6= e.
Note that the central freeness implies that αω is point-wise outer on Mω (see
[50, p.38]).
Then we have Z(M˜) = Z(N˜)α˜. This implies β = α̂ has the trivial Connes–
Takesaki module.
Next we study the modular part Irr(H) of α̂. The corresponding quotient
group H must be one of Γ, Z2 = Γ/Ad and {e}. Suppose that H = Z2. Then
Irr(H) = {1, sgn}, where sgn is the sign representation.
Then there exists a unitary U ∈ M˜ which implements α̂sgn. Since α̂sgn fixes N˜ ,
U must sit in N˜ ′ ∩ M˜ = Z(N˜). By the equality β˜sgn(λα˜(g)) = sgn(g)λα˜(g), we
have
α˜g(U) = sgn(g)U for all g ∈ Γ.
We show the fact that K := Ker(mod(α)) = Ad. Note that the subgroup K
is normal, and K = {e}, Ad or Γ. Indeed, if g is a transposition, then α˜g(Uρ) =
−U 6= U . This shows K 6= Γ. If K = {e}, then Γ faithfully acts on the flow
space Z(N˜). Thanks to [23, Theorem 5.9], α̂ would be modular. Thus K = Ad.
Proposition 3.33. Let α be a minimal action of Sd on an injective factor N . If
d ≥ 5, then the following statements hold:
(1) α is centrally free;
(2) The dual action α̂ of Ŝd has the trivial Connes–Takesaki module;
(3) If Ker(mod(α)) = {e}, then α̂ is modular;
(4) If Ker(mod(α)) = Ad, then the modular part of α̂ is {1, sgn};
(5) If Ker(mod(α)) = Sd, then α̂ is centrally free.
If d = 3, 4, then Sd has a non-trivial abelian normal subgroup. Since that
is not central, we can construct a minimal dual action α̂ which does not have
the Connes–Takesaki module (see Proposition 3.30). Let us discuss it in a more
general setting.
Let Γ0 = Λ0⋊K be a finite group such that Λ0 is abelian. We define an action
of K on Λ = Λ̂0 by 〈kpk−1, n〉 = 〈p, k−1nk〉 for p ∈ Λ.
In what follows, we use letters p, q to denote elements in Λ, k, l those in K,
and m,n those in Λ0, respectively.
Let (X,FXt ) be an ergodic flow, and c(t, x) a minimal cocycle to Γ0, i.e.,
c(t,FXs x)c(s, x) = c(t + s, x) holds. Let Z := X ⋊c Γ0 and F
Z be the skew
product flow. Namely, X ⋊c Γ0 = X × Γ0 as a set, and a flow FZt is given by
FZt (x, g) = (F
X
t x, c(t, x)g).
The minimality of c(t, x) implies the ergodicity of (Z,FZt ). Let γg be an action
of Γ0 on Z by γg(x, h) = (x, hg
−1).
Let us decompose c(t, x) as c(t, x) = cK(t, x)cΛ0(t, x), cK(t, x) ∈ K, and
cΛ0(t, x) ∈ Λ0. We have
cK(t+ s, x)cΛ0(t+ s, x)
= c(t+ s, x) = c(t,FXs x)c(s, x)
= cK(t,FXs x)c
Λ0(t,FXs x)c
K(s, x)cΛ0(s, x)
= cK(t,FXs x)c
K(s, x) · cK(s, x)−1cΛ0(t,FXs x)cK(s, x)cΛ0(s, x).
Thus cK(t, x) is a cocycle to K, and
cK(s, x)−1cΛ0(t,FXs x)c
K(s, x)cΛ0(s, x) = cΛ0(t + s, x)
holds.
Let M be an injective factor with the flow of weights (Z,FZt ), and α an action
of Γ0 on M with mod(αg) = γg. Note α is outer, or more precisely, centrally free
since α has the non-trivial Connes–Takesaki module.
Let P := M ⋊α Λ0, and vn be the implementing unitary. We can canonically
extend αk, k ∈ K, to an action on P by αk(vk−1nk) = vn. We can easily to see
αkαˆk−1pkαk−1 = αˆp. Thus we have an action β of Γ = Λ⋊K on P by βpk = αˆpαk.
It is easy to see the outerness of β. Since Z(P˜ ) = Z(M˜)Λ0 , the flow of weights of
P is given by skew product flow (Y,FYt ) := X ⋊cK K associated with c
K(t, x).
Let up ∈ L∞(Z) = Z(M˜) be a unitary given by up(x, kn) = 〈p, n〉. Obviously,
up is a unitary representation of Λ = Λ̂0. Moreover, we have β˜k(uk−1pk) = up.
We have β˜p = Ad up. To see this, we only have to verify
β˜p(x) = x = Ad up(x), x ∈ M˜
and
β˜p(vn) = 〈p, n〉vn = upvnu∗p.
Actually, they are just straightforward calculations. Note that we have used the
canonical identification
M˜ ⋊α Λ0 = M˜ ⋊α˜ Λ0.
Thus βp is an extended modular automorphism. Let us compute the 1-cocycle
associated with βp.
θt(up)(x, km) = up
(
FZ−t(x, km)
)
= up(F
X
−tx, c(−t, x)km)
= up(F
X
−tx, c
K(−t, x)kk−1cΛ0(−t, x)km)
= 〈p, k−1cΛ0(−t, x)km〉
= 〈p, k−1cΛ0(−t, x)k〉〈p,m〉
= 〈p, k−1cΛ0(−t, x)k〉up(x, km)
Define a cocycle d(t, (x, k)) : Y → Λ0 by d(t, (x, k)) = k−1cΛ0(t, x)k. For p ∈ Λ,
define dˆp(t) ∈ Z1(R, U(L∞(Y ))) by
dˆp(t)(y) = 〈p, d(−t, y)〉.
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Thus we have
mod(βk) = γk, β˜p = Ad up, θt(up) = dˆp(t)up,
β˜k(uk−1pk) = up, upuq = upq.
This implies that the modular part of β equals Λ. Summarizing the above argu-
ment, we obtain the following result.
Proposition 3.34. There exists an outer action β of Γ = Λ̂0⋊K on an injective
factor P such that Ker(mod) = Λ̂0, which is equal to the modular part of β, and
the modular invariant is given by dˆp(t) and, moreover, the characteristic invariant
is trivial.
In particular, if K acts on Λ0 non-trivially, then the dual action βˆ does not
have the Connes–Takesaki module by Proposition 3.30.
If we put M is an injective factor of type III0, and α an action of Γ = S3 =
Z3⋊Z2, or S4 = (Z2×Z2)⋊S3, which faithfully acts on the flow of weights of M
in the above construction, then by the above procedure, we construct an outer
action β of Γ whose dual action βˆ of Γˆ does not have a Connes–Takesaki module.
4. Classification of modular kernels
As is remarked after Corollary 3.27, any action of compact Kac algebra with
normal modular part consists of compositions of modular maps and automor-
phisms. In this section, we study such system of automorphisms called a modular
kernel, and discuss a classification of modular kernels in this section.
4.1. Modular kernels. Recall the set Aut(M)m that is the collection of all
extended modular automorphisms on a factor M . In this section, Γ denotes a
discrete group.
Definition 4.1. Let M be a factor. Let α : Γ→ Aut(M) be a map with αe = id.
We will say that
(1) α is called a modular Γ-kernel if αpαqα
−1
pq ∈ Aut(M)m for all p, q ∈ Γ;
(2) α is said to be modularly free if αp /∈ Aut(M)m for all p 6= e.
We introduce two natural perturbations of a modular Γ-kernel as follows.
Definition 4.2. Let α, β be modular Γ-kernels on a factor M .
(1) We will say they are strongly conjugate if there exists θ ∈ Int(M) such
that θαpθ
−1 = βp for all p ∈ Γ.
(2) We will say they are strongly outer conjugate if there exists θ ∈ Int(M)
and a unitary function v : Γ → U(M) such that Ad vp ◦ θαpθ−1 = βp for
all p ∈ Γ.
Let α : Γ→ Aut(M) be a modular Γ-kernel. Set σαp,q := αpαqα−1pq ∈ Aut(M)m.
Then we have
αpαq = σ
α
p,qαpq on M.
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The canonical extension σ˜αp,q is implemented by some unitary w
α
p,q ∈ U(M˜), but a
choice of wαp,q has ambiguity in the expression. When we want to specify α with
wαp,q, we use the triple (α, σ
α, wα). From the following equality:
α˜pα˜q = Adw
α
p,qα˜pq on M˜,
we obtain the cohomological invariants dα1 and d
α
2 as follows:
wαp,qw
α
pq,r = d
α
1 (p, q, r)α˜p(w
α
q,r)w
α
p,qr, θs(w
α
p,q) = d
α
2 (s; p, q)w
α
p,q. (4.1)
The both dα1 (p, q, r) and d
α
2 (s; p, q) are unitaries in Z(M˜), and they are depending
on the choice of wα. This ambiguity is resolved in a suitable frame work of a
cohomology group. Now we will state the main theorem of this section.
Theorem 4.3. Let Γ be a discrete amenable group and M a McDuff factor. Let
(α, σα, wα) and (β, σβ, wβ) be modular Γ-kernels on M . Assume that they satisfy
the following conditions:
• αp = βp mod Int(M) for all p ∈ Γ;
• α and β are modularly free;
• dα1 (p, q, r) = dβ1 (p, q, r) for all p, q, r ∈ Γ;
• dα2 (s; p, q) = dβ2 (s; p, q) for all p, q ∈ Γ, s ∈ R.
Then there exist θ ∈ Int(M) and a map v : Γ→ U(M) such that
Ad vp ◦ θαpθ−1 = βp, wαp,q = vp · θβpθ−1(vq) · θ(wβp,q)v∗pq,
for all p, q ∈ Γ. In particular, α and β are strongly outer conjugate.
Let α and β as in the theorem above. Then we have two maps wα, wβ : Γ×Γ→
U(M˜) with
wαp,qw
α
pq,r = d1(p, q, r)α˜p(w
α
q,r)w
α
p,qr, θs(w
α
p,q) = d2(s; p, q)w
α
p,q
and
wβp,qw
β
pq,r = d1(p, q, r)β˜p(w
β
q,r)w
β
p,qr, θs(w
β
p,q) = d2(s; p, q)w
β
p,q,
where d1 := d
α
1 = d
β
1 and d2 := d
α
2 = d
β
2 . Since αpβ
−1
p ∈ Int(M), there exists a
sequence (uνp)ν in U(M) such that
αp = lim
ν→∞
Ad uνpβp for all p ∈ Γ,
where the convergence is taken in the u-topology of Aut(M). Hence when we
consider the unitary Up := πω((u
ν
p)ν) in M
ω, we obtain αωp = AdUp ◦ βωp on
M . Moreover, the automorphism γp := AdUp ◦ βωp on Mω acts on Mω globally
invariantly. Let us introduce the unitary χα,βp,q := w
α
p,q(w
β
p,q)
∗ which connects σβ
to σα as σαp,q = Adχ
α,β
p,q ◦ σβp,q.
Lemma 4.4. The unitary χα,βp,q belongs to M .
Proof. Since dα2 = d
β
2 , χ
α,β
p,q is fixed by the R-action θ. Thus χ
α,β
p,q ∈ M . 
Lemma 4.5. Set Vp,q := Upβ
ω
p (Uq)(σ
β
p,q)
ω(U∗pq)(χ
α,β
p,q )
∗ for each p, q ∈ Γ. Then the
following hold:
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(1) Vp,q is an element in Mω;
(2) (γ, V ) is a cocycle action on Mω.
Proof. (1). Let ϕ ∈M∗. Then the first statement is verified as follows:
αp(αq(ϕ)) ∼ Ad uνp(βp(αq(ϕ)))
∼ Ad uνpβp(uνq)(βpβq(ϕ))
∼ Ad uνpβp(uνq)(σβp,q(βpq(ϕ)))
∼ Ad uνpβp(uνq)σβp,q((uνpq)∗)(σβp,qαpq(ϕ))
∼ Ad uνpβp(uνq)σβp,q((uνpq)∗)(χα,βp,q )∗(αp(αq(ϕ))),
where for sequences χ1ν , χ
2
ν of normal functionals on a von Neumann algebra N ,
the notation χ1ν ∼ χ2ν means lim
ν→∞
‖χ1ν − χ2ν‖N∗ = 0.
(2). We first show σβp,q(U
∗
pq)(χ
α,β
p,q )
∗Upq ∈ M . Indeed, using σ˜βp,q = Adwβp,q on
M˜ , we have
σβp,q((u
ν
pq)
∗)(χα,βp,q )
∗uνpq = w
β
p,q(u
ν
pq)
∗wαp,qu
ν
pq ∈M,
which converges to wβp,qβ˜pqα˜
−1
pq ((w
α
p,q)
∗) ∈ M˜ in the strong* topology. However,
the condition that βpqα
−1
pq has the trivial Connes–Takesaki module and d
α
2 = d
β
2
implies wβp,qβ˜pqα˜
−1
pq ((w
α
p,q)
∗) ∈ M . Hence
σβp,q(U
∗
pq)(χ
α,β
p,q )
∗Upq = w
β
p,qβ˜pqα˜
−1
pq ((w
α
p,q)
∗) ∈M. (4.2)
Next we prove γpγq = AdVp,q ◦ γpq on Mω. Since σβp,q(U∗pq)(χα,βp,q )∗Upq ∈M and
βωpq = β
ω
p β
ω
q on Mω, we have
AdVp,q ◦ γpq = AdUpβωp (Uq) ◦ βωp βωq = γpγq.
Then V satisfies the cocycle identity,
Vp,qVpq,r = γp(Vq,r)Vp,qr. (4.3)
Indeed, the left hand side is equal to
Upβ
ω
p (Uq)(σ
β
p,q)
ω(U∗pq)(χ
α,β
p,q )
∗ · Upqβωpq(Ur)(σβpq,r)ω(U∗pqr)(χα,βpq,r)∗,
and the right is equal to
Upβ
ω
p (Uqβ
ω
q (Ur)σ
β
q,r(U
∗
qr)(χ
α,β
q,r )
∗)U∗p · Upβωp (Uqr)(σβp,qr)ω(U∗pqr)(χα,βp,qr)∗.
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Thus (4.3) holds if and only if
(σβp,q)
ω(U∗pq)(χ
α,β
p,q )
∗Upq · βωpq(Ur)(σβpq,r)ω(U∗pqr)(χα,βpq,r)∗
= βωp (β
ω
q (Ur) · σβq,r(U∗qr)(χα,βq,r )∗Uqr) · (σβp,qr)ω(U∗pqr)(χα,βp,qr)∗
⇔ βωp (βωq (U∗r )) · (σβp,q)ω(U∗pq)(χα,βp,q )∗Upq · βωpq(Ur) · (σβpq,r)ω(U∗pqr)(χα,βpq,r)∗Upqr
= βωp (σ
β
q,r(U
∗
qr)(χ
α,β
q,r )
∗Uqr) · (σβp,qr)ω(U∗pqr)(χα,βp,qr)∗Upqr
⇔ βωp (βωq (U∗r )) · wβp,qβpqα−1pq ((wαp,q)∗) · βωpq(Ur) · wβpq,rβpqrα−1pqr((wαpq,r)∗)
= βωp (w
β
q,rβqrα
−1
qr ((w
α
q,r)
∗)) · wβp,qrβpqrα−1pqr((wαp,qr)∗) by (4.2)
⇔ wβp,qβωpq(U∗rα−1pq ((wαp,q)∗)Ur) · wβpq,rβpqrα−1pqr((wαpq,r)∗)
= βωp (w
β
q,rβqrα
−1
qr ((w
α
q,r)
∗)) · wβp,qrβpqrα−1pqr((wαp,qr)∗)
⇔ wβp,qβpq(βrα−1r α−1pq ((wαp,q)∗)) · wβpq,rβpqrα−1pqr((wαpq,r)∗)
= βωp (w
β
q,rβqrα
−1
qr ((w
α
q,r)
∗)) · wβp,qrβpqrα−1pqr((wαp,qr)∗)
⇔ wβp,qwβpq,rβpqr(α−1r α−1pq ((wαp,q)∗)α−1pqr((wαpq,r)∗))
= βωp (w
β
q,r)w
β
p,qrβpqr(α
−1
qr ((w
α
q,r)
∗)α−1pqr((w
α
p,qr)
∗))
⇔ d1(p, q, r)βpqr(α−1r α−1pq ((wαp,q)∗)α−1pqr((wαpq,r)∗))
= βpqr(α
−1
qr ((w
α
q,r)
∗)α−1pqr((w
α
p,qr)
∗))
⇔ d1(p, q, r)βpqr(α−1pqr((wαpq,r)∗(wαp,q)∗wαpq,r)α−1pqr((wαpq,r)∗))
= βpqr(α
−1
qr α
−1
p (αp(w
α
q,r)
∗)α−1pqr((w
α
p,qr)
∗))
⇔ d1(p, q, r)βpqr(α−1pqr((wαpq,r)∗(wαp,q)∗)
= βpqr(α
−1
pqr((w
α
p,qr)
∗αp(w
α
q,r)
∗wαp,qr)α
−1
pqr((w
α
p,qr)
∗))
⇔ d1(p, q, r)βpqr(α−1pqr((wαpq,r)∗(wαp,q)∗)
= βpqr(α
−1
pqr((w
α
p,qr)
∗αp(w
α
q,r)
∗)
⇔ d1(p, q, r)βpqr(α−1pqr(d1(p, q, r)∗)) = 1.
This is true because βpqrα
−1
pqr ∈ Int(M). 
Remark 4.6. Recall thatMω ⊂ M˜ω (see Corollary 1.9). Since α˜p = limν Ad uνp ◦
β˜p holds in Aut(M˜), we can regard Up = (u
ν
π) ∈ M˜ω. Denote γ˜p = AdUp ◦ β˜p.
Let V ′p,q := Upβ˜p(Uq)w
β
p,qU
∗
pq. Since mod(αpβ
−1
p ) = id, [Up, x] = 0 for x ∈ Z(M˜).
If we note this fact, the following equality:
V ′p,qV
′
pq,r = d1(p, q, r)γ˜p(V
′
q,r)V
′
p,qr
can be shown in the same way as in the argument before Lemma 4.8. Since
wαp,qw
α
pq,r = d1(p, q, r)αp(w
α
q,r)wp,qr, we can show the 2-cocycle identify for Vp,q in
a similar way as in [42, Lemma 4.4].
Lemma 4.7. Let α and β be modular Γ-kernels as in Theorem 4.3. Then there
exists a sequence of unitaries (uνp)ν in M for each p ∈ Γ such that
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• αp = lim
ν→∞
Ad uνpβp in Aut(M).
• lim
ν→ω
uνpβp(u
ν
q )σ
β
p,q((u
ν
pq)
∗)(χα,βp,q )
∗ = 1.
Proof. Since Γ is amenable and M is McDuff, the cocycle action (γ, V ) on Mω
can be perturbed to an action as proved in [43, Lemma 4.3]. Thus we have a
unitary ap ∈Mω with apγp(aq)Vp,qa∗pq = 1. Since σα,βp,q is centrally trivial, we have
apUpβ
ω
p (aqUq)σ
β
p,q(U
∗
pqa
∗
pq)(χ
α,β
p,q )
∗ = apγp(aq)Vp,qa
∗
pq = 1.
Thus a unitary representing sequence of apUp has the desired properties. 
Recall the following result [42, Lemma 4.9]:
Lemma 4.8. Let Γ be a discrete amenable group. Assume F ⋐ Γ, Ψ ⋐ M∗,
Φ ⋐ (M∗)+ and ε > 0 are given. Let S be an (F, ε)-invariant finite set. Let
{γg}g∈Γ ⊂ Aut(M) be a set such that γ induces a free action on Mω. Assume
that a family of unitaries {ug}g∈Γ ⊂ U(M) satisfies
‖[ψ, uk]‖ < (3|S|)−1ε, k ∈ S, ψ ∈ Ψ,
‖ϕ·(ugγg(uh)u∗gh−1)‖ < 5ε, ‖(ugγg(uh)u∗gh−1)·ϕ‖ < 5ε, ϕ ∈ Φ, g ∈ F, h ∈ S.
Then there exists w ∈ U(M) such that
‖[w, ψ]‖ < ε, ψ ∈ Ψ,
‖(ugγg(w)w∗ − 1) · ϕ‖ < 7 4
√
ε, ‖ϕ · (ugγg(w)w∗ − 1)‖ < 7 4
√
ε, g ∈ F, ϕ ∈ Φ.
Together with the two lemmas above, we can make use of the Bratteli–Elliott–
Evans–Kishimoto intertwining argument as [43, Theorem 7.1], and then Theorem
4.3 will be proved.
Let β : Γ → Aut(M) be a modular Γ-kernel with σβp,q ∈ Aut(M)m as before.
Take a unitary wβp,q ∈ M˜ implementing the canonical extension of σβp,q. When we
consider a unitary perturbation of the pair (β, wβ) by u ∈ U(M), we always take
the following wAdu◦β:
wAdu◦βp,q := upβp(uq)w
β
p,qu
∗
pq.
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Then the d1 and d2-invariants of (Adu ◦ β, wAdu◦βp,q ) are equal to those of (β, wβ).
Indeed, we have
wAdu◦βp,q w
Adu◦β
pq,r = upβp(uq)w
β
p,qu
∗
pq · upqβpq(ur)wβpq,ru∗pqr
= upβp(uq)w
β
p,qβpq(ur)w
β
pq,ru
∗
pqr
= upβp(uq)βp(βq(ur))w
β
p,qw
β
pq,ru
∗
pqr
= upβp(uqβq(ur)w
β
q,ru
∗
qr · uqr(wβq,r)∗)wβp,qwβpq,ru∗pqr
= upβp(w
Adu◦β
q,r · uqr(wβq,r)∗)wβp,qwβpq,ru∗pqr
= Ad up ◦ βp(wAdu◦βq,r )upβp(uqr) · βp(wβq,r)∗wβp,qwβpq,ru∗pqr
= Ad up ◦ βp(wAdu◦βq,r )upβp(uqr) · dβ1(p, q, r)wβp,qru∗pqr
= dβ1 (p, q, r) Adup ◦ βp(wAdu◦βq,r )wAdu◦βp,qr ,
θs(w
Adu◦β
p,q ) = upβp(uq)θs(w
β
p,q)u
∗
pq = d2(s; p, q)w
Adu◦β
p,q .
Proof of Theorem 4.3. Let n ∈ N. Set εn := 4−n, (γ(0), σ(0), w0) := (α, σα, wα),
(γ(−1), σ(−1), w−1) := (β, σβ, wβ) and χ1 := w0(w−1)∗ = χα,β.
Take a finite subset Ψn ⊂ M∗ such that ∅ =: Ψ0 ⊂ Ψ1 ⊂ Ψ2 ⊂ · · · and⋃
n≥1Ψn is total in M∗. We may and do assume that Ψ
∗
n = Ψn. Fix a finite
subset Fn ⊂ Γ and an (Fn, εn)-invariant finite subset Sn ⊂ Γ such that F0 = ∅,
e ∈ F1, Fn ⊂ Fn+1,
⋃
n≥1 Fn = Γ, Fn ⊂ Sn and FnSn ⊂ Fn+1. Let ϕ0 ∈ M∗ be a
faithful state.
For each integer n ≥ 1, we will inductively construct the following ones:
(n.1) Λn,Ψ
′
n,Φ
′
n ⊂M∗, finite subsets, and Λn is increasing,
(n.2) uˇn : Γ→ U(M),
(n.3) γ(n) : Γ→ Aut(M),
(n.4) σ(n) : Γ2 → Aut(M)m,
(n.5) wn : Γ2 → U(M˜),
(n.6) χn : Γ2 → U(M),
(n.7) µn ∈ U(M),
(n.8) δn > 0,
which satisfy the following recursive formulae:
(n.9) Ψ′n := Ψn ∪Ad(µn−1µn−3 · · · )(Ψn) ∪
⋃
p∈Fn
{uˇn−1p · ϕ0, ϕ0 · uˇn−1p }.
(n.10) Φn :=
⋃
p∈Fn+1
(γ(n−2)p )
−1(Ψ′n ∪ Λn) ∪ (γ(n−1)p )−1(Ψ′n ∪ Λn).
(n.11) γ
(n)
p := Ad uˇnpγ
(n−2)
p ,
(n.12) σ
(n)
p,q := Ad uˇnpγ
(n−2)
p (uˇnq ) ◦ σ(n−2)p,q ◦ Ad(uˇnpq)∗,
(n.13) wnp,q := uˇ
n
pγ
(n)
p (uˇnq )w
n−2
p,q (uˇ
n
pq)
∗,
(n.14) χnp,q := w
n−1
p,q (w
n−2
p,q )
∗,
and the conditions:
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(n.15) If u ∈ U(M) satisfies ‖[u, φ]‖ < δn for all φ ∈ Λn, then
‖(σ(n−1)p,q (u)− u) · ψ‖ < εn, ‖ψ · (σ(n−1)p,q (u)− u)‖ < εn
for all (p, q) ∈ Fn × Sn, ψ ∈ Ψ′n;
(n.16) ‖γ(n)p (φ)− γ(n−1)p (φ)‖ <
εnδn
6|Sn| , p ∈ Fn+1, φ ∈ Φn;
(n.17) ‖(uˇnpγ(n−2)p (uˇnq )σ(n−2)p,q (uˇnpq)∗(χnp,q)∗ − 1) · ψ‖ < εn,
‖ψ · (uˇnpγ(n−2)p (uˇnq )σ(n−2)p,q (uˇnpq)∗(χnp,q)∗ − 1)‖ < εn, (p, q) ∈ Fn × Sn, ψ ∈ Ψ′n;
(n.18) ‖(χnp,q − 1)ψ‖ < εn−1,
‖ψ(χnp,q − 1)‖ < εn−1, (p, q) ∈ Fn−1 × Sn−1, ψ ∈ Ψ′n−1;
(n.19) ‖(uˇnpγ(n−2)p (µn)(µn)∗ − 1) · ψ‖ < 7ε1/4n−1;
‖ψ · (uˇnpγ(n−2)p (µn)(µn)∗ − 1)‖ < 7ε1/4n−1, ψ ∈ Ψ′n−1, p ∈ Fn−1;
(n.20) ‖[µn, ψ]‖ < εn−1, ψ ∈ Ψ′n−1.
Hence the only δn, Λn, uˇ
n and µn are indeterminates, and we will find them in
each step by using central triviality of σ(n−1), Lemma 4.7 and Lemma 4.8. The
initial data are
(γ(−1), σ(−1), w−1) = (β, σβ, wβ), (γ(0), σ(0), w0) = (α, σα, wα),
δ0 = 1, Φ0 = Ψ0 = Λ0 = ∅.
Step 1. Since σ
(0)
p,q is an extended modular automorphism, it is centrally trivial
[33, Theorem 1]. Hence we can take δ1 and Λ1 as in (1.15). By Lemma 4.7, we
can take uˇ1p ∈ U(M) for p ∈ Γ such that
• ‖Ad uˇ1p ◦ γ(−1)p (φ)− γ(0)p (φ)‖ <
ε1δ1
6|S1| for p ∈ F2, φ ∈ Φ1,
• ‖(uˇ1pγ(−1)p (uˇ1q)σ(−1)p,q (uˇ1pq)∗(χ1p,q)∗ − 1) · ψ‖ < ε1,
‖ψ · ((uˇ1pγ(−1)p (uˇ1q))σ(−1)p,q (uˇ1pq)∗(χ1p,q)∗ − 1)‖ < ε1, (p, q) ∈ F1 × S1, ψ ∈ Ψ′1.
We set γ(1), σ(1), w1 as (1.11), (1.12) and (1.13). Then γ(1) is a modular Γ-kernel
on M with γ
(1)
p γ
(1)
q = σ
(1)
p,qγ
(1)
pq and σ˜
(1)
p,q = Adw1p,q. Note that χ
1 is just equal to
χα,β. The conditions (1.16) and (1.17) hold, and the others (1.18), (1.19) and
(1.20) are empty, but we set µ1 := 1.
Step 2. Using central triviality of σ1, we take δ2 > 0 and Λ2 ⊂ M∗ as in (2.15)
and Λ1 ⊂ Λ2. Set χ2 as (2.14). We apply Lemma 4.7 to γ(0) and γ(1), and obtain
uˇ2 such that
• ‖Ad uˇ2p ◦ γ(0)p (ψ)− γ(1)p (ψ)‖ <
ε2δ2
6|S2| for p ∈ F3, ψ ∈ Φ2,
• ‖((uˇ2pγ(0)p (uˇ2q))σ(0)p,q(uˇ2pq)∗(χ2p,q)∗ − 1) · ψ‖ < ε2,
‖ψ · ((uˇ2pγ(0)p (uˇ2q))σ(0)p,q(uˇ2pq)∗(χ2p,q)∗ − 1)‖ < ε2, (p, q) ∈ F2 × S2, ψ ∈ Ψ′2.
Let γ(2), σ(2) and wn as in (2.11), (2.12) and (2.13). Then (2.16) and (2.17) hold.
By definition of χ2, we have χ2p,q = uˇ
1
pγ
(−1)
p (uˇ1q)σ
(−1)
p,q ((uˇ1pq)
∗)(χ1p,q)
∗. Then (1.17)
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implies (2.18). By (1.16) and (2.16), we have
‖Ad uˇ2p ◦ γ(0)p (ψ)− γ(0)p (ψ)‖ <
ε1δ1
3|S1| , p ∈ F2, ψ ∈
⋃
r∈F2
(γ(0)r )
−1(Ψ1 ∪ Λ1),
and in particular,
‖[uˇ2p, φ]‖ <
ε1δ1
3|S1| < δ1, p ∈ F2, φ ∈ Ψ1 ∪ Λ1.
From the inequality above and the assumption F1S1 ⊂ F2, it turns out the family
{uˇ2pq}p∈F1,q∈S1 satisfies the assumption of (1.15), and we obtain
‖(σ(0)p,q(uˇ2pq)− uˇ2pq) ·ψ‖ < ε1, ‖ψ · (σ(0)p,q(uˇ2pq)− uˇ2pq)‖ < ε1, (p, q) ∈ F1× S1, ψ ∈ Ψ′1.
Thus for (p, q) ∈ F1 × S1 and φ ∈ Ψ′1, we have
‖φ · (uˇ2pγ(0)p (uˇ2q)(uˇ2pq)∗ − 1)‖ = ‖φ · uˇ2pγ(0)p (uˇ2q)− φ · uˇ2pq‖
≤ ‖φ · uˇ2pγ(0)p (uˇ2q)− φ · σ(0)p,q(uˇ2pq)‖+ ‖φ · (σ(0)p,q (uˇ2pq)− uˇ2pq)‖
< ‖φ · uˇ2pγ(0)p (uˇ2q)σ(0)p,q(uˇ2pq)∗ − φ‖+ ε1
≤ ‖φ · uˇ2pγ(0)p (uˇ2q)σ(0)p,q(uˇ2pq)∗(χ2p,q)∗ − φ‖+ ‖φ · (χ2p,q)∗ − φ‖+ ε1
< ε2 + 2ε1 < 3ε1,
and
‖(uˇ2pγ(0)p (uˇ2q)(uˇ2pq)∗ − 1) · φ‖
≤ ‖(uˇ2pγ(0)p (uˇ2q) · ((uˇ2pq)∗ − σ(0)p,q (uˇ2pq)∗) · φ‖+ ‖uˇ2pγ(0)p (uˇ2q)σ(0)p,q(uˇ2pq)∗ · φ− φ‖
≤ ‖((uˇ2pq)∗ − σ(0)p,q(uˇ2pq)∗) · φ‖+ ‖uˇ2pγ(0)p (uˇ2q)σ(0)p,q(uˇ2pq)∗ · (1− (χ2p,q)∗) · φ‖
+ ‖uˇ2pγ(0)p (uˇ2q)σ(0)p,q(uˇ2pq)∗(χ2p,q)∗ · φ− φ‖
< ε1 + ‖(1− (χ2p,q)∗) · φ‖+ ε2 < 2ε1 + ε2 < 3ε1.
Then by Lemma 4.8, there exists µ2 ∈ U(M) with (2.19) and (2.20).
Step n. We suppose that the construction up to (n− 1) have been done. Using
central triviality of σ(n−1), we take δn > 0 and Λn ⊂M∗ as in (n.15) and Λn−1 ⊂
Λn. Set χ
n as (n.14). We apply Lemma 4.7 to γ(n−2) and γ(n−1), and obtain uˇn
such that
• ‖Ad uˇnp ◦ γ(n−2)p (ψ)− γ(n−1)p (ψ)‖ <
εnδn
6|Sn| for p ∈ Fn+1, ψ ∈ Φn,
• ‖((uˇnpγ(n−2)p (uˇnq ))σ(n−2)p,q (uˇnpq)∗(χnp,q)∗ − 1) · ψ‖ < εn,
‖ψ · ((uˇnpγ(n−2)p (uˇnq ))σ(n−2)p,q (uˇnpq)∗(χnp,q)∗ − 1)‖ < εn,
(p, q) ∈ Fn × Sn, ψ ∈ Ψ′n.
Let γ(n), σ(n) and wn as in (n.11), (n.12) and (n.13). Then (n.16) and (n.17)
hold. By definition of χn, we have χnp,q = uˇ
n−1
p γ
(n−3)
p (uˇ1q)σ
(n−3)
p,q ((uˇn−3pq )
∗)(χn−1p,q )
∗.
Then ((n− 1).17) implies (n.18). By ((n− 1).16) and (n.16), we have
‖Ad uˇnp ◦ γ(n−2)p (ψ)− γ(n−2)p (ψ)‖ <
εn−1δn−1
3|Sn−1|
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for
p ∈ Fn, ψ ∈
⋃
r∈Fn
(γ(n−2)r )
−1(Ψ′n−1 ∪ Λn−1),
and in particular,
‖[uˇnp , ψ]‖ <
εn−1δn−1
3|Sn−1| < δn−1, p ∈ Fn, ψ ∈ Ψ
′
n−1 ∪ Λn−1.
From the inequality above and the assumption Fn−1Sn−1 ⊂ Fn, it turns out the
family {uˇ2pq}p∈Fn−1,q∈Sn−1 satisfies the assumption of ((n− 1).15), and we obtain
‖(σ(n−2)p,q (uˇnpq)− uˇnpq) · ψ‖ < εn−1, ‖ψ · (σ(n−2)p,q (uˇnpq)− uˇnpq)‖ < εn−1
for all (p, q) ∈ Fn−1 × Sn−1, ψ ∈ Ψ′n−1. Thus, for (p, q) ∈ Fn−1 × Sn−1 and
ψ ∈ Ψ′n−1, we have
‖ψ · (uˇnpγ(n−2)p (uˇnq )(uˇnpq)∗ − 1)‖ = ‖ψ · uˇnpγ(n−2)p (uˇnq )− ψ · uˇnpq‖
≤ ‖ψ · uˇnpγ(n−2)p (uˇnq )− ψ · σ(n−2)p,q (uˇnpq)‖+ ‖ψ · (σ(n−2)p,q (uˇnpq)− uˇnpq)‖
< ‖ψ · uˇnpγ(n−2)p (uˇnq )σ(n−2)p,q (uˇnpq)∗ − ψ‖+ εn−1
≤ ‖ψ · uˇnpγ(n−2)p (uˇnq )σ(n−2)p,q (uˇnpq)∗(χnp,q)∗ − ψ‖+ ‖ψ · (χnp,q)∗ − ψ‖+ εn−1
< εn + 2εn−1 < 3εn−1,
and
‖(uˇnpγ(n−2)p (uˇnq )(uˇnpq)∗ − 1) · ψ‖
≤ ‖(uˇnpγ(n−2)p (uˇnq ) · ((uˇnpq)∗ − σ(n−2)p,q (uˇnpq)∗) · ψ‖
+ ‖uˇnpγ(n−2)p (uˇnq )σ(n−2)p,q (uˇnpq)∗ · ψ − ψ‖
≤ ‖((uˇnpq)∗ − σ(n−2)p,q (uˇnpq)∗) · ψ‖+ ‖uˇnpγ(n−2)p (uˇnq )σ(n−2)p,q (uˇnpq)∗ · (1− (χnp,q)∗) · ψ‖
+ ‖uˇnpγ(n−2)p (uˇnq )σ(n−2)p,q (uˇnpq)∗(χnp,q)∗ · ψ − ψ‖
< εn−1 + ‖(1− (χnp,q)∗) · ψ‖+ εn < 2εn−1 + εn < 3εn−1.
Then by Lemma 4.8, there exists µn ∈ U(M) satisfying (n.19) and (n.20), and
the induction is completed.
We set u¯np := uˇ
n
pγ
(n−2)
p (µn)µ
∗
n and u
n
p := u¯
n
pµnu
n−2
p µ
∗
n with µ1 = u
−1
p = u
0
p = 1.
Then
γ(1)p = Ad u
1
p ◦ Adµ1 ◦ βp ◦ Adµ∗1,
γ(2)p = Ad u
2
p ◦ Adµ2 ◦ αp ◦ Adµ∗2.
We put µ¯2n := µ2nµ2n−2 · · ·µ0 and µ¯2n+1 := µ2n+1µ2n−1 · · ·µ−1. By induction, we
obtain
γ(2n+1)p = Ad uˇ
2n+1
p ◦ γ(2n−1)p = Ad u¯2n+1p ◦ Adµ2n+1 ◦ γ(2n−1)p ◦ Adµ∗2n+1
= Ad u¯2n+1p µ2n+1u
2n−1
p µ
∗
2n+1 ◦ Ad µ¯2n+1 ◦ βp ◦ Ad µ¯∗2n+1
= Ad u2n+1p ◦ Ad µ¯2n+1 ◦ βp ◦ Ad µ¯∗2n+1.
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and
γ(2n)p = Ad uˇ
2n
p ◦ γ(2n−2)p = Ad u¯2np ◦ Adµ2n ◦ γ(2n−2)p ◦ Adµ∗2n
= Ad u¯2np µ2nu
2n−2
p µ
∗
2n ◦ Ad µ¯2n ◦ αp ◦ Ad µ¯∗2n
= Ad u2np ◦ Ad µ¯2n ◦ αp ◦ Ad µ¯∗2n.
The condition (n.20) implies the convergences θ¯1 := lim
n→∞
Ad µ¯2n+1 and θ¯0 :=
lim
n→∞
Ad µ¯2n in Aut(M) with respect to the u-topology. Moreover, {u2np }n and
{u2n+1p }n are Cauchy sequences, and the limits uˆ1p := lim
n→∞
u2n+1p and uˆ
0
p := lim
n→∞
u2np
exist. Then the condition (n.16) yields
Ad uˆ0p ◦ θ¯0αpθ¯−10 = Ad uˆ1p ◦ θ¯1βpθ¯−11 .
Setting vp := θ¯
−1
0
(
(uˆ0p)
∗uˆ1p
)
and θ := θ¯−10 θ¯1, we obtain
αp = Ad vp ◦ θ ◦ βp ◦ θ−1.
About w(2n), w(2n−1), we can prove the following formulae by induction:
w(2n)p,q = u
(2n)
p ·Ad µ¯2n ◦ αp ◦ Ad µ¯∗2n(u(2n)q ) ·Ad µ¯∗2n(wαp,q) · (u(2n)pq )∗, (4.4)
w(2n+1)p,q = u
(2n+1)
p · Ad µ¯2n+1 ◦ βp ◦Ad µ¯∗2n+1(u(2n+1)q ) · Ad µ¯∗2n+1(wαp,q) · (u(2n+1)pq )∗.
(4.5)
The condition (n.18) implies that χnp,q = w
n−1
p,q (w
n−2
p,q )
∗ converges to 1 in the strong
∗-topology. Hence by (4.4) and (4.5), we obtain
uˆ0p · θ¯0αpθ¯−10 (uˆ0q) · θ¯0(wαp,q) · (uˆ0pq)∗ = uˆ1p · θ¯1βpθ¯−11 (uˆ1q) · θ¯1(wβp,q) · (uˆ1pq)∗,
which is rewritten as
wαp,q = vp · θβpθ−1(vq) · θ(wβp,q) · v∗pq.
✷
Let dα1 and d
α
2 be as before. We define a function c
α of Γ˜ := Γ× R as follows:
cα((p, s), (q, t), (r, u)) := dα1 (p, q, r)α˜p(d
α
2 (s; q, r)
∗).
Let us write C for Z(M˜) in what follows. Then cα belongs to Z3(Γ˜, U(CM )), the
set of 3-cocycles, where (p, s) ∈ Γ˜ acts on CM as α˜pθs.
Lemma 4.9. The cohomology class of c is an invariant of the modular kernel.
Proof. Let α and w be as before. If we replace wαp,q with w
α
p,qzp,q, where zp,q ∈
U(CM ), then the d
α
1 , d
α
2 and c
α change as
(dα1 )
′(p, q, r) = dα1 (p, q, r)zp,qzpq,rz
∗
p,qrα˜p(z
∗
q,r), (d
α
2 )
′(s; q, r) = dα2 (s; q, r)z
∗
q,rθs(zq,r),
and
(cα)′((p, s), (q, t), (r, u)) = cα((p, s), (q, t), (r, u))zp,qzpq,rα˜p(θs(z
∗
q,r))z
∗
p,qr.
Thus [cα] = [(cα)′] in H3(Γ˜, U(CM )).
Next we assume that a modular kernel β is strongly cocycle conjugate to α.
Then there exists a function v : Γ → U(M) and θ ∈ Int(M) such that βp =
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Ad vp ◦ θαpθ−1. Since the unitary wβp,q := vpθαpθ−1(vq)θ(wαp,q)v∗pq implements
βpβqβ
−1
pq , we have
dβ1 (p, q, r) = d
α
1 (p, q, r), d
β
2 (s; q, r) = d
α
2 (s; q, r).
Thus cβ = cα. Therefore, cα is a strong cocycle conjugacy invariant. 
Definition 4.10. In the notation above, the cohomology class Obm(α) := [c
α] in
H3(Γ˜, U(CM )) is called a modular obstruction. Denote the pair (mod(α),Obm(α))
by Inv(α).
By definition, Inv(α) is an element in Hom(Γ,Autθ(CM)) × H3(Γ˜, U(CM )).
Now we will strengthen the statement of Theorem 4.3.
Theorem 4.11. The map Inv gives a complete invariant. Namely, if two free
modular Γ-kernels α and β satisfy Inv(α) = Inv(β), then they are strongly cocycle
conjugate.
Proof. Let α, β be as above. Take wαp,q and w
β
p,q as before. We set d
α
i and d
β
i
associated with those unitaries. For g = (p, s) ∈ Γ˜, we set ψg := α˜pθs. Then we
get a function z : Γ˜× Γ˜→ U(CM ) such that
cβ(g, h, k) = cα(g, h, k)zg,hzgh,kz
∗
g,hkψg(z
∗
h,k).
We claim that z satisfies z(e,s),(q,0) = 1 for all (q, s) ∈ Γ˜.
Let g = (p, s), h = (q, t), k = (r, u). If we put s = t = u = 0, then we have
dβ1 (p, q, r) = d
α
1 (p, q, r)α˜p(z
∗
q,r)z
∗
p,qrzp,qrzp,q. (4.6)
If we put p = e, t = u = 0, then we have
dβ2 (s; q, r) = d
α
2 (s; q, r)θs(zq,r)zs,qrz
∗
s,qz
∗
q,r, (4.7)
where we have simply written (p, 0) and (e, s) as p and s, respectively.
Here, cα(g, h, k) belongs to Z3(Γ˜, U(CM )) if and only if the following relation
is satisfied [32, Lemma 2.5];
θs(d
α
1 (p, q, r))d
α
1 (p, q, r)
∗ = αp(d
α
2 (s; q, r)
∗)dα2 (s; p, qr)
∗dα2 (s; pq, r)d
α
2 (s; p, q).
We only have to check the 3-cocycle identity for its proof. The same relation
holds for cβ. If we substitute (4.6) and (4.7) to the above relation, then we get
zs,qr = zs,q. Thus we have zs,r = z(e,s),(r,0) = 1.
Then replacing wαp,q with w
α
p,qz(p,0),(q,0), we may and do assume that d
α = dβ
(see the proof of the previous lemma). It follows from Theorem 4.3 that α and β
are strongly cocycle conjugate. 
4.2. Models of modular kernels. We will construct a model of a modular
kernel which attains given invariants d1 and d2.
Let Γ be a discrete amenable group, and suppose that we have a Γ-modular
kernel α on an injective factor M . Let α˜ be the canonical extension, and fix
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wp,q ∈ U(M˜) with α˜pα˜q = Adwp,q ◦ α˜pq as before. Then we obtain d1(p, q, r),
d2(t; q, r) ∈ U(CM ) such that
wp,qwpq,r = d1(p, q, r)α˜p(wq,r)wp,qr, θt(wq,r) = d2(t; q, r)wq,r.
We set Γ˜ := Γ× R, α˜p,s := α˜pθs, w(p,s),(q,t) := wp,q and
c((p, s), (q, t), (r, u)) := d1(p, q, r)α˜p(d2(s; q, r)
∗). (4.8)
Then (α˜, w) is a Γ˜-kernel on M˜ with a 3-cocycle c. The c has the following
important property:
c((p, s), (q, t), (r, u)) = c((p, s), (q, 0), (r, 0)).
Thus we can recover d1(p, q, r) and d2(s; q, r) by
d1(p, q, r) = c((p, 0), (q, 0), (r, 0)), d2(s; q, r) = c((e, s), (q, 0), (r, 0))
∗.
Conversely for any given action γ of Γ on CM , d1(p, q, r) and d2(s; q, r), we
will construct a model Γ-modular kernel with d1 and d2 as below. Let c be the
corresponding 3-cocycle defined in (4.8). By the argument above, we only have
to realize a Γ˜-kernel on M˜ with c.
Lemma 4.12. Let c be a 3-cocycle defined by (4.8). Then there exists a Γ˜-kernel
γ on M˜ and a function u : Γ˜× Γ˜→ U(M˜) such that
• γgγh = Ad ug,h ◦ γhk for all g, h ∈ Γ˜;
• Tr ◦γ(p,s) = e−sTr for all (p, s) ∈ Γ˜;
• u(p,s),(q,t) = u(p,0),(q,0) for all (p, s), (q, t) ∈ Γ˜;
• u(e,s),(q,0) = u(q,0),(e,s) = 1 for all q ∈ Γ, s ∈ R;
• γ(e,s) = θs for s ∈ R;
• c(g, h, k) = u(g, h)u(gh, k)u(g, hk)∗γg(u(h, k)∗) for all g, h, k ∈ Γ˜.
If this lemma holds, αp := γ(p,0)|M gives a model as explained below. Letting
g = (p, 0), h = (q, 0) and k = (r, 0) in the final equality in the lemma, we have
d1(p, q, r) = wp,qwpq,rw
∗
p,qrγp(w
∗
q,r), wp,q := u((p, 0), (q, 0)).
To compute d2(s; q, r), we put g = (e, s), h = (q, 0) and k = (r, 0) in that equality,
and we obtain
θs(wq,r) = d2(s; q, r)wq,r.
Thus σq,r := Adwq,r|M is an extended modular automorphism (see Lemma 1.4).
Finally we show α˜p = γ(p,0). From Lemma 1.2, there exists sp ∈ R such that
γ(p,0) = α˜pθs. However, γ and α˜ preserves the trace Tr, we have s = 0. Therefore,
the modular Γ-kernel α gives the invariant (d1, d2).
Before we start to prove the previous lemma, we explain how such a kernel
can be constructed. Let α be an action of a locally compact group G on a von
Neumann algebra P . Let N := {g ∈ G | αg ∈ Int(P )}, and fix un ∈ U(P ) with
αn = Ad un. Then λ(g, n), µ(m,n) ∈ U(Z(P )) are obtained by
αg(ug−1ng) = λ(g, n)un, umun = µ(m,n)umn.
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Fix a section Q := G/N ∋ p 7→ p˜ ∈ G. Let n(p, q) := p˜q˜p˜q−1 ∈ N . Then
we get the Q-kernel γp := αp˜. We compute a 3-cocycle c(p, q, r) associated with
γ. Let v(p, q) := un(p,q). Then γpγq = Ad v(p, q)γpq, and c(p, q, r) is obtained as
follows;
c(p, q, r) := v(p, q)v(pq, r)v(p, qr)∗γp(v(q, r))
∗. (4.9)
Thus we have
c(p, q, r) = un(p,q)un(pq,r)u
∗
n(p,qr)αp˜(u
∗
n(q,r))
= λ(p˜, p˜n(q, r)p˜−1)∗µ(n(p, q), n(pq, r))un(p,q)n(pq,r)u
∗
n(p,qr)u
∗
p˜n(q,r)p˜−1
= λ(p˜, p˜n(q, r)p˜−1)
∗
µ(n(p, q), n(pq, r))µ(p˜n(q, r)p˜−1, n(p, qr))
∗
.
It is easy to see that the cohomology class of c(p, q, r) does not depend on
the choice of un (and hence λ(g, n) and µ(m,n)). If we first have a pair (λ, µ),
then by defining the 3-cocycle c as above, we obtain the following Huebschmann–
Jones–Ratcliffe map (HJR-map):
δ : Λ(G,N, U(Z(P )))→ H3(Q,U(Z(P ))),
which maps [λ, µ] to [c(p, q, r)]. See [28] for a detailed account.
Thus for a given 3-cocycle c(p, q, r), to realize a Q-kernel as (4.9), what we
have to do is to find the following objects:
(1) a group G and its normal subgroup N with G/N = Q;
(2) a characteristic invariant [λ, µ] such that δ([λ, µ]) = [c];
(3) an action of G with a given characteristic invariant.
Proof of Lemma 4.12. Following the argument presented in [32, Lemma 2.14], we
first solve those three problems. We set B := U(CM ⊗L∞(Γ˜)) = U(L∞(Γ˜,CM)).
Consider the following exact sequence
1 −→ U(CM ) −→ B π−→ C −→ 1,
where C is a quotient group. We define an action of Γ˜ on CM ⊗ L∞(Γ˜) by
γg := ψg ⊗Ad ρg, where ρg is the right regular representation. Then Γ˜ naturally
acts on C.
Define u(g, h) ∈ B by u(g, h)(x) := ψ−1x (c(x, g, h)∗) for x, g, h ∈ Γ˜. Then
u(g, h)u(gh, k) = c(g, h, k)γg(u(h, k))u(g, hk). (4.10)
Indeed, by the 3-cocycle relation
c(x, g, h)c(xg, h, k)∗c(x, gh, k)c(x, g, hk)∗ψx(c(g, h, k)) = 1,
we have
u(g, h)(x)u(gh, k)(x)u(g, hk)∗(x)γg(u(h, k))
∗(x)
= ψ−1x (c(x, g, h)
∗)ψ−1x (c(x, gh, k)
∗)ψ−1x (c(x, g, hk))ψg(ψ
−1
xg (c(xg, h, k)))
= ψ−1x (c(x, g, h)
∗c(x, gh, k)∗c(x, g, hk)c(xg, h, k))
= c(g, h, k).
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Thus π(u(g, h)) is a C-valued 2-cocycle for Γ˜. The equality c(x, (p, s), (q, t)) =
c(x, (p, 0), (q, 0)) implies u((p, t), (q, s)) = u((p, 0), (q, 0)). Hence we have
n(p, q) := π((p, 0), (q, 0)) is an element of Z2(Γ, C). Next, we set g = (e, t),
h = (q, 0) and k = (r, 0) in (4.10). Using u(g, h) = u((e, t), (q, 0)) = 1, we have
θt(u((q, 0), (r, 0))) = d2(t; q, r)u((q, 0), (r, 0)).
Thus θt(n(q, r)) = n(q, r) in C. Let N := {ψ(p,0)(n(q, r)) | p, q, r ∈ Γ}. Then
N ⊂ C is a countable abelian group fixed by θ. Hence the cocycle twisted
product N ⋊n Γ˜ is canonically identified with (N ⋊n Γ) × R, where the product
of two elements is described as
(m, g)(n, h) = (mγg(n)n(g, h), gh) for m,n ∈ N, g, h ∈ Γ˜.
Let H(c) := N⋊nΓ, which is a discrete amenable group, and denote the canonical
section Γ˜→ H(c)×R and the quotient map by sc and qc, respectively. Thus we
have the following exact sequence;
1 −→ N −→ H(c)× R qc−→ Γ˜ −→ 1.
Then every Γ˜-module is naturally regarded as an H(c)× R-module through qc.
Let E := π−1(N) ⊂ B. We have the following H(c)-equivariant exact sequence.
1 −→ U(CM ) −→ E πE−→ N −→ 1,
where πE = π|E. Let sN be a section of πE . Then we get the following charac-
teristic cocycle [λ, µ] belonging to Λ(H(c), N, U(CM)): for g ∈ H(c), m, n ∈ N ,
γg(sN (g
−1ng)) = λ(g, n)sN(n), sN (m)sN(n) = µ(m,n)sN(mn).
We will verify the equality δ([λ, µ]) = [c]. Consider the following exact sequence
1 −→ U(CM ) −→ E πE−→ H(c)× R qc−→ Γ˜ −→ 1.
By the definition of H(c), we have sc(g)sc(h) = n(g, h)sc(gh), g, h ∈ Γ˜. Set
f(g, h) := sN(n(g, h)) ∈ E. By πE(u(g, h)) = n(g, h) = πE(f(g, h)), f(g, h) =
z(g, h)u(g, h) for some z(g, h) ∈ U(CM ). On one hand, we have
f(g, h)f(gh, k)f(g, hk)∗γg(f(h, k))
∗
= z(g, h)z(gh, k)γg(z(h, k)
∗)z(g, hk)∗u(g, h)u(gh, k)u(g, hk)∗γg(u(h, k)
∗)
= z(g, h)z(gh, k)γg(z(h, k)
∗)z(g, hk)∗c(g, h, k).
On the other hand, we have
f(g, h)f(gh, k)f(g, hk)∗γg(f(h, k))
∗
= sN (n(g, h))sN(n(gh, k))γg(sN (f(h, k))
∗)sN(f(g, hk)
∗)
= λ(sc(g), sc(g)f(h, k)sc(g)
−1)∗µ(n(g, h), n(gh, k))µ(sc(g)n(h, k)sc(g)
−1, n(g, hk))∗.
This shows that δ([λ, µ]) = [c].
It is known that for a group homomorphism ψ : H(c) × R → Autθ(CM ) with
γn = id, n ∈ N , and a characteristic element [λ, µ] ∈ Λ(H(c) × R, N, U(CM)),
there exists an action β of H(c) × R on M˜ with Inv(β) = (N, γg, [λ, µ]). For
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readers’ convenience, we briefly recall the construction presented in [42], which
does not involve groupoid theory.
Set λ′(g, n) := λ((g, 0), n) and ct(n) = λ((e, t), n), g ∈ H(c), n ∈ N , t ∈
R. Let ϕ be a dominant weight on M and α(0) a free action of H(c) on R0,
the injective factor of type II1. We use the notation in Section 2.2, and we
denote the embedding of Mϕ into M by π
0. We identify CM with Z(Mϕ). Set
α
(1)
n := σ
ϕ
c(n)∗ ⊗ α(0)n . Then (α(1)n , π0(µ(m,n)) ⊗ 1) is a cocycle action of N on
M ⊗ R0. Since each α(1)n , n 6= 1 is not modular, the flow of the weights of
(M ⊗R0)⋊α(1),π0(µ)⊗1 N coincides with that of M (see Section 8.3 for the notion
of cocycle crossed product). Thus those factors are isomorphic since they are
injective.
Thanks to [55, Corollary 1.3], we can lift ψg to an action of Γ˜ on M , which is
denoted by γg ∈ Aut(M). Then we extend an action βg := γqc(g) ⊗ α(0)g of H(c)
on M ⊗ R0 to (M ⊗ R0)⋊α(1),µ⊗1 N by
βg(wg−1ng) = (π
0(λ′(g, n))⊗ 1)wn,
where wn is the implementing unitary (for simplicity, we write π
0(λ(g, n)) for
π0(λ(g, n))⊗ 1). For if we put G = N , αn = α(1), θ = βg, and uθn = π0(λ′(g, n))
in Theorem 8.22, then they satisfy the required condition, where G acts on N by
conjugation.
Let β be an action of H(c) constructed as above. We will see β realizes the
given invariant.
Claim. For n ∈ N , β˜n = Ad
(
(Vc(n) ⊗ 1)wn
)
on (M˜ ⊗ R0)⋊α˜,π0(µ) N .
Proof of Claim. For x ∈ M˜ ⊗R0, we have
Ad
(
(Vc(n) ⊗ 1)wn
)
x = Ad(Vc(n)⊗1)◦ (σϕ(c(n))∗⊗α(0)n )(x) = (id⊗α(0)n )(x) = βn(x),
since qc(n) = e for n ∈ N . For wm, we have
Ad
(
(Vc(n) ⊗ 1)wn
)
wm = π
0(µ(m,n)µ(n, n−1mn)∗) Ad
(
(Vc(n) ⊗ 1)
)
wnmn−1
= π0(λ(m,nmn−1))wnmn−1
(
˜σϕc(nmn−1)(Vc(n))⊗ 1
)
(V ∗c(n) ⊗ 1)
= π0(λ(m,nmn−1))wnmn−1
= βn(wm).
Thus β˜n = Ad(Vc(n) ⊗ 1)wn holds. 
Next, we show that g ∈ N and only if β˜g is inner on M˜ ⋊α(1) ,µ N . Assume
g ∈ H(c)\N and a ∈ M˜ ⋊α(1),µ N satisfies ax = β˜g(x)a for all x ∈ M˜ ⋊α(1),µ N .
Let a =
∑
n∈N anwn be the formal expansion of a. Then for x ∈ M˜ ⊗R0, we have
an(σ
ϕ
c(n)∗ ⊗ α0n)(x) = (γ˜qc(g) ⊗ α0g)(x)an = β˜g(x)an.
Thus we have
anx = (γ˜gσ
ϕ
c(n) ⊗ α0gn−1)(x)an for all x ∈ M˜ ⊗ R0.
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By assumption, α0gn−1 is outer for all n. Hence an = 0, and so is a = 0. This
means that the modular part of β equals N .
Using the identity ct(m)ct(n) = ct(mn)µ(m,n)
∗θt(µ(m,n)) and Lemma 2.7 (3),
we have the following for m,n ∈ N :
(Vc(m) ⊗ 1)wm(Vc(n) ⊗ 1)wn = (Vc(m)Vc(n) ⊗ 1)wmwn
= π0(µ(m,n))(Vc(m)c(n) ⊗ 1)wmn
= π0(µ(m,n))(Vc(mn)∂(µ(m,n)∗) ⊗ 1)wmn
= µ(m,n)(Vc(mn) ⊗ 1)wmn.
By γg(ct(g
−1ng)) = ct(n)λ(g, n)
∗θt(λ(g, n)) and Lemma 2.7 (3), we get the
following for g ∈ H(c) and n ∈ N ,
β˜g
(
(Vc(g−1ng) ⊗ 1)wg−1ng
)
= π0(λ(g, n))
(
Vγg(c(g−1ng)) ⊗ 1
)
wn
= λ(g, n)
(
Vc(n) ⊗ 1
)
wn.
By Lemma 2.7 (3), we obtain
θt
(
(Vc(n) ⊗ 1)wn
)
= ct(n)(Vc(n)∗ ⊗ 1)wn.
Therefore, β is an action with the invariant (N,ψ, [λ, µ]). In particular, βsc(p),
p ∈ Γ is a desired Γ-modular kernel. 
From the previous lemma, we obtain the following.
Theorem 4.13. For any pair (d1, d2) as before, there exists a modular Γ-kernel
which attains (d1, d2).
5. Classification of actions with non-trivial modular parts
Let α : M →M ⊗L∞(Ĝ) be an action of Ĝ on a factor M . Recall the modular
part Λ(α) that is defined in Definition 3.25 as follows:
Λ(α) := {ρ ∈ Irr(G) | αρ is modular}.
It is trivial that Λ(α) generates a fusion algebra, that is, if π, ρ belongs to Λ(α),
then so do π and every irreducible summand of the tensor product representation
πρ. This means C(G)π for π ∈ Λ(α) generates a function algebra of a compact
Kac algebra Hα, that is,
C(Hα) = span
‖·‖{C(G)π | π ∈ Λ(α)}.
Then all irreducible representations of Hα are belonging to Λ(α). Thus Hα is
regarded as a quotient of G.
We will study classification on a case-by-case basis. In this section, we study
the case that Irr(Hα) 6= {1}, and in the next, Irr(Hα) = {1}. The latter (i.e.
the centrally free case) has been partially proved in [44, 45], that is, the authors
proved the cocycle conjugacy of invariantless (i.e. approximately inner and cen-
trally free) actions on injective factors. However, we can improve those proofs to
be adapted to actions with non-trivial Connes–Takesaki module.
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To study the first case, we have to set up the following assumptions on actions
at this time:
Assumption 5.1. In this section, Λ(α) is normal.
From Corollary 3.27, the assumption implies α has the Connes–Takesaki mod-
ule. Also recall that Theorem 3.28 states all connected simple Lie groups or their
q-deformations with q = −1 satisfy the assumption above. In what follows, we
simply denote Hα by H.
5.1. Discrete group Γ. We want to describe the “kernel” of the quotient map
G→ H or equivalently, the “quotient” Irr(G) by Irr(H). For the sake of this, we
introduce a relation ∼ on Irr(G), which is defined as π1 ∼ π2 if each irreducible
in π1π2 belongs to the modular part Irr(H) of the action α.
Lemma 5.2. The relation ∼ satisfies the following conditions:
(1) ∼ is an equivalence relation.
(2) ρ ∼ 1 if and only if ρ ∈ Irr(H).
(3) Each irreducible contained in π1π2 for all π1, π2 ∈ Irr(G) is equivalent to
each other.
Proof. (1). Let π, ρ, σ ∈ Irr(G). By our assumption, ππ decomposes into the
irreducibles in Irr(H). This means π ∼ π.
Suppose that π ∼ ρ, that is, each irreducible contained in πρ is in Irr(H).
Since the set Irr(H) is closed under conjugation, the decomposition of ρπ = πρ
is contained in Irr(H), that is, ρ ∼ π.
When π ∼ ρ and ρ ∼ σ, the morphism απρρσ = απραρσ is implemented by
unitary, and so is the morphism αρρ by our assumption. Thus απσ is implemented
by unitary. Thanks to [23, Proposition 3.4 (1)], we see αξ is implemented by
unitary for all ξ ≺ πσ, and ξ ∈ Irr(H). Hence π ∼ σ.
(2). It is trivial.
(3). Let ξ, η ≺ π1π2. Then the morphism αξη is contained in απ1π2π2π1 =
απ1απ2π2απ1 that is implemented by unitary. Again by [23, Proposition 3.4 (1)],
we see ξ ∼ η as in the proof of (2). 
Let us introduce the set of tensor product representations denoted by Rep(G)0,
that is, Rep(G)0 := {π1π2 · · ·πn | πi ∈ Irr(G), 1 ≤ i ≤ n, n ∈ N}. Then the equiv-
alence relation ∼ naturally extends to Rep(G)0. Note that if ξ, η ≺ π1π2 · · ·πn
are irreducibles, then ξ ∼ η.
Let us denote by Γ and [π] the quotient set Irr(G)/ ∼= Rep(G)0/ ∼ and the
equivalence class of π ∈ Rep(G)0, respectively. When Irr(G) is a discrete group,
then Γ is nothing but the quotient group Irr(G)/ Irr(H).
Lemma 5.3. The set Γ possesses a discrete group structure as follows:
(1) [π1][π2] := [π1π2].
(2) [1] is the unit.
(3) [π] is the invertible element of [π].
52
Proof. (1). We show well-definedness. Let π1 ∼ π′1 and π2 ∼ π′2. Then π1π2 ∼
π′1π
′
2 because απ1π2π′2π′1
is implemented by unitary as the proof of the previous
lemma. (2), (3). They are trivial. 
Lemma 5.4. If Ĝ is amenable, so is Γ.
Proof. Let f : ℓ∞(Γ)→ L∞(Ĝ) be the embedding defined by f(δ[π]) =
∑
π′∼π 1π′
for each π ∈ Irr(G). Let m be an invariant mean on L∞(Ĝ). We show m ◦ f is
an invariant mean.
Let π1 ∈ Irr(G). We claim that (trπ1 ⊗ id)(∆(f(δ[π]))) = f(δ[π1][π]), where trπ1
denotes the normalized trace on B(Hπ1). Let ρ ∈ Irr(G). Then we get
(trπ1 ⊗ id)(∆(f(δ[π])))1ρ =
(∑
π′∼π
dim(π′, π1ρ)d(π
′)
d(π1)d(ρ)
)
1ρ. (5.1)
Suppose that ρ is contained in the conjugacy class [π1π]. Then we can take an
irreducible π′ such that π′ ≺ π1ρ and π′ ∼ π. By Lemma 5.2 (3), each irreducible
contained in π1ρ is equivalent to π. Hence the summation in (5.1) is taken for all
irreducibles in π1ρ, and that is equal to 1ρ. If ρ is not contained in the conjugacy
class [π1π], then it turns out that the both sides of (5.1) are equal to 0. Thus we
have proved the claim. This claim immediately yields the invariance of m◦f . 
Now recall the discussion we had in Section 3.2. There exists a generalized
central quantum subgroup K corresponding to Irr(H) as shown in Theorem 3.6.
For the restriction map rK : C(G) → C(K), we have a unitary gπ ∈ C(K) such
that
(id⊗rK)(vπ) = 1⊗ gπ for π ∈ Irr(G).
Then these gπ’s are generating the dual of K, which we denote by K̂.
Proposition 5.5. The map g : Irr(G) → K̂ factors through Γ, and this factor
map is a group isomorphism.
Proof. Let π, ρ ∈ Irr(G) with gπ = gρ. Then we have (idπ ⊗ idρ⊗rK)(vπvρ) = 1.
This means that each irreducible of πρ is contained in Irr(H), which is equivalent
to [π] = [ρ] in Γ. Thus g factors through Γ and the factor map g : Γ → K̂ is
bijective. Since
(idπ⊗ idρ⊗rK)(vπvρ) = gπgρ,
any irreducible σ of πρ satisfies gσ = gπgρ. Hence g is a group isomorphism. 
Thus we have
C(G/Γ̂) = C(H).
Example 5.6. Let G = SU(N) with N ≥ 2. Then the center Z(SU(N)) co-
incides with the finite group {ωk1N | k = 0, 1, . . . , N − 1} where ω := e2πi/N .
If N = 2, then a non-trivial subgroup is Z(SU(2)) itself. Hence if an ac-
tion α : M → M ⊗ L∞(ŜU(2)) has non-trivial modular part Irr(H), then
Irr(H) = {πn | n = 0, 1, . . . }, that is, H = SO(3) and Γ = Z/2Z.
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Let us take a unitary V and a map ψ as in Corollary 3.27. Then we claim that
π1 ∼ π2 if and only if ψπ1 = ψπ2 mod Aut(M)m. Indeed, the condition π1 ∼ π2
implies α˜π1π2 = AdVπ1ψ˜π1(Vπ2) ◦ (ψ˜π1ψ˜π2 ⊗ 1) is implemented by unitary, and
so is ψ˜π1ψ˜π2 by [23, Proposition 3.4 (1)]. Thus ψπ1ψπ2 ∈ Aut(M)m. Putting
π2 = π1, we get ψπ1ψπ1 = idmodAut(M)m. Hence the claim has been proved.
This fact enables us to take a map ψ : Irr(G)→ Aut(M) that is constant in each
conjugacy class. Thus we can regard ψ as a map from Γ into Aut(M). Of course,
we may and do assume that ψ[1] = id.
Lemma 5.7. The map ψ is a modularly free modular Γ-kernel.
Proof. Let π1, π2 ∈ Irr(G). By definition of ψ, it is trivial that α˜π1π2ψ˜−1[π1][π2] is
implemented by unitary, and ψ[π1]ψ[π2] = ψ[π1][π2] mod Aut(M)m. Thus ψ is a
modular Γ-kernel. The modular freeness is trivial. 
Summarizing our argument, we have obtained the following.
Proposition 5.8. Let G be a compact Kac algebra. If an action α of Ĝ on
a factor M is satisfying Assumption 5.1, then there exist a map V : Irr(G) →
U(M˜) and a modularly free modular Γ-kernel ψ : Γ → Aut(M) such that for all
π ∈ Irr(G), t ∈ R,
α˜π = AdVπ ◦ (ψ˜[π] ⊗ 1), V ∗π (θt ⊗ id)(Vπ) ∈ Z(M˜)⊗ B(Hπ).
5.2. Invariants of actions. Take V and ψ as in the previous proposition. Let
σ[π],[ρ] := ψ[π]ψ[ρ]ψ
−1
[π][ρ] for each π, ρ ∈ Irr(G), which is an extended modular
automorphism on M . We take a unitary w[π],[ρ] ∈ U(M˜) with σ˜[π],[ρ] = Adw[π],[ρ].
Recall the following invariants d1, d2 introduced in (4.1): for p, q, r ∈ Γ, s ∈ R,
wp,qwpq,r = d1(p, q, r)ψ˜p(w
α
q,r)wp,qr, θs(wp,q) = d2(s; p, q)wp,q.
Lemma 5.9. For π, ρ ∈ Irr(G), we set aπ,ρ := V ∗πρVπ(ψ˜[π]⊗ idρ)(Vρ)w[π],[ρ]. Then
the following hold:
(1) aπ,ρ is a unitary contained in Z(M˜)⊗ B(Hπ)⊗ B(Hρ);
(2) a∗π,ρa
∗
πρ,σ = d1(π, ρ, σ)
∗ψ˜[π](a
∗
ρ,σ)a
∗
π,ρσ;
(3) θt(aπ,ρ) = d2(t; [π], [σ])cπρ(t)
∗aπ,ρcπ(t)ψ˜[π](cρ(t)).
Proof. (1). This follows from απαρ = απρ.
(2). By definition, we have
Vπρψ˜[πρ](Vσ)w[πρ],[σ] = Vπρσaπρ,σ.
The left hand side is computed as follows:
Vπψ˜π(Vρ)w[π],[ρ]a
∗
π,ρ · ψ˜[πρ](Vσ)w[πρ],[σ]
= Vπψ˜π(Vρ)a
∗
π,ρ · ψ˜[π]ψ˜[ρ](Vσ)w[π],[ρ]w[πρ],[σ]
= Vπψ˜π(Vρ) · ψ˜[π]ψ˜[ρ](Vσ)a∗π,ρw[π],[ρ]w[πρ],[σ]
= Vπψ˜π(Vρψ˜[ρ](Vσ)) · a∗π,ρw[π],[ρ]w[πρ],[σ].
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The right hand side is equal to
Vπψ˜[π](Vρσ)w[π],[ρ][σ]a
∗
π,ρσaπρ,σ = Vπψ˜[π](Vρψ˜[ρ](Vσ)wρ,σa
∗
ρ,σ)w[π],[ρ][σ]a
∗
π,ρσaπρ,σ.
Comparing these, we have
a∗π,ρwπ,ρwπρ,σ = ψ˜[π](wρ,σa
∗
ρ,σ)wπ,ρσa
∗
π,ρσaπρ,σ,
that is,
a∗π,ρa
∗
πρ,σ = d1(π, ρ, σ)
∗ψ˜[π](a
∗
ρ,σ)a
∗
π,ρσ.
(3). This is computed as follows:
θt(aπ,ρ) = θt(V
∗
πρVπψ˜[π](Vρ)w[π],[σ])
= cπρ(t)
∗V ∗πρ · Vπcπ(t) · ψ˜[π](Vρcρ(t)) · d2(t; [π], [σ])w[π],[σ]
= cπρ(t)
∗V ∗πρ · Vπ · ψ˜[π](Vρ)w[π],[σ] · cπ(t)ψ˜[π](cρ(t))d2(t; [π], [σ])
= cπρ(t)
∗aπ,ρcπ(t)ψ˜[π](cρ(t))d2(t; [π], [σ]).

Remark 5.10. The element a ∈ Z(M˜)⊗ L∞(Ĝ)⊗ L∞(Ĝ) generalizes the char-
acteristic invariant studied in [55]. Indeed, let α : Λ → Aut(M) be an action
of a discrete group Λ on a factor M . Let Λ0 be the modular part of Λ. For
n ∈ Λ0, take vn ∈ U(M˜ ) such that α˜n = Ad vn. Let Γ := Λ/Λ0. Fix a sec-
tion p ∈ Γ → s(p) ∈ Λ. Define n(p, q) := s(p)s(q)s(pq)−1. Set ψp := αs(p),
wp,q := vn(p,q). Hence ψ˜pψ˜q = Adwp,q ◦ ψ˜pq. Then αns(p) = Ad vn ◦ ψp for n ∈ Λ0
and p ∈ Γ. For g = ms(p), h = ns(q), αgh = Ad vms(p)ns(p)−1n(p,q) ◦ ψpq holds.
Thus ag,h is given by
ag,h = v
∗
ms(p)ns(p)−1n(p,q)vmψp(vn)wp,q
= v∗ms(p)ns(p)−1n(p,q)vmαs(p)(vn)vn(p,q)
= λ(s(p), s(p)ns(p)−1)v∗ms(p)ns(p)−1n(p,q)vmvs(p)ns(p)−1vn(p,q)
= λ(s(p), s(p)ns(p)−1)µ(m, s(p)ns(p)−1)µ(ms(p)ns(p)−1, n(p, q)).
If we put p = q = e, then we can recover µ(m,n) from ag,h, thus so does λ(g, h).
We will state our main result in this subsection as follows.
Theorem 5.11. Let α and β be actions on an injective factor M . Assume the
following conditions:
• α and β have common normal modular part;
• mod(α) = mod(β);
• aα = aβ;
• cαπ(t) = cβπ(t) for all π ∈ Irr(G) and t ∈ R.
Then α and β are strongly cocycle conjugate.
Proof. Take V α, V β, ψα and ψβ as follows:
α˜π = AdV
α
π ◦ (ψ˜απ ⊗ 1), β˜π = AdV βπ ◦ (ψ˜βπ ⊗ 1),
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aαπ,ρ = (V
α
πρ)
∗V απ ψ˜
α
[π](V
α
ρ )w
α
[π],[ρ], a
β
π,ρ = (V
β
πρ)
∗V βπ ψ˜
β
[π](V
β
ρ )w
β
[π],[ρ],
and
cαπ(t) = (V
α
π )
∗θt(V
α
π ), c
β
π(t) = (V
β
π )
∗θt(V
β
π ).
Then by the previous lemma, we have dα1 = d
β
1 and d
α
2 = d
β
2 . By Theorem 4.3,
there exist a map v : Irr(G) → U(M) and an automorphism θ¯ ∈ Int(M) such
that
ψα[π] = Ad v[π] ◦ θ¯ψβ[π]θ¯−1, wα[π],[ρ] = v[π] · θ¯ψβ[π]θ¯−1(v[ρ]) · θ¯(wβ[π],[ρ])v∗[πρ].
The action γπ := (θ¯ ⊗ id) ◦ βπ ◦ θ¯−1 satisfies
γ˜π = Ad θ¯(V
β
π ) ◦ (θ¯ψβ[π]θ¯−1 ⊗ 1) = Ad θ¯(V βπ )v∗[π] ◦ (ψα[π] ⊗ 1).
Let V γπ := θ¯(V
β
π )v
∗
[π], ψ
γ := ψα and wγ[π],[ρ] := w
α
[π],[ρ]. Then a
γ is computed as
aγπ,ρ = (V
γ
πρ)
∗ · V γπ · ψ˜γ[π](V γρ ) · wγ[π],[ρ]
= (θ¯(V βπρ)v
∗
[π][ρ])
∗ · θ¯(V βπ )v∗[π] · ψ˜α[π](θ¯(V βρ )v∗[ρ]) · wγ[π],[ρ]
= v[π][ρ]θ¯(V
β
πρ)
∗ · θ¯(V βπ ) · v∗[π]ψ˜α[π](θ¯(V βρ )v∗[ρ])v[π] · v∗[π]wγ[π],[ρ]
= v[π][ρ]θ¯
(
(V βπρ)
∗V βπ
) · θ¯ψβ[π]θ¯−1(θ¯(V βρ )v∗[ρ]) · v∗[π]wγ[π],[ρ]
= v[π][ρ] · θ¯
(
(V βπρ)
∗V βπ ψ
β
[π](V
β
ρ ) · ψβ[π]θ¯−1(v∗[ρ])
)
· v∗[π]wγ[π],[ρ]
= v[π][ρ] · θ¯
(
aβπ,ρ(w
β
[π],[ρ])
∗ · ψβ[π]θ¯−1(v∗[ρ])
)
· v∗[π]wγ[π],[ρ]
= θ¯(aβπ,ρ) · v[π][ρ] · θ¯(wβ[π],[ρ])∗ · θ¯ψβ[π]θ¯−1(v∗[ρ]) · v∗[π]wγ[π],[ρ]
= aβπ,ρ · (wα[π],[ρ])∗ · wγ[π],[ρ]
= aαπ,ρ.
We also have cγ(t) = cβ(t). We denote by ψ the modular Γ-kernel ψα = ψγ. Set
vπ := V
α
π (V
γ
π )
∗. It is trivial that α = Ad v ◦ γ by definition, and v ∈M ⊗L∞(Ĝ)
because of cα = cγ. We check v is a γ-cocycle as follows:
vπγπ(vρ) = V
α
π (V
γ
π )
∗ · γ˜π(V αρ (V γρ )∗)
= V απ · (V γπ )∗γ˜π(V αρ (V γρ )∗)V γπ · (V γπ )∗
= V απ · ψ˜π(V αρ (V γρ )∗) · (V γπ )∗
= V απ ψ˜[π](V
α
ρ ) · (V γπ ψ˜[π](V γρ ))∗
= V απρa
α
π,ρ(w
α
[π],[ρ])
∗ · (V γπρaγπ,ρ(wγ[π],[ρ])∗)∗
= V απρa
α
π,ρ(w
α
[π],[ρ])
∗ · (V γπρaα[π],[ρ](wα[π],[ρ])∗)∗
= vπρ.
Therefore α and β are strongly cocycle conjugate. 
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Let ψ : Γ→ Aut(M) be a modular kernel as before. Then we denote by A(ψ)
the set of unitary a ∈ Z(M˜)⊗ L∞(Ĝ) ⊗ L∞(Ĝ) such that a1,· = 1 = a·,1 and it
gives a function d1 : Γ
3 → U(Z(M˜)) as
a∗π,ρa
∗
πρ,σ = d1([π], [ρ], [σ])
∗ψ˜[π](a
∗
ρ,σ)a
∗
π,ρσ.
Let Z1(FM , L∞(Ĝ)) be the set of 1-cocycles, that is, the collection of a unitary
c(t) ∈ CM ⊗ L∞(Ĝ) such that c(t)1 = 1 and c(s+ t) = c(s)(θs ⊗ id)(c(t)).
We introduce the subset X(ψ, FM) of the direct productA(ψ)×Z1(FM , L∞(Ĝ)).
An element (a, c) is contained in X(ψ, FM) if and only if there exists a function
d2 : R× Γ2 → U(Z(M˜)) such that
θt(aπ,ρ) = d2(t; [π], [ρ])cπρ(t)
∗aπ,ρψ˜[π](cρ(t))cπ(t).
Next we introduce the equivalence relation ∼ in X(ψ, FM) as (a1, c1) ∼ (a2, c2)
if and only if there exist c0 ∈ Z1(FM , ℓ∞(Γ)), λ ∈ U(Z(M˜) ⊗ ℓ∞(Γ2)) and
µ ∈ U(Z(M˜ )⊗ L∞(Ĝ)) such that
a2π,ρ = λ[π],[ρ]µπρa
1
π,ρψ˜[π](µ
∗
ρ)µ
∗
π, c
2
π(t) = c
0
[π](t)µπc
1
π(t)θt(µ
∗
π).
The quotient space is denoted by X(ψ, FM). Then it is not so hard to show the
following lemma.
Lemma 5.12. The following hold:
(1) For an action α : M → M ⊗ L∞(Ĝ) with mod(απ) = mod(ψ[π]), the
element [(aα, cα)] ∈ X(ψ, FM) is well-defined.
(2) If two actions α, β : M → M ⊗ L∞(Ĝ) with mod(απ) = mod(βπ) =
mod(ψ[π])are strongly cocycle conjugate, then [(c
α, aα)] = [(cβ, aβ)].
We will state our main result in this section.
Theorem 5.13. Let α, β : M → M ⊗ L∞(Ĝ) be actions on a McDuff factor M .
Suppose the following conditions:
• α and β have common normal modular part Irr(H);
• mod(απ) = mod(βπ) for all π ∈ Irr(G);
• [(aα, cα)] = [(aβ, cβ)] in X(ψ, FM).
Then α and β are strongly cocycle conjugate.
Proof. We decompose α and β as απ = AdV
α
π ◦ (ψαπ (·) ⊗ 1) and βπ = AdV βπ ◦
(ψβπ(·)⊗ 1) so that they have aαπ,ρ and aβπ,ρ as invariants by taking wα and wβ as
before. Take c0, λ and µ as above. Then we have
aαπ,ρ = λ[π],[ρ]µπρa
β
π,ρψ˜[π](µ
∗
ρ)µ
∗
π, c
α
π(t) = c
0
[π](t)µπc
β
π(t)θt(µ
∗
π).
By stability of {M˜, θ}, we can take a unitary u[π] ∈ M˜ such that c0(t)[π] =
u[π]θt(u
∗
[π]).
Putting
V ′π := V
2
π µπ(u
∗
[π] ⊗ 1), ψ′[π] := Ad u[π] ◦ ψα[π],
w′[π],[ρ] := λ
∗
[π],[ρ]u[π]ψ
α
[π](u[ρ])w
α
[π],[ρ]u
∗
[πρ],
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a′π,ρ := V
′∗
πρV
′
πψ
α
[π](V
′
ρ)w
′
[π],[ρ], c
′(t) := (V ′)∗(θt ⊗ id)(V ′),
we have
απ = AdV
′
π ◦ (ψα ⊗ 1), a′ = aβ, c′(t)π = cβ(t)π.
Then by Theorem 5.11, we are done. 
5.3. Model action 1. We shall construct a model action with a given invariant.
Theorem 5.14. Let H be a quotient of G such that ππ ∈ Rep(H)0 for any
π ∈ Irr(G), and Γ := Irr(G)/ Irr(H) the associated discrete group. Let M be an
injective infinite factor and ψ : Γ→ Aut(FM) a group homomorphism. Then for
any (α, c) ∈ X(FM , ψ), there exists an action α of Ĝ on M such that (aα, cα) =
(a, c).
Proof. Let d1, d2 be the associated maps with (a, c). By Theorem 4.13, we can
take a free modular Γ-kernel (ψ,w) on M realizing ψ, d1 and d2 (by identifying
ψ˜|Z(M˜) with given ψ). Then we have
a∗π,ρw[π],[ρ]a
∗
πρ,σw[πρ],[σ] = ψ˜[π](a
∗
ρ,σw[ρ],[σ])a
∗
π,ρσw[π],[ρσ], (5.2)
θt(a
∗
π,ρw[π],[ρ]) = cπ(t)
∗ψ˜[π](cρ(t)
∗)a∗π,ρw[π],[ρ]cπρ(t). (5.3)
Thanks to [23, Theorem 3.3], there exists a unitary V ∈ M˜ ⊗L∞(Ĝ) such that
c(t) = V ∗θt(V ), and the map AdV |M is modular on M . Then by (5.3) and the
equality ψ˜[π](cρ(t))cπ(t) = ψ˜[π](V
∗
ρ )cπ(t)ψ˜[π](θt(Vρ)), we have
θt(Vπψ˜[π](Vρ)a
∗
π,ρw[π],[ρ]V
∗
πρ) = Vπψ˜[π](Vρ)a
∗
π,ρw[π],[ρ]V
∗
πρ.
Thus the element uπ,ρ := Vπψ˜[π](Vρ)a
∗
π,ρw[π],[ρ]V
∗
πρ is contained in M ⊗ B(Hπ) ⊗
B(Hρ).
Let α0 := AdV ◦ψ onM . We show that (α0, u) is a cocycle action. For x ∈M ,
we have
α0π(α
0
ρ(x)) = Vπψ˜[π](Vρ)ψ˜[π](ψ˜[ρ](x))ψ˜[π](V
∗
ρ )V
∗
π
= Vπψ˜[π](Vρ)a
∗
π,ρψ˜[π](ψ˜[ρ](x))aπ,ρψ˜[π](V
∗
ρ )V
∗
π
= uπ,ρα
0
πρ(x)u
∗
π,ρ.
On the 2-cocycle relation, we have
uπ,ρuπρ,σ = Vπψ˜[π](Vρ)a
∗
π,ρw[π],[ρ]V
∗
πρ · Vπρψ˜[πρ](Vσ)a∗πρ,σw[πρ],[σ]V ∗πρσ
= Vπψ˜[π](Vρ)ψ˜[π](ψ˜[ρ](Vσ)) · a∗π,ρw[π],[ρ]a∗πρ,σw[πρ],[σ]V ∗πρσ
= Vπψ˜[π](Vρ)ψ˜[π](ψ˜[ρ](Vσ)) · ψ˜[π](a∗ρ,σw[ρ],[σ])a∗π,ρσw[π],[ρσ]V ∗πρσ (by (5.2))
= Vπψ˜[π](uρ,σ)V
∗
π · Vπψ˜[π](Vρσ)a∗π,ρσw[π],[ρσ]V ∗πρσ
= α0π(uρ,σ)uπ,ρσ.
Thus (α0, u) is a cocycle action onM . WhenM is properly infinite, the 2-cocycle
is a coboundary. Hence we may and do assume that V ∈ M˜ ⊗ L∞(Ĝ) satisfies
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α := AdV ◦ ψ|M is an action, and 1 = Vπψ˜[π](Vρ)a∗π,ρw[π],[ρ]V ∗πρ. It is trivial that
α˜ = AdV ◦ ψ˜. Therefore, the invariant of α is equal to (a, c). 
Next we study how the freeness of α is characterized by using the characteristic
invariant. Let α be an action of Ĝ on a factorM . Suppose that the modular part
Irr(H) of α is normal. Take V and ψ as before and let (a, c) be the associated
characteristic cocycle. Let us denote byKc the minimal subgroup of (c(t)ρ)ρ∈Irr(H).
Note that each ρ ∈ Irr(H) induces a unitary representation π : Kc → B(Hρ) by
ρ(c(x, t)) = c(x, t)ρ for all (x, t) ∈ X × R.
Proposition 5.15. In the setting above, consider the following statements:
(1) α is free;
(2) Each representation ρ ∈ Irr(H) \ {1} of Kc does not contain 1;
(3) Each representation ρ ∈ Irr(H) \ {1} of Kc is irreducible.
Then (1) and (2) are equivalent, and (1) always implies (3). If d(ρ) ≥ 2 for all
ρ ∈ Irr(H) \ {1}, then (1), (2) and (3) are equivalent.
Proof. (1)⇒(2). Suppose that α is free. Let ρ ∈ Irr(H) and take a projection
p ∈ B(Hρ) such that c(t)ρ(1⊗p) = (1⊗p) for all t ∈ R. We will show that p = 0.
By our assumption, v := Vρ(1⊗ p) is fixed by θ⊗ id, and v ∈M ⊗B(Hρ). Then
clearly we have v(x⊗ 1) = αρ(x)v for all x ∈ M . Since α is free, we have p = 0.
(2)⇒(1). Suppose that for some π ∈ Irr(G) \ {1}, we have a non-zero b ∈
M ⊗ B(Hπ) satisfying b(x ⊗ 1) = απ(x)b for all x ∈ M , which is equivalent to
say V ∗π b(x ⊗ 1) = (ψ˜[π](x) ⊗ 1)V ∗π b. Thus (id, ψ˜[π]) 6= 0. However, this implies
ψ[π] is modular by [23, Proposition 3.4], and απ is modular. By definition of H,
π belongs to Irr(H), and ψ[π] = id. Hence V
∗
π b ∈ (M ′ ∩ M˜) ⊗ B(Hπ), where
the Connes–Takesaki relative commutant theorem yields M ′ ∩ M˜ = CM (see [13,
Theorem II.5.1] and [31, Lemma 1.1]).
We put b′ := V ∗π b. Then we have c(t)π(θt ⊗ idπ)(b′) = b′ for all t ∈ R. Thanks
to [67, Theorem 3.14] (or [23, Theorem 3.5 (4)]), this means the representation π
contains the trivial representation 1, but this is a contradiction. Hence α is free.
(1)⇒(3). Suppose that α is free. Let ρ ∈ Irr(H) and take a non-zero projection
p ∈ B(Hρ) such that (1 ⊗ p)c(t)ρ = c(t)ρ(1 ⊗ p) for all t ∈ R. Since c(t)ρ =
V ∗ρ (θt ⊗ id)(Vρ), it turns out that q := V (1 ⊗ p)V ∗ is fixed by θ ⊗ id. Hence
q ∈M ⊗B(Hρ). It is clear that q is commuting with αρ(M), and q is a scalar by
[43, Lemma 2.8]. However, it shows p = 0 or 1, which means that ρ is irreducible.
(3)⇒(2). If a representation ρ ∈ Irr(H) of Kc contains a trivial representation,
then we have d(ρ) = 1 and c(t)ρ = 1 for all t ∈ R because of the irreducibility of
ρ on Kc. Thus ρ equals 1 by our assumption. 
5.4. Model action 2. When we make a further assumption, a model action is
constructed in a relatively direct way. On a 2-cocycle deformation of a discrete
Kac algebra, readers are referred to Section 3.4.
Let Irr(H) ⊂ Irr(G) be a normal subcategory and Γ := Irr(G)/ Irr(H) the
quotient group as before. Let us treat the invariants ψ : Γ→ Autθ(CM), a and c
such that
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• ψ[π] = idCM , π ∈ Irr(G);
• a ∈ C⊗ L∞(Ĝ)⊗ L∞(Ĝ);
• cπ(t) is a non-trivial irreducible cocycle for all π ∈ Irr(G);
• aπρ,σaπ,ρ = aπ,ρσaρ,σ, π, ρ, σ ∈ Irr(G);
• aπ,ρ = cπρ(t)∗aπ,ρcρ(t)cπ(t), π, ρ, σ ∈ Irr(G).
In particular, d1 and d2 are trivial in this case. Put ω := a
∗, which is a 2-cocycle
of Ĝ. The last equality implies that the θ-cocycle c is evaluated in Gω, the dual
cocycle twisting of G by the dual cocycle ω. From the third, it turns out that Gω
is the minimal subgroup of c. Thus the twisted coproduct ∆ω is co-commutative.
Let γ be a free action of Ĝ on an injective factor M0 of type II1. Since
(γ⊗ id)◦γ = Ad a◦(id⊗∆ω)◦γ, we may regard γ as a cocycle action of (Ĝω,∆ω)
with the 2-cocycle a. If we collect the “Irr(H)-part” of γ, then γ naturally defines
a cocycle action of Ĥω, which we also denote by γ.
Let Q := M0 ⋊γ,a Ĝω, and P := M
0 ⋊γ,a Ĥω be the cocycle crossed products,
which are injective factors of type II1. Then we have a natural inclusion P ⊂ Q.
Let λπ be the implementing unitary in Q⊗ B(Hπ). Then
λ12λ13 = a(id⊗∆ω)(λ) = (id⊗∆)(λ)a. (5.4)
Employing Theorem 3.6, we see that there exists a closed subgroup Z ⊂ Z(Gω)
such that withGω/Z = Hω. Then the restriction of π ∈ Irr(G) on Z is a character.
Thus we have a map from Irr(G) into Ẑ. It is not hard to see that the map induces
a group isomorphism between Γ and Ẑ.
Let {XM , FM} be the point realization of the flow {CM , θ}. For the θ-cocycle
c(t) ∈ CM ⊗ L∞(Ĝ), we set c(x, t) := c(t)x for x ∈ XM and t ∈ R. Then c is
a groupoid homomorphism from the transformation groupoid XM ⋊ R into Gω.
Define θ0x,t ∈ Aut(Q) by θ0x,t(y) = y for y ∈M0, and
(θ0x,t ⊗ id)(λπ) = λπ(1⊗ cπ(x, t)) for (x, t) ∈ XM ⋊R, π ∈ Irr(G).
Set θ1x,t := θx,t⊗θ0x,t on M˜(x)⊗Q, and we obtain a one-parameter automorphism
group θ1t ∈ Aut(M˜ ⊗Q) defined by
θ1t (b) =
∫ ⊕
XM
θ1x,t(b(F
M
−tx)) dµ(x) for y ∈ M˜ ⊗Q.
Note that M˜ ⊗ P is globally invariant under θ1.
Let τ be the trace on M˜ such that τ ◦ θs = e−sτ for s ∈ R, and τ1 := τ ⊗ tr,
where tr is the normalized trace on Q. Then we have τ1 ◦ θs = e−sτ1. Thus the
covariant systems {M˜ ⊗ Q, θ1} and {M˜ ⊗ P, θ1} are the cores of their crossed
products. In fact, those crossed products are isomorphic to M since the flow
spaces are equal to {XM , FM}.
Let us consider the dual action γ̂ of Gω on Q. Since γ̂ is minimal, so is the
restriction γ̂|Z . By direct computation, we see θ1 and idM˜ ⊗γ̂Z are commuting.
Lemma 5.16. The action idM˜ ⊗γ̂|Z on (M˜ ⊗Q)θ
1
is minimal.
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Proof. First observe that the fixed point algebra is exactly equal to (M˜ ⊗ P )θ1,
which contains M ⊗M0. Since M ′ ∩ M˜ = CM by [13, Theorem II.5.1], we have(
(M˜ ⊗ P )θ1)′ ∩ (M˜ ⊗Q)θ1 ⊂ (M ⊗M0)′ ∩ (M˜ ⊗Q)θ1 ⊂ (CM ⊗ C)θ1 = C.
Next we have to show that idM˜ ⊗γ̂|Z is faithful. Take a one-parameter unitary
v(p), p ∈ R in M˜ such that θs(v(p)) = e−ispv(p) as usual. It is trivial that
θ1s(v(p)⊗ 1) = e−isp(v(p)⊗ 1), and θ1 is a dual action. Then we naturally have
(M˜ ⊗ P )θ1 ∨ {v(R)⊗ 1}′′ ∼= (M˜ ⊗ P ).
Since idM˜ ⊗γ̂|Z fixes v(p) and the action is faithful on the right hand side, the
action on (M˜ ⊗ P )θ1 is faithful. 
Since (M˜⊗Q)θ1 ∼= M is an infinite factor, the minimal action γ|Z is dual. Hence
there exists a unitary representation U of Ẑ in (M˜ ⊗ Q)θ1 such that γ̂z(Uχ) =
χ(z)Uχ for z ∈ Z, χ ∈ Ẑ. Then ψχ := AdUχ|M˜⊗P gives an action of Ẑ on M˜ ⊗P
because P is the fixed point algebra by the action γ̂|Z . Note that ψ is commuting
with θ1. Since Z(M˜ ⊗ P ) = Z(M˜)⊗ C, we have
ψχ = id on Z(M˜ ⊗ P ) for χ ∈ Ẑ. (5.5)
Set Vπ := (1⊗λπ)(U∗[π]⊗ 1π) which belongs to M˜ ⊗P ⊗B(Hπ). Then we have
(θ1t ⊗ id)(V23) = V23c(t)13. (5.6)
Let mπ(x) := Ad(1 ⊗ λπ)(x⊗ 1π) for π ∈ Irr(G) and x ∈ M˜ ⊗ P . Then m is an
action of Ĝ on M˜ ⊗ P because of (5.4), and it is commuting with θ1. Trivially,
the following equality holds:
mπ(x) = Vπ(ψ[π](x)⊗ 1)V ∗π for π ∈ Irr(G), x ∈ M˜ ⊗ P. (5.7)
We set M1 := (M˜ ⊗ P ) ⋊θ1 R that is isomorphic to M . Then the actions
m and ψ naturally extend to the actions on M1, which are also denoted by
m and ψ, respectively. Then (5.7) holds on M1. Thanks to Takesaki duality,
we obtain an isomorphism of covariant systems between {M1 ⋊στ̂1 R, σ̂τ̂1} and
{B(L2(R))⊗ M˜ ⊗P,Ad ρ(·)⊗ θ1}, where ρ denotes the regular representation of
R. Then by simple calculation, it turns out that the canonical extension m˜ and
ψ˜χ are transformed to id⊗m and id⊗ψχ, respectively. From (5.5) and (5.6), we
see m has the given invariants ψ, a and c.
5.5. Modular actions. Consider the invariant set X when the modular part is
full, that is, Irr(H) = Irr(G). Then X consists of all elements (µ∗, c) such that
µ is a Z(M˜)-valued 2-cocycle of Ĥ and c(t) ∈ Z(M˜)⊗ L∞(Ĝ) is a Z(M˜)-valued
θ-cocycle, and they satisfy
θt(µ
∗) = (id⊗∆)(c(t)∗)µ∗c(t)12c(t)13.
We recall the notion of the irreducibility of c which is introduced in [23, p.17].
Namely, cρ is irreducible when the minimal subgroup of cρ is irreducibly acting
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on Hρ. Note that if an irreducible cocycle c is a coboundary, then the dimension
of Hρ must be equal to 1 for any ρ ∈ Irr(H).
Lemma 5.17. Let (µ∗, c) ∈ X such that cρ is irreducible and not a coboundary
for each ρ ∈ Irr(H). Then the bicharacter βµ = µ∗F (µ) is an element in C ⊗
L∞(Ĝ)⊗ L∞(Ĝ), and Ad βµ(1⊗∆opp(x)) = 1⊗∆(x) holds for all x ∈ L∞(Ĝ).
Proof. We will present two different proofs. The first proof comes from [23, 67].
From the following equalities:
µ123(id⊗∆⊗id)(µ) = µ134(id⊗ id⊗∆)(µ), θt(µ∗) = (id⊗∆)(c(t)∗)µ∗c(t)12c(t)13,
we may and do assume that c(t) is a minimal cocycle [67, Corollary 3.8(i)] with a
minimal subgroup Kc ⊂ U(L∞(Ĥ)). Then the projection of L∞(Ĥ) onto B(Hρ)
induces an irreducible representation of Kc. Then we have
θt(βµ) = θt(µ
∗)θt(µ
∗
132)
= (id⊗∆)(c(t)∗)µ∗c(t)12c(t)13 · c(t)∗12c(t)∗13µ132(id⊗∆opp)(c(t))
= (id⊗∆)(c(t)∗)βµ(id⊗∆opp)(c(t)).
This is rewritten as
βµ(ω)π,ρc(ω, t)ρπ = c(ω, t)πρβµ(F
M
−tω)π,ρ a.e. ω.
Thanks to [67, Theorem 3.14], the function XM ∋ ω → βµ(ω) ∈ L∞(Ĝ)⊗L∞(Ĝ)
is constant almost everywhere, and βµ ∈ C⊗ (∆opp,∆).
For the other proof, let us take an action α of Ĥ on M such that (aα, cα) =
(µ∗, c) as Theorem 5.14. Then there exists a unitary V ∈ M˜ ⊗ L∞(Ĥ) such that
α = AdV |M and
µ∗ = (id⊗∆)(V ∗)V12V13, c(t) = V ∗θt(V ).
The irreducibility of c implies that αρ is irreducible by [23, Corollary 3.6]. Then
the action α is free. Indeed, we let a ∈M ⊗B(Hρ) satisfy a(x⊗ 1) = αρ(x)a for
every x ∈M , which means idM is contained in the corresponding endomorphism
(see Section 3.7). Thanks to [23, Proposition 3.4], αρ is modular, that is, cρ is a
coboundary. This is a contradiction. Hence it follows that (απ, αρ) = (π, ρ) for
any (reducible) representations π, ρ.
Set E := V12V13V
∗
12V
∗
13, which is considered as a permutation symmetry of
Rep(H) as [23, p.28]. Since
θt(E) = V12V13c(t)12c(t)13c(t)
∗
12c(t)
∗
13V
∗
12V
∗
13 = E,
it turns out that E ∈M ⊗A⊗A. Moreover,
E(α⊗ id)(α(x))132 = (α⊗ id)(α(x))E.
Then the freeness of α implies that E ∈ C⊗ (∆opp,∆).
Next we have E = V12V13V
∗
12V
∗
13 = (id⊗∆)(V )βµ(id⊗∆opp)(V ∗). Hence βµ =
(id⊗∆)(U∗)E(id⊗∆opp)(U) = E. Therefore, βµ ∈ C⊗ (∆opp,∆). 
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Let M be a type III factor, and α a free and modular action of Ĝ on M . Thus
we have G = H by the notation in the previous section. This kind of actions
are already treated by Yamanouchi in [66, Section 6], and we will further extend
his argument. Let (µ∗, c) ∈ X be the invariant corresponding to a choice of a
unitary V ∈ M˜ ⊗ L∞(Ĥ) such that α = AdV |M , µ = V ∗13V ∗12(id⊗∆)(V ) and
c(t) = V ∗θt(V ). Then they satisfy
µ123(id⊗∆⊗ id)(µ) = µ134(id⊗ id⊗∆)(µ), θt(µ∗) = (id⊗∆)(c(t)∗)µ∗c(t)12c(t)13.
Theorem 5.18. Let (µ∗, c) ∈ X such that cρ is irreducible and not a coboundary
for each ρ ∈ Irr(H) \ {1}. Then the following statements hold:
(1) µ is equivalent to a scalar valued co-commutative 2-cocycle µ0;
(2) The minimal subgroup Kc is the dual cocycle twisting of H by µ0.
Proof. (1). We represent Z(M˜) as L∞(X, dm) for some measure space (X, dm).
Let µ =
∫ ⊕
X
µ(x) dm(x) be the central decomposition. By Lemma 3.15 and
Lemma 5.17, µ(x) ∈ Z2(Ĥ)c for almost every x. Employing Theorem 3.16,
we see that µ(x) is equivalent to some µ0 ∈ Z2(Ĥ)c for almost every x.
Hence there exists a measurable function X ∋ x → z(x) ∈ U(L∞(Ĝ)) with
µ0 = (z(x) ⊗ z(x))µ(x)∆(z(x)∗). Let z =
∫ ⊕
X
z(x) dm(x). By replacing V with
V z, we are done.
(2). Since the action α is free, each projection L∞(Ĥ) onto B(Hπ) gives an
irreducible representation of Kc, and all the irreducibles arise like this. Thus the
group algebra of Kc is nothing but L
∞(Ĥ) with the coproduct ∆Kc(k) = k ⊗ k
for k ∈ Kc. This is rewritten as (id⊗∆Kc)(c(t)) = c(t)12c(t)13, which is equal to
(id⊗∆µ0)(c(t)). Hence ∆Kc = ∆µ0 . 
Remark 5.19. This result is a special case studied in [26], and Hµ is a minimal
compact group which corresponds to c(t) (see [23]). We will explain a modular
action studied by Izumi in [23, §5.2]. We are firstly given a system D of modular
endomorphisms on a type III factor M . Then D naturally induces a θ-cocycle c
with compact minimal subgroup Kc, and we obtain a free modular action of K̂c
on M whose 2-cocycle µ is trivial.
In the following, it turns out that the freeness of a modular action forces both
M and H to have some properties.
Corollary 5.20. Let α be a free modular action of a discrete Kac algebra Ĥ on
a factor M . Then the following statements hold:
(1) M is of type III;
(2) If M is not of type III0, then H is a compact abelian group;
(3) If M is of type III0, then H is a dual cocycle twisting of a compact group.
In particular, the fusion rule algebra of H is commutative.
Proof. (1). Suppose that M is semifinite. We may assume that M is infinite
by considering B(ℓ2) ⊗ M . By freeness of α, each map απ corresponds to an
irreducible modular endomorphism. However, such endomorphism must be an
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inner automorphism by [44, Lemma 4.10, Theorem 4.12]. This contradicts the
freeness of α.
(2). As explained in (1), each corresponding endomorphism must be an outer
modular automorphism. In particular, L∞(Ĥ) is commutative. Thus we must
have Kc = H, and H must be a compact abelian group.
(3). This is an immediate consequence of the previous theorem. 
For (3) in the above, the converse statement holds.
Proposition 5.21. Let H be a compact Kac algebra which is a dual cocycle
twisting of a compact group. Then Ĥ admits a free modular action on any type
III0 factor.
Proof. Let µ ∈ L∞(Ĥ)⊗ L∞(Ĥ) be a 2-cocycle such that K := Hµ is a compact
group, that is, the coproduct of K̂ is given by Adµ◦∆. Note that each ρ ∈ Irr(H)
gives an irreducible representation of K.
Let M be a type III0 factor and θ the dual flow on M˜ . We denote by XM
the flow space of M associated with θ. Thanks to [23, Proposition A.5], there
exists a minimal cocycle c : X × R → K. Regarding c as a θ ⊗ id-cocycle c(s)
in CM ⊗ L∞(Ĥ) = CM ⊗ L∞(K̂), we have (id⊗∆µ)(c(s)) = c(s)12c(s)13 since
c(x, s) ∈ K for all x ∈ XM . Then it is clear that (µ∗, c) is the characteristic
cocycle. By Theorem 5.14, we obtain an action α of Ĥ on M which attains
(µ∗, c) as its invariant. Employing Proposition 5.15, we see α is free. 
5.6. Examples. Let us consider a free modular action α on a type III0 factor M
when H = SU(2) or SU−1(2).
Proposition 5.22. If α is a free modular action of the dual of SU(2) on a type
III0 factor, then we can take a unitary V ∈ M˜ ⊗L∞(Ĥ) such that α˜ = AdV and
(id⊗∆)(V ) = V12V13.
Proof. It is shown in [63, Theorem 2] that every ergodic action of SU(2) of full
multiplicity is isomorphic to the regular action on L∞(SU(2)). Then every 2-
cocycle is a coboundary from [62, Theorem 2]. 
Hence the invariant of α consists of the θ-cocycle c ∈ Z(M˜)⊗L∞(Ĥ). Putting
µ0 = 1 in Theorem 5.18, we may assume that the target space of c is SU(2) that
is in fact the minimal group of c. By Theorem 5.11, two free modular actions
are strongly cocycle conjugate if and only if those θ-cocycles are equal up to
equivalence.
Next we study the case of H = SU−1(2). By Theorem 5.18, we know that
the minimal group Kc is a dual cocycle twisting of SU−1(2). However, every
2-cocycle of the dual of SU−1(2) is a coboundary (cf. [9, Corollary 5.10]). This is
a contradiction. We can also derive the contradiction in a somewhat direct way
as follows.
Observe that the fusion rule of Kc coincides with that of SU−1(2). Let {πν}ν ,
ν ∈ (1/2)Z+ be the irreducible representations of Kc such that π1/2π1/2 = 1+ π1
and so on. Note that d(π1/2) = 2 because of the twisting. Hence Kc is regarded
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as a closed subgroup of U(C2). The action of Kc on C
2
∧
C2 is given by taking
the determinant. However, the decomposition rule π1/2π1/2 = 1+π1 forces Kc to
be a closed subgroup of SU(2). The fusion rule also implies that the restriction
of every irreducible representation of SU(2) is irreducible. Thus Kc = SU(2)
because each irreducible representation in the SU(2)-algebra C(SU(2)/Kc) must
be trivial on Kc. However, we know that the dual of SU(2) has no non-trivial
2-cocycle, and this is a contradiction. Hence we have the following result.
Proposition 5.23. The Kac algebra SU−1(2) is not a dual cocycle twisting of a
compact group. In particular, the dual of SU−1(2) does not have a free modular
action on a type III0 factor.
Remark 5.24. As is remarked in [24, Remark 4.2], if G is a connected compact
group, then any co-commutative cocycle ω of Ĝ comes from a closed central
subgroup, and the dual cocycle twisting Gω coincides with G. This relates with
the following result due to Neshveyev–Tuset.
Theorem 5.25 (Neshveyev–Tuset). Let G be a connected compact group. Then
H2G(Ĝ) = H
2(Ẑ(G)),
where H2G(Ĝ) denotes the cohomology group of G-invariant cocycles, and Z(G)
the center of G.
5.7. Crossed products. We will investigate the flow of weights of the crossed
product M ⋊α Ĥ of a free modular action α on M . We may and do assume that
an associated 2-cocycle µ is scalar-valued. Let ψ be a faithful normal semifinite
weight onM , and extend ψ onM⋊α Ĥ by ψ◦E. We can identify (M⋊α Ĥ)⋊σψR
with (M ⋊σψ R)⋊α˜ Ĥ. We fix Vπ in the previous section so that µ is in Z
2(Ĥ)c,n.
Let λπ be the implementing unitary in M ⋊α Ĥ, and put Wπ := V
∗
π λπ. A simple
computation shows
B := M˜ ′ ∩ (M˜ ⋊α˜ Ĥ) = spanw
{
zWπi,j | z ∈ Z(M˜), π ∈ Irr(H), i, j ∈ Iπ
}
.
In particular,W is an element of B⊗L∞(Ĝ). The dual action θt on B is described
as θt(zWπi,j ) =
∑
k θt(z)c(t)
∗
πk,i
Wπk,j . The relative commutant B is endowed with
the dual action of α˜ by H. Then for each j and a non-zero z ∈ Z(M˜), {zWπj,i}i∈Iπ
span the copy of the irreducible H-module Hπ. Hence the π-spectral subspace
Bπ is σ-weakly spanned by them.
The unitary W ∈ (M˜ ⋊α˜ Ĥ)⊗ L∞(Ĥ) is a µ-representation. Indeed, we have
W12W13 = V
∗
12λ12V
∗
13λ13 = V
∗
12(α˜⊗ id)(V )λ12λ13
= V ∗13V
∗
12λ12λ13 = µ(id⊗∆)(W ).
Thus AdW ∗ gives an inner action on B, and Z(B) = BAdW
∗
. Since µ is scalar-
valued,
Lµ := span
w{Wπi,j | π ∈ Irr(H), i, j ∈ Iπ}
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is a subalgebra of B, and we have B ∼= Z(M˜) ⊗ Lµ. Note that Lµ is nothing
but the link algebra of L∞(H) and L∞(Kc) that was introduced in [9]. The link
algebra naturally admits two commuting ergodic actions of Kc and H as follows.
For k ∈ Kc, the map γk is defined by
(γk ⊗ idπ)(Wπ) = (1⊗ π(k)∗)Wπ,
where π : Kc → U(Hπ) is an irreducible representation defined by π(c(t, ω)) :=
c(t, ω)π for t ∈ R and ω ∈ XM . The action of H is introduced by the restriction
of the dual action α̂, that is,
(α̂⊗ id)(W ) =W13λ23.
Indeed, γ gives us an action as seen below:
(γk ⊗ idπ⊗ρ)(Wπ,12Wρ,13) = (γk ⊗ idπ⊗ρ)(µπ,ρ(id⊗π∆ρ)(W ))
= (γk ⊗ idπ⊗ρ)((id⊗π∆µρ)(W )µπ,ρ)
= (1⊗ π(k)∗ ⊗ ρ(k)∗)(id⊗π∆µρ)(W )µπ,ρ
= (1⊗ π(k)∗ ⊗ ρ(k)∗)µπ,ρ(id⊗π∆ρ)(W )
= (γk ⊗ idπ⊗ρ)(Wπ,12)(γk ⊗ idπ⊗ρ)(Wρ,13),
(γk ⊗ idπ)(W ∗π ) = (γk ⊗ idπ)((id⊗κ)(Wπ)) (since µ is normalized)
= (id⊗κ)((1⊗ π(k)∗)Wπ)
= W ∗π (1⊗ π(k)).
We next compute the flow of weights of M ⋊α Ĥ.
Theorem 5.26. Z(M˜ ⋊α˜ Ĥ) equals Z(B), which is described as follows:
Z(M˜ ⋊α˜ Ĥ) = span
w
{
z(W (1⊗ pµ))πi,j | z ∈ Z(M˜), π ∈ Irr(H), i, j ∈ Iπ
}
.
Proof. Note that Z(M˜) ⊂ Z(M˜ ⋊α˜ Ĥ) because the action α˜ is inner. It is trivial
that M˜ ⋊α˜ Ĥ is generated by M˜ and Wπi,j ’s. Thus Z(M˜ ⋊α˜ Ĥ) is the fixed point
subalgebra of B by the inner action AdW ∗. We show the inner action AdW ∗ on
B is acting on Bπ for each π ∈ Irr(H). Since we have
W ∗13W
∗
12W13W12 = (id⊗∆)(W ∗)µ∗F (µ)(id⊗∆∗))(W )
= (id⊗∆opp)(W ∗)(id⊗∆opp)(W )βµ = βµ,
W13W12 = W12W13βµ holds. Then for z ∈ Z(M˜), we have
W ∗13W12(z ⊗ 1⊗ 1)W13 = W ∗13W12W13(z ⊗ 1⊗ 1) = W12(z ⊗ β∗µ).
This implies
AdW ∗ρ (zWπi,j ⊗ 1ρ) =
∑
k∈Iπ
zWπi,k ⊗ (β∗µ)πk,j ,ρ, (5.8)
and W ∗(Bπ ⊗ C)W ⊂ Bπ ⊗ L∞(Ĥ). Thus the fixed point algebra BAdW ∗ is
generated by subspaces BAdW
∗
π for π ∈ Irr(G). Take any x ∈ BAdW ∗π . Then
there exists zπi,j ∈ Z(M˜) such that x =
∑
i,j zπj,iWπi,j . By (5.8), we must have
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zπk,i ⊗ 1ρ =
∑
j zπj,i ⊗ (β∗µ)πk,j ,ρ. Hence z :=
∑
i,j zπi,j ⊗ eπi,j is a member of
Z(M˜)⊗ pµL∞(Ĥ). 
Corollary 5.27. The flow space ofM⋊αĤ is identified with XM×Kc/Gµ,c, where
Gµ,c is a closed subgroup of Kc. The flow is given by (x, k) · t = (x · t, c(t, x)k),
where k denotes the equivalence class of k ∈ Kc.
Proof. From the previous theorem, Z(M˜⋊α˜Ĥ) coincides with B
Kµ , the fixed point
algebra by the restriction of α̂. Thus Z(M˜⋊α˜Ĥ) ∼= Z(M˜)⊗LKµµ . Since Kc acts on
the abelian von Neumann algebra L
Kµ
µ ergodically, there exists a closed subgroup
Gµ,c in Kc such that L
Kµ
µ
∼= L∞(Kc/Gµ,c). Hence the flow space of M ⋊a lĤ
is identified with XM × Kc/Gµ,c. On the flow, we have (θt ⊗ id)(W (1 ⊗ pµ)) =
c(t)∗W (1⊗ pµ). Since (γk ⊗ id)(W ) = (1⊗ k∗)W , we see the flow is given by the
skew product. 
Since we have Z(Lµ) ∼= L∞(Kc/Gµ,c), the ergodic action γ on Lµ is induced
from an ergodic action of Gµ,c on a finite factor. Thus there exists a unitary
ν ∈ L∞(K̂c) = L∞(Ĥ) such that ω := (ν⊗ν)µ∗∆µ(ν∗) is contained in L∞(Ĝµ,c)⊗
L∞(Ĝµ,c), and the corresponding bicharacter β := ω21ω
∗ is non-degenerate by [62,
Theorem 12], where β is the one introduced in [62, p.1513]. Again thanks to [62,
Theorem 12], the von Neumann algebra generated by (id⊗φ)(β), φ ∈ L∞(Ĝµ,c)∗
coincides with L∞(Ĝµ,c).
Let βµ := µ
∗F (µ). Then the computation (id⊗φ)(β) = ν(id⊗ν∗φν)(F (βµ))ν∗
implies L∞(Ĝµ,c) = νL
∞(K̂µ)ν
∗. Since ω is a 2-cocycle of Ĝµ,c, we see that
(ν∗ ⊗ ν∗)µ∆(ν) ∈ L∞(K̂µ)⊗ L∞(K̂µ). Therefore, we obtain the following result.
Corollary 5.28. The compact group Gµ,c introduced in the previous corollary is
a dual cocycle twisting of K̂µ.
We have shown K̂c = Ĥ
µ. Since (α ⊗ id) ◦ α = (id⊗∆) ◦ α = Ad(1 ⊗
µ∗)(id⊗∆µ) ◦ α, α is a cocycle action of K̂c with a 2-cocycle µ∗. Since M is of
type III, we can perturb α by a unitary v ∈ M ⊗ A so that Ad vα is a genuine
action. Let P :=M⋊Ad vα K̂c, which is isomorphic to the cocycle crossed product
M ⋊α,µ∗ K̂c. In fact, P is nothing but a skew product of α by a cocycle ct in
the sense of [23, Definition 5.6]. In particular, the inclusion M ⊂ M ⋊α,µ∗ K̂c
isomorphic to PKc ⊂ (P ⊗ Lµ)Kc by [23, Theorem 5.11]. The isomorphism is
checked by direct computation as follows. Let λα,µ
∗
be the implementing unitary
in P . Then∫
Kc
(α̂k ⊗ γk)(λα,µ∗πij ⊗Wρrs) dk =
∑
m,n
(∫
Kc
π(k)mjπ(k
−1)rn dk
)
(λα,µ
∗
πim
⊗Wπns)
= δj,r
∑
m
λα,µ
∗
πin
⊗Wπns
= δj,r(λ
α,µ∗
13 W23)πiℓ.
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Thus an isomorphism between M ⋊α,µ∗ K̂c and (P ⊗ Lµ)Kc is given by sending
λα,µ
∗
to λα,µ
∗
13 W23. Since the action α̂ on Lµ is commuting with γ, the isomorphism
intertwines H-actions.
5.8. Hamachi–Kosaki decomposition. We will close this section by studying
the Hamachi–Kosaki decomposition of M ⊂ M ⋊α Ĥ. Let Z := Z(M˜ ⋊α˜ Ĥ). By
Theorem 5.26, we have Z = Z(M˜ ′ ∩ (M˜ ⋊α˜ Ĥ)). Set the following:
A˜ := Z′ ∩ (M˜ ⋊α˜ Ĥ) = M˜ ⋊α˜ Ĥ, B˜ := M˜ ∨ Z, A := A˜θ, B := B˜θ.
Then the two step inclusion M ⊂ B ⊂ A = M ⋊α Ĥ is the Hamachi–Kosaki
decomposition. The Galois correspondence proved by Izumi–Longo–Popa in [27,
Theorem 4.4] asserts that B corresponds to a left coideal of L∞(H). Indeed, the
left coideal is L∞(H/Kµ) as computed below.
By Theorem 5.26, we have
B˜ = spanw{(id⊗ϕπ)(aπWπ(1⊗ pµ)) | a ∈ M˜ ⊗ L∞(Ĥ), π ∈ Irr(G)}.
Note that M˜ and Lµ are independent with respect to the averaging expectation
of α̂. Using (θt ⊗ id)(W ) = c(t)∗W and a formal decomposition, we obtain
B = spanw{(id⊗ϕπ)(aπλπ(1⊗ pµ)) | a ∈M ⊗ L∞(Ĥ), π ∈ Irr(G)}.
Since pµ corresponds to the trivial representation of Kµ, B is the fixed point
algebra by the action of Kµ obtained from the restriction of α̂. Thus M ⊂
(M ⋊α Ĥ)
Kµ ⊂ M ⋊α Ĥ is the Hamachi–Kosaki decomposition.
6. Classification of centrally free actions
In this section, we will study centrally free actions on a McDuff factor. The
strategy to classify them is same as that of [43], that is, we first construct a Rohlin
tower for a centrally free action, and next we prove a 2-cohomology vanishing
theorem. However, the proof of [43] is based on the existence of a trace, and we
should improve the argument to be adapted to a general McDuff factor. Readers
are referred to [43, Section 3] for usage of ultraproduct von Neumann algebras
and actions on them.
6.1. Settings.
Definition 6.1. Let Ĝ be a discrete Kac algebra andM a von Neumann algebra.
• A map θ : Irr(G)→ Aut(M) is said to be a homomorphism when θπθρ =
θσ for all π, ρ, σ ∈ Irr(G) such that σ ≺ πρ.
• Let (α, u) be a cocycle action of Ĝ onM . We will say that (α, u) is approx-
imately inner modulo automorphism when there exists a homomorphism
θ : Irr(G)→ Aut(M) such that the map απθ−1π is approximately inner for
all π ∈ Irr(G).
A typical example is the following.
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Example 6.2. If M is injective and a cocycle action (α, u) has the Connes–
Takesaki module, then it is an approximately inner modulo automorphism. In-
deed, let s : Autθ(Z(M˜)) → Aut(M) be a homomorphic section of the Connes–
Takesaki module map constructed in [55] (also see [19, Theorem 4]). If we set
θπ := s(mod(απ)), then mod(απθ
−1
π ) = id. Thus απθ
−1
π is approximately inner
from [45, Theorem A.6 (1)].
Assumption 6.3. In this section, we always assume the following:
• M is a von Neumann algebra such that Mω is of type II1;
• (α, u) is approximately inner modulo automorphism;
• (α, u) is centrally free.
In the above, the central freeness of an action α onM means that απ is properly
centrally non-trivial for each π ∈ Irr(G) \ {1}, that is, there exists no nonzero
element a ∈ M ⊗ B(Hπ) such that αωπ (x)a = (x ⊗ 1)a for all x ∈ Mω (see [43,
Definition 8.1]).
By definition of the approximate innerness [43, Definition 3.5], we can take
and fix a unitary U = (Uν)ω ∈Mω ⊗ L∞(Ĝ) and a homomorphism θ : Irr(G)→
Aut(M) such that
lim
ν→∞
(χ⊗ trπ) ◦ Ad(Uνπ )∗ = χ ◦ θπ ◦ Φαπ for all χ ∈M∗ π ∈ Irr(G),
where Φαπ denotes the standard left inverse of α, that is,
Φαπ(x) = (1⊗ T ∗π,π)(απ ⊗ id)(x)(1 ⊗ Tπ,π) for x ∈M ⊗B(Hπ).
6.2. Action γ. We introduce the cocycle action (γ, w) on Mω defined by γ :=
AdU∗ ◦ αω and w := U∗12αω(U∗)u(id⊗∆)(U). Then γπ ◦ (θωπ )−1 preserves Mω by
[43, Lemma 3.7], and so does γπ for each π ∈ Irr(G).
Lemma 6.4. The restriction of the cocycle action (γ, w) on Mω gives a cocycle
action, that is, w is evaluated in Mω.
Proof. Let χ ∈M∗ and π, ρ ∈ Irr(G). Let wν be a unitary representing sequence
of w. We will prove (wν)∗(χ ⊗ trπ ⊗ trρ)wν converges to (χ ⊗ trπ ⊗ trρ) in the
norm topology of (M ⊗ B(Hπ) ⊗ B(Hρ))∗. Then the matrix entries of (wν)ν is
centralizing by [43, Lemma 3.6]. We set Φαθ
−1
π := θπ ◦ Φαπ , which is a left inverse
of απθ
−1
π . Then we get
(wν)∗(χ⊗ trπ ⊗ trρ)wν
=(id⊗∆)((Uν)∗)α(Uν)u∗ · Uν12(χ⊗ trπ ⊗ trρ)(Uν12)∗ · α((Uν)∗)u(id⊗∆)(Uν)
∼(id⊗∆)((Uν)∗)u∗α(Uν) · (χ ◦ Φαθ−1π ⊗ trρ) · α((Uν)∗)u(id⊗∆)(Uν)
=(id⊗∆)((Uν)∗)u∗ · ((χ ◦ θπ ⊗ trρ) ◦ Ad(Uνρ )∗ ◦ (Φαπ ⊗ idρ)) · u(id⊗∆)(Uν)
∼(id⊗∆)((Uν)∗)u∗ ·
(
χ ◦ θπ ◦ Φαθ−1ρ ◦ (Φαπ ⊗ idρ)
)
· u(id⊗∆)(Uν)
=(id⊗∆)((Uν)∗)u∗ · (χ ◦ θπθρ ◦ Φαρ ◦ (Φαπ ⊗ idρ)) · u(id⊗∆)(Uν).
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Recall the following composition rule ([43, Lemma 2.5]):
Φαρ
(
(Φαπ ⊗ id)(uπ,ρxu∗π,ρ)
)
=
∑
σ≺π⊗ρ
∑
T∈ONB(σ,πρ)
d(σ)
d(π)d(ρ)
Φασ((1⊗ T ∗)x(1⊗ T )).
Using this and θπθρ = θσ if σ ≺ πρ, we have
(wν)∗(χ⊗ trπ ⊗ trρ)wν
∼
∑
σ≺π⊗ρ
∑
T∈ONB(σ,π⊗ρ)
d(σ)
d(π)d(ρ)
(1⊗ T )(Uνσ )∗ · (χ ◦ θσ ◦ Φασ) · Uνσ (1⊗ T ∗)
=
∑
σ≺π⊗ρ
∑
T∈ONB(σ,π⊗ρ)
d(σ)
d(π)d(ρ)
(1⊗ T )(Uνσ )∗ ·
(
χ ◦ Φαθ−1σ
)
· Uνσ (1⊗ T ∗)
∼
∑
σ≺π⊗ρ
∑
T∈ONB(σ,π⊗ρ)
d(σ)
d(π)d(ρ)
(1⊗ T ) · (χ⊗ trσ) · (1⊗ T ∗)
=χ⊗ trπ ⊗ trρ .
Thanks to [43, Lemma 3.6], we see the 2-cocycle w is evaluated in Mω. 
Theorem 6.5. Let (α, u) be a cocycle action of Ĝ on a von Neumann algebra M
such that Assumption 6.3 is fulfilled. Then there exists a unitary U ∈Mω⊗L∞(Ĝ)
such that
• AdUν approximates αθ−1, that is, lim
ν→∞
(χ ⊗ trπ) ◦ Ad(Uν)∗ = χ ◦ Φαθ−1π
for all χ ∈ M∗ and π ∈ Irr(G);
• U∗12αω(U∗)u(id⊗∆)(U) = 1.
Proof. Let (γ, w) be as in the previous lemma. Thanks to the 2-cohomology
vanishing theorem [43, Lemma 4.3], the 2-cocycle w is a coboundary. Thus we
may and do assume that U∗12α
ω(U∗)u(id⊗∆)(U) = 1. 
We always assume that U is taken as above in what follows. Then γ is an
action.
Lemma 6.6. The equality Φγπ = Φ
αω
π ◦ AdUπ holds for all π ∈ Irr(G).
Proof. Let x ∈Mω ⊗ B(Hπ). Then
Φγπ(x) = (1⊗ T ∗π,π)γπ(x)(1⊗ Tπ,π)
= (1⊗ T ∗π,π)U∗παωπ(x)Uπ(1⊗ Tπ,π)
= (1⊗ T ∗π,π)U∗παωπ(U∗π)αωπ(UπxU∗π)αωπ(Uπ)Uπ(1⊗ Tπ,π)
= (1⊗ T ∗π,π)(id⊗∆)(U∗)u∗αωπ(UπxU∗π)u(id⊗∆)(U)(1 ⊗ Tπ,π)
= (1⊗ T ∗π,π)u∗αωπ(UπxU∗π)u(1⊗ Tπ,π) = Φα
ω
π (UπxU
∗
π).

Lemma 6.7. The equality (τω ⊗ id)(γπ(x)) = θπ(τω(x)) ⊗ 1 holds for all π ∈
Irr(G), x ∈Mω.
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Proof. Let π ∈ Irr(G), y ∈ B(Hπ) and χ ∈ M∗. It suffices to show that (χ ◦
τω ⊗ trπ y)(γ(x)) = χ(θπ(τω(x))) trπ(y). Using (χ⊗ trπ) ◦ Ad(Uν)∗ → χ ◦ Φαθ−1π
in (M ⊗B(Hπ))∗ as ν →∞, we have
(χ ◦ τω ⊗ trπ y)(γπ(x)) = lim
ν→ω
(χ⊗ trπ y)((Uν)∗απ(xν)Uν)
= lim
ν→ω
(χ⊗ trπ)((Uν)∗ · Uν(1⊗ y)(Uν)∗απ(xν)Uν)
= lim
ν→ω
χ ◦ θπ ◦ Φαπ(Uν(1⊗ y)(Uν)∗απ(xν))
= lim
ν→ω
χ ◦ θπ(Φαπ(Uν(1⊗ y)(Uν)∗)xν)
= χ(τω(θωπ ◦ Φα
ω
π (U(1⊗ y)U∗)θωπ (x)))
= χ(τω(θωπ (Φ
γ
π(1⊗ y))θωπ (x)))
= χ(τω(trπ(y)θ
ω
π (x))) = χ(θπ(τ
ω(x))) trπ(y),
where we have used the fact that γ is an action. 
Lemma 6.8. Let x ∈ Mω ⊗ L∞(Ĝ) ⊗ L∞(Ĝ), y ∈ Mω ⊗ L∞(Ĝ) ⊗ L∞(Ĝ) and
g ∈ M ⊗ L∞(Ĝ) be a unitary. Let ψ ∈ (Mω)∗ be a state. Then the following
inequalities hold
(1) For π, ρ ∈ Irr(G), one has
|(g(ψ ⊗ ϕπ)g∗ ⊗ ϕρ)(xy)| ≤ d(π)|x|ψ⊗ϕπ⊗ϕρ‖y‖.
(2) For central projections F and K in L∞(Ĝ) with finite support, one has
|(g(ψ ⊗ ϕF )g∗ ⊗ ϕK)(xy)| ≤ |F |ϕ|x|ψ⊗ϕF⊗ϕK‖y‖.
Proof. (1). By using the matrix representation of g∗12xyg12, we have
(g(ψ ⊗ ϕπ)g∗ ⊗ ϕρ)(xy) =
∑
i,j,k,ℓ,m,n,p
d(π)d(ρ)ψ
(
(g∗)i,jx(j,k),(ℓ,m)y(ℓ,m),(p,k)gp,i
)
=
∑
i,j,k,ℓ,m,n,p
d(π)d(ρ)ψ
(
x(j,k),(ℓ,m)(g
∗)i,jy(ℓ,m),(p,k)gp,i
)
.
The matrix element h(ℓ,m),(j,k) :=
∑
i,p(g
∗)i,jy(ℓ,m),(p,k)gp,i defines the element h ∈
Mω ⊗ L∞(Ĝ)⊗ L∞(Ĝ) by
h132 =
∑
j,ℓ
(id⊗Trπ ⊗ id)((g∗ ⊗ 1)(1⊗ eπj,ℓ ⊗ 1)y(g ⊗ 1))⊗ eπℓ,j .
Then we have (g(ψ⊗ϕπ)g∗⊗ϕ)(xy) = (ψ⊗ϕπ⊗ϕρ)(xh). Since (id⊗ trπ ⊗ idρ) =
d(π)−1(id⊗Trπ ⊗ idρ) is a contraction and
∑
j,ℓ eπj,ℓ ⊗ eπℓ,j is unitary, we have
‖h‖ = ‖h132‖ ≤ d(π)‖(g∗⊗1)y(g⊗1)‖ = d(π)‖y‖. Thus |(g(ψ⊗ϕπ)g∗⊗ϕρ)(xy)| ≤
|x|ψ⊗ϕπ⊗ϕρ‖h‖ ≤ d(π)|x|ψ⊗ϕπ⊗ϕρ‖y‖.
(2). The second statement is an immediate consequence of (1). 
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6.3. Rohlin tower. Let (α, u) be a cocycle action of Ĝ on a McDuff factor M
as in the previous subsection. Fix a unitary v ∈ Mω ⊗ L∞(Ĝ) which possesses
the properties of U stated in Theorem 6.5. In this subsection, we will reprove the
Rohlin type theorem [43, Theorem 5.9] for the action γ := Ad v∗ ◦ α in a more
general fashion. We keep the following notation throughout this section:
• φ ∈M∗, a faithful state, ψ := φ ◦ τω ∈ (Mω)∗;
• G ⊂ U(M ⊗ L∞(Ĝ)), a finite subset such that 1 ∈ G;
• S ⊂Mω, a countable set;
• F , a central projection with finite support in L∞(Ĝ) such that F = F
and Fe1 = e1. Let F := {π ∈ Irr(G) | F1π 6= 0};
• δ, a positive number with δ1/4|F |ϕ < 1;
• K, an (F, δ)-invariant central projection with finite support in L∞(Ĝ)
satisfying Ke1 = e1. Let K := {π ∈ Irr(G) | K1π 6= 0}.
In the above, the (F, δ)-invariance of K means the following inequality holds
(See [43, Definition 2.1]):
|(F ⊗ 1)∆(K)− F ⊗K|ϕ⊗ϕ < δ|F |ϕ|K|ϕ.
This implies the following:
|(F ⊗K)∆(K⊥)|ϕ < δ|F |ϕ|K|ϕ (6.1)
We start to construct a Rohlin tower for the action γ. The construction pre-
sented here is almost same as [43], that is, so-called the build and destroy method
[50, Lemma 6.4, p.48]. However, our construction at this time requires more tech-
nical estimates of inequalities. Let us recall the diagonal operator a of a cocycle
action (α, u) introduced in [43, Definition 5.5]. That is the unique operator such
that
(a⊗ 1)(1⊗∆(e1)) = u(1⊗∆(e1)).
By the norm estimate ‖aπ‖ ≤ d(π), the diagonal operator a is affiliated with
M ⊗ L∞(Ĝ), a priori. We have the following equality (see [43, Lemma 5.6 (2)]):
(id⊗ϕρ)(a∗a) = d(ρ)2 for ρ ∈ Irr(G). (6.2)
Let us introduce the set J that is the collection of a projection E ∈ Mω ⊗
L∞(Ĝ) such that
(E.1) E = E(1⊗K);
(E.2) In the decomposition of
E =
∑
ρ∈K
∑
i,j∈Iρ
d(ρ)−1fρi,j ⊗ eρi,j ,
the family {fρi,j}i,j∈Iρ is a system of matrix units and they are orthogonal
with respect to ρ ∈ K, that is, the following holds:
fπi,jfρk,ℓ = δπ,ρδj,kfπi,ℓ ;
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(E.3) In the decomposition of
a∗vEv∗a =
∑
ρ∈K
∑
i,j∈Iρ
d(ρ)−1fαρi,j ⊗ eρi,j ,
the family {fαρi,j}i,j∈Iρ is a system of matrix units and they are orthogonal
with respect to ρ ∈ K;
(E.4) The initial projection of the partial isometry a∗vE is equal to E;
(E.5) (id⊗ϕρ)(E) = (id⊗ϕρ)(a∗vEv∗a) ∈ S ′ ∩Mω for all ρ ∈ K;
(E.6) (τω ⊗ id)(E) = (τω ⊗ id)(vEv∗) ∈ CK.
These conditions derive useful properties of E. (E.2) and (E.3) implies the
sliced element of E, (id⊗ϕρ)(E) = (id⊗ϕρ)(a∗vEv∗a) is a projection. If we
integrate a∗vE over K, we get
µE := (id⊗ϕ)(a∗vE),
which is a partial isometry satisfying µ∗EµE = (id⊗ϕ)(E) = µEµ∗E . By (E.2), we
have
(µE ⊗ 1)E = a∗vE. (6.3)
Indeed, we have
µEEσp,q =
∑
ρ∈K
∑
i∈Iρ
d(ρ)d(σ)−1(a∗vE)ρi,ifσp,q
=
∑
ρ∈K
∑
i,j∈Iρ
d(σ)−1(a∗v)ρi,jfρj,ifσp,q
=
∑
j∈Iσ
d(σ)−1(a∗v)σp,jfσj,q
= (a∗vE)σp,q .
The following equality follows from (E.6):
(τω ⊗ id)(E) = |K|−1ϕ |E|ψ⊗ϕK. (6.4)
For g ∈ G, we introduce the functions a, bg, cg on J as follows:
aE := |F |−1ϕ |γF (E)− (id⊗F∆K)(E)|ψ⊗ϕ⊗ϕ,
bgE := |E|g(ψ⊗ϕ)g∗ ,
cgE := (ψ ⊗ ϕ⊗ ϕ)(g∗12v12γ(v)(γF (E)− (id⊗F∆K)(E))(µ∗E ⊗ F ⊗K)g12).
In fact, bgE does not depend on g, that is, b
g
E = |E|ψ⊗ϕ =: bE . Indeed,
bgE = (ψ ⊗ ϕ)(g∗Eg) = (φ⊗ ϕ)((τω ⊗ id)(g∗Eg))
= (φ⊗ ϕ)(g∗(τω ⊗ id)(E)g)
= (φ⊗ ϕ)(g∗(1⊗K)g)|K|−1ϕ bE = bE by (6.4).
Our task is to prove the following lemma.
Lemma 6.9. Suppose that an element E ∈ J satisfies bE < 1 − δ1/4. Then
there exists E ′ ∈ J satisfying the following inequalities:
(1) aE′ − aE ≤ 3δ1/4(bE′ − bE);
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(2) 0 < (δ1/4/2)|E ′ − E|ψ⊗ϕ ≤ bE′ − bE;
(3) |cgE′| − |cgE| ≤ 3δ1/4|F |ϕ(bE′ − bE) for all g ∈ G.
To prove this result, we need the following lemma. We let L be the subset of
K such that π ∈ L if and only if π ≺ ρσ for some ρ ∈ F and σ /∈ K. We claim
that the size of L is small relative to K.
Lemma 6.10. The inequality |1L|ϕ < δ1/2|F |ϕ|K|ϕ holds.
Proof. Let us introduce the following set:
T := {π ∈ K | |(F ⊗ 1π)∆(K)− F ⊗ 1π|ϕ⊗ϕ < δ1/2|F |ϕ|1π|ϕ}.
Set K0 := 1T that is a central projection supported by K. Then
|1K\T|ϕ = |K −K0|ϕ =
∑
π∈K\T
|1π|ϕ
≤
∑
π∈K\T
δ−1/2|F |−1ϕ |(F ⊗ 1π)∆(K)− F ⊗ 1π|ϕ⊗ϕ
≤
∑
π∈K
δ−1/2|F |−1ϕ |(F ⊗ 1π)∆(K)− F ⊗ 1π|ϕ⊗ϕ
= δ−1/2|F |−1ϕ |(F ⊗K)∆(K)− F ⊗K|ϕ⊗ϕ
< δ1/2|K|ϕ.
We show L ⊂ K \ T. Now let π ∈ L. If π would be contained in T, then we see
that ∆(F )(1⊗ 1π) ≤ K ⊗ 1π by [58, Lemma 3.5]. We give a proof of this fact for
readers’ convenience. First, we prove
(ϕ⊗ ϕ)(∆(F )(K⊥ ⊗ 1π)) < δ1/2|F |ϕ|1π|ϕ. (6.5)
Indeed, by the Frobenius reciprocity, we have Nρσ,π = N
σ
ρ,π, and
(ϕ⊗ ϕ)(∆(F )(K⊥ ⊗ 1π)) =
∑
ρ∈F,σ/∈K
(ϕ⊗ ϕ)(∆(1ρ)(1σ ⊗ 1π))
=
∑
ρ∈F,σ/∈K
Nρσ,πd(σ)d(π)d(ρ)
=
∑
ρ∈F,σ/∈K
Nσρ,πd(σ)d(π)d(ρ) (6.6)
= (ϕ⊗ ϕ)(∆(K⊥)(F ⊗ 1π))
= |(F ⊗ 1π)− (F ⊗ 1π)∆(K)|ϕ⊗ϕ
< δ1/2|F |ϕ|1π|ϕ since π ∈ T.
Second, we show ∆(F )(K⊥ ⊗ 1π) = 0. By (6.5) and applying the inequality
d(ρ)d(σ) ≥ Nπσ,ρd(π) = Nρσ,πd(π) to (6.6), we obtain
δ1/2|F |ϕ|1π|ϕ > (ϕ⊗ ϕ)(∆(F )(K⊥ ⊗ 1π)) ≥
∑
ρ∈F,σ/∈K
(Nσρ,π)
2d(π)2.
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This yields
∑
ρ∈F,σ/∈K(N
σ
ρ,π)
2 < δ1/2|F |ϕ < 1, and Nσρ,π = 0 for all ρ ∈ F, σ /∈ K.
Thus ∆(F )(K⊥ ⊗ 1π) = 0. This implies that Fπ ⊂ K. However, since π ∈ L,
we see π ∈ Fσ for some σ /∈ K. Thus σ ∈ Fπ = Fπ, and this is a contradiction.
Hence π /∈ T and |1L|ϕ ≤ |1K\T|ϕ < δ1/2|K|ϕ. 
Proof of Lemma 6.9. By enlarging S if necessary, we may assume that the entries
of the matrix elements of E, v and u are all in S, and that S is αω-invariant. We
set the finite set S := F ·K. Thanks to [43, Lemma 5.3], we can take a non-zero
projection e from S ′ ∩Mω such that
(e⊗ 1ρ)γρ(e) = 0 for all ρ ∈ S · S \ {1}. (6.7)
Since e commutes with v, (e⊗ 1ρ)αωρ (e) = 0 also holds. By [43, Lemma 5.8], we
have the equality of projections,
(id⊗ϕ)(γρ(e)) = (id⊗ϕ)(a∗ραωρ (e)aρ) ∈ S ′ ∩Mω.
Let N be a von Neumann subalgebra in Mω that is generated by M and the
matrix entries of {αωρ (e)}ρ∈Irr(G). Applying the Fast Reindexation Trick ([43,
Lemma 3.10]) for N and S, we obtain a map Ψ ∈ Mor(N˜ ,Mω ⊗ L∞(Ĝ)) as in
[43, Lemma 3.10]. Set f := Ψ(e) and then f ∈ S ′ ∩Mω. Since (f ⊗ 1ρ)αωρ (f) =
(Ψ ⊗ id)((e ⊗ 1ρ)αωρ (e)) = 0 for ρ ∈ S · S \ {1}, the equality (f ⊗ 1ρ)γρ(f) = 0
holds. Then by [43, Lemma 5.8], we have
(id⊗ϕ)(γρ(f)) = (id⊗ϕ)(a∗ραωρ (f)aρ) = Ψ
(
(id⊗ϕ)(a∗ραωρ (e)aρ)
)
.
Set a projection f ′ := (id⊗ϕ)(γK(f)) that is contained in S ′ ∩Mω. Then f ′ has
the following τω-splitting property for x ∈ S ⊗ L∞(Ĝ):
(τω ⊗ id)(x(f ′ ⊗ 1))
=
∑
ρ∈K
(τω ⊗ id)(x(Ψ((id⊗ϕ)(a∗ραωρ (e)aρ))⊗ 1))
=
∑
ρ∈K
(τω ⊗ id)(x) · (τω ⊗ id)(Ψ((id⊗ϕ)(a∗ραωρ (e)aρ))⊗ 1)
= (τω ⊗ id)(x) · (τω(f ′)⊗ 1).
By Lemma 6.7, we have τω((id⊗ϕ)(γρ(f))) = τω(f)d(ρ)2 for ρ ∈ K. This implies
|f ′|ψ = |f ′|τω = τω(f)|K|ϕ. (6.8)
Now we set a projection E ′ ∈Mω ⊗ L∞(Ĝ) defined by
E ′ := E(f ′⊥ ⊗ 1) + γK(f).
Then all the conditions from (E.1) to (E.6) are checked as the proof of [43,
Lemma 5.11]. Thus J contains E ′. By the τω-splitting property, we obtain
b′E = bEψ(f
′⊥) + ψ(f ′). By our assumption of Lemma 6.9, we obtain
δ1/4|f ′|ψ < bE′ − bE . (6.9)
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Now we prove that E ′ satisfies the statements (1), (2) and (3) of this lemma.
The first two are nothing but [43, Lemma 5.11 (1),(2)]. Thus we will show the
remaining (3) as follows.
Recall the projections e, f and the condition (6.7). The support projection of
µγK(f) is nothing but f
′ = (id⊗ϕ)(γK(f)), which commutes with µE , and
µE′ = µEf
′⊥ + µγK(f).
Since E ′(f ′⊥ ⊗ 1) = E(f ′⊥ ⊗ 1) and f ′⊥µγK(f) = 0, we have
(γF (E
′)− (id⊗F∆K)(E ′))(µ∗E′ ⊗ F ⊗K)
= (γF (E
′)− (id⊗F∆K)(E ′))(µ∗E′f ′⊥ ⊗ F ⊗K)
+ (γF (E
′)− (id⊗F∆K)(E ′))(µγK(f) ⊗ F ⊗K)
= (γF (E
′)− (id⊗F∆K)(E))(µ∗E′f ′⊥ ⊗ F ⊗K)
+ (γF (E
′)− (id⊗F∆K)(γK(f)))(µ∗γK(f) ⊗ F ⊗K)
= γF (E)(γF (f
′⊥)⊗K − f ′⊥ ⊗ F ⊗K)(f ′⊥µ∗E ⊗ F ⊗K)
+ (γF (E)− (id⊗F∆K)(E))(f ′⊥µ∗E ⊗ F ⊗K)
+ γF (γK(f))(f
′⊥µ∗E ⊗ F ⊗K)
+ γF (E(f
′⊥ ⊗ 1))(µ∗γK(f) ⊗ F ⊗K)
+ (γF (γK(f))− (id⊗F∆K)(γK(f)))(µ∗γK(f) ⊗ F ⊗K). (6.10)
To express these terms in a more simple form, we need the following claim.
Claim 1. One has the following:
(1) γF (f
′)(f ′⊥ ⊗ F ) = (id⊗ id⊗ϕ)((id⊗F∆K)(γK⊥(f)));
(2) (γF (γK(f))− (id⊗F∆K)(γK(f)))(µ∗γK(f) ⊗ F ⊗K) = 0;
(3) (τω ⊗ id)(αωF (f ′)(f ′⊥ ⊗ F )) = τω(f) ⊗ (id⊗ϕ)(F∆K(K⊥)), which is con-
tained in C⊗ Z(L∞(Ĝ)).
Proof of Claim 1. (1). Since {γρ(f)}ρ∈S is a base of a Rohlin tower along with S,
and S contains F ·K, we have
(id⊗F∆K)(γ(f))(f ′⊥ ⊗ F ⊗K) = (id⊗F∆K)(γ(f)(f ′⊥ ⊗ 1))
= (id⊗F∆K)(γK⊥(f)).
(2). This is because f ′µγK(f) = µγK(f) and (id⊗F∆K)(γK⊥(f)(f ′ ⊗ 1)) = 0.
(3). By the proof of (1) and the equalities αω = Ad v ◦ γ and [v, f ′ ⊗ 1] = 0,
we have
(id⊗F∆K)(αω(f))(f ′⊥ ⊗ F ⊗K) = (id⊗F∆K)(αωK⊥(f)).
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This implies, with f ′ = (id⊗ϕ)(a∗αωK(f)a), the following:
αωF (f
′)(f ′⊥ ⊗ F )
= (id⊗ id⊗ϕ) (αF (a∗K)αωF (αωK(f))αF (aK)) (f ′⊥ ⊗ F )
= (id⊗ id⊗ϕ) (αF (a∗K)uF,K(id⊗F∆K)(αω(f))u∗F,KαF (aK)) (f ′⊥ ⊗ F )
= (id⊗ id⊗ϕ) (αF (a∗K)uF,K(id⊗F∆K)(αωK⊥(f))u∗F,KαF (aK)) .
Thus we obtain
(τω ⊗ id)(αωF (f ′)(f ′⊥ ⊗ F ))
= τω(f)(id⊗ id⊗ϕ)
(
αF (a
∗
K)uF,K(1⊗ F∆K(K⊥))u∗F,KαF (aK)
)
.
Using ϕ(·) = ∑ρ d(ρ)2ωρ(· ⊗ 1ρ) and (a ⊗ 1)Tρ,ρ = uTρ,ρ, where ωρ(x) :=
T ∗ρ,ρxTρ,ρ for x ∈ B(Hρ)⊗B(Hρ), we have
(τω ⊗ id)(αωF (f ′)(f ′⊥ ⊗ F ))
= τω(f)
∑
ρ∈K
d(ρ)2(id⊗ id⊗ωρ)
(
αF (a
∗
ρ)uF,ρ(1⊗ F∆ρ(K⊥))u∗F,ραF (aρ)
)
= τω(f)
∑
ρ∈K
d(ρ)2(id⊗ id⊗ωρ)
(
αF (u
∗
ρ,ρ)uF,ρ(1⊗ F∆ρ(K⊥))u∗F,ραF (uρ,ρ)
)
,
and from the equalities below
u(id⊗∆⊗ id)(u) = α(u)(id⊗ id⊗∆)(u),
(id⊗ idF ⊗ρ∆ρ)(u∗)(1⊗ F ⊗ Tρ,ρ) = (1⊗ F ⊗ Tρ,ρ),
[(id⊗F∆ρ ⊗ idρ)(u), 1⊗ F∆ρ(K⊥)⊗ 1ρ] = 0,
we get
(τω ⊗ id)(αωF (f ′)(f ′⊥ ⊗ F ))
= τω(f)
∑
ρ∈K
d(ρ)2(id⊗ id⊗ωρ)
(
1⊗ F∆ρ(K⊥)
)
= τω(f)⊗ (id⊗ϕ)(F∆K(K⊥)).

Hence (6.10) is simply rewritten as follows
(γF (E
′)− (id⊗F∆K)(E ′))(µ∗E′ ⊗ F ⊗K)
= γF (E)(γF (f
′⊥)− f ′⊥ ⊗ F ⊗K)(f⊥µ∗E ⊗ F ⊗K)
+ (γF (E)− (id⊗F∆K)(E))(f ′⊥µ∗E ⊗ F ⊗K)
+ γF (γK(f))(f
′⊥µ∗E ⊗ F ⊗K)
+ γF (E(f
′⊥ ⊗ 1))(µ∗γK(f) ⊗ F ⊗K).
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If we put
A := g∗F vFγF (vE)(γF (f
′⊥)⊗K − f ′⊥ ⊗ F ⊗K)(f ′⊥µ∗E ⊗ F ⊗K)gF ,
B := g∗F vFγF (v)(γF (E)− (id⊗F∆K)(E))(f ′⊥µ∗E ⊗ F ⊗K)gF ,
C := g∗F vFγF (v)γF (γK(f))(f
′⊥µ∗E ⊗ F ⊗K)gF ,
D := g∗F vFγF (vE(f
′⊥ ⊗ 1))(µ∗γK(f) ⊗ F ⊗K)gF ,
then
cgE′ = (ψ ⊗ ϕ⊗ ϕ)(A+B + C +D). (6.11)
Using [E, f ′ ⊗ 1] = 0 = [v, f ′ ⊗ 1], we have
A = g∗FvF (γF (f
′⊥)⊗K − f ′⊥ ⊗ F ⊗K)(f ′⊥ ⊗ F ⊗K)γF (vE)(µ∗E ⊗ F ⊗K)gF
= g∗F (α
ω
F (f
′⊥)⊗K − f ′⊥ ⊗ F ⊗K)(f ′⊥ ⊗ F ⊗K)vFγF (vE)(µ∗E ⊗ F ⊗K)gF
= g∗F (α
ω
F (f
′)⊗K − f ′ ⊗ F ⊗K)(f ′⊥ ⊗ F ⊗K)vFγF (vE)(µ∗E ⊗ F ⊗K)gF
= −g∗F (αωF (f ′)⊗K)(f ′⊥ ⊗ F ⊗K)vFγF (vE)(µ∗E ⊗ F ⊗K)gF .
Put hF := (id⊗ϕ)(F∆K(K⊥)) that is central in L∞(Ĝ). The τω-splitting prop-
erty of f and Claim 1 (3) yield the following:
− (τω ⊗ id⊗ id)(A)
= τω(f)g
∗
F (1⊗ hF ⊗K) · (τω ⊗ id⊗ id)(vFγF (vE)(µ∗E ⊗ F ⊗K))gF
= τω(f)(τ
ω ⊗ id⊗ id)
(
(1⊗ h1/2F ⊗K)g∗FvFγF (vE) · γF (E)(µ∗E ⊗ h1/2F ⊗K)gF
)
.
Then we can estimate the first term of (6.11) by using the Cauchy–Schwarz
inequality as follows:
|(ψ ⊗ ϕ⊗ ϕ)(A)|
≤ τω(f)(ψ ⊗ ϕ⊗ ϕ) ((1⊗ hF ⊗K)g∗F vFγF (vEv∗)v∗FgF )1/2
· (ψ ⊗ ϕ⊗ ϕ) (g∗F (µE ⊗ hF ⊗K)γF (E)(µ∗E ⊗ F ⊗K)gF )1/2
≤ τω(f)(ψ ⊗ ϕ⊗ ϕ) ((1⊗ hF ⊗K)g∗F vFγF (vEv∗)v∗FgF )1/2
· (ψ ⊗ ϕ) (g∗F (µE ⊗ hF )γF ((id⊗ϕ)(E))(µ∗E ⊗ F )gF )1/2
= τω(f)(ψ ⊗ ϕ⊗ ϕ) ((1⊗ hF ⊗K)g∗FαωF (vEv∗)gF )1/2
· (ψ ⊗ ϕ) (g∗F (µE ⊗ hF )γF ((id⊗ϕ)(E))(µ∗E ⊗ F )gF )1/2
Using (E.6) and (6.4), we have (τω ⊗ id)(αωF (vEv∗)) = |K|−1ϕ bE(F ⊗ K). Note
that (id⊗ϕ)(E) and µEµ∗E are projections. Then
|(ψ ⊗ ϕ⊗ ϕ)(A)|
≤ τω(f)‖K‖−1ϕ b1/2E (ψ ⊗ ϕ⊗ ϕ)(1⊗ hF ⊗K)1/2 · (ψ ⊗ ϕ) (g∗F (µEµ∗E ⊗ hF )gF )1/2
≤ τω(f)‖K‖−1ϕ b1/2E ϕ(hF )1/2‖K‖ϕ · ϕ(hF )1/2
= τω(f)b
1/2
E ϕ(hF ).
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Using (6.1) and (6.8), we have ϕ(hF ) < δ|F |ϕ|K|ϕ and
|(ψ ⊗ ϕ⊗ ϕ)(A)| ≤ τω(f)δ|F |ϕ|K|ϕ = δ|F |ϕτω(f ′). (6.12)
In the second term of (6.11), by the τω-splitting property of f ′⊥, we have
(ψ ⊗ ϕ⊗ ϕ)(B) = τω(f ′⊥)cgE. (6.13)
In the third term of (6.11), we have
(ψ ⊗ ϕ⊗ ϕ)(C)
= (ψ ⊗ ϕ⊗ ϕ)(g∗FvFγF (v)γF (γK(f))(µ∗Ef ′⊥ ⊗ F ⊗K)gF )
= (ψ ⊗ ϕ⊗ ϕ)(g∗FαωF (αωK(f))vFγF (v)(µ∗Ef ′⊥ ⊗ F ⊗K)gF )
= (ψ ⊗ ϕ⊗ ϕ)(g∗FαωF (αωK(f))(f ′⊥ ⊗ F ⊗K) · vFγF (v)(µ∗E ⊗ F ⊗K)gF ).
By the τω-splitting property of αωF (α
ω
K(f))(f
′⊥ ⊗ F ⊗K), we have
(ψ ⊗ ϕ⊗ ϕ)(C)
= (φ⊗ ϕ⊗ ϕ)(g∗F (τω ⊗ id⊗ id)(αωF (αωK(f))(f ′⊥ ⊗ F ⊗K))
· (τω ⊗ id⊗ id)(vFγF (v)(µ∗E ⊗ F ⊗K)gF )
)
. (6.14)
Since
(τω ⊗ id⊗ id)(αωF (αωK(f))(f ′⊥ ⊗ F ⊗K))
= (τω ⊗ id⊗ id)(uF,K(id⊗F∆K)(αω(f))u∗F,K(f ′⊥ ⊗ F ⊗K))
= (τω ⊗ id⊗ id)(uF,K(id⊗F∆K)(αωK⊥(f))u∗F,K)
= τω(f)uF,K(1⊗ F∆K(K⊥))u∗F,K,
we have
(6.14) = τω(f)(φ⊗ ϕ⊗ ϕ)
(
g∗FuF,K(1⊗ F∆K(K⊥))u∗F,K
· (τω ⊗ id⊗ id)(vFγF (v)(µ∗E ⊗ F ⊗K)gF )
)
= τω(f)(ψ ⊗ ϕ⊗ ϕ)
(
g∗FuF,K(1⊗ F∆K(K⊥))
· u∗F,KvFγF (v)(µ∗E ⊗ F ⊗K)gF
)
= τω(f)(ψ ⊗ ϕ⊗ ϕ)
(
g∗FuF,K(1⊗ F∆K(K⊥))
· (id⊗F∆K)(v)(µ∗E ⊗ F ⊗K)gF
)
= τω(f)(ψ ⊗ ϕ⊗ ϕ)
(
g∗FuF,K · (id⊗F∆K)(vK⊥)(µ∗E ⊗ F ⊗K)gF
)
.
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Thus
|(ψ ⊗ ϕ⊗ ϕ)(C)|
≤ τω(f)(ψ ⊗ ϕ⊗ ϕ)
(
g∗FuF,Ku
∗
F,KgF
)1/2
· (ψ ⊗ ϕ⊗ ϕ)(g∗F (µ∗E ⊗ F ⊗K)(id⊗F∆K)(v∗K⊥vK⊥)(µ∗E ⊗ F ⊗K)gF)1/2
= τω(f)(ψ ⊗ ϕ⊗ ϕ)(1⊗ F ⊗K)1/2 · (ψ ⊗ ϕ⊗ ϕ)(g∗F (µ∗EµE ⊗ F∆K(K⊥))gF )1/2
≤ τω(f)‖F‖ϕ‖K‖ϕ · (ψ ⊗ ϕ⊗ ϕ)(g∗F (1⊗ F∆K(K⊥))gF )1/2
= τω(f)‖F‖ϕ‖K‖ϕ(ψ ⊗ ϕ)(g∗F (1⊗ hF )gF )1/2
= τω(f)‖F‖ϕ‖K‖ϕϕ(hF )1/2
< τω(f)δ
1/2|F |ϕ|K|ϕ,
and
|(ψ ⊗ ϕ⊗ ϕ)(C)| ≤ δ1/2|F |ϕτω(f ′). (6.15)
Next we estimate the last term of (6.11). We set
D1 := γF (E(f
′⊥ ⊗ 1)v∗)(f ′ ⊗ F ⊗K)v∗FgF ,
D2 := γF (E(f
′⊥ ⊗ 1))(µ∗γK(f) ⊗ F ⊗K)gF .
By Claim 1 (1), we see that γF (f
′⊥) and f ′ ⊗ F are commuting. Hence we have
D = D∗1D2, and by applying the Cauchy–Schwarz inequality, we get
|(ψ ⊗ ϕ⊗ ϕ)(D)| ≤ (ψ ⊗ ϕ⊗ ϕ)(D∗1D1)1/2(ψ ⊗ ϕ⊗ ϕ)(D∗2D2)1/2. (6.16)
Then we have
(ψ ⊗ ϕ⊗ ϕ)(D∗1D1)
= (ψ ⊗ ϕ⊗ ϕ)(g∗FvFγF (vE(f ′⊥ ⊗ 1)v∗)(f ′ ⊗ F ⊗K)v∗FgF )
= (ψ ⊗ ϕ⊗ ϕ)(g∗FvFγF (vEv∗)v∗F (αωF (f ′⊥)(f ′ ⊗ F )⊗K)gF )
= (ψ ⊗ ϕ⊗ ϕ)(g∗FαωF (vEv∗)(αωF (f ′⊥)(f ′ ⊗ F )⊗K)gF )
= (φ⊗ ϕ⊗ ϕ)(g∗F (τω ⊗ id⊗ id)(αωF (vEv∗))
· (τω ⊗ id⊗ id)(αωF (f ′⊥)(f ′ ⊗ F ⊗K)gF )
)
by τω-splitting
= bE |K|−1ϕ (φ⊗ ϕ⊗ ϕ)
(
g∗F (τ
ω ⊗ id⊗ id)(αωF (f ′⊥)(f ′ ⊗ F ⊗K)gF )
)
= bE(φ⊗ ϕ)
(
g∗F (τ
ω ⊗ id)(αωF (f ′⊥)(f ′ ⊗ F ))gF
)
. (6.17)
To continue our estimate further, we need the following claim.
Claim 2. One has the following:
(τω ⊗ id)(αωF (f ′⊥)(f ′ ⊗ F )) = τω(f)⊗ hF .
Proof of Claim 2. Note that
αωF (f
′⊥)(f ′ ⊗ F ) = f ′ ⊗ F + αωF (f ′)(f ′⊥ ⊗ F )− αωF (f ′).
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By Claim 1 (3), we have
(τω ⊗ id)(αωF (f ′⊥)(f ′ ⊗ F ))
= τω(f
′)⊗ F + (τω ⊗ id)(αωF (f ′)(f ′⊥ ⊗ F ))− τω(f ′)⊗ F
= τω(f)⊗ (id⊗ϕ)(F∆K(K⊥)).

Then by (6.17) and the previous claim, the following holds:
(ψ ⊗ ϕ⊗ ϕ)(D∗1D1) = bEτω(f)(φ⊗ ϕ)(g∗F (1⊗ hF )gF )
= bEτω(f)(φ⊗ ϕ)(1⊗ hF ) by hF ∈ Z(L∞(Ĝ))
< bEτω(f)δ|F |ϕ|K|ϕ
≤ δ|F |ϕτω(f ′) by (6.8). (6.18)
Next we estimate (ψ ⊗ ϕ⊗ ϕ)(D∗2D2) as follows.
(ψ ⊗ ϕ⊗ ϕ)(D∗2D2)
= (ψ ⊗ ϕ⊗ ϕ)(g∗F (µγK(f) ⊗ F ⊗K)γF (E(f ′⊥ ⊗ 1))(µ∗γK(f) ⊗ F ⊗K)gF )
= (ψ ⊗ ϕ)(g∗F (µγK(f) ⊗ F )γF ((id⊗ϕ)(E)f ′⊥)(µ∗γK(f) ⊗ F )gF )
≤ (ψ ⊗ ϕ)(g∗F (µγK(f) ⊗ F )γF (f ′⊥)(µ∗γK(f) ⊗ F )gF )
= (ψ ⊗ ϕ)(µγK(f)µ∗γK(f) ⊗ F )− (ψ ⊗ ϕ)(g∗F (µγK(f) ⊗ F )γF (f ′)(µ∗γK(f) ⊗ F )gF ).
By µγK(f)µ
∗
γK(f)
= (id⊗ϕ)(γK(f)) = f ′, we have
(ψ ⊗ ϕ)(µγK(f)µ∗γK(f) ⊗ F ) = |F |ϕτω(f ′) = |F |ϕ|K|ϕτω(f).
We compute the last term as follows:
(µγK(f) ⊗ F )γF (f ′)(µ∗γK(f) ⊗ F )
= (id⊗ id⊗ϕ) ((id⊗F∆K)((µ∗γK(f) ⊗ 1)γ(f)(µ∗γK(f) ⊗ 1)))
= (id⊗ id⊗ϕ) ((id⊗F∆K)((µ∗γK(f) ⊗ 1)γK(f)(µ∗γK(f) ⊗ 1)))
= (id⊗ id⊗ϕ) ((id⊗F∆K)(a∗vγK(f)v∗a)) by (6.3)
= (id⊗ id⊗ϕ) ((id⊗F∆K)(a∗αωK(f)a)) ,
and the following holds:
(ψ ⊗ ϕ)(g∗F (µγK(f) ⊗ F )γF (f ′)(µ∗γK(f) ⊗ F )gF ) = τω(f)(ϕ⊗ ϕ)(F∆K(a∗aK)).
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Then we have
(ψ ⊗ ϕ⊗ ϕ)(D∗2D2) ≤ τω(f)|F |ϕ|K|ϕ − τω(f)(ϕ⊗ ϕ)(F∆K(a∗aK))
= τω(f)(ϕ⊗ ϕ)(F∆K⊥(a∗aK)) by (6.2)
= τω(f)(ϕ⊗ ϕ)(F∆K⊥(a∗a(1⊗ 1L)))
≤ τω(f)(ϕ⊗ ϕ)(F∆(a∗a(1 ⊗ 1L)))
= τω(f)ϕ(1L)|F |ϕ by (6.2)
< δ1/2|F |ϕτω(f ′) by Lemma 6.10. (6.19)
Hence by (6.16), (6.18) and (6.19), we have
|(ψ ⊗ ϕ⊗ ϕ)(D)| < δ3/4|F |ϕτω(f ′). (6.20)
Finally from (6.11), (6.12), (6.13), (6.15) and (6.20), we obtain
|cgE′| − |cgE| ≤ |(ψ ⊗ ϕ⊗ ϕ)(A)|+ |(ψ ⊗ ϕ⊗ ϕ)(B)|+ |(ψ ⊗ ϕ⊗ ϕ)(C)|
+ |(ψ ⊗ ϕ⊗ ϕ)(D)| − |cgE |
< δ|F |ϕτω(f ′)− τω(f ′)|cgE |+ δ1/2|F |ϕτω(f ′) + δ3/4|F |ϕτω(f ′)
< 3δ1/2|F |ϕτω(f ′)
< 3δ1/4|F |ϕ(bE′ − bE) by (6.9).

Theorem 6.11 (Rohlin type theorem). There exist a projection E ∈Mω⊗L∞(Ĝ)
with (E.1), (E.2), (E.3), (E.4), (E.5) and (E.6), and a projection p ∈ S ′ ∩Mω
such that the projection E := E + p⊗ e1 satisfies the following:
• aE ≤ 5δ1/4;
• bE = 1 and τω(p) < δ1/4;
• |cgE| ≤ 9δ1/8|F |ϕ for all g ∈ G.
Proof. We introduce the subset S in J which is the collection of E ∈ J with
aE ≤ 3δ1/4bE and maxg∈G |cgE| ≤ 3δ1/4|F |ϕbE . The order on S is given by E ≺ E ′
if and only if E = E ′ or all the inequalities of Lemma 6.9 hold. Then S is proved
to be inductive as [43, Theorem 5.9], and we can take a maximal element E in
the ordered set S . We set p := 1 − (id⊗ϕ)(E) and E = E + p ⊗ e1. Then it
is trivial that bE = 1. If τω(p) ≥ δ1/4, then we can take E ′ ∈ J as in Lemma
6.9. Then it is easy to see that E ′ is an element of S with E ≺ E ′, and this is
a contradiction. Thus τω(p) < δ
1/4. The inequality on aE is shown in the same
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way as [43, Theorem 5.9]. We will estimate cgE. Since µE = µE + p, we have
(γF (E)− (id⊗F∆K)(E))(µ∗E ⊗ F ⊗K)
= (γF (E)− (id⊗F∆K)(E))(µ∗E ⊗ F ⊗K)
+ (γF (E)− (id⊗F∆K)(E))(p⊗ F ⊗K)
+ (γF (p)⊗ e1 − p⊗ F∆K(e1))((µ∗E + p)⊗ F ⊗K)
= (γF (E)− (id⊗F∆K)(E))(µ∗E ⊗ F ⊗K)
+ γF (E)(p⊗ F ⊗K)
+ (γF (p)(µ
∗
E
⊗ 1))⊗ e1 + (γF (p)(p⊗ 1))⊗ e1 − p⊗ F∆K(e1).
Thus we have
cgE = c
g
E
+ (ψ ⊗ ϕ⊗ ϕ)(g∗FvFγF (vE)(p⊗ F ⊗K)gF )
+ (ψ ⊗ ϕ⊗ ϕ)(g∗FvFγF (v(p⊗ 1))(µ∗E ⊗ F ⊗ e1)gF )
+ (ψ ⊗ ϕ⊗ ϕ)(g∗FvFγF (v(p⊗ 1))(p⊗ F ⊗ e1)gF )
− (ψ ⊗ ϕ⊗ ϕ)(g∗FvFγF (v)(p⊗ F∆K(e1))gF ).
We estimate these five terms. Since E ∈ J , we have cg
E
≤ 3δ1/4|F |ϕbE . Next,
we have the following four estimates:
|(ψ ⊗ ϕ⊗ ϕ)(g∗FvFγF (vE)(p⊗ F ⊗K)gF )|
≤ |F |ϕ‖vFγF (v)‖|γF (vE)(p⊗ F ⊗K)|ψ⊗ϕ⊗ϕ by Lemma 6.8
= |F |ϕ|(γF (vE)− (id⊗F∆K)(E))(p⊗ F ⊗K)|ψ⊗ϕ⊗ϕ
≤ |F |ϕ|γF (vE)− (id⊗F∆K)(E)|ψ⊗ϕ⊗ϕ
< 3δ1/2|F |ϕbE ,
|(ψ ⊗ ϕ⊗ ϕ)(g∗FvFγF (v(p⊗ 1))(µ∗E ⊗ F ⊗ e1)gF )|
= |(ψ ⊗ ϕ⊗ ϕ)(g∗FvF (γF (p)⊗ e1)(µ∗E ⊗ F ⊗ e1)gF )|
= |(ψ ⊗ ϕ)(g∗FvFγF (p)(µ∗E ⊗ F )gF )|
≤ (ψ ⊗ ϕ)(g∗FvFγF (p)v∗FgF )1/2(ψ ⊗ ϕ)(g∗F (µEµ∗E ⊗ F )gF )1/2
= (ψ ⊗ ϕ)(g∗FαωF (p)gF )1/2(ψ ⊗ ϕ)(g∗F ((1− p)⊗ F )gF )1/2
= τω(p)
1/2|F |1/2ϕ · τω(1− p)1/2|F |1/2ϕ
≤ τω(p)1/2|F |ϕ,
|(ψ ⊗ ϕ⊗ ϕ)(g∗FvFγF (v(p⊗ 1))(p⊗ F ⊗ e1)gF )|
= |(ψ ⊗ ϕ)(g∗FvFγF (p)(p⊗ F )gF )|
≤ (ψ ⊗ ϕ)(g∗FvFγF (p)v∗FgF )1/2(ψ ⊗ ϕ)(g∗F (p⊗ F )gF )1/2
≤ (ψ ⊗ ϕ)(g∗FαωF (p)gF )1/2τω(p)1/2|F |1/2ϕ
= τω(p)|F |ϕ
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and
|(ψ ⊗ ϕ⊗ ϕ)(g∗FvFγF (v)(p⊗ F∆K(e1))gF )|
= τω(p)|(ψ ⊗ ϕ⊗ ϕ)(g∗FvFγF (v)(1⊗ F∆K(e1))gF )|
≤ τω(p)‖vFγF (v)‖|1⊗ F∆K(e1)|ψ⊗ϕ⊗ϕ
≤ τω(p)|F |2ϕ.
Since δ1/4|F |ϕ < 1, we obtain
|cgE| < |F |ϕ(3δ1/4bE + 3δ1/2bE + τω(p)1/2 + 2τω(p)|F |ϕ) < 9δ1/8|F |ϕ.

6.4. Almost vanishing theorem of approximate 1-cocycles. Recall that
we have treated a cocycle action (α, u) and an action γ = Ad v ◦ αω. Let us
introduce the following functions: for ρ ∈ Irr(G) and g ∈ G,
f1(α, u; ρ, g) := |K|ϕ|(φ⊗ ϕρ)(g∗(Φαθ−1ρ (aρ − 1)⊗ 1ρ)g)|,
f2(α, u; ρ, g) := |K|ϕ|(φ⊗ ϕ)(g∗F (Φαθ
−1
ρ (aρ − 1)⊗ F )gF )|
f3(α, u; ρ, g)
:= |K|ϕ
∑
S,T
|(ψ ⊗ ϕ⊗ ϕ)(g∗12(1⊗ S)Φαρ ((1⊗ S∗)|u− 1|2(1⊗ T ))(1⊗ T ∗)g12)|,
f4(α, u; g) := |K|ϕ‖(u− 1)(1⊗ (F ∨K)⊗K)‖2g(ψ⊗ϕ)g∗⊗ϕ,
f5(α, u; g) := |(ψ ⊗ ϕ⊗ ϕ)(g∗F (1− u(id⊗F∆K)(aK))gF )|2,
f6(α, u; g) := |(ψ ⊗ ϕ⊗ ϕ)(g∗F (aF − 1)(1⊗ F∆K(e1))gF )|2,
f7(α, u; g) := (φ⊗ ϕ⊗ ϕ)(g∗FαF (|aK − 1⊗K|2)gF ),
where S, T run through ONB(ρ, πσ) for π ∈ F, σ ∈ K. Now we denote by κ(α, u)
the maximum of those seven functions fk for π ∈ F∪K, ρ ∈ K∪K, g ∈ G. When
we want to specify F and K, we write κ(α, u;F,K,G) for κ(α, u).
We will prove some inequalities which will be used in the proof of almost
vanishing of the approximate 1-cocycle v.
Lemma 6.12. The following inequality holds:
|(ψ ⊗ ϕ)(g∗Ev∗(a− 1)vEg)| ≤ κ(α, u)|K|−1ϕ .
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Proof. The property (E.2) yields Eρℓ,mEρj,k = d(ρ)
−1δm,jEρℓ,k , and we have
(ψ ⊗ ϕ)(g∗Ev∗avEg) =
∑
ρ∈K
∑
i,j,k,ℓ,m
d(ρ)ψ((g∗)ρi,jEρj,k(v
∗av)ρk,ℓEρℓ,mgρm,i)
=
∑
ρ∈K
∑
i,j,k,ℓ,m
d(ρ)ψ((g∗)ρi,j (v
∗av)ρk,ℓEρℓ,mEρj,kgρm,i)
=
∑
ρ∈K
∑
i,j,k,ℓ,m
d(ρ)d(ρ)−1ψ((g∗)ρi,j (v
∗av)ρk,ℓEρℓ,kgρj,i)
=
∑
ρ∈K
∑
i,j,k,ℓ,m
ψ((g∗)ρi,j (id⊗Trρ)(v∗avE)gρj,i)
=
∑
ρ∈K
∑
i,j,k,ℓ,m
d(ρ)φ((g∗)ρi,j (τ
ω ⊗ trρ)(v∗avE)gρj,i).
By Theorem 6.5, we have
(τω ⊗ trρ)(v∗avE) = Φαθ−1ρ ((τω ⊗ id)(avEv∗)).
This implies the following:
(ψ ⊗ ϕ)(g∗Ev∗avEg) =
∑
ρ∈K
∑
i,j
d(ρ)φ((g∗)ρi,jΦ
αθ−1
ρ ((τ
ω ⊗ id)(avEv∗))gρj,i).
From the property (E.6) for E, we have
(ψ ⊗ ϕ)(g∗Ev∗avEg) =
∑
ρ∈K
∑
i,j
d(ρ)φ((g∗)ρi,jΦ
αθ−1
ρ (a(τ
ω ⊗ id)(vEv∗)))gρj,i)
+
∑
ρ∈K
∑
i,j
d(ρ)φ((g∗)ρi,jθρ(Φ
αθ−1
ρ (av(τω(p)⊗ e1)v∗))gρj,i)
=
∑
ρ∈K
(∑
i,j
d(ρ)bE |K|−1ϕ φ((g∗)ρi,jΦαθ
−1
ρ (a)gρj,i) + τω(p)δρ,1
)
=
∑
ρ∈K
bE |K|−1ϕ (φ⊗ ϕρ)(g∗(Φαθ
−1
ρ (a)⊗ 1ρ)g) + τω(p).
Since (ψ ⊗ ϕ)(g∗Eg) = bE + τω(p), we have
|(ψ ⊗ ϕ)(g∗Ev∗(a− 1)vEg)| ≤
∑
ρ∈K
|K|−1ϕ |(φ⊗ ϕρ)(g∗(Φαθ
−1
ρ (a− 1)⊗ 1ρ)g)|
≤
∑
ρ∈K
|K|−2ϕ f1(α, u; ρ, g) ≤ κ(α, u)|K|−1ϕ .

Lemma 6.13. One has the following inequality:
|(ψ ⊗ ϕF )(g∗((id⊗ϕ)(Ev∗(1− a)vE)⊗ F )g)| ≤ κ(α, u)|K|−1ϕ .
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Proof. Employing Theorem 6.5, we have
(ψ ⊗ ϕF )(g∗((id⊗ϕ)(Ev∗(1− a)vE)⊗ F )g)
= (ψ ⊗ ϕ⊗ ϕ)(g∗F (Ev∗(1− a)vE)13gF )
= (ψ ⊗ ϕ⊗ ϕ)(g∗F (v∗(1− a)vE)13gF )
=
∑
ρ∈K
(ψ ⊗ ϕF )(g∗(Φαθ−1ρ ((1− a)(τω ⊗ id)(vEv∗))⊗ F )g)
=
∑
ρ∈K
(ψ ⊗ ϕF )(g∗(Φαθ−1ρ ((1− a)(τω ⊗ id)(vEv∗))⊗ F )g)
+
∑
ρ∈K
(ψ ⊗ ϕF )(g∗(Φαθ−1ρ ((1− a)(τω ⊗ id)(v(p⊗ e1)v∗))⊗ F )g)
= bE |K|−1ϕ
∑
ρ∈K
(φ⊗ ϕF )(g∗(Φαθ−1ρ (1− aρ)⊗ F )g) by a1 = 1⊗ e1.
Thus
|(ψ ⊗ ϕF )(g∗((id⊗ϕ)(Ev∗(1− a)vE)⊗ F )g)|
≤ bE |K|−1ϕ
∑
ρ∈K
f2(α, u; ρ, g)|K|−1ϕ ≤ κ(α, u)|K|−1ϕ .
This implies the desired inequality. 
Lemma 6.14. The following inequalities hold:
(1) ‖(a∗ − 1⊗K)vE‖g(ψ⊗ϕ)g∗ ≤
√
2κ(α, u)1/2‖K‖−1/2ϕ .
(2) ‖γF ((a∗ − 1⊗K)vE)‖g(ψ⊗ϕ)g∗⊗ϕ ≤
√
2κ(α, u)1/2‖K‖−1/2ϕ .
Proof. (1). By (E.4) and Lemma 6.12, we have
‖(a∗ − 1⊗K)vE‖2g(ψ⊗ϕ)g∗
= ‖(a∗ − 1⊗K)vE‖2g(ψ⊗ϕ)g∗
= (ψ ⊗ ϕ)(g∗(Ev∗aa∗vE + E)g)− 2ℜ(ψ ⊗ ϕ)(g∗Ev∗avEg)
= 2(ψ ⊗ ϕ)(g∗Eg)− 2ℜ(ψ ⊗ ϕ)(g∗Ev∗avEg)
= 2ℜ(ψ ⊗ ϕ)(g∗Ev∗(1− a)vEg)
≤ 2κ(α, u)|K|−1ϕ .
(2). By (E.4) and Lemma 6.7, we have
‖γF ((a∗ − 1⊗K)vE)‖2g(ψ⊗ϕ)g∗⊗ϕ
= (ψ ⊗ ϕ⊗ ϕ)(g∗12γF (|(a∗ − 1⊗K)vE|2)g12)
= (φ⊗ ϕ⊗ ϕ)(g∗12(τω ⊗ id)(γF (|(a∗ − 1⊗K)vE|2))g12)
= (φ⊗ ϕF ⊗ ϕ)(g∗12(τω ⊗ id)(|(a∗ − 1⊗K)vE|2)13g12)
= (ψ ⊗ ϕF )
(
g((id⊗ϕ)(|(a∗ − 1⊗K)vE|2)⊗ F )g)
= 2ℜ(ψ ⊗ ϕF )(g((id⊗ϕ)(Ev∗(1− a)vE)⊗ F )g).
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Then by the previous lemma, we have the desired inequality. 
Lemma 6.15. One has
‖(u− 1⊗ 1⊗ 1)(id⊗∆)(vE)(1⊗ F ⊗K)‖g(ψ⊗ϕ)g∗⊗ϕ ≤
√
2κ(α, u)1/2‖K‖−1ϕ .
Proof. Set the element X := |u − 1 ⊗ 1 ⊗ 1|2(1 ⊗ F ⊗ K) that is contained in
M ⊗ L∞(Ĝ) ⊗ L∞(Ĝ). Using the equality E(Eρi,j ⊗ 1) = d(ρ)−1E(1 ⊗ eρj,i), we
have
‖(u− 1⊗ 1⊗ 1)(id⊗∆)(vE)(1⊗ F ⊗K)‖2g(ψ⊗ϕ)g∗⊗ϕ
= (ψ ⊗ ϕ⊗ ϕ) (g∗12(id⊗∆)(Ev∗)X(id⊗∆)(vE)g12)
=
∑
ρ∈K
∑
i,j
d(ρ)−1(ψ ⊗ ϕ⊗ ϕ) (g∗12(id⊗∆)(1 ⊗ eρi,jv∗)X(id⊗∆)(vE(Eρi,j ⊗ 1))g12)
=
∑
ρ∈K
∑
i,j
d(ρ)−1(ψ ⊗ ϕ⊗ ϕ) (g∗12(id⊗∆)(1 ⊗ eρi,jv∗)X(id⊗∆)(vE(1 ⊗ eρj,i))g12) .
Let us introduce the following:
Y :=
∑
i,j
(id⊗∆)(1 ⊗ eρi,jv∗)X(id⊗∆)(vE(1 ⊗ eρj,i)).
We decompose the coproducts in terms of intertwiners as follows:
Y =
∑
S,T
∑
i,j
(1⊗ S)(1⊗ eρi,j )v∗(1⊗ S∗)X(1⊗ T )vE(1⊗ eρj,i)(1⊗ T ∗)
=
∑
S,T
(1⊗ S) ((id⊗Trρ)(v∗ρ(1⊗ S∗)X(1⊗ T )vρEρ)⊗ 1ρ) (1⊗ T ∗).
By Theorem 6.5, we have
(τω ⊗ id⊗ id)(Y )
= d(ρ)
∑
S,T
(1⊗ S)τω ◦ Φαθ−1ρ ((1⊗ S∗)X(1⊗ T )(τω ⊗ id)(vEv∗)) (1⊗ T ∗)
= d(ρ)
∑
S,T
(1⊗ S)Φαθ−1ρ
(
(1⊗ S∗)X(1⊗ T )(τω ⊗ id)(vEv∗)) (1⊗ T ∗)
+ d(ρ)
∑
S,T
(1⊗ S)Φαθ−1ρ ((1⊗ S∗)X(1⊗ T )(τω ⊗ id)(p⊗ e1)) (1⊗ T ∗)
= d(ρ)bE |K|−1ϕ
∑
S,T
(1⊗ S)Φαθ−1ρ ((1⊗ S∗)X(1⊗ T )) (1⊗ T ∗) + δρ,1τω(p)X.
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Thus we have
‖(uF,K − 1⊗ F ⊗K)(id⊗∆)(vE)‖2g(ψ⊗ϕ)g∗⊗ϕ
=
∑
ρ∈K
|(φ⊗ ϕF ⊗ ϕ)(g∗F (τω ⊗ id⊗ id)(Y )gF )|
≤
∑
ρ∈K
(
d(ρ)|K|−2ϕ f3(α, u; ρ, g)d(ρ)−1
)
+ τω(p)|(φ⊗ ϕF ⊗ ϕ)(g∗FXgF )|d(ρ)−1
≤ κ(α, u)|K|−1ϕ + τω(p)f4(α, u; g)|K|−1ϕ
≤ 2κ(α, u)|K|−1ϕ .

Recall the Shapiro unitary µ := (id⊗ϕ)(a∗vE).
Theorem 6.16. Let E be a projection as in Theorem 6.11. Then the unitary v
is close to the γ-coboundary (µ⊗ 1)γ(µ∗) in the following sense:
‖vFγF (µ)− µ⊗ F‖♯g(ψ⊗ϕ)g∗ < (5δ1/16 + 3κ(α, u)1/4)‖F‖ϕ for all g ∈ G. (6.21)
Proof. The statement follows from the two claims below. However, Claim 2 is
not used in this paper, and readers can skip it.
Claim 1.
‖vFγF (µ)− µ⊗ F‖2g(ψ⊗ϕ)g∗ < (14δ1/4 + 9κ(α, u)1/2)‖F‖ϕ for all g ∈ G.
Proof. We set A, B, C and D defined by
A := (id⊗ id⊗ϕ)((id⊗F∆)((a∗ − 1⊗K)vE))
B := (id⊗ id⊗ϕ)((id⊗F∆K⊥)(vE))
C := (id⊗ id⊗ϕ)((id⊗F∆K)(vE)− vFγF (vE))
D := −(id⊗ id⊗ϕ)(vFγF ((a∗ − 1⊗K)vE)).
Then we have
µ⊗ F − vFγF (µ) = A+B + C +D.
Thus we obtain
‖vFγF (µ)− µ⊗ F‖2g(ψ⊗ϕ)g∗
= 2|F |ϕ − 2ℜ(ψ ⊗ ϕ)(g∗(µ∗ ⊗ F )vFγF (µ)g)
= 2ℜ(ψ ⊗ ϕ)(g∗(µ∗ ⊗ F )(µ⊗ F − vFγF (µ))g)
= 2ℜ(ψ ⊗ ϕ)(g∗(µ∗ ⊗ F )Ag) + 2ℜ(ψ ⊗ ϕ)(g∗(µ∗ ⊗ F )Bg)
+ 2ℜ(ψ ⊗ ϕ)(g∗(µ∗ ⊗ F )Cg) + 2ℜ(ψ ⊗ ϕ)(g∗(µ∗ ⊗ F )Dg). (6.22)
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We will estimate these four terms. Since E centralizes ψ ⊗ ϕ, the first term is
estimated as follows:
|(ψ ⊗ ϕ)(g∗(µ∗ ⊗ F )Ag)|
= |(ψ ⊗ ϕ) (g∗(µ∗ ⊗ F ) · ((id⊗ϕ)((a∗ − 1⊗K)vE)⊗ F )g) |
= |(ψ ⊗ ϕ⊗ ϕ) (g∗F (µ∗ ⊗ F ⊗K)(a∗ − 1⊗K)vE)13gF ) |
= |(ψ ⊗ ϕ⊗ ϕ) (g∗FE13(µ∗ ⊗ F ⊗K)(a∗ − 1⊗K)vE)13gF ) |
≤ ‖(µ⊗ F ⊗K)E13‖g(ψ⊗ϕ)g∗⊗ϕ‖(a∗ − 1⊗K)vE‖g(ψ⊗ϕ)g∗⊗ϕ
≤
√
2κ(α, u)1/2‖F‖ϕ‖K‖−1ϕ by Lemma 6.14 (1). (6.23)
On the second, by (τω ⊗ id)(E) = bE |K|−1ϕ K + τω(p)e1, we have
|(ψ ⊗ ϕ)(g∗(µ∗ ⊗ F )Bg)|
= |(ψ ⊗ ϕ⊗ ϕ)(g∗F (µ∗ ⊗ F ⊗K⊥)(id⊗F∆K⊥)(vE)gF )|
≤ ‖(µ∗ ⊗ F ⊗K⊥)(id⊗F∆K⊥)(v)‖ · |F |ϕ|(id⊗F∆K⊥)(E)|ψ⊗ϕ⊗ϕ by Lemma 6.8
≤ bE |K|−1ϕ |F |ϕ(ψ ⊗ ϕ)(g∗F (1⊗ (id⊗ϕ)(F∆K⊥(K)))gF )
+ τω(p)|F |ϕ(ψ ⊗ ϕ)(g∗F (1⊗ (id⊗ϕ)(F∆K⊥(e1)))gF )
< bE |K|−1ϕ · δ|F |2ϕ|K|ϕ + τω(p)|F |2ϕ
< 2δ1/2|F |2ϕ. (6.24)
The third term is estimated as follows:
|(ψ ⊗ ϕ)(g∗(µ∗ ⊗ F )Cg)|
= |(ψ ⊗ ϕ⊗ ϕ) (g∗F (µ∗ ⊗ F ⊗ 1)((id⊗F∆K)(vE)− vFγF (vE))gF ) |
≤ |(ψ ⊗ ϕ⊗ ϕ)(g∗F (µ∗ ⊗ F ⊗K)(1− u)(id⊗F∆K)(vE)gF )|
+ |(ψ ⊗ ϕ⊗ ϕ) (g∗F (µ∗ ⊗ F ⊗K)u(id⊗F∆K)(v) · ((id⊗F∆K)(E)− γF (E))gF ) |
≤ ‖µ⊗ F ⊗K‖g(ψ⊗ϕ)g∗⊗ϕ · ‖(u− 1⊗ F ⊗K)(id⊗F∆K)(vE)‖g(ψ⊗ϕ)g∗⊗ϕ
+ ‖(µ∗ ⊗ F ⊗ 1)u(id⊗F∆)(v)‖ (6.25)
· |F |ϕ|(id⊗F∆)(E)− γF (E)|ψ⊗ϕ⊗ϕ by Lemma 6.8
≤
√
2κ(α, u)1/2‖F‖ϕ + 5δ1/2|F |2ϕ by Theorem 6.11, Lemma 6.15. (6.26)
On the last term, we have
|(ψ ⊗ ϕ)(g∗F (µ∗ ⊗ F )DgF )|
= |(ψ ⊗ ϕ⊗ ϕ)(g∗F (µ∗ ⊗ F ⊗K)vFγF ((a∗ − 1⊗K)vE)gF )|
≤ ‖v∗F (µ⊗ F ⊗K)‖g(ψ⊗ϕ)g∗⊗ϕ · ‖γF ((a∗ − 1⊗K)vE)‖g(ψ⊗ϕ)g∗⊗ϕ
<
√
2κ(α, u)1/2‖F‖ϕ. by Lemma 6.14 (2) (6.27)
Thus by (6.22), (6.23), (6.24), (6.26) and (6.27), we obtain
‖vFγF (µ)− µ⊗ F‖2g(ψ⊗ϕ)g∗⊗ϕ < 2(
√
2(1 + 2‖F‖ϕ)κ(α, u)1/2 + 7δ1/2|F |2ϕ)
< (9κ(α, u)1/2 + 14δ1/4)|F |ϕ.
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Next we show the following:
Claim 2.
‖(vFγF (µ))∗ − µ∗ ⊗ F‖2g(ψ⊗ϕ)g∗ < (20δ1/8 + 6κ(α, u)1/2)‖F‖ϕ for all g ∈ G.
Proof. By simple computation, we have
‖(vFγF (µ))∗ − µ∗ ⊗ F‖2g(ψ⊗ϕ)g∗
= 2|F |ϕ − 2ℜ(ψ ⊗ ϕ)(g∗FvFγF (µ)(µ∗ ⊗ F )gF )
= 2|F |ϕ − 2ℜ(ψ ⊗ ϕ⊗ ϕ)(g∗FvFγF (a∗)γF (vE)(µ∗ ⊗ F ⊗K)gF )
= 2|F |ϕ − 2ℜ(ψ ⊗ ϕ⊗ ϕ)(g∗FvFγF (a∗ − 1)γF (vE)(µ∗ ⊗ F ⊗K)gF )
− 2ℜ(ψ ⊗ ϕ⊗ ϕ)(g∗FvFγF (vE)(µ∗ ⊗ F ⊗K)gF )
= 2|F |ϕ − 2ℜ(ψ ⊗ ϕ⊗ ϕ)(g∗FvFγF (a∗ − 1)γF (vE)(µ∗ ⊗ F ⊗K)gF )
− 2ℜcgE − 2ℜ(ψ ⊗ ϕ⊗ ϕ)(g∗FvFγF (v)(id⊗F∆K)(E)(µ∗ ⊗ F ⊗K)gF )
= 2|F |ϕ − 2ℜ(ψ ⊗ ϕ⊗ ϕ)(g∗FvFγF (a∗ − 1)γF (vE)(µ∗ ⊗ F ⊗K)gF )
− 2ℜcgE − 2ℜ(ψ ⊗ ϕ⊗ ϕ)(g∗Fu(id⊗F∆K)(vEv∗a)gF ) by (6.3).
Since
|F |ϕ − (ψ ⊗ ϕ⊗ ϕ)(g∗Fu(id⊗F∆K)(vEv∗a)gF )
= bE |K|−1ϕ (ψ ⊗ ϕ⊗ ϕ)(g∗F (1⊗ F ⊗K − u(id⊗F∆K)(aK))gF )
+ (ψ ⊗ ϕ⊗ ϕ)(g∗Fu(p⊗ F∆K(e1))gF )
= bE |K|−1ϕ (ψ ⊗ ϕ⊗ ϕ)(g∗F (1⊗ F ⊗K − u(id⊗F∆K)(aK))gF )
+ τω(p)(ψ ⊗ ϕ⊗ ϕ)(g∗FaF (1⊗ F∆K(e1))gF ),
we have
‖(vFγF (µ))∗ − µ∗ ⊗ F‖2g(ψ⊗ϕ)g∗
≤ 2bE |K|−1ϕ |(ψ ⊗ ϕ⊗ ϕ)(g∗F (1− u(id⊗F∆K)(aK))gF )|
+ 2τω(p)|(ψ ⊗ ϕ⊗ ϕ)(g∗FaF (1⊗ F∆K(e1))gF )|
+ 2|(ψ ⊗ ϕ⊗ ϕ)(g∗FvFγF (a∗ − 1)γF (vE)(µ∗ ⊗ F ⊗K)gF )|
+ 2|cgE|
≤ 2bE |K|−1ϕ f5(α, u)1/2
+ 2δ1/2|(ψ ⊗ ϕ⊗ ϕ)(g∗FaF (1⊗ F∆K(e1))gF )|
+ 2|(ψ ⊗ ϕ⊗ ϕ)(g∗FvFγF (a∗ − 1)γF (vE)(µ∗ ⊗ F ⊗K)gF )|
+ 18δ1/8|F |ϕ
≤ 2bE |K|−1ϕ κ(α, u)1/2 + 18δ1/8
+ 2δ1/2|(ψ ⊗ ϕ⊗ ϕ)(g∗F (1⊗ F∆K(e1))gF )|
+ 2δ1/2|(ψ ⊗ ϕ⊗ ϕ)(g∗F (aF − 1)(1⊗ F∆K(e1))gF )|
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+ 2|(ψ ⊗ ϕ⊗ ϕ)(g∗FvFγF (a∗ − 1)γF (vE)(µ∗ ⊗ F ⊗K)gF )|
≤ 2|K|−1ϕ κ(α, u)1/2 + 18δ1/8|F |ϕ + 2δ1/2|F |ϕ + 2δ1/2f6(α, u)1/2
+ 2|(ψ ⊗ ϕ⊗ ϕ)(g∗FvFγF (a∗ − 1)γF (vE)(µ∗ ⊗ F ⊗K)gF )|.
Hence we have to prove the last term is small. Indeed, this is verified as
|(ψ ⊗ ϕ⊗ ϕ)(g∗F vFγF (a∗K − 1⊗K)γF (vE)(µ∗ ⊗ F ⊗K)gF )|
≤ (ψ ⊗ ϕ⊗ ϕ)(g∗FvFγF (|aK − 1⊗K|2)v∗F gF )1/2
· (ψ ⊗ ϕ⊗ ϕ)(g∗F (µ∗ ⊗ F ⊗K)γF (E)(µ∗ ⊗ F ⊗K)gF )1/2
= (ψ ⊗ ϕ⊗ ϕ)(g∗FαF (|aK − 1⊗K|2)gF )1/2
· (ψ ⊗ ϕ)(g∗F (µ∗ ⊗ F )γF ((id⊗ϕ)(E))(µ∗ ⊗ F )gF )1/2
< f7(α, u; g)
1/2|F |1/2ϕ .
Therefore we have
‖(vFγF (µ))∗ − µ∗ ⊗ F‖2g(ψ⊗ϕ)g∗
< 2|K|−1ϕ κ(α, u)1/2 + 18δ1/8 + 2δ1/2|F |ϕ + 2δ1/2κ(α, u)1/2 + 2κ(α, u)1/2|F |1/2ϕ
= (20δ1/4 + 6κ(α, u)1/2)|F |ϕ.
Thus we have proved Claim 2. 
By Claim 1 and 2, we obtain (6.21). 
Let (αν , uν) be the perturbation of (α, u) by (vν)∗, where (vν)ν is a representing
unitary sequence of v, that is,
αν = Ad(vν)∗ ◦ α, uν = (vν)∗12α((vν)∗)u(id⊗∆)(vν).
Then uν and the diagonal aνπ converges to 1 as ν → ω in the strong* topology.
Lemma 6.17. For a fixed F,K,G, one has κ(αν , uν ;F,K,G)→ 0 as ν → ω.
Proof. It is easy to see that the values of the functions f1, f5, f6 and f7 converge
to 0 as ν → ω. Note that Φανρ = Φαρ ◦ Ad vν . Since uν − 1 → 0 as ν → ω, so
does vν(1 ⊗ S∗)(uν − 1)(1 ⊗ T )(vν)∗ by definition of Mω. Hence f2 converges
to 0. Likewise, we can show the remaining f3 and f4 are also converging to 0.
Therefore, we have κ(αν , uν)→ 0 as ν → ω. 
6.5. 2-cohomology vanishing. We prove the 2-cohomology vanishing theorem.
Let Fn, Kn be given as [43, p. 537] but with (5δ
1/16
n + 3δ
1/4
n+1)‖Fn‖ϕ < δn−1/2.
Theorem 6.18. Let (α, u) be a centrally free cocycle action of Ĝ on a McDuff
factor M such that Assumption 6.3 is fulfilled. Then the 2-cocycle u is a cobound-
ary. Moreover, assume that κ(α, u;Fn+1, Kn+1,G) < δn+1 for some n ≥ 2. Then
there exists a unitary w ∈M ⊗ L∞(Ĝ) such that
(1) (w ⊗ 1)α(w)u(id⊗∆)(w∗) = 1,
(2) ‖wFn − 1⊗ Fn‖g(φ⊗ϕ)g∗ < δn−2 for all g ∈ G.
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Proof. We show it is possible to construct a family of finite subsets Gm ⊂ M ⊗
L∞(Ĝ), cocycle actions {(αm, um)}m≥n and unitaries {wm}m≥n such that
(1,m) Gm = {1} ∪
⋃
g∈G
{wm−1wm−2 · · ·w1g} ∪ G;
(2,m) κ(αm, um;Fm, Km,Gm) < δm+1;
(3,m) ‖wmFm − 1⊗ Fm‖♯g(φ⊗ϕ)g∗ < δm−1 for g ∈ Gm;
(4,m) αm+1 := Adwm ◦ αm, um+1 = (wm ⊗ 1)αm(wm)um(id⊗∆)(wm∗).
We suppose that the construction of (αm, um) and wm−1 has been done. Take
vm ∈ Mω ⊗ L∞(Ĝ) associated with (αm, um) as before. Then by Theorem 6.16
for (αm, um), we obtain a unitary µm ∈Mω with
‖γmFm(µ∗m)(vmFm)∗−µ∗m⊗Fm‖g(ψ⊗ϕ)g∗ < (5δ1/16m +3κ(αm, um;Fm, Km,Gm)1/4)‖Fm‖ϕ
for all g ∈ Gm, where γm = Ad(vm)∗◦(αm)ω. We set w˜ := (µm⊗1)(vm)∗(αν)ω(µ∗m),
and then we have
‖w˜Fm − 1⊗ Fm‖g(ψ⊗ϕ)g∗ = ‖(µm ⊗ 1)γFm(µ∗m)(vmFm)∗ − 1⊗ Fm‖g(ψ⊗ϕ)g∗
< δm−1,
and
1 = w˜12(α
m)ω(w˜)um(id⊗∆)(w˜∗).
Then in a representing unitary sequence of w˜, we can find wm with the desired
properties employing Lemma 6.17, and the induction is done.
We let wm := wmwm−1 · · ·wn. Then it is trivial that (αm, um) is the pertur-
bation of (α, u) by wm. Furthermore, {wm}m≥n is a strong*-Cauchy sequence
and converges to the limit w, which is a solution of w12α(w)u(id⊗∆)(w∗) = 1.
Indeed, if we take m0 ∈ N with m0 ≥ n and π ∈ Fm0 for fixed π ∈ Irr(G), then
for m ≥ m0 and g ∈ G,
‖wm+1Fm0 − w
m
Fm0
‖g(ψ⊗ϕπ)g∗ = ‖wm+1Fm0 − 1⊗ Fm0‖wmπ g(ψ⊗ϕπ)(wmπ g)∗
< δm,
and
‖(wm+1Fm0 )
∗ − (wmFm0 )
∗‖g(ψ⊗ϕπ)g∗ = ‖(wm+1Fm0 )
∗ − 1⊗ Fm0‖g(ψ⊗ϕπ)g∗ < δm.
Hence ‖wm+1Fm0 − w
m
Fm0
‖♯g(ψ⊗ϕ)g∗ < δm, and {wm+1π } is a Cauchy sequence for each
π ∈ Irr(G). Moreover we have
‖wmFn − 1⊗ Fn‖♯g(ψ⊗ϕ)g∗ < ‖wmFn − wm−1Fn ‖♯g(ψ⊗ϕ)g∗ + ‖wm−1Fn − wm−2Fn ‖♯g(ψ⊗ϕ)g∗
+ · · ·+ ‖wn+1Fn − wnFn‖♯g(ψ⊗ϕ)g∗ + ‖wnFn − 1⊗ Fn‖♯g(ψ⊗ϕ)g∗
< δm−1 + δm−2 + · · ·+ δn−1
< δn−1(1 + 1/2 + · · · ) = 2δn−1 < δn−2.

Lemma 6.19. Let (α, u) be a centrally free cocycle action of Ĝ on an injective
factor M . Then the following statements hold:
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(1) (α, u) has the Connes–Takesaki module;
(2) (α, u) satisfies Assumption 6.3.
Proof. (1). Thanks to [45, Theorem A.6 (2)], απ is non-modular for all π 6= 1,
that is, the canonical extension α˜ on M˜ is a free action. Thus α˜ preserves the
center Z(M˜) by [43, Lemma 2.9].
(2). Recall a homomorphic section s : Autθ(Z(M˜)) → Aut(M) for the
Connes–Takesaki module map stated in Example 6.2. Then the composed map
θπ := s(mod(απ)) gives mod(απθ
−1
π ) = id. Thus, from [45, Theorem A.6 (1),
Proposition A.10], it turns out that απθ
−1
π is approximately inner. 
Corollary 6.20. Let (α, u) be a centrally free cocycle action of Ĝ on an injective
factor M . Then the 2-cocycle u is a coboundary. Moreover, assume for a fixed
n ≥ 2, the inequality κ(α, u;Fn+1, Kn+1,G) < δn+1 holds. Then there exists a
unitary w ∈M ⊗ L∞(Ĝ) such that
(1) (w ⊗ 1)α(w)u(id⊗∆)(w∗) = 1,
(2) ‖wFn − 1⊗ Fn‖♯g(φ⊗ϕ)g∗ < δn−2 for all g ∈ G.
6.6. Intertwining cocycles. Next we study an intertwining cocycle. Let
(α, u) be a cocycle action of Ĝ on M . For π ∈ Irr(G), we define the map
απ ∈ B(M∗, (M ⊗B(Hπ))∗) by απ(χ) = χ ◦Φαπ . Then a perturbed cocycle action
(αv, u′) by v yields αvπ(χ) = vπ · απ(χ) · v∗π.
Lemma 6.21. Let M be a von Neumann algebra such that Mω is of type II1.
Let α, β be actions of Ĝ on M . Suppose that there exists a homomorphism
θ : Irr(G) → Aut(M) such that απθ−1π and βπθ−1π are approximately inner for
each π ∈ Irr(G). Then there exists an αω-cocycle W ∈ Mω ⊗ L∞(Ĝ) whose
unitary representing sequence (W ν)ν satisfies the following norm convergence:
lim
ν→ω
AdW ν(απ(χ)) = βπ(χ) for all χ ∈M∗, π ∈ Irr(G).
In particular, we have β = AdW ◦ α on M .
Proof. Thanks to Theorem 6.5, we can take an αω-cocycle U∗ ∈ Mω ⊗ L∞(Ĝ)
such that U∗απ(x)U = θπ(x) ⊗ 1 for x ∈ M . Take a unitary V ∈ Mω ⊗ L∞(Ĝ)
such that AdV νπ converges to βπθ
−1
π for π ∈ Irr(G). Then the map Mω ∋ x 7→
θπ(V
∗
π )θπ(x)θπ(Vπ) is a cocycle action of Ĝ
opp on Mω. By the 2-cohomology
vanishing [43, Lemma 4.3], we may and do assume that θπ(V
∗
π ) is θπ-cocycle, and
Vπ is a θ-cocycle.
Let N be a von Neumann algebra generated by M and the matrix elements
of V . Take a slow indexation map Ψ: N → Mω associated with the semiliftable
action AdU∗ ◦ αω which converges to θ on M in the pointwise strong* topology,
and set W := (Ψ ⊗ id)(V )U∗. We check that Φαπ ◦ (AdW ν)∗ converges to Φβπ
for each π ∈ Irr(G) as ν → ω in the point-wise norm topology of B(M∗, (M ⊗
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B(Hπ))∗). Let χ ∈M∗. Then we have
χ ◦ Φαπ ◦ (AdW ν)∗ = χ ◦ Φαπ ◦ AdUν(V k(ν))∗
∼ (χθ−1π ⊗ trπ) ◦ Ad(V k(ν))∗,
where k(ν) is the number defined in [50, p. 36]. It is easy to see that if ν → ω,
then k(ν) → ∞. Therefore, the final term above converges to χ ◦ Φβπ. Also we
can verify the cocycle identity,
Wπα
ω
π (Wρ) = (Ψ⊗ id)(Vπ)U∗παωπ((Ψ⊗ id)(Vρ))Uπ · U∗παωπ(U∗ρ )
= (Ψ⊗ id)(Vπ)(Ψ⊗ id)((θπ ⊗ id)(Vρ))(id⊗π∆ρ)(U∗)
= (Ψ⊗ id)((id⊗π∆ρ)(V ))(id⊗π∆ρ)(U∗)
= (id⊗π∆ρ)(W ).

Corollary 6.22. Let M be a McDuff factor. Let α, β be centrally free actions of
Ĝ on M . Suppose that there exists a homomorphism θ : Irr(G) → Aut(M) such
that the maps απ ◦ θ−1π and βπ ◦ θ−1π are approximately inner for all π ∈ Irr(G).
Then for any ε > 0, finite sets F ⊂ Irr(G) and Ψ ⊂M∗, there exists an α-cocycle
v such that
‖βπ(χ)− Ad vπ(απ(χ))‖ < ε for all π ∈ F, χ ∈ Ψ.
Proof. By the previous lemma, we obtain an αω-cocycle W whose unitary rep-
resenting sequence W ν satisfies lim
ν→ω
W ναπ(χ)(W
ν)∗ = βπ(χ) for all π ∈ F and
χ ∈ Ψ. The cocycle identity W implies uν := W να(W ν)(id⊗∆)((W ν)∗) con-
verges to 1 in the strong* topology as ν → ω. Applying Theorem 6.18 to the co-
cycle action (AdW ν ◦α, uν), we have a unitary sequence vν such that vˆν := vνW ν
is an α-cocycle and vν converges to 1 in the strong* topology as ν → ω. Then
the required inequality holds if we set v := vˆν to an enough large ν. 
Recall the state ωρ : B(Hρ)⊗B(Hρ)→ C that is defined by ωρ(x) = T ∗ρ,ρxTρ,ρ.
Lemma 6.23. Let ρ ∈ Irr(G). For Xρ ∈M ⊗B(Hρ) and Yρ ∈M ⊗B(Hρ), one
has the following equality:
(id⊗ωρ)(αρ(Xρ)Yρ) = (Φαρ ⊗ ϕρ)(Xρ(1⊗ ρ∆ρ(e1))αρ(Yρ)).
Proof. Indeed, by definition of Φαρ , we have
(Φαρ ⊗ idρ)(Xρ(1⊗∆(e1))αρ(Yρ))
= (1⊗ T ∗ρ,ρ ⊗ 1ρ)(αρ(Xρ)⊗ 1ρ)(1⊗ 1ρ ⊗ ρ∆ρ(e1))(1⊗ Tρ,ρ ⊗ 1ρ)Yρ
= d(ρ)−1(1⊗ T ∗ρ,ρ ⊗ 1ρ)(αρ(Xρ)⊗ 1ρ)(1⊗ 1ρ ⊗ Tρ,ρ)Yρ,
94
and
(Φαρ ⊗ ϕρ)(Xρ(1⊗ ρ∆ρ(e1))αρ(Yρ))
= d(ρ)2(1⊗ T ∗ρ,ρ)(Φαρ ⊗ idρ)(Xρ(1⊗∆(e1))αρ(Yρ))(1⊗ Tρ,ρ)
= (1⊗ T ∗ρ,ρ)αρ(Xρ)Yρ(1⊗ Tρ,ρ)
= (id⊗ωρ)(αρ(Xρ)Yρ).

We take an αω-cocycle v∗ such that γ := Ad v∗ ◦ α gives an action on Mω
preserving Mω as before. Let us introduce the set J that is a collection of a
projection E ∈Mω ⊗ L∞(Ĝ) such that
(E.1) E = E(1⊗K);
(E.2) v∗Ev ∈Mω ⊗ L∞(Ĝ);
(E.3) In the decomposition of
E =
∑
ρ∈K
d(ρ)−1fαρi,j ⊗ eρi,j ,
the family {fαρi,j}i,j∈Iρ is a system of matrix units and they are orthogonal
with respect to ρ ∈ K;
(E.4) In the decomposition of
vEv∗ =
∑
ρ∈K
d(ρ)−1fβρi,j ⊗ eρi,j ,
the family {fβρi,j}i,j∈Iρ is a system of matrix units and they are orthogonal
with respect to ρ ∈ K;
(E.5) (id⊗ϕρ)(E) = (id⊗ϕρ)(vEv∗);
(E.6) (τω ⊗ id)(E) ∈ CK;
(E.7) Let ιρ : M ⊗B(Hρ)→M ⊗B(Hρ)⊗B(Hρ) be the map sending x to x⊗1.
Then
lim
ν→ω
‖[(χ ◦ Φαρ ⊗ ϕρ), (1⊗ ρ∆ρ(e1))αρ(Eνρ )] ◦ ιρ‖ = 0 for all χ ∈ Ψ,
where the norm is taken in the predual of M ⊗ B(Hρ).
We note that the last condition does not depend on a choice of a representing
sequence of E. Define the functions b, c, d on J as follows:
bgE = |E|g(ψ⊗ϕ)g∗ = |E|ψ⊗ϕ = bE ,
cgE = (ψ ⊗ ϕ⊗ ϕ)(g∗12(µ∗E ⊗ 1⊗ 1)(id⊗F∆)(v)(αωF (E)− (id⊗F∆)(E))g12),
(6.28)
dgE = (ψ ⊗ ϕ⊗ ϕ) (g∗12(id⊗F∆)(v)(αωF (E)− (id⊗F∆)(E))(µ∗E ⊗ 1⊗ 1)g12) ,
where µE denotes the partial isometry (id⊗ϕ)(vE). Note that µ∗EµE =
(id⊗ϕ)(E) = µEµ∗E.
Lemma 6.24. Assume that E ∈ J satisfies bE < 1 − δ1/2. Then there exists
E ′ ∈ J satisfying the following for all g ∈ G:
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(1) 0 < (δ1/2/2)|v∗E ′v − v∗Ev|ψ⊗ϕ < bE′ − bE,
(2) |cgE′| − |cgE| ≤ 5δ1/2|F |ϕ(bE′ − bE),
(3) |dgE′|0− |dgE| ≤ 5δ1/2|F |ϕ(bE′ − bE).
Proof. We let S := F ·K. We take a non-zero projection e ∈Mω commuting with
E, v, U and αρ(e) for all ρ ∈ S · S \ {1}. Then by the Fast Reindexation Trick
([43, Lemma 3.10]), we set f := Ψ(e) and f ′ := (id⊗ϕ)(αωK(f)).
E ′ := E(f ′⊥ ⊗ 1) + αωK(f).
The inequality δ1/2|f ′|ψ < bE′ − bE is proved as [43, Lemma 5.11]. In particular,
E ′ 6= E.
We show that E ′ is in fact a member of J . We can prove that E ′ satisfies
the conditions from (E.1) to (E.6) as [43, Lemma 5.11]. We have to show the
remaining (E.7), that is,
lim
ν→ω
‖[(χ ◦ Φαρ ⊗ ϕρ), (1⊗ ρ∆ρ(e1))αρ((E ′ρ)ν)] ◦ ιρ‖ = 0 (6.29)
for all χ ∈ Ψ and ρ ∈ K. Take representing sequences Eν , f ′ν and f ν for E, f ′ and
f so that they are projections, respectively. Set E ′ν := Eν((1 − f ′ν)) + αK(f ν).
Since
(1⊗ ρ∆ρ(e1))αρ((E ′ρ)ν) = (1⊗ ρ∆ρ(e1))αρ(Eνρ )αρ(1− f ′ν) + f ν ⊗ ρ∆ρ(e1),
we have the following for xρ ∈M ⊗B(Hρ):∣∣[(χ ◦ Φαρ ⊗ ϕρ), (1⊗ ρ∆ρ(e1))αρ((E ′ρ)ν)](xρ)∣∣
≤ ∣∣[(χ ◦ Φαρ ⊗ ϕρ), (1⊗ ρ∆ρ(e1))αρ(Eνρ )] · (αρ(1− f ′ν)xρ)∣∣
+
∣∣[(χ ◦ Φαρ ⊗ ϕρ), αρ(1− f ′ν)](xρ(1⊗ ρ∆ρ(e1))αρ(Eνρ ))∣∣
+
∣∣[(χ ◦ Φαρ ⊗ ϕρ), f ν ⊗ ρ∆ρ(e1)](xρ)∣∣
≤ ∥∥[(χ ◦ Φαρ ⊗ ϕρ), (1⊗ ρ∆ρ(e1))αρ(Eνρ )] ◦ ιρ∥∥ ‖xρ‖
+
∣∣([χ, f ′ν ]⊗ ωρ)(αρ(xρ)Eνρ )∣∣ (by Lemma 6.23)
+
∣∣[χ ◦ Φαρ , f ν ⊗ 1ρ](xρ)∣∣
≤ ∥∥[(χ ◦ Φαρ ⊗ ϕρ), (1⊗ ρ∆ρ(e1))αρ(Eνρ )] ◦ ιρ∥∥ ‖xρ‖
+ ‖[χ, f ′ν]‖ ‖xρ‖+
∥∥[χ ◦ Φαρ , f ν ⊗ 1ρ]∥∥ ‖xρ‖.
This implies (6.29), and hence E ′ ∈ J .
We show the inequality in (1). Since U∗(E ′−E)U = −U∗EU(f ′⊗ 1)+ γK(f),
we have
|U∗(E ′ −E)U |ψ⊗ϕ ≤ |U∗EU(f ′ ⊗ 1)|ψ⊗ϕ + |γK(f)|ψ⊗ϕ
= τω(f
′)(ψ ⊗ ϕ)(U∗EU) + τω(f)|K|ϕ
= τω(f
′)((ψ ⊗ ϕ)(E) + 1)
≤ 2|f ′|ψ.
Thus 0 < (δ1/2/2)|U∗(E ′ −E)U |ψ⊗ϕ ≤ δ1/2|f ′|ψ < bE′ − bE .
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We will check the remaining (2) and (3). Let us introduce the following:
X1 := (µ
∗
E ⊗ F ⊗ 1)(id⊗F∆)(v) · (αωF (E)− (id⊗F∆)(E))((f ′⊥ ⊗ 1)αωF (f ′⊥)⊗ 1),
X2 := (µ
∗
αω
K
(f) ⊗ F ⊗ 1)(id⊗F∆)(v) · (αωF (E)− (id⊗F∆)(E))(αωF (f ′⊥)⊗ 1),
X3 := (µ
∗
E ⊗ F ⊗ 1)(id⊗F∆)(v) · (id⊗F∆)(E)((f ′⊥ ⊗ 1)αωF (f ′⊥)⊗ 1− f ′⊥ ⊗ 1⊗ 1),
X4 := (µ
∗
αω
K
(f) ⊗ F ⊗ 1)(id⊗F∆)(v) · (id⊗F∆)(E)(αωF (f ′⊥)⊗ 1),
X5 := (µ
∗
E ⊗ F ⊗ 1)(id⊗F∆)(v) · (id⊗F∆K)(αωK⊥(f)),
X6 := (µ
∗
αω
K
(f) ⊗ F ⊗ 1)(id⊗F∆)(v) · ((id⊗F∆K)(αωK(f))− (id⊗F∆)(αωK(f))).
Note that we have αω(f)(f ′ ⊗ 1S) = αωK(f) by definition of f ′, and
(id⊗F∆K)(αω(f))(f ′⊥ ⊗ F ⊗K) = (id⊗F∆K)(αωK⊥(f)).
Using µE′ = µEf
′⊥ + µαK(f) and (f
′ ⊗ 1)αK(f) = αK(f), we have
(µ∗E′⊗F⊗1)(id⊗F∆)(v)(αωF (E ′)−(id⊗F∆)(E ′)) = X1+X2+X3+X4+X5+X6.
Then by (6.28), we get
cgE′ =
6∑
k=1
(ψ ⊗ ϕ⊗ ϕ)(g∗12Xkg12). (6.30)
We obtain
X24 := X2 +X4 = (µ
∗
αω
K
(f) ⊗ F ⊗ 1)(id⊗F∆)(v) · αωF (E)((f ′ ⊗ 1)αωF (f ′⊥)⊗ 1)
= (µ∗αω
K
(f) ⊗ F ⊗ 1)vF · αωF (vE)((f ′ ⊗ 1)αωF (f ′⊥)⊗ 1),
X6 = −(µ∗αω
K
(f) ⊗ F ⊗ 1)(id⊗F∆)(v) · (id⊗F∆K⊥)(αωK(f)).
By Claim 2 in the proof of Lemma 6.9, we have
(τω ⊗ id)((f ′⊥ ⊗ 1)αF (f ′⊥)) = (τω ⊗ id)(αF (f ′⊥))− (τω ⊗ id)((f ′ ⊗ 1)αF (f ′⊥))
= τω(f
′⊥)⊗ F − τω(f)⊗ (id⊗ϕ)(F∆K(K⊥)).
By the equality above, the τω-splitting of f ′ and the centrality of (id⊗ϕ)(F∆K(K⊥)),
we have
|(ψ ⊗ ϕ⊗ ϕ)(g∗12X1g12)|
≤ τω(f ′⊥)|cgE |
+ τω(f)‖g∗12(µ∗E ⊗ 1π ⊗ 1)(id⊗π∆)(v) · (αωπ(E)− (id⊗π∆)(E))g12)‖
· (ϕ⊗ ϕ)(F∆K(K⊥))
< τω(f
′⊥)|cE|+ τω(f) · δ|F |ϕ|K|ϕ
= τω(f
′⊥)|cE|+ δτω(f ′)|F |ϕ. (6.31)
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Next we estimate (ψ ⊗ ϕ⊗ ϕ)(g∗12X24g12) as follows. By Claim 2,
(µ∗αω
K
(f) ⊗ F )βωF (f ′⊥) = (µ∗αω
K
(f) ⊗ F )(f ′ ⊗ 1)βωF (f ′⊥)
= (µ∗αω
K
(f) ⊗ F )(id⊗ id⊗ϕ)((id⊗F∆K⊥)(βωK(f)))
= (id⊗ id⊗ϕ)((id⊗F∆K⊥)((µ∗αω
K
(f) ⊗ 1)βωK(f)))
= (id⊗ id⊗ϕ)((id⊗F∆K⊥)(v∗KβωK(f))). by (6.3)
By this computation and [µE, f
′⊥] = 0, we have
|(ψ ⊗ ϕ⊗ ϕ)(g∗12X24g12)|
= |(ψ ⊗ ϕ)(g∗(µ∗αω
K
(f) ⊗ F )vFαωF (µE)(f ′ ⊗ 1)αωF (f ′⊥)g)|
= |(ψ ⊗ ϕ)(g∗(µ∗αω
K
(f) ⊗ F )βωF (f ′⊥)vFαωF (µE)g)|
= |(ψ ⊗ ϕ⊗ ϕ)(g∗12(id⊗F∆K⊥)(v∗KβωK(f))vFαωF (µE)g12)|
= τω(f)|(ψ ⊗ ϕ⊗ ϕ)(g∗12(id⊗F∆K⊥)(v∗K)vFαωF (µE)g12)| by τω-splitting
≤ τω(f)‖(id⊗F∆K⊥)(vK)g12‖ψ⊗ϕ⊗ϕ · ‖(1⊗ F∆K⊥(K))vFαωF (µE)g12‖ψ⊗ϕ⊗ϕ
≤ τω(f)(ψ ⊗ ϕ⊗ ϕ)(1⊗ F∆K⊥(K))1/2 · (ψ ⊗ ϕ⊗ ϕ)(1⊗ F∆K⊥(K))1/2
< δτω(f
′)|F |ϕ, (6.32)
where we have used the fact that (id⊗ϕ)(F∆K⊥(K)) is central in L∞(Ĝ).
For X3, we have
(τω ⊗ id)((f ′⊥ ⊗ 1)αωF (f ′⊥)− f ′⊥ ⊗ 1)
= τω(f
′⊥)⊗ F − (τω ⊗ id)((f ′ ⊗ 1)αωF (f ′⊥))− τω(f ′⊥)⊗ F
= −(τω ⊗ id)((f ′ ⊗ 1)αωF (f ′⊥)),
and again by Claim 2,
|(ψ ⊗ ϕ⊗ ϕ)(g∗12X3g12)|
=
∣∣(ψ ⊗ ϕ⊗ ϕ)(g∗12(µ∗E ⊗ F ) · (µE ⊗ F ) · (τω ⊗ id)((f ′ ⊗ 1)αωF (f ′⊥))g12)∣∣
=
∣∣(ψ ⊗ ϕ⊗ ϕ)((µ∗EµE ⊗ F ) · (τω ⊗ id)((f ′ ⊗ 1)αωF (f ′⊥)))∣∣
= bE · τω(f)(ϕF ⊗ ϕK⊥)(∆(K))
< δτω(f
′)bE |F |ϕ. (6.33)
An estimate of X5 is given as
|(ψ ⊗ ϕ⊗ ϕ)(g∗12X5g12)|
= τω(f)|(ψ ⊗ ϕ⊗ ϕ)(g∗12(τω ⊗ id) ((µ∗E ⊗ F ⊗ 1)(id⊗F∆K⊥)(vK)) g12)|
= τω(f)|(ψ ⊗ ϕ⊗ ϕ)(g∗12(τω(µ∗E)⊗ F ⊗ 1)(id⊗F∆K⊥)(vK)g12)|
≤ τω(f)‖(1⊗ F∆K⊥(K))(τω(µE)⊗ F ⊗ 1)g12‖ψ⊗ϕ⊗ϕ
· ‖(id⊗F∆K⊥)(vK)g12‖ψ⊗ϕ⊗ϕ
≤ τω(f)(ψ ⊗ ϕ⊗ ϕ)(1⊗ F∆K⊥(K))1/2 · (ψ ⊗ ϕ⊗ ϕ)(1⊗ F∆K⊥(K))1/2
< δτω(f
′)|F |ϕ. (6.34)
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Finally for X6, we have
|(ψ ⊗ ϕ⊗ ϕ)(g∗12X6g12)|
= |(ψ ⊗ ϕ⊗ ϕ)(g∗12(µ∗αω
K
(f) ⊗ F ⊗ 1)(id⊗F∆K⊥)(vαωK(f))g12)|
= τω(f)|(ψ ⊗ ϕ⊗ ϕ)(g∗12(µ∗αω
K
(f) ⊗ F ⊗ 1)(id⊗F∆K⊥)(vK)g12)|
≤ τω(f)‖(1⊗ F∆K⊥(K))(µαωK(f) ⊗ F ⊗ 1)g12‖ψ⊗ϕ⊗ϕ
· ‖(id⊗F∆K⊥)(vK)g12‖ψ⊗ϕ⊗ϕ
≤ τω(f)(ψ ⊗ ϕ⊗ ϕ)(1⊗ F∆K⊥(K))1/2 · (ψ ⊗ ϕ⊗ ϕ)(1⊗ F∆K⊥(K))1/2
< δτω(f
′)|F |ϕ. (6.35)
From (6.30), (6.31), (6.32), (6.33), (6.34) and (6.35), we have obtained
|cgE′| − |cgE | = −τω(f ′)|cgE|+ 5δτω(f ′)|F |ϕ < 5δ1/2|F |ϕ(bE′ − bE).
Likewise, we can prove that |dgE′| − |dgE| < 5δ1/2|F |ϕ(bE′ − bE). 
Theorem 6.25. Let α, β, θ be as in Corollary 6.22. Let F ∈ L∞(Ĝ) be a central
projection and K an (F, δ)-invariant central projection. Let G be a finite subset of
U(M ⊗L∞(Ĝ)). If α and β satisfy the following inequality for a positive number
ε and a finite subset Ψ ⊂M∗,
‖βρ(χ)− αρ(χ)‖ < ε/|K|ϕ for all ρ ∈ K, χ ∈ Ψ,
then there exists a unitary w ∈M such that
‖vFαωF (w)− w ⊗ F‖♯g(ψ⊗ϕ)g∗ < 5δ1/8‖F‖ϕ, ‖[w, χ]‖ < ε for all g ∈ G, χ ∈ Ψ.
Proof. Let S be the set of families E ∈ J satisfying |cgE| ≤ 5δ1/2|F |ϕbE and
|dgE| ≤ 5δ1/2|F |ϕbE for all g ∈ G. In S , the order E ≤ E ′ is given so that
E ′ satisfies (1), (2) and (3) in the previous lemma. Then we see that S is
inductive, and we can take a maximal element E thanks to Zorn’s lemma. Let
p := 1− (id⊗ϕ)(E) and E := E+ p⊗ e1. We estimate cE and dE as follows. Let
Z1 := (µ
∗
E
⊗ 1⊗ 1)(id⊗F∆)(v)(αω(E)− (id⊗F∆)(E)),
Z2 := (p⊗ 1⊗ 1)(id⊗F∆)(v)(αω(E)− (id⊗F∆)(E)),
Z3 := (µ
∗
E
⊗ 1⊗ 1)(id⊗F∆)(v)(αω(p)⊗ e1 − p⊗ F∆(e1)),
Z4 := (p⊗ 1⊗ 1)(id⊗F∆)(v)(αω(p)⊗ e1 − p⊗ F∆(e1)),
and then
cE = (ψ ⊗ ϕ⊗ ϕ)(g∗12(Z1 + Z2 + Z3 + Z4)g12).
For Z1, we have the following
|(ψ ⊗ ϕ⊗ ϕ)(g∗12Z1g12)| = |cE | < 6δ1/2|F |ϕ. (6.36)
Next, for Z2,
Z2 = (p⊗ 1⊗ 1)(id⊗F∆)(v)(αω(E)− (id⊗F∆)(E))
= (p⊗ 1⊗ 1)vFαωF (vE)− (p⊗ 1⊗ 1)(id⊗F∆)(vE))
= (p⊗ 1⊗ 1)vFαωF (vE),
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and we get
|(ψ ⊗ ϕ⊗ ϕ)(g∗12Z2g12)| ≤ |(ψ ⊗ ϕ⊗ ϕ)(g∗12(p⊗ 1⊗ 1)vFαωF (vE)g12)|
= |(ψ ⊗ ϕ)(g(p⊗ 1)vFαωF (µE)g)|
≤ τω(p)‖gvFαωF (µE)g‖|F |ϕ
≤ τω(p)|F |ϕ
< δ1/2|F |ϕ, (6.37)
where we have used the fact that p⊗ 1 is centralizing g(ψ ⊗ ϕ)g∗.
Since Z3 = (µ
∗
E
⊗ 1⊗ 1)(vFαωF (p)⊗ e1 − p⊗ F∆(e1)) and µ∗Ep = 0, we have
|(ψ ⊗ ϕ⊗ ϕ)(g∗12Z3g12)| = |(ψ ⊗ ϕ)(g∗(µ∗E ⊗ 1)(vFαω(p)− p⊗ F )g)|
= |(ψ ⊗ ϕ)(g∗(µ∗
E
⊗ 1)vFαω(p)g)|
≤ ‖v∗F (µE ⊗ 1)g‖ψ⊗ϕ · ‖αωF (p)g)‖ψ⊗ϕ
≤ ‖F‖ϕ · τω(p)1/2‖F‖ϕ
< δ1/4|F |ϕ. (6.38)
For the last Z4, we have the following computation:
|(ψ ⊗ ϕ⊗ ϕ)(g∗12Z4g12)| = |(ψ ⊗ ϕ)(g∗(p⊗ 1⊗ 1)(vFαωF (p)⊗ e1 − p⊗ F∆(e1))g)|
≤ |(ψ ⊗ ϕ)(g∗(p⊗ 1)vFαωF (p)g)|+ |(ψ ⊗ ϕ)(g∗(p⊗ F )g)|
≤ ‖v∗F (p⊗ 1)g‖ψ⊗ϕ‖αωF (p)g‖ψ⊗ϕ + τω(p)|F |ϕ
≤ 2τω(p)|F |ϕ
< 2δ1/2|F |ϕ. (6.39)
Therefore, from (6.36), (6.37), (6.38) and (6.39), we have
|cE| < 10δ1/4|F |ϕ.
Likewise, we get
|dE| < 10δ1/4|F |ϕ.
Now we set the Shapiro unitary µ := µE = (id⊗ϕ)(vE). Then we have
‖vFαωF (µ)− µ⊗ F‖2g(ψ⊗ϕ)g∗
= 2|F |ϕ − 2ℜ(ψ ⊗ ϕ)(g∗(µ∗ ⊗ F )vFαωF (µ)g)
= 2|F |ϕ − 2ℜ(ψ ⊗ ϕ⊗ ϕ)(g∗12(µ∗ ⊗ F ⊗ 1)(id⊗F∆)(v)αω(E)g12)
= −2ℜcE
≤ 2|cE| < 20δ1/4|F |ϕ,
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and
‖(vFαωF (µ))∗ − µ∗ ⊗ F‖2g(ψ⊗ϕ)g∗
= 2|F |ϕ − 2ℜ(ψ ⊗ ϕ)(g∗vFαωF (µ)(µ∗ ⊗ F )g)
= 2|F |ϕ − 2ℜ(ψ ⊗ ϕ⊗ ϕ)(g∗12(id⊗F∆)(v)αω(E)(µ∗ ⊗ F ⊗ 1)g12)
= −2ℜdE
≤ 2|dE| < 20δ1/4|F |ϕ.
Thus we obtain
‖vFαωF (µ)− µ⊗ F‖♯g(ψ⊗ϕ)g∗ ≤
√
20δ1/8‖F‖ϕ. (6.40)
Next we prove the latter statement about commutativity. Take representing
sequences Eν of E, so that they are projections. Then for ν ∈ N, we have
(id⊗ϕ)(vEν) = (id⊗ϕ)(vEν)
=
∑
ρ∈K
d(ρ)2(id⊗ωρ)(vρEνρ )
=
∑
ρ∈K
d(ρ)2(id⊗ωρ)(αρ(v∗ρ)Eνρ )
=
∑
ρ∈K
(Φαρ ⊗ ϕρ)(v∗ρ(1⊗ ρ∆ρ(e1))αρ(Eνρ )) by Lemma 6.23.
Thus for x ∈M and χ ∈ Ψ, we obtain
[χ, (id⊗ϕ)(vEν)](x) =
∑
ρ∈K
(χ ◦ Φαρ ⊗ ϕρ)(v∗ρ(1⊗ ρ∆ρ(e1))αρ(Eνρ )αρ(x))
−
∑
ρ∈K
(χ ◦ Φαρ ⊗ ϕρ)(αρ(x)v∗ρ(1⊗ ρ∆ρ(e1))αρ(Eνρ ))
=
∑
ρ∈K
([χ ◦ Φαρ , v∗ρ]⊗ ϕρ)((1⊗ ρ∆ρ(e1))αρ(Eνρ )αρ(x))
+
∑
ρ∈K
[(χ ◦ Φαρ ⊗ ϕρ), ((1⊗ ρ∆ρ(e1))αρ(Eνρ ))](αρ(x)v∗ρ).
Hence we have
‖[χ, (id⊗ϕ)(vEν)]‖
≤
∑
ρ∈K
d(ρ)2‖[χ ◦ Φαρ , v∗ρ]‖+
∑
ρ∈K
‖[(χ ◦ Φαρ ⊗ ϕρ), (1⊗ ρ∆ρ(e1))αρ(Eνρ ) ◦ ιρ]‖
≤
∑
ρ∈K
d(ρ)2‖[βρ(χ)− αρ(χ)]‖+
∑
ρ∈K
‖[(χ ◦ Φαρ ⊗ ϕρ), (1⊗ ρ∆ρ(e1))αρ(Eνρ )] ◦ ιρ‖.
By the property (E.7), we get
lim
ν→ω
‖[χ, (id⊗ϕ)(vEν)]‖ ≤
∑
ρ∈K
d(ρ)2‖[βρ(χ)− αρ(χ)]‖ < ε.
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Let µν be a unitary representing sequence of µ. Then µν − (id⊗ϕ)(vEν)→ 0
in the strong* topology as ν → ω. Therefore the inequality above implies
lim
ν→ω
‖[χ, µν]‖ = lim
ν→ω
‖[χ, (id⊗ϕ)(vEν)]‖ < ε. (6.41)
By (6.40) and (6.41), we can take some ν ∈ N so that w := µν has the desired
properties. 
6.7. Intertwining argument. We will prove the cocycle conjugacy of two ac-
tions using Bratteli–Elliott–Evans–Kishimoto intertwining argument by repeated
use of Corollary 6.22 and Theorem 6.25.
Theorem 6.26. Let α, β be centrally free actions of Ĝ on a McDuff factor M .
Suppose that there exists a homomorphism θ : Irr(G) → Aut(M) such that the
maps απ ◦ θ−1π and βπ ◦ θ−1π are approximately inner for all π ∈ Irr(G). Then they
are strongly cocycle conjugate, that is, there exist an automorphism σ ∈ Int(M)
and an α-cocycle v such that
Ad v ◦ α = (σ−1 ⊗ id) ◦ β ◦ σ.
Proof. Let εn := 1/4
n. We fix a faithful normal state φ as before. Let {Ψn}∞n=1
be an increasing sequence of finite subsets of M∗ that is total in M∗. Let Fn, Kn
and δn be as before, where we may take them as F0 = e1 = K0 and δ0 = 1.
Set Φ0 = ∅, G−1 := {1} =: G0, γ(−1) := β, γ(0) := α, u0 := 1 =: u−1 and
θ0 := idM =: θ−1. We will inductively construct the following for n ≥ 1:
• Φn, a finite subset of M∗,
• Gn, a finite subset of U(M),
• γ(n), an action of Ĝ on M ,
• wn ∈ U(M),
• θn ∈ Int(M),
• un, an Ad(wn ⊗ 1) ◦ γ(n−2) ◦ Adw∗n-cocycle,
• u¯n, a (θn ⊗ id) ◦ γ(ǫ(n)) ◦ θ−1n - cocycle, where ǫ is the quotient map from Z
onto Z/2Z that is identified with {0,−1}.
such that
(n.1) Φn = Ψn ∪ θn−2(Ψn) ∪
⋃
π∈Fn,i,j∈Iπ
{φu¯n−1πi,j , u¯n−1πi,j φ} ∪ Φn−1,
(n.2) ‖γ(n)ρ (χ)−γ(n−1)ρ (χ)‖ < εn/(2|Kn−1|ϕ|Kn|ϕ) for all ρ ∈ Kn∪Kn and χ ∈ Φn,
(n.3) ‖unFn − 1⊗ Fn‖g(φ⊗ϕ)g∗ < 8δ1/8n ‖Fn‖ϕ for all g ∈ Gn−2,
(n.4) ‖[wn, χ]‖ < εn−1 for all χ ∈ Φn−1,
(n.5) u¯n = un(wn ⊗ 1)u¯n−2(w∗n ⊗ 1),
(n.6) γ(n) = Ad un ◦ Ad(wn ⊗ 1) ◦ γ(n−2) ◦ Adw∗n,
(n.7) θn = Adwn ◦ θn−2,
(n.8) Gn = {1} ∪ unGn−2 ∪ {u¯n}.
Step 1. Let Φ1 be as (1.1). By Corollary 6.22, we can take a γ
(−1)-cocycle v1
satisfying ‖Ad v1ρ(γ(−1)ρ (χ))−γ(0)ρ (χ)‖ < ε1/2|K1|ϕ for all ρ ∈ K1∪K1 and χ ∈ Φ1.
Then by Theorem 6.25, we obtain a unitary w1 ∈ U(M) with ‖v1F1γ(−1)F1 (w1) −
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w1⊗F1‖♯φ⊗ϕ < 5δ1/81 ‖F1‖ϕ. We put u1 := v1γ(−1)(w1)(w∗1⊗1) that is an Ad(w1⊗
1) ◦ γ(−1) ◦ Adw∗1-cocycle. Then we set u¯1 as (1.5), and (1.3) holds by definition
of the norm ‖ · ‖♯φ⊗ϕ. We set γ(1), θ1 and G1 as (1.6), (1.7) and (1.8). Then (1.2)
holds and so does (1.4) because Φ0 is empty.
Step 2. Let Φ2 be as (2.1). By Corollary 6.22, we can take a γ
(0)-cocycle v2
satisfying ‖Ad v2ρ(γ(0)ρ (χ)) − γ(1)ρ (χ)‖ < ε2/(2|K1|ϕ|K2|ϕ) for all ρ ∈ K2 ∪ K2
and χ ∈ Φ2. The condition (1.2) implies ‖Ad v2ρ(γ(0)ρ (χ)) − γ(0)ρ (χ)‖ < ε1/|K1|ϕ
for all ρ ∈ K1 ∪ K1 and χ ∈ Φ1. Then by Theorem 6.25, we get a unitary
w2 ∈ U(M) with ‖v2F2γ(0)F2 (w2) − w2 ⊗ F2‖♯φ⊗ϕ < 5δ
1/8
2 ‖F2‖ϕ and (2.4). We put
u2 := v2γ(0)(w2)(w
∗
2 ⊗ 1) that is an Ad(w2 ⊗ 1) ◦ γ(0) ◦ Adw∗2-cocycle. We set u¯1
as (2.5). Then (2.3) holds, and we set γ(2), θ2 and G2 as (2.6), (2.7) and (2.8).
Then (2.2) holds.
Step n. Suppose that we have done the Step (n − 1). We set Φn as (n.1).
By Corollary 6.22, we obtain a γ(n−2)-cocycle vn satisfying ‖Ad vnρ (γ(n−2)ρ (χ)) −
γ
(n−1)
ρ (χ)‖ < εn/2|Kn|ϕ for all ρ ∈ Kn ∪Kn and χ ∈ Ψn. The condition (n− 1.2)
implies ‖Ad vnρ (γ(n−2)ρ (χ)) − γ(n−2)ρ (χ)‖ < εn−1/|Kn−1|ϕ for all ρ ∈ Kn−1 ∪ Kn−1
and χ ∈ Ψn−1. Then by Theorem 6.25, we get a unitary wn ∈ U(M) with
‖vnFnγ(n−2)Fn (wn) − wn ⊗ Fn‖♯g(φ⊗ϕ)g∗ < 5δ1/8n ‖Fn‖ϕ for all g ∈ Gn−2 and (n.4). We
put un := vnγ(n−2)(wn)(w
∗
n ⊗ 1) that is an Ad(wn ⊗ 1) ◦ γ(n−2) ◦ Adw∗n-cocycle.
Then (n.3) holds, and we set γ(n), θn and Gn as (n.6), (n.7) and (n.8). Then (n.2)
holds. Thus we have finished the construction by induction.
We show the convergence of lim
m→∞
θ2m−1 and lim
m→∞
θ2m in Aut(M). For fixed n,
χ ∈ Φn and 2m− 1 ≥ n+ 1, we have
‖χ ◦ θ2m+1 − χ ◦ θ2m−1‖ = ‖χ ◦ Adw2m+1 − χ‖ = ‖[χ,w2m+1]‖ < ε2m,
and
‖χ ◦ θ−12m+1 − χ ◦ θ−12m−1‖ = ‖[θ2m−1(χ), w2m+1]‖ < ε2m.
Thus {θ2m+1}m is a Cauchy sequence in the u-topology. The convergence of
{θ2m}m is also shown in a similar way. Let θ¯1 := lim
m→∞
θ2m+1 and θ¯0 := lim
m→∞
θ2m.
It is easy to see that u¯2m+1 and u¯2m are cocycles of (θ2m+1 ⊗ id) ◦ γ(−1) ◦ θ−12m+1
and (θ2m ⊗ id) ◦ γ(0) ◦ θ−12m, respectively. We show that {u¯2m+1}m and {u¯2m} are
Cauchy sequences in the strong* topology. Let n be fixed and take χ ∈ Ψn.
Suppose that m is enough large to satisfy 2m + 1 ≥ n + 1. Note that we have
the following inequalities:
‖[w2m+1 ⊗ 1, (φ⊗ ϕFn)u¯2m−1]‖ ≤
∑
π∈Fn
∑
i,j∈In
‖[w2m+1 ⊗ 1, φu¯2m−1πi,j ⊗ ϕπeπi,j ]‖
≤
∑
π∈Fn
∑
i,j∈In
‖[w2m+1, φu¯2m−1πi,j ]‖‖ϕπeπi,j‖
< ε2m|Fn|ϕ, (6.42)
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and
‖[w2m+1 ⊗ 1, u¯2m−1(φ⊗ ϕFn)]‖ ≤
∑
π∈Fn
∑
i,j∈In
‖[w2m+1 ⊗ 1, u¯2m−1πi,j φ⊗ eπi,jϕπ]‖
≤
∑
π∈Fn
∑
i,j∈In
‖[w2m+1, u¯2m−1πi,j φ]‖‖eπi,jϕπ‖
< ε2m|Fn|ϕ. (6.43)
Then we have
‖(φ⊗ ϕFn)u¯2m+1 − (φ⊗ ϕFn)u¯2m−1‖
≤ ‖(φ⊗ ϕFn)(u2m+1 − 1)(w2m+1 ⊗ 1)u¯2m−1(w∗2m+1 ⊗ 1)‖
+ ‖(φ⊗ ϕFn)(w2m+1 ⊗ 1)u¯2m−1(w∗2m+1 ⊗ 1)− (φ⊗ ϕπ)u¯2m−1‖
= ‖(φ⊗ ϕFn)(u2m+1 − 1)‖
+ ‖(φ⊗ ϕFn)(w2m+1 ⊗ 1)u¯2m−1 − (φ⊗ ϕπ)u¯2m−1(w2m+1 ⊗ 1)‖
< ‖(u2m+1Fn )∗ − 1⊗ Fn‖φ⊗ϕ + ‖[(φ⊗ ϕFn), w2m+1 ⊗ 1]u¯2m−1‖
+ ‖[w2m+1 ⊗ 1, (φ⊗ ϕFn)u¯2m−1]‖
< 8δ
1/8
2m+1‖F2m+1‖ϕ + ‖[w2m+1, φ]‖‖ϕFn‖+ ε2m|Fn|ϕ by (6.42)
< 8δ
1/8
2m+1‖F2m+1‖ϕ + 2ε2m|Fn|ϕ,
and
‖u¯2m+1(φ⊗ ϕFn)− u¯2m−1(φ⊗ ϕFn)‖
≤ ‖u2m+1(w2m+1 ⊗ 1)u¯n−2[w∗n ⊗ 1, φ⊗ ϕFn]‖
+ ‖u2m+1(w2m+1 ⊗ 1)u¯2m−1 · (φ⊗ ϕFn) · (w∗2m+1 ⊗ 1)− u2m+1u¯2m−1(φ⊗ ϕFn)‖
+ ‖(u2m+1 − 1)u¯2m−1(φ⊗ ϕFn)‖
≤ ‖[w∗2m+1, φ]‖|Fn|ϕ + ‖[w2m+1 ⊗ 1, u¯2m−1(φ⊗ ϕFn)]‖
+ ‖u2m+1Fn − 1⊗ Fn‖u¯2m−1·(φ⊗ϕFn)·(u¯2m−1)∗
< ε2m|Fn|ϕ + ε2m|Fn|ϕ + 8δ1/82m+1‖F2m+1‖ϕ by (6.43)
< 8δ
1/8
2m+1‖F2m+1‖ϕ + 2ε2m|Fn|ϕ.
Therefore, {u¯2m+1}m is a Cauchy sequence in the strong* topology. Similarly
we can show {u¯2m}m is also a Cauchy sequence. Let uˆ1 := lim
m→∞
u¯2m+1 and
uˆ0 := lim
m→∞
u¯2m. Then they are cocycles of the actions (θ¯1 ⊗ id) ◦ β ◦ θ¯−11 and
(θ¯0 ⊗ id) ◦ α ◦ θ¯−10 , respectively.
Since we have (n.6), γ(2m+1) = Ad u¯2m+1 ◦ (θ2m+1 ⊗ id) ◦ β ◦ θ−12m+1 and γ(2m) =
Ad u¯2m ◦ (θ2m ⊗ id) ◦ β ◦ θ−12m, we get
Ad uˆ0 ◦ (θ¯0 ⊗ id) ◦ α ◦ θ¯−10 = Ad uˆ1 ◦ (θ¯1 ⊗ id) ◦ β ◦ θ¯−11 .
This proves the strong cocycle conjugacy of α and β. 
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Corollary 6.27. Let α and β be centrally free actions of Ĝ on an injective factor
M . If mod(απ) = mod(βπ) for all π ∈ Irr(G), then α and β are cocycle conjugate.
Proof. This immediately follows from Lemma 6.19 and the previous theorem. 
Corollary 6.28 (Model action). Let α be a centrally free action of Ĝ on
an injective factor M . Let θ : Irr(G) → Aut(M) be a homomorphism with
mod(θπ) = mod(απ) and β a free action of Ĝ on the injective type II1 factor
R0. Then α and θ ⊗ β are cocycle conjugate.
7. Related problems
7.1. 1-cohomology of an ergodic flow. Let (Ft)t∈R be an ergodic flow on a
measure spaceX . Let c : X×R→ K be a cocycle whose target space is a compact
group K. Then c(t) is regarded as an element of L∞(X)⊗ L(K) satisfying
c(s)(θs ⊗ id)(c(t)) = c(s+ t), (id⊗∆)(c) = c12c13,
where θs ∈ Aut(L∞(X)) is defined by θs(f)(x) = f(F−sx) for f ∈ L∞(X) and
x ∈ X .
Problem 7.1. Let c, c′ : X×R→ K be cocycles. Suppose that they are conjugate
as θ ⊗ id-cocycles. Does there exist a Borel function a : X → K such that
c′(x, t) = a(x)c(x, t)a(F−tx)
∗, a.e. x ∈ X?
7.2. Invariants for general actions. We have classified actions with normal
modular part. To a classification of general actions, we present the following
conjecture.
Conjecture 7.2. Let α be an action of Ĝ on an injective factor M . We introduce
a Ĝopp-action γα on Rα := α˜(M˜)
′ ∩ (M˜ ⋊α˜ Ĝ) that is defined by
γαπ (x) = (λ
α˜
π)
∗(x⊗ 1)λα˜π for x ∈ Rα.
Let θ be the dual R-action on M˜ . If there exists an isomorphism Ψ: Rα → Rβ
satisfying the following conditions:
• Ψ|Z(M˜) = id;
• Ψ ◦ θt = θt ◦Ψ;
• (Ψ⊗ id) ◦ γα = γβ ◦Ψ;
• (Ψ⊗ id) ◦ ̂˜α = ̂˜β ◦Ψ,
then α and β are strongly cocycle conjugate.
Put Wρ := U
∗
σλ
α˜
σ for ρ belonging to the modular part of α. Then we can
describe how γπ acts on zWρmn for z ∈ Z(M˜) and m,n ∈ Iρ as follows:
γπij(zWρmn)
=
∑
k,ℓ,p,q,r,s,σ,S
S
σq
πℓρpπk
Sσrπiρnπj α˜πkℓ(zU
∗
ρpm)UσqsWσsr
=
∑
σ,S
ε∗ρmd(π)
1/2T ∗π,πα˜π((z ⊗ 1ρ)U∗ρ )SσπρπUσWσ(Sσπρπ)∗(επi ⊗ ερn ⊗ επj), (7.1)
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where σ ≺ πρπ belongs to the modular part of α, and S is an element of
ONB(σ, πρπ). For a discrete group, the above is written like
γg(zWm) = α˜g−1(zU
∗
m)Ug−1mgWg−1mg
= mod(αg)
−1(zλ(m, g))Wg−1mg.
Hence the isomorphism Ψ provides us with equal invariants, that is, the Connes–
Takesaki module, the characteristic invariant and a modular cocycle, and those
actions are strongly cocycle conjugate from the main result of [31].
When we put ρ = 1 at the formula above, the coefficient of γπij(zW1) at W1
is equal to δi,jΦ
α
π(z ⊗ 1). Therefore, if the covariant systems Rα and Rβ are
isomorphic, then we obtain Φαπ(z ⊗ 1) = Φβπ(z ⊗ 1). This observation leads us to
the following problem.
Problem 7.3. Let ρ, σ be endomorphisms with finite index on an injective factor
M . Assume that φρ˜ = φσ˜ on Z(M˜) and d(ρ) = d(σ). Does there exist a sequence
of unitaries {uν}ν in M such that φρ = lim
ν→∞
φσ ◦ Aduν?
Let us consider when the modular part of α generates a normal subcategory
of Irr(G). In (7.1), we have
T ∗π,πα˜π(U
∗
ρ )S
σ
πρπUσ = T
∗
π,πa
α
π,π(a
α
π,ρ)
∗(aαπρ,π)
∗Sσπρπ,
where aα denotes the invariant introduced in Lemma 5.9. Since Ψ maps Z(M˜)
identically and
∑
σ S
σ
πρπ(S
σ
πρπ)
∗ = 1, we have
T ∗π,πa
α
π,π(a
α
π,ρ)
∗(aαπρ,π)
∗ = T ∗π,πa
β
π,π(a
β
π,ρ)
∗(aβπρ,π)
∗.
This equality looks weaker than aα = aβ. Therefore, we might say that the
invariant proposed above is more implicit than the pair (aα, cα).
8. Appendix
In this section, we collect some basic facts about index theory for inclusions of
von Neumann algebras. All von Neumann algebras treated in this section have
separable preduals, and a conditional expectation is assumed to be faithful and
normal.
8.1. Index theory for von Neumann algebras. Let N ⊂M be an inclusion
of von Neumann algebras. We say that a conditional expectation E : M → N
has finite probability index if there exists a positive constant c ∈ R, such that the
map E − c idM on M is completely positive. We let Indp(E) be the minimum of
invertible µ ∈ Z(M)+ such that E − µ−1 idM is completely positive. It is trivial
that 1 ≤ Indp(E). The following result is elementary.
Lemma 8.1. Let {pi}i∈I be a finite partition of unity in a von Neumann algebra
A. If piApi is finite and of type I for each i ∈ I, then so is A.
Lemma 8.2. Let B ⊂ A be an inclusion of von Neumann algebras with a con-
ditional expectation E of finite probability index. If B ⊂ Z(A), then A is finite
and of type I.
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Proof. Regarding B as the function algebra L∞(X, µ), we obtain the disintegra-
tion of the inclusion B ⊂ A as follows:∫ ⊕
X
Bx dµ(x) ⊂
∫ ⊕
X
Ax dµ(x).
Since E = id on Z(B), we have a measurable field {Ex}x such that Ex : Ax →
Bx = C is a conditional expectation for each x. It is easy to see that Ex inherits
the Pimsner–Popa inequality of E. Thus Ax must be finite dimensional, and A
is finite and of type I. 
Proposition 8.3. Let B ⊂ A be an inclusion of von Neumann algebras with a
conditional expectation E of finite probability index. If B is finite and of type I,
then so is A.
Proof. We may and do assume that B is of type In with n ∈ N. Indeed, let
zn ∈ B be the central projection such that Bzn is of type In. Then {zn}n is a
partition of unity.
For a fixed n0, we will show there exist finite m’s such that zmAzn0 6= {0}. Let
Jn0 be the set of such m and I a finite subset of Jn0. Take a partial isometry vm ∈
A such that v∗mvm ≤ zn0 and vmv∗m ≤ zm. Then we put q := |I|−1
∑
m,n∈I em,n ⊗
vmv
∗
n that is a positive operator in M|I|(C)⊗ A.
By the complete positivity of E − c idM , we have
1
|I|
∑
m,n∈I
em,n ⊗ E(vmv∗n) = (id⊗E)(q) ≥ cq.
Multiplying 1 ⊗ zm from the both side in the above, we obtain the inequality
|I|−1em,m ⊗E(vmv∗m) ≥ cem,m ⊗ vmv∗m. This implies that c−1 ≥ |I|. Thus |Jn0| <
c−1, and by Lemma 8.1, we can assume that B is of type In.
Now let us suppose that B is of type In. Again by Lemma 8.1, we may and
do assume that B is abelian. Applying Lemma 8.2 to the inclusion B ⊂ B′ ∩ A,
we see B′ ∩ A is finite and of type I. We further reduce the inclusion B ⊂ A by
an abelian projection in B′ ∩ A, we may and do assume C := B′ ∩ A is abelian.
Again by Lemma 8.2, we have the disintegration over the measure space {X, µ}∫ ⊕
X
Bx dµ(x) ⊂
∫ ⊕
X
Cx dµ(x)
with a measurable field of conditional expectations {Ex}x. Since Bx = C and Cx
is commutative, Cx is isomorphic to C
n with n ≤ Indp(Ex) ≤ Indp(E). Then we
can decompose the inclusion B ⊂ C to the finite direct sum of Bzn ⊂ Czn such
that zn is a central projection in B satisfying dimCzn = n. Thus by reducing,
we may and do assume that B = C from Lemma 8.1. In particular, Z(A) is
contained in B.
Let us take a measure space {Y, ν} so that Z(A) = L∞(Y, ν). Then by disin-
tegration, we have ∫ ⊕
Y
By dν(y) ⊂
∫ ⊕
Y
Ay dν(y).
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with a measurable field of conditional expectations {Ey}y. Since each Ay is a
factor, it suffices to show the statement when A is a factor.
Let {pi}ni=1 be a partition of unity in B. Since A is a factor, there exists a family
of non-zero partial isometries vi ∈ A such that p1 ≥ v∗i vi and pi ≥ viv∗i . We let
q := n−1
∑
i,j eij ⊗ viv∗j , where eij is a matrix unit of Mn(C). Using E(viv∗j ) = 0
for i 6= j, and the complete positivity of E − c idM , we have
1
n
n∑
i=1
eij ⊗ E(viv∗i ) = (id⊗E)(q) ≥ cq.
Since E(viv
∗
i ) ≤ pi, we obtain n ≤ c−1. Thus B is finite dimensional, and we
may and do assume that those pi’s are minimal. The conditional expectation
E : piApi → Cpi has finite probability index, and piApi is a finite factor of type
I. Then Lemma 8.1 implies A is finite and of type I. 
Let N ⊂ M be an inclusion of separable von Neumann algebras with a con-
ditional expectation E of finite probability index. Suppose that Z(N) contains
Z(M). If we realize Z(M) as L∞(X, µ), then we have the disintegration over X
as follows: ∫ ⊕
X
Nx dµ(x) ⊂
∫ ⊕
X
Mx dµ(x).
Since the restriction of E on Z(M) is trivial, we have a measurable field {Ex}x
such that Ex : Mx → Nx is a conditional expectation. Note that each Mx is a
factor, and Indp(Ex) ∈ [1,∞].
Lemma 8.4. The function X ∋ x 7→ Indp(Ex) is measurable.
Proof. Let a ≥ 1 and A := {x ∈ X | Indp(Ex) ≤ a}. For x ∈ X , we set
T nx := id⊗Ex − a−1 idMn(Mx). If we set An := {x ∈ X | T nx is positive}, then
A =
⋂
nAn. Thus it suffices to prove that An is measurable for each n. Let
{bm}∞m=1 ∈ Mn(M)+ be a measurable field of operators such that {bm(x)}m are
weakly dense in Mn(Mx)+ for almost every x. Let {ξk}∞k=1 be a measurable field
of vectors in H such that {ξk(x)}∞k=1 is dense in Cn ⊗ Hx for almost every x.
Then x ∈ An if and only if 〈T nx (bm)ξk(x), ξk(x)〉 ≥ 0 for all k,m ∈ N. Since the
function x 7→ 〈T nx (bm)ξk(x), ξk(x)〉 is measurable, we see An is measurable. 
Theorem 8.5. The probability index Indp(E) has the following decomposition:
Indp(E) =
∫ ⊕
X
Indp(Ex) dµ(x).
Proof. We let λ := Indp(E), which belongs to the extended positive part of
Z(M). Let {bm}∞m=1 ∈ Mn(M)+ be a measurable field of operators such that
{bm(x)}m are weakly dense in Mn(Mx)+ for almost every x. The inequality
(id⊗E)(bm) ≥ λ−1bm yields (id⊗Ex)(bm(x)) ≥ λ(x)−1bm(x) for almost every x.
Thus Ex − λ(x)−1 idMx is completely positive, and Indp(Ex) ≤ λ(x) for almost
every x.
To prove the converse inequality, we let λn := λ− 1/n and zn := 1An ∈ Z(M).
By the definition of λ, E − λ−1n idM is not completely positive on Mz. Let
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An := {x ∈ X | λ(x) − 1/n > Indp(Ex)}. Then we see that An is measurable
employing the previous lemma. However, when x ∈ An, we see Ex−λn(x)−1 idMx
is completely positive. Thus E − λ−1n id is completely positive on Mzn, which
is a contradiction unless zn = 0, that is, µ(An) = 0. Since the set {x ∈ X |
Indp(Ex) < λ(x)} is the union of An’s, we are done. 
Let us recall the index of a conditional expectation defined by Kosaki in [37].
Let E : M → N be a conditional expectation, and E−1 : N ′ → M ′ the dual
operator valued weight introduced in [17, 18]. Then the Kosaki index Ind(E) is
given by E−1(1), which may be an unbounded operator affiliated with Z(M)+.
Readers are referred to [37, 38] for detail.
Lemma 8.6. Let N ⊂M be an inclusion of von Neumann algebras such that M
is a factor. If E is a conditional expectation from M onto N with finite probability
index, then Ind(E) is finite.
Proof. By the similar technique in the proof of Proposition 8.3, we see Z(N)
is finite dimensional. Let {zi}ni=1 be the partition of unity in Z(N) such that
they are minimal. Then the reduced expectation Ezi : ziMzi → Nzi has finite
probability index, and Ind(Ezi) is finite because Nzi is a subfactor. Although N
is not assumed to be a factor, the proof of [37, Proposition 4.2] is applicable if we
set E(zi)
−1 = zi. Then Ind(Ezi) = E
−1(zi), and we have Ind(E) =
∑
i Ind(Ezi).
Thus Ind(E) is finite. 
Let N ⊂ M be an inclusion of von Neumann algebras such that Z(M) ⊂ Z(N).
Suppose that E : M → N is a conditional expectation. Let X ∋ x 7→ Ex be a
measurable field of conditional expectations as before. Then we have the operator
valued weight (Ex)
−1 : N ′x →M ′x associated with Ex. Then we have a measurable
field X ∋ x 7→ E−1x , which means that the function x 7→ 〈E−1x (a(x))ξ(x), ξ(x)〉
is measurable for all a ∈ N ′ and ξ ∈ H . The field naturally makes an operator
valued weight ∫ ⊕
X
(Ex)
−1 dµ(x).
Let us present our proof of the following result due to Isola [21, Theorem 3.4] for
readers’ convenience.
Theorem 8.7 (Isola). The following equality holds:
E−1 =
∫ ⊕
X
(Ex)
−1 dµ(x). (8.1)
Proof. Let eN : L
2(M) → L2(N) be the Jones projection. Then N ′ is the weak
closure of the ∗-subalgebra M ′eNM ′. Since eN is commuting with N , it is a
diagonal operator. Thus we have
eN =
∫ ⊕
X
eN (x) dµ(x).
The projection eN (x) is naturally regarded as the Jones projection from L
2(Mx)
onto L2(Nx). Let T : N
′ → M ′ be the operator valued weight in the right hand
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side of (8.1). Since E−1(eN ) = 1 and (Ex)
−1(eN (x)) = 1 by definition, we see
E−1 coincides with T on M ′eNM
′.
Let ϕ be a faithful normal state onM ′. By [56, Theorem VIII.4.8], we obtain a
measurable field of states X ∋ x 7→ ϕx ∈ (Mx)∗. The map X ∋ x 7→ ϕx ◦ (Ex)−1
gives a measurable field of weights, and
σϕ◦Tt =
∫ ⊕
X
σ
ϕx◦(Ex)−1
t dµ(x).
Since σϕ◦E
−1
t (eN) = eN and σ
ϕx◦(Ex)−1
t (eN(x)) = eN (x), we see σ
ϕ◦E−1
t =
σ
ϕx◦(Ex)−1
t on M
′eNM
′. Thanks to [56, Proposition VIII.3.16], we have ϕ◦E−1 =
ϕ ◦ T , and E−1 = T . 
Corollary 8.8 (Isola). Let N ⊂ M be an inclusion of von Neumann algebras
such that Z(M) ⊂ Z(N). For a conditional expectation E : M → N , we have
Ind(E) =
∫ ⊕
X
Ind(Ex) dµ(x).
Lemma 8.9. Let N,M,E be as before. If IndE =∞, one has Indp(E) =∞.
Proof. The previous result implies Ind(Ex) =∞ for almost every x. Lemma 8.6
implies that Indp(Ex) =∞ for almost every x. Thus we obtain Indp(E) =∞ by
Theorem 8.5. 
Theorem 8.10. Let N ⊂ M be an inclusion of von Neumann algebras with a
conditional expectation E : M → N . If Z(M) ⊂ Z(N), then the following holds:
1 ≤ Indp(E) ≤ Ind(E) ≤ Indp(E)2.
Proof. Thanks to Theorem 8.5 and Corollary 8.8, we may and do assume that
M is a factor. Then Ind(E) =∞ implies Indp(E) =∞ from Lemma 8.9. When
Ind(E) <∞, then Indp(E) ≤ Ind(E) by the same computation in [38].
We show the inequality Ind(E) ≤ Indp(E)2. It turns out that dimZ(N) ≤
Indp(E) by the proof of Proposition 8.3. Let {zi}ni=1 be the partition of unity in
Z(N) such that zi’s are minimal, and Ei : ziMzi → Nzi the conditional expecta-
tion associated with E. Then Ind(Ei) = Indp(Ei) because Nzi is a subfactor.
We let F (x) :=
∑
i zixzi that is a conditional expectation from M onto P :=∑
i ziMzi. Then E = E|P ◦ F , and we have Ind(E) = F−1(E|−1P (1)).
Note that the inclusion N
E|P⊂ P has common center, and that it is isomor-
phic to the direct sum of Nzi
Ei⊂ ziMzi. Hence E|−1P (1) =
∑
i Ind(Ei)zi, where
Ind(Ei) ∈ R. This implies Ind(E) =
∑
i Ind(Ei)F
−1(zi).
We will show that F−1(zi) = 1. The Jones projection eP for the inclusion
P ⊂M is given by eP =
∑
i ziJziJ , where J is the modular conjugation on the left
M-module L2(M). Since (idB(ℓ2)⊗F )−1 = idB(ℓ2)⊗F−1, we may and do assume
thatM is properly infinite, and zi are infinite. Then there exist partial isometries
{vi}ni=1 inM such that v∗i vi = z1 and viv∗i = zi. It is easy to see thatMpiM =M ,
and MePM = M1. Hence F
−1 is given by F−1(x)z1 =
∑
i v
∗
i xvi. This implies
F−1(zi) = 1. Therefore, we have Ind(E) =
∑
i Ind(Ei) =
∑
i Indp(Ei).
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By definition of Indp(E), we have Ei− Indp(E)−1 idziMzi is completely positive
on ziMzi. Hence Indp(Ei) ≤ Indp(E). Since n ≤ Indp(E), we have
Ind(E) =
∑
i
Indp(Ei) ≤ n Indp(E) ≤ Ind(Ep)2.

The following result is an immediate consequence from the previous theorem.
Corollary 8.11. Let N ⊂M be an inclusion of von Neumann algebras such that
Z(M) ⊂ Z(N), and E : M → N a conditional expectation with finite probability
index. Then Ind(E) is a positive invertible element in Z(M). In particular, the
map E−1(1)−1E−1(·) is a conditional expectation from N ′ onto M ′.
8.2. Index of an endomorphism.
Definition 8.12. Let ρ be an endomorphism on M . We will say that
• ρ has finite probability index if the inclusion ρ(M) ⊂M does;
• ρ is irreducible if ρ(M)′ ∩M = ρ(Z(M));
• ρ is co-irreducible if ρ(M)′ ∩M = Z(M);
• ρ preserves the center Z(M) if ρ(Z(M)) = Z(M).
Note that these are the properties as a sector. The conjugate endomorphism
ρ is defined by the following bimodules:
M ρL
2(M)M ∼= ML2(M)ρM ,
where ML
2(M) denotes the standard form of M . Of course, ρ is determined up
to unitary perturbations in End(M). For an inclusion N ⊂ M ⊂ B(L2(M)) such
that N is properly infinite, we define the canonical endomorphism γ : M → N by
γ(x) = JNJMxJMJN . Then the unitary JNJM yields the following isomorphism:
ML
2(M)N ∼= M γL2(N)N .
If N = ρ(M), then
ML
2(M)ρM ∼= M γL2(ρ(M))ρM .
Using the isomorphism ρ−1 : ρ(M)→M , we have
ML
2(M)ρM ∼= M ρ−1γL2(M)M .
This means ρ = ρ−1γ in Sect(M). Note that ρ is irreducible if and only if ρ is
co-irreducible.
For an inclusion N ⊂ M , let us denote by E(M,N) the set of all conditional
expectations from M onto N . The following result has already appeared in a
situation of a factor in [40, Proposition 5.1].
Lemma 8.13. Let N ⊂ M be an inclusion of von Neumann algebras such that
E(M,N) is a non-empty set. Then there exists an injective map w from E(M,N)
into (idN , γ|N)is such that E(x) = w∗γ(x)w for x ∈M , where (idN , γ|N)is denotes
the set of isometries in (idN , γ|N), and γ the canonical endomorphism from M
into N . In particular, (idN , γ|N)is is non-empty.
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Proof. We represent N ⊂ M as the standard form on L2(M) with a bi-cyclic
and separating vector Ω ∈ L2(M). The modular conjugations for N and M are
denoted by JN and JM , respectively. By PM , we denote the natural cone of M .
Let E ∈ E(M,N) and take ξE ∈ P such that ωξE = ωΩ ◦ E, where ωη denotes
the vector functional 〈·η, η〉 for η ∈ L2(M). Let eN be the Jones projection
associated with E and ξ, that is, it projects L2(M) onto Nξ. Then the map NΩ ∋
xΩ 7→ xξ ∈ eNL2(M) defines the isometry of N -N bimodules as νE : NL2(N)N →
NeNL
2(M)N . The unitary Γ := JNJM yields the isomorphism from NL
2(M)N
onto NγL
2(N)N . Thus the isometry wE := ΓνE is contained in (idN , γ|N). Then
the map w : E(M,N)→ (idN , γ|N) is clearly injective. 
Problem 8.14. Is the map w always bijective?
Lemma 8.15. Let N ⊂ M be an inclusion of von Neumann algebras such that
E(M,N) is non-empty. Then the following statements are equivalent:
(1) The inclusion N ⊂M is irreducible;
(2) E(M,N) is a singleton;
(3) The U(Z(N))-set (idN , γ|N)is is generated by a single element R, that is,
(idN , γ|N)is = U(Z(N))R.
Proof. (1)⇒(2). Thanks to [2, The´ore`me 5.3], the map E(M,N) ∋ E →
E|N ′∩M ∈ E(N ′ ∩M,Z(N)) is bijective. Since N ′ ∩M = Z(N), the statement
(2) follows.
(2)⇒(1). The bijection stated above says E(N ′∩M,Z(N)) is a singleton. Thus
N ′ ∩M must coincide with Z(N) by [2, The´ore`me 5.6].
(2)⇒(3). Let E : M → N be the unique expectation. We set R := wE ∈
(idN , γ|N)is as in the previous lemma. Let w ∈ (idN , γ|N)is. Then the map
F (x) := w∗γ(x)w defines a projection from M onto N . We show the faithfulness
of F . Let p be a projection in M such that Mp = {x ∈ M | F (x∗x) = 0}. The
bimodule map property of F implies p ∈ N ′ ∩M , and p ∈ Z(N) since N ⊂ M
is irreducible. Then 0 = F (p) = p, and F is faithful. Thus E = F , and we can
construct a partial isometry V on L2(M) such that V (γ(x)RΩ) = γ(x)wΩ for all
x ∈M . Since w,R ∈ (idN , γ|N), we see V ∈ γ(M)′∩N = Z(N). Hence w = V R,
and V is unitary.
(3)⇒(2). Let E1, E2 ∈ E(M,N). The map w constructed in Lemma 8.13 sends
them to (idN , γ|N). Hence there exists a unitary u ∈ Z(N) such that wE1 = uwE2.
Then it is trivial that E1 = E2. 
The following result is a dual version of the previous.
Lemma 8.16. Let N ⊂ M be an inclusion of von Neumann algebras such that
E(N, γ(N)) is non-empty. Then the following statements are equivalent:
(1) The inclusion N ⊂M is co-irreducible;
(2) E(N, γ(N)) is a singleton;
(3) The U(Z(M))-set (idM , γ)is is generated by a single element S, that is,
(idM , γ)is = U(Z(M))S.
Applying the previous two results, we obtain the following result.
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Lemma 8.17. Let ρ be an endomorphism on M .
(1) If ρ is irreducible and E(M, ρ(M)) 6= ∅, then the U(Z(M))-set (idM , ρρ)
is transitive.
(2) If ρ is co-irreducible and E(M, ρ(M)) 6= ∅, then the U(Z(M))-set (idM , ρρ)
is transitive.
It is not hard to prove the following result.
Lemma 8.18. If ρ ∈ End(M) preserves Z(M), then so does ρ. Moreover, if
E(M, ρ(M)) 6= ∅, then ρρ = id = ρρ on Z(M).
Lemma 8.19. If an irreducible endomorphism ρ has finite probability index, then
E(M, ρ(M)) 6= ∅. In particular, (id, ρρ) contains an isometry.
Proof. Thanks to Corollary 8.11, E(M, ρ(M)) is non-empty. Then (id, ρρ) con-
tains an isometry from Lemma 8.13 (1), 
Let ρ be as above. Take two isometries Rρ ∈ (id, ρρ) and Rρ ∈ (id, ρρ). Then
R∗ρρ(Rρ) ∈ (ρ, ρ) = ρ(Z(M)) and R∗ρρ(Rρ) ∈ (ρ, ρ) = Z(M).
Proposition 8.20. Let ρ be an irreducible endomorphism on M with finite prob-
ability index. Suppose that ρ is preserving the center Z(M). Then the following
hold:
(1) ρ has finite probability index;
(2) R∗ρρ(Rρ) and Rρρ(Rρ) are invertible elements in Z(M).
Proof. By our assumption, the (unique) conditional expectation M ∋ x 7→
ρ(R∗ρρ(x)Rρ) ∈ ρ(M) has finite probability index. Thus there exists a con-
stant λ > 0 such that ρ(R∗ρρ(x)Rρ) ≥ λx for all x ∈ M . Then we have
ρ(R∗ρρ(RρR
∗
ρ)Rρ) ≥ λRρR∗ρ. Since R∗ρρ(Rρ) ∈ Z(M), ρ(R∗ρρ(Rρ)) ∈ Z(M). Hence
ρ(R∗ρρ(RρR
∗
ρ)Rρ) = R
∗
ρρ(R
∗
ρρ(RρR
∗
ρ)Rρ)Rρ ≥ λ.
Hence |R∗ρρ(Rρ)| is invertible, and so is R∗ρρ(Rρ) because of centrality. Also,
the conjugate endomorphism ρ is preserving Z(M), we can show R∗ρρ(Rρ) is
invertible. 
Theorem 8.21. Let M be a properly infinite von Neumann algebra. Let ρ and
σ be an irreducible and a co-irreducible endomorphism on M with finite index,
respectively. Then the following statements are equivalent:
(1) ρ = σ in Sect(M);
(2) (id, σρ) contains an isometry.
Moreover, the following (3) or (4) also imply (1).
(3) ρ preserves Z(M) and (id, ρσ) contains an isometry;
(4) There exist isometries Rρ ∈ (id, ρρ), Rρ ∈ (id, ρρ) and w ∈ (id, ρσ) such
that ρ(R
∗
ρ)Rρ is invertible element in Z(M), and the conditional expecta-
tion from M onto N defined by Eσ(x) = σ(w
∗ρ(x)w) is faithful.
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Proof. (1)⇒(2). It is clear from Lemma 8.17 (1).
(2)⇒(1). Let v ∈ (id, σρ) be an isometry. Take an isometry Rρ ∈ (id, ρρ). Then
the maps M ∋ x 7→ ρ(v∗σ(x)v) ∈ ρ(M) and M ∋ x 7→ ρ(R∗ρσ(x)Rρ) ∈ ρ(M)
are both conditional expectations, and they are equal because E(M, ρ(M)) is a
singleton. Thus we can construct a partial isometry V on L2(M) as V (σ(x)vΩ) =
ρ(x)RρΩ for x ∈M . Note that V ∈M . Indeed, for x being analytic with respect
to the modular group σΩ, we have
V (JMσ
Ω
i/2(x)
∗JMσ(y)vΩ) = V (σ(y)vxΩ) = V (σ(yρ(x)Ω) = ρ(yρ(x))RρΩ,
which is equal to JMσ
Ω
i/2(x)
∗JMV (σ(y)vΩ). Thus V ∈ (JMMJM )′ =M .
The support projection V ∗V is contained in σ(M)′∩M = Z(M). However, the
computation vV ∗V Ω = V ∗V vΩ = vΩ shows vV ∗V = v, and V ∗V = 1. Similarly,
we get V V ∗ = 1, that is, V is unitary. It is trivial that V intertwines σ and ρ.
Next we assume (3). The “if ” part is clear. We show the “only if” part.
Assume v ∈ (id, ρσ) is an isometry. We set u := R∗ρρ(v) that is in (ρ, σ). Then
u∗u, uu∗ ∈ Z(M). Let Eρ : M → ρ(M) be the unique conditional expectation
with probability index λ ∈ Z(M)+, which is given by Eρ(x) = ρ(R∗ρρ(x)Rρ).
Note that ρ is co-irreducible, and ρ(Z(M)) ⊂ Z(M). Since Eρ(uu∗) ≥ λ−1vv∗
and ρ(uu∗) ∈ Z(M), we have ρ(uu∗) = v∗ρ(uu∗)v ≥ λ. Hence uu∗ ≥ λ. Since
uu∗ and u∗u are central, the element |u∗|−1u ∈ (ρ, σ) is a unitary. 
8.3. Cocycle crossed product. We summarize some well-known facts on cocy-
cle crossed product. Let M be a von Neumann algebra, and L2(M) the standard
Hilbert space. Let (αg, v(g, h)) be a cocycle crossed action of G on M . Define
π(x), λg ∈ B(L2(M)⊗ ℓ2(G)), x ∈M , g ∈ G, as follows
(π(x)ξ) (g) = αg−1(x)ξ(g), (λgξ) (h) = v(h
−1, g)ξ(g−1h),
where we should not confuse αg−1 and α
−1
g . Then
λgπ(x)λ
∗
g = π(αg(x)), λgλh = π(v(g, h))λgh.
By definition, the twisted crossed product von Neumann algebra is
M ⋊α,v G := π(M) ∨ {λg}′′g∈G.
Theorem 8.22. Let (α, v) and M as above. Then the following holds:
(1) Suppose that an automorphism θ on M induces an automorphism on G
(denoted by the same symbol θ) such that
θ ◦ αθ−1(g) ◦ θ−1 = Ad uθg ◦ αg(x),
uθgαg(u
θ
h)v(g, h)u
θ∗
gh = θ(v(θ
−1(g), θ−1(h)))
for some unitary uθg ∈M . Then θ uniquely extends to M ⋊α,vG as θ˜ such
that θ˜(λθ−1(g)) = π(u
θ
g)λg.
(2) If we have uθσg = θ(u
σ
θ−1(g))u
θ
g for θ, σ ∈ Aut(M), then θ˜ ◦ σ˜ = θ˜ ◦ σ holds.
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Proof. (1) Denote uθg by ug for simplicity. Let Uθ ∈ B(L2(M)) be the standard
implementing unitary of θ. Define a unitary Wθ ∈ B(L2(M)⊗ ℓ2(G)) by
(Wθξ) (g) = u
∗
g−1Uθξ(θ
−1(g)), ξ(g) ∈ L2(M)⊗ ℓ2(G).
Then W ∗θ is given by
(Wθξ) (θ
−1(g)) = U∗θ ug−1ξ(g).
We show AdWθ gives a desired action. At first, we verify AdWθ(π(a)) = π(θ(a))
as follows.
(Wθπ(a)W
∗
θ ξ) (g) = u
∗
g−1Uθ (π(a)W
∗
θ ξ) (θ
−1(g))
= u∗g−1Uθαθ−1(g−1)(a) (W
∗
θ ξ) (θ
−1(g))
= u∗g−1Uθαθ−1(g−1)(a)U
∗
θ ug−1ξ(g)
= u∗g−1θαθ−1(g−1)(a)ug−1ξ(g)
= αg−1(θ(a))ξ(g)
= (π(θ(a))ξ) (g).
Next we show AdWθ(λθ−1(g)) = π(ug)λg as follows.(
Wθλθ−1(g)W
∗
θ ξ
)
(h) = u∗h−1Uθ (λgW
∗
θ ξ) (θ
−1(h))
= u∗h−1Uθαθ−1(h−1)
(
v(θ−1(h−1), θ−1(g))
)
(W ∗θ ξ) (θ
−1(g−1h))
= u∗h−1Uθαθ−1(h−1)
(
v(θ−1(h−1), θ−1(g))
)
U∗θ uh−1gξ(g
−1h)
= u∗h−1θαθ−1(h−1)
(
v(θ−1(h−1), θ−1(g))
)
uh−1gξ(g
−1h)
= u∗h−1uh−1αh−1(ug)v(h
−1, g)ξ(g−1h)
= αh−1(ug) (λgξ) (h)
= (π(ug)λgξ) (h).
This shows that θ˜ = AdWθ preserves M ⋊α,v G, and is a desired extension. The
uniqueness of θ˜ is obvious.
(2) By the assumption, WθWσ = Wθσ holds. 
8.4. Dual cocycle twisting of a Kac algebra. Let ω ∈ Z2(Ĝ). Then the map
∆ω := Adω ◦∆ gives a new coproduct on L∞(Ĝ). We will show the trace ϕ is
still bi-invariant with respect to ∆ω. This fact is well-known for experts, but we
give a proof for readers’ convenience. Let v ∈ U(L∞(Ĝ)) be as in the proof of
Lemma 3.13. Since ωπ,πTπ,π = (vπ ⊗ 1)Tπ,π, and (Trπ⊗ id)(Tπ,πT ∗π,π) = d(π)−1,
we have
(Trπ ⊗ idπ)(ω∗π,πTπ,πT ∗π,πωπ,π) = (Trπ⊗ idπ)((vπ ⊗ 1)Tπ,πT ∗π,π(v∗π ⊗ 1)) =
1
d(π)
.
Note that the following map from (π, σρ) into (σ, πρ) defined by
S 7→
√
d(σ)d(ρ)d(π)−1(S∗ ⊗ 1ρ)(1σ ⊗ Tρ,ρ)
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is a conjugate unitary. Thus for xσ ∈ B(Hσ), we obtain
π∆ρ(xσ) =
∑
S∈ONB(π,σρ)
d(σ)d(ρ)d(π)−1(S∗ ⊗ 1ρ)(xσ ⊗ Tρ,ρT ∗ρ,ρ)(S ⊗ 1ρ).
Hence for any x ∈ L∞(Ĝ),
d(π)(Trπ⊗ idρ)(π∆ωρ (x))
=
∑
σ≺πρ
∑
S∈ONB(π,σρ)
d(σ)d(ρ)(Trπ ⊗ idρ)
(
ωπ,ρ(S
∗ ⊗ 1ρ)(xσ ⊗ Tρ,ρT ∗ρ,ρ)(S ⊗ 1ρ)ω∗π,ρ
)
=
∑
σ≺πρ
∑
S∈ONB(π,σρ)
d(σ)d(ρ)(Trπ ⊗ idρ)
(
(S∗ ⊗ 1ρ)ωσρ,ρ(xσ ⊗ Tρ,ρT ∗ρ,ρ)ω∗σρ,ρ(S ⊗ 1ρ)
)
=
∑
σ≺πρ
∑
S∈ONB(π,σρ)
d(σ)d(ρ)(Trσρ⊗ idρ)
(
ωσρ,ρ(xσ ⊗ Tρ,ρT ∗ρ,ρ)ω∗σρ,ρ(SS∗ ⊗ 1ρ)
)
.
Then summing up with π ∈ Irr(G) and changing the summation to∑σ∈Irr(G)∑π≺σρ,
we obtain∑
π∈Irr(G)
d(π)(Trπ⊗ idρ)(∆ωπ,ρ(x))
=
∑
σ∈Irr(G)
d(σ)d(ρ)(Trσρ⊗ idρ)
(
ωσρ,ρω
∗
σ,ρρ(xσ ⊗ Tρ,ρT ∗ρ,ρ)ωσ,ρρω∗σρ,ρ
)
=
∑
σ∈Irr(G)
d(σ)d(ρ)(Trσρ⊗ idρ)
(
ω∗σ,ρωρ,ρ(xσ ⊗ Tρ,ρT ∗ρ,ρ)ω∗ρ,ρωσ,ρ
)
=
∑
σ∈Irr(G)
d(σ)d(ρ)(Trσρ⊗ idρ)
(
ω∗σ,ρ(xσ ⊗ Tρ,ρT ∗ρ,ρ)ωσρ,ρ
)
(since ω is normalized)
=
∑
σ∈Irr(G)
d(σ)d(ρ)(Trσρ⊗ idρ)(xσ ⊗ Tρ,ρT ∗ρ,ρ)
=
∑
σ∈Irr(G)
d(σ) Trσ(xσ).
Namely, we have (ϕ ⊗ id)(∆ω(x)) = ϕ(x). We can prove the right invariance of
ϕ in a similar way. We call Ĝω := (L
∞(Ĝ),∆ω, ϕ) an ω-twisted Kac algebra. The
dual is a compact Kac algebra, and we denote it by Gω.
The following result is essentially same as [62, Lemma 26].
Lemma 8.23. Let ω be a co-commutative cocycle. Then β = ω∗F (ω) is a skew
symmetric bicharacter, where F denotes the flip of the tensors. Namely, we have
(∆⊗ id)(β) = β23β13, (id⊗∆)(β) = β12β13,
F (β) = β∗, (id⊗κ)(β) = (κ⊗ id)(β) = β∗.
Proof. If we show the first and second equality, then the remaining assertions
are an immediate consequence. Since ω∗ is a 2-cocycle for ∆ω, we have (∆ω ⊗
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id)(ω)ω12 = (id⊗∆ω)(ω)ω23. Flipping the first and second tensors, we obtain the
following since F ◦∆ω = ∆ω:
(∆ω ⊗ id)(ω)ω21 = (id⊗∆ω)(ω)213ω13.
From the cocycle identity, the left hand side is equal to (id⊗∆ω)(ω)ω23ω∗12ω21.
The right equals (id⊗∆ω)(F (ω))132ω13, respectively. We further flip the second
and third tensors. Then
(id⊗∆ω)(ω)ω32ω∗13ω31 = (∆ω ⊗ id)(F (ω))ω12.
We again use the cocycle identity in the left. Then
(∆ω ⊗ id)(ω)ω12ω∗23ω32ω∗13ω31 = (∆ω ⊗ id)(F (ω))ω12.
This implies (∆⊗ id)(β) = β23β13. Similarly, we have (id⊗∆)(β) = β12β13. 
Let ω ∈ Z2c (Ĝ) and βω := ω∗ω21 as before. Suppose now that β is non-
degenerate. Thus the linear span of (id⊗φ)(βω), φ ∈ L∞(Ĝ)∗ is dense in L∞(Ĝ).
We put a ∗-algebra structure on L∞(Ĝ)∗ as follows:
φ · ψ := (φ⊗ ψ) ◦∆, φ∗ := φ ◦ κ.
The map φ 7→ (id⊗φ)(βω) gives an injective ∗-homomorphism from L∞(Ĝ)∗ into
L∞(Ĝ). Thus we have an injective ∗-homomorphism (id⊗φ)(WG) 7→ (id⊗φ)(βω)
from A := {(id⊗φ)(WG) | φ ∈ L∞(Ĝ)∗} into L∞(Ĝ), where WG denotes the
left regular representation of G. If G is amenable, then the map extends to
Φ: C(G) → L∞(Ĝ) with dense range. It is straightforward to see that Φ is a
Hopf ∗-algebra homomorphism, but Φ does not extend to L∞(G) as a normal
map unless G is finite since L∞(G) has a normal invariant state.
Lemma 8.24. Let Ĝ be a finite dimensional Kac algebra, and ϕ be the normalized
Haar state on Ĝ. Let ω ∈ Z2c (Ĝ), and β = ω∗F (ω) be the bicharacter of ω. Then
β is non-degenerate if and only if (id⊗ϕ)(β) = e1.
Proof. First assume (id⊗ϕ)(β) = e1. Take x ∈ L∞(Ĝ) such that (x⊗1)β = x⊗1.
Then we obtain x(id⊗ϕ)(β) = x, and x = xe1 by assumption. Hence β is non-
degenerate. Conversely assume β is non-degenerate. Then
((id⊗ϕ)(β)⊗ 1)β = (id⊗ϕ⊗ id)(β12β13)
= (id⊗ϕ⊗ id)((id⊗∆)(β))
= (id⊗ϕ)(β)⊗ 1.
Since β is non-degenerate, we have (id⊗ϕ)(β) = e1. 
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