We give branching formulas from so(7, C) to g2 for generalized Verma modules attached to g2-compatible parabolic subalgebras of so(7, C), and branching formulas from g2 to sl(3, C) for generalized Verma modules attached to sl(3, C)-compatible parabolic subalgebras of g2 respectively, under some assumptions on the parameters of generalized Verma modules.
Introduction
Branching law is one of the fundamental topics in representation theory. It gives multiplicities for a representation (or module) of a group (or an algebra) upon restriction to its subgroup (or subalgebra). In this paper, we partially study the branching problems for the Lie algebra pairs (so(7, C), g 2 ) and (g 2 , sl(3, C)).
The Lie algebra pairs (so(7, C), g 2 ) and (g 2 , sl(3, C)) are studied by many mathematicians, especially for (so(7, C), g 2 ). The following two points indicate that this two pairs are special.
Firstly, although (so(7, C), g 2 ) and (g 2 , sl(3, C)) are not symmetric pairs, they behave like symmetric pairs. Concretely, let's consider the simply connected compact real Lie group pairs (Spin(7), G 2 ) and (G 2 , SU (3)). In [HPTT] , the authors gave the definition of polar pair (Definition 3.1 [HPTT] ) and irreducible polar pair (Definition 3.2 [HPTT] ), and did a classification of irreducible polar pairs (G, H). If (G, H) is an irreducible polar pair with G semi-simple and simply connected and H connected, the (G, H) is either a symmetric pair associated to some symmetric space of compact type or else it is isomorphic symmetric pairs; instead, we shall focus on the two non-symmetric polar pairs (so(7, C), g 2 ) and (g 2 , sl(3, C)).
In [MS1] , T.Milev and P.Somberg studied the branching law of generalized Verma modules for (so(7, C), g 2 ), and gave the lists ofb-singular vectors. Actually, they are just the highest weight vectors of generalized Verma modules as g 2 -modules. Moreover, an useful method called F-method was introduced in [MS2] in order to findL ′ -singular vectors. All these vectors give much information for branching formulas. We shall see that these results will be contained in our branching formulas below.
W.M.McGovern gave an explicit branching formula for (so(7, C), g 2 ) of finite dimensional modules (Theorem 3.4 [M] ). In fact, branching formulas of finite dimensional modules can always be deduced by Kostant's Branching Theorem (Theorem 8.2.1 [GW] or Theorem 9.20 [K] ). But we know little about those for infinite dimensional modules. We are not able to deal with all of infinite dimensional modules; instead, we shall only handle generalized Verma modules. It is well known that generalized Verma modules belong to the generalized BGG category O p . Here, we require p to be a g 2 (respectively, sl(3, C))-compatible parabolic subalgebra of so(7, C)(respectively, g 2 ) (Definition 3.7 [Ko] ), the reason for which we shall explain in Section 3. Moreover, we have to require the parameter of each parabolic Verma module to be "generic" so that the generalized Verma module is simple. Under these requirements, any sub-quotient occurring in the restriction of each generalized Verma module lies in O p ′ where p ′ is the intersection of p with g 2 (respectively, sl(3, C)) (Lemma 3.4 and Proposition 3.8 [Ko] ).
As to the basic structures of the complex Lie algebras of so(7, C) and sl(3, C), it is easy to understand them because both of them are of classical types. For the exceptional Lie algebra g 2 , its structure is showed in detail in Chapter 22 [FH] and Section 19.3 [Hu1] . T.Levasseur and S.P.Smith described the details of the inclusion g 2 ⊆ so(7, C) (Section 2 [LS] ). We shall restate the embedding in Section 2 and use this construction throughout this paper.
In Section 3, we shall first briefly introduce the concept of discretely decomposable representation given by T.Kobayashi, which will explain why we require compatibility of parabolic subalgebras. Then we shall find all g 2 -compatible standard parabolic subalgebras of so(7, C). Our main part will begin from Section 4. In Section 4, We shall first recall T.Kobayashi's method which will indicate a way for decomposition in Grothendieck group level, and making use of which we shall compute the decompositions of generalized Verma modules attached to compatible parabolic subalgebras in the Grothendieck groups of O p ′ for (so(7, C), g 2 ). In Section 5, we'll show that under some special assumptions on the parameters, the decompositions in the Grothendieck groups of O p ′ given in Section 4 are just g 2 -module decompositions. For the pair (g 2 , sl(3, C)), the method is parallel but the computation is much easier than that for (so(7, C), g 2 ). We shall only give the parallel results for it without computation in Section 6.
Throughout the paper, we shall use the following notations.
Let N, Z + , Z and C denote the set of nonnegative integers, positive integers, integers and complex numbers respectively. Let g be a complex reductive Lie algebra. Then denote h g to be a Cartan subalgebra of g with its dual space h * g , and denote Φ(g), Φ + (g), ∆(g) and Λ + (g) to be root system, positive root system, simple root system and dominant integral weight system of g respectively. If α is a root, let H α be the corresponding co-root. And let ρ(g) denote half the sum of Φ + (g). We denote W g to be the Weyl group of g generated by the reflections s α for α ∈ Φ(g). We always denote p to be a parabolic subalgebra of g, and let p = l + u + be a Levi decomposition with l reductive subalgebra and u + nilpotent radical. Because a standard parabolic subalgebra is determined by a subset of the simple system and a Borel subalgebra which it contains (Lemma 3.8.1(ii) [CM] or Proposition 5.90 [K] ), we denote p Π to be the standard parabolic subalgebra corresponding to the subset Π ⊆ ∆(g); namely,
g −α where g α is the root space of the root α. An extreme case of parabolic subalgebra is Borel subalgebra which we denote by b g . Moreover, denote U (g) to be the universal enveloping algebra of g. If S is a set, we denote CardS to be the cardinality of S.
2 Embedding of g 2 in so(7, C)
We briefly recall the embedding of g 2 in so(7, C) described by T.Levasseur and S.P.Smith (Section 5 [LS] ) in this section.
We may realize so(7, C) as
the set of skew-adjoint matrices relative to the quadratic form 2(z 1 z 4 + z 2 z 5 + z 3 z 6 ) + z 2 7 on C 7 . Let E ij ∈ gl(7, C) for 1 ≤ i, j ≤ 7 be matrix such that (i, j)-entry is 1 and other entries are all 0. Define a Cartan subalgebra h so(7,C) of so(7, C) with basis
The subalgebra g 2 is given by the Chevalley basis in terms of that of so(7, C) below.
A Cartan subalgebra of g 2 is complex linearly spanned by {H α1 , H α2 }. The inclusion h g2 ⊆ h so(7,C) induces a restriction map Res so(7,C) g2
: h * so(7,C) → h * g2 . Fix simple system ∆(g 2 ) = {α 1 , α 2 } of g 2 with α 1 = Res so(7,C) g2
(ε 3 ) and α 2 = Res so(7,C) g2
We may write so(7, C) = g 2 ⊕U , where U is the orthogonal complement to g 2 with respect to Killing form of so(7, C). Then dim U = 7, and since [g 2 , U ] = 0, the only possibility is that U is isomorphic to the unique 7-dimensional simple module of g 2 . It is well known that U = Span C {v ±(2α1+α2) , v ±(α1+α2) , v ±α1 , v 0 }, where v β for β ∈ Φ(g 2 ) are weight vectors in the corresponding weight spaces and v 0 is given by H ε2+ε3 − 1 2 H ε1 = H 2 + H 3 , which satisfy the following relations:
Compatible Parabolic Subalgebra
In this section, our aim is to find all g 2 -compatible standard parabolic subalgebras of so(7, C). We need to give a general definition of compatible parabolic subalgebra. However, we should explain why we require p to be a compatible parabolic subalgebra. Hence, we introduce T.Kobayashi's work at first, which will answer this question.
Discretely decomposable branching laws
Suppose that g is a complex reductive Lie algebra.
Definition 3.1. We say a g-module X is discretely decomposable if there is an increasing filtration {X m } of g-submodules of finite length such that X = +∞ m=0 X m . Further, we say X is discretely decomposable in the category O p if all X m can be taken from O p .
Suppose that g ′ ⊆ g is a reductive subalgebra, and p ′ its parabolic subalgebra. 
Let G = Int(g), P the parabolic subgroup of G with Lie algebra p as before, and G ′ a reductive subgroup with Lie algebra g ′ .
A semi-simple element H ∈ g is said to be hyperbolic if the eigenvalues of ad (H) are all real. For a hyperbolic element H, we define the subalgebras
as the sum of the eigenspaces with positive, zero, and negative eigenvalues, respectively. Then
is a Levi decomposition of a parabolic subalgebra of g.
Let g
′ be a reductive subalgebra of g, and p a parabolic subalgebra of g.
Definition 3.4. We say p is g ′ -compatible if there exists a hyperbolic element
3.2 g 2 -compatible parabolic subalgebra of so(7, C)
We begin to find all the g 2 -compatible standard parabolic subalgebras of so(7, C).
Lemma 3.6. Let g be a complex semi-simple Lie algebra with a reductive subalgebra g ′ . Suppose that p is a parabolic subalgebra of g. Take an arbitrary
Proof. The "if" part follows the definition immediately. Now if p is a g ′ -compatible parabolic subalgebra, there is a hyperbolic element
′ is a semi-simple element in p, so in p ′ , and hence there exists a maximal toral subalgebra t
and then the "only if" part is proved.
We know that so(7, C) has eight standard parabolic subalgebras, which are corresponding to φ, {ε 1 − ε 2 }, {ε 2 − ε 3 }, {ε 3 }, {ε 1 − ε 2 , ε 2 − ε 3 }, {ε 1 − ε 2 , ε 3 }, {ε 2 − ε 3 , ε 3 }, and ∆(so(7, C)).
Proposition 3.7. There are four g 2 -compatible standard parabolic subalgebras of so(7, C): b so(7,C) , p {ε2−ε3} , p {ε1−ε2,ε3} and p ∆(so(7,C)) .
Proof. By Lemma 3.6, we only need to take the hyperbolic elements in h g2 . Let
and only if ε 3 ∈ Π. Therefore, neither of p {ε1−ε2} , p {ε3} , p {ε1−ε2,ε2−ε3} , p {ε2−ε3,ε3} can be g 2 -compatible. Take the hyperbolic element H φ = 4H α1 + 7H α2 = 4H 1 + 3H 2 + H 3 ∈ h g2 , and one will easily check that b so(7,C) = p(H φ ). In fact, we have adH φ (h g2 ) ≡ 0, (ε 1 −ε 2 )(H φ ) = 4−3 = 1 > 0, (ε 2 −ε 3 )(H φ ) = 3−1 = 2 > 0 and ε 3 (H φ ) = 1 > 0. Hence, by definition, b so(7,C) is g 2 -compatible. Similarly, take the hyperbolic element
, and one will easily check
And if taking the hyperbolic element
because we just take H 0 = 0 to be the required hyperbolic element.
The result of Proposition 3.7 was also showed by T. Milev and P.Somberg (Corollary 5.3 [MS1] ). We only focus on this four g 2 -compatible parabolic subalgebras from now on. In the next section, we shall begin to study decomposition of generalized Verma module in the generalized BGG category O p , which is defined to be M so(7,C) p (λ) := U (so(7, C)) U(p) F λ where Res h so (7,C) h so(7,C) ∩ [l,l] λ is a dominant integral weight and F λ is the finite dimensional simple l-module with highest weight λ ∈ Λ + (l). Here, F λ is inflated to a p-module via the projection
One of extreme cases is p = b so(7,C) . In this case, generalized Verma modules are just Verma modules. However, we shan't discuss the generalized Verma modules attached to p ∆(so(7,C)) = so(7, C) because in this extreme case, M so(7,C) p ∆(so(7,C)) (λ) is nothing but the finite dimensional simple so(7, C)-module with highest weight λ ∈ Λ + (so(7, C)), whose branching law to g 2 has already been solved (Theorem 3.4 [M] ).
Decomposition in the Grothendieck Group

T.Kobayashi's Method
In this section, we state an important theorem given by T.Kobayashi which offered us a main method to compute decompositions in the next three sections.
Let g ′ be a reductive subalgebra of a complex semi-simple Lie algebra g, and p a parabolic subalgebra of g. Let p = l + u + be a g ′ -compatible parabolic subalgebra of g defined by a hyperbolic element H ∈ g ′ . We take a Cartan subalgebra h g ′ of g ′ such that H ∈ h g ′ , and extend it to a Cartan subalgebra
We recall that F λ denotes the finite dimensional simple module of l with highest weight λ ∈ Λ + (l). Likewise, let
Given a vector space V we denote by S(V ) = +∞ k=0 S k (V ) the symmetric tensor algebra over V . We extend the adjoint action of l
We denote M g p to be the parabolic Verma module of g attached to its parabolic subalgebra p. Likewise, let M 
parabolic subalgebra of g, and λ ∈ Λ + (l).
(1) m(δ; λ) < +∞ for all δ ∈ Λ + (l ′ ).
(2) In the Grothendieck group of O p ′ , we have the following isomorphism:
In Section 4.2, 4.3 and 4.4, we shall make use of the method introduced in Section 4.1 to obtain decompositions as in Theorem 4.1. Our main aim is nothing but to compute m(δ; λ). Hence, it includes three steps.
Step 1: to compute Res
Step 2: to compute S(u − /u − ∩ g 2 );
Step 3: to compute dim
In Section 4.2 where the generalized Verma module is just the standard Verma module, the computation is not complicate because F ′ δ will be only one dimensional. However, things are become much more complicate in the latter two cases. One will see that F ′ δ is isomorphic to some finite dimensional module of sl(2, C).
Thus, F λ is an 1-dimension simple module of h so(7,C) and Res h so(7,C) hg 2
On the other hand, it is not hard to compute that
Combine the two equations above, and we have
Now let δ = uα 1 + vα 2 for some u, v ∈ C such that F ′ δ is an 1-dimension simple module of h g2 . Then according to the definition of m(δ, λ), we have
Based on the discussion above, we quickly obtain the formula for m(δ, λ).
Lemma 4.2. With the notations above, and let µ = Res so(7,C) g2
λ − δ, then m(δ, λ) = 1 + min{µ(H 3α1+α2 ), µ(H 3α1+2α2 )} if and only if µ (H 3α1+α2 ) ∈ N and µ(H 3α1+2α2 ) ∈ N; otherwise, m(δ, λ) = 0.
Proof. We have already known that m(δ, λ) = 0 if and only if there exist
from which the conclusion follows.
Apply Theorem 4.1, the decomposition of M so(7,C) b so(7,C) (λ) in the Grothendieck Group of O bg 2 is obtained immediately.
Proposition 4.3. Let λ ∈ h * so(7,C) and δ ∈ h * g2 . Denote µ = Res so(7,C) g2
in the Grothendieck Group of O bg 2 .
Proof. By Theorem 4.1 and Lemma 4.2, the conclusion is proved.
M so(7,C)
We consider p = p {ε2−ε3} . In this case, p ′ = p {α2} , l = h so(7,C) ⊕ CX ε2−ε3 ⊕ CX ε3−ε2 , and l ′ = h g2 ⊕CX α2 ⊕CX −α2 . We write l ′ = Span C {H 2α1+α2 , H α2 , X α2 ,
, X −α2 }, and it is obvious that
, and X −α2 → 0 0 1 0 . In particular, Span C {H α2 , X α2 , X −α2 } ∼ = sl(2, C) and CH 2α1+α2 is the center of l ′ .
From now on, we denote F (n) to be the finite dimensional simple module of gl(2, C) with highest weight n, whose center act as 0. Moreover, we denote ρ 0 to be the 1-dimensional simple module of gl(2, C) where sl(2, C) act as 0 and 1 0 0 1 acts as multiplication by 2.
Now let λ = aε 1 + bε 2 + cε 3 for some a, b, c ∈ C. Here, we require λ to be [l, l]-dominant integral, so λ(H ε2−ε3 ) = b − c ∈ N. We compute that λ(H 2α1+α2 ) = 2a + b + c and λ (H α2 
On the other hand, u − /u − ∩ g 2 = Span C {v −α1 , v −α1−α2 , v −2α1−α2 }. Check the action of H 2α1+α2 , H α2 , X α2 and X −α2 on the weight vectors v −α1 , v −α1−α2 and v −2α1−α2 , we have Span C {v −α1 , v −α1−α2 } ∼ = F (1)⊗− 1 2 ρ 0 and Span C {v −2α1−α2 } ∼ = −ρ 0 . Thus,
Here, we use the fact that S i (F (1)) ∼ = F (i). Combine the two equations above, and we have
is not necessarily a simple gl(2, C)-module. Luckily, by Littlewood-Richardson theorem (Theorem 9.74 [K] ), we have
Then we obtain a direct sum with each summand a simple l ′ -module.
Now let δ = uα 1 + vα 2 for some u, v ∈ C. Here, we require δ to be [l
Lemma 4.4. With the notations above, and let σ = Res so(7,C) g2
λ + δ and µ = Res so(7,C) g2 λ − δ. Then m(δ, λ) = 0 if and only if µ (H 2α1+α2 ) ∈ N, µ(H 3α1+α2 ) ∈ Z, and |µ(H α2 )| ≤ µ (H 2α1+α2 ). In this case,
otherwise, m(δ, λ) = 0.
Proof. According to the discussion above, m(δ, λ) = 0 if and only if there exist 
Conversely, suppose that 2a + b + c − u ∈ N, a + c − u + v ∈ Z and |b − c + u − 2v| ≤ 2a + b + c − u hold, then we just take i = |b − c + u − 2v| and j = 2a+b+c−u−|b−c+u−2v| 2
. Here, i ≤ b−c−u+2v because b−c, 2v −u ∈ N. Also, j must be an integer because a + c − u + v ∈ Z guarantees that 2a + b + c − u and b − c + u − 2v have same parity and so do |b − c + u − 2v| and b − c + u − 2v. Thus, 2a+b+c−u−|b−c+u−2v| is always an even integer. One can check immediately that i, j ∈ N, |b − c + u − 2v| ≤ i ≤ b − c − u + 2v, b − c + u − 2v + i ≡ 0(mod2) and i+2j = 2a+b+c−u. This shows that m(δ, λ) = 0 if and only if 2a+b+c−u ∈ N, a+c−u+v ∈ Z and |b−c+u−2v| ≤ 2a+b+c−u, which is just µ (H 2α1+α2 .
It is not difficult to check that some conditions can be deduced from others, so after cancelling some of them, we only need three conditions:
Apply Theorem 4.1, the decomposition of M so(7,C)
Proposition 4.5. Let λ ∈ h * so(7,C) satisfying λ(H ε2−ε3 ) ∈ N and δ ∈ h * g2 . Denote σ = Res so(7,C) g2 λ + δ and µ = Res so(7,C) g2
Proof. By Theorem 4.1 and Lemma 4.4, the conclusion is proved.
M
so(7,C)
We turn to the last case. In this case p = p {ε1−ε2,ε3} , p
as direct sum of ideals, and
and CH 3α1+2α2 is the center of l ′ . According to the construction in Section 2,
To avoid the similar calculation as in Section 4.3, we omit details of computation.
Let λ = aε 1 + bε 2 + cε 3 for some a, b, c ∈ C. Here, we require λ to be
Retain the notations F (n) and ρ 0 in Section 4.3 for l ′ now. We
Lemma 4.6. With the notations above, and let µ = Res so(7,C) g2 λ − δ. Then m(δ, λ) = 0 if and only if µ (H 3α1+2α2 ) ∈ N, µ(H 3α1+α2 ) ∈ Z, and max{|µ(
Proof. The proof is similar to that of Lemma 4.4.
Proposition 4.7. Let λ ∈ h * so(7,C) satisfying λ(H ε1−ε2 ), λ (H ε3 ) ∈ N and δ ∈ h * g2 . Denote µ = Res so(7,C) g2 λ − δ. Then Res so(7,C) g2 M so(7,C)
in the Grothendieck Group of O p {α 1 } , where
Remark 4.8. There is no need for us to add the condition δ(H α1 ) = 2u−3v ∈ N under because the three conditions already imply it. In fact, since a+b−v ∈ N, a+c−u+v ∈ Z and a−b, 2c ∈ N, 2u−3v = (a+b−v)−2(a+c−u+v)+(a−b)+2c ∈ Z. And |a
Proof. By Theorem 4.1 and Lemma 4.6, the conclusion is proved. Let g be a complex semi-simple Lie algebra, and let h g be a Cartan subalgebra with dual space h * g .
Proof. See Theorem 9.12 [Hu2] .
Definition 5.2. We say that µ is linked to ν if µ−ν ∈ ZΦ(g) and µ = ω(ν+ρ)−ρ for some ω ∈ W g ; in other words, µ and ν lie in the same linkage class. Proof. The conclusion follows Theorem 4.9 [Hu2] .
Proposition 5.5. Let L(λ) be the simple highest weight module with the highest weight λ ∈ h * g . Then L(λ) has no non-split extension with itself in O p .
Proof. See Proposition 3.1(d) [Hu2] .
We have made full preparation for our calculation. For each case, we have two steps.
Step 1: to add conditions on the parameter λ such that M so(7,C) p (λ) is simple, the aim of which is that any sub-quotient of M so(7,C) p
Step 2: to add conditions on the parameter λ such that the direct summands of each decomposition are g 2 -simple and have no non-split extensions with each other in O
The Verma module M so(7,C) b so(7,C) (λ) is simple if λ is anti-dominant by Proposition 5.1. Thus, suppose λ = aε 1 + bε 2 + cε 3 for some a, b, c ∈ C, an easy computation will show that M so(7,C)
Under these conditions, any sub-quotient occurring in its restriction to g 2 lies in O bg 2 .
Lemma 5.6. Suppose that M so(7,C) b so(7,C) (λ) is simple with λ = aε 1 + bε 2 + cε 3 for some a, b, c ∈ C.
(1) each direct summand of the decomposition in Proposition 4.3 is simple as g 2 -module;
(2) any two direct summands of the decomposition in Proposition 4.3 have no non-split extensions.
Proof. If δ = uα 1 +vα 2 for u, v ∈ C appears as a parameter of a direct summand of the decomposition in Proposition 4.3, then it satisfies that a + c − u + v ∈ N and a + b − v ∈ N. Hence,
By the similar process, one can easily Notice that b − c / ∈ Z, a + c / ∈ Z and a + b / ∈ Z imply a − b / ∈ N, a + c + 2 / ∈ N and a + b + 3 / ∈ N respectively. If rearranging the twelve conditions above and define
which is just
then we obtain Theorem 5.7. Let λ ∈ S b so(7,C) . Then the decomposition in Proposition 4.3 is a decomposition of simple g 2 -modules.
Proof. By Proposition 4.3 and Lemma 5.6, the conclusion is proved immediately.
Suppose λ = aε 1 +bε 2 +cε 3 for some a, b, c ∈ C with b−c ∈ N, by Proposition 5.1, an easy computation will show that M so(7,C) p {ε 2 −ε 3 } (λ) is simple if 2a + 4 / ∈ N, 2b + 2 / ∈ N, 2c / ∈ N, a − b / ∈ N, a − c + 1 / ∈ N, a + b + 3 / ∈ N, b + c + 1 / ∈ N and a + c + 2 / ∈ N.
Let δ = uα 1 + vα 2 for some u, v ∈ C with 2v − u ∈ N. Now we do some calculation for preparation. It is known that W g2 = {±1, ±s α1 , ±s α2 , ±s α2 s α1 , ±s α1 s α2 , ±s α1 s α2 s α1 }.
1(δ + ρ(g 2 )) − ρ(g 2 ) = uα 1 + vα 2 , s α1 (δ + ρ(g 2 )) − ρ(g 2 ) = (−u + 3v − 1)α 1 + vα 2 , s α2 (δ + ρ(g 2 )) − ρ(g 2 ) = uα 1 + (u − v − 1)α 2 , s α2 s α1 (δ + ρ(g 2 )) − ρ(g 2 ) = (−u + 3v − 1)α 1 + (−u + 2v − 2)α 2 , s α1 s α2 (δ + ρ(g 2 )) − ρ(g 2 ) = (2u − 3v − 4)α 1 + (u − v − 1)α 2 , s α1 s α2 s α1 (δ + ρ(g 2 )) − ρ(g 2 ) = (−2u + 3v − 6)α 1 + (−u + 2v − 2)α 2 , −1(δ + ρ(g 2 )) − ρ(g 2 ) = (−u − 10)α 1 + (−v − 6)α 2 , −s α1 (δ + ρ(g 2 )) − ρ(g 2 ) = (u − 3v − 9)α 1 + (−v − 6)α 2 , −s α2 (δ + ρ(g 2 )) − ρ(g 2 ) = (−u − 10)α 1 + (−u + v − 5)α 2 , −s α2 s α1 (δ + ρ(g 2 )) − ρ(g 2 ) = (u − 3v − 9)α 1 + (u − 2v − 4)α 2 , −s α1 s α2 (δ + ρ(g 2 )) − ρ(g 2 ) = (−2u + 3v − 6)α 1 + (−u + v − 5)α 2 , −s α1 s α2 s α1 (δ + ρ(g 2 )) − ρ(g 2 ) = (2u − 3v − 4)α 1 + (u − 2v − 4)α 2 .
Lemma 5.8. Suppose that M so(7,C) p {ε 2 −ε 3 } (λ) is simple with λ = aε 1 + bε 2 + cε 3 for a, b, c ∈ C satisfying b − c ∈ N. If a − b + 2c / ∈ Z, 2a + b + c / ∈ Z, a + 2b − c / ∈ Z, a + b / ∈ Z and a + c / ∈ Z, then (1) each direct summand of the decomposition in Proposition 4.5 is simple as g 2 -module; (1 + Z − |µ(H η1−η2 )| 2 )M sl(3,C)
is a decomposition of simple sl(3, C)-modules, where Z = min{µ(H η1−η3 + H η2−η3 ), σ(H η1−η2 )}.
Remark 6.3. In each decomposition of Theorem 5.7, 5.9, 5.12 and 6.2, all the highest weight vectors of direct summands areb-singular vectors defined in [MS1] . In that paper, the authors listed theb-singular vectors of V λ (l) which is our F λ , for λ "small". In fact, one can check that those vectors are contained in our results. On the other hand, a method called F-method is introduced in [MS2] . In that paper, the authors used F-method to find out the space of L ′ -singular vectors (Definition 3.1 [MS2] ). Although the space ofL ′ -singular vectors contain more elements than the set ofb-singular vectors, i.e., some of them may not be useful to branching formulas, the F-method offers a new tool to study branching laws, at least shrinks the range of highest weight vectors.
