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The aim of the GRAL project is to simulate Quantum Chromodynamics with light dynami-
cal Wilson quarks on small to medium-sized lattices and to obtain infinite-volume results by
extrapolation. In order to establish the functional form of the volume dependence we study sys-
tematically the finite-size effects in the light hadron mass spectrum. In the following article we
report on the status of our ongoing work and give an update on recent results. In particular we
show that our simulation data for the light hadron masses depend exponentially on the lattice
size.
1 Introduction
In the past few decades Quantum Chromodynamics (QCD) has been established as the
fundamental quantum field theory of strongly interacting elementary particles, the so-
called hadrons1. According to QCD, hadrons are composed of even more fundamental
constituents, the quarks, which interact through the exchange of gluons. QCD has a very
peculiar mathematical structure that limits the applicability of perturbation theory (a stan-
dard tool in quantum field theory) to the regime of very high energies. In order to de-
termine low-energy properties of hadrons, like e.g. their masses, one has to revert to a
non-perturbative method. The only such method that is, in principle, capable of solving
the theory in an ab initio fashion, rather than just modeling it, is Lattice QCD2, 3 (LQCD).
In practice, LQCD comprises large-scale numerical simulations of a discretized ver-
sion of QCD in a finite box, using Monte-Carlo techniques on massively parallel com-
puters such as the Cray T3E, the QCD-dedicated APE/Quadrics machines, or large
PC/workstation clusters. The fundamental input parameters are the box volume, the lat-
tice spacing and the quark mass. A simulation with truly “realistic” parameters would of
course require the lattice spacing to be (infinitely) small and the quark mass at its phys-
ical value. Since physical quarks are light and the Compton wave length of a particle
behaves like 1/m, one also needs a large box in order to avoid systematic errors due to
finite-size effects. Because such a realistic simulation is prohibitively expensive one usu-
ally performs a number of computations with different lattice spacings and several rather
large quark masses. Given that the finite-size effects are under control, the results are then
extrapolated to the continuum and to the physical quark mass. For the latter, so-called
chiral extrapolation, one can, in principle, use theoretical predictions for the quark mass
dependence of the light hadron masses from Chiral Perturbation Theory4, 5 (ChPT). How-
ever, since ChPT is a low-energy effective theory the simulations have to be carried out
at sufficiently small quark masses in order for ChPT predictions to be applicable. For a
long time improved discretization schemes appeared to be very promising in this respect,
as they allow for an enlargement of the box volume by increasing the lattice spacing (at
a fixed number of lattice sites), while at the same time the associated discretization errors
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are small6, 7. However, actual computations with these improved schemes did not quite
meet the original expectations, as one encountered increasingly large fluctuations in the
numerical sampling process towards smaller quark masses8, 9. On the other hand, recent
developments like the overlap10, 11, domain-wall12 or improved staggered13 quark formula-
tions, though not affected by fluctuations, are computationally expensive, especially if one
goes beyond the quenched approximation (where vacuum polarization effects from virtual
quark-antiquark pairs are neglected for the sake of computational feasibility).
Given this situation, the objective of the GRAL project (“Going Realistic And Light”)
is a systematic study of finite-size effects in the light hadron spectrum in the parameter
regime accessible to us, carried out with standard, unimproved dynamical Wilson quarks14.
With simulations on series of small to medium-sized lattice volumes (at fixed lattice spac-
ing and quark mass, respectively) we eventually want to address the issue of whether one
can use formulae obtained from this investigation to extrapolate hadronic observables to
the infinite volume15.
This article intends to give an insight into our project, which is still work in progress.
After a short discussion of the nature and origin of finite-size effects, based on theoreti-
cal considerations and previous numerical findings, we give a very brief introduction into
LQCD and the numerical challenge it represents. We will then summarize some details
about the current status of the GRAL project and report on preliminary results.
2 Volume Dependence of the Light Hadron Masses
In 1983 M. Lu¨scher published a universal field theoretic formula for the shift in the mass
of a stable particle enclosed in a finite box16. The formula states for asymptotically large
volumes that the finite-size mass-shift vanishes exponentially with increasing box size at
a rate that depends on the particle considered and on the spectrum of light particles in the
theory. Here we are interested in the application of this formula to LQCD.
We consider—at fixed quark mass—a stable hadron on a discrete and finite space-
time lattice of spatial size (La)3 with periodic boundary conditions and sufficiently large
(Euclidian) time-extentTa (ideally, T →∞). On such a lattice the hadron massMH(L)/a
depends not only on the lattice spacing a but also on the number of lattice sites in spatial
direction, L. In fact, if one defines the dimensionless infinite-volume pion mass at fixed
lattice spacing as
Mpi = lim
L→∞
Mpi(L), (1)
then MH(L) is supposed to become a universal function of MpiL in the finite-volume
continuum limit which is obtained by taking a → 0 and simultaneously L → ∞, while
keeping MpiL fixeda. Since finite-size effects probe the system at large distances La a
and are thus insensitive to short-distance effects, this function is expected to hold also for
finite lattice spacings.
aOn the lattice, masses are determined from the exponential decay of two-point correlation functions. Thus, the
inverse ξ = 1/MH of a hadronic mass corresponds to a correlation length that determines the decay rate. One
can therefore think of MpiL = L/ξ as the spatial lattice extent measured in units of the (infinite-volume) pion
correlation length.
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In QCD the lightest hadron is the pion. Substituting the (constant) leading-order chiral
expression for the pi-pi forward scattering amplitude into the general formula one finds for
the relative pion mass-shift
Mpi(L)−Mpi
Mpi
=
3
8pi2
M2pi
F 2pi
K1(MpiL)
MpiL
(2)
∼ 3
4(2pi)3/2
M2pi
F 2pi
e−MpiL
(MpiL)3/2
, (3)
where Fpi is the pion decay constant and K1 is a modified Bessel function. The corre-
sponding formula for the nucleon mass, MN , is slightly more complicated; it reads
MN(L)−MN
MN
=
9
4
[
Mpi
MN
]3
g2piN
4pi
e−MpiL
√
1−M2pi/(4M
2
N
)
MpiL
− 3
16pi2
[
Mpi
MN
]2
1
MpiL
∫ +∞
−∞
dp e−MpiL
√
1+p2 FpiN (iMpip). (4)
Here gpiN is the pion-nucleon coupling constant. If we assume, for simplicity, the pion-
nucleon forward scattering amplitude FpiN to be constant, then the second term in this
formula is—up to low-energy constants—proportional to Eq. (2).
In contrast to these theoretical predictions, early lattice calculations by Fukugita et al.
revealed a power-like L-dependence of the form
MH(L) =MH + c/L
3 (5)
in the data for the pion, rho and nucleon masses17, 18. The common explanation for the
apparent discrepancy is that Lu¨scher’s formula deals with asymptotically large lattice vol-
umes where finite-size effects arise from a squeezing of the virtual pion cloud surrounding
the hadron in a box with periodic boundary conditions. In contrast, Fukugita et al. ascribe
the power-like behavior of their data to a distortion of the hadron wave-function itself (as it
would occur for rather small lattice volumes). Taking the two pictures together one expects
a power-like dependence for sub-asymptotic lattice volumes that gradually changes into an
exponential fall-off of the hadron masses towards larger box sizes.
3 Numerical Challenge
In quantum field theory physical observables correspond to expectation values of opera-
tors, and LQCD deals with the numerical calculation of those expectation values via the
Feynman path integral formalism. If defined on a discrete, finite, 3+1-dimensional hy-
percubic space-time lattice, the path integral is a regular functional integral. Moreover,
if considered in Euclidean space-time the path integral contains a real, positive definite
weight factor e−S analogous to the Boltzmann factor in the partition function for sta-
tistical mechanics systems. The Euclidean action S depends on the gluonic gauge field
Uµ(x) ∈ SU(3), defined on the links between the lattice sites x = (x1, x2, x3, x4) and
the nearest neighbors in µˆ-direction (µ = 1, . . . , 4), respectively, and on the quark fields
which can, however, be integrated out analytically. Computing the functional integral over
gauge fields for a given operator then amounts to generating an ensemble of gauge field
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configurations according to the probability distribution function e−S, evaluating the opera-
tor on these “background” gauge fields, and finally taking the average in order to obtain the
expectation value. The importance-sampled gauge configurations are generated with the
so-called Hybrid Monte Carlo (HMC) algorithm that implements a Markov process19. The
HMC algorithm uses a molecular dynamics (MD) method to update a given configuration,
followed by a Metropolis accept-reject step that renders the algorithm exact.
For the production of gauge configurations we use, for algorithmic reasons, an action
S with two mass-degenerate quarks. It can be written as a sum of two terms,
S = Sg + S
eff
qq , (6)
where the pure gauge part is given by
Sg[U ] = β
∑
x,µ<ν
[
1− 1
3
ReTr
 
µν(x)
]
. (7)
The input parameter β = 6/g20(a) is proportional to the inverse bare gauge coupling pa-
rameter squared and implicitly determines the lattice spacing a. The so-called plaquette,
 
, is defined as the oriented product of gauge links U along the smallest possible closed
loop on the lattice:
 
µν(x) = Uµ(x)Uν(x+ aµˆ)U
†
µ(x+ aνˆ)U
†
ν (x). (8)
Having analytically integrated out the quark fields we remain with
Sqq[U ] = − ln detM †[U ]M [U ] (9)
for the effective 2-quark action. The highly non-local determinant of the huge sparse quark
matrixM is in this form not suited for an efficient implementation on a parallel computerb.
However, if we introduce the auxiliary field φ the determinant can be written as
detM †M =
∫
Dφ†Dφ eSeffqq , (10)
where
Seffqq [φ
†, φ, U ] = −φ†(M †M)−1φ. (11)
We arrive thus at the following expression for the QCD partition function,
Z =
∫
Dφ† DφDU e−S[φ†,φ,U ] (12)
(with S given by (6), (7) and (11)), which is appropriate for a treatment by the HMC
algorithm on a parallel computer.
The real computational challenge of dynamical simulations with the HMC lies in the
calculation of the force for the molecular dynamics update. In a typical LQCD simula-
tion the integration of the MD equation of motion for a single new configuration requires
bIn many LQCD calculations this term is simply dropped—something that is known as the quenched approxima-
tion (as opposed to “unquenched” simulations, which, as they take quantum fluctuations in the QCD vacuum into
account, also go by the names of “full” or “dynamical” simulations).
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O(100) steps, in each of which the linear system M †Mφ = ψ must be solved for φ (with
some given source vector ψ). M is explicitly given in operator form by
M(x, y) = δx,y − κ
4∑
µ=1
[
(1− γµ)Uµ(x) δx+µˆ,y + (1 + γµ)U †µ(x− µˆ) δx−µˆ,y
] (13)
and acts on a field φ(x) which is a 4 × 3-dimensional complex tensor field defined on the
lattice sites x. γ1 to γ4 are the (constant) sparse complex 4×4Dirac-matrices acting on the
4-dimensional spin-component of φ, whereas the link variables U1(x) to U4(x) operate on
the 3-dimensional color-component. Thus, for a typical lattice of size L3×T = 163× 32,
M is a complex matrix of dimension 1572864× 1572864. In any case the rank of M is
too large to consider stationary algorithms for its inversion, but due to its sparseness (it
couples only nearest-neighbor sites) we can use iterative Krylov subspace methods. The
condition numberc of M depends on the quark mass parameter κ: For increasing κ (de-
creasing quark mass) the condition of M gets worse. Although in practice we employ a
locally-lexicographic SSOR preconditioning of the matrix in order to reduce the number
of iterations the linear system solver needs for convergence20, the computational cost of
producing a given number of statistically independent gauge configurations with the HMC
increases significantly with decreasing quark mass and increasing lattice volume: Assum-
ing the temporal lattice extent to be twice as large as the spatial extent L, the cost roughly
scales like L5(1/Mpi)2.8(2)-4.3(2), depending on the lattice spacing21.
4 GRAL Status
Table 1 summarizes some details of our current simulations. r0 denotes the Sommer ra-
dius implicitly defined by r20 F (r0) = 1.65, where F (r) is the static force between two
infinitely heavy quarks—a quantity that is relatively easy to compute on the lattice22. In
phenomenological potential models this definition corresponds to r0 = 0.5 fm, so that r0
can be used to set the lattice scale and, in particular, the lattice spacing a (which is given
here in terms of the UV cutoff, a−1r0 ).
For our simulations we use the standard Wilson quark action with two mass-degenerate
flavors of dynamical quarks, as described in the previous section. Our HMC codes are run-
ning on the APEmille at DESY/Zeuthen and on the cluster installation ALiCE at Wuppertal
University. We are generating configurations on several lattice volumes with L varying be-
tween 10 and 16, thus complementing previously available gauge ensembles with L=16
and L=24 from the SESAM and TχL projects, respectively. The figures referring to the
new runs are, where available, preliminary. With our simulations at β=5.32, κ=0.1665
we aim at a quark mass corresponding to a ratio of Mpi/Mρ ≈ 0.5, i.e. below the smallest
Mpi/Mρ of 0.575(16) previously achieved by the TχL project. In this article we focus on
the ensembles at β=5.6, κ=0.1575 where we assume the largest, 243 × 40-lattice to be
free of finite-size effects.
cThe ratio of largest to smallest eigenvalue of a matrix; the larger this number the harder is the matrix inversion.
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β κ L3T Nconf 〈13Tr
 〉 r0 a−1r0 [GeV] MpiL L [fm]
5.32 0.1665 12332 4900 0.5395(4)
14332 2300 0.5382(2)
16332 3400 0.5382(1) 3.84(3) 1.51(2)
5.6 0.1575 10332 6200 0.57324(7) 2.76(3) 0.850(4)
12332 7200 0.57280(5) 3.32(4) 1.020(5)
14332 6500 0.57262(4) 3.87(4) 1.190(6)
SESAM 16332 6500 0.57254(3) 5.96(8) 2.35(3) 4.43(5) 1.360(7)
TχL 24340 5100 0.57248(1) 5.89(3) 2.32(1) 6.64(7) 2.04(1)
0.1580 14332 4400 0.57367(4)
16332 3900 0.57345(5)
TχL 24340 4500 0.57337(2) 6.23(6) 2.45(2)
Table 1. GRAL production status as of 07/08/2003.
5 Results
The (preliminary) masses we obtain for the pion, rho and nucleon on the various employed
lattices are displayed in Fig. 1.
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N
Figure 1. Dependence of the pi-, ρ- and N -mass for β = 5.6, κ= 0.1575 on the spatial lattice extent, L. The
curves are explained in the text.
The flat, red dashed curve represents Lu¨scher’s formula for the pion mass, Eq. (2), with
Mpi and Fpi as obtained from the 243-lattice. From this curve it is obvious that the data
points at L=10, 12, 14 are outside the range of validity of Lu¨scher’s formula, which holds
in the chiral regime. This can also be seen from the product FpiL, which takes the values
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0.91(3), 1.10(3), 1.28(4), 1.46(4) and 2.19(6) for L= 10, 12, 14, 16 and 24, respectively.
Since ChPT is a low-energy (large distance) expansion it is only valid for FpiL  1 and
Mpi/(4piFpi) 1; Mpi/(4piFpi) is 0.240(7) for L=24.
Nevertheless we observe that the pion data can be well fitted from L=12 to the “semi-
empirical” formula
Mpi(L) = mpi + a1
3
4(2pi)3/2
m
3/2
pi
F 2pi
e−a2mpiL
L3/2
, (14)
wherempi, a1 and a2 are free fit-parameters. a1 and a2 are chosen such that their deviation
from 1 indicates “how far away” we are from the original formula (2). For the rho (which
in reality is unstable, but on the employed lattices cannot decay) and the nucleon we adopt,
for various practical reasons, the generic ansatz
Mρ,N (L) = mρ,N + a1
e−a2mpiL
L3/2
, (15)
i.e. we effectively drop the first term in Eq. (4). Here, mpi is fixed to the value obtained
from the pion fit. All the fits are displayed in Fig. 1, where the lines are solid within the fit
range and dotted outside. For comparison the green dash-dotted curves show 1/L3-fits of
the form (5). The χ2/dof-values for the exponential fits are 0.20, 0.03 and 1.33 for pion,
rho and nucleon, respectively. In contrast, for the 1/V -fits χ2/dof is 19, 8 and 4. The
asymptotic mass mpi (mρ, mN ) obtained from the fit deviates less than 1% fromMpi (Mρ,
MN ) at L=24 and lies thus well within the errors of Mpi (Mρ, MN ).
Before we conclude we would like to briefly discuss why we excluded the data at
L = 10 from the fits. Simulating QCD in small finite boxes we expect a “deconfining”
phase transition to occur below a certain critical volume, which should change the behavior
of the system both qualitatively and quantitatively. Apart from the fact that the exponential
fits describe the data much better if we do not take the smallest lattice into account, we
observe other indications that L = 10 is likely to be “too small”. Fig. 2 shows, for the
different ensembles, the distribution in the complex plane of the average Wilson line in
z-direction, which is defined as
〈Lz〉 = 1
L2T
∑
x1,x2,x4
Tr
L∏
x3=1
U3(x). (16)
Although in un-quenched LQCD the Wilson line is no order parameter in a strict sense any-
more, one can still recognize a striking difference in shape and center of the distribution
for L= 10 when compared with the other, larger volumes. Another, somewhat different
argument for discarding the smallest lattice is supplied by Fig. 3, which shows the relative
deviation of Mpi(L), Fpi(L) (determined via two different but obviously consistent meth-
ods) and the quark mass,mq(L), from their respective infinite-volume values, as a function
of MpiL. Here we focus on the quark mass, which has been determined by exploiting the
field-theoretic Axial-Vector Ward Identity (AWI). Being an operator identity the AWI is
insensitive to finite-size effects; however, on the lattice it is subject to discretization errors
(which are O(a) in case of the Wilson action). As Fig. 3 shows, these lattice artefacts are
significant for the smallest volume, whereas for L ≥ 12 they are compatible with zerod.
dAs this analysis is preliminary it remains to be seen what happens when the error bars shrink due to better
statistics.
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Figure 2. Wilson loops in spatial (z-) direction for β=5.6, κ=0.1575.
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Figure 3. Mpi , Fpi and the quark mass mq determined via the PCAC relation. The connecting lines are just to
guide the eye.
6 Conclusions and Outlook
We clearly see an exponential behavior in our data for the light hadrons, as opposed to the
1/L3-dependence reported earlier by Fukugita et al.. However, the 1/L3-fits are acceptable
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when we shift the fit-range from (12..24) towards smaller L, say (10..16). Moreover, we
have to allow for extra free parameters in Lu¨scher’s formula in order to achieve a good
description of our data. These parameters are O(1000) in the case of a1 and about 2 in the
case of a2 (except for the nucleon where a1=O(100) and a2 ≈ 1) and vary with the left fit
boundary. This, together with the FpiL-values mentioned earlier, suggests that we are in an
intermediate, sub-asymptotic regime were we merely see the onset of the chiral behavior
predicted by Lu¨scher’s formula.
In a next step we will analyze our data at β=5.6, κ=0.158 and β=5.32, κ=0.1665
in order to check whether the observed volume-dependence is reproduced there. We will
then address the question if and to what precision an extrapolation to the infinite volume is
possible.
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