We consider a stochastic blockmodel equipped with node covariate information, that is useful in analyzing social network data. The objective is to obtain maximum likelihood estimates of the model parameters. For this task, we devise a fast, scalable Monte Carlo EM type algorithm based on case-control approximation of the log-likelihood coupled with a subsampling approach. A key feature of the proposed algorithm is its parallelizability, by processing chunks of the data on several cores, while leveraging communication of key statistics across the cores during every iteration. The performance of the algorithm is evaluated on synthetic data sets and compared with competing methods for blockmodel parameter estimation. We also illustrate the model on data from a Facebook social network enhanced with node covariate information.
Introduction
There has been a lot of recent work in modeling network data, primarily driven by novel applications in social network analysis, molecular biology, public health, etc. A common feature of network data in numerous applications is the presence of community structure, which means that a subset of nodes exhibits higher degree of connectivity amongst themselves than the remaining nodes in the network. The problem of community detection has been extensively studied in the statistics and networks literature, and various approaches proposed, including spectral clustering (White and Smyth (2005) , Rohe et al. (2011) etc.) , likelihood based methods (Airoldi et al. (2008) , Amini et al. (2013) , Nowicki and Snijders (2001) etc.), modularity based techniques (Girvan and Newman (2002) ), as well as approaches inspired by statistical physics principles (Fortunato (2010) ).
For likelihood based methods, a popular generative statistical model used is the Stochastic Block Model (SBM) (Holland et al. (1983) ), that postulates the existence of communities and edges between communities are sampled at random with probabilities corresponding to entries of an inter-community probability matrix. However, on many applications, the network data are complemented either by node-specific or edge-specific covariates. Some of the available work in the literature focuses on node covariates for the SBM (or some variant of the SBM) (Tallberg (2004) ; Mariadassou et al. (2010) ; Choi et al. (2012) ; Airoldi et al. (2008) ), while other papers focus on edge-specific covariates (Hoff et al. (2002) ; Mariadassou et al. (2010) ; Choi et al. (2012) ).
In the proposed model, the logit of the edge probability is decomposed into a parametric component involving the covariates under consideration, while the intercept is replaced by the latent membership; specifically, for a K-class SBM we have that log P ij 1 − P ij = θ z i z j + β T X(i, j) i = 1, . . . , n; j = i + 1, . . . , n
where n is the size of the network, P is the n × n matrix containing the edge probabilities between any two nodes i and j in the network and is assumed to be composed of the "latent" part given by θ z i z j and the "covariate" part given by β T X(i, j), where X(i, j) is a q × 1 vector of covariates of the same order indicating shared group membership. A recent paper by Latouche et al. (2015) also considered a logistic model for random graphs with covariate information. Their goal was to assess the goodness of fit of the model when a general term involving a set of latent variables on nodes is added to the covariate part in the model.
The objective of this work is to obtain maximum likelihood estimates for large scale SBMs with covariates; this entails computing the elements of the θ matrix, the class probability vector π and the regression parameter β. Typically parameter estimation in a large scale SBM is a challenging computational problem, since the latent structure of the model requires an EM-type algorithm to obtain the estimates. It is known (Snijders and Nowicki (1997) ; Handcock et al. (2007) ) that each EM update requires O(n 2 ) computations, an expensive calculation for large networks. Further, one also needs O(nK) calculations to obtain the community memberships, which could also prove a computational expensive step for large n, especially if the number of communites K scales with n.
Amini et al. (2013) provided a pseudo-likelihood method for community detection in large sparse networks, which can be used for fast parameter estimation in a regular SBM, but it is not readily applicable to settings when a blockmodel has also covariates. Hence, there is a need to scale up likelihood-based inference for large networks with covariates.
To that end we develop a parallelizable algorithm which allows communication between the processors handling pieces of the data during the iterations of the EM algorithm. As shown in Section 2, this communication step improves estimation accuracy, while creating little extra computational overhead, compared to a straightofrward divide-and-conquer parallelizable algorithm. We believe that such an algorithm is particularly beneficial for inference purposes when the data exhibit intricate dependencies, such as in an SBM. The proposed algorithm is based on subsampling and enhanced with a case-control approximation of the log-likelihood.
The remainder of the paper is organized as follows: In Section 2.1, we describe the general K-class SBM with covariates; we present the Monte-Carlo EM for SBM with covariates in Section 2.2; In Section 2.3 we give a general overview of the case-control approximation used for faster computation of the log-likleihood in large network data and also discuss about the specific approximation we used for the log-likelihood in SBM; In Section 2.4 we describe the two generic parallel schemes in estimating the parameters of the model; In Section 2.5, we discuss the implementation of our parallel communication algorithm specific to the SBM case; In Section 2.6 we present a brief discussion about the bias reduction in the estimates obtained by our parallel implementation scheme. In Section 3, we show some numerical results of our algorithm on data simulated from large SBM with covariates. We also perform a comparison between our method and the pseudo-likelihood method (Amini et al. (2013) ) for parameter estimation in SBM without covariates. We conclude with a real data application involving Facebook networks of US colleges with a specific number of covariates in Section 4.
2 Modeling Framework and a Scalable Algorithm
A SBM with covariates
Suppose that we have a 0 − 1 symmetric adjacency matrix A = ((a ij )) ∈ R n×n , where a ii = 0. It corresponds to an undirected graph with nodes {1, . . . , n}, where there is an edge between nodes (i, j) if a ij = 1. Suppose that in addition to the adjacency matrix A, we observe some covariates X(i, j) ∈ R p on each pair of nodes (i, j) on the graph that influence the formation of the graph. In such cases, it is naturally appealing to extend the basic stochastic block model to include the covariate information. Let Z = (Z 1 , . . . , Z n ) denote the group membership of the n nodes. We assume that Z i ∈ {1, . . . , K}, and that the Z i 's are independent random variables with a multinomial distribution with probabilities π = (π 1 , . . . , π K ). We assume that given Z, the random variables {a ij , 1 ≤ i < j ≤ n} are conditionally independent Bernoulli random variables, and a ij ∼ Ber(P ij ), where log
Here θ ∈ R K×K is a symmetric matrix. The parameter of the model is (θ,
where ∆ is the set of probability distributions on {1, . . . , K}.
The log-likelihood of the model for the observed data is given by
where Z = {1, . . . , K} n , and L(θ, β|A, z) is the complete data likelihood given by
Although Z is a discrete set, we write it as an integral with respect to a counting measure for notation connvenience. When n is large, obtaining the maximum-likelihood estimate
is a difficult computational problem. We describe below a Monte Carlo EM (MCEM) implementation for parameter estimation of the proposed SBM with covariates.
Monte Carlo EM for SBM with Covariates
Fitting blockmodels is a nontrivial computing task, especially for large networks. Typically MCMC is needed to update the latent variables z and hence Monte Carlo EM (Wei and Tanner (1990) ) can be used to estimate the parameters in a SBM with covariates. Following are the steps for implementing the MCEM algorithm for a SBM with covariates.
• Initialize θ 0 , β 0 , π 0
• At the r-th iteration, do the following two steps.
(E-step) Approximate the function
using Monte Carlo methods. This amounts to drawing M r random samples (z
r+1 ), from p(z|A, θ r , β r , π r ), the conditional distribution of the latent variables given the observed data and the current parameters set. Use this Monte Carlo sample to approximate E r (log L (θ, β|A, z)) by
2. (M-step) Maximize the Q-function to obtain a new estimates:
• Repeat the above two steps for r = 1, 2, . . . until convergence.
A mathematically convenient representation of the Monte Carlo EM algorithm is as a non-homogeneous Markov chain. Let M r (ξ r , A; ·) denote the conditional distribution of the output of the (r + 1)-th iteration of the Monte Carlo EM algorithm described above, given ξ r = (θ r , β r , π r ), and for a given adjacency matrix A. The probability distribution M r (ξ r , A; ·) is obtained as the result of the Monte Carlo samples generated during the (r + 1)-th iteration. Using this notation, the Monte Carlo EM can be succinctly presented as follows. Choose some initial estimate ξ 0 = (θ 0 , β 0 , π 0 ) ∈ Ξ. For r = 1, . . ., draw
This representation is very convenient, and helps providing a clear description of the main algorithm introduced below.
The r-th iteration of the EM algorithm outlined above requires O(n 2 M r ) calculations, where M r is the number of Monte Carlo samples used at iteration r and n the number of the network nodes. Note that in general, MCMC is needed to draw those Monte Carlo samples. As a result, large values of M r are typically needed to obtain reasonably good estimates 1 . This demonstrates that the computation of the maximum likelihood estimate for the SBM with covariates becomes computationally very expensive as n, the size of the graph, grows. The main bottleneck of the EM algorithm outlined above is the computation of the log-likelihood.
The case-control approximation (Raftery et al. (2012) ) provides a fast approximation of the log-likelihood log L (θ, β|A, z). A general overview about the case-control approximation and the specific implementation in a SBM with covariates are provided in the section below.
1 In fact, since the mixing of the MCMC algorithm would typically depend on the size of Z (and hence on n), how large M r should be to obtain a reasonably good Monte Carlo approximation in the E-step depends in an increasing fashion on n.
Case-Control Approximation in Monte Carlo EM
The main idea of case-control approximations comes from cohort studies, where the presence of case subjects is relative rare compared to that of control subjects (for more details see Breslow (1996) ; Breslow et al. (1982) ). In a network context, if its topology is relative sparse (there are a number of tightly connected communites, but there do not exist too many connections between members of different communities), then the number of edges (cases) is relatively small compared to the absence of edges (controls). Then, the sum in Equation (6) consists mostly of terms with a ij = 0. and fast computation of the likelihood through case-control approximation (Raftery et al. (2012) ) becomes attractive. Specifically, we can express the log-likelihood as
where
Thus, the sum in Equation (7) is over the rows of the adjacency matrix A i.e. L i is the contribution to the likelihood from node i. The quantity L i,0 can be viewed as a population total statistic which can be estimated asL i,0 wherẽ
with N i,0 being the number of zeros in the ith row, n i,0 the size of a simple random sample drawn from the total number of zeros in the ith row and finally the sum being over those randomly selected entries. Here S i is a randomly selected control set for the ith node, such
is also an unbiased estimator of L i,0 . Since the random sample is drawn from the population of 0's (not connected nodes), we have
Hence one can use a relatively small n i,0 to obtain an unbiased estimator for the contribution of the terms involving non-edges in the likelihood in Equation (7) and a faster computation of the log-likelihood is achieved. Other variants of case-control approximation using stratified case-control sampling (Raftery et al. (2012) ), local case-control subsampling (Fithian and Hastie (2014) ) etc. have been studied as well.
We describe here the particular form of the case-control approximated log-likelihood in a SBM with covariates. We approximate the log-likelihood log L(θ, β|A, z) in Equation (6) by a case-control approximation (Raftery et al. (2012) ). We write the approximate complete data log-likelihood as
We have
i0 , the case-control sample size for the ith node selected from the kth class and n (k) i0 is the number of "zero connections" for the ith node selected from the kth class, i = 1, 2, . . . , M k . For simplicity, we keep m (k) i0 = m 0 for each i and k and choose m 0 = λr, where λ is the average node degree of the network and r is the global case-tocontrol rate. Now using Equation (8) in Equation (5) we can write the E-step of the MCEM for the (r + 1)th iteration (r = 0, 1, 2, . . .) as follows:
Note that S ik , the randomly selected control set, is drawn only once before the start of the EM iteration based on the ith row of the adjacency matrix A. The latent variables z
are drawn from the distribution p(z|A, θ r , β r , π r ) using MCMC and M r is the number of
Monte Carlo samples at the rth iteration. The M-step then becomes
Using the case-control log-likelihood reduces the computational cost of every EM iteration from O(n 2 M r ) to O(m 0 nM r ) where m 0 n is the case-control sample size.
As with the Monte Carlo EM algorithm, we will compactly represent the Case-Control
Monte Carlo EM algorithm as a non-homogeneous Markov chain with a sequence of transition kernels {M r }, whereM r (ξ r , A; ·) denote the conditional distribution of the output of the (r + 1)-th iteration given ξ r = (θ r , β r , π r ), and for a given adjacency matrix A. Here the probability distributionM r (ξ r , A; ·) is obtained as the result of the Monte Carlo samples generated, including the case-control samples. 
Parallel Algorithms for Iterative Optimization
Estimates from different cores after T iterations 
Estimates from different cores after T iterations with communication 
, where
Number of iterations R.
2: parfor i = 1 to T do (for each machine) 3: loop:
4:
for r = 1 to R do, draw 5: 
for r = 1 to R do, draw 5: Before describing the specific algorithm we present some notations needed for explaining the algorithm. Let T denote the total number of machines as well as the total number of iterations. S 1 , . . . , S T denote the T subsamples. z 0 , θ 0 , β 0 and π 0 denote the initial node label, initial link probability matrix, initial covariate parameter and initial class probability values respectively. Let z (2013)). We use a random sampling based on the initial cluster labels to write Equation (7) as follows:
k are the number of individuals sampled from the kth class and
is the set of individuals randomly subsampled in the uth machine (u = 1, 2, . . . , T ) from class k. Hence we have |I k (u)| = I k and as per the notations used in Algorithm 1 and 2
we can write S u = K k=1 I k (u). Next, we illustrate both the statistical and computational performance of the parallelizable MCEM algorithm with and without communication on a small network of size n = 100 with K = 3 communities and latent class probability vector π = (1/3, 1/3, 1/3) ). The results, averaged over 30 replications, are depicted in Table 1 . parfor s = 1 to T do 7:
end 10: loop:
11:
for s = 1 to (T − 1) do 12:
t , π (s) t
13:
end 14:
t , π Next, we provide a heuristic justification about the advantage of bias reduction via our parallel implementation scheme compared to the straightforward divide and conquer strategy. In the case of a blockmodel with covariates, a compact representation of the true iterative map M true (the map which can be used with the entire dataset D) is hard to obtain, since the parameters θ and β are entangled in the complete data log-likelihood given in Equation (6). Further, the approximate random map based on random subsampling in the i-th core involves two other layers of approximation -(1) case-control approximation of the log-likelihood given in Equation (8) and (2) Monte Carlo sampling of the latent node labels in the E-step of the MCEM.
Nevertheless, it can be shown under an assumption of a global contraction property of the true map M true and the approximate random iterative map in the parallel MCEM together with an unbiasedness assumption of the approximate map that a bias reduction of the parameter estimates can be achieved compared to the non-communication parallel scheme. However, as indicated above, verification of these assumptions is a challenging problem, currently under investigation.
Performance evaluation
Next, we compare the performance of the communications and non-communications variants of the case control MCEM algorithm with the baseline MCEM algorithm using the full data. We simulate observations from the SBM given in Equation (2) as follows. We initialize node labels using spectral clustering with perturbations and evaluate the performance on the accuracy of estimating the link probability matrix ("θ"), class probabilities ("π"), covariate parameter ("β") and the latent node labels ("z").
Throughout this section we fix the number of communities K=3, network size n = 1000 while varying the "out-in-ratio"(OIR) (Decelle et al. (2011) ) β as (0.04, 0.08, 0.2) which we term as low OIR, medium OIR and high OIR, respectively. The average degree λ takes values in the set (4, 8, 14) , which we term as low degree, medium degree and high degree regimes, respectively. We also experiment with two different class probabilities for the 3 communities viz. π = (1/3, 1/3, 1/3) (balanced community size) and π = (0.5, 0.3, 0.2) (unbalanced community size). We employ a global case-to-control rate r = 7, so that case-control sample size for parallel MCEM algorithm (both communication and noncommunication version) is λr.
The link probability matrix θ is generated as discussed in the numerical results section We examine the Rice University data set from the list of one hundred American colleges and universities and use our K-class SBM with and without covariates to identify group/community structures in the data set. We examine the role of the user attributesdorm/house number, gender and class year along with the latent structure. the observed data likelihood is computed by path sampling (Gelman and Meng (1998) ).
The corresponding plot is given in Figure 6 where the possible number of communities are plotted along the horizaontal axis and the BIC values along the vertical one.
Recall the K-class SBM with covariates log
where P is the matrix describing the probability of the edges between any two individuals in the network and the probability of a link between i and j is assumed to be composed of the "latent" part given by θ z i z j and the "covariate" part given by β T X(i, j) where β is a parameter of size 3 × 1 and X(i, j) a vector of covariates of the same order indicating shared group membership. The vector β is implemented here with sum to zero identifiability constraints. We first do a basic plot (see Figure 7 ) of the degree distribution of the network which clearly shows that the network has a skewed degree distribution.
We apply Algorithm 3 to fit model (12) to the Rice university facebook network with three covariates dorm/house number, gender and class year. In the Figure 8 we present the heatmap of the edge probabilities in estimated θ (latent part in Equation (12) We compute the metric VI and it is calculated to be 0.1245.
We further present a table which describes how similar the two cluster labels are viz. the one obtained via fitting without covariate blockmodel and the other obtained via fitting the covariate blockmodel. We also indicate in the last column of the table the effect of the possible covariates if the similarity percentage drops below 70%. Figure 10 indicates that the two sets of clustering solutions obtained from the SBM model with and without covariates differ only in few specific instances.
Supplementary Materials
We provide the Matlab codes for the simulations and the real data analysis in the supplementary materials. The Rice University dataset is also provided there. All the matrials are zipped into a file named supp_materials.zip. This file include a detailed readme file that describes the contents and instructs the reader on their use.
All the supplementary files are contained in a single archive and can be obtained via a single download.
