Parent Oriented Teacher Selection Causes Language Diversity by Cimentepe, Ibrahim & Bingol, Haluk O.
ar
X
iv
:1
70
2.
06
02
7v
2 
 [c
s.C
L]
  2
0 M
ay
 20
17
Parent Oriented Teacher Selection Causes Language Diversity
Ibrahim Cimentepe and Haluk O. Bingol
Dept. of Computer Engineering, Bogazici University
An evolutionary model for emergence of diversity in language is developed. We investigated the
effects of two real life observations, namely, people prefer people that they communicate with well,
and people interact with people that are physically close to each other. Clearly these groups are
relatively small compared to the entire population. We restrict selection of the teachers from such
small groups, called imitation sets, around parents. Then the child learns language from a teacher
selected within the imitation set of her parent. As a result, there are subcommunities with their
own languages developed. Within subcommunity comprehension is found to be high. The number
of languages is related to the relative size of imitation set by a power law.
Keywords: language diversity; evolution of language; language-learning model
INTRODUCTION
Language remains mystery in many aspects
including how it is emerged, how it is evolved,
and how it is learned [1–9]. This is partly due
to no agreed definition of language. A group
of scientists, including Chomsky, believe that
“communication cannot be equated with lan-
guage” [2]. Yet another group consider language
as a means to transfer meanings between indi-
viduals through signaling structures [8–10]. As-
suming that language provides an evolutionary
advantage, some evolutionary models are pro-
posed [1, 11–18], some of which are game theo-
retical [19]. Information theoretical approaches
predict that not only symbols but word for-
mation is necessary in order to have efficient
communication, which leads to basic grammat-
ical rules [12, 15]. There are also empirical ap-
proaches to language evolution [4, 5, 20].
It is believed that language evolves within
generation and while it is transferred from gen-
eration to generation. One of the critical is-
sues, which includes rich discussions on univer-
sal grammar, is how language is learned by the
new generation [1–5, 21, 22].
Individuals may imitate each other or pre-
fer to imitate experienced members in popula-
tion [23]. It may be the case that one learns
language by means of imitation. If it is so, who
should serve as teachers in community for the
next generation? And which imitation strate-
gies can be applied to the population that leads
to emergence of language that is shared locally
or across population?
Motivation
In this study, we use and extend the math-
ematical framework that is already estab-
lished [12, 13, 24]. Our extension leads us to
emergence of diversity in language. Language
diversity is very popular indeed; it is even ad-
dressed in the well-known story of the Tower
of Babel. According to the story, the people
who speak the same language once scattered all
around the world so that they could no longer
understand each other.
One expects that a child can learn language
from her neighbors in the society. The neighbor-
hood includes her parents, her kinship network,
territoriality, and labor roles [16]. Ref [13] con-
siders language as a culturally transmitted en-
tity where cultural transmission is defined to be
a type of transmission where socially obtained
information is passed on, in form of teaching.
Three types of neighborhoods, for child to learn
a language, are investigated. (i) In the parental
learning, asexually produced child learns from
her parent. An agent reproduces proportion-
ally to its mutual comprehension, which will
be defined shortly, with the rest of the popula-
2tion. Therefore the agent who better fits to the
population language-wise has better chances to
transfer her language to agents of the next gen-
eration. (ii) The role model learning is based
on reputation. An agent with a higher reputa-
tion is imitated more. Therefore it is not im-
portant whose offspring it is, a child imitates
agents who comprehend better. So the language
of an agent with better mutual comprehension
is transferred more. In this learning type, T
teachers are selected proportional to their mu-
tual comprehension and child learns from them.
It is observed that higher values of T produce
higher mutual comprehension although it takes
longer for system to settle down. (iii) In the
random learning there is no structure. A child
randomly selects an agent in the population as
her teacher. That is, mutual comprehension has
no role in teacher selection.
In this work, we investigate two new teacher
selection strategies. A child is born to her par-
ent. So her teacher has to be related to her
parent if not the parent itself. Considering the
parent, there are two possible circles of friends.
(i) We assume that one is surrounded by peo-
ple that understand each other well. In the
context of language, parent’s friends should be
the ones that have high mutual comprehension.
(ii) Since we all live in a physical environment,
our friends should not be physically too far from
us. If we assume that agents located on the
nodes of 1D ring lattice, friends should be the
ones within close proximity to the parent. In
this paper, we modify teacher selection to in-
vestigate these two cases.
BACKGROUND
We revisit the language model developed
by Ref [12, 13, 24] with a slightly modified no-
tation. Then we go over k-means clustering al-
gorithm [25–27]. Finally we adapt k-means to
language domain and use it to identify language
subcommunities
Language Model
We model language communication in a very
simple way, called proto-language, as follows:
Let P be the set of N agents. An agent i thinks
of a meaning µ and wants to pass it to agent j.
Since she does not have means to pass a mean-
ing in her mind directly to the mind of j, she
has to use signals. She selects a signal x, which
she thinks as a representation of µ, and passes
the signal to j. We assume that there is no
noisy channel, i.e., one receives exactly what is
sent. Receiving x, j tries to interpret x in his
own way. Hopefully j will interpret it as µ.
Clearly, mappings from µ to x at i and from x
back to µ at j are very important for a success-
ful communication. We need to specify how as-
sociation of meaning and signal in sending and
receiving ends are done. Suppose every agent
has her own statistics aµx of how frequently she
uses signal x to mean meaning µ. Assuming
that there are M meanings and S signals, we
have an M × S association matrix A = [aµx],
for each agent, from which we can derive encod-
ing and decoding methods. Encoding matrix,
E = [eµx], is an M × S matrix where eµx is the
probability of using signal x for meaning µ. De-
coding matrix, D = [dxµ], on the other hand, is
an S ×M matrix where dxµ is the probability
of understanding meaning µ for given signal x.
The encoding and decoding matrices can be
obtained from the association matrix as follows:
eµx =
aµx∑S
x′=1 aµx′
, dxµ =
aµx∑M
µ′=1 aµ′x
.
We will focus on A for language learning since
E and D can be derived from A.
Comprehension
Suppose agent i wants to pass meaning µ to
agent j. Probability of doing this correctly is
S∑
x=1
e(i)µxd
(j)
xµ
3where e
(i)
µx and d
(j)
xµ are encoding of i and de-
coding of j, respectively. When we average
that over all meanings, we obtain comprehen-
sion from i to j, that is
F (i→ j) =
1
M
M∑
µ=1
S∑
x=1
e(i)µxd
(j)
xµ .
If we want them to communicate both ways, we
consider mutual comprehension
F (i↔ j) =
F (i→ j) + F (j → i)
2
.
Now, let’s consider comprehension within a
community C ⊆ P . Within community compre-
hension is defined as the average comprehension
in a community C. Thus,
W (C) =
1
2
(
|C|
2
)
∑
i∈C
∑
j∈C
j 6=i
F (i↔ j).
Within community comprehension of the entire
population, i.e.,W (P), is called overall compre-
hension.
Learning Model
The evolution of language can happen in two
different ways. Language evolves both through
agents interacting with each other within a gen-
eration, and as it is transferred from one gen-
eration to the next by means of learning. We
follow the latter form as given in Ref [13].
At each generation, population is replaced
with new set of N agents. Agents of new
generation have no meaning-signal associations
initially. That is, the association matrices of
agents are empty. For language to be trans-
ferred from the generation of parents to the gen-
eration of children, some agents are assumed to
be chosen as teachers.
In Ref [13], teacher selection is a result of fit-
ness gains. Fitness of an agent is directly related
to her ability to communicate with overall pop-
ulation. Specifically, the fitness of agent i is
defined as
Fi =
∑
j∈P
F (i↔ j).
For the next generation, offspring are pro-
duced proportional to the fitness of an agent:
the chance that a particular agent arises from
agent i is proportional to
Fi∑
j∈P Fj
.
That is, each child agent selects her teacher ac-
cording to this probability distribution. Thus,
agents who have better fitness are picked more.
In Ref [13], it is stated that more than one
teacher could be assigned for each child agent.
This case is examined as a form of cultural
learning, where some elite group of agents is
responsible for transition of language. It is
reported that since the selection mechanism
remains the same, total number of teachers
assigned only effects how fast the language
emerges in such populations [13].
After teachers of the next generation are as-
signed, language is transferred from teacher to
child. The learning process between the child
and her teacher is similar to a naming game [28].
Child learns the language of her teacher by sam-
pling their responses to specific meanings. For
each meaning, the teacher provides Q responses
and the child uses these to populate her associ-
ation matrix, where Q is called sampling size.
k-means Clustering Algorithm
In this section, we will explain a method to
detect sub-language groups. In order to do that,
we adapt k-means clustering algorithm to the
context of language. Details are given in the
Appendix.
For a given cluster count K and a distance
metric defined on set of observations, k-means
clustering algorithm tries to find a partition
with K clusters in such a way that average
4within cluster distance is optimized [25–27]. In
this heuristic algorithm, one can find the best
value of parameter K by trial and error.
Finding Optimum Language Clusters
We adapt k-means to language domain. In
this adaptation, k-means provides K communi-
ties in such a way that agents in the same com-
munity understand each other better. So the
distance metric is mutual comprehension and
the objective is maximization of within commu-
nity comprehension over communities.
Our approach has two steps: first we find the
best partition for a given K, then we find the
best K for our purpose.
Let PK = {C1, C2, · · · , CK} be some partition
of set of agents P with K clusters. We consider
clusters as language communities. The average
within community comprehension is defined as
W (PK) =
1
K
K∑
α=1
W (Cα).
There are many partitions of P with K clus-
ters. For a givenK, k-means algorithm provides
partition PK , which is expected to be close to
the partition with the maximum average within
community comprehension. That is,
PK = argmax
K
W (PK).
Unfortunately, there is no algorithm to find
the optimal community count. Therefore, we
run the algorithm for K ∈ {Kmin, . . . ,Kmax}
and select the one with highest comprehension.
Thus,
K∗ = argmax
K
W (PK)
is the optimum community count. The corre-
sponding partition PK∗ is the optimum parti-
tion with the optimum within community com-
prehension value of
W ∗ =W (PK∗).
Note that, given K, k-means has to return K
clusters. If K is not suitable to the data set,
clusters do not make sense. For example, if the
data set has 5 clusters inherently but K is se-
lected to be 2, we do not expect good results.
Another example, suppose almost all data is ac-
cumulated around a point and there are two
outliers close to each other but away from the
accumulation point. For K = 2, k-means would
cluster the condense points into one and two
remote ones into another cluster. Clearly the
second cluster would not be the one we want.
This is the reason why we try different values
of K and select the best one. We expect that
K∗ is a good fit for the data. See Appendix
for further discussion of weaknesses of k-means
clustering.
The assignment step, in the adopted k-means
in Appendix, guarantees that agent is assigned
to the cluster that it comprehends best. The
iterations check if every agent is in its best clus-
ter. Therefore we expect that clusters are lan-
guage communities.
In order to check whether clusters actually
correspond to language communities, let’s de-
fine comprehension from a cluster to another
cluster as
I(Cα → Cβ) =
1
|Cα||Cβ |
∑
i∈Cα
∑
j∈Cβ
F (i→ j)
for Cα 6= Cβ . Then inter-community compre-
hension is defined as
I(Cα ↔ Cβ) =
I(Cα → Cβ) + I(Cβ → Cα)
2
.
Finally, average inter-community comprehen-
sion is given as
I(PK) =
1
2
(
K
2
)
∑
Cα∈PK
∑
Cβ∈PK
Cβ 6=Cα
I(Cα ↔ Cβ).
If clusters are language communities, average
inter-community comprehension I(PK∗) should
be low.
5MODEL
We propose an evolutionary model where ev-
ery generation has N agents. The system starts
with the first generation, whose association ma-
trices are randomly filled. Remaining genera-
tions fill their association matrices by learning.
Every agent i makes exactly one child i′. The
association matrix of a child is initially empty.
Each child learns her language from her teacher,
denoted by ti. The teacher provides Q samples
for each meaning and the child fills her associa-
tion matrix based on these samples. Note that
there is only one teacher for a child.
For a given child, how to select a teacher,
in patent’s generation, is what we focus now.
We use different ways to choose the teacher and
investigate their effects to the language. Note
that parent may not be the teacher but clearly
affects the selection of it.
Selection of teacher is done in two steps. In
the first step, a set of R agents, called the imita-
tion set, is selected. We consider three different
ways to select R candidates for the imitation
set.
1. Model-A. Here, we are trying to con-
struct a social structure that is similar to
lifetime encounters. The most basic as-
sumption is that agents make friends with
whom they comprehend better. Therefore
select R agents that are closest to the par-
ent language-wise.
2. Model-B. Another approach is that peo-
ple physically close to each other interact
more. We assume that agents are placed
on an 1D ring lattice. Then we select R
agents that are physically closest to the
parent.
3. Model-C. As a control group, we select
R agents uniformly at random.
In the second step, the teacher is selected
within the imitation set. Let agent ℓ be in the
imitation set Li of parent i. The agent ℓ is se-
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FIG. 1: Overall comprehension of selection
strategies. N = 100.
lected proportional to
F (i↔ ℓ)∑
j∈Li
F (i↔ j)
as the teacher. That is, an agent who has better
mutual comprehension with the parent has bet-
ter chances to teach his language to the child.
Note that, since the model is probabilistic,
different realizations produce different results.
Therefore, rather than providing results of a
single realization in the figures, we report corre-
sponding average values < W (P) >, < W ∗ >,
and < K∗ > obtained from averaging over 100
realizations.
RESULTS AND DISCUSSION
We investigate the effects of different selec-
tion strategies to global language. We compare
our findings to the role model learning of [13],
which we call it Base Model. In the Base Model,
parent has no effect on teacher selection. The
teacher is selected proportional to agent’s over-
all fitness from the entire population.
In Fig. 1 we shared the simulation results
where overall comprehension W (P) is a func-
tion of the relative size of the imitation set,
6that is, r = R/N . Since it is independent of
r, the Base Model is represented as straight
line in our figures. There are N agents using
S = 15 signals to communicate M = 8 mean-
ings with sampling size Q = 4. We have results
of N = 50, 100, 150 and 200 but we report only
N = 100 in Fig. 1. Each data point is an aver-
age result of 100 realizations with corresponding
r values. We run each realization for 500 gener-
ations. This number is sufficient since simula-
tions rapidly converged even in 100 generations
to a state where there is no longer a change in
W (P), which indicates that the simulation has
reached to steady state. We note that Model-
B takes more time to settle than the other two
models.
As one can observe in Fig. 1, Model-C re-
sulted with the best overall comprehension,
compared to Models A and B. This result can
be explained by the fact that in Model-C agents
are essentially free to select any agent. Thus,
this results in a situation where every part of
the population has a chance to transmit their
languages. As a result, emerged language is a
product of everyone; therefore it can be globally
communicated with.
Models A and B fail to develop a global lan-
guage, that provides successful communication
among all members of population, unless the
size of the imitation set is as large as half of
the population, i.e., r > 0.5. In order to under-
stand how bad the results of Models A and B
for r < 0.5, we need a model that we can barely
call a language. So lets develop one.
Let’s consider random comprehension within
a population P . Random community compre-
hension Wr(P) is defined as the average com-
prehension in a population where all meaning
and signal associations are equally likely, that
is, eµx = 1/S and dxµ = 1/M for all possible
(µ, x) meaning-signal pairs. In this case, the
mutual comprehension between any two agents
i and j is
F (i↔ j) =
1
M
.
Thus,
Wr(P) =
1
M
which yields Wr(P) = 0.125 for M = 8. We ex-
pect that any reasonable language should pro-
vide much better mutual comprehension than
random comprehension. Thus,
W (P) > Wr(P)
must hold in population.
In Fig. 1, comprehensions of both Models A
and B are below the threshold ofWr(P) = 0.125
for r < 0.05. The comprehensions increase
slowly and reach to the level of Model-C as r
approaches to 0.5. So clearly, the Models A and
B are not good in terms of global language.
Subcommunities
Bad performances of Models A and B raises
the question, why selection strategies that take
into account either language-wise or spatial
closeness to parent fail to provide a medium
for emergence of global language. One possi-
ble explanation could be that rather than single
language, that is used by the entire population,
many languages, that are used by subcommuni-
ties, are emerged.
Testing the hypothesis above, we used k-
means algorithm to see if there are such lan-
guage subcommunities. On the very same data
presented in Fig. 1, we apply k-means algorithm
to obtain subcommunities. We obtained within
community comprehension W ∗ of the subcom-
munities.
In Fig. 2a, a low W ∗ value indicates that
we could not find any suitable subcommunity
structure, whereas when W ∗ is high, there is
such a clustering that agents of the same sub-
community comprehend each other quite well.
Except the first data point around r = 0.01,
all W ∗ values are above the minimum lan-
guage level of the random community compre-
hension, i.e., W ∗ > Wr(P). We observe that
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FIG. 2: Language subcommunities. N = 100.
W ∗ curves for both Models A and B get close
to that of Model-C even for as small values
as r = 0.1. That indicates that multiple lan-
guage communities emerge except for very low
values of r. In Fig. 2b, we observe that aver-
age inter-community comprehensions are below
our barely language level of Wr(P), which con-
firms that clusters are actually language com-
munities.
Another observation is that W ∗ value ob-
tained in Model-A is greater than correspond-
ing value obtained in Model-B, unless r is very
small. On the other hand, as we see in Fig. 2c,
the number of emerged languages K∗ is greater
in Model-B. These two observations indicate
that Model-A results languages that are less in
number but more efficient in comprehension.
Although Models A and B are very differ-
ent from each other in structure, as we can see
in Fig. 2, resulting number of communities and
the quality of communication in these commu-
nities stayed approximately the same for both.
That is, different strategies did not affect the
resulting system. This is quite interesting since
Model-A actually tries to find the best suitable
candidates, whereas Model-B just picks what is
physically available. As a result they both end
up with similar communities in terms of com-
prehension and number.
Number of Subcommunities
We now focus on the number of subcommu-
nities. As we mentioned in the discussion on
k-means, in order to find the optimal cluster
count, one needs to try for different K values.
For N = 100, maximum possible value for K is
100. We arbitrarily choose K = 10 as a maxi-
mum value. So, we tried K = 1, 2, . . . , 10 and
reported optimal K∗ value in Fig. 2c.
The curve in Fig. 2c starts around 9 and de-
creases to 1 as r increases. Decrease to 1 is
expected since when r is large enough, system
converges to a single global language as one con-
cludes from Fig. 1.
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The shape of the curve in Fig. 2c suggests a
power law relation between K∗ and r, that is,
K∗ ∝ r−γ .
We observe the same relation in Fig. 3, in which
K∗ is plotted as a function of r for not only
N = 100 as in the case of Fig. 2c but values
of N = 50, 150 and 200, too. In order to check
the power law, the same values are also plotted
in log-log scale in Fig. 3, where straight line
patterns are observed for r > 0.03. The γ values
are given in Table I.
TABLE I: γ values for r > 0.03
N Model-A Model-B
50 0.72 0.62
100 0.69 0.63
150 0.72 0.69
200 0.68 0.72
We conclude that for Models A and B, the op-
timum community count K∗ dependents on r.
Another way to put this observation is that the
number of sub-language communities in a popu-
lation can be understood and controlled via the
ratio of neighborhood size to population size.
Based on Fig.3, one can make two minor ob-
servations: (i) Model-B has slightly larger K∗
values compared to Model-A. We have already
observed this in Fig. 2 and interpreted as Model-
A produces less but more effective languages.
(ii) There is a weak relation between K∗ and
N . For each model, the value of K∗ is slightly
less for larger values of N .
Future Work
The models we used only cover very basic
form of the process and far away from analyz-
ing many complex details of language. Various
additions could be made to the model.
First of all, we have assumed that each in-
dividual learns her language from one teacher
in a very specific way. Different types of learn-
ing processes have been reported in Ref [13].
For example, evolution of language can be per-
ceived as a cultural process where some group of
people is responsible for the transfer [12]. That
is, more than one teacher could be assigned to
each child. Once many teachers case is consid-
ered, one may also consider teachers not only
from the parent’s generation but the generation
of grandparents, too [29].
Even though k-means is a widely used heuris-
tics, we may need much more specialized form
of community detection algorithms. (i) If the
data set and the given value of K are incom-
patible, we do not expect the clusters to be
meaningful. This problem is avoided by run-
ning the system for different K values, which is
computationally costly. (ii) In order to measure
the quality of clusters some new metrics, such
as the comprehension in the “worst” commu-
nity, can be developed. (iii) k-means algorithm
does not guarantee communities of the similar
sizes. Indeed we encountered communities that
are very small in size in our simulations. Alter-
native approaches, that take community sizes
into account, can be looked into.
In this work, we tried to model the fundamen-
tal forms of selection mechanisms. Specifically
9in Model-B we have discussed territorial differ-
ences and we use 1D ring lattice as a spatial
organization. More meaningful networks other
than our symmetric 1D ring lattice can be inves-
tigated. There are many other limitations that
can affect selection of teachers in today’s society
such as division of labor, class structure, gender
and racial differences. Networks, that imitate
these asymmetric cases, are particularly inter-
esting.
CONCLUSIONS
In this study we investigate two real life con-
ditions to language evolution. (i) We prefer peo-
ple, whom we communicate well with, around
us. (ii) We interact with people that are phys-
ically close to us. Clearly we cannot interact
with all but a small percentage of the entire pop-
ulation. Given these, the children learn their
language from teacher selected from such small
group of people around their parents. Such re-
stricted groups for transferring language result
emergence of multi-language communities. In-
terestingly, the two selection criteria produce
similar language subcommunities. Number of
languages that emerged is related to the rela-
tive size of the imitation groups.
Appendix
k-means Algorithm
For a given K, k-means algorithm is an iter-
ative algorithm, which classifies N data points
{xn}
N
n=0 into K clusters while optimizing a cost
function. Let PK(t) = {C1(t), C2(t), · · · , CK(t)}
be the partition of data points into K clusters
at iteration t ∈ N. The mean of cluster Ck(t) at
iteration t is denoted by mk(t).
(i) Initialization Phase. In the initializa-
tion phase t = 0, K data points are randomly
selected as means {mk(0)}
K
k=0 . Each iteration
t > 0 is composed of an assignment step, which
is followed by an update step.
(ii) Assignment Step. Assign each data
point xn to the cluster of nearest mean. That
is, assign xn to Ck¯(t) where
k¯ = argmin
k
d(xn,mk(t− 1)) (A1)
with d(xi,xj) is a distance between data points
xi and xj .
(iii) Update Step. Once the new clusters at
t are obtained, update the means for the new
configuration,
mk(t) =
1
|Ck(t)|
∑
xn∈Ck(t)
xn. (A2)
(iv) Termination. Steps (ii) and (iii) are
repeated until there is no change in the clusters.
That is, terminate at iteration tt if Ck(tt) =
Ck(tt − 1) for all k.
There are a number of issues about k-means
algorithm [26, 27]. (i) k-means always provides
K clusters even if the ground truth of the data
points indicates a number that is different than
K. (ii) It is sensitive to initial assignment of
mk(0). It may produce different clustering if it
starts with different initial conditions. (iii) It is
also sensitive to outliers.
Traditionally the data points are points in
D-dimensional Euclidean space RD. Hence
xn,mk(t) ∈ R
D for all n, k and t. Then the
distance is the Euclidean distance in RD, that
is, d(xi,xj) = ‖xi − xj‖.
k-means in Language Domain
In language domain we want to cluster agents
according to their comprehension so that agents
in the same cluster comprehend better. Unfor-
tunately, we cannot directly apply k-means to
language domain. Since our agents cannot be
represented as points in RD any more, sum of
xn in Eq. A2 become meaningless. If we do not
have mk, Eq. A1 looses its meaning, too.
That problem can be bypassed by modify-
ing k-means. We use of mutual comprehension
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F (i ↔ j) as distance between agents i and j.
Of course, higher mutual comprehension means
lower distance. Instead of assigning an agent
to the nearest mean mk, we assign it to the
cluster that it comprehends best. Again, let
PK(t) = {C1(t), C2(t), · · · , CK(t)} represent the
partition of agents into K clusters at iteration
t.
(i) Initial Step. Initially assign every agent
to one of these clusters.
(ii) Assignment Step. Assign agent i to
cluster k¯ where
k¯ = argmax
k
1
|Ck(t− 1)|
∑
j∈Ck(t−1)
F (i↔ j).
(iii) Update Step. Update the clusters ac-
cordingly. Remove i from its previous cluster
and add it to its new cluster. That is, for
i ∈ Cℓ(t− 1),
Cℓ(t) = Cℓ(t− 1) \ {i},
Ck(t) = Ck(t− 1) ∪ {i}.
(iv) Termination. Steps (ii) and (iii) are
repeated until there is no change in the clusters.
That is, terminate at iteration tt if Ck(tt) =
Ck(tt − 1) for all k.
In this adaptation, k-means provides K com-
munities in such a way that agents in the same
community understand each other better.
The adaptation has the same issues that the
original k-means has. Given K, it produces K
clusters even if the clusters are not suitable to
the data. In order to find the best K values, we
use different K values and select the best one.
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