Abstract When is it better to use an agent based (AB) model, and when should differential equation (DE) models be used? We compare and contrast the dynamics of AB models with those of the corresponding mean-field DE model, using the common and important context of the spread of contagious disease as an example. We compare the well-known SEIR (Susceptible-Exposed-Infected-Recovered) model of contagion, a lumped nonlinear DE system, to an explicit AB model of the same system. We examine both the impact of heterogeneity in agent attributes and the impact of different network structures for the interactions among the agents, including fully connected, random, Strogatz-Watts small world, scale free, and ring-lattice networks. We further show how agent based models can be formulated in continuous time while preserving the stochastic character of state transitions, allowing AB and DE elements to be combined in the same model. Sensitivity analysis demonstrates the conditions under which the added detail of an AB representation leads to different conclusions compared to the aggregated DE model. Introduction Spurred by growing computational power, agent-based modeling (AB) is increasingly applied to problems previously modeled with nonlinear differential equations (DE). Scholars interested in the dynamics of complex systems can now choose from highly disaggregate, agent-based representations to highly aggregated models. Each approach has strengths and weaknesses. AB models can readily include heterogeneity in the attributes of the agents, and in the network structure of their interactions, but at the cost of introducing large numbers of parameters. It can be difficult to analyze the behavior of an AB model, and the computation required to carry out sensitivity and policy analysis can be prohibitive, even for small populations of agents. At the other end of the spectrum, DE models typically disaggregate a population into a comparatively small number of compartments, unrealistically assuming perfect mixing and homogeneity within compartments for both agent attributes and the network structure of their interactions.
Model
The SEIR model is a lumped nonlinear differential equation model in which all members of the population are in one of four stages of the disease-Susceptible (S), Exposed (E), Infected (I), and Recovered (R). Infected and exposed individuals can transmit the disease to susceptibles before they recover or die (Figure 1 ). Exposed and infectious individuals are disaggregated to capture latency between infection and the emergence of symptoms. The DE model makes several simplifying assumptions, including perfect mixing and homogeneity of individuals within each compartment, Poisson exit probabilities for individuals in each stock (the probability of exit is independent of the time spent in the stock), and mean field aggregation (the flows between compartments equal the expected value of the sum of the underlying probabilistic rates for individual agents). The corresponding AB model relaxes these assumptions by introducing heterogeneity among individuals, allowing different contact structures among them, and modeling the transition of individuals from state to state as an explicitly stochastic process. We explore five different network structures: uniform (each person can meet any other with equal probability), random (Erdos and Renyi 1960) , small-world (Watts and Strogatz 1998) , scale-free (Barabasi and Albert 1999) , and a ring lattice (where contact only occurs between near neighbors). We examine each network for the case of homogeneous and heterogeneous agent attributes, specifically, individual variation in the contact rate. Each of the ten cells of this full factorial design is simulated 1000 times. In the base case we parameterize the models with parameters estimated for smallpox and use the same parameters for both DE and AB versions. Smallpox has a mid-range basic reproduction number (R 0 ≈ 3 -10) and therefore is a good choice to observe potential differences between DE and AB models: diseases with R 0 << 1 quickly die out for (nearly) any network structure, while for those with R 0 >> 1 a severe epidemic is unavoidable in (nearly) any network of interactions.
Susceptible
In practice, parameters, particularly the basic reproduction rate (R 0 ), are poorly constrained by biological or clinical data and are usually estimated by fitting the DE SEIR to aggregate data. We therefore test the ability of the DE model, with its homogeneity and perfect mixing assumptions, to capture the dynamics generated by more realistic network structures by fitting it to the data generated by the AB model (that is, by treating the AB model as the "real world"). For each network type we estimate the mean infectivity and residence time for the exposed and infectious populations.
Results and conclusions
Simulations show that the different network structures can have large effects on the timing and progression of an epidemic ( Figure 2 ). The figure only shows the homogeneous case for the AB model; the results for heterogeneous cases are qualitatively similar and analyzed in the full paper.
We assess differences between the DE and AB models along multiple dimensions, including the diffusion fraction, the fraction of the initial population ultimately infected, a measure of the total burden of morbidity and mortality borne by the population; the peak time, the time from the introduction of patient zero to the maximum of the infected population, measuring how quickly the epidemic spreads (a parameter of great importance in mobilizing public health measures); and the peak value of the symptomatic infected population, which determines the maximum load on public health resources.
Consistent with intuition, there are only small differences between the AB and DE models in the case of uniform and random networks, even when the DE model is not calibrated to the AB data. The dynamics under a scale free and small-world network are also similar to those of the classic SEIR model with the same parameters, except in the initial phase when the number of infected individuals is small. During the initial phase the epidemic cannot grow as rapidly as perfect mixing suggests due to the limited number of contacts possible. However, once the epidemic spreads to hubs (wellconnected individuals) or breaks out to multiple regions of the network, the dynamics become similar to those of the DE model. For the same reasons, the AB and DE dynamics differ most for lattice networks because the gain of the positive contagion feedback is limited by the fixed number of susceptible neighbors each individual can contact. In the DE SEIR model there is always an epidemic if R 0 > 1. Due to the stochastic nature of interactions in the AB model, it is possible that no epidemic occurs or that it ends early even when R 0 >1. Table 1 shows that the network structure strongly conditions the probability of takeoff, with the fraction of cases experiencing takeoff highest for the uniform and random networks, and lower in networks where most interactions among agents are local (as in the small world and lattice networks). The lattice network shows the greatest divergence in behavior from the DE case because the epidemic spreads almost linearly as it reaches a quasi-equilibrium in which encounters with new susceptibles are balanced by recovery of infectious individuals; the probability the epidemic burns out at any time in this regime is roughly constant. The differences between the models are significantly smaller when we compare the results of the AB model to the best-fit DE model. Indeed, the dynamics of the best fitting mean-field model and mean of the AB simulations are hardly distinguishable (Figure 2 ; R 2 between the mean AB trajectory and best fit DE model ≈ 1.00 for all networks except the lattice, where R 2 = 0.93). Note that while we fit the DE model to the mean of the ensemble of AB model runs, in practice model parameters are obtained from historical data, analogous to one, or at most a few, realizations of the AB simulation, degrading fit and yielding much broader confidence intervals for parameters. Further, when the epidemic fails to take off, the DE estimate of the basic reproduction rate will be less than one even if the underlying value of R 0 >1.
The estimation results show that parameter values obtained by fitting the aggregated DE model to the data from an AB simulation (and therefore from the real world) do not necessarily resemble the parameters governing the micro-level interactions among agents. The fitted parameters of the aggregate model not only capture the individual level concept they represent (e.g., number of contacts per person per day) but also the impact on diffusion of the contact network and agent heterogeneity. For example, the best fitting estimate of R 0 may differ substantially from its true value when the network structure is dominated by local interactions (in such cases R 0 will also varies as the disease spreads within a network). Fahse, Wissel, et al. (1998) offer a method for estimating aggregate parameters from available individual level parameters so that one can use the more manageable aggregate model for policy analysis, while making the best use of all individual level data available.
A key advantage of AB models is the ability to examine policy options that can't be captured in an aggregate model, for example the effect of removing links in a network on the chance of diffusion, or changing the network structure. However, there are other important considerations in the choice of the most appropriate modeling method.
First, data on biological and social phenomena are usually limited and highly uncertain. When data are inadequate one must carry out extensive sensitivity analysis to determine how robust policy recommendations are to the uncertainty in both parameters and structural assumptions. AB modeling can reveal whether results are sensitive to aggregation assumptions, an important dimension of sensitivity analysis. However, AB models introduce many more parameters than the corresponding DE models, increasing data requirements and worsening the parameter estimation problem.
AB models also require significantly more computation than corresponding DE models, preventing modelers from carrying out full sensitivity analyses and limiting the size of the population that can be considered. Our DE version of the SEIR model has a total of 35 variables, initial conditions, and parameters. To simulate a population of only 200 individuals the corresponding AB model requires 5 to 50 thousand variables, depending on the network structure, plus the associated parameters, initial conditions, and random number calls. Complete mapping of model behavior in parameter space is trivial for the DE model but completely infeasible for the AB counterpart; policy analysis for a realistic population such as that of a nation or large city is likewise infeasible.
In summary, our analysis suggests that, at least in the context of diffusion, disaggregating a population into explicit agents adds additional insights mainly when we deal with locally structured networks such as a lattice, or when we are interested in the very early phases of the dynamics where the stochastic nature of individual contacts strongly interacts with the network structure to determine whether an epidemic takes off. In the other network and heterogeneity scenarios the differences between DE and AB models were small, warranting AB disaggregation only in the presence of detailed, reliable and stable data characterizing the network of contacts in the population. These conclusions are reinforced by other tradeoffs involved in selecting an appropriate level of aggregation.
We further showed how AB models can be formulated in continuous time so that AB structures can be integrated with DE structures in a single modeling environment while adhering to good modeling practice including dimensional consistency and independence of dynamics from the length of the time step used in the numerical integration of the equations. The ability to mix DE and AB elements in a single model enhances the ability of analysts to build models suited to the problem under study, expanding the toolkit available to model important policy issues efficiently and effectively.
