We established a theoretical framework for studying nonequilibrium networks with two distinct natures essential for characterizing the global probabilistic dynamics: the underlying potential landscape and the corresponding curl flux. We applied the idea to a biochemical oscillation network and found that the underlying potential landscape for the oscillation limit cycle has a distinct closed ring valley (Mexican hat-like) shape when the fluctuations are small. This global landscape structure leads to attractions of the system to the ring valley. On the ring, we found that the nonequilibrium flux is the driving force for oscillations. Therefore, both structured landscape and flux are needed to guarantee a robust oscillating network. The barrier height separating the oscillation ring and other areas derived from the landscape topography is shown to be correlated with the escaping time from the limit cycle attractor and provides a quantitative measure of the robustness for the network. The landscape becomes shallower and the closed ring valley shape structure becomes weaker (lower barrier height) with larger fluctuations. We observe that the period and the amplitude of the oscillations are more dispersed and oscillations become less coherent when the fluctuations increase. We also found that the entropy production of the whole network, characterizing the dissipation costs from the combined effects of both landscapes and fluxes, decreases when the fluctuations decrease. Therefore, less dissipation leads to more robust networks. Our approach is quite general and applicable to other networks, dynamical systems, and biological evolution. It can help in designing robust networks. entropy production ͉ stability ͉ attractor ͉ landscape ͉ nongradient force ͉ cellular network
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iological rhythms exist on many levels in living organisms. The study of oscillation behavior in an integrated and coherent way is crucial to understanding how rhythms function biologically (1, 2) .
Biological clock dynamics is often described by a network of deterministic nonlinear chemical reactions of the corresponding averaged protein concentrations in the bulk. In a cell, there is a finite number of molecules. Thus, intrinsic statistical fluctuations can be significant for dynamics. However, external fluctuations from highly dynamical and inhomogeneous cellular environments can also be important (3) . It is therefore important to investigate the roles of statistical fluctuations in the robustness and stability of oscillation. Instead of the averaged deterministic dynamics, we need to develop a probabilistic description to model the corresponding cellular process. This can be realized by constructing a master equation for the intrinsic fluctuations or a diffusion equation for external fluctuations for probability evolution (4, 5) . Even for intrinsic fluctuations, we can simplify the master equation into a diffusion equation in the weak noise or large number limit (5, 6) .
By solving the diffusion equation, we can obtain the time evolution and long-time steady state of the probability distribution in protein concentrations of the network. In analogy to equilibrium systems, the generalized potential can be shown to be closely associated with the steady-state probability of the nonequilibrium network, with a few applications (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) . Once the network problem is formulated in terms of potential landscape, the issue of the global stability or robustness is much easier to address (16) (17) (18) (19) . Although deterministic dynamics might be nonlinear and chaotic, the corresponding probabilistic distribution obeying linear evolution equations is usually ordered and can often be characterized globally. An interesting study is described in ref. 14 where the stability and emergence of competence cycles in Bacillus subtilis are controlled by the intrinsic statistical fluctuations and a nonconventional stochasticity from nonadiabatic conditions with finite binding/ unbinding rates of the proteins to DNA. The resulting cycle dynamics between stable vegetation and competence state is incoherent (defined competent state duration but stochastic intervals between) in low and coherent in high Com K expression. In this work, we will focus on coherent dynamics of limit cycles with certain periodicity.
Landscape and Flux Framework for Nonequilibrium Networks
Landscape ideas were introduced for uncovering global principles in biology for protein dynamics (20) , protein folding, and interactions (21, 22) . All of these ideas were based on a quasi-equilibrium assumption with known potentials. For a nonequilibrium open system constantly exchanging energies and information with outside environments, the potential landscape is not known a priori and needs to be uncovered. Even when the probability landscape could be discussed such as in population dynamics and developmental biology (23) (24) (25) , it was not clear the relationship of landscape with dynamics. Furthermore, probability flux that is zero in equilibrium case now becomes significant. It is the purpose of this article to study the global robustness and physical mechanism of nonequilibrium network through the introduction of the concepts and quantifications of the potential landscape and the nonequilibrium probability flux, with an example of oscillations against fluctuations in the cell.
The conventional way of describing the dynamics of a network is to write down the underlying chemical rate equations: dt dx ϭ F(x), where x is the concentration vector of N different protein species (x 1 , . . . , x N ) and F(x) is a vector in concentration space representing the chemical reaction diving force controlling the dynamics. The above network equations are the overdamped limit of the Newton's second law. In general, one cannot write F as a gradient of a potential: F(x) Ϫ Ѩx ѨU (no potential). Yet, global physical properties of the network are hard to see without a potential. As we will see, the dynamic driving force F can be decomposed into a gradient of a potential and a rotational flow flux. Mathematically, this is similar to Helmholtz decomposition (7, 8, 12, 15, 16, 26, 27) .
Here, we provide a general way to find potential and flux. As mentioned, the cellular network is under intrinsic and external fluctuations (3) . The dynamics of the network system is therefore more accurately described by the probabilistic approach: dt dx ϭ F(x) ϩ , where is the noise force from the fluctuations. The statistical nature of the noise can often be assumed as Gaussian (large number theorem) and white (no memory): ͗(t)(tЈ)͘ ϭ 2D␦(t Ϫ tЈ). D is the diffusion coefficient tensor (matrix) measuring the level of noise strength.
Instead of deterministic trajectories, we will focus on the probabilistic evolution of diffusion equation covering the whole concentration space: Ѩt ѨP ϩ ٌ⅐J(x, t) ϭ 0. This represents a conservation law of probability (local change is due to net flux in or out) and the probability flux vector J of the system for homogeneous (space x independence) diffusion is defined as J(x, t) ϭ FP Ϫ D⅐ Ѩx Ѩ P, where J(x, t) is the probability flux vector measuring the speed of the flow in concentration space x [see supporting information (SI) Text and Figs. S1 and S2].
If the steady state exists that is true for many network systems (see SI Text for conditions), Ѩt ѨP ϭ 0, then ٌ⅐J(x, t) ϭ 0. It is obvious that in the steady state the divergence of J must vanish. There are two possibilities; one is J ϭ 0. This implies, from the definition of the flux, 0 ϭ FP ss Ϫ D⅐ Ѩx Ѩ P ss . Therefore, F ϭ D⅐ Ѩx Ѩ P ss /P ss ϭ ϪD⅐ Ѩx Ѩ (Ϫln P ss ) ϭ ϪD⅐ Ѩx Ѩ U. So, the driving force F can be represented as a gradient of a potential U that is linked with the steady-state probability distribution P ss by U ϭ Ϫln P ss . J ϭ 0 is in fact the detailed balance condition under which the system is in equilibrium. So we see, under equilibrium conditions, the famous Boltzmann relationship between equilibrium probability and underlying potential emerges. With detailed balance, the potential does exist, and the gradient of which gives the driving force and controls the underlying dynamics.
For nonequilibrium systems in general, however, in steady state, ٌ⅐J(x, t) ϭ 0 does not necessarily mean that J has to vanish; there is no guarantee that the detailed balance condition J ϭ 0 is satisfied. In general, the divergence-free nature implies flux J is a rotational curl or more precisely recurrent field: for example, in three dimensions, J ϭ ٌ ϫ A, with nonzero curl of vector A [for higher dimensions, see Hodge decomposition (28) ]. This implies, from the definition of the flux, J ss ϭ FP ss Ϫ D⅐ Ѩx Ѩ P ss . Therefore, F ϭ D⅐ Ѩx Ѩ P ss /P ss ϩ J ss /P ss ϭ ϪD⅐ Ѩx Ѩ (Ϫln P ss ) ϩ J ss /P ss ϭ ϪD⅐ Ѩx Ѩ U ϩ J ss /P ss . In this way, we have decomposed F into a gradient of a generalized potential U linked with steady-state probability defined by U ϭ Ϫln P ss and steady-state divergent-free curl flux field J ss . Nonzero flux reflects the lack of detailed balance in nonequilibrium systems. Cellular networks are open systems often with nonzero flux (constantly exchanging energies with the environments, for example, pumping in energies through ATP hydrolysis or phosphorylation, etc.), so the detailed balance conditions are not necessarily obeyed.
For nonequilibrium networks, the dynamics and global properties are therefore determined not only by gradient of potential landscape but also by the divergent free curl flux field. This may provide the missing link between the probability landscape and the underlying dynamics of networks (for example, in population evolution dynamics). The dynamics of a nonequilibrium network spirals (from flux) down the gradient (from potential) instead of only following the gradient as in the equilibrium case, just like electrons moving in both electric and magnetic field. As we shall see, the best example of illustrating the interplay of both potential landscape and flux in action is the oscillatory network.
Landscape and Flux of Biochemical Oscillation Network
To explore the nature of the oscillation mechanism, we will study a simplified yet important example of biochemical network of cell cycle: a periodic accumulation and degradation of two types of cyclins during the division cycle in budding yeast. The oscillations connected to dynamical interactions between CLN-type cyclins and CLB-type cyclins were found (29) . CLN/CDC28s, which are CLNtype cyclins associated with Cdc28-kinase, activate their own synthesis (''self-activation'') and inhibit the degradation of CLB/ CDC28s, which are CLB-type cyclins associated with CDC28 kinase. As the concentration of CLB/CDC28 becomes larger, it inhibits the synthesis of CLN/CDC28. The mutual interplay of CLN/CDC28 and CLB/CDC28 generates the periodic appearance of their associated kinase activities, which drive bud emergence, DNA synthesis, mitosis, and cell division of the budding yeast cell cycle. Fig. 1 shows the mechanism of CLN/CDC28 and CLB/ CDC28 oscillation. CLN/CDC28 and CLB/CDC28 subunits are limited by cyclin availability, because kinase CDC28 is excessive (1) .
For the protein network, based on the Michaelis-Menten enzyme kinetic equations, one can derive a set of differential equations that describe the variation rate of each component's concentration in the network. We have two independent simplified equations:
In these equations, X 1 and X 2 are the average concentration of CLN/CDC28 and CLB/CDC28, respectively. The kЈ's are the rate constants, K's are the equilibrium binding constants, and the J's are the Michaelis constants. The first term describes the synthesis, and the last term describes the decay. In terms of dimensionless variables (
The corresponding diffusion equation for probability distributions of protein concentrations for x 1 and x 2 with noise due to fluctuations is
Here, D is the diffusion coefficient tensor (or matrix) assumed to be homogeneous and isotropic constant for simplicity (D 11 two-dimensional protein concentration space are
We fix all parameters except b and c. b represents the relative effectiveness of production of x 2 , and c represents the relative effectiveness of inhibiting x 2 's degradation. The other parameter values are a ϭ 0.1, ϭ 0.1, and ϭ 5.0. Fig. 2 shows the phase plane of b and c from the analysis of the deterministic equations (Eqs. 1 and 2). We can see that the system has three phase regions: an unstable limit cycle oscillation phase, a bistable phase, and a monostable phase. Large b and large c lead to effective inhibition of x 1 production and leave only with degradation of x 1 , and therefore yield a monostable decay. Smaller b and c can provide the balance between the activation and degradation of x 1 . Therefore, when b is fixed to be small and c is large, oscillation emerges. In contrast, when c is fixed to be small and b is large, bistability emerges. When both c and b are small, there is neither effective production of x 2 nor effective inhibition of x 2 's degradation. This leads to effective production of x 1 and again monostability. We choose for convenience a set of specific parameters b ϭ 0.1, c ϭ 100, at which the fixed point is unstable and a limit cycle emerges.
To solve the diffusion equation, we impose the reflecting boundary condition, J ϭ 0, in this work. We have also explored absorbing boundary conditions and obtained similar solutions. By giving certain initial conditions (either homogeneous or inhomogeneous) and taking the long time limit, we obtained the same steady-state solution using the finite difference method.
As we discussed before, from the steady-state probability distribution P, we can identify U(x) ϭ Ϫln P(x, t 3 ϱ) ϭ Ϫln P ss (when ѨP Ѩt ϭ 0) from the solution of diffusion equation at long times, or in other words the steady-state solution, as the generalized potential function of the nonequilibrium network system. In this way, we map out the potential landscape. Fig. 3 shows the potential landscape U. We can see that when the fluctuations characterized by the diffusion coefficient are small, the underlying potential landscape has a distinct irregular and inhomogeneous closed ring valley or Mexican hat-like shape as shown in Fig. 3A . The closed ring is around the deterministic oscillation trajectories. This means that the potential is lower (and probability is higher) along the oscillation path or on the closed ring. Inside of the closed ring, the potential is higher forming a mountain or hat. Outside of the closed ring, the potential is also higher. The system is therefore attracted to the closed ring rather than a particular stable point or basin. We can clearly see that the potential landscape is not uniformly distributed along the limit cycle path or the closed ring. This is because the time spent on each state of the averaged deterministic oscillation paths depends on the rate at which the system passes through each state. The potential is lower for lower passing rates and longer durations of stay in each point (details in SI Text) (2) . Because of the inhomogeneity of the passing speed and the time spent, the potential landscape or the steady-state probability along the closed ring is not uniform. The potential landscape becomes flatter as the diffusion constant D grows larger, as indicated by the shallower energies along the closed ring compared with both the inside and the outside of the closed ring. The landscape transforms from a distinct irregular inhomogeneous closed ring valley into a flatter structure as shown in Fig. 3B . It implies that, when the system is under larger fluctuations, there is more freedom to go to other states and therefore less attraction to the deterministic oscillation path. Less time is then spent on that path. The resulting underlying landscape departs from the clear closed ring valley structure of oscillations, reflecting the large fluctuations. When the diffusion coefficient increases, the attraction to the limit cycle will be weaker; conversely, the weaker the fluctuation, the more robust the oscillation.
We can also obtain the steady-state probability flux, another essential quantity for the network system once we get the steadystate solution of the diffusion equation. At the steady state, there is a circulating flow with nonzero curl as shown in Figs. 3 and 4 . In  Fig. 3 , the blue arrows represent the steady-state probability flux and the white arrows represent the force from negative gradient of the potential landscape. Fig. 4A shows both the magnitude and direction of the flux; Fig. 4B shows only the direction of the flux flow. The magnitude of the flux is small inside and outside of the closed ring but significant along the ring (Figs. 3 and 4) . The direction of the flux near the ring is parallel to the oscillation path. The forces from negative gradient of the potential landscape are insignificant along the closed ring and significant inside and outside of the ring. So, inside and outside of the closed ring valley, the network is attracted by the landscape toward the closed ring. Along the closed ring valley, the network is driven by the curl flux flow for oscillation.
The magnitude and direction of the residual curl flux force FЈ(x) ϭ F ϩ D⅐ٌU is also shown in Fig. 4C. Fig. 4D shows the direction of the residual force FЈ(x). We see that the direction of curl flux J is parallel to that of the residual force FЈ(x). This is expected from the force decomposition discussed earlier: F ϩ D⅐ٌU ϭ J ss /P ss . The residual force is thus parallel to the flux J and is the driving force for the curl field of probability flux.
Without the landscape's gradient-potential force (Figs. 3 and 4 E and F), the system will not be attracted to the oscillation ring (major stages such as G 1 , S, G 2 , and M of cell cycle). Without the curl flux driving the system (nutrition supply as the pump), the system will get stuck in low potential valleys on the ring without moving further(check points in cell cycle), and oscillation will not occur (Figs. 3 and 4 A-D) . There is an important interplay between the dominant attractive force from the landscape inside as well as outside the closed ring and the dominant driving force from the flux along the closed ring. So both landscape and flux are necessary to characterize this kind of nonequilibrium system, and this oscillation (of cell cycle) provides an excellent illustration of that necessity.
We also notice that, when the diffusion coefficient D is small, the curl flux J ss is almost parallel to real force F(x). This is because the gradient component of the force is proportional to D and the residual force gives dominant contribution to total force when D is small. In this case, dx/dt ϳ J ss /P ss , so the period of oscillation can be approximated through the loop integral of inverse flux along the oscillation path: T ϳ ͛dl/(J ss l /P ss ). This provides a possibility through the observation of oscillation period and local speed to explore the natures of the network flux.
Transition Time, Barrier Height, and Robustness
We now study the stability and robustness of the network. The stability is related to the escape time from the basins of attraction. Because the system is characterized by the basins of attractor with large weights, the easier it is to escape, the less stable is the system. For the probabilistic description of the network above with diffusion equation, the mean first-passage time for escape (x 1 , x 2 ) starting from the point (x 1 , x 2 ) obeys (30) F(x)⅐ٌ x ϩ D⅐ٌ x ٌ x ϭ Ϫ1, and in our case of two dimensions:
It is essentially the average time it takes from a initial position to reach a given final position. The equation can be solved by an absorbing boundary condition at the given site and reflecting boundary conditions for the rest. For an equilibrium system, the barrier height on the potential landscape is intimately related to the escape time by Arrhenius law. The question is, Will there be still a direct relationship between the escape time and barrier height for a nonequilibrium network? If so, the landscape topography will then provide a quantitative measure of the hardness of the system to escape from the limit cycle attractor to outside and therefore of the stability and robustness.
We define the barrier heights as barrier1 ϭ U fix Ϫ U min and barrier2 ϭ U fix Ϫ U max . U max is the potential maximum along the limit cycle attractor. U min is the potential minimum along the limit cycle attractor. U fix is the potential at the local maximum point inside the limit cycle circle. In Fig. 5A , as the diffusion coefficient characterizing the fluctuations decreases, the barrier heights associated with escaping from the limit cycle attractor barrier1 and barrier2 are higher. In Fig. 5B , we see a direct relationship between the escape time and landscape barrier heights for nonequilibrium network: as the barrier for escape becomes higher, the escape time becomes longer. The resulting limit cycle attractor becomes more stable because it is harder to go from the ring to the outside. Therefore, small fluctuations and large barrier heights lead to robustness and stability in the oscillatory protein network.
Entropy Production, Barrier Height, and Robustness
The nonequilibrium network is often an open system exchanging information and energies with its surroundings. Therefore, the nonequilibrium steady state dissipates energy and causes entropy, just as electric circuits dissipate heat due to the action of both voltage (potential) and current (flux). Therefore, dissipation can be determined globally with both the landscape and flux. In the steady state, the heat loss rate is equivalent to the entropy production rate. We will explore the dissipation cost via entropy production rate at the steady state (details in SI Text) (18, 19, 31, 32) . Fig. 6A shows the entropy production rate for different diffusion coefficients. We can see that the dissipation or the entropy production rate decreases when the diffusion coefficient decreases. This implies that when the fluctuations of the systems become smaller, the associated dissipation is smaller. Because fewer fluctuations lead to more robust oscillations as shown above in Fig. 5 , less dissipation should be closely linked with fewer fluctuations and a more stable network. Indeed, we see that less dissipation leads to higher barrier heights barrier1 and barrier2, and therefore a more stable network (Fig. 6B) . Because the entropy production is a global characterization of the network, minimization of the dissipation cost might serve a design principle for evolution of the network. It is intimately related to the robustness of the network.
Period, Amplitude, and Coherence of Oscillations Against Fluctuations
To address more of the robustness of the oscillations, we study the chemical reaction network equations under the fluctuating environments by simulating the stochastic dynamics for different values of D. That is, we follow the stochastic Brownian dynamics instead of the deterministic average dynamics. Fig. 7 A and B shows the distributions of the period of oscillations calculated for 1,400 successive cycles. We can see that the distribution becomes more spread out with a mean period that is still close to the deterministic period of oscillations ( ϭ 343.3) when the fluctuations increase. The standard deviation from the mean increases, and more other possible values of the period of oscillations can appear when the fluctuations increase (Fig. 7C) (2) . This implies that fewer fluctuations lead to more coherent oscillations with single period instead of multiple periods. We also see that the period distribution becomes less dispersed when the entropy production rate is less. This shows that a less dissipated network can lead to a more coherent oscillation with a unique period instead of a distribution of periods. We see also that higher barrier heights lead to less dispersed period distribution (Fig. 7D) . All of these show that more a robust network leads to more coherent oscillations focusing on a single rather than multiple periods.
We also show the distributions of the amplitude for x 2 as D increases. The distribution becomes more dispersed but keeps the same mean value close to the deterministic amplitude of x 2 [Amplitude(x 2 ) ϭ 4.79], as the fluctuations increase in Fig. 8A . The standard deviation increases when D goes up in Fig. 8B . This also shows that less fluctuation leads to a more robust and coherent oscillation.
The robustness of the oscillation can be quantified further by the phase coherence that measures the degree of periodicity of the time evolution of a given variable (33) (details in SI Text). In the presence of fluctuations, the more periodic the evolution, the larger the value of . In Fig. 9A , decreases when the diffusion coefficient increases. This means that larger fluctuations tend to destroy the coherence of the oscillations and therefore the robustness. In contrast, in Fig. 9B , increases when barrier heights increase, showing that a more robust network leads to more coherent oscillations. decreases when entropy production increases. Dissipation tends to destroy coherence.
Conclusions
We have uncovered the underlying potential landscape and flux of nonequilibrium networks, crucial for determining its dynamics and global robustness. The landscape of the oscillation network has a closed ring valley shape attracting the system down, and the curl flux along the ring is the driving force for oscillation. The potential barrier height, shown here to be correlated with escape time, provides a measure of the likelihood of escaping from the limit cycle attractor, which determines the robustness of the network.
We observe that when the fluctuations increase, global dissipation, period, and amplitude variations increase and barrier height and coherence decrease. The period and amplitude variations can be experimentally measured and compared with theoretical predications (refs. 34-37; similar topology as here in refs. 35 and 37) . Furthermore, minimizing the dissipation costs may lead to a general design principle for robust networks. The framework and methods in this article can be applied to more complicated and realistic networks and dynamical systems to explore the underlying global potential landscape and flux for probabilistic population dynamics and biological evolution.
