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Abstract 
Clustering based approaches in Wireless Sensor Networks helps in identifying the summarized data by exploiting the feature 
of data redundancy in sensor networks. Due to the inexpensive hardware used and unattended operation nature, nodes in the 
sensor networks are often prone to many failures malicious attacks and resource constraints and data collected in sensor 
networks are found to be unreliable. Moreover, the wide usages of sensor network in diverse application have put a 
constraint on sensor protocol to handle data of mixed types. To address the issues of energy minimization and data 
reliability, we propose a distributed agglomerative cluster based anomaly detection algorithm termed DACAD to detect the 
faulty readings based on kNN approach. Additionally, to support applications with mixed data attributes, we design a 
heterogeneous distance function, HOEM to handle both continuous and nominal attributes. In this paper we have evaluated 
the performance of proposed algorithm in terms of false alarm rate, false positive rate and detection rate. Our results 
demonstrate that the proposed distance achieves a comparable detection rate with low false alarm rate with a significant 
reduction in computation and communication over head and operates with both continuous and nominal data. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of ICCTSD 2011 
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1. INTRODUCTION 
Recent advances in micro-processors and wireless communication technologies led to the advent of sensor 
networks. Sensor networks sense many parameters at various locations over a large area and to share the 
results in areas where human monitoring is expensive, difficult or impossible [1]. Every sensor node is called 
as intelligent sensors due to its inherent processing and onward data transmission capability. Sensor nodes use 
their processing capability to process the data. These sensor networks not only provide with real time data but 
also detect time-critical events which produce deviation from expected data results. The data provided by 
sensor networks are often unreliable. Data quality is affected by many factors like errors, missing values and 
compromised or malfunctioning nodes. These low cost sensor nodes are susceptible to failures like resource 
constraints and are limited in terms of power, bandwidth, memory or computational capability. All these 
factors influence the accuracy of data. Sensor nodes are often deployed in harsh or inhospitable terrains where 
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human monitoring is impossible. This makes the sensor nodes susceptible to malicious attacks like 
denialofserviceattacks,blackholeattacks and eavesdropping [2][3]. These factors also affect the accuracy of 
data. Therefore unsupervised learning methods with greater accuracy to remove outlier data must be 
incorporated into these networks [3][4][5][6]. All this necessitates the modeling technique to be adaptable for all 
types of data distribution. Clustering based approaches[7][8] for outlier detection is an efficient method for 
unsupervised learning as they can be applied for all data instances without requiring any priori knowledge about 
the type of distribution. To perform data clustering, distancemeasures with thresholds are often the best choice. 
There are different types of distance measures that could be applied to sensor networks. Quite a significant 
effort has been done in performing distributed spatial clustering [9] [10] and elliptical clustering [11] in sensor 
networks. Most of the existing works focus only on clustering of continuous attributes but there is no effort 
attempted on mixed attributes [4][5]. As applications visualized for sensor networks operate on both nominal 
and linear attributes, in this paper, we bring in a new heterogeneous distance measurement that is more suitable 
than previous functions for applications with both nominal and continuousattributes. In section II we describe 
the problem under consideration. In section III we deal withclustering algorithm for formation of clusters 
.Section IV is dealt with outlier detection and section V deals with evaluation of various distance measures in 
improving data accuracy by eliminating outliers. 
2. PROBLEM STATEMENT 
The aim of this paper is to analyze the efficiency of distance functions to perform data clustering thereby 
identifying outliers using density based approach in wireless sensor networks.A hierarchical topology is adopted 
for a set of sensor nodes S = { si: i=1,2…n}.At every time interval tkeach sensor node si measures a feature Ai 
and after collecting a window of l measurements, each sensor node si has  set of measurements X= {xik  : k=1…l 
}. An outlier is an observation that deviates from remainder of the data set. Our aim is to design a robust outlier 
detection algorithm which effectively detects the presence of outliers in all diverse data types, specifically for 
continuous and nominal data.  
3. CLUSTERING ALGORITHM 
Data clustering is a method in which similar data instances are grouped together into a number of clusters to 
eliminate the need for transmission of redundant data. In this paper we adopt hierarchical clustering, where 
clusters at each node are merged with the clusters of its parent node in the next level of its hierarchy. The above 
steps are continued till the gateway node, where a final set of clusters is obtained. In any clustering algorithm 
every data instance is a member of cluster with which it is most similar based on similarity measure satisfying 
some threshold value. Threshold is the lowest possible input value of similarity required to join data instances 
together in a cluster. Data clustering algorithm makes use of some similarity measures [12] often distance 
measures to form perform clustering. They describe data instances as how far or how close they lie to each 
other. The advantages in adopting cluster based methodology is that they do not require any pre-classified data 
or training set to know the type of data distribution. It can be applied for all types of data. Clustering algorithm 
minimizes energy consumption by sending summary data to cluster head instead of sending entire data to sink as 
carried out in centralized approach [13]. The following section discusses about clustering algorithm adopted 
along with various distance measures used to perform clustering.  
3.1 FIXED WIDTH CLUSTERING ALGORITHM 
The unsupervised fixed width algorithm is chosen [14][15] and it works as follows. Initially, the distance of first 
instance of a data set X= {x1,x2,x3,....xm) is considered to be the centroid of first cluster. For every subsequent 
instance, it’s distanceis compared with all the previous cluster’s centroid value and if its distance lies within the 
cluster width w, then the new instance becomes a part of its corresponding cluster and the updated centroid 
becomes the mean value of the set of all points in that cluster. If the distance of any new instance does not lie 
within the range of any of its previous cluster then the new point becomes new cluster with its instance’s 
distance as the centroid value of that cluster. This algorithm requires only one pass in forming cluster and 
reduces the processing overhead. The most important step of this clustering is to identify the distance measure 
which determines the similarity of the elements in the clusters. The distance functions adopted for data 
clustering are euclidean, manhattan and HOEM. 
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Distance functions like Euclidean and manhattan needs a pre-requisite of data normalization. It is because the 
similarity measure may be dominated by dynamic ranges in attribute values. Therefore data has to be 
normalized to a range [0,1]. In this approach data conditioning is done at every node level using global 
parameters. Every node sends its maximum value ximax and minimum value ximin  to the gateway node sg. 
Gateway node sg collects the above said local information from all children nodes and identifies the global data 
maximum xGmax and global data minimum values xGmin. Gateway node sg,  sends these parameters to all its 
children. Each node si uses these global conditioning parameters to condition its local data using equation 1. 
 
xj = (xj - xGmax) / (xGmax  - xGmin)      …………………… (1) 
 
After conditioning the data, homogenous distance measures like Euclidean and manhattan are applied to 
perform clustering. Global data conditioning has a good impact in hierarchical clustering for a good match of 
data among all nodes. HOEM does not require normalization or data conditioning, as it performs the same, 
using range functions and hence HOEM performs local conditioning of data.  
 
The distance functions are defined as follows: 
3.1.1 Homogenous distance function 
This function handles only continuous input attributes. The following homogenous distance functions are used 
to perform clustering and are described below. 
 
Euclidean distance function 
 
It is the ordinary distance between entire points in the data set. It is given in equation 2. 
m 
E(xi ,xj) =   Σ  ( xi – xj)2 
j=1       ………………………(2) 
where xi,xj € X and m is the total number of data points available in the data set. 
 
Manhattan Distance function 
 
 It is sum of the differences between their components. It is given in equation 3. 
m 
M(xi,xj)=    Σ|xi – xj | 
j=1       ………………………(3) 
where xi,xj € X and m is the total number of data points available in the data set. 
3.1.2 Heterogenous distance functions 
This function handles all types of data instances like continuous or discrete values. It can also handle nominal 
attributes which is a discrete attribute not necessarily in any linear order. 
 
Heterogeneous Euclidean-Overlap Metric (HOEM) 
 
This function handles both continuous and nominal attributes with overlap metric for nominal attributes and 
normalized Euclidean distance for linear attributes[6]. The function defines the distance between two values 
xiand xj of an attribute a as in equation 4: 
 
1,                           if xi and xj is unknown 
    da(xi, xj) =      overlap(xi, xj)        if a is nominal 
                               rn_diffa(xi, xj)                                                                                   ………………………(4) 
 
Unknown attribute values are handled by returning an attribute distance of 1 if both attributes are unknown. The 
function overlap and the range normalized difference rn_diff  are defined as in equations 5 and 6: 
 
  Overlap(xi, xj) =   0,             if    xi,= xj 
1,             otherwise    ………………………(5) 
672  N. Chitra Devi et al. / Procedia Engineering 30 (2012) 669 – 677
691 
 
 
    rn_diffa(xi, xj)    =     xi – xj 
      rangea  ………………………(6) 
 
    rangea    =   maxa - mina  ………………………(7) 
where maxa and minaare the maximum and minimum values, respectively observed in the attribute a. 
 
The overall distance between two data instances xi, andxj  is given in equation 8. 
 
 
HOEM(xi ,xj) =    
m
a 1
 da ( xi – xj)2 
                                                             ………………………(8) 
It is a simple approach to handle nominal attributes. 
 
3.2 Merging of Clusters 
Every leaf node in a hierarchy transmits the summarized data along with the density of clusters to its immediate 
parent node. Every parent node performs local clustering and merges its own clustered data with the clusters of 
its child node if there are similar points based on distance measure and the new centroid value of cluster is 
calculated by obtaining the mean value of all data points in the two clusters forming a single resultant cluster 
[4]. The parent node then transmits the resulting summarized data along with its density information to the 
gateway node. The summarized data includes centroid value of all clusters along with number of data points in 
every cluster. Gateway node then merges the summarized data using similarity measure with the user defined 
threshold w if similarity exists by finding the updated mean and outlier detection algorithm is run at the gateway 
node for detecting global outliers. 
4. OUTLIER DETECTION IN WIRELESS SENSOR NETWORKS 
DACAD operates in 2 phases: Phase 1 creates the clusters and phase 2 detects anomalous cluster. During phase 
1, nodes create clusters of fixed width w as in [14][4] whose value is user specified and assigns sensed values, 
xit Є Xi, to the created clusters. Each cluster member takes a data vector that it has observed for Δt time period 
and keeps it as the centroid of the first cluster of radius w. Then for each subsequent data vector it calculates the 
distance [16][17][18] between the centroid of the current clusters and this vector. If the distance is found to be 
less than chosen radius, then the data vector is assumed to be similar and is added into the existing cluster and 
the centroid of the cluster is updated. Otherwise, a new cluster is formed with the data vector as the centroid. 
The process continues till all data vectors within sliding window are clustered. These locally constructed data 
clusters within the members of each physical cluster are merged across different physical clusters to produce a 
global clustering model. In our method, each cluster is represented using two features, centroid and the number 
of data vectors in a cluster. 
 
Data obtained from sensors are often missing, corrupted by noise or affected by node failures (due to attacks or 
resource constraints). Hence the accuracy of data gets affected. Therefore those outliers must be detected. Hence 
in phase 2, to determine a cluster as an outlier, DACAD relies on K nearest neighbor clusters [17]. Outliers in 
terms of data clusters are nothing but observations that are inconsistent with respect to the remainder set of data 
[19][20]. Outlier detection algorithm classifies clusters as either normal or outliers. The average inter-cluster 
distance of the K nearest neighbors (KNN) clusters [16] is used to identify the outliers. 
 
The steps involved in identifying anomalous clusters are :  
 For each cluster ci in cluster set C, compute the set of inter-cluster distance in CDi  as in equation9.  
CDi = {d(ci, cj), j=i..Nc, j ≠ i}     …………………(9) 
 
based on either manhattan or heterogeneous distance as per the measured attribute and where Nc represents the 
total number of clusters in C. 
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S1 
 Among the set of inter-cluster distances for cluster ci, the shortest K(nearest neighbor) distances [7] are 
selected and average inter-cluster distance ICDi of cluster ci is calculated as in equation 10. 
 
 
  k 
       (1/k) ∑  d( ci , cj )            K  ≤ | C |  - 1 
   j=1, ≠ i        
ICDi  =            |C | -1 
                   (1/ ( |C|  - 1)) ∑d( ci , cj )     K  >| C | - 1 
      j=1, ≠ I                                  ………………………(10) 
 
 Determine a cluster ci as anomalous or distant cluster if its average intecluster distance ICDi is more than 
one standard deviation of the inter-cluster distance SD(ICD) from the mean inter-cluster distance AVG(ICD). A 
set of anamolous clusters Ca is defined as     
 
o if ICDi is more than a standard deviation away from the average ICD as in equation 11. 
   Canomalous = { ci Є C| ICDi>AVG(ICD) + SD(ICD)}………………………(11) 
where ICD is the set of average inter-cluster distances. 
 
Outlier detection algorithm which runs at the gateway node or base station helps in detecting global outliers 
which deviate considerably from the entire data set. 
5. EVALUATION 
The aim of this paper is to design an outlier detection algorithm to support applications with heterogeneous 
data. To evaluate the efficiency of proposed distance measures in detecting outliers, we use three metrics: 
detection ratio, false alarm rate and false positive rate. Detection rate tells about the accuracy in obtaining the 
resultant data. It is defined as the ratio between the numbers of correctly detected anomalies to the total number 
of anomalies. A false positive occurs when an anomalous data is identified as normal measurement. A false 
positive rate is defined as fraction of number of anomalous measurement detected as normal by total number of 
normal data detected. A false alarm occurs when a normal data is being detected as outlier.  A false alarm rate is 
defined as fraction of number of normal measurements detected as outliers by total number of normal outliers 
detected. 
 
For this evaluation a hierarchical topology is considered as shown in Figure 1. The test data is collected from 
sensor measurements collected from Intel Berkeley laboratory [21].  Data collected is preprocessed and 
anomalies are introduced into the data distribution according to defined pattern to analyze the efficiency of 
outlier detection. 
 
                                         
 
 
 
 
            
 
 
 
 
                
 
Figure 1.  Hierarchical Network Topology under consideration 
 
5.1 Performance Metrics 
The efficiency of cluster formation in detecting outliers is measured using two parameters namely silhouette co-
efficient and cohesion value.  
 
5.1.1 Silhouette Co-efficient 
Silhouette co-efficient is a measure of cluster validity and is calculated as follows 
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 For the ith object, its average distance to all other data points in a cluster is calculated (ai). 
 For the ith object and any cluster not containing the object, the object’s average distance to all 
the data points in the given cluster is calculated. The minimum such value with respect to all 
clusters is bi. 
 
The silhouette coefficient is given in equation 12. 
si = (bi-ai) / max(ai , bi)     ………………………(12) 
 
The value varies from -1 to +1. Cluster formation is highly efficient when the silhouette co-efficient value is 
more positive (closer to 1). Silhouette plot for the clusters formed in a single node using distance function is 
given in Figure 2.  
 
                                         
 
Figure 2.  Silhouette plot for a sensor node against cluster id 
 
Silhouette co-efficient value obtained by varying cluster width is given in Table 5.1. It is inferred from the table 
that as the cluster width (w) increases, number of clusters formed and the average Silhouette co-efficient value 
becomes constant. It ensures the efficient cluster formation using the three distances. Silhouette co-efficient 
value reaches closer to 1, validating the formation of better clusters through the clustering algorithm.  
5.1.2 Cohesion 
Cohesion is another measure of cluster validity and is defined as the sum of the weights of the links in the 
proximity graph that connect points within the cluster. The proximity function used here is a similarity function 
known as squared Euclidean distance.It is given in equation 13. 
 
Cohesion(ci) =      ………………………(13) 
Cohesion(ci) also called as SSE (Sum of Squared Errors). Higher the SSE, better is the cluster quality. 
 
Cohesion value obtained by varying cluster width is given in Table 5.1. It is inferred from the table that as the 
cluster width (w) increases, number of clusters formed decreases and at w=0.05 the cohesion reaches a constant 
value with increased average cohesion value.  
 
Table 5.1: Average Silhouette co-efficient value and cohesion value by varying the cluster width (w) 
 
cluster 
width (w) 
AVERAGE SILHOUETTE CO-EFFICIENT AVERAGE COHESION 
Euclidean 
Distance 
Manhattan 
Distance 
HOEM 
distance 
Euclidean 
Distance 
Manhattan 
Distance 
HOEM 
distance 
0.01 0.70386453 0.59333408 0.71139417 1.03161 0.65285964 0.182256 
0.02 0.81249958 0.72299787 0.6750124 1.506202 1.65211602 0.595934 
0.05 0.78989272 0.98291731 0.55654705 4.506356 4.32596076 1.424136 
0.1 0.78652684 0.98291731 0.89738673 7.076671 4.32596076 2.779578 
0.15 0.86203715 0.98291731 0.89738673 9.835991 4.32596076 2.779578 
0.2 0.78652684 0.98291731 0.89738673 7.076671 4.32596076 2.779578 
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5.2 Performance Analysis 
The performance of proposed method is analyzed for different scenarios involving single and multiple 
compromised or faulty nodes with different degrees of data contamination and for each simulation we evaluated 
the system performance for different cluster width wandconstant k.The anomalies are inserted randomly in one 
or more nodes each time, varying the magnitude of data alteration from 2% to 70% and anomalous percentage 
from 10% to 60%. The anomalous percentage specifies the ratio between total numbers of anomalous nodes in 
network to current network size. An extensive simulation of 100 runs is made for different values of data 
alteration and anomalous percentage to obtain the maximum distortion reachable in network. In the simulations 
we varied the cluster width ranging from 0.02 to 4.2 in 0.05 intervals with fixed k value. 
 
Figure 3 shows the comparison graph for detection rate obtained using all the three distances for a fixed cluster 
width and supporting factor. In our simulation we kept the cluster width and supporting neighbouring factor as 
0.02 and 3 respectively.   
 
                                                   
 
Figure 3.  Outlier (%) Vs Detection Rate (DR). This graph is plotted for detection rate for clusters formed using Euclidean distance, 
Manhattan distance and HOEM against outlier percentage with a varying corruption rate of 10-12%. 
 
It is inferred from the graph that detection rate decreases when outlier percentage increases. Euclidean distance 
and manhattan distance shows similar performance for 30%-60% outlier data while HOEM has very high 
detection in all possible state. Since number of clusters formed using HOEM is very high, it results in high 
detection rate. On an average, HOEM results in more than 13 clusters which leads to power inefficiency in 
highly resource constrained network, by transmitting large number of data. 
 
Figure 4 shows the comparison graph for false positive rate against outlier percentage to detect 
misclassifications using all the three distances. From the graph, it is inferred that false positive rate increases as 
the number of outlying data increases for Euclidean distance. For Manhattan distance false positive rate is 
present at 10%-20% outlier data because the number of clusters formed is very less for normal data where 
outlier dominates in kNN method, thereby resulting in high false positive rate. HOEM has very less false 
positive rate as it forms larger number of normal clusters capturing every deviation. In this method normal data 
dominates in the kNN method as the corrupted data is same. The inefficiency in using this method is that it 
results in larger number of   clusters   thereby   consuming   larger energy to transmit all the data. Euclidean and 
Manhattan distance shows similar performance at outlier percentage ranging from 30% to 80 %. As number of 
outlier increases in the data set detection rate decreases and false positive increases.  
 
                                       
 
Figure 4.  Outlier (%) Vs False Positive Rate (FPR). This graph is plotted for false positive rate for clusters formed using Euclidean 
distance, Manhattan distance and HOEM against outlier percentage with a varying corruption rate of 10-12%. 
 
Figure 5 shows the comparison graph for false alarm rate against outlier percentage to detect misclassification of 
normal data as outliers using the three distances. From the graph, it is inferred that false alarm is almost zero for 
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the three distances till 50% of outlier data. HOEM shows zero false alarm rate in all the cases. Euclidean and 
Manhattan distance shows false alarm after 50% outlier data. 
 
                                            
 
Figure 5.  Outlier (%) Vs False Alarm Rate (FAR). This graph is plotted for false alarm rate for clusters formed using Euclidean distance, 
Manhattan distance and HOEM against outlier percentage with a varying corruption rate of 10-12%. 
 
Figure 6(a) and (b) shows the detection rate and false positive rate for three functions as a function of the cluster 
width for a fixed outlier percentage. The outlier percentage refers to the total number of faulty nodes to the 
number of nodes in network. Here, we assume outlier percentage as 40%. From the   figures, it  is   clear  that   
the   homogeneous   distance functions provides a stable prediction and offers a detection rate of 75% for all 
cluster widths while the heterogeneous  function provides an nearing performance of 66% for the cluster widths 
between 0.1 to 0.2 beyond which the performance decreases. But the false positive rate generated in 
heterogeneous function is lower compared to homogeneous functions.  
 
 
 
Figure 6. (a)Cluster Width Vs Detection Rate (%)    (b) Cluster Width Vs False Positive Rate (%) 
6. CONCLUSION 
In this paper, we have presented various distance measures that can be used to perform cluster based outlier 
detection in wireless sensor networks. The efficiency of those resulting clustering to detect outliers are 
calculated using the detection rate, false alarm rate and false positive rate We had evaluated our results using the 
data collected from Intel Berkeley Laboratory. The results obtained claims all the three distances can be used to 
perform clustering. Euclidean and Manhattan distance requires normalization to avoid deviation from dynamic 
ranges whereas HOEM requires no normalization as it performs local normalization using range function. The 
performance of Euclidean distance and Manhattan distance is same having same number of clusters except when 
the outlier percentage is low. HOEM has very high detection rate as the number of clusters formed using this 
distance is very high thereby capturing minor deviations. Since HOEM provides greater accuracy even for slight 
data variation, it best suits for dynamic sensor stream. 
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