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Kurzfassung
Diese Arbeit betrachtet das Problem von unvollsta¨ndigen Aussagen in natu¨rlicher Spra-
che. Solche Aussagen enthalten nicht explizit alle Informationen, die fu¨r die vollsta¨ndige
Umsetzung einer Handlung beno¨tigt werden. Menschen fa¨llt es leicht, aus solchen Aussa-
gen wieder einen Sinn zu extrahieren, indem sie sich auf ihr gelerntes Wissen beziehen.
Fu¨r Sprachverarbeitungssysteme ist dieser Schritt jedoch nicht so einfach nachvollziehbar.
Um diesen Prozess greifbar zu machen wird ein Ansatz entwickelt, der solchen Systemen
menschliches, implizites, Wissen verfu¨gbar macht. Damit wird eine durch Wissen begru¨n-
dete Entscheidung u¨ber die Vollsta¨ndigkeit von Aussagen gemacht. Im Weiteren werden
durch den Ansatz Kandidaten generiert, welche fu¨r die fehlenden Rollen infrage kommen
ko¨nnten. Diese werden mithilfe von Wissen u¨ber die Welt bezu¨glich ihrer Eignung fu¨r die
Rolle bewertet und die Aussage somit wieder vervollsta¨ndigt. Um die Funktion des imple-
mentierten PARSE-Agenten zu pru¨fen wurde eine Evaluation der Ergebnisse im Vergleich
zu einer ha¨ndisch erstellten Lo¨sung durchgefu¨hrt. Fehlende Rollen konnten mit einer Pra¨-
zision von 51% bestimmt werden und eine Vervollsta¨ndigung war in 25%(Im Falle des
Subjektes sogar 100%) der Fa¨lle korrekt mo¨glich.
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1. Einleitung
Die Steuerung von Softwaresystemen mit natu¨rlichsprachlichen Anweisungen ist eine im-
mer pra¨sentere Form der Interaktion mit Software. Mobile Assistenten wie Googles As-
sistant oder Apples Siri bieten ein breites vorgefertigtes Spektrum an Funktonalita¨t an.
Doch gerade das Erlernen von neuen Funktionen ist ein aufwendiger Prozess, denn die
Programmierung solcher Funktionen ist nicht einfach und nur mit einer großen Menge an
Hintergrundwissen mo¨glich. Um diesen Prozess auch fu¨r Laien zu vereinfachen soll mittels
des PARSE-Projektes eine Schnittstelle zwischen Computersystemen und Menschen er-
stellt werden, welche natu¨rlichsprachliche Anweisungen in, vom Zielsystem versta¨ndlichen,
Quelltext u¨bersetzt. Um eine natu¨rliche Form der Interaktion zu bieten, muss solch ein
System mit vielen verschiedenen Formen von Aussagen umgehen ko¨nnen. Da Menschen
beim Erkla¨ren von Prozessen aber auch ungenaue oder unvollsta¨ndige Anweisungen ge-
ben ko¨nnen, mu¨ssen auch dieser Fakt von einem Sprachverarbeitungssystem erfasst und
sinnvoll behandelt werden. Unvollsta¨ndige Aussagen ko¨nnen dabei auf verschiedene Wei-
sen auftreten. Ein Sprecher ko¨nnte implizites Wissen nicht erneut genannt oder aber auch
vergessen haben. Ein Beispiel fu¨r den ersten Fall ist:
John, go and get the orange juice.
In diesem Beispiel ist zwar fu¨r
”
get“ ausreichend Information gegeben, fu¨r
”
go“ fehlt jedoch
der Ort, zu dem sich John bewegen soll. Menschen fa¨llt es leicht sich aus der aktuellen
Umgebung und aus erlernten Regeln die Aussage zu vervollsta¨ndigen. Das Wissen u¨ber
den Aufbewahrungsort ko¨nnte zum Beispiel u¨ber die vorangehende Aktion und das damit
verknu¨pfte Wissen
”
I have put the juice in the fridge earlier.“ inferiert werden. Wa¨h-
rend Menschen sich auf diese Umgebungsannahmen und Allgemeinwissen stu¨tzen ko¨nnen,
ist ein solches Versta¨ndnis fu¨r Computersysteme nicht vorhanden. Ein System um dieses
Versta¨ndnis zu erweitern, ist eine wichtige Voraussetzung um die Intention des Sprechers
richtig zu deuten und Fehler zu vermeiden. Dazu muss verstanden werden, wann eine Aus-
sage unvollsta¨ndig ist und wie sich dies erkennen la¨sst. Die Zielsetzung der Arbeit ist es,
ein Werkzeug zu entwickeln, welches in Eingaben in natu¨rlicher Sprache erkennen kann, ob
diese unvollsta¨ndig sind. Ebenso soll das Werkzeug in der Lage sein diese Unvollsta¨ndig-
keiten wieder zu beheben. Die Arbeit ist wie folgt strukturiert: Zuerst werden in Kapitel 2
die wichtigsten Themen, die fu¨r das Versta¨ndnis der Arbeit essentiell sind vorgestellt. Ka-
pitel 3 stellt relevante Arbeiten aus a¨hnlichen Gebieten vor. Darauffolgend findet sich eine
ausfu¨hrliche Analyse der Problemstellung in Kapitel 4, gefolgt von einem Entwurf einer
Lo¨sung in Kapitel 5 und der Dokumentation der Implementierung in Kapitel 6. Die Gu¨te
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des Ansatzes wird in Kapitel 7 ausfu¨hrlich evaluiert und mo¨gliche Fehlerquellen und Ver-
besserungen werden diskutiert. Das letzte Kapitel fasst die Arbeit zusammen, und nennt
noch einige interessante Problemstellungen die in zuku¨nftigen Arbeiten betrachtet werden
ko¨nnen.
2. Grundlagen
In diesem Kapitel werden die grundlegenden Begriffe definiert und die verwendeten Werk-
zeuge vorgestellt.
2.1. Syntax
Syntax befasst sich in der Linguistik mit der Struktur von Sa¨tzen. Durch die Syntax einer
Sprache wird ein Regelsatz vorgegeben, welcher den Aufbau von grammatikalisch korrek-
ten Sa¨tzen beschreibt. Diese Regeln lassen sich formal mittels kontextfreier Grammatiken
darstellen. In diesen sind Abbildungsregeln definiert.
NP → Det Nominal
NP → ProperNoun
Nominal → Noun | Nominal Noun
Det → a
Det → the
Noun → flight
Tabelle 2.1.: Grammatik-Regeln fu¨r simple Nominalphrasen [JM14]
Jede dieser Regeln gibt eine bestimmte Ableitung vor, nach denen Symbole ersetzt werden.
Diese werden solange angewendet, bis alle Nichtterminalsymbole auf Terminalsymbole,
meistens Wo¨rter, abgebildet wurden. Mit den obigen Regeln la¨sst sich aus dem Grund-
baustein NP wie folgt ein valider Satz abgeleitet werden [JM14]:
Startsymbol: NP
Regel 2: Det Nominal
Regel 3: Det Noun
Regel 4: a Noun
Regel 6: a flight
Grammatiken, die jede Aussage einer Sprache ableiten ko¨nnen, sind jedoch deutlich kom-
plexer.
In der Computerlinguistik ist die syntaktische Zerteilung (engl.: syntactic parsing), oder
auch nur Zerteilung (engl.: parsing) der Prozess, der einen gegebenen Satz seine syntakti-
sche Struktur zuweist. Dafu¨r existieren verschiedene Algorithmen, zum Beispiel Bottom-
Up, Top-Down oder CKY.
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2.2. Semantik
Die Semantik befasst sich mit dem Inhalt und der Bedeutung von Sa¨tzen. Syntaktisch wohl-
geformte Sa¨tze mu¨ssen nicht zwangsla¨ufig semantisch sinnvoll sein. Beispielsweise erlaubt
die Syntax der englischen Sprache einen Satz, der aus einer Nominalphrase gefolgt von ei-
ner Verbalphrase besteht. Nach dieser Regel lassen sich alle beliebigen Kombinationen, wie
auch der Satz
”
I sing a letter“. Er ist zwar mit dieser Konstruktionsregel konform, seman-
tisch jedoch ergibt er keinen Sinn. Diese Erkenntnis la¨sst sich jedoch nicht ausschließlich
auf Grund der syntaktischen Regeln erlangen.
Die semantische Analyse von Sa¨tzen befasst sich mit der Aufgabe, diesen eine eindeutige
Repra¨sentation ihrer Bedeutung zuzuweisen. Dies erlaubt eine leichtere Analyse deren
Inhalt, losgelo¨st von den zugrunde liegenden Sprachmerkmalen. Ein weiterer Vorteil einer
solchen Darstellung ist, dass verschiedene Formulierungen, die inhaltlich gleich sind, auch
auf dieselbe semantische Repra¨sentation abgebildet werden. Jurafsky et al. verwenden
folgendes Beispiel: [JM14]
Does Maharani have vegetarian dishes?
Do they have vegetarian food at Maharani?
Are vegetarian dishes served at Maharani?
Does Maharani serve vegetarian fare?
Fu¨r jede dieser Fragen ist die Antwort dieselbe, da der semantische Inhalt der Frage, trotz
der verschiedenen Formulierungen der Gleiche ist. Eine semantische Abbildung der Frage
ko¨nnte zum Beispiel wie folgt aussehen:
Serves(Maharani, VegtarianFood)
2.3. Parse
Mittels des PARSE (Programming ARchitecture for Spoken Explanations)-Projekts [Wei]
soll eine Schnittstelle zwischen Computersystemen und Menschen erstellt werden, welche
natu¨rlichsprachliche Anweisungen in - vom Zielsystem versta¨ndlichen - Quelltext u¨ber-
setzt. Die natu¨rlichsprachlichen Aussagen werden dazu in mehreren Schritten verarbeitet.
PARSE setzt dabei auf eine Agenten-basierte Verarbeitung der Aussagen. Die Aussagen
werden zuerst von einem Vorverarbeitungs-Fließband (engl.: Pipeline) verarbeitet, das die
gesprochenen Aussagen transkribiert und u¨ber einen Zerteiler Beschriftungen wie Wortart
oder Grundformen der Wo¨rter hinzufu¨gt. Die interne Repra¨sentation der Aussage erfolgt
in Graphenform: Wo¨rter in der Aussage werden als Knoten dargestellt, gerichtete Kan-
ten stellen Beziehungen zwischen diesen dar. Fu¨r die Umsetzung der Teilschritte, die den
Graphen in Quellcode umwandeln, kommt die Agentenstruktur zum Einsatz. Dabei erha¨lt
jeder Agent eine Kopie des Graphen auf welcher er mit regelbasierten oder statistischen
Verfahren, sowie anderer Wissensquellen arbeitet um diesen um neue Informationen zu
erweitern. Auch eine wiederholte Ausfu¨hrung der Agenten ist mo¨glich. Sollte ein Agent
mit erst ku¨rzlich in den Graphen eingefu¨gtes Wissen in der Lage sein, seine Ergebnisse
noch weiter zu pra¨zisieren, oder zu erweitern, so wird er erneut ausgefu¨hrt. Einige fu¨r
diese Arbeit wichtigen Agenten werden in den nachfolgenden Kapiteln genauer vorgestellt.
2.3.1. Vorverarbeitungsfließband
Fu¨r die Vorverarbeitung der gesprochenen Aussagen wurden in [Koc15] verschiedene Sprach-
verarbeitungswerkzeuge untersucht, um eine geeignete Verarbeitung fu¨r die A¨ußerungen
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zu finden. Fu¨r die Wortartenerkennung sowie die Erkennung phrasaler Annotationen wur-
de eine Kombination der Werkzeuge SENNA1 und der Stanford POS-Tagger2 verwendet.
Außerdem wird eine Heuristik angewandt, um Befehlsgrenzen in der Aussage zu finden.
Bei diesem Prozess wird Wo¨rtern desselben Befehls dieselbe Befehlsnummer zugewiesen.
Das erlaubt eine getrennte Betrachtung von verschiedenen Teilaussagen in einem Satz.
In der Graphenrepra¨sentation der Aussage wird jedem Wort das Attribut
”
pos“ fu¨r die
Wortart,
”
chunk“ fu¨r die phrasale Markierung,
”
position“ die Position des Wortes in der
Aussage und
”
instructionNumber“ fu¨r die Befehlsnummer der Aussage hinzugefu¨gt.
Fu¨r die Eingabe
”
Go to the fridge.“ sieht die Ausgabe der Vorverarbeitungspipeline wie
folgt aus:
token
value=”Go”
pos=”VB”
chunk=”B-VP”
instructionNumber=0
position=0
token
value=”to”
pos=”TO”
chunk=”B-PP”
instructionNumber=0
position=1
token
value=”the”
pos=”DT”
chunk=”B-NP”
instructionNumber=0
position=2
token
value=”fridge”
pos=”NN”
chunk=”I-NP”
instructionNumber=0
position=3
Abbildung 2.1.: Ausgabe der Vorverarbeitung
2.3.2. Aktionserkennung
Bei der Aktionserkennung [Ou16] wird ein Agent fu¨r das PARSE-Projekt implementiert,
der in einem Eingabetext fu¨r erkannte Handlungen Attribute fu¨r die semantischen Rollen
der Handlung einfu¨gt. Dabei werden durch den Agenten das Attribute
”
Role“ fu¨r jedes
Wort in den Graphen eingefu¨gt, welches die semantische Rolle des Wortes beinhaltet. In
der nachfolgenden Tabelle sind die mo¨glichen Rollen beschrieben.
Rollenname semantische Rolle
predicate Markiert das Pra¨dikat
what Das Objekt der Handlung
who Das Subjekt der Handlung
when Eine zeitliche Beschreibung
where Eine ra¨umliche Beschreibung
why kausaler Zusammenhang
null Falls keine andere Rolle gefunden werden kann
Tabelle 2.2.: Semantische Rollenbeschriftungen und deren Erkla¨rung
Nach der Ausfu¨hrung des Agenten, sowie des Agenten der Vorverarbeitung sieht der Graph
wie folgt aus:
1https://ronan.collobert.com/senna/
2https://nlp.stanford.edu/software/tagger.shtml
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token
value=”Go”
pos=”VB”
chunk=”B-VP”
instructionNumber=0
position=0
role=PREDICATE
token
value=”to”
pos=”TO”
chunk=”B-PP”
instructionNumber=0
position=1
role=null
token
value=”the”
pos=”DT”
chunk=”B-NP”
instructionNumber=0
position=2
role=WHAT
token
value=”fridge”
pos=”NN”
chunk=”I-NP”
instructionNumber=0
position=3
role=WHAT
Abbildung 2.2.: Ergebnisgraph der Aktionserkennung
2.3.3. Kontext- und Korreferenzanalyse
In [Hey16] wurde ein Agent fu¨r PARSE erstellt, der aus gesprochenen Aussagen Kontext-
wissen extrahiert und Korreferenzen auflo¨st. Dieses Kontextwissen entha¨lt Beziehungen
zwischen Entita¨ten, wie die o¨rtliche Beziehungen zwischen ihnen. Außerdem werden darin
Entita¨ten Zusta¨nde zugewiesen. Zusa¨tzlich wird das Modell der Situation mit Wissen aus
einer Ontologie angereichert, das die Situation beschreibt. Lexikalische Relationen wie Syn-
onyme und Antonyme werden fu¨r die gefundenen Entita¨ten aus WordNet eingefu¨gt. Bei
der Auflo¨sung der Referenzen werden zwischen den Teilen der Aussage Kanten eingefu¨gt,
welche diese Beziehung repra¨sentiert.
Im folgenden ist ein Beispiel, das die erstellten Beschriftungen und Realtionen darstellt.
John go to the fridge and open it
ContextEntity
name: fridge
typeOfEntity: Object
synonyms: [electric refrigerator]
directHypernyms: . . .
...
...
ContextEntity
name: fridge.door
typeOfConcept: objectConcept
synonyms: [doorway, room access,
threshold]
...
...
ContextAction
name: go
antonyms: [be born, come
come up, . . . ]
synonyms: [become, belong, . . . ]
...
...
ContextAction
name: open
antonyms: [close, close down
close up, . . . ]
synonyms: [open up, spread, . . . ]
...
...
StateConcept
name: opened
synonyms: []
ontologyIndividual: roboapibase#opened
...
...
StateConcept
name: opened
synonyms: []
ontologyIndividual: roboapibase#closed
...
...
reference
partOf
associated
State
associated
State
Abbildung 2.3.: Ausschnitt aus Ergebnisgraphen des Kontextanalysierers
2.4. Ontologie
Der Begriff Ontologie stammt aus dem Griechischen und bedeutet
”
Lehre des Seins“. In
der Computerlinguistik ist eine Ontologie eine Sammlung von Wissen. Anders als Lexika,
die zu Wo¨rtern deren Bedeutung und eine geringe Anzahl an Relationen wie zum Beispiel
Synonyme speichert, sammelt eine Ontologie vermehrt Relationen zwischen Konzepten.
Das in Ontologien gespeicherte Wissen beinhaltet auch Wissen, das bei Menschen implizit
verfu¨gbar ist, oder sich ohne großen Aufwand aus dem Kontext der Situation inferieren
la¨sst. Durch diese explizite Darstellung von fu¨r Menschen implizites Wissen, ist es fu¨r ein
Computersystem mo¨glich, auch auf dieses zuzugreifen und Aufgaben mit einer breiteren
Wissensmenge zu bearbeiten. Da es unmo¨glich ist, jegliches Wissen aus allen Bereichen
explizit zu speichern, behandeln Ontologien meist einen abgegrenzten Geltungsbereich,
beziehungsweise eine spezifische Doma¨ne. Des Weiteren unterscheiden sich Ontologien im
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Detailgrad: Sogenannte
”
Upper Ontologies“ befassen sich mit der Sammlung von Wissen,
welches in einer Vielzahl von Doma¨nen gilt. Beispiele fu¨r diese sind WordNet3, gist4 und
Cyc. Andere Ontologien behandeln spezifischere, meist kleinere Doma¨nen, enthalten dann
aber einen ho¨heren Detailgrad.
2.5. Cyc
Cyc ist eine Ontologie, die seit 1984 entwickelt wird. Bis 1995 sind bereits einhundert
Personenjahre an Aufwand in die Erstellung des umfangreichen Korpus geflossen [Len95].
Der Grundgedanke von Cyc ist es, die Welt so abzubilden, wie sie von einem erwachsenen
Menschen wahr genommen wird. Dabei sollen auch die trivialsten Annahmen mit aufge-
nommen werden, die im Allgemeinen sogar als banal und nicht nennenswert angesehen
werden. Dazu geho¨ren Annahmen wie:
• You have to be awake to eat.
• You can usually see peoples noses, but not their hearts.
• If you cut a lump of peanut butter in half, each half is a lump of peanut butter; but
if you cut a table in half, neither half is a table.
([Len95])
Cyc strukturiert seine Eintra¨ge in sogenannte Mikrotheorien, die einzelne Wissensgebiete
abgrenzen. Sie kategorisieren dabei Wissen in verschiedene Doma¨nen, die den Detailgrad
des Wissens, seine thematische Grenzen, oder dessen Geltungszeitraum einschra¨nken.
Die Notwendigkeit von verschiedenen Mikrotheorien folgt direkt aus der Annahme, dass
Wissen nicht universell gilt, sondern von seinem Kontext abha¨ngig ist. So ist die Aussage
”
You can usually see peoples noses, but not their hearts“ wa¨hrend einer Herzoperation
faktisch falsch und muss der korrekten Mikrotheorie zugeordnet werden. Durch diese Ab-
grenzung kann sonst in Konflikt stehendes Wissen trotzdem gespeichert werden.
Cyc verfu¨gt aktuell u¨ber tausende Mikrotheorien, u¨ber 500.000 Terme, darunter 17.000
Relationstypen und insgesamt 7.000.000 Wissensannahmen, zwischen diesen Konzepten 5.
Mittels Cycs Inferenzmaschine (engl.: inference engine) ist es mo¨glich, Wissensannahmen
zu pru¨fen und neues Wissen aus vorhandenen Eintra¨gen zu generieren, oder Fragen an die
Ontologie zu stellen.
Fu¨r die Repra¨sentation der Eintra¨ge und der Anfragen wird die Sprache CycL verwendet.
Eine ausfu¨hrliche Dokumentation der Sprache findet sich auf Cycorps Internetseite6. Die
fu¨r diese Arbeit wichtigsten Bestandteile der Sprache werden nun im Weiteren erkla¨rt.
Diese Erla¨uterungen basieren auf den Beispielen und Erkla¨rungen der offiziellen Doku-
mentation der Sprache.
2.5.1. Konstanten
Konstanten in Cyc beschreiben Dinge oder Konzepte in der Welt. In CycL erkennt man sie
an einem vorangestelltem #$. Außerdem beginnen Konstanten mit einem Großbuchstaben.
Eine Kategorie von Konstanten sind Sammlungen von Konzepten oder Individuen, wie
zum Beispiel #$AnimalWalkingProcess als Sammlung aller Prozesse, bei denen ein Tier
la¨uft, oder #$Author.
3https://wordnet.princeton.edu/
4https://semanticarts.com/gist/
5http://www.cyc.com/kb/
6http://www.cyc.com/cycl/syntax/
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Diese Sammlungen beinhalten wiederum Konstanten, welche einzelne Entita¨ten oder Kon-
zepte beschreiben. U¨ber das Pra¨dikat#$isa werden diese in Relation gebracht. Der in Cyc
gespeicherte Wissenseintrag (isa Pythagoras Author) besagt, dass #$Pythagoras Teil
der Sammlung #$Author ist.
Eine weitere Mo¨glichkeiten in Cyc Konstanten zu definieren, ist u¨ber Funktionen: Funktio-
nen bieten die Mo¨glichkeit neue Konzepte aus anderen zu generieren, ohne die beno¨tigten
Ergebnisse der Funktion explizit in der Ontologie zur Verfu¨gung stellen zu mu¨ssen. Funk-
tionen ko¨nnen an jeder Stelle verwendet werden, an der sonst eine Konstante erwartet
wird. So kann an Stelle der Konstante #$Apple die Funktion (#$FruitFn #$AppleTree
verwendet werden. Diese stellt inhaltlich gesehen, dasselbe Konzept dar. Funktionen be-
schra¨nken Argumenttypen und Ergebnistypen auf bestimmte Sammlungen, die mit dem
Pra¨dikat #$argIsa (siehe Abschnitt 2.5.2) und #$resultIsa abgefragt werden ko¨nnen.
Dadurch lassen sich ganze Sammlungen von a¨hnlichen Konzepten u¨ber eine Funktion dar-
stellen. Statt fu¨r jeden Baum eine Frucht als eigene Konstante zu definieren, wird eine
Funktion definiert, welche angibt, die Baumarten Fru¨chte tragen.
2.5.2. Pra¨dikate
Pra¨dikate sind in Cyc jene Konzepte, die Wissen aus der Ontologie in Verbindung brin-
gen. Einige Beispiele fu¨r Pra¨dikate sind #$isa fu¨r die zweistellige Relation, die Dingen
Sammlungen zuweist, oder #$likesAsAFriend die Relation die eine freundschaftliche Be-
ziehung zwischen zwei Konstanten definiert. Pra¨dikate ko¨nnen dabei verschiedene Stel-
ligkeiten (engl. arity) haben, welche wiederum in dem zwei-stelligen Pra¨dikat #$arity
definiert ist.
Ein weiteres wichtiges Pra¨dikat ist #$genls, das eine Oberklassenrelation beschreibt, und
verwendet wird, um den Wissensgraphen hierarchisch aufzubauen. Ein Beispiel fu¨r #$genls
ist der Eintrag (genls Author Person), der definiert, dass jeder Autor auch eine Person
ist.
Mit dem Pra¨dikat #$argIsa werden Pra¨dikaten (Argument 1) deren Argumenttypen (Ar-
gument 3) an der Position (Argument 2) zugewiesen.
Beispiel fu¨r das Pra¨dikat #$isa:
(argIsa isa 1 Thing)
(argIsa isa 2 Collection)
Diese beiden Eintra¨ge besagen, dass das erste Argument der #$isa-Relation ein Ding und
das zweite Argument eine Sammlung sein muss.
2.5.3. Formeln
Formeln sind Zusammenschlu¨sse aus verschiedenen Konstanten um Wissen zu Begriffen
zu repra¨sentieren. Sie sind in Klammerform und beginnen mit einem Pra¨dikat und einer
Menge an Argumenten. Ein Eintrag der die Farbe von Gras als gru¨n definiert, sieht wie
folgt aus:
(#$typica lColorOfThing #$Grass−Plant #$Green−Color )
Mit den Pra¨dikaten #$not, #$and, #$or und #$implies ko¨nnen mehrere Formeln zusam-
mengefasst werden, um Bedingungen oder Folgen zu beschreiben. Diese Pra¨dikate sind
wie ihre A¨quivalente in der formalen Logik definiert. Ein Beispiel fu¨r die Verwendung des
#$and Pra¨dikats ist:
(#$and
(#$co lorOfObject #$FredsBike #$RedColor )
(#$objectFoundInLocat ion #$FredsBike #$FredsGarage ) )
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Die Formel wertet genau dann zu wahr aus, wenn die beiden inneren Formeln wahr sind,
also Freds Fahrrad rot ist und sich in der Garage von Fred befindet.
2.5.4. Variablen
Variablen ko¨nnen in CycL verwendet werden, um noch unidentifizierte Konzepte zu repra¨-
sentieren. Sie ko¨nnen an Stelle einer Konstante verwendet werden. Variablen beginnen mit
einem oder zwei Fragezeichen und bestehen aus Großbuchstaben. Zwei Fragezeichen deu-
ten auf eine sogenannte
”
don’t-care“ Variable hin, deren genaue Belegung fu¨r die Anfrage
nicht relevant ist.
2.5.5. Inferenzmaschine
Cyc verfu¨gt u¨ber eine Inferenzmaschine (engl.: inference engine), diein der Lage ist Formeln
zu beweisen, oder Variablen in diesen zu quantifizieren. Jede Anfrage wird im Kontext
einer Mikrotheorie gestellt, in der sie evaluiert wird. Diese gibt vor, welches Wissen fu¨r
die Annahme gelten soll. Dadurch ko¨nnen die selben Anfragen in verschiedenen Doma¨nen
verschiedene Antworten ergeben. Die Inferenzmaschine kann unterschiedliche Formen von
Anfragen verarbeiten.
Bei Fragen an die Inferenzmaschine wird eine Formel u¨bergeben, in der unquantifizierte
Variablen vorkommen ko¨nnen, die dann von der Inferenzmaschine quantifiziert werden.
Die folgende Formel stellt die Frage, aus welchen geopolitischen Untereinheiten Kanada
besteht.
( g e o p o l i t i c a l S u b d i v i s i o n Canada ?WHAT)
Die Inferenzmaschine beantwortet diese Anfrage indem die Variable ?WHAT mit verschie-
denen mo¨glichen Konstanten wie #$CityOfVancouver oder (#$CityNamedFn "Waterloo"
Ontario-CanadianProvince) quantifiziert wird. Dabei kann die Variable auch mit einer
Funktion gefu¨llt werden. In diesem Fall beschreibt die Funktion die kanadische Stadt Wa-
terloo, die in der Provinz Ontario in Kanada liegt.
Anfragen an die Inferenzmaschine ko¨nnen auch nur mit einem Wahrheitswert beantwortet
werden. Bei diesen Anfragen wird eine Quantifizierung und eine Menge daraus abgeleiteter
Fakten gestellt. Diese werden dann im Kontext der gegebenen Mikrotheorie ausgewertet.
Die genaue Belegung der Variablen ist fu¨r die Beantwortung nicht relevant, kann aber auf
Anfrage als Beleg fu¨r die Antwort angefragt werden. So ko¨nnte das obige Beispiel mit den
Sta¨dten in Kanada auch wie folgt als Frage formuliert werden:
( f o r A l l ?WHAT
( i m p l i e s
( i s a ?WHAT CanadianProvince )
( g e o p o l i t i c a l S u b d i v i s i o n Canada ?WHAT) ) )
Dabei wird gepru¨ft, ob fu¨r jede Belegung der Variable
”
?WHAT“ die Implikation gilt. Die
Inferenz ergibt, dass die Aussage wahr ist.
Fu¨r jede Inferenz wird von Cyc eine Begru¨ndung bereitgestellt, die die Herleitung der
Antwort erla¨utert. In vielen Fa¨llen ko¨nnen Ergebnisse auf verschiedenen Wegen bewiesen
werden.

3. Verwandte Arbeiten
Im folgenden Kapitel werden verschiedene Arbeiten aus dem Bereich der Sprachverarbei-
tung vorgestellt. Sie beziehen sich auf Probleme aus verschiedenen Themengebieten der
Sprachverarbeitung, wie Sprachversta¨ndnis oder Wissensextraktion. Dabei sind viele der
Problemstellungen und Vorgehensweisen grundlegend wichtig fu¨r die in dieser Arbeit the-
matisierte Problematik.
3.1. RESI - A Natural Language Specification Improver
RESI(Requirements Engineering Specification Improver) [KB09] ist ein Werkzeug, das
Softwarearchitekten bei der Anforderungserhebung unterstu¨tzen soll. Die Anforderungs-
erhebung ist ein Teilprozess der Softwareentwicklung, der zu großen Teilen noch manuell
erfolgt. Diese manuelle Arbeit ist teuer und fehleranfa¨llig. Teilschritte der Anforderungser-
hebung sollen durch RESI automatisiert, beziehungsweise unterstu¨tzt werden [KL10]. RESI
unterstu¨tzt den Nutzer bei der halbautomatischen Verbesserung von Anforderungstexten.
Dafu¨r wird eine Menge an mo¨glichen Problemen in den Anforderungstexten gesucht und
dann, wenn mo¨glich, gelo¨st. Zu den von RESI behandelten Problemen geho¨ren das Auflo¨-
sen von Nominalisierungen, das Vervollsta¨ndigen von Prozesswo¨rtern, das U¨berpru¨fen von
Artikeln und Quantoren, sowie die Auflo¨sung von Mehrdeutigkeiten.
Nominalisierungen stellen in Anforderungen Probleme dar, weil ein komplexer Prozess mit
einem Wort beschrieben wird. Mo¨glicherweise fehlen wichtige Informationen. RESI findet
Nominalisierungen, indem es fu¨r jedes Substantiv der Spezifikation mit einer Ontologiean-
frage - an die bereits im Grundlagenkapitel vorgestellte Ontologie Cyc - ermittelt, ob es
sich bei dem Wort um eine Nominalisierung handelt. In der Ontologie ist fu¨r Nominali-
sierungen auch das Verb gespeichert, das dem Nutzer als A¨nderungsvorschlag u¨bergeben
wird.
Mit der Auflo¨sung von Nominalisierungen ist die Pru¨fung von Prozesswo¨rtern mo¨glich.
Ein Prozesswort ist meist ein Verb oder Pra¨dikat [KB09], das die Handlung in der Spezi-
fikation beschreibt. Um diese zu pru¨fen, muss jedoch zuerst ein passendes Konzept in der
Cyc-Ontologie gesucht werden, welches den Prozess beschreibt. Kandidaten werden u¨ber
eine Ontologieanfrage generiert. Mo¨gliche Wortbedeutungen werden dem Nutzer in einem
Dialogfeld angezeigt, der dann die richtige Bedeutung auswa¨hlen kann. Eine automatische
Disambiguierung erfolgt nicht.
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Cyc besitzt ein Pra¨dikat, das fu¨r ein Prozesswort eine Liste an beno¨tigten Argumenten
speichert. Dieses Pra¨dikat wird mit dem vom Nutzer gewa¨hlten Sinn der Handlung ange-
fragt. Außerdem besitzt jedes Konzept in Cyc eine Menge von Oberklassen. Diese werden
in dem zweistelligen Pra¨dikat #$isa kodiert. Ebenso sind fu¨r Pra¨dikate die Argument-
typen u¨ber das Pra¨dikat #$argIsa ?PRED ?NUM ?IS abfragbar. Mit diesem wird fu¨r die
Rollen, welche in Cyc Pra¨dikate sind, angefragt, welche Klassen ihre Argumente haben.
Diese werden verwendet, um bereits im Satz vorhandene Konzepte als Kandidaten fu¨r
die Rollen zu pru¨fen. Dazu wird u¨ber das #$isa Pra¨dikat eine Verbindung der Konzepte
gesucht.
Ein weiteres Problem, das zu Unklarheiten fu¨hren kann, sind Wo¨rter derselben Bedeutung.
Wenn an mehreren Stellen derselbe Prozess mit verschiedenen Wo¨rtern beschrieben wird,
die aber dasselbe Konzept beschreiben, ist eventuell nicht gleich ersichtlich, dass es sich um
dasselbe Konzept handelt. Diese Problem wird bei RESI gelo¨st, indem Worta¨hnlichkeiten
mit Hilfe einer Ontologie gepru¨ft werden. Es werden Substantive aus derselben Spezifika-
tion paarweise auf A¨hnlichkeit gepru¨ft. Der Nutzer kann im Anschluss auswa¨hlen, ob er
a¨hnliche Wo¨rter durch das gleiche Wort ersetzen mo¨chte.
Der durch RESI verfolgte Ansatz wurde in einer Fallstudie getestet. Dazu wurden zwei
verschiedene beispielhafte Anforderungstexte bereit gestellt. Diese sollten, durch RESI
unterstu¨tzt, auf mo¨gliche Probleme untersucht werden. Zum Vergleich wurden die Tex-
te ohne das Werkzeug durchsucht. Die Bearbeitungsgruppen waren dabei in Informatik-
Doktoranden, Informatiker und Nicht-Informatiker aufgeteilt.
Ein erstaunliches Pha¨nomen war der Fund von mo¨glichen Ambiguita¨tsproblemen, welche
den Analysten aufgrund ihres Doma¨nenwissens nicht aufgefallen wa¨ren. RESI hat diese
oftmals erkannt, wa¨hrend die Analysten diese nicht gefunden hatten oder diese nicht als
Unklarheit bezeichnet ha¨tten.
Abseits von diesem Fund hat RESI insbesondere bei der Nicht-Informatiker Gruppe eine
besonders starke Erho¨hung der Ausbeute erzielt. Die Steigerung der Ma¨ngel ist abha¨ngig
vom Spezifikationstext: durchschnittlich 31,34%, beziehungsweise 88%. Mit einer ausrei-
chend großen Bearbeitungszeit und unter Verwendung von RESI ist eine Ausbeute von 1
mo¨glich. Die Autoren der Arbeit folgern, dass dieses Werkzeug fu¨r den praktischen Einsatz
geeignet scheint.
3.2. SensiCal
SensiCal [Mue00] ist ein Kalender, der den Nutzer bei der Erstellung von Kalenderein-
tra¨gen unterstu¨tzt. Kalendereintra¨ge werden beim Erstellen auf Vollsta¨ndigkeit und even-
tuelle Konflikte gepru¨ft. Fu¨r diese Prozesse verwendet SensiCal die Wissensdatenbank
ThoughtTreasure1. Diese verfu¨gt u¨ber 25.000 hierarchisch organisierte Konzepte, 50.000
Wissensannahmen und etwa 100 Skripte, die eine typische Aktivita¨t, deren Ziele und Vor-
aussetzungen beschreiben.
Um ThoughtTreasure nutzen zu ko¨nnen, werden die Kalendereintra¨ge in einem einheitli-
chen Datenformat angelegt. Dieses beinhaltet unter anderem das Datum und die Uhrzeit,
sowie die Dauer, den Ort, die Teilnehmer, sowie den Typ des Termins. Diese Informa-
tionen werden aus den vom Nutzer eingegebenen Informationen extrahiert. So wird aus
dem Kalendereintrag
”
lunch w/ lin at frank’s steakhouse“ die Terminart
”
meal“, die Art
des Essens als
”
lunch“, die Teilnehmer
”
Lin“, der Ort
”
frank’s steakhouse“ und das dort
servierte Essen als
”
steak“ extrahiert. Diese Extraktion wird von verschiedenen Agenten
durchgefu¨hrt, die in dem Text agieren und mittels eines Lexikons und Regeln bestimmte
1http://alumni.media.mit.edu/~mueller/papers/tt.html
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Informationen extrahieren. Der
”
restaurant text agent“ kann zum Beispiel u¨ber das Muster
”
X’s Steak House | X Steakhouse | X Steak | X House | X Grill | X Grill → steakhouse“ in
dem obigen Beispiel den richtigen Restauranttypen extrahieren.
Im zweiten Schritt werden fehlende Informationen automatisch vervollsta¨ndigt. Beispiels-
weise wird fu¨r einen Essenstermin ohne Enduhrzeit die Dauer des Termins automatisch
vervollsta¨ndigt, indem die durchschnittliche Dauer eines solchen Termins in ThoughtTre-
asure angefragt wird.
Schlussendlich kann das Werkzeug nun Probleme in den Kalendereintra¨gen finden. So wird
der Nutzer beim Erstellen des Kalendereintrages
”
breakfast w/ susan at 3am“ mit dem Hin-
weis
”
You are eating breakfast at 3am“ auf ein potentielles Problem hingewiesen. Dafu¨r
werden verschiedene Regeln angewendet, die teilweise aus ThoughtTreasure stammen und
teilweise im Programmcode fest kodiert sind. Diese Regeln pru¨fen in verschiedenen Kate-
gorien, wie Ort und Zeit der Veranstaltung und welche Annahmen jeweils gelten. Unter
diesen Annahmen sind simple Allgemeinwissens-Fakten, wie
”
You cant’t visit places that
are not open“.
Um diese Annahmen zu pru¨fen, sind weitere Informationen u¨ber die Teilnehmer erforder-
lich. Dafu¨r ko¨nnen in den Kontaktdaten erweiterte Eintra¨ge fu¨r Essenspra¨ferenzen, oder
die Beziehung zu der Person eingetragen werden. Im Beispiel
”
lunch w/ lin at frank’s
steakhouse“ ist in Lins Kontaktdaten hinterlegt, dass sie Vegetarierin ist. SensiCal folgert
dann aus dem Fakt, dass
”
Frank’s steakhouse“ ein Steakhouse ist und in diesen Fleisch
serviert wird, sowie dem Fakt, dass Fleisch nicht vegetarisch ist, dass ein Problem vorliegen
ko¨nnte und stellt eine Ru¨ckfrage an den Nutzer:
”
You are taking Lin who is vegetarian to
a steakhouse?“
Die Autoren geben im Ausblick noch den Anstoß als weiteren Entwicklungsschritt die
Wissensmenge von ThoughtTreasure weiter auszubauen, um SensiCal noch mehr fu¨r die
Anwendung relevante Informationen zu liefern. Eine Evaluation erfolgte nicht, d.h. es bleibt
unklar, wie gut die Applikation den Nutzer tatsa¨chlich beim Erstellen von Kalendereintra¨-
gen unterstu¨tzt, oder wie gut die generierten Vervollsta¨ndigungen sind. Eine Evaluation
wurde auch von den Autoren vorgeschlagen, um ha¨ufige Fehler zu finden und aus diesen
zu lernen und die Allgemeinwissens-Regeln um Sonderfa¨lle zu erweitern.
3.3. On the Application of the Cyc Ontology to WordSense
Disambiguation
In [CCB06] beschreiben Curtis et al. einen Ansatz zur Disambiguierung, der im Gegen-
satz zu lexikonbasierten Ansa¨tzen, auf semantischen Informationen aufbaut. Dabei wer-
den mit dem Recursive Template Parser und Cyclifier Sa¨tze in natu¨rlicher Sprache
auf CycL-Ausdru¨cke u¨bertragen. Diese CycL-Ausdru¨cke repra¨sentieren jeweils eine andere
Bedeutung des Satzes. Abha¨ngig von der Bedeutung, die gewa¨hlt wurde, werden dann
unterschiedliche Annahmen der Ausdru¨cke gewa¨hlt. Diese Hypothesen werden in eigenen
Mikrotheorien abgelegt, in der dann die Cyc-Inferenzmaschine Wissen pru¨ft, und Annah-
men generieren kann. Im folgenden werden diese verschiedenen, sich in der Bedeutung
unterscheidenden Hypothesen gegeneinander abgewa¨gt. Fu¨r den Satz
”
Gates founded Mi-
crosoft“ wurden die Sa¨tze
(#$foundingAgent #$Micro so f t Inc #$Bi l lGate s )
und
(#$ t h e r e E x i s t s ?X
(#$and
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(# $ i s a ?X #$Gate )
(#$foundingAgent #$Micro so f t Inc ?X)
)
)
aufgestellt. Die erste Interpretation beinhaltet genau den Inhalt des Satzes, wa¨hrend die
zweite Interpretation sich auf ein Tor bezieht, das zur selben Zeit auch MicrosoftInc ge-
gru¨ndet hat. Dabei ko¨nnen bereits Kandidaten verworfen werden, indem die Sa¨tze mit der
Inferenzmaschine u¨berpru¨ft werden. Fu¨r das obige Beispiel kann der zweite Fall verworfen
werden, da das Pra¨dikat #$foundingAgent nicht mit den Konstanten #$MicrosoftInc
und einer Konstante aus der Sammlung #$Gate befu¨llt werden kann (#$foundingAgent
gibt Beschra¨nkungen der Argumenttypen vor). Diese Pru¨fung reduziert die Anzahl der
mo¨glichen Kandidaten auf circa drei pro Wort.
Im Weiteren wird auf die Wissenseintra¨ge von Cyc zuru¨ckgegriffen, um die verschiedenen
verbleibenden Theorien zu bewerten. Dieser Prozess findet in zwei Teilschritten statt: Dem
Bestimmen der semantischen Na¨he (engl.
”
semantic closeness“) und dem semantischen
Beitrag (engl.
”
semantic contribution“).
Die semantische Na¨he ist durch Beziehungen zwischen Konzepten definiert. Durch Pra¨di-
kate sind Konzepte in Cyc verbunden. Existiert ein Pfad u¨ber ein oder mehrere Pra¨dikate,
der von einem Konzept zum anderen fu¨hrt, wird eine semantische Na¨he der Konzepte an-
genommen. So sind #$FireTruck und #$RedColor durch das Pra¨dikat #$typicalColorOf
verbunden und eine semantische Na¨he der beiden Konzepte in der beinhaltenden Mikro-
theorie wird angenommen. Zur Bestimmung der semantischen Na¨he werden die Pra¨dikate
(#$nearestIsa OBJ COL) und (#$nearestIsaOfType OBJ TYPE COL)2 verwendet. Die-
se ko¨nnen benutzt werden, wenn die semantische Distanz zwischen ganzen Sammlungen
von Konzepten nicht bekannt ist. Außerdem wird das Pra¨dikat (#$conceptuallyRelated
THING1 THING2) verwendet, das bedeutet, dass es einen Pfad von THING1 nach THING2
durch die Ontologie (bzw. die ausgewa¨hlte Mikrotheorie) gibt. Diese Pfade sind oft nicht
explizit deklariert, sondern mu¨ssen von der Inferezmaschine gefunden werden. Als Beispiel
dient der Eintrag (#$colorOfType #$FireTruck #$RedColor), der aussagt, dass Feuer-
wehrautos (zumindest in der ausgewa¨hlten Mikrotheorie) rot sind. Da #$colorOfType zu
#$conceptuallyRelated generalisiert, gilt die Aussage auch fu¨r dieses u¨bergeordnete Pra¨-
dikat. Mit diesen Pra¨dikaten wird nun eine Bewertung der Wortbedeutungen durchgefu¨hrt.
Sie werden auf eindeutige Wo¨rter aus dem Text im Satz-, Paragraph-, und Dokumentkon-
text angewendet. Semantische Na¨he im Satzkontext wird besser bewertet, der Dokument-
kontext wird am geringsten bewertet. Hierdurch erha¨lt der unmittelbare Satzkontext einen
deutlichen sta¨rkeren Einfluss auf die Bedeutung des mehrdeutigen Wortes als Wo¨rter, die
an einer weit entfernten Stelle im Text stehen.
Zur Bestimmung des semantischen Beitrags werden fu¨r alle generierten CycL-Sa¨tze die
mo¨glichen Bedeutungen von mehrdeutigen Wo¨rtern gepru¨ft. Tra¨gt eine Bedeutung zum
Wahrheitsgehalt eines Satzes bei, so wird die Bewertung dieser Bedeutung erho¨ht. Cyc
unterscheidet zum Beispiel zwischen BookCopy, einer physischen Kopie eines Buchs und
AuthoredWork, also dem abstrakten Konzept. In dem Ausdruck
”
worn book“ ist das Wort
”
book“ nicht sofort eindeutig. Da aber nur Kopien von Bu¨chern Abnutzung erfahren ko¨nnen
und dieser Fakt in der Ontologie gespeichert ist, hat diese Bedeutung einen sta¨rkeren
semantischen Beitrag.
Nach Verarbeitung der beiden Teilschritte wird fu¨r jedes Wort die Bedeutung mit der
ho¨chsten Bewertung ausgewa¨hlt.
2(#$nearestIsa OBJ COL) beschreibt, dass COL die
”
na¨chstliegendste“ Sammlung von Begriffen ist, in
welcher sich auch OBJ befindet. #$nearestIsaOfType erweitert das #$nearestIsa um TYPE, welcher
noch die Regel (#$isa COL TYPE) vorschreibt, also den Typ der Sammlung beschra¨nkt.
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Das Verfahren wurde mit fu¨nf verschiedenen, ha¨ndisch annotierten Wikipedia-Artikeln
evaluiert. Im Vergleich zur zufa¨lligen Wahl der Bedeutungen (33.49%) konnte die Disam-
biguierung in 55.61% der Fa¨lle korrekt durchgefu¨hrt werden.
3.4. Modeling Human-Agent Interaction with Active Onto-
logies
Guzzoni et al. beschreiben in ihrer Publikation Active, ein Rahmenarchitektur (engl. fra-
mework), welches die Grundlage fu¨r intelligente Assistenten bildet. Active besteht aus dem
Active Editor, welcher Modellierung, Einsatz und Testen von Anwendungen ermo¨glicht,
dem Active Server, welche die Ausfu¨hrung der Anwendung durchfu¨hrt sowie der Active
Console mit welcher eine laufende Instanz eines Servers beobachtet und u¨berpru¨ft werden
kann.
Zur Verwaltung von Wissen wird eine Active Ontology verwendet. Diese besteht aus
Konzepten, Doma¨nenobjekten, Ereignissen, Aktionen, Prozessen und Regeln, die die Logik
der Doma¨ne beschreiben. Regeln bestehen aus einer Bedingung und Aktion.
Grundlegend besteht Active aus einer Regelmaschine und einer Faktenmenge. Diese Re-
gelmaschine arbeite mit Ereignissen und Daten. Wird eine A¨nderung der Fakten in der
Ontologie ausgelo¨st, werden zugeho¨rige Regeln ausgewertet. Diese ko¨nnen Konsequenzen
im Wissen oder folgende Aktionen definieren. Die Funktion einer Anwendung ha¨ngt dabei
von den ausgewa¨hlten Regeln ab. Beim Pru¨fen der Regeln werden die Bedingungen die-
ser gepru¨ft, und deren Folgen angewendet. Variablen in der Bedingung der Regel werden
dabei mit passenden Fakten instantiiert. Wenn zwei Fakten vereint (engl. unify) werden,
werden sie als a¨quivalent angesehen. Fu¨r besta¨tigte Regeln wird dann die an sie gebundene
Aktion ausgefu¨hrt.
Eine Active Anwendung kann eine Hierarchie von Konzepten definieren. Fu¨r eine Raumbu-
chung ko¨nnten zum Beispiel die Konzepte
”
Datum“,
”
Person“,
”
Ort“, etc. als Unterkonzepte
an die u¨bergeordnete Aktion, also in diesem Fall die Raumbuchung, angeha¨ngt werden.
Active stellt zusa¨tzlich noch zwei Sprachverarbeitungswerkzeuge zur Verfu¨gung, um den
Aufbau von Applikationen zu erleichtern. Einen aufsteigenden Zerteiler(engl. bottom-up
parser), welcher eine Grammatik benutzt um Sa¨tze auf Konzepte in Active zu u¨bertragen
[Ear70] und ein Modul, welches Muster in Texten erkennt.
Diese ko¨nnen verwendet werden um Objektknoten in der Ontologie beim Finden von fu¨r sie
relevanten Informationen in der Eingabe zu unterstu¨tzen. Ein Knoten, welcher das Thema
einer Sitzung in natu¨rlicher Sprache finden soll, verwendet beispielsweise die Regel
”
Fu¨r
zwei Eingabewo¨rter: Wenn das erste Wort ,about‘ ist, ist das folgende Wort das Thema der
Besprechung“. Diese Vorgehensweise ermo¨glicht eine Stu¨ckweise Verarbeitung der Eingabe
mit einem Aufwa¨rtsverfahren.
Beziehungen zwischen Knoten ko¨nnen mit verschiedenen Information erweitert werden.
Sie ko¨nnen Attribute als optional, verpflichtend, einzigartig oder mehrfach markieren. Die
Ontologie speichert den Kontext der aktuellen Situation, wodurch auch partielle Aussagen
zum Versta¨ndnis der Situation beitragen. In Folgesa¨tzen kann dann durch weitere Infor-
mationen die Situation vervollsta¨ndigt werden. Bei der Regelauswertung wird ein Nutzer
beim Nichteinhalten der Regeln darauf hingewiesen, und eine Resolution der Fehler ist
mo¨glich.
Mit diesen Bausteinen ko¨nnen einfach intelligente Assistenten erstellt werden. In der Ver-
o¨ffentlichung wird ein Anwendungsfall fu¨r das Planen von Treffen. Der Nutzer interagiert
dabei mit u¨ber Texteingabe mit dem Assistenten. Mo¨chte dieser ein Treffen erstellen, so
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wird u¨ber die Eingabe eine A¨nderung der Fakten in Active ausgelo¨st. Werden wichtige
Informationen fu¨r den Plan ausgelassen, so informiert Active den Nutzer daru¨ber indem
es einen Texthinweis hinterla¨sst. Das wird erkannt, indem auf die Liste der beno¨tigten
Informationen und deren Wichtigkeit (optional, verpflichtend, etc.) ausgelesen wird. Dar-
aufhin wird mittels einem Zerteiler die Eingabe verarbeitet, und die zusta¨ndigen Knoten,
bzw. derer Aktionen, in der Ontologie werden ausgefu¨hrt. Dazu geho¨ren Knoten, die zum
Beispiel eine Liste an freien Datumsvorschla¨gen sucht, oder ein Knoten, der E-Mails an
Teilnehmer sendet und deren Besta¨tigungen abwartet. Je nach Ablauf der Aktion, werden
dynamisch verschiedene Knoten fu¨r verschiedene Funktionen ausgewa¨hlt.
3.5. Methods of Rule Acquisition in the TextLearner System
Curtis et al. stellen in ihrem Paper TextLearner [CBW+09] - einen Prototypen zur Wis-
sensaneignung aus Textquellen - vor. TextLearner setzt dabei auf Cyc’s breite Wissens-
quelle, und seine Inferenzmaschine, um aus diversen Mikrotheorien neue Eintra¨ge zu ge-
nerieren und schon vorhandene Regeln zu erweitern. Bei der Entwicklung des Modells
fu¨r den Text wurde darauf geachtet, die Modellierung an die Wissensrepra¨sentation von
Cyc anzupassen. In Cyc wird zum Beispiel zwischen abstrakten Konzepten und Instanzen
mittels verschiedenen Konstanten unterschieden. Ein Buch kann demnach ein abstraktes
Konstrukt ohne Bezug zur Realwelt, oder als eine genaue Instanz, also eine physische
Kopie sein, welche die irgendwo in der Welt existiert. Fu¨r beide Fa¨lle wird aber in der
englischen Sprache dasselbe Wort verwendet, die Bedeutung ist also nicht ausschließlich
durch das Wort identifizierbar. In Cyc existiert diese Ambiguita¨t nicht, es wird zwischen
konkreten Instanzen (#$BookCopy) und dem abstrakteren Konstrukt (#$Book-CW) unter-
schieden. Um sinnvolle Eintra¨ge fu¨r die Wissensdatenbank zu generieren, sollen alle im
Text gefundenen Instanzen auf ihre richtige abstrakten Strukturen zuru¨ckgefu¨hrt werden.
Die grundlegende Schwierigkeit besteht beim Versuch, korrekte Interpretationen fu¨r kleine
Textstellen zu finden. Die richtige Interpretation la¨sst sich nur bei der Betrachtung des
Kontextes finden. Aus diesem Grund wird nach der Bearbeitung eines Satzes weiter in
einem Modell gehalten, um sich bei der Analyse von neuen Sa¨tzen auf bereits gelerntes
Kontextwissen zu stu¨tzen.
Zur Zeit verfu¨gt TextLearner u¨ber verschiedene Regeln, die unterschiedliche Merkmale in
Textkonstrukten auf CycL Terme abbilden. Zum Beispiel werden fu¨r zusammengesetzte
Substantive, also mindestens zwei aufeinanderfolgende als Substantiv markierte Wo¨rter,
das Pra¨dikat #$candidateNounCompound angewendet. Dieses pru¨ft, ob die Kandidaten
syntaktische und semantische Regeln, die schon fu¨r andere zusammengesetzte Substantive
existieren, einhalten. Gilt das Pra¨dikat, so wird ein neuer Eintrag in einer speziellen Mi-
krotheorie erstellt, in der das neue Substantiv, sowie die erfu¨llten Regeln gespeichert sind.
Die Eintra¨ge in dieser Mikrotheorie werden zu einem spa¨teren Zeitpunkt gesammelt einem
Ontologisten u¨bergeben, der die Eintra¨ge dann manuell auf ihre Richtigkeit u¨berpru¨ft. Ein
Regeleintrag fu¨r die Phrase
”
Bantu word“, welche Cyc zu diesem Zeitpunkt unbekannt ist,
sieht wie folgt aus:
( NCRuleWithTemplateFn
( TheList Subcol lect ionOfWithRelat ionToFn )
( TheList TheNCHead gen l s LexicalWord )
wordInLanguage
( TheList TheNCModifier i s a NaturalLanguage ) )
Diese Regel bedeutet, dass zusammengesetzte Substantive aus einer natu¨rlichen Sprache
(
”
Bantu“) und einem Worttypen (
”
verb, word, name“) bestehen kann. Sie abstrahiert die
urspru¨ngliche Phrase
”
Bantu Word“ und erlaubt noch weitere Konstruktionen fu¨r a¨hnliche
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Sa¨tze. Deren folge ist es, dass Wo¨rter die auf dieses Wort folgen in einer Bantusprache
sind.
Andere Regeln von TextLearner generieren Vorlagen fu¨r maschinelle U¨bersetzung von na-
tu¨rlicher Sprache auf CycL Terme. Lu¨cken in diesen Vorlagen haben die Folge, dass eine
U¨bersetzung in einigen Fa¨llen nicht mo¨glich ist. Um diese zu schließen werden Texte be-
trachtet, welche bei einer U¨bersetzung nicht alle Informationen beibehalten. Der Satz
”
The
heart pumps the blood to the lungs“ wu¨rde mit den Informationen
( and
( i s a :ACTION PumpingFluid )
( providerOfMotiveForce :ACTION :SUBJECT)
( primaryObjectMoving :ACTION :OBJECT) )
zwar in der Lage sein die Verb-Subjekt-Objekt Struktur zu erfu¨llen, kann dabei aber
”
to the
lungs“ nicht zuordnen. Um dies zu ermo¨glichen wird in unu¨bersetzten, fehlenden Wort To-
TheWord in Erfahrung gebracht, dass dieses Inhalte der Form to-UnderspecifiedLocation
beschreiben kann. Die Pra¨dikate, welche unterspezifizierte Parameter beschreiben sind
sehr allgemein gehalten und haben viele Unterklassen. Diese Unterpra¨dikate werden dabei
absteigend durchsucht, bis das passendste gefunden wurde. Dazu werden Allgemeinwis-
sensannahmen aus PumpingFluid und Pump-TheWord verwendet. Aus (genls Pumping-
Fluid Translocation) wird gefolgert, dass jeder Pumpvorgang auch eine Vera¨nderung
der Position ist. Aus (requiredActorSlots Translocation toLocation) folgt, dass je-
de Vera¨nderung der Position eine Zielposition als beno¨tigte Handlungsrolle tra¨gt. Diese
Informationen werden dann zusammengesetzt um eine neue U¨bersetzungsvorlage zu gene-
rieren:
( and
( i s a :ACTION PumpingFluid )
( providerOfMotiveForce :ACTION :SUBJECT)
( primaryObjectMoving :ACTION :OBJECT)
( toLocat ion :ACTION :OBLIQUE−OBJECT) )
Damit kann nun der komplexere Eingabesatz vollsta¨ndig auf CycL u¨bersetzt werden.
Dieses Verfahren wurde jedoch nicht evaluiert. Jegliches Wissen, das durch TextLearner
generiert wird, muss noch von einem menschlichen Pru¨fer betrachtet werden. Es ist also
unklar, wie gut die Ansa¨tze dieses Prototypen in allgemeinen Fa¨llen unbekanntes Wissen
erschließen ko¨nnen.
3.6. Populating Cyc with Web-Knowledge
Der manuelle Aufbau von Ontologien ist ein zeitintensiver Prozess. Oftmals gibt es Textkor-
pora, die die beno¨tigten Informationen bereits enthalten. Dabei werden aus diesen Text-
korpora Fakten extrahiert, um zum Beispiel eine Ontologie zu befu¨llen. Ein besonders
beliebter, frei zuga¨nglicher Textkorpus ist das gesamte Internet, das gleichzeitig via Such-
maschinen effizient durchsucht werden kann. Fru¨he Ansa¨tze fu¨r Informationsextraktion
finden sich bereits in den 90er Jahren (Hearst Pattern: [Hea92]). Diese befassen sich prima¨r
mit der Satzstruktur und verwenden vorgegebene Muster (z.B.:
”
X is a Y“) um Relationen
zu finden. In [MWK+05] verfolgen Matuszek et. al einen Ansatz, der im Internet Fakten
sucht, um bereits in Cyc bestehende Pra¨dikate um neue Informationen zu erweitern. Da-
bei werden fu¨r bereits bekannte Entita¨ten und bekannte Pra¨dikate fehlende Argumente
gesucht. In [SSM+06] werden mit einem a¨hnlichen System Fakten zu benannten Entita¨ten
gesucht, um Cyc durch neues Wissen zu diesen zu erweitern. Der zweite Ansatz unterschei-
det sich in der Vorgehensweise, da hier auch fu¨r noch unbekannte Entita¨ten neues Wissen
hinzugefu¨gt werden kann.
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Beide Systeme arbeiten jedoch beim Suchen und Verifizieren der neuen Fakten a¨hnlich,
und stu¨tzen sich stark auf bereits in Cyc vorhandenes Wissen.
Bei der Faktensuche fu¨r neue Entita¨ten wird in einem Vorverarbeitungsschritt zuerst der
Typ der gefundenen benannten Entita¨t bestimmt. Dafu¨r werden mehrere Textstu¨cke im
Internet gesucht, welche die Entita¨t nennen. Die Suchstrings ergeben sich dabei durch Cycs
Sprachgenerierungsmodul. Dieses kann fu¨r Anfragen an die Inferenzmaschine eine natu¨r-
lichsprachliche Repra¨sentation der Fakten generieren. So kann zum Beispiel aus dem un-
vollsta¨ndigen Fakt terroristOrgPoliticalWing LebanistHizballah ?X der Suchstring
”
* , a|the political wing of Hezbollah“. Jeder im Internet gefundene Satz wird mit einem
Eigennamenerkenner (engl. named entity recognizer, im folgenden NER) markiert. Die
gefundenen Entita¨ten werden damit einer mo¨glichst allgemeinen Oberklasse in Cyc zuge-
wiesen. Dies bedeutet, dass diese Klasse in der Kette von Relationen, die von der #$isa
Relation vorgegeben ist, mo¨glichst nah an deren Ende ist. Bei inkonsistenter Typisierung
wird die Entita¨t verworfen und der na¨chste Kandidat wird u¨berpru¨ft. Die gefundenen Sa¨tze
werden mit Zerteilern markiert; Cyc u¨berfu¨hrt diese markierten Sa¨tze auf eine CycL Repra¨-
sentation. Diese Repra¨sentation kann dann sowohl mit den Fakten aus Cyc auf Konsistenz
gepru¨ft werden, als auch wieder als Vorlage fu¨r die Generierung von natu¨rlichsprachlichen
Hypothesen sein, welche zur Validierung wieder an eine Internet-Suchmaschine u¨bergeben
werden.
Die Suche nach neuen Informationen im Internet erfolgt bei beiden Ansa¨tzen mit Such-
mustern. Neue Fakten werden immer im Bezug auf relevante Pra¨dikate (anhand der Ober-
klasse) gesucht. Fu¨r jedes Pra¨dikat wurden ha¨ndisch Konstruktionsregeln erstellt, die den
Aufbau der Suchmuster beschreiben. Dem Pra¨dikat (#$foundingAgent PalestineIsla-
micJihad ?WHO) fehlt der Gru¨nder-Eintrag. Aus den vorgegebenen Regeln fu¨r das Pra¨dikat
#$foundingAgent werden die Suchstrings
• PIJ, founded by
• Palestine Islamic Jihad founder
generiert.
Schon in diesem Schritt werden Informationen aus Cyc herangezogen, um alternative
Suchanfragen zu generieren. Im obigen Beispiel wird etwa das hinterlegte Akronym an-
stelle des vollen Namens verwendet.
Mit diesen Mustern werden bei Google u¨bereinstimmende Seiten gesucht. Fu¨r jeden Treffer
wird der jeweilige Satz zerteilt, um eine passende Cyc-Entita¨t zu finden. Dieser Prozess
besteht aus der Suche nach passenden Entita¨ten in der Ontologie, sowie der Pru¨fung der
Argumenttypen des Pra¨dikats.
Fu¨r noch unbekannte Entita¨ten werden außerdem noch die Sa¨tze der urspru¨nglichen Ty-
pisierung verwendet, um simple Fakten zu finden. Da aber keine einheitlichen Muster fu¨r
diese Sa¨tze bestehen, werden nur referenzierende, auf die Entita¨t bezogene, Eigenschaften
gesucht und als Pra¨dikat u¨bernommen (Bsp.:
”
Palestinian leader Yassir Arafat was laid
to rest after memorials in Cairo and Ramallah.“ ergibt (#$ethnicity #$YassirArafat
#$EthnicGroupOfPalestinians)).
Alle gefundenen Informationen werden verwendet, um verschiedene GAFs (Ground Atomic
Formulæ), also einzelne Formeln, zu erstellen. Jede dieser Formeln wird dann an Cyc’s
Inferenzmaschine u¨bergeben, um geltende Regeln zu den Pra¨dikaten zu u¨berpru¨fen und
um nicht sinnvolles Wissen, sowie redundante Eintra¨ge zu verwerfen. Im obigen Beispiel
konnten mit Hilfe der Suchergebnisse und des Zerteilens die folgenden GAFs generiert
werden:
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( foundingAgent P a l e s t i n e I s l a m i c J i h a d Ter ro r i s t−AlShikaki )
( foundingAgent P a l e s t i n e I s l a m i c J i h a d AugusteRodin )
Der erste Term ist bereits in der Ontologie enthalten und wird aus diesem Grund verworfen.
Fu¨r den zweiten Satz muss die folgende Regeln gelten:
( i m p l i e s
( and
( foundingAgent ?ORG ?AGENT)
( foundingDate ?ORG ?DATE) )
( temporallySubsumes ?AGENT ?DATE) )
Diese Regel besagt, dass fu¨r jeden Gru¨nder ?AGENT einer Organisation ?ORG zu einem
Datum ?DATE gelten muss, dass das Gru¨ndungsdatum innerhalb der Lebenszeit des Gru¨n-
ders liegt. Cyc verfu¨gt u¨ber das Todesdatum (1917), sowie das Gru¨ndungsdatum (1981)
und folgert u¨ber die Verletzung der Implikation, dass der Gru¨nder-Kandidat faktisch nicht
korrekt sein kann.
Als weiterer Pru¨fungsschritt werden die generierten Terme u¨ber ein Cyc-Modul in natu¨rli-
che Sprache umgewandelt und erneut mittels der Suchmaschine gesucht. Dabei werden nur
exakt u¨bereinstimmende Treffer gesucht, um sicherzustellen, dass die gefundenen Wissen-
seintra¨ge an einer Stelle im Internet auch in dieser Form verwendet werden. Jeder Term,
der keine exakte Treffer liefert wird als fehlerhaft markiert.
Alle generierten Fakten werden einer speziellen Mikrotheorie hinzugefu¨gt, die spa¨ter von
einem Menschen u¨berpru¨ft wird. Dieser verwirft dann fa¨lschlich als korrekt markierte Ein-
tra¨ge, und markiert jene, die in die Ontologie u¨bernommen werden sollen. Fu¨r beide Ansa¨t-
ze wurde eine Evaluation durchgefu¨hrt. Dabei wurde gepru¨ft, wie viele generierte Fakten
im Vergleich zu ha¨ndischer Einstufung, korrekt waren.
Der erste Ansatz erreichte fu¨r 114 evaluierte Fakten eine Ausbeute von 41% und eine
Pra¨zision von 52%.
Fakten u¨ber benannte Entita¨ten konnten fu¨r verschiedene Pra¨dikate unterschiedlich gut
extrahiert werden. Durchschnittlich wurden dabei 31% der gefundenen Fakten mittels
Google validiert. Von diesen 31% wurden 48% von einem menschlichen Annotierer als
korrekt eingestuft. Viele fehlerhafte Fakten konnten auf Probleme beim Entita¨tenerkenner
zuru¨ckgefu¨hrt werden. Dieser markiert oftmals zusammenha¨ngende Entita¨ten als mehrere
unabha¨ngige Entita¨ten, wodurch gleich eine Vielzahl von inkorrekten Fakten produziert
wurde. Außerdem sind durch Fehler in den Suchmustern Ergebnisse fu¨r gesamte Pra¨dikate
fehlerhaft geworden. Allgemein galt, dass fu¨r Pra¨dikate mit vielen Eintra¨gen, also einer
großen Menge an verfu¨gbarem Wissen, die Suche bessere Resultate liefert.

4. Analyse
Unvollsta¨ndige Aussagen kommen insbesondere in natu¨rlicher Sprache ha¨ufig vor. Denn
die Situation, in der ein Sprecher sich befindet, ist deutlich komplexer, als der in Tex-
ten schriftlich genau definierte Kontext. Viele Annahmen sind implizit oft wird Bezug
auf sichtbare Objekte genommen, und der Sprecher verla¨sst sich auf das Wissen u¨ber ge-
genseitige Annahmen. Betrachtet man beispielhaft die Aussage
”
Get the juice.“ ist ohne
weiteres Wissen u¨ber den Kontext nicht genau klar, wer u¨berhaupt angesprochen wur-
de, noch woher der Saft kommen soll. Im unmittelbaren Kontext der Situation und der
vorangegangenen Konversation sind Informationen enthalten, die zu diesem Versta¨ndnis
beitragen. U¨ber solche Informationen kann
”
fehlendes“ nicht explizit geschildertes Wissen
von Menschen inferiert werden. Doch bei natu¨rlichsprachlichen Aussagen ist das Nutzen
dieses Kontextes schwieriger. Als Mensch erkennt man, dass die Aussage an ihn gerichtet
ist, wenn der Sprecher bei der Aussage in die eigene Richtung blickt. Solche Informationen
mu¨ssten fu¨r Roboter zum Beispiel u¨ber Sensorsysteme verfu¨gbar gemacht werden, oder
auf andere Art explizit definiert sein.
Ebenso problematisch ist es, wenn weitere wichtige Teilaussagen nicht genannt werden, weil
der Sprecher sie als implizit annimmt. In dem Beispiel wurde nicht genannt, an welcher
Stelle sich der Saft befindet. Menschen ko¨nnen u¨ber ihr Weltwissen mo¨gliche Kandidaten
generieren, und diese Hypothesen dann abwa¨gen. Dazu nutzen sie diverse Informationen,
wie etwa zuletzt geta¨tigte Aktionen (
”
Ich habe den Orangensaft auf den Tisch gestellt“),
visuelle Reize, oder Wissensannahmen (
”
Normalerweise lagert man Orangensaft im Ku¨hl-
schrank“). Wird eine solche Anfrage an ein naives Sprachverarbeitungssystem gestellt, so
hat dieses keine Mo¨glichkeit, auf Informationen dieser Art zuru¨ckzugreifen. Fehlen Infor-
mationen, wird die Aussage eventuell falsch interpretiert, was dazu fu¨hrt, dass der Nutzer
diesen Fehler durch Intervenieren beheben muss. Ein solches Verhalten von Sprachverar-
beitungsystemen ist nicht wu¨nschenswert. Fu¨r eine natu¨rliche Interaktion ist es wichtig,
dass ein Sprachverarbeitungssystem unvollsta¨ndige Aussagen a¨hnlich wie ein Mensch er-
kennen kann und dann ebenso in der Lage ist, diese wieder zu vervollsta¨ndigen. Auch sollte
es die Mo¨glichkeit besitzen, den Nutzer darauf hinzuweisen, sobald es eine Aussage nicht
mehr verstehen kann.
In den folgenden Kapiteln werden mo¨gliche Ansa¨tze vorgestellt um dieses Problem anzu-
gehen. Sie gliedern sich in das Erkennen von unvollsta¨ndigen Aussagen in Abschnitt 4.1
und dem automatischen Vervollsta¨ndigen von unvollsta¨ndigen Aussagen in Abschnitt 4.2.
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4.1. Unvollsta¨ndige Aussagen
Um eine gute Lo¨sung fu¨r das Problem von unvollsta¨ndigen Aussagen zu finden, muss zuerst
betrachtet werden, in welchen Fa¨llen dieses auftritt und was die Gru¨nde dafu¨r sind. Ein
Grund dafu¨r ist, wenn ein Sprecher tatsa¨chlich Teile der Aussage nicht nennt. Entweder
wurde dabei ein Teil schlichtweg vergessen, oder der Sprecher hat die Informationen mit
Absicht ausgelassen. Er denkt dabei, dass die Handlung klar genug definiert ist, um even-
tuelle Unklarheiten auch implizit zu inferieren. Dies fu¨hrt direkt zu dem Problem, dass
eine Aussage nicht vollsta¨ndig ist, da sie bei der Eingabe schon unvollsta¨ndig war.
Auch durch Fehler in Vorverarbeitungsschritten ko¨nnen Unvollsta¨ndigkeiten auftreten. Da-
fu¨r gibt es verschiedene Ursachen: gesprochene Sprache unterscheidet sich stark von ge-
schriebener Sprache. Die zugrunde liegende Grammatik ist zwar die Gleiche, es kommt
jedoch beim Sprechen zu Wiederholungen, Korrekturen, Unterbrechungen, Verzo¨gerungs-
umlauten und Pausen. Insbesondere Verzo¨gerungen fu¨hren dazu, dass Spracherkenner Lau-
te, die keine Bedeutung haben, noch an vorherige erkannte Wo¨rter anha¨ngen [JM14]. Das
Ergebnis der Spracherkennung wird somit verfa¨lscht und die erkannte Aussage stimmt nun
nicht mehr mit der eigentlichen Eingabe u¨berein.
Ein anderes Problem mit gesprochener Sprache sind Nachtragungen: Dabei werden ei-
nem vorangegangenen Satz noch Informationen nachgereicht, beziehungsweise Informatio-
nen korrigiert. Die beiden einzelnen Sa¨tze sind unvollsta¨ndig, nur eine Betrachtung der
gesamten Aussage erlaubt eine korrekte Interpretation, wodurch eine richtige satzweise
Interpretation der Sa¨tze schwieriger wird.
Außerdem ist es mo¨glich, dass Fehler bei der Sprachverarbeitung von den NLP-Werkzeugen
auftreten. Diese ko¨nnen Wo¨rter falsch erkennen, oder entfernen. Das Microsoft-Spracher-
kennungswerkzeug [AR18] erzielt zum Beispiel eine Wortfehlerrate von 5.1%.
Auch bei dieser Sorte Fehler ist es wichtig, sie zu erkennen, bevor eine weitere Verarbeitung
der Aussage stattfindet, um weitere Folgefehler oder ein falsches Versta¨ndnis der Aussage
zu vermeiden.
Dieses Problem la¨sst sich im Kontext von unvollsta¨ndigen Aussagen betrachten. Eine
grundlegende U¨berlegung zur Bewertung der Eignung von Vervollsta¨ndigungskandidaten
muss erstellt werden. Diese ko¨nnte auch auf alle vorkommenden Entita¨ten angewendet
werden, um solche Fehler zu finden.
4.1.1. Diskussion der verwandten Arbeiten
Um Unvollsta¨ndigkeiten in gesprochenen Aussagen zu erkennen, lassen sich Ansa¨tze aus
verwandten Arbeiten anwenden. Insbesondere RESI, ein Untermodul von RECAA [Ko¨r14]
welches Probleme in Anforderungstexten findet. Die dazugeho¨renden, unvollsta¨ndigen Pro-
zesswo¨rter beschreiben eine a¨hnliche Problematik, wie in diesem Kapitel. RESI verwen-
det einen wissensbasierten Ansatz um fu¨r Prozesswo¨rter Argumentlisten anzufragen. Eine
Liste von mo¨glichen Entita¨ten wird vorgeschlagen. Die grundlegende Idee des Ontologie-
basierten Pru¨fens der Vollsta¨ndigkeit la¨sst sich u¨bertragen. Ein entscheidender Unterschied
ist jedoch, dass der in dieser Arbeit entwickelte Ansatz automatisch ablaufen soll. RESI
generiert eine Liste von semantischen Rollen, ist aber nicht in der Lage zu entscheiden,
welche dieser mit welchen Wo¨rtern befu¨llt werden sollen.
Im Zuge dieser Arbeit muss also, wenn ein a¨hnlicher Ansatz verwendet werden soll, eine
sinnvolle Beschriftung der Eingabe mit Rollenbeschriftungen erfolgen.
Um diese Beschriftungen zu erstellen, gibt es viele verschiedene Beschriftungswerkzeuge,
die auf gegebenen Texten Worte mit ihren zugeho¨rigen semantischen Rollen annotieren.
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SensiCal [Mue00] erstellt aus Text Kalendereintra¨ge und pru¨ft diese gleichzeitig auf even-
tuelle Probleme. Zu diesen Problemen geho¨rt es, wenn bestimmte beno¨tigte Informationen,
wie zum Beispiel das Datum fu¨r ein Kalenderereignis fehlen. Diese Probleme ko¨nnen re-
lativ einfach gefunden werden, da das Format des Kalendereintrags bekannt ist. Dadurch
kann bestimmt werden, welche Informationen vorliegen, und welche fehlen.
Dieser Ansatz la¨sst sich jedoch nur sehr schwer auf diese Doma¨ne u¨bertragen. Dazu mu¨ss-
te ein Modell erstellt werden, das vorgibt, wie eine vollsta¨ndige Aussage aussieht. Ein
Modell dieser Art fu¨r natu¨rliche Sprache zu erstellen wa¨re damit verbunden fu¨r jede na-
tu¨rlichsprachliche Aussage herauszufinden, wann sie vollsta¨ndig ist oder nicht. Aufgrund
der hohen Komplexita¨t von Sprache scheint dies jedoch nach einer unpraktischen Art die-
ses Problem anzugehen. Trotzdem wa¨re es denkbar, lexikalische Ressourcen zu verwenden,
um damit darauf schließen zu ko¨nnen, welche Aussagen vollsta¨ndig sind.
SensiCal verfolgt regelbasiert aber auch noch einen weiteren Ansatz. Wenn bestimmte In-
formationen nicht eingegeben werden, fordert SensiCal diese aus einer Ontologie an. So
wird die Enduhrzeit eines Termins automatisch festgelegt, wenn die Art des Termins be-
kannt ist indem die typische La¨nge dieses Termins in einer Wissensquelle gesucht wird.
Mittels einiger dieser fest codierten Regeln ko¨nnen diverse Unvollsta¨ndigkeiten automa-
tisch mit Vorschla¨gen wieder vervollsta¨ndigt werden.
Auch Active [GBC07] kann Unvollsta¨ndigkeiten automatisch reparieren. In einer ActiveOn-
tology werden dabei Kandidaten, zum Beispiel mo¨gliche Tage fu¨r Termine, von Knoten in
der ActiveOntology generiert. Diese setzten dabei simple Regeln um, die den Kalender des
Nutzers durchsuchen.
Es ist denkbar solche Ansa¨tze fu¨r die Vervollsta¨ndigung von unvollsta¨ndigen Aussagen zu
verwenden, jedoch mu¨ssten dann sehr viele Regeln ha¨ndisch erstellt werden. Dies scheint
in Anbetracht der Tatsache, dass eine sehr große Anzahl an verschiedene unvollsta¨ndiger
Aussagen, jedoch unpraktikabel. Regelbasiert ko¨nnten jedoch allgemeine Fa¨lle gelo¨st wer-
den. Fehlen zum Beispiel (zum Beispiel das Subjekt im Imperativ 2. Person Singular), so
ko¨nnten Regeln definiert werden, die diese Problemkategorie lo¨sen. Fu¨r andere Rollen ist
diese vermutlich eher schwer mo¨glich. Keiner der Ansa¨tze la¨sst sich gut auf die Doma¨ne
der natu¨rlichen Sprache u¨bertragen, da diese eine deutlich gro¨ßere Komplexita¨t aufweist.
4.1.2. Erkennen von unvollsta¨ndigen Aussagen
In diesem Kapitel wird diskutiert, wie unvollsta¨ndige Aussagen erkannt werden ko¨nnen.
Mittels PARSE soll Computersystemen, per Eingabe in natu¨rlicher Sprache, neue Akti-
onsabla¨ufe beigebracht werden. Eine Anweisung in diesem Ablauf fu¨hrt immer dann zu
Problemen in der U¨bersetzung, sobald fu¨r die Umsetzung auf bereits bekannte Funktionen
Informationen fehlen. Das bedeutet ein Parameter, der vom Roboter beno¨tigt wird, wurde
nicht gegeben. Dieses System beno¨tigt dabei das Wissen u¨ber die Aussage in einer expli-
ziten Form, d.h. selbst wenn die Aussage u¨ber den Kontext klar wa¨re, mu¨ssen relevante
Informationen explizit gemacht werden. Denn ohne dieses Wissen ist ein korrekter Ablauf
nicht mo¨glich. Diese fehlenden Informationen sind die Bestandteile, die von einem System
zum Erkennen von unvollsta¨ndigen Aussagen gefunden werden mu¨ssen. Zwischen der Re-
pra¨sentation des Computersystems und der Eingabe in natu¨rlicher Sprache liegt jedoch
eine große Distanz. Es ist nicht mo¨glich, Eingaben direkt zu u¨bersetzten, da die verwende-
ten Sprachen andere Grammatiken mit stark unterschiedlichen Komplexita¨ten verwenden.
Natu¨rliche Sprache bietet eine Vielzahl von verschiedenen Mo¨glichkeiten eine Aussage mit
gleichem Inhalt wiederzugeben. Das System, das diese verstehen soll, verwendet dafu¨r aber
nur eine Funktion. Die U¨bertragung auf die System-Sprache soll aber all diese mo¨glichen
Formen verstehen. Um die Sa¨tze besser verstehen zu ko¨nnen ist eine Repra¨sentation der
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Aussagen, die von dieser Komplexita¨t abstrahiert wichtig. PARSE verwendet dazu in ei-
ner Graphenrepra¨sentation verschiedene Kantentypen, um die urspru¨nglichen Wo¨rter der
Eingabe auf einheitliche Relationen, wie etwa jene des Eigennamenerkenners, abzubilden.
Um das Problem der unvollsta¨ndigen Aussagen betrachten zu ko¨nnen, mu¨ssen verschiede-
ne Informationen bekannt sein. Zu einer gesprochenen Eingabe muss dazu bekannt sein,
welche Informationen fu¨r deren Vollsta¨ndigkeit u¨berhaupt beno¨tigt werden. Diese Informa-
tionen mu¨ssen in der Repra¨sentation der Aussage, also dem Graphen, explizit verfu¨gbar
sein. Ebenso ist es wichtig zu wissen, welche Bestandteile einer Aussage welche Rollen
u¨bernehmen. Das bedeutet, es muss bekannt sein, wie viele Handelnde welche Rollen in
der Aussage spielen, damit sie korrekt umsetzbar ist. Sucht man die beno¨tigten Handeln-
den fu¨r das Verb
”
laugh“ findet sich nur eine einzige Rolle: der Handelnde. Bei komplexeren
Prozessen, zum Beispiel
”
get“ ist diese Rollenliste deutlich komplexer und beinhaltet min-
destens ein Subjekt und Objekt.
Betrachtet man beispielsweise die First-Order-Logic Repra¨sentation von Wissen, so ko¨nn-
ten Relationen wie Restaurant(Maharani) und Serves(Maharani, VegetarianFood) die
Wissensrepra¨sentation von
”
Maharani serves vegetarian food.“ sein [JM14]. Aus dem Aus-
gangssatz ist es nicht ohne weiteres Wissen mo¨glich zu wissen, dass eine Relation serve
zweistellig sein muss. Diese Informationen zu den Pra¨dikaten von Sa¨tzen liegt nicht impli-
zit vor, sondern existiert nur in expliziten Wissensquellen. Aus solchen Repra¨sentationen
kann abgeleitet werden, ob einer Aussage ein wichtiger Bestandteil fehlt. Fehlt im obigen
Beispiel der Restaurant-Name ist auch die Relation serves(2) unterbesetzt und es la¨sst
sich folgern, dass die Relation serves(2) mit der gegebenen Aussage nicht vollsta¨ndig
ist. Diese Repra¨sentationen von Handlungsrollen unterschiedet sich jedoch stark, abha¨n-
gig von der Quelle dieses Wissens. Einige Wissensquellen verwenden zur Beschreibung
dieser Argumente semantische Rollen: Diese weisen Pra¨dikaten eine Liste von Rollenna-
men zu, die beschreiben, welchen Teil der Handlung des Satzes von welchen Entita¨ten in
diesem Satz getragen werden. Solche Rollen lassen sich u¨ber Fragen wie
”
who?“,
”
when?“,
etc. erfragen. Wissensquellen, die diese Form der Repra¨sentation wa¨hlen, sind PropBank,
FrameNet, VerbNet, Cyc oder NomBank und haben ha¨ndisch erstellte Listen, welche Ver-
ben Rollennamen zuweisen. Außerdem finden sich in vielen dieser Wissensquellen, auch
Ontologien, noch weitere Wissensannahmen u¨ber diese semantischen Rollen.
Um eine Aussage u¨ber die Vollsta¨ndigkeit treffen zu ko¨nnen, muss außerdem ermittelt
werden, welche Teile der Aussage zur Vollsta¨ndigkeit beitragen. Das bedeutet, dass fu¨r die
in der Eingabe vorkommenden Entita¨ten bestimmt werden muss, welche Rolle sie bereits
u¨bernehmen. Dafu¨r gibt es verschiedene automatische Annotations-Werkzeuge. Eines von
diesen, ist das in [Ou16] erstellte PARSE-Modul. Dieser Aktionserkenner erkennt in Sa¨tzen
Pra¨dikate und weist den gefundenen Entita¨ten in der Aussage ihre semantischen Rollen
aus verschiedenen Ontologien zu. Diese Informationen ko¨nnen dann verwendet werden, um
zu entscheiden, welche Rollen tatsa¨chlich noch fehlen, um die Aussage als vollsta¨ndig zu
betrachten.
Fu¨r diesen Vorgang ist die Wahl der Wissensquelle relevant. Die Informationen, die sich in
den verschiedenen Ontologien findet haben einige Unterschiede. Wa¨hrend PropBank (
”
A0,
A1, A2, ...“) und VerbNet (
”
Agent, Patient, Location, Theme“) eine festgelegte Liste von
Rollen fu¨r alle Verben1 verwenden, werden in Cyc (
”
thing given, giveer, givee“ fu¨r
”
give“)
und FrameNet (
”
Student, Subject, Techer, Material“ fu¨r
”
teach“) verschiedene Rollenna-
men fu¨r jedes Verb verwendet. Dies muss beachtet werden, wenn bei der Verarbeitung
von Aussagen semantische Rollen verwendet werden. Wa¨hrend die Rollen aus FrameNet
und Cyc zwar durch den oft auf das Pra¨dikat zugeschnittenen Namen eine genauere Be-
1Die vollsta¨ndige Liste dieser Rollen und derer Beschreibungen findet sich in Abschnitt B
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schreibung der Rolle liefern, fu¨hrt die große Menge der Rollen dazu, dass zum Beispiel eine
einfache Abbildung der Rollen auf andere Konzepte nicht mehr einfach mo¨glich ist.
Eine vollsta¨ndige Diskussion u¨ber die Eignung der verschiedenen Ontologien findet sich im
Entwurf in Abschnitt 5.1.
Da fu¨r den weiteren Verlauf, insbesondere die automatische Vervollsta¨ndigung, Aussagen
u¨ber das Pru¨fen von Wissensannahmen erfolgen soll, ergibt sich noch eine weitere An-
forderung an die verwendete Ontologie. Sie sollte in der Lage sein, Aussagen aufgrund
ihrer Inhalte zu beweisen, bzw. das Gegenteil beweisen. Die meisten Entita¨tenbeschrif-
ter liefern jedoch nur Beschriftungen aus Ontologien, in denen keine Inferenz mo¨glich ist.
Dies ist aus zwei Gru¨nden der Fall: Entweder die Ontologien unterstu¨tzen keine Inferenz,
oder sie sind in der Doma¨ne zu speziell. VerbNet speichert zum Beispiel nur Informatio-
nen u¨ber Verben, deren Rollen und Beschreibungen der Rollen. Auch FrameNet speichert
prima¨r Informationen u¨ber lexikalische Frames. Zu diesen geho¨ren zwar auch annotierte
Beispieltexte zu einer bestimmten Aktion, diese Informationen reichen aber nicht aus, um
allgemeinere Fragen - wie die Eignung von Kandidatenkonzepten - zu beantworten. Damit
Ontologien mit Inferenzfa¨higkeit verwendet werden ko¨nnen, muss eine Mo¨glichkeit gefun-
den werden die leicht zuga¨nglichen Rollen von Standardwerkzeugen auf Ontologiekonzepte
aus anderen Ontologien zu u¨bertragen. Mo¨glichkeiten um dies umzusetzen, finden sich in
Abschnitt 4.1.4.
Um zu entscheiden, welche Aussagen vollsta¨ndig sind, mu¨ssen gefundene Rollen in der
Aussage auf eine aus einer Ontologie stammenden Liste von beno¨tigten Rollen abgebildet
werden. Durch die Verwendung einer externen Wissensquelle treten aber noch weitere
Probleme auf, die nun im Weiteren noch genauer betrachtet werden.
4.1.3. Disambiguierung der Pra¨dikate
Aus den U¨berlegungen des letzten Kapitels zur Erkennung von unvollsta¨ndigen Aussagen
folgt, dass eine Wissensquelle beno¨tigt wird. Pra¨dikate aus einer Aussage sollen dabei als
Suchterm verwendet werden, um in diesem Lexikon einen Eintrag mit Wissen u¨ber be-
stimmte Rollen zu finden. Dabei entsteht ein Problem, das aufgrund der nicht eindeutigen
Natur von Sprache auftritt: Viele Wo¨rter in der englischen Sprache haben mehr als eine
Bedeutung. Betrachtet man in einer Aussage ein solches polysemes Verb, so muss seine
richtige Bedeutung zuerst bestimmt werden. Untersucht man die mo¨glichen Bedeutungen
des Wortes
”
get“, findet man die Bedeutungen des Bringendes (
”
acquiring something“) aber
auch das krank werden (
”
stricken by illness“). Sofern man nur diese beiden Bedeutungen
betrachtet, ist es schon nicht trivial zu bestimmen, welche Bedeutung im Kontext eines
Satzes gemeint ist. Insgesamt definiert WordNet fu¨r das Wort
”
get“ 36 verschiedene Bedeu-
tungen. Obwohl sich einige dieser Rollen a¨hneln, existieren viele Paare, deren Bedeutung
sich sehr stark unterscheidet. Das Finden der richtigen Bedeutung ist fu¨r eine Verarbei-
tung von Sprache wichtig. Wu¨rde in einem Kontext die Bedeutung
”
AcquiringSomething“
korrekt sein, aber das krank werden als richtige Bedeutung gewa¨hlt, ko¨nnen Fehler auftre-
ten. Denn die Vorbedingungen und Implikationen der beiden Bedeutungen unterscheiden
sich stark. Ebenso unterschiedlich sind die semantischen Rollen, die fu¨r die beiden Bedeu-
tungen vorgegeben sind. Sind diese aufgrund einer falschen Wahl des Wortsinns bereits
verkehrt, ko¨nnen infolgedessen weitere Fehler auftreten. Eine Vervollsta¨ndigung gestaltet
sich als schwierig, da dann fu¨r die falsche Handlung nach geeigneten Konzepten gesucht
wird. Eine mo¨glichst gute Disambiguierung ist aus diesem Grund wichtig.
Um diese umzusetzen existieren verschiedene mo¨gliche Herangehensweisen: Die simpels-
te Methode ist die Wahl der ha¨ufigsten Bedeutung (engl.
”
most frequent sense“). Dabei
wird fu¨r jedes polyseme Wort bestimmt, welche Bedeutung des Wortes am ha¨ufigsten in
einem Textkorpus vorkommt. Die Ergebnisse sind bei der Wahl dieser Methode bei etwa
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50%-60% [MCK04]. Aufgrund der invers proportionalen Verteilung der Bedeutungen zu
der Ha¨ufigkeit, ist das Auftreten der ha¨ufigsten Bedeutung relativ wahrscheinlich. Beim
Betrachten von anderen, eventuell komplexeren Verfahren sollte deswegen gepru¨ft werden,
ob sich der Einsatz im Vergleich zu dieser recht simplen Methode lohnt.
Andere Mo¨glichkeiten sind die Verwendung von Standardwerkzeugen, die zum Beispiel
statistische Verfahren anwenden. In einer Evaluierung von mehreren verschiedenen Werk-
zeugen auf einem annotierten Textkorpus erzielten verschiedene Werkzeuge ein F-Maß
zwischen etwa 50% und 70% [RCCN17]. Eine Implementierung mit einem statistischen
Disambiguierungswerkzeug liefert zum Beispiel ein PARSE-Modul. Dieses beschriftet Wo¨r-
ter in den Aussagen mit ihren zugeho¨rigen Sinnen in WordNet. Dieses Modul stu¨tzt sich
auf Babelfy [MRN14]. WordNet selbst beinhaltet jedoch nicht die beno¨tigten Rollen-
Markierungen, und kann in dieser Form nicht fu¨r die Lo¨sung des Problems verwendet
werden.
Wird ein Disambiguierungswerkzeug verwendet, das die Bedeutung der Wo¨rter auf Word-
Net abbildet, ist nicht klar, welche Rollen beno¨tigt werden. Um diese Frage zu beantworten,
mu¨sste zusa¨tzlich noch ein a¨quivalentes Konzept aus einer Ontologie extrahiert werden,
das diese Informationen bereitstellt.
Dieser Prozess ist jedoch komplex, eine detaillierte Analyse dieses Problems und mo¨gliche
Lo¨sungsansa¨tze finden sich in Abschnitt 4.1.4.
Eine Alternative zu diesem Prozess, ist es, eine Disambiguierung, a¨hnlich wie in [CCB06]
durchzufu¨hren (siehe Abschnitt 3.3). Dabei werden die Konzepte in einer Ontologie - ba-
sierend auf Informationen u¨ber diese - ausgewa¨hlt. Dieser Ansatz funktioniert jedoch nur
fu¨r Ontologien wie Cyc, eine Umsetzung auf PropBank, Frame- oder VerbNet ist in die-
ser Form aufgrund der fehlenden Inferenzmo¨glichkeit nicht mo¨glich. Zuerst werden dafu¨r
Kandidaten sowie Vor- und Nachbedingungen fu¨r die Verben generiert. Diese Bedingungen
stehen in den Ontologien zur Verfu¨gung. Mit den im Satz bereits gefundenen syntaktischen
Rollen werden dann die Bedingungen u¨berpru¨ft. Die Bedeutung die die meisten Bedingun-
gen erfu¨llt, wird als korrekte ausgewa¨hlt. Der Vorteil des Ansatzes, ist das direkt, ohne
weitere Abbildung ein geeignetes Konzept in der Ontologie verfu¨gbar ist.
Dieses Verfahren hat jedoch zwei grundlegende Schwa¨chen: Wie bereits die Evaluierung
der Autoren von [CCB06] zeigt, ist die Pra¨zision geringer, als die Wahl der ha¨ufigsten
Wortbedeutung. Es ist also fraglich, wie gut die Ergebnisse mit einem a¨hnlichen Ansatz
fu¨r diese Arbeit sein ko¨nnen, oder ob der zusa¨tzliche Aufwand sich Lohnt.
Zudem ha¨ngt die Disambiguierung von den vorhandenen Informationen ab. Fehlen zum
Beispiel die Ha¨lfte der Rollen, ko¨nnen eventuell nicht ausreichend viele Bedingungen be-
wiesen werden, um eine eindeutige Aussage u¨ber die richtige Bedeutung zu treffen. Es ist
aber fu¨r andere Systeme trotzdem mo¨glich, ein gutes Disambiguierungsergebnis zu erzie-
len, da auch vorangegangene Sa¨tze betrachtet werden. Dies wu¨rde bei diesem Verfahren
nicht geschehen.
4.1.4. U¨bertragen von Ontologiekonzepten
Unter Heranziehung verschiedener Wissensquellen, erha¨lt man mehr Informationen. Ein
Problem, welches sich ergibt, ist die uneinheitliche Benennung, die sich in den verschiede-
nen Quellen findet. Oftmals haben inhaltlich deckungsgleiche Konzepte a¨hnliche Namen in
den Ontologien. Um die Verwendung von mehreren Quellen zu ermo¨glichen, muss bekannt
sein, welche der Konzepte gleich sind.
Dazu werden die Ontologien, beziehungsweise ihre Konzepte, verbunden. Verschiedene On-
tologien zu verbinden ist eine Aufgabe, die von verschiedenen Forschergruppen aufgegriffen
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wurde. Dabei gilt es aus zwei verschiedenen Ontologien Paare von Konzepten zu finden,
die ausreichend gleich sind. Das bedeutet insbesondere nicht, dass diese beiden Konzepte
den gleichen Namen tragen mu¨ssen. Auch synonyme Begriffe werden bei dieser Aufgabe
gefunden. Insbesondere eine automatische Lo¨sung fu¨r dieses Problem ist zentraler Gegen-
stand aktueller Forschung. In [GFAH17] wurde beispielsweise ein Algorithmus entwickelt,
der Distanzen zwischen Ontologiekonzepten berechnet. Diese nimmt zwei Ontologien in
Graphenform entgegen und berechnet aufgrund der A¨hnlichkeiten eine Zuordnung der
Konzepte. Insgesamt konnten Zuordnungspra¨zisionen von 87% bei fu¨nf Antwortkonzepten
erreicht werden. Solche Verfahren sind ausreichend pra¨zise, um nutzbare Verknu¨pfungen
zu finden.
Zusa¨tzlich existieren auch einige Projekte, die eine manuelle U¨bertragung von Ontologi-
en durchfu¨hren (z.B. SemLink [Pal09]). Sollte eine solche, ha¨ndisch erstellte U¨bertragung
von Konzepten fu¨r die gewa¨hlten Ontologien bestehen, ist eine Lo¨sung einfach. Fu¨r jedes
Konzept muss dann nur noch ein Eintrag in einer Liste abgefragt werden. Ein Vorteil gegen-
u¨ber den automatischen Verfahren ist hierbei, dass die Pra¨zision aufgrund der manuellen
Erstellung 100% betra¨gt.
Sollten keine solche Listen fu¨r die verwendeten Ontologien verwendet werden, ist es auch
denkbar, solche U¨bertragungslisten selbst zu erstellen. Dies wu¨rde die oben genanten Vor-
teile erbringen, jedoch ist diese Aufgabe - insbesondere aufgrund der Gro¨ße der Wissens-
quellen - zu groß, um realistisch im Rahmen dieser Arbeit erfu¨llt werden zu ko¨nnen.
4.2. Automatische Vervollsta¨ndigung
Werden unvollsta¨ndige Aussagen an ein Sprachverarbeitungssystem u¨bergeben, ist das
nicht zwangsla¨ufig ein Grund, die Verarbeitung direkt abzubrechen. Es kann mo¨glich sein,
u¨ber Wissen zu der Situation der Sprecher und der Welt zu inferieren, wie die Aussage
eigentlich aussehen sollte.
In einer Studie ([CBL77]) wurden verschiedenen Lesern komplexe, oftmals auf den ersten
Blick schwer versta¨ndliche Texte gezeigt. Die Leser sollten dabei gedanklich ein Modell
der Situation erstellen, und beschreiben, welche Schritte sie dabei geta¨tigt haben. Daraus
ergaben sich die Strategien die von den Lesern verfolgt wurden, um die genaue Bedeutung
des Textes zu verstehen. Die Forscher entwickelten daraus eine Theorie zum Versta¨ndnis
von Textaussagen. Sie folgerten, dass Leser ein mentales Modell erstellen und dieses beim
Lesen und Verstehen des Textes konstant vera¨ndern. Dabei werden verschiedene Vorge-
hensweisen zum Vera¨ndern des Modells angewendet.
Die - fu¨r diese Arbeit - wichtigste Vorgehensweise ist es, eine neue Belegung der vorkom-
menden Variablen zu finden. Ziel dabei ist, jegliche Variablenbindungen zu verwerfen, die
in irgendeiner Form zu einem Konflikt fu¨hren. Das bedeutet, dass zum Beispiel geltenden
Grundsa¨tze u¨ber die Welt verletzt werden.
Das fu¨hrt zu neuen Interpretationen und weiteren Abwa¨gungen der Korrektheit. In einem
Beispieltext kommt der Satz
”
He plunked down $5 at the window“ vor. Ein Leser beschrieb,
dass er auf Basis dieses Satzes entschieden hat, dass es sich um das Fenster eines Wettbu¨ros
handeln muss. Beim Lesen des na¨chsten Satzes
”
She tried to give him $2.50, but he refused
to take it“ hat der Leser diese Theorie verworfen, da er es fu¨r unrealistisch hielt, dass er
Ru¨ckgeld in einem Wettbu¨ro ablehnen wu¨rde. Zu diesem Zeitpunkt hat er die Variablen-
belegung von
”
she“ angezweifelt, da ein Konflikt entstanden ist. Erst dann entwickelte er
die Theorie, dass die Situation in einem Kino stattfindet, und die Variablenbelegung von
”
she“ seine Verabredung sein muss.
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Fu¨r diese Arbeit ist dieser mentale Schritt besonders interessant. Beim Lesen von Texten
kann ein a¨hnliches Versta¨ndnis fu¨r unbekannte Konzepte, oder auch implizit angenomme-
ne Fakten bestehen. Ein Computersystem das eine Aussage wieder vervollsta¨ndigen soll,
muss auch Theorien aufstellen, diese bewerten und im Falle eines Konfliktes verwerfen. In
den folgenden Kapiteln soll dazu genauer betrachtet werden, ob und wie es fu¨r ein Com-
putersystem mo¨glich sein kann, unvollsta¨ndige Aussagen - a¨hnlich dem Inferenzprozess bei
Menschen - wieder zu vervollsta¨ndigen.
4.2.1. Vorhandenes Wissen
Unvollsta¨ndige Aussagen ko¨nnen nach den U¨berlegungen aus dem letzten Kapitel nur dann
komplettiert werden, wenn bereits klar ist, welche Teile der Aussage unvollsta¨ndig sind.
Ohne dieses Rollenbeschriftungen kann wissensbasiert keine Lo¨sung gefunden werden.
Da, wie auch bei den Rolleninformationen, nicht explizit gegeben ist, welche Entita¨ten
in der Situation noch existieren, mu¨ssen diese bestimmt werden. Abseits von den Rol-
lenbeschriftungen mu¨ssen also noch weitere Informationen aus einer externen Quelle zur
Verfu¨gung stehen, um eine Aussage wieder zu vervollsta¨ndigen.
Nach einer Verarbeitung der Aussagen mit den in Abschnitt 4.1 vorgestellten Schritten
steht Wissen u¨ber die fehlenden Akteure zur Verfu¨gung: Neben Rollenbeschriftungen fu¨r
die bereits vorhandenen Satzteile steht eine Liste von fehlenden Rollen zur Verfu¨gung. Mit
dieser Liste ko¨nnen in diesem Schritt Rollen bearbeitet werden, fu¨r die noch geeignete
Akteure generiert werden mu¨ssen.
Lexikalische Wissensquellen aus den vorherigen Schritten liefern aber keine Informationen
u¨ber Weltannahmen, oder Entita¨ten in diesen. Die beno¨tigten Wissensannahmen der Welt
sollen spa¨ter verwendet werden, um die Kandidaten fu¨r die jeweiligen Rollen auf ihre
Tauglichkeit zu pru¨fen.
Genau diese werden aber beno¨tigt, um Hypothesen zu erstellen. Damit diese ermittelt wer-
den ko¨nnen, muss eine Wissensquelle verwendet werden, die diese Informationen verfu¨gbar
macht. Ontologien wie Cyc oder OMCS stellen allgemeine Informationen u¨ber die Welt
dar. Sie enthalten eine große Menge von simplen Wissensannahmen. Damit ko¨nnen viele
Fragen, die keine zu komplexen Doma¨nen behandeln, beantwortet werden.
Analog zu den U¨berlegungen in der Einleitung sollen neben Allgemeinwissen aber auch
wissen u¨ber die Situation verwendet werden. Denn insbesondere in der unmittelbaren
Umgebung finden sich wichtige Informationen, auf die sich die Handlung beziehen kann.
Auch in dem Anwendungsfall fu¨r Robotersysteme ist es denkbar, dass ein Sprecher, welcher
einem Roboter neue Aktionen beibringt, sich dabei nur auf Objekte und Entita¨ten in
seinem Umfeld bezieht.
Der im Beispielsatz
”
Get the orange juice“ fehlende Ort ko¨nnte vermutlich nicht u¨ber eine
”
upper ontology“ inferiert werden, da die Information u¨ber den Lagerort zu spezifisch ist.
Aus einer Wissensquelle, die ein solches Szenario genau beschreibt, ko¨nnte diese Informa-
tionen jedoch generiert werden. Dazu ko¨nnten noch weitere genauere Eigenschaften u¨ber
diese Konzepte verwendet werden, die ebenfalls in einer solchen Wissensquelle gespeichert
sind.
Solches Wissen ko¨nnte auf verschiedene Weisen bereitgestellt werden. Eine Mo¨glichkeit ist
es, eine weitere maschinenversta¨ndliche Wissensquelle zu verwenden, die deutlich spezifi-
schere, an die Situation angepasste Informationen entha¨lt. Diese sollte dann alle Informa-
tionen u¨ber die aktuelle Situation beinhalten.
Alternativ ko¨nnten Sensorsysteme Bilder aus der Umgebung wahrnehmen, und diese auf
ein eigenes Modell der Situation u¨bertragen. Aufgrund der Komplexita¨t solcher Systeme
ist jedoch die Wahl einer einfachen Ontologie sinnvoller.
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4.2.2. Generieren von Kandidaten
Fu¨r unvollsta¨ndige Rollen sollen in einem ersten Schritt eine Menge an geeigneten Kan-
didaten generiert werden. Grundlegend ist die U¨berlegung, dass eine vergessene, oder als
implizit angenommene Entita¨t, bereits bekannt ist. Das bedeutet, dass dem System diese
Entita¨t bereits genannt wurde, oder dass sie sichtbar ist. Wenn die Entita¨t genannt wurde,
befindet sie sich im Modell des situativen Kontextes, ist sie in der Umgebung sichtbar, so
sollte sie als Konzept in der Umgebungsontologie gespeichert sein.
Schwieriger wird es, wenn eine Rolle mit einer Entita¨t gefu¨llt werden soll, welche dem
System noch unbekannt ist. Dies kann nach den U¨berlegungen in Abschnitt 4.1 auch auf-
treten, wenn Aussagen in der Vorverarbeitung falsch verarbeitet wurden und dabei Teile
von der Aussage vernichtet wurden.
In diesem Fall ko¨nnen Kandidaten mittels Inferenz aus Ontologien generiert werden, wel-
che den Anforderungen der Rolle, und weiteren Bedingungen der Situation genu¨gen. Fu¨r
diese ist aber eine U¨berpru¨fung deutlich schwieriger. Da nicht bekannt ist, welche Objekte
und Handlungstra¨ger in der Situation vorhanden sind, ist jeder Kandidat, welcher sich in
diesem Umfeld finden ko¨nnte, geeignet. So ko¨nnte fu¨r die Aussage
”
Get from the fridge“
Kandidaten generiert werden, die Inhalte des Ku¨hlschranks sind. Diese Menge ist jedoch
relativ groß, und auch fu¨r einen Menschen ist es schwer, nur anhand dieser Aussage das
richtige Objekt zu inferieren. Es gilt also auch zu betrachten, ob es u¨berhaupt realistisch
ist, eine bestimmte Rolle zu vervollsta¨ndigen, oder in einem Fall dieser Art die Unsicherheit
auch zu markieren.
Vertauscht man das verlorene Wort im obigen Beispielsatz, ist die Situation jedoch eine
andere: Bei
”
Get the butter from the “ ko¨nnte u¨ber geeignetes Allgemeinwissen inferiert
werden, dass sich Butter typischerweise in einem Ku¨hlschrank befindet, und dass dieser
in ein Ku¨chenszenario gefunden werden kann. Um im Voraus keine eventuell richtigen
Kandidaten zu verwerfen, sollen alle Mo¨glichkeiten gepru¨ft werden. Das bedeutet, dass
mo¨glichst viele Entita¨ten aus dem Kontext und der Umgebungsontologie extrahiert werden,
um im Weiteren gepru¨ft zu werden. Aufgrund der hohen Zahl der mo¨glichen generierbaren
Kandidaten, kann dieser Ansatz langsam sein. Insbesondere, wenn die Umsetzung der
U¨berpru¨fung ressourcen-aufwendig ist, kosten viele Kandidaten eine große Menge Zeit.
Eine andere Mo¨glichkeit, das Problem zu lo¨sen ist es die Vervollsta¨ndigung regelbasiert
durchzufu¨hren. Dabei wird, a¨hnlich zu SensiCal (siehe Abschnitt 3.2), auf eine Liste von
mo¨glichen Problemen zuru¨ckgegriffen. In dieser Liste sollen dann Problemkategorien er-
fasst werden, die bei einer fehlerhaften Eingabe auftreten sollen. Ebenso entha¨lt sie Repa-
raturmo¨glichkeiten, bzw. die Informationen, die zur Behebung beno¨tigt werden. Dadurch
mu¨ssen nicht, wie oben beschrieben, mehrere Kandidaten generiert werden, sondern ei-
ne direkte Suche in einer Liste ist mo¨glich. In SensiCal sieht eine beispielhafter Ablauf
wie folgt aus: Bei der Anfrage
”
Dinner w/ Susanna at 2“ wurde die La¨nge des Termins
nicht angegeben. SensiCal befragt in diesem Fall eine Wissensquelle nach der La¨nge eines
”
dinner“ und fu¨gt diese Information ein.
Solche Regeln lassen sich auch auf andere Doma¨nen u¨bertragen. Fu¨r bestimmte - ha¨ufig
auftretende Fa¨lle - wa¨re es sinnvoll, diese zu verwenden. Die alleinige Verwendung erscheint
jedoch eher unpraktikabel, da eine vollsta¨ndige Liste mo¨glicher Fehler einen zu großen
Umfang ha¨tte, und schier unerstellbar wa¨re.
4.2.3. U¨berpru¨fen der Kandidaten
Fu¨r eine geeignete Repra¨sentation dieser Formulierung la¨sst sich dieses Problem auch als
Klassifizierungsproblem darstellen, bei welchem die Klassen
”
sinnvoll“ und
”
nicht sinnvoll“
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existieren. Um Klassifizierungsprobleme zu lo¨sen, eigenen sich maschinelle Lernverfahren
besonders gut. Diese trainieren einen Klassifizierer auf eine Menge von (beschrifteten) Ein-
gabedaten. Das Problem mu¨sste dann so formuliert werden, dass fu¨r jede bestehende Rolle
ein Ergebnis vorliegt. Ein Kandidat kann, je nach Aussage, auch mehrere Rollen verwen-
den, weswegen eine solche Klassifikation fu¨r jede Rolle und alle Kandidaten durchgefu¨hrt
werden muss. Hier wu¨rde ein maschinelles Lernverfahren aber zu zwei Problemen fu¨hren:
Zuerst ist es schwierig, sinnvolle Merkmale in der Eingabe zu finden. Es ist unklar, wie gut
natu¨rlichsprachliche Merkmale fu¨r eine solche Klassifizierung funktionieren wu¨rden. Dazu
mu¨ssten Experimente durchgefu¨hrt werden. Eine vorherige Abbildung auf eine weniger
komplexe Sprache, wie zum Beispiel First Order Logic wu¨rde dieses Problem vermutlich
reduzieren. Dann ko¨nnten auch andere Merkmale verwendet werden, doch selbst dann ist
es schwierig vorherzusagen, ob dieser Ansatz gute Ergebnisse liefert. Ebenso ist es fraglich,
welche Daten als Trainingsdaten verwendet werden sollen. Es existieren zwar Textkorpora,
die fu¨r andere PARSE-Module zur Evaluation verwendet werden. Diese sind nur nicht fu¨r
eine Klassifizierung dieser Art beschriftet und mu¨ssten noch ha¨ndisch beschriftet werden.
Aufgrund dieser Unklarheiten ist eine Lo¨sung mit maschinellen Lernverfahren vermutlich
unpraktikabel.
Alternativ ko¨nnte ein Inferenzprozess analog zum menschlichen entwickelt werden. Es sol-
len also so lange neue Kandidaten fu¨r Variablen verwendet werden, bis die Aussage in
ihrer Gesamtheit Sinn ergibt. Daraus ergibt sich, dass es eine Mo¨glichkeit geben muss,
die produzierten Aussagen inhaltlich zu u¨berpru¨fen. Dazu geho¨rt, Folgen der Annahmen
bestimmen zu ko¨nnen und diese auszuwerten.
Inferenz schildert die Mo¨glichkeit eines Systems, aus bereits bekannten Fakten weiteres
Wissen oder Konsequenzen zu folgern [JM14]. Um Inferenz durchzufu¨hren, mu¨ssen einem
System Inferenzregeln bekannt sein. Formal funktioniert Inferenz in Ontologien, indem
auf einer bestimmten Wissensmenge bestimmte Nachschlageregeln angewendet werden. In
diesen stehen Ableitungen der Form antecedent → consequent. Wenn der linke Teil der
Regel gilt, la¨sst sich der rechte Teil der Regel inferieren. Solch eine beispielhafte Regel
sieht in CycL wie folgt aus:
( i m p l i e s
( and
( i s a ?INST1 Vegetar ian )
( i s a ?INST2 Vegetar ianDish )
)
( e a t s W i l l i n g l y ?INST1 ?INST2)
)
Diese Regel besagt, wenn die beiden ersten Pra¨dikate wahr sind, ist auch die implizierte
Regel wahr. Genauer bedeutet dies, dass aus dem Wissen u¨ber die Existenz eines Vegeta-
riers INST1 und eines vegetarischen Gerichts INST2 inferiert werden kann, dass dieser das
Gericht auch essen wu¨rde. Diese Regeln generieren neues Wissen, das Pra¨dikat #$eats-
Willingly muss dafu¨r nicht mit Wissen gefu¨llt werden, diese Eintra¨ge ko¨nnen automa-
tisch generiert werden. Mit diesen Regeln muss nicht zwangsla¨ufig neues Wissen generiert
werden. Sie ko¨nnen auch verwendet werden, um spezifische Anfragen (engl.
”
query“) zu
beweisen.
Dazu wird die gesuchte Anfrage in der Wissensquelle gesucht. Wird sie nicht gefunden,
werden Inferenzregeln gesucht, bei welchen der Konsequenzteil auf die Anfrage passt. Die
Anfrage kann dann bewiesen werden, wenn die Vorbedingung von einer gefundenen In-
ferenzregel bewiesen wird. Dieses Verfahren kann rekursiv angewendet werden, bis keine
weiteren Regeln mehr gefunden werden.
Um generierte Hypothesen - im Kontext von unvollsta¨ndigen Aussagen - zu pru¨fen, sollte
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ein Eintrag in der verwendeten Wissensquelle vorhanden sein, der die u¨bernommene Rolle
beschreibt. Dieser Eintrag kann als Inferenzanfrage verwendet werden, um zu u¨berpru¨fen,
ob diese Belegung mit dem bekannten Wissen der Wissensquelle beweisbar ist.
Wenn dies fu¨r Kandidaten fu¨r Rollen nicht mo¨glich ist, kann die Theorie verworfen werden,
und eine neue Belegung der Variablen kann u¨berpru¨ft werden. Dafu¨r mu¨ssen jedoch die
Kandidaten, sowie die beno¨tigten Pra¨dikate in der verwendeten Ontologie bereit stehen.
Ansonsten mu¨ssen diese auf geeignete Ontologie-Konzepte u¨bertragen werden (vgl. Ab-
schnitt 5.3.1)
Außerdem muss fu¨r die gepru¨ften Pra¨dikate noch bestimmt werden, an welcher Stelle
die Entita¨ten als Argument passen. Fu¨r das vorherige Beispiel #$eatsWillingly ?INST1
?INST2 muss klar sein, welcher Kandidat das Gericht und welches der Vegetarier sein muss.
Dieses Problem la¨sst sich aber bei vielen Pra¨dikaten relativ einfach lo¨sen. Da die Inferenz
Regeln beachtet, die den Argumenten Typen zuweist, bricht eine Inferenz sehr schnell ab,
wenn ein Vegetarier anstelle eines vegetarischen Gerichts als Variablenbindung u¨bergeben
wird. Typfehler erzeugen also keinen sonderlich großen Mehraufwand bei der Berechnung
des Ergebnisses. Deswegen ko¨nnen fu¨r Anfragen, bei denen nicht klar ist, welche Varia-
ble mit welchen Kandidaten instantiiert werden sollen, einfach alle Mo¨glichkeiten gepru¨ft
werden. Inferenzen, welche aufgrund falscher Typen nicht beweisbar sind, brechen dabei
einfach ab und geben
”
falsch“ zuru¨ck. Die Antwort auf die eigentlich gestellte Frage ist
dann
”
wahr“, wenn mindestens eine Antwort
”
wahr“ war.
Im Folgenden ist eine Beispielinferenz fu¨r das Pra¨dikat #$eatsWillingly aufgefu¨hrt: Ist
etwa nicht klar, fu¨r wen das vegetarische Gericht #$pancakes gekocht werden soll, werden
Kandidaten generiert. Darunter ko¨nnte zum Beispiel die Person #$John sein. Unter der
Annahme, dass eine Inferenzregel diese Anfrage auf #$eatsWillingly ableitet ergeben
sich die folgenden beiden Anfragen.
( e a t s W i l l i n g l y John Pancakes )
( e a t s W i l l i n g l y Pancakes John )
Mit den Wissensannahmen (isa John Vegetarian) und (isa Pancakes Vegetarian-
Dish) beweist eine Inferenz die zweite Aussage. Die erste Aussage kann nicht bewiesen
werden, da keine der gefundenen Inferenzregeln beweisbar waren.
Das Ergebnis dieser Anfrage ist also
”
wahr“, John ko¨nnte der
”
Esser“ der Pfannenkuchen
sein.

5. Entwurf
In diesem Kapitel wird der grundlegende Entwurf eines Werkzeugs geschildert, das nach
den U¨berlegungen aus Kapitel 4 in gesprochenen Aussagen Unvollsta¨ndigkeiten erkennt
und automatisch behebt.
Zuerst wird entschieden, welche Ontologie, beziehungsweise welche Kombination von On-
tologien zum Bezug des Weltwissens verwendet werden soll. Aufgrund dieser Wahl folgt
ein - konkret auf die Ontologie bezogener - Entwurf der Teilschritte fu¨r die Erkennung von
unvollsta¨ndigen Aussagen in Abschnitt 5.2 und der automatischen Vervollsta¨ndigung in
Abschnitt 5.3.
5.1. Wahl der Ontologie
Die Wahl der besten Ontologie ist nicht nur von diesem Teilschritt abha¨ngig. Ein Wechsel
der Wissensquellen zwischen den Bearbeitungsschritten ist mit hohem Aufwand verbun-
den, da die Konzepte zwischen diesen dann u¨bertragen werden mu¨ssten. Um diesen kom-
plexen und nicht fehlerfreien Prozess zu vermeiden, soll eine Ontologie gewa¨hlt werden,
die Funktionalita¨t fu¨r alle Arbeitsschritte verfu¨gt. Gesucht wird also eine Ontologie, die
Rollenbeschriftungen fu¨r Aktionen besitzt und eine Mo¨glichkeit der Inferenz auf diesem
Wissen besitzt.
In Abschnitt 4.2.1 wurden die Ontologien ConceptNet und Cyc als mo¨gliche Kandidaten
vorgestellt. ConceptNet beinhaltet viele Konzepte, und verbindet diese u¨ber Kanten mit
Relationsnamen. Fu¨r Konzepte, welche als Knoten repra¨sentiert werden, ko¨nnen u¨ber ei-
ne Anfrage an die Ontologie alle ausgehenden Kanten angefragt werden. So erha¨lt man
eine nach Kategorien sortierte Sammlung von Relationen. Unter diesen befinden sich viele
Wissensrelationen, wie etwa a¨hnliche Begriffe, Antonyme, aber auch Unteraktionen. Diese
beinhalten aber nur selten Informationen u¨ber Handlungstra¨ger. Aus diesem Grund ist die
Verwendung von ConceptNet eher ungeeignet.
Die Cyc Ontologie entha¨lt in der UniversalEnglishVocabularyMt Mikrotheorie ein Pra¨-
dikat, das einer Konstante, die eine Aktion repra¨sentiert, eine Liste von Handlungstra¨gern
zuweist. Damit erfu¨llt sie die Anforderung der Rollenbeschriftungen. Außerdem verfu¨gt sie
u¨ber eine eigene Inferenzmaschine, welche das Inferieren von neuem Wissen und das Be-
weisen von Aussagen ermo¨glicht. Folglich muss kein externes Inferenzwerkzeug verwendet
werden. Cyc entha¨lt neben dem Wissen u¨ber die Rollen eine große Menge an Allgemein-
wissen, das fu¨r das Vervollsta¨ndigen der Rollen sinnvoll sein kann.
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Eine U¨bersicht der Syntax der im Folgenden verwendeten CycL-Ausdru¨cke befindet sich
in Abschnitt 2.5.
Von den verwendeten PARSE-Agenten werden bereits andere Ontologien verwendet. Der
Rollenbeschrifter fu¨gt Annotationen aus VerbNet, FrameNet und PropBank hinzu. Auch
diese Informationen sollen fu¨r den hier entworfenen Agenten nutzbar sein. Um diese Ver-
wendung einfacher zu machen, wird SemLink [Pal09] verwendet. SemLink besteht aus
manuell erstellten Zuordnungen zwischen VerbNet, FrameNet und PropBank. Durch diese
Zuordnung ko¨nnen bereits bekannte Konzepte, und Rollennamen aus einer dieser Ontolo-
gien auf die anderen abgebildet werden. Damit soll auch eine U¨bertragung von Konzepten
auf Cyc, durch Bezug von weiterem Wissen aus jeder dieser Quellen, einfacher werden.
5.2. Unvollsta¨ndige Aussagen
Um unvollsta¨ndige Aussagen in gesprochener Sprache zu erkennen, muss zuna¨chst das Pra¨-
dikat in einem Satz bekannt sein. Im Bezug darauf kann dann u¨ber Ontologieanfragen eine
Liste an mo¨glichen Handlungstra¨gern verwendet werden. Zur Erkennung der Pra¨dikate,
und einer Beschriftung der vorhandenen Rollen wird der PARSE-Agent Aktionserkenner
[Ou16] verwendet. Dieses Werkzeug arbeitet auf dem Graphen der Aussage und fu¨gt da-
bei Knotenbeschriftungen fu¨r die Rollenbeschriftungen der einzelnen Wo¨rter ein. Ebenfalls
wird der PARSE-Agent Rollenbeschrifter verwendet, welcher in der Aussage semantische
Rollen in Form von neuen Kanten beschriftet.
Fu¨r die Beispielaussage
”
Bring me the orange juice“ sieht der Graph nach der Eingabe wie
folgt aus.
token
value=”Bring”
pos=”VB”
chunk=”B-VP”
position=0
role=PREDICATE
token
value=”me”
pos=”PRP”
chunk=”B-NP”
position=1
role=WHO
token
value=”the”
pos=”DT”
chunk=”B-NP”
position=2
role=WHAT
token
value=”orange”
pos=”NN”
chunk=”I-NP”
position=3
role=WHAT
token
value=”juice”
pos=”NN”
chunk=”I-NP”
position=4
role=WHAT
next next next next
pbRole: thing brought
vnRole: [Theme]
fnRole: [Theme]
pbRole: benefactive, brought-for, brought-to
vnRole: [Destination]
fnRole: [Goal]
Abbildung 5.1.: Ergebnisse des Aktionserkenners und des Rollenbeschrifters
Der Rollenerkenner erzeugt dabei fu¨r Entita¨ten, die durch mehrere Wo¨rter beschrieben
werden je eine Kante pro Wort. Diese tragen dieselbe Kantenbeschriftung, die im obigen
Bild aus Platzgru¨nden ausgelassen wurde.
Neben den hier dargestellten Eigenschaften sind noch Eintra¨ge zum zugeho¨rigen Verb und
den Namen der Eintra¨ge in PropBank, VerbNet und FrameNet zur Verfu¨gung.
5.2.1. Disambiguierung der Pra¨dikate
Um geeignete Kandidaten in Cyc zu finden muss zuerst eine Konstante gefunden werden,
die die Handlung repra¨sentiert.
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Fu¨r diese Disambiguierung der Verben wurde der Ansatz aus Abschnitt 3.3 angepasst
getestet. Dabei wurde fu¨r jedes Verb, das in der Eingabe vorkommt, eine Liste an mo¨gli-
chen Bedeutungen angefragt. Um das Prozesswort zu extrahieren, wird die Eingabe nach
der Rollenbeschriftung PREDICATE durchsucht. Besteht dieses aus mehreren Wo¨rtern, so
werden diese konkateniert. Ist eine solche Beschriftung nach Ablauf des Aktionserkenners
nicht verfu¨gbar, wird der Ablauf des Agenten abgebrochen. Dieser Fall tritt jedoch nur
sehr selten auf, da sich auch der Ablauf des Aktionserkenners auf der korrekten Erken-
nung des Pra¨dikates basiert. Es wa¨re zwar nicht schwer, dieses nun zu finden, da aber in
diesem Fall auch die Beschriftungen der Rollen fehlen, wird eine - auf diesen basierende -
Verarbeitung der Aussage schwer mo¨glich.
Fu¨r den Beispielsatz
”
Get the orange juice“ ergibt sich daraus die Anfrage:
( verbSemTrans Get−TheWord ??SENSE ??FRAMETYPE ?FRAME)
verbSemTrans ist ein Cyc-Pra¨dikat, welches ein Wort (Argument 1) auf den Za¨hler der
Bedeutung (Argument 2), die Art des Frames (Argument 3), und einen Frame (Argument
4) abbildet. Fu¨r die Auswertung ist nur der Inhalt des Frames relevant. Die FrameNummer
ko¨nnte noch verwendet werden, um bei Unklarheiten die erste Bedeutung auszuwa¨hlen.
Die Variablen SENSE und FRAMETYPE werden deswegen mit dem doppelten Fragezeichen
als fu¨r die Antwort irrelevant erkla¨rt und somit nicht belegt. Fu¨r die obige Anfrage liefert
Cyc 13 verschiedene Ergebnisse. In der nachfolgenden Tabelle befindet sich eine Auswahl
der Antworten.
?FRAMETYPE ?FRAME
TransitiveADJPFrame (and
(isa :ACTION IntrinsicStateChangeEvent)
(objectOfStateChange :ACTION :SUBJECT)
(toState :SUBJECT :OBJ-COL))
TransitiveNPFrame (and
(isa :ACTION AcquiringAnObject)
(performedBy :ACTION :SUBJECT)
(objectActedOn :ACTION :OBJECT))
TransitiveNPFrame (and
(isa :ACTION DevelopingAilment)
(developsAilment :ACTION :SUBJECT)
(ailmentDeveloping :ACTION :OBJECT))
Diese Frames bestehen aus verschiedenen Annahmen, welche fu¨r die jeweiligen Bedeu-
tungen des Wortes gelten mu¨ssen. So wird in Cyc angenommen, dass fu¨r eine ACTION,
welche das krank werden (DevelopingAilment) ist, zwei weitere Bedingungen fu¨r ACTION,
SUBJECT und OBJECT gelten mu¨ssen. Das Subjekt des Satzes muss dabei die Krankheit
entwickeln, und das Objekt muss die entwickelte Krankheit darstellen.
Die zweite Antwort entha¨lt die in diesem Kontext korrekte Bedeutung (AcquiringAnObject).
Dabei gilt, dass eine Aktion vom Subjekt ausgefu¨hrt wird und dabei das Objekt bewegt,
bzw. behandelt wird.
Fu¨r jede Bedeutung gibt es eine Menge an Annahmen, die alle wahr sein mu¨ssen, damit
diese Bedeutung sinnvoll ist. Der Ansatz, welcher entwickelt wurde verwendet diese An-
nahmen und u¨berpru¨ft fu¨r jede Bedeutung, wie viele dieser Annahmen im Kontext der
Aussage bewiesen werden ko¨nnen. Schlussendlich wird die Bedeutung ausgewa¨hlt, der die
meisten beweisbaren Annahmen entha¨lt.
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Dazu mu¨ssen die in den Annahmen vorkommenden Variablen noch gebunden werden.
Dafu¨r werden die Rollenbeschriftungen des Aktionserkenners verwendet. So werden zum
Beispiel
”
WHAT“ auf :OBJECT u¨bertragen. Um Konzepte in der Ontologie zu finden, die
die Entita¨ten aus dem Satz wiedergeben werden die U¨berlegungen aus Abschnitt 5.3.1
verwendet.
Der intensivste Ansatz ist, die Annahmen mit den quantifizierten Variablen an die Infe-
renzmaschine zu u¨bergeben, um zu pru¨fen, ob sie mit diesen Variablenbindungen gelten
kann. Ein Problem dabei ist, dass die Menge der Relationen in der Ontologie nicht aus-
reichend gefu¨llt ist, um eine Aussage in jeder Doma¨ne treffen zu ko¨nnen. Oft schla¨gt eine
Inferenz fehl, da das beno¨tigte Wissen nicht vorhanden ist. Das bedeutet aber nicht, dass
die Aussage dadurch falsch ist. Um dieses Problem zu umgehen, werden nicht die Annah-
men direkt ausgewertet, sondern ihre Argumenttypen mit den Typen der Konzepte aus
der Aussage verglichen.
Dabei wird das Pra¨dikat (#$argIsa ?Predicate ?Num ?Collection) verwendet. Dieses
verbindet Pra¨dikate mit ihren Argumenttypen und der jeweiligen Argumentnummer. Die
Wissenseintragungen fu¨r das Pra¨dikat developsAilment sehen wie folgt aus:
( a rg I s a developsAi lment 1 DevelopingAilment )
( a rg I s a developsAi lment 2 Organism−Whole )
Dabei wird beschrieben, dass fu¨r etwas, das eine Krankheit entwickelt, ein ganzheitlich
betrachteter Organismus sein muss. Fu¨r Konzepte, wie etwa OrangeJuice, la¨sst sich die
Oberklasse mit einer einzigen Anfrage bestimmen:
( g en l s OrangeJuice ?X)
Antworten fu¨r ?X beinhalten Drink, Mixture und Juice. Fu¨r diese Antworten kann ge-
pru¨ft werden, ob eine Vererbungsbeziehung zwischen ihnen und der Klasse OrganismWhole
existiert. Genauer kann dieser erste Schritt sogar u¨bersprungen werden und direkt eine
Verebungsbeziehung zwischen OrangeJuice und OrganismWhole gepru¨ft werden. Dafu¨r
wird das Pra¨dikat genls ?SUB ?SUPER verwendet. Ist die Aussage beweisbar, kann man
annehmen, dass es mo¨glich ist, den Kandidaten an der bestimmten Stelle zu verwenden.
Der Beispielfall schla¨gt fehlt, da OrangeJuice keine Unterklasse der Sammlung Organism-
Whole ist. Folglich wird dieser Teil der Annahme verworfen. Dieses Verfahren wird fu¨r alle
anderen Annahmen angewendet, und der beste Kandidat wird ausgewa¨hlt.
Dieses Verfahren ist jedoch nicht sonderlich pra¨zise. Sobald sich Annahmen zu stark a¨h-
neln, wird oft ein falsches Pra¨dikat gewa¨hlt. Außerdem wurden bei einigen Testfa¨llen auf-
grund fehlender oder falscher Markierungen des Aktionserkenners die falschen Pra¨dikate
gewa¨hlt. Letztlich wurde dieses Verfahren nicht verwendet, da es nur funktioniert, solan-
ge die Handlungstra¨ger richtig annotiert sind und vor alledem vorhanden sind. Da sich
diese Arbeit insbesondere mit unvollsta¨ndigen Aussagen befasst, ist dieser Ansatz bei die-
ser Problemmenge besonders problematisch. Eine vollsta¨ndige Evaluation dieser Methode
wa¨re in diesem Kontext jedoch interessant.
Aus diesem Grund soll ein anderes Verfahren fu¨r die Auswahl des richtigen Wortsinns
gewa¨hlt werden. Cyc verfu¨gt u¨ber eine spezielle Mikrotheorie, die ein Pra¨dikat beinhal-
tet, das Konzepten in Cyc ihre a¨quivalenten Konzepte in WordNet zuweisen. Dann kann
ein Standardwerkzeug zur Disambiguierung auf WordNet-Bedeutungen verwendet werden.
Diese ko¨nnen dann in einem einfachen Schritt auf Pra¨dikate in Cyc u¨bertragen werden.
Der Vorteil ist, dass man die deutlich bessere Pra¨zision der Standardwerkzeuge ausnutzen
kann. Zusa¨tzlich reduziert diese Vorgehensweise die Komplexita¨t der Implementierung und
sorgt dafu¨r, dass es weniger Stellen bei der Ausfu¨hrung gibt, an der Fehler auftreten. Hier-
zu wurde das Werkzeug Babelfy [MCN14] auf Tauglichkeit gepru¨ft, das eine Schnittstelle
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fu¨r Disambiguierung bietet. Beim Verwenden dieses Werkzeuges ist jedoch aufgefallen,
dass die Disambiguierung hauptsa¨chlich fu¨r Substantive und benannte Entita¨ten erfolgt.
Obwohl Handlungen auch als Nominalisierungen auftreten ko¨nnen, ist das fehlende Di-
sambiguierungspotential fu¨r Verben ein Ausschlusskriterium fu¨r dieses Werkzeug.
Fu¨r einige Beispieltexte wurde die Pra¨zision von MFS getestet. Die Ergebnisse waren fu¨r
viele Pra¨dikate gut. Zur Umsetzung werden Frames fu¨r das Pra¨dikat, wie in 5.2.1 angefragt.
Der erste Frame, ist in Cyc der ha¨ufigste, alle darauffolgenden Frames haben eine kleinere
Auftretenswahrscheinlichkeit. Um die ha¨ufigste Bedeutung aus Cyc anzufragen muss nur
die erste Antwort gewa¨hlt werden. Bei Wo¨rtern, bei denen sich Konzepte aus verschiedenen
Frames a¨hneln, sind diese auch direkt aufeinanderfolgend. In solchen Fa¨llen ist es fu¨r
das Erzeugen von Rollenlisten irrelevant, welcher der beiden Frames gewa¨hlt wird, da
nur die #$isa Zeile ausschlaggebend ist. Die Rollen werden dann spa¨ter direkt aus dem
Ontologiekonzept generiert.
Daraufhin werden die verschiedenen Argumente des and Pra¨dikates ausgewertet, und das
letzte Argument des isa Terms wird extrahiert. Dies beinhaltet immer die Aktion. Sobald
diese bekannt ist, ko¨nnen die Rollen aus Cyc extrahiert werden.
5.2.2. Extraktion der semantischen Rollen
In diesem Schritt steht nun ein Pra¨dikat in Cyc zur Verfu¨gung, das die Handlung aus
der Orginalaussage beschreibt. Fu¨r das Beispiel
”
Get the orange juice“ ist die Konstante
AcquiringAnObject selektiert.
Es gilt nun eine Liste von Rollen zu extrahieren, welche die beno¨tigten Rollen der Handlung
beschreibt. Dafu¨r wird ein Pra¨dikat verwendet, das einer Handlung eine Liste von Rollen
zuweist: (requiredActorSlots ?PRED ?ACTOR) liefert alle fu¨r die Handlung und derer
u¨bergeordneten Handlungen die Handlungstra¨ger.
Die Anfrage
( r equ i r edA cto rS l o t s AcquiringAnObject ?ACTOR)
liefert, bei Standardeinstellung der Inferenzmaschine, 20 mo¨gliche Handlungstra¨ger in der
Mikrotheorie CurrentWorldDataCollectorMt-NonHomocentric, welche den aktuellen Zu-
stand der Teile der Welt modelliert, die nicht fiktiv sind. Darunter befinden sich die Rol-
len eventOccursAt, doneBy, objectActedOn, actors, performedBy und takesControl.
Selbst unter dieser kleinen Auswahl an Rollen befinden sich Paare, welche eine starke A¨hn-
lichkeit aufweisen. Die Rollen doneBy und performedBy beschreiben zum Beispiel dieselbe
Rolle, den Handlungstra¨ger der Aktion, der das Objekt bewegt. Diese Duplikate tauchen
aufgrund der mehrfachen Oberklassenzugeho¨rigkeit auf. Die Konstante AcquiringAnOb-
ject besitzt die Oberklassen PurposefulAction und GainingControl die jeweils ihre
eigenen beno¨tigten Rollen definieren. Diese Hierarchie wird vererbt, dabei wird aber nicht
beachtet, ob Rollen aus den verschiedenen Oberklassen sich a¨hneln. Um weiterhin sinnvolle
Ergebnisse zu erzielen, mu¨ssen diese a¨hnlichen Rollen automatisch erkannt und auf eine
Rolle reduziert werden.
Eine Mo¨glichkeit zur Bestimmung von A¨hnlichkeiten zwischen verschiedenen Rollen ist
es, ein Cyc-Pra¨dikat fu¨r diesen Zweck abzufragen. In Cyc existiert (#$similarTo ?OBJ1
?OBJ2). Dieses Pra¨dikat ist wahr, wenn zwei Konstanten in der Ontologie sich a¨hnlich
sind. Die A¨hnlichkeit ist durch verschiedene Inferenzregeln definiert. Wird dieses Pra¨dikat
verwendet, ko¨nnte paarweise fu¨r a¨hnliche Rollen entschieden werden, ob eine der beiden
verworfen werden soll. Da Cyc aber fu¨r dieses Pra¨dikat nicht ausreichend viele Informa-
tionen speichert, ist eine Inferenz auf Rollenkonzepten fast nie mo¨glich. Trotzdem soll es
38 5. Entwurf
angefragt werden, denn sobald es wahr ist, sind die Ergebnisse nutzbar und haben einen
positiven Einfluss auf die Gu¨te der Rollenliste.
Zusa¨tzlich zu diesem Pra¨dikat wird zwischen den gefundenen Rollen je paarweise gepru¨ft,
ob es sich bei den Rollen um Verallgemeinerungen handelt. Dafu¨r wird das #$genlPreds
Pra¨dikat verwendet, welches Vererbungsbeziehungen zwischen Pra¨dikaten, analog zu #$gen-
ls mit Konstanten speichert. Fu¨r jedes Paar, das eine solche Beziehung besitzt, wird die
allgemeinere der beiden Rollen verworfen. Dadurch wird sichergestellt, dass keine Annah-
men zu den Rollen, die in der spezifischen Konstante gespeichert sind verworfen werden.
Ein weiterer Ansatz ist, es in der vollsta¨ndigen Liste A¨hnlichkeiten in den Rollenbeschrei-
bungen zu suchen. Dazu werden die Kommentare der Rollen paarweise verglichen. Als
Vergleichsmetrik wurde die Lesk-A¨hnlichkeit [Les86] gewa¨hlt. Diese vergibt fu¨r zwei Kon-
zepte eine Punktzahl, die die A¨hnlichkeit der Texte beschreibt. Je gro¨ßer diese Zahl, desto
a¨hnlicher sind die Konzepte. Fu¨r alle Wortsequenzen wird gepru¨ft, ob diese in dem ande-
ren Text auch vorkommen. Ist dies der Fall, wird das Quadrat der La¨nge des Segments
auf die Punktzahl addiert. La¨ngere Passagen, die in Texten u¨bereinstimmen werden da-
durch sta¨rker gewichtet. U¨ber einen experimentell bestimmten Schwellwert sollen dann
u¨bereinstimmende Rollen verschmolzen werden, sobald dieser u¨berschritten ist. So konnte
beispielsweise bestimmt werden, dass es sich bei den Rollen objectMoving und prima-
ryObjectMoving um dieselbe Rolle handelt. Auch diese Metrik soll noch verwendet, um
gleiche, bis jetzt unauffindbare Paare zu verschmelzen.
5.2.3. U¨bertragen von semantischen Rollen und Erkennen von unvoll-
sta¨ndigen Aussagen
Um zu erkennen, welche Aussagen unvollsta¨ndig sind, muss u¨berpru¨ft werden, welche der
im letzten Schritt gefundenen Rollen in der Aussage bereits vorkommen. Dafu¨r sollen nun
die verschiedenen erstellten Rollenbeschriftungen des Aktionserkenners verwendet werden.
Um zu bestimmen, welche Rollen in Cyc fehlen muss gekla¨rt werden, welche der gefunde-
nen Rollen bereits vorhanden sind. Dazu mu¨ssen die Rollen aus FrameNet, VerbNet und
PropBank auf die gefundenen Konzepte aus Cyc u¨betragen werden.
In vorherigen Kapitel wurde ein Lesk-basiertes Verfahren vorgestellt, welches A¨hnlichkeiten
zwischen Rollen findet. Dieses soll nun auch verwendet werden, um Rollen aus verschie-
denen Ontologien A¨hnlichkeitswerte zuzuweisen. Ein großes Problem bei der Verwendung
besteht jedoch bei den bestehenden Beschriftungen, beziehungsweise den Ontologien, aus
denen sie stammen. Wa¨hrend VerbNet und Cyc Glossen zu den Rollen angeben, gibt es
solche Informationen in PropBank nicht. VerbNet- und FrameNet-Rollen ko¨nnten also
mit Cyc-Rollen auf A¨hnlichkeit gepru¨ft werden, ohne eine manuelle Erstellung dieser Be-
schreibungen fu¨r PropBank la¨sst sich dieser Ansatz nicht auf dieser Ontologie anwenden.
Sinnvoller wa¨re die ha¨ndische Erstellung einer Tabelle, welche diese Rollenu¨bertragung
liefert. Da aber viele Handlungen in Cyc ihre eigenen Rollen1 besitzen, ist diese Erstellung
unrealistisch.
Das Lesk-Verfahren wird zwei mal angewendet. Ein mal zwischen den Rollen von VerbNet
und Cyc und zwischen den Rollen von FrameNet und Cyc. Es ist bekannt, welche Konzepte
in FrameNet und VerbNet verwendet werden. Ebenso sind die Rollen bekannt, zu welchen
die Beschreibungen extrahiert werden. Fu¨r den Cyc-Kommentar zu der Rolle, und den
Glossen aus den beiden Ontologien wird dann mit dem Lesk-Algorithmus die A¨hnlichkeit
bestimmt, und die beiden Ergebniswerte addiert.
1Die Anfrage (requiredActorsSlots ??ACTION ?ROLE) liefert ca. 500 mo¨gliche Antworten fu¨r
?ROLE. Die Sammlung actors entha¨lt u¨ber 1200 Unterkonzepte)
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Die Cyc-Rolle, welche die beste Bewertung erha¨lt, wird dann als Beschriftung fu¨r diese
Rolle verwendet.
Der Beispielsatz
”
Bring me the orange juice“ und der Aktionserkenner liefern den FrameNet-
Frame [Bringing], und die gefundenen Rollen Theme und Goal. In VerbNet wird der
Frame [bring-11.3-1] geliefert, der wiederum die Rollen Theme und Destination lie-
fert. In der nachfolgenden Tabelle sind die Ergebnisse der A¨hnlichkeiten mit dem Lesk-
Algorithmus fu¨r die mo¨glichen Cyc-Rollen aufgelistet. Außerdem ist die Summe der A¨hn-
lichkeiten von gleichen Konzepten aus verschiedenen Lexika in einer eigenen Spalte aufge-
zeigt.
Theme(FN) Theme(VN) Sum Goal(FN) Destination(VN) Sum
giver 14 13 27 14 3 17
to-Generic 16 22 38 16 13 29
patient-Generic 11 29 41 11 17 28
Abbildung 5.2.: A¨hnlichkeitswerte verschiedener Rollen aus Cyc, FrameNet (FN) und
VerbNet (VN).
Das Maximum der Summe beider A¨hnlichkeiten ist hervor gehoben. Diese maximalen
Eintra¨ge werden fu¨r die jeweilige vorhandene Rolle aus Verb-/FrameNet u¨bernommen.
Fu¨r die Theme-Rolle wird also die Cyc-Rolle patient-Generic, fu¨r die Goal-Rolle wird
die to-Generic Rolle u¨bernommen.
Die hier nicht u¨bertragene Rolle ist jene, die in der Aussage fehlt. In diesem Beispiel fehlt
also die Rolle giver, es ist also unklar, wer die Handlung ausfu¨hrt.
Wie sich schon in diesem Beispiel zeigt, ist dies U¨bertragung nicht perfekt. Der Unterschied
der A¨hnlichkeiten zwischen den Rollen patient-Generic und to-Generic ist nur sehr
klein. Es ist denkbar, dass bei anderen Rollen fu¨r andere Pra¨dikate die A¨hnlichkeiten zum
Verbinden von falschen Rollen fu¨hrt. Dies ist eine Fehlerquelle, die zu großen Problemen
fu¨hren kann, da dann im na¨chsten Schritt auch fu¨r bereits vorhandene Rollen noch neue
Handlungstra¨ger gesucht werden. Bei der Evaluation des Ansatzes gilt es zu kla¨ren, wie gut
dieser Ansatz tatsa¨chlich funktioniert, beziehungsweise wie viele Fehler produziert werden.
5.3. Automatische Vervollsta¨ndigung
In diesem Kapitel werden die Entwurfsentscheidungen zur automatischen Vervollsta¨ndi-
gung von vorher unvollsta¨ndigen Aussagen aufgezeigt. Der Ablauf dieses Prozesses ist
aufgeteilt in das Generieren der Kandidaten, einer ersten Vervollsta¨ndigung u¨ber fest defi-
nierte Regeln, einer Pru¨fung der generierten Kandidaten und dem Einfu¨gen der Ergebnisse
in den Graphen.
5.3.1. Finden von Ontologiekonzepten
Spa¨ter sollen alle mo¨glichen Kandidaten u¨ber Ontologieanfragen auf ihre Tauglichkeit ge-
pru¨ft werden. Dazu wird, wie bereits in Abschnitt 5.1 diskutiert, die Cyc-Ontologie ver-
wendet.
Es sollen nun fu¨r Entita¨ten aus dem Kontext, anderen Ontologie oder anderen Quellen
(z.B.: Konfigurationsdateien) auf eine Konstante in Cyc u¨berfu¨hrt werden. Dazu werden
verschiedene Suchschritte nacheinander angewendet.
Vorerst werden aus jeder zu verarbeitende Phrase, die aus mehreren Worten besteht, sa¨mt-
liche vorkommende Artikel entfernt. In den Wissensquellen, welche zur Suche verwendet
werden, kommen diese auch nicht vor.
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Zuerst werden bei der Suche vom Nutzer konfigurierbare Ersetzungsregeln verwendet. Die-
se ko¨nnen ha¨ufig vorkommende Unvollsta¨ndigkeiten, die auf dasselbe Problem zuru¨ck zu
fu¨hren sind, direkt lo¨sen. Außerdem kann ein Nutzer Abbildungen fu¨r Phrasen definieren,
die von dem Agenten sonst immer falsch abgebildet werden. Diese Definitionen werden
in einer Textdatei im properties-Dateiformat gespeichert. Fu¨r den Suchbegriff wird die-
se Datei durchsucht, und ein Treffer wird angewendet. Phrasen, die in dieser Liste nicht
gefunden werden, werden nun in der Ontologie gesucht.
Dabei werden dann die Wo¨rter konkateniert und als Binnenmajuskel direkt in Cyc gesucht.
Wenn ein Konzept auf diese Weise gefunden wird, so wird dieses direkt u¨bernommen.
Diese Methode funktioniert fu¨r alle Wo¨rter, welche nur eine einzige Bedeutung haben. Fu¨r
die Wortbeschreibungen finden sich in Cyc eigene Konzepteintra¨ge, die aber auf
”
the-Word“
enden und somit nicht im Konflikt zu der Suche stehen.
Sollten verschiedene Bedeutungen des Wortes in Cyc verfu¨gbar sein, so sind diese im
Titel bereits beschrieben: Zum Beispiel findet man in Cyc fu¨r das englische Wort
”
bank“
die verschiedenen Konzepte #$BankOrganization,#$BankAccount, #$BankBuilding und
noch einige spezifischere Bankinstanzen. In solchen Fa¨llen riskiert man also mittels einer
direkten Suche nicht, ein falsches Konzept zu wa¨hlen, da diese unterschiedliche Namen
tragen.
Fu¨r polyseme Wo¨rter wird in dieser Arbeit der erste Treffer in einer Suche durch die
Cyc-Ontologie verwendet. Jedes Suchergebnis fu¨r eine Anfrage in natu¨rlicher Sprache ist
eine Liste aus Tupeln. Diese Tupel bestehen aus einem Konzeptnamen in Cyc sowie einer
Beschreibung des Konzepts in natu¨rlicher Sprache. Die Ergebnisliste wird dann nach ihrer
A¨hnlichkeit zu der Eingabe sortiert und der erste Eintrag der Liste gewa¨hlt.
Diese Suche liefert ein Konzept, das in natu¨rlicher Sprache mo¨glichst a¨hnlich ist; dennoch
ist es denkbar, dass dabei falsche Konzepte ausgewa¨hlt werden. Auf diese Weise wird nur
ein mo¨glichst passendes Konzept ohne vollsta¨ndige Disambiguierung gesucht. Fu¨r eine
richtige Wahl der Konzepte mu¨sste ein Disambiguierungswerkzeug verwendet werden, das
Substantive auf geeignete Weise auf WordNet oder Cyc abbildet. Wie sehr die Genauigkeit
dieser Wahl die Gu¨te der Ergebnisse beeinflusst, muss in der Evaluation u¨berpru¨ft werden.
Ein letztes Problem, das wa¨hrend Implementierungstests aufkam, sind Kurzformen von
Wo¨rtern, die insbesondere in der gesprochener Sprache verwendet werden. Das Konzept
”
Refridgerator“ la¨sst sich problemlos direkt in der Ontologie finden, sucht man aber nach
der Kurzform
”
fridge“ erha¨lt man keine Ergebnisse. Um dieses Problem zu lo¨sen, werden
diese Kurzformen aufgelo¨st, und wieder auf ihre Ursprungsform zuru¨ckgefu¨hrt.
Dazu werden Wikipedia-Artikelseiten verwendet. Fu¨r diverse Wo¨rter und deren Kurzfor-
men existiert nur eine einzige Seite zum Thema. Alle anderen Kurzformen sind lediglich
Weiterleitungsseiten, die auf die korrekte Seite verweisen. Diese werden hier verwendet, um
aus diesen Kurzformen ihre Grundform wieder herzuleiten. Fu¨r noch unbekannte Wo¨rter
werden Wikipedia-Seiten mit deren Namen gesucht. Handelt es sich um eine Weiterlei-
tungsseite, wird der verlinkte Artikel aufgerufen, und der Artikelname dieser Seite verwen-
det, um erneut eine Suche durchzufu¨hren. Außerdem denkbar wa¨re eine Suche in WordNet,
welche zusa¨tzlich zu der Wikipedia-Suche noch sogenannte Synsets findet. Fu¨r die Suche
”
fridge“ wird auch hier das richtige Ergebnisset
”
electric refridgerator“ gefunden. Diese Su-
che ist auch bereits im Modul des Kontextanalysierers implementiert und wird verwendet,
wenn weiterhin keine Ergebnisse vorliegen.
Sollte der Suchbegriff nun immer noch keinem Cyc-Konzept zugewiesen sein, ist es wahr-
scheinlich, dass kein Konzept in Cyc oder WordNet existiert, das eine natu¨rlichsprachliche
Na¨he aufweist. Außerdem handelt es sich um einen Ausdruck, der eine Kurzform sein
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ko¨nnte, die aber auch weder durch Wikipedia noch WordNet zuru¨ckgefu¨hrt werden konn-
te. Die Konzepte, welche dann eigentlich gebraucht wu¨rden, sind wahrscheinlich Dinge,
die fu¨r diese Ontologien zu spezifisch sind. Es ko¨nnte sich auch um komplexe zusammen-
gesetzte Wo¨rter handeln, die praktisch im Sprachgebrauch eher selten verwendet werden.
Fraglich ist deshalb auch, inwiefern mit weiteren Schritten noch Konzepte hierfu¨r gefun-
den werden sollen. Vorerst werden diese Terme fu¨r die Vervollsta¨ndigung verworfen. Die
Implementierung des Verfahrens soll aber die Mo¨glichkeit geben, spa¨ter auf diese Infor-
mation zuru¨ckzugreifen. Damit soll, falls keine Mo¨glichkeit gefunden wird eine Aussage
zu vervollsta¨ndigen, dem Nutzer eine mo¨gliche Fehlerquelle genannt werden. Dieser kann
dann fu¨r diese Phrasen die korrekten Konzepte der Ontologie in einer Konfigurationsdatei
angeben, sofern sie ihm bekannt sind.
5.3.2. Generieren und Pru¨fen von Kandidaten
Die Kandidaten sollen, wie in Abschnitt 4.2.1 beschrieben, u¨ber den situativen Kontext
und eine Umgebungsontologie erzeugt werden.
Um keine Kandidaten zu u¨berspringen, sollen in der Umgebungsontologie und dem Kontext
alle Entita¨ten betrachtet werden. Damit aber die Menge der Ontologieanfragen die Laufzeit
der Implementierung nicht zu stark beeinflusst, wird eine grobe Pru¨fung der Kandidaten
durchgefu¨hrt. Diese wird im folgenden Unterkapitel beschrieben. Um Entita¨ten aus der
Ontologie zu extrahieren, wird die im OWL-Format bestehende Datenbank durchsucht
und alle gefundenen Entita¨tsknoten sowie ihre Eigenschaften kopiert. Diese Eigenschaften
sollen im Folgenden verwendet werden, um die Eignung der Kandidaten zu pru¨fen. In
der Umgebungsontologie sind etwa Eigenschaften wie
”
openable“ und
”
closeable“ fu¨r die
Entita¨t
”
fridge“ gespeichert.
Entita¨ten aus dem situativen Kontext werden generiert, indem das PARSE-Modul des
Kontextanalysierers ausgefu¨hrt wird. Aus dem Modell, das wa¨hrend des Ablaufes entsteht
und in dem PARSE-Graphen zur Aussage vorliegt, werden alle Entita¨ten extrahiert. Dazu
werden alle Knoten mit dem Typ contextEntity betrachtet. In den Entita¨tsknoten ist
der Name der Entita¨t, wie er in WordNet benannt ist und lexikalische Eigenschaften - wie
Synonyme - gespeichert. Fu¨r die Verarbeitung wird nur der Name der Entita¨t extrahiert.
Relationskanten des Kontextanalysierers werden vorerst nicht betrachtet. Diese dru¨cken
Teil-Ganzes-, Zustands- oder Gleichheitsbeziehungen aus. Aus diesen ko¨nnten in Zukunft
noch weitere Informationen extrahiert werden, um noch eine weitere Wissensquelle an die
Pru¨fung anzufu¨gen. Besonders die Teil-Ganzesbeziehungen ko¨nnten verwendet werden,
um die Intention des Benutzers noch genauer zu verstehen. Dazu mu¨ssten jedoch die
Konzepte der Ontologie noch feiner bekannt sein. Der Kontextanalysierer bestimmt zum
Beispiel, aus Informationen der Umgebungsontologie in einem Ku¨chenszenario, dass ein
”
Ku¨hlschrank“ das Teilkonzept
”
Ku¨hlschranktu¨r“ besitzt. Fu¨r die Anweisung
”
open“ wa¨re
natu¨rlich pra¨ziser, dass man nicht den Ku¨hlschrank, sondern die Ku¨hlschranktu¨re o¨ffnet.
Im Kontext einer Cyc-Inferenz ist es jedoch nicht fu¨r das Ergebnis ausschlaggebend, welche
der beiden Varianten angefragt wird. Dort ist sogar nur das Konzept des Ku¨hlschranks
direkt gespeichert. Obwohl eine Relation in Cyc besteht, welche einem Ku¨hlschrank sein
Tu¨rkonzept zuweist, ist es unwahrscheinlich, dass dadurch die Gu¨te der Inferenz verbessert
wird. Gerade fu¨r Konzepte, welche in Cyc nicht in diesem detaillierten Ausmaß existieren,
ist eine solche Vorgehensweise eher scha¨dlich.
Jedes Konzept aus Ontologie und dem situativen Kontext wird u¨ber die Verfahren des
letzten Kapitels auf ein Cyc-Konzept u¨bertragen, bzw. verworfen, sollte dies nicht mo¨glich
sein. Dadurch kann es vorkommen, dass einige Konzepte nicht auf Cyc-Konzepte u¨bertra-
gen werden. Diese werden dann in einer geeigneten Liste gespeichert, um den Nutzer auf
dieses Problem bei der U¨bertragung hinzuweisen. Er kann dann entscheiden, ob er in der
Konfiguration eine Regel fu¨r dieses Szenario anlegt.
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5.3.3. Grobe Pru¨fung der Kandidaten
Mit den gefundenen Ontologiekonstanten wird nun eine simple U¨berpru¨fung durchgefu¨hrt
werden. Dafu¨r wird der Argumenttyp der gesuchten Rolle und die Klasse des gefundenen
Konzepts auf eine Oberklassenrelation gepru¨ft.
Dafu¨r wird in Cyc fu¨r das Beispielkonzept
”
Refridgerator“ und die Rolle
”
providerOfMo-
tiveForce“ die folgende Anfrage gestellt.
( and
( a rg I s a 1 providerOfMotiveForce ?ARG)
( g en l s R e f r i d g e r a t o r ?ARG)
)
Diese Aussage ist dann wahr, wenn das gesuchte Konzept eine Unterklasse des Argument-
typs des Handlungspra¨dikats ist.
Um die Effizienz zu erho¨hen, wird die Anfrage aufgeteilt. Denn die Menge der Rollen
ist gering, aber die Anzahl der Anfragen fu¨r jede dieser Rollen ist hoch. In einem ersten
Schritt wird der Argumenttyp fu¨r das Pra¨dikat mittels des argIsa Pra¨dikats angefragt
und zwischengespeichert. Fu¨r jeden Kandidat, muss dann nur noch die genls Relation
gepru¨ft werden.
Alle Kandidaten, mit denen diese Aussage nicht beweisen werden kann, werden fu¨r die
Vervollsta¨ndigung dieser Rolle nicht weiter betrachtet und entsprechend markiert.
Fu¨r alle anderen Kandidaten wird dann eine genaue Pru¨fung durchgefu¨hrt.
5.3.4. Genaue Pru¨fung der Kandidaten
Nachdem u¨ber die grobe Pru¨fung der Kandidaten einige, garantiert unpassenden Entita¨-
ten verworfen wurden, ko¨nnen in einem na¨chsten Schritt komplexere, Rechenintensivere
Pru¨fmetriken angewandt werden. Dafu¨r werden die Frame-Informationen verwendet, die in
Abschnitt 5.2.1 angefragt wurden. In diesen Frames stehen mehrere Annahmen, die gelten
sollen, wenn das zugeho¨rige Pra¨dikat die Handlung beschreibt. Diese werden aufgetrennt.
Alle vorkommenden Variablen werden in zweistelligen Pra¨dikaten gesucht. Diese haben
immer eine Form, in welcher ein Argument die Handlung, und das andere Argument die
Entita¨t mit der richtigen Rolle ist. Das la¨sst sich anhand des Variablennamens erkennen:
”
?ACTION“ beschreibt das Handlungspra¨dikat, die zweite Variable hat den Namen einer
semantischen Rolle.
Nun wird bestimmt, welche gefundenen semantischen Rollen die Variablen belegen ko¨nn-
ten. Mit den Informationen aus dem letzten Kapitel kann dann die Anzahl der zu pru¨fenden
Kandidaten beschra¨nkt werden. Alle Entita¨ten, welche die jeweiligen Rollen aufgrund ihrer
Klasse nicht sein ko¨nnen, werden auch nicht fu¨r die Anfrage im Satz verwendet, sondern
direkt als falsch markiert.
Beispielhaft sieht ein Ablauf fu¨r das Wort
”
open“ wie folgt aus: Der Inhalt des angefragten
Frames ist der Nachstehende:
?FRAME
(and
(isa :ACTION OpeningSomething)
(performedBy :ACTION :SUBJECT)
(objectActedOn :ACTION :OBJECT))
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Um zu bestimmen, ob der Kandidat sinnvoll ist, werden diese Sa¨tze mit dem Aktions-
Pra¨dikat und Kandidaten instantiiert. Jede generierte Anfrage wird unabha¨ngig von den
anderen Anfragen durchgefu¨hrt. Fu¨r jede, von der Ontologie, bewiesene Aussage, wird
gespeichert, dass der Kandidat das Pra¨dikat mit dieser Aktion erfu¨llen kann. Das Pra¨dikat
kann jedoch nicht direkt abgefragt werden, da es sich beim Typen der Aktion um eine
Instanz und keine Sammlung handelt. Um automatisch aus der Ontologie Instanzen der
Sammlung zu generieren werden die Anfragen wie folgt umgebaut:
(# $ r e l a t i o n A l l E x i s t s #$objectActedOn ?X #$OrangeJuice )
Cyc wandelt diese Anfrage so um, dass anstelle von OpeningSomething Instanzen aus
der Klasse fu¨r die Suche verwendet werden. Damit wird gleichzeitig noch ein sehr breites
Spektrum an Wissen gepru¨ft, das diese Anfrage besta¨tigen ko¨nnte.
Sollte fu¨r eine Rolle kein Kandidat verbleiben, so muss diese Rolle als leer und fehlend
markiert werden. Dieser Fehler kann dann durch die Funktionen dieser Anwendung nicht
mehr korrigiert werden. Anderen PARSE-Modulen, wie etwa einer Dialogeinheit, soll es
dann mo¨glich sein, auch mit diesen Informationen weiter zu arbeiten.
Wenn fu¨r eine Rolle mehrere Mo¨glichkeiten verbleiben, gibt es verschiedene Mo¨glichkeiten
zu verfahren. Da nach der Pru¨fung jedes Ergebnis gleich geeignet ist, la¨sst sich kein bester
Kandidat bestimmen. Trotzdem ko¨nnte eine der Mo¨glichkeiten u¨bernommen werden, um
dann experimentell zu bestimmen, ob durch die Wahl des ersten Kandidaten eine gute
Lo¨sung produziert wird. Es wird jedoch riskiert, dass einige Aussagen mit nicht garantiert
richtigen Entita¨ten vervollsta¨ndigt werden. Um dieses Risiko zu minimieren, sollten noch
weitere Mo¨glichkeiten betrachtet werden, diese neu erstellten Hypothesen auf ihren Inhalt
zu u¨berpru¨fen. Die Cyc-Ontologie plant in kommenden Versionen der Ontologie ein Mo-
dul zu bereitzustellen, welches natu¨rliche Sprache auf CycL-Ausdru¨cke u¨bertra¨gt. Diese
Hypothesen, wie sie auch schon in [MWK+05] generiert wurden, ko¨nnten dann mit den
Inhalten aus verschiedenen Mikrotheorien auf ihren Sinngehalt gepru¨ft werden. Eventuell
sind auch andere Wissensquellen - wie OMCS - verwendbar, um weitere Aussagen u¨ber
den Inhalt von Aussagen zu treffen.

6. Implementierung
Im den folgenden Kapiteln werden einige wichtige Ausschnitte aus der Implementierung des
PARSE-Agenten aufgefu¨hrt. Es wird erla¨utert, welche Funktionen sie erfu¨llen, und welche
Entwurfsentscheidungen sie implementieren. Außerdem wird in Abschnitt 6.2 Beispielcode
fu¨r die Verwendung des Agenten gezeigt.
6.1. Implementierte Klassen
Im Folgendenen steht eine U¨bersicht der wichtigsten Klassen und deren Funktionalita¨t,
sowie deren wichtigste Schnittstellen. Die Reihenfolge der aufgefu¨hrten Klassen richtet
sich nach der Reihenfolge, in der sie wa¨hrend des Ablaufes des Agenten beno¨tigt werden.
Es werden zuerst die Klassen fu¨r die Vollsta¨ndigkeitsu¨berpru¨fung vorgestellt und daraufhin
die Klassen fu¨r die automatische Vervollsta¨ndigung
6.1.1. CompletenessAgent
Diese Klasse bietet den Startpunkt fu¨r die Ausfu¨hrung der Vollsta¨ndigkeitspru¨fung und
der automatischen Vervollsta¨ndigung. Sie implementiert die Schnittstelle AbstractAgent,
welche die init() und exec() Methoden vorgibt.
Die Initialisierungsmethode erstellt eine Verbindung zu der Cyc-Ontologie. Damit diese
Initialisierung funktioniert, muss der Server-Ort von Cyc bekannt sein. Dieser kann auf
verschiedene Weisen gesetzt werden, es ist jedoch am einfachsten vor der Ausfu¨hrung
die Java-VM-Umgebungsvariable cyc.session.server auf die URL des Cyc-Servers zu
setzten. Ist die Adresse nicht vorhanden, wird der Nutzer aufgefordert, den Serverpfad in
einer GBO (Grafische Benutzeroberfla¨che) anzugeben.
Die Ausfu¨hrung des Agenten kann nur dann erfolgen, wenn die folgenden Agenten bereits
die Ausfu¨hrung ihrer Ta¨tigkeit abgeschlossen haben.
• Action Recognizer
• Semantic Role Labeler
• Context Analyzer
Sollte exec() zuvor aufgerufen werden, geschieht nichts.
Die Ergebnisse nach der Ausfu¨hrung des Agenten stehen im (u¨ber die Methode getGraph()
verfu¨gbaren) Graph zur Verfu¨gung.
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6.1.2. Word und Utterance
In der Implementierung existieren die Helferklassen Word und Utterance. Diese extra-
hieren aus dem Eingabegraphen wichtige, ha¨ufig beim Ablauf beno¨tigte Informationen
und speichern diese in einer leicht zuga¨nglichen Datenstruktur. Eine Instanz der Word
Klasse beinhaltet dabei immer genau die Informationen, die zu einem Wort der Eingabe
bekannt sind. Außerdem wird um eine spa¨tere U¨bertragung der Ergebnisse auf den Gra-
phen zu ermo¨glichen, in jedem Word-Objekt eine Referenz auf den zugeho¨rigen Knoten
des Eingabegraphs gehalten. Dazu geho¨ren Name, POS-Tag, aber auch bereits gefundene
Rollenmarkierungen und die Ergebnisse, die im Laufe der Verarbeitung der Aussage mit
dem Agenten anfallen.
Eine Instanz der Klasse Utterance speichert eine Liste von Wo¨rtern in Form von Word-
Instanzen, um diese zu einer Aussage zusammenzufassen. Außerdem existiert eine statische
Fabrikmethode, welche aus einem ParseGraph eine Menge von Utterance-Instanzen er-
zeugt. Diese werden als Array zuru¨ckgegeben. Fu¨r jede Teilaussage, die eine neue Handlung
beschreibt, wird ein eigenes Utterance-Objekt erstellt. Folglich sind Handelnde aus ande-
ren Teilaussagen aus der Aussage herausgelo¨st, eine fehlerhafte Zuweisung ist damit nicht
mehr mo¨glich. Denn jede Teilaussage wird abgetrennt vom Rest der Aussage behandelt,
das bedeutet, der Agent wird mehrfach ausgefu¨hrt, bevor die Ergebnisse wieder u¨bertragen
werden.
6.1.3. CycQueryHelper
Die Klasse CycQueryHelper stellt wichtige Funktionalita¨t zur Verfu¨gung, welche verwendet
wird, um Anfragen an Cyc einfacher zu gestalten. Ha¨ufige, a¨hnliche Anfragen, werden hier
u¨ber verschiedene Methoden bereitgestellt. Zu diesen Methoden geho¨ren die Folgenden:
Methodensignatur Beschreibung
List<Sentence> getFrames(KbTerm cycAc-
tion)
Ermittelt fu¨r ein Wort seine Cyc-Frames
(siehe Abschnitt 5.2.1)
boolean genlsQuery(String lower,
String upper)
Ist wahr, wenn eine Unterklassenbeziehung
von lower zu upper besteht.
List<KbTerm> query(String queryString,
String varBinding, int stepCutoff)
Stellt eine Anfrage an die Inferenzmaschi-
ne. Ru¨ckgabe ist eine Liste von Belegungen
der u¨bergebenen Variable.
boolean genlsPredQuery(String one,
String two)
wahr, wenn Pra¨dikat one eine Verallgemei-
nerung von two ist
Außerdem ist diese Klasse fu¨r das O¨ffnen und Schließen der Verbindung zu Cyc zusta¨ndig.
Zum Ende der Ausfu¨hrung des Agenten wird die Verbindung zu Cyc in der close()
Methode geschlossen.
6.1.4. CycConstantFinder
Die Klasse CycConstantFinder beinhaltet Methoden, welche die in Abschnitt 5.3.1 vor-
gestellten Entwurfsentscheidungen umsetzt. Dabei sucht sie fu¨r eine Eingabephrase eine
geeignete Konstante in der Ontologie, die den Eingabestring beschreibt. Die Methoden-
signatur dieser Methode ist KbTerm findConstant(List<Word> words). Sie erha¨lt eine
Liste von Word-Objekten, da ein Konzept auch aus mehreren Wo¨rtern bestehen ko¨nnte
(z.B.:
”
the orange juice“). Vorerst wird die Eingabe auf eine einzige Zeichenkette reduziert.
Dazu werden alle Wo¨rter, durch Leerzeichen getrennt, konkateniert und Artikel werden
entfernt. Beim Erstellen werden nicht die Wo¨rter aus der Eingabe verwendet, sondern die
von dem Sprachfließband erstellten Lemmas.
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Eine vom Nutzer bestimmbare Konfigurationsdatei wird beim ersten Zugriff auf die Me-
thode geladen. Eintra¨ge dieser Liste werden in einer Map repra¨sentiert, die Zeichenketten
als Schlu¨ssel und Werte hat. Damit ko¨nnen zu¨gig Eintra¨ge gesucht werden. Die Map wird
so konfiguriert, dass eine Suche nach dem Schlu¨ssel unabha¨ngig von der Groß- und Klein-
schreibung erfolgt. Fu¨r die regelbasierte U¨bertragung der Terme wird das gesuchte Wort
als Schlu¨ssel in der Map angefragt. Außerdem werden noch einige Alternativen generiert,
die etwa keine Leerstellen besitzen, oder die Artikel nicht verwerfen. Dadurch kann der
Nutzer in der Konfigurationsdatei Objekte auf verschiedene Weisen beschreibe und sie
werden trotzdem gefunden.
Wie im Entwurf diskutiert, werden danach noch weitere Suchschritte angewendet, bis
ein Ergebnis gefunden wird. Dazu wird zuna¨chst direkt ein Konzept in der Ontologie
gesucht. Dann werden die Beschriftungen des Erkenners fu¨r benannte Entita¨ten betrachtet,
daraufhin werden Personalpronomen ersetzt. Letztlich werden Wikipedia-Artikel gesucht,
um Kurzformen auf ihren Ursprung zuru¨ckzufu¨hren. Wird durch alle diese Methoden keine
Konstante in der Ontologie gefunden, wird null als Ergebnis zuru¨ckgegeben.
Eine Helfermethode findConstants(Utterance utterance) fu¨hrt automatisch die Suche
von Konzepten fu¨r eine Eingabeaussage durch. Sie trennt die vorkommenden Wo¨rter auf,
indem sie zusammenha¨ngende Nominalphrasen an die oben beschriebene Methode u¨ber-
gibt. Außerdem tra¨gt sie in den jeweiligen Word-Instanzen die gefundenen Konzepte oder
null ein.
6.1.5. RoleMatcher
Der RoleMatcher implementiert die in Abschnitt 5.2.3 definierten Entwurfsentscheidun-
gen. Zu diesen Anforderungen geho¨ren:
• Implementierung eines Verfahrens zur Bestimmung von Texta¨hnlichkeit
• Erkennen und Entfernen von a¨hnlichen Cyc-Rollen.
• Finden von fehlenden Rollen in Propbank, Frame- und VerbNet.
• Das Erstellen eines Matchings zwischen Cyc-Rollen und Rollen aus anderen Ontolo-
gien
Zusa¨tzlich zu den genannten - im Weiteren auch noch genauer beschriebenen Anforderun-
gen - werden vom RoleMatcher noch einige kleine Funktionen u¨bernommen. Wie die oben
genannten Anforderungen konkret implementiert wurden ist in den folgenden Kapiteln
beschrieben.
In Cyc existieren u¨ber 500 verschiedene Rollen fu¨r verschiedene Verben. Deren Oberklassen
sind jedoch oft sehr allgemein. Gerade das Cyc-Pra¨dikat #$actors ist die Oberklasse jeder
Rolle. Trotzdem liefert eine Anfrage zu Rollenlisten deren Rollen bei jeder Suche. Da
einige diese Rollen aber keine inhaltliche Relevanz haben, werden sie direkt zu Beginn der
Ausfu¨hrung des RoleMatcher entfernt. Dazu werden aus der Liste von beno¨tigten Rollen
einige gestrichen.
Ebenso werden als Vorbereitung fu¨r das Suchen der Rollen die Namen der Handlung in
VerbNet, FrameNet und PropBank gesucht. Diese werden in den contextAction-Knoten
im Graphen und in den Markierungen des Aktionserkenners gesucht. Falls fu¨r bis zu zwei
Ontologien kein Eintrag verfu¨gbar ist, werden diese u¨ber Eintra¨ge in SemLink [Pal09]
gesucht.
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6.1.5.1. Texta¨hnlichkeit
Um die A¨hnlichkeit von zwei Texten zu bestimmen, wurde die Methode int lesk(String
one, String two) implementiert. Diese Methode berechnet fu¨r zwei Texte einen A¨hn-
lichkeitswert mittels des Lesk-Algorithmus. Dafu¨r werden die Texte wortweise verglichen:
Fu¨r jede vorkommende, maximal lange Wortsequenz, welche in beiden Texten vorkommt,
wird das Quadrat der La¨nge auf den A¨hnlichkeitswert addiert. Dadurch werden Texte, die
lange u¨bereinstimmende Sequenzen haben, besser bewertet als kurze Sequenzen.
6.1.5.2. Erkennen und Entfernen von a¨hnlichen Cyc-Rollen
Oftmals wurden, trotz reduzierter Suchtiefe der Anfragen, viele Rollen gefunden. Viele
dieser Rollen glichen sich sehr. Um diese a¨hnlichen Rollen zu verschmelzen, wurden zwei
Methoden zum Finden dieser implementiert.
Zuerst wurde eine Methode implementiert, die fu¨r eine Liste von Cyc-Pra¨dikaten bestimmt,
welche Paare aus dieser Liste gleich sind. Dazu wurde fu¨r jedes Paar von Rollen zwei
Anfragen an Cyc gestellt, um die Relation zu u¨berpru¨fen. Dabei wird das Cyc-Pra¨dikat
#$genls fu¨r beide Permutationen des Paares gepru¨ft. Ist eine der beiden Anfragen wahr,
wird die speziellere Rolle u¨bernommen und die allgemeinere verworfen.
Die Methode int[][] calcSimilarityMatrix(String[] glosses) liefert eine Matrix,
die an Stelle i,j die A¨hnlichkeit der i-ten und j-ten Kommentare speichert. Dann wird
fu¨r jede Zeile der Matrix gepru¨ft, ob der Eintrag einen bestimmten Schwellwert u¨bersteigt.
Dieser wurde experimentell bestimmt, indem die Liste von einigen Pra¨dikaten manuell
verglichen wurde und der Parameter solange gea¨ndert wurde, bis die Ergebnisse zufrieden-
stellend, also ohne gleiche Rollen, waren. Rollenpaare, die u¨ber diesem Wert lagen, wurden
verschmolzen, d.h. die Rolle mit weniger hinterlegten Informationen wurde verworfen.
6.1.5.3. Finden von fehlenden Rollen in Propbank, Frame- und VerbNet
Da eine Rollenbeschriftung fu¨r Propbank, Frame- und VerbNet bereits durch den SRL ver-
fu¨gbar ist, ist es am einfachsten, die Differenz dort zu berechnen und die fehlenden Rollen
im Anschluss auf Cyc zu u¨bertragen. Dazu wurden die Verb-Konzepte u¨ber die Helfer-
klassen PropBankEntry, VerbNetEntry und FrameNetEntry geladen und ihre Rollenlisten
ausgelesen. Diese Klassen lesen lediglich eine Text-Datei ein und zerteilen die Eingabe und
stellen sie in einer Objektstruktur zur Verfu¨gung. Außerdem bieten sie eine lineare Suche,
um zu¨gig einen Eintrag in den teils langen Lexikon-Listen zu finden.
Das Finden von fehlenden Rollen wird in der Methode findMissingVnPbRoles() und
a¨hnlichen Methoden fu¨r PropBank und FrameNet u¨bernommen. Dabei wird die Diffe-
renz der beno¨tigten und der vorhandenen Rollen auf einer Liste gebildet und diese Liste
zuru¨ckgegeben.
6.1.5.4. Erstellen einer U¨bertragungsliste fu¨r Cyc-Rollen
Aus den erstellten Listen von Rollen aus den anderen Ontologien, wird nun eine U¨ber-
tragungsliste fu¨r Cyc-Rollen erstellt. In dieser stehen die Rollennamen aus Frame- und
VerbNet und der Name der Cyc-Rolle, welche inhaltlich am a¨hnlichsten ist. In der Metho-
de generateMatching() wird fu¨r jede Cyc-Rolle ihre A¨hnlichkeit zu allen Rollen in Frame-
und VerbNet berechnet. Bei der Implementierung wurden zuerst ausschließlich VerbNet-
Labels verwendet, um die A¨hnlichkeiten zu berechnen. Da dieser Ansatz aber aufgrund
der sehr kurzen Beschreibungen der Rollen nicht sonderlich ergiebig war, wurden noch
die Beschreibungen der Rollen aus FrameNet hinzugezogen. Fu¨r jede VerbNet-Rolle wird
dabei die FrameNet-Rolle aus dem SemLink-Matching angefragt und aus dem passenden
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FrameNetEntry-Objekt wird dann der Kommentar zu dieser Rolle extrahiert. Mittels der
Texta¨hnlichkeitsmethode (siehe Abschnitt 6.1.5.1) werden dann fu¨r den Cyc-Kommentar
und den Verb- und FrameNet Kommentar die zwei A¨hnlichkeiten errechnet. Die Sum-
me aus beiden Werten ergibt den finalen A¨hnlichkeitswert. Letztlich wird die maximale
A¨hnlichkeit fu¨r die Cyc-Rolle berechnet und die zugeho¨rige Rolle auf die jeweiligen Word-
Objekte u¨bertragen. Die Liste von verfu¨gbaren Rollen wird dabei nicht vera¨ndert, da es
mo¨glich sein sollte mehreren Entita¨ten verschiedene Rollen zuzuweisen. Dies ist zum Bei-
spiel im Satz
”
Armar grabs the popcorn“ wichtig, bei der ARMAR der Handelnde, aber
auch der Empfa¨nger ist.
Das erstellte Matching wird direkt auf die Aussage in dem Utterance-Objekt u¨bertra-
gen. Außerdem ist eine Abfragemethoden (engl.:
”
getter“) verfu¨gbar, die eine Liste der
fehlenden Rollen als Cyc-Termen zuru¨ckgibt.
6.1.6. OntologyConnector
Die Klasse OntologyConnector extrahiert aus einer Umgebungsontologie und dem Kon-
textmodell des Kontextanalysierers Entita¨ten, um mo¨gliche Vervollsta¨ndigungs-Kandidaten
zu generieren.
Dazu liest sie eine Ontologie im OWL-Format1 ein und sucht dort alle Entita¨tsknoten und
gibt eine Liste derer Namen zuru¨ck. Fu¨r jeden dieser Namen wird mittels des CycCon-
stantFinder(siehe Abschnitt 6.1.4) eine Konstante in Cyc gesucht.
Ebenso werden in dieser Klasse aus dem ParseGraph Knoten des Kontextanalysierers
extrahiert, welche den Typen contextEntity besitzen. Jeder dieser Knoten entha¨lt eine
Entita¨t aus dem Kontext der Situation. Da die Kontextverarbeitung vor dem Ablauf dieses
Agenten vollsta¨ndig abgeschlossen ist, stehen Entita¨ten aus allen vorangehenden Satzteilen
zur Verfu¨gung. Auch deren Namen werden als Liste zuru¨ckgegeben, fu¨r deren Eintra¨ge
analog Cyc-Konstanten gesucht werden.
6.1.7. AutoCompleter
Die AutoCompleter Klasse implementiert die Entwurfsentscheidungen aus Abschnitt 5.2.
Eine AutoCompleter-Instanz erha¨lt eine Utterance-Instanz und berechnet mit dieser und
einer Liste von Cyc-Termen mo¨gliche automatische Vervollsta¨ndigungen.
Dazu beno¨tigt er Kandidaten, die aus dem situativen Kontext und der Umgebungsontologie
stammen sollen. Diese ko¨nnen nach einer Initialisierung u¨ber eine Abfragemethode aus der
Klasse OntologyConnector geholt werden.
Mit den gefundenen Konzepten wird dann die grobe Pru¨fung (siehe Abschnitt 5.3.3) der
Kandidaten durchgefu¨hrt. Der Quellcode der zusta¨ndigen Methode ist der Folgende:
p r i v a t e void gene ra teGen l sRe la t i ons ( ) {
generateArgI sa s ( ) ;
genlsMatches = new boolean [ mis s ingRo le s . s i z e ( ) ] [ cand idate s . s i z e ( ) ] ;
f o r ( i n t i = 0 ; i < miss ingRo le s . s i z e ( ) ; i++) {
i n t j = 0 ;
I t e r a t o r<KbTerm> i t = cand idate s . i t e r a t o r ( ) ;
whi l e ( i t . hasNext ( ) ) {
KbTerm currentTerm = i t . next ( ) ;
boolean gen l sRe su l t = CycConnector . g e t In s tance ( ) .
genlsQuery ( currentTerm . toS t r i ng ( ) ,
missingRoleArgumentTwo . get ( i ) . c y c l i f y ( ) ) ;
1https://www.w3.org/TR/2012/REC-owl2-overview-20121211/
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genlsMatches [ i ] [ j ] = gen l sRe su l t ;
j ++;
}
}
}
Die in Zeile zwei aufgerufene Methode generiert dabei u¨ber Anfragen an die Ontologie den
Argumenttyp der Rollen, die dann in einem Feld gespeichert werden. Sie werden nicht als
Ru¨ckgabeparameter u¨bergeben, da sie eventuell fu¨r weitere Pru¨fmetriken noch relevant
sein ko¨nnten.
In einer weiteren Methode werden die Kandidaten nach den U¨berlegungen in Abschnitt 5.3.4
mit Inhalten aus Cyc gepru¨ft. Dazu wird fu¨r jeden Kandidaten und jede Rolle, die in gen-
lsResult[][] noch nicht ausgeschlossen wurden die folgende Anfrage an Cyc gestellt:
( and
( g en l s ?X cycAction )
( r e l a t i o n A l l E x i s t s currentRole ?X candidate )
)
Dabei wird cycAction durch das Pra¨dikat der Handlung, currentRole durch die aktuell
betrachtete Rolle und candidate durch den aktuellen Kandidat fu¨r die Vervollsta¨ndigung
ersetzt. Die Anfrage unterscheidet sich minimal von der im Entwurf vorgeschlagenen. Die-
se A¨nderung wurde vorgenommen, da die Inhalte der Pra¨dikate direkt oft nicht in Cyc
verfu¨gbar waren. Eine Anfrage der Form (objectActedOn AcquiringAnObject Orange-
Juice) ist so explizit in keiner Mikrotheorie aufgefu¨hrt. Alle Lo¨sungen der neuen Anfrage,
sind Handlungen, die Unterklassen der gesuchten Handlung sind, in denen der Kandidat
die richtige Rolle erfu¨llt. Das bedeutet anstatt zu Pru¨fen, ob der Kandidat die Rolle direkt
in der Handlung erfu¨llt, wird gesucht, in welchen spezifischeren Handlungen diese Rolle
von dem Kandidaten getragen wird. Da Cyc explizit nach einer Belegung gefragt wird, ist
die Antwort nicht wahr oder falsch, sondern eine Liste von Handlungen. Die Anzahl der
Antworten wird dann fu¨r die Bewertung verwendet. Je mehr Antworten gefunden werden,
desto besser wird der Kandidat bewertet, weil der Kandidat in vielen Kontexten richtig
ist. Dadurch soll die Wahrscheinlichkeit eines richtigen Treffers erho¨ht werden. Der Code,
der diese Funktion erfu¨llt ist im Folgenden aufgefu¨hrt:
p r i v a t e Lis t<List<Pair<Integer , KbTerm>>> checkCandidatesWithCycRules
( ) {
List<List<Pair<Integer , KbTerm>>> r e s u l t s = new ArrayList<>() ;
f o r ( i n t i = 0 ; i < miss ingRo le s . s i z e ( ) ; i++) {
List<Pair<Integer , KbTerm>> cur r entResu l t = new
ArrayList <>() ;
r e s u l t s . add ( cur r entResu l t ) ;
KbTerm currentRole = miss ingRole s . get ( i ) ;
f o r ( i n t j = 0 ; j < cand idates . s i z e ( ) ; j++) {
i f ( ! genlsMatches [ i ] [ j ] )
cont inue ; // don ’ t waste computation time on
u s e l e s s f a c t s
KbTerm candidate = cand idate s . get ( j ) ;
S t r ing querySentence = "(and (genls ?X " +
cycAction + ") (#$relationAllExists " +
currentRole + " ?X " + candidate . t oS t r i ng ( )
+ "))" ;
i n t answerCount = 0 ;
t ry ( Query query = Query . get ( querySentence ) ) {
answerCount = query . getAnswerCount ( ) ;
} catch ( QueryConstructionException e ) {
// count should stay 0 on e r r o r
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} f i n a l l y {
// f r e e s up a l l o c a t e d query r e s s o u r c e s
}
cur r entResu l t . add (new Pair<Integer , KbTerm>(
answerCount , candidate ) ) ;
}
cur r entResu l t . s o r t ( ( p , q ) −> q . f i r s t . compareTo (p . f i r s t )
) ; // s o r t by number o f r e s u l t s
}
re turn r e s u l t s ;
}
6.2. Nutzung des Agenten
In diesem Kapitel findet sich ein Beispielablauf, in welchem der Agent verwendet wird, um
eine Aussage zu untersuchen.
St r ing t r a n s c r i p t i o n = "Get me some orange juice" ;
// c r e a t e r equ i r ed agents
PrePipe l ineData ppd = new PrePipe l ineData ( ) ;
ShallowNLP sn lp = new ShallowNLP ( ) ;
GraphBuilder graphBui lder = new GraphBuilder ( ) ;
Act ionRecognizer ar = new Act ionRecognizer ( ) ;
NERTagger ner = new NERTagger ( ) ;
ContextAnalyzer ca = new ContextAnalyzer ( ) ;
SRLabeler s r l = new SRLabeler ( ) ;
// s e t main hypothes i s
ppd . setMainHypothes is ( Str ingToHypothes is . str ingToMainHypothesis (
hypothes i s , t rue ) ) ;
// i n i t i a l i z e r equ i r ed agents
sn lp . i n i t ( ) ;
s r l . i n i t ( ) ;
graphBui lder . i n i t ( ) ;
ca . i n i t ( ) ;
ar . i n i t ( ) ;
// run requ i r ed agents
sn lp . exec ( ppd ) ;
s r l . exec ( ppd ) ;
graphBui lder . exec ( ppd ) ;
ar . setGraph ( ppd . getGraph ( ) ) ;
ar . exec ( ) ;
ca . setGraph ( ppd . getGraph ( ) ) ;
ca . exec ( ) ;
// run completenessAgent
CompletenessAgent agent = new CompletenessAgent ( ) ;
agent . setGraph ( ppd . getGraph ( ) ) ;
agent . i n i t ( ) ;
agent . exec ( ) ;
Nach der Ausfu¨hrung von diesem Beispielcode werden in den Ergebnisgraphen neue Kno-
ten und Kanten eingefu¨gt. Fu¨r jede unvollsta¨ndige Rolle wird ein neuer Knoten im Graph
erstellt, welcher Informationen u¨ber die Cyc-Rolle und das Pra¨dikat der Handlung tragen.
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Konnte die Rolle vervollsta¨ndigt werden, so entha¨lt sie zusa¨tzlich eine Liste von Kandi-
daten, die auch fu¨r die Rolle mo¨glich gewesen wa¨ren. Zusa¨tzlich besitzen diese Knoten
ein Attribut mit dem Namen der Entita¨t, die die Rolle vervollsta¨ndigt. Zwischen dem
Wort, das die Handlung beschreibt und den Kanten werden - analog zum Aktionserkenner
- Kanten mit den Rollennamen eingefu¨gt.
7. Evaluation
In diesem Kapitel wird die Evaluation des verwendeten Ansatzes vorgestellt. Dazu wird
der erstellte Agent mit Aussagen aus einem Textkorpus ausgefu¨hrt und seine Ergebnisse
mit der eigentlich korrekten Lo¨sung verglichen. Daraufhin wird die Gu¨te der einzelnen
Teilschritte, Problemursachen, sowie mo¨gliche Verbesserungen diskutiert.
7.1. Korpus
Die Grundlage der Eingabetexte bietet der Sprachkorpus, der in [Gu¨n15] erstellt wurde.
Er besteht aus drei verschiedenen Szenarien, in denen Sprecher einem Roboter erkla¨ren
sollen, wie er eine Handlung ausfu¨hren soll. Diese drei Szenarien finden in einem Ku¨chen-
Umfeld statt. Damit eine ausreichen große Variation bei den Eingaben besteht, wurden
diese Szenarien von verschiedenen Probanden gesprochen. Insgesamt 22 Sprecher haben
solche Aufnahmen erstellt, die dann von einem Spracherkennungssystem auf eine Textre-
pra¨sentation u¨bertragen wurde. Ebenso wurde fu¨r jede Aufnahme eine ha¨ndische Tran-
skription erstellt und die Texte mit einem Etikettierer (engl. tagger) mit
”
Part-of-speech“
Markierungen versehen.
Um diese Arbeit zu evaluieren werden Aussagen beno¨tigt, in welchen Unvollsta¨ndigkeiten
vorkommen. In den gewa¨hlten Szenarien werden fast immer Anweisungen in einem, fu¨r
den Sprecher klar definierten, Umfeld gegeben. Das bedeutet es ist mo¨glich, dass Sprecher
sich auf Umgebungswissen stu¨tzen. Unter diesen Bedingungen werden implizite Wissens-
annahmen sprachlich nicht genannt. Folglich lassen sich die Aussagen aus dem Korpus
verwenden. Zusa¨tzlich wurden noch einige Aussage hinzugefu¨gt, die fu¨r Tests wa¨hrend der
Implementierung verwendet wurden. Im folgenden Textblock ist eine Anweisung aus dem
Testkorpus:
Armar take the orange juice from the fridge and put it on the table and then
take the green cup after you took the orange juice from the fridge close it please
Diese Anweisung besteht aus vielen Teilanweisungen. Wa¨hrend viele von diesen Teilaus-
sagen vollsta¨ndig sind, fehlt in dem Teil
”
and then take the green cup“ der Ort, an dem
sich diese befinden. Um die weiteren verwendeten Aussagen ebenfalls fu¨r die Evaluierung
nutzen zu ko¨nnen, wird der PARSE-Agent zur Auflo¨sung von Korreferenzen nicht ver-
wendet. Dadurch generiert jeder Satz mit Korreferenzen eine unvollsta¨ndige Aussage, fu¨r
die zusa¨tzlich noch durch die Auflo¨sung der Referenz die Musterlo¨sung gefunden werden
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kann. In dem Korpus werden jedoch sonst keine Angaben zur Vollsta¨ndigkeit von Aussa-
gen gemacht. Aus diesem Grund wird fu¨r eine Untermenge des Korpus eine Musterlo¨sung
erstellt. In dieser sind die folgenden Informationen enthalten:
• Cyc-Pra¨dikat der (Teil-)Handlung
• Cyc-Rollen der (Teil-)Handlung
• Information u¨ber die Vollsta¨ndigkeit der Aussage (ja/nein)
• Beschriftung der Entita¨ten mit Cyc-Rollen
• Eine Liste von unbesetzten Rollen
• Vervollsta¨ndigungen der fehlenden Rollen, wenn dies mo¨glich ist
Die Musterlo¨sung wird mit Cyc-Konstanten erstellt, da die Lo¨sung des Agenten (welche
auch aus Cyc-Konstanten besteht) dadurch leichter vergleichbar ist.
Insgesamt wurden 20 Aussagen, bzw. deren 75 Teilaussagen, aus dem Textkorpus auf die-
se Weise annotiert. In komplexen Anweisungen wurde jede Teilaussage unabha¨ngig von
der restlichen Aussage annotiert. Insbesondere die Korreferenzen wurden dann als unvoll-
sta¨ndig markiert. Fu¨r die oben genannte Aussage sieht die erstellte Beschriftung wie folgt
aus:
and put it on the table
pred:PuttingSomethingSomewhere
roles:objectTranslating=Cup, missing
roles:doneBy=Armar, missing
roles:toLocation=the table
context:armar take the cup and put it on the table
7.2. Evaluationsmetriken
Die Ergebnisse des Agenten und der Teilschritte werden mit den fu¨r die Sprachverarbeitung
typischen Metriken Pra¨zision (engl. precision), Ausbeute engl. recall und dem F1-Maß
(engl. F1-Score) bewertet. Diese werden verwendet, um die Einscha¨tzung von Systemen
zu bewerten, deren Bewertungen entweder positiv oder negativ sein ko¨nnen. Dazu mu¨ssen
die folgenden Begriffe bekannt sein.
• richtig positiv (tp): Bezeichnet ein Ergebnis, das als positiv markiert wurde, und in
der Musterlo¨sung als positiv markiert ist.
• richtig negativ (tn): Bezeichnet ein Ergebnis, das als negativ markiert wurde, und in
der Musterlo¨sung als negativ markiert ist.
• falsch positiv (fp): Bezeichnet ein Ergebnis, das als positiv markiert wurde, aber in
Wirklichkeit negativ ist.
• falsch negativ (fn): Bezeichnet ein Ergebnis, das als negativ markiert wurde, aber in
Wirklichkeit positiv ist.
Mit diesen lassen sich Pra¨zision, Ausbeute und F1 wie folgt berechnen:
Pra¨zision :
richtig positiv
richtig positiv + falsch positiv
=
tp
tp + fp
Die Pra¨zision gibt an, wie groß der Anteil der als positiv markierten Ergebnisse tatsa¨chlich
positiv war. Eine hohe Pra¨zision bedeutet, dass viele der als positiv markierten Ergebnisse
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auch in der Musterlo¨sung positiv markiert ist. Eine geringe Pra¨zision wiederum bedeutet,
dass positiv markierte Ergebnisse nur mit einer geringen Wahrscheinlichkeit tatsa¨chlich
korrekt bewertet sind.
Ausbeute :
richtig positiv
richtig positiv + falsch negativ
=
tp
tp + fn
Die Ausbeute gibt den Prozentsatz der u¨berhaupt gefundenen Ergebnisse an. Eine geringe
Ausbeute impliziert, dass aus der Menge der auffindbaren Ergebnisse nur wenige tatsa¨ch-
lich markiert wurden. Eine hohe Ausbeute bedeutet, dass die Menge der positiv markierten
wahrscheinlich Ergebnisse vollsta¨ndig ist.
F1 : 2 ∗ precision ∗ recall
precision + recall
Das F1-Maß ist das harmonische Mittel zwischen Pra¨zision und Ausbeute. Es bietet eine
Kennzahl zur Bewertung der Genauigkeit, die Ausbeute und Pra¨zision beachtet.
7.3. Evaluation des Vollsta¨ndigkeitspru¨fers
Um die Ergebnisse des Vollsta¨ndigkeitspru¨fers zu bewerten wird die ha¨ndische Liste der
fehlenden Rollen mit der Liste von fehlenden Rollen des Agenten verglichen.
Da diese aber von der richtigen Wahl eines Pra¨dikates in Cyc abha¨ngen wird erst noch die
Gu¨te der Disambiguierung der Pra¨dikate untersucht.
7.3.1. Evaluation der Disambiguierung
Fu¨r jeden bearbeiteten Satz, muss der Agent fu¨r jede darin vorkommende Teilaussage
ein Pra¨dikat bestimmen, welches die Handlung in dieser mo¨glichst gut beschriebt. Die
Implementierung des Agenten setzt dabei auf die Wahl der wahrscheinlichsten Bedeutung
(vgl. Abschnitt 5.2.1). In den ha¨ndisch erstellten Beschriftungen fu¨r die Eingaben wurde
fu¨r jeden Teil der Aussage eine passende Handlung in Cyc gesucht.
Insgesamt wurden fu¨r 97.8% der Teilaussagen korrekte Pra¨dikate ausgewa¨hlt. Es wurde
aber nicht fu¨r jeden Satz u¨berhaupt ein Pra¨dikat gefunden. Nur in 65.3% der Fa¨lle konn-
te tatsa¨chlich ein Cyc-Pra¨dikat gefunden werden. Diese erstaunlich gute Pra¨zision sollte
aber nicht in jeder Doma¨ne erwartet werden: Die verwendeten Anweisungen aus dem Kor-
pus behandeln alle das gleiche Thema aus dem selben Anwendungsfall. Darin wird einem
Roboter erkla¨rt, wie er den Ablauf von verschiedenen Aufgaben durchfu¨hren soll. Viele
verschiedene Aufnahmen dieser Anweisungen enthalten a¨hnliche Teilschritte. Besonders
Phrasen wie
”
put the cup somehere“ oder
”
take the glass“ sind dabei ha¨ufig vorkommende
Bausteine. Die Anzahl der verwendeten Grundbausteine ist in den Anweisungen - auch auf-
grund der zu bewa¨ltigenden Aufgabe - relativ klein. Zusa¨tzlich tra¨gt zu diesem Pha¨nomen
noch die Sprachkenntnis der Sprecher bei. Unter den 22 Probanden, welche die Aufnah-
men sprechen, befand sich nur ein englischer Muttersprachler. Der Wortschatz dieser ist
denkbar kleiner als bei Muttersprachlern, weshalb vermutlich simple Wo¨rter anstelle von
komplexen Synonymen oder diffizilen Prozesswo¨rtern verwendet werden.
Ebenso ist denkbar, dass die Sprecher eine
”
unnatu¨rliche“, simple Art der Kommunikation
wa¨hlten, da sie wussten, dass die Aufnahmen von einem Computer verstanden werden
sollen.
Das wu¨rde auch die hohe Genauigkeit der Disambiguierung, im Vergleich zu der Wahl
der ha¨ufigsten Bedeutung in anderen Sprachverarbeitungssystemen, erkla¨ren. Die Wahl
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der ersten Bedeutung des Agenten spiegelt dann na¨mlich genau die Wahl des simpelsten
Wortes des Sprechers wieder. Viele der Aussagen sind relativ einfach und pra¨zise formuliert.
Die Aussage
”
place it next to the green cup“ aus dem Korpus ha¨tte auch als
”
leave it next to
the green cup“ formuliert werden ko¨nnen. Eine Disambiguierung aufgrund der ha¨ufigsten
Bedeutung ha¨tte go away from a place - ein falsches Ergebnis - ergeben. Die Fa¨lle in
denen eine Disambiguierung ein falsches Ergebnis liefert, sind Fa¨lle, in denen ein falsches
Verb aus dem Satz ausgewa¨hlt wurde. Im Satz
”
Make sure to close the cupboard“ wurde
zum Beispiel
”
make“ als Pra¨dikat gewa¨hlt und somit ein falsches Ergebnis produziert.
7.3.2. Evaluierung der Vollsta¨ndigkeitspru¨fung
Aufgrund der Wahl der Pra¨dikate wurden im na¨chsten Schritt die beno¨tigten Rollen ge-
sucht, und die Vollsta¨ndigkeit dieser u¨berpru¨ft. Die Rollen fu¨r die Musterlo¨sung wurden
gewa¨hlt, indem manuell ein passendes Pra¨dikat fu¨r die Handlung gewa¨hlt wurde. Eine
Ontologieanfrage ermittelt dann die Rollen fu¨r die Handlung. Diese werden dann ha¨ndisch
reduziert, indem gleiche Rollen vereint, oder zu allgemeine Rollen verworfen werden. Dann
wird fu¨r jede Rolle entschieden ob sie vorhanden, oder nicht vorhanden ist. Zusa¨tzlich wur-
de fu¨r jede fehlende Rolle eine Liste von a¨quivalenten Rollen erstellt. Mittels diesen sollen
unterschiedliche Rollennamen, welche aber die selbe semantische Rolle tragen nicht als
falsche Lo¨sung bewertet werden. Dadurch ko¨nnen nicht in der Musterlo¨sung vorkommen-
den Rollen in diesen Listen gesucht werden. Insbesondere bei Rollennamen wie doneBy
und performedBy gibt es keine definitiv bessere Rolle. Gerade in Cyc sind die mit diesen
Rollen verbundenen Wissensannahmen a¨hnlich, was auch auf der Vererbungsrelation zwi-
schen ihnen basiert. Inhaltlich ergibt sich fu¨r die Rolle keine A¨nderung, es ist also denkbar,
dass mehrere richtige Lo¨sungen fu¨r eine Rolle existieren ko¨nnen.
Mit den Beschriftungen einer Rolle als positiv (fehlt) oder negativ (fehlt nicht) lassen sich
falsch positive, wahr positive, falsch negative und wahr negative Ergebnisse za¨hlen. Die
Ergebnisse dieser Za¨hlung finden sich in der folgender Tabelle.
tp tn fp fn
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Abbildung 7.1.: Evaluationsergebnisse der Vollsta¨ndigkeitspru¨fung
true positive (tp), true negative (tn), false positive (fn), false negative (fn)
Aus diesen Werten lassen sich die folgenden Zahlen berechnen:
Pra¨zision =
35
35 + 33
≈ 0.51 (7.1)
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Ausbeute =
35
35 + 25
≈ 0.58
F1-Maß = 2 ·
35
35+33 · 3535+25
35
35+33 +
35
35+25
≈ 0.55
In Sprache ausgedru¨ckt bedeuten diese Werte: Von den gefundenen, unvollsta¨ndigen Rol-
len, waren etwa 51 Prozent korrekt als unvollsta¨ndig klassifiziert. Außerdem wurden von
allen mo¨glichen fehlenden Rollen etwa 59 Prozent gefunden. Diese relativ niedrige Pra¨-
zision ist auf eine hohe Zahl, an fa¨lschlich fehlenden markierter Rollen zuru¨ckzufu¨hren.
Diese werden von dem Agenten aus verschiedenen Gru¨nden fa¨lschlicherweise als fehlend
markiert. Dazu muss noch genannt werden, dass vom Agenten alle nicht in der Aussage ge-
fundenen Rollen als fehlend markiert werden. Das fu¨hrt in den im Folgenden aufgefu¨hrten
Fa¨llen zu Problemen.
Eine Fehlerquelle ist eine schlechte U¨bertragung der Rollen von anderen Wissensquellen
auf Cyc. Diese basiert auf den Beschriftungen des Rollenerkenners. Allen Nominalphrasen,
welchen dieser keine Bedeutung zuweist, werden auch von diesem Agenten nicht weiter be-
trachtet. Kommt beispielsweise in einer Aussage die Nominalphrase
”
the fridge“ vor, welche
aber vom Rollenerkenner nicht als solche beschriftet wird, kann der Agent dazu passende
Rolle u¨bertragen. Folglich wird eine Rolle als fehlend markiert, obwohl sie eigentlich in der
Aussage vorkam, was zu einem falsch positiven Ergebnis fu¨hrt.
Außerdem gab es Sa¨tze, in denen die Kommentare einzelner Cyc-Rollen besser als alle
anderen Kommentare der restlichen Rollen waren. Dadurch wurde fu¨r alle im Satz vor-
kommenden Entita¨ten die selbe Cyc-Rolle verwendet, und folglich jede weiter als fehlend
markiert. Dies fu¨hrt wiederum zu einer hohen Zahl an falsch positiven Ergebnissen. Ur-
spru¨nglich wurde im Entwurf die Entscheidung getroffen, eine Mehrfachzuweisung von
Cyc-Rollen zuzulassen. Damit sollte es mo¨glich sein, Rollen wie transportees oder pre-
Actors mehreren Entita¨ten zuzuweisen. Semantische Rollen, welche in einer Aussage von
mehreren Entita¨ten getragen werden scheinen jedoch relativ selten vorzukommen. Eine
mo¨gliche Konsequenz wa¨re es, diese Regeln nicht mehr zu verwenden, und eine Rolle nur
noch ein mal pro Aussage zu vergeben, um die Pra¨zision des Agenten zu erho¨hen.
Ein weiteres Problem wird durch einige Pra¨dikate in Cyc verursacht. Das Pra¨dikat Fil-
lingProcess hat keine eigenen semantischen Rolleninformationen. Eine Anfrage via Infe-
renz liefert nur die Rollen, welche in den Oberklassen des Pra¨dikats definiert sind. Diese
sind jedoch sehr generisch und teilweise fu¨r die Aktion sogar unpassend, was dazu fu¨hrt,
dass die Liste von Rollen nun Namen wie objectTranslating, motionPathway-Exact
und toLocation entha¨lt. Solche semantische Rollen sind aber fu¨r die Aktion Filling-
Process nicht beno¨tigt. Eventuell erkennt der Agent im Satz
”
Fill the cup“ noch, dass ein
objectTranslating die Tasse sein ko¨nnte. Auf der Suche nach den korrekten Entita¨ten
fu¨r den Bewegungspfad und Zielort gehen dann spa¨testens die mo¨glichen Entita¨ten aus.
Der Agent markiert diese dann als fehlend, was wiederum zu falsch positiv markierten
Aussagen fu¨hrt. Eine allgemeine Lo¨sung fu¨r dieses Problem ist schwierig, da es direkt auf
Eintra¨gen in der Wissensbasis von Cyc basiert. Grundsa¨tzlich lassen sich die betroffenen
Wissenseintra¨ge anpassen und richtige, sinnvolle Rollen ko¨nnten fu¨r das Pra¨dikat gesetzt
werden. Dies ist aber immer nur dann mo¨glich, wenn bereits aufgefallen ist, das ein solches
problematisches Pra¨dikat vorliegt.
Ebenso la¨sst sich die schlechte Pra¨zision auf die Menge der Cyc-Rollen zuru¨ckfu¨hren. Fu¨r
viele Pra¨dikate sind Rollen gespeichert, welche eventuell sinnvoll sein ko¨nnten. Fu¨r je-
de Bewegung ist motionPathway-Exact, fromLocation und toLocation in der Liste der
semantischen Rollen. Auch ein Versuch diese Rollen zu reduzieren funktioniert nicht, da
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die drei Rollen keine Verallgemeinerungen voneinander sind, oder in ihren Kommenta-
ren ausreichend u¨bereinstimmen. Dies wa¨re aber auch nicht sinnvoll, da diese Rollen an
sich verschiedene Konzepte beschreiben. Das Problem ist jedoch, dass nicht jede Aussage
zwangsla¨ufig die Information fromLocation und motionPathway-Exact beno¨tigt. Bei der
Aktion, die in dem Satz
”
robot go to the dishwasher“ beschrieben wird, reicht es dem Ro-
boter zu wissen, dass er sich zu der Spu¨lmaschine bewegen soll. Diese U¨berspezifikation der
beno¨tigten Informationen fu¨hrt wieder dazu, dass Rollen, welche eigentlich nicht beno¨tigt
wu¨rden, als fehlend markiert werden. Um Probleme aus dieser Kategorie zu lo¨sen ko¨nn-
te zum Beispiel fu¨r ganze Pra¨dikats-Sammlungen, wie etwa Movement-TranslationEvent
(Oberklasse von GoingSomewhere), eine Indexliste erstellt werden, die bestimmte Rollen
aus diesen verbieten.
7.4. Evaluation der automatischen Vervollsta¨ndigung
Die zwei wichtigen Bausteine fu¨r die Vervollsta¨ndigung sind das Finden der richtigen Kon-
zepte aus dem Kontext und der Umgebungsontologie und die Bewertung der Eignung
fu¨r jeden dieser Kandidaten. Diese beiden Teilschritte werden nun im folgenden fu¨r sich
betrachtet evaluiert.
7.4.1. Evaluation des Konstantenfinders
Der Konstantenfinder (Klasse OntologyConnector) u¨bertra¨gt natu¨rlichsprachliche Kon-
zepte auf Cyc-Terme. Die Korrektheit dieser U¨bertragung ist fu¨r das Vervollsta¨ndigen von
Rollen wichtig. Ist beispielsweise das einzig mo¨gliche Konzept fu¨r eine Rolle nicht korrekt
u¨bertragen worden, so kann sie nicht mehr vervollsta¨ndigt werden. Ebenso ist dies pro-
blematisch, wenn aus einer - in Sprache - unpassenden Rolle durch die U¨bertragung eine
passende Cyc-Konstante gefunden wird.
Um den Ansatz zu evaluieren, wurde eine Liste von Konzepten aus der Umgebungsontolo-
gie extrahiert, und einige beim Testen produzierte Beispiele aus dem Kontext gesammelt.
Von den 64 betrachteten Eintra¨gen konnten neun Stu¨ck nicht u¨bertragen werden. In ca.
86% der Fa¨lle wurde also eine Konstante gefunden. Von den verbliebenen 35 einzigartigen
Suchbegriffen wurden 77,14% sinnvoll auf ein Konzept der Ontologie u¨bertragen.
Fu¨r eine relativ simple Disambiguierung erscheint dieses Ergebnis befriedigend. Die auf-
tretenden Fehler lassen sich auf den CycConstantFinder zuru¨ckfu¨hren, der eine Suche in
der Programmierschnittstelle von Cyc verwendet um Konstanten aus Sprache zu generie-
ren. Vermutlich ist bei der Wahl eines Terms u¨ber den CycConstantFinder oftmals eine
falsche Konstante selektiert worden. An dieser Stelle wird der erste, namentlich am besten
passende, Treffer als Konzept u¨bernommen. Komplexere Disambiguierungsverfahren, zum
Beispiel u¨ber den Satzkontext ko¨nnten durchgefu¨hrt werden um die Pra¨zision zu erho¨hen.
An anderen Stellen erlaubt die Cyc-Ontologie keine Ambiguita¨t, da die Begriffe eindeutige
Namen tragen. Die einzige andere Mo¨glichkeit, die noch zu falschen Konzepten fu¨hrt ist,
wenn der einzige Eintrag in Cyc eine andere Bedeutung besitzt als die gewu¨nschte. Dann
ist es nur mo¨glich die Disambiguierung zu verbessern, indem diese neuen gewu¨nschten
Bedeutungen manuell zu Cyc hinzugefu¨gt werden.
7.4.2. Evaluation der Rollenvervollsta¨ndigung
Zur Evaluation des zweiten Ausfu¨hrungsteils des Agenten wird betrachtet, wie gut die
erstellten Kandidaten fu¨r die unvollsta¨ndigen Rollen sind. Auch hierbei muss wieder das
Ergebnisformat beru¨cksichtigt werden, um eine sinnvolle Bewertung zu erstellen.
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Der Agent verwendet fu¨r das Finden der Kandidaten die Liste der unvollsta¨ndigen Rol-
len aus dem letzten Teilschritt. Sind diese bereits fehlerhaft, so wu¨rde der Vergleich mit
einer Musterlo¨sung deutlich schlechter ausfallen, als bei einer Verarbeitung mit der Mus-
terlo¨sung. Damit der Ansatz unabha¨ngig von der vorherigen Verarbeitung erfolgen kann,
werden dem Vervollsta¨ndiger die fehlenden Rollen aus der Musterlo¨sung vorgegeben. So
ko¨nnen alle Ursachen fu¨r Fehler direkt beim Agenten, bzw. dem konkreten verwendeten
Ansatz, angenommen werden und nicht mehr bei vorangegangenen Schritten.
Als Bewertungsmetrik wurden fu¨r jede vervollsta¨ndigte Rolle gepru¨ft, ob die Vervollsta¨ndi-
gung sinnvoll ist oder nicht. Die Evaluation wurde dabei auf verschiedene Rollen aufgeteilt,
da die Pru¨fung auf Annahmen zu diesen basiert und auch pro Rolle unterschiedlich ausfa¨llt.
Somit soll bestimmt werden, ob es Rollen gibt, die besonders gut vervollsta¨ndigt werden
ko¨nnen, und Rollen identifiziert werden, fu¨r die eine Vervollsta¨ndigung schwer fehlt.
Unter der 79 unvollsta¨ndigen Rollen befand sich 59 mal die Rolle
”
doneBy“. Diese Rolle
wurde als korrekt gelo¨st angesehen, wenn das Konzept Person gewa¨hlt wurde. In der
Ontologie ha¨tte auch ein neues Konzept fu¨r Armar angelegt werden ko¨nnen, welches dann
von der Klasse Person geerbt ha¨tte. Diese Oberklasse Klasse Person wurde gewa¨hlt, da
Armar als humanoider Roboter a¨hnliche Eigenschaften wie ein menschlicher Handelnder
haben soll. Da aber in ein erstelltes Ontologiekonzept keine weiteren Eigenschaften neben
dem Namen eingetragen wa¨ren, wurde fu¨r Testzwecke weiterhin die Konstante Person
verwendet. Fu¨r jede fehlende doneBy-Rolle wurde das richtige Konzept gewa¨hlt.
Fu¨r die verbleibenden Rollen sind die Anzahl der richtigen und falschen Vervollsta¨ndigun-
gen in der folgenden Tabelle aufgefu¨hrt.
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Abbildung 7.2.: Anzahl der sinnvollen Ergebnisse (blau) und der nicht sinnvollen Ergeb-
nisse (rot) je Rolle
Durchschnittlich wurde also, abseits von doneBy, mit einer 25 prozentigen Wahrscheinlich-
keit ein richtiges Konzept fu¨r die verbleibenden Rollen gefunden. An dieser Zahl la¨sst sich
ablesen, dass fu¨r viele der Pra¨dikate keine sinnvollen Handlungstra¨ger gefunden werden.
Die Ausnahme dazu ist jedoch die Rolle doneBy, welche in jedem Fall sinnvoll vervollsta¨n-
digt wurde. Das erfolgt aufgrund der Annahme in Cyc, dass ein Handlungstra¨ger der Rolle
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doneBy eine Instanz der Sammlung Individual sein muss. Alle Objekte aus dem Kontext
und der Umgebungsontologie sind jedoch unbelebte Gegensta¨nde. Bei der groben Pru¨fung
der Kandidaten fallen all diese weg, da sie keine Unterklassen von Individual sein ko¨n-
nen. Damit bleibt fu¨r die Rolle doneBy nur noch eine Entita¨t u¨brig, die dann richtigerweise
gewa¨hlt wird.
Bei den anderen Rollen war ein Beweis der Tauglichkeit schwieriger. Viele Pra¨dikate defi-
nieren den sehr allgemeinen Argumenttypen SomethingExisting. Damit kann durch die
grobe Pru¨fung praktisch kein Konzept ausgeschlossen werden.
Im zweiten Schritt der Pru¨fung wurden genauere Annahmen aus der Ontologie gepru¨ft.
Diese wurden auf den verbleibende Kandidaten angewendet, welche in diesem Fall weiter-
hin fast alle waren. Dabei kann es aber leicht vorkommen, dass zum Beispiel durch das
Vorkommen von Microwave und Refrigerator im Kontext beide Konzepte die selbe Be-
wertung erhalten. Dies liegt daran, dass die Annahmen zur U¨berpru¨fung der Eignung auf
Eigenschaften wie
”
openable“ bezieht. Fu¨r jedes der Konzepte gilt dies, wodurch sie auch
beide vom Agenten als gleich geeignet bewertet werden.
Eine Verbesserung dieses Fehlertyps la¨sst sich eventuell erzielen, indem explizit der Kon-
text der Situation zuerst fu¨r die Vervollsta¨ndigung verwendet wird und erst danach die
Umgebungsontologie. In den Sa¨tzen aus dem Korpus wird meistens nur eine der beiden
o¨ffenbaren Entita¨ten - Ku¨hlschrank und Mikrowelle - genannt. Die andere wird u¨ber die
Umgebungsontologie zur Aussage hinzugefu¨gt. Korrekt wa¨re in vielen Fa¨llen jedoch die
Entita¨t, welche sich im Kontext befindet.
Ein weiterer Grund, der vermutlich zu der geringen Genauigkeit des Agenten beitra¨gt ist
die U¨bertragung der Konzepte aus dem Kontext und der Umgebungsontologie auf Konzep-
te aus Cyc. In einigen Aussagen wird zum Beispiel statt der richtigen Entita¨t Refriderator
das Konzept Container ausgegeben. Dieses wurde fa¨lschlicherweise als Hypernym (Ober-
bergriff) von Cup aus dem Modell des Kontextes extrahiert. Daraus folgt dasselbe Problem,
denn eine in Cyc o¨ffenbarer Container erha¨lt dann vom Agenten die selbe Bewertung wie
das in diesem Fall richtige Wort Refrigerator. Außerdem erkennt man hieran Probleme
in der Implementierung des Agenten. Diese selektiert offenbar nicht nur Entita¨ten aus dem
Kontextmodell, sondern auch andere Konzepte, die dann hier zu Fehlern fu¨hren.
Insgesamt ist die U¨berpru¨fung der Kandidaten nur sehr grob. Die Implementierung des
Agenten verwendet nur eine kleine Menge des Wissens aus Cyc. Eine Steigerung der Ge-
nauigkeit ist durch den Zuzug von weiterem Wissen, und anderen Pru¨fmetriken vermutlich
noch mo¨glich.
8. Zusammenfassung und Ausblick
Diese Arbeit bescha¨ftigte sich mit der Entwicklung eines Ansatzes zur Erkennung von un-
vollsta¨ndigen Aussagen in gesprochener Sprache. Ebenfalls wurde betrachtet, ob und wie
solche entdeckten Probleme automatisch gelo¨st werden ko¨nnen. Dazu wurden vorerst Ar-
beiten vorgestellt, die im Bereich der Sprachverarbeitung und der Informationsextraktion
verschiedene a¨hnliche Probleme aufgreifen.
Daraufhin wurde eine breite Problemanalyse durchgefu¨hrt und darauf basierend ein An-
satz entwickelt, der in natu¨rlichsprachlichen Aussagen Unvollsta¨ndigkeiten erkennt und
diese automatisch wieder vervollsta¨ndigt. Dazu wurde ein wissensbasierter Ansatz verwen-
det, der auf Annahmen und Regeln aus diversen Ontologien zuru¨ckgreift. Zuerst werden
hierzu Beschriftungen von einem Rollen- und Aktionserkenner generiert, die dann auf Rol-
len in der Cyc-Ontologie u¨bertragen werden. U¨ber Listen, welche in Cyc Aktionen Rollen
zuweisen, kann dann eine Angabe zur Vollsta¨ndigkeit der Aussage gemacht werden. Mit-
hilfe dieser Informationen wurden dann Kandidaten aus dem Kontext der Situation und
einer Umgebungsontologie zur Vervollsta¨ndigung der Aussagen u¨berpru¨ft. Dazu wurden
Wissensannahmen u¨ber die Rollen auf die Kandidaten angewendet, um nicht sinnvolle
Kandidaten verwerfen zu ko¨nnen und passende Kandidaten zu selektieren. Der implemen-
tierte Agent erzielte dabei beim Erkennen von unvollsta¨ndigen Aussagen eine Pra¨zision von
51% und beim Vervollsta¨ndigen von Rollen eine Genauigkeit von 100%, falls das Subjekt
des Satzes fehlte und 25% fu¨r alle anderen fehlenden Rollen.
Trotz dieser relativ geringen Pra¨zision, bzw. Genauigkeit folgen aus diesem Ansatz noch
weitere interessante Ideen, die verfolgt werden ko¨nnten um die Ergebnisse zu verbessern.
Der Agent produziert neben den eigentlichen Ergebnissen fu¨r viele der in dem Satz vor-
kommenden Wo¨rter Cyc-Konzepte. Dabei wa¨re es spannend zu u¨berpru¨fen, ob durch die
Betrachtung dieser noch andere Aussagen u¨ber die Sa¨tze gemacht werden ko¨nnen, als nur
zur Vollsta¨ndigkeit. Eine Betrachtung der gesamten Aussage, und einer Darstellung des
gesamten Satzes in CycL wu¨rde bedeuten, dass mittels geeigneter Pra¨dikate und Inferenz
der gesamte Satzinhalt mit Wissen aus der Ontologie verglichen werden kann. Dadurch
ko¨nnten Sa¨tze inhaltlich betrachtet werden und eventuelle Widerspru¨che und Probleme
auch zwischen den Rollen ko¨nnten somit gefunden werden.
Viele falsche Vervollsta¨ndigungen wurden nur produziert, weil nicht ausreichend detailliert
gepru¨ft wurde, ob Eintra¨ge sinnvoll sein ko¨nnten oder nicht. Anderen detaillierter Pru¨f-
metriken ko¨nnten auf Basis der Cyc Ontologie entwickelt werden. Ebenso interessant wa¨re
es noch zu verfolgen, welcher weiteren Mo¨glichkeiten sich mit dem von Cycorp geplanten
Nl-to-CycL Modul ergeben.
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A. Penn Treebank Tagset
Tag Description
CC Coordinating conjunction
CD Cardinal number
DT Determiner
EX Existential there
FW Foreign word
IN Preposition or subordinating conjunction
JJ Adjective
JJR Adjective, comparative
JJS Adjective, superlative
LS List item marker
MD Modal
NN Noun, singular or mass
NNS Noun, plural
NNP Proper noun, singular
NNPS Proper noun, plural
PDT Predeterminer
POS Possessive ending
PRP Personal pronoun
PRP Possessive pronoun
RB Adverb
RBR Adverb, comparative
RBS Adverb, superlative
RP Particle
SYM Symbol
TO to
UH Interjection
VB Verb, base form
VBD Verb, past tense
VBG Verb, gerund or present participle
VBN Verb, past participle
VBP Verb, non-3rd person singular present
VBZ Verb, 3rd person singular present
WDT Wh-determiner
WP Wh-pronoun
WP Possessive wh-pronoun
WRB Wh-adverb
B. VerbNet Glosses
Thematic Role Role Description
Actor Participant that is the instigator of an event
Agent Actor in an event who initiates and carries out the event intentio-
nally or consciously, and who exists independently of the event.
Asset Value that is a concrete object.
Attribute Undergoer that is a property of an entity or entities, as opposed to
the entity itself.
Beneficiary Undergoer in a state or an event that is (potentially) advantaged or
disadvantaged by the event or state
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Cause Actor in an event (that may be animate or inanimate) that initiates
the event, but that does not act with any intentionality or cons-
ciousness; it exists independently of the vent.
Co-Agent Agent who is acting in coordination or reciprocally with another
agent while participating in the same event (specific to events with
symmetrical participants).
Co-Patient Patient that participates in an event with another patient, both
participate equally in the event (specific to events with symmetrical
participants).
Co-Theme Theme that participates in an event or state with another Theme;
both participate equally (thereby distinguishing this role from Pivot;
specific to events with symmetrical participants).
Destination Goal that is a concrete, physical location.
Duration Length or extent of time.
Experiencer Patient that is aware of the event undergone (specific to events of
perception).
Extent Value indicating the amount of measurable change to a participant
over the course of the event.
Final Time Time that indicates when an event ends or a state becomes false
Frequency Number of occurrences of an event within a given time span.
Goal Place that is the end point of an action and exists independently of
the event
Initial Location Source that indicates the concrete, physical location where an event
begins or a state becomes true.
Initial Time Time that indicates when an event begins or a state becomes true
Instrument Undergoer in an event that is manipulated by an agent, and with
which an intentional act is performed; it exists independently of the
event
Location Place that is concrete
Material Patient that exists at the starting point of action (inheritance from
Source), which is transformed through the event into a new entity;
concrete or abstract.
Participant Entity involved in a state or event.
Patient Undergoer in an event that experiences a change of state, location
or condition, that is causally involved or directly affected by other
participants, and exists ndependently of the event.
Pivot Theme that participates in an event with another theme unequally.
Pivot is much more central to the event (thereby distinguishing it
from CoTheme).
Place Participant that represents the state in which an entity exists.
Product Result that is a concrete object
Recipient Destination that is animate.
Result Goal that comes into existence through the event.
Source Place that is the starting point of action; exists independently of
the event
Stimulus Cause in an event that elicits an emotional or psychological response
(specific to events of perception)
Time Participant that indicates an instant or an interval of time during
which a state exists or an event took place.
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Theme Undergoer that is central to an event or state that does not have
control over the way the event occurs, is not structurally changed
by the event, and/or is characterized as eing in a certain position or
condition throughout the state.
Trajectory
Topic Theme characterized by information content transferred to another
participant (specific to events of communication).
Undergoer Participant in a state or event that is not an instigator of the event
or state
Value Place along a formal scale
