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ABSTRACT 
 
 Since the available frequency spectrum is scare, the future systems which relay on 
broadband applications such as high-speed wireless computer networks should be 
characterized by significantly enhanced spectral efficiency in order to increase the speed of 
operation and network capacity. A very promising approach is to use multiple antennas at 
both the transmitter and receiver (i.e. a Multi-Input Multi-Output (MIMO) system). With 
such a system the throughput can be increased by simultaneously transmitting different 
streams of data on the different transmit antennas. Although these parallel data streams are 
mixed up in the air, they can be recovered at the receiver using multiple receive antennas.  
 
 The problem with most of the wireless communication systems now-a-days is multi-
path fading effects. Frequency Division multiplexing (FDM) is one of the possible solutions, 
where the available fading channel bandwidth is partitioned into multiple flat narrow band 
channels. Orthogonal Frequency Division Multiplexing (OFDM) has become a popular 
modulation method in high speed wireless communications. By providing orthogonality 
between the flat narrowband channels, OFDM is able to mitigate the effects of multi-path 
fading using an equalizer. In a typical OFDM broadband wireless communication system, a 
guard interval is inserted to avoid the inter-symbol interference (ISI) and the inter-carrier 
interference (ICI). This guard interval is required to be at least equal to the maximum channel 
delay spread. Otherwise equalization is required at the receiver. 
  
 In this thesis, a semi-blind time-domain equalization technique is proposed for general 
MIMO OFDM systems. The received OFDM symbols are shifted by more than or equal to 
the cyclic prefix (CP) length, and a blind equalizer is designed to completely suppress both 
inter-carrier interference (ICI) and inter-symbol interference (ISI) using second-order 
statistics of the shifted received OFDM symbols. Only a one-tap equalizer is needed to detect 
the time domain signals from the blind equalizer output, and one pilot OFDM symbol is 
utilized to estimate the required channel state information for the design of the one-tap 
equalizer. Simulation results show that this technique is robust against the number of shifts in 
excess of the CP length. 
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1.1 Introduction to Frequency Division Multiplexing 
 
In a basic communication system, the data are modulated onto a single carrier 
frequency. The available bandwidth is then totally occupied by each symbol. This kind of 
system can lead to inter-symbol-interference (ISI) in case of frequency selective channel. The 
basic idea of OFDM is to divide the available spectrum into several orthogonal subchannels 
so that each narrowband subchannel experiences almost flat fading. Orthogonal frequency 
division multiplexing (OFDM) is becoming the chosen modulation technique for wireless 
communications. OFDM can provide large data rates with sufficient robustness to radio 
channel impairments. In an OFDM scheme, a large number of orthogonal, overlapping, 
narrow band sub-carriers are transmitted in parallel. These sub-carriers divide the available 
transmission bandwidth. The separation of the sub-carriers is such that the efficiency of 
spectral utilization is high. With OFDM, it is possible to have overlapping subchannels in the 
frequency domain, thus increasing the transmission rate. The use of FFT technique to 
implement modulation and demodulation functions makes it computationally more efficient.  
 
The attractive feature of OFDM is the way it handles the multipath interference at the 
receiver. Multipath phenomenon generates two effects (a) Frequency selective fading and (b) 
Intersymbol interference (ISI). The "flatness" perceived by a narrowband channel overcomes 
the frequency selective fading. On the other hand, modulating symbols at a very low rate 
makes the symbols much longer than channel impulse response and hence reduces the ISI. 
Insertion of an extra guard interval between consecutive OFDM symbols can reduce the 
effects of ISI even more but leads to low system capacity. To achieve high system capacity 
for multimedia applications in wireless communications, various methods have been 
proposed in recent years. Among them, the multiple input– multiple output (MIMO) system 
using multiple antennas at both the transmitter and the receiver has attracted a lot of research 
interest due to its potential to increase the system capacity without extra bandwidth [1]. 
 
To combat the effect of frequency selective fading, MIMO is generally combined 
with orthogonal frequency-division multiplexing (OFDM) technique, which transforms the 
frequency-selective fading channels into parallel flat fading subchannels, as long as the cyclic 
prefix (CP) inserted at the beginning of each OFDM symbol is longer than or equal to the 
channel length [2]. In this case, the signals on each subcarrier can be easily detected by a one-
tap frequency domain equalizer (FDE). In cases where a short CP is inserted for increasing 
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bandwidth efficiency, or because of some unforeseen channel behavior, the effect of 
frequency-selective fading cannot be completely eliminated, and intercarrier interference 
(ICI) and intersymbol interference (ISI) will be introduced. In this case, the signals on each 
subcarrier can be easily detected by a one-tap time domain equalizer (TDE). Equalization 
techniques are thus important in MIMO-OFDM systems. 
 
1.2 Motivation  
The radio environment is harsh, due to the many reflected waves (multi path 
propagation) and other effects. Use of adaptive equalization techniques at the receiver could 
be a solution, but there are practical difficulties in operating this equalization in real-time at 
several Mbps with compact, low-cost hardware. A promising candidate that eliminates a need 
for the complex equalizers is the Orthogonal Frequency Division Multiplexing (OFDM), a 
multiple carrier modulation technique. OFDM is robust in adverse channel conditions and 
allows a high level of spectral efficiency. The OFDM waveform can be easily modified to 
adjust to the delay spread of the channel. OFDM can handle large delay spreads easier to do 
the independence of the carriers and the flexibility of varying the cyclic prefix length.  
 
Multiple access techniques which are quite developed for the single carrier 
modulations (e.g. TDMA, FDMA) have made it possible to share a single communication 
medium by multiple numbers of users simultaneously. The sharing is required to achieve high 
capacity by simultaneously allocating the available bandwidth to multiple users without 
severe degradation in the performance of the system [3]. FDMA and TDMA are the well 
known multiplexing techniques used in wireless communication systems. While working 
with the wireless systems using these techniques various problems encountered are (1) multi-
path fading (2) time dispersion which lead ISI (3) lower bit rate capacity (4) requirement of 
larger transmit power for high bit rate and (5) less spectral efficiency.  
 
Disadvantage of FDMA technique is its bad spectrum usage. Disadvantage of TDMA 
technique is multi-path delay spreading problem. In a typical terrestrial broadcasting, the 
transmitted signal arrives at the receiver using various paths of different path lengths. Since 
multiple versions of the signal interfere with each other, it becomes difficult to extract the 
original information. The orthogonal frequency division multiplexing (OFDM) provides 
better solution for the above mentioned problems by using MIMO technique. 
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1.3 Literature Survey  
In the classical parallel data system, the total signal frequency band is divided into N 
non-overlapping frequency subchannels. Each subchannel is modulated with a separate 
symbol and then the N subchannels are frequency-multiplexed. It seems good to avoid 
spectral overlap of channels to eliminate interchannel interference (ICI). However, this leads 
to inefficient use of the available spectrum. To cope with the inefficiency, the idea proposed 
from the mid-1960s was to use parallel data and FDM with overlapping subchannels, where 
each subchannel carries a signaling rate „b‟ bps, spaced „b‟ Hz apart in frequency to avoid the 
use of high-speed equalization and to combat impulsive noise and multipath distortion, as 
well as to fully use the available bandwidth. This takes advantage of frequency null of all 
frequencies except the desired one. 
 
In a single-carrier system, a single fade or interferer can cause the entire link to fail, 
but in a multicarrier system, only a small percentage of the single carrier system (SCs) will be 
affected. Error-correction coding can then be used to correct for the few erroneous SCs [4]. 
Figure 1.1 illustrates the difference between the conventional non overlapping multicarrier 
technique and the overlapping multicarrier modulation technique. By using the overlapping 
multicarrier modulation technique, we can save almost 50% of bandwidth. To realize this 
technique, however, we need to reduce cross talk between SCs, which means that we require 
orthogonality between different modulated carriers. 
 
The concept of using parallel data transmission by means of frequency division 
multiplexing (FDM) was reported in mid 60s [5, 6]. Some early developments were happened 
in the 50s. A patent was filled and issued in January 1970. The idea was to use parallel data 
streams and FDM with overlapping sub channels to avoid the use of high-speed equalization 
and to combat impulsive noise, multipath distortion as well as to use the entire available 
bandwidth. The initial applications were in the military communications. In the 
telecommunications field, the terms of discrete multi-tone (DMT), multichannel modulation 
and multicarrier modulation (MCM) are widely used and sometimes they are interchangeable 
with OFDM. In OFDM, each carrier is orthogonal to all other carriers. However, this 
condition is not always maintained in MCM [7].  
 
Orthogonal Frequency Division Multiplexing (OFDM) is an alternative wireless 
modulation technology to CDMA. OFDM has the potential to surpass the capacity of CDMA 
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systems and provide the wireless access method for 4G systems. OFDM is a modulation 
scheme that allows digital data to be efficiently and reliably transmitted over a radio channel, 
even in multipath environments. 
 
OFDM is an optimal version of multicarrier transmission schemes. In 1971 Weinstein 
and Ebert [8] demonstrated the use of discrete Fourier transform (DFT) [9] to parallel data 
transmission system as part of the modulation and demodulation process. In the 1980s, 
OFDM has been ideally applied for high speed modems, digital mobile communications [10] 
and high-density recording. 
 
        Ch. 1            Ch. 2            Ch. 3            Ch. 4            Ch. 5            Ch. 6             Ch. 7        
 
 
 
 
 
(a)                                                                Frequency 
 
 
 
 
                                                                                         Savings in bandwidth 
                                                                                               
 
 
 
(b)                                                              Frequency 
 
Figure 1.1: Concept of the OFDM signal: (a) conventional multicarrier technique, and 
(b) orthogonal multicarrier modulation technique. 
Various fast modems have been developed for telephone networks. In the 1990s, 
OFDM has been exploited for wideband data communications over mobile radio FM 
channels [11], wireless LAN (WLAN) [12], wireless multimedia communication, asymmetric 
digital subscriber lines (ADSL) [13], very high speed digital subscriber lines (VHDSL), 
digital audio broadcasting (DAB) and HDTV terrestrial broadcasting[14]. A brief history of 
OFDM technique and its applications are listed in Table 1.1. In the past few years, 
application of OFDM technique in WLAN approach has received a considerable attention. 
This technique has been adopted in the WLAN standards of IEEE 802.11a in North America 
and HIPERLAN/2 in Europe. It has also been used for the IEEE 802.11g and the IEEE 
802.16 WLAN standards. 
 6 
 
1957 Kineplex, multi-carrier high frequency (HF) modem 
1966 R. W. Chang, Bell Labs, OFDM paper patent 
1971 Weinstein & Ebert proposed the use of FFT and guard interval 
1985 Cimini described the use of OFDM for mobile communications 
1995 ETSI established the first OFDM based standard, digital audio broadcasting 
(DAB) standard 
1997 Broadband internet with asymmetrical digital subscriber line (ADSL) was 
employed 
1998 Magic WAND project demonstrated OFDM modems for wireless LAN 
1999 IEEE 802.11a and HIPERLAN/2 standards were established for WLAN 
2000 Vector OFDM (V-OFDM) for a fixed wireless access 
2001 OFDM was considered for the IEEE 802.11g and the IEEE 802.16 standards 
Table 1.1 History of OFDM technique and its applications 
 
1.4 Contribution of Thesis  
Using MATLAB, simulation of MIMO-OFDM is done with different modulation 
techniques using DFT and IDFT techniques. The digital modulation schemes such as BPSK 
and QPSK were selected to assess the performance of the designed OFDM system by finding 
their bit error rate (BER) for different values of signal to noise ratio (SNR).  
A blind equalizer is designed to completely suppress both inter-carrier interference 
(ICI) and inter-symbol interference (ISI) using second-order statistics (SOS) of the shifted 
received OFDM symbols. This technique is applied with different number of shifts in the 
received symbols. The whole simulation is done for both the cyclic prefix (CP) and zero 
padding (ZP) techniques by varying the length of CP added and compared their Bit error rate 
(BER) performance.  
 
1.5 Thesis Organization 
Following the introduction, the rest of the thesis is organized as follows. Chapter 2 
gives an overview of OFDM. It describes OFDM basic principle, its working model, 
properties, parameters, and applications. Chapter 3 describes the multipath environment, 
MIMO techniques and application of MIMO to OFDM i.e. MIMO-OFDM. Chapter 4 
describes different equalization techniques used in wireless communication systems. Chapter 
5 describes OFDM simulations and results using semi-blind time domain equalization 
technique. Then the conclusion to my work and the points to possible directions for future 
work are given in further sessions. References are included at the end of this thesis.
  
 
CHAPTER- 2 
 
 
  
 
 
An Introduction to OFDM
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2.1 Introduction  
 
A sinusoidal wave behaves as an eigen function for a linear time invariant (LTI) 
system and is less susceptible to interference. Hence a sine wave is suitable for transmission 
on a multi-tap channel. The sine waves used for transmission should be over sufficiently long 
intervals of time in order to preserve the eigen property. Therefore distinct multiple sinusoids 
of sufficient duration modulated by data symbols can be used to transmit data with a lesser 
degradation in performance. However, adjacent sub-carriers in frequency should be separated 
by guard bands to prevent overlap of information between them resulting in poor bandwidth 
efficiency. 
 
2.2 Orthogonality of signals 
 
 The main concept in OFDM is Orthogonality of the sub-carriers. Since the carriers are 
all either sin or cosine waves, we know that the area under the sine wave or cosine wave is 
zero as shown in Figure 2.1. 
  
Figure 2.1: The area under a sine and a cosine wave over one period. 
  
 Let‟s take a sine wave of frequency m and multiply it by a sinusoid (sine or cosine) of 
a frequency n, where both m and n are integers. The integral or the area under this product is 
given by 
    f(t)  =  sin(mwt) * sin(nwt)                                                 (2.2.1) 
20 40 60 80 100
-1
-0.5
0
0.5
1
+ve Area
+ve Area
Positive and Negative
areas cancel each
other.
20 40 60 80 100
-1
-0.5
0
0.5
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 9 
 
By the simple trigonometric relationship, the equation 2.2.1 is equal to sum of two sinusoids 
(n-m) and (n+m),   if  n>m 
                                         )cos(
2
1
)cos(
2
1
mnmn                                                      (2.2.2) 
Again these two components are sinusoids each, so the integral over one period is zero. 
                                        
2
0
2
0
))cos((
2
1
))cos((
2
1
dttmndttmn                                  (2.2.3) 
                                        = 0 – 0 = 0. 
 
Figure 2.2: The area under a sine wave multiplied by its own harmonic is zero always 
 
 It can be concluded that when a sinusoid of frequency n is multiplied by a sinusoid of 
frequency m/n, the area under the product is zero. This is shown in Figure 2.2. The positive 
area (gray colored) and the negative area (black colored) are equal in magnitude over one 
period and hence cancel each other. In general for all integers m and n the functions sin(nx), 
sin(mx), cos(mx) and cos(nx) are all orthogonal to each other. These frequencies are called 
“Harmonics”. 
 
 This idea is the key to understand the working of OFDM. The orthogonality allows 
simultaneous transmission on a single large sub-carrier in a tight frequency space without 
interference from each other. In essence this is similar to Code Division Multiple Access 
(CDMA), where codes are used to make data sequence independent (also orthogonal); which 
allows many independent users to transmit in same space successfully [15].  
f(t)  =  sin(wt) * sin(nwt)  Sine wave multiplied by its harmonic 
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2.3 What is OFDM? 
OFDM is simply defined as a form of multi-carrier modulation where the carrier 
spacing is carefully selected so that each sub carrier is orthogonal to the other sub carriers. 
Two signals are orthogonal if their dot product is zero. That is, two signals are taken and 
multiplied together. If their integral over an interval is zero, then two signals are orthogonal 
in that interval. Orthogonality can be achieved by carefully selecting carrier spacing, such as 
letting the carrier spacing be equal to the reciprocal of the useful symbol period. As the sub 
carriers are orthogonal, the spectrum of each carrier has a null at the center frequency of each 
of the other carriers in the system. This results in no interference between the carriers, 
allowing them to be spaced as close as theoretically possible. Mathematically, suppose there 
is a set of signals Ψ and let Ψp be the p
th
 element in the set. Then, 
                                      
qpfor
qpforK
tt
Ta
a
qp
__0
__
)()( *                                                   (2.3.1) 
The signals are orthogonal if the integral value is zero over the interval [a a+T], where T is 
the symbol period. Since the carriers are orthogonal to each other the nulls of one carrier 
coincides with the peak of another sub carrier. As a result it is possible to extract the sub 
carrier of interest. 
 
Figure 2.3: Frequency spectrum of OFDM transmission. 
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Figure 2.4: Carrier signals in an OFDM transmission 
OFDM transmits a large number of narrowband subchannels. The frequency range 
between carriers is carefully chosen in order to make them orthogonal each another. In fact, 
the carriers are separated by an interval of 1/T, where T represents the duration of an OFDM 
symbol. The frequency spectrum of an OFDM transmission is illustrated in Figure 2.3. The 
Figure indicates the spectrum of carriers significantly over laps over the other carrier. This is 
contrary to the traditional FDM technique in which a guard band is provided between each 
carrier. Each „sinc‟ of the frequency spectrum in Figure 2.3 corresponds to a sinusoidal 
carrier modulated by a rectangular waveform representing the information symbol. One could 
easily notice that the frequency spectrum of one carrier exhibits zero-crossing at central 
frequencies corresponding to all other carriers. At these frequencies, the intercarrier 
interference is eliminated, although the individual spectra of subcarriers overlap. It is well 
known that orthogonal signals can be separated at the receiver by correlation techniques. The 
receiver acts as a bank of demodulators, translating each carrier down to baseband, the 
resulting signal then being integrated over a symbol period to recover the data. If the other 
carriers beat down to frequencies which, in the time domain means an integer number of 
cycles per symbol period (T), then the integration process results in a zero contribution from 
all these carriers [16]. The waveforms of some of the carriers in an OFDM transmission are 
illustrated in Figure 2.4.  
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From the Figures illustrated, it is clear that OFDM is a highly efficient system and 
hence is often regarded as the optimal version of multi-carrier transmission schemes. The 
number of sub channels transmitted is fairly arbitrary with certain broad constraints, but in 
practical systems, sub-channels tend to be extremely numerous and close to each other. For 
example the number of carriers in 802.11a wireless LAN (WLAN) is 48 while for Digital 
Video Broadcast (DVB) it is as high as 6000 sub carriers. 
It is worth mentioning here that relative to a single carrier Modulation technique 
(SCM), the OFDM system provides a better symbol rate for the total available bandwidth. 
This characteristic is not a problem given that the carriers overlap significantly. The slow 
x
x)sin(
 roll off, which provides a wider carrier bandwidth, is only an issue at the edge of the 
channel spectrum. Standards like IEEE 802.11a allow the rectangular pulse to be modified 
such that the rising and falling edges are soften (Raised cosine) at the edge of their assigned 
spectrum. This helps constrain the spectrum without affecting data transmissions.  
 
2.4 Mathematical Analysis 
With an overview of the OFDM system, the mathematical definition of the 
modulation system is presented here. It is important to know that the carriers generated by the 
IFFT chip are mutually orthogonal. This is true from the very basic definition of an IFFT 
signal. This allows understanding how the signal is generated and how receiver must operate. 
Mathematically, each carrier can be described as a complex wave: 
                 ))()((*)()( ttjCC CcetAtS                                                                         (2.4.1) 
The real signal is the real part of Sc(t). Ac(t) and Φc(t) are the amplitude and phase of 
the carrier „C‟ and can vary over a symbol by symbol basis. The values of the parameters are 
constant over the symbol duration period. OFDM consists of many carriers. Thus the 
complex signal Sc(t) is represented by: 
  
1
0
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1
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N
n
ttj
nC
nnetA
N
tS                                                      (2.4.2)        
Where  nn 0   
is the n
th
 carrier with 0 as the initial carrier and  is the carrier 
spacing. 
 This is the case of continuous signal. If the waveform of each component of the signal 
over one symbol period is considered, then the variables Ac(t) and Φc(t) take on fixed values, 
which depend on the frequency of that particular carrier, and so can be rewritten as: 
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                     CC t)(        and        CC AtA )(              (2.4.3) 
If the signal is sampled using a sampling frequency of 1/T, then the resulting signal is 
represented by:   
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kTS                                 (2.4.4) 
At this point the signal under analysis is restricted to N samples only. It is convenient to 
sample over the period of one data symbol. Thus we have a relationship: t=NT. By 
simplifying equation (2.4.4), without a loss of generality by letting ω0=0, the signal can be 
represented as: 
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Now equation (2.4.5) can be compared with the general form of the inverse Fourier transform 
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In equation (2.4.5) the function  “An e
jΦn
 “ is no more than a definition of the signal in the 
sampled frequency domain, and Sc(kT) is the time domain representation.  
 
Equations 2.4.6 and 2.4.7 are equivalent if and only if: 
             
11
2 NT
f ,  is a constant.                                                       (2.4.7) 
This is the same condition that was required for orthogonality Thus, one consequence of 
maintaining orthogonality is that the OFDM signal can be defined by using Fourier transform 
procedures. 
 
2.5 Principles of OFDM 
 
 In a conventional serial data system, the symbols are transmitted sequentially, one by 
one, with the frequency spectrum of each data symbol allowed to occupy the entire available 
bandwidth. A high rate data transmission supposes very short symbol duration, conducing at 
a large spectrum of the modulation symbol. There are good chances that the frequency 
selective channel response affects in a very distinctive manner the different spectral 
components of the data symbol, hence introducing the ISI [17].  
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 The same phenomenon, regarded in the time domain consists in smearing and 
spreading of information symbols such, the energy from one symbol interfering with the 
energy of the next ones, in such a way that the received signal has a high probability of being 
incorrectly interpreted. Intuitively, one can assume that the frequency selectivity of the 
channel can be mitigated if, instead of transmitting a single high rate wide band data stream, 
we can transmit the data simultaneously on several narrow-band subchannels (with a different 
carrier corresponding to each sub-channels). This provides a flat frequency response for each 
channel. This is represented in Figure 2.5.  
 Hence, for a given data rate, increasing the number of carriers reduces the data rate 
that each individual carrier can provide, therefore lengthening the symbol duration on each 
subcarrier. Slow data rate on each subchannel merely means that the effects of ISI are 
severely reduced. This is the basic idea that lies behind OFDM.  
  
 
Figure 2.5: The frequency selective channel response and relatively flat response on each sub 
channel 
  
 Transmitting the data among a large number of closely spaced subcarriers accounts 
for the “frequency division multiplexing” (FDM), the second part of the name OFDM. Unlike 
the classical FDM technique, OFDM will provide much higher bandwidth efficiency as 
shown in Figure 1.1. This is due to the fact that in OFDM the spectra of individual 
subcarriers are allowed to overlap. In fact, the carriers are carefully chosen to be orthogonal 
each other. It is well known that the orthogonal signals do not interfere and they can be 
separated at the receiver by correlation techniques. Orthogonality of the subcarriers accounts 
for the first part of the OFDM name. 
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2.5.1 OFDM system block diagram 
 Figure 2.6 presents a classical OFDM transmission scheme that uses Fast Fourier 
Transform (FFT). The input data sequence is baseband modulated, using a digital modulation 
scheme. Various modulation schemes could be employed such as BPSK, QPSK (also with 
their differential form) and QAM with several different signal constellations. There are also 
forms of OFDM where a distinct modulation on each subchannel is performed (e.g. 
transmitting more bits using an adequate modulation method on the carriers that are more 
“confident”, like in ADSL systems). The modulation is performed on each parallel sub 
stream that is on the symbols belonging to adjacent DFT frames. The data symbols are 
parallelized in N different sub streams. Each sub stream will modulate a separate carrier 
through the IFFT modulation block, which is the key element of OFDM scheme. A cyclic 
prefix is inserted in order to eliminate the inter symbol interference (ICI) and inter block 
interference (IBI) [7]. 
 
 
Figure 2.6: The block diagram of an OFDM system 
  
 This cyclic prefix of length L is a circular extension of the IFFT-modulated symbol, 
obtained by copying the last L samples of the symbol in front of it. The data is back-serial 
converted, forming an OFDM symbol that modulates a high-frequency carrier before 
transmitting through the channel. The radio channel is generally referred as a linear time 
variant system. To the receiver, the inverse operations are performed; the data is down 
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converted to the baseband and the cyclic prefix is removed. The coherent FFT demodulator 
will ideally retrieve the exact form of transmitted symbols. The data is serial converted and 
the appropriated demodulation scheme is used to estimate the transmitted symbols. 
 
2.5.2 The concept of multicarrier (parallel) transmission 
 In a mobile radio environment, the signal is carried by a large number of paths with 
different strength and delays. Such multipath dispersion of the signal is commonly referred 
as, “channel-induced ISI” and yields the same kind of ISI distortion caused by an electronic 
filter [17]. In fact, the multipath dispersion leads to an upper limitation of the transmission 
rate in order to avoid the frequency selectivity of the channel or the need of a complex 
adaptive equalization in the receiver. In order to mitigate the time-dispersive nature of the 
channel, the finding of the multicarrier technique replaces a single carrier serial transmission 
at a high data rate with a number of slower parallel data streams. Each parallel stream is then 
used to sequentially modulate a different carrier. By creating N parallel sub streams, we will 
be able to decrease the bandwidth of the modulation symbol by the factor of N, or, in other 
words, the duration of a modulation symbol is increased by the same factor. The summation 
of all of the individual subchannel data rates will result in total desired symbol rate, with the 
drastic reduction of the ISI distortion. The price to pay is of course very important, since the 
multicarrier transmission seems to be a frequency multiplex technique, which will generate 
problems in terms of bandwidth efficiency usage. The things go however better than seemed, 
because in OFDM the carriers are orthogonal to each-other and they are separated by a 
frequency interval of f =1/T. The frequency spectrum of the adjacent subchannels will 
overlap one another, but the carrier‟s orthogonality will eliminate in principle the inter 
channel interference (ICI). 
 
2.5.3 The Discrete Fourier Transform (DFT) 
 Though Multi carrier technique was introduced in the 1950 [18], the main reason that 
hindered the OFDM expansion for a very long time was practical implementation. It was 
difficult to generate such a signal, and even harder to receive and appropriately demodulate 
such a signal. Also this technique required a very large array of sinusoidal generators and also 
a large array of coherent demodulators to make the work. Therefore, the hardware solution 
can‟t be practical.  
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 Recent explosive development of digital signal processors (DSPr) has provided 
breakthrough to the generation and demodulation of an OFDM signal, the magic idea was to 
use Fast Fourier Transform (FFT), a modern DSP technique. FFT merely represents a rapid 
mathematical method for computer applications of Discrete Fourier Transform (DFT). In 
fact, the signal is generated using the Inverse Fast Fourier Transform (IFFT), the fast 
implementation of Inverse Discrete Fourier Transform (IDFT).  
 There is a mysterious connection between this transform and the concept of 
multicarrier modulation. According to its mathematical distribution, IDFT summarizes all 
sine and cosine waves of amplitudes stored in X[k] array, forming a time domain signal 
shown below : 
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 From equation (2.5.1), we can simply observe that IDFT takes a series of complex 
exponential carriers, modulate each of them with a different symbol from the information 
array X[k], and multiplexes all this to generate N samples of a time domain signal as shown 
in Figure 2.7.  In DFT block the reverse operation takes place, where the series of complex 
exponential carriers with 90
0
 phase difference are modulated with a different symbol from the 
information array x[n], which is in time domain and multiplexes all this to generate N 
samples of a frequency domain DFT signal . 
 
 
Figure 2.7:  IDFT formation using a summer. 
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The complex exponential carriers are orthogonal to each other, as we know from the Fourier 
decomposition. These carriers are frequency spaced with ∆Ω = 2 /N. If we consider that the 
N data symbols X[k] come from sampling an analog information with a frequency of fs, a 
way to make discrete to analog frequency conversion indicates a   ∆f = 1/T spacing between 
the subcarriers of the transmitted signal.  
 
 The schema presented in Figure 2.6, relies on a classical signal synthesis algorithm. 
The N samples of the time domain signal are synthesized from sinusoids and cosinusoids of 
frequencies k*2 /N (The „weight‟ with which each complex exponential contributes to the 
time domain signal). Therefore, the information X[k] to be transmitted could be regarded as 
being defined in the frequency domain. In its simplest form, when X[k] stores a binary 
information („0‟ or „1‟), each symbol to the IDFT entry will simply indicate the presence (a 
„1‟) or the absence (a „0‟) of a certain carrier in the composition of the time domain signal. 
 
 At the receiver the inverse process is realized, the time domain signal constitutes the 
input to a DFT “signal analyzer”, implemented of course using the FFT algorithm. The FFT 
demodulator takes the N time domain transmitted samples and determines the amplitudes and 
phases of sine and cosine waves, forming the received signal, according to the equation 
(2.4.2): 
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2.5.4 The cyclic prefix 
 For a given system bandwidth the symbol rate for an OFDM signal is much lower 
than a single carrier transmission scheme. For example for a single carrier BPSK modulation, 
the symbol rate corresponds to the bit rate of the transmission. However for OFDM the 
system bandwidth is broken up into NC sub carriers, resulting in a symbol rate that is NC 
times lower than the single carrier transmission. This low symbol rate makes OFDM 
naturally resistant to effects of Inter-Symbol Interference (ISI) caused by multipath 
propagation. Multipath propagation is caused by the radio transmission signal reflecting off 
objects in the propagation environment, such as walls, buildings, mountains, etc.  
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Figure 2.8: Inserting cyclic prefix (CP) to an OFDM symbol 
 These multiple signals arrive at the receiver at different times due to the transmission 
distances being different. This spreads the symbol boundaries, causing leakage between them. 
The effect of ISI on an OFDM signal can be further improved by the addition of a guard 
period to the start of each symbol. This guard period is a cyclic copy that extends the length 
of the symbol waveform, known as cyclic prefix (CP). Each sub carrier, in the data section of 
the symbol, (i.e. the OFDM symbol with no CP added, which is equal to the length of the 
IFFT size used to generate the signal) has an integer number of cycles. By placing copies of 
the symbol end-to-end results in a continuous signal with no discontinuities at the joins. Thus 
by copying the end of a symbol and appending this to the start results in a longer symbol 
time. Fig 2.8 shows the insertion of a guard period. 
 
 The total length of the symbol is TS= TG + TFFT, where Ts is the total length of the 
symbol in samples, TG is the length of the CP in samples and TFFT is the size of the IFFT used 
to generate the OFDM signal. In addition to protecting the OFDM from ISI, the guard period 
also provides protection against time-offset errors in the receiver. 
2.5.5 Inter-symbol interference 
 Intersymbol Interference (ISI) is an unavoidable consequence of both wired and 
wireless communication systems. Morse first noticed it on the transatlantic cables 
transmitting message using dots and dashes and it has not gone way since. He handled it by 
just slowing down the transmission [19]. Assume that the time span of the channel is Lc 
samples long. Instead of a single carrier with a data rate of R symbols/ second, an OFDM 
system has N subcarriers, each with a data rate of R/N symbols/second. Because the data rate 
is reduced by a factor of N, the OFDM symbol period is increased by a factor of N. By 
Symbol (N-1) Symbol (N) Symbol (N+1) 
Time 
TFFT TG 
IFFT CP IFFT  Output Guard 
Period 
Guard 
Period 
Copy 
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choosing an appropriate value for N, the length of the OFDM symbol becomes longer than 
the time span of the channel. Because of this configuration, the effect of intersymbol 
interference is the distortion of the first Lc samples of the received OFDM symbol[20]. An 
example of this effect is shown in Figure 2.9. 
 
             TG 
Figure 2.9: Example of inter-symbol interference. The green symbol was transmitted first, 
followed by the gray symbol. 
 By noting that only the first few samples of the symbol are distorted, one can consider 
the use of a guard interval to remove the effect of intersymbol interference [3]. The guard 
interval could be a section of all zero samples transmitted in front of each OFDM symbol 
since it does not contain any useful information, the guard interval would be discarded at the 
receiver. If the length of the guard interval is properly chosen such that it is longer than the 
time span of the channel, the OFDM symbol itself will not be distorted. Thus, by discarding 
the guard interval, the effects of intersymbol interference are thrown away as well. 
 
2.6 Advantages and Disadvantages of OFDM  
2.6.1 Advantages 
 The advantages using OFDM are listed below. 
 Makes efficient use of the spectrum by allowing overlap. 
 By dividing the channel into narrowband flat fading sub channels, OFDM is more 
resistant to frequency selective fading than single carrier systems. 
 OFDM is an efficient way to deal with multipath; for a given delay spread, the 
implementation complexity is significantly lower than that of a single-carrier system 
with an equalizer. 
 Eliminates ISI and ICI through use of a cyclic prefix. 
 Using adequate channel coding and interleaving one can recover symbols lost due to 
the frequency selectivity of the channel. 
 Channel equalization becomes simpler than by using adaptive equalization techniques 
with single carrier systems. 
 It is possible to use maximum likelihood decoding with reasonable complexity. 
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 OFDM is computationally efficient by using FFT techniques to implement the 
modulation and demodulation functions. 
 It is less sensitive to sample timing offsets than single carrier systems are. 
 Provides good protection against co-channel interference and impulsive parasitic 
noise. 
2.6.2 Disadvantages 
 The disadvantages of OFDM are as follows: 
 OFDM has a relatively large peak-to-average-power ratio, which tends to reduce the 
power efficiency of the radio frequency (RF) amplifier.  
 The OFDM signal has a noise like amplitude with a very large dynamic range; 
therefore it requires RF power amplifiers with a high peak to average power ratio. 
 It is more sensitive to carrier frequency offset and drift than single carrier systems are 
due to leakage of the DFT (Refer Figure 2.10).  
 Adding a guard period lowers the symbol rate and hence lowers the overall spectral 
efficiency of the system. 
 
 
Figure 2.10: Effect of frequency offset in OFDM. The figure shows ICI of one carrier with 
other orthogonal carriers as a function of offset factor. 
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 The impact of a frequency error can be seen as an error in the frequency 
instants, where the received signal is sampled during demodulation by the FFT. 
Figure 2.11 depicts this twofold effect. The amplitude of the desired sub-channel is 
reduced (indicated by a “+” sign), and ICI arises from the adjacent sub-channels 
(indicated by an “O” sign). 
 
 
 
 
Figure 2.11: Introduction of ICI in the case of a carrier synchronization error. 
 
2.7 Applications of OFDM 
 DAB - OFDM forms the basis for the Digital Audio Broadcasting (DAB) standard in 
the European market. 
 ADSL - OFDM forms the basis for the global ADSL (asymmetric digital subscriber 
line) standard. 
 Wireless Local Area Networks - development is ongoing for wireless point-to-point 
and point-to-multipoint configurations using OFDM technology. 
 In a supplement to the IEEE 802.11 standard, the IEEE 802.11 working group 
published IEEE 802.11a, which outlines the use of OFDM in the 5GHz band.
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3.1 Need for MIMO 
 
 The growing demand of multimedia services and the growth of Internet related 
contents lead to increasing interest to high speed communications. The requirement for wide 
bandwidth and flexibility imposes the use of efficient transmission methods that would fit to 
the characteristics of wideband channels especially in wireless environment where the 
channel is very challenging. In wireless environment the signal is propagating from the 
transmitter to the receiver along number of different paths, collectively referred as multipath. 
While propagating the signal power drops of due to the following effects: path loss, 
macroscopic fading and microscopic fading. Fading of the signal can be mitigated by 
different diversity techniques. To obtain diversity, the signal is transmitted through multiple 
(ideally) independent fading paths e.g. in time, frequency or space and combined 
constructively at the receiver [6].  
 
 To achieve a high system capacity for multimedia applications in wireless 
communications, various methods have been proposed in recent years. Among them, the 
multiple input – multiple output (MIMO) system using multiple antennas at both the 
transmitter and the receiver has attracted a lot of research interest due to its potential to 
increase the system capacity without extra bandwidth [21]. Multiple input- multiple-output 
(MIMO) exploits spatial diversity by having several transmit and receive antennas. Previous 
work has shown that the system capacity could be linearly increased with the number of 
antennas when the system is operating over flat fading channels [1, 22]. In real situations, 
multipath propagation usually occurs and causes the MIMO channels to be frequency 
selective. To combat the effect of frequency selective fading, MIMO is generally combined 
with orthogonal frequency-division multiplexing (OFDM) technique.  
 
 OFDM transforms the frequency-selective fading channels into parallel flat fading sub 
channels, as long as the cyclic prefix (CP) inserted at the beginning of each OFDM symbol is 
longer than or equal to the channel length [2]. The channel length means the length of 
impulse response of the channel as discrete sequence. The signals on each subcarrier can be 
easily detected by a time-domain or frequency-domain equalizer. Otherwise the effect of 
frequency-selective fading cannot be completely eliminated, and inter-carrier interference 
(ICI) and inter-symbol interference (ISI) will be introduced in the received signal. 
Equalization techniques that could flexibly detect the signals in both cases are thus important 
in MIMO-OFDM systems. 
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3.2 Multipath Environment 
 
 In wireless environment, transmitted signal follow several propagation paths. Many of 
these paths, having reflected from surrounding objects, reach the receiver with different 
propagation delays. This multipath leads to delay spread, intersymbol interference (ISI), 
fading and random phase distortion. Figure 3.1 describes this phenomenon. The 
corresponding channel impulse response is shown in Figure 3.2. 
 
 
Figure 3.1:  Multipath Environment in Wireless Communications 
 
 
Figure 3.2:  Channel Impulse response in Multipath Environment  
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 Multipath Propagation causes MIMO channels to be frequency selective which cannot 
have flat frequency response.  To combat this effect MIMO is combined with OFDM.   
OFDM transforms the frequency selective fading channel into parallel flat fading sub 
channels, but the length of CP inserted should be greater than the channel length. 
 
 For a 2 x 2 MIMO-OFDM configuration the received OFDM symbols are given the 
equations (3.2.1a) & (3.2.1b). The same thing is represented in matrix form in equation 
(3.2.2). Here the term Xi represents the transmitted symbol from the i
th 
transmitting antenna, 
the term Yj represents the received symbol from the j
th 
receiving antenna, the term Ni 
represents the noise component present in the i
th 
symbol and the term Hij represents the 
channel coefficient corresponding to the i
th
 transmitting antenna and j
th 
receiving antenna.  
 
Rx. Ant 1: )()()()()()( 12121111 kNkXkHkXkHkY                                                  (3.2.1a) 
Rx. Ant 2: )()()()()()( 22221212 kNkXkHkXkHkY                                                           (3.2.1b)  
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 In a Direct path environment, where the reflected waves from multiple objects are 
absent, the channel looks to be flat and contains a single co-efficient in its impulse response. 
This type of channel is can be modeled using Additive White Gaussain Noise(AWGN) 
channel. The model does not account for the phenomena of fading, frequency selectivity, 
interference, nonlinearity or dispersion. In a multipath environment, the channel is always 
frequency selective type. This type of channel can be modeled using Rayleigh random 
distribution.  
 
 Figure 3.3 shows simulation results of the Bit error rate(BER) performance of Binary 
Phase Shift Keying (BPSK) modulation for Rayleigh fading and AWGN channel. The 
simulation carried out with 10
6
 transmitted data bits with random channel coefficients and 
repeated for experiments. 
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Figure 3.3: Comparison of BER performance for BPSK modulation in AWGN channel and 
Rayleigh fading channel.  
 
3.3 MIMO channel Configuration 
 MIMO configuration uses multi-element antenna arrays at both transmitter and 
receiver, which effectively exploits the third (spatial) dimension in addition to time and 
frequency dimensions. This architecture achieves channel capacity far beyond that of 
traditional techniques. In independent Rayleigh channels the MIMO capacity scales linearly 
as the number of antennas under some conditions. However, some impairments of the radio 
propagation channel may lead to a substantial degradation in MIMO performance. Some 
limitations on the MIMO capacity are imposed by the number of multipath components or 
scatterers [23]. Another limitation on the MIMO channel capacity is due to the correlation 
between individual sub-channels of the matrix channel [24]. Increase in the correlation 
coefficient results in capacity decrease and, finally, when the correlation coefficient equals to 
unity, no advantage is provided by the MIMO architecture [24]. 
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 For fixed linear matrix channel with additive white Gaussian noise and when the 
transmitted signal vector is composed of statistically independent equal power components 
each with a Gaussian distribution and the receiver knows the channel, its capacity is [25] 
  ))*(det(log2
H
N HH
N
IC   bits/s/Hz           (3.3.1) 
where „N‟ is the number of transmit/receive antennas (for the sake of simplicity, consider the 
number of transmit and receive antennas are equal); „ρ‟ is the average SNR; „IN‟ is an identity 
matrix of size NxN and „H‟ is the normalized channel matrix, which is considered to be 
frequency independent over the signal bandwidth. The normalization condition used is: 
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               (3.3.2) 
where „hij‟ denotes the components of „H‟. Hence, when H=I (completely uncorrelated 
parallel sub-channels), „ρ/N‟ is the signal-to-noise ratio per receive branch. Some other kinds 
of the normalization can also be used, where the above summation simply leads to unity.  
 
3.4 System Model 
 A MIMO-OFDM system with P transmit antennas and M receive antennas is 
presented in Figure 3.4. To achieve a high throughput, spatial multiplexing is applied, and 
independent data streams are transmitted through different antennas. Before transmission, 
each data stream is modulated by an N-point IDFT, and a CP with length of LCP is inserted at 
the beginning of each OFDM symbol. Let the i
th
 block signal from the p
th
 transmit antenna 
before OFDM modulation be 
           βi,p = [ βi,p[0]  βi,p [1]   - - - βi,p [N − 1] ]
T 
        p ∈ { 1, 2, . . . , P}                       (3.4.1)                 
This is the frequency-domain signal vector [26]. Here, the frequency-domain signal is 
assumed to be white with zero mean and unit variance. Performing N-point IDFT, the so-
called time-domain signal vector is generated as 
           bi,p = [ bi,p [0]  bi,p [1]   - - -  bi,p [N − 1] ]
T
 =  FN * βi,p                                           (3.4.2) 
 
Where FN is an N x N IDFT matrix. After the CP insertion, the transmitted i
th
 OFDM 
symbol from the p
th
 transmit antenna is 
                    si,p = [si,p [0] si,p [1]   - - -  si,p [N‟ − 1]]
T           N‟  = N + LCP                           (3.4.3) 
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Figure 3.4:  MIMO-OFDM system model 
Each OFDM symbol is then simultaneously transmitted over quasi-static frequency-
selective fading MIMO channels. Generally, the frequency-selective fading channel is 
modeled as an L-tap FIR filter, so that the M × 1 sampled received signal vector in the i
th
 
received OFDM symbol is written as 
      
P
p
L
l
ipipi nwnslhny
1 0
, ],[][*)(][                    .1,,1,0
'Nn                                     (3.4.5) 
 
where )(lhp is an M × 1 channel response vector; ][nwi  represents the M × 1 additive 
noise vector; and si,p[ n] = s(i−1) [N‟ + n] when n < 0, and si,p[n] = s(i+1)[n – N‟]    when N‟ ≤ n. 
Without loss of generality, the channel length is assumed to be far less than the number of 
subcarriers in one OFDM symbol, i.e., L<< N. The noise is assumed to be independent of the 
transmitted signals si,p[n] and is independently identically distributed complex Gaussian with 
zero mean and variance σ2 [27]. 
Similarly to [C], the CP is not discarded, and N‟ sampled received signal vectors are 
collected at the receiver as 
yi
(k)   
 =  [  yi[−k]
T
    yi[−k]
T 
    . . .   yi[N‟−1−k]
T  
]
 T
       k = 0 , ±1 , ±2 ,  . . .       (3.4.6)  
 
where yi[n] corresponds to the signal vector at the (i−1)
th
 received OFDM symbol and 
is equal to yi−1[n+N‟] when n<0, whereas it corresponds to the signal at the  (i+1)
th
 received 
OFDM symbol and is equal to yi+1[n–N‟] when N‟≤ n. In fact, the received signal vector yi
(k)
   
corresponds to the ith received OFDM symbol shifted by k samples and can be expressed as 
 
yi
(k)   
 =  H * xi
(k)  
  +  wi
(k)           
           k = 0 , ±1 , ±2 ,  . . .                                     (3.4.7)   
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Where H, xi
(k)
 and wi
(k)
  are given in, shown at the bottom of the page. Here, the 
channel matrix H is assumed to be of full column rank after removing all-zero columns. This 
assumption is a sufficient condition to detect the time-domain signals based on the second 
order statistics (SOS) of the received signal vector yi
(k)
[28, 29] and is generally consistent 
with real situations[28]. 
 
3.5   Properties of the Transmitted Signals and the Channel Matrix 
 
 The following properties of the transmitted signals and channel matrix in the MIMO-
OFDM system will be used for semi-blind time domain equalization method. 
 
Property 1: The transmitted signal si,p[n] satisfies 
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Property 2: The channel matrix H satisfies 
 
H*
 
(H*H
*
)
# 
H  = I(N‟+L)P 
 
Where I(N‟+L)P is an (N‟+ L)P × (N‟ + L)P identity matrix with all-zero rows 
corresponding to all-zero columns of H. 
H  =  [ H1   H2    . . .    HP ],       where 
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4.1 Equalization in OFDM Systems 
In general Equalization is the process of changing the frequency envelope of a sound 
in audio processing. Passing through any channel, an audio signal will "spread" from its 
original qualities. The goal of equalization is to compensate for frequency distortions in the 
signal. The term "equalizer" is often incorrectly applied to audio filters, such as those 
included on DJ mixing equipment and hi-fi audio components. However, these "equalizers" 
are typically general purpose audio filters, which can be arranged to produce the effect of low 
pass, high pass, band pass and band stop filters. Such filters are true equalizers only when 
arranged to reverse the effects of internal circuitry on sound output [30]. 
 
The issue of equalization for MIMO-OFDM systems has been widely discussed in 
[30, 31]. In general, there are three categories of equalization techniques.  
 
The first one is the frequency-domain technique [30], which applies the conventional 
equalization algorithm for single-carrier MIMO systems to each subcarrier. Since a different 
equalizer is needed for each subcarrier, the design complexity is rather high, and the memory 
required to store the equalizer coefficients is large.  
 
The second technique is the time–frequency domain equalization with channel 
shortening [29]. A time-domain equalizer is inserted to reduce the MIMO channels to the 
ones with the channel length shorter than or equal to the CP length, and then, a one-tap 
frequency-domain equalizer is applied to each subcarrier. When the MIMO channels are 
shortened by the time-domain equalizer, residual ICI and ISI are introduced. They cannot be 
eliminated by the subsequent frequency-domain equalizer and, thus, limit the performance. 
Moreover, it has been shown that time–frequency domain equalization techniques with 
channel shortening are sensitive to parameters, including the channel-shortening equalizer 
length and the delay.  
 
The third technique is the time-domain statistics-based technique [32]. This method is 
based on some structural properties of the received OFDM symbols, which are shifted within 
the CP length. A time-domain equalizer, which is designed using the second-order statistics 
(SOS) of the shifted received OFDM symbols, is applied to partially cancel the ICI and ISI. 
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The equalizer output contains two sampled signals from each transmit antenna, and the time-
domain signals are then detected with the aid of two pilot OFDM symbols [31]. 
 
4.2 Equalizer 
 Due to the channel characteristics, severe inter-symbol interference (ISI) may occur to 
the transmitted signals. Therefore it is necessary to use an equalizer to counter the effect of 
the channel. Figure 4.1 provides the system block diagram. 
 
 
 
 
 
 
 
 
Figure 4.1:  Overview of the Transmission System 
 In this transmission system, the input signal bits are first mapped into complex-valued 
symbols {sn}, according to its modulation type. The in-phase and quadrature components of 
the symbol will be multiplied with the high frequency carrier and be transmitted over the 
additive white Gaussian noise (AWGN) channel. On the demodulator side, the received 
signal is demodulated with correct carrier phase into its in-phase and quadrature components, 
and sampled with the correct timing intervals, ts=nT. The equalizer can be considered as a 
part of the demodulator. The input to the equalizer is the {rn} sequence, which represents the 
complex-valued symbols with ISI distortion, and the output is the soft decision result, which 
is the probability of each received bit being „1‟ or „0‟. 
 
 There are various approaches to implement the equalizer. Basically the equalizer 
functions as a sequence estimator. Given the received sequence, 
rn = sn + zn  
 where sn is the original sequence from the transmitter, and zn is an additive white 
Gaussian noise process. The equalizer estimates the output sequence {ŝn} using either hard 
decision or soft decision.  
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4.2.1 Soft Decision Bits 
 The aim of an Equalizer is to estimate the transmitted symbols at the receiver stage, 
which is more specifically to decide each bit in the symbol being a „0‟ or „1‟. A decision 
formed in a binary way of either '0' or '1' is called a hard decision. Hard decision decoding 
takes a stream of bits from the 'threshold detector' stage of a receiver, where each bit is 
considered definitely either „1‟ or „0‟.  For binary signaling, received pulses are sampled at 
time intervals ts = nT, and the resulting voltages are compared with a single threshold.   If a 
voltage is greater than the threshold it is considered to be definitely a '1' say regardless of 
how close it is to the threshold. If it is less, it is definitely a „0‟.  This is equal to making a 
100% positive decision of a certain bit.  
 
 Due to the present of noise, this kind of decision will cause irreversible loss of 
information in receiver. The remedy for this problem is by using soft decision, which instead 
of deciding directly the bit being '0' or '1', gives a "probability like" measure of the bit being 
either '0' or '1'. Soft decision decoding requires a stream of 'soft bits' where we get not only 
the „1‟ or „0‟ decision but also an indication of how certain we are that the decision is correct. 
The soft decision for a bit sequence [1 1 0 0] could be [20 50 -10 -90], meaning that the first 
two bits are probably two 1's, with the second bit more likely to be „1‟ than the first bit, and 
the last two bits probably 0's, while the last bit much more likely to be „0‟ than the third bit.  
 
4.3 Equalization Techniques 
 In wireless transmission the length of the impulse response increases with propagation 
distances. Thus, if the guard interval/cyclic prefix (CP) is fixed to a maximum length, the 
channel length has to be restricted to a maximum which results in applications over short 
distances only (for example, ADSL) [33]. Increasing the guard interval for a fixed block 
length M reduces the channel throughput, since the guard interval contains redundant samples 
only. If we increase the block length by the same amount as the guard interval, in order to 
maintain reasonable bandwidth efficiency, this also increases the latency time. Note that the 
latency time is proportional to M + L, where L denotes the size of the guard interval. The 
presence of parallel to serial (P/S) and serial to parallel (S/P) converters as shown in Figure 
2.6 makes it a crucial parameter in many applications. In order to limit the system latency 
time while keeping the bandwidth efficiency high, transmission with a smaller guard interval 
is desired. This has resulted in new receiver concepts using different equalization techniques. 
These techniques are briefly explained below. 
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4.3.1 Time-domain equalizer (TEQ) 
 The time domain equalization (TEQ) is a short FIR filter at the receiver input that is 
designed to shorten the duration of the channel impulse response (L). Thus it allows a 
reduction in the guard interval length [33]. Using a filter with up to 20 coefficients, the 
effective channel impulse response of a typical AWGN channel can easily be reduced by a 
factor of 10. Different cost functions such as minimum mean squared error [27], maximum 
shortening signal-to-noise ratio (SNR) [29], minimum inter-symbol interference (ISI) [34], 
and maximum bitrate [34] have been proposed to design the time domain equalizer (TEQ). 
An overview of the different methods and their performances is presented in [34]. Only the 
maximum bitrate method is optimal in terms of achievable bitrate, but its high computational 
complexity is prohibitive for a practical implementation. 
 
4.3.2 Per-tone equalization 
 In per-tone equalization [35], the TEQ is transferred to the frequency domain, 
resulting in a complex frequency domain equalizer for each tone. This allows optimizing the 
SNR and therewith the bitrate for each tone individually. Furthermore, the equalization effort 
can be concentrated on the most affected tones by increasing the number of equalization filter 
coefficients for these tones. No effort is wasted to equalize unused subcarriers when setting 
the number of taps for their equalizers to zero. However, the computational complexity of the 
algorithm is still relatively high. 
 
4.3.3 Multiple-input multiple-output (MIMO) equalization 
 The MIMO equalizer replaces the one-tap equalizer in the DMT receiver or the 
sequence of CP removal, DFT, and one-tap equalizer by a MIMO FIR or IIR filter [36]. 
Depending on the cost function applied to optimize the MIMO equalizer, we can distinguish 
between zero-forcing (ZF) equalization and minimum mean squared error (MMSE) 
equalization. ZF equalizers totally eliminate ISI and intercarrier interference (ICI), while 
MMSE equalizers also include additive channel noise in the cost function. It has been shown 
in [36] that ISI and ICI can be completely removed if the guard interval is at least  equal to 
the length L = 1 and if the M+L poly phase components of the channel impulse response do 
not have common zeros. A sufficient condition is given for the length of the FIR equalizers, 
which decreases with an increase of the guard interval L. Perfect equalization is even possible 
for common zeros of the channel poly phase components if redundancy is not introduced in 
terms of a cyclic prefix but as a trailing block of zeros [37]. 
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4.3.4 Adaptive signal processing 
 In [38], it is proposed to replace the fixed size fast Fourier transform (FFT) in the 
receiver by a variable length window. A part of the received signal and the ISI is discarded. 
ICI due to lost orthogonality of the new windowing technique is then removed in a matched 
filter multistage ICI canceller. 
 
4.4 Blind Equalization 
 Blind equalization algorithm designs the so-called blind equalizer with only the data. 
Unlike the Non-blind equalizers, Training data or pilot sequences are not provided for 
communication systems, giving the benefit of resource savings. The equalizer is usually 
obtained according to some statistical criteria of the data. Semi-blind Equalizers comprises a 
weighted mixture of the designs of the non-blind equalization and blind equalization when 
the amount of training or pilot source signals is not sufficient for obtaining a non-blind 
equalizer with acceptable performance. 
 
 Blind equalization, at first thought, seems to be unreachable because both the source 
signals u[n] and the system H[n] are unknown. Moreover, some potential ambiguities exist. 
For instance, channel output measurements y[n] are invariant to the pair (H[n]*U, U
−1
*u[n]) 
for any nonsingular K×K matrix U [39]. This implies that there must be some assumptions 
about the source signals u[n], such as temporally correlated or independent and spatially 
independent, and Gaussian or non Gaussian sources; and some conditions about the system 
H[n], such as full rank matrix, must possess a certain parametric form and non negativity for 
all the coefficients of the system. These are essential in designing the physical system for data 
measuring or sensing so that the unknown source signals u[n] can be extracted uniquely to 
some degree from measurements y[n].   
 
 Definitely, the more the source features and system characteristics are taken into 
account, the more accurate the extracted source signals in general. In fact many a great 
algorithm has been successful in blind equalization by exploitation of the properties of the 
source signals such as their statistical properties, constellation properties, etc. Representatives 
exploiting the statistical properties include maximum-likelihood (ML) algorithms, second-
order statistics (SOS) based algorithms, higher-order (≥3) statistics (HOS) based algorithms 
and second-order cyclostationary statistics based algorithms etc. 
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4.4.1 Problem Statement 
 Suppose that u[n] is the source signal of interest and is distorted by an LTI system 
h[n]. The system model presented here. The system block diagram is shown in Figure 4.2. 
 
  )()()( nwnxny                                                                                     (4.4.1) 
Where             
k
knukhnunhnx )()(][*][][                                                            (4.4.2)   
            
is the noise-free signal and ][nw  is the additive noise accounting for measurement noise as 
well as physical effects not explained by x[n]. From equations (4.4.1) and (4.4.2), it follows 
that 
               
0,
][][][][]0[][
kk
nwknukhnuhny                                                     (4.4.3) 
 
 
 From equation (4.4.3), it can be seen that the desired sample (or symbol) ][nu , which 
is scaled by a coefficient ]0[h in the first term is not only corrupted by the noise ][nw but also 
interfered  by other samples (or symbols) in the second term. This latter effect is called inter-
symbol interference (ISI) [32]. 
 
 
Figure 4.2: Block diagram of LTI equalization 
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 Blind equalization, also known as “blind de-convolution”, of the LTI system ][nh is a 
signal processing procedure to restore the source signal ][nu  with only the data ][ny
generated from equations (4.4.1) and (4.4.2). This problem arises in a variety of engineering 
and science areas such as seismic exploration, digital communications, speech signal 
processing, ultrasonic nondestructive evaluation, underwater acoustics, radio astronomy and 
so on[40]. 
 
4.4.2 Linear Blind Equalization 
 To further explain the problem of blind equalization we consider the direct blind 
equalization approach as shown in Figure 4.2. The goal of the equalizer is to design an LTI 
filter, denoted by v[n], using some presumed features of u[n] such that the output of v[n] 
given by 
          
k
knykvnynvne )()(][*][][                                                                            (4.4.4) 
 , which approximates u[n]. The filter v[n] is called the de-convolution filter or the 
equalizer, or the blind equalizer to emphasize the use of the blind approach, while its output 
e[n] is called the de-convolved signal or the equalized signal. In practice, the equalizer v[n] is 
commonly assumed to be an FIR filter with v[n] = 0 outside a pre assigned domain of support 
L1 ≤ n ≤ L2 where L1, L2 are integers. As L1 =  and L2 = , the equalizer v[n] is said to 
be doubly infinite. 
The signal-to-noise ratio (SNR) associated with the data y[n] is 
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nwE
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nySNRSNR                                                                      (4.4.5)     
We assumed that u[n] and w[n] are uncorrelated random processes. When SNR =  i.e. the 
noise-free case, the goal of the direct blind equalization approach reduces to designing the 
equalizer v[n] such that the equalized signal becomes 
                    e[n] = α*u[n − τ]                                                                                        (4.4.6)     
 Where α is a real or complex constant and τ is an integer. Note that without any 
information about the sequences u[n] or h[n], the scale factor α and the time delay τ in the 
equation (4.4.6) cannot be identified for the following reason. Let u
*
[n] = α*u[n − τ] be 
another source signal and h
*
[n] = α−1h[n + τ] another system. Then  
                  
kk
nxknukhknukhnunh ][][][][][][*][ 1**                  (4.4.7) 
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Which indicates that both pairs (u[n],h[n]) and (u
*
[n],h
*
[n]) result in the same noise free 
signal x[n]. Hence, provision of information about x[n] or y[n] only is not sufficient to 
distinguish between them. 
 
The equalized signal e[n] given by equation (4.4.4) can be further expressed as 
     e[n] = eS[n] + eN[n]                                                                                            (4.4.8)     
where      eN[n] = v[n] * w[n]   (by (4.4.1))   represents the noise component in e[n]                                                                     
and          eS[n] = v[n] * x[n] = g[n] * u[n]  (by (4.4.1) and (4.4.2))                                  (4.4.9)     
represents the corresponding signal component in which 
     g[n] = v[n] * h[n]                                                                                            (4.4.10) 
 , is the overall system after equalization. From equations (4.4.8) and (4.4.9), it follows 
that unlike the noise-free case, the goal of the direct blind equalization approach for finite 
SNR is to design the equalizer v[n] such that the signal component eS[n] approximates the 
source signal u[n] as well as possible (except for an unknown scale factor, an unknown time 
delay) while maintaining minimum enhancement of the noise component eN[n]. 
  
 On the other hand one can also resort to the indirect blind equalization approach to 
restore the source u[n] from the data y[n]. Its steps are as follows: (i) estimation of the 
channel h[n] by means of a blind system identification (BSI) algorithm, (ii) estimation (if 
needed), of other parameters such as the autocorrelation function of y[n] and (iii) design of a 
non blind equalizer with these estimated parameters for the retrieval of u[n] (the goal of blind 
equalization). 
 
4.4.3 Performance Indices 
           From equations (4.4.8) and (4.4.9), it follows that for SNR = ∞ the equalized signal is 
 
kk
knukgnugne
,
][][][][][                                                                 (4.4.11)        
If the overall system is            g[n] = αδ [n − τ]                                                        (4.4.12) 
 Where α is a constant and τ is an integer, then the residual ISI term in (4.4.11) 
disappears and e[n] = αu [n−τ] which is exactly the objective for the noise-free case as 
shown in equation (4.4.6). This fact suggests that g[n] can serve to indicate the amount of 
residual ISI after equalization, thereby leading to the following commonly used performance 
index for the designed equalizer v[n] 
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Where α is any nonzero constant and τ is any integer. It is easy to see that the ISI{g[n]} = 
0 if and only if g[n] = αδ[n − τ] for all α ≠ 0 and all τ, implies that the smaller the value 
of ISI{g[n]}, the closer the overall system g[n] approaches a delta function. 
 On the other hand, to evaluate the degree of noise enhancement for the case of finite 
SNR, we may compare the SNR after equalization, defined as 
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S
  (See equation (4.4.8))                                            (4.4.14)         
with the SNR before equalization, i.e. SNR{y[n]} defined as (4.4.5). Alternatively, it may be 
more convenient to use the following performance index: 
]}[{
]}[{
]}[{
nySNR
neSNR
nv , known as the SNR improvement or degradation ratio               (4.4.15)         
Note that ρ{v[n]} > 1 means SNR improvement after equalization, whereas ρ{v[n]} < 1 
means SNR degradation after  equalization. 
 
4.5 MIMO Blind Equalization 
 Discrete-time MIMO LTI systems are basically the extension of discrete time Single-
input single-output (SISO) LTI systems, but some of their basic properties and definitions are 
rather different. Moreover, an MIMO LTI system itself is a multi-variable LTI system for 
which some of its properties must be considered in the design of MIMO equalization 
algorithms. These properties comprise poles/zeros, normal rank of MIMO LTI etc. 
 
4.5.1 Definitions  
Consider a K-input M-output discrete-time LTI system defining the relation between K inputs 
u1[n], u2[n], ..., uK[n] and M outputs x1[n], x2[n], ..., xM[n]. 
Let                         u[n] = (u1[n], u2[n], ..., uK[n])
T 
                                                         (4.5.1a) 
And                       x[n] = (x1[n], x2[n], ..., xM[n])
T    
                                                       (4.5.1b)  
 
 be the input and output vectors of this MIMO discrete-time LTI system, respectively. 
Then, for any input vector u[n], the output vector x[n] is completely determined by the 
discrete-time convolution model 
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in which the (i, j)th element hij [n] is the impulse response of the SISO system from the j
th
 
input uj[n] to the i
th
 output xi[n].  
 
The M×K matrix sequence H[n] defined by equation (4.5.2) is also called the impulse 
response of the MIMO LTI system, with the number of rows equal to the number of system 
outputs and the number of columns equal to the number of system inputs. Specifically, let 
        hj[n] = (h1j[n], h2j[n], ..., hMj[n])
T
  is an M × 1 vector in the jth column of H[n], i.e. 
        H[n] = (h1[n], h2[n], ..., hK[n]) . 
Then, the system output vector x[n] given by equation (4.5.1a) can also be expressed as 
 
k
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                                           (4.5.3) 
is the contribution from the j
th
 input uj[n] to the M outputs of x[n]. Moreover, the i
th
 output 
xi[n] of the system, from equations (4.5.1) and (4.5.2), can be seen to be 
 
K
j k
jiji knukhnx
1
][][][                                                                                   (4.5.4) 
, which is also a mapping from all the K system inputs to the output xi[n]. The properties of 
the MIMO LTI system can be introduced either directly from the properties of each 
individual SISO system hij [n] or through transform-domain analysis of the impulse response 
H[n].  
 
4.5.2 Blind Equalization Problem 
 Suppose that u1[n], u2[n], ..., uK[n] are the source signals of interest and distorted by 
an M × K system H[n] and the noise vector [w1[n], w2[n], ..., wM[n]]
T
 as shown in Figure 
4.3. In general, the system input vector u[n] and noise vector w[n] are mutually independent 
stationary vector random processes, and therefore both the noise free output vector x[n] and 
the noisy output vector y[n] are stationary vector random processes as well. Then the 
correlation function and power spectral matrix of the noisy output vector y[n] is related to 
those of the noise-free output vector x[n] as follows: 
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Figure 4.3:   The MIMO system model 
 
 In addition to the additive noise, the system H[n] simultaneously introduces not only 
“temporal distortion” when H[n] ≠ Aδ[n−τ] but also “spatial distortion” when H[n] is not 
diagonal for all n. In wireless communications, the temporal distortion is called the inter-
symbol interference (ISI) and the spatial distortion is called the multiple access interference 
(MAI). The blind equalization problem is to extract a desired system input uk[n] (or multiple 
system inputs) with a given set of measurements y[n] without information of the system H[n]. 
In other words, it is a problem to eliminate both the ISI (temporal distortion) and MAI 
(spatial distortion) for recovery of the desired system input uk[n] (or multiple system inputs) 
from the received y[n] without information on H[n]. 
 
4.5.3 MIMO Linear Equalization  
 Let v[n] = (v1[n], v2[n], ..., vM[n])
T
 denote a multiple-input Multiple-output (MIMO) 
linear equalizer to be designed as shown in Figure 4.4, that consists of a bank of linear FIR 
filters, with v[n] ≠0 for n = L1, L1+1, ...,L2 and length L = L2−L1+1. The equalized signal (or 
extracted system input) e[n] can be expressed as  
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Figure 4.4:  Block diagram of MIMO linear equalization 
 
In equation (4.5.5) the term ][*][][ nwnvne TN  represents the noise component and 
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is the corresponding signal component in which g[n] is the overall system after equalization. 
The signal component eS[n] given by equation (4.5.6) is depicted in Figure 4.5, in terms of 
the overall system g[n].  
 
 The goal of MIMO blind equalization is to design an “optimum” equalizer v[n] such 
that the signal component eS[n] approximates one input signal uγ[n] (up to a scale factor and a 
time delay) where γ ∈ {1, 2, ...,K} is unknown. Note that the determination of γ usually needs 
prior information about the inputs and the associated sub-channel hk[n], depending on the 
application. Furthermore, all the K system inputs can be estimated through a multistage 
successive cancellation (MSC) procedure [30]. Finding the optimum equalizer v[n] is the so-
called direct approach for blind equalization as introduced above. On the other hand, 
extraction of the desired system input (or multiple system inputs) from the received y[n] can 
also be achieved indirectly by blind system identification (also called blind channel 
estimation) and then by utilization of a non-blind equalizer with the use of the estimated 
system. 
 
 Evaluation of how an equalized signal e[n] accurately approximates the associated 
input αuγ[n−τ] is necessary in the MIMO equalizer design. 
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Figure 4.5: Equivalent block diagram of MIMO equalizer without noise components 
 
4.5.4 Performance Indices 
 Assuming that w[n] = 0 and thus eN[n] = 0, one can easily see, from equation (4.5.6), 
that the better the equalized signal e[n] = eS[n] approximates αuγ[n−τ], the better the 
resultant overall system g[n] approximates αδ[n−τ]η. The first commonly used performance 
index for the designed equalizer is the amount of ISI which is defined as:  
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                                                             (4.5.7) 
Note that ISI(g[n]) = 0 if and only if g[n] = αδ[n−τ]η (for some values of α, τ). Therefore, 
smaller the value of ISI(g[n]), closer the overall system g[n] to αδ[n − τ]η. 
 
 Another widely used performance index with noise effects taken into account is 
“signal-to-interference-plus-noise ratio (SINR)” of the equalized signal e[n] defined as 
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4.6 Semi-Blind Time Domain Equalization 
It is obvious from the equation (3.3.7) that the received signal vector yi
(k)
 is a time-
domain signal vector with multi antenna interference (MAI), ICI, and ISI. In this section, a 
time-domain equalization technique is proposed, as illustrated in Figure 4.6. It is a semi-blind 
technique since both blind information (the SOS of the received signals), and one pilot 
symbol will be utilized to design the equalizers. 
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Figure 4.6: MIMO-OFDM Receiver structure 
 
4.6.1 Blind Equalizer 
Consider the autocorrelation matrices of the received signal vector yi(k) in equation (3.3.7) 
and define, 
 
Ry(0)  =  E {yi
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  * yi
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(Lcp)*
}H
*  
+  E {wi
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  *wi
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}  (4.6.2) 
Ry(-K)=  E {yi
(Lcp)
  * yi
(Lcp+K)*
} =  HE {xi
(Lcp)
  * xi
(Lcp+K)*
}H
*  
+  E {wi
(Lcp)
  *wi
(Lcp+K)*
}  (4.6.2) 
 
 Unlike the time-domain statistics-based technique, which considers the auto-
correlation matrices (ACF) of yi
(0)
 and  yi
(1)
,
 
and the ACF matrices of  yi
(L )
 and yi 
(LCP+K)  
are  
utilized here. It is apparent that yi
(L
CP
)
 and yi
(L
CP+K
)
, respectively, correspond to the i
th
 
received OFDM symbol shifted by LCP and LCP+K samples. It follows that Ry(0), Ry(K), and 
Ry(−K) are the autocorrelation matrices of the received OFDM symbols shifted by more than 
or equal to the CP length. Here, the parameter K represents the number of shifts in excess of 
the CP length. Based on Property 3.4.1 the signal vectors xi
(Lcp) 
and xi
(Lcp+K)
 in equations 
(4.6.1)–(4.6.3) satisfy 
 
E {xi
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 Where J
K
 denotes an (N‟ + L) × (N‟ + L) matrix with zero entries except along the 
lower K
th
 sub diagonal, in which the entries are „1‟; J−K is equal to (JK)∗. According to the 
definition of the matrix J
K
, the matrix J
K
*J
-K
 is equivalent to an identity matrix I(N‟+L) with 
only the first (N‟+L-K) elements of the diagonal being „1‟. Applying the equations (4.6.4a)-
(4.6.4c) in (4.6.1)-(4.6.3) and with the assumption on the noise vector wi
(k)
 , it follows that 
Ry(0)   =  HH∗ + σ
2
IMN‟             (4.6.5a) 
Ry(K)  =  H(IP ⊗ J
K
)H∗ + σ2(IP ⊗ Ĵ
K
)           (4.6.5b) 
Ry(-K) =  H(IP ⊗ J
-K
)H∗ + σ2(IP ⊗ Ĵ
-K
)                                                                         (4.6.5c)                 
  
 where ĴK is an N‟ × N‟ matrix with the same structure as the matrix JK.  From the 
equations (4.6.5a)-(4.6.5c), it is observed that the noise variance σ2 is the smallest eigen value 
of the matrix Ry(0) [28]. Therefore, it could be estimated from Ry(0), and the noise effect 
could be eliminated from the autocorrelation matrices in equation (4.6.5). Consequently, the 
autocorrelation matrices without noise contribution are 
Ŕy(0)   =  HH∗ + σ
2
IMN‟                 (4.6.6a) 
Ŕy(K)  =  H(IP ⊗ J
K
)H∗ + σ2(IP ⊗ Ĵ
K
)           (4.6.6b) 
Ŕy(-K) =  H(IP ⊗ J
-K
)H∗ + σ2(IP ⊗ Ĵ
-K
)                                                                         (4.6.6c)   
 
 The structures of the autocorrelation matrices of single-carrier MIMO systems are 
given in [41]. On comparing those results with that obtain for MIMO-OFDM systems (in 
equation (4.6.6)), it is easily seen that they are similar. It follows that the equalization method 
based on the autocorrelation matrices for single carrier MIMO systems can be readily applied 
here. Using equation (4.6.6), an equalizer is thus designed for ICI and ISI cancellation as 
    GK  =  UK  −  UK+1                                                              (4.6.7) 
 
Where        UK  = Ŕy(-K)  * Ŕy(0)
#    
*  Ŕy(K)  * Ŕy(0)
# 
   =  H(IP ⊗ J
K
J
-K
) H
*
(H H*)
#
      (4.6.8) 
     
 
 Applying the equalizer to the received signal vector   yi
(k)   
 =  H * xi
(k)  
  +  wi
(k)
  and 
using Property (3.4.2) and equation (4.6.8), it is easy to obtain the equalizer output as 
 
Yi
(K)
  = GK *yi
(k)
   = ∑P
 
H
 
* si,p[N‟ – 1 – k – K ]   +   ηi
(k)
  
 
                             = Hp
 (K) 
* si [N‟ – 1 – k – K ] + ηi
(k)    
      k = 0 , ±1 , ±2 ,  . . .               (4.6.9) 
 
 where ηi
(k)
 = GK*wi
(k)
 is the noise component present in the symbol, can be detected 
by using eigen values of the auto correlation matrices, given in equations (4.6.6a)-(4.6.6c).   
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Obviously, only one sampled transmitted signal si,p[N‟−1−k −K] from each transmit antenna 
remains at the equalizer output. It turns out that both the ICI and ISI are completely 
eliminated. This is in contrast with the time domain statistics-based technique in which two 
sampled transmitted signals from each transmit antenna remain as shown in the equation 
(4.6.10) and only partial ICI and ISI cancellation is achieved in the first step of equalization 
[42].  
 
Yi
(K)
  =  GK* yi
(k)
  =  Hp
(K) 
* si [ k ] + Hp
 (N‟- K) 
* si [N‟– k ]  +  ηi
(k)     
 k = 0 , ±1 , ±2 ,  . . (4.6.10) 
 
 
 From the derivation of the blind equalizer, it is apparent that there is no restriction 
between the channel length L and the CP length LCP, which means that the blind equalization 
is applicable to general MIMO-OFDM systems, irrespective of whether the CP length is 
longer than, equal to, or shorter than the channel length. 
 
4.6.2 One - Tap Equalizer 
 Since the channel matrix H is assumed to be of full column rank after removing all 
zero columns and the structure of H shows that the column H (N‟+L-K) is a nonzero column, 
the matrix H
(K) 
is of full column rank. Hence, signal detection is easily achieved by 
              si,p[N‟ – 1 – k – K ]  ≈ (Hp
(K)
 )
-1
  * Yi
(K)
              k = 0 , ±1 , ±2 ,  . .                  (4.6.11) 
 
Where (H
(K)
 )
-1
  = (H
(K)‟ 
* H
(K)
)
-1
 * H
(K)‟
, represents the pseudo inverse matrix of the channel 
matrix [33]. 
 Up to now, signal detection is performed in time domain. To recover the frequency 
domain signals βi,p[n], n=0, 1, . . .,N−1 (refer equation (3.3.1)), the N-point DFT must be 
performed to the   time-domain signals bi,p[n], n=0, 1, . . . , N−1(refer equation (3.3.2)), 
which is equal to the detected signals (si,p[LCP], . . . , si,p[N‟ − 1]) and is obtained from the 
equation (4.6.11) by setting k = N‟−1−K−LCP, …..,−K. 
 
It is clear that the part of the channel matrix Hp(K) needs to be estimated in the signal 
detection technique as explained above. From equation (4.6.9), let 
 
Spilot = [si[LCP]  si[LCP + 1] · · · · si[N‟-1]]            is a pilot OFDM symbol. 
Ypilot = [yi
 (N‟-1-k-LCP) 
yi
 (N‟-2-k-LCP)
 · · · · yi
 (-k)
]         is the pilot‟s equalized output symbol, then 
ISI 
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  Ypilot = Hp(K) * Spilot                                                                                 (4.6.12) 
 
and the matrix Hp(K) part can be estimated using matrix inversion method as 
  Hp(K) = Ypilot * (Spilot)
* 
(Spilot * (Spilot)
*
)
-1
                                                       
(4.6.13) 
 
In general, the number of subcarriers N in one OFDM symbol is far greater than the number 
of transmit antennas P, and the pilot matrix Spilot can be assumed to be of full row rank. 
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5.1 Introduction 
 An OFDM system was modeled using MATLAB to demonstrate the effects of system 
parameters. The aim of this simulation was to measure the performance of MIMO-OFDM 
equalization with some constraints on channel length (L), cyclic prefix length (LCP), number 
of symbols transmitted, number of receiver antennas (P), and number of shifts in the received 
symbols and finally to observe the MIMO channel capacity as a function of SNR by varying 
the no. of transmitting and receiving antennas used in MIMO-OFDM configuration. These 
simulations are done for QPSK modulation scheme that is used in IEEE 802.11a wireless 
LAN standard. 
 
5.2 Constraints on CP length 
 In this study, a MIMO-OFDM system with P = 2 transmit antennas and M = 4 receive 
antennas was considered as an example. The number of subcarriers in each OFDM symbol is 
N = 32, and the length of CP is LCP = 8. One pilot OFDM symbol is inserted at the beginning 
of each data packet with NS=500 OFDM symbols. The frequency selective fading channel 
responses are randomly generated with a Rayleigh probability distribution. The parameter K 
is set to 8. 
The autocorrelation matrices Ry(0), Ry(K), and Ry(−K) are computed as follows:
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5.2.1 Case with L ≤ LCP 
 At first the channel length was made to have „8‟ samples and CP length to „6‟ 
samples. Here the effect of frequency-selective fading was eliminated by the standard OFDM 
technique, and the signals were recovered by a one-tap frequency domain equalizer on each 
subcarrier. Figure 5.1 illustrates the performance comparison of the proposed Semi-blind 
domain TDE technique with the conventional TDE technique. Results show that the 
performance of the proposed technique is close to that of the conventional technique and 
confirm that the blind equalizer designed in the first step can completely suppress both ICI 
and ISI. Figure 5.2 shows the constellation diagram of corresponding received symbols at 
SNR = 20dB for QPSK modulation scheme. 
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Figure 5.1:  BER vs. SNR with case L ≤ LCP (L=6) 
 
Figure 5.2:  Received symbol‟s Constellation with case L ≤ LCP (L=6) 
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5.2.1 Case with L ≥ LCP 
 Since the channel length is longer than the CP length, the effect of frequency-selective 
fading cannot be completely eliminated by the standard OFDM technique, and ICI and ISI 
are introduced. The BER performance results of the proposed technique and the conventional 
technique are compared in Figure 5.3. Obviously, the Blind TEQ outperforms the 
conventional technique. We can observe the constellation diagram of received symbols at an 
SNR of 20 dB in the Figure 5.4. The performances of the two techniques are close for SNR ≤ 
9 dB only. This can be explained as follows: The time domain signals are detected after ICI 
and ISI are eliminated by blind equalization in the proposed technique, whereas there are 
residual ICI and ISI in the TEQ technique. When the SNR is low, the additive noise 
dominates; hence, the performances of the two techniques are similar. The poorer 
performance of the TEQ technique is probably due to a single pilot OFDM symbol being 
used. Instead of a single pilot, if we use 2 or more pilot symbols, the BER performance may 
improve and hence the effect of ICI and ISI also may reduce drastically. 
 
Figure 5.3:  BER vs. SNR with case L ≥ LCP (L=10) 
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Figure 5.4:  Received symbol‟s Constellation with case L ≥ LCP (L=10) 
 
5.3 Effect of the parameter K 
 All the system parameters in the proposed technique were kept constant except the no. 
of shifts in excess of CP length in received symbols; i.e. „K‟. This is set to vary from 1 to 8 to 
test its effect on the proposed technique‟s BER performance. The simulation was carried out 
at SNR=15dB. Results are shown in Figure 5.5 for both the (L ≤ LCP, L > LCP) cases. The 
results show that the performance of the proposed technique is insensitive to the parameter K. 
This is an advantage over the FEQ, TEQ and time–frequency domain techniques, which are 
sensitive to the channel-shortening equalizer length and the delay. 
 
5.4 Effect of the Data Length Ns 
 The semi-blind equalizer in the proposed technique was designed using the 
autocorrelation matrices [Ry(0), Ry(K), and Ry(−K)] shown in session 5.2. In practice, they 
are computed from a finite number of OFDM symbols, and the number of symbols used, i.e., 
Ns, may affect the performance. Figure 5.6 shows the BER performance when Ns varies from 
50 to 500 at a fixed SNR of 15 dB for both the (L ≤ LCP, L > LCP) cases. The results show that 
better performance is achieved when more OFDM symbols are used. 
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Figure 5.5:  Effect of „K‟ (SNR=15dB)  
 
Figure 5.6:  Effect of „NS‟ (SNR=15dB)  
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5.5 MIMO channel Capacity 
 A simple MIMO antenna configuration is considered with Rayleigh fading channel. 
The no. of transmit and receive antennas are assumed to be same. The channel matrix‟s size 
depends upon the no. of antennas used.  Figure 5.7 shows the capacity of Rayleigh fading 
channel in bits per second (bps) for different MIMO configurations over SNR ranged from 
0dB to 20dB. The bandwidth is assumed to be unity (Hz).   
 
 Figure 5.8 shows the same as a function of no. of antennas used at different SNR 
levels. The simulation results directly follows the “Shannon-Fanon‟s Channel Capacity 
Theorem”, which states that as SNR or diversity increases, the channel capacity increases for 
a fixed bandwidth. 
 
Figure 5.7:  MIMO channel capacity as a function of SNR 
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Figure 5.8:  MIMO channel capacity as a function of No. of Antennas used. 
 
5.6 Computation Burden of System 
            Computation of DFT and IDFT matrices require O(N
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) multiplications. The channel 
matrix is of the order P*(2L+1) x (L+1). Hence the convolution with OFDM symbols 
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3
) multiplications and O(N
2
) additions. Auto Correlation matrices also require 
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CONCLUSION 
 
 In this thesis, a semi-blind time-domain equalization technique has been proposed for 
general MIMO-OFDM systems. It performs well irrespective of whether the CP length is 
longer than, equal to or shorter than the channel length. The added CP at the end of each 
MIMO-OFDM symbol converts the linear convolution in the channel into circular 
convolution. This process results in DFT upon transforming into frequency domain. Hence, 
we can fully depend upon the DFT / IDFT blocks used in MIMO OFDM transmission block 
diagram without any constraints on them. The blind equalizer has been designed using the 
SOS of the received OFDM symbols shifted by more than or equal to the CP length to 
completely suppress both ICI and ISI. The time-domain signals are then detected from the 
blind equalizer output with the aid of only one pilot OFDM symbol. Simulations have 
demonstrated that the proposed semi-blind time domain equalizer technique is effective in 
suppressing ICI and ISI and robust against the number of shifts in excess of the CP length. 
 
 
 
FUTURE SCOPE 
  
 In this thesis, the main concentration in simulation was on the length of CP inserted at 
the end of each MIMO-OFDM symbols, which is an unwanted overhead. Even though this 
added CP creates a circular convolution in the multi-path channel, it increases the power to 
be transmitted unnecessarily. Instead of inserting the part of a symbol at its tail, it is advisable 
to insert zeros, which is known as zero padding (ZP) a recent technique. The whole 
simulation work done in this thesis can be tested for ZP instead of CP. It is also advisable to 
observe the effect of the total frame length on the performance of the proposed equalizer. 
This proposed equalizer can be implemented to Wi-max (IEEE 802.16) network standards. 
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