Abstract In a cloud computing environment, companies have the ability to allocate resources according to demand. However, there is a delay that may take minutes between the request for a new resource and it being ready for using. This causes the reactive techniques, which request a new resource only when the system reaches a certain load threshold, to be not suitable for the resource allocation process. To address this problem, it is necessary to predict requests that arrive at the system in the next period of time to allocate the necessary resources, before the system becomes overloaded. There are several time series forecasting models to calculate the workload predictions based on history of monitoring data. However, it is difficult to know which is the best time series forecasting model to be used in each case. The work becomes even more complicated when the user does not have much historical data to be analyzed. Most related work considers only single methods to evaluate the results of the forecast. Other works propose an approach that selects suitable forecasting methods for a given context. But in this case, it is necessary to have a significant amount of data to train the classifier. Moreover, the best solution may not be a specific model, but rather a combination of models. In this paper we propose an adaptive prediction method using genetic algorithms to combine time series forecasting models. Our method does not require a previous phase of training, because it constantly adapts the extent to which the data are coming. To evaluate our proposal, we use three logs extracted from real Web servers. The results show that our proposal often brings the best result and is generic enough to adapt to various types of time series.
Introduction
With the emergence of cloud computing, computing resources, such as storage, processing and bandwidth, are available as services, in which the user pays only for the resources used during a period of time. The elasticity, the main characteristic of cloud computing, allows to quickly allocate and deallocate large amounts of resources at runtime. These resources can be acquired automatically and quickly, with increasing demand, and released on lower demand. For users, the resources available to be used appear to be unlimited and can be purchased in any amount and at any time [7] .
To take advantage of this new reality, companies are increasingly using the cloud infrastructure to host their Web applications [29] . The reasons for that are practically two: to avoid non-compliance with service-level agreements (SLAs), considering an increase in the number of requests, and to save money, in situations of low amount of requests. The main challenge is to join these two objectives.
Infrastructure providers, such as Amazon, offer the possibility that the user allocates and deallocates resources by paying a fixed price per hour. Thus, the companies using such infrastructures must decide the amount of resources used at each time.
The techniques for deciding when and how to allocate the resources are named autoscaling and can be separated into two groups: reactive and proactive. The reactive techniques keep monitoring the system events (CPU usage, number of requests in the system, queue length, etc.) and choose to allocate or release resources when these events exceed a threshold. On the other hand, proactive techniques attempt to predict the amount of resources at any given time, to anticipate unwanted events.
The problem is that in reactive techniques, often, time to react is insufficient. The time between the request for a resource in the cloud (virtual machine) and it being ready for use can be minutes [26] , sufficient time for overloading the system. Concerning proactive techniques, the time series analysis, based on classical statistical models, offers a spectrum of forecasting methods. But as none of these methods is the best in all cases, we are going to use genetic algorithm to combine the benefits of the individual forecasting methods to achieve higher forecast accuracy to autoscaling Web applications hosted on cloud infrastructure.
The goal is use several time series models and combine them using genetic algorithm. The advantage of this technique is that the autoscaling can adapt to new types of workloads. That is important because the workloads, especially in Web applications, usually change characteristics over time. The genetic algorithm will work to adjust a suitable weight for each prediction time series model used in the system.
Our forecasts are based on five statistical models: naive model (Naive); autoregressive model (AR); autoregressive-moving-average model (ARMA); autoregressive integrated moving average model (ARIMA); and extended exponential smoothing model (ETS). After predicting demand, a queue M/M/m model is used to calculate the amount of resources. The goal is to determine the minimum amount of resources to meet the demand without violating service-level agreements.
To perform the experiments, three real Web logs were used. The logs have different characteristics which makes the results and conclusions more realistic and reliable to be used in real Web applications.
In summary, the contributions of this paper are as follows: (i) We propose a novel forecasting methodology that uses genetic algorithm to combine time series-based forecasting approaches. (ii) We propose a new metric for measuring the elasticity, named mean elasticity index (MEI). (iii) We evaluate our proposal in the context of multiple different experiments and case studies based on real Web server logs.
The results of our evaluation considering multiple different scenarios show that combination of time series forecasting models using genetic algorithms offers a generic and adaptive model, which often brings the best results, and is therefore more appropriate than statically selected fixed forecasting methods.
The remainder of this paper is organized as follows: In the next section related work will be presented and discussed. Next, in Sect. 3, we will present an introduction to genetic algorithms and how we will use them in our proposal, including a brief explanation about time series forecasting models. After that, in Sect. 4, our system architecture will be presented. Next, in Sect. 5, the evaluation of the proposal and discussion of results will be presented. Finally, in Sect. 6, the conclusion and proposals for future work are announced.
Related work
This section aims to present a survey on work related to resource allocation and demand forecasting in cloud computing environments.
Threshold-based rules or policies are very popular in cloud providers such as Amazon EC2, and third-party tools such as RightScale [14] . This tool allows setting the rules such as the upper and lower thresholds for the performance variable (e.g., 30 and 70 % of CPU load). This technique requires an extra effort from the user, who needs to select suitable performance variables or logical combination of variables, and also to set several parameters [27] . Several authors have adopted autoscaling techniques based on rightScales auto-scaling algorithm [4, 13] . Propose a set of reactive rules based on the number of active sessions [12] . Extends the previous work following the RightScale approach: If all VMs have active sessions above the given upper threshold, a new VM is provisioned; if there are VMs with active sessions below a given lower threshold and with at least one VM that has no active session, the idle one will be shut down. Some work such as [9, 25] use adaptive techniques to dynamically define threshold. In these techniques initial values are set up, but they are automatically modified as a consequence of the observed SLA violations.
In conclusion, due to their simplicity, rules become a popular way to autoscaling applications without much effort, especially in the case of applications with quite regular, predictable patterns. However, in case of bursty workloads the client should consider a more advanced and powerful autoscaling system.
Other works propose more sophisticated reactive techniques, based on control theory. In [5] the authors propose combining two proactive and adaptive controllers for scaling down with dynamic gain parameters based on input workload, and a reactive approach for scaling up. In [30] the authors discussed a multiple-input-multiple-output (MIMO) adaptive controller that uses a second-order autoregressive-moving-average (ARMA) to model the nonlinear and time-varying relationship between the resource allocation and its normalized performance. The controller is able to adjust the CPU and disk I/O usage. The work proposed in [23] designs different single-input-single-output (SISO) and MIMO controllers to determine the CPU allocation of VMs, relying on Kalman filters [32, 33] . Apply an adaptive fuzzy controller to the application and estimate the required CPU load for the input workload. The problem of the control theory-based approaches is that they are difficult to set up and are essentially reactive, which can cause problems during the allocation of resources, since these take minutes until they are ready for use.
Finally, we highlight the work using proactive techniques for demand forecasting and resource allocation in the cloud. In [22] an optimal VM-level autoscaling scheme with cost-latency trade-off is proposed. The number of requests was predicted in each re-allocation time unit using linear regression. Next, the optimal number of VMs was calculated based on queuing theory, using a M / M / m model. In [31] , the authors proposed a look-ahead resource allocation algorithm based on model predictive control. A second-order ARMA model was used on FIFA world cup 98 workload [6] to predict the number of requests that arrive in the system. After forecasting, an optimization function was used to determine the number of resources to be allocated.
In [17] the authors present an autoscaling system that supports heterogeneous cloud infrastructures and different client requirements. Several statistical models were considered for workload prediction and a decision tree was used to determine optimal resource combination. An approach classifying Workload Intensity behavior (WIB) to dynamically select appropriate forecasting methods is presented in [19] . Based on user-specified forecasting objectives, a decision tree decides on the appropriate forecasting method through direct feedback mechanisms that evaluate and compare the recent accuracy of different forecasting methods. The authors in [8] presented a comparative study about the performance of two predictive models (Holt-Winters and ARIMA) using a workload extracted from a NASA WWW server [3] .
Proactive techniques, using time series analysis, are very appealing for implementing autoscalers, as they are able to predict future demands arriving to elastic applications. Having this information, it is possible to provide resources in advance and deal with the time required to start up new VMs. However, their main drawback is the prediction accuracy that highly depends on several factors, including: the target application, input workload pattern and/or burstiness, the selected metric, the history window and prediction interval, as well as on the specific technique being used. To address these problems we need a model that suits the changes of the factors mentioned above, combining the various forecasting techniques for every time interval. That is the goal of this work.
Genetic algorithm
Genetic algorithms (GAs) use concepts from the principle of natural selection to address a wide range of problems, in particular optimization. They are robust, generic and easily adaptable. Inspired by the way Darwinism explains the process of evolution of species, the GAs are broken down into the following steps: initialization, evaluation, selection, crossover, mutation, update and completion. Figure 1 describes the overall structure of a simple GA.
Basically, what a genetic algorithm does is create a population of possible answers to the problem to be treated and then submit it to the process of evolution. Next, will be described each step:
-Evaluation: The ability of solutions is evaluated (individuals of the population) by means of an analysis in order to establish which individuals are more likely within the population (best solution to the problem); -Selection: Individuals are selected for reproduction.
The probability of a given solution be selected is proportional to its fitness; -Crossing: Characteristics of the chosen solutions are recombined, generating new individuals; -Mutation: Characteristics of individuals resulting from the reproduction process are changed, thus adding variety to the population; -Update: Individuals created in this generation are inserted in the population; -Finishing: It is checked whether the conditions for the end of evolution has been reached, returning to the evaluation stage if not, and ending execution otherwise.
Representation
Individuals are the fundamental unit of a genetic algorithm: They encode possible solutions to the problem to be treated, and it is through its manipulation (by the process of evolution) that answers are found. 
3.2 Classical statistical models for time series forecast
Naive forecasting
The naive method is very simple because it is based on the assumption that the last observed value will occur in the next time interval. This method requires only a single time series point to be applied.
Autoregressive (AR)
In this model, the variable of interest is forecasted using a linear combination of past values of the variable. The term autoregression indicates that it is a regression of the variable against itself [20] . Equation 4 shows an autoregressive model of order p.
where c is a constant and e t is white noise. We refer to this as an AR(p) model. Despite being a simple method with optimal computational performance [19] , according to [20] autoregressive models are remarkably flexible at handling a wide range of different time series patterns.
Moving average (MA)
Rather than using past values of the forecast variable in a regression, a moving average model uses past forecast errors in a regression-like model [20] . Equation 5 represents a moving average model.
where e t is white noise. This is denoted an MA(q) model. The values of e t are not observed, so it is not really a regression in the usual sense. Each value of y t can be thought of as a weighted moving average of the past few forecast errors [20] . The strength of this method is the simplicity, and the weakness is the lack of sensitivity to trends and seasonal components [19] . 
Simple exponential smoothing (SES)
Exponential smoothing is a technique that assigns exponentially decreasing weights over time, whereas in the simple moving average the past observations are weighted equally, as described in Eq. 6 [20] .
where 0 a 1 is the smoothing parameter. The one-stepahead forecast for time T þ 1 is a weighted average of all the observations in the series y 1 ; . . .; y T . The rate at which the weights decrease is controlled by the parameter a [20] .
Since the weights are adjusted to be larger on more recent observations, this model has more flexible reaction to trends or other developments than the moving average model, however, has no seasonal component or interpolation.
Autoregressive-moving-averages (ARMA)
ARMA models provide a parsimonious description of a stationary stochastic process in terms of two polynomials, one for the autoregression and the second for the moving average. The model is usually then referred to as the ARMA(p, q) model where p is the order of the autoregressive part and q is the order of the moving average part. The ARMA model is useful for times series with some noise and changes within trend, but no seasonal behavior [19] .
Holt-winters method
Holt-Winters method was created to capture seasonality. This method comprises the forecast equation and three smoothing equations: one for the level ' t , one for trend b t , and one for the seasonal component denoted by s t , with smoothing parameters a, b Ã and c. There are two variations to this method: additive and multiplicative, which differ in the nature of the seasonal component. The first one is preferred when the seasonal variations are roughly constant through the series, while the second one is preferred when the seasonal variations are changed proportional to the level of the series [20] .
Extended exponential smoothing (ETS)
The ETS model [21] works by choosing the best forecast model between SES model, additive or multiplicative HoltWinters model. The forecasting process starts selecting an optimized model instance for a given time series. After, the parameters of the equations are estimated. Having the model and the parameters adapted to the time series data, point forecasts are computed [19] .
ARIMA (autoregressive integrated moving averages)
The ARIMA model is a stochastic process modeling framework [10] defined by six parameters (p, d, q) and (P, D, Q), where the first triple defines the model concerning trend and noise component, and the second vector is optional and defines a model for the seasonal component. P or p stands for the order of the AR(p) process, D or d for the order of integration (needed for the transformation into a stationary stochastic process), and Q or q for the order of the MA(q) process [19] .
The weakness of this model is the difficulty of selecting parameters. In general, the selection is performed using different unit-root tests and Akaike information criterion (AIC). To address this problem, a process for automated model selection implemented in the auto.ari-ma() function of the R forecast package is proposed in [21] . That function fits an ARIMA model to the time series data and selects the best parameters to compute point forecasts.
Genetic operators

Initialization
After choosing a representation method, the next step will be choose the population size and a method for generating the initial population. The initial population should has a gene pool as large as possible in order to be able to explore the whole search space, and thus, in this paper, the initial population has been generated considering five individuals. Each individual is a time series forecasting model, that is, has one of its genes with value equal to one and the other genes with value equal to zero. In sequence, all individuals are combined each other (arithmetic average) in groups of two, three, four and five individuals. Thus is formed the initial population.
Evaluation
The evaluation is a process of assigning a value to each individual according to a fitness function. This value shows the goodness of an individual. In this work, we propose a metric named elasticity index (EI) as fitness function. The aim is to maximize the sum of EI (SEI) in previous forecasts. Equation 7 shows the sum of EI (SEI). We can see in Eq. 7 that EI can assume values between 0 and 1. The closer to 1 the value, the better is the solution. The parameter N represents the number of past predictions. Thus, the best individual (solution) is the one that maximizes the sum of EI. Figure 2 illustrates the evaluation process.
In Fig. 2 we can see how the forecast models are combined using the individual genes as weights for your values. After that, we have the predicted value and we can use the Eq. 7 to calculate the EI. This process is repeated for each individual in all previous prediction, and each EI value is added to previous values. The individual with the highest value for the SEI will be better able to solve the problem.
We want to use the metric EI as fitness function because it favors the model that has the best performance most of the time, i.e., it is less sensitive to outliers. Other metrics such as MAE and RMSE are very sensitive to outliers, that is, if an individual has very poor performance at some point, it can be misjudged by these metrics, even if it has done well most of the time.
Selection
Selection is the process of choosing two parents from the population for crossing. In this study, we opted to select the best 50 individuals ranked in the evaluation phase. These individuals are going to the crossover phase.
Crossover
Crossover is performed to explore new solutions. This operator changes defined parts of two members that are selected and obtains different members that give new points in the search space. In this work, the chosen crossover operator was the arithmetic average of the values assigned to the genes of each individual participant of the intersection. After the parents were selected as described above, in the Selection phase, the combination of all parents will be made, two by two, where the couple will mate with probability of 0.90. Figure 3 shows a crossover operation.
Mutation
The mutation operator is critical to the success of genetic algorithms since it determines the search directions and avoids early convergence. However, unlike the crossover, mutation is usually done by modifying genes within a chromosome and its probability is low. In this paper, we used the swap operator as mutation operator with probability of 0.10. In the swap operator, two randomly selected genes will exchange their values. Figure 4 shows a mutation operation.
Update
At this point, individuals resulting from the crossover and mutation process are entered in the population according to the policy adopted by the GA. In the most traditional way, the population maintains a fixed size and individuals are created in same number as its predecessors and replace them altogether. However, there are alternatives to this approach, for example, all of the N best individuals can always be maintained. In our case, we want to maintain the original individuals and their sons resulting of crossover and mutation process.
Finishing
The finish does not involve the use of any genetic operator. It is simply composed of a test that gives order to the process of evolution if the GA has reached a predetermined stopping point. The criteria for arrest may be different from the number of generations have grown to the degree of convergence of the current population. In our case, the stopping rule is when individuals stop to evolve, that is, when the best solution (individual) of the current generation is the same as the previous generation, or when the algorithm reach one hundred iterations. 4 System architecture A typical Web Architecture deployed in a cloud environment is shown in Fig. 5 . A front-end is responsible to receive requests from clients and distribute it between the several servers in back-end. Each server is a virtual machine (VM) rented by a cloud provider. It is easy to see that the architecture shown represents a queue M / M / m model, in agreement with queuing theory [16] . A queue M / M / m has a single entry point to queue and m servers to meet demand. In the architecture shown in Fig. 5 , the load balancer would be the point where all requests have to pass (single line). Thereafter, the load balancer distributes requests among the m servers who will be responsible for meeting them.
The function of an autoscaler is to find the minimum number of servers (m) to meet requests within the expected time (SLA) and at the same time save resources. Figure 6 shows our proposed proactive autoscaler in two phases. The first stage is responsible for forecasting demand for the next time interval.
Then, in the second phase, the minimum amount of resources required is calculated to meet the demand.
Our autoscaling system scales a Web application in response to change in amount of requests at fixed intervals, which we denote by reconfiguration intervals set to 1 h. This value (1 h) was chosen because most cloud infrastructure providers define this period as minimum to charge for resources. That is, if a resource is allocated by a lower range at a time, this will be charged as if it had been used throughout the period (1 h). Therefore, to optimize the amount paid to providers it is necessary to plan the resources that will be used every hour.
Requests forecast
For this work, we used, in addition to naive model, the functions arima(p, d, q), auto.arima() and ets() of the R forecast package. The first of them is used to implement the autoregressive model. The second one adjust the best arima model for determined time series. The third one chooses the best exponential smoothing model in agreement with data. We tried our system using three real Web applications logs: 3 months of FIFA world cup 98 Web servers [1] , 2 months of NASA Web servers [3] and 2 weeks of ClarkNet Web server [2] .
To compose the time series, the maximum amount of requests per second in each hour was considered. The model is adjusted hour by hour with new data that arrives to the system. After, next time series point is predicted. The Algorithm 1 shows the forecast process. 
Algorithm 1: Forecast Process
In the line 1 the information are extracted from the Web logs. Then, this information is transformed into a time series. Next, in line 2, a function is used to estimate the most appropriate parameters for a particular forecasting model, in relation to the time series data. All the forecasting models used and their parameters are described in Sect. 3.2. The functions naive, arima(1, 0, 0), arima(1, 0, 1), auto.arima() and ets() were considered. All these functions are implemented in the statistical package R [11] . In line 3, the prediction is calculated for the next time interval, based on the estimated model in the previous step. Finally, in line 4, the combination of models using genetic algorithms (GA) is performed. Algorithm 2 shows the process of combining models. This entire process is repeated every 1-h interval.
Before the forecast, the data were converted to logarithmic scale. This procedure is useful, especially in series that have great variation in their values, such as the FIFA world cup series. After the prediction, its value is transformed to normal range. 
Algorithm 2: Combine Models Process
The Algorithm 2 shows the process of combination of predictive models. Each of the steps shown in the algorithm is explained in Sect. 3.3.
Resource allocation
With next point forecasted such as described in previous section, we allocated resources following the principles of a queue model M / M / m. In this category of queue, system utilization is modeled as follows [18] :
In Eq. 8, q is the system utilization, k is the arrive rate, l is the processing rate and m is the number of servers.
For the system to be stable, q must be less than 1 [18] . Our aim is find the smallest value to m that keep the system stability. So let's rewrite the Eq. 8 in m function.
To find an adequate q value it is needed consider the l value and the desired response time to requests. The response time can be calculated as follows [18] :
Putting Eq. 10 in q function we obtain next equation:
where R represents the response time promised to the clients in aervice-level agreements (SLA). Joining Eqs. 9 and 11 we have the next equation:
So, the solution of our problem is to substitute the parameters in Eq. 12 by point forecast for next hour, server processing capacity and SLA values, to find the number of VMs needed in next hour. The algorithm 3 shows the allocating resources process. 
Algorithm 3: Resource Allocation Process
Algorithm 3 starts picking predicting the arrival rate of requests for the next period of time. Next, the values of the processing rate for each server (virtual machine) and the maximum response time required are obtained. Based on these parameters, the amount of resources to be allocated for the next time interval is calculated according to Eq. 12.
Evaluation
In this section we will present results about accuracy of forecast models and how it works in resource allocation considering several scenarios. After that, results are analyzed and discussed.
Data logs utilized
We evaluate our proposal using three real Web server logs: 3 months of FIFA world cup 98 Web servers [1] , 2 months of NASA Web servers [3] and 2 weeks of ClarkNet Web server [2] .
ClarkNet Log
The ClarkNet Log was extracted from a Web server for the Metro Baltimore-Washington DC area. It is based in two traces that contains all HTTP requests to the ClarkNet WWW server during 2 weeks. The first log was collected from 00:00:00 August 28, 1995 to 23:59:59 September 3, 1995, a total of 7 days. The second log was collected from 00:00:00 September 4, 1995 to 23:59:59 September 10, 1995, a total of 7 days. In this 2-week period, there were 3,328,587 requests. Timestamps have 1 s resolution [2] .
Looking at Fig. 7 , we see that the ClarkNet series presents a behavior that has similarity over time, and indicate periods with higher demand. Their values are of the order of tens.
NASA log
The NASA series was based in two traces that contains all HTTP requests to the NASA Kennedy Space Center WWW server in Florida during 2 weeks. The first log was collected from 00:00:00 July 1, 1995 through 23:59:59 July 31, 1995, a total of 31 days. The second log was collected from 00:00:00 August 1, 1995 through 23:59:59 August 31, 1995, a total of 31 days. In this 2 months period, there were 3,461,612 requests. Timestamps have 1 s resolution. From 01/Aug/1995:14:52:01 until 03/Aug/1995:04:36:13 there are no accesses recorded, as the Web server was shut down, due to Hurricane Erin [3] .
In NASA series, shown in Fig. 7 , we see a repetition in your pattern in certain periods, more prominent than in ClarkNet series. Also, their values are of the order of tens, and do not vary much among themselves.
FIFA world cup log
The FIFA World Cup logs consists of all the requests made to the 1998 World Cup Web site between April 30, 1998 and July 26, 1998 . During this period of time the site received 1,352,804,107 requests. The requests timestamps have 1 s resolution. The time on each server was coordinated with the local time in France (?0200). The first access logs were collected on April 30th, 1998; the final access logs were collected on July 26th, 1998. During this 88 day period, 1,352,804,107 requests were received by the World Cup site [1] .
FIFA world cup time series, showed in Fig. 7 , is the most complicated of all considered in this work because it has a high degree of variation in their values, does not have a repeating pattern of data (many random components), and has peaks, which are complicated to predict. Their values vary with great randomness of the order of tens to the thousands. The challenge is achieve good results with this type of series.
Accuracy forecast results
To evaluate the accuracy of the models four metrics were considered: mean absolute error (MAE); mean elasticity index (MEI); root-mean-squared error (RMSE); and mean absolute percentage error (MAPE). 
FIFA World Cup Series
minðV exp;i ; V pred;i Þ maxðV exp;i ; V pred;i Þ ð14Þ
The smaller the values according to the MAE, RMSE and MAPE metrics, the better is the model performance. However, for MEI metric that may assume values between 0 and 1, the closer the value of 1, the better is the model performance. The parameter N is the number of past predictions from the beginning of the time series.
ClarkNet series
Figures 8 and 9 show the distribution of forecast errors for each model, with and without outliers, respectively, considering ClarkNet series. It can be seen that the ARMA(1, 1) model had the best performance, showing a more symmetrical distribution of errors and a smaller difference between the first and the third quartile. We also see that the ARMA(1, 1) model also showed lower values for outliers. Our proposal (GA) was the one with the lowest number of outliers. The worst performance was of the naive model, which showed the greatest distance among the quartiles and high values for outliers. To calculate these outliers the following formula was used:
& where Q1 is the first quartile and Q3 is the third quartile.
Regarding the metrics used, according to Table 1 , ARMA model obtained the best result for ClarkNet series, being better in all metrics. Our proposal was the second best, with close proximity to the ARMA model results. The naive model had poor performance in all metrics.
Observing Fig. 10 , which shows the evolution of the weights of each model for ClarkNet series, we note that the ETS and ARMA models were the most relevant to the ClarkNet series. The ETS model had more weight at the beginning of the series and the ARMA model became more important after time 200, receiving more weight. This shows the evolution of our proposal over time, adapting and converging to the model with the best performance. 
NASA series
In Figures 11 and 12 we can observe that, as in NASA series, the ARIMA model showed a better distribution of the errors. but in contrast, had a large number of outliers. Our proposal had the lowest amount of outliers, as well as lower values for its. Table 2 shows that ARIMA model was better in all metrics. Again, our proposal has a very good performance, getting very close to the ARIMA model, according to the metrics used. Note that the ARIMA model had a bad performance considering the ClarkNet series. This shows that the choice of appropriate model is very dependent on the type of observed series. Our proposal can adapt to the series, always converging on the best model. Figure 13 , which shows the evolution of the weights of each model for NASA series, we observed that the models had similar weights over time. Anyway, we can see that the ARIMA model received the highest weights for most of the time. Again, our proposal converged on the best model.
FIFA world cup series
In FIFA world cup series, there was almost a tie between our proposal (GA) and the naive model, as can be seen in Fig. 14. However, according to Fig. 15 , we see that the GA model had the smaller amount, and the lowest values for outliers.
The results for the FIFA world cup series reflect its complexity. Observing Table 3 , naive model was the best in the MAE and MEI metrics, while the AR(1) model was the best in the RMSE metric and the GA model was the best in MAPE metric. Interestingly, the naive model, which had a poor performance in the previous series (NASA and ClarkNet), was one of the best for the FIFA world cup series. And, once again, our proposal was able to adapt the series, converging to the best result.
According to Fig. 16 , we can observe the evolution of the weights of each model to FIFA world cup Series. We note that the ETS and AR models have received the greatest weight at the beginning of the series. From the time in 1000, the two models have lost relevance and the naive model started to prevail, receiving the highest weights. Coincidentally, from the time in 1000, the series now has high variability, with a lot of bursts. The results show that none of the models used is suitable for treating this type of series. For this reason, the naive model prevailed. Either way, our proposal again proved to be able to indicate into the best result.
Resource allocation results
To measure the efficiency of our proposal in the proper allocation of resources, we compare it with the use of a linear combination of models, by means of linear programming, as shown in Eqs. 17, 18 and 19. To solve the Eqs. 17, 18 and 19 we use the SimplexSolver class from Apache Commons Math library [28] . This class implements the two-phase simplex algorithm [15] . We chose the simplex algorithm to compare with our proposal (GA) because it is widely used in linear optimization problems. Initially, the zero value is assigned for the MEI of each forecasting model. After this, in each time interval, we will: (a) update the MEI in accordance with the past predictions of each model; (b) set the weight of each forecasting model by solving Eqs. 17, 18 and 19 (c) combine the future forecast of each model, by means of the weights calculated in the previous stage; and, finally, (d) calculate and allocate the required number of resources for the next hour using the Eq. 12. Figures 17, 18 and 19 illustrate the results obtained, and include three time series used in this study and two different scenarios outlined in Table 4 . The X axis represents the number of under-provisioned resources and the Y axis represents the number of over-provisioned resources.
subject to:
where: M i mean elasticity index according to the forecasting model i. x i weight of the forecasting model i in the next forecast. Figure 17 shows the results for ClarkNet series. We can see that the GA method is in both scenarios evaluated, among the Pareto optimal solutions. The ETS and ARMA models also are among the optimal solutions, in both scenarios. The simplex method was dominated in the second scenario, it is not an optimal solution in this case.
ClarkNet series
In Tables 5 and 6 we can observe the exact amounts of under and over-provisioned resources generated by the GA and simplex methods, and by each isolated prediction model. The 5 table shows that the GA method was the one that had the least value for the sum of under-provisioned and over-provisioned resources, in the first scenario. The simplex method was only in fourth. In the second scenario, shown in Table 6 , again the GA method showed the best results for the total of under-and over-provisioned resources generated, tied with the ETS model. The simplex method was fourth, next to the ARMA model. Figure 18 shows the results for NASA series. We can see that all models except the ARMA in the first scenario and the naive in the second, were among the Pareto optimal solutions. In Table 7 , which shows the results for the first scenario, we can see that the GA method had the second best result for the amounts of under and over-provisioned resources generated, getting very close to the first place, the ARIMA model. In the second scenario, presented in Table 8 , only the naive model was slightly worse than the others. We can notice also that the ARIMA model, which had one of the worst performances in ClarkNet series, this time it was the model that had the best performance.
NASA series
FIFA world cup series
In the FIFA World Cup series, shown in Fig. 19 , the only model dominated in both scenarios was the ETS. The others were among the Pareto optimal solutions. However, observing Tables 9 and 10 others: naive model, the GA method and simplex method. The difference between the three solutions was very small, in both scenarios, with naive model a little better than the GA method, which was slightly better than the simplex method. Another interesting fact is that the naive model, which had a very poor performance in the previous series (ClarkNet and NASA), this time was the model that had the best performance. Instead, the ETS model, which in previous cases performed well, this time was the worst performing model. Figure 20 shows the overhead caused by predictive models and our proposal. To implement the models considered in the experiments we use the following functions of the statistical package R: the arima (1, 0, 0) function as AR (1) model, the arima (1, 0, 1) function as ARMA(1, 1) model, the auto.arima () as ARIMA model and the ets () as ETS model. The genetic algorithm for combining models was implemented using the Java language. To perform the experiments we used a quad core machine with 2 GB of speed and 16 GB of RAM. According to Fig. 20 , the AR(1) model has 5-ms overhead for 300 data points and the ARMA(1, 1) has 8-ms overhead for 300 data points. The ARIMA model shows a considered increase in overhead over the previous models. The model has an overhead of 100 ms to 300 data points. ETS model was more complex, with an overhead of approximately 300 ms to 300 data points. Our proposal to combine the models using genetic algorithm (GA), showed an overhead slightly higher, around 400 ms to 300 data points. The simplex method showed a overhead very similar to our proposal. However, it is important to clarify that this overhead is negligible for the application, since the prediction is performed only once every hour. The naive model is not shown in the figure because has virtually no overhead.
Complexity and overhead
To analyze the complexity of our proposal, we will consider the number of comparisons that is performed to find the best solution to the problem. Whereas, in each iteration (evolution), the top 50 assessed individuals are selected for reproduction, and that intersect in pairs, with probability 0.9, we will have approximately 50 2 À Á individuals (solutions) at the end of the crossover phase.
To select the best individuals, we use the merge-sort algorithm for ordering them according to their respective valuations. The merge-sort complexity is Oðn Ã log 2 nÞ, where n is the number of individuals (candidate solutions). Therefore, in our case, this complexity would be À Á comparisons. We can conclude, then, that the complexity of our proposal depends on two parameters: the number of selected individuals to cross (N); and maximum number of allowed iterations (M). In our case N equals 50 and M equals 100.
Therefore, given the above facts, the complexity of our
Where N is the number of individuals selected to cross and M is the maximum number of iterations (evolutions) allowed.
Regarding the simplex algorithm, according to the literature [24] the maximum complexity is considered exponential in K, where K is the number of problem variables. However, according to the literature [24] , few problems that need this complexity to be solved. This is why the simplex is widely used. Figure 20 shows that for a problem of five variables, as in our case, the simplex algorithm processing time is very similar to the time spent for the solution using genetic algorithms (GA).
Bootstrap
To show that our proposal does not depend on a specific forecasting model, we retrace the experiments, removing in every execution, one of the predictive models. Thus, in the first round, we removed the naive model from the initial set of five models: Naive, AR, ARMA, ARIMA and ETS. In the second round, we removed the AR model and, in the third, the ARMA model, and so on. In total there were five rounds of experiments, each without one of the five models considered in our proposal. Figures 21, 22, 23, 24 , and 25 illustrate the bootstrap results. We note that in all cases and scenarios, our proposal (GA) has always been among the Pareto optimal solutions. All isolates forecasting models, were dominated in some scenery. This shows the adjustment capacity of our proposal, which, regardless of the series, scenario or set of models considered, always converges to an optimal solution, in relation to this set.
Feasibility test
To show the feasibility of our proposal we made a projection of cost with under-provisioned and over-provisioned resources for a year, considering the nominal price of $ 1 for either a under-provisioned resource as a overprovisioned resource. For the purposes of this paper, a resource is a virtual machine rented in an infrastructure cloud provider. In addition to the projection of costs, we also consider the overhead of each model and deployment difficulty.
To calculate the estimated annual average cost, we use the values shown in Tables 5, 6 , 7, 8, 9 and 10, for underprovisioned and over-provisioned resources, in each series used. From these values we project the average cost in a year, multiplying these values by the number of days in a year, and divided by the number of days in the respective log, in each scenario. Then we calculated the average of the values presented in each scenario. Finally, we calculated the average of the values presented in three series and get the overall average among all series. Table 11 illustrates the results of our study.
In Table 11 we can see that combining predictive models reduces costs with under-provisioned and overprovisioned resources. Both on linear programming approach using the simplex method as the solution based on genetic algorithms (GA) showed better results than the use of a single prediction model in isolation. However, between both, the solution based on genetic algorithms was the one with the best result.
Another important point to be considered is the overhead raised by the models to make a prediction. After all, a very high overhead could make the solution unfeasible. Those overhead were taken from experiments conducted and were detailed in Sect. 5.4. We can see in Table 11 that the overhead raised by solutions based on combination of predictive models is superior to the overhead of solutions based on a single model. However, still, the overhead of around 400 ms, is extremely low considering that a prediction will be made only every 1 h time interval. Therefore, this does not make in any way, the proposed solution unfeasible.
Finally, we can analyze the difficulty of implementing the proposals. Of course that solutions based on the combination of models has a slightly higher difficulty of implementing than the solutions based on a single model. But even so, this difficulty can be considered low. That is due to the fact that both the simplex algorithm as the use of genetic algorithms are widely described and documented in the literature. Thus, it is very easy to find professionals able to work with such technologies. According to the data presented above, we can conclude that our proposal is feasible to solve the resource allocation problem for Web applications hosted on the cloud infrastructure. Compared to the linear programming-based solution and the solutions based on a single forecast model, our solution (GA) was the one that proved the most suitable to resolve the issue.
Final remarks about results
We can notice by the results that there is not a better predictive model for all cases. The naive model, for example, had the best result for the FIFA world cup series and the worst for the other series. Similarly, the ARIMA model had the best performance for the NASA series and the worst for the ClarkNet series. Our proposed method had good results in all scenarios and series used. It showed itself a generic and efficient model, able to adapt to each series and scenery.
The results show that the higher the rate of processing of the server and the lower the response time is, less error will be in the allocation of resources. This rule applies to all models and series. From this premise, we can conclude that, when decrease the server processing rate and maximum response time (SLA), the prediction accuracy becomes more important. The models evaluated, in general, showed low error rates in resource allocation, especially for ClarkNet and NASA series. For FIFA World Cup series, the error rate was higher than in the two other series analyzed. However, the results can not be considered bad at all. The FIFA World Cup series presents high variability of values, which makes it difficult to forecast. We have also to consider that the values achieved by the series is of the order of thousands, unlike the other two where the values achieved are on the order of tens.
Regarding the metrics used, MEI metric is presented as the best option to evaluate the elasticity of autoscaling techniques. Our proposed metric was less sensitive to outliers, rewarding the model which had the best regularity. 
Conclusion and future works
The focus of this work was to conduct a study on the use genetic algorithm to combine classical statistical models in predicting demand for Web applications hosted in cloud infrastructure. The demand forecast is important because reactive techniques are not able to cope with variations in demand without causing system instability. This is due to the fact that the allocation of resources in the cloud infrastructure is not instantaneous, and there is a delay until the resource is ready for use. It is therefore necessary to predict the future demand, to request the necessary resources in advance. However, choosing the best prediction model is a difficult task. As seen from the results, there is not a better prediction model for all cases. A model that has a good performance for a given time series can have a bad performance to another. The task becomes even more complicated when the user does not have much historical data to analyze. For example, a company that is starting a business and want to host your Web application in the cloud. Our proposal strikes precisely this problem, because our proposed method is able to adapt to various types of time series, and does not need a lot of historical data to work, because it does not require a previous training phase, being able to adapt the extent to which the data is coming. Thus, our method is generic enough to be used by any user wishing to host your Web application in the cloud and be guaranteed to get a good result. It was also shown that the smaller the parameters: server processing rate and maximum response time, becomes more important to choose a good predictive model. Finally, the MEI metric proposed in this work is effective in evaluating the performance of the autoscaling techniques and can be useful for future work, since there is a lack of metrics to measure elasticity in the cloud. For future work will consider the use of a cost model to optimize the fitness function. Also, we will consider other kinds of crossover and mutation. Other forecasting models may also be considered as well.
