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Abstract
Convergence analysis of recurrent neural networks is an important research direction in the
/eld of neural networks. Novel methods to study the global exponential convergence of recurrent
neural networks with variable delays are proposed. A condition for global exponential stability,
which is independent of the delays, is derived by the method of delayed inequalities analysis.
Another condition for global exponential stability, which depends on the delays, is obtained via
the method of constructing a suitable and interesting Lyapunov functional.
c© 2003 Published by Elsevier B.V.
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1. Introduction
Recurrent neural networks with delays have been widely studied in recent years
[1–4,6–14,15,20,22,24]. There are many applications of recurrent neural networks with
delays in motion related phenomena, such as image processing [19], pattern classi/-
cation, speed detection of moving objects and quadratic programming problems [6].
In electronic implementations of neural networks, the delay parameter must be taken
into account. Hardware characteristics such as switching delays, parameter variability,
parasitic capacitance, and inductance exist in electronic neural networks. It has been
proved that delays may change the dynamic behavior of neural networks [4,16].
Most of the research, so far, has focused on neural networks with constant delays. In
practice, delays appearing in neural networks are often variable in nature. The mathe-
matical aspects of neural networks with variable delays diAer from those with constant
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delays. In [13,14,22,24], convergence of recurrent neural networks with variable delays
are studied. However, the issue of global exponential stability and the derivation of the
associated conditions have not been addressed at.
Novel methods to study the global exponential convergence of a class of recur-
rent neural networks with variable delays are proposed in this work. The concept of
s-global exponential stability is introduced for recurrent neural networks. A recurrent
neural network is s-globally exponentially stable implies that the network has a unique
equilibrium point and this equilibrium point is globally exponentially stable. Thus, it
provides an approach to study the existence and uniqueness of the equilibrium point
together with the global exponential stability in a uni/ed way. Most studies in the past
discussed the existence and uniqueness of the equilibrium point of neural networks
separately from the convergence issues [2,3,9,10,15,22]. By using the method of de-
layed inequality analysis, a condition for global exponential stability is derived, which
is independent of the delays in the recurrent neural networks. In addition, a suitable and
interesting Lyapunov functional to derive another global exponential stability condition
is constructed, which depends on the delays. The constructed Lyapunov functional con-
tains special terms and hence is diAerent from many frequently used typical Lyapunov
functionals [1,3,7–14,15]. Most of the typical Lyapunov functionals can only derive
conditions for asymptotic stability instead of exponential stability.
This paper is organized as follows. The preliminary of recurrent neural networks
with variable delays is presented in Section 2. Section 3 discusses the convergence
of recurrent neural networks with variable delays. Examples to illustrate the proposed
methods are included in Section 4. Conclusions are drawn in Section 5.
2. Preliminaries
In general, continuous recurrent neural networks are described by diAerential equa-
tions. Hop/eld modal, see [12], is one of the most famous modals of continuous
recurrent neural networks. Generalized from the Hop/eld neural network modal, this
paper studies a class of recurrent neural networks with variable delays. The network
modal is described as
Ci
dui(t)
dt
=
n∑
j=1
[Tijvj(t) + T	ijvj(t − 	ij(t))]−
ui(t)
Ri
+ Ii (i = 1; : : : ; n) (1)
with vi(t)= gi[ui(t)] (i=1; : : : ; n) for t¿0, where Ci¿0; Ri¿0; Tij; T 	ij and Ii are
constants, the delays 	ij(t) (i=1; 2; : : : ; n) are nonnegative continuous functions with
06	ij(t)6	 for t¿0, where 	 is a constant.
The activation functions gi (i = 1; : : : ; n) are assumed as non-decreasing and non-
constants which satisfy
06
gi()− gi(s)
− s 6 ki (i = 1; : : : ; n) (2)
for all ; s∈R;  = s, where ki¿0 (i=1; : : : ; n) are constants.
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Many frequently used neuron activation functions, 1=(1 + e−); (2=)arctan();
max(0; ) and (|+ 1| − |− 1|)=2, satisfy the assumptions in (2).
Let C =C([−	; 0]; Rn) be the Banach space of continuous functions mapping the
interval [−	; 0] into Rn with the topology of uniform convergence. For any =
(1; : : : ; n)T ∈C, a normal in C is de/ned by ‖‖= sup−	660 |()|, where |()|=∑n
i=1 |i()| is a normal in Rn.
For any =(1; : : : ; n)T ∈C, the initial condition in (1) is assumed to be
ui(t) = i(t); −	6 t 6 0; i = 1; : : : ; n;
where i(t) (i=1; : : : ; n) are continuous functions. Given any ∈C, under the assump-
tions in (2), there exists a unique solution of (1) starting from  [11]. This solution
is denoted by U (t; )= (u1(t; ); : : : ; un(t; ))T.
A vector U ∗=(u∗1 ; : : : ; u
∗
n)
T ∈Rn is an equilibrium point of (1), if it satis/es
−u
∗
i
Ri
+
n∑
j=1
(Tij + T	ij)v
∗
j + Ii ≡ 0;
v∗i = gi(u
∗
i ) (i = 1; : : : ; n):
Obviously, U ∗ ∈C. U ∗ is an equilibrium of (1), if and only if U (t; U ∗)=U ∗ for
all t¿0.
Denition 1. Network (1) is said to be globally exponentially stable, if there exists a
unique equilibrium point U ∗=(u∗1 ; : : : ; u
∗
n), and there exist constants ¿0 and M¿1
such that for any ∈C the following inequality holds:
|U (t; )− U ∗|6 M‖− U ∗‖e−t
for all t¿0.
Denition 2. Network (1) is said to be s-globally exponentially stable, if there exists
constants ¿0 and M¿1, such that for any two ;  ∈C the following inequality is
satis/ed,
|U (t; )− U (t;  )|6 M‖−  ‖e−t
for all t¿0.
Through out in this paper, D+ is used to denote the upper right hand Dini derivative.
For any continuous function f :R→R, the upper right hand Dini derivative of f(t) is
de/ned as
D+f(t) = lim
h→0+
sup
f(t + h)− f(t)
h
:
A matrix =(!ij)n×n is an M-matrix, if !ii¿0 (i=1; : : : ; n); !ij60 (i = j; i; j=1; : : : ;
n), and the real part of each eigenvalue of  is nonnegative.  is a nonsingular
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M -matrix, if  is both an M -matrix and nonsingular. The matrix  is a nonsingular
M -matrix, if and only if, there exist constants i¿0 (i=1; : : : ; n) such that [5]
i!ii +
n∑
j=1;j =i
j!ij¿0 (i = 1; : : : ; n)
or
j!jj +
n∑
i=1;i =j
i!ij¿0 (j = 1; : : : ; n):
3. Convergence analysis
In this section, the convergence of (1) is studied.
Theorem 1. If network (1) is s-globally exponentially stable, then the network must
be globally exponentially stable.
Proof. Given any ;  ∈C, let U (t; )= [u1(t; ); : : : ; un(t; )]T and U (t;  )= [u1(t;  );
: : : ; un(t;  )]T be the solutions of (1) starting from  and  , respectively. De/ne
Ut() = U (t + ; );
Ut( )=U (t + ;  ); ∈ [−	; 0]
for t¿0. Then, Ut(); Ut( )∈C for all t¿0.
Since network (1) is s-globally exponentially stable, there exist constants ¿0 and
M¿1 such that
|U (t; )− U (t;  )|6 Me−t‖−  ‖
for all t¿0. Then, it follows for all t¿0, that
‖Ut()− Ut( )‖ = sup
−	660
|U (t + ; )− U (t + ;  )|
6 e	Me−t‖−  ‖: (3)
A standard Cauchy argument can be used to prove the convergence of Ut .
Select a constant m¿0 such that
e	Me−m 6 12 : (4)
For any !¿0, select a T¿0 such that
4e	Me−t‖Um()− ‖6 ! (5)
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for all t¿T . Given any constant p¿0, from (3) and (4) the following inequality can
be derived:
‖Ut+p()− Ut()‖6 ‖Ut+p()− Ut+p+m()‖+ ‖Ut+p+m()− Ut+m()‖
+‖Ut+m()− Ut()‖
= ‖Ut+p()−Ut+p(Um())‖+‖Um(Ut+p())−Um(Ut())‖
+ ‖Ut(Um())− Ut()‖
6 e	Me−(t+p)‖− Um()‖+ e	Me−m‖Ut+p()− Ut()‖
+e	Me−t‖Um()− ‖
6 12‖Ut+p()− Ut()‖+ 2e	Me−t‖Um()− ‖
for t¿0. Then, using (5), it follows that
‖Ut+p()− Ut()‖6 4e	Me−t‖Um()− ‖6 !
for all t¿T . By the well known Cauchy convergence principle, there must exist a
∗ ∈C such that limt→+∞Ut()=∗. In particular, limt→+∞U (t; )=∗(0),∗∗.
Obviously, ∗∗ is an equilibrium point of network (1). That is U (t; ∗∗)=∗∗ for all
t¿0. Then, it follows that
|U (t;  )− ∗∗|6 M‖ − ∗∗‖e−t
for all t¿0. Clearly, network (1) cannot have other equilibria diAerent from ∗∗. This
shows that network (1) is globally exponentially stable.
Next, the conditions for global exponential stability of network (1) are derived.
Initially few diAerential inequalities are derived, which are used in the proofs of
Theorems 2 and 3.
Given any ;  ∈C, let U (t; ) and U (t;  ) be the solutions of (1) starting from 
and  , respectively. Denote
Jui(t) = ui(t; )− ui(t;  );
Jvi(t) = vi(t; )− vi(t;  ) (i = 1; : : : ; n)
for t¿− 	. Then, it follows from (1) that
Ci
d Jui(t)
dt
= − Jui(t)
Ri
+
n∑
j=1
[Tij Jvj(t) + T	ij Jvj(t − 	ij(t))] (6)
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for all t¿0 and i=1; : : : ; n. From (2), sign( Jui(t)) Jvi(t)¿0 for all t¿0, then it follows
from (6) that
CiD+| Jui(t)| = Ci sign( Jui(t))d Jui(t)dt
6−| Jui(t)|
Ri
+ Tii| Jvi(t)|+
n∑
j=1;j =i
|Tij|| Jvj(t)|
+
n∑
j=1
|T	ij|| Jvj(t − 	ij(t))| (7)
for all t¿0 and i=1; : : : ; n. The proof is completed.
Theorem 2. Denote
!ij =


1
Riki
− T+ii − |T	ii |; i = j;
−|Tij| − |T	ij|; i = j
for i; j=1; : : : ; n, where T+ii = max{0; Tii}. If the matrix (!ij)n×n is a nonsingular
M-matrix, then network (1) is globally exponentially stable.
Proof. From (2), | Jvi(t)|6ki| Jui(t)| for all t¿0 and i=1; : : : ; n. Then by (7), it follows
that
CiD+| Jui(t)|6−| Jui(t)|Ri + T
+
ii ki| Jui(t)|+
n∑
j=1;j =i
kj|Tij|| Juj(t)|
+
n∑
j=1
kj|T	ij|| Juj(t − 	ij(t))| (8)
for all t¿0 and i=1; : : : ; n.
Since (!ij)n×n is a nonsingular M -matrix, there exist constants i¿0 (i=1; : : : ; n)
such that i!ii +
∑n
j=1; j =i j!ij¿0 (i=1; : : : ; n). That is
− 1
Riki
+ T+ii + |T	ii |+
1
i
n∑
j=1;j =i
j(|Tij|+ |T	ij|) ¡ 0
for i=1; : : : ; n. Then, a suKciently small constant ¿0 can be chosen such that
$i,− 1Riki + T
+
ii +

ki
+
1
i
n∑
j=1;j =i
j|Tij|+ e
	
i
n∑
j=1
j|T	ij|
¡ 0 (i = 1; : : : ; n):
By de/ning the continuous functions
zi(t) =
ki
i
| Jui(t)|et (i = 1; : : : ; n)
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for all t¿0, it follows from (8) that
CiD+zi(t)6
(
− 1
Ri
+ T+ii ki + 
)
zi(t) +
ki
i
n∑
j=1;j =i
j|Tij|zj(t)
+
kie	
i
n∑
j=1
j|T	ij|zj(t − 	ij(t)) (9)
for all t¿0 and i=1; : : : ; n.
Given any constant d¿1, it can be proved that
zi(t) ¡ d max
16j6n
{
kj
j
}
‖−  ‖, M (i = 1; : : : ; n) (10)
for all t¿0. Otherwise, since zi(0)¡M (i=1; : : : ; n), there must exist some i and a
t1¿0 such that zi(t1)=M and,
zj(t)
{
¡ M;−	6 t ¡ t1 if j = i;
6 M;−	6 t 6 t1 if j = i:
It follows that D+zi(t1)¿0. However, from (9)
CiD+zi(t1)6 ki
[
− 1
Riki
+ T+ii +

ki
+
1
i
n∑
j=1;j =i
j|Tij|+ e
	
i
n∑
j=1
j|T	ij|
]
M
= ki$iM
¡ 0:
This is a contradiction and thus it proves that (10) is true. Letting d→ 1 in (10), the
following inequality is obtained:
| Jui(t)|6 max
16j6n
{
j
kj
}
max
16j6n
{
kj
j
}
‖−  ‖e−t
for all t¿0 and i=1; : : : ; n. This shows network (1) is s-globally exponentially stable.
By Theorem 1, network (1) is globally exponentially stable. The proof is completed.
The stability condition in Theorem 2 is independent of the delays. The delays could
be any nonnegative continuous bounded functions. Moreover, these delays could be
uncertain. These properties provide Lexibility in the design of delayed type neural
networks. However, since T+ii is used instead of Tii in the stability condition, it is
relatively restrictive when Tii¡0. A stability condition that fully utilizes each neuron’s
self connection weight Tii is provided in what follows. However, the stability condition
will depend on the delays.
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Theorem 3. Assume the delays are di9erentiable and satisfy
d	ij(t)
dt
6 lij ¡ 1 (i; j = 1; : : : ; n)
for all t¿0, where lij (i; j=1; : : : ; n) are constants. Denote
!ij =


1
Riki
− Tii − |T
	
ii |
1− lii i = j;
−|Tij| −
|T	ij|
1− lij i = j
for i; j=1; : : : ; n. If the matrix (!ij)n×n is a nonsingular M-matrix, then network (1)
is globally exponentially stable.
Proof. Since (!ij)n×n is a nonsingular M -matrix, there exist constants i¿0
(i=1; : : : ; n) such that j!jj +
∑n
i=1; i =j i!ij¿0 ( j=1; : : : ; n). That is,
− j
Rjkj
+ jTjj +
n∑
i=1
i
[
|Tij|(1− (ij) +
|T	ij|
1− lij
]
¡ 0
for j=1; : : : ; n, where
(ij =
{
1; i = j;
0; i = j:
Then, a suKciently small constant ¿0 can be chosen such that
!j,
(
− 1
Rj
)
j
kj
+ jTjj +
n∑
i=1
i
[
|Tij|(1− (ij) +
e	|T	ij|
1− lij
]
¡ 0 ( j = 1; : : : ; n):
By de/ning the continuous functions
xi(t) = | Jui(t)|et ;
yi(t) = | Jvi(t)|et (i = 1; : : : ; n)
for t¿0, it follows from (7) that
CiD+xi(t)6−
(
1
Ri
− 
)
xi(t) + Tiiyi(t)
+
n∑
j=1;j =i
|Tij|yj(t) +
n∑
j=1
|T	ij|yj(t − 	ij(t))e	ij(t)
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6
[(
− 1
Ri
)
1
ki
+ Tii
]
yi(t) +
n∑
j=1;j =i
|Tij|yj(t)
+ e	
n∑
j=1
|T	ij|yj(t − 	ij(t)) (11)
for all t¿0 and i=1; : : : ; n.
Constructing a Lyapunov functional
V (t) =
n∑
i=1
i

Cixi(t) + n∑
j=1
|T	ij|e	
1− lij
t∫
t−	ij(t)
yj(s) ds

 (12)
for all t¿0.
It follows from (11) and (12) that
D+V (t)6
n∑
i=1
i
[
CiD+xi(t) + e	
n∑
j=1
( |T	ij|
1− lij yj(t)− |T
	
ij|yj(t − 	ij(t))
)]
6
n∑
i=1
i
[(

ki
− 1
Riki
+ Tii
)
yi(t)
+
n∑
j=1
(
|Tij|(1− (ij) +
e	|T	ij|
1− lij
)
yj(t)
]
=
n∑
j=1
!jyj(t)
6 0 (13)
for all t¿0. From (13), it follows that
V (t)6 V (0) (14)
for all t¿0.
By the de/nition of V (t) in (12)
V (0) =
n∑
i=1
i

Ci| Jui(0)|+ n∑
j=1
|T	ij|e	
1− lij
0∫
−	
| Jvj(s)|es ds


6M1‖−  ‖;
where
M1 = max
16i6n
(iCi) +
e	

n∑
i=1
i max
16j6n
( |T	ij|kj
1− lij
)
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and
V (t)¿ et
n∑
i=1
iCi| Jui(t)|¿ (et |U (t; )− U (t;  )|
for all t¿0, where (= min16i6n (iCi). Then, from (14)
|U (t; )− U (t;  )|6 M2‖−  ‖e−t
for all t¿0, where M2 =M1=(¿1. Thus, network (1) is s-globally exponentially stable
and by Theorem 1, network (1) is globally exponentially stable. The proof is completed.
It is shown that by using the de/ned Lyapunov functional in (12) the conditions for
global exponential stability can be derived. This is possible as the Lyapunov functional
contains a special term et . In addition, this Lyapunov functional can deal with variable
delays.
4. Examples and discussions
Two examples to illustrate the proposed theory are provided in this section.
Example 1. Consider the neural network with variable delays
du1(t)
dt
= −3u1(t) + g[u1(t)]− g[u2(t − 	1(t))] + I1;
du2(t)
dt
= −2u2(t)− g[u2(t)] + g[u1(t − 	2(t))] + I2 (15)
for all t¿0, where I1 and I2 are constants, g(s) is any continuous function that satis/es,
06
g()− g(s)
− s 6 1 (i = 1; : : : ; n)
for all ; s∈R;  = s. The delays 	i(t) (i=1; 2) in the network are assumed to be any
nonnegative bounded continuous functions. Moreover, these delays could be uncertain.
It is easy to check that this network satis/es all the conditions of Theorem 2 and
thus it is globally exponentially stable.
Recently in [13,14], neural networks with variable delays were studied and conditions
for asymptotic stability were derived. These conditions depend on an upper bound
estimation of the derivatives of the delays and, thus cannot be used to check the
stability of network (15).
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Example 2. Consider the following neural network with variable delays:
du1(t)
dt
=−u1(t)− 4g[u1(t)] + g
[
u1
(
t − sin
2 t
2
)]
−g
[
u2
(
t − cos
2 t
2
)]
+ I1;
du2(t)
dt
=−u2(t)− 2g[u2(t)]− g
[
u1
(
t − sin
2 t
4
)]
+ g
[
u2
(
t − cos
2 t
4
)]
+ I2 (16)
for all t¿0, where I1 and I2 are constants, and g(s) is de/ned by
g(s) =
|s+ 1| − |s− 1|
2
; s ∈ R:
It is noted that network (16) does not satisfy the conditions of Theorem 2 and
therefore its stability cannot be checked by Theorem 2. Next, Theorem 3 is used to
check the stability.
In network (16), R1 =R2 =C1 =C2 = 1; T11 =−4; T12 =T21 = 0; T22 =−2;
T 	11 =T
	
22 = 1; T
	
12 =T
	
21 =−1; 	11(t)= sin2 t=2; 	12(t)= cos2 t=2; 	21(t)= sin2 t=4;
	22(t)= cos2 t=4. By the de/nition of g(s); k1 = k2 = 1. Since the delays are diAer-
entiable, then
d	11(t)
dt
=
sin 2t
2
6
1
2
, l11 ¡ 1
for all t¿0. Similarly, l12 = 12 ; l21 = l22 =
1
4 . Then, it follows that
1
R1k1
− T11 − |T
	
11|
1− l11 − |T12| −
|T	12|
1− l12 = 1 ¿ 0
and
1
R2k2
− T22 − |T
	
22|
1− l22 − |T21| −
|T	21|
1− l21 =
1
3
¿ 0:
This shows that the condition in Theorem 3 is satis/ed. Thus, network (16) is globally
exponentially stable.
Network (16) also does not satisfy the conditions in [13,14]. Moreover, the conditions
in [13,14] only guarantee global asymptotic stability, which is obviously weaker than
the global exponential stability.
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5. Conclusions
The global exponential convergence of a class of neural networks with variable
delays is studied in this work. Using the method of delayed inequality analysis and
the method of constructing Lyapunov functional together with the proposed concept
of s-global exponential stability, simple conditions for global exponential stability are
derived. The condition in Theorem 2 is independent of the delays and thus it provides
Lexibility in the design of neural networks with variable delays. If in the condition
of Theorem 2, T+ii (i=1; : : : ; n) can be replaced with Tii (i=1; : : : ; n), it will provide
a better condition for global exponential convergence. More research in this direction
is required. Recently, conditions for exponential stability of neural networks without
delays was reported in [21]. The conditions in [21] are weaker than those in this work.
Further work is required to develop similar conditions [21] for the neural networks
with variable delays.
Global convergence property of networks has important applications in optimization
problems. However, global convergence implies a network has only one equilibrium
point. Networks with one equilibrium point are computationally restrictive. Some recent
results on multi-stability of recurrent neural networks can be found in [23]. Research
on generalizing the results in this paper to multi-stable networks will be studied in the
future.
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