The article reviews concepts of canonical modeling in the context of environmental health. Based on biochemical systems theory, the canonical approach was developed over the past thirty years and applied to complex systems primarily in biochemistry and the regulation of gene expression. Canonical modeling is based on nonlinear ordinary differential equations whose right-hand sides consist of products of power-law functions. This structure results from the linearization of complex processes in logarithmic space. The canonical structure has many intriguing features. First, almost any system of smooth functions or ordinary differential equations can be recast equivalently in a canonical model, which demonstrates that the model structure is rich enough to deal with all relevant nonlinearities. Second, a large body of successful applications suggests that canonical models are often valid and accurate representations of quite complex, real-world systems. Third, a set of guidelines supports the modeler in all phases of analysis. These guidelines address model design, algebraic and numerical analysis, and the interpretation of results. Fourth, the structure of canonical models, especially those in S-system form, facilitates algebraic and numerical analyses. Of particular importance is the derivation of steady-state solutions in an explicit symbolic or numerical form, which allows further assessments of stability and robustness. The homogeneous structure of canonical models has also led to the development of very efficient, customized computer algorithms for all steps of a typical analysis. 
In more general terms, nonlinearities make it difficult to find intuitive explanations for why systems in nature are designed the way they are, and it is often impossible reliably to predict the correct system response without a rigorous quantitative approach (8). For instance, it is impossible to evaluate the advantages of inhibition of product formation over activation of its degradation, even though both can generate the same overall system responses (7-9).
The second problem caused by nonlineari? ties is that the qualitative types of system responses may depend on quantitative proper? ties of the system: If some parameter is within a certain range, the system hovers around a normal state; if it is less than some lower threshold value, the system may exhibit sus? tained oscillations; and when the parameter exceeds some higher threshold, the system may cease to function altogether. With numerous parameters having these characteristics, there is no possibility to understand or predict the effects of changes in some system components without a mathematical analysis (8). While the "lure ofthe linear" (10), with its solid theoreti? cal underpinnings and a great repertoire of powerful tools, has great appeal for the mathematician, nature simply is not linear. It is therefore necessary for the scientific commu? nity to develop germane methods of capturing the essence of nonlinear phenomena.
The nonlinear character of environmental systems and the associated invalidity of the principle of superposition constitute a true challenge. The main philosophy of science over the past hundred years has been reductionism, and since this approach implicitly assumes superposition, it is no longer applica? ble if the focus of an investigation is the inte? grated nature of a system. As Savageau (11) pointed out:
Paradoxically, it is at the very height of its success that the weaknesses of this para? digm [of reductionism] are becoming apparent. We shall soon have the complete parts catalog of E. coli. Yet, by comparison, we still know little about the integrated system, what makes it a living cell, or how it will respond to novel environments, and to specific changes in its molecular constitution. Our knowledge is fragmented and descriptive; we have almost no understand? ing of the "design principles" that govern the intact biological system....We need a radically different approach that is able to elucidate quantitative and qualitative fea? tures of complex integrated systems.
Summarizing the state of the art of reductionism, Simpson (12) concluded that reduction to atomic and molecular levels alone is neither philosophically nor practically sufficient and that all levels of the biologic hierarchy have to be studied if biological phenomena are to be explained. Yates (13), a strong supporter of studying complexity and a proponent of an integrated approach to biology, found that even among true believers in reductionism "there is a residual mystery after the reduction is accomplished."
The failure of reductionism to yield a true understanding of phenomena in nature has led to the advent of a paradigm shift (14) Simplification Nature itself has afforded us with different types of simplifications for the analysis of complex systems. They are based on organizational, temporal, and spatial hierarchies (7). The typical organizational simplification con? sists of intentionally ignoring very much lower or very much higher levels of biologic organi? zation. If the relationships between an envi? ronmental contaminant and the prevalence of a disease are the focus of investigation, the laws of particle physics are certainly still in effect, but it is unnecessary and undesirable to represent the disease mechanisms in these terms. Thus, one simplification consists of replacing the complexity at all molecular and submolecular levels with some average behav? ior. By the same token, one is often justified to ignore processes at higher levels, such as evolution and long-term changes in climate, when processes at a lower level are the focus. In many instances, the hierarchy in orga? nizational levels corresponds to a hierarchy of time scales at which processes occur. In an environmental context, one could, for instance, differentiate quantum physical, bio? chemical, physiologic, developmental (with respect to individuals and populations), evo? lutionary, and geologic time scales. Limiting an analysis to a single time scale provides a significant simplification, as processes occur? ring at much faster speeds approach their steady states so fast that their dynamics are irrelevant, whereas processes with much slower rates don't change much and thus are essentially constant (7, 15 age-structured population model, the depen? dent variables are sizes of subpopulations with a given age. In a toxicologic model, they may represent biologic reactive intermediates. An independent variable represents a sys? tem component, or a pool of components, that is unaffected by the system. In a popula? tion model, the number of immigrants of a given age may be an independent variable. In a toxicologic model, the chemical agent of concern may be coded as an independent variable. Typically, independent variables are constant during any given mathematical experiment or they change in a manner that is controlled by the experimentalist or the envi? ronment but not by the investigated system.
A parameter quantifies some property of the system and is defined as an entity with a constant numerical value. A parameter could be the size of the territory occupied by the population or a buffered pH in an in vitro experiment.
Mathematical Representation
The standard approach to describing the dynamics of systems is to study the temporal changes in all components. [10]
The dynamics of the system is shown in gies usually yield rather similar results. Nonetheless, the S-system form has great ana? lytic advantages that derive from the fact that Ssystems have linear steady-state equations; some examples will be discussed in a later section.
As a second alternative, one could argue that the difference between Vf and Vf itself is a function Vj that could be approximated by a single product of power-law functions. The general system description in this case would simply be xi.vycl,...,x?.j.
[13]
Again developing the Taylor Stability and sensitivities. The explicit representation of steady states of S-systems of arbitrary size is a great advantage for further analyses. Among the standard diagnostics for steady states are assessments of stability and sensitivities. The concept of stability can be divided further into two classes: local and structural. Local stability assesses whether a system will return to the original steady state after a small perturbation, whereas structural stability deals with the question of whether the qualitative behavior of the system changes if one of the parameters is altered. For instance, it may happen that a system begins to oscillate if a parameter value is increased or decreased.
For S-system models, questions of local stability can be answered algebraically or numerically with well-known methods of eigenvalue analysis (7,23,27,85). Structural issues are generally much more complicated, but for the widely relevant case of the emer?
gence of limit cycle oscillations (at Hopf bifurcations), the S-system structure provides astonishingly simple criteria (86). Sensitivity analysis also addresses ques? tions of structure and robustness. The key idea here is to quantify the magnitude of a system response to small changes in a parame? ter value or independent variable. If the sys? tem responds strongly to minute changes, it is usually deemed unrealistic or unreliable, as small variations in parameters or independent variables are encountered in the real world on a regular basis. Because the steady-state equa? tions of S-systems are linear, methods of lin? ear algebra are directly applicable to the analysis of sensitivities. Even though GMA systems and other nonlinear models do not have linear steady-state equations, sensitivities can be computed, for instance, with methods of implicit differentiation (87,88).
Special cases of steady-state analyses in environmental health assessment. As in the previous section, it might be useful to study some steady-state features of canonical mod? els in the context of environmental health by a review of special applications.
Exposure models. Because of their sizes and multitudes of details, exposure models often appear to be rather complex. However, in the majority of cases, they are ultimately sums of products. The products quantify parameters like dose, duration, body weights, and such aspects as bioavailability, while the sum of these products accounts for different exposure routes and different exposure scenarios. More complicated models of exposure assessment account for spatial and temporal aspects of source and contact.
A typical example, in rather general terms, is an exposure equation that accounts for dif? ferences in concentrations and exposure durations among different microenvironments (8%
E^^fiP.C^+S,).
[ To be specific, suppose the system con? sists of n dependent variables, the agent of interest is represented by the independent variable Xn^, and the metabolic response of most interest occurs in the dependent variable Xj. If X?+k is elevated, the system reacts by assuming a new steady state in which the response or (response rate) is increased (or decreased), leading to an elevated (or lowered) steady-state value of X. Of course, Xn+^ also affects other variables, and because of the connectivity ofthe organism's metabolism, Xj is affected secondarily by these changes in other variables. The demonstration that these and other environmental models are special cases of canonical S-system models provides a theo? retic framework that permits explanations and further assessments. All assumptions that explicitly or implicitly underlie the environ? mental models can now be traced back to the assumptions that underlie the canonical approach and its implementation in the form of S-systems. This strong result is true, as no assumptions beyond those underlying the canonical approach are necessary to derive these environmental models. In particular, questions of appropriateness and validity of the models are mapped onto questions of approximation quality. As long as the powerlaw approximation of the disease model is valid, the epidemiologic models are valid.
The weights in the risk functions of the previous section can be reinterpreted as logarithmic gains, which are sensitivities of the model responses to changes in independent variables. There exists a large body of litera? ture on sensitivity analysis, and because ofthe re-interpretation of weights as sensitivities, this knowledge can now be brought to bear on the epidemiological models.
The sensitivities indicate how a dependent variable responds to changes in independent variables. In an environmental health context, they describe the instantaneous change in the number of sick that is a consequence of a change in a risk factor. Sensitivities are conceptually based on infinitesimally small varia? tions in independent variables. This implies that the coefficients in the two epidemiologic models also are, strictly ing close to 100 variables. These sizes of mod? els are an order of magnitude more complex than models proposed only 10 years before, which indicates the rapid development of effi? cient algebraic and numeric models for these types of models. It is expected that this trend will continue.
In fact, readily scaleable, well-structured dynamic models are arguably the only hope if we are to understand the interactions within bigger systems, such as food webs. It appears that the larger such models become, the more they will benefit from a canonical structure that allows standardized analyses and controlled comparisons. Whereas ad hoc models become structurally and numerically unfathomable, yielding results whose accu? racy and reliability are extremely difficult to assess, the same types of analyses apply to small as to large canonical models. For instance, the same structural relationships exist between local features (kinetic orders) and global features (sensitivities), no matter how large the model. The resulting capability of canonical analyses to pinpoint problem areas in large models (72) Canonical models do not exist in total isolation from other modeling efforts. It was VOIT shown here and elsewhere that many natural laws and accepted models are in fact canoni? cal models, either directly or upon mathemat? ical reinterpretation or transformation. For instance, many growth laws were shown to be simple canonical models, and it was explained why that might be so (54,58). It was shown above that exposure and transport models are simplified canonical models. Although it remains to be seen whether canonical model? ing can improve or aid in analyses with these models, it is noteworthy that these models are in fact special cases. This supports the validity of the canonical modeling structure on one hand and may provide new avenues of analysis on the other. The latter was indicated with the example ofthe linear-logistic and proportional hazards models.
Canonical models are no panacea. It is clear that there are scenarios for which a tradi? tional model or a new ad hoc model is supe? rior, simpler, or both. Nonetheless, canonical modeling seems to provide a good compromise in many situations, in particular, when information is sketchy and of a diverse nature. Canonical modeling often reduces mathemati? cal complexity, and this has theoretic as well as very practical implications. On a theoretic level, the crucial question is whether one can get away with the simpler power-law approxi? mation of a process instead of using a mathe? matically more complicated structure such as a polynomial, rational, or trigonometric func? tion. If the answer is yes, the homogeneous structure of canonical models allows algebraic and numerical analyses that are otherwise dif? ficult or impossible to achieve and provides a repertoire of tools that elucidates critical fea? tures of complex phenomena. One might even accept some inaccuracies to obtain a canonical modeling structure that offers the advantages summarized in this review.
