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Let f be a function in the Eremenko-Lyubich class B, and let U be an unbounded, 
forward invariant Fatou component of f . We relate the number of singularities of 
an inner function associated to f |U with the number of tracts of f . In particular, 
we show that if f lies in either of two large classes of functions in B, and also has 
finitely many tracts, then the number of singularities of an associated inner function 
is at most equal to the number of tracts of f . Our results imply that for hyperbolic 
functions of finite order there is an upper bound – related to the order – on the 
number of singularities of an associated inner function.
Crown Copyright © 2019 Published by Elsevier Inc. All rights reserved.
1. Introduction
Let f be a transcendental entire function. We denote by fn the nth iterate of f . The set of points for 
which the iterates {fn}n∈N form a normal family in some neighbourhood is called the Fatou set F (f). Its 
complement in the complex plane is the Julia set J(f). The Fatou set is open and consists of connected 
components which are called Fatou components. For an introduction to these sets and their properties see 
[10].
Let U ⊂ C be an unbounded forward invariant Fatou component; in other words, f(U) ⊂ U . Note that 
it follows from [1, Theorem 3.1] that U is simply connected. Let also φ : D → U be a Riemann map. Then 
the function h : D → D defined by h := φ−1 ◦ f ◦ φ is an inner function associated to f |U . Note that h is 
unique up to a conformal conjugacy.
A point ζ ∈ ∂D is a singularity of h if h cannot be extended holomorphically to any neighbourhood of ζ
in C. This definition is independent of the choice of φ, up to a Möbius map (see Section 2.1). In this paper 
we are interested in the number of singularities of an associated inner function h. In particular, we give two 
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conditions on f and U which ensure that the number of singularities of h is finite. This is far from being the 
case for inner functions in general, for which, a priori, every point of ∂D can be a singularity; this follows, 
for example, from [16, Theorem II.6.2].
Inner functions have been widely studied in relation to the iteration of transcendental entire functions. 
Devaney and Goldberg [13] considered the Julia set of f(z) := λez in the case that f has a completely 
invariant attracting basin U . Their study used an inner function associated to f |U , for which they found a 
specific formula. Inner functions were also used as a tool by Barański in [3], and Barański and Karpińska 
in [5], when studying the Julia set of disjoint type functions. Several further results about inner functions 
associated to transcendental entire functions with an invariant Fatou component were obtained in [2], [4], 
[7], and [15].
Our results extend this study, and so are interesting in themselves; indeed, we show that in many cases 
the associated inner function is very well-behaved on the boundary, having only finitely many singularities. 
Our results are also pertinent to the results of [6]. In that paper the authors obtained several results on 
the existence and the number of accesses to boundary points from simply connected Fatou components of 
certain meromorphic functions. In order to obtain some of their results (see, for example, [6, Theorems B 
and C]) they introduced a hypothesis on the meromorphic function f , which they termed being singularly 
nice. (We define this property in Section 2.1.) This property, which is not easy to check, is closely related 
to the singularities of the associated inner function h, and is satisfied when all the singularities of h are 
isolated. Hence all entire functions that satisfy the hypotheses of our statements are also singularly nice.
Our results apply in the very well-studied class of transcendental entire functions known as the Eremenko-
Lyubich class, denoted by B. To define this class, for a transcendental entire function f , we denote by S(f)
the set of singular values of f . This is the closure of the set of critical and finite asymptotic values of f . The 
class B consists of those transcendental entire functions f such that S(f) is bounded. A survey of dynamics 
in the class B was given in [26].
If f ∈ B, then we can choose a Jordan domain D containing all the singular values. The components 
of f−1(C \ D) are Jordan domains whose boundary passes through infinity, called tracts. In our results we 
relate the number of singularities of h to the number of tracts of f . Our first such result is as follows.
Theorem 1.1. Suppose that f ∈ B has finitely many tracts, and that U is a forward invariant Fatou component 
of f . Suppose also that there is a Jordan domain D such that S(f) ⊂ D ⊂ F (f). Then the number of 
singularities of an associated inner function is equal to the number of tracts of f .
Remark. With the hypotheses of Theorem 1.1, U is unbounded, and is either an attracting or a parabolic 
basin; see Theorem 1.7 below.
As a corollary of Theorem 1.1 we give a broad class of functions for which it is easy to check that the 
hypotheses of that theorem are satisfied. First we recall that the order of a transcendental entire function 
f is defined by
ρ(f) := lim sup
r→∞
log logM(r, f)
log r ,
where
M(r, f) := max
|z|=r
|f(z)|, for r > 0.
The following theorem is an immediate consequence of the celebrated Denjoy-Carleman-Ahlfors theorem 
(see, for example, [22]), and gives an upper bound to the number of tracts for a finite-order function in B. 
(Note that if f ∈ B, then ρ(f) ≥ 1/2; see [25, Lemma 3.5].)
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Theorem 1.2. Let f ∈ B be of order ρ(f) < ∞. Then f has at most 2ρ(f) tracts.
A function f ∈ B is said to be of disjoint type if D can be chosen so that f(D) ⊂ D. It is known that 
for a disjoint-type function, the Fatou set is connected and unbounded [19, Proposition 2.8]. The following 
is an immediate consequence of Theorem 1.1, together with this observation and Theorem 1.2.
Corollary 1.3. Suppose that f is a disjoint-type function of order ρ(f) < ∞, and that U is the Fatou 
component of f . Then the number of singularities of an associated inner function is at most equal to 2ρ(f).
Remark. Suppose that f ∈ B. Then, for sufficiently large values of M > 0, the function g(z) := f(z/M) is of 
disjoint type [23, p. 261]. It follows that any finite order function in the class B is quasiconformally equivalent 
to a function which satisfies the conditions of Corollary 1.3; two functions are said to be quasiconformally 
equivalent if one is obtained from the other by pre- and post-composition with quasiconformal maps.
Our second main result concerns a rather larger and particularly well-studied class of functions in the 
class B.
Definition 1.4. A transcendental entire function is called hyperbolic if the postsingular set defined by
P(f) :=
⋃
j≥0
f j(S(f)),
is a compact subset of the Fatou set.
Remark. It is known that all hyperbolic functions lie in the class B; see [24, Theorem and Definition 1.3]. 
In addition, a function f is of disjoint type if it is hyperbolic and F (f) is connected [19, Proposition 2.8].
Our result concerning hyperbolic functions is as follows.
Theorem 1.5. Suppose that f is hyperbolic. Suppose also that U is an unbounded forward invariant Fatou 
component of f . Then the number of singularities of an associated inner function is at most equal to the 
number of tracts of f .
The next corollary is an immediate consequence of Theorem 1.5, once again using Theorem 1.2.
Corollary 1.6. Suppose that f is hyperbolic, and of order ρ(f) < ∞, and that U is an unbounded forward 
invariant Fatou component of f . Then the number of singularities of an associated inner function is at most 
equal to 2ρ(f).
Remarks.
(1) In general, if U is bounded, then an associated inner function can be shown to be a finite Blaschke 
product, and therefore to have no singularities on ∂D.
(2) An example of a function that satisfies the hypotheses of Theorem 1.1 but not those of Theorem 1.5
is the function f(z) = ez − 1. It is easy to show that F (f) consists of a single completely invariant 
parabolic basin which contains the only finite singular value; i.e. the asymptotic value −1. However, 
P (f) ∩ J(f) = {0}, and so f is not hyperbolic.
(3) In fact we could prove our results for a larger class of functions, that includes the hyperbolic functions. 
These are the so-called strongly subhyperbolic functions introduced in [19]. For clarity of exposition, we 
restrict to the class of hyperbolic functions, as this is a more well-known class.
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We close by showing, among other things, that the hypotheses of Theorem 1.1 imply that the Fatou set is 
connected. In particular, we can then deduce that the forward invariant Fatou component in the statement 
of that result is unbounded, which is why there appears to be an additional condition on U in the statement 
of Theorem 1.5. We say that a Fatou component U is completely invariant if z ∈ U if and only if f(z) ∈ U .
Theorem 1.7. Let f ∈ B, let U be a forward invariant Fatou component of f , and let D be a Jordan domain 
such that S(f) ⊂ D ⊂ F (f). Then D ⊂ U = F (f), U is completely invariant and so unbounded, and U is 
either an attracting or a parabolic basin. If U is an attracting basin, then f is disjoint-type.
Structure. In Section 2 we discuss various preliminary topics, such as singularities of inner functions and 
accesses to boundary points. In Section 3 we prove Theorem 1.7, and then in Section 4 we prove Theorem 1.1. 
Finally, in Section 5 we prove Theorem 1.5.
Notation. We let Cˆ := C ∪ {∞}.
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2. Preliminaries
2.1. Accesses to infinity
Let U be an unbounded, simply connected domain. Following [6] we define an access to infinity from 
U . In the case that U is a forward invariant Fatou component, accesses to points on ∂U from U are a 
particularly interesting subject of study. In this paper we are only interested in accesses to infinity from U
because these are the only accesses that are related to the singularities of a related inner function, h; see 
the remarks at the end of Subsection 2.3.
Definition 2.1. Infinity is accessible from U , if there exists a curve γ : [0, 1] → Cˆ such that γ([0, 1)) ⊂ U
and γ(1) = ∞. We also say that γ lands at ∞. Fix a point z0 ∈ U and suppose ∞ is accessible from U . A 
homotopy class (with fixed endpoints) of curves γ : [0, 1] → Cˆ such that γ([0, 1)) ⊂ U , γ(0) = z0, γ(1) = ∞
is called an access to infinity from U.
We will need the following result about curves belonging to the same access to infinity from U , which is 
[6, Lemma 4.1(a)].
Lemma 2.2. Let U ⊂ C be an unbounded simply connected domain and z0 ∈ U . Let γ0, γ1 : [0, 1] → Cˆ be 
curves such that γj([0, 1)) ⊂ U, γj(0) = z0, γj(1) = ∞ for j = 0, 1. Then γ0 and γ1 are in the same access 
to infinity if and only if there is exactly one component of Cˆ \ (γ0[0, 1] ∪ γ1[0, 1]) intersecting ∂U .
A key ingredient in our arguments is the following well-known result (see [6, Section 2]), which we state 
only in the case where the boundary point is infinity.
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Theorem 2.3. Let U ⊂ C be an unbounded simply connected domain. Then there is a one-to-one correspon-
dence between accesses from U to infinity and points ζ ∈ ∂D, such that the radial limit of a Riemann map 
φ : D → U at ζ exists and is equal to infinity. The correspondence is given as follows.
(a) If A is an access to ∞, then there is a point ζ ∈ ∂D, such that the radial limit of φ at ζ is equal to ∞, 
and for every γ ∈ A, the curve φ−1(γ) lands at ζ. Moreover, different accesses correspond to different 
points in ∂D.
(b) If the radial limit of φ at a point ζ ∈ ∂D is equal to ∞, then there exists an access A to ∞, such that 
for every curve η ⊂ D landing at ζ if φ(η) lands at some point w ∈ Cˆ, then w = ∞ and φ(η) ∈ A.
2.2. Inner functions
A holomorphic self-map of the unit disc h is called an inner function if radial limits exist at almost all 
points of the unit circle, and belong to the unit circle. Although radial limits exist for almost all points in 
∂D the behaviour of h on ∂D can be very irregular. Recall that a point ζ ∈ ∂D is a singularity of h if h
cannot be extended holomorphically to any neighbourhood of ζ in C. We denote the set of singularities of 
h by Sing(h).
We will make use of the following well-known characterization of the set Sing(h); this follows from, for 
example, [16, Theorem II.6.1 and Theorem II.6.4].
Lemma 2.4. Let h : D → D be an inner function. Then, for almost all z ∈ D, Sing(h) coincides with the set 
of accumulation points of the set h−1(z).
2.3. Inner functions associated to entire functions
Let U be an unbounded, forward invariant Fatou component of a transcendental entire function f , and 
let h be an inner function associated to f |U , that is h := φ−1 ◦ f ◦ φ, where φ : D → U is a Riemann map. 
(To see that h is indeed inner, suppose this were not the case. Then, by Fatou’s Theorem, there would exist 
a set E ⊂ ∂D, of positive measure, where h had non-tangential limits of modulus strictly less than one, and 
where φ also had well-defined limits. It would follow that φ(E) ⊂ ∂U ∪ {∞} ⊂ J(f) ∪ {∞} was a set of 
positive harmonic measure that maps into U ⊂ F (f). This is a contradiction.)
Note that the definition of Sing(h) given above is independent of the choice of φ up to a Möbius map, 
which we show as follows. If φ˜ : D → U is another Riemann map then φ˜ = φ ◦ M , where M is a conformal 
automorphism of D, and so is a Möbius map. Hence h and h˜ := φ˜−1 ◦ f ◦ φ˜ are conjugate by a Möbius map. 
Thus ζ ∈ Sing(h) if and only if M−1(ζ) ∈ Sing(h˜).
From the definition of singularities it is obvious that all points on ∂D for which the radial limit of h
does not exist are singularities of h, but they are not the only ones. As mentioned in the introduction, if 
U is bounded, then h is a finite Blaschke product and hence has no singularities on ∂D. Moreover, if U is 
unbounded and deg f |U = ∞, then h has at least one singularity on ∂D (see [6, Section 3]).
Following the terminology used in [6], we say that f |U is singularly nice if there exists a singularity ζ ∈ ∂D
of h such that the angular derivative of h is finite at every point z in some punctured neighbourhood of ζ
in ∂D. (For a definition of angular derivative see, for example, [16, p. 42].) It follows from the definition 
that f is singularly nice whenever all the singularities of h are isolated. In the cases studied in this paper 
we show the stronger property that h has finitely many singularities.
It follows from Lemma 2.4 and Theorem 2.3 that the singularities of h are related only to accesses from 
U to infinity. Indeed, we look for boundary points of U where the preimages of almost all points in U
accumulate. This can only be infinity because preimages of a point by f cannot accumulate at a finite point.
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Fig. 1. This illustration shows a tract, T , a fundamental domain, F , which is also a fundamental tail τ1(s), and two other fundamental 
tails, τ2(s) and τ3(s). The set 
∞
τ 2(s) is the unbounded component of τ2(s) ∩ τ1(s), shown in red. (For interpretation of the colours 
in the figure, the reader is referred to the web version of this article.)
2.4. Tracts of functions in the class B
We now give some general background on tracts and fundamental domains for functions in the class 
B; these definitions are now standard. Let D be a Jordan domain containing all the singular values of f . 
Each component of f−1(C \ D) is known as a tract. By [12, Proposition 2.9], f−1(D) is connected, and 
so each tract is a simply connected Jordan domain whose boundary is a Jordan arc tending to infinity in 
both directions. Note that in all the cases we consider, f has finitely many tracts; say n. We denote these 
tracts by Ti, where i = 1, . . . , n. The restriction of f to each tract is a universal covering onto C \ D. We 
let T = ⋃ni=1 Ti denote the union of the tracts.
Let δ be a simple curve in C \ D which connects ∂D to infinity and does not intersect T ; it is easy 
to see that such a curve exists. Then f−1(δ) cuts every tract into countably many components, which we 
call fundamental domains. Note that if T is a tract and F ⊂ T is a fundamental domain, then f maps F
conformally to C \ (D ∪ δ), and maps ∂F ∩ ∂T onto ∂D.
2.5. Fundamental tails
The concept of fundamental tails was introduced in [9], and we need some background and definitions 
from that paper; see also Fig. 1. Note that although these apply in general whenever P (f) is bounded, in 
this paper we will only consider the case that f is hyperbolic.
When proving Theorem 1.5 we will let D be a Jordan domain containing P (f); in fact we will make D
even larger than this. We continue to let δ be a simple curve in C \T that joins a point of ∂D to infinity, as 
used to define the fundamental domains. Note that F ∩ P (f) = ∅, for every fundamental domain F , since 
f(F ) ∩ D = ∅ and P (f) is forward invariant.
Let W0 := C \ (D ∪ δ). For each n ∈ N, a connected component, τ , of f−n(W0) is called a fundamental 
tail of level n. As for tracts, each fundamental tail is a simply connected Jordan domain whose boundary 
is a Jordan arc tending to infinity in both directions. Since W0 is simply connected, and does not meet 
P (f), fn is a conformal map from τ to W0. Note that the fundamental tails of level 1 are, in fact, the 
fundamental domains of f . It is straightforward to show that the image of a fundamental tail of level n > 1
is a fundamental tail of level n − 1.
An external address is an infinite sequence of fundamental domains s = F0F1 . . . . For an external address 
s, we denote by τn(s) the unique fundamental tail of level n such that fk(τn(s)) has unbounded intersection 
with Fk, for 0 ≤ k ≤ n − 1. In this case, we say that τn(s) has external address s. The existence and 
uniqueness of τn(s) are demonstrated in [9]. Observe, for example, that τ1(s) = F0, and that τ2(s) is the 
preimage of F1 that has unbounded intersection with τ1(s).
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Suppose that s is an external address, and that n ∈ N. It can be shown that τn+1(s) ∩ τn(s) has a unique 
unbounded component. (It is possible for this intersection also to have bounded components; see Fig. 1.) 
We let ∞τ n+1(s) denote the unbounded connected component of τn+1(s) ∩ τn(s).
We are particularly interested in points whose orbits eventually stay in these sets ∞τ n(s). Accordingly, we 
say that a point z ∈ C has external address s if z ∈ ∞τ n(s) for all sufficiently large n. We denote the set of 
all points z ∈ C having external address s by Js(f). It is easily seen that if z ∈ Js, then fn(z) lies in the 
(unique) unbounded component of Fn \ D for all sufficiently large n. It can then be shown that Js ⊂ J(f). 
In general, however, there are points in the Julia set that do not have an external address.
2.6. Topological result
We require the following topological result [21, Theorem 5.6], which is known as a “Boundary Bumping 
Theorem”.
Theorem 2.5. Suppose that X ′ is a continuum, that E is a non-empty proper subset of X ′, and that K is a 
component of E. Then K ∩ X ′ \ E = ∅.
3. Dynamics of functions satisfying the conditions of Theorem 1.1
In this section we characterise the possible components of the Fatou set of a function that satisfies the 
hypotheses of Theorem 1.1. We first prove the following simple proposition.
Proposition 3.1. Suppose that f ∈ B, and that S(f) ⊂ U , where U is a forward invariant Fatou component 
of f . Then U is completely invariant.
Proof. Let D ⊂ U be a Jordan domain containing S(f). Since U is forward invariant, f(U) ⊂ U . Moreover, 
by [18, Theorem 1], U \ f(U) contains at most two points. Hence f(U) meets D, and so U meets f−1(D). 
Since S(f) ⊂ D, it follows by [12, Proposition 2.9] that f−1(D) is connected. Hence U contains f−1(D).
Suppose that V is a Fatou component of f such that f(V ) ⊂ U . Again, by [18, Theorem 1], f(V ) meets 
D, and so V meets f−1(D). Thus V = U as required. 
We also require some additional notation. If f is a transcendental entire function, then a Fatou component, 
U , is a wandering domain if fn(U) ∩ fm(U) = ∅, for n, m ≥ 0. It is easy to see that if U is a wandering 
domain, then all limit functions of {fn|U} are constants in Cˆ; we denote the set of these constants by ω(U). 
It was shown in [11] that ω(U) ⊂ P ′(f) ∪ {∞}; here P ′(f) denotes the set of finite limit points of P (f).
We are now able to prove Theorem 1.7. We denote by I(f) the escaping set of a transcendental entire 
function f , which is defined by
I(f) := {z ∈ C : fn(z) → ∞ as n → ∞}.
Proof of Theorem 1.7. Since f ∈ B, we can deduce, by [14], and the classification of periodic Fatou com-
ponents [10, Theorem 6], that the only possible periodic Fatou components of f are cycles of attracting 
basins, parabolic basins, or Siegel discs. Any cycle of attracting or parabolic basins meets S(f), and the 
boundary of any Siegel disc lies in the postsingular set [10, Theorem 7]. We can deduce that f has only one 
such cycle, which is not a Siegel disc and contains both D and U .
Since U is forward invariant, we can deduce that P (f) ⊂ D ⊂ U . In addition, S(f) ⊂ D ⊂ U , and it 
follows by Proposition 3.1 that U is completely invariant.
If U is a parabolic basin then P (f) \ U = {ζ}, where ζ is the parabolic fixed point of f . Since f ∈ B, f
does not have any wandering domains in I(f) [14].
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Fig. 2. The preimages of z which lie on the half-boundaries γi,k, shown as white dots.
Suppose, by way of contradiction, that V is a wandering domain of f . It follows from the result of 
[11] mentioned earlier that ω(V ) ⊂ {ζ, ∞}, and thus ω(V ) = {ζ}. Choose a point z ∈ V . By assumption 
fn(z) → ζ as n → ∞. Hence, for a sufficiently large value of n, fn(z) lies in an attracting petal at ζ and so 
lies in U ; see [20, §10] for more information on the behaviour of iterates near a parabolic fixed point. This 
is a contradiction.
If U is an attracting basin then P (f) ⊂ U , and it can be deduced as above that U is the only Fatou 
components of f . In particular, f is of disjoint type. 
4. Proof of Theorem 1.1
In this section we prove Theorem 1.1. The notation we set up in the proof of this result, which pertains 
to any class B function with finitely many tracts, will remain in place throughout the paper.
Proof of Theorem 1.1. Reducing D slightly, if necessary, we can assume that we have D ⊂ F (f), and so, 
by Theorem 1.7, D ⊂ U and U is completely invariant.
Now note that the boundaries of the tracts are Jordan curves tending to infinity in both directions and 
contained in U . Hence infinity is accessible from U . For each 1 ≤ i ≤ n, we take a point αi ∈ ∂Ti. The point 
αi divides ∂Ti into two Jordan curves, γi,1, γi,2 ⊂ ∂Ti tending to infinity and sharing the same endpoint, αi, 
which we call half-boundaries. Since the tracts follow a cyclic order at infinity and can be labelled according 
to that (see [8, Lemma 2.4(a)]) we can assume that they are labelled following an increasing clockwise order 
and the same for the boundary curves γi,j. In other words, the half-boundaries are cyclically ordered as 
(Fig. 2)
. . . , γ1,1, γ1,2, . . . , γi−1,2, γi,1, γi,2, γi+1,1, . . . , γn,1, γn,2, γ1,1, . . . .
Following this order, we will say that two consecutive curves not belonging to the boundary of the same 
tract are adjacent. In the special case that f has only one tract, T1, then we consider γ1,1 and γ1,2 to be 
adjacent.
Now take a point ζ ∈ ∂D \ δ, and we can assume that f(αi) = ζ, for 1 ≤ i ≤ n. Then ζ ∈ U (since 
D ⊂ U), and all the preimages of ζ lie on the boundaries of the tracts; we can assume there are infinitely 
many. More precisely, if T is a tract and F ⊂ T is a fundamental domain, then we have exactly one preimage 
of ζ on ∂F ∩ ∂T . Now the preimages that belong to ∂Ti belong to either γi,1 or γi,2. It is easy to see that, 
in particular, there are infinitely many preimages belonging to γi,1 and infinitely many belonging to γi,2.
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For each 1 ≤ i ≤ n, let τi ⊂ U be a curve which joins ζ to αi. For each 1 ≤ i ≤ n and each k ∈ {1, 2}, set 
γ′i,k = γi,k ∪ τi. Then γ′i,k ⊂ U is a curve which joins ζ to infinity in U . Now the set 
⋃
i,k γ
′
i,k contains all the 
preimages of ζ. Also, since J(f) ⊂ T , it follows from Lemma 2.2 that any two adjacent half-boundaries give 
rise to the same access to infinity. Hence the curves γ′i,k belong to exactly n different accesses to infinity 
in U . (We are not claiming here that there might not be other accesses to infinity from U .)
Next we consider a Riemann map φ : D → U and an inner function h = φ−1 ◦ f ◦φ associated to f |U . By 
Theorem 2.3(a), we have that each φ−1(γ′i,k) lands at exactly one point on ∂D and we have n such landing 
points. (This is because any two adjacent half-boundaries belong to the same access to infinity, and so their 
preimages under φ land at the same point of ∂D.) Moreover, ∪i,kφ−1(γ′i,k) contains all the preimages under 
h−1 of a given point in D, i.e. the point w = φ−1(ζ). Since ζ could be almost any point on ∂D, and since we 
are free to make D slightly smaller, we deduce by Lemma 2.4 that h has exactly n singularities on ∂D. 
5. The proof of Theorem 1.5
5.1. Preliminaries and sketch of the proof
First we need to give some definitions, which will be in place in the rest of this paper. Suppose that f is 
hyperbolic and has finitely many tracts, and that U is a forward invariant Fatou component of f . Let D be 
a large disc such that P (f) ⊂ D and D ∩ U = ∅. Recall that the components of f−1(C \ D) are the tracts 
of f .
Choose a point ζ ∈ U ∩ ∂D; there is an open set of points which we can choose here, because we can 
also make D larger. Let Uζ denote the preimages of ζ in U ; in other words, Uζ := f−1(ζ) ∩ U . Note that, 
by Lemma 2.4, we can assume that Uζ is infinite, as otherwise there is nothing to prove. As in the proof of 
Theorem 1.1, all the preimages of ζ lie on the boundaries of the tracts, although we can no longer assume 
that those boundaries also lie in U .
We know that f has only finitely many tracts. For each tract T , we choose a point α ∈ ∂T . Then ∂T \{α}
has two components, each of which is a simple curve to infinity; these are known as half-boundaries. Some 
(perhaps all) of these curves contain infinitely many points of Uζ ; we call these good half-boundaries. Note 
that since there are only finitely many tracts, at most finitely many points of Uζ do not lie on a good 
half-boundary.
We next outline the strategy of the proof of Theorem 1.5. Roughly speaking, in the proof of Theorem 1.1
we used portions of the boundaries of the tracts to join all the preimages of ζ to infinity. These boundaries 
were in U , and the result was then deduced from this. To prove Theorem 1.5 we adopt a similar approach, 
and again look to construct curves in U which connect all but finitely many of the points of Uζ to infinity. In 
this case we are not able to use the boundaries of the tracts, because these may meet the Julia set. Instead, 
we show that these curves, which are entirely contained in U , can be constructed by “weaving round” the 
components of the Julia set that cross the good half-boundaries. Thus our proof splits into three parts; 
first we show that there is a suitable bound on the size of certain “pieces” of Julia set that cross the good 
half-boundaries; second we show that this bound implies that the necessary curves can be constructed; and 
finally we complete the proof using the existence of these curves.
5.2. Bounding “pieces” of the Julia set
In fact, we only need to develop a bound on the size of “pieces” of a certain subset of the Julia set. To 
define these, first let X denote the collection of all closed (in the plane), unbounded, connected sets X ⊂ C
that have both the following properties;
• there is an external address s such that X ⊂ Js;
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• the iterates of f tend to infinity uniformly on X.
The following property of the set X is not stated explicitly in [9], although it is easily proved from results 
of that paper.
Proposition 5.1. Suppose that f ∈ B and that P (f) is bounded. Then X is dense in I(f) and J(f).
Proof. First, by [9, Corollary 4.5], we know that any point of I(f) has an external address. It is then an 
immediate consequence of [9, Proposition 4.10] that the elements of X are dense in I(f). The final conclusion 
follows since J(f) = ∂I(f). 
We prove a uniform bound, in an appropriate metric, on the size of certain connected subsets of the 
elements of X . Specifying these subsets requires some additional definitions. Suppose that X ∈ X . We call 
each bounded component of X \ ∂T a piece. Let K ⊂ X be a piece, and let s be its address. If K ⊂ τ1(s), 
then we say that K is a bad piece. Otherwise we say that K is a good piece. We will bound the size of good 
pieces, hence the terminology, and use a different technique to deal with bad pieces.
We next define the metric in which we will bound the size of good pieces, and state an important property 
of this metric. Set Ω := C\P (f); recall that P (f) is compact. We use ρΩ(z) to denote the hyperbolic density 
in Ω, for z ∈ Ω, and if S ⊂ Ω, then we denote the hyperbolic diameter in Ω of S by
diamΩ S := sup
z,w∈S
dΩ(z, w),
where dΩ(z, w) is the hyperbolic distance in Ω from z to w. We use the following estimate on the hyperbolic 
derivative in V = f−1(Ω) ⊂ Ω; this is part of [9, Proposition 3.1]. Here we denote the hyperbolic derivative 
in Ω by
||Df(z)||Ω := |f ′(z)|ρΩ(f(z))
ρΩ(z)
, for z ∈ V.
Proposition 5.2. Suppose that f ∈ B, that P (f) is bounded, and that Ω and V are as defined above. Then 
for each  > 0 there exists Λ > 1 such that
||Df(z)||Ω ≥ Λ, for z ∈ V with dist(z, P (f)) ≥ .
Remark. Note that we could alternatively here have used the estimate for hyperbolic functions given in [23, 
Lemma 5.1]; see also [12, Proposition 2.2]. This leads to an equivalent but slightly different proof.
We now prove the following.
Proposition 5.3. Suppose that f is hyperbolic. Then there is a choice of D such that there exists  > 0 with 
the following property. If K is a good piece, then
diamΩ(K) ≤ . (5.1)
Proof. A rough outline of the proof is as follows; recall the definition of fundamental tails in Subsection 2.5. 
First we show that, with a suitable definition of the set D, there is an upper bound for the hyperbolic 
diameter in Ω of (τn+1(s) \ τn(s)), for each external address s and n ∈ N; see (5.3) below. We then use this 
to obtain a uniform bound on diamΩ(K), where K is a good piece.
We want to be able to apply Proposition 5.2 to the collection of fundamental tails. Suppose that s is an 
external address and n ∈ N. Note that f(P (f)) ⊂ P (f), and so Ω ⊂ f(Ω). Hence
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fn(τn(s)) = W0 ⊂ Ω ⊂ fn−1(Ω).
It follows that τn(s) ⊂ f−1(Ω) = V . So in order to apply Proposition 5.2 it remains to ensure that the 
fundamental tails are at least some fixed Euclidean distance from P (f).
It is known that there is a bounded open set G, which is not necessarily connected, containing P (f), and 
such that f(G) ⊂ G; see, for example, the comments following [19, Proposition 2.6]. Increasing the size of 
the Jordan domain D, if necessary, we can assume that G ⊂ D. Hence
fn(τn(s)) = W0 ⊂ C \ G ⊂ fn(C \ G).
It follows that τn(s) ⊂ C \G. Thus there exists  > 0 such that all fundamental tails are a distance at least 
 from P (f).
It then follows from Proposition 5.2 that there exists Λ > 1 such that, for each external address s, we 
have
||Df(z)||Ω ≥ Λ, for z ∈
⋃
n∈N
τn(s). (5.2)
Suppose now that s = F0F1 . . . is an external address. Suppose that n ∈ N. It follows from the definition 
of τn+1(s) that fn(τn+1(s) \ τn(s)) = Fn ∩ D.
Now, only finitely many fundamental domains intersect D. Moreover, we have that dist(F, P (f)) ≥ ε
for any fundamental domain F . We deduce that there exists L > 0 such that diamΩ(F ∩ D) ≤ L, for any 
fundamental domain F . Combined with (5.2), this implies that
diamΩ(τn+1(s) \ τn(s)) ≤ LΛn , for n ∈ N. (5.3)
This completes the first stage of the proof. Next, let
 := LΛ − 1 = L
(
1
Λ +
1
Λ2 + . . .
)
.
Suppose that K ⊂ X ∈ X is a good piece, and that all points of K have external address s. We will now 
use (5.3) to prove (5.1). Since the iterates of f escape to infinity uniformly on K, there exists N ≥ 2 such 
that K ⊂ τN (s). Since τ1(s) = F0 and K is a good piece, K ∩ τ1(s) = ∅.
We now claim that
K ⊂
⋃
n∈N
τn+1(s) \ τn(s). (5.4)
To prove this, suppose that z ∈ K. Let 1 < n < N be the smallest integer such that z /∈ τn(s) and 
z ∈ τn+1(s); there must be such an n by the comments above. Hence z ∈ τn+1(s) \ τn(s), which completes 
the proof of (5.4).
Equation (5.1) is then an immediate consequence of (5.4), together with (5.3). 
From now on we will assume that D is chosen suitably for the conclusions of Proposition 5.3 to hold. We 
then use the following consequence of Proposition 5.3.
Corollary 5.4. Suppose that f is hyperbolic. Suppose that (Kk)k∈N is a sequence of good pieces, that zk ∈ Kk, 
for k ∈ N, and that zk → ∞ as k → ∞. Then the sets Kk tend uniformly to infinity as k tends to infinity.
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Proof. Suppose that this were not the case. Taking a subsequence, if necessary, there exist r > 1 and points 
wk ∈ Kk, for k ∈ N, such that |wk| < r for each k.
After a conjugacy, if necessary, we can assume that {0, 1} ⊂ P (f). It is well-known, see for example [17, 
Theorem 9.13], that
ρC\{0,1}(z) ≥ 1|z|(log |z| + 10π) , for z ∈ C \ {0, 1}.
It follows from this, by the Schwarz-Pick lemma, that there is a constant c > 0 such that
ρΩ(z) ≥ ρC\{0,1}(z) ≥ 1|z|(log |z| + 10π) ≥
c
|z| log |z| , for z ∈ Ω, |z| ≥ r.
It follows that
diamΩ(Kk) ≥
|zk|∫
r
c
t log t dt = c log
log |zk|
log r → ∞ as k → ∞.
This is in contradiction to Proposition 5.3. 
5.3. Constructing the curves
We next show how to use the conclusions of Corollary 5.4 to construct the curves mentioned earlier. Our 
construction is formalised in the following lemma.
Lemma 5.5. Suppose that f is hyperbolic and has finitely many tracts, that U is a forward invariant Fatou 
component of f , that Uζ is as defined above (i.e. the set of preimages of ζ ∈ ∂D in U), and that γ is a good 
half-boundary. Then there is a simple curve γ˜ ⊂ U , which joins a finite point to ∞, and with the property 
that (γ ∩ Uζ) ⊂ γ˜.
Proof. Let T be a tract, and let γ ⊂ ∂T be a good half-boundary. Since γ is a simple curve from a finite 
point to infinity, which by assumption contains infinitely many points of Uζ , we can label these points 
w1, w2, . . . in an obvious order. For i ∈ N, we let ηi be the portion of γ from wi to wi+1, and we also let Ki
denote the collection of all pieces whose closure meets ηi. It is easy to see that the closure of each element 
of Ki is a continuum in J(f) that meets ηi.
As we discussed at the beginning of this section, our goal is to join ζ to infinity with a curve in U which 
is “close” to γ and contains all the points w1, w2, . . . . (In the proof of Theorem 1.1 these curves were just 
the half-boundaries γi,j .) We meet a problem with this goal if there are components of J(f) which meet γ
and somehow “obstruct” our attempts to construct the necessary curve.
Set
τi = sup{min |z| : z ∈ β}, for i ∈ N,
where the supremum is taken over all simple curves β ⊂ U that join wi to wi+1. Roughly speaking, τi
measures how small the modulus has to be at some point on a curve in U that joins the two preimages wi
and wi+1.
Suppose that τi → ∞ as i → ∞. Then we can construct the required curve γ˜ by taking a union of curves 
in U that join all the points of Uζ ∩ γ, two at a time, so that γ˜ accumulates only at infinity. It follows that 
we can assume, by way of contradiction, that there is a subsequence (ni)i∈N and L > 0 such that τni ≤ L, 
for i ∈ N.
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Fig. 3. An illustration of the construction in the proof of Lemma 5.5. The curve ηi is shown black, and the boundary of the rest of 
the tract is black and dotted. The curve β is the thin curve from wi to wi+1. The components of V are shown in grey.
For each i ∈ N, set σi := min{|z| : z ∈ ηi}. We now claim the following.
Claim 5.6. If i ∈ N is such that σi > τi, then τi ≥ ci, where ci := inf{|z| : z ∈ Ki}.
Note that, in fact, it can be shown that τi = ci; however we do not need this, and so the proof is omitted.
Before proving Claim 5.6, we show how to complete the proof of Lemma 5.5. Since we have assumed 
that τni ≤ L, for i ∈ N, and since σi → ∞ as i → ∞, the condition of Claim 5.6 is satisfied for infinitely 
many values of i. It follows that for infinitely many i ∈ N there is a component Ki of Ki that contains a 
point of modulus less than L + 1. By the comments earlier, the closure of Ki meets ηi, and so Ki contains 
a point zi with zi → ∞ as i → ∞. We show that this gives a contradiction. Suppose first that for infinitely 
many values of i, Ki is a bad piece. By definition, Ki is contained in a fundamental domain Fi that meets 
ηi. Since only finitely many fundamental domains can meet a compact set, this is a contradiction. We can 
assume, therefore, that Ki is a good piece for all sufficiently large values of i. This is now an immediate 
contradiction to Corollary 5.4.
It remains, then, to prove Claim 5.6. Suppose, contrary to the claim, that τi < ci. Note that τi > 0, since 
wi and wi+1 both lie in U , and U is open. Choose r ∈ (0, τi). Then there is a simple curve β ⊂ U , joining 
wi and wi+1, such that β does not meet B(0, r). Let V denote the union of the bounded components of 
the complement of β ∪ ηi. Clearly V is open, but need not be connected. Each component of V is a Jordan 
domain, the boundary of which meets ηi.
Choose r′ ∈ (τi, min{ci, σi}). Note that β contains a point of modulus at most τi, and also a point of 
modulus greater than r′. Hence β meets ∂B(0, r′) and so V also meets ∂B(0, r′) (Fig. 3).
Our goal now is to construct a simple curve β′ ⊂ U , joining wi and wi+1, such that β′ does not meet 
B(0, r′). This then gives a contradiction, since r′ > τi.
Each component of ∂B(0, r′) ∩ V is a cross-cut of V , i.e. an open arc lying in V whose closure is an 
arc with exactly two endpoints in ∂V . We claim that each such cross-cut lies in U . For, suppose that T
is a component of ∂B(0, r′) ∩ V that meets C \ U . Let V ′ be the component of V containing T . Since 
β ⊂ U ⊂ F (f), there is a point ξ ∈ V ′ ∩ J(f) with |ξ| < ci. By Proposition 5.1 there exists X ∈ X and a 
point ξ′ ∈ V ′ ∩ X with |ξ′| < ci.
Since V ′ is bounded, X must meet ∂V ′. However, X cannot meet β, because β ⊂ F (f). Hence X meets 
ηi ⊂ ∂T . We apply Theorem 2.5 with X ′ = X ∪ {∞}, with E = X ′ \ ∂T , and with K being the component 
of E that contains ξ′. We deduce that K meets X ′ ∩ ∂T . It then follows easily that ξ′ ∈ K ∈ Ki. This is a 
contradiction since |ξ′| < ci.
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The curve β′ mentioned earlier can now be constructed by taking a suitable union of components of 
∂B(0, r′) ∩ V with pieces of β. 
5.4. Completing the proof
Finally, we are now able to prove the main result. As mentioned earlier, our approach here is very similar 
to the proof of Theorem 1.1, and so we highlight only the important differences.
Proof of Theorem 1.5. As in the proof of Theorem 1.1, fix a point ζ ∈ U . First suppose that T1 and T2 are 
tracts (possibly equal), and also that γ1 ⊂ ∂T1 and γ2 ⊂ ∂T2 are good half-boundaries that are adjacent 
(in the sense given in the proof of Theorem 1.1). Suppose that γ˜1 and γ˜2 are the unbounded simple curves 
from Lemma 5.5 (with the obvious notation). For each j ∈ {1, 2} we let γ˜′j be the simple curve obtained 
by appending to γ˜j a curve in U ending at ζ. We claim that γ˜′1 and γ˜′2 are in the same access to infinity 
from U .
For, consider the components of W = Cˆ \ (γ˜′1 ∪ γ˜′2). Since U is simply connected, and (γ˜′1 ∪ γ˜′2) ⊂ U , no 
bounded component of W can meet ∂U . It follows, modifying the two curves slightly if necessary, that we 
can assume that γ˜′1 ∩ γ˜′2 = {ζ, ∞}. Hence W has exactly two components, each of which is unbounded.
Observe that γ1 and γ2 are adjacent, and that γ˜′1 (resp. γ˜′2) meets γ1 (resp. γ2) in the infinite set γ1 ∩Uζ
(resp. γ2 ∩Uζ). It follows that one component of W , say W ′, has the property that all components of W ′ ∩T
are bounded. Suppose that W ′ ∩ ∂U = ∅. Then W ′ meets J(f). By Proposition 5.1, there exists X ∈ X
that meets W ′. We know that X ⊂ τN (s) for some N ∈ N and an external address s, and so X ∩ τ1(s)
has an unbounded component. This is a contradiction as ∂W ′ ⊂ U ⊂ F (f), and all components of W ′ ∩ T
are bounded. It then follows, by Lemma 2.2, that γ˜′1 and γ˜′2 are in the same access to infinity for U , as 
claimed.
The remainder of the proof follows as in the proof of Theorem 1.1, replacing the half-boundaries of that 
proof (which lie in U) with the curves that result from Lemma 5.5, and noting that at most finitely elements 
of f−1(ζ) ∩ U do not lie on a good half-boundary. 
Remark. Note that in Theorem 1.1 the number of singularities is equal to the number of tracts, whereas 
in Theorem 1.5 the number of tracts is an upper bound only. This is because in the first result all half-
boundaries are good, whereas in the second result we cannot assume this fact.
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