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Abstract
In low dimensional systems, electron correlation eﬀects can often be enhanced. This can
be vital since these eﬀects not only play an important role in the study of many-electron
physics, but are also useful in designing new materials for various applications. Since its
isolation from graphite in 2004, graphene, a two dimensional sheet of carbon atoms, has
drawn considerable interest due to its remarkable properties. In the past few years, research
has moved on from single to bi-, dual- and multi-layer graphene systems, each displaying
their own multitudes of intriguing properties. In particular, multi-layer systems that are
electronically decoupled, but still coupled via the long-range Coulomb interaction, are very
fascinating as they provide an opportunities to study phenomena like excitonic condensates,
non-zero band gaps and van der Waals (vdW) interactions.
In this thesis, I shall discuss our recent work on two diﬀerent physical aspects of dual-
layer graphene systems under uniaxial strain. Firstly, I shall present results on the vdW
correlation energy evaluated, within the Random Phase Approximation, at zero temperature
between two undoped graphene layers separated by a finite distance. The correlation energy
is obtained for three anisotropic models with variations in the strength of the eﬀective
coupling constant. We find that the vdW interaction energy increases with increasing
anisotropy and the many-body contributions to the correlation energy are non-negligible.
In the second part, I shall talk about the formation of inter-layer electron-hole (excitonic)
pairings, caused by the inter-layer Coulomb interaction between two uniaxially strained
graphene sheets which are appropriately doped with electrons/holes and our studies of the
dependence of strain on the eﬀective interaction. We find that strain, in combination with
precise control of the initial momentum can eﬀectively overcome the suppression due to
inter-layer screening eﬀects.
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1.1 What is Graphene?
Graphene, the first true two-dimensional substance, has an interesting history of existence
and non-existence. By the 1800’s, it was known that graphite was made of stacks of carbon
sheets and the word "graphene" was coined in the 1840’s to describe these layers as they
were pushed further apart in graphite oxide and graphite intercalation compounds. In
the 1930’s, the idea of a purely two-dimensional substance was "proven" impossible on
thermodynamic grounds [1, 2]. In the 1940’s, understanding graphite became a priority,
mostly due to applications involving nuclear materials. Attempting to start at the bottom,
this is when the quantum and electronic properties of graphene started to be studied [3],
purely as thought experiments trying to understand graphite. Finally in 2004 [4], the first
graphene samples were isolated and proved that we have been producing graphene for over
four hundred years. It was shown that every time graphite is ground, such as when writing
with a pencil, tiny flakes of graphene are created and through painstaking sorting can be
separated from the larger pieces of graphite.
Since it was proven that free standing graphene was possible, there has been an explosion
of methods to isolate or grow graphene. In addition to exfoliation and the reduction of
1
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graphite oxide, the most successful methods currently are made with chemical deposition
of carbon onto metal foil under low pressure [5, 6]. There has been so much progress in
graphene manufacturing that in 2008, graphene was commercially available at $100 million
per square centimeter. In 2014, the price has dropped to approximately $400 per square
centimeter.
Atomically, one can think of graphene as a tiling of the hexagonal benzene ring. Similar
to benzene, each carbon atom is covalently bonded, specifically σ-bonded, to three other
carbon atoms. This leave one unused valence electron which projects out of the plane and
forms π-bonds. Instead of forming double bonds, these π-bonds delocalize across the entire
sheet. Though the hexagons have trigonal symmetry, in any of those three alinements,
we may define an orthogonal pair of axes. Continuing in the language of benzene rings,
these are labeled the armchair direction, highlighted in green in Fig. 1.1, and the zig-zag
direction, highlighted in orange in Fig. 1.1.
Graphene has shown incredible mechanical strength [7]. For a defect-free sample, it
would be necessary to mechanically break the σ-bonds to create a tear. This molecular
strength paired with the extreme thinness yields a near mind-boggling material. To com-
pare, steel has a breaking strength range of 0.25-1.2×109 N/m2 while graphene has the
two-dimensional breaking strength of 42 N/m. This seems to favor steel, but at the thick-
ness of graphene, approximately 3.35Å, that gives steel a range of only 0.084-0.4 N/m,
or two orders of magnitude less than graphene. In practical terms, a one square meter
graphene hammock would support a 4 kg cat but would weigh only as much as one of
the cat’s whiskers, approximately 0.77 mg and would be nearly invisible, as graphene only
absorbs 2.3% of incident light [8].
Describing graphene in the language of crystals, it is a superposition of two triangular
sub-lattices, forming a triangular Bravis lattice with a two-atom basis. Fig. 1.1 shows the
two sub-lattices, sub-lattice A in red and sub-lattice B in blue. Notice that for a single
2
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Figure 1.1: The primary directions and sub-lattices of graphene.
carbon atom, it is indistinguishable from any other site on its sub-lattice and it is only
bonded to atoms on the other sub-lattice. The hexagonal shape of graphene is mirrored
by its reciprocal lattice and Brillouin zone. The energy dispersion in graphene produces
a valence and a conduction band, shown in Fig. 1.2 that meet at corners of the Brillouin
zone, called the Dirac points. In neutral graphene, the Fermi level is exactly at these Dirac
points, making graphene a gapless semiconductor. What is particularly interesting is the
region immediately surrounding the Dirac points. As shown in Fig 1.3, where the two
bands meet they form cones due to a linear relationship between energy and momentum.
The interaction between the electrons and this linear relationship is accurately described
by the (2+1)-dimensional Dirac equation [9, 3, 10] but with a velocity three hundred times
slower than the speed of light, yielding quasi-particles called massless Dirac fermions. This
unique structure creates opportunities to study relativistic behavior in bench-top settings.
1.2 Dual-Layer Graphene
The system for both studies consists of two parallel, suspended sheets of graphene, sepa-
rated by some distance d. This distance is such that there are only long-range Coulomb
3
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(a) Conduction band as a heat map (b) Conduction and valence bands in
three dimensions
Figure 1.2: The electronic band structure of graphene.
Figure 1.3: A close-up of the the Dirac cone from Fig.1.2b
interactions between the two layers, on the order of nanometers. This complete isolation of
the two layers is what diﬀerentiates a graphene dual-layer to a bi-layer, where electrons are
capable of moving between the sheets. The two layers are aligned, such that both layers
have a shared arm-chair direction, as in Fig.1.4. For our study of van der Waals forces,
both layers are neutrally charged. For our study of exitonic pairing, an equal and opposite
electric bias of magnitude ±µ is applied to both layers, creating a population of electrons
in one layer and a population of holes in the other.
Constructing a Hamiltonian for the exitonic pairing system, we will consider the creation





Figure 1.4: Freely suspended graphene dual-layer separated by a finite distance, d.


















where a†n,τ and an,τ are the creation and annihilation operators of an electron and b†n,τ and
bn,τ are the similar operators of a hole, each with momentum n and in layer τ . This appears
like a very standard two layer interaction, except for the addition of the chiral term, 1+cos θ2 .
This θ is the pairing angle between an electron’s or hole’s creation and annihilation operators
in a single layer and appears due to the chiral nature of the massless Dirac fermions. It can
also be defined as θ = arctan qyqx . The details of the formation of this term are included in
Appendix A.
The other very important characteristic of graphene that we require is its polarizability.
Depending on which system we are studying, we need either the static or the dynamic form.
5
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When studying the van der Waals case we need the dynamic form [12] which is,










where vF is the Fermi velocity. For the exitonic pairing system, we require the static
polarizability [13,14,15], which is





where Ns and Nv are the coeﬃcients of the spin and valley degeneracies from the Landau
energy levels. For graphene Ns = 2 = Nv. Since our work is always confined to the Dirac
cone, that enforces the limit that q will always be small, so the polarizability becomes




where ν is the density of states and µ is the chemical potential.
As mentioned, there are two studies we have performed on this dual-layer system. Before
we get into these specifically, in Ch. 2, we will characterize our special interest in the
anisotropic eﬀects on uniaxial strain on graphene. This will then be followed in Ch. 3 by
our study on the van der Waals force between our two layers of graphene and how this force
changes with strain. Ch. 4 is our study of strain’s eﬀect on exitonic pairing between doped




If we strain graphene, we can deform the lattice structure, which changes the bond-length
between lattice sites. If we apply a uniaxial strain along the armchair direction of the
graphene, the lattice sites along that axis move apart, which limits electron mobility in
that direction, as shown in Fig. 2.1. There is also a slight increase in electron mobility
perpendicular to the strain, as the zigzag sites move slightly closer due to a conservation of
area. In general, this conservation is not true for graphene, but will hold for our low strain
regime. The most obvious eﬀect due to this change in mobility is a directional dependence in
the eﬀective Fermi velocity, vF . This preferential motion will in turn create additional strain
dependence in other attributes. At high strain, above twenty percent, we begin to change
(a) Unstrained (b) Armchair Strain
Figure 2.1: Lattice structure of graphene as altered by uniaxial strain along the armchair direction.
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the band-structure of the graphene. If we strain enough along the zig-zag direction, the
paths along the arm-chair direction begin to decouple, eﬀectively becoming an array of one
dimensional wires. When straining along the armchair direction, the sites along the zig-zag
direction will eventually come close enough that their Dirac cones begin to overlap [16]. We
will not be getting into this phenomenon here, as it is well beyond the current experimental
limits of strain, approximately five percent.
2.1 Anisotropic Velocities as a Function
of Strain
Starting with the isotropic Fermi velocity, we scale vy and vx as functions of strain. We
have defined the y-axis as the axis of strain, specifically along the arm-chair direction. We
quantify strain through the tensile strain parameter ￿. Starting from the bond lengths and
the hopping parameter, we define our anisotropic velocities as
vy = vF (1− λa￿) = vF (1− 3.37￿) and vx = vF (1 + λa￿σ) = vF (1 + 0.55605￿) (2.1)
where λ is the tight-binding parameter, a is the bond length and σ is the Poisson’s ratio [17].
As we see, there is a great decrease in velocity possible in the strained direction and
a corresponding slight increase in the non-strained direction. In addition to the strain
parameter, it is often more convenient to discuss strain by the ratio between the directional
velocities, v⊥ = vyvx . We can find the maximum value of ￿ by taking the limit where vy or
v⊥ goes to zero. By this method, the range of our strain parameter as defined is,
0 ≤ ￿ ≤ 100337 ≈ 0.2967. (2.2)
From Eq. (2.1), we can see that at no strain, ￿ = 0, we regain the isotropic case
8
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of vy = vx. Our full range of velocities, as shown in Fig. 2.2, are vF ≥ vy ≥ 0 and
vF ≤ vx ≤ 1.164vF .










Figure 2.2: The relative velocities along the x- and y-axes as functions of strain.
2.2 Anisotropic Velocities in Other Formulas
Now that we have defined how the directional velocities in graphene are strain dependent, we
must redefine all expressions that include the Fermi velocity, vF , to specify the directionality
of the velocity.
2.2.1 Modifications to the Pairing Angle
We original defined the pairing angle as θ = arctan qyqx . More accurately, this should be
θ = arctan vF qyvF qx , but the velocities cancel in the isotropic case. In the anisotropic case,
these velocities will not cancel and we instead define the pairing angle as
φ = arctan vyqy
vxqx
. (2.3)
Also unlike the isotropic case, it is possible that the two layers will have diﬀerent degrees
of anisotropy and therefore diﬀerent pairing angles. Therefore, instead of 1+cos θ2 , the chiral
9
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2.2.2 Modifications to the Hamiltonian
In addition to the new chiral term, we must now separate all the terms of Eq. (1.1) into





























where ξk,n = ￿
￿
v2x,nk2x + v2y,nk2y − µn.
2.2.3 Modifications to Polarizability
As with the Hamiltonian, we must redefine the polarizability to be directionally specific.
The dynamic polarizability will transform from Eq. (1.2) to,




v2xq2x + v2yq2y − ω2
. (2.6)
The static polarizability, Eq. (1.4), will become
Π (q) = − NsNvµ2π￿2vxvy = −NsNvν (2.7)
10
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with the anisotropic density of states,
ν = µ2π￿2vxvy
.
2.3 The Anisotropic Fermi Surface as
a Function of Strain
Just as the lattice structure deforms with strain, so does the energy band sructure, and
therefore the Dirac cones. As shown in Fig. 2.3, the cross-section of the cone, and therefore
the Fermi Surface in the doped case, becomes elliptical [18,19]. With our understanding of
strained velocities, we can now address the anisotropic Fermi surface, and the subsequent
changes to the pairing momentum, q .
(a) Unstrained (b) Strained
Figure 2.3: Deformation of the Dirac cone due to strain.
When evaluating the gap equation, q is limited to being on the Fermi surface. Graph-
ically, we can think of this as using k and k + q as radii and q is the chord spanning the
pairing angle, θ, as shown in Fig. 2.4.
In the isotropic case, due to the constant radius of kF and radial symmetry, this rela-
11





Figure 2.4: The pairing angle and its relation to the Fermi surface and pairing momentum.
tionship between q and the pairing angle is quite straightforward, as q is always the base
of an isosceles triangle. Therefore,






In the anisotropic case, this radial symmetry is broken, as the radius is a function
of angle and the major and minor axes of the ellipse, which will be determined by the
strain. Defining the two axes as AF and BF for the x- and y-axes respectively, we begin
characterizing these axes using quantities with understood scaling with strain, namely the
velocities vx and vy.
To remind ourselves and make a short hand, the radius of an ellipse at the arbitrary
angle ϕ, is
r(ϕ) = AFBF￿
A2F sin2 ϕ+B2F cos2 ϕ
.
In order to maintain the Fermi surface, the relationship between the Fermi wave vector
and the velocity in its direction must be maintained. In the isotropic case this defines the
12
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(vxr cosϕ)2 + (vyr sinϕ)2
= r
￿
(vx cosϕ)2 + (vy sinϕ)2
= AFBF
￿￿￿￿ (vx cosϕ)2 + (vy sinϕ)2
(BF cosϕ)2 + (AF sinϕ)
.
(2.9)
In order for this expression to be independent of ϕ, AF = ±BF vyvx . Substituting this














￿ = BF vy,








Now that we know how the Fermi surface will be manipulated by strain, Fig. 2.5, we
can find |q| as defined by the strained pairing angle φ. The cosine of the strained pairing
angle, as we need for the chiral term, is
cosφ =
v2xkx(kx + qx) + v2yky(ky + qy)￿
v2xk2x + v2yk2y
￿
v2x(kx + qx)2 + v2y(ky + qy)2
and cannot be broken down into cartesian coordinates, as vx and vy are not components
of a vector, but constant velocities in each direction. But, by combining the momenta and
13
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Figure 2.5: The anisotropic Fermi surface compared to the isotropic case as a function of strain
along the y-axis.
velocities, we can rescale from momentum to energy space, defining the new terms
Kx = vxkx, Ky = vyky, Qx = vxqx, and Qy = vyqy.
This then allows us to write
cosφ = K · (K+Q)|K||K+Q|
as well as redefining |q| as
q =
￿







In our rescaled coordinate system, along with the pair angle φ, we define the position of
14
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K with the angle ψ as illustrated in Fig. 2.6. In the isotropic case, only the pairing angle
was required as the coordinate system could always be rotated until one vector was on an
axis due to the radial symmetry. This is no longer true in the strained case. We therefore





Figure 2.6: The pairing angle φ and position angle ψ, and their relation to the momentum vectors.
As we have defined our k-space such that the Fermi surface is maintained, we know the
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where

























Van der Waals Force Between
Two Graphene Layers
The van der Waals (vdW) forces are easily categorized as the intermolecular forces between
neutral bodies. This means that vdW forces occur between electrically neutral atoms or
molecules. The three largest components are the Keesom force, forces between charges and
permanent dipoles, the Debye force, forces between permanent and induced dipoles, and
the London dispersion force, forces between induced dipoles.
We are studying the eﬀects of strain on the vdW interaction energy, or equivalently the
vdW force per unit area, between two parallel graphene sheets. Our experimental model is
the neutrally charged variation of the system described in Sec. 1.2 at zero temperature.
For any interacting many-electron system, the total energy of the system is a summation
of the kinetic, exchange, and correlation energies. In our system, the two layers are separated
enough that there is no orbital overlap, therefore there are no inter-layer kinetic or exchange
energies. The intra-layer kinetic and exchange energies are independent of the separation
distance between the layers, and are therefore characteristic of the individual layers and not
the dual layer system we are studying. The many-body electron correlation energy is the
only distance dependent energy and includes the vdW energy [20,21]
17
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Several other works have calculated the vdW force between graphene layers at zero
temperature. Using a variety or methods, each work [22,23,24] found the force as a power
law of d−4, for standard and retarded cases. One interesting thing to note about the
uniqueness of graphene’s band structure is that for a pair of two-dimensional sheets of
metal, the power law goes as d− 72 , while for insulators it goes as d−5 [25].
We will start by formulating an expression of the vdW force that includes the possibility
of strain in either layer. After these preliminary results, we will include the many-body
renormalization and again study the eﬀects of strain.
3.1 Van der Waals Force in Dual-Layer System
We begin by enforcing the Random Phase Approximation(RPA) in order to compensate for
the intricate interactions between the layers. Under RPA, the correlation energy is found
by integrating over the natural log of the eﬀective dielectric function [26]. For a two-layer













where the dielectric function, ε, for each layer is
εn(q, iω) = 1− V (n)q χn(q, iω)
the dynamic polarizability, χ, is defined as in Eq. (2.6) and the bare Coulomb potential is
V (1)q = V (2)q = Vq =
2πe2∗
|q| .
As the vdW force is the negative distance derivative of the correlation energy, F (d) =
18
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− ∂∂dE(d), our force between two layers of graphene is








ε1(q, iω)ε2(q, iω)− e−2|q|dVqχ1(q, iω)Vqχ2(q, iω) . (3.2)
The seemingly complex integrand of Eq. (3.2) can be summarized as the potential and
polarization of each layer multiplied together over the screening eﬀects between the layers.
With all the repetition in the integrand of Eq. (3.2), it is possible to simplify the integrand
with the introduction of a new variable. Explicitly, we may make the simplification
e−2|q|dVqχ1Vqχ2
ε1ε2 − e−2|q|dVqχ1Vqχ2 =
1
e2|q|d ε1ε2Vqχ1Vqχ2 − 1
= 1
e2|q|dg(q, iω)− 1






. Notice that g(q, iω) has the benefits that it en-
capsulates the layers separately from the distance between them yet keeps the individual
layers in independent terms.
With this new simplification, the force is now








e2|q|dg(q, iω)− 1 . (3.3)




for reasons that will
become clear, the force becomes,


















To rescale the distance out of the integration, we change the variables of integration
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from ω to ω¯d and q to
q˜
2d . This yields




















As we expect, this shows that the force will be a power law of F (d) ∼ − Cd4 .
Finally, we can redefine ω¯ to ω˜vq, which gives,














eq˜g (φ, ω˜)− 1 . (3.4)
3.2 Introduction of Strain to the Dual-Layer
System
As we showed in Ch. 2, the anisotropic features due to strain will appear in the dynamic
polarization χ and the subsequent g.
The generalized form of the dynamic polarization, Eq. (2.6), in polar coordinates is
χ (q, iω) = − 14vxvy￿
v2xq
2 cos2 φ+ v2yq2 sin2 φ￿
v2xq2 cos2 φ+ v2yq2 sin2 φ+ ω2
. (3.5)





This value α is a measure of the strength of the Coulomb interaction between the two layers.
It has a range of 2.2 in a vacuum to 0 when each layer is completely isolated from the other.
Using the coupling constant and the ratio of velocities, v(a)⊥ =
vy
vx
, which is used for
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strain along the armchair direction, the repeating term of Vqχ becomes
Vqχn = − πα
2v(a)⊥
cos2 φ+ v(a)2⊥ sin2 φ￿





If we were to apply the strain in the zig-zag direction, we would instead use v(z)⊥ = vxvy ,
and get a resulting
Vqχn = − πα
2v(z)⊥
v(z)2⊥ cos2 φ+ sin2 φ￿

















from the previous section now
apparent, we continue the change in variable of ω¯ yielding g (φ, ω˜).
Assuming that at least one strained layer is in the armchair direction, we get four forms
of g depending on the combinations of possible strain,








for the unstrained case,









cos2 φ+ v(a)2⊥ sin2 φ+ ω2
cos2 φ+ v(a)2⊥ sin2 φ
 (3.10b)
for one strained layer,
21
3.3. EVALUATION OF VAN DER WAALS FORCE




cos2 φ+ v(a)2⊥ sin2 φ+ ω2





v(z)2⊥ cos2 φ+ sin2 φ+ ω2
v(z)2⊥ cos2 φ+ sin2 φ

(3.10c)
for each layer being strained perpendicularly, and




cos2 φ+ v(a)2⊥ sin2 φ+ ω2
cos2 φ+ v(a)2⊥ sin2 φ
2 (3.10d)
for both layers strained in parallel directions. It is also possible to write Eq. (3.10d) as two
terms with separate v(a)⊥ values if the two layers are strained independently.
3.3 Evaluation of van der Waals Force
Upon examination of our equation of force with any of the anisotropic cases of g,













eq˜g (φ, ω˜)− 1dω˜, (3.4)
we see that in the limit when the strain is large, v⊥ going to zero, it is clear that the
result diverges. This is due to the infinite limit of integration over frequency. However in
graphene’s case, relativistic eﬀects become important and we impose an upper cutoﬀ in the
frequency integration which truncates before the divergence. We chose our limit based on







The last limit we impose on our evaluations is for reasons of aesthetics and clarity. Due
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to asymptotic behavior at high strain, to more clearly delineate between our configurations
we truncate our calculations to a maximum strain of v⊥ = 0.05. To be clear, this limit of
evaluation is purely for clarity of results, not due to any underlying physics.
3.4 Effects of Strain on van der Waals Force
As we showed in a previous section, the vdW force is proportional to some coeﬃcient over
a power of the separation distance, F (d) ∼ − Cd4 . Since all of the anisotropic properties are
in the coeﬃcient, it makes sense to only compare the eﬀects of strain on the coeﬃcient,
removing the distance dependence. We also scale the anisotropic coeﬃcient, C (v⊥) by the
isotropic coeﬃcient, C0. This allows us to just examine proportional growth or loss due to
strain as opposed to the absolute magnitude of the force.








(a) α = 2.2






(b) α = 0.5













Figure 3.1: A comparison of the vdW coeﬃcient as a function of strain, scaled by the unstrained
coeﬃcient in a vacuum (a) and with moderate screening (b).
In Fig. 3.1, we show the three cases of a single strain layer, equal parallel strain in
both layers, and both layers under equal strain but in perpendicular directions. While
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there is also the possibility of independent strain in each layer, these cases would result in
a hybridization of two of the results illustrated.
Across all three cases we see a general increase as a function of strain. This can be
understood as an increase in the intra-layer charge susceptibility. As the graphene becomes
increasingly anisotropic, it becomes easier for polarization eﬀects to occur. It also follows
that if both layers are under strain, the results would be stronger and even more pronounced
if their anisotropies were aligned. This is exactly what we see in Fig. 3.1. There is also a
dependence on the screening between the layers. As we decrease the coupling constant α, we
are increasing the screening between the layers, which would be performed experimentally
by the addition of a dielectric. This screening decreases the overall strength of the vdW
force between the layers, but it decreases them much less in the strained cases.
3.5 Interaction Renormalization Effects on
the van der Waals Force
We have seen a strong dependence on both the strain and the eﬀective coupling constant,
α, but have thus far considered them independent quantities. It is well established that
Coulomb interactions lead to a logarithmic divergence in the Fermi velocity which neces-
sitates the use of the renormalization group (RG) [28]. This renormalization will then
propagate into the Coulomb interaction, α, and will cause a decrease in the vdW force in
the weak coupling regime. Little work has been performed in the strong coupling regime
due to increasing complexity. In the isotropic case, this decrease has been explored and
generally considered negligible [29]. Since this renormalization will also continue into the
strained velocities [14,30], we will reexamine their eﬀects in the small coupling region, where
it is also suﬃcient to derive the RG equations to lowest order, specifically the Hartree-Fock
method.
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where a is the lattice constant of 1.42Å. The behavior of the functions v(l),α(l), v⊥(l) is
governed, to lowest order, in the interaction for small α ￿ 1, by the coupled nonlinear































sin2 φ− cos2 φ￿
cos2 φ+ v2⊥ sin2 φ
dφ. (3.14)
The first consequence of RG is that the function g becomes momentum dependent via
the log momentum dependence of the couplings, where g(φ,ω) becomes g(φ,ω,α(l), v⊥(l))
This greatly complicates the momentum integration in Eq. (3.4). We can get around this
by approximating the momentum in the RG terms.
This approach is appropriate because the numerator varies rapidly with momentum
while the RG terms varies slowly since they are log functions. Thus we can freeze the
variable q˜ under the log at the extremum of the exponent in the numerator which occurs at
q˜0 = 3. We have checked numerically that this procedure holds for the isotropic case where
the renormalization group equations can be solved analytically. Thus we proceed with the
evaluation of the force as in the previous section, with the inclusion of the RG terms that
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In examining this additional distance dependence, it is still advantageous to scale our
anisotropic RG vdW coeﬃcient, C(v⊥, d) by the isotropic coeﬃcient, C0, as it places the
result in the same scale as the non-RG results and we may directly compare.







(a) Single Strained Layer






(b) Perpendicular Strained Layers























(c) Parallel Strained Layers
Figure 3.2: Separation dependence of the renormalized vdW coeﬃcient as a function of strain at
α = .2.
As we see in Fig. 3.2, despite the noted minimal change at the unstrained limit [29],
the additional distance dependence in the RG case significantly reduces the strength of the
vdW coeﬃcient as strain is increased. As the distance between the layers increases, the
behavior is dictated by low energy physics, where renormalization eﬀects are the strongest.
Previous work [14] demonstrated that RG corrections trend towards the non-interacting
and isotropic limits. This then manifests as a diminishing vdW force between the layers.
As we move from the eﬀective coupling constant of α = 0.2 in Fig. 3.2 to the larger α = 0.5
in Fig. 3.3 (a,b,c) and α = 0.8 in Fig. 3.3 (d,e,f), not only is there the general decrease in
the non-RG case, but the additional suppression due to RG is even greater.
3.6 Conclusions of van der Waals Studies
In this chapter, we studied the vdW force between two parallel, undoped graphene sheets
separated by a finite distance at zero temperature. Looking at the distance independent
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(a) Single Strained Layer








(b) Perpendicular Strained Layers




















(c) Parallel Strained Layers









(d) Single Strained Layer







(e) Perpendicular Strained Layers










(f) Parallel Strained Layers
Figure 3.3: Separation dependence of the renormalized vdW coeﬃcient as a function of strain at
α = 0.5 (a,b,c) and α = 0.8(d,e,f).
vdW force coeﬃcient, we considered the three cases of one uniaxially strained layer, both
layers under equal and parallel uniaxial strain and both layers under equal but perpendicular
uniaxial strain. Initially, we included only the dominant retardation eﬀect, the eﬀective
frequency cutoﬀ. In all three cases, we found a dramatic increase in the vdW coeﬃcient,
over an order of magnitude in the parallel strain case. We also found that this increase is
suppressed as coupling is increased between the layers.
These preliminary calculations were followed by the inclusion of the electron-electron
interactions in graphene, renormalizing the velocity and eﬀective coupling constant. Un-
like the isotropic case, the renormalization contributions were considerable and cannot be
excluded from calculations. The renormalization introduced an additional distance depen-
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dance that scales with strain, further suppressing the gains for the initial calculations.
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Chapter 4
Exitonic Pairing Between Doped
Graphene Layers
In the late 1970’s, a novel mechanism for superconductivity was proposed, not based on
the pairing of like-charged quasi-particles, but based on spatially separated electron-hole
pairs [31]. This mechanism would have a larger high-transition temperature than typical
superconductors because the driving force is the Coulomb interactions, which act over the
full bandwidth unlike the typical phonon interactions which is confined to a narrow shell
around the Fermi surface [32]. These electron-hole or exciton condensates were first pro-
posed [33, 34] as possible ordered states of solids in the 1960’s. They have proven diﬃcult
to realize experimentally though, primarily due to the very low critical temperatures.
Graphene is an attractive possible solution for several reasons. Due to its two-dimensional
nature, it eliminates thickness eﬀects that weaken Coulomb interactions. Carriers can be
induced by external fields because it is a gapless semiconductor. And its massless Dirac-
band structure allows a greater increase in the Fermi energy with carrier density due to
graphene’s linear, as opposed to parabolic, energy bands [32].
In this study, we will calculate the approximate magnitude of a gap in the excitation
spectrum due to pairing between an electron and a hole. The size of this gap is directly
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proportional to the critical temperature of the condensate. These populations of electrons
and holes are formed by means of an equal and opposite electric bias of magnitude ±µ
applied to two parallel, suspended sheets of graphene, as described in Sec. 1.2 and shown in
Fig. 4.1. While it is true that stacking with lattice sites directly matched produces larger
gaps than Bernal stacked systems [35], our system has large enough inter-layer spacing








Figure 4.1: Experimental model for exitonic pairing study.
Starting with the more studied isotropic case, we will repeat the derivation under uni-
axial strain and observe the changes to the magnitude of the gap.
4.1 Hamiltonian Transformations
For both the isotropic and anisotropic case, we may derive gap equations by subjecting
their respective Hamiltonians to a system of Bogolyubov transformations. We will begin
with the known isotropic case and then illustrate modifications necessary for an anisotropic






















where a†n,τ and an,τ are the creation and annihilation operators of an electron and b†n,τ and
bn,τ are the similar operators of a hole, each with momentum n and in layer τ . θ is again
the pairing angle between k and (k+ q).
Taking the mean-field approximation of H, we define our mean fields,
γ(12)k ≡ ￿b−k,2ak,1￿ and γ￿(12)k+q ≡ ￿a†k+q,1b†−(k+q),2￿. (4.1)
We then redefine our pairs of operators in terms of the mean field. As these terms are
multiplied together in H, some cross products will cancel and we will be able to ignore
others as they are the products of two fluctuations terms and therefore negligibly small.











V (q)1 + cos θ2 γ
(12)
k . (4.2)























We now go through a system of Bogoliubov-Valatin transformations in order to diago-
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nalize the Hamiltonian. We define our Bogoliubov variables as
ak,1 = uk,1αk,1 + vk,2β†−k,2 and b−k,2 = uk,1β−k,2 − vk,2α†k,1 (4.4)
where |uk,1|2 + |vk,2|2 = 1. After substituting these variable into the Hamiltonian, we can
further simplify because uk,1, vk,2 and ∆(12)k are real. We know that the Hamiltonian must










so we will choose uk,1 and vk,2 such that the oﬀ-diagonal terms vanish. This will yield our














ξ2k + |∆(12)k |2.
We can now return to Eq. (4.2) and find an exact form of ∆(12)k . From our Bogoliubov
variables, we found that



















While a negative gap equation may seem odd, please remember that our potential V (q) is
the attraction between the electron and hole, and therefore the gap will be positive.
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4.1.2 Transformations for Independent Anisotropy in
Either Layer
As we introduce anisotropic behavior to each layer, we must treat each layer separately.



























where ξk,n = ￿
￿
v2x,nk2x + v2y,nk2y − µn.
Notice that since the only change to the potential term of H is the independent pairing
angles, which will be contained in our new anisotropic ∆(12)k , that section of the deriva-
tion will be the same as the isotropic case. In the kinetic term, the primary diﬀerence is
the independent ξk terms, which will then yield independent Ek terms. Under the same
Bogoliubov-Valatin transformations, these diﬀerences propagate to the solution
|uk,1|2 = 12
￿
1 + (ξk,1 + ξk,2)
Ek,1 + Ek,2
￿
and |vk,2|2 = 12
￿



























4.2. ISOTROPIC GAP EQUATION
4.2 Isotropic Gap Equation
4.2.1 Finding a Self-Consistent Solution













where qF is the radius of the Fermi surface, µ￿vF .
As we discussed in Chapter 2, the pairing potential is always evaluated along the Fermi
surface, and is therefore a function of θ instead of q. At the Fermi surface, the magnitude
of the isotropic pairing momentum is





To simplify our equations and to encapsulate the integration across the pairing angle,









￿ 1 + cos θ
2 dθ. (4.10)










Since we are integrating across all values of q, we can rescale to remove k and, based on
the previous literature [11], we can assert that S-wave solutions will dominate. Therefore,
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we use the constant gap approximation,
∆(12)k =
 ∆ ; q ≤ qF0 ; q > qF
and define E(12)k+q → E(12)q =
￿
(|q|￿vF − µ)2 +∆2.









(|q|￿vF − µ)2 +∆2
dq.
Making a change of basis and moving the integration from momentum to energy, q = ω+µ￿vF



























Since we want to solve for ∆, we can invert the natural log and extricate the ∆ from















Expanding this exponential fraction, and knowing the approximate size of the argument,
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yielding a final gap equation of










4.2.2 Evaluating the Gap Equation
In order to find a value for ∆, the only hurdle is evaluating the pairing factor Λ where












Thus far, we have left the pairing potential simply as V (q), but in order to evaluate the
gap equation, we need to be explicit. Our potential is
V (q,ω) = −Vqe
−qd
1− Vq (Π1 +Π2) + V 2q Π1Π2 (1− e−2qd)
(4.12)
with the Coulomb potential of Vq = 2πe
2
￿
q and where Πn is the isotropic static polarization,
Π = −NsNvµ2π￿2v2F
= −NsNvν = −4ν. (1.4)






The often repeating duo of the Coulomb potential and the polarization combine to the
36















Using our θ dependent definition of the isotropic q,






and defining the dimensionless term
Z ≡ µd￿vF ≈
µ(eV )d(Å)
6.58 , (4.13)





























4.3 Anisotropic Gap Equation
The system in now given identical uniaxial strain in both layers. This strain will cause the
potentials and polarizations to become anisotropic in exactly the same way in both layers.
This simplifies the derivation, as the component velocities and pairing angles are consistent
across both layers.

































v2x(kx + qx)2 + v2y(ky + qy)2 − µ
￿2
+∆2k+q.
In our rescaled coordinate system of |K|x = vx|k|x and |K|y = vy|k|y, our momentum













With this change in integration and limiting V (q) to the anisotropic Fermi surface where



















4.3.1 Constant Gap Approximation
As discussed in Sec. 2.3, in addition to the pairing angle φ between K and K+Q, we must
also account for the absolute position of K with the angle ψ. With this ψ-dependance, we
know that a constant gap is not a valid solution over all space, but we are confident that
the solution will be of a extended s-wave form. We therefore proceed assuming that the
additional ψ-dependance is a perturbation on a constant gap solution.
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As before, we convert to polar coordinates, and we can separate the two integrals and
create an eﬀective angle potential,







￿ 1 + cosφ
2 dφ (4.17)









Doing a variable substitution from our energy-esque to pure energy terms, Q = ω+µ￿









which can be juggled to






As you can see, while there are diﬀerences in the ￿Vf term, the rest of the equation is
identical to the isotropic case and will therefore yield the same gap equation,










4.3.2 Evaluating the Anisotropic Constant Gap
Approximation
The anisotropic gap requires evaluating the anisotropic pairing factor Λan where








￿ 1 + cosφ
2 dφ.
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The potential V (q) = −Vqe
−qd
1−Vq(Π1+Π2)+V 2q Π1Π2(1−e−2qd) is the same as before, but with
anisotropic versions of Vq and Π. Recall from Eq. (2.11), our anisotropic q = µ￿vF F (φ,ψ)
where



























































































4.4 Analysis of Anisotropic Solution
We can begin to analyze these results graphically. As the distance and chemical potential
always appear together in Λ, we will eﬀectively combine them and evaluate all results at
µd = 1ÅeV. All other variables will be explicitly stated upon evaluation.
From a casual examination of Eq. (4.19), we would expect a decrease in Λ with strain.
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Under strain, the numerator and denominator will both increase, but the denominator
increases as a square compared to the numerator, and Λ will decrease. But, unlike previous
work, the initial direction of K must be accounted for. If we examine Λ as a function of ψ



























Figure 4.2: Pairing factor Λ under strain at v⊥ = 0.5, in a vacuum (α = 2.2), as a function of ψ.
Inset of eﬀects of strain on overall magnitude.
In Fig. 4.2, we see two-fold symmetry in the ψ-dependence with maximums at ψ =￿
n+ 12
￿
π. This is due to way the Fermi surface changes under strain. As shown in Eq.




π. At the maximum strain of
v⊥ = 0, the upper limit of q actually goes to infinity.
If we increase screening between the layers by some means, such as the addition of a
dielectric, the overall magnitude of Λ decreases for the same reasons illustrated with the
decrease due to strain. Due to this overall decrease, the dependence on ψ is much more
pronounced, even to the point of surpassing the unstrained case at some levels of screening,
as shown by the example of Fig. 4.3.
Focusing on the interplay of strain and ψ, we can observe Λ at fixed values of ψ as they
change with strain, shown in Fig. 4.4. For the ψ = 0 case, we always observe a decrease as
we increase strain. At weaker couplings, the curve becomes flatter, but will inevitably go
to zero at v⊥ = 0 as all terms in Eq. (4.19) go to zero at that point.
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Figure 4.3: Pairing factor Λ as a function of ψ in the isotropic case (v⊥ = 1) and two levels of
strain, and with a screening parameter of α = 0.01.













(a) Vacuum case, α = 2.2














(b) α = 0.1














(c) α = 0.01
Figure 4.4: The eﬀects of ψ on Λ as a function of strain at given α.
At nonzero values of ψ, with some degree of screening, as in Fig. 4.4 (b) and (c), there
is an increase in Λ with strain until the exponential drop as v⊥ approaches 0. By adjusting
the screening between layers, we can manipulate at what degree of strain this crossover
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behavior occurs. As shown in Fig. 4.5, we can characterize this crossover regime by the
highest α where the strained case surpasses the unstrained case for a given value of ψ.















Figure 4.5: Largest α necessary at a given strain for anisotropic Λ to be larger than the unstrained
case. Each curve is evaluated at given ψ.
This increase in Λ as a function of ψ follows into the gap equation. Looking at Eq. (4.18),
it is clear that a larger Λ will yield a larger ∆. As we increase the strain or screening, these
eﬀects become more pronounced.
As we increase the screening between layers, as in Fig 4.6 (b) and (c), the range of
possible values of ∆ spans orders of magnitude. Unfortunately, these orders of magnitude
increases within ∆ come at the expense of orders of magnitude decreases in the overall value
of ∆.
4.5 Conclusions of Exitonic Pairing Studies
In this chapter, we studied the approximate magnitude of a gap in the excitation spec-
trum, due to pairing between an electron and a hole. These pairings occurred between
two doped, parallel sheets of graphene. Starting with an isotropic Hamiltonian, we derived
the known gap equation for an unstrained dual-layer. We then replicated this derivation
for an anisotropic system with the addition of a second angle dependence based on the
initial direction of the momentum compared to the axis of strain. This position angle is
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(a) α = 2.2















(b) α = 0.1
















(c) α = 0.01
Figure 4.6: ∆(ψ) scaled by largest magnitude as a function of ψ at given strains, with order of
magnification, n, provided in inset.
inconsequential in the isotropic case due to radial symmetry, which is broken by the strain.
Through this derivation, we have produced a novel anisotropic pairing state. While the
magnitude of the gap produced varies by orders of magnitude with the position angle, there
are no nodes in the gap and the state is an extended s-wave solution.
If we fix the initial position angle at perpendicular to the direction of strain, we find
that any amount of strain will decrease the gap regardless of the screening between layers.
There is also a general suppression of the gap with any additional screening between the
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layers. But, if we vary the position angle, we find a general increase in the size of the gap,
with the greatest eﬀect if the position angle is along the axis of strain. This dependence on
the position angle intensifies as we apply more strain. Since the growth due to the position
angle is independent of the decline with screening, with large enough screening it is possible
to create an overall gain in gap magnitude through strain at some initial angle.
While the values for Λ and ∆ quoted here are still too small to be detected experi-
mentally, we must not lose hope. The forum of exitonic pairing theorists is currently very
diverse in approach and methodology. Depending on the approximations used or the degree
of self-consistency, proposed critical temperatures, which is proportional to gap size, range
from eﬀectively 0K to room temperature. Our anisotropic pairing state could be utilized
experimentally to detect an exitonic pair. Since the gap is highly anisotropic, it could be
possible to detect the gap by relative diﬀerence across the sample at diﬀerent orientations.
As practical electronic applications of graphene become more obtainable, we must un-
derstand the real-world obstacles or possibly aids of screening and strain. We have shown
that many of the electronic properties of graphene become highly anisotropic under strain
and, depending on the application, these anisotropies may require compensation or may be
exploited in our search for exotic phenomena in graphene systems.
45
Appendix A
Origin of Chiral Term in Hamiltonian
In this appendix, we outline the derivation of the chiral term and pairing angle from generic
isotropic and anisotropic graphene Hamiltonians.
A.1 Isotropic Derivation
Starting with a generic graphene Hamiltonian, Hˆ = vF (￿σ · q), we look for spinor solutions




Since by definition, vF (￿σ · q)ψ = Eψ, we can write in matrix form
vF
 0 (￿σ · q)











This yields the equations Eψ1 − vF (￿σ · q)ψ2 = 0 and Eψ2 − vF (￿σ · q)ψ1 = 0. Solving
for ψ1, and using the identity, (￿σ · q)2 = q · q + i￿σ · (q · q) = |q|2 yields
￿
E2 − (vF )2|q|2
￿
ψ1 = 0 (A.2)
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q2x + q2y .
Substituting this into a component form of Eqn.(A.1) and canceling out the Fermi
velocity from both sides, we get
 0 qx − iqy





 (qx − iqy)ψ2
(qx + iqy)ψ1




Replacing the square root with complex roots, q2x + q2y = (qx − iqy) (qx + iqy), allows us










where θ = arctan qyqx . This pairing angle is the azimuthal angle of the momentum vector
q measured from some fixed direction and γ = ±1 is the band index. We show this
graphically in Fig A.1 where θ is the diﬀerence in angle between the creation operator, θ1,
and the annihilation operator, θ2.















Figure A.1: A graphical depiction of the pairing angle θ.







 e iq·r￿ . (A.3)




















































A.2. MODIFICATIONS FOR ANISOTROPIC GRAPHENE





2 − e−i θ22
￿






























= 1 + cos θ2 (A.6)
A.2 Modifications for Anisotropic Graphene
In an anisotropic case, we consider the x- and y-components independently and the generic
Hamiltonian transforms to Hˆ = (σxvxkx + σyvyky). In the hopes of mimicking the isotropic
derivation, we will introduce the scaling factors a and b such that vx = avF and vy = bvF .
This produces a scaled Hamiltonian of
Hˆ = vF (σxakx + σybky) , (A.7)
recovering the single vF from the previous derivation. The factors a and b are known
functions shown in Eq. (2.1), but for simplicity they will not be explicitly written here.
Following the same methodology as before, we write
vF
 0 akx − ibky












A.2. MODIFICATIONS FOR ANISOTROPIC GRAPHENE
yielding equivalent Eψ1 − vx (akx − ibky)ψ2 = 0 and ψ2 = vx(akx−ibky)E ψ1.




which is exactly analogous to the previous E = ±vF
￿
p2x + p2y. It then follows that we can
replicate the same derivation with the corresponding anisotropic pairing angle φ, where
φ = arctan bkyakx = arctan
vyky
vxkx







Unlike the isotropic case, it is possible that the two layers will have diﬀerent degrees
of anisotropy and subsequently diﬀerent pairing angles. Therefore, we cannot necessarily















In the interest of future students continuing in this exitonic pairing study, we have included
an explicit form of the Hamiltonian transformations outlined in Sec. 4.1.
B.1 Isotropic Hamiltonian Transformations


















where a†n,τ and an,τ are the creation and annihilation operators of an electron and b†n,τ and
bn,τ are the similar operators of a hole, each with momentum n and in layer τ . θ is the
pairing angle between k and (k+ q).





















We start by taking the mean-field approximation of HI by defining our mean fields,
γ(12)k ≡ ￿b−k,2ak,1￿ and γ￿(12)k+q ≡ ￿a†k+q,1b†−(k+q),2￿ (4.1)















. As these terms are multiplied together












k+q − γ(12)k γ￿(12)k+q . (B.1)











V (q)1 + cos θ2 γ
(12)
k . (4.2)











k − γ(12)k ∆￿(12)k
￿
. (B.2)





￿ ￿vF |k|− µ ∆(12)k




− γ(12)k ∆￿(12)k .
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We now go through a system of Bogoliubov-Valatin transformations in order to diago-
nalize the Hamiltonian. We now define our Bogoliubov variables as
ak,1 = uk,1αk,1 + vk,2β†−k,2 and b−k,2 = uk,1β−k,2 − vk,2α†k,1 (B.3)









































Multiply through and gather like terms, and since we know that we need uk,1, vk,2 and
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Since by definition |uk,1|2 + |vk,2|2 = 1, we will search for solutions of the form,
 |uk,1|2
|vk,2|2
 = 12 ± C
Inserting these values into Eq. (B.5b) yields C = ξk
2E(12)k














B.1. ISOTROPIC HAMILTONIAN TRANSFORMATIONS
where E(12)k =
￿
ξ2k + |∆(12)k |2.






















































































B.2. TRANSFORMATIONS FOR INDEPENDENT ANISOTROPY IN EITHER
LAYER
B.2 Transformations for Independent
Anisotropy in Either Layer
As we introduce anisotropic behavior to each layer, we must treat each layer separately.



























where ξk,n = ￿
￿
v2x,nk2x + v2y,nk2y − µn.




























Notice that since the only change to HI is the independent pairing angles, which will be
contained in our new anisotropic ∆(12)k , that section of the derivation will be the same as the
isotropic case and we can skip past the Mean-Field and Bogoliubov-Valatin transformations.
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+ (ξk,1 + ξk,2)
￿
|vk,2|2 + u￿k,1vk,2α†k,1β†−k,2 − uk,1v￿k,2αk,1β−k,2
￿￿
.







































By comparing these equations to Eq. (B.5a) and Eq. (B.5b), we can deduce the solution
|uk,1|2 = 12
￿
1 + (ξk,1 + ξk,2)
Ek,1 + Ek,2
￿
and |vk,2|2 = 12
￿
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