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Abstract
Compared to the conventional fossil-based steam Rankine cycle, supercritical carbon
dioxide (sCO2) power cycles possess the potential to achieve higher thermodynamic
efficiencies and lower component costs. As such, they have been proposed for the next
generation of renewable energy technologies in an effort to strive for a sustainable future
by reducing global greenhouse gas emissions.
The improvement in thermal-to-electric energy conversion efficiency in sCO2 power
cycles is primarily attributed to the reduction of power required at the compression
stage. Although small-scale prototype CO2 compressors have been developed and tested,
large-scale commercial units are currently unavailable due to their inherent complexity
in design. This is one of the primary drawbacks contributing to the present absence of
large-scale operational sCO2 power plants. Fortunately, large-scale CO2 transfer pumps
are commercially available today and they possess the potential for direct integration into
the sCO2 power system. This presents an opportunity to eliminate the research efforts
required to develop a new large-scale CO2 compressor technology.
To assess the compatibility and performance of the CO2 transfer pump in the sCO2
power cycle, a detailed theoretical model of the pump system is sought. The current
research focus is to establish a numerical model using the Python programming platform for
predicting and analysing the transient behaviour of the single-acting positive displacement
CO2 pump, in particular, triplex and quintuplex systems were studied. Zero-dimensional
(0D) lumped parameter modelling of the fluid system was initially completed to establish
a baseline model. Next, compressible quasi-one-dimensional (1D) Euler equations coupled
with Helmholtz energy formulation were used to describe the flow behaviour and thermo-
physical properties of the working fluid accounting for real gas effects. In the detailed
model, valve dynamics and the multiplex system response were also investigated.
The computer models developed in this thesis provided good insight into to the transient
dynamics of a positive displacement CO2 pump operating in a simple environment under
xideal inlet conditions. The response characteristics of the transient pump model showed
good agreement with experimental data obtained form the literature. The primary benefit
of developing an accurate numerical model of the CO2 transfer pump without the use of
commercially available computational fluid dynamics (CFD) packages is the significant
savings in computational effort and cost. A dynamic model integrated into a power
system not only predicts transient system behaviours, but it can also adjust system inputs
accordingly to meet the desired operating conditions. Development of a modular code also
permits ease of integration and adaptation into more complex systems. The numerical
model developed in this study aims to help form the basis of creating a complete transient
model of an advanced CO2 based power cycle.
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Chapter 1
Introduction
1.1 Motivation
Climate change has been a topic of debate for the past decade. Regardless of the divided
political opinions and controversial debates on the subject, severe changes in extreme
weather patterns and climate events are evident in recent history. The warming of the
climate system has been unprecedented since the 1950s, with an unsteady increase in
atmospheric and ocean temperature [1]. On a global scale, the concentration of greenhouse
gases (GHG) has increased substantially in the past century accompanying a 70% increase
in GHG emissions between 1970 and 2004 [1, 2]. Humankind’s reliance on fossil fuel
technologies contribute significantly to the rapid change in climate and the increase of
global GHG concentration. The rapid changes made to the climate system is undeniably
detrimental to the environment and the global ecosystem contributing to negative events
such as ocean acidification, frequent variation of hot weather extremes, heat waves, and
sea level rises due to the melting of polar ice. Without intervention, climate change will
certainly contribute to increasing the health risks of the global population over the next
few decades.
The consumption of fossil fuel such as coal and oil for power generation is one of
the main contributing factors to the increasing rate of GHG concentration accounting
for more than 26% of the global annual GHG emissions [2, 3]. In order to strive for
a more sustainable future, a global endeavour to reduce GHG emissions is pertinent.
Investments in renewable energy technologies such as solar, wind, hydro and geothermal
are imperative and the utilisation of renewable energy needs to increase over the next
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decade. Furthermore, cost effective renewable energy solutions with favourable energy
conversion efficiencies need to be developed. Currently, the lack of steady and reliable
energy supply presents a major challenge in the renewable energy sector when compared
to fossil fuel technologies [4]. Fortunately, innovative renewable energy generation and
storage technologies such as Concentrated Solar Power (CSP) systems exist and they
demonstrate great potential for addressing the steady and reliable energy demand [5, 6].
In order to advance the uptake of renewable energy technologies such as CSP the cost
of renewable power generation needs to be made competitive to fossil-based electricity.
To accomplish this, the energy conversion efficiency of this technology needs to increase
and a reduction in system costs is necessary. Unfortunately, fundamental heat transfer
limitations in solar collectors limit the operating temperature of conventional CSP systems
[4]. As a result, the conversion efficiency is typically limited. Therefore, efforts need to
be directed toward reducing the cost and increasing the efficiency of the primary power
systems. As such, a cost effective power cycle with high thermodynamic efficiency and
minimal system complexity is sought.
Compared to conventional steam power cycles, supercritical carbon dioxide (sCO2)
power cycles in general are more attractive in terms of system complexity, cycle efficiency
and cost. While there are many benefits in sCO2 power systems such as the closed-loop
sCO2 Brayton cycle, one of the prominent advantages is the reduced size and complexity
of the turbomachinery as compared to that required by steam power cycles. Because of
this, the costs associated with installation, maintenance and operation of the system are
greatly reduced. The fluid compression unit or the compressor is one of the fundamental
components within the sCO2 power system and although small scale CO2 compressor test
units have been developed [7, 8], large-scale commercial sCO2 compressors are currently
non-existent due to their inherent complexity in design. This is one of the primary
contributing factors to the present absence of large-scale operational sCO2 power systems.
Fortunately, large-scale CO2 transfer pumps are commercially available today and they
possess the potential for direct integration into the sCO2 power system. With this in mind,
the costs and efforts required for the development of large-scale CO2 compressors may be
eliminated.
The reciprocating positive displacement (PD) pump is one of the simplest CO2 transfer
pumps that are commercially available today and is a promising substitute for the CO2
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compressor. In order to integrate the pump into the sCO2 Brayton cycle, efforts need to
be made to assess and establish the performance and characteristics of the component.
Traditionally, estimation of pump performance is carried out using pump performance
maps and extensive experimental testings. Performance maps however are limited, they
cannot describe transient or dynamic behaviours of the system and are generally limited
to specific system configurations and operating conditions. Transient conditions such
as power surge, abrupt changes in upstream conditions and the starting and stopping
phases of the system can negatively impact the performance of the CO2 pump and may
compromise the overall system. At abnormal operating conditions, the residence time
of the working fluid may fluctuate and the system may stall. As such, there is a need
for the study of dynamic behaviour of CO2 pumps in order to design and account for
these transient effects. Hence, the development of a transient CO2 pump model capable
of simulating and predicting transient system responses is an important milestone for
advancing the uptake of the renewable sCO2 power cycle technology.
1.2 Objective and Aim
The main aim of the current project is to investigate, through numerical modelling and
simulation, the transient flow dynamics of a positive displacement CO2 transfer pump
used in CO2 based power cycle applications. The objectives of the thesis are twofold. The
primary objective is to develop a numerical model to analyze the transient flow dynamics
of a single-acting reciprocating pump with CO2 as the primary working fluid. The second
objective is to develop a modular computer code based on the one-dimensional compressible
flow formulation capable of simulating the transient responses of the reciprocating pump
system. In particular, pumps of the triplex and quintuplex type are studied.
The first objective involves the development of a transient flow model using a one-
dimensional invscid Euler formulation. The model needs to be capable of describing
the flow conditions exiting the pump as well as the transient behaviour of the system.
Thermodynamic modelling of the system is also performed and needs to account for
non-ideal behaviours of the working fluid. The change in thermophysical properties as
well as mass properties such as pressure, temperature, density, enthalpy and mass flow
rate throughout a pumping cycle are of primary interest. Kinematic and thermodynamic
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behaviours of subsystem components such as the suction and discharge valves are also
studied in order to establish a detailed physical model of the reciprocating pump.
The second objective is the development of the computer model of the CO2 pump.
This involves translating the governing mathematical relations into into the computational
domain. Research is needed to identify viable numerical methods and algorithms for
solving a mathematical system of governing equations. The computer model needs to fully
describe the fluid dynamics within the system with a particular focus on the response of
the reciprocating pump during the discharge cycle. Validation of the computer model is
to be performed by comparing the simulated results against relevant experimental data
available in the literature. It is very essential for the computer model to be modular in
order to allow easy integration of the pump model into a larger system such as the sCO2
power cycle. Therefore, the program is required to be self-contained and can operate solely
on user-defined initial values and boundary conditions.
The primary project objectives can be translated into low-level project requirements
or subtasks. These low-level requirements trace back to address overarching aim of the
project summarizes the current research efforts:
1. Establish a transient mathematical model of a single-acting reciprocating positive
displacement CO2 pump with consideration of fluid compressibility and real gas
effects.
2. Investigate the transient flow dynamics of a reciprocating system and identify a
viable numerical scheme for solving the governing equations of fluid dynamics.
3. Develop a computer model of the CO2 pump to simulate and analyze the transient
responses of system under ideal operating conditions.
4. Demonstrate accuracy of the numerical model by validating the numerical results
with experimental data sourced from the literature.
The scope of research in this thesis is limited to investigating the single-acting recipro-
cating positive displacement pump with CO2 as the working fluid. The project scope and
assumptions made are outlined below:
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• Investigate the discharge transient characteristics of multi-cylinder reciprocating
systems including: simplex, triplex and quintuplex type with a greater emphasis on
the simplex configuration.
• Investigate the dynamic behaviours of the suction and discharge valves in the pump.
In particular, volumetric flow through the valves and the valve opening responses
are of primary interest.
• Account for fluid compressibility and non-ideal gas effects in the development of
the pump model. A one-dimensional finite difference representation of the problem
domain is considered.
• The model representation of the reciprocating pump is simplistic. Figure 1.1 illus-
trates the systems representation of the proposed pump model. The subsystems
considered include: piston-crack mechanism, check valves and the piston cylinder.
Components outside of the system boundary such as the discharge manifold and
downstream pipping are outside of the project scope.
• Identify a suitable numerical time-stepping scheme for solving the governing system
of equations established for the transient model. A suitable time-stepping algorithm
should be simple and easy to implement, and it must be stable or its stability can
be verified.
• Perform numerical simulations, compare and contrast simulated results with experi-
mental data with an emphasis on validating the transient response characteristics of
the computer model.
The development of a complete multi-dimensional computer model of the simplest
reciprocating system can become very complex when more than a few subsystem compo-
nents are considered. For instance, the analysis of valve dynamics may form a thesis topic
on its own Therefore, tasks not in scope of the project must be addressed. Not in the
scope of this thesis are outlined below:
• The spatial domain of system is limited to the first dimension. A zero-dimensional
model is also considered but multi-dimensional CFD modelling of the fluid problem
is not considered.
• The flow model is based on the Euler equations. Viscous effects, heat transfer and
cavitation are neglected in the modelling process.
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Fig. 1.1 Block diagram representation of the pump system
• Detailed modelling of the system geometry, vibration responses as leaks within the
system are not considered.
• Experimental and CFD based validation of the theoretical results are not in scope.
Experimental data is to be obtained from the open literature and used as part of
the model verification process.
1.3 Thesis Structure
The structure of the thesis is organized into five chapters and three appendices. The
organization of the chapters are as follows:
• Chapter 1 presents an introduction to thesis by providing a brief overview of the
problem context. The objectives and aims of the thesis are established and the scope
of the thesis is outlined.
• Chapter 2 contains a literature review of the thesis problem and provides the relevant
background knowledge for the reader to gain an in-depth understanding of the
problem context.
• Chapter 3 details the research and development of a zero-dimensional pump model
based on a quasi-static lumped parameter formulation. This section presents a
simplified check valve model and establishes the governing thermodynamic and
kinematic relations for the system.
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• Chapter 4 follows on from the preceding chapter and presents the formulation of a
one-dimensional pump model derived from the set of quasi-linear Euler equations.
The implementation of a single-degree-of-freedom dynamic check valve model is also
presented.
• Chapter 5 provides a summary of the current research findings and outlines the
recommendations for future work.
The computer codes developed in this thesis are contained in the appendices. The
source codes are written in the Python programming language. Relevant supporting
modules may need to be imported in order to run these models. The appendices are
outlined below:
• Appendix A contains the source code of the zero-dimensional quasi-static pump
model. The steady-state code is also presented in this section.
• Appendix B contains the source code of the one-dimensional transient pump model.
• Appendix C contains the source code of the dynamic valve model.

Chapter 2
Background and Literature Review
""" The key difference between such compressors and pumps is that the compressor working
fluid is a gas (compressible) and the pump working fluid is liquid (incompressible). Again,
the engineering methods used to design a centrifugal pump are the same as those to design
a centrifugal compressor. """
2.1 The Ideal Brayton Cycle
First proposed by George Brayton in the 1870s, the ideal Brayton cycle is a thermody-
namic gas power cycle that are characterised by two constant pressure and isentropic
thermodynamic processes [9]. The ideal Brayton cycle can be modelled as an open cycle
or a closed cycle depending on its application [9]. The open Brayton cycle as illustrated in
Figure 2.1a is typically implemented in jet engines which the exhaust gases exiting the
turbine are not recirculated back into the cycle. The closed Brayton cycle as illustrated in
Figure 2.1b recirculates the working fluid throughout the components forming a closed loop
and is typically employed in power plants. The simplest ideal Brayton cycle consists of
four internally reversible thermodynamic processes, which include isentropic compression,
isobaric heat addition, isentropic expansion and isobaric heat rejection. The compression
and expansion processes occur at the compressor and turbine stage respectively. Power is
produced by the turbine and is supplied to the compressor through a shared connecting
shaft. The constant pressure heat transfer occurs at the heat exchangers in a closed cycle
whereas heat addition occurs in a combustion chamber in an open cycle.
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It has been well established that the thermal efficiency of the ideal Brayton cycle is
govern by the pressure ratio and specific heat ratio of the working fluid. The thermal
efficiency increases with both of these parameters and is also true for non-ideal Brayton
cycles. For a Brayton ideal cycle with standard air assumptions, the thermal efficiency
and the pressure ratio defined as the ratio of the compressor outlet to inlet pressure are
given by equations (2.1) and (2.2) respectively.
ηth = 1− r
1−γ
γ
p (2.1)
rp =
P2
P1
(2.2)
Large efforts have been made to maximise the thermodynamic efficiency of the Brayton
cycle since its inception. As such, possible improvements to the basic cycle have been well
established and are generally divided into four categories [9]:
1. Increasing the pressure ratio in the compression stage;
2. Increasing the upper temperature limit of the cycle;
3. Increasing the efficiencies of the cycle components;
4. Adding modifications to the basic cycle.
Although innovative high temperature materials exist today allowing for the operating
temperature to reach new heights, there are limitations in the applicability, integration and
(a) Open cycle (b) Closed cycle
Fig. 2.1 Ideal Brayton cycle
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(a) P-v diagram (b) T-s diagram
Fig. 2.2 Ideal Brayton cycle state diagrams [9]
cost of new materials. Technological advancements today accommodate for more efficient
compressor and turbine designs, but thermodynamic restrictions and design problems
still pose great challenges for improving the efficiencies of these components. Therefore,
much of the past research has been focused on modifying the basic cycle to improve
cycle efficiency and reduce cost. The earliest successful implementations of the Brayton
cycle were recorded in the 1940s achieved cycle efficiencies of about 17% [9]. Today, a
threefold increase in cycle efficiency is achievable with innovative modifications of the
cycle. Efficiencies greater than 50% can be achieved with modified sCO2 Brayton cycles
[10]. The sCO2 Brayton cycle is discussed in the following section.
2.2 Advanced CO2 Power Cycles
Carbon dioxide (CO2) is an abundant natural compound which is inexpensive, non-
flammable, non-toxic, and chemically stable with low critical properties. The critical
temperature and critical pressure of CO2 are 30.98°C and critical 7.38 MPa respectively
[8]. The density of CO2 is high and becomes more incompressible near its critical point.
Above the critical point CO2 becomes a supercritical fluid. In the supercritical state,
CO2 possesses unique properties which consist of a combination of its liquid and gaseous
properties and it deviates from an ideal gas. The sCO2 Brayton cycle is a closed Brayton
cycle that uses supercritical CO2 as the working fluid. Unlike condensation power cycles
which operates primary in the saturated region of the working fluid such as the Rankine
cycle. The sCO2 Brayton cycle operates entirely in the superheat or gas regions of the
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Fig. 2.3 Effects of critical pressure on compressor and turbine work [11]
Fig. 2.4 Phase diagram of CO2 [12]
working fluid. One of the primary mechanisms of the efficiency improvement achieved in
the sCO2 Brayton cycle is the rapid increase of CO2 density near its critical point allowing
for a reduction in the compressor work. This is illustrated in Figure 2.3 [11].
The first proposition of sCO2 power cycles date back to the 1940s but the earliest
major contributions made to this field was the works of Feher, and Strub and Frieder
in the 1960s [8]. Feher proposed a sCO2 power cycle that operates entirely above the
critical pressure of CO2 and the compression process was designed in the liquid phase to
minimize compression work required [13]. The original cycle developed by Feher operated
at a minimum temperature of 20°C with a pump inlet pressure of 13.8 MPa [8]. He found
that because minimal compression power was required, the pump efficiency did not have a
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(a) CO2 (b) Air
Fig. 2.5 Density comparison
significant impact on the cycle efficiency. Strub and Frieder investigated the recompression
CO2 cycle for helium cooled nuclear reactors and concluded that the turbomachinery is
much smaller than that required by steam or helium cycles [8].
In the current era, large analytical efforts have been made by Dostal et al. [8] to
study different sCO2 Brayton cycle configurations for application to advanced nuclear
reactors and to improve the overall cycle performance. It was found that the sCO2 Brayton
cycle with recompression excels with respect to cost and thermal efficiency. Dostal et al.
[8] reported that up to 50% thermal efficiency can be achieved with this configuration
and the capital cost is 24% less than the typical steam cycle. Turchi et al. [10] also
investigated the recompression cycle and reported the same efficiency, however optimistic
assumptions were made on the efficiency of the turbomachinery. Both Dostal et al. [8] and
Turchi et al. [10] assumed a compressor efficiency of approximately 90%, however this is a
theoretical figure and no operational compressors of this efficiency have been reported for
large scale applications. In another study conducted by Wright [7], an experimental setup
of a sCO2 Brayton cycle test loop was constructed and a small scale sCO2 compressor unit
was developed. A compressor efficiency of n 80% was simulated, however relatively low
pressure ratios of 1.7-1.8 were reported. This was due to compression stage was design
for conventional working fluids such as air. To show an appreciation of the size of the
compressor unit discussed, the a scale comparison of the compressor impeller is depicted
in Figure 2.6 [7].
Because of the absence of large-scale CO2 compressors with proven high efficiencies in
the current market, it is of high interest to investigate and integrate existing technologies
to the sCO2 cycle to advance the uptake of the sCO2 power cycle technology. A promising
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existing technology to fulfil the role of the theoretical CO2 compressor is the CO2 transfer
pump. This is discussed in the following sections.
2.3 Single-acting Reciprocating Pumps
Reciprocating piston pumps are fixed displacement, self-priming fluid pumping machines
that operate under constant torque. They are simple in design and are suitable for
processing a wide variety of fluids, ranging from low viscosity liquids to high viscosity
crude oils, and from high-pressure CO2 to highly corrosive slurries [14]. Because of
their simplicity and reliability, reciprocating pumps are well suited for a wide range of
applications that require high pressure rise and moderate flow capacity. A reciprocating
system typically comprised of number of piston cylinders connected to a single crankshaft
via connecting rods. The pistons are housed within individual chambers that are connected
to inlet piping and a shared outlet manifold. The outlet manifold is connected to an
accumulator and the discharge piping. A schematic diagram of the system is illustrated in
Figure 2.9. A typical positive displacement pumping cycle consists of four primary modes:
suction, compression, discharge and expansion and are illustrated in Figure 2.7 and Figure
2.10. During the suction and compression modes, fluid flows through the inlet valve into
the low-pressure chamber and is compressed by the piston. When the chamber pressure
exceeds the pressure in the outlet manifold, the discharge valve opens and the fixed volume
of fluid is discharged. This is then followed by the decompression of the chamber as the
piston retracts completing the cycle. The reciprocating system depicted in Figure 2.7 is a
single-acting type in which the working fluid is confined within a single volume and acts
on one side of the piston.
Fig. 2.6 Experimental CO2 compressor impeller [7]
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Table 2.1 Effect of cylinder number on pressure fluctuation [14]
Reciprocating system Number of Peak fluctuation from Crank angle
classification cylinders mean pressure (%) offset (°)
Duplex 2 46 180
Triplex 3 23 120
Quadruplex 4 33 90
Quintuplex 5 7 72
Sextuplex 6 14 60
Nonoplex 9 3 40
The number of pistons in a reciprocating pump can range from one to many. Single
cylinder pumps or simplex pumps are not commonly used in industrial applications
because they produce highly pulsating flows. Multiple-piston systems such as triplex
(three cylinders) and quintuplex (five cylinders) pumps are more common as pressure
fluctuations are reduced by the effect of overlapping flows. Singh [14] investigated the effect
of the number of pistons on the peak pressure fluctuations in a reciprocating pump system
assuming an incompressible fluid. Singh’s findings [14] for pumps with fixed connecting
rod length to crank radius ratio of six are summarised in Table 1. Although pumps with
an increasing number of cylinders can minimise undesirable flow pulsations, larger systems
however are more expensive. By inspection of the data, pumps with old number of cylinders
are more favourable. Triplex and quintuplex pumps exhibit lower flow pulsation than the
quadruplex and sextuplex systems respectively while the nonoplex system produces the
lowest pressure pulsation. However, it is the most expensive. Therefore, this thesis will
focus on studying triplex and quintuplex systems.
(a) Suction mode (b) Discharge mode
Fig. 2.7 Ideal single-acting pump system
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Fig. 2.8 Opening process of an ideal check valve [15]
2.4 Check Valve Dynamics
The behaviour of the valves within each cylinder during operation impacts the overall
operation of the device. As such, understanding the dynamic valve response during the
suction and compression stage is necessary in order to fully examine the dynamic response
of the pump. This section details the methodology used for modelling the dynamics of
suction and discharge valves.
The disc-type check valve or the poppet valve is one of the simplest valve component
that can be modelled using a lumped parameter approach. The valve can be modelled as
a single degree of freedom (SDOF) mass-spring-damper system as illustrated in Figure
2.8. In this simple model, the maximum displacement of the valve is constrained by
the valve seat and the opening height is governed by the pressure difference across the
valve. Josifovic et al. [15] proposed a simple valve model by assuming uniform pressure
distributions on the surfaces of a idealistic poppet valve. The operating states of their
valve model are governed by the three characteristic cases presented in Figure 2.8.
The valve motion is govern by the follow system of equations
m
d2h
dt2
= Fp − Fs (2.3)
Fp = P1A1 − P2A2 (2.4)
Fs = k(h0 + h) (2.5)
Include picture!!!
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2.5 Hydrodynamic Transients
The development of transient model is beneficial to the current relevant field of research
and is necessary to overcome the constraints presented in pump performance maps. In
general, transient effects can be described simply as non-steady responses of a particular
system of interest over a given time domain. Transient behaviours in reciprocating system
can negatively impact pump performance and can compromise system operation if they
are not properly accounted for in a design. Transient effects in pump systems can be
caused by:
• Power failure and system blackout
• Power surge due to abnormal operating conditions
• Pipeline rupture caused by external factors
• Abrupt changes in upstream or downstream flow conditions
• Leaks within the pumping system
• Pulsation and vibration effects
However, the most prominent causes of transient behaviour are the starting and
stopping phases of the reciprocating system. The results of the experimental sCO2 Brayton
cycle investigated by Wright et al. [7] showed that steady state temperature and pressure of
their test loop can be reached on the orders of 10s of seconds. Their results provide a good
indication on the time duration of the transient response of the system. However, large
temperature differences were not simulated for the cycle and the size of turbomachinery
tested was of a small scale. It was concluded that a longer time would be required for a
larger system to reach steady state conditions, and therefore the transient period of the
system may be more than 10s of seconds.
Pressure pulsations due to changing upstream conditions in the system loop can give
rise to undesirable effects in the pump such as cavitation and vibration. Large vibration
excitation of the system can occur at resonance when the dominate frequency of the
pulsating flow matches the natural frequency of the pump. Singh and Madavan [14]
found that vibration issue is minimised in multiple-piston pumps as pressured fluctuations
are reduced due to overlapping of flows. They further suggested that flow harmonics
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(a) Triplex system (b) A single piston cylinder
Fig. 2.9 Reciprocating pump system [16]
corresponding to multiple-piston pumps can be analysed and accounted for in applications.
They concluded that knowledge of the flow harmonics allows proper design and selection
of pulsation dampers and resonance problems can be avoided.
Cavitation is an undesirable phenomenon which occurs in liquid transfer pumps when
the local pressure of the working fluid falls below its saturation pressure for a given local
temperature. The regions of low local pressure facilitate rapid formation of vapour bubbles
as local boiling occurs. These cavitation bubbles are detrimental to the health of the pump
when they collapse and return back to the initial liquid phase as they move to regions
where the local pressure exceeds the fluid saturation pressure. As a consequence of this
process, localised erosion and pitting can occur within the system. Two primary causes
leading to cavitation within a reciprocating pump were suggested by Opitz et al [17]:
1. The delay in inlet valve opening, along with the high acceleration and inertia of the
piston. These factors result in a drop in chamber pressure allowing the fluid reach
its vapour pressure limit. This leads to cavitation.
2. Pseudo-adhesion in the valve cavity occurs during the initial phase of valve opening.
When the opening of the valve is small, the flow through the cavity is high and
Bernoulli’s effect occurs. The high velocity of the flow induces high dynamic pressure
and the static pressure of the flow is reduced. Cavitation may occur.
Singh and Madavan [14] suggested that cavitation can occur in various regions within
the reciprocating system such as near the inlet piping, suction valve, discharge valve and
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(a) Compres-
sion (b) Discharge (c) Expansion (d) Suction
Fig. 2.10 Modes of a single piston cylinder [16]
at the piston cylinder. They explained that cavitation in the cylinder occurs when the flow
rate into the system is not sufficient the cylinder pressure initially drops, then rises as the
piston oscillates through its cycle. This leads to cavitation. They further suggested that
the extent of cylinder cavitation depends strongly on the available suction head, the valve
geometry and flow dynamics. However, they did not provide qualitative estimations on how
much each factor contributed to the overall pressure fluctuations within the reciprocating
system. Nevertheless, by understanding some of the causes of cavitation they can be
accounted for in the numerical pump model studied in this thesis. It is recommended that
the reader should refer to the text written by Chaudhry [18] for further readings on the
ideas discussed in this section.
2.6 Review of Current Modelling Efforts
The dynamics and performance of the reciprocating system have been studied by many
researchers over the last few decades. Various theoretical and numerical models ranging
from simple zero-dimensional formulations to complex CFD models have been proposed
for analysing dynamics and response of reciprocating pumps.
Streeter [19] investigated pulsating flows produced by reciprocating pumps using a
theoretical approach accounting for fluid compressibility and friction in the piping system,
however these were not accounted for in the pump model. Singh and Madavan [14]
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developed a computer model for the analysis and simulation of the reciprocating system
using a similar impedance method for the piping system. Their model included simplified
valve dynamics and cylinder thermodynamics and accounted for the effects of cavitation
within the pump. Johnson [20] developed a numerical model to further investigate the
performance of reciprocating pumps with the inclusion of a mathematical model of the
valves, however a constant inlet manifold pressure was assumed. Shu et al. [21] proposed
a model for the inlet manifold that accounts for the presence of air pockets and pressure
variations as well as a finite element model based on the Galerkin method, for investigating
pressure pulsations in the suction and discharge pipelines. However, scenarios of pumps
with multiple cylinders were not investigated.
Many of the models discussed so far considered only a single chamber or have neglected
the flow interaction between cylinders. Lee et al. [16] proposed a separate mathematical
model of a triplex system that accounted for the flow interaction between cylinders. A
tuning parameter approach was employed by Lee et al. [16] to adjust simulated pressure
profiles to the experimental results in order to establish a more accurate model, however
their model was developed under ideal assumptions and did not account for friction
and thermodynamic effects. Iannetti et al. [22] proposed a transient computational
fluid dynamics (CFD) model to analyse the inlet stroke performance of a triplex system
accounting for fluid compressibility and cavitation. Their model demonstrated reasonable
accuracy in predicting pressure transients within the pump, however their analysis was
limited to only the intake cycle of the system and required an expensive computational
time between 48-72 hours.
Vetter et al. [23] investigated the pressure pulsation and vibration characteristics
of reciprocating systems. They found that the volumetric efficiency of a reciprocating
system governs the reduction in chamber capacity, fluid elasticity as well as flow leakages.
High pressure compressible fluids in reciprocating systems with a volumetric efficiency of
less than 80% can exhibit high amplitude and strong pulsation characteristics [23]. For
typical triplex systems a volumetric efficiency of 80% is said to be achievable [23]. A
quintuplex system can achieve a higher volumetric efficiency than the triplex arrangement,
therefore the pulsation amplitude are typically reduced. Figure 2.11 illustrates the effects
of volumetric efficiency and the number of piston cylinders on the pulsation response the
pump system. It shows that the amplitude of pulsation is minimized in a system with a
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Fig. 2.11 Flow patterns of multiplex pumps [23]
large number of cylinders operating at a high volumetric efficiency posses. It can be seen
the quintuplex configuration possesses a comparable pulsation response to the sextuplex
system. In fact, at maximum volumetric efficieny the quintuplex configuration performs
better than the sextuplex system.
Zarzycki and Kudzma [24] studied the transient flow of hydraulic oil in a long liquid
line downstream to a positive displacement pump. An unsteady resistance model was
developed to investigate the unsteady pipe flow and the waterhammer effect caused by
an abrupt control valve closure at a location downstream to the pump. The transient
pressure response at the pump exit caused by the unsteady flow was simulated while
taking into account of the pulsation delivery rate of the pump. Their model provides a
good prediction of the transient flow behaviour downstream to the pump for both laminar
and turbulent flow. The pressure pulsation which results from the delivery pulsation of
the pump significantly interferes with the unsteady flow behaviour caused by the sudden
valve closure at the downstream and can cause a ±10-20% pressure fluctuation from
the mean [24]. Whilst the unsteady resistance flow model proposed by Zarzycki and
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Kudzma [24] provides a convenient method for simulating unsteady flow and transient
effects downstream to the pump, their study of fluid flow was confined to hydraulic oil.
As such, fluid compressibility and temperature effects have not been addressed.
It is clear that to accurately capture the physics of the reciprocating system the dynamics
of subcomponents such as intake and discharge valves as well as their interaction with the
flow need to be properly modelled. Several researchers have developed detailed models for
the analysis of valve dynamics in reciprocating pumps. Pei et al. [25] described the valve
motion and characteristics of a reciprocating pump using two separate modelling methods.
Although the interaction between valve dynamics and fluid flow was not investigated the
modelling methods used can adapted for this. Knutson and Van de Ven [26] developed a
lumped parameter model on check valve dynamics across a range of different operating
conditions. They were able to predict the average flow rate across the pump within 3% of
the experimental measurements but only for steady state operations. In a separate study
conducted by Josifovic et al. [15], valve dynamics as well as their effect on the flow and
transient response of a triplex system were investigated in a single computational model.
With the inclusion of valve dynamics, the results of the transient response of the triplex
system obtained by Josifovic et al. [15] are comparative to that obtained by Iannetti et al.
[22]. As such, their results can be used to benchmark and validate the model developed in
this thesis.
There is no doubt that these research findings have contributed greatly to the un-
derstanding of the dynamics and performance of the reciprocating system. However,
there is an absence of research in studying the thermodynamics of reciprocating systems,
particularly performance of CO2 transfer pumps. This may be due to the dominance of
hydraulic pump applications in the industry. Nevertheless, comprehensive physical models
of the reciprocating system such as those presented by Singh and Madavan [14] and Lee et
al. [16] serve as important groundwork for the development of the transient model in this
thesis.
2.7 Relating Thermodynamic Properties
The ideal gas relation often expressed in the form of Equation 2.6 can be used to fully
specify the thermodynamic state of an ideal gas if two independent, intensive properties of
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the gas are known, such as pressure and temperature. In fact, the state of any single-phase
fluid system can be fully described this way. This is also known as the state postulate.
As discussed previously, the behaviour of CO2 deviates significantly from that of an ideal
gas near its critical point. Near the critical regime, the compressibility factor of the fluid
is much less than unity and CO2 cannot be treated as an ideal gas. As such, the ideal
gas relation must not be used in the fluid modelling process. Figure 2.12a illustrate the
compressibility factor of CO2 mapped across the critical region of the fluid. Compared to
the impressibility factor of air as shown in Figure 2.12b the non-ideal nature of CO2 can
be clearly observed. For completeness, other thermophysical properties of CO2 including
density, internal energy, enthalpy, entropy, and the specific heat capacity at constant
pressure and constant volume are also presented. They are given illustrated in Figures 2.5,
2.13, 2.14, 2.15, 2.16 and 2.17 respectively. To contrast between the behaviour of an ideal
gas, the same properties for air are also shown.
PV = nRuT (2.6)
P = ρRgT (2.7)
To model the non-ideal behaviour of CO2, an alternative approach must be taken to
compute its thermophysical properties. The most effective approach for modelling the
thermophysical properties of non-ideal gases as considered by the author is to utilize an
online thermodynamic reference database, such as the NIST Reference Fluid Thermody-
namic and Transport Properties Database (REFPROP) [27] or the open-source CoolProp
[28] platform. The CoolProp platform contains a fluid property solver which is constructed
(a) CO2 (b) Air
Fig. 2.12 Compressibility factor comparison
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based on a Helmholtz energy formulation of the equation of state (EOS). This method
constructs the EOS for a given fluid by using fluid-dependent correlation parameters and
computing the non-dimensional Helmholtz energy of the fluid system. More detail on the
derivations can be found at [28]. The Helmholtz formulation of the EOS for the primary
thermophysical properties of interest can be expressed by [29]:
P = ρRsT
[
1 + δ
(
∂αr
∂δ
)
τ
]
(2.8)
e = τRsT
[(
∂α0
∂τ
)
δ
+
(
∂αr
∂τ
)
δ
]
(2.9)
h = e+ P
ρ
(2.10)
s = Rs
(
e
RsT
− α0 − αr
)
(2.11)
The fluid-dependent correlation parameters α0 and αr, and the Helmholtz energy terms
δ and τ are fully specified by CoolProp. The third thermophysical property can be
evaluated in the usual fashion by specifying two other independent fluid property. Being
an open-source package, the CoolProp platform was chosen for this thesis.
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(a) CO2 (b) Air
Fig. 2.13 Specific internal energy comparison
(a) CO2 (b) Air
Fig. 2.14 Specific enthalpy comparison
(a) CO2 (b) Air
Fig. 2.15 Specific entropy comparison
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(a) CO2 (b) Air
Fig. 2.16 Specific heat capacity at constant pressure
(a) CO2 (b) Air
Fig. 2.17 Specific heat capacity at constant volume
Chapter 3
Lumped Parameter Modelling
This chapter presents the development of a quasi-steady model of the reciprocating pump
based on a zero-dimensional lumped parameter modelling approach. First, the system
components are identified and the physical structure of the model is presented. Preliminary
computer modelling of the steady-state pump operation is completed initially to provide
initial insight into the system response. Next, the derivation of the quasi-steady pump
model is detailed. The lumped parameter model takes into account the compressibility
and real gas behaviours of the working fluid. An explicit univariate time-stepping scheme
is employed as part of the solution process and the numerical implementation is presented.
Lastly, the simulation results are presents and is benchedmarked against results obtained
form the literature.
3.1 Physical Structure
The physical structure of the positive displacement pump needs to be defined prior to
modelling and analysis. The pump under study is comprised of five physical subsystems:
piston-crank mechanism, piston chamber, suction valve, discharge valve and outlet manifold.
Figure 3.1 illustrates the overall system architecture.
The motion of the piston-crank mechanism is governed by the operating speed of the
device. This is a system input which can be specified as an input speed in RPM.
The instantaneous volume of the piston chamber is governed by the position of the
piston. The initial compression stroke
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Fig. 3.1 System model of the pump
3.2 A Basic Steady-state Model
A basic theoretical model was initially developed to gain a baseline understanding of the
thermodynamics and steady-state behaviour of the reciprocating pump. The preliminary
pump model uses CO2 as the working fluid. Fluid compressibility and thermophysical
properties of the fluid was modelled using a property solver. A simple step function was
used to model the valve dynamics and isentropic compression was assumed. The discharge
valve was assumed to open instantly when the chamber pressure exceed a set discharge
pressure limit. Additionally, the initial model considers only the compression-discharge
cycle neglecting the expansion-suction process.
With the modelling assumptions in mind, the calculation process used for the basic
model can be summarized as follows:
1. Pump geometry data and relevant input parameters are initially configured.
2. The input fluid properties to the model include pressure, temperature, density and
entropy. These properties were all assumed as constant input parameters.
3. The inlet stroke was initially discretized into even time-steps based on the operating
speed of the pump.
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(a) Valve response (b) Piston displacement
Fig. 3.2 Piston and valve kinematics
4. The piston displacement was modelled and the chamber volume was modelled based
on the swept volume of the cylinder.
5. The valve was modelled to open when the chamber pressure exceeds the set pressure
limit as the piston displaces. This limit is modelled as the downstream pressure and
is constant.
6. The compressibility of the working fluid is modelled by accounting for the change
in fluid density due to the change in cylinder volume. This was modelled using
isentropic flow relations.
7. Because the entropy of the system is constant, the equations of state were used to
estimate the fluid properties at each time-step using density and entropy as the input
pair. This establishes a pro-file for the fluid properties over the duration of the inlet
stroke.
8. The instantaneous mass flow rate was calculated based on the density and chamber
volume at a given time. Initially when the valve was closed (chamber pressure is less
than the downstream pressure), the mass flow rate was then set to zero.
9. Finally, the power consumption by a single piston was determined using the knowledge
of the piston displacement, chamber pressure and the cycle time. A simplified
assumption were made to offset the power curve obtained for a single piston by 120
to established a power consumption profile for a triplex system.
Preliminary results obtained from the current model are presented in the following
figures.
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Figure 8 shows the piston displacement Figure 9 shows the fluid density over the
intake stroke. The plateau observed in Figure 9 indicates the opening of the valve. Figure
14 shows the step response of the discharge valve modelled. As a consequence of the
instantaneous valve opening process, a sharp change in density is obtained. Similar, Figure
11 shows the chamber pressure and temperature response.
An identical pressure can be observed. The mass flow rate measured for a single
cylinder is shown in Figure 13. Observe that the mass flow rate is highest during the
mid-stroke of the piston. By superimposing the mass flow rate with a 120° crank angle off
set, the total mass flow rate of a triplex system can be estimated. The resulting response
is shown in Figure 13. A mean may be taken to approximate the average total mass flow
rate exiting the system.
The profile of the results obtained compares well with the detailed model developed
by Josifovic et al. [14] which includes valve dynamics. They are shown in Appendix A1.
Lastly, Figure 12 presents a plot of the power consumption. The average power required
by the given triplex system was estimated by the same manner.
3.3 Lumped Parameter Pump Model
3.3.1 Piston Kinematics
The kinematics of a reciprocating piston have been studied thoroughly in the literature
[15, 16, 21]. In the simplest case, a piston-crank mechanism consists of a piston cylinder
and a crankshaft which are connected by a connecting rod. In a multiple cylinder system,
each piston-crank mechanism is connected to the same crankshaft with an offset determined
by the number of pistons.
The position of the piston as measured from the piston face can be expressed as a
function of the crank angle and the physical dimensions of the crank mechanism. Because
the length of the connecting rod and the radius of the crankshaft are constant for a given
pump configuration, the piston position is solely a function of the crank angle. Based on
the derivation in [15], the piston-crank angle relation is expressed as
xp = rpcos(θp) +
√
l2p − r2psin2(θp) (3.1)
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(a) Power consumption (b) Triplex mass flow rate
Fig. 3.3 Mass flow rate response: 400 RPM
(a) Pressure response (b) Temperature response
(c) Density response (d) Mass flow rate
Fig. 3.4 Chamber properties during compression stroke at 400 RPM
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Fig. 3.5 Piston-crank schematic diagram [30]
The velocity of the piston is determined by computing the first derivative of the piston
position relation. This is given by
vp =
dxp
dθp
= −rpsin(θp)−
r2psin(θp)cos(θp)√
l2p − r2psin2(θp)
(3.2)
Similarly, the acceleration of the piston is found by computing the second derivative of
the piston position relation. This is given by
ap =
d2xp
dθ2p
= −rpcos(θp)−
r2p (cos2(θp)− sin2(θp))√
l2p − r2psin2(θp)
− r
4
psin
2(θp)cos(θp)(
l2p − r2psin2(θp)
)1.5 (3.3)
The magnitude of piston displacement is govern by the physical dimensions of the
connecting rod and the crank radius. In a single revolution of the crankshaft, the piston is
at the TDC when the crank angle is 0◦ or 360◦. Conversely, the position of the piston is at
the BDC when the crank angle is 180◦. By analyzing Equation 3.1 the following relation
can be obtained:
xp(θ) =

lp − rp if θ = 0◦√
l2p + r2p if θ = 90◦
lp + rp if θ = 180◦
(3.4)
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The operating speed of a pump is generally reported in revolutions per minute (RPM).
It is more convenient to express this in radians per second as
Nrdps =
2π
60Nrpm (3.5)
The angular displacement is found by integrating the angular velocity with respect to
time. The relationship between angular displacement and angular velocity is expressed as
dθp = Nrdpsdt∫
dθp = Nrdps
∫
dt
θp(t) = Nrdpst (3.6)
Therefore,
ωp =
2π
60Nrpm (3.7)
θp(t) = ωpt (3.8)
As a side note, the relationship between angular displacement and time is given by
dxp
dt
= dθp
dt
dxp
dθp
= ωp
dxp
dt
(3.9)
Figure 3.6 illustrates the completing pumping cycle of the piston cylinder. Measured
from the datum point, the piston is at the TDC when the angular displacement of the
crankshaft is zero. THe piston reaches the BDC when the crankshaft is at 180
3.3.2 Piston Chamber Dynamics
The piston cylinder is modelled as a compressible volume coupled with a moving boundary
and multiple flow paths. The volume of the cylinder is reduced during the compression
stroke with a net out-flow through the discharge port. Conversely, the cylinder volume is
increased during the suction stroke with a net in-flow through the suction port. Figure 3.7
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Fig. 3.6 Schematic diagram of a complete pumping cycle
(a) Initial volume at BDC (b) Volume after a step in time
Fig. 3.7 Piston chamber volume change
illustrates the change in chamber volume over a step in time. Applying Reynolds transport
theorem, the net volumetric flow rate of the cylinder can be expressed as
Qc = Qp −Qin +Qout (3.10)
The cylinder volume is defined as the total volume of the piston chamber measured
from the BDC to the TDC plus the additional clearance volume. The rate of volume
change is governed by the motion of the piston and is given by
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Vc = Apxp + Vclear (3.11)
Qp(t) =
dVc
dt
= Apvp(t) (3.12)
Qp(θp) = ωp
dVc
dθp
= ωpApvp(θp) (3.13)
The elastic bulk modulus can be used to correlate the volume and pressure of the piston
chamber with the angular displacement of the crankshaft [16, 31]. The bulk modulus is
given by:
β = −VcdPc
dVc
(3.14)
The rate of change of pressure within the chamber is obtained by rearranging Equation
(3.14). Numerical integration of the pressure change relation yields the instantaneous
cylinder pressure.
dPc
dt
= −βQc
Vp
(3.15)
dPc
dθp
= − β
ωp
Qc
Vp
(3.16)
By definition the bulk modulus of a fluid is the inverse of the compressibility coefficient.
The compressibility coefficient can be defined at constant pressure or a constant tempera-
ture. For a typical pump, the temperature ratio of the system is minimal as compared
to the pressure ratio. It is therefore conservative to assume a constant temperature
compressibility coefficient for the working fluid.
βT = −1
v
(
∂v
∂P
)
T
= 1
ρ
(
∂ρ
∂P
)
T
(3.17)
βP =
1
v
(
∂v
∂T
)
P
= −1
ρ
(
∂ρ
∂T
)
P
(3.18)
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Combining equation (3.10) and equation (3.15) yields:
dPc
dt
= − β
Vp
(Apvp(t)−Qin +Qout) (3.19)
Observing Equation (3.19), the volumetric flow rates into and out of the control volume
are not directly specified by kinematics of the piston. Rather, the in-flow and out-flow
volumetric flow rates are primarily dependent on the upstream and downstream conditions
of the pump respectively. To determine these two unknowns, the flow condition at the
suction and discharge ports needs to be analyzed.
By conservation of mass of the system during the compression or expansion process,
the fluid density inside the piston chamber can be determined by Equation ??. It relates
the mean fluid density at an initial chamber volume to a new fluid density at a different
chamber volume. For a zero-dimensional quasi-static model assuming no leakage, the mean
fluid density at each time-step can be updated by considering the changes in chamber
volume at each iteration. An updater for density is found by rearranging Equation ??.
mc1 = mc2
ρc1Vc1 = ρc2Vc2
ρc2 = ρc1
Vc1
Vc1
Wilhelm [31] proposed a zero dimensional leakage model for the piston cylinder by
assuming the existence of a laminar Couette flow in the piston cylinder wall clearance.
The relation correlates the piston geometry, the length of the piston-cylinder interface and
the piston-cylinder wall displacement and the fluid viscosity with the chamber pressure.
The leakage rate is strongly dependent on the piston-cylinder gap and is given by Equation
3.20. The leakage model is presented here for completeness but is not considered in the
numerical model due to the absence of available physical data such as the piston wall
clearance length.
Ql =
πdp(Pc − Pcase)h3gap
12µclp
(3.20)
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3.3.3 Valve Opening Conditions
In the lumped parameter formulation of the pump, both the suction and discharge valves
were modelled as simplified step response systems. Regulated entirely by the pressure
difference across the valves, the valve opening conditions are governed by the upper and
lower pressure limits. These opening conditions are given by:
Suction valve =

Open if Pc < Pin
Close if Pc > Pin
(3.21)
Discharge valve =

Open if Pc > Pout
Close if Pc < Pout
(3.22)
During the expansion-suction phase, the suction valve opens when the chamber pressure
falls below the inlet pressure. During the compression-discharge phase, the discharge valve
opens when the chamber pressure rises above the outlet pressure. Therefore, the timing
of the opening and closing of the valves and their duration are entirely governed by the
pressure dynamics inside the chamber. Figure 3.8 shows the response of the valves. From
Figure 3.8b, it can be observed that the amount of time a valve spends in its opened state
is not constant in each cycle of the piston due to the non-uniform pressure change in the
chamber. Although the assumption of instantaneous valve response is not an accurate
representation of reality, it significantly reduces the priliminary modelling efforts. In
Chapter 4.1, valve dynamics is investigated and a more sophisticated model of the valve is
developed.
(a) Valve response (b) Showing piston position
Fig. 3.8 Pump valve response
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3.3.4 Power Requirement
There are a number of factors which affect the power requirement of a pump: motor
efficiency, operating pressure, shaft speed and fluid properties [32]. Generally, the power
required by a pump can be separated into different categories and can be accounted for
individually. The sum of individual power requirements give the total power consumption
of the system.
The hydraulic power represents the energy required to increase the pressure and velocity
of the working fluid and can be written as:
W˙h(t) = Qc(t)dPc(t) (3.23)
The mechanical shaft power represents the energy supplied by the motor to the
crankshaft. This energy is then translated into displacing the working fluid in the system.
The shaft power is related to the hydraulic power by Equation . The addition of a efficiency
terms accounts for the losses in power transmission from the crankshaft to the working
fluid.
W˙s(t) =
W˙h(t)
ηs
(3.24)
The motor power represents the electric energy required by the motor to move the
crankshaft. Conversion from electric energy to kinetic energy is not fully efficient, it is
accounted for by a motor efficiency factor. The motor power requirement is expressed as:
W˙m(t) =
W˙s(t)
ηm
(3.25)
The total power required by the pump can therefore be expressed by Equation 3.26.
Table 3.1 presents some typical efficiency values expected from a correctly sized pump.
W˙p(t) =
W˙h(t)
ηsηm
(3.26)
In practice, there are many other subsystem components that contribute to consuming
additional power and they should be accounted for in a detailed model. Some of these
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Table 3.1 Typical component efficiencies [32]
Component Speed (%) Efficiency (%)
Gearbox - 70-98
Belt drive - 70-96
VSD 100 80-98
VSD 75 70-96
VSD 50 44-91
VSD 25 9-61
components include: belt drives, gearboxes and variable speed drives (VSD). However,
these components are out of scope in the current study.
3.3.5 Quasi-steady Model Algorithm
The logical flow chart of the quasi-steady numerical model is presented in Figure 3.9.
3.3.6 LPM Numerics
The lumped parameter pump model is coded in Python and is presented in Appendix .
Multiplex systems such as triplex and quintuplex pumps possess multiple identical
piston chambers. In the currently modelling approach, the method of characteristic
cylinders as described by Bilal [33] was consiered. This approach describes that the
responses in identical cylinders can be predicted by a single characteristic cylinder when
an appropriate phase offset is applied. Using this approach, complex multi-cylinder models
can be developed more rapidly and the accompanying computational efforts are greatly
reduced.
3.3.7 Simulation and Results
An experiment was set up in the computer code to analyze the dynamics of the lumped
parameter pump model. The physical dimensions of the system have been assumed and
are listed in Table 3.2. An inlet pressure of 8 MPa and and inlet temperature of 293.15 K
40 Lumped Parameter Modelling
Fig. 3.9 Quasi-steady model algorithm
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Table 3.2 Fixed model parameters
Parameter Symbol Value Dimension
Piston diameter dp 25 mm
Connecting rod length lp 40 mm
Crank radius rp 20 mm
Clearance volume Vclear 10−4 m3
Crank speed Nrpm 400 rev/min
Fig. 3.10 Piston kinematics
have been assumed int he current experiment. The crankshaft is assumed to operate a
constant speed of 400 RPM.
Figure 3.10 shows the piston motion over two cycles of crank rotation. The piston
is initially located at the BDC with its position given by Equation 3.4. Compression of
the fluid volume initially occurs with the piston moving towards the TDC. The change
in the fluid volume over time is shown by Figure 3.12a. Compression is then followed
by expansion when the piston reaches the TDC, the piston chamber expands back to
the initial volume and thus completing the cycle. Figure 3.11 illustrates one cycle of the
compression-expansion process. Here, compression occurs first and is then followed by
expansion of the fluid.
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Fig. 3.11 P-V diagram of the pump
(a) Instantaneous volume (b) Volumetric flow rate
Fig. 3.12 Volume change of the piston chamber
Figure 3.13a shows the pressure history inside the piston chamber for two cycles. A
delay in pressure rise during the initial compression can be observed in the pressure
response. In fact, a small reduction in chamber pressure can be observed. This is due to
the compressibility of the fluid. It can be observed in Figure 3.13b that the temperature
of the system also decreases during compression. In addition, at some instances the
temperature can be seen to decrease while the pressure change is positive. This is not
intuitive as one would expect temperature to increase with increasing pressure. However,
this behaviour can be expected near the critical point of CO2.
Figure 3.14a shows the bulk modulus of the fluid and it describes the ratio of pressure
rise to the resulting reduction of fluid volume. The mean density response of the system is
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(a) Pressure response (b) Pressure and temperature
Fig. 3.13 Pressure and temperature responses within the chamber
(a) Bulk modulus of CO2 (b) Compressibility coefficient of CO2
Fig. 3.14 Fluid compressibility
shown by Figure 3.15a and the compressibility factor of the fluid is shown by Figure 3.15d.
The enthalphy and entropy of the fluid are shown in Figure 3.15b and 3.15c respectively.
Both enthalpy and entropy are computed by the pressure and density of the fluid.
Figure 3.16a shows the mass flow rate out of the system. It can be observed mass flow
out of the system only occurs during the expansion phase. More precisely, during the
discharge period of each cycle. The duration of the discharge period is given by the valve
response in Figure 3.8b and is attributed to the pressure response of the system. The
theoretical power consumption of the pump is shown in Figure 3.16b. It can be observed
that in a simplex system both the mass flow rate and power consumption fluctuates
sporadically over time.
Figure 3.18a and 3.18a show the pressure responses of the triplex and quintuplex system
respectively. These results were obtained by the method of characteristic cylinders using
the the computed pressure response of the simplex system. Figure 3.19a and 3.19b show
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(a) Density (b) Enthalpy
(c) Entropy (d) Compressibility factor
Fig. 3.15 Chamber thermophysical properties
(a) Mass flow rate (b) Power consumption
Fig. 3.16 Mass flow rate and power consumption
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(a) Triplex (b) Quintuplex
Fig. 3.17 Multiplex system density response
the net mass flow rate out of the triplex and quintuplex system respectively. The net mass
flow rate is the summation of individual mass flows out of each cylinder. Unlike mass flow
rate, the pressure of a multiplex system cannot be established by summation of pressures
from individual cylinders. In the current solution approach, a mean pressure calculated
using individual chamber pressures is presented. This is an approximated representation
of discharge pressure response of the multiplex system. However, interaction between
individual cylinders can occur in reality [15]. For example, the pressure generated by a
leading cylinder can directly affect the outlet pressure conditions of the trailing cylinder
with a phase offset. This affects the valve operation and thus pressurization process inside
the piston chamber. Comparing the pressure responses of the two systems in Figure 3.18,
the triplex system generates relatively less pressure pulsation than its counterpart. However,
it is marginal at this pressure range. Figure 3.17 shows the mean density responses of the
two systems. The mean density gradually increases to reach a steady-state value over a
duration of time. Figure 3.20b and ?? show the instantaneous power consumption of the
two systems. While a greater power consumption is observed for the quintuplex system, a
steady power is quickly achieved after the initial cycle for both systems.
The pressure results obtained from the lumped parameter model is compared with the
theoretical results obtained by Josifovic et al. [15] for a triplex system. However, this
comparison was carried out naively because the result given by Josifovic et al. [15] is for an
incompressible fluid. Nevertheless, it is beneficial to investigate and compare the response
characteristics of the current model with a similar triplex system. Figure ?? shows the
discharge pressure response of the above-mentioned triplex system and Figure ?? shows
the pressure response obtained from the current simulation oft he simplex system. The
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(a) Triplex (b) Quintuplex
Fig. 3.18 Multiplex system pressure response
(a) Triplex (b) Quintuplex
Fig. 3.19 Multiplex system mass flow rate
(a) Triplex (b) Quintuplex
Fig. 3.20 Multiplex system power consumption
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Fig. 3.21 Pressure response from three cylinder [15]
(a) Simplex pressure response (b) Triplex pressure response [15]
Fig. 3.22 Contrasting pressure response
operating speed of Figure 3.22b was not reported but the response characteristics of an
individual cylinder is representative of the current simplex model. Figure 3.23b shows the
mass flow rate obtained by Josifovic et al. [15] and Figure 3.23a shows the mass flow rate
responses of the current triplex model. Note that the results shown in Figure 3.23b is
obtained from a triplex system coupled with a dynamic valve model while Figure ?? is
obtained from a system coupled with a step response valve. While keeping in mind that
the operating conditions of the two systems were not identical as well as the modelling
approach used to obtain the results, the characteristics of the discharge mass flow rate of
the triplex systems are quite comparable.
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(a) Triplex mass flow rate (b) Triplex mass flow rate [15]
Fig. 3.23 Contrasting mass flow rate response
Chapter 4
Transient Modelling
In this chapter, a one-dimensional transient model is developed for the reciprocating
pump. A single-degree-of-freedom dynamic check valve model is developed using a lumped
parameter approach. The formulation of the dynamic valve model with its numerical
implementation is presented first. Next, a detailed derivation of the pump model is
presented. The development of the numerical model consists of fluid equations formulation,
mesh treatment, boundary condition implementation, stability consideration and a time-
stepping solution procedure. A set of experimental data obtained from an external source
is then used for the validation of the pump model developed. This chapter then concludes
with a summary and discussion of the modelling results.
4.1 Dynamic Valve Model
4.1.1 Single-degree-of-freedom Model
The valves in the pump governs the mass flow into and out of the system. In Chapter
3, a basic zero-dimensional pressure regulated valve model was established for the pump
model. Although this model provided some good estimates of the system, detailed
modelling of the valves is essential to assess pump performance. However, a detailed
computational model of a valve with arbitrary geometry can be quite complex. Bukac [5]
suggested that the main challenge with valve design and analysis comes from the complex
interaction of the fluid dynamics and dynamics of the mechanical system. Sophisticated
computational techniques are required to model the non-linear thermodynamics and account
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for the non-linear dynamics of the non-rigid valve components. Despite advancements
in computational modelling, the single-degree-of-freedom (SDOF) mass-spring-damper
(MSD) system representation of the valve still provides the most cost effective result
[15, 34, 35]. Thus, a SDOF MSD valve system was considered.
Figure 4.1a illustrates the simplified geometry of a mass-spring check valve setup. At
the closed state, the valve sits against the seat. This is the reference point for valve motion.
The maximum allowable valve displacement is given by the gap length between the stop
and the seat. It should be noted that the SDOF MSD model presented in this section
is purely mathematical and rigid body motion of the system had been assumed. From
dynamics, the equation of motion for the SDOF MSD system is given by:
mv
d2x
dt2
+ cv
dx
dt
+ kxx = ΣF (4.1)
The pre-loaded spring provides a constant force which acts to push the valve to the seat.
The damping term in Equation 4.1 represents the internal damping that exists within the
system. Hydrodynamic forces acting on the valve due to the pressure differential across
the top and bottom surfaces of the valve dictates the valve motion. Figure 4.1b illustrates
the valve at its opened state. Here, the pressure inside the port is greater than that of the
spring-side of the valve causing the spring to contract. The hydrodynamic force can be
expressed as:
Fp = PupA1 − PdownA2 (4.2)
Bukac [34] provides an expression for this hydrodynamic force in terms of the seat
dimensions. A flat disc valve was assumed. The inner and outer seat diameters are denoted
as di and do respectively. In this case, the outer seat diameter is the disc valve diameter.
Fp =
π
8
(
(Pdown − Pup)d2i + (Pdown + Pup)d2o
)
(4.3)
The pressure loss through the port can be estimated by the Darcy-Weisbach equation
[34]. Reynolds number is computed at each time increment to determine the flow regime
at each current operating state. Due to the dependency on fluid velocity, the pressure loss
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is dependent on time.
Pl = λ
L
D
ρ
u2
2 (4.4)
λ =

64
Re
if Re < 2320
Re− 2320
7680
(
0.3164
4
√
Re
− 64
Re
)
if 2320 < Re < 104
0.3164
4
√
Re
if Re > 104
Re = ρu2xv
µ
(4.5)
Stiction or adhesive force acts to resists valve motion and is dependent on valve
geometry and motion. Tuhovcak et al. [36] provides a simple relation for estimating
stiction force:
Fs = fst
x˙v
x3v
(4.6)
Parihar et al. [37] provides a geometry factor to account for the additional interfacial
tension, capillarity effects and deformation of the oil film that exists in typical check valves.
This is expressed as:
fst = µ(ro − ri)3(ro + ri) (4.7)
Other forces that act on the system include friction between the spring and its casing
and other internal resistive forces. However, these forces are not modelled because they are
small in comparison to the hydrodynamic forces. By considering all of the forces examined,
the force summation in Equation 4.1 is written as:
ΣF = Fp + Fs − Ff (4.8)
4.1.2 Mass Flow Rate
The mass flow rate through an opened check valve can be estimated using Fliegner’s
equation given by Equation 4.9 [38]. Fliegner’s model represents the valve opening as a
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(a) Disc valve (b) Valve opened state
Fig. 4.1 Disc valve schematic diagram [35]
nozzle and assumes an isentropic quasi-static fluid flow.
m˙ = ρ1ϕef
(
P2
P1
) 1
κ
√√√√√ 2κ
κ− 1
P
ρ1
1− (P2
P1
)κ−1
κ
 (4.9)
4.1.3 Valve Model Numerics
Equation 4.1 which govern the valve motion are solved numerically over the simulation
time domain. First, the non-linear model of the SDOF MSD system is converted to a
system of first-order ordinary differential equations (ODE) by introducing a velocity term:
set w = w(t)
⇒

w = dx
dt
dw
dt
= d
2x
dt2
⇒

dx
dt
= w
dw
dt
= ΣF − cvw − kvx
mv
(4.10)
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Expressing Equation 4.10 in vector form yields:
dw⃗
dt
= w⃗(t, w⃗) (4.11)
dw⃗(t)
dt
=
w0
w1
 =
 dxdt
dw
dt
 (4.12)
f⃗(t, w⃗) =
f0
f1
 = 1
mv
 mvw
ΣF − cvw − kvx
 (4.13)
There are many numerical methods for solving ODE systems. The simplest and
most efficient methods include the explicit Euler schemes and the family of single-step,
multi-stage explicit Runge-Kutta solvers. The error efficient forth-order Runge-Kutta
method was used for solving the valve system. Both the Euler method and the modified
Euler method were also considered in the analysis for result validation purposes. For
completeness, the explicit ODE solvers are presented here.
1. Explicit Euler scheme:
wi+1 = wi + f(ti, wi) (4.14)
2. Modified explicite Euler scheme:
k0 = f(ti, wi)
k1 = f(ti + h,wi + hk0)
wi+1 = wi +
h
2 (k0 + k1) (4.15)
3. Forth-order Runge-Kutta scheme:
k0 = f(ti, wi)
k1 = f(ti +
h
2 , wi +
hk0
2 )
k2 = f(ti +
h
2 , wi +
hk1
2 )
k3 = f(ti + h,wi + k2)
wi+1 = wi +
h
6 (k0 + 2k1 + 2k2 + k3) (4.16)
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The initial conditions for the valve system are prescribed as follows:
set

x = 0 if t = 0
w = 0 if t = 0
(4.17)
Figure 4.3 shows the dynamic reposes of the valve system. Constant upstream and down
stream pressures were assumed and a time-step of 0.01 were used for this simulation. At
first glance, the non-dimensionalized results indicate that the valve system is dynamically
stable. Figure 4.3a shows the valve system initially reacts very rapidly to the input forces
before reaching an equilibrium position. Similarly, Figure 4.3b shows a rapid increase in
valve velocity before approaching a velocity equilibrium.
(a) Valve displacement (b) Valve velocity
Fig. 4.2 Dynamic responses of the poppet valve: (fn, ζ) = (34.6, 0.29)
(a) Valve displacement (b) Valve velocity
Fig. 4.3 Dynamic responses of the poppet valve: (fn, ζ) = (28.3, 0.35)
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(a) Valve displacement (b) Valve velocity
Fig. 4.4 Dynamic responses of the poppet valve: (fn, ζ) = (20, 0.5)
4.1.4 Valve Model Algorithm
The logical flow chart of the dynamic valve model is presented in Figure ??.
4.2 One-dimensional Pump Model
4.2.1 Quasi-1D Euler Equations
The Euler equations are widely used to solve the Riemann problem in linearized gas
dynamics such as the shock tube problem [39]. And there are numerous high resolution
numerical schemes available for solving this system such as Godunov’s scheme, Roe’s
scheme, the HLLE scheme, and the AUSM+ scheme [38, 39]. However, many of these
techniques are computationally expensive and require much effort in the modelling process.
Additionally, the ideal gas assumption is inherent in many of these complex numerical
schemes. The overarching goal for the current study is to attempt and solve the problem
using the simplest approach while not sacrificing the accuracy of the model significantly.
Therefore, the one-dimensional Euler equations is considered for the modelling of the fluid
problem and Helmholtz energy formulation of the equation of states is used to account for
non-ideal gas behaviours.
To develop a one-dimensional (1D) model of the reciprocating pump the flow of a
compressible fluid is analyzed. For an inviscid compressible flow, the Euler equations
can be used to describe the transient behaviour of the fluid over a finite spatial domain.
In addition to the assumption of an adiabatic system, the Euler equations are sufficient
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in providing a good 1D representation of the pump. In this section, formulation of the
one-dimensional governing equations for the pump is first discussed. Next, numerical
solution and computation process are discussed.
The Euler equations is quasi-linear hyperbolic systems of partial differential equations
(PDE) which are governed by a system of conservation laws: mass conservation, momentum
conservation and energy conservation. For a 1D spatial representation, the Euler equations
can be written as:
∂ρ
∂t
+ ∂u
∂x
= 0 (4.18)
∂ρu
∂t
+ ∂ (ρu
2 + P )
∂x
= 0 (4.19)
∂E
∂t
+ ∂(u (E + P ))
∂x
= 0 (4.20)
Here, the spatial coordinate is defined as in the direction perpendicular to the piston
with the origin set at the BDC of the cylinder. Therefore, a positive step in space
corresponds to a reduction of volume inside the piston chamber. In vector form, the Euler
equations can be written as:
d
dt

ρ
ρu
E
+
d
dx

ρu
ρu2 + P
u(E + P )
 = 0 (4.21)
Where the total energy per unit volume is given by Equation 4.22. If the flow is
subsonic and fluid velocity is very low, the kinetic energy term may be negligible and total
energy per unit volume may be approximated by Equation 4.23
E = ρ
(
e+ u
2
2
)
(4.22)
E ≈ ρe, if u≪ e (4.23)
To obtain a more convenient form of the Euler equations for the compressible volume an
area term is introduced. Because area change is constant along the length of the cylindrical
piston chamber, this area term is treated as a constant parameter in the equation system.
The addition of the area term allows for the replacement of the velocity variable with a
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mass flow rate term. The non-linear partial derivative in Equation 4.20 is simplified by
introducing a specific enthalpy. The Euler equations can be rewritten as:
∂ρ
∂t
+ 1
Ap
∂m˙
∂x
= 0 (4.24)
∂m˙
∂t
+ ∂
∂x
(
m˙2
ρAp
+ PAp
)
= 0 (4.25)
∂ρe
∂t
+ 1
Ap
∂m˙h
∂x
= 0 (4.26)
Whereas by definition, the mass flow rate and the specific enthalpy are given by
Equations 4.27 and 4.28 respectively.
m˙ = ρApu (4.27)
h = e+ P
ρ
(4.28)
⇒ m˙h = m˙(e+ P
ρ
)
= uAp(ρe+ P ) (4.29)
In vector form, the mass flow rate formulation of the Euler equation is written as:
d
dt

ρ
m˙
E
+
1
Ap
d
dx

m˙
m˙2
ρ
+ PA2p
m˙h
 = 0 (4.30)
There are three PDEs in the Euler equation set and there are four unknown variables:
density, velocity, pressure and energy. An additional equation must be provided to close
the system. This can be realized by the introduction of an equation of state (EoS).
Presently, much effort has been made in developing efficient numerical techniques to solve
the Euler equations for various flow problems [39, 40]. However, the EoS with an ideal
gas assumption has been widely used for the Euler equations. Unfortunately, CO2 cannot
be treated as an ideal gas in the current study. As such, the EoS must be solved using
a different approach. One approach to obtain the EoS via Helholtz energy formualtions.
This is discussed in the following section. For completeness, the EoS that can be used to
close the Euler system are presented:
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1. For ideal gases:
e = P
ρ(γ − 1) (4.31)
∴ P = (γ − 1)
(
E − ρu
2
2
)
(4.32)
2. For non-ideal gases:
e = e(ρ, P ) (4.33)
∴ P = P (ρ, e) (4.34)
Calculation of the the eigenvalues of the Euler system is necessary for assessing the
convergence stability of an explicit finite difference scheme. To determine the eigenvalues
of the system, the Jacobian matrix is derived. The Jacobian matrix can be calculated by
expressing Equation 4.30 in its conservation form:
∂U⃗
∂t
+ ∂F⃗ (U⃗)
∂x
= 0 (4.35)
Where the solution vector and flux vector are respectively given by:
U⃗ =

ρ
m˙
E
 =

U1
U2
U3
 (4.36)
F⃗ (U⃗) = 1
Ap

U2
U22
U1
+ P (ρ, e)A2p
U2
U1
(U3 + P (ρ, e))
 =

F1
F2
F3
 (4.37)
Finally, the Jacobian matrix is computed as:
JF⃗ (U⃗) =

∂F1
∂U1
∂F1
∂U2
∂F1
∂U3
∂F2
∂U1
∂F2
∂U2
∂F2
∂U3
∂F3
∂U1
∂F3
∂U2
∂F3
∂U3
 =
1
Ap

0 1 0
−U2
U1
2U2
U1
0
−U2
U1
(U3 + P ) U3+PUq
U2
U1
 (4.38)
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(a) True scale (b) Non-dimensionalized scale
Fig. 4.5 Non-linear relationship between domain grid-size and piston step-size
4.2.2 One-dimensional Transient Model Numerics
Having established the governing equations for the pump model, the numerical implemen-
tation and the solution methodology are now presented. There are three main questions
one may wish to ask when selecting a numerical method to solve a given flow problem:
1. What is most time efficient numerical scheme?
2. How stable is the numerical scheme and how quickly convergence can be achieved?
3. Can the boundary conditions be treated easily and accurately?
With this in mind, a finite difference time-stepping scheme was chosen for the current
problem. Although the explicit finite difference scheme is not the most time efficient method
available, it is very attractive due to its simplicity in terms of implementation and treatment
of the boundary conditions. The first-order explicit forward-in-time backward-in-space
(FTBS) finite difference scheme is also very stable provided that the Courant-Friedrichs-
Lewy (CFL) condition is met in the simulation domain.
As an example, the first-order FTBS finite difference approximation of the classic
transport equation is given by Equation 4.40. Note that the time derivative is discretized
forward in the temporal domain while the space derivative is discretized backward in the
spatial domain. Whereas the script m − 1 denotes a back step in space and the script
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n+ 1 denotes a forward step in time.
∂u
∂t
+ c∂u
∂x
= 0 (4.39)
un+1m − unm
∆t + c
unm − unm−1
∆x = 0 (4.40)
Using the same approach, the mass conservation, momentum conservation and energy
conservation equations given by Equations 4.24, 4.25 and 4.26 are dicretized as follows:
ρn+1m − ρnm
∆t = −
1
Ap
(
m˙nm − m˙nm−1
∆x
)
(4.41)
m˙n+1m − m˙nm
∆t = −
1
Ap
1
∆x
{(
(m˙2)nm
ρnm
− (m˙
2)nm−1
ρnm−1
)
+ A2p(P nm − P nm−1)
}
(4.42)
(ρe)n+1m − (ρe)nm
∆t = −
1
Ap
(
(m˙h)nm − (m˙h)nm−1
∆x
)
(4.43)
The explicit finite difference form is completed by separating the temporal terms, the
following update equations are obtained for the Euler system:
ρn+1m = ρnm −
∆t
∆x
1
Ap
(
m˙nm − m˙nm−1
)
(4.44)
m˙n+1m = m˙nm −
1
Ap
∆t
∆x
{
(m˙2)nm
ρnm
− (m˙
2)nm−1
ρnm−1
+ A2p(P nm − P nm−1)
}
(4.45)
(ρe)n+1m = (ρe)nm −
1
Ap
∆t
∆x
(
(m˙h)nm − (m˙h)nm−1
)
(4.46)
Figure 4.6 shows an illustration of the computational grid. The arrows represent the
evolution of the solution space for a single time-step. The primitive parameters (density,
velocity and specific internal energy) are updated at next time-step using the information
from the current time-step at two adjacent locations in space. As such, initial conditions
must be specified for the entire spatial domain and at least one boundary condition must be
specified along the temporal domain. A mean-line approach was taken for the construction
of the discrete fluid domain. In other words, the spatial domain is defined at the central
axis of the asymmetric piston chamber.
The initial conditions are prescribed at time zero for all primitive variables along the
spatial domain. First, fluid pressure and temperature are prescribed as initial input condi-
tions. These are the typical input parameters for the pump model. From thermodynamic
relations, the initial values of density and specific internal energy can be calculated. In
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Fig. 4.6 One-dimensional discretized spatial-temporal domain
addition, other thermodynamic properties including enthalpy, entropy and specific heats
can be computed at the initial state. Lastly, it is assumed that the fluid is initially at rest
with zero velocity. This set of initial conditions can be expressed as:
if t = 0→ set

uj = 0
ρj = ρi(Pj, Tj)
ej = ej(Pj, Tj)
hj = hj(Pj, Tj)
, for j = m0,m1, ...,mmax (4.47)
To update the fluid state at other times the intensive variables density and specific
internal energy must be used. It is therefore important to solve Equations 4.44 to 4.46 in
a sequentially manner. The updated solutions at the next time-step are used to recompute
the fluid pressure, temperature and specific enthalpy. This is repeated for each cell within
the spatial domain for each time-step and for all time-steps:
if (x, t) = (j, k)→ set

P kj = P kj (ρkj , ekj )
T kj = T kj (ρkj , ekj )
hkj = hkj (ρkj , ekj )
, for

j = m0,m1, ...,mmax
k = n0, n1, ..., nmax
(4.48)
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Other thermophysical properties of interest can be computed at each cell in a similar
manner:
compute

skj = skj (ρkj , ekj )
Zkj = Zkj (ρkj , ekj )
CP
k
j = CP kj (ρkj , ekj )
CV
k
j = CV kj (ρkj , ekj )
, for

j = m0,m1, ...,mmax
k = n0, n1, ..., nmax
(4.49)
4.2.3 Boundary and Mesh Treatment
The treatment of the boundary conditions is not trivial in the current modelling process. In
the physical view of the pump, there exists several boundaries within the piston chamber.
The piston is a moving boundary which acts to alter the chamber control volume. The
inner walls of the cylinder act as no-slip rigid boundaries. The end section of the cylinder
may act as a rigid boundary that stops fluid motion and reflects existing waves. For the
one-dimensional consideration, viscous stresses have been neglected. Because a mean-line
approach was used to discretize the spatial domain, sidewall boundary conditions are not
required. This leaves the end boundary conditions to be accounted for.
For the current model, the length of the spatial grid is defined as the distance between
the BDC and TDC within the piston chamber and there exists a clearance volume or
clearance space that separates the TDC and the end section. The valve entry and exit
ports are assumed to be located within this clearance space. Therefore, it is appropriate
to consider the TDC as an open boundary. This eliminates the need to analyze the
complex flow behavior near the ports where a higher dimensional modelling approach
is needed. This leaves the piston fae to be the only remaining boundary that needs to
be specified. This is sufficient for solving the Euler system as the minimum number of
boundary conditions needed to fully specify the solution space is one.
The piston face is modelled as a time dependent rigid moving boundary initial located
at the BDC. The boundary conditions for velocity and mass flow rate are prescribed by
Equations 4.50 and 4.51 respectively. Defined by Equation ??, the piston displacement is
a function of time but is not linear in time. As such, at a constant time-step the piston
does not displace in a uniform fashion in the spatial domain. This give rise to errors in
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Fig. 4.7 One-dimensional mean-line discretization
the solution space when a relatively large time-step is specified and a fine spatial grid is
used. In this case, a number of cells in the computational domain may be skipped by the
moving boundary for a given iteration in time introducing inaccuracies in the intermediate
solution. Figure 4.8 provides an illustration of this behaviour. Proper selection of both
the spatial and temporal increments needs to be considered to overcome this problem.
It is recommended that the temporal step-size should not deviate by a large amount
from the spatial step-size. Note that one should not confuse model accuracy with model
stability, as generally a large difference between these two values are required to meet the
Courant-Friedrichs-Lewy (CFL) condition for an explicit scheme. Therefore, a compromise
must be made for the selection of these values to overcome this cell-jumping problem while
achieving stability of the solution.
if (x, t) = (x0, n), set ukx0 = vp(t), for k = n0, ..., nmax (4.50)
if (x, t) = (0, n), set m˙k0 = ρx0Apux0 , for k = n0, ..., nmax (4.51)
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Fig. 4.8 Non-uniform displacement of the moving boundary
Fig. 4.9 Uniform displacement of the moving boundary
Physical constraints are
check (m˙, ρ, T, P ), (4.52)
return

m˙ = 0, if m˙ < 0
ρ = 0, if ρ < 0
T = 273.15, if T < 273.15
P = Patm, if P < Patm
(4.53)
There are two basic numerical approaches available for the treatment of the variable
spatial domain to account for the moving piston boundary [41]. The first method illustrated
in Figure XXX considers a flexible domain with a fixed number of cells. This approach
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(a) Based on piston kinematics (b) Based on fluid domain
Fig. 4.10 Mapping of the moving boundary over time
requires that at each iteration of the simulation, a new spatial step-size is to be calculated
and the domain is reduced by an amount proportional to the displacement of the piston
boundary. The variable spatial domain represents the physics of the chaining chamber
volume closely. However, to correctly and accurately model the non-linear cell deformation
at each time-step requires much computational effort. The second approach shown in
Figure XXX is to model the fluid volume as a fixed domain with a fixed number of cells.
In this case, preceding cells are removed or added from the domain as the piston boundary
sweeps across the domain. The latter approach is more favourable in terms of numerical
implementation. However, care should be taken to properly account for the deleted cells
in the global domain.
When the velocity increment of the piston is close to zero, the mapping of the piston
boundary becomes less accurate. This is due to that at low velocities the piston displace-
ment is small and the non-linear piston position increments become smaller than the
constant grid-size of the fluid domain. Incrementation along the local spatial domain of the
moving piston therefore lags behind the spatial iteration along the global fluid domain. If
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close proper treatment of the grid is not performed, this approach can introduce duplicated
results in the solution space and the solution obtained may be inaccurate. From testing, it
was found that using a high resolution grid coupled with a finer time-step minimizes the
error introduced in the approach. This problem can be overcome if the above-mentioned
variable fluid domain mesh treatment is considered. In this approach discretization of
the fluid domain becomes non-linear and equidistant spacing of the spatial nodes is not
necessary. A one-to-one mapping of the moving boundary to the fluid domain can be
achieved. However, this method has not been investigated in current study.
(a) True scale (b) Non-dimensionalized scale
Fig. 4.11 Incrementaiton of the computational domain
FIGURE SHOWING CELLS DEFORM REF REF
In the discrete domain, the numerical mesh may be represented in two ways. The
cell-centred representation as shown in Figure 4.12a is most common for finite volume
methods while the vertex-based representation as shown in Figure 4.12b is most common
for the finite difference approach. One must be mindful and differentiate between the
two representations because one-sided difference approximation generally require state
information at non-existing nodes and different modelling procedures are used for different
mesh types. For the current problem, the FTBS scheme requires one additional piece of
information to the left of the boundary. This additional information can be specified by
introducing a ghost node located to the left of the piston boundary. Energy and density
are treated uniformly across the boundary while velocity is reflected at the boundary [42].
For the vertex-based representation, the following fluid information is prescribed in the
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(a) Cell-centred grid (b) Vertex-based grid
Fig. 4.12 Discrete cell representation
ghost node:
set

ρnj = ρnm1
unj = −unm1
enj = enm1
, at j = m−1 (4.54)
The velocity
The Neumann boundary condition is imposed at the piston boundary node. The
velocity parameter is governed by the Equation 3.2. Thus, the boundary conditions
specified at the piston interface are given by:
set

ρnj = ρnmp+1
unj = vp(t)
P nj = P nmp+1
, at j = mp (4.55)
4.2.4 Numerical Stability
The stability of the explicit FTBS scheme is governed by the CFL condition which is given
by Equation 4.56. The solution space is stable over the simulation domain if the CFL
number is less than unity [43]:
CFL = νλ
∆t
∆x < 1 (4.56)
νλ = max(|λ|) (4.57)
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Where νλ is the maximum wave speed given the maximum eigenvalue of the Equation
system [39]. The eigenvalues can be calculated directly using the Jacobian given by
Equation 4.38. And this computation must be performed at each time-step in order to
check is the CFL condition is met. In practice, it is more convenient to use the CFL
condition to determine the time-step required for a stable solution. A variable time-step
can be specified for the computation domain to ensure the CFL condition is met. The
time-step required for a stable solution is given by:
∆t = CFL∆x
νλ
, where CFL < 1 (4.58)
4.2.5 Transient Model Algorithm
The logical flow chart of the transient pump model is presented in Figure 4.13 and 4.14.
The dynamic valve algorithm is shown in Chapter 4.1.4.
4.3 1D Model Simulation and Results
The one-dimensional pump model was implemented in a Python script presented in
Appendix A. The dynamic valve model was constructed in a separate script presented
in Appendix B. A simulation was initially configured with a fixed time-step (∆t) and a
fixed space increment (∆x) of 0.75 ms and 0.8 mm respectively. This is equivalent to
subdividing the cylinder length to 50 cells and subdividing the compression cycle time to
100 time increments. The CFL stability condition is met at these step-sizes. The inlet
pressure and temperature conditions were set at constant values of 5.9 MPa and 291 K
respectively. The working fluid is CO2.
The initial simulation shows the transient responses of the piston chamber over a single
compression cycle. The thermophysical properties of the working fluid were averaged over
the spatial domain and were plotted against the simulation time. It was assumed that
the mean values taken along the cylinder length is representative of the actual values
measured in the discharge port. In other words, the mean pressure obtained inside the
cylinder at any point in time was used as a constant input to the valve model at that
particular time-step. Though this approach does not reflect reality, an approximation of
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Fig. 4.13 Transient model algorithm, part a
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Fig. 4.14 Transient model algorithm, part b
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the magnitude of the system response can be obtained and the system dynamics can be
observed.
Figure 4.15a shows the mean pressure variation inside the piston chamber during
compression. A gradual but unsteady rise in the mean pressure can be observed during the
initial compression of the fluid volume. This is followed by a rapid pressure rise near the
end of the compression cycle. The transient behaviour of the pressure response is attributed
by the non-linear valve characteristics. Figure 4.15a shows the mean temperature response
of the system. The variation in mean temperature follows a tend similar to the transient
pressure response and a peak can be observed at the end of the compression cycle.
(a) Pressure (b) Temperature
Fig. 4.15 Mean pressure and temperature responses during compression
The average chamber density and flow velocity are shown in Figure 4.16a and 4.16b
respectively. The change in fluid density is gradual over time as the fluid is in its liquid
state. A dip in fluid density can be observed at the end of the compression cycle and it
corresponds to the reduction in mean temperature and pressure as seen in Figure 4.15b
and 4.15a respectively. Figure 4.17b shows the change in compressibility factor of the
working fluid over time. As expected, significant deviation from the ideal gas is observed.
The mean mass flow rate through the discharge valve over the compression cycle is
shown in Figure 4.17a. The mass flow rate out of the system is relatively stagnant initially
but gradually increase as the pressure inside the chamber rises. Whereas an instantaneous
flow response is not expect due to the inclusion of valve dynamics. In contrast to Figure
3.16a, the response characteristics in Figure 4.17a is more sporadic. This is primarily
attributed to the increase of model complexity as well as the particular time-stepping
scheme chosen. The same comment can be made to the other results presented in this
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(a) Density (b) Velocity
Fig. 4.16 Mean density and velocity responses during compression
section. Observing both Figure 4.15a and 4.17a, the mean mass flow rate out of the system
is approximately proportional to the chamber pressure. This is to be expected as the
dynamic valve model is inherently regulated by pressure difference across the valve.
(a) Mass flow rate (b) Comrpessibility factor
Fig. 4.17 Mass flow rate and compressibility factor during compression
In contrast to the step response valve model previously presented, the dynamic valve
model provides a better estimation of the actual valve behaviour. Figure 4.18a and 4.18b
show the displacement and velocity response of the lumped mass SDOF check valve. The
response characteristics of the valve model was found to be very sensitive to the constant
model parameters such as the geometric dimensions and mass properties. For instance,
at a given pressure state the maximum displacement of the valve is significantly less for
a more compliant spring than a stiffer one. The natural frequency of the valve can be
affected and thereby altering the the dynamic response of the valve. A sensitivity analysis
can be performed to assess how these parameters affect the overall system response but
will not be considered in the current study. In this simulation, the linear spring constant,
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viscous damping coefficient and valve mass were assumed to be 200 N/m, 10 Ns/m and
0.5 kg respectively.
(a) Non-dimensionalized displacement (b) Non-dimensionalized velocity
Fig. 4.18 Valve responses during compression
Figure 4.23a shows the mean chamber pressure response over 2 s of simulation. An
increasing trend can be observed in the plot indicating the mean pressure inside the
cylinder is increasing over time. A similar trend can also be observed in the density and
temperature responses of the system as shown in Figure 4.23b and 4.24a respectively.
The density response increases with a more prominent oscillatory behaviour but the total
density change is relatively minimal over the time period simulated. Figure ?? shows the
change in compressibility factor of the fluid over time. Again, an increasing trend can be
observed.
(a) Pressure (b) Temperature
Fig. 4.19 Mean pressure and temperature responses simulated for 2
Figure 4.26a shows the mean chamber pressure response over 8 s of the simulation. The
mean pressure inside the cylinder increases exponentially over time and reaches a plateau
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(a) Density (b) Compressibility factor
Fig. 4.20 Compressibility factor and mean chamber density simulated for 2 s
at around 7 s. It can be said that the mean steady-state pressure had been reached at this
time. The mean temperature response as given by Figure 4.21b also displays a positive
trend over time and reaches a plateau near the end of the simulation domain. Figure
4.22a shows a similar repose in mean fluid density. However, the density rise is much more
linear. The compressibility factor of the working fluid is also shown, in Figure 4.22b.
(a) Pressure (b) Temperature
Fig. 4.21 Mean pressure and temperature responses simulation for 8 s
For longer simulation times, the time-step must be kept constant in order to obtain the
same set of solutions as obtained from a shorter simulation run. As such, the number of
cells increase significantly in larger simulations and an large computation time is required
by explicit scheme to solve the equation system. The current setup of the code is not very
efficient and as such, extended computation time is required to simulate extended time
periods.
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(a) Density (b) Compressibility factor
Fig. 4.22 Compressibility factor and mean chamber density simulated over 8 s
(a) Pressure (b) Temperature
Fig. 4.23 Mean pressure and temperature responses simulated for 2
Figure 4.26a shows the mean chamber pressure response over 8 s of the simulation. The
mean pressure inside the cylinder increases exponentially over time and reaches a plateau
at around 7 s. It can be said that the mean steady-state pressure had been reached at this
time. The mean temperature response as given by Figure 4.21b also displays a positive
trend over time and reaches a plateau near the end of the simulation domain. Figure
4.22a shows a similar repose in mean fluid density. However, the density rise is much more
linear. The compressibility factor of the working fluid is also shown, in Figure 4.22b.
4.4 An Experimental CO2 Loop
An small scale experimental CO2 Brayton cycle loop operating in the subcritical regime
was investigated by the Russell et al. ??. Located at Pinjarra Hills Queensland Australia,
the experimental loop utilizes a triplex CO2 pump as its fluid compression system. Figure
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(a) Density (b) Compressibility factor
Fig. 4.24 Compressibility factor and mean chamber density simulated for 2 s
Fig. 4.25 CFL number plotted over the time domain
4.28 illustrates the high pressure CO2 triplex pump but this is not the exact model used
in the experiment. The 38 frame block-style triplex pump is capable of operating within a
pressure range of 0.7 to 21 MPa with a maximum speed of 500 RPM. A typical mass flow
rate of 30 L/min is achievable with this device.
A set of experimental data obtained from Russel et al. ?? is used to validate the
current simulation results. The raw experimental data consists of temperature and pressure
responses recording at the pump outlet. Using thermodynamic relations, the corresponding
density as well as the compressibility factor of the working fluid were also obtained. Figure
4.29, 4.30 and 4.31 show the experimental data plotted for 10, 100 and 1000 s respectively.
The mean temperature and pressure measured at the pump inlet were approximately 21
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(a) Pressure (b) Temperature
(c) Density (d) Compressibility factor
Fig. 4.26 Triplex system responses at approximately 7 s
and 5.9 MPa respectively. Unfortunately, the mass flow rate though the system is absent
from the raw experimental data.
From Figure 4.30, the pressure and density trace exhibits a similar increasing trend.
The temperature history is also increasing but it exhibits relatively a greater degree
of fluctuation. Figure 4.30 shows a decrease of fluid compressibility factor over time.
Although the transient response of the system can be observed, the actual changes in
the outlet parameter is minimal. Figure 4.29 shows the same results plotted on a smaller
timescale. It is very difficult to observe the transient responses of the system at this time
scale due to the resolution of the dataset.
On the same timescale, it is difficult to compare the transient behaviour of the theoretical
system with the available experimental data. Operating at identical inlet conditions, the
theoretical results as shown in 4.22 do not correctly represent the experimental data.
Although the fluid density, pressure and temperature responses all exhibit an increasing
trend similar to that observed in the recorded data, the compressible factor of the fluid
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(a) Pressure (b) Temperature
(c) Density (d) Compressibility factor
Fig. 4.27 Quintuplex system responses at approximately 7 s
Fig. 4.28 Triplex pump assembly 4.28
shows a contradictory result. This may be explain by observing the pressure response of
the model.
Although the experimental inlet conditions were used as input parameters for the
computer model. The pressure range observed in Figure fig:1d8P differs significantly from
that observed in the experimental data. In a way, this explains the contradictory trend
observed in plot of the the theoretical compressibility factor - as this variable was computed
directly using the simulated pressure and temperature data. It should be mentioned that
typical pumps such as the block-style CO2 transfer pump investigated by Russell [44]
operates on a ramp speed. It means that for a given speed setting the pump does not
operate at the desired speed during start-up. Instead, the pump starts up at a low speed
setting and then ramps up to achieve the desired speed setting over a period of time.
Because of this, the pump from the experiment was likely not operating at a constant speed
over the initial duration of the experiment. This aspect of pump operation had not been
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considered in the computer model and in addition to the many unknown variables in the
experimental setup, direct comparison between the simulated results and the experimental
data may not be appropriate.
4.5 Model Limitations and Inaccuracies
Although a direct comparison with the experimental data cannot be made, the inaccuracies
inherent within the current pump model needs to be addressed. The primary source
of inaccuracy is largely attributed to the assumptions made within the model. The
assumptions made for many fixed parameters, such as valve dimensions and material
properties, used in the simulation do not truly represent reality. There exists many
permutation of these parameters and it was found during preliminary testings that the
current 1D pump model is very sensitive to the fixed parameter values. Small variations in
the fixed parameters such as the length of the connecting rod and the size of the cylinder
chamber can dramatically impact the transient response of the system. The accuracy of
the pump model is largely dependent on the accuracy of the valve model. The valve itself
is inherently the bottle neck of the pump system. Without accurately defining the valve
geometry and mass properties, the valve responses cannot be validated.
Other important factors that contribute to producing model inaccuracies include the
idealistic model representation of the reciprocating pump and the use of the method
of characteristic cylinders to simulate the transient response of multiplex systems. The
current model neglects chamber leakage, heat transfer and flow resistance. The mean values
of thermophysical properties over the simulation domain were taken as the representative
response of the system at a given time period. Furthermore, the outlet manifold and
pipping were not modelled. Rather, it was assumed that there is no interaction between
individual piston chambers during operation. However, this is proven not to be true in a
real operation [15].
There exists a number of limitations in the explicit numerical scheme used for the
modelling of the problem. The explicit formulation of the finite difference equations is not
time efficient and is stability of the solution space very sensitive to the resolution of the
domain. A significant computation time is needed to simulate large time intervals using a
modest time-step. This because a high resolutions grid must be defined to ensure that the
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CFL condition is met. In addition, the treatment of the moving boundary is not precise
due to the non-linear relationship between the discretized spatial domain of the moving
piston and the global fluid domain. Although a high resolution spatial domain is set by
default within the model, an approximation was used to map the piston motion to the
global node points. As mentioned previously, this approach can produce duplicated results
in the solution space when the piston velocity is low and introduces error in the solution.
It was suggested that a fine grid-size coupled with a finer time-step is able to minimize
the inaccuracies in the boundary treatment.
(a) Pressure (b) Temperature
(c) Density (d) Compressibility factor
Fig. 4.29 Pinjarra Hills experimental data plotted for 10 s ??
4.6 Summary
A one-dimensional transient flow model was developed for the reciprocating pump and a
single-degree-of-freedom dynamic model of the check valve based on a lumped parameter
formulation was implemented. A comprehensive overview of the current modelling approach
and numerical treatment of the flow problem were also presented. The explicit FTBS finite
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(a) Pressure (b) Temperature
(c) Density (d) Compressibility factor
Fig. 4.30 Pinjarra Hills experimental data plotted for 100 s ??
difference scheme was successfully employed for solving the fluid equations but the solution
process was not time efficient. The treatment of the boundary condition was proven to
be challenging but a viable moving boundary derived from a grid manipulation method
was established. An insight into the transient dynamics of the current pump model was
obtained through numerical simulations of the system in ideal operating conditions.
Validation of the computer model was carried out using a set of experimental pump
data obtained from a small scale subcritical CO2 cycle. The model results showed
reasonable agreement with the experimental data. However, it was concluded that a direct
comparison between the simulation and the experimental data was not appropriate due to
the assumptions made for many unknown parameters in the physical system. Instead, a
contrast was made between the response characteristics of the system and the experimental
data. For a set of constant inlet conditions (5.9 MPa, 291 K) and a fixed pump speed of
400 RPM, the model was found to approach a steady-state response around 7 s. However,
a longer time is typically required to reach steady-state conditions in a real system. This
is attributed to presence of a ramp speed in typical variable speed pumps.
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(a) Pressure (b) Temperature
(c) Density (d) Compressibility factor
Fig. 4.31 Pinjarra Hills experimental data plotted for 1000 s ??
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(a) Quasi-1D model (b) Quasi-2D model
Fig. 4.32 Pressure response of a reciprocating compressor [45]

Chapter 5
Conclusion and Future Work
5.1 Future Work
As discussed in the preceding chapter, the current implementation of the CO2 pump model
possesses several limitations. In addition, a wide range of assumptions had been made to
form the scope of the modelling problem. Although these assumptions and simplifications
made during the modelling process were appropriate for the scope of the current study,
further research can made to extend or improve upon the current model. Recommendation
of the topics for further research are provided next.
The current transient model derived from the Euler equation is reserved for a one-
dimensional analysis of the reciprocating system assuming inviscid flow and adiabatic
operations with no leakage. To account for the heat transfer and viscous effects within
the cylinder, extension of the Euler equations must be considered. A two-dimensional
representation of the the fluid system by considering the set of Naiver-Stokes equations
can be used to account for these additional effects. Due to the pump geometry and the
piston boundary is inherently complex, it is recommended that a commercial CFD solver
such as ANSYS Fluent [46] should be used to construct simulations for higher dimension
pump models.
The method of characteristic cylinders as presented by Bilal [33] is not accurate for
use in modelling multi-cylinder pumps. As indicated by Josifovic et al. [15], interaction
between individual cylinders occur in reality. This interaction can affect the valve operation
and the pressurization process inside each piston chamber. It is suggested that a two-
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(a) One-dimensional model (b) Two-dimensional model
Fig. 5.1 Finite volume representation of the piston chamber clearance volume [45]
dimensional model of the fluid volume downstream to the discharge ports should be
developed to properly account for the effects of flow interaction.
The modelling of the valves can also be improved. An improvement can be made to
the current single-degree-of-freedom model by extending it to a multiple-degree-of-freedom
model. Bukac [34] presents a two-degree-of-freedom self-acting valve model and investigates
the deference between a flexible valve support and a rigid support. Thorley [47] provides
a detailed review on check valve operations under transient flow conditions. Cavitation in
CO2 during low pressure subcritical pump operations may need to be investigated. Chen
and Lu [48] provides insight into the CO2 cavitation phenomenon.
Alternative modelling approaches may be considered for the modelling of the fluid
domain. Aigner et al. [45] presents a constant entropy model of a reciprocating compressor.
Figure 5.1a and 5.1b show an alternative approach for discretizing the fluid domain based
on the one-dimensional and two-dimensional representation of the volume respectively.
[45].
Lastlt, alternative numerical schemes are available for obtaining the solutions of the
Euler equations. Hudson [39] provides a detailed review on the numerical solutions of the
one-dimensional Euler equations via the use of high resolution schemes. A Lagrangian
formulation of the piston boundary problem such as the procedure outlined by Jacobs [49]
for the modelling of free-piston shock tunnel may be adapted to provide a more accurate
treatment of the the moving piston boundary.
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5.2 Conclusion
The main aim of the thesis was to investigate the transient flow dynamics of a single-acting
positive displacement CO2 pump used in CO2 based power cycle applications. The primary
objectives of the thesis were twofold:
1. To develop a numerical model for analyzing the transient response of a single-acting
reciprocating pump with CO2 as the primary working fluid.
2. To develop a modular computer code based on the one-dimensional compressible flow
formulation capable of simulating the transient flow dynamics of the reciprocating
pump system.
Two separate models of the CO2 pump were developed in this thesis. First, a quasi-
steady lumped parameter representation of the CO2 pump was established. The lumped
parameter model took into account the compressibility and real gas behaviours of the
working fluid. The model was successfully coded into Python and an explicit univariate
time-stepping scheme was found to be effective for the solution-stepping process. The
triplex and quintuplex system configurations were investigated using the method of
characteristic cylinders. The model response characteristics showed good correlation with
the data presented by Josfovic et al. [15]. However, validation of the compressible flow
model against similar models of the reciprocating pump found in the literature was not
completed due to the assumptions of ideal gas and imcompressible flow were widely used in
the literature. This is attributed to the current gap in knowledge on the lumped parameter
modelling of CO2 based pump systems.
The second model developed in this thesis is a one-dimensional transient flow model
of the reciprocating pump. In addition, a single-degree-of-freedom dynamic model of the
check valve was implemented in the pump model. Fluid compressibility and real gas
effects were considered. The model was successfully coded into Python and an explicit
FTBS finite difference scheme was chosen for solution-stepping process but the current
model is not time efficient. This was attributed to requirement of a high resolution mesh
in order uphold the stability of the numerical scheme. The treatment of the boundary
condition was a challenging process but a viable moving boundary method based on mesh
approximation was established. Validation of the computer model was carried out using a
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set of experimental pump data obtained from a small scale subcritical CO2 cycle. ?? The
results showed reasonable agreement with the experimental data. However, comparison
between the simulation and the experimental data cannot be made confidently due to the
use of assumed value for the many unknown parameters in the physical system.
In summary, the computer models developed in this thesis provided good insight into
to the transient dynamics of a positive displacement CO2 pump operating in a simple
environment under ideal inlet conditions. The detailed modelling methodology introduced
in this thesis is to serve as a basis for future studies in the complete transient modelling
and simulation of a CO2 based power cycle.
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