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SQUARE-MEAN WEIGHTED PSEUDO ALMOST
AUTOMORPHIC SOLUTIONS FOR STOCHASTIC SEMILINEAR
INTEGRAL EQUATIONS
KEXUE LI, JIGEN PENG
Abstract. In this paper, we introduce the concept of S2-weighted pseudo almost
automorphy for stochastic processes. We study the existence and uniqueness of
square-mean weighted pseudo almost automorphic solutions for the semilinear
stochastic integral equation x(t) =
∫ t
−∞
a(t− s)[Ax(s) + f(s, x(s))]ds+ ∫ t
−∞
a(t−
s)ϕ(s, x(s))dw(s), t ∈ R, where a ∈ L1(R+), A is the generator of an integral
resolvent family on a Hilbert space H , w(t) is the two-sided Q-Wiener process,
f, ϕ : R× L2(P,H)→ L2(P,H) are two S2-weighted pseudo almost automorphic
functions.
1. Introduction
The almost automorphic function introduced by Bochner [1] is a generation of
the almost periodic function. Henriquez and Lizama [3] investigated the existence
and regularity of compact almost automorphic solutions for the semilinear integral
equation
u(t) =
∫ t
−∞
a(t− s)[Au(s) + f(s, u(s))]ds, t ∈ R, (1.1)
where A : D(A) ⊂ X → X is the generator of an integral resolvent defined on a
Banach space X , a ∈ L1(R+).
A rich source for vector-valued Volterra equations is the continuum in mechan-
ics for materials with memory, i.e. the theory of viscoelastic materials (see [2]).
Cuevas and Lizama [4] studied the existence and uniqueness of almost automorphic
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2solutions for problem (1.1). Zhang [5] introduced the pseudo almost periodic func-
tion and studied the pseudo almost periodic solutions of some differential equations.
Liang [8] developed the theory of the pseudo almost automorphic function, which is
a generation of the pseudo almost periodic function. Zhao et al [9] considered the
existence and uniqueness of pseudo-almost automorphic mild solutions for problem
(1.1).
Diagana and N’Gue´re´kata [6] introduced the concept of Sp-almost automorphy
to study the existence of solutions to some semilinear equations. The Sp-almost
automorphic function is a generalization of the almost automorphic function. Ding
et al. [7] established a composition theorem about Sp-almost automorphic func-
tions and studied the existence and uniqueness of almost automorphic solutions for
semilinear evolution equations in Banach space. Lizama and Ponce [12] studied the
existence of an almost automorphic mild solution for problem (1.1) with Sp-almost
automorphic coefficients. Zhang et al. [13] introduced the concept of Sp-weighted
pseudo almost automorphy and studied the existence and uniqueness of Sp-weighted
pseudo almost automorphic solutions to nonautomous evolution equations. Xia and
Fan [10] proposed the concept of weighted Stepanov-like pseudo almost automor-
phic functions, studied the properties of the weighted Stepanov-like pseudo almost
automorphic functions in Banach space. Zhang and Chang [14] investigated the
existence of weighted pseudo almost automorphic solution for problem (1.1) with
Sp-weighted pseudo almost automorphic coefficients.
In the real world, stochastic noises are unavoidable. Fu and Liu [21] introduced
the square-mean almost automorphic process and investigated the square-mean al-
most automorphic mild solution for a class of stochastic differential equations. Chen
and Lin [22] introduced the concept of the square-mean pseudo almost automorphic
for a stochastic process and studied the existence, uniqueness and global stability
of the square-mean pseudo almost automorphic solutions for a class of stochastic
evolution equations. Chen and Lin [15] introduced the concepts and properties
3of the square-mean weighted pseudo almost automorphy for a stochastic process,
they investigated the well-posedness of the square-mean weighted pseudo almost
automorphic solutions for a class of non-autonomous stochastic differential equa-
tions. Chang et al. introduced the concept of Stepanov-like almost automorphy (or
S2-almost automorphy) for stochastic processes. They used the results obtained to
investigate the existence and uniqueness of a Stepanov-like almost automorphic mild
solution to a class of nonlinear stochastic differential equations in a real separable
Hilbert space.
To the best of our knowledge, there are no considerations for problem (1.1)
perturbed by stochastic noises. In this paper, we study the existence of weighted
pseudo almost automorphic solutions for following the stochastic integral equation
x(t) =
∫ t
−∞
a(t− s)[Ax(s) + f(s, x(s))]ds+
∫ t
−∞
a(t− s)ϕ(s, x(s))dw(s), t ∈ R,
(1.2)
where a ∈ L1(R+), A is the generator of an integral resolvent family on a Hilbert
space H , w(t) is the two-sided Q-Wiener process, f, ϕ : R×L2(P,H)→ L2(P,H) are
two S2-weighted pseudo almost automorphic functions satisfying some conditions.
The paper is organized as follows. In Section 2, we recall some concepts and pre-
liminary facts. In Section 3, we introduce the concept of S2-weighted pseudo almost
automorphy and obtain some properties of S2-weighted pseudo almost automor-
phic functions. In Section 4, we study the existence and uniqueness of square-mean
weighted pseudo almost automorphic solutions for problem (1.2).
2. Preliminaries
Let (H, ‖ · ‖) be a separable real Hilbert space and let (Ω,F , P ) be a com-
plete probability space. L2(P,H) denotes the space of all H-valued random vari-
ables x such that E‖x‖2 = ∫
Ω
‖x‖2dP < ∞, which is a Banach space equipped
with the norm ‖x‖2 = (E‖x‖2) 12 . For f : R → R, we denote limt→∞ sup f(t) :=
infM>0
(
sup|t|>M f(t)
)
.
4Definition 2.1. A stochastic process x : R→ L2(P,H) is said to be stochastically
continuous if
lim
t→s
E‖x(t)− x(s)‖2 = 0.
Definition 2.2. A stochastic process x : R→ L2(P,H) is said to be stochastically
bounded if there exists a constant M > 0 such that
E‖x(t)‖2 ≤M.
Denote by SBC(R, L2(P,H)) the collection of all stochastically continuous and
bounded processes.
Let U be the set of all functions that are positive and locally integrable over
R. For given T > 0 and ρ ∈ U , define µ(T, ρ) = ∫ T
−T
ρ(t)dt, U∞ = {ρ ∈ U :
limT→∞ µ(T, ρ) = +∞}, and Ub = {ρ ∈ U∞ : ρ is bounded and inft∈R ρ(t) > 0}.
Definition 2.3. For ρ1, ρ2 ∈ U∞, if ρ1ρ2 ∈ Ub, then we call ρ1 is equivalent to ρ2, and
write ρ1 ∼ ρ2.
For ρ ∈ U∞, s ∈ R, define ρs(t) = ρ(t + s), t ∈ R and UT = {ρ ∈ U∞ : ρ ∼
ρs, ∀s ∈ R}.
Definition 2.4. For ρ ∈ U∞, define
SPAA0(R, L
2(P,H), ρ) = {x ∈ SBC(R, L2(P,H)) : lim
T→∞
1
µ(T, ρ)
∫ T
−T
(
E‖x(t)‖2) 12 ρ(t)dt = 0}
and
SPAA0(R× L2(P,H), L2(P,H), ρ) = {f : R× L2(P,H)→ L2(P,H) is stochastically continuous,
f(·, x) is stochastically bounded for each x ∈ L2(P,H) and
lim
T→∞
1
µ(T, ρ)
∫ T
−T
(
E‖f(t, x)‖2) 12 ρ(t)dt = 0}.
Definition 2.5. A subset D of SBC(R, L2(P,H)) is said to be translation invariant
if for any x(t) ∈ D, x(t + τ) ∈ D for any τ ∈ R.
For simplicity, denote U inv = {ρ ∈ U∞ : SPAA0(R, L2(P,H), ρ) is translation invariant}.
Definition 2.6. ([21]) A stochastically continuous stochastic process x : R →
5L2(P,H) is said to be square-mean almost automorphic if every sequence of real
numbers {s′n} has a subsequence {sn} such that for some stochastic process y : R→
L2(P,H)
lim
n→∞
E‖x(t + sn)− y(t)‖2 = 0 and lim
n→∞
E‖y(t− sn)− x(t)‖2 = 0
holds for each t ∈ R. The collection of all square-mean almost automorphic stochas-
tic processes x : R→ L2(P,H) is denoted by SAA(R, L2(P,H)).
Lemma 2.7. ([21]) SAA(R, L2(P,H)) is a Banach space when it is equipped with
the norm ‖x‖∞ = supt∈R(E‖x(t)‖2)
1
2 .
Definition 2.8. Let ρ ∈ U∞. A function f ∈ SBC(R, L2(P,H)) is called square-
mean weighted pseudo almost automorphic if it can be expressed as f = g + h,
where g ∈ SAA(R, L2(P,H)) and h ∈ SPAA0(R, L2(P,H), ρ). The collection of all
such processes will be denoted by WPAA(R, L2(P,H), ρ).
Lemma 2.9. Suppose ρ ∈ U inv and f = g + ϕ ∈ WPAA(R, L2(P,H), ρ), where
g ∈ SAA(R, L2(P,H)), ϕ(t) ∈ SPAA0(R, L2(P,H), ρ). Then {f(t)|t ∈ R} ⊃
{g(t)|t ∈ R}.
Proof. We show this lemma by contradiction. Assume that there exist t0 ∈ R and
ε > 0 such that
(
E‖g(t0)− f(t)‖2
) 1
2 ≥ 2ε, t ∈ R.
Denote
Bε = {τ ∈ R|
(
E‖g(t0 + τ)− g(t0)‖2
) 1
2 < ε}.
By Lemma 2.1 in [22], there exist s1, . . . , sm ∈ R such that
⋃m
i=1(si +Bε) = R. For
any t ∈ R, there exists some i such that t ∈ si +Bε. By the Minkowski inequality,
(E‖ϕ(t+ s0 − si)‖2) 12 ≥
(
(E‖f(t+ t0 − si)− g(t0)‖2) 12 − (E‖g(t0)− g(t+ t0 − si)‖2) 12
)
≥ ε.
6Then for T > 0,
1
µ(T, ρ)
∫ T
−T
(E‖ϕ(t + s0 − si)‖2) 12ρ(t)dt ≥ ε
µ(T, ρ)
∫ T
−T
ρ(t)dt = ε.
On the other hand, since ρ ∈ U inv and ϕ(t) ∈ SPAA0(R, L2(P,H), ρ) then
lim
T→∞
1
µ(T, ρ)
∫ T
−T
(E‖ϕ(t + s0 − si)‖2) 12ρ(t)dt = 0.
This implies a contradiction. Therefore {f(t)|t ∈ R} ⊃ {g(t)|t ∈ R}. The proof is
complete. 
Theorem 2.10. If ρ ∈ U inv, then (WPAA(R, L2(P,H), ρ), ‖ · ‖∞) is a Banach
space.
Proof. The proof is similar to the proof of Theorem 2.5 in [20] by minor revisions.
So it is omitted. 
Definition 2.11.([24]) The Bochner transform xb(t, s), t ∈ R, s ∈ [0, 1], of a sto-
chastic process x : R→ L2(P,H) is defined by
xb(t, s) = x(t+ s).
Definition 2.12. The Bochner transform f b(t, s, x), t ∈ R, s ∈ [0, 1], x ∈ L2(P,H),
of a function x : R× L2(P,H)→ L2(P,H) is defined by
f b(t, s, x) = f(t+ s, x)
for each x ∈ L2(P,H).
Definition 2.13. ([24]) The space BS2(L2(P,H)) of all Stepanov bounded stochas-
tic process consists of all stochastic processes x on R with values in L2(P,H) such
that xb ∈ L∞(R, L2((0, 1), L2(P,H))). This is a Banach space with the norm
‖x‖S2 = ‖xb‖L∞(R,L2) = sup
t∈R
(∫ 1
0
E‖x(t + s)‖2ds
) 1
2
= sup
t∈R
(∫ t+1
t
E‖x(τ)‖2dτ
) 1
2
.
Definition 2.14. ([25]) A stochastic process x ∈ BS2(L2(P,H)) is called Stepanov-
like almost automorphic (or S2-almost automorphic) if xb ∈ SAA(R, L2((0, 1), L2(P,H))).
In other words, a stochastic process x ∈ L2loc(R, L2(P,H)) is said to be Stepanov-like
7almost automorphic if its Bochner transform xb : R→ L2((0, 1), L2(P,H)) is square-
mean almost automorphic in the sense that for every sequence of real numbers {s′n},
there exist a subsequence {sn} and a stochastic process y ∈ L2loc(R, L2(P,H)) such
that ∫ t+1
t
E‖x(s+ sn)− y(s)‖2ds→ 0 and
∫ t+1
t
E‖y(s− sn)− x(s)‖2ds→ 0
as n → ∞ pointwise on R. The collection of all such processes will be denoted by
AS2(R, L2(P,H)).
Lemma 2.15. ([25]) AS2(R, L2(P,H)) is a Banach space when it is equipped with
the norm ‖ · ‖S2 .
Definition 2.16. ([25]) A function f : R×L2(P,H), (t, x)→ f(t, x) with f(·, x) ∈
L2loc(R, L
2(P,H)) for each x ∈ L2(P,H), is said to be S2-almost automorphic in
t ∈ R uniformly in x ∈ L2(P,H). That means, for every sequence of real numbers
{s′n}, there exist a subsequence {sn} and a function f˜ : R × L2(P,H) → L2(P,H)
with f˜(·, x) ∈ L2loc(R, L2(P,H)) such that∫ t+1
t
E‖f(s+ sn, x)− f˜(s, x)‖2ds→ 0 and
∫ t+1
t
E‖f˜(s− sn, x)− f(s, x)‖2ds→ 0
as n → ∞ pointwise on R and for each x ∈ L2(P,H). The collection of such func-
tions will be denoted by AS2(R× L2(P,H), L2(P,H)).
3. S2-weighted pseudo almost automorphic stochastic processes
In this section, we will introduce the concept of S2-weighted pseudo almost
automorphy and obtain some properties of S2-weighted pseudo almost automorphic
functions.
Definition 3.1. Let ρ ∈ U∞. A stochastic process f ∈ BS2(L2(P,H)) is said to be
Stepanov-like weighted pseudo almost automorphic (or S2-weighted pseudo almost
automorphic) if it can be expressed as f = g + h, where g ∈ AS2(R, L2(P,H)) and
8hb ∈ SPAA0(R, L2((0, 1), L2(P,H), ρ)), i.e.,
lim
T→∞
1
µ(T, ρ)
∫ T
−T
(∫ t+1
t
E‖h(s)‖2ds
) 1
2
ρ(t)dt = 0.
The collection of such functions will be denoted by WPAAS2(R, L2(P,H), ρ).
Lemma 3.2. Suppose ρ ∈ U inv. If f ∈ WPAA(R, L2(P,H), ρ) then f ∈ WPAAS2(R, L2(P,H), ρ).
Proof. Let f = g+h, where g ∈ SAA(R, L2(P,H)) and h ∈ SPAA0(R, L2(P,H), ρ).
It is easy to see that g ∈ SAA(R, L2(P,H)) ⊂ AS2(R, L2(P,H)). Next we show
that hb ∈ SPAA0(R, L2((0, 1), L2(P,H), ρ)). For T > 0,∫ T
−T
(∫ 1
0
E‖h(t+ s)‖2ds
) 1
2
ρ(t)dt ≤
∫ T
−T
(∫ 1
0
sup
s∈[0,1]
E‖h(t+ s)‖2ds
) 1
2
ρ(t)dt
≤
∫ T
−T
(
sup
s∈[0,1]
E‖h(t + s)‖2
) 1
2
ρ(t)dt.
Let s0 ∈ [0, 1] such that sups∈[0,1] E‖h(t + s)‖2 = E‖h(t + s0)‖2. Then we have
1
µ(T, ρ)
∫ T
−T
(∫ 1
0
E‖h(t + s)‖2ds
) 1
2
ρ(t)dt ≤ 1
µ(T, ρ)
∫ T
−T
(
sup
s∈[0,1]
E‖h(t + s)‖2
) 1
2
ρ(t)dt
≤ 1
µ(T, ρ)
∫ T
−T
(
E‖h(t + s0)‖2
) 1
2 ρ(t)dt.
Since ρ ∈ U inv, we have
lim
T→∞
1
µ(T, ρ)
∫ T
−T
(
E‖h(t + s0)‖2
) 1
2 ρ(t)dt = 0.
This implies that hb ∈ SPAA0(R, L2((0, 1), L2(P,H), ρ)). The proof is complete.

Lemma 3.3. Suppose ρ ∈ UT and limT→∞ sup µ(T−η,ρ)µ(T,ρ) > 0 for every η ∈ R+.
If f = g + h ∈ WPAAS2(R, L2(P,H), ρ), where g ∈ AS2(R, L2(P,H)) and hb ∈
SPAA0(R, L
2((0, 1), L2(P,H), ρ)). Then {g(t+ ·) : t ∈ R} ⊂ {f(t+ ·) : t ∈ R}.
Proof. We prove this lemma by contradiction. If this is not true, then there are
t0 ∈ R and ε > 0 such that
‖g(t0 + ·)− f(t+ ·)‖2 ≥ 2ε, t ∈ R.
9LetBε := {τ ∈ R : ‖g(t0+τ+·)−g(t0+·)‖2 < ε}. Since gb ∈ SAA(R, L2((0, 1), L2(P,H))),
similar to Lemma 2.1 in [22], there exist s1, . . . , sm ∈ R such that
⋃m
i=1(si+Bε) = R.
Let sˆi = si − t0(1 ≤ i ≤ m), η = max1≤i≤m |sˆi|. For T ∈ R with |T | > η, set
B
(i)
ε,T = [−T + η− sˆi, T − η− sˆi]∩ (t0 +Bε), 1 ≤ i ≤ m. We have
⋃m
i=1
(
sˆi +B
(i)
ε,T
)
=
[−T + η, T − η]. Since B(i)ε,T ⊂ [−T, T ] ∩ (t0 +Bε), i = 1, . . . , m, we have
µ(T − η, ρ) =
∫ T−η
−T+η
ρ(t)dt
≤
m∑
i=1
∫
sˆi+B
(i)
ε,T
ρ(t)dt
≤
m∑
i=1
∫
B
(i)
ε,T
ρ(t + sˆi)dt
≤ max
1≤i≤m
{ai}
m∑
i=1
∫
[−T,T ]∩(t0+Bε)
ρ(t)dt
= m · max
1≤i≤m
{ai}
∫
[−T,T ]∩(t0+Bε)
ρ(t)dt, (3.1)
where ai = limt→∞ sup
ρ(t+ŝi)
ρ(t)
∈ (0,∞).
By the Minkowski inequality, for every t ∈ t0 +Bε, we have
‖h(t + ·)‖2 = ‖f(t+ ·)− g(t+ ·)‖2
≥ ‖g(t0 + ·)− f(t+ ·)‖2 − ‖g(t+ ·)− g(t0 + ·)‖2
≥ ε.
Then
1
µ(T, ρ)
∫ T
−T
(∫ t+1
t
E‖h(s)‖2ds
) 1
2
ρ(t)dt =
1
µ(T, ρ)
∫ T
−T
ρ(t)‖h(t + ·)‖2dt
≥ 1
µ(T, ρ)
∫
[−T,T ]∩(t0+Bε)
ρ(t)‖h(t + ·)‖2dt
≥ ε
µ(T, ρ)
∫
[−T,T ]∩(t0+Bε)
ρ(t)dt. (3.2)
By (3.1) and (3.2), we have
1
µ(T, ρ)
∫ T
−T
(∫ t+1
t
E‖h(s)‖2ds
) 1
2
ρ(t)dt ≥ εµ(T − η, ρ)
mµ(T, ρ)max1≤i≤m{ai}
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Since b = limT→∞ sup
µ(T−η,ρ)
µ(T,ρ)
∈ (0,∞), we obtain
lim
T→∞
sup
εµ(T − η, ρ)
mµ(T, ρ)max1≤i≤m{ai} =
bε
mmax1≤i≤m{ai} .
This is contradict with hb ∈ SPAA0(R, L2((0, 1), L2(P,H), ρ)). The proof is com-
plete. 
Theorem 3.4. Suppose ρ ∈ UT and limT→∞ sup µ(T−η,ρ)µ(T,ρ) > 0 for every η ∈ R+. The
space WPAAS2(R, L2(P,H), ρ) equipped with the norm ‖ · ‖S2 is a Banach space.
Proof. Assume that {fn} ⊂ WPAAS2(R, L2(P,H), ρ) is a Cauchy sequence with
respect to ‖ · ‖S2 . By definition, there exist gn and hn such that fn = gn+hn, where
gn ∈ AS2(R, L2(P,H)) and hn ∈ SPAA0(R, L2((0, 1), L2(P,H), ρ)). By Lemma
3.3, {gn(t + ·) : t ∈ R} ⊂ {fn(t+ ·) : t ∈ R}, then ‖gn(t + ·)‖2 ≤ ‖fn(t + ·)‖2.
So ‖gn‖S2 ≤ ‖fn‖S2 and there exist a function g ∈ AS2(R, L2(P,H)) such that
‖gn− g‖S2 → 0 as n→∞. Therefore, ‖hn− h‖S2 → 0 as n→∞, where h = f − g.
Write h = (h− hn) + hn, by the Minkowski inequality, we have
1
µ(T, ρ)
∫ T
−T
(∫ t+1
t
E‖h(s)‖2
) 1
2
ρ(t)dt
≤ 1
µ(T, ρ)
∫ T
−T
(∫ t+1
t
E‖hn(s)− h(s)‖2
) 1
2
ρ(t)dt
+
1
µ(T, ρ)
∫ T
−T
(∫ t+1
t
E‖hn(s)‖2
) 1
2
ρ(t)dt
≤ ‖hn − h‖S2 + 1
µ(T, ρ)
∫ T
−T
(∫ t+1
t
E‖hn(s)‖2
) 1
2
ρ(t)dt. (3.3)
Taking T →∞ and then taking n→∞ with respect to both sides of (3.3), we have
hb ∈ SPAA0(R, L2((0, 1), L2(P,H), ρ)). Since fn → g+h ∈ WPAAS2(R, L2(P,H))
as n→∞, we conclude that WPAAS2(R, L2(P,H)) is a Banach space. 
Definition 3.5. Let ρ ∈ UT . A function f : R × L2(P,H) → L2(P,H), (t, x) →
f(t, x) with f(·, x) ∈ L2loc(R, L2(P,H)) for each x ∈ L2(P,H), is said to be Stepanov-
like weighted pseudo almost automorphic (or S2-weighted pseudo almost automor-
phic) if it can be expressed as f = g+h, where g ∈ AS2(R×L2(P,H), L2(P,H)) and
11
hb ∈ SPAA0(R×L2(P,H), L2((0, 1), L2(P,H)), ρ). The collection of such functions
will be denoted by WPAAS2(R× L2(P,H), L2(P,H), ρ).
Lemma 3.6. Suppose that f ∈ AS2(R × L2(P,H)) and f(t, u) is uniformly
stochastically continuous on each bounded subset K ′ ⊂ L2(P,H) uniformly for
t ∈ R. If u ∈ AS2(L2(P,H)) and K = {u(t) : t ∈ R} is compact. Then f(·, u(·)) ∈
AS2(L2(P,H)).
Proof. First, we show that f(·, u(·)) ∈ L2loc(R, L2(P,H)). Since f(t, u) is uniformly
stochastically continuous on each bounded subset K ′ ⊂ L2(P,H) uniformly for
t ∈ R, then for any ε > 0, there exists δ > 0 such that x, y ∈ K ′ and E‖x− y‖2 < δ
imply that
E‖f(t, x)− f(t, y)‖2 < ε. (3.4)
Taking any compact subset E ⊂ R, there exists T0 ∈ N such that E ⊂ [−T0, T0]. By
(3.4),(∫
E
E‖f(s, x)− f(s, y)‖2ds
) 1
2
≤
(
2T0−1∑
i=0
∫ −T0+i+1
−T0+i
E‖f(s, x)− f(s, y)‖2ds
) 1
2
≤
√
2T0ε (3.5)
for all x, y ∈ K ′ with E‖x− y‖2 < δ.
Since K = {u(t) : t ∈ R} is compact, there exist finite open balls O(uk, δ)(k =
1, 2, . . . , m) defined by O(uk, δ) = {u : E‖u − uk‖2 < δ} such that {u(t) : t ∈ R} ⊂⋃m
k=1O(uk, δ). Set Bk = {t ∈ R : u(t) ∈ O(uk, δ)}, then R =
⋃m
k=1Bk. Set E1 = B1,
Ek = Bk\
⋃k−1
j=1 Bj(2 ≤ k ≤ m). Then Ei ∩ Ej = ∅ for i 6= j, 1 ≤ j ≤ m.
Define the step function u : R → L2(P,H) by u(s) = uk, s ∈ Ek, k = 1, 2, . . . , m.
It is obvious that E‖u(s)− u(s)‖2 ≤ δ for all s ∈ R. Then we have(∫
E
E‖f(s, u(s))‖2ds
) 1
2
≤
(∫
E
E‖f(s, u(s))− f(s, u(s))‖2ds
) 1
2
+
(∫
E
E‖f(s, u(s))‖2ds
) 1
2
≤
√
2T0ε+
(
m∑
k=1
∫
E∩Ek
E‖f(s, uk)‖2
) 1
2
.
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Since f(·, uk) ∈ L2loc(R, L2(P,H)), k = 1, 2, . . . , m. Therefore f(·, u(·)) ∈ L2loc(R, L2(P,H)).
Since f ∈ AS2(R × L2(P,H)), for every sequence of real numbers {s′n}, there
exist a subsequence {sn} and a function f˜ : R × L2(P,H) → L2(P,H) with
f˜(·, u) ∈ L2loc(R, L2(P,H)) such that∫ t+1
t
E‖f(s+ sn, u)− f˜(s, u)‖2ds→ 0 and
∫ t+1
t
E‖f˜(s− sn, u)− f(s, u)‖2ds→ 0
(3.6)
as n → ∞ pointwise on R and for each x ∈ L2(P,H). By u ∈ AS2(L2(P,H), it
follows that for every sequence of real numbers {s′n}, there exist a subsequence {sn}
and a function v ∈ L2loc(R, L2(P,H)) such that∫ t+1
t
E‖u(s+ sn)− v(s)‖2ds→ 0 and
∫ t+1
t
E‖v(s− sn)− u(s)‖2ds→ 0 (3.7)
as n→∞ pointwise on R.
Since K = {u(t) : t ∈ R} is compact, by (3.7), it follows that v(t+ s) ∈ K for
a.e. s ∈ [0, 1]. By the assumption of the lemma, for any ε > 0, there exists a δ > 0
such that x, y ∈ K ′ and E‖x − y‖2 < δ imply that E‖f(t, x) − f(t, y)‖2 < ε for all
t ∈ R, thus (∫ t+1
t
E‖f(s, x)− f(s, y)‖2ds
) 1
2
< ε
for each t ∈ R.
By the Minkowski’s inequality, we get(∫ t+1
t
E‖f(s+ sn, u(s+ sn)− f˜(s, v(s))‖2ds
) 1
2
≤
(∫ t+1
t
E‖f(s+ sn, u(s+ sn)− f(s+ sn, v(s))‖2ds
) 1
2
+
(∫ t+1
t
E‖f(s+ sn, v(s)− f˜(s, v(s))‖2ds
) 1
2
.
From the above arguments and (4.5), it follows that
lim
n→∞
(∫ t+1
t
E‖f(s+ sn, u(s+ sn)− f˜(s, v(s))‖2ds
) 1
2
= 0
13
for each t ∈ R. Similarly, we can show that
lim
n→∞
(∫ t+1
t
E‖f˜(s− sn, v(s− sn)− f(s, u(s))‖2ds
) 1
2
= 0
for each t ∈ R.
Then f(·, u(·)) ∈ AS2(L2(P,H)). The proof is complete. 
Theorem 3.7. Let ρ ∈ U∞ and let f = g+h ∈ WPAAS2(R×L2(P,H), L2(P,H), ρ)
with g ∈ AS2(R×L2(P,H), L2(P,H)), hb ∈ SPAA0(R×L2(P,H), L2((0, 1), L2(P,H)), ρ).
Suppose that the following conditions (i) and (ii) are satisfied:
(i) f(t, x) is Lipschitzian in x ∈ L2(P,H) uniformly in t ∈ R, this implies there
exists a constant L > 0 such that
E‖f(t, x)− f(t, y)‖2 ≤ L · E‖x− y‖2
for all x, y ∈ L2(P,H) and t ∈ R.
(ii) g(t, x) is uniformly continuous in any bounded subset K ′ ⊂ L2(P,H) uniformly
for t ∈ R.
If u = u1 + u2 ∈ WPAAS2(L2(P,H), ρ), with u1 ∈ AS2(L2(P,H)), ub2 ∈
SPAA0(R, L
2((0, 1), L2(P,H), ρ)) andK = {u1(t) : t ∈ R} is compact, then f(·, u(·)) ∈
WPAAS2(R, L2(P,H), ρ).
Proof. By definition, f can be decomposed as
f(t, u(t)) = g(t, u1(t)) + f(t, u(t))− g(t, u1(t))
= g(t, u1(t)) + f(t, u(t))− f(t, u1(t)) + h(t, u1(t)).
Set
G(t) = g(t, u1(t)), F (t) = f(t, u(t))− f(t, u1(t)), H(t) = h(t, u1(t)).
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By Lemma 3.6, we have g(·, u1(·)) ∈ AS2(L2(P,H)). We will show that F b(·) +
Hb(·) ∈ SPAA0(R, L2((0, 1), L2(P,H), ρ)). In fact,
1
µ(T, ρ)
∫ T
−T
(∫ t+1
t
E‖f(s, u(s)− f(s, u1(s))‖2ds
) 1
2
ρ(t)dt
≤ L
µ(T, ρ)
∫ T
−T
(∫ t+1
t
E‖u(s)− u1(s)‖2ds
)1
2
ρ(t)dt
≤ L
µ(T, ρ)
∫ T
−T
(∫ t+1
t
E‖u2(s)‖2ds
) 1
2
ρ(t)dt.
Since ub2 ∈ SPAA0(R, L2((0, 1), L2(P,H), ρ)), then F b(·) ∈ SPAA0(R, L2((0, 1), L2(P,H), ρ)).
Next, we show that Hb(·) ∈ SPAA0(R, L2((0, 1), L2(P,H), ρ)). For any ε > 0,
there exists δ > 0 such that
E‖g(s, x)− g(s, y)‖2 ≤ ε (3.8)
for all x, y ∈ K ′ with E‖x− y‖2 < δ. Set δ0 = min{δ, ε}, then(∫ t+1
t
E‖h(s, x)− h(s, y)‖2ds
) 1
2
≤
(∫ t+1
t
E‖f(s, x)− f(s, y)‖2ds
) 1
2
+
(∫ t+1
t
E‖g(s, x)− g(s, y)‖2ds
) 1
2
≤
√
Lε+
√
ε (3.9)
for x, y ∈ K ′ with E‖x− y‖2 < δ0.
By (ii), since K = {u1(t) : t ∈ R} is compact, there exist finite open balls
O(xk, δ)(k = 1, 2, . . . , m) defined by O(xk, δ0) = {u : E‖u − xk‖2 < δ0} such that
{u1(t) : t ∈ R} ⊂
⋃m
k=1O(xk, δ0).
Set Bk = {t ∈ R : u1(t) ∈ O(uk, δ0)}, then R =
⋃m
k=1Bk. Set E1 = B1, Ek =
Bk\
⋃k−1
j=1 Bj(2 ≤ k ≤ m). Then Ei ∩ Ej = ∅ for i 6= j, 1 ≤ j ≤ m. Define the step
function u : R→ L2(P,H) by u(s) = uk, s ∈ Ek, k = 1, 2, . . . , m. It is obvious that
E‖u1(s) − u(s)‖2 ≤ δ0 for all s ∈ R. Since ub2 ∈ SPAA0(R, L2((0, 1), L2(P,H), ρ)),
there exist T1 > 0 such that for all T > T1,
1
µ(T, ρ)
∫ T
−T
(∫ t+1
t
E‖h(s, uk)‖2ds
) 1
2
ρ(t)dt < ε, k = 1, . . . , m. (3.10)
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By the Minkowski’s inequality, for T > T1, we have
1
µ(T, ρ)
∫ T
−T
(∫ t+1
t
E‖h(s, u1(s))‖2ds
) 1
2
ρ(t)dt
≤ 1
µ(T, ρ)
∫ T
−T
(∫ t+1
t
E‖h(s, u1(s))− h(s, u(s))‖2ds
) 1
2
ρ(t)dt
+
1
µ(T, ρ)
∫ T
−T
(∫ t+1
t
E‖h(s, u(s))‖2ds
) 1
2
ρ(t)dt
≤ 1
µ(T, ρ)
∫ T
−T
(∫ t+1
t
E‖h(s, u1(s))− h(s, u(s))‖2ds
) 1
2
ρ(t)dt
+
1
µ(T, ρ)
∫ T
−T
(
m∑
k=1
∫
[t,t+1]∩Ek
E‖h(s, uk)‖ds
) 1
2
ρ(t)dt
≤ 1
µ(T, ρ)
∫ T
−T
(∫ t+1
t
E‖h(s, u1(s))− h(s, u(s))‖2ds
) 1
2
ρ(t)dt
+
1
µ(T, ρ)
m∑
k=1
∫ T
−T
(∫
[t,t+1]∩Ek
E‖h(s, uk)‖ds
)1
2
ρ(t)dt.
By (3.9) and (3.10), we have
1
µ(T, ρ)
∫ T
−T
(∫ t+1
t
E‖h(s, u1(s))‖2ds
) 1
2
ρ(t)dt ≤
√
Lε+
√
ε+mε.
ThusHb(·) ∈ SPAA0(R, L2((0, 1), L2(P,H), ρ)), therefore f(·, u(·)) ∈ WPAAS2(L2(P,H), ρ).
The proof is complete. 
4. Main Results
In this section, we consider the existence and uniqueness of weighted S2-pseudo
almost automorphic solutions for the stochastic integral equation (1.2).
Definition 4.1. ([2]). Let X be a Banach space, A a closed linear unbounded
operator in X and a ∈ L1loc(R+), a scalar kernel 6≡ 0. A family {S(t)}t≥0 ⊂ B(X) is
called an integral resolvent with generator A if the following conditions are satisfied:
(i) S(·)x ∈ L1loc(R+, X) for each x ∈ X and ‖S(t)‖ ≤ φ(t) a.e. on R+ for some
φ ∈ L1loc(R+);
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(ii) S(t) commutes with A for each t ≥ 0;
(iii) the following integral resolvent equation holds
S(t)x = a(t)x+
∫ t
0
a(t− s)AS(s)xds
for all x ∈ D(A) and a.a. t ≥ 0.
In the following, we recall the concept of Q-Wiener process. For more details,
we refer to [16]. Let K and H be separable Hilbert spaces and Q a self-adjoint
nonnegative definite trace-class operator on K. The associated eigenvectors forming
an orthonormal basis in K will be denoted by {ek}∞k=1. Then the space KQ = Q
1
2K
equipped with the scalar product 〈u, v〉KQ =
∑∞
j=1
1
λj
〈u, ej〉K〈v, ej〉K is a separable
Hilbert space with an orthonormal basis {λ
1
2
j ej}∞j=1. Denote L02 = L02(KQ, H) the
space of Hilbert-Schmidt norm of an operators from KQ to H . Let {wj(t)}t≥0, j =
1, 2, . . ., be a sequence of independent Brownian motions defined on (Ω,F , P,Ft).
The process w(t) =
∑∞
j=1 λ
1
2
j wj(t)ej is called a Q-Wiener process in K. The two-
sided K-valued Q-Wiener process can be defined as follows: let {wi(t), t ∈ R}, i =
1, 2, be independent K-valued Wiener processes, then
w(t) =
{
w1(t), t ≥ 0,
w2(−t), t ≤ 0,
is a two-sided K-valued Q-Wiener process.
Proposition 4.2. Let a ∈ L1(R) and w(t) be a two-sided K-valued Q-wiener
process. Suppose that A generates an integral resolvent family {S(t)}t≥0 on X ,
which satisfies ‖S(t)‖ ≤ φ(t) for all t ∈ R+, where φ ∈ L1(R+) is nonincreasing. If
f ∈ L1(R, X), f(t) ∈ D(A) and ϕ(t) ∈ D(A) P-a.s. for all t ∈ R, and
P
(∫ t
−∞
‖ϕ(s)‖2L02ds <∞
)
= 1, P
(∫ t
−∞
‖Aϕ(s)‖2L02ds <∞
)
= 1,
Then the unique solution of the problem
x(t) =
∫ t
−∞
a(t− s)[Ax(s) + f(s)]ds+
∫ t
−∞
a(t− s)ϕ(s)dw(s), t ∈ R,
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is given by
x(t) =
∫ t
−∞
S(t− s)f(s)ds+
∫ t
−∞
S(t− s)ϕ(s)dw(s), t ∈ R.
Proof. Since f(t) ∈ D(A) and A is a closed linear operator, from Proposition
1.1.7 in [19], it follows that
∫ t
−∞
S(t − s)f(s)ds ∈ D(A). Similar to the proof
of Proposition 4.15 in [18], we can show that P
(∫ t
−∞
ϕ(s)ds ∈ D(A)
)
= 1 and
A
∫ t
−∞
ϕ(s)dw(s) =
∫ t
−∞
Aϕ(s)dw(s), P-a.s. By the Fubini theorem, the stochastic
Fubini theorem and (iii) of Definition 4.1, we have∫ t
−∞
a(t− s)Ax(s)ds =
∫ t
−∞
a(t− s)A
∫ s
−∞
S(s− τ)f(τ)dτds
+
∫ t
−∞
a(t− s)A
∫ s
−∞
S(s− τ)ϕ(τ)dw(τ)ds
=
∫ t
−∞
∫ t
τ
a(t− s)AS(s− τ)f(τ)dsdτ
+
∫ t
−∞
∫ t
τ
a(t− s)AS(s− τ)ϕ(τ)dsdw(τ)
=
∫ t
−∞
∫ t−τ
0
a(t− τ − r)AS(r)drf(τ)dτ
+
∫ t
−∞
∫ t−τ
0
a(t− τ − r)AS(r)drϕ(τ)dw(τ)
=
∫ t
−∞
(S(t− τ)f(τ)− a(t− τ)f(τ))dτ
+
∫ t
−∞
(S(t− τ)ϕ(τ)− a(t− τ)ϕ(τ))dw(τ)
= x(t)−
∫ t
−∞
a(t− τ)f(τ)dτ −
∫ t
−∞
a(t− τ)ϕ(τ)dw(τ).
The proof is complete. 
Motivated by Proposition 4.2, we give the definition of mild solutions for (1.2).
Definition 4.3. Let A be the generator of an integral resolvent family {S(t)}t≥0.
An Ft-progressively measurable stochastic process {x(t)}t∈R satisfying the stochastic
integral equation
x(t) =
∫ t
−∞
S(t− s)f(s, x(s))ds+
∫ t
−∞
S(t− s)ϕ(s, x(s))dw(s), t ∈ R,
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is called a mild solution for (1.2).
We list the following assumptions:
(H1) The operator A is the generator of an integral resolvent family {S(t)}t≥0 on
L2(P,H), there exists φ ∈ L2(R+), such that ‖S(t)‖ ≤ φ(t) for all t ∈ R+.
(H2) f, ϕ ∈ WPAAS2(R × L2(P,H), L2(P,H)), and there exists a constant L > 0
such that
E‖f(t, x)− f(t, y)‖2 ≤ L · E‖x− y‖2,
E‖ϕ(t, x)− ϕ(t, y)‖2 ≤ L · E‖x− y‖2,
for all t ∈ R and each x, y ∈ L2(P,H).
(H3) The function f = g1+h1 ∈ WPAAS2(R×L2(P,H), L2(P,H), ρ), ϕ = g2+h2 ∈
WPAAS2(R×L2(P,H), L2(P,H), ρ), where g1, g2 ∈ AS2(R×L2(P,H), L2(P,H)) is
uniformly stochastically continuous in any bounded subsetM ⊂ L2(P,H) uniformly
in t ∈ R and hb1, hb2 ∈ SPAA0(R× L2(P,H), L2((0, 1), L2(P,H)), ρ).
Lemma 4.4. Let S(t) be an integral resolvent family satisfying (H1), where
φ : R+ → R+ is a decreasing function such that
∑∞
n=1 φ
2(n) < ∞. If f : R →
L2(P,H), ϕ : R → L2(P,H) are S2-weighted pseudo almost automorphic processes
with the weight function ρ, and F (t),Ψ(t) are given by
F (t) =
∫ t
−∞
S(t− s)f(s)ds, Ψ(t) =
∫ t
−∞
S(t− s)ϕ(s)dw(s), t ∈ R,
then F,Ψ ∈ WPAA(R, L2(P,H), ρ).
Proof. Since f, ϕ ∈ WPAAS2(R, L2(P,H)), there exist g1, g2 ∈ AS2(R, L2(P,H))
and hb1, h
b
2 ∈ SPAA0(R, L2((0, 1), L2(P,H), ρ)) such that f = g1 + h1, ϕ = g2 + h2.
For n = 1, 2, . . ., set
Fn(t) =
∫ n
n−1
S(τ)f(t− τ)dτ, Ψn(t) =
∫ n
n−1
S(τ)ϕ(t− τ)dw(τ).
Denote xn(t) =
∫ n
n−1
S(τ)g1(t− τ)dτ , yn(t) =
∫ n
n−1
S(τ)g2(t− τ)dw(τ), αn(t) =∫ n
n−1
S(τ)h1(t− τ)dτ , βn(t) =
∫ n
n−1
S(τ)h2(t− τ)dw(τ), then Fn(t) = xn(t) + αn(t),
Ψn(t) = yn(t) + βn(t). In order to show that Fn,Ψn are weighted pseudo almost
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automorphic processes, we need to verify xn, yn ∈ SAA(R, L2(P,H)) and αn, βn ∈
SPAA0(R, L
2(P,H), ρ). Since
∥∥∥∫ nn−1 S(τ)g1(s− τ)dτ∥∥∥ ≤ ∫ nn−1 ‖S(τ)‖‖g1(s−τ)‖dτ ≤
φ(n− 1) ∫ n
n−1
‖g1(s− τ)‖dτ , by the Schwartz inequality, we have
E‖xn(s)‖2 = E
∥∥∥∥∫ n
n−1
S(τ)g1(s− τ)dτ
∥∥∥∥2
≤ φ2(n− 1)
∫ n
n−1
E ‖g1(s− τ)‖2 dτ
≤ φ2(n− 1)‖g1‖2S2.
Since
∑∞
n=1 φ
2(n) < ∞, it follows from the Weirstrass theorem that the sequence
of partial sums
∑n
k=1 xk(t) is uniformly convergent on R. Set x(t) :=
∫ t
−∞
S(t −
τ)g1(τ)dτ . Then x(t) =
∑∞
n=1 xn(t). It is obvious that ‖x(t)‖22 ≤
∑∞
n=1 ‖xn(t)‖22 =∑∞
n=1 E‖xn(t)‖2 ≤
∑∞
n=1 φ
2(n− 1)‖g1‖2S2 .
Since g1 ∈ AS2(R, L2(P,H)), for every sequence of real numbers {sn}, there
exist a subsequence {sm} and a function g˜1(·) ∈ L2loc(R, L2(P,H)) such that
lim
m→∞
(∫ t+1
t
E‖g1(s+ sm)− g˜1(s)‖2ds
) 1
2
= 0 (4.1)
and
lim
m→∞
(∫ t+1
t
E‖g˜1(s− sm)− g1(s)‖2ds
) 1
2
= 0 (4.2)
hold for each t ∈ R.
Denote x˜n(t) =
∫ n
n−1
S(τ)g1(t− τ)dτ . By the the Schwartz inequality, we have
E‖xn(t+ sm)− x˜n(t)‖2
= E
∥∥∥∥∫ n
n−1
S(τ)[g1(s+ sm − τ)− g˜1(s− τ)]dτ
∥∥∥∥2
≤ φ2(n− 1)
∫ n
n−1
E‖g1(s+ sm − τ)− g˜1(s− τ)‖2dτ. (4.3)
By (4.1), (4.3), we have
E‖xn(t + sm)− x˜n(t)‖2 → 0 as m→∞.
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Similarly, we can show that
E‖x˜n(t− sm)− xn(t)‖2 → 0 as m→∞.
Then xn(t) ∈ SAA(R, L2(P,H)). Hence x(t) ∈ SAA(R, L2(P,H)).
By the Ito’s isometry property of stochastic integral (See [17], Corollary 3.1.7),
we have
E‖yn(t)‖2 = E
∥∥∥∥∫ n
n−1
S(τ)g2(s− τ)dw(τ)
∥∥∥∥2
≤
∫ n
n−1
‖S(τ)‖2E‖g2(s− τ)‖2dτ
≤ φ2(n− 1)‖g2‖2S2.
Since
∑∞
n=1 φ
2(n) < ∞, the sequence of partial sums ∑nk=1 yk(t) is uniformly con-
vergent on R. Set y(t) :=
∫ t
−∞
S(t − τ)g2(τ)dw(τ). Then y(t) =
∑∞
n=1 yn(t). It is
obvious that ‖y(t)‖22 ≤
∑∞
n=1 ‖yn(t)‖22 =
∑∞
n=1 E‖yn(t)‖2 ≤
∑∞
n=1 φ
2(n− 1)‖g2‖2S2.
Since g2 ∈ AS2(R, L2(P,H)), for every sequence of real numbers {sn}, there
exist a subsequence {sm} and a function g˜2(·) ∈ L2loc(R, L2(P,H)) such that
lim
m→∞
(∫ t+1
t
E‖g2(s+ sm)− g˜2(s)‖2ds
) 1
2
= 0 (4.4)
and
lim
m→∞
(∫ t+1
t
E‖g˜2(s− sm)− g2(s)‖2ds
) 1
2
= 0 (4.5)
hold for each t ∈ R.
Denote y˜n(t) =
∫ n
n−1
S(τ)g2(t − τ)dw(τ). By the Ito’s isometry property of
stochastic integral, we have
E‖yn(t+ sm)− y˜n(t)‖2
= E
∥∥∥∥∫ n
n−1
S(τ)[g2(s+ sm − τ)− g˜2(s− τ)]dw(τ)
∥∥∥∥2
≤ φ2(n− 1)
∫ n
n−1
E‖g2(s+ sm − τ)− g˜2(s− τ)‖2dτ. (4.6)
By (4.4), (4.6), we have
E‖yn(t + sm)− y˜n(t)‖2 → 0 as m→∞.
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Similarly, we can show that
E‖y˜n(t− sm)− yn(t)‖2 → 0 as m→∞.
Then yn(t) ∈ SAA(R, L2(P,H)). Hence y(t) ∈ SAA(R, L2(P,H)).
Next we prove that αn(t), βn(t) ∈ SPAA0(R, L2(P,H), ρ). By the Schwartz
inequality,
E‖αn(t)‖2 = E
∥∥∥∥∫ n
n−1
S(τ)h1(t− τ)dτ
∥∥∥∥2
≤ φ2(n− 1)
∫ n
n−1
E ‖h1(t− τ)‖2 dτ
Then we have
1
µ(T, ρ)
∫ T
−T
(
E‖αn(t)‖2
) 1
2 ρ(t)dt ≤ φ(n− 1)
µ(T, ρ)
∫ T
−T
(∫ n
n−1
E‖h1(t− τ)‖2dτ
) 1
2
ρ(t)dt
≤ φ(n− 1)
µ(T, ρ)
∫ T
−T
(∫ t−n+1
t−n
E‖h1(τ)‖2dτ
) 1
2
ρ(t)dt.
Since hb1 ∈ SPAA0(R, L2((0, 1), L2(P,H), ρ)), it follows that αn(t) ∈ SPAA0(R, L2(P,H), ρ).
Then the uniform limit α(t) =
∑∞
n=1 αn(t) ∈ SPAA0(R, L2(P,H), ρ).
By the Ito’s isometry property of stochastic integral, we have
E‖βn(t)‖2 = E
∥∥∥∥∫ n
n−1
S(τ)h2(t− τ)dw(τ)
∥∥∥∥2
≤
∫ n
n−1
‖S(τ)‖2E‖h2(t− τ)‖2dτ
≤ φ2(n− 1)
∫ n
n−1
E‖h2(t− τ)‖2dτ.
By the similar argument as above, we can show that βn(t) ∈ SPAA0(R, L2(P,H), ρ).
Then the uniform limit β(t) =
∑∞
n=1 βn(t) ∈ SPAA0(R, L2(P,H), ρ). Hence F,Ψ ∈
WPAA(R, L2(P,H), ρ). 
Theorem 4.5. Suppose ρ ∈ U inv and the hypotheses (H1), (H2), (H3) hold. Then
the Equation (1.2) has a unique square-mean weighted pseudo almost automorphic
mild solution provide that L
∫∞
0
φ2(s)ds < 1
4
.
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Proof. For any x(t) ∈ WPAA(R, L2(P,H)), define the operator R by
(Rx)(t) =
∫ t
−∞
S(t− s)f(s, x(s))ds+
∫ t
−∞
S(t− s)ϕ(s, x(s))dw(s), t ∈ R.
Since ρ ∈ U inv, for any x(t) ∈ WPAA(R, L2(P,H), ρ), by Lemma 3.2, we have
x(t) ∈ WPAAS2(R, L2(P,H), ρ). It is easy to show that the range of a stochastically
almost automorphic function is relatively compact, then by Theorem 3.7, f(·, x(·)) ∈
WPAAS2(R, L2(P,H)), ϕ(·, x(·)) ∈ WPAAS2(R, L2(P,H)). By Lemma 4.4, (Rx)(·) ∈
WPAA(R, L2(P,H), ρ). Therefore R is a mapping from WPAA(R, L2(P,H)) into
WPAA(R, L2(P,H)).
For any x, y ∈ WPAA(R, L2(P,H)),
E‖(Rx)(t)− (Ry)(t)‖2 ≤ 2E‖
∫ t
−∞
S(t− s)[f(s, x(s))− f(s, y(s))]ds‖2
+ 2E
∫ t
−∞
S(t− s)[ϕ(s, x(s))− ϕ(s, y(s))]dw(s)‖2
≤ 2
∫ t
−∞
‖S(t− s)‖2E‖f(s, x(s)− f(s, y(s))‖2ds
+ 2E
∫ t
−∞
‖S(t− s)‖2E‖ϕ(s, x(s))− ϕ(s, y(s))‖2ds
≤ 4L
∫ t
−∞
‖S(t− s)‖2E‖x(s)− y(s)‖2ds
≤ 4L
∫ ∞
0
‖S(s)‖2E‖x(t− s)− y(t− s)‖2ds
≤ 4L‖x− y‖2∞
∫ ∞
0
φ2(s)ds.
Then
‖Rx− Ry‖∞ ≤ 2
(
L
∫ ∞
0
φ2(s)ds
) 1
2
‖x− y‖∞.
Then by the Banach fixed point theorem, R has a unique fixed point inWPAA(R, L2(P,H)),
which is the unique square-mean weighted pseudo almost automorphic mild solution
for the equation (1.2). The proof is complete. 
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