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Abstract
Let {n; b2, b1} denote the class of extended directed triple systems of the order n in which the number of blocks of the form
[a, b, a] is b2 and the number of blocks of the form [b, a, a] or [a, a, b] is b1. In this paper, we have shown that the necessary and
sufﬁcient condition for the existence of the class {n; b2, b1} is b1 = 1, 0b2 + b1n and
(1) b2 ≡ b1 (mod 3) for n /≡ 2 (mod 3);
(2) b2 ≡ b1 + 1 (mod 3) for n ≡ 2 (mod 3).
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
A directed triple system of the order n, DTS(n), is a pair (V , T ), where T is a collection of transitive triples from
a n-set V , such that every ordered pair of distinct elements of V is contained in exactly one transitive triple of T (The
transitive triple [a, b, c] contains the ordered pairs ab, bc, ac but not ab, bc, ca). This concept was introduced by
Huang and Mendelsohn [4], who proved that a DTS(n) exists if and only if n /≡ 2 (mod 3). In the same way, Steiner
triple systems and Mendelsohn triple systems have been generalized to extended triple systems [2,5] and extended
Mendelsohn triple systems [1], respectively. The concept of a system, similar to a DTS, is introduced in which a triple
may have repeated elements. An extended directed triple system of the order n, EDTS(n), is a pair (V , B), where B is
a collection of ordered triples from a n-set V (each ordered triple may have repeated elements) such that every ordered
pair of elements of V , not necessarily distinct, is contained in exactly one ordered triple of B. The elements of B are
called blocks. There are ﬁve types of blocks: (1)[a, b, c], (2)[a, b, a], (3)[a, a, b], (4)[b, a, a], (5)[a, a, a] in which
they are the set of ordered pairs {ab, bc, ac}, {ab, ba, aa}, {aa, ab}, {ba, aa} and {aa}, respectively. For convenience,
we call the transitive triple for type (1), 2-arc lollipop (2-lollipop for brevity) for type (2), 1-arc lollipop (1-lollipop for
brevity) for type (3) or (4), and loop for type (5). In the following paragraphs, b3, b2, b1, and b0 are used to denote the
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number of blocks of (V , B) that are of the type (1), (2), (3) or (4), and (5), respectively. A simple counting argument
shows that if (V , B) is EDTS(n), then
b3 = 13 (n(n − 1) − 2b2 − b1), (1)
b0 = n − b2 − b1. (2)
Evidently b3 and b0 are determined by b2 and b1. In graph notation, a DTS(n) is equivalent to the decomposition
of digraph Dn into directed triples, where Dn is the complete symmetric digraph of order n. And an EDTS(n) is
equivalent to the decomposition of digraph D+n into directed triples, 2-lollipops, 1-lollipops and loops, where D+n is
the digraph obtained by attaching a loop to each vertex of Dn. From now onwards, the decomposition of a digraph G is
a decomposition of G into directed triples, 2-lollipops 1-lollipops and loops. This is denoted by {n; b2, b1} the class of
EDTS(n) with parameters b2 and b1 and {n; b2, b1} exists if there is a system W ∈ {n; b2, b1}. A necessary condition
for the existence of {n; b2, b1} is
n(n − 1) − 2b2 − b1 ≡ 0 (mod 3) (3)
and
0b2 + b1n. (4)
The system {n; b2, 1} does not exist because the digraph D+n \[x, x, y] cannot be decomposed into triples and
2-lollipops. Given a system {n; b2, b1}, from Eqs. (3) and (4), the following theorem was obtained.
Theorem 1.1. If {n; b2, b1} exists, then b1 = 1, 0b2 + b1n and
(1) b2 ≡ b1 (mod 3) for n /≡ 2 (mod 3);
(2) b2 ≡ b1 + 1 (mod 3) for n ≡ 2 (mod 3).
Proof. If {n; b2, b1} exists, then n(n − 1) ≡ 2b2 + b1 (mod 3). When n /≡ 2 (mod 3), we have n(n − 1) ≡ 0
(mod 3). This implies b2 ≡ b1 (mod 3).When n ≡ 2 (mod 3), we have 2 ≡ 2b2+b1 (mod 3). This implies b2 ≡ b1+1
(mod 3). 
Let A and B be two collections of ordered sets with a = (a1, a2) ∈ A and b = (b1, b2) ∈ B. We deﬁne a + b =
(a1 + b1, a2 + b2) and A + B = {a + b | a ∈ A, b ∈ B}. Let Sn = {(b2, b1) | b1 = 1, 0b2 + b1n and
b2 ≡ b1 (mod 3) for n /≡ 2 (mod 3); b2 ≡ b1 + 1 (mod 3) for n ≡ 2 (mod 3)}, andTn be the subset ofSn with the
property b2 + b1 <n. Recently, the generalized triple systems have been investigated in the following papers. Raines
and Rodger [6–8] considered this problem for extended triple systems and Castellana and Raines [3] for extended
Mendelsohn triple systems.
The ordered pair (b2, b1) is admissible of EDTS(n) if the system {n; b2, b1} exists. The admissible set of EDTS(n)
is a collection of the ordered pairs (b2, b1) which are admissible of EDTS(n). Using Theorem 1.1, the admissible set
of EDTS(n) is a subset ofSn. The aim of this paper is to show the following main theorem.
Main Theorem. The setSn is admissible of EDTS(n) for every integer n.
Firstly, we give some changeable patterns which can produce some new systems.
P1 =P1(a, b) = {[a, a, b], [b, b, a]},
P2 =P2(a, b) = {[a, b, a], [b, b, b]},
P3 =P3(a, b, c) = {[a, b, c], [a, a, a], [b, b, b], [c, c, c]},
P4 =P4(a, b, c) = {[a, b, c], [c, b, a], [a, a, a], [b, b, b], [c, c, c]},
P5 =P5(a, b, c) = {[a, b, c], [c, c, b], [b, b, a], [c, a, a]},
P6 =P6(a, b, c, u) = {[a, b, c], [a, u, a], [b, u, b], [c, u, c], [u, u, u]}.
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Lemma 1.2. LetW bea system in {n; b2, b1}with apatternP. IfP=P1,P2,P3,P4,P5 orP6, then {n; b2+1, b1−2},
{n; b2 − 1, b1 + 2}, {n; b2, b1 + 3}, {n; b2 + 3, b1}, {n; b2 + 3, b1 − 3} or {n; b2 − 3, b1 + 3} exist, respectively.
Proof. Wecanchange the blocks of eachpattern to {[a,b,a],[b,b,b]}, {[a, a, b], [b, b, a]}, {[a, a, b], [b, b, c], [a, c, c]},
{[a, b, a], [b, c, b], [c, a, c]}, {[a, b, a], [b, c, b], [c, a, c]} or {[a, u, b], [b, c, u], [u, u, a], [a, a, c],[u,c, c], [b, b, b]},
respectively. 
Lemma 1.3. If n /≡ 2 (mod 3) and n3, then the systems {n; b2, b1} exist for (b2, b1) = (0, 0), (0, 3).
Proof. Whenn /≡ 2 (mod 3) andn3, letT1 be aDTS(n) on n-set S andT2=T1∪{[t, t, t] | t ∈ S}. ThenT2 ∈ {n; 0, 0}.
Set [a, b, c] ∈ T2. Using Lemma 1.2, T2 contains the pattern P3(a, b, c), therefore the system {n; 0, 3} exists. 
2. Auxiliary constructions of EDTS
In the following proof, the vertex set of D+3n+i is denoted by V1 ∪ V2 ∪ V3 ∪ V4, where V1 = {x1, x2, . . . , xn},
V2 = {y1, y2, . . . , yn}, V3 = {z1, z2, . . . , zn} and V4 = ∅, {u} or {u, v} according to i = 0, 1 or 2, respectively. In
the following, we will use the structure of latin square and idempotent latin square to give the decomposition of
Dn,n,n (Theorems 2.1 and 2.2) and Dn,n,n,2 (Theorem 2.4) into transitive triples, respectively. Let V (Dn,n,n) = V1 ∪
V2 ∪ V3, where V1, V2 and V3 are the partite set of the digraph Dn,n,n, and L = (lij ) be any latin square of or-
der n. Then T (L) = {[xi, yj , zlij ], [zlij , yj , xi] | i, j = 1, 2, . . . , n} produces a decomposition of Dn,n,n into tran-
sitive triples. Therefore, a latin square of order n is equivalent to a decomposition of Dn,n,n into transitive triples.
A latin square (lij )is called an idempotent if lii = i for each i. It is well-known that the idempotent latin square
of order n exists for all n = 2. Given an idempotent latin square L∗ = (l∗ij ) of order n. Let V (Dn,n,n,2) = V1 ∪
V2 ∪ V3 ∪ V4, where V4 = {u, v}. Taking B1 = {[xi, yj , zl∗ij ], [zl∗ij , yj , xi] | i, j = 1, 2, . . . , n; i = j} and B2 ={[u, xi, yi], [yi, u, zi], [zi, xi, u], [v, xi, zi], [zi, v, yi], [yi , xi, v] | i=1, 2, . . . , n}, thenB1∪B2 forms a decomposition
ofDn,n,n,2 into transitive triples, andwedenote it byT (L∗; u, v). Therefore, there exists a decomposition ofDn,n,n,2 into
transitive triples forn = 2.Themain theorem is provedby embedding eitherEDTS(n)orEDTS(n+1) intoEDTS(3n+i)
for i = 0, 1, 2.
Theorem 2.1. For every positive integer n5, if the admissible set of EDTS(n) is Sn, then the admissible set of
EDTS(3n) isS3n.
Proof. SinceD+3n can be partitioned intoG0 =Dn,n,n,G1=D+n ,G2 =D+n andG3=D+n where V (G0)=V1∪V2 ∪V3,
V (G1) = V1, V (G2) = V2 and V (G3) = V3, the decomposition of D+3n is the union of the decompositions of G0,
G1, G2 and G3. The decomposition of G0 into transitive triples can be obtained by any latin square of order n.
For 1 i3, let ri and si be the number of 2-lollipops and 1-lollipops of the decomposition of Gi , respectively.
Then r1 + r2 + r3 and s1 + s2 + s3 is the number of 2-lollipops and 1-lollipops of the decomposition of D+3n,
respectively. Since the admissible set of EDTS(n) is Sn, then the admissible set of EDTS(3n) contains the set
Sn +Sn +Sn.
Case 1: n ≡ 0 (mod 3). From the identitySn +Sn +Sn =S3n, {3n; b2, b1} exists for every (b1, b2) ∈S3n.
Case2:n ≡ 1 (mod 3). From the identitySn+Sn+Sn=S3n\{(0, 3n), (1, 3n−2), (3, 3n−3), (3n−3, 3), (3n, 0)},
missing data is processed as follows:
Since n ≡ 1 (mod 3), we have (0, n − 1), (1, n − 3), (3, n − 4), (n − 1, 0) ∈ Sn. Let A1 ∈ {n; 0, n − 1} and
A2 ∈ {n; n − 1, 0} on digraph G1 with loop [x1, x1, x1]; B1 ∈ {n; 0, n − 1} and B2 ∈ {n; n − 1, 0} on digraph
G2 with loop [y1, y1, y1]; C1 ∈ {n; 0, n − 1}, C2 ∈ {n; 1, n − 3}, C3 ∈ {n; 3, n − 4} and C4 ∈ {n; n − 1, 0}
on digraph G3 with loop [z1, z1, z1]; W = T (L), where L = (lij ) is a latin square of order n with lx1y1 = z1. Then,
S1=W∪A1∪B1∪C1 ∈ {3n; 0, 3n−3},S2=W∪A1∪B1∪C2 ∈ {3n; 1, 3n−5},S3=W∪A1∪B1∪C3 ∈ {3n; 3, 3n−6}
and S4 = W ∪ A2 ∪ B2 ∪ C4 ∈ {3n; 3n − 3, 0}. Using Lemma 1.2, Si , 1 i3, contain the pattern P3(x1, y1, z1)
and S4 contains the patterns P3(x1, y1, z1) and P4(x1, y1, z1), therefore the systems {3n; 0, 3n}, {3n; 1, 3n − 2},
{3n; 3, 3n − 3}, {3n; 3n − 3, 3} and {3n; 3n, 0} exist.
Case 3: n ≡ 2 (mod 3). From the identitySn +Sn +Sn =S3n\{(0, 0), (0, 3), (3n− 3, 3), (3n, 0)}, missing data
is processed as follows:
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UsingLemma1.3,we have (0, 0), (0, 3) ∈ S3n. Sincen ≡ 2 (mod 3), we have (n−1, 0) ∈Sn. LetA3 ∈ {n; n−1, 0}
on digraph G1 with loop [x1, x1, x1]; B3 ∈ {n; n − 1, 0} on digraph G2 with loop [y1, y1, y1]; C5 ∈ {n; n − 1, 0} on
digraph G3 with loop [z1, z1, z1]; W has the same construction as in case 2. Then S5 =W ∪A3 ∪B3 ∪C5 ∈ {3n; 3n−
3, 0}. For S5 containing the patterns P3(x1, y1, z1) and P4(x1, y1, z1), the systems {3n; 3n − 3, 3} and {3n; 3n, 0}
exist. 
Theorem 2.2. For every positive integer n4, if the admissible set of EDTS(n + 1) isSn+1, then the admissible set
of EDTS(3n + 1) isS3n+1.
Proof. Since D+3n+1 can be partitioned into G0 =Dn,n,n, G1 =D+n+1, G2 =D+n+1\[u, u, u] and G3 =D+n+1\[u, u, u]
where V (G0) = V1 ∪ V2 ∪ V3, V (G1) = V1 ∪ V4, V (G2) = V2 ∪ V4 and V (G3) = V3 ∪ V4, the decomposition of
D+3n+1 is the union of the decompositions of G0, G1, G2 and G3. The decomposition of G0 into transitive triples can
be obtained by any latin square of order n.
Case 1: n ≡ 0 (mod 3). From the identity Sn+1 +Tn+1 +Tn+1 = S3n+1, {3n + 1; b2, b1} exists for every
(b1, b2) ∈S3n+1.
Case 2: n ≡ 1 (mod 3). From the identitySn+1 +Tn+1 +Tn+1 =S3n+1\{(0, 0), (0, 3), (0, 3n)}, missing data
is processed as follows:
Using Lemma 1.3, we have (0, 0), (0, 3) ∈ S3n. Since n ≡ 1 (mod 3), we have (0, n − 2) ∈ Sn+1 and (0, n − 2)
∈ Tn+1. Let A1 ∈ {n + 1; 0, n − 2} on digraph G1 with loops {[x1, x1, x1], [x2, x2, x2], [u, u, u]}; B1 ∈ {n +
1; 0, n − 2} on digraph G2 with loops {[y1, y1, y1], [y2, y2, y2]}; C1 ∈ {n + 1; 0, n − 2} on digraph G3 with loops
{[z1, z1, z1], [z2, z2, z2]}; W = T (L), where L = (lij ) is a latin square of order n with lx1y1 = z1 and lx2y2 = z2. Then
S1 =W ∪A1 ∪B1 ∪C1 ∈ {3n+1; 0, 3n−6}. For the system S1 containing the patternP3(x1, y1, z1)∪P3(x1, y1, z1),
{3n + 1; 0, 3n} exists.
Case 3: n ≡ 2 (mod 3). From the identitySn+1 +Tn+1 +Tn+1 =S3n+1\{(0, 3n), (3n−4, 5), (3n−3, 3), (3n−
1, 2), (3n, 0)}, missing data is processed as follows:
Let T1 be a DTS(3n) on 3n-set S and u /∈ S. Set T2 =T1 ∪ {[t, u, t] | t ∈ S} ∪ {[u, u, u]}. Then, T2 ∈ {3n+ 1; 3n, 0}.
Set [a, b, c] ∈ T1. For T2 containing the patterns P2(a, u) and P6(a, b, c, u), the systems {3n + 1; 3n − 1, 2} and
{3n + 1; 3n − 3, 3} exist.
Since n ≡ 2 (mod 3), we have (n − 3, 2), (0, n − 2) ∈ Sn+1 and (n − 2, 0), (0, n − 2) ∈ Tn+1. Let A2 ∈
{n + 1; n − 3, 2} and A3 ∈ {n + 1; 0, n − 2} on digraph G1 with loops {[x1, x1, x1], [x2, x2, x2], [u, u, u]}; B2 ∈
{n+1; n−2, 0} and B3 ∈ {n+1; 0, n−2} on digraph G2 with loops {[y1, y1, y1], [y2, y2, y2]}; C2 ∈ {n+1; n−2, 0}
and C3 ∈ {n+ 1; 0, n− 2} on digraph G3 with loops {[z1, z1, z1], [z2, z2, z2]}; W has the same construction as in case
2. Then, S2 = W ∪ A2 ∪ B2 ∪ C2 ∈ {3n + 1; 3n − 7, 2} and S3 = W ∪ A3 ∪ B3 ∪ C3 ∈ {3n + 1; 0, 3n − 6}. For S2
containing the pattern P3(x1, y1, z1) ∪P4(x2, y2, z2) and S3 containing the pattern P3(x1, y1, z1) ∪P3(x2, y2, z2),
the systems {3n + 1; 3n − 4, 5} and {3n + 1; 0, 3n} exist. 
Lemma 2.3. For every positive integer n ≡ 2 (mod 3) and n4, {n; b2, b1} exists for (b2, b1) = (0, 2), (0, 5),
(1, 0), (1, 3).
Proof. Case 1: When n = 6t + 5, where t0, let V = {a, b, x0, x1, . . . , x2t , y0, y1, . . . , y2t , z0, z1, . . . , z2t } and W
be the following collection of blocks:
[a, xi, zi], [xi, a, yi], [zi, yi, a],
[b, yi, zi], [yi, b, xi], [zi, xi, b],
[xi, yi−r , yi+r ], [yi+r , yi−r , xi],
[yi, zi−r , zi+r ], [zi+r , zi−r , yi],
[zi, xi−r , xi+r ], [xi+r , xi−r , zi],
where i = 0, 1, . . . , 2t , r = 1, 2, . . . , t and addition taken modulo 2t + 1.
Put L = {[v, v, v] | v ∈ V \{a, b}} ∪ S, where S = {[a, a, b], [b, b, a]}. Then B1 = W ∪ L ∈ {n; 0, 2}. Now, B2 is
obtained from B1 by removing the blocks from S and replacing them with {[a, b, a], [b, b, b]}. We have B2 ∈ {n; 1, 0}.
Take [x1, y0, y2] from W . For B1 and B2 containing the pattern P3(x1, y0, y2), the systems {n; 0, 5} and {n; 1, 3}
exist.
W.-C. Huang / Discrete Mathematics 306 (2006) 1351–1357 1355
Case 2: When n = 6k + 8, where t0, let V ∗ = {a, b, c, d, e, x0, x1, . . . , x2t , y0, y1, . . . , y2t , z0, z1, . . . , z2t } and
W ∗ be the following collection of blocks:
[a, e, b], [b, d, a], [c, a, d], [c, b, e], [d, b, c], [e, a, c],
[d, xi, yi], [xi, d, zi], [yi, zi, d],
[e, zi, yi], [zi, e, xi], [yi, xi, e],
[xi+1, a, zi], [yi+1, a, xi], [zi+1, a, yi],
[xi−1, b, zi], [yi−1, b, xi], [zi−1, b, yi],
[xi+1, c, xi−1], [yi+1, c, yi−1], [zi+1, c, zi−1],
[xi, yi−1, yi+1], [yi, zi−1, zi+1], [zi, xi−1, xi+1],
[xi, yi−r , yi+r ], [yi+r , yi−r , xi],
[yi, zi−r , zi+r ], [zi+r , zi−r , yi],
[zi, xi−r , xi+r ], [xi+r , xi−r , zi],
where i = 0, 1, . . . , 2t , r = 2, 3, . . . , t , and addition taken modulo 2t + 1.
PutL∗={[v, v, v] | v ∈ V ∗\{d, e}}∪S∗, where S∗={[d, d, e], [e, e, d]}. ThenB3=W ∗∪L∗ ∈ {n; 0, 2}. Now,B4 is
obtained fromB3 by removing the blocks from S∗ and replacing themwith {[d, e, d], [e, e, e]}.We haveB4 ∈ {n; 1, 0}.
Take [x1, y0, y2] from W ∗. For B3 and B4 containing the pattern P3(x1, y0, y2), the systems {n; 0, 5} and {n; 1, 3}
exist. 
Theorem 2.4. For every positive integer n4, if the admissible set of EDTS(n) is Sn, then the admissible set of
EDTS(3n + 2) isS3n+2.
Proof. Since D+3n+2 can be partitioned into G0 = Dn,n,n,2, G1 = D+n , G2 = D+n , G3 = D+n and G4 = D+2 where
V (G0) = V1 ∪ V2 ∪ V3 ∪ V4, V (G1) = V1, V (G2) = V2, V (G3) = V3 and V (G4) = V4, the decomposition of D+3n+2
is the union of the decompositions of G0, G1, G2, G3 and G4. The decomposition of G0 into transitive triples can be
obtained by any idempotent latin square of order n.
Case 1: n ≡ 0 (mod 3). From the identity Sn + Sn + Sn + S2 = S3n+2, {3n + 2; b2, b1} exists for every
(b1, b2) ∈S3n+2.
Case 2: n /≡ 0 (mod 3). By Sn + Sn + Sn + S2 = S3n+2\{(0, 3n + 2), (1, 3n), (3, 3n − 1), (3n − 3, 5),
(3n− 2, 3), (3n, 2), (3n+ 1, 0)} for n ≡ 1 (mod 3) andSn +Sn +Sn +S2 =S3n+2\{(0, 2), (0, 5), (1, 0), (1, 3),
(3n − 3, 5), (3n − 2, 3), (3n, 2), (3n + 1, 0)} for n ≡ 2 (mod 3), missing data is processed as follows:
Let T1 be a DTS(3n + 1) on 3n + 1-set S and u /∈ S. Set T2 = T1 ∪ {[t, u, t] | t ∈ S} ∪ {[u, u, u]}. Then T2 ∈
{3n + 2; 3n + 1, 0}. Set [a, b, c] ∈ T1. For T2 containing the patterns P2(a, u) and P6(a, b, c, u), the systems
{3n + 2; 3n, 2} and {3n + 2; 3n − 2, 3} exist.
When n ≡ 1 (mod 3), we have (n − 1, 0), (0, n − 1) ∈ Sn. Set W = T (L; u, v), where L = (lij ) is an idempotent
latin square of order n with l1,2 = k and k /∈ {1, 2}. Let A1 ∈ {n; n − 1, 0} and A2 ∈ {n; 0, n − 1} on digraph G1 with
loop [x1, x1, x1]; B1 ∈ {n; n − 1, 0} and B2 ∈ {n; 0, n − 1} on digraph G2 with loop [y2, y2, y2]; C1 ∈ {n; n − 1, 0}
and C2 ∈ {n; 0, n − 1} on digraph G3 with loop [zk, zk, zk]; D1 ∈ {2; 0, 2} and D2 ∈ {2; 1, 0} on the digraph G4.
Then S1 = W ∪ A1 ∪ B1 ∪ C1 ∪ D1 ∈ {3n + 2; 3n − 3, 2}, S2 = W ∪ A2 ∪ B2 ∪ C2 ∪ D1 ∈ {3n + 2; 0, 3n − 1}
and S3 = W ∪ A2 ∪ B2 ∪ C2 ∪ D2 ∈ {3n + 2; 1, 3n − 3}. For Si containing the pattern P3(x1, y2, zk), the systems
{3n + 2; 3n − 3, 5}, {3n + 2; 0, 3n + 2} and {3n + 2; 1, 3n} exist. And S2 containing the pattern P4(x1, y2, zk),
{3n + 2; 3, 3n − 1} exists.
When n ≡ 2 (mod 3), (0, 2), (0, 5), (1, 0), (1, 3) ∈ S3n+2 follows by Lemma 2.3. Since (n − 1, 0) ∈ Sn, the
system {3n + 2; 3n − 3, 5} can be obtained by the same process as above. 
For use with embedding theorems, some small order systems {n; b2, b1} are completely listed below for n12. In
the following cases, the underlined blocks are the blocks of patterns.
It is obvious that systems {1; 0, 0}, {2; 0, 2} and {2; 1, 0} exist.
n = 3: {3; 0, 0} and {3; 0, 3} exist using Lemma 1.3. Let C13 = {[1, 2, 1], [2, 3, 2], [3, 1, 3]}, then C13 ∈ {3; 3, 0}.
n=4: {4; 0, 0} and {4; 0, 3} exist usingLemma1.3. LetC14={[2, 3, 2], [4, 3, 4], [1, 2, 4], [4, 2, 1], [1, 1, 3], [3, 3, 1]},
then C14 ∈ {4; 2, 2}. For C14 containing the pattern P1(1, 3), {4; 3, 0} exists.
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n = 5: Let C15 = {[1, 1, 3], [2, 2, 4], [3, 3, 5], [4, 4, 1], [5, 5, 2], [1, 2, 5], [2, 3, 1], [3, 4, 2], [4, 5, 3], [5, 1, 4]},
C25 = {[1, 1, 1], [2, 2, 2], [3, 3, 3], [2, 3, 1], [5, 3, 5], [4, 4, 4], [1, 5, 2], [2, 4, 5], [3, 4, 2], [4, 1, 3], [5, 1, 4]} and
C35 = {[4, 4, 5], [5, 5, 4], [1, 5, 1], [2, 5, 2], [3, 5, 3], [1, 2, 4], [2, 3, 1], [3, 4, 2], [4, 1, 3]}. Then C15 ∈ {5; 0, 5}, C25 ∈
{5; 1, 0} and C53 ∈ {5; 3, 2}. For C25 and C35 containing the patterns P2(5, 3) ∪P3(2, 3, 1) and P1(4, 5), the systems{5; 0, 2}, {5; 1, 3}, and {5; 4, 0} exist.
n=6:Using a similar argument as that used in case 3 ofTheorem2.1 andLemma1.2,we obtain the systems {6; b2, b1}
for (b2, b1)=(0, 6), (1, 4), (2, 2), (3, 0) (0, 0), (0, 3). LetC16 ={[5, 3, 1], [1, 5, 5], [3, 3, 5], [1, 1, 3], [4, 1, 4], [2, 5, 2],
[1, 2, 6], [6, 3, 6], [2, 3, 4], [4, 3, 2], [4, 5, 6], [6, 2, 1], [6, 5, 4]}, then C16 ∈ {6; 3, 3}. For C16 containing the pattern
P5(5, 3, 1), {6; 6, 0} exists.
n=7:Using a similar argument as that used in case 3 ofTheorem2.2 andLemma1.3,we obtain the systems {7; b2, b1}
for (b2, b1)=(0, 6), (1, 4), (2, 2), (3, 0), (0, 0), (0, 3). LetC17={[7, 1, 2], [5, 2, 7], [1, 4, 7], [7, 5, 4], [1, 6, 3], [6, 4, 1],[6, 2, 5], [5, 3, 6], [2, 3, 1], [2, 4, 6], [3, 4, 5], [4, 4, 3], [3, 3, 2], [4, 2, 2], [1, 1, 5], [5, 5, 1], [6, 7, 6], [7, 3, 7]},C27 ={[1, 5, 2], [1, 6, 3], [5, 1, 4], [6, 4, 1], [6, 2, 5], [5, 3, 6], [2, 3, 1], [2, 4, 6], [4, 3, 2], [3, 4, 5], [1,7,1],[2,7, 2],[3, 7, 3],
[4, 7, 4], [5, 7, 5], [6, 6, 7], [7, 7, 6]} and C37 be obtained from C17 by removing the blocks {[3, 4, 5], [4, 4, 3], [3, 3, 2],[4, 2, 2], [1, 1, 5], [5, 5, 1]} and replacing them with {[4, 3, 2], [3, 3, 4], [4, 4, 5], [3, 5, 5], [1, 5, 1], [2, 2, 2]}. Then
C17 ∈ {7; 2, 5}, C27 ∈ {7; 5, 2}, and C37 ∈ {7; 3, 3}. For C27 containing the pattern P1(6, 7), {7; 6, 0} exists.
n=8: Using a similar argument as that used in case 3 of Theorem 2.4, we obtain the systems {8; b2, b1} for (b2, b1)=
(0, 8), (1, 6), (2, 4), (3, 4), (4, 0). Let C18 ={[1, 3, 7], [1, 4, 8], [3, 5, 1], [4, 1, 6], [7, 1, 5], [8, 6, 1], [2, 3, 8], [3, 2, 4],[4, 2, 5], [5, 2, 6], [6, 2, 7], [7, 8, 2], [6, 4, 3], [8, 5, 3], [7, 3, 6], [5, 7, 4], [8, 4, 7], [3, 3, 3], [4, 4,4],[7,7,7],[1, 2, 1],
[2, 2, 2], [6, 5, 8], [5, 5, 5], [6, 6, 6], [8, 8, 8]}, C28 ={[7, 1, 4], [4, 1, 7], [7, 2, 6], [6, 2, 7], [5, 3, 7], [7, 3, 5], [8, 1, 6],[6, 1, 8], [8, 2, 5], [5, 2, 8], [8, 3, 4], [4, 3, 8], [3, 2, 1], [4, 5, 6], [6, 5, 4], [1, 1, 2], [2, 2, 3], [1, 3, 3], [4,2,4],[5, 1, 5],
[7, 8, 7], [8, 8, 8], [6, 3, 6]} andC38={[1, 2, 4], [4, 2, 1], [2, 3, 5], [5, 3, 2], [3, 4, 6], [6, 4, 3], [4, 5, 7],[7, 5,4],[5,6,1],[1, 6, 5], [6, 7, 2], [2, 7, 6], [7, 1, 3], [3, 1, 7], [1, 8, 1], [2, 8, 2], [3, 8, 3], [4, 8, 4], [5, 8, 5], [6, 8, 6], [7,7,8],[8,8,7]}.
ThenC18 ∈ {8; 1, 0},C28 ∈ {8; 4, 3} andC38 ∈ {8; 6, 2}. ForC18 ,C28 andC38 containing the patternsP2(1,2)∪P3(6,5,8),
P2(7, 8), and P1(7, 8), respectively, the systems {8; 0, 2},{8; 0, 5}, {8; 1, 3}, {8; 3, 5} and {8; 7, 0} exist.
n=9: Using a similar argument as that used in case 1 of Theorem 2.1, the remaining systems {9; b2, b1} are of the case
(b2, b1) = (1, 4), (1, 7), (2, 2), (2, 5), (4, 4), (5, 2). Let C19 = {[1, 3, 7], [1, 4, 8], [3, 5, 1], [4, 1, 6], [8, 6, 1], [2, 3, 8],[4, 2, 5], [5, 2, 6], [6, 2, 7], [7, 8, 2], [6, 4, 3], [8, 5, 3], [7, 3, 6], [8, 4, 7], [6, 5, 8], [9, 7, 1], [7, 5, 9], [1, 9, 5],[9,3,2],
[3, 4, 9], [2, 9, 4], [1, 1, 2], [2, 2, 1], [9, 9, 8], [8, 8, 9], [6, 9, 6], [3, 3, 3], [5, 7, 4], [4, 4, 4], [5, 5, 5],[7,7,7]}, C29 ={[1, 3, 7], [1, 4, 8], [3, 5, 1], [4, 1, 6], [7, 1, 5], [8, 6, 1], [2, 3, 8], [3, 2, 4], [5, 2, 6], [6, 2, 7], [7, 8, 2], [6,4,3],[8,5,3],
[7, 3, 6], [8, 4, 7], [6, 5, 8], [9, 1, 2], [2, 1, 9], [9, 4, 5], [5, 4, 9], [4, 4, 2], [2, 2, 5], [5, 5, 7], [7, 7, 4], [3,9,3],[6, 9, 6],
[9, 7, 9], [8, 9, 8], [1, 1, 1]} andC39 ={[1, 3, 7], [1, 4, 8], [3, 5, 1], [4, 1, 6], [7, 1, 5], [8, 6, 1], [2, 3, 8],[3,2,4],[4,2,5],[5, 2, 6], [6, 2, 7], [7, 8, 2], [6, 4, 3], [8, 5, 3], [7, 3, 6], [5, 7, 4], [8, 4, 7], [6, 5, 8], [9, 1, 2], [2, 1, 9], [3, 9, 3],[4,9,4],
[5, 9, 5], [6, 9, 6], [7, 9, 7], [8, 8, 9], [9, 9, 8], [1, 1, 1], [2, 2, 2]}. Then C19 ∈ {9; 1, 4}, C29 ∈ {9; 4, 4} and C39∈{9;5,2}.
For C19 containing the patterns P3(5, 7, 4) ∪P1(1, 2), the systems {9; 1, 7}, {9; 2, 2} and {9; 2, 5}exist.
n=10: Using a similar argument as that used in case 1 of Theorem 2.2, the remaining systems {10; b2, b1} are of the
case (b2, b1)=(1, 4), (1, 7), (4, 4). LetC110={[1, 3, 7], [1, 4, 8], [3, 5, 1], [4, 1, 6], [8, 6, 1], [4, 2, 5], [5, 2, 6], [6, 2, 7],[7, 8, 2], [8, 5, 3], [7, 3, 6], [5, 7, 4], [8, 4, 7], [6, 5, 8], [9, 7, 1], [7, 9, 5], [1, 5, 9], [9, 3, 2],[3,9, 4],[2,4,9],[10, 6, 4],
[6, 10, 3], [4, 3, 10], [10, 1, 2], [2, 1, 10], [10, 8, 9], [9, 8, 10], [5, 10, 5], [2, 3, 8], [2, 2, 2], [3, 3,3],[8,8,8],[7, 7,10],
[10, 10, 7], [9, 9, 6], [6, 6, 9], [1, 1, 1], [4, 4, 4], } andC210={[1, 7, 10], [1, 8, 9], [2, 6, 8], [2, 9, 10], [3, 7,9],[3,6,10],[4, 8, 10], [4, 6, 7], [5, 6, 9], [5, 7, 8], [6, 1, 6], [7, 2, 7], [8, 3, 8], [4, 4, 9], [9, 9, 4], [10, 5, 10], [1, 5, 2], [5, 1, 4], [2,
4, 5], [2, 3, 1], [3, 4, 2], [4, 1, 3], [5, 5, 3], [3, 3, 5], [1, 1, 1], [2, 2, 2], [10, 7, 1], [9, 8, 1], [8, 6, 2], [10, 9, 2], [9,7,3],
[10, 6, 3], [10, 8, 4], [7, 6, 4], [9, 6, 5], [8, 7, 5]}, then C110 ∈ {10; 1, 4} and C210 ∈ {10; 4, 4}. For C110 containing the
pattern P3(2, 3, 8), {10; 1, 7} exists.
n = 11: Using a similar argument as that used in case 1 of Theorem 2.3, the remaining systems {11; b2, b1} are of
the case (b2, b1)=(2, 4), (2, 7), (5, 4). LetC111={[1, 4, 8], [1, 5, 9], [1, 6, 10], [1, 7, 11], [2, 4, 9], [2, 5, 10], [2, 6, 11],[2, 7, 8], [3, 4, 10], [3, 5, 11], [3, 6, 8], [3, 7, 9], [8, 4, 1], [9, 5, 1], [10, 6, 1], [11, 7, 1], [9, 4, 2], [10, 5, 2], [11, 6, 2],
[8, 7, 2], [10, 4, 3], [11, 5, 3], [8, 6, 3], [9, 7, 3], [8, 9, 10], [11, 10, 9], [10, 11, 8], [9, 8, 11], [4, 5, 6],[7,6,5],[6,7, 4],
[5, 4, 7], [8, 5, 8], [9, 6, 9], [1, 2, 3], [3, 2, 1], [1, 1, 1], [2, 2, 2], [3, 3, 3], [10, 10, 7], [7, 7, 10], [4, 4, 11], [11, 11, 4],
[5, 5, 5], [6, 6, 6]}, then C111 ∈ {11; 2, 4}. For C111 containing the patterns P3(1, 2, 3) and P4(1, 2, 3), the systems{11; 2, 7} and {11; 5, 4} exist.
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n = 12: Using a similar argument as that used in case 2 of Theorem 2.1, the remaining systems {12; b2, b1} are of the
case (b2, b1)=(0, 12), (1, 4), (1, 7), (1, 10), (3, 9), (9, 3), (12, 0). LetC112={[1, 5, 9], [1, 6, 10], [1, 7, 11], [1, 8, 12],[2, 5, 10], [2, 6, 11], [2, 7, 12], [2, 8, 9], [3, 5, 11], [3, 6, 12], [3, 8, 10], [4, 5, 12], [4, 6, 9], [4, 7, 10],[4,8,11],[9,5,1],
[10, 6, 1], [11, 7, 1], [12, 8, 1], [10, 5, 2], [11, 6, 2], [12, 7, 2], [9, 8, 2], [11, 5, 3], [12, 6,3],[9,7,3],[10, 8,3],[12,5,4],
[9, 6, 4], [10, 7, 4], [11, 8, 4], [2, 3, 1], [3, 4, 2], [4, 1, 3], [6, 7, 5], [7, 8, 6], [8, 5, 7], [9, 10, 12], [10, 11,9],[12,9, 11],
[1, 1, 2], [2, 2, 4], [3, 3, 7], [1, 4, 4], [5, 5, 6], [6, 6, 8], [7, 7, 9], [5, 8, 8], [3, 9, 9],[11,10,10],[11,11,12],[12,12,10]},
C212={[2, 1, 6], [5, 6, 11], [6, 5, 12], [1, 12, 11], [2, 11, 12], [1, 3, 9], [1, 4, 10], [2, 3, 10], [2, 4, 9], [5, 1, 8], [5, 2, 7],[6, 1, 7], [6, 2, 8], [3, 7, 1], [3, 8, 2], [4, 7, 2], [4, 8, 1], [3, 11, 5], [3, 12, 6], [4, 12, 5], [5, 9, 3], [5, 10, 4], [6, 9, 4], [6,
10, 3], [11, 9, 1], [11, 10, 2], [12, 9, 2], [12, 10, 1], [11, 7, 3], [11, 8, 4], [12, 7, 4], [12, 8, 3], [7, 9, 11], [7, 10, 12], [8,
9, 12], [8, 10, 11], [9, 7, 5], [9, 8, 6], [10, 7, 6], [10, 8, 5], [3, 4, 3], [7, 7, 8], [8, 8, 7], [9, 9, 10], [10,10,9], [1, 2, 5],
[1, 1, 1], [2, 2, 2], [5, 5, 5], [4, 11, 6], [4, 4, 4], [6, 6, 6], [11, 11, 11], [12, 12, 12]} andC312={[1, 6, 10], [1, 7,11],[1, 8,
12], [2, 5, 10], [2, 6, 11], [2, 7, 12], [2, 8, 9], [3, 5, 11], [3, 6, 12], [3, 7, 9], [3, 8, 10], [4, 5, 12], [4, 6, 9], [4, 7, 10],[4,
8, 11], [9, 5, 1], [10, 6, 1], [11, 7, 1], [12, 8, 1], [10, 5, 2], [11, 6, 2], [12, 7, 2], [9, 8, 2], [11, 5, 3], [12, 6, 3], [9, 7, 3],
[10, 8, 3], [12, 5, 4], [9, 6, 4], [10, 7, 4], [11, 8, 4], [5, 6, 8], [6, 7, 5], [8, 5, 7], [9, 10, 12], [10, 11, 9], [12, 9,11], [1,2,
4], [4, 2, 1], [1, 1, 5], [2, 3, 2], [3, 1, 3], [4, 3, 4], [5, 5, 9], [7, 6, 6], [7, 7, 8], [8, 8, 6], [1, 9, 9],[11,10,10],[11,11,12],
[12, 12, 10]}.Now,C412 is obtained fromC212 by removing theblocks {[5, 6, 8], [6, 7, 5], [7, 6, 6], [7, 7, 8], [8,5,7],[8, 8,
6], [9, 10, 12], [10, 11, 9], [11, 10, 10], [11, 11, 12], [12, 9, 11], [12, 12, 10]} and replacing themwith {[6, 5,6], [6, 7,
8], [7, 5, 7], [8, 5, 8], [8, 7, 6], [10, 9, 10], [10, 11, 12], [11, 9, 11], [12, 9, 12], [12, 11, 10]}. C512 is obtained from C212
by removing theblocks {[1, 1, 5], [1, 9, 9], [5, 5, 9], [5, 6, 8], [6, 7,5], [7, 6,6], [7, 7, 8], [8, 5, 7], [8, 8, 6], [9, 5, 1], [9,
10, 12], [10, 11, 9], [11, 10, 10], [11, 11, 12], [12, 9, 11], [12, 12, 10]} and replacing themwith {[1, 5, 1], [5, 9, 5], [6,
5, 6], [6, 7, 8], [7, 5, 7], [8, 5, 8], [8, 7, 6], [9, 1, 9], [10, 9, 10], [10, 11, 12], [11, 9, 11], [12, 9, 12],[12, 11,10]}.Then
C112 ∈ {12; 0, 12}, C212 ∈ {12; 1, 4}, C312 ∈ {12; 3, 9}, C412 ∈ {12; 9, 3} and C512 ∈ {12; 12, 0}. For C212 containing the
patterns P3(1, 2, 5) ∪ P3(4, 11, 6), the systems {12; 1, 7} and {12; 1, 10} exist.
Using Theorems 2.1, 2.2, and 2.4 with small case systems, the following main results were obtained.
Main Theorem. The setSn is admissible of EDTS(n) for every integer n.
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