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ON A CERTAIN CLASS OF NORMS IN SEMIMODULAR
SPACES AND THEIR MONOTONICITY PROPERTIES
MACIEJ CIESIELSKI1∗ AND GRZEGORZ LEWICKI
Abstract. Let X be a linear space over K, K = R or K = C and let for
n ≥ 2 ρi be s-convex semimodular defined on X for any i ∈ {1, . . . , n − 1}.
Put ρ = max1≤i≤n−1{ρi} and Xρ = {x ∈ X : ρ(dx) < ∞ for some d > 0}.
In this paper we define a new class of s-norms (norms if s = 1) on Xρ. In
particular, our defintion generalizes in a natural way the Orlicz-Amemiya and
Luxemburg norms defined for s-convex semimodulars. Then, we investigate
order continuous, the Fatou Property and various monotonicity properties of
semimodular spaces equipped with these s-norms.
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1. Introduction
In 1983, J. Musielak [15] published a significant book devoted to semimodu-
lar spaces and Orlicz spaces. The book contains basic facts about semimodular
and Orlicz spaces equipped with the Amemiya-Orlicz norm and Luxemburg norm.
Recently, many authors have investigated intensively geometric properties of the
Orlicz spaces Lφ, Musielak-Orlicz spaces Lφ and Lorentz spaces Λφ,w for a Orlicz
function φ and a weight function w (see e.g. [7, 8, 9, 12]). It is worth mentioning
that many papers were dedicated especially to rotundity and monotonicity proper-
ties which have a deep application to the approximation theory (see e.g. [2, 5, 10]).
Also, in the last years the above-mentioned properties were researched with respect
to so-called p-Amemiya norm (see e.g. [3, 4, 5, 6]). The aim of this paper is to
introduce a large class of s-norms (norms if s = 1) which are a natural generaliza-
tion of the above-recalled norms (see Theorem 3.2). In the spirit of the previous
investigation we study monotonicity properties, order continuity and auxiliary facts
in semimodular spaces. It is worth noticing that we consider not only convex case
but we focus on s-convex case for s ∈ (0, 1] (for more details see [15]).
The papers is organized as follows.
Section 2 contains the basic definition and necessary notation which we use in our
investigation.
The crucial result of Section 3 is Theorem 3.2, in which we establish a new class of
s-norms in semimodular spaces. We also research basic properties of these above-
mentioned s-norms.
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Section 4 is dedicated to a characterization of order continuity and the Fatou prop-
erty in s-Banach function spaces equipped with the s-norms introduced in Theorem
3.2. Let us mention that the most essential problem that requires a completely new
technique is a characterization of the Fatou Property of s-Banach function spaces
(see Theorem 4.4).
Varies monotonicity properties of s-norm introduced in Theorem 3.2 are studied in
Section 5. It is worth recalling that the crucial issue of this section is Proposition
5.2 which allows us to prove uniform monotonicity (see Theorem 5.3) and strict
monotonicity (see Theorem 5.7) in s-Banach function spaces. At the end of this
section we present a complete criteria for monotonicity properties for a certain class
of semimodular spaces with respect to above-recalled s-norms.
In particular, the results presented in this paper generalized earlier results proved
in the case of the Luxemburg and Amemiya-Orlicz norms to a large class of semi-
modular spaces equipped with s-norms. It is necessary to notice that monotonicity
properties in the case of s-convex semimodulars for s ∈ (0, 1) are very rarely studied
in the literature.
2. Preliminaries
Let C, R, R+ and N be the sets of complex, reals, nonnegative reals and positive
integers, respectively. Let us denote by (ei)
n
i=1 a standard basis in R
n. Let X be a
linear space over K, where K = R or K = C. A function f : X → [0,+∞] is called
convex if
f(ax+ by) ≤ af(x) + bf(y)
for any x, y ∈ X and a, b ≥ 0, a+ b = 1. Let s ∈ (0, 1]. A function ρ : X → [0,+∞]
is called an s-convex semimodular if there holds for arbitrary x, y ∈ X :
(a) ρ(dx) = 0 for any d ≥ 0 implies x = 0 and ρ(0) = 0;
(b) ρ(dx) = ρ(x), for any d ∈ K, |d| = 1;
(c) ρ(ax+ by) ≤ asρ(x) + bsρ(y) for any a, b ≥ 0, as + bs = 1.
Put
Xρ = {x ∈ X : ρ(dx) <∞ for some d > 0}
and
Eρ = {x ∈ X : ρ(dx) <∞ for all d > 0}.
Then Xρ is called a semimodular space. If s = 1 ρ is called a convex semimodular.
A semimodular ρ on Xρ is said to be left-continuous (resp. right-continuous) if for
any x ∈ Xρ and λ0 ∈ (0,∞) we have
lim
λ→λ−
0
ρ(λx) = ρ(λ0x), and
(
resp. lim
λ→λ+
0
ρ(λx) = ρ(λ0x)
)
.
We say that a semimodular ρ on Xρ is continuous if it is left- and right-continuous.
A functional ‖·‖ : X → [0,∞) is called s-norm for s ∈ (0, 1] if the following
conditions are satisfied:
(a′) ‖x‖ = 0 if and only if x = 0;
(b′) ‖λx‖ = |λ|s ‖x‖ for any x ∈ X and λ ∈ K;
(c′) ‖x+ y‖ ≤ ‖x‖ + ‖y‖ for all x, y ∈ X .
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We denote by µ the Lebesgue measure on I = [0, α), where α = 1 or α =∞, and by
L0 the set of all (equivalence classes of) extended real valued Lebesgue measurable
functions on I. Define by SX (resp. BX) the unit sphere (resp. the closed unit ball)
in a Banach space (X, ‖·‖X). A Banach lattice (E, ‖ · ‖E) equipped with s-norm
‖·‖E , where s ∈ (0, 1], is called an s-Banach function space (or an s-Ko¨the space)
if it is a sublattice of L0 and the following conditions are satisfied
(1) If x ∈ L0, y ∈ E and |x| ≤ |y| a.e., then x ∈ E and ‖x‖E ≤ ‖y‖E.
(2) There exists a strictly positive x ∈ E.
In case when s = 1, then the space E is called a Banach function space. We use the
short notation E+ = {x ∈ E : x ≥ 0}. We say that ρ a semimodular on a sublattice
Xρ of L
0 is superadditive if for any x, y ∈ X+ we have
ρ(x+ y) ≥ ρ(x) + ρ(y).
An element x ∈ E is said to be a point of order continuity (shortly x ∈ Ea) if for
any sequence (xn) ⊂ E
+ such that xn ≤ |x| and xn → 0 a.e. we have ‖xn‖E → 0.
An s-Banach function space E is called order continuous (shortly E ∈ (OC)) if
any element x ∈ E is a point of order continuity. An s-Banach function space E
is said to have the Fatou property if for any (xn) ⊂ E
+, supn∈N ‖xn‖E < ∞ and
xn ↑ x ∈ L
0, then x ∈ E and ‖xn‖E ↑ ‖x‖E.
A point x ∈ E+ is called a point of upper monotonicity (resp. point of lower
monotonicity) for short a UM point (resp. an LM point) of E whenever for each
y ∈ E+, x 6= y with x ≤ y (resp. x 6= y with y ≤ x), we have ‖x‖E < ‖y‖E (resp.
‖y‖E < ‖x‖E). A space E is called strictly monotone (shortly E ∈ (SM)) if any
element of E+ is a UM point or equivalently if any element of E+ is an LM point.
An element x ∈ E+ is said to be a point of upper local uniform monotonicity
(resp. a point of lower local uniform monotonicity), shortly a ULUM point (resp.
an LLUM point), if for any (xn) ⊂ E
+ such that x ≤ xn and ‖xn‖E → ‖x‖E
(resp. xn ≤ x and ‖xn‖E → ‖x‖E), we get ‖xn − x‖E → 0. Let us recall that if
each point of E+ \{0} is a ULUM point (resp. an LLUM point), then we say that
E is upper locally uniformly monotone, shortly E ∈ (ULUM), (resp. lower locally
uniformly monotone, shortly E ∈ (LLUM)).
An s-Banach function space E is called uniformly monotone, shortly E ∈ (UM),
if for any ǫ ∈ (0, 1] there exists δǫ ∈ (0, 1] such that for any x, y ∈ E
+ with x ≤ y,
‖y‖E = 1 and ‖x‖E ≥ ǫ we have ‖y − x‖E < 1− δǫ. A space E is called decreasing
uniformly monotone, shortly E ∈ (DUM), (resp. increasing uniformly monotone,
shortly E ∈ (IUM)) if for any (xn), (yn) ⊂ E
+ such that xn+1 ≤ xn ≤ yn for any
n ∈ N and limn→∞ ‖xn‖E = limn→∞ ‖yn‖E < ∞ (resp. xn ≤ yn ≤ yn+1 for any
n ∈ N and limn→∞ ‖xn‖E = limn→∞ ‖yn‖E < ∞) we have ‖xn − yn‖E → 0. For
more information see [10].
The distribution function for any function x ∈ L0 is defined by
dx(λ) = µ {s ∈ [0, α) : |x (s)| > λ} , λ ≥ 0.
For any function x ∈ L0 its decreasing rearrangement is given by
x(r) (t) = inf {λ > 0 : dx (λ) ≤ t} , t ≥ 0.
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In this article we use the notation x(r)(∞) = limt→∞ x
(r)(t) if α =∞ and x(r)(∞) =
0 if α = 1. For any function x ∈ L0 we denote the maximal function of x(r) by
x∗∗(t) =
1
t
∫ t
0
x(r)(s)ds.
It is well known that for any point x ∈ L0, x(r) ≤ x∗∗, x∗∗ is decreasing, continuous
and subadditive. For more information of dx, x
(r) and x∗∗ see [1, 13]. We say that
two functions x, y ∈ L0 are equimeasurable, shortly x ∼ y, if dx = dy. An s-Banach
function space (E, ‖ · ‖E) is called s-symmetric or s-rearrangement invariant (s-
r.i. for short) if whenever x ∈ L0 and y ∈ E such that x ∼ y, then x ∈ E
and ‖x‖E = ‖y‖E. Let us mention that if s = 1 we say that E is symmetric or
rearrangement invariant (r.i. for short).
The function ψ : R→ [0,∞] is called the Orlicz function if ψ is nonzero function
that is even, convex, continuous and vanishes at zero, lim|t|→∞ ψ(t) = ∞. The
mapping ψ : R → [0,∞] is said to be an N -function (resp. N -function at zero) if
ψ is even, convex, continuous (resp. even, convex, continuous) and
lim
t→0
ψ(t)
t
= 0 and lim
t→∞
ψ(t)
t
=∞
(
resp. lim
t→0
ψ(t)
t
= 0
)
.
We employ the following parameters
aψ = sup{t > 0 : ψ(t) = 0} and bψ = sup{t > 0 : ψ(t) <∞}.
We say that an Orlicz function ψ satisfies condition ∆2 for all u ∈ R
+ (shortly
ψ ∈ ∆2) if there exists K > 0 such that for all u ∈ R we have ψ(2u) ≤ Kψ(u). It is
worth mentioning that if ψ ∈ ∆2, then aψ = 0. We define for any Orlicz function ψ
its complementary function ψ
Y
on R in the sense of Young and a convex modular
ρψ on L
0 by
ψ
Y
(u) = sup
v>0
{|u| v − ψ(v)} and Iψ(x) =
∫
I
ψ(x(t))dt
for any u ∈ R and for any x ∈ L0, respectively. The Orlicz space Lψ is given by
Lψ =
{
x ∈ L0 : Iψ(λx) <∞, for some λ > 0
}
.
The Orlicz spaces Lψ might be considered as Banach spaces equipped with the
Luxemburg norm
‖x‖ψ = inf
{
λ > 0 : Iψ
(x
λ
)
≤ 1
}
or with the equivalent Orlicz norm
‖x‖
o
ψ = sup
{∣∣∣∣
∫
I
y(t)x(t)dt
∣∣∣∣ : IψY (y) ≤ 1
}
.
Let us mention that the Orlicz space Lψ is order continuous if and only if the Orlicz
function ψ satisfies condition ∆2. It is worth mentioning that the Orlicz spaces L
ψ
are r.i. Banach function spaces under both the Luxemburg and Orlicz norms (for
more details the reader is referred to [1, 12, 13, 15]). For any function x ∈ L0 we
denote the Cesa`ro operator of x by
(1) C(x)(t) =
1
t
∫ t
0
|x(s)|ds.
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Let w ≥ 0 be a locally integrable weight function. The weighted Cesa`ro-Orlicz
space Cψ,w, generated by the Orlicz function ψ and a weight w, is a subspace of L
0
satisfying
Cψ,w =
{
x ∈ L0 : Iψ,w(C(λx)) =
∫
I
ψ (C(λx)(t))w(t)dt <∞, for some λ > 0
}
.
Cesa`ro function space were researched for the first time in [17]. It is well known that
in case when ψ is a power function and w ≥ 0 is a weight function, the weighted
Cesa`ro-Orlicz space Cψ,w is an order continuous Banach function space with the
Fatou property (see [11]).
3. Construction of various s-norms in semimodular space Xρ
Lemma 3.1. Let ρ be an s-convex semimodular. Then for any x ∈ X and and
d ≥ 1, ρ(dx) ≥ dsρ(x).
Proof. Notice that
ρ(x) = ρ
(
dx
d
)
= ρ
(
1
d
dx+
(
1−
(
1
d
)s)1/s
0
)
≤
(
1
d
)s
ρ(dx),
which shows our claim. 
Now we present the main results of this paper.
Theorem 3.2. Let X be a linear space over K, K = R or K = C and let s ∈
(0, 1]. Fix n ≥ 2 and let ρi be a s-convex semimodular defined on X for any i ∈
{1, . . . , n − 1}. Put ρ = max1≤i≤n−1{ρi}. Assume that f : R
n → [0,+∞) is a
convex function such that f(x) = 0 if and only if x = 0. Assume furthermore that
for any x = (1, x2, . . . , xn) ∈ (R+)
n and y = (1, y2, . . . , yn) ∈ (R+)
n if xj ≤ yj for
j = 2, . . . , n, then
(2) f(x) ≤ f(y).
Let us define for x ∈ Xρ,
‖x‖f = inf
k>0
{
kf
(
e1 +
n∑
i=2
ρi−1
( x
k1/s
)
ei
)}
.
Then ‖ · ‖f is an s-norm (norm if s = 1) in Xρ.
Proof. First observe that ‖x‖f ∈ R for any x ∈ Xρ. Fix x ∈ Xρ. Then there exists
d > 0 such that ρ(dx) <∞. Then
kf
(
e1 +
n∑
i=2
ρi−1
( x
k1/s
)
ei
)
<∞,
for k = 1/d, which shows that ‖x‖f ∈ R. Since limk→0+ kf(e1) = 0 we have
‖0‖f = 0. Now fix x ∈ Xρ \ {0}. We show that ‖x‖f > 0. First, we assume that
ρ(λx) ∈ {0,∞} for any λ > 0. Fix k0 > 0 such that ρ(x/k
1/s
0 ) = ∞. Next, by (2)
we notice that for k ≥ k0,
kf
(
e1 +
n∑
i=2
ρi−1
( x
k1/s
)
ei
)
≥ k0f(e1) > 0.
6 M. CIESIELSKI & G. LEWICKI
On the other hand, since f is a convex function and ρ(x/k1/s) =∞ for any k < k0
we conclude for any k < k0,
kf
(
e1 +
n∑
i=2
ρi−1
( x
k1/s
)
ei
)
=∞.
Hence, we have ‖x‖f ≥ k0f(e1) > 0. Now, assume that 0 < ρ(x/(k0)
1/s) < ∞
for some k0 > 0. Notice that for 0 < k ≤ k0, by s-convexity of ρi for any i ∈
{1, . . . , n− 1}, by (2) and by Lemma 3.1 we get
kf
(
e1 +
n∑
i=2
ρi−1
( x
k1/s
)
ei
)
= kf
(
e1 +
n∑
i=2
ρi−1
((
k0
k
)1/s
x
k
1/s
0
)
ei
)
≥ kf
(
e1 +
k0
k
n∑
i=2
ρi−1
(
x
k
1/s
0
)
ei
)
≥ k0f
(
k
k0
e1 +
n∑
i=2
ρi−1
(
x
k
1/s
0
)
ei
)
.
Since 0 < ρ(x/k
1/s
0 ) <∞, we observe that
lim
k→0+
k0f
(
k
k0
e1 +
n∑
i=2
ρi−1
(
x
k
1/s
0
)
ei
)
= k0f
(
n∑
i=2
ρi−1
(
x
k
1/s
0
)
ei
)
> 0.
Hence, there exists δ > 0 such that
kf
(
e1 +
n∑
i=2
ρi−1
( x
k1/s
)
ei
)
≥
k0
2
f
(
n∑
i=2
ρi−1
(
x
k
1/s
0
)
ei
)
for all 0 < k ≤ δ. Moreover, for any k > δ,
kf
(
e1 +
n∑
i=2
ρi−1
( x
k1/s
)
ei
)
> δf
(
e1 +
n∑
i=2
ρi−1
( x
k1/s
)
ei
)
≥ δf(e1) > 0.
Consequently, for any k > 0 we obtain
kf
(
e1 +
n∑
i=2
ρi−1
( x
k1/s
)
ei
)
≥ min
{
k0
2
f
(
n∑
i=2
ρi−1
(
x
k
1/s
0
)
ei
)
, δf(e1)
}
> 0,
which shows that ‖x‖f > 0.
Now we show that ‖x + y‖f ≤ ‖x‖f + ‖y‖f for any x, y ∈ Xρ. Fix ǫ > 0 and
x, y ∈ Xρ. By definiton of ‖ · ‖f there exists u, v > 0 such that
uf
(
e1 +
n∑
i=2
ρi−1
( x
u1/s
)
ei
)
< ‖x‖f + ǫ
and
vf
(
e1 +
n∑
i=2
ρi−1
( y
v1/s
)
ei
)
< ‖y‖f + ǫ.
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Notice that
(u + v)f
(
e1 +
n∑
i=2
ρi−1
(
x+ y
(u+ v)1/s
)
ei
)
= (u+ v)f
(
e1 +
n∑
i=2
ρi−1
(
ax
u1/s
+
by
v1/s
)
ei
)
,
where
a =
u1/s
(u + v)1/s
and b =
v1/s
(u+ v)1/s
.
Next, since ρj is a s-convex semimodular for any j ∈ {1, . . . , n− 1}, by (2) we get
(u + v)f
(
e1 +
n∑
i=2
ρi−1
(
ax
u1/s
+
by
v1/s
)
ei
)
≤ (u+ v)asf
(
e1 +
n∑
i=2
ρi−1
( x
u1/s
)
ei
)
+ (u + v)bsf
(
e1 +
n∑
i=2
ρi−1
( y
v1/s
)
ei
)
= uf
(
e1 +
n∑
i=2
ρi−1
( x
u1/s
)
ei
)
+ vf
(
e1 +
n∑
i=2
ρi−1
( y
v1/s
)
ei
)
< ‖x‖f + ‖y‖f + 2ǫ,
which shows our claim.
Now, we show that for any x ∈ Xρ and u ∈ R, ‖ux‖f = |u|
s‖x‖f . It is obvious that
‖0x‖f = |0|
s‖x‖f = 0. Hence, we can assume that u 6= 0. Since ρi(z) = ρi(−z) for
any z ∈ Xρ and i ∈ {1, . . . , n− 1}, we observe that for any k > 0,
kf
(
e1 +
n∑
i=2
ρi−1
( ux
k1/s
)
ei
)
= kf
(
e1 +
n∑
i=2
ρi−1
(
|u|x
k1/s
)
ei
)
= |u|saf
(
e1 +
n∑
i=2
ρi−1
( x
a1/s
)
ei
)
,
where a = k/|u|s. Then, taking the infimum of the above equality on the left side
over all k > 0 and on the right side over a > 0 we get our claim. So, the proof is
complete. 
Now, applying Theorem3.2 we get the following theorem.
Theorem 3.3. Let ρ1 and f : R
2 → R be as in Theorem 3.2 and let ρ1 be an
s-convex semimodular. Then the function
‖x‖f = inf
k>0
{kf(1, ρ1(x/k
1/s))}
is an s-convex norm (norm if s = 1) on Xρ1 .
Proof. It is necessary to apply Theorem 3.2 for n = 2 
Theorem 3.4. Let f and g be two norms on Rn satisfying the requirements of
Theorem 3.2. Let ρ1, ..., ρn−1 and ρ be as in Theorem 3.2. Then, there arem,M > 0
such that for any x ∈ Xρ we have
m ‖x‖f ≤ ‖x‖g ≤M ‖x‖f .
In particular case when s = 1, then norms ‖·‖f and ‖·‖g are equivalent.
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Proof. Since any two norms defined on Rn are equivalent, there exists m,M > 0
such that
mf(·) ≤ g(·) ≤Mf(·).
Hence for any k > 0 and x ∈ Xρ,
mkf
(
e1 +
n∑
i=2
ρi−1
( x
k1/s
)
ei
)
≤ kg
(
e1 +
n∑
i=2
ρi−1
( x
k1/s
)
ei
)
≤Mkf
(
e1 +
n∑
i=2
ρi−1
( x
k1/s
)
ei
)
.
Taking infimum over k > 0, we get that
m‖ · ‖f ≤ ‖ · ‖g ≤M‖ · ‖f ,
as required. 
Corollary 3.5. Let f : Rn → R be a monotone norm on Rn and let ρ1, ..., ρn−1 be
s-convex semimodulars defined on X. Put ρ = max{ρ1, ..., ρn−1}. Then the function
‖ · ‖f is an s-convex norm (norm if s = 1) on Xρ. In particular, if n = 2 and ρ1 is
a convex semimodular then ‖ · ‖f is a norm on Xρ1 .
Proof. Observe that any monotone norm on Rn satisfies (2). Hence our result
follows immediately from Theorem 3.2. 
Remark 3.6. Observe that if f is equal to the maximum norm on R2, ρ is a convex
semimodular and x ∈ Xρ, then
‖x‖f = inf{u > 0 : ρ(x/u) ≤ 1},
which means that ‖ · ‖f coincides with the classical Luxemburg norm on Xρ. If f is
equal to the l1-norm on R
2 and ρ is a convex semimodular then ‖ · ‖f is equal to
the classical Orlicz-Amemiya norm on Xρ,, which shows that the notion of ‖ · ‖f is
a natural generalization of two classical norms considered in semimodular spaces.
Moreover, if f is the lp-norm on R
2, 1 < p < ∞ and ρ is a convex semimodular
then ‖ · ‖f is equal to the p-Orlicz-Amemiya norm on Xρ (see [5]).
Definition 3.7. Assume that f and Xρ satisfy requirements of Theorem 3.2. Sup-
pose that for any x ∈ Xρ and a > 0 such that ρ(ax) <∞, the function
(3) u→ ρ(ux)
is continuous in [0, a]. We say that (Xρ, ‖·‖f ) is called regular if for any x ∈ Xρ\{0}
we have
lim inf
u→0+
uf
(
e1 +
n∑
i=2
ρi−1
( x
u1/s
)
ei
)
> ‖x‖f .
Theorem 3.8. Let f : Rn → [0,∞) be a convex function satisfying (2) and let ρi
be a s-convex semimodular for every i ∈ {1, . . . , n − 1} and ρ = max1≤i≤n−1{ρi}.
Then the following assertions are satisfied.
(i) If (Xρ, ‖·‖f ) is regular, then for any x ∈ Xρ there exists k0 > 0 such that
(4) ‖x‖f = k0f
(
e1 +
n∑
i=2
ρi−1
(
x
k
1/s
0
)
ei
)
.
(ii) For any x ∈ Xρ \ Eρ there exists k0 > 0 such that (4) holds.
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(iii) If f is a monotone norm, then for any x ∈ Xρ either there is k0 > 0 such
that (4) is satisfied or
‖x‖f = lim
k→0+
kf
(
n∑
i=2
ρi−1
( x
k1/s
)
ei
)
.
Proof. (i). We claim that if (Xρ, ‖·‖f ) is regular, then by the compactness argument
for each x ∈ Xρ there exists k0 > 0 such that
(5) ‖x‖f = k0f
(
e1 +
n∑
i=2
ρi−1
(
x
k
1/s
0
)
ei
)
.
Indeed, since f satisfies (2) we easily observe that for any k > 0,
kf
(
e1 +
n∑
i=2
ρi−1
( x
k1/s
)
ei
)
≥ kf(e1) > 0.
Hence, there exists Mx > 0 such that
‖x‖f = inf
k∈(0,Mx]
{
kf
(
e1 +
n∑
i=2
ρi−1
( x
k1/s
)
ei
)}
.
Therefore, since (Xρ, ‖·‖f ) is regular there is 0 < mx < Mx such that ρ(x/m
1/s
x ) <
∞ and
‖x‖f = inf
k∈[mx,Mx]
{
kf
(
e1 +
n∑
i=2
ρi−1
( x
k1/s
)
ei
)}
.
Next, by our assumption, the mapping given by
k → kf
(
e1 +
n∑
i=2
ρi−1
( x
k1/s
)
ei
)
is real-valued and continuous in [mx,Mx]. So, there exists k0 ∈ [mx,Mx] such that
(4) is satisfied.
(ii). Now, we suppose that (Xρ, ‖·‖f ) is not regular. Then, we notice that for any
x ∈ Xρ \ Eρ, there exists kx > 0 such that ρ(x/k
1/s
x ) =∞, and consequently
lim
k→0+
kf
(
e1 +
n∑
i=2
ρi−1
( x
k1/s
)
ei
)
=∞.
Hence, there exists k0 > 0 such that (4) holds.
(ii). Now, assume that f is a monotone norm. Then, by the triangle inequality of
the norm f we have
−kf(e1) + kf
(
n∑
i=2
ρi−1
( x
k1/s
)
ei
)
≤ kf
(
e1 +
n∑
i=2
ρi−1
( x
k1/s
)
ei
)
(6)
≤ kf
(
n∑
i=2
ρi−1
( x
k1/s
)
ei
)
+ kf(e1).
for any k > 0 and x ∈ Xρ. Next, by monotonicity and convexity of f , by s-
convexity of ρi for all i ∈ {1, . . . , n− 1} and by Lemma 3.1 it is easy to see that for
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any 0 < u ≤ v,
vf
(
n∑
i=2
ρi−1
( x
v1/s
)
ei
)
≤ uf
(
n∑
i=2
ρi−1
( x
u1/s
)
ei
)
.
In consequence, by (6) we get
lim inf
k→0+
kf
(
e1 +
n∑
i=2
ρi−1
( x
k1/s
)
ei
)
= lim
k→0+
kf
(
n∑
i=2
ρi−1
( x
k1/s
)
ei
)
.
If (Xρ, ‖·‖f ) is not regular then for any x ∈ Xρ we have either (4) holds for some
k0 > 0 or
‖x‖f = lim
k→0+
kf
(
n∑
i=2
ρi−1
( x
k1/s
)
ei
)
.

Remark 3.9. Let f : Rn → [0,∞) be a function as in Theorem 3.2 and let gi :
R+ → R+ be a convex function such that gi(0) = 0, gi 6= 0 for any i ∈ {1, . . . , n−1}.
Assume that
(7) lim
u→∞
g1(u)
u
=∞.
Fix s ∈ (0, 1]. Define for any i ∈ {1, . . . , n− 1} and u ≥ 0,
φi(u) = gi(u
s), ρi(x) = Iφi(|x|) and ρ = max
1≤i≤n−1
{ρi}
for any x ∈ L0. Observe that φi is an s-convex function for i ∈ {1, . . . , n− 1}. We
claim that (Xρ, ‖·‖f ) is regular. Indeed, taking x ∈ Xρ \ {0}, by convexity of f and
(2) we observe that
lim inf
u→0+
uf
(
e1 +
n∑
k=2
Iφk−1
( x
u1/s
)
ek
)
≥ lim inf
u→0+
f
(
ue1 +
n∑
k=2
uIφk−1
( x
u1/s
)
ek
)
= lim inf
t→∞
f
(
e1
t
+
n∑
k=2
1
t
Iφk−1
(
t1/sx
)
ek
)
≥ lim inf
t→∞
f
(
e1
t
+
1
t
Iφ1
(
t1/sx
)
e2
)
.
Next, by (7) and by Fatou’s lemma (see [16]) we conclude
lim inf
t→∞
1
t
Iφ1
(
t1/sx
)
≥
∫
supp(x)
lim inf
t→∞
φj(t
1/s|x|)
t
dµ =∞.
Hence, since x ∈ Xρ \ 0, by continuity of f we have
lim inf
u→0+
uf
(
e1 +
n∑
k=2
Iφk−1
( x
u1/s
)
ek
)
≥ lim inf
t→∞
f
(
e1
t
+
1
t
Iφ2
(
t1/sx
)
ek
)
=∞ > ‖x‖f .
Now, fix x ∈ Xρ \ {0} and a > 0 such that ρ(ax) < ∞. Then, by the Lebesgue
Dominated Convergence Theorem for i ∈ {1, . . . , n− 1} the functions
[0, a] ∋ u→ ρi(ux)
are continuous and consequently the mapping
[0, a] ∋ u→ ρ(ux)
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is also continuous, which proves our claim.
Remark 3.10. Let s ∈ (0, 1] and let f and φi for any i ∈ {1, . . . , n−1} be functions
as in Remark 3.9. Assume that G : L0 → R be any operator such that
G(ax+ by) ≤ aG(x) + bG(y) and G(ax) = aG(x)
for any a, b ∈ [0,∞) and x, y ∈ L0. Define for any i ∈ {1, . . . , n− 1} and x ∈ L0,
ρi(x) = Iφi(|G(x)|) and ρ = max
1≤i≤n−1
{ρi}
for any x ∈ L0. Observe that ρi is an s-convex semimodular for any i ∈ {1, . . . , n−
1}. Then, in view of (7), proceeding analogously as in the previous remark we
may observe that (Xρ, ‖·‖f ) is regular. The typical example of an operator G is the
Cesa`ro operator and the maximal function of the decreasing rearrangement. This
gives us examples of some natural couples which are regular.
The next result give us some information of the space (Xρ,f )
∗ of all linear and
continuous with respect to the ‖·‖f functional onXρ. Let ρ be a convex semimodular
defined on X and let X ′ denote the space of all linear functionals defined on X. By
([15], Th.2.3, p. 8), a function ρ∗ : X ′ → [0,+∞] defined for x′ ∈ X ′ by
ρ∗(x′) = sup{|x′(x)| − ρ(x) : x ∈ Xρ}
is a convex, left-continuous semimodular.
Theorem 3.11. Let X be a linear space over K, K = R or K = C. Fix n ≥ 2 and
let ρ1, ..., ρn−1 be convex semimodulars defined on X. Put ρ = max{ρ1, ..., ρn−1}.
Assume that f : Rn → [0,+∞) is a norm on Rn satisfying (2). Then ((Xρ,f )
∗ =
X ′ρ∗ , where
X ′ρ∗ = {x
′ ∈ X ′ : ρ∗(dx′) <∞ for some d > 0}.
Proof. By Theorem 3.4, we can assume that ‖ · ‖f is equal to the Luxemburg norm
on Xρ. By ([15], Th.2.1, p. 7), x
′ ∈ (Xρ,f )
∗ if and only if there exists D > 1 such
that
|x′(x)| ≤ D(ρ(x) + 1)
for any x ∈ Xρ. Now assume that x
′ ∈ (Xρ,f )
∗. We show that ρ∗(x′/D) < ∞.
Observe that for any x ∈ Xρ, by convexity of ρ,
|(x′/D)(x)| − ρ(x) ≤ D(ρ(x/D) + 1)− ρ(x) ≤ ρ(x) +D − ρ(x) = D.
Taking supremum over x ∈ Xρ, we get our claim. Now assume that x
′ ∈ X ′ρ∗ . Then
ρ∗(dx′) < ∞ for some d > 0. Put D = ρ∗(dx′). Without loss of generality, we can
assume that D > 1. Observe that for any x ∈ Xρ,
|dx′(x)| ≤ D + ρ(x) ≤ D(ρ(x) + 1),
which shows that dx′ ∈ ((Xρ,f )
∗ and consequently x′ ∈ ((Xρ,f )
∗, as required. 
In the next result we estimate the norm in (Xρ,f )
∗ under assumptions that n = 2
and f is a norm on Rn satisfying (2).
Theorem 3.12. Let X be a linear space over K, K = R or K = C. Let ρ be a
convex semimodular defined on X. Assume that f : R2 → [0,+∞) is a norm on R2
satisfying (2) and f(1, u) = f(u, 1) for all u > 0. Then, for any x∗ ∈ (Xρ,f )
∗
‖x∗‖f,ρ = sup{|x
∗(x)| : x ∈ Xρ, ‖x‖f = 1} ≤ ‖x
∗‖f∗ ,
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where
‖x∗‖f∗ = inf{kf
∗(1, ρ∗(x∗/k)) : k > 0}
and f∗ is the dual norm to f defined on R2.
Proof. Fix x ∈ Xρ and x
∗ ∈ (Xρ,f )
∗. By Theorem 3.11, x∗ ∈ X ′ρ∗ . Hence we can
find k > 0 such that ρ(x/k) <∞ and ρ∗(x∗/k) <∞. Observe that
|x∗(x)| = k2|(x∗/k)(x/k)| ≤ k2(ρ∗(x∗/k) + ρ(x/k))
≤ kf∗(ρ∗(x/k), 1)kf(1, ρ(x/k)).
Taking infimum over k > 0, we get that
|x∗(x)| ≤ ‖x∗‖f∗‖x‖f ,
which shows our claim. 
Corollary 3.13. Let X be a linear space over K, K = R or K = C. Let ρ be a
convex semimodular defined on X. Assume that f : R2 → [0,+∞) is a norm on R2
satisfying (2). Then, the norms ‖·‖f,ρ, ‖·‖f∗,ρ∗ and ‖·‖ρ∗ are equivalent, where f
∗
is the dual norm to f defined on R2 and
‖x∗‖f∗,ρ∗ = inf
k>0
{uf∗ (1, ρ∗(x∗/u))} and ‖x∗‖ρ∗ = inf{k > 0 : ρ
∗(x∗/k) ≤ 1}
for any x∗ ∈ (Xρ,f )
∗.
Proof. Immediately, by Theorem 2.5 in [15] it follows that
(8) ‖x∗‖ρ∗ ≤ ‖x
∗‖f,ρ ≤ 2 ‖x
∗‖ρ∗
for any x∗ ∈ (Xρ,f )
∗. Next, since all norm on R2 are equivalent, we infer that f∗ is
equivalent to A, where A(u) = |u1|+ |u2| for any u ∈ R
2. Hence, by Theorem 3.4
we conclude that ‖·‖f∗,ρ∗ and ‖·‖A,ρ∗ are equivalent, i.e. there exist M1,M2 > 0
such that for any x∗ ∈ (Xρ,f )
∗ we have
(9) M1 ‖x
∗‖f∗,ρ∗ ≤ ‖x
∗‖A,ρ∗ ≤M2 ‖x
∗‖f∗,ρ∗ .
Moreover, by Theorem 1.10 in [15] we obtain that
‖x∗‖ρ∗ ≤ ‖x
∗‖A,ρ∗ ≤ 2 ‖x
∗‖ρ∗
for any x∗ ∈ (Xρ,f )
∗. In consequence, by (8) and (9) we complete the proof. 
4. order continuity and the fatou property of banach function
space Xρ
Immediately, by Theorem 3.4 we get the following result.
Corollary 4.1. Let X be a linear space over K, K = R or K = C. Let n ≥
2, s ∈ (0, 1] and ρ1, ..., ρn−1 be s-convex semimodulars defined on X and ρ =
max{ρ1, ..., ρn−1}. Assume that f : R
n → [0,+∞) is a norm on Rn satisfying (2).
Let A : Rn → [0,∞) be a functional given by A(x) = |x1| +max2≤i≤n |xi| for any
x ∈ Rn. Then, the norms ‖·‖f and ‖·‖A are equivalent.
Proposition 4.2. Let X be a linear subspace of L0 and s ∈ (0, 1], n ≥ 2 and
ρ1, . . . , ρn−1 be s-convex semimodulars on X. Assume that f : R
n → [0,∞) is
a convex function satisfying (2) and ρ = max1≤i≤n−1{ρi}. Let Xρ = {x ∈ X :
ρ(λx) <∞ for some λ} and
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(i) For any x ∈ Xρ and y ∈ L
0 such that |y| ≤ |x| a.e., we have y ∈ Xρ and
ρi(λy) ≤ ρi(λx) for all λ > 0 and i ∈ {1, . . . , n− 1}.
(ii) There is x ∈ Xρ such that x > 0 a.e.
(iii) For any (xm) ⊂ Xρ such that ρ(λ(xk−xj))→ 0 as k, j →∞ for any λ > 0,
then there is x ∈ Xρ and ρ(λ(xm − x))→ 0 as n→∞ for any λ > 0.
If (i) − (iii) are satisfied, then Xρ is an s-Banach function space equipped with
the s-norm given by
‖x‖f = infk>0
{
kf
(
e1 +
n∑
i=2
ρi−1
( x
k1/s
)
ei
)}
for any x ∈ Xρ. Additionally, (xm) ⊂ Xρ is a Cauchy sequence with respect to ‖·‖f
if and only if for any λ > 0 we have ρ(λ(xk − xj))→ 0 as k, j →∞.
Proof. First, observe that Xρ is a Banach lattice. Indeed, for any x, y, z ∈ Xρ and
a ∈ R+ such that x ≤ y a.e. we have x + z ≤ y + z a.e. Moreover, if x ≥ 0 a.e.,
then ax ≥ 0 a.e. Next, by condition (i), for any x ∈ Xρ, y ∈ L
0 such that |y| ≤ |x|
a.e. we get
ρ(λy) = max
1≤i≤n−1
{ρi(λy)} ≤ max
1≤i≤n−1
{ρi(λx)} = ρ(λx)
for every λ > 0, consequently y ∈ Xρ. Now, we show that x ∨ y ∈ Xρ for any
x, y ∈ Xρ. It is easy to see that ρ(λx) = ρ(λ|x|) for any λ > 0, whence |x| ∈ Xρ,
and analogously |y| ∈ Xρ. Since |x ∨ y| ≤ |x| ∨ |y| ≤ |x| + |y| a.e. Therefore, since
|x|+ |y| ∈ Xρ we have |x ∨ y| ∈ Xρ. Thus, we observe x ∨ y ∈ Xρ. We claim that
the norm ‖·‖f is monotone, i.e. for any x, y ∈ Xρ such that |x| ≤ |y| a.e. we have
‖x‖f ≤ ‖y‖f . Indeed, by conditions (2) and (i) it follows that
‖x‖f = infk>0
{
kf
(
e1 +
n∑
i=2
ρi−1
( x
k1/s
)
ei
)}
≤ inf
k>0
{
kf
(
e1 +
n∑
i=2
ρi−1
( y
k1/s
)
ei
)}
= ‖y‖f .
Finally, by Theorems 1.6 and 1.10 in [15] and by Corollary 4.1 we conclude that for
any (ym) ⊂ Xρ we have ‖ym‖f → 0 if and only if ρ(λ(ym))→ 0 as m → ∞ for all
λ > 0 (or equivalently ρi(λ(ym))→ 0 asm→∞ for all λ > 0 and i ∈ {1, . . . , n−1}).
Therefore, (xm) ⊂ Xρ is a Cauchy sequence in Xρ with respect to ‖·‖f if and only
if ρ(λ(xj − xk))→ 0 as k, j →∞ for all λ > 0. Hence, by condition (iii), we infer
that (Xρ, ‖·‖f ) is complete and finish the proof. 
Lemma 4.3. Let f , Xρ and ρi for any i ∈ {1, . . . , n − 1} satisfy requirements of
Proposition 4.2. If for any (xm) ⊂ Xρ and x ∈ L
0 we have
lim inf
m→∞
|xm| ≥ |x| a.e. ⇒ lim inf
m→∞
ρi(λxm) ≥ ρi(λx)
for all i ∈ {1, . . . , n − 1} and λ > 0, then ρi for any i ∈ {1, . . . , n − 1} and ρ are
left-continuous on (0,∞) and continuous at zero.
Proof. First, we easily observe that ρi for any i ∈ {1, . . . , n−1} and ρ are continuous
at zero. Indeed, taking x ∈ Xρ, there exists β > 0 such that ρ(βx) < ∞, and for
any (λm) ⊂ R \ {0} such that 1 ≥ |λm| ↓ 0, by Lemma 3.1 we have
ρi(λmβx) ≤ ρ(λmβx) ≤ |λm|
sρ(βx)→ 0 as m→∞
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for any i ∈ {1, . . . , n − 1}. Now, we show that ρi for every i ∈ {1, . . . , n − 1} is
left-continuous on (0,∞). Suppose for a contrary that there exist λ0 > 0, x ∈ Xρ
and i ∈ {1, . . . , n− 1} such that
lim
λ→λ−
0
ρ(λx) < ρi(λ0x) <∞.
Since ρi(λx) ≤ ρi(βx) for any λ ≤ β, for any sequence (λm) ⊂ R
+ such that
λm ↑ λ0 we get
(10) ρ(λmx) ↑ lim
λ→λ−
0
ρi(λx).
Next, by assumption that for any sequence (ym) ⊂ Xρ and y ∈ L
0,
lim inf
m→∞
|ym| ≥ |y| a.e. ⇒ lim inf
m→∞
ρi(λym) ≥ ρi(λy),
replacing ym and y by λmx and λ0x respectively, we obtain
lim inf
m→∞
ρi(λmx) ≥ ρi(λ0x) > lim
λ→λ−
0
ρi(λx) ≥ ρi(λmx)
for any m ∈ N. In consequence, by (10) we have a contradiction, which proves
left-continuity of ρi for any i ∈ {1, . . . , n− 1} and ρ on (0,∞). 
Theorem 4.4. Let f : Rn → [0,∞) be a monotone norm and let Xρ and ρ1, · · · , ρn−1
be continuous and satisfy requirements of Proposition 4.2. If for any (xm) ⊂ (Xρ)
and x ∈ L0 we have
lim inf
m→∞
|xm| ≥ |x| a.e. ⇒ lim inf
m→∞
ρi(λxm) ≥ ρi(λx)
for all i ∈ {1, . . . , n− 1} and λ > 0, then Xρ has the Fatou property.
Proof. Let (xm) ⊂ X
+
ρ and x ∈ L
0 be such that xm ≤ x for all m ∈ N and xm ↑ x
a.e. and supm∈N ‖xm‖f <∞. Then, by Corollary 4.1 there is A1 > 0 such that for
any m ∈ N
‖xm‖A ≤ A1 ‖xm‖f ≤ A1 sup
m∈N
‖xm‖f .
Hence, taking M > A1 supm∈N ‖xm‖f , by Theorem 1.10 in [15] we have
‖xm‖
s
ρ ≤ ‖xm‖A < M
for every m ∈ N. Thus, we obtain
(11) ρi
( xm
M1/s
)
≤ ρ
( xm
M1/s
)
≤ 1
for any m ∈ N and i ∈ {1, . . . , n − 1}. Moreover, since |xm| ≤ |x| a.e. for every
m ∈ N, by monotonicity of ρi for all i ∈ {1, . . . , n− 1} we get
(12) ρi(λxm) ≤ ρi(λx)
for any λ > 0, m ∈ N and i ∈ {1, . . . , n − 1}. Next, since xm ↑ x a.e., it is clear
that lim infm→∞ |xm| ≥ |x| a.e. and consequently,
lim inf
m→∞
ρi(λxm) ≥ ρi(λx)
for every λ > 0 and i ∈ {1, . . . , n− 1}. Hence, by (12) we conclude
(13) ρi(λxm) ↑ ρi(λx) as m→∞
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for any λ > 0 and i ∈ {1, . . . , n− 1}. Therefore, by (11) we obtain
ρ
( x
M1/s
)
= max
1≤i≤n−1
{
ρi
( x
M1/s
)}
≤ 1,
whence x ∈ Xρ. Next, since f is a monotone and convex on R
n, by (13) it follows
that
(14)
kf
(
e1 +
n∑
i=2
ρi−1
( xm
k1/s
)
ei
)
↑ kf
(
e1 +
n∑
i=2
ρi−1
( x
k1/s
)
ei
)
as m→∞
for any k > 0. Moreover, by definition of the norm ‖·‖f it is easy to see that
(15) ‖x‖f ≤ kf
(
e1 +
n∑
i=2
ρi−1
( x
k1/s
)
ei
)
for all k > 0. Since ‖xm‖f ≤ ‖xm+1‖f ≤ ‖x‖f for allm ∈ N and d = supm∈N ‖xm‖f <
∞ we conclude ‖xm‖f ↑ d, whence for any ǫ ∈ (0, d/2) there exists Nǫ ∈ N such
that for any m ≥ Nǫ we get
(16) d− ǫ ≤ ‖xm‖f ≤ ‖x‖f .
Let m ≥ Nǫ. Then, assuming that (ei)
n
i=1 is standard basis in R
n, by definition of
a norm ‖·‖f there exists k1 > 0 such that
‖xm‖f ≤ k1f
(
e1 +
n∑
i=2
ρi−1
(
xm
k
1/s
1
)
ei
)
≤ k1f
(
e1 +
n∑
i=2
ρi−1
(
xm+1
k
1/s
1
)
ei
)
≤ ‖xm+1‖f +
1
2
≤ d+
1
2
.
Similarly, we may find k2 > 0 such that
‖xm‖f ≤ k2f
(
e1 +
n∑
i=2
ρi−1
(
xm
k
1/s
2
)
ei
)
≤ k2f
(
e1 +
n∑
i=2
ρi−1
(
xm+1
k
1/s
2
)
ei
)
≤ k2f
(
e1 +
n∑
i=2
ρi−1
(
xm+2
k
1/s
2
)
ei
)
≤ ‖xm+2‖f +
1
4
≤ d+
1
4
.
Next, by mathematical induction, there is a sequence (kj) ⊂ R
+ \ {0} such that
‖xm‖f ≤ kjf
(
e1 +
n∑
i=2
ρi−1
(
xm
k
1/s
j
)
ei
)
≤ kjf
(
e1 +
n∑
i=2
ρi−1
(
xm+1
k
1/s
j
)
ei
)(17)
≤ · · · ≤ kjf
(
e1 +
n∑
i=2
ρi−1
(
xm+j
k
1/s
j
)
ei
)
≤ ‖xm+j‖f +
1
2j
≤ d+
1
2j
.
Now, we claim that (kj) is bounded. Indeed, if it is not true, then passing to
subsequence and relabeling if necessary we may assume kj →∞
16 M. CIESIELSKI & G. LEWICKI
obtain
d+
1
2j
≥ kjf
(
e1 +
n∑
i=2
ρi−1
(
xm
k
1/s
j
)
ei
)
≥ kjf(e1) > 0.
and consequently, since d < ∞ we have a contradiction. So, (kj) has a convergent
subsequence. Then, passing to subsequence and relabeling if necessary we may
assume that kj → k0 ∈ R
+. Now, we continue the proof in two cases.
Case 1. Suppose that k0 > 0. Therefore, by continuity of f and ρi for any i ∈
{1, . . . , n− 1} and by (17) we get
‖xm‖f ≤ k0f
(
e1 +
n∑
i=2
ρi−1
(
xm
k
1/s
0
)
ei
)
≤ d
for any m ≥ Nǫ. Hence, by (16) it follows that
k0f
(
e1 +
n∑
i=2
ρi−1
(
xm
k
1/s
0
)
ei
)
→ d as m→∞.
Furthermore, by (14) and (15), without loss of generality we may assume that for
any m ≥ Nǫ,
‖x‖f ≤ k0f
(
e1 +
n∑
i=2
ρi−1
(
xm
k
1/s
0
)
ei
)
+ ǫ.
In consequence, we have ‖x‖f ≤ d. On the other hand, since xm ≤ x a.e. for every
m ∈ N, by monotonicity of the norm ‖·‖f this yields that ‖xm‖f ≤ ‖x‖f for all
m ∈ N. Thus, by definition of d we conclude ‖x‖f = d.
Case 2. Now, we assume that k0 = 0. Without loss of generality, passing to
subsequence and relabeling if necessary we may suppose that kj ↓ 0. Then, since
ρi is s-convex for any i ∈ {1, . . . , n − 1}, by Lemma 3.1 we notice that for any
0 < u ≤ v,
vρi
( x
v1/s
)
≤ uρi
( x
u1/s
)
for any i ∈ {1, . . . , n− 1}. Next, since f is convex and monotone, it is easy to see
that for any 0 < u ≤ v,
(18) vf
(
n∑
i=2
ρi−1
( x
v1/s
)
ei
)
≤ uf
(
n∑
i=2
ρi−1
( x
u1/s
)
ei
)
.
In view of the above inequality, since kj ↓ 0, we may define
c = lim
j→∞
kjf
(
n∑
i=2
ρi−1
(
x
k
1/s
j
)
ei
)
and cm = lim
j→∞
kjf
(
n∑
i=2
ρi−1
(
xm
k
1/s
j
)
ei
)
.
for any m ≥ Nǫ. Furthermore, since f is monotone, by (17) and (18) we get
d ≥ cm ≥ kjf
(
n∑
i=2
ρi−1
(
xm
k
1/s
j
)
ei
)
for all m ≥ Nǫ and j ∈ N. Hence, since kj > 0 for every j ∈ N, by (14) we obtain
d ≥ kjf
(
n∑
i=2
ρi−1
(
x
k
1/s
j
)
ei
)
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for any j ∈ N. Consequently, by definition of c it follows that c ≤ d. Furthermore,
by the triangle inequality of the norm f , we easily observe that for any j ∈ N,
−kjf(e1) + kjf
(
n∑
i=2
ρi−1
(
x
k
1/s
j
)
ei
)
≤ kjf
(
e1 +
n∑
i=2
ρi−1
(
x
k
1/s
j
)
ei
)
≤ kjf
(
n∑
i=2
ρi−1
(
x
k
1/s
j
)
ei
)
+ kjf(e1).
Therefore, by (15) and by definition of c we have
d ≥ c = lim
j→∞
kjf
(
e1 +
n∑
i=2
ρi−1
(
x
k
1/s
j
)
ei
)
≥ ‖x‖f .
Finally, since ‖xmk‖f ≤ ‖x‖f for any k ∈ N and by assumption that ‖xmk‖f ↑ d
we infer ‖xmk‖f ↑ ‖x‖f and finish case 2. 
Now, we discuss a complete characterization of order continuity in the space Xρ.
Theorem 4.5. Let Xρ, f and ρ1, ..., ρn−1 satisfy requirements of Proposition 4.2.
Additionally, assume that f : Rn → [0,+∞) is a norm on Rn satisfying (2). The
s-norm ‖·‖f is order continuous if and only if for any λ > 0 and (xm) ⊂ (Xρ)
+,
xm ↓ 0 a.e. we have ρ(λxm)→ 0.
Proof. Immediately, by Corollary 4.1 we have the norms ‖·‖f and ‖·‖A are equiv-
alent. Moreover, by Theorem 1.10 in [15] the norms ‖·‖sρ and ‖·‖A are equivalent,
where ‖x‖
s
ρ = inf{u > 0 : ρ(x/u
1/s) ≤ 1} for any x ∈ Xρ. Next, taking (xm) ⊂ Xρ,
by Theorem 1.6 in [15] it is well known that ‖xm‖
s
ρ → 0 if and only if ρ(xmλ)→ 0
for every λ > 0. Therefore, assuming that (xm) ⊂ (Xρ)
+ and xm ↓ 0 a.e. we easily
observe that ‖xm‖f → 0 if and only if ρ(xmλ)→ 0 for any λ > 0. 
Now, we show an example of semimodular space Xρ that is order continuous.
Example 4.6. Let f : Rn → [0,∞) be a convex function satisfying (2), φi be
an Orlicz function satisfying ∆2 condition and let wi > 0 be a weight function
such that wi ∈ Dφi for any i ∈ {1, . . . , n − 1}, i.e. for any 0 ≤ a < b < ∞ and
i ∈ {1, . . . , n− 1} we have
(19)
∫ b
a
φ
(
t− a
t
)
wi(t)dt <∞, and
∫ ∞
b
φi
(
b− a
t
)
wi(t)dt <∞.
Define for any x ∈ L0 and i ∈ {1, . . . , n− 1},
ρi(x) =
∫
I
φi(C(x)(t))wi(t)dt and ρ(x) = max
1≤i≤n−1
{ρi(x)},
where C is the Cesa`ro operator given by (1). Since φi is convex and wi > 0 for
all i ∈ {1, . . . , n − 1}, by subadditivity of the Cesa`ro operator we easily observe
that ρi is convex, continuous, superadditive and monotone semimodular for any
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i ∈ {1, . . . , n− 1}. Furthermore, by (19) we have
Xρ =
n−1⋂
i=1
{
x ∈ L0 :
∫
I
φi(λC(x)(t))wi(t)dt <∞, for some λ > 0
}
=
n−1⋂
i=1
Cφi,wi 6= {0}.
Furthermore, by Proposition 4.2 we conclude that Xρ is a Banach function space.
Now, we claim that Xρ is order continuous. Indeed, picking i ∈ {1, . . . , n− 1} and
taking (xm) ⊂ (Cφi,wi)
+ such that xm ↓ 0 a.e., since φi satisfies ∆2 condition,
we can easily observe that ρi(λxm) < ∞ for all m ∈ N and λ > 0. Moreover,
since ρi(λx1) <∞ for any λ > 0, applying twice Lebesgue Dominated Convergence
Theorem (see [16]) we obtain ρi(λxm) → 0 for any λ > 0, and consequently by
definition of ρ we infer ρ(λxm) → 0 for all λ > 0. Finally, by Theorem 4.5 we
prove our claim.
Lemma 4.7. Let Xρ, f and ρ1, ..., ρn−1 satisfy requirements of Proposition 4.2.
The following condition are equivalent.
(i) For any λ > 0 and (xm) ⊂ (Xρ)
+ with xm ↓ 0 a.e. we have ρ(λxm)→ 0.
(ii) There is η > 1 such that for any (xm) ⊂ (Xρ)
+ with xm ↓ 0 a.e. we have
ρ(ηxm)→ 0.
Proof. Clearly, it is easy to see that (i)⇒ (ii). Now, we prove that (ii)⇒ (i). Let
λ > 0 and let (xm) ⊂ (Xρ)
+ with xm ↓ 0 a.e. Suppose that there exists η > 1
which satisfies (ii). First, observe that if λ ≤ η, then ρ(λym) ≤ ρ(ηxm) → 0. In
case when λ > η, we may find k ∈ N \ {1} such that ηk > λ. Define ym = η
k−1xm
for any m ∈ N. Notice that (ym) ⊂ (Xρ)
+ and ym ↓ 0 a.e. Hence, by (ii) we obtain
ρ(ηym)→ 0. Finally, we have
ρ(λxm) ≤ ρ(ηη
k−1xm) = ρ(ηym)→ 0.

Remark 4.8. Now, let us recall well known fact that for any sequence (xm) ⊂ Xρ
the following condition holds
(20) ρ(xm)→ 0 ⇒ ρ(2xm)→ 0
if and only if the norm convergence ‖·‖sρ in Xρ is equivalent to ρ-convergence in Xρ,
i.e. for any (xn) ⊂ Xρ we have ‖xn‖
s
ρ → 0 if and only if there is λ > 0 such that
ρ(λxn)→ 0 (see Property 5.2 in [15]). Next, assuming that f is a norm satisfying
(2) on Rn, by Theorem 1.10 in [15] and by Corollary 4.1 we may easily replace the
norm ‖·‖
s
ρ by the norm ‖·‖f .
Proposition 4.9. Let Xρ, f and ρ1, ..., ρn−1 satisfy requirements of Proposition
4.2. If ρi is superadditive and satisfies (20) for any i ∈ {1, . . . , n− 1} and also for
any (zm) ⊂ Xρ and z ∈ Xρ we have
lim inf
m→∞
|zm| ≥ |z| a.e. ⇒ lim inf
m→∞
ρi(zm) ≥ ρi(z),
for every i ∈ {1, . . . , n− 1}, then Xρ is order continuous.
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Proof. Let (xm) ⊂ (Xρ)
+ be such that xm ↓ 0 a.e. Define y = x1, ym = x1 − xm
for all m ∈ N \ {1}. Then, by superadditivity of ρi we conclude
(21) ρi(y − ym) ≤ ρi(y)− ρi(ym)
for every m ∈ N and i ∈ {1, . . . , n − 1}. Moreover, since ym ↑ y a.e., by mono-
tonicity of ρi we get ρi(ym) ≤ ρi(y) for all m ∈ N, i ∈ {1, . . . , n − 1} and also
lim infm→∞ ym ≥ y a.e. Hence, we infer that
lim inf
m→∞
ρi(ym) ≥ ρi(y),
and consequently
lim
m→∞
ρi(ym) = ρi(y)
for all i ∈ {1, . . . , n−1}. In consequence, since ρi satisfies (20) for any i ∈ {1, . . . , n−
1}, by (21) for any λ > 0 it follows that
ρ(λxm) = ρ(λ(y − ym)) = max
1≤i≤n−1
{ρi(λ(y − ym))} → 0.
Finally, by Theorem 4.5 we conclude that Xρ is order continuous. 
Theorem 4.10. Let f be a monotone norm on Rn and let Xρ and ρ1, · · · , ρn−1
satisfy requirements of Proposition 4.2. The following assertions are satisfied. If
x ∈ Xρ and ‖x‖f < 1, then
ρ(c1/sx) ≤ ‖x‖f ,
where c = min1≤i≤n f(ei) and (ei)
n
i=1 is standard basis in R
n.
Proof. Let x ∈ Xρ, ǫ > 0 and ‖x‖f + ǫ < 1. Then, by definition of ‖·‖f there exists
k0 > 0 such that
k0f
(
e1 +
n∑
i=2
ρi−1
(
x
k
1/s
0
)
ei
)
≤ ‖x‖f + ǫ < 1.
Fix i ∈ {1, . . . , n− 1}. Then, we have
k0f
(
e1 +
n∑
i=2
ρi−1
(
x
k
1/s
0
)
ei
)
≥ k0f
(
e1 + ρi
(
x
k
1/s
0
)
ei
)
.
Next, since c = min1≤i≤n f(ei) > 0 we obtain
k0f
(
e1 + ρi
(
x
k
1/s
0
)
ei
)
≥ ck0max
{
ρi
(
x
k
1/s
0
)
, 1
}
.
Hence, we have
ck0ρi
(
x
k
1/s
0
)
≤ ck0max
{
ρi
(
x
k
1/s
0
)
, 1
}
≤ ‖x‖f + ǫ < 1.
Therefore, since ck0 < 1, by s-convexity of ρi we get
ρi
(
c1/sx
)
≤ ck0ρi
(
x
k
1/s
0
)
≤ ‖x‖f + ǫ.
Next, since i ∈ {1, . . . , n−1} and ǫ > 0 are arbitrary, we obtain ρ(c1/sx) ≤ ‖x‖f . 
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Proposition 4.11. Let f : Rn → [0,∞) be a convex function satisfying (2) and let
φi be an Orlicz function and ρi(x) = Iφi(|x|) for any i ∈ {1, . . . , n−1} and x ∈ Xρ,
where ρ = max1≤i≤n−1{ρi}. The Orlicz function max1≤i≤n−1{φi} satisfies ∆2
condition if and only if the norm ‖·‖f is order continuous (equivalently Xρ = Eρ =⋂n−1
i=1 E
φi).
Proof. First, by Theorem 4.5 we observe that the norm ‖·‖f is order continuous if
and only if for any (xm) ⊂ (Xρ)
+, x ∈ (Xρ)
+ such that xm ≤ x a.e. for any m ∈ N
and xm → 0 a.e. we have ρ(λxm) → 0 for all λ > 0. So, equivalently we may
write that for any (xm) ⊂ (Xρ)
+, x ∈ (Xρ)
+ such that xm ≤ x a.e. for any m ∈ N
and xm → 0 a.e., we get Iφi(λxm) → 0 for any i ∈ {1, . . . , n − 1} and λ > 0. Let
φ = max1≤i≤n−1{φi}. Then, in view of Theorem 10.3 [12] it follows that the Orlicz
space Lφ = Eφ (i.e. Lφ is order continuous) if and only if φ satisfies ∆2 condition.
Next, by Theorem 1 [8] it is easy to notice that
Xρ =
{
x ∈ L0 : max
1≤i≤n−1
{Iφi(λx)} <∞ for some λ > 0
}
=
n−1⋂
i=1
Lφi = Lφ = Eφ.
Moreover, for any λ > 0 and x ∈ Eφ it is easy to observe that
max
1≤i≤n−1
{Iφi(λx)} ≤
∫
I
max
1≤i≤n−1
{φi(λx)}dµ = Iφ(λx) <∞,
whence
Eφ ⊂
n−1⋂
i=1
Eφi =
{
x ∈ L0 : max
1≤i≤n−1
{Iφi(λx)} <∞ for all λ > 0
}
= Eρ.
In consequence, since Eφi ⊂ Lφi for any i ∈ {1, . . . , n− 1}, we have
Xρ = Eρ =
n−1⋂
i=1
Eφi .
Finally, for every (xm) ⊂ (Xρ)
+, x ∈ (Xρ)
+ such that xm ≤ x a.e. for any
m ∈ N and xm → 0 a.e., by Lebesgue Dominated Convergence Theorem we have
Iφi(λxm)→ 0 for any λ > 0 and consequently ‖xm‖f → 0. 
5. Monotonicity properties of banach function space Xρ
This section is devoted to monotonicity properties in s-Banach function space.
We start our investigation with a characterization of strict monotonicity. In this
section we assume unless we say otherwise that Xρ is an s-Banach function space
satisfying requirements of Proposition 4.2.
Theorem 5.1. Let f : Rn → [0,∞) be a convex function that is strictly monotone
on (Rn)+ and let (Xρ, ‖·‖f ) be regular (see Definition 3.7). If there is j ∈ {1, . . . , n−
1} such that for any x, y ∈ (Xρ)
+ with x ≤ y, x 6= y we have ρj(λx) < ρj(λy)
whenever ρj(λy) <∞ for λ > 0, then the space Xρ equipped with the norm ‖·‖f is
strictly monotone.
Proof. Let x, y ∈ (Xρ)
+ be such that x ≤ y, x 6= y a.e. Clearly, we have ρi(λx) ≤
ρi(λy) for all λ > 0 and i ∈ {1, . . . , n − 1}. Moreover, by assumption there is
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j ∈ {1, . . . , n− 1} such that if ρj(λy) <∞ for λ > 0, then ρj(λx) < ρj(λy). Hence,
by strict monotonicity of f we get
(22) kf
(
e1 +
n∑
i=2
ρi−1
( x
k1/s
)
ei
)
< kf
(
e1 +
n∑
i=2
ρi−1
( y
k1/s
)
ei
)
for any k > 0 such that ρ(y/k1/s) < ∞. Moreover, since (Xρ, ‖·‖f ) is regular, by
Theorem 3.8, there exists k0 > 0 such that
‖y‖f = k0f
(
e1 +
n∑
i=2
ρi−1
(
y
k
1/s
0
)
ei
)
.
In consequence, by definition of the norm ‖·‖f and by (22) we obtain
‖x‖f ≤ k0f
(
e1 +
n∑
i=2
ρi−1
(
x
k
1/s
0
)
ei
)
< k0f
(
e1 +
n∑
i=2
ρi−1
(
y
k
1/s
0
)
ei
)
= ‖y‖f ,
which proves that Xρ is strictly monotone. 
We present the all details of the proof of the following proposition for the sake
of completeness and reader’s convenience. Let us mention that in some part of the
below proof we use similar techniques to Lemma 2.3 in [5].
Proposition 5.2. Let f be a monotone norm on Rn. Let ρi be a convex, left-
continuous, superadditive and monotone semimodular on X for any i ∈ {1, . . . , n−
1}. Then, for any x, y ∈ Xρ such that ‖y‖f = 1 and 0 ≤ x ≤ y a.e. we have
ρ(cx) ≤ 1 and
‖y − x‖f ≤ 1− δf (ρ(cx)),
where c = min1≤i≤n{f(ei)}, (ei)
n
i=1 elements of standard basis in R
n, and δf is a
modulus of monotonicity of a function f given by
δf (ǫ) = inf
{
1− f(u− v) : u, v ∈ (Rn)+, u ≤ v, f(v) = 1, f(u) ≥ ǫ
}
,
for any ǫ ∈ [0, 1].
Proof. First, we easily observe that c = min1≤i≤n{f(ei)} > 0. Then, by definition
of a norm ‖·‖f there is k0 > 0 such that
ck0 ≤ k0f(e1) ≤ k0f
(
e1 +
n∑
i=2
ρi−1
(
y
k0
)
ei
)
(23)
≤ ‖y‖f + ǫ = 1 + ǫ.
Fix j ∈ {1, . . . , n− 1}. For simplicity of our notation we define
v = k0e1 +
n∑
k=2
k0ρk−1
(
y
k0
)
ek, and u = k0ρj
(
x
k0
)
ej .
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Then, since a mapping kρi(x/k) is nonincreasing with respect k > 0 for any
i{1, . . . , n− 1}, by monotonicity of f we get
f(v) ≥ f
(
n∑
i=2
k0ρi−1
(
x
k0
)
ei
)
≥ f(u) = k0ρj
(
x
k0
)
f(ej)(24)
≥ ck0ρj
(
cx
ck0
)
≥ (1 + ǫ)ρj
(
cx
1 + ǫ
)
.
Moreover, since ρi is superadditive for any i ∈ {1, . . . , n− 1} we obtain
‖y − x‖f ≤ k0f
(
e1 +
n∑
k=2
ρk−1
(
y − x
k0
)
ek
)
≤ k0f
(
e1 +
n∑
k=2
ρk−1
(
y
k0
)
ek − ρk−1
(
x
k0
)
ek
)
= f
(
v −
n∑
k=2
k0ρk−1
(
x
k0
)
ek
)
.
Consequently, since u ≤
∑n
k=2 k0ρk−1
(
x
k0
)
ek ≤ v, by monotonicity of f and by
monotonicity of ρi for any i ∈ {1, . . . , n− 1} we conclude
‖y − x‖f ≤ f
(
v −
n∑
k=2
k0ρk−1
(
x
k0
)
ek
)
≤ f (v − u) .
Next, since u ≤ v, by (23) and (24) it is easy to see that
1 ≥ f
(
v
1 + ǫ
)
≥ f
(
u
1 + ǫ
)
≥ ρj
(
cx
1 + ǫ
)
.
Therefore, by definition of the modulus of monotonicity δf we have
‖y − x‖f ≤ f (v − u) ≤ (1 + ǫ)
{
1− δf
(
ρj
(
cx
1 + ǫ
))}
.
Finally, since ǫ > 0 and j ∈ {1, . . . , n− 1} are arbitrary, by left-continuity of ρi for
any i ∈ {1, . . . , n− 1}, we observe that
ρ(cx) ≤ 1 and ‖y − x‖f ≤ 1− δf (ρ (cx)) .

Theorem 5.3. Let f be a norm on Rn that is uniformly monotone. Let ρi be
a convex, left-continuous, superadditive and monotone semimodular on X for any
i ∈ {1, . . . , n − 1}. If ρ satisfies (20), then the space Xρ equipped with the norm
‖·‖f is uniformly monotone.
Proof. Let ǫ ∈ (0, 1] and let x, y ∈ (Xρ)
+ be such that x ≤ y a.e. and ‖y‖f = 1,
‖x‖f ≥ ǫ. We claim that for any ǫ > 0 and for any λ > 0 we have
ψf (λ, ǫ) = inf{ρ(λz) : z ∈ Xρ, ‖z‖f ≥ ǫ} > 0.
Indeed, if we suppose for a contrary that it is not true, then there exist ǫ1 > 0
and λ1 > 0 such that ψf (λ1, ǫ1) = 0. Hence, there exists (xm) ⊂ Xρ such that
ρ(λ1xm) <
1
m and ‖xm‖f ≥ ǫ1 for all m ∈ N. Consequently, since ρ satisfies
(20), it follows that ρ(λxm) → 0 for any λ > 0. In consequence, by Remark 4.8
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we get a contradiction, which proves the claim. Next, since ρi is left-continuous
and superadditive for any i ∈ {1, . . . , n − 1}, by Proposition 5.2 it follows that
1 ≥ ρ(cx) ≥ ψf (c, ǫ) > 0 and
‖y − x‖f ≤ 1− δf (ρ(cx)) ≤ 1− δf (ψf (c, ǫ)).
Therefore, by assumption that f is uniformly monotone we have
1 ≥ δf (ψf (c, ǫ)) > 0
for any ǫ ∈ (0, 1] and c > 0, which shows that ‖·‖f is uniformly monotone. 
Now, we present an example of semimodular spaces that are uniformly monotone.
Example 5.4. Let f : Rn → [0,∞) be uniformly monotone norm, φi be an Orlicz
function satisfying ∆2 condition and let wi ∈ Dφi be a positive weight function for
any i ∈ {1, . . . , n − 1} (for more details please see (19)). Defining ρ and ρi for
any i ∈ {1, . . . , n − 1} as in Example 4.6 we infer that ρi is convex, continuous,
superadditive and monotone semimodular for any i ∈ {1, . . . , n− 1} and
Xρ =
n−1⋂
i=1
Cφi,wi 6= {0}.
Next, we observe that ρ satisfies (20). So, by Theorem 5.3 we obtain Xρ equipped
with ‖·‖f is uniformly monotone.
Proposition 5.5. Let f : Rn → [0,∞) be a convex function satisfying (2) and let
φi be an Orlicz function and ρi(x) = Iφi(|x|) for any i ∈ {1, . . . , n−1} and x ∈ Xρ,
where ρ = max1≤i≤n−1{ρi}. If each φi vanishes outside zero, then Xρ equipped
with the norm ‖·‖f is not strictly monotone.
Proof. Assume that aφi > 0 for any i ∈ {1, . . . , n− 1}. Let ǫ > 0 and y ∈ S(Xρ)
+
be such that µ(I \ supp(y)) > 0. Then, there exists k0 > 0 such that
k0f
(
e1 +
n∑
k=2
ρk−1
(
y
k0
)
ek
)
≤ ‖y‖f + ǫ.
Let A ⊂ I \ supp(y) and 0 < µ(A) <∞. Define
x = y + min
1≤i≤n−1
{aφi}k0χA.
Notice that 0 ≤ y ≤ x and y 6= x, whence ‖y‖f ≤ ‖x‖f . On the other hand, by
assumption that ρi vanishes outside zero for any i ∈ {1, . . . , n− 1} we have
‖x‖f ≤ k0f
(
e1 +
n∑
k=2
ρk−1
(
x
k0
)
ek
)
= k0f
(
e1 +
n∑
k=2
Iφk−1
(
y
k0
+ min
1≤i≤n−1
{aφi}χA
)
ek
)
= k0f
(
e1 +
n∑
k=2
Iφk−1
(
y
k0
)
ek
)
≤ ‖y‖f + ǫ.
Hence, we get ‖x‖f = ‖y‖f , consequently by assumption that x 6= y and y ≤ x a.e.
we conclude that Xρ is not strictly monotone. 
24 M. CIESIELSKI & G. LEWICKI
Now, we discuss a complete characterization of strict monotonicity for space
Xρ. First, we present a full criteria of strict monotonicity for Xρ in case when f
is strictly monotone and convex function and (Xρ, ‖·‖f ) is regular (see Definition
3.7). Next, we provide an equivalent condition for SM in case when f is a uniformly
monotone norm.
Theorem 5.6. Let f : Rn → [0,∞) be a convex function that is strictly monotone
on (Rn)+. Let φi be an Orlicz function such that and ρi(x) = Iφi(|x|) for any
i ∈ {1, . . . , n − 1} and x ∈ Xρ, where ρ = max1≤i≤n−1{ρi}. Assume that there is
k ∈ {1, . . . , n−1} such that φk is N -function at ∞. The space Xρ equipped with the
norm ‖·‖f is strictly monotone if and only if aφj = 0 for some j ∈ {1, . . . , n− 1}.
Proof. Immediately, since there exists k ∈ {1, . . . , n−1} such that φk is N -function
at∞, by Remark 3.9 we infer that (Xρ, ‖·‖f ) is regular. Next, in view of assumption
that f is a strictly monotone norm, since a semimodular ρi is monotone for any i ∈
{1, . . . , n− 1} and by Proposition 5.5 and Theorem 5.1 we complete the proof. 
Theorem 5.7. Let f be a norm on Rn that is uniformly monotone. Let φi be
an Orlicz function such that and ρi(x) = Iφi(|x|) for any i ∈ {1, . . . , n − 1} and
x ∈ Xρ, where ρ = max1≤i≤n−1{ρi}. The space Xρ equipped with the norm ‖·‖f is
strictly monotone if and only if aφj = 0 for some j ∈ {1, . . . , n− 1}.
Proof. Necessity. Immediately, by Proposition 5.5 we get that there exists j ∈
{1, . . . , n− 1} such that aφj = 0.
Sufficiency. Suppose that aφj = 0 for some j ∈ {1, . . . , n − 1}. Let x, y ∈ Xρ be
such that 0 ≤ x ≤ y and x 6= y and let c = min1≤i≤n{f(ei)}, where (ei)
n
i=1 are
elements of standard basis in Rn. We may consider without loss of generality that
‖y‖f = 1. Clearly, we have 0 ≤ y − x ≤ y and y 6= y − x 6= 0. Then, since Iφi
is left-continuous and superadditive for any i ∈ {1, . . . , n − 1}, by Proposition 5.2
and by assumption that φj vanishes only at zero for some j ∈ {1, . . . , n − 1} we
obtain 1 ≥ ρ(cx) ≥ Iφj (cx) > 0 and consequently by assumption that f is uniformly
monotone we get
‖y − x‖f ≤ 1− δf (ρ(cx)) < 1 = ‖y‖f .

We say that a sequence (xm) in a Banach space X is nearly order convergence
to x ∈ X+ if xm ≤ x for any n ∈ N and ‖xm‖X ↑ ‖x‖X . Now, we show analogous
result to Lemma 3.2 in [5]. For a sake of completeness and the reader’s convenience
we present the whole details of the following proof.
Lemma 5.8. Let f be a norm on Rn that is uniformly monotone. Let φi be an
Orlicz function and ρi(x) = Iφi(|x|) for any i ∈ {1, . . . , n− 1} and x ∈ Xρ, where
ρ = max1≤i≤n−1{ρi}. If there is j ∈ {1, . . . , n − 1} such that aφj = 0, then the
nearly order convergence implies the convergence in measure on (Xρ)
+.
Proof. Let (xm) ⊂ (Xρ)
+, x ∈ (Xρ)
+ be such that xm ≤ x for any m ∈ N and
‖xm‖x ↑ ‖x‖X . Without loss of generality we may assume that ‖x‖f = 1. Suppose
for a contrary that xm does not converge to x in measure, i.e. there exist ǫ, η > 0
and (mk) ⊂ N such that infk∈N µ(Ak) ≥ η where
Ak ⊂ {t ∈ I : x(t)− xmk(t) > ǫ} and µ(Ak) <∞,
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for any k ∈ N. Let c = min1≤i≤n{f(ei)}, where (ei)
n
i=1 is a standard basis in R
n.
Without loss of generality we may assume that
cǫ < min
1≤i≤n
{bφi} and η <
1
max1≤i≤n−1{φi(cǫ)}
.
Clearly, we have
xmk(t) < x(t) − ǫχAk(t) a.e.
Hence, since Iφi is left-continuous, monotone and superadditive for any i ∈ {1, . . . , n−
1}, by Proposition 5.2 we obtain
‖xmk‖f ≤ ‖x− ǫχAk‖f ≤ 1− δf(ρ(cǫχAk))
≤ 1− δf
(
max
1≤i≤n−1
∫
I
φi (cǫχAk) dµ
)
≤ 1− δf
(
max
1≤i≤n−1
{φi(cǫ)}µ(Ak)
)
≤ 1− δf
(
η max
1≤i≤n−1
{φi(cǫ)}
)
for any k ∈ N. Since aφj = 0 for some j ∈ {1, . . . , n− 1} we get
η max
1≤i≤n−1
{φi(cǫ)} > 0.
Therefore, passing to subsequence and relabeling if necessary we may easily observe
that ‖xm‖f 9 1. So, this concludes a contradiction and completes the proof. 
Theorem 5.9. Let f be a norm on Rn that is uniformly monotone. Let φi be
an Orlicz function and ρi(x) = Iφi(|x|) for any i ∈ {1, . . . , n − 1} and x ∈ Xρ,
where ρ = max1≤i≤n−1{ρi}. If φ = max1≤i≤n−1{φi} satisfies ∆2 condition, then
Xρ equipped with the norm ‖·‖f is lower locally uniformly monotone.
Proof. Let (xm) ⊂ (Xρ)
+, x ∈ (Xρ)
+ be such that xm ≤ x and ‖xm‖f → ‖x‖f = 1.
Let λ > 0. Since φ satisfies ∆2 condition, it is easy to see that aφ = 0, and
consequently by definition of φ there is j ∈ {1, . . . , n−1} such that aφj = 0. Hence,
since 0 ≤ λ(x − xm) ≤ λx a.e. for any m ∈ N, by Lemma 5.8 it follows that
λxm converges to λx in globally measure. Next, by assumption that φ satisfies ∆2
condition, by Proposition 4.11 we have ρ(λx) < ∞. In consequence, by Lebesgue
Dominated Convergence Theorem (see [16]) we infer that ρ(λ(x−xm))→ 0. Hence,
since λ > 0 is arbitrary, we conclude ‖x− xm‖f → 0 and finish the proof. 
Theorem 5.10. Let f be a norm on Rn satisfying (2). Let φi be an Orlicz
function and ρi(x) = Iφi(|x|) for any i ∈ {1, . . . , n − 1} and x ∈ Xρ, where
ρ = max1≤i≤n−1{ρi}. If the space Xρ equipped with the norm ‖·‖f is upper lo-
cally uniformly monotone, then the norm ‖·‖f is order continuous.
Proof. Suppose for a contrary that the norm ‖·‖f is not order continuous. Then,
there exist ǫ > 0 and a sequence (zm) ⊂ (Xρ)
+ such that zm ↓ 0 a.e. and ‖zm‖f ≥ ǫ
for all m ∈ N. Without loss of generality we may assume that Iφi(zm) < ∞ for
any m ∈ N and i ∈ {1, . . . , n − 1}. Hence, by Lebesgue Dominated Convergence
Theorem (see [16]) it follows that Iφi(zm) → 0 for every i ∈ {1, . . . , n − 1}. Next,
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using the diagonal method and passing to subsequence and relabeling if necessary
we may assume
Iφi(zm) <
1
2m
for any m ∈ N and i ∈ {1, . . . , n − 1}. Additionally, we may suppose without loss
of generality that
µ
(
I \
⋃
m∈N
supp(zm)
)
> 0.
Now, let ǫ1 > 0 and y ∈ (Xρ)
+ be such that ‖y‖f = 1, supp(y) ⊂ I\
⋃
m∈N supp(zm).
Then, there is k0 > 0 such that
(25) k0f
(
e1 +
n∑
k=2
Iφk−1
(
y
k0
)
ek
)
≤ ‖y‖f + ǫ1.
Define xm = k0zm and ym = y + xm for any m ∈ N. Notice that
Iφi
(
xm
k0
)
= Iφi(zm) <
1
2m
for all m ∈ N and i ∈ {1, . . . , n− 1}. So, (xm) ⊂ (Xρ)
+ and also
(26) ‖ym − y‖f = ‖xm‖f =
1
k0
‖zm‖f ≥ ǫk0
for all m ∈ N. In consequence, we have
‖ym‖f ≤ k0f
(
e1 +
n∑
k=2
Iφk−1
(
ym
k0
)
ek
)
= k0f
(
e1 +
n∑
k=2
Iφk−1
(
y
k0
)
ek + Iφk−1
(
xm
k0
)
ek
)
≤ k0f
(
e1 +
n∑
k=2
Iφk−1
(
y
k0
)
ek +
1
2m
ek
)
for every m ∈ N. Therefore, by assumption that f is a norm on Rn we conclude
lim sup
m→∞
‖ym‖f ≤ k0f
(
e1 +
n∑
k=2
Iφk−1
(
y
k0
)
ek
)
.
Hence, by (25) we obtain
lim sup
m→∞
‖ym‖f ≤ ‖y‖f + ǫ1 = 1 + ǫ1.
Thus, since ǫ1 > 0 is arbitrary we get
lim sup
m→∞
‖ym‖f ≤ 1,
whence, since ym ≥ y for any m ∈ N, by assumption that f satisfies (2) it is
easy to see ‖ym‖f ≥ ‖y‖f = 1, and consequently ‖ym‖f → 1. Finally, in view
of assumption that Xρ is upper locally uniformly monotone and by (26) we get a
contradiction. 
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Theorem 5.11. Let f be a norm on Rn that is uniformly monotone. Let φi be
an Orlicz function and ρi(x) = Iφi(|x|) for any i ∈ {1, . . . , n − 1} and x ∈ Xρ,
where ρ = max1≤i≤n−1{ρi}. Consider a space Xρ equipped with a norm ‖·‖f . The
following conditions are equivalent.
(i) Xρ is order continuous.
(ii) φ = max1≤i≤n−1{φi} satisfies ∆2 condition.
(iii) Xρ is uniformly monotone.
(iv) Xρ is upper locally uniformly monotone.
(v) Xρ is decreasing uniformly monotone.
(vi) Xρ is lower locally uniformly monotone.
(vii) Xρ is increasing uniformly monotone.
Proof. Immediately, by Proposition 2.1 in [7] and by Theorem 1.2 in [2] it follows
that (vi) ⇔ (vii). Next, by Theorem 1.1 in [2] and by Theorem 5.10 we conclude
that (iv)⇔ (v). Clearly, we have (iii)⇒ (iv) and (iii)⇒ (vi) (see [2]). Moreover,
by Theorem 5.10 we infer that (iv) ⇒ (i). Similarly, by Proposition 2.1 in [7] we
get (vi) ⇒ (i). Now, since f is a norm on Rn that is uniformly monotone we
easily observe that f satisfies (2). Hence, by Proposition 4.11 we obtain (i)⇒ (ii).
Next, since φ satisfies ∆2 condition, by Theorem 8.14 in [15] and by Remark 4.8
we conclude that ρ satisfies (20). Finally, by Theorem 5.3 we infer (ii)⇒ (iii) and
finish the proof. 
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