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4Abstract
The coherence function measures the correlation between a pair of random
processes in the frequency domain. It is a well studied and understood con-
cept, and the distributional properties of conventional coherence estimators for
stationary processes have been derived and applied in a number of physical
settings.
In recent years the wavelet coherence measure has been used to analyse
correlations between a pair of processes in the time-scale domain, typically in
hypothesis testing scenarios, but it has proven resistant to analytic study with
resort to simulations for statistical properties. As part of the null hypothe-
sis being tested, such simulations invariably assume joint stationarity of the
series. In this thesis two methods of calculating wavelet coherence have been
developed and distributional properties of the wavelet coherence estimators
have been fully derived.
With the first method, in an analogous framework to multitapering, wavelet
coherence is estimated using multiple orthogonal Morse wavelets. The second
coherence estimator proposed uses time-domain smoothing and a single Morlet
wavelet. Since both sets of wavelets are complex-valued, we consider the case of
wavelet coherence calculated from discrete-time complex-valued and stationary
time series. Under Gaussianity, the Goodman distribution is shown, for large
samples, to be appropriate for wavelet coherence. The true wavelet coherence
value is identified in terms of its frequency domain equivalent and degrees
of freedom can be readily derived. The theoretical results are verified via
simulations.
5The notion of a spectral function is considered for the nonstationary case.
Particular focus is given to Priestley’s evolutionary process and a Wold-Crame´r
nonstationary representation where time-varying spectral functions can be
clearly defined. Methods of estimating these spectra are discussed, includ-
ing the continuous wavelet transform, which when performed with a Morlet
wavelet and temporal smoothing is shown to bear close resemblance to Priest-
ley’s own estimation procedure.
The concept of coherence for bivariate evolutionary nonstationary processes
is discussed in detail. In such situations it can be shown that the coherence
function, as in the stationary case, is invariant of time. It is shown that
for spectra that vary slowly in time the derived statistics of the temporally
smoothed wavelet coherence estimator are appropriate. Further to this the
similarities with Priestleys spectral estimator are exploited to derive distribu-
tional properties of the corresponding Priestley coherence estimator.
A well known class of the evolutionary and Wold-Crame´r nonstationary
processes are the modulated stationary processes. Using these it is shown that
bivariate processes can be constructed that exhibit coherence variation with
time, frequency, and time-and-frequency. The temporally smoothed Morlet
wavelet coherence estimator is applied to these processes. It is shown that
accurate coherence estimates can be achieved for each type of coherence, and
that the distributional properties derived under stationarity are applicable.
6Acknowledgments
I would first and foremost like to thank my supervisor, Prof Andrew Walden,
for his time, ideas and guidance. I am also grateful to the Engineering and
Physical Sciences Research Council (EPSRC), whose funding has made this
research possible.
I would like to thank members of Imperial College’s Statistics Section for
creating a stimulating and enjoyable environment in which to work.
I thank my family, and in particular my parents Clive and June for their
continued love and support throughout my education. There is no doubt that
without them I would not have been able to achieve this.
Finally I would like to thank Red for her kindness, love and unwavering
support.
Ed
7Table of contents
Abstract 4
1 Introduction 15
2 Complex-Valued Stationary Processes 22
2.1 Random Complex Vectors . . . . . . . . . . . . . . . . . . . . 23
2.2 Complex-Valued Processes . . . . . . . . . . . . . . . . . . . . 25
2.3 Spectral Representation of Stationary Processes . . . . . . . . 27
2.4 Gaussian Distributed Complex-Valued Vectors . . . . . . . . . 31
2.5 Complex Vector-Valued Gaussian Processes . . . . . . . . . . 34
2.6 Coherence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.7 Spectral Density and Coherence Estimators . . . . . . . . . . 37
2.7.1 Lag-window Spectral Estimators . . . . . . . . . . . . . 42
2.7.2 Segment Averaging . . . . . . . . . . . . . . . . . . . . 44
2.7.3 Multitapering . . . . . . . . . . . . . . . . . . . . . . . 45
2.8 Multitaper Spectral Estimators and Coherence . . . . . . . . . 47
3 Wavelet Coherence for Stationary Processes 54
3.1 Representing the L2 Function Space . . . . . . . . . . . . . . . 55
3.2 Time-Frequency Analysis . . . . . . . . . . . . . . . . . . . . . 56
3.3 The Continuous Wavelet Transform . . . . . . . . . . . . . . . 60
3.3.1 The Continuous Wavelet Transform in Discrete-Time . 61
3.3.2 Wraparound and the Maximum Analysis Scale . . . . . 63
3.3.3 Calculating the Minimum Analysis Scale . . . . . . . . 64
3.4 The Wavelet Spectrum and Wavelet Coherence Measure . . . 65
4 A Statistical Analysis of Morse Wavelet Coherence 70
4.1 The Multiple Morse Wavelets . . . . . . . . . . . . . . . . . . 71
4.2 The Morse Wavelet Coherence Estimator . . . . . . . . . . . . 76
4.3 The Morse Wavelet Transform for Discrete-Time Processes . . 77
4.3.1 Wraparound and the Maximum Analysis Scale . . . . . 78
4.3.2 Calculating the Minimum Analysis Scale . . . . . . . . 78
84.3.3 Mapping Time-Scale to Time-Frequency . . . . . . . . 78
4.4 The Statistics of the Morse Wavelet Coherence Estimator . . . 79
4.4.1 The Wavelet Spectral Matrix . . . . . . . . . . . . . . 79
4.4.2 Orthogonality and Uncorrelatedness . . . . . . . . . . . 83
4.5 Key Results and Distributional Properties of WCOH . . . . . 84
4.6 Simulations and Results . . . . . . . . . . . . . . . . . . . . . 86
4.6.1 The Complex Process . . . . . . . . . . . . . . . . . . . 87
4.6.2 Specifics of the Morse Wavelet Parameters . . . . . . . 87
4.6.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
4.7 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . 93
5 Temporally Smoothed Wavelet Coherence 95
5.1 Smoothing with the Morlet Wavelet . . . . . . . . . . . . . . . 96
5.2 WOSA for Continuous-Time Processes . . . . . . . . . . . . . 98
5.3 Discrete-Time Method . . . . . . . . . . . . . . . . . . . . . . 101
5.3.1 Restrictions on a and b . . . . . . . . . . . . . . . . . . 105
5.3.2 Review . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
5.4 Statistical Properties of WOSA Estimators . . . . . . . . . . . 107
5.4.1 WOSA to Multitaper . . . . . . . . . . . . . . . . . . . 108
5.5 Statistical Analysis of TWCOH . . . . . . . . . . . . . . . . . 113
5.6 Example results . . . . . . . . . . . . . . . . . . . . . . . . . . 117
5.7 Significance Testing Example . . . . . . . . . . . . . . . . . . 118
5.8 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . 121
6 Nonstationary Processes 123
6.1 Harmonizable Processes . . . . . . . . . . . . . . . . . . . . . 125
6.2 The Evolutionary Process . . . . . . . . . . . . . . . . . . . . 127
6.2.1 Oscillatory Processes . . . . . . . . . . . . . . . . . . . 129
6.2.2 Semi-Stationarity . . . . . . . . . . . . . . . . . . . . . 131
6.3 Uniformly Modulated Processes . . . . . . . . . . . . . . . . . 134
6.3.1 Example . . . . . . . . . . . . . . . . . . . . . . . . . . 135
6.4 Wold-Crame´r Model of Nonstationarity . . . . . . . . . . . . . 137
6.5 Estimating Evolutionary Spectra . . . . . . . . . . . . . . . . 139
6.5.1 Priestley’s Method of Evolutionary Spectral Estimation 140
6.5.2 Smoothing Procedure . . . . . . . . . . . . . . . . . . . 142
6.5.3 Wavelets . . . . . . . . . . . . . . . . . . . . . . . . . . 143
6.6 Spectral Estimation Examples . . . . . . . . . . . . . . . . . . 147
6.6.1 Uniformly Modulated Process . . . . . . . . . . . . . . 147
6.6.2 Wold-Crame´r Nonstationary Process . . . . . . . . . . 148
6.7 Other models for Nonstationarity . . . . . . . . . . . . . . . . 152
6.7.1 Locally Stationary Processes . . . . . . . . . . . . . . . 152
6.7.2 Wavelet Processes . . . . . . . . . . . . . . . . . . . . . 154
97 Coherence of Evolutionary Processes 156
7.1 Multivariate Evolutionary Processes . . . . . . . . . . . . . . . 157
7.2 Coherence for Evolutionary Processes . . . . . . . . . . . . . . 159
7.3 Multivariate Evolutionary Spectral Estimators . . . . . . . . . 162
7.4 Discrete-Time TWCOH Estimator . . . . . . . . . . . . . . . 164
7.5 Wavelet Coherence Examples . . . . . . . . . . . . . . . . . . 167
7.5.1 Time-and-Frequency-Invariant Coherence . . . . . . . . 167
7.5.2 Frequency-Dependent Coherence . . . . . . . . . . . . 169
7.6 Priestley’s Coherence Estimator . . . . . . . . . . . . . . . . . 172
7.6.1 Priestley’s Estimator for Discrete-Time SOS Processes 173
7.6.2 Priestley’s Estimator for Discrete-Time Semi-Stationary
Processes . . . . . . . . . . . . . . . . . . . . . . . . . 175
7.7 Downburst Wind Example . . . . . . . . . . . . . . . . . . . . 177
7.7.1 Coherence Estimator Details . . . . . . . . . . . . . . . 179
7.8 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . 180
8 Time-Varying-Coherence Models 182
8.1 Multivariate Wold-Crame´r Model . . . . . . . . . . . . . . . . 182
8.1.1 Time-and-frequency-Dependent Coherence . . . . . . . 184
8.1.2 Time-Dependent Coherence . . . . . . . . . . . . . . . 185
8.1.3 Introducing Frequency-Dependence . . . . . . . . . . . 186
8.2 Sigma-Oscillatory Processes . . . . . . . . . . . . . . . . . . . 187
8.3 Simulations and Results . . . . . . . . . . . . . . . . . . . . . 188
8.3.1 Constant Coherence . . . . . . . . . . . . . . . . . . . 189
8.3.2 Time-Dependent Coherence . . . . . . . . . . . . . . . 189
8.3.3 Time-and-Frequency-Dependent Coherence . . . . . . . 193
8.4 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . 194
9 Conclusion 198
A Proof of Theorem 4.4.1 201
B Continuous-Time Version of Theorem 4.4.1 208
C Proof of Theorem 5.5.1 212
D Characteristic Width Derivation for the Downburst Wind Pro-
cess 215
10
List of Figures
2.1 (a) Periodogram and (b) multitaper spectral estimator (K =
10) for a SOS complex autoregressive process of order 1 — see
Section 4.6.1. The spectral density function is also plotted. . . 47
2.2 Probability density functions gγˆ2(x;K, γ
2) for K = 10 and a
true coherence value γ2 of (a) 0, (b) 0.1, (c) 0.2, (d) 0.5, (e) 0.7,
and (f) 0.9. The dotted line marks the true coherence and the
dashed line is the expected value of the distribution. . . . . . . 51
2.3 Demonstration of calculating a confidence interval of true co-
herence from an individual coherence estimate. In this case we
find the 95% confidence interval (α = 0.05) from a coherence
estimate γˆ2 = 0.7 with 10 complex degrees of freedom. . . . . 52
2.4 PDF surface gγˆ2(x;K, γ
2), 0 ≤ x, γ2 < 1 for K = 10. See text
for an explanation. . . . . . . . . . . . . . . . . . . . . . . . . 53
3.1 Symbolic representation of the Gabor discretisation (left) and
wavelet discretisation (right) of a signal as a paving of the time-
frequency plane. . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.2 The real part of the Morlet wavelet in the time domain (left)
and frequency domain (right) for scales (a),(b) a = 1, (b),(c)
a = 2 and (d),(e) a = 5. . . . . . . . . . . . . . . . . . . . . . 62
3.3 Symbolic representation of how the continuous wavelet trans-
form can analyse an arbitrary point of the time-frequency plane,
and the time-frequency trade-off that occurs. . . . . . . . . . . 63
4.1 Morse wavelet domain DC,β,γ (solid) for C = 10, β = 8 and
γ = 3. The disc of equal area is also plotted (dashed). . . . . . 73
4.2 Each row of the plot shows the magnitude |ψ+k,40,15| (left) and
frequency response Ψ+k,40,15 (right). The rows are for (top to
bottom) k = 0, ..., 4. . . . . . . . . . . . . . . . . . . . . . . . 75
LIST OF FIGURES 11
4.3 A Morse wavelet coherence estimate for a SOS CAR(1) process
(see Section 4.6.1), with parameters K = 10, β = 40 and γ =
15, plotted as a function of time-scale (left) and time-frequency
(right). Only the valid regions are shown. Areas of dark shading
indicate high values of coherence. . . . . . . . . . . . . . . . . 88
4.4 Q-Q plots for 100 independent samples of γˆ2∗(a, b) for (a) N =
256 and (b) N = 512. The four curves on each plot correspond
to four different (a, b) pairs on the scale-time plane. K = 10,
β = 40 and γ = 15. . . . . . . . . . . . . . . . . . . . . . . . . 89
4.5 Q-Q plots for 100 independent samples of γˆ2∗(a, b) for (a) K = 5
and (b) K = 10. The four curves on each plot correspond to
four different (a, b) pairs on the scale-time plane. N = 1024,
β = 40 and γ = 15. . . . . . . . . . . . . . . . . . . . . . . . . 90
4.6 The theoretical mean values of the coherence estimator are
shown by the triangles, and the sample mean of γˆ2∗(a, b) over
1000 simulations, at four randomly chosen points (a, b) on the
scale-time plane, are shown by crosses. N = 1024. . . . . . . . 91
4.7 The four theoretical components of Υ(f). In each plot the
thin line marks the true value. The upper right and lower left
plots show both real and imaginary parts of R11(f) and R
∗
11(f),
respectively. The crosses are the means of Ωˆ(a, b), over 1000
simulations, for 100 different positive and negative scale values
in the range amin < |a| < amax, plotted at positions f = f0/a
for a randomly-chosen time b, β = 40, γ = 15 and N = 1024. . 92
4.8
∑K−1
k=0 [Ψ
+
k (f)]
2 for Morse parameters (a) β = 40, γ = 15 and
(b) β = 30, γ = 5. . . . . . . . . . . . . . . . . . . . . . . . . . 93
4.9 As for Figure 4.7 but for Morse parameters β = 30, γ = 5 and
N = 1024. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.1 Illustration of the WOSA estimator equivalent to the TWCOH
estimator for a translation point of interest b = 400 and scale
a = 10. The realisation of the process is shown on the bottom
and the Gaussian taper component on the top. The solid verti-
cal lines and bold portion represent the part used in calculating
the estimate for b = 400. The dashed lines shows an individual
block of size NS, NB of which are averaged together. . . . . . 104
5.2 Parameter relationships and statistical goodness-of-fit assess-
ment when d = 1, f ′(d) = 1.8, N = 1024, κ0 = 12. (a) Block
size NP versus a0. (b) Region of validity for (a0, b0) given by the
interior of the central triangle. (c) Degrees of freedom ϕ versus
a0. (d) Goodman Q-Q plots for four different (a0, b0) locations. 107
LIST OF FIGURES 12
5.3 Same style of plots as for Figure 5.2 but with d = 2, f ′(d) = 1.4,
N = 1024, κ0 = 24. . . . . . . . . . . . . . . . . . . . . . . . . 108
5.4 Contours of constant complex degrees of freedom in the NS-NB
plain. The right most line is for ϕ = 2 with lines increasing in
steps of 2 from right to left. . . . . . . . . . . . . . . . . . . . 113
5.5 Magnetic time series {Z1,t} and {Z2,t}. The real part is plotted
with a solid line, and the imaginary part is dashed. . . . . . . 119
5.6 Wavelet coherence estimate as a function of scale a and time
b of magnetic field data (left), and those values exceeding the
1% point of the null distribution (right). (Higher coherence
corresponds to darker shading.) . . . . . . . . . . . . . . . . . 120
6.1 Simulated seismic signal using the UMP model. Figure copied
from [22]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
6.2 Spectral analysis for the UMP. (a) shows the evolutionary spec-
tral density of the UMP in time-frequency space (for the positive
half of the spectrum only). (b) shows the ESDF in the Morlet
wavelet’s time-scale space (with the mapping a = 1/f). (c) is
a single realisation of the non-smoothed wavelet spectrum in
time-scale space. (d) is the mean non-smoothed wavelet spec-
trum. (e) and (g) are single realisations of the smoothed wavelet
spectrum with smoothing parameters κ0 = 6 and κ0 = 12 re-
spectively. (f) and (h) are the corresponding mean smoothed
wavelet spectra. . . . . . . . . . . . . . . . . . . . . . . . . . . 149
6.3 Wold-Crame´r spectra for the arterial blood flow process. (a)
shows the Wold-Crame´r spectrum in time-frequency space. (b)
shows the Wold-Crame´r spectrum in the Morlet wavelet’s time-
scale space (with the transform a = 1/f). (c) is a single realisa-
tion of the non-smoothed wavelet spectrum in time-scale space.
(d) is the mean non-smoothed wavelet spectrum. (e) is a single
realisation of the smoothed wavelet spectrum with smoothing
parameter κ0 = 12. (f) is the corresponding mean smoothed
wavelet spectra. . . . . . . . . . . . . . . . . . . . . . . . . . . 151
7.1 Real part of a realisation of the UMP {Zt} used in Section
7.5.1. The bars indicate the length NP of the signal portion
used in analysis of a single point, for smoothing parameters
(top) κ0 = 9.6 and (bottom) κ0 = 24.6. . . . . . . . . . . . . 167
LIST OF FIGURES 13
7.2 Probability density functions of the coherence estimates approx-
imated from five thousand realisations of the bivariate UMP
from Section 7.5.1 using the smoothing parameters κ0 = (a) 9.6,
(b) 14.6, (c) 19.6 and (d) 24.6. Plotted with a dashed line is the
appropriate Goodman distribution assumed under stationarity. 168
7.3 Q-Q plots constructed using five thousand estimates for the
smoothing parameters κ0 = (a) 9.6, (b) 14.6, (c) 19.6 and (d)
24.6. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
7.4 Real parts of a realisation of the bivariate UMP from Section
7.5.2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170
7.5 Left column: Debiased mean coherence estimates from 5000
simulations for scales a = 6, 12, 18, 24 (top to bottom) using
smoothing with (a) κ0 = 6 (b) κ0 = 12. Dotted lines show true
coherence values. Horizontal bars show the block size, NP , for
a = 6 (top) and a = 24 (bottom). Right column: Corresponding
Q-Q plots for same scales at a single time point b = 512 for
smoothing with (b) κ0 = 6, (d) κ0 = 12. . . . . . . . . . . . . 171
7.6 Realisations of the bivariate downburst wind UMP {Z1(t)} (top)
and {Z2(t)} (bottom). . . . . . . . . . . . . . . . . . . . . . . 178
7.7 Debiased mean coherence estimates (rings) for 100 simulations
of the downburst wind process, plotted as a function of fre-
quency at four different points in time. The true coherence is
plotted with the solid line. . . . . . . . . . . . . . . . . . . . 179
7.8 Q-Q plots at four separate frequencies. Each plot has four
curves for four different time points. . . . . . . . . . . . . . . 181
8.1 Left: Realisation of the bivariate process. Right: Modulating
functions gt (solid line), βt (dashed) and dt (dash-dot). . . . . 189
8.2 Constant coherence example. Left column: Debiased mean co-
herence estimates from 5000 simulations for scales (a) a = 6 (b)
a = 18 using smoothing with κ0 = 12 (ϕ = 10). Dotted lines
show true coherence values. Horizontal bars show the block
size, NP , for the stated value of scale a. Right column: Corre-
sponding Q-Q plots at time points b = 450 and 550 for scales
(b) a = 6, (d) a = 18. . . . . . . . . . . . . . . . . . . . . . . 190
8.3 As for Figure 8.2, but for the first example of Section 8.3.2. . 191
8.4 As for Figure 8.2, but for the second example of Section 8.3.2. 192
8.5 Left: Realisations of the processes producing the time-dependent
coherence of Figure 8.6. Right: Modulating functions gt (solid
line), βt (dashed) and dt (dash-dot). . . . . . . . . . . . . . . . 193
LIST OF FIGURES 14
8.6 Debiased mean coherence estimates from 5000 simulations for
third example of time-dependent coherence for scale a = 6 with
smoothing parameters of (a) κ0 = 12 (ϕ = 10) and (b) κ0 = 6
(ϕ = 5). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194
8.7 First example of time-and-frequency-dependent coherence plot-
ted as a surface in time-frequency space. The white lines are
for f = 1/6 and 1/18. . . . . . . . . . . . . . . . . . . . . . . 195
8.8 Left: Realisations of the processes producing the time-and-
frequency-dependent coherence of Figure 8.7. Right: Modu-
lating functions gt (solid line), βt (dashed) and dt (dash-dot). 195
8.9 (a) Debiased mean coherence estimates from 5000 simulations
for time-and-frequency-dependent coherence of Figure 8.7 for
scales a = 18 (top) and a = 6 (bottom) using smoothing with
κ0 = 12 (ϕ = 10). Dotted lines show true coherence values.
Horizontal bars show the block size, NP , for a = 18 (top) and
a = 6 (bottom). (b) Corresponding Q-Q plots for both scales
at the single time point b = 512. . . . . . . . . . . . . . . . . 196
8.10 Second example of time-and-frequency-dependent coherence plot-
ted as a surface in time-frequency space. The white lines are
for f = 1/6 and 1/18. . . . . . . . . . . . . . . . . . . . . . . 196
8.11 (a) Debiased mean coherence estimates from 5000 simulations
for time-and-frequency-dependent coherence of Figure 8.10 for
scales a = 18 (top) and a = 6 (bottom) using smoothing with
κ0 = 12 (ϕ = 10). Dotted lines show true coherence values.
Horizontal bars show the block size, NP , for a = 18 (top) and
a = 6 (bottom). (b) Corresponding Q-Q plots for both scales
at the single time point b = 512. . . . . . . . . . . . . . . . . 197
15
Chapter 1
Introduction
A random process {Zt} (also called a random signal or time series) is a time-
indexed sequence of random variables. Their abundance across all areas of
engineering and the physical sciences has led to their study becoming a rich
research discipline of great importance.
Random processes fall into two broad categories, stationary and nonsta-
tionary. A second order stationary process is defined as one where the mean is
fixed for all time and the covariance of two points in the process separated by
a time shift τ , cov{Zt+τ , Zt}, is dependent only on τ . This leads to convenient
statistical properties, including a constant variance. Important examples of
stationary processes include white noise, autoregressive processes and mov-
ing average processes. Their elegant statistical properties have resulted in
stationary processes being the main focus of the time series literature, and
stationarity is a common assumption placed on naturally occurring processes.
An appealing aspect of stationarity is the spectral interpretation that can
be placed on it. Often it is the case that underlying properties and character-
istics of a stationary process are obscured when observed in the time domain.
It is convenient in many science and engineering disciplines to consider sta-
tionary processes as being driven by underlying random harmonic oscillations,
and consequently it has been common practice to study these processes in the
frequency domain. The spectral density function, S(f) say, of a stationary
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process is a well defined object that represents to what extent oscillations at a
particular frequency f are contributing to the variance (power) of the process.
Naturally, it is often necessary to estimate the spectrum from a single finite
length sample of the random process and there is extensive literature on the
various methods of achieving this, e.g. [73].
When presented with a pair of random variables it is natural to investigate
to what extent they are correlated. Similarly, understanding the nature of cor-
relations that exists between a pair of random processes is of great importance
[52]. Various measures of correlation have been presented in the literature e.g.
[33]. With frequency often providing the most suitable domain in which to
study the behaviour of a random process, it is natural to look here for correla-
tions between two time series. For a pair of stationary random processes {Z1,t}
and {Z2,t}, each with their own spectral density functions S11(f) and S22(f),
it is also possible to define a cross-spectral density function S12(f) which ex-
poses frequencies that are common to both processes. The magnitude squared
coherency, or ordinary coherence
γ2(f) =
|S12(f)|2
S11(f)S22(f)
gives a normalised measure on the interval [0, 1] of the correlation that exists
between a pair of processes due to oscillations at frequency f . It has been
studied in great detail [11] and applied extensively in the physical sciences [1],
[29], [52], [89].
It happens to be the case that real-world processes often fail to meet the
conditions of stationarity. This implies their spectral characteristics vary in
time and it becomes necessary to perform a chronological spectral analysis of
the process. Since their most noticeable developments by Morlet et al in the
1980s [65], [66] and Daubechies in the 1990s [23], wavelets have come to the
fore as the tool of choice to perform such analysis. The continuous wavelet
transform decomposes a signal into a time-scale space and its squared mag-
nitude, the wavelet spectrum, gives a time-scale representation of the signal’s
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power, which intrinsically has a time-frequency interpretation. It is also possi-
ble to define the cross-wavelet spectrum that exposes common power between
a pair of signals in time-scale space.
With the recent developments in wavelet theory there has been much in-
terest in the idea of wavelet coherence as a means of measuring correlations
that exist between a pair of processes in a joint time-scale space. The wavelet
coherence, analogously to ordinary coherence, is the cross-wavelet spectrum
normalised by the individual wavelet spectra. However it is recognised that
smoothing of the individual terms is necessary to give meaningful wavelet co-
herence estimates, as is the case for ordinary coherence.
For the computation of sample coherence in the frequency domain smooth-
ing is straightforward, but for wavelet coherence the question of how to smooth
over time and scale has proven problematic [56], [98]. In fact the influential
paper by Torrence and Compo [98, p. 77] called for further research on the
properties of wavelet coherence. There are two common methods of smoothing
found in the literature. The method suggested by Torrence and Webster [99]
involves a smoothing over time followed by a smoothing over scale, and has
been widely applied [3], [39], [77]. A simple smoothing over just time has also
been applied [42], [53], [101].
The standard procedure for using wavelet coherence is to assume under
the null hypothesis that the two processes are jointly stationary and Gaussian
with a given second-order structure. For example, [39] look for intermittent
coherent oscillations against background red Gaussian noise (low frequency)
spectra. The background processes thus define the null hypothesis. If the
computed wavelet coherence value at time-scale point exceeds the chosen sim-
ulated critical value, then the oscillation is declared present at that scale and
time. For such tests it is necessary to know the statistical distribution of the
wavelet coherence estimator under the null hypothesis, but the full statistical
effects of such smoothing have not been derived in either case and statistical
properties have only been determined by Monte Carlo simulation, e.g., [39],
[60], [77].
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We come to the main objective of this thesis; to provide key advances in
the statistical theory of wavelet coherence. This is twofold.
• The first objective is to supply a fully parameterised distribution for
wavelet coherence for jointly stationary Gaussian processes. This is
achieved via a detailed analysis of two different smoothing procedures.
The first uses the Morse wavelets [24], [68], a set of orthogonal wavelets
with which a set of approximately uncorrelated wavelet spectra are com-
puted from a single sample of the random processes. Averaging across
these spectra gives the required smoothing to compute sensible coherence
estimates. The second smoothing procedure uses the more traditional
method of smoothing across a localised time interval (temporal smooth-
ing) [42], [53], [101]. With both, the framework for wavelet coherence
estimation is rigorously treated and fully parameterised distributions for
the wavelet coherence estimators are derived. Special attention is given
to the discrete-time case with an arbitrary sampling rate, as is necessary
for this work to be applied in the physical sciences.
• The second objective of this thesis is to extend the results for stationar-
ity to the realm of nonstationarity. By its very nature nonstationarity
is a far more complex problem. Nonstationary processes in general fail
to have a well defined statistical structure. Consequently, a meaningful
and definable time-frequency spectrum, and hence coherence measure, is
often unachievable. It becomes necessary to restrict analysis to nonsta-
tionary models which have a well-ordered statistical structure and a well
defined time-frequency spectrum. Two such models are the evolutionary
process presented by Priestley in [78], [79], [80], [83] and Wold-Crame´r
formulation [18]. A subclass of these models is the uniformly modulated
process, a nonstationary process that has wide spread applications [22],
[48], [41]. It will be shown that for the statistical results derived for the
temporal smoothing method under the assumption of stationarity, can
be extended to the coherence structures for these nonstationary models.
Chapter 1. Introduction 19
Recently there has been an increased interest in complex-valued random
processes [90]. These present their own elegances, and difficulties. It is often
the case that theoretical studies are made easier when propriety is enforced and
this has traditionally formed the focus of the literature. Here we consider the
most general class of complex-valued processes when the condition of propriety
is relaxed. Real-valued processes can be considered as a subset of the complex-
valued processes, and in this respect the approach taken here is most general.
The thesis progresses as follows. In Chapter 2 is presented a comprehensive
introduction to the spectral theory of complex-valued multivariate stationary
processes. This allows the introduction of the classical coherence function for
stationary processes. Coherence necessarily needs to be estimated from a finite
length sample of the processes of interest, and this comes about by forming
estimators of the spectral functions. Some of the classical spectral estimators
are discussed, including weighted overlapping segment averaging (WOSA) and
multitaper spectral estimators. The key statistical results are discussed.
Wavelets as a means of time-scale/frequency analysis are introduced in
Chapter 3. In particular the continuous wavelet transform, wavelet spectrum
and wavelet coherence provide the focus for discussions. A review of the cur-
rent literature on the wavelet coherence measure is given and the key existing
results are presented.
The Morse wavelets are presented in Chapter 4. These set of orthogo-
nal wavelets have previously been used for coherence estimation [7], however
the authors had to resort to Monte Carlo simulations to determine statistical
properties of the estimator. Here is presented a derivation of the fully parame-
terised distribution for the wavelet coherence estimator under the assumption
of Gaussian stationarity. The theory is verified through simulations. This
work can also be found in Cohen and Walden [14].
Chapter 5 gives a comprehensive and rigorous formulation of the temporally
smoothed wavelet coherence estimator, specifically using a Morlet wavelet [9,
p. 134]. It is recognised that this can be formulated as a WOSA spectral
estimator, which itself can be cast into a multitaper form. This allows the
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full parameterised distribution of the temporally smoothed wavelet coherence
estimator under the assumption of Gaussian stationarity to be derived and
these results are verified through simulations. A simple significance testing
scenario demonstrates the theory in use. This work can also be found in
Cohen and Walden [15].
Having presented a detailed statistical analysis of two wavelet coherence
estimators under the assumption of stationarity, attention switches to nonsta-
tionary processes. Some of the key nonstationary models found in the liter-
ature are presented in Chapter 6. Special focus is given to Priestley’s evolu-
tionary processes and the Wold-Crame´r nonstationary formulation. Both these
processes are shown to have well defined time-varying spectral functions, and
a discussion on estimating these via the temporally smoothed wavelet spec-
trum, and an existing spectral estimator (which will be called the Priestley
estimator,) is presented.
For these two key models of nonstationarity it is possible to define a co-
herence measure. Evolutionary processes display coherence that is invari-
ant of time, however more complex coherence structures that exhibit time-
dependence are achievable by considering theWold-Crame´r formulation. Chap-
ter 7 concentrates on the coherence for the evolutionary processes. A subclass
of the evolutionary processes known as semi-stationary (which includes the
uniformly modulated processes) can be considered to be approximately sta-
tionary on a closed interval of time. The stationary results for the tempo-
rally smoothed wavelet coherence estimator are shown to be applicable for the
Priestley estimator and are extended to the semi-stationary case.
Chapter 8 concentrates on coherence for the Wold-Crame´r nonstation-
ary model. It will be shown that by considering a simple regression model,
the full panoply of coherence structures can be achieved, namely frequency-
dependence, time-dependence, and time-and-frequency-dependence. The tem-
porally smoothed wavelet coherence estimator is shown to be effective for
tracking coherence in each of these cases and the statistical results derived
under the stationary assumption are applicable. This work can also be found
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in Cohen and Walden [16].
22
Chapter 2
Complex-Valued Stationary
Processes
Complex-valued random processes are inherent in science and engineering.
They are key to disciplines as diverse as communications, radar and sonar;
geophysics and oceanography; optics and electromagnetics; audio and acous-
tics; and medicine and bioengineering, to name a few. While the values of
the random process being observed are not themselves complex-valued, it is
common place in signal analysis to consider two channels of real signals. It has
become the normal practice to make these two channels the real and imaginary
components of a single complex-valued signal. Dealing with a single signal that
exist in the complex plane brings into play the elegances and conveniences of
complex analysis and provides insights that are often obscured through the
use of a real-valued representations [90]. For example in oceanography, meteo-
rology and electromagnetics where key insights into the underlying physics of
a system are found through studying two-dimensional trajectories (e.g. ocean
currents, wind trajectories, rotational polarisation of an electromagnetic sig-
nal), a complex representation simplifies the problem into the study of an
ellipse in a complex plane.
The study of complex-valued random variables has traditionally been re-
stricted to assumptions that the real and imaginary parts have equal variance
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and are independent. These types of random variables are known as proper
or circular. These assumptions are put in place for mathematical simplicity
because the theory for the probability distributions for these complex variables
is a natural extension of the real case (the Gaussian probability density func-
tion (PDF) for a real valued vector and a proper complex vector is unchanged
under rotation, unlike improper complex vectors). For complex-valued ran-
dom processes there exists analogous definitions and results for propriety and
impropriety that will be discussed in this chapter.
For some time now it has been acknowledged amongst scientists and engi-
neers that propriety is an insufficient assumption for a wide range of data sets
recorded in nature. That is to say that the two channels of real data often
have different variances and/or display correlation. The mathematical theory
of improper complex-valued random variables and processes is a relatively new
discipline with the major advancements being made from the 1990s onwards,
e.g. [75], [76], and is only now starting to break through into mainstream
literature [90].
In this chapter is presented a comprehensive and rigorous introduction to
the spectral theory of improper complex-valued second order stationary pro-
cesses. The theory will be presented for the univariate case and then extended
to the general p ≥ 1 dimensional case. We begin with some key definitions
and results for random complex-valued vectors.
2.1 Random Complex Vectors
Let Z = [Z1, ..., Zp]
T denote a p-dimensional random complex-valued column
vector with mean zero. The covariance matrix of Z is defined as
ΣZ = E{ZZH},
where E is the expectation operator and H denotes the Hermitian matrix
operation (complex conjugate transpose). ΣZ is a Hermitian and positive
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semidefinite p× p matrix. Additionally we can define the relation matrix [75]
RZ = E{ZZT}
which is complex-symmetric. The random complex vector Z is said to be
proper if its relation terms are zero, RZ = 0. If RZ has at least one non-zero
entry then the vector Z is said to be improper. By expressing the vector Z as
Z = X+ iY, where X = Re{Z}, Y = Im{Z} and i = √−1,
RZ = E{ZZT} = E{XXT}+ E{iXY T}+ E{iXTY } − E{Y Y T},
and hence a complex vector is proper if the covariance of the real part is equal
to the covariance of the imaginary part, and the real and imaginary parts are
uncorrelated.
By forming the augmented vector
Zˇ = [ZT ,ZH ]T = [Z1, ..., Zp, Z
∗
1 , ..., Z
∗
p ]
T , (2.1)
where ∗ represents complex conjugation, we can define the augmented covari-
ance matrix Σ
Zˇ
= E{ZˇZˇH} and obtain
Σ
Zˇ
=
[
ΣZ RZ
RZ
∗ ΣZ
∗
]
in which the conventional covariance and relation matrices for Z both appear.
This second-order structure and the representation (2.1) were first introduced
in [75].
Using the representation Z = X + iY, we let Λ denote the covariance
matrix of the real-valued augmented random vector
Xˇ = [XT ,YT ]T = [X1, ..., Xp, Y1, ..., Yp]
T .
We can partition the covariance matrix Λ = E{XˇXˇT} into its four constituent
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p× p matrices,
Λ =
[
ΛXX ΛXY
ΛYX ΛYY
]
,
where ΛXY = E{XYT} and the remaining three components are defined in
an analogous way. We are able to express the covariance matrix for Z as
ΣZ = E{ZZH} = (ΛXX +ΛYY) + i(ΛYX −ΛXY)
and the relation matrix as
RZ = E{ZZT} = (ΛXX −ΛYY) + i(ΛYX +ΛXY).
2.2 Complex-Valued Processes
Let {Zt, t ∈ Z} denote a set of complex-valued random variables indexed by
a time variable t with E{Zt} = µ for all t ∈ Z. We call {Zt} a random pro-
cess. Let us define the autocovariance at time t and lag τ as cov {Zt+τ , Zt} ≡
E {(Zt+τ − µ)(Zt − µ)∗}. We further define the relation [76] (or complimen-
tary covariance [91]) at lag τ as rel {Zt+τ , Zt} ≡ E {(Zt+τ − µ)(Zt − µ)} =
cov {Zt+τ , Z∗t }. {Zt} is said to be second order stationary (SOS) if and only
if cov {Zt+τ , Zt} and rel {Zt+τ , Zt} are functions of τ only. For SOS processes
we can define the autocovariance sequence {sτ , τ ∈ Z} as sτ ≡ cov {Zt+τ , Zt}
and the relation sequence {rτ , τ ∈ Z} as rτ ≡ rel {Zt+τ , Zt}.
A complex-valued random process with non-zero mean, {Wt} say, can be
turned into a zero-mean process Zt = Wt − µW by simply removing the
mean µW = E{Wt}. The second (and higher) order statistical properties
of {Wt} are completely captured by the zero-mean process {Zt}, specifically,
cov {Zt+τ , Zt} = cov {Wt+τ ,Wt} and rel {Zt+τ , Zt} = rel {Wt+τ ,Wt}. There-
fore without loss of generality we will from here onwards assume all SOS
random processes to be of zero-mean.
Using the definitions of the autocovariance and relation sequences we can
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divide the set of SOS processes into two distinct subsets. Proper SOS processes
are defined as those whose relation sequence {rτ , τ ∈ Z} is identically zero for
all lag times τ . Improper SOS processes are those whose relation sequences
take a non-zero value for at least one value of τ . Noting that R ⊂ C, we can
say the set of real valued random processes are a subset of the complex-valued
random processes, further to this the autocovariance and relation sequences
for real valued processes are equal and therefore within this framework they
are considered to be improper.
If we construct the 2-dimensional process {Zˇt = [Zt, Z∗t ]T , t ∈ Z} and the
lag-τ covariance matrix is defined as
Ξτ ≡ E{Zˇt+τ ZˇHt } =
[
sτ rτ
r∗τ s
∗
τ
]
,
then sτ and rτ take their usual meaning of the covariance and relation se-
quences respectively. {Zt} is proper if and only if Ξτ is a diagonal matrix for
all τ .
Let
{
Zt = [Z1,t, ..., Zp,t]
T , t ∈ Z} denote a p-dimensional complex vector-
valued random process. By constructing the vector process {Zˇt = [ZTt , ZHt ]T =
[Z1,t, ..., Zp,t, Z
∗
1,t, ..., Z
∗
p,t]
T , t ∈ Z}, it is said {Zt} is jointly stationary if all
the elements of the lag-τ covariance matrix Ξτ ≡ E
{
Zˇt+τ Zˇ
H
t
}
are dependent
on the lag time τ only. In this case we have
Ξτ =
[
sτ rτ
r∗τ s
∗
τ
]
, (2.2)
where sτ and rτ are p × p matrices with (l,m)th elements slm,τ and rlm,τ re-
spectively. For the case l 6= m, slm,τ = E{Zl,t+τZ∗m,t} is the cross-covariance
sequence and rlm,τ = E{Zl,t+τZm,t} is the cross relation sequence for the pro-
cesses {Zl,t} and {Zm,t}. For the case of l = m they are the standard autoco-
variance and relation sequences.
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2.3 Spectral Representation of Stationary Processes
We now turn our attention to the frequency domain interpretation of SOS
processes. The Fourier transform decomposes a deterministic signal into its
constituent frequencies. The spectral representation theorem provides an anal-
ogous framework for stochastic signals, decomposing the variance of a SOS
process into constituent frequencies. Formulated by Crame´r in 1942 [17], here
we present a version taken from [73, Section 4.1].
Theorem 2.3.1. Let {Zt, t ∈ Z} be a SOS real or complex-valued process of
zero-mean, then there exists a complex-valued stochastic process {ζ(f)} such
that with probability one,
Zt =
∫ 1/2
−1/2
ei2πftdζ(f). (2.3)
where {ζ(f)} is an orthogonal increment process with properties
1. E{dζ(f)} = 0 for all |f | ≤ 1/2;
2. E{|dζ(f)|2} = dS(I)(f), say, for all |f | < 1/2, where the bounded non-
decreasing function S(I)(f) is called the integrated spectrum of {Zt}; and
3. for any two distinct frequencies f and f ′ contained in the interval
[−1/2, 1/2)
cov{dζ(f ′), dζ(f)} = E{dζ(f ′)dζ∗(f)} = 0.
Equation (2.3) is called the spectral representation of {Zt, t ∈ Z} and
states that all SOS processes are comprised of an infinite sum of complex
exponentials {ei2πft} oscillating at frequencies f ∈ [−1/2, 1/2), with random
amplitudes |dζ(f)| and phases arg{dζ(f)} (where arg(z) is the phase angle of
the complex number z).
It can be shown using (2.3) and parts 2 and 3 of Theorem 2.3.1 that the
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autocovariance {sτ} of process {Zt} has the representation
sτ =
∫ 1/2
−1/2
ei2πfτdS(I)(f).
If the integrated spectrum is differentiable everywhere with derivative S(·) then
E{|dζ(f)|2} = dS(I)(f) = S(f)df . The function S(·) is called the spectral
density function (SDF) and forms the following Fourier pair relationship with
the autocovariance sequence
sτ =
∫ 1/2
−1/2
S(f)ei2πfτdf (2.4)
S(f) =
∞∑
τ=−∞
sτe
−i2πfτ , (2.5)
and more specifically
var{Zt} = s0 =
∫ 1/2
−1/2
S(f)df.
In essence the SDF measures how the variance of a process is distributed
across frequencies. S(f)df is the contribution to the variance in the stationary
process due to oscillations at frequencies in a small interval about f .
At this point it is worth making a comment on the limits of the integral in
(2.3). The reason for the range of integration [−1/2, 1/2) is because the value
of exp(i2πft) is identical to exp(i2π(f ± k)t) for all t, k ∈ Z. It is because of
this periodicity that it is only necessary to consider frequencies in this range.
When the random process is defined for the times t ∈ Z we say it has a unit
sampling interval, ∆ = 1.
For a continuous-time SOS processes {Z(t), t ∈ R} (cov{Z(t + τ), Z(t)}
and rel{Z(t+ τ), Z(t)} depend only on τ) the representation simply becomes
Z(t) =
∫ ∞
−∞
ei2πftdζ(f).
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The orthogonal increment process possesses all the same properties as those
given in Theorem 2.3.1, but now for |f | <∞.
Suppose we wish to sample a continuous-time process at an arbitrary sam-
pling interval ∆ > 0. Failure to sample at a fine enough rate results in compo-
nents of the signal oscillating at frequencies |f | > 1/(2∆) to be indistinguish-
able from oscillations at frequencies f ± N/(2∆), N ∈ Z. This is known as
aliasing. It is therefore necessary that ∆ is small enough such that S(f) = 0
for |f | > 1/(2∆). In this case the spectral representation generalises to
Zt =
∫ 1/(2∆)
−1/(2∆)
ei2πft∆dζ(f).
The frequency 1/(2∆) is called the Nyquist frequency and will be represented
by fN .
We now approach the issue of spectral representation for a general p ≥
1 dimensional jointly stationary process. The p-dimensional process {Zt =
[Z1,t, ..., Zp,t]
T , t ∈ Z} has the representation
Zt =
∫ 1/2
−1/2
ei2πftdζ(f)
where {ζ(f)} is a p-dimensional complex vector-valued orthogonal increment
process with the following properties;
1. E{dζ(f)} = 0 for all |f | ≤ 1/2;
2. E{dζ(f)dζH(f)} = dS(I)(f), say, for all |f | < 1/2, where the matrix of
bounded non-decreasing functions S(I)(f) is called the integrated spec-
tral matrix of {Zt}; and
3. for any two distinct frequencies f and f ′ contained in the interval
[−1/2, 1/2)
cov{dζ(f ′), dζ(f)} = E{dζ(f ′)dζH(f)} = 0.
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Furthermore, if the integrated spectral matrix S(I)(f) is differentiable for all
f ∈ [−1/2, 1/2) with derivative S(f), then E{dζ(f)dζH(f)} = dS(I)(f) =
S(f)df . S(f) is a p× p matrix of the form
S(f) =


S11(f) · · · S1p(f)
...
. . .
...
Sp1(f) · · · Spp(f)

 .
The diagonal element Skk(f), k = 1, ..., p is the SDF for the process {Zk,t},
k = 1, ..., p. The off-diagonal element Sjk(f), j, k = 1, ..., p, is the cross spec-
tral density function (CSDF) for the processes {Zj,t} and {Zk,t}. The CSDF
reveals the covariance between the increments at f of the orthogonal processes
associated with the pair of processes and we have the relation
S(f) =
∞∑
τ=−∞
sτe
−i2πft
where sτ is the p× p matrix of autocovariance and cross-covariance sequences
at lag-τ 

s11,τ · · · s1p,τ
...
. . .
...
sp1,τ · · · spp,τ

 .
In general a CSDF is complex-valued, whereas a SDF is always real and non-
negative. The SDF of a real valued random process is symmetric around f = 0.
The SDF of a complex-valued process is in general non-symmetric around the
zero frequency. If we once again define the augmented 2p-dimensional vector
process {Zˇt} then we define the SDF matrix of {Zˇt} as
Υ(f) =
∞∑
τ=−∞
Ξτe
−i2πfτ ,
where Ξτ is the lag-τ covariance matrix defined in (2.2). The SDF matrix of
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{Zˇt} takes the form
Υ(f) =
[
S(f) R(f)
R∗(−f) S∗(−f)
]
=


S11(f) · · · S1p(f) R11(f) · · · R1p(f)
...
. . .
...
...
. . .
...
Sp1(f) · · · Spp(f) Rp1(f) · · · Rpp(f)
R∗11(−f) · · · R∗1p(−f) S∗11(−f) · · · S∗1p(−f)
...
. . .
...
...
. . .
...
R∗p1(−f) · · · R∗pp(−f) S∗p1(−f) · · · S∗pp(−f)


. (2.6)
We will also call Υ(f) the augmented SDF of {Zt}. The diagonal elements
of this 2p × 2p matrix are true spectral density functions for the individual
processes. All off-diagonal terms are cross-spectra. Slm(f), l 6= m, are simply
conventional cross-spectral density functions. Rll(f) is the relation spectral
density function for the process {Zl,t}, which can be thought of as being the
CSDF of {Zl,t} and {Z∗l,t}. Rlm(f) are relation cross-spectral density functions,
in other words Rlm(f) would be the CSDF for the processes {Zl,t} and {Z∗m,t}.
Often random processes appearing in nature are assumed for analysis pur-
poses to be Gaussian distributed. We here define a Gaussian process by first
defining a Gaussian distributed vector.
2.4 Gaussian Distributed Complex-Valued Vectors
The random zero-mean p-dimensional vector Z is said to be a zero-mean com-
plex Gaussian random vector if the real (X) and imaginary (Y) parts of Z are
jointly zero-mean Gaussian, i.e. the vector Xˇ = [XT ,YT ]T with covariance Λ
is distributed
Xˇ
d
= N2p(0,Λ),
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where the notation means that the Xˇ has the same distribution as a real 2p-
dimensional vector-valued Gaussian random variable with mean 0 and 2p×2p
positive semidefinite covariance matrix Λ. Equivalently we will say
Z
d
= NCp (0,ΣZ),
which means that Z has a complex Gaussian distribution with mean zero and
covariance ΣZ . The joint distribution of X and Y is known to be [44]
f(x,y) = (2π)−p[detΛ]−1/2 exp{−1
2
xˇΛ−1xˇ},
where x, y and xˇ are realisations of X, Y and Xˇ respectively.
It is well known that for a zero-mean real-valued Gaussian distributed
variable X with unit variance, then
X2
d
= χ21 (2.7)
where χ2ν is the central chi-squared distribution with ν degrees of freedom. For
a zero-mean complex-valued Gaussian random variable Z = X+iY , where the
real-valued variablesX and Y are independent zero-mean Gaussian distributed
with unit variance, we have
|Z|2 = X2 + Y 2 d= χ22.
Wishart [107] extended (2.7) to a zero-mean real-valued p-dimensional Gaus-
sian vector X and derived the Wishart distribution for the p× p matrix XXT .
If
X
d
= Np(0,Λ),
then we write
XXT
d
=Wp {1,Λ}
where Wp {1,Λ} denotes a central Wishart distribution with a single degree
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of freedom and mean Λ.
Goodman [34] derived the complex Wishart distribution. Suppose we have
a zero-mean complex-valued p-dimensional random vector Z distributed as
Z
d
= NCp (0,Σ),
if the vector Z is proper (i.e. E
{
ZZT
}
= 0) then we have
ZZH
d
=WCp {1,Σ}
where WCp {1,Σ} denotes a p-dimensional complex central Wishart distribu-
tion with a single complex degree of freedom and mean Σ. Goodman further
showed [35]:
Theorem 2.4.1. If {Zk, k = 0, ..., K − 1} are a set of K independent identi-
cally distributed (IID) p-dimensional proper complex Gaussian vectors each of
distribution
Zk
d
= NCp (0,Σ),
then the matrix
∑K−1
k=0 ZkZ
H
k is a sum of K independent matrices each with
a p-dimensional central Wishart distribution with a single degree of freedom,
and hence
K−1∑
k=0
ZkZ
H
k
d
=WCp {K,Σ}
where WCp {K,Σ} denotes the p-dimensional complex central Wishart distri-
bution with K complex degrees of freedom and mean KΣ.
Interestingly, Wishart distributed matrices with the number of degrees of
freedom less than or equal to the dimension of the matrix are always singular
[35]. In this case the Wishart distribution WCp {K,Σ}, K ≤ p, is said to
be a singular distribution. For the case K > p the Wishart distribution is
non-singular. These results will be of use in Sections 2.8 and 4.5.
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2.5 Complex Vector-Valued Gaussian Processes
Let {Zt = [Z1,t, ..., Zp,t]T , t ∈ Z} be a zero-mean p-dimensional vector-valued
process. Now let Z represent an N dimensional vector (finite N) whose entries
have been drawn from any N distinct points in the process, across time, or
dimension, or both, i.e.
Z = [Zα1,β1 , Zα2,β2 , ..., ZαN ,βN ]
where the pairs {(αj, βj), j = 1, ..., N} are unique elements of {1, ..., p} × Z.
{Zt} is called a complex Gaussian vector-valued process if for any Z
Z d= NCN (0,ΣZ).
2.6 Coherence
Given two or more random events it is common to ask; to what extent can we
predict the outcome of one of the events given knowledge of the outcome of
another event? Likewise, when presented with a pair of random processes we
might wish to study whether we are able to predict properties of one process
from knowledge of the second process. The degree of correlation for two zero-
mean complex-valued random variables Z1 and Z2 is defined as
ρ =
E{Z1Z∗2}
[E{|Z1|2}E{|Z2|2}]1/2
. (2.8)
In general this is complex-valued and it becomes useful to look at |ρ|2, which
on a scale of zero to one measures the correlation between a pair of complex-
valued random variables.
For a pair of SOS processes {Z1,t, t ∈ Z} and {Z2,t, t ∈ Z} there are a num-
ber of time domain correlation measures that can be defined to analyse linear
relations between the two processes, [33] provides an overview of the topic.
We have shown that the frequency domain provides a natural environment in
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which to study the statistical properties of SOS random processes and conse-
quently it can be used to provide key insights into how a pair of processes are
correlated. It has been shown with the spectral representation theorem that
a SOS process {Z1,t, t ∈ Z} can be represented as an infinite sum of complex
exponentials at frequencies f ∈ [−1/2, 1/2) with random amplitudes |dζ1(f)|
and random phase arg(dζ1(f)). Given a second SOS process {Z2,t, t ∈ Z} we
may wish to measure if there is any linear relation between how the frequency
components of {Z1,t} and {Z2,t} vary. Using (2.8) we can define the coherency
at frequency f ∈ [−1/2, 1/2) for the random events {dζ1(f)} and {dζ2(f)} as
γ(f) =
E{dζ1(f)dζ∗2 (f)}
[E{|dζ1(f)|2}E{|dζ2(f)|2}]1/2
.
Using the relationships E{|dζ1(f)|2} = S11(f)df , E{|dζ2(f)|2} = S22(f)df
and E{dζ1(f)dζ∗2 (f)} = S12(f)df we define the ordinary coherence, or mag-
nitude squared coherency (MSCOH), as
γ2(f) =
|S12(f)|2
S11(f)S22(f)
.
Using the Cauchy-Schwarz inequality it is possible to show that 0 ≤ γ2(f) ≤ 1
for all f [32, Section 13.2]. γ2(f) measures the linear dependency between
a pair of processes due to oscillations at a frequency f . A value close to 0
indicates there is a weak dependency, a value close to 1 indicates a strong
dependency.
For a general p-dimensional complex vector-valued process with augmented
SDF matrix Υ(f), we notice that appropriate functions of the type
|Υlm(f)|2
Υll(f)Υmm(f)
l,m = 1, ..., 2p
(where Υlm(f) is the (l,m)th element ofΥ(f)) can define a coherence measure.
These can be divided into the following three distinct classes:
1. the ordinary coherence γ2lm(f) for the pair of processes {Zl,t} and {Zm,t}
2.6 Coherence 36
is defined as
γ2lm(f) =
|Slm(f)|2
Sll(f)Smm(f)
=
|Υlm(f)|2
Υll(f)Υmm(f)
;
2. the conjugate coherence γ2lm∗(f) for the pair of processes {Zl,t} and
{Z∗m,t} is defined as
γ2lm∗(f) =
|Rlm(f)|2
Sll(f)Smm(−f) =
|Υl,m+p(f)|2
Υll(f)Υm+p,m+p(f)
;
3. the conjugate coherence γ2ll∗(f) for the pair of processes {Zl,t} and {Z∗l,t}
is defined as
γ2ll∗(f) =
|Rll(f)|2
Sll(f)Sll(−f) =
|Υl,l+p(f)|2
Υll(f)Υl+p,l+p(f)
.
We note that γl∗m∗(f) = γlm(−f). The coherence measures γ2ll(f) and γl∗l∗(f)
are trivial, being equal to one for all frequencies.
The ordinary coherence measure has been extensively studied and widely
applied across a wide range of applications in engineering and the physical
sciences (e.g. [1], [29], [89] and [95]). It most notably proved its worth in a
seminal paper on global warming [52].
The conjugate coherence, between a process and its complex conjugate, has
also proven to be of interest. Given a pair of stationary real-valued random
processes {Ut} and {Vt}, where these are measurements of the components of
a two dimensional system (for example they could represent the longitudinal
and latitudinal components of ocean currents or wind vectors, or perpendicular
components of an electromagnetic signal), it has become common practice to
represent these two processes as a single complex random process {Zt} where
Zt = Ut + iVt.
Using the spectral representation of a stationary process (2.3) it can be shown
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that the contribution to the complex process from a single frequency f is a
random ellipse in the complex plane given by
dζZ(f)e
i2πft + dζZ(−f)e−i2πft.
It is the aspect ratio, rotational direction, and orientation of these elliptical
components at a particular frequency that are of great interest in the sciences,
e.g. [28], [47], [72] and [100]. It has been shown [88] that the conjugate coher-
ence for the pair of conjugate processes {Zt} and {Z∗t } provides key statistical
information on the properties of these random ellipses, thus estimating the co-
herence function allows inference on the rotational kinematics of the observed
system.
2.7 Spectral Density and Coherence Estimators
In practice the spectral functions and coherence for a pair of processes needs
to be estimated from finite length realisations. The coherence estimator is
formed using estimators of the spectral functions. For example, we estimate
the ordinary coherence γ212(f) of a pair of processes {Z1,t} and {Z2,t} using the
SDF estimators Sˆ11(f), Sˆ22(f) and CSDF estimator Sˆ12(f)
γˆ212(f) =
|Sˆ12(f)|2
Sˆ11(f)Sˆ22(f)
, (2.9)
similarly conjugate coherence estimators are formed using estimators of the
relation spectral functions.
The simplest and most natural spectral estimators are the periodogram
type spectral estimators. Suppose we observe the points Z1,0 , ..., Z1,N−1 of
the zero-mean complex-valued SOS process {Z1,t} at a sampling interval of ∆,
the simplest estimate of the autocovariance sequence is [73, section 6.2]
sˆ(p)τ =
1
N
N−|τ |∑
n=0
ZnZ
∗
n+|τ |.
2.7 Spectral Density and Coherence Estimators 38
Substituting into the relationship in (2.5), we define the periodogram spectral
estimator Sˆ(p)(f) [73, section 6.3]. It can be shown that
Sˆ
(p)
11 (f) =
∆
N
∣∣∣∣∣
N−1∑
t=0
Z1,ne
−i2πfn∆
∣∣∣∣∣
2
.
Note that to estimate the CSDF from an N point time series of {Z1,t} and
{Z2,t} then we do so via
Sˆ
(p)
12 (f) =
∆
N
(
N−1∑
n=0
Z1,ne
−i2πfn∆
)(
N−1∑
n=0
Z2,ne
−i2πfn∆
)∗
.
Percival and Walden [73, section 6.3] derive some important statistical prop-
erties of the periodogram. It can be shown that the expected value of the
periodogram is the spectral density function convolved with Feje´r’s kernel
FN(f) = ∆ sin
2(Nπf∆)
N sin2(πf∆)
,
giving
E{Sˆ(p)lm (f)} =
∫ fN
−fN
FN(f − f ′)Slm(f ′)df ′, l,m = 1, 2
and because
lim
N→∞
FN(·) = δ(·)
(where δ(·) takes its usual meaning of representing the Dirac delta function)
we see that asymptotically the periodogram is an unbiased estimator of the
spectral density function
lim
N→∞
E{Sˆ(p)jk (f)} = Sjk(f).
Even though the periodogram is asymptotically unbiased, Thomson [96] was of
the opinion that in standard engineering applications the periodogram shows
significant enough bias to render it untrustworthy. The reason for this con-
siderable bias can be understood through the convolution the SDF undergoes.
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In practical examples the number of data points is restricted. Due to the pro-
nounced side-lobes and poor energy concentration in frequency displayed by
Feje´r’s kernel, when a SDF is convolved with it, power is transfered from one
frequency region to another. This phenomenon is known as leakage.
It is possible to reduce the leakage and hence the bias that occurs when
forming a spectral estimator by a process known as tapering. It has been
discussed that the bias in the periodogram is due to the convolution of the
spectral density function with Feje´r’s kernel. Tapering is a technique that
attempts to reduce the side-lobes of the convolving kernel and hence reduces
associated leakages.
Let Z0, ..., ZN−1 be a portion of a zero-mean stationary process with spec-
tral density function S(f). A data taper is a sequence {hn, n = 0, ..., N − 1}
of length N ,
∑N−1
n=0 |hn|2 = 1, that is multiplied with the portion to form the
sequence h0Z0, h1Z1, ..., hN−1ZN−1. By performing a spectral estimate Sˆ
(d)(f)
on this new sequence in the same way that the periodogram was calculated
then it can be shown that
E
{
Sˆ(d)(f)
}
=
∫ fN
−fN
H (f − f ′)S(f ′)df ′
where
H(f) ≡ ∆
∣∣∣∣∣
N−1∑
n=0
hne
−i2πfn∆
∣∣∣∣∣
2
.
CSDF estimators are defined in an analogous way. Here (d) denotes a direct
spectral estimator, the common terminology for tapered estimators. The key
idea behind tapering is to select {hn} so that H(·) has improved concentration
in frequency over F(·), thus reducing leakage and as a result bias in the spectral
estimator.
While tapering reduces the bias properties of the spectral estimator, there
is still the important issue of variance. It can be shown [73, section 6.6] that
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the periodogram estimator Sˆ(p)(f) of the SDF S(f) is distributed
Sˆ(p)(f)
d
=
{
S(f)χ22/2, for 0 < f < fN
S(f)χ21, for f = 0 or fN
asymptotically as N →∞, and correspondingly
var{Sˆ(p)(f)} =
{
S2(f), for 0 < f < fN
2S2(f), for f = 0 or fN
.
The same is true for direct spectral estimators given the autocovariance se-
quence satisfies a summability condition and data taper {ht} is of a suitable
form [6]. Such estimators for which the variance fails to vanish in the limit
N →∞ are known as inconsistent estimators.
It is desirable to detect structure in the spectral estimates, a large variance
can hide important features. For this reason we want to smooth the direct
spectral estimator in an attempt to reduce the variance. With reference to
coherence estimation there is one other important need for smoothing as will
now be demonstrated.
As has been said, to estimate the coherence for a pair of jointly SOS pro-
cesses we need to use spectral estimators. However there is a fundamental
problem with the use of a direct spectral estimator. Substituting the spectral
estimator
Sˆ
(d)
12 (f) = ∆
(
N−1∑
n=0
hnZ1,ne
−i2πfn∆
)(
N−1∑
n=0
hnZ2,ne
−i2πfn∆
)∗
into the expression for the ordinary coherence estimator (2.9), the calculated
value γˆ212(f) using direct estimators is identically unity at all frequencies f ∈
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[−fN , fN ), for any pair of jointly SOS processes {Z1,t} and {Z2,t}:
γˆ212(f) =
|Sˆ(d)12 (f)|2
Sˆ
(d)
11 (f)Sˆ
(d)
22 (f)
=
∣∣∣∑N−1n=0 hnZ1,ne−i2πfn∆∣∣∣2 ∣∣∣∑N−1n=0 hnZ2,ne−i2πfn∆∣∣∣2∣∣∣∑N−1n=0 hnZ1,ne−i2πfn∆∣∣∣2 ∣∣∣∑N−1n=0 hnZ2,ne−i2πfn∆∣∣∣2
= 1.
Extending this to the p-dimensional complex-valued process {Zt, t ∈ Z}
we can say the direct SDF matrix estimator for the augmented process {Zˇt}
(defined in the usual way) is given as
Υˆ(d)(f) = ∆
(
N−1∑
n=0
hnZˇne
−i2πfn∆
)(
N−1∑
n=0
hnZˇne
−i2πfn∆
)H
.
Any function of the form
|Υˆ(d)lm(f)|2
Υˆ
(d)
ll (f)Υˆ
(d)
mm(f)
l,m = 1, ..., 2p
takes a value of unity.
This demonstrates the fundamental problem with coherence estimation
using direct spectral estimators. Statistically the answer of unity can be at-
tributed to only a single complex degree of freedom in the calculation of the
periodogram. To produce more meaningful coherence estimators from a single
finite realisation of the processes it is necessary to introduce extra degrees of
freedom into the estimator. This is typically done by performing an averaging
or smoothing procedure on the spectral estimator.
Suppose we wish to estimate the coherence for a pair of processes at a given
frequency, the coherence estimate will differ from the true value, consequently
statistical procedures need to be employed to evaluate the estimator. For
example we may wish to know; given the true ordinary coherence takes a
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value of zero, what is the probability that the estimator is greater than a
certain value? That is to say we may be interested in calculating P [γˆ2(f) > c]
when γ2(f) = 0. Additionally we may want to know what is the interval
(a, b) ⊂ [0, 1] such that the true ordinary coherence lies within this with a
(1−α) probability. To compute these it is necessary to know the distribution
of the coherence estimator. This depends on the smoothing procedure adopted.
With the ordinary coherence being calculated from three individual statistics
in a non-linear way, determining such distributions is far from trivial.
In Sections 2.7.1 - 2.7.3 we introduce three common methods of spectral
smoothing and briefly discuss some of the key statistical results.
2.7.1 Lag-window Spectral Estimators
One method of reducing variance in the spectral estimator is to smooth across
the frequency domain. We justify this approach as follows [73, p. 235]; suppose
the number of data points observed N is large enough such that we can assume
the periodogram Sˆ(p)(f) to be an approximately unbiased estimator of the SDF
S(f). It can be shown that the periodogram estimator is pairwise uncorrelated
at the Fourier frequencies {fk = k/(N∆)− fN , k = 0, ..., N − 1} [73, p. 223].
If S(f) is slowly varying in the neighbourhood of, say, fk, then
S(fk−M) ≈ ... ≈ S(fk) ≈ ... ≈ S(fk+M)
for some integer M > 0. Thus
Sˆ(p)(fk−M), ..., Sˆ
(p)(fk), ..., Sˆ
(p)(fk+M)
are a set of 2M+1 unbiased and uncorrelated estimators of S(fk). By averaging
these, we define the spectral estimator
S¯(fk) =
1
2M + 1
M∑
j=−M
Sˆ(p)(fk−j). (2.10)
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We now have
var{S¯(fk)} ≈ var{Sˆ
(p)(fk)}
2M + 1
.
Using a weighting function {gj, j = −M,−M + 1, ...,M} with
∑M
j=−M gj = 1,
and a direct spectral estimator Sˆ(d)(f), an estimator of the form (2.10) can be
generalised to
S¯(fk) =
M∑
j=−M
gjSˆ
(d)(fk−j).
It is formed by a discrete convolution of Sˆ(d)(f) with {gj} over a discrete set of
frequencies. However because the direct spectral estimator Sˆ(d)(f) is defined
for all frequencies in the range [−fN , fN ), it is also possible to smooth over a
continuous set of frequencies using a continuous convolution. The lag window
spectral estimator is defined as
Sˆ(lw)(f) =
∫ fN
−fN
W (f − ν)Sˆ(d)(ν)dν
W (·) is called the smoothing window. For a comprehensive discussion on
the first and second order moments of the lag window spectral estimator, its
asymptotic distribution, and how the smoothing window is chosen, the reader
is referred to [73, sections 6.6 - 6.10], here we outline the key results.
The expected value and variance of the lag-window spectral estimator of a
SDF S(f) is approximately given as
E{Sˆ(lw)(f)} ≈
∫ fN
−fN
W (f − ν)S(ν)dν (2.11)
var{Sˆ(lw)(f)} ≈ ChS
2(f)
BWN∆
(2.12)
where Ch is a constant that depends on the data taper and BW is the band-
width of the smoothing window W (·) [73, p. 242]. We therefore see that in
the limit of N →∞ the variance becomes zero, thus the lag-window spectral
estimator is a consistent estimator of the SDF. It is shown that Sˆ(lw)(f) is
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approximately chi-squared distributed with approximately
2(E{Sˆ(lw)(f)}2)/var{Sˆ(lw)(f)}
degrees of freedom.
2.7.2 Segment Averaging
It is possible to reduce the sampling variance of the periodogram by divid-
ing the signal of interest into equal sized contiguous non-overlapping blocks,
performing an individual periodogram on each block and then averaging the
individual periodograms together to form a spectral estimator. The individual
periodograms will be pairwise uncorrelated and hence averaging will reduce the
variance of the estimator in a measurable way. To derive exact distributional
results a further condition of pairwise independence is required for of the in-
dividual estimators. This is not the case, however by matching moments (e.g.
mean and variance) it is possible to conclude that the averaged estimator is
approximately chi-squared distributed with 2NB degrees of freedom, where NB
is the number of individual signal blocks used. Welch [106] further developed
the concept of block averaging with two important advancements. The first
was to use a data taper to reduce leakage bias by having the spectral estimator
for each individual block as a direct spectral estimator. The second advance-
ment was that by allowing the blocks to overlap it is possible to form spectral
estimators with better variance properties than using non-overlapping blocks
[11]. This method is known in the literature as weighted overlapping segment
averaging, or Welch’s overlapping segment averaging (WOSA).
The statistical properties of coherence estimators formed from non-tapered,
non-overlapping segment averaging have been researched in great detail. Using
the work of Goodman [35], Carter et al [10], [11] derived distributions for
the coherence estimator for Gaussian processes. We have said though that
spectral estimates are more accurate using overlapping segments and hence
is preferred for coherence estimation. Bortel and Sovka [4] recently derived
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an approximate distribution for coherence estimates computed using WOSA
spectral estimators, but their results are sub-optimal — see Chapter 5.
A method of spectral estimation which has been found to lend itself well
to statistical analysis [102] are multitaper spectral estimators.
2.7.3 Multitapering
First introduced by Thomson [96], this method makes use of a set of multiple
orthogonal tapers with which to create a set of approximately uncorrelated
spectral estimators. Averaging across these individual spectral estimators
provides the required smoothing operation to reduce variance and provide
sufficient degrees of freedom. The multitaper spectral estimators will now be
discussed in detail. It will be demonstrated how the methodology lends itself
well to drawing conclusive analytical results on the statistical properties of
coherence estimators.
Given an N point finite realisation {Zn, n = 0, ..., N − 1} of a random pro-
cess {Zt, t ∈ Z} with sampling interval ∆, the key to estimating the spectral
density function S(f) is to use K orthogonal tapers {uk,n, n = 0, ..., N − 1},
k = 0, ..., K − 1, with which to form K approximately uncorrelated tapered
series {uk,nZn, n = 0, ..., N − 1}, k = 0, ..., K − 1. Spectral estimates are
performed by the standard direct Fourier method on each tapered series and
then averaged. As has been previously stated in Section 2.7, tapers are used
to suppress the side-lobes of Feje´r’s kernel in an effort to reduce leakage. As
such, when deciding upon a set of tapers, as well as orthogonality a desirable
property is that they are well concentrated in the frequency domain.
It was shown in [92] that a set of orthogonal tapers of length N that have
optimal energy concentration in the frequency band [−W,W ] (W < 1/2) can
be derived from the frequency domain functions that form the solutions to the
following eigen-problem:
∫ W
−W
sinNπ(f − f ′)
sin π(f − f ′) Uk(N,W ; f
′)df ′ = λk(N,W ) · Uk(N,W ; f).
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Uk(N,W ; f) k = 0, 1, ..., N−1 are known as the discrete prolate spherical wave
functions and are related to the discrete prolate spherical sequences (dpss), or
Slepian tapers uk,n(N,W ) via
uk,n(N,W ) =
1
ǫkλk(N,W )
∫ W
−W
Uk(N,W ; f)e
i2πf [n−(N−1)/2]df
for k = 0, ..., N − 1 and all n ∈ Z+. ǫk is 1 for k even and i for k odd.
The Slepian tapers are the real-valued sequences of length N that are most
concentrated in the bandwidth [−W,W ]. λ2k(N,W ) is the proportion of the
energy of the taper {uk,n, n = 0, ..., N − 1} in this bandwidth and we order
them λ20(N,W ) > λ
2
1(N,W ) > ... > λ
2
N−1(N,W ). Further to this, the tapers
are pairwise orthonormal. That is to say
∑N−1
n=0 uk,nul,n = δkl where δkl is the
Kronecker delta.
From the N multiple tapers we choose the first K such that λ2k ≈ 1,
k = 0, ..., K − 1. The multitaper spectral estimator Sˆ(f), f ∈ [−fN , fN ) for
the process {Zt} is then given by
Sˆ(mt)(f) =
1
K
K−1∑
k=0
Sˆk(f)
where
Sˆk(f) = ∆
∣∣∣∣∣
N−1∑
n=0
un,kZne
−i2πnf∆
∣∣∣∣∣
2
.
The Slepian tapers are the optimal set of tapers (in the sense of energy
concentration) to use for multitapering, however in practice they are tricky
to implement due to the computational requirements for their calculation.
Alternative orthogonal tapers, such as the sine tapers [85], that are easier to
implement have been derived. We now proceed by providing a comprehensive
statistical analysis of multitaper ordinary coherence estimators for multivariate
SOS complex Gaussian processes.
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Figure 2.1: (a) Periodogram and (b) multitaper spectral estimator (K = 10)
for a SOS complex autoregressive process of order 1 — see Section 4.6.1. The
spectral density function is also plotted.
2.8 Multitaper Spectral Estimators and Coherence
Using a matrix approach to spectral representation and Goodman’s work on
complex random vectors outlined in Section 2.4, we are now in a position
to draw conclusions with regard to the statistical properties of coherence es-
timators for complex Gaussian vector-valued processes using the multitaper
approach to spectral estimation.
Suppose we have a finite N point realisation {Zn = [Z1,n, ..., Zp,n]T , n =
0, ..., N − 1} of a zero-mean complex Gaussian p-dimensional vector-valued
process, sampled with interval ∆. With a set of K orthogonal tapers we form
the product {uk,nZl,n} of the kth taper with the lth complex-valued process
and compute its Fourier transform
Jk,l(f) = ∆
1/2
N−1∑
n=0
uk,nZl,ne
−i2πfn∆.
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We now construct the vector
Jˇk(f) = ∆
1/2
N−1∑
t=0
uj,nZˇne
−i2πfn∆
=
[
Jk,1(f), ..., Jk,p(f), J
∗
k,1(−f), ..., J∗k,p(−f)
]T
(2.13)
which is the Fourier transform of the augmented vector
Zˇn = [Z1,n, ..., Zp,n, Z
∗
1,n, ..., Z
∗
p,n]
T .
In (2.13) we make use of the fact that if G(f) is the Fourier transform of a
sequence gn, then the Fourier transform of the sequence g
∗
n is G
∗(−f).
For K orthogonal tapers the multitaper estimator Υˆ(mt)(f) of the SDF
matrix Υ(f) is conveniently expressed as
Υˆ(mt)(f) =
1
K
K−1∑
k=0
Jˇk(f)Jˇ
H
k (f) =
[
Sˆ(mt)(f) Rˆ(mt)(f)
Rˆ(mt)∗(f) Sˆ(mt)(−f)
]
.
There are four important properties of the vectors Jˇk(f), k = 0, ..., K− 1 that
should be noted.
The first property is that for all k = 0, 1, ..., K − 1, the vector Jˇk(f) is a
complex Gaussian zero-mean vector. This conclusion can be drawn from the
fact that the Fourier transform of a realisation of a complex Gaussian process
is a finite linear combination of Gaussian random variables and so is itself
Gaussian-distributed.
Secondly, given the multiple tapers have good frequency concentration we
can assume the covariance of Jˇk(f) is equal to the augmented SDF matrix,
i.e. E{Jˇk(f)JˇHk (f)} = Υ(f) and thus
Jˇk(f)
d
= NC2p(0,Υ(f)). (2.14)
The third property, derived in [86, pp. 72-74], is that the set of 2p-dimensional
vectors Jˇk(f), k = 0, ..., K − 1 are asymptotically (with respect to N → ∞)
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pairwise uncorrelated. That is to say
E{Jˇl(f)JˇHm(f)} = 0 l 6= m, l,m = 0, ..., K − 1.
Armed with the above two properties, we can conclude that the set of vectors
Jˇk(f), k = 0, ..., K − 1 are asymptotically (with respect to N →∞) IID with
distribution (2.14).
The remaining fourth property is stated in the following theorem below;
Theorem 2.8.1. For a p-dimensional vector-valued proper or improper Gaus-
sian process
Zt = {[Z1,t, ..., Zp,t]T , t ∈ Z},
the vector Jˇk(f) is asymptotically proper (in the sense N → ∞) for all k =
0, ..., K − 1.
For the proof of Theorem 2.8.1 see [86, section 4.1.2].
Summarising, for a proper or improper zero-mean complex vector-valued
Gaussian process {Zt = [Z1,t, ..., Zp,t]T , t ∈ Z}, the set of vectors {Jˇk(f), k =
0, ..., K− 1} are complex Gaussian each with covariance Υ(f), asymptotically
IID and asymptotically proper. Using Theorem 2.4.1 we can now conclude
Jˇk(f)Jˇ
H
k (f)
d
=WC2p {1,Υ(f)} ,
and
K−1∑
k=0
Jˇk(f)Jˇ
H
k (f)
d
=WC2p {K,Υ(f)} ,
giving the estimator for the augmented SDF matrix Υˆ(mt)(f) to be asymptot-
ically 2p-dimensional complex Wishart distributed with K degrees of freedom
and mean Υ(f).
We now state the following theorem [35];
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Theorem 2.8.2. If the random p× p matrix Θˆ is distributed
Θˆ
d
=WCp {K,Θ},
then for any l,m = 1, ..., p, l 6= m, the statistic θˆlm = |Θˆlm|2/[ΘˆllΘˆmm] has
PDF
gθˆlm(x;K, θlm) = (K − 1)
(
1− θ2lm
)K
(1− x)K−2 2F1(K,K; 1; θlmx),
where θlm = |Θlm|2/[ΘllΘmm].
2F1(α1, α2; β1; z) is the hypergeometric function with 2 and 1 parameters,
α1, α2 and β1, and scalar argument z. This is the special case of the generalised
hypergeometric series pFq(α1, ..., αp; β1, ..., βq; z) defined by [38, p. 1045]. The
proof can be found in [35].
We therefore conclude the quantity
γˆ2(f) =
|Υˆ(mt)jk (f)|2
Υˆ
(mt)
jj (f)Υˆ
(mt)
kk (f)
that estimates a coherence γ2(f) as described in Section 2.6 will asymptotically
have the PDF
gγˆ2(x;K, γ
2) = (K − 1) (1− γ2)K (1− x)K−2 2F1(K,K; 1; γ2x),
where the frequency f has been suppressed, γ2 is the true value of ordinary
(or conjugate) coherence, and K is the number of tapers used in constructing
the estimator. We say γˆ2 is Goodman distributed with K complex degrees of
freedom.
In Figure 2.2 is plotted the PDF of the Goodman distribution with 10
complex degrees of freedom for various values of the true coherence γ2.
Using the work of [103] we now briefly demonstrate how the distribution
can be used to interpret coherence estimates. Suppose we estimate the ordi-
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Figure 2.2: Probability density functions gγˆ2(x;K, γ
2) for K = 10 and a true
coherence value γ2 of (a) 0, (b) 0.1, (c) 0.2, (d) 0.5, (e) 0.7, and (f) 0.9. The
dotted line marks the true coherence and the dashed line is the expected value
of the distribution.
nary coherence at a frequency f to be γˆ2(f). Using the distribution we can
apply an interval of confidence for the true coherence value γ2(f). We denote
the cumulative probability distribution function of γˆ2(f) by Gγˆ2(x;K, γ
2) ≡
P [γˆ2 ≤ x | K, γ2(f)]. Given the true value γ2, the (1 − α)100% confidence
interval for γˆ2 is given as [aα/2, a1−α/2] where
Gγˆ2(aα/2;K, γ
2) = α/2, Gγˆ2(a1−α/2;K, γ
2) = 1− α/2.
The 95% confidence limits as a function of γ2 are shown in Figure 2.3. The
two lines are the plots γˆ2 = aα/2(γ
2) and γˆ2 = a1−α/2(γ
2). Also shown is how
to extract the (1 − α)100% confidence for the true ordinary (or conjugate)
coherence γ2 from an estimate γˆ2 = x0. This can be found by drawing a line
across the plot at γˆ2 = x0, the estimate’s value, and finding the intersection
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points with aα/2(γ
2) and a1−α/2(γ
2).
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Figure 2.3: Demonstration of calculating a confidence interval of true coher-
ence from an individual coherence estimate. In this case we find the 95%
confidence interval (α = 0.05) from a coherence estimate γˆ2 = 0.7 with 10
complex degrees of freedom.
It is also possible to use the distribution for coherence estimates to per-
form maximum likelihood investigations. Given an estimate γˆ2 = x0 of γ
2,
we can improve our estimate of γ2 by locating the value γ¯2, say, such that
gγˆ2(x0;K, γ¯
2) = maxγ2 gγˆ2(x;K, γ
2). Figure 2.4 shows the surface gγˆ2(x;K, γ
2),
0 ≤ x, γ2 < 1. The thick line from bottom right to top left marks the coher-
ence estimate γˆ2 = x0 = 0.7. The PDF which has a maximum at this x value
is marked by the second thick line and corresponds to γ2 = γ¯2 = 0.64. The
estimate γ¯2 is the maximum likelihood estimate
dgγˆ2(x0;K, γ
2)
dγ2
∣∣∣∣
γ2=γ¯2
= 0 with
d2gγˆ2(x0;K, γ
2)
d(γ2)2
∣∣∣∣
γ2=γ¯2
< 0.
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2), 0 ≤ x, γ2 < 1 for K = 10. See text for
an explanation.
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Chapter 3
Wavelet Coherence for
Stationary Processes
Fourier analysis has long been established as a method for decomposing a
signal into its constituent frequencies. The Fourier transform of a signal rep-
resents the average contribution of a frequency across all time (or the time
for which the observation occurs). For deterministic signals that behave with
some regularity over time i.e. they have some underlying periodicity, then the
Fourier transform is perfectly suitable for the task of frequency analysis. Sim-
ilarly for stationary random processes whose second order properties remain
unchanged in time and in Section 2.3 were shown to have well defined spectra,
stochastic Fourier methods form a naturally suitable framework. However for
deterministic signals whose behaviour does not show any regularity in time
(e.g. speech), or likewise for random processes that fail to meet the conditions
of second order stationarity (e.g. seismic signals), a Fourier transform acting
on the signal is insufficient as it fails to preserve chronological information in
its analysis.
It has been acknowledged for some time that stationary frequency analysis
is insufficient. Flandrin notes [30, section 2.1] the concept of an instantaneous
description of frequency first occurred in literature in 1890. In the last 30
years wavelets have come to the forefront as the method of cho
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chronological (or spatial analysis) of a signal (or image). Wavelets are a tool
by which a signal (or image) can be decomposed into scales while retaining
the chronological (or spatial) information. They have been developed across a
breadth of mathematical and scientific disciplines and through several separate
trains of thought. Additionally, their use in interpreting data has a huge
variety of applications. As a consequence, while a brief introduction to some
of the key ideas will now be given, it is not possible to give the subject a proper
treatment here. The reader is directed to [13], [59] and [74].
3.1 Representing the L2 Function Space
Suppose a signal Z(t) is defined on the interval [−T, T ] ⊂ R and is square-
integrable, that is to say Z ∈ L2([−T, T ]). The set of complex exponentials
{En(t) = ei2πnt/T , n ∈ Z} form an orthonormal basis for L2([−T, T ]) and as
such Z(t) can be represented as a linear combination of these basis functions
Z(t) =
∑
n∈Z
〈Z,En〉En(t)
where 〈·, ·〉 is the L2([−T, T ]) inner-product
〈f, g〉 = 1
2T
∫ T
−T
f(t)g∗(t)dt.
This is the Fourier series for the 2T periodic signal Z(t). It is possible to
extend the interval [−T, T ] to be of any finite size, and the set of functions
{ei2πnt/T , n ∈ Z} will form an orthonormal basis. However in the infinite limit,
{ei2πft, f ∈ R} does not form an orthonormal basis for the L2(R). Elements
of the space L2(R) must decay to zero at ±∞ and so in the same way that the
complex exponential eit generates the space L2([−T, T ]), it is desirable to have
a wave-like function ψ that decays at ±∞ and generates the space L2(R).
To have an analogous basis to the complex exponentials, these wave-like
functions need to be able to oscillate at a different frequencies. For compu-
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tational efficiency this is achieved by binary dilations (i.e. by a scaling factor
of 2j, j ∈ Z). Additionally, if ψ is decaying, then to cover the whole of the
real line it needs to be able to shift along it. This is achieved by a dyadic
translation of k/2j, k ∈ Z.
It is possible to construct a function ψ such that the set of functions
{ψjk, j, k ∈ Z} defined as
ψjk(t) = 2
j/2ψ(2jt− k), j, k ∈ Z
form an orthonormal basis for L2(R) (the scaling factor 2j/2 ensures ψjk has
unit L2 norm). That is to say, any function Z ∈ L2(R) can be represented as
Z(t) =
∑
j
∑
k
cjkψjk(t)
where
cjk = 〈Z, ψjk〉 = 2j/2
∫ ∞
−∞
Z(t)ψ∗(2jt− k)dt.
(Note: suitable functions ψ considered here can be complex valued, hence the
correctly placed conjugate.) Such functions are termed orthogonal or discrete
wavelets (due to the discretised decomposition of the signal). Examples include
the Haar wavelet [43] and Daubechies wavelet [23]. It is this concept of being
able to represent functions using localised wave-like functions that have been
scaled and translated in time that forms the basis of wavelet analysis.
3.2 Time-Frequency Analysis
As has been said, for signals that show a lack of regularity over time there is the
need for a framework that provides a chronological frequency representation.
One obvious solution is to use the short time Fourier transform (STFT) which
essentially partitions the signal into smaller blocks of equal length, and then
performs individual Fourier transforms on each block. One immediate problem
we confront with this method is the problem of leakage. Suppose we have a
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signal Z(t) which is observed on the interval [0, T ]. We portion the signal into
non-overlapping segments of equal length τ . Then for an arbitrary segment
Zn(t) defined on interval [(n− 1)τ, nτ), the Fourier transform is defined as
∫ ∞
−∞
I[(n−1)τ,nτ)(t)Z(t)e
−i2πftdt,
where
IA(t) =
{
1 t ∈ A ⊂ R
0 otherwise.
(3.1)
From Fourier theory we know that
F{I[(n−1)τ,nτ)(t)Z(t)} = F{I[(n−1)τ,nτ)(t)} ∗ F{Z(t)}
= eiπnτ
sin(πfτ)
πf
∗ Z(f)
where ∗ represents convolution, F{·} represents the Fourier transform and
Z(f) = F{Z(t)}. In the frequency domain the signal undergoes a convolution
with a sinc function. For small signal portions (small τ) the sinc function is
less concentrated and as such the leakage due to convolution is increased.
As has been discussed in Section 2.7, it is possible to use tapering to reduce
leakage. The Fourier transform on the signal portion would now become
∫ ∞
−∞
h(t− (2n− 1)τ/2)Z(t)e−i2πftdt
where h(t) is a function that vanishes outside the interval [−τ/2, τ/2]. If we
rewrite the transform as
∫ ∞
−∞
Z(t)h(t− (2n− 1)τ/2)e−i2πftdt,
we see that we are correlating the signal with the time-localised waveform
h(t)ei2πft.
It was Gabor in 1946 [31] who first proposed this method as a route to
chronological frequency analysis of a signal. By recognising that a Fourier
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transform is a linear transform that correlates the signal with a set of in-
finitely supported complex sinusoids, he proposed that by performing a linear
time-frequency transform that correlates the signal with a family of wave-
forms that are well concentrated in time and in frequency it is possible to
retain chronological information and build a time-frequency understanding of
the signal. These localised waveforms are called time-frequency ‘atoms’ and
form the basis for a number of time-frequency methods. [59] provides a good
overview of the topic.
One immediate problem is Heisenberg’s uncertainty principles dictates it
is impossible to have perfect resolution in both frequency and time. In fact
the time resolution and frequency resolution are inversely proportional to one
another. As such by choosing small signal segments we can achieve high time
resolution, but as a consequence frequency resolution will be poor. Similarly
increasing the block size will improve frequency resolution, but will incur a
loss in time resolution.
A method that has come to the forefront in the last 30 years is wavelet
analysis. First developed in the early 1980s by predominantly Morlet and
Grossmann in a series of papers [37], [40], [65] and [66], wavelets are a de-
velopment of Gabor’s work and have a natural framework for dealing with
the uncertainty principle. For the analysis of high frequencies that typically
operate over short time periods we have good time resolution, while at low
frequencies that typically operate over long time periods, time resolution is
sacrificed to provide good frequency resolution.
A wavelet ψ(·) by definition is any function that integrates to zero and is
square integrable with ‖ψ‖2 = 1. We however impose one more condition on
ψ(·),
Cψ ≡
∫ ∞
0
|Ψ(f)|2
f
df satisfies 0 < Cψ <∞ (3.2)
where Ψ(·) is the Fourier Transform of ψ. This is known as the admissibility
condition and is necessary for a signal to be recreated from its continuous
wavelet transform — see Section 3.3.
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Figure 3.1 gives a pictorial representation of how Gabor time-frequency
atoms and wavelets differ in their decomposition of a signal into time-frequency
components and demonstrates the natural time-frequency resolution adjust-
ment that wavelets can provide. It has been stated that through discrete
dilations and translations of a wave-like function it is possible to construct an
orthogonal basis for the L2(R) function space. This decomposition, known as
the discrete wavelet transform (DWT), projects the signal onto the discrete set
of time-frequency tilings that are depicted in this figure. It is often useful to
have a more fluid approach to analysing a signal on the time-frequency plane,
so instead of being restricted by the discrete set of frequency octaves and the
corresponding partitioning of the time domain, analysis of any frequency at
any time can be achieved. The continuous wavelet transform provides such a
method.
Figure 3.1: Symbolic representation of the Gabor discretisation (left) and
wavelet discretisation (right) of a signal as a paving of the time-frequency
plane.
3.3 The Continuous Wavelet Transform 60
3.3 The Continuous Wavelet Transform
For an analysing wavelet ψ(t) we define the continuous wavelet transform
W (a, b;Z, ψ) of a continuous-time L2(R) signal Z(t) at scale a ∈ R, |a| > 0,
and time b ∈ R as
W (a, b;Z, ψ) =
1√|a|
∫ ∞
−∞
Z(t)ψ∗
(
t− b
a
)
dt. (3.3)
In a vector space approach W (a, b;Z, ψ) = 〈Z, ψa,b〉 where 〈·, ·〉 is the L2(R)
inner-product and
ψa,b(t) =
1√|a|ψ
(
t− b
a
)
.
The continuous wavelet transform (CWT) is the projection of the signal Z(t)
onto the function space {ψa,b(t), |a| > 0, b ∈ R}. b acts as a translation along
the time domain to the particular time of interest and a contracts or expands
the wavelet to analyse the signal at different scales. It is these continuous
domains for a and b that allow a continuous view point of the time-frequency
plane. Furthermore the admissibility condition (3.2) is required for Z(t) to be
reconstructed from its continuous wavelet transform [74, section 1.1].
To be able to make the connection between scale and frequency, we consider
using wavelets with localised frequency support. In this instance, we can say
that a wavelet ψ(·) is approximately oscillating at a frequency f0 where
f0 = argmax
f
{
f [Ψ(f)]2
}
(3.4)
is the central frequency of the wavelet. Here, Ψ(·) is the Fourier transform of
the wavelet ψ(·). We can therefore say that the scaled wavelet |a|−1/2ψ(t/a)
can be considered to be oscillating at the frequency f0/a and as such we can
interpret the wavelet transform at a scale a to be the contribution of oscillations
at frequencies f0/a to the composition of the signal at the time of interest b [59,
p. 82], thus allowing a time-frequency wavelet analysis of a signals. It is often
assumed that a is positive, however here we consider the more general case in
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(3.3). This is more suited to complex signals whose spectra are non-symmetric
about the zero-frequency axis.
In Figure 3.2 we plot the Morlet wavelet in the time domain (left) and the
frequency domain (right), for varying scales. The Morlet wavelet defined as
[9, p. 139]
ψ(t) = π−1/4e−t
2/2ei2πt
is a complex exponential localised by a Gaussian function. We use this simple
wavelet to demonstrate the time-frequency trade off. We can see that an
increase in scale elongates the wavelet in the time domain but concentrates
the wavelet in the frequency domain. Vice-versa, a decrease in scale spreads
the wavelet in the frequency domain but concentrates the wavelet in the time
domain. Figure 3.3 provides a visualisation of how the CWT can analyse
arbitrary points of the time-frequency plane, and the time-frequency resolution
trade-off that occurs.
3.3.1 The Continuous Wavelet Transform in Discrete-Time
Up until this point the theory of wavelets has been presented for continuous-
time signals. Here we present a CWT that is suitable for discrete-time signals,
achieved via the inverse discrete Fourier transform as discussed in [70].
For a continuous-time (real or complex-valued) process Z(t), and analysing
wavelet ψ(·), the CWT at a scale a and time b can be written in terms of the
inverse Fourier transform
W (a, b;Z, ψ) = |a|1/2
∫ ∞
−∞
Z(f)Ψ∗(af)ei2πfbdf (3.5)
where Z(f) is the Fourier transform of Z(t) at frequency f ∈ R. Suppose we
sample Z(t) at intervals of ∆. We assume that the sampling interval is fine
enough as to avoid aliasing (i.e. Z(f) = 0 for |f | > fN ) and use the shorthand
notation Zt = Z(t∆), t = 0, ..., N − 1, where N is assumed even. (3.5) can be
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Figure 3.2: The real part of the Morlet wavelet in the time domain (left) and
frequency domain (right) for scales (a),(b) a = 1, (b),(c) a = 2 and (d),(e)
a = 5.
discretised as [69]
W (a, b;Z, ψ) ≈ |a|
1/2
N∆
(N/2)−1∑
l=−N/2
Z
(
l
N∆
)
Ψ∗
(
al
N∆
)
ei2πlb/(N∆).
If we let a = a0∆ and b = b0∆ where a0 ∈ Z\{0} and b0 ∈ {0, ..., N − 1}, then
this can be expressed as
W (a, b;Z, ψ) ≈ |a0|
1/2
N∆1/2
N−1∑
l=0
ZlΨ∗l (a0)ei2πlb0/N (3.6)
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Figure 3.3: Symbolic representation of how the continuous wavelet transform
can analyse an arbitrary point of the time-frequency plane, and the time-
frequency trade-off that occurs.
where Zl = ∆
∑N−1
n=0 Zne
−i2πnl/N , for l = 0, ..., N − 1, the discrete Fourier
transform of {Zt}, and
Ψ∗l (a0) =
{
Ψ∗
(
a0
l
N
)
, l = 0, ..., (N/2)− 1;
Ψ∗
(
a0
l−N
N
)
, l = (N/2), ..., N − 1.
3.3.2 Wraparound and the Maximum Analysis Scale
A consequence of employing the inverse discrete Fourier transform (DFT) im-
plementation of the CWT is the cyclicity of the transform. While wavelets in
general are not compactly supported, there will exist a tmin < 0 and tmax > 0
such that ψ (t) ≈ 0 for all t outside [tmin, tmax]. Hence for a scale |a| > 0,
ψ (t/|a|) will be approximately zero except on the interval |a| [tmax, tmin]. Since
wavelets are centred at zero, at most half of this spread, τ = |a| [tmax − tmin] /2,
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can be wrapped around due to cyclicity, and this will occur at the endpoints
b = 0 and b = (N − 1)∆. The highest scale at which everything is ruined
by the cyclicity is when the wrapping on both sides meet; this occurs when
|a| = amax, where 2amax [tmax − tmin] /2 = N∆ or amax = N∆/ [tmax − tmin].
This gives a corresponding minimum analysis frequency of f0/amax. While
this defines the absolute upper bound on |a|, in practice we usually truncate
plots at a scale |a| less than amax.
For each |a| < amax we also need to specify a valid range of b. We avoid
wraparound provided a
2
(tmax − tmin) < b < N∆− a2(tmax − tmin).
3.3.3 Calculating the Minimum Analysis Scale
Olhede and Walden show in [71] that for a > 0, if a/(2∆) exceeds f ′ the
frequency such that Ψ(f) ≈ 0 for f > f ′, then
∫ fN
−fN
a1/2Ψ(af)ei2πfbdf =
1
a1/2
ψ¯ (b/a)
for a > 2∆f ′, where ψ¯(·) denotes the wavelet obtained by inverse Fourier
reconstruction over the truncated domain [−fN , fN ) ⊂ (∞,∞) . Now consider
the wavelet obtained, a−1/2ψ˜(b/a) say, by inverse DFT reconstruction from
Ψ
(
a0
l
N
)
= Ψ
(
a
l
N∆
)
.
We have, for N even
1
a1/2
ψ˜ (b/a) ≡ a
1/2
N∆
(N/2)−1∑
t=0
Ψ
(
a
l
N∆
)
ei2πlb0/N .
It can be shown that
lim
N→∞
1
a1/2
ψ˜(b/a) =
1
a1/2
ψ¯(b/a),
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and hence as N →∞, we have
1
a1/2
ψ˜(b/a)→ 1
a1/2
ψ(b/a),
provided a > 2∆f ′; this condition thus defines our minimum scale value by
setting amin = 2∆f
′. This gives us a maximum analysis frequency of fmax =
f0/amin = f0/2∆f
′. An analogous argument holds for a < 0, leading us to
require |a| > amin.
3.4 TheWavelet Spectrum andWavelet Coherence Mea-
sure
The following theory was originally developed in the literature for real-valued
processes. The extension to complex-valued processes is a natural one and
considered here.
The wavelet transform W (a, b;Z, ψ) for a real or complex-valued process
{Zt} is in general complex-valued. In an analogy to Fourier analysis, we can
readily define a wavelet power spectrum as |W (a, b;Z, ψ)|2. Suppose we anal-
yse a random process {Zt} then we say |W (a, b;Z, ψ)|2 is an estimator for the
true wavelet power spectrum which we define as E{|W (a, b;Z, ψ)|2} [60]. In
Fourier analysis the spectral density function gives the power of the stationary
random process that can be attributed to variation at a particular frequency.
The wavelet spectrum’s connection to the variance of a stationary process is
not so apparent. It has been shown in [98] that for a white noise process {ǫt}
with E{ǫt+τǫ∗t} = σ2δτ,0, then the expected value of the wavelet spectrum is σ2.
Torrence and Compo [98] use this for comparison purposes. Suppose wavelet
analysis is performed on a stationary process {Zt} of known variance σ2Z , then
|W (a, b;Z, ψ)|2/σ2Z gives a measure of the power at scale a and time b relative
to white noise. Further to this they show that for a Gaussian zero-mean SOS
process {Zt} with spectral density function S(f) then the normalised wavelet
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spectrum is distributed as
|W (a, b;Z, ψ)|2
σ2Z
d
=
1
2
S(f0/a)χ
2
2 (3.7)
where f0 is the reference frequency of the wavelet — see Section 3.3. For a
real-valued wavelet and process the distribution becomes S(f0/a)χ
2
1. The con-
fidence interval with confidence coefficient 1−θ for the true wavelet spectrum,
W(a, b) say, can be shown to be given by
2
χ22(θ/2)
|W (a, b;Z, ψ)|2 ≤ W(a, b) ≤ 2
χ22(1− θ/2)
|W (a, b;Z, ψ)|2.
Torrence and Compo demonstrate how the wavelet spectrum’s distribution
can be used for testing a null hypothesis that the random process {Zt} is a
stationary process with a certain stated background spectrum. For example
[98] includes a study of the El Nino’s NINO3 SST time series under the null
hypothesis that states it is a first order autoregressive process. The wavelet
spectrum provides the statistic with which to test this null hypothesis. Using
the derived distribution (3.7) we reject the null hypothesis with a significance
level α if the peak of the wavelet spectrum is above the (1 − α) confidence
level of the background spectrum.
For a pair of signals {Z1,t} and {Z2,t}, analogously to Fourier analysis, we
can define the cross-wavelet spectrum as [49]
W (a, b;Z1, ψ)W
∗(a, b;Z2, ψ).
In general the cross-wavelet spectrum is complex, and hence one can define
the cross-wavelet power spectrum |W (a, b;Z1, ψ)W ∗(a, b;Z2, ψ)|. We say the
cross-wavelet power spectrum is an estimator for the true cross-wavelet power
spectrum which is defined as [60]
E{|W (a, b;Z1, ψ)W ∗(a, b;Z2, ψ)|}.
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This exposes common power between a pair of signals in time-scale space [39]
[60]. Suppose the zero-mean Gaussian SOS processes {Z1,t} and {Z2,t} have
variances σ2Z1 and σ
2
Z2
respectively, Torrence and Compo give the distribution
of the cross-wavelet spectrum as
|W (a, b;Z1, ψ)W ∗(a, b;Z2, ψ)|
σZ1σZ2
d
=
Φν(θ)
ν
√
S11(f0/a)S22(f0/a)
where Φν(θ) is the confidence level associated with the probability θ for a PDF
defined by the square root of the product of two chi-squared distributions.
S11(f) and S22(f) are the respective spectral density functions. If both the
process and the wavelet are real-valued then ν = 1, otherwise ν = 2.
We have stated in Section 2.7 that the periodogram is itself chi-squared dis-
tributed with two degrees of freedom. The variance of the periodogram fails to
converge to zero for an infinite time series and hence is an inconsistent estima-
tor. To construct a consistent estimator smoothing needs to be applied to the
periodogram. If we consider the wavelet power spectrum |W (a, b;Z, ψ)|2 to be
an estimator of the true wavelet power spectrum, and the cross-wavelet power
spectrum |W (a, b;Z1, ψ)W ∗(a, b;Z2, ψ)| to be an estimator of the true cross-
wavelet power spectrum, then these are also inconsistent estimators [60]. To
make the estimator consistent it is necessary to smooth the wavelet spectrum
estimator. Smoothing introduces extra degrees of freedom into the estimator
that reduces variance and narrows confidence intervals. Smoothing becomes
particularly important in coherence estimation, which we discuss now.
The cross-wavelet power spectrum is an insufficient tool for analysing cor-
relations between a pair of processes in time-scale space. Suppose one process
has a flat spectrum, and the other’s spectrum is strongly peaked, then the
cross-wavelet spectrum may contain peaks that have no relation to the na-
ture of correlation between the pair of processes. It is therefore necessary
to normalise with respect to the individual wavelet power spectra. Liu [56]
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introduced the quantity
|W (a, b;Z1, ψ)W ∗(a, b;Z2, ψ)|2
|W (a, b;Z1, ψ)|2|W (a, b;Z2, ψ)|2
as a wavelet coherence estimator with which to measure the linear dependency
of a pair of random processes {Z1,t} and {Z2,t} at a scale a and time b.
Importantly, failure to smooth the wavelet spectrum terms independently
results in a wavelet coherence estimate of one for all scales a and times b. A
sensible wavelet coherence estimator is therefore [39], [77]
γˆ2(a, b) =
|S{W (a, b;Z1, ψ)W ∗(a, b;Z2, ψ)}|2
S{|W (a, b;Z1, ψ)|2}S{|W (a, b;Z2, ψ)|2} (3.8)
where S{·} represents a smoothing operation. The notation γ2(·, ·) represents
wavelet coherence, whereas we recall γ2(·) represents the Fourier spectral co-
herence. The question of how to smooth the wavelet coherence estimator, and
the resulting statistical properties, has proven problematic and the influential
paper [98] calls for further research on the properties of wavelet coherence.
Wavelet coherence estimators have been used extensively for hypothesis
testing purposes. For example in [7], [42] and [60] the null hypothesis states
that the pair of processes are jointly stationary, independent white noise pro-
cesses (i.e. they have a coherence of zero). Significant values of wavelet coher-
ence are used to reject the null hypothesis and infer that there exists coherence
in time-scale space. Similarly, [39], [77] and [98] look for intermittent coherent
oscillations against a background coloured spectra with the background pro-
cesses specifying the null hypothesis. Testing against a stationary background
as opposed to a nonstationary background is preferred because a non-arbitrary
test is required. There are difficulties in choosing a nonstationary structure
with which to test against, mainly because of the vast array of non-stationary
behaviour that could be considered — see Chapter 6. A stationary background
provides a useful standard and forms a sound basis on which to decide upon
further tests. It can also be the case that the stationary assumption holds
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at certain regions in time and fails to hold at others. Testing against a sta-
tionary background with a time localised coherence estimator allows the test
to be performed at all time points, and therefore zones where the stationary
assumption holds and zones where it does not become immediately apparent.
For such tests it is necessary to know the distribution of the test statistic,
namely the wavelet coherence, under the null hypothesis. This is dependent
on the smoothing procedure adopted. Used in combination with a Morlet
wavelet (introduced in Section 3.3), a smoothing method suggested in [98]
involves smoothing over time b, followed by smoothing over scale a. This has
been widely applied [3], [39], [77] and [99] for hypothesis testing purposes. A
simpler smoothing operation over just time has been used in [53], [101].
Until now the statistical properties of smoothed wavelet coherence estima-
tors have been resistant to analytical study. While we can derive the distribu-
tion of the wavelet and cross-wavelet spectra, the smoothing operation makes
the situation more complicated. Consequently in the referenced studies, dis-
tributions of the wavelet coherence estimator were determined experimentally
through Monte Carlo simulations of the processes used in specifying the null
hypothesis.
A detailed analytical statistical study of wavelet coherence has proved dif-
ficult because adjacent values of the wavelet spectrum on the time-scale grid
are correlated [60], and thus when averaging together the wavelet spectrum
for a localised region of time-scale space, the resulting statistic is no longer
chi-squared distributed. Maraun and Kurths go as far to say that [60]
“an analytical test statistic is highly non-trivial if not impossible”.
This problem is now rectified. A detailed statistical analysis for two dif-
ferent methods of smoothing the individual terms in the wavelet coherence
estimator (3.8) is now provided. We look at using a set of orthogonal Morse
wavelets in Chapter 4, and then at the more traditional method of smoothing
in the time domain in Chapter 5. These results are also found in Cohen and
Walden [14] and [15], respectively.
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Chapter 4
A Statistical Analysis of Morse
Wavelet Coherence
In Chapter 3 the concept of a wavelet coherence estimator, and the current
problems in its formulation and derivation of statistical properties were high-
lighted, with the key point being that smoothing in the time domain, frequency
domain, or both makes wavelet coherence estimators less amenable to statisti-
cal study. This was a similar problem for stationary Fourier based coherence
estimators. In Section 2.8 it was shown that by averaging across a set ℓ2 or-
thogonal tapers, it is possible to fully derive the distribution of the coherence
estimator (the Goodman distribution) and that degrees of freedom can be
calculated readily.
Suppose we have a set ofK wavelets {ψk, k = 0, ..., K−1} that are pairwise
orthogonal in L2(R), then for a pair of processes {Z1,t} and {Z2,t} a wavelet
coherence estimator taking the form
γˆ2(a, b) =
∣∣∣∑K−1k=0 W (a, b;Z1, ψk)W ∗(a, b;Z2, ψk)∣∣∣2[∑K−1
k=0 |W (a, b;Z1, ψk)|2
] [∑K−1
k=0 |W (a, b;Z2, ψk)|2
]
can provide the necessary averaging operation to achieve a non-trivial coher-
ence estimate.
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It was stated in Section 3.1 that when forming a direct spectral estima-
tor of a stationary process it is desirable to choose a sequence to taper the
observed time series that has good energy concentration in the frequency do-
main to reduce leakage effects. For a frequency band [−W,W ], W < 1/2, the
sequences of N points that have optimal concentration are the Slepian tapers.
Furthermore the Slepian tapers are mutually orthogonal. A set of orthogo-
nal functions that can be used as wavelets were first derived from the Slepian
tapers [55]. The kth order complex Slepian pseudo-wavelet is defined as
ψSk,n(N,W ) =
1√
2
[u2k,n(N,W ) + iu2k+1,n(N,W )]
where uk,n(N,W ) is the kth order Slepian taper of length N with respect to
the frequency interval [−W,W ]. While this function is defined discretely it
can be used as a wavelet in the discrete-time form of the continuous wavelet
transform — see Section 3.3.2.
The Slepian tapers only optimise energy concentration in a designated
frequency band and have no consideration for the time domain. For wavelets
it is desirable to consider the time and frequency domains simultaneously
by maximising the energy in a bounded subset of R2. In an analogy to the
derivation of the Slepian tapers, Daubechies and Paul [24], [25] introduced
localisation operators which can be used in the time-frequency plane.
4.1 The Multiple Morse Wavelets
The discussion in this section is taken from [68]. In [24] the ‘coherence state’
associated with a point (s, f) in the time-frequency space is given as φs,f (t) =
ei2πftφ(t−s). The choice φ(t) = π−1/4e−t2/2 (the Gabor wave function) attains
the Heisenberg-Gabor inequality: φs,f (t) has the best localisation around a
point (s, f), and is used here. The following resolution of identity holds for
Z ∈ L2(R)
Z(t) =
∫ ∫
(s,f)∈R2
φs,f (t)〈φs,f , Z〉ds df. (4.1)
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By restricting the signal to a domain D of time-frequency space we can define
the operator Z(t)→ (PDZ) (t), where
(PDZ) (t) =
∫ ∫
(s,f)∈D
φs,f (t)〈φs,f , Z〉ds df.
The ratio of the energy of the signal limited to the domain D to that of the
original signal is a real-valued quantity, µ (D) say, given by
µ(D) = 〈PDZ,PDZ〉〈Z,Z〉 .
For bounded D the operator PD is a bounded, compact and self adjoint oper-
ator on a Hilbert space [24] and hence by the Hilbert-Schmidt Theorem [84,
pp. 203, 209] there is a complete orthonormal basis {hk(t)} for L2(R) such
that (PDhk) (t) = λkhk(t). As the spectrum of PD is purely discrete, we can
order the eigenvalues in size λ0 ≤ λ1 ≤ ..., and further it can be shown the
signal that maximises the energy concentration in D is h0(t).
When D corresponds to the disc of radius R about the origin in time-
angular frequency space, i.e. DR = {(s, f) : s2 + (2πf)2 ≤ R2}, then it has
been shown [24] that the orthogonal set of eigenfunctions take the form of
scaled Hermite polynomials. Suppose instead we consider the domain
DC,β,γ =
{
(s, f) ∈ R2 :
(
s
C2
)2(
C1
|2πf |
)2γ−2
+
(
C1
|2πf |
)2γ
+ 1 ≤ 2C
(
C1
|2πf |
)γ}
.
C1 and C2 are given as
C1 =
2−1/γΓ
(
r + 1
γ
)
Γ(r)
; C2 =
βγ−121/γΓ
(
r − 1
γ
)
Γ(r)
where Γ(·) is the gamma function — see Figure 4.1. For the Hermitian oper-
ator PDC,β,γ we label the eigenvalues λ2k;β,γ(C) k = 0, 1, ... where λ20;β,γ(C) ≤
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Figure 4.1: Morse wavelet domain DC,β,γ (solid) for C = 10, β = 8 and γ = 3.
The disc of equal area is also plotted (dashed).
λ21;β,γ(C) ≤ · · · . Olhede and Walden [68] showed that for particular values of
β and γ the energy concentration of the eigenfunctions of the operator PDC,β,γ ,
given by the square of the corresponding eigenvalues λ20;β,γ(C) ≤ λ21;β,γ(C) ≤
· · · , outperform those of the operator PDR when the area of DC,β,γ equals that
of DR. The orthogonal set of eigenfunctions for this set of domains are known
as the generalised Morse wavelets.
The generalised Morse wavelets possess an added property which makes
them attractive for the analysis of complex signals. For each eigenvalue in the
spectrum of PDC,β,γ there exists two corresponding eigen-solutions, an analytic
and anti-analytic form. The analytic solution for eigenvalue λk;C,β,γ is denoted
ψ+k;β,γ(·) and has the Fourier transform
Ψ+k;β,γ(f) =
√
2Ak;β,γ(2πf)
βe−(2πf)
γ
Lck(2[2πf ]
γ)
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for f > 0 and zero otherwise. Here, c = r − 1,
Ak;β,γ =
√
[πγ2rΓ(k + 1)/Γ(k + r)],
and Lck(·) denotes the generalised Laguerre polynomial
Lck
k∑
m=0
(−1)m Γ(k + c+ 1)
Γ(c+m+ 1)Γ(k −m+ 1)
xm
m!
.
It is given the term analytic because its frequency support is solely on the
positive half of the real line;
Ψ+k;β,γ(f) = 0 for all f < 0. (4.2)
The anti-analytic solution is denoted ψ−k;β,γ(·) with Fourier transform
Ψ−k;β,γ(f) =
√
2Ak;β,γ(2π|f |)βe−(2π|f |)γLck(2[2π|f |]γ)
for f < 0 and zero otherwise. It is given the term anti-analytic because its
frequency support is solely on the negative half of the real line;
Ψ−k;β,γ(f) = 0 for all f > 0. (4.3)
Some important properties of the Morse wavelets are given below [68]:
Ψ+k;β,γ(0) = Ψ
−
k;β,γ(0) = 0; (4.4)
ψ+k;β,γ(t) = ψ
−∗
k;β,γ(t); (4.5)
Ψ+k;β,γ(f) = Ψ
−
k;β,γ(−f); (4.6)
and the orthogonality condition
∫ ∞
−∞
ψ+k;β,γ(t)ψ
+∗
l;β,γ(t)dt = δlk;
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Figure 4.2: Each row of the plot shows the magnitude |ψ+k,40,15| (left) and
frequency response Ψ+k,40,15 (right). The rows are for (top to bottom) k =
0, ..., 4.
and [69]
ψ+k;β,γ(−t) = ψ−k;β,γ(t). (4.7)
Combining (4.5) and (4.7) we get
ψ+k;β,γ
(
t− b
−a
)
= ψ+∗k;β,γ
(
t− b
a
)
,
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so that, with Z(t) denoting a complex-valued signal,
W (a, b;Z∗, ψ+k;β,γ) =
1√|a|
∫ ∞
−∞
Z∗(t)ψ+∗k;β,γ
(
t− b
a
)
dt
=
[
1√|a|
∫ ∞
−∞
Z(t)ψ+∗k;β,γ
(
t− b
−a
)
dt
]∗
= W ∗(−a, b;Z, ψ+k;β,γ). (4.8)
Interestingly this is an analogous result to the Fourier transform of a conju-
gated signal.
When using the Morse wavelets, the parameters β and γ are chosen such
that the wavelet functions have strong concentration properties. The first
K Morse wavelets are selected such that λ2k;β,γ(C) ≈ 1 for k = 0, ..., K − 1.
Throughout the rest of this chapter it will be common to fix the β and γ wavelet
parameters and refer to ψ±k;β,γ as simply ψ
±
k . Further to this, to condense
notation we denote the kth analytic wavelet transform of the signal Z(t) at
scale |a| > 0 and translation b ∈ R as
Wk(a, b;Z) ≡ W (a, b;Z, ψ+k;β,γ). (4.9)
4.2 The Morse Wavelet Coherence Estimator
We will demonstrate in Section 4.4.2 that the pairwise orthogonality of a set of
K Morse wavelets gives rise to K approximately uncorrelated wavelet spectra
and cross-spectra and that in the white noise case these are exactly uncorre-
lated. These can therefore be averaged to introduce extra degrees of freedom
into the wavelet coherence (WCOH) calculation. The Morse WCOH estimator
for the pair of complex-valued process {Z1(t)} and {Z2(t)} takes the form
γ2(a, b) =
∣∣∣∑K−1k=0 Wk(a, b, Z1)W ∗k (a, b, Z2)∣∣∣2[∑K−1
k=0 |Wk(a, b, Z1)|2
] [∑K−1
k=0 |Wk(a, b, Z2)|2
] . (4.10)
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It will now be shown that by averaging together uncorrelated wavelet spec-
tra, this method of coherence estimation will be more amenable to statistical
analysis and distributional results will naturally follow. For this work to be
applicable in the physical sciences it is necessary to consider the discrete-time
case and arbitrary sampling rate ∆. We therefore now take special care in
formulating the Morse wavelet transform for discrete-time processes.
4.3 The Morse Wavelet Transform for Discrete-Time
Processes
In Section 3.3 was presented a discrete-time formulation of the continuous
wavelet transform. By replacing the wavelet in (3.6) with a general kth order
analytic Morse wavelet, for a scale a = a0∆ and b = b0∆, a ∈ Z\{0} and
b ∈ {0, ..., N − 1}, we have
Wk(a, b;Z, ψ
+) =
|a0|1/2
N(∆t)1/2
N−1∑
l=0
ZlΨ+k,l(a0)ei2πlb0/N (4.11)
where
Ψ+k,l(a0) =
{
Ψ+k
(
a0
l
N
)
, l = 1, ..., N
2
− 1
Ψ+k
(
a0
l−N
N
)
, l = N
2
, ..., N − 1.
(4.12)
This form of the wavelet transform allows computation through the use of the
inverse fast Fourier transform algorithm, which has computational expense in
the order of N log2N . While this is slower than the DWT pyramid algorithm
(which is of order N [74, p. 68]), it is comparable and provides an efficient
method of calculation. There are some important considerations when using
this implementation of the CWT. These were discussed in Section 3.3 and here
are tailored to the multiple wavelet case.
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4.3.1 Wraparound and the Maximum Analysis Scale
A discussion on the maximum analysis scale for a finite discrete-time pro-
cess is given in Section 3.3.2. While the Morse wavelets are not compactly
supported, there exists tmin(K) < 0 and tmax(K) > 0 such that ψ
+
k (t) ≈ 0,
k = 0, ..., K − 1, for all t outside [tmin(K), tmax(K)]. Time support of the
wavelet ψ+k (t) increases with k — see Figure 4.2 — and consequently it is the
time support of ψ+K−1 (t) that needs to be considered. The maximum scale is
given as amax(K) = N∆/ [tmax(K)− tmin(K)].
4.3.2 Calculating the Minimum Analysis Scale
The minimum analysis scale for the single wavelet was discussed in Section
3.3.3. If the cut-off frequency of a kth analytic Morse wavelet is given as
f ′k, then (see Figure 4.2) f
′
K−1 > f
′
K−2 > ... > f
′
0 and consequently for all
k = 0, ..., K − 1, Ψ+k (f) ≈ 0 for f > f ′K−1. The minimum scale value is
therefore given as
amin(K) =
f ′K−1
fN
= 2∆f ′K−1. (4.13)
An analogous argument holds for a < 0, leading us to require amin(K) < |a| <
amax(K).
4.3.3 Mapping Time-Scale to Time-Frequency
The mapping of time-scale to time-frequency for a single wavelet was given
in Section 3.3, and so for the kth Morse wavelet the reference frequency as
determined by (3.4) will be denoted f
(k)
0 . To relate scale and frequency for
multi-wavelet calculations we use the relationship f(a) = f0/a where the ref-
erence frequency now takes the form [71]
f0 = argmax
f
{
f
K−1∑
k=0
[Ψk(f)]
2
}
, (4.14)
where Ψk(f) is the Fourier transform of the Morse wavelet ψk(t).
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4.4 The Statistics of the Morse Wavelet Coherence Es-
timator
In Section 2.8 the statistical properties of multitaper coherence estimators were
derived. Central to the derivation was the use of matrices in representing the
spectral estimators of a complex vector-valued process. It will now be shown
that by taking the same approach with the CWT we are able to derive some
important statistical result.
4.4.1 The Wavelet Spectral Matrix
We remind ourselves that for the observed portion {Zn = [Z1,n, ..., Zp,n]T , n =
0, ..., N − 1} of a p-dimensional complex-valued process, the vector Jˇk(f) was
defined as
Jˇk(f) = ∆
1/2
N−1∑
n=0
uk,nZˇne
−i2πfn∆
where {uk,n, n = 0, ..., N − 1} is the kth of the K orthogonal tapers and
{Zˇn, n = 0, ..., N − 1} is the augmented vector {[ZTn ,ZHn ]T , n = 0, ..., N − 1}.
The matrix
Υˆ(mt)(f) = (1/K)
K−1∑
k=0
Jˇk(f)Jˇ
H
k (f)
is the multitaper estimator of the spectral matrix Υ(f) defined in (2.6). Co-
herence estimators are of the form
∣∣∣Υˆ(mt)lm (f)∣∣∣2
Υˆ
(mt)
ll (f)Υˆ
(mt)
mm (f)
, l,m = 1, ..., 2p.
We recognise that this vector and matrix approach can also be used with the
multiple Morse wavelets. For a particular choice of wavelet parameters β and γ
we use the K most concentrated analytic wavelets {ψ+k;β,γ(t), k = 0, ..., K−1}.
Using the previously defined augmented vector-valued process {Zˇt}, for each
k = 0, ..., K − 1, in an analogous way to how Jˇk(f) was defined, and by using
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the notation outlined in (4.9) we can construct the wavelet transform vector
Wˇk(a, b) = Wk(a, b; Zˇ)
= [Wk(a, b;Z1), ...,Wk(a, b;Zp),Wk(a, b;Z
∗
1 ), ...,Wk(a, b;Z
∗
p)]
T .
We condense notation further by saying
Wk,l(a, b) = W (a, b;Zl, ψ
+
k (t)).
Using (4.8) we can express Wˇk(a, b) as
[Wk,1(a, b), ...,Wk,p(a, b),W
∗
k,1(−a, b), ...,W ∗k,p(−a, b)]T .
We now define the matrix
Ωˆ(a, b) = (1/K)
K−1∑
k=0
Wˇk(a, b)Wˇ
H
k (a, b). (4.15)
Let Ωˆl,m(a, b) be the (l,m)th element of Ωˆ(a, b). For l 6= m, any function of
the form ∣∣∣Ωˆl,m(a, b)∣∣∣2
Ωˆl,l(a, b)Ωˆm,m(a, b)
l,m = 1, ..., 2p (4.16)
is a WCOH estimator of type (4.10) where {Z1,t} and {Z2,t} are replaced by
two component processes of the augmented process {Zˇt}. With analogous
definitions to those provided for classical spectral coherence in Section 2.4,
(4.16) can define three types of WCOH estimator:
1. the ordinary WCOH estimator γˆ2lm(a, b) for the pair of processes {Zl,t}
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and {Zm,t} is defined as
γˆ2lm(a, b) =
|∑K−1k=0 Wk,l(a, b)W ∗k,m(a, b)|2∑K−1
k=0 |Wk,l(a, b)|2
∑K−1
k=0 |Wk,m(a, b)|2
=
|Ωˆl,m(a, b)|2
Ωˆl,l(a, b)Ωˆm,m(a, b)
; (4.17)
2. the conjugate WCOH estimator γˆ2lm∗(a, b) for the pair of processes {Zl,t}
and {Z∗m,t} is defined as
γˆ2lm∗(a, b) =
|∑K−1k=0 Wk,l(a, b)W ∗k,m(−a, b)|2∑K−1
k=0 |Wk,l(a, b)|2
∑K−1
k=0 |Wk,m(−a, b)|2
=
|Ωˆl,m+p(a, b)|2
Ωˆl,l(a, b)Ωˆm+p,m+p(a, b)
; (4.18)
3. the conjugate WCOH estimator γˆ2ll∗(a, b) for the pair of processes {Zl,t}
and {Z∗l,t} is defined as
γˆ2ll∗(a, b) =
|∑K−1k=0 Wk,l(a, b)W ∗k,l(−a, b)|2∑K−1
k=0 |Wk,l(a, b)|2
∑K−1
k=0 |Wk,l(−a, b)|2
=
|Ωˆl,l+p(a, b)|2
Ωˆl,l(a, b)Ωˆl+p,l+p(a, b)
. (4.19)
We now state the following theorem for the vector Wˇk(a, b);
Theorem 4.4.1. Let {[Z1,0, ..., Zp,0]T , ..., [Z1,N−1, ..., Zp,N−1]T} be a realisation
of length N of a bivariate zero-mean complex-valued Gaussian (proper or im-
proper) SOS process {Zt, t ∈ Z} with bounded and continuous spectra. Then
asymptotically, as N →∞,
(i) Wˇk(a, b) is a proper zero-mean complex-valued Gaussian vector.
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(ii) The covariance matrix of Wˇk(a, b) is given by
Ωk(a, b) ≡ E{Wˇk(a, b)WˇHk (a, b)}
≈ |a|
N∆
(N/2)−1∑
q=0
[
Ψ+k
(
|a| q
N∆
)]2{ Υ ( q
N∆
)
, a > 0;
Υ
(− q
N∆
)
, a < 0.
(4.20)
Proof. This is found in Appendix A.
We now interpret equation (4.20) from Theorem 4.4.1. In Section 4.3.3
we define the reference frequency f
(k)
0 for the kth analytic Morse wavelet
to be the frequency that maximises f
[
Ψ+k (f)
]2
. We can therefore say that
|a| [Ψ+k (|a|f)]2 attains its maximum at f = f (k)0 /|a|. Provided Υ(f) is suffi-
ciently smooth, and the frequency domain support of
[
Ψ+k (|a|f)
]2
sufficiently
limited, then (4.20) becomes
Ωk(a, b) ≈ Υ
(
fk0
a
) |a|
N∆
(N/2)−1∑
q=0
[
Ψ+k
(
|a| q
N∆
)]2
. (4.21)
From (4.2) and using Rayleigh’s theorem [5, p. 112] we know
1 =
∫ ∞
0
[
Ψ+k (f)
]2
df = |a|
∫ ∞
0
[
Ψ+k (|a|f)
]2
df,
hence for large N
|a|
N∆
(N/2)−1∑
q=0
[
Ψ+k
(
|a| q
N∆
)]2
≈ 1 (4.22)
since for |a| > amin we know from (4.13) that Ψ+k (|a|f) = 0 for f ≥ fN .
Combining (4.21) and (4.22), we obtain
Ωk(a, b) ≈ Υ
(
f
(k)
0
a
)
.
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Instead of a single Morse wavelet, consider now the multiple orthogonal
wavelets average
Ωˆ(a, b) ≡ (1/K)
K−1∑
k=0
Wˇk(a, b)Wˇ
H
k (a, b).
Referring back to Section 4.3.3 and from [71] we can say the function
|a|
K−1∑
k=0
[
Ψ+k (|a|f)
]2
peaks at f0/a where f0 > 0 is the multiple wavelet reference frequency defined
in (4.14). If Υ(f) is sufficiently smooth and the frequency domain support of∑K−1
k=0
[
Ψ+k (|a|f)
]2
sufficiently limited then we have the result
E{Ωˆ(a, b)} ≈ Υ
(
f0
a
)
. (4.23)
4.4.2 Orthogonality and Uncorrelatedness
It has been said that the use of an orthogonal set of multiple wavelets is to
provide us with a set of approximately uncorrelated estimators. To gain a
deeper understanding of this concept we consider E{Wˇl(a, b)WˇHm(a, b)} for
l 6= m, l,m = 0, ..., K − 1. We use the results in the proof of part (ii) of
Theorem 4.4.1 to infer that E{Wˇl(a, b)WˇHm(a, b)} is equal to
|a|
N∆
(N/2)−1∑
q=0
Ψ+l
(
|a| q
N∆
)
Ψ+m
(
|a| q
N∆
){ Υ ( q
N∆
)
, a > 0;
Υ
(− q
N∆
)
, a < 0.
(4.24)
The orthogonality of a pair of L2 (R) wavelets ψl(t) and ψm(t) l 6= m is defined
as
∫∞
−∞
ψl(t)ψ
∗
m(t)dt = 0. Through a change of variables it can be shown that
for |a| > 0 the functions |a|−1/2ψl(t/a) and |a|−1/2ψm(t/a) l 6= m are also or-
thogonal. With use of the power theorem [5, p. 113] |a| ∫∞
−∞
Ψ+l (f)Ψ
+∗
m (f)df =
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0, and thus for large N
|a|
N∆
(N/2)−1∑
q=0
Ψ+l
(
|a| q
N∆
)
Ψ+m
(
|a| q
N∆
)
≈ 0 l 6= m.
We can now conclude that for a multivariate process whose augmented SDF
matrixΥ(f) is sufficiently smooth on the support of Ψ+l (f)Ψ
+∗
m (f), then (4.24)
is equal to zero and the vectors {Wˇk(a, b), k = 0, ..., K − 1} will be approxi-
mately asymptotically uncorrelated. In the white noise case (flat spectra) they
are exactly asymptotically uncorrelated.
Uncorrelated Gaussian variables of the same distribution implies IID, we
therefore say that for processes with smooth spectra, {Wˇk(a, b), k = 0, ..., K−
1} will be a set of approximately IID zero-mean complex-valued Gaussian
vectors.
4.5 Key Results and Distributional Properties of WCOH
We summarise the key results of this chapter. For a set of K orthogonal Morse
wavelets {ψ+k , k = 0, ..., K − 1} and N point realisation
{[Z1,0, ..., Zp,0]T , ..., [Z1,N−1, ..., Zp,N−1]T}
of a p-dimension zero-mean complex-valued (proper or improper) Gaussian
SOS process {Zt, t ∈ Z} with bounded and continuous spectra:
(i) The vectors {Wˇk(a, b), k = 0, ..., K − 1} are zero-mean complex-valued
Gaussian 2p-dimensional vectors. For processes with smooth spectra
they are approximately IID.
(ii) Wˇk(a, b), k = 0, ..., K − 1 is asymptotically proper.
(iii) ProvidedΥ(f) is smooth over the support of
[
Ψ+k (|a|f)
]2
, the covariance
Ωk(a, b) of Wˇk(a, b) is approximately equal to Υ
(
f
(k)
0
a
)
.
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(iv) Provided Υ(f) is smooth over the support of
∑K−1
k=0
[
Ψ+k (|a|f)
]2
, the
average
Ωˆ(a, b) ≡ (1/K)
K−1∑
k=0
Wˇk(a, b)Wˇ
H
k (a, b)
has expected value approximately equal to Υ (f0/a).
From (i) and (ii), and with the condition in (iii) holding, with reference to
the work of Goodman [35] outlined in Theorem 2.4.1 we can conclude Ωk(a, b)
is, for large N , approximately 2p-dimensional complex central Wishart dis-
tributed with a single complex degree of freedom, and mean Υ
(
f
(k)
0 /a
)
, i.e.
Ωk(a, b)
d
=WC2p
{
1,Υ(f
(k)
0 /a)
}
.
By considering (iv), provided the smoothness condition holds we can fur-
ther say that KΩˆ(a, b) is, for large N , approximately 2p-dimensional complex
central Wishart distributed with K complex degrees of freedom and mean
KΥ (f0/a), i.e.
Ωˆ(a, b)
d
= (1/K)WC2p {K,Υ (f0/a)} . (4.25)
IfK < 2p, the matrix Ωˆ(a, b) will be singular. If we wish to obtain just a single
ordinary or conjugate coherence we could delete the other rows and columns of
Ωˆ(a, b) e.g. to obtain the wavelet coherence estimator γˆ212 of {Z1,t} and {Z2,t}
we only need retain the first and second columns of Ωˆ(a, b) and can delete all
others. In this case it would be sufficient to have K ≥ 2 for non-singularity.
We further conclude from [35], outlined in Section 2.8 and Theorem 2.8.2,
that all WCOH estimators of types (4.17), (4.18) and (4.19) will be Goodman
distributed. To parameterise the Goodman distribution we need the true value
parameter. If we look at the example of the conjugate WCOH estimator for
{Z1,t} and {Z∗1,t}, deleting the appropriate rows and columns of Υ(f), the
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spectral matrix for {[Z1,t, Z∗1,t]T} is
Υ(f) =
[
S11(f) R11(f)
R∗11(f) S11(−f)
]
.
(4.25) requires us to evaluate this at f = f0/a, giving
Υ(f0/a) =
[
S11(f0/a) R11(f0/a)
R∗11(f0/a) S11(−f0/a)
]
.
So the estimator γˆ211∗(a, b) has the Goodman distribution with K degrees of
freedom and true parameter value
γ211∗(a, b) =
|R11(f0/a)|2
S11(f0/a)S11(−f0/a) = γ
2
11∗(f0/a).
The PDF for 0 ≤ γˆ211∗(a, b) ≤ 1, is
gγˆ211∗
(x;K, γ211∗) = (K − 1)
(
1− γ211∗
)K
(1− x)K−2 2F1(K,K; 1; γ211∗x) (4.26)
where (a, b) has been suppressed.
4.6 Simulations and Results
To demonstrate the theory of WCOH estimators as derived in this chapter, we
look at one form of the possible coherences derived in Section 4.4, namely that
between a process and its own complex conjugate. If {Zt, t ∈ Z} is a complex
process then we concentrate on the bivariate process {Zˇt = [Zt, Z∗t ]T}.
Chapter 4. A Statistical Analysis of Morse Wavelet Coherence 87
4.6.1 The Complex Process
We use the complex SOS autoregressive process {Zt} of order 1 (CAR(1)
process) which is of the form
Zt = φZt−1 + ςt
where φ is a complex-valued parameter such that the value of 1/φ lies outside
the unit circle, and {ςt} is doubly white noise [76]. A zero-mean process
{ςt} is said to be doubly white if the autocovariance sequence is of the form
sς,τ = σ
2
ς δτ,0 where σ
2
ς = E{|ςt|2}, and the relation sequence is of the form
rς,τ = rςδτ,0 where rς = E{ς2t }. The specific doubly white noise sequence used
here is as used in [87]
ςt =
√
0.1ǫt +
0.3√
0.1
eiπ/6ǫ∗t
with proper Gaussian white noise ǫt = ǫX,t + iǫY,t where {ǫX,t} and {ǫY,t} are
zero-mean uncorrelated real-valued Gaussian white noise sequences. The true
value of the conjugate coherence for the processes {Zt} and {Z∗t } is γ2∗(f) =
0.36 for all f ∈ [−1/2, 1/2).
4.6.2 Specifics of the Morse Wavelet Parameters
When choosing the Morse wavelet parameters β and γ there are two is-
sues to consider. Firstly we require that the frequency domain support of∑K−1
k=0 [Ψ
+
k (|a|f)]2 be suitably narrow as to validate the approximation in equa-
tion (4.20) of Theorem 4.4.1. Secondly, to have a valid range of scales amin(K) <
|a| < amax(K) we require that amin(K) < amax(K). After some analysis in
maximising energy concentrations, wavelet parameters of β = 40, γ = 15
and K = 10 were used — see Figure 4.2. For this choice tmin(10) = −200,
tmax(10) = 200, f
′(10) = 0.2, amin(10) = 0.4 and amax(10) = 0.64, 1.28 and
2.56 for N = 256, 512 and 1024, respectively. (The choice N = 128 gives
4.6 Simulations and Results 88
fre
qu
en
cy
 (f)
b
0 500 1000
0.1
0.2
0.3
0.4
b
a
0 500 1000
0.5
1
1.5
2
2.5
Figure 4.3: A Morse wavelet coherence estimate for a SOS CAR(1) process
(see Section 4.6.1), with parameters K = 10, β = 40 and γ = 15, plotted as a
function of time-scale (left) and time-frequency (right). Only the valid regions
are shown. Areas of dark shading indicate high values of coherence.
amax(10) < amin(10) and so is unsuitable.) Additionally, f0 = 0.18. We have
stated that for non-singularity of the matrix Ωˆ(a, b) it is required that K ≥ 2.
The choice K = 10, a typical number for complex degrees of freedom for an
estimator, is therefore appropriate.
Figure 4.3 shows a wavelet coherence estimate for a single 1024 point sam-
ple of the complex autoregressive process defined in Section 4.6.1 using the
wavelet parameters specified above. Only the valid region of the time-scale
and time-frequency plane is considered.
4.6.3 Results
For our simulations, the true value of conjugate coherence is γ2∗(f) = 0.36 for
all |f | ≤ 1/2, thus the true value parameter γ2∗(a, b) used for the parameteri-
sation of the Goodman distribution in equation (4.26) takes the value of 0.36
for all (a, b) pairs in the time-scale domain depicted in Figure 4.3. The theory
developed in this chapter therefore predicts that the distribution of γˆ2∗(a, b) is
invariant to (a, b) for the autoregressive model outlined above.
The distribution of γˆ2∗(a, b) is examined in Figure 4.4 for N = 256 and
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N = 512 at four randomly chosen points on the time-scale plane with the
use of quantile-quantile (Q-Q) plots. Each curve is produced by ordering 100
independently-simulated estimates γˆ2∗(a, b) into ascending order of size. These
ordered estimates are plotted against the theoretical quantiles of the Goodman
distribution. The probability of a value less than the jth ordered estimate
is approximately pj = j/101, j = 1, ..., 100. The corresponding theoretical
quantile of the Goodman distribution is the value yj that satisfies
pj =
∫ yj
0
gγˆ2∗(x;K, γ
2
∗)dx = G(yj)
where G(yj) is the cumulative distribution function of the Goodman distribu-
tion which can be calculated using the algorithm in [54]. The values y1, ..., y100
are plotted on the y-axis against the ordered estimates. A good fit to the
Goodman distribution corresponds to a curve that is close to the dashed line.
For both values of N and for all four (a, b) pairs there is a good fit.
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Figure 4.4: Q-Q plots for 100 independent samples of γˆ2∗(a, b) for (a) N = 256
and (b) N = 512. The four curves on each plot correspond to four different
(a, b) pairs on the scale-time plane. K = 10, β = 40 and γ = 15.
Figure 4.5 are Q-Q plots for two different values of K = 5 and K = 10.
Once again curves for four different (a, b) pairs are plotted for a process portion
of length N = 1024. We can see that K = 10 gives a better fit to the Goodman
distribution than K = 5. By referring to Section 4.4.2, we have said that the
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wavelet vectors {Wˇk(a, b), k = 0, ..., K − 1} are only exactly uncorrelated
for processes with flat spectra. For the process used in our simulations the
spectra are far from flat so averaging over a greater number of wavelets may
help cancel out errors that occur from any correlation between the vectors
{Wˇk(a, b), k = 0, ..., K − 1}.
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Figure 4.5: Q-Q plots for 100 independent samples of γˆ2∗(a, b) for (a) K = 5
and (b) K = 10. The four curves on each plot correspond to four different
(a, b) pairs on the scale-time plane. N = 1024, β = 40 and γ = 15.
Figure 4.6 shows, for each K = 1 to 10, the theoretical mean value of
the WCOH estimators (triangles) and the sample mean of γˆ2∗(a, b) over 1000
simulations (crosses) at four chosen points (a, b). As can be seen, the four
crosses are almost indistinguishable for all values of K and they match the
theoretical value very closely. We see for K = 1 that the mean of γˆ2∗(a, b) is
exactly unity as expected. For K ≥ 2, the theoretical mean of the coherence
estimator is given by [103]
E{γˆ2∗(a, b)} =
1
K
+ γ2∗(a, b)
[
K − 1
K + 1
]
2F1(1, 1;K + 2; γ
2
∗(a, b)).
A key result of Section 4.4 is the specification of E{Ωˆ(a, b)} ≈ Υ(f0/a)
which allows full parameterisation of the Wishart distribution in (4.25) and
hence the Goodman distribution in (4.26). We examine this in Figure 4.7 for
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Figure 4.6: The theoretical mean values of the coherence estimator are shown
by the triangles, and the sample mean of γˆ2∗(a, b) over 1000 simulations, at four
randomly chosen points (a, b) on the scale-time plane, are shown by crosses.
N = 1024.
the parameter choices of β = 40, γ = 15 and K = 10, giving f0 = 0.18. The
four thin lines are the four components of
Υ(f) =
[
S(f) R(f)
R∗(f) S(−f)
]
for −1/2 ≤ f < 1/2. The upper right and lower left plots show the real and
imaginary components of the relation spectra separately. The means of Ωˆ(a, b)
are plotted as crosses (over 1000 simulations), for 100 different positive and
negative scale values a in the range amin < |a| < amax, plotted at positions
f = f0/a for a single randomly chosen time b. In general, there is a very good
agreement, except for the high positive frequency end of S11(f) (Figure 4.7,
top left), and its reflection, (Figure 4.7, bottom right), where there is a slight
discrepancy.
Let us consider
∑K−1
k=0 [Ψ
+
k (f)]
2, shown in Figure 4.8(a). We can see that∑K−1
k=0 [Ψ
+
k (f)]
2 6≈ 0 for f ∈ [0.14, 0.2]. For illustration we look at the extremes
of the range of a values and concentrate on S11(f), (Figure 4.7, top left). For
a = amin = 0.4, the matrix Υ(f) will be smoothed over [0.14/|a|, 0.2/|a|] =
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Figure 4.7: The four theoretical components of Υ(f). In each plot the thin
line marks the true value. The upper right and lower left plots show both real
and imaginary parts of R11(f) and R
∗
11(f), respectively. The crosses are the
means of Ωˆ(a, b), over 1000 simulations, for 100 different positive and negative
scale values in the range amin < |a| < amax, plotted at positions f = f0/a for
a randomly-chosen time b, β = 40, γ = 15 and N = 1024.
[0.35, 0.5]. Figure 4.7 shows S11(f) to vary quite rapidly over this interval. As a
result, when the mean of Ωˆ11(a, b) is plotted at f = f0/amin = 0.18/0.4 = 0.45
there is a slight error. In other words, for this a value, there is significant
variation in S11(f) over the support of
∑K−1
k=0 [Ψ
+
k (|a|f)]2. When N = 1024,
a = amax = 2.56 then [0.14/|a|, 0.2/|a|] = [0.055, 0.078], a narrow interval over
which there is little variation in S11(f). The mean of Ωˆ11(a, b) is plotted at
f = f0/a = 0.18/2.56 = 0.07, and is in good agreement with S11(0.07).
To further demonstrate the requirement for a tight frequency support of∑K−1
k=0 [Ψ
+
k (f)]
2 in providing a good approximation in (4.23), we compare Fig-
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Figure 4.8:
∑K−1
k=0 [Ψ
+
k (f)]
2 for Morse parameters (a) β = 40, γ = 15 and (b)
β = 30, γ = 5.
ures 4.7 and 4.9. Figure 4.9 is constructed from Morse wavelets with pa-
rameters β = 30 and γ = 5. Figure 4.8(b) shows that for these parameters∑K−1
k=0 [Ψ
+
k (|a|f)]2 has a significantly wider support than for the parameters
β = 40 and γ = 15. It is clear to see from Figure 4.9 that the approximation
in (4.23) in this case is less valid.
4.7 Concluding Remarks
The long-standing problem of finding the statistical distribution of a WCOH
estimator applied to SOS processes has been addressed, and the Goodman
distribution has been shown to be applicable for the case of estimation via
multiple Morse wavelets. Using simulations of a complex autoregressive pro-
cess the theoretical results have been illustrated.
In order to make the theory presented here accessible for practical purposes
attention has been paid to the discrete-time implementation. If for Theorem
4.4.1 we work instead with continuous-time processes {[Z1(t), Z2(t)]T , t ∈ R}
and the continuous-time CWT in (3.3), results are exact: Wˇk(a, b) is a zero-
mean proper complex-valued vector and the covariance is precisely
E
{
Wˇk(a, b)Wˇ
H
k (a, b)
}
= |a|
∫ ∞
−∞
[Ψ+k (af)]
2Υ(f)df.
The proof is given in Appendix B.
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Figure 4.9: As for Figure 4.7 but for Morse parameters β = 30, γ = 5 and
N = 1024.
By knowing the distribution of the WCOH estimator it is possible to test a
hypothesis on the nature of correlations between a pair of random processes as
outlined in Section 3.4. The reader is referred to Section 2.8 where a discussion
is given on how the Goodman distribution can be used for such analysis. In
Section 5.5 an example will be provided using actual data.
Until now the method of choice in the literature for smoothing WCOH
estimators has been with the use of a single Morlet wavelet and smoothing in
time and scale, or just in time. It is the second of these approaches that we
now focus on.
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Chapter 5
Temporally Smoothed Wavelet
Coherence
We now examine the statistical properties of the WCOH estimator for a pair of
signals Z1(t) and Z2(t) using a single Morlet wavelet and temporal smoothing
over a small localised time interval centred at the translation of interest b.
This smoothing method has been used in [42], [53] and [101]. Consider the
wavelet coherence estimator
γˆ2(a, b) =
|S{W (a, b;Z1, ψ)W ∗(a, b;Z2, ψ)}|2
S{|W (a, b;Z1, ψ)|2}S{|W (a, b;Z2, ψ)|2} , (5.1)
with this approach to smoothing the numerator of (5.1) is
S{W (a, b;Z1, ψ)W ∗(a, b;Z2, ψ)} = 1
δ
∫ b+δ/2
b−δ/2
W (a, τ ;Z1, ψ)W
∗(a, τ ;Z2, ψ)dτ
(5.2)
and the denominator terms are
S{|W (a, b;Z1, ψ)|2} = 1
δ
∫ b+δ/2
b−δ/2
|W (a, τ ;Z1, ψ)|2dτ (5.3)
S{|W (a, b;Z2, ψ)|2} = 1
δ
∫ b+δ/2
b−δ/2
|W (a, τ ;Z2, ψ)|2dτ. (5.4)
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Lachaux et al [53] recognised that when using a Morlet wavelet the terms
(5.2), (5.3) and (5.4) can be interpreted as continuous-time WOSA spectral
estimators of the spectral density and cross-spectral density functions of Z1(t)
and Z2(t) — see Section 2.7.2.
The first step in the approach for deriving distributional results for the tem-
porally smoothed wavelet coherence estimator (TWCOH) will be to use this
continuous-time interpretation to formulate a discrete-time equivalent. The
WOSA estimator will then be cast into a multitaper formulation that allows
highly accurate degrees of freedom to be derived. This will remove approxi-
mations made in Bortel and Sovka [4] in their derivation of ordinary coherence
using segment averaging. Analytical results will then be derived for the dis-
tribution of the TWCOH estimator for complex-valued, jointly stationary and
Gaussian time series. The work in this chapter can also be found in Cohen
and Walden [15].
5.1 Smoothing with the Morlet Wavelet
The Morlet wavelet was first discussed in Section 3.3. A function of the general
form
ψ(t) = Ce−t
2/(2d)eiω0t
defined on the real line with d > 0 is a complex sinusoid localised/tapered by
a Gaussian envelope [9, p. 139]. In order that this function can be treated like
a wavelet it must integrate to zero (or approximately zero). With a choice of
ω0 = 2π, the integral of the function is less than 10
−4.4 provided 0.8 ≤ d ≤ 10.
A wavelet must also have unit L2 norm so additionally it is required that
1 =
∫ ∞
−∞
|ψ(t)|2dt = C2
∫ ∞
−∞
e−(t/d)
2
dt = C2dπ1/2
giving C = d−1/2π−1/4. So
ψ(t) = d−1/2π−1/4ei2πte−
1
2(
t
d)
2
. (5.5)
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The Fourier transform of ψ(t) (also of unit norm) is given as
Ψ(f) =
∫ ∞
−∞
ψ(t)e−i2πftdt = π1/4(2d)1/2e−2[dπ(f−1)]
2
,
which, like the Morse wavelets, is real-valued. Ψ(f) is a Gaussian function
centred around 1, i.e. it has a maximum value Ψ(1). From (5.5) the scaled
(|a| > 0) and translated (b ∈ R) form of the Morlet wavelet is given as
ψa,b(t) = π
−1/4(|a|d)−1/2e− 12( t−bad )
2
ei2π(
t−b
a )
= λ(a, b, d; t)ei2π(
t−b
a ) (5.6)
where λ(a, b, d; t) ≡ π−1/4(|a|d)−1/2e− 12( t−bad )
2
is the Gaussian component of
ψa,b(t). λ(a, b, d; t) is also of unit L
2 norm. Using (5.6), the CWT (3.3) can be
expressed as
W (a, b;Z, ψ) = ei2πb/a
∫ ∞
−∞
Z(t)λ(a, b, d; t)e−i2πt/adt.
This simple form follows from the choice of wavelet and is key to formulating
this approach to statistical analysis. We define
TZ;a,b(t) = Z(t)λ(a, b, d; t).
This is the product of the process Z(t) with a normalised Gaussian function
centred at time b. We can therefore represent the CWT as W (a, b;Z, ψ) =
ei2πb/aTZ;a,b(1/a) where TZ;a,b(f) is the Fourier transform of the tapered process
TZ;a,b(t), i.e.
TZ;a,b(f) =
∫ ∞
−∞
Z(t)λ(a, b, d; t)e−i2πftdt, (5.7)
which is evaluated at f = 1/a. Consequently, (5.2) becomes
S{W (a, b;Z1, ψ)W ∗(a, b;Z2, ψ)} = 1
δ
∫ b+δ/2
b−δ/2
TZ1;a,τ (1/a)T ∗Z2;a,τ (1/a)dτ (5.8)
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with analogous expressions for the denominator terms (5.3) and (5.4).
It was recognised in [53] that (5.8) is a WOSA-type estimator, however
very few details were given. To understand why this connection can be made
we need to consider the continuous-time formulation of the WOSA spectral
estimator.
5.2 WOSA for Continuous-Time Processes
For a signal Z(t) we split a time interval [b−T/2, b+T/2] of length T centred
on b into NB overlapping intervals of equal measure. Let θ denote the length
of each subinterval. Each subinterval is offset from the previous one by Λ =
(T − θ)/(NB − 1). Successive subintervals will have 100(1 − Λ/θ)% overlap.
The centre of the jth interval is given as tj = b− [(T−θ)/2]+jΛ. We therefore
express the jth segment of the signal as Z(t)IAj where Aj = [b−(T/2)+jΛ, b−
(T/2)+ θ+ jΛ], with IA(t) being the characteristic function for A ⊂ R defined
in (3.1).
Let h(t) be a continuous-time data taper of unit L2 norm. h(t) is designed
to be compactly supported on the interval [−1/2, 1/2]. The scaled function
hθ(t) = θ
−1/2h(t/θ) will be unit norm and compactly supported on the interval
[−θ/2, θ/2]. We can now define the jth weighted Fourier transform
JZ;j(f) =
∫ ∞
−∞
Z(t)IAjhθ(t− tj)e−i2πftdt.
This is the Fourier transform of a signal portion Z(t)IAj tapered by hθ(t). As
described in Section 2.7.2, a WOSA spectral estimator is formed from aver-
aging a set of individual direct spectral estimators on overlapping segments.
The WOSA cross-spectral estimator for the continuous-time processes Z1(t)
and Z2(t) averaging over the NB individual segment estimates is given as
Sˆ
(W )
12,b (f) = (1/NB)
NB−1∑
j=0
JZ1;j(f)J
∗
Z2;j
(f).
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The index b indicates that this is the estimator for the signal portion [b −
T/2, b + T/2]. We will just consider the CSDF estimators, the most general
form. SDF estimators follow by letting both processes be the same.
If we now let the offset between the overlapping segments Λ → 0, while
letting the number of segments NB →∞ such that NBΛ = (T − θ), then
Sˆ
(W )
12,b (f) → lim
Λ→0
Λ
T − θ
NB−1∑
j=0
JZ1;j(f)J
∗
Z2;j
(f)
=
1
T − θ
∫ b+T−θ
2
b−T−θ
2
JZ1;t′(f)J
∗
Z2;t′
(f)dt′ (5.9)
where
JZ;t′(f) =
∫ ∞
−∞
Z(t)I[t′− θ
2
,t′+ θ
2
](t)hθ(t− t′)e−i2πftdt. (5.10)
This limiting form of WOSA estimator provides effectively a 100% overlap.
By setting δ = T − θ, (5.9) becomes
Sˆ
(W )
12,b (f) =
1
δ
∫ b− δ
2
b− δ
2
JZ1;t′(f)J
∗
Z2;t′
(f)dt′
and the similarity with (5.8) becomes obvious. To be more precise we make
the approximation
e−
1
2(
t−τ
ad )
2
≈ e− 12( t−τad )
2
I[τ−3|a|d,τ+3|a|d], (5.11)
which uses the fact that even though a Gaussian function of standard form
e−t
2/(2σ2) lacks compact support, it can be approximated as existing on the
interval [−3σ, 3σ]. Using this approximation, from (5.7) TZ;a,τ (1/a) can be
expressed as ∫ ∞
−∞
Z(t)I[τ−3|a|d,τ+3|a|d]λ(a, τ, d; t)e
−i2πt/adt, (5.12)
which is in the form of (5.10) evaluated at frequency f = 1/a, where h(t) is
a unit L2 norm Gaussian-like function, h(t) ≡ 61/2π−1/4e−(1/2)(6t)2 and θ ≡
6|a|d. By combining (5.8) and (5.12) we make the following conclusion: the
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term S{W (a, b;Z1, ψ)W ∗(a, b;Z2, ψ)} is equivalent to a limiting 100%-overlap
continuous-time WOSA cross-spectral estimator for the portions Z1(t)I[α,β]
and Z2(t)I[α,β] evaluated at the frequency 1/a, with α = b − [(δ + θ)/2] =
b− (δ/2)− 3|a|d and β = b+ [(δ + θ)/2] = b+ (δ/2) + 3|a|d.
In conclusion, by separating the Morlet wavelet into its components we can
see that the Gaussian part acts as a data taper, and the complex exponential
acts with the integration operation to perform a Fourier transform on the
tapered process. This is therefore equivalent to a direct spectral estimator on
a localised portion of the signal. By averaging these direct spectral estimators
across a time interval centred at b, the smoothed Morlet wavelet spectrum
is equivalent to a WOSA estimator on a localised region of the signal, with
maximal overlapping.
We are left with the problem of choosing δ, the width of the smooth-
ing/integration window. When performing temporal smoothing on a wavelet
spectrum using the Morlet wavelet, not only does the period of the sinusoid in-
crease/decrease as |a| increases/decreases but the width of the Gaussian-type
component that acts as a dater taper also increases/decreases with |a|. Conse-
quently Lachaux et al [53] noticed that δ must become a function of scale, so
that for translation b the smoothing occurs over the interval [b− (δ(|a|))/2, b+
(δ(|a|))/2].
Given a specific choice of the parameter d the Morlet wavelet exhibits
ωd sinusoidal periods within the Gaussian envelope. We can say that ωd ≈
6|a|d/|a| = 6d and hence is independent of |a|. The number of sinusoid oscil-
lations that could be contained in an interval of length δ is κδ = δ/|a|. It is
the value κδ that we wish to keep constant for all values |a| and as such we let
δ = |a|κ, for a constant κ > 0, giving
S{W (a, b;Z1, ψ)W ∗(a, b;Z2ψ)} = 1|a|κ
∫ b+ |a|κ
2
b− |a|κ
2
TZ1;a,τ (1/a)T ∗Z2;a,τ (1/a)dτ.
While continuous-time provides a nice framework in which to explain and
develop the theory, a discrete-time formulation is required for application pur-
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poses, which is now discussed. It will be shown that by casting the problem into
a discrete-time framework, asymptotic statistical properties of the TWCOH
estimator can be derived with distributions and exact degrees of freedom.
5.3 Discrete-Time Method
We recall the discrete-time CWT discussed in Section 3.1. Let Zn ≡ Z(n∆),
n = 0, ..., N−1, be an observed portion of a complex-valued SOS process {Zt}
sampled at an interval ∆ small enough to avoid aliasing, we can express the
CWT for a = a0∆ and b = b0∆ as
W (a, b;Z, ψ) ≈ |a0|
1/2
N∆1/2
N−1∑
q=0
ZqΨ∗q(a0)ei2πlb0/N
where Zq = ∆
∑N−1
n=0 Zne
−i2πnq/N , for q = 0, ..., N − 1, is the discrete Fourier
transform of {Zt}, and
Ψ∗q(a0) =
{
Ψ∗
(
a0
q
N
)
, q = 0, ..., (N/2)− 1;
Ψ∗
(
a0
q−N
N
)
, q = (N/2), ..., N − 1.
(5.13)
Hence,
W (a, b;Z, ψ) ≈ |a|
1/2
N
N−1∑
n=0
Zn
N−1∑
q=0
Ψ∗q(a0) e
i2πq(b0−n)/N .
By making use of the form of (5.13) this may be rewritten as
W (a, b;Z, ψ) ≈ |a|
1/2
N
N−1∑
n=0
Zn
(N/2)−1∑
q=−(N/2)
Ψ∗
(
a0
q
N
)
ei2πq(b0−n)/N
≈ ∆
N−1∑
n=0
Zn|a|1/2
∫ fN
−fN
Ψ∗(af) ei2πf(b−n∆)df. (5.14)
Provided
|a|fN > f ′(d) where f ′(d) ≡ max{|f1|, |f2|}, (5.15)
5.3 Discrete-Time Method 102
and the effective support of Ψ(f) is [f1, f2], then
|a|1/2
∫ fN
−fN
Ψ∗(af) ei2πf(b−n∆)df = |a|1/2
∫ ∞
−∞
Ψ∗(af) ei2πf(b−n∆)df
=
1
|a|1/2ψ
∗([n∆− b]/a)
= ψ∗a,b(n∆). (5.16)
From (5.14) and (5.16), we take the discretised form of the CWT for our anal-
ysis to be defined by W (a, b;Z, ψ) ≡ ∆∑N−1n=0 Zn ψ∗a,b(n∆). The form of ψa,b(·)
used is given by (5.6). So W (a, b;Z, ψ) = ∆
∑N−1
n=0 Zn λa,b,d;n e
−i2π(n∆−ba ),
where λa,b,d;n ≡ λ(a, b, d;n∆) is a taper for which ∆
∑∞
n=−∞ λ
2
a,b,d;n ≈ 1. Let
TZ;a,b,n = Znλa,b,d;n. Then,
W (a, b;Z, ψ) = ei2πb/a∆
N−1∑
n=0
TZ;a,b,n e
−i2πn∆/a. (5.17)
Hence, W (a, b;Z, ψ) = ei2πb/aTZ;a,b(1/a), where TZ;a,b(f) is the Fourier trans-
form of {TZ;a,b,n, n = 0, . . . , N − 1}, i.e., TZ;a,b(f) ≡ ∆
∑N−1
n=0 TZ;a,b,n e
−i2πfn∆.
In the continuous-time case the smoothing operation requires averaging
by integrating the wavelet spectra and cross-spectrum across a localised time
interval. For the discrete-time case this becomes an average over a set of
NB = 2M + 1 discrete-time indices in the neighbourhood of the translation
point of interest b = b0∆. Given jointly stationary series {Z1,t} and {Z2,t}
S{W (a, b;Z1, ψ)W ∗(a, b;Z2, ψ)} = 1
NB
b0+M∑
l=b0−M
W (a, l∆;Z1, ψ)W
∗(a, l∆;Z2, ψ)
=
1
NB
b0+M∑
l=b0−M
TZ1;a,l∆(1/a)T ∗Z2;a,l∆(1/a).
(5.18)
Given that TZ1;a,l∆(·) is the frequency domain function calculated on the seg-
ment of {Z1,n} centred at time index l and tapered by the Gaussian taper
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λa,l,d;n, then (5.18) is a WOSA cross-spectral estimator involving the signal
portions {Z˜1,n, n = 0, ..., NP − 1} and {Z˜2,n, n = 0, ..., NP − 1} evaluated at
frequency 1/a where
Z˜m,n ≡ Zm,(b0−NS−12 −M+n) (5.19)
for m = 1, 2, and NP = NB +NS − 1, with NS assumed odd and equal to the
number of terms included by the Gaussian taper. NP will be called the block
size. Using the truncated approximation to the Gaussian function in (5.11),
the support of the dimensionless taper
λ0n ≡ π−1/4(|a0|d)−1/2 exp
(−[(n− b0)/(a0d)]2/2)
is n ∈ [b0 − ⌈3|a0|d⌉, b0 + ⌈3|a0|d⌉], where ⌈x⌉ denotes the smallest integer
exceeding x. We condense notation by letting ν ≡ ⌈3|a0|d⌉ and NS = 2ν + 1,
and we can force
∑b0+ν
b0−ν
(λ0n)
2 = 1 by renormalisation.
A useful shifted version of the taper is denoted
gn ≡ λ0n−ν+b0 , n = 0, ..., NS − 1. (5.20)
In the WOSA interpretation to the temporal smoothing, the averaging occurs
over blocks of data that are offset by a single sample point and as such we say
there is a percentage overlap of 100(1 − 1/NS)%. As in the continuous-time
case M is chosen to be proportional to |a|, with constant of proportionalilty
(smoothing parameter) κ0.
Table 5.1 gives a summary of the various parameters that have been defined
for the continuous and discrete-time schemes. We note that the block size NP
is a function of the scale |a0|, the wavelet parameter d and the smoothing
parameter κ0.
Figure 5.1 illustrates the various parameters for the WOSA estimator that
is equivalent to the TWCOH estimator. On the bottom is a realisation of a
SOS random process made up of 1024 points. On the top is the Gaussian
taper component of the Morlet wavelet. In this example a = 10 and κ0 = 12.
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Cont. Disc.
tapering θ = 6|a|d NS = 2ν + 1; ν = ⌈3|a0|d⌉
smoothing δ = |a|κ NB = 2M + 1;M = ⌈|a0|κ0⌉
block size T = δ + θ NP = NB +NS − 1
Table 5.1: Comparison of parameters in continuous-time and discrete-time
cases.
The bold section of the signal represents the portion {Z˜n, n = 0, ..., NP − 1}
that is used to determine the WOSA spectral estimator for translation time
b = 400 (the dotted line). The number of points between the two solid lines
is NP = 301. The number of points between two dashed lines is NS = 61.
NB of these sub-blocks (each overlapping with the next by a single point) are
averaged together to give the WOSA estimator. In this example NB = 241.
0 200 400 600 800 1000
Figure 5.1: Illustration of the WOSA estimator equivalent to the TWCOH
estimator for a translation point of interest b = 400 and scale a = 10. The
realisation of the process is shown on the bottom and the Gaussian taper
component on the top. The solid vertical lines and bold portion represent the
part used in calculating the estimate for b = 400. The dashed lines shows an
individual block of size NS, NB of which are averaged together.
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5.3.1 Restrictions on a and b
We recall from Section 3.3 that in the implementation of the discrete-time
CWT there are restrictions on the scale values a and translation points b
that need to be considered for validity. The minimum usable absolute scale is
specified as
amin(d) = f
′(d)/fN (5.21)
where the cut-off frequency of the Morlet wavelet f ′(d) is defined in this case
as the lowest frequency such that Ψ(f) < 10−6Ψ(1) for all f > f ′(d).
Consider a specific positive a > amin. For any b0 the Gaussian taper will
extend from b0 − ν to b0 + ν — see Table 5.1. The data extends from 0 to
N − 1 so to avoid wraparound effects with the CWT we only consider time
points ν ≤ b0 ≤ N − 1− ν. However, we also need to consider the smoothing
operation in (5.18) which restricts the choice of b0 further to ν + M(a) ≤
b0(a) ≤ N − 1− ν −M(a) giving
bmin(a) = ν +M(a); bmax(a) = N − 1− ν −M(a). (5.22)
We note that for bmin(a), the signal portion, namely {Z˜m,n, n = 0, ..., NP−1}, is
{Zm,0, ..., Zm,NP−1}, and for bmax(a) the signal portion is {Zm,N−NP , ..., Zm,N−1},
for m = 1, 2, meaning that as expected there are no end-effects. Obviously we
must require that bmin(a) ≤ bmax(a), which gives the condition that
ν +M(a) ≤ N − 1− ν −M(a)
NS + 2M(a) ≤ N (5.23)
i.e., NS + NB − 1 = NP ≤ N , which states that the block size NP used in
calculating a single point in the WOSA-type estimator can not be larger than
the total number of observed points N . To determine the maximum absolute
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analysis scale amax, we consider (5.23) which can be written
(NS − 1)/2 +M(a) ≤ (N − 1)/2
⌈3|a0|d⌉+ ⌈|a0|κ0⌉ ≤ (N − 1)/2. (5.24)
For an arbitrary pair of positive reals x and y, ⌈xy⌉ = xy + ξ, 0 ≤ ξ ≤ 1 and
as such (5.24) becomes
3|a0|d+ |a0|κ0 ≤ [(N − 1)/2]− ξ0, for 0 ≤ ξ0 ≤ 2.
Hence, amax is given by
amax = ∆
[(N − 1)/2]− 2
3d+ κ0
= ∆
N − 5
6d+ 2κ0
.
Figures 5.2(a) and 5.3(a) give the variation of the block size NP for positive
a0 with amin/∆ ≤ a0 ≤ amax/∆ for parameters d = 1, f ′(d) = 1.8, N = 1024,
κ0 = 12 and d = 2, f
′(d) = 1.4, N = 1024, κ0 = 24 respectively. The
corresponding valid regions of (a0, b0) is given by the interior of the central
triangle in Figures 5.2(b) and 5.3(b).
5.3.2 Review
It has been shown that by using a Morlet wavelet, temporal smoothing can be
represented mathematically as a WOSA estimation based on a subsection of
the processes of block sizeNP centred at the translation point of interest b, with
analysis at scale a corresponding to frequency f = 1/a. In the continuous-time
case, the overlap can be considered to be 100%, for the discrete-time case it
is 100(1− 1/NS)%. We conclude that if we know the distributional properties
of such WOSA spectral estimators, and the coherence estimators formed from
them then the distributional properties of TWCOH estimators will follow.
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Figure 5.2: Parameter relationships and statistical goodness-of-fit assessment
when d = 1, f ′(d) = 1.8, N = 1024, κ0 = 12. (a) Block size NP versus a0.
(b) Region of validity for (a0, b0) given by the interior of the central triangle.
(c) Degrees of freedom ϕ versus a0. (d) Goodman Q-Q plots for four different
(a0, b0) locations.
5.4 Statistical Properties of WOSA Estimators
In [102] it is shown that the cross and standard WOSA estimators can math-
ematically be cast into a multitaper form. The distributional properties of
these multitaper spectral estimators and subsequent coherence estimators are
known and consequently are appropriate for the WOSA spectral and coherence
estimators. Using this route it will be shown that the distributional properties
of TWCOH estimators naturally follow.
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Figure 5.3: Same style of plots as for Figure 5.2 but with d = 2, f ′(d) = 1.4,
N = 1024, κ0 = 24.
5.4.1 WOSA to Multitaper
For the estimator (5.18) we define
Sˆ12,b(1/a) ≡ S{W (a, b;Z1, ψ)W ∗(a, b;Z2, ψ)}. (5.25)
Sˆ12,b(1/a) is the cross spectral estimator for the signal portions {Z˜1,n, n =
0, ..., NP − 1} and {Z˜2,n, n = 0, ..., NP − 1} centred at b (defined in (5.19))
evaluated at the frequency 1/a. WOSA spectral density function estimators
are defined in an analogous manner. Offset between portions is by a single
point and NP = NB +NS − 1, NB = 2M + 1 and NS = 2ν + 1.
In the WOSA formulation of the TWCOH estimator, the block size of NP
is divided into NB sub-blocks, each of size NS. A shift of unity is applied
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between each contiguous block and using the data taper (5.20) g0, ..., gNS−1,
scaled so that
∑NS−1
n=0 g
2
n = 1, the WOSA cross-spectrum estimator is defined
as
Sˆ12,b(f) ≡ 1
NB
NB−1∑
j=0
Sˆ12,b;j(f) (5.26)
where the estimator for sub-block j, 0 ≤ j ≤ NB − 1, is Sˆ12,b;j(f) given by
∆
[
NS−1∑
l=0
glZ˜1,l+je
−i2πfl∆
][
NS−1∑
n=0
gnZ˜
∗
2,n+je
i2πfn∆
]
.
To convert this to the multitaper estimator we begin by rewriting this as a
sum over the whole signal portion and padding the taper with zeros to make
it of length NP i.e. [8]
∆
[
NP−1∑
l=0
g′j,lZ˜1,l+je
−i2πfl∆
][
NP−1∑
n=0
g′j,nZ˜
∗
2,n+je
i2πfn∆
]
.
where for n = 0, ..., NP − 1
g′j,n =
{
gn−j, if n = j, ..., j +NS − 1;
0, otherwise.
(5.27)
Using this representation (5.26) can be rewritten as
Sˆ12,b(f) =
∆
NB
NB−1∑
j=0
[
NP−1∑
l=0
g′j,lZ˜1,l+je
−i2πfl∆
][
NP−1∑
n=0
g′j,nZ˜
∗
2,n+je
i2πfn∆
]
There exists a matrix representation of this equation [102]. We let
Dm,l = Z˜
∗
m,l exp(i2πfl∆),
for m = 1, 2, and Dm = [Dm,0, ..., Dm,NP−1]
T . We also let B be the NP ×NB
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matrix with jth column given by g′j,n/
√
NB, i.e.
B =
1√
NB


g0 0 0 · · · 0 0
g1 g0 0 · · · 0 0
g2 g1 g0 · · · 0 0
...
...
...
...
...
...
...
...
...
...
0 0 0 · · · gNS−1 gNS−2
0 0 0 · · · 0 gNS−1


. (5.28)
Then
Sˆ12,b(f) = ∆D
H
1 BB
TD2. (5.29)
The outer product BBT is a symmetric positive semidefinite NP ×NP matrix
and as such will have real-valued eigenvectors and non-negative eigenvalues
[94, p. 296].
By choosing the taper {gn} to have all non-zero elements, the columns ofB
are linearly independent, i.e. B is a full rank matrix, namely rank{B} = NB.
Further to this, because {gn} is real-valued we have rank{B} = rank{BTB} =
rank{BBT} giving BBT to be itself of rank NB. From this we determine that
the matrix BBT has NB positive eigenvalues which we shall index such that
σ0 ≥ · · · ≥ σNB−1 and the (NP − NB) remaining eigenvalues will be zero, i.e.
σNB , ..., σNP−1 = 0. Associated with the positive eigenvalues are the set of
corresponding orthonormal eigenvectors u0, ...,uNB−1 ∈ RNP .
Using singular value decomposition it is possible to rewrite BBT in terms
of the eigenvalues and eigenvectors,
BBT = UΣUT =
NB−1∑
j=0
σjuju
T
j
whereU is anNP×NB matrix with jth column uj, andΣ = diag{σ0, ..., σNB−1}.
It is possible to writeUΣUT = AAT whereA = [u0
√
σ0, ...,uNB−1
√
σNB−1]
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is an NP ×NB matrix with orthogonal columns, meaning we can write the ma-
trix representation of the WOSA estimator in (5.29) instead as
Sˆ12,b(f) = ∆D
H
1 AA
TD2.
Taking this out of matrix notation this can be rewritten as [102]
Sˆ12,b(f) =
∆
NB
NB−1∑
j=0
γj
[
NP−1∑
l=0
uj,lZ˜1,le
i2πfl∆
][
NP−1∑
n=0
uj,nZ˜2,ne
i2πfn∆
]∗
(5.30)
where uj,l is the lth element of the vector uj and γj is termed the jth weighting
factor related to the jth eigenvalue via γj = NBσj. It can be shown that due
to the standardisation of {gn} we have
∑NB−1
j=0 γj = NB, [102].
We have said the set of NB eigenvectors u0, ...,uNB−1 are orthonormal, i.e.
for all l,m = 0, ..., NB − 1 we have 〈ul,um〉 = δlm. We therefore recognise
the representation of Sˆ12,b(f) in (5.30) as a weighted multitaper cross-spectral
estimator that uses a set of NB orthonormal tapers to create a set of individual
spectral estimators across which averaging can be carried out.
A multitaper formulation of the spectrum
Sˆ11,b(1/a) ≡ S{W (a, b;Z1, ψ)W ∗(a, b;Z1, ψ)},
and likewise Sˆ22(1/a), follow by simply setting both time series to be the same.
For reasons already outlined we might also want to consider relation terms
Rˆ12,b(1/a) ≡ S{W (a, b;Z1, ψ)W ∗(a, b;Z∗2 , ψ)}, (5.31)
i.e. where the second process is conjugated. This takes the form
Rˆ12,b(f) =
∆
NB
NB−1∑
j=0
γj
[
NP−1∑
l=0
uj,lZ˜1,le
i2πfl∆
][
NP−1∑
n=0
uj,nZ˜
∗
2,ne
i2πfn∆
]∗
(5.32)
and again Rˆ11(1/a) and Rˆ22(1/a) analogously follow by setting the two time
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series to be complex conjugates of each other.
It is shown in [102] that the estimator (5.30) consisting of NB orthonormal
tapers with corresponding weighting factors γ0, ..., γNB−1 has
ϕ =
N2B∑NB−1
j=0 γ
2
j
=
1∑NB−1
j=0 σ
2
j
(5.33)
complex degrees of freedom. The quantity in (5.33) is critical in determining
the distribution of the TWCOH estimator. The degrees of freedom are a
function of the eigenvalues of the matrix BBT , which in turn are a function
of taper {gn}, which in turn depends solely on the choice of NS, together with
the amount of averaging NB.
An analytical expression for the degrees of freedom can be achieved by
using a consequence of the singular valued decomposition, that is that the
sum of the squares of the eigenvalues of a real-valued symmetric matrix is
equal to the sum of the squares of the elements. For the NB ranked NP ×NP
matrix BBT this gives
NB−1∑
j=0
σ2j =
NP∑
j=1
NP∑
k=1
[(BBT )jk]
2
and consequently using (5.33) we have
ϕ =
1∑NP
j=1
∑NP
k=1[(BB
T )jk]2
.
By definition (BBT )jk =
∑NP
l=1BjlBkl, where Bjl is the (j, l)th element of B,
hence using (5.27), (BBT )jk = (1/NB)
∑NP
l=1 g
′
j,lg
′
k,l giving
ϕ =
N2B∑NP
j=1
∑NP
k=1
[∑NP
l=1 g
′
j,lg
′
k,l
]2 . (5.34)
While an expression for ϕ solely in terms of NS and NB has proven elusive,
in Figure 5.4 are shown the contours of constant degrees of freedom ϕ as a
Chapter 5. Temporally Smoothed Wavelet Coherence 113
function of NS and NB. It is clear to see from this plot that complex degrees of
freedom ϕ are constant for a constant gradient or ratio NB/NS. For example,
for ϕ = 10 complex degrees of freedom, the ratio NB/NS = 200/50 = 4. From
Table 5.1 we can see that for the sort of values used in practice NB/NS ≈
κ0/(3d) and thus the choices κ0 = 12, d = 1 or κ0 = 24, d = 2, are both
associated with approximately ten complex degrees of freedom.
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Figure 5.4: Contours of constant complex degrees of freedom in the NS-NB
plain. The right most line is for ϕ = 2 with lines increasing in steps of 2 from
right to left.
5.5 Statistical Analysis of TWCOH
Using the multitaper formulation of the WOSA estimator we are now in a po-
sition to derive the distribution of the TWCOH estimator developed by Cohen
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and Walden [15]. For notation purposes we consider the p = 2 dimensional
case. Extending to higher dimensions is straight forward.
Let {Zt = [Z1,t, Z2,t]T , t ∈ Z} be a zero-mean complex-valued bivariate
random process. The two processes are assumed to be jointly SOS. As de-
scribed in Section 2.3, using the augmented process {Zˇt = [ZTt , ZHt ]T , t ∈ Z}
we can define the augmented SDF matrix Υ(f) as in (2.6).
For ease of notation we will henceforth write S{Z1, Z2} in place of the
term S{W (a, b;Z1, ψ)W ∗(a, b;Z2, ψ)}. Dependence on a, b and ψ is implicit.
Consider the matrix
Ωˆ(a, b) =


S{Z1, Z1} S{Z1, Z2} S{Z1, Z∗1} S{Z1, Z∗2}
S{Z2, Z1} S{Z2, Z2} S{Z2, Z∗1} S{Z2, Z∗2}
S{Z∗1 , Z1} S{Z∗1 , Z2} S{Z∗1 , Z∗1} S{Z∗1 , Z∗2}
S{Z∗2 , Z1} S{Z∗2 , Z2} S{Z∗1 , Z∗1} S{Z∗2 , Z∗2}

 .
Using the definitions in (5.25) and (5.31) this matrix can equivalently be writ-
ten as Υˆb(1/a) given by


Sˆ11,b(1/a) Sˆ12,b(1/a) Rˆ11,b(1/a) Rˆ12,b(1/a)
Sˆ21,b(1/a) Sˆ22,b(1/a) Rˆ21,b(1/a) Rˆ22,b(1/a)}
Rˆ∗11,b(1/a) Rˆ
∗
12,b(1/a) Sˆ11,b(−1/a) Sˆ12,b(−1/a)
Rˆ∗21,b(1/a) Rˆ
∗
22,b(1/a) Sˆ21,b(−1/a) Sˆ22,b(−1/a)

 ,
with Ωˆ(a, b) = Υˆb(1/a). Equations (5.30) and (5.32) give the terms of this
matrix. Υˆb(1/a) is an estimator for Υ(1/a) for different values of b; the b
merely defines which blocks of size NP of the time series are being used.
It has been shown in Section 2.8 that when performing a multitaper spec-
tral estimator on a realisation of an augmented complex-Gaussian process
{Zˇn, n = 0, ..., N − 1} using K orthogonal tapers {uk,n, n = 0, ..., N − 1},
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k = 0, ..., K − 1, the set of vectors {Jˇk(f), k = 0, ..., K − 1}, where
Jˇk(f) = ∆
1/2
N−1∑
n=0
uk,nZˇl,ne
−i2πfn∆.
are all proper and complex-Gaussian IID. Consequently we can invoke the
argument of [35] and state that the augmented SDF matrix estimator
Υˆ(mt)(f) = (1/K)
K−1∑
k=0
Jˇk(f)Jˇ
H
k (f)
is central complex-Wishart distributed with integer K degrees of freedom. In
the multitaper formulation of the WOSA spectral estimator provided in this
chapter we have to consider a weighted multitaper estimator of the form
Υˆb(1/a) = (1/NB)
NB−1∑
k=0
γkJˇk(f)Jˇ
H
k (f)
where in this instance Jˇk(f) = ∆
1/2
∑NP−1
n=0 uk,n[Z˜
T
n , Z˜
H
n ]
T e−i2πfn∆. We can
write this
Υˆb(1/a) = (1/NB)
NB−1∑
k=0
J˜k(f)J˜
H
k (f)
where J˜k(f) =
√
γjJˇk(f). Due to the weighting factors {γk, k = 0, ..., NB−1},
the vectors J˜k(f), while still complex-Gaussian and proper, are no longer iden-
tically distributed and consequently a different approach is needed to deriving
the distribution properties of the SDF matrix estimator Υˆb(1/a).
Theorem 5.5.1. Let {Zt, t ∈ Z} be a zero-mean complex-valued bivariate
Gaussian SOS random process. Then, asymptotically
Υˆb(1/a)
d
= (1/ϕ)WC4 {ϕ,Υ(1/a)}
where WC4 {ϕ,Υ(1/a)} denotes the four-dimensional complex central Wishart
distribution with ϕ complex degrees of freedom and mean ϕΥ(1/a).
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Proof. This is found in Appendix C.
We therefore conclude that asymptotically as NP →∞,
Ωˆ(a, b)
d
= (1/ϕ)WC4 {ϕ,Υ(1/a)}.
Referring back to Section 4.4.1 where we define the three different classes of
wavelet coherence for a multivariate complex-valued SOS process using Morse
wavelets, for temporal smoothing the three classes of wavelet coherence are
now:
1. the ordinary TWCOH estimator γˆ2lm(a, b) for the pair of processes {Zl,t}
and {Zm,t}, defined as
γˆ2lm(a, b) =
|S{ZlZm}|2
S{ZlZl}S{ZmZm}
=
|Ωˆl,m(a, b)|2
Ωˆl,l(a, b)Ωˆm,m(a, b)
; (5.35)
2. the conjugate TWCOH estimator γˆ2lm∗(a, b) for the pair of processes
{Zl,t} and {Z∗m,t}, defined as
γˆ2lm∗(a, b) =
|S{ZlZ∗m}|2
S{ZlZl}S{Z∗mZ∗m}
=
|Ωˆl,m+p(a, b)|2
Ωˆl,l(a, b)Ωˆm+p,m+p(a, b)
; (5.36)
3. the conjugate TWCOH estimator γˆ2ll∗(a, b) for the pair of processes {Zl,t}
and {Z∗l,t}, defined as
γˆ2ll∗(a, b) =
|S{ZlZ∗l }|2
S{ZlZl}S{Z∗l Z∗l }
=
|Ωˆl,l+p(a, b)|2
Ωˆl,l(a, b)Ωˆl+p,l+p(a, b)
. (5.37)
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Invoking Theorem 2.8.2, an ordinary or conjugate TWCOH estimator γˆ2(a, b)
of type (5.35), (5.36) or (5.37) will asymptotically be Goodman distributed
with PDF
gγˆ2(x;ϕ, γ
2) = (ϕ− 1) (1− γ2)ϕ (1− x)ϕ−2 2F1(ϕ, ϕ; 1; γ2x). (5.38)
where γ2 is the corresponding true value of ordinary or conjugate coherence
— see Section 2.6 — evaluated at the frequency 1/a.
5.6 Example results
To illustrate the derived theory we consider the simulations of the same im-
proper CAR(1) process {Z1,t} used in Section 4.6, using a sampling rate of
∆ = 1. We examine the conjugate coherence between {Z1,t} and {Z∗1,t} that
has a true value of γ211∗(f) = 0.36 for all |f | < 1/2.
First, we consider analysis with a Morlet wavelet of form (5.5) with d = 1, a
parameter choice which provides a “reasonable compromise between frequency
and time resolution” [101]. The corresponding cut-off frequency is f ′ = 1.8. As
described in Section 5.4, a choice of κ0 = 12 gives approximately 10 complex
degrees of freedom, a sensible practical choice. In more precise terms, every
valid scale value amin ≤ a0 ≤ amax will combine with values of d and κ0 to
produce a corresponding value of NS, NB and NP — see table 5.1. With use
of the appropriate Gaussian taper the complex degrees of freedom ϕ can be
obtained through either forming the matrix B and calculating the eigenvalues
of BBT and using (5.33), or directly from the taper using (5.34). These
degrees of freedom are shown as a function of scale in Figure 5.2(c). It is seen
that ϕ ≈ 10 for all valid a0 values, as predicted in Section 5.4.
Realisations of the CAR(1) process used were of length N = 1024. For
each simulated sequence at each (a, b) point
[
S{Z1, Z1} S{Z1, Z∗1}
S{Z∗1 , Z1} S{Z∗1 , Z∗1}
]
≡
[
Sˆ11,b(1/a) Rˆ11,b(1/a)
Rˆ∗11,b(1/a) Sˆ11,b(−1/a)
]
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was calculated using (5.18). Following this the TWCOH estimator
γˆ211∗(a, b) =
|Rˆ11,b(1/a)|2
Sˆ11,b(1/a)Sˆ11,b(−1/a)
was computed. This was repeated 100 times and the ordered values of γˆ211∗(a, b)
were plotted against the theoretical quantiles of the Goodman distribution
with γ211∗(a, b) = 0.36. The resulting Q-Q plots are shown in Figure 5.2(d)
where the individual curves are for four different (a, b) locations within the
permitted ranges. At all locations we note that NP > 128, which provides a
suitably large signal portion to render excellent agreement with the Goodman
distribution.
For a second example, we use the choice of d = 2 and κ0 = 24. The corre-
sponding cut-off frequency is f ′ = 1.4. The corresponding degrees of freedom
are shown in Figure 5.3(c) and as expected ϕ ≈ 10 for all a0 values. With
these parameter values, the resulting Q-Q plots are shown in Figure 5.3(d)
and again indicate an excellent agreement with the Goodman distribution.
5.7 Significance Testing Example
We now look at actual data recorded by a pair of spacecraft involved in the
solar physics ‘cluster’ experiment [62]. We consider the two complex-valued
magnetic field time series {Z1,n} and {Z2,n}, plotted in Figure 5.5. The com-
ponent measured parallel to the ecliptic plane forms the real part of the series,
and the perpendicular component forms the imaginary part. The series is
sampled at ∆ = 2 s and is of length 1000 s (i.e. 500 data points).
We examine the ordinary coherence between the process {Z1,n} and {Z2,n}.
The left plot of Figure 5.6 shows the TWCOH estimate, while the right plot
shows only values exceeding the 1% point of the Goodman’s distribution under
the null hypothesis γ2(a, b) = 0, i.e., values γˆ2 > 1 − α1/(ϕ−1) for α = 0.01,
ϕ = 10.
There is an important issue that needs to be considered for such analysis,
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Figure 5.5: Magnetic time series {Z1,t} and {Z2,t}. The real part is plotted
with a solid line, and the imaginary part is dashed.
and that is the one of multiple testing. When performing multiple independent
tests of the hypothesis each at a (1−α) level, the experiment wide error rate,
the probability of incorrectly rejecting the null hypothesis, increases with the
more tests that are carried out. This is known as the multiple testing problem.
Testing for wavelet coherence is also an example of multiple testing. While
the experiment is not being repeated, the multiple points on the time-scale
plane that are separately being analysed can be considered as a set of multiple
tests. If all points on the time-scale plane were uncorrelated from each other
then we would expect the significant points to be randomly distributed across
time-scale plane. However it is shown in [60, Appendix A] that adjacent values
of WCOH on the time-scale plane are correlated due to the sum across data
points in the CWT, and the smoothing process. This means that false positive
coherence values appear in patches, giving the illusion that they represent a
significant area of WCOH. To overcome this problem a scheme is needed to
decide whether a patch is significant or a result of multiple testing.
Maraun and Kurths [60] [61] design a method for testing whether an area
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Figure 5.6: Wavelet coherence estimate as a function of scale a and time b of
magnetic field data (left), and those values exceeding the 1% point of the null
distribution (right). (Higher coherence corresponds to darker shading.)
of WCOH is significant or not by studying the correlations that exist between
adjacent points on the time-scale plane. Given a single point is significant,
Maraun and Kurths determine the size and geometry of the area surrounding
that point that will also show significance, termed the critical patch. A point on
the time-scale plane is then deemed area-wise significant if every critical patch
containing the point of interest lies completely within a patch of pointwise
significant points.
An adaptation of the scheme would be needed to take into account the new
findings on TWCOH distributions presented here, this is beyond the scope of
this thesis. However in this example the size of the patch for scales exceeding
20 is clearly larger than 1% of the overall area, so with a high degree of
certainty it can be said that this represents nonnull coherence. Using the
mapping between scale and frequency f = 1/a, this equates to coherent waves
in the magnetic field for periods exceeding 20s. We notice there is a much
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smaller patch at the scale a = 10; perhaps this is a spurious patch that results
from multiple testing.
5.8 Concluding Remarks
In this chapter explicit expressions have been provided that show the tempo-
rally smoothed wavelet spectral estimators can be written in terms of WOSA-
type spectral estimators. These in turn can be expressed in terms of multitaper
estimators utilising orthonormal tapers. The consequence of formulating the
TWCOH in this way is the number of complex degrees of freedom are imme-
diately revealed. From this a fully specified Goodman distribution results for
the TWCOH estimator using a Morlet wavelet, applied to SOS complex-valued
Gaussian processes.
Due to the form of the Morlet wavelet we have used a Gaussian envelope
to taper the complex sinusoid, or equivalently taper the signal. Other sensible
choices of taper would fit into the general approach presented here and the
statistical analysis would proceed in an identical way, meaning this approach
to be quite general.
The key advantage of this approach is the ease with which we can control
the size of the data taper and the smoothing window. In the discrete-time
formulation a finite portion of the signal (of length NP ) is used to estimate
either the wavelet spectrum or TWCOH at a particular time of interest b.
Consequently for the derived distribution of the matrix Υˆb(1/a) ≡ Ωˆ(a, b)
or TWCOH estimator γˆ2(a, b) to be valid we only require stationarity across
the signal portion of length NP , rather than the whole of the observed time
series. This method should therefore lend itself to analysing signals that while
approximately stationary on a closed interval of time, may in fact globally
display nonstationary behaviour.
In the remainder of this thesis we turn our attention to the concept of coher-
ence in nonstationary process and consider the temporal smoothing approach
presented in this chapter as a method for analysing the spectral properties of
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nonstationary process. We first begin with a review of nonstationarity.
123
Chapter 6
Nonstationary Processes
Up until this point discussions have centred solely on second order station-
ary processes. Stationarity provides a convenient mathematical framework
in which to work with a clearly defined frequency representation, and conse-
quently is commonly assumed to model many random processes occurring in
nature. The reality is that true stationarity is a rare luxury and most natu-
rally occurring signals exhibit some form of nonstationary behaviour. There
has therefore been much thought given to modelling nonstationary processes,
and in particular the concept of a nonstationary spectrum.
It has been shown in Chapter 2 that the stationarity of the second order
properties of a random process allows the autocovariance to be represented as
a linear combination of infinitely supported complex exponentials providing
a spectral representation of the process that is invariant with time, with the
autocovariance sequence sτ and SDF S(f) forming a Fourier pair. For non-
stationary processes the covariance depends explicitly on both time variables
rather than just the difference of them as in the stationary case. Consequently
for a spectral function to be defined it is necessary to be able to represent the
autocovariance as localised oscillations in a joint time-frequency space with a
spectral function depending on both time and frequency, S(t, f) say.
The class of autocovariance functions explode when the stationarity condi-
tion is lifted and it is often the case that while a ‘time-frequency’ representation
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of a process’ second order properties may be achievable, frequency is just a
name and has no physical interpretation. [58] offers a useful discussion on the
properties we should expect from a time-varying spectral function, and the de-
scription of the frequency content of a time-localised region of the covariance
function is considered the key property. Other properties that are desirable
include S(t, f) reducing to the standard SDF in the stationary case, along with
it being estimable.
Armed with the statistics of a time-scale coherence estimator in the sta-
tionary case, we look to extend this work to coherence in a nonstationary set-
ting. However because we need to take care in how a nonstationary spectrum,
and ultimately coherence, is defined we first need to take care in choosing
the classes of processes that will be considered. In this chapter we have a
look at some of the nonstationary models that have appeared in the literature
and discuss their time-frequency interpretation. We begin with a look at the
harmonizable processes which cover a wide range of possible covariance struc-
tures. It will be shown that although mathematically elegant, the derivation
of a time-frequency spectral density in this class often lacks physical meaning.
Particular focus will be given to the evolutionary processes which are a sub-
class of the harmonizable processes and one of the few nonstationary models
to be accompanied by a meaningful spectral density function and estimation
procedure that has been successfully applied in the physical sciences [45]. It
will become apparent that the best route to defining nonstationary spectral
density functions is by considering natural extensions to SOS representations.
We therefore also take a look at the Wold-Crame´r nonstationary representation
that offers a moving average view of nonstationarity.
It is here that we introduce a change in notation. Previously {Zt} has
been used to represent a complex SOS process which has real part {Xt}. From
now on {Xt} will be used to denote a SOS process, and {Zt} will represent
a nonstationary process. All processes will be assumed to be complex-valued
from here. We also note that the literature generally considers continuous-time
processes, although discrete-time representations are often a straightforward
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case. To aid the introduction of ideas here we will look at continuous-time
representations. In this chapter and in Chapter 7 discrete-time formulations
will also be considered.
6.1 Harmonizable Processes
For a complex-valued zero-mean random process {Z(t), t ∈ R} the covariance
structure at times t0 and t1 is defined as
Γ(t0, t1) ≡ cov{Z(t0)Z(t1)} = E{Z(t0)Z∗(t1)}.
By definition complex-valued SOS processes have a covariance structure that
depends only on the difference t1− t0. Consider the zero-mean complex-valued
process with representation
Z(t) =
∫ ∞
−∞
ei2πftdζZ(f) (6.1)
where now, in contrast to SOS processes, the complex-valued stochastic process
{ζZ(f)} has the following key property
E{dζZ(f ′)dζ∗Z(f)} = d2λ(f ′, f) f ′, f ∈ R.
Processes that take this more general form of the spectral representation (2.3)
are called harmonizable [57]. The function λ(f ′, f) : R×R→ C is the complex-
valued Loe`ve distribution of two frequency variables. The representation (6.1)
is ensured by ∫ ∞
−∞
∫ ∞
−∞
∣∣d2λ(f ′, f)∣∣ <∞. (6.2)
The covariance structure for {Z(t)} at times t0 and t1 is given as
Γ(t0, t1) =
∫ ∞
−∞
∫ ∞
−∞
ei2π(f
′t0−ft1)d2λ(f, f ′) (6.3)
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and in general is a function of both t0 and t1, rather than just the difference
between them as in the stationary case.
Stationary processes are a subclass of the harmonizable processes in the
special case where {ζZ(f)} is an orthogonal increment process leading to the
Loe`ve distribution function taking the form λ(f ′, f) = µ(f)δ(f − f ′), where
µ(f) takes the role of the stationary process’ integrated spectrum.
Assuming the two-dimensional distribution function λ(f ′, f) is differen-
tiable across both domains we can define the Loe`ve spectral density function
of a harmonizable process as Λ(f, f ′)df ′df = d2λ(f ′, f). Hanssen et al [46]
give a more intuitive approach to the spectral analysis of harmonizable pro-
cesses that relates to the formulation of the spectral theory for stationary
processes presented in Section 2.3.
Instead of two global time variables t0 and t1, we consider the autocovari-
ance sequence at time t and lag τ which for a zero-mean process is defined
as
s(t, τ) ≡ cov{Z(t), Z(t+ τ)} = E{Z(t+ τ)Z∗(t)}.
Using (6.1) we can write
s(t, τ) = E
{∫ ∞
−∞
∫ ∞
−∞
e−i2πf
′tei2πf(t+τ)dζ∗Z(f
′)dζZ(f)
}
=
∫ ∞
−∞
ei2πνtei2πfτS(ν, f)dνdf (6.4)
where
S(ν, f)dνdf = E{dζ∗(f − ν)dζ(f)}.
Hanssen et al call S(ν, f) the dual-frequency spectral density function. In
(6.4) the frequency variable ν = f − f ′ is interpreted as the frequency off-
set or local frequency relative to the global frequency f . The autocovari-
ance sequence s(t, τ) and dual-frequency spectral density function form a 2-
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dimensional Fourier pair
S(ν, f) =
∫ ∞
−∞
∫ ∞
−∞
s(t, τ)e−i2πνte−i2πfτdν df,
i.e. frequency f is associated with the lag τ as in the stationary case, and
frequency ν is associated with the time coordinate t. We interpret ν as the
nonstationary frequency coordinate [46], and f the stationary frequency coor-
dinate. Any dependence on ν is a sign of nonstationarity. A time-frequency
spectral density function for the harmonizable process can be derived by in-
voking the inverse Fourier transform with respect to local frequency ν and
time t
S(t, f)df = df
∫ ∞
−∞
ei2πνtS(ν, f)dν. (6.5)
It is possible to say [109] that any random process possessing a covariance
structure that has the representation (6.3), where (6.2) holds, is harmonizable.
This encompasses an extensive class of covariance structures. It is however
noticed in [46] that in general S(t, f) cannot be interpreted as representing
the local oscillating behaviour of the covariance structure. We therefore look
at a model of nonstationarity that presents a more rigorous treatment of the
concept of a time-frequency spectral density.
6.2 The Evolutionary Process
This alternative model of nonstationarity was presented in a series of papers
by Priestley [78], [79], [80], [83]. Let {X(t), t ∈ R} be a complex-valued
continuous-time SOS process with zero-mean, that is to say cov{X(t0), X(t1)}
is a function of (t0 − t1) only. Referring back to Section 2.3 the covariance
structure can be represented as
cov{X(t0), X(t1)} =
∫ ∞
−∞
ei2πf(t0−t1)dS(I)(f)
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with respect to a measure S(I)(f), known as the integrated spectrum. We
remind ourselves that the process admits a spectral representation
Xt =
∫ ∞
−∞
ei2πftdζX(f)
where {ζX(f)} is a stochastic process with orthogonal increments, and
E{|dζX(f)|2} = dS(I)(f).
If S(I)(f) is differentiable for all f , the SDF of the process is defined via
S(f)df = dS(I)(f).
Priestley introduced a logical extension for a nonstationary process. He
considered the class of processes for which there exists a family F of functions
{φt(f)} defined on the f -axis and indexed by parameter t, together with a
measure µ(f) such that for each t0 and t1, the covariance of any such zero-
mean process, {Z(t), t ∈ Z} say, admits a representation of the form
cov{Z(t0), Z(t1)} =
∫ ∞
−∞
φt0(f)φ
∗
t1
(f)dµ(f). (6.6)
Provided for each t ∈ R, φt(f) is square integrable with respect to µ(f), then
var{Z(t)} is finite for all t. Given (6.6) {Z(t)} will have an autocovariance
sequence that is evolving in global time t, in contrast to stationary covariance
sequences that are solely a function of the lag τ . This process will admit a
representation of the form
Z(t) =
∫ ∞
−∞
φt(f)dζ(f), t ∈ R (6.7)
where {ζ(f)} is an orthogonal increment process and E{|dζ(f)|2} = dµ(f).
The measure µ(f) plays the role of the integrated spectrum S(I)(f) in the
stationary case.
It was shown in Section 2.3 that the SDF, S(f) say, for a SOS process
{X(t)} measures how the variance of the process is distributed across fre-
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quency, with the identity
var{X(t)} =
∫ ∞
−∞
S(f)df.
For the nonstationary representation (6.7) we would want to describe a time-
varying spectral density function by the same principle. Assuming the differ-
entiability of µ(f), the fact {ζ(f)} is an orthogonal increment process means
var{Z(t)} = cov{Z(t), Z(t)}
=
∫ ∞
−∞
|φt(f)|2dµ(f)
=
∫ ∞
−∞
St(f)df
where
St(f)df = |φt(f)|2dµ(f). (6.8)
This seems to indicate that the power of a process at time t in a small interval of
width df about f is given by St(f)df . However we still have no justification for
treating f as something we can physically interpret as frequency. To represent
the second (and higher) order structure of a random process in terms of local
frequency contributions we need φt(f) to be oscillating at frequency f .
6.2.1 Oscillatory Processes
Suppose that the function φt(f), now considered a function of t, possesses a
Fourier transform for each fixed f whose modulus has an absolute maximum
at frequency ν(f), say, then we may regard φt(f) as an amplitude-modulated
complex sinusoid with frequency ν(f), and hence write φt(f) in the form
φt(f) = At(f)e
i2πν(f)t.
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For φt(f) to be an oscillating function, the modulating function At(f) must
admit the generalised Fourier representation
At(f) =
∫ ∞
−∞
ei2πθtdK(θ, f) (6.9)
(where dK(θ, f) is the differential with respect to θ) with |dK(θ, f)| having
an absolute maximum at θ = 0 for any fixed f, [109, p. 457]. Priestley [78]
defines φt(f) to be an oscillatory function if uniformly in f
argmax
θ
|dK(θ, f)| = 0.
Further to this if {φt(f)} is such that ν(f) is a single-valued function of f ,
then a suitable variable change in the representation (6.6) can be made, along
with a redefining of At(f) and the measure µ(f), to give the representation
Z(t) =
∫ ∞
−∞
At(f)e
i2πftdζ(f) t ∈ R (6.10)
(where E{|dζ(f)|2} = dµ(f)). A family F of oscillatory functions {At(f)ei2πft}
is called an oscillatory family, and a process {Z(t)} that can be represented
in terms of an oscillatory family, as in (6.10), is called an oscillatory process.
Using (6.8), the evolutionary spectral density function (ESDF) of the os-
cillatory process {Z(t)} with respect to the family {At(f)ei2πft} is
St(f) = |At(f)|2S(f) (6.11)
where S(f)df = dµ(f), (assuming µ(f) is differentiable).
Yaglom [109] recognises that a zero-mean oscillatory process with repre-
sentation (6.10) will, using (6.9), have covariance structure
Γ(t0, t1) =
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
ei2π[t0(f+θ)−t1(f+θ
′)]dK(θ, f)dK∗(θ′, f)dµ(f).
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Noticing this as being of the form (6.3), provided condition (6.2) is met, i.e.
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
|dK(θ, f)||dK∗(θ′, f)|dµ(f) <∞,
then the process admits a harmonic representation. We can therefore say that
the oscillatory processes are a subclass of the harmonizable processes in which
the time-frequency spectral density (6.5) as defined by [46] has a physically
meaningful interpretation.
6.2.2 Semi-Stationarity
In general the possible choice for the family F with which to represent an
oscillatory process is not unique, and thus it is useful to have a standardised
way of choosing which family provides the best representation for the oscilla-
tory process. Priestley proposed that F be chosen such that the amplitude
modulation At(f) is least variable. To do so it is first necessary to define a
measure for the variability across a family of functions. In his analysis, Priest-
ley uses angular frequency ω = 2πf , and At(f) admits the generalised Fourier
representation
At(f) =
∫ ∞
−∞
eiωtdH(ω, f)
(where dH(ω, f) is the differential with respect to ω) with |dH(ω, f)| having
an absolute maximum at ω = 0 for any fixed f .
For each family F , Priestley defined the function
BF(ω) =
∫ ∞
−∞
|ω||dH(ω, f)|.
Here we opt to use physical frequency θ, and it can be shown that
∫ ∞
−∞
|ω||dH(ω, f)| = 2π
∫ ∞
−∞
|θ||dK(θ, f)|.
The function BF(f) = 2π
∫∞
−∞
|θ||dK(θ, f)| is a measure of the width, or con-
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centration of dK(θ, f) about the origin in the θ domain (i.e. the Fourier
domain with respect to t). It is therefore a measure of the rate at which At(f)
is changing in time, and consequently is a measure of nonstationarity. If At(f)
is slowly-varying, BF(f) will be ‘small’, whereas if At(f) is changing quickly
BF(f) will be ‘large’ [80]. Stationary processes are represented by the family
F = {1 · ei2πft}, and BF(f) = 0.
Yaglom [110] states that this train of thought makes more physical sense
if the function At(f) is rescaled such that A0(f) = 1. Suppose a zero-mean
complex-valued oscillatory process {Z(t)} has representation
Z(t) =
∫ ∞
−∞
A′t(f)e
i2πftdζ ′(f),
provided A′0(f) 6= 0, {Z(t)} has the equivalent representation
Z(t) =
∫ ∞
−∞
At(f)e
i2πftdζ(f),
where At(f) = A
′
t(f)/A0(f), and {dζ(f)} ≡ {A0(f)dζ ′(f)} remains an or-
thogonal increment process. With this rescaling of the modulating function,
and using (6.9), we now have the identity
A0(f) =
∫ ∞
−∞
dK(θ, f) = 1.
This means dK(θ, f) can to some extent be interpreted, analogously to a PDF,
as a spectral density function for the change At(f) undergoes in time.
From [5, p. 159] we have
∣∣∣∣dAt(f)dt
∣∣∣∣ ≤ 2π
∫ ∞
−∞
|θ||dK(θ, f)| = BF(f),
and consequently 1/BF(f) can be very roughly interpreted as the interval over
which At(f) is approximately constant in time for fixed f .
Priestley defines a family of functions F to be semi-stationary if BF(f) is
bounded for all f . For a semi-stationary family F , its characteristic width is
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given by
BF = [supfBF(f)]
−1. (6.12)
Thus, 1/BF measures the rate of change of the fastest varying modulating
function and BF is an approximate measure of the maximum time interval
over which At(f) can be treated as constant and hence F can be approximated
as the stationary family {ei2πft}.
We are now in a position to define a semi-stationary process. It is said
[81, p. 150] that {Z(t)} is a semi-stationary process if there exists a semi-
stationary family F in terms of which {Z(t)} has a representation of the form
(6.10). For a particular semi-stationary process {Z(t)}, consider the class
C of semi-stationary families F , for each of which {Z(t)} admits a spectral
representation (6.10). We can now define the characteristic width BZ of the
process {Z(t)} by
BZ = supF∈C{BF}. (6.13)
BZ is the approximate maximum time interval over which a semi-stationary
process {Z(t)} can be considered to be stationary [78], [80]. Yaglom [110]
notes that this is a very crude approximation to the interval of stationarity,
but it will be shown in Section 6.5 that it does play an important role in
spectral estimation.
While the mathematical formulation of evolutionary spectra is elegant, it
is also rather abstract. The implication of Priestley’s work is that F should be
chosen such that it has maximum characteristic width. Such a representation
is termed natural [63]. However as Walker notes in his discussions attached to
[45], there is no obvious method of calculating such a family.
Me´lard considers this problem in [63]. Using very simplistic, finite length
nonstationary random processes the complete theory is applied, including a
derivation for the natural representation. However even for these over simplis-
tic models the theory is far from trivial and Me´lard concedes that a general
approach to determining natural representations is probably impossible.
One type of widely studied and applied nonstationary process does however
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allow a more straightforward analysis. In an attempt to make some of the ideas
here more accessible we take a look at this process, known in the literature as
the uniformly modulated process.
6.3 Uniformly Modulated Processes
Consider a zero-mean SOS process {X(t), t ∈ R} and a purely determinis-
tic real and finite-valued modulating function h(t). The process {ZX(t) ≡
h(t)X(t)} will have autocovariance
cov{ZX(t0), ZX(t1)} = sX(t1 − t0)h(t0)h(t1)
where sX(τ) is the autocovariance sequence of {X(t)}. Therefore, provided
h(t) is not a constant for all t, {ZX(t)} is a nonstationary process. Such a
process is known as a modulated stationary process and this model has been
used in such instances as distinguishing earthquake and nuclear blast seismic
time series [22], climatology [48], and in structural engineering [93]. Using the
spectral representation of SOS process {X(t)}, we have
ZX(t) =
∫ ∞
−∞
h(t)ei2πftdζX(f)
which takes the form of an oscillatory process (6.10). Recalling (6.9) we know
that this process will be oscillatory if h(t) has a generalised Fourier transform
dK(θ) defined via
h(t) =
∫ ∞
−∞
ei2πtθdK(θ) (6.14)
with the absolute maximum of |dK(θ)| occurring at zero. For this to be satis-
fied it is sufficient that h(t) is a nonnegative function whose Fourier transform
exists [109, p. 459].
Assuming the existence of the SDF of {X(t)} we see from (6.11) that the
ESDF of {ZX(t)} is
St(f) = h
2(t)SX(f) (6.15)
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Figure 6.1: Simulated seismic signal using the UMP model. Figure copied
from [22].
where SX(f)df = E{|dζX(f)|2}. The power of different frequency components
of {X(t)} are all modified in the same way; an oscillatory process of this form
is called a uniformly modulated process (UMP) by Priestley [83]. Further to
being oscillatory, Priestley notes in [78] that a UMP is always semi-stationary.
6.3.1 Example
We now take a simple example of a UMP and demonstrate some of the defini-
tions and terms introduced thus far in this chapter. We look at the example
of [79, p. 238]. Consider the UMP {Z(t)} generated with SOS process {X(t)}
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and modulating function
h(t) = e−t
2/(2α2).
With respect to family F0 = {e−t2/(2α2)ei2πft}, {Z(t)} has the ESDF
St(f) = e
−t2/α2SX(f)
where SX(f) is the SDF of {X(t)}. The modulating function h(t) is dependent
only on time so the generalised Fourier transform dK(θ, f) is independent
of frequency f and assuming differentiability we have dK(θ, f) = dK(θ) =
k(θ)dθ where
k(θ) =
∫ ∞
−∞
e−t
2/(2α2)e−i2πθtdt = α
√
2πe−2(παθ)
2
.
This also means the function BF0(f) is independent of f , hence using (6.12)
the characteristic width of the family F0 is
BF0 =
[
2π
∫ ∞
−∞
|θ||k(θ)|dθ
]−1
=
[
α(2π)3/2
∫ ∞
−∞
|θ|e−2(παθ)2
]−1
= α
√
π/2.
It is often unclear as to whether there exists other families that represent
the nonstationary process, meaning that while an exact value for BZ , the
characteristic width of the process, is unobtainable, (6.13) tells us that BF0
will provide us with a lower bound to BZ and hence
BZ ≥ α
√
π/2.
To have a clearer understanding of the role of BZ we need to look at methods
for estimating the ESDF. This will be covered in Section 6.5. Here we continue
our discussion on nonstationary models.
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6.4 Wold-Crame´r Model of Nonstationarity
We now look at an alternative way of extending a stationary process repre-
sentation to the nonstationary case. The theory is typically presented in the
discrete-time case and so will be considered here. The Wold Decomposition
Theorem for stationary processes [108] states that any SOS zero-mean process
{Xt} has the representation
Xt =
∞∑
τ=0
hτξt−τ
where h0 = 1,
∑
τ |hτ |2 < ∞ and {ξt} is a white noise process satisfying
E{ξjξ∗k} = σ2ξδjk with var{Xt} = σ2ξ
∑
τ |hτ |2. We now apply the same princi-
ple, but with a time-varying filter.
Let {Zt, t ∈ Z} be a purely non-deterministic nonstationary process with
zero-mean. It can be shown [18] that there exists a one-sided infinite moving-
average representation, or Wold-Crame´r decomposition of the process
Zt =
∞∑
τ=0
h˜t,τ ξ˜t−τ
where convergence in the mean is guaranteed. It is further possible, as demon-
strated in [64], to normalise the innovation ξ˜t and rescale the time-dependent
filter h˜t,τ to give
Zt =
∞∑
τ=0
ht,τξt−τ (6.16)
where {ξt} is now a unit variance white noise process.
There are strong comparisons to be drawn between this representation and
the oscillatory processes. With {ξt} being itself a SOS process, it is possible
to represent it in the usual way as
ξt =
∫ 1/2
−1/2
ei2πftdζξ(f) (6.17)
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where the process {ζξ(f)} is a random orthogonal increment process with
E{dζξ(f)dζ∗ξ (f ′)} =
{
1 df f = f ′
0 f 6= f ′.
Using (6.16) and (6.17), we can now go on to say that
Zt =
∞∑
τ=0
ht,τξt−τ
=
∞∑
τ=0
ht,τ
∫ 1/2
−1/2
ei2πf(t−τ)dζξ(f)
=
∫ 1/2
−1/2
∞∑
τ=0
ht,τe
i2πf(t−τ)dζξ(f)
=
∫ 1/2
−1/2
Ht(f)e
i2πftdζξ(f) (6.18)
where Ht(f) =
∑∞
τ=0 ht,τe
−i2πfτ . The expression in (6.18) takes the same form
as representation (6.10). Due to the innovation process being uncorrelated,
and its SDF being one for all frequencies, the Wold-Crame´r spectrum St(f)
for the process {Zt} is defined as [64]
St(f) = |Ht(f)|2.
The advantage of this approach is it leads to an easily accessible, and unique
spectrum. However we are unable to assume that Ht(f) has a generalised
Fourier transform peaked at zero and hence in general the family {Ht(f)ei2πft}
is not oscillatory. We are therefore unable, without further examination of ht,τ
and Ht(f), to treat the function St(f) as a meaningful frequency representa-
tion of the process, although there are obviously representations of the form
(6.16) where ht,τ and Ht(f) will satisfy the conditions required for {Zt} to be
oscillatory. For one such example we return to the UMP and look at how it
can be cast in a Wold-Crame´r formulation.
Consider the discrete-time UMP Zt = gtXt where {Xt} is a discrete-time
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SOS process and gt is a deterministic, non-negative and finite-valued modu-
lating function. {Xt} will admit the Wold decomposition
Xt =
∞∑
τ=0
aτǫt−τ .
with a0 = 1 and
∑
τ |aτ |2 <∞. The process {Zt} is therefore representable in
the form
Zt = gt
∞∑
τ=0
aτ ǫt−τ =
∞∑
τ=0
gtaτ ǫt−τ
and hence {Zt} is in the form of the Wold-Crame´r nonstationary decomposition
(6.16) where ht,τ = gtaτ . We already know a process represented in this way
has a Wold-Crame´r spectrum St(f) = |Ht(f)|2 where Ht(f) is the Fourier
transform with respect to τ of the filter ht,τ . With ht,τ = gtaτ we have Ht(f) =
gtA(f), where A(f) =
∑∞
τ=0 aτe
−i2πfτ . Therefore in the case of the UMP
Ht(f) = gtA(f) has the representation
Ht(f) = A(f)gt =
∫ 1/2
−1/2
A(f)G(θ)ei2πθtdθ =
∫ 1/2
−1/2
dK(θ, f)
where dK(θ, f) = A(f)G(θ)dθ. |dK(θ, f)| is ensured to have an absolute
maximum at θ = 0 because |G(θ)| itself has an absolute maximum at θ = 0
due to gt being a non-negative finite valued function. We therefore arrive at the
required condition for an oscillatory process via the Wold-Crame´r formulation.
6.5 Estimating Evolutionary Spectra
We now return to the oscillatory processes, the main focus of this chapter.
It has been shown that this class of processes have traditional Fourier based
spectral representations that exist on the time-frequency domain and have
an intuitive physical meaning. A further key advantage of the oscillatory
processes is that Priestley, along with formulating their theoretical framework,
also provided a scheme for estimating their spectra. The theory presented is
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taken from [78] where it was formulated in continuous-time. A discrete-time
formulation will be considered in Chapter 7.
6.5.1 Priestley’s Method of Evolutionary Spectral Estimation
Consider the zero-mean continuous-time semi-stationary process {Z(t), t ∈ R}
with representation
Z(t) =
∫ ∞
−∞
At(f)e
i2πftdζ(f)
with respect to the natural family {At(f)ei2πft}, and we are able to define the
ESDF St(f) = |At(f)|2S(f) where S(f)df = E{|dζ(f)|2}. Let {g(u)} be a
filter which we assume to have the standard attribute of being unit L2 norm.
We define the process, {Yt(f0)} say, for a fixed frequency f0 as
Yt(f0) =
∫ ∞
−∞
g(u)Z(t− u)e−i2πf0(t−u)du.
This can be re-written as
Yt(f0) =
∫ ∞
−∞
Γt,f+f0(f)At(f + f0)e
i2πftdζ∗(f + f0)
where Γt,λ(θ) is the generalised transfer function of filter g(u) with respect to
the family F = {At(f)ei2πft} defined as
Γt,λ(θ) =
∫ ∞
−∞
g(u){At−u(λ)/At(λ)}e−i2πθudu.
Due to the orthogonal increments of {ζ(f)}, it follows that
E{|Yt(f0)|2} =
∫ ∞
−∞
|Γt,f+f0(f)|2|At(f + f0)|2dµ(f + f0). (6.19)
We now define Bg the characteristic width of the filter g(u) as
Bg =
∫ ∞
−∞
|u||g(u)|du. (6.20)
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Now suppose g(u) is chosen such that Bg < ǫBZ for some fixed ǫ > 0, then
Γt,f+f0(f) = Γ(f) + r(t, f0, f)
where |r(t, f0, f)| < ǫ|At(f + f0)| [78, p. 214]. It is shown that
E{|Yt(f0)|2} =
∫ ∞
−∞
|Γ(f)|2|At(f + f0)|2dµ(f + f0) +O(ǫ)
where O(ǫ) denotes a term that can be made arbitrarily small by choosing
Bg to be sufficiently small relative to BZ . The exact bounds on this term are
evaluated at [78, p. 215]. Priestley therefore concludes that to O(ǫ)
E{|Yt(f0)|2} =
∫ ∞
−∞
|Γ(f)|2St(f + f0)df (6.21)
remembering that the exact value is given by
E{|Yt(f0)|2} =
∫ ∞
−∞
|Γt,f+f0(f)|2St(f + f0)df.
From (6.21)
E{|Yt(f0)|2} = SΓ,t(f0) +O(ǫ)
where
SΓ,t(f0) =
∫ ∞
−∞
|Γ(f)|2St(f + f0)df.
Given a realisation of {Z(t)} observed for 0 ≤ t ≤ T , Priestley proposed
the spectral estimator |Ut(f0)|2 at time t and frequency f0 where
Ut(f0) =
∫ t
t−T
g(u)Z(t− u)e−i2πf0(t−u)du.
By designing {g(u)} such that Bg ≪ BZ , and with the assumption that BZ ≪
T , the limits in the integral can be replaced with (−∞,∞) and we obtain
E{|Ut(f0)|}2 =
∫ ∞
−∞
|Γ(f)|2St(f + f0)df +O(Bg/BZ).
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For |Ut(f0)|2 to be an unbiased estimator of St(f0) we require two conditions
to be satisfied. Firstly, Bg ≪ BZ , and secondly we require |Γ(f)|2 to be a
pseudo-delta function with respect to St(f) for all frequencies and time. (A
function v(·) is pseudo-delta with respect to w(·) if ∫∞
−∞
v(u)w(u + t)du ≈
w(t)
∫∞
−∞
v(u)du). Assuming these two conditions are satisfied
∫ ∞
−∞
|Γ(f)|2St(f + f0)df = St(f0)
∫ ∞
−∞
|Γ(f)|2df = St(f0). (6.22)
We therefore see that there is a natural trade off that needs to be con-
fronted. The resolution in time is determined by the ratio Bg/BZ . By letting
{g(u)} tend to a delta-function we obtain perfect time resolution but with the
consequence that the bandwidth of the function |Γ(f)|2 becomes infinite, los-
ing all frequency resolution. However if we attempt to retain perfect frequency
resolution by having |Γ(f)|2 delta-like then the term O(Bg/BZ) becomes sig-
nificant and time-resolution is lost. A full analysis of how to quantify each of
these errors and assess the suitability of a particular filter with respect to an
oscillatory function is given in [79].
Provided the filter {g(u)} is chosen such that its characteristic width is
small with respect to BZ , and we have St(f) being smooth compared to |Γ(f)|2,
then we may write
E{|Ut(f0)|2} ≈ St(f0).
6.5.2 Smoothing Procedure
It has been shown via the work of Priestley that for a suitable {g(u)} such
that Bg ≪ BZ , and with the assumption that the bandwidth of St(f) at every
time t is substantially larger than |Γ(f)|2, then |Ut(f0)|2 is an approximately
unbiased estimator of St(f0). However to reduce sample variance and increase
the accuracy for the estimator Priestley proposed that one should smooth with
a weighted average in the time domain at the sacrifice of a loss of time resolu-
tion. Therefore with a suitable weighting function (positive, square integrable,
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integrates to one, and vanishes outside an interval) that we denote as WT ′(t)
with width parameter T ′, Priestley defines
Vt(f0) =
∫ ∞
−∞
WT ′(u)|Ut−u(f0)|2du.
We now have
E{Vt(f0)} =
∫ ∞
−∞
S¯t(f + f0)|Γ(f)|2df
where
S¯t(f + f0) =
∫ ∞
−∞
WT ′(u)St−u(f + f0)du,
and as such if S¯t(f) is smooth in comparison to |Γ(f)|2 then
E{Vt(f0)} ≈ S¯t(f).
[78] gives an approximate expression for the variance of the smoothed estimator
demonstrating the improvement it makes over the non-smoothed estimator.
6.5.3 Wavelets
The wavelet transform of signal X(t) at a scale |a| > 0 and time b ∈ R is given
by
W (a, b;X,ψ) =
1√|a|
∫ ∞
−∞
X(u)ψ∗
(
u− b
a
)
du.
|W (a, b;X,ψ)|2, known as the wavelet spectrum, represents the energy of a
signal that can be attributed to variations at a particular spatial scale, for
a given time b. In [82] and [93], utilising the continuous wavelet transform
as a method for estimating the ESDF is considered for the discrete set of
binary dilations {aj = 2j, j ∈ Z}. While both sets of authors state that
the wavelet spectrum provides an estimator for the spectral density, there is
little consideration given to the assumptions required to provide validity to the
statement. Here we use Priestley’s non-wavelet work on spectral estimators
to present a more natural link between the ESDF and the wavelet spectrum,
6.5 Estimating Evolutionary Spectra 144
and we present a rigorous evaluation of the assumptions required.
Consider the Morlet wavelet [9, p. 139] of general form
ψ(t) = g(t)ei2πfˆt
where g(t) is a unit norm Gaussian function centred at zero with scale pa-
rameter (or standard deviation) d (that will be suppressed in the notation),
and fˆ is the centre frequency of the wavelet. The CWT at scale |a| > 0 and
translation b ∈ R for a zero-mean semi-stationary process {Z(t)}, represented
by semi-stationary family F = {At(f)ei2πft}, can be expressed as
W (a, b;Z, ψ) =
1√|a|
∫ ∞
−∞
Z(u)g((u− b)/a)e−i2πfˆ(u−b)/adu.
By making a simple substitution this becomes
W (a, b;Z, ψ) =
1√|a|
∫ ∞
−∞
Z(u+ b)g(u/a)e−i2πfˆu/adu,
and by recognising that g(u) is symmetric, a reverse of the time variable u
gives
W (a, b;Z, ψ) =
1√|a|
∫ ∞
−∞
Z(b− u)g(u/a)ei2πfˆu/adu.
If we let ga(u) = |a|−1/2g(u/a) and fa = fˆ/a, further manipulation gives
W (a, b;Z, ψ) = ei2πfab
∫ ∞
−∞
ga(u)Z(b− u)ei2πfaudu
which aside from the phase shifting pre-multiplying factor, takes the exact
same form as Priestley’s continuous-time formulation of the filtered process
Yt(f0), where fa takes the role of f0. Comparing with (6.19) we can make the
following conclusions
E{|W (a, b;Z, ψ)|2} =
∫ ∞
−∞
|Ga,b,f+fa(f)|2|Ab(f + f0)|2dµ(f + fa)
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where Ga,t,f+fa(f) is the generalised transfer function of ga(u) with respect to
the family F . Now continuing on from Priestley’s work we can say provided
Bga ≤ ǫBZ we have
E{|W (a, b;Z, ψ)|2} =
∫ ∞
−∞
|Ga(f)|2Sb(f + fa)df +O(ǫ) (6.23)
where Ga(f) is the transfer function (Fourier transform) of ga(u).
In Chapter 5 we considered the Morlet wavelet g(u) exp(i2πt)
g(u) = d−1/2π−1/4e−t
2/(2d2),
with 1 ≤ d ≤ 10. With regards to the above formulation we can make the
following calculations. Firstly
Bga =
1√|a|
∫ ∞
−∞
|u||g(u/a)|du
= |a|1/2
∫ ∞
−∞
|a||u||g(u)|du
= |a|3/2Bg.
Using the following result
Bg =
∫ ∞
−∞
|u||g(u)|du
= 2
∫ ∞
0
ug(u)du
= −2d3/2π−1/4
∫ ∞
0
d
du
e−u
2/(2d2)du
= 2d3/2π−1/4,
gives Bga = 2(|a|d)3/2π−1/4. Further to this, via the properties of the Fourier
transform, we have Ga(f) =
√|a|G(af), where G(·) is the Fourier transform
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of g(·). We therefore conclude that
E{|W (a, b;Z, ψ)|2} ≈
∫ ∞
−∞
|a||G(af)|2Sb
(
f +
1
a
)
df (6.24)
provided 2(|a|d)3/2π−1/4 ≪ BZ . Assuming |a||G(af)|2 is a pseudo-delta func-
tion with respect to St(f);
E{|W (a, b;Z, ψ)|2} ≈ Sb(1/a). (6.25)
With Priestley’s estimator the time and frequency resolution remain constant
across the time-frequency plane, the wavelet method differs in the fact that
the time and frequency resolutions are changing with the analysis scale a. A
trade-off occurs as we alter a such that for large |a| the width Bga increases and
hence so do the errors in the approximation (6.24). However as we increase
|a| the function |a||G(af)|2 tightens and becomes more delta-like meaning the
approximation in (6.25) becomes more just.
Smoothing procedure
As stated, Priestley used a temporal smoothing procedure to reduce the sample
variance is this evolutionary spectral estimator. It is the same reason that
the wavelet spectrum |W (a, b;Z, ψ)|2 was smoothed in time — as presented
in Chapter 5. Specifically, a simple non-weighted smoothing window is used
where the width of the smoothing window is proportional to |a| to ensure
degrees of freedom in the estimator remain constant. Putting this into the
Priestley formulation we have
S{|W (a, b;Z, ψ)|2} =
∫ ∞
−∞
WT ′(a)(u)|W (a, u− b, Z, ψ)|2du
where
WT ′(a)(u) =
{
1/T ′(a) |u| < T ′(a)/2
0 otherwise,
Chapter 6. Nonstationary Processes 147
and as such for Bga ≪ BZ we have
E{S{|W (a, b;Z, ψ)|2}} =
∫ ∞
−∞
S¯b
(
f +
1
a
)
|a||G(af)|2df
where
S¯b(f) = (1/T
′(a))
∫ T ′(a)/2
−T ′(a)/2
Sb−u(f)du.
Making the assumption S¯t(f) is approximately flat compared to |a||G(af)|2
(which becomes more appropriate as a increases) then we conclude
E{S{|W (a, b;Z, ψ)|2}} ≈ S¯t(fa).
6.6 Spectral Estimation Examples
We now look at applying the discrete-time temporally smoothed Morlet wavelet
spectrum, as presented in Chapter 5, to some example nonstationary processes.
Thus far only the continuous-time formulation of the temporally smoothed
Morlet wavelet spectrum has been examined for the spectral estimation of a
continuous-time evolutionary processes. A discrete-time formulation will be
considered in detail in Chapter 7 in conjunction with a multivariate framework.
The following examples are for motivational purposes.
6.6.1 Uniformly Modulated Process
We first look at a UMP with a Gaussian modulating function as discussed in
Section 6.3. Specifically, consider the process {Zt = gtXt, t ∈ Z} where {Xt}
is the CAR(1) process described in Section 4.6.1 and used in Chapters 4 and 5
for simulation purposes, and deterministic function {gt, t ∈ Z} takes the form
gt = e
−(t−512)2/(2α2)
where α = 1024/6 (i.e. for a 1024 point realisation of the signal starting at
t = 0, the signal effectively grows from, and decays to zero). For the error
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terms in (6.23) to be ignored we require 2(|a|d)3/2π−1/4 ≪ BZ . From the
analysis of Gaussian modulating functions in Section 6.3.1, BZ ≥ 214, giving
the condition |a| ≪ 27 for the wavelet spectral estimation procedure to be
valid.
In Figure 6.2 are eight plots that demonstrate the use of the non-smoothed
and smoothed Morlet wavelet spectrum in estimating the ESDF of the UMP.
By comparing Figure 6.2(b) and 6.2(d) it seems that for the range of scales
a, while the non-smoothed wavelet spectrum |W (a, b;ψ,Z)|2 is a respectable
estimator for the ESDF, there is some discrepancy between the mean (taken
over 1000 simulations) and the true spectrum. As Figure 6.2(c) also demon-
strates, without a smoothing operation the spectral estimator is poor with
large variance across the time-scale plane. Smoothing the wavelet spectrum,
as in Figures 6.2(e) and 6.2(g) improves the individual spectral estimates by
reducing variance, however we now see that the mean spectral estimators in
Figures 6.2(f) and 6.2(h) are distorted representations of the true ESDF.
6.6.2 Wold-Crame´r Nonstationary Process
We now progress from the UMP to a more complex form of nonstationary
process. We first introduce the continuous-time version of the Wold-Crame´r
representation (6.16);
Z(t) =
∫ ∞
−∞
h(t, τ)ν(t− τ)dτ (6.26)
where h(t, τ) is a time-varying filter and {ν(t)} is a zero-mean continuous-time
white noise process with unit variance. This has the equivalent representation
(analogously to (6.18))
Z(t) =
∫ ∞
−∞
Ht(f)e
i2πftdζν(f).
To apply the wavelet spectrum to the Wold-Crame´r evolutionary model we
look at a practical engineering example. Wang and Fish [104] [105] use the
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Figure 6.2: Spectral analysis for the UMP. (a) shows the evolutionary spec-
tral density of the UMP in time-frequency space (for the positive half of the
spectrum only). (b) shows the ESDF in the Morlet wavelet’s time-scale space
(with the mapping a = 1/f). (c) is a single realisation of the non-smoothed
wavelet spectrum in time-scale space. (d) is the mean non-smoothed wavelet
spectrum. (e) and (g) are single realisations of the smoothed wavelet spectrum
with smoothing parameters κ0 = 6 and κ0 = 12 respectively. (f) and (h) are
the corresponding mean smoothed wavelet spectra.
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continuous-timeWold-Crame´r nonstationary framework to model arterial blood
flow. The time-varying filter in (6.26) takes the form
h(τ, t) = A
√
p(t)
σt(t)
exp
{
− τ
2
2σ2t (t)
}
exp[2πifm(t)τ ].
Using the discrete-time theory we can define the continuous-time Wold-Crame´r
spectrum in the usual way as the magnitude squared of the Fourier transform
of h(τ, t) (with respect to τ), giving [69]
St(f) =
p(t)
[2π]1/2σf (t)
exp
{
− [f − fm(t)]
2
2σ2f (t)
}
(6.27)
where σf (t) = [2
3/2σt(t)]
−1. In these expressions p(t), fm(t) and σf (t) describe
how the mean frequency, bandwidth and Doppler signal power, respectively,
vary with time. In this specific case we have that
σf (t) = α + ζ exp[−(t− ξ)2/(2δ2)] (6.28)
where α = 100Hz, ζ = 200Hz, ξ = 0.1325s and p(t) = σf (t). We analyse 4330
point realisations of this process simulated with a sampling interval of 0.15 ms.
For these conditions, the time-dependent evolutionary spectra as defined by
(6.27) is plotted in Figure 6.3(a). Using the scale-frequency mapping a = 1/f
it is possible to represent the Wold-Crame´r spectrum in a Morlet wavelet time-
scale space as in Figure 6.3(b). Figure 6.3(c) shows a single realisation of the
non-smoothed wavelet spectrum, with Figure 6.3(d) showing the mean non-
smoothed wavelet spectrum over 1000 simulations. It is clear to see from the
plot that the non-smoothed wavelet spectrum has a mean that matches the
true Wold-Crame´r spectrum, however variance across the time-scale plane is
high. By smoothing the wavelet spectrum (with parameter κ0 = 12), we are
able to produce an estimator of the Wold-Crame´r spectrum that has much
less variation across the time-scale plane — Figure 6.3(e). Smoothing gives
an improved estimator from a single realisation, although the mean smoothed
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Figure 6.3: Wold-Crame´r spectra for the arterial blood flow process. (a) shows
the Wold-Crame´r spectrum in time-frequency space. (b) shows the Wold-
Crame´r spectrum in the Morlet wavelet’s time-scale space (with the transform
a = 1/f). (c) is a single realisation of the non-smoothed wavelet spectrum in
time-scale space. (d) is the mean non-smoothed wavelet spectrum. (e) is a
single realisation of the smoothed wavelet spectrum with smoothing parameter
κ0 = 12. (f) is the corresponding mean smoothed wavelet spectra.
wavelet spectrum in Figure 6.3(f) is noticeably different to the true Wold-
Crame´r spectrum (i.e. smoothing bias has been introduced).
The fact that the expected value of the wavelet spectrum is such a close
match to the true Wold-Crame´r spectrum indicates two important things.
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Firstly we can say, without further analysis on the time-varying filter h(τ, t),
that this process appears to be oscillatory. The wavelet spectrum gives us a
direct link to true frequency and with this close match it appears as though
frequency can be interpreted as a meaningful quantity. Secondly the char-
acteristic width of this nonstationary process is significantly larger than the
characteristic width of the Morlet wavelet.
6.7 Other models for Nonstationarity
We now briefly outline some further models of nonstationarity that have been
developed in the literature and discuss their suitability in modelling naturally
occurring nonstationary time series.
6.7.1 Locally Stationary Processes
For parametric and nonparametric analysis of stationary random processes it
is often necessary to take an asymptotic approach because estimating the sta-
tistical characteristics of a time series from a finite set of observations has ob-
vious short-comings. For instance, suppose the SOS process {Xt} is observed
at times 0, ..., T − 1, say, statistical properties, including estimators for the
spectral density, are best assessed in the limit of T → ∞. In the nonstation-
ary case such an asymptotic approach is often meaningless as extending time
into the future provides no information on the statistics of the present. For
example with Priestley’s evolutionary model, to estimate the spectral density
at a particular time point, t0 say, we require sampled data points to be located
in close proximity to t0, dictated by the characteristic width of the process.
However this restriction on the number of data points leads to the recurring
problem of leakage, and extending the number of data points is counterproduc-
tive to analysing a localised portion of the process. For an asymptotic theory
of nonstationary processes we turn to the work of Dahlhaus [19], [20], [21].
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Dahlhaus begins with the motivating example of the nonstationary process
Zt = a(t)Zt−1 + ǫt (6.29)
where {ǫt} is a Gaussian white noise process. By observing {Zt} at times
t = 0, ..., T − 1 we have information about a(t) on the grid [0, ..., T − 1]. We
now restrict ourselves to inference on the time interval [0, T − 1]. Dahlhaus
proposed that the asymptotic analysis considers an increase in T to be an
observation of a(t) on a finer grid, but on the same interval, as supposed to
extending time into the future. That is, we observe the process
Zt,T = a
(
t
T
)
Zt−1,T + ǫt, for t = 0, ..., T − 1
where a is now rescaled to the time interval [0, 1]. An increase in T increases
the number of observations we make of a : [0, 1] → R. Dahlhaus extended
this to the evolutionary model by considering a rescaling of the amplitude
modulating function with processes of the form
Zt,T =
∫ 1/2
−1/2
A
(
t
T
, f
)
ei2πftdζ(f).
The motivating example (6.29) fails to exactly have this representation, so
Dahlhaus gave the more general definition that a sequence of zero-mean ran-
dom variables {Zt,T , t = 0, ..., T−1} is locally stationary with transfer function
A0 if there exists a representation
Zt,T =
∫ 1/2
−1/2
A0t,T (f)e
i2πftdζ(f)
where {ζ(f)} is an orthogonal increment process and there exists a periodic
function (unit period) A : [0, 1]× R→ C such that for some K > 0
sup
t,f
∣∣∣∣A0t,T (f)− A
(
t
T
, f
)∣∣∣∣ ≤ KT−1
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for all T ; A(t, f) is assumed continuous in t.
In contrast to Priestley’s formulation, the parameter T now plays a key
role in defining the process, as indicated by its presence in the notation. An
increase in T should not be thought of as an observation of a continuous-time
process on an increasingly fine grid, but instead as an abstract setting by which
we increase the amount of data we collect to study the local structure of the
nonstationary process.
We will not go into anymore detail on the local stationary process here.
They have been presented to raise awareness of their existence. Dahlhaus
himself notes in [19] that it is meant as a theoretical exercise in defining
a meaningful asymptotic theory to nonstationarity and applications to the
physical sciences are extremely limited. He states that Priestley’s formulation
with accompanying estimation procedure is designed for physically meaning-
ful representations and is much more suited to applications in the physical
sciences.
6.7.2 Wavelet Processes
The concept of the wavelet nonstationary process was developed by Nason et
al [67]. The Crame´r representation of a stationary process (2.3) and Priestley’s
evolutionary representation (6.10) use the complex sinusoids, {ei2πft}, as their
basis of decomposition. The wavelet processes instead use a set of locally
supported wavelets {ψjk, j ∈ Z, k ∈ Z} for decomposition where
ψjk(t) = 2
j/2ψ(2j(t− k))
for a sufficiently well concentrated mother wavelet ψ(t). A zero-mean nonsta-
tionary random process can be constructed as
Zt =
−1∑
j=−∞
∞∑
−∞
ηjkψjk(t)
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where ηjk is a random coefficient with E{ηjk} = 0 and cov{ηjkηlm} = Wjkδjlδkm.
This allows for a genuine and analytical time-scale spectrumWjk to be defined.
The time-scale wavelet spectrum is the power of the process associated with
oscillations over a scale 2−j and time index k. Further to this, an asymptotic
framework akin to the work of Dahlhaus was also constructed by Nason et
al. These processes, called locally stationary wavelet processes, use the same
double indexing t, T to construct an abstract setting for asymptotic statistical
analysis. The locally stationary wavelet processes have been extended to a
multivariate setting, and the concept of wavelet coherence, which is now well
defined in time-scale space, has been analysed in [50]. This includes an asymp-
totic statistical treatment of the statistics of a wavelet coherence estimator.
The wavelet process model provides a logical framework for defining non-
stationarity and offers a straightforward route to simulating nonstationary
processes that have a well defined wavelet spectrum. This can again be seen
however as a theoretical nicety. The use of wavelet processes in modelling
naturally occurring time series is troublesome and examples are rare. The
complex exponentials together with the concept of frequency form a more nat-
ural and physically meaningful basis in which to work and consequently have
more immediate and obvious applications for modelling naturally occurring
nonstationary processes, for example the uniformly modulated processes.
156
Chapter 7
Coherence of Evolutionary
Processes
In the previous chapter we introduced the evolutionary processes as formu-
lated by Priestley and showed that through careful considerations it is possi-
ble to derive a meaningful time-varying spectral density function, the ESDF,
that is estimable with both Priestley’s spectral estimator and the temporally
smoothed Morlet wavelet spectrum. We have stated that coherence for a pair
of stationary processes is a measure of correlation in frequency space. The
ordinary coherence for a pair of jointly SOS processes {X1,t} and {X2,t} is
defined as
γ2(f) =
|S12(f)|2
S11(f)S22(f)
where S11(f) and S22(f) are the spectral density functions and S12(f) is the
cross-spectral density function. In the final two chapters we explore the con-
cept of coherence for nonstationary processes. Provided that for a pair of
nonstationary processes {Z1,t} and {Z2,t} with meaningful spectral density
functions S11(t, f) and S22(t, f), we can also define a meaningful cross-spectral
density function S12(t, f), then it seems logical that we can define the coher-
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ence in an analogous way
γ2(t, f) =
|S12(t, f)|2
S11(t, f)S22(t, f)
(7.1)
that measures the oscillatory correlations at a particular point in time. In this
chapter we turn our attention to the notion of coherence in Priestley’s oscil-
latory processes, and specifically to estimating coherence for these processes
with Priestley spectral estimation approach and the TWCOH estimator.
7.1 Multivariate Evolutionary Processes
Priestley and Tong presented the bivariate framework of the oscillatory pro-
cesses in [83]. Extension to the p > 2 case is straightforward and consequently
not considered here.
Consider the continuous bivariate process {Zt = [Z1(t), Z2(t)]T , t ∈ R} for
which we can write the component processes as
Zl(t) =
∫ ∞
−∞
Al,t(f)e
i2πftdζl(f) l = 1, 2
where the orthogonal increment processes {ζl(f)} follow the standard rules for
l = 1, 2
E{dζl(f)dζ∗l (f ′)} = 0 f 6= f ′,
E{|dζl(f)|2} = dµll(f),
and for l, k = 1, 2, l 6= k
E{dζl(f)dζ∗k(f ′)} = 0 f 6= f ′,
E{dζl(f)dζ∗k(f)} = dµlk(f).
We now let {F1,F2} denote the vector family of oscillatory functions
{φ1,t(f) = A1,t(f)ei2πft, φ2,t(f) = A2,t(f)ei2πft} with respect to which we can
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represent the bivariate process {[Z1(t), Z2(t)]T , t ∈ R}. [83] defines the evolu-
tionary cross-spectral density function (ECSDF). Provided the measure µ12(f)
is differentiable, then with respect to the families F1 and F2 the ECSDF
S12,t(f) of the bivariate oscillatory process {Z(t)} is given as
S12,t(f)df = A1,t(f)A
∗
2,t(f)dµ12(f),
or alternatively is defined as
S12,t(f) = A1,t(f)A
∗
2,t(f)S12(f)
where S12(f) is the CSDF for the stationary processes defined in the usual
way (2.3) by the orthogonal increment processes {dζ1(f)} and {dζ2(f)}.
At this point it becomes convenient to use matrices. We can equally say
that the bivariate process {Zt} can be expressed as
Z(t) =
∫ ∞
−∞
At(f)e
i2πftdζ(f) (7.2)
where
At(f) =
[
A1,t(f) 0
0 A2,t(f)
]
, dζ(f) = [dζ1(f), dζ2(f)]
T . (7.3)
In this situation matrices are being used purely as a method of simplifying
notation. We are dealing with two individual processes represented with their
own modulating function and orthogonal process. As such, the off-diagonal
terms in At(f) are zero. The consequence of non-zero off-diagonal terms is
looked at in Section 8.2.
Using this notation it is convenient to express the ESDF matrix as [83]
St(f) = At(f)S(f)A
H
t (f) (7.4)
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where
S(f)df = E{dζ(f)dζH(f)} =
[
S11(f) S12(f)
S21(f) S22(f)
]
df.
The evolutionary spectral properties of the bivariate process are represented
by the matrix
St(f) =
[
S11,t(f) S12,t(f)
S21,t(f) S22,t(f)
]
.
7.2 Coherence for Evolutionary Processes
Now that we have a clearly defined concept of the cross-spectrum for a bivariate
oscillatory process it is possible to proceed with a definition of coherence in
the usual manner. The ordinary coherence γ2t (f), now a function of both f
and time index t, is defined as [83]
γ2t (f) =
|S12,t(f)|2
S11,t(f)S22,t(f)
.
Using (7.4) we have
γ2t (f) =
|A1,t(f)A∗2,t(f)S12(f)|2
|A1,t(f)|2S11(f)|A2,t(f)|2S22(f) .
This in fact reduces down to the ordinary coherence for the stationary processes
defined in the normal way by {ζ1(f)} and {ζ2(f)}, giving
γ2t (f) =
|S12(f)|2
S11(f)S22(f)
. (7.5)
Thus the resulting coherence for an oscillatory process is itself time-invariant.
We retain the index t to distinguish it from stationary coherence.
As in the stationary case, for complex-valued processes we can extend the
framework to deal with relation terms. This was not considered by Priestley,
however the extension is natural and presented here. First, let us consider a
univariate zero-mean complex-valued oscillatory process {Z(t)} with represen-
7.2 Coherence for Evolutionary Processes 160
tation (6.10) and ESDF St(f). The conjugated process will have representation
Z∗(t) =
∫ ∞
−∞
A∗t (f)e
−i2πftdζ∗(f)
=
∫ ∞
−∞
A∗t (−f)ei2πftdζ∗(−f). (7.6)
We conclude from the properties of At(f) that the Fourier transform of A
∗
t (−f)
will too be peaked at zero and hence {Z∗(t)} is oscillatory with ESDF St(−f).
Furthermore it follows that the characteristic width of {Z∗(t)} is equal to the
characteristic width of {Z(t)}.
For a bivariate process {Z(t)}, let {Zˇ(t) = [ZT (t),ZH(t)]T , t ∈ R} be the
augmented vector process. Using (7.2) and (7.6) this can be represented as
Zˇ(t) =
∫ ∞
−∞
Aˇt(f)e
i2πftdζˇ(f)
where
Aˇt(f) =
[
At(f) 0
0 A∗t (−f)
]
, ζˇ(f) = [ζT (f), ζH(−f)]T .
The augmented ESDF matrix is defined as
Υt(f) = AˇtΥ(f)Aˇ
H
t
where Υ(f)df = E{dζˇ(f)dζˇ(f)H} is the augmented SDF (see Section 2.3 and
equation (2.6)) for the complex-valued SOS process with representation
X(t) =
∫ ∞
−∞
ei2πftdζ(f).
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Analogously, the augmented ESDF matrix takes the form
Υt(f) =
[
St(f) Rt(f)
R∗t (−f) S∗t (−f)
]
=


S11,t(f) S12,t(f) R11,t(f) R12,t(f)
S21,t(f) S22,t(f) R21,t(f) R22,t(f)
R∗11,t(−f) R∗12,t(−f) S∗11,t(−f) S∗12,t(−f)
R∗21,t(−f) R∗22,t(−f) S∗21,t(−f) S∗22,t(−f)

 . (7.7)
The diagonal elements of this matrix are true evolutionary spectral density
functions for the individual processes. All off-diagonal terms are cross-spectra.
Slm,t(f), l 6= m, are simply conventional evolutionary cross-spectral density
functions. Rll,t(f) is the evolutionary relation spectral density function for
the process {Zl(t)}, which can be thought of as the being the ECSDF of
{Zl(t)} and {Z∗l (t)}. Rlm,t(f) are evolutionary relation cross-spectral density
functions, in other words Rlm,t(f) would be the ECSDF for the processes
{Zl(t)} and {Z∗m(t)}. As in the stationary case, we can extend the notion of
coherence to the three following types:
1. the ordinary coherence γ2lm,t(f) for the pair of processes {Zl(t)} and
{Zm(t)} is defined as
γ2lm,t(f) =
|Slm,t(f)|2
Sll,t(f)Smm,t(f)
; (7.8)
2. the conjugate coherence γ2lm∗,t(f) for the pair of processes {Zl(t)} and
{Z∗m(t)} is defined as
γ2lm∗,t(f) =
|Rlm,t(f)|2
Sll,t(f)Smm,t(−f) ; (7.9)
3. the conjugate coherence γ2ll∗,t(f) for the pair of processes {Zl(t)} and
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{Z∗l (t)} is defined as
γ2ll∗,t(f) =
|Rll,t(f)|2
Sll,t(f)Sll,t(−f) . (7.10)
As in (7.5) these reduce down to the time-invariant stationary equivalents.
To estimate the ordinary or conjugate coherence measures defined above
we need to construct an estimator Υˆt(f) of the augmented ESDF matrix
Υt(f). In Section 6.5 was presented two estimation procedures for the ESDF
of a univariate process. The Priestley method of estimation and the tempo-
rally smoothed wavelet spectrum. Rigorous treatment on the conditions for
forming an unbiased estimator were discussed and the wavelet method was
demonstrated on some simple nonstationary processes. We now extend these
spectral estimators to the multivariate case and demonstrate how distribu-
tional properties of the TWCOH estimator lend themselves to the coherence
estimation in the evolutionary case.
7.3 Multivariate Evolutionary Spectral Estimators
The following multivariate framework was presented in [83]. Here we extend it
to augmented complex vector-valued processes. Given a finite length-T realisa-
tion of a bivariate zero-mean complex-valued process {Z(t) = [Z1(t), Z2(t)]T},
for a unit norm filter {g(u)} (with Fourier transform Γ(f)) the complex vector-
valued filtered process Ut(f0) is defined as
Ut(f0) =
∫ ∞
−∞
g(u)Zˇ(t− u)e−i2πf0(t−u)du,
where {Zˇ(t) = [ZT (t),ZH(t)]T}. Analogously to the univariate case, defining
the characteristic width of {Z(t)} to be BZ = min{BZ1 , BZ2} [83], provided
Bg ≪ BZ ≪ T , then the results in Section 6.5.1 apply to all the elements of
Υt(f), giving
E{Ut(f0)UHt (f0)} ≈ Υt(f0)
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where Υt(f) is the augmented ESDF matrix for the process {Z(t)}, assumed
to be smooth with respect to |Γ(f)|2. Using a weighting function WT ′(u) with
width parameter T ′, the weighted temporal average is defined as
Vt(f0) =
∫ ∞
−∞
WT ′(u)Ut−u(f0)U
H
t−u(f0)du,
with
E{Vt(f0)} =
∫ ∞
−∞
Υ¯t(f + f0)|Γ(f)|2df,
where
Υ¯t(f + f0) =
∫ ∞
−∞
WT ′(u)Υt−u(f + f0)du.
As such if all entries in Υ¯t(f) are smooth in comparison to |Γ(f)|2 then
E{Vt(f0)} ≈ Υ¯t(f0).
It was shown in Section 6.5.3 that manipulation of the continuous Morlet
wavelet transform allowed direct comparisons to be drawn between Priestley’s
spectral estimator and the temporally smoothed Morlet wavelet spectrum.
Following an analogous argument, but replacing the univariate process with
the multivariate augmented process {Zˇ(t)} we conclude that for the Morlet
wavelet
ψ(t) = d−1/2π−1/4ei2πte−
1
2(
t
d)
2
,
at scales |a| > 0 and times b ∈ R, provided Bga = 2(|a|d)3/2π−1/4 ≪ BZ and
the entries of the augmented ESDF are smooth and slowly-varying in f , then
E{W (a, b; Zˇ, ψ)WH(a, b; Zˇ, ψ)} ≈ Υb(1/a). (7.11)
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Further to this we have that the temporally smoothed wavelet spectrum
S{W (a, b; Zˇ, ψ)WH(a, b; Zˇ, ψ)} =∫ b+T ′(a)
2
b−T
′(a)
2
W (a, u− b; Zˇ, ψ)WH(a, u− b; Zˇ, ψ)du ≈ Υ¯b(1/a)
where
Υ¯b(1/a) = (1/T
′(a))
∫ T ′(a)/2
−T ′(a)/2
Υb−u(1/a)du
with T ′(a) as the length of the rectangular smoothing window, proportional
to scale a.
7.4 Discrete-Time TWCOH Estimator
We now move to a discrete-time formulation. Suppose we sample N points
{Zn, n = 0, ..., N − 1} of the continuous-time semi-stationary process {Z(t)}
with a sampling interval ∆, provided Υt(f) ≈ 0 for all |f | > 1/(2∆) and at
every t in the observation window, we can use the discrete-time formulation
of the CWT from Section 5.3 to write
W (a, b; Zˇ, ψ) = ∆
N−1∑
n=0
Zˇn λa,b,d;n e
−i2π(n∆−ba ) (7.12)
where λa,b,d;n = π
−1/4(|a|d)−1/2e− 12(n∆−bad )
2
.
To derive distributional results for TWCOH in the semi-stationary case
we first recall the stationary results of Section 5.5. With consideration of the
valid values of scales a and times b — see Section 5.3.1 — for a N point
sampled realisation {Xn, n = 0, ..., N − 1} of a jointly SOS bivariate process
{X(t) = [X1(t), X2(t)]T , t ∈ R}, the matrix of temporally smoothed wavelet
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spectra is defined as
ΩˆX(a, b)≡


S{X1, X1} S{X1, X2} S{X1, X∗1} S{X1, X∗2}
S{X2, X1} S{X2, X2} S{X2, X∗1} S{X2, X∗2}
S{X∗1 , X1} S{X∗1 , X2} S{X∗1 , X∗1} S{X∗1 , X∗2}
S{X∗2 , X1} S{X∗2 , X2} S{X∗2 , X∗1} S{X∗2 , X∗2}

,
where we use the short hand notation
S{Xj , Xk} ≡ S{W (a, b;Xj , ψ)W ∗(a, b;Xk, ψ)}
=
1
2M + 1
b0+M∑
l=b0−M
W (a, l∆;Xj , ψ)W
∗(a, l∆;Xk, ψ).
Table 5.1 defines the smoothing parameterM . It has been shown that ΩˆX(a, b)
is equivalent to Υˆb(1/a), a maximally overlapped WOSA spectral estimator of
the augmented SDF matrixΥ(f) of process {Xt}, utilising a sub-portion of the
observed process of length NP — see (5.19) — centered around time b. For a
pair of jointly stationary Gaussian processes it was shown that asymptotically
as NP →∞
ΩˆX(a, b)
d
= (1/ϕ)WC4 {ϕ,Υ(1/a)}, (7.13)
where the complex degrees of freedom of the estimator are ϕ, calculated from
the multitaper formulation — see (5.33).
We now turn our attention to the semi-stationary processes. As has been
stated, the result in (7.13) is an asymptotic distribution for large NP . In the
stationary case asymptotic considerations are natural due to the time-invariant
statistical properties of an SOS process. In the nonstationary case more care
is needed.
A discussion on the asymptotic considerations needed for nonstationary
processes was presented in Section 6.7. For the spectral estimation of semi-
stationary processes, restrictions on the size of NP are enforced by the rate
at which the ESDF changes in time. For a zero-mean semi-stationary process
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{Zt} with augmented EDSF matrix Υt(f) and characteristic width BZ, not
only does the condition Bga = 2(|a|d)3/2π−1/4 ≪ BZ need to be satisfied for
(7.11) to hold, but for the distributional results for stationary processes to
be valid in the semi-stationary case it is also necessary that stationarity can
be assumed across the time interval ∆NP . This is ensured by the stricter
condition of ∆NP < BZ. Provided this condition is satisfied the signal portion
upon which the analysis is performed, {Z˜n = Z(b0−NS−12 −M+n), n = 0, ..., NP −
1}, can be assumed to be a portion of a bivariate SOS process and the ESDF
matrix will be approximately constant over time ∆NP . Therefore the matrix
ΩˆZ(a, b) ≡ S{W (a, b; Zˇ, ψ)WH(a, b; Zˇ, ψ)}
will have expected value Υb(1/a). With this restriction on the size of NP the
asymptotic result of (7.13) now needs to be treated with some caution.
By considering the multitaper formulation of temporally smoothed Morlet
wavelet spectra (5.30), Walden [102] in fact shows that for finite signal lengths,
up to second order moments, the Wishart distribution is still appropriate pro-
vided the analysis frequency, in this case f = 1/a, lies within a frequency
band W < |f | < fN − W , where W → 0 as the signal portion and taper
lengths tend to infinity. (2W is the bandwidth of the overall spectral window
of the multitaper estimator — see [102]). It has been shown in Section 5.6
that (7.13) appears valid for typical scale values and smoothing parameters,
including those that give relatively small values of NP (in the order of 128),
and so we can say that ΩˆZ(a, b) will be approximately distributed as
ΩˆZ(a, b)
d
=WC4 {ϕ,Υb(1/a)}.
Invoking Theorem 2.8.2, we conclude that the three types of TWCOH
estimator (5.35), (5.36) and (5.37) will be approximately Goodman distributed
with true coherence values (7.8), (7.9) and (7.10), respectively, and ϕ complex
degrees of freedom — see (5.33).
Chapter 7. Coherence of Evolutionary Processes 167
0 200 400 600 800 1000
−2
0
2
time
Figure 7.1: Real part of a realisation of the UMP {Zt} used in Section 7.5.1.
The bars indicate the lengthNP of the signal portion used in analysis of a single
point, for smoothing parameters (top) κ0 = 9.6 and (bottom) κ0 = 24.6.
This result will now be verified with some examples.
7.5 Wavelet Coherence Examples
7.5.1 Time-and-Frequency-Invariant Coherence
Firstly we consider a special case where the coherence is not only invariant to
time, but also invariant to frequency. Once again we consider the improper
SOS CAR(1) process which we will now label {Xt}, and form the jointly
stationary bivariate process {[Xt, X∗t ]T}. It is known that the conjugate co-
herence, which we label γ2∗(f), is equal to 0.36 for all frequencies. If we now
let {Zt} be a UMP with Zt = htXt where ht is a finite-valued deterministic
modulating function, Priestley’s work on the coherence of evolutionary pro-
cesses tells us that the conjugate coherence γ2∗,t(f) for the bivariate process
{[Zt, Z∗t ]T} will be equal to 0.36 for all frequencies and all time.
We simulate five thousand realisations of the CAR(1) SOS process and
modulate with the function ht = exp(−(t − 512)2/2σ2), where σ = 1024/6.
Using the analysis of Section 6.3.1, BZ ≥ 214. Four different smoothing factors
of κ0 = 9.6, 14.6, 19.6 and 24.6 (resulting in complex degrees of freedom
equal to 8, 12, 16 and 20 respectively) are applied in calculating the wavelet
coherence measures at the time-scale point b = 512 and a = 18. The five
thousand wavelet coherence samples for the four different levels of smoothing
were collated in a histogram format, and with the use of kernel smoothing the
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Figure 7.2: Probability density functions of the coherence estimates approxi-
mated from five thousand realisations of the bivariate UMP from Section 7.5.1
using the smoothing parameters κ0 = (a) 9.6, (b) 14.6, (c) 19.6 and (d) 24.6.
Plotted with a dashed line is the appropriate Goodman distribution assumed
under stationarity.
estimated PDF is plotted in Figure 7.2. The dotted line is the true PDF of
the Goodman distribution for the appropriate complex degrees of freedom. In
Figure 7.3 we also draw the corresponding Q-Q plots for the four smoothing
parameters.
For the smallest smoothing window (where NP = 455) the distribution of
the wavelet coherence estimates match the appropriate Goodman distribution
very closely. As the smoothing window increases the degrees of freedom also
increase but the match with the appropriate Goodman distribution weakens.
We attempt to explain this observation with the idea that as the smoothing
window increases, NP becomes significantly larger than BZ and the assumption
that the process is stationary across the signal portion fails to hold. Hence
the statistics start to deviate from the those derived using this assumption.
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Figure 7.3: Q-Q plots constructed using five thousand estimates for the
smoothing parameters κ0 = (a) 9.6, (b) 14.6, (c) 19.6 and (d) 24.6.
The variance in the coherence estimates increase, which manifests itself as a
lengthening of the distribution’s tails. This is also recognised as being the
cause of the skew away from unit gradient in the Q-Q plot — see Figure 7.3.
On these Q-Q plots is marked 0.36, the true value of the MSCOH, through
which the curve runs.
7.5.2 Frequency-Dependent Coherence
We now consider a bivariate UMP in which we introduce frequency variation to
the coherence as follows. Consider a SOS process {Wt} with spectral density
SWW (f). From {Wt} we define the pair of stationary processes X1,t = Wt+ ǫt
and X2,t = Wt + νt where {ǫt} and {νt} are zero-mean independent white
noise processes with variances σ2ǫ and σ
2
ν respectively. {X1,t} will have SDF
SWW (f)+σ
2
ǫ and {X2,t} has SDF SWW (f)+σ2ν . The CSDF is equal to SWW (f).
The ordinary coherence for the pair of jointly stationary processes {X1,t} and
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Figure 7.4: Real parts of a realisation of the bivariate UMP from Section 7.5.2.
{X2,t} takes the form
γ2(f) =
S2WW (f)
[SWW (f) + σ2ǫ ][SWW (f) + σ
2
ν ]
. (7.14)
With a finite-valued deterministic modulating function gt we define the bivari-
ate UMP {[gtX1,t, gtX2,t]T}. The coherence γ2t (f) is time invariant and equal
to the expression in (7.14).
For this specific example we let {Wt} be the CAR(1) process. The white
noise processes are Gaussian with σ2ǫ = σ
2
ν = 1, and we modulate {X1,t}
and {X2,t} with the function gt = exp(−(t − t0)/2σ2), with t0 = 512 and
σ = 1024/6. In Figure 7.4 we plot the real part of a single realisation of
the nonstationary signals {gtX1,t} (top) and {gtX2,t} (bottom). Five thou-
sand realisations of the bivariate UMP were generated. Under stationarity,
the Goodman distribution for coherence dictates that if γˆ2(a, b) is the raw
TWCOH estimator with ϕ complex degrees of freedom, then an (approxi-
mately) unbiased estimator is given by γ˜2(a, b) = [γˆ2(a, b)−(1/ϕ)]/[1−(1/ϕ)].
The debiased mean coherences across time for the scales a = 6, 12, 18 and
24 are plotted in Figures 7.5(a) and (c) for κ0 = 6 (ϕ = 5 complex degrees
of freedom) and κ0 = 12 (ϕ = 10), respectively. Dotted lines show true co-
herence values, γ2b (1/a). To provide an indication of how the block size NP
— the length of the portion of signal that is used in calculating the coherence
— varies with a, the horizontal bars show the block size for a = 6 (top) and
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Figure 7.5: Left column: Debiased mean coherence estimates from 5000 simu-
lations for scales a = 6, 12, 18, 24 (top to bottom) using smoothing with (a)
κ0 = 6 (b) κ0 = 12. Dotted lines show true coherence values. Horizontal bars
show the block size, NP , for a = 6 (top) and a = 24 (bottom). Right column:
Corresponding Q-Q plots for same scales at a single time point b = 512 for
smoothing with (b) κ0 = 6, (d) κ0 = 12.
a = 24 (bottom). Figures 7.5(b) and (d) give the corresponding Q-Q plots
for the four scales at the time point b = 512. (The results are representative
for general b values.) Estimated debiased mean coherence remains approxi-
mately constant across time as the evolutionary model predicts and there is
good agreement with the expected value under the assumed Goodman distri-
bution. The Q-Q plots show very close agreement between ordered sample
values (over the 5000 simulations) and quantiles of the Goodman distribution
having ϕ complex degrees of freedom.
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7.6 Priestley’s Coherence Estimator
With respect to Priestley’s estimation scheme, Kiehm and Me´lard apply the
spectral estimator experimentally in [51] to examples of process that give time
dependent coherences [63]. Specifically they look at some bivariate examples
of the one-sided infinite moving-average representation whose univariate for-
mulation was presented in Section 6.4. A multivariate formulation, along with
a study of coherence for this model will be looked at in Chapter 8. By simu-
lating these processes Kiehm and Me´lard were able to gain some experimental
insight into the bias of coherence estimators derived using this spectral esti-
mation procedure, however mathematical expressions are not apparent in the
literature.
In [36] the authors offer a spectral estimation procedure for evolutionary
processes. Like Priestley’s estimator, it is also based on the filtering of a com-
plex demodulated signal. However to reduce bias, instead of smoothing in the
time domain the spectral estimates are averaged over a discrete set frequen-
cies {fm, m = −M,−M + 1, ...,M}, say, that are evenly spaced around the
frequency of interest f0. Relying on the filter being sufficiently concentrated
as to render the individual estimates at each fm, m = −M, ...,M uncorrelated
(a consequence of the property of the orthogonal increment process), the co-
herence estimator for a pair of processes formed from the averaged spectral
estimators is shown to be Goodman distributed, under the null hypothesis of
Gaussian joint stationarity.
The methodology used in deriving the distribution of the TWCOH in the
stationary case is not dependent on the tapering function being Gaussian
shaped, or indeed that the smoothing window is rectangular. With this in
mind we can therefore relate this statistical analysis to the Priestley evolu-
tionary spectral estimators to derive statistical results for the ESDF matrix
estimators and time-frequency coherence. We first derive the results for Gaus-
sian jointly stationary processes. This will then be extended to a general
semi-stationary bivariate process.
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7.6.1 Priestley’s Estimator for Discrete-Time SOS Processes
Priestley proposes a discrete-time formulation to his continuous-time ESDF
estimator in [81]. Here we extend it to consider complex vector-valued pro-
cesses. Let {Xt} be a zero-mean bivariate complex-valued jointly SOS pro-
cess sampled with unit time interval (∆ = 1). For the augmented process
{Xˇt = [XTt ,XHt ]T}, let
Ut(f0) =
∞∑
u=−∞
guXˇt−ue
i2πf0(t−u)
where {gu} is a discretised filter with
∑∞
u=−∞ g
2
u = 1 and Fourier transform
Γ(f) =
∑∞
u=−∞ gue
−i2πfu. The logical extension to a signal sampled at an
arbitrary sampling interval ∆ is
Ut(f0) = ∆
∞∑
u=−∞
g(u∆)Xˇ(t− u∆)e−i2πf0(t−u∆), |f0| < fN .
The filter {g(·)} is chosen to be symmetric around zero (i.e. g(u∆) = g(−u∆)),
and as such by reversing the time variable we can write
Ut(f0) = ∆
∞∑
u=−∞
g(u∆)Xˇ(t+ u∆)e−i2πf0(t+u∆).
We now make the substitution n∆ = t+ u∆ to give
Ut(f0) = ∆
∞∑
n=−∞
g(n∆− t)Xˇ(n∆)e−i2πf0(n∆)
= e−i2πf0t∆
∞∑
n=−∞
Xˇ(n∆)g(n∆− t)e−i2πf0(n∆−t).
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Say we observe a finite length realisation of the random process at the times
0, ∆, 2∆, ..., (N − 1)∆, the sum can be reduced to
Ut(f0) = e
−i2πf0t∆
N−1∑
n=0
Xˇ(n∆)g(n∆− t)e−i2πf0(n∆−t).
which besides from the complex phase factor outside of the sum, is equiva-
lent to the discrete-time formulation of the wavelet transform (7.12). In this
discrete formulation, for the smoothed estimator Vt(f0) becomes
Vt(f0) =
M∑
u=−M
WuUt−u(f0)U
H
t−u(f0)
where {W−M ,W−M+1, ...,WM} is a set of weights that sum to one, and the time
period 2M∆ corresponds to the time interval T ′ from Priestley’s continuous-
time formulation. For an arbitrary (l,m)th element Vlm,t(f0) of the 4 × 4
matrix Vt(f0), assuming {g(u)} vanishes outside an interval that is much less
than (N − 1)∆, and thus can be represented as a finite sequence g0, ..., gNS−1
with NS − 1≪ N , in an identical way to (5.29)
Vlm,t(f0) = ∆D
H
l BB
TDm.
Here Dl = [Dl,0, ..., Dl,NP−1]
T where Dl,n =
˜ˇX∗l,n exp{i2πf0l∆} and the signal
portion { ˜ˇXl,n ≡ Xˇn,(t−NS−1
2
−M+n)
, n = 0, ..., NP−1} is the NP = 2M + NS
contiguous points of the process used in calculating Vt(f0). B is a matrix of size
2M+1 by NP and the jth column will be the vector
√
Wjg
′
j,n , n = 0, 1, ..., NP
with
g′j,n =
{
gn−j, if n = j, ..., j +NS − 1;
0, otherwise.
Chapter 7. Coherence of Evolutionary Processes 175
The matrix BBT will have NB = 2M + 1 non-zero positive eigenvalues σ0 ≥
... ≥ σNB−1 and as such the SDF estimator Vlm,t(f0) of Υlm(f0) will have
ϕ =
1∑NB−1
j=0 σ
2
j
(7.15)
complex degrees of freedom. {Xt} is jointly stationary with augmented SDF
matrix Υ(f). Under the evolutionary framework it can be considered as a
oscillatory process represented by family F = {1 · ei2πft} of infinite character-
istic width with (the time-invariant) augmented ESDF matrix Υt(f) = Υ(f).
Assuming Υ(f) is smooth with respect to the support of |Γ(f)|2, we have
E{Vt(f)} ≈ Υ(f) |f | < fN ,
and asymptotically as NP →∞
Vt(f)
d
= (1/ϕ)WC4 {ϕ,Υ(f)}. (7.16)
7.6.2 Priestley’s Estimator for Discrete-Time Semi-Stationary
Processes
We now make the progression from stationarity to semi-stationarity using a
similar argument to that presented for the wavelet case in Section 7.4. We
replace the stationary process in Section 7.6.1 with a bivariate zero-mean
semi-stationary process {Zt} with augmented ESDF matrix Υt(f) and char-
acteristic width BZ, and given that we can assume that not only Bg ≪ BZ,
but also the stronger condition ∆NP < BZ, then Υt(f) will be approximately
constant across the signal portion and
E{Vt(f)} ≈ Υt(f), |f | < fN .
Once again, the restriction on the size NP means a certain amount of caution
needs to be taken with the asymptotic result (7.16), but once again referring
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to the work of Walden [102] — see the discussion in Section 7.4 — we can say
that given NP is of a reasonable size, up to second order moments,
Vt(f)
d
= (1/ϕ)WCp {ϕ,Υt(f)}.
We can now define the following three types of coherence estimator for j, k =
1, 2:
1. the estimator
γˆ2jk,t(f) =
|Vj,k,t(f)|2
Vj,j,t(f)Vk,k,t(f)
(7.17)
for the ordinary coherence for the pair of processes {Zj,t} and {Zk,t} as
defined in (7.8);
2. the estimator
γˆ2jk∗,t(f) =
|Vj,k+2,t(f)|2
Vj,j,t(f)Vk+2,k+2,t(f)
(7.18)
for the conjugate coherence for the pair of processes {Zj,t} and {Z∗k,t} as
defined in (7.9);
3. the estimator
γˆ2jj∗,t(f) =
|Vj,j+2,t(f)|2
Vjj,t(f)Vj+2,j+2,t(f)
(7.19)
for the conjugate coherence for the pair of processes {Zj,t} and {Z∗j,t} as
defined in (7.10).
Invoking Theorem 2.8.2, we conclude that the three estimators (7.17), (7.18)
and (7.19) will be approximately Goodman distributed with true coherence
values (7.8), (7.9) and (7.10), respectively, and ϕ complex degrees of freedom
— see (7.15).
We demonstrate these theoretical results on an example found in the engi-
neering literature.
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7.7 Downburst Wind Example
We now look at a pair of uniformly modulated processes that model wind
fluctuations as described in [41]. Specifically we look at the unique uniformly
modulating the stationary vector-valued process {[X1(t), X2(t)]T} defined by
the spectral density matrix
S(f) =
[
S11(f) S12(f)
S21(f) S22(f)
]
=
[
S(f) S(f)γ(f)
S(f)γ(f) S(f)
]
where
S(f) =
4σ2uL
z
u/U
[1 + 70.8(fLzu/U)
2]5/6
and
γ(f) = exp
(
−kz|f |∆z
U
)
.
U is the mean wind speed which in this example is taken to be 40 m/s. σu
represents the standard deviation in the wind fluctuation and assigned the
value 6 m/s. Lzu is a length scale with the value of 80 m, kz is a decay factor
that has been assigned 2, ∆z represents the distance between two locations
and is assigned ∆z = 30 m.
The nonstationary downburst wind process is the uniformly modulated bi-
variate process {[Z1(t), Z2(t)]T ≡ [A1(t)X1(t), A2(t)X2(t)]T}, where the mod-
ulating functions are of the form
Aj(t) = αjt
βjeλjt
with αj = λ
βj
j /(β
βj
j e
−βj) and a unity maximum value at tmax,j = βj/λj. In
this example we set β1 = 3 and β2 = 4. The modulating functions’ maximum
values are set to occur at tmax,1 = 2500 s and tmax,2 = 3000 s. Parameters αj
and λj, j = 1, 2, follow from the above constants.
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Figure 7.6: Realisations of the bivariate downburst wind UMP {Z1(t)} (top)
and {Z2(t)} (bottom).
It is shown in Appendix D that the characteristic width of the family
Fj = {Aj(t)ei2πft}, with modulating function Aj(t) = αjtβjeλt, takes the form
BF =
[
1
2π
αj(βj!)λ
1−βj
j beta
(
1,
βj − 1
2
)]−1
where beta(·, ·) is the standard beta function. This gives BF1 = 1173 s, and
BF2 = 1381 s.
We know that the coherence for a pair of uniformly modulated processes
is independent of time and equal to the coherence for the stationary processes
that are being modulated. As such the coherence for {Z1(t)} and {Z2(t)} is
equal to the coherence for {X1(t)} and {X2(t)}, i.e.
γ2(f) = exp
(
−2kz|f |∆z
U
)
.
Realisations of the uniformly modulated processes come from generating
realisations of the processes {X1(t)} and {X2(t)} by the algorithm outlined
in [12]. The algorithm requires the auto and cross-covariance sequences for
processes {X1(t)} and {X2(t)}. These were formulated by sampling the SDF
matrix defined above on a frequency grid, and then performing an inverse
Fourier transform. Realisations were generated at a sampling rate of ∆ = 0.5 s
for N = 12000 points.
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Figure 7.7: Debiased mean coherence estimates (rings) for 100 simulations of
the downburst wind process, plotted as a function of frequency at four different
points in time. The true coherence is plotted with the solid line.
7.7.1 Coherence Estimator Details
To obtain accurate estimates of the ESDF matrix of {[Z1(t), Z2(t)]T} (and
hence accurate estimates of the coherence), we require to satisfy the condition
that for the choice of discrete-time filter {gu}, Bg ≪ BZ = min{BZ1 , BZ2}.
Further to this however is that we also require the magnitude squared of the
Fourier transform of {gu} be a pseudo-delta function with respect to the evo-
lutionary spectra’s frequency dependency. This gives us a typical trade of
problem of how to keep the filter sufficiently concentrated in both time and
frequency.
It is known — see Section 2.7.3 — that the sequence of finite length NS that
maximises energy concentration within a specified bandwidth [−W,W ] is the
zero’th order discrete prolate spheroidal sequence, denoted {v0u(NS,W ), u =
0, ..., NS − 1}. In this example we let gu = v0u(NS,W ) with NS = 2ν + 1,
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ν = 50, andW = 3/101. Bg is calculated using a Riemann sum approximation
to (6.20):
Bg = ∆
NS−1∑
u=0
|gu||(u− ν)∆| = 24, (7.20)
hence Bg/BZ ≤ 24/1173. In addition to this nearly 100% of {gu} energy is
contained in the frequency band [−0.0297/∆, 0.0297/∆] = [−0.0594, 0.0594]
and as such we consider the Fourier transform Γ(f) to be a pseudo-delta
function with respect to S(f) that is defined on the frequency domain [−1, 1].
Using a rectangular smoothing widow of size NB = 321 gives approximately 8
complex degrees of freedom and we can be satisfied that ∆NP = ∆(NP +NS−
1) = 0.5× 421 is small enough in comparison to BZ as to assume stationarity
across the signal portion of length NP used for analysis.
In Figure 7.7 is plotted the debiased mean (over 100 simulated processes)
according to the predicted Goodman distribution as a function of frequency
for four arbitrary points in time. The true coherence γ2(f) is also plotted and
these show excellent agreement. Figure 7.8 are Q-Q plots for the 100 coherence
samples for the predicted Goodman distribution, at the same four arbitrary
times. Each plot has four curves for four different frequencies. Once again the
agreement is excellent.
7.8 Concluding Remarks
We have shown that by considering the mathematical similarities between the
Priestley evolutionary spectral estimator and the temporally smoothed wavelet
spectrum, it is possible to show that the distributional results for TWCOH, as
derived under the stationary assumption in Chapter 5, are applicable for both
methods of coherence estimation when applied to slowly-varying discrete-time
semi-stationary processes.
While the Goodman distribution for TWCOH in the stationary case is
only asymptotically appropriate, with the use of toy examples and a practical
engineering example of the uniformly modulated processes it has been shown
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Figure 7.8: Q-Q plots at four separate frequencies. Each plot has four curves
for four different time points.
that the approximations required in the nonstationary case are valid and that
experimental results show an excellent match to the theory.
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Chapter 8
Time-Varying-Coherence
Models
In this chapter we turn our attention to the Wold-Crame´r nonstationary model
presented in Section 6.4. Via the work of Me´lard and Herteleer-de Schutter
[64], in which a multivariate framework was presented, it will be shown that
it is possible to construct nonstationary bivariate models in which a coher-
ence measure can be defined that displays dependence in time. By considering
a simple regression-type model constructed from modulated stationary pro-
cesses, a range of coherence structures can be achieved. In this chapter we
will look at applying the TWCOH estimator to these models with the hope
of showing the distributional results for TWCOH first presented for the sta-
tionary case in Chapter 5, and then extended to the semi-stationary case in
Chapter 7, are again appropriate for these more complex coherence structures.
The following work can be found in Cohen and Walden [16].
8.1 Multivariate Wold-Crame´r Model
Our entry into the multivariate Wold-Crame´r model for nonstationary pro-
cesses is via the work of Me´lard and Herteleer-de Schutter [64] and follows
naturally from the univariate model set out in Section 6.4. Let {Zt, t ∈ Z} be
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a nonstationary p-variate purely non-deterministic random process. Without
loss of generality we assume E{Zt} = 0. Then there exists a one-sided infinite
moving-average representation or Wold-Crame´r decomposition of the process
given by
Zt =
∞∑
τ=0
h˜t,τ ξ˜t−τ , (8.1)
where Σt, the covariance matrix of the innovation ξ˜t has maximum rank for
each t. The normalised innovations are given by ξt = Σ
−1/2
t ξ˜t so that alterna-
tively
Zt =
∞∑
τ=0
ht,τ ξt−τ , (8.2)
where ht,τ = h˜t,τΣ
1/2
t−τ and now {ξt} is a stationary white noise process with
identity covariance matrix. Further, ht,τ is a matrix that can have non-zero off-
diagonal elements and for which
∑
τ |(ht,τ )lm| <∞ for all t and l,m = 1, . . . , p.
Zt also has the representation
Zt =
∫ 1/2
−1/2
ei2πftHt(f)dζξ(f),
where Sξ(f)df = E{dζξ(f)dζHξ (f)} and Ht(f) =
∑
τ ht,τ exp(i2πfτ) is a
matrix that can have non-zero off-diagonal elements. Since the innovation
process in (8.2) is unit variance white noise it has SDF matrix Sξ(f) = Ip so
the Wold-Crame´r spectrum of {Zt} is, by analogy to (7.4), given by
St(f) =Ht(f)H
H
t (f). (8.3)
The coherence between two component processes of {Zt}, Zl,t and Zm,t say,
will be defined as
γ2lm,t(f) =
|Slm,t(f)|2
Sll,t(f)Smm,t(f)
, (8.4)
where Slm,t(f) is the (l,m)th element of St(f).
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8.1.1 Time-and-frequency-Dependent Coherence
Consider the example of a simple regression model taken from [64]. Let
Z1,t =
∞∑
τ=0
bt,τξt−τ , (8.5)
Z2,t = βtZ1,t + dtǫt. (8.6)
Here {Z1,t} is a purely non-deterministic process with normalised innovations
{ξt}; it has the Wold-Crame´r decomposition (6.16), or (8.2) with p = 1. {ǫt}
is a sequence of uncorrelated variables with zero mean and unit variance. The
assumption is also made that {Z1,t} and {ǫt} are independent processes, and
that dt and βt are non-random, real-valued finite functions of time. (Particular
forms for these functions will be introduced subsequently.) From (8.1) with
p = 2 the Wold-Crame´r decomposition of {Zt = [Z1,t, Z2,t]T} may be written
Zt = ξ˜t +
∞∑
τ=1
h˜t,τ ξ˜t−τ
where [64]
h˜t,τ =
bt,τ
bt−τ,0
[
1 0
βt 0
]
and
Σ
1/2
t = νt
[
b2t,0 + bt,0dt βtb
2
t,0
βtb
2
t,0 β
2
t b
2
t,0 + d
2
t + bt,0dt
]
,
with νt =
[
β2t b
2
t,0 + (bt,0 + dt)
2
]−1/2
. The calculation of ht,τ = h˜t,τΣ
1/2
t−τ , fol-
lowed by Fourier transformation, gives
[
H11,t(f)
H12,t(f)
]
=
∞∑
τ=0
νt−τbt,τe
−i2πfτ
[
bt−τ,0 + dt−τ
bt−τ,0βt−τ
]
(8.7)
[
H21,t(f)
H22,t(f)
]
= βt
[
H11,t(f)
H12,t(f)
]
+ νtdt
[
−bt,0βt
bt,0 + dt
]
,
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where Hlm,t(f) = (Ht(f))lm. Putting Ht(f) into (8.3) means that the time-
frequency coherence (8.4) becomes
γ2t (f) = 1−
S0t (f)
S11,t(f)S22,t(f)
(8.8)
where
S0t (f)= ν
2
t d
2
t |(bt,0 + dt)H11,t(f) + bt,0βtH12,t(f)|2 (8.9)
S11,t(f)= |H11,t(f)|2 + |H12,t(f)|2 (8.10)
S22,t(f)= β
2
t S11,t(f) + d
2
t + 2νtdtβt
× [(bt,0 + dt)Re {H12,t(f)} − bt,0βtRe {H11,t(f)}] . (8.11)
So the model (8.5) and (8.6) results in coherence that is, most generally, both
time and frequency-dependent, in contrast to the oscillatory processes (7.5).
This comes about through the introduction of off-diagonal terms in Ht(f)
in contrast to (7.3). The frequency variation of coherence for this model is
determined entirely by H11,t(f) and H12,t(f).
8.1.2 Time-Dependent Coherence
Me´lard and Herteleer-de Schutter provided the general model presented above,
however determining the entries of the matrix Ht(f) requires an infinite sum
and consequently we look to simplify the model further. Suppose the non-
deterministic process {Z1,t} is in fact just a modulation of the white noise
process {ξt}, i.e.,
Z1,t = gtξt, (8.12)
Z2,t = βtZ1,t + dtǫt, (8.13)
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for some gt. The nonstationary process {Z1,t} has the Wold-Crame´r represen-
tation (8.5) with bt,τ = gt when τ = 0, and zero otherwise. Then,
[
H11,t(f)
H12,t(f)
]
= νtgt
[
gt + dt
gtβt
]
, (8.14)
where νt = [β
2
t g
2
t + (gt + dt)
2]
−1/2
. Expressions for S0t (f), S11,t(f) and S22,t(f)
can be found using (8.9), (8.10) and (8.11) respectively, along with (8.14). We
find S0t (f) = d
2
tg
2
t , S11,t(f) = g
2
t and S22,t(f) = β
2
t g
2
t + d
2
t . From (8.8)
γ2t (f) = 1−
d2t
β2t g
2
t + d
2
t
. (8.15)
As expected this coherence varies in time but is frequency invariant. If dt = 0,
then Z1,t = gtξt and Z2,t = βtgtξt, and the coherence takes a value of unity.
Alternatively, by letting βt = 0 we have Z1,t = gtξt and Z2,t = dtǫt (with ξt
and ǫt being independent white noise processes), and γ
2
t (f) = 0.
8.1.3 Introducing Frequency-Dependence
In Section 8.3.3 we look at examples of time-and-frequency-dependent coher-
ence, with processes modelled as follows. We let {Z1,t} be a uniform modula-
tion of a moving average process of order q, or MA(q) process,
Z1,t = gt(θ0ξt + θ1ξt−1 + ...+ θqξt−q).
In terms of (8.5), bt,τ = gtθτ for τ = 0, . . . , q, and zero otherwise. The frequency
variation of coherence for this model is determined entirely by H11,t(f) and
H12,t(f) given by (8.7). Some quite complex evolution of coherence in the time-
frequency plane can be achieved, while still being straight-forward to compute.
In the examples in Section 8.3.3 we take θτ = (1/5) · 2(1−τ) for τ = 0, . . . , 10,
and zero otherwise.
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8.2 Sigma-Oscillatory Processes
Suppose gt is chosen so that Z1,t ≡ gtξt is an UMP, then {Z1,t} is by definition
an oscillatory process. Is {Z2,t} given by (8.6) also an oscillatory process?
Suppose βt and dt are chosen such that βtZ1,t = βtgtξt and dtǫt are UMPs,
so that {Z2,t} is a sum of two independent oscillatory processes. It is known
[97] that the sum of two independent oscillatory processes is not necessarily
oscillatory (the class of oscillatory processes is not closed with respect to the
sum of independent elements); a sufficient condition for the sum to again be
oscillatory is given in [97] and in the present example this turns out to be that
d2t = β
2
t g
2
t , (8.16)
which is the same as requiring that the time-varying variances of the two
oscillatory components of {Z2,t} be equal. Also, the insertion of (8.16) into
(8.15) means that the coherence becomes simply γ2t (f) = 1/2, so that the
coherence becomes time-invariant as for oscillatory processes in (7.5).
A process {Z1,t} is called sigma-oscillatory [2] if it can be expressed as
Z1,t =
∑L1
i=1 Ui,t, where each {Ui,t} is an oscillatory process with representation
— see (6.10),
Ui,t =
∫ 1/2
−1/2
Ai,t(f)e
i2πftdζU,i(f),
and are pairwise independent. {Z1,t} is not necessarily oscillatory. Consider a
second sigma-oscillatory process Z2,t =
∑L2
j=1 Vj,t, where
Vj,t =
∫ 1/2
−1/2
Bj,t(f)e
i2πftdζV,j(f).
The pairwise independence of the oscillatory components and the orthogonality
of the increments of {ζU,i(f)} and {ζV,j(f)} means that the time-varying SDF
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of {Z1,t} is given by
S11,t(f) =
L1∑
i=1
|Ai,t(f)|2SU,i(f) (8.17)
where SU,i(f)df = E{|dζU,i(f)|2}, and similarly for {Z2,t}. The time-varying
cross-spectrum for {Z1,t} and {Z2,t} is
S12,t(f) =
∑
i
∑
j
Ai,t(f)B
∗
j,t(f)SUV,ij(f)
where SUV,ij(f)df = E{dζU,i(f)dζ∗V,j(f)}. The coherence is then given by (7.1).
Consider the model (8.5) and (8.6), and suppose {Z1,t} is oscillatory, or
sigma-oscillatory with L1 = 1; its time-varying SDF is given by (8.17). For
modulating functions βt and dt which are non-negative and finite valued, Z2,t =
βtZ1,t+ dtǫt is a sigma-oscillatory process with L2 = 2 and B1,t(f) ≡ βtA1,t(f)
and B2,t(f) ≡ dt. The time-frequency coherence reduces to
γ2t (f) =
β2t |A1,t(f)|2SU,1(f)
{β2t |A1,t(f)|2SU,1(f) + d2t}
= 1− d
2
t
β2t |A1,t(f)|2SU,1(f) + d2t
. (8.18)
When {Z1,t} is a uniformly modulated uncorrelated processes, Z1,t = gtξt, then
A1,t(f) = gt and SU,1(f) = 1 and (8.18) reduces to (8.15), as it should.
8.3 Simulations and Results
We now apply the TWCOH estimator γˆ2(a, b) of Chapter 5 to a variety of
examples of the regression model (8.5) and (8.6). We take γˆ2(a, b) as an
estimator of γ2b (1/a), the true (model) coherence (8.8) at discrete time b and
continuous frequency 1/a.We are also interested in testing the suitability of the
Goodman distribution (5.38) for γˆ2(a, b) in this nonstationary setting. Clearly
the success of such a scheme on any particular data will depend at least on our
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Figure 8.1: Left: Realisation of the bivariate process. Right: Modulating
functions gt (solid line), βt (dashed) and dt (dash-dot).
choice of NP , which determines time-localization. All simulated white noise
processes are Gaussian distributed.
8.3.1 Constant Coherence
For the model defined by (8.12) and (8.13) we showed in Section 8.1.1 that
if gt is chosen so that Z1,t ≡ gtξt is an UMP, then {Z1,t} is by definition
an oscillatory process, and if (8.16) holds, then {Z2,t} is also an oscillatory
process and the coherence is constant, i.e., γ2b (1/a) = 1/2.We used modulating
functions gt = G300,5·105;t and βt = G0,106;t and dt = βtgt, using the parametric
form Gt0,λ;t = exp[−(t − t0)2/λ]. Realisations of the bivariate process and
modulating functions are shown in Figure 8.1.
Simulation results are shown in Figure 8.2 for scales a = 6 and a = 18, with
smoothing parameter κ0 = 12 (ϕ = 10). Horizontal bars show the block size,
NP , for the stated value of scale a. Figure 8.2(b) gives Q-Q plots for a = 6 for
b = 450 and 550, and Figure 8.2(d) does likewise for a = 18. The estimation
results are excellent despite the different modulations used.
8.3.2 Time-Dependent Coherence
Here we examine three models with time-dependent coherence. In all these
cases γ2b (1/a) is defined by γ
2
t (f) given by (8.15).
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Figure 8.2: Constant coherence example. Left column: Debiased mean coher-
ence estimates from 5000 simulations for scales (a) a = 6 (b) a = 18 using
smoothing with κ0 = 12 (ϕ = 10). Dotted lines show true coherence values.
Horizontal bars show the block size, NP , for the stated value of scale a. Right
column: Corresponding Q-Q plots at time points b = 450 and 550 for scales
(b) a = 6, (d) a = 18.
To have coherence that varies with time we generalise dt in (8.13) to be
a finite non-negative function which need not satisfy (8.16). {Z1,t} remains
oscillatory, and while {βtZ1,t} and {dtǫt} are both UMPs and thus individually
oscillatory, {Z2,t} will merely be sigma-oscillatory. In our first example we
leave gt and βt as in Section 8.3.1, and let dt = G900,5·105;t. Results are shown
in Figure 8.3 (in same format as Figure 8.2). We see that TWCOH for a = 6
successfully tracks the time-varying coherence even though {Z2,t} is not now
oscillatory. For a = 18, TWCOH and the Q-Q plot would be satisfactory for
any practical purposes.
We can generalise further by releasing the restriction on {Z1,t} and {dtǫt}
being UMPs, and allow them to be more general modulated stationary pro-
cesses. Examples two and three which follow show that although neither {Z1,t}
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Figure 8.3: As for Figure 8.2, but for the first example of Section 8.3.2.
nor {Z2,t} are oscillatory, TWCOH is still able to correctly track the time-
evolving coherence. For the model defined by (8.12) and (8.13) we took gt and
dt to be cosine functions oscillating with a periodicity of Tg and Td respec-
tively, while βt = G0,106;t as before. With these examples we also explore in
more detail the effect of the temporal smoothing contained in TWCOH on the
effectiveness of this estimator. It seems logical that a WCOH measure based
on a temporal smoothing will lack resolution in the time domain, hence we
expect the performance of the estimator to lessen the more rapidly the true
coherence varies.
In example two we set Tg = 5000, Td = 6000. This model was purposefully
designed to have slowly varying coherence relative to the observation period.
Five thousand realisations of the bivariate process were generated. Results
are presented in Figure 8.4 and again show a good match for the (debiased)
WCOH estimator with the true coherence, and for ordered sample values and
theoretical quantiles of the Goodman distribution, (with ϕ = 10 complex
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Figure 8.4: As for Figure 8.2, but for the second example of Section 8.3.2.
degrees of freedom), via the Q-Q plots.
In the third example for time-dependent coherence we utilise a model in
which the coherence varies at a faster rate with respect to the observation
period, and is a nonmonotonic function of time within the time window. We
keep βt unchanged, but set Tg = 400 and Td = 800. A realisation of the
bivariate process is plotted in Figure 8.5. Debiased mean coherence results
are shown for scale a = 6 in Figure 8.6(a) when using a smoothing factor
of κ0 = 12 which gives ϕ = 10 complex degrees of freedom. At scale 6 the
time resolution of TWCOH is inadequate for the variation in the coherence
— compare the horizontal bar in Figure 8.6(a) and the curvature of the true
coherence. In Figure 8.6(b) we reduce the smoothing factor to κ0 = 6, and
whilst the degrees of freedom are halved to ϕ = 5, the reduction in temporal
smoothing allows the estimator to more effectively track the modulation of the
signals and of the coherence.
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Figure 8.5: Left: Realisations of the processes producing the time-dependent
coherence of Figure 8.6. Right: Modulating functions gt (solid line), βt
(dashed) and dt (dash-dot).
8.3.3 Time-and-Frequency-Dependent Coherence
Here we use the model of Section 8.1.3. Our first example of time-and-
frequency-dependent coherence uses modulating functions gt = G300,5·105;t,
βt = G0,106;t and dt = G900,5·105;t so that {Z1,t}, {βtZ1,t} and {dtǫt} are all
oscillatory, and {Z2,t} is sigma-oscillatory. The time-frequency surface speci-
fied by (8.8)-(8.11) is shown in Figure 8.7; frequencies f = 1/6 and f = 1/18,
corresponding to scales a = 6 and 18, are highlighted. A realisation of the
bivariate process is plotted in Figure 8.8. For this example the coherence sur-
face is quite rapidly varying with time (as in the first example of Section 8.3.2,
Figure 8.3), but as can be seen in Figure 8.7 this is only slowly modified by
frequency/scale. Results are presented in Figure 8.9 and show a good match
for the (debiased) WCOH estimator with the true coherence, while the Q-Q
plots are also satisfactory.
For our second example of time-and-frequency-dependent coherence we
changed the modulating functions gt and dt to be cosines with periods Tg =
6000 and Td = 5000, as in the second example of Section 8.3.2. The time-
frequency surface for this example is shown in Figure 8.10; the time variation
of coherence is now modified rapidly as frequency/scale changes. Results are
presented in Figure 8.11 and show a good match with the theoretical ideal
when a = 6, but at a = 18 the frequency-related change in coherence appears
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Figure 8.6: Debiased mean coherence estimates from 5000 simulations for
third example of time-dependent coherence for scale a = 6 with smoothing
parameters of (a) κ0 = 12 (ϕ = 10) and (b) κ0 = 6 (ϕ = 5).
sufficient to cause coherence to be slightly overestimated for all times where
coherence is estimable, (and a minor perturbation in the corresponding Q-Q
plot). The coherence surface is more rapidly varying at a = 18 than at a = 6
and the slight error is probably due to the support of the Morlet wavelet in
frequency/scale — see Figure 3.2 — becoming more apparent in such a case.
8.4 Concluding Remarks
Using the modulated stationary processes, a bivariate nonstationary model
that can exhibit time-dependent and time-and-frequency-dependent coherence
structures has been presented. The TWCOH estimator has been shown to be
accurate in estimating coherence provided the time variation of the coherence
is roughly linear over the extent of NP . If there is notable curvature, then the
smoothing parameter κ0 (and consequently degrees of freedom) must be re-
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Figure 8.7: First example of time-and-frequency-dependent coherence plotted
as a surface in time-frequency space. The white lines are for f = 1/6 and
1/18.
0 200 400 600 800 1000 0 500 1000
Figure 8.8: Left: Realisations of the processes producing the time-and-
frequency-dependent coherence of Figure 8.7. Right: Modulating functions
gt (solid line), βt (dashed) and dt (dash-dot).
duced appropriately. Such iterative refinement is similar to the idea of ‘window
closing’ in ordinary spectrum analysis [73, p. 276]. Rapid variation of coher-
ence with frequency can also be problematic due to the support of the Morlet
wavelet. Nevertheless, it has been demonstrated that the TWCOH estimator
can perform extremely well for coherence from nonstationary processes aris-
ing from modulated time series, and moreover its statistical properties (e.g.,
Goodman distribution, bias) may be calculated exactly as in the stationary
case.
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Figure 8.9: (a) Debiased mean coherence estimates from 5000 simulations for
time-and-frequency-dependent coherence of Figure 8.7 for scales a = 18 (top)
and a = 6 (bottom) using smoothing with κ0 = 12 (ϕ = 10). Dotted lines show
true coherence values. Horizontal bars show the block size, NP , for a = 18
(top) and a = 6 (bottom). (b) Corresponding Q-Q plots for both scales at the
single time point b = 512.
Figure 8.10: Second example of time-and-frequency-dependent coherence plot-
ted as a surface in time-frequency space. The white lines are for f = 1/6 and
1/18.
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Figure 8.11: (a) Debiased mean coherence estimates from 5000 simulations
for time-and-frequency-dependent coherence of Figure 8.10 for scales a = 18
(top) and a = 6 (bottom) using smoothing with κ0 = 12 (ϕ = 10). Dotted
lines show true coherence values. Horizontal bars show the block size, NP , for
a = 18 (top) and a = 6 (bottom). (b) Corresponding Q-Q plots for both scales
at the single time point b = 512.
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Chapter 9
Conclusion
The well recognised problem of finding an analytical statistical theory for
wavelet coherence has been addressed. A statistical study for two methods
of smoothing the estimator has been presented for the general class of im-
proper (or proper) discrete-time complex-valued Gaussian SOS processes.
With the first method, in an analogous framework to multi-tapering, wavelet
coherence was estimated using multiple orthogonal Morse wavelets. The sec-
ond coherence estimator proposed used temporal smoothing together with a
single Morlet wavelet. Under Gaussianity, the Goodman distribution has been
shown, for large samples, to be appropriate for wavelet coherence in both cases.
The true wavelet coherence value has been identified in terms of its frequency
domain equivalent and degrees of freedom derived, providing a full param-
eterisation of the distribution. The theoretical results have been verified via
simulations. An example of their use in testing for significant values of wavelet
coherence has been demonstrated on a recorded data set.
For theoretical reasonings and application purposes, Gaussianity is by far
the most common distribution assumed in the literature. It is therefore a
reasonable but nonetheless restrictive assumption that has been placed on the
random processes, and the statistical results presented here are reliant upon it.
There is certainly scope for further work on the distribution of wavelet coher-
ence for non-Gaussian processes. We note that the suitability of the Goodman
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distribution in describing wavelet coherence is dependent on the CWT at a
time-scale point being itself Gaussian. This follows naturally from the Gaus-
sianity of the process, with the CWT (3.6) just being a sum of Gaussian vari-
ables. With the central limit theorem in mind, a Gaussian distributed CWT,
and hence Goodman distributed coherence, may not necessarily be restricted
to only Gaussian processes, although a Gaussian CWT for non-Gaussian ran-
dom processes will only ever be an approximation. Further research will be
needed to investigate when this approximation is appropriate.
Transporting the statistics in the stationary case to the nonstationary case
required a careful consideration of the meaning and formulation of a time
dependent spectral function. This meant particular focus was given to Priest-
ley’s evolutionary process and the Wold-Crame´r nonstationary representation
where time-varying spectral functions and coherence measures can be clearly
defined. Although there are several ways of modelling nonstationary processes,
these particular models include the important example of the UMP, a process
with widespread applications.
Two methods of estimating these time-dependent spectra were discussed.
The temporally smoothed wavelet spectrum has been shown to bear close re-
semblance to Priestley’s own estimation procedure, allowing conditions to be
constructed for its validity. It is clear that when these estimators are applied
to a nonstationary process, careful consideration of the various estimator pa-
rameters (e.g. the filter width and smoothing parameter,) with respect to the
characteristic width of the nonstationary process is necessary. It is recognised
that the characteristic width is certainly a crude estimate for the interval of
stationarity of a semi-stationary process, and a more rigorous formulation for
an interval of stationarity would make for an interesting and useful field of
research.
The concept of coherence for bivariate evolutionary nonstationary processes
was discussed in detail. In such situations it has been shown that the coher-
ence function, as in the stationary case, is invariant of frequency. For spectra
that vary ‘slowly’ in time, termed semi-stationary, the derived statistics of the
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temporally smoothed wavelet coherence estimator are appropriate. Further to
this the similarities with Priestleys spectral estimator are exploited to derive
distributional properties of the corresponding Priestley coherence estimator.
The Goodman distribution was once again shown to be appropriate. The
results were verified with examples of the uniformly modulated process.
Uniformly modulated processes, when used in a simple regression model,
have been shown to exhibit coherence that varies with time, frequency, and
time-and-frequency. The temporally smoothed Morlet wavelet coherence esti-
mator has been applied to these processes and it has been shown that accurate
coherence estimates can be achieved for each type of coherence with the Good-
man distribution being appropriate.
The statistical analysis of nonstationary coherence given here is not one
with asymptotic considerations. We have seen that such treatments in the non-
stationary case require a more abstract setting. This work is concerned with a
more practical approach to coherence estimations and while these results are
only approximations in this setting, they show a remarkable robustness con-
sidering the relatively small sample sizes that are required for a time-localised
coherence estimator. With a detailed discrete-time formulation the theoretical
framework is easily applicable and is believed will provide a useful contribution
to the ongoing work on nonstationary coherence.
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Appendix A
Proof of Theorem 4.4.1
Proof. To aid notation and understanding we present the proof for the bi-
variate case {Zt = [Z1,t, Z2,t], t ∈ Z}. Extension to the general p-dimension
case is straight forward. Processes are assumed to have bounded and con-
tinuous spectra, thus ruling out long-memory processes and processes with
line spectra. Part 1 of the theorem concerns the large-sample approximation
that Wˇk is proper. To show this we need to show that all the relational val-
ues for the vector Wˇk are equal to zero. This is equivalent to showing that
E
{
WˇkWˇ
T
k
}
= 0.
We firstly assume a > 0. Using (4.8) to rewrite the last two components of
Wˇk in terms of the complex conjugates of the two processes, (4.2), (4.11) and
(4.12) give
E
{
WˇkWˇ
T
k
}
=
a0
N2∆
(N/2)−1∑
q,s=0
E
{
χ(q,s)
}
Ψ+k,q(a0)Ψ
+
k,s(a0) e
i2πb0(q+s)/N , (A.1)
where
χ(q,s) =


X1,qX1,s X1,qX2,s X1,qY1,s X1,qY2,s
X2,qX1,s X2,qX2,s X2,qY1,s X2,qYp,s
Y1,qX1,s Y1,qX2,s Y1,qY1,s Y1,qY2,s
Y2,qX1,s Y2,qX2,s Y2,qY1,s Y2,qY2,s

 ,
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and
Xl,q = ∆
N−1∑
n=0
Zl,n e
−i2πqn/N , Yl,q = ∆
N−1∑
n=0
Z∗l,n e
−i2πqn/N .
Substituting in the expressions for Xl,q and Yl,q we have
E
{
χ(q,s)
}
= ∆2
N−1∑
m,n=0
E
{
η(m,n)
}
e−i2π(mq+ns)/N , (A.2)
where
η(m,n) =


Z1,mZ1,n Z1,mZ2,n Z1,mZ
∗
1,n Z1,mZ
∗
2,n
Z2,mZ1,n Z2,mZ2,n Z2,mZ
∗
1,n Z2,mZ
∗
2,n
Z∗1,mZ1,n Z
∗
1,mZ2,n Z
∗
1,mZ
∗
1,n Z
∗
1,mZ
∗
2,n
Z∗2,mZ1,n Z
∗
2,mZ2,n Z
∗
2,mZ
∗
1,n Z
∗
2,mZ
∗
2,n

 .
By the spectral representation theorem — Theorem 2.3.1 — there exists an
orthogonal increment process {ζ(f)} defined on the interval [−fN , fN ), such
that
Zt =
∫ fN
−fN
ei2πft∆dζ(f). (A.3)
Suppose we associate {ζj(f)} with the process {Zj,t} and {ζl(f)} with the
process {Zl,t} for j, l = 1, 2. For f, f ′ ∈ [−fN , fN )
E {dζj(f)dζ∗l (f ′)} =
{
0 f 6= f ′
Sjl(f)df f = f
′
(A.4)
E {dζj(f)dζl(f ′)} =
{
0 f 6= −f ′
Rjl(f)df f = −f ′
. (A.5)
We now use the spectral representation in (A.3) and the properties of the
orthogonal increment processes in (A.4) and (A.5) to simplify our sum. We
will demonstrate their use on two generic elements of the matrix η(m,n), namely
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E
{
Zj,mZ
∗
l,n
}
and E {Zj,mZl,n} . Using the spectral representation
E
{
Zj,mZ
∗
l,n
}
=
∫∫ fN
−fN
ei2π(fm−f
′n)∆E {dζj(f)dζ∗l (f ′)} .
Integrating across f ′ and using (A.4),
E
{
Zj,mZ
∗
l,n
}
=
∫ fN
−fN
ei2πf(m−n)∆Sjl(f)df, (A.6)
and using a similar argument for E {Zj,mZl,n} we obtain
E {Zj,mZl,n} =
∫ fN
−fN
ei2πf(m−n)∆Rjl(f)df. (A.7)
So,
E
{
η(m,n)
}
=
∫ fN
−fN
ei2πf(m−n)∆Φ(f)df,
where
Φ(f) =


R11(f) R12(f) S11(f) S12(f)
R21(f) R22(f) S21(f) S22(f)
S∗11(−f) S∗12(−f) R∗11(−f) R∗12(−f)
S∗21(−f) S∗22(−f) R∗21(−f) R∗22(−f)


=
[
R(f) S(f)
S∗(−f) R∗(−f)
]
.
Substituting this into (A.2), E
{
χ(q,s)
}
is given by
∆2
N−1∑
m,n=0
∫ fN
−fN
ei2π[m(f−
q
N∆)−n(f+
s
N∆)]∆Φ(f)df.
Taking the sums into the integral and using [73, p. 26]
N−1∑
m=0
ei2πmf = ei(N−1)πf
sin[Nπf ]
sin[πf ]
(A.8)
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we see that
E
{
χ(q,s)
}
= ∆2e−i(N−1)π(
q
N
+ s
N )
×
∫ fN
−fN
sin[Nπ
(
f∆− q
N
)
]
sin[π
(
f∆− q
N
)
]
sin[Nπ
(
f∆+ s
N
)
]
sin[π
(
f∆+ s
N
)
]
Φ(f)df. (A.9)
Assuming Φ(f) is continuous with a continuous derivative, (like the sine
ratios), we now replace the integral by a left-endpoint Riemann sum, which
has an error magnitude bounded by a term of order 1/N, [26, p16]. We assume
N is large. The integrand is evaluated at l/(N∆), l = −(N/2), . . . , (N/2)− 1.
Using (A.8) again, E
{
χ(q,s)
}
is thus approximated as
∆
N
(N/2)−1∑
l=−(N/2)
N−1∑
m=0
ei2πm(
l−q
N )
N−1∑
n=0
e−i2πn(
l+s
N )Φ( l
N∆
), (A.10)
(within an error of order 1/N). Since
N−1∑
t=0
e±i2πtk/N =

N if k = mN for integer m;0, otherwise, (A.11)
it follows that the only non-zero case is for l = q = s = 0 so that (A.10)
becomes simply
E
{
χ(q,s)
} ≈

N∆Φ(0), if q = 0, s = 0;0, otherwise. (A.12)
Substituting (A.12) into (A.1) we obtain
E
{
WˇkWˇ
T
k
} ≈ a0
N
[Ψ+k,0(a0)]
2Φ(0) = 0,
since Ψ+k,0(a0) = Ψ
+
k (0) = 0. So, Wˇk approximates a proper complex-valued
random vector when a > 0.
Now consider the case a < 0. For a < 0 we have from (4.6) that Ψ+k (af) =
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Ψ−k (|a|f). So from (4.11),
Wk(a, b;Z) =
|a0|1/2
N∆1/2
N−1∑
q=0
ZqΨ−k,q(|a0|) ei2πqb0/N .
We note however that due to cyclicity of the discrete Fourier transform Z0 =
ZN and Ψ−k,0(|a0|) = Ψ−k,N(|a0|) = Ψ−k (0) = 0, so that this can be written
Wk(a, b;Z) =
|a0|1/2
N∆1/2
N∑
q=1
ZqΨ−k,q(|a0|) ei2πqb0/N ,
where, from (4.3),
Ψ−k,q(|a0|) =

0, for q = 1, . . . , (N/2);Ψ−k (|a0| q−NN ), for q = (N/2) + 1, . . . , N.
Then
E
{
WˇkWˇ
T
k
}
=
|a0|
N2∆
N∑
q,s=(N/2)+1
E
{
χ(q,s)
}
Ψ−k,q(|a0|)Ψ−k,s(|a0|) ei2πb0(q+s)/N .
(A.13)
With reference to the form of E{χ(q,s)} in (A.10), and the identity (A.11),
the only non-zero case is q = s = N , l = 0. We therefore get
E{χ(q,s)} ≈
{
N∆Φ(0) if q = s = N ;
0 otherwise.
Then (A.13) gives
E{WˇkWˇ Tk } ≈
|a0|
N
[
Ψ−k,N(|a0|)
]2
Φ(0) ei4πb0
=
|a0|
N
[
Ψ−k,0(|a0|)
]2
Φ(0) ei4πb0 = 0,
since Ψ−k,0(|a0|) = Ψ−k (0) = 0. So, Wˇk approximates a proper complex-valued
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random vector for a < 0, and the first part of the proof is complete.
We now turn our attention to part 2 of the theorem and the form of
E
{
WˇkWˇ
H
k
}
. Consider firstly a > 0. Then (4.2), (4.11) and (4.12) give
E
{
WˇkWˇ
H
k
}
=
a0
N2∆
(N/2)−1∑
q,s=0
E
{
ρ(q,s)
}
Ψ+k,q(a0)Ψ
+
k,s(a0) e
i2πb0(q−s)/N , (A.14)
where now
E
{
ρ(q,s)
}
= ∆2
N−1∑
m,n=0
E
{
ξ(m,n)
}
e−i2π(mq−ns)/N , (A.15)
with
ξ(m,n) =


Z1,mZ
∗
1,n Z1,mZ
∗
2,n Z1,mZ1,n Z1,mZ2,n
Z2,mZ
∗
1,n Z2,mZ
∗
2,n Z2,mZ1,n Z2,mZ2,n
Z∗1,mZ
∗
1,n Z
∗
1,mZ
∗
2,n Z
∗
1,mZ1,n Z
∗
1,mZ2,n
Z∗2,mZ
∗
1,n Z
∗
2,mZ
∗
2,n Z
∗
2,mZ1,n Z
∗
2,mZ2,n

 .
Using (A.6) and (A.7) again gives
E
{
ξ(m,n)
}
=
∫ fN
−fN
ei2πf(m−n)∆Υ(f)df
where Υ(f) is given in (2.6). Substituting this into (A.15), we see that
E
{
ρ(q,s)
}
is given by
∆2
N−1∑
m,n=0
∫ fN
−fN
ei2π[m(f−
q
N∆)−n(f−
s
N∆)]∆Υ(f)df.
As in the first part of the proof we take the sums into the integral and
then replace the integral by a left-endpoint Riemann sum, with N large, so
E
{
ρ(q,s)
}
is approximated as
∆
N
(N/2)−1∑
l=−(N/2)
N−1∑
m=0
ei2πm(
l−q
N )
N−1∑
n=0
e−i2πn(
l−s
N )Υ( l
N∆
). (A.16)
Using (A.11) and (A.16) we can see that the only non-zero case is for l = q = s
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so that (A.16) becomes simply
E
{
ρ(q,s)
} ≈

N∆Υ(
q
N∆
), if q = s;
0, otherwise.
(A.17)
Substituting (A.17) into (A.14), and using the fact that a = a0∆, we obtain
E
{
WˇkWˇ
H
k
} ≈ a
N∆
(N/2)−1∑
q=0
Υ( q
N∆
)[Ψ+k (a
q
N∆
)]2,
completing the proof for a > 0.
We now look at E{WˇWˇH} when a < 0. We can adjust our indexing as
for (A.13) to give
E
{
WˇkWˇ
H
k
}
=
|a0|
N2∆
N∑
q,s=(N/2)+1
E
{
ρ(q,s)
}
Ψ−k,q(|a0|)Ψ−k,s(|a0|) ei2πb0(q−s)/N .
(A.18)
We recall that E
{
ρ(q,s)
}
is approximated by (A.16). Combining (A.11) and
(A.16) we have contributions to the sum when q = s with l = q −N , giving
E{ρ(q,s)} ≈
{
N∆Υ( q−N
N∆
) if q = s;
0 otherwise.
(A.19)
Substituting (A.19) into (A.18) and reindexing gives
E{WˇkWˇHk } ≈
|a|
N∆
0∑
q=−(N/2)+1
Υ( q
N∆
)[Ψ−k (|a| qN∆)]2
=
|a|
N∆
0∑
q=−(N/2)+1
Υ( q
N∆
)[Ψ+k (a
q
N∆
)]2
=
|a|
N∆
(N/2)−1∑
q=0
Υ(− q
N∆
)[Ψ+k (|a| qN∆)]2,
completing the proof for a < 0.
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Appendix B
Continuous-Time Version of
Theorem 4.4.1
Theorem B.0.1. Let {[Z1(t), ..., Zp(t)]T , t ∈ R} be a realisation of a p-
dimensional zero-mean complex-valued Gaussian (proper or improper) SOS
continuous-time process. Then,
(i) Wˇk(a, b) is a proper zero-mean complex-valued Gaussian vector.
(ii) The covariance matrix E{Wˇk(a, b)WˇHk (a, b)} is given by
|a|
∫ ∞
−∞
[
Ψ+k (af)
]2
Υ(f)df. (B.1)
Proof. To prove that Wˇk is proper, it is necessary to show that all the rela-
tional values are zero. This is equivalent to showing E
{
WˇkWˇ
T
k
}
= 0.
Using the definition of the continuous wavelet transform for |a| > 0 and
b ∈ R
W (a, b;Z(t), ψ+k ) =
1√|a|
∫ ∞
−∞
Z(t)ψ+∗k
(
t− b
a
)
dt,
we have
E
{
WˇkWˇ
T
k
}
=
1
|a|
∫ ∞
−∞
∫ ∞
−∞
E {η(t, t′)}ψ+∗k
(
t− b
a
)
ψ+∗k
(
t′ − b
a
)
dt dt′
(B.2)
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where
η(t, t′) =


Z1(t)Z1(t
′) Z1(t)Z2(t
′) Z1(t)Z
∗
1(t
′) Z1(t)Z
∗
2(t
′)
Z2(t)Z1(t
′) Z2(t)Z2(t
′) Z2(t)Z
∗
1(t
′) Z2(t)Z
∗
2(t
′)
Z∗1 (t)Z1(t
′) Z∗1 (t)Z2(t
′) Z∗1(t)Z
∗
1(t
′) Z∗1(t)Z
∗
2(t
′)
Z∗2 (t)Z1(t
′) Z∗2 (t)Z2(t
′) Z∗2(t)Z
∗
1(t
′) Z∗2(t)Z
∗
2(t
′)

 .
Using the continuous-time version of the spectral representation theorem —
Theorem 2.3.1, and the proof of Theorem 4.4.1, we conclude
E {η(t, t′)} =
∫ ∞
−∞
ei2πf(t−t
′)Φ(f)df (B.3)
where
Φ(f) =


R11(f) R12(f) S11(f) S12(f)
R21(f) R22(f) S21(f) S22(f)
S∗11(−f) S∗12(−f) R∗11(f) R∗12(f)
S∗21(−f) S∗22(−f) R∗21(f) R∗22(f)

 .
Substituting (B.3) back into (B.2) gives
E
{
WˇkWˇ
T
k
}
=
1
|a|
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
ei2πf(t−t
′)Φ(f)
ψ+∗k
(
t− b
a
)
ψ+∗k
(
t′ − b
a
)
dt dt′df. (B.4)
Using (4.5), we have ψ+∗k (t) = ψ
−
k (t). With the Fourier transform of a Morse
wavelets being real-valued, the following Fourier identities follow:
∫ ∞
−∞
ei2πftψ+∗k
(
t− b
a
)
dt = aei2πfbΨ−k (−af)
and ∫ ∞
−∞
e−i2πft
′
ψ+∗k
(
t′ − b
a
)
dt′ = aei2πfbΨ−k (af)
where Ψ−k (·) is the Fourier transform of the kth anti-analytic generalised Morse
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wavelet ψ−k (·). We can therefore reduce (B.4) to
E
{
WˇkWˇ
T
k
}
= |a|ei4πfb
∫ ∞
−∞
Ψ−k (−af)Ψ−k (af)Φ(f)df.
We now note that Ψ−k (ν) = 0 for all ν ≥ 0 and so Ψ−k (−af)Ψ−k (af) = 0 for all
f ∈ R and thus
E
{
WˇkWˇ
T
k
}
= 0.
We now deal with E
{
WˇkWˇ
H
k
}
. Using the definition of the continuous
wavelet transform for |a| > 0 and b ∈ R we have
E
{
WˇkWˇ
H
k
}
=
1
|a|
∫ ∞
−∞
∫ ∞
−∞
E {ξ(t, t′)}ψ+∗k
(
t− b
a
)
ψ+k
(
t′ − b
a
)
dtdt′
(B.5)
where
ξ(t, t′) =


Z1(t)Z
∗
1(t
′) Z1(t)Z
∗
2(t
′) Z1(t)Z1(t
′) Z1(t)Z2(t
′)
Z2(t)Z
∗
1(t
′) Z2(t)Z
∗
2(t
′) Z2(t)Z1(t
′) Z2(t)Z2(t
′)
Z∗1(t)Z
∗
1(t
′) Z∗1 (t)Z
∗
2(t
′) Z∗1 (t)Z1(t
′) Z∗1(t)Z2(t
′)
Z∗2(t)Z
∗
1(t
′) Z∗2 (t)Z
∗
2(t
′) Z∗2 (t)Z1(t
′) Z∗2(t)Z2(t
′)

 .
Using the continuous-time version of the spectral representation theorem —
Theorem 2.3.1, and the proof of Theorem 4.4.1, we conclude
E {ξ(t, t′)} =
∫ ∞
−∞
ei2πf(t−t
′)Υ(f)df (B.6)
where
Υ(f) =


S11(f) S12(f) R11(f) R12(f)
S21(f) S22(f) R21(f) R22(f)
R∗11(f) R
∗
12(f) S
∗
11(−f) S∗12(−f)
R∗21(f) R
∗
22(f) S
∗
21(−f) S∗22(−f)

 .
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Substituting (B.6) back into (B.5) gives
E
{
WˇkWˇ
H
k
}
=
1
|a|
∫ ∞
−∞
∫ ∞
−∞
∫ ∞
−∞
ei2πf(t−t
′)Υ(f)
ψ+∗k
(
t− b
a
)
ψ+k
(
t′ − b
a
)
dtdt′df (B.7)
Now using the Fourier identities
∫
R
ei2πftψ+∗k
(
t− b
a
)
dt = aei2πfbΨ+k (af)
and ∫
R
e−i2πft
′
ψ+k
(
t′ − b
a
)
dt′ = ae−i2πfbΨ+k (af)
where Ψ+k (·) is the Fourier transform of ψ+k (·), (B.7) becomes
E
{
WˇkWˇ
H
k
}
= |a|
∫
R
Υ(f)
[
Ψ+k (af)
]2
df.
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Proof of Theorem 5.5.1
Proof. Write Zl,n = Xl,n+iYl,n, with {Xl,n} and {Yl,n} real-valued, for l = 1, 2.
Now define the real-valued vector [X1,n, X2,n, Y1,n, Y2,n]
T = [XTn ,Y
T
n ]
T . Then
if
T =
[
I2 iI2
I2 −iI2
]
,
we see that
T
[
Xn
Yn
]
=
[
Xn + iYn
Xn − iYn
]
=
[
Zn
Z∗n
]
= Zˇn. (C.1)
Form the product {uj,nZˇn, } of the jth real-valued taper with Zˇn, and then
compute its (scaled) Fourier transform
Jˇj(f) = ∆
1/2
N−1∑
n=0
uj,n
[
Zn
Z∗n
]
e−i2πfn∆ =
[
Jj(f)
J∗j (−f)
]
,
where Jj(f) ≡ ∆1/2
∑N−1
n=0 uj,nZne
−i2πfn∆. From (C.1),
Jˇj(f) = T ∆
1/2
N−1∑
n=0
uj,n
[
Xn
Yn
]
e−i2πfn∆ = T
[
JX,j(f)
JY,j(f)
]
,
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where JX,k(f) ≡ ∆1/2
∑N−1
n=0 uj,nXne
−i2πfn∆ and similarly for JY,j(f). Hence,
[
Jj(f)
J∗j (−f)
]
= T
[
JX,j(f)
JY,j(f)
]
, (C.2)
and as an estimator of Υ(f) we take the multitaper multivariate estimator
Υˆ(f) = (1/NB)
∑NB−1
j=0 γjJˇj(f)Jˇ
H
j (f), which can be written as
1
NB
NB−1∑
j=0
γj
[
Jj(f)J
H
j (f) Jj(f)J
T
j (−f)
{Jj(−f)JTj (f)}∗ {Jj(−f)JHj (−f)}∗
]
.
(C.2) means that Υˆ(f) can also be written as
1
NB
NB−1∑
j=0
γjT
[
JX,j(f)J
H
X,j(f) JX,j(f)J
H
Y,j(f)
JY,j(f)J
H
X,j(f) JY,j(f)J
H
Y,j(f)
]
TH ,
so that
Υˆ(f) =
[
Sˆ(f) Rˆ(f)
RˆH(f) Sˆ
T
(−f)
]
= T Σˆ(f)TH , (C.3)
where,
Σˆ(f) ≡
[
SˆX,X(f) SˆX,Y (f)
SˆY,X(f) SˆY,Y (f)
]
,
and, e.g., SˆX,Y (f) ≡ (1/NB)
∑NB−1
j=0 γjJX,j(f)J
H
Y,j(f). Since [X
T
n ,Y
T
n ]
T is real-
valued and Gaussian, it follows immediately [102, p. 776] that asymptotically
we may take the distribution of Σˆ(f) to be
Σˆ(f)
d
= (1/ϕ)WC4 {ϕ,Σ(f)}, 0 < |f | < fN . (C.4)
Σ(f) is the true spectral matrix for the process {[XTn ,Y Tn ]T}.
We want the distribution of Υˆ(f) = T Σˆ(f)TH . Now Υ(f) = T Σ(f)TH .
Combining this with (C.4) and the result of the Lemma given below we see
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that asymptotically,
Υˆ(f)
d
= (1/ϕ)WC4 {ϕ,Υ(f)}, 0 < |f | < fN . (C.5)
Lemma C.0.2. If W has the WCq {ℓ,Σ} distribution and M is a complex-
valued q × q matrix, then MWMH has the WCq {ℓ,MΣMH} distribution.
Proof. The characteristic function of W is [35, p. 163]
φ(Θ0) = E{exp[i · tr(WΘ0)]} = [det(Iq − iΘ0Σ)]−ℓ. (C.6)
The characteristic function, φ(Θ), of MWMH is therefore
E{exp[i · tr(MWMHΘ)]} = E{exp[i · tr(WMHΘM )]}
= [det(Iq − iMHΘMΣ)]−ℓ
= [det(Iq − iΘMΣMH)]−ℓ, (C.7)
where tr and det denote trace and determinant respectively, and we have
used the fact that if A is an j × k complex-valued matrix and B is an k × j
complex-valued matrix, then tr(AB) = tr(BA) and det(Ij+AB) = det(Ik+
BA), [27]. Comparing (C.6) and (C.7) it follows that MWMH has the
WCq {ℓ,MΣMH} distribution.
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Appendix D
Characteristic Width Derivation
for the Downburst Wind
Process
The characteristic width of the UMP is calculated in a similar way to the
example given in Section 6.3.1. We first need to calculate k(θ), the Fourier
transform of the modulating function A(t) = αtβe−λtI[0,∞). This is defined as
k(θ) =
∫ ∞
0
αtβe−λte−i2πθtdt
=
∫ ∞
0
αtβe−t(λ+i2πθ)dt
To evaluate this, for integer valued n we begin by defining the integral
In(θ) =
∫ ∞
0
tne−t(λ+i2πθ)dt.
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Using integration by parts we have
In(θ) =
[
tne−t(λ+i2πθ)
−(λ+ i2πθ)
]∞
0
− n−(λ+ i2πθ)
∫ ∞
0
tn−1e−t(λ+i2πθ)dt
=
n
λ+ i2πθ
∫ ∞
0
tn−1e−t(λ+i2πθ)dt
=
n
λ+ i2πθ
In−1(θ).
Iterating, this becomes
In(θ) =
n!
(λ+ i2πθ)n
I0 (D.1)
where
I0(θ) =
∫ ∞
0
e−t(λ+i2πθ)dt =
1
λ+ i2πθ
. (D.2)
Combining (D.1) and (D.2) gives
In(θ) =
n!
(λ+ i2πθ)n+1
.
The examples considered in [41] and Section 7.7 have β integer valued, and so
we can say
k(θ) =
α(β!)
(λ+ i2πθ)(β+1)
The characteristic width BF of the family F = {αtβe−λtI[0,∞)ei2πft} is given
by (6.12), and in this example becomes
BF =
[
2π
∫ ∞
−∞
|θ|
∣∣∣∣ α(β!)(λ+ i2πθ)(β+1)
∣∣∣∣ dθ
]−1
.
This can be rewritten as
BF =
[
2πα(β!)
∫ ∞
−∞
|θ|
(λ2 + (2πθ)2)(β+1)/2
dθ
]−1
=
[
2πα(β!)
∫ ∞
−∞
|θ|
λ(β+1)(1 + (2πθ)
2
λ2
)(β+1)/2
dθ
]−1
. (D.3)
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By recognising that the integrand in (D.3) is even and with the appropriate
substitution ν = (2πθ)/λ we have
BF =
[
2α(β!)
2πλβ−1
∫ ∞
0
ν
(1 + ν2)(β+1)/2
dν
]−1
.
For for | arg(α)| < π, p > 0 and 0 < Re{µ} < pRe{η}, the following identity
holds [38, p. 325]
∫ ∞
0
νµ−1(1 + ανp)−ηdν =
1
p
α−µ/pbeta
(
µ
p
, η − µ
p
)
where beta(·, ·) is the beta function. We conclude from (6.13) that the charac-
teristic width BZ of a UMP {Z(t)} defined via the family F will be bounded
by
BZ ≥ BF =
[
1
2π
α(β!)λ1−βbeta
(
1,
β − 1
2
)]−1
.
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