Summary. There has been an increasing interest in the analysis of recurrent event data (Cook and Lawless, 2002, Statistical Methods in Medical Research 11, 141-166). In many situations, a terminating event such as death can happen during the follow-up period to preclude further occurrence of the recurrent events. Furthermore, the death time may be dependent on the recurrent event history. In this article we consider frailty proportional hazards models for the recurrent and terminal event processes. The dependence is modeled by conditioning on a shared frailty that is included in both hazard functions. Covariate effects can be taken into account in the model as well. Maximum likelihood estimation and inference are carried out through a Monte Carlo EM algorithm with Metropolis-Hastings sampler in the E-step. An analysis of hospitalization and death data for waitlisted dialysis patients is presented to illustrate the proposed methods. Methods to check the validity of the proposed model are also demonstrated. This model avoids the difficulties encountered in alternative approaches which attempt to specify a dependent joint distribution with marginal proportional hazards and yields an estimate of the degree of dependence.
Introduction
Recurrent event data arise frequently in longitudinal medical studies. In many situations, the follow-up of recurrent events could be stopped by a terminal event, such as death. For example, patients may experience recurrent hospitalizations which are terminated by death. In the study of recurrent rejection episodes of kidney transplant patients, some patients may suffer total graft rejection which precludes further occurrence of rejection episodes.
In practice, recurrent and terminal events are often not independent. For example, the recurrence of serious events (like heart attacks) often increases the risk of death, which in turn makes any subsequent recurrent event impossible. This dependence should be accounted for in the joint modeling of recurrent and terminal events.
It is of interest to many researchers to study the dependent dropout mechanism in the repeated measure setting (De Gruttola and Tu, 1994; Little, 1995; Hogan and Laird, 1997; Sun and Song, 2001; Xu and Zeger, 2001 ). The analysis of recurrent event process in the presence of a terminal event bears much similarity to their studies. Two approaches are generally adopted: marginal models and frailty models.
A natural marginal approach was taken by Li and Lagakos (1997) . They adapted Wei, Lin, and Weissfeld's marginal model (1989) and regarded the terminating event as a censoring event for each recurrent event, or treated the failure time for each recurrence as the minimum of the recurrent event time and survival time. Cook and Lawless (1997) introduced the mean frequency/rate function of recurrent events among survivors at a given time. Ghosh and Lin (2000) presented asymptotic properties for the nonparametric estimate of the marginal mean of the cumulative number of recurrent events over time. Ghosh and Lin (2002) also developed semiparametric methods using IPCW (inverse probability of censoring weighting; Robins and Rotnitzky, 1992 ) and a similar technique, inverse probability of survival weighting (IPSW). These models are extensions to the proportional means/rates models based on empirical process theory in the absence of a dependent terminating event.
These marginal models do not specify the dependence between recurrent events and death. The application of marginal semiparametric models such as Ghosh and Lin (2002) is limited due to strict conditions required for both IPCW and IPSW methods, which may not be satisfied in reality.
Shared random effects models or frailty models have been applied in this scenario. Lancaster and Intrator (1998) modeled the joint distribution of hospitalization and survival parametrically through a common unmeasured "frailty." They treated hospitalization as a Poisson process whose rate function shares the same frailty with the hazard function of the survival time. These two event processes were assumed to be independent given frailty. Wang, Qin, and Chiang (2001) modeled the occurrence rate function for recurrent events with informative censoring in semiparametric and nonparametric ways. They assumed a nonstationary Poisson process via a frailty for recurrent events likewise. Conditioning on frailty, recurrent and terminal events are independent. They treated both the distribution of informative censoring and frailty as nuisance parameters. Thus, their models cannot be applied to situations where modeling both the recurrent and terminal events is of interest. Also the proposed semiparametric models cannot handle time-dependent covariates.
In this article, we propose a joint semiparametric model for the intensity functions of both recurrent events and death by a shared gamma frailty. Nielsen et al. (1992;  see also Andersen et al., 1993 , Section IX) presented a general frailty model which may be specialized to recurrent event data with a terminal event. In that model, the frailty effect on recurrent and terminal event rates is the same. This is a special case (γ = 1) of our model, in which the frailty can have different effects on the two hazards.
The remainder of this article is organized as follows. In Section 2, we introduce the underlying multiplicative intensity model which takes into account the covariate information. Statistical methods are developed in Section 3 using the EM algorithm with a Metropolis-Hastings E-step. Results from simulation and a real-data analysis are presented in Sections 4 and 5, respectively. Section 6 concludes the article with a summary of our results and a discussion of generalizations of the proposed models.
Models
Let C i and D i be the censoring and death times for subject 
We introduce heterogeneity with observed covariate Z i and unobserved frailty ν i , which may measure the latent "health status" of the patient related to both recurrent events and the terminal event. The observation for subject i is
The following assumptions are made on the underlying processes:
(1) The recurrent, terminating, and censoring processes all have continuous distribution so that recurrent events and death cannot happen at the same time. We adopt the convention that death happens first in the interval [t, t + dt) .
We assume that the terminal event stops the further occurrence of recurrent events in that N R * i (t) is constant after D i . This is different from the conventional censoring event which only prevents us from observing further recurrent events but does not prevent their occurrence. Thus, the terminal and recurrent event processes are not independent even conditional upon frailty.
is not estimable generally and is 0 in this setting where D is a terminal event. Events (D < t) and (D ≤ t) are almost surely identical since D has a continuous distribution.
(4) Censoring is noninformative. In particular, as in type I or administrative censoring situations, censoring does not depend on ν.
(5) P (N R (X) > 1) > 0, which assures that ν and γ can be identified.
As in Kalbfleisch and Prentice (2002) , the full likelihood can be written as a product integral
Ignoring the contribution from independent and noninformative censoring,
Along the lines of the development of the competing risk likelihood, (2) can be written as the product of components given by (7) and (8). The detailed steps are
Note we adopt the convention 0 0 = 1. It can be shown that for continuous event times, (3) is equivalent to
We extend the model in Huang and Wolfe (2002) for clustered survival with dependent censoring to the new setting as follows:
The presence of the common frailty parameter ν weakens the usual assumption of noninformative censoring of the recurrent event process by death. We adopt the gamma frailty function f θ (·) with unit mean and variance θ. The mean is unity to avoid the nonidentifiability problem, which otherwise might arise if we multiply and divide the frailty and the baseline hazard by the same constant. When γ = 0, λ i (t) does not depend on ν i and is noninformative for the recurrent event rate r i (t). θ = 0 implies that the frailty terms ν i 's are identically 1, i.e., the heterogeneity in both recurrent and terminal event rates is solely explained by Z i .
Denote t ij to be the jth recurrent event time for ith subject, δ ij the indicator of the recurrent event at time t ij . Let x i be the observed follow-up time. The first factor of likelihood (4) is
Similarly, (6) suggests the second part of likelihood (4) is proportional to
can be written as the multiplication of (7) and (8). The full log likelihood for
Time-dependent covariates could be incorporated in our model. Analysis of internal time-dependent covariates yields the same likelihood form as in (6.11) of Kalbfleisch and Prentice (2002) . In what follows we write Z i (t) to denote the time-dependent covariates.
Methods
Equation (9) gives the likelihood for the "complete data" with "known" frailties, which is more readily maximized than the "observed data likelihood." This makes the EM algorithm a natural choice for parameter estimation. In the E-step, since there is no closed form for the density of f (ν i | O i ), Metropolis-Hastings algorithm can be used to generate M random numbers ν 
. A brief introduction to the MetropolisHastings algorithm is given in Appendix A.
In the M-step, parameter estimates are obtained by maximizing of the likelihood (9) as if the frailty statistics are known. The components of the partial derivative for β and r 0 (·) are
Parametric models for r 0 (t) can be estimated with standard asymptotic properties for fixed dimension MLE. The nonparametric estimate of baseline intensity for recurrent events is of the form of Breslow's estimate,
β can be solved by substituting (10) into the component of partial derivatives ∂l/∂β. The second partial derivative for covariate coefficient β is
All other score components and second partial derivatives are given in Appendix B.
Since the EM algorithm does not provide the information matrix for the observed data likelihood directly, Louis's formula (Louis, 1982 ) is used to obtain it. Let η = (β, α, γ, θ, r 0 , λ 0 ). The observed information matrix I(η) is given by
All of these terms are evaluated at the last iteration of the EM algorithm, when the last term becomes zero for the MLÊ η. The first two expectations can be calculated by averaging over the corresponding terms involving Metropolis-Hastings values.
Simulation
In this section we report results from a simulation study of three settings to evaluate the performance of the proposed estimation procedures. In each setting, we considered a single binary covariate Z taking value 0 or 1, each with probability 1/2, sample size n = 100, and regression coefficients α = 1 and β = 1. Frailties were generated from a gamma distribution with mean 1 and variance θ = 1. The baseline intensity functions for both recurrent events and death were taken to be exponential with constant 2 and 1/2, respectively. We assumed a fixed censoring time C = 0.8 for all subjects. A total Bias is the mean of the parameter estimates (based on 800 replicates) minus the true value; SE is the sampling standard error of the parameter estimate; SEM is the sampling mean of the standard error estimate; CP is the coverage probability of the corresponding 95% confidence interval. of 800 replicates were generated. The only difference in these settings lies in γ, which takes 1/2, −1/2, and 0 in settings I, II, and III, respectively. For setting I, subjects have 1.8 recurrent events on average. Of the subjects, 57% are censored and the rest experience death as the terminal event; 40% of subjects do not have any recurrent event. With γ = −1/2 in setting II, the incidence of recurrent events is preventive against the terminal event. For this setting, each subject has 2.1 recurrent events on average. Of the subjects, 42% are censored and 44% have no recurrent event. The results are shown in Tables 1 and 2 , respectively.
It can be seen that in both settings I and II the magnitudes of the empirical biases of the estimates from the joint frailty model are very small. Onlyγ in setting I andθ in setting II have significant biases of 0.022 and −0.047, respectively. The coverage probabilities are close to the nominal level 0.95, too. We observe only minor, if not negligible, biases for variance estimates.
We also used a reduced model estimator assuming that the hazards of recurrent and terminal events share no parameter, i.e., γ = 0. We fitted recurrent event data (by an algorithm similar to Klein, 1992) and survival data (by standard pro- In setting III, we set γ = 0 to compare the reduced and full model estimates when both models are valid. The estimates are very close with the same accuracy and precision in this special case (Table 3) . Figure 1 shows histograms forα,β,γ, andθ. In all settings, the distribution ofα andβ are approximately symmetric and normal, whileθ is skewed to the right. The distribution ofγ is skewed to the direction of its sign (positive or negative). Figure 2 gives the estimates of cumulative baseline hazard functions for the recurrent and terminal events. For simplicity, we only include the points at times 0.1, 0.2, . . . , 0.8. In each setting we draw the true cumulative baseline hazard functions R 0 (t) = 2t and Λ 0 (t) = 0.5t for comparison. It can be seen thatR 0 (t) for all settings are virtually unbiased.Λ 0 (t) also have little bias in settings I and III , but it is biased upward and skewed in setting II.
We also plot the estimates of cumulative baseline hazards in the reduced model assuming γ = 0 (results not shown). BothR 0 (t) andΛ 0 (t) are biased downward in setting I and upward in setting II, while unbiased in setting III. The bias in Λ 0 (t) arises from the fact that the reduced model incorrectly estimates the death hazard in model (6) by the marginal proportional hazards method. The bias inR 0 (t) results from the dependent censoring of the death event.
Application
We apply the proposed methods to hospitalization data for transplant candidates with kidney disease. Data are obtained from the Scientific Registry of Transplant Recipients (SRTR) database (Merion, 2003) . This analysis includes all patients registered between January 1, 1999 and January 31, 1999 for kidney transplant. The follow-up for hospitalization and survival ended on December 31, 2002. We are interested in the joint modeling of hospitalization and survival event processes (in days), taking account of covariate information. A total of 1121 patients were enrolled in this study. Among them there are 646 males (58%) and 743 whites (66%). The average age at registration is 47. The number of hospitalizations ranges from 0 to 33, averaging 2.6 per patient, whereas 460 (41%) patients were not hospitalized. The wide range of the number of hospitalizations suggests a large subject to subject variation. Kidney transplant was performed on 609, or 54% of patients during this period. At the end of the study 233 died and 375 were censored, while the remainder were censored before that date. In what follows we assumed censoring is independent of hospitalization and death. To avoid ties, we added a random number from Uniform(0, 1) distribution (in days) to each patient's event times.
We excluded two situations from the classification of the "recurrent event." First, the hospitalization for transplant is not counted as a hospitalization. Second, if the patient dies during hospitalization, it only counts as a terminal event, not as a hospitalization. The hospital discharge time is used as the recurrent event time.
Baseline covariates included in the analysis are age in years, race (1 = white, 0 = nonwhite), and gender (1 = male, 0 = female). Transplantation status Tx (1 = posttransplant, 0 = pretransplant) is a time-dependent covariate for survival. For hospitalization, we used two indicator variables to study the impact of transplant: Tx1 (1 = within 180 days after transplant, 0 = otherwise) and Tx2 (1 = more than 180 days after transplant, 0 = otherwise).
Preliminary studies showed that race, gender, and age effects were not significant for the hazard of hospitalization with this sample. Our final model is
We summarize the results in Table 4 . During the first 180 days after kidney transplant, the rate of hospitalization almost doubles (HR = 2.03, p < 0.0001). After 180 days the hospitalization rate decreases by 20% (p = 0.005) compared to that before transplant. Transplant also has a positive impact on patient's survival time. It decreases the death rate by 44% (p = 0.0005). Race and gender do not have any signif- icant effect on survival, whereas each 1-year increase in age elevates the death rate by about 5% (p < 0.0001).
The hospitalization rate varies greatly among patients (θ = 2.2, p < 0.0001), which results from the wide range of the number of hospitalization among patients. We also observê γ = 0.56, which is significantly greater than 0 (p < 0.0001). This implies that the hospitalization and death rates are positively associated.
We checked the adequacy of the adopted model by evaluating the estimated cumulative hazard functions for various stratifications. First, we divided the subjects into two age groups: young (<47 years old) and old (≥47 years old). We fitted the age-stratified models with the same adjusting variables as in (11). Plots of logR 0 (t) and logΛ 0 (t) versus log t are displayed in Figure 3a and 3b, respectively. The parallelism of the curves in both figures suggests that the proportional hazards model for age is a very good approximation, after adjustment for other covariates. We observe no noticeable difference between young and old patients onR 0 (t), which justifies the exclusion of age. For the time-dependent transplant covariate Tx, model checking examines the appropriate choice of time scale, as well as the proportional hazards assumptions. The data were divided into pretransplant and posttransplant follow-up periods. Separating the pretransplant data corresponds to censoring the data at transplant. Since kidney transplantation is determined largely by external factors, such as waiting time and genetic matching of the donor organ rather than upon patient condition, this censoring is plausibly treated as independent. As shown below, the pretransplant rate is nearly constant, so a simple proportional hazards effect for transplant would correspond to a constant posttransplant rate that does not depend upon the time of transplant. For the posttransplant group, the time origin was redefined to be the time of transplant, in order to determine whether the ratio of preto posttransplant rates varied by time since transplant.
We show the resultingR 0 (t) andΛ 0 (t) versus t in Figure 4 . For the pretransplant group,R 0 (t) is nearly linear in t, suggesting that the event rate is approximately constant. The posttransplant hospitalization rate is not constant over time and has a change in slope around 180 days, which agrees with the inclusion of Tx1 and Tx2 in the hospitalization hazard model. Figure 4b shows thatΛ 0 (t) has a modest change in slope around 600 days in the pretransplant data, while the posttransplant death rate is nearly constant. A more detailed model could account for this nonproportionality if necessary.
We also considered the model with time (in months) from waitlist registration to transplant as a baseline covariate in the posttransplant group. Time to transplant is not a significant predictor for hospitalization rate (HR = 1.00, p = 0.73), indicating that the effect of transplant is constant with respect to time to transplant. But it is a significant predictor for survival (HR = 1.03, p = 0.03), suggesting that the data would be better fit by a model with an interaction term between time of transplant and the effect of transplant (MeierKriesche et al., 2001 ). The current results, shown without the interaction term, represent the average effect of transplant over the range of times of transplant in this data set.
The diagnostic results suggest that our model could be simplified by using Weibull models for the baseline hazards as indicated by the linear relationship in Figure 3. 
Discussion
In this article, we proposed a shared frailty model for recurrent events and a terminal event. Our model can be easily generalized. Other functional forms of the frailties can be incorporated in the joint models (5) and (6), such as exponential functions of ν in the mortality intensity. The corresponding likelihood and estimation equations are readily adapted with only a minor modification for the (expected) functions of frailty terms. Stratum-specific models or interaction between frailties and other covariates can be utilized. Other parametric families can be used for the frailty distributions, e.g., log-normal (Huang and Wolfe, 2002) . These models are more flexible than those in Lancaster and Intrator (1998) , which assumed a common gamma frailty effect for both the recurrent events and mortality. The proposed joint model can also incorporate time-dependent covariates. Parameters for terminal event can be estimated in our model, unlike that presented in Wang et al. (2001) .
We did not use the profile likelihood method to estimate the variances because the resulting estimate for the variance of frailty distribution θ is biased downward. Andersen et al. (1997) studied this issue under the independent censoring situation and reached the same conclusion.
The use of fixed dimensional models for λ 0 (t) and r 0 (t) would lead to standard maximum likelihood asymptotic properties. We assume nonparametric forms for these functions, so the large sample properties of the estimators cannot be verified by the usual central limit theory. However, the simulation results suggest the asymptotic validity of this approach. Murphy (1995) studied asymptotic properties for the shared gamma frailty model in a simple setting with no covariate and no terminating events. Parner (1998) extended Murphy's result to a more general correlated frailty model with covariates. These results provide an approach to establishing the asymptotic properties of the proposed estimators.
Equations (3) and (4) are equivalent under the condition that recurrent events and death cannot happen simultaneously. In our application, if a recurrent event happened just before death (such as death while hospitalized), we treat it only as a terminal event and disregard the recurrent event. That is, our definition of recurrent event is actually "recurrent without death."
As we rewrite (5) as r i (t) = exp(β T Z i + log ν i )r 0 (t), log ν i is a proportional hazards covariate for recurrent events which is scaled to have coefficient 1. Similarly it is also a covariate for the survival with coefficient γ. The true relationship between recurrent and terminal events might be a complicated function involving time, which is approximated in the proposed model to capture the association that is due to an unmeasured covariate. An alternative is to assume a robust model by replacing ν γ in (6) by a function which can be estimated by nonparametric techniques, such as splines. The distributional assumption about the frailty may be checked similarly as Glidden (1999) . Oakes (1989) developed diagnostic methods for related models. His methods are not directly applicable to our model, but may provide valuable insight for future research. Other approaches to checking the validity of the proposed model are worthy of further investigation.
