As a well-known clustering algorithm, Fuzzy C-Means (FCM) allows each input sample to belong to more than one cluster, providing more flexibility than non-fuzzy clustering methods. However, the accuracy of FCM is subject to false detections caused by noisy records, weak feature selection and low certainty of the algorithm in some cases. The false detections are very important in some decision-making application domains like network security and medical diagnosis, where weak decisions based on such false detections may lead to catastrophic outcomes. They mainly emerge from making decisions about a subset of records that do not provide sufficient evidence to make a good decision. In this paper, we propose a method for detecting such ambiguous records in FCM by introducing a certainty factor to decrease invalid detections. This approach enables us to send the detected ambiguous records to another discrimination method for a deeper investigation, thus increasing the accuracy by lowering the error rate. Most of the records are still processed quickly and with low error rate preventing performance loss which is common in similar hybrid methods. Experimental results of applying the proposed method on several datasets from different domains show a significant decrease in error rate as well as improved sensitivity of the algorithm.
Introduction
Clustering is an unsupervised method for grouping data into several partitions. The key idea behind this method is to group similar records into one cluster, such that the records in each cluster are similar to each other as possible and the records in different clusters are as different as possible. The similarity of the records can be measured by a distance measure between each pair of the samples. K-means [13] and fuzzy c-means (FCM) are two widely used distance-based clustering algorithms. Both algorithms are based on partitioning a dataset of N objects into a set of K clusters. These algorithms are usually initialized with partitions and then use an iterative control strategy to optimize an objective function for partitioning the space. The difference between K-means and FCM is that K-means is faster than FCM while FCM is more robust against noise [36] .
The FCM is based on the concept of fuzzy sets, allowing each sample to belong to more than one cluster at the same time, with possibly different degrees of membership in each cluster. Thus, it will assign each sample to several different clusters even if there is a lack of certainty [1] . FCM has its own shortcomings. For instance, initial choosing of cluster seeds will hugely affect the final result in some cases. To solve this problem, some improvements have been proposed for the FCM method, to select the initial seeds [6, 31] . Another problem with the FCM happens when the degrees of membership of a given sample in two or more clusters are almost equal. FCM does not discriminate as expected when such ambiguous data exist. To the best of our knowledge, 
P(h) = P(hypothesis)=
The probability value of a hypothesis. Here, our hypothesis is belonging to a specific cluster where the probability P(C) = P(cluster) is equal to the average of membership values of the records in the dominant cluster (membership>=0.5) and the average of fuzzy complements of the membership values for non-dominant clusters.
P(S|h), P(S|C)
The value of membership of a record in a specific cluster for dominant cluster (membership>=0.5) and the fuzzy complement of the membership value for non-dominant clusters the concept of ambiguity of the results in FCM clustering is not taken into account in previous methods. It will be emphasized throughout this paper that in many learning algorithms like FCM, there are situations where the algorithm is unable to infer the final results precisely. In existing methods, the algorithm just tries to assign the sample to the most relevant cluster or even to a random cluster in such situations. There are many application domains where the precision of the algorithm is important and false detection rate must be as low as possible to avoid weak decisions. Examples are network intrusion detection and medical diagnosis.
The performance also matters in emerging clustering applications. The huge amount of data in many domains and the need to process more and more data with higher precision requires an approach that preserves both accuracy and speed. This is still a real challenge in many application domains [1] . Some improved methods are proposed that perform a trade-off between accuracy and performance [6] . However, meeting the high precision requirements of the aforementioned application domains, results in a considerable loss of speed, limiting their applicability.
The main contribution of this paper is to propose a method for improving FCM, called Ambiguity-Driven FCM (AD-FCM), to tackle the aforementioned situations where both precision and performance are important. AD-FCM is based on the idea that if most of the records are analyzed with high precision, it would be possible to send the rest of them, the ambiguous samples, to another learning or inference algorithm for gaining a higher precision and higher confidence levels. This approach may leads to slightly longer execution time, compared to clustering or classifying all records with a lower precision. The proposed AD-FCM method is extensively evaluated by applying it to real datasets for intrusion detection, diagnosis of diabetes, image segmentation and location data privacy.
The rest of the paper is organized as follows. An overview of the related works is given in Section 2. Section 3 describes the proposed AD-FCM method after a brief overview of the basic FCM concepts. Experimental results with four real-world datasets in different application domains are presented in Section 4. Section 5 concludes the paper and points out to future research.
Related works
Distance-based clustering algorithms are widely used as a family of machine learning methods. The first and probably most used clustering algorithm is K-means [13] which partitions the input space based on the distance between records and assigns each record to a single cluster. More flexibility The AD-FCM process in clustering was provided by introducing fuzzy clustering methods that allow each sample to belong to more than one cluster, with possibly different degrees of membership in each cluster. A widely used fuzzy clustering algorithm is the Fuzzy C-Means clustering algorithm [1] that has been applied in different fields such as geology [34] , bioinformatics [17] and image segmentation [43] . In FCM, each cluster is treated like a fuzzy set and the cluster centers move smoother than the K-Means during the execution of the clustering algorithm. Each sample will have its own effect on the center of each cluster with some fuzzy factor, unlike K-Means which forces each sample to be a member of just a single cluster. Many improvements have been proposed for the basic FCM algorithm. For a better discrimination between clusters, Hoppner and Klawonn [16] proposed an improved method for detecting the partition boundaries in FCM. Another interesting contribution was collaborative FCM proposed by Pedrycz and Rai [33] . In their method, the clusters interact with each other to improve the final results. Kernel-based and multiple kernel methods [11] are also two other improvements on FCM. In a recent work, Mei and Chen [27] proposed relation integrated FCM which also performs the fuzzy clustering in a cooperative manner and uses pairwise analysis of data samples and the relationships between them. Lin prospers FCM using evolutionary kernel [24] . Parker and Hall accelerate the FCM by improved initialization [32] . Zeng et. al. propose a novel multi center FCM [42] .
However, most of the improvements on FCM have been focused on improving the accuracy of the algorithm and decreasing the clustering errors. For example Casas-Roma et.al [5] propose a method to measure the quality of clustering using anonymizing techniques. Uncertainty in clustering input data such as noise or missing values also has been considered [25, 28, 40] and using quadratic penalty vector has significant results in dealing with these issues [8, 12, 39] . These algorithms focus to tackle the uncertainty in the data and with out taking into account the uncertainty in the final results of the FCM which could be due to the various factors such as feature selection and inability of FCM to cluster all records precisely in the specific applications. Given the fact that just like other learning methods, FCM can not cluster all records precisely and thus hybrid methods are proposed [38] .
To the best of our knowledge, none of the methods directly address the problem of ambiguity of the similar cluster membership values, which leads to lack of certainty in the FCM clustering output. Even though the FCM algorithm is already used in some specific application domains like intrusion detection [18] this shortcoming of FCM is not been taken into account. We argue that uncertainty is an inherent and non-separable property of most machine learning algorithms and more specifically in the distance-based clustering algorithms. Our proposed AD-FCM method addresses this problem to prevent false decisions when we are uncertain about the cluster memberships, providing more accurate results.
Recent studies also confirm the general lack of accuracy in learning algorithms [3] . It has been argued that there is no perfect learning technique [7] . This has led to exploiting hybrid techniques that combine the results of different machine learning techniques for improving the accuracy [4, 10] . In general, hybrid machine learning methods have better results than a single method [22, 38] . However, a substantial challenge for hybrid methods in many emerging application domains with huge amounts of data is the computational complexity. For instance, in network intrusion detection, the problem is the tremendous growth of infrastructure and higher bandwidth which requires efficient processing [7] . The hybrid learning techniques rely on heavy computations and their response time is affected by the processing speed of the learning algorithm, where the faster techniques are clearly preferable [9, 38] . Although hybrid techniques provide better accuracy, but they execute several machine learning methods over the whole dataset and then merge the results. Therefore, their processing time will increase significantly. This is an important barrier which prevents using the hybrid methods in real-world applications. In contrast, our proposed AD-FCM method provides accurate results similar to that of hybrid techniques, without the need to run multiple algorithms over the whole dataset. Instead, it will identify the ambiguous records, then it separates and sends only these ambiguous records to another algorithm for further processing. So instead of sending the whole dataset, only few number of records will be processed multiple times. This allows the AD-FCM to improve the accuracy with negligible processing overhead.
Ambiguity-driven FCM clustering
This section begins with an overview of the basic FCM clustering method. The problem of ambiguity in assigning a sample to the FCM clusters is discussed in the next part, followed by introducing the proposed AD-FCM process for coping with this ambiguity. The symbols and notations used throughout the paper are summarized in Table 1 .
The basic FCM method
As mentioned in Section 1, distance-based clustering methods are unsupervised techniques for grouping a set of data records into different clusters. FCM clustering uses fuzzy sets to partition a database of N objects into a set of C clusters in such a way that each sample is allowed to belong to more than one cluster, with possibly different degrees of membership in each cluster. The main idea of the FCM algorithm is based on getting a collection of n-dimensional records as input, and trying to minimize an objective function shown in (1) to assign the records to clusters [1] :
Here V i is an n-dimensional prototype for each cluster, and U is a partition matrix that assigns the degrees of membership to each sample. The coefficient m is called fuzzification coefficient which determines the degree of fuzziness of memberships on clusters. By increasing the value of m, the fuzziness of the algorithm will be increased. The objective function of FCM clustering is also shown by:
where X kj is the input record, V ij is center of the cluster and U is the objective function, N shows the number of input records and c is number of clusters.
Ambiguity in clustering algorithms
Most clustering algorithms try to partition the records into a set of clusters. In some cases, determining the cluster of records, using specific attributes or algorithms is difficult due to the lack of appropriate discriminating attributes or inconsistency of the domain with the learning method. Consider two adjacent crisp clusters in two-dimensional space with a shared border between them. What happens if a sample lies near this border? Using current methods, the algorithm tries to assign that sample(s) either to the most relevant clusters in fuzzy clustering or to a random cluster in non-fuzzy clustering. The fuzzy case is illustrated in Fig. 1 . Two fuzzy clusters exist and the space between them is where the records cannot be assigned to any specific cluster with adequate certainty, i.e. as certain as the core of clusters. We name the space between clusters the ambiguous space. It can be observed that when a sample perches here, the exact cluster which this sample belongs to, cannot be determined with the same confidence level of other areas of the cluster, such as areas close to its core. This method of making decision about the clusters that the record belongs to, is prone to errors because of its lack of confidence leading significant increase in error rate. Therefore, we propose a method for determining most of the ambiguous records. Using this method makes it possible to increase the accuracy.
In some application domains like intrusion detection or medical diagnosis, a very important aspect is the confidence of the results. So if some ambiguous records exist when performing FCM, they can be detected using the proposed method and investigated with other methods. This will potentially provide better accuracy. Discriminating the ambiguous samples out of the unambiguous ones will make the final results more reliable than existing clustering methods.
The proposed AD-FCM method
As discussed in Section 1, a serious challenge in clustering is the lack of certainty in discriminating between ambiguous and unambiguous samples. In this section, we present the design of the AD-FCM, which aims at coping with the ambiguity that exists in fuzzy clustering. AD-FCM is designed to provide higher accuracy than existing methods, but, unlike the hybrid techniques performs this with little or no negative impact on processing time. This is achieved by a two-step clustering approach. In the first step, most of the data samples are clustered with high accuracy and high speed. In the second step, the ambiguous records will be sent for further processing. By this design, the benefits of hybrid algorithms will be preserved, but their huge time consumption is avoided. The proposed algorithm for clustering with detection of ambiguous records is described below.
The input records with selected features are sent to FCM for clustering. After the FCM algorithm terminates, the results have to be defuzzified and assigned to their most relevant cluster. In this step, instead of assigning the input record to the cluster with higher membership value as commonly done in classic FCM, we use a Bayesian method to aggregate all clusters decisions about each record. In the next part a brief overview of the Bayes theorem is given first and then it will be customized to overcome the mentioned problem.
The Bayes theorem and certainty factor
Given an input record R, it would be useful to determine the certainty of a given hypothesis or the best hypothesis about R drawn from space H. One approach is calculating the probability of the hypothesis with the given record R and the initial knowledge. The Bayes theorem provides a method to calculate such probabilities. In other words, the Bayes theorem makes it possible to calculate the probability of the hypothesis based on its prior probability, the probabilities of other different records and different hypotheses, and the observed record itself. Lets introduce some notations for a better description of the concept.
We assume that P(h) is the initial probability that hypothesis h holds. For a given cluster C, P(h) is calculated as the average of the membership values of all records in that cluster. In addition, for calculating the validity of this value based on membership of R in other clusters except C, other clusters are required to admit the degree of dependency of the record to them by complementing the membership values of R in those clusters. The idea behind the complement operation is that it shows the probability of a record not belonging to other clusters. In other words, it will show the aggregated probability of not happening h, shown by h', Fig. 3 Number of false detected records using basic method vs. increasing ambiguous data by increasing certainty threshold where h' consists of all hypotheses except h. We also define P (s | C i ) as the score of a given record in the expected hypothesis which is extracted as follows: P (s | C i ) is calculated as the membership value of a given record in the relevant cluster C i or in the expected cluster. For irrelevant clusters or non-expected hypothesis, P (s | C i ) is calculated as the complement of all membership values. P (C i | R) is the probability of cluster i with given record R. Now the basic Bayes theorem can be defined by (3).
For any given record R, if we assume that P(R)=1 for the probability of membership of a given record in the expected cluster as resulted from FCM clustering, then we can define the certainty factor as (4) .
As mentioned earlier, P (s i | C i ) is the membership value of a given record in the relevant cluster or the complement of the membership value in all irrelevant clusters, and c is the total number of clusters.
The general process of the AD-FCM
An overall process of the proposed AD-FCM method is depicted in Fig. 2 . It initiates a basic FCM clustering and then performs the additional processing required to detect the ambiguous records. Then the detected ambiguous records will be sent for further processing and the normal clustered records will be shown as the results of the algorithm.
A pseudo code is also given to declare the detailed steps for calculating the certainty factor as presented in Algorithm 1. Here U[j][i] is the membership of the record i in the cluster j and C' is the relevant cluster for each record. S is the score and is the sum of scores of all records to the all clusters multiplied by P (the confidence of each record in the relevant cluster). The algorithm begins with specifying certainty threshold which is defined by the user to distinguish between clustered records and ambiguous records. having bigger certainty threshold decreases the error rate but increases the ambiguous records. This threshold determines the border between the unambiguous records (accepted by the clusters) and the ambiguous records. At line 2, the input data will be clustered by the FCM and then at lines 3 to 6 the probability of matrix P will be computed. Line 7 initiates the loop for each record to calculate the maximum relevant cluster C' at line 8. Then in lines 10 to 13 the score is calculated. The computation of the formula is based on (4) is performed in lines 14 and 15. In this algorithms lines 9-15 are trying to calculate the certainty factor based on (3) and (4) . Finally, the input record will be labeled in lines 16 to 19 as ambiguous or as a member of the most relevant cluster based on comparing certainty factor with the certainty threshold. To explain how this rule works, it can be followed that the algorithm specifies the certainty of the record as a member of the higher related cluster and if its value is more than the threshold, called certainty threshold here, then the input record can be assigned to that cluster with high certainty. If the certainty factor is below the threshold, it means that the record has a tendency to other clusters either. This record needs to be marked for further inspection. Thus the algorithm labels this record as ambiguous.
Experimental results
In this section, the proposed AD-FCM clustering method is evaluated using four data sets. An Intel core i5 2.5 GHz machine with 4 GB of RAM and 500 GB of hard disk space was been used for the experiments. 
AD-FCM for intrusion detection
A serious challenge in IDSs is the trade-off between the computation and keeping the systems secure. In most of the IDS scenarios the packets cannot be investigated deeply. Most existing algorithms investigate the packets almost careless and superficial in order to relieve heavy computations [6, 13, 31] and this is an unsolved problem [1] . The proposed AD-FCM method is applied to IDS data to demonstrate that unlike existing methods, it can provide both benefits, speed that usually comes with simple learning methods and high accuracy that requires hybrid methods. Since data preprocessing and feature selection has important effect in the intrusion detection, these steps have been done based on [44] .
Clustering the IDS data
In this step, the input records with the selected features are sent to the AD-FCM. As described in Section 3.3, the AD-FCM has two types of output: known data and ambiguous data. Table 3 shows the best results of the AD-FCM. The effects of the number of clusters and the fuzzification coefficient (m) (see (2) ) can be observed that as the proposed AD-FCM inherits the general properties of the FCM. As there are more than one type of abnormal traffic, the optimum number of clusters has led to better results. Best results are achieved with 5 clusters and the best value of fuzzification coefficient was m=2 as shown in Table 2 .
The results of increasing the certainty threshold are shown in Table 3 . An interesting observation is that when the number of ambiguous records is increased, the percentage of basic false detected records will decreases. These are the records that are clustered falsely in basic FCM among all determined records as ambiguous in AD-FCM. A balance is required here, since allowing more ambiguous records in the dataset will decrease the detection error. However, having more ambiguous records means that a deeper investigation is required for most of the records, which leads to increased requirement to computational resources. So the trade-off between handling ambiguity and performance will guide the selection of the certainty threshold value.
As depicted in Table 3 , the ambiguous records are increased significantly above the threshold of 0.4, but basic false detections do not decrease that much. It can be interpreted as if the sensitivity of the AD-FCM is increased after the optimum point, just the computation overhead is increased because these records need to be reprocessed without separating too many false records. The optimum value of the certainty threshold in this experiment was 0.4. Determining the optimum value seems to be application dependent but it can be easily computed by a few experiments. Our experiments with other datasets also show that the optimum range is between 0.3 and 0.4. Table 4 summarizes the comparison of the proposed AD-FCM method with some of well-known and relatively fast methods. The first compared method is a modified version of Support Vector Machine (SVM) which offers an accuracy of 97.17 % in specific cases with a minimum of 6 % of falsely detected records for bulk network traffic [41] . It was slower than AD-FCM method. Other methods were Kstar, J48, and BFTree [29] , K-means [19] , and modified C4.5 which uses extended data for classification [23] and a hybrid method based on information gain, random tree and Adaboost [30] . The execution learning time of these algorithms on a subsample of 1000 records also depicted in Table 4 .
AD-FCM for medical diagnosis
As a second evaluation of the AD-FCM, in this section Pima Indian diabetes data from the UCI Repository of machine learning database (http://archive.ics.uci.edu/ml/) was used. The dataset consists of 768 records with 8 attributes. It has two classes, normal class with 500 records and sickness class with 268 records. So the sick class could be considered as a minor class. Two clusters have been used: one for the normal records and another for sickness. The results of applying AD-FCM are shown in Table 5 . It can be observed that the false detection rate decreases with increasing certainty threshold. As depicted in Fig. 3 , by increasing the certainty threshold, the number of ambiguous records will increase and the ratio of false clustered records will decrease. It can be also observed in Fig. 3 that the best rate of basic false detection occurs at certainty threshold is in range of [0.3-0.4]. Table  6 shows the effect of increasing certainty threshold on the accuracy of the output. Note that the accuracy is calculated as below:
We used this equation instead of the traditional one since we need to separate ambiguous records and we cannot count them here. The table shows that by increasing the certainty threshold, the accuracy of output results will be increased. Also it can be observed in the same type of dataset, if the basic method provides better results, the AD-FCM prospers the final results more efficiently. This is due to the fact that each cluster is considered as a hypothesis and we infer based on these hypotheses so the more accurate hypothesi could have better results. These results in Table 8 show that for a different dataset like Pima, where the minor class is smaller and FCM provides better results, the effect of increasing certainty threshold on the accuracy of AD-FCM is more significant. Table 7 compares the results of the proposed AD-FCM method with C4.5, KAIG [35] , SVM, and modified SVM for imbalanced classes [20] . In this table, the minor class is the sickness class and the value of 35 %, 10 % and 5 % means that from the hole dataset, the subset used in the experiments has for example 35 % of sick records and 65 % of normal records.It can be observed that in imbalanced datasets with a major class and one or more minor classes, as the AD-FCM method is derived from FCM, it works well and has no tendency to the major class or cluster. The G-mean values show that when the minor class becomes smaller, other classification methods will tend to the major class. Note that as the FCM does not consider the size of clusters, unlike Bayesian theory, the best results for G-mean is achieved by lower certainty threshold where modified Bayesian theory has a lower effect. The best results for accuracy are achieved with a certainty threshold of 0.4 where the effect of modified Bayesian theory is more than the first case, and a certainty threshold of 0.15 is used for G-mean. By increasing the certainty threshold (as the ambiguous records especially in minor cluster increase), the G-mean decreases because the modified Bayesian method works similar to other methods and it will detect more records in the smaller cluster as ambiguous. In other words, by increasing the certainty threshold, the accuracy of the result will be increased. The effect of changing the certainty threshold on the accuracy of output are shown in Table 6 . This comparison is also illustrated in Fig. 4 . One can observe that by changing the balance of the classes, the AD-FCM method works more robust than other methods. Table 8 shows the results of comparing AD-FCM, SMOTE NEW and spread subsample methods on the diabetes dataset with a minor of class 10 % [26] . Note that for the proposed method, the accuracy is calculated just for the clustered records and the ambiguous records are not considered in this experiment. 
AD-FCM for image segmentation
One of the demanding application areas of FCM is image segmentation [37] . In this section both FCM and AD-FCM are compared for this purpose, and the effect of the certainty threshold on the results is analyzed. Initially the RGB image is converted into Lab coding and the ab values are used for segmentation. The segmentation is performed using different certainty thresholds. For simplicity the resulted images are converted into grayscale. The ambiguous parts in images are always shown in pure black. The photos are taken from the benchmark for semantic image segmentation [21] . A high quality photo was also applied for better illustration of the results. As depicted in Fig. 5c , the shadow of the camel is distinguished as ambiguous, which was almost the same in basic FCM. Figure 6 also shows the effect of certainty threshold for another classic photo. In Fig. 7b which shows the basic FCM, too many details are discarded, unlike Fig. 7c which shows AD-FCM result with a certainty threshold of 0.4 and the weeds are well detected by determining ambiguous parts. In Fig. 7d with a certainty threshold of 0.5 the face of the rhino is well analyzed. The animal's ear is better separated and inside of its ear is determined as ambiguous and is not in the same cluster as the other parts of its ear which is distinguishable by human in original image either. With increasing the certainty threshold in Fig. 7e most areas of the picture are marked as ambiguous. Table 9 shows the execution time of FCM and AD-FCM. As it shows the AD-FCM execution time is close to the FCM but with more precise results.
AD-FCM for eliminating the effect of added noise for privacy in location data
In preserving location privacy of mobile users a major concern is to confuse the potential intruder so that he or she cannot distinguish the actual location of the user. Hoh et al [15] propose K-means for determining the user's most visited locations such as home, work and hobbies. One of the methods for achieving privacy is to send noisy queries such that the intruder is confused [14] .The MSR GPS privacy dataset 2009 is used [2] and the center of clusters extracted using the method proposed by Hoh et al. Then noisy queries were added to dataset and followed by extracting the center of clusters with FCM and AD-FCM and then calculating the sum of errors which is the distance between the real centers and extracted centers. Table 10 shows the results of this experiment and comparison of both algorithms. The results are computed by sum of error for five different users after adding noise and extracting the important locations of users computed by FCM and AD-FCM with different certainty factors.
As expected, in AD-FCM the sum of errors is lower than of the FCM, mostly between 30 to 50 percent. The variance of errors in AD-FCM for different executions are shown in Table 11 . A remarkable observation here is that for a certainty threshold of 0.6, the variance is significantly higher than other parts. As shown in Table 11 , a certainty threshold value of 0.6 did not prosper the results, and it leads to weaker results due to the fact that too many records are marked as ambiguous with this value of certainty threshold. Many of the actual records are eliminated either, and in 
Conclusion
In the current study, it has been shown that the accuracy of fuzzy clustering is improved by focusing on the concept of ambiguous data. We proposed a method for separating ambiguous output records, which cannot be clustered with high certainty by existing methods. By this approach we prosper the algorithm's accuracy. This method was evaluated on four well-known datasets in four different fields of network intrusion detection, medical diagnosis, image segmentation and the addition of noise for privacy in the location dataset. The results show that with separating ambiguous records, the false error rate decreases significantly: A 41 % decrease of error rate (from 34 to 20) for Pima dataset and 81.57 % decrease of error rate (from 3.8 to 0.7) for IDS KDD99 and up to 50 % for noisy queries added to MSR. It was also shown in image segmentation that more details of photos are explored by marking ambiguous parts, which can be used as a good basis for improving methods in this field of research. The number of clusters as well as the optimal values of certainty threshold were discussed which are based on the problem and context, but a certainty threshold of about 0.4 was adequate for most cases. Optimal determination of the certainty threshold for different application areas remains an open problem. Future work may also include applying the AD-FCM method to other domains and studying the ambiguity in other fuzzy learning methods or using AD-FCM as a hybrid method with other learning algorithms. The AD-FCM source code is publicly available at http://dkr.iut.ac.ir/projects.
