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Abstract. In this paper, we propose a new approach to con-
struct a system of transformation rules for the Part-of-Speech
(POS) tagging task. Our approach is based on an incremen-
tal knowledge acquisition method where rules are stored in
an exception structure and new rules are only added to cor-
rect the errors of existing rules; thus allowing systematic con-
trol of the interaction between the rules. Experimental results
on 13 languages show that our approach is fast in terms of
training time and tagging speed. Furthermore, our approach
obtains very competitive accuracy in comparison to state-of-
the-art POS and morphological taggers.
Keywords: Natural language processing, Part-of-Speech tag-
ging, Morphological tagging, Single Classification Ripple
Down Rules, Rule-based POS tagger, RDRPOSTagger, Bul-
garian, Czech, Dutch, English, French, German, Hindi, Ital-
ian, Portuguese, Spanish, Swedish, Thai, Vietnamese
1. Introduction
POS tagging is one of the most important tasks in
Natural Language Processing (NLP) that assigns a tag
to each word in a text, which the tag represents the
word’s lexical category [26]. After the text has been
tagged or annotated, it can be used in many appli-
*Corresponding author. E-mail:
dat.nguyen@students.mq.edu.au.
**The first two authors contributed equally to this work.
cations such as machine translation, information re-
trieval, information extraction and the like.
Recently, statistical and machine learning-based POS
tagging methods have become the mainstream ones
obtaining state-of-the-art performance. However, the
learning process of many of them is time-consuming
and requires powerful computers for training. For ex-
ample, for the task of combined POS and morpholog-
ical tagging, as reported by Mueller et al. [43], the
taggers SVMTool [25] and CRFSuite [52] took 2,454
minutes (about 41 hours) and 9,274 minutes (about
155 hours) respectively to train on a corpus of 38,727
Czech sentences (652,544 words), using a machine
with two Hexa-Core Intel Xeon X5680 CPUs with 3,33
GHz and 144 GB of memory. Therefore, such methods
might not be reasonable for individuals having limited
computing resources. In addition, the tagging speed of
many of those systems is relatively slow. For example,
as reported by Moore [42], the SVMTool, the COM-
POST tagger [71] and the UPenn bidirectional tagger
[66] respectively achieved the tagging speed of 7700,
2600 and 270 English word tokens per second, using
a Linux workstation with Intel Xeon X5550 2.67 GHz
processors. So these methods may not be adaptable to
the recent large-scale data NLP tasks where the fast
tagging speed is necessary.
Turning to the rule-based POS tagging methods,
the most well-known method proposed by Brill [10]
automatically learns transformation-based error-driven
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ISSN 0921-7126, IOS Press. All rights reserved
ar
X
iv
:1
41
2.
40
21
v5
  [
cs
.C
L]
  1
9 D
ec
 20
15
2 A Robust Transformation-Based Learning Approach Using Ripple Down Rules for Part-of-Speech Tagging
rules. In the Brill’s method, the learning process selects
a new rule based on the temporary context which is
generated by all the preceding rules; the learning pro-
cess then applies the new rule to the temporary context
to generate a new context. By repeating this process, a
sequentially ordered list of rules is produced, where a
rule is allowed to change the outputs of all the preced-
ing rules, so a word could be relabeled multiple times.
Consequently, the Brill’s method is slow in terms of
training and tagging processes [27, 46].
In this paper, we present a new error-driven ap-
proach to automatically restructure transformation rules
in the form of a Single Classification Ripple Down
Rules (SCRDR) tree [15, 57]. In the SCRDR tree, a
new rule can only be added when the tree produces
an incorrect output. Therefore, our approach allows the
interaction between the rules, where a rule can only
change the outputs of some preceding rules in a con-
trolled context. To sum up, our contributions are:
– We propose a new transformation-based error-driven
approach for POS and morphological tagging task,
using SCRDR.1 Our approach obtains fast perfor-
mance in both learning and tagging process. For
example, in the combined POS and morphological
tagging task, our approach takes an average of 61
minutes (about 1 hour) to complete a 10-fold cross
validation-based training on a corpus of 116K Czech
sentences (about 1,957K words), using a computer
with Intel Core i5-2400 3.1GHz CPU and 8GB of
memory. In addition, in the English POS tagging,
our approach achieves a tagging speed of 279K word
tokens per second. So our approach can be used on
computers with limited resources or can be adapted
to the large-scale data NLP tasks.
– We provide empirical experiments on the POS tag-
ging task and the combined POS and morphologi-
cal tagging task for 13 languages. We compare our
approach to two other approaches in terms of run-
ning time and accuracy, and show that our robust and
language-independent method achieves a very com-
petitive accuracy in comparison to the state-of-the-
art results.
The paper is organized as follows: sections 2 and
3 present the SCRDR methodology and our new ap-
proach, respectively. Section 4 details the experimental
results while Section 5 outlines the related work. Fi-
nally, Section 6 provides the concluding remarks and
future work.
1Our free open-source implementation namely RDRPOSTagger
is available at http://rdrpostagger.sourceforge.net/
2. SCRDR methodology
A SCRDR tree [15, 49, 57] is a binary tree with two
distinct types of edges. These edges are typically called
except and if-not edges. Associated with each node in
the tree is a rule. A rule has the form: if α then βwhere
α is called the condition and β is called the conclusion.
Cases in SCRDR are evaluated by passing a case to
the root of the tree. At any node in the tree, if the con-
dition of the rule at a node η is satisfied by the case (so
the node η fires), the case is passed on to the except
child node of the node η using the except edge if it ex-
ists. Otherwise, the case is passed on to the if-not child
node of the node η. The conclusion of this process is
given by the node which fired last.
For example, with the SCRDR tree in Figure 1,
given a case of 5-word window context “as/IN in-
vestors/NNS anticipate/VB a/DT recovery/NN” where
“anticipate/VB” is the current word and POS tag pair,
the case satisfies the conditions of the rules at nodes
(0), (1) and (4), then it is passed on to node (5), using
except edges. As the case does not satisfy the condition
of the rule at node (5), it is passed on to node (8) us-
ing the if-not edge. Also, the case does not satisfy the
conditions of the rules at nodes (8) and (9). So we have
the evaluation path (0)-(1)-(4)-(5)-(8)-(9) with the last
fired node (4). Thus, the POS tag for “anticipate” is
concluded as “VBP” produced by the rule at node (4).
A new node containing a new exception rule is added
to an SCRDR tree when the evaluation process returns
an incorrect conclusion. The new node is attached to
the last node in the evaluation path of the given case
with the except edge if the last node is the fired node;
otherwise, it is attached with the if-not edge.
To ensure that a conclusion is always given, the root
node (called the default node) typically contains a triv-
ial condition which is always satisfied. The rule at the
default node, the default rule, is the unique rule which
is not an exception rule of any other rule.
In the SCRDR tree in Figure 1, rule (1) - the rule at
node (1) - is an exception rule of the default rule (0).
As node (2) is the if-not child node of node (1), rule (2)
is also an exception rule of rule (0). Likewise, rule (3)
is an exception rule of rule (0). Similarly, both rules (4)
and (10) are exception rules of rule (1) whereas rules
(5), (8) and (9) are exception rules of rule (4), and so
on. Therefore, the exception structure of the SCRDR
tree extends to four levels: rules (1), (2) and (3) at layer
1; rules (4), (10), (11), (12) and (14) at layer 2; rules
(5), (8), (9), (13) and (15) at layer 3; and rules (6) and
(7) at layer 4 of the exception structure.
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Figure 1.: An example of a SCRDR tree for English POS tagging.
Template Example
#2: if previous1stWord == “object.previous1stWord” then tag = “correctTag” (13)
#3: if word == “object.word” then tag = “correctTag” (5)
#4: if next1stWord == “object.next1stWord” then tag = “correctTag” (7)
#10: if word == “object.word” && next2ndWord == “object.next2ndWord” then tag = “correctTag” (9)
#15: if previous1stTag == “object.previous1stTag” then tag = “correctTag” (4)
#20: if previous1stTag == “object.previous1stTag” && next1stTag == “object.next1stTag” then tag = “correctTag” (11)
Table 1: Examples of rule templates corresponding to the rules (4), (5), (7), (9), (11) and (13) in Figure 1.
3. Our approach
In this section, we present a new error-driven ap-
proach to automatically construct a SCRDR tree of
transformation rules for POS tagging. The learning
process in our approach is described in Figure 2.
Figure 2.: The diagram of our learning process.
The initialized corpus is generated by using an ini-
tial tagger to perform POS tagging on the raw corpus
which consists of the raw text extracted from the gold
standard training corpus, excluding POS tags.
Our initial tagger uses a lexicon to assign a tag for
each word. The lexicon is constructed from the gold
standard corpus, where each word type is coupled with
its most frequent associated tag in the gold standard
corpus. In addition, the character 2-, 3-, 4- and 5-gram
suffixes of word types are also included in the lexi-
con. Each suffix is coupled with the most frequent2
tag associated to the word types containing this suf-
fix. Furthermore, the lexicon also contains three de-
fault tags corresponding to the tags most frequently as-
signed to words containing numbers, capitalized words
and lowercase words. The suffixes and default tags are
only used to label unknown words (i.e. out-of-lexicon
words).
To handle unknown words in English, our initial tag-
ger uses regular expressions to capture the information
about capitalization and word suffixes.3 For other lan-
guages, the initial tagger firstly determines whether the
word contains any numeric character to get the default
tag for numeric word type. If the word does not contain
any numeric character, the initial tagger then extracts
2The frequency must be greater than 1, 2, 3 and 4 for the 5-, 4-,
3- and 2-gram suffixes, respectively.
3An example of a regular expression in Python is as follows:
if (re.search(r′(.*ness$) | (.*ment$) | (.*ship$) | (^[Ee]x-.*) |
(^[Ss]elf-.*)′, word) != None): tag = “NN”.
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the 5-, 4-, 3- and 2-gram suffixes in this order and re-
turns the coupled tag corresponding to the first suffix
found in the lexicon. If the lexicon does not contain any
of the suffixes of the word, the initial tagger determines
whether the word is capitalized or in lowercase form to
return the corresponding default tag.
By comparing the initialized corpus with the gold
standard corpus, an object-driven dictionary of Object
and correctTag pairs is produced. Each Object captures
a 5-word window context of a word and its current ini-
tialized tag in the format of (previous 2nd word, previ-
ous 2nd tag, previous 1st word, previous 1st tag, word,
current tag, next 1st word, next 1st tag, next 2nd word,
next 2nd tag, last-2-characters, last-3-characters, last-
4-characters), extracted from the initialized corpus.4
The correctTag is the corresponding “true” tag of the
word in the gold standard corpus.
words w-2, w-1, w0, w+1, w+2
word bigrams (w-2, w0), (w-1, w0), (w-1, w+1), (w0, w+1)
(w0, w+2)
word trigrams (w-2, w-1, w0), (w-1, w0, w+1), (w0, w+1, w+2)
POS tags p-2, p-1, p0, p+1, p+2
POS bigrams (p-2, p-1), (p-1, p+1), (p+1, p+2)
Combined (p-1, w0), (w0, p+1), (p-1, w0, p+1), (p-2, p-1, w0)
(w0, p+1, p+2)
suffixes cn-1cn, cn-2cn-1cn, cn-3cn-2cn-1cn
Table 2: Short descriptions of rule templates. “w” refers to
word token and “p” refers to POS label while -2, -1, 0, 1, 2
refer to indices, for instance, p0 indicates the current initial-
ized tag. cn-1cn, cn-2cn-1cn, cn-3cn-2cn-1cn correspond to the
character 2-, 3- and 4-gram suffixes of w0. So the templates
#2, #3, #4, #10, #15 and #20 in Table 1 are associated to w-1,
w0, w+1, (w0, w+2), p-1 and (p-1, p+1), respectively.
The rule selector is responsible for selecting the
most suitable rules to build the SCRDR tree. To gener-
ate concrete rules, the rule selector uses rule templates.
The examples of our rule templates are presented in
Table 1, where the elements in boldwill be replaced by
specific values from the Object and correctTag pairs in
the object-driven dictionary. Short descriptions of the
rule templates are shown in Table 2.
The SCRDR rule tree is initialized with the default
rule if True then tag = “” as shown in Figure 1.5 Then
the system creates a rule of the form if currentTag ==
“Label” then tag = “Label” for each POS tag in the
4In the example case from Section 2, the Object corresponding
to the 5-word context window is {as, IN, investors, NNS, anticipate,
VB, a, DT, recovery, NN, te, ate, pate}.
5The default rule returns an incorrect conclusion of empty POS
tag for every Object.
list of all tags extracted from the initialized corpus.
These rules are added to the SCRDR tree as exception
rules of the default rule to create the first layer excep-
tion structure, as for instance the rules (1), (2) and (3)
in Figure 1.
3.1. Learning process
The process to construct new exception rules to
higher layers of the exception structure in the SCRDR
tree is as follows:
– At each node η in the SCRDR tree, let Θη be the
set of Object and correctTag pairs from the object-
driven dictionary such that the node η is the last fired
node for every Object in Θη and the node η returns
an incorrect POS tag (i.e. the POS tag concluded by
the node η for each Object in Θη is not the corre-
sponding correctTag). A new exception rule must be
added to the next level of the SCRDR tree to correct
the errors given by the node η.
– The new exception rule is selected from all concrete
rules generated for all Objects in Θη. The selected
rule must satisfy the following constraints: (i) If node
η is at level-k exception structure in the SCRDR tree
such that k > 1 then the rule’s condition must not be
satisfied by the Objects for which node η has already
returned a correct POS tag. (ii) Let A and B be the
number of Objects inΘη that satisfy the rule’s condi-
tion, and the rule’s conclusion returns the correct and
incorrect POS tag, respectively. Then the rule with
the highest score value S=A−Bwill be chosen. (iii)
The score S of the chosen rule must be higher than
a given threshold. We apply two threshold parame-
ters: the first threshold is to find exception rules at
the layer-2 exception structure, such as rules (4), (10)
and (11) in Figure 1, while the second threshold is to
find rules for higher exception layers.
– If the learning process is unable to select a new ex-
ception rule, the learning process is repeated at node
ηρ for which the rule at the node η is an exception
rule of the rule at the node ηρ. Otherwise, the learn-
ing process is repeated at the new selected exception
rule.
Illustration: To illustrate how new exception rules
are added to build a SCRDR tree in Figure 1, we
start with node (1) associated to rule (1) if current-
Tag == “VB” then tag = “VB” at the layer-1 excep-
tion structure. The learning process chooses the rule if
prev1stTag == "NNS" then tag = "VBP" as an excep-
tion rule for rule (1). Thus, node (4) associated with
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rule (4) if prev1stTag == "NNS" then tag = "VBP" is
added as an except child node of node (1). The learning
process is then repeated at node (4). Similarly, nodes
(5) and (6) are added to the tree as shown in Figure 1.
The learning process now is repeated at node (6). At
node (6), the learning process cannot find a suitable
rule that satisfies the three constraints described above.
So the learning process is repeated at node (5) because
rule (6) is an exception rule of rule (5). At node (5), the
learning process selects a new rule (7) if next1stWord
== "into" then tag = "VBD" to be another exception
rule of rule (5). Consequently, a new node (7) contain-
ing rule (7) is added to the tree as an if-not child node of
node (6). At node (7), the learning process cannot find
a new rule to be an exception rule of rule (7). There-
fore, the learning process is again repeated at node (5).
This process of adding new exception rules is re-
peated until no rule satisfying the three constraints can
be found.
3.2. Tagging process
The tagging process firstly tags unlabeled text by
using the initial tagger. Next, for each initially tagged
word the corresponding Object will be created by slid-
ing a 5-word context window over the text from left to
right. Finally, each word will be tagged by passing its
Object through the learned SCRDR tree, as illustrated
in the example in Section 2. If the default node is the
last fired node satisfying the Object, the final tag re-
turned is the tag produced by the initial tagger.
4. Empirical study
This section presents the experiments validating our
proposed approach in 13 languages. We also compare
our approach with the TnT6 approach [9] and the Mar-
MoT7 approach proposed by Mueller et al. [43]. The
TnT tagger is considered as one of the fastest POS tag-
gers in literature (both in terms of training and tag-
ging), obtaining competitive tagging accuracy on di-
verse languages [26]. TheMarMoT tagger is a morpho-
logical tagger obtaining state-of-the-art tagging accu-
racy on various languages such as Arabic, Czech, En-
glish, German, Hungarian and Spanish.
We run all experiments on a computer of Intel Core
i5-2400 3.1GHz CPU and 8GB of memory. Experi-
6www.coli.uni-saarland.de/~thorsten/tnt/
7http://cistern.cis.lmu.de/marmot/
ments on English use the Penn WSJ Treebank [40]
sections 0-18 (38,219 sentences - 912,344 words) for
training, sections 19-21 (5,527 sentences - 131,768
words) for validation, and the sections 22-24 (5,462
sentences - 129,654 words) for testing. The propor-
tion of unknown words in the test set is 2.81% (3,649
unknown words). We also conduct experiments on 12
other languages. The experimental datasets for those
languages are described in Table 3.
Apart from English, it is difficult to compare the re-
sults of previously published works because each of
them have used different experimental setups and data
splits. Thus, it is difficult to create the same evaluation
settings used in the previous works. So we perform 10-
fold cross validation8 for all languages other than En-
glish, except for Vietnamese where we use 5-fold cross
validation.
Our approach: In training phase, all words ap-
pearing only once time in the training set are initially
treated as unknown words and tagged as described in
Section 3. This strategy produces tagging models con-
taining transformation rules learned on error contexts
of unknown words. The threshold parameters were
tuned on the English validation set. The best value pair
(3, 2) was then used in all experiments for all lan-
guages.
TnT & MarMoT: We used default parameters for
training TnT and MarMoT.
4.1. Accuracy Results
We present the tagging accuracy of our approach
with the lexicon-based initial tagger (for short, RDR-
POSTagger) and TnT in Table 4. As can be seen
from Table 4, our RDRPOSTagger does better than
TnT on isolating languages such as Hindi, Thai and
Vietnamese. For the combined POS and morpho-
logical (POS+MORPH) tagging task on morphologi-
cally rich languages such as Bulgarian, Czech, Dutch,
French, German, Portuguese, Spanish and Swedish,
RDRPOSTagger and TnT generally obtain similar re-
sults on known words. However, RDRPOSTagger per-
forms worse on unknown words. This can be because
RDRPOSTagger uses a simple lexicon-based method
for tagging unknown words, while TnT uses a more
complex suffix analysis to handle unknown words.
8For each dataset, we split the dataset into 10 contiguous parts
(i.e. 10 contiguous folds). The evaluation procedure is repeated 10
times. Each part is used as the test set and 9 remaining parts are
merged as the training set. All accuracy results are reported as the
average results over the test folds.
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Language Source #sen #words #P #PM OOV
Bulgarian BulTreeBank-Morph [67] 20,558 321,538 — 564 10.07
Czech PDT Treebank 2.5 [5] 115,844 1,957,246 — 1,570 6.09
Dutch Lassy Small Corpus [51] 65,200 1,096,177 — 933 7.21
French French Treebank [1] 21,562 587,687 17 306 5.19
German TIGER Corpus [8] 50,474 888,236 54 795 7.74
Hindi Hindi Treebank [55] 26,547 588,995 39 — —
Italian ISDT Treebank [7] 10,206 190,310 70 — 11.57
Portuguese Tycho Brahe Corpus [21] 68,859 1,482,872 — 344 4.39
Spanish IULA LSP Treebank [41] 42,099 589,542 — 241 4.94
Swedish Stockholm—Umea˚ Corpus 3.0 [72] 74,245 1,166,593 — 153 8.76
Thai ORCHID Corpus [70] 23,225 344,038 47 — 5.75
Vietnamese (VTB) Vietnamese Treebank [50] 10,293 220,574 22 — 3.41
(VLSP) VLSP Evaluation Campaign 2013 28,232 631,783 31 — 2.06
Table 3: The experimental datasets. #sen: the number of sentences. #words: the number of words. #P: the number of POS tags.
#PM: the number of combined POS and morphological (POS+MORPH) tags.OOV (Out-of-Vocabulary): the average percentage
of unknown word tokens in each test fold. For Hindi, OOV rate is 0.0% on 9 test folds while it is 3.8% on the remaining test fold.
RDRPOSTagger TnT
Language Initial accuracy Tagging accuracy Speed Tagging accuracy Speed
Kno. Unk. All. Kno. Unk. All. TT TS Kno. Unk. All. TT TS
Bulgarian∗ 95.13 49.50 90.53 96.59 66.06 93.50 2 157K 96.55 70.10 93.86+ 1 313K
Czech∗ 84.05 52.60 82.13 93.01 64.86 91.29 61 56K 92.95 67.83 91.42+ 1 164K
Dutch∗ 88.91 54.30 86.34 93.88 60.15 91.39 44 103K 93.32 69.07 91.53 1 125K
English 93.94 78.84 93.51 96.91 83.89 96.54+ 18 279K 96.77 86.02 96.46 1 720K
French 95.99 77.18 94.99 98.07 81.57 97.19 16 237K 97.52 87.43 96.99 1 722K
French∗ 89.97 54.36 88.12 95.09 63.74 93.47 9 240K 95.13 70.67 93.88+ 1 349K
German 94.76 73.21 93.08 97.74 78.87 96.28 28 212K 97.70 89.38 97.05+ 1 509K
German∗ 71.68 30.92 68.52 87.70 51.84 84.92 22 111K 86.98 61.22 84.97 1 98K
Hindi __ __ 89.63 __ __ 95.77+ 21 210K __ __ 94.80 1 735K
Italian 92.63 67.33 89.59 95.93 71.79 93.04 3 276K 96.38 86.16 95.16+ 1 446K
Portuguese∗ 92.85 61.19 91.43 96.07 64.38 94.66 42 172K 96.01 78.81 95.24+ 1 280K
Spanish∗ 97.94 75.63 96.92 98.85 79.50 97.95 4 283K 98.96 84.16 98.18 1 605K
Swedish∗ 90.85 71.60 89.19 96.41 76.04 94.64 41 152K 96.33 85.64 95.39+ 1 326K
Thai 92.17 75.91 91.23 94.98 80.68 94.15+ 6 315K 94.32 80.93 93.54 1 490K
Vn (VTB) 92.17 55.21 90.90 94.10 56.38 92.80+ 5 269K 92.90 59.35 91.75 1 723K
(VLSP) 91.88 64.36 91.31 94.12 65.38 93.53+ 23 145K 92.65 68.07 92.15 1 701K
Table 4: The accuracy results (%) of our approach using the lexicon-based initial tagger (for short, RDRPOSTagger) and TnT.
Languages marked with * indicate the tagging accuracy on combined POS+MORPH tags. Vn→ Vietnamese. Kno.: the known
word tagging accuracy. Unk.: the unknown word tagging accuracy. All.: the overall accuracy result. TT: training time (minutes).
TS: tagging speed (number of word tokens per second). Higher results are highlighted in bold. Results marked + refer to a
significant test with p-value < 0.05, using the two sample Wilcoxon test; due to a non-cross validation evaluation, we used
accuracies over POS labels to perform significance test for English.
Therefore, TnT performs better than RDRPOSTagger
on morphologically rich languages.
These initial accuracy results could be improved by
following any of the previous studies that use exter-
nal lexicon resources or existing morphological ana-
lyzers. In this research work, we simply employ TnT
as the initial tagger in our approach. We report the ac-
curacy results of our approach using TnT as the ini-
tial tagger (for short, RDRPOSTagger+TnT) and Mar-
MoT in Table 5. To sum up, RDRPOSTagger+TnT ob-
tains competitive results in comparison to the state-
of-the-art MarMoT tagger, across the 13 experimental
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RDRPOSTagger+TnT MarMoT
Language Tagging accuracy Tagging accuracy Speed
Kno. Unk. All. Kno. Unk. All. TT TS
Bulgarian∗ 96.82 70.27 94.12 96.92 76.72 94.86+ 9 4K
Czech∗ 93.24 67.92 91.70 94.74 75.84 93.59+ 130 2K
Dutch∗ 94.00 69.20 92.17 94.74 73.39 93.17+ 44 3K
English 97.17 86.19 96.86 97.47 89.39 97.24 5 16K
French 98.27 87.55 97.70 98.33 91.15 97.93 2 12K
French∗ 95.42 70.93 94.16 95.55 77.66 94.62+ 9 6K
German 98.13 89.43 97.46 98.30 92.54 97.85+ 5 9K
German∗ 87.65 62.05 85.66 90.61 69.13 88.94+ 32 3K
Hindi __ __ 96.21 __ __ 96.61+ 3 16K
Italian 96.75 86.18 95.49 96.90 89.21 95.98+ 2 6K
Portuguese∗ 96.30 78.81 95.53 96.53 81.49 95.86+ 23 6K
Spanish∗ 99.05 84.13 98.26 99.08 86.86 98.45+ 8 8K
Swedish∗ 96.79 85.68 95.81 97.15 86.63 96.22+ 11 7K
Thai 95.03 81.10 94.21 95.42 86.99 94.94+ 2 12K
Vn (VTB) 94.15 59.39 92.95 94.37 69.89 93.53+ 1 16K
(VLSP) 94.16 68.14 93.63 94.52 75.36 94.13+ 3 21K
Table 5: The accuracy results (%) of our approach using TnT as the initial tagger (for short, RDRPOSTagger+TnT) and MarMoT.
languages. In particular, excluding Czech and German
where MarMoT embeds existing morphological ana-
lyzers, RDRPOSTagger+TnT obtains accuracy results
which mostly are about 0.5% lower than MarMoT’s.
4.1.1. English
RDRPOSTagger produces a SCRDR tree model
of 2,549 rules in a 5-level exception structure and
achieves an accuracy of 96.54% against 96.46% ac-
counted for TnT, as presented in Table 4. Table 6
presents the accuracy results obtained up to each ex-
ception level of the tree.
Level Number of rules Accuracy
<= 1 47 93.51 %
<= 2 1,522 96.36 %
<= 3 2,503 96.53 %
<= 4 2,547 96.54 %
<= 5 2,549 96.54 %
Table 6: Results due to levels of exception structures.
As shown in [47], using the same evaluation scheme
for English, the Brill’s rule-based tagger V1.14 [10]
gained a similar accuracy result at 96.53%.9 Using TnT
as the initial tagger, RDRPOSTagger+TnT achieves an
accuracy of 96.86% which is comparable to the state-
of-the-art result at 97.24% obtained by MarMoT.
9The Brill’s tagger uses an initial tagger with an accuracy of
93.58% on the test set. Using this initial tagger, our approach gains a
higher accuracy of 96.57%.
4.1.2. Bulgarian
In Bulgarian, RDRPOSTagger+TnT obtains an accu-
racy of 94.12%which is 0.74% lower than the accuracy
of MarMoT at 94.86%.
This is better than the results reported on the Bul-
TreeBank webpage10 on POS+MORPH tagging task,
where TnT, SVMTool [25] and the memory-based tag-
ger in the Acopost package11 [64] obtained accuracies
of 92.53%, 92.22% and 89.91%, respectively. Our re-
sult is also better than the accuracy of 90.34% reported
by Georgiev et al. [22], obtained with the Maximum
Entropy-base POS tagger from the OpenNLP toolkit.12
Recently, Georgiev et al. [23]13 reached the state-of-
the-art accuracy result of 97.98% for POS+MORPH
tagging, however, without external resources the accu-
racy was 95.72%.
4.1.3. Czech
Mueller et al. [43] presented the results of five
POS taggers SVMTool, CRFSuite [52], RFTagger [62],
Morfette [12] and MarMoT for Czech POS+MORPH
tagging. All models were trained using a training set
of 38,727 sentences (652,544 tokens) and evaluated on
a test set of 4,213 sentences (70,348 tokens), extracted
10http://www.bultreebank.org/taggers/taggers.html
11http://acopost.sourceforge.net/
12http://opennlp.sourceforge.net
13Georgiev et al. [23] split the BulTreeBank corpus into training
set of 16,532 sentences, development set of 2,007 sentences and test
set of 2,017 sentences.
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from the Prague Dependency Treebank 2.0. The accu-
racy results are 89.62%, 90.97%, 90.43%, 90.01% and
92.99% accounted for SVMTool, CRFSuite, RFTagger,
Morfette and MarMoT, respectively.
Since we could not access the Czech datasets used
in the experiments above, we employ the Prague De-
pendency Treebank 2.5 [5] containing about 116K sen-
tences. The accuracies of RDRPOSTagger (91.29%)
and RDRPOSTagger+TnT (91.70%) compare favorably
to the result of MarMot (93.50%).
4.1.4. Dutch
The TADPOLE tagger [78] was reached an accuracy
of 96.5% when trained on a manually POS-annotated
corpus containing 11 million Dutch words and 316
tags. Due to the limited access we could not use this
corpus in our experiments and thus we can not compare
our results with the TADPOLE tagger. Instead, we use
the Lassy Small Corpus [51] containing about 1.1 mil-
lion words. RDRPOSTagger+TnT achieves a promising
accuracy at 92.17% which is 1% absolute lower than
the accuracy of MarMoT (93.17%).
4.1.5. French
Current state-of-the-art methods for French POS
tagging have reached accuracies up to 97.75% [65, 17],
using the French Treebank [1] with 9,881 sentences
for training and 1,235 sentences for test. However,
these methods employed Lefff [58] which is an exter-
nal large-scale morphological lexicon. Without using
the lexicon, Denis and Sagot [17] reported an accuracy
performance at 97.0%.
We trained our systems on 21,562 annotated French
Treebank sentences and gained a POS tagging ac-
curacy of 97.70% using RDRPOSTagger+TnT model,
which is comparable to the accuracy at 97.93% of Mar-
MoT. Regarding to POS+MORPH tagging, as far as
we know this is the first experiment for French, where
RDRPOSTagger+TnT obtains an accuracy of 94.16%
against 94.62% obtained by MarMoT.
4.1.6. German
Using the 10-fold cross validation evaluation scheme
on the TIGER corpus [8] of 50,474 German sen-
tences, Giesbrecht and Evert [24] presented the re-
sults of TreeTagger [61], TnT, SVMTool, Stanford tag-
ger [75] and Apache UIMA Tagger14 obtaining the
POS tagging accuracies at 96.89%, 96.92%, 97.12%,
97.63% and 96.04%, respectively. In the same evalua-
tion setting, RDRPOSTagger+TnT gains an accuracy re-
14https://uima.apache.org/sandbox.html#tagger.annotator
sult of 97.46% while MarMoT gains a higher accuracy
at 97.85%.
Turning to POS+MORPH tagging, Mueller et al.
[43] also performed experiments on the TIGER cor-
pus, using 40,474 sentences for training and 5,000 sen-
tences for test. They presented accuracy performances
of 83.42%, 85.68%, 84.28%, 83.48% and 88.58% ob-
tained with the taggers SVMTool, CRFSuite, RFTag-
ger, Morfette and MarMoT, respectively. In our evalua-
tion scheme, RDRPOSTagger and RDRPOSTagger+TnT
correspondingly achieve favorable accuracy results at
84.92% and 85.66% in comparison to an accuracy at
88.94% of MarMoT.
4.1.7. Hindi
On the Hindi Treebank [55], RDRPOSTagger+TnT
reaches a competitive accuracy result of 96.21% against
the accuracy of MarMoT at 96.61%. Being one of the
largest languages in the world, there are many previ-
ous works on POS tagging for Hindi. However, most
of them have used small manually labeled datasets that
are not publicly available and that are smaller than the
Hindi Treebank used in this paper.
Joshi et al. [29] achieved an accuracy of 92.13% us-
ing a Hidden Markov Model-based approach, trained
on a dataset of 358K words and tested on 12K words.
Using another training set of 150K words and test set
of 40K words, Agarwal et al. [2] compared machine
learning-based approaches and presented the POS tag-
ging accuracy at 93.70%.
In the 2007 Shallow Parsing Contest for South Asian
Languages [6], the POS tagging track provided a small
training set of 21,470 words and a test set of 4,924
words. The highest accuracy in the contest was 78.66%
obtained by Avinesh and Karthik [4]. In the same 4-
fold cross validation evaluation scheme using a dataset
of 15,562 words, Singh et al. [68] obtained an accuracy
of 93.45% whilst Dalal et al. [16] achieved a result at
94.38%.
4.1.8. Italian
In the EVALITA 2009 workshop on Evaluation of
NLP and Speech Tools for Italian15, the POS tagging
track [3] provided a training set of 3,719 sentences
(108,874 word forms) with 37 POS tags. The teams
participating in the closed task where using external re-
sources was not allowed achieved various tagging ac-
curacies on a test set of 147 sentences (5,066 word
forms), ranging from 93.21% to 96.91%.
Our experiment on Italian POS tagging employs the
ISDT Treebank [7] of 10,206 sentences (190,310 word
15http://www.evalita.it/2009
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forms) with 70 POS tags. RDRPOSTagger+TnT obtains
a competitive accuracy performance at 95.49% against
95.98% computed for MarMoT.
4.1.9. Portuguese
The previous works [18, 30] on POS+MORPH tag-
ging for Portuguese used an early version of the Ty-
cho Brahe corpus [21] containing about 1,036K words.
The corpus was split into a training set of 776K words
and a test set of 260K words. Based on this setting, Ke-
pler and Finger [30] achieved an accuracy of 95.51%
while dos Santos et al. [18] reached a state-of-the-art
accuracy result at 96.64%.
The Tycho Brahe corpus in our experiment consists
of about 1,639K words. RDRPOSTagger+TnT reaches
an accuracy at 95.53% while MarMoT obtains higher
result at 95.86% on 10-fold cross validation.
4.1.10. Spanish
In addition to Czech and German, Mueller et al.
[43] evaluated the five taggers of SVMTool, CRF-
Suite, RFTagger, Morfette and MarMoT for Spanish
POS+MORPH tagging, using a training set of 14,329
sentences (427,442 tokens) and a test set of 1,725 sen-
tences (50,630 tokens) with 303 POS+MORPH tags.
The accuracy results of the five taggers ranged from
97.35% to 97.93%, in which MarMoT obtained the
highest result.
As we could not access the training and test sets used
in Mueller et al. [43]’s experiment, we use the IULA
Spanish LSP Treebank [41] of 42K sentences with
241 tags. RDRPOSTagger and RDRPOSTagger+TnT
achieve accuracies of 97.95% and 98.26%, respec-
tively, whileMarMoT obtains a higher result at 98.45%.
NOTE that here we can make an indirect compar-
ison between our RDRPOSTagger and the SVMTool,
CRFSuite, RFTagger and Morfette taggers via Mar-
MoT. We conclude that the results of RDRPOSTag-
ger would likely be similar to the results of SVMTool,
CRFSuite, RFTagger and Morfette on Spanish as well
as on Czech and German.
4.1.11. Swedish
On the same SUC corpus 3.0 [72] consisting of 500
text files with about 74K sentences that we also use,
O¨stling [53] evaluated the Swedish POS tagger Stagger
using 10-fold cross validation but the folds were split
at the file level and not on sentence level as we do.
Stagger attained an accuracy of 96.06%.
In our experiment, RDRPOSTagger+TnT obtains an
accuracy result of 95.81% in comparison to the accu-
racy at 96.22% of MarMoT.
4.1.12. Thai
On the Thai POS Tagged corpus ORCHID [70] of
23,225 sentences, RDRPOSTagger+TnT achieves an ac-
curacy of 94.22% which is 0.72% absolute lower than
the accuracy result of MarMoT (94.94%).
It is difficult to compare our results to the previ-
ous work on Thai POS tagging. For example, the pre-
vious works [39, 45] performed their experiments on
an unavailable corpus of 10,452 sentences. The OR-
CHID corpus was also used in a POS tagging experi-
ment presented by Kruengkrai et al. [32], however, the
obtained accuracy of 79.342% was dependent on the
performance of automatic word segmentation. On an-
other corpus of 100K words, Pailai et al. [54] reached
an accuracy of 93.64% using 10-fold cross validation.
4.1.13. Vietnamese
We participated in the first evaluation campaign on
Vietnamese language processing16 (VLSP). The cam-
paign’s POS tagging track provided a training set of
28,232 POS-annotated sentences and an unlabeled test
set of 2,130 sentences. RDRPOSTagger achieved the
1st place in the POS tagging track.
In this paper, we also carry out POS tagging experi-
ments using 5-fold cross validation evaluation scheme
on the VLSP set of 28,232 sentences and the stan-
dard benchmark Vietnamese Treebank [50] of about
10K sentences. On these datasets, RDRPOSTagger+TnT
achieves competitive results (93.63% and 92.95%) in
comparison to MarMoT (94.13% and 93.53%).
In addition, on the Vietnamese Treebank, RDR-
POSTagger with the accuracy 92.59% outperforms the
previously reported Maximum Entropy Model, Con-
ditional Random Fields and Support Vector Machine-
based approaches [76] where the highest obtained ac-
curacy was 91.64%.
4.2. Training time and tagging speed
While most published works have not reported train-
ing times and tagging speeds, we present our single-
threaded implementation results in Tables 4 and 5.17
From there we can see that TnT is the fastest in terms
of both training and tagging when compared to our
RDRPOSTagger and MarMoT. Our RDRPOSTagger
and MarMoT require similar training times, however,
RDRPOSTagger is significantly faster than MarMoT in
terms of tagging speed.
16http://uet.vnu.edu.vn/rivf2013/campaign.html
17To measure the tagging speed on a test fold, we perform the
tagging process on the test fold 10 times and then take the average.
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It is interesting to note that in some languages,
training our RDRPOSTagger is faster for combined
POS+MORPH tagging task than for POS tagging, as
presented in experimental results for French (9 minutes
vs 16 minutes) and German (22 minutes vs 28 min-
utes) in Table 4. Usually in machine learning-based ap-
proaches fewer number of tags leads to higher training
speed. For example, on a 40,474-sentence subset of the
German TIGER corpus [8], SVMTool took about 899
minutes (about 15 hours) to train using 54 POS tags
as compared to about 1,649 minutes (about 27 hours)
using 681 POS+MORPH tags [43].
Language #sent #tags SVMT Morf CRFS RFT
German 40,474 681 1,649 286 1,295 5
Czech 38,727 1,811 2,454 539 9,274 3
Spanish 14,329 303 64 63 69 1
Table 7: The training time in minutes reported by Mueller
et al. [43] for POS+MORPH tagging on a machine of two
Hexa-Core Intel Xeon X5680 CPUs with 3,33 GHz and 144
GB of memory. #sent: the number of sentences in training
set. #tag: the number of POS+MORPH tags. SVMT: SVM-
Tool, Morf: Morfette, CRFS: CRFSuite, RFT: RFTagger.
In order to compare with other existing POS tag-
gers in terms of the training time, we show in Table 7
the time taken to train the SVMTool, CRFSuite, Mor-
fette and RFTagger using a more powerful computer
than ours. For instance, on the German TIGER cor-
pus, RDRPOSTagger took an average of 22 minutes to
train a POS+MORPH tagging model while SVMTool
and CRFSuite took 1,649 minutes (about 27 hours) and
1,295 minutes (about 22 hours) respectively, as shown
in Table 7. Furthermore, RDRPOSTagger uses larger
datasets for Czech and Spanish and obtains faster train-
ing process as compared to SVMTool, CRFSuite and
Morfette.
Regarding to tagging speed, as reported by Moore
[42] using the same evaluation scheme on English on
a Linux workstation equipped with Intel Xeon X5550
2.67 GHz: the SVMTool, the UPenn bidirectional tag-
ger [66], the COMPOST tagger [71], Moore [42]’s ap-
proach, the accurate version of the Stanford tagger [75]
and the fast and less accurate version of the Stanford
tagger gained tagging speed of 7700, 270, 2600, 51K,
5900 and 80K tokens per second, respectively. In our
experiment, RDRPOSTagger obtains a faster tagging
speed of 279K tokens per second on a weaker com-
puter. To the best of our knowledge, we conclude that
RDRPOSTagger is fast both in terms of training and
tagging in comparison to other approaches.
5. Related work
From early POS tagging approaches the rule-based
Brill’s tagger [10] is the most well-known. The key
idea of the Brill’s method is to compare a manually an-
notated gold standard corpus with an initialized corpus
which is generated by executing an initial tagger on the
corresponding unannotated corpus. Based on the pre-
defined rule templates, the method then automatically
produces a list of concrete rules to correct wrongly as-
signed POS tags. For example, the template “transfer
tag of current word from A to B if the next word is
W” can produce concrete rules such as “transfer tag of
current word from JJ to NN if the next word is of” or
“transfer tag of current word from VBD to VBN if the
next word is by.”
At each training iteration, the Brill’s tagger gener-
ates a set of all possible rules and chooses the ones
that help to correct the incorrectly tagged words in the
whole corpus. Thus, the Brill’s training process takes
a significant amount of time. To prevent that, Hepple
[27] presented an approach with two assumptions for
disabling interactions between rules to reduce the train-
ing time while sacrificing a small amount of accuracy.
Ngai and Florian [46] proposed another method to re-
duce the training time by recalculating the scores of
rules while obtaining similar accuracy result.
The main difference between our approach and the
Brill’s method is that we construct transformation rules
in the form of a SCRDR tree where a new transforma-
tion rule is produced only based on a subset of tag-
ging errors. So our approach is faster in term of train-
ing speed. In the conference publication version of our
approach [47], we reported an improvement up to 33
times in training speed against the Brill’s method. In
addition, the Brill’s method enables each subsequent
rule to change the outputs of all preceding rules, thus
a word can be tagged multiple times in the tagging
process, each time by a different rule. This is differ-
ent from our approach where each word is tagged only
once. Consequently, our approach also achieves a faster
tagging speed.
In addition to our research, there is only one work
that applies Ripple Down Rules method for POS tag-
ging proposed by Xu and Hoffmann [79]. Though Xu
and Hoffmann’s method obtained a very competitive
accuracy, it is a hand-crafted approach taking about 60
hours to manually build a SCRDR tree model for En-
glish POS tagging.
Turning to statistical and machine learning methods
for POS tagging, these methods can be listed as vari-
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ous Hidden Markov model-based methods [9, 20, 73],
maximum entropy-based methods [12, 56, 74, 75, 77],
perceptron algorithm-based approaches [13, 66, 71],
neural network-based approaches [11, 14, 33, 38, 59,
60, 80], Conditional Random Fields [34, 35, 37, 43,
44], Support Vector Machines [25, 31, 63, 69] and
other approaches including decision trees [61, 62] and
hybrid methods [19, 36]. Overview about the POS tag-
ging task can be found in [26, 28].
6. Conclusion and future work
In this paper, we propose a new error-driven method
to automatically construct a Single Classification Rip-
ple Down Rules tree of transformation rules for POS
and morphological tagging. Our method allows the in-
teraction between rules where a rule only changes the
results of a limited number of other rules. Experimen-
tal evaluations for POS tagging and the combined POS
and morphological tagging on 13 languages show that
our method obtains very promising accuracy results.
In addition, we successfully achieve fast training and
tagging processes for all experimental languages. This
could help to significantly reduce time and effort for
the machine learning tasks on big data, employing POS
and morphological information as learning features.
An important point is that our approach is suit-
able to involve domain experts to add new exception
rules given concrete cases that are misclassified by
the tree model. This is especially important for under-
resourced languages where obtaining a large annotated
corpus is difficult. In future work, we plan to build tag-
ging models for other languages such as Russian, Ara-
bic, Latin, Hungarian, Chinese and so forth.
Bibliographic note
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