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Absorption shifts of diastereotopically ligated
chlorophyll dimers of photosystem I†
Carl-Mikael Suomivuori, a Heike Fliegl, b Evgeni B. Starikov, c
T. Silviu Balaban,‡d Ville R. I. Kaila e and Dage Sundholm *fg
The light-harvesting chlorophyll (Chl) molecules of photosynthetic systems form the basis for light-driven
energy conversion. In biological environments, the Chl chromophores occur in two distinct diastereotopic
configurations, where the a and b configurations have a magnesium-ligating histidine residue and a
17-propionic acid moiety on the opposite side or on the same side of the Chl ring, respectively.
Although b-ligated Chl dimers occupy conserved positions around the reaction center of photosystem I
(PSI), the functional relevance of the a/b configuration of the ligation is poorly understood. We employ
here correlated ab initio calculations using the algebraic-diagrammatic construction through second
order (ADC(2)) and the approximate second-order coupled cluster (CC2) methods in combination with
the reduced virtual space (RVS) approach in studies of the intrinsic excited-state properties of a-ligated
and b-ligated Chl dimers of PSI. Our ab initio calculations suggest that the absorption of the a-ligated
reaction-center Chl dimer of PSI is redshifted by 0.13–0.14 eV in comparison to the b-ligated dimers
due to combined excitonic coupling and strain effects. We also show that time-dependent density
functional theory (TDDFT) calculations using range-separated density functionals underestimate the
absorption shift between the a- and b-ligated dimers. Our findings may provide a molecular starting
point for understanding the energy flow in natural photosynthetic systems, as well as a blueprint for
developing new molecules that convert sunlight into other forms of energy.
Introduction
Photosynthesis evolved on earth more than 3 billion years ago1
and changed the primordial atmosphere by releasing oxygen.
The release of oxygen provided a basis for aerobic respiration,
which is an alternative energetic pathway to sustain life.2 The
capture of sunlight thermodynamically drives the biochemical
transformations in which adenosine triphosphate (ATP) is formed.
ATP, in turn, serves in all organisms as cellular energy currency for
driving endergonic processes.
Harvesting sunlight is the first step in photosynthesis.
Light capture is enabled by antenna complexes that are an
agglomerate of a large number of chromophores, ensuring a
sufficiently large cross section for photon capture. Once excited
by light, the chromophore transfers its energy to an energetic
sink at the reaction center, where charge separation occurs.
Through subsequent electron transfer steps, the hole and the
electron of the exciton become separated on opposite sides of
the photosynthetic membrane, which couples to the generation
of an electrochemical proton gradient that ultimately drives
ATP synthesis.2,3
The antenna complexes are associated with large photosystems
that engulf the reaction center. While there is great similarity in
the architecture and function of reaction centers, the antennas
are adapted to the illumination conditions of the habitat and
show a wide variability.4 Photosynthetic bacteria living in deep
waters have very large antenna systems called chlorosomes,
formed by self-assembling bacteriochlorophylls (BChls) that
absorb in the near-infrared region of the spectrum.5,6 Some
cyanobacteria use circular light-harvesting systems (LH1 and
LH2), which are complex structures formed by self-assembling
a Department of Computer Science, Stanford University, 353 Serra Mall, Stanford,
CA-94305, USA
b Hylleraas Centre for Quantum Molecular Sciences, Department of Chemistry,
University of Oslo, P. O. Box 1033 Blindern, 0315 Oslo, Norway
c Graduate School of System Informatics, Department of Computational Science,
1-1, Rokkodai, Nada, Kobe 657-8501, Japan
d Aix Marseille Univ., CNRS, Centrale Marseille, UMR 7313, 13397 Marseille,
Cedex 20, France
e Department of Chemistry, Technical University of Munich, Lichtenbergstraße 4,
D-85747 Garching, Germany
f Department of Chemistry, University of Helsinki,
P. O. Box 55 (A. I. Virtanens plats 1), FIN-00014, Finland
g Centre for Advanced Study at the Norwegian Academy of Science and Letters,
Drammensveien 78, N-0271 Oslo, Norway. E-mail: Dage.Sundholm@helsinki.fi
† Electronic supplementary information (ESI) available: The Cartesian coordi-
nates of the investigated molecules and comparison of excitation energies of
chlorophyll calculated at ab initio and density functional theory levels are
compared. See DOI: 10.1039/c9cp00616h
‡ Prof. Teodor Silviu Balaban passed away in the fall of 2016.
Received 31st January 2019,
Accepted 8th March 2019
DOI: 10.1039/c9cp00616h
rsc.li/pccp
PCCP
PAPER
O
pe
n 
A
cc
es
s A
rti
cl
e.
 P
ub
lis
he
d 
on
 1
1 
M
ar
ch
 2
01
9.
 D
ow
nl
oa
de
d 
on
 4
/1
8/
20
19
 1
0:
32
:3
5 
A
M
. 
 
Th
is 
ar
tic
le
 is
 li
ce
ns
ed
 u
nd
er
 a
 C
re
at
iv
e 
Co
m
m
on
s A
ttr
ib
ut
io
n-
N
on
Co
m
m
er
ci
al
 3
.0
 U
np
or
te
d 
Li
ce
nc
e. View Article Online
View Journal  | View Issue
6852 | Phys. Chem. Chem. Phys., 2019, 21, 6851--6858 This journal is© the Owner Societies 2019
peptides that ligate two BChl amolecules.7 The phycobilisomes
used by other cyanobacteria and red algae are constructed from
open-chain tetrapyrroles that are embedded into larger and
more numerous polypeptides, requiring an additional genetic
and synthetic effort.8
Photosystem I (PSI, Fig. 1A) and photosystem II (PSII) show
the highest level of complexity. In PSI and PSII, different
protein subunits regulate the excitation energy transfer and
the electron transfer processes. Photosystem I (PSI)9 and photo-
system II (PSII)10 have two light-harvesting complexes (LHC)
denoted LHCI and LHCII, whereas only PSII is capable of
catalyzing the water-splitting reaction.11–14 Special pigment
pairs (P) of chlorophylls (Chls), which absorb light at 700 nm
in PSI (P700) and at 680 nm in PSII (P680), are at the heart of
the reaction centers. The unique P680 complex of PSII has one
of the highest oxidizing potentials found in nature, providing
the basis for the water-splitting reaction in PSII.
Complexation of a Chl molecule with an additional ligand,
such as a histidine residue originating from the protein
surroundings, leads to an additional stereocenter in Chl-protein
complexes.15 The additional stereocenter is related to the carbon
atoms 132, 17, and 18, which are stereogenic with four different
substituents. The magnesium ligation by the histidine residue
from opposite sides of the Chl macrocycle leads to diastereo-
meric configurations (Fig. 1B). These diastereomers cannot
interconvert in a protein environment due to sterical hindrance.
The a configuration is formed if the histidine residue ligates the
magnesium from the opposite side of the 17-propionic acid
residue esterified with phytol, whereas the b configuration
indicates that the histidine residue and the phytyl chain are on
the same side of the ring.
The diastereoisomers have different physical properties and
chemical reactivities. Interestingly, the ligation of the Chls
in PSI is completely conserved between different organisms.15
In both PSI (Fig. 1A) and PSII, there are two similar b-ligated
dimers with a distance of about 30 Å between the magnesium
atoms of the proximal chlorophylls.16 In PSI, the b-ligated
dimer in subunit A is ligated by HisA76 and HisA79, whereas
the corresponding dimer in subunit B is ligated by HisB49 and
HisB52 (Fig. 1A). The distance between the b-ligated dimers
and the reaction-center PA–PB dimer is suitable for Fo¨rster-type
excitation energy transfer.17,18 These findings led Balaban et al.15,16
to investigate the functional relevance of the diastereotopicity.
However, in an ab initio computational study at the approximate
second-order coupled cluster (CC2)19 level, Balaban and co-workers
did not find any significant differences in the absorption
spectra between monomeric a- and b-ligated Chls.16 Oba and
Tamiaki20–22 also noted that the a ligation is much more
abundant among the 96 Chls in PSI, where only 14 are b-ligated.
They found that the a ligation is by about 1 kcal mol1 more stable
than the b ligation. Garcia-Martin et al.23 noted that hydrogen
bonding of the b-ligated BChls may play an important structural
role in photosystems. Despite these important insights, the
influence of the a/b ligation on the light-absorbing properties
of Chl clusters is still unclear.
In this work, we employ large-scale correlated ab initio
calculations at the algebraic-diagrammatic construction through
second order (ADC(2))24,25 and the CC2 levels using the reduced
virtual space (RVS)26,27 approach to investigate the excited-state
properties of a- and b-ligated Chl dimer models of PSI. We
also benchmark the employed computational methods by
comparing excitation energies calculated at the different levels
of theory. Understanding the intrinsic differences between the
light-capturing units in natural photosystems is essential for
developing molecular catalysts that efficiently convert solar
light into other forms of energy.
Methods
We prepared three dimeric Chl models based on the crystal
structure of PSI from Synechococcus elongatus (PDB ID: 1JB0):28
the reaction-center Chl dimer (PA–PB), which is doubly a-ligated,
and two doubly b-ligated dimers, which are denoted A76–A79
and B49–B52 according to the residue numbers of the ligating
Fig. 1 (A) The crystal structure of photosystem I (PSI, PDB ID: 1JB0). The
studied dimers are shown in the experimental structure. The insets show the
studied dimeric models optimized at the DFT level. (B) The a/b nomenclature
is used for describing the diastereotopic ligation of tetrapyrroles. The
a-configuration has the magnesium ligand below the chiral tetrapyrrolic plane
on the opposite side of the substituent at C17, while the b-configuration
has the ligand above this plane. The top figure shows the typical chemical
formula for Chl a with the rings A–E of the chlorin tetrapyrrole with the
IUPAC clockwise atom numbering. Asterisks denote chiral atoms.
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histidines (Fig. 1A). The phytyl chains of the models were
replaced by methyl groups and the Ca atoms of the histidines
were replaced by hydrogens (Fig. 1A). The models comprising
188 atoms were optimized at the BP86-D3/def2-SVP29–32 level
employing the resolution-of-the-identity (RI) approximation.
The optimized Cartesian coordinates are given as ESI.† To
capture some of the steric constraints imposed by the protein
environment, we fixed the magnesium atoms as well as the
histidine Cb-atoms in their crystallographic positions during
the optimizations, while all other atoms of the cluster models
were fully relaxed. The root mean square deviations (RMSD) for
the heavy atoms of the Chl rings of the PA–PB, A76–A79, and
B49–B52 models compared to the ones for PSI crystal structure
are 0.33 Å, 0.54 Å, and 0.53 Å, respectively.
Structure optimizations at quantum mechanical levels with
the surrounding protein treated at a classical level of theory
(QM/MM) yield distorted chlorophylls, whose structure also
fluctuates due to the dynamical motion of the protein.33,34
Ring deformations have been found to cause a small redshift
of only 11–17 nm of the chlorophyll Q band,35 which is smaller
than the uncertainties of the calculated excitation energies. We
considered protein effects by optimizing the same PA–PB model
at the BP86-D3/def2-SVP level in the presence of point charges.
The side-chain atoms of the amino acid residues within 4 Å of
the Chl rings taken directly from the crystal structure were
represented as point charges after adding missing hydrogen
atoms. The partial charges of the 358 point charges were taken
from the CHARMM36m force field.36 The obtained PA–PB
structure has a RMSD for the heavy atoms of the Chl rings of
0.13 Å with respect to the ones of experimental PSI structure.
Vertical excitation energies (VEEs) and oscillator strengths
( f ) were calculated at the ADC(2)24,25 and CC219,37–39 levels
of theory. Since the ADC(2) Hamiltonian is hermitian, the
computational cost for ADC(2) calculations of absorption spectra
is slightly lower than at the CC2 level. Moreover, the hermiticity
of the ADC(2) Hamiltonian allows calculations of charge densi-
ties and first-order properties without solving the amplitude
equations for the corresponding left states.39,40
In order to make the correlated ab initio calculations on these
large systems tractable, we employed the RVS approach,26,27
where virtual orbitals with energies higher than 50 eV above
the highest occupiedmolecular orbital (HOMO) are omitted in the
ADC(2) and CC2 excited-state calculations. We also calculated
VEEs at the ADC(2) and CC2 levels using the Laplace-transformed
(LT) scaled opposite-spin (SOS) approximation,41–44 which reduces
the computational scaling to fourth order. We employed the
standard SOS scaling factor of 1.3, with the number of integration
points nL = 2 in the LT step, which is found to result in errors in
the excitation energies that are smaller than 0.01 eV. In the ADC(2)
and CC2 calculations, we employed def2-SVP and def2-TZVP basis
sets together with the corresponding auxiliary basis sets.45–47 We
also simulated broadening of the spectral peaks using Gaussian
broadening, where the oscillator strength corresponds to the
height of the peak.
We also performed calculations at the TDDFT level48 using
the hybrid functionals B3LYP49,50 and BHLYP,30,49,51 as well as
the range-separated CAM-B3LYP52 and oB97X53 functionals. In
the TDDFT calculations, we employed def2-SVP and def2-TZVP
basis sets. All calculations were performed using TURBOMOLE54,55
versions 6.5–7.2 and ORCA56 version 3.0.3.
Results
Monomeric chlorophyll
For an optimized Chl monomer model, without a histidine
ligand bound to the magnesium atom, we obtained a bright
first excited state at 1.97 eV at the RVS-ADC(2)/def2-TZVP level,
which is in good agreement with the experimental gas-phase
value of 1.92–1.93 eV.57,58 Comparing the calculated VEEs for
Chl with values calculated for the a-ligated and b-ligated Chl
structures (Table 1) shows that complexation with the histidine
ligand in the a or b position redshifts the first eight excited
states by up to 0.1 eV. The ligating histidine also significantly
increases the oscillator strength of the S2 state in both struc-
tures. The difference in VEEs between the a- and b-ligated Chls
is small, which was also previously found by Balaban et al.16
in CC2 calculations on monomeric Chl. The computational
results suggest that the differences in the light-absorbing
properties caused by the a/b ligation are likely due to the
stacking interactions and/or due to structural strain in Chl
dimers/multimers.
The lowest transitions for the dimeric systems
The computational levels employed on the dimeric systems
were chosen based on the benchmark calculations (vide
infra). The lowest excitation energies of the three dimer models
were calculated at the RVS-ADC(2)/def2-TZVP level. The oscilla-
tor strengths were obtained in calculations at the RVS-ADC(2)/
def2-SVP level.
The VEEs and oscillator strengths calculated at the RVS-ADC(2)/
def2-TZVP level for the first two excited states of the studied dimeric
systems (PA–PB, A76–A79 and B49–B52) are summarized in Table 2.
For PA–PB, we obtained a bright first excited state at 1.75 eV
(708 nm), which is close to the experimental value of 1.77 eV
(700 nm). However, as environmental effects due to the
surrounding protein and co-factors are not considered in the
Table 1 Vertical excitation energies (VEEs, in eV) and oscillator strengths
(f ) calculated at the RVS-ADC(2)/def2-TZVP level for the ligand-free Chl
monomer as well as for a- and b-ligated Chl. The transitions to the first
two excited states form the Q bands and the transitions to third and fourth
excited states are the most important contributions to the Soret band
VEE f VEE f VEE f
Chl a-Chl b-Chl
1.97 0.287 1.91 0.194 1.92 0.192
2.11 0.068 2.02 0.142 2.02 0.148
2.95 0.714 2.86 0.536 2.85 0.561
3.06 0.917 2.98 0.805 2.97 0.844
3.15 0.108 3.08 0.080 3.10 0.015
3.20 0.009 3.20 0.010 3.17 0.053
3.26 0.001 3.27 0.006 3.25 0.004
3.55 0.151 3.48 0.168 3.50 0.175
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current models, the agreement with experiment is likely to be
partly fortuitous. It is also possible that the protein does not
tune the light-absorbing properties by specific interactions in
the case of PA–PB. The ADC(2) calculations suggest that the
second excited state of PA–PB at 1.79 eV is a weakly absorbing
(dark) state, as indicated by its small oscillator strength. Due to
interactions between the monomers, the excitation energy
of PA–PB is redshifted by 0.16 eV as compared with the corres-
ponding value for the a-ligated Chl monomer. The present
calculations thus suggest that the interactions between the Chl
monomers account for a large part of the observed redshift
in the absorption of the Chl dimer as compared with Chl in
the gas phase, which is consistent with the experimental work
of Milne et al.58
For the A76–A79 dimer, the two lowest VEEs calculated at the
RVS-ADC(2)/def2-TZVP level are 1.86 eV and 1.88 eV, whereas
for B49–B52, the corresponding energies are 1.84 eV and
1.89 eV. The absorption of the b-ligated dimers is thus blue-
shifted by 0.13–0.14 eV as compared with PA–PB, implying that
the b-ligated dimers absorb strongly in the 650 nm region as
shown by the red and blue spectra in Fig. 2.
The S1 states of both the A76–A79 and the B49–B52 dimers
are weakly absorbing states, whereas the S2 transition is bright
for both of the b-ligated dimers. The transition dipole direc-
tions of the chlorophylls in the dimer models shown in Fig. 3
suggest that the S1 state is bright and the S2 state is weakly
absorbing when the dipole transition moments of the indivi-
dual dipole moments point in the same direction and the
relative position of the monomers is similar for the two models.
For the b-ligated dimers, the transition moments point in
opposite directions, leading to a weak S1 state and a bright S2
state. The direction of the transition moment is determined by
the orientation of the chlorophyll moiety with the E ring.
The effect of the ligating histidines on the absorption
spectra was investigated by removing them from the models
and repeating the excited-state calculations at the RVS-ADC(2)/
def2-TZVP level. Comparison of the VEEs calculated with and
without the ligands shows that the histidine residue redshifts
the absorption energy by 0.04–0.07 eV (Table 2). This suggests that
the remaining shift between PA–PB and the b-ligated dimers is due
to interactions between the Chls or due to structural strain.
For the TDDFT calculations of the dimeric systems, we chose
the range-separated oB97X functional, because it has recently
been shown to yield similar excitation energies as ADC(2)
for oligothiophene systems.59 At the TDDFT level, VEEs and
oscillator strengths for the two lowest states were calculated
using def2-TZVP basis sets, while in calculations of higher-lying
states, def2-SVP basis sets were employed.
The TDDFT calculations performed at the oB97X/def2-TZVP
level yielded excitation energies that are 0.24–0.36 eV larger
than those obtained at the ADC(2) level. The excitation energies
in Tables 2 and 3 show that the TDDFT calculations yield
Table 2 The two lowest vertical excitation energies (VEEs) and oscillator
strengths (f ) for the PA–PB, A76–A79, and B49–B52 dimer models calcu-
lated at the RVS-ADC(2)/def2-TZVP level. The effect of the histidines on
the excitation energies (no His) are also reported. The oscillator strengths
(f ) for the dimeric systems were calculated using def2-SVP basis sets
VEE f VEE f VEE f
PA–PB A76–A79 B49–B52
1.75 0.332 1.86 0.032 1.84 0.088
1.79 0.011 1.88 0.195 1.89 0.144
VEE f VEE f VEE f
PA–PB, no His A76–A79, no His B49–B52, no His
1.79 0.461 1.90 0.023 1.91 0.051
1.84 0.003 1.95 0.428 1.95 0.403
VEE f VEE f VEE f
PA–PB-I A76 B49
1.91 0.199 1.92 0.203 2.15 0.183
2.03 0.132 2.05 0.112 2.26 0.104
VEE f VEE f VEE f
PA–PB-II A79 B52
1.91 0.198 2.14 0.185 2.12 0.186
2.03 0.133 2.24 0.110 2.22 0.112
Fig. 2 The absorption spectra for the dimers calculated at the RVS-
ADC(2)/def2-TZVP level. The spectra are shifted such that the absorption
maximum of PA–PB is at the experimental value for P700 of 700 nm. The
bandwidth was chosen such that the experimental band shapes are
qualitatively reproduced.
Fig. 3 Transition dipole moment directions of the individual chlorophylls
in the dimeric models, where the A76–A79, B49–B52, and PA–PB Chl
dimer models are introduced in Fig. 1. The strong transitions are marked
with boldface text in the figure.
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slightly stronger oscillator strengths and that the same order of the
states is obtained at the ADC(2) and oB97X levels. The excitation
energy of the S1 state of PA–PB calculated at the oB97X level is
almost the same as for A76–A79 and B49–B52, whereas at the
ADC(2) level, the two lowest excited states of PA–PB are redshifted
by 0.1 eV relatively to the corresponding states of A76–A79 and
B49–B52, suggesting that TDDFT calculations have difficulties in
reproducing absorption shifts of excitonically coupled chloro-
phylls, even when using range-separated functionals.
Steric and electrostatic effects
To decompose the spectral tuning mechanism, we studied
how steric effects influence the VEEs of the PA–PB dimer by
separating the system into two fragments (PA–PB-I and PA–PB-II)
consisting of the Chl monomer and its histidine ligand. At the
RVS-ADC(2)/def2-TZVP level, the S1 energies are 1.91 eV for the
unrelaxed structures of both the PA–PB-I and PA–PB-II fragments
(Table 2). The two lowest excited states of the PA–PB dimer
consist of a bright and a dark combination of the S1 states of
the almost identical monomer fragments. We obtain S1 VEE
values of 1.91 eV for PA–PB-I and PA–PB-II, which is identical to
the VEE of a fully relaxed a-ligated Chl monomer. This suggests
that the molecular structures of the two fragments are not
significantly strained in the dimer geometry, i.e., the steric
effects on the excitation energies are small. Thus, electrostatic
and excitonic coupling effects are likely to provide the main
effects for the redshifted absorption of the PA–PB dimer.
The A76 monomer absorbs at 1.92 eV, which is in close
agreement with the value obtained for the fully relaxed b-Chl
monomer, suggesting that A76 is almost fully relaxed in the
A76–A79 dimer. The A79 monomer of the A76–A79 dimer,
however, absorbs at a significantly higher energy of 2.14 eV,
showing that A79 is subjected to significant strain. In the
B49–B52 dimer, the B49 and B52 monomers absorb at
2.15 eV and 2.12 eV, respectively, implying that both monomers
are significantly strained in the B49–B52 dimer.
The large excitation energies for the A79, B49, and B52
monomers due to steric effects are surprising, as the VEEs for
the two lowest excited states of the A76–A79 and B49–B52
dimers are in the range of 1.84–1.89 eV. Thus, the large blue-
shift due to steric effects is compensated by a large redshift
caused by the excitonic coupling and the electrostatic inter-
action between the monomers. Since the electrostatic effects
are small in the case of PA–PB, excitonic coupling is most likely
the main reason for the redshifted absorption.
Calculations of the lowest excitation energies of the PA–PB
model at the BHLYP/def2-SVP level showed that the point
charges had a very small effect of o0.01 eV on the absorption
energies. The structural relaxation of the PA–PB model in the
presence of the nearest protein residues represented by point
charges had a larger effect on the excitation energies. The
energies of the lowest excited states were redshifted by almost
0.2 eV, which is significantly larger than the structural shift
reported by Zucchelli et al.35 The reason for the unexpectedly
large structural effect on the excitation energies might be due
an overestimated interaction between the point charges and
the exterior part of the Chl cluster. After optimization, the
distances between the QM and MM parts were somewhat
shorter than for the experimental structure.
Higher excited states
To estimate the absorption spectra in the shorter wavelength
regime, we calculated VEEs for the ten lowest excited states of
the dimeric models at the RVS-LT-SOS-CC2/def2-SVP level. The
obtained VEEs and oscillator strengths for the relevant energy
range of UV-VIS spectra are reported in Table 4. The ten lowest
excitation energies for PA–PB were also calculated using the
def2-TZVP basis sets. The four lowest states are redshifted by
0.03–0.04 eV when using the triple-z quality basis sets and by
less than 0.1 eV for the higher excited states. Since qualitatively
the same excitation energies were obtained using the two basis
sets, the excitation energies of the higher excited states of the
A76–A97 and B46–B52 dimers have not been calculated using
the larger basis sets.
The lowest excitation energies of the dimer calculated at the
SOS-CC2 level are almost the same as obtained for the mono-
mer. The splitting between the S1 and S2 states of the dimer
is only 0.03 eV. Thus, the excitonic coupling obtained at the
SOS-CC2 level is probably too small. Calculations on the
monomer show that the SOS approximation introduces a large
energy gap between the S1 and S2 states, which also leads to a
large energy gap between the S2 and S3 states of the dimers. The
S1 state is the bright state also at the RVS-LT-SOS-CC2/def2-SVP
level. The next bright state of PA–PB is the 9th excited state
at 3.08 eV (403 nm), which can be assigned to the B band
of Gouterman’s four-orbital model.60 Thus, the PA–PB dimer
Table 3 The two lowest vertical excitation energies (VEEs) and oscillator
strengths (f ) for the PA–PB, A76–A79, and B49–B52 dimer models calcu-
lated at the oB97X/def2-TZVP level
PA–PB A76–A79 B49–B52
VEE f VEE f VEE f
2.11 0.448 2.10 0.104 2.10 0.067
2.15 0.052 2.16 0.372 2.16 0.402
Table 4 Vertical excitation energies (VEEs) and oscillator strengths (f )
calculated for the PA–PB, A76–A79, and B49–B52 dimer models at the
RVS-LT-SOS-CC2/def2-SVP level. The excitation energies for PA–PB in the
first column are calculated using the def2-TZVP basis sets
VEEa VEE f VEE f VEE f
PA–PB A76–A79 B49–B52
2.03 2.07 0.363 2.01 0.112 2.02 0.094
2.06 2.09 0.023 2.08 0.205 2.08 0.226
2.23 2.27 0.052 2.28 0.038 2.29 0.043
2.27 2.31 0.052 2.33 0.050 2.34 0.043
2.74 2.85 0.008 3.13 0.003 3.14 0.005
2.82 2.92 0.004 3.23 0.010 3.25 0.009
2.89 2.98 0.041 3.32 1.138 3.32 1.160
2.95 3.03 0.002 3.38 0.380 3.37 0.338
2.98 3.08 0.113 3.42 0.326 3.42 0.402
3.28 3.37 0.058 3.52 1.637 3.55 0.389
a Calculated using def2-TZVP basis sets.
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model has four weakly absorbing bands between the Q and B
bands that are not related to the monomers, which have
no weakly absorbing states between the Q and B bands. The
A76–A79 and B49–B52 dimer models have only two weak dimer
states between the Q and B bands. The excitonic coupling in
PA–PB seems to significantly redshift the lowest B band from
3.38 eV in the monomer to 3.08 eV for the dimer. The excitonic
splitting of the lowest B band leads to a stronger and a weaker
state as for the lowest Q band. In the A76–A79 and B49–B52
dimer models, a much weaker exciton splitting of the Q and
B bands is observed. The four highest excited states (S7–S10) at
3.32–3.55 eV can be identified as the strongly absorbing
B bands of the monomers, whose excitation energies are
3.38 eV and 3.57 eV.
The present SOS calculations show that the SOS approxi-
mation seems to be unable to properly consider excitonic
coupling, leading to a small energy splitting of excited states
of the dimer with the same monomer Q band origin. The SOS
approximation also leads to a large energy splitting between
the Q bands of the chlorophyll monomers and between the
corresponding states of the dimer. The computational speed
is the main reason for employing the SOS approximation in
calculations on chlorophylls.
Benchmarking
The performance of different computational levels was investi-
gated by calculating the four lowest VEEs of an optimized
monomeric Chl model using several different methods
(Table 5). The studied excited states are well described by single
replacements from the Hartree–Fock reference wavefunction.
A more comprehensive comparison is given in the ESI.† The
ADC(2) excitation energies are systematically redshifted by
0.20–0.22 eV as compared to the CC2 values, which is consis-
tent with previously reported benchmark studies,44,61,62 where
ADC(2) has been found to provide excitation energies of roughly
the same accuracy as CC2.
Consistent with previous studies,44 employing the RVS
approach with a threshold of 50 eV in the ab initio calculations
introduces a small blueshift of 0.06–0.07 eV for the first four
excited states at the ADC(2) and CC2 levels using def2-TZVP
basis sets. The oscillator strengths are not significantly affected
by the RVS approximation. The RVS approach that significantly
speeds up the calculations has been successfully employed
in previous studies of photobiological systems, including
chlorophylls.26,27,44,63–67
Comparing the results from the SOS-ADC(2) and SOS-CC2
calculations with the corresponding values calculated at the
unscaled CC2 and ADC(2) levels shows that the SOS approxi-
mation introduces errors of 0.13 to 0.39 eV for the lowest four
excited states of the Chl monomer (Table 5). The oscillator
strengths are also affected by the SOS approach. The Laplace-
transform step in the LT-SOS-ADC(2) and LT-SOS-CC2 calcula-
tions has a negligible effect on the accuracy of the excitation
energies (Table 5), while it reduces the computational cost to
fourth order with respect to the size of the basis set. The
oscillator strength of the fourth excited state calculated using
LT algorithm at the CC2 level is 60% larger than when using
the standard algorithm, whereas for the rest of the states,
the oscillator strengths calculated with and without the LT
algorithm agree well. In the present work, we use the RVS-LT-
SOS-CC2 method to estimate higher lying VEEs for the dimeric
systems to speed up the calculations of the VEEs and oscillator
strengths.
We also studied the performance of different density func-
tionals in TDDFT calculations, where we employed the B3LYP,
BHLYP, CAM-B3LYP, and oB97X hybrid functionals. CAM-B3LYP
and oB97X are range-separated functionals with larger amounts
of Hartree–Fock exchange at longer interelectronic distances,
which is important for an accurate description of e.g., charge-
transfer states. At the employed TDDFT levels, the vertical
excitation energies of the lowest excited states are systemati-
cally blueshifted compared with the values obtained at the
ab initio levels (Table 5). The excitation energy and oscillator
strength of the third and the fourth excited states depend
on the amount of Hartree–Fock exchange in the functional
indicating charge-transfer problems.
Conclusions
We have computationally studied the lowest excited singlet
states of diastereotopically ligated Chl dimer models of PSI by
employing ab initio correlated levels of theory and range-
separated TDDFT calculations. Calculations on the PA–PB dimer
model show that the steric effects on the excitation energies
are small, whereas electrostatic and excitonic coupling effects
redshift the absorption energy of the Chl dimer. Similar calcu-
lations on the A76–A79 and B49–B52 dimers show that mole-
cular strain in the A76, B49 and B52 moieties blueshifts the
excitation energies, which is compensated by a redshift due to
Table 5 Vertical excitation energies (VEEs, in eV) and oscillator strengths
(f ) of chlorophyll calculated at the ab initio and TDDFT levels using
def2-TZVP basis sets
VEE f VEE f VEE f VEE f
ADC(2) RVS-ADC(2) SOS-ADC(2) LT-SOS-ADC(2)
1.90 0.282 1.97 0.287 1.91 0.253 1.91 0.252
2.04 0.058 2.11 0.068 2.28 0.036 2.29 0.037
2.88 0.719 2.95 0.714 3.16 1.092 3.16 1.092
2.99 0.943 3.06 0.917 3.37 1.108 3.38 1.104
VEE f VEE f VEE f VEE f
CC2 RVS-CC2 SOS-CC2 LT-SOS-CC2
2.12 0.239 2.18 0.259 1.99 0.219 1.99 0.221
2.25 0.061 2.32 0.061 2.31 0.026 2.32 0.026
3.10 0.728 3.17 0.767 3.28 0.919 3.29 0.917
3.20 0.646 3.27 0.613 3.48 0.291 3.48 0.464
VEE f VEE f VEE f VEE f
B3LYP BHLYP CAM-B3LYP oB97X
2.19 0.285 2.24 0.356 2.20 0.311 2.17 0.295
2.30 0.020 2.53 0.022 2.48 0.027 2.57 0.037
2.90 0.017 3.52 0.074 3.46 0.070 3.61 0.111
3.09 0.018 3.78 1.248 3.71 0.952 3.83 1.377
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electrostatic effects and the excitonic coupling. The histidine
ligands have a small redshifting effect of 0.04–0.07 eV on the
lowest two VEEs of the studied dimers. Comparisons of the
shifts calculated at different levels of theory indicates that
TDDFT calculations employing the range-separated oB97X
functional have difficulties in accounting for excitonic coupling
contributions to the excitation energies of the dimers.
The calculated excitation energies reveal significant
differences in the PA–PB spectra as compared to the ones for
the A76–A79 and B49–B52 dimer models. The first excited state
of the PA–PB model is a bright state and the S2 state absorbs
more weakly, whereas the S1 states of the A76–A79 and B49–B52
dimers are weakly absorbing states. The orientation of the E
ring moiety determines the direction of the transition dipole
moment of the lowest state. When the transition moment are
oriented in the same direction, the first excited state of the
dimer is the bright state.
PA–PB has several weakly absorbing states between the Q and
B bands, and the excitonic coupling splits the B band of PA–PB,
whereas no such splitting is observed in the spectrum of
the two other dimers. The present study reveals significant
differences in the properties of the excited states of the see-
mingly similar dimer models.
The ADC(2) calculations suggest that the absorption of the
a-ligated Chl dimer of PSI is redshifted by 0.13–0.14 eV in
comparison to the doubly b-ligated dimer due to combined
excitonic coupling and strain effects. Comparisons of the
TDDFT-calculated spectra with those obtained at the ab initio
level and with experimental data show that TDDFT calculations
have difficulties to provide the correct dimer shifts of the
excitation energies, which are needed when aiming at a deeper
understanding of the absorption mechanisms in excitonically
coupled Chl molecules. The ab initio calculations at the ADC(2)
level yield excitation energies that are in close agreement
with experimental data, although electrostatic effects from
the surrounding protein and the co-factor environment are
not considered in the calculations. We also employed the SOS
approximation in order to take advantage of the fast LT algo-
rithm, which reduces the computational scaling of the ADC(2)
and CC2 methods to fourth order. However, the SOS-ADC(2)
calculations yield an energy gap of 0.38 eV between the S1 and
S2 states of the Chl monomer, leading to a gap of the same size
between the S2 and the S3 states in the dimer models. Without
the SOS approximation, the energy splitting between S1 and S2
of the Chl monomer is 0.12 eV at the ADC(2) level. The same
trend was obtained in the SOS-CC2 and CC2 calculations of the
Chl monomer, with a slightly smaller SOS effect of 0.2 eV. The
RVS approximation blueshifts the excitation energies by
only 0.03–0.07 eV for the studied states and it significantly
speeds up the calculations, rendering computations on
the dimeric models using triple-z basis sets feasible. At the
RVS-ADC(2)/def2-TZVP level, we obtain an excitation energy of
1.97 eV for the S1 state of Chl, which agrees well with the
experimental value of 1.92–1.93 eV. Histidine complexation
leads to a small redshift ofo0.1 eV and increases the oscillator
strength of the S2 state.
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