We propose a rich class FL(L) of temporal logics, parametrized by a class L of modalities, evaluated over forests, that is, ordered tuples of ordered but unranked finite trees, an algebraic product operation (which we call the Moore product) of forest automata, and show that these logically defined classes of forest languages are characterized precisely via the Moore product. As an application we show that the fragment of the logic CTL which uses only the non-strict EF modality has a polynomial-time decidable definability problem. 
Introduction
In [3] , a temporal logic FTL(L) was associated with a class L of tree languages. In that setting, the structures over which the formulas were evaluated were trees: well-formed terms over a ranked alphabet. The widely studied temporal logic CTL is also of the form FTL(L) for some suitable (finite) language class L, thus an (algebraic, say) characterization of these logics provides a characterization for this logic as well, and several fragments and extensions of it are also handled in a uniform way. In [3] , such an algebraic characterization was proved, namely when the logic FTL(L) is expressive enough (that is, if the so-called next modalities, with X i ϕ meaning that the i-th child of the root node of the tree satisfies ϕ, are expressible in the logic in question). In that case (if an additional natural property of L is satisfied), an Eilenberg-type correspondence was shown between the lattice of these language classes FTL(L) and pseudovarieties of finite tree automata closed under the so-called cascade product. Note that the decidability status of the definability problem of CTL (that is, to determine whether a regular tree language is definable in this logic) is still open after some thirty years, and in the case of words, many logics' definability problem was shown to be decidable using algebraic methods of this form: first one shows that a language is definable in some logic if and only if the minimal automaton of the language (or its syntactic monoid) is contained in a specific pseudovariety of finite automata (or finite monoids), which is then in turn showed to have a decidable membership problem. Notable instances of this line of reasoning include the case of first-order logic (which also has an unknown decidability status for the case of trees) [7] . For a comprehensive treatment of logics on words see [8] .
Extending the initial results of [3] , in [4] a more restricted product operation named the Moore product of tree automata (being a special case of the cascade product) was defined and applying this product, we succeeded to prove an algebraic characterization of the logics FTL(L), without the requirement on the next modalities: namely, a (regular) tree In this paper we propose another class of forest logics, which we call FL(L), associated to a class L of modalities, which syntactically coincides with the TL(L) of [1] (perhaps unsurprisingly, since [1] explicitly states that "This is similar to notions introduced by Esik in [3] "). The semantics of TL and FL differ, though, when it comes to evaluate modalities. Specifically, in [1] , a tree a(s) "tree-satisfies" a forest formula ϕ if the forest s satisfies ϕ, that is, there are two satisfaction relations between trees and forest formulas, |= and |= f , and these relations actually differ. In the semantics proposed in the current paper there is only one satisfaction relation. In our view, formulas of TL are evaluated as they would contain a "built-in" next operator: a tree satisfies a forest formula iff the forest formed by its direct subtrees satisfies it -this behaviour can be modeled in FL be using an explicit next operator first, and then the modality in question. Thus, results of [1] correspond to the results of [3] , that is, assuming the presence of the next modalities (reformulated the results from the tree setting to the forest setting), while the current results lift the results of [4] to the forest setting, providing a generalization of both [5] and [1] at the same time.
Also, in the current paper we show the applicability of our framework (in which we work with pseudovarieties of forest automata instead of forest algebras) by showing that the non-strict EF logic has a decidable definability problem also in this setting. Since the class of minimal forest algebra of languages definable in the non-strict EF is not closed under taking wreath product (basically due to the fact that the equation aax = ax, which holds in the minimal automaton of the corresponding modality, is not preserved), this result cannot be gathered via the wreath product since the logic in question falls outside of the scope of [1] . This result generalizes [5] from trees to forests. We think that for this result, the (decidable) equational description of the corresponding pseudovariety of finite forest automata is also compact and nice, and the proofs are somewhat less heavy on technicalities in the forest setting than in the tree setting.
We also note that though the strict EF is indeed a more expressive fragment of CT L than the non-strict variant (since non-strict EFϕ can be expressed as ϕ ∨ EFϕ with the strict variant of the modality), but the logic being less expressive does not entail neither uninterest nor having an easier definability problem. (Just as first-order logic is less expressive than monadic second-order logic and its definability problem still has an unknown decidability status.) Also, the non-strict EF is one of the "simplest" logics (as the corresponding Moore pseudovariety of forest automata is generated by a single two-state automaton over a binary alphabet) which falls outside the scope of the logics of the form TL(L).
Notation

Trees, forests, contexts
The notions of trees, forests, contexts and other structures are following [1] apart from slight notational changes (e.g., we use Σ for the alphabet instead of A, and • for the hole instead of ). Let Σ be a nonempty finite set (an alphabet). The sets T Σ of trees and F Σ of forests over Σ are defined via mutual induction as the least sets satisfying the following conditions: if s ∈ F Σ is a forest and a ∈ Σ is a symbol, then a(s) is a tree, and if n ≥ 0 is an integer and t 1 , . . . , t n are trees, then the formal (ordered) sum t 1 + . . . + t n is a forest. In particular, for n = 0 the empty forest 0 is always a forest, thus a(0) are trees for any symbol a ∈ Σ. A forest language (over Σ) is an arbitrary set L ⊆ F Σ of (Σ-)forests.
A context is a forest with a designated "hole" leaf. Formally, the set C Σ of Σ-contexts is the least set such that • ∈ C Σ for the fresh symbol • / ∈ Σ, sums of the form t 1 + . . . + t n with n ≥ 1 such that t i is a context for some i and t j is a tree for each i = j are contexts and whenever a ∈ Σ and s is a context, then a(s) is a context as well. When ζ 1 and ζ 2 are contexts or trees, then so is ζ 1 ζ 2 yielded from ζ 1 by substituting ζ 2 in place of •, formally defined via induction:
Then, C Σ equipped with the substitution operation is a monoid with unit element • and acts on F Σ from the left. 
Forest automata
There are various algebraic devices ("automata") recognizing forest languages. One of them are the forest algebras of [1] another are the forest automata of [2] . For the aims of this paper, forest automata are more suitable. The reason for this is that it will be convenient to deal with the actions induced by elementary contexts a(•) with a ∈ Σ, and in forest algebras (which resemble closely to the syntactic monoids well-known from the case of finite words, both in the horizontal and the vertical direction) all the functions induced by contexts are "equal", there seems to be no easy way to deal with the elementary contexts separately. This problem is solved when using forest automata. 
Forest logics
In this section we introduce a class of (future-time, branching) temporal logics FL(L) (having state formulas only but no path formulas), parametrized by a set L of modalities, which are forest languages themselves (not necessarily over the same alphabet).
Though the syntax of FL(L) is (essentially) the same as the logics of [1] , the semantics is slightly different. The change we propose in the semantics has a corollary which we find a mathematically "nice" property: in the semantics used in [1] , there are two different satisfaction relations, |= t and |= f (tree and forest satisfaction, respectively), and these relations do not coincide for trees: given a forest formula ϕ and a tree t = a(s), it can happen that t |= t ϕ but not t |= f ϕ (that is, t satisfies the formula ϕ viewed as a tree but not when viewed as a forest) or vice versa. The reason is that the relation |= t automatically "steps down" one level in t, i.e. a(s) |= t ϕ iff s |= f ϕ which is clearly different than t |= f ϕ. The satisfaction relation of the semantics proposed in our paper is consistent in this regard, i.e., there is no need for defining different satisfaction relations for trees and forests: a tree satisfies a forest formula iff it satisfies the formula viewed as a forest consistion of a single tree.
Syntax.
Given an alphabet Σ, and a class L of forest languages (which are not neccessarily Σ-languages), then the sets of tree formulas and forest formulas of the logic FL(L) over Σ are defined via mutual induction as the least sets satisfying all the following conditions:
and ⊥ are forest formulas. Each a ∈ Σ is a tree formula. Every forest formula is a tree formula as well.
If ϕ and ψ are forest formulas, then so are (¬ϕ) and (ϕ ∧ ψ). If ϕ and ψ are tree formulas, then so are (¬ϕ) and (ϕ ∧ ψ). If L ∈ L is a forest language over some alphabet ∆ and to each δ ∈ ∆, ϕ δ is a tree formula over Σ, then L(ϕ δ ) δ∈∆ is a forest formula (over Σ). As usual, we use the shorthands (ϕ ∨ ψ) = ¬(¬ϕ ∧ ¬ψ), ϕ → ψ = ¬ϕ ∨ ψ and remove redundant parentheses according to the usual precedence of operators. 
is a forest formula over Σ.
Semantics.
For the semantics, tree formulas are evaluated on trees and forest formulas are evaluated on forests. In both cases, t |= ϕ denotes the fact that the structure (whether tree or forest) satisfies the formula ϕ. This will not introduce ambiguity since although every forest formula is a tree formula, but on trees, the two evaluation semantics coincide:
Every forest satisfies and no forest satisfies ⊥.
The tree t satisfies the forest formula ϕ if t, viewed as a formal sum of one tree satisfies ϕ. ¬ϕ c otherwise; then, the resulting family (ψ b ) b∈∆ is deterministic in the sense that for any tree t ∈ T Σ there exists exactly one symbol b ∈ ∆ with t |= ψ b , and the characteristic forests of any forest s given by the two families (ϕ δ ) δ∈∆ and (ψ δ ) δ∈∆ coincide. Thus, the particular ordering of ∆ is not important (we have to choose: either to syntactically restrict the allowed formulas, or to assume an ordering of ∆, or to have a family I of formulas along with a function from P (I) → ∆, or something similar to resolve ambiguities, but in all cases, the class of definable languages is the same). Indeed, due to the ordering of {0, 1} nodes labeled by either a or c are relabeled to 0; then, nodes labeled by b are relabeled to 1 since those subtrees satisfy ϕ 1 ; and also, nodes labeled by d are also relabeled to 1 since that's the last symbol of {0, 1} and the subtree does not satisfy either one of ϕ 0 or ϕ 1 . Clearly, L EX (0 → a ∨ c, 1 → ¬(a ∨ c) ) is an equivalent formula. Since s is a member of L EX , we get that s |= ϕ. The language defined by ϕ consists of those forests having at least one depth-one node labeled by a b or a d.
For a class L of modalities, let FL(L) denote the class of all languages definable in FL(L).
Closure properties of FL(L)
It is clear that if K and L are forest languages definable in FL(L) for some L, then so are their Boolean combinations e.g. K ∩ L and K, since the logic has ∧ and ¬, thus FL(L) is closed under (finite) Boolean combinations. When ϕ is a forest formula over the alphabet Σ and to each a ∈ Σ, ϕ a is a forest formula (also over Σ), then we define the forest formula ϕ[a → ϕ a ] inductively as
that is, we replace each subformula of the form a ∈ Σ of ϕ by ϕ a .
A literal homomorphism of forests defined by a mapping h : The following proposition states that one can use freely any definable language as a modality as well: Proposition 2. Assume L is definable in FL(L). Then so is any language definable by a formula of the form ϕ = L(ϕ δ ) δ∈∆ with each ϕ δ being a formula of FL(L).
Proof. We use induction on the structure of the forest formula ψ defining the language L. Without loss of generality we may assume that the family (ϕ δ ) δ∈∆ is deterministic.
If ψ = or ⊥, then ϕ is equivalent to or ⊥, respectively. The case of the Boolean connectives ψ = ¬ψ 1 and ψ = ψ 1 ∧ ψ 2 is also clear: applying the induction hypothesis we get that there is a formula ϕ i of FL(L) equivalent to ψ i , thus ¬ϕ 1 , ϕ 1 ∧ ϕ 2 are then formulas of FL(L), respectively, equivalent to ϕ.
Finally, assume ψ = K(ψ γ ) γ∈Γ for some Γ-forest language K ∈ L and tree formulas
Since for any class L we also have L ⊆ FL(L) (a language L is defined by the formula L(a → a)) and L ⊆ L clearly implies FL(L) ⊆ FL(L ), along with Proposition 2 we get that the transformation L → FL(L) is a closure operator.
Facts and operations of forest automata
Since the automaton model is complete and deterministic, thus given M = (Q, +, 0, ·) over Σ and The automaton M = (Q , + , 0, · ) is a subautomaton of M = (Q, +, 0, ·) if (Q , + , 0) is a submonoid of (Q, +, 0) and a · q = a · q for each a ∈ Σ and q ∈ Q (that is, Q ⊆ Q is closed under the addition and the action, and + and · are the restrictions of the operations onto Q ). The connected part of M is its smallest subautomaton (which is generated by the state 0). An automaton is connected if it has no proper subautomata.
The ∆-automaton M = (Q, +, 0, · ) is a renaming of the Σ-automaton M = (Q, +, 0, ·) if for each δ ∈ ∆ there exists some h(δ) = σ ∈ Σ with δ · q = σ · q for each state q ∈ Q. It is straightforward to check that if
It is a routine matter to check that if in this case F ⊆ Q and Given any forest automaton M = (Q, +, 0, ·) and F ⊆ Q, a particular congruence is
the minimal automaton of L and has the property that it is a quotient of every automaton recognizing L, moreover it can be effectively computed from any such automaton.
General algebraic characterization of FL(L) by the Moore product
In this section we show that there exists an Eilenberg-type correspondence between language classes of the form FL(L) and pseudovarieties of finite forest automata, closed additionally under an operation which we call the Moore product (provided L satisfies a natural property). The correspondence and the Moore product itself is the analog of the operation with the same name defined in [4] for ranked trees. We think that the usage of forest automata instead of strictly ranked universal algebras (i.e., tree automata) gives a clearer view on the connection of the Moore product and the L(δ → ϕ δ )-construct, defined originally in [3] for temporal logics on trees. Given a forest automaton M 1 = (Q 1 , + 1 , 0 1 , · 1 ) over some alphabet Σ and a forest automaton M 2 = (Q 2 , + 2 , 0 2 , · 2 ) over some alphabet ∆ along with a control function α : Q 1 × Σ → ∆, the Moore product of M 1 and M 2 defined by α is the Σ-forest automaton · (p, q) = (a · 1 p, b · 2 q) with b = α(a · 1 p, a) .
For a class K of finite forest automata, let K M stand for the Moore pseudovariety of finite forest automata generated by K, i.e. the smallest class of finite forest automata which contains K and is closed under homomorphic images, renamings, subautomata and Moore products.
Then the following holds:
the last element of ∆ otherwise.
It is straightforward to check that for any forest s, the value of s in this product automaton M is ((q δ ) δ∈∆ , q) where q δ = s M δ and q =ŝ M whereŝ is the characteristic forest of s with respect to the family (ϕ δ ) δ∈∆ , thus setting the final states to
For the reverse direction it suffices to show the following: Proposition 4. Assume M = (Q, +, 0, ·) and M = (Q , + , 0 , · ) are Σ-and ∆-forest automata, respectively, such that every language recognizable in them is a member of FL(L) for the language class L. Then every language recognizable in any Moore product of the form M × α M is also a member of FL(L).
Proof. To each q ∈ Q let ϕ q be the Σ-formula of FL(L) defining the language L(M, {q}), and to each q ∈ Q let ψ q be the ∆-formula defining L(M , {q }). It suffices to show that each language
Theorem 5. Suppose L is a class of regular forest languages and K is a class of forest automata such that i) each member of L is recognizable by some member of K and ii) every language recognizable by some member of K is a member of FL(L).
Then the following are equivalent to any regular forest language L:
The minimal forest automaton of L belongs to K M where K consists of the minimal forest automata of the members of L.
6
Application: the non-strict EF fragment of CTL
In this section we demonstrate the usability of our framework by showing that the definability problem of a specific fragment (namely, the non-strict EF fragment) of the logic CTL is decidable in a low-degree polynomial time. The used methods are rooted heavily in [5] but again, the forest automaton formalism and the fact that the uderlying structures are forests instead of ranked trees allows us a more compact and (in our personal view) more elegant proof. See also [9] for a game-theoretic approach on the ranked setting (which can also be lifted to the case of forest languages). Consider the automaton EF recognizing the language L EF from Example 2. Clearly, by setting L = {L EF } and K = {EF} the conditions of Theorem 5 hold (since L EF is recognizable in K and the other language recognizable in K is L EF which is in FL(L)).
The logic FL(L) then is equivalent to the following fragment of CTL: and ⊥ are forest formulas; a, a ∈ Σ are tree formulas; we have Boolean connectives; and, if ϕ is a tree formula, then EF(ϕ) is a forest formula satisfied by a forest s iff t |= ϕ for some subtree of s.
We note here that the EF + variant studied in [1] is the strict variant, that is EXEF in our notation. As the corresponding pseudovariety of forest algebra is not closed under the wreath product (since the variety of forest automata is not closed under the cascade product), this logic does not fit in the scope of [1] . For any forest automaton M = (Q, +, 0, ·) over some alphabet Σ, we define the reachability relation M as the preorder generated by x M z + x + y and x M a · x for each state x, y, z of M and letter a ∈ Σ.
A forest automaton M = (Q, +, 0, ·) is i) commutative if x + y = y + x for each x, y ∈ Q; ii) stutter invariant if a · a · x = a · x for each a ∈ Σ, x ∈ Q; iii) monotone if M is a partial ordering on Q; iv) absorbing if x + y = x for each pair x, y of states with y M x.
It is easy to check that EF satisfies all the above properties since ∨ is commutative, a∨a∨x = a ∨ x, 0 ≺ EF 1 is the reachability relation and 1 ∨ 0 = 1 along with idempotence of ∨ proves absorbivity. Also, it is straightforward to check that all these properties are preserved under taking subautomata, homomorphic images, renamings and Moore products. Thus, all members of EF M are also commutative, stutter invariant, monotone and absorbing. Note that in a Moore product, (p, q) (p , q ) implies p p andin the respective automata.
In this section we show that the converse also holds, i.e. whenever M = (Q, +, 0, ·) is a commutative, stutter invariant, monotone and absorbing connected finite forest automaton over some alphabet Σ, then M belongs to the Moore pseudovariety EF M .
We use induction on the number of states of Q. If Q is a singleton set, then M is trivial and thus belongs to EF M . Assume the claim holds for every forest automaton with less than |Q| states. Since by assumption M is finite and monotone, Q has a largest element with respect to M , let it be q max . (Observe that M is a lattice, since x, y M x + y for each x, y ∈ Q, thus it indeed has a single largest element.) Since M is a partial order on the nonsingleton set Q having the largest element q max , there is at least one coatom q of Q with respect to M , that is, a maximal element of the set Q − {q max }.
Then, the equivalence Θ q on Q which collapses q and q max is a nontrivial congruence of M : for any state p ∈ Q we have q M p + q, hence p + q (and also q + p by commutativity) is in {q, q max }, and so is p + q max = q max . Similarly, a · q is also in the class {q, q max }, thus Θ q is indeed a congruence. Thus, M/Θ q is a forest automaton having |Q| − 1 states, which belongs to EF M by induction (since it also satisfies Properties i)-iv) To proceed, we define the following auxiliary forest automaton Aux = ({0, 1, 2}, max, 0, ·) over the alphabet ∆ = { , s, e, o} by defining 1) (1, 1) (1, 1) (1, 1) we get that Aux is indeed a homomorphic image of A × α EF, thus Aux is in EF M .
To get a homomorphism from B to M , we map each state (q, H, f ) to q if q ≺ M q * ; to q max if f = 2; and to p∈H p if f = 1.
Conclusions
We associated a class FL(L) of logic to each class L of languages. It can be seen easily that TL(L) = FL({{σ(s) : σ ∈ Σ, s ∈ L} : L ∈ L ∩ F Σ }), thus our semantics is a generalization of the classes of logics of [1] . We gave a general (though not effective) algebraic characterization of these logics (at least in the case when L satisfies the natural property that each quotient of each member of L is definable in FL(L)), in terms of the Moore product of forest automata, also defined in the present paper. In order to demonstrate the usability of the approach, we gave a relatively short proof along the lines of [5] that the non-strict EF fragment of CTL, evaluated on forests, has an effectively decidable definability problem. We note that the strict EF modality is characterized by the three properties of commutativity, absorption and monotonicity, like in the case for trees. The decidability status of the logics CTL and even its EG fragment is still open (even on trees), but we hope that the approach presented in this paper can contribute to the solution of these longstanding open problems.
