Abstract. This papers addresses the connection between two classical models of phase transition phenomena describing different stages of the growth of clusters. The Becker-Döring model (BD) describes discrete-sized clusters through an infinite set of ordinary differential equations. The LifshitzSlyozov equation (LS) is a transport partial differential equation on the continuous half-line x ∈ (0,+∞). We introduce a scaling parameter ε > 0, which accounts for the grid size of the state space in the BD model, and recover the LS model in the limit ε → 0. The connection has been already proven in the context of outgoing characteristic at the boundary x = 0 for the LS model, when small clusters tend to shrink. The main novelty of this work resides in a new estimate on the growth of small clusters, which behave at a fast time scale. Through a rigorous quasi steady state approximation, we derive boundary conditions for the incoming characteristic case, when small clusters tend to grow.
Introduction
This papers addresses the mathematical connection between two classical models of phase transition phenomena describing different stages of the growth of clusters (or polymers, or aggregates). The first one is the Becker-Döring model (BD), first introduced in [3] , that describes the earlier stages of cluster growth, at a small scale. Cluster of particles may increase or decrease their size one-by-one, capturing (aggregation process) or shedding (fragmentation process) one particle, according to the set of chemical reactions
where C i stands for the clusters consisting of i particles, C 1 being the single free particle. In its mean-field version, the BD model is an infinite set of ordinary differential equations for the time evolution of each concentrations (numbers per unit of volume) of clusters made of i particles. In this works we focus on a dimensionless BD model that involves a small parameter ε > 0. The standard scaling procedure is detailed in Appendix A. We denote by c ε i (t) the concentration at time t ≥ 0 of clusters consisting of i ≥ 2 particles and u ε for the concentration of free particles (clusters of size 1), where we make explicit the dependence on ε > 0. The dimensionless system reads d dt u ε = −εJ
where the fluxes are defined by , for i ≥ 2, denote respectively the rate of aggregation and fragmentation (ε-dependent), while α ε and β ε denote respectively the first rate of aggregation (i = 1) and the first rate of fragmentation (i = 2). Finally, η is an exponent that stands for the strength of the first fragmentation rate, on which strongly depends our results (see also Section 7 for discussions). Observe that such model (at least formally) preserves the total number of particles (no source nor sink), that is
3)
The constant m ε is entirely determined by the initial conditions at t = 0 given by u in,ε
and (c in,ε i ) i≥2 , non-negatives and ε-dependent. For theoretical studies on the wellposedness and long-time behaviour of the deterministic Becker-Döring model (with ε = 1), we refer the interested reader to [22, 26, 16 ] among many others.
The second model of phase transition is the Lifshitz-Slyozov model (LS) introduced in [17] . It classically describes the late phase of cluster growth, at a "macroscopic scale". The LS model consists in a partial differential equation (of nonlinear transport type) for the time evolution of the size distribution function f (t,x) of clusters of (continuous) size where a and b are functions of the size, respectively for the aggregation and fragmentation rates. The constant m plays the same role as in the BD model. Various authors studied this equation when the flux point outward at x = 0 (when small clusters tends to fragment), namely if a condition like a(0)u(t) − b(0) < 0 holds, see [15, 9, 19] among other for theoretical studies and technical assumptions. Indeed, in that case, uniqueness of weak solution to the limit system (1.4) holds. But, recent applications in biology have raised this problem to include nucleation in this equation (small clusters tends to aggregate), for instance in [23, 11, 2] . These cases consider fluxes that point inward at x = 0, and it lacks a boundary condition to (1.4) to be well-defined. Remark, some boundary conditions was conjectured e.g. in [8, 7, 23] but never rigorously proved.
In this works we aim to recover a solution of the LS equation and construct proper boundary condition, departing from the BD equation (1.1) as the parameter ε goes to 0. This connection has been proved in [8, 16] for the classical case of outgoing characteristic. The authors represent the dynamics of the BD model by a density function on a continuous size space. Accordingly, the size of the clusters are represented by a continuous variable x > 0, and we let, for all ε > 0, 5) where for each i ≥ 2, Λ ε i = [(i − 1/2)ε,(i + 1/2)ε). We denote for the remainder f in, ε := f ε (0,x). Hence, each cluster of (discrete) size initially i ≥ 2 is seen as a cluster of size roughly iε ∈ R + . This scaling consists in an acceleration of the fluxes (by 1/ε) in Eq. (1.1) so that it can reach an (asymptotically) infinite size i = x/ε in finite time. Then, an appropriate scaling of the initial conditions, with a large excess of particles, together with the rate functions entails that {f ε } converges to a solution of the LS model, Eq. (1.4). Here we use the same strategy to construct solutions to (1.4) and we derive appropriate flux conditions at x = 0 when the reaction rates behave near 0 as a power-law, that is
with a and b positives, and the exponents 0 ≤ r a < 1, r a ≤ r b which corresponds to entrant characteristic. Note, if r a = r b we suppose moreover that u(t) > b/a.
Remark 1.
Another scaling approach considers the large time behavior of the BeckerDöring model, and relates the dynamics of large clusters to solutions of various version of Lifshitz-Slyozov equations. It is the so-called theory of Ostwald ripening, see [21, 18, 24] .
We emphasize that the novelty of our work resides in the rigorous derivation of a boundary condition at x = 0 for the LS model, Eq. (1.4), which is needed in the case of entrant characteristic. Thanks to new estimates on the BD model (Proposition 2), we identify the limit of quantities related to the (finite size) c ε i 's by a quasi steady state approximation. From this, we were able to found various possible boundary conditions depending on different scaling hypotheses on the first fragmentation rate, i.e. according to the value of η in (1.2), with respect to r a and r b . Namely, we found three distinct cases for slow de-nucleation rate (η > r a ) in Theorem 1, compensated one (η = r a ) in Theorem 2 and fast one (η < r a ) in Theorem 3. We obtained these main results for measure-valued solution to the LS equation, in Section 3. But in Section 6, we improve this result to obtain density solution when a and b are exact power law. Let us give an example of our result to illustrate it.
Illustrating result. Assume, for all x ≥ 0, a(x) = ax ra and b(x) = bx r b with r a < r b and η = r b . We found the limit of {f ε } is a solution of Eq. (1.4), with the boundary value given by, for all t ≥ 0 where u(t) > 0,
where α is the limit of α ε in (1.2). In other terms we recover the behavior of f near x = 0 with the free particles concentration through the limit
Organization of the paper. In the next Section 2 we introduce the main assumptions together with some properties of the BD model. Then, in Section 3 we state our main result on measure-valued solution to LS with boundary term. To do so we improved previous compactness arguments on the re-scaled density (1.5), so that the boundary term can be taken into account in Section 4. It is achieved thanks to a new estimate on the growth of the "small" sized clusters (point-wise estimates of the density approximation, see Proposition 2). The identification of the boundary term in Section 5 follows from a rigorous quasi-steady-state approximation of the small-sized clusters, in analogy with slow-fast systems, and allow proving the main theorems. Finally, we extend some results to a convergence in density, see Section 6. We conclude by a discussion and further directions in Section 7.
Notations. For any U ⊆ R, we denote by C(U ), respectively C c (U ) and C b (U ), the space of continuous function on U , respectively with compact support on U , and bounded on U . We denote by M f (U ) the set of non-negative and finite regular Borel measures on U . We will use the classical weak − * convergence (sometimes called vague) on M f (U ), i.e. the topology given by pointwise convergence for test functions ϕ ∈ C c (U ), i.e. for {ν ε } and ν in M f (U ), we say ν ε converge to ν in M f (U ) (in the weak − * topology) if and only if for all ϕ ∈ C c (U )
Preliminaries and Assumptions
In this section we recall some known results on the BD system together with assumptions for the main results of this paper. First of all, we refer the reader to Theorem 2.1 in [16] for existence and uniqueness of (non-negative) global solution to (1.1) satisfying the balance of mass (1.3) at fixed ε > 0. Well-posedness follows from growth conditions on the kinetic rates, namely we assume 
From now, for each ε > 0, we assume u ε and (c ε i ) i≥2 are non-negatives and define a solution to (1.1), that belongs (each) to C([0,+∞)).
We construct aggregation and fragmentation rates as functions on R + (similarly to f ε ), namely, for each ε > 0 we define, for all x in R + ,
Now, we are able to derive a weak equation on the density approximation f ε , for each ε > 0, in which we will pass to the limit to recover weak solutions to Eq. (1.4). 
where ∆ h ϕ(x) = (ϕ(x + h) − ϕ(x))/h, for h ∈ R, and
This result follows from [16, Lemma 4.1], which allows taking ϕ(x) = x in the equation.
In the next assumption we assume standard hypotheses on the convergence of the rate functions and their sub-linear control, see also [8, 16] .
Assumption 2. Convergence of the rate functions. let α and β be two positive numbers, and let a and b be two non-negative continuous functions on [0,+∞) that are positive on x ∈ (0,+∞). Then, as ε → 0, we suppose that
{a ε (.)} converges uniformly on any compact set of [0,+∞) towards a(.) and
{b ε (.)} converges uniformly on any compact set of [0,+∞) towards b(.) and
We recall a discussion on the scaling of the coefficients is differed to Section 7. The next assumption details the behaviour of the rate functions around 0. This is the essential assumption which allow us to identify the limit of ε η c ε 2 in the second integral in the right hand side of (2.1).
Assumption 3. Behavior of the rate functions near 0. We suppose there exist r a ∈ [0,1),
where o is the Landau notation, i.e. o(x)/x → 0 as x → 0.
Note, if 0 ≤ r b < r a or r a ≥ 1, the kinetic rates a and b are related to outgoing characteristics for which the theory already exists, see [16, 8] . Finally, we assume some control on the initial conditions. For convenience, we define the quantity
It determines whether the characteristic at x = 0 is ongoing or outgoing, according to whether u(t) is greater or less than ρ in (1.3). Then, we introduce a set of functions which shall play a key role. We denote by U the set of non-negative convex functions Φ belonging to C 1 ([0,+∞)) and piecewise
Note that Φ is increasing. These functions have remarkable properties when conjugate to the structure of the Becker-Döring system and provide important estimates, see for instance [15] .
Assumption 4. Initial conditions. We assume there exists u in > ρ and a non-negative measure µ in ∈ M f ([0,+∞)) such that u in, ε converges to u in in R + and {f in, ε } converges to µ in , in the weak − * topology of M f ([0,+∞)). Moreover, we assume there exists Φ ∈ U such that
En particular, we can define
Moreover, we suppose that for all z ∈ (0,1),
Remark 2. m is well-defined since weak − * convergence plus the extra-moment in (H6) give the limit
See for instance [8, Proof of Theorem 2.3].
Remark 3. In fact, we could obtain freely this Φ assuming a stronger weak convergence (against (1 + x)ϕ(x) for ϕ bounded and continuous). See for instance [6] for the construction of such a Φ.
Remark 4. We highlight that condition (H7) is not restrictive. For example, consider f in (x) = x −r on (0,1) and 0 elsewhere, with r ≤ r a . Then, consider c in, ε i = (iε) −r for i ≤ 1/ε, and 0 elsewhere. We have that {f in, ε } trivially converges to f in in the sense of (H6) and it satisfies (H7). Note that we do not necessarily require the initial condition is composed of " very large" clusters (of size i ≫ 1/ε).
Main results
For the remainder of the paper, we always assume that {f ε } is constructed by (1.5), that {u ε } is given by the balance (2.2), and Assumption 1 to Assumption 4 hold true. The next definition extends the notion of a solution to the LS model, Eq. (1.4), with a general boundary condition, or nucleation rate.
We say that µ is a N -solution of the LS equation (in measure) on [0,T ] with mass m, when:
We now state our main results. The first theorem, when η > r a , corresponds to the case where the first fragmentation rate is too slow and does not contribute to the boundary value. Thus the nucleation rate is proportional to the number of encounter of free particles, namely u(t) 2 at time t.
Theorem 1. The slow de-nucleation case. Assume η > r a and let a sequence {ε n } converging to 0. There exists T > 0, a sub-sequence {ε n ′ } of {ε n }, and µ a N -solution of LS with mass m, such that
, and, for all u ≥ 0,
has to be understand as measurevalued function that are continuous in time for the weak − * topology on
is continuous.
The second theorem holds in the limit case when η = r a , i.e. the first fragmentation rate has the same order of magnitude than the aggregation rate (i ≥ 2). Compared to the first case, the nucleation rate is balanced by a function varying between 0 and 1.
Theorem 2. The compensated de-nucleation case. Assume η = r a and let a sequence {ε n } converging to 0. There exists T > 0, a sub-sequence {ε n ′ } of {ε n }, and µ a Nsolution of LS with mass m, such that
, and, for all u ≥ 0, Finally, the last theorem considers the case of a fast de-nucleation rate so that the flux at the boundary vanished, and the solution can reveal fast oscillation near x = 0. Theorem 3. The fast de-nucleation rate. Assume η < r a and let a sequence {ε n } converging to 0. There exists T > 0, a sub-sequence {ε n ′ } of {ε n }, and µ a N -solution of LS with mass m, such that
Remark 7. In this case were not able to prove equicontinuity of the density approxima-
which is the topology of the point-wise convergence against test functions in L 1 (0,T ;C c ([0,+∞)).
Remark 8. These limit theorems provide local in time existence and could be extended to a maximal time interval [0,T ) where T = sup{τ : inf t∈[0,τ ] u(t) > ρ}. Also, uniqueness is not investigate here, but and appropriate result would entails convergence of the whole sequence without extraction.
The compactness estimates
In this section we provide the main estimates to obtain sufficient compactness arguments to pass to the limit in (2.1)-(2.2). Remark for further estimations, under (H1) and (H2), there exists a positive K α,β such that, for all ε > 0,
and (H3)-(H4) imply the limit functions also satisfy
We fix these constants for the remainder.
Uniform bound for the density approximation
The first lemma gives basic estimates. In particular, it constructs the compact set of M f ([0,+∞)) in which the sequence of solutions remains.
Remark 9. Similar estimates can be found in [16] for a different scaling. For sake of completeness we recall the proof below. Note that estimate (4.5), although trivial, seems to have not been reported elsewhere, and will be important for the next.
Proof. By Assumption 4, the convergence of {f in, ε } implies that the sequence lies in a weak − * compact set of M f ([0 + ∞)), and with (H6) we have
Let us start now with estimate (4.4). By the mass conservation relationship (2.2), u ε (t) ≤ m ε , for any t ≥ 0, and thanks to Assumption 4, (m ε ) converges as ε → 0, thus it is bounded by a constant K m > 0. Then estimate (4.4) directly follows. Similarly, we obtain
Then, taking ϕ = 1 in Eq. (2.1), it immediately yields by re-arranging the non-positive term
Using the bounds (4.1), (4.4) and (4.6), we obtain the inequality (4.5) together with the first part of estimate (4.3). Finally, we put ϕ = Φ in (2.1). Remark that the derivative Φ ′ is not uniformly bounded, thus we cannot use Proposition 1 straightforwardly. However, with a classical regularizing argument, one can show that the next computations hold true a posteriori, see for instance [16, proof of Lemma 4.2]. We remark that
. Thus, dropping the non-positive term, using (H3) and again that u
We introduce this last estimation into Eq. (4.7) and we conclude using the previous bounds and Grönwall lemma.
Pointwise estimations on the density
We turn now to the main estimate of this paper. Indeed, to obtain equicontinuity for the density {f ε } (in a measure space), and then identify the boundary condition, we need to control the behaviour of the small-sized clusters, particularly because of the term ε η c ε 2 in the weak equation (2.1). Remark that we already have a weak bound (in time) given by Eq. (4.5). In the next Proposition 2 we improve this estimate by a control on exponential moments which depends on ρ (defined in Eq. (2.3)). Moments are classical tools and play a key role in the well-posedness of BD theory. More recently, exponential moments were also used [12, 5] to study long time behavior of BD solutions. Here, let us define the discrete Laplace transform
From the re-scaled system (1.
where the fluxes are
with, for all i ≥ 2,
ε ra , and b
Note that, under hypotheses (H3), (H4) and (H5), the kinetic coefficients α ε , β ε and a In particular, for all r ≥ r a and i ≥ 2, we have
Remark 10. It is immediate from estimate (4.11) that we can obtain compactness in w − * − L ∞ (0,T ) for any finite size cluster ε r c ε i , which will be used to prove theorem 1 and 2.
Remark 11. We cannot prove that the pseudo-moment F ε is propagated along limit solution for which u(t) ≤ ρ on some time interval. This is important in the case r a = r b since ρ > 0 and u can eventually cross this threshold (which is, up to our knowledge, an open problem).
Proof. Let z > 0 and ε > 0. First, note the discrete Laplace transform define in Eq. (4.8) is finite for each ε > 0 and for all t in [0,T ], since
Let us derive F ε with respect to time (derivation under the sum is justified by similar bound). For all t ∈ [0,T ], we get
Thus, developing the fluxes we get
Then, re-indexing the second sum on the right hand side, we obtain 
Then, by hypothesis (H5), for all 3
so that, we have, for N large enough,
The latter gives a uniform control in j for the relatively "small" sizes j ≤ 1/ √ ε. We separate the sum in Eq.
(4.12) in two parts, the small-sized clusters for j ∈ (3,...,⌊1/ √ ε n ⌋ − 1) in one side, for which (for n ≥ N ) Using hypothesis (H5), there exists x 0 such that for all x ∈ (0,x 0 ), a(x)/x ra > 3a/4. Thus, there existsÑ such that for all n ≥Ñ and for all 2 ≤ i ≤ 1/ √ ε n we have ε n i ≤ √ ε n < x 0 and a(εi)/(ε n i) ra ≥ 3a/4. Still with hypothesis (H5), we can chooseÑ such that for all n >Ñ, and for all 2 ≤ i ≤ 1/ √ ε n , we have a ε (εi)/(ε n i) ra ≥ a/2. Hence, from the rank N , there exists a constant K a > 0 such that for all n ≥Ñ and for all 2 ≤ j ≤ 1/ √ ε n , we have
Accordingly, the rest of the proof has to be understood for n large enough. Using the equation on H ε 1 and plugging inequality (4.13) into Eq. (4.12) we obtain
Remark that a
Using the moment estimates (4.4) and hypothesis (H3), we have sup t∈[0,T ] α ε u ε (t) 2 ≤ K 0 uniformly in ε > 0. Thus, dropping also some negative terms, we have
Now using that
we obtain
At this step, we recall that by definition we have, for all j ≥ 2, d ε j /ε ra = c ε j , and K a < a ε j /ε ra , so that, with K = max(δ,e z ),
Finally, by hypotheses (H3)-(H4), we have, for all j ≥ ⌊1/ √ ε⌋ (and ε small enough)
Thus,
By the moment estimates (4.3), there existsK independent from ε n such that
We can conclude that
, and the result (4.10) follows thanks to the initial bound on F ε (0,z) given by hypothesis (H7). Note that (4.11) directly follows from the previous bound (4.10) and the definition of the discrete Laplace transform (4.8).
Remark 12. Estimate (4.14) on F ε can be easily generalized for any exponent r instead of r a . Writing G ε (t,z) = j≥2 ε r c ε j (t)e −jz , and following the same steps, we find
Thus, this inequality provides valuable information if r ≥ r a .
Equicontinuity lemmas
We now turn to the equicontinuity of the density approximation, as a measure valued time-dependent function. The new result here is to provide equicontinuity in a measure space on [0,∞) (lemma 3) . The first lemma is independent on η and similar to [16, 8] .
Proof. Let us fix T > 0. From the mass conservation (2.2), we can deduce that the equicontinuity of {u ε } directly follows from the one of the sequence { +∞ 0 xf ε (·,x)dx}. Thus, we focus on this latter. We have, from Eq. (2.1) with ϕ(x) = x, for all t ∈ [0,T − h] and s ∈ [0,h] with 0 < h < T ,
The first term in the r.h.s of (4.15) can be bounded, thanks to the bound (4.1), by
Then, since η ≥ 0 and remarking that εc ε 2 is obviously bounded by the L 1 norm of f ε , we can use the moment estimates in Eqs. (4.3) and (4.4), so that for ε sufficiently small, there exists K independent of t and ε such that 
Hence, there is a constant K > 0 such that
Combining both inequalities (4.16)-(4.17), it follows that for all δ > 0, for all h ∈ (0,T ) ,
which gives the equicontinuity property for {u ε }.
The next lemma improves the equicontinuity of {f ε } around x = 0.
Lemma 3. Assume η ≥ r a and T > 0. Let {ε n } a sequence converging to 0 such that
The first integral in the right-hand side can be bounded as follows
Using Eqs. (4.1), (4.4) and by Proposition 2, Eq. (4.11), both terms in the supremum are uniformly bounded in time and along {ε n }. Hence, there exists K independent of T and ε such that, for all t ≤ T − h, s ∈ [0,h],
We now focus on the second integral in the right hand side of (4.18). Using upper bounds (4.2) and (4.4), we can find a constant K such that for all ε > 0
Combining this last inequality with the moment estimate (4.3) and the inequality (4.19), there exists a constant K (not depending on ψ, h and ε), such that for all h ∈ (0,T ), +∞) ) a dense subset of C c ([0,+∞)) for the uniform norm. The metric d defined by, for all µ and ν belonging to M f ([0,+∞)),
is equivalent to the weak − * topology (on bounded subset), see for instance similar construction in [4, Theorem III.25] . Thus, for all h ≥ 0 ∈ (0,T ), we have
This concludes the proof.
Compactness and limit
Here we give some technical lemmas which prepare the proof of the main results. 
where ∆ h ϕ(t,x) = (ϕ(t,x + h) − ϕ(t,x))/h, for h ∈ R, and 
as n → +∞.
Proof. First, remark the bound against 1 in (4.3) yields to the relative compactness in L ∞ (0,T ;M f ([0,+∞)). Let µ an accumulation point. By Lemma 2 and bound (4.4) with Arzelá-Ascoli Theorem, entails there exists a sequence {ε n } and u ∈ C([0,T ]) such that u εn converge to u uniformly on [0,T ] and {f εn } to µ. It remains to note that for any ψ ε ∈ C c ([0,T ) × [0,+∞)) which converge uniformly to some ψ, we have
as n → ∞, to obtain the desired limit, see also [16, 8] . In fact, using similar arguments as in Lemma 3 with function in C c ((0,+∞)), we can obtain equicontinuity in M f ((0,+∞)) for the weak − * topology (open in x = 0). Such result has been obtained for instance in [8] . Thus, we could improve the compactness of f εn in C([0,T ];M f ((0,+∞)) by Arzelá-Ascoli Theorem. Finally we obtain Eq. (4.21), using the bound (4.3) with Φ, and after regularization of the identity function, we have for all t ∈ [0,T ] Lemma 6. Assume η ≥ r a and let a sequence {ε n } converging to 0. There exists T > 0 and a sub-sequence {ε n ′ } of {ε n } such that {f ε n ′ } is relatively compact in C([0,T ];w − * − M f ([0,+∞)) and u ε n ′ converge to some u uniformly on [0,T ] with inf t∈[0,T ] u(t) > ρ.
Proof. Let T > 0 and {ε n } a sequence converging to 0. Thanks to Lemma 2 and the bound (4.4) we apply Arzelá-Ascoli Theorem, and there exists u ∈ C([0, T ]) and a sub-sequence still denoted by {ε n } such that u ε converge uniformly to u on [0, T ]. By Assumption 4 we have u(0) > ρ, thus there exists T ∈ (0, T ] such that we have inf t∈[0,T ] u(t) > ρ. We can apply Lemma 3 so that {f εn } is equicontinuous in M f ([0,+∞) ). By the bound (4.3) (against 1), we have for each t ∈ [0,T ] that {f εn (t) : ε > 0} belongs to a weak − * compact set of M f ([0,+∞)). Thus, again by Arzelá-Ascoli Theorem, the sequence {f εn } is relatively compact in C([0,T ];w − * − M f ([0,+∞)).
for the weak − * topology.
Identification of the boundary term
This section is devoted to the proof of Theorems 1 to 3. In view of Lemmas 4 to 6 it remains to identify the limit of ε η c ε 2 so that we can pass to the limit in the term
We separate the following in 3 subsections corresponding to the 3 theorems. Thanks to Proposition 2, the compactness of the term ε η c ε 2 has been already obtained in w − * − L ∞ (0,T ) for the first two case, that are η > r a and η = r a , and in M f ([0,T ]) by Eq. (4.5) for η < r a . The identification of the limit relies on arguments similar to the Fenichel-Tikhonov theory on singularly perturbed dynamical systems [13] . Multiplying the re-scaled BD equations (1.1) by ε, at least formally, we have for all t > 0 and i ≥ 2,
Hence, at each time t > 0, the underlying BD model for the discrete sizes i ≥ 2 has to reach instantaneously the equilibrium of the BD model with a constant monomer concentration u = u(t). Such version of the BD model has been well studied in [20, 27] . Hence, by a Cantor diagonal process, we can extract another sub-sequence, still denoted by {ε n }, such that for all i ≥ 2,
and 0 ≤ sup
We recall, from the rescaled BD system (1.1), that the sequence (d 
As r a < 1, passing to the limit ε n → 0, the left hand-side in Eq. (5.2) vanishes, and, with Assumption 3 on the kinetic rates, we have, for all ϕ ∈ C 1 ([0,T ]),
where H 1 = αu(t) 2 − βd 2 , and for each i ≥ 2,
Thus, for all i ≥ 2, we have a.e. t ∈ (0,T ) that H i (t) = H 1 (t). In the sequel, we will distinguish two cases, r a < r b and r a = r b .
5.2.1. The case η = r a < r b In this case, H 1 = H 2 for a.e. t ∈ (0,T ) yields
Hence, the limit d 2 is uniquely identified (and by recurrence, all d i , i ≥ 2, using H i = H 1 ) as a function of the limit u. Thus, combining this result with Lemma 5 we can pass to the limit in (4.20) to obtain Eq. (3.1) with N (u) = αu 5.2.2. The case η = r a = r b In this case, the limit (d i ) i≥2 must satisfy H i ≡ H, i ≥ 1, for a given constant H. We classically (in the study of the equilibrium states of BD equations [1] ) define Q 1 = 1 and for all i ≥ 2,
The solutions that satisfy H i ≡ H for all i ≥ 1, are given by, after some algebraic manipulation (see [20, lemma 1] ),
Thus, for all i ≥ 2,
However, for u(t) > ρ = b/a, there exists a unique H such that the bound (5.1) is satisfied, given by
For this value, we have a.e. t ∈ [0,T ]
By Proposition 2, ε n ra c εn 2 (t) is uniformly bounded with respect to both time t ∈ [0,T ] and n, so that the left hand side of Eq. (5.3) goes to 0 as ε n → 0. Hence, with the bound (4.5) and since η < r a , we have
Here again two cases have to be considered, r a < r b and r a = r b .
5.3.1. The case r a < r b In this case we use again Proposition 2 for the left handside of Eq. (5.4) and use that ε r b −ra → 0 as ε n → 0. Thus, we are led with the following equality in measure
Thus, combining this result with Lemma 5 we can pass to the limit in (4.20) and we obtain the first case of Theorem 3.
5.3.2.
The case r a = r b In this case, we use again the fact that by Proposition 2, up to a sub-sequence of {ε n } (not relabeled), for all i ≥ 2, there exists d i ∈ L ∞ (0,T ) and
and for all z < z 0 , there exists K z > 0 such that
From Eq. (5.4), we obtain the equality in measure
Then, iterating the procedure, from equation (1.1), we get that, for all i ≥ 3 and ϕ ∈ C 1 ([0,T ])
Hence, for i = 3, writing ε n ra c εn
And for all i ≥ 4,
With
, then we must have a.e. H i = H 2 =: H, for all i ≥ 2. Then we get, for all i ≥ 3,
In order to fulfil the bound (5.5), we must get H = 0, so that d 3 = 0 and the following equality in measure holds
This ends the proof of Theorem 3.
Extension to a density
In this section, we make an extra-assumption in order to obtain a convergence result in L 1 functional space, so that the limit measure has a density with respect to the Lebesgue measure: Assumption 5. There is δ ∈ (0,1/r a − 1) such that, for the function Ψ(y) = y 1+δ ,
Moreover, the kinetic rates are given by exact power law functions, i.e.,
Remark 14. The first hypothesis (H8) is slightly stronger than a compactness hypothesis in L 1 (dx), where a more general (and not explicit) Ψ can be obtained, see [6] . However, having an explicit power low function for Ψ will simplify the following calculus. The same is valid for the extra hypothesis (H9) on the kinetic rates (which is in agreement with hypothesis (H5)).
Assuming Assumption 1-5 hold true, we can now prove the last result. Theorem 4. Assume η ≥ r a and r a = r b . Let a sequence {ε n } converging to 0. There exists T > 0, a sub-sequence {ε n ′ } of {ε n }, and
) such that the measure f (t,x)dx is a N -solution of LS with mass m and
. N is given in Theorem 1-2 according to the value of η.
The proof of this theorem is based on the following lemma which proof is postponed below Lemma 7. Assume η ≥ r a and r a = r b . Let a sequence {ε n } converging to 0. There exist T > 0 and a sub-sequence {ε n ′ } of {ε n } such that
Finally, rearranging the term we have for some c > 0 small and K > 0 large enough. It recovers the case r a = r b (with c = 1).
Computations are not presented here because too fastidious. Just let us show that, at the limit ε → 0,
But since u(t) > ρ, it exists x 0 > 0 small and γ > 0 such that the flux is bounded from below by ax ra u(t) − bx
Hence, for K large enough the term is negative around 0, which was the essential ingredient of the proof of Theorem 4.
Discussion
In this work, we obtained limit theorems to derive rigorously the link between a discrete-size coagulation-fragmentation model, the Becker-Döring (BD) model, and a continuous-size model, the Lifshitz-Slyozov (LS) model. We used weak-convergence in measure, to prove that a sequence of discrete stepwise functions associated to the BD model converges towards a measure solution of the LS model. The novelty of our work, compared to previous work in [16, 8] , consists of being able to rigorously defined a boundary flux condition for the limit non-linear transport partial differential equation of the LS model. This boundary condition has been obtained thanks to an averaging procedure for the smaller-sized cluster, namely the one of size i = 2. It is classical when passing from a discrete to a continuous model (think of a random walk converging to a Brownian motion) to accelerate the rates (or equivalently, the time) between each discrete transition. Hence, each individual discrete-size cluster evolves in the re-scaled BD model (1.1) at a faster time scale than the continuous density function f ε in Eq. (2.1). Although the fast-motion involves a dynamical system of infinite dimension, we could obtain appropriate L ∞ -bounds on the time trajectories of each discrete-sized cluster, and proves that, in the limit when the scaling parameter ε → 0, each discrete-sized cluster is the unique solution of an algebraic equation, which appears to be the same as the steady-state condition of a constant monomer BD model.
Let us now discuss in more details what were the scaling assumptions that lead to the study of the system (1.1) (for the mathematical derivation, see the appendix A). Roughly, the system (1.1) is obtained when we consider that the clusters have very large sizes but are present in a low quantity compared to a large excess of free particles. The rescaled equations are obtained in a large volume hypothesis, and the scaling of the macroscopic reaction rates accounts for the volume-dependence of the aggregation (so that aggregation and fragmentation occur at the same time scale). However, importantly enough, the first aggregation (nucleation) rate is scaled differently from the other aggregation rates (see Appendix A) and this comes from the special role played by the free particles. Despite the large excess of free particles, in this framework, the nucleation occurs at the same time scale than the aggregation of large-sized clusters, and has for consequence to prevent the formation of too many clusters. A different choice at this step would lead to a rapid depletion of free particles, and would result in different mass conservation where free particles are not present as a distinct entity any moresee the work [16] on the Lifshitz-Slyozov-Wagner equation. Finally, we allowed a flexibility in the scaling of the first fragmentation (de-nucleation), quantified by the exponent η. We found (see Theorems 1-2-3 ) that different values of η give rise to distinct boundary condition at the limit when ε goes to 0. The most natural case, η = r b , corresponds to the case where the clusters of size 2 dissociate at the same speed than the small-sized clusters of size i, i ≥ 3. Then, the case η > r b corresponds to an asymptotically irreversible nucleation (and leads to a macroscopic flux N (t) = αu(t) 2 , which corresponds to the microscopic nucleation rate -this conclusion actually holds for all η > r a ). And the case η ≤ r a < r b corresponds to a strongly reversible de-nucleation (and leads to 0 ≤ N (t) < αu(t) 2 according to the value r a ). Hence, our work shed lights on which appropriate boundary condition should be used for the LS equation (or similar continuous coagulation models) according to specific microscopic hypotheses (unfavorable, balanced or irreversible nucleation). We believe that our procedure could be applied to several related models (for instance, the LifshitzSlyozov-Wagner equation mentioned above, or the prion equation [10] ) and should help to build reduced structured population models while taking into account of their intrinsic multi-scale nature (see [29, 28] Then, the quantitiesũ(t),c i (t) satisfy the equation
The mass conservation readsũ
We introduce the scaling parameter ε > 0 for the size of the clusters. Namely, a cluster of size i is now seen as a cluster of size roughly εi so that we can define the density (1.5). Then, the scaling obtained in Eq. with η ≥ 0. The reader interested in a physical justification of this scaling can refer to the discussion in Section 7 and to [8] .
