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Zusammenfassung
Bildsequenzen, aufgenommen mittels einer einfahen oder professionellen Kamera,
bilden mittlerweile in vielen Anwendungen eine wihtige Informationsquelle. Sei es
Verkehrsüberwahung, Personen-Monitoring oder Roboternavigation. In allen die-
sen Bereihen ist eine verlässlihe Auswertung der Kamerabilder von fundamentaler
Bedeutung.
Im Rahmen dieser Arbeit wurden in den drei wihtigen Bereihen der Objekt-
detektion, Objektwiedererkennung und Rekonstruktion der lokalen Umgebung neue
Ansätze und Verfahren entwikelt. Den Grundgerüst aller Verfahren bildet dabei
die Konstruktion eines anwendungsspezishen Modells und eine online stattnden-
de Adaption der entsprehenden Parameter.
Zur Detektion von bewegenden Objekten im Bild wurde ein neues Vordergrund-
Hintergrund Separationsverfahren konzipiert. Anders als bei den auf Farb- oder
Grauwerten der Pixel basierenden Ansätzen liegt hier der Shwerpunkt auf der Grau-
wertstruktur des Bildes. Zur Extraktion der Struktur wird bei diesem Verfahren die
diskrete Kosinustransformation angewandt. Die auf untershiedlihen Bildbereihen
berehneten Koezienten bilden hierbei die Basis für das entsprehende Hinter-
grundmodell. Dabei werden im Sinne der Raushunterdrükung feinere Details des
Bildausshnittes vernahlässigt, indem nur die relevanten Koezienten zur Modell-
bildung herangezogen werden. Folgend der Idee der multimodalen Gauÿverteilung
zur Modellierung des dynamishen Hintergrunds werden hier mehrere Koezien-
tenvektoren verwendet. Das Hinzufügen neuer Vektoren oder das Entfernen bereits
vorhandener erfolgt online und hängt entsheidend von den Gegebenheiten der abge-
bildeten Szene ab. Die Detektion von bewegten Objekten im Bild erfolgt mittels eines
Koezientenvergleihs zwishen den Koezienten des betrahteten Bildausshnittes
im aktuellen Kamerabild und denen im Hintergrundmodell gespeiherten Werten.
Im Untershied zu bereits bestehenden Verfahren werden hier für die endgültige
Entsheidung über das Vorhandensein eines bewegten Objektes auh Informationen
benahbarter Bildbereihe herangezogen. Dieses Vorgehen resultiert in einem sehr
stabilen Vordergrundbild, welhes verglihen mit den Ergebnissen anderer Verfahren
auh bei sih stark ändernden Umgebungsparametern robust bleibt.
Im Bereih der Objektverfolgung und -wiedererkennung wurde im Rahmen die-
ser Arbeit ebenfalls ein neues Verfahren entwikelt. Im Gegensatz zu vielen anderen
Ansätzen konstruiert dieses bereits im Online-Betrieb ein 'multiview appearane'
Modell von dem interessierenden Objekt und verfeinert das Modell auh während
der darauf folgenden Objektverfolgung immer weiter. Die anfänglihe Detektion des
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interessierenden Objektes basiert auf der Erkennung eines vorher spezizierten Be-
wegungsmusters, welhes von dem Objekt während der Initialisierungsphase durh-
geführt wird. Dazu werden zunähst mittels des oben beshriebenen Vordergrund-
Hintergrund Separationsverfahrens alle bewegten Objekte der Szene detektiert und
deren Trajektorien auf das spezizierte Bewegungsmuster untersuht. Zur Bereh-
nung der Trajektorien wird hier ein Ansatz zur Objektverfolgung verwendet, welhes
auf der Bestimmung von korrespondierenden SIFT-Merkmalen basiert.
Die so gewonnene erste Objektansiht von dem interessierenden Objekt bildet
die Basis für dessen 'multiview appearane' Modell. Abhängig von der darauf fol-
genden Bewegung des Objektes und den bereits im Modell gespeiherten Ansihten
werden entweder neue Objektansihten in das Modell aufgenommen oder bereits
vorhandene neu sortiert. Die vershiedenen Objektansihten werden in der Daten-
bank als eine Ansammlung von entsprehenden SIFT-Merkmalen gespeihert. Ein
Vergleih zweier Ansihten erfolgt mittels der Korrespondenzndung der dazugehö-
renden SIFT-Merkmale.
Ein entsheidender Vorteil dieses Ansatzes ist, dass anders als bei den bereits
etablierten Verfahren hier eine oine stattndende Trainingsphase niht benötigt
wird. Auh sind die im Modell gespeiherten Ansihten des Objektes optimal an
die jeweilige Anwendungsumgebung angepasst. Abhängig von der Position und dem
Orientierungswinkel der Kamera werden nur solhe Ansihten im Modell gespeihert,
die auh von dieser Kamera während der Objektbewegung aufgenommen werden
können.
Ein weiterer wissenshaftliher Beitrag dieser Arbeit liegt im Bereih der Ent-
fernungsshätzung. Hier wurde ein Verfahren entwikelt, welhes ausgehend von der
Bildinformation und der Bewegung der Kamera die verbleibende Distanz zu den
bevorstehenden Hindernissen online ausrehnet. Der Ansatz basiert auf der Bereh-
nung von Time-To-Contat (Zeit bis zum Zusammenstoÿ). Um einen hohen Grad
an Stabilität und Robustheit in den berehneten Werten zu erzielen, wurden hierzu
Modellgleihungen hergeleitet, die die theoretish rihtige Positionen der Merkma-
le in den Bildern der Kamera während der Bewegung vorhersagen. Die Herleitung
der Gleihungen basiert ausshlieÿlih auf den Gesetzen der projektiven Geome-
trie und den zugrunde liegenden Annahmen zur Kamerabewegung. Während in der
Basisversion eine geradlinige Vorwärtsbewegung der Kamera mit einer konstanten
Geshwindigkeit eine wihtige Voraussetzung war, wurden im Rahmen dieser Ar-
beit noh zusätzlihe Erweiterungen entwikelt, die es erlauben, das Verfahren auh
bei einer variierenden Kamerabewegung einzusetzen. Ausgehend von der Bildin-
formation der bewegten Kamera war es damit möglih die Entfernung zu den im
Kamerabild sihtbaren Hindernissen zu shätzen und damit eine wihtige Basis für
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Hinderniserkennung und -umgehung zu shaen.
Alle im Rahmen dieser Arbeit entwikelten Ansätze wurden zur Performanze-
valuierung umfangreihen Experimentenreihen unterzogen. In einer Fallstudie zur
Simulation eines Lagerhausszenarios wurde auh der kombinierte Einsatz der Ver-
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In den letzten Jahren hat die Entwiklung mobiler, autonom agierender Robo-
ter rasant zugenommen. Heute werden solhe Systeme bereits in sehr vielfältigen
Bereihen eingesetzt: mobile Plattformen optimieren die Abläufe der industriellen
Produktion, Einkaufsroboter navigieren die Kunden durh den Baumarkt und au-
tonome Gabelstapler erleihtern Logistikprozesse.
Vor allem Industrieroboter haben sih in den letzten Jahren als ein unentbehr-
liher Bestandteil vieler Produktionsabläufe etabliert. So werden diese erfolgreih
u.a. in der Auto-, Lebensmittel-, Kunststo- und Pharmaindustrie eingesetzt. Sol-
he Roboter haben den Zwek vershiedene Arbeiten zu erledigen und dadurh für
geregelte, shnelle und sihere Produktionsabläufe zu sorgen. Dabei werden oft nah
der einmaligen Programmierung die Bewegungsabläufe ohne zeitlihe Begrenzung
immer wieder durhgeführt.
Die Einsatzmöglihkeiten von Industrierobotern beshränken sih oft auf genau
beshreibbare Aufgaben in kontrollierten Umgebungen. Die hohe Präzision der Ar-
beitsabläufe wird übliherweise auf Kosten der Flexibilität erreiht. In einer Vielzahl
von aktuellen Problembereihen lassen sih jedoh weder die Umgebungsparameter
noh die Aufgabe sharf denieren. Dies betrit z.B. Verkehr und Transport, Ge-
bäudereinigung, Kanalisation, Servie, Pege und alle Bereihe, in denen eine e-
ziente Mensh-Mashine-Kommunikation durh Niht-Spezialisten erreiht werden
soll. Diese marktträhtigen Anwendungen stellen Anforderungen an die Sensorik,
Motorik und Steuerung von Robotern, für die bislang nur erste Ansätze vorliegen.
Der allgemeine Trend in letzter Zeit geht in die Entwiklung von mobilen Sys-
temen, die weniger starr an ihre Anwendungsumgebung gebunden sind. Verfahren
zur Robotersteuerung und Navigation, die nur wenige Annahmen über das Umfeld
voraussetzen, haben ein breites Anwendungsgebiet und können viel exibler mit den
sih ändernden Umweltbedingungen umgehen.
2 Kapitel 1. Einleitung
Ein weiteres wihtiges Kriterium ist eine shnelle und einfahe Montage des
Gesamtsystems. Immer mehr Firmen und auh Endverbrauher fordern eine einfahe
und damit auh eine kostengünstige Installation des Systems, welhes zusätzlih
exibel genug ist sih optimal in das jeweilige Anwendungsgebiet zu integrieren.
Billigere und oft auh mit einfahen Sensoren ausgestattete Roboterkonstruktionen
haben ebenfalls ein hohes Potenzial für das breite Publikum der Privatverbrauher
interessant zu sein. Vor allem im Servie- und Unterhaltungsbereih sehen viele
Firmen gute Absatzmöglihkeiten.
Zur Einsparung der Kosten wird oft auf eher einfahe Sensormodelle zurükge-
grien. Aufgrund der in letzter Zeit stark gestiegenen Massenproduktion an Web-
Kameras bilden diese eine wertvolle Alternative. Das groÿe Interesse an der Verwen-
dung der Kameras als sensorishem Input spiegelt sih auh wieder in der rasanten
Entwiklung untershiedliher Algorithmen zur Extraktion relevanter Informationen
aus den Bildern der Kamera.
Der Fokus auf die 'Extraktion relevanter Informationen' bildet dabei den Kern
eines noh relativ jungen Forshungsgebiets [BY92℄, [FA95℄, [Alo93℄, [BB92℄, [BC92℄
und [AWB87℄. Dieses wird mit dem allgemeinen Begri 'Aktives Sehen' bezeihnet
und stellt eine Alternative zu dem bis zum Ende der ahtziger Jahre die Bildverarbei-
tungsforshung dominierenden 'omputational theorie of vision' von D. Marr [D.82℄
dar. Hier wird, im Gegensatz zur Marrshen Theorie das Sehen niht als ein rein
informationsverarbeitender Rekonstruktionsprozess aufgefasst. Im Gegenteil, akti-
ve Sehsysteme können dadurh harakterisiert werden, dass sie über Mehanismen
verfügen, aktiv Kameraparameter wie Position, Orientierung oder Fokus in Abhän-
gigkeit von den Anforderungen der aktuellen Aufgabe und den externen Stimuli zu
regeln. Eine hohe Priorität wird dabei auh den s.g. Aufmerksamkeitsmehanismen
[Sh93℄, [OAVE93℄ zugeteilt. Sie erlauben eine kontextsensitive Figur-Hintergrund
Trennung und dienen damit als eine Art Filter zur Extraktion der für die Aufga-
benstellung relevanten Informationen aus den Bilddaten.
Die jüngsten Entwiklungen auf dem Gebiet der bildbasierten Robotik zeigen,
dass eine Lokerung der Annahmen über das Anwendungsgebiet der Verfahren und
eine gleihzeitige Präzision der zu lösenden Aufgabe ein hohes Potenzial haben, die
Arhitektur der zukünftigen Anwendungen stark zu beeinussen. Die vorliegende
Arbeit ist in diesem Rahmen anzusiedeln.
1.1 Fokus der Arbeit
Der Fokus der Arbeit liegt in der Entwiklung eines bildbasierten Systems zur ro-
busten Navigation des Roboters. Die Einsatzgebiete einer solh bildgestützten Navi-
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gation sind sehr vielfältig und reihen von Anwendungen auf dem Mars hin bis zum
Einsatz im privaten Haushalt. Erkundungsarbeiten, Lieferservie oder Transport
sind dabei die üblihen Aufgaben.
Die Grundlage der vorliegenden Arbeit bildet das im folgenden beshriebene
abstrakte Szenario: der Roboter navigiert autonom zu einem vorher festgelegten
Zielpunkt, basierend auf den Bildinformationen einer direkt auf dem Roboter mon-
tierten Kamera und einer externen Kamera. Die externe Kamera übershaut dabei
einen gröÿeren Bereih der Umgebung und hat sowohl den Roboter als auh die
Zielposition im Blikfeld. Die Umgebungsinformation und die eigene Position des
Roboters relativ zum Zielpunkt sind dem Roboter niht bekannt. Eine möglihe
Erweiterung dieses Szenarios wäre die Verwendung mehrerer externer Kameras mit
überlappenden Sihtbereihen.
In praktishen Anwendungen lässt sih dieses Szenario durh den Einsatz des
Systems in einem Lagerhaus oder Bürokomplex realisieren. Eine an der Deke an-
gebrahte Kamera würde dabei als die oben erwähnte externe Informationsquelle
fungieren. Die Navigation des Roboters zu einem Zielpunkt würde dann entspre-
hend der Anwendung dem Zwek dienen, entweder ein Paket in einem bestimmten
Büro abzuliefern oder einen shweren Container an einen anderen Ort zu transpor-
tieren.
Die fundamentalen Bausteine eines solhen Systems lassen sih gut durh die
folgenden Teilaufgaben beshreiben:
• Erkennung des Roboters im Bild der Dekenkamera.
• Verfolgung des Roboters im Bild der Dekenkamera.
• Entfernungsshätzung zu den bevorstehenden Hindernissen basierend auf den
Bildern der Roboterkamera.
• Korrektur der Robotertrajektorie ausgehend von den Informationen der De-
kenkamera.
Die erste Aufgabe, die Erkennung des Roboters, dient dem Zwek der anfänglihen
Positionsbestimmung des Roboters im Kamerabild. Anhand dieser Information wird
auh die initiale Entfernung des Roboters zum Zielpunkt in Bildkoordinaten der De-
kenkamera bestimmt. Mittels der Verfolgung des Roboters wird die 2D-Trajektorie
des Roboters im Kamerabild ermittelt. Damit können eventuelle Abweihungen vom
rihtigen Kurs dem Roboter mitgeteilt werden und so seine Bewegungsrihtung kor-
rigiert werden. Das Modul 'Entfernungsshätzung' sorgt dafür, dass der Roboter auf
seinem Weg zum Zielpunkt bevorstehende Hindernisse als solhe erkennt, um dann
basierend auf dieser Information diesen auszuweihen.
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Die Entfernungsshätzung zu den bevorstehenden Hindernissen basiert hier auf
den Bildern der monokularen Roboterkamera, die in Fahrtrihtung des Roboters ge-
rihtet ist. Im Rahmen dieser Arbeit wurde explizit auf die Verwendung eines Stereo-
Kamerasystems verzihtet. Im Gegensatz zu Standardkameras sind der Kosten- und
der Installationsaufwand eines Stereo-Kamerasystems deutlih höher. Die Deken-
kamera liefert entsprehend ihrer statishen und tehnishen Eigenshaften auh
nur eine grobe Rihtung, in die sih der Roboter zum Erreihen des Ziels bewegen
sollte. Die erfolgreihe Navigation zum Ziel erfolgt dann auf der Auswertung der
Informationen beider Kameras.
Den Shwerpunkt dieser Arbeit bilden die ersten drei der oben genannten Tei-
laufgaben. Dabei ist anzumerken, dass bei der Entwiklung dieser Bausteine darauf
geahtet wurde, dass diese einen weiten Anwendungsbereih haben und deren Per-
formanz nur wenig von den anwendungsspezishen Umweltparametern abhängt.
Alle im Rahmen dieser Arbeit entwikelten Ansätze basieren auf der Verarbeitung
von Bildsequenzen und können damit unter dem Oberbegri der Bildfolgen Analyse
zusammengefasst werden.
1.2 Kapitelübersiht und Aufbau der Arbeit
Kapitel 2 dieser Arbeit beshäftigt sih mit der Aufgabe der Detektion von niht
statishen Objekten in einem abgebildeten Szenenbereih. Die Detektion basiert
dabei auf der Vordergrund-Hintergrund Separierung der Szene. Als Vordergrund
sind alle bewegten Objekte der Szene deniert.
Zur Modellierung des Hintergrunds der Szene wird hier die Strukturinformation
des Bildes ausgenutzt. Das Kamerabild wird dabei zunähst in gleihgroÿe und niht
überlappende Bildbereihe aufgeteilt, auf welhen dann die Koezienten der diskre-
ten Kosinustransformation berehnet werden. Die Struktur des jeweiligen Bereihes
wird mittels dieser Koezienten beshrieben. Zur Raushunterdrükung werden zur
Modellgenerierung nur die Koezienten ausgewählt, die die grobe Struktur eines
Bildbereihs darstellen. Die feinen Details werden hierbei vernahlässigt. Die Detek-
tion von sih bewegenden Objekten im Bild erfolgt dann mittels eines Vergleihes
zwishen den neu berehneten Koezienten und denen, die bereits im Modell ge-
speihert wurden.
Das zweite Kapitel gibt eine detaillierte Beshreibung wie das Hintergrundmo-
dell verwaltet und aktualisiert wird und präsentiert gleihzeitig auh die mit die-
sem Verfahren erzielten Ergebnisse. Diese zeugen davon, dass die Ausnutzung der
Grauwertstruktur des Bildes enorme Vorteile gegenüber farb- oder grauwertbasier-
ten Ansätzen bringt. In vielen Situationen war dieser Ansatz denen in der Literatur
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oft verwendeten Verfahren überlegen.
Die Detektion von bewegten Objekten im Bild bildet gleihzeitig auh die Grund-
lage für die im Kapitel 3 vorgestellten Ansätze zur Erkennung und robusten Ver-
folgung eines Objektes in einer Bildsequenz. Die Grundidee hier war Verfahren zu
entwikeln, die ohne jeglihes Vorwissen und bereits im Online-Betrieb ein Modell
von dem interessierenden Objekt erstellen und dieses dann darauf basierend in den
folgenden Bildaufnahmen robust verfolgen.
Die anfänglihe Selektion des betreenden Objektes aus allen bewegenden Ob-
jekten der Szene basiert auf der Erkennung eines vorher spezizierten Bewegungs-
musters, welhes von dem Objekt zu Beginn ausgeführt wird. Die dabei gemahte
Restriktion auf periodishe Bewegungsabläufe hat den Vorteil der leihteren Wieder-
erkennbarkeit dieser Bewegung und der einfahen Durhführung. Fast jedes bewegli-
he Objekt ist in der Lage diese Bewegungsart durhzuführen. Bei einem autonomen
Roboter würde beispielsweise eine gleihmäÿige Vor- und Rükwärtsbewegung oder
eine kreisförmige Bewegung durhaus ausreihen.
Nah einer erfolgreihen Markierung des entsprehenden Bildbereihs startet
dann das Modul 'Online Modellgenerierung'. Hierbei wird ein 'multiview appea-
rane' Modell erzeugt. Die untershiedlihe Ansihten des Objektes werden als eine
Ansammlung der entsprehenden SIFT-Merkmalen in der Datenbank abgelegt. In
Kapitel 3 wird detailliert beshrieben wie neue Ansihten dem Modell hinzugefügt
werden und unter welhen Bedingungen zwei Modelle in der Datenbank zu einem
Modell vershmolzen werden müssen.
Das auf diese Weise bereits im Online-Betrieb konstruierte Modell dient in spä-
teren Bildfolgen der Wiedererkennbarkeit des Objektes und damit auh der Kon-
struktion der entsprehenden Objekttrajektorie.
Kapitel 4 dieser Arbeit beshreibt die Funktionsweise des Moduls 'Entfernungs-
shätzung'. Dieses basiert auf der Berehnung von Time-To-Contat (TTC, Zeit bis
zum Zusammenstoÿ) Werten. Die Bilder der monokularen Kamera, die in Fahrtrih-
tung des Roboters montiert ist, liefern dazu den nötigen Input. Das im Rahmen die-
ser Arbeit entwikelte Verfahren zur robusten Berehnung von TTC-Werten basiert
auf den Gesetzen der projektiven Geometrie und verwendet zur genaueren TTC-
Shätzung die theoretish rihtigen Verläufe der 2D-Projektionen von 3D-Punkten
während der Kamerabewegung.
In Kapitel 4 werden zum einen die dazu benötigten Modellgleihungen hergelei-
tet, zum anderen werden hier auh zwei Verfahren vorgestellt, die dem Zwek der
zeitgerehten Adaption der entsprehenden Parameter dienen. Basierend auf den
Ergebnissen der Experimente in der dafür programmierten Simulationsumgebung
wurde eines der Verfahren zur späteren Evaluierung im Rahmen einer Laborumge-
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bung ausgewählt.
In Kapitel 5 werden zunähst Erweiterungen des im vierten Kapitel präsen-
tierten Ansatzes vorgestellt. Diese dienen dem Zwek die bei diesem Verfahren sehr
einshränkende Annahme einer konstanten Geradeausbewegung der Kamera aufzu-
lösen. Die Erweiterungen beziehen sih zum einen auf rotierende Bewegungen der
Kamera in der zur Grundähe parallelen Ebene. Zum anderen werden damit auh
Geradeausbewegungen mit variierender Geshwindigkeit ermögliht.
Den gröÿeren Teil des fünften Kapitels bildet die praxisnahe Evaluierung der
Verfahren. In praktishen Experimenten wurde hier im Rahmen einer Laborumge-
bung untersuht, welhe Merkmale sih besser für das hier entwikelte Verfahren
eignen. Gleihzeitig wurde auh analysiert, in wie fern die Position der Merkmale
im Bild Einuss auf die Güte der berehneten TTC-Werte hat.
In einer weiteren Experimentenreihe wurde untersuht, wie stabil ein Roboter
Hindernissen ausweihen kann, wenn er nur die aktuell berehneten TTC-Werte zur
Verfügung hat. Zeitgleih wurden hierbei auh die bereits erwähnten Erweiterungen
des Verfahrens getestet.
InKapitel 6 wurde im Rahmen einer Fallstudie zur Simulation eines Lagerhaus-
szenarios der kombinierte Einsatz der hier entwikelten Verfahren untersuht. Die
während dieser Experimentenreihe erzielten Ergebnisse zeugen von der praktishen
Anwendbarkeit dieser Verfahren.
Kapitel 7 shlieÿt die Arbeit mit einer Diskussion über die hierbei erzielten
Einsihten und einem ausführlihen Fazit ab.
Kapitel 2
Detektion von bewegten Objekten
in einer Bildsequenz
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Eine robuste Detektion von bewegten Objekten in einer Videosequenz bildet in
vielen Anwendungen oft einen fundamentalen Baustein. In vielen Bereihen, wie zum
Beispiel der Überwahung von öentlihen Verkehrsszenen müssen die Trajektorien
der Fahrzeuge erfasst werden. Dazu ist eine sihere Extraktion von bewegenden
Objekten vom Hintergrund der Szene eine wihtige Voraussetzung.
Das vorliegende Kapitel gibt zunähst eine Einführung in die grundlegende Pro-
blematik und beshreibt kurz shon bestehende Ansätze, sowie die allgemein gül-
tigen Anforderungen an diese. Den zweiten Teil des Kapitels stellt eine detaillierte
Beshreibung des im Rahmen dieser Arbeit entwikelten Verfahrens dar. Abshlie-
ÿend ndet eine Evaluierung dieses Verfahrens statt. Dabei werden die Ergebnisse
mit drei weiteren Verfahren verglihen, die in der Literatur bereits sehr verbreitet
sind. Eine Zusammenfassung rundet das Kapitel ab und gibt einen Ausblik über
die weiterführende Entwiklungsmöglihkeiten.
2.1 Objektdetektion mittels Hintergrundbeseitigung
Zur Detektion von bewegten Objekten in einer Bildsequenz werden oft Verfahren
der Klasse Vordergrund-Hintergrund Separation eingesetzt. Diese Verfahren zielen
darauf ab, das Bild in einen Hintergrund- und einen Vordergrundbereih aufzuteilen.
Den Hintergrund der Szene bilden alle statishen Objekte. In Freilandanwendungen
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werden zusätzlih noh die leihten periodishen Bewegungen der Bäume und das
sanfte Raushen der Blätter dem Hintergrund zugeordnet. Zu dem Vordergrundbe-
reih gehören entsprehend alle bewegende Objekte der Szene.
Zu den elementaren Verfahren dieser Klasse gehört das so genannte 'frame dif-
ferening', [RE95℄. Dabei wird das aktuelle Kamerabild von dem vorherigen Bild
subtrahiert. Die Untershiede zwishen den beiden Bildern werden übliherweise in
dem resultierenden Bild durh hellere Bereihe gekennzeihnet. Besitzt das beweg-
te Objekt kaum homogene Flähen, so ist dieses gut im Ergebnisbild zu sehen. Im
anderen Fall ist das Objekt oft nur aufgrund seiner Umrandungen zu erkennen.
Gleihzeitig ist dieser Ansatz sehr anfällig gegenüber Bildraushen. Shon leihte
Änderungen der Aufnahmebedingungen sorgen für ein sehr verraushtes Ergebnis.
Die helleren Bereihe im resultierenden Bild entsprehen dann niht unbedingt den
bewegten Objekten der Szene.
Einer anderen Vorgehensweise dagegen folgen Verfahren, die zunähst anhand
von Trainingsbildern ein Hintergrundmodell der jeweiligen Szene erlernen und dann
Untershiede zwishen dem Modell und jedem neu aufgenommenen Bild feststellen.
Abbildung 2.1 zeigt dazu ein Beispiel mit Aufnahmen aus der PETS Datenbank
[PET05℄. Hier besteht das Hintergrundmodell aus einem Abbild der Szene ohne
(a) Hintergrund Model (b) Kamerabild () Vordergrund Objekte
Abbildung 2.1: (a) anhand von Trainingsbildern erstelltes Hintergrundmodell der
Szene; (b) aktuelles Kamerabild; () Ergebnisbild, welhes nur die Vordergrund Ob-
jekte enthält.
jeglihe bewegte Objekte. Durh Subtraktion des Kamerabildes (mitte) von dem
Hintergrundmodell (links) erhält man das rehts gezeigte Bild, welhes nur die be-
wegten Objekte enthält.
In Freiland Anwendungen, wenn die Umgebung niht kontrollierbar ist, sind ent-
sprehende Szenenbilder ohne bewegte Objekte kaum oder nur shwer zu bekommen.
Daher wurden Verfahren entwikelt, welhe mit dieser Problematik umgehen. Das
Hintergrundmodell wird hier niht einmalig gelernt, sondern online während des
gesamten Aufnahmeprozesses adaptiert. Eine gute Übersiht über die mittlerweile
sehr breite Palette der Verfahren ndet sih in [SKS08℄. Elhabian et.al. beshreiben
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hier wie gut die jeweiligen Verfahren den folgenden Bedingungen genügen:
• Robust gegenüber Änderungen der Lihtverhältnisse, sowohl plötzlihen (Ein-
shalten der Lampe) als auh sukzessiven (Änderungen der Tageszeit).
• Robust gegenüber plötzlihen Szenenwehsel aufgrund der Kameravershie-
bung.
• Stabil gegenüber leihten periodishen Bewegungen im Hintergrund, z.B. Blät-
terraushen der Bäume oder Flikern eines Monitors.
• Stabil gegenüber zeitweisen Vershiebungen der Hintergrundobjekte. Das Hin-
tergrundmodell soll shnell an die geänderten Bedingungen angepasst werden.
Die einzelnen Verfahren untersheiden sih in der Art und Weise wie das Hinter-
grundmodell erzeugt wird, und wie Abweihungen von diesem Modell festgestellt
werden. Einige der Verfahren erzeugen anhand der vorherigen Bildsequenz ein sta-
tistishes Modell über die Werte eines jeden Pixels und berehnen dann die Wahr-
sheinlihkeit für das Auftreten des neuen Pixelwertes im aktuellen Bild. Ist diese zu
klein, wird das entsprehende Pixel als zum Vordergrund gehörend markiert. Ande-
re Verfahren benutzen wiederum Hidden-Markov Modelle, Kalman-Filter oder den
Wiener-Filter zur Prädiktion von möglihen Werten des jeweiligen Pixels.
Ein, in der Literatur sehr verbreitetes Verfahren wurde 2000 von Stauer und
Grimson [SG00℄ vorgestellt. Sie modellieren die Werte eines jeden Pixels im Bild
durh eine geeignete Komposition von untershiedlihen Gauÿfunktionen. Die An-
zahl sowie der Mittelwert und die Varianz der einzelnen Gauÿfunktionen werden
online anhand der aufgenommenen Bildsequenz bestimmt und immer wieder neu ad-
aptiert. Dieses Verfahren wird oft als Maÿstab zur Evaluierung ähnliher Verfahren
herangezogen. Aufgrund der multimodalen Modellierung der möglihen Werte eines
Pixels, werden leihte Bewegungen im Hintergrund sehr gut in das Hintergrund-
modell eingebunden. Auh die online Adaption der Parameter der Gauÿfunktionen
sorgt dafür, dass dieses Verfahren sih in vielen praktishen Anwendungen bewährt
hat. Besonders gut eignet es sih für Anwendungen wo siher gestellt ist, dass sih
die Lihtverhältnisse nur langsam ändern. Bei plötzlihen Lihtänderungen wie zum
Beispiel Einshalten der Lampe oder das plötzlihe Auftauhen der Sonne aus einer
Wolke, wird dagegen oft das gesamte Bild in einen durhgehenden Vordergrundbe-
reih transformiert. Dies liegt daran, dass aufgrund der vorherigen Bildsequenz die
neuen Pixelwerte des Hintergrunds niht durh das Modell abgedekt werden.
Um die Auswirkungen der plötzlihen Lihtänderungen zu mindern, wurden in
der letzten Zeit viele Ansätze zur kantenbasierten Detektion von bewegten Objekte
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im Bild vorgestellt [CXS
+
07℄, [HDC07℄ oder [KO09℄. Bei Lihtänderungen bleibt die
Kanteninformation im Bild erhalten. Die meisten dieser Verfahren basieren auf den
Ergebnissen des Sobel-Operators [ZT98℄ oder des Canny-Kantendetektors [Can86℄.
Um eine optimale Performanz dieser Verfahren zu erreihen, müssen oft der je-
weiligen Anwendung entsprehend untershiedlihe Parameter und Shwellenwerte
rihtig gesetzt werden. Bei falshen Parameterwerten kann es passieren, dass die rele-
vanten Kanten niht extrahiert werden, und damit die Objektdetektion fehlshlägt.
Im Rahmen dieser Arbeit wurde daher ein Verfahren entwikelt, welhes die
Grauwertstruktur des Bildes ausnutzt. Nah der gleihmäÿigen Aufteilung des Bil-
des in gleihgroÿe quadratishe Bereihe, wird mittels der diskreten Kosinustrans-
formation zunähst die Struktur des jeweiligen Bereihes ermittelt. Die Ergebnisse
dieser Transformation bilden die Basis für das Modell des entsprehenden Bereihs.
Zur Detektion von Bewegungen im Bild wird die aktuell berehnete Struktur
des Bereihs mit der im Modell gespeiherten Werten verglihen. Aufgrund des Mo-
dellaufbaus und der hier entwikelten Vergleihsmethode, ist dieses Verfahren sehr
stabil gegenüber plötzlihen wie auh sukzessiven Lihtänderungen. Zusätzlih wird
noh die räumlihe Information einer Objektbewegung ausgenutzt. Anders als bei
herkömmlihen Verfahren wird hier ein Bereih nur dann als zum Vordergrund gehö-
rend markiert, wenn zusätzlih noh die Struktur eines seiner benahbarten Bereihe
im vorherigen Bild von dem Modell signikant abgewihen ist.
In nahfolgenden Abshnitten werden als erstes die Grundlagen der diskreten
Kosinustransformation erklärt und dann basierend darauf das im Rahmen dieser
Arbeit entwikelte Verfahren vorgestellt. Die Ergebnisse dieses Verfahrens werden
anshlieÿend mit den Resultaten der bereits etablierten Verfahren verglihen.
2.2 Diskrete Kosinustransformation
Die diskrete Kosinustransformation, erstmalig erwähnt in 1974 von Ahmed, Natarjan
und Rao [RY90℄, ist eine lineare, orthogonale Transformation, die ein zeitdiskretes
Signal vom Ort- in den Frequenzbereih transformiert. Im Bereih der Bildverarbei-
tung wird diese Transformation gern zur Redundanzreduktion in Bildern verwendet.
Ein bekanntes Beispiel ist dabei die JPEG-Kompression. Hier wird ein Bild so in sei-
ne Frequenzanteile zerlegt, dass eine Aufteilung in 'relevante' und 'weniger relevante'
Komponenten ermögliht wird. Die 'weniger relevanten' Komponenten werden dann
bei der Kompression eher vernahlässigt.
Bei der Transformation wird ein Bild zunähst als eine diskrete Funktion in-
terpretiert, welhe jeder Pixelposition (x, y) einen entsprehenden Wert aus dem
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Intervall [0, 255] zuordnet:
b : [0 . . . n]× [0 . . . m] → [0 . . . 255]
wobei n die Breite und m die Höhe des betrahteten Bildes bezeihnen. Diese Funk-
tion wird dann auf die einzelnen Komponenten einer vorher denierten orthonorma-
len Funktionenbasis projiziert. Die Projektion auf solh eine Basisfunktion erfolgt
mittels des Skalarprodukts, welhes im diskreten Fall wie folgt berehnet werden
kann:





b (x, y) · fi,j (x, y)
wobei fi,j (x, y) hier die i, j-te Funktion der verwendeten orthonormalen Funktio-
nenbasis bezeihnet. Die Verwendung der Doppelindizes dient hier nur zum besseren
Verständnis der später folgenden Überlegungen. Die so berehneten Skalarwerte si,j
bilden die gesuhten Koezienten der Transformation. Diese geben an, wie stark
die jeweilige Basisfunktion in der zu untersuhenden Bildfunktion enthalten ist.
Wie der Name der Transformation vermuten lässt, besteht die Funktionenbasis
hier aus Kosinusfunktionen. Diese haben jeweils untershiedlihe Frequenzen und
können im zweidimensionalen Fall, der Abbildung 2.2 entsprehend dargestellt wer-
den. Insgesamt sind hier 64 solher Basisfunktionen abgebildet. Ein kleines Quadrat
Abbildung 2.2: Graphishe Darstellung der zweidimensionalen Basisfunktionen der
diskreten Kosinustransformation.
entspriht einer Basisfunktion. Diese hat übliherweise die 8× 8 Gröÿe. Daher wird
in vielen Anwendungen, wie auh bei der JPEG Kompression, das ursprünglihe
Bild vor der Anwendung der Kosinustransformation in 8× 8 Blöke aufgeteilt.
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Das Muster links oben hat die niedrigste 'Frequenz' und ist nur ein Einheitsblok.
Weist die Bildfunktion keinerlei Struktur auf, so erhält der entsprehende Koezient
nah der Transformation einen sehr hohen Wert, während die anderen Koezienten
nahe bei der Null bleiben. Von links nah rehts nimmt die Anzahl der 'Zyklen'
zwishen hell und dunkel in die vertikale Rihtung zu. Diese 'Zyklen' repräsentieren
vertikal zunehmende räumlihe Frequenz. Von oben nah unten nimmt hingegen die
Anzahl der 'Zyklen' in die horizontale Rihtung zu. In diagonaler Rihtung nehmen
sowohl die horizontalen als auh die vertikalen Frequenzen zu.
Die gesuhten Koezienten der Kosinustransformation können damit wie folgt
berehnet werden:





b (x, y) · cos [h (x, i)] · cos [h (y, j)]





wobei die Indizes i und j hier die horizontalen und vertikalen räumlihen Frequen-
zen repräsentieren und C (•) eine Normalisierungsfunktion bezeihnet. Bezugneh-
mend auf das bereits erwähnte Skalarprodukt von Funktionen, ist hier die Funktion
fi,j (x, y) wie folgt deniert:
fi,j (x, y) = cos [h (x, i)] · cos [h (y, j)]
Abbildung 2.3 zeigt beispielhaft eine 3D Visualisierung der originalen Werte eines
8 × 8 Bloks und der entsprehenden Koezienten bezüglih der jeweiligen Basis-
funktion. Die vertikale Kante im Originalbild wird im Frequenzbereih nur durh
(a) Originalwerte im 8x8 Blok (b) DCT transformierte Werte
Abbildung 2.3: 3D Visualisierung der (a) Originalwerte im 8x8 Blok und (b) der
entsprehenden Koezienten der diskreten Kosinustransformation.
Basisfunktionen der obersten Reihe dargestellt. Entsprehend müssen nur diese 8 Ko-
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ezienten für die weitere Verarbeitung gespeihert werden. Im Untershied zu den
64 Werten des Originalbildes ist dies eine enorme Einsparung. Andere Kantenorien-
tierungen lassen sih ebenfalls durh geeignete Kombinationen der Basisfunktionen
darstellen.
Es sei an dieser Stelle angemerkt, dass Basisfunktionen, die in Abbildung 2.2
in der linken oberen Eke dargestellt sind, eher für die grobe Struktur des Bildes
verantwortlih sind. Basisfunktionen in der unteren rehten Eke dagegen stellen
eher die feineren Details des Bildes dar.
Wie bereits am Anfang des Abshnittes erwähnt, wird die diskrete Kosinustrans-
formation auh bei der JPEG-Kompression verwendet. Die hierbei manhmal an
Rändern der Bildbereihe auftretenden Bildartefakte spielen allerdings im Rahmen
des hier vorgestellten Ansatzes keine Rolle. Die diskrete Kosinustransformation dient
hier lediglih zur Beshreibung der Struktur des jeweiligen Bildbereihs. Eine an-
shlieÿende Rekonstruktion des Bildes ndet niht statt.
Eine möglihe Alternative zur der diskreten Kosinustransformation wäre die dis-
krete Wavelet-Transformation [Mal99℄. Diese dient ebenfalls zur Strukturbeshrei-
bung des Bildes und wird bereits bei JPEG 2000 erfolgreih eingesetzt. Bei der
Verwendung dieser Transformation können die bereits erwähnten Artefakte bei der
anshlieÿenden Rekonstruktion des Bildes gemindert werden. Weil dies allerdings
im Rahmen dieser Arbeit kaum von Bedeutung ist, wurde hier die diskrete Kosi-
nustransformation beibehalten. Ähnlih der JPEG-Kompression werden auh hier
zur Redundanzreduktion nur einige ausgewählte Koezienten bei der Modellbildung
berüksihtigt.
2.3 Vordergrund-Hintergrund Separation
Wie bereits erwähnt wird bei diesem Verfahren für das Hintergrundmodell die Struk-
tur untershiedliher Bildbereihe ermittelt. Dazu wird über das Bild zunähst ein
Raster der Gröÿe n × n gelegt und dann mittels der diskreten Kosinustransforma-
tion die Struktur des jeweiligen Quadrats berehnet. Anders als bei herkömmlihen
Verfahren wird hier das Hintergrundmodell niht für jedes einzelne Pixel des Bildes
bestimmt, sondern für die jeweiligen Quadrate. Dies hat den Vorteil, dass plötzli-
he Ausreiÿer in den Werten eines Pixels kaum Auswirkungen auf das resultierende
Vordergrundbild haben. Bei dem Verfahren von Stauer et. al. würden zum Beispiel
solhe Ausreiÿer zu einem Salz und Pfeer Raushen in den Ergebnissen führen.
Die Gröÿe des Rasters kann der Anwendung entsprehend gewählt werden. Da-
bei ist zu beahten, dass die Gröÿe des kleinsten Objekts von Interesse im Bild niht
viel kleiner sein soll als die gewählte Rastergröÿe. Dabei hängt die Gröÿe des Objek-
14 Kapitel 2. Detektion von bewegten Objekten in einer Bildsequenz
tes im Kamerabild niht nur von der eigentlihen Gröÿe des Objektes ab, sondern
auh von der Kameraauösung und dem Abstand der Kamera zum betrahteten
Objekt. Diese Faktoren sollten bei der Wahl der Rastergröÿe ebenso berüksihtigt
werden. Bei den durhgeführten Experimenten im Rahmen der Parkplatzüberwa-
hung war zum Beispiel die 4 × 4 Rastergröÿe durhaus ausreihend. Objekte wie
Kinder oder Katzen konnten hier robust extrahiert werden. Für die Überwahung
von Büroräumen reihte dagegen auh eine 8× 8 Rastergröÿe aus.
2.3.1 Online Modellierung des Hintergrunds
Als Modell für den jeweilige Bildbereih wird bei diesem Verfahren eine Auswahl
der 'wihtigen' Koezienten der diskreten Kosinustransformation gespeihert. Diese
sind in Abbildung 2.4 durh Kreuze markiert. Wie dieser Darstellung zu entnehmen
Abbildung 2.4: Koeziente, der durh Kreuze markierten Basisfunktionen, werden
in einem Vektor als das Hintergrundmodell des jeweiligen Bildausshnitts gespei-
hert.
ist, repräsentieren die entsprehenden Basisfunktionen die grobe Struktur des jeweili-
gen Bildausshnittes. Die Nihtberüksihtigung anderer Koezienten führte zu der
bereits erwähnten Raushunterdrükung. Plötzlihe Ausreiÿer in den Pixelwerten
würden sih hier in den Koezienten höherfrequenter Basisfunktionen widerspie-
geln.
Die Beshränkung auf die oben markierte Basisfunktionen ist eher experimentel-
ler Natur. Versuhe in denen zusätzlih weitere Koezientendiagonalen zur Modell-
bildung verwendet wurden, konnten keine erheblihe Verbesserung der Ergebnisse
liefern. Im Gegenteil die Hinzunahme von Koezienten, die den Basisfunktionen
aus der unteren rehten Eke der obigen Abbildung 2.4 entsprehen, führte zu einer
Minderung des positiven Eektes der Raushunterdrükung.
Abbildung 2.5 zeigt beispielhaft eine Aufnahme eines Büroraumes und das ent-
sprehende Hintergrundmodell. Zur Visualisierung des Hintergrundmodells wurde,
nur unter Berüksihtigung der ausgewählten Koezienten eine inverse Kosinustrans-
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(a) Originalaufnahme (b) Hintergrundmodel
Abbildung 2.5: (a) Originalaufnahme eines Büroraumes; (b) Visualisierung des ent-
sprehenden Hintergrundmodells mittels der inversen Kosinustransformation und
nur unter Berüksihtigung der ausgewählten Koezienten.
formation berehnet. Es ist deutlih zu sehen, dass das Hauptaugenmerk des Mo-
dells auf der Grauwertstruktur des Bildes liegt. Alle helleren Bereihe des rehten
Bildes entsprehen den Objektkanten, während die shwarzen Bereihe die homo-
genen Flähen widerspiegeln. Das plötzlihe Aufhellen des Büros durh Einshalten
einer Lampe würde hier nihts an der Struktur und damit an dem Hintergrund-
modell ändern. Damit sind die Voraussetzungen für die Stabilität gegenüber sih
ändernden Lihtverhältnissen gesetzt. Doh anders als beim Einsatz des Canny-
Kantendetektors müssen hier zur Extraktion der Bildstruktur keine Parameter oder
Shwellenwerte angepasst werden.
Die ausgewählten Koezienten des entsprehenden Bereihes werden in Form ei-
nes Vektors gespeihert. Abweihungen von dem Modell werden festgestellt, indem
der neu berehnete Koezientenvektor mit dem des Modells verglihen wird. Dabei
wird der Winkel zwishen den beiden Vektoren berehnet. Ist dieser gröÿer als ein
bestimmter Shwellenwert S, wird der entsprehende Bereih als 'vom Hintergrund
abweihend' markiert. Die Länge der jeweiligen Vektoren wird hier niht berük-
sihtigt. Dies hat den Vorteil, dass Hintergrundstrukturen, die aufgrund der starken
Beleuhtung im Bild nur noh shwah ausgeprägt sind, vom Verfahren immer noh
robust dem Hintergrund zugeordnet werden.
Abhängig von der Wahl des erwähnten Shwellenwerts, kann ein Bereih aus zwei
Gründen als 'vom Hintergrund abweihend' markiert werden:
• Der Bereih repräsentiert ein bewegtes Objekt und gehört zum Vordergrund.
• Die neu berehneten Koezienten stimmen aufgrund des Bildraushens niht
mit denen des Modells überein.
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Um die beiden Fälle voneinander untersheiden zu können, werden noh zusätzlih
Informationen der benahbarten Bildbereihe herangezogen. Ein Bildausshnitt wird
nur dann als 'zum Vordergrund gehörend' markiert, wenn mindestens einer seiner
Nahbarn im letzten Bild als 'vom Hintergrund abweihend' markiert wurde. Im
anderen Fall wird der Bereih weiterhin dem Hintergrund zugeordnet.
Damit wird an dieser Stelle angenommen, dass die Aufnahmefrequenz der Kame-
ra hoh genug ist, um auh die shnellen Bewegungen in der Szene gut zu erfassen.
Ein wihtiger Punkt dabei ist, dass beim Betrahten der Aufnahme niht der Ein-
druk entsteht, als ob das bewegende Objekt von einer Stelle zur anderen springen
würde. Eine im Kamerabild ieÿende Objektbewegung ist hier eine der Voraus-
setzungen für die gute Performanz des Verfahrens. Ist diese Annahme gegeben, so
können damit bei der Objektdetektion noh zusätzlih die räumlihen Eigenshaften
der Objektbewegung ausgenutzt werden.
Wird ein Bereih aufgrund des Bildraushens als 'vom Hintergrund abweihend'
markiert, so wird das entsprehende Modell um einen weiteren Koezientenvektor
erweitert. Auf diese Weise kann auh ein leiht dynamishes Hintergrund einer Szene
modelliert werden. Ein Modell BM (Bakground Model) für ein Bildausshnitt k
ist damit wie folgt deniert:
BMk = {v1, . . . , vn, α1, . . . , αn}
wobei vi hier den i-ten Koezientenvektor des Modells und αi das Gewiht des je-
weiligen Vektors bezeihnen. Um siherzustellen, dass bei einem längeren Einsatz des
Verfahrens die Modelle der untershiedlihen Bildbereihe aus niht zu vielen Vekto-
ren bestehen und immer aktuell bleiben, werden Vektoren mit niedrigen Gewihten
von dem Modell entfernt. Das Gewiht des jeweiligen Koezientenvektors reprä-
sentiert damit seine Relevanz in dem Modell. Wird ein neuer Vektor dem Modell
hinzugefügt, bekommt sein Gewiht den initialen Wert Tinc zugewiesen. Gleihzeitig
werden die Gewihte anderer Vektoren um den ebenfalls vorher denierten Wert Tdec
verkleinert. Wenn allerdings ein neu berehneter Koezientenvektor einem Vektor
des Modells zugeordnet werden konnte, wird das Gewiht desjenigen Vektors vergrö-
ÿert und damit auh seine Relevanz für das Modell erhöht. Die Zuordnung basiert
dabei auf dem Winkel zwishen den beiden Vektoren und dem vorher festgelegten
Shwellenwert S. Die Gewihte anderer Vektoren werden in diesem Fall um den Wert




αi + Tinc, wenn vi = arg max
vj
{s (vnew, vj) |j = 1, . . . , n}
αi − Tdec, sonst
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wobei s (vnew, vj) das Ähnlihkeitsmaÿ der beiden Vektoren bezeihnet. Diese Funk-
tion ist umgekehrt proportional zum Winkel der beiden Vektoren deniert:
s (vnew, vj) =
1.0
∠ (vnew, vj)
Hat der neu berehnete Koezientenvektor vnew zu mehr als einem Vektor des
Modells einen Winkel kleiner als der bereits oben erwähnte Shwellenwert S, so
wird nur das Gewiht desjenigen Vektors erhöht zu dem der Winkel am kleinsten
ist. Damit bleiben dem Modell nur die Vektoren erhalten, die für die Modellierung
des Hintergrunds am relevantesten sind. Die weniger wihtigen Vektoren werden
nah einiger Zeit entfernt. Damit das Gewiht eines Vektors niht unkontrolliert
immer weiter ansteigt, wurde im Rahmen dieser Arbeit die obere Grenze für ein
Gewihtswert willkürlih auf 20 gesetzt.
Aufgrund des dynamishen Aufbaus des Modells hat die Wahl des Shwellen-
werts S keine shweren Konsequenzen für die Performanz des Verfahrens. Bei einem
kleineren Wert um die 10◦ bis 20◦ Grad reagiert das Verfahren sensitiver auf Ände-
rungen im Bild. Die anfänglihe online Adaption des Verfahrens dauert etwas länger
und die Modelle der untershiedlihen Bildbereihe enthalten mehr Vektoren, als
dies bei einem höheren Shwellenwert der Fall wäre. Die allgemeine Performanz ist
allerdings mit der eines höher gesetzten Shwellenwerts vergleihbar. Im Rahmen
der hier durhgeführten Experimente wurde dieser Wert auf S = 45◦ gesetzt.
Mittels der beiden Parameter Tinc und Tdec kann kontrolliert werden, wie lange
die weniger relevanten Vektoren dem Modell erhalten bleiben sollen. Ein kleinerer
Tinc Wert und gleihzeitig ein höherer Tdec Wert führen zu einem eher dünn besetzten
Modell. Vektoren mit dem anfänglihen Gewiht Tinc werden vom Modell entfernt,





Bilder ein höhstes Ähnlihkeitsmaÿ
zu einem, der neu berehneten Koezientenvektoren vorweisen können.
Sind zum Beispiel die beiden Parameter wie folgt gewählt: Tinc = 1.0 und Tdec =











= 4 Bildern aus dem entsprehenden Modell entfernt,
wenn er die oben erwähnte Bedingung niht erfüllt. In diesem Fall wird mit jedem
neu aufgenommenen Bild das Gewiht αi des Vektors vi um 0.3 verringert. Nah
genau 4 Bilder erreiht das Gewiht einen negativen Wert und der Vektor wird aus
dem Modell entfernt.
Der komponentenweise Aufbau des Modells hat Ähnlihkeiten mit dem Verfahren
von Stauer et.al. [SG00℄. Hier werden die Werte eines Pixels mittels einer Kom-
position untershiedliher Gauÿfunktionen modelliert. Damit ist es möglih auh
einen leiht dynamishen Hintergrund zu erfassen. Die Anzahl der hierbei verwen-
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deten Gauÿfunktionen wird allerdings vorher festgelegt und ist für jeden Bildbereih
identish. Dagegen wird bei dem hier vorgestellten Verfahren die Anzahl der Koe-
zientenvektoren für den jeweiligen Bildbereih dynamish an die Gegebenheiten des
Hintergrunds angepasst. Dies hat den Vorteil des verminderten Rehenaufwands
ohne gleihzeitigen Qualitätsverlust.
2.3.2 Vordergrund Separierung
Zur Detektion von sih bewegenden Objekten im Bild müssen für die jeweiligen
Bildbereihe die folgenden zwei Bedingungen erfüllt sein:
• Der neu berehnete Koezientenvektor muss von allen Vektoren des Modells
signikant abweihen.
• Mindestens einer der benahbarten Bereihe muss in dem vorherigen Bild als
'vom Hintergrund abweihend' markiert worden sein.
In diesem Fall wird der entsprehende Bereih als 'zum Vordergrund gehörend' mar-
kiert und in dem resultierenden Bild weiÿ gekennzeihnet. Die zweite der obigen Be-
dingungen sorgt dafür, dass neben der Abweihungen vom Hintergrund auh noh
die temporalen und räumlihen Charakteristika einer Objektbewegung im Bild aus-
genutzt werden. Dies trägt ebenfalls zur Reduzierung des Rausheinusses bei. Ab-
bildung 2.6 zeigt beispielhaft eine Originalaufnahme einer Straÿenszene und das
resultierende Vordergrundbild ohne Berüksihtigung der zweiten Bedingung. Die
(a) Originalaufnahme (b) Vordergrundbild
Abbildung 2.6: (a) Originalaufnahme einer Straÿenszene; (b) Resultierendes Vorder-
grundbild, ohne Berüksihtigung der zweiten Bedingung. Während der Aufnahmen
waren in der Szene keine bewegenden Objekte vorhanden.
Aufnahme erfolgte an einem regnerishen Tag mit kurzen aber häugen Windstö-
ÿen. Das im rehten Bild zu sehende Salz und Pfeer Raushen war
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vorhanden. Erst unter Einbezug der zweiten Bedingung wurden nur relevante Bild-
änderungen detektiert.
Es sei an dieser Stelle angemerkt, dass zeitgleih mit der ersten 'zum Vordergrund
gehörend' - Markierung auh ein so genanntes Vordergrundmodell (FM, foreground
model) des jeweiligen Bildausshnittes erzeugt wird. Ähnlih dem Hintergrundmo-
dell besteht das Vordergrundmodell aus Koezientenvektoren mit den entsprehen-
den Gewihten:
FMk = {v1, . . . , vn, α1, . . . , αn}
wobei k hier wieder den betrahteten Bildbereih bezeihnet. Dem Vordergrund-
modell werden nur die Vektoren hinzugefügt, die zum einen die beiden obigen Be-
dingungen erfüllen und zum anderen signikant von den bereits im Vordergrundmo-
dell enthaltenen Vektoren abweihen. Als 'signikant abweihend' werden diejenigen
Vektoren bezeihnet, die zu allen Modellvektoren einen gröÿeren Winkel haben als
der bereits erwähnte Shwellenwert S. Die Gewihte werden hier ähnlih deren des
Hintergrundmodells aktualisiert.
Um Adaptivität des Verfahrens zu gewährleisten, werden nah einer gewissen
Zeitspanne niht mehr bewegende Objekte wieder in den Hintergrund der Szene





Abbildung 2.7 verdeutliht anhand eines Beispiels den Zusammenhang zwishen den
beiden Modellen. Hierbei werden zwei Fälle untershieden. Im Fall (a) bewegt sih
das Objekt, der Smily, pausenlos durh das Kamerabild und gehört damit durh-
gehend zum Vordergrund der abgebildeten Szene. Im Fall (b) bleibt das Objekt ab
dem zweiten Bild in der Mitte des Bildes stehen und wird in den darauf folgenden
Bildern in das Hintergrundmodell der Szene eingebaut.
Die Vordergrund- und Hintergrundmodelle neben den jeweiligen Bildern entspre-
hen den Modellen des rot umrandeten Bildbereihs k zu den jeweiligen Zeitpunkten.
Im zweiten Bild wird in diesem Bereih eine signikante Änderung festgestellt. Der
neu berehnete Koezientenvektor v2 kann niht dem, im Hintergrundmodell be-
reits enthaltenen Vektor v1 zugeordnet werden. Unter der Annahme, dass auh die
zweite der beiden oben erwähnten Bedingungen erfüllt ist, wird der Vektor v2 dem
Vordergrundmodell des Bildbereihs k zugeordnet.
In den darauf folgenden Bildern bleibt im Fall (a) das Hintergrundmodell unver-
ändert, während das Gewiht α2 des Vordergrundmodells nah und nah verringert
wird, bis der entsprehende Vektor aus dem Modell entfernt wird. Im Fall (b) dage-
gen werden nah einiger Zeit die beiden Modelle miteinander vershmolzen, so dass
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Abbildung 2.7: Graphishe Darstellung des Zusammenwirkens zwishen dem
Vordergrund- und dem Hintergrundmodell des Bildbereihs k. Die Zusammenlegung
beider Modelle zum 'neuen' Hintergrundmodell des Bereihs ist situationsabhängig.
das 'neue' Hintergrundmodell des Bereihes nun Vektoren des Vordergrundmodells
und Vektoren aus dem 'alten' Hintergrundmodell enthält. Der niht mehr bewegen-
de Smily wird so in das Hintergrundmodell der Szene eingebaut und niht mehr als
ein Vordergrundobjekt detektiert.
Die Zusammenlegung beider Modelle zum 'neuen' Hintergrundmodell erfolgt da-
bei unter den folgenden Bedingungen:
• Der betrahtete Bildbereih wurde in den letzten N Bildern kontinuierlih als
'zum Vordergrund gehörend' markiert.
• Mindestens die Hälfte der benahbarten Bereihe wurden im letzten Bild dem
Hintergrund zugeordnet.
Auf diese Weise wird sihergestellt, dass die Zusammenlegung beider Modelle erst
dann geshieht, wenn sih das Objekt niht mehr bewegt. Die zweite Bedingung sorgt
dafür, dass Teile gröÿerer und gleihzeitig langsam bewegender Objekte niht in das
Hintergrund der Szene eingebaut werden, während sih das Objekt immer noh in
Bewegung bendet. Die Abbildung 2.8 veranshauliht graphish einen solhen Fall.
Aufgrund der langsamen Objektbewegung wird hier der rot umrandete Bildbereih
kontinuierlih als 'zum Vordergrund gehörend' markiert. Wählt man in diesem Bei-
spiel N = 3, so wird die erste der obigen Bedingungen bereits nah dem dritten
Bild erfüllt sein. Ohne Berüksihtigung des zweiten Kriteriums, würden im vierten
Bild beide Modelle des betrahteten Bildbereihs zum 'neuen' Hintergrundmodell
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Abbildung 2.8: Graphishe Darstellung eines sih langsam bewegenden Objektes.
Ohne Berüksihtigung der zweiten Bedingung würden bei einer Wahl von N = 3
Teile dieses Objektes bereits im vierten Bild in den Hintergrund der Szene eingebaut.
zusammengelegt werden, ohne dass das Objekt zum Stehen gekommen ist. Erst das
Zusammenspiel beider Bedingungen sorgt dafür, dass Objekte in den Hintergrund
der Szene nur dann eingebaut werden, wenn sih diese niht mehr bewegen.
Der Vorteil des separaten Vordergrundmodells besteht darin, dass neue Vektoren
niht sofort in das Hintergrundmodell eingefügt werden. Im Falle von groÿen, sih
langsam bewegenden Objekten kann es vorkommen, dass das Vordergrund eines
Bereihes aus Vektoren besteht, die untershiedlihe Teile des Objekts repräsentieren
und im Grunde nihts miteinander zu tun haben. Weil diese Vektoren niht sofort
dem Hintergrundmodell zugeordnet werden, bleibt dieses nah der Objektbewegung
szeneneht.
2.4 Evaluierung und Ergebnisse
Zur Evaluierung der Performanz des vorgestellten Verfahrens, wurde dieses zusam-
men mit drei weiteren Verfahren auf untershiedlihen Testvideos getestet. Dabei
wurde untersuht, wie gut die Verfahren den in der Einleitung dieses Kapitels be-
shriebenen Anforderungen genügen. Die nähsten beiden Abshnitte geben einen
Überblik über die zum Vergleih herangezogenen Verfahren und beshreiben kurz
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die zur Evaluierung ausgewählten Videosequenzen. Die dabei erzielten Ergebnisse
nden sih im letzten Abshnitt.
2.4.1 Zum Vergleih herangezogene Verfahren
Wie bereits im Vorfeld erwähnt ndet man in der Literatur eine sehr breite Palette an
untershiedlihen Verfahren zur Vordergrund-Hintergrund Separation. Ein Vergleih
dieser Verfahren ist shwierig, denn meistens werden untershiedlihe Sequenzen zur
Evaluierung verwendet. Im Rahmen dieser Arbeit wurden insgesamt drei Verfahren
ausgewählt, welhe sih im Laufe der Zeit bewährt haben und die bereits in vielen
Anwendungen eingesetzt werden.
2.4.1.1 Gauÿsher Ansatz
Wie bereits in der Einleitung zu diesem Kapitel erwähnt, erlangte das Verfahren
von Stauer und Grimson [SG00℄ zur Detektion bewegender Objekte innerhalb we-
niger Jahre eine erstaunlihe Popularität. Hierbei werden die Werte eines jeden
Pixels mittels einer Komposition von untershiedlihen Gauÿfunktionen modelliert.
Die Parameter der einzelnen Funktionen, Mittelwert und Varianz, werden dabei im
Online-Betrieb adaptiert. Dies ermögliht eine dynamishe Anpassung des Modells
an die sih ändernde Umstände der abgebildeten Szene und erlaubt eine Modellie-
rung eines niht statishen Hintergrunds.
Vordergrundobjekte werden detektiert, indem die aktuellen Werte der einzelnen
Pixel mit den jeweiligen Modellen verglihen werden. Weihen diese signikant von
dem Modell ab, so wird das Pixel als Vordergrund markiert. Ähnlih wie bei den
meisten anderen Verfahren wird hier der minimale Wert einer als signikant an-
zusehenden Abweihung mittels eines vorher denierten Shwellenwerts festgelegt.
Abhängig von dem gesetzten Wert reagiert das Verfahren sehr sensitiv auf neue, in
der vorherigen Bildsequenz noh niht vorhandene Werte eines Pixels. Leihte, vom
Objekt geworfene Shatten werden sofort dem Vordergrund zugeordnet, auh dann
wenn das eigentlih Objekt noh niht im Blikfeld ist.
Um dieses Problem zu mildern, kombinierten KaewTraKulPong und Bowden
[KB01℄ dieses Verfahren mit dem von Horprasert et al. [HHD99℄. In seinem Verfahren
zur Eliminierung von Shatten, dierenziert Horprasert den Farbwert eines Pixels in
seinen Farb- und Helligkeitsanteil. Verändert sih nur der Helligkeitsanteil so wird
der Pixel niht dem Vordergrund zugeordnet, sondern als Shatten markiert. Um
Rehenkapazitäten zu sparen werden die Farbwerte im RGB-Format beibehalten.
Die Details der Symbiose der beiden Verfahren sind in dem Artikel [KB01℄ gut
beshrieben. Zusätzlih zeigen die Autoren, dass das kombinierte Verfahren bessere
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Ergebnisse erzielt als das von Stauer und Grimson. Daher werden die Ergebnisse
des hier vorgestellten Verfahrens mit denen des von KaewTraKulPong und Bowden
entwikeltem Verfahren verglihen.
2.4.1.2 Bayessher Ansatz
Das zweite zur Evaluierung verwendete Verfahren wurde 2003 von Li et al. [LHGT03℄
vorgestellt. Die Vordergrund-Hintergrund Separation erfolgt hier auf der Grundla-
ge, einer dafür formulierten bayesshen Entsheidungsregel. Entsheidend für die
Klassizierung ist eine, über eine Bildsequenz gewonnene Statistik, über die Auf-
trittswahrsheinlihkeit vershiedener Merkmalsvektoren eines Pixels. Hierbei un-
tersheiden die Autoren zwishen zwei Arten von Vektoren. Die einen dienen zur
Repräsentation eines statishen, die anderen zur Modellierung eines dynamishen
Hintergrunds. Die Detektion von Vordergrundobjekten erfolgt mittels der bereits
erwähnten Entsheidungsregel. Dabei wird berüksihtigt, in wie fern die neu be-
rehneten Merkmalsvektoren dem statishen oder dem dynamishen Hintergrund
zugeordnet werden können.
Die in [LHGT03℄ präsentierten Ergebnisse dieses Verfahrens sind beeindrukend.
Der Ansatz erlangte aufgrund seiner Stabilität ebenfalls einen groÿen Zuspruh. Un-
ter anderem wurde es auh in der frei verfügbaren OpenCV Bibliothek
1
zur Bild-
verarbeitung implementiert. Dies trug ebenfalls entsheidend zu seiner Verbreitung
in der Bildverarbeitungsgemeinde bei.
2.4.1.3 Kantenbasierter Ansatz
Als dritter Ansatz wurde im Rahmen dieser Arbeit ein kantenbasiertes Vordergrund-
Hintergrund Separationsverfahren ausgewählt. Ähnlih wie viele andere Verfahren
dieser Klasse basiert auh dieses auf dem erstmalig im Jahr 1986 präsentierten
Canny-Kantendetektor [Can86℄. Chaohui et al. verbinden in ihrer Arbeit [CXS
+
07℄
die Ergebnisse des Canny-Detektors mit der einfahen und shnellen Methode des
Frame Dierening. Dabei wird zunähst auf jedem neu aufgenommenen Bild mittels
des Canny-Algorithmuses Kanten extrahiert. Die Detektion von bewegten Objekten
erfolgt anshlieÿend durh Subtraktion solh zweier aufeinander folgender Kanten-
bilder.
Das Verfahren ist einfah und benötigt wenig Implementierungsaufwand. Auh
die von Autoren mehrmals erwähnte geringe Rehenkapazität ist ein weiterer dem
Verfahren zu zurehnender Vorteil. Die Performanz der dabei erzielten Ergebnisse
basiert allerdings sehr stark auf den für die Kantendetektion gewählten Parame-
1
Die OpenCV Bibliothek ist verfügbar unter dem Link: http://openv.willowgarage.om/wiki/
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tern. Eine shlehte Parameterwahl kann zum einen zu sehr vielen kleinen und oft
unerwünshten Kanten führen. Zum anderen kann es vorkommen, dass bei falsh
gesetzten Parametern relevante Kanten im Bild niht extrahiert werden. Aufgrund
der in diesem Verfahren durhgeführten Dierenzbildung der zwei aufeinander fol-
genden Kantenbildern, wären die sehr vielen kleinen Kanten im Hintergrund niht
problematish. Ein Problem stellt dagegen die Instabilität dieses Verfahrens gegen-
über leihten Änderungen in den Pixelwerten. Aufgrund des Raushens ist oft die
Anzahl oder die Länge der extrahierten Kanten in den aufeinander folgenden Bildern
niht gleih. Dies resultiert in einem verraushten Vordergrundbild. Zur Behebung
dieses Problems shlagen die Autoren vor, das resultierende Bild in gleihgroÿe Be-
reihe aufzuteilen und über die Anzahl der weiÿen Pixel in dem jeweiligen Bereih
zu entsheiden, ob dieser eine bewegte Kante darstellt. Die Setzung des entspre-
henden Shwellenwerts hat sih allerdings als sehr shwierig herausgestellt. In den
nahfolgenden Abshnitten wird dieser Punkt noh genauer erläutert.
Der in letzter Zeit allgemeine Trend in Rihtung der kantenbasierten Ansät-
ze für die Vordergrund-Hintergrund Separation liegt in deren Stabilität gegenüber
sih ändernden Lihtverhältnissen. Trotz der erwähnten Nahteile bei dem zuletzt
vorgestellten Verfahren, ist dieses weitaus robuster gegenüber plötzlihen Lihtän-
derungen als die ersten beiden Verfahren. Bei Beleuhtungsänderungen in der be-
trahteten Szene bleibt die Kanteninformation erhalten. Die ersten beiden Verfahren
haben allerdings den Vorteil des kaum vorhandenen Raushens in den resultierenden
Vordergrundbildern.
Die Performanz des im Rahmen dieser Arbeit entwikelten Verfahrens wird mit
den Ergebnissen der drei beshriebenen Ansätze verglihen. Die frei wählbaren Pa-
rameter der Verfahren wurden entsprehend den Empfehlungen der Autoren gesetzt.
Bei einigen Verfahren wurden nah einem groben Durhlauf der gesamten Experi-
mentenreihe die Parameter noh weiter angepasst, um ein bestmöglihes Ergebnis
zu erzielen. Die Evaluierung der Ergebnisse während des groben Durhlaufs basierte
niht auf einem Vergleih der von den Verfahren erzielten Resultate, sondern folgte
lediglih der subjektiven Wahrnehmung der resultierenden Vordergrundbilder. Die
während dieses Prozederes festgelegten Parameter wurden in den darauf folgenden
Experimenten niht mehr verändert.
Der nähste Abshnitt gibt einen Überblik über die dazu verwendeten Videos.
2.4.2 Testvideos zur Evaluierung der Verfahren
Die Auswahl der Testsequenzen basierte überwiegend auf den bereits in der Einlei-
tung erwähnten Anforderungen an das Verfahren. Jede einzelne Sequenz entspriht
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einem solhen Präzedenzfall.
Anhand eines eigenständig erstellten Videos aus dem Bereih der Parkplatzüber-
wahung wurde untersuht, wie gut das Verfahren das entsprehende Hintergrund-
modell bei zeitweisen Vershiebungen von Objekten aktualisiert. Dazu wurden Auf-
nahmen des Parkplatzes verwendet, in denen einige der Stellplätze bereits mit Fahr-
zeugen besetzt waren. Die Abbildung 2.9 zeigt einige Bilder der hierzu verwendeten
Sequenz. Nah einigen Sekunden startet das weiÿe Auto rehts im Bild und verlässt
(a) bild_id 175 (b) bild_id 252 () bild_id 271 (d) bild_id 301
Abbildung 2.9: Einige Aufnahmen aus dem Video der Parkplatzüberwahung. An-
hand dieses Videos wurde untersuht wie gut das hier vorgestellte Verfahren das
Hintergrundmodell der Szene bei zeitweisen Vershiebungen von Objekten aktuali-
siert.
langsam den Stellplatz. Das Video beginnt mit der Aufnahme des Parkplatzes zu
dem Zeitpunkt als das Auto noh auf dem Parkplatz steht.
Zur Evaluierung der Verfahren während sih ändernder Lihtverhältnisse wurden
zwei Videosequenzen verwendet. Das erste Video [LiT℄ wurde mittels einer Deken-
kamera aufgenommen und zeigt einen Aufenthaltsbereih in einem Bürogebäude.
Zur Simulation plötzliher Lihtänderungen wird hier während der Videoaufnahme
die Dekenbeleuhtung aus- und eingeshaltet. Abbildung 2.10 zeigt einige Bilder
dieser Sequenz. Ab und zu sind auf dem Video auh Personen zu sehen, die sih von
(a) bild_id 174 (b) bild_id 460 () bild_id 1090 (d) bild_id 1358
Abbildung 2.10: Einige Bilder aus den Aufnahmen eines Aufenthaltsbereih in einem
Bürogebäude. Anhand dieses Videos [LiT℄ wurde untersuht wie stabil die Verfahren
gegenüber plötzlihen Lihtänderungen sind.
einer Eke in die andere bewegen. Bei der Evaluierung der Verfahren wurde daher
auh untersuht wie gut die Personen bei shwaher Beleuhtung extrahiert werden
können.
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Das zweite Video [KT99℄ zeigt eine Aufnahme eines Wohnzimmers, wobei sih
hier die Beleuhtung nur sukzessive ändert. Abbildung 2.11 zeigt einige Bilder dieser
Sequenz. Das Video startet und endet mit einem shwarzen Bild auf dem nihts
(a) bild_id 0 (b) bild_id 524 () bild_id 1845 (d) bild_id 4776
Abbildung 2.11: Einige Bilder aus den Aufnahmen eines Wohnzimmers. Anhand
dieses Videos [KT99℄ wurde die Robustheit der Verfahren gegenüber sukzessiven
Lihtänderungen untersuht.
zu erkennen ist. Zwishenzeitlih wird die Beleuhtungsintensität erhöht und dann
wieder reduziert. Wie den Bildern () und (d) zu entnehmen ist, müssen auh hier
Personen vom Hintergrund separiert werden.
Um zu testen wie gut die Verfahren mit einem dynamishen Hintergrund der
Szene umgehen können, wurde eine Sequenz [KT99℄ mit einem relativ stark shwan-
kenden Baum im Hintergrund ausgewählt. Abbildung 2.12 zeigt dazu einige Bilder.
Einen Groÿteil des Videos bildet der in der Mitte des Bildes shwankender Baum.
(a) bild_id 61 (b) bild_id 88 () bild_id 251 (d) bild_id 258
Abbildung 2.12: Einige Aufnahmen aus dem Video mit einem shwankenden Baum.
Anhand dieses Videos [KT99℄ wurde getestet, wie gut die Verfahren mit einem dy-
namishen Hintergrund einer Szene umgehen können.
Weil seine Bewegung zeitweise periodish ist, müssten die Verfahren diesen in das
Hintergrundmodell einbauen. Gegen Ende der Sequenz tauht eine Person auf und
vershwindet dann wieder aus dem Bild. Es ist zu erwarten, dass die getesteten
Verfahren die Person sauber aus dem Bild extrahieren.
Zusätzlih wurde die Performanz der Verfahren anhand einiger Videos aus der
PETS Datenbank [PET05℄ evaluiert. Die Videos wurden mittels einiger Dekenka-
meras auf einem Bahnhof aufgenommen. Abbildung 2.13 zeigt beispielhaft einige
Bilder einer solhen Sequenz. Anhand dieses Videos wurde zum einen untersuht
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(a) bild_id 0 (b) bild_id 302 () bild_id 1025 (d) bild_id 1661
Abbildung 2.13: Einige Aufnahmen aus dem Bereih der Bahnhofüberwahung. An-
hand dieses Videos [PET05℄ wurde untersuht wie gut die Verfahren Personen vom
Hintergrund der Szene extrahieren können, auh wenn nur wenig Kontrast vorhan-
den ist.
wie stabil die Verfahren Personen extrahieren können, auh wenn kaum Kontrast
zwishen dem Hintergrund und der sih bewegenden Person vorhanden ist. Wäh-
rend im unteren Bildbereih die Personen deutlih zu erkennen sind, weihen im
oberen Bereih des Bildes die Farbwerte deutlih weniger von einander ab. Nur die
zwei weiÿen Streifen am Zug sorgen hier für hellere Farbtupfer. Zum anderen wurde
anhand dieses Videos überprüft, wie gut die von Personen geworfene Shatten aus-
selektiert werden. Aufgrund der Beleuhtung sind in dieser Sequenz in fast jedem
Bild Shatten vorhanden. Besonders gut sind diese in Abbildung 2.13 () zu sehen.
Die bei den Experimenten erzielten Ergebnisse werden im nahfolgenden Ab-
shnitt präsentiert.
2.4.3 Ergebnisse der durhgeführten Experimente
Dieser Abshnitt gliedert sih in die folgenden fünf Unterabshnitte: 1. Adaptivität
des Hintergrundmodells bei zeitweisen Vershiebungen von Objekten, 2. Stabilität
der Verfahren bei plötzlihen Lihtänderungen, 3. Stabilität der Verfahren bei suk-
zessiven Beleuhtungsänderungen, 4. Robustheit der Verfahren bei einem dynami-
shen Hintergrund der Szene und 5. Stabilität der Verfahren beim kaum vorhandenen
Kontrast zwishen den Vordergrundobjekten und dem Hintergrund der Szene. Je-
dem dieser Abshnitte wurde jeweils eines der bereits oben erwähnten Testvideos
zugrunde gelegt.
Adaptivität des Hintergrundmodells bei zeitweisen Vershiebungen von
Objekten.
Der Videoausshnitt von der Parkplatzüberwahung wurde herangezogen, um zu
untersuhen wie gut der im Rahmen dieser Arbeit entwikelte Ansatz das Hin-
tergrundmodell der Szene bei einer Objektbewegung aktualisiert. Dabei liegt die
Shwierigkeit bei diesem Szenario in der nihtvorhandenen Trainingsphase, d.h. hier
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wird der Fall simuliert, dass keine Aufnahmen von dem nakten Hintergrund der
Szene vorhanden sind. Abbildung 2.14 zeigt dazu einen Ausshnitt der mit dem hier
entwikelten Verfahren erzielten Ergebnisse. Die als Vordergrund markierte Bereihe
(a) bild_id 175 (b) bild_id 184 () bild_id 222
(d) bild_id 222 (e) bild_id 230 (f) bild_id 241
(g) bild_id 249 (h) bild_id 253 (i) bild_id 259
Abbildung 2.14: Ergebnisse des im Rahmen der Arbeit entwikelten Ansatzes im
Bereih der Parkplatzüberwahung. Die Vordergrundobjekte bilden hier alle durh
weiÿe Rehteke markierte Bereihe.
sind in dieser Abbildung durh weiÿe Quadrate gekennzeihnet. Weil die in diesem
Experiment betrahtete Sequenz mit der Bildnummer 175 startet, ist im Bild (a)
noh ein wenig Raushen zu sehen. Nah etwa zehn Bildern hat sih das Verfahren
an die Gegebenheiten der Szene angepasst und markiert nur das in der linken obe-
ren Eke bewegtes Fahrzeug durh weiÿe Quadrate. Mit der Bildnummer 222 setzt
sih das rehte hellere Auto in Bewegung. Um einen besseren Einblik zu erhalten,
zeigen Abbildungen (d)-(i) eine Nahaufnahme dieses Fahrzeugs.
Weil das Verfahren auf Strukturänderungen im Bild reagiert, sind die homogenen
Flähen des Autos wie Dah oder die Motorhaube niht markiert. Stattdessen bilden
die weiÿen Quadrate die Umrandungen des Fahrzeugs. Im Bild (g) und (h) sind
noh einige weiÿe Fleken auf dem Stellplatz zu sehen. Doh shon nah weiteren
sehs Aufnahmen hat sih das Verfahren an die geänderten Bedingungen angepasst.
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Der vorher vom Auto verdekte Stellplatz wurde robust in das Hintergrundmodell
eingebaut. In Abbildung (i) ist deutlih zu erkennen, dass auf dem freigewordenen
Platz keine weiÿen Quadrate mehr zu sehen sind, obwohl sih das Fahrzeug noh
halb auf dem Stellplatz bendet.
Zwishen den Bildnummern 184 und 195 wurden noh an einigen Stellen Aus-
reiÿer registriert. Insgesamt tauhten auf die elf Bilder verteilt etwa fünf weiÿe Qua-
drate an falshen Stellen auf. Dies ist auf die, zu diesem Zeitpunkt noh stattnden-
de Adaption des Verfahrens zurükzuführen. Bei den durhgeführten Experimenten
wurde festgestellt, dass das Verfahren bei einem statishen Hintergrund etwa 20 bis
30 Bilder zur Adaption benötigt. Nah dem Abshluss dieser online stattndenden
Trainingsphase wurden übliherweise keine Ausreiÿer mehr registriert.
Der von Li et. al. präsentierte bayesshe Ansatz liefert auf dieser Sequenz ähnlih
gute Ergebnisse. Bei den restlihen zwei Verfahren konnte deren spezishes Rau-
shen in den Vordergrundbildern beobahtet werden. Im Folgenden wird auf dieses
genauer eingegangen. Weil bei diesem Testszenario in den resultierenden Ergebnis-
sen nihts Auÿergewöhnlihes zu nden war, wird an dieser Stelle auf den expliziten
Vergleih der Ergebnisse aller vier Verfahren verzihtet.
Stabilität der Verfahren bei plötzlihen Lihtänderungen.
In dem Testszenario der sih plötzlih wehselnden Lihtverhältnisse konnten da-
gegen interessante Untershiede in den Ergebnissen der vier Verfahren beobahtet
werden. In diesem Experiment wurde ein Video einer Dekenkamera in einem Bü-
rogebäude verwendet. Die Sequenz startet mit den Aufnahmen eines gleihmäÿig
beleuhteten Aufenthaltsraums. Die ersten 150 Bilder zeigen den Raum ohne be-
wegte Objekte. Somit haben alle Verfahren ausreihend Information um sih ein
entsprehendes Hintergrundmodell aufzubauen. Abbildung 2.15 zeigt die Ergebnisse
der vier Verfahren kurz nahdem das Liht ausgeshaltet wurde.
Abbildungen (b)-(e) zeigen die resultierenden Vordergrundbilder der jeweiligen
Verfahren. Es ist deutlih zu sehen, dass bessere Ergebnisse mit dem hier vorgestell-
ten Verfahren und dem kantenbasierten Verfahren erzielt wurden. Es ist allerdings
anzumerken, dass obwohl das von Chaohui et al. [CXS
+
07℄ vorgeshlagene Verfah-
ren sehr robust gegenüber Lihtänderungen ist, wurde trotzdem im allen Bildern
der Sequenz ein gewisser Raushanteil beobahtet. Dieser ist in Abbildung (e) zu
sehen. Das Ein- oder Ausshalten der Lampen führt hier zu keinen spürbaren Än-
derungen in dem Raushanteil. Wie bereits erwähnt, shlagen die Autoren vor das
Raushen über einen bestimmten Shwellenwert über die Anzahl der vom Shwarz
abweihenden Pixel in einem bestimmten Bereih zu unterdrüken. Das Bestimmen
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(a) Kamerabild (b) Neuer Ansatz () Bayessher Ans.
(d) Gauÿsher Ans. (e) Kantenbasierter Ans.
Abbildung 2.15: Vergleih der Ergebnisse kurz nahdem das Liht ausgeshaltet
wurde: (a) das originale Kamerabild; (b)-(e) resultierende Vordergrundbilder der
entsprehenden Verfahren.
des rihtigen Shwellenwerts hat sih allerdings als sehr shwierig erwiesen. Teilt
man das Bild in n × n groÿe Bereihe auf, so ist oft die Anzahl der durh Rau-
shen verursahten weiÿen Pixel in einem Bereih vergleihbar mit der Anzahl der
kantenrepräsentierenden Pixel in einem anderen Bereih. Mit dem Setzen eines hö-
heren Shwellenwerts kann zwar Raushen unterdrükt werden, doh hat dies oft
zur Folge, dass die bewegenden Objekte als solhe von dem Verfahren niht de-
tektiert werden. Ein kleinerer Shwellenwert führt zwar zu einer Reduzierung des
Raushanteils, doh ist das Ergebnis für reale Anwendungen oft niht ausreihend.
Um die Ergebnisse des Verfahrens mittels eines Shwellenwerts niht zu manipulie-
ren, wurde hier darauf verzihtet dieses anzuwenden. Sowohl in Abbildung 2.15 (e)
als auh in den nahfolgenden Abbildungen, sind die Ergebnisse dieses Verfahrens
ohne Berüksihtigung eines Shwellenwerts dargestellt.
Aufgrund seiner Einfahheit demonstriert das Verfahren von Chaohui ein grund-
legendes Problem der kantenbasierten Ansätze. Eine robuste und exakte Extraktion
der Kanten ist eine der fundamentalen Voraussetzungen für eine gute Performanz
des Verfahrens. Viele Algorithmen zur Kantenextraktion erfordern allerdings oft ei-
ne sehr sorgfältige und teilweise auh manuelle Feinabstimmung der entsprehenden
Parameter. Mehr noh abhängig von der Anwendung und dem verwendeten Ver-
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fahren sind die Ergebnisse der Kantenextraktion sehr abhängig von den gewählten
Parametern. Im Falle des Canny-Kantendetektors und der hier verwendeten Testvi-
deos konnte dies sehr genau beobahtet werden.
Wie der Abbildung 2.15 zu entnehmen ist, sind die beiden Ansätze von Li und
KeawTraKulPong niht für den Einsatz unter solhen extremen Bedingungen geeig-
net. Bei dem erweiterten Gauÿshen Ansatz führte das plötzlihe Ausshalten des
Lihtes zu einer fast kompletten Konvertierung des Bildes in ein Vordergrundbereih.
Ähnlihes kann auh in Abbildung () beobahtet werden. Bei dem bayesshen An-
satz von Li wurde zwar niht das komplette Bild, jedoh shon gröÿere Bereihe des
Bildes in ein Vordergrundbereih konvertiert.
Auÿer dem Verfahren von Chaohui besitzen die restlihen drei Ansätze einen
Adaptionsmehanismus. Die Anpassung der Verfahren an geänderte Bedingungen
dauerte untershiedlih lange. Der im Rahmen dieser Arbeit entwikelte Ansatz be-
nötigte hierfür nur 13 weitere Bilder. Das Verfahren von KeawTraKulPong brauhte
deutlih länger, 201 Bilder. Die meiste Zeit benötigte allerdings das Verfahren von
Li, insgesamt 260 Bilder. Die Adaptionsphase dieses Verfahrens endete erst mit der
Bildnummer 1709.
Abbildung 2.16 zeigt die Ergebnisse der Verfahren bei dem 1648 Kamerabild.
Es ist deutlih zu sehen, dass hier die Adaptionsphase des Verfahrens von Li noh
niht abgeshlossen ist. Auh das Verfahren von KeawTraKulPong brauht zu diesem
Zeitpunkt noh zwei weitere Bilder zur vollständigen Anpassung.
Die Abbildung demonstriert sehr gut die Fähigkeit der Verfahren bewegte Ob-
jekte auh auf einem dunklen Hintergrund zu extrahieren. Während das hier vor-
gestellte Verfahren zusammen mit dem von KeawTraKulPong sehr gute Ergebnisse
liefert, kann bei den beiden anderen Vordergrundbildern die laufende Person kaum
erkannt werden. Nur unter Einbezug einiger vorherige Vordergrundbilder können im
Bild () aufgrund der Bewegung die zwei kleinen mittleren weiÿen Fleken als die
Person identiziert werden. Ist ist allerdings anzumerken, dass das Verfahren von
Li in diesem Fall es niht shat die Person als Ganzes zu extrahieren. Nur einige
Bereihe am Kopf und an den Beinen werden hier vom Hintergrund separiert.
Bei dem Ergebnis des kantenbasierten Verfahrens ist die bereits erwähnte Pro-
blematik deutlih zu erkennen. Das in der Mitte des Bildes etwas dihtere Cluster
an Punkten bildet die sih bewegende Person. Shon ein geringer Shwellenwert zur
Unterdrükung des umliegenden Raushen würde hier dazu führen, dass auh die
wihtigen Teile der Person ausselektiert werden.
Ähnlihes kann auh in Abbildung 2.17 beobahtet werden. Die Adaptionsphase
ist hier bei allen Verfahren abgeshlossen. Wieder kann die Person im Kamerabild
nur in den beiden Vordergrundbildern (b) und (d) deutlih erkannt werden. Während
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(a) Kamerabild (b) Neuer Ansatz () Bayessher Ans.
(d) Gauÿsher Ans. (e) Kantenbasierter Ans.
Abbildung 2.16: Detektion von Personen im abgedunkelten Raum, kurz nahdem
das Liht ausgeshaltet wurde: (a) das originale Kamerabild; (b)-(e) resultierende
Vordergrundbilder der entsprehenden Verfahren.
(a) Kamerabild (b) Neuer Ansatz () Bayessher Ans.
(d) Gauÿsher Ans. (e) Kantenbasierter Ans.
Abbildung 2.17: Detektion von Personen im abgedunkelten Raum nahdem die Ad-
aptionsphase bei allen Verfahren abgeshlossen wurde: (a) das originale Kamerabild;
(b)-(e) resultierende Vordergrundbilder der entsprehenden Verfahren.
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im Bild (e) sih nur ein shwahes Cluster an Punkten abzeihnet, ist die Abbildung
() komplett shwarz. Aufgrund des mangelnden Kontrastes im Kamerabild shat
das Verfahren von Li niht die Person zu extrahieren. In den beiden vorherigen Vor-
dergrundbildern konnte lediglih jeweils ein kleiner weiÿer Flek beobahtet werden.
Abbildungen 2.18 und 2.19 zeigen die Situation nah dem erneuten Einshalten
der Lampen. Im Gegensatz zu anderen Verfahren, bleibt bei dem hier vorgestellten
(a) Kamerabild (b) Neuer Ansatz () Bayessher Ans.
(d) Gauÿsher Ans. (e) Kantenbasierter Ans.
Abbildung 2.18: Vergleih der Ergebnisse kurz nahdem das Liht wieder eingeshal-
tet wurde: (a) das originale Kamerabild; (b)-(e) resultierende Vordergrundbilder der
entsprehenden Verfahren.
Ansatz das Vordergrundbild shwarz. Erneute plötzlihe Änderung der Lihtverhält-
nisse führt hier niht wie bei den Verfahren von KeawTraKulPong und Li zu fast
kompletten Weiÿfärbung des Bildes. Auh bei der erneuten Detektion von Personen
ist der neue Ansatz den anderen überlegen. Während das Verfahren von Keaw-
TraKulPong ein immer noh sehr verraushtes Vordergrundbild liefert, erkennt das
Verfahren von Li nur drei niht zusammenhängende Fleken. Wie sih auh bei spä-
teren Experimenten zeigen wird, shwähelt das Verfahren von Li immer dann wenn
in einer Bildsequenz in den dunkleren Farbbereihen zwishen dem bewegenden Ob-
jekt und dem Hintergrund niht genug Kontrast vorhanden ist. Das kantenbasierte
Verfahren von Chaohui liefert hier und auh in den nahfolgenden Experimenten
nur ein sih leiht abzeihnendes Cluster in der Mitte des Bildes.
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(a) Kamerabild (b) Neuer Ansatz () Bayessher Ans.
(d) Gauÿsher Ans. (e) Kantenbasierter Ans.
Abbildung 2.19: Erneute Detektion von Personen in dem nun wieder beleuhteten
Raum: (a) das originale Kamerabild; (b)-(e) resultierende Vordergrundbilder der
entsprehenden Verfahren.
Stabilität der Verfahren bei sukzessiven Beleuhtungsänderungen.
Im nähsten Testszenario wurde die Performanz der Verfahren bei sih nur sukzessive
ändernden Lihtverhältnissen getestet. Die erzielten Ergebnisse des hier vorgestell-
ten Verfahrens und des bayesshen Ansatzes von Li sind bei diesem Experiment
vergleihbar. Beide konnten sehr gut mit sih langsam änderten Lihtbedingungen
umgehen. Bei beiden Verfahren änderte sih das Vordergrundbild nur wenn eine
Person in der Szene ershien. Abbildung 2.20 zeigt dazu beispielhaft die Ergebnisse
der Verfahren bei der Bildnummer 1845. Im Bild (b) und () ist die sih bewegende
Person deutlih zu erkennen. Aufgrund des pixelbasierten Modells sind die Konturen
bei dem Verfahren von Li deutlih besser ausgebildet als bei dem hier vorgestellten
Verfahren. Es ist allerdings anzumerken, dass im Bild () wegen des niht vorhande-
nen Kontrastes die Beine der Person abgeshnitten sind. Der neue Ansatz dagegen
detektiert diese genau so robust wie den Rest des Körpers.
Der erweiterte Gauÿshe Ansatz von KeawTraKulPong shwähelte am Anfang
des Videos. Wie dem Bild (d) zu entnehmen ist, ist im Vordergrundbild dieses Ver-
fahrens noh sehr viel Raushen enthalten. Die Geshwindigkeit der ansteigenden
Lihtintensität entsprah in diesem Fall niht den für die Adaption gewählten Pa-
rameterwerten. Diese wurden allerdings bewusst während der hier durhgeführten
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(a) Kamerabild (b) Neuer Ansatz () Bayessher Ans.
(d) Gauÿsher Ans. (e) Kantenbasierter Ans.
Abbildung 2.20: Vergleih der Detektionsergebnisse bei sukzessiven Lihtänderun-
gen: (a) das originale Kamerabild; (b)-(e) resultierende Vordergrundbilder der ent-
sprehenden Verfahren.
Experimentenreihe niht geändert. Zusätzlih ist anzumerken, dass die sih im Raum
bendende Person von dem Verfahren niht erfasst wird. Aufgrund des Lihtanfalls
ist die Person im Bild fast ausshlieÿlih durh dunklere Farbpigmente dargestellt.
Die Intensität dieser Farbwerte stimmt in diesem Fall mit den Werten, die in den
vorherigen Bildern als Hintergrundmodell gespeihert wurden. Wie bereits erwähnt
fängt das Video mit einem shwarzen Bild an. Eine andere Wahl der Adaptionspara-
meter würde dieses Problem siherlih beheben. Doh demonstriert diese Situation
deutlih die Sensitivität des Verfahrens gegenüber der rihtigen Kalibrierung der
Parameter.
Beim kantenbasierten Ansatz kann aufgrund des starken Kontrastes zwishen
der Person und dem Hintergrund so etwas wie eine Kontur in dem Vordergrundbild
erkannt werden. Allerdings hat man auh hier das bereits erwähnte Problem des
umliegenden Raushens.
Robustheit der Verfahren bei einem dynamishen Hintergrund der Szene.
Die folgende Abbildung 2.21 zeigt einen Teil der Ergebnisse des nähsten Experi-
mentes. Hier wurde untersuht wie gut die Verfahren mit einem dynamishen Hin-
tergrund umgehen können. Die dazu verwendete Sequenz besteht gröÿtenteils aus
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(a) Kamerabild (b) Neuer Ansatz () Bayessher Ans.
(d) Gauÿsher Ans. (e) Kantenbasierter Ans.
Abbildung 2.21: Performanz der Verfahren bei einem dynamishen Hintergrund der
Szene: (a) das originale Kamerabild; (b)-(e) resultierende Vordergrundbilder der
entsprehenden Verfahren.
einem in der Mitte des Bildes shwankenden Baums. Die Abbildung 2.21 zeigt den
Moment als eine Person im Bild ersheint. Bis zu diesem Zeitpunkt hatten alle
Verfahren die gleihe Informationsmenge zur Adaption derer Parameter.
Das erweiterte Gauÿshe Verfahren von KeawTraKulPong erreihte shon nah
wenigen Bildern seinen stabilen Zustand. In jedem Bild wurde ungefähr immer der
gleihe Raushanteil beobahtet wie er im Bild (d) zu sehen ist. Eine Verbesserung
konnte bei dieser Sequenz auh mit untershiedlihen Parameterwerten niht erzielt
werden. Das Verfahren von Li zeigte hier einen vergleihbaren Adaptionsverlauf.
Zwar konnte zwishenzeitlih, abhängig von dem Ausmaÿ der Baumshwingung ei-
ne Reduzierung des Raushanteils beobahtet werden, doh hielt diese niht lange
an. Ähnlihes gilt auh für das im Rahmen dieser Arbeit vorgestellte Verfahren. Al-
lerdings konnte hier im Untershied zum Verfahren von Li, zeitweise eine komplette
Raushunterdrükung erzielt werden. Auh in der als Referenz herangezogenen Ab-
bildung 2.21 ist deutlih zu sehen, dass der Raushanteil im Bild (b) geringer ist als
bei den anderen Verfahren.
Um die Dynamik des Modells bei dem hier vorgestellten Verfahren zu demons-
trieren, wurden die Modellgröÿen einiger bei dieser Sequenz zufällig ausgewählter
Bildbereihe protokolliert. Abbildung 2.22 zeigt die Gröÿenänderungen der Model-
le dreier solher Bereihe. Abhängig von der Shwingung des Baumes steigt und
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Abbildung 2.22: Graphishe Darstellung der Gröÿenänderung der Hintergrundmo-
delle einiger ausgewählter Bereihe. 'Position n × m' bezeihnet die Position des
entsprehenden Bereihes im Bild. Alle ausgewählten Bereihe repräsentieren den
dynamishen Teil des Hintergrunds.
sinkt die Anzahl der im Modell verwendeten Vektoren. Dies zeigt deutlih die be-
reits erwähnte Adaptivität des Verfahrens gegenüber sih ändernden Eigenshaften
der abgebildeten Szene. Bei Aufnahmen einer statishen Szene besteht ein Modell
aus durhshnittlih etwa 1.3 Vektoren. Diese Zahl hängt allerdings entsheidend
von den Eigenshaften der verwendeten Kamera ab. Produziert diese eine shleh-
te Bildqualität, so werden bei gleiher Szene mehr Vektoren zur Modellierung des
Hintergrunds benötigt als bei einer besseren Kamera der Fall wäre.
Aufgrund der adaptiven Anpassung des Modells ist auh die erforderlihe Re-
henkapazität bei diesem Verfahren nur shwer feststellbar. Diese hängt entsheidend
von der jeweiligen Anwendung und der verwendeten Hardware ab.
Stabilität der Verfahren beim kaum vorhandenen Kontrast zwishen den
Vordergrundobjekten und dem Hintergrund der Szene.
Für den letzten Teil der durhgeführten Experimentenreihe wurde ein Testvideo aus
der PETS Datenbank herangezogen. Abbildungen 2.23 und 2.24 zeigen einen Teil
der hierbei erzielten Ergebnisse. Anders als der bayesshe Ansatz von Li, brauhte
das hier vorgestellte Verfahren eine anfänglihe Adaptionsphase von insgesamt 19
Bildern. Nahdem allerdings alle Modelle für alle Bereihe aktualisiert wurden, wur-
de während der gesamten restlihen Sequenz kein Raushen mehr detektiert. Das
Verfahren von Li war dagegen bei dieser Sequenz sofort einsetzbar.
Wie der Abbildung 2.23 zu entnehmen ist, sind die Konturen der drei Perso-
nen im unteren Bereih des Bildes bei dem Ansatz von Li akkurater ausgebildet
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(a) Kamerabild (b) Neuer Ansatz () Bayessher Ans.
(d) Gauÿsher Ans. (e) Kantenbasierter Ans.
Abbildung 2.23: Performanz der Verfahren beim kaum vorhandenen Kontrast zwi-
shen den Personen und dem Hintergrund der Szene im oberen Bereih des Bildes:
(a) das originale Kamerabild; (b)-(e) resultierende Vordergrundbilder der entspre-
henden Verfahren.
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(a) Kamerabild (b) Neuer Ansatz () Bayessher Ans.
(d) Gauÿsher Ans. (e) Kantenbasierter Ans.
Abbildung 2.24: Performanz der Verfahren bei der Selektion von Personenshatten:
(a) das originale Kamerabild; (b)-(e) resultierende Vordergrundbilder der entspre-
henden Verfahren.
als bei den restlihen drei. Ein sehr shwerwiegender Nahteil dieses Verfahrens ist
allerdings sein Versagen die Person im oberen Bereih des Bildes zu detektieren.
Während bei dem hier vorgestellten Verfahren im Bild (b) die Person deutlih zu
erkennen ist, ndet man im Bild () dagegen nur einen kleinen weiÿen Flek. Dieser
könnte shon fast als Raushen angesehen werden.
Das erweiterte Gauÿshe Verfahren von KeawTraKulPong liefert in beiden Ab-
bildungen mangelnde Resultate. Das Konstrukt der Shattendetektion versagte hier
während der gesamten Sequenz. Besonders shlehtes Ergebnis ist in Abbildung 2.24
(d) zu sehen. Fast das gesamte Bild ist hier weiÿ gefärbt. Es ist allerdings auh an-
zumerken, dass es sih hierbei um eine relativ shwierige Szene handelt. Auh das
sonst, gegen Shatten sehr robuste Verfahren von Li shat es bei dieser Aufnah-
me niht den Shatten der rehten Person im Bild auszuselektieren. Aufgrund des
starken Kontrastes zwishen dem Hintergrund und dem Shatten wird die dabei
erzeugte Kante auh von dem hier vorgestellten Verfahren als zum Vordergrund
gehörend markiert.
Das kantenbasierte Verfahren von Chaohui versagt bei dieser Sequenz vollkom-
men. Wie den beiden Abbildungen zu entnehmen ist, können die Personen aufgrund
des umliegenden Raushens in keinem der beiden Bilder als solhe erkannt werden.
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Ähnlihe Ergebnisse wurden auh während der gesamten Sequenz beobahtet.
2.4.4 Laufzeit des Verfahrens
Die Laufzeit dieses Verfahrens hängt entsheidend von der konkreten Implementie-
rung und der zugrunde liegenden Hardware ab. Im Rahmen des am Lehrstuhl 'Intel-
ligente Systeme' durhgeführten Praxisprojektes wurde die anfänglihe Implemen-
tierung dieses Verfahrens an die vorhandene Hardware so optimiert, dass folgende
Laufzeiten erreiht werden konnten. Tabelle 2.1 fasst diese Ergebnisse zusammen.
Bildformat
Multi-
Intel Core * AMD Phenom **
threading
Grauwert (1 Kanal) nein 2219ms (454 fps) 6125ms (164 fps)
Grauwert (1 Kanal) ja 1078ms (1000 fps) 2500ms (400 fps)
Farbe (3 Kanäle) nein 7921ms (126 fps) 20406ms (50 fps)
Farbe (3 Kanäle) ja 5328ms (188 fps) 9500ms (105 fps)
Intel Core * Intel Core 2 Quad-Core CPU Q9400 2.66GHz, RAM 3GB
AMD Phenom ** AMD Phenom 9600 Quad Core CPU 2.3GHz, RAM 2GB
Tabelle 2.1: Laufzeit Performanz des hier entwikelten Vordergrund-Hintergrund
Separationsverfahrens in Abhängigkeit von der verwendeten Hardware. Als Evalu-
ierungsgrundlage wurde eine Sequenz mit 1000 Bildern mit 640 × 480 - Auösung
verwendet.
Als Evaluierungsgrundlage wurde hierbei eine Sequenz mit 1000 Bildern heran-
gezogen. Die Auösung der einzelnen Bilder betrug dabei 640× 480 Pixel.
Die folgenden Punkte fassen kurz die Eigenshaften der dabei verwendeten Im-
plementierung zusammen:
• Die grobe Struktur des Algorithmuses wurde in C++ implementiert.
• Berehnungsshritte wie diskrete Kosinustransformation oder Berehnung der
Kosinusfunktionen wurden in x86 inline assembler implementiert. Dabei wur-
den SSE2 (Streaming SIMD Extensions 2) und SSSE3 (Super Streaming SIMD
Extension 3) Erweiterungen der x86-Arhitektur verwendet.
• Die Koezienten der diskreten Kosinustransformation wurden im Speiher in
Form von 16-Byte Datenelementen gespeihert. Mittels des SSE2 und SSSE3
konnte damit eine byteweise Adressierung des Speihers erfolgen und auf die
16-Bytes in einen Takt zugegrien werden.
• Für Multithreading wurde die WINAPI genutzt.
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• Die Implementierung einzelner Strukturen und Methoden erfolgte auh unter
Zuhilfenahme der OpenCV Bibliothek.
Aufgrund des Zugris auf die SSE2 und SSSE3 Erweiterungen läuft diese Imple-
mentierung nur auf Intel Prozessoren. Die hierbei erzielte real-time Performanz des
Verfahrens lässt sih allerdings auh auf anderen Prozessoren mit einer entsprehen-
den Implementierung erreihen.
2.5 Diskussion und Zusammenfassung
Das im Rahmen dieser Arbeit entwikelte Verfahren erzielte bei allen hier durh-
geführten Experimenten bessere oder vergleihbare Ergebnisse. Im Video der Park-
platzüberwahung wurde die Adaptivität des hier vorgestellten Verfahrens gegen-
über Änderungen im Hintergrund der Szene gezeigt. So wurde zum einen ein vom
Stellplatz wegfahrendes Fahrzeug vom Verfahren als bewegendes Objekt detektiert,
zum anderen wurde zeitgleih der nun sihtbare Asphalt robust in das Hintergrund-
modell eingebaut. Ergebnisse dieses Experiments haben gezeigt, dass für den erfolg-
reihen Einsatz dieses Verfahrens eine vorherige oine stattndende Trainingsphase
niht notwendig ist. Das Verfahren ist in der Lage das Hintergrundmodell der ab-
gebildeten Szene online zu erstellen. Die zum Training verwendeten Aufnahmen
können auh bewegende Objekte enthalten.
In dem Testszenario mit plötzlih ändernden Lihtverhältnissen war das hier vor-
gestellte Verfahren gegenüber den anderen dreien weit überlegen. Beim Ausshalten
der Lampen in dem abgebildeten Aufenthaltsraum wurde zwar bei dem neuen An-
satz ebenfalls Raushen detektiert, allerdings war der Umfang dieses Raushens im
Vergleih zu den Ergebnissen der anderen Verfahren deutlih geringer. Während bei
den Verfahren von Li und KeawTraKulPong fast das komplette Bild in den Vorder-
grundbereih konvertiert wurde, waren es bei dem hier vorgestellten Verfahren nur
einige über das Bild verteilte Punkte.
Bei der anshlieÿenden Detektion von Personen im abgedunkelten Raum über-
ragte das hier neu vorgestellte Verfahren ebenfalls. Alle Personen wurden robust
während der gesamten Sequenz detektiert. Im Gegenteil dazu wurde bei dem Ver-
fahren von Li wegen des fehlenden Kontrastes nur einige wenige Bereihe der Person
detektiert oder diese gar gänzlih falsh klassiziert. Das erweiterte Gauÿshe Ver-
fahren von KeawTraKulPong detektierte zwar die Person, allerdings wurde während
der gesamten Sequenz ein gewisser Raushanteil beobahtet. Auÿerdem reagierte das
Verfahren sehr sensitiv auf die von Personen geworfene Shatten.
Beim Wiedereinshalten der Lampen wurden bei dem hier neu vorgestellten Ver-
fahren keine Änderungen in dem korrespondierenden Vordergrundbild erfasst. An-
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ders war die Situation bei den Verfahren von Li und KeawTraKulPong. Hier wurden
wieder groÿe Bereihe des Vordergrundbildes weiÿ gefärbt. An diesem Punkt kommt
die Überlegenheit dieses Verfahren gegenüber den anderen besonders deutlih hervor.
Die Stabilität dieses Verfahrens gegenüber plötzlihen Lihtänderungen ist darauf
zurükzuführen, dass der Shwerpunkt hierbei in der Detektion der Änderungen in
den Grauwertstrukturen der Bilder liegt. Anders als bei den Verfahren von Li und
KeawTraKulPong wird hier niht auf Farbuntershiede geahtet. Das kantenbasierte
Verfahren von Chaohui zeigte sih ebenfalls sehr robust gegenüber Lihtänderungen.
Das Ein- und Ausshalten der Lampen hatte keine Auswirkungen auf die Menge des
permanent vorhandenen Raushens in dem korrespondierenden Vordergrundbild.
Bei dem Experiment der sih langsam ändernden Lihtverhältnisse waren die
Ergebnisse des hier vorgestellten Verfahrens mit denen von Li vergleihbar. Beide
Verfahren zeigten sih sehr stabil gegenüber sih ändernden Bedingungen. Bei der
anshlieÿenden Detektion der Person shwähelte allerdings das Verfahren von Li
wieder wegen des mangelnden Kontrastes bei der Erfassung der Beine. Im Gegen-
satz dazu konnte von dem hier vorgestellten Verfahren die Person komplett erfasst
werden. Es ist jedoh anzumerken, dass bezüglih der extrahierten Konturen der
detektierten Person des Verfahren von Li den anderen deutlih überlegen ist. Das
Verfahren von KeawTraKulPong versagte bei dieser Sequenz vollkommen. Die sih
bewegende Person wurde aufgrund des überladenen Hintergrundmodells niht de-
tektiert. Das Verfahren shate auh niht sih rehtzeitig an die sih ändernden
Bedingungen anzupassen. Während des gröÿeren Teils der Sequenz wurde ein per-
manentes Raushen in dem Vordergrundbild beobahtet. Ähnlih wie bei den ande-
ren Experimenten hatte das kantenbasierte Verfahren von Chaohui auh hier sein
harakteristishes Raushen in dem Vordergrundbild.
Bei der Modellierung des dynamishen Hintergrunds war das hier vorgestellte
Verfahren den anderen ebenfalls überlegen. Zwar hat man auh hier abhängig von
der Stärke der Baumshwingung hin und wieder mal Raushen erfasst, doh konn-
te dieses im Gegenteil zu anderen Verfahren zwishenzeitlih komplett eliminiert
werden. Der bei diesem Ansatz modulare Aufbau des Modells bringt wegen seiner
dynamishen Anpassung an die Gegebenheiten der Szene weitere Vorteile mit sih.
Zusätzlih wurden die Ergebnisse der vier Verfahren auf den Testsequenzen der
PETS Datenbank evaluiert. Dabei wurde festgestellt, dass das hier vorgestellte Ver-
fahren viel robuster und sauberer die bewegenden Personen im Video detektiert.
Während das Verfahren von Li einige Personen bei der Detektion auslässt, hat das
Verfahren von KeawTraKulPong immense Probleme mit den von Personen gewor-
fenen Shatten. Abhängig von den Aktivitäten in der Szene war zeitweise fast das
gesamte Vordergrundbild weiÿ gefärbt.
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Zusammenfassend lässt sih sagen, dass das im Rahmen dieser Arbeit entwikel-
tes Verfahren bei der Detektion von Objekten in fast allen hier getesteten extremen
Situationen den anderen Verfahren überlegen war. Es ist sehr robust gegenüber
plötzlihen, sowie auh sukzessiven Änderungen in der Szenenbeleuhtung. Es ist
adaptiv und passt sih an die Gegebenheiten der Szene an. Es kann sehr gut mit
einem dynamishen Hintergrund umgehen. Leihtes Flikern eines Monitors oder
periodishe Bewegungen einer shwankenden Panze bereiten hier keine Probleme.
Der einzige bei diesem Verfahren beobahtete Nahteil ist seine niht akkurate
Extraktion der Objektumrandungen. Eine geshikte Kombination der Ergebnis-
se dieses Verfahrens mit denen des Verfahrens von Li, würde allerdings auh dieses
Problem zum groÿen Teil beheben. In den durhgeführten Experimenten wurde fest-
gestellt, dass das im Rahmen dieser Arbeit entwikelte Verfahren sehr stabil Bereihe
erfasst in denen relevante Änderungen stattgefunden haben. Bei einer Überlappung
dieser Bereihe mit den Ergebnissen des Verfahrens von Li, könnte man auf dessen
Ergebnisse zurükgreifen und somit zumindestens in einigen Bereihen des Bildes
eine akkurate Objektkontur erzielen.
Das hier vorgestellte Verfahren wurde im Jahr 2009 auf der sehsten 'IEEE Inter-
national Conferene on Advaned Video and Signal Based Surveillane' zum ersten
mal vorgestellt. Weitere Details der Veröentlihung können in [SP09b℄ entnommen
werden.
Das folgende Kapitel beshreibt wie dieses Verfahren im Rahmen der Objekt-
verfolgung erfolgreih eingesetzt werden kann.
Kapitel 3
Robuste Objektverfolgung in der
Bildsequenz
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Verfolgung von Objekten und damit auh die Kenntnis über die Objekttrajek-
torien in einer Bildsequenz bilden in vielen Anwendungen eine wihtige Informa-
tionsquelle. Bezugnehmend auf das in der Einleitung vorgestellte Szenario ist die
Kenntnis über die vom Roboter aktuell eingeshlagene Fahrtrihtung unentbehrlih
für die zeitnahe Korrektur seiner Bewegungskurve. Andere Bereihe, in denen ei-
ne robuste Objektverfolgung von entsheidender Bedeutung ist, sind beispielsweise
Verkehrsüberwahung oder Mensh-Mashine Interaktion.
Das vorliegende Kapitel stellt ein im Rahmen dieser Arbeit entwikeltes Verfah-
ren dar, welhes im Bereih modellbasierter Objektverfolgung anzusiedeln wäre. Der
entsheidende Vorteil dieses Verfahrens gegenüber den bereits etablierten Ansätzen
ist dessen Online-Einsetzbarkeit. Eine für diese Klasse der Verfahren übliherweise
benötigte Trainingsphase ndet hier im Online-Betrieb statt.
Das Kapitel beginnt mit einer Einführung in die Problemstellung. Gleihzeitig
werden hier auh bereits bestehende Ansätze vorgestellt und Vor- und Nahteile
dieser kurz erläutert. Anshlieÿend wird ein Verfahren zur bewegungsbasierten Ob-
jekterkennung vorgestellt. Dieses dient der anfänglihen Positionsbestimmung des
Objektes im Bild und bildet damit einen grundlegenden Baustein für die Online-
Bildung des Objektmodells. Das Verfahren zur Generierung des Modells wird im
darauf folgenden Abshnitt präsentiert. Das Kapitel shlieÿt mit einer Evaluierung
dieses Ansatzes ab.
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3.1 Stand der Tehnik im Bereih der Objektverfolgung
Im Untershied zur Objektdetektion, beinhaltet Objektverfolgung noh zusätzlih
die Aufgabe einer wahrheitsgetreuen Zuordnung von denselben Objekten in zwei
aufeinander folgenden Bildern einer Kameraaufnahme. Im Falle einer erfolgreihen
Zuordnung können die Trajektorien der entsprehenden Objekte berehnet und zur
weiteren Verarbeitung an nahfolgende Applikationsmodule gereiht werden.
Ähnlih wie die Objektdetektion bildet auh eine robuste Objektverfolgung in
vielen Anwendungen einen fundamentalen Baustein. Im Falle einer automatishen
Auswertung der Videoinformation ist die Kenntnis über die Bewegungskurven der
interessierenden Objekte oft unentbehrlih. Bei den Kameraaufnahmen zur Ver-
kehrsüberwahung können damit beispielsweise von der Norm abweihende Situa-
tionen extrahiert werden, ohne dass eine menshlihe Intervention erforderlih wäre.
Auh bei der Überwahung von öentlihen Parkplätzen kann ausgehend von den be-
rehneten Trajektorien der sih bewegenden Personen auf deren eventuell kriminelle
Absiht geshlossen werden. So wurde oft beobahtet, dass Menshen, die vorhaben
ein fremdes Auto zu entwenden, sih vorher noh mehreren anderen Fahrzeugen nä-
hern und diese dann wieder verlassen. Eine rihtige Auswertung der Trajektorien
könnte hier einer Prävention krimineller Handlungen dienen.
Im Bereih der Mensh-Mashine Interaktion funktioniert die Kommunikation
oft über die entsprehenden Handbewegungen der Personen. Die Deutung einer
Handbewegung setzt allerdings auh hier voraus, dass die Hand als solhe von Bild
zu Bild verfolgt werden kann. Die Genauigkeit der berehneten Trajektorien ist hier
oft der Shlüssel zu einer barrierefreien Informationsvermittlung.
Auh im Rahmen der siheren Roboternavigation ist eine robuste Verfolgung des
Roboters im Kamerabild essentiell. Zur Steuerung des Roboters zu einem vorher
spezizierten Zielpunkt muss dessen Position zu jedem Zeitpunkt der Bildaufnahme
bekannt sein. Dies ist notwendig um eventuelle Abweihungen vom Kurs rehtzeitig
korrigieren zu können.
Im Folgenden werden zunähst kurz die bei der Entwiklung der Verfahren auf-
tretende Probleme diskutiert und anshlieÿend einige bereits existierende Ansätze
vorgestellt. Gleihzeitig werden dabei die Nahteile dieser Verfahren herausgearbei-
tet und darauf basierend der im Rahmen dieser Arbeit entwikelte Ansatz motiviert.
Auftretende Probleme
Aufgrund einer hohen Nahfrage nah stabilen und siheren Algorithmen zur ro-
busten Objektverfolgung in einer Videosequenz existiert bereits eine breite Palette
von untershiedlihen Ansätzen und Methoden zur Bewerkstelligung dieser Aufga-
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be. Die dabei zu nehmenden Hürden lassen sih in den folgenden Punkten kurz
zusammenfassen.
• Aufgrund der Beleuhtungsänderungen können sih die Farben und die Shat-
tierungen eines Objektes im Bild sehr stark ändern.
• Abhängig von der verwendeten Kamera kann das dabei resultierenden Rau-
shen im Bild eine Objekt Verfolgung sehr ershweren.
• Ein Objekt kann teilweise oder auh komplett durh andere Objekte im Bild
verdekt werden.
• Aufgrund der komplizierten Objektstruktur, ist eine Konstruktion des entspre-
henden Objektmodells oft nur bedingt möglih.
• Aufgrund der perspektivishen Abbildung auf das Kamerabild kommt es zum
Informationsverlust.
Grundlegende Vorgehensweise
Die meisten Ansätze zur Objektverfolgung sind auf einige wenige Anwendungsbe-
reihe spezialisiert. Bei der groben Betrahtung dieser kristallisiert sih allerdings
eine allgemein gültige Vorgehensweise.
Abhängig von dem Einsatzgebiet und der zu verfolgende Objekte wird zunähst
ein brauhbares Objektmodell erstellt. Dabei werden oft Annahmen über die An-
zahl, Gröÿe, Aussehen und die Form der entsprehenden Objekte getroen. Modelle
bezüglih der Objektbewegung sind ebenfalls weit verbreitet. So gehen zum Bei-
spiel viele Ansätze davon aus, dass die zu verfolgende Objekte eine gleihmäÿige
Bewegung, ohne abrupte Rihtungsänderungen durhführen.
Im nähsten Shritt ndet eine Objektdetektion statt. Dazu können auh, wie
bereits im letzten Kapitel besprohen, Vordergrund-Hintergrund Separationsverfah-
ren zum Einsatz kommen. Ein andere Möglihkeit ist ein modellspezisher Abgleih
(eng: mathing) zwishen der aktuellen Bildinformation und dem vorhandenen Ob-
jekt Modell.
Die eigentlihe Objektverfolgung ndet dann durh ein Vergleih der relevanten
Bildinformationen in den zwei aufeinander folgenden Bildern statt. Dabei können
die beiden Aufgaben der Objektdetektion und der Korrespondenzbestimmung der in
den beiden Bildern detektierten Objekte entweder getrennt oder zusammenwirkend
ablaufen. Im Falle einer Punktrepräsentation ist der SIFT-Traker (Sale Invari-
ant Feature Transform, [Low04℄) ein bekanntes Beispiel für die erste Möglihkeit.
Hier werden zunähst in den beiden Bildern markante Merkmale extrahiert und
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Eigenshaften dieser in einem so genannten `Feature`-Vektor gespeihert. Die Zu-
ordnung zweier Merkmale zueinander erfolgt dann im nähsten Shritt mittels eines
Vergleihs der jeweiligen `Feature`-Vektoren. Besteht ein Objektmodell aus einer
Kombination solher Merkmale, so kann auf diese Weise die Trajektorie des entspre-
henden Objektes berehnet werden.
Im Falle der zusammenwirkenden Detektion und Korrespondenzbestimmung wird
die Objektposition iterativ basierend auf der im vorigen Bild gesammelten Informa-
tion berehnet. Dabei werden nah der anfänglihen Detektion des Objektes einige
diese Region beshreibende Merkmale ausgewählt.
Existierende Ansätze zur Objektverfolgung
Yilmaz et al. [YJS06℄ gibt einen guten Überblik über die sih bereits etablierten
Methoden und einige neue Ansätze. Als Beispiel für eine zusammenwirkende De-
tektion und Korrespondenzbestimmung sei hier die Arbeit von Birheld [Bir98℄ er-
wähnt. Weil die Farbhistogramme sehr instabil gegenüber Beleuhtungsänderungen
sind, verwendet er ein Gradientenhistogramm. Die Zuordnung des entsprehenden
Bereihes im nahfolgenden Bild erfolgt mittels einer Ähnlihkeitsfunktion. Viele
Verfahren verfolgen dabei eine ausgeklügelte Strategie zur Einshränkung des Suh-
bereihes. So verwenden Comaniiu und Meer eine so genannte `mean-shift` Stra-
tegie. Eine detaillierte Beshreibung dieses Vorgehens ndet sih in ihrer Arbeit
[CRM03℄. Andere Verfahren mahen sih die Methode des Optishen Flusses zu
Nutze. Der Kanade-Luas-Tomasi (KLT) Traker [ST94℄ verwendet eine dem Opti-
shen Fluss ähnlihe Berehnungsvorshrift zur Shätzung der Merkmalsposition im
nahfolgenden Bild.
Die Vorteile dieser Verfahren liegen in der online Berehnung der das Objekt
beshreibenden Merkmale. Farb- oder Gradientenhistogramme, Silhouette und Ob-
jektkonturen werden nah der ersten Objektdetektion in jedem weiteren Bild neu
berehnet. Die Verfolgung basiert damit auf der zuletzt erworbenen Beshreibung
des Objektes. Dies setzt allerdings voraus, dass das Ersheinungsbild des Objektes
sih von Bild zu Bild kaum ändert. Unabhängig von den äuÿeren Einüssen wie
Beleuhtung der Szene oder der Kameraperspektive ist eine gleihmäÿige Objektbe-
wegung hierzu eine wihtige Voraussetzung. Sollte sih die Rihtung des Objektes
abrupt ändern, so wird übliherweise dessen Ersheinung im Bild sih ebenfalls sehr
verändern. Die im vorherigen Bild akquirierte Information wird unbrauhbar und
das Verfahren verliert das Objekt.
Eine andere Klasse von Methoden versuht dem entgegen zu wirken, indem das
das Objekt beshreibende Modell mehrere untershiedlihe Ansihten von diesem
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beinhaltet. Ein solhes Modell maht das Verfahren zur Objektverfolgung unabhän-
gig von der Objektbewegung. Auh beim abrupten Rihtungswehsel und shnellen
Änderungen der Objektansiht kann dieses übliherweise auh weiterhin robust ver-
folgt werden. Entsheidend hier ist der Aufbau des Modells. Die Anzahl der unter-
shiedlihen Objektansihten und die Art und Weise wie diese gespeihert sind, hat
einen starken Einuss auf die Performanz des jeweiligen Verfahrens. Sehr wihtig
ist hier auh eine robuste Zuordnung der aktuellen Bildinformation zu den in der
Datenbank gespeiherten Ansihten.
Die meisten aktuell vorhandene Verfahren dieser Klasse konstruieren solhe `mul-
tiview appearane`-Modelle während einer oine stattndende Trainingsphase. Im
Jahr 2001, shlug Avidan die Verwendung von Support Vektor Mashinen (SVM)
zur Klassizierung der Bildinformation in solhe, die das Objekt beinhaltet, und
solhe die den Hintergrund der Szene darstellen. Zur Anpassung der entsprehenden
Parameter verwendete er für die jeweilige Anwendung angepassten Trainingsdaten.
Die positiven Beispiele dieser Datenmenge beinhalteten mehrere untershiedlihe
Ansihten des interessierenden Objektes. Die Ergebnisse und weitere Details dieser
Methode können seiner Arbeit [Avi04℄ entnommen werden.
Einen anderen Ansatz verfolgten Blak und Jepson. Sie benutzten einen Eigenvektor-
Unterraum zur Modellierung der untershiedlihen Objektansihten. Zur Konstruk-
tion dieses Unterraums verwendeten sie die Prinipal-Component-Analysis (PCA).
Die Evaluierung der Performanz dieses Ansatzes ndet sih ebenfalls in ihrer Arbeit
[BJ96℄.
Motivation und Grundidee des neuen Ansatzes
Obwohl die meisten Ansätze der modellbasierten Objektverfolgung stabile Ergeb-
nisse liefert, ist die bereits erwähnte notwendige Trainingsphase oft ein niht zu
untershätzendes Problem. In vielen Anwendungen können die dazu erforderlihen
Trainingsdaten niht zur Verfügung gestellt werden. Sei es aus Kostengründen oder
weil von vornherein niht klar ist welhe Objekte verfolgt werden müssen. Falls al-
lerdings so ein Modell erzeugt werden kann, so ist dieses niht selten überladen. Oft
enthält es Ansihten, die bei der anshlieÿenden Anwendung aufgrund der gewählten
Kameraperspektive niht verwendet werden.
Wünshenswert wäre daher ein Verfahren, welhes zum einen ein solhes `multi-
view appearane` Modell online erstellt und zum anderen auh automatish feststellt
von welhen Objekten dieses generiert werden soll. Was zunähst utopish klingen
mag, wird von uns Menshen tagtäglih bewerkstelligt. Bei einer Verabredung mit
einer unbekannten Person auf einem belebten Platz, wird diese als erstes von uns
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anhand vorher denierter Merkmale erkannt. Im Laufe der darauf folgenden Inter-
aktion erstellen wir, oft unbewusst, eine Liste personenspezisher Merkmale, die
wir dann später für die Wiedererkennung dieser Person heranziehen. Dabei beziehen
sih, die für die anfänglihe Erkennung verwendete Merkmale selten auf das Äuÿere
der unbekannten Person. Optishe Charakteristika wie Geshleht, Gröÿe oder Farbe
der Kleidung würden auf einem oenen und sehr belebten Platz mit hoher Wahr-
sheinlihkeit auf mehrere Personen gleihzeitig zutreen. Viel spezisher können
dagegen Tätigkeiten formuliert werden, die die gesuhte Person während der Erken-
nungsphase durhführen soll. Winken mit der Hand oder möglihst hoh auf einer
Stelle hüpfen sind nur einige Beispiele, die sih hervorragend dafür eignen würden.
Im Rahmen dieser Arbeit wurde eben dieses Prinzip für die anfänglihe Objek-
terkennung im Kamerabild und die darauf folgende Erstellung des entsprehenden
Objektmodells adaptiert. Der nähste Abshnitt beshreibt wie ein Objekt anhand
seiner periodishen Bewegung im Bild von anderen bewegenden Objekten ausse-
lektiert werden kann. Die so gewonnene erste Ansiht des Objektes bildet dann
den Startpunkt zur Generierung eines `multiview appearane` Modells. Das dazu
entwikelte Verfahren wird in diesem Kapitel in einem der nähsten Abshnitte be-
shrieben.
3.2 Bewegungsbasierte Objekterkennung im Bild
Bewegungsbasierte Erkennung von Objekten bildet eine gleihwertige Alternative
zu der Objekterkennung mittels optisher Merkmale. In vielen Situationen ist dies
sogar die einzige Möglihkeit robust relevante Objekte zu identizieren. Ein modell-
basiertes Verfahren würde bei der Erkennung eines Objektes versagen, wenn dessen
spezishe äuÿere Merkmale aufgrund fremder Einüsse zwishenzeitlih verändert
worden wären. So können beispielsweise die markanten Merkmale einer Mashine
auf einer Baustelle aufgrund shlehter Wetterbedingungen durh Drek bedekt
worden sein. Die Erkennung würde auh versagen, wenn infolge eines Unfalls ein
wihtiges Glied der Mashine plötzlih fehlt würde.
Ein weiteres interessantes Szenario ist das eines Postboten Roboters. Ein Ro-
boter, der ein Paket in einem Bürogebäude bei einer bestimmten Person abliefern
soll, kennt zwar die Bezeihnung des Aufenthaltsbereihes dieser Person, allerdings
niht den Weg dorthin. Für den erfolgreihen Abshluss des Auftrags, müsste ein
in diesem Gebäude installiertes Navigationssystem den Roboter dorthin geleiten.
Dies setzt allerdings voraus, dass das System den im Eingangsbereih bendenden
Roboter als solhen erkennt. Ein modellbasiertes Erkennungsverfahren würde hier
denitiv versagen, falls in der zuvor stattndenden Trainingsphase keine Abbildun-
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gen des entsprehenden Roboters in den Trainingsdaten vorhanden waren. Dieses
Szenario bildet nur ein Beispiel für viele Anwendungen in denen niht von vornherein
klar ist, welhe Objekte verfolgt werden müssen. Wie bereits erwähnt ist in solhen
Situation eine bewegungsbasierte Objekterkennung oft die einzige Alternative.
Im Rahmen dieser Arbeit wurde ein Verfahren zur automatishen Erkennung
von periodishen Bewegungen in einer Bildsequenz entwikelt. Die Einshränkung
auf die periodishe Bewegungen erfolgte dabei aus zwei Gründen. Erstens ist es die
Einfahheit der Bewegung. Fast alle beweglihen Objekte sind in der Lage diese
durhzuführen. Bei einem mobilen Roboter würde eine regelmäÿige Kreisbewegung
oder ein primitives Vor- und Rükwärtsfahren durhaus ausreihen. Eine Person
könnte beispielsweise eine Auf- und Abbewegung der Hand durhführen, um auf
sih aufmerksam zumahen. Den zweiten Grund bilden die sehr harakteristishen
Eigenshaften dieser Bewegung. In einem haotishen Treiben lässt sih diese Art
der Bewegung aufgrund ihres geordneten und shon fast vorhersagbaren Verlaufs
einfaher und stabiler erkennen, als dies bei anderen komplizierteren Bewegungs-
konformationen der Fall wäre.
Der Ablauf der hier entwikelten Methode lässt sih in den folgenden Punkten
grob zusammenfassen:
• Detektion aller bewegenden Objekte mittels eines Vordergrund-Hintergrund
Separationsverfahrens.
• Verfolgung dieser Objekte über einen gewissen Zeitraum mittels einer einfa-
hen Methode zur Objektverfolgung.
• Selektion einer periodishen Bewegung aus allen berehneten Trajektorien.
Die hierbei zur Anwendung kommende Methode zur Objektverfolgung ist sehr ein-
fah und ist daher niht für anspruhsvolle Anwendungen geeignet. Für die hier
benötigte Zweke ist sie allerdings durhaus ausreihend. Die folgenden Abshnitte
geben eine detaillierte Beshreibung der drei genannten Punkte.
3.2.1 Einfahe Methode zur Objektverfolgung
Zur anfänglihen Detektion der bewegenden Objekte in der Bildsequenz wurde das
im vorigen Kapitel vorgestellte Verfahren zur Vordergrund-Hintergrund Separati-
on verwendet. Dabei wurde auf das resultierende Vordergrundbild noh zusätzlih
ein Algorithmus zur Berehnung von zusammengesetzten Komponenten angewandt.
In der Literatur ndet man solhe Algorithmen unter dem Fahbegri `Conneted
Components Labeling`. Im Rahmen dieser Arbeit wurde ein Verfahren angewandt,
welhes die folgenden Shritte beinhaltet:
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1. Berehnung von Objektkonturen mittels des Freeman Ketten-Kodes [Fre74℄.
2. Berehnung von ahsenparallelen Rehteken um die extrahierten Konturen.
3. Fusion zweier Rehteke, falls der euklidishe Abstand zwishen denen kleiner
ist als der vorher festgelegt Shwellenwert minDistance.
4. Eliminierung aller Rehteke, deren Flähe kleiner ist, als der Shwellenwert
minRectArea.
Abbildung 3.1 zeigt exemplarish die damit erzielten Ergebnisse. Das rehte Bild
(a) (b)
Abbildung 3.1: Ergebnis der Detektion des bewegenden Objekts: (a) der rote Reht-
ek wurde mittels des Moduls 'Komponenten Extraktion' berehnet; (b) Vorder-
grundbild des im Kapitel 2 vorgestellten Vordergrund-Hintergrund Separationsver-
fahrens.
zeigt hier das dabei resultierende Vordergrundbild. Die extrahierten Objekte sind
durh örtlih verteilte Anhäufungen von weiÿen Rehteken zu erkennen. Das linke
Bild zeigt das dazu korrespondierende Kamerabild. Die roten Rehteke um die be-
wegenden Objekte wurden mittels des oben beshriebenen Algorithmuses berehnet.
Im Folgenden wird dieses Modul als 'Komponenten Extraktion' bezeihnet.
Die Bestimmung der Korrespondenzen zwishen den detektierten Objekten in
zwei aufeinander folgenden Bildern erfolgte unter Zuhilfenahme der bereits erwähn-
ten SIFT Merkmale. Der SIFT-Algorithmus zur Extraktion lokaler Merkmale im
Bild wurde im Jahr 1999 von David. D. Lowe [Low04℄ formuliert. Die oft zitierten
Vorteile der extrahierten Merkmale sind deren Unempndlihkeit gegenüber Koor-
dinatentransformationen wie Translation, Rotation und Skalierung. Auÿerdem sind
die Merkmale robust gegen Beleuhtungsvariationen und Bildraushen.
Jedem extrahierten Merkmal wird dabei ein Beshreibungsvektor zugeordnet
deren Komponenten vor der lokalen Nahbarshaft des Merkmals abhängen. Die
Zuordnung der korrespondierenden Merkmale in zwei aufeinander folgenden Bildern
erfolgt durh den Vergleih der jeweiligen Beshreibungsvektoren.
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Umfangreihe Studien über die Leistungsfähigkeit der SIFT-Merkmale belegen
die bereits erwähnten Vorteile. Zusammen mit den GLOH-Merkmalen (Gradient
Loation and Orientation Histogram) besetzen die SIFT-Merkmale bei der Wieder-
erkennung von Objekten im Bild die höhsten Plätze [MS05℄. Damit eignet sih der
Algorithmus sehr gut zur Bestimmung von Punktkorrespondenzen in zwei aufein-
ander folgenden Bildern der Kamera.
Um den relativ hohen Aufwand zur Berehnung dieser Merkmale einzugrenzen,
diente als Eingabe für den Algorithmus niht das komplette Kamerabild, sondern
nur die durh die roten Rehteke umrandete Bereihe. Dabei wurde die Information
über die Lage der entsprehenden Bereihe im Bild beibehalten, indem nur die niht
relevanten Bildausshnitte shwarz gefärbt wurden. Abbildung 3.2 (a) zeigt ein Bei-
spiel für solh eine bearbeitete Eingabe. Das rehte Bild der Abbildung zeigt dagegen
die Ergebnisse des darauf angewandten SIFT-Verfahrens. Die grünen Punkte kenn-
(a) (b)
Abbildung 3.2: Eingabe und Ergebnis des SIFT-Verfahrens: (a) als Eingabe dienen
ausshlieÿlih Bildausshnitte, die die bewegenden Objekte der Szene repräsentieren;
(b) die grünen Punkte kennzeihnen hier die Positionen der extrahierten SIFT-
Merkmale.
zeihnen hierbei die Positionen der auf diesem Bild berehneten SIFT-Merkmale.
Weil in den shwarzen Bereihen des Bildes keine Struktur vorhanden ist, werden
diese Bildausshnitte von dem Verfahren ignoriert. Damit wurde siher gestellt, dass
ein Groÿteil der SIFT-Merkmale auf den bewegenden Objekten extrahiert wurde.
Korrespondenzen zwishen den Rehteken werden nun auf der Basis der kor-
respondierenden SIFT-Merkmale berehnet. Rehteke aus jeweils zwei aufeinan-
der folgenden Bildern werden genau dann einander zugeordnet, wenn die SIFT-
Merkmale, die sie umshlieÿen zueinander korrespondierend sind.
Auf diese Weise werden die untershiedlihen Objekttrajektorien berehnet. Es
ist allerdings anzumerken, dass für komplexe Anwendungen dieses einfahe Verfah-
ren zur Objektverfolgung niht ausreiht. So können oft bei einer shnellen Rota-
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tionsbewegung eines Objektes keine SIFT-Korrespondenzen gefunden werden, weil
das Objekt in diesem Fall viel zu shnell sein Abbild im Kamerabild ändert.
Für die Detektion einer einfahen periodishen Bewegung ist es allerdings gut
geeignet. Ein Grund dafür ist das Nihtvorhandensein eines zeitlihen Limits. Sollte
das Verfahren bei der Verfolgung eines Objektes versagen, so kann es sofort shon
bei der nahfolgenden Detektion neu anfangen. Es wird damit vorausgesetzt, dass
das interessierende Objekt so lange die entsprehende Bewegung durhführt bis das
System genug Information gesammelt hat. Damit ist auh der Fall abgedekt, dass
sih zwishenzeitlih mehrere Objekte periodish bewegen können. In diesem Fall
verfolgt dass System so lange die Objekte bis nur eines von diesen die harakteris-
tishe Bewegung durhführt.
3.2.2 Detektion einer periodishen Bewegung
Die Detektion einer periodishen Bewegung basierte auf der Evaluierung der Trajek-
torien der in der Szene bewegenden Objekte. Dazu wurden alle Trajektorien zunähst
in eine, für den im Rahmen dieser Arbeit entwikelten Algorithmus brauhbare Form
gebraht.
Dabei wurde zunähst die Position im Kamerabild, die das entsprehende Ob-
jekt bei der anfänglihen Detektion hatte, als die Startposition für dieses Objekt
gewählt. Mit jedem nahfolgenden Bild wurde dann der euklidishe Abstand zwi-
shen der Start- und der neuen Position des Objektes berehnet. Führte das Objekt
eine periodishe Bewegung aus, so resultierte dies in der in Abbildung 3.3 nur bei-
spielhaft gezeigten Kurve. Hierbei wurden die errehneten Abstände in Abhängigkeit
von der jeweiligen Bildnummer aufgetragen. Die Nummerierung der Kamerabilder
beginnt hier mit der erstmaligen Detektion des jeweiligen Objektes. Bei diesem Ex-
periment wurde ein Roboter vor- und rükwärts bewegt. Ähnlihe Kurven ergeben
sih auh wenn das Objekt eine Kreisbewegung durhführt oder die Konturen eines
Rehteks kontinuierlih abfährt.
Die Glattheit der in Abbildung 3.3 gezeigten Kurve ist zum groÿen Teil auf das
gewählte Vorgehen bei der Positionsbestimmung der Objekte zurükzuführen. Nah
mehreren Experimenten hat sih herausgestellt, dass die Mitte des entsprehen-
den Rehteks als die aktuelle Objektposition hier die bessere Wahl ist. Alternativ
wurde die Position auh als Durhshnitt der in diesem Rehtek gefundenen SIFT-
Merkmale berehnet. Die in Abbildung 3.4 gezeigte Graphik erklärt anshaulih den
Grund warum dies keine gute Alternative war.
Auh bei einer zur Bildebene der Kamera parallelen Objektbewegung konnte
niht vorausgesetzt werden, dass bei allen Objektaufnahmen durhgehend immer


























Abbildung 3.3: Beispiel für eine, während einer periodishen Bewegung resultieren-
den Kurve. Die ursprünglihen Daten der Trajektorie wurde hierfür in ein entspre-
hendes Format transformiert.
Abbildung 3.4: Bei den Experimenten oft beobahtete Situation: Die Anzahl und
die Art, der auf einem Objekt extrahierten SIFT-Merkmale variieren von Bild zu
Bild.
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die gleihen SIFT-Merkmale extrahiert werden. Wie in der obigen Abbildung ge-
zeigt wurde bei den Experimenten oft der Fall beobahtet, dass nur ein Teil der
im aktuellen Bild extrahierten Merkmale zu den Merkmalen im vorigen Bild korre-
spondierend war. Die relativ hohe Fluktuation in der Anzahl und Position der auf
einem Objekt gefundenen SIFT-Merkmale führte dazu, dass der daraus berehnete
Durhshnitt keinesfalls der Objektmitte entsprah. Im Gegenteil, die so berehnete
Position shwankte je nah Aufnahme um den Mittelpunkt des Objektes.
Der im Rahmen dieser Arbeit entwikelte Algorithmus zur Detektion von peri-
odishen Bewegungen basiert auf den in Abbildung 3.3 gezeigten Daten und ver-
arbeitet jeden neuen Wert einer solhen Kurve online. Dabei werden zur Laufzeit
die auftretenden Maxima, Minima sowie die Periode der Shwingung erfasst und
verarbeitet. Der Algorithmus lässt sih in zwei Phasen aufteilen:
Initialisierungsphase: Während dieser Phase werden zunähst Werte der folgen-
den drei Variablen geshätzt: predited_maximum, predited_minimum und
predited_period. Diese Werte werden jeweils als Durhshnitt der bis zum
aktuellen Zeitpunkt detektierten Extrema und der sih daraus ergebenden Pe-
riodenlängen berehnet. Als ein Maximum gilt ein Wert, wenn dieser höher ist
als seine bezüglih der zeitlihen Ahse benahbarten Werte. Entsprehendes
gilt auh für ein Minimum. Die Länge der Periode wird durh den zeitlihen
Abstand der zwei aufeinander folgenden Maxima oder Minima berehnet.
Arbeitsphase: Während dieser Phase wird bestimmt, ob die während der Objekt-
bewegung resultierende Kurve einen periodishen Verlauf hat oder niht. Bei
jedem neu detektierten Maximum oder Minimum wird zuerst überprüft, ob
dieser in einem vorher denierten Intervall der Breite SE um den bis dahin be-
rehneten Wert der Variablen predited_maximum oder predited_minimum
liegt. Bei einem positiven Ergebnis wird als nähstes veriziert, in wie fern
die aktuelle Periodenlänge dem bereits vorher berehneten Wert der Variable
predited_period entspriht. Auh hier wird ein gewisser Shwellenwert SP für
die maximal zulässige Abweihung festgelegt. Erst nahdem die beiden Test
erfolgreih waren, wird eine Bewegung als periodish markiert und das entspre-
hende Objekt für die anshlieÿende Generierung eines Modells ausgewählt.
Weil sih die einzelnen Shritte des Algorithmuses kaum verständlih in einer sequen-
tiellen Reihenfolge aufshreiben lassen, wurde in diesem Fall die Form des Pseudo-
Codes gewählt. Dieses ist in Abbildung 1 gegeben.
Daraus ist ersihtlih, dass die absolute zeitlihe Trennung in die beiden oben ge-
nannten Phasen nur bedingt möglih ist. Die Werte der erwähnten Variablen werden
3.2. Bewegungsbasierte Objekterkennung im Bild 57
Algorithm 1 Algorithmus zur Bestimmung, ob eine Kurve eine periodishe Form
aufweist.
1: while neue Daten vorhanden do
2: if neues Maximum detektiert then
3: if predited_maximum wurde niht berehnet then
4: berehne predited_maximum;
5: else
6: if neues Maximum liegt nah am predited_maximum then
7: if predited_period wurde niht berehnet then
8: berehne predited_period ;
9: else
10: berehne neue Periode;
11: if neue Periode liegt nah am predited_period then
12: setze die Variable periodi_movement auf true;
13: else
14: setze die Variable periodi_movement auf false;
15: end if






22: . . . führe ähnlihe Shritte durh, wenn ein Minimum detektiert wurde
23: end while
58 Kapitel 3. Robuste Objektverfolgung in der Bildsequenz
fortwährend auh während der Arbeitsphase aktualisiert. In der im Rahmen der Ar-
beit erfolgten Implementierung wurden zur Durhshnittsbildung jeweils die letzten
drei Maxima, Minima und die zuletzt berehneten Periodenlängen herangezogen.
Die in der Beshreibung erwähnten Shwellenwerte erlauben eine bequeme Rege-
lung darüber wie genau das entsprehende Objekt die periodishe Bewegung durh-
führen soll. In dem in Abbildung 3.3 gezeigten Beispiel ist deutlih zu sehen, dass die
während der Bewegung resultierenden Maxima und Minima niht die gleihen Wer-
te haben. Je kleiner die gewählten Shwellenwerte sind, desto exakter und sauberer
sollte die periodishe Bewegung sein, um als solhe erkannt zu werden.
Im Falle einer erfolgreihen Detektion wird für das entsprehende Objekt ein
'multiview appearane' Modell generiert. Das Vorgehen dazu erfolgt im Online-
Betrieb und wird im nähsten Abshnitt ausführlih erläutert.
3.3 Online Bildung eines Objektmodells
Die Generierung eines 'multiview appearane' Modells basiert auf der Bildinforma-
tion, die mittels der einfahen Objektverfolgung gesammelt wurde. Die untershied-
lihen Objektansihten werden dabei sukzessive dem Modell hinzugefügt bis das
entsprehende Modell vollständig ist und das Objekt robust in allen erdenklihen
Positionen im Bild wiedererkannt werden kann. Mittels der so erhöhten Wiederer-
kennungsrate soll erreiht werden, dass das entsprehende Objekt viel stabiler in
der darauf folgenden Bildsequenz verfolgt werden kann. Denn, wie bereits erwähnt,
würde die oben beshriebene einfahe Methode zur Objektverfolgung shon bei einer
etwas shnelleren Objektrotation versagen. Unter Zuhilfenahme des entsprehenden
Objektmodells sollen diese Probleme umgangen werden.
Das grundlegende Vorgehen der Modellgenerierung ist in Abbildung 3.5 gra-
phish dargestellt. Nah der Detektion des gesuhten Objektes in der Bildsequenz
werden zunähst aus dem entsprehenden Bildausshnitt SIFT-Merkmale extrahiert.
Diese werden später bei der Modellgenerierung verwendet. Wie bereits im Vorfeld
erwähnt besteht hier das Modell aus untershiedlihen Ansihten des interessieren-
den Objekten. Diese Ansihten werden in der Datenbank als eine Ansammlung der
daraus extrahierten SIFT-Merkmale repräsentiert. Eine Indexierung der Ansihten
sorgt dafür, dass diese eindeutig dem entsprehenden Modell zugeordnet werden.
Wie der Abbildung 3.5 zu entnehmen ist, können bei der Modellgenerierung
untershiedlihe Fälle eintreten. Diese werden im Folgenden genauer beshrieben:
Fall 1: Dieser Fall tritt ein, wenn das Objekt zum ersten Mal in der Bildsequenz
als das interessierende Objekt detektiert wurde. Zu diesem Zeitpunkt ist in
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Abbildung 3.5: Grashe Repräsentation des prinzipiellen Vorgehens bei der online
Modell Generierung.
der Datenbank noh kein Modell gespeihert. Die neu extrahierten SIFT-
Merkmale können keiner Ansiht zugeordnet werden und es kann auh kein
korrespondierendes Objekt in dem vorigen Bild gefunden werden, weil das
Verfahren erst mit dem aktuellen Bild startet. In diesem Fall wird in der Da-
tenbank ein neues Modell angelegt, und diesem die neu extrahierten Merkmale
in Form einer neuen Objektansiht zugeordnet.
Fall 2: Es kann vorkommen, dass eine neue Objektansiht zwar mit keiner der, in
der Datenbank gespeiherten Ansihten übereinstimmt und dass aber trotz-
dem ein korrespondierendes Objekt im vorigen Bild gefunden werden konnte.
Der Grund dafür ist, dass bei der oben beshriebenen einfahen Methoden zur
Objektverfolgung die Anzahl der gefundenen SIFT-Korrespondenzen für die
erfolgreihe Objektzuordnung niht relevant ist. Führt das Objekt eine lang-
same Rotationsbewegung aus, so reiht bereits eine SIFT-Korrespondenz aus,
um die beiden Ansihten in zwei aufeinander folgenden Bildern einander zu-
zuordnen. Es sei an dieser Stelle angemerkt, dass für einen positiven Abgleih
mit der Datenbank mindestens aht SIFT-Korrespondenzen notwendig sind.
Tritt dieser Fall auf, so wird das bereits bestehende Modell in der Datenbank
um die neue Objektansiht erweitert. Dabei wird das Modell ausgewählt, zu
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welhem die Objektansiht im vorigen Bild zugeordnet wurde.
Fall 3: In diesem Fall wird ein detektiertes Objekt einem oder gleih mehreren
Modellen in der Datenbank zugeordnet. Dabei wird in der ersten Situation
zunähst überprüft, wie gut die neue Objektansiht zu den bereits gespei-
herten Ansihten des Modells passt. Wird hier nur die minimal erforderlihe
Anzahl an SIFT-Korrespondenzen gefunden, so wird die neue Ansiht dem
Modell hinzugefügt. Damit wird die Entsheidung über die Erweiterung oder
Beibehaltung des alten Modells auf der Basis des dabei erzielten Übereinstim-
mungsgrads getroen. Ist die Anzahl der gefundenen SIFT-Korrespondenzen
höher als ein bestimmter Shwellenwert, so wird davon ausgegangen, dass das
vorhandene Modell ausreihend ist. In diesem Fall wird keine neue Objektan-
siht dem Modell hinzugefügt.
Kann eine aktuelle Objektansiht zwei Modellen gleihzeitig zugeordnet wer-
den, so werden die beiden Modelle zu einem zusammen vershmolzen. Alle
Ansihten, die die beiden Modellen beinhalteten, werden nun einem Modell
zugeordnet.
Die zweite Situation im oben beshriebenen dritten Fall kann auftreten, wenn mehre-
re Modelle in der Datenbank das gleihe Objekt repräsentieren. Wie bereits erwähnt
wird ein weiteres Modell in der Datenbank angelegt, wenn die aktuelle Ansiht des
Objektes mit denen in der Datenbank niht übereinstimmt und auh kein korre-
spondierendes Objekt im vorigen Bild gefunden werden konnte. Dieser Fall kann
durh eine plötzlihe und sehr shnelle Rotationsbewegung des Objektes hervorge-
rufen werden. Nah solh einer Rotation wird übliherweise die so gewonnene neue
Objektansiht einem neuen Modell in der Datenbank zugeordnet.
Der Zeitpunkt des Zusammenführens mehrerer Modelle hängt entsheidend von
der Art der Objektbewegung ab. Werden ausshlieÿlih abrupte und immer die glei-
hen Rotationsbewegungen durhgeführt, so bestehen wenig Chanen für ein Zu-
sammenshmelzen der Modelle. In den meisten Situationen kann allerdings davon
ausgegangen werden, dass shon nah kurzer Zeit eine Objektansiht aufgenommen
wird, die jeweils einer Ansiht der entsprehenden Modellen zugeordnet werden kann.
Der dabei erzielte Übereinstimmungsgrad ist übliherweise gering. Daher wird oft
auh die aktuelle Objektansiht in das neu konstruierte Modell mit aufgenommen.
Mittels des bestehenden Objektmodells lässt sih die Verfolgung dieses Objektes
viel robuster und stabiler durhführen. Falls die oben beshriebene einfahe Me-
thode zur Objektverfolgung versagt, kann die aktuelle Bildinformation immer noh
mit der bereits bestehenden Datenbank verglihen werden. Der Umfang und der In-
formationsgehalt der Datenbank hängt allerdings entsheidend davon ab, wie lange
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das System im Einsatz ist. Aufgrund des Online-Betriebs kann davon ausgegangen
werden, dass je länger das System aktiv ist, desto umfangreiher und konsistenter
die Datenbank sein wird.
Der folgende Abshnitt beshreibt die hierbei erzielten Ergebnisse und zeigt bei-
spielhaft die mittels dieses Verfahrens generiertes Objektmodell.
3.4 Ergebnisse der Objektverfolgung
Das in diesem Kapitel vorgestellte Verfahren wurde in mehreren Experimenten auf
seine Tauglihkeit untersuht. Als Versuhsobjekt diente dabei ein ER1 Roboter
von 'Evolution Robotis'. Mittels eines manuellen Steuerungssystems lieÿ sih die-
ser komfortabel in die gewünshte Position navigieren oder eine vorher denierte
Bewegung durhführen.
Um die Ergebnisse der einzelnen Module strukturiert darstellen zu können, wur-
de dieser Abshnitt in die folgenden drei Unterabshnitte aufgeteilt: 1. Konstruktion
einer initialen Objekttrajektorie, 2. Erkennung einer periodishen Bewegung und 3.
Online Konstruktion eines Robotermodells.
3.4.1 Konstruktion einer initialen Objekttrajektorie
Zur Testzweken dieses Moduls wurde der Roboter während seiner Bewegung von
einer höher positionierten Kamera aufgenommen. Abbildung 3.6 zeigt einige Auf-
nahmen dieser Bildsequenz. Die erste Reihe zeigt Originalbilder der Kamera zu
untershiedlihen Zeitpunkten. Diese können an der entsprehenden Bild_id abge-
lesen werden. Die zweite Reihe besteht aus Bildern, die das Ergebnis des in Kapitel 2
vorgestellten Vordergrund - Hintergrund Separationsverfahrens sind. Die Konturen
des Roboters sind hier deutlih zu erkennen. Darauf basierend wurden mittels des
bereits erwähnten Algorithmuses zur Berehnung von 'Conneted Components' die
in der unteren Reihe dargestellten Ausshnitte des originalen Bildes berehnet.
Die auf diese Weise erfolgte Extraktion der bewegenden Objekte einer Szene
funktionierte sehr stabil. Im Rahmen mehrerer durhgeführter Experimente konn-
ten damit in den verwendeten Testsequenzen alle zum Vordergrund gehörende Ob-
jekte extrahiert und die rehtwinkligen Rehteke um diese berehnet werden. Die
Stabilität dieses Vorgehens geht allerdings zum groÿen Teil auf das hier verwendete
Vordergrund-Hintergrund Separationsverfahren zurük.
Die Bilder in der letzten Reihe der Abbildung dienten zugleih auh als Eingabe
für das bereits beshriebene Verfolgungsverfahren, welhes auf der Bestimmung der
SIFT-Korrespondenzen zwishen zwei aufeinander folgenden Bildern basiert. Damit
genügend SIFT-Merkmale gefunden werden konnten, wurde der vordere Teil des
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(a) bild_id 068 (b) bild_id 110 () bild_id 136
(d) bild_id 068 (e) bild_id 110 (f) bild_id 136
(g) bild_id 068 (h) bild_id 110 (i) bild_id 136
Abbildung 3.6: Einige Aufnahmen einer Bildsequenz während der Roboterbewegung:
1. Reihe: Originalaufnahmen der Kamera zu untershiedlihen Zeitpunkten; 2. Reihe:
Vordergrundbilder des im Kapitel 2 vorgestellten Separationsverfahrens; 3. Reihe:
Ergebnisse des Moduls 'Komponenten Extraktion'.
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Notebooks mit einem Zeitshriften Artikel beklebt. Besonders deutlih ist dies in
Abbildungen 3.6 (a) oder (b) zu sehen. Die Ergebnisse der durhgeführten Experi-
mente haben allerdings gezeigt, dass eine stabile Berehnung der Objekttrajektorien
mit diesem Verfahren nur unter den folgenden Bedingungen möglih ist.
• Stabiles Kamerabild und eine robuste Merkmalsextraktion.
• Keine plötzlihe und zugleih starke Änderung der Objektansiht im Kamera-
bild.
• Keine zeitweise Verdekung des bewegenden Objektes durh andere Gegen-
stände.
• Keine Kreuzung zweier vershiedener Objekttrajektorien.
Ist eines dieser Voraussetzungen niht erfüllt, so sind die berehneten Trajektorien
oft zu kurz, um darauf basierend die Periodizität der zugehörigen Bewegung festzu-
stellen. Immer wieder werden die bereits erzeugten Trajektorien unterbrohen, weil
keine korrespondierende Merkmale zwishen zwei Bildern gefunden werden. Dies
kommt immer dann vor, wenn das Objekt von anderen verdekt wird, oder wenn
es plötzlih seine Rihtung ändert. Bei einem Zusammentreen und erneutem Aus-
einanderdriften zweier Objekte können die entsprehenden Trajektorien oft niht
fortgesetzt werden, weil das Verfahren keine Information darüber, erhält welhes
Objekt welher Trajektorie nah dessen Kreuzung zugeordnet werden soll.
Eine alternative Lösung zur initialen Objektverfolgung könnte auf der Überlap-
pung der Rehteke basieren. Rehteke in zwei aufeinander folgenden Bildern wären
dann als zueinander korrespondierend zu betrahten, wenn sih der Bildbereih die-
ser überlappt. Dieser Ansatz würde allerdings nur unter der Annahme funktionieren,
dass die Aufnahmefrequenz der Kamera hoh ist und die Breite des Rehteks um
das betrahtete Objekt niht zu klein.
Denkbar wäre auh ein Ansatz, welhes sih die Histogramme der Rehteke zu
Nutze maht. Doh auh damit würde man die Probleme bei zeitweiser Verdekung
der Objekte oder Kreuzung zweier Trajektorien niht lösen. Ähnlihes gilt auh für
die meisten in [YJS06℄ beshriebenen Verfahren, die unter den gegebenen Bedingun-
gen anwendbar wären. Aus diesem Grund wurde im Rahmen dieser Arbeit der SIFT
basierte Ansatz beibehalten.
3.4.2 Erkennung einer periodishen Bewegung
Zur Testzweken des Moduls 'Erkennung einer periodishen Bewegung' wurden drei
vershiedene Bewegungsmuster ausprobiert: 1. kontinuierlihe Vor- und Rükwärts-
bewegung; 2. kreisförmige Bewegung; 3. rehtekige Bewegung. Die Shwellenwerte
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des Verfahrens wurden wie folgt initialisiert: SE = 20 und SP = 20. Mit SE = 20
wurde festgelegt, dass im Rahmen der folgenden Experimente die maximal mögli-
he Abweihung zwishen dem durhshnittlihen Maximum oder Minimum und der
neu berehneten Extremstelle die Grenze von 20 Pixeln niht übershreiten darf.
Mit SP = 20 wurde entsprehend die maximal möglihe Abweihung der neuen
Periodenlänge zu der bis zum aktuellen Zeitpunkt berehneten durhshnittlihen
Periodenlänge festgelegt.
Die hierbei erzielten Ergebnisse sind in den folgenden Unterabshnitten beshrie-
ben.
Erkennung einer kontinuierlihen Vor- und Rükwärtsbewegung
Die einzelnen Punkte der bei einer Vor- und Rükwärtsbewegung resultierenden
Trajektorie im Kamerabild sind in Abbildung 3.7 (a) zusehen. Die Koordinaten der












































Periodische Kurve der Bewegung
(b)
Abbildung 3.7: (a) zeigt im Kamerabild aufgenommene Objekttrajektorie einer Vor-
und Rükwärtsbewegung, die insgesamt drei mal durhgeführt wurde; (b) zeigt die
entsprehende periodishe Kurve, die ausgehend von den Daten im Bild (a) bereh-
net wurde.
Die beiden Erhöhungen in dem linken Teil der Abbildung 3.7 (a) resultieren
aus der Tatsahe, dass sih in diesem Bereih des Kamerabildes der Roboter in das
Sihtbereih der Kamera bewegt und diesen anshlieÿend wieder verlässt. Während
dieser beider Prozedere ist der Roboter nur teilweise sihtbar, weshalb sih auh
die Gröÿe des umrandeten Rehteks hier sehr stark ändert. Zusammen mit der
Gröÿe des Rehteks ändert sih auh die Position des jeweiligen Mittelpunktes.
Dieses vershiebt sih zunähst etwas nah oben und anshlieÿend wieder etwas nah
unten. Die beiden Ekpunkte der Vor- und Rükwärtsbewegung haben bei diesem
Experiment in etwa die folgenden Koordinaten: (150, 220) und (430, 180).
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Abbildung 3.7 (b) zeigt die auf diesen Daten berehnete periodishe Kurve. Die
Maxima und Minima der Kurve entsprehen den Änderungen der Bewegungsrih-
tung des Roboters. Insgesamt wurde der Roboter hier drei mal hin und her bewegt.
In der Abbildung lässt sih leiht erkennen, dass die oberen Extrema niht alle den
gleihen Wert haben. Obwohl bei diesem Versuh sehr auf die Gleihmäÿigkeit der
Bewegung geahtet wurde, konnte auh hier der ideale Fall, alle Maxima und Mi-
nima haben jeweils den gleihen Wert, niht erreiht werden. Doh aufgrund der
gesetzten Shwellenwerte, wurde die Bewegung trotzdem als periodish erkannt.
Erkennung einer kreisförmigen Bewegung
Im zweiten Versuh wurde zur Demonstrationszweken der Roboter auf eine kreisför-
mige Bewegung vorprogrammiert. Die Abbildung 3.8 zeigt die dazu gehörige Tra-










































Periodische Kurve der Bewegung
(b)
Abbildung 3.8: (a) zeigt im Kamerabild aufgenommene Objekttrajektorie einer
kreisförmigen Bewegung, die insgesamt drei mal durhgeführt wurde; (b) zeigt die
entsprehende periodishe Kurve, die ausgehend von den Daten im Bild (a) bereh-
net wurde.
diesem als auh beim darauf folgenden Versuh wurde zur Bestimmung der Robo-
tertrajektorie ein Verfolgungsansatz verwendet, welhes auf der Überlappung zweier
Rehteke in zwei aufeinander folgenden Bildern basiert. Dies war notwendig, weil
sih die Ansiht des Roboters im Bild aufgrund der gewählten Bewegungsart ständig
änderte.
In Abbildung 3.8 (a) ist deutlih zusehen, dass die im Bild gemessene Trajektorie
des Roboters niht exakt einem Kreis entspriht. Dies ist allerdings kein Nahteil,
sofern die auf den Daten berehnete Abstandskurve einen periodishen Charakter
hat. Abbildung 3.8 (b) zeigt das Ergebnis dieser Berehnung. Im Gegensatz zur
Abbildung 3.7 (b) ist hier die Kurve zwar etwas glatter, doh sind die Extrema auh
hier deutlih zu erkennen.
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Erkennung einer rehtekigen Bewegung
Im dritten Versuh wurde der Roboter entlang eines Rehteks manuell gesteu-
ert. Die Abbildung 3.9 (a) zeigt die dabei im Kamerabild resultierende Trajektorie.














































Periodische Kurve der Bewegung
(b)
Abbildung 3.9: (a) zeigt im Kamerabild aufgenommene Objekttrajektorie einer
rehtekigen Bewegung, die insgesamt drei mal durhgeführt wurde; (b) zeigt die
entsprehende periodishe Kurve, die ausgehend von den Daten im Bild (a) bereh-
net wurde.
ekumrandungen voneinander ab. An zwei Stellen sind auh die Eken der resul-
tierenden Rehteke etwas verformt. Dies liegt daran, dass an diesen Stellen der
Roboter während der Rotation nur teilweise im Bild der Kamera zu sehen war. Ent-
sprehend haben sih auh die Mittelpunkte der Rehteke nah Auÿen vershoben.
Die so resultierenden Fehler in der im Kamerabild gemessenen Objekttrajektorie
spiegeln sih auh in der auf diesen Daten berehneten Kurve. Diese ist in Abbil-
dung 3.9 (b) zu sehen. Anders als bei vorigen Experimenten sind hier an Stelle der
Maxima kleine Plateaus zu sehen. In diesem Fall würde das Verfahren in seiner
aktuellen Version die Periodizität dieser Kurve niht erkennen. Die zur Erfassung
der Maxima formulierte Bedingung geht vor der Denition aus, dass die Werte vor
und nah der besagten Stelle kleiner sind als an dem potentiellen Maximum. Eine
Umformulierung dieser Bedingung oder einfahe Modikationen der Kurve mittels
eines zwishengeshalteten Verarbeitungsshrittes könnte dieses Problem allerdings
leiht beheben. Als Beispiele für die Zwishenverarbeitung wäre ein Subsampling
der Kurve oder eine gröbere Diskretisierung der Kurvenwerte denkbar.
Zusammenfassend lässt sih sagen, dass das hier angewendete Verfahren in der
Lage ist eine beliebige sih ständig wiederholende Objektbewegung als periodish zu
erkennen, solange die auf der entsprehenden Trajektorie berehnete Kurve einen pe-
riodishen Charakter hat. Eine der wihtigen Bedingungen dafür ist, dass der Start-
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und Endpunkt der Trajektorie ungefähr die gleihen Koordinaten haben. Sowohl
die erforderlihe Gleihmäÿigkeit als auh die Genauigkeit der periodishen Bewe-
gung kann mittels beider Shwellenwerte SE und SP der Anwendung entsprehend
angepasst werden.
3.4.3 Online Konstruktion eines Robotermodells
Die erfolgreihe anfänglihe Detektion des Roboters im Bild diente dann sogleih
als Startpunkt für das Modul 'Online Modellgenerierung'. Während dieser Phase
wurde der Roboter willkürlih durh den Raum bewegt. Dabei wurde darauf ge-
ahtet, dass dieser mehrere untershiedlihe Rotationen durhführt. Abbildung 3.10
zeigt beispielhaft die vershiedenen Ansihten eines Modells, welhes während eines
solhen Experimentes online erzeugt wurden.
Abbildung 3.10: Untershiedlihe Ansihten eines Modells des Roboters, die online
während der Roboterbewegung konstruiert wurden.
Die grünen Rehteke in den untershiedlihen Bildern entsprehen den Posi-
tionen den dabei extrahierten SIFT-Merkmale. An einigen Stellen ist deutlih zu
sehen, dass diese niht auf dem Roboter liegen, sondern auf dem Boden und damit
auf dem Hintergrund der Szene. Diese Tatsahe ist jedoh niht als Nahteil zu beur-
teilen. Im Gegenteil, aufgrund des in einigen Ansihten vorhanden Hintergrunds ist
das generierte Modell optimal an die entsprehende Umgebung angepasst. Gleih-
zeitig werden auh nur solhe Ansihten von dem Objekt gespeihert, die mit der
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verwendeten Kamera aufgenommen werden können. So ist zum Beispiel in der obi-
gen Abbildung die untershiedlihe Skalierung des Roboters in den vershiedenen
Ansihten deutlih zu erkennen. Dies liegt daran, dass der Roboter während der
entsprehenden Rotation eine Position etwas weiter weg von der Kamera hatte.
Unter Zuhilfenahme dieses Modells war es nun möglih den Roboter über einen
längeren Zeitraum im Bild zu verfolgen. Die anfangs erwähnten Probleme bei einer
plötzlihen Änderung der Bewegungsrihtung des Roboters oder eine zeitweise Ver-
dekung dessen durh andere Gegenstände spielten hier kaum eine Rolle. Mit jedem
neu aufgenommenen Kamerabild wurden, die darauf extrahierten SIFT-Merkmale
mit denen in der Datenbank gespeiherten Merkmalen verglihen und bei einem
hohen Ähnlihkeitsgrad, der Roboter als solher identiziert.
3.4.4 Laufzeit des Verfahrens
Die Ehtzeitverarbeitung des hier vorgestellten Verfahrens zur Verfolgung von Ob-
jekten hängt von der Möglihkeit der Ehtzeitverarbeitung seiner einzelnen Kom-
ponenten ab. Wie bereits in Kapitel 2 gezeigt, ist das Modul der Vordergrund -
Hintergrund Separation für die Analyse der ankommenden Kamerabildern in Eht-
zeit geeignet. Die anshlieÿende Berehnung der ahsenparallelen Rehteke um die
bewegenden Objekte stellt ebenfalls kein Problem dar. Aufgrund der betrahte-
ten Anwendung ist davon auszugehen, dass im Bild niht viele beweglihe Objekte
gleihzeitig zu sehen sein werden. Denn im anderen Fall würden sih die, ins Kamera-
bild projizierten Ansihten dieser Objekte übershneiden, womit eine klare Trennung
der Objektkonturen niht mehr möglih wäre. Aus diesem Grund ist die Anzahl der
im vierten Shritt des Moduls 'Komponenten Extraktion' notwendigen Iterationen
beshränkt. Die Ehtzeitverarbeitung dieses Moduls ist damit gegeben.
Eine andere Situation ergibt sih bei der im Verfahren verwendeten Extraktion
und dem Vergleih der SIFT-Merkmale. Im Rahmen dieser Arbeit wurde eine Imple-
mentierung aus dem ERSP 3.1 Software Development Kit
1
von Evolution Robotis
verwendet. Dieses Software Paket bildet die Basis für alle am Lehrstuhl 'Intelli-
gente Systeme' entwikelten Algorithmen zur Steuerung der eingesetzten Roboter
und zur Verarbeitung der Kamerabilder. Aufgrund der sehr Ressouren aufwendi-
gen Rehenprozedur der SIFT-Merkmale war hiermit eine Ehtzeitverarbeitung der
Kamerabilder niht möglih. Abhängig von der Anzahl der in der Datenbank ge-
speiherten Ansihten dauerte die Extraktion zusammen mit der Zuordnung der
Merkmale bis zu 1, 5 sek pro Bild. Allerdings ist an dieser Stelle anzumerken, dass
im Moment keine CPU basierte SIFT-Implementierung existiert, die eine Ehtzeit-
1
Nähere Informationen dazu sind unter dem folgenden Link verfügbar:
http://www.evolution.om/produts/ersp/
3.5. Diskussion und Zusammenfassung 69
verarbeitung der Bilder erlauben würde. Aus diesem Grund hat die Arbeitsgruppe
der Abteilung Informatik der Universität von North Carolina eine GPU basierte
SIFT-Implementierung entwikelt [Wu07℄. Die einzelnen Shritte der Berehnungs-
prozedur werden hier parallel abgearbeitet. Die Evaluierungsergebnisse dieser Im-
plementierung zeigen, dass bei einer Bildgröÿe von 320×240 damit bis zu 45 fps ver-
arbeitet werden können. Weitere GPU Implementierungen nden sih in [HMS
+
07℄
oder [SFPG07℄. Zusammen mit der in letzter Zeit beobahteten rasanten Entwik-
lung der multi-ore Prozessoren, existieren bereits auh Ansätze, die darauf basie-
rend eine Parallelisierung der Berehnungsprozedur der SIFT-Merkmale ermöglihen
[ZCZX08℄.
Damit ist zu erwarten, dass shon bereits in der nähsten Zeit ein frei verfügbares
Software Paket entwikelt wird, welhes unter Verwendung bestimmter Hardware
Komponenten eine Ehtzeitberehnung der SIFT-Merkmale erlauben wird. Damit
wäre auh das im Rahmen dieser Arbeit entwikeltes Verfahren ehtzeitfähig.
3.5 Diskussion und Zusammenfassung
Das hier präsentierte Verfahren zur automatishen Generierung eines Objektmodells
zeigte im Laufe der durhgeführten Experimente fortwährend eine gute Performanz.
Die anfänglihe Detektion der bewegenden Objekte mittels des im letzten Kapitel
vorgestellten Verfahrens zur Vordergrund - Hintergrund Separation sorgte shon von
vorn herein für ein sauberes Vordergrundbild. Das interessierende Objekt wurde
dann aufgrund seiner periodishen Bewegung als das gesuhte Objekt erkannt und
ausgehend von der so gewonnenen ersten Objektansiht ein 'multiview appearane'
Modell von diesem erzeugt.
Die Identikation einer periodishen Bewegung erfolgte mittels eines im Rahmen
dieser Arbeit entwikelten Algorithmuses. Dabei wurden die anfänglihen Rohdaten
zunähst in eine Form umgerehnet, so dass das sequentielle Auftragen der einzelnen
Werte in eine Graphik in einer periodishen Kurve resultierte. Die Hauptaufgabe
des Algorithmuses bestand dann in der Erkennung eines periodishen Musters einer
solhen Kurve. Die Restriktion auf die Erkennung von periodishen Bewegungen
erfolgte hier aus zwei Gründen. Zum einen ist es die Einfahheit dieser Bewegung.
Jeder mobiler Roboter ist in der Lage diese auszuführen. Und zum anderen sind es
die harakteristishen Eigenshaften, die diese Bewegungsart so besonders gut für
die Wiedererkennung eignen lassen.
Die Berehnung der Objekttrajektorien im Bild erfolgte zunähst mittels eines
einfahen Verfahrens zur Objektverfolgung. Neben dem Vordergrund-Hintergrund
Separationsverfahrens aus dem letzten Kapitel wurden hier zur Korrespondenzn-
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dung SIFT-Merkmale verwendet. Dieses Verfahren lieferte nur dann eine gute Per-
formanz wenn die Ansihten der bewegenden Objekte sih von Bild zu Bild wenig
änderten. Bei shnellen Rotationsbewegungen versagte diese Methode. Zur Kon-
struktion einer periodishen Objekttrajektorie waren die Ergebnisse allerdings aus-
reihend. Dieses Verfahren diente auh als Basis für die online Generierung eines
Objektmodells.
Bei dem Verfahren zur sukzessiven Konstruktion eines 'multiview appearane'
Modells wurden mehrere Fälle untershieden. Dadurh wurden auh solhe Situa-
tionen abgedekt, in denen die Objektverfolgung mittels des einfahen Verfahrens
versagte. Während der durhgeführten Experiment konnte beobahtet werden, dass
je länger das Verfahren aktiv war, desto umfangreiher und besser die dabei er-
zeugten Modelle waren. Die so konstruierten Objektmodelle waren optimal an die
jeweilige Anwendungsumgebung angepasst. In der Datenbank wurde keine Ansiht
gespeihert, die niht aus der jeweiligen Kameraperspektive hätte aufgenommen
werden können. Manhmal wurden auh solhe Ansihten dem Modell hinzugefügt,
die das Objekt durh einen anderen Gegenstand verdekt zeigen. Damit konnte die
Verfolgung auh dann fortgesetzt werden, wenn das entsprehende Objekt nur zum
Teil sihtbar war.
Zusammenfassend lässt sih sagen, dass mittels eines so erzeugten Objektmo-
dells die Objektverfolgung im Bild um einiges stabiler erfolgen konnte, als dies mit
den anfangs erwähnten Verfahren zur Konstruktion einer initialen Objekttrajektorie
möglih gewesen wäre.
Das Verfahren zur bewegungsbasierten Objekterkennung wurde zum ersten Mal
auf dem zweiten 'International Robot Vision Workshop' im Jahr 2008 breiterem
Publikum vorgestellt [SPH08℄. Das Verfahren zur online Konstruktion eines Objekt-
modells wurde im Jahr 2009 auf der vierten 'International Conferene on Computer
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In vielen Bereihen der Fahrzeugnavigation ist eine robuste Entfernungsshät-
zung zu bevorstehenden Hindernissen oft von unentbehrliher Wihtigkeit. Steht da-
bei kein Stereo-Kamerasystem zur Verfügung, so wird die erforderlihe Information
aus den Bildern nur einer Kamera gewonnen. Voraussetzung dafür ist die Bewegung
der Kamera. Wird diese zwishen zwei aufeinander folgenden Bildaufnahmen ver-
shoben, so kann die Entfernungsshätzung basierend auf den dabei resultierenden
Vershiebungen der Objekte im Kamerabild erfolgen. Ein dafür weit verbreiteter An-
satz ist die Berehnung der verbleibenden Zeit bis zum Zusammenstoÿ der Kamera
mit den bevorstehenden Objekten. Der Fahbegri dafür lautet 'Time-To-Collision'
(TTC, Zeit bis zum Zusammenstoÿ).
Die Qualität und die Aussagekraft der berehneten TTC-Werte hängt dabei
entsheidend von der Messgenauigkeit der entsprehenden Punktpositionen im Bild
ab. Im Rahmen dieses Kapitels wird gezeigt, dass shon kleinere Abweihungen in
den Messungen zu stark shwankenden TTC-Werten führen können. Zuversihtlihe
Aussagen über den Abstand zum entsprehenden Objekt sind damit niht möglih.
Das vorliegende Kapitel beshreibt ein im Rahmen dieser Arbeit entwikeltes
Verfahren zur robusten Berehnung der TTC-Werte. Das Verfahren liefert stabile Er-
gebnisse trotz verraushter Messdaten. Es basiert auf den Gesetzen der projektiven
Geometrie und verwendet zur genaueren TTC-Shätzung die theoretish rihtigen
Verläufe der 2D-Projektionen von 3D-Punkten während der Kamerabewegung.
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Das Kapitel beginnt mit einer Einführung in die Theorie zur Berehnung von
Time-To-Collision. Dabei werden die dafür erforderlihen Grundlagen sowie die fun-
damentalen Rehenshritte anshaulih erklärt. Der zweite Abshnitt beshäftigt
sih mit der Ursahe für die sehr instabilen TTC-Werte bei der Anwendung des
Standardalgorithmuses. Gleihzeitig werden hier auh die bereits bestehenden Ar-
beiten auf diesem Gebiet vorgestellt. Im darauf folgenden Abshnitt wird dann der
neue Ansatz vorgestellt. Hier werden ausgehend von den im zweiten Abshnitt ge-
wonnenen Einsihten über die Ursahen instabiler TTC-Werte Modellgleihungen
hergeleitet, mittels derer der theoretish rihtige Verlauf einer Punktsequenz im
Bild geshätzt werden kann. Anshlieÿend werden zwei Verfahren zur Adaption der
entsprehenden Modellparameter vorgestellt. Das Kapitel shlieÿt ab mit einer Eva-
luierung beider Adaptionsansätze und einer ausführlihen Diskussion über deren
Tauglihkeit in praktishen Einsätzen.
4.1 Theorie zur Berehnung von Time-To-Collision
Die Rekonstruktion der Umgebung mittels Time-To-Collision (TTC) basiert auf
den Bildinformationen der Kamera und deren Bewegung. Algorithmen zur TTC
Berehnung bestimmen dabei die verbleibende Zeit bis zum Zusammenstoÿ zwishen
der Kamera und den bevorstehenden Objekten. Der verbleibende Abstand kann
unter Zuhilfenahme der Kamerageshwindigkeit ebenfalls ausgerehnet werden.
Die grundlegenden Berehnungen von Time-To-Collision basieren auf dem opti-
shen Fluss. Daher wird im folgenden zunähst anshaulih erklärt wie dieser ent-
steht und wie die entsprehenden Informationen interpretiert werden können. An-
shlieÿend wird formal das Standardverfahren zur Berehnung von TTC-Werten
hergeleitet. Gleihzeitig wird dieses auh etwas für die praktishen Anwendungen
adaptiert.
Optisher Fluss
Alternativ zur 3D Rekonstruktion mittels Stereo Vision kann die Umgebung auh
aus der Bildinformation nur einer Kamera rekonstruiert werden. Die entsprehenden
Algorithmen ndet man in der Fahliteratur unter dem Begri 'struture from moti-
on'. Wihtige Voraussetzung für diese Ansätze ist das Wissen über die Bewegung der
Kamera. Aufgrund der Bewegung des Roboters und damit der Kamera ändert sih
die Position der Hindernisobjekte im Kamerabild. Die Beträge der resultierenden
Änderungen liefern dabei Hinweise auf die Entfernung des jeweiligen Objektes.
Den optishen Eekt, der hierbei oft ausgenutzt wird, bezeihnet man in der
Wahrnehmungspsyhologie als Bewegungsparallaxe. Dieser Eekt ergibt sih, wenn
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man beispielsweise aus dem Seitenfenster eines fahrenden Autos oder Zugs shaut.
Diejenigen Objekte, die nahe beim Betrahter sind, bewegen sih sheinbar shneller
als die weiter entfernten Objekte.
Ähnlihe Beobahtungen werden auh gemaht, wenn die Kamera niht seitlih
sondern in Fahrtrihtung des Roboters gerihtet ist. Die resultierenden Vershie-
bungsvektoren sind in diesem Fall niht mehr parallel zu einander, sondern ieÿen
radial von einem bestimmten Punkt aus in alle Rihtungen. Dieser Punkt wird
in der Literatur als 'fous of expansion' (FOE) bezeihnet, und repräsentiert die
Fahrtrihtung des Roboters im Kamerabild. Abbildung 4.1 zeigt graphish wie der
eben beshriebener optisher Fluss entsteht.
Abbildung 4.1: Graphishe Darstellung zur Entstehung des optishen Flusses.
Zum Zeitpunkt T hat der 3D Punkt P im Kamerakoordinatensystem die Koor-
dinaten P = (X,Y,Z). Die Z-Ahse des Koordinatensystems shneidet den in der
Abbildung 4.1 eingezeihneten FOE Punkt. Unter der Annahme eines Lohkamera
(pinhole amera) Modells wird der Punkt P auf den Bildpunkt p = (x, y) der Bil-
debene der Kamera zum Zeitpunkt T abgebildet. Der Abstand der Bildebene zum
Koordinatenursprung hängt von der Brennweite (foal length) f des Kameramodells
ab. Weil der genaue Wert dieser Gröÿe im Weiteren niht von Bedeutung ist, wurde
hier zur Vereinfahung f = 1 gesetzt.
Wenn die Kamera nun in Rihtung des FOE bewegt wird, ändert sih der Ab-
stand des 3D Punktes P zum Koordinatenursprung. Wie der obigen Abbildung
4.1 zu entnehmen ist, hat der Punkt P zum Zeitpunkt T + 1 die Koordinaten
P = (X,Y,Z ′). Entsprehend ändert sih auh die Position des projizierten Punktes
p′ = (x′, y′). Dieser wandert von dem projizierten FOE, welhes in den beiden Bil-
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debenen gleih ist, nah auÿen. Durh solhe Vershiebungen nah auÿen entstehen
auh die shon erwähnten Vershiebungsvektoren, die radial von dem FOE in alle
Rihtungen ieÿen. Abbildung 4.2 zeigt beispielhaft den optishen Fluss, der bei
einer Bewegung der Kamera in Rihtung des FOEs entsteht.
Abbildung 4.2: Optisher Fluss: die durh Pfeile gekennzeihneten Vershiebungs-
vektoren bilden den Optishen Fluss. Der hier dargestellter Fluss entsteht bei einer
geraden Bewegung der Kamera in Rihtung des FOEs.
Bei anderen Bewegungsarten werden entsprehend andere Muster des optishen
Flusses beobahtet. Aus der Länge und der relativen Position des Vektors zum FOE
lässt sih ableiten wie weit das entsprehende Objekt von der Bildebene der Kamera
entfernt ist. Die dafür benötigte Berehnungsvorshrift wird im nähsten Abshnitt
hergeleitet.
Berehnung von Time-To-Collision
1976 formulierte Lee [Lee76℄ einen Algorithmus, der den optishen Fluss zur Bereh-
nung der noh verbleibenden Zeit bis zum Aufprall ausnutzt. Die dabei berehnete
Gröÿe τ (tau) gibt an wie lange die Kamera mit der aktuellen Geshwindigkeit in
die bereits eingeshlagene Rihtung bewegt werden muss, bis man damit auf ein
bevorstehendes Hindernis trit. Die folgende Herleitung der Berehnungsmethode
basiert auf der von Camus [Cam95℄.
Sei P = (X,Y,Z) entsprehend der Abbildung 4.1 ein 3D-Punkt im Kame-
rakoordinatensystem. Unter der Annahme eines Lohkamera-Modells können die













mit f = 1
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Mit der Bewegung der Kamera ändern sih auh die Koordinaten des projizierten
Punktes p. Der Betrag der Änderung hängt sowohl von der Zeit zwishen zwei
aufgenommenen Bildern ab als auh von der 3D-Position des Punktes P . Mittels
















bezeihnen hierbei die zeitlihe Koordinatenän-
derung des 3D-Punktes P . Wie der Abbildung 4.1 zu entnehmen ist, ändert sih
während der Kamerabewegung der Koordinatenursprung der Kamera und damit







































Die so berehnete Gröÿe τ bezeihnet man in der Literatur als 'time-to-ontat'
oder 'time-to-ollision' (TTC). Sie gibt die Zeit an, die noh verbleibt bis die auf
dem Roboter montierte Kamera mit einem bevorstehendem Hindernis kollidiert. Der
Wert dieser Gröÿe kann ausshlieÿlih aus der Bildinformation berehnet werden.
Der linke Teil der Gleihung 4.1 gibt dazu eine einfahe Anleitung.
Ist die Kamera in Fahrtrihtung des Roboters gerihtet, so können die τ -Werte
wie folgt berehnet werden:
1. Berehne den FOE aus der Bildsequenz der Kamera.
2. Finde in zwei aufeinander folgenden Bildern der Sequenz korrespondierende
Punkte. Für diese Punkte werden die TTC-Werte berehnet.
3. Berehne die Länge der Vershiebungsvektoren, welhe durh je zwei korre-
spondierende Punkte gebildet werden. Die Länge dieser Vektoren stellt eine
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Shätzung für die Divergenz des jeweiligen Bildpunktes von dem FOE zum
aktuellen Zeitpunkt dar.
4. Berehne den Abstand der Punkte zu dem FOE.
5. Für jeden Bildpunkt pi berehne den TTC Wert nah der folgenden Formel:
τi =
Abstand des Punktes von dem FOE
Länge des Vershiebungsvektors
Für die Berehnung der Länge der Vershiebungsvektoren und für den Abstand des
Punktes zum FOE wurde im Rahmen dieser Arbeit die L2-Norm verwendet.
Wie der obigen Gleihung zu entnehmen ist, kann für den Punkt im FOE kein
TTC Wert berehnet werden. In diesen Fall wären sowohl der Abstand des Punktes
zum FOE als auh die Länge des entsprehenden Vershiebungsvektors Null. Für
Punkte nahe dem FOE sind die Ergebnisse in den praktishen Anwendungen üb-
liherweise sehr instabil. Störungen in den Messungen der Punktpositionen haben
hier einen viel gröÿeren Einuss auf die Berehnung der TTC-Werte. Gleihe Mess-
fehler bei Punktpositionen, die im Bild weiter entfernt vom FOE sind, wirken sih
stattdessen weniger stark auf die Güte der Werte aus. Diese Beobahtungen können
shon an den Ergebnissen des nahfolgenden Abshnitts gemaht werden.
Der FOE wird übliherweise als der Shnittpunkt der Vershiebungsvektoren
berehnet. Dieses Vorgehen ist allerdings sehr instabil und funktioniert nur wenn
die Position der Punkte im Bild exakt gemessen werden kann. Dies ist in der Praxis
oft niht der Fall.
Es ist an dieser Stelle anzumerken, dass der nah dem obigen Algorithmus be-
rehnete TTC Wert niht die verbleibende Zeit in Sekunden angibt, sondern viel
mehr die Anzahl an Bildern, die unter den gleih bleibenden Systemvoraussetzun-
gen noh bis zu Aufprall aufgenommen werden können. Um also die verbleibende
Distanz zu den Hindernissen auszurehnen, reiht es niht den berehneten TTC
Wert mit der Geshwindigkeit des Roboters zu multiplizieren. Die Zeit, die zwishen
zwei aufeinander folgenden Bildaufnahmen verstreiht, muss ebenfalls berüksihtigt
werden. Die folgende Formel fasst dies zusammen:
Ai = V · τi · t(m,m+1)
Ai bezeihnet hier den Abstand zu dem Objekt i, V steht für die aktuelle Geshwin-
digkeit der Kamerabewegung und t(m,m+1) ist die Zeit, die zwishen zwei aufeinander
folgenden Bildaufnahmen m und m+ 1 verstreiht.
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4.2 Darstellung der Problematik
Wie bereits zu Anfang des Kapitels erwähnt, hängt die Qualität der berehneten
TTC-Werte entsheidend von der Messgenauigkeit der entsprehenden Punktposi-
tionen im Bild ab. Shon kleine Abweihungen in den Messungen können zu stark
shwankenden TTC-Werten führen. Um das Ausmaÿ dieses Problems besser de-
monstrieren zu können, wurde im Rahmen dieser Arbeit eine Simulationsumgebung
programmiert. Die projizierten Bildpunkte wurden in der Simulation zunähst un-
tershiedlih stark verrausht und dann die auf diesen Daten berehneten TTC-
Werte mit den rihtigen Werten verglihen. Die dabei erzielten Ergebnisse werden
im Folgenden vorgestellt. Gleihzeitig werden auh die Ursahen für solh instabi-
le TTC-Werte diskutiert. Der vorliegende Abshnitt shlieÿt ab, mit einer kurzen
Zusammenfassung über die bisherigen Arbeiten zur robusten Berehnung von Time-
To-Collision.
4.2.1 Leistungsfähigkeit des Standardverfahrens
Um die Leistungsfähigkeit des Standardverfahrens unter kontrollierten Bedingun-
gen testen zu können, wurde im Rahmen dieser Arbeit ein Simulationsprogramm
geshrieben. Damit war es möglih in einem 3D-Weltkoordinatensystem exakt die
relative Position und Orientierung der Kamera zu den bereits vorher spezizierten
3D-Punkten zu bestimmen. Die Kamera wurde dabei mittels der intrinsishen und
extrinsishen Kameramatrizen modelliert. Zur Bestimmung des optishen Flusses
wurde die Kamera immer in jeweils einem Zeitintervall eine Strekeneinheit nah
vorne bewegt. Dabei wurde vor jeder Vershiebung der Kamera die 3D- Weltpunkte
auf die Bildebene der Kamera projiziert.
Im Rahmen des hier durhgeführten Experimentes wurde unter der Annahme
eines Lohkamera-Modells auf einem Rehtek platzierte 3D-Punkte auf die Bilde-
bene projiziert. Das Rehtek wurde parallel zur Bildebene und einer Distanz von
58.0 Einheiten zum Ursprung des Kamerakoordinatensystems aufgestellt. Die Höhe
und Breite des Rehteks betrugen jeweils 2600.0 und 2400.0 Einheiten. Der FOE
lag im Mittelpunkt des Rehteks. Abbildung 4.3 (a) zeigt den generierten optishen
Fluss. Dabei wurde die Kamera insgesamt 38 mal um eine Einheit in Rihtung des
Rehteks bewegt. Abbildung 4.3 (b) zeigt die wahren und die berehneten TTC-
Werte.
Weil in der Simulation die Kamera dem Rehtek mit einer konstanten Geshwin-
digkeit angenähert wurde, sind die TTC-Werte monoton fallend und liegen alle auf
einer Geraden. Die Steigung der Geraden hängt von der Geshwindigkeit der Annä-
herung ab. Wie der Abbildung (b) zu entnehmen ist, stimmten die berehneten und








































Abbildung 4.3: Simulationsergebnisse mit exakten Daten: (a) zeigt den generierten
optishen Fluss; (b) zeigt die rihtigen und die berehneten TTC-Werte
die wahren TTC-Werte überein. Dies liegt daran, dass die projizierten Bildpunkte in
diesem Experiment exakt ausgemessen wurden. Für alle in Abbildung (a) gezeigten
Sequenzen wurden die gleihen TTC-Werte berehnet.
Es ergibt sih allerdings ein anderes Bild sobald man etwas Raushen zu den
gemessenen Bildpunkten hinzufügt. Das Raushen wurde in der Simulation mittels
einer zweidimensionalen Gauÿ-Verteilung realisiert. Unter der Annahme der statisti-















σx und σy bezeihnen hierbei die Varianz der Streuung in x- und y-Rihtung. Im
Folgenden wird σx und σy immer der gleihe Wert zugewiesen. Der Mittelwert der
Verteilung µx und µy wurde immer mit den exakten Positionsdaten des jeweiligen
Punktes initialisiert.
Die drei Graphiken in der linken Spalte der Abbildung 4.4 zeigen ein paar ver-
raushte Punktsequenzen. Die Varianz der Streuung wurde beispielhaft auf jeweils
0.1, 0.3 und 0.75 gesetzt. Die rehte Spalte zeigt die entsprehenden TTC-Werte.
Shon bei einer Varianz von 0.1 weihen die berehneten TTC-Werte entsheidend
von den rihtigen ab. Erst gegen Ende der Sequenz lässt sih hier eine leihte An-
näherung an die wahren Werte ausmahen. Wie bereits im vorherigen Abshnitt
erklärt, haben die Messfehler bei Punktpositionen weiter vom FOE weniger Einuss
auf die Güte der TTC-Werte. Bei höheren Streuungen kann diese Beobahtung al-
lerdings niht mehr gemaht werden. Mehr noh, an keinem Punkt der berehneten

























































































































Abbildung 4.4: Linke Spalte zeigt drei in der Simulation verraushte Punktsequen-
zen. Dabei wurde jeweils untershiedlihe Varianz der Streuung gewählt: 0.1, 0.3
und 0.75. Die rehte Spalte zeigt die entsprehenden TTC-Werte.
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TTC Sequenzen lässt sih die weitere Entwiklung der Werte im Voraus erahnen.
Im Untershied zu der glatten, monoton fallenden Folge der rihtigen TTC-Werte,
springen die berehneten TTC-Werte in einem Intervall von bis zu vierzig Einheiten.
4.2.2 Ursahe für shlehte TTC-Werte
Die erste, nähstliegende Vermutung für die Ursahe solh stark shwankender TTC-
Werte war, dass die verraushten Messpunkte niht wie im Idealfall eine Geraden
bilden. Weitere Experimente haben allerdings gezeigt, dass die Abweihungen der
Punkten von der Geraden niht den gröÿten Einuss auf die Shwankungen der
TTC-Werte haben. Zur Testzweken wurden in der Simulation die verraushten
Bildpunkte auf die jeweilige Gerade projiziert und die TTC-Werte auf den neuen
Punktpositionen berehnet. Dies brahte allerdings niht den erhoten Erfolg. In
seltenen Fällen konnten zwar weniger Shwankungen bei den berehneten TTC-
Werten beobahtet werden, doh dies war eher dem Zufall zuzurehnen.
Weitere Experimente haben dann allerdings gezeigt, dass die berehneten TTC-
Werte nur dann eine glatte Gerade bilden, wenn der euklidishe Abstand zwishen
zwei aufeinander folgenden Bildpunkten einer Sequenz stetig zunimmt. Abbildung



















































Abbildung 4.5: (a) zeigt die Abstände zwishen zwei Bildpunkten einer exakten und
einer verraushten Sequenz. (b) zeigt die entsprehenden TTC-Werte.
der Abbildung zeigt wie der euklidishen Abstand zwishen zwei aufeinander fol-
genden Bildpunkten einer idealen Sequenz mit jedem weiteren Bild stetig zunimmt.
Die Krümmung des eingezeihneten Verlaufs hängt dabei von der 3D-Position des
projizierten Bildpunktes ab. Die gestrihelte Linie in der Graphik zeigt zusätzlih
noh den euklidishen Abstand zwishen zwei aufeinander folgenden Bildpunkten
einer in der Simulation verraushten Sequenz. Die exakten Punktpositionen wurden
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hierbei mit dem Gauÿshen Raushen der Varianz 0.3 verfälsht. Die dabei resul-
tierenden Abstände bilden keine glatte Kurve mehr. Ähnlihe Entwiklung spiegelt
sih auh in den berehneten TTC-Werten wieder. Die durhgezogene Linie in der
rehten Graphik der Abbildung zeigt die rihtigen TTC-Werte. Diese wurde auf
den exakten Bildpunkten berehnet, deren euklidisher Abstand kontinuierlih an-
stieg. Die gestrihelte Linie zeigt dagegen TTC-Werte, welhe auf den verraushten
Bildpunkten berehnet wurden.
Dieses Ergebnis erklärt auh warum die erste Vermutung sih als falsh erwiesen
hat. Die Projektion der verraushten Bildpunkte auf die Gerade, korrigierte niht
die Abstände zwishen zwei Bildpunkten. Entsprehend shleht waren auh die
resultierende TTC-Werte.
4.2.3 Existierende Ansätze zur TTC Berehnung
In der Praxis werden oft ähnlih shlehte Ergebnisse beobahtet. Souhila et al.
[SK07℄ implementierte basierend auf den TTC-Werten ein System zur Hinderni-
serkennung und -umgehung. Der dazu benötigte optishe Fluss wurde mittels der
dierentiellen Methode von Horn und Shunk [HS81℄ berehnet. Die Methode lie-
fert einen dihten optishen Fluss, reagiert aber sehr sensibel auf Beleuhtungs-
shwankungen. Änderungen der Lihtverhältnisse haben einen starken Einuss auf
die Fehlerrate der Messungen und damit auf die Shätzung des optishen Flusses.
Die berehneten TTC-Werte shwankten ähnlih denen in Abbildung 4.4. Unter kon-
trollierten Laborbedingungen konnte der Roboter siher zwei Hindernisse umfahren.
Die Autoren weisen aber darauf hin, dass das Verfahren sehr instabil ist und shla-
gen vor die Bildmessungen noh mit weiteren Ultrashall- oder Infrarot-Sensoren zu
kombinieren.
Mittlerweile lassen sih die Ansätze zur Berehnung von TTC-Werten in zwei
Gruppen einteilen. Die erste Gruppe konzentriert sih auf die stabile und fehler-
freie Berehnung des optishen Flusses. Die Ansätze der zweiten Gruppe versuhen
dagegen mit den verraushten Messdaten zu arbeiten.
Existierende Verfahren zur Berehnung des dihten optishen Flusses lassen
sih in dierentielle Methoden [PCF05℄ [Nag87℄ [Nag88℄ [Nag90℄, korrelationsba-
sierte Methoden [BBH
+
89℄ [BBHP90℄ [BT80℄ und vershiedene Variationsmethoden
[BBPW04℄ [BWS05℄ [ZPB07℄ einteilen. Die meisten dieser Ansätze funktionieren
nur unter bestimmten Annahmen. So wird zum Beispiel oft vorausgesetzt, dass die
Lihtverhältnisse in zwei aufeinander folgenden Bildern unverändert bleiben. Die
Verfahren liefern auh shlehte Ergebnisse wenn die Vershiebung des Objektes im
Bild oder der Kamera zu groÿ ist.
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Eine Möglihe Lösung für diese Probleme bilden Verfahren, die nur markan-
te und einfahe zu zuordnende Merkmalspunkte in Bildern verfolgen. Diese Ver-
fahren liefern weit bessere Ergebnisse bei sih ändernden Lihtverhältnissen. Der
dabei produzierte optisher Fluss ist allerdings eher spärlih. In der Literatur oft
verwendete Verfahren zur Merkmalsextraktion sind Harris-Punkte-Detektor [HS88℄,
KLT-Detektor [ST94℄ oder SIFT-Detektor [Low04℄.
In realen Anwendungen kann die Genauigkeit der Messung oft niht garantiert
werden. Unabhängig davon welhes Verfahren man zur Berehnung des optishen
Flusses verwendet, können die Messdaten aufgrund weiterer Fehlerquellen trotz-
dem verfälsht werden. So kann die Abweihung zwishen der gemessenen und der
theoretish exakten Position des Punktes im Kamerabild aufgrund der verwendeten
Kameraauösung stark verfälsht werden. Je niedriger die Auösung desto unge-
nauer ist die Messung. Auh die Trajektorie der Kamerabewegung kann aufgrund
der Faktoren wie Bodenbeshaenheit oder Art der Kameraanbringung von der an-
genommenen oder auh von der gemessenen Trajektorie abweihen. Ist der Boden
nur etwas uneben, so stimmt die Annahme der exakten geradlinigen Kamerabewe-
gung niht mehr. Im Gegenteil, es entstehen Vibrationen, die sih sehr stark auf
die Messungen im Kamerabild auswirken. Unabhängig von dem Verfahren sind in
diesem Fall die Trajektorien der über mehrere Bilder verfolgten Merkmale keine ge-
raden Linien, sondern eher Kurven deren Entwiklung nur grob vorhergesagt werden
kann.
In vielen Anwendungen ist es manhmal sehr shwer oder gar unmöglih solhe
Fehlerquellen vollständig und nahhaltig zu eliminieren. Es besteht daher groÿes
Interesse an Verfahren, die trotz der verraushten Bildpunkte robuste und vertrau-
enswürdige TTC-Werte berehnen.
Coombs et. al präsentierte in [CHHN95℄ ein Verfahren zur autonomen Roboter-
navigation welhes auf der Auswertung der Kamerabilder basiert. Die Entfernungs-
shätzung zu den bevorstehenden Hindernissen erfolgt mittels der Berehnung von
TTC-Werten. Ausgehend von einer konstanten und geraden Bewegung des Robo-
ters konstruieren Coombs et. al. ein lineares Modell welhes die Entwiklung der
resultierenden TTC-Werte beshreibt. Die Adaption der Modellparameter erfolgt
mittels der Minimierung einer Fehlerfunktion, welhe in sih auh die zuvor be-
rehneten TTC-Werte beinhaltet. Als Minimierungsverfahren wird das Square Root
Information Filter (SRIF) verwendet.
Die Performanz dieses Verfahrens hängt entsheidend von der Güte und der
Anzahl der zuvor berehneten TTC-Werten ab. Shwanken diese, so sind auh die
berehneten Modellparameter wertlos. Ein weiteren shwerlastender Nahteil dieses
Verfahrens ist seine Nihterweiterbarkeit auf andere Bewegungsarten.
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Horn et.al. präsentierte 2007 in [HYM07℄ ein so genannten 'direktes' Verfahren
zur Berehnung von TTC-Werten. Die Bestimmung der Werte basiert nur auf der
bis zum aktuellen Zeitpunkt akkumulierten Summe von geeigneten Produkten der
Gradienten der Bildhelligkeiten. Die damit berehneten Werte sind zu mindestens
zu Anfang der Sequenz relativ stabil. Die Autoren berihten allerdings von zuneh-
menden Shwankungen gegen Ende der entsprehenden TTC-Sequenz. Als Grund
nennen sie die immer gröÿer werdende Vershiebungen von Objekten im Bild.
Einen anderen Ansatz verfolgten dagegen Müller et. al. In [MPNMS09℄ shlagen
sie vor, TTC-Werte ausgehend von den Skalierungsänderungen der bevorstehenden
Objekte auszurehnen. Die in den letzten 20 Bildern akkumulierten Änderungen
der Objektgröÿen dienen als Input für insgesamt drei zuvor denierte Bewegungs-
modelle. Die endgültige TTC-Shätzung erfolgt ausgehend davon, welhes der drei
Modelle am besten zu den gemahten Bildmessungen passt.
Die Bewegungsmodelle basieren dabei niht auf der eigentlihen Kamerabewe-
gung, sondern beshreiben eher die zeitlihe Entwiklung der Kameraposition relativ
zum bevorstehenden Objekt. Dabei wird eine möglihe Rotation der Kamera kom-
plett vernahlässigt. Auh bei diesem Ansatz würde sih eine Erweiterung auf eine
rotierende Kamerabewegung als sehr shwierig erweisen.
Der folgende Abshnitt stellt einen neuen Ansatz zur Berehnung der TTC-
Werte vor. Dabei wird zunähst von einer konstanten und geraden Bewegung der
Kamera ausgegangen. In den späteren Kapiteln werden dann Erweiterung auf un-
tershiedlihe Bewegungsarten vorgestellt.
4.3 Bewegungsmodell basierte TTC Berehnung
Die Identikation der Hauptursahe für shlehte TTC-Werte lieferte entsheiden-
de Hinweise auf die Entwiklung eines neuen Algorithmuses zu Berehnung von
TTC-Werten. Ausgehend von den gewonnenen Einsihten wurden im Rahmen dieser
Arbeit Modellgleihungen hergeleitet, mittels derer der theoretish rihtige Verlauf
einer Punktsequenz im Bild geshätzt werden kann. Im Folgenden werden die ein-
zelnen Shritte zur Konstruktion der Gleihungen anshaulih erklärt. Anshlieÿend
werden zwei Verfahren zur iterativen Shätzung der entsprehenden Modellparame-
ter vorgestellt. Beide Verfahren verwenden als Input die ungenauen Messdaten.
4.3.1 Konstruktion der Modellgleihungen
Die Grundidee bei der Entwiklung des Algorithmuses war das Aufstellen eines Sys-
tems, welhes die ungenauen Positionen der verfolgten Bildpunkte entsprehend der
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geforderten Abständen zwishen denen korrigiert. Dazu wurden im Rahmen die-
ser Arbeit Gleihungen hergeleiteten, die den rihtigen Verlauf einer Punktsequenz
im Bild modellieren. Für die Korrektur der Punktpositionen wurden dabei die Mo-
dellparameter zunähst basierend auf den verraushten Messdaten der jeweiligen
Sequenz angepasst. Mit den korrigierten Punktpositionen war es dann möglih die
üblihen Shwankungen bei den TTC-Werten zu unterdrüken.
Im Folgenden werden die Modellgleihungen hergeleitet. Zum besseren Verständ-
nis der Herleitung ist in der Abbildung 4.6 graphish der Entstehungsprozess einer
Punktfolge gezeigt. Die Vorwärtsbewegung der Kamera wurde hier durh die Bewe-
Abbildung 4.6: Entstehungsprozess einer Bildpunkt Folge.
gung des 3D-Punktes P gegen die Bildebene simuliert. Ähnlih wie in Abbildung 4.1
änderte sih bei der Bewegung des Punktes P nur die Z-Koordinate. Zu den Zeit-
punkten t1, t2 und t3 hat der Punkt P die folgenden Koordinaten P1 = (X,Y,Z),
P2 = (X,Y,Z − d) und P3 = (X,Y,Z − d− d). Der Parameter d bezeihnet hierbei
den zurükgelegten Weg zwishen zwei Zeitpunkten.
Unter der Annahme eines Lohkamera-Modells und der Brennweite f = 1, kann
die Position des projizierten Bildpunktes mit dem 1. Strahlensatz bestimmt werden.





















Betrahtet man nur die x-Koordinate des projizierten Punktes p, so kann die X-
Koordinate des 3D-Punktes P wie folgt ausgedrükt werden (ähnlihe Überlegungen
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gelten auh für die Y -Koordinate).
X = x1 · Z (4.2)
X = x2 · Z − x2 · d (4.3)
X = x3 · Z − x3 · d− x3 · d (4.4)
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Der in der Praxis niht bekannt Abstand d kann nun aus der Gleihung gekürzt
werden. Weiteres Umformen führt dann letzten Endes zu der folgenden Gleihung:
x3 =
x1 · x2
2 · x1 − 1 · x2
Damit kann die Position des projizierten Punktes p zum Zeitpunkt t3 vorhergesagt
werden, wenn die Positionen dieses Bildpunktes zu den Zeitpunkten t1 und t2 be-
kannt sind. Mehr noh, mit der vollständigen Induktion lässt sih zeigen, dass die
obige Gleihung für beliebiges n ∈ N>2 gilt:
x(n) =
x1 · x2
((n− 1) · x1 − (n− 2) · x2)
(4.6)
Ähnlihes gilt auh für die y-Koordinate des Bildpunktes:
y(n) =
y1 · y2
((n − 1) · y1 − (n− 2) · y2)
(4.7)
Sind also die ersten beiden Punktpositionen einer Punktfolge bekannt, so können
theoretish die nahfolgenden Positionen mittels der obigen Gleihungen vorherge-
sagt werden. Mehr noh, mit den vorhergesagten Punktpositionen im Bild können
auh die zukünftigen 3D-Positionen des abgebildeten Punktes berehnet werden.
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Um zu überprüfen, ob die hergeleiteten Gleihungen die entsprehenden Sequen-
zen rihtig modellieren und ob die vorhergesagten Punktpositionen den rihtigen Po-
sitionen entsprehen, wurden in der Simulation mehrere Experimente durhgeführt.
Abbildung 4.7 zeigt dazu die Ergebnisse eines solhen Experiments. Die linke Gra-
phik zeigt die euklidishen Abstände zwishen zwei aufeinander folgenden Punkten
einer, in der Simulation erzeugten Sequenz und einer Folge, die mit den obigen Mo-
dellgleihungen konstruiert wurde. Die Parameter der Gleihungen wurden dabei mit
den Werten der ersten beiden Punktpositionen der simulierten Sequenz initialisiert.













































Abbildung 4.7: (a) zeigt die Abstände zwishen den Punkten der in der Simulation
erzeugten Punktsequenz und der mittels der Gleihungen 4.6 4.7 konstruierten Folge.
(b) zeigt die entsprehenden TTC-Werte.
erzeugten Punktsequenz. Die Positionen der Punkte dieser Sequenz wurden mittels
der Projektion des zuvor denierten 3D-Punktes auf die Bildebene bestimmt. Da-
zu wurden die in der Simulation ebenfalls bekannten extrinsishen und intrinsishen
Kameramatrizen verwendet. Wie erwartet, steigen die Abstände stetig an. Die Kurve
hört allerdings bei der Bildnummer 38 auf. In der Simulation wurde die Kamera ins-
gesamt 40 mal um eine Strekeneinheit nah vorne vershoben. Die Punktpositionen
in den ersten beiden Bilder wurden dabei zur Initialisierung der Modellgleihungen
verwendet. Daher wurden diese beim Vergleih der Ergebnisse in dem obigen Expe-
riment niht weiter berüksihtigt. Der initiale Abstand zum Objekt betrug damit
nur 58 Einheiten.
Wie der rehten Graphik der Abbildung zu entnehmen ist, stimmt dieser Wert
auh mit dem initialen TTC-Wert überein. Dies liegt daran, dass in dem durh-
geführten Experiment die Kamera mit der Geshwindigkeit v =
1 Strecken_Einheit
1 Zeit_Einheit
bewegt wurde und zwishen zwei Bildaufnahmen nur eine Strekeneinheit zurük-
gelegt wurde. Die durhgezogene Linie mit Kreisen fällt in dieser Graphik monoton
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runter und hört, wie erwartet bei der Bildnummer 38 auf.
Die gestrihelte Linie mit Kreuzen repräsentiert in beiden Abbildungen Werte,
die auf der mit den obigen Modellgleihungen konstruierten Folge basieren. Insge-
samt wurden 80 Punkte der Folge berehnet. Wie der Abbildung (a) zu entnehmen
ist, stimmen die Abstände zwishen den ersten 38 Punkten mit denen der simulier-
ten Sequenz überein. Die gestrihelte Linie wird allerdings weiter fortgesetzt. Die
Abstände zwishen den Punkten steigen weiter an. Der maximale Punkt dieser Kur-
ve wurde bei der Bildnummer 58 erreiht. Dies ist genau der Zeitpunkt, wenn der
durh die Folge simulierte 3D-Punkt die XY-Ebene des Kamerakoordinatensystems
shneidet. Danah verringern sih die Abstände zwishen den Punkten, und zwar
genau so shnell wie sie angestiegen sind. Dies liegt daran, dass der durh die Folge
simulierte 3D-Punkt sih nun von der Kamera nah hinten wegbewegt. Der gleihe
Sahverhalt spiegelt sih auh in der Abbildung (b) wieder. Die gestrihelte Linie
mit Kreuzen fällt zunähst monoton von 58 auf die 0 runter. Ab der Bildnummer
58 ändert sie allerdings ihre Rihtung und steigt wieder an. Wie bereits erwähnt,
bewegt sih der durh die Folge simulierte 3D-Punkt ab der Bildnummer 58 von der
Kamera nah hinten weg. Entsprehend steigt auh der berehnete TTC-Wert.
Die beiden Gleihungen 4.6 und 4.7 modellieren sehr gut die Entwiklung einer
Punktfolge im Bild, die durh die Projektion eines bestimmten 3D-Punktes ent-
stehen würde. Unabhängig davon wie weit sih der 3D-Punkt vom Ursprung des
Kamerakoordinatensystems bendet oder wie shnell die Kamera bewegt wird, ent-
sheidend sind nur die ersten beiden Positionen der projizierten Punkte. Werden
diese exakt ausgemessen, so können auh die zukünftigen Positionen des 3D-Punktes
berehnet werden. Doh wie bereits erwähnt gestaltet sih das exakte Ausmessen
der Punkte als sehr shwierig. In praktishen Anwendungen kann der erforderlihe
Grad der Messgenauigkeit oft niht garantiert werden. Daher wurden im Rahmen
dieser Arbeit mehrere Verfahren zur Adaption der Modellparameter basierend auf
den fehlerhaften Messdaten der jeweiligen Sequenz entwikelt und getestet.
4.3.2 Verfahren zur Online Adaption der Modellparameter
Aufgrund der häugen Ungenauigkeiten in der Messung der projizierten Bildpunkte
können die im letzten Abshnitt denierte Modellgleihungen niht mit den Posi-
tionen der ersten beiden gemessenen Punkten der jeweiligen Sequenz initialisiert
werden. Die rihtigen Startpositionen der Folge müssen aus den verraushten Mess-
daten der jeweiligen Sequenz geshätzt werden.
Um spätere Verwirrung auszushlieÿen, wurden die beiden Modellgleihungen
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4.6 und 4.7 durh Substitution ax = x1, bx = x2, ay = y1 und by = y2 überführt in:
x(n) =
ax · bx




((n − 1) · ay − (n− 2) · by)
(4.9)
Zur Adaption der Parameter ax, bx, ay und by wurden mehrere Verfahren auspro-
biert und getestet. Bei der Entwiklung der Verfahren wurde darauf geahtet, dass
diese die Voraussetzungen für einen online Einsatz erfüllen. Eine notwendige Be-
dingung dafür war, eine shnelle und mit der Bildaufnahme zeitnahe Korrektur der
Parameter.
4.3.2.1 Fehlerminimierendes Verfahren
Das erste Verfahren basiert auf der Minimierung der Fehlerfunktionen Fx(ax, bx)
und Fy(ay, by). Diese sind deniert als der quadratishe Abstand zwishen den ge-























(n− 1) ay − (n− 2) by
)2
(4.11)
N bezeihnet hier die aktuelle Länge der betrahteten Sequenz. xn und yn, n ∈
{3, ..., N} sind die gemessenen, verraushten Bildkoordinaten der Punkte.
Die erste Idee zur Minimierung der Funktionen war die Verwendung des klassi-
shen Gradientenabstiegsverfahrens. Es hat sih allerdings herausgestellt, dass dieses
Verfahren sih niht für den online Einsatz eignet. Mit jedem neu aufgenommenen
Bild und damit mit jeder Fortsetzung der aktuellen Folge ändern sih die Fehler-
funktionen und der Minimierungsvorgang muss neu gestartet werden. Zur Beshleu-
nigung der Berehnung wurde die neugestartete Minimierung mit den optimalen
Parametern der letzten Minimierung initialisiert. Doh auh dies beshleunigte den
Optimierungsprozess niht in dem erforderlihen Masse. Die Zahl der benötigten
Iterationsshritten variierte stark. Der erforderlihe Berehnungsaufwand für alle
aktuellen Punktfolgen konnte niht vorab geshätzt werden. Dies war der Haupt-
grund warum die Verwendung des klassishen Gradientenabstiegsverfahrens für den
online Ansatz niht in Frage kam.
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Stattdessen wurde das stohastishe Gradientenabstiegsverfahren [Spa05℄ ver-
wendet. Dieses Verfahren wird beispielsweise im Bereih des Mashinellen Lernens
zur Adaption der Modellparameter eingesetzt. Im Gegensatz zum klassishen Gra-
dientenabstiegsverfahren, wird hier der Gradient auf der Grundlage des zuletzt be-
obahteten Trainingselements approximiert. Die aktuelle Messung der neuen Punkt-
position im Bild bildet ein solhes Trainingselement. Die Parameter ax und bx der
Fehlerfunktion 4.10 werden im jeden Iterationsshritt nah der folgenden Vorshrift





















x sind die im letzten Iterationsshritt berehneten Approximationen
der Parameter ax und bx. Die Funktion F
n
x (ax, bx) ist entsprehend der Gleihung
4.10 deniert. Um das Zusammenwirken zwishen den einzelnen Iterationsshritten
und neu gemessenen Punktpositionen im Bild zu verdeutlihen, wurde hier für den
Iterationsindex ebenfalls die Variable n verwendet. Der Iterationsindex startet bei
n = 3. Die Parameter a2x und b
2
x wurden mit x-Koordinaten der ersten beiden gemes-
senen Bildpunkten p1 = (x1, y1) und p2 = (x2, y2) der aktuellen Folgen initialisiert,


















mation des Gradienten basierend auf dem letzten Trainingselement, der zuletzt
gemessenen Position des Punktes der jeweiligen Sequenz im Bild. Wie den Glei-
hungen 4.10 und 4.11 zu entnehmen ist, sind die Terme Fnx (ax, bx) und F
n
y (ay, by)
als quadratishe Abweihungen zwishen der zuletzt gemessenen und vorhergesagten
Koordinaten der Bildpunkte deniert.
Der Parameter δ wird in der Literatur oft als Shrittweite oder Lernrate be-
zeihnet. Dieser kontrolliert wie stark während der Optimierung die Werte des De-
nitionsbereihes in jedem Shritt geändert werden. Abhängig von der Form der
Fehlerfunktion kann eine unglüklihe Wahl dieses Parameters zu einem shlehten
Ergebnis führen. Besitzt die Fehleroberähe tiefe Täler mit geringer Ausdehnung,
so führt eine zu groÿ gewählte Shrittweite dazu, dass diese Minima während der
Optimierung übersprungen werden. Bei ahen Plateaus ist dagegen eine zu klein ge-
wählte Shrittweite sehr unvorteilhaft. An diesen Stellen der Fehleroberähe ist der
Betrag des Gradienten sehr klein. Multiplikation des Gradienten mit der Shrittwei-
te führt zu einer sehr geringen Änderung in dem Denitionsbereih. Dies resultiert
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dann oft in einer fast vollständigen Stagnation des Optimierungsverfahrens.
Im Rahmen dieses Ansatzes wird die Shrittweite dynamish in jedem Itera-
tionsshritt angepasst, δ = 0,1
n2
, wobei n der Iterationsindex ist. Mit dieser Wahl
konnten in der Simulation beste Ergebnisse erzielt werden. Der relativ kleine Wert
des Parameters sorgt dafür, dass an den Modellparametern ax, bx, ay und by keine
groÿen Änderungen vorgenommen werden. Untersuhungen haben ergeben, dass die
Initialisierung der Parameter mit den Koordinaten der ersten beiden Punkten der
Sequenz dafür sorgt, dass man shon reht nah an dem gesuhten Minimum liegt.
Es ist allerdings an dieser Stelle anzumerken, dass die rihtige Wahl der Shrittweite
auh dadurh ershwert wird, dass die hier denierte Fehlerfunktion sih im Grunde
mit jeder neu hinzukommenden Messung der jeweiligen Punktsequenz ändert.
Die beiden Fehlerfunktionen wurden unter den folgenden Nebenbedingungen mi-
nimiert:
|ax| < |bx| und |ay| < |by|
Diese Bedingungen basieren auf der Tatsahe, dass nah der Vershiebung des Ur-
sprungs des Bildkoordinatensystems in den FOE die Punkte einer Sequenz bei einer
geraden Bewegung der Kamera von dem FOE divergieren. Bei der Aktualisierung der
Modellparameter wurde diese Bedingung, meistens erst bei höheren Iterationsshrit-
ten und trotz der kleinen Shrittweite, manhmal verletzt. In diesem Fall wurden
die Parameter dann bei den alten Werten belassen.
Die im nähsten Abshnitt präsentierten Ergebnisse dieses Verfahrens zeugen
davon, dass die Güte der berehneten TTC-Werte niht immer vorhergesagt werden
kann. Es wurde regelmäÿig beobahtet, dass bei einigen Punktfolgen die berehneten
TTC-Werte nah einer anfänglihen Annäherung an die rihtigen Werte, gegen Ende
der Sequenz stark anfangen zu shwanken. Weil sih dieses Problem aufgrund der
im nähsten Abshnitt folgenden Diskussion kaum beheben lässt, wurde im Rahmen
dieser Arbeit ein alternatives Verfahren zur Shätzung der Parameter entwikelt.
4.3.2.2 Iteratives Verfahren
Dieses Verfahren basiert auf der iterativen Shätzung der Parameter ax, bx, ay
und by. Die Grundidee dabei ist, ausgehend von dem aktuell gemessenen Bildpunkt
pn = (xn, yn) und dem Iterationsindex n die theoretish rihtigen Parameter auszu-
rehnen. Die dazu benötigten Vorshriften ergeben sih durh einige Umformungen
der beiden Modellgleihungen 4.8 und 4.9.
Unter der Annahme, dass die Parameter ax und ay bekannt sind, können mittels
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der folgenden Formeln die entsprehenden Parameter bx und by berehnet werden.
bx =
(n− 1)ax · xn
ax + (n− 2)xn
und by =
(n− 1)ay · yn
ay + (n− 2)yn
(4.12)
Ähnlih Formeln lassen sih herleiten, wenn die Parameter bx und by als bekannt
angenommen werden:
ax =
−xn · (n− 2)bx
bx − xn(n− 1)
und ay =
−yn · (n− 2)by
by − yn(n− 1)
(4.13)
Um dem Rehnung zu tragen, dass die gemessenen Punkte übliherweise verrausht
sind und damit auh die Initialisierung der Modellparameter fehlerbehaftet ist, wur-
de auf der Grundlage der obigen Gleihungen folgender Algorithmus entwikelt:
• Mit den Parametern aus dem letzten Iterationsshritt berehne eine Vorher-
sage für die Position des Bildpunktes im Bild n.
• Berehne den Mittelpunkt m(n) = (mnx ,m
n
y ) zwishen der vorhergesagten und
der gemessenen Position des Bildpunktes im Bild n.
• Mittels der obigen Formeln aktualisiere die Parameter ax und ay oder die
Parameter bx und by. Verwende dazu niht die zuletzt gemessene Position des
Bildpunktes, sondern den im letzten Shritt berehneten Mittelpunkt m(n).
Abhängig davon welhe Parameter und in welher Reihenfolge diese aktualisiert
werden, wurde bei diesem Verfahren anfangs zwishen drei vershiedenen Aktuali-
sierungsmodi untershieden:
Iterativ A: Während des gesamten Ablaufs werden nur die Parameter ax und ay
aktualisiert. Die Parameter bx und by bleiben nah der Initialisierung unver-
ändert.
Iterativ B: Während des gesamten Ablaufs werden nur die Parameter bx und by
aktualisiert. Die Parameter ax und ay bleiben nah der Initialisierung unver-
ändert.
Iterativ AB: In jedem Iterationsshritt werden abwehselnd entweder die Parame-
ter ax und ay oder die Parameter bx und by aktualisiert.
Ausführlihe Experimente in der Simulation haben allerdings gezeigt, dass keines
dieser drei Modi den anderen überlegen ist. Im Durhshnitt war das Ergebnis des
'Iterativ A'-Ansatzes nur etwas besser als die anderen Aktualisierungsverfahren.
Ähnlihe Shlussfolgerungen wurden auh in der Diplomarbeit von Engel
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dokumentiert. Neben den drei beshriebenen Modi evaluierte er noh zusätzlih
andere Aktualisierungsvorshriften. Diese lieferten allerdings weniger gute Resultate.
Basierend auf diesen Einsihten und den bereits in [Eng08℄ dokumentierten Er-
gebnissen wurde im Rahmen dieser Arbeit auf die erneute shriftlihe Ausführung
der Resultate verzihtet. Stattdessen wird im nähsten Abshnitt untersuht welhe
Faktoren die Leistungsfähigkeit des 'Iterativ A'-Ansatzes beeinussen.
4.4 Ergebnisse im Rahmen einer Simulationsumgebung
Im Rahmen der hier durhgeführten Experimente wurde neben der Leistungsfähig-
keit beider Adaptionsverfahren auh untersuht, welhes sih besser für die prakti-
shen Anwendungen eignet. Den Shwerpunkt der Untersuhungen bildete dabei die
Ursahenndung für manhmal beobahtete Shwankungen in den resultierenden
TTC-Werten. Gleihzeitig wurde auh überprüft wie stabil die Adaptionsansätze
gegenüber Messfehlern in den Punktpositionen sind.
Dabei wurden in der Simulation zur Berehnung der TTC-Werte unter Verwen-
dung eines der beiden Adaptionsansätze folgende Shritte durhgeführt:
• Initialisierung der Parameter ax, bx, ay und by mit den Koordinaten der ersten
beiden Punkten der entsprehenden Sequenz.
• Aktualisierung der Parameter mit jedem neu gemessenen Punkt pn im Bild n
unter der Verwendung eines der beiden Verfahren.
• Shätzung der theoretish rihtigen Position des Punktes im Bild n − 1 mit
den aktualisierten Parametern.
• Shätzung der theoretish rihtigen Position des Punktes im Bild n mit den
aktualisierten Parametern.
• Berehnung des TTC-Wertes ausgehend von dem Vershiebungsvektor der bei-
den geshätzten Punkte.
Mit den exakten Daten lieferten beide Verfahren ideale Ergebnisse. Untershiede
zeigten sih sobald man etwas Raushen zu den gemessenen Bildpunkten hinzuge-
fügt hat. In den folgenden Unterabshnitten werden die Evaluierungsergebnisse der
beiden Verfahren vorgestellt.
Analyse des fehlerminimierenden Verfahrens
Im Rahmen der Analyse des ersten Ansatzes wurden mehrere Experimente durh-
geführt. Dabei wurden zur Simulation realer Bedingungen die Positionen der proji-
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zierten 3D-Punkte in der Bildebene absihtlih verfälsht.
Abbildung 4.8 zeigt beispielhaft solh eine verraushte Punktfolge (Gauÿshes








































TTC mit fehlerminimierendem Verfahren
(b)
Abbildung 4.8: (a) zeigt eine Punktfolge, die mit Gaussraushen und Varianz von
0.1 modiziert wurde. (b) zeigt die rihtigen TTC-Werte und solhe, die mit dem
fehlerminimierenden Verfahren berehnet wurden.
folge ist in Abbildung (a) dargestellt. Das Ergebnis dieses Ansatzes ist in Abbildung
(b) zu sehen. Zum Vergleih zeigt hier die nah unten abfallende Gerade die rihtigen
TTC-Werte. In dem Versuh wurde das Objekt 60 Einheiten vor dem Ursprung des
Kamerakoordinatensystems platziert und insgesamt 40 mal nah vorne vershoben.
Abbildung (b) zeigt Werte, die erst mit dem dritten Bild berehnet wurden. Die
Positionen der Punkte in den ersten beiden Bildern wurden zur Initialisierung der
Modellparameter verwendet.
Wie der Abbildung (b) zu entnehmen ist, nähern sih die berehneten TTC-
Werte nah einer kurzen Adaptionsphase den rihtigen Werten an. Vom 14 bis zum
18 Bild stimmen diese bis auf ein paar Nahkommastellen mit den rihtigen Werten
überein. Doh ab dem 20 Bild fangen die Werte an zu oszillieren, bis sie dann auf den
letzten paar Bildern kontinuierlih ansteigen. Ähnliher Kurvenverlauf wurde auh
bei anderen Punktfolgen beobahtet. Um den Grund für solh ein harakteristishes
Verhalten ausndig zu mahen wurden einige weitere Untersuhungen angestellt.
Abbildung 4.9 zeigt die in Gleihung 4.10 denierte Fehlerfunktion Fx(ax, bx) für
die oben gezeigte Punktfolge. Wie bereits erwähnt bezeihnet der Parameter N in
dieser Fehlerfunktion die aktuelle Länge der betrahteten Sequenz und wurde daher
mit N = 40 initialisiert.
Abbildung 4.9 (a) zeigt die Oberähe der Fehlerfunktion für (ax, bx) Werte aus
dem folgenden Bereih gewählt wurden, (ax, bx) ∈ [−10.0 . . . 10.0]× [−10.0 . . . 10.0].
Die senkrehte Ahse der Abbildung ist auf den Bereih [0 . . . 1000] skaliert. Die
































Abbildung 4.9: (a) und (b) zeigen untershiedlih skaliert die Oberähe der Fehler-
funktion Fx(ax, bx) für die Punktfolge in Abbildung 4.8.
Fehleroberähe hat gröÿtenteils Werte bei etwa 600. In der Mitte gibt es aber auh
Bereihe, wo der Funktionswert sehr stark und plötzlih abfällt und dann wieder
ansteigt. Diese Bereihe sind in so fern interessant, dass der Funktionswert hier fast
die Nullgrenze erreiht.
In Abbildung 4.9 (b) wurde der Denitionsbereih auf einen dieser Bereihe
[−2 . . . − 1.9] × [−2 . . . − 1.9] verkleinert. Man beahte, dass die senkrehte Ahse
in dieser Abbildung auf [0 . . . 100] skaliert ist. Mit der Initialisierung der Parameter
mit den Koordinaten der ersten beiden Punkte der Sequenz, hier ax = −1.9239 und
bx = −1.9737, bendet man sih shon reht nah an dem gewünshten Minimum.
Allerdings kann man ausgehend von der Skalierung des Denitionsbereihes darauf
shlieÿen, dass die hier dargestellte Shluht der Fehlerfunktion sehr shmal ist. Dies
ershwert die Minimierung. Die Shrittweite muss exakt gewählt werden. Eine zu
groÿe Shrittweite würde zu sehr starken Sprüngen im Wertebereih der Fehlerfunk-
tion führen und damit auh zu starken Shwankungen in den TTC-Werten.
Wie bereits erwähnt wird beim stohastishen Gradientenabstiegsverfahren der
Gradient der Fehlerfunktion Fx(ax, bx) in jedem Iterationsshritt auf der Grundlage
des zuletzt beobahteten Trainingselements approximiert. Abbildung 4.10 zeigt da-
zu die Fehlerfunktionen Fnx (ax, bx) für n ∈ {10, 20, 25, 30, 35, 39}.
Entsprehend der Gleihung 4.10 sind diese Fehlerfunktionen deniert als der qua-
dratishe Abstand zwishen dem gemessenen und dem vorhergesagten Punkt im
n-ten Bild. Der Denitionsbereih wurde auh hier auf das Intervall [−2 . . . − 1.9]×
[−2 . . . − 1.9] begrenzt.
Wie der Abbildung 4.10 zu entnehmen ist, können die Fehleroberähen bei
kleinerem n fast durh eine ahe Ebene approximiert werden. Die Berehnung
des Gradienten auf solhen Fehleroberähen und die darauf basierende iterative











Fx(a_x,b_x) Fehlerfunktion Fx(a_x,b_x), n = 10
a_xb_x











Fx(a_x,b_x) Fehlerfunktion Fx(a_x,b_x), n = 20
a_xb_x











Fx(a_x,b_x) Fehlerfunktion Fx(a_x,b_x), n = 25
a_xb_x











Fx(a_x,b_x) Fehlerfunktion Fx(a_x,b_x), n = 30
a_xb_x











Fx(a_x,b_x) Fehlerfunktion Fx(a_x,b_x), n = 35
a_xb_x











Fx(a_x,b_x) Fehlerfunktion Fx(a_x,b_x), n = 39
a_xb_x
(f) n = 39
Abbildung 4.10: Fehlerfunktionen Fnx (ax, bx) für n ∈ {10, 20, 25, 30, 35, 39}.
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Shätzung der Parameter führt unweigerlih zu dem gewünshten Ergebnis. Dies
erklärt die anfänglihe Annäherung der berehneten TTC-Werte zu den rihtigen
Werten in Abbildung 4.8 (b).
Die Tatsahe, dass in diesem Experiment die berehneten TTC-Werte zwishen
dem 10-ten und dem 23-ten Bild sehr nah an den rihtigen Werten liegen, lässt sih
ebenfalls anhand der Fehleroberähen begründen. Wie in Abbildung 4.10 zu se-
hen ist, ändern sih die linken Teile der Fehlerfunktionen für n ∈ [10, . . . , 25] kaum.
Die einzige beobahtbare Tendenz ist eine leihte Änderung der Steigung in diesem
Bereih. Im Gegensatz dazu krümmt sih der rehte Teil der Fehlerfunktionen sehr
stark. Es ist also anzunehmen, dass bei diesem Experiment die zu adaptierenden
Parameter während des Optimierungsvorgangs sih von links dem Minimum näher-
ten.
Mit steigendem n wird allerdings die bereits angesprohene Shluht immer stei-
ler. Wenn die Shrittweite hier niht rihtig angepasst wird, resultiert das in starken
Sprüngen in den Funktionswerten. Die in Abbildung 4.8 (b) ab dem 23-ten Bild
beobahtete Shwankungen in den TTC-Werten deuten auf eben diesen Sahverhalt
hin.
Die später konstant ansteigenden TTC-Werte des ersten Ansatzes lassen sih
nun dadurh erklären, dass für n = 35 die Shluht shon reht shmal ist und
die in diesem Iterationsshritt verwendete Shrittweite zu groÿ war. Dies führte
zu einer Shätzung der Parameter die auÿerhalb der Minimumnahbarshaft lagen.
Mehr noh die Fehleroberähe im Bereih der neu geshätzten Parameter muss sehr
ah mit einer Steigung nah der Null sein. Die kontinuierlih ansteigenden TTC-
Werte lassen darauf shlieÿen, dass kaum noh Änderungen an den Parametern
vorgenommen wurden.
Die rihtige Wahl der Shrittweite in jedem Iterationsshritt ist damit entshei-
dend für die gute Performanz des Verfahrens. Die im Verfahren verwendete dyna-
mishe Anpassung der Shrittweite δ an die Iterationsnummer reiht niht aus. Die
Änderungen in den Fehleroberähen hängen niht von der Anzahl der bis dahin auf-
genommenen Bildern ab, sondern von der eigentlihen Entfernung des 3D-Punktes P
zum Ursprung des Kamerakoordinatensystems. Ist der Punkt weit weg, so krümmt
sih auh die Fehleroberähe erst mit einem höheren n. Anders sieht es aus, wenn
der Punkt P shon nah an der Kamera ist. In diesem Fall weisen die Fehlerober-
ähen shon beim niedrigen n eine sehr shmale Shluht auf. Aufgrund dieses
Zusammenhangs gestaltet sih die Anpassung der Shrittweite als sehr shwierig,
denn die dazu benötigte Information ist niht vorhanden.
Die letzte in dieser Diskussion zu klärende Frage ist, warum sih die Fehlerober-
ähen mit steigendem n immer weiter krümmen. Welhe Faktoren sind für diese
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systematishe Änderungen der Fehleroberähen verantwortlih? Um diese Fragen
zu beantworten ist es wihtig sih noh einmal vor Augen zu führen wie die Fehler-
funktion aussieht und was mittels der geshätzten Parameter berehnet wird.
Die im letzten Abshnitt vorgestellten Modellgleihungen beshreiben die Ent-
wiklung einer Punktfolge im Bild, die durh die Projektion eines 3D-Punktes bei
einer vorwärts Bewegung der Kamera entstehen würde. Die Parameter der Modell-
gleihungen werden dabei mit den Koordinaten der ersten beiden Punkte der jewei-
ligen Sequenz initialisiert. Werden die Positionen der Punkte exakt ausgemessen,
so stimmen auh die berehneten Vorhersagen mit den nahfolgenden Punktpositio-
nen überein. Abbildung 4.11 zeigt wie mittels der Modellgleihungen vorhergesag-
ten Punktsequenzen aussehen, wenn die ersten beiden Punktpositionen verrausht
werden. Zum Vergleih wurden bei der mittleren Sequenz die Parameter mit den ex-




























Abbildung 4.11: Fünf untershiedlihe Punktfolgen, welhe mit den Modellgleihun-
gen 4.6 und 4.7 konstruiert wurden. Bei allen, auÿer bei der mittleren Punktfolge
wurden die Modellparameter etwas verrausht.
Es ist leiht zu sehen, dass am Anfang der Sequenzen die euklidishe Distanz
zwishen den Punkten untershiedliher Sequenzen klein ist. Aus diesem Grund
sind die Fehlerfunktionen für kleinere n relativ ah. Die Abstände zwishen dem
gemessenen und den vorhergesagten Punkten untershiedliher Sequenzen würden
hier kaum variieren. Anders sieht es beim gröÿeren n aus. Die gezeigten Folgen di-
vergieren immer weiter auseinander. Daher verformen sih mit steigendem n die
Fehlerfunktionen immer mehr. Die immer shmaler werdende Shluht entsteht da-
durh, dass mit steigendem n die Rihtigkeit der Punktvorhersage immer sensitiver
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zu den gewählten Parametern wird.
Aufgrund der obigen Diskussion wurde auf die weitere Performanzanalyse dieses
Verfahrens verzihtet. Die Bestimmung der rihtigen Shrittweite δ erwies sih als
sehr shwierig, denn wie bereits angesprohen hängt diese von dem Abstand des pro-
jizierten 3D-Punktes zur Kamera ab. Bei den Experimenten in der Laborumgebung
wurde immer wieder die harakteristishe Oszillation der TTC-Werte beobahtet.
Das zweite Verfahren lieferte hier weit aus stabilere Resultate.
Analyse des iterativen Verfahrens
Das iterative Verfahren wurde unter den gleihen Bedingungen getestet wie das erste.
Die Ergebnisse dieses Verfahrens waren allerdings gegenüber Rausheinüssen viel
stabiler. Die harakteristishen Shwankungen des fehlerminimierenden Verfahrens
gegen Ende der TTC-Sequenz wurden hier niht beobahtet.
Während der Durhführung der Experimente wurde allerdings festgestellt, dass
die Genauigkeit der berehneten TTC-Werte sehr stark davon abhängt, ob die Ad-
aptionsphase für die Modellparameter der jeweiligen Sequenz shon abgeshlossen
ist oder niht. Wie bereits erwähnt, werden die Modellparameter mit den Koordi-
naten der ersten beiden Punkte der jeweiligen Sequenz initialisiert. Zur Korrektur
der Parameter benötigt das Verfahren ein paar weitere Messungen der nahfolgen-
den Punktpositionen. Die Anzahl der dafür erforderlihen Messungen hängt von der
Entfernung des entsprehenden 3D-Punktes ab. Abbildung 4.12 visualisiert diesen
Zusammenhang.
In diesem Experiment wurde die Kamera 100 Einheiten vor dem virtuellen Reht-
ek, bestehend aus insgesamt 40 3D-Punkten, platziert. Die Positionen der Bild-
punkte der entsprehenden Sequenzen wurden mit dem Gauÿshen Raushen und
der Varianz 0.8 verfälsht. Die durhgezogene Linie in der Abbildung zeigt die rih-
tigen TTC-Werte. Die gestrihelte Linie ohne Kreuze oder Kreise stellt den Durh-
shnitt der insgesamt 40 TTC-Werte dar, die zu dem jeweiligen Zeitpunkt mit dem
einfahen Verfahren berehnet wurden. Der Durhshnitt wurde hier berehnet um
aussagekräftige Werte zu erzielen. Aufgrund des hinzugefügten Raushens zu den
Bildpunkten der Sequenz können die berehneten TTC-Werte einmal gut, einmal
weniger gut ausfallen. In der Abbildung ist klar ersihtlih, dass die gestrihelte
Linie mit der fortshreitenden Annäherung der Kamera an das Rehtek sih den
rihtigen TTC-Werten nähern. Auh die am Anfang üblihen Zik-Zak Shwan-
kungen nehmen kontinuierlih ab. Der Grund dafür ist, dass mit fortshreitender
Annäherung der Kamera die Distanz zwishen zwei aufeinander folgenden Punkten
einer Sequenz immer gröÿer wird. Das hinzugefügte Raushen zu den Bildpunkten
























Abbildung 4.12: Einuss der initialen Entfernung des 3D Punktes auf die Länge der
Adaptionsphase.
hat damit immer weniger Einuss auf die Shätzung der rihtigen Länge des Ver-
shiebungsvektors. Die Shätzungen der TTC-Werte mit dem einfahen Verfahren
werden damit immer genauer. Doh dieses Ergebnis ist in so fern niht zufrieden-
stellend, als shon am Anfang des Experimentes die berehneten TTC-Werte im
ungefähr dem gleihen Wertebereih lagen. Es ist daher niht möglih festzustellen,
ab welhem Zeitpunkt man sih auf die Rihtigkeit der Werte verlassen kann.
Die restlihen Kurven in Abbildung 4.12 zeigen durhshnittlihe TTC-Werte,
die mit dem iterativen Verfahren vom Typ 'iterativeA' berehnet wurden. Bei den
beiden anderen Typen ergaben sih ähnlihe Kurven. Um den Einuss der Adap-
tionsphase zu demonstrieren, wurden die Berehnungen der TTC-Werte zu unter-
shiedlihen Zeitpunkten gestartet. Das Ergebnis der ersten Berehnung ist durh
die punktierte Linie mit Kreuzen dargestellt, die in der Abbildung mit der Bildnum-
mer 3 beginnt. Die ersten beiden Bilder wurden zur Initialisierung des Verfahrens
verwendet. Die zweite Berehnung beginnt erst mit der Bildnummer 13, die dritte
beginnt mit der Bildnummer 23 usw. Es ist deutlih zu sehen, dass bei allen Bereh-
nungen nah der Adaptionsphase die geshätzten Werte kaum noh von den rihtigen
TTC-Werten abweihen. Im Vergleih zu den einfah berehneten TTC-Werten ist
dies eine enorme Verbesserung.
Die Länge der Adaptionsphase hängt von zwei Faktoren ab. Zum einen ist es die
wirklihe Entfernung des Objektes zum Ursprung des Kamerakoordinatensystems,
zum anderen ist es die Genauigkeit der Messungen der Punktpositionen im Bild.
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Wie der Abbildung 4.12 zu entnehmen ist, verringert sih die Länge der Adapti-
onsphase je näher die Kamera zum Objekt bewegt wird. Während bei der ersten
Berehnung für die Adaptionsphase etwa 14 Bilder benötigt wurden, waren bei der
letzten Berehnung nur 2 Bilder notwendig. Der Grund dafür ist, dass mit der Annä-
herung der Kamera an das Objekt die Vershiebungsvektoren des so entstehenden
optishen Flusses immer gröÿer werden. Das Raushen, das zu den Bildpunkten
hinzugefügt wird, hat damit immer weniger Einuss auf die Shätzung der rihti-
gen Länge des Vershiebungsvektors. Die Adaptionsphase kann allerdings verlängert















Varianz der Gausschen Glockenfunktion
TTC-Wert bei 33-ten Bildaufnahme
1. Berechnung, einfaches Verfahren
1. Berechnung, Verfahren 2
2. Berechnung, einfaches Verfahren
2. Berechnung, Verfahren 2
Abbildung 4.13: Wirkung des Rausheinüsses auf die Länge der Adaptionsphase.
Ähnlih wie im obigen Experiment wurden hier zwei Berehnungen parallel ge-
startet. Hier wurde ebenfalls das Verfahren 'iterativeA' verwendet. Die erste Adap-
tionsphase startete mit dem dritten Bild, die zweite mit dem 23-ten. Die Abbildung
4.13 vergleiht die TTC-Werte beider Berehnungen im 33-ten Bild. Der wahre TTC-
Wert liegt hier bei 71. Dies ist in der Abbildung durh die gerade Linie dargestellt.
Die Kurve mit gefüllten Kreisen stellt die durhshnittlihen TTC-Werte der ersten
Berehnung abhängig von dem Rausheinuss dar. Ähnlih dem obigen Experiment
wurde auh hier der Durhshnitt der jeweils 40 Bildsequenzen berehnet. Die Kurve
mit gefüllten Rehteken stellt die Ergebnisse der zweiten Berehnung dar. Die bei-
den stark nah unten abfallende gestrihelte Linien mit Kreuzen bildet TTC-Werte,
die mit dem Standardverfahren berehnet wurden.
Es ist deutlih zu sehen, dass mit steigendem Rausheinuss die TTC-Werte des
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einfahen Verfahrens immer weiter von dem rihtigen Wert abweihen. Die mit dem
zweiten Verfahren berehneten Werte bleiben dagegen relativ nah an der geraden
Linie. Vergleiht man die TTC-Werte der ersten und der zweiten Berehnung, so
stellt sih heraus, dass bei der ersten Berehnung die Werte weitaus stabiler sind
und weniger shwanken im Vergleih zu den Ergebnissen der zweiten Berehnung.
Bis zu einem Raushfaktor von 0.7 stimmen die Ergebnisse der beiden Berehnung
fast überein. Ab diesem Wert fängt die Kurve mit den Rehteken langsam an von
dem rihtigen Wert zu divergieren. Mit zunehmendem Raushen reihen die 10 Bil-
der bei der zweiten Berehnung niht mehr aus um die Modellparameter rihtig zu
adaptieren. Die Werte der ersten Berehnung sind nur deshalb besser, weil hier für
die Adaption insgesamt 30 Bilder zur Verfügung stehen. Aus der Abbildung 4.13 ist
damit klar ersihtlih, dass je gröÿer der Rausheinuss bei den Messdaten ist, desto
mehr Daten brauht das Verfahren zur Adaption der Modellparameter. Niht de-
sto trotz ist die Shätzung der durhshnittlihen TTC-Werte mit diesem Verfahren
deutlih besser als mit dem üblihen Standardverfahren.
4.5 Diskussion und Zusammenfassung
In diesem Kapitel wurde ein neues Verfahren zur Berehnung der TTC-Werte vorge-
stellt. Es basiert auf den Gesetzen der projektiven Geometrie. Zur genaueren TTC-
Berehnung werden hier die theoretish rihtigen Verläufe der 2D-Projektionen von
3D-Punkten während der Kamerabewegung herangezogen. Dabei erfolgt die Shät-
zung der theoretish rihtigen 2D-Verläufe auf der Grundlage der gemessenen Punkt-
positionen im Bild. Der Vorteil hierbei ist, dass die TTC-Berehnung niht direkt
auf den oft verraushten Bildmessungen erfolgt. Der zwishengeshaltete Shritt der
Shätzung der 2D-Projektionen sorgt dafür, dass die fehlerhaft gemessene Punktpo-
sitionen im Bild weniger Einuss auf die berehneten TTC-Werte haben.
Das Grundgerüst des Verfahrens bilden Modellgleihungen, mittels derer die Po-
sition des entsprehenden Merkmals im kommenden Bild geshätzt werden kann. Zur
Adaption der Modellparameter wurden hier zwei Ansätze vorgestellt. Der erste An-
satz basiert auf der Minimierung einer Fehlerfunktion. Um eine online stattndende
Parameteradaption zu gewährleisten wurde hier zur Optimumssuhe das stohasti-
she Gradientenabstiegsverfahren eingesetzt. Dabei wird zur Minimierung in jedem
Shritt nur die zuletzt erfolgte Messung der entsprehenden Punktposition im Bild
herangezogen.
Der zweite Adaptionsansatz verfolgt eine andere Strategie. Die neuen Parame-
ter werden hier basierend auf einer hergeleiteten Vorshrift in jedem Shritt neu
berehnet. Dazu wird, ähnlih dem ersten Ansatz nur die zuletzt durhgeführte
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Punktmessung herangezogen. Der Vorteil dieses iterativen Ansatzes ist, dass es kei-
ne frei wählbare Parameter enthält.
In den anshlieÿenden Experimenten unter kontrollierten Bedingungen wurde
festgestellt, dass für die praktishe Anwendungen sih der iterative Ansatz besser
eignet als das erste fehlerminimierende Verfahren. Die Leistungsfähigkeit des letzte-
ren Ansatzes war sehr stark von der gewählten Shrittweite abhängig. Experimente
haben wiederum gezeigt, dass die rihtige Wahl dieses Parameters nur durh die an-
fänglihe Entfernung des abgebildeten 3D-Punktes bestimmt werden konnte. Aus-
gehend von dieser Einsiht war es kaum möglih ein Verfahren zur automatishen
Bestimmung der Shrittweite zu entwikeln.
Beim iterativen Verfahren dagegen wurde während der durhgeführten Expe-
rimente viel weniger Shwankungen in den resultierenden TTC-Werten beobah-
tet. Nah dem Abshluss der anfänglihen Adaptionsphase blieben die berehneten
TTC-Werte beim gleihen Rausheinuss relativ stabil. Die dem fehlerminimieren-
den Verfahren harakteristishe Shwankungen gegen Ende der Sequenz wurden hier
niht beobahtet. Der zweite Ansatz erwies sih ebenfalls als sehr stabil gegenüber
erhöhtem Rausheinuss in den Positionen der projizierten Punkte in der Bildebene.
Die Herleitung der Modellgleihungen sowie der fehlerminimierende Ansatz zur
Adaption der Modellparameter wurden zum ersten mal auf der 18-ten 'International
Conferene on Computer Graphis and Vision' im Jahr 2008 vorgestellt [SNP08℄. Der
iterative Ansatz zur Parameteradaption wurde in einem weiteren Artikel auf dem 21-
ten 'Fahgespräh Autonome Mobile Systeme 09' präsentiert [SP09a℄. Gleihzeitig
wurden in diesem Artikel auh Erweiterungen diskutiert, um die sehr einshrän-
kende Annahme einer konstanten Geradeausbewegung der Kamera aufzulösen. Das
folgende Kapitel beshreibt die Details dieser Erweiterungen und analysiert die Per-
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Das im letzten Kapitel vorgestellte Verfahren zur Shätzung der TTC-Werte
liefert in der Simulation sehr gute Ergebnisse bei einer konstanten und geraden Be-
wegung der Kamera. Allerdings ist die Restriktion auf nur diese Art der Bewegung
niht hinreihend für einen Einsatz in realen Anwendungen. In der Praxis werden
die TTC-Werte oft für die Navigation oder Steuerung von mobilen Robotern und
Fahrzeugen verwendet. Dabei kommen neben den Rotationsfahrten auh Gerade-
ausfahrten mit variierender Geshwindigkeit vor. In solhen Situationen würde das
hier vorgestellte Verfahren sheitern, weil die wihtige Annahme einer konstanten,
geraden Bewegung der Kamera niht erfüllt wäre.
Um diese sehr einshränkende Annahme aufzulösen, werden im Rahmen die-
ses Kapitels Erweiterungen des Ansatzes vorgestellt. Die Parameter der Modellglei-
hungen werden abhängig von der Bewegungsart der Kamera aktualisiert. In den
folgenden Abshnitten werden drei Bewegungsarten betrahtet: Geradeausfahrt mit
variierender Geshwindigkeit, einfahe Rotation und Kurvenfahrt.
Gleihzeitig werden in diesem Kapitel auh Ergebnisse einer weiteren Experi-
mentenreihe vorgestellt. Diese wurde im Rahmen einer Laborumgebung durhge-
führt und diente dazu den praktishen Einsatz des Verfahrens zu testen. Gleihzei-
tig wurde dabei auh untersuht, welhe Merkmale sih besser für die Berehnung
von TTC-Werten eignen und ob die Position der Merkmale im Bild ebenfalls einen
Einuss auf die Güte der berehneten TTC-Werte hat.
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Das Kapitel shlieÿt ab mit einer Zusammenfassung und einer ausführlihen
Diskussion über die dabei erzielten Ergebnisse.
5.1 Erweiterung des Ansatzes auf vershiedene Bewe-
gungsarten
Insgesamt wurden drei zusätzlihe Bewegungsarten untersuht: Geradeausfahrt mit
variierender Geshwindigkeit, Punktrotation und Kurvenfahrt. Die entsprehenden
Aktualisierungsmethoden integrieren in sih nahtlos den bereits in Simulation getes-
teten iterativen Ansatz zur Adaption der Modellparameter und stellen damit eine
logishe Erweiterung dieses Ansatzes dar.
Für die Anwendbarkeit der Methoden werden noh zusätzlihe Informationen
über die Kalibrierung und die Bewegungsart der Kamera benötigt. Letzteres kann
übliherweise über die aktuellen Odometriedaten des autonom agierenden Roboters
bestimmt werden. Die Kalibrierung der Kamera muss allerdings vor dem Start der
Anwendung erfolgen.
5.1.1 Gerade Bewegung mit variierender Geshwindigkeit
Damit das Verfahren auh bei geraden Bewegungen mit variabler Geshwindigkeit
vernünftige Ergebnisse liefert, müssen die Modellparameter ax, bx, ay und by ent-
sprehend der Geshwindigkeitsänderung aktualisiert werden. Die grundlegende Idee
dabei ist, die Parameter so anzupassen, als wäre die Kamera von Anfang an mit der
geänderten Geshwindigkeit bewegt worden. Die Abbildung 5.1 veranshauliht die-
se Idee graphish.
Abbildung 5.1: Entwiklung der Feature Positionen bei variierender Geshwindigkeit
der Kamerabewegung.
Hierbei wird davon ausgegangen, dass die Merkmalspositionen exakt ausgemes-
sen werden. Die shwarzen runden Punkte repräsentieren die Positionen eines Merk-
mals in mehreren aufeinander folgenden Bildern. Weil die Kamera in Rihtung des
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Objektes bewegt wird, divergiert der Merkmal immer weiter von dem FOE. Hier wird
angenommen, dass die Geshwindigkeit der Kamerabewegung zwishen den ersten
fünf Bildern konstant ist. Weil die Bilder immer in äquidistanten Zeitabständen auf-
genommen werden, kann davon ausgegangen werden, dass auh die zurükgelegte
Streke zwishen zwei Bildern gleih ist. Zwishen dem fünften und dem sehsten
Bild wurde die Geshwindigkeit verdoppelt. Die Position des betrahteten Merkmals
im sehsten Bild liegt daher viel weiter von dem FOE, als es der Fall wäre, wenn
keine Geshwindigkeitsänderung stattgefunden hätte. Die umrandeten Merkmalspo-
sitionen in der Abbildung 5.1 repräsentieren die Positionen, die der Merkmal hätte,
wenn die Kamera von Anfang an mit der geänderten Geshwindigkeit bewegt wor-
den wäre. Mit der doppelten Geshwindigkeit werden weniger Bilder aufgenommen,
bis der Merkmal die letzte Position erreiht. Damit müssen niht nur die Parameter
bx und by aktualisiert werden, sondern auh der Iterationsindex n. Ähnlihe Situa-
tion ergibt sih, wenn die Geshwindigkeit bzw. die zurükgelegte Streke zwishen
den letzten beiden Bilder verringert wird. Wie der Abbildung 5.1 zu entnehmen
ist, müssen die Parameter ax und ay niht verändert werden. Unabhängig von der
Geshwindigkeit ist die Position des Merkmals im ersten Bild in allen Fällen gleih.
Die Aktualisierung des Iterationsindexes hängt von dem Verhältnis der zuletzt
gefahrenen Streke zu der gefahrenen Streke zwishen den vorletzten beiden Bil-
dern. Die folgende Formel beshreibt die Aktualisierungsvorshrift.
nneu =
(





nalt und nneu bezeihnen hier jeweils den alten und den neuen Iterationsindex. Der
Parameter dalt ist die zurükgelegte Streke zwishen den beiden Zeitpunkten der
Bildaufnahmen t−2 und t−1, wobei t hier den Zeitpunkt der letzten Bildaufnahme
bezeihnet. Bezogen auf das Beispiel in Abbildung 5.1 ist dies die Streke zwishen
dem vierten und dem fünften Bild. Der Parameter dneu bezeihnet die Streke,
die shon mit der geänderten Geshwindigkeit zurükgelegt wurde. In dem obigen
Beispiel ist dies die Streke zwishen dem fünften und dem sehsten Bild.
Damit die bereits vorgestellte Aktualisierungsvorshrift des iterativen Verfahrens
aus dem letzten Kapitel wie gewohnt angewendet werden kann, wird der Iterations-
index immer für den vorletzten Zeitpunkt aktualisiert. In dem betrahteten Beispiel
ist nalt = 5 zu wählen. Weil die Geshwindigkeit zwishen den letzten beiden Bil-
dern verdoppelt wurde, ist der Term
dalt
dneu
= 12 . Damit ist der neue Iterationsindex
nneu = 3. Aus der Formel 5.1 ist klar ersihtlih, dass der neu berehnete Iterati-
onsindex nneu keine natürlihe Zahl sein muss. Abhängig von der Geshwindigkeits-
änderung und damit vom Verhältnis der beiden zurükgelegten Streken kann der
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Iterationsindex nneu auh rationale Zahlen annehmen.
Ausgehend vom neuen Iterationsindex werden die Modellparameter bx und by
wie folgt aktualisiert:
bneux =
(nneu − 1) ax ·mx
ax + (nneu − 2)mx
, bneuy =
(nneu − 1) ay ·my
ay + (nneu − 2)my
Die beiden Formeln entsprehen den Gleihungen 4.12, die bereits im Kapitel
4 bei der Beshreibung des iterativen Ansatzes zur Adaptierung der Modellpara-
meter hergeleitet wurden. Im Untershied dazu wurde hier der Iterationsindex n
durh den neuen Iterationsindex nneu ersetzt. Auh die in Gleihungen 4.12 verwen-
deten (xn, yn) Punktkoordinaten, wurden hier entsprehend dem iterativen Adapti-
onsansatz durh den, im letzten Aktualisierungsshritt ausgerehneten Mittelpunkt
m = (mx,my) zwishen der vorhergesagten und gemessenen Merkmalsposition aus-
getausht. Bezogen auf das obige Beispiel wäre dies die Merkmalsposition p5.








ist es nun möglih eine
Vorhersage über die nähste Merkmalsposition zu treen. In dem betrahteten Bei-
spiel können dann die entsprehenden Modellparameter, zusammen mit der bereits
gemessenen Merkmalsposition p6 mittels der Aktualisierungsvorshrift des iterativen
Ansatzes aktualisiert werden.
5.1.2 Punktrotation in der zur Grundähe parallelen Ebene
Obwohl bei der einfahen Rotation oder Punktrotation keine Vorwärtsbewegung
der Kamera stattndet, verändert sih dennoh der TTC Abstand des 3D-Punktes
P zu der rotierenden Bildebene. Die Abbildung 5.2 veranshauliht diesen Zusam-
menhang. Die geänderte Orientierung der Kamera ist hier durh die beiden Pfeile
angedeutet. Aufgrund der Rotation ändert sih auh die Position und die Ausrih-
tung der Bildebene. Der zum 3D-Punkt P berehnete TTC-Abstand vor und nah
der Rotation ist in der Abbildung durh die orthogonalen Geraden zu den beiden
Bildebenen dargestellt. Wie ebenfalls deutlih zu sehen ist, ändert sih auh die Po-
sition des projizierten 3D-Punktes in der Bildebene. Folglih müssen auh in diesem
Fall die Modellparameter ax, ay, bx und by aktualisiert werden.
Zur Aktualisierung der Parameter werden Informationen über den Rotations-
winkel und über die intrinsishe Kalibrierung der Kamera benötigt. Aufgrund der
Herleitung der Modellgleihungen sind die Modellparameter die theoretishen Po-
sitionen der ersten beiden Punkte einer Sequenz. Diese Positionen sind im Bild-
koordinatensystem gegeben, wobei der Ursprung des Koordinatensystems ins FOE
vershoben wurde. Vor der Multiplikation mit der Rotationsmatrix müssen diese
zunähst ins Kamerakoordinatensystem umgerehnet werden.
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Abbildung 5.2: Graphishe Darstellung der Veränderung des TTC Abstandes zwi-
shen dem 3D-Punkt P und der rotierenden Bildebene der Kamera.
Dies erfolgt mittels der Inversen der intrinsishen Kalibrierungsmatrix:
X
C = M−1int ·K x
wobei x = (x, y, 1) hier die homogenen Koordinaten des betrahteten Bildpunktes
bezeihnet. Die Multiplikation dieses Punktes mit der Matrix K liefert neue Koor-
dinaten des Punktes und zwar im Bildkoordinatensystem, dessen Ursprung in der
oberen linken Eke des Bildes liegt. M−1int ist die Inverse der intrinsishen Kalibrie-
rungsmatrix, und X
C
ist der Vektor des entsprehenden Punktes im Kamerakoor-
dinatensystem.
Die Rotation dieses Vektors liefert einen neuen Vektor X
′C
X
′C = R ·XC
wobei R hier die Rotationsmatrix bezeihnet. Die Umrehnung des neuen Vektors





Damit ergibt sih die folgende Aktualisierungsvorshrift für die Modellparameter ax
und ay:
aneu = T · aalt
mit T = K−1MintRM
−1







für die Modellparameter bx und by ist analog deniert.
Mit dem neuen Parametersatz kann der neue TTC-Wert für den 3D-Punkt P
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wie gewohnt ausgerehnet werden. Der Iterationsindex muss in diesem Fall niht
verändert werden.
Die hier vorgestellte Aktualisierungsvorshrift funktioniert allerdings nur unter
der Annahme, dass das Kamerazentrum genau auf der Rotationsahse des Roboters
liegt. Bedauerliherweise ist dies bei vielen Roboterkongurationen niht der Fall.
Der nähste Abshnitt zeigt wie solhe Situationen als Spezialfälle der Kurvenfahrt
interpretiert werden können.
5.1.3 Kurvenartige Bewegung
Die Kurvenfahrt ist deniert als eine Zusammensetzung der rotierenden und der
translatorishen Bewegung. Dies bedeutet, dass bei der Aufnahme zweier nahein-
ander folgender Bilder sih sowohl die Position als auh die Orientierung der Kamera
geändert hat. Die Abbildung 5.3 repräsentiert diese Situation graphish. Der Halb-
Abbildung 5.3: Graphishe Darstellung einer Kurvenfahrt, bei der der translatorishe
Anteil der Bewegung stärker ausgeprägt ist als der rotierende Anteil.
bogen in der Abbildung repräsentiert den Roboter, der seine Rotationsahse in der
Mitte des Bogens hat. Der etwas nah vorne versetzte shwarze Rehtek zusammen
mit dem Pfeil gibt die Position und die Orientierung der Kamera an. Die beiden
Positionen P1 und P2 bezeihnen die Kamerapositionen zu den beiden Zeitpunk-
ten der Bildaufnahme. Im Untershied zu der Annahme aus dem vorigen Abshnitt
liegt die Kamera hier niht auf der Rotationsahse des Roboters. Die entsprehende
Vershiebung ist in der Abbildung durh den Vektor a = (a1, a2, a3) bezüglih des
Roboterkoordinatensystems gekennzeihnet. Unter der Annahme, dass die Kamera
in Fahrtrihtung des Roboters gerihtet ist, gilt ohne Beshränkung der Allgemein-
heit a2 = 0 und a3 = 0.
Für das hier vorgestellte Aktualisierungsverfahren muss der relative Abstand
zwishen den beiden Kamerapositionen sowie der Rotationswinkel der Kamera be-
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kannt sein. In den praktishen Anwendungen lässt sih übliherweise aus den Odo-
metriedaten des Roboters die Information über die Position des Roboters und den
Rotationswinkel gewinnen. In der Abbildung 5.3 ist die relative Vershiebung zwi-
shen den beiden Roboterpositionen mit dem Vektor d = (d1, d2) bezeihnet. Zu-
sammen mit dem bereits angesprohenen Vektor a lässt sih damit auh die relative
Vershiebung der Kamera zu den beiden Zeitpunkten der Bildaufnahme berehnen.
Für die Berehnung der neuen Modellparameter wird die Kurvenfahrt durh eine
Abfolge von drei einfahen Shritten simuliert. Dabei werden die Modellparameter
und der Iterationsindex so aktualisiert, als wäre die Kamera zwishen den beiden
Bildaufnahmen entlang einer Eke bewegt worden. In Abbildung 5.3 sind die folgen-
den drei Shritte graphish dargestellt.
• Translation der Kamera von der Position P1 zur Position X.
• Rotation der Kamera um den Winkel β.
• Translation der Kamera von der Position X zur Position P2.
Zur Durhführung dieser Shritte werden die bereits vorgestellten Aktualisierungs-
methoden für Geradeausfahrt mit variierender Geshwindigkeit sowie für einfahe
Rotation eingesetzt. Die Längen der beiden Streken P1 X und X P2 lassen sih
mittels der Geometrie wie folgt ausrehnen:
P1 X = d2 −
d1
tanβ





wobei d1 und d2 hier die x- und y-Koordinaten des bekannten Translationsvektors
d bezeihnen. Die einzelnen Shritte zur Neuberehnung der Modellparameter sind
im Folgenden zusammengefasst:
Shritt 1: Aktualisiere den Iterationsindex und die Modellparameter ax, bx, ay und
by so, als ob die Kamera auh shon vorher zwishen zwei Bildaufnahmen die
Streke P1 X bewegt wurde.
Shritt 2: Erhöhe den neuen Iterationsindex um 1 und berehne mit den neuen
Modellparametern die theoretishe Position des entsprehenden Merkmals im
Bild, so als ob die Kamera wirklih zur Position X bewegt worden wäre.
Shritt 3: Aktualisiere die Modellparameter entsprehend dem Rotationswinkel β.
Shritt 4: Aktualisiere erneut den Iterationsindex und die Modellparameter ax, bx,
ay und by so, als ob die Kamera auh shon vorher zwishen zwei Bildaufnah-
men die Streke X P2 bewegt wurde.
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Shritt 5: Mit den neuen Parametern und dem wieder um eins erhöhten Iterations-
index berehne eine Vorhersage für die Position des Features und zusammen
mit der Messung im aktuellen Bild aktualisiere die Modellparameter entspre-
hend dem iterativen Adaptionsverfahren aus Kapitel 4.
In der in Abbildung 5.3 dargestellten Situation ist die Länge der berehneten
Streke P1 X positiv. In manhen Fällen kann der Wert allerdings auh ein negati-
ves Vorzeihen haben. In solhen Situationen muss die Kamera theoretish rükwärts
bewegt werden, um die Position X zu erreihen. Diese Fälle treten auf, wenn bei der
Kurvenfahrt zwishen zwei Bildern die Rotation viel stärker ausgeprägt ist als der
entsprehende Translationsanteil. Die Abbildung 5.4 gibt dazu ein Beispiel. Zur bes-
Abbildung 5.4: Graphishe Darstellung einer Kurvenfahrt. In dieser Situation ist der
rotierende Anteil der Bewegung stärker ausgeprägt als der translatorishe Anteil.
seren Anshauung wurde die Vershiebung a der Kamera von der Rotationsahse des
Roboters in diesem Beispiel um einiges vergröÿert. Wie der Abbildung zu entneh-
men ist, muss die Kamera von der Position P1 rükwärts zur Position X vershoben
werden. Für die Aktualisierung der Parameter bedeutet dies, dass im zweiten Shritt
der neue Iterationsindex niht um eins erhöht, sondern stattdessen um eins verrin-
gert wird. Die damit berehnete neue Position des Merkmals im Bild entspriht der
Position, die der Merkmal hätte, wenn die Kamera zu einem früheren Zeitpunkt an
der Position X gewesen wäre. Die restlihen Shritte des Aktualisierungsverfahrens
bleiben gleih.
Besteht die Kurvenfahrt aus reiner Rotation, so gilt für die Streken P1 X =
a1 und X P2 = a1. Damit können auh die Fällen abgedekt werden, wenn das
Kamerazentrum niht auf der Rotationsahse des Roboters liegt und der Roboter
eine rein rotierende Bewegung durhführt.
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5.2 Versuhsumgebung und tehnishe Ausstattung
Um aussagekräftige Resultate über die Performanz der Verfahren zu erzielen, wur-
den diese unter kontrollierten Bedingungen getestet. Der Laborraum wurde so prä-
pariert, dass zu jedem Zeitpunkt der Bildaufnahme die verbleibende Entfernung des
Roboters zu den Hindernissen bekannt war. Damit war es möglih die Genauigkeit
der berehneten TTC-Werte zu untersuhen.
Umgebung
Für die Experimente wurde eine Flähe von 28, 549m2 im Laborraum präpariert. Auf
dem 3, 63m × 7, 865m groÿem Rehtek wurden drei Hindernisse mit untershied-
lihem Abstand zur anfänglihen Position des Roboters aufgestellt. Abbildung 5.5
zeigt das Kamerabild, welhes von der Startposition der Roboters aufgenommen
wurde und den shematishen und maÿstabsgetreuen Aufbau der Versuhsumge-
bung. Hierbei wurden bewusst groÿähige und rehtwinklige Hindernisse gewählt.
(a) (b)
Abbildung 5.5: (a) zeigt das Kamerabild welhes von der Startposition des Roboters
aufgenommen wurde. (b) zeigt graphish den maÿstabgetreuen Aufbau der Versuh-
sumgebung.
Diese wurden parallel zur Bildebene der Kamera aufgestellt. Ein solher Aufbau
vereinfahte sehr die Auswertung der Experimente. Auf diese Weise konnten allen
Punkten eines bestimmten Bildbereihs ein bestimmter TTC-Wert zugeordnet wer-
den.
Die verwendeten Kartons wurden mit vershiedenen Zeitungsausshnitten be-
klebt. Damit konnten genügend Merkmale auf diesen extrahiert und verfolgt werden.
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Tehnishe Ausstattung
Bei den durhgeführten Experimenten kam der ER1 Roboter der Firma Evolution
Robotis zum Einsatz. Dabei handelt es sih um einen fahrenden Roboter, der sih
auf zwei Antriebsrädern und einem Stützrad bewegt. Den Körper bildet ein System,
welhes basierend auf dem Stek-Prinzip (ähnlih der Fishertehnik) sih beliebig
kongurieren lässt. Der Roboter besitzt zusätzlih zwei Motoren für den Antrieb, ein
Notebook zur Steuerung sowie einen 12V Akku. Abbildung 5.6 zeigt untershiedlihe
Ansihten des Roboters.
(a) Vorderansiht (b) Seitenansiht () Rükansiht
Abbildung 5.6: Untershiedlihe Ansihten des eingesetzten ER1 Roboters der Firma
Evolution Robotis.
Für die Steuerung wurde ein Notebook mit folgenden Spezikationen eingesetzt:
• Intel(R) Pentium(R) M Prozessor, 1.60GHz und 512Mb Arbeitsspeiher.
Die Kamera wurde im Rahmen der Experimente in Fahrtrihtung des Roboters
gerihtet. Dabei wurde die folgende Kamera verwendet.
• iRez Kitter USB Webam, Auösung 320× 240
Vor der Inbetriebnahme wurde die Kamera mittels des 'ERSP Camera Calibration
Tool' intrinsish kalibriert. Dabei wurden insgesamt 7 von der Kameraposition unab-
hängige Kameraparameter bestimmt, mittels derer es möglih war das Kamerabild
zu entzerren. Gerade Linien wurden im Bild wieder als gerade Linien dargestellt.
Aufgrund der Bodenbeshaenheit im Labor und der eher instabilen Befestigung
der Kamera, wurden während der Fahrt und besonders beim Start Shwankungen
in Kamerabildern beobahtet. Um den Ausmaÿ der Shwankungen zu demonstrie-
ren wurde während der Annäherung des Roboters an ein Stativ eine Videosequenz
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aufgenommen. Der Stativ wurde dabei vor dem Roboter in einer Entfernung von
7, 75m platziert. Der höhste Punkt des Stativs im Bild entsprah in etwa der Positi-
on des FOE. In der aufgenommenen Videosequenz wurde dieser Punkt in jedem Bild
manuell markiert. Abbildung 5.7 (a) zeigt das am Anfang der Sequenz aufgenom-
mene Kamerabild und Abbildung 5.7 (b) zeigt die Entwiklung der y-Koordinate



















Punkt nahe des FOE
(b)
Abbildung 5.7: (a) zeigt das am Anfang der Sequenz aufgenommene Kamerabild;
(b) zeigt die Entwiklung der y-Koordinate eines Punktes nahe dem FOE während
der gesamten Sequenz.
Es ist deutlih zu sehen, dass fast während der gesamten Sequenz sehr star-
ke Shwankungen in der Entwiklung der y-Koordinate des betrahteten Punktes
vorhanden sind. Erst gegen Ende lässt sih eine Tendenz nah oben erkennen. In
der x-Koordinate wurden ebenfalls Shwankungen beobahtet. Diese waren bei dem
betrahteten Punkt allerdings niht so stark. Wie bereits erwähnt, wurden die Po-
sitionen des Punkten in der Sequenz manuell markiert. Damit sind die gezeigten
Shwankungen allein auf Bodenunebenheiten und instabile Befestigung der Kamera
zurükzuführen.
Bei den im Folgenden präsentierten Experimenten wurde, wenn niht anderes
vermerkt, die Position des FOE vor dem Start der Roboterbewegung manuell kali-
briert. Dies hatte zur Folge, dass beim Rausheinuss niht explizit zwishen den
Messfehlern bei den Positionen der Merkmale und den äuÿeren Einüssen der Um-
gebung untershieden wurde. Es wurde damit in den meisten Fällen der kumulierte
Rausheinuss betrahtet.
5.3 Einuss der Position der Merkmale im Bild
Bei den ersten durhgeführten Experimenten wurde der Roboter mit einer konstan-
ten Geshwindigkeit vorwärts bewegt. Dabei wurde als erstes festgestellt, dass der
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Anfang der Merkmalssequenz und die Rihtung in die sih diese entwikelt einen
starken Einuss auf die Güte der entsprehenden TTC-Berehnung haben.
Abbildung 5.8 (a) zeigt ein vom Roboter während der Fahrt aufgenommenes
Bild. Der rot umrandete Rehtek markiert den Bereih aus dem einige SIFT-
Merkmale für die TTC-Berehnung ausgewählt wurden. Abbildung 5.8 (b) zeigt die
























richtiger Abstand zum Hindernis im cm
(b)
Abbildung 5.8: (a) Der rot umrandete Rehtek markiert den Bereih aus dem einige
Merkmale für die TTC-Berehnung ausgewählt wurden. (b) Graphishe Darstellung
der bereits in Distanz umgerehneten TTC-Werte.
gezogene Linie mit der negativen Steigung der wahren Distanz zum betrahteten
Hindernis. Die anderen Kurven entsprehen den in Distanz umgerehneten TTC-
Werten, welhe aus den jeweiligen Merkmalssequenzen berehnet wurden. Es ist
deutlih zu sehen, dass einige der berehneten Kurven sih shon nah kurzer Zeit
den rihtigen Werten annähern, während andere weit von den rihtigen Werten ent-
fernt, starken Shwankungen unterliegen. Genauere Untersuhungen haben ergeben,
dass das Problem in der unglüklihen Initialisierung der Modellparameter ax, ay,
bx und by liegt. Davon betroen waren hauptsählih Punkte, die sih entlang der
x- oder der y- Ahse bewegten. Messfehler in den Positionen der Merkmale hatten
hier einen stärkeren Wirkungsgrad. Tabelle 5.1 gibt hierzu einen Überblik über die
initialen Werte der Parameter ax, ay, bx und by einiger guter und einiger shlehter
Sequenzen. Die Güte einer Sequenz harakterisiert sih über die Genauigkeit der
entsprehenden TTC-Werte. Die in der Tabelle dargestellten Werte entsprehen den
ersten beiden Positionen p1 und p2 eines Merkmals in der entsprehenden Sequenz.
Es gilt p1 = (ax, ay) und p2 = (bx, by).
In dem hier untersuhten Beispiel liegt der Verdaht nahe, dass die Ursahe für
die instabile TTC-Werte bei shlehten Sequenzen in dem zu geringen Betrag der ay
und by Parameter liegt. Diese Sequenzen bewegten sih entlang der x-Ahse. Wei-
tere Untersuhungen haben allerdings ergeben, dass das Problem viel mehr auf den
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shlehte Sequenzen gute Sequenzen
ax bx ay by ax bx ay by
-169.07 -171.25 5.22 4.62 -206.53 -209.37 31.16 33.01
-190.42 -193.56 -3.67 -4.76 -191.83 -195.64 12.08 12.82
-200.18 -203.26 -0.66 -3.86 -186.89 -189.94 15.82 15.72
-169.28 -172.43 0.16 -3.05 -166.87 -169.69 10.95 10.89
-177.28 -181.04 -0.52 -0.79 -173.95 -177.10 29.83 29.36
-169.01 -172.28 0.19 0.20 -259.23 -263.90 -15.61 -16.65
Tabelle 5.1: Initiale Parameter ax, ay, bx und by einiger ausgewählter guter und
shlehter Sequenzen, die bei dem im Abbildung 5.8 gezeigten Versuh entstanden
sind.
prozentualen Untershied zwishen den Parametern zurükzuführen ist. Die bereits
hergeleiteten Formeln zur Vorhersage der nähsten Merkmalsposition
x(n) =
ax · bx
((n− 1) · ax − (n− 2) · bx)
, y(n) =
ay · by
((n− 1) · ay − (n− 2) · by)
liefern nur dann rihtige Ergebnisse, wenn die folgenden Bedingungen erfüllt sind:
|(n− 1) · ax| > |(n− 2) · bx| , |(n− 1) · ay| > |(n− 2) · by|
Mit diesen Bedingungen ist sihergestellt, dass die Nenner in den obigen Gleihungen
positiv sind. Experimentell wurde ermittelt, dass im anderen Fall die ausgerehneten
Vorhersagen niht zuverlässig sind. Demnah muss für die initialen Parameter ay und
by der Sequenzen folgendes gelten:
(n− 1)
(n− 2)
· ay > by ⇒ 2 · ay > by
wobei hier n = 3 ist. Entsprehendes gilt auh für die Parameter ax und bx. Der
prozentuale Untershied zwishen den Parametern muss damit kleiner als 50% sein.
Ist dies niht der Fall, so shat das Verfahren kaum diesen initialen Fehler zu
korigieren.
Experimentell wurde herausgefunden, dass bei guten Sequenzen die Untershiede
zwishen beiden Parameterpaaren (ax, bx) bzw. (ay, by) bei etwa 2% liegen. Damit
war es möglih shleht initialisierte Sequenzen von vorneherein zu identizieren.
Dazu wurde eine Shwelle auf 10% gesetzt. War der prozentualle Untershied in
einem der Parameterpaare gröÿer, so wurde die Sequenz als 'shleht initialisiert'
markiert. Variationen dieses Shwellenwertes hatten allerdings kaum einen Einuss
auf die Performanz des Verfahrens. In dem untersuhten Beispiel erfüllen die ersten
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vier der insgesamt sehs betrahteten shlehten Sequenzen diese Bedingung niht. In
den beiden anderen Fällen liegt der Betrag der beiden Parameter ay und by unter 1.0.
In solhen Fällen wurden die Sequenzen ebenfalls als 'shleht initialisiert' markiert.
Weitere Experimente haben ergeben, dass bei den meisten als 'shleht' markier-
ten Sequenzen immer nur ein Parameterpaar für das shlehte Ergebnis verantwort-
lih war. Das jeweils andere Parameterpaar hatte dagegen sehr gute Initialisierungs-
werte. Wie der Tabelle 5.1 zu entnehmen ist, erfüllen auh in dem untersuhten
Beispiel die Parameter ax und bx der shlehten Sequenzen die oben formulierte
Bedingung.
Berüksihtigt man nun bei der Berehnung der TTC-Werte nur das gut in-
itialisierte Parameterpaar, so lassen damit sehr gute Ergebnisse erzielen. Bei dem
betrahteten Beispiel wurde bei den shlehten Sequenzen für die Berehnung der
TTC-Werte nur die x-Koordinate der Merkmalspositionen herangezogen. Abbildung
5.9 zeigt die alten und die neuen in Distanz umgerehneten TTC-Werte für Se-















































richtiger Abstand zum Hindernis im cm
(b) neue TTC-Werte
Abbildung 5.9: In Distanz umgerehneten TTC-Werte: (a) bei der Berehnung wur-
den beide Parameterpaare (ax, bx) und (ay, by) berüksihtigt; (b) bei der Bereh-
nung wurde nur das gut initialisierte Parameterpaar berüksihtigt.
TTC-Genauigkeit ist bei allen Sequenzen deutlih zu erkennen. Shon nah wenigen
Shritten nähren sih bei allen Sequenzen die berehneten TTC-Werte den wahren
Werten an.
Mit der Überprüfung der Güte der Initialisierungsparameter der Sequenzen und
die damit verbundene Berüksihtigung oder Nihtberüksihtigung der entsprehen-
den Koordinaten bei der Berehnung der TTC-Werte, konnte eine entsheidende
Verbesserung der Performanz des Verfahrens erzielt werden.
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5.4 Einuss der Messungenauigkeit der Merkmale
Die Genauigkeit mit der die Merkmale im Bild gemessen werden hat ebenfalls einen
primären Einuss auf die Robustheit der Shätzung der TTC-Werte. Diese Beobah-
tungen wurden auh bei den Experimenten in der Simulationsumgebung bestätigt.
Hier wurden Messfehler unter Verwendung des Gauÿshen Raushens modelliert.
In den praktishen Anwendungen ist der Fehler bei den Positionsmessungen der
Merkmale von der Wahl derjenigen abhängig. Für untershiedlihe Anwendungen
wurden in den letzten Jahren eine breite Palette an vershiedenen Merkmalen und
entsprehenden Verfolgungsverfahren entwikelt und getestet. Eine gute Übersiht
darüber ndet sih in [MS05℄. Im Rahmen dieser Arbeit wurde untersuht, welhes
der folgenden zwei Merkmale sih besser für das Verfahren der TTC-Berehnung
eignet:
• Sale Invariant Feature Transform, SIFT-Merkmale.
• Kanade-Luas-Tomasi Features, KLT-Merkmale.
Eine kurze Einführung in die Eigenshaften und die damit verbundenen Vorteile
der SIFT-Merkmale hat bereits im Kapitel 3 dieser Arbeit im Abshnitt 'Einfa-
he Methode zur Objektverfolgung' stattgefunden. Es sei an dieser Stelle noh die
Existenz des SURF-Merkmals (Speeded Up Robust Features) [BTG06℄ angemerkt.
Diese Merkmale liefern qualitativ ähnlih gute Ergebnisse wie SIFT, sind allerdings
etwas leihter in dem Berehnungsaufwand. Im Rahmen dieser Arbeit wurden die-
se Merkmale niht untersuht, denn wie sih später zeigen wird, eignen sih die
KLT-Merkmale ebenfalls für die Verwendung in dem Verfahren. Der Berehnungs-
aufwand der KLT-Merkmale liegt deutlih unter dem für SURF- und SIFT-Merkmal,
die Qualität der berehneten TTC-Werte steht allerdings im nihts nah.
Die Extraktion und Verfahren zur robusten Verfolgung von KLT-Merkmalen ge-
hen auf die Arbeiten von Brue D. Luas, Takeo Kanade und Carlo Tomasi zurük
[ST94℄, [TK91℄. Die einzelnen Merkmale werden aufgrund der Charakteristika der
lokalen Nahbarshaft des Merkmals ausgewählt. Dabei werden zunähst die Eigen-
werte der zuvor berehneten 2× 2 Gradientenmatrix bestimmt. Liegen beide Eigen-
werte über einem bestimmten Grenzwert, so deutet dies auf eine Eke im Bild hin.
Merkmale, die eine Eke repräsentieren eignen sih besonders gut zur Korrespon-
denzndung im nahfolgenden Bild. Die Verfolgung ausgewählter Merkmale erfolgt
dabei mittels der Newton-Raphson Methode [DH02℄. Beim Einsatz von 'multire-
solution traking' können auh relativ groÿe Vershiebungen zwishen den Bildern
bewältigt werden.
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Versuhsdurhführung
Um den Einuss beider Merkmale auf die TTC-Berehnung miteinander vergleihen
zu können, wurde zunähst sihergestellt, dass die entsprehenden Berehnungen auf
der jeweils gleihen Bildsequenz durhgeführt wurden. Dazu wurden zunähst, mit
der auf dem Roboter angebrahten Kamera während der untershiedlihen Roboter-
bewegungen mehrere Videosequenzen aufgenommen. Die Odometriedaten des Robo-
ters, sowie die genauen Zeitpunkte der Bildaufnahmen wurden dabei für die spätere
Verwendung in einer separaten Datei gespeihert. Die eigentlihe Berehnung der
TTC-Werte erfolgte dann oine.
Zur Aufnahme der Sequenzen wurde das Labor entsprehend der Beshreibung
im Abshnitt 'Versuhsaufbau' präpariert. Für die Evaluierung wurden Merkmale
auf dem zweiten Hindernis auf der linken Seite ausgewählt. Dieses Objekt ist in der
Abbildung 5.8 (a) rot umrandet. Um jederzeit den rihtigen Abstand des Roboter
zum Hindernis berehnen zu können, wurden zur Vereinfahung die Bewegungen des
Roboters auf eine Geradeausfahrt beshränkt. Dieses Experiment wurde mehrere
Male wiederholt. Die Geshwindigkeit des Roboters wurde dabei wie folgt variiert:
2 cm/s, 4 cm/s, 6 cm/s und 8 cm/s.
Bei der oine Berehnung der TTC-Werte wurde der FOE zunähst konstant
in der Bildmitte angenommen. Damit war sihergestellt, dass der so hinzugefügte
Fehler unabhängig von den aktuell verwendeten Merkmalen war. Die so erzielten
Ergebnisse erlaubten einen besseren Vergleih, denn damit war der 'variable' Feh-
leranteil allein auf die Messfehler bei den Merkmalspositionen zurükzuführen. Die
Ergebnisse dieser Berehnungen, sowie die zur Bewertung herangezogenen Bewer-
tungskriterien werden im Folgenden ausführlih beshrieben.
Bewertungskriterien
Um qualitative Aussagen über die Güte der berehneten TTC-Werte treen zu
können, wurden zwei untershiedlihe Bewertungskriterien entwikelt. Beide Kri-
terien zielen darauf ab, die Güte der berehneten TTC-Werte mathematish zu
erfassen. Anhand der in Abbildung 5.10 beispielhaft gezeigten Ergebnisse der TTC-
Berehnung werden diese im Folgenden erklärt:
Kriterium 1: Histogramm der Steigungen der berehneten TTC-Sequenzen. In
Abbildung 5.10 können Sequenzen beobahtet werden, die sih zwar den rih-
tigen TTC-Werten annähern, doh im Gesamtverlauf eine falshe Rihtung
aufweisen. Die 'Rihtung' der Sequenz wird hier durh die Steigung der Gera-
den deniert, die die Werte der jeweiligen TTC-Sequenz bilden.

















































richtiger Abstand zum Hindenis in cm
(b) KLT Merkmale
Abbildung 5.10: In Distanz umgerehnete TTC-Werte vershiedener Merkmalsse-
quenzen mit dem gleihen Abstand zum Hindernis. Als Merkmal wurden (a) SIFT-
Merkmale und (b) KLT-Merkmale verwendet.
Zur Berehnung dieser Geraden wurde zunähst die 'Methode der kleinsten Quadra-
te' [MT77℄ verwendet. Mit diesem Verfahren wird eine Gerade bestimmt, so dass der
akkumulierte Abstand aller Punkte der TTC-Sequenz zu dieser Gerade minimal ist.
Dieses Verfahren hat sih hier allerdings niht bewährt. Aufgrund der Adaptions-
phase und der damit stark shwankenden TTC-Werten am Anfang jeder Sequenz
spiegelten die berehneten Geraden die eigentlihe Rihtung der Sequenz niht rih-
tig wieder. Bessere Ergebnisse konnten stattdessen mit dem RANSAC-Algorithmus
(Random Sample Consensus) [FB87℄ erzielt werden. Dies ist ein iteratives Verfah-
ren und verfolgt eine andere Strategie. Zuerst werden zufällig zwei Punkte der ent-
sprehenden TTC-Sequenz ausgewählt und eine Gerade durh diese bestimmt. Im
nähsten Shritt wird überprüft, wie viele der restlihen Punkte derselben Sequenz
einen Abstand zu dieser Gerade haben, der unter einem bestimmten Shwellenwert
liegt. Die Menge dieser Punkte wird als 'onsensus set' bezeihnet. Nah mehrma-
liger Wiederholung der beiden Shritte wird letzten Endes die Gerade ausgewählt,
die den gröÿten 'onsensus set' hat. Damit ist der RANSAC-Algorithmus sehr stabil
gegenüber Ausreiÿern, die wie der Abbildung 5.10 zu entnehmen ist hauptsählih
am Anfang jeder TTC-Sequenz vorhanden sind.
Kriterium 2: Histogramm der Abweihungen der berehneten TTC-Werten von
den rihtigen Werten.
Zur Berehnung des Histogramms wird zunähst ein shmaler Shlauh um die Gera-
de gelegt, die die rihtigen TTC-Werte repräsentiert. In der Abbildung 5.10 ist dies
die steil nah unten abfallende Gerade. Im nähsten Shritt wird bestimmt, bei wie
vielen Sequenzen mehr als die Hälfte der jeweiligen TTC-Werte in diesem Shlauh
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liegen. Das vollständige Histogramm wird erzeugt, indem die Breite des Shlauhs
immer weiter vergröÿert wird. In Abbildung 5.10 (a) würden ab einer Breite des
Shlauhs von etwa 50 cm kaum weitere Sequenzen hinzukommen. In Abbildung (b)
dagegen würden auh ab einer Breite von etwa 100 cm noh weitere Sequenzen hin-
zukommen. Damit erlaubt dieses Histogramm einen shnellen Überblik über die
Anzahl der Ausreiÿer. In diesem Fall sind es TTC-Sequenzen, die stark von den
rihtigen TTC-Werten abweihen. Eine andere Idee für die Erzeugung des Histo-
gramms war, die Breite des Shlauhs festzuhalten und den Shlauh entsprehend
nah oben und nah unten zu vershieben. Es hat sih allerdings herausgestellt,
dass abhängig von der Steigung des Shlauhs einige TTC-Sequenzen niht erfasst
wurden, weil aufgrund ihrer Rihtung zu keinem Zeitpunkt mehr als die Hälfte der
entsprehenden TTC-Werte in diesem Shlauh lagen.
Diskussion der Ergebnisse
Die Evaluierung der Ergebnisse führte zu der Shlussfolgerung, dass keines der un-
tersuhten Merkmale dem anderen in der Genauigkeit der berehneten TTC-Werte
überlegen war. Die folgenden Abbildungen 5.11, 5.12, 5.13 und 5.14 zeigen die auf
den resultierenden TTC-Sequenzen berehneten Histogramme bei untershiedlihen
Geshwindigkeiten des Roboters. Abbildungen (a) und (b) zeigen die Ergebnisse der
beiden Bewertungskriterien für die KLT-Merkmale, und Abbildungen () und (d)
zeigen die entsprehenden Graphiken für SIFT-Merkmale.
Unabhängig von der Geshwindigkeit des Roboters lassen sih in den gezeig-
ten Graphiken kaum Untershiede feststellen. Sowohl bei KLT als auh bei SIFT-
Merkmalen weist das Histogramm der Steigungen eine gewisse Streuung um einen
leiht erkennbaren Pik herum. Weil bei den Berehnungen der entsprehenden Gera-
den mittels RANSAC auh ein Zufallsfaktor vorhanden ist, ist dieser Pik niht im-
mer deutlih ausgeprägt. Beim mehrmaligen Starten des RANSAC-Algorithmuses
auf den gleihen TTC-Sequenzen wurden allerdings nur kleinere Änderungen der
groben Struktur des Steigungshistogramms beobahtet.
Wie den Abbildungen zu entnehmen ist, nimmt die Ausprägung des erwähn-
ten Piks bei höheren Geshwindigkeiten deutlih ab. Dies ist dadurh zu erklären,
dass bei höheren Geshwindigkeiten sowohl die Anzahl als auh die Länge der ent-
sprehenden TTC-Sequenzen immer stärker abnimmt. Aufgrund der zur Verfügung
stehenden Laborgröÿe, wurde vom Roboter bei allen Experimenten die gleihe Stre-
ke zurükgelegt. Bei erhöhter Geshwindigkeit wurden auf dieser Streke zum einen
weniger Bilder aufgenommen, zum anderen war die Vershiebung zwishen zwei auf-
einander folgenden Bildern gröÿer als dies bei kleineren Geshwindigkeiten der Fall





















Histogramm der Steigungen, KLT































Histogramm der Abweichungen, KLT





















Histogramm der Steigungen, SIFT































Histogramm der Abweichungen, SIFT
(d) Histogramm der Abweihungen, SIFT
Abbildung 5.11: Resultierende Histogramme der beiden Kriterien bei einer Robo-
tergeshwindigkeit von 2 cm/s; (a) und (b) sind Histogramme für KLT-Merkmale;
() und (d) sind Histogramme für SIFT-Merkmale.





















Histogramm der Steigungen, KLT






























Histogramm der Abweichungen, KLT





















Histogramm der Steigungen, SIFT






























Histogramm der Abweichungen, SIFT
(d) Histogramm der Abweihungen, SIFT
Abbildung 5.12: Resultierende Histogramme der beiden Kriterien bei einer Robo-
tergeshwindigkeit von 4 cm/s; (a) und (b) sind Histogramme für KLT-Merkmale;
() und (d) sind Histogramme für SIFT-Merkmale.





















Histogramm der Steigungen, KLT



























Histogramm der Abweichungen, KLT





















Histogramm der Steigungen, SIFT



























Histogramm der Abweichungen, SIFT
(d) Histogramm der Abweihungen, SIFT
Abbildung 5.13: Resultierende Histogramme der beiden Kriterien bei einer Robo-
tergeshwindigkeit von 6 cm/s; (a) und (b) sind Histogramme für KLT-Merkmale;
() und (d) sind Histogramme für SIFT-Merkmale.





















Histogramm der Steigungen, KLT



























Histogramm der Abweichungen, KLT





















Histogramm der Steigungen, SIFT



























Histogramm der Abweichungen, SIFT
(d) Histogramm der Abweihungen, SIFT
Abbildung 5.14: Resultierende Histogramme der beiden Kriterien bei einer Robo-
tergeshwindigkeit von 8 cm/s; (a) und (b) sind Histogramme für KLT-Merkmale;
() und (d) sind Histogramme für SIFT-Merkmale.
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war. Der gröÿere Untershied zwishen den aufgenommenen Bildern sorgte dafür,
dass immer weniger Merkmale von Bild zu Bild robust verfolgt werden konnten.
Die immer kleiner werdende Anzahl der betrahteten TTC-Sequenzen lässt sih
auh an den Ergebnissen des zweiten Kriteriums ablesen. Der maximal erreihte
Wert in diesen Histogrammen nimmt bei höheren Geshwindigkeiten ab. Während
bei SIFT-Merkmalen und einer Geshwindigkeit von 2 cm/s dieser bei etwa 170
liegt, sind es bei einer Geshwindigkeit von 8 cm/s nur noh 37 Sequenzen, die er-
folgreih konstruiert wurden. Ähnlihe Tendenz lässt sih auh bei KLT-Merkmalen
beobahten.
Ebenfalls leiht zu erkennen ist die Vershiebung des erwähnten Piks in den Stei-
gungshistogrammen. Mit höheren Geshwindigkeiten wandert dieser immer weiter
nah links. Der Grund dafür ist, dass die berehneten TTC-Werte bei höheren Ge-
shwindigkeiten shneller abnehmen und damit auh der Betrag der Steigung der
entsprehenden Gerade höher ist.
Die eindeutige Vershiebung des Piks spriht dafür, dass bei allen Experimen-
ten unabhängig von der Art der verwendeten Merkmale alle berehneten TTC-
Sequenzen sih ungefähr in die rihtige Rihtung entwikelten. Weil bei der Be-
rehnung der entsprehenden Geraden die Sequenzen als Ganzes betrahtet wurden,
kann daraus auh geshlossen werden, dass die TTC-Sequenzen relativ glatt waren
und keinen starken Shwankungen unterlagen. Im anderen Fall würden die Steigun-
gen der berehneten Geraden stark streuen.
Die Histogramme des zweiten Kriteriums zeigen anshaulih wie stark die bereh-
neten TTC-Sequenzen von den rihtigen Werten abweihen. Während der durhge-
führten Experimente wurden oft TTC-Sequenzen beobahtet, die über einen länge-
ren Zeitraum einen immer gleihen Abstand von der rihtigen TTC-Gerade hatten.
Dabei wurde keine Korrelation zwishen der Steigung der Sequenz und dem entspre-
henden Abstand festgestellt.
Wie den Abbildungen 5.11, 5.12, 5.13 und 5.14 zu entnehmen ist, gab es bei
dieser Experimentenreihe nur wenige Sequenzen, die im Shlauh der Breite < 10
lagen. Dies ist dadurh zu erklären, dass bei der Berehnung des Histogramms ei-
ne Sequenz nur dann als 'im Shlauh liegend' markiert wurde, wenn mehr als die
Hälfte der entsprehenden TTC-Werte im Shlauh lagen. Dabei ist zu beahten,
dass abhängig von der Geshwindigkeit des Roboters die durhshnittlihe Länge
einer TTC-Sequenz bei etwa 25 Werten liegt und die Länge der anfänglihen Ad-
aptionsphase bei etwa 13 − 17 Werten. Sequenzen, die nah den üblihen starken
Shwankungen in der Adaptionsphase anfangen sih den rihtigen Werten anzunä-
hern, fallen entsprehend der obigen Bedingung aus dem engeren Shlauh heraus.
Wie den Abbildungen des zweiten Kriteriums ebenfalls zu entnehmen ist, liegt
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der Abshnitt mit der gröÿten Steigung des Histogramms im Bereih 10 − 25 der
Shlauhbreite. Diese Tatsahe weist darauf hin, dass die meisten Sequenzen inner-
halb dieses Intervalls von der rihtigen TTC-Geraden abweihen. Allerdings wur-
de bei den Experimenten auh festgestellt, dass die meisten berehneten TTC-
Sequenzen sih während des ganzen Prozesses immer weiter der rihtigen Gerade
annähern. Zwar sind dabei keine Shwankungen zu beobahten, doh resultiert die-
se stetige Annäherung oft in einem höheren Betrag der Steigung der entsprehenden
Gerade. Dies erklärt auh die leihte Streuung in den Histogrammen des ersten
Kriteriums.
Die Abweihung der berehneten TTC-Sequenzen von den rihtigen Werten lässt
sih auf die unebene Fahrbahn zurükführen. Wie bereits im Abshnitt 'Versuhsauf-
bau' erklärt, wurden während der Roboterfahrt regelmäÿig leihte Kamerashwan-
kungen beobahtet. Der vorher manuell bestimmte FOE stimmte damit niht immer
mit der aktuell rihtigen Position desjenigen überein. Neben den Fehlern in den Mes-
sungen der Merkmalspositionen, haben diese Störungen ebenfalls einen Einuss auf
die Berehnung der TTC-Werte.
Die in diesen Experimenten erzielten Ergebnisse zeigen allerdings, dass das an-
gewendete Verfahren sehr gut mit diesen Störungen umgehen kann. Nah dem Ab-
shluss der Adaptionsphase zeigten alle TTC-Sequenzen einen glatten Verlauf und
näherten sih dabei den rihtigen Werten an. Die Anwendung des einfahen Verfah-
rens zur Berehnung der TTC-Werte konnte bei diesen Experimenten, unter solh
starken Rausheinüssen in keinster Weise mit dem hier entwikelten Verfahren
konkurrieren. Zu keinem Zeitpunkt der Bildaufnahme wäre es bei dem Standardver-
fahren möglih gewesen irgendeine Aussage darüber zu treen, wie weit der Roboter
sih nun vor dem Objekt bendet.
Unabhängig von der Güte der berehneten TTC-Sequenzen zeigen die obigen
Abbildungen 5.11, 5.12, 5.13 und 5.14 ebenfalls, dass die Art der verwendeten Merk-
male kaum Einuss auf die erzielten Ergebnisse hat. Die Histogramme beider Kri-
terien sehen bei KLT- und SIFT-Merkmalen sehr ähnlih aus. Daher wurde in den
nahfolgenden Experimenten auf die Verwendung der SIFT-Merkmale verzihtet.
Im Untershied zu den KLT-Merkmalen ist der Berehnungsaufwand für die SIFT-
Merkmale sehr hoh und steht in keinem Verhältnis zu der mit diesem Merkmal
erzielten Güte der TTC-Sequenzen.
Der nahfolgende Abshnitt beshreibt Ergebnisse, die bei einer variierenden
Roboterbewegung beobahtet wurden.
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5.5 Ergebnisse im Rahmen einer Laborumgebung
Um die Praxistauglihkeit der in diesem Kapitel vorgestellten Erweiterungen des
Ansatzes für die variierende Roboterbewegung zu überprüfen, wurde im Rahmen
dieser Arbeit eine weitere Experimentenreihe durhgeführt. Dabei wurde untersuht,
wie gut der Roboter den bevorstehenden Hindernissen ausweihen kann.
Anders als im vorigen Abshnitt wurde hier die Güte der erzielten Ergebnisse
anhand der Dauer der kollisionsfreien Roboterbewegung festgemaht. Die Evaluie-
rung der Performanz anhand der Abweihungen der berehneten TTC-Werte von
den rihtigen Werten erwies sih in dieser Situation als niht durhführbar. Anders
als bei einer Geradeausfahrt des Roboters konnte bei einer rotierenden Bewegung die
zur Evaluierung erforderlihe Genauigkeit der Odometriedaten des Roboters niht
vorausgesetzt werden. Damit war es niht möglih den genauen Winkel der Kame-
rabildebene zum bevorstehenden Hindernis zu ermitteln. Auh aufgrund des online
Betriebs konnte niht von vorn herein festgelegt werden welhe Merkmale zur Be-
rehnung der TTC-Werte vom Verfahren ausgewählt werden.
Zusätzlih ist auh zu beahten, dass die Verfahren zur Adaption der Parameter
mehrere Bildaufnahmen brauhen. Bei einer rotierenden Bewegung können aller-
dings niht beliebig viele Bilder zur Verfügung gestellt werden. Im Gegenteil die
Anzahl der brauhbaren Bilder ist sehr begrenzt. Bei einer geringen Rotationsge-
shwindigkeit können zwar mehr Bilder aufgenommen werden, bis ein betrahteter
Punkt aus dem Sihtbereih der Kamera vershwindet, doh reiht diese Anzahl an
Bildern oft niht aus um aussagekräftige Resultate zu erzielen.
Es stellt sih auh die Frage in wie fern eine erneute Evaluierung der Verfahren
basierend auf den TTC Abweihungen notwendig ist. Betrahtet man noh einmal
die hier vorgestellten Erweiterungen, so stellt man fest dass alle drei Ansätze in ihrem
Kern das Adaptionsverfahren für die Geradeausfahrt mit konstanter Geshwindig-
keit beinhalten. Die einzigen zusätzlihen Fehlerquellen bei diesen Ansätzen sind die
Odometriedaten des Roboters und die eventuell fehlerhafte Kalibrierung der Kame-
ra am Anfang der Experimentenreihe. Damit lässt sih die Praxistauglihkeit dieser
Ansätze auh anhand der Dauer der kollisionsfreien Roboterbewegung feststellen.
Die folgenden beiden Abshnitte geben einen kurzen Überblik unter welhen
Bedingungen die Experimente durhgeführt und welhe Ergebnisse dabei erzielt
wurden.
5.5.1 Versuhsdurhführung
Zur Durhführung der Experimente wurde ein Teil des Flurs so präpariert, dass die-
ser einen shmalen geshlossenen Raum bildete. Die Form des Raumes wurde dabei
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mit Bedaht ausgewählt. Der relativ kleine Abstand zwishen den zwei parallelen
Wänden sorgte dafür, dass der Roboter kaum in der Lage war lange und gerade
Streken zu fahren. Während einer Fahrt in dem länglihen Flur musste er immer
wieder den bevorstehenden Wänden ausweihen. Dabei führte er neben reinen Ro-
tationsbewegungen auh Kurvenfahrten aus.
Die Abbildung 5.15 zeigt den maÿstabsgetreuen Grundriss des Flurs und eine
entsprehende Fotoaufnahme. Die weiÿen Wände des Flurs wurden mit vershiede-
(a) (b)
Abbildung 5.15: Für die Experimente verwendeter Flur: (a) maÿstabgetreuer Grund-
riss; (b) Fotoaufnahme des Flurs
nen Bildausshnitten einer Zeitshrift beklebt. Dabei entspriht die Höhe in der die
Bilder aufgebraht wurden in etwa der Höhe der Kamera auf dem Roboter. Diese
Maÿnahme war insofern notwendig, weil auf einem homogenen Hintergrund keine
KLT-Merkmale extrahiert werden können. Ähnlih vielen anderen Verfahren der
Merkmalsextraktion, ist auh hier eine der grundlegenden Bedingungen ein Bild auf
dem zu mindestens etwas Struktur vorhanden ist.
Bei dieser Experimentenreihe wurde das gleihe Robotermodell verwendet, wel-
hes auh shon zu Anfang dieses Kapitels beshrieben wurden. Die Ausstattung des
Roboters stimmte ebenfalls mit der obigen Beshreibung überein. Die Startposition
und die anfänglihe Orientierung des Roboters wurde bei jedem Versuh willkürlih
gewählt. Die durhshnittlihe Geshwindigkeit des Roboters betrug etwa 4cm/s.
5.5.2 Ergebnisse der durhgeführten Experimente
Insgesamt wurden in dieser Experimentenreihe mehrere Versuhe durhgeführt. Bei
jedem Versuh wurde gemessen wie lange der Roboter sih kollisionsfrei im Flur
bewegen kann. Gleihzeitig wurde auh gezählt wie oft der Roboter den bevorste-
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henden Wänden ausgewihen ist. Die Tabelle 5.2 fasst die dabei erzielten Ergebnisse
zusammen. Bei allen durhgeführten Versuhen war der Roboter in der Lage sih
Dauer der Navigation vermiedene Kollisionen
Versuh 1 über 20 min. 16
Versuh 2 über 20 min. 17
Versuh 3 über 20 min. 16
Tabelle 5.2: Ergebnisse der Roboternavigation im geshlossenen Raum
länger als 20 Minuten kollisionsfrei im Flur zu bewegen. Nah etwa 20 Minuten wur-
den die Versuhe aufgrund der zu langen Dauer manuell abgebrohen. In dieser Zeit
ist der Roboter im Durhshnitt etwa 16 mal den bevorstehenden Wänden ausge-
wihen. Ein dieser Arbeit beigefügtes fünf minütiges Video zeigt beispielhaft eine
solhe Roboterfahrt.
Die Abbildung 5.16 zeigt zusätzlih einige Ausshnitte der vom Roboter gefah-
renen Trajektorien. Diese Graphiken wurden basierend auf den Odometriedaten des
(a) (b) ()
Abbildung 5.16: Graphishe Darstellung einiger vom Roboter gefahrenen Trajektori-
en. Als Grundlage dienten für diese Graphiken die entsprehenden Odometriedaten
des Roboters.
Roboters erstellt. Dazu wurden die Daten während der gesamten Roboterbewegung
in einer separaten Datei mitprotokolliert. Der shwarze Kreuz mit dem Pfeil gibt die
anfänglihe Startposition und die Orientierung des Roboters an. Es ist deutlih zu
sehen, dass der Roboter an einigen Stellen innerhalb kurzer Zeitintervalle mehrere
Rotationen durhführt, die letzten Endes in einer Kurvenfahrt resultieren.
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Die Ergebnisse der durhgeführten Experimente zeugen von der praktishen An-
wendbarkeit des entwikelten Ansatzes. Mittels der Bildinformation der Kamera
und seinen Odometriedaten war der Roboter in der Lage robust über einen länge-
ren Zeitraum den bevorstehenden Hindernissen auszuweihen. Vergleiht man dieses
Ergebnis mit den in der Arbeit von Souhila [SK07℄ berihteten Befunden, so ist ei-
ne deutlihe Performanzsteigerung zu erkennen. Souhila et. al. berihten von einer
Kurvenfahrt, während der der Roboter erfolgreih zwei Hindernissen ausgewihen
ist. Die Autoren weisen allerdings mehrmals daraufhin, dass dieses Ergebnis niht
mit einer übliherweise gewünshten Stetigkeit erzielbar war. Aufgrund der zu stark
shwankenden TTC-Werte war der Roboter niht in der Lage den Hindernissen ro-
bust auszuweihen. Mit der Verwendung des hier vorgestellten Verfahrens hätten
diese Probleme umgangen werden können.
5.5.3 Laufzeit des Verfahrens
Mit der Verwendung des iterativen Ansatzes zur Adaption der Modellparameter ist
das hier vorgestellte Verfahren zur Berehnung von TTC-Werten ehtzeitfähig. An-
ders als bei dem fehlerminimierenden Adaptionsansatz aus Kapitel 4 beinhaltet die
Aktualisierungsvorshrift bei dem iterativen Ansatz nur eine begrenzte Anzahl an
rudimentalen Rehenshritten. Folgend den Gleihungen 4.12 aus Kapitel 4 sind hier-
bei zur Adaption eines Parametersatzes insgesamt 14 Rehenoperationen notwendig.
Zusätzlih kommt noh die Berehnung des dabei verwendeten Mittelpunktes zwi-
shen der gemessenen und der vorhergesagten Merkmalsposition hinzu. Doh auh
die stellt keinen nennenswerten Aufwand dar.
Anders sieht es aus bei der Extraktion der KLT-Merkmale im Bild. Im Rahmen
dieser Arbeit wurde eine Implementation von Stan Birheld [Bir℄ verwendet. Wie
er selbst shreibt liegt der Shwerpunkt dieser Implementierung auf dem einfahen
Verständnis der durhgeführten Operationenfolge sowie der leihten Handhabung
des Kodes. Abhängig von der Struktur und dem Informationsgehalt des verwendeten
Bildes können damit allerdings im Durhshnitt nur ein bis zwei Bilder pro Sekunde
verarbeitet werden. Im Rahmen der oben beshriebenen Experimente stellte dies in
so fern kein Problem dar, als dass die Geshwindigkeit des Roboters manuell auf nur
4 cm/s eingestellt wurde.
Bei Anwendungen wo eine niedrigere Verarbeitungszeit benötigt wird, kann ähn-
lih wie bei SIFT-Merkmalen eine GPU basierte Implementierung Abhilfe shaen.
Eine frei verfügbare Version einer solhen Implementierung gibt es von Sudipta Sin-
ha [Sin10℄. Folgend seiner Evaluierungsergebnissen können damit bis zu 40 fps bei
einer Bildgröÿe von 1024 × 768 erreiht werden. Voraussetzung für diese Zahl ist
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eine maximal zu extrahierende Anzahl an KLT-Merkmalen von 100. Weitere Ein-
sihten in die Leistungsfähigkeit dieser GPU Implementierung können hier [Sin10℄
entnommen werden.
Shlussfolgernd lässt sih sagen, dass unter Verwendung der rihtigen Hardware
und der entsprehenden Software das im Rahmen dieser Arbeit vorgestellte Verfah-
ren zur TTC-Berehnung durhaus ehtzeitfähig ist.
5.6 Diskussion und Zusammenfassung
Die in diesem Kapitel vorgestellten Ergebnisse bestätigen deutlih die praktishe
Anwendbarkeit des hier entwikelten Ansatzes zur robusten Berehnung der TTC-
Werte. Ausgehend von den Bildern nur einer Kamera ist es damit möglih den
Roboter kollisionsfrei und ohne zusätzlihe Umgebungsinformation in der Umwelt
navigieren zu lassen.
Die Ergebnisse haben gezeigt, dass die anfänglihen Positionen der betrahteten
Merkmalssequenzen im Kamerabild durhaus Einuss auf die Güte der berehneten
TTC-Werte haben. Hatten die Sequenzen einen streng horizontalen oder vertikalen
Verlauf, so waren die resultierenden TTC-Werte sehr instabil. Einen Ausweg bil-
dete in diesem Fall die Vernahlässigung eines Parameterpaares und ausshlieÿlihe
Benutzung des Anderen. Anhand eines Beispiels wurde hier gezeigt, dass auf die-
se Weise die Abweihungen der berehneten TTC-Werte von den rihtigen Werten
drastish vermindert werden konnten.
Innerhalb dieser Experimente wurde auh untersuht in wie fern die Güte der
berehneten TTC-Werte davon abhängt, welhen Algorithmus man zur Extrakti-
on und Verfolgung von Merkmalen im Bild verwendet. Hier wurde der Einuss der
KLT- und der SIFT-Merkmale miteinander verglihen. Dabei wurde festgestellt, dass
obwohl die SIFT-Merkmale in fast allen Vergleihsstudien die vordersten Plätze be-
setzen, im Rahmen der TTC-Berehnung konnten damit keine Vorteile gegenüber
der Verwendung der KLT-Merkmale erzielt werden. Die auf gleihen Bildaufnahmen
berehneten TTC-Sequenzen zeigten kaum Untershiede. Dies spiegelte sih auh in
den Histogrammen der zwei zum Vergleih herangezogenen Kriterien. Beim opti-
shen Vergleih dieser konnten keine markanten Eigenshaften entdekt werden, die
für die Verwendung des einen oder des anderen Merkmals harakteristish wären.
Aus diesem Grund wurde bei den weiteren Experimenten nur auf die KLT-Merkmale
zurükgegrien. Der Berehnungsaufwand dieser Merkmale ist viel geringer als bei
SIFT-Merkmalen.
Gleihzeitig wurde in diesem Kapitel die Performanz der drei Erweiterungen
des Ansatzes auf variierende Roboterbewegungen untersuht. Als Gütemaÿ wurde
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dafür zum einen die Anzahl der niht stattndenden Kollisionen, zum anderen die
Dauer der kollisionsfreien Navigation des Roboters herangezogen. Die Ergebnisse
zeugten davon, dass das Verfahren beim Einsatz in geshlossenen Räumen eine hohe
Performanz erreiht.
Vergleiht man noh einmal die in diesem Kapitel präsentierten TTC-Sequenzen
mit den Sequenzen, die mittels des Standardverfahrens (Kapitel 4) berehnet wur-
den, so stellt man sofort eine deutlihe Verbesserung fest. Nah dem Abshluss
der Adaptionsphase zeigten fast alle Sequenzen einen glatten Verlauf und nährten
sih immer weiter den rihtigen TTC-Werten an. Während bei den Ergebnissen des
Standardverfahrens kaum Vorhersagen über den weiteren Verlauf der TTC-Sequenz
möglih waren, konnte mit dem hier entwikelten Verfahren eine sihere Navigation
des Roboters gewährleistet werden.
Es sei an dieser Stelle angemerkt, dass die gute Performanz dieses Verfahrens
niht auf der Nahbearbeitung der mit dem Standardverfahren berehneten TTC-
Werten basiert. Anders als die meisten anderen Ansätze, nutzt dieses Verfahren
die Gesetze der projektiven Geometrie und erreiht erst dadurh seine überdurh-
shnittlih Performanz. Die für das Verfahren zusätzlih benötigte Information aus
den vorangehenden Bildern ist niht zu kritisieren, denn diese Bildinformation ist
vorhanden und Akquisition dieser erfordert keinen zusätzlihen Aufwand.
Wie bereits erwähnt wurden die wihtigsten Punkte dieses Kapitels zum ersten
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Um die praktishe Anwendbarkeit der in vorigen Kapiteln vorgestellten Ansätze
zu untersuhen, wurden diese noh zusätzlih im Rahmen einer Fallstudie getestet.
Ziel der Fallstudie war die Simulation eines Lagerhaus Szenarios. Ein autonom
agierender Roboter hat hier die Aufgabe eine shwere Palette oder ein Paket zu
einer vorher spezizierten Zielposition zu transportieren. Die Daten zu seiner gro-
ben Fahrtrihtung bekommt er aus den Bildinformationen einer Weitsihtkamera,
die an der Deke des Lagerhauses montiert ist. In ihrem Sihtbereih bendet sih
sowohl der Roboter als auh die gewünshte Zielposition. Um eine stabile und zu-
gleih auh eine einfahe und shnelle Installation des gesamten Systems zu ge-
währleisten, wurde im Rahmen dieses Szenarios explizit auf die Verwendung eines
Stereo-Kamerasystems verzihtet. Die Bildinformation der Dekenkamera liefert da-
mit keine 3D-Daten zur lokalen Umgebung des Roboters, sondern dient nur zur
Bestimmung der gewünshten groben Fahrtrihtung des Roboters. Die Entfernungs-
shätzung zu den bevorstehenden Hindernissen erfolgt hier mittels der Bildauswer-
tung der Kamera, die direkt auf dem Roboter montiert ist.
Aufgrund eines solh exiblen Systemaufbaus entfällt in diesem Szenario die
Notwendigkeit einer ressourenaufwendigen Verwaltung einer globalen Karte. Die
zur siheren Navigation des Roboters erforderlihe Information wird hier online be-
rehnet und basiert ausshlieÿlih auf den jüngsten Bilddaten der beiden Kameras.
Damit kann sihergestellt werden, dass das mittels der bereits vorgestellten Ver-
fahren konstruierte System robust auf möglihe Vershiebungen von Hindernissen
reagiert. Auh weitere Störfaktoren wie wehselnde Lihtverhältnisse oder teilweise
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bzw. vollständige Verdekung des zu navigierenden Objektes sollten keinen groÿen
Einuss auf die Performanz des Gesamtsystems haben.
Das vorliegende Kapitel beshreibt zunähst die programmtehnishen Aspekte
der Implementierung und den Aufbau der Versuhsumgebung. Anshlieÿend werden
in den nähsten Abshnitten die erzielten Ergebnisse vorgestellt. Der Shwerpunkt
der durhgeführten Experimente lag dabei niht auf der erneuten Evaluierung der
einzelnen Verfahren, sondern viel mehr auf der Beurteilung derer gemeinsamen Ein-
satzfähigkeit.
6.1 Implementierung und Durhführung
Nah der Beshreibung der programmtehnishen Aspekte der Implementierung,
wird in diesem Abshnitt anshlieÿend der Aufbau der entsprehenden Versuhsum-
gebung erklärt. Die in der Fallstudie verwendete Hardware sowie die genaue Position
und Orientierung der eingesetzten Komponenten werden hier ausführlih beshrie-
ben.
6.1.1 Programmtehnishe Aspekte der Implementierung
Die programmtehnishe Implementierung der in der vorliegenden Arbeit vorge-
stellten Verfahren erfolgte in der Programmiersprahe C++ unter Zuhilfenahme der
integrierten Entwiklungsumgebung Mirosoft Visual Studio 2003 Professional Edi-
tion. Zusätzlih wurden dabei folgende C++ Bibliotheken verwendet:
C++-Standardbibliothek Standardisierte C++ Programmierbibliothek zur all-
gemeinen Verwendung. Sie stellt vershiedene generishe Container, Funk-
tionen zu deren Manipulierung, Funktionsobjekte und Datenströme für den
Dateizugri, Unterstützung von Sprahmitteln sowie einfahe Funktionen zur
Verfügung.
OpenCV 2.1 Eine freie C++ Programmbibliothek mit Algorithmen für die Bild-
verarbeitung und mashinelles Sehen. Die Bibliothek umfasst unter anderem
Algorithmen für Gesihtsdetektion, 3D-Funktionalität, Haar-Klassikatoren,
vershiedene sehr shnelle Filter (Sobel, Canny, Gauÿ) und Funktionen für die
Kamerakalibrierung.
ERSP 3.0 Von Evolution Robotis zur Verfügung gestellte Bibliothek zur Ansteue-
rung der Roboterhardware (ER1 Personal Robot System).
Die ERSP Bibliothek stellt zusätzlih eine Software-Arhitektur zur Verfügung, mit-
tels derer die einzelnen Programmstüke zu Blöken (sog. Behavior) zusammenge-
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fasst werden können. Ein Behavior beinhaltet übliherweise eine vollständige Imple-
mentierung eines bestimmten Algorithmuses. Eingabe und die berehnete Ausgabe
des Algorithmuses bilden gleihzeitig auh die Ein- und Ausgabe des entsprehen-
den Behaviors. Bei der Implementierung der Verfahren wurde durhgehend der C++
Variablentyp 'double' verwendet.
Mittels des sog. Behavior Composers, einer User Interfae Oberähe kann der
Programmuss (sog. Behavior Netzwerk) bestehend aus einzelnen Behaviors model-
liert werden. Abbildungen 6.1, 6.2 und 6.3 zeigen die Seenshots der im Rahmen
dieser Arbeit konstruierten Behavior Netzwerke.
Abbildung 6.1: Behavior Netzwerk zur online Generierung eines Objektmodells.
Nah dem Umshalten der Komponenten wurde dieses Netzwerk auh zum Ver-
folgen eines Objektes mittels eines bereits generierten Modells benutzt.
Abbildung 6.2: Behavior Netzwerk zur Erkennung einer periodishen Bewegung.
136 Kapitel 6. Durhführung und Ergebnisse einer Fallstudie
Abbildung 6.3: Behavior Netzwerk zur Berehnung von Time-To-Contat Werten zu
den bevorstehenden Hindernisse.
Die Rehteke repräsentieren hierbei die Behavior. Die Interaktionen der ein-
zelnen Komponenten sind durh Linien gekennzeihnet. Die Ausgaben des einen
Programmstüks bilden die Eingabe für das nähste Programmstük. Der gesamte
Programmuss läuft von links nah rehts in einer unendlihen Shleife.
Das in Abbildung 6.1 dargestellte Behavior Netzwerk erfüllt zum einen den
Zwek der online Modellgenerierung und zum anderen der Verfolgung des Objektes
mittels eines bereits konstruierten Modells. Online Modellgenerierung ist hier durh
das Behavior 'OnlineModGen_100112_1619_bhv' repräsentiert. In der Abbildung
ist dieses niht an die Komponente der Vordergrund-Hintergrund Separierung 'Bak-
groundSubstration_091207_1609_bhv' angeshlossen, weil das abgebildete Netz-
werk sih in dem Modus der Objektverfolgung bendet. Das Behavior 'TrakOb-
jetUsingModell_100121_1559_bhv' benutzt das bereits konstruierte Modell zur
Objektverfolgung und leitet seine Ausgabe in Form eines Bildes an das Behavior
'Image Display'. In diesem Bild ist das verfolgte Objekt deutlih markiert. Das be-
reits erwähnte Behavior 'BakgroundSubstration_091207_1609_bhv' leistet hier
zusammen mit dem Behavior 'ComponentsExtration_694214_1611_bhv' die Vor-
arbeit, indem es mittels des Verfahrens zur Vordergrund-Hintergrund Separierung
aus Kapitel 2 alle bewegten Objekte der Szene extrahiert und zu den einzelnen
Komponenten zusammenfasst.
Das Behavior Netzwerk in Abbildung 6.2 dient der Erkennung einer periodishen
Objektbewegung. Das Verfahren aus Kapitel 3 zur Erkennung einer solhen Be-
wegung verbirgt sih hinter dem Behavior 'PeriodiMovement_091214_1412_bhv'.
Die beiden Behaviors 'BakgroundSubstration_091207_1609_bhv' und 'Component-
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sExtration_694214_1611_bhv' leisten auh hier die Vorarbeit der Extraktion der
bewegten Objekte der Szene. Diese Information wird dann an die beiden Behavior
'SiftTraker_081111_1454_bhv' und 'FindCorrespondingObjets_091215_1331_bhv'
weitergeleitet, welhe die zur Erkennung einer periodishen Bewegung notwendigen
Trajektorien der Objekte berehnen.
Das Behavior Netzwerk zur Kollisionsvermeidung ist in Abbildung 6.3 darge-
stellt. Die Verfahren zur Berehnung von Time-To-Contat Werten aus Kapitel 5
verbergen sih hinter dem Behavior 'TTCComputation_081211_1603_bhv'. Die-
ses leitet seine Ausgabe an das Behavior 'AvoidObstale_090128_1504_bhv' wei-
ter, wo über das 'Drive System' des Roboters dafür gesorgt wird, dass dieser dem
bevorstehenden Hindernis ausweiht. Wie der Abbildung ebenfalls zu entnehmen
ist, wird hier niht nur die Kamerainformation verwendet sondern auh die Odome-
triedaten des Roboters. Die entsprehenden Behaviors tragen die Namen 'Camera'
und 'Odometry'.
Der zur Benutzung der einzelnen Komponenten relevante Programmode ist auf
der beiliegenden CD verfügbar und kann als Basis zum weiteren Ausbau des Systems
verwendet werden.
6.1.2 Aufbau der Versuhsumgebung
Zur Durhführung der Experimente wurde ähnlih wie in Kapitel 5 ein abgegrenz-
ter Flurbereih verwendet. Die weiÿen Wände des Flurs wurden mit vershiedenen
Ausshnitten untershiedliher Zeitshriftenartikel beklebt. Diese Maÿnahme war in
sofern notwendig, als dass im Gegensatz zu strukturbeinhaltenden Bildern auf wei-
ÿen Flähen keine markante Punkte extrahiert werden können. Dies ist allerdings,
wie in Kapitel 5 dargestellt, eine wihtige Voraussetzung für die kollisionsfreie Na-
vigation des Roboters.
Abbildung 6.4 zeigt zwei Fotoaufnahmen des entsprehenden Versuhsaufbaus.
Das linke Bild zeigt eine Weitsihtaufnahme des Flurs, das rehte dagegen eine Nah-
aufnahme des Roboters und der verwendeten Weitsihtkamera. Bei diesen Experi-
menten wurde ebenfalls der ER1 Roboter von Evolution Robotis verwendet. Die
untershiedlihen Ansihten dieses Roboters, sowie eine kurze Beshreibung seines
Aufbaus benden sih in Kapitel 5. Der entsheidende Vorteil bei der Verwendung
dieses Roboters lag in der dafür mitgelieferten Software. Mittels eines Steuerungs-
moduls lieÿ sih dieser leiht in die gewünshte Position navigieren oder auf die
Durhführung eines bestimmten Bewegungsmusters vorprogrammieren.
Im rehten Bild ist ebenfalls deutlih zu sehen die bei diesen Experimenten
verwendete Weitsihtkamera. Mittels eines Stativs wurde die Kamera in einer Höhe
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(a) (b)
Abbildung 6.4: Für die Experimente verwendeter Flur: (a) Weitaufnahme des Flurs;
(b) Nahaufnahme des Roboters und der verwendeten UEye-Kamera auf dem Stativ.
von 1, 25m montiert und entspriht im Rahmen des hierbei simulierten Szenarios
einer Dekenkamera. Abbildung 6.5 zeigt eine Nahaufnahme dieser Kamera sowie
ein mittels dieser Kamera, aus dieser Perspektive aufgenommenes Bild.
(a) (b)
Abbildung 6.5: Für die Experimente verwendete Weitsihtkamera: (a) Sihtbereih
der Weitsihtkamera; (b) als Weitsihtkamera verwendete UEye-Kamera.
Die tehnishen Koordinaten der Kamera sind die folgenden:
• UEye UI-1220-C Farbkamera, Auösung 752× 480
In der Abbildung 6.5 links ist deutlih zu sehen, dass aufgrund der gewählten Positi-
on und Höhe die Kamera einen gröÿeren Bereih des verwendeten Flurs übershaut.
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6.1.3 Durhführung der Fallstudie
Die Durhführung der Experimente erfolgte in mehreren Shritten. Zur anfänglihen
Detektion des Roboters im Kamerabild wurde dieser zunähst auf die Durhführung
einer einfahen periodishen Bewegung vorprogrammiert. Im Rahmen dieses Szena-
rios kam eine Vor- und Rükwärtsbewegung zum Einsatz. Der hauptsählihe Grund
dafür war, dass während dieser Bewegung die anfänglihe Ansiht des Roboters im
Bild der Weitsihtkamera sih kaum änderte. Auf diese Weise war es möglih die
entsprehende Trajektorie des Roboters mittels des SIFT-basierten Verfolgungsan-
satzes zu konstruieren. Wie bereits in Kapitel 3 erklärt, würde sih hierfür eine
Kreisbewegung oder eine quadratishe Bewegung des Roboters aufgrund der ge-
wählten Perspektive der Weitsihtkamera wenig eignen.
Nah der erfolgreihen Detektion des Roboters wurde das Modul der 'Online
Modellgenerierung' gestartet. Zur Vereinfahung wurde der Roboter während dieses
Stadiums manuell gesteuert. Um ein vollständiges Modell des Roboters zu erhalten,
wurde hierbei keineswegs auf eine gleihmäÿige Bewegung des Roboters geahtet.
Vielmehr glih die Bewegung einer eher haotishen, ziellosen Fahrt in dem zur
Verfügung gestellten Raum. Das dabei erzeugte Modell des Roboters diente an-
shlieÿend zur dessen Verfolgung im Bild der Weitsihtkamera.
Zeitgleih zur Konstruktion der Robotertrajektorie im Bild der Weitsihtkamera
wurde lokal auf dem Roboter das Modul der 'Entfernungsshätzung' gestartet. Der
Roboter wurde zu diesem Zeitpunkt niht mehr manuell gesteuert. War kein Hinder-
nis in Siht, so bewegte sih dieser Vorwärts mit einer Geshwindigkeit von 4 cm/s.
Im Falle einer bevorstehenden Wand führte der Roboter eine rotierende Bewegung
durh. Damit die vom Roboter tatsählih gefahrene Trajektorie auh für die spä-
tere Verarbeitung zur Verfügung stand, wurden die Odometriedaten des Roboters
während seiner Bewegung in einer separaten Datei gespeihert.
Diese und sonstige während dieser Experimentenreihe erzielten Ergebnisse wer-
den in dem folgenden Abshnitt ausführlih geshildert.
6.2 Ergebnisse
Zur besseren Übersihtlihkeit der während der Fallstudie erzielten Ergebnisse, wur-
de das vorliegende Abshnitt in drei Unterabshnitte aufgeteilt. Der erste Teil be-
shäftigt sih mit der anfänglihen Detektion des Roboters im Bild der Weitsihtka-
mera. Hier werden Bilder und Graphiken gezeigt, die die Konstruktion der Roboter
Trajektorie sowie die Detektion einer periodishen Bewegung dokumentieren. Der
zweite Teil präsentiert die Ergebnisse des Moduls der 'Online Modellgenerierung'.
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Dieser Abshnitt beinhaltet auh ein Protokoll darüber welhe Ansihten zu wel-
hem Zeitpunkt zu dem entsprehenden Robotermodell zusammengefasst werden.
Im dritten Teil wird untersuht wie stabil sih der Roboter mittels des vorher kon-
struierten Modells im Bild der Weitsihtkamera verfolgen lässt.
6.2.1 Bewegungsbasierte Roboterdetektion
Wie bereits in Kapitel 3 erklärt wurde die zur bewegungsbasierten Roboterdetektion
notwendige Trajektorie des Roboters mittels eines SIFT-basierten Verfolgungsan-
satzes konstruiert. Um Rehenkapazität zu sparen wurde die Berehnung der SIFT
Merkmale auf einzelne Bildausshnitte begrenzt, die die bewegten Objekte der Szene
repräsentieren. Die Extraktion solher Bildbereihe erfolgte mittels des in Kapitel 2
vorgestellten Ansatzes.
Abbildung 6.6 zeigt exemplarish die während der Roboterbewegung berehne-
ten SIFT-Merkmale zur untershiedlihen Zeitpunkten. Der rote Shwarm, der dem
(a) bild_id 10 (b) bild_id 44
() bild_id 50 (d) bild_id 68
Abbildung 6.6: Die Positionen der während der Roboterbewegung berehneten
SIFT-Merkmale sind hier durh kurze rote Fäden dargestellt. Ein Pfad verbindet
korrespondierende SIFT-Merkmale in aufeinander folgenden Bildern.
Anshein nah den Roboter verfolgt, besteht hier aus einzelnen kurzen Faden, die
korrespondierende SIFT-Merkmale in zwei aufeinander folgenden Bildern miteinan-
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der verbinden. Kann ein Merkmal über mehrere Bilder stabil verfolgt werden, so
verlängert sih auh der entsprehende Faden.
Wie der Abbildung 6.6 ebenfalls zu entnehmen ist, kann die Anzahl der verfolgten
Merkmale vorher niht festgelegt werden. Abhängig von der Qualität des Bildes, dem
aktuell vorhandenen Raushanteil und den Eigenshaften des betrahteten Objek-
tes können im Laufe der Bewegung neue Merkmale hinzukommen, während andere
vershwinden. Besonders deutlih wird dies zu dem Zeitpunkt, als der Roboter eine
Drehung durhführt. An dieser Stelle nimmt die Dihte des Shwarms deutlih ab.
Der Grund dafür liegt in der Tatsahe, dass während der Drehung viele Merkmale
im neuen Bild niht wiedergefunden werden können.
Würde der Roboter an dieser Stelle eine stärkere Rotation durhführen, so ist
davon auszugehen, dass der erwähnte Shwarm an dieser Stelle einen vollständigen
Riss erfahren würde. Ergebnisse ähnliher Experimente bestätigen diese Vermutung.
Dieses Problem kann allerdings umgangen werden, wenn man die Kamera etwas
höher platziert. Denn aus der so erhaltenen Perspektive würde sih die Ansiht des
Roboters bei einer rotierenden Bewegung im Kamerabild niht so stark ändern.
Aufgrund des bereits beshriebenen Versuhsaufbaus und den obigen Überlegun-
gen wurde im Rahmen dieser Fallstudie eine einfahe Vor- und Rükwärtsbewegung
für das periodishe Bewegungsmuster ausgewählt. Folgend dem in Kapitel 3 be-
shriebenen Verfahren zur Erkennung dieses Musters, zeigt die Abbildung 6.7 die

























Periodische Kurve der Bewegung
Abbildung 6.7: Periodishe Kurve, die bei der Vor- und Rükwärtsbewegung des
Roboters entstanden ist.
auh hier die zur Erkennung notwendigen Maxima und Minima deutlih zu erkennen.
Abbildung 6.8 zeigt zusätzlih noh einige Aufnahmen der entsprehenden Bild-
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sequenz. In den linken Bildern dieser Abbildung sind die dazu korrespondierenden
Ergebnisse des hier verwendeten Vordergrund - Hintergrund Separationsverfahrens,
zusammen mit der Berehnung der ahsenparallelen Rehteke um die bewegenden
Objekte der Szenen zusehen. Die rehten Bilder der Abbildung zeigen dagegen die
originalen Bildaufnahmen der Weitsihtkamera. Das rote Quadrat hier markiert den
Mittelpunkt des Rehteks um das bewegende Objekte, in diesem Fall den Roboter.
Wie bereits erwähnt dient der Mittelpunkt des Rehteks zur Positionsbestimmung
des interessierenden Objektes im Kamerabild. Im unteren rehten Bild ndet sih
noh zusätzlih ein roter Kreis um das rote Quadrat. Diese Markierung dient dem
Zwek aufzuzeigen, dass eben dieses Objekt als das Objekt erkannt wurde, welhes
sih periodish bewegt.
Interessant war bei diesem Experiment zu beobahten, dass bei einer längeren
periodishen Bewegung die Konturen des Objektes langsam in den Hintergrund ver-
shwanden. Als Konsequenz daraus wurde auh die Gröÿe des Rehteks verzerrt
und damit auh die Position des Objektes im Kamerabild vershoben. Dies resul-
tierte dann in einer niht mehr so glatten periodishen Kurve, wie diese in Abbildung
6.7 zu sehen ist.
Der Grund für dieses Systemverhalten war der, dass das hier eingesetzte Vorder-
grund - Hintergrund Separationsverfahren bei einer längeren periodishen Bewegung
des Objektes dieses niht mehr als ein Vordergrundobjekt der Szene akzeptierte. Die
Objektbewegungen wurden immer mehr dem 'dynamishen' Hintergrund der Szene
zugeordnet, ähnlih dem in Kapitel 2 gezeigten Experiment mit dem im Hinter-
grund shwankenden Baum. Dieses Problem lieÿ sih allerdings umgehen, indem der
Roboter an eine andere Stelle bewegt wurde.
Nahdem auf diese Weise die erste Roboteransiht gewonnen wurde, startete das
Modul 'Online Modellgenerierung'. Die dabei erzielten Ergebnisse sind im folgenden
Abshnitt dargestellt.
6.2.2 Online Generierung eines Robotermodells
Wie bereits in Kapitel 3 erklärt, hängt die Qualität des mit diesem Moduls konstru-
ierten Objektmodells von mehreren Faktoren ab. Eines der wihtigsten Kriterien
ist hierbei die Bewegung des Objektes. Rotiert dieses zu shnell, so werden in der
Datenbank übliherweise zunähst mehrere Modelle mit jeweils untershiedlihen
Ansihten des entsprehenden Objektes gespeihert. Erst wenn eine neue Ansiht
mehreren Modellen gleihzeitig zugeordnet werden kann, werden diese zu einem Mo-
dell zusammengefasst. Aus diesem Grund kann es durhaus vorkommen, dass zur
Generierung eines vollständigen Modells eine länger andauernde Objekt Bewegung
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(a) bild_id 100 (b) bild_id 100
() bild_id 123 (d) bild_id 123
(e) bild_id 139 (f) bild_id 139
(g) bild_id 199 (h) bild_id 199
Abbildung 6.8: Linke Bilder: Ergebnisse des in Kapitel 2 vorgestellten Vordergrund -
Hintergrund Separationsverfahrens zusammen mit der Berehnung des ahsenparal-
lelen Rehteks um den bewegenden Roboter; rehte Bilder: Detektion des Roboters
aufgrund der von ihm durhgeführten periodishen Bewegung.
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notwendig ist.
Abbildung 6.9 zeigt einen Ausshnitt aus dem Protokoll, welhes die einzelnen
Shritte der Modellgenerierung dokumentiert. In dem hier dargestellten Fall ist die
Abbildung 6.9: Ausshnitt aus dem Protokoll, welhes die einzelnen Shritte der
Modellgenerierung dokumentiert.
verwendete Datenbank zunähst leer. Daher wird als erstes ein neues Modell er-
zeugt und diesem die neue Objektansiht zugeordnet. Diese bekommt den Namen
'Objet1View1'. Die darauf folgende Objektansiht kann der bereits gespeiherten
erfolgreih zugeordnet werden. Die Meldung 'MATCHED OBJECT FOUND' mit
den entsprehenden Erklärungen bestätigt dies.
Aufgrund der Objektbewegung kann allerdings bereits die nähste Objektan-
siht dem Modell in der Datenbank niht mehr zugeordnet werden. Daher wird ein
weiteres Modell mit der aktuellen Objektansiht in der Datenbank abgelegt. Die
neu gespeiherte Objektansiht bekommt den Namen 'Objet2View1'. Die nähsten
beiden Einträge in dem Protokoll zeugen davon, dass die neu gewonnenen Objekt-
ansihten der zuletzt gespeiherten Ansiht zugeordnet werden können.
Der letzte Eintrag in dem Ausshnitt des Protokolls ist ein Beispiel dafür, wie
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zwei Modelle zu einem zusammengefasst werden. Die aktuelle Objektansiht kann
hier den Modellen 7 und 3 gleihzeitig zugeordnet werden. Aus diesem Grund werden
die im Modell 7 gespeiherten Ansihten dem Modell 3 zugeordnet. Die Ansiht
'Objet7View1' des Modells 7 wird umbenannt in 'Objet3View2'.
Nahdem der Roboter bei diesem Experiment ausreihend lange durh den Flur
bewegt wurde, wurden dessen untershiedlihe Ansihten letzten Endes nur einem
Modell in der Datenbank zugeordnet. Die Abbildung 6.10 zeigt die Ansihten dieses
Modells.
Abbildung 6.10: Untershiedlihe Ansihten des online generierten Robotermodells.
Die grünen Punkte entsprehen den Positionen der hierbei extrahierten SIFT-
Merkmale.
146 Kapitel 6. Durhführung und Ergebnisse einer Fallstudie
Im Untershied zu dem im Kapitel 3 gezeigten Modell fällt hier sofort auf, dass
dieses Modell aus viel mehr Ansihten besteht, als das zuvor gezeigte. Auh die Gröÿe
der untershiedlihen Ansihten variiert hier sehr viel stärker. Ebenfalls auällig ist
die Tatsahe, dass bei diesem Modell die vordere Seite des Roboters nur durh eine
Ansiht repräsentiert ist. Alle anderen Ansihten zeigen entweder den hinteren oder
den seitlihen Teil des Roboters.
Einen entsheidenden Hinweis auf solh starke Abweihung zu dem im Kapitel 3
gezeigten Modell liefert ein genauer der bei diesen Experimenten verwendeten Ro-
botern. Obwohl beide Male der gleihe ER1 Roboter von Evolution Robotis zum
Einsatz kam, wurde er doh an untershiedlihen Stellen mit vershiedenen Zeit-
shriften beklebt. Im dem hier gezeigten Experiment wurde nur die vordere Seite
des Roboters äuÿerlih modiziert. In dem im Kapitel 3 gezeigten Experiment wur-
de zusätzlih noh der seitlihe und der hintere Teil des Roboters mit Zeitshriften
beklebt. Damit war es möglih auh aus diesen Perspektiven genügend markante
SIFT-Merkmale zu extrahieren, so dass eine stabile Zuordnung zu leihten Abwei-
hungen dieser Ansihten erfolgen konnte. In den in Abbildung 6.10 gezeigten An-
sihten wurde zwar auh genügend Merkmale auf dem seitlihen und hinteren Teil
des Roboters extrahiert, doh ist die Qualität dieser Merkmale niht zu vergleihen
mit der Qualität der Merkmale, die auf einem Zeitshriftenartikel gefunden werden.
Auf Zeitshriftenartikeln nden sih sehr viele Stellen, die eine eindeutige Struk-
tur vorweisen können. Der nakte hintere Teil des Roboters liefert hier dagegen re-
lativ wenig Spielraum. Auf den grauen Stäben, die das Gerüst des Roboters bilden,
lassen sih kaum Merkmale mit eindeutiger Struktur nden. Die meisten aus dieser
Perspektive extrahierten Merkmale sind daher qualitativ eher niederwertig und die
relativ hohe Anzahl dieser lässt sih durh das vorhandene Bildraushen erklären.
Kompensiert wird diese Tatsahe durh die entsprehend hohe Anzahl untershied-
liher Ansihten im Modell des Roboters, die hauptsählih seinen seitlihen oder
hinteren Teil zeigen.
Die Ergebnisse dieses Experimentes liefern wihtige Einsihten darüber, welhe
Objekteigenshaften erforderlih sind, damit ein möglihst kompaktes Modell von
diesem erzeugt werden kann. Besitzt eine Objektansiht kaum Struktur so verläuft
auh die Konstruktion des Modell shwieriger. Viel mehr Ansihten müssen der
Datenbank hinzugefügt werden, um ein vollständiges Modell zu erhalten.
Es ist an dieser Stelle anzumerken, dass das hier vorgestellte Verfahren kom-
plett versagen würde, wenn die vershiedenen Ansihten des betrahteten Objektes
hauptsählih aus homogenen und gleihmäÿig gefärbten Flähen bestehen würden.
In so einem Fall wären die wihtigen Voraussetzungen zur Extraktion markanter
Merkmale niht erfüllt. Eine möglihe Lösung für dieses Problem wäre die Verwal-
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tung der untershiedlihen Objektansihten in Form von Farbhistogrammen. Zum
Vergleih zweier Farbhistogramme wären die folgenden zwei Verfahren denkbar:
1. Berehnung des Bhattaharyya Abstandes [Bha43℄ zwishen den möglihen
Kandidaten.
2. Interpretation der Farbhistogramme als eine Zeitreihe und Vergleih dieser
mittels des Dynami-Time-Warping Verfahrens (DTW) [RJ93℄.
Nihtsdestotrotz war es mit dem hier erstellten Robotermodell möglih, diesen wäh-
rend der gesamten Bildsequenz stabil zu verfolgen. Der nähste Abshnitt zeigt die
hierbei erzielten Ergebnisse.
6.2.3 Konstruktion der Robotertrajektorie
Die anshlieÿende Verfolgung des Roboters im Bild der Weitsihtkamera erfolgte un-
ter Zuhilfenahme des bereits im vorigen Abshnitt gezeigten Robotermodells. Dazu
wurden zunähst mittels des in Kapitel 2 vorgestellten Vordergrund-Hintergrund Se-
parationsverfahrens alle bewegten Objekte der Szene detektiert und nur die entspre-
henden Bildausshnitte zum Vergleih mit den in der Datenbank gespeiherten Da-
ten herangezogen. Der Vergleih der Bildausshnitte mit den vershiedenen Ansih-
ten in der Datenbank basierte dabei auf den daraus extrahierten SIFT-Merkmalen.
Ähnlih wie auh im Kapitel 3 kam hier die ERSP-Bibliothek zum Einsatz.
Abbildung 6.11 zeigt beispielhaft eine auf diese Weise konstruierte Robotertra-
jektorie im Bild der eingesetzten Weitsihtkamera. Zur besseren Darstellung zeigt
die Abbildung (a) hier noh einmal den Sihtbereih der Kamera. Abbildung (b)
zeigt die entsprehende Trajektorie des Roboters im Kamerabild. Ein Punkt in die-
ser Graphik entspriht dem Mittelpunkt des den Roboter umrandeten Rehteks zu
dem jeweiligen Zeitpunkt. Die Start- und Endposition sind durh shwarze Kreuze
gekennzeihnet. Die Pfeile geben die Rihtung der Roboterbewegung an. Auallend
ist hierbei die kurzzeitige Unterbrehung der roten Kurve in der linken oberen Eke.
Dieser Zustand lässt sih allerdings durh das Vershwinden des Roboters aus dem
Sihtbereih der Kamera erklären. Vergleiht man noh einmal diese Graphik mit
der in Abbildung (a) gezeigten Bildaufnahme, so stellt man fest, dass eben dieser
Ausshnitt des Flurs auÿerhalb des überwahten Bereihes liegt.
An diesem Beispiel lässt sih sehr gut der entsheidende Vorteil dieses Verfol-
gungsverfahrens beobahten. Unter Verwendung des vorher konstruierten Modells
ist es möglih die Trajektorie des entsprehenden Objektes auh dann fortzusetzten,
wenn dieser zeitweise aus dem Sihtbereih der verwendeten Kamera vershwindet.
Es ist allerdings an dieser Stelle auh anzumerken, dass die dazu erforderlihe Detek-
tion des Objektes stark von dem in der Datenbank gespeiherten Modell abhängt.
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(a)
(b)
Abbildung 6.11: (a) Sihtbereih der Weitsiht-Kamera; (b) Trajektorie des Roboters
im Kamerabild
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Existieren nur vollständige Ansihten des Objektes, so kann die Detektion desjeni-
gen versagen, wenn dieses nur teilweise sihtbar ist. Natürlih ist in dieser Situation
auh entsheidend wieviele verwendbare SIFT-Merkmale aus dem entsprehenden
Bildausshnitt extrahiert werden konnten. In dem oben gezeigten Beispiel trat die-
ser Fall gegen Ende der Roboterbewegung auf. In dem unteren Teil der Abbildung
(b) ist deutlih zu sehen, dass die Punktdihte im letzten Abshnitt der Trajektorie
stark abnimmt. An dieser Stelle war nur der obere Teil des Roboters sihtbar.
Abbildung 6.12 zeigt einige Aufnahmen der während dieses Experimentes auf-
genommenen Bildsequenz. Die hierbei zu sehende Beshriftungen des Roboters sind
Namen der jeweiligen Ansiht in der Datenbank, zu der die aktuellen Bilddaten am
besten zugeordnet werden konnten. Daran ist deutlih zu erkennen, dass auh eine
plötzlihe Rotation des Objektes zu keinem Abbruh der Trajektorie führt. Lediglih
im Bild (d) ndet sih hier keine Beshriftung. Zu diesem Zeitpunkt ist der Roboter
nur teilweise sihtbar und ist gerade dabei den Sihtbereih der Kamera wieder zu
betreten.
Die Route des Roboters war bei diesem Experiment vorher niht festgelegt. Viel-
mehr resultierte diese aus den vorprogrammierten Verhaltensregeln. Im Falle eines
positiven Ergebnisses des Modul 'Entfernungsshätzung', führte der Roboter eine
Linksrotation durh um dem Hindernis auszuweihen. Sonst war er auf eine einfa-
he Geradeausfahrt vorprogrammiert.
Die Ergebnisse des Moduls 'Entfernungsshätzung' wurden bereits im Kapitel 5
ausführlih diskutiert. Aus diesem Grund wurde hier auf eine erneute Darstellung
dieser verzihtet.
6.2.4 Randbedingungen
Während der Durhführung der Fallstudie kristallisierten sih einige Randbedingun-
gen heraus, deren Einhalten für einen erfolgreihen Einsatz des Systems notwendig
ist.
• Das Verfahren zu Vordergrund-Hintergrund Separation detektiert erfolgreih
bewegte Objekte, wenn deren Abbild im Kamerabild niht kleiner ist als die
im Vorfeld gewählte Gröÿe für ein Bildbereih (vgl. Kapitel 2). Die Gröÿe des
Abbildes im Kamerabild hängt dabei zum einen von der realen Gröÿe des Ob-
jektes selbst, zum anderen von seiner Entfernung zur Kamera ab. Die Gröÿe
des Bildbereihes (vgl. Kapitel 2) sollte daher entsprehend dem Einsatzge-
biet gewählt werden. Zu beahten ist hierbei sowohl die maximal möglihe
Entfernung von Objekten zum Kamerabild als auh deren minimal möglihe
Gröÿe.
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(a) bild_id 54 (b) bild_id 103
() bild_id 213 (d) bild_id 354
(e) bild_id 421 (f) bild_id 462
Abbildung 6.12: Konstruktion der Robotertrajektorie im Bild der Weitsihtkamera.
Die Beshriftungen in den einzelnen Bildern entsprehen den Namen der Objektan-
sihten in der Datenbank, zu denen die aktuellen Bilddaten am besten zugeordnet
werden konnten.
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• Eine erfolgreihe Objektwiedererkennung mittels SIFT-Merkmale (vgl. Kapitel
3) ist nur möglih wenn folgende zwei Bedingungen erfüllt sind: 1. Das Abbild
des Objektes im Kamerabild weist soviel Struktur auf, dass genügend SIFT-
Merkmale extrahiert werden können; 2. Das Objekt ist im Kamerabild deutlih
zu erkennen. Als Orientierung sollte für das zweite Kriterium eine Bildgröÿe
von 40× 40 Pixel dienen.
• Zur Anwendung des Verfahrens zur Berehnung von Time-To-Contat Werten
(vgl. Kapitel 4 und 5) ist es notwendig, dass sowohl auf dem bevorstehenden
Objekt als auh in der Umgebung genügend markante Merkmale extrahiert
und verfolgt werden können. Zu viele homogene Flähen in unmittelbaren
Umgebung resultieren in einem sehr sparsen Modell der Umgebung. Dies kann
unter Umständen dazu führen, dass Roboter gegen ein bevorstehendes Hinder-
nis stöÿt, obwohl das Verfahren zur Berehnung von Time-To-Contat Werten
fehlerfrei funktioniert.
6.3 Diskussion und Zusammenfassung
Als gesamtes Ergebnis dieser Fallstudie lässt sih dokumentieren, dass die im Rah-
men dieser Arbeit entwikelten Ansätze eine solide Basis für ein System bilden, wel-
hes in dem bereits oben beshriebenen Lagerhausszenario seine Anwendung nden
könnte. Die Extraktion der bewegten Objekten in der Szene, Detektion des interes-
sierenden Objektes aufgrund seines Bewegungsmusters und online Generierung des
entsprehenden Modells sorgen dafür, dass der notwendige Installationsaufwand des
Systems auf ein Minimum begrenzt wäre.
Gleihzeitig bildet das Modul 'Entfernungsshätzung', welhes lokal auf dem Ro-
boter ausgeführt wird, zusammen mit der im Bild der Weitsihtkamera konstruierten
Objekttrajektorie eine vernünftige Grundlage für eine stabile Navigation des Robo-
ters zu einem vorher festgelegten Zielpunkt. Im Falle einer Abweihung von der
optimalen Route würde das System dem Roboter mitteilen, wie dieser seine Bewe-
gungsrihtung ändern sollte. Der Roboter würde dann unter Einbezug der ihm zur
Verfügung stehenden Information des Moduls 'Entfernungsshätzung' die für ihn zu
diesem Zeitpunkt optimale Entsheidung treen. Diese Art der Datenfusion unter
Berüksihtigung vorher festgelegter Prioritäten wurde bereits im Rahmen des am
Lehrstuhl 'Intelligente Systeme' durhgeführten Praxisprojektes realisiert. Aus die-
sem Grund kann an dieser Stelle mit Zuversiht behauptet werden, dass ein solhes
System shon bereits in naher Zukunft seine praktishe Anwendung nden könnte.
Kapitel 7
Zusammenfassung und Ausblik
Ziel der vorliegenden Dissertation war die Entwiklung eines robusten, exiblen und
zugleih auh leiht zu montierenden Systems zur siheren Navigation eines Roboters
in einer zunähst unbekannten Umgebung. Eines der grundlegenden Bedingungen
war dabei die ausnahmslose Beshränkung der Robotersensorik auf Videokameras.
Sowohl die Berehnung der Roboterroute zum Zielpunkt, als auh die Shätzung der
Entfernung zu den bevorstehenden Hindernisobjekten hatte ausshlieÿlih auf der
Auswertung der gesammelten Bildinformation zu erfolgen.
Das resultierende System sollte seinen Ansatz im Rahmen eines Lagerhausszena-
rios nden. Eine an der Deke montierte Weitsihtkamera übershaut einen gröÿeren
Bereih der Szene und hat sowohl den Roboter als auh die gewünshte Zielposition
in ihrem Sihtbereih. Die Bildinformation dieser Kamera dient zur groben Bereh-
nung der Robotertrajektorie zum Zielpunkt. Die Detektion und auh die Umgehung
der auf dieser Route bendlihen Hindernissen erfolgt in diesem Szenario mittels
einer direkt auf dem Roboter montierten Kamera.
Zur Realisierung dieses Systems wurde im Rahmen der vorliegenden Arbeit
in den drei Teilgebieten der Objektdetektion, Objektwiedererkennung und Entfer-
nungsshätzung bereits bestehende Ansätze erweitern und neue Verfahren konzi-
piert.
Die initiale Erkennung des zu navigierenden Objektes erfolgte hier in zwei Shrit-
ten. Zunähst wurden alle bewegenden Objekte der in der Dekenkamera abgebilde-
ten Szene mittels eines Vordergrund- Hintergrund Separationsverfahrens extrahiert.
Die anshlieÿende Selektion des interessierenden Objektes basierte auf der Erken-
nung eines vorher spezizierten Bewegungsmusters, welhes während der Initialisie-
rungsphase von dem Objekt ausgeführt wurde.
Dazu wurde im Rahmen dieser Arbeit ein neues Vordergrund- Hintergrund Sepa-
rationsverfahren entwikelt. Die Konstruktion des Hintergrundmodells erfolgt hier
auf der Basis der Grauwertstruktur der abgebildeten Szene. Die Struktur wird mit-
tels der diskreten Kosinustransformation ermittelt und in Form von ausgewählten
Koezienten zur weiteren Verarbeitung im Modell gespeihert. Die Koezientenaus-
wahl erfolgt hier im Sinne der Raushunterdrükung. Koezienten, die die feineren
Details der Szene repräsentieren, werden bei der Modellbildung niht berüksihtigt.
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Zur Modellierung eines dynamishen Hintergrunds der Szene werden folgend dem
Ansatz von Staufer und Grimson mehrere untershiedlihe Koezientenvektoren zur
Repräsentation eines Bildbereihs verwendet. Das Hinzufügen neuer Vektoren oder
das Entfernen bereits vorhandener aus dem Modell erfolgt hier online und hängt
entsheidend von der Dynamik der Szene ab.
Zur Detektion von Vordergrundobjekten wird bei diesem Verfahren sowohl die
örtlihe als auh zeitlihe Information einer Objektbewegung ausgenutzt. Ein Bild-
bereih wird hier nur dann als 'zum Vordergrund gehörend' markiert, wenn mindes-
tens einer seiner benahbarten Bildbereihe im vorigen Bild als 'vom Hintergrund
abweihend' markiert worden war. Das auf diese Weise generierte Vordergrundbild
erwies sih als sehr stabil gegenüber äuÿeren Rausheinüssen.
Die Performanz dieses Verfahrens wurde im Rahmen einer umfangreihen Expe-
rimentenreihe mit den Ergebnissen dreier weiteren in der Literatur oft verwendeten
Verfahren ([LHE03℄, [KB01℄ und [CXS
+
07℄) verglihen. Dabei wurde unter Zuhilfe-
nahme ausgewählter Bildsequenzen untersuht wie stabil die Verfahren auf plötzli-
he und sukzessive Lihtänderungen reagieren, wie sie mit zeitweisen Vershiebungen
von Hintergrundobjekten umgehen, wie robust sie leihte periodishe Bewegungen
im Hintergrund der Szene handhaben und wie shnell sih das Hintergrundmodell
der jeweiligen Verfahren an die geänderten Bedingungen anpasst.
Die hierbei erzielten Ergebnisse zeugten davon, dass das im Rahmen dieser Ar-
beit entwikelte Verfahren in den meisten Situationen den anderen Ansätzen vorzu-
ziehen ist. In allen Testreihen lieferte dieses Verfahren bessere oder mit den anderen
Ansätzen vergleihbare Ergebnisse. Das Verfahren war auh in der Lage Objekte
dort zu erkennen, wo andere Ansätze komplett versagten. Übliherweise waren dies
Bildbereihe mit wenig Kontrast zwishen dem Objekt und dem Hintergrund der
Szene.
Der hohe Grad an Stabilität und Robustheit dieses Verfahrens gegenüber äu-
ÿeren Rausheinüssen wird allerdings durh die Tatsahe kompensiert, dass die
Konturen der extrahierten Objekte niht akkurat sind. Im manhen Anwendungen
kann dies negative Auswirkungen auf die Performanz des Gesamtsystems haben.
Möglihe Verbesserung dieses Mankos wäre die Kombination dieses Verfahrens mit
einem bereits bestehenden Ansatz, der die Objektkonturen genau extrahiert. Das
hier entwikelte Verfahren würde dann zur Vorselektion der relevanten Bildbereihe
dienen.
Wie bereits erwähnt, basierte die Selektion des zu navigierenden Objektes auf
der Erkennung eines vorher spezizierten Bewegungsmusters. Dazu wurde ein Ver-
fahren entwikelt, welhes die Erkennung von periodishen Bewegungen erlaubt. Die
Einshränkung auf periodishe Bewegungsmuster erfolgte dabei aus zwei Gründen.
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Zum einen ist es die Einfahheit der Bewegung. Jedes autonom agierende Objekt ist
in der Lage diese durhführen. Zum anderen lässt sih eine geordnete und vorhersag-
bare Bewegung einfaher und damit auh stabiler erkennen, als dies beispielsweise
bei einer komplizierten Bewegungskonformation der Fall wäre. Das hier entwikelte
Verfahren war in der Lage die Periodizität sowohl einer einfahen Vor- und Rük-
wärtsbewegung als auh einer vom Roboter durhgeführten Kreisbewegung zu er-
kennen.
Ein weiterführender Shritt in diese Rihtung wäre die Erarbeitung eines Ansat-
zes für die Erkennung von shwierigeren Bewegungsabläufen. Solhe Verfahren wä-
ren interessant bei der Feststellung von Bewegungsanomalien zum Beispiel in dem
Bereih der Kameraüberwahung in Kaufhäusern oder öentlihen Parkplätzen.
Die dazu benötigten Objekttrajektorien wurden hier mittels eines einfahen An-
satzes zur Objektverfolgung ermittelt. Es basiert auf der Erkennung von korrespon-
dierenden SIFT-Merkmalen in zwei aufeinander folgenden Bildern einer Kamera-
aufnahme. Dieses Verfahren zur Objektverfolgung liefert stabile Ergebnisse, wenn
sih das äuÿere Ersheinungsbild des Objektes von Bild zu Bild wenig ändert. Im
Rahmen der hier betrahteten Anwendung hatte diese Annahme keine nennenswer-
ten Konsequenzen. Dies liegt unter anderem daran, dass für die initiale Erkennung
des interessierenden Objektes keine zeitlihen Begrenzungen gesetzt waren. Im Falle
einer fehlgeshlagenen Erkennung bewegte sih das Objekt solange weiter, bis dieses
von dem System als das gesuhte Objekt detektiert wurde.
Die so gewonnene erste Ansiht des zu navigierenden Objektes bildete zugleih
auh die Basis für ein weiteres im Rahmen dieser Arbeit entwikeltes Verfahren.
Dieses Verfahren verfolgt das Ziel der robusten Objektverfolgung und dient im Rah-
men des betrahteten Szenarios dem Zwek der Roboterverfolgung und damit auh
zur Korrektur seiner Trajektorie zum Zielpunkt. Den Kern des Verfahrens bildet
ein Modul, welhes bereits im Online-Betrieb ein Modell von dem interessierenden
Objekt erstellt und dieses im weiteren Verlauf des Systems immer weiter adaptiert.
Die eigentlihe Objektverfolgung ndet dann mittels eines Vergleihs zwishen den
aktuellen Bilddaten der Kamera und denen in der Datenbank gespeiherten Objekt-
modellen.
Die untershiedlihen 'multiview appearane' Modelle werden in der Datenbank
als eine Ansammlung von untershiedlihen Ansihten des entsprehenden Objek-
tes gespeihert. Eine Ansiht eines Objektes wird in Form der daraus extrahierten
SIFT-Merkmale repräsentiert. Das entsprehende Modell wird nur dann um weitere
Ansihten erweitert, falls die neu gewonnenen Ansihten niht ausreihend durh die
bereits im Modell gespeiherten Ansihten abgedekt werden. Die Anzahl der im Mo-
dell gespeiherten Ansihten hängt damit entsheidend von der Art der Bewegung
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ab, die das Objekt durhführt während das System aktiv ist. Führt das Objekt wäh-
rend des gesamten Betriebs keine Rotation durh, so ist meistens nur eine Ansiht
dieses Objektes ausreihend. Die im Rahmen der Arbeit durhgeführten Experimen-
te haben gezeigt, dass bei einer rotierenden Objektbewegung das so erstellte Modell
durhaus mit einem mittels eines Rotationstellers konstruierten Modell vergleihbar
ist. Ein positiver Eekt des hier vorgestellten Verfahrens ist allerdings, dass die Ska-
lierung der Objektansihten ideal an die Distanz der Kamera zum Objekt angepasst
ist.
Der entsheidende Vorteil dieses Verfahrens ist auh, dass das auf diese Wei-
se konstruierte Objektmodell optimal an die jeweilige Anwendungsumgebung an-
gepasst ist. Abhängig von der Position und Orientierung der Kamera werden in
der Datenbank nur solhe Objektansihten gespeihert, die auh von dieser Ka-
mera aufgenommen werden können. Die Verwendung einer Dekenkamera würde
beispielsweise in einem Modell resultieren, welhes ausshlieÿlih Ansihten aus der
Vogelperspektive beinhaltet.
Ein weiterer Vorteil gegenüber anderen Verfahren ist die hierbei niht benötigte
Trainingsphase. Übliherweise ndet diese im Oine-Betrieb statt und setzt voraus,
dass alle für die Verfolgung relevanten Objekte vorab bekannt sind. In vielen An-
wendungen kann eine solhe Annahme allerdings oft niht erfüllt werden. In solhen
Fällen würde das eben vorgestellte Verfahren die einzige Alternative bieten.
Den letzten wihtigen Beitrag dieser Arbeit bildet das Modul 'Entfernungsshät-
zung'. Ausgehend von der Bildinformation der auf dem Roboter montierten Kamera
und seiner Bewegung wurde ein Verfahren entwikelt, welhes eine robuste Bereh-
nung von Time-To-Contat (TTC) Werten erlaubt. Die bessere Performanz dieses
Verfahrens gegenüber anderen Ansätzen resultiert aus der Tatsahe, dass hier die
Berehnung der Werte niht ausshlieÿlih auf den Messdaten der extrahierten Bild-
punkte basiert. Im Rahmen dieser Arbeit wurden Modellgleihungen hergeleitet,
die die Positionsänderungen der relevanten Punkte in Bildern der Kamera während
der Roboterbewegung beshreiben. Als Grundlage wurden hierzu nur die bekannte
Roboterbewegung sowie die allgemein gültigen Gesetze der projektiven Geometrie
herangezogen.
Bei einer rihtigen Wahl der entsprehenden Modellparameter war es damit mög-
lih die theoretish rihtige Positionen der Bildpunkte vorherzusagen. Für die Adap-
tion der Parameter wurden zwei untershiedlihe Ansätze hergeleitet, die jeweils auf
den historishen Daten der bis zum aktuellen Zeitpunkt gemessenen Punktpositio-
nen basieren. Ausgehend von den in der Simulation erzielten Ergebnissen wurde nur
eines dieser Verfahren während des praktishen Ansatzes im Rahmen einer Laborum-
gebung getestet. Die dabei erzielten Ergebnisse zeugen von der bereits erwähnten
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Stabilität und dem hohen Grad der Genauigkeit in den berehneten TTC-Werte.
Ausgestattet mit einer einfahen Web-Kamera war der Roboter unter Verwendung
dieses Verfahrens in der Lage über einen längeren Zeitraum zuverlässig den bevorste-
henden Hindernissen auszuweihen. Anders als in anderen Arbeiten berihtet, war
hier die Verwendung von weiteren Robotersensoren niht notwendig.
Zum Ende der Arbeit wurden alle hier vorgestellten Verfahren im Rahmen einer
Fallstudie auf die Möglihkeit eines praktishen Ansatzes untersuht. Der dazu ver-
wendete Experimentenaufbau entsprah dem bereits oben beshriebenen Szenario.
Ergebnisse dieser Fallstudie haben gezeigt, dass unter Verwendung der im Rahmen
dieser Arbeit entwikelten Verfahren ein erfolgreiher Einsatz in einem realen La-
gerhaus mit autonom agierenden Robotern durhaus shon bald Realität werden
könnte. Ein weiterer logisher Shritt dieser Arbeit wäre die Realisierung dieses
Vorsatzes.
Abbildungsverzeihnis
2.1 (a) anhand von Trainingsbildern erstelltes Hintergrundmodell der
Szene; (b) aktuelles Kamerabild; () Ergebnisbild, welhes nur die
Vordergrund Objekte enthält. . . . . . . . . . . . . . . . . . . . . . . 8
2.2 Graphishe Darstellung der zweidimensionalen Basisfunktionen der
diskreten Kosinustransformation. . . . . . . . . . . . . . . . . . . . . 11
2.3 3D Visualisierung der (a) Originalwerte im 8x8 Blok und (b) der
entsprehenden Koezienten der diskreten Kosinustransformation. . 12
2.4 Koeziente, der durh Kreuze markierten Basisfunktionen, werden
in einem Vektor als das Hintergrundmodell des jeweiligen Bildaus-
shnitts gespeihert. . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.5 (a) Originalaufnahme eines Büroraumes; (b) Visualisierung des ent-
sprehenden Hintergrundmodells mittels der inversen Kosinustrans-
formation und nur unter Berüksihtigung der ausgewählten Koe-
zienten. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.6 (a) Originalaufnahme einer Straÿenszene; (b) Resultierendes Vorder-
grundbild, ohne Berüksihtigung der zweiten Bedingung. Während
der Aufnahmen waren in der Szene keine bewegenden Objekte vor-
handen. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.7 Graphishe Darstellung des Zusammenwirkens zwishen dem Vordergrund-
und dem Hintergrundmodell des Bildbereihs k. Die Zusammenlegung
beider Modelle zum 'neuen' Hintergrundmodell des Bereihs ist situa-
tionsabhängig. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.8 Graphishe Darstellung eines sih langsam bewegenden Objektes. Oh-
ne Berüksihtigung der zweiten Bedingung würden bei einer Wahl
von N = 3 Teile dieses Objektes bereits im vierten Bild in den Hin-
tergrund der Szene eingebaut. . . . . . . . . . . . . . . . . . . . . . . 21
2.9 Einige Aufnahmen aus dem Video der Parkplatzüberwahung. An-
hand dieses Videos wurde untersuht wie gut das hier vorgestellte
Verfahren das Hintergrundmodell der Szene bei zeitweisen Vershie-
bungen von Objekten aktualisiert. . . . . . . . . . . . . . . . . . . . 25
2.10 Einige Bilder aus den Aufnahmen eines Aufenthaltsbereih in einem
Bürogebäude. Anhand dieses Videos [LiT℄ wurde untersuht wie sta-
bil die Verfahren gegenüber plötzlihen Lihtänderungen sind. . . . . 25
160 Abbildungsverzeihnis
2.11 Einige Bilder aus den Aufnahmen eines Wohnzimmers. Anhand die-
ses Videos [KT99℄ wurde die Robustheit der Verfahren gegenüber
sukzessiven Lihtänderungen untersuht. . . . . . . . . . . . . . . . . 26
2.12 Einige Aufnahmen aus dem Video mit einem shwankenden Baum.
Anhand dieses Videos [KT99℄ wurde getestet, wie gut die Verfahren
mit einem dynamishen Hintergrund einer Szene umgehen können. . 26
2.13 Einige Aufnahmen aus dem Bereih der Bahnhofüberwahung. An-
hand dieses Videos [PET05℄ wurde untersuht wie gut die Verfahren
Personen vom Hintergrund der Szene extrahieren können, auh wenn
nur wenig Kontrast vorhanden ist. . . . . . . . . . . . . . . . . . . . 27
2.14 Ergebnisse des im Rahmen der Arbeit entwikelten Ansatzes im Be-
reih der Parkplatzüberwahung. Die Vordergrundobjekte bilden hier
alle durh weiÿe Rehteke markierte Bereihe. . . . . . . . . . . . . 28
2.15 Vergleih der Ergebnisse kurz nahdem das Liht ausgeshaltet wur-
de: (a) das originale Kamerabild; (b)-(e) resultierende Vordergrund-
bilder der entsprehenden Verfahren. . . . . . . . . . . . . . . . . . . 30
2.16 Detektion von Personen im abgedunkelten Raum, kurz nahdem das
Liht ausgeshaltet wurde: (a) das originale Kamerabild; (b)-(e) re-
sultierende Vordergrundbilder der entsprehenden Verfahren. . . . . 32
2.17 Detektion von Personen im abgedunkelten Raum nahdem die Adap-
tionsphase bei allen Verfahren abgeshlossen wurde: (a) das originale
Kamerabild; (b)-(e) resultierende Vordergrundbilder der entsprehen-
den Verfahren. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.18 Vergleih der Ergebnisse kurz nahdem das Liht wieder eingeshal-
tet wurde: (a) das originale Kamerabild; (b)-(e) resultierende Vorder-
grundbilder der entsprehenden Verfahren. . . . . . . . . . . . . . . . 33
2.19 Erneute Detektion von Personen in dem nun wieder beleuhteten
Raum: (a) das originale Kamerabild; (b)-(e) resultierende Vorder-
grundbilder der entsprehenden Verfahren. . . . . . . . . . . . . . . . 34
2.20 Vergleih der Detektionsergebnisse bei sukzessiven Lihtänderungen:
(a) das originale Kamerabild; (b)-(e) resultierende Vordergrundbilder
der entsprehenden Verfahren. . . . . . . . . . . . . . . . . . . . . . . 35
2.21 Performanz der Verfahren bei einem dynamishen Hintergrund der
Szene: (a) das originale Kamerabild; (b)-(e) resultierende Vorder-
grundbilder der entsprehenden Verfahren. . . . . . . . . . . . . . . . 36
Abbildungsverzeihnis 161
2.22 Graphishe Darstellung der Gröÿenänderung der Hintergrundmodelle
einiger ausgewählter Bereihe. 'Position n×m' bezeihnet die Position
des entsprehenden Bereihes im Bild. Alle ausgewählten Bereihe
repräsentieren den dynamishen Teil des Hintergrunds. . . . . . . . . 37
2.23 Performanz der Verfahren beim kaum vorhandenen Kontrast zwishen
den Personen und dem Hintergrund der Szene im oberen Bereih des
Bildes: (a) das originale Kamerabild; (b)-(e) resultierende Vorder-
grundbilder der entsprehenden Verfahren. . . . . . . . . . . . . . . . 38
2.24 Performanz der Verfahren bei der Selektion von Personenshatten: (a)
das originale Kamerabild; (b)-(e) resultierende Vordergrundbilder der
entsprehenden Verfahren. . . . . . . . . . . . . . . . . . . . . . . . . 39
3.1 Ergebnis der Detektion des bewegenden Objekts: (a) der rote Reht-
ek wurde mittels des Moduls 'Komponenten Extraktion' bereh-
net; (b) Vordergrundbild des im Kapitel 2 vorgestellten Vordergrund-
Hintergrund Separationsverfahrens. . . . . . . . . . . . . . . . . . . . 52
3.2 Eingabe und Ergebnis des SIFT-Verfahrens: (a) als Eingabe dienen
ausshlieÿlih Bildausshnitte, die die bewegenden Objekte der Szene
repräsentieren; (b) die grünen Punkte kennzeihnen hier die Positio-
nen der extrahierten SIFT-Merkmale. . . . . . . . . . . . . . . . . . . 53
3.3 Beispiel für eine, während einer periodishen Bewegung resultierenden
Kurve. Die ursprünglihen Daten der Trajektorie wurde hierfür in ein
entsprehendes Format transformiert. . . . . . . . . . . . . . . . . . . 55
3.4 Bei den Experimenten oft beobahtete Situation: Die Anzahl und die
Art, der auf einem Objekt extrahierten SIFT-Merkmale variieren von
Bild zu Bild. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.5 Grashe Repräsentation des prinzipiellen Vorgehens bei der online
Modell Generierung. . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.6 Einige Aufnahmen einer Bildsequenz während der Roboterbewegung:
1. Reihe: Originalaufnahmen der Kamera zu untershiedlihen Zeit-
punkten; 2. Reihe: Vordergrundbilder des im Kapitel 2 vorgestellten
Separationsverfahrens; 3. Reihe: Ergebnisse des Moduls 'Komponen-
ten Extraktion'. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.7 (a) zeigt im Kamerabild aufgenommene Objekttrajektorie einer Vor-
und Rükwärtsbewegung, die insgesamt drei mal durhgeführt wurde;
(b) zeigt die entsprehende periodishe Kurve, die ausgehend von den
Daten im Bild (a) berehnet wurde. . . . . . . . . . . . . . . . . . . . 64
162 Abbildungsverzeihnis
3.8 (a) zeigt im Kamerabild aufgenommene Objekttrajektorie einer kreis-
förmigen Bewegung, die insgesamt drei mal durhgeführt wurde; (b)
zeigt die entsprehende periodishe Kurve, die ausgehend von den
Daten im Bild (a) berehnet wurde. . . . . . . . . . . . . . . . . . . . 65
3.9 (a) zeigt im Kamerabild aufgenommene Objekttrajektorie einer reht-
ekigen Bewegung, die insgesamt drei mal durhgeführt wurde; (b)
zeigt die entsprehende periodishe Kurve, die ausgehend von den
Daten im Bild (a) berehnet wurde. . . . . . . . . . . . . . . . . . . . 66
3.10 Untershiedlihe Ansihten eines Modells des Roboters, die online
während der Roboterbewegung konstruiert wurden. . . . . . . . . . . 67
4.1 Graphishe Darstellung zur Entstehung des optishen Flusses. . . . . 73
4.2 Optisher Fluss: die durh Pfeile gekennzeihneten Vershiebungsvek-
toren bilden den Optishen Fluss. Der hier dargestellter Fluss entsteht
bei einer geraden Bewegung der Kamera in Rihtung des FOEs. . . . 74
4.3 Simulationsergebnisse mit exakten Daten: (a) zeigt den generierten
optishen Fluss; (b) zeigt die rihtigen und die berehneten TTC-Werte 78
4.4 Linke Spalte zeigt drei in der Simulation verraushte Punktsequenzen.
Dabei wurde jeweils untershiedlihe Varianz der Streuung gewählt:
0.1, 0.3 und 0.75. Die rehte Spalte zeigt die entsprehenden TTC-
Werte. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.5 (a) zeigt die Abstände zwishen zwei Bildpunkten einer exakten und
einer verraushten Sequenz. (b) zeigt die entsprehenden TTC-Werte. 80
4.6 Entstehungsprozess einer Bildpunkt Folge. . . . . . . . . . . . . . . . 84
4.7 (a) zeigt die Abstände zwishen den Punkten der in der Simulati-
on erzeugten Punktsequenz und der mittels der Gleihungen 4.6 4.7
konstruierten Folge. (b) zeigt die entsprehenden TTC-Werte. . . . . 86
4.8 (a) zeigt eine Punktfolge, die mit Gaussraushen und Varianz von 0.1
modiziert wurde. (b) zeigt die rihtigen TTC-Werte und solhe, die
mit dem fehlerminimierenden Verfahren berehnet wurden. . . . . . . 93
4.9 (a) und (b) zeigen untershiedlih skaliert die Oberähe der Fehler-
funktion Fx(ax, bx) für die Punktfolge in Abbildung 4.8. . . . . . . . 94
4.10 Fehlerfunktionen Fnx (ax, bx) für n ∈ {10, 20, 25, 30, 35, 39}. . . . . . . 95
4.11 Fünf untershiedlihe Punktfolgen, welhe mit den Modellgleihungen
4.6 und 4.7 konstruiert wurden. Bei allen, auÿer bei der mittleren
Punktfolge wurden die Modellparameter etwas verrausht. . . . . . . 97
4.12 Einuss der initialen Entfernung des 3D Punktes auf die Länge der
Adaptionsphase. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
Abbildungsverzeihnis 163
4.13 Wirkung des Rausheinüsses auf die Länge der Adaptionsphase. . . 100
5.1 Entwiklung der Feature Positionen bei variierender Geshwindigkeit
der Kamerabewegung. . . . . . . . . . . . . . . . . . . . . . . . . . . 104
5.2 Graphishe Darstellung der Veränderung des TTC Abstandes zwi-
shen dem 3D-Punkt P und der rotierenden Bildebene der Kamera. . 107
5.3 Graphishe Darstellung einer Kurvenfahrt, bei der der translatorishe
Anteil der Bewegung stärker ausgeprägt ist als der rotierende Anteil. 108
5.4 Graphishe Darstellung einer Kurvenfahrt. In dieser Situation ist der
rotierende Anteil der Bewegung stärker ausgeprägt als der translato-
rishe Anteil. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
5.5 (a) zeigt das Kamerabild welhes von der Startposition des Robo-
ters aufgenommen wurde. (b) zeigt graphish den maÿstabgetreuen
Aufbau der Versuhsumgebung. . . . . . . . . . . . . . . . . . . . . . 111
5.6 Untershiedlihe Ansihten des eingesetzten ER1 Roboters der Firma
Evolution Robotis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
5.7 (a) zeigt das am Anfang der Sequenz aufgenommene Kamerabild; (b)
zeigt die Entwiklung der y-Koordinate eines Punktes nahe dem FOE
während der gesamten Sequenz. . . . . . . . . . . . . . . . . . . . . . 113
5.8 (a) Der rot umrandete Rehtek markiert den Bereih aus dem einige
Merkmale für die TTC-Berehnung ausgewählt wurden. (b) Graphi-
she Darstellung der bereits in Distanz umgerehneten TTC-Werte. . 114
5.9 In Distanz umgerehneten TTC-Werte: (a) bei der Berehnung wur-
den beide Parameterpaare (ax, bx) und (ay, by) berüksihtigt; (b) bei
der Berehnung wurde nur das gut initialisierte Parameterpaar be-
rüksihtigt. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
5.10 In Distanz umgerehnete TTC-Werte vershiedener Merkmalssequen-
zen mit dem gleihen Abstand zum Hindernis. Als Merkmal wurden
(a) SIFT-Merkmale und (b) KLT-Merkmale verwendet. . . . . . . . 119
5.11 Resultierende Histogramme der beiden Kriterien bei einer Roboter-
geshwindigkeit von 2 cm/s; (a) und (b) sind Histogramme für KLT-
Merkmale; () und (d) sind Histogramme für SIFT-Merkmale. . . . 121
5.12 Resultierende Histogramme der beiden Kriterien bei einer Roboter-
geshwindigkeit von 4 cm/s; (a) und (b) sind Histogramme für KLT-
Merkmale; () und (d) sind Histogramme für SIFT-Merkmale. . . . 122
5.13 Resultierende Histogramme der beiden Kriterien bei einer Roboter-
geshwindigkeit von 6 cm/s; (a) und (b) sind Histogramme für KLT-
Merkmale; () und (d) sind Histogramme für SIFT-Merkmale. . . . 123
164 Abbildungsverzeihnis
5.14 Resultierende Histogramme der beiden Kriterien bei einer Roboter-
geshwindigkeit von 8 cm/s; (a) und (b) sind Histogramme für KLT-
Merkmale; () und (d) sind Histogramme für SIFT-Merkmale. . . . 124
5.15 Für die Experimente verwendeter Flur: (a) maÿstabgetreuer Grund-
riss; (b) Fotoaufnahme des Flurs . . . . . . . . . . . . . . . . . . . . 128
5.16 Graphishe Darstellung einiger vom Roboter gefahrenen Trajektori-
en. Als Grundlage dienten für diese Graphiken die entsprehenden
Odometriedaten des Roboters. . . . . . . . . . . . . . . . . . . . . . . 129
6.1 Behavior Netzwerk zur online Generierung eines Objektmodells. Nah
dem Umshalten der Komponenten wurde dieses Netzwerk auh zum
Verfolgen eines Objektes mittels eines bereits generierten Modells be-
nutzt. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
6.2 Behavior Netzwerk zur Erkennung einer periodishen Bewegung. . . 135
6.3 Behavior Netzwerk zur Berehnung von Time-To-Contat Werten zu
den bevorstehenden Hindernisse. . . . . . . . . . . . . . . . . . . . . 136
6.4 Für die Experimente verwendeter Flur: (a) Weitaufnahme des Flurs;
(b) Nahaufnahme des Roboters und der verwendeten UEye-Kamera
auf dem Stativ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
6.5 Für die Experimente verwendete Weitsihtkamera: (a) Sihtbereih
der Weitsihtkamera; (b) als Weitsihtkamera verwendete UEye-Kamera.138
6.6 Die Positionen der während der Roboterbewegung berehneten SIFT-
Merkmale sind hier durh kurze rote Fäden dargestellt. Ein Pfad ver-
bindet korrespondierende SIFT-Merkmale in aufeinander folgenden
Bildern. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
6.7 Periodishe Kurve, die bei der Vor- und Rükwärtsbewegung des Ro-
boters entstanden ist. . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
6.8 Linke Bilder: Ergebnisse des in Kapitel 2 vorgestellten Vordergrund
- Hintergrund Separationsverfahrens zusammen mit der Berehnung
des ahsenparallelen Rehteks um den bewegenden Roboter; rehte
Bilder: Detektion des Roboters aufgrund der von ihm durhgeführten
periodishen Bewegung. . . . . . . . . . . . . . . . . . . . . . . . . . 143
6.9 Ausshnitt aus dem Protokoll, welhes die einzelnen Shritte der Mo-
dellgenerierung dokumentiert. . . . . . . . . . . . . . . . . . . . . . . 144
6.10 Untershiedlihe Ansihten des online generierten Robotermodells.
Die grünen Punkte entsprehen den Positionen der hierbei extrahier-
ten SIFT-Merkmale. . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
Abbildungsverzeihnis 165
6.11 (a) Sihtbereih der Weitsiht-Kamera; (b) Trajektorie des Roboters
im Kamerabild . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
6.12 Konstruktion der Robotertrajektorie im Bild der Weitsihtkamera.
Die Beshriftungen in den einzelnen Bildern entsprehen den Namen
der Objektansihten in der Datenbank, zu denen die aktuellen Bild-
daten am besten zugeordnet werden konnten. . . . . . . . . . . . . . 150
Tabellenverzeihnis
2.1 Laufzeit Performanz des hier entwikelten Vordergrund-Hintergrund
Separationsverfahrens in Abhängigkeit von der verwendeten Hardwa-
re. Als Evaluierungsgrundlage wurde eine Sequenz mit 1000 Bildern
mit 640 × 480 - Auösung verwendet. . . . . . . . . . . . . . . . . . 40
5.1 Initiale Parameter ax, ay, bx und by einiger ausgewählter guter und
shlehter Sequenzen, die bei dem im Abbildung 5.8 gezeigten Versuh
entstanden sind. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
5.2 Ergebnisse der Roboternavigation im geshlossenen Raum . . . . . . 129
Literaturverzeihnis
[Alo93℄ Y. Aloimonos. Ative vision revisited. In Ative Pereption, pages
118, 1993. 2
[Avi04℄ S. Avidan. Support vetor traking. IEEE Trans. Pattern Anal. Mah.
Intell., 26(8):10641072, 2004. 49
[AWB87℄ Y. Aloimonos, I. Weiss, and A. Bandyopadhyay. Ative vision.
1(4):333356, 1987. 2
[BB92℄ D. H. Ballard and C. M. Brown. Priniples of animate vision. CVGIP:
Image Underst., 56(1):321, 1992. 2
[BBH
+
89℄ P.J. Burt, J.R. Bergen, R. Hingorani, R.J. Kolzynski, W.A. Lee,
A. Leung, J. Lubin, and J. Shvaytser. Objet traking with a mo-
ving amera; an appliation of dynami motion analysis. In IEEE
Workshop on Visual Motion, 1989. 81
[BBHP90℄ J.R. Bergen, P.J. Burt, R. Hingorani, and S. Peleg. Computing two
motions from three frames. In Pro. 3rd Int. Conf. on Computer Vi-
sion, pages 2732, 1990. 81
[BBPW04℄ T. Brox, A. Bruhn, N. Papenberg, and J. Weikert. High aura-
y optial ow estimation based on a theory for warping. European
Conferene on Computer Vision (ECCV). Prague, Czeh Republi :
Springer(LNCS), pages 2536, 2004. 81
[BC92℄ R. Bajsy and M. Campos. Ative and exploratory pereption. CV-
GIP: Image Underst., 56(1):3140, 1992. 2
[Bha43℄ A. Bhattaharyya. On a measure of divergene between two statistial
populations dened by their probability distributions. Bulletin of the
Calutta Mathematial Soiety, 35:99109, 1943. 147
[Bir℄ Stan Birheld. KLT: An Implementation of the Kanade-Luas-
Tomasi Feature Traker. http://www.es.lemson.edu/~stb/klt/.
130
[Bir98℄ S. Birheld. Elliptial head traking using intensity gradients and
olor histograms. Computer Vision and Pattern Reognition, IEEE
Computer Soiety Conferene on, 0:232, 1998. 48
170 Literaturverzeihnis
[BJ96℄ M. J. Blak and A. D. Jepson. Eigentraking: Robust mathing and
traking of artiulated objets using a view-based representation. In
Computer Vision ECCV 96, Leture Notes in Computer Siene, pages
329342, Heidelberg, 1996. Springer Berlin. 49
[BT80℄ S.T. Barnard and W.B. Thompson. Disparity analysis of images. IEEE
Trans. on Pattern Analysis and Mahine Intelligene, 2(4):333340,
1980. 81
[BTG06℄ H. Bay, T. Tuytelaars, and L. V. Gool. Surf: Speeded up robust fea-
tures. In Proeedings of the 9th European Conferene on Computer
Vision, 2006. 117
[BWS05℄ A. Bruhn, J. Weikert, and C. Shnörr. Luas/kanade meets
horn/shunk: ombining loal and global opti ow methods. In-
ternational Journal of Computer Vision, pages 211231, 2005. 81
[BY92℄ A. Blake and A. Yuille. Ative Vision. MIT Press, 1992. 2
[Cam95℄ T. Camus. Calulating time-to-ontat using real-time quantized opti-
al ow. Max-Plank-Institut fuer biologishe Kybernetik, Arbeitsgrup-
pe Bueltho, Tehnial Report, 14, 1995. 74
[Can86℄ J. Canny. A omputational approah to edge detetion. IEEE Trans.
Pattern Analysis and Mahine Intelligene, 8:679714, 1986. 10, 23
[CHHN95℄ D. Coombs, M. Herman, T. Hong, and M. Nashman. Real-time
obstale avoidane using entral ow divergene and peripheral ow.
Computer Vision, IEEE International Conferene on Computer Visi-
on, 0:276, 1995. 82
[CRM03℄ D. Comaniiu, V. Ramesh, and P. Meer. Kernel-based objet traking.
IEEE Trans. Pattern Analysis Mahine Intell., 25:564575, 2003. 48
[CXS
+
07℄ Z. Chaohui, D. Xiaohui, Xu. Shuoyu, S. Zheng, and L. Min. An impro-
ved moving objet detetion algorithm based on frame dierene and
edge detetion. In ICIG '07: Proeedings of the Fourth International
Conferene on Image and Graphis, pages 519523, Washington, DC,
USA, 2007. IEEE Computer Soiety. 10, 23, 29, 154
[D.82℄ Marr. D. Vision. A Computational Investigation into the Human Re-
presantation and Proessing of Visual Information. W. H. Freeman
and Company, 1982. 2
Literaturverzeihnis 171
[DH02℄ P. Deuhard and A. Hohmann. Numerishe Mathematik I. Eine algo-
rithmish orientierte Einführung. 3. überarbeitete und erweiterte Auf-
lage. de Gruyter: Berlin, New York, 2002. 117
[Eng08℄ M. Engel. Entwiklung und Evaluierng eines Time-to-Contat Bereh-
nungsverfahrens für Rotationsfahrten., 2008. 91, 92
[FA95℄ C. Fermuller and Y. Aloimonos. Vision and ation. 13(10):725744,
Deember 1995. 2
[FB87℄ M. A. Fishler and R. C. Bolles. Random sample onsensus: a para-
digm for model tting with appliations to image analysis and auto-
mated artography. pages 726740, 1987. 119
[Fre74℄ H. Freeman. Computer proessing of line-drawing images. ACM Com-
put. Surv., 6(1):5797, 1974. 52
[HDC07℄ M. J. Hossain, M. A. A. Dewan, and O. Chae. Moving objet dete-
tion for real time video surveillane: An edge based approah. IEICE
Transations, 90-B(12):36543664, 2007. 10
[HHD99℄ T. Horprasert, D. Harwood, and L. Davis. A statistial approah for
real-time robust bakground subtration and shadow detetion. In:
Pro. Seventh IEEE ICCV Frame-rate Workshop Corfu, GK, Septem-
ber, pages 119, 1999. 22
[HMS
+
07℄ S. Heymann, K. Müller, A. Smoli, B. Fröhlih, and T. Wiegand. Sift
implementation and optimization for general-purpose gpu. pages 317
322, 2007. 69
[HS81℄ B.K.P. Horn and B.G. Shunk. Determining optial ow. Artiial
Intelligene, 17:185203, 1981. 81
[HS88℄ C. Harris and M. Stephens. A ombined orner and edge detetion.
In Proeedings of The Fourth Alvey Vision Conferene, pages 147151,
1988. 82
[HYM07℄ B.K.P. Horn, F. Yajun, and I. Masaki. Time to ontat relative to a
planar surfae. Proeedings of the IEEE Intelligent Vehiles Symposi-
um, pages 6874, 2007. 83
[KB01℄ P. Kaewtrakulpong and R. Bowden. An improved adaptive bakground
mixture model for realtime traking with shadow detetion. 2001. 22,
154
172 Literaturverzeihnis
[KO09℄ C. Kim and N. E. O'Connor. Using the disrete hadamard transform
to detet moving objets in surveillane video. In VISSAPP (2), pages
512518, 2009. 10
[KT99℄ Barry Brumitt Brian Meyers Kentaro Toyama, John Krumm. Test
images used for wallower paper. http://researh.mirosoft.om/
en-us/um/people/jkrumm/WallFlower/TestImages.htm, 1999. 26,
160
[Lee76℄ D. N. Lee. A theory of visual ontrol of braking based on information
about time-to-ollision. Pereption, 5:437459, 1976. 74
[LHE03℄ D. S. Lee, J. Hull, and B. Erol. A bayesian framework for gaussian
mixture bakground modeling. In Proeedings of IEEE Int. Conf. on
Image Proessing, 3:973976, 2003. 154
[LHGT03℄ L. Li, W. Huang, I. Y. H. Gu, and Q. Tian. Foreground objet deteti-
on from videos ontaining omplex bakground. In In MULTIMEDIA
03: Proeedings of the eleventh ACM international onferene on Mul-
timedia, pages 210. ACM Press, 2003. 23
[LiT℄ Bitmap les of test sequenes to evaluate methods for modelling
omplex bakgrounds. http://pereption.i2r.a-star.edu.sg/bk_
model/bk_index.html. 25, 159
[Low04℄ David G. Lowe. Distintive image features from sale-invariant key-
points. In International Journal of Computer Vision., pages 91110,
2004. 47, 52, 82
[Mal99℄ Stéphane Mallat. A Wavelet Tour of Signal Proessing, 2nd edition.
Aademi Press, In., 1999. 13
[MPNMS09℄ D. Müller, J. Pauli, C. Nunn, and S. Mueller-Shneiders. Time to
ontat estimation using interest points. Proeedings of the 12th In-
ternational IEEE Conferene on Intelligent Transportation Systems,
2009. 83
[MS05℄ K. Mikolajzyk and C. Shmid. A performane evaluation of loal
desriptors. IEEE Transations on Pattern Analysis and Mahine In-
telligene, 27(10):16151630, 2005. 53, 117
[MT77℄ F. Mosteller and J. W. Turkey. Data Analysis and Regression: A Se-
ond Course in Statistis. Addison Wesley; 1 edition, 1977. 119
Literaturverzeihnis 173
[Nag87℄ H.-H. Nagel. On the estimation of opti ow: Relations between die-
rent approahes and some new results. Artiial Intelligene, 33:299
324, 1987. 81
[Nag88℄ H.-H. Nagel. Optial ow from spatiotemporal lters. Int. Journal of
Computer Vision, pages 279302, 1988. 81
[Nag90℄ H.-H. Nagel. Extending the 'oriented smoothness onstraint' into the
temporal domain and the estimation of derivatives of optial ow. In
Pro. 1st European Conf. on Computer Vision, pages 139148, 1990.
81
[OAVE93℄ B. A. Olshausen, C. H. Anderson, and D. C. Van Essen. A neuro-
biologial model of visual attention and invariant pattern reognition
based on dynami routing of information. Journal of Neurosiene,
13:47004719, 1993. 2
[PCF05℄ N. Paragios, Y. Chen, and O. Faugeras. Mathematial Models in Com-
puter Vision: The Handbook, Chapter: Optial Flow Estimation. Sprin-
ger Verlag, 2005. 81
[PET05℄ PETS: Performane Evaluation of Traking and Surveillane. http:
//www.vg.rdg.a.uk/slides/pets.html, 2005. 8, 26, 27, 160
[RE95℄ P. L. Rosin and T. Ellis. Image dierene threshold strategies and
shadow detetion. In BMVC '95: Proeedings of the 1995 British on-
ferene on Mahine vision (Vol. 1), pages 347356, Surrey, UK, UK,
1995. BMVA Press. 8
[RJ93℄ L. R. Rabiner and B. Juang. Fundamentals of speeh reognition, Chap-
ter 4. Prentie-Hall, In., 1993. 147
[RY90℄ R. Rao, K. and P. Yip. Disrete osine transform: Algorithms, advan-
tages, appliations. Aademi Press, Boston, 1990. 10
[Sh93℄ W. X. Shneider. Spae-based visual attention models and objet se-
letion: Constraints, problems, and possible solutions. Psyho gial
Researh, Psyhologishe Forshung, 56:3543, 1993. 2
[SCSP09℄ M. Sagrebin, D. L. Caparros, D. Stroh, and J. Pauli. Robust objet
traking by simultaneous generation of an objet model. In VISSAPP
(2), pages 392397, 2009. 70
174 Literaturverzeihnis
[SFPG07℄ S. N. Sinha, J. M. Frahm, M. Pollefeys, and Y. Gen. Feature traking
and mathing in video using programmable graphis hardware. Ma-
hine Vision and Appliations, 2007. 69
[SG00℄ C. Stauer and W. Grimson. Learning patterns of ativity using real
time traking. IEEE Trans. Patt. Analy. Mah. Intell., 22(8):747767,
2000. 9, 17, 22
[Sin10℄ Sudipta Sinha. GPU-KLT: A GPU-based Implementation of the
Kanade-Luas-Tomasi Feature Traker. http://www.s.un.edu/
~ssinha/Researh/GPU_KLT/, 2010. 130, 131
[SK07℄ K. Souhila and A. Karim. Optial ow based robot obstale avoidane.
International Journal of Advaned Roboti Systems, 4(1):1316, 2007.
81, 130
[SKS08℄ Elhabian Shireen, Y., El-Sayed Khaled, M., and Ahmed Sumaya, H.
Moving objet detetion in spatial domain using bakground removal
tehniques, state-of-art. Reent Patents on Computer Siene, 1:3254,
2008. 8
[SNP08℄ M. Sagrebin, A. Noglik, and J. Pauli. Robust Time-to-Contat Esti-
mation for Real Time Appliations. In Proeedings of International
Conferene on Computer Graphis, pages 128133, 2008. 102
[SP09a℄ M. Sagrebin and J. Pauli. Improved time-to-ontat estimation by
using information from image sequenes. In 21. Fahgespräh Autono-
me Mobile Systeme (AMS), 2009. 102
[SP09b℄ M. Sagrebin and J. Pauli. Real-time moving objet detetion for video
surveillane. In In Proeedings of the Sixth IEEE International Confe-
rene on Advaned Video and Signal Based Surveillane, pages 3136,
2009. 43
[Spa05℄ J. C. Spall. Introdution to Stohasti Searh and Optimization: Esti-
mation, Simulation, and Control. Wiley-Intersiene Series in Disrete
Mathematis and Optimization. John Wiley and Sons, In., 2005. 89
[SPH08℄ M. Sagrebin, J. Pauli, and J. Herwig. Behavior based robot loalisation
using stereo vision. In RobVis, pages 427439, 2008. 70
[ST94℄ J. Shi and C. Tomasi. Good features to trak. IEEE Conferene on
Computer Vision and Pattern Reognition, pages 593600, 1994. 48,
82, 117
Literaturverzeihnis 175
[TK91℄ C. Tomasi and T. Kanade. Detetion and traking of point features.
Carnegie Mellon University Tehnial Report CMU-CS-91-132, 1991.
117
[Wu07℄ Changhang Wu. SiftGPU: A GPU implementation of sale invariant
feature transform (SIFT). http://s.un.edu/~wu/siftgpu, 2007.
69
[YJS06℄ A. Yilmaz, O. Javed, and M. Shah. Objet traking: A survey. ACM
Computing Surveys, 38(4), 2006. 48, 63
[ZCZX08℄ Q. Zhang, Y. Chen, Y. Zhang, and Y. Xu. Sift implementation and
optimization for multi-ore systems. In Proeedings of the IEEE Inter-
national Symposium on In Parallel and Distributed Proessing., pages
18, 2008. 69
[ZPB07℄ C. Zah, T. Pok, and H. Bishof. A duality based approah for real-
time tv-l1 optial ow. In: Pattern Reognition Pro. DAGM. Heidel-
berg, Germany, pages 214223, 2007. 81
[ZT98℄ D. Ziou and S. Tabbone. Edge detetion tehniques: an overview. In-
ternational Journal on Pattern Reognition and Image Analysis, 8:537
559, 1998. 10
Versiherung an Eides Statt
Ih, Maria Sagrebin-Mitzel, Matrikelnummer 596002, wohnhaft in 53757 St. Augus-
tin, versihere an Eides Statt durh meine Untershrift, dass ih die vorstehende
Arbeit selbständig und ohne fremde Hilfe angefertigt und alle Stellen, die ih wört-
lih oder annähernd wörtlih aus Veröentlihungen übernommen habe, als solhe
kenntlih gemaht habe, mih auh keiner anderen als der angegebenen Literatur
oder sonstiger Hilfsmittel bedient habe.
Ih versihere an Eides Statt, dass ih die vorgenannten Angaben nah bestem
Wissen und Gewissen gemaht habe und dass die Angaben der Wahrheit entsprehen
und ih nihts vershwiegen habe.
Die Strafbarkeit einer falshen eidesstattlihen Versiherung ist mir bekannt,
namentlih die Strafandrohung gemäÿ 156 StGB bis zu drei Jahren Freiheitsstrafe
oder Geldstrafe bei vorsätzliher Begehung der Tat bzw. gemäÿ 163 StGB bis zu
einem Jahr Freiheitsstrafe oder Geldstrafe bei fahrlässiger Begehung.
178 Literaturverzeihnis
