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Abstract
Depth maps captured by modern depth cameras such as
Kinect and Time-of-Flight (ToF) are usually contaminated
by missing data, noises and suffer from being of low reso-
lution. In this paper, we present a robust method for high-
quality restoration of a degraded depth map with the guid-
ance of the corresponding color image. We solve the prob-
lem in an energy optimization framework that consists of a
novel robust data term and smoothness term. To accommo-
date not only the noise but also the inconsistency between
depth discontinuities and the color edges, we model both
the data term and smoothness term with a robust exponen-
tial error norm function. We propose to use Iteratively Re-
weighted Least Squares (IRLS) methods for efficiently solv-
ing the resulting highly non-convex optimization problem.
More importantly, we further develop a data-driven adap-
tive parameter selection scheme to properly determine the
parameter in the model. We show that the proposed ap-
proach can preserve fine details and sharp depth disconti-
nuities even for a large upsampling factor (8× for example).
Experimental results on both simulated and real datasets
demonstrate that the proposed method outperforms recent
state-of-the-art methods in coping with the heavy noise, pre-
serving sharp depth discontinuities and suppressing the tex-
ture copy artifacts.
1. Introduction
Acquisition of depth information of 3D scenes is essen-
tial for many applications in computer vision and graphics.
Applications range from 3D modeling to 3DTV and aug-
mented reality. A number of applications require accurate
and high-resolution depth maps, for instance, object recon-
struction, robot navigation and automotive driver assistance.
Recently, modern depth cameras such as Kinect and Time-
of-Flight (ToF) (e.g, SwissRanger SR4000) shown impres-
sive results and become increasingly affordable. They can
obtain dense depth measurements at a high frame rate.
Figure 1. 8× upsampling results. (a) The noisy low resolution
depth map patch and the corresponding color image. (b) The
ground truth. (c) The upsampling result of the state-of-the-art
method of [31]. The upsampling result of our method (d) with-
out adaptive bandwidth selection and (e) with adaptive bandwidth
selection. (f) The corresponding bandwidth map of our adaptive
bandwidth selection.
However, their depth maps usually suffer from missing val-
ues, noise and being of low resolution.
To facilitate the use of depth data, tremendous efforts
have been spent on the restoration of depth maps obtained
by modern depth cameras. The depth map can be restored
by different example-based methods such as [22, 17, 10, 7],
which enhance the quality with a single depth map. This
category of methods tend to fail to cope with large upsam-
pling factors and most state-of-the-art methods mainly fo-
cus on up to 4× upsampling. Another direction is to re-
store the depth map from multiple low-quality depth maps
such as [26, 8, 25, 11]. This category of methods are more
practical for static scenes than for dynamic environments.
There are also strong research interests in developing image
guided restoration schemes such as [5, 14, 24, 31, 32, 18],
which restore the depth map with the guidance of the regis-
tered (aligned) color image. These methods are often based
on the assumption that there exists a joint occurrence be-
tween depth discontinuities and color image edges. They
can produce promising restoration quality with larger up-
sampling factors and are also not subject to static scenes
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when compared with the first two categories of methods.
However, their depth maps often suffer from texture copy
artifacts and blurring depth discontinuities when the depth
discontinuities are inconsistent with the color edges.
In this paper, we propose a novel technique for robust
image guide depth map restoration. The main contributions
of our paper are as follows.
1. To handle heavy noises in depth maps, we develop a
robust data term that measures ‘pixel to patch’ differ-
ence which is penalized by a robust error norm func-
tion within a Gaussian window. The proposed data
term is inspired by the work in image denoising [23]
and image editing [1]. We show that it is more robust
in presence of heavy noises. To our knowledge, we
are the first to introduce this robust data term in guided
depth map restoration, and achieve impressive results.
2. The proposed color image guided smoothness term is
robust against the inconsistency between the depth dis-
continuities and the color edges. It has been proven to
perform well in suppressing the texture copy artifacts
and offer much better performance in preserving sharp
depth discontinuities than the state-of-the-art methods
such as the auto-regressive model [31].
3. While the proposed optimization framework is highly
non-convex, we propose a numeric solution with an It-
eratively Re-weighted Least Squares (IRLS) optimiza-
tion framework, which can be efficiently solved and
easily implemented by solving a linear system using
off-the-shelf linear system solvers.
4. More importantly, to eliminate heuristic parameter se-
lection, we present a data-driven scheme to properly
determine the parameter in our model such that fine de-
tails and sharp depth discontinuities are well preserved
even for a large upsampling factor such as 8×, thus
making the proposed method more practical.
Experimental results on simulated and real data show
that our method outperforms state-of-the-art methods in
terms of both visual quality and accuracy.
Related work and practical issues As our method be-
longs to the image guided restoration technique, we mainly
review some recent guided restoration techniques and then
the practical issues faced by this category of methods. Im-
age guided depth restoration methods can be roughly clas-
sified as local methods and global methods. Local meth-
ods are based on a certain edge preserving filter where each
pixel in the restored depth map is a weighted sum of its
neighbors in the input depth map. The Joint Bilateral Up-
sampling (JBU) [14] extended the bilateral filter [29] for
depth upsampling where the bilateral weight is computed
on the guidance color image. JBU was also used to fill
the holes for Kinect depth map restoration in [30, 31]. To
achieve sharper depth discontinuities, the work in [18] eval-
uated pixel dissimilarities based on the geodesic distance
instead of the Euclidean distance in the JBU. Very recently,
a new edge preserving filter named Guide Filter (GF) [9]
was introduced and used to perform joint upsampling. Their
work was further improved in [20, 28] to preserve sharp
depth discontinuities and spatial variation. Global meth-
ods usually formulate the restoration as optimization. The
restored depth map is the minimal of the energy function.
The authors of [5] performed restoration using an Markov
Random Field (MRF) formulation with a pairwise appear-
ance consistency data term and an image guided smooth-
ness term. Their work was further extended in [24] by
incorporating different weighting schemes to combine dif-
ferent cues including segmentation, image gradients, edge
saliency and a non-local means. The work in [30, 31] per-
formed image guided depth map restoration using an color
guided auto-regressive model. Sparse representation model
[12, 16] learns statistical dependencies between intensity
and depth in a scene.
The fundamental assumption of image guided depth map
restoration is that there exists a joint occurrence between
depth discontinuities and color image edges. However,
when the depth discontinuities are inconsistent with the
color edges, these methods may face the following two
problems: 1) texture copy artifacts on the smooth depth
region when the corresponding color image is highly tex-
tured; 2) blurring depth discontinuity when the correspond-
ing color image is more homogeneous. To handle these two
issues, most recent work proposed to take the bicubic inter-
polation of the noisy low resolution depth map into account
such as the definition of the auto-regressive coefficient in
[31] and the RGB-D structure similarity in [16]. However,
the bicubic interpolation of the input depth map becomes
unreliable especially when the upsampling factor is large
(e.g., 8×) and the input depth map contains heavy noises.
This situation is often the case as the resolution of mod-
ern depth cameras (e.g., SwissRanger SR4000) is typically
low and also contains heavy noises. We attempt to alleviate
these two issues in this paper. The numeric solution of the
proposed model shows that our model can iteratively exploit
the newly updated depth map at each iteration. The qual-
ity of the newly updated depth map is considerably better
than the bicubic interpolation of the input depth map. We
show that this helps to preserve much sharper depth discon-
tinuities than the previous work such as the auto-regressive
model [31]. Also, how to well handle the heavy noises in
the depth map is another important issue. Nevertheless, lit-
tle work has been done on this issue. Here we demonstrate
the robustness of our energy minimization model, due to the
newly proposed robust data term.
2. The proposed method
ThemodelOur upsampling model consists of two terms:
the data term and the smoothness term. Given a noisy low
resolution depth map DL, it is first interpolated to D0 by
bicubic interpolation. D0 has the same resolution as the
guidance image. Then our upsampling model is formulated
as:
DH = arg min
D
{
(1− α)ED(D,D0) + αES(D)
}
(1)
where ED
(
D,D0
)
is the data term that makes the result to
be consistent with the input. ES (D) is the smoothness term
that reflects prior knowledge of the smoothness of our solu-
tion. The relative importance of these two terms is balanced
with the parameter α.
The data term ED
(
D,D0
)
: the data term is defined as:
ED
(
D,D0
)
=
∑
i∈Ω
∑
j∈N(i)
ωi,jϕD(|Di −D0j |2) (2)
where Ω represents the set of the high resolution coordi-
nates. N(i) is the neighborhood of i, namely, the square
patch of radius r centered at i. The Gaussian window ωi,j
decreases the weights when j is far from i:
ωi,j = exp
(
−|i− j|
2
2σ2s
)
(3)
where σs is a constant that is defined by the user. ϕD(·) is
the robust error norm function that we denote as the expo-
nential error norm:
ϕD(x
2) = 2λ2
(
1− exp
(
− x
2
2λ2
))
(4)
where λ is a user defined constant.
The proposed data term is inspired by the work in image
denoising [23] and image editing [1]. Their data term re-
places the ’pixel to pixel’ difference with ’pixel to patch’
difference and has been shown robust against noisy in-
put images (for image denoising [23]) and inaccurate in-
put strokes (for image editing [1]). As depth maps obtained
by a modern depth camera such as SwissRanger SR4000
are usually of low resolution and contaminated by heavy
noises, we thus also employ the similar ’pixel to patch’ dif-
ference measurement in the data term. The ’pixel to patch’
difference may blur the depth discontinuities for the pix-
els around the depth discontinuities. To better preserve the
depth discontinuities, we adopt the robust error norm func-
tion defined in Eq. (4) to model the data term instead of
the L2 error norm. This is because the error norm function
used here is known to be robust against the outliers and thus
could better preserve the depth discontinuities. The Gaus-
sian window is introduced to further reduce the influence of
the pixels far from the central pixel.
Our data term is different from that of previous methods
[5, 24, 31] that only use ’pixel to pixel’ difference modeled
by the L2 error norm. Their data term works well for in-
put depth maps with high accuracy, but fails when heavy
noises are presented in the data. In fact, our data term can
be viewed as a generalized form of their data term. If we
set the radius of the neighborhood N(i) of pixel i as r = 0,
then our data term becomes to the conventional non-robust
form.
The smoothness term ES(D): Our smoothness is guided
by the aligned color image. It is defined as:
ES(D) =
∑
i∈Ω
∑
j∈N(i)
ωci,jϕS
(|Di −Dj |2) . (5)
The guide weight ωci,j is defined as:
ωci,j = ωi,j · exp
−
∑
k∈C
|Iki − Ikj |2
3× 2σ2c
 (6)
where ωi,j is the same as Eq. (3). C = {R,G,B} rep-
resents the different channels of the color image. σc is a
constant defined by the user. In fact, there are also other
choice of the guide weight such as the shape-based structure
aware weight in [31] or the more complex guide weight in
[24]. However, we find that the adopted guide weight has
already been enough to yield satisfying results. To adopt the
weight in [31] and [24] shows little performance improve-
ment while their computational cost is much higher than
Eq. (6).
We also employ the function in Eq. (4) to model the
smoothness term, i.e.:
ϕS(·) = ϕD(·). (7)
As we will show in the sequel, the numeric solution to
our model shows that the employed ϕS(·) makes the model
robust against the inconsistency between the depth discon-
tinuities and the color edges. This is significant in suppress-
ing the texture copy artifacts and preserve sharp depth dis-
continuities.
2.1. The numeric solution and analysis
In this section, we first present the numeric solution to
our formulated problem. Then we show further analysis
why our model can handle the three practical issues dis-
cussed above, namely, the heavy noise in the input depth
map, the texture copy artifacts and the blurring depth dis-
continuities caused by the inconsistency between the depth
discontinuities and the color edges.
Due to the highly non-convex property of the proposed
model, directly solving it is challenging. Previous work
such as the one in [19] used the Loop Belief Propaga-
tion (LBP) [33] to solve their energy minimization func-
tion. However, classical energy minimization solvers such
as the LBP [33] and graph cuts [2, 13] work for discrete
energy minimization. In our problem, the variables are nat-
urally real-valued and one has to discretize them in order
Figure 2. (a) Convergency analysis of the proposed model on 8×
upsampling for different α values in terms of RMSE between the
newly updated depth map and the groundtruth in each iteration.
(b) Example results of different α values.
to apply LBP or graph cuts. The computational cost can be
extremely expensive when the continuous problem is dis-
cretized into 8192 levels (13 bits). This is the practical issue
as modern depth cameras usually save the depth map in a 16
bits image (with 13 bits for depth values). The quantization
error can be large if only a few quantization levels are used.
In contrast, we present a numeric solution to our model that
works for continuous system and can be efficiently solved.
First, we present the normal equation of our model:
∂E
∂Di
= (1− α)
∑
j∈N(i)
ωi,jdi,j
(
Di −D0j
)
+ 2α
∑
j∈N(i)
ωci,jsi,j (Di −Dj) = 0, i ∈ Ω
(8)
where we define
di,j = ϕ
′
D(|Di −D0j |2), si,j = ϕ′S(|Di −Dj |2),
ϕ′D(x
2) = ϕ′S(x
2) = exp
(
− x
2
2λ2
) (9)
ϕ′D(x
2) = ϕ′S
(
x2
)
is the derivative of ϕD
(
x2
)
=
ϕS
(
x2
)
defined in Eq. (4).
A closed-form solution to Eq. (8) is not available, we
can only solve it iteratively. If we keep si,j , di,j as constant
in each iteration where dni,j = ϕ
′
D(|Dni − D0j |2), sni,j =
ϕ′D(|Dni −Dnj |2) for iteration n+ 1, then Eq. (8) becomes
the standard form of the following re-weighted least squares
optimization framework as:
Dn+1 = arg min
D
{(1− α)
∑
i∈Ω
∑
j∈N(i)
ωi,jd
n
i,j(Di −D0j )2
+ α
∑
i∈Ω
∑
j∈N(i)
ωci,js
n
i,j(Di −Dj)2}
(10)
Then we can iteratively solve Eq. (10) until the final out-
put meets the convergence condition. This approximation
is similar to the well-known Iteratively Re-weighted Least
Figure 3. (a) Quantitative comparison of the proposed data term vs.
the ‘pixel to pixel’ difference L2 error norm data term in terms of
RMSE on different upsampling factors of simulated ToF data [31]
upsampling and simulated Kinect data [21] restoration. Examples
of (b) the groundtruth, (c) results of pixel to pixel difference L2
error norm data term, (d) first denoise the depth map with BM3D
[4] and then upsample the depth map with the pixel to pixel dif-
ference L2 error norm data term, (e) results of the proposed data
term.
Squares (IRLS) [3] in the literature. However, their IRLS is
only suitable for Lp(0 < p < 2) norm optimization frame-
work. In this paper, we also denote Eq. (10) as IRLS. As
Eq. (10) is quadratic in each iteration, thus it can be mini-
mized by solving the set of linear equations:(1− α) ∑
j∈N(i)
ωi,jd
n
i,j + 2α
∑
j∈N(i)
ωci,js
n
i,j
Di
− 2α
∑
j∈N(i)
ωci,js
n
i,jDj = (1− α)
∑
j∈N(i)
ωi,jd
n
i,jD
0
j
(11)
we rewrite Eq. (11) in matrix notation as:
[(1− α)Wn − 2αSn]D = (1− α)ZnD0
=⇒ Dn+1 = (1− α) [(1− α)Wn − 2αSn]−1 ZnD0
(12)
where D and D0 are the vectors of the updated depth map
and the initial depth map respectively. We use bicubic in-
terpolation of the input depth map as initialization. Wn is a
diagonal matrix with Wni,i =
∑
j∈N(i)
ωi,jd
n
i,j +
2α
1−αω
c
i,js
n
i,j .
Sn is the affinity matrix whose elements are Sni,j = ω
c
i,js
n
i,j .
Zn is another affinity matrix with Zni,j = ωi,jd
n
i,j .
Solving the linear equation in Eq. (12) has long been
studied in the literature and there are many efficient modern
solvers. In our experiment, we use the Preconditioned Con-
jugate Gradient (PCG) in [15] to solve Eq. (12) which shows
to be very efficient and can produce good results. Besides
the efficiency, our IRLS also has good convergence prop-
erty. Fig. 2(a) shows the convergence analysis for different
α values. It is clear that our IRLS shows good convergence
property for a large range of α values. Experiments on other
upsampling factors and the Kinect dataset show similar per-
formance. Note that the α value used in the our experiments
is based on the consideration of noise smoothing and fine
details preserving. Small α cannot well smooth the noise
Figure 4. Comparison of depth discontinuities preserving and texture copy artifacts suppression on 8× upsampling. (a) The groundtruth.
(b) The guidance color images. (c) The bicubic interpolation of the input depth map. Results obtained by the MRF [5], (e) the auto-
regressive model [31] and (f) our method. The first row shows depth discontinuities preserving comparison. The second row shows texture
copy artifacts suppression comparison.
while large α can over smooth fine details. Fig. 2(b) illus-
trates three example results of different α values.
Now we show how the proposed method may allevi-
ate the three practical issues mentioned at the beginning
of this section. First, note that on the right of Eq. (11)
is
∑
j∈N(i)
ωi,jd
n
i,jD
0
j for each pixel i ∈ Ω. This is in fact
the filtered output of the initial depth map D0 which results
from our novel data term. If we use the data term that mea-
sures the L2 norm of the pixel to pixel difference, then the
right side of Eq. (11) will be only D0i for each pixel i ∈ Ω.
This will be quite noisy for noisy input and large upsam-
pling factor. On the contrary, the filtering on the right side
of Eq. (11) can well smooth the noise in D0. This makes
our model more robust against the noise. To further vali-
date our analysis, we replace the proposed data term in our
model with the pixel to pixel difference measurement L2
error norm data term and perform experiments on both the
simulated ToF dataset [31] and Kinect dataset [21]. Then
we compare the mean RMSE of the results. Fig. 3 shows
the comparison results. As shown in the figure, the pro-
posed data term can clearly improve the performance espe-
cially for large upsampling factors. Fig. 3(c) and (e) also il-
lustrate examples for visual comparison where the proposed
data term also shows better visual quality.
In fact, the proposed data term is equivalent to the L2
norm ‘pixel to pixel’ data term of which the input depth map
is a filtered depth map as the right side of Eq. (11). How-
ever, this is different from the way that one firstly denoises
the input depth map with a denoising method such as [4] and
then performs upsampling with the L2 norm ‘pixel to pixel’
data term. This is because our filtering weights dni,j is based
on the newly updated depth map. Moreover, as pointed out
in [22], first denoising the depth map followed by upsam-
pling can destroy small structures in the depth map, espe-
cially for large upsampling factors. This is also validated in
our experiments as illustrated in Fig. 3(d).
To handle the inconsistency between the depth disconti-
nuities and the color edges, most recent work proposed to
take the bicubic interpolation of the input depth map into
account [31, 16]. This can efficiently suppress the texture
copy artifacts but fail to properly preserve sharp depth dis-
continuities when the upsampling factor is large and the in-
put depth map contains heavy noise. This is because the
depth discontinuities have already been blurred for the bicu-
bic interpolation of large upsampling factor as can be seen
in Fig. 4(c). Note the guide weight of the smoothness term
of our IRLS in Eq. (10) sni,j is based on the newly updated
depth map of which the quality is much better than the bicu-
bic interpolation. Fig. 4 shows the comparison of three dif-
ferent methods: 1) the Markov Random Field (MRF) in [5]
which only use the color information for smoothness term
weights, 2) the auto-regressive model in [31] which use both
the color information and the bicubic interpolation of the
input depth map, 3) our method which use both the color
information and the newly updated depth map. It is clear
that our method can not only suppress the texture copy ar-
tifacts but also preserve sharper depth discontinuities than
the auto-regressive model in [31].
2.2. Data driven parameter selection
The parameter λ in Eq. (4) is an important parameter in
our model. A large λ will have better noise smoothing but
may over smooth the depth discontinuities. Thus, pixel in
the homogeneous regions on the depth map should be as-
signed with large λ. A small λ could better preserve the
depth discontinuities but performs poorly in noise smooth-
ing. Thus, pixels along the depth discontinuities should be
assigned with small λ. We denote λ as the bandwidth of the
exponential error norm function. To eliminate heuristic pa-
rameter selection, we describe another optimization frame-
work that adapts λ to each pixel in the depth map resulting
in a data driven adaptive parameter selection model. Be-
cause the depth map is quite piece wise smooth, we assume
Figure 5. Visual comparison of our method for 8× upsampling
with and without bandwidth selection. (a) The groundtruth. (b)
The corresponding color image. (c) Results obtained without
bandwidth selection. (d) Results obtained with bandwidth selec-
tion and (e) the corresponding bandwidth maps.
that the bandwidth is also regular and smooth. Therefore,
we add another term that consists of the L2 norm of the
gradient of λi(i ∈ Ω) to the objective function in Eq. (1),
resulting in the following objective function:
E = (1− α)ED
(
D,D0
)
+ αES (D) + β
∑
i∈Ω
|∇λi|2, i ∈ Ω
(13)
By minimizing Eq. (13) with respect to λi through the
steepest gradient descent according to:
λn+1i = λ
n
i − τ ∂E
∂λni
, i ∈ Ω (14)
where τ is the given updating rate and the derivative of the
objective function is given by
∂E
∂λni
=
(1− α)
∑
j∈N(i)
ωi,j
4λni (1− dni,j)− 2
(
Dni −D0j
)2
λni
dni,j
+
α
∑
j∈N(i)
ω˜i,j
4λni (1− sni,j)− 2
(
Dni −Dnj
)2
λni
sni,j
+ 2β∑
i∈Ω
∆λni
(15)
where dni,j and s
n
i,j are the same as Eq. (9).
In our experiments, depth map updating and the param-
eter selection are addressed in an iterative fashion through
alternating the parameter update in Eq. (14) and the depth
map update in Eq. (12). Fig. 1(f) illustrates a bandwidth
map obtained by our method. It is clear that this bandwidth
map well corresponds to the character of the depth map
shown in Fig. 1(b). The adaptive selection around depth dis-
continuities corresponds to lower values than smooth homo-
geneous regions. Visual comparison illustrated in Fig. 1(d)
and (e) shows that the proposed bandwidth selection helps
to preserve fine details even for the 8× upsampling. Fig. 5
further shows that the proposed bandwidth selection can
also help to preserve sharp depth discontinuities even for
8× upsampling.
3. Experiments
In this section, we compare our method with state-of-
the-art methods for depth map restoration using the simu-
lated ToF dataset from [31], simulated Kinect dataset from
[21], the real ToF dataset from [6] and the NYU Kinect
dataset [27]. All the experimental results in this paper and
additional experimental results, including qualitative com-
parisons using other Kinect scene datasets, are provided in
the supplemental material.
Experiments on simulated datasets We use the simu-
lated ToF dataset from [31] and compare our method with
the method in [24] which we denote as NLM-MRF, the im-
age guided anisotropic total generalized variation upsam-
pling in [6], the joint geodesic upsampling in [18], the joint
intensity and depth co-sparse analysis model in [12] and
the color guided auto-regression upsampling in [31]1. The
upsamling results are evaluated in root mean square error
(RMSE) between the original depth map and the upsam-
pling result. All the values of both the color image and
the depth map are normalized into interval [0, 1] for con-
venience. However, the RMSE is still reported in terms
that all the values of the depth map are in interval [0, 255].
The parameters are set as follows: α in Eq. (1) is set as
0.7/0.75/0.8/0.9 for 2 × /4 × /8 × /16× upsampling. β
in Eq. (13) is set to 0.5. The neighborhood N(i) is chosen
as a 9 × 9 square patch. σs and σcin Eq. (6) is set to 4 and
10
255 respectively. The initial value of λ in Eq. (14) is set to
7
255 for all i ∈ Ω. Its updating rate τ in Eq. (14) is 0.3.
We also reuse the simulated Kinect dataset from [21]. The
parameter setting for this dataset is the same as that of the
8× upsampling in the simulated ToF upsampling.
Table 1 summarizes the quantitative comparison in terms
of RMSE. It is clear that our method outperforms all the
compared methods especially for large upsampling fac-
tors 8× and 16×. Fig. 6 further shows visual compari-
son with some 8× upsampling examples. As highlighted,
our method can well preserve sharp depth discontinuities
and suppress the texture copy artifacts where depth discon-
tinuities are inconsistent with color edges. Especially, our
method can preserve sharper depth discontinuities than the
auto-regressive model [31] which only use bicubic inter-
polation of the input depth map. Table 2 shows the mean
RMSE comparison on the simulated Kinect dataset [21].
Our method also yields lowest mean RMSE on this dataset.
Fig. 7 shows the visual comparison. Our method offers bet-
ter performance in both smoothing the noise and preserving
sharp depth discontinuities than other compared methods.
Experiments on real datasets To further test the pro-
1Their published MATLAB code requires huge amount of memory
which is impractical for modern computers. The size of their results are
also not the same as the guidance image. We thus implemented their code
by ourselves with sparse matrixes and solve their normal equation with the
same PCG [15] as ours.
Table 1. Quantitative comparison on the simulated ToF data using the noisy Middlebury dataset from [31]. Results are evaluated in RMSE
and the best results are in bold.
Art Book Dolls Laundry Moebius Reindeer
2× 4× 8× 16× 2× 4× 8× 16× 2× 4× 8× 16× 2× 4× 8× 16× 2× 4× 8× 16× 2× 4× 8× 16×
JGF [18] 2.36 2.74 3.64 5.46 2.12 2.25 2.49 3.25 2.09 2.24 2.56 3.28 2.18 2.4 2.89 3.94 2.16 2.37 2.85 3.9 2.09 2.22 2.49 3.25
NLM-MRF [24] 1.66 2.47 3.44 5.55 1.19 1.47 2.06 3.1 1.19 1.56 2.15 3.04 1.34 1.73 2.41 3.85 1.2 1.5 2.13 2.95 1.26 1.65 2.46 3.66
JID [12] 1.69 2.98 3.68 5.99 1.53 2.71 3.04 4.39 1.54 2.71 2.94 3.90 1.45 2.72 3.16 4.63 1.55 2.72 2.94 4.34 1.65 2.80 3.13 4.63
TGV [6] 0.8 1.21 2.01 4.59 0.61 0.88 1.21 2.19 0.66 0.96 1.38 2.88 0.61 0.87 1.36 3.06 0.57 0.77 1.23 2.74 0.61 0.85 1.3 3.41
AR [31] 0.92 1.23 2.1 3.9 0.74 0.85 1.23 1.96 0.8 0.97 1.35 2.24 0.73 0.93 1.34 2.24 0.72 0.82 1.25 2.16 0.77 0.87 1.3 2.73
Ours 0.68 1.07 1.69 3.01 0.54 0.8 1.1 1.65 0.61 0.85 1.15 1.78 0.6 0.83 1.17 2.01 0.53 0.76 1.11 1.74 0.55 0.82 1.12 2.13
Figure 6. Visual comparison of 8× upsampling results on simulated ToF dataset from [31]. (a) The input depth maps (in red boxes) and
the corresponding color images. (b) The groundtruth depth maps. The results of (c) the NLM-MRF in [24], (d) the image guided total
generalized variation upsampling in [6], (e) the color guided auto-regressive model [31] and (f) our method and (g) the corresponding
bandwidth maps by our bandwidth selection. Regions in red boxes are highlighted.
Table 2. Quantitative comparison on simulated Kinect data from
[21]. Results are evaluated using the mean RMSE of all the data.
The best results are in bold.
NLM-MRF [24] JID [12] AR [31] Ours
mean RMSE 1.27 2.15 1.02 0.75
posed method, we also perform experiments on real datasets
including the real ToF data set from [6] and the NYU Kinect
dataset [27]. As summarized in table 3, our method also
achieve lowest RMSE when compared with other state-of-
the-art methods for ToF depth maps upsampling. Fig. 8
shows visual comparison with other methods. Our method
performs better in suppressing the texture copy artifacts
than others (enlarge the figure and see the ’ball’ for clear
comparison) and preserving sharp depth discontinuities.
Fig. 9 shows the visual comparison on the Kinect data
restoration. Our method has significant improvement over
other methods on this dataset. Our method can properly
smooth the noise, fill in the holes and rectify the jaggy
depth discontinuities. Moreover, the depth discontinuities
are quite sharp in our results. Results of the NLM-MRF [24]
and color guided auto regressive model [31] suffer from
blurring depth discontinuities. Results of the joint intensity
and depth co-sparse analysis model [12] suffer from jaggy
Table 3. Quantitative comparison on real ToF dataset from [6]. The
error is calculated as RMSE to the measured groundtruth in mm.
The best results are in bold.
JGF [18] JBF [14] NLM-MRF [24] TGV [6] AR [31] Ours
Books 17.39mm 15.42mm 14.31mm 12.8mm 13.28mm 12.33mm
Devil 19.02mm 16.47mm 15.36mm 14.97mm 14.73mm 14.12mm
Shark 18.17mm 17.16mm 15.88mm 15.53mm 15.86mm 14.71mm
depth discontinuities.
4. Conclusion
In this paper, we propose a robust data driven optimiza-
tion framework for high quality image guided depth map
restoration. The newly proposed data term is robust against
the noise which has been validated through both mathe-
matical analysis and experimental results. The smoothness
term performs well in suppress texture copy artifacts and
performs especially better in preserving sharp depth dis-
continuities than other state-of-the-art methods. Given that
our model is highly non-convex and directly solving it is
challenging, we propose a numeric solution which can be
efficiently solved and easily implemented by solving lin-
ear systems using off-the-shelf linear system solvers. The
proposed data driven bandwidth selection further helps to
preserve sharper depth discontinuities and fine details even
Figure 7. Visual comparison on simulated Kinect dataset from [21]. (a) The color images. (b) The groundtruth. (c) The degraded depth
maps. The results of (d) the NLM-MRF in [24], (e) the color guided auto-regressive model [31], (f) our method and (g) the bandwidth
maps by our bandwidth selection. Regions in red boxes are highlighted.
Figure 8. Visual comparison on real ToF dataset form [6]. (a) The input depth map (in the red box) and the corresponding color image. (b)
The groundtruth depth map. The result of (c) the NLM-MRF in [24], (d) the image guided total generalized variation upsampling in [6],
(e) the color guided auto-regressive model [31] and (f) our method and (g) the corresponding bandwidth map by our bandwidth selection.
Regions in red boxes are highlighted.
for large upsampling factors. Experimental results on both
simulated data and real data have shown our method outper-
forms other state-of-the-art methods.
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