Hypermeshes have been given much attention as a versatile interconnection network of parallel computers. A hypermesh is obtained from a mesh by replacing each linear connection with a hyperedge. In this paper, we show how to embed a butter y or multiple copies of a butter y into a hypermesh. First, a butter y B(s) of (s+1)2 s nodes is embedded into a 2 s X hypermesh where X = 2 blog 2 sc+1 . Second, the butter y B(s) is embedded into a square hypermesh. Third, multiple copies of the butter y B(s) are embedded into a hypermesh of variable aspect ratio. The e ciency of these embeddings is measured by alignment cost, congestion, and expansion. The alignment cost of all of these embeddings is optimal. The congestion of the rst and third embedding is optimal.
Introduction
Hypermeshes have been given much attention as versatile interconnection networks 1,2,3]. A hypermesh is obtained from a mesh by replacing each linear connection with a hyperedge. A hyperedge is an edge without the restriction that an edge should connect only two nodes. For example, an 8 8 hypermesh is shown in Figure 1 (a). In this gure, each node is represented as or and each hyperedge is represented as a solid or hollow line. Hypermeshes have great advantages in many network metrics 1,2,3]. First, their diameter grows slowly with the number of nodes, compared with most existing networks. Second, they can host parallel algorithms that map naturally to a variety of more restricted topologies, such as hypercubes, binary trees, and meshes. Third, they can realize, in one pass and minimum distance, all SIMD permutations (such as those found in FFT algorithms) that can be performed on hypercubes, omega and inverse-omega networks. Finally, they are extremely e ective at important operations such as broadcast and multicast.
Several practical implementations of the hypermesh have been suggested in 1, 3, 4, 5, 6] . The implementations use complete connection, spanning buses, and distributed crossbar switches. The hypermeshes are especially attractive when they are implemented with optical buses. Electronic buses have a critical disadvantage of low bandwidth because of their exclusive access constraint. However, optical buses provide multiple channels on the same bus by wavelength division multiplexing 7], or allow message pipelining by space/time multiplexing 5, 6, 8, 9] .
Meanwhile, graph embedding is one of the key conceptual tools for implementing various parallel algorithms or simulating di erent interconnection networks on an interconnection network of parallel computers 10, 11] . Note that a parallel algorithm (interconnection network) can be represented by a graph: a computation (processor) as a node and a communication (communication link, respectively) as an edge.
An embedding of a graph G into a host graph M is a one-to-one function d of the nodes of G to the nodes of M, combined with a mapping b of each edge e = (v; w) of G to a path of M between d(v) and d(w). The 
Several researchers have studied embeddings of a graph into a hypermesh. Guo and Melhem 13] presented two kinds of embeddings of X-trees or pyramids into a nearly square hypermesh. The rst embedding provides an optimal alignment cost and an expansion of 1.31 and 1.23 for X-trees and pyramids, respectively. The second embedding provides an optimal expansion but not an optimal alignment cost. Guo et al. 5, 6 ] also embedded a binary tree, perfect shu e or hypercube into a square or nearly square hypermesh. They achieved an optimal expansion or (and) an optimal alignment cost.
Embeddings of a single connected graph into a host graph are not always applicable to a practical system because a parallel system frequently runs multiple jobs at a time. Thus, embeddings of multiple copies of a graph into a host graph have been extensively studied in the literature 14, 15, 16] . Embeddings of multiple copies of a graph into a hypermesh have been studied in 12] . Multiple copies of a graph are said to be optimally embedded into a hypermesh if the embedding is optimal in all respects of expansion, congestion, and alignment cost. Kim and Chwa 12] optimally embedded multiple copies of a tree, cycle, mesh of trees, or product graph into a hypermesh.
In this paper, we show how to embed a butter y or multiple copies of a butter y into a hypermesh. All these embeddings are optimal in terms of alignment cost. Section 2 gives de nitions and notations. Section 3 shows how to embed a butter y into a hypermesh. First, a butter y B(s) of (s+1)2 s nodes is embedded into a large hypermesh of size 2 s 2 s . Second, the butter y B(s) is embedded into a 2 s X hypermesh where X = 2 blog 2 sc+1 . The second embedding is a variation of the rst embedding. That is, the 2 s columns of the 2 s 2 s hypermesh are merged into X columns. Section 4 shows how to merge the 2 s columns into X columns using the concept of quotient group. Section 5 shows how to embed the butter y B(s) into a hypermesh of variable aspect ratio. In particular, the butter y B(s) is embedded into a square hypermesh. Section 6 shows how to embed multiple copies of the butter y B(s) into a hypermesh of variable aspect ratio. Section 7 gives summary 
For example, the cross-cluster ?(6) of B (3) is in a grey area in Figure 1 (b).
Embedding of a Butter y into a Hypermesh
In this section, a butter y B(s) is embedded into a hypermesh. First, a butter y B(s) is embedded into a square hypermesh M(2 s ; 2 s ). Second, the butter y B(s) is embedded into a hypermesh M(2 s ; X) where X = 2 blog 2 sc+1 .
A butter y B(s) can be embedded into a hypermesh M(2 s ; 2 s ) such that each straight (cross) edge is mapped to a row (column, respectively) hyperedge. That is, each node b i;j of a cross-cluster ?( ) is mapped to the node m i; of the hypermesh. For example, a butter y B(3) is embedded into a hypermesh M(8; 8) in Figure 1 (a). In this gure, each node m of the hypermesh is labeled as a tuple (i; j) if the node m is assigned a node b i;j . Note that a cross-cluster ?( ), 0 < 2 s , is on the column . It is obvious that the alignment cost of this embedding is optimal. In addition, the congestion is also optimal since each hyperedge is assigned the same number s of edges of the butter y B(s). (6), and ? (7) . Observe that the merging process preserves the optimal alignment cost.
Lemma 1 given below insists that the column set of M(2 s ; 2 s ) is disjointly divided into X mergeable sets of an equal size where X = 2 blog sc+1 . We give the proof of Lemma 1, using the concept of quotient group, in Section 4. From Lemma 1, the 2 s columns of the hypermesh M(2 s ; 2 s ) can be merged into X columns. As a result, B(s) can be embedded into M(2 s ; X) as in Theorem 1. Note that the expansion of Proof Given in Section 4. Theorem 1 A butter y B(s) can be embedded with an optimal alignment cost and an optimal congestion into a hypermesh M(2 s ; X).
Proof Each column of the hypermesh M(2 s ; X) is initially associated with each mergeable set of G(s) of Lemma 1. Suppose that a column j 0 is associated with the mergeable set including . Then, each node b i;j of a cross-cluster ?( ) is mapped to a node m i;j 0 of the hypermesh. The alignment cost of this embedding is optimal. The number of the edges assigned to each row and column hyperedge is s and s2 s =X, respectively. That is, the number of edges assigned to each hyperedge is proportional to the number of nodes incident to the hyperedge. Thus, the congestion of this embedding is optimal.
Mergeable Set Partition
In this section, a mergeable set I(s) of size 2 s =X is de ned where X = 2 blog sc+1 . In addition, it is shown, using the concept of quotient group, that the set G(s) is disjointly divided into X mergeable sets of the same size jI(s)j. 
Variation in the Aspect Ratio of a Hypermesh
In this section, a butter y is embedded into a hypermesh of variable aspect ratio, especially into a square hypermesh. First, we give an embedding of a butter y B(t) into a hypermesh of 2 r rows, r t. Second, we give another embedding of the butter y B(t) into a hypermesh of 2 r rows, r t, such that the expansion is possibly better than the rst one. Third, based on this second embedding, the butter y is embedded into a square hypermesh.
A butter y B(s) can be embedded into a hypermesh of 2 r rows, r s, by the use of Theorem 1. Theorem 1 shows that the butter y B(s) can be embedded with an optimal alignment cost into a hypermesh M(2 s ; X) where X = 2 blog sc+1 . This hypermesh M(2 s ; X) is cut into 2 s?r pieces of M(2 r ; X) and reconnected horizontally to form a hypermesh M(2 r ; 2 s?r X). For example, the hypermesh M(8; 4) in Figure 2 (a) is cut into two pieces of M(4; 4) and reconnected horizontally to form a hypermesh M(4; 8) as in Figure 2 Each cross edge is also mapped to a hyperedge. It is easy to show that a subgraph induced by the node set fb i;j j 0 j rg of ?( ) is on the same column. In the example of Figure 2 (b) , the cross-cluster ?(1) has a subgraph induced by a node set fb 1;0 ; b 0;1 ; b 2;2 g that is on the same column 1. It is also easy to show that the subgraph induced by the node set fb i;j j r j sg of ?( ) is on the same row.
In the example of Figure 2 (b) , the cross-cluster ?(1) has a subgraph induced by a node set fb 2;2 ; b 6;3 g that is on the same row 2. Consequently, each cross edge connecting the cross-cluster ?( ) is mapped to a hyperedge.
Next, we give another embedding of B(t) into a hypermesh with 2 r rows where r t. In this embedding, the size of the hypermesh is parameterized by a variable s, r s t. This embedding is the same as Lemma 2 if the variable s is chosen as t. To be concrete, the butter y B(t) is embedded into a hypermesh M = M(2 r ; 2 t?r (X + t ? s)) where X = 2 blog sc+1 . Given t, the variable s determines the expansion of this embedding. If there is an integer k such that r 2 k ? 1 t, then choosing s as 2 k ? 1 makes the expansion one, otherwise, the expansion is less than two.
To describe this embedding, we need some notations. Let S be a subgraph of the butter y B(t) induced by the nodes on levels from 0 to s. A level j of B(t) is the node set fb i;j j 0 i < 2 t g. Then, each connected component of S is isomorphic to a butter y B(s). Thus, the subgraph S is isomorphic to 2 t?s copies of a butter y B(s). De ne each connected component as S k , 0 k < 2 t?s , such that S k is the subgraph of B(t) induced by the nodes fb i;j j k2 s i < (k + 1)2 s ; 0 j sg.
Let P be a subgraph of the butter y B(t) induced by the nodes on levels from s to t. Then, each connected component of P is isomorphic to a butter y B(t ? s). Thus, the subgraph P is isomorphic to 2 s copies of a butter y B(t ? s). De ne each connected component as P k , 0 k < 2 s , such that P k is the subgraph of B(t) induced by the nodes fb i;j j i mod 2 s = k; s j tg. Note that the nodes on level s of B(t) are commonly included in the subgraphs S and P.
For example, let t = 3 and s = 2. See Figure 1 (b) if it is helpful. S is the subgraph of the butter y B(3) induced by the nodes on levels from 0 to 2. The subgraph S has two connected components S 0 and S 2 each of which is isomorphic to a butter y B(2). P is the subgraph of the butter y B(3) induced by the nodes on levels from 2 to 3. The subgraph P has four connected components each of which is isomorphic to a butter y B(1).
Theorem 2 A butter y B(t) can be embedded with an optimal alignment cost into a hypermesh M(2 r ; 2 t?r (X + t ? s)) where 0 r s t and X = 2 blog sc+1 . Proof The basic idea to embed the butter y B(t) into the hypermesh M = M(2 r ; 2 t?r (X + t ? s)) is as follows: the subgraph S is embedded into the rst 2 t?r X columns of the hypermesh M and the remnant graph P ? S into the last (t ? s)2 t?r columns. For example, a butter y B (3) (3) is disjointly embedded into 4 columns of the hypermesh M(4; 10) in Figure 3 . Note that each node b i;j of S is mapped to the row (i mod 2 r ). Therefore, the nodes commonly included in S and P k , 0 k < 2 s , are mapped into the row (k mod 2 r ). Thus, we can embed the subgraph P k into the row (k mod 2 r ). For example, each P k of B (3) is embedded in the row k in Figure 3 . In this gure, all the nodes of P of B(3) are shown as black dots and the straight (cross) edges of P are shown as dashed (solid) lines.
This embedding of B(t) into the hypermesh M provides an optimal alignment cost. Each edge of S is mapped to a hyperedge by Lemma 2. Each edge of P is mapped to a row hyperedge because each connected component of P is mapped to a row hyperedge.
By the use of Theorem 2, the butter y can be embedded into a square hypermesh. First, we embed a butter y into a hypermesh M such that both the aspect ratio and the expansion are as small as possible. Second, by enlarging the smallest side (row or column) of the resulting hypermesh M, we embed the butter y into a square hypermesh. More detailed description of this embedding is given below.
The hypermesh M(2 r ; 2 t?r (X + t ? s)) in Theorem 2 provides small expansion and small aspect ratio when the numbers s and r are appropriately chosen. Assume without loss of generality that K t < 2K where K = 2 k for some integer k. If the number t is small enough (we explain what it means in the proof of Theorem 3), the number s is chosen as K ? 1, otherwise, as t. Given the numbers t and s, the number r is chosen such that the aspect ratio of the hypermesh is as small as possible. After xing s and r, let y be the size of the largest side of the obtained hypermesh. Then, the butter y B(t) can be embedded with an optimal alignment cost into a square hypermesh M(y; y).
Theorem 3 A butter y B(t) can be embedded with expansion (2 + (t)) and an optimal alignment cost into a square hypermesh where (t) = (2 log(t+1)+2)=(t+1).
Proof Assume without loss of generality that K t < 2K where K = 2 k for some integer k. First, the case that (t+1)2 t 2 2K?2 is considered. From Theorem 2, the butter y B(t) can be embedded with an optimal alignment cost into a hypermesh M(2 r ; (t + 1)2 t?r ), 0 r K ? 1, by choosing s as K ? 1. We hope to nd r, 0 r K ? 1, such that the aspect ratio of the hypermesh M(2 r ; (t+1)2 t?r ) is as small as possible. When r equals to zero, the number of rows is less than the number of the columns. As r increases, the number of rows increases Second, the case that (t + 1)2 t > 2 2K?2 is considered. From Theorem 2, the butter y B(t) can be embedded with an optimal alignment cost into a hypermesh M(2 r ; 2 t?r+1 K), 0 r t, by choosing s as t. We can nd r 0 , 0 r 0 t, 2)=(t + 1), because y 2 2 t+2 K < 2 t+2 (log(t + 1) + t + 2)=2 = (2 + (t))(t + 1)2 t .
Embedding of Multiple Butter ies into a Hypermesh
In this section, multiple copies of a 
Conclusions
We have shown how to embed a butter y or multiple copies of a butter y into a hypermesh. All these embeddings are optimal in terms of alignment cost. The results are summarized in Table 1 . Our approach is to embed a butter y into a very large hypermesh and to reduce the expansion using the concept of quotient group. In addition, we also reduce the aspect ratio of the hypermesh by cutting and reconnecting the hypermesh. Meanwhile, we adopted a theorem of 12] to embed multiple copies of a butter y into a hypermesh.
There are several open questions arising from this work. All the embeddings in this paper conserves the optimal alignment cost. Is there any way to reduce the congestion or expansion even though the alignment cost becomes non optimal? The embedding in Theorem 1 provides an optimal alignment cost and congestion. Is the expansion of this embedding also optimal?
Does there exist any mergeable set of a size greater than jI(s)j given in Section 4? If I(s) is a mergeable set of the largest size, then the expansion of the embedding in Theorem 1 is optimal under the constraint that each straight (cross) edge should be mapped to a row (column, respectively) hyperedge.
It's not so di cult to show that, for s 7, I(s) is the mergeable set of the largest size. However, for s 8, the question is open.
This paper deals with only one-to-one embedding. How could we embed a butter y into a hypermesh in a many-to-one way?
