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QUANTIZATION OF THE LIE BIALGEBRA
OF STRING TOPOLOGY
XIAOJUN CHEN, FARKHOD ESHMATOV, WEE LIANG GAN
Abstract. LetM be a smooth, simply-connected, closed oriented manifold, and LM the
free loop space of M . Using a Poincare duality model for M , we show that the reduced
equivariant homology of LM has the structure of a Lie bialgebra, and we construct a Hopf
algebra which quantizes the Lie bialgebra.
1. Introduction
Let M be a smooth, simply-connected, closed oriented manifold, and LM the free loop
space of M . In this paper, by the reduced equivariant homology of LM , we mean the
S1-equivariant homology of LM relative to a point which is a constant loop in M . We give
an algebraic chain model of a Lie bialgebra structure on the reduced equivariant homology
of the free loop space LM , and we construct a quantization of the Lie bialgebra. Chas and
Sullivan have shown in [9] that the S1-equivariant homology of LM relative to the constant
loops has the natural structure of a Lie bialgebra. Our constructions are compatible with
the one which they gave.
The motivations for the constructions in this paper are as follows. In [15], Goldman
showed that the free homotopy classes of closed curves on a Riemann surface S form a Lie
algebra; and subsequently in [24], Turaev proved that they in fact form a Lie bialgebra.
Moreover, Turaev showed that the Lie bialgebra admits a quantization, which can be
realized as the skein algebra of links in S × I, where I is the unit interval. In [8] and
[9], Chas and Sullivan generalized the Lie bialgebra of Goldman and Turaev to the higher
dimensional case, and initiated the subject of string topology. Algebraic chain models for
string topology have been studied by many authors. In particular, Felix and Thomas [12]
used a Poincare duality model of the manifold M that was constructed by Lambrechts and
Stanley [20] to give a chain model of the BV-algebra structure on the singular homology
of LM (see also [17]).
On the other hand, there is a quiver analogue of the Lie bialgebra of Goldman and
Turaev. This is the necklace Lie bialgebra studied by V. Ginzburg [14] and T. Schedler
[23]. Schedler constructed a quantization of the necklace Lie bialgebra in analogy with
Turaev’s quantization. In this paper, we show that the Poincare duality model of M
can also be used to construct a chain model of a Lie bialgebra structure on the reduced
equivariant homology of LM . Furthermore, a quantization of the Lie bialgebra can be
constructed following Schedler’s method.
We will prove the following theorem (cf. Theorems 5, 9 and 15 of this paper):
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Theorem 1. (i) Let V be a counital coaugmented simply-connected DG open Frobenius
algebra over a field k of characteristic zero. Then there is a natural involutive Lie bialgebra
structure on the reduced cyclic homology of V , and a Hopf algebra over k[h] (where h is a
formal parameter) which quantizes this Lie bialgebra.
(ii) Given a smooth, closed, oriented and simply connected manifold M , there is a
counital coaugmented simply-connected DG open Frobenius algebra V over Q which models
the chain complex of M , and the reduced cyclic homology of V is isomorphic to the reduced
equivariant homology of LM . Therefore, the reduced equivariant homology of LM has a
Lie bialgebra structure, and the Hopf algebra of (i) quantizes this Lie bialgebra.
The definition of a DG open Frobenius algebra will be given later in Definition 3. By
cyclic homology, we mean the homology of the Connes’ complex for a coalgebra (see Def-
inition 2). It would be interesting to find a geometric interpretation of the Hopf algebra
in Theorem 1, similar to Turaev’s construction. The construction in Theorem 1 (ii) of the
DG open Frobenius algebra of a manifold is due to Lambrechts and Stanley (see [20]).
In [6], Cattaneo, Fro¨lich and Pedrini gave a topological field theoretic interpretation
of string topology. In particular, they showed that under some mild conditions of the
gauge group, the Poisson bracket of the generalized Wilson loops, when applied to two
equivariant homology classes in LM , is the same as the generalized Wilson loop applied to
the Lie bracket of two equivariant homology classes. They also suggested several approaches
of quantizing this field theory (see [6] §8.3). We expect that the Hopf algebra given by
Theorem 1 will appear in the associated quantum field theory, which they conjectured to
be related to algebraic structures on the Vassiliev homology of links in higher dimensional
manifolds.
Another interesting problem is the existence of natural representations of the string
topology Lie bialgebra and its quantization. In the Riemann surface case, Goldman ([15])
showed that there is a Lie algebra homomorphism from the homotopy classes of curves to
the smooth functions on the moduli space of flat connections on the surface. Similar results
in the quiver case have been obtained by Ginzburg ([14]) and Schedler ([23]). In the string
topology case, a Lie algebra homomorphism from the equivariant homology to the smooth
functions on some related moduli space has been studied by Abbaspour, Zeinalian, and
Tradler (see [1] and [2]). Besides Turaev, the quantization of the Lie algebra of curves has
also been studied by Andersen, Mattes and Reshetikhin ([3], [4]) from the Vassiliev knot
theory point of view. We hope to address this problem in the future and relate it to the
work of Cattaneo and Rossi (see [7] and references therein).
The rest of the paper is devoted to the proof of Theorem 1. In Section 2 we recall
a chain complex model for the free loop space of manifolds, due independently to K.-T.
Chen [10] and J.D.S. Jones [19]. From this, one can construct a chain model for the
reduced equivariant homology of the free loop space. In Section 3 we construct the Lie
bialgebra structure on the reduced equivariant homology of the free loop space, and in the
last section, Section 4, we construct the Hopf algebra which quantizes the Lie bialgebra,
following the work of Schedler. Our main computation is contained in the proof of Lemma
14.
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2. Reduced equivariant homology
2.1. Cyclic homology of coalgebras. First, let us recall the definitions of Hochschild
homology and cyclic homology of a coalgebra.
Let (C, d) be a DG coalgebra over a field k of characteristic 0. For any element a ∈ C,
denote the coproduct of a by
∑
(a) a
′ ⊗ a′′. We shall write C[1] for C with degrees of
elements shifted down by 1.
Definition 2. (i) The Hochschild chain complex of C, denoted by (Hoch∗(C), b), is the
vector space
∏∞
n=0C ⊗C[1]
⊗n with the differential b defined on homogeneous elements by:
b(a0, a1, · · · , an) (1)
:= −
n∑
i=0
(−1)εi−1(a0, · · · , dai, · · · , an) (2)
+
n∑
i=0
∑
(ai)
(−1)εi−1+|a
′
i|−1(a0, · · · , a
′
i, a
′′
i , · · · , an) (3)
+
∑
(a0)
(−1)(|a
′
0|−1)(εn−|a
′
0|)(a′′0, a1, · · · , an, a
′
0), (4)
where εi = |a0|+ · · ·+ |ai|− i. The associated homology is called the Hochschild homology,
and is denoted by HH∗(C).
(ii) For any α = (a0, · · · , an) ∈ Hoch∗(C), define
t(α) := (−1)(|a0|−1)(εn−|a0|)(a1, · · · , an, a0),
and let N = id + t + · · · + tn. The image of N , denoted by CC∗(C), is a subcomplex
of Hoch∗(C), called the Connes complex. The homology of CC∗(C) is called the cyclic
homology of C, and is denoted by HC∗(C).
In the above definition of a Hochschild chain complex, we call (2) the internal differential,
and (3)+(4) the external differential. The Hochschild homology of a coalgebra is also known
as the coHochschild homology (see [18]).
2.2. Poincare duality model. Throughout this paper, we assume that M is a simply-
connected, compact, oriented smooth manifold of dimension m. Denote by LM the free
loop space of M . There is a natural S1-action on LM . We shall take k to be the field
of rational numbers, and write C∗(−) and C
∗(−) for the singular chain complex and the
singular cochain complex, respectively. We grade C∗(−) negatively.
The chain complex C∗(M) has a partially defined product given by intersection of
transversal chains, and a coproduct given by the Alexander-Whitney approximation of the
diagonal embeddingM →֒M×M . In fact, C∗(M) is a partially defined (non-commutative)
DG open Frobenius algebra over Z; however, over Q, one may define the Frobenius algebra
structure fully, due to a result by P. Lambrechts and D. Stanley [20]:
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Definition 3 (Open Frobenius algebra). Let V be a DG vector space over k. A DG open
Frobenius algebra (of degree m) on V is the triple (V, ·,∆) such that:
(i) (V, ·) is a commutative DG algebra (whose product is of degree −m);
(ii) (V,∆) is a cocommutative DG coalgebra;
(iii) The following identity, called the module compatibility, holds: for any a, b ∈ V ,
∆(a · b) =
∑
(−1)m|a
′|a′ ⊗ a′′ · b =
∑
a · b′ ⊗ b′′, (5)
where ∆a =
∑
a′ ⊗ a′′, and ∆b =
∑
a′ ⊗ b′′.
Theorem 4 (Lambrechts and Stanley). There is a finite dimensional commutative DG
algebra A such that A is simply-connected, A is quasi-isomorphic to C∗(M), and there is
an A-bimodule isomorphism of degree m from A to its dual A∨ that induces the Poincare
duality isomorphism H∗(M) → H∗+m(M) on homology.
Proof. This is immediate from applying [20, Theorem 1.1] to the Sullivan minimal model
of M . 
The DG algebra A in Theorem 4 is called a Poincare duality model for M . For the
rest of this section, we let V = A∨, where A is a Poincare duality model. Thus, V is
a cocommutative DG coalgebra. The linear isomorphism from A to V [m] induces the
structure of a commutative DG algebra on V whose product has degree −m. Moreover,
the coproduct is a morphism of V -bimodules. Therefore, V is a DG open Frobenius algebra
which is simply-connected, has a counit ε : V → k, and a coaugmentation η : k →֒ V . Let
C = Coker(η), the coaugmentation coideal of V . The homology of CC∗(C) is called the
reduced cyclic homology of V .
The following theorem is essentially due to Jones [19].
Theorem 5. The reduced equivariant chain complex of LM is quasi-isomorphic to CC∗(C)[1].
Proof. The Hochschild complex Hoch∗(V ) is quasi-isomorphic to the normalized Hochschild
complex
∏∞
n=0 V ⊗ C[1]
⊗n whose differential b is given by the same formula (1). For the
rest of this proof, we shall denote by Hoch∗(V ) the normalized Hochschild complex of V .
Then Connes’ operator B is defined by
B : Hoch∗(V ) −→ Hoch∗+1(V )
(a0, a1, · · · , an) 7−→
n∑
i=1
ε(a0)(ai, · · · , an, a1, · · · , ai−1),
One has B2 = 0, b ◦B +B ◦ b = 0. Let u be a formal variable of degree 2, and define the
differential
b+ u−1B : Hoch∗(V )[u]→ Hoch∗(V )[u]
by
(b+ u−1B)(α⊗ un) =
{
b(α)⊗ un +B(α)⊗ un−1, if n > 0,
b(α), if n = 0,
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Since A is quasi-isomorphic to C∗(M), it follows by a well-known result of Jones (see [19,
Theorem A] or [11, Theorem 1.5.1, Corollary 1.5.2]) that the equivariant chain complex
CS
1
∗ (LM) is quasi-isomorphic to (Hoch∗(V )[u], b+ u
−1B). Let
Hoch∗(V ) = C ⊕
∞∏
n=1
V ⊗ C[1]⊗n
be the reduced Hochschild complex. Then the reduced equivariant chain complex of LM
and (Hoch∗(V )[u], b + u
−1B) are quasi-isomorphic. On the other hand, note that the
normalized and reduced Hochschild complexes are non-negatively graded, so the bicomplex
(Hoch∗(V )[u], b+u
−1B) lies in the first quadrant. It follows by a standard argument using
filtrations (see [21, Proposition 2.2.14]) that the map
(Hoch∗(V )[u], b+ u
−1B)→ CC∗(C)[1]
α⊗ un 7→
{
B(α), if n = 0,
0, if n > 0,
is a quasi-isomorphism. The gives the desired result. 
Remark 6. The equivariant homology of LM is isomorphic to the direct sum of the reduced
equivariant homology of LM with k[u] (where deg(u) = 2).
Since V is simply-connected, we may replace the direct product in the definition of
Hoch∗(C) by direct sum.
3. Lie bialgebra
3.1. Construction of the Lie bialgebra. In this section, C is the coaugmentation
coideal of a counital coaugmented simply-connected DG open Frobenius algebra V (of
degree m). One can also take C to be V itself. We shall write ± for signs determined by
the usual Koszul convention.
Definition 7 (Lie coalgebra). Let L be a vector space over k. A skew-symmetric map
δ : L→ L⊗ L defines a Lie coalgebra structure on L if
(τ 2 + τ + id) ◦ (δ ⊗ id) ◦ δ = 0 : L→ L⊗ L⊗ L, (6)
where τ is the permutation a⊗ b⊗ c 7→ ±c⊗ a⊗ b, for a, b, c ∈ L. The map δ is called the
cobracket and (6) is called the co-Jacobi identity.
Definition 8 (Lie bialgebra). Suppose (L, { , }) is a Lie algebra and (L, δ) is a Lie coal-
gebra. The triple (L, { , }, δ) defines a Lie bialgebra on L if the following identity, called
the Drinfeld compatibility, holds:
δ{a, b} = {id⊗ a+ a⊗ id, δ(b)}+ {δ(a), id⊗ b+ b⊗ id}. (7)
If moreover, { , } ◦ δ : L → L vanishes identically, the Lie bialgebra (L, { , }, δ) is called
involutive.
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Let L :=
(
CC∗(C)[1]
)
[m−2] = CC∗(C)[m−1], where CC∗(C) is defined in the previous
section. We shall write elements of L in the form N([a1| · · · |an]), where ai ∈ C[1] for
i = 1, · · · , n.
Define on L the following two operators:
{ , } : L⊗ L→ L by
{α, β} :=
∑
i,j
±ε(ai · bj)N([ai+1| · · · |an|a1| · · · |ai−1|bj+1| · · · |bm|b1| · · · |bj−1]) (8)
and δ : L→ L⊗ L by
δ(α) :=
∑
i<j
±ε(ai · aj)N([a1| · · · |ai−1|aj+1| · · · |an]) ∧N([ai+1| · · · |aj−1]), (9)
for any homogeneous α = N([a1| · · · |an]), β = N([b1| · · · |bm]) ∈ L, where in above ε is the
coaugmentation, and in (9), a∧b means a⊗b−b⊗a, and will also be written as a⊗b−Alt.
Theorem 9. Let L be as above. Then (L, { , }, δ) forms an involutive DG Lie bialgebra.
The Lie bracket { , } is of degree 0, and the Lie cobracket δ is of degree 2(2− m). The
rest of this section is devoted to the proof of Theorem 9. The proof is divided into several
steps.
3.2. Proof of the DG Lie algebra. The product on V is graded commutative, hence if
we shift the degree of C down by 1, the induced pairing ε(a · b) : C[1]⊗C[1]→ k is graded
skew-symmetric. Therefore the bracket { , } defined by (8) is graded skew-symmetric.
We now show the Jacobi identity: for any α = N([a1| · · · |an]), β = N([b1| · · · |bm]), γ =
N([c1| · · · |cp]) ∈ L,
{{α, β}, γ}
=
∑
i,j,k,l
±ε(aibj)ε(akcl)N([a1| · · · |bj+1| · · · |bj−1| · · · |cl+1| · · · |cl−1| · · · |an]) (10)
+
∑
i,j,k,l
±ε(aibj)ε(bkcl)N([a1| · · · |bj+1| · · · |cl+1| · · · |cl−1| · · · |bj−1| · · · |an]), (11)
Similarly, we have
{{β, γ}, α}
=
∑
i,j,k,l
±ε(bjcl)ε(bkai)N([b1| · · · |cl+1| · · · |cl−1| · · · |ai+1| · · · |ai−1| · · · |bm]) (12)
+
∑
i,j,k,l
±ε(bjcl)ε(ckai)N([b1| · · · |cl+1| · · · |ai+1| · · · |ai−1| · · · |cl−1| · · · |bm]), (13)
and
{{α, β}, γ}
=
∑
i,j,k,l
±ε(clai)ε(ckbj)N([c1| · · · |ai+1| · · · |ai−1| · · · |bj+1| · · · |bj−1| · · · |cp]) (14)
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+
∑
i,j,k,l
±ε(clai)ε(akbj)N([c1| · · · |ai+1| · · · |bj+1| · · · |bj−1| · · · |ai−1| · · · |cp]). (15)
Note that by the cyclic invariance of N , (10) cancels with (15), so do (11) with (12) and
(13) with (14). This proves the Jacobi identity.
We next show that b respects the bracket. It is easy to see that the bracket thus defined
commutes with the internal differential, hence we only check that it commutes with the
external differential. For any α = N([a1| · · · |an]), β = N([b1| · · · |bm]),
b(α) =
n∑
i=1
N([a1| · · · |a
′
i|a
′′
i | · · · |an]), and b(β) =
n∑
j=1
N([b1| · · · |b
′
j|b
′′
j | · · · |bm]).
Therefore,
{b(α), β}
=
∑
i,k,l
±ε(akbl)N([ak+1| · · · |an|a1| · · · |a
′
i|a
′′
i | · · · |ak−1|bl+1| · · · |bm|b1| · · · |bl−1]) (16)
+
∑
i,l
±ε(a′ibl)N([a
′′
i | · · · |an|a1| · · · |ai−1|bl+1| · · · |bm|b1| · · · |bl−1]) (17)
+
∑
i,l
±ε(a′′i bl)N([ai+1| · · · |an|a1| · · · |ai−1|a
′
i|bl+1| · · · |bm|b1| · · · |bl−1]), (18)
{α, b(β)}
=
∑
j,k,l
±ε(akbl)N([ak+1| · · · |an|a1| · · · |ak−1|bl+1| · · · |b
′
j |b
′′
j | · · · |bm|b1| · · · |bl−1]) (19)
+
∑
k,j
±ε(akb
′
j)N([ak+1| · · · |an|a1| · · · |ak−1|b
′′
j | · · · |bm|b1| · · · |bj−1]) (20)
+
∑
k,j
±ε(akb
′′
j )N([ak+1| · · · |an|a1| · · · |ak−1|bj+1| · · · |bm|b1| · · · |bj−1|b
′
j ]), (21)
while
b{α, β}
=
∑
i,k,l
±ε(akbl)N([ak+1| · · · |an|a1| · · · |a
′
i|a
′′
i | · · · |ak−1|bl+1| · · · |bm|b1| · · · |bl−1]) (22)
+
∑
j,k,l
±ε(akbl)N([ak+1| · · · |an|a1| · · · |ak−1|bl+1| · · · |b
′
j |b
′′
j | · · · |bm|b1| · · · |bl−1]). (23)
Note that (17) and (21) cancel, so do (18) and (20). The remaining terms of {b(α), β} +
{α, b(β)} are identical to (22) + (23), which is exactly b{α, β}.
3.3. Proof of the DG Lie coalgebra. The cobracket is skew-symmetric. The co-Jacobi
identity holds due by a similar computation as the Jacobi identity, and so we leave its
verification to the reader.
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Next, we show that b respects the cobracket. As before, we check that the external
differential commutes with the cobracket: by definition,
δN([a1| · · · |an])
=
∑
i<j
±ε(aiaj)N([a1| · · · |ai−1|aj+1| · · · |an])⊗N([ai+1| · · · |aj−1])−Alt,
hence
b(δN([a1| · · · |an])
=
∑
i<j,k
±ε(aiaj)N([a1| · · · |a
′
k|a
′′
k| · · · |ai−1|aj+1| · · · |an])⊗N([ai+1| · · · |aj−1])− Alt(24)
+
∑
i<j,l
±ε(aiaj)N([a1| · · · |ai−1|aj+1| · · · |an])⊗N([ai+1| · · · |a
′
l|a
′′
l | · · · |aj−1])−Alt, (25)
while δ
∑
kN([a1| · · · |a
′
k|a
′′
k| · · · |an]) has not only (24) and (25), but also∑
i,k
±ε(aia
′
k)N(a1| · · · |ai−1|a
′′
k| · · · |an])⊗N([ai+1| · · · |ak−1])− Alt (26)
+
∑
i,k
±ε(aia
′′
k)N([a1| · · · |ai−1|ak+1| · · · |an])⊗N([ai+1| · · · |ak−1|a
′
k])−Alt (27)
+
∑
k,j
±ε(a′iaj)N([a1| · · · |ak−1|aj+1| · · · |an])⊗N([a
′′
k|αk+1| · · · |aj−1])− Alt (28)
+
∑
k,j
±ε(a′′kaj)N([a1| · · · |a
′
k|aj+1| · · · |an])⊗N([ak+1| · · · |aj−1])− Alt. (29)
Since C is a open Frobenius algebra, by the module compatibility (5), (26) cancels with
(29), and (27) cancels with (28), and hence b commutes with the cobracket.
3.4. Proof of the Drinfeld compatibility. Let α = N([a1| · · · |an]) and β = N([b1| · · · |bm]),
and write δ(α) = α(1)⊗α(2) and δ(β) = β(1)⊗β(2).
We have
{α, β} =
∑
i,j
±ε(aibj)N([ai+1| · · · |ai−1|bj+1| · · · |bj−1])
and
δ{α, β}
=
∑
i,j,k,l
±ε(aibj)ε(akal)N([ak+1| · · · |al−1])⊗N([al+1| · · · |ai−1|bj+1| · · · |bj−1|ai+1| · · · |ak−1])
+
∑
i,j,k,l
±ε(aibj)ε(akbl)N([ak+1| · · · |ai−1|bj+1| · · · |bl−1])⊗N([bl+1| · · · |bj−1|ai+1| · · · |ak−1])
+
∑
i,j,k,l
±ε(aibj)ε(alak)N([ak+1| · · · |ai−1|bj+1| · · · |bj−1|ai+1| · · · |al−1])⊗N([al+1| · · · |ak−1])
+
∑
i,j,k,l
±ε(aibj)ε(bkbl)N([bk+1| · · · |bl−1])⊗N([bl+1| · · · |bj−1|ai+1| · · · |ai−1|bj+1| · · · |bk−1])
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+
∑
i,j,k,l
±ε(aibj)ε(bkal)N([bk+1| · · · |bj−1|ai+1| · · · |al−1])⊗N([al+1| · · · |ai−1|bj+1| · · · |bk−1])
+
∑
i,j,k,l
±ε(aibj)ε(blbk)N([bk+1| · · · |bj−1|ai+1| · · · |ai−1|bj+1| · · · |bl−1])⊗N([bl+1| · · · |bk−1])
In above, the second summation and the fifth summation cancel with each other. The
first summation is equal to α(1)⊗{α(2), β}; the third summation is equal to {α(1), β}⊗α(2);
the forth summation is equal to β(1)⊗{α, β(2)}; and the sixth summation is equal to
{α, β(1)}⊗β(2). Thus we obtain the Drinfeld compatibility.
3.5. Proof of the involutivity. Let α = N([a1| · · · |an]), then
δ(α) =
∑
i<j
±ε(aiaj)N([a1| · · · |ai−1|aj+1| · · · |an])⊗N([ai+1| · · · |aj−1])
−
∑
i<j
±ε(aiaj)N([ai+1| · · · |aj−1])⊗N([a1| · · · |ai−1|aj+1| · · · |an]).
By a similar argument as above, one checks that { , } ◦ δ = 0 holds identically.
The above constructions and proofs, except for the compatibilities of the differential with
the Lie bracket and cobracket, are similar to the proof of the Lie bialgebras of Turaev [24],
Chas-Sullivan [9], Hamilton [16] and Schedler [23].
4. Quantization of the Lie bialgebra
4.1. Construction of the Hopf algebra. In this section, we construct a DG Hopf algebra
which quantizes the DG Lie bialgebra of section 3. We follow Schedler [23] closely. We will
also define a new differential in Definition 12 below which is not present in [23].
Definition 10 (Quantization). Let h be a formal parameter. Suppose A is a Hopf algebra
over k[h]. We say A quantizes the Lie bialgebra (L, { , }, δ) if there is a Hopf algebra
isomorphism
φ : A/hA
∼=
−→ U(L),
where U(L) is the universal enveloping algebra of L, such that for any x0 ∈ L, and any
x ∈ A, φ(x) = x0,
1
h
(∆(x)−∆op(x)) ≡ δ(x0) mod h,
where ∆op is the opposite comultiplication of A.
Definition 11. Let CH := C ⊗k k[µ, µ
−1], where µ is a formal variable (of degree 0). We
shall write an element a⊗ µu ∈ CH as (a, u) and call u ∈ Z the height of (a, u).
Let Ĥoch∗(CH) be the graded vector space
⊕∞
n=0CH⊗CH [1]
⊗n, and denote by ĈC∗(CH)
the subspace of cyclically invariant elements in Ĥoch∗(CH). Let
LH :=
(
ĈC∗(CH)[1]
)
[m− 2] = ĈC∗(CH)[m− 1].
There is a canonical projection LH → L by forgetting the heights in LH (recall L is given
in §3.1). Let SLH be the symmetric algebra of LH .
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Definition 12. Define a differential b on SLH so that on the homogeneous components
it is given by
b
(
N([(a1,1, h1,1)| · · · |(a1,p1, h1,p1)]) • · · · •N([(an,1, hn,1)| · · · |(an,pn, hn,pn)])
)
(30)
:= −
n∑
i=1
pi∑
j=1
± · · · •N([(ai,1, hi,1)| · · · |(dai,j, hi,j)| · · · |(ai,pi, hi,pi)]) • · · · (31)
+
n∑
i=1
pi∑
j=1
∑
(a(i,j))
±N([(a1,1, ĥ1,1)| · · · |(a1,p1, ĥ1,p1)]) • · · · (32)
· · · •N([(ai,1, ĥi,1)| · · · |(a
′
i,j, hi,j)|(a
′′
i,j, hi,j + 1)| · · · |(ai,pi, ĥi,pi)]) • · · · (33)
where in (32) and (33), for all (i′, j′) 6= (i, j),
ĥi′,j′ =
{
hi′,j′ if hi′,j′ ≤ hi,j
hi′,j′ + 1 if hi′,j′ > hi,j.
(34)
Remark 13. In the above definition, we assign a′i,j and a
′′
i,j with heights hi,j and hi,j + 1
respectively, and raise all heights hi′,j′ greater than hi,j to hi,j + 1. The coassociativity of
C implies that b2 = 0.
Let h be a formal parameter of degree 2(m− 2). The differential b on SLH extends to
a differential on the k[h]-module SLH [h]. Consider the subcomplex of SLH [h] which is
spanned by elements whose homogeneous components are of the form:
N [(a1,1, h1,1)| · · · |(a1,p1, h1,p1)]) • · · · •N([(ak,1, hk,1)| · · · |(ak,pk , hk,pk)]), (35)
where all the hi,j are distinct. Denote this subcomplex by S˜LH [h].
Let A˜ be the quotient module of S˜LH [h] defined by identifying any element of the form
(35) with other elements obtained by replacing hi,j with any h˜i,j satisfying hi,j < hi′,j′ if
and only if h˜i,j < h˜i′,j′. Let B˜ be the submodule of A˜ generated by elements of the following
form:
X −X ′i,j,i′,j′ −X
′′
i,j,i′,j′, where i 6= i
′, hi,j < hi′,j′,
and ∄(i′′, j′′) with hi,j < hi′′,j′′ < hi′,j′;
(36)
X −X ′i,j,i,j′ − hX
′′
i,j,i,j′, where hi,j < hi,j′,
and ∄(i′′, j′′) with hi,j < hi′′,j′′ < hi,j′,
(37)
where the X ′ and X ′′ terms are defined as follows: if i 6= i′, X ′i,j,i′,j′ is the same as X except
that the heights hi,j and hi′,j′ are interchanged, while X
′′
i,j,i′,j′ replaces the components
N([(ai,1, hi,1)| · · · |(ai,pi, hi,pi)]) and N([(ai′,1, hi′,1)| · · · |(ai′,pi′ , hi′,pi′ )]) by
±ε(ai,jai′,j′)N([(ai,j+1, hi,j+1)| · · · |(ai,j−1, hi,j−1)|(ai′,j′+1, hi′,j′+1)| · · · |(ai′,j′−1, hi′,j′−1)]);
similarly, X ′i,j,i,j′ is the same as X but with the heights hi,j and hi,j′ interchanged, while
X ′′i,j,i,j′ is given by replacing the component with the following two components
±ε(ai,jai,j′)N([(ai,j′+1, hi,j′+1)| · · · |(ai,j−1, hi,j−1)]) •N([(ai,j+1, hi,j+1)| · · · |(ai,j′−1, hi,j′−1)]).
Lemma 14. Let A˜ and B˜ be as above. Then A˜ is a chain complex and B˜ is a subcomplex
of A˜.
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Proof. It is clear that b is well-defined on A˜, and so A˜ is a chain complex. We have to
check that B˜ is a subcomplex of A˜.
The equivalence relation (36) only involves operations on two components in the elements
of S˜LH [h], so without loss of generality, we may assume
X = N([(a1, 2h1)| · · · |(an, 2hn)]) •N([(b1, 2g1)| · · · |(bm, 2gm)]).
Suppose that in X , the heights 2hi and 2gj satisfy condition (36). Then
X −X ′ −X ′′
= ±N([(a1, 2h1)| · · · |(an, 2hn)]) •N([(b1, 2g1)| · · · |(bm, 2gm)])
∓ N([(a1, 2h1)| · · · |(ai, 2gj)| · · · |(an, 2hn)]) •N([(b1, 2g1)| · · · |(bj , 2hi)| · · · |(bm, 2gm)])
∓ ε(aibj)N([(ai+1, 2hi+1)| · · · |(ai−1, 2hi−1)|(bj+1, 2gj+1)| · · · |(bj−1, 2gj−1)]).
Therefore
b(X) =
∑
k 6=i
±N([· · · |(a′k, 2hk)|(a
′′
k, 2hk + 1)| · · · ])⊗N([· · · |(bl, 2gl)| · · · ]) (38)
+
∑
±N([· · · |(a′i, 2hi)|(a
′′
i , 2hi + 1)| · · · ])⊗N([· · · |(bl, 2gl)| · · · ]) (39)
+
∑
l 6=j
±N([· · · |(ak, 2hk)| · · · ])⊗N([· · · |(b
′
l, 2gl)|(b
′′
l , 2gl + 1)| · · · ]) (40)
+
∑
±N([· · · |(ak, 2hk)| · · · ]⊗N([· · · |(b
′
j , 2gj)|(b
′′
j , 2gj + 1)| · · · ]), (41)
b(X ′) =
∑
k 6=i
±N([· · · |(a′k, 2hk)|(a
′′
k, 2hk + 1)| · · · ])⊗N([· · · |(bj , 2hi)| · · · ]) (42)
+
∑
±N([· · · |(a′i, 2gj)|(a
′′
i , 2gj + 1)| · · · ])⊗N([(· · · |(bj , 2hi)| · · · )]) (43)
+
∑
l 6=j
±N([· · · |(ai, 2gj)| · · · ])⊗N([· · · |(b
′
l, 2gl)|(b
′′
l , 2gl + 1)| · · · ]) (44)
+
∑
±N([· · · |(ai, 2gj)| · · · ])⊗N([· · · |(b
′
j , 2hi)|(b
′′
j , 2hi + 1)| · · · ]), (45)
b(X ′′) =
∑
k 6=i
±ε(aibj)N([· · · |(a
′
k, 2hk)|(a
′′
k, 2hk + 1)| · · · ]) (46)
+
∑
l 6=j
±ε(aibj)N([· · · |(b
′
l, 2gl)|(b
′′
l , 2gl + 1)| · · · ]). (47)
It is plain that both (38)− (42)− (46) and (40)− (44)− (47) are contained in B˜. To see
that (39)+(41)−(43)−(45) is also contained in B˜, we introduce the following interpolating
terms:
∑
±N([· · · |(a′i, 2hi)|(a
′′
i , 2gj)| · · · ])⊗N([· · · |(bj , 2hi + 1)| · · · ]), (48)∑
±ε(a′′i bj)N([(ai+1, 2hi+1)| · · · |(a
′
i, 2hi)|(bj+1, 2gj+1)| · · · |(bj−1, 2gj−1)]), (49)∑
±N([· · · |(a′i, 2hi)|(a
′′
i , 2gj + 1)| · · · ])⊗N([· · · |(bj , 2gj)| · · · ]), (50)
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±ε(a′ibj)N([(a
′′
i , 2gj + 1)| · · · |(ai−1, 2hi−1)|(bj+1, 2gj+1)| · · · |(bj−1, 2gj−1)]), (51)∑
±N([· · · |(ai, 2gj)| · · · ])⊗N([· · · |(b
′
j , 2hi)|(b
′′
j , 2gj + 1)| · · · ]), (52)∑
±ε(aib
′
j)N([(ai+1, 2hi+1)| · · · |(ai−1, 2hi−1)|(b
′′
j , 2gj + 1)| · · · |(bj−1, 2gj−1)]), (53)∑
±N([· · · |(ai, 2hi + 1)| · · · ])⊗N([· · · |(b
′
j , 2hi)|(b
′′
j , 2gj)| · · · ]), (54)∑
±ε(aib
′′
j )N([(ai+1, 2hi+1)| · · · |(ai−1, 2hi−1)|(bj+1, 2gj+1)| · · · |(b
′
j, 2hi)]). (55)
One has
(39)− (48)− (49) ∈ B˜, (41)− (52)− (53) ∈ B˜,
(50)− (43)− (51) ∈ B˜, (54)− (45)− (55) ∈ B˜.
Moreover,
(48) = (50), (52) = (54), (49) = −(53), (51) = −(55).
Hence, (39) + (41)− (43)− (45) ∈ B˜.
By a similar argument, the subspace spanned by elements of the form X −X ′− hX ′′ in
(37) is also stable under b, and therefore B˜ is a subcomplex of A˜. 
Theorem 15. Let A = A˜/B˜. There is a DG Hopf algebra structure on A, which quantizes
the DG Lie bialgebra (L, { , }, δ) of Theorem 9. Moreover, A is isomorphic to U(L)[h] as
k[h]-modules.
The proof of the above theorem is given in the following subsections.
4.2. Proof of DG algebra. For any two elements X,X ′ ∈ A, define the product of X
and X ′ as follows: suppose X,X ′ are both represented by elements of the form (35); let
X ′′ be the element which is the same as X ′ but with the corresponding heights replaced
by 1 + maxi,j,i′,j′(hi,j(X) − hi′,j′(X
′)), where hi,j(X) are the heights in X and similarly
hi′,j′(X
′) are the heights in X ′. Thus, X ′′ is obtained from X ′ by shifting the heights of
the latter such that its heights are larger than those of X . The product of X and X ′ is
defined to be X • X ′′. It is easy to see that this is well-defined, and commutes with the
boundary b.
4.3. Proof of DG coalgebra. For an element X in the form of (35), let
P := PX := {(i, j) | 1 ≤ i ≤ k, 1 ≤ j ≤ pi}.
If (i, j) ∈ P , we let
(i, j) + (0, 1) =
{
(i, j + 1) if j < pi,
(i, 1) if j = pi,
Let n be an integer greater than or equal to 2. Now let I be any subset of P such that #I
is even, and let φ : I → I be an involutive, fixed point-free map, where by being involutive
we mean φ2 = id. We call (I, φ, f) a n-labeling of X if
f : P → {1, 2, · · · , n}
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is a map such that:
f(i, j) =
{
f((i, j) + (0, 1)), if (i, j) /∈ I;
f(φ(i, j) + (0, 1)), if (i, j) ∈ I,
(56)
and
f(i, j) > f(φ(i, j)) if and only if hi,j > hφ(i,j), for (i, j) ∈ I. (57)
For an n-labeling (I, φ, f), let q : P → P be given by
(i, j) 7→
{
(i, j) + (0, 1), if (i, j) /∈ I,
φ(i, j) + (0, 1), otherwise,
and define
g : P\I → P\I
by the following: for (i, j) ∈ P\I, let g(i, j) be the first element not in I under the iterations
of the map q. Since q is a permutation of the finite set P , g is well-defined.
Suppose the orbits of P under iterations of q is {Q1, · · · , Qw}. Then f descends to a map
f̂ : {Q1, · · · , Qw} → {1, · · · , n}, where f̂(Qm) = f(i, j) for any (i, j) ∈ Qm, 1 ≤ m ≤ w.
Similarly, suppose the orbits of P \ I under iterations of g is {P1, · · · , Pl}. Then f
descends to a map f¯ : {P1, · · · , Pl} → {1, · · · , n}, where f¯(Pm) = f(i, j) for any (i, j) ∈ Pm,
1 ≤ m ≤ l. Suppose Pm (1 ≤ m ≤ l) is the orbit of (i, j) under g; then we define an element
Xm ∈ LH by
Xm = N([(ai,j , hi,j)|(ag(i,j), hg(i,j))| · · · ]).
Let 1 ≤ i ≤ n. Now define an element X
(i)
(I,φ,f) in A by
X
(i)
(I,φ,f) =


1 if f−1(i) = ∅,
0 if #(f¯−1(i)) < #(f̂−1(i)),
Xi1 • · · · •Xir if #(f¯
−1(i)) = #(f̂−1(i)) and f¯−1(i) = {Pi1 , · · · , Pir}.
The n-fold coproduct of X is defined by
∆n(X) :=
∑
I,φ,f
ε(I,φ,f) h
(I,φ,f)X
(1)
(I,φ,f) ⊗ · · · ⊗X
(n)
(I,φ,f),
where
ε(I,φ,f) =
∏
{(i,j)∈I | f(i,j)<f(φ(i,j))}
ε(ai,j · aφ(i,j))
and
h(I,φ,f) = h(#I−2k+2l)/4.
Define ∆ := ∆2. The following lemma yields the DG coalgebra on A:
Lemma 16. Let ∆n and ∆ be defined as above. Then
(i) ∆n is well-defined.
(ii) ∆ is coassociative.
(iii) b commutes with ∆.
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Proof. (i) To check that it is well-defined, one has to verify that if X˜ ∈ B˜, then ∆n−1(X˜) ∈
n−1∑
i=1
id⊗i−1⊗ B˜⊗ id⊗n−i. The proof of this is completely similar to [23, §3.5] (by considering
a quiver in [23] with just one vertex); we omit the details.
(ii) The proof is similar to [23, §3.7]. We have
(∆⊗ id) ◦∆ = ∆3 = (id⊗∆) ◦∆.
As explained in [23, §3.7], one can group the labelings 1 and 2 in ∆3 into labeling 1
′ and
consider 1′ and 3; this gives the first identity. Similarly, grouping the labelings 2 and 3
together into 2′ and considering 1 and 2′ gives the second identity.
(iii) The proof is by a direct verification similar to the proof for the DG Lie coalgebra. 
4.4. The Hopf identity. The proof is similar to [23, §3.8]. For any X, Y ∈ A,
∆(XY ) = ∆2(XY )
=
∑
2-labelings ofXY
(XY )′ ⊗ (XY )′′
=
∑
2-labelings ofX and of Y
X ′Y ′ ⊗X ′′Y ′′ +
∑
φ(I∩PX)∩PY 6=∅
(XY )′ ⊗ (XY )′′.
The last summation is over all 2-labelings (I, φ, f) of XY such that φ(I ∩ PX) ∩ PY 6= ∅.
However, in the product XY , the heights of Y are all greater than that of X , and if the
set φ(I ∩ PX) ∩ PY is nonempty, then by (56) and (57), one has
0 =
∑
(i,j)∈PX
f(i, j)− f
(
(i, j) + (0, 1)
)
=
∑
{(i,j)∈I∩PX |φ(i,j)∈PY }
f(i, j)− f
(
(i, j) + (0, 1)
)
< 0,
a contradiction. Hence, ∆(XY ) = ∆(X)∆(Y ).
Remark 17. The antipode map S : A→ A is defined by replacing the heights hi,j in X by
−hi,j, and then multiplying by (−1)
#(PX). See [23, §3.9].
4.5. Proof of the quantization. Let BC be a basis for C. Let
BL := {N([a1| · · · |an]) ∈ L | ai ∈ BC for all i}.
Then BL is a basis for L. Let SL be the symmetric algebra for L and
BSL := {x1 • · · · • xk ∈ SL | xi ∈ BL for all i}.
Then BSL is a basis for SL. Suppose x ∈ BSL is the element
N([a1,1| · · · |a1,p1]) • · · · •N([ak,1| · · · |ak,pk ])
where ai,j ∈ BC for all i, j. Then we fix an element Y (x) ∈ A˜ of the form (35) where the
sequence h1,1, . . . , hk,pk is a permutation of 1, 2, . . . ,#PY (x). Let Y¯ (x) := Y (x) + B˜ ∈ A.
Theorem 18. The set
BA := {Y¯ (x) ∈ A | x ∈ BSL}
is a basis for A over k[h].
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We refer the reader to [23, Corollary 4.2] for the proof of Theorem 18. (An alternative
proof can also be given following the proof of the usual PBW Theorem for universal en-
veloping algebras of Lie algebras given, for example, in [5, §9.2].) It follows from Theorem
18 and the PBW Theorem for L that A is isomorphic to U(L)[h] as k[h]-modules.
Note that any element of L has a canonical lifting to an element of A/hA since by
(37) the heights do not matter. Thus, there is a natural map L → A/hA. By (36), this
map induces a homomorphism ι : U(L) → A/hA. It follows by Theorem 18 that ι is an
isomorphism of DG Hopf algebras.
Let x = N([a1| · · · |an]) ∈ L, and assume without loss of generality that its lifting X ∈ A
is represented by N([(a1, 1)| · · · |(an, n)]). From the definition of ∆, we have
∆(X) = 1⊗X +X ⊗ 1
+ h
∑
i<j
±ε(aiaj)N([(a1, 1)| · · · |(ai−1, i− 1)| · · · |(aj+1, j + 1)| · · · |(an, n)])
⊗N([(ai+1, i+ 1)| · · · |(aj−1, j − 1)]) + higher order terms.
It follows that
δ(x) ≡
1
h
(∆(X)−∆op(X)) mod h.
4.6. Proof of Theorem 1. (i) If (L, d) is a DG Lie algebra, then its universal enveloping
U(L) with the induced differential is a DG Hopf algebra; denote the induced differential by
b. We have H∗(U(L), b) is the enveloping algebra of H∗(L, d) (see Quillen [22, Appendix,
Proposition 2.1]). Therefore, by Theorems 9 and 15, H∗(A, b) quantizes the Lie bialgebra
HC∗(C)[m− 1].
(ii) This is immediate from Theorem 5 and Theorem 1 (i) .
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