On the Web, hyperlinks have been used both to assess the impact of academic Web sites and to trace aspects of online informal scholarly communication. They are also used in Web information retrieval algorithms to identify important pages and to cluster pages by topic, both of which help in ranking search engine results. In this paper we investigate a type of link that is of particular interest for all of these applications: one that crosses subject boundaries. We took a sample of 586 linked pairs of domains in different UK academic sites, and extracted those that represented different subjects, resulting in 52 pairs of domains with different subjects. These were then grouped by the type of relationship between the source and target page. Over a third of the links formed a scholarly connection between similar subjects, but in 8% of cases dissimilar subjects also had a scholarly connection. Additionally, higher education teaching links were seen to form an extensive crossdisciplinary network, accounting for 19% of the links. A significant number of links (12%) also targeted non-subjectspecific general resources. The results suggest that mapping disciplinary collaboration on the Web should be feasible but that this process and topic identification in academic Webs would both be helped by the prior removal of key higher education teaching and popular general pages from the data set. These, and computing pages to a lesser extent, play a role more pernicious than 'stop words' in traditional information retrieval. The conclusions are of a qualitative rather than quantitative nature because of the small effective sample size, so an initial set of thousands of links would be required to remedy this.
Why do web sites from different academic subjects interlink?
Introduction
Information scientists have devoted considerable effort to tracking scholarly communication between and within disciplines [1] [2] [3] [4] [5] [6] [7] [8] [9] . Perhaps the most ambitious project is the attempt to map the whole of science through the use of citations in journal articles [10] . This is a practical possibility only because of the existence of a huge database of citations maintained by the Institute for Scientific Information (ISI) and used in various commercial products for researchers.
In the era of the Web, with considerable use being made of online publishing by academics [11, 12] , it is now conceivable that information flows between disciplines can also be tracked outside of the formal publication environment. Informal scholarly communication occurs at many levels and it would be interesting to see if new insights into its patterns could be obtained through an analysis of the Web, particularly if the results were significantly different to similar bibliometric exercises. A logical choice of medium through which to track inter-disciplinary communication is hyperlinks because of their structural similarity to citations and the relative ease of accessing information about them [13] . A more sophisticated approach, perhaps using text analysis to identify when a Web page from one subject mentioned another would be considerably more complex [14, 15] , but could be pursued if preliminary work indicated that the information to be gleaned would be of sufficient value.
There are also two structural reasons why investigations that were previously in the realm of bibliometrics may need to incorporate a Web element. The first is the increasing publishing of scholarly content on the Web, pushed by a long-term vision of the advantages that this will bring [11] . In some disciplines, such as theoretical physics and astrophysics [12, 16] open access online publishing has become the norm, with preprint archives offering instant world-wide access to new work. The finding that, in computer science, articles on the Web are the more highly cited ones [17] may fuel this drive. The second structural reason is a deep rooted and long-term shift in the nature of scholarly activity. According to an influential theory of science, traditional discipline based science is giving way to a different mode of knowledge production [18] . In the new 'Mode 2 Science' knowledge creation is problemdriven, interdisciplinary and includes people outside of academia. This creates problems for those who wish to track scholarly activities through bibliometrics because the outputs of these trans-sectoral collaborations may not be journal articles but may be of varied types, including commercial products. Quality control is not exclusively through peer review but can also include 'a diverse range of intellectual interests as well as other social, economic or political ones' [18, p. 8] . To track this new mode of knowledge production will take a variety of new approaches, with candidates including patent citation analysis [19] and the Web, which is also a potentially useful source of information in this context for tracking patterns of communication not only within academia but also in the wider society [20] [21] [22] . This has been one of the motivating factors for the funding of three major European Union research projects that have investigated the creation of Webbased indicators [23] [24] [25] . Current calls for major funding initiatives to support electronic collaborative research such as that from a recent National Science Foundation (NSF) [26] Blue Ribbon Advisory Panel call for an annual $1 billion investment in 'Cyberinfrastructure' can only emphasize the need for new metrics to map different aspects of research communication.
It should be noted that the concept of discipline or subject is potentially problematic. In Mode 2 Science multi-disciplinary problem-driven research, the boundaries between subjects become blurred and change over time. Moreover, these can be seen as less important than differences between active problems. This is related to the earlier concept of a Research Front [27] , an area of active interest in science that may be identified by common citations. The Institute for Scientific Information provides a Research Front identification service, using a citation-based algorithm. Nevertheless, disciplines as organizational and training units in universities are still central to research.
A different type of reason to study linking across subjects is that some modern information retrieval algorithms rely upon links to find collections of pages with related content [28, 29] and so information about cross-subject linking would be of interest, potentially motivating new approaches for identifying related pages.
In order to begin to investigate interlinking across subject boundaries in academic Web sites, we shall first analyse a random selection of sites that appear to be both connected by links and from different subject areas. The objective will be to discover the typical reasons for such link connections in order to decide (a) whether bibliometric approaches are likely to work on the Web and (b) whether there are types of site that have disruptive link structures that either bibliometric or search engine topic identification approaches could benefit from eliminating from their raw data as part of a preliminary data cleaning phase.
Literature review

Bibliometrics
Citations between journal articles have been the primary objects used in bibliometrics to map patterns of communication within a discipline. Here are two examples. . author co-citation analysis [2] has been used to identify the centrality of authors within a field and to identify coherent subfields; . citations have been used to identify the most important journals within a discipline [30] . Citations are also used to map connections between disciplines. Small's [10] map of science covers all scales from individual subfields to a big interdisciplinary picture. He used a combination of citation measures to assess the similarity of two documents and a drawing heuristic to map the relationships generated into a two-dimensional visualization. In addition to direct citations, three other measures were used by Small. One article is indirectly cited by another if it is cited by a third article that the first cites. Two documents are co-cited by a third document if it cites both of them. Two documents are bibliometrically coupled if there is a third document that they both cite.
Interdisciplinary citations are useful to map science in this way, but also for other purposes. For example they can be used to identify the fields that draw upon, or are drawn upon by, any given discipline [30] . Bibliometric studies that have tackled the issue of subject difference between a citing and cited article have found that this is normally small [31, 32] .
There is a considerable literature on general citer motivations [33, 34] . From this it is clear that only a proportion of citations are exclusively cognitive, drawing upon the ideas of the cited document, but there are many other reasons such as citing a method or procedure, or to give an example [33] . If these reasons transfer to the Web then departments supplying methods or tools may find themselves widely cited by dissimilar subjects. Likely cases for this would seem to include statistics and computing.
Computer science link analysis
A common information retrieval (IR) task is to identify when two documents have similar contents, although this is not necessarily assessed on an academic subject basis. One purpose of this is to more effectively assess the content of an individual document [35] , and another is to cluster similar documents [28] , which also helps in assessing individual documents' content relevancy. For the Web IR task of finding pages that match a user's query, Kleinberg's HITS algorithm [28] was designed to identify pages that were similar in content and connected by links in order to identify pages that appeared to give the most useful information on the topic related to a user's search query. There have also been attempts to generate fast algorithms for clustering, based upon clustering through link structures alone [29] and one variant was applied to UK academic Web sites (based upon unique domain names) and it was found that these were effective in identifying communities of domain-based Web sites despite their overall topology being very densely interlinked [36] . In Web IR, links are also used by search engines for tasks such as finding pages that are similar to a given URL [37] . A good overview of computer science link analysis approaches is given by Henzinger [38] , including approaches such as Google's PageRank, the basic version of which does not include a topic identification aspect [39] . The design of improved algorithms for these applications would clearly be helped by an understanding of the pathological cases, but although there have been generalized approaches to tackling the issue [40] , we could not find any computer science research specifically addressing it.
Clustering of Web pages has also been investigated from a computer-human interaction perspective by those wishing to generate improved interfaces to collections of digital documents [41] [42] [43] .
Webometrics
There has been a significant and sustained interest in Web links by information scientists, driven by analogies with bibliometrics [20, 34, [44] [45] [46] [47] [48] [49] [50] [51] [52] . There is a range of generic problems in gathering and interpreting Web link data [53] [54] [55] , which further research, such as that of this paper, is needed to resolve. A recent paper comparing Webometrics to Social Networks Analysis approaches to link analysis included 151 citations, a majority relating to Webometrics, which indicates the size of the field now [56] .
Most Webometric research has not had a subject focus, although it has been shown that departments within a scientific discipline tend to be well interlinked, and that counts of links to them relate to reputation or research productivity [57] [58] [59] . If departments can be taken as proxies for disciplines then it seems that disciplines do extensively interlink within themselves on the Web, but this does not give any information about interdisciplinary interlinking. The previous research that is most directly related to interdisciplinary linking is that of Bjö rneborn's investigation [60] into techniques for identifying topic drift by tracking links in the online bookmark lists of scientists. Another paper has addressed the opposite issue: finding similar domains through different types of links [61] . It was discovered that pairs of domains that were co-linked had a similar likelihood of having the same subject content as those that were linked or coupled. This was useful information since direct links are relatively rare on the Web.
The issue of reasons for Web link creation has been addressed in various previous papers. Kim [62] found that citation motivations in online journal articles were similar to those in paper equivalents, but extended to include accessibility and media richness issues. Thelwall [50] found that many links between university Web sites were for informal or recreational purposes. The most systematic recent study was that of Wilkinson et al. [63] that classified 414 randomly chosen links between UK university Web sites. It was found that less than 1% were equivalent to journal or conference paper citations, but that the vast majority (over 90%) were created for some reason associated
with scholarly activity. This gives some confidence that links between universities may be used to track a relevant aspect of scholarly activity, and therefore that interdisciplinary linking would be an interesting phenomenon.
Genre on the Web
Most formal scholarly publications appear in a recognisable genre such as the journal article; the conference paper; the research monograph. Although the purpose of each genre and its style varies between disciplines [64] they are relatively easy to identify as coherent entities, even for the non-specialist outsider. The same is not true for the Web. A range of genres co-exist and the lack of centralized quality control means that even recognisable genres such as the personal home page have a very loose and flexible format [65] . The theory of non-literary genres is relatively new [66] and genre identification on the Web is certainly difficult [67] and likely to be error prone. In response to this, previous research that has needed to group Web pages together into larger-scale aggregates has used highly simplified assumptions [68] . Two of these were grouping all pages in the same directory together, and grouping pages hosted by the same domain name together. In academic Webs and particularly the sciences, different departments tend to have their own domain names, and so inter-domain links are the logical choice for an investigation into inter-disciplinary Web issues [58, 59] .
We define a domain-based Web site to be the set of all pages with URLs that share a common domain name. When the context is clear, we will also refer to this concept as simply a domain, or by the domain name itself in specific cases. For example www.scit.wlv.ac.uk is the domain of all pages with URLs having this string as their domain name.
Research questions
This research is of an investigative rather than hypothesis testing nature. Nevertheless, some specific questions have been chosen to give a focus for this investigation, with the third being the principal one.
(1) Are there disciplines that are frequently connected by hyperlinks to others on the Web? (2) Are there disciplines that naturally and frequently pair together on the Web through direct links?
(3) What are the common reasons causing two disciplines to be connected by links on the Web? The questions will be addressed for national academic Webs: collections of the Web sites of all the major university-level institutions within a country. The UK will be used as a case study because of the relative familiarity of the authors with the structure of its educational institutions, an important consideration for the difficult task of subject identification. Note that the restriction to a single country is potentially significant, as international Web links may well have a different character from national ones.
Methods
The overall method was to obtain a random sample of links between pairs of Web sites from different disciplines and then to classify the relationships between source and target pages for each link to get an illuminating typology of common reasons. In order to obtain a sample of link-based connections that cross subject boundaries we used domain-based Web sites as a proxy for discipline-based Web sites, using the definition in the section on genre above. The testing was therefore of pairs of domains in the UK academic Web that were based around different disciplines but were connected by direct links.
Stage 1: identifying a random sample of pairs of linked domains from the UK academic Web
A publicly available database of the link structure of the UK academic Web in June-July 2002 was used for the raw data (cybermetrics.wlv.ac.uk/database/). We used a computer program to select random pairs of linked domains from this database. The main domain of each university was explicitly excluded from the listing since these would never be subject-based. Also, links to a domain within the same university were ignored because these are of little value for our purposes, probably being frequently for internal site navigation. This resulted in a random sample of 586 pairs of domains. The initial aim had been to use 500, but additional pairs were collected in case of problems and as a result of the low numbers of usable pairs found. To put this in perspective, there are 6000 individual Web domains in the source database, other than the university home domains. . We used all of the 68 categories since universities submitted separately to the different categories, even when the descriptions were merged. We decided to use this rather than an existing international classification scheme (e.g. UNESCO [69] ) because it was designed to fit the UK situation, and it is known that national perceptions can be different from the international norm [70] . There are also nation-specific subjects, for example Celtic Studies (UoA 49) that are difficult to fit into international schemes. It is not perfect, however, because its primary aim is to facilitate assessment rather than categorization. For example some categories are very small in terms of research active faculty, with the smallest being Russian, Slavonic and East European Languages (UoA 54), of which a total of 77.3 faculty were submitted to in the whole of the UK. Others are much broader, such as Computer Science (UoA 25). The one with the largest group of active faculty was Business and Management Studies (UoA 44, 2554.65 active faculty in the UK).
The first researcher completed the categorization process by visiting each site and for schools and departments following their research links to find the main kind of scholarly activities carried out by faculty. The emphasis on research is driven by the finding that most academic Web links between UK university sites are related to scholarly activities [63] . Domains with non-subject specific content, including careers sites, libraries, museums and institutional collections of faculty pages were classified as 'general'. Each other domain was given up to three numerical codes corresponding to subject coverage, as identifiable from the domain home page and research links following from it. Sites with coverage spanning more than three domains were also classified as general. This group was very small, with only 28 cases, which typically were Web sites of whole faculties.
The categorization was not always straightforward. In addition to the standard problems endemic to any classification process, there are particular problems with genre fluidity in hypertexts. Moreover, the use of the research information link (when present) resulted in entities with the same name having different classifications. For example a department of Mathematics could be classified with any or all of the three mathematical categories
In one extreme case, a School of Computing (Staffordshire) had submitted to three non-computing RAE panels, but not Computer Science. In this case we used a Computer Science classification. The classification process is clearly both error-prone and an oversimplification. It is almost certain that we will have missed some classifications, particularly when an entity conducts interdisciplinary research.
Two particularly troublesome areas were Education and Educational Technology. We decided to classify initiatives for the creation of subject-specific education resources as Education (68) in addition to the subject code. We did not classify educational technology as involving Computer Science (25) because typically the computing component was not the research element.
Stage 3: identifying pairs of domains with different subject content
The classifications were used to identify pairs of domains which were interlinked but which had different subject content. In order to qualify, neither of the pair of domains could be classified as having general content and their subject classifications should not overlap. This resulted in 52 pairs of domains. In order to later categorize the inter-subject links between the pairs of domains, the URLs of the pages containing the individual links creating the connection between domains were extracted from the original database using a specially written program. with relatively new information objects, such as Web domains [50, [71] [72] [73] , its subjectivity being a necessary evil. This is not a typology of creation motivations, but of manifest subject relationships.
In the few cases where there was more than one link between sites, a link was chosen at random for classification. Note that the sample of pairs of domains with different subject content is a random selection from the sample space of pairs of domains but that the sample of links classified is not a random sample of links, because of not classifying multiple links between pairs of sites, and because of not choosing links at random, just the pairs of domains. This research design decision was based upon findings from Alternative Document Model studies [68, 72, 73] , in particular the finding that individual pairs of domains could have tens of thousands of automatically created links between them. A truly random selection of links would therefore include many automatically generated links of this kind and not give useful results, and so it is better to randomly select the pairs of domains. Nevertheless, the sample is likely to be biased in favour of subjects that use the Web more, because these are more likely to have separate domain names.
Stage 5: verification of the link typology
In order to verify the typology, the same links were reclassified by two further researchers (the second and third authors) guided by the description of the categories produced in the typology creation stage. The final results were based upon a consensus approach that involved revisiting the cases where there was not an agreement and resolving on a categorization. This is a simple Delphi-type consensus method [74] rather than a content analysis approach [75] [76] [77] [78] . Our method has the advantage of high validity but low reliability compared to a typical content analysis approach. The low reliability is due to the inherently subjective nature of the judgements made, but the high validity is a result of not having to measure simple phenomena, often a necessary step to obtain a satisfactory degree of inter-coder consistency on the Web [78] . We considered using content analysis for triangulation, but it was not possible because it requires an abundance of spare data on which to train the coders and develop the final categories.
Stage 6: interpretation of results
Despite the 521 classifications required to distil out this data, the numbers for the typology were still too small for statistical analyses, and so the interpretation of results had to be of a qualitative nature, arguing from the particular to the general. The numbers reported are still important, however, as the point is to identify types of relationship that are not rare. This is therefore a mixed mode study in a pragmatic paradigm, using the terminology and theoretical perspective of Tashakkori and Teddlie [79] . The data produced is also limited, coming from only one country and from a clustering typology that is exploratory and not backed by an underpinning theory. The analysis is, therefore, rather speculative in nature, with a much larger classification exercise being needed to improve on this position.
Results
Question 1: linked discipline representation on the Web
The main results of this paper concern the link typology, but we also present the results of the subject classification exercise and information about the spread of subjects in the UK to serve as useful supporting information, enabling the main results to be interpreted in an appropriate context. Figure 1 summarizes the results of the subject classification exercise. It includes multiple classifications for single domains and does not include domains recorded as not being subject based. Exact numbers and UoA descriptions are given in Table 1 . The graph is useful to give an overall impression of the spread of domains, and note that similar UoAs tend to be close together. Unsurprisingly, there is a spike in the graph at RAE category 25, Computer Science. The distribution is clearly highly uneven, with many disciplines not being represented at all in our sample, perhaps because they make little use of the Web or are not well connected by links. This would be in line with previous research that found highly uneven intra-disciplinary interlinking practices between disciplines, for example Chemistry departments being highly interlinked but History departments mainly being not interlinked at all [59] .
For comparison purposes, Fig. 2 illustrates the total faculty submitted by UK universities to the RAE, an estimate of the total UK research active faculty in each category (exact numbers are available in Table 1 ). The spread here is clearly still uneven, but there are major differences between the two graphs. Most notably, Computer Science does not dominate the UK in the second graph. To confirm this we applied a Chi square Why do web sites from different academic subjects interlink? The difference between categories was found to be significant at the 0.1% level, with Physical Sciences and Engineering having a higher than expected and the rest a lower than expected Web presence. Figure 3 combines the previous two to show the spread of high and low impact subjects, relative to their size and Table 1 Clearly from Table 1 and Fig. 3 , some subjects are almost invisible on the Web whereas others, mainly maths and the sciences have a disproportionately high online impact. Some of the results may be assigned to classifier errors. The classification by subject was a simplistic process that did not involve visiting all pages on each site and so information will have been missed. In particular, Law and Accounting and Finance are often inside Business schools, and may have been hidden as a result. Similarly, Nursing and Pharmacy may have been missed in large medical schools. Nevertheless it is fair to conclude that these subjects seem to have little overt impact on the Web.
These findings are important to help interpret the spread of interdisciplinary links because higher online impact subjects would be expected to be more associated with all types of links, on average. As a final point, it is ironic that media and communication studies are apparently invisible on the Web. Table 2 gives information about common subject pairings to address the second research question. The numbers add up to more than 52 because of the replicated categorizations. A domain classified as 21 and 22 that was paired with one classified as 68 would count as one (21, 68) pairing and one (22, 68) pairing. Maths sites in particular were commonly categorized using all three of the mathematical codes. We considered using a part counting approach -i.e. if a domain was classified as both Physics and Pure Maths then score half for each -but rejected this because we wanted to base the final recommendations on the total number of domains with a significant component of each subject.
Question 2: disciplinary pairings
The triple mathematical codes have helped this subject area to be heavily represented in the table, as it is on the general Web. Table 2 is dominated by the relatively high impact subjects, primarily computing, as would be expected from Fig. 1 and Table 1 . The sciences are also heavily represented. Perhaps the biggest anomaly is the set of pairings with Education, however, since this subject is not a science but is paired with two sciences, Business and Psychology. Of these, Psychology seems to be the only one with a natural cognitive connection, although Business and Management Studies is also classified as a Social Science. Table 3 gives the typology generated for the links and summarizes the results. The list of link URLs and classifications is given in Table 4 in Appendix 1. The results in Table 4 can be used to clarify the categories, and more information is also given in the discussion. Similar subject. This was the most common link category. Subject boundaries are artificial constructs by nature with fluid and ill-defined boundaries. The categorization of subjects as 'similar' is highly subjective and not backed up by theory. Some UK computing schools combine computing and electronic engineering, whereas others combine electronic with other types of engineering. This shows the co-existence of different notions of similarity in practice. Link 15 in Table 4 was part recreational, part academic, an General educational. Many of the links were related to aspects of higher education teaching. Two crosssubject links were used to illustrate appropriate uses of educational technology in teaching. For these, the form was being indicated rather than the subject content of the target. The education-related links Table 3 . The linking categories, descriptions and results
Question 3: the link typology
Category
Description Number 4 Similar subject The two subjects were perceived to be similar and the link was created because of a subject connection
(37%)
1 General educational Primarily related to teaching in higher education 10 (19%) 6 General resource
The link related to the use of a non-subject specific general resource on the target Web site 6 (12%) 5 Multidisciplinary
The two subjects were perceived to be dissimilar but the link was created because of a subject connection 4 (8%)
2 Computing help Primarily related to the use of computing technology in a non-computing subject area, without a research element 3 (6%)
3 Subject help The link target subject was providing information used by the source but without a research element 2 (4%)
7 Library/museum The connections were between library or museum pages 2 (4%) 8 Recreational
The link was associated with recreational material 2 (4%) 9 Other
Not classified in any of the above groups 4 (8%) were typically divorced from subject content and so particularly troublesome for automatically identifying clusters of domains by subject.
General resource. Several of the links were to very general information pages hosted by what were otherwise predominantly subject-specific domains. The targets included area maps and clickable maps of all UK universities. An example was a page that linked to a UK university clickable map from the word 'UK' in the address of the academic whose personal page it was. We speculate that this kind of link will become less frequent as personal pages become more uniform and professional.
Multidisciplinary. There were links between subjects that we could not conceive as being similar. The most extreme example was a link from the Sea Mammal Research Unit to a maths domain, created because the page owner had received a degree in mathematical zoology. This illustrates that there are potential points of common interest between most pairs of subjects. In fact there are many research centres that strive for this kind of diversity and explicitly claim to be multidisciplinary.
Computing help. We had speculated at the start that computing technology was being increasingly used throughout academia in research projects and that there would therefore naturally be connections to computing throughout the academic Web. This was present, but at a relatively low level. Computing pairings typically had a cognitive dimension rather than being a case of simply using a computing resource in another subject. This would result in a different category being used.
Subject help. This was a multidisciplinary category where the product of one subject was being used in another, in a similar way to that described above for computing. For example, in one case a non-statistics subject was using a statistics-teaching tutorial.
Library/museum. Only one of the links was libraryrelated and this was from a page listing and linking to a large number of UK libraries. Clearly libraries are useful in any subject. One link (number 2) was part of the massive virtual library project that is distributed around the Web and put together by volunteers. This particular section was of links to museums on the Web, which appeared to be a hobby of the computer scientist list maintainer.
Recreational. Three pages were classified as recreational, illustrating that academics publish pages unrelated to their work. One was unambiguously recreational, concerning a TV programme.
Other. In this category were four very different types of link.
6. Discussion
Question 1: linked discipline representation on the Web
The results from the subject categorization, whilst not throwing up any real surprises, represent a categorization process conducted by one researcher with only limited visits to each domain. As a result these categories are of the apparent (overt) subject content of each domain, rather then their actual subject content. Also, the results do not distinguish between domains that are the source of links and those that are the target of links, or both. The only qualifying characteristic is linking to or from a domain on another UK university Web site. Nevertheless, the differences between disciplines are consistent with previous research on patterns of disciplinary Web linking and sufficiently great to be believable. There clearly are disciplines that are connected better on the Web than others, even after accounting for the size of the discipline in active faculty numbers.
Question 2: disciplinary pairings
It is clear from Table 2 that there are subjects that are commonly linked to others on the Web. The principal one is Computer Science, but Maths, Physics and several other sciences also figure. The dominance of Computer Science may well come from its dominance of the academic Web generally (Fig. 1) , which is only partly due to its size (Figs 2 and 3 ). Note that this data is only for domains connected by pairs of inter-site links and is therefore not a representative sample of the Web. It is more representative of what might be called the linked Web.
Aside from maths and the sciences, which seem to pair naturally with each other, Education stands out as pairing with dissimilar subjects and being unusually well represented for a social science.
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Question 3: the link typology
From the perspective of identifying similar Web domains by academic content, all categories except 'similar subject' are problematic, and even this category is highly undesirable for algorithms wishing to identify just one subject precisely. However, the similar subject problem is unavailable since disciplines do not in reality split up into neat groups, the borders between them are both blurred and fluid. The relatively high number of similar subject links is a promising indicator for another hyperlink application, however: the mapping of subjects on the Web.
One of the objectives of identifying types of interdisciplinary links was to see if there were identifiable types that were frequent and undesired with a view to recommending approaches to deal with them. Highest on the list of this type are the Education-related. Ten of the links were due to teaching in higher education. This is something that all subjects have in common: they train undergraduates. Increasingly, this teaching is becoming coordinated, particularly through national educational technology initiatives. These are often subject-based but the initiatives create Web sites to disseminate information and resources, which are often of value to those outside the discipline. The high score for the second category is therefore in part a tribute to the effectiveness of the UK government's teaching technology initiatives. Nevertheless, these links are highly problematic from a topic identification perspective and so should be given special consideration in clustering algorithms. This may involve specifically excluding higher education teaching sites before applying the clustering algorithm.
A similar argument for special treatment goes to any of the other categories to the extent that it is (a) practical and (b) worthwhile. This applies to some extent perhaps to all the categories except multidisciplinary, since this one is too general to be useful. For example the general resource category could lead to the identification of particular resources that are commonly the subject of interdisciplinary links, and these could be excluded on a case-by-case basis. So in some cases entire classes of page types could be removed, whereas others might require the manual identification of individual problem pages. Note that at least two pages of this type occur in the top 100 most commonly targeted UK academic pages [80] .
Conclusions
The main three questions of this study have now been addressed, although the small numbers involved and the potential bias imposed by the domain selection mechanism mean that the quantitative findings must be treated with caution. Moreover, it is important to reiterate that the study is of a single country, and findings from other countries and for international links may be different.
(1) Computer Science, Maths and the sciences generally are more interlinked than other disciplines. (2) Some pairs of disciplines are frequently interlinked on the Web. Computer Science is the most popular partner, but the sciences commonly interlink, as does Education with a range of other subjects. (3) There is a range of reasons why a pair of domains based in different subjects could be interlinked. It was not surprising that similar subjects were often interlinked, giving hope that a map of science type of activity would be feasible for academic Web domains. The vast majority of links served some academic purpose and so tracking interdisciplinary connections through hyperlinks would seem to be a feasible project. The algorithm for this would need to take into account occasional links between completely different subjects, but this has the potential to give a rich picture of online connections since so few seem to be completely unrelated to research. For those wishing to cluster domains by subject, eliminating education domains first would make this process easier. There was also evidence that the elimination of computing domains, if practical, would also provide some help. Links to general resources could also be profitably removed. These could probably be frequently identified by abnormally high inlink counts. Bookmark lists were also identified as a particular problem due to their length and multiple purposes. These could probably usefully be eliminated before clustering. All of these types of pages play a role more pernicious than 'stop words' in information retrieval. Stop words are normally excluded from text matching algorithms because they convey no semantic information through being too frequent, but the links described here actively disrupt the clustering process. In summary, domain clustering for academic Webs will be more powerful if certain preliminary steps are taken to clear the data. This has potential applications in Web information retrieval, HCI and cybermetrics.
