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I. INTRODUCTION 
The Poincare-Bendixson Theorem states that solutions of second 
order autonomous differential equations (and, more generally, systems 
of two first order equations) which are bounded in phase space and 
tend to no critical point must tend to a closed cycle as time increases. 
We approach here the question of whether this result holds for third order 
equations, and show by an example that the answer is negative. (The 
question is trivially answered in the negative for systems of three first 
order equations and for equations of higher order.) 
The example consists of constructing a single third order equation 
‘;I = F(x, 1, 2) (1) 
such that, aside from three exceptional orbits, each orbit in the phase 
space approaches an entire surface S, toroidal in shape, as time tends 
to infinity. For each point # lying on S, S contains the entire orbit ‘/p 
passing through $; yp itself is dense in S and almost periodic but not 
periodic. Note that for a surface to contain such orbits it must, like a 
torus, have genus higher than unity; for otherwise the ideas of the 
Poincare-Bendixson Theorem (i.e. the Jordan Curve Theorem) apply 
in the surface. 
For a proof of the PoincarC-Bendixson Theorem, and other background 
material, see Coddington and Levinson [l]. Three papers that discuss 
the existence of a closed cycle for a third order autonomous equation 
are Friedrichs [2], Levinson [3], and Rauch [a]. Levinson [5] is rec- 
ommended as a fascinating paper, although not directly related to the 
present work. 
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II. CONSTRUCTIONS 
In constructing our example, it will be convenient to start from the 
system of three first order equations 
i = 2’ P=Z-Xx, .- 1 5 = Z(n, y, 2). (2) 
Each solution of (2) is indeed the solution of a single third order equation. 
namel! 
. . . 
.2: = Z(x, i-, x + 2) - i. (3) 
It will also be convenient to introduce coordinates more natural 
to a torus than x, y, z. Let 8 denote the negative of the usual angle of 
plane polar coordinates so that 
cos e = qy, sin e = - y/r, (4) 
where r = V-p x + yz. Let R be a positive constant, and define the distance 
p and angle tj b! 
p = V(Y - R)* + z2, (5) 
cos 4 = (Y - R)/p, sin + = zip. (fij 
Thus the equation p = a < R defines a torus whose center line is the 
circle r = R, z = 0 and whose cross section is a circle of radius a ; the 
angle 4 is measured around this circle of radius a. Note that the coordinates 
8, c$, p become ambiguous on the z-axis ; we shall never use them there. 
It is easv to compute that in terms of 8, 4, and p, (2) becomes 
B = 1 _ p cos e sin 4 
R + p cos 4 ’ (74 
fj = ZCOSC$ + sinf3sin2q5, 
P 
VW 
p = (Z - p sin e cos 4) sin 4. (74 
Let &a be a positive constant small compared to R, and let 6 be a 
real number with 161 small compared to E,,. Let g(e) be a smooth function 
defined for 0 < E < R such that &a) = 6 and g(e) = 0 for E outside 
the interval (Q, - IS/, e,, + ISI). Let S(E) denote the toroidal surface 
S(E) : p = E + &) sin2 f$ sin 0. (8) 
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LVe shall use the particular surface 
s = s-(&J : p = Ed + 6 sin2 4 sin e (9) 
as the surface toward which (almost) all the orbits tend as time increases. 
The other surfaces S(E) will be useful in proving that orbits indeed approach 
S, for we shall construct 2 so that all orbits pierce S(E) in the appropriate 
sense (inward for E > cc, and outward for E < .sJ. The number 6 has 
been introduced to perturb S slightly from a circular cross section, 
necessary to prevent the periodicity of orbits in S. 
Before defining 2, we must introduce two more functions. Let 
F(x, y, z) be a smooth function which is zero on S = S(E,,), negative 
inside S, positive outside S, and in particular F = 1 for Y < R/2. Let 
G(x, y, z) equal g(s) if (x, y, z) lies on S(E) and let G = 0 otherwise. Note 
that G is non-zero only near (within distance 6) S = S(Q), and is constant 
on each torus S(E). 
Define ZJx, y, z) by 
z,= (p+2Gsinf3sin2+)sin8cos++G8sin$cos8 
1 - (2G/p)cos2t# sin 8 (10) 
where 0 is given by (7a). When G = 0, this reduces to 
z,= F-1 y. 
( 1 
(11) 
Let, to finally define the differential equation (2), 
A-,---zF 
1 
when 
4% Y, 4 = 
~-2.12 
(12) 
Y--z when Y < R/2. 
It is easy to see that this differential equation satisfies a Lipschitz 
condition. We now must prove our various claims. 
III. ORBITS OFF S 
We start by showing that orbits in the phase space tend to S as time 
increases. To do this, we fill the space with nested surfaces as follows: 
For Y > R/2, use tori of the form (8), where now 0 < E < 00. For E > R/2, 
each such torus intersects the cylinder Y = R/2 in two circles. We continue 
such a torus inside the cylinder by use of the “conical” surfaces 
for suitably chosen C. 
22 = x2 + y2 + c (13) 
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An outward directed normal vector to such a surface is 
n= p--‘~sin~cos.$sint3~-~sin2~cose8 
I (Y > R/2) 
I zz - xx - yy (r < R/2) 
where p, 6, C$ (x, y, z) are mutually orthogonal unit vectors in the 
p, 8, 4 (x, y, 2) directions, respectively. The velocity vector v of a point 
moving along an orbit is 
1 
Pp + yfa + p&p (7 3 R/2) 
v= 
ix + yy + sz (7 < R/2). 
It is easy to compute the scalar product and get 
n*v= 
/ 
22F -_ 
P 
1 - 5 sin 4 cos2 $ sin 6 (Y> R/2) 
P (14) 
- 22 (Y< R/2). 
This equation shows that (a) orbits inside S = S(E,,) pierce tori in an 
outward sense, for n. v > 0 (recall that F < 0 inside S), (b) S is orbit- 
containing, for n * v = 0 on S, and (c) orbits outside S pierce surfaces 
in an inward sense, so that they tend either toward S or else toward 
the critical point at the origin (note that they cannot approach other 
points in the plane z = 0, for they cannot stay in that plane and once 
they leave it they start piercing surfaces). 
The circle Y = R, 5 = 0 is itself an orbit; it is a completely unstable 
limit cycle. 
We now investigate the critical point at the origin. For Y < R/2, the 
differential equation is linear, with characteristic polynomial 
P(s) =s3+s2+ 1. 
Since P(- 1) = 1 and P(- 2) = - 3, there is a negative real root 
- d<a<-1. Since a+p+y=-1, the two complex roots j3 
and y have positive real parts. The origin is thus an unstable critical 
point. The two orbits corresponding to the functional form x(t) = & .P’ 
tend to the origin as time increases, and all other orbits outside S tend 
to S as time tends to infinity. 
IV. ORBITS IN S 
We have seen that the surface S contains orbits. We now show that 
there exists a value of B such that these orbits are not periodic, and dense 
in S. This fact implies that each orbit approaches the entire surface S, 
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not just part of it (see, e.g., Theorem 16.1.2 of Coddington and Levinson 
[l], the proof of which is valid for arbitrary dimension). 
It is convenient to use only the two variables 6 and 4 to describe 
a point on S. Since 0 is always positive on S by (7a), we may take 0 
as our independent variable, and consider the differential equation 
d$(e) 4 -=---- 
de 
sin 0 + 8 (h/p) sin 4~0s 4 ~0s 8 = f(e +, 
19 - &i - (26/p) cos2 tj5 sin 0) ’ 
(15) 
where p(8, I$) is given by (9) and then 8(f3,$) is given by (7a). 
THEOREM. If one orbit ilz S is periodic, all are. If one orbit is not, 
all aye not. If the orbits iqt S are not periodic, then each is almost periodic 
alzd dense in S. 
PROOF. This Theorem is proved in Theorems 17.3.2 and 17.4.2 of 
Coddington and Levinson [l]. The hypotheses of Theorem 17.4.2 are 
easily verified. In particular, the bounded variation of a//a4 follows 
from the fact that it has only a finite number of finite maxima and minima. 
By this Theorem, we must only show that there exists a 6 such that 
one solution of (15) is not periodic. 
We first observe that if 6 = 0, then each solution of (15) is periodic. 
For then, since 8 is even in 0 by (7a), f(0, 4) is odd in 0 and hence 4(e) 
is even in 0 so that $(- n) = d(n). 
Let C denote the circle in S for which 8 = 0,O < g5 < 27~. If 4(e) 
denotes the solution of (15) through a point p of C, so that (0, 4(O)) = Q, 
define 
so that z+, describes the net spiraling of the orbit as it circulates once 
around the torus S. 
LEMMA 1. If q, is chosen small etiough, there exists a range - 6, < 6 ,< S,, 
in which 
holds for each p. 
PROOF. We will show that up(B) can be expanded in a power series 
tip(d) = j aii d j3i (16) 
i.j = 0 
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where cc = b/s,, and j? = Q/R, and that a,, is positive. Since 
%m 
-= a10 +w aa 
this will suffice to prove the Lemma. It will be clear from the following 
detailed discussion of how to expand up(B) (a discussion necessary to 
prove that a,, > 0) that the series exists and converges if first p and 
then a are chosen small enough. 
Using the formula (1 - x)-l = 1 + x + x2 + , . . repeatedly, expand 
the expression (15) for 4’(e) into a double power series in tc and /?: 
4’(O) = sin 0 + a(2 cos”$sin2fJ + sin+cos+cos@ + . . . . (17) 
Since 4’(e) is analytic in a and ,8, so is b(0) (for a proof, see Birkhoff 
[6, Section 1.51). W’rite 4(e) = c - cos 0 + e(f3) where c = 1 + $(O) 
and use (17) to see that the coefficient of a”Po in the expansion for e’(e), 
and hence in the expansion for e(e), vanishes. Inserting this expansion for 
4(e) into (17) g’ Ives, by using various trigonometric identities and 
expanding sin e(0) and cos e(0) in series, that 
4’(e) = sin 8 + t {[i + cos 2~ cos (2 cos e) (18) 
+ sin dc sin (2 cos e)l(i - cos 2e) 
+ [sin 2c cos (2 cos e) - cos 2~ sin (2 cos e)] cos ej 
+ . . . 
Since 
in . 
u,(d) = +(e) de, 
I 
0 
we simply integrate the coefficient of a in (18) from zero to 27~ (use, 
say, Watson [7, pages 17-191) to get a, = z. The Lemma is proved. 
LEMMA 2. Let 9 be a point of C. For all but a countable number of 
h’s i+t - 6, < 6 < 6,, the orbit ‘/p through p never closes. 
PROOF. If yP is periodic, let 2nN(6) denote the increase in 0 before 
yp closes. Let N(6) = 00 if yP is not periodic. 
We first show that if N(6,) is finite and M is positive, then there 
exists an open neighborhood d of b, such that 6 in d, 6 # 6, imply 
N(6) > M. To see this, consider the successive points 
P = Pot Pll Pa . . . > pN(dd-1 = p 
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of intersection of yp and C. If 6 is increased slightly, these points move 
slightly toward larger $, by Lemma 1. Since the points have a finite 
separation between them, it is clear that we may increase 6 by such a 
small amount that N(b) will exceed M. Similarly, if 6 is decreased slightly 
from 6,, all the points move toward smaller 4. 
Now consider, for fixed N, the set DN of Q’s such that N(6) < N. 
About each 6 in D, there is a neighborhood in which N(6) > N. 
Since (- S,,, 8,) is a finite interval, there are only a finite number of 
such neighborhoods whose length exceeds l/m, for each m = 1,2,3,. . . . 
Hence there are only a countable number of such neighborhoods: but 
one is associated with each 6, so DN is a countable set. 
Let D denote the union of the DN’s over N = 1, 2,. . . . Since D is 
a countable union of countable sets, D is itself countable. The compliment 
D of D in (- Se, 6,) is uncountable, and for each 6 in D, we have N(6) = 00. 
The author wishes to thank Professor R. Kronauer for many 
stimulating discussions. 
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