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Circadian Gene Expression in Individual Fibroblasts:
Cell-Autonomous and Self-Sustained
Oscillators Pass Time to Daughter Cells
That circadian oscillators exist even in established
cell lines could be demonstrated by a serum shock
(Balsalobre et al., 1998). Thus, a short incubation of
confluent Rat-1 cells with high concentrations of serum
elicited several daily cycles of clock gene expression.
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Sciences III Subsequently, a bewildering variety of substances were
shown to trigger similar circadian cycles of transcript2 Imaging Platform
NCCR Frontiers in Genetics Sciences II accumulation in cultured cells (Akashi and Nishida,
2000; Balsalobre et al., 2000a, 2000b; Brown et al., 2002;University of Geneva
30, Quai Ernest Ansermet Hirota et al., 2002; Yagita and Okamura, 2000).
Available evidence argues that both master and sub-CH-1211 Geneva-4
Switzerland sidiary oscillators utilize a very similar clock gene cir-
cuitry for rhythm generation (Balsalobre et al., 1998;3 Computational Systems Biology
ISREC and NCCR Molecular Oncology Yagita et al., 2001). This molecular clockwork involves
the transcriptional repressors CRY1, CRY2, PER1, andChemin des Boveresses 155
CH-1066 Epalinges PER2 and the transcriptional activators BMAL1 and
CLOCK. The BMAL1:CLOCK heterodimer activates PerSwitzerland
and Cry transcription and, once PER and CRY proteins
reach sufficiently high concentrations, they form nuclear
complexes that interfere with BMAL1:CLOCK-mediatedSummary
transactivation and thereby inhibit transcription of their
own genes. This feedback loop mechanism generatesThe mammalian circadian timing system is composed
of a central pacemaker in the suprachiasmatic nucleus circadian oscillations of Per and Cry expression. The
same positive and negative regulatory components also(SCN) of the brain and subsidiary oscillators in most
peripheral cell types. While oscillators in SCN neurons govern the rhythmic expression of Rev-erb, and the
circadian accumulation of REV-ERB results in the peri-are known to function in a self-sustained fashion, pe-
ripheral oscillators have been thought to damp rapidly odic repression of Bmal1 and Clock. Thereby, REV-
ERB interconnects the cyclic expression of positivewhen disconnected from the control exerted by the
SCN. Using two reporter systems, we monitored circa- and negative limb members (for review see Reppert and
Weaver, 2002).dian gene expression in NIH3T3 mouse fibroblasts in
real time and in individual cells. In conjunction with In spite of the mechanistic similarities between central
and peripheral oscillators, it was thought that only themathematical modeling and cell co-culture experi-
ments, these data demonstrated that in vitro cultured former are self-sustained (Schibler and Sassone-Corsi,
2002; Yamazaki et al., 2000). Individual SCN neuronsfibroblasts harbor self-sustained and cell-autono-
mous circadian clocks similar to those operative in can generate robust circadian rhythms in electrical firing
frequency and clock gene expression with little if anySCN neurons. Circadian gene expression in fibroblasts
continues during cell division, and our experiments damping for many days (Liu et al., 1997; Welsh et al.,
1995; Yamaguchi et al., 2003), but the amplitude ofunveiled unexpected interactions between the circa-
dian clock and the cell division clock. Specifically, the mRNA cycles observed in serum-shocked fibroblasts
or tissue explants from animals decreases rapidly overcircadian oscillator gates cytokinesis to defined time
windows, and mitosis elicits phase shifts in circa- time. We wanted to examine whether this is caused by
damping or dephasing of the molecular oscillator. Usingdian cycles.
two reporter systems, we demonstrate that NIH3T3 fi-
broblasts possess robust cell-autonomous and self-Introduction
sustained oscillators whose function even persists dur-
ing cell division. Moreover, our experiments suggestThe mammalian circadian timing system has a hierarchi-
cal structure, in that a master pacemaker in the suprachi- some unanticipated interactions between cell divisions
and circadian oscillationsasmatic nucleus (SCN) coordinates subsidiary oscilla-
tors in most peripheral tissues (Reppert and Weaver,
2002; Schibler and Sassone-Corsi, 2002). Circadian Results
clocks can measure time only approximately and thus
have to be synchronized every day to remain in reso- Circadian Gene Expression in Individual
nance with geophysical time. While the oscillators of NIH3T3 Fibroblasts
SCN neurons are synchronized primarily through photic By monitoring the accumulation of mRNA issued by
signals, feeding time appears to be the dominant timing various clock and clock-controlled genes, we have pre-
cue (Zeitgeber) for peripheral clocks (Damiola et al., viously shown that a serum shock elicits circadian gene
2000; Stokkan et al., 2001). expression in cultured fibroblasts. Populations of un-
treated cells showed nearly constant expression levels,
and we thus considered two mechanism: Serum might*Correspondence: ueli.schibler@molbio.unige.ch
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jumpstart damped oscillators or it might synchronize distribution with a mean value of about 28 hr and a
self-sustained but dephased oscillators (Balsalobre et sigma of about 2.9. We noticed that the period length
al., 1998). To discriminate between these models, we depends on the serum concentration and is approxi-
wished to establish a reporter system that allows the mately 25 hr in media containing serum concentrations
recording of circadian rhythms in individual cells. Hence, of 5% and higher.
we decided to develop a cell line that rhythmically ex- We wished to determine whether cells not exposed
presses a fluorescent protein. We chose the enhanced to a serum treatment also display cyclic VNP accumula-
YFP derivative Venus as reporter because the fluores- tion. Before the timelapse recording was initiated,
cence intensity of Venus is about 10-fold higher than NIH3T3-Rev-VNP-1 cells were seeded at a low density
that of GFP and about 30-fold higher than that of YFP. into a culture dish and kept for 60 hr under constant
Moreover, Venus has a higher folding efficiency than conditions in the incubation chamber of the microscope.
YFP so that the fluorescence expression follows Venus The fluorescence profiles of single nuclei (Figures 2A
translation without a large time lag (Nagai et al., 2002). To and 2B) show that individual cells displayed robust but
allow for a large amplitude of cyclic Venus accumulation out-of-phase circadian VNP accumulation. This obser-
and to increase the fluorescence density within cells, vation implies that serum can synchronize detuned indi-
we engineered a short-lived and nuclear fluorescent pro- vidual rhythms and does not initiate de novo rhythms
tein, dubbed VNP (Venus-NLS-PEST), by fusing DNA from dormant oscillators.
sequences encoding a nuclear localization signal and a
PEST element to the open reading frame of Venus. In NIH3T3 Circadian Oscillators Are Self-Sustained
our first attempts, we used Bmal1 promoter sequences The fluorescence recordings in single cells presented
to regulate circadian VNP expression. However, al- above strongly suggest that NIH3T3 cells are capable
though these regulatory sequences proved successful of generating self-sustained circadian rhythms of gene
in driving readily detectable luciferase expression (see expression. This technology also has two drawbacks,
below), they failed in expressing VNP levels yielding however. First, due to the sensitivity of NIH3T3 cells to
fluorescence signals that are satisfactory for timelapse irradiation (fluorescence excitation), it does not permit
microscopy. We thus constructed the Rev-erb-VNP recording periods longer than about three days (see
expression vector depicted in Figure 1A, based on pre- Supplemental Movie S1 on the Cell website). Secondly,
viously gained knowledge that in liver rev-erb is tran- as fluorescence recordings are labor intensive and semi-
scribed at an about 20-fold higher rate than Bmal1 and quantitative, it is difficult to establish long-term gene
that the rev-erb sequences contained in this vector expression profiles for entire cell populations. We thus
drive robust circadian transcription in transgenic mice wanted to scrutinize the conclusions derived on the ba-
(Preitner et al., 2002). A stably transformed clonal cell sis of single-cell fluorescence recordings by real-time
line, NIH3T3-Rev-VNP-1, that yielded readily detectable bioluminescence recordings, a technology that has
nuclear fluorescence in more than 50% of the cells was been used successfully for the monitoring of circadian
selected. To examine whether Rev-VNP-1 cells display gene expression in a variety of systems, including mam-
circadian rhythms, we grew cells to confluence, stimu-
malian tissues (Yamazaki et al., 2000; Yoo et al., 2004).
lated them with 50% horse serum, and continuously
To this end, we generated a transgenic cell line, NIH3T3-
recorded fluorescence by timelapse microscopy during
Bmal1-Luc-1, that expresses a short-lived luciferase
three consecutive days in medium containing 0.5% se-
transcript from the Bmal1 promoter (Figure 3A). Asrum. As seen in the timelapse video recording provided
shown in Figure 3B, a serum shock elicits robust circa-in Supplemental Data (Supplemental Movie S1 at http://
dian bioluminescence rhythms. Noticeably, the ampli-www.cell.com/cgi/content/full/119/5/693/DC1/), ro-
tude (peak/trough ratio) progressively decreased tobust and nearly synchronous circadian rhythms of nu-
reach a nonzero steady value after about 10 days, ex-clear VNP fluorescence were observed in many individ-
tending until the end of the 19-day recording. A logarith-ual NIH3T3 fibroblasts. A fluorescence recording of a
mic representation of the same data (insert of Figuresingle nucleus is presented in Figure 1B, and circadian
3B) suggests a precise exponential loss in overall biolu-fluorescence profiles are depicted in Figures 1C and 1D.
minescence (T1/2  3.2 days), and cell loss appears toAs illustrated in Figure 1D, VNP expression levels varied
be the major cause for the diminishing luminescencegreatly between individual cells, and the minimum inten-
(unpublished data). To allow comparison with mathe-sities recorded for some cells were similar to the maxi-
matical models, the data were detrended for exponentialmal intensities observed in other cells. This explains
decay (Figure 3C) and band pass-filtered (Figures 3D towhy VNP fluorescence could not be recorded in 100% of
3F) to remove a residual infradian component. In princi-NIH3T3-Rev-VNP-1 cells. Interestingly, in spite of these
ple, the progressive decrease in amplitude observed inuneven fluorescence levels, the daily oscillations in indi-
Figures 3B to 3F could be caused by damping (progres-vidual cells were roughly synchronous after the serum
sive loss of amplitude in each individual oscillator), de-treatment. The timelapse movie (Supplemental Movie
phasing (due to different frequencies of individual oscil-S1) displayed online indicates that many cells died after
lators), or both damping and dephasing. In what follows,two circadian cycles. At least in part, this accelerated
we solved these models for an infinite number of cellscell death may have resulted from repeated fluores-
(the finite population case is mathematically difficult)cence excitation during the recording period.
and for each scenario, we fitted the predicted envelope,The timelapse microscopy recordings allowed us to
defined as the line passing through the peaks anddetermine the period length () of circadian oscillations
troughs, to the experimental data (for details see Figurein single cells. The histogram depicted in Figure 1E indi-
cates that the distribution of  is following a Gaussian 3 legend and Experimental Procedures). Close fits were
Circadian Gene Expression in Individual Fibroblasts
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Figure 1. The Recording of Circadian Gene Expression in Individual NIH3T3 Fibroblasts
(A) Schematic structure of the circadian reporter gene expressed in the NIH3T3-Rev-VNP-1 cell line (for details, see Experimental Procedures).
The VNP (Venus-NLS-PEST) fluorescent protein accumulates in the nucleus and is short lived since it contains a nuclear localization signal
from Simian Virus 40 large T-antigen and a PEST sequence from the mouse ornithine decarboxylase gene.
(B) Timelapse microscopy of circadian VNP fluorescence in the nucleus of an individual cell after a serum shock. Images were taken every
30 min during three consecutive days.
(C) Circadian fluorescence profiles of nuclei from three individual cells after a serum shock. For each graph, the fluorescence intensity over
the nucleus was quantified (see Experimental Procedures) and plotted against time.
(D) Circadian fluorescence profiles of 42 individual cell nuclei after a serum shock. Note that the signal magnitudes vary dramatically between
different cells.
(E) Histogram of periods (time span between two fluorescence peaks of individual cells grown in DMEM containing 0.5% FCS after the serum
shock); the density (fat solid line across histogram) is obtained from a best fit to a Gaussian distribution (mean  28.2 hr, SD  2.9 hr).
obtained with the envelopes generated by the pure de- presented above. We thus speculate that the dephasing
of detuned oscillators was the major cause for the lossphasing model (Figure 3E) and the dampingdephasing
model (Figure 3F). Not surprisingly, the pure damping of amplitude in our bioluminescence recording and that
the damping of individual oscillators probably contrib-model provided the least accurate fit to the experimental
curve. This model would actually demand that all cellular uted little to this trend. Our mathematical simulations,
which are based on infinite populations, predict thatoscillators contributing to the compound biolumines-
cence wave have an identical period length, a postulate the amplitude approaches zero in all three models after
extended time periods (Figures 3D–3F). For the purethat is untenable based on the single cell recordings
Cell
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Figure 2. Circadian Rhythms Are Desynchronized in Untreated Individual NIH3T3 Cells
Cells were grown in DMEM containing 20% serum to near confluence before timelapse microscopy was initiated. Recording and analysis of
fluorescence was performed as in Figure 1.
(A) Fluorescence recordings of three individual cells. The fluorescence profile for each cell is given to the left of the micrograph assemblies.
Note that the three cells have widely different phases.
(B) Circadian fluorescence profiles of 26 individual cells. Note that the circadian cycles of individual cells are not (or poorly) synchronized.
damping model, the number of oscillators does not af- lators used for the simulations in Figures 3G and 3H
is probably an upper bound for the number of cellsfect the simulated compound profile since all oscillators
have identical frequencies (Figure 3G). However, the contributing to the bioluminescence profile during the
last 7 days of the recording. As predicted by the dephas-simulation of populations composed of finite numbers
of detuned oscillators yielded an unexpected outcome ing model for a limited number of oscillators (Figure 3H),
the bioluminescence profile displays low-amplitude butafter extended time periods. For example, for a popula-
tion of 5000 individual oscillators, small amplitude oscil- persistent oscillations after about 10 days of recording.
In summary, our analysis suggests that the dephasinglations persist indefinitely (Figure 3H). We estimate that
the number of live cells between 12 and 19 days of of detuned oscillators was the major cause for the loss
of amplitude in our bioluminescence recording and thatrecording was between 15,000 and 3,000. For geometri-
cal reasons of photon counting, the 5000 detuned oscil- damping of individual oscillators contributed little to the
Circadian Gene Expression in Individual Fibroblasts
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Figure 3. Persistent Circadian Expression of Luciferase by NIH3T3 Fibroblasts
(A) Schematic structure of the circadian reporter gene expressed in the NIH3T3-Bmal1-Luc-1 cell line.
(B) NIH3T3-Bmal1-Luc-1 cells were grown to confluence and serum-shocked. Bioluminescence was then recorded as 1 min photon count
bins for 19 consecutive days. The cells were kept in medium containing 10% FCS during the recording period. Insert: on a logarithmic scale,
the exponential decay attributed to cell loss is clearly visible. Regression analysis (line across the peaks) estimates a half-life of 3.22 days.
(C) The raw data shown in the insert of panel B were detrended for cell loss (see Experimental Procedures). The dotted line shows a residual
slow component (periods  4.6 days) detected by using a low-pass filter. This infradian component was eliminated in (D)–(F).
(D–F) Comparison with mathematical models. Z, the modeled quantity, is equal to Z0 minus the slow component from (C). We modeled
populations with infinite numbers of oscillators and thus constrained the fits to times less than 10 days. For longer times, we have no reason
to expect the model envelopes to describe the data (see text and [H] and [G]). (D) Model for tuned (equal frequency) damped oscillators (pure
damping model). (E) Detuned (unequal frequencies), sustained (nondamped) oscillators (pure dephasing model).
(F) Model combining both detuning and damping (dampingdephasing model). In each, the predicted envelope for infinite populations (solid
lines) is fit to the peaks and troughs for times shorter than 10 days (so that the finite population effects are small, cf. [G]) using polynomial
regression. Differences in model predictions are subtle and can be seen best in the shape of the envelope near t  0: (D) starts linear, (E)
starts purely quadratic, and (F) has linear and quadratic terms. (F) is very similar to (E), indicating that detuning is the dominant effect. Mean
frequency is estimated to 24.5 hr so that the relative values indicated for f translate to 0.93 (E) and 0.83 (F) hrs.
(G) Simulation of damping oscillators with a damping time t  4 days (see model definition in Experimental Procedures). Damping oscillations,
as indicated by their name, progressively diminish their amplitude over time and vanish after about 30 days. Since the pure damping model
requires that all oscillators have an identical period length, the shape of the profile does not depend on the number of oscillators.
(H) Finite populations explain the residual oscillations observed at long times. Simulation for 5000 cells with a frequency dispersion of 5%
show that short-time envelope follows infinite result up to 10 days, but residual oscillations continue indefinitely, as seen in the 50–60 days
window. (E) and (F) are therefore compatible with long-time residual oscillations, even though their infinite size behavior predicts vanishing
oscillations after 12 days.
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observed trend. Hence, these compound recordings Figure 5B). Yet, there was no difference in phase and
period length of luciferase rhythms between NIH3T3-support the conclusions drawn on the basis of our sin-
gle-cell fluorescence recordings presented in Figures 1 Bmal1-Luc-1 cells mixed with either Rat-1 or NIH3T3
feeder cells. Work by Sassone-Corsi and coworkersand 2.
(Pando et al., 2002) has suggested that mouse embry-
onic fibroblasts (MEFs) from mPer1 knockout mice haveA Single Phase-Shifting Pulse Can Synchronize
significantly shorter periods (20 hr) than MEFs from wild-All Phases of Circadian Fibroblast Clocks
type mice, and using lentiviral Bmal1-Luc expressionThe synchronization model posits that a single stimulus
vectors, our group has confirmed this difference (S.A.can reset all possible phases in a population of oscilla-
Brown and U.S., unpublished data). We thus comparedtors to the same phase. To examine this prediction for-
luminescence rhythms of NIH3T3-Bmal1-Luc-1 cells co-mally, confluent NIH3T3-Bmal1-Luc-1 cells were serum
cultured with either wild-type or mPer1-deficient MEFsshocked, and parallel cultures were treated with short
and found once more that the feeder cells did not influ-pulses of dexamethasone at different times during the
ence luminescence cycles generated by NIH3T3-Bmal1-second bioluminescence cycle. We used dexametha-
Luc-1 reporter cells (Figure 5C). Finally, we used primarysone in these experiments since pulses of 15 min are
fibroblasts from mPer1/mPer2 double knockout micesufficient to induce circadian rhythms in cultured cells.
as feeder cells that are incapable of circadian rhythmThis enabled us to establish a phase response curve
generation. Again, the bioluminescence cycles werewith high temporal resolution. Four examples of phase-
very similar to those produced by NIH3T3-Bmal1-Luc-1shifted luciferase waves are presented in Figure 4A, and
surrounded by primary fibroblasts from adult wild-typethe data obtained for all time points are summarized in
mice (Figure 5D).the phase shift response (PRC) and phase transition
All in all, the results presented in this section strongly(PTC) curves displayed in Figures 4B and 4C, respec-
suggest that NIH3T3 cells do not communicate withtively. The phase response curve (Figure 4B), in which
each other with regard to circadian rhythm generation.the magnitude of the phase shift was plotted against
However, we did not yet determine whether these cellscircadian time, shows that phase shifts could reach
respond to systemic Zeitgeber cues produced in intactmaximal possible values of 12 hr at certain circadian
animals, as has been demonstrated for mouse embry-times. When the new phase is plotted against the old
onic fibroblasts (Pando et al., 2002).phase (Figure 4C), the slope of the phase transition curve
is close to zero, indicating that a strong phase-shifting
agent can reset oscillations of every conceivable phase Circadian Gene Expression Persists
to the same phase. This phase response—qualified as in Dividing Cells
type zero in chronobiological parlance—is in stark con- In the experiments with confluent cells presented thus
trast to the type one phase response observed for light- far, the cells were probably arrested in the G0 phase of
induced phase shifts of circadian behavior in labora- the cell cycle. To the best of our knowledge, circadian
tory rodents. gene expression has never been monitored in proliferat-
ing cells in culture. We thus wished to examine whether
actively dividing cells are also capable of generatingFibroblast Oscillators Are Not Influenced
by the Circadian Properties of Neighboring Cells daily cycles of gene expression, and if so, whether the
circadian oscillator and the cell division clock interactAlthough all experiments presented thus far are consis-
tent with a cell-autonomous function of fibroblast circa- with each other. In a control experiment with confluent
NIH3T3-Bmal1-Luc-1 cells, we found that a brief treat-dian oscillators, we wished to examine by a more rigor-
ous approach whether signaling between neighboring ment with dexamethasone induces robust circadian
rhythms in cells cultured in medium containing 5% tocells plays a role in circadian rhythm generation. If so,
one would expect that paracrine signaling molecules 20% serum (Figure 6A). We thus applied this synchroni-
zation method to proliferating NIH3T3-Bmal1-Luc-1secreted by one cell would impart on the rhythm of its
neighbors. As a consequence, cells with nonresonant cells plated at a low density in media containing different
concentrations of serum (5%, 10%, and 20%). As shownclocks might either interfere with each others’ rhythms
or integrate their oscillations to yield an intermediate in Figure 6B, sustained circadian oscillations of biolu-
minescence were observed throughout the 7-day re-output, as demonstrated for SCN neurons of mouse
chimeras composed of wild-type and Clock mutant cells cording period, and as expected, the luminescence sig-
nals rose with increasing cell number. In the media(Low-Zeddies and Takahashi, 2001). We performed a
series of co-culture experiments in which NIH3T3- containing 5%, 10%, and 20% serum, the average popu-
lation doubling times of NIH3T3-Bmal1-Luc-1 cells wereBmal1-Luc-1 reporter cells were mixed with a 20-fold
excess of nonluminescent feeder cells having different estimated to be 60 hr, 34 hr, and 28 hr, respectively,
during the first 4 days of the recording. We concludedcircadian properties (Figure 5A). After the mixed cells
had reached confluence, their oscillators were synchro- from these experiments that cell division does not abol-
ish the generation of circadian cycles.nized by a serum shock, and the bioluminescence cycles
of NIH3T3-Bmal1-Luc-1 cells were recorded. In the first To monitor circadian gene expression in individual
dividing cells, we plated NIH3T3-Rev-VNP-1 cells at aexperiment we used Rat-1 fibroblast as feeder cells be-
cause we had noticed that Rat-1 cells and NIH3T3 cells low density in medium containing 20% FCS, shocked
them with dexamethasone as outlined above for NIH3T3-started rhythms from different phases (Rat-1 rhythms
are advanced by 6 hr with regard to NIH3T3 cells) even Bmal1-Luc-1 cells, and recorded their fluorescence by
timelapse microscopy. Images were again acquired ev-when stimulated by the same method (dotted line in
Circadian Gene Expression in Individual Fibroblasts
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Figure 4. A Single Pulse of Dexamethasone Can Reset All Phases in NIH3T3 Cells
(A) NIH3T3-Bmal1-Luc-1 cells were serum-shocked at time 0. At the indicated circadian times (4, 10, 16, 22, during the second luminescence
cycle), parallel cultures were treated for 15 min with 100 nM dexamethasone (black curves) or with the solvent (ethanol) alone (gray curves,
control). The dexamethasone stock was 10 mM in 100% ethanol, and the final ethanol concentration in dexamethasone treated and untreated
cells was thus 0.001%. Circadian time 0 is defined as the time at which the minimal bioluminescence was observed (around 24 hr). Circadian
time is corrected for the period length of luminescence cycles generated by solvent-treated (control) NIH3T3-Bmal1-Luc-1 cells.
(B) Phase response curve (PRC). Dexamethasone pulses were applied to parallel cultures approximately every hour as described in (A). The
resulting phase shifts, corrected for the small phase shifts obtained with solvent alone (see [A]), were plotted against circadian time.
(C) Phase transition curve. The data presented in (B) are represented as a phase transition curve (PTC), in which the new phase is plotted
against the old phase. Black dots and open squares can be considered as phase shifts measured on two consecutive days. For simplicity
all points are plotted on both days. Note that all new phases are nearly identical irrespective of when cells were treated with dexamethasone.
Hence the slope of the PTC is near zero, and the corresponding phase response curve is called type-zero PRC.
ery 30 min to record the accumulation of VNP during plotted the time of cytokinesis of cells dividing during
the second VNP fluorescence cycle against the phasecell division. Timelapse imaging clearly reveals that
of this cycle, and each VNP cycle length (time betweendaughter cells resumed the rhythms of mother cells after
the second and third fluorescence peak) was normalizedmitosis (Figure 6C, Supplemental Figure S1, and Supple-
to 24 hr for every dividing cell. A statistical analysis ofmental Movie S2). In panel A of Supplemental Figure
the data (Figure 6E) revealed that the frequency distribu-S1, we present the recording of cells that underwent
tion is highly nonrandom and that it is best describedthree divisions during the 72-hr recording period and
by three subpopulations with peaks at around 6 hr, 12provide the corresponding tracings of the mother cell
hr, and 19 hr relative to the peak of Rev-VNP accumula-and two daughter cells.
tion. As this trimodal frequency distribution could not
be resolved with the uncorrected division times shown
The Circadian Clock Gates Cell Division Timing in Figure 6D, we feel confident that it indeed reflects
to Distinct Time Windows a gating by the circadian clock. In a parallel control
To examine whether the circadian clock might influence experiment, the composition of the cell populations was
cell division, we quantified fluorescence recordings from examined by fluorescence-activated cell sorting (FACS).
dividing cells and determined the time of cytokinesis This analysis revealed that the composition of G1 cells,
relative to circadian VNP accumulation (see examples S phase cells, and G2M phase cells did not vary dra-
matically during the time between the second and thirdin panel A of Supplemental Figure S1 online). We then
Cell
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fluorescence peak and hence that cell cycle progression
was not synchronized by the dexamethasone treatment
during this time window (see Supplemental Figure S2
on the Cell website).
The Duration of Circadian Cycles Is Influenced
by the Time of Cell Division
We determined the distribution of period lengths for
individual proliferating NIH3T3-Rev-VNP-1 cells (Figure
7A) and noticed that it is considerably wider than that
measured for nonproliferating cells (Figure 1E). This
wider period length distribution manifests itself in a less
efficient synchronization (Supplemental Figure S1B),
and it may also explain the lower amplitudes recorded
for the compound bioluminescence cycles of proliferat-
ing cells (Figure 6B) as compared to those obtained
for confluent NIH3T3-Bmal1-Luc-1 cells (Figure 6A). To
investigate the influence of cell division on period length,
we examined whether the circadian time at which a cell
divided had an impact on the length of the circadian
interval between Rev-VNP peaks occurring immediately
before and after division. We selected timelapse re-
cordings for individual cells that divided only once be-
tween two peaks of circadian VNP accumulation and
plotted the length of the following VNP fluorescence
cycle against the time at which the cell divided (Figure
7B). Due to the variability between individual cells, there
is considerable scatter of period length throughout the
24 hr cycle. However, the solid line, obtained through a
local linear regression, suggests that cell division causes
positive and negative phase shifts. The number of re-
corded cells was not high enough to establish a contigu-
ous phase response curve, but it was sufficient to sepa-
rate the population into two subpopulations with
statistically highly different average VNP cycle length
(Figures 7B–7D). Below we offer a plausible interpreta-
tion for the correlation between cycle length and cell
division time.
Discussion
The Properties of Fibroblast Circadian Oscillators
The results presented in this paper demonstrate that
cultured NIH3T3 fibroblasts harbor cell-autonomous
and self-sustained circadian oscillators. This conclusion
is based on the recording of fluorescence rhythms in
single cells and on the mathematical analysis of biolumi-
nescence cycles produced by cell populations. The cir-
cadian oscillators of fibroblasts have a relatively wide
distribution of period length, and they are therefore not
in resonance under normal culture conditions. However,
(B) Feeder cells were NIH3T3 cells (thin solid line) and Rat-1 cells (fat
solid line). The dotted curve shows an independent bioluminescence
recording of a Rat-1-Bmal1-Luc cell line. Note that the phase of the
Figure 5. Fibroblast Circadian Oscillators Do Not Communicate bioluminescence profile is considerably advanced when compared
with Each Other to that of the NIH3T3-Bmal1-Luc-1 cell line.
(A) Schematic representation of cell co-culture experiments. (C) Feeder cells were mouse embryonic fibroblasts (MEFs) from
NIH3T3-Bmal1-Luc-1 reporter cells were mixed with an approxi- wild-type mice (solid line) and mPer1/ mice (dotted line). The MEFs
mately 20-fold excess of nonluminescent feeder cells. Hence, most of the mPer1/ mice generate bioluminescence cycles with a 4 hr
reporter cells were surrounded by feeder cells. When the cells shorter period than wild-type MEFs (see text).
reached near confluence, they were serum-shocked, and the biolu- (D) Feeder cells were primary ear fibroblasts from adult arrhythmic
minescence of NIH3T3-Bmal1-Luc-1 cells was recorded. mPer1/; mPer2/ mice (dotted line) and wild-type mice (solid line).
Circadian Gene Expression in Individual Fibroblasts
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Figure 6. Circadian Gene Expression Persists in Dividing NIH3T3 Fibroblasts
Confluent (A) and proliferating NIH3T3-Bmal1-Luc cells (B) were grown in 5%, 10%, or 20% fetal calf serum (FCS) and circadian gene expression
was synchronized by a short dexamethasone (Dex) treatment as in Figure 4. During the first 4 days, the average generation times of proliferating
cells were 28 hr in 20% FCS, 34 hr in 10% serum, and 60 hr in 5% serum.
(C) Timelapse microscopy of a dividing NIH3T3-Rev-VNP-1 cell. Images were taken every 30 min. After 16 hr, the mother cell (top line) divided
into the daughter cells 1 and 2 (shown schematically in drawing after frame 36). The two circadian fluorescence cycles following cell division
are then shown individually for each of the two daughter cells 1 and 2. Both daughter cells divided once more (see arrowheads), but only
one of the resulting daughter cells is shown for the remaining recording period.
(D) Frequency of cell division (cytokinesis) after the dexamethasone shock. X-axis: Time in 30-min bins after the dexamethasone shock; Y-axis:
number of cells dividing within a 30-min bin (n  243).
(E) Division time histogram relative to Rev-VNP peak. The cell division times of cells that divided between 24 hr and 60 hr after the dexamethasone
shock were plotted relative to the phase of the VNP fluorescence cycle. Best fit was obtained for a three component, equal variance Gaussian
mixture model with means 5.5, 12.3, 19.1 hr and SD 1.8 hr. Several independent model selection criteria (BIC, bootstrap parameter estimates,
log-likelihood ratio test, cf. Experimental Procedures) were applied and all favored the three-component model unambiguously (not shown).
Cell
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Figure 7. Cell Division Time Influences the
Duration of the Following Circadian Cycle
(A) Period histogram for dividing cells grown
in DMEM 20% FCS. Density (solid line) was
obtained from a best fit to a Gaussian distri-
bution (mean  24.9 hr, SD  4.2 hr).
(B) Peak-to-peak interval around cytokinesis
(circadian cycle length) versus time of cytoki-
nesis (rel. to Rev-VNP peak) for two indepen-
dent experiments (circles and triangles) with
cells grown in DMEM  20% FCS. The solid
black line was obtained using a locally linear
regression. Significance of the observed
trend was assessed by defining two 12 hr
windows (horizontal solid and dotted lines)
and sliding the boundary between 0 and 12 hr.
The two populations show strongest average
difference in peak-to-peak duration for a sep-
aration time near 7.5 hr (C and D). To verify
that significance was not simply the conse-
quence of the large number of separations
tested, 104 random re-assignments of divi-
sion times indicated that such level of separa-
tion was significant (p 	 104).
(C) p value (Wilcoxon test) profile as function
of separation time.
(D) The two populations derived in (B) and (C)
have shifted peak-to-peak distributions.
(E) Hypothetical model explaining how cell
division can influence the following circadian
cycle. For explanation, see text. The fat solid
curve mimics the circadian accumulation of
CRY:PER complexes, which is antiphasic to
REV-ERB accumulation.
they can be synchronized transiently by a short treat- lyzing the circadian behavior of mouse chimeras whose
SCNs were composed of wild-type and homozygousment with substances that activate a wide variety of
signaling pathways, and circadian oscillations can be Clock mutant cells, Low-Zeddies and Takahashi (2001)
have provided direct and compelling evidence for suchobserved in the population for many days. Recently,
daily bioluminescence cycles lasting at least 20 days a coupling mechanism. In these experiments, the circa-
dian phenotypes of chimeras depended on the propor-have also been recorded in lung and liver explants from a
transgenic mouse expressing luciferase from the mPer2 tions of wild-type and mutant cells and were clearly
intermediate between those observed with wild-type orlocus (Yoo et al., 2004). Hence, peripheral tissues also
contain self-sustained oscillators that resemble the homozygous Clock mutant mice. Genetic loss-of-func-
tion experiments suggest that the VIP/PACAP receptorones of NIH3T3 fibroblasts studied in this paper.
VPAC2 (Harmar et al., 2002) and the cell adhesion mole-
cule NCAM-180 (Shen et al., 1997) may participate inAre Peripheral Oscillators Coupled?
the paracrine signaling involved in such intercellularThe existence of self-sustained and cell-autonomous
coupling.mammalian oscillators has previously been demon-
Our single cell recordings and cell co-culture experi-strated for SCN neurons by recording electrical firing
ments strongly indicate that cultured fibroblasts do notfrequency or clock gene expression in individual cells
influence each other’s rhythms to any measurable de-(Liu et al., 1997; Welsh et al., 1995; Yamaguchi et al.,
gree. A similar conclusion has recently been reached2003). Similar to our findings with NIH3T3 fibroblasts,
for cyanobacteria, which also contain self-sustained,the period lengths of individual SCN neurons follow a
cell-autonomous circadian oscillators (Mihalcescu et al.,Gaussian distribution with an unexpectedly high sigma
2004). However, it is possible that paracrine signaling(Liu et al., 1997). Clearly, such SCN oscillators must be
between cells can function only in three-dimensionalcoupled in the intact animals since otherwise they would
tissues. As shown by Takahashi and coworkers, differ-rapidly lose synchrony under constant conditions and
ent tissue explants harvested from the same SCN-could therefore not drive coordinated rhythmic outputs
of the circadian timing system (Liu et al., 1997). By ana- lesioned animal display circadian oscillations with differ-
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ent phases and period lengths (Yoo et al., 2004), an time window has recently been demonstrated during
liver regeneration following partial hepatectomy (Mat-observation that would be difficult to interpret without
intercellular communication within an organ. suo et al., 2003). In this case mitosis was probably con-
trolled by the circadian expression of Wee1, a crucial
cell cycle regulator. Multiple parameters could accountEntrainment Properties of Peripheral
for the different circadian gating of cell division in regen-Circadian Clocks
erating liver, in which mitosis is observed during a singleWe have recorded a high-resolution PRC for circadian
time window, and fibroblast cultures, in which mitosisNIH3T3 oscillators. As expected on the basis of the
appears to occur during three time windows. For exam-synchronization model suggested by our single-cell re-
ple, it is conceivable that systemic in addition to cell-cordings, a strong chemical stimulus can cause phase
autonomous circadian signals may restrict the timing ofshifts of up to 12 hr, and the “new phase” is always
mitosis during hepatic regeneration.similar, irrespective of when the stimulus was applied
A circadian gating of the S phase has been demon-during the “old phase.” This type zero PRC is radically
strated for several proliferative mammalian tissues, suchdifferent from the type one PRC recorded for the circa-
as oral and intestinal epithelia (Bjarnason and Jordan,dian locomotor activity of laboratory rodents kept in
2002; Bjarnason et al., 1999), bone marrow (Smaalandconstant darkness and exposed to short light pulses.
et al., 2002), and pancreas (Biederbick and Elsasser,In this case, phase delays and advances of maximally
1998), and for zebrafish embryos and cell lines (Dekens2 to 3 hr can be obtained during the first and second
et al., 2003). The purpose, if any, of circadian cell cyclehalf, respectively, of the subjective night, and virtually
gating is not clear since morphogenesis and tissue ho-no phase shifts are elicited by light pulses applied during
meostasis appear to be normal in genetically arrhythmicthe subjective day (Daan and Pittendrigh, 1976). The
animals. However, small selective advantages that aretype zero phase response of peripheral oscillators may
nevertheless important during evolution can readily es-be biologically relevant, as large phase shifts of up to
cape detection in the laboratory.8 hr can be observed in vivo under certain food-entrain-
In conclusion, this study lends strong support to thement conditions (Le Minh et al., 2001).
view that circadian oscillators in cultured fibroblasts are
as robust as those operative in SCN neurons. We areInteraction between Cell Division
aware of the limitations of this simple in vitro system,and Circadian Clocks
but we are confident that it will provide valuable assis-Our dynamic single-cell recordings have revealed that
tance in the discovery of novel clock components, incircadian gene expression persists in daughter cells
the mechanistic dissection of the circadian clockworkafter cell division. Interestingly, however, cell division
circuitry, and in studying the interactions between thecan phase shift the circadian cycle. We offer a plausible
circadian oscillator and the cell division clock.explanation for this observation in Figure 7E. PER and
CRY proteins are the major constituents of the rhythm-
generating feedback loop and are thus likely to be state Experimental Procedures
variables whose concentrations determine the phase of
Real-Time Bioluminescence Monitoringthe clock (Bae et al., 2001; Kume et al., 1999; van der
The construction of the Bmal1-luciferase expression plasmid is de-Horst et al., 1999; Zheng et al., 2001). Hence, cell division
scribed in detail in Supplemental Data online. NIH3T3 cells and
most likely influences the clock by affecting the concen- Rat-1 cells were transfected with linearized pBmal1-Luc-3
UTR and
tration of PER-CRY complexes. We did not determine pIRES-Neo (Clontech) and neomycin-resistant clones were isolated
the accumulation profile of the PER-CRY complexes in by standard procedure. The resulting cell lines, NIH3T3-Bmal1-
Luc-1 and Rat-1-Bmal1-Luc, were maintained in Dulbecco’s modi-these experiments, but we know from previously pub-
fied Eagle’s medium supplemented with 10% or 5% FCS, respec-lished experiments (Preitner et al., 2002) that it is anti-
tively, and 200 g/ml G418, unless otherwise indicated.phasic to that of rev-erb expression (and hence anti-
Cells were stimulated with either 50% horse serum or 100 nM
phasic to Rev-VNP expression). dexamethasone as described previously (Balsalobre et al., 2000a)
Irrespective of when cell division occurs, the arrest of with some minor modifications. Briefly, for the stimulation of con-
transcription during mitosis and the splitting of cellular tact-inhibited cells, 2  105 cells were plated into 35 mm culture
dishes 4 days before the stimuli were applied. One day before stimu-components before cytokinesis result in a transient re-
lation, the medium was changed to fresh DMEM medium containingduction of PER and CRY proteins in the daughter cells.
0.5% to 20% FCS, depending on the purpose of the experiment.If this reduction occurs during the rising phase of PER
To stimulate proliferating cells, 2  104 cells were plated 2 days
and CRY accumulation, the duration required to reach before stimulation, and 1 day before the stimulation the medium
the threshold levels necessary for autorepression will was changed to fresh DMEM medium containing 5%–20% FCS.
be prolonged and the circadian cycle length increased. After the stimulation, medium was replaced with phenol red-free
DMEM supplemented with 20 mM Hepes-NaOH, pH 7.3, 0.1 mMIn contrast, a reduction of CRY and PER proteins during
luciferin, and 0.5%–20% FCS. Cultures were maintained at 37C inthe descending phase of their accumulation will acceler-
a light-tight incubator and bioluminescence was monitored continu-ate the cycle following cell division since the minimal
ously using Hamamatsu photomultiplier tube (PMT) detector assem-
concentrations of these repressor proteins is attained blies as reported previously (Yamazaki et al., 2000; Yoo et al., 2004).
more rapidly. Photon counts were integrated over 1-min intervals.
We were surprised to find that cell division frequency,
when plotted against circadian time, appears to follow a Fluorescence Timelapse Microscopy and Data Analysis
highly nonrandom distribution with three peaks spaced The construction of the Rev-VNP expression plasmid is described
in detail in Supplemental Data. NIH3T3 fibroblasts were transfectedroughly by 8 hr. A circadian gating of mitosis to a single
Cell
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with the Rev-VNP reporter plasmid and pIRES-Neo (Clontech) and steady state of 1. A is an overall constant and assumes equal ampli-
tude of oscillations for each cell.neomycin-resistant clones were isolated by standard procedure.
The cells were maintained in DMEM supplemented with 10% FCS Under the approximation that cells die continuously, which is
accurate for a large number of cells, the detrended variableand 200 g/ml G418.
NIH3T3-Rev-VNP-1 cells were plated in 35-mm glass bottom
dishes (WillCo-dish, type 3522, WillCo Wells B.V.). After stimulating Z(t) 
s(t)  AN(t)
AN(t)
with N(t)  Ne

ln2t
t death1/2
the cells with horse serum or dexamethasone, the medium was
replaced by 2 ml phenol red-free DMEM supplemented with 0.5%–
introduced in Figure 3 reduces to20% FCS depending on the experiments. For the experiment without
synchronization (Figure 2), 2  104 cells were plated directly in 2 ml
Z(t) 
B
N
N
i1
et/T cos(2 fi t  φ)phenol red-free DMEM supplemented with 20% FCS in a WillCo-
dish. The cultures were placed in a 37C chamber equilibrated with
humidified air containing 5% CO2 throughout the microscopy. Time- and takes values in the interval [1,1]. For an infinite population of
lapse microscopy was performed with a Leica AS MDW microscope cells, Z can be computed analytically and evaluates to
using a 10 objective. The cells were illuminated every 30 min for
430 ms (excitation at 505 nm) and timelapse series of 5 z-stacks Z∞(t)  B cos(2f t  φ) e
(2)2 2f t
2
2 e
t
T
with a 3.0 um step size were captured with the use of a CFP/YFP
filter set. DIC images of the same frames were also captured to
which is the product of a an oscillation at the mean frequency f and
examine cell morphology. The movies were created from the time-
an envelope consisting of the product of a Gaussian (the dephasing)
lapse series using Leica AS MDW software.
and an exponential (the damping). The form of the envelope is used
The fluorescent images were subjected to the data analysis as
to determine the parameters B,T,f in Figures 3D–3F.follows. The sum projection images were constructed from indi-
For a finite population, the long-time behavior of Z(t) is different for
vidual z-slices using Image J software. The sum projections were
each new simulation of the random population. Therefore ensemble
subjected to the fluorescence measurements using MetaMorph
properties would have to be computed, which is a major mathemati-
software (UIC). The individual fluorescent nuclei were identified
cal challenge. Here, we exploit the property that the short-time
manually, and the centers of the fluorescent regions (i.e., centers of
behavior is independent of population size to fit parameters from a
the nuclei) were followed manually throughout the timelapse series.
single experiment.
Then, the region of interest (ROI) was defined to cover all the fluores-
cence in the same cell from the first to the last frames, and the
Gaussian Mixtures and Model Selectionfluorescence intensity in the given ROI was measured. The back-
The Gaussian mixture models used in Figures 1E, 6E, and 7A wereground value/area (BG) was taken as the average intensity of three
obtained using the Mclust package in R (http://www.r-project.org).regions without nuclei, and the sum of background value was ob-
To gain confidence about the three Gaussian components predictedtained by multiplying BG by the area of ROI. The total intensity per
by Mclust in Figure 6E (Mclust applies the standard BIC, or Bayesiannucleus was obtained by subtracting the sum of background from
Information Criteria), bootstrap parameter estimates showed well-the integrated intensity in a ROI.
separated peak locations for up to three components. Finally, a log-
likelihood ratio test based on resampling from two-component and
Preparation of Mouse Primary Fibroblasts three-component fitted models showed that the data support depar-
mPer1/ single knockout and mPer1/;mPer2/ double knockout ture from two to three peaks (p 	 0.0005) but not from three to four
mice were generously provided by U. Albrecht (University of Fri- (p  0.55).
bourg) (Zheng et al., 2001). MEF cultures were established from day
12 embryos. After heads and livers were removed, the remaining Acknowledgments
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