Variance reduction stochastic gradient descent methods enable minimization of model fitting problems involving big datasets with low iteration complexity and fast asymptotic convergence rates. However, they scale poorly in distributed settings. In this paper, we propose a highly parallel variance reduction method, CentralVR, with performance that scales linearly with the number of worker nodes. We also propose distributed versions of popular variance reduction methods that support a high degree of parallelization. Unlike existing distributed stochastic gradient schemes, CentralVR exhibits linear performance gains up to thousands of cores for massive datasets.
Introduction
Stochastic gradient descent (SGD) is a general approach to solving minimization problems where the objective function can be broken down as a sum over many parts. Such a function has the form (1.1) min
where each f i : R d → R. This encompasses a wide range of problem types, including matrix completion and graph cuts [13] . However, the most popular use of SGD is for problems where the summation in (1.1) is over elements in a dataset. For example, f i (x) could measure how well a certain model with parameters given by x explains or classifies the ith entry in a large dataset.
For problems where the objective function decomposes across data, SGD selects a single data index i on each iteration, approximates the gradient of the objective as g k = ∇f i (x) ≈ ∇f (x), and then performs the approximate gradient update
These approximate gradient updates are much cheaper than true gradient update steps, which is highly advantageous when x k is far from the true solution.
While stochastic methods can be very effective on big datasets, SGD is an inherently sequential algorithm. For truly large datasets, parallel or distributed algorithms are vital, driving interest in parallelizing the training of models over massive datasets using stochastic optimization. While there has been quite a bit of recent work in the area of distributed asynchronous SGD algorithms [4, 13, 1, 11, 16, 10, 3, 20, 19] , these methods typically experience substantially reduced marginal benefit as the number of worker nodes increase over a certain limit. Thus, while some of these algorithms scale linearly when the number of worker nodes is small, they are less effective when the data is distributed over hundreds or thousands of nodes.
Moreover, most research in distributed SGD methods has been focused on the parameter server model of computation [4, 13, 10, 1, 11] , where each update to the centrally stored parameter vector requires a communication phase between the local node and the central server. However, SGD methods tend to become unstable with infrequent communication, and there has been less work in the truly distributed setting where communications costs are high [20, 19] . In this paper, we propose stochastic optimization algorithms using variance reduction that can linearly scale over hundreds or thousands of nodes and can train models on massive datasets without the slowdown that existing stochastic methods experience. [7, 5, 14, 15, 6, 8, 9, 18, 17] have recently gained popularity as an alternative to SGD. These methods reduce the variance in the stochastic gradient estimates, and are able to maintain a large constant step size to achieve fast convergence to high accuracy.
Background Variance reduction (VR) methods
VR methods exploit the fact that gradient errors are highly correlated between different uses of the same function f i k . This is done by subtracting an error correction term from ∇f i k (x k ) that estimates a gradient error at the most recent use of f i k . Thus the stochastic gradients used by VR methods have the form
where y is an old iterate, and g y is an approximation of the true gradient ∇f (y). As an example, the SVRG algorithm [7] has an update rule of the form
where y is chosen to be a recent iterate from the algorithm history. Another popular VR algorithm, SAGA [5] , uses the corrected gradient approximation
where each ∇f i (φ i ) denotes the most recent value of ∇f i and φ i denotes the iterate at which the most recent ∇f i was evaluated. In this case g y is the average of the ∇f i (φ i ) values for all i ∈ {1, 2, · · · , n}. This error correction term reduces the variance in the stochastic gradients, and thus ensures fast convergence. Most work on VR methods has focused on studying their faster convergence rates and better stability properties when compared to classical SGD.
Contributions
In this work, we use variance reduction to dramatically boost the performance of SGD in the highly distributed setting. We do this by exploiting the dependence of VR methods on the gradient correction term g y . We allow many agents to run simultaneously, while communicating with the central server only through the exchange of this central error correction term. The proposed schemes allow many asynchronous processes to work towards a central solution with minimal communication, while simultaneously benefitting from the fast convergence provided by VR.
This work has three main contributions. First, we present a new VR algorithm CentralVR, built on SAGA, that is more robust to noise and variance in the dataset. We propose synchronous and asynchronous variations of CentralVR which can linearly scale up over massive datasets over thousands of cores. We also propose distributed versions of the existing popular VR algorithms, SVRG and SAGA.
Second, we study the convergence of CentralVR when g y is only updating periodically (as in the distributed setting), and prove linear convergence of the method with constant stepsizes.
Finally, we present empirical results which show that these distributed algorithms can be trained on massive highly distributed datasets in far less time than existing state-of-the-art stochastic optimization methods. Performance of all these distributed methods scales linearly up to hundreds of workers, even in the case of low communication frequency. We show empirically that the proposed method converges much faster than competing options.
CentralVR Algorithm: single-worker case
We begin by proposing our new VR scheme, CentralVR, in the single-worker case. As we will see later, the proposed method has a natural generalization to the distributed setting that has low communication requirements.
Our proposed VR scheme is divided into epochs during which a pass is made over the entire dataset. Thus, in each epoch, n updates take place, one update per data sample. Let the iterates generated in the m-th epoch be written as {x
. CentralVR builds on the SAGA method. SAGA relies on the update rule (1.4), which requires an average over a large number of iterates ( g y = 1 n j ∇f i (φ i )) to be continuously updated on every iteration. In the distributed setting, where the vector g y must be shared across nodes, maintaining an up-to-date average requires large amounts of communication.
We propose two simple modifications to the SAGA algorithm to address this problem. First, we update the error correction term reference point g y only at the end of an epoch. This will translate into communication savings in the distributed setting, where g y is only occasionally updated. Second, in one epoch, we traverse over the dataset using a random permutation over the indices (i.e., indices are chosen without replacement), instead of a random access (with replacement, as in SVRG or SAGA). This ensures that the average gradient we accumulate over one epoch is unbiased, and thus is a good estimate of the true gradient. This average gradient term can be accumulated cheaply during an epoch, without any noticeable overhead.
To state the algorithm more formally, let π m denote a random permutation of the data indices {1, 2, · · · , n}, with π j m denoting the data index chosen in the j-th step in π m . Also letx l m denote the iterate corresponding to the point when the l-th data index was chosen in the m-th epoch. Then, the update rule for CentralVR is given by The stored gradients and the average gradient term g y are initialized using a single epoch of "vanilla" SGD with no VR correction. CentralVR has the same time and space complexities as SAGA. The full method is described in Algorithm 1.
Algorithm 1 CentralVR Algorithm: single worker case
1: parameters learning rate η 2: initialize x, {∇f j (x j )} j , and g using plain SGD 3: while not converged do 4:
for k in {1, . . . , n} do 6: sample i k ∈ {1, . . . , n} without replacement 7:
9:
end for
g ← g/n 12: end while
Convergence Analysis
We now present convergence bounds for Algorithm 1. We make the following standard assumptions about the function when studying convergence properties. First, each f i is strongly convex with strong convexity constant µ:
Each f i has Lipschitz continuous gradients with Lipschitz constant L so that
We start with two trivial lemmas.
Lemma 3.1. For any f satisfying (3.7) and (3.8), and for any x and i we have
where x denotes the minimizer of f.
Proof. This follows from (3.8) and the strong convexity assumption on f .
Lemma 3.2. For any f satisfying (3.7) and (3.8), and for any x we have
Proof. This follows immediately from Lemma 1 of [5] .
Theorem 3.1. Consider Algorithm 1 with data index i k drawn uniformly at random (with replacement) on each iteration. Define the error measure
We have the bound E E m+1 ≤ cE m , where
provided η is sufficiently small to make 0 < c < 1. In other words, the method converges linearly in expectation for sufficiently small stepsize.
Proof. The updates of the method have the form
. We now begin with the standard inequality
We now bound (3.9). First, we note
Thus we can simplify the inner product term in (3.9) using Lemma 3.2 as
We now bound the magnitude of the gradient term in (3.9) as
The first inequality and second inequalities follow from
The third inequality follows from Lemma 2 of [5] . Now, randomizing over i k yields
We now use the Lemma 3.1 to get
We now plug (3.10) and (3.11) into (3.9) and rearrange to get
We now sum this inequality over k = 0 to n − 1 to get
We now observe that
and so the sum telescopes to yield
The result immediately follows.
Distributed Algorithms
We now consider the distributed setting, with a single central server and p local client servers, each of which contains a portion of the data set. In this setting, the data are decomposed into disjoint subsets {Ω s } with s |Ω s | = n. We denote the ith function stored on server s as f Our goal is to derive stochastic algorithms in this distributed setting that scale linearly to high p, while remaining stable even under low communication frequencies between local and central nodes.
The distributed, synchronous form of CentralVR is given in Algorithm 2. To distinguish the algorithm from the single worker case, we call it CentralVR-Sync. On each epoch, the local node retrieves a copy of the central iterate x, and also g y , which represents the averaged gradient over all data. The variance reduced SGD method is then performed on each node, and the most recent gradient for each data point, ∇f
, is stored. By sharing g y across nodes, we ensure that the local gradient updates utilize global gradient information from remote nodes. This prevents the local node from drifting far away from the global solution, even if each local node runs for one whole epoch before communicating back with the central server.
In CentralVR-Sync, each local node performs local updates for one epoch, or |Ω s | iterations, before communicating with the server. This is a rather low communication frequency compared to a parameter server model of computation in which updates are continuously streamed to the central node.
Algorithm 2 Synchronous Algorithm
1: parameters learning rate η 2: initialize x, {∇f j (x j )} j , g 3: while not converged do 4: for each local node s do 5:
for k in {1, . . . , |Ω s |} do 7: pick i k ∈ {1, . . . , |Ω s |} without replacement 8:
12:
g ← g/|Ω s |
13:
send x, g to central node 14: receive updated x, x, g from central node 15: end for 16: central node:
average x, g received from workers
18:
broadcast averaged x, g to local workers 19: end while
The synchronous algorithm can be extended very easily to the asynchronous case, CentralVR-Async, as shown in Algorithm 3. The key idea for CentralVRAsync is that, once a local node completes an epoch, it sends the change in the local averages, given byx s andĝ s , over the last epoch to the central server. This change is added to the globalx andĝ to update the global averages. Thus, when the central server receives parameters from a local node s, the updates it performs have the form
wherex s andĝ s are now given bŷ
Sending the change in the local parameter values, rather than the local parameters themselves, ensures that when updating the central parameter, the previous contribution to the average from that local worker is just replaced by the new value. Thus, a fast working local node does not bias the global average solution toward its local solution with an excessive number of updates. This makes the algorithm more robust to heterogenous computing environments where local nodes work at drastically different speeds.
The proposed CentralVR scheme has several advantages. It does not require a full gradient computation Algorithm 3 CentralVR-Async Algorithm 1: parameters learning rate η 2: initialize x, {∇f j (x j )} j , g, α = 1/p, x old = g old = 0
3: while not converged do
4:
for each local node do 5:
for k in {1, . . . , |Ω s |} do 7: sample i k ∈ {1, . . . , |Ω s |} without replacement 8:
12:
13:
∆x ← x − x old , ∆g ← g − g old
14:
x old ← x, g old ← g
15:
send ∆x, ∆g to central node 16: receive updated x, g from central node 17: end for
18:
central node:
receive ∆x, ∆g from a local worker 20: x ← x + α∆x, g ← g + α∆g
21:
send new x, g back to local worker 22: end while as in SVRG, and thus can be made fully asynchronous. Moreover, since the average gradient g y in the error correction term is updated only at the end of an epoch, communication periods can be increased between the central server and the local nodes, while still maintaining fast and stable convergence.
Distributed SVRG
In this section, we present a distributed version of SVRG appropriate for distributed scenarios with high communication delays. Recently, in [14] , the authors presented an asynchronous distributed version of SVRG on a parameter server model of computation. In SVRG, the average gradient term is g y = ∇f (y) as shown in (1.3). Since it calculates the full gradient, the correction term subtracted from the stochastic gradient would be very accurate. This would indicate that the algorithm would be robust to high communication periods between the local nodes and the server.
However, a truly asynchronous method is not possible with SVRG since a synchronization step is unavoidable when computing the full gradient. Thus, in this section, we present a synchronous variant of SVRG in Algorithm 4. We define an additional parameter τ to denote the communication period, i.e., the number of updates to run on each local node before communicating with the central server.
The true gradient g is maintained across all nodes throughout the whole communication period τ , thus ensuring that the local workers stay close to the desired solution, even when τ is large. After τ updates, the current iteratex s on each local node s is averaged on the central server to getx. The true gradient is evaluated atx, i.e., g = ∇f (x), and x =x is used on each local node during the next epoch.
Algorithm 4 Synchronous SVRG
1: parameters step size η, communication period τ 2: initialize x 3: while not converged do 4:
x ← x 5:
g ← ∇f (x) via synchronization step 6: for each local node s do
for k in {1, . . . , τ } do 8: sample i k ∈ {1, . . . , |Ω s |} with replacement 9:
x ← x − η ∇f
11:
send x to central node 12: receive updated x from central node 13: end for 14: central node:
average x received from workers 16: broadcast averaged x to local workers 17: end while 6 Distributed SAGA The update rule for SAGA is given in (1.4). Since there is no synchronization step required as in SVRG, there is a very natural asynchronous version of the algorithm under the parameter server model of computation. A linear convergence proof has been presented for the parameter server model of SAGA (see Theorem 3 in [14] ). However, this work does not contain any empirical studies of the method. The parameter server framework is a very natural generalization of SAGA, however it has very high bandwidth requirements for large numbers of nodes.
Algorithm 5 presents an asynchronous version of SAGA with lower communication frequency. Like SVRG, we define a communication period parameter τ which determines the number of iterations to run on each machine before central communication.
A hallmark of SAGA is that the average gradient term g is updated on each iteration. Thus, as local iterations progress, the average gradient changes on each local node differently. This makes the algorithm less robust to higher communication periods τ . As the communication period increases, each local node keeps Algorithm 5 Asynchronous SAGA 1: parameters step size η, communication period
while not converged do 5: for each local node do 6: for k in {1, . . . , τ } do 7: sample i k ∈ {1, . . . , n} with replacement 8:
end for 12:
13:
15:
18:
receive ∆x, ∆g from a local worker 20:
send new x, g back to local worker 22: end while drifting farther apart from each other and the global solution. Thus, the learning rates needs to shrink as τ increases over a certain limit. This in turn slows down convergence. For this reason, distributed SAGA is less tolerant to long communication periods than the Algorithms in Sections 4 and 5. However, it still has fast convergence for much higher communication periods than existing stochastic schemes.
The asynchronous SAGA method (Algorithm 5) is built upon the same idea as the proposed asynchronous algorithm: running averages are kept on each local node, and at the end of an epoch the change in the parameter values are sent to the central server. This makes the algorithm more robust when local nodes work are heterogenous speeds.
In our distributed SAGA algorithm, care has to be taken while updating the average gradient g. Note that g is averaged over the whole dataset. Thus, when replacing the gradient value at the current index i k , the update is scaled down by a factor of n (the total number of global samples, as opposed to |Ω s |, the number of local samples). At the end of a local epoch, the average of the stored gradients on each local node is sent back to the central server, along with the current estimate x. This ensures that the average gradient term on the central serverĝ is built from the most recent gradient computations at each index.
We study the convergence of distributed methods for two problems: first, a binary classification problem with L 2 -regularized logistic regression of the form
2 , where feature vector a i ∈ R d has label b i ∈ R. We also consider a leastsquares predictor problem with a ridge regularizer (f i = (a
Sequential Results
We first test our algorithms in the sequential, non-distributed setting. It is well known that VR beats vanilla SGD by a wide margin in many applications. However, the different VR methods vary widely in their empirical behavior. We compare the single worker CentralVR algorithm to the two most popular VR methods, SVRG [7] and SAGA [5] . We test the methods on two synthetic "toy" datasets, in addition to two real-world datasets. Synthetic classification data was generated by sampling two normal distributions with unit variance and means separated by one unit. For the least-squares prediction problem, we generate a random normal matrix A and random labels of the form b = Ax + , where is standard Gaussian noise. For each case, we kept the size of the dataset n = 5000 with d = 20 features. For the binary classification problem, we kept equal numbers of data samples for each class.
We also tested performance of our algorithms on two standard real world datasets: IJCNN1 [12] for binary classification and the MILLIONSONG [2] dataset for least squares prediction. For all our experiments, we maintain a constant learning rate, and choose the learning rate that yields the fastest convergence for each method.
Results appear in Figure 1 . Iterations terminate when the norm of the gradient falls below 10 −11 . We compare convergence rates of the algorithms in terms of number of gradient computations for each method, since computing a gradient is the most expensive part of each algorithm. It is important to note, however, that comparing to SVRG is a bit of an apples-to-oranges comparison since SVRG requires 2 or more gradient computations per iteration, but does not use any extra storage. The proposed CentralVR algorithm widely outperforms SAGA and SVRG in all cases, requiring less than one-third of the gradient computations of the other methods.
Distributed Results
We now present results of our algorithms in highly distributed settings. We implemented the algorithms using a Python binding to MPI, and all experiments were run on a Cray cluster with 24 cores per node. All our asynchronous implementations are "locked", where at a given time only one local node can update the parameters on the central server. However, all proposed algorithms can be easily implemented in a lock-free setting.
We compare our distributed CentralVR algorithms proposed in Section 4 with the following algorithms:
• Distributed SVRG (Section 5). We set τ = 2n as recommended in [7] . We found the performance of the algorithm to be very robust to the communication period τ .
• Distributed SAGA (Section 6). We vary τ = {10, 100, 1000, 10000} and present results for the τ yielding best results. We observe that the algorithm remains relatively stable for τ = {10, 100, 1000} but performance starts deteriorating when τ becomes 10000.
• Elastic Averaging SGD (EASGD): This is a recently proposed asynchronous SGD method [19] that has been shown to efficiently accelerate training times of deep neural networks. Results were nearly insensitive to τ (with values ranging over {1, 4, 16, 64}) as found in [19] , thus, we present results for τ = 16 (16 updates occur before communication). We also found the regular EASGD algorithm to perform better than the momentum version (M-EASGD). We set the parameter β = 0.9 as recommended in [19] . We test performance both for a constant step size as well as a decaying step size (using a local clock on each machine) as given by η 0 /(1 + γk) 0.5 , where η 0 is the initial step size, k is the local iteration number, and γ being the decay parameter. This work has been shown to outperform a related popular asynchronous SGD, called Downpour [4] .
• Asynchronous "Parameter Server" SVRG: an asynchronous version of SVRG on a parameter server model of computation [14] . This work outperforms a popular asynchronous SGD method, Hogwild! [13] , which also uses a parameter server model of computation. We set the epoch size to 2n, as recommended in [14] .
For the variance reduction methods, we performed experiments using a constant step size, as well as a simple learning rate decay rule as η l = η 0 γ l , where l is the number of epochs, instead of iterations. Decaying the step size does not yield consistent performance gains, and constant step sizes work very well in practice.
We compared the algorithms on a binary classification problem and a least-squares prediction problem using toy datasets. The datasets are created on each Time required for convergence as number of local workers is increased (data on each local worker is constanti.e., total data scales linearly with the number of local workers) for logistic regression and ridge regression. We see that the time for convergence for our proposed methods remains constant even for massive datasets distributed over thousands of cores, i.e., the methods scale up linearly with the number of workers. local worker exactly the same way as for the sequential experiments. We create datasets with d = 1000 features and |Ω s | = 5000 samples for each core s. Figure 2 shows results of our distributed experiments. We first compare rate of convergence of our algorithms scaled over 192 cores. The first two plots show convergence for logistic regression and ridge regression. The x-axis displays wall clock time in seconds and the y-axis displays the relative norm of the gradient, i.e., the ratio between the current gradient norm and the initial gradient norm. We stop training our model when the relative norm of the gradient falls below 10 −5 . For the logistic regression problem, we see that all 4 methods presented above converge much faster than previously preposed schemes. For ridge regression, the distributed version of SVRG seems to experience a dramatic slowdown for large iteration numbers, while the other 3 algorithms maintain their superior rates of convergence.
The last two plots in Figure 2 show the scalability of our algorithms. On the y-axis, we plot the wall clock time (in seconds) required for convergence, and on the x-axis, we increase the number of nodes as 96, 192, 480 and 960. Each local worker has |Ω s | = 5000 data points in each case; the amount of data scales linearly with number of nodes. Notice that CentralVR-Sync and CentralVR-Async exhibit nearly perfect linear scaling, even when the number of workers is almost a 1000. The dataset size in this regime is close to 5 million data points, and the proposed methods train our models to high digits of precision in less than 15 seconds. In contrast, the distributed asynchronous SAGA algorithm experiences a slowdown with an increase in the number of local workers. The distributed SVRG algorithm experiences a perfect linear scaling for the logistic regression case, but slows down significantly for the linear regression problem.
Conclusion
This manuscript introduces a new variance reduction scheme, CentralVR, that has lower communication requirements than conventional schemes, allowing it to perform better in highly parallel cloud or cluster computing platforms. In addition, distributed versions of well-known variance reduction stochastic gradient descent (SGD) methods are presented which also perform well in highly distributed settings. We show that by leveraging variance reduction, we can combat the diminishing returns that plague classical SGD method when scaled across many workers, achieving linear performance scaling up to over 1000 cores.
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