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No Bias in Linkage Analysis
To the Editor:
In a recent article, Schork and Greenwood (2004) made
the alarming claim that nonparametric linkage analysis
methods have a previously unrecognized inherent bias
against detection of linkage and proposed that linkage
studies that have used these methods should be reex-
amined. It is fortunate for the genetics community that
this claim is not well founded. The “bias” discussed by
Schork and Greenwood is simply conservative handling
of incomplete information. This issue is well appreciated
by statistical geneticists, and most nonparametric link-
age analysis methods—as implemented in commonly
used programs such as GeneHunter (Kruglyak et al.
1996), Merlin (Abecasis et al. 2002), and many other
software packages—already handle incomplete infor-
mation correctly (see Cordell [2004]). The examples to
the contrary provided by Schork and Greenwood (2004)
derive from a contrived statistic explicitly implemented
by these authors to handle incomplete information
incorrectly.
This is best illustrated with Schork and Greenwood’s
(2004) example of testing whether a coin is fair. They
write that if a coin is tossed 100 times, but the outcomes
of only 50 tosses are observed, and 40 of these come up
heads, then the estimate of the probability of heads is,
of course, 0.80. They then write that if the 50 unob-
served losses are assigned a 25-25 split expected of a
fair coin, then the overall estimate of the probability of
heads would be 0.65, which underestimates the true
probability of heads and leads to a bias against detection
of an unfair coin. This is, of course, true, and, for that
very reason, no sound statistical procedure assigns a 25-
25 split to the unobserved events. Rather, all correct
missing-data–estimation procedures appropriately com-
pute the probability of heads to be 0.80 in this example.
Schork and Greenwood’s statistic, unlike real-world
linkage statistics, implements the equivalent of the for-
mer (incorrect) procedure when faced with incomplete
data (i.e., uninformative markers or evaluation of link-
age between marker locations).
The method directly examined by Schork and Green-
wood (2004) is based on the popular maximum LOD
score (MLS) approach introduced by Risch (1990). In
this approach, the fraction of alleles that are shared iden-
tical by descent (IBD) by affected pairs of relatives (the
quantity represented by the probability of heads in the
coin-toss analogy) is estimated by maximum likelihood,
and signiﬁcance is evaluated via a likelihood-ratio test.
The expectation-maximization (EM) algorithm (Demps-
ter et al. 1977) is most commonly used to account for
incomplete speciﬁcation of IBD sharing by the data. The
EM algorithm, as originally described (Dempster et al.
1977) and when correctly implemented (e.g., by Krug-
lyak and Lander [1995]), computes the IBD-sharing es-
timates iteratively, using standard missing-data tech-
niques to update the “imputed values” at each iteration,
and provides an accurate and unbiased estimate of the
fraction of alleles shared IBD (and the LOD score) at
the ﬁnal iteration (see Cordell [2004]).
The statistic used by Schork and Greenwood (2004)
is superﬁcially similar, but, unlike any statistical analysis
in the widely used linkage-analysis programs, does not
use EM but rather simply assigns to uninformative pairs
the sharing fraction expected under the null hypothesis
of no linkage, making no attempt to properly estimate
the sharing for uninformative data under the alternative
hypothesis of linkage. Although the authors do not de-
scribe in detail how they implemented the method, their
equation (1) (as well as their deﬁnition of maximum-
likelihood estimates for the IBD-sharing parameters) ap-
plies only to the case of fully informative pairs and is
inappropriate for other cases. The appropriate formu-
lation is clearly stated in the article by Risch (1990) that
originally described the method, as well as in Kruglyak
and Lander (1995).
It is important to note that, although we have focused
on the case of the MLS approach and the EM algorithm,
appropriate handling of incomplete information has
been a key consideration in the design and implemen-
tation of other nonparametric linkage methods. For ex-
ample, the problem of incomplete information in quan-
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titative-trait analysis was explicitly addressed nearly a
decade ago for sib pairs (Kruglyak and Lander 1995)
and, more recently, for larger pedigrees (e.g., Sham et
al. 2002), although several methods still in use today
have not fully accounted for this issue, and users should
be cognizant of this fact (Cordell 2004). Also, although
nonparametric linkage (NPL) analysis has always been
recognized to be conservative when the data is not fully
informative (Kruglyak et al. 1996), this problem has
long been resolved either by calculating LOD scores
(Kong and Cox 1997) or by estimating signiﬁcance em-
pirically through simulation (e.g., Kruglyak and Daly
1998), an approach that is becoming increasingly prac-
tical even for whole-genome scans. Other methods are
examined in detail by Cordell (2004), who comes to
similar conclusions. Of course, it is well appreciated that
all linkage methods (and all statistical tests, in general)
have lower power when faced with less informative data,
but this broadly recognized effect is distinct from the
“bias” claimed by Schork and Greenwood.
Schork and Greenwood (2004) also make a problem-
atic statement about parametric linkage analysis. They
correctly note that the contribution to the LOD score
of completely uninformative families is zero—exactly the
same as when such families are simply excluded from
analysis—but then inexplicably conclude that “unin-
formative families detract from a linkage signal in para-
metric settings as well” (Schork and Greenwood 2004,
p. 312). Since the ﬁnal statistic in parametric analysis is
simply the sum of individual family LOD scores, unin-
formative families, obviously, have absolutely no effect
on the overall results.
In conclusion, the “bias” in linkage analysis claimed
by Schork and Greenwood does not affect most modern
nonparametric (and parametric) linkage analysis meth-
ods. The handling of incomplete information remains
an active area of research in some specialized linkage
settings.
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Got Bias? The Authors Reply
To the Editor:
We are happy to see that our colleagues have taken se-
riously the issue we raised in our article (Schork and
Greenwood 2004), and, in essence, we do not disagree
with much of the factual content of their letters (Abecasis
et al. 2004; Mukhopadhyay et al. 2004; Visscher and
Wray 2004 [all in this issue]). However, we strongly
disagree with aspects of their commentaries andwill con-
centrate on four related issues in our response: (1) the
use of the word “bias” to characterize the effects of the
treatment of non–fully informative observations as
though they were fully informative, in a nonparametric
linkage analysis setting; (2) the prevalence and perva-
siveness of the inappropriate treatment of non–com-
pletely informative observations, in nonparametric link-
age analyses; (3) the use of both simulation studies and
published “guidelines” for the interpretation of linkage
test statistics in the face of inappropriate treatment of
non–fully informative observations; and (4) the differ-
ence between, and need for reﬁnements in, paramet-
