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In this paper, a Chover-type law of the k-iterated logarithm is established for ρ˜-mixing
sequences of identically distributed random variables with a distribution in the domain of
an attraction of a stable distribution with an exponent in (0,2). Our results generalize and
improve those on Chover’s LIL type behavior previously obtained by Mikosch (1984) [9],
Vasudeva (1984) [14], and Qi and Cheng (1996) [11] from the i.i.d. case to ρ˜-mixing
sequences.
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1. Introduction and lemmas
Let (Ω, F , P ) be a probability space. The random variables we deal with are all deﬁned on (Ω, F , P ). Let {Xn; n  1}
be a sequence of random variables. For each nonempty set S ⊂ N , write FS = σ(Xi, i ∈ S). Given σ -algebras B, R in F , let
ρ(B, R) = sup{∣∣corr(X, Y )∣∣; X ∈ L2(B), Y ∈ L2(R)},
where corr(X, Y ) = E XY−E X EY√
Var X Var Y
. Deﬁne the ρ˜-mixing coeﬃcients by
ρ˜(n) = sup{ρ(FS , FT ); ﬁnite subsets S, T ⊂ N such thatdist(S, T ) n}, n 0.
Obviously 0 ρ˜(n + 1) ρ˜(n) 1, n 0, and ρ˜(0) = 1 except in the trivial case where all of the random variables Xi are
degenerate.
Deﬁnition. A sequence of random variables {Xn; n  1} is said to be a ρ˜-mixing sequence of random variables if there
exists n0 ∈ N such that ρ˜(n0) < 1.
ρ˜-mixing is similar to ρ-mixing, but both are quite different from each other. A number of writers have studied ρ˜-
mixing sequences of random variables and a series of useful results have been established. We refer to Bradley [1] for the
central limit theorem, Bryc and Smolenski [2] and Goldie and Greenwood [8] for moment inequalities and strong law of
large numbers, Wu [15,16], Wu and Jiang [17], Peligrad and Gut [10], and Gan [7] for almost sure convergence and Utev
and Peligrad [13] for maximal inequalities and the invariance principle. When these are compared with the corresponding
results of sequences of independent random variables, there still remains much to be desired.
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independent identically distributed random variables to ρ˜-mixing sequences of identically distributed random variables.
And the corresponding results of Mikosch [9], Vasudeva [14], and Qi and Cheng [11] are extended or improved.
Set lg0 x = x and denote lg j x = ln(max(e, lg j−1 x)) for j  1. We also deﬁne lg x = lg1 x.
Throughout this paper, we assume that k  0 is ﬁxed integer. For convenience, the product
∏k
j=1(·) is deﬁned as 1 if
k < 1. A ∼ B denotes A/B → 1, and an  bn denotes that there exists a constant c > 0 such that an  cbn for suﬃciently
large n. {Xn; n  1} is a ρ˜-mixing sequence of identically distributed random variables with a nondegenerate distribution
function F . For each n 1, set Sn =∑ni=1 Xi . Assume that F is in the domain of attraction of a stable distribution Gα with
exponent α ∈ (0,2), i.e.,
1− F (x) = c1(x)l(x)
xα
and F (−x) = c2(x)l(x)
xα
for x → ∞, (1.1)
where, for x> 0, ci(x) 0, limx→∞ ci(x) = ci , i = 1,2, c1 + c2 > 0, and l(x) 0 is a slowly varying function at inﬁnity, i.e.,
lim
t→∞
l(tx)
l(t)
= 1 for x> 0.
From Seneta [12], l(x) is a slowly varying function if and only if
l(x) = c(x)exp
{ x∫
1
b(u)
u
du
}
, x> 0,
where c(x) 0, limx→∞ c(x) = c > 0, and limx→∞ b(x) = 0.
For l(x) ≡ 1. Chover [5] established the following strong limit theorem which is refereed as the classical Chover LIL for Sn ,
n 1:
limsup
n→∞
∣∣∣∣ Snn1/α
∣∣∣∣
1
lg lgn = e 1α a.s.
Some Chover’s LIL type results obtained by Mikosch [9]. Under general assumption (1.1), i.e., l(x)  0 is a slowly varying
function in (1.1), Qi and Cheng [11] proved that for α ∈ (0,2), there exist some constants An ∈ R, Bn > 0 such that
limsup
n→∞
∣∣∣∣ Sn − AnBn
∣∣∣∣
1
lg lgn = e 1α a.s. (1.2)
Vasudeva [14] also obtained a similar result under assumption (1.1) with An ≡ 0 for α ∈ (0,2). Some recent papers have
been devoted to the study of the Chover’s LIL for dependent sequence. We refer the reader to Chen [4] and Cai [3].
Because of the wide applications of ρ˜-mixing random variables, we point out that the study on Chover’s LIL of ρ˜-mixing
random variables is of considerable signiﬁcance. We will prove the Chover-type k-LIL, i.e., (1.2) is extended as follows
limsup
n→∞
∣∣∣∣ Sn − AnBn
∣∣∣∣
1
lgk+2 n = e 1α a.s.
under general assumption (1.1) for ρ˜-mixing sequences of random variables.
Lemma 1. (See Wu and Jiang [17, Theorem 1].) Let {Xn; n 1} be a ρ˜-mixing sequence of random variables which satisﬁes
∞∑
n=1
Var Xn < ∞.
Then
∑∞
n=1(Xn − E Xn) converges a.s. and in quadratic mean.
Lemma 2. (See Utev and Peligrad [13, Theorem 2.1].) Suppose N is a positive integer, 0 r < 1, and q 2. Then there exists a positive
constant D = D(N, r,q) such that following statement holds:
If {Xi; i  1} is a sequence of random variables such that ρ˜(N) r and E Xi = 0 and E|Xi|q < ∞ for all i  1, then for every n 1,
E
(
max
1in
|Si|q
)
 D ·
(
n∑
i=1
E|Xi |q +
(
n∑
i=1
E Xi
2
)q/2)
.
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(i) (See Qi and Cheng [11, Lemma 1].) Suppose that h(x) is a slowly varying function at inﬁnity and g(x) is a positive function with
limx→∞ g(x) = ∞. Then, for any given δ > 0, there exists an x0 > 0 such that
g−δ(x) inf
xyxg(x)
h(y)
h(x)
 sup
xyxg(x)
h(y)
h(x)
 gδ(x) for all x> x0.
(ii) (See Zhang and Wen [18, Lemma A.6].) Assume that I denotes the indicator function and c is a positive constant. Let A1, . . . , An
be events which satisfy
var
(
n∑
k=1
I Ak
)
 c
n∑
k=1
P (Ak). (1.3)
Then (
1− P
(
n⋃
k=1
Ak
))2 n∑
k=1
P (Ak) cP
(
n⋃
k=1
Ak
)
. (1.4)
Lemma 4. Let {Xn; n 1} be a ρ˜-mixing sequence of random variables, {an; n 1} be a sequence of positive numbers with an ↑ ∞,
and Ak = (|Xk| > ak). Then the following statements hold.
(i) There exists a positive constant c such that for all n 1, (1.4) holds.
(ii) P (|Xn| > an; i.o.) = 0 or 1 according as∑∞n=1 P (|Xn| > an) converges or diverges.
Lemma 5. Let {Xn; n  1} be a sequence of arbitrary identically distributed random variables, and 0 < ai/i1/r be nondecreasing for
some r > 0. Then either
∞∑
i=1
P
(|X1| > cai)= ∞ for all c > 0,
or
∞∑
i=1
P
(|X1| > cai)< ∞ for all c > 0.
Lemma 6. Assume that {Xn; n  1} is a ρ˜-mixing sequence of identically distributed random variables, and 0 < an/n1/β is nonde-
creasing for some β ∈ (0,2).
(i) If there exists a sequence {cn; n 1} such that
Sn − cn
an
→ 0 a.s., (1.5)
then
∞∑
n=1
P
(|X1| > an)< ∞. (1.6)
(ii) If (1.6) holds, then (1.5) holds with cn =∑ni=1 E(Xi(ai)), where Xi(ai) = Xi I(|Xi |ai) .
(iii) If
∞∑
n=1
P
(|X1| > Man)= ∞ for any M > 0, (1.7)
then
limsup
n→∞
|Sn − dn|
an
= ∞ a.s. (1.8)
for every sequence {dn; n 1}.
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lemmas tell us that ρ˜-mixing essentially implies that many properties for i.i.d. random variables remain true: Lemma 1 is
the Kolmogorov criterion, Lemma 2 is Rosenthal’s inequality, Lemma 4(ii) is a zero–one law, and so on.
The paper is structured as follows. Section 2 presents our main results on the Chover-type law of the k-iterated logarithm
for ρ˜-mixing sequences of identically distributed random variables with a distribution in the domain of an attraction of a
stable distribution with an exponent in (0, 2), and the detail theoretical proofs of the theorems. Section 3 gives two examples
to show that the limit in our Theorem 2 with a variety of forms. The proofs of Lemmas 4–6 are given in Appendix A.
2. Main results and the proofs
Set G(x) = P (|X1| x), and deﬁne
B(x) = inf{y; G(y) 1/x} for x> 0.
Theorem 1. Assume that {Xn; n  1} is a ρ˜-mixing sequence of identically distributed random variables, (1.1) holds with some
α ∈ (0,2), and 0< fn is nondecreasing. Then the following statements hold.
(i) If there exists a sequence {cn; n 1} such that
lim
n→∞
Sn − cn
B(nfn)
= 0 a.s., (2.1)
then
∞∑
n=1
P
(|X1| > B(nfn))< ∞. (2.2)
(ii) If (2.2) holds, then (2.1) holds with cn = 0 when 0 < α < 1, and cn = ∑ni=1 E(Xi(ai)) when 1  α < 2, where ai = B(i f i),
Xi(ai) = Xi I(|Xi |ai) .
(iii) For every sequence {dn; n 1},
limsup
n→∞
|Sn − dn|
B(nfn)
= ∞ a.s. (2.3)
and
∞∑
n=1
P
(|X1| > B(nfn))= ∞ (2.4)
are equivalent.
(iv)
∞∑
n=1
P
(|X1| > B(nfn)){< ∞,= ∞, (2.5)
and
∞∑
n=1
1
nfn
{
< ∞,
= ∞, (2.6)
are equivalent.
Theorem 2. Assume that {Xn; n  1} is a ρ˜-mixing sequence of identically distributed random variables, (1.1) holds with some
α ∈ (0,2), then
limsup
n→∞
( |Sn − cn|
B(n
∏k
j=1 lg j n)
) 1
lgk+2 n = e 1α a.s.,
where cn is deﬁned by Theorem 1(ii).
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B(x) is a regularly varying function with index 1/α at inﬁnity, and by Karamata’s representation,
B(x) = x1/αc1(x)exp
{ x∫
1
b1(u)
u
du
}
=ˆ x1/αl1(x), (2.7)
where l1(x) is a slowly varying function, limx→∞ c1(x) = c1 ∈ (0,∞) and limx→∞ b1(x) = 0. Using the properties of regular
variation (see Seneta [12]), we obtain
G
(
B(x)
)∼ x−1, x → ∞. (2.8)
Set now b(x) = x1/αc1 exp{
∫ x
1
b1(u)
u du} =ˆ x1/αl2(x). It is easy to see that B(x) ∼ b(x), x → ∞. Therefore, B(nfn) in (2.1)–(2.5)
can be replaced by b(nfn) and that for any given r ∈ (α,2), there exists an xr > 0 such that b(x)/x1/r is increasing in (xr,∞).
Thus, let an = b(nfn), we have
0<
an
n1/r
= b(nfn)
n1/r
= b(nfn)
(nfn)1/r
f 1/rn ↑ . (2.9)
Therefore the conditions of Lemmas 5 and 6 are satisﬁed by the sequence {an = b(nfn)}.
(i) Assume that there exists a sequence {cn; n 1} such that (2.1) holds, then by Lemma 6(i),
∞∑
n=1
P
(|X1| > an)< ∞.
(ii) Assume that (2.2) holds, then by Lemma 6(ii), (2.1) holds with cn =∑ni=1 E(X1 I(|X1|ai)).
When 0< α < 1, let α < r < 1, by (2.9), we have an
n1/r
↑, thus,
∞∑
i=1
1
ai
|E X1 I(|X1|ai)| 
∞∑
i=1
1
ai
i∑
j=1
E|X1|I(a j−1<|X1|a j)

∞∑
j=1
j1/r
a j
∞∑
i= j
1
i1/r
E|X1|I(a j−1<|X1|a j)

∞∑
j=1
j P
(
a j−1 < |X1| a j
)
< ∞.
Since an
n1/r
↑ implies an ↑ ∞, by the Kronecker lemma,
cn
an
=
∑n
i=1 E(X1 I(|X1|ai))
an
→ 0.
(iii) Assume that for every sequence {dn; n 1}, (2.3) holds, then by Lemma 6(ii), (2.4) holds.
Conversely, assume that (2.4) holds, then (2.3) holds from Lemma 5 and Lemma 6(iii).
(iv) From (2.8),
P
(|X1| > B(nfn))= G(B(nfn))∼ 1
nfn
. (2.10)
Hence, (2.5) and (2.6) are equivalent. 
Proof of Theorem 2. For ∀ε > 0, let fn =∏kj=1 lg j n lg1+εk+1 n. By (2.10), we have
P
(|X1| > B(nfn))∼ 1
nfn
= 1
n
∏k
j=1 lg j n lg
1+ε
k+1 n
.
Therefore
∞∑
n=1
P
(|X1| > B(nfn))< ∞.
Applying Theorem 1(ii), we obtain
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n→∞
Sn − cn
B(nfn)
= 0 a.s.,
where cn is deﬁned by Theorem 1(ii).
Thus, let δ = ε
(1+ε)α > 0 in Lemma 3(i), for suﬃciently large n, combining (2.7), we have
|Sn − cn|
B(n
∏k
j=1 lg j n)
= |Sn − cn|
B(nfn)
B(n
∏k
j=1 lg j n lg
1+ε
k+1 n)
B(n
∏k
j=1 lg j n)

B(n
∏k
j=1 lg j n lg
1+ε
k+1 n)
B(n
∏k
j=1 lg j n)
 (lgk+1 n)(1+ε)/α lg(1+ε)δk+1 n = (lgk+1 n)(1+2ε)/α a.s.
Therefore
limsup
n→∞
( |Sn − cn|
B(n
∏k
j=1 lg j n)
) 1
lgk+2 n  e 1+2εα a.s. (2.11)
Similarly, for ε ∈ (0,1/2), let fn = ∏kj=1 lg j n lg1−εk+1 n, then ∑∞n=1 P (|X1| > B(nfn)) = ∞ from P (|X1| > B(nfn)) ∼
1
n
∏k
j=1 lg j n lg1−εk+1 n
. Applying Theorem 1(iii), we have
limsup
n→∞
|Sn − cn|
B(nfn)
= ∞ a.s.
Thus, there exist inﬁnite indices n such that
|Sn − cn|
B(nfn)
 1 a.s.
Let δ = ε
(1−ε)α > 0 in Lemma 3(i), for these n, combining (2.7), we obtain
|Sn − cn|
B(n
∏k
j=1 lg j n)
= |Sn − cn|
B(nfn)
B(n
∏k
j=1 lg j n lg
1−ε
k+1 n)
B(n
∏k
j=1 lg j n)
 (lgk+1 n)(1−ε)/α lg−(1−ε)δk+1 n = (lgk+1 n)
1−2ε
α a.s.
Therefore
limsup
n→∞
( |Sn − cn|
B(n
∏k
j=1 lg j n)
) 1
lgk+2 n  e 1−2εα a.s. (2.12)
Since ε ∈ (0,1/2) is arbitrary, we get
limsup
n→∞
( |Sn − cn|
B(n
∏k
j=1 lg j n)
) 1
lgk+2 n = e 1α a.s.
from (2.11) and (2.12). 
3. Examples
In this section, we give two examples to show that the limit in Theorem 2 with a variety of forms.
Example 1. Assume that X1 has a distribution with
G(x) = P(|X1| > x)= αβ(lg x)β
xα
, α ∈ (0,2), β ∈ R.
Let
B(x) = x 1α (lg x) βα .
It is easy to check that (1.1) and (2.8) hold. And
B
(
n
k∏
lg j n
)
∼ n 1α (lgn) βα
(
k∏
lg j n
) 1
α
.j=1 j=1
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limsup
n→∞
( |Sn − cn|
n
1
α (lgn)
β
α (
∏k
j=1 lg j n)
1
α
) 1
lgk+2 n = e 1α ,
where cn is deﬁned by Theorem 1(ii).
In particular, let k = 0, then
limsup
n→∞
( |Sn − cn|
n
1
α (lgn)
β
α
) 1
lg lgn = e 1α or limsup
n→∞
( |Sn − cn|
n
1
α
) 1
lg lgn = e 1+βα .
Example 2. Assume that X1 has a distribution with
G(x) = P(|X1| > x)∼ 1
xα
exp
(
β(lg x)r
)
, r ∈ (0,1), β ∈ R, α ∈ (0,2).
Let
B(x) = x 1α exp
(
β(lg x)r
αr+1
)
.
It is easy to check that (1.1) and (2.8) hold. And
B
(
n
k∏
j=1
lg j n
)
∼ n 1α
(
k∏
j=1
lg j n
) 1
α
exp
(
β(lgn)r
αr+1
)
.
Hence, by Theorem 2,
limsup
n→∞
( |Sn − cn|
n
1
α (
∏k
j=1 lg j n)
1
α exp( β(lgn)
r
αr+1 )
) 1
lgk+2 n = e 1α .
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Appendix A
Proof of Lemma 4. (i) Applying Lemma 2 for I Ak − E I Ak , (1.3) is easily veriﬁed. Hence (1.4) holds.
(ii) Assume
∑∞
k=1 P (Ak) < ∞. Then P (An; i.o.) = 0 from the Borel–Cantelli lemma.
Assume
∑∞
k=1 P (Ak) = ∞. Otherwise, if P (An; i.o.) = P (
⋂∞
n=1
⋃∞
k=n Ak) = limn→∞ P (
⋃∞
k=n Ak) < 1, then there exists an
integer m such that P (
⋃∞
k=m Ak) < 1, by (1.4), for all n 1,
m+n∑
k=m
P (Ak)
c
(1− P (⋃m+nk=m Ak))2 P
(
m+n⋃
k=m
Ak
)
 c
(1− P (⋃∞k=m Ak))2 P
( ∞⋃
k=m
Ak
)
< ∞.
Hence
∑∞
k=1 P (Ak) < ∞. This is contradictory to hypothesis. 
Proof of Lemma 5. Assume
∞∑
i=1
P
(|X1| > c0ai)= ∞
for some c0. Clearly
∞∑
i=1
P
(|X1| > cai)= ∞
for all c  c0. Fix c > c0. Choose an integer n0 > cr/cr0. By hypothesis, arin0/(in0) a
r
i /i. Thus
ar /ar  n0 > cr/cr .in0 i 0
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∞∑
i=1
P
(|X1| > cai) ∞∑
i=1
P
(|X1| > c0ain0) ∞∑
i=1
P
(|X1| > c0ain0+ j)
for j = 0,1, . . . ,n0 − 1. Hence,
n0
∞∑
i=1
P
(|X1| > cai) n0−1∑
j=0
∞∑
i=1
P
(|X1| > c0ain0+ j)= ∞∑
i=1
P
(|Xi| > c0ai)= ∞.
Thus divergence for some c0 > 0 implies divergence for all c > 0, establishing the lemma. 
Proof of Lemma 6. (i) From Xnan = Sn−cnan −
Sn−1−cn−1
an−1
an−1
an
+ cn−cn−1an , and Xnan
P−→ 0, we have cn−cn−1an → 0. Hence, we have
Xn
an
→ 0 a.s. Therefore P (|Xn| > an, i.o.) = 0. By Lemma 4(ii), (1.6) holds.
(ii) Let a0 = 0, by (1.6) and an/n1/β ↑, β ∈ (0,2),
∞∑
j=1
Var
(
X j(a j)
a j
)

∞∑
n=1
∞∑
j=n
j2/β
a2j
j−2/β E X21 I(an−1<|X1|an)

∞∑
n=1
n2/β
a2n
∞∑
j=n
j−2/β E X21 I(an−1<|X1|an)

∞∑
n=1
nP
(
an−1 < |X1| an
)
< ∞.
So, by Lemma 1
∑∞
n=1 a−1n (Xn(an) − E Xn(an)) converges a.s. And so,
∑∞
n=1 a−1n (Xn − E Xn(an)) converges a.s. from∑∞
n=1 P (Xn = Xn(an)) =
∑∞
n=1 P (|Xn| > an) =
∑∞
n=1 P (|X1| > an) < ∞. Since 0 < an/n1/β ↑, β ∈ (0,2) implies 0 < an ↑ ∞,
by the Kronecker lemma,
Sn −∑ni=1 E(Xi(ai))
an
→ 0 a.s.,
i.e., (1.5) holds with cn =∑ni=1 E(Xi(ai)).
(iii) Otherwise, if there exists a sequence {dn; n  1} such that (1.8) doesn’t hold, then there exists a constant d0 ∈
[0,+∞) such that limsupn→∞ |Sn−dn|an = d0 a.s. Since
limsup
n→∞
|Xn − (dn − dn−1)|
an
 limsup
n→∞
|Sn − dn|
an
+ limsup
n→∞
an−1
an
|Sn−1 − dn−1|
an−1
 2d0 a.s.
By noting that Xnan
P−→ 0, we have limsupn→∞ |dn−dn−1|an < ∞. Therefore
limsup
n→∞
|Xn|
an
=ˆ M  2d0 + limsup
n→∞
|dn − dn−1|
an
< ∞ a.s.
By this, we get P (|Xn| > (M + 1)an; i.o.) = 0. Applying Lemma 4(ii) again, we obtain
∞∑
n=1
P
(|X1| > (M + 1)an)= ∞∑
n=1
P
(|Xn| > (M + 1)an)< ∞.
This is contradictory to (1.7). Thus (1.8) is proved. 
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