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Munkám céljául az európai regionális gazdasági fejlettségbeli tagozódás helyzetének, 
változásának többváltozós matematikai statisztikai módszerek használatával történ  
bemutatását t ztem ki. E tág témakörön belül kiemelt szempontként a területiség, az ún. 
térparaméterek szerepe jelenik meg dolgozatomban. A korábban ebben a témában született 
munkák arról tanúskodnak, hogy az európai fejlettségi tagolódásban jelent s, s t többször 
legmeghatározóbb a szomszédsági egymásra hatás szerepe (Ertur – Le Gallo 2000, Tóth 2003, 
Szabó 2006a), ezért úgy döntöttem, hogy a lehetséges térparaméterek közül a szomszédsággal 
fogok kiemelten foglalkozni. Ehhez els ként elméleti, módszertani úton közelítek, majd 
konkrét vizsgálatokkal mutatok rá a szomszédság szerepére. 
A f  kutatási kérdéseim az alábbiak: 
- Mit jelent a térparaméter fogalma és milyen típusai különböztethet k meg? 
- Milyen szerepe van jelenleg a térparamétereknek a matematikai-statisztikai módszereket 
alkalmazó területi vizsgálatokban? 
- Hogyan alakultak illetve változtak a területi fejlettségi különbségek az Európai Unióban 
1995-2009 között? 
- A szomszédsági meghatározottság szerepe er södik vagy csökken Európában a regionális 
gazdasági fejlettségi tagozódás esetében? 
- A legelterjedtebb elemzési eszközt l, a területi autokorrelációtól eltér , de szomszédsági 
kérdések vizsgálatára is alkalmas módszerek milyen többletinformációt adnak a kérdéskör 
vizsgálatához? 
- A használt matematikai-statisztikai módszerek alapján mennyivel jobb egy lokális modell 
a globálisnál? 
 
A dolgozat öt fejezetre tagolódik. A bevezetést (I. fejezet) követ en a térparaméterek 
értelmezésével és szerepével foglalkozom (II. fejezet). Mivel dolgozatom els sorban az 
európai szomszédsági hatások kérdéskörével foglalkozik, ezért megkerülhetetlen a 
szomszédság fogalmának meghatározása, valamint az, hogy egyáltalán miként lehet 
kvantitatív módszerekbe egy ilyen tényez t bevonni. Mindennek áttekintését tágabb léptékben 
teszem meg, a szomszédságot, mint a térparaméterek egyik fajtáját jellemzem. 
Ezt követ en (III., IV. fejezet) az alkalmazott módszereket, majd a módszerek alkalmazása 
révén kapott számítási eredményeket ismertetem. Ezt a részt az európai regionális fejlettségi 
egyenl tlenségek jellemz inek, illetve változásának általános feltárásával, leírásával kezdem, 
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majd a szomszédság szerepének vizsgálatára térek át, a területi autokorreláció módszerének 
használatával, el ször globálisan tesztelve, hogy van-e létjogosultsága a további vizsgálatok 
elvégzésének, utána pedig lokális szinten folytatva a számításokat. A negyedik fejezet egésze 
regressziós módszertanra épül, és itt kísérlem meg feltárni több tényez  segítségével a 
fejlettséget befolyásoló tényez ket. A szomszédsági paraméterek az alapmodell javítása 
kapcsán jutnak szerephez, amely révén a Spatial Error, Spatial Lag és Geographically 
Weighted Regression modellekhez jutunk el, majd ezek alkalmazásával a folyamatokat egyre 
megbízhatóbban leíró modelleket kapunk. Az utolsó fejezetben (V.) összegzem a legf bb 
megállapításokat. 
Az egyes feldolgozott témakörök szakirodalmi háttere változó részletezettség . A 
térparaméterekre vonatkozó irodalmat nézve gyakorlati használatukra sok példa található, 
azonban elméleti értelmezésük, mind a hazai, mind a nemzetközi szakirodalomban csekély. 
Más a helyzet az európai regionális különbségek vizsgálata illetve a területi autokorrelációs 
számítások esetében, ezek elméleti, módszertani megközelítése és gyakorlati használata is 
elterjedt. A regressziót tekintve számos módszertani tanulmány és alkalmazási példa lelhet  
fel, azonban Európára vonatkozóan fejlettségi kérdések vizsgálatára kevesen használták. 
A munkám során felhasznált adatok els sorban az Eurostat REGIO adatbázisából 
származnak, helyenként kiegészítve nemzeti statisztikai évkönyvek, adatbázisok adataival. A 
vizsgálatok területi kerete alapjában véve az Európai Unió, kiegészítve egyes tagjelölt 
országokkal, illetve a fejlettségi kérdések szempontjából különösen fontos Norvégiával és 
Svájccal. A szomszédsági kérdések szempontjából nehezen vizsgálható Ciprust és Máltát 
kihagytam a számításokból. A vizsgált területegységek (régiók) méretbeli heterogenitása, 
valamint az eredmények jobb értelmezhet sége miatt a NUTS 2-es és 3-as szint vegyes 
használata mellett döntöttem. Az egyenl tlenségi és szomszédsági vizsgálatok id távja 1995-
2009, a regressziós számítások 2009-re vonatkoznak. A kezdeti év azért 1995, mert ekkortól 
állnak rendelkezésre egységes módszertannal számított GDP adatok (ESA 1995) az EU-s 
tagállamokra, régiókra vonatkozóan. 
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II. A térparaméterek értelmezése és szerepük a társadalomföldrajzi kutatásokban 
II.1. A térparaméterek értelmezése 
 
Dolgozatomban az európai regionális fejlettségi tagozódást els sorban a szomszédság 
szemszögéb l vizsgálom, ezért fontosnak tartom a szomszédság fogalmának meghatározását, 
illetve a szomszédság számszer sített tényez ként való értelmezési lehet ségeinek 
bemutatását. Ezt egy tágabb kontextusban teszem meg, a térparaméterek kérdésköre fel l 
közelítve. 
A társadalmi-gazdasági állapotok és folyamatok területi elemzésekor az ok-okozati 
összefüggések feltárása érdekében esetenként szükség lehet a térbeliség szerepének külön 
szempontként való figyelembevételére. Ezekben a vizsgálatokban matematikai-statisztikai 
módszereket is alkalmazva, szükségessé válik a térbeliséget jellemz  tényez k 
számszer sítése. A számszer sítéssel kapott tényez ket nevezzük térparamétereknek. 
Jankó definíciója szerint a térparaméterek: „Tágabb értelemben olyan adatok, 
mér számok, dimenziók, amelyek az egyes térelemek közötti viszony leírására szolgálnak, 
legyen szó küls  vagy bels  térr l. Sz kebb értelemben a földrajzi, küls  tér elemei 
(területegységek) közötti viszonylatok leírására szolgáló adatfajták, praktikusan földrajzi 
koordináták, vagy valamilyen kitüntetett ponttól való távolságot írnak le.” (Nemes Nagy 
szerk. 2005, p. 281.) Én ebb l a sz kebb értelemben vett jelentésében használom a fogalmat. 
Fontos kiemelni, hogy a tematikus térképek a tagoltság vizuális bemutatására alkalmasak, 
sejtetve akár a földrajzi tér és az adott jelenség közötti összefüggést, a sokak által ismert és 
használt területi egyenl tlenségi mutatók pedig a tagoltság nagyságának és változásának 
számszer sítésére használhatók, ám egyik sem ad információt arról, hogy a térbeliségnek 
konkrétan (számszer sítve) milyen és mekkora szerepe van. E kérdésre való válaszhoz 
összetettebb módszerekre, és azokban térparaméterek alkalmazására van szükség. 
Azonban miel tt a térparaméterek részletesebb vizsgálatára térnék, át kell tekinteni azt, 
hogy honnan is származtatható ez a fogalom, hogyan illeszkedik egy tágabb fogalmi 
rendszerbe, valamint, hogy mi sorolható ide. Ehhez kiindulási alapot jelent a települések 
fejl dése hatótényez inek számbavétele. Egy település létrejöttének helyét különböz  típusú 
adottságok befolyásolják, határozzák meg, s míg a történelem korai id szakában ezek a 
tényez k els sorban természetföldrajziak voltak, addig kés bb már más tényez k, például 
gazdaságiak, és politikaiak kerültek el térbe; itt elég csak a gazdasági szempontból fontos, de 
lakhatás szempontjából nem kedvez  területek benépesítésére gondolni (Kovács 2002). A 
6 
természetföldrajzi adottságok két nagy csoportját szokták megkülönböztetni a kutatók, 
Cholnoky elnevezése alapján, ezek a helyi és helyzeti energiák (Kovács 2002). 
Az ezzel foglalkozó településföldrajzi munkák a legtöbb esetben Mendölnek az 1960-as 
évek elején lefektetett fogalomrendszeréb l indulnak ki. Ebben a szerz  a fekvés 
körülményeinek két típusát különíti el, a topográfiai és forgalmi fekvést. A topográfiai fekvés 
annak a térszínnek a sajátosságait jelenti, amelyen a település helyet foglal. A forgalmi fekvés 
pedig azt mutatja meg, hogy a más településekr l a kérdéses helyre való elérhet séget mi 
szabályozza. Mendöl ezen kívül a topográfiai fekvésen belül meghatározza a matematikai 
fekvést, amely alatt a földrajzi hosszúságot és szélességet, valamint a tengerszint feletti 
magasságot érti (Mendöl 1963). A topográfiai fekvésb l származó el nyöket helyi, míg a 
forgalmi fekvésb l adódókat helyzeti energiának nevezi. 
Itt térnék ki röviden arra, hogy ez az energia elnevezés nem teljesen egzakt, ugyanis az 
energia felfogásomban már önmagában is pozitív jelentéstartalommal bír, azonban ezen 
tényez k nem feltétlenül pozitív tartalmúak. Ezzel kapcsolatosan Mendöl munkájában 
megjelenik a negatív energia kifejezés, de ez a szókapcsolat sem írja le megfelel en a 
jelentéstartalmat. Az irodalomban használatos még a tényez k és adottságok kifejezés is, e 
kett  közül talán az adottságok a megfelel bb, de ezek között nem lehet ilyen éles 
különbséget tenni, így a következ kben mindkett  el  fog fordulni. (Az egyszer ség kedvéért 
a Mendöl munkájára hivatkozó részekben továbbra is az energia megnevezés kerül 
használatra.) 
A helyzeti energiák csoportján belül is elkülöníthetünk két típust, Mendöl szerint, ezek a 
helyzeti energia természetföldrajzi alappal és alap nélkül. 
Mendöl munkájában a kiköt  besorolása kapcsán kerül dilemmába, hiszen azok helybe 
telepedését mind helyi, mind helyzeti energiák jelenlétével lehet magyarázni, de vajon a kett  
közül melyik dominanciája a nagyobb az egyes esetekben (Mendöl 1963). 
Más szerz k hasonló témával foglalkozó írásaiban a földrajzi hosszúság és szélesség, 
valamint a tengerszintfeletti magasság a másik tényez csoportba, tehát a helyzeti energiák 
közé van sorolva. Felmerül, hogy vajon akkor hova tartoznak ezek? Úgy gondolom, hogy 
tulajdonképpen mindkét csoportba besorolhatók, hiszen ha Mendöl meghatározását nézzük, 
akkor ezek a tényez k annak a térszínnek a sajátságai, amelyen a település helyet foglal, de ha 
kés bbi definíciókat nézünk, akkor valamit l (Egyenlít t l, tengerszintt l) való távolságot is 
jelent. 
Kovács Mendöl tipizálásából indul ki, de tovább is viszi azt. Meglátása szerint a 
települések fekvéséb l adódó el nyök jelentik a helyzeti energiákat, míg a helyi energia alatt 
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mindig a tér egy bizonyos pontjában jelen lev  kedvez  adottságokat érthetjük. Véleménye 
szerint a helyzeti energiák két csoportra bonthatók, az abszolút és relatív helyzetre. Az 
abszolút helyzetet a települések földfelszínen való elhelyezkedését leíró számadatok (földrajzi 
hosszúság, szélesség, tengerszint feletti magasság) jelentik, a relatív helyzet tényez i pedig 
azt mutatják meg, hogy egy település a környezetéhez, szomszédos településekhez képest 
kedvez bb vagy kedvez tlenebb helyzetben van. Mivel koronként változik, hogy mit értünk 
kedvez  vagy kedvez tlen fekvés alatt, ezért tekintjük ezen adottságokat relatívnak (Kovács 
2002). 
A földrajzi adottságok tipizálását nézve arra jutottam, hogy nem lehet mereven elválasztani 
ezeket a tényez ket, úgy, hogy helyiek és helyzetiek, hiszen a korábban ezzel foglalkozó 
kutatók is abba az akadályba ütköztek, hogy vannak amelyek „kilógnak” a két nagy 
csoportból, vagyis nehezen sorolhatóak be csak az egyikbe. Tehát inkább három csoport 
létrehozása t nik indokoltnak, a helyzeti és helyi tényez kön kívül egy, a kett  közötti 
átmenetben lév k csoportja, amelyekbe olyan adottságok tartoznak, amelyeket 
tulajdonképpen mindkét csoportba be lehetne sorolni. 
Nem dönthet  el egyértelm en a földrajzi szélesség és hosszúság térparaméterek 
besorolásának kérdése, ugyanis ha helyzeti tényez k, akkor a meghatározás alapján kitüntetett 
ponttól, alakzattól való távolságot jelentenek, amely a földrajzi szélesség esetében tartalmilag 
még indokolható, hiszen ez az Egyenlít t l való távolságot jelenti (zonalitás), de a hosszúság 
esetén a 0. hosszúsági foktól (Greenwich-t l) való távolság nem hordoz globálisan mögöttes 
jelentéstartalmat. A helyi adottság a tér bizonyos pontján rendelkezésre álló tényez ket jelent, 
s jobban belegondolva a földrajzi szélesség és hosszúság a „tér egy pontján van jelen”, és az 
ebb l adódó éghajlati, növényzeti tényez k például helyi adottságot jelentenek. 
A földrajzi adottságok a települések szintjén kerültek leírásra, azonban érdemes 
elgondolkodni azon, hogy ez átvihet -e és ha igen akkor hogyan a települések fölötti térségi 
szintekre. Egy az egyben nyilvánvalóan nem, tehát kérdés az, hogy akkor más formában 
hogyan? (Szabó 2006b) 
A településföldrajzi olvasat szerint a helyi tényez k közé tartoznak az éghajlati jellemz k, 
a domborzat, a növényzet, a vízrajz sajátosságai. A helyzeti tényez k pedig az elérhet séggel, 
fekvéssel vannak kapcsolatban, ilyenek tehát a távolság, a szomszédság és a határ menti 
fekvés. 
A településföldrajzi megközelítést meghaladva, a települések szintje fölé lépve, az eddig 
alapvet en természetföldrajzi tényez ket jelent  helyi adottságok csoportját ki kell 
b vítenünk. Ugyanis az emberi letelepedés, települések kialakulásának vizsgálatakor 
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korábban szinte csak természetföldrajzi tényez k jöhettek szóba (mint már említésre került, a 
XX. század folyamán más, els sorban politikai és gazdasági tényez k kerültek el térbe), de a 
már meglev  települések, térségek vizsgálatánál fontos más típusú helyi adottságokat 
meghatároznunk. Eszerint három f  tényez csoportot lehet elkülöníteni a helyi adottságok 
csoportján belül, ezek a természetföldrajzi, társadalmi és gazdasági tényez k. 
A természetföldrajzi tényez k alatt például a földtani, az éghajlati, domborzati, vízrajzi és 
növényzeti adottságokat kell érteni. A társadalmi és gazdasági adottságok csoportja nagyon 
széles kör , csak egy-két példát említve, helyi tényez nek számít a népességszám, a népesség 
korcsoportok szerinti megoszlása, a foglalkozási szerkezet, a kulturális, nyelvi jegyek, a 
jövedelem, a vállalkozások, boltok száma, és az infrastrukturális elemek. Tulajdonképpen a 
térségek társadalmi-gazdasági statisztikai mér számainak értékei mind helyi tényez ket 
tükröznek (Szabó 2006b). 
A helyzeti tényez kre áttérve, különbség még az, hogy a településföldrajzi munkákban 
ezek a tényez k, mint a letelepülést indukáló alaptényez k jelennek meg, de az ezekb l adódó 
el nyök vannak els sorban kiemelve. Itt elég például a mindenki számára jól ismert eltér  
jelleg  tájak érintkezésére gondolni, amely tájhatárok, vásárvonalak, sivatagok pereme, 
tengerpart típuspéldákat foglalja magában, de tulajdonképpen szomszédságot, határmentiséget 
kell alatta érteni. Ezzel ellentétben magasabb térségi szintre áttérve, a térparaméterek már a 
legtöbb esetben, mint a konkrét tényez k jelennek meg (szomszédság, távolság). Ennek két f  
oka lehet, az egyik az, hogy a magasabb térségi szintekre a településföldrajzi csoportosítások 
egy az egyben nem vihet k át, például már a nagyrégiók esetében sem lehet értelmezni a 
tájhatár fogalmát nagyobb kiterjedésükb l adódóan, viszont a szomszédság mindkét léptékben 
értelmezhet . Valamint magasabb területi szinteken más szempontú vizsgálatokban 
alkalmazzuk ezeket a tényez ket, ugyanis míg a települések esetében a létrejöttük okaira, a 
helyválasztás kérdésére keressük ezek segítségével a választ, addig nagyobb térségi szinteken 
sokkal tágabb kör  a „használati” lehet ségük, például a fejlettséget befolyásoló, esetleg 
magyarázó tényez knek tekintjük a térparamétereket. Ebb l adódik, hogy a magasabb területi 
szinteken megjelent a térparaméterek számszer sítésének igénye. A kés bbiekben a vizsgálati 
példákra áttérve látni fogjuk, hogy milyen különböz  témákban alkalmaznak 
térparamétereket. 
Ezek után meg kell vizsgálni azt, hogy ezek a települések esetében értelmezett helyi 
tényez k és térparaméterek, magasabb illetve alacsonyabb területi szinteken értelmezhet k-e, 
ha igen, akkor hogyan. Erre keresve a választ el ször is a térségi szintek modelljéb l kell 









mezokörzet (gazdasági körzet, megye) 
kistérség (kistáj, városi vonzáskörzet) 
lokális terek 
település (helyi önkormányzat) 
lakókörzet (településrész, kerület) 
szomszédság 
mikroterek 
család (háztartás) - munkahely 
egyén 
1. táblázat: Térségi szintek a társadalomban 
Forrás: Nemes Nagy 2009., p. 152. 
 
Az els  érdemi szint a helyi és helyzeti tényez k esetében, a területi vizsgálatok 
tekintetében, a lokális terek. Ezen térségi szinten belül különbséget kell tennünk a 
szomszédság, valamint a lakókörzet és a települések kategóriája között, ugyanis míg az els re 
a helyi tényez k csak részben vonatkoznak, addig a lakókörzet és a települések esetében mind 
a három csoport tényez i relevánsak. Az megint könnyen belátható, hogy szomszédság 
esetében kiterjedésük kis volta miatt, nincs sok értelme éghajlati és domborzati jellemz k 
vizsgálatának, de a társadalmi- és gazdasági adottságok már szélesebb kör en 
alkalmazhatóak. Tehát e két utóbbi csoportba tartozó tényez k közül egyre több értelmezhet  
a területi szinteken felfelé haladva. Valamint azt is ki kell emelni, hogy a lakókörzet és a 
település azért sem választható szét a helyi és helyzeti tényez k értelmezhet ségének 
szempontjából, mert nagyvárosok egyes kerületei kiterjedésüket tekintve esetenként 
nagyobbak lehetnek egy településnél. 
A földrajzi szélesség és hosszúság ett l a szintt l kezdve már intervallumként jeleníthet  
meg, ugyanis már nem pontszer  egységekr l van szó. (Az más kérdés, hogy modellekben 
pontszer nek tekinthet k, pl. bevett dolog, hogy egyes területi statisztikai számításokban egy 
régiót a régióközpont koordinátáival helyettesítenek.) 
A lakókörzet és települések szintje az els  olyan területi szint, ahol mindhárom 
tényez csoport teljeskör en értelmezhet . Egy lakókörzet vagy település már olyan 
kiterjedés  egységnek számít, amely esetében lehet vizsgálni, a domborzat, növényzet, 
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mikroklíma jellemz it. A társadalmi- és gazdasági tényez k még tágabb köre használható 
ezen szint  vizsgálatokban. A távolság, szomszédság, határ menti fekvés pedig jól 
értelmezhet . A településeket a legtöbb vizsgálat során pontként szokták értelmezni, tehát 
eltekintenek térbeli kiterjedésükt l, ennek jogosságát persze a vizsgálat területi kerete illetve 
tárgya határozza meg. 
Áttérve a magasabb területi szintekre a regionális terek mindhárom kategóriájára érvényes 
az összes helyi tényez  és térparaméter, s t a területi kiterjedés növekedésével egyes tényez k 
még jobban értelmezhet k. Hiszen az éghajlati feltételek, valamint a növényzet nagyobb 
térségi összehasonlításban még jobb vizsgálati szempontot jelentenek. Ugyanakkor problémát 
eredményezhet, hogy a helyi tényez k egyre inkább átfogó kategóriákká válnak (átlagot 
takarnak, nem az egyediséget, pl. mikroklíma, mezoklíma). A helyzeti paraméterek egyre 
fontosabb vizsgálati tényez vé kezdenek válni, megállapításuk problémáira, különböz  
értelmezési lehet ségeire a kés bbiekben fogok kitérni. 
A makroterek, az országok és országcsoportok esetében az összes tényez  értelmezhet , 
míg világméret  vizsgálatok esetében nincs értelme ezt a kérdést vizsgálni, ugyanis meg kell 
különböztetni a vizsgálat területi keretét a vizsgálat alapegységét l, hiszen világ szint  
vizsgálatot végezhetünk, ország, vagy országcsoport alapegységekkel, de e felosztás esetében 
alapegységeknek magukat az említett területi szint egységeit tekintjük. A földrajzi szélesség 
és hosszúság értelmezésének lehet sége országcsoportok szintjén megint kérdéses, hiszen 
nyilvánvaló, hogy a fokhálózat az egész világra vonatkozik, de ilyen nagy területi kiterjedés 
esetében a vizsgálatokban való alkalmazhatósága megkérd jelezhet . 
Mivel e logika szerint a világszint  vizsgálatok „világok” összehasonlítását jelentenék, és 
az, mint már említettem nem lehetséges, a helyi és helyzeti tényez k értelmezhet ségének 
kérdését sem kell vizsgálni. 
Összefoglalva az el z eket, a helyi adottságok, ezen belül is a természetföldrajzi tényez k, 
az alacsonyabb társadalmi térszinteken (egyén, család, szomszédság) nem igazán 
értelmezhet k. A társadalmi- és gazdasági tényez k esetében az került megállapításra, hogy 
minden területi szinten értelmezhet k csak szintenként eltér  számban. Ugyanis területi 
szintenként haladva egyre n  a használható adottságok köre. 
 
Áttérve a térparaméterek részletesebb jellemzésére, fontos megjegyezni, hogy a 
térparaméterek, tehát az egyes vizsgálatokban a térbeliség szerepét hivatottak „képviselni”. 
Segítségükkel arra kapunk választ, hogy mekkora a térbeliség szerepe a társadalmi, gazdasági 
területi tagoltságban. A térparaméterek fontos vizsgálati „eszközök” a területiséget is 
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figyelembe vev  ökonometriai és területi-statisztikai vizsgálatokban, azonban területi szintt l 
és vizsgálati kérdést l függ en különböz  térparaméterek jöhetnek szóba, és 
különböz képpen lehet értelmezni az egyes térparamétereket. 
A vizsgálatokban leggyakrabban szerepl  térparaméter a távolság. A távolság értelmezése 
és mérése sokféleképpen történhet, e munkában azonban csak a földrajzi térben való 
megjelenését taglalom. 
A távolság értelmezése egyrészt függ a vizsgálati egységt l (település, térség), a 
viszonyítási alaptól, a távolságtípustól és a területi kerett l. 
Az egyik f  kérdés ilyenkor az, hogy mi között mérünk távolságot, tehát pontok, vonalak 
vagy poligonok távolságát vesszük-e. A vonalak és a poligonok között mért távolság esetében 
is tulajdonképpen pontok között mérjük a távolságot, hiszen a matematikai értelemben vett 
távolság pontok között értelmezhet . Ezen alakzatok esetében tehát azt kell meghatározni, 
hogy lehet-e ezeket egy ponttal helyettesíteni, ha igen, melyikkel, ha egyetlen ponttal nem, 
akkor hánnyal és melyekkel lehetséges ez. Ennek meghatározására több lehet ség is van, a 
legelterjedtebb módszerek a poligonok esetében: 
1. „a legközelebbi pontok távolsága 
2. a legtávolabbi pontok távolsága 
3. a középpontok (centroidok) távolsága 
4. az alakzat összes pontjának átlagos távolsága.” (Nemes Nagy 2009, p. 221.) 
A településeknél általában lehet a pontként történ  megközelítést választani, azonban a 
magasabb térségi szinteken már mérlegelni kell több lehet séget is. (Természetesen 
adódhatnak olyan esetek is, amikor már a települések sem tekinthet k pontszer nek – például 
egy f város, nagyváros területi kiterjedése már nem mindig hagyható figyelmen kívül.) Ha 
magasabb, tehát regionális területi szintre lépünk, nyilvánvalóan a vizsgálati kérdés alapján 
lehet eldönteni, milyen távolság megközelítés az elfogadható. Ezen kívül a vizsgálat területi 
keretének nagysága is befolyásolhatja azt, hogy mikor helyettesíthetünk egy területegységet 
egy ponttal. Elég csak arra gondolni, hogy egy NUTS 2 szint  európai vizsgálat esetében a 
régiók nagyobb száma (300 körüli) miatt ez az egyszer sítés elfogadható, míg hazánk 7 
régiójának vizsgálata esetében már esetlegesen tévedésnek számít a régiók 7 pontként való 
értelmezése. 
A távolságot sokszor egy kitüntetett dologhoz, például tengerhez, folyóhoz, határhoz, 
centrumhoz, f városhoz, autópályához viszonyítják; ezeknél is mérlegelend , hogy miként 
értelmezzük ket, s a távolságot t lük. 
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A vizsgálatokban az sem mindegy, hogy milyen távolságtípust (euklideszi, Manhattan stb.) 
alkalmazunk. Emellett az is lényeges, hogy vizsgálatunk esetében fontos-e, hogy a valósághoz 
teljesen h en számoljunk, tehát, hogy a gömbháromszögtan összefüggéseit alkalmazzuk-e, 
vagy elég az egyszer sített síkbeli távolság meghatározása, valamint az is megfontolandó, 
hogy nem csak a hagyományos értelemben vett térbeli távolságot lehet meghatározni, hanem 
használható id - vagy költségtávolság is. 
A másik jelent s térparaméter a szomszédság, ami tulajdonképpen egy speciális 
távolságbeli helyzet, ugyanis ekkor a két térség közötti távolság 0. A szomszédság 
alapesetben az érintkezés egyik fajtája, számszer sítése általában dummy-indexszel történik 
(ez, ha két térség szomszédos, akkor 1, ha nem akkor 0 értéket vesz fel). A sok esetben 
alkalmazott egyszer  szomszédsági mátrix1 tulajdonképpen dummy-indexek sorozata. A 
szomszédság meghatározása is többféleképpen történhet, hiszen különbséget jelenthet például 
az, hogy milyen geometriai alakzatok között vizsgáljuk meglétét (pont, vonal, poligon). A 
szomszédsági kapcsolatok meghatározása a poligonok esetében a legegyszer bb, hiszen azok 
a területegységek tekinthet k szomszédosnak, amelyek érintkeznek egymással, tehát van 
közös határszakaszuk.  
A pontok esete azért más, mert közöttük nem beszélhetünk közvetlen érintkezésr l, hanem 
a közelségük a kulcs a szomszédsági relációk meghatározásához. Itt figyelembe vehet k 
például a legközelebbi szomszédok (amelyek a legkisebb távolságra vannak egy adott 
ponttól), vagy a környezeti szomszédok (amelyek egy bizonyos távolságnál közelebb vannak 
az adott ponttól)2. Erre jó példa, amikor úgy jelölhet k ki a szomszédok, hogy egy adott 
pontból kiinduló meghatározott sugarú körön belül fekv  pontokat vesszük szomszédosnak 
(Jakobi – Jeney 2008). 
1 Részletesen ld. kés bb (III.3.1 fejezet) 
Lehetséges módszerek a pontalakzatok közötti szomszédsági kapcsolatok meghatározására: 
„a) Dirichlet- [Thiessen-, Voronoi-] poligonok: azon térrész, melynek összes pontja közelebb esik adott 
referenciaponthoz, mint bármely más referenciaponthoz; 
b) r sugarú távolsággal meghatározott környezeti szomszéd: szomszédos az a pont, amely adott referenciaponttól 
kisebb, mint r távolságra található; i és j szomszédos, ha dij kisebb, mint r; 
c) legközelebbi szomszéd: szomszédos az a pont, amely adott referenciaponttól a legkisebb távolságra található; i 
és j szomszédos, ha dij kisebb, mint bármely dik; 
d) relatív szomszéd: i és j szomszédos, ha az i és a j köré írt dij sugarú mindkét kör üres; 
e) kölcsönös legközelebbi szomszéd: i és j szomszédos, ha dij kisebb, mint bármely dik és kisebb, mint bármely 
djk; 
f) Gabriel-szomszéd: i és j szomszédos, ha az i-re és j-re írt (i-t és j-t érint ) dij átmér j  kör üres; 
g) minimális elágazású fa alapján meghatározott szomszéd: i és j szomszédos, ha a minimális teljes élhosszú 
hurokmentes gráfban közvetlen éllel összekötött; 
h) hatókör-szomszéd: i és j szomszédos, ha a legközelebbi szomszédnyi sugarú köreik minimum 2 pontban 
metszik egymást.” (Jeney –Jakobi, 2008, pp. 297.) 
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A pontok közötti szomszédsági kapcsolatokból kiindulva, juthatunk el a gráfok és 
hálózatok között meghatározott szomszédság értelmezéséhez, amely akkor áll fent, ha két 
csomópont között közvetlen összeköttetés létezik (Jakobi – Jeney 2008). A szomszédság 
meghatározásának bevett szokása az is, hogy a poligonokat pontokkal reprezentálják, és azok 
között írják le a szomszédsági viszonyokat. Ez fordítva is megtehet , hiszen például Thiessen-
poligonok segítségével a pontokhoz területalakzatok rendelhet k, és akkor már lehet ség van 
az érintkezés figyelembevételére. 
A szomszédság er sségének számbavétele a szomszédsági mátrixok értékeinek 
súlyozásával lehetséges. Ennek is számos lehet sége van, például határhossz szerinti súlyozás 
vagy a térségközpontok távolságának meghatározása. Ilyen esetekben a szomszédság létét 
egynél kisebb vagy nagyobb szám jelöli. 
A szomszédság, mint fogalom többféleképpen értelmezhet . Alapértelemben, a sz k 
lakókörnyezetet, lakó közösséget értjük alatta. Általánosabb értelemben a fogalom azt a 
térbeli viszonyrendszert jelöli, amelyben az egyes elemek egymással közvetlenül érintkeznek. 
Fontos megjegyezni azt is, hogy vizsgálat léptékét l függ en, ha az minél nagyobb, annál 
jobban elvonatkoztatunk a szomszédság alapjelentését l. Míg települések esetében a 
szomszédság ténylegesen egy (lakó)közösségben él  személyek halmazát jelenti, addig 
európai szinten már els sorban egymásmellettiséget jelent. Számos vizsgálat kimutatta azt, 
hogy nagyobb lépték  (tehát országos szint  vagy kontinentális) vizsgálatok esetén a 
szomszédság meghatározásának módszertana kevésbé befolyásolja az eredményeket. 
A szomszédsági hatás jelentése is több szempontból közelíthet , alapértelemben azt a 
hatást értjük alatta, ahogy a sz k lakókörnyezetben él  emberek viselkedését a helyi 
társadalmi környezetük jellege befolyásolhatja. A társadalmi jelenségek területi mintázatában, 
úgy jelenik meg ez a fogalom, mint az egymással szomszédos területegységek hasonlósága és 
együttmozgása (Nemes Nagy 2005). 
A szomszédsági kapcsolatok vizsgálata napjaink kutatásainak egyik fontos kérdésévé vált, 
ugyanis egyre több jelenség esetében ismerték fel, hogy figyelembe kell venni a szomszédsági 
hatásokat is. Sokan a földrajz els  törvényeként emlegetik a Tobler (amerikai geográfus-
kartográfus professzor) által 1970-ben a szomszédsági hatásokkal kapcsolatban 
megfogalmazott összefüggést, mely szerint „minden mindennel összefügg, de a közelebbi 
dolgok er sebben hatnak egymásra”. („everything is related to everything else, but closer 
things are more closely related”.) (Tobler 1970) 
A harmadik fontos térparaméter a fekvés, amely alatt egy térelem környezetéhez való 
viszonyának térbeli megjelenését értjük. A földrajzi (küls ) térben a fekvés a helyzettel 
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azonos értelemben használt fogalom. A fekvésnek számos esete létezik: például beszélhetünk 
tengerparti, szárazföldi (landlocked), határ menti, periférikus, centrális fekvésr l. Egyik sokat 
vizsgált esete a határ menti fekvés, amely egy kitüntetett szomszédsági helyzetet jelent, a 
valamit l való elkülönülés értelemben. Ennek számszer sítése is els sorban dummy-
mutatóval történik. Azonban nem szabad megfeledkezni arról, hogy a határok szerepe 
nehezen mérhet , hiszen jelent s lehet a határforgalom (kapcsolatok) már egy rövidebb 
szakaszon is, míg egy hegygerinc vagy folyó hosszabb szakaszon jelent s gátat képezhet 
(Szabó 2006b). 
Ezen kívül a térparaméterek közé lehet sorolni a földrajzi szélességet és hosszúságot, 
amelyek többféleképpen megjelenhetnek egy konkrét vizsgálatban: „önállóan” 
szerepelhetnek, mint a NY-K, vagy É-D pozíciót jelz  számok, segítségükkel számolható a 
távolság, valamint a fekvés és a szomszédság, irány- és alak-tényez k meghatározására is 
eszközül szolgálhatnak. 
Manapság nagy divat a földrajzi, közgazdasági vizsgálatokba (els sorban a regressziós 
vizsgálatoknál) különböz  térparaméterek bevonása anélkül, hogy a térparaméter fogalom 
értelmezése elégséges módon megtörtént volna, annak érdekében, hogy mindenki ugyanazt 
értse alatta. Az is megfigyelhet , hogy egyes esetekben hiányzik a vizsgálatokba bevont 
térparaméterek ért  alkalmazása, jobban meg kellene gondolni, hogy egyes vizsgálati témák 
esetében mely térváltozók vizsgálatának van relevanciája. Ez alatt arra kell gondolni, hogy 
például egy többváltozós regresszió esetén a jelenségek, mutatók közötti ok-okozati 
viszonyok feltárása a cél, tehát a kimutatott kapcsolatok mögöttes tartalmát is mindenképpen 
meg kell vizsgálni. Hiszen ha egy európai fejlettségi vizsgálat során kimutatjuk, hogy a 
fejlettséget a földrajzi hosszúság befolyásolja, akkor be kell látnunk, hogy azt nem 
interpretálhatjuk csupán úgy, hogy egy ország azért fejlett, mert alacsonyabb hosszúsági 
értékkel bír, hanem ez azt mutatja, hogy Európa nyugati részén helyezkedik el, aminek a 
történelem során fontos szerepe volt, azaz ez a kérdéskör ennél jóval bonyolultabb. Ez nem 
azt akarja jelenteni, hogy az európai országok fekvése egyértelm en determinálta a 
fejl désüket, hanem azt, hogy befolyással volt rá, és ennek következtében kategorikusan nem 
jelenthetjük ki, hogy a földrajzi hosszúság és a vizsgált jelenség, például jövedelmek között 
biztos, hogy nincs érdemi kapcsolat Európa esetében. Egy másik ezt cáfoló tényez , hogy a 
földrajzi hosszúságot nem feltétlenül kell úgy felfogni, hogy kizárólag a pontos fekvést 
mutató paraméter, hanem mint egy kitüntetett ponttól való távolság egyik indikátora. 
Továbbra is európai példánál maradva, kontinensünk esetében ez a centrumtól való távolság 
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egyik indikátora. Tehát kifejezi azt, hogy hazánk keleti irányban helyezkedik el a gazdasági 
középponttól, tehát várhatóan jövedelme is kisebb lesz. 
A szomszédsági hatás vizsgálata szempontjából még egy kérdéskörre kell kitérni: milyen 
hatással van egy térség a környezetére, a szomszédos térségekre, illetve fordítva, milyen 
hatással van a környezete, szomszédjai egy térségre, és ez a hatás mennyiben er södik, vagy 
gyengül. Ennek kapcsán a centrum-periféria fogalomkörrel kapcsolatos spread-backwash 
hatást lehet kiemelni. A fogalompár bevezetése Myrdal nevéhez f z dik, aki az 1950-es évek 
folyamán Hirschmannal egy id ben világított rá el ször arra, hogy az egyenl tlen gazdasági 
fejl dés hatására fejlettebbé vált régiók, befolyásolják, hatással vannak más térségek 
fejl désére. Regionális gazdaságtani értelemben a spread és backwash fogalmak a régiók 
közötti kölcsönhatást jellemzik. A spread hatás azokat a pozitív jelenségeket foglalja magába, 
amelyeket a centrumtérség növekedése indukál a periférián. A baskwash hatás ezzel szemben, 
azokat a negatív változásokat jelenti, amelyeket a centrum növekedése okoz (Kozma 2003). 
A backwash vagy elszívó hatás tehát az, amikor egy centrumtérség a perifériáról mintegy 
elszivattyúzza a mobil termelési tényez ket, hiszen jobb munka-, t kebefektetési 
lehet ségeket, életfeltételeket kínál. Ennek következményeként azonban a központ gazdasági 
fejl désével párhuzamosan a perifériáé hanyatlásnak indul, leépül. A kereskedelmi 
kapcsolatok révén a centrum térségek egyre nagyobb el nyhöz jutnak. A spread vagy terjedési 
hatás ennek ellenkez je, ugyanis ekkor a centrumtérségb l érkez  impulzusok pozitívan 
befolyásolják a periféria fejl dését. Például a m szaki ismeretek, technikai innovációk 
terjedése, a centrum által generált új fogyasztási igények megjelenése a periféria 
gazdaságának fejl dését indukálják. Myrdal szerint általánosságban a két hatás közül a 
backwash-nak van nagyobb befolyása az egyes területegységek között. A gazdaság fejlettségi 
fokának egyre nagyobb növekedésével azonban, a spread hatás szerepe is egyre jobban 
er södik (Lengyel – Rechnitzer 2004).  
A szomszédsági hatás és a fejlettség szempontjából ez a következ képpen interpretálható: 
- a centrum egyre több mindent elszív a környezetéb l (magába koncentrál), így viszont 
gyengül a szomszédsági kapcsolat er ssége, és egyre különbözik mér számokban a centrum a 
környezetét l (például a város-vidék fejlettségi ellentét n ), ez jelenti a backwash hatást, 
- a kiinduláskor a fejlett centrumot (pl. magas GDP/f ) kevésbé fejlett térségek veszik 
körül, gyenge a kapcsolat, majd a centrumból megindul a pozitív "kisugárzás" (pl. népesség, 
gazdaság részbeni kiáramlása), meger södik a szomszédsági kapcsolat, a térség és környezete 
kezdenek mér számaikban is közeledni egymáshoz, ez a spread hatás. 
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Ezek azért lényeges kérdések, mivel a számszer sített szomszédsági kapcsolatok alakulása 
ilyen folyamatok indikátorai lehetnek. 
 
II.2. A térparaméterek szerepe a területi kutatásokban 
 
A következ kben külföldi szakirodalmi példákon keresztül azt tárom fel, hogy a 
térparamétereknek milyen szerepe van napjainkban a matematikai-statisztikai módszereket 
alkalmazó területi vizsgálatokban. 
A vizsgálat alapjául szolgáló cikkek kiválogatása kétféleképp történt. El ször, különböz  
földrajzi témájú, területi kérdésekkel foglalkozó folyóiratokból (pl. American Journal of 
Political Science, Journal of Applied Econometrics, Journal of the Association for 
Information Systems, Journal of Economic Geography, Journal of Social Structure, Papers in 
Regional Science, Political Geography, Regional Studies, Review of World Economics, The 
Review of Economics and Statistics,), illetve egyetemi, kutatóintézeti tanulmánykötetekb l 
(pl. ERSA conference papers, European Regional Science Association, IMF Working Paper, 
National Bureau of Economic Research Working Papers, Research Papers in Environmental 
and Spatial Analysis) kigy jtöttem olyan cikkeket, amelyek esetében a matematikai-
statisztikai módszerek alkalmazása során térparamétereket is figyelembe vettek (mintegy 100 
cikk). Felmérve azonban, hogy az el z  szelektálási módszer alapján csak mérsékelt 
bizonyossággal lehet levonni következtetéseket, a vizsgálati módszerek illetve térparaméterek 
fajtájának gyakoriságára vonatkozóan, ezért szükségesnek tartottam a már el bb említett 
cikkek kiegészítését egy folyóirat 2000-2011 közötti számaiból kiválogatott, az 
alapkritériumoknak megfelel  cikkekkel. Mivel a 100 cikk közül jelent s számú származott 
az Annals of the Association of American Geographers cím  folyóiratból, így annak 2000 
után megjelent számainak áttekintése mellett döntöttem. Végezetül közel 150 cikk állt 
rendelkezésemre a vizsgálathoz. 
Annak megállapításához, hogy a térparamétereknek milyen szerepe van a társadalom-
földrajzi témájú matematikai-statisztikai módszereket alkalmazó vizsgálatokban, el ször is 
jellemezni kell ezeket a vizsgálatokat. Releváns következtetések levonásához meg kell 
határozni: f  témáikat, a használt térparaméterek fajtáját, valamint azt, hogy milyen 
matematikai-statisztikai módszerekkel/módszerekben alkalmaztak térparamétereket. 
A vizsgálatok témájukat tekintve elég szerteágazók. A térparaméteres módszerek 
használata a népesedési vizsgálatok esetében a migrációs (pl. Boustan – Fishback – Kantor 
2007, Peeters 2006), a munkaer piaci (pl. Conley – Topa 2002, Niebuhr 2003) és a 
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népességmegoszlással (pl. Bertaud – Malpezzi 2001) foglakozó kutatásoknál jelent meg, míg 
a települési vizsgálatok esetében a városnövekedési (pl. Cheshire – Magrini 2006, Longley – 
Tobón 2004) kutatásoknál van el térben. 
A gazdasági témáknál, ha a klasszikus ágazati besorolás szerint nézzük, az figyelhet  meg, 
hogy a mez gazdasági és az ipari témájú térparaméteres vizsgálatokból kevés van, míg a 
tercier szektorra vonatkozóan jelent sen több ilyen született. 
Az ipari témájú cikkek els sorban az ipari üzemek, ágazatok területi elhelyezkedésével 
foglalkoznak (pl. Akerman 2003, Brülhart 2001, Busch – Reinhardt 2000), a 
mez gazdaságnál pedig ezekben els sorban a klímaváltozás mez gazdaságra vonatkozó 
hatásait elemzik (pl. Butt, B. – Shortridge, A. – WinklerPrins, A. 2009, Polsky 2004). A 
tercier szektorra vonatkozók közül jelent s számú a kereskedelemmel (pl. Amiti – Javorcki 
2005, Kernohan 2006, Krempel – Plümper 2003) és a külföldi m köd t ke befektetéssel (pl. 
Bobonis – Shatz 2007, Garretsen – Peeters 2006) kapcsolatos kérdéseket vizsgál. Ezen kívül 
több cikk foglalkozik K+F, vagy innovatív tevékenységgel kapcsolatos (pl. Barkley – Henry – 
Lee 2006, Huffman – Quigley 2006), valamint közlekedési (pl. Kamarianakis – Prastacos 
2003, Tanaka 2006) és szolgáltatás elérhet ségi (pl. Forman – Goldfarb – Greenstein 2005, 
Talen 2001) kérdésekkel. Ide sorolhatók még a betegségek elterjedését vizsgáló írások is (pl. 
Trevelyan – Smallman-Raynor – Cliff, 2005). 
Ezek mellett elterjedt még a térparaméterek bevonása a gazdasági növekedést és a területi 
fejlettségi különbségeket (pl. Monastiriotis 2006a, Weber – Strade – Schön 2000) vizsgáló 
tanulmányokban. 
Átmenetet képeznek a természeti kérdésekkel foglalkozó cikkek felé a jelent sebb 
számban el forduló földhasználattal, felszínborítással (pl. Müller – Munroe 2008, Simmons 
2004), valamint környezetszennyezéssel (pl. Buzzelli – Jerrett –Burnett – Finklestein 2003, 
Chakraborty 2009) foglalkozó tanulmányok. 
A szakirodalomban számos olyan egyedi témát feldolgozó cikk is található, amelyekben 
alkalmaznak térparaméteres vizsgálatokat. Ilyenek például a postai úton kiküldött kérd ívek 
visszaérkezési arányának vizsgálata (Dillman – Carley-Baxter 2000), betöréssel kapcsolatos 
cikkek (pl. Ceccato – Haining – Signoretta 2002, Radil – Flint – Tita, 2010), vagy választási 
kérdéseket boncolgató kutatások (Vilalta y Perdomo 2004, Walks 2006). 
Áttérve a másik csoportosítási szempontra, a következ kben azt lehet megvizsgálni, hogy a 
térparaméteres cikkekben milyen térparamétert használnak, valamint, hogy természetföldrajzi 
tényez k (például csapadékmennyiség, h mérséklet, éghajlati öv) megjelennek-e ezekben a 
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vizsgálatokban3. Igaz-e az a feltételezés, mely szerint a természetföldrajzi tényez knek a 
fejl d  országokkal kapcsolatos kutatásokban van már csak relevanciája? 
A cikkeket feldolgozva, az el fordulásuk gyakorisága alapján a következ  sorrendet 
tudtam felállítani a térparaméterek között (2. táblázat). 
 




földrajzi szélesség, hosszúság 12 
2. táblázat: A vizsgálatokban megjelen  térparaméterek fajtái és el fordulásuk száma 
 
Összesen 224 el fordulást jegyeztem le (az el fordulások száma több mint a cikkeké, 
hiszen egy cikkben többfajta térparaméter is szerepelhet), ebb l leggyakrabban a távolság és a 
szomszédság szerepelt a vizsgálatokban, majd a fekvés és a földrajzi szélesség, illetve 
hosszúság következik a gyakorisági sorban. A fekvés esetében ki kell emelni, hogy összetett 
kategória, hiszen ez alatt dummy-mutatóval számszer sített országon belüli elhelyezkedést, 
szárazföldi, illetve tengerparti, és határ menti fekvést is lehet érteni, valamint értelemszer en 
ide sorolható a „landlocked lét” (amikor egy térséget csak szárazföld vesz körül), valamint a 
centrum-periféria reláció, mint dummy-mutatót használó el fordulás. Feltételezéseimhez 
képest egyedül az országhatár menti fekvést alkalmazó vizsgálatok szerepeltek kisebb 
számban, ugyanis csak öt cikkben használták ezt a tényez t. 
Ezen kívül itt említeném azt is, hogy egy-két vizsgálatban el kerültek az országok 
területére vonatkozó mutatók is (például kicsi-nagy méretre illetve terület alakjára vonatkozó 
dummy), használatuk feltételezi, hogy egyes jelenségek, folyamatok magyarázatában ilyen 
tényez knek is lehet szerepe. 
A kontinenseket külön vizsgálva, tulajdonképpen csak a kontinensekre vonatkozó cikkek 
számbeli eltéréseinek megfelel  különbségek észlelhet k a térparaméterek vonatkozásában, 
tehát nem állíthatunk olyasmit, hogy inkább Európára jellemz ek a távolságot használó 
vizsgálatok. Egy dolgot érdemes kiemelni: az egész világra végzett vizsgálatok esetében a 
3 Az angolszász szakirodalomban gyakran a "geographical variables, factors" címszó alatt szerepelnek a 




szomszédságot is használó kutatások száma kevés. Ennek oka az lehet, hogy világszinten 
kisebb a szomszédság magyarázó ereje, mint alacsonyabb térségi szinteken, illetve a 
kontinensek közötti nagy távolság miatt a szomszédsági kapcsolatok meghatározása sem 
egyszer . Érdekesség az, hogy Amerika esetében e cikkek közül hiányoznak a 
határmentiséget alkalmazó kutatások. A fejlett-fejl d  országok elválasztás szerint sem 
mutatkozott releváns különbség. 
A természetföldrajzi tényez k jóval kisebb számban jelentek meg ezekben kutatásokban, 
mint a térparaméterek, összességében 21 el fordulást lehetett megfigyelni (3. táblázat). 
A fejlett és fejl d  országokra vonatkozó cikkek alapján azt lehetett megállapítani, hogy 
természetföldrajzi tényez k matematikai-statisztikai számításokba történ  bevonása nem csak 
a fejl d  országok vizsgálatára jellemz , valamint azt is, hogy napjainkra az ilyenfajta 
vizsgálatok végzése már jelent s mértékben háttérbe szorult. 
 





fejl d  
országok 
mindkett re 
h mérséklet 6 4 2 - 
csapadék mennyiség 5 3 2 - 
éghajlati öv  5 2 1 2 
tengerszint feletti magasság4 5 2 3 - 
3. táblázat: A vizsgálatokban megjelent természetföldrajzi tényez k fajtái és el fordulásuk 
száma 
 
A következ kben megnéztem, hogy a térparaméteres cikkek milyen matematikai-
statisztikai módszereket használnak, pontosabban fogalmazva, milyen matematikai-statisztikai 
módszerekbe vonják be az egyes térparamétereket (4. táblázat). A közel 150 tanulmányban 
összesen 283 „módszer el fordulást” regisztráltam. Persze itt is igaz, hogy egy cikkben 
többfajta módszert is alkalmaznak. 
A legtöbb esetben a regressziót, és annak területi vizsgálatokra továbbfejlesztett válfajait 
használták. Azokban a tanulmányokban, amelyekben a területiséget hangsúlyozottan 
figyelembe vev  regressziós modell is szerepel, sok esetben egy modelljavítási kísérletet 
4 A tengerszint feletti magasság természetföldrajzi tényez k illetve térparaméterek közé történ  besorolása nem 
egyértelm , számos kutató a földrajzi szélességgel és hosszúsággal egy kategóriába sorolja. Szerintem azonban 
ez nem szükséges, ugyanis míg a földrajzi szélesség és hosszúság, mint fekvést jelent  mutató jelenik meg, így a 
térparaméterek közé sorolható, addig a tengerszint feletti magasság inkább éghajlatot befolyásoló tényez ként. 
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követhetünk nyomon. Ezekben az esetekben adott egy földrajzi probléma, amelyet a kutató 
regresszió segítségével akar feltárni, azonban az els ként létrehozott modell (általában OLS) 
magyarázóereje a vártnál jelent sen gyengébb, tehát a hibatag súlya túlságosan nagy marad. 
Ekkor kísérletet tesznek a modell javítására, s területi jelenségek révén, a területiséget 
jellemz , megragadó mutatók modellbe történ  bevonása következik. E modellek elnevezése 
Fixed/Random Effects Model, (FEM vagy REM); meg kell azt jegyezni, hogy a szerz k jó 
része eleve ilyen modellb l indult ki. Tovább korrigálva a modellt jutnak el a Spatial Lag, 
illetve Spatial Error modellekhez, amelyek térben késleltetett változók bevonásával kísérlik 
meg a magyarázóer  növelését (Nemes Nagy 2009). 
 
módszer el fordulások 
száma 
regresszió (OLS) 93 
autoregresszió, spatial lag model 
(SLM), spatial error model (SEM), 
geographically weighted regression 
(GWR)5 38 
autokorreláció (Moran I) 37 
ökonometriai modell 36 
területi egyenl tlenségi mutatók 26 
korreláció 13 
gravitációs és potenciál modell 11 
GIS, térképezés 8 
klaszteranalízis 6 
faktor- és f komponens analízis 3 
egyéb módszerek 12 
4. táblázat: A vizsgálatokban el fordult matematikai-statisztikai módszerek fajtái és 
el fordulásuk száma 
 
Ezen kívül jelent s számban szerepelnek a cikkekben a regressziónál bonyolultabb 
ökonometriai modellek, valamint a regresszióval rokonítható korreláció és autókorreláció is. 
E módszerek részletesebb bemutatására a IV.1. A regresszió módszertani fejl dése, alkalmazási lehet ségei a 
területi kutatásokban és a IV.3. Modelljavítási kísérlet: a földrajzilag súlyozott regresszió fejezetekben kerül sor. 
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A területi egyenl tlenségi mutatók is megjelennek ezekben a vizsgálatokban, a legelterjedtebb 
a Gini-koefficiens használata. A többváltozós statisztikai módszerek közül a faktoranalízis és 
a klaszteranalízis kis számban „képviselteti” magát, ennek oka az, hogy ezek a vizsgálatok 
módszertanukból adódóan kevésbé alkalmasak térparaméterek alkalmazására. Ezzel szemben 
a gravitációs modell már értelmezéséb l adódóan használ térparamétert (távolság). Az egyéb 
módszerek csoportjába csak egy-egy esetben el forduló vizsgálati eszközök kerültek, ezek 
egy része statisztikai próba (t-próba, chi-négyzet próba, k-test), vagy el fordul például grid-
modell, illetve tér-id  pályák vizsgálata. 
A kontinensenkénti elválasztást téve a módszerek használati gyakoriságát tekintve jelent s 
különbséget nem lehet megállapítani, talán azt emelném ki, hogy a bonyolultabb módszerek 
alkalmazása az USA-ban elterjedtebb. Az egész világra kiterjed  vizsgálatok is inkább 
egyszer bb módszereket alkalmaznak. A fejlett-fejl d  országokra vonatkozó elválasztásnak 
ebben az esetben sincs jelent sége. 
Ezt követ en megvizsgáltam azt, hogy e 150 cikkb l hányban állapították meg, hogy van a 
térbeliségnek szerepe az adott jelenség alakulásában. Alapjában véve a cikkeket két csoportra 
osztottam, aszerint, hogy van-e szerepe a térbeliségnek vagy nincs. Az el bbi kategóriába 
133, az utóbbiba 17 cikk került. Ez a számarány is azt mutatja, hogy a térbeliség szerepe 
számos jelenség alakulásában meghatározó, így annak vizsgálata továbbra is fontos kutatói 
feladat. 
Azokat a cikkeket, ahol megfigyelhet  a térbeliség szerepe, további három alcsoportra 
bontottam, mely szerint: 
- bebizonyítják, hogy van szerepe (70) 
- már a kiinduláskor tudják, hogy van szerepe, ezt jellemzik (50) 
- már tényként veszik, hogy van szerepe a térbeliségnek a jelenség alakulásában (13). 
Azért kell ezt a fajta csoportosítást is megtenni, mert egy vizsgálat szempontjából nem 
mindegy, hogyan teszik fel a térbeliség szerepét firtató kérdést, tehát, hogy egyáltalán van-e 
hatása, vagy a már meglév  hatást jellemzik. 
Fontos megjegyezni, hogy természetesen az egyes folyamatok esetében eltér  er sség , 
jelent ség  a térbeliség szerepe, de a kérdés szubjektivitása miatt ennek részletesebb 
elemzését l eltekintettem. Valamint kiemelném azt is, hogy teljesen más egy cikk 
megközelítése akkor, hogyha eleve térbeli kérdést vizsgál, vagy ha csak egy mutatóként 
alkalmaz térparamétert vizsgálataiban. 
A korábbi csoportosítási szempontokat is figyelembe véve tehetünk néhány lényeges 
megállapítást. Egyrészt, a vizsgálati témák szerint nem lehet egyértelm en meghatározni 
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olyat, ahol a térbeliségnek egyáltalán nincs szerepe. Persze ebben az is közrejátszik, hogy a 
cikkek témájuk szerint elég széttagoltak, így egy-egy kategóriába esetenként kevés cikk 
került. Egy-két témakör, ahol egyértelm en jelent snek mutatkozik a térbeliség szerepe, 
azonban kiemelhet : külföldi m köd t ke befektetés, K+F tevékenység, munkaer piaccal 
kapcsolatos kérdések, közlekedés, migráció. 
Megállapíthatunk jellemz  témákat a térbeliség szerepét már eleve ismer , csak azt 
részletesebben jellemz  cikkek esetében is. Ezek népességeloszlással, migrációval, és 
munkaer -piaci kérdésekkel foglalkozó tanulmányok. 
Érdekes kérdés az is, hogy kontinensenként, vagy világszinten látható-e valami 
összefüggés a térbeliség jelent ségét tekintve. Természetesen itt is óvatosan kell vizsgálódni, 
hiszen egy-egy kontinensre különböz  számú cikk vonatkozik. Amit els ként ki kell emelni, 
az az, hogy a világszint  vizsgálatok között jelent s arányban találtam olyanokat, ahol a 
térbeliség szerepe nem releváns, elhanyagolható az adott jelenség esetében. Ebben nagyrészt 
az játszhat közre, hogy a világszint  vizsgálatok nagyobb lépték ek, mint azok, amelyek 
egyes országokra, vagy kisebb országcsoportokra vonatkoznak. Ezen kívül azt kell még 
kiemelni, hogy az amerikai kontinensre vonatkozó vizsgálatok közül elhanyagolhatóan kevés 
számúban fordult el  az, hogy a térbeliségnek nincs szerepe. Európa és Ázsia esetében azért 
jelent sebb arányban volt olyan cikk, ahol a térbeliség hatása nem kimutatható. 
A vizsgálati módszereket és a térparaméterek fajtáját nézve nem lehet általános 
következtetéseket levonni a térbeliség szerepét illet en. 
Végezetül a munkám központi témáját jelent  szomszédsági hatás vizsgálatával 
kapcsolatos cikkeket elemzem részletesebben. Témájukat tekintve ezek is szerteágazók. A 
tanulmányok jelent s hányada népesedéssel és településekkel kapcsolatos kérdéseket 
boncolgat, ezen belül foglalkoznak, migrációs (Johnson – Voss – Hammer – Fuguitt – 
McNiven 2005, Peeters 2006), munkaer  piaci (pl. Niebuhr 2003, Parks 2004), szegregációs 
(Darden – Rahbar – Jezierski – Li – Velie 2009, Schnell – Yoav 2001) és városnövekedési 
(pl. Portnov – Adhikari 2006, Torrens 2006) kérdésekkel. Emellett több cikk sorolható a 
közlekedés (pl. Kamarianakis – Prastacos 2003, Yamada – Thill 2010), K+F tevékenység (pl. 
Karlsson – Pettersson 2005, Ponds – van Oort – Frenken 2007), illetve külföldi m köd t ke 
befektetés (pl. Garretsen – Peeters 2006, Hong – Sun 2011) témakörbe. Témája szerint több 
tanulmány foglalkozik területi fejlettségi (pl. Feldkircher 2006, Garrett – Wagner – Wheelock 
2005) illetve gazdasági növekedési (pl. López-Bazo – Vayá – Moreno – Suriñach 1998, Ying 
2000) kérdésekkel. Ezeken kívül még a b nözéssel (pl. Ceccato – Haining 2004, Wang – 
William 2002) és környezettel (pl. Harris – Fotheringham – Juggins 2010, Mennis – Jordan 
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2005) kapcsolatos munkákat kell kiemelni, amelyekb l nagyobb számban található a vizsgált 
tanulmányok között. Persze vannak olyan témakörök is, amelyekben csak egy-egy írás 
sorolható például mez gazdaság (Polsky 2004), kereskedelem (O'Loughlin 1993), ennek oka 
els sorban az, hogy a „mintába” eleve kevesebb számú került be. 
E cikkekben szerepl  matematikai-statisztikai módszerek részletekbe men  jellemzésére 
azért nincs szükség, mert a módszertanukból adódóan els sorban az autokorreláció és az 
autoregresszió során „használjuk” a szomszédságot, mint térparamétert. Egy-két kivétel van 
csak, amelyek során regressziós modellekbe vonják be a szomszédos területegységek átlagos 
értékeit (Parks 2004, Wagmiller 2007, Weeks – Getis – Hill – Agyei-Mensah – Rain 2010). 
A dolgozatom témája szempontjából lényegesek a területi fejlettségi különbségeket feltáró, 
illetve gazdasági növekedést jellemz  cikkek, ezekkel részletesebben foglalkozom. 
Monastiriotis egy 2006-ban publikált cikkében (2006b) a nagy-britanniai szubregionális 
különbségeket illetve térbeli függ séget vizsgálta -konvergencia segítségével. Ennek 
keretében áttekintette Moran I és Local Moran I módszerével a munkabér szerinti 
szomszédsági kapcsolatok földrajzi mintázatát és változását a megyékre vonatkozóan. A 
számításokat 1981, 1991 és 2001-re végezte el, és arra a megállapításra jutott, hogy pozitív 
területi autokorreláció áll fent a megyék között, ami egyre csökken. Ezt követ en a szerz  a 
munkabérek növekedését regressziós modellel vizsgálta, mivel a modellben területi 
függ séget tapasztalt, így áttért az ezt kiküszöböl  spatial lag, és spatial error illetve 
keresztregressziós közelítésre. Ugyanezen szerz  egy másik 2006-ban megjelent írásában 
(2006a) Görögországra végzett hasonló vizsgálatokat: a görög régiók hasonlóságát vizsgálta 
bizonyos társadalmi-gazdasági mutató tekintetében. Ezt Moran I, Local Moran I és 
f komponens analízis segítségével tette meg.  
Feldkircher (2006) munkájában az EU 25 tagállamának regionális folyamatait tekintette át. 
Az alkalmazott módszereket nézve, ez a cikk is nagyon hasonlít az el z ekre, ugyanis a 
szerz  kiindulásként itt is -konvergenciát vizsgál, a térbeli függ ség megállapítása 
érdekében Moran I értékeket számol, amelyek számottev  függ séget mutatnak ki, így áttér a 
területi autoregressziós illetve spatial error modellekre. 
Garrett, Wagner és Wheelock (2005) tanulmányukban az amerikai államok bérnövekedését 
vizsgálták korreláció, regresszió, spatial lag és spatial error modellek használatával. 
Kiindulásképp felállítottak egy regressziós modellt, amellyel a személyi jövedelmeket 
becsülték. A kezdeti modell térbeli függ séget mutatott, ezért tértek át autoregressziós 
közelítésre. 
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López-Bazo, Vayá, Moreno és Suriñach (1998) cikke els sorban módszertani jelleg , 
ugyanis a szomszédsági hatások szerepét az externáliákon keresztül vizsgálták, és ehhez egy 
növekedési modellt fejlesztettek tovább. A modell alkalmazását egy példán keresztül be is 
mutatták, Spanyolország NUT2-es régiói között fennálló externáliákat tárták fel. A térbeli 
függ séget megnézve itt is arra jutottak, hogy jelent sége nem elhanyagolható, így spatial lag 
és error modellekre tértek át. 
Ying (2002) munkájában az el z  cikkhez hasonlóan a szomszédos területegységek közötti 
externáliák kérdéskörével foglalkozott. A kínai tartományok esetében tárta fel ezt, Moran I és 
Local Moran I mutatók segítségével. 
Végezetül még azt szükséges megvizsgálni a szomszédságot is elemz  munkáknál, hogy 
van-e tényleges szerepe a szomszédságnak az adott jelenség alakulásában. A korábban 
ismertetett csoportosítási szempontokat használva, az 59 cikkb l 4-ben mutatták ki, hogy 
nincs szerepe, 32-ben bebizonyították, hogy van, 21-ben abból indultak ki, hogy van szerepe 
és ezt jellemezték, és 2 volt olyan, ahol már tényként kezelték ezt. Az összes tanulmányra 
vonatkozó megállapításokkal összehasonlítva ezt, az látható, hogy arányaiban nincs nagy 
eltérés a két halmaz csoportok közötti megoszlásában. 
A külföldi szakirodalomból vett cikkek elemzése alapján a következ k állapíthatók meg: 
- az általános gazdasági témájú és a tercier szektorral foglalkozó cikkekre jellemz  
inkább a térparaméterek használata; 
- a három leggyakrabban használt térparaméter a távolság, a szomszédság és a fekvés; 
- a leggyakrabban használt módszerek a regresszió, illetve annak területi változatai, 
valamint az autokorreláció és bizonyos ökonometriai modellek; 
- a térbeliség szerepének vizsgálata jelent s többlet-információt ad, így napjainkban 
sem hanyagolható el, f ként a népességeloszlás, a migráció, a munkaer piaccal 
kapcsolatos kérdések, a közlekedés, a külföldi m köd t ke-befektetés, a K+F tevékenység 
témakörökben; 
- a területi fejlettségi vizsgálatokban is használnak térparamétereket, ezen belül is a 
szomszédságra koncentrálva, jelent s számúban megállapításra került annak fontos 
szerepe, és sok vizsgálatban eleve a szomszédságra épül  módszerekb l indulnak ki. 
A kontinens- és országtípus elkülönítéseket nézve, kontinensenkénti kisebb mérték  
eltérések megállapíthatók, azonban a fejlett-fejl d  országok elválasztás nem ad többlet 
információt. 
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III. Az európai regionális fejlettségi különbségek alakulása 
 
A következ  két fejezetben különböz  számítások segítségével mutatom be a 
szomszédsági kapcsolatok jelent ségét az európai regionális fejlettségi tagozódásban. Ehhez 
els ként összefoglalóan meghatározom a területi keretet, a vizsgálatok területi szintjét, 
valamint az adatforrásokat. (Az egyes számítások esetében ett l néhol vannak kisebb 
eltérések, ezeket a megfelel  fejezetrészekben jelzem.) 
A területi keret meghatározásával kezdve: a számítások els sorban az Európai Unió 
tagállamaira vonatkoznak, ezen túl a vizsgálat minél teljesebb volta céljából a tagjelölt 
országok közül Horvátországot és Macedóniát, valamint Svájcot és Norvégiát is bevontam. A 
kontinenst l való nagy távolságuk, s a szárazföldi szomszédság hiánya miatt kihagytam 
Ciprust és Máltát, a tagjelölt Izlandot, valamint Franciaország, Portugália és Spanyolország 
tengeren túli régióit. További európai országokat illetve a tagjelölt Törökországot, az 
összehasonlítható id soros regionális GDP adatok hiánya miatt, nem vettem bele a 
számításokba. 
A számításokat el ször NUTS 2-es szinten végeztem el, azonban az eredmények 
értelmezésekor egyértelm vé vált, hogy ez nem a legmegfelel bb, nem kell en részletes 
térfelosztás a szomszédsági vizsgálatokhoz, emiatt úgy döntöttem, hogy alacsonyabb szint  
területegységekre vonatkozóan végzem el a vizsgálatokat. Az európai területi beosztást nézve, 
ez értelemszer en a NUTS 3-as szint használatát jelentené, azonban a NUTS beosztás 
heterogenitása miatt végül a NUTS 2-es és 3-as szint vegyes használata mellett döntöttem. 
Belgium, Egyesült Királyság, Hollandia, Németország és Svájc esetében maradtam a NUTS 
2-es szintnél, a többi állam esetében pedig áttértem a NUTS 3-asra (5. táblázat). Így 
homogénebb adatsor állt rendelkezésemre, a területegységek közötti nagyságkülönbségükb l 
adódó szórás is kisebb lett, mint a NUTS 3-as szinten (6. táblázat). Végezetül az esetek 
legnagyobb részében összességében 793 régióval dolgoztam. 
Az adatok nagy része az Eurostat Regio adatbázisából származik. Az egyes adatsorokból 
hiányzók egy részét a nemzeti statisztikai hivatalok honlapjáról pótoltam, más esetekben 
pedig hosszabb id sor alapján regresszió segítségével becsültem ket. A vizsgálatok id távja 
változó, ugyanis az egyes módszerek, valamint a rendelkezésre álló adatok függvénye, hogy 
az egyes számítások mely évekre illetve id szakokra vonatkoznak. A vásárlóer -paritáson 
mért (PPS) egy f re jutó GDP adatok 1995-2009, munkanélküliségi ráta adatok pedig 1999-
2009 között állnak rendelkezésre. 
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  A NUTS 2-es 
területegységek 
átlagos területe 
A NUTS 3-as 
területegységek 
átlagos területe 
Belgium 2775 694 
Németország 9398 867 
Hollandia 3462 1039 
Svájc 5898 1588 
Szlovénia 10137 1689 
Egyesült Királyság 6617 1761 
Ausztria 9320 2397 
Luxembourg 2586 2586 
Görögország 10151 2587 
Olaszország 14349 2739 
Portugália 13173 3074 
Macedónia 25713 3214 
Dánia 8620 3918 
Bulgária 18500 3964 
Horvátország 29220 4174 
Magyarország 13290 4651 
Lengyelország 19542 4738 
Csehország 9858 5633 
Románia 29799 5676 
Szlovákia 12259 6130 
Franciaország 24340 6328 
Litvánia 65300 6530 
Spanyolország 26631 8576 
Írország 34899 8725 
Észtország 45227 9045 
Lettország 64559 10760 
Norvégia 46255 17041 
Finnország 67688 17813 
Svédország 55171 21018 
5. táblázat: Az egyes országok NUTS 2-es és 3-as régióinak az átlagos területe (a d lt 
bet vel írt országok NUTS 2-es területegységeikkel szerepelnek a számításokban) 
Forrás: Eurostat 
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6. táblázat: A NUTS régiók területre vonatkozó szórása 
 
Még egy fontos kérdésre kell kitérnem a mutatók kapcsán: dolgozatom témája az európai 
regionális gazdasági fejlettségi tagozódás vizsgálata, és számításaimban e kérdéskör 
elemzéséhez az egy f re jutó GDP és a munkanélküliségi ráta adatokat használtam. A 
szakirodalomban számos kritika megfogalmazódott az egy f re jutó GDP fejlettséget mér  
mivoltával kapcsolatban, azonban jelen esetben ketté kell választani a társadalmi és a 
gazdasági fejlettség kérdéskörét. Ugyanis az el bbi tágabb fogalom, és a f  kritikák ennek 
mérése esetében érik a GDP/f -t. Egyes kutatók úgy vélik, hogy ily módon túlságosan 
leegyszer södik ennek az összetett fogalomnak a vizsgálata. Az egy f re jutó GDP-vel történ  
társadalmi fejlettség mérés másik kritikája az, hogy a mutató nem jellemzi az 
életkörülményeket, ezért helyette a személyi jövedelmeket szokták vizsgálni. Azonban 
gazdasági fejletségi kérdések vizsgálatára alkalmasnak tekinthet , a regionális fejlettség–
elmaradottság legfontosabb mér száma (Nemes Nagy 1998, Szabó 2008). Természetesen ez 
esetben is léteznek kritikák a használatával kapcsolatosan, melyek szerint például az 
értéktermelés lokalizációja országos szint alatt többféle nehézségbe ütközik, ami a legtöbb 
esetben csak becsléssel oldható meg, vagy hogy problémát jelent az ingázás, valamint nem 
jelenik meg benne a nem számszer sített értéktermelés, a feketemunka (ezekr l részletesen ld. 
pl. Dusek – Kiss 2008, Szabó 2008), de minden hátránya ellenére ma is a legelfogadottabb 
gazdasági fejlettségi indikátor (Lukovics 2008, Molle 2007, Túry 2006), és ezt az álláspontot 
osztom én is. 
Miel tt rátérnék a számítások eredményeinek ismertetésére, lényegesnek tartom a globális 
és lokális statisztikák kérdéskörének áttekintését, mivel az ezt követ kben mindkét 
módszertannal fogok vizsgálatokat végezni. 
 
III.1. Globális statisztika – lokális statisztika 
 
Fontos különbséget tenni a lokális és globális vizsgálatok és az ehhez kapcsolódó 
statisztikai módszerek között. Els  lépésként magukat az alapfogalmakat kell meghatározni: a 
globális megfigyelés az, amikor feltételezzük, hogy a meglev  átlagos érték jellemzi az egész 
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térséget. Az egyéni adatokat, amelyb l az átlagot számítjuk, lokális megfigyelésnek 
nevezhetjük. Ezek írják le a lokális szint  helyzetet és folyamatokat (Fotheringham – 
Brunsdon – Charlton 2002). 
Más megközelítés szerint a lokális statisztikai számítások egymás melletti pontokat, vagy 
területegységeket alapul vev  számításokat jelentenek, míg a globális statisztika esetén a 
számítás az összes lehetséges pontra vagy területegységre kiterjed. Természetesen nagyban 
függ a vizsgált témakört l, hogy milyen szint  megközelítés még az elfogadható. Persze, ha 
kicsi vagy nincs szórás (variation) a lokális megfigyelési értékek között, akkor a globális 
megközelítés is elég hiteles képet fog nyújtani, az egyébként lokális szint  vizsgálatot igényl  
jelenségr l (Thioulouse – Chessel – Champely 1995). 
A lokális megközelítés mibenlétét az átlagszámítás példáján keresztül jól be lehet mutatni, 
ugyanis az mindenki számára egyértelm , hogy az átlagos értékek esetenként jelent s 
különbségeket fednek el, így van ez a globális statisztikák esetében is. 
Egyes kutatók a lokális statisztikai számításokat távolsággal arányos súlyozás 
alkalmazásával javasolják (Dusek 2004). 
E kérdéskörrel kapcsolatosan fontos különbséget tenni a területi és nem területi adatok 
között is, ugyanis a legtöbb statisztikai módszer nem területi adatok vizsgálatára lett 
kifejlesztve, és így területi kérdések vizsgálatára alkalmatlan. A területi adatoknak sajátos 
tulajdonságaik és „problémáik” vannak, így kezelésükre különböz  matematikai technikák 
kellenek. Ez egyúttal a lokális megközelítésre is igaz. Ma már jelent s mennyiség  
szakirodalom áll rendelkezésre a nem területi adatok lokális kapcsolatainak vizsgálatára 
(Fotheringham – Brunsdon – Charlton 2002). 
A területi adatokra vonatkozó lokális statisztikai analíziseknek a lokális variáció két 
lehetséges válfajával is meg kell tudniuk birkózni, ugyanis a lokális kapcsolatok mérhet k a 
bels  és küls  térben is (attribute and geographical space) (Fotheringham – Brunsdon – 
Charlton 2002). 
A 7. táblázat mutatja a f  különbségeket a lokális és globális statisztikák között, ha a 








Összegzi az adatokat az egész régióra A globális statisztikák lokális összetev ire 
bontása 
Egyérték  statisztika Többérték  statisztika 
Nem térképezhet  Térképezhet  
GIS - idegen GIS - barát 
Nem térbeli vagy térbelileg korlátozott Térbeli 
A hasonlóságot hangsúlyozza a térben A különbségeket hangsúlyozza a térben 
Szabályszer ségeket vagy törvényeket keres Kivételeket vagy „forró foltokat” keres 
Pl. klasszikus regresszió Földrajzilag súlyozott regresszió 
7. táblázat: A globális- és lokális statisztikák összehasonlítása 
Forrás: Fotheringham – Brunsdon – Charlton 2002, p. 6. 
 
A lokális statisztikák a globálissal szemben az egyediség feltárásának és a különbségek 
keresésének eszközei, értelmezésük szempontjából fontos, hogy eredményük térképezésre 
alkalmas. 
A lokális statisztikák használata mellett szól az is, hogy a társadalomtudományok esetében 
a vizsgált jelenségek nem állandóak, hanem változnak a térben, így globális modellel való 
jellemzésük jelent s különbségeket fedhet el (spatial non-stationarity). Itt ismét elég csak az 
egy területegységet jellemz  átlagos értékre gondolni (Fotheringham – Brunsdon – Charlton 
2002). „A globális modellek ugyanis feltételezik a vizsgált jelenség stacionárius (homogén) 
voltát. Hétköznapibb megfogalmazásban a térbeli folyamatok stacionárius jellege azt jelenti, 
hogy egy adott stimulusra adott válasz a tér minden pontján konstans, vagyis a lokációnként 
becsült paraméterek nem térnek el.” (Bálint 2010, p. 1.) 
Több oka is lehet annak, hogy a jelenség alakulása nem állandó a térben. Az egyik például 
a mintavétel véletlenszer ségében keresend . Ez a stacionaritás hiányának szempontjából 
nem olyan érdekes, ugyanis nem területi folyamatok okozzák, de ezzel is számolni kell, a f  
okok feltárása érdekében (Fotheringham – Brunsdon – Charlton 2002). 
Másik oka az, hogy tényleg különböz  a kapcsolat a térben. Ugyanis területi különbség 
van az emberek viselkedésében, preferenciáiban, eltér  adminisztratív illetve politikai 
környezetben élnek, mindez ugyanarra a hatásra különböz  választ válthat ki a térben. Ez a 
gondolat, hogy az emberi viselkedés változik a térben és id ben, megegyezik a poszt-modern 
irányzat alapeszméjével, amely a helyek fontosságán, és a hely, mint a viselkedés 
megértésének kereteként alapul. 
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El fordulhat az is, hogy a modell azért mutat térbeli állandóságot, mert a kapcsolatot mér  
modell hibásan írja le a valóságot (például kimaradtak a kérdés szempontjából fontos 
változók). Térképezve az eredményeket, jó esetben láthatóvá válik, milyen jelleg  a felállított 
modell hibája. Ilyen értelemben a lokális modell használható a globális „javítására” is, egy 
modell felállítási kísérletként felfogva azt, amely végs  célja egy olyan globális modell 
létrehozása, ahol nincs szignifikáns térbeli változékonyság (Fotheringham – Brunsdon – 
Charlton 2002). 
Ahhoz képest, hogy milyen jelent séget tulajdonítanak egyes kutatók a lokális 
statisztikáknak és lokális modelleknek a területi folyamatok feltárásában, még meglehet sen 
kevés módszer került kidolgozásra. A szakirodalomban fellelhet  modelleket a 
következ képpen lehet csoportosítani: lokális egyváltozós módszerek (beleértve a pont 
mintázat analízist), lokális többváltozós módszerek, és a területi mintázat változását vizsgáló 
módszerek. A lokális egyváltozós módszereken belül négyfélét lehet elkülöníteni, ezek: a pont 
mintázat analízis lokális formája, a lokális grafikus analízisek, a lokális sz r k és a területi 
függ ség lokális mérésére alkalmas módszerek. A pont mintázat analízis lokális változata a 
globálistól abban tér el, hogy a pontokat nem egy halmazként, hanem alrégiókat létrehozva 
vizsgálja. Így globális átlag helyett inkább az érdekes területekkel foglalkozik. Erre egy példa 
az Openshaw által kifejlesztett földrajzi analízis eszköz (Geographical Analisys Machine, 
GAM). A lokális grafikus analízisek egy egyszer bb lehet sége olyan szoftverek használata 
(pl. MANET, XLispstat), amelyek lehet vé teszik térképek és szórásdiagramok 
összekapcsolását, így a kett  együttes elemzését. Ide tartoznak ezen kívül bonyolultabb 
grafikus ábrák például a Moran szórásdiagram alkalmazása is. A lokális sz r k, az adatok 
bizonyos körzetenként történ  esetenként súlyozott figyelembevételét jelentik. A területi 
függ ség lokális mérésének közismert módszere a Local Moran I mutató (Fotheringham – 
Brunsdon – Charlton 2002). 
A lokális többváltozós módszerek els sorban különböz  regressziós módszereket 
jelentenek, ilyenek például a földrajzilag súlyozott regresszió (GWR), a területi expanziós 
modell (amely, abból indul ki, hogy a regressziós modellek paraméterei azoknak az 
összefüggéseknek a függvénye, amelyekben a regressziós modell felállításra került), területi 
adaptív sz r s regressziós modell (az adaptív sz r  lehet vé teszi a koefficiensek lokális 
változásának figyelembevételét). Másfajta megközelítés a többszintes modellek használata, 
amely például egy számítás során a különböz  típusú változók elkülönített vizsgálatát teszi 
lehet vé. A területi mintázat változását vizsgáló módszerek azért fontosak, mert ez a 
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szempont a globális számításokból teljes mértékben kimarad (Fotheringham – Brunsdon – 
Charlton 2002). 
 
III.2. A területi egyenl tlenségek alakulása Európában 
 
Társadalomtudományi felfogásban a területi egyenl tlenségek a társadalmi jelenségek 
területi heterogenitását, térségenkénti eltér  voltát jelentik. A területi egyenl tlenségeket 
területi egyenl tlenségi mutatók segítségével szokták számszer síteni. Ezek olyan 
függvényeket jelentenek, amelyek bárminem  egyenl tlenség mérésére alkalmasak, így a 
területiekre is. Több fajtájuk van: terjedelem típusúak (pl. relatív terjedelem), szórás típusúak 
(pl. súlyozott relatív szórás) és területi megoszlások eltérését mér k (pl. Hoover-index, Gini-
koefficiens) (Nemes Nagy 2005). 
Az európai területi fejletteségi egyenl tlenségek alakulását számos kutató, közte több 
magyar szerz  is vizsgálta6 az 1990-es évek végén, illetve a 2000-es évek folyamán: ld. 
Horváth 1998, 2003, 2006, Kovács 1999, 2001, Maurel 2006, Novák – Papdi 2007, Szabó 
2000, 2006a, 2008, Tagai 2011, Tóth 2003 munkáit; ezek között azonban alig jelenik meg a 
szomszédsági hatás vizsgálata. 
Horváth (1998, 2003, 2006) munkáiban a regionális politika oldaláról közelíti a kérdéskört. 
A regionális politikával illetve versenyképességgel foglalkozó írásaiban, a támogatások 
célországainak, a támogatások révén sikeresen felzárkózó országoknak például Írországnak és 
Portugáliának, valamint a hazánk szempontjából fontos Kelet-Közép-Európai térségnek a 
területi folyamatait tekinti át. 
Kovács (1999, 2001) két cikkében az 1996-os illetve 1998-as egy f re jutó GDP alapján 
vizsgálta az EU-n belüli fejlettségi különbségeket, illetve azt, hogy az akkor még tagjelölt 
közép-európai országok csatlakozása, hogyan fog hatni a területi különbségek alakulására 
illetve a regionális politikára. Ennek eszközei az EU átlaghoz viszonyítás, relatív szórás 
illetve az egyes országok legfejlettebb és legkevésbé fejlett régiói értékének összehasonlítása 
voltak. Számításai azt mutatták, hogy jelent s a területi egyenl tlenség az EU 15 tagállama 
között, azonban a felvételre pályázók körében még nagyobb, így az esetleges b vítés után az 
elmaradott térségek felzárkóztatása még fontosabb kérdéssé válik majd. 
Maurel (2006) tanulmányában több területi szinten vizsgálta az Európai Unión belüli 
gazdasági és szociális különbségeket. Elemzését az államok szintjén kezdte, azonban itt nem 
6 Külföldi szerz k hasonló m vei lásd. II.2. fejezet. 
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csak a megnövekedett Unió területét vette alapul, – mivel Horvátországgal és Törökországgal 
már megindultak a csatlakozási tárgyalások, és számítani lehet, még további országok 
csatlakozási törekvéseire – hanem vizsgálatát Európa egész területére kiterjesztette. A munka 
érdekes közelítése az, hogy a gazdasági fejlettségi különbségeket az országok egy f re jutó 
GDP értékei és a szomszédos országok értéke közötti eltérések alapján tárta fel. A GDP/f  
értékek közötti eltérések arányát a határokra vetítve ábrázolta, és így tulajdonképpen létrejött 
egy térkép, amelyen az országok színezése a saját GDP/f  értéküket jelentik, határvonalaik 
vastagsága, pedig a szomszédok közötti különbség arányát, tehát hogy az egyik ország 
GDP/f -je hányszorosa a másikénak. 
Ez alapján a következ  megállapításokra jutott. A nyugat-európai országok között ebb l a 
szempontból alig van különbség, homogén csoportnak tekinthet k. Finnország és Oroszország 
között látható a legnagyobb törés, ugyanis egy f re jutó GDP értékük között majdnem három 
és félszeres az eltérés. Markáns vonal rajzolódik ki ezen kívül, Németország és 
Lengyelország, valamint a közép- és kelet-európai országok között. 
Ezek után az európai regionális egyenl tlenségek vizsgálatára tért át, az EU kohéziós 
jelentéseinek megállapításait összefoglalva és az egy f re jutó GDP EU átlagtól való eltérését 
nézve, végezetül az újonnan csatlakozott országok felzárkózási esélyei, lehet ségei kerültek 
áttekintésre. 
Novák és Papdi (2007) cikkükben szintén a gazdasági egyenl tlenségek változását 
vizsgálta az Európai Unióban, a 2004-es és 2007-es b vítés után. Megállapították, hogy a 10, 
majd még 2 ország csatlakozása következtében er södött az Európai Unió gazdasági 
tagoltsága. Vizsgálatuk az egy f re jutó GDP, a rendelkezésre álló jövedelem mellett kiterjedt 
a foglalkoztatás, és a munkanélküliség területére is, valamint az Unión belüli fejlettségi 
különbségekkel párhuzamosan áttekintették az országon belülieket is. F  vizsgálati 
módszereik, az átlagértékekhez, pl. az EU27-hez történ  viszonyítás, illetve relatív szórások 
számolása voltak. 
Az egy f re jutó GDP változásainak tárgyalásakor külön kitértek az úgynevezett kohéziós 
országok – Írország, Görögország, Spanyolország és Portugália – felzárkózási folyamataira. 
2006-os egy f re jutó GDP adatok alapján fejlettségi rangsort felállítva az élen a régi 
tagállamok, a végén pedig a csak 2007-ben csatlakozott 2 tagország található. A sorrend 
közepén látható némi keveredés, ugyanis például Ciprus megel zte Görögországot és 
Portugáliát is. 
A közösség egészét nézve, a területi egyenl tlenségek n ttek a 12 új tagállam 
csatlakozásával. Ezek változását 1995-2004 között a 15, a 25 és a 27 tagállam szintjén relatív 
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szórással vizsgálva, a 15 tagország esetében alig történt változás, a másik két esetben pedig 
kismérték  csökkenés figyelhet  meg. 
A foglalkoztatási és munkanélküliségi ráta, valamint az országon belüli egyenl tlenségek 
vizsgálata után, összességében az állapítható meg, hogy a kib vült Európai Unión belüli 
gazdasági egyenl tlenségek jelent s mértékben növekedtek. Az újonnan csatlakozott 
tagországok felzárkózása már az 1990-es évek közepén megkezd dött, bár ezzel 
párhuzamosan bels  egyenl tlenségeik is növekedtek. 
Szabó (2006a) cikkében az európai makroregionális különbségeket tárta fel (err l 
részletesebben ld. IV. 3. fejezet). 2008-as tanulmányában az európai területi 
egyenl tlenségeket az EU 27 tagállamára vonatkozóan 1998-2006 között az egy f re jutó 
GDP alapján országos és regionális (NUTS 1, 2, 3) szinten is elemezte. Súlyozott relatív 
szórást számolva, valamint a területegységeket rangsorba állítva vizsgálta a kérdéskört. Ezek 
alapján arra a következtetésre jutott, hogy az országos, NUTS 1-es és 2-es szinten 2000 után a 
területi közeledés a meghatározó folyamat. A NUTS 3-as régiók esetében ezen id szakra 
inkább stagnálást illetve kis mérték  differenciálódást mutatott ki. A területi szintek közötti 
különbség oka az, hogy NUTS 3-as szinten a folyamatok már nagyon soktényez sek, a régiók 
pedig nagyon különböz ek. 
Ezt követ en az országon belüli regionális (NUTS 1, 2, 3 szint ), valamint a régiókon 
belüli egyenl tlenségeket és azok változását vizsgálta a szerz  szintén súlyozott relatív szórás 
segítségével. Számításaival kimutatta, hogy míg összeurópai szinten lassú nivellálódás a 
meghatározó folyamat, addig az országokon belül területi differenciálódás mutatható ki. A 
NUTS 2-es régiókon belüli különbségeket a NUTS 3-as beosztás alapján vizsgálta, azonban 
az eltér  elemszám, és nagyság miatt e kérdésben a súlyozott relatív szórás számítása nem 
hozott összehasonlítható eredményeket. Ezért egy másfajta közelítést is alkalmazott. 
megvizsgálta azt, hogy miként viszonyulnak az egyes NUTS 3-as régiók az EU és a NUTS 2 
régiójuk átlagához. 
A szerz  2000-es munkájában az egy f re jutó GDP illetve más fejlettséget reprezentáló 
tényez k térbeliségét vizsgálta különböz  térparaméterek segítségével. A térparaméterek a K-
Ny illetve É-D irány, a gazdasági centrumtól való távolgás és a szomszédság, a f  vizsgálati 
módszerek, korreláció, autokorreláció és regresszió voltak. Számításai segítségével azt 
mutatta ki, hogy az egyes tényez ket tekintve a térparaméterek szerepe eltér , azonban a 
szomszédság az összes esetében meghatározó szereppel bír. 
Tagai (2011) disszertációjában a területi egyenl tlenségeket az EU tagállamokra 
vonatkozóan NUTS 2-es szinten vizsgálta, az átlagos egy f re jutó GDP értékekhez 
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viszonyítva tekintette át az egyes régiók relatív fejlettségi pozíciójának változását 1995-2007 
között. Munkájának célkit zése a regionális kutatásokban használt térkapcsolati modell, a 
potenciálmodell jellemzése, alkalmazása volt. Ennek következtében a relatív fejlettségi 
viszonyok mellett, a fekvésbeli viszonyok változását vizsgálta els sorban. 
Tóth (2003) cikkében az el z  közelítésekhez képest más módszereket is használva, 
területi autokorreláció és területi mozgóátlag segítségével vizsgálta Európa területi 
különbségeit. Kiindulásként feltárta a fejlettségi viszonyokat az egyes régiók egy f re jutó 
GDP-jének eltérése illetve változása alapján. A területi autokorreláció módszerével a területi 
hasonlóságokat és különbségeket mérte (err l részletesebben ld. IV. 3. fejezet). Végezetül 
területi mozgóátlagot használva (120 km-es sugarú köröket véve), azt vizsgálta, hogy az 
autókorrelációval feltárt területi hasonlóságok illetve különbségek milyen GDP eloszláson 
alapulnak, ezzel a nagyobb térbeli összefüggésekre koncentrált. 
Munkámban a területi egyenl tlenségek alakulását az egy f re jutó GDP és 
munkanélküliségi ráta tekintetében Hoover-index, súlyozott relatív szórás és Gini-együttható 
segítségével vizsgáltam regionális szinten. (A Hoover-index esetében módszertanának 
megfelel en GDP és népesség illetve munkanélküliek száma és aktív korú népesség adatokkal 
számoltam.) A három egyenl tlenségi mutató eredményei hasonló képet mutatnak, ezért 
részletesebben a Hoover-index értékeit fogom elemezni, az esetleges eltéréseket, pedig külön 
kiemelem. A különbségek abból adódnak, hogy a három mutató az egyenl tlenségeket, más 
szempontból közelíti meg: „A súlyozott relatív szórás7 a vizsgált adatsor súlyozott átlagához 
viszonyítva adja meg az adatsor szóródásának mértékét.”, „A Hoover-index két mennyiségi 
ismérv területi megoszlásának eltérését méri.”, a Gini-együttható pedig, „…a koncentráció 
relatív nagyságát jellemzi. Minden megfigyelési egység részarányának az összes többiét l 
való átlagos eltérését viszonyítja az átlaghoz.” (Nemes Nagy 2005, p. 110., 112., 116.). 
Kis különbséget kell tenni a két fajta vizsgálat között, ugyanis az egy f re jutó GDP 
esetében az id táv 1995-2009 közötti, míg a munkanélküliségi rátáéban 1999-2009, valamint 
az utóbbi esetében Horvátország és Macedónia kihagyására kényszerültem, ugyanis 
statisztikai évkönyvekben illetve a nemzeti statisztikai hivataluk honlapján sem találtam ilyen 
hosszú id intervallumra vonatkozó regionális munkanélküliségi adatokat. 
Miel tt áttérnék a számítások értelmezésére, azok megértése céljából át kell tekinteni, 
hogy az egyes régiók milyen helyzetben vannak az egy f re jutó GDP és a munkanélküliségi 
ráta szempontjából. Ez legegyszer bben egy kereszttábla segítségével tehet  meg, de mivel a 
7 „Az egyes értékek számtani átlagtól való négyzetes eltéréseinek átlagát hívjuk szórásnak.” (Nemes Nagy J. 
2005, p.109.) 
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nagy elemszám miatt a kereszttábla elég nehezen áttekinthet , így a kereszttábla szerinti 
csoportokat térképezve célszer bb az elemzés (1. ábra). 
 











1. ábra: Az európai régiók helyzete az egy f re jutó GDP-jük és a munkanélküliségi rátájuk 
alapján, 2009 
 
A térkép alapján az látható, hogy a mindkét szempontból legjobb helyzetben lév  régiók – 
magas az egy f re jutó GDP-jük, alacsony a munkanélküliségi rátájuk – a norvég régiók 
legnagyobb része, egyes svájci, osztrák, német és holland illetve f városi (pl. Prága, Oslo, 
Varsó) területegységek. 
Ezzel szemben a legkedvez tlenebb csoportba els sorban román, bolgár, szlovák, magyar 
baltikumi és szicíliai régiók sorolhatók. Ezeken kívül még két csoport kiemelését tartom 
fontosnak, azokét, amelyekben az egy f re jutó GDP és a munkanélküliségi ráta között 
összefüggés pont a várttal ellentétesen alakul. Az egyik ilyen az, amikor a régió GDP/f  
értéke magas, de ezzel párhuzamosan a munkanélküliségi rátáé is az. Ide egyetlen 
területegység tartozik, Brüsszel régiója. A magas munkanélküliségi ráta oka az, hogy a 
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nagyarányú külföldi lakosság képzettsége nem megfelel  a szolgáltató szektor dominanciájú 
munkaer piac számára (EK 2004). A másik csoport ennek ellenkez jét jelenti, ugyanis oda 
azokat a régiókat lehet besorolni, ahol az egy f re jutó GDP és a munkanélküliségi ráta értéke 
is alacsony. Ide els sorban román, bolgár, lengyel, portugál, és görög régiók tartoznak. A 
fennmaradó területegységek átmeneti csoportokba sorolhatók, a legtöbb abba, amelyekben az 
egy f re jutó GDP és munkanélküliségi ráta értéke is közepes nagyságú. 
Áttérve a területi különbségek alakulására, az egy f re jutó GDP-re vonatkozó 
számításokkal kezdve, összességében az mondható, hogy 1995-höz képest csökkentek a 
területi egyenl tlenségek (2 ábra). A Hoover-index értékeit nézve, az állapítható meg, hogy 
1995-t l jövedelmi közeledés zajlott, ami 1998-ban szakadt meg, mivel ekkor a területi 
különbségek növekedése vette kezdetét, azonban ez nem tartott sokáig, ugyanis 2000-t l 
ismét folytatódott a területi kiegyenlít dés.8 
 
 
2. ábra: A fejlettség területi különbségeinek változása Európában 1995-2009 között az egy 
f re jutó GDP értékeire számított egyenl tlenségi indexek alapján9 
 
Az 1998-1999-es ingadozás oka az, hogy összeurópai szinten egyes f városi régiók (Bels -
London, Varsó, Párizs, Oslo, Madrid) kiugró fejl dését a kevésbé fejlett régiók felzárkózása 
8 A disszertáció beadásakor jelentek meg az Eurostat REGIO adatbázisában a 2010-es évre vonatkozó regionális 
GDP adatok, azonban a NUTS rendszer változott ett l az évt l és az adatokat már az új területi beosztás szerint 
adták meg, így az adatsor nem folytatható. Az új adatok alapján azt látszik, hogy 2008 és 2009 között területi 
közeledés zajlott, míg 2010-re növekedtek a területi egyenl tlenségek. 
9 A Gini-együttható értékét százzal beszorozva t ntettem fel a jobb ábrázolhatóság érdekében. 
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nem tudta ellensúlyozni. A 2000 utáni ismételt közeledés a kevésbé fejlett keleti régiók 
gyorsabb fejl désével magyarázható (Szabó 2008). 
A súlyozott relatív szórás és a Gini-együttható alapján is ugyanezeket az „id szakokat” 
határolhatjuk le, annyi különbséggel, hogy a folyamatokat megszakító évek nem minden 
esetben esnek egybe, például a Hoover-indext l eltér en a súlyozott relatív szórás szerint 
1997-2000 között is a jövedelmi különbségek növekedése következett be, a Gini-együttható 
alapján pedig, csak 1998-2000 között. Ezek az eltérések azonban nem befolyásolják az 
alapmegállapítások helyességét, hiszen a három különböz  periódus mindhárom mutató 
alapján kirajzolódik. Összességében azt mondhatjuk, hogy gazdasági fejlettségi szempontból 
a konvergencia a vizsgált id szak meghatározó folyamata. 
A területi egyenl tlenségi mutatók végeredményként a vizsgált térrész egészét érint  
különbségekr l egy számot adva közölnek információt, azonban a számítás részeredményeit 
nézve, lehet ség van az egyes régiók súlyát megnézni. Így látható az, hogy milyen mértékben 
járulnak hozzá a különbség egészéhez. Az egy f re jutó GDP esetében a f városi, illetve a 
f városokat, nagyvárosokat magukba foglaló régiók járultak hozzá a legnagyobb mértékben. 
2009-et nézve ezek a régiók Bels -London, Párizs, a Párizstól délkeletre fekv  Hauts-de-
Seine, a Münchent magába foglaló Oberbayern, Milánó, Madrid, Darmstadt, a Bukarest 
holdudvarát jelent  Ilfov, Bukarest, Düsseldorf, Hamburg, Stockholm, Varsó és Róma voltak. 
Nagy mértékben még az igen alacsony GDP/f -vel rendelkez  régiók befolyásolták az 
egyenl tlenségek nagyságának alakulását, úgy, mint a román Iasi, Suceava, Bacau, a lengyel 
Nowosadecki, a szlovák Presovský kraj és a bolgár Plovdiv régiók. Legkisebb mértékben az 
átlagos egy f re jutó GDP-j  (20 és 25 ezer PPS közötti) régiók járultak hozzá az 
egyenl tlenségekhez, mint pl. az osztrák Lungau, a finn Etelä-Karjala illetve Keski-
Pohjanmaa, a görög Kozani, a francia Corse-du-Sud és a svéd Västmanlands län. 
A munkanélküliségi rátára vonatkozó hasonló vizsgálatokkal folytatva, els ként szintén 
azt állapíthatjuk meg, hogy a kezdeti évhez képest csökkentek a területi különbségek (3. 
ábra). 
Részletesebben megnézve, szintén 3 periódust lehet elkülöníteni a folyamatok irányát 
illet en. 1999-2001 között a területi különbségek növekedése figyelhet  meg, ezt követ en a 
konvergencia a meghatározó folyamat, majd 2009-ben ismét növekedtek a területi 
különbségek, azonban kérdéses, hogy ez csak egy kis megingás, vagy a folyamat irányának 
hosszabb távú változását jelenti. Ez esetben nem szükséges a három területi egyenl tlenségi 
mutató eredményei között különbséget tenni, ugyanis mind a három alapján ezek a 
folyamatok rajzolódnak ki, még a forduló évek is egyeznek minden esetben. 
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3. ábra: A fejlettség területi különbségeinek változása Európában 1999-2009 között a 
munkanélküliség ráta értékeire számított egyenl tlenségi indexek alapján 
 
A munkanélküliségi ráta egyenl tlenségeit az egyes régiók „részesedése” szerint 
áttekintve, a GDP/f -t l eltér en nem tudunk általános megállapítást tenni, ugyanis a 
legnagyobb mértékben az ebb l a szempontból hátrányos helyzetben lev  egyes spanyol 
régiók (Barcelona, Madrid, Valencia, Málaga, Sevilla, Alicante, Cádiz) adták az 
egyenl tlenség jelent s hányadát 2009-ben. Legkisebb mértékben az átlagos 
munkanélküliségi ráta értékekkel rendelkez  bolgár Kyustendil, francia Nièvre, lengyel 
Bialski, román Galati, és a svéd Skåne län régiók járultak hozzá a területi különbségekhez. 
A jövedelemre és munkanélküliségre vonatkozó eredményeket összehasonlítva, az látható, 
hogy a munkanélküliségi ráta esetében nagyobbak az egyenl tlenségek, valamint, hogy 
jelent sebb mértékben csökkentek a különbségek, mint az egy f re jutó GDP esetében. 
Id ben nézve, párhuzamosság figyelhet  meg a területi különbségek változásában. Ez nem 
meglep , hiszen a két mutató közötti közepesen er s korrelációs kapcsolat révén is az várható, 
hogyha a munkanélküliségi ráta különbségei mérsékl dnek az egyúttal maga után vonja az 
egy f re jutó GDP területi különbségeinek mérsékl dését is (a foglalkoztatás növekedésével, 
n  a GDP mértéke is, 8. táblázat). Ez alatt azt értem, hogy mivel az egyenl tlenségek 
változása az elmaradottabb régiók fejl désével magyarázható, tehát n  az egy f re jutó GDP-
jük, ekkor valószín síthet en a munkanélküliség pedig csökkenni kezd, így mindkét téren a 
különbségek csökkenése lesz tapasztalható. 
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-0,362 -0,459 -0,508 -0,512 -0,460 -0,462 -0,429 -0,415 -0,361 -0,313 -0,278 
8. táblázat: Az egy f re jutó GDP és a munkanélküliségi ráta közötti korrelációs kapcsolat 
Európa régiói esetében 
 
Azonban felvet dik akkor a kérdés, hogy mi a helyzet a vizsgált id szak végi ellentétes 
irányú területi folyamatokkal, ugyanis 2008-2009-ben az egy f re jutó GDP-t tekintve 
továbbra is kiegyenlít désr l beszélhetünk, míg a munkanélküliségi ráta esetében az 
egyenl tlenség n tt 2009-re. Az irány eltérésének oka az, hogy a gazdasági válság 
következtében a fejlettebb területek lefelé nivellálódása következett be a termelést illet en, 
így az egy f re jutó GDP értékek továbbra is közelednek, csak már nem az elmaradottabb 
térségek felzárkózásával, hanem a fejlettebbek „visszafejl désével”. 2008 és 2009 között 
legnagyobb mértékben a magas értékekkel rendelkez  norvég régiók, a holland Groningen, 
Luxembourg, a bolgár Pernik, és a svéd Norrbottens län illetve Kronobergs län egy f re jutó 
GDP értékei estek vissza, több mint 5000 PPS/f vel. A legkisebb mérték  csökkenés 
els sorban az alacsony egy f re jutó GDP-j  horvát, macedón, lengyel román és magyar 
területegységeket jellemezte (pl. Sisacko-moslavacka zupanija, Istocen, Tarnobrzeski, Brasov, 
Jász-Nagykun-Szolnok). Természetesen vannak ez alól kivételek is, ugyanis például a 
Pozsonyt magába foglaló Bratislavský kraj és Milánó értéke is csak kis mértékben csökkent, 
valamint egyes régiók értéke az általános trendhez képest igaz ugyan, hogy kis mértékben 
(pár 100 PPS/f ), de növekedett. Ez els sorban közepesen fejlett lengyel (pl. Tyski, 
Trojmiejski, Warszawski-zachodni) illetve elmaradottabb macedón (pl. Jugoistocen, 
Pelagoniski) és román (pl. Gorj, Giurgiu) területegységeket jelent. Ebben az esetben is 
találhatók kivételek, hiszen a magas egy f re jutó GDP-vel rendelkez  finn Åland és olasz 
Valle d'Aosta értéke is n tt. 
A munkanélküliségi ráta esetében azért van ez másképp, mint a GDP-nél, mert az 
elbocsájtások az elmaradott térségeket jelent sebben érintették. Ebben az id szakban a 
munkanélküliségi ráta értéke a kevésbé fejlett lett, litván, észt és spanyol régiókban (pl. a lett 
Zemgale, Vidzeme, a litván Alytaus apskritis, Telsiu apskritis, az észt Kirde-Eesti, Kesk-Eesti 
és a spanyol Córdoba, Valencia régiókban) n tt a legnagyobb mértékben, valamint ide kell 
még sorolni a válságban jelent sen érintett ír régiókat is (pl. Midland, South-East, Mid-West, 
West). A legkisebb növekedés illetve a munkanélküliségi ráta csökkenése ezzel szemben a 
fejlettebb régiókban tapasztalható, példaként a norvég Troms illetve Østfold, a német 
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Thüringen illetve Hamburg, az olasz Ticino, a belga Région de Bruxelles-Capitale és 
Luxembourg régiókat lehet említeni. Ez esetben is vannak kivételek, ez alatt a kevésbé fejlett 
görög régiókat kell érteni, melyekben az általánostól eltér en csökkentek a munkanélküliségi 
ráta értékei (pl. Kilkis, Drama, Fokida, Kastoria). A két jelenség alakulási irányának eltérést 
támasztja alá az is, hogy az egy f re jutó GDP és a munkanélküliségi ráta közötti korrelációs 
kapcsolatot jellemz  együttható értéke 2004 óta folyamatosan csökken, tehát mérsékl dik a 
közöttük lev  kapcsolat er ssége, a kiinduláshoz képesti közepesen er s kapcsolat, már csak 
gyenge volt 2009-ben (8. táblázat). 
A témakör zárásaként megvizsgáltam azt, hogy milyen különbségek láthatók az 
országokon belüli területi egyenl tlenségeket nézve (9. táblázat). Ebben az esetben már csak 
súlyozott relatív szórást számoltam, és mivel Luxemburg NUTS 3-as szinten is egy 
területegységet jelent, így ezt a tagállamot kihagytam a számításból. 
Az egy f re jutó GDP-re vonatkozó számításokkal kezdve: az 1995-ös és 2009-es értékeket 
összehasonlítva 22 tagállam esetében n ttek, míg 6 esetében csökkentek a területi 
egyenl tlenségek a két id pont között. A legnagyobb különbség 1995-ben Szlovákia, 2009-
ben Bulgária, a legkisebb mindkét id pontban Hollandia esetében volt. Ezt az összes vizsgált 
régióra vonatkozó értékkel összehasonlítva, az látható, hogy az országokon belüli 
különbségek nagyobb hányada az összesre vonatkozó érték alatt van (2009-et nézve 
Csehországtól kezdve). Mint már megállapításra került az egy f re jutó GDP tekintetében 
összeurópai szinten csökkentek a területi egyenl tlenségek, azonban az országokon belül 
nézve ezeket, a legtöbb esetben növekedés látható. Az ellentétes irányú folyamatok oka az, 
hogy összeurópai szinten a keleti régiók felzárkózása figyelhet  meg, azonban ez szinte 
minden esetben az egyes országokon belül differenciáltan megy végbe, ugyanis a f városi 
térségek felzárkózása gyorsabb, így míg az összeurópai különbségek csökkennek, addig az 
országon belüliek n nek. 
Ugyanezt vizsgálva a munkanélküliségi ráta esetében, az látható, hogy 2009-re 1999-hez 
képest 8 tagállamban n tt, 18-ban pedig csökkent az eltérés. A legnagyobb egyenl tlenség 
1999-ben Olaszországban, 2009-ben Bulgáriában, a legkisebb, Litvániában illetve 
Lettországban volt. A munkanélküliségi rátát nézve az országokon belüli területi különbségek 







szórás % (GDP/f ) 
1995 2009 Eltérés 
Súlyozott relatív 
szórás % (mnr) 
1999 2009 Eltérés 
Bulgária 23,71 63,04 39,3 Bulgária 43,29 63,92 20,64 
Magyarország 38,12 59,12 21,0 Románia 34,23 53,89 19,66 
Szlovákia 42,70 54,06 11,4 Belgium 51,59 51,43 -0,17 
Lengyelország 35,90 51,91 16,0 Olaszország 73,04 47,48 -25,56 
Egyesült Királyság 34,72 48,88 14,2 Ausztria 30,60 40,25 9,65 
Lettország 33,58 47,28 13,7 Szlovákia 30,99 37,77 6,78 
Franciaország 41,29 46,53 5,2 Németország 50,29 37,26 -13,03 
Észtország 30,64 45,24 14,6 Magyarország 36,66 35,85 -0,81 
Csehország 25,22 41,88 16,7 Dánia 26,50 34,27 7,77 
Macedónia 38,86 40,74 1,9 Csehország 39,18 34,19 -4,99 
Románia 21,52 39,83 18,3 Lengyelország 33,98 31,48 -2,50 
Horvátország 34,10 39,47 5,4 Szlovénia 26,49 30,17 3,67 
Portugália 34,63 36,99 2,4 Spanyolország 39,78 27,64 -12,13 
Belgium 36,79 34,10 -2,7 Portugália 36,12 26,95 -9,17 
Írország 24,21 33,98 9,8 Finnország 49,16 25,80 -23,37 
Litvánia 14,74 33,19 18,4 Görögország 25,78 24,59 -1,19 
Norvégia 31,63 28,05 -3,6 Svájc 22,61 24,55 1,94 
Görögország 23,95 27,59 3,6 Egyesült Királyság 34,02 24,16 -9,86 
Olaszország 30,53 27,47 -3,1 Franciaország 28,05 23,39 -4,66 
Szlovénia 22,92 26,69 3,8 Észtország 35,79 21,88 -13,91 
Ausztria 30,61 25,48 -5,1 Norvégia 33,29 19,00 -14,29 
Finnország 19,83 24,40 4,6 Hollandia 31,48 15,43 -16,05 
Svédország 15,86 23,54 7,7 Svédország 32,08 13,74 -18,34 
Dánia 22,28 22,33 0,1 Írország 25,67 13,33 -12,34 
Spanyolország 22,00 20,96 -1,0 Litvánia 11,79 11,99 0,20 
Németország 22,67 20,81 -1,9 Lettország 21,65 8,97 -12,68 
Svájc 15,58 16,97 1,4     
Hollandia 12,20 13,69 1,5     
9. táblázat: Országokon belüli területi egyenl tlenségek és azok változása 1995 illetve 1999-
2009 között 
 
Egyes országokban tudvalev , hogy kiugró fejlettség  a f város, ezért érdemes 
megvizsgálni el ször az egy f re jutó GDP-t tekintve, hogyan alakultak a területi különbségek 
a f város, vagy az azt magába foglaló régió nélkül (4. ábra). A legnagyobb különbség az 
eltér  megközelítéssel számított eredmények között Magyarország, Észtország, Bulgária, 
Szlovákia és Csehország esetében volt. A legkisebb Olaszország, Németország, és Hollandia 
tekintetében. A felsorolt államokat tekintve, láthatjuk, hogy azokban az országokban jelent s 
a különbség a két érték között, ahol a f város és környezete kiugró fejlettség , és nincs 
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jelent s ellensúlya. Azokban az országokban volt kicsi a különbség, ahol több hasonló súlyú 
nagyváros van, így kiegyenlítettebb a gazdasági tér, az ország térszerkezete. 
A munkanélküliségi ráta országon belüli területi egyenl tlenségeit, a f városok kihagyása 
nem befolyásolta számottev en, Ausztriát kivéve nincs számottev  eltérés a két féle érték 
között. Ausztria esetében a jelent s különbséget az okozza, hogy az összes régió közül a 
bécsiben a legmagasabb a munkanélküliségi ráta, így az egyenl tlenség számottev  részét a 
f város régiója adja. Bécs fekvéséb l adódóan, – nyugat-keleti illetve észak-déli útvonalak 
metszéspontjában található – valamint a Kelet-Európai nyitás következtében az ország egyik 
foglalkoztatási központja, így nem meglep , hogy a munkanélküliség aránya is magasabb, 
mint más térségekben (EK 2003). 
 
 
4. ábra: Országon belüli területi egyenl tlenségek a f várossal, illetve a f város régiója 
nélkül (GDP/f ), 2009 
 
Végezetül még az Európai Unióban fokozódó város-vidék ellentétre hívnám fel a 
figyelmet. Már a 2007-ben megjelent 4. kohéziós jelentés is külön foglalkozott ezzel a 
kérdéskörrel, mely szerint a f városi, nagyvárosi régiók egyre inkább elszakadnak 
környezetükt l. 
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„A gazdasági tevékenység a korábbinál er sebben összpontosult a f városi régiók köré 
szerte az EU-ban, Berlin és Dublin kivételével. 1995–2004 között átlagosan 9%-kal 
növekedett a f városi régiók részaránya a nemzeti GDP-b l, míg lakosságuk csak 2%-kal. Ez 
a tendencia különösen 1995–2000 között jelentkezett markánsan, els sorban Varsóban és 
Bukarestben.” (EK 2007, p. 7.) 
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III.3. A szomszédsági hatás szerepe Európa regionális tagolódásában 
 
E fejezetben arra keresem a választ, hogy Európában az egymással – különféle – 
szomszédsági viszonyban álló régiók mennyire hasonlítanak egymásra a gazdasági fejlettség 
tekintetében? A magas (illetve alacsony) értékek hogyan oszlanak el a földrajzi térben: 
koncentráltan, egymás mellé csoportosulva vagy esetleg szétszórtan, véletlenszer en? 
 
III.3.1. A területi autokorreláció 
 
A relativista térértelmezés szerint az id beliség az események, dolgok önmaguktól való 
eltérésükben, míg a térbeliség az egymástól való különböz ségben ragadható meg (Nemes 
Nagy 1998). Az elkülönülés a tér esetén az egyenl tlenség, az id  vonatkozásában pedig a 
változás fogalmában van jelen. 
Eszerint az események tér-id  pozíciói a következ k lehetnek: 
„1. Az egyter  és egyidej  események egy id ben és egy helyütt zajlanak 
2. A különter  és egyidej  események nem egy helyütt, de egy id ben zajlanak 
3. Az egyter  és különidej  események ugyanott, de nem egy id ben zajlanak 
4. A különter  és különidej  események nem egy helyütt és nem egy id ben zajlanak.” 
(Nemes-Nagy 1998, p. 16.) 
Az események tér-id  helyzeteinek változása mögött okokat igyekszünk keresni. Ennek 
egyik lehet sége a korrelációszámítás alkalmazása. 
A korrelációs kapcsolat a sztochasztikus kapcsolatok három fajtája közül (korrelációs, 
asszociációs, vegyes kapcsolat) a mennyiségi ismérvek közötti viszonyt vizsgálja. Abban az 
esetben, amikor két valószín ségi változó nem tekinthet  függetleneknek, a 
korrelációszámítás segítségével állapítható meg, hogy a köztük lev  sztochasztikus függ ségi 
kapcsolat milyen „er s”, és milyen „irányú”. 
A korrelációszámításnak több fajtája létezik, ezek a következ k: 
1. Lineáris korreláció: Ez a korreláció alap esete, a legtöbbször alkalmazott típus, mely két 
különböz  adatsor kapcsolatát vizsgálja: r = korr(xi,yi). Az egyter  és egyidej  események 
közötti viszonyt méri. 
2. Id beli autokorreláció: Egyazon adatsor id ben eltolt megfigyelési egységeire 
vonatkozó értékek közötti viszonyt, azaz egyter  és különidej  eseményeket vizsgálja: 
r = korr(xi, xi-k). 
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3. Területi autokorreláció: Egyazon adatsor térben eltolt megfigyelési egységeire 
vonatkozó értékek közötti viszony, azaz egyidej , különter  események vizsgálja: 
r = korr(xi, xn(i)). Ebben az esetben az i-edik területegység adata és a szomszédos 
területegységek átlagértéke között számítható a kapcsolat. 
4. Id beli keresztkorreláció: Két különböz , id ben eltolt adatsor közötti kapcsolat: 
r = korr(xi, yi-k). Ezek a különter , különidej  események közötti kapcsolatot nézik. 
5. Területi keresztkorreláció az id belivel analóg módon értelmezhet : r = korr(xi, ys(i)) 
(Nemes Nagy 2005). 
Természetesen elképzelhet  területi és id beli keresztkorreláció, vagy id beli és területi 
autokorreláció is. 
A szomszédság szerepének meghatározására többféle matematikai-statisztikai módszer 
létezik (például legközelebbi szomszéd analízis, autokorreláció, autoregresszió, területi 
mozgóátlag), ezek közül a területi autokorreláció a legelterjedtebb. 
A területi autokorreláció abban tér el az alapértelemben vett korrelációtól, hogy míg a 
korreláció esetében két különböz  mutató között keressük a kapcsolatot, az együttmozgás 
meglétét az egyes területegységek esetében, addig a területi autokorreláció esetében egy 
mutatónál vizsgáljuk az egyes területegységek és az átlagos szomszédjaik értéke 
(szomszédjainak átlagértéke) közötti kapcsolatot. Tehát azt nézzük meg, hogy egy adott 
területegység értéke segítségével tudunk-e következtetéseket levonni a szomszédos 
területegységek értékeit illet en és fordítva. 
A területi autokorreláció mérése is többféleképpen lehetséges (Pearson-féle korreláció, 
Moran-féle I, Geary-féle c), amelyek közül a legelterjedtebb módszer a Moran-féle I mutató 
használata. Ennek oka számításának viszonylagos könnyebbsége, valamit, hogy a Local 
Moran I változata segítségével az egyes területegységekre vonatkozó információk nyerhet k 
(Eff 2004). 




































- xi és xj a területegységek adatai, 
- x  az adatsor számtani átlaga, 
- Wij a szomszédsági kapcsolatokat leíró mátrix általános eleme, távolsági súlytényez  
- n pedig a területegységek száma (Dusek 2004). 
 
E módszer estében a területiséget a szomszédsági mátrix segítségével reprezentáljuk (a 
nemzetközi szakirodalomban a súlymátrix, weight matrix, elnevezést használják). A 
szomszédsági mátrix alatt egy olyan mátrixot kell érteni, amely 0, és 1 értékekb l áll. A 0 
jelenti azt az esetet, amikor két területegység között nincs szomszédsági kapcsolat, az 1 pedig 
azt, amikor van. A szomszédság értelmezése is többféleképpen történhet, hiszen alapesetben 
szomszédosnak tekinthetünk minden érintkez  területegységet, de a csak a csúcsukkal 
érintkez k szomszédságától el is tekinthetünk. Meg lehet határozni a szomszédságot valamit l 
való távolság értelemben is (Nemes Nagy 2009). 
Attól függ en, hogy milyen tényez t szeretnénk kiemelten figyelembe venni, lehet ség 
van a szomszédok különböz  jellemz ik alapján történ  súlyozásra, tehát a távolsági 
súlytényez t többféleképpen lehet alkalmazni. Az egyik legelterjedtebb megközelítés a 
közelebbi szomszédok nagyobb súllyal való szerepeltetése, távolsággal történ  súlyozással. 
Ez els sorban a területegységek központjai közötti távolságot jelenti, és azon a feltételezésen 
alapul, hogy ha a központok közelebb fekszenek egymáshoz, az szorosabb interakciókat 
indukál. Ezen kívül lehet ség van a szomszédság súlyozására például határhossz szerinti 
súlyozással is. 
A Moran-féle I értékkészlete eltér a korreláció -1;+1 közötti értékkészletét l, ugyanis az 
elemszám függvényében csak megközelíti ezeket az értékeket. 0 értéket végtelen számú 
területegység esetén vehetne fel. 
 
I > –1/(n–1), pozitív területi autokorreláció, 
I = –1/(n–1), nincs területi autokorreláció, 
I < –1/(n–1), negatív területi autokorreláció (Cliff –Ord 1973). 
 
A pozitív területi autokorreláció azt az esetet jelenti, amikor a szomszédos területegységek 
értékei hasonlítanak egymásra, tehát magas értékek mellett magas, alacsony mellett alacsony 
értékeket találunk. A negatív területi autokorreláció esetében a szomszédok nem hasonlítanak 
47 
egymásra, egymástól eltér  értékekkel rendelkeznek, alacsony mellett magas és magas mellett 
alacsony értékek szerepelnek. Ha 0 közeli a Moran-féle I értéke, akkor az a szomszédsági 
egymásra hatás hiányáról tanúskodik. Ekkor az adatok eloszlása véletlenszer , tehát 
ugyanolyan valószín séggel találhatunk az egyes területegység mellett, kisebb vagy nagyobb 
érték  területeket. 
A Moran-féle I-nek létezik egy lokális változata, a Local Moran I, amely segítségével az 
egyes területegységek esetében konkrét információkat kapunk a szomszédjukhoz való 
hasonlóságukról vagy különböz ségükr l. 





- Zi és Zj a megfigyelési egységek standardizált értékeit jelentik (Tran – Yasuoka 2001). 
 
A Local Moran I értelmezésekor problémát jelenthet, hogy az sem felülr l, sem alulról 
nem korlátos, tehát nem tudjuk a kapott értékeket önmagukban mihez viszonyítani. Azt 
azonban meg tudjuk állapítani, hogy hol szorosabb a szomszédsági kapcsolat, nagyobb a 
hasonlóság, hiszen a magasabb érték szorosabb kapcsolatra utal. Fontos megjegyezni még azt 
is, hogy a Local Moran I értékek kizárólag arról adnak információt, hogy milyen a 
szomszédsági kapcsolat a területegységek között, arról azonban nem, hogy a valós értékeik 
magasak, vagy esetleg alacsonyak. Tehát nem tudunk megállapításokat tenni azzal 
kapcsolatosan, hogy a szomszédsági hasonlóságot, alacsony vagy magas kiindulási értékek 
okozzák (Mészáros 2008). 
A kapott értékek értelmezése eredeti formájukban nem egyszer , nehezen olvashatók ki 
bel lük az eredményül kapott összefüggések. Azonban térképezve azokat könnyen 
értelmezhet vé válnak az eredmények, szépen kirajzolódnak a homogén illetve 
környezetükt l elüt  térségek, ráadásul a valós térben azonosítható módon. 
Az alapértékeket is térképezve, a két térkép alapján már el tudunk különíteni hot (forró) és 
cold (hideg) spot-okat (foltokat, zónákat). A forró foltok jelentik azon területegységeket, 
amelyek esetében er s a szomszédsági kapcsolat és ezt magas valós értékek okozzák. A hideg 
foltok azok, amelyek esetében az oda tarozó területegységek között szintén er s a 









Ezen kívül lehet ség van még annak vizsgálatára, hogy egyes térségek és szomszédságuk 
milyen irányban térnek el az átlagtól. Erre, mintegy a Local Moran I hiányosságainak 
pótlásaként, szokták alkalmazni az ún. Moran szórásdiagramot (angolul: Moran Scatterplot), 
melynek segítségével megállapítható többek között az is, hogy magas vagy alacsony értékek 
csoportosulnak-e a térben. A diagramban az egyes pontoknak a vizsgálatban szerepl  egyes 
területegységek felelnek meg. Az x tengelyen szerepelnek a megfigyelési egységek értékei, az 
y tengelyen pedig az adott megfigyelési egységnek megfelel  átlagos szomszéd értékei, vagy 
más szóval az x változó „térben késleltetett” (spatially lagged) megfelel je. 
További fontos megkötés, hogy csak sornormalizált mátrixszal lehet szórásdiagramot 
készíteni, pontosabban a szomszédok számtani átlagát kell az y-tengelyen ábrázolni 
akárhogyan is súlyoztuk el tte a területegységeket (Ertur – Le Gallo 2000). 
A szórásdiagram négy negyede szerint a következ  négy csoport határozható meg, amely 
tulajdonképpen az egyes területegységek, és szomszédaik között fennálló kapcsolatot 
jellemzi: 
- HH (high, high), mind a kiindulási területegység, mind szomszédainak értéke átlag feletti, 
(1. negyed) 
- HL, (high, low) a kiindulási területegység értéke átlag feletti, a szomszédainak értéke 
átlag alatti, (2. negyed) 
- LL, mind a kiindulási területegység, mind szomszédainak értéke átlag alatti, (3. negyed) 
- LH, a kiindulási területegység értéke átlag alatti, a szomszédainak értéke átlag feletti, (4. 
negyed). 
Az 1. és a 3. negyed pozitív, míg a 2. és a 4. negatív területi autokorrelációról tanúskodik. 
A Moran szórásdiagram alapján képzett csoportokat is térképen ábrázolva a legkönnyebb 
értelmezni a jelenséget: az ezeket a csoportokat feltüntet  térképek tanulmányozásával 
megállapítható, hogy az egyes területegységek és a szomszédságuk milyen irányban térnek el 
az átlagtól. A hasonlóság er sségét illet en – a Local Moran I térképeivel ellentétben – 
azonban nem szolgálnak információval (Lim 2003). 
Ezen kívül id beli összehasonlítást téve lehet ség van a változás vizsgálatára, az alapján, 
hogy a kiindulási területegység illetve szomszédainak értéke változott-e az átlaghoz képest. 
Eszerint értelemszer en 4 típust lehet megkülönböztetni: 
- 0. típus: a kiindulási területegység és a szomszédsága sem változik  
- 1. típus: csak a kiindulási területegység változik, a szomszédai nem (HH
LL  
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- 2. típus: a kiindulási területegység nem változik, csak a szomszédsága (HH
HL  
- 3. típus: a kiindulási területegység és a szomszédsága is változik (HH
LL  
 
Tehát a Moran-féle I mutató a „globális” autokorreláció kimutatására alkalmas, a Local 
Moran I azt mutatja meg, hogy lokális szinten milyen er sség  az autokorreláció, a Moran 
szórásdiagram segítségével, pedig arról kapunk információkat, hogy az egyes területegységek 
és szomszédaik hasonlóak-e, és ezt a hasonlóságot magas, vagy alacsony kiindulási értékeik 
okozzák. 
Fontos megjegyezni azt, hogy az autokorrelációs vizsgálatok megkülönböztethet k annak 
függvényében, hogy milyen célból végzik azokat. Az egyik megközelítés az, amikor bizonyos 
területegységekre vonatkozóan a szomszédság szerepét, er sségét, az adatok területi 
eloszlását vizsgáljuk segítségével. Ezek els sorban földrajzi vizsgálatokat jelentenek, melyek 
keretében arra vagyunk kíváncsiak, hogy az egymással szomszédos területegységek mennyire 
hasonlítanak egymásra bizonyos társadalmi-gazdasági jelenségek tekintetében. Egy másik 
lehet ség az, amikor folyamatként értelmezhet  jelenségek esetében az autokorreláció a 
területi kölcsönhatás jelent ségét méri. Egy további megközelítés, amikor területi adatokra 
vonatkozó regresszió számításakor a reziduumok függetlenségét, ezáltal a modell jóságát, 
javításának szükségességét állapíthatjuk meg használatával. Ezen kívül a térökonometriában 
az alapadatok illetve a megfigyelési egységek térbeli függ ségének10 kimutatására 
alkalmazzák. Autokorreláció számításakor a legtöbbször nem választják el élesen a használati 
szempontot, az els sorban a vizsgálat céljától függ. Földrajzi megközelítésben els sorban az 
els  és a harmadik, területi elemzések esetén az els  és második, a térökonometriai 
vizsgálatokban pedig legtöbbször a harmadik és negyedik jelentésében fordul el . 
Természetesen sok esetben nem is lehet éles határvonalat húzni, ugyanis a megközelítés 
szempontjai összemosódnak (Dusek 2004). Dolgozatomban az els  és harmadik jelentésében 




Logan a térbeli függ séget úgy definiálja, amikor egy helyen megfigyelt érték, függ a szomszédai értékét l. 
Ennek két oka lehet, az egyik az, hogy az adatgy jtés területegységekre vonatkozik, és ez okozhat hibákat, a 
másik az, hogy a társadalmi és gazdasági területi dimenzió a modellezés fontos szempontja (Logan 2005). 
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III.3.2. A szomszédsági hatás szerepe az európai regionális tagozódásban 
 
A gazdasági fejlettség regionális különbségeinek kérdéskörével foglalkozó korábbi 
kutatások azt mutatták, hogy a szomszédsági kapcsolatok szorossága jelent s, de összeurópai 
szinten csökken (Ertur – Le Gallo 2000, Tóth 2003, Szabó 2006a). Ertur és Le Gallo 
cikkükben 1980-1995 között 11 európai ország NUTS 1-es illetve NUTS 2-es régiói esetében 
(Dánia, Egyesült Királyság Luxembourg NUTS 1-es, Belgium, Franciaország, Görögország, 
Hollandia, Németország, Olaszország, Portugália és Spanyolország NUTS 2-es szintjén) 
vizsgálták az egy f re jutó GDP területi autokorrelációját. A Moran I és Local Moran I 
értékek alapján jelent s szomszédsági egymásra hatást állapítottak meg. Tóth tanulmányában 
az egységesül  Európa regionális különbségeit vizsgálta. Ennek keretében megnézte, hogy a 
Local Moran I értékek segítségével az EU 15 tag- illetve 13 tagjelölt államában NUTS 2-es 
szinten milyen volt a kapcsolat a szomszédos területegységek között 2000-ben. A Local 
Moran I értékeket egy területi mozgóátlaggal (120 km-es köröket véve) számított GDP-
eloszlással összevetve megvizsgálta, hogy a hasonlóságot a kiindulási értékek magas illetve 
alacsony volta okozta-e. Két magas autokorrelációval jellemezhet  térséget határolt le, ezek 
egyike az észak-olasz, dél-német, belga, holland, dél-angol, illetve ír régiókat jelenti, a másik 
a litván, kelet-lengyel, kelet-szlovák, magyar, román, bolgár és török régiókat foglalja 
magába. Szabó cikkében a fejlettség makroregionális különbségeit elemezte az EU 25 
esetében, NUTS 2-es és NUTS 3-as szinten. Az észak-dél, nyugat-kelet és centrum–periféria 
kérdések mellett területi autokorreláció módszerével a szomszédsági meghatározottság 
témakörét is vizsgálta 1995-2002 között. Számításai folyamatosan csökken  mérték , 
közepes-szoros kapcsolatot mutatnak. Ennek f  okait a nagyvárosi régiók kiemelked , és 
ezáltal környezetükt l elszakadó fejl désében, valamint egyedi „depressziók” kialakulásában 
látja. Kérdésként merül fel, hogy ez miként változott az elmúlt id szakban. 
Az autokorreláció számításával kapcsolatosan elöljáróban annyit tartok fontosnak 
megjegyezni, hogy mind az egy f re jutó GDP-re, mind a munkanélküliségi rátára 
vonatkozóan elvégeztem a számításokat, azzal a különbséggel, hogy munkanélküliségi adatok 
csak 1999-t l kezdve álltak rendelkezésre (a GDP/f  adatok viszont 1995-t l), valamint mivel 
Horvátország és Macedónia esetében csak 2009-es adataim voltak, így ezek kimaradtak a 
számításból. Ez a vizsgálat annyiban mutat túl a korábbi munkákon, hogy itt a területi keret 
b vebb, hiszen a 2007-es utolsó b vítést követ  összes tagállam szerepel, valamint ezen kívül 
a szomszédsági kérdések szempontjából fontos további két (Norvégia és Svájc) európai állam 
is be lett véve a kutatási keretbe. Valamint az elérhet  legfrissebb adatok használata révén, 
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lehet ség nyílik a korábban feltárt folyamatok változásának, illetve folytatódásának 
kimutatására. 
A számításokat a területi statisztikai módszereket használó GeoDa szoftver segítségével 
végeztem el. A szomszédsági kapcsolatok megállapításakor a vezérszomszédságot vettem 
figyelembe, és 16 régió11 kimaradt a számításból: ezek els sorban szigetek lévén nem 
rendelkeznek szigorú értelembe vett, szárazföldi, érintkez  szomszéddal12. 
Miel tt az eredmények részletesebb ismertetése következne, meg kell határozni, hogy mit 
is jelenthet a szomszédsági kapcsolat a gazdasági fejlettség esetében. Az egy f re jutó GDP-
nél ez egyszer bb, hiszen azt jelenti, hogy ha egy régió értéktermelése n , s ez kihat a 
szomszédos térségekre (munkaer , bedolgozói hálózat stb.), akkor ott is n ni fog az értéke. 
Ugyanakkor a munkanélküliségi ráta esetében a szomszédság értelmezése némi gondolkodást 
igényel - a munkaer  mobilitás miatt érthet  a munkaer piac ilyen jelleg  felfogása - pont 
ezért érdekesek az olyan területek, ahol nagyon mozaikos a kép. A szomszédos régiók közötti 
nagy eltérés oka nagyvárosok esetében, azok munkaer elszívó képessége, vidéki térségek 
között azok gazdaságszerkezeti különbsége illetve a munkaer  mobilitásának hiánya. 
Ezenkívül a mozaikos térségek sok esetben országhatár menti térségeket jelentenek. 
A számítások elvégzése után kapott Moran-féle I értékeket vizsgálva az els  megállapítás, 
hogy mind az egy f re jutó GDP, mind pedig a munkanélküliségi ráta tekintetében jelent s 
szomszédsági kapcsolatokról beszélhetünk (5. ábra). Er s a szomszédsági meghatározottság, 








11 A kimaradt régiók a következ k: Dánia: Bornholm, Fyn; Spanyolország: Eivissa – Formentera, Mallorca, 
Menorca; Finnország: Åland; Görögország: Zakynthos, Kerkyra, Kefallinia, Lefkada, Lesvos, Samos, Chios, 
Dodekanisos, Kyklades; Svédország: Gotlands län 
12 A szomszédsági kapcsolatok meghatározása Európában a kontinens tagoltsága miatt nehezebb, mint például 
Magyarországon. Természetesen Európa esetében is vannak egyértelm en megállapítható kapcsolatok, illetve 
olyanok is, amelyek figyelembevétele kérdéses lehet. Például a szárazföldi közlekedési kapcsolatok kiterjedése 
újfajta szomszédságot hozott létre, az euroalagút vagy az Öresund híd révén. A szigetek kérdése sem egyértelm , 
hiszen általában van tengeri szomszédjuk, illetve akár a kontinenssel is szomszédosnak tekinthet k, ha kis 
távolságra vannak t le.
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5. ábra: Az egy f re jutó GDP-re és munkanélküliségi rátára vonatkozó Moran-féle I értéke 
 
A második megállapítás, hogy az egy f re jutó GDP esetében a szomszédsági kapcsolatok 
er sségének folyamatos csökkenése figyelhet  meg. Ez a tendencia jól magyarázható a 
központi, nagyvárosi régiók kiugró fejl désével, ezen régiók ugyanis jobb adottságaik, 
lehet ségeik (magasan kvalifikált munkaer  nagyobb aránya, jó infrastruktúra, kedvez  
befektetési lehet ségek stb.) révén környezetükhöz képest gyorsabban fejl dnek, s így a 
szomszédsági hasonlóság csökkenése irányába hatnak; s e tendencia egész Európa területén 
jellemz  (EK 2007). Ezzel párhuzamosan (a regionális gazdaságtanból átvett fogalom) a 
backwash hatás következtében a periféria területek visszaesése, lényegesen lassabb fejl dése 
figyelhet  meg. A f városi és az azokat körülvev  régiók közötti legnagyobb arányú fejl dés 
eltérés az EU keleti tagállamaiban tapasztalható. 1995-höz képest 2009-re Szófiában 3,5-
szörösére, a szomszédos régióiban 2,3-szorosára, Pozsony régiójában (Bratislavský kraj) 2,8-
szorosára, a szomszédosakban 1,8-szorosára, Tallinn régiójában (Põhja-Eesti) 3,2-szeresére, a 
szomszédosakban 2,2-szeresére, Vilniusban 3-szorosára, a szomszédos régióiban 2,1-
szeresére, Varsóban 3,1-szeresére, a szomszédos régióiban 2,4-szeresére, Rigában 3-
szorosára, a szomszédos régióiban 2,4-szeresére, Zágrábban 2,3-szorosára, a szomszédos 
régióiban 1,7-szeresére n tt az egy f re jutó GDP értéke. Jelent s különbség látható azonban 
más fejlettebb országok esetében is, Dublin GDP-je 2,2-szeresére n tt, mialatt a szomszédos 
régióké csak 1,5-szörösére, London esetében is jelent s a különbség, Bels - és Küls -London 
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egy f re jutó GDP-je is eltér  mértékben emelkedett, a bels  területek javára (1,9-szeresére 
illetve 1,5-szörösére). 
Az egy f re jutó GDP-re számított Moran-féle I értékek és változásuk meger sítették, hogy 
a korábban feltárt folyamat – a szomszédsági kapcsolatok szorossága összeurópai szinten 
csökken – folytatódik. Ez azonban összhangban van azon kutatási eredményekkel, melyek 
szerint összeurópai szinten a területi egyenl tlenségek csökkenése a jellemz  folyamat 
(Novák – Papdi 2007, Szabó 2008), mivel kimutatható emellett, hogy több országon belül a 
területi differenciálódás a meghatározó. 
A munkanélküliségi ráta esetében az el z ekt l eltér  folyamatok zajlanak, ugyanis a 
szomszédsági kapcsolatok er södése volt megfigyelhet  2003-ig, 2004 és 2007 között a 
folyamat megfordult, tehát csökkenés következett be, míg 2008 óta ismét a szomszédsági 
kapcsolatok er södését láthatjuk. A 2008-as irányváltás oka az, hogy a gazdasági válság 
következtében, a fejlettebb területek lefelé nivellálódása miatt a szomszédok hasonlósága is 
növekszik. A GDP/f  esetében azért nem látható ez, mert ennek realizációja a 
munkanélküliséghez képest késleltetve következik be. 
Ha a két mutatóra számított Moran I értékeket összehasonlítjuk, azt láthatjuk, hogy a 
munkanélküliségi ráta esetében sokkal jelent sebb volt a változás, mind az értékek nagysága 
mind a folyamatok iránya tekintetében. 
Áttérve a Local Moran I értékek elemzésére: ezek térképezve a legjobban értelmezhet k, 
ám ahhoz, hogy megállapíthassuk, hogy a hasonlóságot a kiindulási értékek alacsony vagy 
magas volta okozza, az alapmutatók értékeinek térképezéséb l kell kiindulnunk. 
Az egy f re jutó GDP-vel kezdve, a legkedvez bb értékekkel a skandináv és az európai 
magterületen (Dél-Németországtól Észak-Olaszországig terjed  zónában) lév  régiók 
rendelkeztek 1995-ben. Legkedvez tlenebb helyzetben ebb l a szempontból Szlovéniát és 
Csehországot leszámítva a 2004-ben és 2007-ben újonnan csatlakozott kelet-közép-európai 
államok régiói voltak Ezenkívül azt kell még megemlíteni, hogy pár f városi, nagyvárosi 
régió kiemelkedik értékével a szomszédai közül. (6. ábra). A Local Moran I 1995-re 
vonatkozó értékei alapján forró foltként azonosítható Észak-Olaszország, Svájc és Dél-
Németország szinte összefügg  területe, Norvégia déli része, Délnyugat-Svédország és Dánia, 
hideg foltnak tekinthet  a Balti-államoktól Bulgáriáig kiterjed  zóna illetve Spanyolország és 
Portugália határterületének egy szakasza (7. ábra). Ez az jelenti, hogy az európai magterület 
régiói között er s szomszédsági kapcsolatok vannak, és kedvez bb helyzetüknél fogva 
kiemelkednek környezetükb l. Hasonlóan az elmaradott „Kelet” is er s szomszédságot mutat, 
s t: a Balti-államoktól egészen Bulgáriáig terjed  zóna a legnagyobb kiterjedés , és itt 
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láthatjuk a legmagasabb Local Moran I értékeket, melyek a legalacsonyabb egy f re jutó GDP 
értékekkel párosulnak. A dél-norvég, délnyugat-svéd, dán illetve spanyol-portugál foltok 
viszont nem olyan markánsak, esetükben a szomszédsági hasonlóság nem olyan er s, mint a 
másik két terület esetében. 
2009-re áttérve, els ként az állapítható meg, hogy polarizált fejl dés zajlott le a vizsgálat 
kezdeti évéhez viszonyítva. A 2009-es egy f re jutó GDP értékek szerint, a skandináv, ezek 
közül is a norvég régiók még kedvez bb helyzetbe kerültek, ezenkívül jelent sen n tt az 
észak-spanyolországi régiók értéke is. Az újonnan csatlakozott országok esetében egy-két 
régió kiugró fejl dése látható. Kiegyenlítetlen fejl dés zajlott le Írország, Nagy-Britannia és 
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6. ábra: Az egy f re jutó GDP (vásárlóer -paritáson mért, PPS) Európa régióiban, 1995 
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7. ábra: Az egy f re jutó GDP lokális autokorreláltsága, 1995 (Local Moran I értékek) 
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8. ábra: Az egy f re jutó GDP (PPS) Európa régióiban, 2009 
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9. ábra: Az egy f re jutó GDP lokális autokorreláltsága, 2009 (Local Moran I értékek) 
 
A Local Moran I-t tekintve 2009-re valamennyire megváltozott az 1995-ös kép, ugyanis a 
homogén csoportok kiterjedése kisebb lett. A szomszédsági kapcsolatok er sségét vizsgálva, 
a norvég forró folt jelent sen er södött, ezzel párhuzamosan elt nt a délnyugat-svédországi 
„holdudvara”, a német-svájci-észak-olasz összezsugorodott, valamint megjelent egy észak-
spanyol forró folt. A Balti-államoktól Bulgáriáig tartó hideg folt veszített hasonlóságának 
er sségéb l illetve portugál-spanyol határon lev  szintén összezsugorodott (9. ábra). A 
polarizált fejl dés következtében az európai fejlett magterület régiói kevésbé hasonlóak, mint 
a kezdeti id szakban. A Balti-államoktól, Bulgáriáig tartó zóna esetében is a területi 
autokorreláció csökkenését láthatjuk, aminek f  oka, hogy a rendszerváltozás után, a 
megszilárdult piacgazdasági viszonyok között, más fejl dési utak nyíltak meg a kelet-közép-
európai régiók számára, amelyek közül egyesek tudtak már ezzel élni. Ez els sorban ismét 
f városi régiókat jelent, jelent s fejl dés ment végbe Szófia, Tallinn, Riga, Varsó, Vilnius, 
Pozsony, Bukarest és Budapest régiójában (egy f re jutó GDP-jük több, mint 2,5-szörösére 
n tt a vizsgált id szak alatt). Ezek mellett kiugróan emelkedett az egy f re jutó GDP Ilfov, 
Timis, Kolozsvár román, Legnicko-Glogowski, Miasto Poznan, Gliwicki lengyel régiókban 
is. 
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Fontos kiemelni még azt, hogy egy-két eset kivételével megfigyelhet  a központi régiók 
nagyon alacsony Local Moran I értéke, hiszen ezen területek magasabb GDP/f  értékeik 
révén kilógnak környezetükb l. A Local Moran I értékek alapján azt is láthatjuk, hogy Európa 
egyes részein jelent s területi különbségek álltak fent a 2000-es évek vége felé. 
Áttérve a Local Moran I munkanélküliségi rátára számított értékeinek elemzésére, a forró 
illetve hideg foltok elkülönítése érdekében el ször meg kell nézni, hogy a kiindulási évben 
hogy alakultak a munkanélküliségi ráta értékei (10. ábra). A legkedvez bb helyzetben, e 
tekintetben a norvég, dél-angliai, osztrák, dél-német, svájci és észak portugál régiók voltak. A 
legmagasabb értékekkel egyes dél-európai (spanyol, olasz és görög) illetve észak-lengyel 
régiók rendelkeztek. Ezek alapján a következ  hideg foltokat lehet elkülöníteni: Dél-
Spanyolország, Dél-Olaszország, Bulgária keleti, Lengyelország északnyugati, Németország 
északkeleti része, Korzika és Szardínia. Meleg foltok sokkal gyengébben rajzolódnak ki, ide a 
dél-angliai, dél-norvég, osztrák és svájci területeket lehet csupán sorolni (11. ábra). 
A munkanélküliségi ráta változása sokkal differenciáltabb képet mutat, mint az egy f re 
jutó GDP-é. 2009-ben els sorban a kezdeti évben legkedvez tlenebb helyzetben lev k 
esetében látható jelent s eltérés, a dél-görög, dél-olasz régiók e tekintetben felzárkóztak, míg 
a spanyol régiók munkanélküliségi ráta értéke továbbra is kiemelked en magas maradt (12. 
ábra). A Local Moran I értékek alapján az látszik, hogy összeurópai szinten gyengült a 
szomszédsági egymásra hatás, ugyanis mind a hideg, mind a meleg foltok kevésbé markánsan 
rajzolódnak ki, a kép mozaikosabb lett (13. ábra). Ez nem meglep , hiszen a Moran I értékek 
is azt mutatják, hogy 1999-hez képest 2009-re összességében csökkent az európai 
szomszédsági meghatározottság. 2009-re ez a kép nagyban megváltozott, ugyanis a dél-
spanyol hideg folt, szinte egész Spanyolországra kiterjedt, valamint megjelent egy új a Balti 
államok területén. Ezek mellett a dél-olasz, a szardíniai, a korzikai, a kelet-bolgár és 
északkelet-német - északnyugat-lengyel veszített jelent ségéb l, mindegyik számottev en 
összezsugorodott, a kelet-bolgár illetve az északkelet-német - északnyugat-lengyel szinte el is 
t nt. A meleg foltokat tekintve, az látható, hogy mind a norvég, mind a svájci-osztrák 
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10. ábra: A munkanélküliségi ráta Európa régióiban, 1999 
 






11. ábra: A munkanélküliségi ráta lokális autokorreláltsága, 1999 (Local Moran I értékek) 
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12. ábra: A munkanélküliségi ráta Európa régióiban, 2009 
 






13. ábra: A munkanélküliségi ráta lokális autokorreláltsága, 2009 (Local Moran I értékek) 
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A Moran szórásdiagram alapján képzett csoportokat térképezve a következ  
megállapításokat tehetjük. 1995-ben kedvez tlen helyzetben (LL) voltak az egy f re jutó 
GDP tekintetében a dél-európai (dél-spanyol, portugál, dél-olasz és görög) területek, ugyanis 
ott mind a területegységek mind szomszédjaik átlag alatti értékekkel rendelkeztek (14. ábra). 
Emellett egy összefügg , nagy kiterjedés , kedvez tlen helyzet  zóna rajzolódik ki Kelet-
Közép-Európában, azzal a különbséggel, hogy a zóna kiterjedése sokkal nagyobb, mint mikor 
csak a szomszédsági kapcsolatok er sségét vizsgáltuk. Ugyanis nem csak a Balti-államoktól 
Bulgáriáig terjed  térségeket sorolhatjuk az átlag alatti értékekkel rendelkez k közé, hanem 
egyes kelet-német, cseh, burgenlandi, és szlovén területeket is. A kiindulási és a szomszédos 
területegységek is átlag feletti értékekkel rendelkeznek (HH): Finnország egyes régióit 
leszámítva Skandinávia területén, Németország nagy részén, a Benelux államokban, az észak-
olasz illetve észak-spanyol területeken, Franciaország középs  és keleti felén, valamint az 
észak- és délnyugat-angliai területeken. Ezekt l eltekintve az átlagtól ”ellentétes irányban 
eltér ” értékkel rendelkez  térségeket (LH, HL) láthatunk. Megnézve ezek elhelyezkedését: 
Közép- és Dél-Olaszország határán, Északkelet és Délkelet-Spanyolország határán, Ausztria 
déli, Olaszország keleti fele illetve Szlovénia északi, Magyarország nyugati része között, 
valamint Németország keleti részén Európa bels  fejlettségi határain húzódnak ezek az 
átmeneti zónák. Ezek a területek választják el a fejlettebb területeket a kevésbé fejlettekt l. 
2009-re nagyban polarizálódott a kép (15. ábra), mivel sokkal kevesebb egybefügg  
egyszín  zóna látható. Egyedül a kelet-közép-európai területen lév  kedvez tlen zóna nem 
változott jelent s mértékben, mindenhol máshol az összefügg  kedvez  illetve kedvez tlen 
területek összezsugorodása látható. Az európai magterületen lév  régiók esetében azt 
figyelhetjük meg, hogy a központjától (Svájc, Észak-Olaszország) távolodva az egyes régiók 
kedvez tlenebb helyzetbe kerültek, és immár az els  csoport helyett a negyedikbe tartoznak (a 
területegység értéke átlag alatti, szomszédságáé meghaladja az átlagot). A legjelent sebb 
változás a francia régiókat érintette, ugyanis míg 1995-ben a legtöbb régió a magas eredeti és 
magas szomszédsági érték kategóriába tartozott, addig 2009-re az ország középs  részén, már 
egy pont ellentétes csoportba tartozó folt kezd kirajzolódni. Ennek oka az, hogy a francia 
régiókra vonatkozó számítások eredménye nem szignifikáns, így azok hosszabbtávú 
stabilitása megkérd jelezhet  (Mellékletek 3.) Jelent s pozitív változást egyes észak-spanyol 
régiók esetében láthatunk, ugyanis azok felzárkóztak szomszédságukhoz. 
Id beli összehasonlítást téve egy másik fajta tipizálási módszert jelent annak vizsgálata, 
hogy a kiindulási területegység illetve szomszédainak értéke változott-e az átlaghoz képest. A 
változást szemléltet  térképet nézve (16. ábra) azt láthatjuk, hogy a vizsgálatban szerepl  
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régiók nagyobb része nem került másik hasonlósági csoportba, mint amihez a kezdeti évben 
tartozott. Számszer sítve ezt, a 777 régió közel egyhatoda (135) került máshova besorolásra. 
A területi aspektust tekintve, ilyen változás egyes francia, brit, ír, spanyol, finn, olasz és görög 
régiókat érintett. A változás típusát részletesebben tekintve, az állapítható meg, hogy a 135 
régióból, 72 esetében változott csak a kiindulási területegység besorolása, míg a szomszédoké 
nem, 45 esetében történt ez fordítva, tehát a kiindulási besorolása nem változott, míg a 





















16. ábra: Az egy f re jutó GDP lokális hasonlóságának változása, 1995-2009 
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A Moran szórásdiagram alapján a munkanélküliségi rátára vonatkozóan is elvégeztem a 
csoportosítást. Fontos arra odafigyelni, hogy itt a csoportok jelentéstartama fordított, hiszen a 
munkanélküliségi ráta esetében az alacsony értékek jelentik a kedvez eket. 1999-ben kedvez  
helyzetben voltak (itt a GDP-vel ellentétben ez a LL csoportot jelenti), az ír, dél-angliai, 
norvég, dél-svéd, az európai magterületen lév  és nyugat-magyar régiók (17. ábra). Átlag 
feletti értékekkel rendelkeztek mind az érintett területegységek, mind szomszédaik az egyes 
dél-európai, francia, finn, balti és lengyel területeken. 2009-re jelent sebb változások 
zajlottak le, mint az egy f re jutó GDP esetében, ugyanis kedvez bb helyzetbe kerültek, egyes 
lengyel, bolgár, görög és francia régiók (18. ábra). Ezzel ellentétben a már amúgy is mindkét 
tekintetben magas értékekkel rendelkez  spanyol régiók köre számottev en b vült további 
területegységek süllyedtek bele környezetükbe. Úgyszintén kedvez tlen változások zajlottak 




















19. ábra: A munkanélküliségi ráta lokális hasonlóságának változása, 1999-2009 
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Egyéb csoportba tartozók
HH - LL   (199)
HH - HH    (63)
LL - LL      (75)
LL - LH     (51)
LL - HH   (142)
 
20. ábra: Az egy f re jutó GDP és a munkanélküliségi ráta lokális hasonlóságának 
összevetése, 2009 
 
Végezetül, a kiindulási és végs  vizsgálati év közötti változást nézve, itt is látszik, hogy 
jelent sebb volt a változás, mint az egy f re jutó GDP esetében, hiszen az érintett 748 régió 
több mint harmadában (281) történt változás (19. ábra). A magasabb aránynak megfelel en 
szinte minden tagállamban található ilyen régió, azonban legnagyobbrészt ez egyes portugál, 
északkelet-spanyol, francia, svéd, finn, lengyel, magyar, román, bolgár, görög és az összes ír 
régiót jelenti. A változás típusát nézve, szinte egyenl  a három típus közötti megoszlás, az 
els  csoportban 98, a másodikba 94, a harmadikba pedig 89 régió került. 
A Moran szórásdiagram alapján végzett csoportosítás eredménye azt mutatja, hogy az egy 
f re jutó GDP lokális hasonlósága csökkent, a munkanélküliségi rátáé viszont n tt a vizsgált 
id szak alatt. 
Végezetül lényegesnek tartottam a két mutató lokális hasonlóságára vonatkozó 
eredmények összevetését. Ezt a következ képpen tettem meg: az egyes területegységeket 
elhelyeztem egy kereszttábla mez iben az alapján, hogy az egy f re jutó GDP és a 
munkanélküliségi ráta szerint a területegységek és szomszédaik értékei, hogy viszonyulnak 
egymáshoz (2009). Az LL-HH beosztást megtartva, 16 csoport jött létre. Egy térképen 
ábrázolva kiemeltem a jelent s számú területegységet magukba foglaló csoportokat (20. 
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ábra). Az eredmény nem meglep , hiszen a legtöbb területegységet az egy f re jutó GDP 
tekintetében átlag feletti, a munkanélküliségi ráta esetében pedig alatti értékekkel rendelkez  
régiók és szomszédságuk illetve ennek az esetnek a fordítottja jelentik. Ez azt mutatja, hogy 
ha egy területegység és környezete kedvez /kedvez tlen helyzetben van a munkanélküliségi 
ráta szerint, akkor nagy valószín séggel a GDP/f  szerint is abban lesz. Ilyen kedvez  
helyzet  térségek Európa magterülete, Norvégia, Dél-Anglia és Franciaország egyes részei. 
Ennek a fordítottjába tartoznak a Baltikumtól Bulgáriáig terjed  sáv egyes régiói, valamint 
Spanyolország déli területei. Ezenkívül a mindkét tekintetben átlagnál magasabb, illetve 
alacsonyabb érték  régiók csoportját kell kiemelni. Ezek az egyik mutató alapján kedvez , a 
másik szerint kedvez tlen helyzetben vannak. Ilyenek az ír, észak-spanyol, egyes svéd, finn 
és francia régiók, illetve Görögország, Csehország, Lengyelország és Portugália egyes 
területei. Még említést kell tenni arról a csoportról, melybe azok a területegységek tartoznak, 
amelyek az egy f re jutó GDP szerint szomszédságukkal együtt kedvez tlen helyzetben 
vannak, míg a területegységek munkanélküliségi rátája alacsony, azonban szomszédaiké 
magas. Ilyen területek els sorban a balti-bolgár sávban illetve Portugáliában találhatók. 
Összegzésként el ször az egész kontinenst érint  folyamatokat áttekintve, mind az egy f re 
jutó GDP, mind a munkanélküliségi ráta esetében jelent s szomszédsági kapcsolatokat 
állapíthatunk meg, a Moran-féle I értékeik alapján. Az egy f re jutó GDP esetén az 1995-
2009 közötti id szakot nézve, folyamatosan csökken  mérték  területi autokorreláció 
figyelhet  meg, melynek f  oka a f városi, nagyvárosi régiók kiugró fejl dése. A 
munkanélküliségi rátát nézve már nem ilyen egyértelm  a helyzet, ugyanis az autokorreláció 
er sségének növekedése és csökkenése is megfigyelhet  a vizsgált id szak alatt. 
A Local Moran I értékek és a Moran szórásdiagram szerint elvégzett csoportosítás 
eredménye alapján pedig a kiindulási és végs  vizsgálati évet összehasonlítva megállapítható, 
hogy Európa térszerkezetében a nagy összefügg  tömbök és azokat összeköt  átmeneti zónák 
vesztettek kiterjedésükb l, összességében a mozaikosság irányába történt elmozdulás. Ez 
alátámasztja azt is, hogy Európa térszerkezetének jellemzésére az összefügg  zónák rajzolása 
már egyre kevésbé jó, Brunet ún. kék banán modellje helyett már inkább Kunzmann ún. sz l  
modellje írja le megfelel bben a térszerkezetet (Szabó 2009). 
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IV. Az európai regionális fejlettségi tagozódás többtényez s vizsgálata 
 
IV.1. A regresszió módszertani fejl dése, alkalmazási lehet ségei a területi kutatásokban 
 
A regresszió napjaink egyik legelterjedtebb statisztikai módszere, a legtöbb 
tudományterületen alkalmazzák, s számítása a számítógépek elterjedése óta sokkal 
egyszer bbé vált. Ez számos veszélyt is rejt magában, hiszen az egyes statisztikai 
programokkal már pár gombnyomással juthatunk eredményhez, de az eredmények 
értelmezése már nem mindig olyan egyszer  és nem szabad elfeledkezni arról sem, hogy 
bizonyos hibák elkerülhet k már a számítás elején, a vizsgálatba bevont változók körültekint  
kiválasztásával. Ebben az alfejezetben a regresszió módszerének kialakulását, valamint 
fejl dését fogom bemutatni, annak érdekében, hogy rámutassak a többtényez s vizsgálatok 
földrajzi dimenzióira. 
 
IV.1.1. Ismérvek közötti kapcsolat 
 
A társadalmi-gazdasági jelenségek változását vizsgálhatjuk önmagukban vagy más velük 
kapcsolatban lev  jelenségek összefüggésében. Természetesen e két elemzési út eredménye 
más, ugyanis önmagában vizsgálva egy jelenséget tulajdonképpen csak a változás nagyságát 
és irányát látjuk, más tényez k összefüggésében vizsgálódva azonban képet kapunk arról is, 
hogy mik és milyen mértékben befolyásolták a jelenség alakulását (Mundruczó 1981). 
A társadalmi-gazdasági jelenségeket számos tényez  határozza meg, ezek között vannak a 
jelenséggel szorosan és kevésbé szorosan összefüggésben lev  tényez k. 
„Az ismérv a statisztikai egységeknek a statisztikai vizsgálat szempontjából fontos olyan 
tulajdonsága, amely alapján a sokaság egymást át nem fed  részekre bontható.” (Petres – Tóth 
2004 p. 8.) Az ismérveknek négy fajtája van:  
- A területi (földrajzi) ismérvek a statisztikai egységek térbeli jellemzését adják. 
- Az id beli ismérvek a statisztikai egységek id beliségét jellemzik, id pontot és id szakot 
is jelenthetnek. 
- A min ségi ismérvek a sokaság egységeit verbálisan jellemzik, számszer en nem 
mérhet  tulajdonságot jelentenek. 
- A mennyiség ismérvek kvantifikálhatók, tehát megszámlálható tulajdonságot jelölnek 
(Petres – Tóth 2004). 
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Az ismérvek, változók közötti kapcsolatnak három típusa van, amikor a két ismérv 
független egymástól, sztochasztikus kapcsolat van közöttük, vagy determinisztikusan 
meghatározzák egymást (Petres – Tóth 2004). 
Az els  esetben tulajdonképpen nincs kapcsolat a két ismérv között, így az egyik ismerete 
alapján nem tudunk következtetéseket levonni a másikra vonatkozóan. Ugyanis az egyik 
ismérv szerinti hovatartozás semmilyen hatással nincs a másik ismérv szerinti hovatartozásra. 
A sztochasztikus kapcsolat átmenetet jelent a függvényszer  kölcsönhatás és a függetlenség 
között, fennállása esetén már vonhatunk le következtetéseket az egyik ismérv ismerete alapján 
a másikról, de ennek teljesülése nem kizárólagos, feltevéseink csak valószín síthet k. Ha a 
kapcsolat két ismérv között determinisztikus (függvényszer ), az azt jelenti, hogy az egyik 
ismérv alapján egyértelm en meghatározható a másik értéke. A három típus közül a 
sztochasztikus kapcsolat fennállása a leggyakoribb (Petres – Tóth 2004). 
Érdemes kitérni arra, hogy annak ellenére, hogy a sztochasztikus szemléletmód már a 
XVIII. század folyamán megjelent a természettudományokban, a társadalomtudományokban 
sokkal kés bb, csak a XX. század elején, pontosabban az 1930-as években kezdett elterjedni. 
Ekkortól beszélhetünk ugyanis a közgazdasági jelenségek sztochasztikus modellezésér l 
(Ziermann 1982). 
Bárminem  kapcsolat vizsgálatakor az els  lépésként szakmai ismereteink alapján azt kell 
eldönteni, hogy egyáltalán indokolt-e a két jelenség között kapcsolat meglétének a 
feltételezése. Ugyanis az ismérvértékek fajtájától függ en többféleképpen számszer síthetjük 
a közöttük lév  sztochasztikus kapcsolatot, de ezen módszerek segítségével csak a kapcsolat 
szorosságát és irányát tudjuk megállapítani, azt nem mutatják meg, hogy a kapcsolat csak 
formális együttmozgás, vagy tényleges. 
Tehát az ismérvértékek fajtája alapján négy vizsgálati módszert lehet elkülöníteni: 
- asszociáció: két min ségi vagy területi ismérv kapcsolata 
- vegyes kapcsolat: egy mennyiségi és egy min ségi vagy területi ismérv kapcsolata 
- rangkorreláció: két ordinális skálán mért változó kapcsolata 
- korreláció: két mennyiségi ismérv kapcsolata (Petres – Tóth 2004). 
A fentebbi módszereket akkor használjuk, amikor arra vagyunk kíváncsiak, hogy fennáll-e 
kapcsolat két változó között. Ha két mennyiségi ismérv között fennáll ilyen kapcsolat, és az is 
érdekes számunkra, hogy az egyik változó értékeib l hogyan lehet el re jelezni a másik 
változó értékeit, akkor regressziós, általában lineáris regressziós számítást végzünk.  
A regresszió úgy mutatja meg két változó kapcsolatát, hogy egyben az egyik változó 
(függ  változó) a másik változótól (független változó) való függésének mértékét is kifejezi. 
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IV.1.2. A regresszióanalízis módszerének kialakulása 
 
A korreláció- és regresszióanalízis módszerét az 1900-as évek elején dolgozták ki. 
Kidolgozói és els  alkalmazói genetikával foglalkozó kutatók voltak, közülük Pearson nevét 
érdemes kiemelni. Egyik els  vizsgálatuk során arra keresték a választ, hogy van-e kapcsolat 
a gyermekek és szül k testmagassága között. A kérdésben arra a megállapításra jutottak, hogy 
a nagyon magas vagy nagyon alacsony szül k gyermekei, nem kiemelked en magasak vagy 
alacsonyak, ezt az átlaghoz való visszatérésként értelmezték, és az ezt leíró egyenest 
regressziós egyenesnek nevezték el (regressus lat. = visszatérés) (Ezekiel – Fox 1970). 
Az els  tanulmányok f ként két adatsor közötti kapcsolat meglétének és er sségének 
kimutatására fókuszáltak, tehát els sorban korrelációt használtak. 1920 el tt gyakorlati 
kutatásban csak elvétve használták a két módszert, pedig elméleti hátterük addigra már 
részletesen ki volt dolgozva. A korreláció- és regressziószámítás módszertani leírása el ször 
1922-ben került publikálásra, Yule statisztika könyvében (Ezekiel – Fox 1970). 
Az 1920-as évek folyamán felfedezték Mitchell az 1910-es évek végén megjelent 
gazdasági ciklusokkal foglalkozó úttör  munkáját, s ennek hatására a gazdasági rendszerek 
m ködését kvantitatív módszerekkel, többek között korrelációval és regresszióval kezdték 
vizsgálni. Ezen irányvonal er sítésében két amerikai kutató, Moore és Wallace járt az élen. 
Ugyanebben az id szakban került el térbe a korreláció és regresszió használata az 
agrárgazdaságban. Megint tengerentúli szerz ket említhetünk meg úttör ként, Working 
például a burgonya árváltozását vizsgálta a módszerek segítségével, Tolley munkásságát 
pedig azért kell kiemelni, mert eredményei széles körben hozzájárultak a két módszer ismertté 
válásához és elterjedéséhez. Ebben az id szakban a regresszió használata kezdett el térbe 
kerülni. Ennek két f  oka az volt, hogy a vizsgálati igények már meghaladták a kapcsolat 
meglétének és er sségének meghatározásának igényét, így tehát a korreláció helyett a 
regresszió felé fordultak, valamint megjelentek egyes, a regressziós egyenlet felírását 
megkönnyít , az állandók kiszámítását leegyszer sít  módszerek. Ennek köszönhet , hogy 
több új területen például kereslet-kínálat elemzésben, erd mérés során és makroökonómiai 
vizsgálatokban is megjelent a két módszer alkalmazása (Ezekiel – Fox 1970). 
Több, a használati lehet ségeket példák bemutatásával is szemléltet  áttekint  munka 
született az 1960-as évekig, de ekkorra a módszerek elterjedésének következtében már évente 
annyi új munka látott napvilágot, hogy áttekintésük is szinte lehetetlenné vált, nem hogy 
valaki arra vállalkozott volna, hogy egy munkában összegy jti ket. Ezekiel és Fox ebben a 
témában 1959-ben írt (magyar nyelven 1970-ben megjelent) alapm nek számító 
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munkájukban, kísérletet tettek azon problémakörök összegy jtésére, ahol a könyvük 
megjelenéséig alkalmazták a korreláció vagy regresszió módszerét. Ez alapján az 1950-es 
évek végén a következ k voltak a f bb alkalmazási területek (Ezekiel – Fox 1970): 
- agrotechnika 
- agrárgazdaság 
- fizikai, m szaki alkalmazások 
- a termékek árának és a gazdasági feltételeknek az összefüggése 
- általános ipari és gazdasági kutatások 
- államtudomány, politikatudomány 
- pszichológia 
- pedagógia. 
Hazánkban a korreláció és regresszió módszere a nyugati államokhoz képest jelent s 
késéssel terjedt el. Az els , de jó darabig egyetlen e témában írt m , Theiss szerkesztésében 
1958-ban jelent meg Korreláció- és trendszámítás címmel. A két módszer elterjedése az 1970-
es években vett nagyobb lendületet, ekkor fordították le ugyanis Ezekiel és Fox, valamint 
Malinvaud e kérdéskörben alapm nek számító könyveit, valamint több ezzel kapcsolatos 
munka is született magyar kutatók tollából (Ziermann 1982). Napjainkban már a legtöbb 
statisztika könyvben megjelenik ez a módszer (például Hunyadi – Mundruczó –Vita 1996, 
Kerékgyártó – Mundruczó – Sugár 2007, Petres – Tóth 2004). 
A regressziószámítás témakörével, módszertanával és használati lehet ségeivel széleskör  
nemzetközi és hazai szakirodalom foglalkozik. Ez háromféle képpen tipizálható: els sorban 
módszertani oldalról közelítik meg a kérdést a statisztikai szakkönyvek, tankönyvek (Ezekiel 
– Fox 1970, Malinvaud 1974, Mundruczó 1981, Éltet  – Meszéna – Ziermann 1982, Petres – 
Tóth 2004), illetve egyes cikkek (Vita 1972, Mundruczó 1974, Kovács 1977, Hajdu 2001, 
Zrínyi 2000, Bartus 2003, Cserháti 2004, Tóth 2006, Kovács 2008 a,, Anselin – Griffith 1988, 
Getis 1990, Griffith 1992). Ezek egyik része a részletes módszertani leírásra törekszik, s így a 
használati lehet ségek háttérbe szorulnak, másik része pedig, a leegyszer sített módszertani 
leírás mellett egy-két használati példa bemutatásával inkább a regresszió használati 
lehet ségeire helyezi a hangsúlyt. Az el bbi altípus els sorban matematikai statisztikai 
szakkönyveket, tankönyveket jelent, míg az utóbbi altípusba inkább az egyes 
tudományterületek képvisel i számára (közgazdászok, társadalomkutatók, biológusok, 
pedagógusok) íródott statisztikai módszerek felhasználását bemutató könyvek tartoznak 
(Falus – Ollé 2000, Fábián – Zsidegh 1998, Hunyadi – Mundruczó –Vita 1996, Kerékgyártó – 
Mundruczó – Sugár 2007, Németh 2005, Petres – Tóth 2004, Sikos T. T. 1984, Vargha 2000). 
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A következ  nagy csoportot a számítógépes statisztikai programok használatát bemutató 
írások jelentik, melyekben a módszertani ismertetés elmarad vagy csak nagyon érint legesen 
jelenik meg, és itt is a módszer használata kerül a fókuszba, de természetesen a programok 
adta lehet ségeke keretein belül (Székely – Barna 2005, Szili – Tóth 1996, Füstös – Kovács 
1989). Végezetül pedig a módszert használó tanulmányokat és cikkeket emelném ki, 
amelyekben a módszertani leírás csak nagyon speciális esetekben jelenik meg, a vizsgálatok 
alapján azonban jó betekintést nyerhetünk a regresszió használati lehet ségeibe. Ezek közül a 
következ kben a harmadik csoportra helyezem a hangsúlyt. 
Ebbe a csoportba tehát, azok a cikkek, könyvek, könyvrészletek tartoznak, amelyekben a 
szerz  vizsgálatai során használta a regressziószámítást, és ennek kapcsán jelennek meg a 
módszertan speciális kérdései. Mivel a kétváltozós regressziószámítás „könny ” volta miatt 
eléggé elterjedt statisztikai módszer, így ma már a legtöbb tudományterületen használják, sok 
alkalmazási példát lehet rá találni. Nem így van ez a már „bonyolultabb” többváltozós 
regresszió esetében, amelyet sokkal kevesebb esetben használnak. 
Annak feltárása érdekében, hogy a regresszió módszertana, hogyan került egyre szélesebb 
kör  alkalmazásra, illetve hogy hogyan változtak az ezt alkalmazó kutatási témák egy 
tudományterületen belül, áttekintve egy folyóirat repertóriumát, kikerestem a regresszió 
módszerét használó cikkeket. A kísérlet nem volt teljes mértékben sikeres, ugyanis a folyóirat 
repertóriuma alapján nem lehetett kikeresni az összes ilyen módszert használó cikket. A 
kiválasztott periodika a Területi Statisztika volt, amely 1957 óta (1968 óta ezen a címen) az 
1988 és 1998 közötti id szakot leszámítva, folyamatosan megjelenik, de az 1980-as évek 
elején kiadott els  repertóriuma nem alkalmas ezen vizsgálat elvégzésére. Az áttekintés 
segítségével azt sikerült megállapítani, hogy a területi kutatók körében kevésbé volt 
használatos a regresszió, f leg a többváltozós regresszió, és hogy a faktor- és klaszteranalízis 
sokkal elterjedtebb. Ezt a felfedezést támasztotta alá Nemes Nagy, aki „A hazai területi 
kutatások mennyiségi elemzési kultúrája” cím  cikkében (1988) hasonló következtetésre 
jutott. Szerinte a magyar kutatók a többváltozós, összetettebb matematikai statisztikai 
módszerek használatával - itt els sorban a faktor- és klaszteranalízisre kell gondolni - 
„átugrották” ezt a módszertani „lépcs t”. 
Most már konkrét területi vizsgálatokat említve Petró (1985) a mez gazdasági termelés és 
a falusi infrastruktúra összefüggéseit, Ary (1981) a községek alapfokú ellátását, Fekete-Szabó 
(1987) a Jász-Nagykun-Szolnok megyei halandóság f bb jellemz it, Bálint (2008) a 
magyarországi öngyilkosságok területi jellegzetességeit vizsgálta regresszió segítségéve. 
Éltet  és Vita (1987) a családi jövedelmek becslésére tettek kísérletet, Antal (2009) pedig a 
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Sellyei kistérség aktivitási arányának tényez it kereste a módszer alkalmazásával. 
Nemes Nagy és Németh (2003) munkájukban a regresszió módszerével azt vizsgálták, 
hogy hazánk bizonyos területi szint  jövedelmi és foglalkoztatási tagoltságát, inkább a 
fekvéssel (hely) vagy az iskolázottság (fej) különbségeivel lehet magyarázni. Szabó (2005) az 
Európai Unió térszerkezetének vizsgálatakor végzett regresszióelemzést, a térbeliség szerepét 
mérte különböz  változók tekintetében. Németh (2008) disszertációjában az autópályák 
hazánk regionális tagoltságában betöltött szerepével foglalkozott, ennek vizsgálatát a 
regresszió módszerén alapuló útelemzéssel végezte. Gy ri és Jankó (2009) a Nyugat-
Dunántúl és Burgenland regionális fejlettségi különbségeinek 1910 és 2001 közötti 
áttekintésekor a fejlettség hatótényez inek feltárására használta a módszert. Ezek is azt 
mutatják, hogy a területi vizsgálatokon belül is számos témában alkalmazható. 
Mára mind a korreláció, mind a regresszió a legtöbb tudományágban használatossá vált. A 
két módszer jelent sége nem csak a már kezdetben felismert „egyszer ” használatukban van, 
hanem fontos az is, hogy összetettebb módszerek épülnek rájuk (pl. faktor-, klaszter-, és 
diszkriminanciaanalízis). 
A regressziószámítás módszerével megoldható problémák két csoportba sorolhatók, az 
egyik ilyen, amikor a változók közötti függvénykapcsolat típusa ismert, a feladat az 
ismeretlen paraméter meghatározása. A másik csoportba sorolhatók azok, amelyekben 
valamely valószín ségi változónak egy vagy több funkcionális változótól való függését 
vizsgáljuk és közöttük egy közelít  függvénykapcsolat meghatározása a feladat. 
Mint minden kvantitatív módszer esetében, itt is ügyelni kell az ért  alkalmazásra. Csak a 
legfontosabb szemléleti hibákat kiemelve13: nem szabad elfelejteni azt, hogy ezek 
sztochasztikus kapcsolatot vizsgálnak; a multikollinearitást is figyelembe véve vigyázni kell a 
tényleges ok-okozati viszonyok helyes megállapítására; valamint attól sem szabad eltekinteni, 
hogy ha például a korrelációs együttható értéke alacsony az nem a vizsgálat „kudarca”, hiszen 
az is eredmény, ha két változó között nincs kapcsolat. 
 
IV.1.3. A regresszió módszertani fejl dése 
 
A regresszió módszertani fejl dése röviden a következ kben foglalható össze: els ként a 
kétváltozós közelítés jelent meg, ezt követte a lineáristól eltér  függvénykapcsolatok 
vizsgálata, valamint a többváltozós analízis lehet sége, a legutóbbi id kben pedig a területi 
13 A hibák részletesebb leírására az IV.1.4. fejezetben térek ki.  
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autokorrelációból kiindulva, az autoregresszív modellek jelentek meg. Persze ez utóbbi 
fejl dési irány a területi kutatásban alakult ki, és els sorban itt is használatos. 
A regressziószámítás alapjában véve két vagy több változó közötti sztochasztikus 
kapcsolatot leíró függvény megkeresését, és leírását jelenti. Mint már korábban is említésre 
került, a regressziószámítás annyiban több a korrelációnál, hogy míg az utóbbi csak a 
kapcsolat meglétét jelzi, részleteiben nem közöl információkat, a kapcsolat további 
jellemz inek feltárásához, másik módszert kell használni. Ez a másik módszer a legtöbb 
esetben a regresszió szokott lenni. 
Els ként fontos megjegyezni, hogy a változók között fennálló sztochasztikus kapcsolatból 
adódóan a függvény mindig csak hibával tudja leírni a kapcsolatot. Tehát a regressziós 
függvényt leíró egyenlet mindig a magyarázott rész és a hibatag felt ntetésével adható meg. 
Nem csak az a kérdés a regressziószámítás kezdetekor, hogy a kutató szerint, szakmai 
tudása alapján fennállhat-e kapcsolat a változók között, hanem ha a kapcsolat szerinte tényleg 
létezik, meg kell határozni a magyarázó (független) és eredmény változót. Tehát el kell 
dönteni azt, hogy például két változó esetén, melyiket tudjuk a másikkal magyarázni, melyik 
értéke alapján becsülhet  meg nagyobb biztonsággal a másik. Ez persze nem azt jelenti, hogy 
egy változó csak függ  vagy csak független lehet, a felosztást mindig az adott probléma 
esetén kell végiggondolni. 
El ször csak a kétváltozós közelítést nézve a cél annak a függvénynek a megtalálása, 
amely a lehet  legjobban leírja a köztük lev  kapcsolatot, amely alapján az eredményváltozó 
a legjobb közelítéssel becsülhet . A módszer matematikai alapja a differenciálszámítás, annak 
a segítségével választható ki az a függvény, aminek a legkisebb a becslési hibája, tehát a 
legjobb közelítést adja (Németh 2005). (Az könnyen belátható, hogy a legpontosabb közelítést 
n pont esetében egy n-1-ed fokú polinom jelenti, de az alapján a két változó közötti 
kapcsolatról nem lehet érdemi megállapításokat tenni.) A lineáris regressziófüggvény 
meghatározásakor azt az egyenest keressük, amelyik a legjobban írja le a pontok közötti 
kapcsolatot, a legjobban követi a pontok vonulási irányát, és átlagosan a legkisebb hibával jut 
eredményre. Természetesen becslési hiba akkor nincs, ha azt az egyenest választjuk, 
amelyiken az összes pont rajta van (Mundruczó 1981). 
Egy vizsgálat során számos egyenes szóba jöhet a kapcsolat jellemzésére, mivel a pontok 
és a rájuk illesztett egyenes távolsága jól jellemzi a fennálló hiba nagyságát, így az olyan 
egyenes választása a célszer , ahol ez az átlagos távolság minimális. Az alapján, hogy milyen 
módon mérjük a pontok és a felírandó egyenes közötti távolságot és, hogy a távolságokból 
milyen átlagot számolunk, többféle regressziós módszer létezik (Mundruczó 1981). 
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A mai napig a legelterjedtebb ezek közül a legkisebb négyzetek módszere (OLS), amely a 
távolság fajták közül a vertikális távolságot, az átlagok közül pedig a négyzetes átlagot 
használja. A vertikális távolság, a pontból az egyenesre bocsátott és eközben az y tengellyel 
párhuzamos mer leges hosszát jelenti (21. ábra). A négyzetes átlag14 el nye a számtani 
átlaghoz képest, hogy a négyzetre emelés révén kiküszöböli az el jel különbségekb l adóható 
hibákat. A legkisebb négyzetek módszerét használva háromféle módon kaphatjuk meg az 
egyenes egyenletét (Mundruczó 1981). 
 
 
21. ábra: Pont és egyenes vertikális távolsága 
Forrás: Mundruczó 1981. alapján 
 
További távolság mérési lehet ség a pontok és az egyenes között a horizontális és az 
ortogonális távolság (22., 23. ábra). A horizontális távolság szintén a pontból az egyenesre 
bocsátott mer leges hosszát jelenti, de ez a mer leges az x tengellyel párhuzamos, nem az y-
nal. Az ortogonális távolság esetén azt az egyenest keressük, amelyt l az egyes pontok 
geometriai távolsága a legkisebb. A geometriai távolság az egyenesr l a pontba bocsátott 
mer legest jelenti (Mundruczó 1981). 
 




2)/n) nemnegatív számot nevezzük.” (Farkas M. 1974) 
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22. ábra: Pont és egyenes horizontális távolsága 
Forrás: Mundruczó 1981. alapján 
 
23. ábra: Pont és egyenes ortogonális távolsága 
Forrás: Mundruczó 1981. alapján 
 
A következ kben a legkisebb négyzetek módszeréb l kiindulva végig követem, hogy 
milyen lépéseken keresztül jutottak el a regresszióból az autoregresszióig. 
A legkisebb négyzetek (Ordinary Least Squares – OLS) módszerén alapuló széles körben 
ismert lineáris kétváltozós regressziós modell a következ : 
y = X  +  
Többváltozósként felírva: 
y = 0 + X1 1 + X2 2 + … +X3 3 + Xn n +  
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Amelyben y az eredmény (függ  vagy magyarázni kívánt), az X a magyarázó (független) 
változót jelenti. A  a regressziós együttható, vagy a többváltozós közelítés esetén parciális 
meredekség15,  pedig a hibatag16 (lásd Mellékletek 1.). 
A lineáris regresszió  (b) paramétere megmutatja, hogy az X egységnyi változása Y-nak 
mekkora változását indukálja. Amennyiben nem a két ismérv különbségeit, hanem relatív 
változásait állítjuk szemben egymással, úgy a közgazdaságtanban is igen fontos szerepet 




|E|<1 Azt jelenti, hogy a hatótényez  1%-os változása esetén a vizsgált jelenség ennél 
kisebb mértékben változik. Azaz az Y változó rugalmatlan az X változásával szemben. 
|E|=1 Azt jelenti, hogy a hatótényez  változásával az adott helyen arányosan változik a 
vizsgált jelenség.  
|E|>1 Azt jelenti, hogy az adott helyen vizsgált jelenség érzékenyen reagál a hatótényez  
változására. A hatótényez  1%-os változása az adott helyen 1%-nál nagyobb változást 
eredményez a vizsgált jelenségben (Balogh M. 2004). 
Területi vizsgálatokban a legkisebb négyzetek módszerét alkalmazva els re nagyon ritkán 
kapható er s magyarázóerej  modell, a hibatag súlya jelent s marad. Ilyenkor természetesen 
felvet dik a modell javításának az igénye, s ez els  lépésben újabb, esetenként rögtön 
nagyobb számú magyarázó változó bevonását jelenti. Következ  lépésként, mivel az adatok 
területegységekre vonatkoznak, térképezni lehet az eredményeket, tehát a becsült értékeket és 
a hibatagot. Ez alapján az esetek egy részében az látható, hogy a hibatag értékei jellegzetes 
területi mintázatot adnak, tehát térbeli elrendez désük nem véletlenszer  (Nemes Nagy 2007). 
Ezt felismerve a területiséget jellemz , megragadó mutató modellbe történ  bevonása 
következik. A létrejött új modell elnevezése a következ : Fixed/Random Effects Modell 
(FEM vagy REM). Ebben az új, valamilyen földrajzi sajátosságot, térrészhez való tartozást 
jelent  változó általában, mint dummy változó (0 vagy 1 értéket felvev ) jelenik meg. Ha már 
így elvégezve a vizsgálatot a modell magyarázó ereje javul, és a dummy szignifikánsnak 
min sül, akkor ez önálló tényez ként megjelölhet  (Nemes Nagy 2007). 
15 „Regressziós együttható (regressziós koefficiens): ez jelöli az egyenes meredekségét vagy d lését, vagyis azt 
mutatja meg, hogy Xi értékének egységnyi növekedése Yi értékének mekkora mérték , és milyen irányú 
változását vonja maga után.” (Németh N. 2005, p.151.) 
16 „A regressziós függvény hibája, amelyre vonatkozóan nem állnak rendelkezésünkre megfigyelések 
(tartalmazza mindazoknak a befolyásoló tényez knek a hatását, amelyek kifejezetten nem szerepelnek 








Y = X  + D  +  
Ahol D a dummy változót,  a regressziós együtthatót,  pedig a hibatagot jelenti. 
 
A kiinduló OLS-modell egy másik továbbfejlesztési lehet sége az, hogy csökkenteni kell, 
a hibatag területi autokorreláltságát, ugyanis az OLS-modell elvi feltétele a hibatag 
függetlensége. Ez azért szükséges, mert ennek hiányában a modell alul illetve felül becsli a 
függ  változót. Erre két lehet ség van. Az egyik az, hogy b víteni kell a magyarázó változók 
körét, egy újabb, a függ  változó adataiból számított ún. térben késleltetett változóval (spatial 
lag). Ezen modell elnevezése a Spatial Lag Model (SLM). Ez tulajdonképpen azt jelenti, hogy 
a területi autokorreláció logikájához hasonlóan a függ  változó értékei alapján kiszámítjuk a 
szomszédos területegységek átlagos értékeit, a szomszédsági mátrix és a függ  változó 
szorzatát véve, és az így kapott változót is belevesszük a modellbe magyarázó változóként. A 
módszer természetesen akkor eredményes, ha megsz nik a hibatag területi autokorreláltsága 
(Nemes Nagy 2007). 
y = Wy + X  +  
 
Ahol  a területi autoregressziós koefficienst, Wy a térben késleltetett függ  változót 
jelenti. 
 
A másik javítási lehet ség, amikor a hibatag térben késleltetett értékeit vonjuk be új 
magyarázó változóként. Ez a Spatial Error Model (SEM). 
y = X  + u 
u = Wu +  
Ahol u a hibatagot,  az autoregressziós együtthatót, Wu a hibatag térben késleltetett 
értékeit jelenti (LeSage 1998). 
 
A regresszió nem csak lineáris lehet, léteznek más típusú regressziós függvények is, 
például exponenciális, hatványkitev s, parabolikus. A nem lineáris függvények illesztését sok 
esetben az adatok transzformációjával oldják meg. Keresni kell egy arra alkalmas 
transzformációt, és akkor a paramétereket lineáris összefüggés alapján ki lehet számolni, de 
nem szabad elfeledkezni a transzformáció okozta torzításról. Ett l egyes függvénytípusok (pl. 
exponenciális, hatvány) esetében el lehet tekinteni, de vannak olyanok is, amelyek esetében 
már akkora a torzítás, hogy ez az eredmények használhatóságát is befolyásolja (pl. 
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logisztikus). Persze ez nem csak függvénytípustól, hanem az adatok jellegét l is függ (Tóth 
2006). 
 
IV.1.4. A regressziószámítás során felmerül  problémák 
 
A regressziót, azon belül is a legkisebb négyzetek módszerét használók közül, sokan abba 
a hibába esnek, hogy nem körültekint en alkalmazzák a módszert, nem nézik meg, hogy 
teljesülnek-e használhatóságának feltételei, s ennek következtében értelmezhetetlen 
eredményeket kapnak. A legkisebb négyzetek módszerével tulajdonképpen a regressziós 
modell ismeretlen paramétereit ( , ) lehet becsülni a függ  és független változók megfigyelt 
értékei alapján. Azonban ennek a használatához hozzá tartozik az, hogy a hibák valószín ségi 
eloszlására vonatkozó bizonyos feltételeknek meg kell felelni: 
- a lineáris regressziós függvényben szerepl  Yi és Xij megfigyelt mennyiségek, amelyek 
nem tartalmaznak mérési hibát,  megfigyelhetetlen véletlen változó 0 várható értékkel; 
- a hibák eloszlása független i-t l és X-t l, a hibaeloszlás szórása ² (vagyis a hibák 
homoszkedasztikusak). Az  hibákról nemcsak azt szokták feltételezni, hogy várható értékük 
0, hanem azt is, szórásuk megegyezik. Ez az un. homoszkedasztikus eset. Ha ugyanis a mérési 
hibák x változó mentén változnak (heteroszkedasztikus eset), a fellép  nagy eltérések (azok 
négyzetei) aránytalanul eltorzítják a széls értékek helyét, ezzel a paraméterek értékét, így 
pedig a regressziós, vagy más modellek eredményei nem konzisztensek a valósággal. Amikor 
a homoszkedasztikus feltétel teljesül, a regressziós egyenes, vagy hipersík minden pontján 
azonos szórású reziduálisok találhatók (Balogh M. 2004).
- két különböz  i és t id pontra vonatkozó megfigyeléshez tartozó  i és t hibák 
kölcsönösen függetlenek, ez a feltétel fogalmazza meg az autókorreláció nem létét (Kovács 
1977, p. 604.) 
Ezek közül a következ kben a harmadik feltétel teljesülésével, kimutatási és kiküszöbölési 
lehet ségeivel fogok foglalkozni. 
Id sorok vizsgálatánál gyakran el fordul, hogy a hibatag autokorrelált, ez azt jelenti, hogy 
az egymást követ  reziduumok között korrelációs kapcsolat áll fent (Mundruczó 1981). 
Aitken már 1935-ben kimutatta, hogy a hibatagok közötti autokorreláció nagyobb 
problémát okoz, mint a függ  és független változó közötti, így els sorban azt kell 
kiküszöbölni. Ugyanis lehetséges az is, hogy a függ  és független változók között 
autokorreláció áll fent, de a hibák között már nem (Kovács 1977). Itt emelném ki, hogy az itt 
megjelen  autokorreláció fogalma megegyezik az el z  fejezetben vizsgált kérdéskörrel, 
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azonban a két megközelítés más. Ugyanis a fentiekben az európai régiók szomszédsági 
egymásrahatását vizsgáltam a segítségével, és ott az volt a „jobb, ha minél magasabb” az 
értéke, itt pedig a cél a regressziós modellb l való kiküszöbölése. Ennek oka az, hogy a 
szomszédok közötti kapcsolat torzítja a független paraméterbecsléseket. 
Az autokorreláció jelenségét, már viszonylag korán felismerték, egyik els  leírója Yule 
volt 1921-ben. Ezt követ en számos matematikus és statisztikus foglalkozott a kérdéskörrel, 
és már az 1950-es évek elejére feltárták a probléma okait. Feltehet , hogy a legtöbb id sorban 
van autokorreláció, csak az változó mérték , és azt kell eldönteni, hogy ez szignifikáns vagy 
nem. 
A hibatag autokorreláltságát számos tényez  eredményezheti, ezek egy része a modell 
összeállításához kapcsolódik. Ilyen típusú hiba a regressziós függvény helytelen 
megválasztása. Ugyanis az egyszer  felírhatóság, és jobban érthet ség következtében 
el szeretettel választják a lineáris regressziós függvényt, olyan esetekben is megpróbálva ezt 
a leegyszer sítést, amikor ez nem lenne megengedhet . Ilyen esetekben lehet, hogy a 
tényleges függvénykapcsolatot nézve a hibák autokorrelálatlanok, de a lineáris függvény 
esetén van kapcsolat a hibatag és a független változó között, és így a hibák között is fennállhat 
autokorreláció (Mundruczó 1981, Kovács 1977). 
Okozhat autokorrelációt az is, hogy a jelenségben fontos szerepet játszó tényez k 
kimaradnak a modellb l, s ennek hatása a hibatagban jut érvényre. A kihagyottak olyan 
változókat jelentenek, amelyek valamilyen oknál fogva kimaradtak a modellb l, de 
gyanítható, hogy a függ  változóra hatással vannak. Ennek igazság voltát úgy tudjuk 
megnézni, ha derékszög  koordináta rendszerben grafikonon ábrázoljuk a hibatagot és a 
regressziós modellb l kimaradt változót az id  függvényében. Ha a görbék csúcsai 
megegyeznek, vagy bizonyos késéssel követik egymást, akkor a kihagyott változónak fontos 
hatása van a függ  változóra, így azt be kell építeni a modellbe. Hasonló eredményre 
juthatunk, ha a hibatagot a kihagyott változó függvényében ábrázoljuk, ebben az esetben 
rögtön látható, hogy van-e összefüggés a két változó között, és, hogy az lineáris-e (Kovács 
1977). 
Persze a mutató kihagyásának is több oka lehet, hiszen nem biztos, hogy rendelkezésre áll 
kell  részletesség  adat, vagy például az id sor túl rövid még nagyobb számú változó 
modellbe történ  beépítéséhez. Meg kell jegyezni, azonban azt is, hogy jelent s szerep  
változó kihagyása nem vonja szükségszer en maga után autokorreláció létét, ugyanis a 
figyelmen kívül hagyott változók hatása közömbösítheti egymást (Mundruczó 1981). 
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Autokorrelációt idézhet el  a függ  változó mérési hibája is a reziduumban, ugyanis a 
többször elkövetett mérési hibák az egymást követ  méréseket ugyanúgy befolyásolhatják 
(Kovács 1977). 
Egy további autokorrelációt esetenként el idéz  probléma, hogy nem elég hosszú az 
id sor. Egyes kutatók a minimális hosszúságot 20 adatból állóként határozzák meg. Ez 
azonban más problémákat is felvet, ugyanis ez például már elég hosszú id táv ahhoz, hogy a 
jelenség már olyan eltér  tendenciákat mutat, hogy az nem írható le egyetlen függvénnyel 
(Kovács 1977). 
Természetesen ezek mellett vizsgálták azt is, hogy milyen következményekkel jár az, ha 
valaki a legkisebb négyzetek módszerét autokorrelált adatsorokra alkalmazza. Cochrane és G. 
Orcutt a következ kre jutott: 
„a, a hibák er s autokorrelációja esetén is torzítatlan paraméterbecsléseket nyerünk, de a 
regressziós koefficiensek becsléseinek szórása túlságosan nagy lesz egyéb becslési módszerek 
révén nyert paraméterbecslésekhez hasonlítva; ha valamilyen módon csökkenthet  a hibák 
autokorrelációja, a paraméterek szórása nagymértékben csökken; 
b, ha a hibák pozitív autokorrelációt mutatnak, a hibák szórásképlete a szórás jelent s 
alulbecslését eredményezi; 
c, a különböz  szignifikancia-próbák – a Student-féle t próba, valamint F-próba – 
elveszítik érvényüket; 
d, autokorrelált id sorok alapján nem kívánatos el rejelzéseket végezni, mert az el re 
jelzett értékekb l még kell  óvatossággal és körültekintéssel sem lehet messzemen  
következtetéseket levonni.” (Cochrane és Orcutt 1949 alapján, Kovács 1977, p. 606-607.) 
Az autokorreláció kimutatására számos módszert, tesztet kidolgoztak a kutatók, ezek 
például a Yule – Kendall-módszer, a Neumann-módszer, a Durbin – Watson-próba, a Theil – 
Nagar-próba, vagy a Geary-próba (Kovács 1977). 
Sok problémát okoz a többváltozós regressziószámítás esetén még a multikollinearitás is, 
ami azt jelenti, hogy a magyarázó változók nem függetlenek egymástól, korrelációs kapcsolat 
áll fent közöttük, így egymást is magyarázzák. Ennek a legegyszer bb megel zési módja, ha 
korrelálatlan változókat veszünk be a regressziós modellbe, de ez a legtöbb esetben nehezen, 
vagy alig megoldható feladat. Erre egy lehet ség f komponens analízis végzése (Németh 
2005). 
A multikollinearitás következményei az alábbiak: 
„- A becslés és az el rejelzés torzítatlan marad. 
- A regressziós együtthatók standard hibái n nek. 
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- Bizonytalanná, instabillá válnak (a továbbra is torzítatlan) becsléseink. 
- Az egyes magyarázóváltozók hatásainak szeparált vizsgálata nem lehetséges, illetve a 
parciális regressziós együtthatók értelmezése lehetetlenné válik.” (Petres – Tóth 2004, p. 217.) 
Teljes multikollinearitás esetén, a meglév  modellben úgy tudjuk kiküszöbölni a 
multikollinearitást, hogy az egymással kapcsolatban álló változók közül elhagyjuk az egyiket. 
Azonban nem mindig egyértelm , hogy mely mutatót érdemes kihagyni. 
A multikollinearitásnak azonban van egy olyan esete is (ez fordul el  a legtöbb esetben), 
amikor ugyan a magyarázó változók között lineáris összefüggés van, de az sztochasztikus 
kapcsolatban fejez dik ki. Ennek oka az lehet, hogy az adatokban mérési hiba van. Ebben az 
esetben is megoldás lehet magyarázó változók elhagyása a modellb l, de csak akkor, ha a 
közöttük fennálló kapcsolatok rendszere nem túl bonyolult (Mundruczó 1981, Petres – Tóth 
2004). 
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IV.2. Az európai regionális gazdasági fejlettségi tagozódás regresszióval történ  
többtényez s vizsgálata 
 
A következ kben az európai regionális gazdasági tagozódás többtényez s vizsgálatát 
többváltozós regresszió segítségével végzem el, azt vizsgálom, hogy milyen tényez k 
befolyásolják a regionális gazdasági fejlettséget (GDP/f -t) 2009-ben Európában. 
Egy regressziós modell felállításakor mindig felvet dik a kérdés, hogy mik legyenek a 
függ  és független változók, mik magyarázzák az adott jelenséget. Ezt els sorban az 
határozza meg, hogy a hipotézis szerint milyen mutatók állnak kapcsolatban a vizsgált 
jelenséggel illetve milyen szempontból vizsgáljuk azt. A modell létrehozásakor lehet ség van 
feltárni, hogy mik azok, amiknek nincs, vagy túl gyenge a hatása és ki lehet hagyni ket. A 
szakirodalmi el zményeket áttekintve, els sorban az látható, hogy kisebb lépték , egyes 
országokra vonatkozó vizsgálatokban függ  változóként az egy f re jutó jövedelemmel 
számolnak a GDP/f  helyett, hiszen alacsonyabb területi szintekre számítási nehézségei miatt 
nem áll rendelkezésre GDP adat. Több országra illetve régiókra vonatkozóan használják az 
egy f re jutó GDP-t. Barro és Sala-i-Martin illetve Armstrong munkáikban az EU régiói 
közötti ß konvergenciát vizsgálták 1950-1985 illetve 1950-1990 között. Ennek keretében az 
egy f re jutó GDP-re állítottak fel egy regressziós modellt, mely szerint az alakulását a GDP 
növekedésével, ország illetve EU tagság dummy-val, és strukturális változókkal 
(mez gazdasági, ipari munkaer , illetve hozzáadott érték) magyarázták (Armstrong 1995, 
Barro – Sala-i-Martin 1991). Kowalski a kelet-ázsiai gazdasági növekedést meghatározó 
tényez k feltárását kísérelte meg, mely során a GDP növekedési ütemét becsülte export, FDI, 
a GDP százalékában kifejezett kormányzati kiadás és beruházás inflációs ráta, kormányzati 
adósság illetve ország dummy magyarázó változókkal (Kowalski 2000). Ez is azt mutatja, 
hogy az adott kutatási kérdést l függ en eltér  módon lehet meghatározni a magyarázó 
változók körét. 
Vizsgálataimban a függ  változó, a fejlettséget reprezentáló egy f re jutó GDP, a független 
változók: a gazdaságilag aktívak aránya, a munkanélküliségi ráta, a néps r ség, és a tercier 
szektorban foglalkoztatottak aránya. Hipotézisem szerint a magyarázó változók úgy állnak 
kapcsolatban az egy f re jutó GDP-vel, hogy: ahol magasabb a gazdaságilag aktívak illetve a 
tercier szektorban foglalkoztatottak aránya, ott az egy f re jutó GDP értéke is magasabb lesz, 
hiszen többen járulnak hozzá az értéktermeléshez, illetve általában a tercier szektor 
hozzáadott értéke magasabb, mint a másik két ágazaté. A munkanélküliségi ráta esetében 
fordított a helyzet, hiszen akkor lesz magasabb a GDP/f  értéke, ha minél többen vállalnak 
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munkát. A néps r ség esete kérdéses, hiszen Európa területén találhatunk magas néps r ség  
és magas GDP-j , illetve alacsony néps r ség  és magas GDP-j  területeket egyaránt. 
A számításokat SPSS programmal végeztem, a Statistics, Regression, Linear 
menüpontokon belül a Stepwise17 módszert alkalmaztam (10. táblázat). Azért választottam, 
ezt a módszert, mert a függ , és független változók meghatározása után, ez a program a 
legoptimálisabb regressziós modellt alakítja ki. A mutatókat egyesével vonja be a számításba, 
els ként az a független változó lép be, amely a függ  változóval leger sebben korrelál. 
Ezután már a parciális korrelációk er ssége lesz a belépési sorrend meghatározója. Ez azt 
jelenti, hogy a program minden egyes lépésben, tehát amikor egy újabb változó bevonására 
kerülne sor, megvizsgálja, hogy az egyes változók külön-külön történ  bevonása mennyivel 
növelné a megmagyarázott hányadot. Tehát azt vonja be, amelyik esetében a legnagyobb lesz 
a növekedés. Azonban ha egy új változó bevonásával egy már bent lev  magyarázóereje oly 
mértékben lecsökken, hogy az már nem szignifikáns, a kérdéses változó kikerül a modellb l. 
A modellépítés akkor fejez dik be, amikor már újabb változó bevonása túl kicsi mértékben 
növelné a megmagyarázott hányadot. (A változóra vonatkozó parciális korreláció 






t Sig.   B 
Standard hiba 
(Std. Error) Beta 
Konstans (Constant) -17838,8 1824,1  -9,8 0,0
A tercier szektorban 
foglalkoztatottak 
aránya 
383,3 16,7 0,536 23,0 0,0
Gazdaságilag aktívak 
aránya 
304,1 26,2 0,264 11,6 0,0
Munkanélküliségi ráta -408,5 40,2 -0,230 -10,2 0,0
Néps r ség 2,0 0,2 0,237 10,1 0,0
10. táblázat: A többváltozós regresszió eredménytáblája 
 
Elvégezve a fent említett számításokat, 4 lépésb l a következ  eredményt kaptam: a 
regressziós modellt 4 változó alkotja, – tehát mind a 4 független változó bekerült a modellbe – 
17 A program által felajánlott számítási módszerek közül e vizsgálat esetében csak az enter módszer nem volt 
használható, ugyanis az minden változót beépít a modellbe attól függetlenül, hogy parciális korrelációjuk 
szignifikáns-e. A forward és backward módszer a stepwise-hoz hasonlóan „lépcs sen” számol, azzal a 
különbséggel, hogy nem vizsgálják a már bent lev  mutatók magyarázóerejének változását, egy újabb 
bevonásakor. A forward és backward között pedig az a különbség, hogy az el bbi egyesével lépteti be a 
változókat, míg az utóbbi mindet bevonja, és egyesével ejti ki ket, a parciális korrelációs értékek vizsgálata 
alapján (Székely – Barna 2005). 
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a belépési sorrend szerint: a tercier szektorban foglalkoztatottak aránya, a gazdaságilag 
aktívak aránya, a munkanélküliségi ráta és a néps r ség (10. táblázat). Az eredményeket 
tovább részletezve, a modell magyarázó ereje jó, hiszen a módosított R² („adjusted R square”) 
értéke 0,606 tehát ez azt jelenti, hogy a modell magyarázó ereje 60,6%-os (11. táblázat). 
Röviden magyarázva az „R” értékek közötti különbséget az R a többszörös korrelációs, az R2 
pedig a többszörös determinációs együttható. Az R2 értéke azt mutatja meg, hogy a 
magyarázó változók a függ  változó értékének hány százalékát magyarázzák. Azonban mivel 
értéke függ a bevont független változók számától (minél többet léptetünk be, annál magasabb 
lesz), így ez a szám nem alkalmas különböz  modellek „megbízhatóságának” 
összehasonlítására. Ezért szokták erre az ezt a problémát már kiküszöböl  Theil-féle, 
szabadságfokkal korrigált R2-et használni (Németh 2005). A regressziós modell 
magyarázóereje az F-próba tanúsága szerint szignifikáns (0,000-szinten), tehát azt állíthatjuk: 
van lineáris kapcsolat a magyarázó változók között az európai régiókra vonatkozóan. 
 




A becslés standard hibája 
(Std. Error of the Estimate) 
1 0,638 0,407 0,406 6966,4 
2 0,712 0,507 0,505 6356,6 
3 0,746 0,557 0,555 6026,5 
4 0,780 0,608 0,606 5671,4 
11. táblázat: A modell magyarázó ereje az egyes lépések során 
 
A standardizált béta értékek megmutatják, hogy a magyarázó változók milyen mértékben 
befolyásolják a független változó alakulását. A 4 mutató közül, a legnagyobb mértékben a 
tercier szektorban foglalkoztatottak aránya befolyásolja az egy f re jutó GDP értékét. Utána a 
gazdaságilag aktívak aránya, a néps r ség, és végül a munkanélküliségi ráta következnek. 
A béta értékek alapján arra vonatkozóan kapunk információt, hogy az egyik magyarázó 
változó egységnyi változása a függ  változó milyen irányú és mérték  változását indukálják. 
Ebben az esetben, ha a gazdaságilag aktívak aránya, a néps r ség és a munkanélküliségi ráta 
nem változik, akkor a tercier szektorban foglalkoztatottak arányának egységnyi változása 383 
PPS GDP növekedést jelentene átlagosan. 
A rugalmassági együtthatókat kiszámolva a következ  eredményekre jutottam: 
- A munkanélküliségi ráta és a néps r ség esetében 0 közeli számokat kaptam (0,17 illetve 
-0,04), ez azt jelenti, hogy a két mutató 1%-os változása esetén az egy f re jutó GDP csak kis 
mértékben változik, tehát rugalmatlan. 
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- A tercier szektorban foglalkoztatottak arányának rugalmassági együtthatója 3,83, ez azt 
mutatja, hogy az egy f re jutó GDP érzékenyen reagál a mutató változására. A hatótényez  
1%-os változása, 1%-nál nagyobb változást eredményez a vizsgált jelenségben. 
- A gazdaságilag aktívak arányának elaszticitás mutatóját nézve (-16,71), ugyanazt 
állapíthatjuk meg, mint a tercier szektorban foglalkoztatottak esetében, tehát az egy f re jutó 
GDP érzékenyen reagál a hatótényez  változására.  
A regressziós modell segítségével megbecsülhet  az egy f re jutó GDP értéke, és így meg 
lehet vizsgálni a becsült értékek eredetit l való eltérését is. A reziduumok alapján, 
általánosságként az mondható el, hogy a magasabb értékeket alul, az alacsonyabbakat felül 
becsülte a modell. 
A modell multikollinearitását ellen rizve, azt állapíthatjuk, meg, hogy nem szenved ett l a 
problémától (a kimutatására alkalmas tolerancia értékek (Székely – Barna 2005) 1 körüliek). 
Egyes térökonometriai munkák szerint regressziós vizsgálatok esetén a térbeli hatások öt 
fajtáját lehet kimutatni. Ezek a spatial lag, spatial error, a heterokedaszticitás, „spatial 
regimes”, és asszociáció. Ezek közül az els  kett  az autokorreláció létét jelenti a 
reziduumokban, a másik három pedig a heterokedaszticitás18 problémáját jelzi. Ha egy vagy 
több ilyen hatástól szenved egy modell, akkor az befolyásolhatja a pontosságát és hitelességét 
(Polsky 2004). 
A regressziós modellek esetleges hibái feltárásának egy hagyományos módja a reziduumok 
térképezése (24. ábra). Mint láthatjuk a területi mintázat nem random, mert vannak 
s r s dési „pontok” (a szomszédos területegységek reziduuma hasonló), így a modell további 
javítására van szükség (Fotheringham – Brunsdon – Charlton 2002). 
Erre két f  lehet ség adódik, az egyik a globális modell b vítése, a másik a lokális 








A heteroszkedaszticitás a maradékváltozónak azt a tulajdonságát jelöli, hogy szórása (varianciája) nem 
állandó.” (Kövesi – Erdei – Tóth – Jónás 2010, p. 136.) 
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             –  (-5000,1)
 -5000,0 –         0,0
        0,1 -    5000,0
  5000,1 – 10000,0
10000,1 –
 
24. ábra: A globális (OLS) regresszió reziduum értékei 
 
Mint már fentebb említettem a globális modell javítása többféleképpen történhet, ugyanis 
lehet ség van az eredeti modell b vítésére, további magyarázó változók bevonásával, ugyanis 
a modell hibája adódhat abból, hogy egy egyébként jelent s súlyú változó kimaradt bel le. 
Véleményem szerint Európa esetében ez iskolázottsággal illetve vállalkozásokkal kapcsolatos 
mutatókat jelent. Azonban ebben az esetben ennek összehasonlítható adatok híján számos 
korlátja volt, így ett l a lehet ségt l eltekintettem. Egy következ  lépés lehetne az, hogy a 
területiséget jellemz  változót vonjunk be a modellbe, azonban mivel dolgozatomban 
els sorban a szomszédsági kérdésekre koncentráltam, így ezt a lehet séget is elvetettem. A 
szomszédsági kérdéseket veszi figyelembe a spatial lag modell, amikor is a függ  változó 
térben késleltetett értékeit vonjuk be az egyenletbe, magyarázó változóként. Az efféle javítás 
egy másik lehet sége, amikor a hibatag térben késleltetett értékeivel tesszük ugyanezt. Egy 
további opció a lokális megközelítés alkalmazása (erre a következ  alfejezetben térek ki). 
Ezen eshet ségek közül én mindhárom elvégzése mellett döntöttem. 
87 
Ebben a fejezetben a továbbiakban ismertetett számításokat (SLM, SEM) GeoDa program 
segítségével végeztem el. A szomszédság meghatározására a már az autokorrelációnál 
készített szomszédsági mátrixot használtam (els  fokú vezér szomszédság). 
Visszatérve még az OLS regresszióhoz, a térképi megközelítés mellett, a modell jóságát 
adekvátabb módszerek segítségével is vizsgáltam, megnéztem a reziduumok 
autokorreláltságát. A Moran I értéke 0,380 (értéktartománya +1, -1 közötti, de az elemszám 
függvényében csak megközelíti ezeket), ami azt jelenti, hogy pozitív autokorreláció mutatható 
ki a reziduumok között, tehát eszerint is indokolt a modell további javítása. 
El ször a spatial lag modell eredményeit ismertetve, azt állapíthatjuk meg, hogy a térben 
késleltetett változó szignifikáns ( ), ez azt jelenti, hogy egy terület egy f re jutó GDP értékére 
szomszédai értékei is hatással vannak (12. táblázat). Ugyanezt láthatjuk a spatial error modell 
esetében is (  értéke szignifikáns), mely szerint a hibatag „térben késleltetett” értéke is javítja 
a modellt (13. táblázat). 
 
Változók Koefficiens Std.Error z-érték valószín ség 
W GDP/f a 0,38 0,03 13,96 0 
Konstans -15145,30 1618,03 -9,36 0 
Munkanélküliségi ráta -267,19 36,33 -7,35 0 
Néps r ség 1,81 0,17 10,63 0 
Gazdaságilag aktívak 
aránya 222,60 23,78 9,36 0 
A tercier szektorban 
foglalkoztatottak 
aránya 275,96 16,78 16,45 0 
a A függ  változó térben késleltetett értéke 
12. táblázat: A Spatial lag modell számítás eredményei 
 
Változók Koefficiens Std. Error z-érték valószín ség 
Konstans -8795,98 2147,26 -4,10 0,000042 
Munkanélküliségi ráta -285,50 48,00 -5,95 0 
Néps r ség 2,38 0,20 12,15 0 
Gazdaságilag aktívak 
aránya 221,21 29,09 7,61 0 
A tercier szektorban 
foglalkoztatottak 
aránya 295,43 20,33 14,53 0 
b 0,60 0,03 17,64 0 
b Autoregressziós együttható 
13. táblázat: A Spatial error modell számítás eredményei 
 
Mindkét területi regressziós számítás koefficiens értékeit tekintve, azt láthatjuk, hogy az 
OLS-hez képest abszolút értékben kisebb értékek szerepelnek. Ennek oka az, hogy az eredeti 
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modellben a tényez k magyarázó ereje részben a szomszédsági egymásra hatásoknak volt 
köszönhet . Ha a változók közötti kapcsolat irányát nézzük, akkor a vártnak megfelel en az 
OLS-hez képest nem történt változás. 
Az OLS esetében kiszámolt R2 érték, a spatial lag és spatial error modellek esetében nem 
használható, ezeknél a pszeudo-R2 értéke ad információt a magyarázóer r l. Tehát az R2 
értékek a modellek magyarázóerejének összehasonlítására nem alkalmasak, azonban a log 
likelihood, az Akaike információs ismérv (AIC) és a Schwarz ismérv (SC) értékek alapján 
meg lehet mondani, hogy melyik modell illeszkedik jobban, tehát melyik írja le a 
legpontosabban a vizsgált jelenséget. A likelihood függvény a s r ségfüggvény egy 
módosított változata (lásd Mellékletek 2.). A másik két mutató kiszámítása módja a 
következ : 
- AIC = −2L+2K, ahol L a log-likelihood és K a paraméterek száma a modellben 
- SC = −2L+K*ln(N), ahol ln a természetes alapú logaritmus (Anselin 2005). 
A log likelihood érték esetében az a jobb, ha minél magasabb, míg a másik kett nél az 
alacsonyabb érték a kedvez bb. Megnézve a számítások során kapott eredményeket, azt lehet 
megállapítani, hogy a három modell közül a spatial error a legjobb, ezt kövezi a spatial lag és 
végül az OLS (14. táblázat) (Anselin 2005). 
 
  OLS SLM SEM 
R-squaredc 0,608 0,698 0,726 
Sigma-square 32164600 24638700 22387400 
S.E of regression 5671,4 4963,7 4731,5 
Log likelihood -7976,8 -7887,1 7872,2 
Akaike info critetion (AIC) 15963,5 15786,1 15754,4 
Schwarz critetion (SC) 15986,9 15814,2 15777,7 
c A SLM és SEM modell esetében ez pszeudo-R2-et jelent. 
14. táblázat: A modellek illeszkedésére vonatkozó adatok 
 
A modellek eredményének jóságáról, a reziduumok autokorreláltságának vizsgálatával 
gy z dhetünk meg. Ez a spatial lag modell esetében 0,094, a spatial error modellében pedig  
-0,073. Mivel a Moran I 0 (nulla) körüli értéke azt jelenti, hogy nincs szomszédsági kapcsolat 
a vizsgált mutató tekintetében: a modellek javítása sikerült, elértük a kit zött célt, hiszen 
kiküszöböltük az adatok autokorrelációját. 
Ezek után meg kell vizsgálni még más a modellek használhatóságára vonatkozó 
kérdéseket. Az egyik ilyen az, hogy milyen a hibatagok heterokedaszticitása. Ezt a Breusch-
Pagan teszt segítségével tehetjük meg, amely azt teszteli, hogy a reziduumok becsült 
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varianciája függ-e a magyarázó változók értékét l. Az SLM modellnél értéke 329,4 a SEM-
nél pedig 536,4. Ez azt mutatja, hogy heterokedaszticitás áll fent mindkét modell esetében. A 
likelihood ratio teszt a modell null-hipotézist l való eltérését vizsgálja, tulajdonképpen az 
autoregressziós koefficiens szignifikanciáját nézi. Az értékek alapján azt állapíthatjuk meg, 
hogy a modellek szignifikánsak (Anselin 2005, LeSage 1998). 
A Wald, likelihood ratio és lagrang multiple tesztek egyaránt az asszimptoticitás feltételét 
nézik egy modellben, a következ  kapcsolat áll fent közöttük: W>LR>LM. (15. táblázat). Az 
Európára vonatkozó két számításnál ez a sorrend nem teljesül, ez azt mutatja, hogy a 
modellek ebb l a szempontból sem tökéletesek (Anselin 2005). 
 
tesztek SLM SEM 
Waldd (W) 195,0 311,2 
Likelihood ratio (LR) 179,4 209,2 
Lagrange multiplier (LM) 192,7 254,0 
d A regressziós koefficiensek ( , ) z-értékének négyzete 
15. táblázat: A heterokedaszticitást és az aszimptoticitást ellen rz  tesztek 
 
A magas heterokedaszticitást és az aszimptocititás problémáját további magyarázó 
változók bevonásával, vagy különböz  szomszédsági mátrixok használatával lehetne 
kiküszöbölni. 
Összességében az mondható el, hogy a modelljavítási kísérletek sikerültek, hiszen mind a 
spatial lag, mind a spatial error modellek szignifikánsnak bizonyultak és mindkett  esetében 
n tt a megmagyarázott hányad, az OLS regresszióhoz képest. Azonban nem minden 
szempontból voltak kifogástalanok ezek a modellek sem, így a következ kben egy a modell 
további tökéletesítésére törekv  módszerrel folytatom. 
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IV.3. Modelljavítási kísérlet: a földrajzilag súlyozott regresszió 
 
A következ kben egy, a külföldi szakirodalomban elmúlt id szakban elterjedt, ám 
Magyarországon csak helyenként megjelen  statisztikai módszerrel, a földrajzilag súlyozott 
regresszióval kísérlem meg javítani az el z  alfejezetben felállított regressziós modellt. Tehát 
a korábban említett lokális megközelítéssel történ  modelljavítási kísérletet is elvégzem. A 
földrajzilag súlyozott regresszió egy regressziós alapokra épül , a földrajzi közelséget 
kiemelten figyelembe vev  lokális modell. A fejezetet a módszertan bemutatásával kezdem, 
ezt követ en pedig részletezem számításaim eredményét. 
 
IV.3.1. Földrajzilag súlyozott regresszió 
 
A regresszió a társadalomtudományi kutatások egyik legelterjedtebb matematikai-
statisztikai vizsgálati eszköze, azonban területi adatok esetében használva, egy jelent s 
problémával találkozhatunk: alapesetben a regresszió az egyes jelenségeket úgy vizsgálja, 
mintha változatlanok lennének a térben. Ezzel szemben a földrajzilag súlyozott regresszió 
(geographically weighted regression, továbbiakban GWR) módszertanából adódóan alkalmas 
arra, hogy a térbeli folyamatokat változóként modellezze, azaz a GWR annyiban több az 
egyszer  regressziónál, hogy megoldja azt a problémát, hogyan lehet vizsgálni a folytonos 
területi folyamatokat diszkrét súlyozás segítségével (25. ábra). 
A GWR logikája a mozgó ablakos regresszióéra (moving window regression) hasonlít a 
legjobban. A mozgó ablakos regresszió segítségével megoldható az a probléma, hogy az 
egyes folyamatok nem érnek véget a területegységek határainál. Módszertana a következ : 
els  lépésként a vizsgált területre a regressziós pontok rácshálóját kell kifeszíteni. Ezáltal 
minden regressziós pont körül meg lehet határozni egy régiót/ablakot, amely általában 
négyzet vagy kör alakú, bár elméletileg bármilyen formát felvehetne, ami akár átfedésekkel is 
képes lefedni a teret. A vizsgálati kérdést l függ en tudjuk meghatározni azt, hogy mit értünk 
az egyes régiók alatt (pl. egy regressziós pontot érint  négyzetek). A regressziós modell az 
egyes, a regressziós pontok körül létrehozott régiókba es  adatpontokon alapul, a folyamat az 
összes regressziós pont esetében megismétl dik. Az eredményül kapott lokális 
paraméterbecsléseket térképezve meg lehet vizsgálni a nem stacionárius feltevést 
(Fotheringham – Brunsdon – Charlton 2002). 
A f  problémája ennek a módszernek az, hogy nem folytonosként kezeli az amúgy annak 
tekinthet  térbeli folyamatokat. Ugyanis a régiókba/ablakba es  adatpontoknak 1 érték  súlyt 
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ad, míg a kívül es knek 0-t, ami folytonos jelenségeknél önkényesnek t nhet. Természetesen 
az eredmény nagyban függ a választott régió/ablak méretét l, valamint a széle felé a kevesebb 
regressziós pont miatt, ezt kiküszöböl  intézkedések híján, torzít is. A GWR esetében az 
összes adatpontot súlyozni kell a regressziós ponttól való távolságukkal, s ebb l adódóan a 
regressziós ponthoz közelebbi adatpontok nagyobb súllyal fognak szerepelni a modellben, 
mint azok, amelyek távolabb vannak (Fotheringham – Brunsdon – Charlton 2002). 
 
 
25. ábra: Térbeli sz r  
Forrás: Fotheringham – Brunsdon – Charlton 2002, p. 44. 
 
Lehet ség van fix térbeli sz r t (fixed spatial kernel) használni (26. ábra). Ebben az 
esetben egy adott regressziós pontot tekintve a legnagyobb súllyal az az adatpont fog 
szerepelni, amely a regressziós ponttal egybeesik. Ez a maximális súly folyamatosan csökken 
miként a távolság a két pont (a regressziós és az adatpont) között n . E módszer szerint a 
regressziós modell úgy lesz lokális, hogy tulajdonképpen a regressziós pont mozog a vizsgált 
területen. Mivel minden egyes helyen az adatpont másként van súlyozva, így a lokális 
számítások teljesen különböz ek. Térképezve ezeket a lokális számításokat a 
paraméterbecsléseket tartalmazó felületet kapjuk. A GWR eredménye nem érzékeny a 
súlyozásra, azonban érzékeny a súlyozáshoz használt szélességre/átmér re. Tehát ennek 
optimális meghatározása különösen fontos az egyes vizsgálatok esetében. A mozgó ablakos 
regresszióval összehasonlításként az mondható el, hogy a sz r k különbségéb l adódóan a 
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GWR kevésbé ad kiegyenlített képet, jobban kiemeli a lokális különbségeket, tehát folytonos 
jelenségek esetében használata indokoltabb (Fotheringham – Brunsdon – Charlton 2002). 
 
 
26. ábra: Fix térbeli sz r s GWR 
Forrás: Fotheringham – Brunsdon – Charlton 2002, p. 45. 
 
A gyakorlatban ez a vizsgált ponttól egy bizonyos sugarú körön belül lev  pontok 
figyelembe vételét jelenti, a kiindulási ponttól távolodva egyre csökken  súllyal. A kör 
sugarát a vizsgálat léptéke határozza meg, azonban több lehet séget ki szoktak próbálni. 
A fix térbeli sz r s GWR esetében is felvet dik azonban az a probléma, hogy egyes 
térrészeken s r n, másutt sokkal ritkábban helyezkednek el az adatpontok, így a bel lük 
becsült lokális modellek hibatényez je is nagyobb. Extrém esetben egyes paraméterek 
becslése nem lesz lehetséges, köszönhet en a kevés adatnak. Ennek megoldása az adaptív 
sz r  használatával lehetséges (27. ábra). Ennek sajátossága az, hogy szélessége 
alkalmazkodni tud az adatpontok számához, s r ségéhez, tehát ahol s r bben vannak az 
adatok, ott keskenyebb lesz, ahol ritkábban ott szélesebb. Egy fix kerneles térképpel 
összehasonlítva az adaptív kerneles eredményét, nagyon hasonló képet láthatunk, azzal a 
különbséggel, hogy az adaptív kernelesé kiegyenlítettebb. Ennek oka az, hogy a kevesebb 
pontból kalibrált lokális modellek esetében nagyobb változatosság várható (Fotheringham – 
Brunsdon – Charlton 2002). 
Az adaptív kerneles vizsgálatot a gyakorlatban legegyszer bben úgy lehet elvégezni, hogy 
az egyes pontok bizonyos számú szomszédja alapján állítunk fel regressziós modelleket. 
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27. ábra: Adaptív sz r s GWR 
Forrás: Fotheringham – Brunsdon – Charlton 2002, p. 47. 
 
Egy példán keresztül megvilágítva, ezt a módszert úgy kell elképzelni, hogy annyi 
különböz  regressziós egyenlet/becslés áll rendelkezésünkre, ahány vizsgált területegység 
van. Ugyanis az egyes területegységekre a meghatározott módon leválogatott szomszédjaikkal 
együtt állítunk fel egy-egy regressziós modellt, tehát mintegy lokálisan számolunk. A GWR 
egy összetett statisztikai módszer, ugyanis alkalmazásakor az autokorreláció, regresszió és a 
területi mozgóátlag számítás egyes elemei is felfedezhet k. Meg kell még jegyezni azt, hogy 
habár pontszer  vizsgálati egységekre vonatkozóan írták le ezt a módszert, mint számos 
szakirodalmi példa bizonyítja ponttal jellemezhet , nagyobb kiterjedés  területegységek 
esetén is alkalmazható (például Chasco – García – Vicéns 2007, Eckey – Kosfeld – Türck 
2007, Yu 2005). 
 
A földrajzilag súlyozott regresszió egyenlete (Fotheringham – Brunsdon – Charlton 2002): 
yi = 0(ui,vi)+ k k(ui,vi) xik+ i 
 
ahol az (ui,vi) az i-edik adatpont földrajzi koordinátáit jelenti 
a k(ui,vi) a számított értéke k(u,v) folytonos függvénynek az i-edik pontban 
 
A GWR lényege, hogy úgy kezeli a regressziós koefficienst, mint a fekvés függvényét, és 
nem, mint fix konstans értéket (Yu 2005). A GWR a globális regresszió kereteit úgy b víti, 




IV.3.2. Súlyozási lehet ségek és a kernel optimális átmér jének meghatározása 
 
El ször a fix kernelek súlyozási lehet ségeit tekintem át, e kernelek alakja és kiterjedése 
nem változik a vizsgálat során. 
wij = 1 minden i,j 
ahol j egy pontot jelent a térben, ahol megfigyelés történt, i pedig egy pontot a térben, 
aminek a paramétere becsülve lett (Fotheringham – Brunsdon – Charlton 1996). 
Ezt a közelítést a globális modellben használják, ott ugyanis minden egyenl  súllyal 
szerepel. 
Egy lehetséges elmozdulás a lokalitás figyelembe vétele felé, amikor a regressziós ponttól 
nézve egy bizonyos távolságon kívül már nem veszünk figyelembe egyes elemeket. Ez 
ekvivalens azzal, ha ezeknek 0-s súlyt adunk. A mozgó ablakos regressziós esetében 
használják ezt a megközelítést: 
wij = 1 ha dij < d 
wij = 0 máskülönben 
Ez a súlyozási módszer egyszer síti a számítást, ugyanis az egyes regressziós pontoknál 
csak az adatpontok egy-egy részhalmazával kell tovább számolni. Ezzel a fajta súlyozással az 
a probléma, hogy nem folytonosként kezeli az amúgy annak tekinthet  térbeli folyamatokat. 
Ahogy a regressziós pont változik, a becsült koefficiens drasztikusan változhat, azáltal, hogy 
egy adatpont ki- vagy bekerült az „ablakba” (Charlton – Fotheringham – Brunsdon 1997). 
Egy lehetséges megoldás arra a problémára, hogy a súlyok nem folytonosak, egy olyan wij 
mátrix meghatározása, amely a dij (távolság i és j pont között) folytonos távolság függvényb l 
származik: 
wij = exp [-½(dij/b)
2] 
ahol b a sávszélességet jelenti. Ha i és j pont egybeesik, hiszen i pont mérési pont is lehet, 
az adat súlya ebben a pontban egységnyi lesz, és a többi adatpont súlya csökkeni fog a Gauss-
görbe szerint, ahogy a távolság i és j pontok között n  (Fotheringham – Brunsdon – Charlton 
1998). 
Egy másik lehet ség, amikor egy kernel használja a b2 függvényt: 
wij = exp [1 - (dij/b)
2]2 ha dij < b 
wij = 0 máskülönben 
ami azért hasznos, mert folytonos közel-Gaussi eloszlású súly függvény, b távolságig a 
regressziós ponttól és 0 súllyal a b-n túli adatpontokban (Fotheringham – Brunsdon – 
Charlton 1998). 
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Áttérve az adaptív kernelek bemutatására, több érv is szól ezek használata mellett. El ször 
is, ahol az adatpontok s r n helyezkednek el, ott több esély van a kapcsolat változásának 
vizsgálatára elég kis távolságon belül, ami nagyobb kiterjedés  fix kernel használata esetén 
figyelmen kívül maradna. Egy olyan terület esetén, ahol az adatpontok elhelyezkedése ritkás, 
fix kernelt használva a becsült standard hibák értéke magas lehet, mert kevés a felhasznált 
adatpont. 
A GWR számításakor alkalmazott adaptív kerneleknek legalább három fajtája létezik. Az 
els  szerint sorba kell rendezni az adatpontokat aszerint, hogy milyen távol vannak minden 
egyes i ponttól: 
wij = exp -(Rij/b) 
ahol Rij a j-edik pont rangszáma i-t l, tehát j távolsága i-t l. Az i-hez legközelebbi 
adatpont 1 érték  súlyt kap, és a súlyok csökkennek, ahogy a rangszám n . Ez automatikusan 
csökkenti a kernel sávszélességét azokon a területeken, ahol sok adat van, mert a távolság a 
10 legközelebbi adatpontot véve kevesebb lesz, mint amikor a regressziós pont egy kevés 
adatpontot magába foglaló régióban van (Fotheringham – Brunsdon – Charlton 2002). 
Egy másik komplikáltabb lehet ség adaptív kernel létrehozására az, hogy meghatározzuk 
azt, hogy a súlyok összege bármely i pontban egy állandóval, C-vel egyenl . Azokon a 
területeken, ahol az adatpontok s r n helyezkednek el, ott a kernelnek össze kell zsugorodnia, 
hogy a súlyok összege a meghatározott C érték legyen, míg ahol kevesebb a pont ott a kernel 
kiszélesedik.  
j wij = C az összes i-re 
E módszer esetében az optimális C érték meghatározása okozhat nehézséget. Ezt a 
következ képpen lehet megtenni: els  lépésként választani kell egy tetsz leges értéket, aztán 
ezzel az értékkel kell létrehozni a súly függvényt, és egy goodness-of-fit tesztet kell futtatni a 
modellre. Ezt követ en egy másik C értéket kell választani, a súly függvényt létrehozni, ismét 
egy goodness-of-fit tesztet futtatni és ezt a két lépést ismételni, amíg meg nem találjuk az 
optimálisan illeszked  C értéket (Fotheringham – Brunsdon – Charlton 2002). 
Harmadik lehet ségként említeném az N számú legközelebbi szomszéd figyelembe vételét. 
wij = 1 ha j az egyike i N darab legközelebbi szomszédjának 
wij = 0 máskülönben 
vagy 
wij = [1 - (dij/b)
2]2 ha j az egyike i N darab legközelebbi szomszédjának és b az n 
legközelebbi szomszéd távolsága 
wij = 0 máskülönben 
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Ebben az esetben a modell kalibrálásához hozzá tartozik az N értékének meghatározása is. 
Az N tehát azoknak az adatpontoknak a számát jelenti, amelyek a lokális modell kalibrálásába 
beleértend k, és a súlyfüggvény meghatározza minden egyes pont súlyát a N-edik darabig. A 
súlyok 0 felé tartanak (Fotheringham – Brunsdon – Charlton 2002). 
A kernel optimális átmér jének meghatározására az egyik lehet ség az, hogy z értékét 
minimalizáljuk, a következ k szerint: 
 
z =  [yi - i (b)]
2 
 
Ahol i a függ  változó becsült értéke, b átmér t használva. Ahhoz, hogy ezt a becsült 
értéket megkapjuk, szükség van minden adatpontban a k(ui,vi) értékek becslésére és az x 
értékekre. Egy általános esetet nézve felléphet az a probléma, hogy ha b túl kicsi értékét 
vesszük, akkor a súlyozással i-t leszámítva a többi pont értéke elhanyagolhatóvá válik. Ekkor 
a becsült érték a kiválasztott pontoknál az eredetihez nagyon hasonló lesz, így az egyenlet 
értéke is 0 lesz. Egy ilyen modell paraméterei tehát bizonyos esetekben nem lesznek 
meghatározhatók, valamint a becslés változni fog a térben, annak érdekében, hogy helyileg 
megfelel  becsült értékek legyenek minden regressziós pontban. 
Ennek kiküszöbölése miatt szükség van a fenti összefüggés kiterjesztésére. Ezt a 
megközelítést lokális regressziók esetére fejlesztették ki, keresztvalidálás (cross-validation) 
elnevezéssel: 
 
CV =  [yi - i (b)]
2 
 
Ahol az i a függ  változó becsült értéke, az i pontot kihagyva a kalibrálási folyamatból. 
Ez azért jó megoldás, mert ha a b kis értéket vesz fel, akkor a modell az i-hez közeli pontokra 
fog épülni, és nem magára az i pontra. 
További lehet ség az optimális kernel átmér  meghatározására az Akaike információs 
ismérv (AIC) és a Schwarz ismérv (SC) alkalmazása19. A mutatók az illeszkedés hibáját 
kombinálják a modell összetettségével. Minél összetettebb, több magyarázó változót 
tartalmaz, a modell annál inkább sújtja azt. Minél kisebb a mutatók értéke annál jobban 
illeszkedik a modell. Ennek következtében az a kernel átmér  a megfelel , amelyet használva 
19 Részletesebben lásd. IV.2. fejezet. 
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a moddellre számolt AIC és SC értékek minimálisak (Bálint 2010, Fotheringham – Brunsdon 
– Charlton 2002). 
A GWR felhasználása széleskör , ugyanis gazdasági és természetföldrajzi kutatások során 
is alkalmazzák. Példaként említve Yu (2005) tanulmányában a GWR segítségével Peking 
tágabb körzetének regionális fejl dését vizsgálta területi heterogenitás szempontjából. Lin, 
Cromely és Yang (2011) területi interpolációs problémák megoldására használták a módszert. 
Fotheringham, Brunsdon és Charlton (2002) londoni lakásárakra vonatkozóan állított fel egy 
GWR modellt azzal a céllal, hogy a lokális sajátságokat feltárják. Eckey, Kosfeld és Türck 
(2007) a német munkaer piac regionális konvergenciáját elemezte e módszerrel. Ridefelt, 
Etzelmüller, Boelhouwers és Jonasson (2011) a hegyi permafroszt kiterjedésének 
modellezésekor a stacionaritás meglétét vizsgálta a földrajzilag súlyozott regresszió 
segítségével. 
A GWR módszer az egyik leggyakrabban használt lokális regresszió, amely a térben 
változó hatások bemutatására kit n  vizualizációs eszköznek tekinthet  (Bálint 2010). 
Számos kritika is megfogalmazódott azonban ezzel a módszerrel kapcsolatban, melyek 
szerint, nem tekinthet  modellnek, mert szerepe inkább illusztratív és a hangsúly nem a 
becsléseken, hanem a paraméterbecslések térbeli mintázatán van. Egy további hátránya a 
módszernek, hogy érzékeny a kiugró (outlier) adatokra, valamint a multikollinearitásból 
adódó problémák el fordulásának is nagyobb a valószín sége, mint egy globális regressziós 
modellben (Lloyd 2007, Wheeler – Páez 2010). 
 
IV.4. Az európai regionális fejlettségi tagozódás lokális megközelítés  vizsgálata 
 
Az Európai Unió regionális gazdasági tagozódását GWR modell segítségével is 
vizsgáltam. Els  lépésben az egy f re jutó vásárlóer -paritáson mért GDP adatokra állítottam 
fel egy modellt 2009-re vonatkozóan. A számításokat Matlab programmal végeztem, 
Fotheringham – Brunsdon – Charlton Geographically Weighted Regression, the analysis of 
spatially varying relationships cím  módszertani munkája és LeSage The Theory and Practice 
of Spatial Econometrics cím , egyes statisztikai módszerek e programmal történ  
kiszámítását bemutató munkája alapján. 
 
A függ  változó: 
- Egy f re jutó GDP 
A független változók: 
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- Gazdaságilag aktívak aránya 
- Munkanélküliségi ráta 
- Néps r ség 
- A tercier szektorban foglalkoztatottak aránya. 
 
Az eredmények értelmezésekor érdemes számos lehet séget figyelembe venni. Lehet ség 
van az egyes regressziós egyenletek béta értékeinek vizsgálatára, ezzel arra kapunk választ, 
hogy az egyes területegységekre vonatkozóan mely tényez knek van nagyobb szerepe a 
jelenség alakulásában (Eckey – Kosfeld – Türck 2007). 
Az R2 értékeket térképezve azt láthatjuk, hogy mennyire megbízható a modell az egyes 
területegységekre vonatkozóan, milyen a modellek térbeli relevanciája (Xiaomin – Shuo-
sheng 2011). 
Összevethetjük az eredeti és az egyenletek segítségével becsült értékeket. 
El ször a kiindulási egy f re jutó GDP értékeket nézve, azt láthatjuk, hogy a f városokat 
magukba foglaló illetve egyes nagyvárosi régiók vannak kedvez bb helyzetben (28. ábra).  
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28. ábra: Az egy f re jutó GDP Európa régióiban, 2009 
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Az e tekintetben legelmaradottabb térségek a 2004-ben illetve 2007-ben újonnan 
csatlakozott tagállamok régiói vannak. 
Ezt követ en megvizsgáltam azt, hogy a GWR modell milyen becslést ad a függ  
változóra különböz  sávszélességet használva. Mivel a különböz  sávszélséggel számított 
eredményeket is össze szerettem volna hasonlítani, így az optimális kiszámításától 
eltekintettem. Mind fix, mind adaptív kernelt használtam, a fix kernelek esetében a b2 
súlyfüggvényt választottam, az adaptív kernelek esetében az N darab legközelebbi szomszéd 
módszerét alkalmaztam. A fix kernel esetében 75, 100 illetve 150 km sugarú körön belül 
vettem figyelembe az adatpontokat (30. ábra). Az adaptív kernelnél a 10, 20, 50 illetve 75 
legközelebbi szomszédot néztem. 
Els ként megállapítottam, hogy Európa „szabálytalan” alakja, valamint a területi beosztás 
egyenetlen volta miatt, ebben az esetben a fix kerneles kevésbé jó közelítés. Ugyanis ha 
például 100 km-es távolságon belül keresünk szomszédokat, akkor a kontinens legtöbb 
régiója esetében több szomszédot is találunk, azonban a távolabb lev , nagyobb terület  
észak-skandináv és skót régiók esetében egyet sem. Ebb l kifolyólag a fix kerneles módszert 
tovább nem vittem. 
Az adaptív kernellel számolt eredményeket térképen ábrázolva (29. ábra) azt állapíthatjuk 
meg, hogy a GWR modellel végzett becslések az egy f re jutó GDP-re vonatkozóan jó 
közelítést adnak. Mint ahogy várható volt, az is megfigyelhet , hogy minél több adatpontot 
vonunk be az egyes lokális egyenletekbe, tehát minél nagyobb a sávszélesség, annál 
homogénebb képet kapunk. Ugyanis nagyobb mennyiség  pontot figyelembe véve az egyes 
területek egyedisége jobban háttérbe szorul. A kés bbiekben részletesebben az 50 szomszédot 
figyelembe vev  számítás eredményét fogom elemezni, ugyanis a multikollinearitás és a 
modell megbízhatósága (F-próba szignifikancia értéke alapján) illetve illeszkedése 
(determinációs együttható) szempontjából ez a legjobb. 
A multikollinearitást Red-mutató segítségével vizsgáltam, amely 0 és 1 között vehet fel 
értékeket, és minél közelebb van 0-hoz annál kisebb a multikollinearitás hatása (Mellékletek 
4., Kovács 2008 b,). A Red-mutató a magyarázóváltozók nagymérték  együttmozgását, az 
adatok redundanciáját vizsgálja a sajátértékük szóródása alapján. Képlete: 
 
Red = v  / (m – 1) 
 
Ahol v  a sajátértékek relatív szórása, m az elemszám. Maximális redundancia esetén a 
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29. ábra: Az egy f re jutó jövedelem GWR-rel meghatározott számú szomszédot figyelembe vev  adaptív kernellel becsült értékei 
10 szomszéd 20 szomszéd 
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30. ábra: Az egy f re jutó jövedelem GWR-rel, meghatározott távolságot figyelembe vev  fix kernellel becsült értékei 
100 km 150km 
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Ezt követ en térképeztem a lokális egyenletek R2 értékeit annak érdekében, hogy 
megvizsgáljam a földrajzi relevanciájukat (31. ábra). A térképeket elemezve els ként az 
állapítható meg, hogy a sávszélesség növekedésével csökkent az egyes modellek magyarázó 
ereje. Ez persze megfelel a várt eredményeknek, ugyanis minél több szomszédot/elemet 
figyelembe véve egyre több olyan is bekerül a modellbe, amelynek nincs tényleges hatása a 
kiindulási régió egy f re jutó GDP-jének alakulására. Az új elemek mintegy „elrontják” az 
eredeti modellt. Tehát minél több területegységet bevonva egyre jobban háttérbe szorulnak a 
lokális sajátosságok és er södik a globális jelleg. Másrészt, minél több szomszédot veszünk 
alapul az egyes egyenletekhez, annál homogénebben alakul a kép. Az is megfigyelhet , hogy 
egyre több szomszédos régiót figyelembe véve a periférikus területeken lev  
területegységekre vonatkozó összefüggések válnak egyre kevésbé megbízhatóvá. 
Már csak az 50 szomszédot figyelembe vev  számítás R2 értékeit nézve, azt állapíthatjuk 
meg, hogy a dél-norvég, dán, román, görög, dél-olasz, egyes észak-német, valamint spanyol 
régiók esetében a többit l eltér en alacsonyabb a modellek magyarázóereje. Ez els sorban 
abból adódhat, hogy az említett területegységek periférikusan helyezkednek el, így nem a 
ténylegesen velük kapcsolatban lev  szomszédaik alapján állítottuk fel a regressziós 
egyenleteket. R2 értékeket látva, fontos megjegyezni azt, hogy a változók közötti 
összefüggések nem ugyanannyira igazak az összes régióra, némelyek esetén közelebb van a 
kapcsolat az egész európai trendhez, míg máshol bizonytalanabb az illeszkedés. 
Egy globális regressziós modell felállításakor a standardizált béta értékek segítségével az 
egyes független változók függ  változóra való hatásának er sségét szokták meghatározni, 
tehát hogy melyik magyarázó változó van a legnagyobb hatással az eredményváltozóra. A 
GWR modelleknél is alkalmazható ez a közelítés, azzal a különbséggel, hogy mivel itt annyi 
regressziós egyenlet áll rendelkezésünkre, ahány területegység van, úgy tudjuk megmondani, 
hogy melyiknek a legnagyobb a hatása, hogy megnézzük, hogy az egyes egyenletekben 
melyik mutató szerepe a leger sebb és ezt összesítjük. A jelen vizsgálat esetében megnéztem 
ezt (az 50 szomszédot figyelembe vev  GWR), és azt tapasztaltam, hogy a globális modell 
alapján várttól eltér en, a lokális egyenletekben nem a tercier szektorban foglalkoztatottak 
aránya, hanem a munkanélküliségi ráta befolyásolja legnagyobb mértékben az egy f re jutó 
jövedelem értékét. A különbség oka az lehet, hogy az OLS becslés hibastruktúra 
függetlenségének hiányában torzított becslésekhez vezethetett (a Moran I értéke 0,380). 
A globális regresszió (OLS) és a GWR eredményeit látva, azt állapíthatjuk meg, hogy a 
lokális kapcsolatok esetenként jelent sen különböznek a globálistól. A kés bbiekben az is 
nyilvánvalóan látszani fog, hogy míg globális szinten például csak pozitív egy független 
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változó hatása az egy f re jutó GDP alakulására, addig lokálisan ez lehet pozitív vagy negatív 
is, tehát eltér  lehet a lokális el jele a globálistól (Shaoming – Huaqun 2010). 
A béta és standardizált béta értékeket térképezve az egyes magyarázó változók függ  
változóra vonatkozó hatását tudjuk megvizsgálni (32, 33. ábra). Tehát a GWR együtthatók az 
egyes magyarázó változók egy f re jutó GDP-re irányuló befolyásának területi mintázatát 
mutatják, azzal a különbséggel, hogy a béta értékek a függ  és független változó között 
fennálló kapcsolat irányát és er sségét is az eredeti mértékegységben, míg a standardizált béta 
értékek ennek irányát és er sségét standardizálva, így összehasonlítható módon jelenítik meg 
(Shaoming – Huaqun 2010). A különböz  béta értékeket nézve, általánosságban azt 
mondhatjuk, hogy a magyarázó változókat tekintve, a periféria területek értékei negatívok, 
míg a centrum területek értékei inkább pozitívok. A munkanélküliségi ráta esetében ez 
nagyrészt ellentétesen jelenik meg. Ennek oka az, hogy a munkanélküliségi ráta változásának 
jelentéstartalma a többiéhez képest fordított. 
Az egyes regressziós együtthatókat külön nézve a néps r ség esetében elég homogén 
képet láthatunk: a legtöbb területegységnél elmondható, hogy a néps r ség értékének 
változásával megegyez  irányban változik a GDP/f  értéke, egy-két spanyol, lengyel, észt és 
görög régió jelent ez alól kivételt. A dél-francia, kelet-spanyol, egyes norvég és svéd 
régiókban a leger sebb a néps r ség fejlettséget befolyásoló hatása. A munkanélküliségi ráta 
béta értékeit tekintve, egyes portugál, spanyol, dél-francia és dél-görög régiók értéke mutat 
egyez  irányt, míg a központiak ellentétest. A leger sebb befolyásoló hatás Északnyugat-
Spanyolország, Dél-Norvégia, Közép-Svédország és Közép-Németország esetén látható. A 
gazdasági aktivitás regressziós együtthatói esetében, a keleti periférikus részeken, portugál-
spanyol régiókban illetve Benelux államok területén ellentétes irányú, míg a centrum 
területeken egyez  irányú együttmozgás tapasztalható. Az ír, észak-angol, közép-spanyol, dél-
francia, benelux és közép-olasz régiókban látszik a legjelent sebb fejlettséget meghatározó 
hatás. A tercier foglalkoztatottak arányára vonatkozó béta értékek az el z ekt l eltér en 
eléggé változatosan alakulnak, ugyanis az ellentétes irányú hatás csak részben jellemz  a 
periféria területeken, emellett megfigyelhet  Dél-Franciaország és Észak-Spanyolország 
területén. Észak-Spanyolország, Észak-Franciaország, Írország, Skócia, Benelux államok, 
Csehország és Észtország régióira vonatkozóan leger sebb a fejlettséget befolyásoló hatás. A 
standardizált béta értékeket megjelenít  térképeket egymás mellett nézve, az is 
megállapítható, hogy a négy magyarázó változó közül az adott területen, melyiknek er sebb a 
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31. ábra: Az adaptív kerneles meghatározott számú szomszédot figyelembe vev  számítás R2 értékei 
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32. ábra: A 50 szomszédot figyelembe vev  adaptív kerneles GWR számítás béta értékei 
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Munkanélküliségi ráta
























33. ábra: A 50 szomszédot figyelembe vev  adaptív kerneles GWR számítás standardizált béta értékei 
107 
A regressziós egyenletek által becsült értékeket az eredeti értékekkel összehasonlítva, azt 
láthatjuk, hogy inkább alul becsültek a modellek, mint felül. 
Térképezve a reziduum értékeket, az állapítható meg (34. ábra), hogy a GWR modell 
eredménye jó, hiszen segítségével sikerült az autokorrelációt kiküszöbölni az eredeti OLS 
modellb l (nem lehet szabályszer ségeket felfedezni az ábrán.) 
 
             – (-2500,1)
-2500,0 –         0,0
       0,1 –   2500,0
 2500,1 –   5000,0
 5000,1 –
 
34. ábra: Az 50 szomszédot figyelembe vev  adaptív kerneles GWR számítás reziduum 
értékei 
 
A GWR tehát egy lokális modell, ugyanis nem a teljes adathalmaz globális összefüggéseit 
számszer síti, hanem lokálisan, meghatározott keresési körzeten belül vizsgálja a függ  és a 
független változók kapcsolatát, így alkalmas térben változó kapcsolatok figyelembevételére is 
(Mitchell 2005). A GWR tulajdonképpen a globális regressziós modell egyfajta javítása, 





Dolgozatomban az európai regionális fejlettségi tagozódás többtényez s vizsgálatára 
tettem kísérletet, kiemelt szempontként kezelve a szomszédsági kapcsolatokat. Ezen belül két 
f  részre lehet tagolni ezt a munkát, ugyanis az els  felében területi autokorreláció 
segítségével (Moran I, LMI) vizsgáltam, hogy a szomszédságnak van-e illetve mekkora a 
szerepe az európai regionális fejlettségi tagozódásban. A második felében globális regressziós 
modell segítségével próbáltam meg feltárni a fejlettséget (egy f re jutó GDP) befolyásoló 
tényez ket. Azonban a modell „hibás” volta miatt, annak javítására volt szükség és így 
jutottam el a szomszédsági meghatározottság kiküszöbölésére törekv  spatial lag és spatial 
error autoregresszív modellekhez. Sikerült szignifikáns modelleket felállítani, ezzel is 
bizonyítva a dolgozat els  felében feltártakat. Végezetül egy lokális regressziós módszer, a 
földrajzilag súlyozott regresszió (GWR) segítségével régiós szinten vizsgáltam tovább a 
regressziós kérdéseket. 
A bevezetésben feltett kutatási kérdésekre a következ  válaszok adhatók:  
1. Mit jelent a térparaméter fogalma és milyen típusai különböztethet k meg? 
A társadalmi-gazdasági állapotok és folyamatok területi elemzésekor, az ok-okozati 
összefüggések feltárása érdekében, esetenként szükség lehet a térbeliség szerepének külön 
szempontként való figyelembevételére. Ezekben a vizsgálatokban, matematikai-statisztikai 
módszereket is alkalmazva, szükségessé válik a térbeliséget jellemz  tényez k 
számszer sítése. A számszer sítéssel kapott tényez ket nevezzük térparamétereknek. Ezek 
szerint a térparaméterek alatt a területi vizsgálatokba bevont, a térbeliség szerepét kifejezni 
hivatott tényez ket értjük. 
A vizsgálatokban leggyakrabban szerepl  térparaméter a távolság. A távolság értelmezése 
és mérése sokféleképpen történhet, értelmezése egyrészt függ a vizsgálati egységt l 
(település, térség), a viszonyítási alaptól, a távolságtípustól és a területi kerett l. A másik 
jelent s térparaméter a szomszédság, ami tulajdonképpen egy speciális távolságbeli helyzet, 
ugyanis ekkor a két térség közötti távolság 0. A szomszédság alapesetben az érintkezés egyik 
fajtája, számszer sítése általában dummy-indexszel történik. A harmadik fontos térparaméter 
a fekvés, amely alatt egy térelem környezetéhez való viszonyának térbeli megjelenését értjük. 
A földrajzi (küls ) térben a fekvés a helyzettel azonos értelemben használt fogalom. Ezen 
kívül a térparaméterek közé lehet sorolni a földrajzi szélességet és hosszúságot, amelyek 
többféleképpen megjelenhetnek egy konkrét vizsgálatban: „önállóan” szerepelhetnek, mint a 
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NY-K, vagy É-D pozíciót jelz  számok, segítségükkel számolható a távolság, valamint a 
fekvés és a szomszédság, irány és alak tényez k meghatározására is eszközül szolgálhatnak. 
2. Milyen szerepe van jelenleg a térparamétereknek a matematikai-statisztikai módszereket 
alkalmazó területi vizsgálatokban? 
A vizsgált 150 cikk alapján kijelenthet , hogy jelent s a térparaméterek szerepe a 
matematikai-statisztikai módszereket alkalmazó területi vizsgálatokban. 
A cikkek elemzése alapján a következ k állapíthatók meg: 
- az általános gazdasági témájú és a tercier szektorral foglalkozó cikkekre jellemz  
inkább a térparaméterek használata; 
- a három leggyakrabban használt térparaméter a távolság, a szomszédság és a fekvés; 
- a leggyakrabban használt módszerek a regresszió, illetve annak területi változatai, 
valamint az autokorreláció és bizonyos ökonometriai modellek; 
- 133 cikkben volt kimutatható, hogy van a térbeliségnek szerepe a jelenség 
alakulásában, s a térbeliség szerepének vizsgálata jelent s többlet-információt ad, f ként a 
népességeloszlás, a migráció, a munkaer piaccal kapcsolatos kérdések, a közlekedés, a 
külföldi m köd t ke-befektetés, a K+F tevékenység témakörökben; 
- a területi fejlettségi vizsgálatokban is használnak térparamétereket, ezen belül is a 
szomszédságra koncentrálva, jelent s számúban megállapításra került annak fontos 
szerepe, és sok vizsgálatban eleve a szomszédságra épül  módszerekb l indulnak ki. 
3. Hogyan alakultak illetve változtak a területi különbségek az Európai Unióban 1995-
2009 illetve 1999-2009 között?  
Az európai regionális gazdasági fejlettségi tagozódás vizsgálata keretében három területi 
egyenl tlenségi mutató (súlyozott relatív szórás, Hoover-index, Gini-együttható) segítségével 
áttekintésre kerültek a fennálló különbségek és azok változása az egy f re jutó GDP-re és a 
munkanélküliségi rátára vonatkozóan. A folyamatok irányát tekintve mindkét mutató esetében 
három periódust lehet elkülöníteni. 
Az egy f re jutó GDP tekintetében, 1998-1999-es ingadozást leszámítva területi 
kiegyenlít dés figyelhet  meg. A munkanélküliségi ráta esetében 2001-et követ en látható 
területi kiegyenlít dés, majd 2009-ben ismét növekedtek a területi különbségek, azonban 
kérdéses, hogy ez csak egy kis ingadozás, vagy a folyamat irányának hosszabb távú változását 
jelenti. 
A GDP/f -re és munkanélküliségre vonatkozó eredményeket összehasonlítva, az látható, 
hogy a munkanélküliségi ráta esetében nagyobbak az egyenl tlenségek, valamint, hogy 
jelent sebb mértékben csökkentek a különbségek, mint az egy f re jutó GDP esetében. 
110 
Id ben nézve, párhuzamosság figyelhet  meg a területi különbségek változásában, a két 
mutató közötti közepesen er s korrelációs kapcsolat révén. A vizsgált id szak végi ellentétes 
irányú területi folyamatok oka az, hogy a gazdasági válság következtében a fejlettebb 
területek lefelé nivellálódása következett be a termelést illet en, így az egy f re jutó GDP 
értékek továbbra is közelednek, csak már nem az elmaradottabb térségek felzárkózásával, 
hanem a fejlettebbek „visszafejl désével”. A munkanélküliségi ráta esetében azért van ez 
másképp, mint a GDP-nél, mert az elbocsájtások az elmaradott térségeket jelent sebben 
érintették. 
Az országokon belüli különbségek áttekintése alapján az állapítható meg a GDP/f  
tekintetében, hogy 1995 és 2009 között az országok többségében n ttek a területi 
különbségek, a munkanélküliségi ráta tekintetében 1999 és 2009 között pedig csökkentek. 
Egyes országokban tudvalev , hogy kiugró fejlettség  a f város, ezért érdemes megvizsgálni, 
hogyan alakultak a területi különbségek a f város, vagy az azt magába foglaló régió nélkül. 
Az egy f re jutó GDP értékeket tekintve, az látható, hogy azokban az országokban jelent s a 
különbség a két érték között, ahol a f város és környezete kiugró fejlettség , és nincs jelent s 
ellensúlya. Azokban az országokban volt kicsi a különbség, ahol több hasonló súlyú 
nagyváros van, így kiegyenlítettebb a gazdasági tér, az ország térszerkezete. A 
munkanélküliségi ráta országon belüli területi egyenl tlenségeit, a f városok kihagyása nem 
befolyásolta számottev en. 
4. A szomszédsági meghatározottság továbbra is megfigyelhet  Európában a regionális 
fejlettségi tagozódás esetében? 
A területi autokorrelációs számítások alapján az állapítható meg, hogy a szomszédsági 
meghatározottság továbbra is megfigyelhet  Európában, a Moran-féle I értékeket vizsgálva az 
látható, hogy mind az egy f re jutó GDP, mind pedig a munkanélküliségi ráta tekintetében 
jelent s szomszédsági kapcsolatok állnak fenn jelenleg, a szomszédos területegységek értékei 
nagy valószín séggel hasonlítanak egymásra. Azonban ez fokozatosan gyengül, kezd egyre 
mozaikosabbá válni a gazdasági fejlettségi kép, s ennek következtében Európa térszerkezete 
ma egyre inkább leírható már Kunzmann sz l  modelljével, mint Brunet kék banánjával. 
Az egy f re jutó GDP esetében a szomszédsági meghatározottság folyamatosan veszít a 
jelent ségéb l, míg a munkanélküliségi rátát tekintve a szomszédsági hatások 2008 óta ismét 
er södnek, a vizsgálat id távja miatt, azonban még nem látható, hogy ez mennyire hosszú 
távú folyamat. Az egy f re jutó GDP-re jellemz  tendencia jól magyarázható a központi, 
nagyvárosi régiók kiugró fejl désével, ezen régiók ugyanis jobb adottságaik, lehet ségeik 
(magasan kvalifikált munkaer  nagyobb aránya, megfelel  infrastruktúra, kedvez  befektetési 
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lehet ségek stb.) révén környezetükhöz képest gyorsabban fejl dnek, s így a szomszédsági 
hasonlóság csökkenése irányába hatnak; s e tendencia egész Európa területén megfigyelhet  
(EK 2007). Ezzel párhuzamosan az ún. backwash hatás következtében a periféria területek 
visszaesése, lassabb fejl dése látható. A munkanélküliségi rátára vonatkozóan 2008-ban 
irányváltás észlelhet , aminek oka az, hogy a gazdasági válság következtében, a fejlettebb 
területek lefelé nivellálódása miatt a szomszédok hasonlósága is növekszik. A GDP/f  
esetében azért nem látható ez, mert ennek realizációja a munkanélküliséghez képest 
késleltetve következik be. Ha a két mutatóra számított Moran I értékeket összehasonlítjuk, azt 
láthatjuk, hogy a munkanélküliségi ráta esetében sokkal jelent sebb volt a változás, mind az 
értékek nagysága mind a folyamatok iránya tekintetében. 
Az egész Európára jellemz  folyamatok áttekintése után a LMI számítás segítségével az 
autokorrelált zónák kiterjedésének, valamint az autokorreláció intenzitásának meghatározása 
következett. Ennek keretében kimutatásra került, hogy az egy f re jutó GDP esetében a 
mozaikosság felé történt elmozdulás, míg a munkanélküliségnél nem láthatók ilyen jelent s 
változások. 
5. A legelterjedtebb elemzési eszközt l, a területi autokorrelációtól eltér , de szomszédsági 
kérdések vizsgálatára is alkalmas módszerek adnak-e többletinformációt a kérdéskör 
vizsgálatához? 
Ezek a globális regressziós modell javítására használt autoregressziós modelleket (spatial 
lag és spatial error modellek) jelentik, és igaz ezek másként közelítik a kérdéskört, mint az 
autokorreláció, de a kiindulási OLS regresszióhoz képest jobb közelítést adnak, eredményük 
megbízhatóbb. 
A regressziós vizsgálatok egy OLS modell felállításával kezd dtek, mely során a 
fejlettséget reprezentáló egy f re jutó GDP-re, mint függ  változóra került felállításra 
regressziós modell a gazdaságilag aktívak aránya, a munkanélküliségi ráta, a néps r ség, és a 
tercier szektorban foglalkoztatottak aránya független változók segítségével. A modell 
jóságának tesztelése után nyilvánvalóvá vált, hogy több szempontból is javításra szorul, így 
els sorban a területi autokorrelációból ered  torzítás kiküszöbölése érdekében spatial lag és 
spatial error modellek számítása következett. Ennek keretében a hibatag területi 
autokorreláltságának megsz ntetésére kell törekedni, a spatial lag modell esetében ez a 
magyarázó változók körének, egy újabb, a függ  változó adataiból számított ún. térben 
késleltetett változóval (spatial lag) történ  b vítését jelenti. Egy másik lehet ség erre a 
hibatag térben késleltetett értékeinek bevonása új magyarázó változóként, ami a spatial error 
modell közelítése. 
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Összességében az mondható el, hogy a modelljavítási kísérletek sikerültek, hiszen mind a 
spatial lag, mind a spatial error modellek szignifikánsnak bizonyultak és mindkett  esetében 
n tt a megmagyarázott hányad, az OLS regresszióhoz képest. A három modell közül a spatial 
error modell eredménye a legmegbízhatóbb. 
6. A használt matematikai-statisztikai módszerek alapján mennyivel jobb egy lokális 
modell a globálisnál? 
Ha a Local Moran I (LMI) illetve a GWR számítások eredményeit nézzük, látható, hogy a 
lokális modellek a globálisak által elfedett különbségek feltárására teljes mértékben 
alkalmasak. Használatuk azért fontos, mert segítségükkel áttekinthet k a regionális 
folyamatok és megállapítható, hogy a globális trend mögött milyen regionális eltérések 
húzódnak. A feltett kérdést kis mértékben átfogalmazva az emelhet  ki, hogy a vizsgálati 
kérdés dönti el, hogy megelégszünk-e a globális közelítéssel. 
A LMI azt mutatja meg, hogy lokális szinten milyen er sség  az autokorreláció, a Moran 
szórásdiagram segítségével, pedig arról kapunk információkat, hogy az egyes területegységek 
és szomszédaik hasonlóak-e, és ezt a hasonlóságot magas, vagy alacsony kiindulási értékeik 
okozzák. 
A GWR modell segítségével a függ  és független változók közötti kapcsolat változó 
területi mintázatát nézhetjük meg, úgy hogy minden egyes területegységre felállítunk egy 
regressziós egyenletet a szomszédos régiók értékei alapján. E számítás esetében az a 
legfontosabb megállapítás, hogy az egyes régiókra vonatkozó R2 értékek megmutatták, hogy a 
változók közötti összefüggések nem ugyanannyira igazak az összes régióra, némelyek esetén 




1. Lineáris regresszió 
„Esetünkben a lineáris regresszió-számítás, egy többváltozós, általános modelljét 
alkalmazzuk. Így a feltételes várható értéket a magyarázó változók lineáris kombinációjaként 
specifikáljuk: 
 
ppx xxx ⋅++⋅+⋅+= ββββμ .......22110 , 
ahol jβ  paraméterek a modell szerint rögzített, de ismeretlen változók, egyben parciális 
meredekségek is, melyek megmutatják a magyarázó változóban történt egységnyi abszolút 
változásnak az eredményváltozóra gyakorolt abszolút hatását. Célunk olyan { }pβββ ;....; 21  
szám p-s kialakítása, az adott yi, xi1, …., xip (i=1, 2, …, n) adott, ismert értékek mellett, 
melyre az 
iippiii exxxy +⋅++⋅+⋅= βββ .....2211 , 
[ ] )00;.....0;0( 21 ==== ipiii xxxy  
egyenletekben a reziduális eltérések négyzetösszegei minimálisak. Ez csak ott lehet, ahol az 


































































































Ez az egyenlet adja meg az adatainkhoz leginkább illeszked  megoldást.” 
Kincses Á. (2011): Statisztika jegyzet, KRE 
 
 
2. Likelihood függvény 
„Tegyük fel ismét, hogy van egy megfigyelhet  X valószín ségi változónk egy kísérletb l; 
a valószín ségi változó S halmazbeli értékeket vesz fel. Tegyük fel még, hogy X eloszlása 
függ egy ismeretlen  paramétert l, ami  paramétertérbeli értékeket vesz fel. Speciálisan, 
jelöljük X s r ségfüggvényét S felett f -val  esetén. Természetesen az X változónk 
majdnem mindig vektor érték . A  paraméter szintén lehet vektor érték . 
Az L likelihood függvény az a függvény, amit úgy kapunk, hogy a s r ségfüggvényben 
felcseréljük x és  szerepét, azaz -t tekintjük a változónak és x-et az adott információnak 
(becslés esetén pontosan ez a lényeg): 
Lx( )=f (x), , x S 
 
A maximum likelihood módszer esetén megkísérlünk egy u(x) értéket találni a  
paraméterhez, ami maximalizálja Lx( )-t minden x S esetén. Ha ezt meg tudjuk tenni, akkor 
az u(X) statisztikát a  maximum likelihood becslésének hívjuk. A módszer ránézésre 
megfelel  – megpróbálunk olyan paraméterértékeket találni, amelyek a legnagyobb 
valószín séggel vezetnek a ténylegesen megfigyelt adatokhoz. 
Mivel a természetes logaritmus függvény szigorúan monoton n , Lx( ) maximuma, ha 
létezik, ugyanott van, ahol ln(Lx( )) maximuma. Ez utóbbi függvényt hívjuk log likelihood 
függvénynek és sok esetben könnyebb dolgozni vele, mint a likelihood függvénnyel 
(tipikusan mivel az f (x) s r ségfüggvény szorzat alakú).” 
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Munkám céljául az európai regionális gazdasági fejlettségbeli tagozódás helyzetének, 
változásának többváltozós matematikai statisztikai módszerek használatával történ  
bemutatását t ztem ki. E tág témakörön belül kiemelt szempontként a területiség, az ún. 
térparaméterek szerepe jelenik meg dolgozatomban. A korábban ebben a témában született 
munkák arról tanúskodnak, hogy az európai fejlettségi tagolódásban jelent s, s t többször 
legmeghatározóbb a szomszédsági egymásra hatás szerepe (Ertur – Le Gallo 2000, Tóth 2003, 
Szabó 2006a), ezért úgy döntöttem, hogy a lehetséges térparaméterek közül a szomszédsággal 
fogok kiemelten foglalkozni. Ehhez els ként elméleti, módszertani úton közelítek, majd 
konkrét vizsgálatokkal mutatok rá a szomszédság szerepére. 
A dolgozat öt fejezetre tagolódik. A bevezetést (I. fejezet) követ en a térparaméterek 
értelmezésével és szerepével foglalkozom (II. fejezet). Mivel dolgozatom els sorban az 
európai szomszédsági hatások kérdéskörével foglalkozik, ezért megkerülhetetlen a 
szomszédság fogalmának meghatározása, valamint az, hogy egyáltalán miként lehet 
kvantitatív módszerekbe egy ilyen tényez t bevonni. Mindennek áttekintését tágabb léptékben 
teszem meg, a szomszédságot, mint a térparaméterek egyik fajtáját jellemzem. 
Ezt követ en (III., IV. fejezet) az alkalmazott módszereket, majd a módszerek alkalmazása 
révén kapott számítási eredményeket ismertetem. Ezt a részt az európai regionális fejlettségi 
egyenl tlenségek jellemz inek, illetve változásának általános feltárásával, leírásával kezdem, 
majd a szomszédság szerepének vizsgálatára térek át, a területi autokorreláció módszerének 
használatával, el ször globálisan tesztelve, hogy van-e létjogosultsága a további vizsgálatok 
elvégzésének, utána pedig lokális szinten folytatva a számításokat. A negyedik fejezet egésze 
regressziós módszertanra épül, és itt kísérlem meg feltárni több tényez  segítségével a 
fejlettséget befolyásoló tényez ket. A szomszédsági paraméterek az alapmodell javítása 
kapcsán jutnak szerephez, amely révén a Spatial Error, Spatial Lag és Geographically 
Weighted Regression modellekhez jutunk el, majd ezek alkalmazásával a folyamatokat egyre 




The aim of my thesis is the presentation and analysis of the status and change of the 
European and regional division of development with using multiple-variable-mathematical 
and -statistical methods. Within this wide topic the role of the geographical parameters appear 
as a significant aspect. Previous studies on the same subject also testify the importance of 
neighbouring influence on the division of improvement in Europe (Ertur & Le Gallo 2000, 
Tóth 2003, Szabó 2006), therefore, the neighbourhood out of the geographical parameters is 
the central topic of this study. First of all, I am going to discuss the empirical and 
methodological questions, and afterwards present examples verifying the role of the 
geographical parameters. 
The thesis consists of five chapters. After the introduction (Chapter I.), I deal with the 
interpretation and the role of the geographical parameters (Chapter II.). As the main topic of 
my thesis is the European neighbouring questions, the determination of the idea of the 
neighbourhood was necessary, as well as, the determination of the methodology how we 
could use these variables in quantitative methods. I am going to do this with a wider 
perspective in mind, and describe the neighbourhood as a type of the geographical parameters. 
Subsequently, the used methods and their results (Chapter III., Chapter IV.) are going to be 
discussed. I am starting this part with the description of the characteristics and change of the 
European regional inequalities, then continuing with the examination of the role of the 
neighbourhood using the method of spatial autocorrelation. First, I am going to test globally if 
the use of further examinations is justified, then continue the calculations locally. All of the 
forth chapter is dedicated to the methodology of the regression, here I try to explore the 
variables which influence the development with the help of some variables. The neighbouring 
parameters play a role in the correction of the basic model, so we are using the Spatial Error, 
Spatial Lag and Geographically Weighted Regression, which provide better models. In the 
last chapter, the most important conclusions are summarized. 
 
