Abstract: Different Population-based Algorithms (PbAs) have been used in recent years to solve all types of optimization problems related to water resource issues. However, the performances of these techniques depend heavily on correctly setting some specific parameters that guide the search for solutions. The initial random population size P is the only parameter common to all PbAs, but this parameter has received little attention from researchers. This paper explores P behaviour in a pipe-sizing problem considering both quality and speed criteria. To relate both concepts, this study applies a method based on an efficiency ratio E. First, specific parameters in each algorithm are calibrated with a fixed P. Second, specific parameters remain fixed, and the initial population size P is modified. After more than 600,000 simulations, the influence of P on obtaining successful solutions is statistically analysed. The proposed methodology is applied to four well-known benchmark networks and four different algorithms. The main conclusion of this study is that using a small population size is more efficient above a certain minimum size. Moreover, the results ensure optimal parameter calibration in each algorithm, and they can be used to select the most appropriate algorithm depending on the complexity of the problem and the goal of optimization.
Introduction
A water distribution network (WDN) is a system of different elements, such as tanks, pipes, pumps, different types of valves, etc., connected to bring water resources to end users. It is a vital component of urban infrastructure and requires significant financial investment by governments and businesses.
Optimization of WDN includes several important factors, such as pipe sizing, distribution demands, pressure uniformity, water quality, improvements in network efficiency by district metering areas (DMAs), etc. All these variables are important in the planning, design and operation of the system. Performing a complete list of all variables, where each possible solution is evaluated, becomes infeasible as the network grows in size. Consequently, efficient guided search methods should be used.
Although these problems are not independent, it is possible to formulate and solve them independently. In this regard, from an economic point of view, pipes are the central elements of study because they represent the highest economic costs in WDN projects. Therefore, this study important faced by any PbA user, and it may be critical in many optimization problems. In addition, this parameter is likely the only issue that is shared by all optimization algorithms.
All Population-based algorithms base the search process on two steps: exploration of the search space and exploitation of information acquired during the search process. The performance of a PbA is directly related to the balance of these two processes, and the initial population has a considerable influence on this equilibrium. When the exploitation process is dominant compared to exploration, the population of the algorithm loses diversity too early, and the algorithm prematurely converges to local minima. Traditionally, researchers relate small population size to premature convergence and, therefore, poor solutions.
However, when exploration is dominant, the algorithm wastes considerable time exploring regions of the search space that are not interesting. Therefore, the algorithm increases the convergence time. Population sizes that are too large can result in a slow optimization process.
Therefore, a population size should be chosen that represents a trade-off between solution quality and search time, but little research has been conducted regarding this topic. Some researchers have addressed the problem by trying to control the diversity of the population [23, 24] , while others have tried to directly find the relationship between population and convergence time [25, 26] . Additionally, some approaches divide the main population into two populations, in which some individuals evolve as usual and others are used as memory to store past good solutions [27, 28] . However, no studies have directly related the influence of population size to several optimization objectives. The first contribution of this paper is in this area.
Furthermore, Wolpert and Macready [29] claim that there is an optimization method that works best for each type of optimization problem, but there is no single method that is best for all optimization problems (No free Lunch theorem). For this reason, Maier et al. [22] also highlight, as a research challenge, the development of methodologies to calculate the performance of the algorithm.
Generally, researchers consider two components to evaluate the performance of an algorithm: how close the found solutions are to the known, global, lower cost solution and how quickly this solution is found [8] . It is important to consider that Population-based algorithms identify different solutions each time they are run and some authors [30, 31] emphasize the need to develop objective methods for comparing algorithms. In this regard, Marchi et al [31] warn that it is not sufficient to consider only the best result and the minimum number of function evaluations in a run, because the neutrality of the evaluation may be compromised. Although the need for neutral comparison methodologies is clear, there are only a few attempts in the literature to date [32] . The second contribution of this paper is in this area. This paper proposes a method to determine the most efficient initial size of the random population P in optimization algorithms for the WDN pipe-sizing problem, relating the quality of the solutions and the required computational effort. This study uses a novel approach [32] based on an efficiency rate (E) that was applied to the results obtained by four different PbAs in four benchmark networks.
This study shows that proper calibration of PbAs improves performance by increasing the probability of finding low/good cost solutions. In this regard, the results identify the most efficient population size for each algorithm and show that small populations are generally more efficient than large populations. In addition, the paper compares the performances of selected algorithms in different benchmark networks. The results can be used to determine the best algorithm depending on the complexity of the problem and the optimization goals.
The remainder of the paper is organised as follows. In Section 2, the proposed optimization models, the programming environment and methods are presented. Section 3 illustrates the selected case studies and analyses the complexity of each benchmark network. The results of the computational experiments are analysed in Section 4. Finally, Section 5 presents our conclusions and suggestions for future work.
Materials and Methods

Problem Formulation and Selected Algorithms
The mathematical formulation of the optimal sizing problem has been established in many previous studies [33, 34] , in which the objective was to minimize the investment cost of a given pipe network. The layouts and demands are known, but the problem is constrained by minimum pressure requirements and minimum/maximum flow velocities. Therefore, the objective function (OF) is calculated as the sum of the cost of the pipes and some penalty functions that account for the constraints of the Problem (1).
In the first term of the equation, the pressure head H D,j (X i ) and the flow of each pump Q D,j (X i ) (if it exists on the network) are represented. F e,j is the energy cost in each of these points. The capital cost of the pipes is represented in the second term of the equation, where C j is the unit cost of the decision variable contained in link j of solution i, and L j is the length of pipe j. The last three terms in the equation represent the constraints of the problem, related with minimum pressure height in each node (H min,k ), maximum velocity (V max,k ) and minimum velocity (V min,k ).
These imposed constraints must achieve the possible solutions of the problem and have been included as a penalty in the total cost of the solution that subsequently affects the aptitude of the solution. In our model, pressure and velocity are considered hard constraints. For this reason, the weight functions λ i are large enough (10 7 ) to reject all solutions that violate the constraints. More details about the methodology, the objective function and the penalty terms can be found in [20] .
There are numerous methodologies based on meta-heuristics that can be applied to minimize this OF. Traditionally, heuristic and/or Population-based algorithms are stochastic search methods, and the inevitable randomness of this type of technique is controlled by general rules that govern the optimization process.
Many available algorithms can be adapted to solve the optimal pipe size problem and the fact is that the choice of techniques for comparison is subjective. After conducting a literature review, the main criteria considered for selection of algorithms was that all of them have already been successfully applied to various problems related to the WDN design in the original form of the algorithm. Actually, choosing the original form of the logarithm is just the first step, since there are many alternatives within each algorithm. In this case, the meta-heuristic algorithms chosen are as follows: the Pseudo-Genetic Algorithm (PGA), the Harmony Search Optimization Algorithm (HS), the modified Particle Swarm Algorithm (PSO) and the modified Shuffled Frog Leaping Algorithm (SFLA).
All of these techniques have received considerable attention in the literature. Genetic Algorithms were one of the first meta-heuristic algorithms applied to water resources and a general description of the technique can be found in [33] . The evolution of an initial population is based on three main processes: reproduction, crossover and mutation. Many options are available in literature for these processes that are controlled by three calibration parameters: Population size (P), Crossover frequency (P c ) and Mutation frequency (P m ). This work uses a modified version of classical GA, PGA, whose complete description can be found in [20] The HS algorithm was originally inspired by the improvisation process of Jazz musicians and a complete description of this methodology can be found in [17] . Like other methodologies, HS contains some parameters to guide the optimization process, including harmony memory size (P), harmony memory considering rate (HMCR) and pitch adjusting rate (PAR). The version of HS utilized in this work is the original from Geem [17] , because it was successfully tested on the problem of optimal pipe-sizing.
PSO was developed by Kennedy and Eberhart [35] and is inspired by the flocking and schooling patterns of birds. Each particle contains a solution and moves in the decision space with a velocity vector from a position that is initially selected at random. The PSO concept consists of changing the velocity of each particle toward better locations and is controlled by several parameters: Population size (P), velocity limit of birds (V lim ) and the learning factors C 1 and C 2 . The original PSO algorithm is often trapped into local optima, causing early convergences. Therefore, the authors include a new parameter, creating a modified version of the algorithm. This parameter, named Confusion Probability (P c ), determines the number of particles that do not follow the social behavior in each iteration [32] .
The technique of SFLA performs a meta-heuristic search based on the evolution of particles called memes, trying to imitate the search for food by a group of frogs that exchange information among themselves. The original SFLA was developed by Eusuff and Lansey [18] but the version of SFLA utilized in this work is from Elbeltagi et al. [36] , because their modifications lead to better results for pipe-sizing problem [37] . The global exchange of information in this modified version of SFLA is controlled by five parameters: the number of memeplexes (m), the number of frogs per memeplex (n), the fraction of frogs in the memeplex that will evolve (q), the number of memetic evolutions or evolutionary steps (N s ) and a search acceleration factor (C).
More details about the model and the particularities of each algorithm can be found in [32, 37] .
Specific Operators and Calibration
The relative simplicity of Population-based algorithms has favoured their application in a wide variety of disciplines and engineering problems. However, to function properly, certain control parameters must be set for a new problem. This study divides the different parameters into two groups: specific parameters in each algorithm and common parameters in all algorithms. Specifically, the only parameter common to all PbAs is the initial size of the random population P, and it must be sufficient to guarantee the diversity of solutions.
Regarding the calibration, parameters can be optimized in two ways [38] : parameter tuning and parameter control. In parameter tuning, the parameters remain fixed and the PbAs are run for different values of these parameters, analysing the impact of the chosen values on the algorithm performance. It is the traditional method of testing and comparing parameters, but it usually requires considerable time to achieve acceptable performance.
One alternative to tuning parameters by hand is to rely on mathematical analysis or parameter control. In this case, the algorithms adapt these parameter settings on-line during the actual run using feedback from the search process. Although parameter control has obvious advantages, the required computational overhead, the need for initial parameter values and restricted domains decrease the efficiency for some problems.
Of the many approaches to algorithmic parameter tuning, this study partially adopts the methodology proposed by McClymont [33] . It begins with the selection of the problem. Next, several trial runs are applied, and parameters are tuned. Finally, the results are statistically analysed to ensure the best configuration based on the quality of the solution.
This study considers only the analysis of P, whereas the remaining parameters are fixed in each algorithm. The constant values of the remaining parameters were obtained from previous studies [20, 32, 37, 39] and correspond to the best combination in each of the algorithms based on the solution quality. Table 1 summarizes the specific parameters considered and the optimal parameter calibration for each of the techniques, which is adopted as a fixed value in this study.
This preliminary work involves more than 700,000 simulations, and not all the operators have the same importance in the performance of the search process. Thereby, the performance of the algorithm is extremely sensitive to some parameters, while other parameters have little influence on maximizing the possibility of obtaining successful solutions. Notes: * More sensitive specific parameters that affect algorithm performance.
According to the calibration protocol, 300 simulations were performed for each P considered, and all remaining specific parameters were fixed. In this study, the smallest population size was 25 individuals, and the largest was 225 individuals. This calibration protocol has been applied to all PbAs considered in this study.
Efficiency Criteria
After the simulations, a methodology was used to measure the efficiency (E) of the algorithm. First, a statistical analysis was performed based on the quality of the obtained solution and the convergence time required to reach the solution. Then, both concepts are related. In this sense, E is an original concept proposed by the authors [32] . It represents an objective approach to comparing different algorithms applied to the same problem according to Equations (2) and (3):
where η quality is associated with the quality of the simulations, representing the number of successful solutions N successful divided by the total number of simulations performed N sim . Note that N successful is the number of "known global lowest cost" or the number of "good" solutions, depending on the optimization objective, i.e., this rate can be defined according to the requirement of the solutions. For example, sometimes it may be preferable to find a set of solutions close to the lowest cost but that can be obtained with a smaller computational effort. In this study, a "good solution" can be defined as a solution with a fitness function that does not exceed a certain threshold above the known global lowest cost. The term η convergence is related to the computational effort required by the algorithm to reach the final solution. η convergence refers to the number of objective function evaluations performed by the algorithm before finding the final solution to the problem. An evaluation of the OF represents a call to the hydraulic solver, so that only the chains that changed from the previous generation are re-evaluated. Therefore, the number of calls to a hydraulic package does not necessarily have to match the number of generations in the algorithm multiplied by the population size P. Optimization software was programmed to compute this data, which is obtained directly in each simulation.
Finally, the ratio of both defines E (Equation (3)), giving an idea of the performance of the algorithm. E reports the number of "successful" evaluations obtained per call of the OF. Similarly, 1/E represents the number of evaluations of the OF required to find a successful solution to the sizing problem. In this study, E is used to determine the most efficient P in each algorithm and problem considering both quality and speed criteria.
Programming Environment
The calibration of operators in a meta-heuristic algorithm requires many simulations with reliable results. In this study, a new computer programme called HAWaNet (Heuristic Algorithms Water Networks) has been developed to optimize the design and operation of water networks. The HAWaNet programme includes several meta-heuristic techniques, including those mentioned above (see Section 2.1). The software can conduct massive simulations in parallel, and it is integrated with the network hydraulic solver EPANET (version 2.00.12) using the programmer's toolkit [40] .
Note that not all of the hydraulic solvers use the same hydraulic parameters in the energy conservation equation. Therefore, the results can vary slightly, changing the low-cost solution. It is important to consider that these small differences between different hydraulic solvers may be the reason that a solution complies or not with the constraints. For example, one of the most well-known formulas for head-losses is the Hazen-Williams equation, which has different versions depending on certain numeric conversion constants. A more detailed mathematical explanation can be found in [34] . Accordingly, this paper uses EPANET as hydraulic solver because of its extensive use in this field.
Test Problems and Results
Most studies in the literature approach algorithm comparison in a similar way, using a set of benchmark problems to test the algorithms. In this sense, Wang et al. [41] categorized benchmark design problems into four groups: small, medium, intermediate and large.
Under this classification, this study considers two small and three medium-sized benchmark networks to evaluate the performance of the methods described above from the standpoint of efficiency: the Two Loop network, the BakRyan network, the Hanoi network [42] , the New York tunnel network [43] and the GoYang network [44] . These networks are well-known benchmark problems that are commonly used to evaluate meta-heuristic algorithms. Consequently, many different solutions are available in the literature, but they are small problems compared to a real water distribution system. Therefore, another simplified real network is presented, called the R-9 Joao Pessoa network [45] . This network is also medium size, but it is closer to the intermediate category. This network was included to study a more hydraulically complex network that could limit the conclusions of this study, since this network has 11 loops. Table 2 summarizes the most relevant information regarding these networks, including the number of decision variables (pipes), number of diameters used to solve the optimization problem, search space size, minimum pressure requirements at the nodes and best known solution to date, according to the chosen hydraulic solver EPANET (version 2.00.12). Besides, this table includes the number of different final solutions (local minima) obtained by all the algorithms, as a measure of the solutions dispersion. This is a key point to understand the complexity of the problem, along with the size of the search space.
After the simulations, all PbAs implemented reached the lowest cost solution currently available in the literature. The total number of simulations, including previous study-specific parameter calibration and the analysis of the influence of the initial population size P, was more than 700,000. First, the difficulty of different pipe-sizing problems was analysed. An overview of the results can be used to classify benchmark networks depending on their complexity.
There are different ways to measure the complexity of these problems, but generally, some researchers only associate the complexity of the pipe-sizing problem with the search space. Obviously, as the number of decision variables (pipes) and choices (diameters) increases, so does the size of the search space and finding (near) global optimum solutions becomes more difficult.
However, the size of the search space may not be the only criterion to consider in determining the complexity of each network. For example, if medium-sized problems are considered, the Hanoi network is of great interest because only a small percentage on the total search space is feasible. This feature complicates the search and tests the ability of the algorithm to find good feasible solutions in a largely unfeasible space, increasing the complexity of this problem against others with a greater search space.
Thus, the search for a known global minimum becomes more complex as the number of local minima near the optimum solution increases. In this sense, the last column in Table 2 shows the number of different solutions recorded by the four algorithms implemented as a final solution. As shown, the smaller problems have low solution dispersion with only 10 different solutions for all runs in the BakRyan network and 60 in the Two Loops network. Obviously, the BakRyan network is the simplest of the analysed cases. Note: a Cost in won (1000 won ≈ 1 US$).
Within medium-sized networks, GoYang has low solution dispersion, with only 303 different solutions for all runs. Moreover, 99% of simulations in this network have overruns within 0.3% of the low-cost solution. Therefore, the GoYang network is the simplest of this group.
By contrast, the dispersion of results was highest for the Joao Pessoa network, with 16,101 different solutions found, and algorithms can yield final solutions with up to a 20% overrun of the global known minimum solution. The Joao Pessoa network is the most complex case among those analysed in this study. More details regarding the complexity of the pipe-sizing problem can be found in [32, 37] .
Analysis of Results
The calibration protocol presented in Section 2.2 involves performing at least 300 simulations for each initial population size P considered, keeping all remaining specific parameters fixed. This calibration protocol has been applied to the four PbAs studied in this analysis (PGA, PSO, HS and SFLA). Regarding fixed parameters, optimum calibration of each specific parameter considering the efficiency of the algorithm was performed in a previous study [32] of each algorithm and network.
After the simulations, test runs were classified depending on P and their success rate. The success rate is the ratio of the number of times a minimum/good solution was achieved to the total number of simulations performed. Although all algorithms implemented reached the low-cost solution available in the literature (see Table 2 ), the low-cost solution of the Joao Pessoa case lacks sufficient replication due to the complexity of the network. Thus, solutions with costs that did not exceed 1% of the global minimum in the literature were considered successful.
A statistical analysis of the results based on initial population size was conducted for each algorithm and network. This analysis considers the quality of the obtained solution η quality , the speed of convergence η convergence of the algorithm and the relationship between the previous two, which is defined as the efficiency E of the algorithm. Figure 1 shows the success rate considering the probability of finding the global known minimum in each network according to the initial population size. It is important to highlight the importance of pre-calibrating the specific parameters in each algorithm, thereby increasing the number of successful solutions. The repeatability of obtaining low-cost solutions is related to η quality in Equation (3) . Considering the overall performance of each algorithm in obtaining low-cost solutions, the results clearly show that the SFL algorithm is the most powerful of those tested because it produces more successful solutions in all networks. Conversely, the HS algorithm has great difficulty finding low-cost solutions, except in the small problems and in the New York network, which are problems with less complexity.
Regarding the analysis of initial population size P, the number of low-cost solutions is generally larger for larger populations. Note that the improvement in the number of low-cost solutions for larger populations is not linear, and all algorithms reach a certain P at which no improvement occurs or improvement is very small.
For example, in the case of the SFL algorithm, this "stable" P is directly dependent on the complexity of the network. Thus, for the Hanoi, New York networks and the Two Loops networks, no significant improvements are obtained at P > 75. For the Joao Pessoa network, which is more complex and has a larger search space, the algorithm gradually improved to P = 150 individuals. It then stabilized or worsened depending on P. Finally, for the BakRyan and GoYang networks, all tested populations yielded similar results because these networks represent simple cases based on the number of local minima. Therefore, the probability of obtaining the low-cost solution was approximately 95% and 60% respectively, defining the limit of the algorithm for these networks.
In the case of the PGA, the algorithm follows the general trend of obtaining the most successful solutions for larger populations. However, in the cases of the small networks and GoYang networks, no improvements are obtained at P > 100 due to its simplicity. The behaviours of the PSO and HS algorithms are similar to that of the SFL algorithm, with the existence of limit populations at which no significant improvements are produced based on minimum solutions.
Different aspects of each algorithm must be considered when assessing convergence speed (η convergence ). Thus, the previous calibration of specific parameters and the differences in the search processes of each algorithm play key roles in the speed of convergence [32] . Figure 2 shows the average number of OF evaluations required to reach the final solution at each tested population size and for each algorithm and network. According to the results, the differences in the convergence speeds of different networks and algorithms are large. As expected, the larger the population size is, the greater the number of OF evaluations. The number of OF evaluations was highest in the Hanoi and Joao Pessoa networks because they have larger search spaces and more local minima, i.e., these networks are more complex. Conversely, for small problems, Two-Loops and Bak-Ryan are the simplest cases, and they converge faster. These general trends occur in all algorithms.
Additionally, the optimization process of each algorithm is an important differentiating factor in the degree of convergence. Therefore, the HS algorithm generally requires fewer evaluations to reach the final solution in all analysed networks. Moreover, among all tested algorithms, it exhibits the smallest difference between small and large initial populations, considering only the speed of convergence.
By contrast, the SFL algorithm requires many OF evaluations to reach the final solution, i.e., the algorithm spends more time looking if it has not found a successful solution. Based on the average number of OF evaluations, the performances of the PGA and PSO algorithms were between those of the HS and SFLA for all cases except the New York network.
Finally, if the number of OF evaluations is analysed considering the initial size of the population, the conclusions are the same for the PGA, PSO and SFLA. For all these algorithms, the number of OF evaluations increases almost linearly with increasing initial population size, as shown in Figure 2 .
The general concepts of solution quality and computational effort are related by the efficiency E, which is defined as the ratio between η quality and η convergence , according to Equation (3). As noted above, E describes the performance of each algorithm while considering both the ability to obtain the desired solution and the computational effort required to reach this solution. This paper analyses E for all algorithms, considering both the possibility of obtaining the global minimum and obtaining a "good solution" to the problem (3% above the minimum). Thereby, the efficiency E of obtaining low-cost solutions for all tested networks is given in Figure 3 . Comparing the performance of different algorithms and considering the more complex networks (Hanoi and Joao Pessoa), the PGA and SFLA are far superior to the PSO and HS algorithms.
Numerically, the E of the PGA for the best population size (P = 50 individuals) in the Hanoi network is 1.47, 5.33 and 5.64 times larger than those of the SFLA, PSO and HS, respectively. This suggests that for every global minimum obtained by the HS algorithm, the PGA obtained more than 5. These differences are even greater for the Joao Pessoa network, for which the efficiency of the PGA is 1. 16, 6 .54 and 18.16 times higher than those of the SFLA, PSO and HS algorithms, respectively.
Based on these results, the PGA and SFLA are the most efficient algorithms for solving more complex networks, i.e., problems that have larger search spaces and great dispersion of local minima near the low-cost solution. Regarding HS and PSO, these two algorithms are heavily penalized in such networks based on efficiency because they have great difficulty finding successful (low cost) solutions, as shown in Figure 1 .
However, the performances of the HS and PSO algorithms improve considerably for the simplest networks, especially for the New York network, which is an exception to the general behaviour. Because of their simplicity, all the algorithms are able to find low-cost solutions more easily in this network, and the speed of convergence becomes more important. In this network, HS is the most efficient technique, but it has E values very similar to those of the SFLA and PSO, while PGA is the least efficient. Specifically, the E value of the optimally calibrated HS (P = 125 individuals) was 1.06, 1.51 and 3.52 times higher than those of the optimally calibrated SFL, PSO and PG algorithms, respectively, in the New York case.
Finally, the GoYang network exhibits the same trends as the most complex networks because the PGA and SFL algorithms are far superior to the other algorithms. In this case, the PGA is 1.17, 3.5 and 5.95 times more efficient than the SFLA, PSO and HS algorithms, respectively.
Analysing the six networks together, the PGA can be considered most robust when the goal is to obtain the global known minimum (low-cost solution), since all networks have E values very close to the highest. Similarly, the SFL algorithm is efficient when networks are complex, but it makes no sense to use it in simple networks with few local minima, since its performance is low in this type of problem considering E.
However, some analyses seek to obtain a set of near optimal solutions that approximate the global minimum. In this sense, Section 2.3 defines a good solution as a solution with a final cost that does not exceed a certain threshold above the known global lowest cost. Figure 4 shows the efficiency E when the goal is to obtain a "good solution", which is defined in this study as a solution with a cost that does not exceed 3% of the global known minimum.
If the objective is to obtain a set of "good solutions" close to the global optimum, the results show significant variations from those of the previous analysis. The PGA is still the most efficient algorithm in four of the six networks analysed. However, the SFL algorithm significantly reduces E values because it performs more OF evaluations to find the final solution.
Additionally, the HS algorithm had trouble finding the global known minimum, but it can obtain many "good solutions" without much computational effort. Therefore, the E values are much higher, and it is the second most efficient algorithm in the BakRyan, Hanoi and GoYang networks. Moreover, it is the most efficient algorithm in the Two Loops and New York networks. The exception to this trend is the Joao Pessoa network, which represents the most complex network. In this case, the HS algorithm is not able to find many solutions near the low-cost solution.
Finally, if the individual results of each algorithm based on the initial population P are analysed, it is obvious that large populations are not the most efficient resource in most cases. Additionally, the correct choice of P depends heavily on the complexity of the problem and the problem goals.
For example, treating the global known minimum as the optimization goal and the Two Loops, the BakRyan and the GoYang networks as the simplest cases tested, Figure 3 shows that smaller populations are the most efficient in the PGA and SFLA. In addition, if we expand the optimization goal to obtain a set of "good solutions" close to the global minimum (3% above), the hypothesis is confirmed, and Figure 4 shows that smaller population sizes are the most efficient in five of the six networks for all algorithms tested. However, the general trend when obtaining the global low-cost solution as the optimization goal is that E improves with increasing initial population until a limit is reached, at which point the performance no longer improves or worsens. For example, the results of the SFL algorithm show that E increases to a certain population in the New York, Hanoi and Joao Pessoa networks. For P > 75, P > 100 and P > 150 respectively no significant differences are observed between the tested population sizes. According to Figures 3 and 4 , the key to evaluating the population size is to study when increasing P does not improve E, or improving imperceptibly. Table 3 summarizes the analysis of P based on the efficiency of each algorithm in all networks, resulting in an initial random population size limit beyond which no improvements occur in terms of E.
As shown, the population limit that lowers the efficiency is generally related to the complexity of the optimization problem. Thus, the more complex the network is, the greater the population size that marks the efficiency limit. 
Conclusions
Solving optimization problems using Population-based algorithms is of great interest because these algorithms can search beyond the local minimum of the objective function. Many of these methodologies have been successfully applied to the WDN problem, however, knowledge regarding appropriately setting the parameters that govern the search process is lacking. The initial random population size is one of these parameters, and it considerably influences algorithm performance based on the solution quality and speed of convergence.
This paper applies a methodology based on an efficiency ratio that relates the size of the initial random population to the quality of the solution and the computational effort required to achieve it. It also allows comparison of the performances of different algorithms in an objective manner, providing a tool for researchers to choose the most appropriate algorithms depending on their goals.
This methodology was assessed using four Population-based algorithms and six benchmark networks. Based on a statistical analysis of the results, the conclusions of the study are presented as follows:
•
In terms of efficiency E and considering the complexity of the pipe-sizing problem, the PGA and SFLA are better for complex networks, such as Hanoi or Joao Pessoa, when the goal is to obtain the global minimum. These algorithms are more likely to identify the lowest-cost solution. Meanwhile, the HS and PSO algorithms hardly found global minimums, which severely decrease their efficiency.
The HS algorithm exhibited improved performance in less complex water networks such as small problems, in which all algorithms are able to find minimal solutions easily. In addition, if we extend the range of solutions that is considered successful to include good solutions (3% above the global minimum), the HS algorithm is the best in the New York network and the second most efficient for the rest of networks (except in the Joao Pessoa network). In this case, the algorithms that require fewer OF evaluations to reach the final solution benefit, and HS is the fastest algorithm.
The PGA is the most robust technique for finding low-cost solutions because it has a high value of E in all networks, which is similar to the values obtained by the best algorithm in each case.
• SFL algorithm efficiency E is close to the PGA in complex networks (Hanoi and Joao Pessoa) when the goal is to obtain the low-cost solution. However, if the optimization goal is based on obtaining "good solutions", other techniques are better because the algorithm SFL is penalized due to the high number of evaluations of the objective function performed in the optimization process.
Regarding the initial random population size, normally the efficiency improves as P increases to a certain limit, beyond which the performance no longer improves or worsens. This size "limit" depends on the complexity of the problem and the problem goal, but larger populations are generally less efficient than small populations when finding a global known.
In addition, expanding the optimization goal to include a set of "good solutions" close to the global minimum (3% above) confirms the hypothesis, and in the range considered, the smallest population is the most efficient in almost all algorithms and networks.
• Numerically, all algorithms exhibit their highest values of E when finding good solutions near the minimum for 25 < P < 50. To obtain low-cost solutions, the tested algorithms need larger populations (except in the simplest problems), with the highest values of E observed for approximately 75 < P < 125. These values vary slightly for each algorithm and network, but they are a good starting point, regardless of the complexity of the network in the studied cases.
Finally, the methodology proposed in this paper is simple and easily reproducible by other researchers who seek to relate the solution quality and computational effort. The results are applicable to various scenarios and allow the selection of an appropriate population size, optimizing the efficiency of the algorithm.
