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Abstract. In this paper, we analyze a non-classical discrete-time queueing
model where customers demand variable amounts of work from a server that
is able to perform this work at a varying rate. The service demands of the cus-
tomers are integer numbers of work units. They are assumed to be independent
and identically distributed (i.i.d.) random variables. The service capacities,
i.e., the numbers of work units that the server can process in the consecutive
slots, are also assumed to be i.i.d. and their common probability generating
function (pgf) is assumed to be rational. New customers arrive in the queueing
system according to a general independent arrival process. For this queueing
model we present an analysis method, which is based on complex contour in-
tegration. Expressions are obtained for the pgfs, the mean values and the tail
probabilities of the customer delay and the system content in steady state. The
analysis is illustrated by means of some numerical examples.
1. Introduction. In many queueing applications, where some kind of customers
require some kind of service from a given service facility (or “server”), the amounts
of service that the customers demand are different, and the rate at which the server
is able to provide that service also varies over time. In some applications, the
service rate varies between only 2 possible values, corresponding to “on” and “off”
states of the server. This is typically modeled using the concept of vacations or
service interruptions (see e.g. [13, 14, 26, 27]). In other applications, where the
server is not always either on or off but may also be working at a reduced (or
accelerated) speed, the service rate can take on a range of possible values. Example
applications where both the service demands and the service rates vary over a
range of possible values include packet-switched routers where the packet sizes are
variable and the available bandwidth fluctuates over time due to network congestion
or the time-varying or fading nature of wireless channels (see e.g. [5, 10, 19, 20]),
manufacturing plants where the production capacity varies due to maintenance
actions, gradual deterioration or failures of machines (see e.g. [4, 15]), web services
where the available processing power fluctuates due to background processes or
shared hosting, etc.
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These variable service requirements and variable service rates are traditionally
modeled using the single notion of “service time”, which is the amount of time
that the server needs to fully serve one customer (see e.g. [2, 17, 30]). This single
notion, however, is not always sufficient to model both effects. This is because if
the amount of service that each customer requires (which we refer to as the “service
demand” of the customer) varies from customer to customer, and the amount of
work that the server is able to perform per time unit (which we refer to as the
“service capacity” of the server) varies over time, then there may be a non-trivial
correlation between the consecutive service times. Indeed, the service time of a
customer depends on the service capacity of the server during the service of that
customer, which in turn may be correlated with the service capacity during the
service of the next customer, which in turn influences the service time of that
next customer. The degree of correlation between consecutive service times may
depend on many system parameters, including the load and the arrival process in
general. Indeed, if the load is very low, then there will most often be long idle times
between the service of one customer and the next, so there will likely be little or
no correlation between the service times. On the contrary, if the load is high, the
amount of correlation may be very large. These kinds of effects cannot be modeled
by the many classical queueing models that take the arrival process and the service
times to be independent of each other.
In the scientific literature some papers do exist on continuous-time queuing mod-
els where the variable service demands of customers and the variable service rates of
the server are modeled explicitly (see e.g. [6, 18, 21, 24, 28]). However, the discrete-
time equivalents with variable service demands and variable service capacities have
received only little attention so far.
In this paper, we therefore study a discrete-time queueing model that explicitly
models both the service demands of the customers and the service capacity of the
server. Specifically, in our queueing model, time is divided into fixed-length inter-
vals, referred to as (time) slots, and both the service demands of the customers and
the service capacities in each time slot are assumed to be integer numbers of “work
units”. The service demands of the customers are assumed to be independent and
identically distributed (i.i.d.) from customer to customer, and the service capacities
are i.i.d. from slot to slot. Finally, also the numbers of customer arrivals during the
consecutive slots are assumed to be i.i.d. random variables.
With a focus on discrete-time queueing models, existing related work considered
various restrictions for the distribution of the service capacities. In [8] and [31],
it was assumed that the service capacities follow a geometric distribution. In [9],
the model was analyzed under the restriction that the service capacities are deter-
ministically equal to a given constant. In [32], Yao et al. obtained a relationship
between the customer-delay and the system-content distributions for the specific
case of constant service demands and constant service capacities. In [11] we ana-
lyzed this model with the restriction that the distribution of the service capacities
has finite support. Finally, in [12], we considered the case where the probability
generating function (pgf) of the service capacities is a rational function; the analysis
in [12] was, however, restricted to the steady-state customer delay.
In our present paper, we now again consider service capacities with a rational pgf
and we extend the analysis of [12] to include the system content as well. Note that
all phase-type distributions have a rational pgf (see e.g. [23]), and note in particular
that all the restrictions on the service capacities in previous work imply that the
PHASE-TYPE SERVICE CAPACITIES 1903
service capacities follow a phase-type distribution. Therefore, our present paper
can be seen as a generalization of the papers [8, 31, 9, 11, 12].
The paper is organized as follows. In Section 2, we describe the considered
queueing model in more detail. Next, in Section 3, we outline the analysis of the
queueing model and present expressions for the pgfs of the unfinished work in the
system, the delay of an arbitrary customer, and the system content in steady state.
The calculation of moments of the system content and the delay is discussed in
Section 4, and approximations for the tail probabilities of the system content and
the delay are derived in Section 5. Section 6 is devoted to a remarkable property,
referred to as the “invariance property”. We discuss some numerical examples in
Section 7 and conclusions are given in Section 8.
2. Queueing model description. In this paper, we study a discrete-time queue-
ing model, where time is divided into contiguous fixed-length intervals, referred to
as (time) slots. New customers arrive in the queueing system according to a general
independent arrival process. This means that the numbers of arriving customers
during the consecutive slots are i.i.d. from slot to slot. We denote pgf of the number
of customers arriving in an arbitrary slot by A(z). The mean number of customers
arriving per slot, the so-called mean arrival rate, is denoted by λ , A′(1).
Each customer has a service demand, expressed as a positive integer number of
work units. This is exactly the amount of work that the server will have to perform,
possibly over the course of multiple time slots, to completely serve the customer.
The service demands of the customers are assumed to be i.i.d. from customer to
customer. The common pgf of the service demands of the customers is denoted by
S(z). The mean service demand is denoted by τ , S′(1).
The number of work units that the server can execute in a time slot is referred to
as the service capacity of the server during that time slot. These service capacities
are assumed to be non-negative integers that are i.i.d. from slot to slot. We denote
their common pgf by R(z), which is assumed to be a rational function. The mean
service capacity (per slot) is denoted by µ , R′(1). We also introduce the mutually
prime polynomials PR(z) and QR(z) such that
R(1/z) =
PR(z)
QR(z)
, (1)
and we let m denote the degree of QR(z).
We assume that the numbers of arrivals in each slot, the service demands of the
customers, and the service capacities during each slot, are mutually independent
random variables.
The server cannot initiate the service of a customer during the arrival slot of that
customer. Stated otherwise, the service of a customer can start at the earliest during
the slot following his arrival slot, even if the customer arrives in an empty system.
Customers from the queue are served sequentially by the server in first-come-first-
served (FCFS) order. In each slot, no more work units are executed than the
available service capacity for that slot. If the available service capacity during a slot
is less than the (remaining) service demand of the customer currently in service, then
that customer’s service simply continues in the next slot, with a reduced remaining
service demand. Conversely, if the service capacity is larger than the remaining
service demand of the customer currently in service, the server will completely
serve that customer and use its remaining service capacity to immediately (i.e., still
during the same slot) start also the service of the next customer in the queue (if
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any). This is repeated until either the whole service capacity of the server during
that slot has been used or there are no customers left in the queue that still require
service.
3. Queueing analysis. In this section, we present the analysis of the above queue-
ing model. Specifically, we derive expressions for the steady-state pgfs of the unfin-
ished work in the system, the customer delay and the system content. Additional
details on the analysis method are given in the appendices.
3.1. Pgf of the unfinished work. As a first step in the analysis, we derive an
expression for the pgf U(z) of the unfinished work, i.e., the sum of the (remaining)
service demands of all the customers in the system, at the beginning of an arbitrary
slot in steady state. This pgf is a useful intermediate result for the delay analysis
of Section 3.2.
We begin our derivation by introducing a notation for some of the random vari-
ables pertaining to the state of the system in slot k. We let Uk denote the unfinished
work at the beginning of slot k, we define Ak as the number of customer arrivals dur-
ing slot k, the variable Sk,i represents the service demand of the ith (i = 1, 2, ..., Ak)
customer entering the system during slot k and Rk is the service capacity during
slot k. In every slot k, the following system equation then holds between these
random variables:
Uk+1 = (Uk −Rk)+ +
Ak∑
i=1
Sk,i, (2)
where (...)+ = max(..., 0).
Let us now assume that the system is stable, i.e, that the equilibrium condition
λτ < µ is satisfied. Taking the z-transform of both sides of equation (2), taking the
limit for k →∞ and using the fact that all the above random variables pertaining
to the same slot k (i.e., Uk, Ak, Rk and the Sk,i’s) are all independent of each other,
we then easily obtain
U(z) = A(S(z)) lim
k→∞
E
[
z(Uk−Rk)
+
]
. (3)
In Appendix A, we show that under the assumption that the service-capacity pgf
R(z) is a rational function (see (1)), equation (3) can be further transformed into
the following expression for the pgf U(z):
U(z) = (µ− λτ) (z − 1)A(S(z))
1−R(1/z)A(S(z))
∏
ζ ∈S−1R
(
1− ζ
z − ζ
)µζ ∏
ξ∈N−T
(
z − ξ
1− ξ
)nξ
, (4)
where S−1R denotes the set of poles of R(1/z), µξ denotes the multiplicity of a pole
ξ ∈ S−1R , N−T denotes the set of zeros of T (z) , QR(z) − A(S(z))PR(z) inside or
on the unit circle, excluding the zero at z = 1, and nξ denotes the multiplicity of a
zero ξ ∈ N−T .
3.2. Pgf of the customer delay. We now turn to the analysis of the customer
delay. More specifically, we derive in this section an expression for the pgf D(z)
of the delay DC that an arbitrary customer C experiences in the system in steady
state, under a FCFS scheduling discipline. This delay is measured as the number
of slots between the end of the arrival slot of the customer and the end of the slot
during which the customer leaves. Note that the customer delay cannot be 0, since
PHASE-TYPE SERVICE CAPACITIES 1905
a customer that arrives during a slot cannot receive any service during that same
slot.
Before proceeding with the actual delay analysis, we first derive the pgf of a
related quantity, VC , the unfinished work observed by the customer C upon arrival.
It is defined as the total number of work units present in the system just after
the arrival slot of customer C, but to be executed before or during the service of
customer C. Work units belonging to any customer arriving after customer C are
not counted, even if some of those work units are executed while customer C is
technically still in the system, i.e., during the last slot of the service of customer C.
Mathematically, VC is therefore defined as
VC = (UJ −RJ)+ +
FC+1∑
i=1
SJ,i, (5)
where J denotes the arrival slot of customer C, FC is the number of customers that
arrive in slot J but are to be served before C, and SJ,i is the service demand of
the ith customer in slot J . It is well-known (see e.g. [25]) that for any queue with
independent, ordered arrivals, the pgf of FC is given by
E[zFC ] =
A(z)− 1
λ(z − 1) . (6)
Using this property and equation (3), the pgf V (z) of VC then follows immediately
as
V (z) =
U(z)
A(S(z))
· A(S(z))− 1
λ (S(z)− 1) · S(z) (7)
=
µ− λτ
λ
· S(z)
S(z)− 1 ·
z − 1
1−R(1/z)A(S(z)) · (A(S(z))− 1)
·
∏
ζ ∈S−1R
(
1− ζ
z − ζ
)µζ ∏
ξ∈N−T
(
z − ξ
1− ξ
)nξ
. (8)
The delay DC of customer C is related to the quantity VC as follows. Customer
C will still be in the system at the start of a slot if and only if fewer than VC work
units have been executed since the end of the arrival slot J of C. In other words,
DC > k ⇔ VC > RJ+1 +RJ+2 + ...+RJ+k. (9)
In Appendix B, the relationship (9) between random variables DC and VC is trans-
formed into the following relationship between their pgfs:
D(z) =
z
2piı
∮
L′
V (ξ)
ξ (ξ − 1) ·
1−R(1/ξ)
1− zR(1/ξ) dξ, (10)
where L′ is a contour around the origin such that ∀ξ ∈ L′ : R−1R < |ξ| < RV and
|zR(1/ξ)| < 1, with RX denoting the radius of convergence of a pgf X(z).
Next, under the assumption of a rational pgf R(1/z), it is shown in Appendix B
that the relation (10) further simplifies to
D(z) =
z − 1
z
m−1∑
k=0
V (αk(z))
R′(1/αk(z))
· αk(z)
αk(z)− 1 , (11)
where the functions αk(z) are the m zeros for ξ of
1− zR(1/ξ). (12)
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The relationship (11) is valid for all z for which the zeros αk(z) are distinct, which
is the case for all but at most 2m− 1 values of z.
Substituting the expression (8) that we previously found for the pgf V (z), and
using R(1/αk(z)) = 1/z (see (12)) to simplify the result, we finally obtain
D(z) =
µ− λτ
λ
m−1∑
k=0
1− z
R′(1/αk(z))
· S(αk(z))
S(αk(z))− 1 ·
1−A(S(αk(z)))
z −A(S(αk(z))) · αk(z)
·
∏
ζ ∈S−1R
(
1− ζ
αk(z)− ζ
)µζ
·
∏
ξ∈N−T
(
αk(z)− ξ
1− ξ
)nξ
.
(13)
This expression still contains the functions αk(z). These are the zeros of an m-
degree polynomial with coefficients that depend on z, and for these zeros a closed-
form solution is only available for specific classes of distributions (see Appendix
D). If no closed-form solution is available for these zeros, then inverting the pgf
D(z) analytically is very difficult. However, inverting this pgf numerically, using
methods such as those described in [1], is always very straightforward. Additionally,
expression (13) can be used to calculate the expected value and other moments of
the delay, as detailed in Section 4, and may also be used to derive a dominant-pole
approximation for the tail probabilities of the delay, as explained in Section 5.
3.3. Pgf of the system content. The last quantity that we study in this paper
is the system content. Specifically, in this section, we obtain an expression for the
pgf B(z) of the system content, i.e., the total number of customers present in the
queueing system, at the beginning of an arbitrary slot in steady state.
To do so, we first relate the distribution of the system content at the beginning
of an arbitrary slot to the system-content distributions at arrival and departure
instants. It is a well-known fact (see e.g. [22]) that in any system with ordered
arrivals and departures, the pgf Ba(z) of the system content just before the arrival
of an arbitrary customer is equal to the pgf Bd(z) of the system content just after
the departure of an arbitrary customer, i.e., Ba(z) = Bd(z). To relate B(z) and
Ba(z), we simply use (6) and find
Ba(z) = B(z)E[z
FC ] = B(z)
A(z)− 1
λ(z − 1) . (14)
Secondly, we relate the system content just after the departure of an arbitrary
customer C to the delay DC of that customer. Since customers are served in FCFS
order, the system content just after the departure of C is given by
GC +
DC∑
k=1
AC,k, (15)
where GC is the number of customers arriving in the same slot as customer C,
but to be served after C, and AC,k is the number of customers arriving in the kth
slot after the arrival slot of customer C. Note that GC and DC are conditionally
independent when given FC . Also note that similar to (6), the joint distribution of
GC and FC can be related to the distribution of the number of customers A arriving
in an arbitrary slot in steady state, as follows:
Prob[GC = g, FC = f ] =
1
λ
Prob[A = g + f + 1]. (16)
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Therefore, we can derive the pgf Bd(z) of the system content at departure instants
as
Bd(z) = E[z
GC+
∑DC
k=1 AC,k ]
=
∞∑
f=0
Prob[FC = f ] · E[zGC |FC = f ] · E[z
∑DC
k=1 AC,k |FC = f ].
=
∞∑
f=0
Df (A(z))
λzf+1
∞∑
i=f+1
Prob[A = i]zi, (17)
where Df (z) denotes the conditional pgf of the delay of an arbitrary customer C,
given that FC takes the integer value f .
Next, using similar methods as before, the conditional pgf Df (z) and, in view of
the intermediate results (14) and (17), also the pgf B(z) can be related to the pgf
U(z) of the unfinished work at the beginning of an arbitrary slot. In particular, in
Appendix C, the following relationship is obtained:
B(z) =
A(z)(z − 1)
2piı(A(z)− 1)
∮
L′
U(ξ)
A(S(ξ))
· 1
ξ (ξ − 1) ·
1−R(1/ξ)
1−A(z)R(1/ξ)
· S(ξ) · A(z)−A(S(ξ))
z − S(ξ) dξ,
(18)
where L′ is a contour around the origin such that ∀ξ ∈ L′ : R−1R < |ξ| < RV and
|A(z)R(1/ξ)| < 1.
Moreover, it is shown in Appendix C that for a rational pgf R(z) of the service
capacities, the contour integral in this expression can be further simplified to
B(z) =
z − 1
A(z)
m−1∑
k=0
U(βk(z))
R′(1/βk(z))
βk(z)
βk(z)− 1
A(z)−A(S(βk(z)))
z − S(βk(z))
S(βk(z))
A(S(βk(z)))
, (19)
where the functions βk(z) are defined as αk(A(z)), k = 0, 1, ...,m− 1, i.e., the zeros
for ξ of
1−A(z)R(1/ξ). (20)
The relationship (19) is valid for all z for which these zeros βk(z) are distinct, which
is the case for all z but an isolated set; see Appendix D for further discussion on
these functions βk(z).
Finally, combining equation (19) with the result (4) for U(z), we obtain the
following expression for B(z):
B(z) = (µ− λτ)(z − 1)
m−1∑
k=0
βk(z)
R′(1/βk(z))
· S(βk(z))
z − S(βk(z))
·
∏
ζ ∈S−1R
(
1− ζ
βk(z)− ζ
)µζ
·
∏
ξ∈N−T
(
βk(z)− ξ
1− ξ
)nξ
. (21)
4. Moments of the system content and the customer delay. In this section,
we derive explicit expressions for the first-order moments, i.e., the expected values,
of the system content at the beginning of an arbitrary slot and the delay of an
arbitrary customer in steady state, and we explain how to obtain expressions for
higher-order moments of these quantities.
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An expression for the mean system content can be obtained by evaluating the
first derivative of B(z) to z at z = 1. This is however not entirely trivial, as
it requires the determination of the derivatives of the implicitly defined functions
βk(z) at z = 1. These latter derivatives can be calculated by differentiating both
sides of equation (20), which yields
β′k(z) =
A′(z)βk(z)2
A(z)2R′(1/βk(z))
. (22)
Higher-order derivatives of βk(z) may be obtained by differentiating both sides of
equation (22) repeatedly.
Evaluation of the derivative of B(z) at z = 1 also requires the use of l’Hoˆpital’s
rule, since it can be seen from equation (20) that one of the zeros βk(z) equals 1
when z = 1. This zero must have multiplicity 1, since R′(1) > 0, so we may unam-
biguously denote this zero as β0(z), so that β0(1) = 1. Under a few assumptions
which we will discuss shortly, we may now obtain an expression for the mean system
content by differentiating (21) to z, substituting z = 1, and using l’Hoˆpital’s rule
on the term for k = 0. This yields
B′(1) =
λ
µ
(
1 + τ −
∑
ζ ∈S−1R
µζ
1− ζ +
∑
ξ∈N−T
nξ
1− ξ
)
+
R′′(1)λ(2µ− λτ) + S′′(1)λ2µ+A′′(1)µ2τ + 2τλ2µ(1− µ)
2(µ− λτ)µ2
+ (µ− λτ)
m−1∑
k=1
βk(1)
R′(1/βk(1))
· S(βk(1))
1− S(βk(1))
·
∏
ζ ∈S−1R
(
1− ζ
βk(1)− ζ
)µζ
·
∏
ξ∈N−T
(
βk(1)− ξ
1− ξ
)nξ
.
(23)
The assumptions that must hold are the following:
• All zeros βk(1) must be distinct. If they are not, then equation (21) is not
applicable for z = 1. The mean value of the system content may then be
obtained by evaluating the derivative with respect to z at z = 1 of both sides
of equation (72) instead. However, since this is relatively difficult in general,
it may be easier to approximate B′(1) numerically by using a finite difference
method in that case.
• The term for k = 0 must be the only term of equation (21) that requires
l’Hoˆpitals rule for the evaluation of the derivative at z = 1. It can be shown
that the assumption does not hold if and only if the greatest common divisor
g of the period of the service demands and the period of the service capacities
is greater than 1. In that case, the simple division of all service demands
and capacities by g yields a queueing system that behaves exactly the same
way, and in particular it has the same moments of the system content and
the delay. For this equivalent queueing system, g will be equal to 1, so the
expression (23) (applied to the equivalent queueing system) may be used to
calculate the mean system content.
The mean value D′(1) of the customer delay may be obtained similarly by evalu-
ating the derivative of equation (13) at z = 1. The obtained expression is the same
as (23) multiplied by a factor 1/λ, in agreement with Little’s law.
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By using the moment-generating property of probability generating functions,
also higher-order moments of the system content and delay may be obtained. This
requires the evaluation of higher-order derivatives of B(z) or D(z) at z = 1. The
calculations, e.g. of the variances of the system content and the delay, are rather
tedious and the resulting expressions are too long to be included here. We do,
however, show some numerical results in Section 7.
5. Tail probabilities of the system content and the customer delay. In
this section, we describe dominant-pole approximations for the tail probabilities of
the system content and the customer delay in steady state. As explained in [7], if
zX is the smallest positive real-valued pole of the pgf X(z) of a random variable X,
then the tail probabilities of X can be approximated as
Prob[X = n] ≈ −CXz−n−1X , (24)
and
Prob[X > n] ≈ −CX
zX(zX − 1)
z−nX , (25)
where CX is the residue of X(z) at z = zX . These approximations thus require the
determination of 2 constants: zX and CX . We will describe how to determine these
constants, first for the system content and then for the customer delay.
5.1. System content. In general, the dominant pole zB of the system content has
to be found numerically. One way of doing this is by finding the smallest positive
real-valued zero of B(1/z). Since this is a real-valued zero, many methods can be
used for this, such as the bisection method or the Illinois algorithm.
If it is known a priori that the zeros βk(zB) are distinct, e.g. if the service-capacity
distribution belongs to one of the classes of distributions described in Appendix D,
then it is not necessary to use the lengthy expressions for B(z) obtained in Section
3.3. Instead, the following theorem is available for a much faster determination of
zB :
Theorem 5.1. If the zeros βk(zB) are distinct, then the dominant pole zB of B(z)
is the smallest positive real-valued zero from all the zeros of z − S(βk(z)), k =
0, 1, ...,m− 1.
Proof. From expression (21) for B(z) it is clear that zB must be one of the following:
(a) A zero of βk(z) − ζ for some k ∈ [0,m − 1] and some ζ ∈ S−1R . However, note
that this would imply that R(1/βk(zB)) = R(1/ζ), but by (20), it follows that
R(1/βk(zB)) = 1/A(zB), while by definition of S−1R , we have that R(1/ζ) =∞.
Therefore, A(zB) would have to be 0. But by (14), (17) and the fact that
Df (0) = 0, B(zB) would then have to be 0 as well, but zB is supposed to be
a pole of B(z). From this contradiction we conclude that βk(zB) 6= ζ for all k
and ζ.
(b) A pole of βk(z) for some k. However, this would not lead to a pole of B(z)
because the factors βk(z) and βk(z)− ξ in the numerator have combined mul-
tiplicity m, while the factors βk(z)− ζ in the denominator also have combined
multiplicity m.
(c) A zero of R′(1/βk(z)) for some k. However, this is not possible due to our
assumption that the zeros βk(zB) are distinct (see (20) and Appendix D).
(d) A pole of S(βk(z))/(z − S(βk(z)) for some k. This can only occur if z is a zero
of z − S(βk(z)).
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Since (d) is the only possibility, we conclude that zB is a zero of z − S(βk(z)) for
some k ∈ [0,m − 1]. Furthermore, since zB is the dominant pole, it must be the
smallest positive real-valued z for which z = S(βk(z)) for some k ∈ [0,m− 1].
Once zB is known, CB can be calculated. We again assume that the zeros
βk(zB) are distinct. It is easy to check numerically which terms in the summation
over k in (21) contribute to the pole of B(z) at z = zB , i.e., for which values of k
zB = S(βk(zB)). We denote the set of these k as K. The residue CB of B(z) at
z = zB can now be calculated by summing the individual residues of these terms in
(21). We find
CB = (µ− λτ)
∑
k∈K
βk(zB) (zB − 1) zB A(zB)2
R′(1/βk(zB))A(zB)2 − S′(βk(zB))A′(zB)βk(zB)2
·
∏
ζ ∈S−1R
(
1− ζ
βk(zB)− ζ
)µζ ∏
ξ∈N−T
(
βk(zB)− ξ
1− ξ
)nξ
,
(26)
where we also used the fact that if k ∈ K, then S(βk(zB)) = zB to simplify the
result.
5.2. Customer delay. For the delay, the dominant pole zD and the residue CD
can be found as follows. Determining zD could in principle be done similarly to
determining zB by finding the smallest positive real-valued zero of 1/D(z). However,
in Appendix B we showed that the radius of convergence RD of D(z) is given by
RD = 1/R(1/RV ). This implies that zD = 1/R(1/zV ), where zV is the dominant
pole of V (z). From (7) and (4) it is easy to see that the dominant pole zV of V (z) is
given by the smallest positive real-valued zero of 1−R(1/z)A(S(z)). Since this does
not contain any implicitly defined functions, finding zV and using it to calculate zD
is typically easier than finding zD directly.
To determine the residue CD, we will use the relation (11). Note that the factor
αk(z)− 1 in the denominator of (11) does not yield a pole of D(z) at z = zD since
that would imply zD = 1. Then, using arguments similar to those used in Theorem
5.1, we find that if the zeros αk(zD) are distinct, then the factor R
′(1/αk(z)) does
not contribute to the dominant pole either, so that αk(zD) must be a pole of V (z)
for some k. Denote the set of all z that are both a pole of V (z) and equal to αk(zD)
for some k ∈ [0,m− 1] as V. Then, we can calculate the residue CD as
CD =
µ− λτ
λ
·
∑
z∗∈V
S(z∗)
S(z∗)− 1 ·
(zD − 1)2
z∗
[
R′(1/z∗)z−2∗ −A′(S(z∗))S′(z∗)zD−2
]
·
∏
ζ ∈S−1R
(
1− ζ
z∗ − ζ
)µζ ∏
ξ∈N−T
(
z∗ − ξ
1− ξ
)nξ
,
(27)
where we have used the facts that if z∗ ∈ V, then αk(zD) = z∗ and A(S(z∗)) =
1/R(1/z∗) = 1/R(1/αk(zD)) = zD to simplify the result.
6. Invariance property. In [8] it was first observed that when the service de-
mands follow a shifted geometric distribution (with minimum value 1) and the
service capacities follow a geometric distribution, i.e., when
S(z) =
z
τ + (1− τ)z (28)
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and
R(z) =
1
1 + µ− µz , (29)
then the distributions of the system content and the delay depend on τ and µ only
through their ratio τ/µ. This remarkable property was termed the “geometric in-
variance property” in [8]. From numerical results obtained for the more general
queueing model considered in this paper (see also further in Section 7), we discov-
ered that this may also be true for some other service-demand and service-capacity
distributions. In this section, we therefore first explore other conditions under which
the “invariance property” holds, i.e., under which the distributions of the system
content and the delay only depend on τ and µ through their ratio τ/µ.
If the service demands follow a shifted geometric distribution, then due to the
memoryless property of the geometric distribution, each work unit of a customer’s
service demand has the same probability 1/τ of being the last work unit of that
customer’s demand, regardless of how many other work units of service that cus-
tomer has already received. Therefore, if the system has a certain service capacity
of n work units in a given slot, then the number of customers that can leave in that
slot is binomially distributed with parameters n and 1/τ . Hence, the pgf R˜(z) of
the number of customers that can leave in an arbitrary slot k can be calculated as
R˜(z) =
∞∑
n=0
Prob[Rk = n] ·
(
1− 1
τ
+
z
τ
)n
= R
(
1− 1
τ
+
z
τ
)
.
(30)
To determine when the invariance property holds, let c denote the ratio τ/µ. Then
(30) can be rewritten as
R˜(z) = R
(
cµ− 1 + z
cµ
)
. (31)
Since the pgf R˜(z) describes the number of customers that can be served each slot,
which is independent from slot to slot, this pgf fully characterizes the service process.
Therefore, if the service-capacity distribution is such that (31) only depends on c,
and not on the individual value of µ, then the invariance property holds. This is at
least the case for the following distributions:
1. The negative binomial distribution, with pgf
R(z) =
(
m
m+ µ− µz
)m
, (32)
with as special case the geometric distribution (m = 1).
2. The binomial distribution, with pgf
R(z) =
(
1− µ
m
+
µ
m
z
)m
, (33)
with as special case the Bernoulli distribution (m = 1).
3. The Poisson distribution, with pgf R(z) = exp(µ(z − 1)).
Next, if the service capacities follow a geometric distribution, then again due
to the memoryless property of the geometric distribution, regardless of how many
work units of service have already been executed during a slot, there will be service
capacity remaining in that slot with probability µ/(1 +µ) and no remaining capac-
ity with probability 1/(1 +µ). Therefore, the number of slots it takes to serve each
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work unit of a customer’s service demand simply follows a geometric distribution
with parameter 1/(1 +µ) and mean 1/µ. Hence, if a customer has a certain service
demand n, then his “service time” is negative binomially distributed with parame-
ters 1/(1+µ) and n and mean n/µ. Note that this service time is independent from
one customer to the next, and can be equal to 0 slots. This allows us to calculate
the pgf S˜(z) of the service time of an arbitrary customer C as
S˜(z) =
∞∑
n=0
Prob[SC = n] ·
(
µ
1 + µ− z
)n
= S
(
µ
1 + µ− z
)
.
(34)
Again denoting the fraction τ/µ by c, we rewrite this as
S˜(z) = S
(
τ
c+ τ − cz
)
. (35)
Similarly as before, the pgf S˜(z) fully characterizes the service process, so that if
the service-demand distribution is such that expression (35) does not depend on τ
but only on c, then the behavior of the queue only depends on the value of τ (or µ)
through the ratio τ/µ, i.e., the invariance property holds. This is for instance the
case for the shifted negative binomial distribution, with pgf
S(z) =
(
mz
τ + (m− τ)z
)m
, (36)
with as special case the shifted geometric distribution (m = 1).
For the above combinations of service-demand and service-capacity distributions
we know for sure that the invariance property holds. There may, however, be other
combinations for which it holds, and in particular, there may be combinations for
which the invariance property holds where neither the service demands nor the
service capacities are geometrically distributed. The invariance property, however,
does not hold in general. This will be illustrated in the next section, where nu-
merical results (see Figure 3) indicate that the property does not hold anymore for
the combination of shifted geometric demands and shifted geometric or determin-
istic service capacities. A full classification of all the conditions under which the
invariance property holds thus remains an open question.
7. Numerical examples and discussion. In this section, we present a few nu-
merical examples that illustrate the behavior of the queueing system, and in particu-
lar the impact of the service-capacity distribution on several performance measures
of the system. Throughout this section, we consider Poisson arrivals with mean
arrival rate λ, i.e., A(z) = eλ(z−1).
In the first example, shown in Figures 1 and 2, we study the impact of the
service-capacity distribution on the mean and the variance of the customer delay
under varying loads ρ = λτ/µ. Here, the load ρ is varied by varying λ, the service
demands are constant, with τ = 11, and 4 different service-capacity distributions
are considered, all with mean µ = 10: deterministic capacities with pgf
R(z) = z10, (37)
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Figure 1. Mean customer delay versus the load ρ, for Poisson
arrivals with varying λ, deterministic service demands with τ = 11
and various service-capacity distributions (as indicated), all with
mean µ = 10.
negative binomial capacities with parameter m = 5 and pgf
R(z) =
1
(3− 2z)5 , (38)
geometric capacities with pgf
R(z) =
1
11− 10z , (39)
and a weighted mixture of 2 geometric distributions with means 5 and 30 such that
the overall mean µ = 10, with corresponding pgf
R(z) =
26− 25z
(6− 5z)(31− 30z) .
The variances of these 4 distributions are respectively 0, 30, 110, and 310.
From Figure 1 it can be seen that, generally, a higher variance of the service
capacity leads to a higher mean delay. This is also what one would expect intuitively,
since more variability on the service capacities is in general expected to lead to a
burstier service process, which should in turn cause longer queues. However, we
notice in Figure 1 also one case where the opposite is true: under low load, the
system with negative binomially distributed service capacities turns out to have a
lower mean delay than the system with deterministic capacities, despite the fact
that the deterministic distribution has the lowest variance. Under high load it is
the other way around again.
This observation can be explained as follows. When the load ρ is very close to
0, almost every customer arrives in an empty system. Due to the fact that the
service demands are deterministically equal to 11 work units, any customer arriving
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Figure 2. Variance of the customer delay versus the load ρ, for
Poisson arrivals with varying λ, deterministic service demands with
τ = 11 and various service-capacity distributions (as indicated), all
with mean µ = 10.
in an empty system will be served in one slot if and only if the service capacity in
the next slot is at least 11 work units. Since this is never the case for deterministic
service capacities (with µ = 10), the minimum delay in this case is 2 slots. Indeed, in
Figure 1 it can be seen that for deterministic service capacities, the mean delay goes
to 2 as ρ goes to 0. For negative binomial service capacities however, the probability
that the service capacity is at least 11 work units in a slot is approximately 40.4%,
so that around 40.4% of the customers arriving in an empty system will be served
in one slot, and if the load is low enough then the mean delay will be lower than
2 slots, as can be observed in Figure 1. On the contrary, when the load is high,
relatively few customers arrive in an empty system, so the benefit that negative
binomial service capacities give to these customers becomes insignificant. In this
case, the system with deterministic service capacities will outperform the system
with negative binomial service capacities, due to the lack of randomness in the
service process, which allows customers to be served more regularly.
From the above discussion, we conclude that the queueing model studied in
this paper cannot be reduced to a classical model with independent service times,
because the “mean service time” depends on the arrival process and on the load ρ
in particular. For instance, for deterministic service capacities, this mean service
time approaches 2 as ρ approaches 0, whereas it approaches 11/10 as ρ approaches
1.
In Figure 2, we show the variance of the customer delay for the same system
parameters as in Figure 1. We observe that the relative ordering of the variances of
the customer delay for the various service-capacity distributions remains the same
for all values of the load ρ, i.e., the lines in Figure 2 do not cross, unlike those in
Figure 1. In Figure 2, a higher variance of the service capacity always corresponds to
a higher variance of the customer delay. In particular, the variance of the customer
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Figure 3. Mean system content versus the mean service demand τ
for Poisson arrivals with λ = 0.9, shifted geometric service demands
and various service-capacity distributions (as indicated), with mean
µ = τ .
delay is lower for deterministic service capacities than for negative binomial service
capacities for all values of ρ, including those near 0. In fact, as ρ approaches 0, then
for deterministic service capacities, the variance of the customer delay approaches
0 as well, which is not the case for negative binomial service capacities. This is
because if the load is very low, then with deterministic service capacities almost all
customers have a delay of 2 slots, whereas with negative binomial service capacities,
around 40.4% of the customers have a delay of 1 slot, the rest has a delay of 2 or
more slots, as discussed earlier.
In a second example, shown in Figure 3, we keep the load ρ and the mean arrival
rate λ fixed at ρ = λ = 0.9, so we keep the ratio τ/µ = 1 and we scale τ and µ
together to observe the impact of their actual values on the mean system content.
The service demands have a shifted geometric distribution (with minimum value 1)
and 5 different service-capacity distributions are considered, all with mean µ = τ :
deterministic, negative binomial (with m = 3), geometric, shifted geometric (with
minimum value 1), and binomial (with m = 10) service capacities.
We clearly see that for geometric service capacities (and shifted geometric de-
mands), the mean system content does not depend on the actual values of τ and
µ but merely on their ratio, as predicted by the invariance property discussed in
Section 6. This means that higher service demands of the customers are in this
case exactly compensated by proportionally equally higher service capacities of the
system. However, note that while the invariance property holds for geometric ser-
vice capacities, it does not hold for shifted geometric service capacities, as the mean
system content in the latter case clearly depends on µ. The same is true for de-
terministic service capacities. Finally, from Figure 3 it can also be seen that the
invariance property also holds for binomial and negative binomial service capacities,
in agreement with the discussion in Section 6.
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Figure 4. Dominant-pole approximation of the tail probabilities
of the system content, for Poisson arrivals with λ = 3, uniformly
distributed service demands from 1 to 10 work units, and negative
binomial service capacities with µ = 10 and various values of the
parameter m, as well as deterministic service capacities.
In our final numerical example, shown in Figure 4, we consider Poisson arrivals
with λ = 3 and service demands that are uniformly distributed between 1 and
10 work units. The service capacities follow a negative binomial distribution with
µ = 10 and parameter m, and we examine the influence of the parameter m on the
tail probabilities of the system content. We observe from Figure 4 that an increase
in the parameter m reduces the probability that the system content becomes large.
This could be expected intuitively, since an increase of m corresponds to a decrease
of the variance of the service capacities, which makes the system serve the customers
at a more regular rate, which in turn decreases the probability of a large system
content.
We moreover see that the impact of increasing m is the largest when m is very
small. For instance, the increase from m = 1 to m = 2 corresponds to a relatively
large performance gain, whereas the step from m = 10 to m = 20 results in a
comparatively small performance gain. This is because there is an upper limit to
the amount of performance that can be gained by increasing m further and further.
In Figure 4, we also show the tail probabilities for the case of deterministic service
capacities, which can be considered as negative binomial service capacities with
parameter m =∞. The full line in Figure 4 therefore represents a lower bound on
the tail probabilities that can be achieved by changing the parameter m.
8. Conclusion. In this paper, we analyzed a discrete-time queueing model with
general service demands and service capacities with rational pgf. Our main results
are the obtained analytical expressions for the pgfs of the steady-state customer
delay and the system content, the expressions for the mean values of the system
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content and the delay, and the dominant-pole approximations for the tail probabil-
ities of the system content and the delay. We also found new sufficient conditions
under which the invariance property holds.
While the considered model is very general, allowing arbitrary distributions of
the number of arrivals per slot and the service demands of the customers, and
arbitrary phase-type distributions for the service capacity per slot, a restriction of
the model is that the service capacities are assumed to be independent from slot to
slot. Studying the effects of correlation between service capacities is a compelling
direction for future research.
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Appendix A. Derivation of the pgf U(z). In this appendix, we derive the ex-
pression (4) for the pgf U(z) of the unfinished work at the beginning of an arbitrary
slot in steady state. Since the random variables Uk and Rk are independent and
Rk is a random variable with a rational generating function, we can use a method
based on complex contour integration, similar to the one presented in [29] (for the
analysis of the classical discrete-time G(G)/Geo/1 queue), to further work out the
above equation. Under the assumption of a stable system, i.e., under the equilib-
rium condition λτ < µ, the following equation is then obtained for the steady-state
pgf U(z) of the unfinished work at the beginning of a slot (see [29]):
U(z) = A(S(z))
U(z)R(1/z) + (z − 1) ∑
ζ ∈S−1R
Fζ(z)
 . (40)
Equation (40) is valid at least for all z inside the unit circle, with z /∈ S−1R , where
S−1R denotes the set of singularities of R(1/z). The function Fζ(z) in (40) is defined
as
Fζ(z) =
1
2piı
∮
Cζ
U(ξ)R(1/ξ)
(ξ − z)(ξ − 1) dξ, (41)
with ı2 = −1 and Cζ a small (counterclockwise) contour around ζ but not around
any other singularity of R(1/ξ), nor any singularity of U(ξ), nor around 1 or z.
Let us now assume that the service-capacity pgf R(z) is a rational function. Then
all singularities ζ of R(1/z) are poles and we can write
R(1/z) =
PR(z)
QR(z)
=
PR(z)∏
ζ ∈S−1R (z − ζ)µζ
, (42)
wherein PR(z) and QR(z) are two mutually prime polynomials and µζ denotes the
multiplicity of the singularity ζ ∈ S−1R . Note that the degree of PR(z) cannot be
higher than the degree m =
∑
ζ ∈S−1R µζ of QR(z), since limz→∞R(1/z) = R(0) ∈
[0, 1]. Therefore, using the expression for the residue of a complex function at a
pole ζ with multiplicity µζ , we easily find that the contour integral Fζ(z) takes the
form
Fζ(z) =
µζ∑
k=1
ck
(z − ζ)k , (43)
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for yet unknown constants ck, which in turn leads to∑
ζ ∈S−1R
Fζ(z) =
N(z)
QR(z)
, (44)
with N(z) an unknown polynomial of degree m− 1. Hence, we get
U(z) =
(z − 1)A(S(z))N(z)
QR(z)−A(S(z))PR(z) . (45)
Using Rouche´’s theorem it can now be shown (see e.g. [3]) that the denominator
T (z) = QR(z) − A(S(z))PR(z) has exactly m zeros inside or on the unit circle,
one of which is equal to 1. Since U(z) must remain bounded in these zeros, the
numerator of U(z) has to vanish as well, with at least the same multiplicity. This
completely determines the polynomial N(z) and the pgf U(z) except for a constant
factor. With the normalization condition U(1) = 1, we finally get the following
expression for U(z):
U(z) = (µ− λτ) (z − 1)A(S(z))
1−R(1/z)A(S(z))
∏
ζ ∈S−1R
(
1− ζ
z − ζ
)µζ ∏
ξ∈N−T
(
z − ξ
1− ξ
)nξ
, (46)
where N−T denotes the set of zeros of T (z) inside or on the unit circle, excluding
the zero at z = 1, and nξ denotes the multiplicity of a zero ξ in this set.
Appendix B. Relationship between the pgfs D(z) and V (z). In this appen-
dix, we first prove the following general relationship between the steady-state pgf
D(z) of the delay of an arbitrary customer and the steady-state pgf V (z) of the
unfinished work observed by an arbitrary customer:
D(z) =
z
2piı
∮
L′
V (ξ)
ξ (ξ − 1) ·
1−R(1/ξ)
1− zR(1/ξ) dξ, (47)
where L′ is a contour around the origin such that ∀ξ ∈ L′ : R−1R < |ξ| < RV and
|zR(1/ξ)| < 1, with RX denoting the radius of convergence of a pgf X(z). The
radius of convergence RD of D(z) is given by RD = 1/R(1/RV ).
Proof. The delay DC of an arbitrary customer C and the unfinished work VC ob-
served by a customer C upon arrival are related as follows (see (9)):
DC > k ⇔ VC > R(k)J , (48)
where R
(k)
J denotes the sum of the service capacities during the k slots following
the arrival slot J of customer C. Since these service capacities are independent, the
pgf of R
(k)
J is given by R(z)
k. Using the fact that VC and R
(k)
J are independent, we
then find
D(z)− 1
z − 1 =
∞∑
k=0
Prob[DC>k]z
k =
∞∑
k=0
∞∑
i=0
i−1∑
j=0
Prob[VC = i] Prob[R
(k)
J =j]z
k. (49)
Next, the inversion formula for probability generating functions states that
Prob[R
(k)
J = j] =
1
2piı
∮
L
R(ζ)k
ζj+1
dζ, (50)
where L is a contour around the origin such that ∀ζ ∈ L : |ζ| < RR, where RX
denotes the radius of convergence of a pgf X(z). Note that the radius of convergence
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of R(z) and that of R(z)k are equal. By means of (50), we can rewrite equation
(49) as
D(z)− 1
z − 1 =
1
2piı
∞∑
k=0
∞∑
i=0
i−1∑
j=0
∮
L
Prob[VC = i]
(
zR(ζ)
)k
ζj+1
dζ
=
1
2piı
∞∑
k=0
∞∑
i=0
∮
L
Prob[VC = i]
(
zR(ζ)
)k ζ−i − 1
1− ζ dζ.
(51)
The above infinite summation of contour integrals is equal to the contour integral of
the infinite series (i.e., we may “swap” the summation and integration symbols) if
the contour L is chosen such that the resulting infinite series is uniformly convergent.
It is important to question when such a contour can be constructed. This is the
case if ∀ζ ∈ L : |1/ζ| < RV and |zR(ζ)| < 1. The former condition imposes a lower
bound on |ζ|, whereas the latter imposes an upper bound on |R(ζ)| that depends on
z. Since this upper bound is most severe when ζ is real and positive, and since R(ζ)
is an increasing function of ζ on the part of the real axis where 0 ≤ ζ < RR, the
bounds can be rewritten as R(1/RV ) < R(|ζ|) < |1/z|. We conclude that a contour
can be constructed if and only if |z| < 1/R(1/RV ). It follows that the radius of
convergence RD of D(z) is given by RD = 1/R(1/RV ).
If |z| < RD, we may therefore construct L as described above and bring the
summations in (51) behind the integral. We obtain
D(z)− 1
z − 1 =
1
2piı
∮
L
V (1/ζ)− 1
(1− ζ) (1− zR(ζ)) dζ. (52)
Substituting z = 0 in (52), in view of D(0) = 0, we get
1 =
1
2piı
∮
L
V (1/ζ)− 1
1− ζ dζ.
Using this result in (52) again, we find
D(z) =
z
2piı
∮
L
V (1/ζ)− 1
1− ζ ·
1−R(ζ)
1− zR(ζ) dζ. (53)
In order to further simplify the above expression, we now split the integrand into
two terms, as follows:
V (1/ζ)
1− ζ
1−R(ζ)
1− zR(ζ) −
1
1− ζ
1−R(ζ)
1− zR(ζ) . (54)
The latter term has no poles inside L, since L was chosen such that ∀ζ ∈ L :
|zR(ζ)| < 1, which implies (due to Rouche´’s theorem) that 1− zR(ζ) has no zeros
inside L, and since the simple zero of the denominator at ζ = 1 (if that would be
inside L) is canceled by the zero of the numerator at ζ = 1. We conclude that the
contribution of the latter term to the value of the contour integral in (53) is zero.
Therefore we can rewrite (53) as
D(z) =
z
2piı
∮
L
V (1/ζ)
1− ζ ·
1−R(ζ)
1− zR(ζ) dζ. (55)
Moreover, we change the integration variable in (55) to ξ = 1/ζ (which yields a
factor −1/ξ2 in the integrand), and we invert the integration path L into L′ but
still integrate in counterclockwise sense (which yields an extra factor of -1, since
the inversion of L is a clockwise path). This then leads to the desired relationship
between the pgfs D(z) and V (z).
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If the pgf R(z) of the service capacities is a rational function, the general rela-
tionship (47) can be further transformed into
D(z) =
z − 1
z
m−1∑
k=0
V (αk(z))
R′(1/αk(z))
· αk(z)
αk(z)− 1 , (56)
where the functions αk(z) are the m zeros for ξ of 1 − zR(1/ξ). The relationship
(56) is valid for all z for which the zeros αk(z) are distinct, which is the case for all
but at most 2m− 1 values of z.
Proof. If the pgf of the service capacities is a rational function, i.e., if R(1/z) is
given by (1), equation (47) can be rewritten as
D(z) =
z
2piı
∮
L′
V (ξ)
ξ (ξ − 1) ·
QR(ξ)− PR(ξ)
QR(ξ)− zPR(ξ) dξ. (57)
We now focus on the poles of the integrand in (57) inside the contour L′. Since the
service demand of each customer is at least 1 work unit, S(0) must equal 0, and
by (7) V (0) must equal 0 as well. The zero of the factor V (ξ) in the numerator of
the integrand at ξ = 0 then ensures that the factor ξ in the denominator does not
cause a pole of the integrand at ξ = 0. Furthermore, the factor QR(ξ) − PR(ξ) in
the numerator ensures that the factor (ξ − 1) in the denominator does not cause a
pole of the integrand at ξ = 1. Finally, since the contour L′ was chosen such that
∀ξ ∈ L′ : |ξ| < RV , V (ξ) has no poles inside L′ either. Therefore, the only poles of
the integrand in (57) inside L′ are the zeros for ξ of
QR(ξ)− zPR(ξ), (58)
or equivalently, of
1− zR(1/ξ). (59)
Since (58) is a polynomial in ξ of degree m, (58) has exactly m zeros for ξ. We
denote these zeros for a given value of z by αk(z), k = 0, 1, ...,m−1. It can easily be
seen that all these zeros lie inside L′. Indeed, the contour L′ was chosen such that
∀ξ ∈ L′ : |zR(1/ξ)| < 1. This implies that |zPR(ξ)| < |QR(ξ)|, so using Rouche´’s
theorem we can say that (58) has as many zeros inside L′ as QR(ξ). But all m zeros
(counting with multiplicities) of QR(ξ) must lie inside L
′, because L′ was chosen
such that ∀ξ ∈ L′ : |ξ| > 1/RR. This means that (58) must have exactly m zeros
for ξ inside L′.
To calculate the value of the contour integral in (57), we can therefore apply
Cauchy’s residue theorem (see e.g. [16]). Note that the zeros αk(z) are not neces-
sarily distinct. For a given value of z, let α(z) denote the set of zeros for ξ of (58).
The pgf of D(z) is then obtained as
D(z) = z
∑
ξ∗∈α(z)
Res
ξ=ξ∗
[
V (ξ)
ξ (ξ − 1) ·
QR(ξ)− PR(ξ)
QR(ξ)− zPR(ξ)
]
, (60)
where the residue at a pole ξ∗ with multiplicity m∗ is given by
1
(m∗ − 1)! limξ→ξ∗
dm
∗−1
dξm∗−1
[
(ξ − ξ∗)m∗ V (ξ)
ξ (ξ − 1) ·
QR(ξ)− PR(ξ)
QR(ξ)− zPR(ξ)
]
. (61)
Since all quantities in expression (60) are known or can be calculated numerically
(when z is known), this expression may be used to evaluate D(z) for any z. However,
due to the (m∗ − 1)st derivative with respect to ξ in (61), the evaluation of D(z)
may be difficult in practice if the zeros αk(z) are not distinct.
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Note that if a zero ξ of (59) has a multiplicity larger than 1, then R′(1/ξ)/ξ2 = 0.
Since R′(1/ξ)/ξ2 is the derivative of −R(1/ξ), a rational function with degree of
the numerator and the denominator at most m, there are at most 2m − 1 values
of ξ for which R′(1/ξ)/ξ2 = 0, with at most 2m− 1 corresponding values of z (see
(59)). Therefore, for all but at most 2m− 1 values of z, the zeros αk(z) of (59) are
distinct. For those z, or for all z if the service-capacity distribution is one of the
distributions discussed in Appendix D, a substantially simpler expression for D(z)
is available, because we can simplify (60) to
D(z) =
m−1∑
k=0
V (αk(z))
αk(z)
αk(z)− 1
1−R(1/αk(z))
R′(1/αk(z))
. (62)
Due to (59), we moreover have that R(1/αk(z)) = 1/z. This allows to simplify (62)
further to (56).
Appendix C. Relationship between the pgfs B(z) and U(z). In this appen-
dix, we first prove the following general relationship between the steady-state pgf
B(z) of the system content and the steady-state pgf U(z) of the unfinished work,
at the beginning of an arbitrary slot:
B(z) =
A(z)(z − 1)
2piı(A(z)− 1)
∮
L′
U(ξ)
A(S(ξ))
· 1
ξ (ξ − 1) ·
1−R(1/ξ)
1−A(z)R(1/ξ)
· S(ξ) · A(z)−A(S(ξ))
z − S(ξ) dξ,
(63)
where L′ is a contour around the origin such that ∀ξ ∈ L′ : R−1R < |ξ| < RV and
|A(z)R(1/ξ)| < 1.
Proof. By combining the intermediate results (14) and (17), we get the following
expression for B(z):
B(z) =
z − 1
A(z)− 1
∞∑
f=0
Df (A(z))
zf+1
∞∑
i=f+1
Prob[A = i]zi. (64)
To derive an expression for the conditional pgf Df (z), we can now follow the same
steps as explained in Appendix B for the derivation of the expression (47) for D(z),
except that throughout the derivation, all random variables pertaining to customer
C are conditioned on FC = f . It can easily be verified that all the steps of the
derivation remain valid. The conditional pgfs of DC and VC given that FC = f are
denoted by Df (z) and Vf (z) respectively, while the conditional pgf of R
(k)
C given
that FC = f simply remains R(z)
k, since R
(k)
C is independent of FC . The expression
we obtain for Df (z) is therefore
Df (z) =
z
2piı
∮
L′
Vf (ξ)
ξ (ξ − 1) ·
1−R(1/ξ)
1− zR(1/ξ) dξ, (65)
where L′ is a contour around the origin such that ∀ξ ∈ L′ : R−1R < |ξ| < RVf and
|zR(1/ξ)| < 1. The pgf Vf (z) in this expression is easily obtained in terms of U(z),
similarly to how we obtained the expression (7) for V (z) in terms of U(z); the result
reads
Vf (z) =
U(z)
A(S(z))
· S(z)f+1. (66)
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Substitution of (65) and (66) then leads to
B(z) =
A(z)(z − 1)
2piı(A(z)− 1)
∞∑
f=0
∞∑
i=f+1
∮
L′
U(ξ)
A(S(ξ))
· 1
ξ (ξ − 1) ·
1−R(1/ξ)
1−A(z)R(1/ξ)
·
(
S(ξ)
z
)f+1
· Prob[A = i]zi dξ,
(67)
where the contour L′ is chosen to be the same for all terms in the sum over f ,
with now ∀ξ ∈ L′ : R−1R < |ξ| < RV and |A(z)R(1/ξ)| < 1. After swapping the
summations over f and i and working out the resulting finite summation over f ,
we obtain
B(z) =
A(z)(z − 1)
2piı
(
A(z)− 1)
∞∑
i=1
∮
L′
U(ξ)
A
(
S(ξ)
) · 1
ξ (ξ − 1) ·
1−R(1/ξ)
1−A(z)R(1/ξ)
· S(ξ) · z
i − S(ξ)i
z − S(ξ) · Prob[A = i] dξ.
(68)
To work out the infinite summation over i, it is required that |z| < RA and ∀ξ ∈
L′ : |S(ξ)| < RA. However, we can prove that if |z| < RB , then this is always
the case. First, we prove that |z| < RA. The system content in an arbitrary slot
is the sum of two independent variables: the number of customers that arrived
during the previous slot and the number of customers that arrived earlier than
that and are still in the system. Since the former of these two variables has pgf
A(z), it follows that RB ≤ RA. Therefore, if |z| < RB then |z| < RA. The
proof that ∀ξ ∈ L′ : |S(ξ)| < RA begins with the observation from (6) that the
radius of convergence of the pgf of FC is at most RA. From (5) it then follows
that RV ≤ RA◦S , where ◦ denotes function composition, i.e., (A◦S)(z) = A(S(z)).
Then, since L′ was chosen such that ∀ξ ∈ L′ : |ξ| < RV and since S(z) is an
increasing function on the part of the real axis where 0 ≤ z < RA◦S ≤ RS , we have
that ∀ξ ∈ L′ : |S(ξ)| ≤ S(|ξ|) < S(RV ) ≤ S(RA◦S) = RA.
Hence, if |z| < RB , we can work out the infinite sum over i and as a result, we
find the desired relationship between B(z) and U(z).
If the pgf R(z) is a rational function, the general relationship (63) can be further
transformed into
B(z) =
z − 1
A(z)
m−1∑
k=0
U(βk(z))
R′(1/βk(z))
βk(z)
βk(z)− 1
A(z)−A(S(βk(z)))
z − S(βk(z))
S(βk(z))
A(S(βk(z)))
, (69)
where the functions βk(z) are defined as αk(A(z)), k = 0, 1, ...,m− 1, i.e., the zeros
for ξ of 1−A(z)R(1/ξ). The relationship (69) is valid for all z for which these zeros
βk(z) are distinct, which is the case for all z but an isolated set.
Proof. If R(z) is rational, we can again resort to Cauchy’s residue theorem to deter-
mine the contour integral in expression (63). To this end, we however first need to
find out where the poles of the integrand are. In this respect, note that the factors
S(ξ) and A(S(ξ)) don’t cause any poles inside L′, since with (66) the expression for
B(z) can be rewritten as
B(z) =
A(z)(z − 1)
2piı(A(z)− 1)
∮
L′
V0(ξ)
ξ (ξ − 1) ·
1−R(1/ξ)
1−A(z)R(1/ξ) ·
A(z)−A(S(ξ))
z − S(ξ) dξ, (70)
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and there are no poles of V0(ξ) inside L
′, because by definition ∀ξ ∈ L′ : |ξ| <
RV ≤ RV0 . Also note that any zero of z − S(ξ) is also a zero of A(z) − A(S(ξ)),
so this factor in the denominator causes no poles inside L′ either. Since ∀ξ ∈
L′ : |S(ξ)| < RA, neither does the term A(S(ξ)). Finally, also the factors ξ and
ξ − 1 in the denominator do not cause any poles, since these are canceled by V0(ξ)
and 1 − R(1/ξ) respectively. The only poles of the integrand in (66) inside L′ are
therefore the zeros for ξ of
1−A(z)R(1/ξ), (71)
which are, when R(z) is rational, given by βk(z) , αk(A(z)), k = 0, 1, ...,m− 1. It
is again easily seen that all these zeros lie inside the contour L′; they are however
not necessarily distinct. For a given z, β(z) denotes the set of distinct zeros for ξ
of (20). With Cauchy’s residue theorem we then get
B(z) =
A(z)(z − 1)
A(z)− 1
∑
ξ∗∈ β(z)
Res
ξ=ξ∗
[
V0(ξ)
ξ (ξ − 1) ·
1−R(1/ξ)
1−A(z)R(1/ξ) ·
A(z)−A(S(ξ))
z − S(ξ)
]
,
(72)
where the residue at a pole ξ∗ with multiplicity m∗ is given by
1
(m∗ − 1)! limξ→ξ∗
dm
∗−1
dξm∗−1
[
(ξ − ξ∗)m∗ · V0(ξ)
ξ (ξ − 1)
· 1−R(1/ξ)
1−A(z)R(1/ξ) ·
A(z)−A(S(ξ))
z − S(ξ)
]
.
(73)
Again, for any z this expression contains only quantities which are known or
can be calculated numerically, so it can be used to calculate B(z) for any z, but
again this is not always practical due to the (m∗−1)st derivatives in the expression.
However, it is not hard to show, similarly to how we proved that there are at most
2m− 1 values of z for which the zeros αk(z) are not distinct, that the z for which
the βk(z) are not distinct form an isolated set. This implies that for all z except
an isolated set, all m zeros βk(z) are distinct. For these z, or again for all z if the
service-capacity distribution is one of the distributions discussed in Appendix D, a
significantly simpler expression for B(z) is available, as (72) can be rewritten as
B(z) =
z − 1
A(z)− 1
m−1∑
k=0
βk(z)V0(βk(z))
βk(z)− 1 ·
1−R(1/βk(z))
R′(1/βk(z))
· A(z)−A(S(βk(z)))
z − S(βk(z)) .
After the substitution R(1/βk(z)) = 1/A(z) (see (20)), this becomes
B(z) =
z − 1
A(z)
m−1∑
k=0
V0(βk(z))
R′(1/βk(z))
· βk(z)
βk(z)− 1 ·
A(z)−A(S(βk(z)))
z − S(βk(z)) . (74)
Finally, using the definitions (66) of V0(z) and (4) of U(z), we subsequently find
the desired relationship between B(z) and U(z).
Appendix D. Distributions for which the zeros αk(z) are distinct. At mul-
tiple points throughout the analysis of the queueing model, the possibility that the
zeros αk(z) (and βk(z)) are not distinct led to complications in the analysis, while
substantial simplifications were possible under the assumption that these zeros are
distinct. We showed in Appendices B and C that the sets of z values for which
the zeros αk(z) and βk(z) respectively can be non-distinct are isolated sets (and
for the zeros αk(z) even finite sets). Nevertheless, if the zeros βk(1) happen to be
non-distinct then our expression (23) for the mean system content is not applicable,
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and if the zeros βk(zB) are non-distinct then our expression (26) for the residue CB
used in the approximation of the tail probabilities is not applicable. Luckily, as we
will show in this appendix, for many service-capacity distributions, the zeros αk(z)
and βk(z) are distinct for all z, and can in fact be calculated explicitly. Indeed,
this is the case for the following distributions:
1. Trivially, any distribution for which m = 1. In particular, the Bernoulli
distribution, with pgf R(z) = 1 − µ + µz, the geometric distribution, with
pgf R(z) = 1/(µ + 1 − µz), and the shifted geometric distribution, with pgf
R(z) = z/(µ+ 1− µz).
2. The degenerate distribution with pgf R(z) = zm. For this distribution the
zeros αk(z) are the complex mth order roots of 1/z, which are obviously
distinct.
3. Any “composition” of two (or more) distributions for which the zeros αk(z)
are distinct, where the composition of two distributions with pgfs R1(z) and
R2(z) and respectively m1 and m2 distinct zeros αk,1(z) and αk,2(z) is defined
as the distribution with pgf R1(R2(z)). This is the distribution that results
from summing N independent samples of the second distribution, where N is
a random variable following the first distribution.
This composite distribution has m1m2 distinct zeros αk(z) which are given
by αi,2(αj,1(z)), i = 0, 1, ...,m2, j = 0, 1, ...,m1, since
R1(R2(1/αi,2(αj,1(z))) = R1(1/αj,1(z)) = 1/z. (75)
It is easily seen that these zeros distinct.
Using this composition rule, many of the most commonly used distributions can
be obtained: The binomial distribution (R1(z) = z
m1 , R2(z) = 1 − µ2 + µ2z),
the negative binomial distribution (R1(z) = z
m1 , R2(z) = 1/(µ2 + 1 − µ2z)), the
“bursty” distribution that has 2 possible values: 0 and m (R1(z) = 1−µ/m+µz/m,
R2(z) = z
m), etc.
In conclusion, if the service capacity follows any of the above distributions, the
zeros αk(z) (and βk(z)) are distinct and can be calculated explicitly. In this case,
our results for the pgfs D(z) and B(z) of the steady-state customer delay and system
content, expressions (13) and (21) respectively, are closed-form expressions once the
poles S−1R and zeros N−T , which are easily calculated numerically, are known.
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