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ABSTRACT
Frequently misclassified pairs of classes that share many common
acoustic properties exist in acoustic scene classification (ASC). To
distinguish such pairs of classes, trivial details scattered throughout
the data could be vital clues. However, these details are less no-
ticeable and are easily removed using conventional non-linear ac-
tivations (e.g. ReLU). Furthermore, making design choices to em-
phasize trivial details can easily lead to overfitting if the system is
not sufficiently generalized. In this study, based on the analysis of
the ASC task’s characteristics, we investigate various methods to
capture discriminative information and simultaneously mitigate the
overfitting problem. We adopt a max feature map method to replace
conventional non-linear activations in a deep neural network, and
therefore, we apply an element-wise comparison between different
filters of a convolution layer’s output. Two data augment methods
and two deep architecture modules are further explored to reduce
overfitting and sustain the system’s discriminative power. Various
experiments are conducted using the detection and classification of
acoustic scenes and events 2020 task1-a dataset to validate the pro-
posed methods. Our results show that the proposed system consis-
tently outperforms the baseline, where the single best performing
system has an accuracy of 70.4% compared to 65.1% of the base-
line.
Index Terms— LCNN, CBAM, ASC, deep neural network
1. INTRODUCTION
The detection and classification of acoustic scene and events
(DCASE) community has been hosting multiple challenges to uti-
lize sound event information generated in everyday environment
and physical events [1–3]. DCASE challenges provide not only the
dataset for various audio-related tasks, but also a platform to com-
pare and analyze the proposed systems. Among many kinds of tasks
covered in DCASE challenges, acoustic scene classification (ASC)
is a multi-class classification task that classifies an input recording
into one of the predefined scenes.
In the process of developing an ASC system, two major issues
have been widely explored in recent research literature. One is the
generalization of the system in domain mismatch conditions that
could arise from different recording devices [4–6]. More specif-
ically, if an ASC system is not generalized towards unknown de-
vices, performance on different devices degrades in the test phase.
Another critical issue is the occurrence of frequently misclassified
classes (e.g. shopping mall - airport, tram - metro) [7, 8]. Many
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Figure 1: t-SNE visualization results of embeddings.
acoustic characteristics coincide with these pairs of classes. Trivial
details can be decisive clues for accurate classification; however, fo-
cusing on such details easily leads to a trade-off, thereby degrading
generalization. In particular, due to the characteristics of the ASC
task (see Section 2), discriminative information is scattered rather
throughout the recording. However, widely used convolutional neu-
ral network (CNN)-based models that exploit the ReLU activation
function make feature representations sparse as it may discard neg-
ative values [9].
To investigate the aforementioned problems, we present a vi-
sualization of the representation vectors (i.e. embeddings, codes)
of the baseline using a t-SNE algorithm [10], depicted in Figure 1.
Here, (a) and (b) refer to the result of plotted embeddings where
different colors denote different device and scene labels, respec-
tively. Figure 1-(a) shows that the devices do not form noticeable
clusters, indicating good generalization. However, it can be seen in
Figure 1-(b) that each scene does not have a clear decision bound-
ary. Therefore, on leveraging this analysis, we focus on mitigating
the misclassified classes.
In this study, we explore several methods to reduce the removal
of information and overfitting based on the characteristics of the
ASC task, and this analysis is presented in Section 2. Firstly, in-
stead of common CNNs, we utilize a light CNN (LCNN) archi-
tecture [11]. LCNN is an architecture that adopts a max feature
map (MFM) operation instead of non-linear activation functions
such as ReLU or tanh. LCNN demonstrates the state-of-the-art per-
formance in spoofing detection for automatic speaker verification
(i.e. audio spoofing detection) [12, 13]. Second, to mitigate over-
fitting, data augmentation and attention-based deep architectural
modules are explored. Two data augmentation techniques, mix-up
and SpecAugment are also investigated [14, 15]. The convolutional
block attention module (CBAM) and squeeze and excitation (SE)
networks are studied for enhancing the discriminative power using
minimum additional parameters [16, 17].
2. CHARACTERISTICS OF ASC
In this section, we present an analysis of the characteristics of the
ASC task. We assume that the discriminative information for the
ASC task included in an audio recording is scattered. Sound cues
ar
X
iv
:2
00
7.
04
63
1v
1 
 [e
es
s.A
S]
  9
 Ju
l 2
02
0
Detection and Classification of Acoustic Scenes and Events 2020 2–3 November 2020, Tokyo, Japan
could occur either consistently or occasionally. For example, con-
sistently occurring sound cues, such as a low degree of reverberation
and the sound of the wind imply outdoor location. Various sound
events such as chirping of birds and barking of dogs are also impor-
tant cues, but they are impactive and short, and they may only occur
in some recordings that are labeled as “parks. Therefore, important
cues can have multiple characteristics; they are not focused on spe-
cific parts of the data, and they occur irregularly. In our analysis,
gathering scattered information that resides in an input recording is
of interest.
In tasks such as speaker and image classification, the target in-
formation in data is relatively clear. As speaker classification uti-
lizes human voice to identify speaker identity, the discriminative in-
formation is concentrated in human voice rather than in non-speech
segments. Therefore, many studies on speaker classification attempt
to remove non-speech segments using techniques such as voice ac-
tivity detection (VAD). Similarly, many tasks in the image domains
adopt various methods to focus only on the target object. Because
of the differences in these tasks such as speaker and image clas-
sification versus the ASC task, we argue that different modeling
approaches should be considered.
Audio spoofing detection is a task that shares similar character-
istics with the ASC task considered in our analysis. Audio spoofing
detection also makes a binary decision whether an input utterance
is spoofed. In the case of audio spoofing detection, discriminative
information is more scattered because distortions occur in the en-
tire audio file during the spoofing process. Therefore, non-speech
segments are also important because the distortion is not limited to
the speech segments. Previous studies also show that VAD could
eliminate useful information [18, 19]. Considering these charac-
teristics, and in order to not miss much information, it has been
demonstrated that LCNN is particularly effective in audio spoofing
detection [12, 13]. This is because relatively less informative parts
(i.e. negative values) could be removed using ReLU activation with
a common CNN, making a sparse representation (as illustrated in
Figure 2-(a)). This phenomenon has been reported in [11] to occur
especially for the first few convolution layers.
We hypothesize that this phenomenon would apply to an ASC
system too because the ASC task has commonalities in that impor-
tant information is scattered across the data, similar to audio spoof-
ing detection. To mitigate the problem of sparse representation in
an ASC task, we propose to utilize MFM operation included in the
LCNN architecture. As MFM operation selects feature maps with
an element-wise competitive relationship, trivial information can be
retained if the value is relatively high. Furthermore, focusing on
trivial details could also lead to overfitting. Hence, in this study, we
aim to adopt regularization methods, while introducing a minimum
number of additional parameters and retaining the discriminative
power of the system by applying state-of-the-art deep architecture
modules.
3. PROPOSED FRAMEWORK
3.1. LCNN
LCNN is a deep learning architecture, initially designed for face
recognition with noisy labels [11]. Its main feature is a novel oper-
ation referred to as max feature map (MFM) that replaces the non-
linear activation function of a deep neural network (DNN). MFM
operation extends the concept of maxout activation [20] and adopts
a competitive scheme between filters of a given feature map. In
(a) ReLU (b) MFM
Figure 2: Comparison of ReLU activation function (left) and MFM
(right) . Orange, green, and white indicate negative, positive, and
zero values, respectively. ReLU removes all negative values, while
MFM considers the element-wise maximum one based on a com-
parative relationship
this study, we introduce the MFM operation to the ASC task, based
on two assumptions. To the best of our knowledge, this is the first
report on such an implementation. Firstly, we hypothesize that scat-
tered discriminative information can relatively reside throughout an
input feature map, compared to widely used ReLU non-linearity
that discards negative values. Secondly, we note that MFM oper-
ations demonstrate state-of-the-art performance in audio spoofing
detection in which two tasks share common properties.
The implementation of an MFM operation can be denoted as
follows. Let a be a given feature map derived through a convolu-
tion layer, a ∈ RK×T×F , where K, T , and F refer to the num-
ber of output channels, time domain frames, and frequency bins,
respectively. We split a into two feature maps, a1 and a2, a1,
a2 ∈ RK2 ×T×F . The MFM applied feature map is obtained by
Max(a1, a2), element-wise. Figure 2-(b) illustrates the MFM op-
eration.
Specifically, our design of LCNN is similar to that of [12], with
some modifications. The architecture of [12] is also a modified ver-
sion of the original LCNN [11], applying additional batch normal-
ization used after a max pooling layer. Table 1 provides details
of the architecture of the proposed system that adopts an LCNN.
Conv a, MFM a, BatchNorm, Conv, MFM, CBAM can be seen as
a block, and 4 blocks are implemented to contain an adequate num-
ber of parameters. The number of blocks is determined based on
comparative experiments.
3.2. Regularization and deep architecture modules
With limited labelled data and recent DNNs with many parameters,
overfitting easily occurs in DNN-based ASC systems [3, 8, 14, 15,
21]. To account for overfitting, our design choices include data aug-
mentation methods and deep architecture modules for generaliza-
tion purposes with enhanced model capacity. For the regularization
purpose, we adopt two data augmentation methods: mix-up [14]
and specAugment [15]. Let xi and xj be two audio recordings that
belong to class yi and yj , respectively, where y is a one-hot vector.
A mix-up operation creates an augmented audio recording with a
corresponding soft-label using two different recordings. Formally,
an augmented audio recording can be denoted as the following:
x′ = λxi + (1− λ)xj ,
y′ = λyi + (1− λ)yj ,
(1)
where λ, is a random variable drawn from Beta(α, α), and α ∈
(0, inf), is a real value between 0 and 1. With a rather simple im-
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Table 1: The LCNN architecture. The numbers in the output shape
column refer to the frame (time), frequency, and the number of ker-
nels. MFM, MaxPool and FC indicate max feature map, max pool-
ing layer and fully-connected layer, respectively.
Type Kernel/Stride Output
Conv 1 7 × 3 / 1 × 1 l × 124 × 64
MFM 1 - l × 124 × 32
MaxPool 1 2 × 2 / 2 × 2 (l / 2) × 62 × 32
Conv 2a 1 × 1 / 1 × 1 (l / 2) × 62 × 64
MFM 2a - (l / 2) × 62 × 32
BatchNorm 2a - (l / 2) × 62 × 32
Conv 2 3 × 3 / 1 × 1 (l / 2) × 62 × 96
MFM 2 - (l / 2) × 62 × 48
CBAM 2 - (l / 2) × 62 × 48
MaxPool 2 2 × 2 / 2 × 2 (l / 4) × 31 × 48
BatchNorm 2 - (l / 4) × 31 × 48
Conv 3a 1 × 1 / 1 × 1 (l / 4) × 31 × 96
MFM 3a - (l / 4) × 31 × 48
BatchNorm 3a - (l / 4) × 31 × 48
Conv 3 3 × 3 / 1 × 1 (l / 4) × 31 × 128
MFM 3 - (l / 4) × 31 × 64
CBAM 3 - (l / 4) × 31 × 64
MaxPool 3 2 × 2 / 2 × 2 (l / 8) × 16 × 64
Conv 4a 1 × 1 / 1 × 1 (l / 8) × 16 × 128
MFM 4a - (l / 8) × 16 × 64
BatchNorm 3a - (l / 8) × 16 × 64
Conv 4 3 × 3 / 1 × 1 (l / 8) × 16 × 64
MFM 4 - (l / 8) × 16 × 32
CBAM 4 - (l / 8) × 16 × 32
BatchNorm 4 - (l / 8) × 16 × 32
Conv 5a 1 × 1 / 1 × 1 (l / 8) × 16 × 64
MFM 5a - (l / 8) × 16 × 32
BatchNorm 5a - (l / 8) × 16 × 32
Conv 5 3 × 3 / 1 × 1 (l / 8) × 16 × 64
MFM 5 - (l / 8) × 16 × 32
CBAM 5 - (l / 8) × 16 × 32
MaxPool 5 2 × 2 / 2 × 2 (l / 16) × 8 × 32
FC 1 - 160
MFM FC1 - 80
FC 2 - 10
plementation, mix-up is widely adopted for the ASC task in the
literature.
We also adopt specAugment [15], which was first proposed
for robust speech recognition that masks a certain region of two-
dimensional input feature (i.e. spectrogram, Mel-filterbank en-
ergy). Among three methodologies proposed in the paper, we adopt
frequency masking and time masking. Let x, x ∈ RT×F be a
Mel-filterbank energy feature extracted from an input audio record-
ing, where T and F are the number of frames and Mel-frequency
bins, respectively, and t and f are indices for T and F respec-
tively. To apply time masking, we randomly select tstt and tend,
tstt ≤ tend ≤ tT , where stt and end are indices for start and end,
and then, mask with 0. To apply frequency masking, we randomly
select fstt and fend, fstt ≤ fend ≤ fF , and then, mask with 0.
In this study, we sequentially apply specAugment and mix-up for
better generalization.
To increase model capacity while introducing minimum num-
ber of additional parameters to the model, we investigate two recent
deep architecture modules: SE [16] and CBAM [17]. SE focuses on
the relationship between different channels of a given feature map.
SE first squeezes the input feature map via a global average pooling
layer to derive a channel descriptor that includes the global spatial
(time and frequency in ASC) context. Then, using minimal number
of additional parameters, SE re-calibrates channel-wise dependen-
cies via an excitation step. Specifically, the excitation step adopts
two fully-connected layers that input a derived channel descriptor
and output a re-calibrated channel descriptor. SE transforms the
given feature map by multiplying the re-calibrated channel descrip-
tor, where each value in the channel descriptor is broadcasted to
conduct element-wise multiplication with each filter of a feature
map. In our experiments that incorporate the SE module, we ap-
ply SE to the output of each residual block following the methods
reported in the literature. Further details regarding the SE module
can be found in [16].
CBAM is a deep architecture module that sequentially applies
channel attention and spatial attention. To derive a channel attention
map, CBAM applies global max and average pooling operations to
the spatial domain. It then uses two fully-connected layers. Chan-
nel attention is applied by element-wise multiplication of the input
feature map with the channel attention map, where each value of
the channel attention map is broadcasted to fit the spatial domain.
To derive a spatial attention map, CBAM applies two global pool-
ing operations to the channel domain and then adopts a convolution
layer. Spatial attention is also applied by element-wise multiplica-
tion of the feature map after channel attention with a derived spatial
attention map. In our experiments using the CBAM module, we ap-
ply it to the output of each residual block following the literature.
Further details regarding the CBAM module can be found in [17].
4. EXPERIMENTS
4.1. Dataset
We use the DCASE2020 task1-a dataset for all our experiments. It
includes 23,040 audio recordings 44.1 kHz with a 24-bit resolution,
where each recording has a duration of 10 s. The dataset contains
audio recordings from three real devices (A, B, and C) and six aug-
mented devices (S1-S6). Unless explicitly mentioned, all perfor-
mances in this paper are reported using the official DCASE2020
fold 1 configuration, which assigns 13,965 recordings as the train-
ing set and 2,970 recordings as the test set.
4.2. Experimental configurations
Mel-spectrograms with 128 Mel-filterbanks are used for all experi-
ments where the number of FFT bins, window length, and shift size
are set to 2,048, 40 ms, and 20 ms, respectively. During the training
phase, we randomly select 250 consecutive frames (5 s) instead of
using the whole recording. In the test phase, an audio recording is
split into three overlapping sub-recordings (i.e. 0 5 s, 2.5 7.5 s, and
5 10 s), and the mean of the output layer is used to perform classi-
fication. This technique has been reported to mitigate overfitting in
previous works [7, 22].
We use an SGD optimizer with a batch size of 24. The initial
learning rate is set to 0.001 and scheduled with a warm restart of
stochastic gradient descent [23]. For a single system, we train the
DNN in an end-to-end fashion. For the ensemble system, support
vector machine (SVM) classifiers are employed. Further technical
details are provided in our technical report for facilitating the repro-
duction of conducted experiments [24].
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Table 2: Baseline comparison with other systems. Classification
accuracies reported using DCASE2020 fold1 configuration.
System Acc (%)
DCASE2019 baseline [2] 46.5
DCASE2020 baseline [25] 54.1
Ours-baseline 65.3
Table 3: Effect analysis of LCNN, data augmentation, and deep
architecture modules.
System Config Acc (%)
ResNet - 65.1
ResNet(baseline) mix-up 65.3
ResNet SpecAug 66.7
ResNet mix-up+SpecAug 67.3
LCNN - 67.1
LCNN mix-up 68.4
LCNN SpecAug 69.2
LCNN mix-up+SpecAug 69.4
LCNN SE 68.0
LCNN CBAM 68.3
LCNN SE+CBAM 68.2
LCNN mix-up+SpecAug+SE 69.8
LCNN (submitted) mix-up+SpecAug+CBAM 70.4
5. RESULT ANALYSIS
Table 2 compares the baseline of this study with the two of-
ficial baselines of the DCASE community. The DCASE2019
baseline inputs log Mel-spectrograms and uses convolution and
fully-connected layers. Further, the DCASE2020 baseline in-
puts L3 embeddings [26] extracted from another DNN and uses
fully-connected layers for classification. Our baseline uses Mel-
spectrograms as inputs, and it uses convolution, batch normalization
[27], and Leaky ReLU [28] layers with residual connection [29],
where a SE module exists after each residual block1. The results
show that our baseline outperforms the DCASE2020 baseline by
over 10% in classification accuracy.
Table 3 describes the effectiveness of the proposed approaches
using LCNN, SE, and CBAM. It also provides a comparison of
the effects of using mix-up or/and specAugment data augmenta-
tion methods. Firstly, for comparing the system architecture with-
out any data augmentation and deep architecture modules, ResNet
and LCNN achieve accuracies of 65.1% and 67.1%, respectively.
To optimize the LCNN system, we also adjust the number of blocks
and find that the original LCNN with 4 blocks achieves the best
performance. Secondly, we validate the effectiveness of data aug-
mentation. The results show that mix-up and specAugment are both
effective and using a combination of these two methods is the best
choice. Thirdly, we apply the deep architecture modules of SE and
CBAM. From the results of the experiment, we observe that the
CBAM is slightly better than SE.
Table 4 represents the results of comparing the frequently mis-
1Model architecture and accuracies per each device and scene is pre-
sented in our technical report for the DCASE2020 challenge.
Table 4: Comparison results of the number of frequently misclassi-
fied pairs of acoustic scenes between baseline and proposed system.
Reduction refers to the number of confusion pairs between the two
classes.
Class Baseline Proposed Reduction
Metro - Tram 114 81 33
Shopping - Airport 107 101 6
Shopping - Metro st 84 56 28
Shopping - Street ped 83 88 -5
Public square - Street ped 74 70 4
Total 462 396 66
Table 5: Results of our submitted systems for the DCASE2020 chal-
lenge task1-a.
System # Param Acc (%)
DCASE2020 baseline [25] 5M 51.4
Ours-LCNN 0.9M 68.5
Ours-LCNN+tagging 1.6M 71.7
classified pair of two classes through a confusion matrix. Due to
limited space, we omit the entire confusion matrix, instead, we have
depicted only the top-5 frequently misclassified pairs. Except for
the pair of shopping mall and street pedestrian, misclassified errors
are reduced. There are several improvements for other misclassified
pairs, but even in the top-5, we found that the total misclassified pair
improved by 17% compared to the baseline.
Table 5 shows performances of the proposed systems, submit-
ted for the DCASE2020 challenge task-1a. Our method comprise
a 4-fold cross validation and apply a score-sum ensemble. For the
ensemble, an SVM classifier using a kernel with a radial basis func-
tion is used. Ours-LCNN shows the result of our submitted LCNN
system in which the system outperforms the baseline by over 15%
using less than one-fifth the number of parameters. Further, using
a score-sum ensemble with another ASC system using audio tag-
ging2, classification accuracy increased to 71.7%.
6. CONCLUSION
In this paper, we assumed that the information that enables clas-
sification between different scenes with similar characteristics is
scattered throughout the recording of the ASC task. In the case
of a shopping mall and an airport, there was a common charac-
teristic that they were reverberant and there was a babel of voices
as they are indoors. Therefore, trivial details could be important
cues to distinguish the two classes. Based on this hypothesis, we
proposed a method that is expected to capture this discriminative
information better. We applied two deep architecture modules of
LCNN and CBAM and two data augmentation methods of mix-up
and specAugment. The proposed method helped to improve the sys-
tem performance with less computation and overhead parameters.
We achieved an accuracy of 70.4% using the single best performing
system, compared to 65.1% of the baseline.
2Also submitted to DCASE2020 workshop; authors will add a citation if
accepted.
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