We establish necessary conditions of optimality for problems of optimal control theory in the discrete time framework with infinite horizon. Our necessary conditions are in the form of Pontryagin principles. We treat smooth and partially nonsmooth settings, without concavity. A strong motivation to the study of such problems comes from dynamical macroeconomic theory, and there exist also some motivations provided by physics. ᮊ
INTRODUCTION
We consider discrete time optimal control problems with infinite hori-Ž . zon. From a discrete time dynamical system x s f x , u , t g ‫,ގ‬ we tq1 t t t consider three kinds of criteria: ŽŽ . Ž . . for every admissible process x , u .
t t t t
The first motivation to the study of such problems comes from economic w x theory, notably from the optimal growth theory 6, 9, 11 , and we find w x several mechanical and physical motivations in 12 and references therein. w x The analogous problems with continuous time are studied in 2 .
Generally, problems with the first criterion are studied via dynamic Ž . w x programming Bellman as in 11 , or via an extensive use of value w x functions as in 6 . Concerning the approach in the spirit of the Pontryagin principle, there exist several results in the discrete time and finite-horizon w x w x setting, notably the works of Boltyanskii 1 and Michel 7 . About the discrete time and infinite-horizon setting, there exist results about multiw x pliers in the concave case 4, 6, 8, 9 .
In the present paper, we extend results of Boltyanskii and Michel to the Ž . infinite-horizon framework. We give results for partially nonsmooth problems, with nonsmooth criterion and smooth field of the evolution equation, and also for smooth problems. Note that we do not need concavity assumptions. Now we describe the contents of the paper. In Section 2, we define the exact settings of the considered problems. In Section 3, we recall notions of the Clarke differential calculus that we use in the nonsmooth framework. In Section 4, we state three theorems which provide necessary conditions of optimality in the spirit of the Pontryagin principle. In Section 5, we describe a general principle to associate finite-horizon problems to a solution of an infinite-horizon problem. In Section 6, we prove the first theorem of Section 4. In Section 7, we prove the two other theorems of Section 4. In Section 8, we treat the case where the optimal controls are interior. In Section 9, we treat an economic problem.
SETTINGS AND NOTATIONS
For each t g ‫,ގ‬ we consider X a nonempty open subset of ‫ޒ‬ n , U a t t nonempty subset of ‫ޒ‬ m , the functions f
The first problem considered is the following: The two other considered problems are 
We introduce, for every t g ‫,ގ‬ the pre-Hamiltonian
n Ž n . where и , и denotes the duality bracket between ‫ޒ‬ and ‫ޒ‬ *. When C is a subset of ‫ޒ‬ d , and when z g C, the tangent cone to C at z Ž .
SOME NOTIONS OF NONSMOOTH ANALYSIS
Ž . w x is denoted by T z , and the normal cone C at z is denoted by N z 3 .
C C
Ž . Recall that C is called regular at z when T z is equal to the Bouligand C w x contingent cone to C at z 3 .
THE MAIN THEOREMS
We state three theorems which are infinite-horizon Pontryagin principles. First, we state a theorem in the framework of the Clarke differential calculus.
be a solution of P P , or of P P , or 
By using the basic rules of the Clarke differential calculus, under our Ž . assumptions of Clarke-regularity, the condition iv is equivalent to the following condition: for every t g ‫,ގ‬ 0 0 
Ž . which is the adjoint equation. When u g Int U , the condition iv be-
Just as in the continuous time framework, we hope to have, for every t g ‫,ގ‬ the condition
Ž . instead of the condition iv of Theorem 1 and Theorem 2. But in discrete w x Ž . time with finite horizon, Boltyanskii 1 gives examples where v is false Ž . and where we have only an analogous condition to the condition iv . And Ž . Ž . so, without additional assumptions, it is not possible to replace iv by v . This is a big difference between the discrete time and the continuous time.
w x In the discrete time framework with finite horizon, Michel 7 introduces Ž . the notion of mixed program to obtain the condition v as an optimality w x necessary condition. In 7 , Michel gives sufficient conditions to ensure that a program is mixed. w x Ž . Following 7 , when t g ‫,ގ‬ x , x g X = X , we consider the set
which is the set of the points , y g ‫ޒ‬ = ‫ޒ‬ for which there t t tq1 0 Ž . exists u g U such that the following conditions are fulfilled: is convex for every t.
REDUCTION TO FINITE HORIZON
Here we state an optimality principle more or less known: the restrictions of a solution of an infinite-horizon problem necessarily are solutions of finite-horizon problems.
is a solution of
Proof. We fix T g ‫.#ގ‬ We proceed by contradiction; consequently, Ž . Ž . there exists y , . . . , y ,¨, . . . ,¨admissible for F F, T, such that
Ž . Ž .
Ž . When L s III, we have
Ž .
Ý Ý t t t t t t ts0 ts0
And so we obtain a contradiction.
PROOF OF THEOREM 1
First, we establish a technical lemma useful to the proof of the main w x w x theorems. When m, n g ‫,ގ‬ with m F n, we set m, n [ m, n l ‫,ގ‬ We assume that, for e¨ery t g ‫,#ގ‬ the sequence T ¬ z T is bounded. Then t there exists an increasing function ␤: ‫#ގ‬ ª ‫#ގ‬ such that, for e¨ery t g ‫,#ގ‬
␤ŽT .
Ž . there exists z g Z¨erifying
Since dim Z -ϱ, and since the sequence z is bounded in
Z, by using a well-known Weierstrass ᎐Bolzano result, we obtain that there w . w . exists an increasing function ␣ : 1, ϱ ª 1, ϱ , and there exists z g Z
. Since dim Z -ϱ, and since the sequence z is bounded in Z,
w . we obtain that there exists an increasing function ␣ : 2, ϱ ª 2, ϱ , and there exists z g Z such that z ª z when T ª ϱ. By iterating the reasoning, we obtain that, for every t g ‫,#ގ‬ there exists w . w . an increasing function ␣ : t, ϱ ª t, ϱ , and there exists z g Z such
Now we define the function ␤: ‫#ގ‬ ª ‫#ގ‬ by setting, for every t g ‫,#ގ‬ Ž .
We define also, for every t g ‫,#ގ‬ the function
Therefore, for every t g ‫,#ގ‬ we have z ª z when T ª ϱ.
t t
We arbitrarily fix T g ‫.#ގ‬ By using Lemma 1, we know that Ž . x , . . . , x , u , . . . , u is a solution of the finite-horizon optimal control
We transform this finite-horizon optimal control problem into a static minimization problem. For this, we introduce some notations.
Ty 1
We set
every h s 1, . . . , n, with x s x , x s x , u s u . And so, x, u is a subject to x, u g C Ž .
᭙h s 1, . . . , n, ᭙ t s 0, . . . , T y 1,
n Ý e , where e is the dual basis of the canonical basis of ‫ޒ‬ , and
Ý t tq1 t C tFTy1 ts0 w x Then, by using the Lagrange multipliers rule of 3, p. 228 , we can assert
that, by fixing l l sufficient large, there exist g ‫,ޒ‬ p
ŽŽ n . . T ‫ޒ‬ * which satisfy the following conditions:
Ž . By using 3, pp. 228, 38, 51 , we know that l.m.r.3 and 1 imply the relation 
