Abstract. This paper is devoted to the streamline diffusion finite element method, combined with equivalent preconditioning, for solving convection-dominated elliptic problems. The preconditioner is obtained from the streamline diffusion inner product. It is proved that the obtained convergence is robust, i.e., bounded independently of the perturbation parameter ε, for proper convection vector fields. The key to the estimates is an improved "streamline" Poincaré-Friedrichs inequality.
The problem and the SDFEM.
For simplicity we present the results in detail for a simple class of problems with Dirichlet boundary conditions: ( 
2.1)
−εΔu + w · ∇u = g, u |∂Ω = 0, which satisfies the following.
(Ω). In section 4 we shall indicate the obvious modifications for more general boundary value problems, namely, allowing mixed boundary conditions (i.e., including boundary inflow), proper non-div-free convection fields, and lower order terms. The smoothness of the convection field can also be relaxed; see Remark 3.8. The homogeneity of the boundary conditions in (2.1) also serves only simplicity of exposition; the nonhomogeneous case can be reduced to this in a standard way.
For the weak formulation we use the real Hilbert space H Then the conditions ensure (see, e.g., [12, Chap. 3] ) that problem (2.1) has a unique weak solution, i.e., u ∈ H Let T = {T k } N k=1 be a triangulation of Ω into simplices and V h ⊂ H 1 0 (Ω) be the corresponding subspace of continuous, piecewise linear functions. The SDFEM is defined as follows [12, Chap. 3] . The usual finite element formulation is completed with a stabilizing term containing a set of parameters δ k > 0 (k = 1, . . . , N):
The left-hand side of (2.3) is called the streamline diffusion bilinear form:
The corresponding streamline diffusion inner product is defined as The streamline diffusion method involves a proper choice of the parameters δ k . A widespread choice is δ k = O h k |w k | , where h k denotes the diameter of T k and w k := w |T k ; for a fixed convection field and uniform parameters on a regular mesh, this choice is simply δ = O(h). Then under proper assumptions [12, Chap. 3 ] the SDFEM converges, and its discretization error satisfies
where D 2 u denotes the Hessian. The estimates and also our results in this paper involve the minimal parameter, which we will denote as It is important to note that the parameters δ k (in particular, δ 0 ) are chosen independently of ε. Remark 2.1. The SDFEM can also be defined for general types of elements, in which case the bilinear form (2.4) is completed by an additional term
see also [12] . (This term has vanished for the piecewise linear case above.) Even in this case one has a perturbation term of order O(δε). Since we assume that ε is small and δ = O(h), it turns out that this term is smaller than the discretization error, except possibly in layers, and is hence usually deleted from further considerations as well. Remark 2.2. Let Lu := −εΔu + w · ∇u denote the convection-diffusion operator. A possible way to improve the approximation of a problem
in the boundary layers is to solve first the hyperbolic problem
using a method of characteristics (where Γ − denotes the inflow boundary, i.e., where w · ν < 0), and then to solve the defect-correction equation
Clearly u := u 0 + v solves (2.7) but v is small away from the layer. Based on the residual f − Lu 0 , one can adapt the mesh to better resolve the layers. After homogenization of the boundary condition, problem (2. 
3. The streamline diffusion preconditioner. Let S be the stiffness matrix corresponding to the inner product ., . SD :
We propose S as preconditioner to system (2.9):
whereb := S −1 b. The preconditioning matrix S will be called the "streamline diffusion preconditioner." Here S is a symmetric, positive definite (s.p.d.) matrix. The auxiliary systems hence can be solved with a variety of methods, discussed in subsection 3.4.
We note that S is the symmetric part of A under the conditions of problem (2.1), i.e., with div-free convection field and Dirichlet boundary conditions. (This is not the case for the more general problem to be mentioned in section 4; then S is a kind of shifted symmetric part.) Preconditioning with the symmetric part has long been a widespread strategy (see, e.g., [11, 21] and the authors' paper [5] ); in particular, it allows a short one-step recurrence in a proper iterative solution method (see Remark 3.2 below). However, to the authors' knowledge it had not been considered for SDFEM before the paper [14] , whose estimates will be revisited in section 3.1.
The convergence properties are studied w.r.t. the S-inner product
and the corresponding S-norm |c| 2 S := Sc · c. The preconditioned problem is solved with a CG-type iterative method, designed either directly for the original system such as the GMRES, Orthomin, or GCG-LS methods [3, 10, 17] or for the normal (symmetrized) system such as the CGN method. The convergence of these methods depends on the coercivity bound and on the S-norm of S −1 A:
Namely, for the GMRES, Orthomin, or GCG-LS methods, the rate of linear convergence is bounded by
and for the CGN method by Convergence estimates can alternatively be described in terms of field-of-values; see e.g., [18] .
Remark 3.1. The CGN method is often avoided since the normal equation may lead to a higher condition number. On the other hand, it involves a very simple recursion in contrast to the GMRES and Orthomin methods, and for many nonsymmetric problems it has proved to be efficient [9, 13] . We will also find in our tests that it converges as fast as those methods satisfying (3.3) . A possible reason is that the convergence rate (3.4) is smaller than the rate (3.3) of GMRES, GCG-LS, etc., which may compensate the extra work. The main disadvantage of the CGN method may arise when the matrix is close to symmetric, whereas in our problem the matrix is strongly nonsymmetric.
Remark 3.2. The GCG-LS method, which is one of the CG-type iterations that avoid the normal equation and yield the convergence rate (3.3), is particularly efficient when symmetric part preconditioning is used; see [2, 21] . In this case the full GCG-LS algorithm reduces automatically to the truncated version GCG-LS(0), which consists of a simple one-step recurrence.
The convergence results that follow are based on the theory of equivalent preconditioning [6, 13] .
Equivalent preconditioning.
The main idea of equivalent preconditioning in the context of bilinear forms is that the bounds are inherited uniformly by the stiffness matrices as follows. 
Then S −1 A inherits the same bounds w.r.t. the S-norm, i.e.,
Proof. It follows in a standard way [6, 14] . For completeness we give the following brief proof: for arbitrary c, d
Therefore our task is to estimate m and M . As is well known [12, Chap. 3] , the coercivity bound equals m = 1 under Assumption 1(ii) on w: the divergence theorem implies
and hence On the other hand, the straightforward estimate of the upper bound will depend on ε. Since
Here from (2.6)
and hence
Now we use the Poincaré-Friedrichs inequality
As pointed out in the recent paper [14] , since by definition
one obtains the estimate
Hence
i.e., the upper bound is estimated as
However, this bound deteriorates, i.e., tends to +∞ as ε → 0. Our goal is to replace the estimate (3.7) by one that is independent of ε. For this purpose we must compare v L 2 (Ω) to the streamline term instead of the first ε-dependent diffusion term in . SD . This is an analogue of the standard Poincaré-Friedrichs inequality, and hence it will be called the streamline Poincaré-Friedrichs inequality. Downloaded 02/02/15 to 157.181.227.198. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
A streamline Poincaré-Friedrichs inequality. Let Ω ⊂ R
d be a bounded domain. Let us consider a vector field w ∈ C 1 (Ω, R d ) and the corresponding system of ordinary differential equations (3.9)γ(t) = w(γ(t)).
The solutions of (3.9) are called characteristic curves corresponding to the vector field w. 
..,sn−1 (t) are a local family of characteristic curves. 
We will briefly denote s := (s 1 , . . . , s n−1 ); thus the above formula becomes
An example of a globally rectifiable vector field in two dimensions is illustrated in Figure 1 , where w(x) = 0 (x ∈ Ω) and the inflow and outflow boundaries Γ − (where w · ν < 0) and Γ + (where w · ν ≥ 0), respectively, are connected.
We establish our theoretical results rigorously for globally rectifiable vector fields. We note that this property is restrictive, but the result can be extended to more general problems, as will be discussed in Remark 3.7. We will make use of the change of variables formula for integrating on Ω: for any
From Definition 3.5, using notation (3.10) (and the same for x and for the integration variables), and further using notation
(which expresses that this Jacobian is ultimately determined by w), we obtain
The diffeomorphism property implies that
where μ and μ are independent of (s, t).
For fixed (s, t) ∈ K let t 0 (s) < t be such that γ s (t 0 (s)) ∈ ∂Ω, i.e., where the curve intersects the inflow boundary. Then the boundary condition implies v(γ s (t 0 (s))) = 0; hence the Newton-Leibniz formula and (3.9) yield
Multiplying the integrand with
dτ.
Now let t 1 (s) > t be such that γ s (t 1 (s)) ∈ ∂Ω, i.e., where the curve intersects the outflow boundary. Then, also using (3.12) and that 
Here the set K can be given as K = {(s, t) ∈ R d : s ∈ S, t 0 (s) < t < t 1 (s)}, where the proper compact set S ⊂ R n−1 parametrizes the family of curves. Then we can rewrite (3.13) as
Here the first factor in the integrand in (3.14) is a function of s but not of t, hence we obtain
In view of (3.11), we obtain
where C w := diam(K) μ/μ is determined by the diffeomorphism f and thus by the field w but is independent of v. Remark 3.7. The condition w(x) = 0 and the global rectifiability in Theorem 3.6 are restrictive, but it can be seen from the proof that these are not necessary. As seen from (3.14), it suffices to have a parametrization of Ω such that the determinants satisfy
For example, let us consider a two-dimensional vector field
with some given scalar function g ∈ C 1 (Ω). We look for the parametrized solutions
s (t)) in the form
s (t)) = r s (t) cos t, r s (t) sin t . s (t) . That is, each γ s solves (3.9), i.e., they are the characteristic curves corresponding to the above vector field w. We can then define f (s, t) := γ s (t) := r s (t) cos t, r s (t) sin t from (3.10). Then Remark 3.8. The condition w ∈ C 1 can also be relaxed. We can even allow a piecewise constant field w, yielding piecewise smooth curves γ, provided that the restrictions of the corresponding mapping f are diffeomorphisms on the subdomains on which w is constant.
Robust preconditioning for the convection-diffusion problem. Now we can readily summarize the results. For any
Then (3.6) implies the following.
, be a globally rectifiable vector field on Ω. Then
That is, the upper bound of a SD satisfies
which is an estimate independent of ε. Since the lower bound is m = 1, we have altogether proved the next theorem.
, for which w(x) = 0 (x ∈ Ω), be a globally rectifiable vector field on Ω. Then the linear convergence of the conjugate gradient method for the preconditioned system (3.1) is bounded independently of ε. Namely, for the GCG-LS method, the residual satisfies
. . , n)
and for the CGN method (ii) It is seen that to avoid a too slow rate of convergence, the parameter δ 0 must not be taken too small. On the other hand, its choice influences the discretization error as mentioned in section 2. Hence this choice must be a balance between obtaining fewer iterations and a small discretization error. A typical choice, as also mentioned in section 2, is δ 0 = O(h); see [12] .
Solution of the auxiliary problems.
The preconditioner S is an s.p.d. matrix; hence the auxiliary systems can be solved with a variety of methods. Furthermore, we will show that although the matrix S itself depends on ε, the conditioning properties of S are independent of ε. For this we assume that the mesh is regular, i.e., there exists θ 0 > 0 such that the smallest angles of elements satisfy
The auxiliary systems can be solved with a lot of efficient methods elaborated for s.p.d. problems: for instance, one can use algebraic multilevel methods [7, 8] or algebraic multigrid (see, e.g., [20] ). A general description of iterative methods is given in [3] .
The performance of the above methods is mainly determined by the range of eigenvalues and hence by the condition number of the system matrix. Since the problems in our case depend on the parameter ε, it is basically important to see how the matrix depends on ε. We now verify that the condition number of S is bounded independently of ε.
Let M denote the mass matrix w.r.t. the same mesh, i.e.,
n).
It is well known [12] that its eigenvalues λ(M) satisfy
where d is the space dimension (i.e., Ω ⊂ R d ), the constants C 1 , C 2 > 0 depend on the domain Ω and the regularity parameter θ 0 , and hence the condition number of M is uniformly bounded, i.e.,
Let −Δ h denote the discretization of the negative Laplacian w.r.t. the same mesh as used for our boundary value problem, i.e.,
Then, as is also well known (see, e.g., [12] ), 
First we show that κ(M −1 S) is uniformly bounded w.r.t. ε.
Proposition 3.12. There exists C > 0 independently of h and ε such that
Proof. Let λ be an eigenvalue of M −1 S. Then some vector c ∈ R d , c = 0 satisfies
. . , ϕ n is a basis in V h as introduced in section 2. Then u h = 0, and by definition
and similarly
Hence we must give uniform upper and lower bounds for the above fraction. First, using (3.15) and Theorem 3.6,
On the other hand, since we study the case ε → 0, we may assume that ε ≤ ε, where ε is independent of ε. Also, let then (since the standard chioce is δ max = O(h) → 0) we may assume that δ max ≤ δ, where δ is independent of h and ε. Then we have 
hence, using (3.22), (3.20), and (3.19) , respectively,
Altogether,
where
C2 δ0 is independent of h and ε. Theorem 3.13. There exists c > 0 independently of h and ε such that
Proof. Using Proposition 3.12, we have
where c := C 1 C/C 2 is independent of h and ε. The obtained result means, when compared to (3.21) , that the condition number of S behaves in the same way as that of the Laplacian, independently of ε. We note that this property also will be illustrated by the numerical tests in section 5. This implies that the performance of the mentioned multigrid and multilevel methods for the auxiliary systems involving S is qualitatively similar to the case of standard elliptic problems, in particular, of Poisson equations. We can then use a combined method, that is, precondition with S for the outer iterations while the arising systems with S are solved with a multigrid or multilevel method. This leads to a robust method with a rate of convergence independent of ε.
Generalizations to general mixed boundary value problems.
It is straightforward to extend the above results to general mixed boundary value problems 
(Ω). Namely, the above assumptions also ensure the coercivity and boundedness of the corresponding bilinear form; see, e.g., [6] . Further, it is clear that the condition u = 0, used in Theorem 3.6, is only required in the proof on the inflow boundary Γ − . Now, in assumption (iii) above, we have w · ν ≥ 0 on Γ N , which means that Γ N ⊂ Γ + , i.e., Γ − ⊂ Γ D , that is, we have indeed u = 0 on Γ − . Therefore Theorems 3.6 and 3.10 remain valid in the same form as proved above for Dirichlet problems. Downloaded 02/02/15 to 157.181.227.198. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 5. Numerical experiments. We have run numerical tests for two model problems of the class (2.1). We have used Courant elements for the FEM subspace, and for simplicity the constants δ n have all been fixed to a common value δ. The algorithm was carried out in MATLAB and the tests were run on a standard desktop PC. We have used the preconditioned CGN (PCGN) iteration for both test problems; see Remarks 3.1 and 3.2 for other iterations. For the first problem we have also run the GCGLS(0) iteration, which is a short recurrence avoiding normal equations. It is thus more directly suited to the studied symmetrically preconditioned system than the GMRES but yields the same convergence rate (3.3); see Remark 3.2. However, the computer work proved to be the same for GCGLS(0) as for the CGN method; hence for the second problem only PCGN was used. The auxiliary linear systems were solved with built-in solvers, due to the modest size of the problems.
The following numerical tests strengthen our theoretical results. As predicted by Theorem 3.10, the convergence of the iteration with streamline preconditioning is robust in ε, i.e., the iteration number to achieve a certain tolerance (T ol) is bounded independently of ε as ε 0. In the second test with enclosed flow, the actual iteration numbers in fact approach very close to our theoretical uniform bound, i.e., the latter can be thought of as realistic. Further, as predicted by Theorem 3.13, the conditioning properties of the preconditioning matrices are also bounded independently of ε, which is shown by the bounded amount of total computer work. Here the first factor of u(x, y) is the exact solution of the well-known one-dimensional problem −εu + u = 1, u(0) = u(1) = 0 that has a boundary layer near x = 1. Therefore the function u(x, y) has a boundary layer as well near the segment x = 1, transformed such that the boundary condition is satisfied on the whole boundary of Ω (see also Figure 6 ). We have run the tests with h = 2 −8 , δ = h and T ol = 10 −6 . In Figure 3 we can compare the number of iterations for ε = 1, 10 −1 , . . . , 10
−10
and the CPU times spent by the iteration. It can be seen that both the number of iterations, denoted by a circle, and the work spent on the auxiliary systems, denoted by a triangle, are bounded independently of ε.
On the other hand, we note that by decreasing ε, there is an initial increasing iteration error phase until reaching near the uniform bound. This is explained by the "old bound" (3.8), since the latter together with the "new bound" (3.16) implies that the overall bound on the error is of the form min{const 1 
That is, the error increases as long as ε decreases to about 10 −6 , where the error reaches near the new bound and thus it becomes approximately constant as ε decreases further. This behavior is clarified by Figure 4 . It not only shows that the actual iteration numbers remain below both the old and new bounds as predicted by theory but also that the old bound deteriorates to infinity as ε tends to zero.
We have also run the same test using the GCGLS(0) iteration instead of PCGN (cf. Remark 3.2). The computer work proved to be essentially the same as for the PCGN method: one iteration step took less time, but more iterations were necessary, Downloaded 02/02/15 to 157.181.227.198. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php which led to a similar amount of total work; see Figure 5 . As also discussed earlier in Remark 3.1, PCGN is thus a suitable method for the studied problem.
The numerical and exact solutions in the case ε = 10 −10 are plotted together with the distribution of error in Figure 6 . The error, which is less than the tolerance 10 −6 , comes essentially from the layer points; hence it could possibly be further decreased by involving adaptive mesh refinement as well.
5.2.
Enclosed flow on a disc. Now let our domain Ω be the unit disc in R where R 2 = x 2 + y 2 . This solution exhibits a layer similar to (5.1) near the two opposite portions of the circle (see also Figure 9 ). We have run the test with h = 2 −9 , δ = h, and T ol = 10 −6 .
In Figure 7 we can compare the number of PCGN iterations for ε = 1, 10 −1 , . . . , 10 −10 and the CPU times spent by the iteration. Similarly to the first test problem, both the number of iterations and the work spent on the auxiliary systems are bounded independently of ε. Figure 8 is the counterpart of Figure 4 , explaining the initial increasing iteration error phase until reaching near the uniform bound. Moreover, the actual iteration numbers now approach almost exactly the uniform bound as ε tends to zero, which suggests that our bound is close to sharp in this case. Downloaded 02/02/15 to 157.181.227.198. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Finally, the numerical and exact solutions in the case ε = 10 −6 are plotted together with the distribution of error in Figure 9 , showing a similar behavior as for the first test problem.
