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Abstract
In recent years there has been signi1cant interest in the study of random k-SAT formulae. For
a given set of n Boolean variables, let Bk denote the set of all possible disjunctions of k distinct,
non-complementary literals from its variables (k-clauses). A random k-SAT formula Fk(n; m) is
formed by selecting uniformly and independently m clauses from Bk and taking their conjunction.
Motivated by insights from statistical mechanics that suggest a possible relationship between the
“order” of phase transitions and computational complexity, Monasson and Zecchina (Phys. Rev.
E 56(2) (1997) 1357) proposed the random (2+p)-SAT model: for a given p ∈ [0; 1], a random
(2 + p)-SAT formula, F2+p(n; m), has m randomly chosen clauses over n variables, where pm
clauses are chosen from B3 and (1 − p)m from B2. Using the heuristic “replica method” of
statistical mechanics, Monasson and Zecchina gave a number of non-rigorous predictions on the
behavior of random (2 + p)-SAT formulae. In this paper we give the 1rst rigorous results for
random (2 + p)-SAT, including the following surprising fact: for p 6 2=5, with probability
1 − o(1), a random (2 + p)-SAT formula is satis1able i@ its 2-SAT subformula is satis1able.
That is, for p 6 2=5, random (2 + p)-SAT behaves like random 2-SAT. c© 2001 Elsevier
Science B.V. All rights reserved.
1. Introduction
The problem of determining the satis1ability of Boolean formulae is central to the
understanding of computational complexity. Moreover, it is of tremendous practical
interest as it arises naturally in numerous settings. Typically, formulae are considered
to be in conjunctive normal form (CNF), i.e. a conjunction of disjunctions (clauses),
and one needs to determine if there exists an assignment of truth values to the formula’s
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variables so that at least one literal is satis1ed from each clause. Cook’s Theorem [12]
asserts that satis1ability is NP-complete and thus “as hard” as any problem whose
solutions can be veri1ed in polynomial time. A canonical version of the satis1ability
problem is k-SAT, where each clause of the input formula has precisely k literals.
Cook proved that for k ¿ 3, k-SAT is NP-complete, while for k =2 it can be solved
in polynomial time [12].
Given that satis1ability is NP-complete, practitioners seek heuristic solutions to the
problem of deciding the satis1ability of large formulae. The most common approach
is to employ some variation of the Davis–Putnam (DP) algorithm [15, 14]. In the last
two decades, partly in order to evaluate and improve satis1ability algorithms, there has
been considerable work in analyzing the satis1ability of random formulae. In fact, some
early results suggested that deciding satis1ability is “easy on average”. Unfortunately,
while “easy” is easy to interpret, “on average” is not.
One of the earliest and most often quoted results for satis1ability being easy on
average is due to Goldberg [25]. In [21], though, Franco and Paull pointed out that
the distribution of instances used in the analysis of [25] is so greatly dominated by
“very satis1able” formulae that if one tries truth assignments completely at random, the
expected number of trials until 1nding a satisfying one is O(1). Moreover, in [21] the
performance of the DP algorithm on random instances of k-SAT was considered. In
particular, for a given set of n Boolean variables, let Bk denote the set of all 2k
( n
k
)
pos-
sible disjunctions of k distinct, non-complementary literals on its variables (k-clauses).
A random k-SAT formula Fk(n; m) is formed by selecting uniformly, independently,
and with replacement 2 m clauses from Bk and taking their conjunction. Franco and
Paull [21] showed that for all k ¿ 3 and every constant r¿0, with probability 1−o(1),
the DP algorithm takes an exponential number of steps to report the satisfying truth
assignments of Fk(n; rn), i.e. either to report all (“cylinders” of) solutions, or that no
solutions exist.
In [36], Selman et al. gave extensive experimental evidence suggesting that for k¿3,
there is a range of the clauses-to-variables ratio, r, within which it seems hard even
to decide if a randomly chosen k-SAT instance is satis1able or not (as opposed to
1nding all satisfying truth assignments). For example, for k =3 their experiments draw
the following remarkable picture: for r¡4, a satisfying truth assignment can be easily
found for almost all formulae; for r¿4:5, almost all formulae are unsatis1able; for
r≈ 4:2, a satisfying truth assignment can be found for roughly half the formulae and
around this point the computational e@ort for 1nding a satisfying truth assignment,
whenever one exists, is maximized.
We will be interested in random formulae from an asymptotic point of view, i.e. as
the number of variables grows. In particular, we will say that a sequence of random
events En occurs almost surely (a.s.) if lim Pr[En] = 1. If lim inf n→∞ Pr[En]¿0, we will
2 Allowing replacement simpli1es calculations greatly. Moreover, in the interesting range m=(n) the
expected number of repeated clauses is O(1) and thus it is virtually inconsequential. In particular, all the
results discussed in this paper hold also in the setting where replacement is not allowed.
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say that En occurs with positive probability. Let gk(n; r) denote the probability that
Fk(n; rn) is satis1able. In [11], the following compelling possibility was put forward
and by now has become a folklore conjecture.
Conjecture 1 (Satis6ability threshold conjecture): For every k ¿ 2; there exists a
constant rk such that for any ¿0;
lim
n→∞ gk(n; rk − ) = 1 and limn→∞ gk(n; rk + ) = 0:
The satis1ability threshold conjecture, which motivates our work, has attracted a
lot of attention in computer science, mathematics and, more recently, in mathematical
physics [31–34]. For the connections of random formulae to proof-complexity and
computational-hardness we refer the interested reader to the excellent surveys by Beame
and Pitassi [5] and Cook and Mitchell [13], respectively.
The rest of the paper is organized as follows. In Section 2 we summarize most known
rigorous results regarding the conjecture. In Section 3 we 1rst discuss how insights on
the conjecture derived by using techniques and notions from statistical mechanics have
motivated the random (2+p)-SAT model. Then we describe our contributions and their
relationship to the non-rigorous results on random (2+p)-SAT. Finally, in Sections 4
and 5 we prove our results, by giving conditions for almost sure unsatis1ability and
almost sure satis1ability of F2+p(n; m), respectively.
2. Summary of known results for random k-SAT
2.1. Random 2-SAT
For k =2, ChvMatal and Reed [11], Goerdt [24] and Fernandez de la Vega [19] in-
dependently proved Conjecture 1, in fact determining r2 = 1. Note that 2-SAT being
solvable in polynomial time is equivalent to saying that for k =2 we have a sim-
ple characterization of unsatis1able 2-SAT formulae [12]. This fact enables a direct=
combinatorial attack of random 2-SAT that focuses on the emergence of the “most
likely” unsatis1able subformulae in the evolution of F2(n; rn). Indeed, this was the
approach in [11, 24]. More recently, BollobMas et al. [7] also used this approach to
determine the “scaling window” for random 2-SAT: the transition from almost sure
satis1ability to almost sure unsatis1ability occurs at m= n+ n2=3 as  goes from −∞
to +∞.
2.2. Random 3-SAT
For k ¿ 3, much less progress has been made towards Conjecture 1. Neither the
value, nor even the existence of rk has been established. In the following, by rk¿r∗
we will mean that for r 6 r∗, Fk(n; rn) is a.s. satis1able (analogously for rk¡r∗).
The 1rst upper bound for r3 was given by Franco and Paull [21], who observed
that the expected number of satisfying truth assignments of F3(n; rn), (2(7=8)r)n, is
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o(1) when r¿r0 = 5:191 : : : : In [8], Broder et al. showed r3¡r0 − 10−7, i.e. that the
expectation bound is not tight. Shortly afterwards, El-Maftouhi and Fernandez de la
Vega [18] proved r3¡5:08 and, independently, Kamath et al. [27] proved r3¡4:758.
This was further improved to r3¡4:601 by Kirousis et al. [29], using a much more
direct and simple approach than [18, 27]. We will apply the method of [29] in Sec-
tion 4 and elaborate on it, therein. Independently, Dubois and Boufkhad [16] obtained
r3¡4:64 with a method similar to that of Kirousis et al. By estimating exactly a hy-
pergeometric sum appearing in [29], Janson et al. [26] proved r3¡4:598. Zito [38]
improved the bound to less than 4:579 by combining the approaches of [16] and [29].
Finally, by combining the approach of [29] with tight bounds for the occupancy prob-
lem [27], Kaporis et al. [20] gave the best known bound, r3¡4:571. Recently, Dubois
et al. [17] announced r3¡4:506.
Unlike upper bounds, which come from probabilistic counting arguments, all known
lower bounds for r3 are algorithmic. The 1rst analysis of an algorithm on F3(n; rn)
was given by Chao and Franco [9] who showed that the UNIT CLAUSE (UC) algorithm
has positive probability of 1nding a satisfying truth assignment for r¡8=3 and, when
combined with a “majority” rule, for r¡2:9. Note that since UC succeeds with positive
probability instead of a.s. this did not imply r3 ¿ 2:9; their analysis, though, inspired
a number of subsequent papers [10, 11, 23, 3, 4, 1].
The 1rst lower bound for r3 was given by Franco [20] who considered the “pure
literal” heuristic on F3(n; rn). This heuristic satis1es a literal only if its complement
does not appear in the formula, thus only making “safe” steps. He showed that for
r¡1, the pure literal heuristic eventually sets all the variables, yielding r3 ¿ 1. Broder
et al. [8] proved r3 ¿ 1:63, by showing that the pure literal heuristic a.s. sets all
the variables for r¡1:63. Later, Frieze and Suen [23] analyzed a generalization of
UC, called GUC, and gave an exact analysis of its probability of success. They showed
that for r¡3:003, GUC succeeds with positive probability. Moreover, they proved that
a modi1ed version of GUC, performing a very limited form of backtracking, succeeds
a.s. for such r, thus yielding r3¿3:003. Recently, the 1rst author [1] introduced a new
heuristic for 3-SAT that sets two variables at a time and by analyzing its performance
on F3(n; rn) proved r3¿3:145, the best known lower bound for random 3-SAT.
A big step towards proving the existence of rk was made by Friedgut [22]. Recall
that gk(n; r) is the probability that Fk(n; rn) is satis1able. 3
Theorem 1 (Friedgut [22]). For every k¿2; there exists rk(n) such that for any ¿0;
lim
n→∞ gk(n; rk(n)− ) = 1 and limn→∞ gk(n; rk(n) + ) = 0:
3 Theorem 1 was proven for the model where each of the Nk =2k
( n
k
)
clauses appears independently of
all others in the random formula with probability rn=Nk . As we will see in Section 5, the sharp threshold
for that model easily transfers to Fk (n; rn).
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The following immediate corollary of Theorem 1 is very useful in bounding rk from
below. It implies that if for some r∗, Fk(n; r∗n) is satis1able with positive probability
then rk ¿ r∗.
Corollary 1. If limn→∞ inf gk(n; r)¿0 then for any ¿0; limn→∞ gk(n; r − )= 1.
Note that combining Corollary 1 with the results in [9] we get r3 ¿ 8=3 and r3 ¿
2:9, for each respective algorithm. By now, though, these bounds have been superseded
by the results in [23, 1].
3. The (2 + p)-SAT model
3.1. The replica method and motivation
All of our previous discussion pertains to mathematical (rigorous) results. If one
is willing to settle for non-rigorous results, then substantially more can be said. In
particular, all the results we discuss in this section are based on the non-rigorous
“replica method” of statistical mechanics. While the replica method is a sophisticated
mathematical methodology, its validity rests on a number of unproven assumptions;
moreover, these assumptions are known to be false in general, and there is very lit-
tle understanding of when they might be valid. Besides this fundamental objection, in
applying the replica method it is very often necessary to make numerical approxima-
tions of intermediate results, without being able to provide non-trivial bounds on their
accuracy.
In [31, 32], Monasson and Zecchina showed how to apply the replica method to
the random k-SAT problem. By relating the “energy” of a truth assignment to the
number of clauses it fails to satisfy, they get r2 = 1 and give improved upper and
lower bounds for rk for small k ¿ 3. Given a formula F and a variable x, let us say
that x is frozen in F if all truth assignments that satisfy as many of the clauses of
F as possible, assign x the same value. Treating the fraction of frozen variables as
an “order parameter”, Monasson and Zecchina [32] claimed that the “phase transition”
from almost sure satis1ability into almost sure unsatis1ability is of “second order”
for k =2, but of “1rst order” for k ¿ 3. In mathematical terms this amounts to the
following. For r¿rk , Fk(n; rn) a.s. has fk(r) · n + o(n) frozen variables. Moreover,
limr→r+2 f2(r)= 0, but for k ¿ 3, limr→r+k fk(r)¿0. That is, above the threshold, the
fraction of frozen variables “takes o@ ” in a continuous manner for k =2, but in a
discontinuous one for k ¿ 3.
In [32], as an attempt to illuminate the di@erence in the order of the phase transition
for k =2 vs. k =3, the (2+p)-SAT model was introduced: 1x p∈ [0; 1]; similarly to
random k-SAT we have a random formula, F2+p(n; m), with n variables and m clauses
chosen uniformly and independently with replacement, but now pm clauses are chosen
from the set of all clauses of length 3 (B3) and (1− p)m from the set of all clauses
of length 2 (B2). Thus, p=0 corresponds to random 2-SAT, while p=1 corresponds
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to random 3-SAT. Using the replica method, Monasson et al. [34] claimed that for
every p∈ [0; 1] there is a critical value of r, denoted by rp, around which F2 +p(n; rn)
undergoes a phase transition, turning from a.s. satis1able into a.s. unsatis1able.
An easy upper bound on rp follows from the fact that for F2+p(n; rn) to be satis1able,
both its 2-SAT and its 3-SAT subformula must be satis1able independently of one
another. In particular, since F2+p(n; rn) contains r(1− p)n 2-clauses, just considering
the 2-SAT subformula implies that rp(1−p)6 r2, i.e. rp 6 1=(1−p). Most remarkably,
in [34], it was claimed that there exists p∗¿0, such that for all p∈ [0; p∗),
rp =
1
1− p:
In other words, for p¡p∗ the rpn 3-clauses in F2+p(n; rn) are a.s. “irrelevant” to the
formula’s satis1ability.
To make this more precise, let us say that for a given p random (2+p)-SAT
“behaves like random 2-SAT” if F2+p(n; m) is a.s. satis1able if and only if r¡1=(1−p).
Let
pc = sup{p: F2+p(n; rn) is a:s: satis1able i@ r ¡ 1=(1− p)}:
In [34] it was further claimed that pc=0:413 : : : : If true, this would imply that for
every ¿0, we can add 0:703n random 3-clauses to F2(n; (1− )n) and still have an
a.s. satis1able formula!
3.2. Our results
We 1rst prove that for all p∈ [0; 1], random (2+p)-SAT exhibits a sharp threshold.
For p∈ [0; 1] let gp(n; r) denote the probability that F2+p(n; rn) is satis1able.
Theorem 2. For every p∈ [0; 1]; there exists rp(n) such that for any ¿0;
lim
n→∞ gp(n; rp(n)− ) = 1 and limn→∞ gp(n; rp(n) + ) = 0:
Much more surprisingly, we prove that pc ¿ 2=5. As a result, we establish that for
all ¿0, one can indeed add (2=3)n random 3-clauses to F2(n; (1− )n) and still have
an a.s. satis1able formula.
Theorem 3. For p6 2=5;
rp =
1
1− p:
In [34], it was claimed that 0:413 : : : separates a “2-SAT-like” behavior from a
“3-SAT-like” one. More precisely, it is claimed that for p¡0:413 : : : the phase tran-
sition from almost sure satis1ability to almost sure unsatis1ability is of second order
(like random 2-SAT), but for p¿0:413 : : : it is of 1rst order (like random 3-SAT).
Interpreting “behaves like random 2-SAT” as “F2+p(n; rn) is a.s. satis1able if and only
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Fig. 1. Upper and lower bounds for rp.
if r¡1=(1− p)”, we prove that while (2+p)-SAT behaves like 2-SAT for p6 2=5,
this is not the case for p¿ 0:694 : : : : More generally, for p¿2=5 we provide upper
and lower bounds for rp, the former implying pc¡0:695.
Theorem 4. For p¿2=5;
24p
(p+ 2)2
6 rp 6 min
(
1
1− p; r
#
)
;
where r# is the solution of (7=6)rp(3=4)r(2− e−r(2=3−5p=21))= 1.
These are the 1rst rigorous results for random (2+p)-SAT. Theorems 3 and 4 are
illustrated in Fig. 1.
Notation. Before we proceed to prove Theorems 2–4 we need to introduce some
notation. For a literal l, var(l) will denote its underlying variable. For a set V of n
Boolean variables, Bi(V ) will denote the set of all 2i
(n
i
)
i-clauses on the variables
of V . Unless otherwise stated, we consider V = {x1; : : : ; xn} and write Bi for Bi(V ).
Also, we let Bin(N; s) denote the Binomial random variable with N trials each having
probability of success s.
4. Almost sure unsatis!ability
Since a random instance of (2+p)-SAT is unsatis1able if either its 2-SAT or
its 3-SAT subformula is unsatis1able, the fact r2 = 1 and the bound r3¡4:506
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imply
rp 6 min(1=(1− p); 4:506=p) =
{
1=(1− p) if p¡0:818 : : : ;
4:506=p if p¿0:818 : : : :
(1)
Thus, for p¿0:818 : : : ; random (2+p)-SAT does not behave like random 2-SAT. In the
following, we will lower this upper bound for pc from 0:818 : : : to 0:695. In particular,
our bound implies that there is a constant ¡1, such that a random formula with n
2-clauses and 2:28n 3-clauses is a.s. unsatis1able.
Let F ∈F2+p(n; rn) be a randomly chosen instance of (2+p)-SAT and let An denote
the set of all possible 2n truth assignments. Let Sn⊆An denote the random set of
satisfying truth assignments (solutions) for F . Since a 1xed truth assignment A satis1es
a randomly chosen k-clause with probability 1− 2−k ,
Pr[A ∈Sn] = (7=8)rpn(3=4)r(1−p)n: (2)
Thus,
E[|Sn|] = 2n(7=8)rpn(3=4)r(1−p)n ≡ s(r; p)n:
Since, by de1nition, Pr[|Sn|¿0]6 E[|Sn|], F2+p(n; rn) is a.s. unsatis1able if s(r; p)¡1,
i.e. if
r ¿
ln 2
ln 4=3− p ln 7=6 :
The right-hand side above is strictly less than 1=(1 − p) for p¿0:752 : : : ; already
improving upon the upper bound for pc given by (1).
The price paid for bounding Pr[|Sn|¿0] by E[|Sn|] is that formulae with a very large
number of solutions, although they may occur with very small probability for r¿rp,
contribute substantially to E[|Sn|]. Clearly, if we could replace Sn by a “smaller” set,
we would get a quantity closer to Pr[|Sn|¿0] and hence a tighter bound. The technique
of [29] does precisely that by counting only those A∈Sn that satisfy a certain “local
maximality” condition.
Let a solution A∈Sn be called “locally maximum” if every truth assignment obtained
from A by changing the value of exactly one variable from 0 to 1 is not a solution of
F . Let S]n ⊆Sn be the set of all locally maximum solutions of F . Note now, that if
F is satis1able then S]n = ∅, since the lexicographically greatest truth assignment of F
is in S]n by de1nition. Thus,
Pr[F is satis1able]6 E[|S]n|] = Pr[A ∈Sn]
∑
A∈An
Pr[A ∈S]n |A ∈Sn]: (3)
For a truth assignment A that assigns value 0 to a variable v, let A(v) denote the
truth assignment obtained from A by changing the value of v from 0 to 1. Let us 1x
a truth assignment A∈Sn and try to change the value of a variable v from 0 to 1 in
A. First, note that the fact A∈Sn excludes
(n
3
)
clauses of B3 and
(n
2
)
clauses of B2
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from the conjuncts of F (those dissatis1ed by A). Second, note that the event A(v) =∈Sn
occurs i@ among the rn clauses in F there is a clause not satis1ed by A(v). Such a
clause must contain Sv and its remaining literals must be dissatis1ed by A (since it was
satis1ed by A but not A(v)). Hence, there are
(n−1
2
)
such 3-clauses and
(n−1
1
)
2-clauses
implying
Pr[A(v) =∈Sn |A ∈Sn] = 1−

1−
(
n− 1
2
)
7
(
n
3
)


rpn
1−
(
n− 1
1
)
3
(
n
2
)


r(1−p)n
= 1−
(
1− 3
7n
)rpn(
1− 2
3n
)r(1−p)n
= 1− e−(3rp=7+2r(1−p)=3) + O(n−1)
= 1− e−r(2=3−5p=21) + O(n−1): (4)
To bound Pr[A∈S]n |A∈Sn] using (4), we need to bound the probability that for
every variable v assigned 0 by A, A(v) =∈Sn. Letting z(A) denote the number of variables
assigned 0 by A, we claim
Pr[A ∈S]n |A ∈Sn]6 (1− e−r(2=3+5p=21) + O(n−1))z(A): (5)
To see this intuitively, 1rst observe that the sets of clauses “blocking” each A(v) from
being in Sn are disjoint for distinct variables v. Now since the total number of clauses
is 1xed and the blocking of each 0 “consumes” at least one clause, the blocking
events should be negatively correlated. To derive this formally we apply the following
Theorem of McDiarmid [30].
Theorem 5 (McDiarmid [30]). Let U; I be 6nite non-empty sets. Let (Xu)u∈U be a
family of independent random variables; each taking values in some set containing
I ; and for each i∈ I let Si = {u∈U |Xu= i}. Let (Fi)i∈I be a family of collections
of subsets of U such that each collection is either monotone increasing or monotone
decreasing. Then
Pr
[∧
i∈I
Si ∈Fi
]
6
∏
i∈I
Pr[Si ∈Fi]: (6)
In our application the m identical, independent experiments are the m choices of
clauses that form F . Fixing an (arbitrary) enumeration x1; : : : ; xz(A) of the variables
assigned 0 by A, (5) follows by applying Theorem 5 with U = {1; : : : ; m}, (ii) I =
{1; : : : ; z(A)}, (iii) Xu= i, if the uth clause of F is satis1ed by A but not by A(vi) and
0 otherwise, and (iv) Fi =2U − ∅, for all i.
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Combining (2), (3) and (5) we now have
Pr[F is satis1able]6 Pr[A ∈Sn]
n∑
k=0
(
n
k
)
Pr[A ∈S]n |A ∈Sn and z(A) = k]
6 Pr[A ∈Sn]
n∑
k=0
(
n
k
)
(1− e−r(2=3−5p=21) + O(n−1))k
= (7=8)rpn(3=4)r(1−p)n(2− e−r(2=3−5p=21) + O(n−1))n
= O(d(r; p)n); (7)
where d(r; p)= (7=6)rp(3=4)r(2− e−r(2=3−5p=21)). Therefore, F2+p(n; rn) is a.s. unsatis-
1able if d(r; p)¡1. Letting r# denote the solution of d(r; p)= 1 as a function of p,
and taking into account the trivial bound rp 6 1=(1 − p), we get the upper bound in
Theorem 4.
As indicated by Fig. 1, r# ¿ 1=(1 − p) for p ¿ 0:694 : : : : To prove r# ¿
1=(1 − p) for p ¿ 0:694 : : : ; and thus pc¡0:695, we observe that d(1=(1 − p); p) is
strictly decreasing for p¿1 − 1=%, where %= − 73 ln(14 ln 7=8=(7 ln 7=8− 3)) − 59 , i.e.
for p¿0:153 : : : : Hence the claim follows from the fact d(1=(1−p); p)= 0:99998 : : : ;
for p=0:6945.
5. Almost sure satis!ability
To prove almost sure satis1ability for F2+p(n; rn) we will 1rst prove that, like random
k-SAT, random (2+p)-SAT has a sharp threshold for all p∈ [0; 1]. Thus, analogously
to Corollary 1, if F2+p(n; r∗p n) is satis1able with positive probability, then for r¡r
∗
p it
is satis1able a.s. In order to determine such a value r∗p , the key observation is that in
analyzing a number of di@erent algorithms on random 3-SAT instances [10, 11, 23, 1]
one can view the clauses remaining after each step as the union of uniformly random
sets of 1-clauses, 2-clauses and 3-clauses. Hence, one can readily analyze any one of
these algorithms on random (2+p)-SAT since the input formula simply appears like an
“intermediate” formula of a random 3-SAT execution. We will analyze the execution of
the simplest such algorithm, called unit-clause (UC) [10], on random (2+p)-SAT. This
will simplify the exposition greatly and, as we will argue in Section 6, this simplicity
comes without a sacri1ce: all the algorithms considered in [10, 11, 23, 1] yield the same
lower bound for pc, i.e. pc ¿ 2=5.
Let us start by establishing that (2+p)-SAT has a sharp threshold. Recall that gp(n; r)
denotes the probability F2+p(n; rn) is satis1able.
Theorem 2. For every p∈ [0; 1]; there exists rp(n) such that for any ¿0;
lim
n→∞ gp(n; rp(n)− ) = 1 and limn→∞ gp(n; rp(n) + ) = 0:
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Proof. The proof uses the techniques developed in [22] to show a sharp threshold for
random k-SAT, after addressing the following technical point.
For the machinery developed in [22] to work we need to be in a product probability
space, i.e. the one where every clause appears in the formula independently of all other
clauses. Since in the setting of random (2+p)-SAT there are |B3| ≡N3 = 8
(n
3
)
potential
3-clauses, but only |B2| ≡N2 = 4
(n
2
)
potential 2-clauses we will construct our random
formula, H2+p(n; rn), by considering random trials over '(n) independent copies of
each 2-clause for p∈ (0; 1). Note that now rn will be the expected and not the exact
number of clauses in the formula (we use this notation to facilitate comparison with
F2+p(n; rn)).
To form H2+p(n; rn) when p=0 or 1, we simply include in the formula each clause
of B2+p independently of all others, with probability rn=N2+p (and hence the expected
number of clauses is rn). For p∈ (0; 1) we proceed as follows. Let Bq2 denote the
multiset containing q copies of each clause in B2, where q is a given integer. For a given
p∈ (0; 1) let B2+p≡B3 ∪Bq(p)2 , where q(p)= (2(1− p)=3p)n, and note that B2+p
contains N3=p (non-distinct) clauses. H2+p(n; rn) is formed by selecting each member
of B2+p, independently of all others, with probability s=prn=N3. Hence, H2+p(n; rn)
contains rn, not necessarily distinct, clauses on average. Having de1ned B2+p in this
manner, it will be rather straightforward to adapt the techniques in [22] to prove that
if hp(n; r) is the probability that H2+p(n; rn) is satis1able, then
Lemma 1. For every p∈ [0; 1] there exists a function rp(n) such that for any ¿0;
lim
n→∞ hp(n; rp(n)− ) = 1 and limn→∞ hp(n; rp(n) + ) = 0:
Before proving Lemma 1 let us 1rst show that indeed the sharp threshold for hp(n; r)
implies a sharp threshold for gp(n; r). Recall that in F2+p(n; rn) there are prn 3-clauses
and (1−p)rn 2-clauses and let ∗=(1−p)rn=N2. Note now that for every p∈ (0; 1)
the following is true: for each clause in B2, the probability that at least one of its q(p)
copies appears in H2+p(n; rn) is = (p; r; n)= 1− (1− s)q(p). Hence, the number of
distinct 2-clauses in H2+p(n; rn) is distributed as Bin(N2; ). Moreover, the fact
1−
(
1− a
n2
)bn
=
ab
n
+O(n−2)
implies that = ∗ +O(n−2).
As a result, for p∈ [0; 1) the number of distinct 2-clauses in H2+p(n; rn) is dis-
tributed as Bin(N2; ), where N2=(1−p)rn+O(1). On the other hand, for p∈ (0; 1]
the number of 3-clauses appearing in H2+p(n; rn) is distributed as Bin(N3; s), where
N3s=prn. Therefore, by applying the Cherno@ bound to the number of distinct 2-clauses
and the number of 3-clauses, we see that for any p∈ [0; 1] and any r¿¿′¿0, almost
surely:
(i) In H2+p(n; (r − ′)n) the number of distinct 2-clauses is at least (1−p) (r− )n
and the number of 3-clauses is at least p(r − )n.
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(ii) In H2+p(n; (r + ′)n) the number of distinct 2-clauses is at most (1−p) (r+ )n
and the number of 3-clauses is at most p(r + )n.
Furthermore, it is clear that all formulae are equally likely, conditional on the number
of distinct 2-clauses and the number of 3-clauses they contain. Therefore, as gp(n; m)
is non-increasing in m and (i), (ii) hold for any r¿¿′¿0, the sharp threshold for
hp is also a sharp threshold for gp.
Finally, if Hk(n; m) is de1ned analogously to H3(n; m), the number of k-clauses in
Hk(n; m) is distributed as Bin(Nk; m=Nk). Hence, exactly as in the above paragraph, a
sharp threshold for Hk(n; m) [22] yields one for Fk(n; m) as was claimed in reporting
Theorem 1.
As mentioned earlier, to prove the existence of a sharp threshold for random (2+p)-
SAT we will use the techniques of [22]. In particular, in [22], Friedgut gives a charac-
terization of properties of random k-SAT formulae that do not exhibit a sharp threshold
and uses it to show that satis1ability is not such a property. The proof of the charac-
terization is quite lengthy yet it is rather straightforward (but tedious) to check that a
similar characterization can be derived for properties of random (2+p)-SAT formulae.
Rather than taking this approach, we will instead use a general condition for a mono-
tone property to have a coarse threshold, given by Bourgain in an appendix to [22],
which can be readily used for our purposes.
To introduce Bourgain’s Theorem, let us recall that a subset A of {0; 1}N is called
monotone if whenever x∈A; x′ ∈{0; 1}N ; xi 6 x′i for i=1; : : : ; N , then x′ ∈A. For
0 6 s 6 1, de1ne +s to be the product measure on {0; 1}N with weights 1 − s at 0
and s at 1. Thus,
+s({x}) = (1− s)N−jsj where j = |{i = 1; : : : ; N : xi = 1}|:
If A is monotone, then +s(A) is clearly an increasing function of s. (In our setting, A
will be the property of unsatis1ability.)
Theorem 6 (Bourgain [22]). Let A⊂{0; 1}N be a monotone property and assume that
+s(A) = 12 ; (8)
s
d+s(A)
ds
¡ C; (9)
s = o(1): (10)
Then there is .= .(C) such that either
+s(x ∈ {0; 1}N : x contains x′ ∈A of size |x′|6 10C) ¿ . (11)
or there exists x′ =∈A of size |x′|6 10C such that the conditional probability
+s(x ∈ A | x ⊃ x′) ¿ 12 + .: (12)
One can replace 12 by any other 0¡2¡1 in (8); this results in 1=2 being replaced
by 2 in (12).
D. Achlioptas et al. / Theoretical Computer Science 265 (2001) 109–129 121
Conditions (8) and (9) above imply that A has a coarse threshold (condition (10)
is technical). On the other hand, (11) implies the existence of a “small and often-
encountered witness” for membership in A, while (12) implies the existence of a
“booster”, a short substring that does not imply membership in A but which makes
it substantially more likely. In our context, the witness would be a small satis1able
subformula, while the booster would be small satis1able subformula with the property
that, conditional on its presence, unsatis1ability is signi1cantly more likely.
To prove Lemma 1 using Theorem 6 we 1rst note that in our case N = |B2+p|, A
is the (monotone increasing) property of unsatis1ability and the generic x in Theo-
rem 6 corresponds to a formula picked from the H2+p(n; m) model. Further note that
if ¡+A(s)¡1− , i.e. if the probability of satis1ability is constant, then s=o(1) and
in particular the expected number of clauses in the formula m= rn + o(n). To see
this note that for any p∈ [0; 1], there exists r∗ such that if m= r∗n then the expected
number of satisfying truth assignments is o(1). In the opposite direction, note that for
any p∈ [0; 1] if r¡1 then by removing a random literal from each 3-clause we are a.s.
left with a random 2-SAT formula with m= rn clauses, i.e. an a.s. satis1able formula.
Therefore, it suTces to prove that if s is such that m=(n) then neither of (11),
(12) can occur. Excluding (11) is straightforward as it suTces to observe that any
unsatis1able formula on q variables must contain q + 1 distinct clauses. A straight-
forward calculation now implies that for any constant q the expected number of such
subformulae in H2+p(n; rn) is o(1).
Excluding the possibility of (12) is non-trivial and amounts to showing that no satis-
1able subformula of constant size can have a signi1cant “inUuence” on the satis1ability
of a random H2+p(n; rn) formula. The steps in this last proof are identical to those in
the proof of Corollary 5:3 of Friedgut [22] and we only outline them below in order
to avoid redundancy.
Let the size of the purported x′ in (12) be |x′|= q. To form the conditional probability
space considered in (12) we will form a H2+p(n; rn) formula by 1rst 1xing a copy
of the claimed subformula x′ on variables Vx = {v1; v2; : : : ; vq} and then adding every
other clause in B2+p with probability s. We want to show that for any 1xed .¿0,
the probability that the resulting formula is unsatis1able is smaller than 1=2+ .. There
are two key things we need to observe. The 1rst one is that, by monotonicity, the
probability that the subformula on variables V − Vx is unsatis1able is at most 1=2.
The second is that, as an easy calculation can show, there exists a constant M such
that with probability at least 1− .=2, at most M of the random clauses in the formula
contain a variable from Vx and, further, every such clause contains at most one variable
from Vx. As a result, with probability 1− .=2 conditioning on the occurrence of x′ in
the formula does not increase the probability of unsatis1ability more than adding M
random clauses of length 1.
To conclude the proof it suTces to show that adding a constant number of 1-clauses
to the formula cannot increase the probability of satis1ability by more than o(1). This
is done in two steps. The 1rst step amounts to showing that for any monotone property,
if s′= s+o(
√
sN ) then +s′(A)−+s(A)= o(1). In our case, such an increase in s would
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correspond to an (expected) addition of o(
√
n) clauses selected randomly from B2+p.
The second step amounts to showing that adding a constant number M of 1-clauses to
a random H2+p(n; rn) formula does not increase the probability of unsatis1ability more
than adding an exponential, in M , number of clauses selected randomly from B2+p. In
particular, these two last steps are lemmata 5:6 and 5:7, respectively, in [22].
5.1. The UNIT CLAUSE algorithm
The UNIT CLAUSE (UC) algorithm, presented below, was introduced and analyzed for
random 3-SAT by Chao and Franco [10]. The algorithm makes n iterations, in each
one permanently setting one variable. In the following, “at time t” means after t such
iterations have been performed (i.e. after t variables have been set) and step t will
refer to the step performed between time t and t + 1. As soon as a clause is satis1ed
we consider it removed from the formula, never to be considered again. On the other
hand, as soon as a literal in an i-clause c becomes dissatis1ed, we consider that literal
removed from c and we consider c an (i − 1)-clause. We let Ci(t) denote the set of
i-clauses remaining at time t.
UNIT CLAUSE
• V ←{x1; : : : ; xn}.
• For t=0; : : : ; n− 1
1. If C1(t) = ∅ then choose randomly a literal l∈C1(t)
else choose randomly a variable v∈V and
take l to be v; Sv with equal probability.
2. Set var(l) so as to satisfy l.
3. V ←V − var(l).
4. Remove all clauses in which l appears. (They are satis1ed)
5. Remove Sl from all clauses. (“Shrunk” clauses “move” from
Ci(t) to Ci−1(t + 1))
At each substep of type 5, UC might generate a clause of length 0 (contradiction) and
clearly such a clause will never be removed. On the other hand, if this never happens
then UC 1nds a satisfying truth assignment, in which case we say that it succeeds.
Let V (t) denote the set of variables not assigned a truth value at time t and let
Ci(t)= |Ci(t)|. Recall that for a set of Boolean variables V; Bi(V ) denotes the set of
all non-trivial i-clauses on the variables of V . Also, let L(V ) denote the set of 2|V |
literals on the variables of V .
In analyzing UC it will be convenient to view a random (2+p)-SAT formula with
m clauses, as constructed through the following sequence of random choices: for each
1 6 j 6 (1 − p)m, two distinct, non-complementary literals are picked uniformly
at random to form the jth 2-clause; for each 1 6 j 6 pm, three distinct, non-
complementary literals are picked uniformly at random to form the jth 3-clause. As
we proceed through the execution of the algorithm, in each step, we will only expose
those properties of the random choices made in forming the formula that are necessary
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to carry out the current step. Speci1cally, in order to carry out steps 4 and 5, for each
i-clause we 1rst expose the answer to the following question: “Does this clause contain
one of l; Sl?” If the answer is “No”, we consider this random clause to be distributed
according to the appropriate conditional probability distribution, i.e. we consider it to be
a uniformly random set of i distinct, non-complementary literals from L(V (t)−var(l)).
If the answer is “Yes”, we proceed to ask if the clause contains l. If the answer is
“Yes” we delete this clause and it no longer concerns us. If the answer is “No”
we remove one literal from this clause and consider the remainder as a uniformly
random set of i − 1 distinct, non-complementary literals from L(V (t)− var(l)). Thus,
we have
Lemma 2. For every 0 6 t 6 n; conditional on all information exposed thus far;
each clause in Ci(t) contains a uniformly random set of i distinct; non-complementary
literals from L(V (t)).
We note that (an analogue of) Lemma 2 holds for all algorithms in [10, 11, 23, 1]
when applied to F2+p(n; m).
Lemma 3, below, follows by combining Theorems 4 and 6 in [10]. Roughly speaking,
it asserts that as long as the density of the 2-SAT subformula formed by the clauses in
C2 stays below 1, UC has positive probability of never generating an empty clause (and,
at the same time, the probability of there being no 1-clause present at the beginning
of a given step is also positive).
Lemma 3. Fix .; ¿0 and let t0 = n − n. The probability that for all 0 6 t 6
t0; C2(t)¡(1−.)(n−t) and C0(t0)∪C1(t0) = ∅; is at most 1−5 for some 5= 5(.; )¿0.
Thus, we see that in order to bound the probability of UC failing in the 1rst t0 = n−
n steps it suTces to trace the evolution of C2(t) and determine for which values of
p; r it stays uniformly away from (n− t) for all 06 t 6 t0. To deal with the last n
steps we will show that a.s. at time t0 there are so few 2- and 3-clauses remaining,
that we are left with an “easy to satisfy” formula.
Let U˜ (t)= 〈C2(t); C3(t)〉 be a vector describing the number of 2- and 3-clauses at
time t and let H(t)= 〈U˜ (0); : : : ; U˜ (t)〉 be a 2× (t + 1) matrix describing the entire
history of the number of 2-clauses and 3-clauses up to time t. For random variables
X; Y let us write X D=Y if for every value x in the domain of X; Pr[X = x] = Pr[Y = x].
Finally, let Bin(N; s) denote the binomial random variable with N trials each having
probability of success s.
Lemma 4. Let XCi(t)=Ci(t+1)−Ci(t). For all 06 t 6 n−3; conditional on H(t);
XC3(t) = −X; (13)
XC2(t) = Y − Z; (14)
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where
X D=Bin
(
C3(t);
3
n− t
)
; Y D=Bin
(
C3(t);
3
2(n− t)
)
;
Z D=Bin
(
C2(t);
2
n− t
)
: (15)
Proof. Intuitively, each negative term in (13), (14) represents the number of clauses
leaving Ci(t) during step t, either as satis1ed or as shrunk, while the positive term
expresses the fact that the clauses leaving C3(t), with probability 1=2 move to C2(t+1).
To prove the lemma we 1rst claim that for every 0 6 t 6 n − 1 the literal satis1ed
during step t is chosen uniformly at random among the literals in L(V (t)). To prove
this, we simply note that when C1(t) = ∅ the claim follows by Lemma 2 applied to
C1(t), while when C1(t)= ∅ it follows from the de1nition of the algorithm.
Let l be the literal chosen to be satis1ed during step t. As l is uniformly random
among the literals in L(V (t)), by Lemma 2, we know that every clause c∈Ci(t); i=2;
3, contains one of l; Sl, independently of all other clauses and with the same probability.
As there are n− t unset variables, if c has i literals then this probability is i=(n− t).
This yields the negative terms in (13), (14) as each clause containing one of l; Sl is
removed from the set it belonged at time t. To get the positive term we note that as
l is uniformly random, by Lemma 2, if c∈C3(t) contains one of l; Sl then it contains
Sl with probability 1=2.
Lemma 4 de1nes a “mean path” for the sequence of random variables Ci(0); Ci(1);
: : : ; i=2; 3. Moreover, from (15), we see that (i) E[XCi(t)]=O(1), (ii) XCi(t) is
concentrated around its expectation, and (iii) E[XCi(t)] is a “smooth” function of
t; C2(t); C3(t). These facts will allow us to approximate the evolution of each sequence
Ci by a system of di@erential equations. In particular, let functions c2(x); c3(x) satisfy
c′3(x) = −
3
1− x c3(x); c3(0) = rp;
c′2(x) =
3
2(1− x)c3(x)−
2
1− x c2(x); c2(0) = r(1− p):
Solving the two di@erential equations implies
c3(x) = rp(1− x)3; (16)
c2(x) = 12 r(3px − 2p+ 2)(1− x)2: (17)
Lemma 5, below, asserts that c2; c3 approximate C2(t); C3(t) within o(n). An analo-
gous, but less precise, statement is given without proof for 3-SAT (i.e. p=1) in [10].
We will prove Lemma 5 by applying a Theorem of Wormald [37] (stated as Theo-
rem A.1 in the appendix for completeness).
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Lemma 5. For any ¿0; if UC is applied to F2+p(n; rn) then a.s. for 06 t 6 t−n;
Ci(t) = ci(t=n) · n+ o(n) for i = 2; 3: (18)
Proof. By Lemma 4, we can apply the Cherno@ bound to bound Pr[XCi(t)¿n1=5|H(t)],
for each i=2; 3. Thus, for any ¿0 the lemma follows by applying Theorem 7 with
k =2; Yi(t)=Ci+1(t); C = r; m= n − 3; f1(s; z1; z2)= (3z2=2(1 − s)) − (2z2=(1 − s));
f2(s; z1; z2)=− (3z2=2(1− s)) and D de1ned by −¡s¡1; −¡zi¡r, for i=1; 2.
We can now determine values of r; p for which F2+p(n; rn) is satis1able with positive
probability. In particular, we claim that this holds for all r; p such that for all x∈ [0; 1],
1
2 r(3px − 2p+ 2)(1− x)¡1: (19)
Postponing the proof of this claim for a moment let us see what lower bounds it
implies for rp.
• For p6 2=5, the left-hand side of (19) is non-increasing with x. Hence, (19) holds
i@ it holds for x=0, i.e. i@
r ¡
1
1− p:
Thus, by Theorem 2, rp ¿ 1=(1 − p) for p 6 2=5. Since rp 6 1=(1 − p) for all
p∈ [0; 1), we get rp=1=(1− p) for p6 2=5, i.e. Theorem 3.
• For p¿2=5, the left-hand side of (19) is unimodal for x∈ [0; 1], the unique maximum
occurring at x=(5p− 2)=6p. For such x, (19) holds i@
r ¡
24p
(p+ 2)2
:
Thus, by Theorem 2, we have rp ¿ 24p=(p+ 2)2 for p¿2=5, i.e. the lower bound in
Theorem 4.
We now need to prove our earlier claim regarding the role of (19). For a given
¿0, let t0 = n − n. Now, assume that r; p are such that for some .¿0 and all
x∈ [0; 1]; 12 r(3px − 2p + 2)(1 − x) 6 1 − .. Note that if this is true then r¡8=3.
Lemma 5 then implies that (i) a.s. for all 06 t 6 t0; C2(t)¡(1− .)(n− t) and that
(ii) a.s. C2(t0) + C3(t0)¡32rn. The 1rst fact along with Lemma 3 imply that with
probability 5= 5(.)− o(1); C0(t0)∪C1(t0)= ∅. The second fact along with Lemma 2
imply that if at time t0 we stop the execution of UC and just delete one literal at
random from each clause in C3(t0), the resulting 2-clauses along with those in C2(t0)
form F2(n− t0; m), where a.s. m¡32rn.
Thus, in conclusion, we get that for each 1xed ¿0, if we stop the execution of
UC on F2+p(n; rn) at time t0 and delete one literal at random from each remaining
3-clause, with positive probability we will be left with a random 2-SAT formula with
n='(n) variables and fewer than 32rn clauses. For ¿0 suTciently small, since
r is bounded, this formula will a.s. be satis1able, completing the proof of the claim.
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6. Discussion
6.1. Why 2=5?
Let us consider an execution of UC on F2(n; rn). Since each variable originally appears
on average in 2r clauses, after the 1rst :n steps of the execution, :→ 0, we will have
roughly rn − 2r:n 2-clauses remaining, over n − :n variables, i.e. a 2-SAT formula
with density r(1− 2:)=(1− :)= r′¡r. Since this holds for any r¿0, by applying this
argument “inductively”, we see that the density of the 2-SAT formula formed by the
remaining clauses drops throughout the execution of UC.
Note now, that the condition in Lemma 3 states that as long as the density of this
subformula stays below 1, there is positive probability that UC generates no contradic-
tions in processing it. Hence, the fact that the 2-SAT formula becomes sparser during
the execution of UC suggests that there is room to make the algorithm work harder. That
is, the algorithm would still have positive probability of success if the density of the
underlying 2-SAT subformula simply remained below 1, instead of actually dropping
during the execution. This is where the 3-clauses come in.
If 2¡1 and we take a conjunction of F2(n; 2n) with F3(n; 2n) and apply UC to
it, then in the 1rst :n steps of the execution we have: roughly 22:n of the original
2-clauses are removed (satis1ed or shrunk), while roughly 322:n (shrunk) 3-clauses
end up in the 2-SAT subformula. Thus, if  6 2=3 the 2-SAT formula will have no
more than 2(1 − :)n 2-clauses over (1 − :)n variables, i.e. its density will remain at
most 2. Again, this argument can be applied “inductively” (yet now things are already
a bit better as slightly fewer 3-clauses will shrink to 2-clauses). Thus, we see that up
to 232n 3-clauses can be essentially be “piggybacked” on F2(n; 2n). In (2 + p)-SAT
terms, this corresponds to r(1− p)= 2 and rp= 232, i.e. p=2=5.
This argument also suggests that the “hardest” part of the execution for UC in dealing
with such a formula is the very beginning. At that point, the rate at which 1-clauses
are generated can be arbitrarily close to 1 as 2→ 1. This last fact also suggests that
any algorithm which maintains “uniform randomness” in the sense of Lemma 2 and
takes care of 1-clauses 1rst cannot give an improved lower bound for pc (this can be
made rigorous). The intuition is that, in the beginning of the execution, every time
such an algorithm sets the value of some variable “freely”, it can expect 1=(1 − 2)
forced steps to follow; even if somehow no 3-clauses at all became 2-clauses in the
free step, in all the following steps there is nothing that can be done about 3-clauses
becoming 2-clauses. Thus, in some sense, as 2→ 1 all such algorithms tend to UC. As
a result, if we have (1−)n random 2-clauses and n random 3-clauses, where ¿2=3,
then such an algorithm fails a.s. for some = ()¿0. In particular, this is the case
for all the algorithms in [10, 11, 23, 1].
Since the appearance of an extended abstract of this article [2], our results have
provided some feedback to the statistical mechanics community [33, 6, 35]. In fact,
Biroli et al. [6], using a variational argument in combination with the replica method,
showed pc=2=5 contrary to the results in [34]. Again, this is not a rigorous result but
the authors claim that in some sense it is “more rigorous” than the results in [34].
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We feel that determining pc is a very interesting problem. If pc¿2=5, this would
shed much needed light in the applications of the replica method on random (2+p)-
SAT and random k-SAT. If pc=2=5, it would be very insightful if we can draw
analogies between the “combinatorial” arguments leading to this fact and the “statistical
mechanics” ones.
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Appendix
In the statement of Theorem 7, below, asymptotics denoted by o and O are for n→∞
but uniform over all other variables. In particular, “uniformly” refers to the conver-
gence implicit in the o() terms. For a random variable X , we say X =o(f(n)) always if
max{x |Pr[X = x] =0}=o(f(n)). We say that a function f satis1es a Lipschitz condi-
tion on D⊆Rj if there exists a constant L¿0 such that |f(u1; : : : ; uj)−f(v1; : : : ; vj)|6
L
∑j
i=1 |ui − vi|, for all (u1; : : : ; uj) and (v1; : : : ; vj) in D.
Theorem A.1 (Wormald [37]). Let Yi(t) be a sequence of real-valued random vari-
ables, 1 6 i 6 k for some 6xed k; such that for all i; all t and all n; |Yi(t)| 6
Cn for some constant C. Let H(t) be the history of the sequence; i.e. the matrix
〈Y˜ (0); : : : ; Y˜ (t)〉; where Y˜ (t)= (Y1(t); : : : ; Yk(t)).
Let I = {(y1; : : : ; yk): Pr[Y˜ (0)= (y1n; : : : ; ykn)] =0 for some n}. Let D be some
bounded connected open set containing the intersection of {(s; y1; : : : ; yk): s ¿ 0}
with a neighborhood of {(0; y1; : : : ; yk): (y1; : : : ; yk)∈ I}. 4
Let fi : Rk+1→R; 16 i 6 k; and suppose that for some m=m(n);
(i) for all i and uniformly over all t¡m;
E(Yi(t + 1)− Yi(t)|H(t)) = fi(t=n; Y0(t)=n; : : : ; Yk(t)=n) + o(1) always;
(ii) for all i and uniformly over all t¡m;
Pr[|Yi(t + 1)− Yi(t)|¿n1=5|H(t)] = o(n−3) always;
4 That is, after taking a ball around the set I , we require D to contain the part of the ball in the halfspace
corresponding to s= t=n¿ 0.
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(iii) for each i; the function fi is continuous and satis6es a Lipschitz condition on D.
Then;
(a) for (0; zˆ (0); : : : ; zˆ (k))∈D the system of di@erential equations
dzi
ds
= fi(s; z0; : : : ; zk); 16 i 6 k
has a unique solution in D for zi :R→R passing through zi(0)= zˆ (i); 16 i 6 k; and
which extends to points arbitrarily close to the boundary of D;
(b) almost surely
Yi(t) = zi(t=n) · n+ o(n);
uniformly for 0 6 t 6 min{=n; m} and for each i; where zi(s) is the solution in (a)
with zˆ (i) =Yi(0)=n; and == =(n) is the supremum of those s to which the solution can
be extended.
Note: The theorem remains valid if the reference to “always” in (i),(ii) is replaced
by the restriction to the event (t=n; Y0(t)=n; : : : ; Yk(t)=n)∈D.
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