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Dans un système d’information d’entreprise, une même entité peut jouer plusieurs rôles ou
supporter plusieurs fonctionnalités à différents moments de sa durée de vie. De plus, différents
usagers et applications voudront utiliser et auront accès à différents sous-ensembles de ces
fonctionnalités. Ce travail vise à développer une méthode et des outils supportant le développement
d’applications orientées objet de sorte que i) un objet puisse changer de comportement durant sa vie
en ajoutant ou retirant des aspects fonctionnels sur demande, ii) différents usagers puissent
percevoir et utiliser différents sous-ensembles des fonctionnalités présentes au sein de l’objet a un
moment donné, et iii) ta localisation des objets soit transparente pour les usagers. Chacun de ces
objectifs a déjà été résolu, en partie, ou entièrement, par les chercheurs et praticiens en
développement de logiciels. Notre contribution principale est d’offrir un cadre unifié pour répondre
à ces trois objectifs ensemble à moindre coût.
Notre travail est basé sur la programmation par vues développée par l’équipe du Professeur
Miii à l’UQAM [Miii et al., 99a]. Cette technique perçoit un objet d’application comme la
composition d’une fonctionnalité de base, et d’un ensemble, variable dans le temps, de
fonctionnalités que l’on peut ajouter ou retirer sur demande durant l’exécution. La programmation
par vues s’inscrit dans le cadre des techniques de programmation dites orientées aspects, qui visent
à offrir de nouvelles structures de module permettant d’implanter des exigences qui entrecoupent
plusieurs classes [Harrison et Ossher, 93], [Kiczales et al., 97], etc. L’avantage principal de la
programmation par vues réside dans le fait que des fonctionnalités puissent être ajoutées et retirées
à un objet durant l’exécution, et ce, sans modifier l’environnement d’exécution. Les fondements de
la programmation par vues, et une première implantation en C++ ont été développés dans le cadre
de la thèse de Doctorat de J. Dargham [Dargham, 2001]. Dans ce travail, nous avons raffiné le
modèle théorique, et offert une implantation en Java.
Le problème d’offrir différentes fonctionnalités à différentes applications (ou usagers) a été
résolu dans le cadre des bases de données par te mécanisme des vues, mais pas dans le cadre des
applications orientées objet. De même, la transparence de la localisation est un problème résolu
dont s’accommodent tous les intergiciets modernes, mais n’a pas été traité dans le cadre de
techniques de programmation orientée aspects. Notre contribution a été d’utiliser le niveau de
iv
transparence (ou d’indirection) introduit par les cadres de distribution (CORBA, RMI, EJB) entre
les objets distribués et leurs utilisateurs (applications clientes) pour implanter la mécanique
nécessaire afin de, i) évoluer l’ensemble de fonctionnalités offertes par un objet (programmation par
vues), et ii) offrir différents sous-ensembles de cette fonctionnalité à différentes application clientes.
Nous avons exploré différents scénarios de distribution et identifié des stratégies pour diminuer le
surcoût de communication et de coordination entre les différentes composantes fonctionnelles d’un
objet.
Mots clés Évolution des logiciels; techniques de développement orientées aspects;
architectures distribuées; réutilisation.
VAbstract
In enterprise applications, objects change their behaviours during their tifetime. These
changes reftect the varying sets of roles that object play during the lifetime. In distributed enterprise
applications, different users/applications have different functional needs and different access
privileges to the core data and functionalities. This research aims to develop a method and tools
supporting the development of object oriented applications, such that i) an object can change its
behaviour adding various functional rotes during lifetime, ii) different users can perceive and use
different sub-sets of functionalities within the object, and iii) the localization of the real objects of
the application is transparent for the user.
For that aim, we adapt the technique of the view-oriented programming (VOP) developed by
Miii et al. [Miii et ai., 99a]. View-oriented programming perceives an application as a composition
of an object core and a time valying set of functional roles that we cali views. During its lifetime, an
object can acquire and lose roles. At any given point in time, the behaviour of an object is
determined by the set of views that compose it. In this mode!, views and roles attached to an object
core are the instances of generic rotes (catted viewpoint) of the object class. View-oriented
programming is one of the aspect oriented software development techniques, which aim to offer a
new structure of module allowing to imp!ement requirements which crosscut many classes
[Harrison et Ossher, 93], [Kiczales et al., 97], etc. The viewpoints offer a new dimension of reuse
inexistent in SOP, and have a semantic contrary to AOP. Our approach is distinguished by the fact
that views can be added and removed to an object dunng runtime. In addition, the generic ro!es of
objects can be reused in many domains of an application. In this thesis, we devetop a framework of
object-oriented applications with views. This framework is represented by i) the specification of
composition mode! of views and objects, iii) the imp!ementation of view-oriented programming in
Java, and iv) the validation of view oriented programming by comparing it with other programming
techniques: OOP, AOP and SOP.
The problem to offer various functiona!ities to different applications (or users) has been
solved within the framework of the database systems using views mechanism, but it doesn’t solved
within the framework of the object oriented systems. In the same way, the transparency of the
loca!ization has been resolved within the framework of the modem middleware but it doesn’t so!ve
yet within the framework of aspects oriented software devetopment techniques. Thus, we explore an
vi
approach of distribution of views (objects) in the distributed environment, in which different sites
use different combinations of functionalities supported by the views. The question consists in
setting up the necessary mechanisms to attow the distribution of the views using the ptatforms of
distribution such as CORBA, Java-RMI and J2EE. Our contribution use the transparent layer,
supported by these platforms, between the distributed objects and their users to i) evolve the set of
functionalities supported by an object (view programming), and ii) offer a subset of theses
functionalities to various clients applications. We have explored different scenanos of distribution
and identify strategies to decrease the communication overcost between various functional
components of an object.
Key words: software evolution; aspect oriented development techniques; distrïbuted
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Abréviations
Les principales abréviations utilisées dans cette thèse sont:
Code client Le code qui utilise l’application en question.
Code existant Le code existant de l’application (les classes de l’application).
AOP Aspect Oriented Programming.
AOSD Aspect Oriented Software Development.
Broken Detegation Probtem ou self Problem : délégation rompue et non respectée.
CombView classe combinée distribue les méthodes d’un objet de base et ses vues.
Concern préoccupation (ou facettes).
CORBA Common Object Request Broker Architecture.
DOA techniques de développement orienté aspects : AOP, SOP et VOP.
DOC Distributed Object Configurator.
EJB Entreprise Java Beans.
Java Views outil développé en Java pour supporter la programmation par vues.
J2EE Java to Entreprise Edition.
Leasing Technique de gestion des baux entre un client et un serveur.
L4 TECE LAboratoire de la Technologie et de Commerce Électronique.
Objet métier objet d’application ou d’un domaine.
ORB Object Request Broker.
OOP Object Oriented programming.
Proxy représentant du l’objet d’implantation du côté client.
Servant une implantation d’objet en CORBA.
SCE Système de Commerce Électronique.
SOP Subject Oriented Programming.
UC cas d’utilisation.
UDM Université De Montréal.
UQAM Université du Québec à Montréal.
VOP View Oriented Programming.
Type_safety Assurer la sécurité de type durant la compilation.
Objet métier objet d’application, par exemple : Employé.
Chapitre 1: Introduction
Le génie logiciel a été défini comme l’«application d’une approche systématique, disciplinée
et quantifiable pour le développement, l’opération et la maintenance du logiciel» (IEEE, 1990). Le
développement des logiciels peut être perçu comme une transformation ayant comme entrée un
ensemble d’exigences du client, qui peuvent être plus ou moins bien définies, possiblement
contradictoires, et qui seront appelées à évoluer dans le temps. Cette transformation doit produire,
en se basant sur des connaissances du domaine d’application et sur des connaissances de
développement, un logiciel opérationnel répondant aux exigences fonctionnelles du client. Mais
aussi, il doit répondre à différentes exigences opérationnelles et de qualité, qui sont souvent
difficiles à quantifier et encore moins à garantir.
L’une des stratégies cognitives utilisées par les humains dans la résolution de problèmes est
l’approche «diviser pour régner ». Pour les problèmes de conception complexes, il s’agit de tenter
de séparer les exigences de façon à pouvoir les traiter de manière plus ou moins indépendante. C’est
ce qu’on appelle la séparation des préoccupations «separation ofconcerns ». Cette séparation peut
prendre plusieurs formes complémentaires. Le découpage du développement en phases en est un à
chaque phase, nous nous concentrons sur un sous-ensemble des exigences. Par exemple, l’étape
d’élicitation des besoins du client se concentre sur l’identification, la collecte et l’analyse des
besoins des clients. L’étape de spécification tente de traduire ces besoins sous la forme d’un contrat
fonctionnel que le logiciel devra satisfaire sans se soucier de la façon dont ce contrat sera réalisé. Ce
n’est qu’à la conception que nous nous préoccuperons de la façon dont le logiciel remplira ses
fonctions. La recherche en génie logiciel des quarante dernières années nous a permis de
comprendre et d’automatiser les plus simples de ces transformations—par exemple, transformer des
schémas de conception détaillés en du code. Par contre, la transformation des besoins des usagers
en spécifications logicielles, ou des spécifications logicielles en conception, demeure manuelle.
L’approche «diviser pour régner» peut aussi se traduire au niveau des livrables de
développement, chacun répondant à un sous ensemble d’exigences. On parle alors de
modularisation. Le concept de modularisation a été une préoccupation centrale en génie logiciel.
Depuis les débuts de la programmation, chercheurs et praticiens s’efforcent de trouver des
«frontières de modules» qui, en même temps, correspondent à l’ordre naturel des choses, mais
aussi correspondent à des unités de programmation ou d’exécution de logiciels. Or, toutes les
exigences ne se traduisent pas forcément en des livrables distincts. Par exemple, les exigences de
performance telle que «l’empreinte du logiciel à l’exécution ne doit pas dépasser 2 MB», ne se
2traduisent pas en des nodu1es particuliers une telle exigence influencera, de façon diffuse,
plusieurs choix de conception.
Cette constatation amène la question suivante : quel type d’exigences est «modulaire»? La
réponse dépend du paradigme de programmation que l’on utilise. Dès les premiers langages de
programmation—y compris l’assembleur—chercheurs et praticiens ont découvert l’abstraction
fonctionnelle/procédurale permettant de regrouper dans un même module, un ensemble
d’instructions qui réalisent une tâche bien définie dans le domaine d’application. La succession de
paradigmes de programmation peut être perçue comme une quête interminable pour définir des
frontières de modularisation de plus en plus flexible.
Depuis le début des années 80, le développement orienté objet a été considéré comme le
remède à tous les problèmes du génie logiciel, d’une part pour son pouvoir d’abstraction, et d’autre
part pour la réutilisation des composantes orientées objet. En orienté objet, la classe représente
l’unité de développement et de réutilisation. Or, dès le début des années 90, les chercheurs et les
praticiens ont commencé à remettre en question ta classe comme unité idéale de développement et
de réutilisation. D’une part, on s’est rendu compte que les classes sont souvent peu utiles toutes
seules, d’où la notion de cadres d’applications [Opdyke, 90]. D’autre part, il existe aussi des
exigences qui entrecoupent plusieurs classes et qui ne peuvent pas être isolées et traitées dans une
seule classe. Notons l’exemple des exigences architecturales telles la sécurité, la persistance, la
synchronisation, etc., que la programmation par aspects [Kiczales et al., 97] permet de modulariser.
Notons aussi l’exemple des exigences fonctionnelles touchant aux mêmes entités que la
progra,nlnatiolt par sujets [Harrison et Ossher, 93] et ses descendantes [Tarr et al., 99], ou la
programmation par vues [Mili et al., 99a], permettent de modulariser.
Notre travail de recherche s’intéresse, lui aussi, à la découverte et à l’implantation de
nouvelles structures modulaires permettant d’isoler des exigences qui ne sont pas bien modularisées
par la programmation traditionnelle.
Dans la prochaine section, nous définissons de façon plus précise le problème que nous
cherchons à résoudre. Dans la section 1.2 nous présentons brièvement notre approche. Le contenu
de la thèse est présenté dans la section 1.3.
31.1 Développement des applications 00 dynamiques et distribuées
1.1.1. Évolution dynamique du comportement d’objets
Dans un système d’information, un objet d’application peut changer de comportement durant
sa vie, en fonction des rôles qu’il peut jouet dans les divers processus d’affaires de l’organisation.
Prenons l’exemple du système du registraire d’une université. Dès qu’un candidat potentiel présente
une demande d’admission, on lui attribue un code permanent et on sauvegarde certaines données le
concernant. Une fois admis, le candidat devient étudiant officiel ayant certains droits et privilèges
(accès à la bibliothèque, aux laboratoires informatiques destinés aux étudiants de son programme,
etc.). Quand l’étudiant change de programme, il perd certains privilèges et en gagne d’autres.
Quand il devient édiant gradué, il a droit à un espace de travail, à un numéro de téléphone et a
accès à certaines informations destinées aux étudiants gradués. Une fois gradué, il rentre dans la
liste des alumni. Tout au long de cette évolution, l’objet étudiant conserve la même identité.
Cependant, à différents moments de cette évolution, l’objet acquiert certaines données et
comportement ou en perd d’autres. Le défi pour nous est de pouvoir supporter cette évolution tout
en préservant la même identité.
Le problème que nous venons de présenter n’est pas nouveau et les systèmes d’information
doivent s’en accommoder quotidiennement. Il y a deux façons de résoudre le problème. La première
solution consiste à énumérer toutes les utilisations possibles de l’objet d’avance, d’identifier toutes
les propriétés dont on pourrait avoir besoin d’avance et de construire une table (ou une classe) qui
comporte tous ces attributs et toutes ces fonctions. La plupart de ces attributs vont être souvent
vides et la plupart des fonctions sont inutilisées. On reconnaît de telles solutions avec les tables ou
les classes à plusieurs douzaines d’attributs et les classes à plusieurs douzaines de fonctions. Outre
les problèmes de performance (taille des objets), les classes résultantes sont difficilement
compréhensibles et maintenables. De plus, bien que nous ayons prévu « assez d’espace» pour
accommoder tous les états possibles de l’objet, nous devons quand même gérer ces états et leur
interdépendances pour savoir comment un objet doit réagir à un message donné.
La deuxième solution consiste à utiliser différentes tables ou classes pour représenter les
différents rôles fonctionnels de l’objet. Dans ce cas, nous devons faire face au problème de gestion
de l’identité de l’objet et de cohérence: nous aurons plusieurs objets distincts qui représentent la
même entité. Si tes classes représentant les différents rôles sont des superclasses de la classe de
4l’objet, nous aurons les mêmes problèmes soulevés par la solution précédente: présence de tous les
attributs et toutes les fonctions en même temps, gestion des différents états et leur interférences, etc.
1.1.2. Offrir différentes interfaces à différents programmes utilisateurs
Reprenons notre application du registraire. Le professeur d’un cours donné peut utiliser un
logiciel spécifique pour attribuer une note à un étudiant pour le cours dispensé par le professeur. Le
professeur ne peut pas accéder aux notes attribuées à l’étudiant dans d’autres cours, ni à sa moyenne
totale, ni à l’état de paiement des frais de scolarité de l’étudiant. Les directeurs de programme ont
peut-être accès au dossier académique, mais n’ont pas accès au dossier de l’étudiant auprès des
services financiers. Le service des sports a peut-être accès aux coordonnées des étudiants, mais pas
à leur dossier académique ni à leur dossier financier.
Ce problème est classique en bases de données et nous savons comment le traiter depuis très
longtemps. Le mécanisme de vues permet d’extraire une vue sur un schéma conceptuel global en
filtrant certains attributs, en joignant certaines tables, ou en calculant certains attributs virtuels.
Cependant, il y a deux problèmes.
D’abord, le mécanisme de vues est limité à ce qui peut être extrait à partir d’un schéma
conceptuel global et centralisé. Nous ne pouvons ajouter des vues qui incorporent des données
inédites sans modifier la base de données initiale, avec tous les problèmes que l’on connaît.
Ensuite, tes langages de programmation orientés objet ne permettent pas la notion de vue
ainsi définie. Les interfaces du langage Java sont un pas dans la bonne direction, puisqu’elles
permettent de représenter des sous-ensembles cohérents de fonctionnalités d’une même classe.
Cependant, les méthodes communes à plusieurs interfaces correspondent, en fait, aux mêmes
implantations si ces méthodes sont implantées par la même classe. On ne peut donc différencier une
méthode «afficherToi(...)» selon l’interface «EtudiantDossierAcademique» de la méthode
«afficherToi(...)» de l’interface «EtudiantParticipantSport». Cette méthode est implantée par la
même classe et va avoir la même implantation.
51.1.3. Supporter la distribution des objets avec vues
Comme les informations sur un étudiant sont nécessaires à diverses applications, notre
application du registraire sera probablement une application distribuée’. Il y a différentes
architectures possibles. Soit toutes les applications accèdent au même serveur qui contiendrait
toutes les données, soit chaque application possède ses données propres tout en maintenant une
certaine cohérence avec celles des autres.
La première architecture est envisageable mais entraînerait un goulot d’étranglement au
niveau de la performance et un point de panne unique dangereux «single point offailure » pouvant
mettre hors de fonctionnement toutes les applications.
Une deuxième solution, souvent adoptée dans les gros systèmes d’information, consisterait à
ce que chaque application «départementale» (service des sports, dossiers étudiants, services
financiers) possède ses données propres, mais on maintient la cohérence entre les différentes bases
de données moyennant un identificateur unique partagé (e.g. le numéro d’assurance sociale ou le
code permanent). Il nous faudra aussi maintenir une copie unique de chaque donnée. Par exemple,
la date de naissance, l’adresse et le numéro de téléphone d’un étudiant seront stockés dans un seul
endroit. Certaines applications peuvent accéder, au besoin, à des données qui ne leur appartient pas,
mais l’ensemble des accès d’une application X est concentré autour des données propriétés de X.
Les bases données distribuées permettent de gérer ces aspects, mais nous ne savons pas comment
les gérer au niveau classes ou fragments de classes orientés objet. Le défi est de gérer les différents
fragments qui peuvent résider sur différents sites et qui peuvent être ajoutés et retirés
dynwniqueînent et ceci avec des surcoûts négligeables de communication entre ces fragments.
1.2 Notre approche
La recherche en informatique a résolu chacun des problèmes mentionnés dans la section 1.1,
de façon plus ou moins adéquate, mais à notre connaissance, personne n’a tenté de résoudre les trois
problèmes ensemble. Ce que nous proposons
I À moins qu’on ne veuille développer des applications indépendantes, auquel cas nous
aurons à gérer l’incohérence entre les diverses bases de données.
6• une solution flexible pour l’évolution dynamique des comportements des objets,
appelée programmation par vues, et
• une solution intégrée pour les trois problèmes en profitant du niveau d’abstraction
offert par les cadres de distribution pour résoudre les deux autres problèmes de façon
transparente et avec des surcoûts négligeables au niveau de la performance.
Nous décrivons en détail les deux contributions dans les deux sous-sections suivantes.
1.2.1. Programmation par vues en Java
Notre travail est basé sur la technique de la programmation par vues, développée par Mili et
al. [Mili et al., 99a]. La programmation par vues perçoit un objet d’application comme la
composition d’un objet de base, intégrant les données et les fonctionnalités de base de l’objet et
d’un ensemble variable de vues qui sont des fragments d’objets représentant divers rôles
fonctionnels de l’objet. Durant sa durée de vie, un objet peut acquérir certains rôles fonctionnels et
en perdre d’autres. À tout moment, la réponse d’un objet à un message dépend de l’ensemble de
rôles fonctionnels joués par l’objet à ce moment précis. Cette réponse peut combiner les réponses
individuelles de chaque rôle selon une composition par défaut qu’un utilisateur peut redéfinir.
La Figure 1-I montre l’évolution de l’objet étudiant durant sa durée de vie. L’étudiant peut




Candidat Étudiant Cérermnie Alumnus tenps
Demande Étudiant Régraduation Graduation
dadmission admis
Légende: fonctionnalités (F) et privilèges (P)
I F et P (getEtatDemande, codePermanent, etc.)
I I F et P (consjlterDoserO, aurance, calculerFactureO, coordonnées etc.)
I_______ Fet P (cona1IterDoerO, coordonnées, etc.)
I t FetP(numéroTélepohne,localetc.)
Figure 1-1 Évolution de comportement d’un objet étudiant durant sa vie.
7Dans ce modèle, les vues ou les rôles attachés à un objet ne sont rien d’autres que
l’instanciation de rôles génériques pour la classe de l’objet. Par exemple, nous pouvons définir de
façon générique c’est quoi un capital amortissable et cette définition peut s’appliquer à des
ordinateurs, à un véhicule, à un bâtiment ou une licence de fabrication. Ce rôle générique s’appelle
point de vue. La programmation par vues se distingue des premières approches de développement
orienté aspects (filtre de compositions [Aksit et al., 92], programmation orientée sujets [Harrison et
Ossher, 93], programmation orientée aspects [Kiczales et al., 97]) par, i) la nature dynamique,
permettant d’ajouter et de retirer des vues de façon dynamique durant l’exécution, et ii) par la
notion de point de vues, qui sont des rôles fonctionnels génériques réutilisables.
Les principes de la programmation par vues et une première implantation en C++ ont fait
l’objet de travaux antérieurs [Mili et al., 97], [Dargham, 01]. Cette première implantation a établi
certains principes d’implantation, mais a aussi mis en évidence plusieurs problèmes, certains
fondamentaux, dus à la nature du problème—supporter la classification dynamique dans un langage
avec typage statique—et d’autres, mineurs, dus à des mauvais choix d’implantation. Dans le cadre
de ce travail, nous avons proposé une implantation en Java. Le choix du langage Java était motivé
par, i) sa popularité, en faisant un langage de choix, autant pour la recherche que pour le
développement industriel, et ii) ses caractéristiques <‘features», qui rendent la mise en oeuvre de
certains mécanismes nécessaires à la programmation par vues plus aisée. En particulier, nous nous
sommes inspirés des difficultés rencontrées lors de l’implantation C++ pour réviser certains choix
de conception. L’implantation résultante est plus robuste que celle en C++. Elle a aussi servi à une
étude de cas (chapitres 4 et 5) et à l’implantation de la distribution d’objets avec vues.
1.2.2. Distribution des objets avec vues
Alors que la programmation par vues tentait de répondre à la variabilité, dans le temps, de
l’association <classe, comportement>, dans notre deuxième partie du travail, nous nous sommes
intéressés à deux variabilités supplémentaires
• la relation <utilisateur, <classe, comportement», reliant le comportement d’une
classe à un ensemble de ces utilisateurs. Considérons l’exemple suivant : <comptes
étudiants, <dossier étudiant, facturation» et <portail des enseignants, <dossier
étudiant, gestion de cours». La Figure 1-2 montre que les utilisateurs (comptes
8étudiants) et (portail des enseignants) souhaitent accéder à la classe (dossier étudiant)
pour gérer la facture et les cours.
• la relation <machine, <classe, comportement», reliant chaque comportement d’une
même classe à la machine ou le noeud du réseau dans lequel le comportement réside.
Considérons les deux comportements facturation et gestion de cours qui sont liés à la
même classe dossier étudiant qui est distribuée sur deux serveurs : <serveur du
service comptable, <dossier étudiant, facturation>, <serveur d’enseignement,






Portail des enseignants Serv eurdenseignement
Figure 1-2: Deux clients (gauche) accèdent à deux comportements de la même classe
DossierEtudiant qui réside sur deux serveurs différents (droite).
Ces deux dernières variabilités tiennent compte des systèmes d’information d’entreprises qui
sont distribués, et qui offrent, simultanément, différents ensembles dynamiques de fonctionnalités à
différents utilisateurs. La recherche et la technologie orientées objet ont déjà résolu chacun de ces
problèmes de façon indépendante. Dans ce travail, nous avons cherché à les résoudre dans un cadre
unifié pour deux raisons
• les trois types de variabilités se produisent souvent ensemble dans les systèmes
d’information d’envergure, et
• il est possible de profiter du cadre de solution pour l’une de ces variabilités—en
l’occurrence, la distribution—pour supporter les deux autres, sans avoir à souffrir des
coûts prohibitifs au niveau de l’implantation.
Nous avons choisi d’implanter la programmation d’objets distribués avec CORBAIJava.
Nous avons choisi CORBA pour plusieurs raisons : i) le fait que la métaphore de distribution
utilisée est indépendante du langage de programmation, ii) la maturité du standard au moment où
9ces travaux ont débuté (1999), comparativement à l’architecture J2EE et iii) le fait que CORBA soit
un standard industriel de l’OMG [OMG, 93-95-02-04]. Notons, cependant, que l’essentiel des
mécanismes utilisés de CORBAIJava se retrouvent aussi dans Java RMI ou J2EE.
Nous avons étudié deux scénarios. Le cas le plus simple, où un objet et ses vues résident sur
le même serveur. Il s’agira d’étudier comment supporter différents sites clients avec différents
besoins et différentes combinaisons de vues. Ce premier scénario avait une solution simple et
élégante. Le deuxième scénario est plus complexe, mais aussi plus réaliste, et correspond au cas où
des vues peuvent résider sur des serveurs ou sites différents et distincts du site de l’objet de base. La
mise en oeuvre de ce deuxième scénario a nécessité une machinerie plus lourde et des optimisations
plus conséquentes.
1.3 Contributions
Les principes de la programmation par vues et une première implantation en C++ ont fait
l’objet de travaux antérieurs [Mili et al., 97], [Dargham, 01]. Cette première implantation a établi
certains principes d’implantation, et suggéré de façons d’implanter la programmation par vues.
Dans le cadre de ce travail, nous avons développé un outil Java Views qui implante la
programmation par vues en Java dans laquelle nous avons tenu compte des spécificités du langage
Java, et des leçons apprises de l’implantation C++ (voir sections 3.4 et 3.5). Une étude de cas a été
réalisée pour valider notre implantation (cf. chapitres 4 et 5).
Notre contribution a aussi été d’utiliser le niveau d’abstraction introduit par les cadres de
distribution (CORBA, RMI, EJB) entre les objets distribués et leurs utilisateurs (applications
clientes) pour implanter la mécanique nécessaire afin de, i) évoluer l’ensemble de fonctionnalités
offertes par un objet (programmation par vues), et ii) offrir différents sous-ensembles de cette
fonctionnalité à différentes application cLientes. Nous avons exploré différents scénarios de
distribution, et identifié des stratégies pour diminuer le surcoût de communication et de
coordination entre les différentes composantes fonctionnelles d’un objet. Le traitement de la
distribution et de la possibilité de supporter plusieurs ensembles de vues simultanément est
nouveau. Ça consiste en:
• un cadre théorique,
• un outil de configuration des vues, de l’objet de base et des sites (clients et serveurs),
‘o
• des prototypes d’implantation des deux scénarios: un serveur plusieurs clients et
plusieurs serveurs plusieurs clients,
• des techniques d’optimisation du dispatcher pour minimiser les allers-retours dans le
cas de plusieurs serveurs — plusieurs clients.
1.4 Contenu de la thèse
Cette section décrit les contenus de chapitres de cette thèse.
Chapitre 2 : Développement orienté aspects
Dans ce chapitre, nous décrivons les diverses approches offrant la notion de vues et la
distribution des objets pour répondre au problème présenté dans la section 1.1. Nous expliquons le
concept des vues dans les bases de données et dans les langages orientés objet. Par la suite, nous
expliquons les applications distribuées avec les techniques de développement d’aspects.
Chapitre 3 : Description de la programmation par vues
Dans ce chapitre, nous décrivons les motivations de la programmation par vues, à savoir i)
l’aspect dynamique, permettant d’ajouter et retirer des vues de façon dynamique durant l’exécution,
et ii) les points de vues, qui sont des rôles fonctionnels génériques réutilisables (cf. section 3.1). Par
la suite, nous décrivons les principes de cette technique de programmation (cf. section 3.2) et
proposons une approche de solution détaillée pour mettre en oeuvre ces principes (cf. section 3.3).
Finalement, nous montrons comment nous implantons la programmation par vues en Java (cf.
section 3.5).
Chapitre 4: Comparaison des techniques de développement orientées aspects
Dans ce chapitre, une comparaison des techniques de développement (OOP, AOP, SOP et
VOP) sera présentée pour valider notre approche (VOP). Nous partons d’un système de commandes
développé selon les exigences initiales d’une entreprise, qui modifie les exigences initiales. Nous
considérons un scénario d’évolution du système en tenant compte de deux types d’exigences:
fonctionnelle et technique. Ce chapitre analyse l’impact des changements sur le reste du système.
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Chapitre 5 : Implantation des nouvelles exigences avec les techniques de
programmation
Nous reprenons le scénario d’évolution du chapitre 4. Nous considérons quatre critères pour
évaluer les techniques de programmation. Par la suite, nous implantons les changements identifiés
dans le chapitre 4 selon les quatre techniques de programmation OOP, SOP, AOP et VOP. Une
discussion de ces techniques sera donnée à la fin de ce chapitre.
Chapitre 6 : Une introduction à CORBA
Dans ce chapitre, nous décrivons les concepts de base de la plateforme distribuée CORBA et
d’autres techniques liées à la gestion de cycle de vie des objets. Ces concepts seront utilisés dans le
chapitre 7. En particulier, nous décrivons les concepts suivant : i) le langage de définition
d’interface (mL), ii) le bus, la souche et le squelette du CORBA, iii) le cycle de vie d’objets, iv)
l’adaptateur d’objet portable (POA) et finalement y) les services de CORBA pour les vues.
Chapitre 7 : Distribution des objets avec vues: problématique et quelques éléments de
réponse
Ce chapitre décrit la problématique de la distribution des objets avec vues. Puis, nous
explorons deux architectures distribuées pour la distribution d’objets avec vues t plusieurs clients
un serveur et plusieurs clients-plusieurs serveurs. Deux problèmes sont identifiés: le cycle de vie
des objets distribués et l’aiguillage des appels des méthodes multiples (cf. sections 7.2.2 et 7.2.3
pour la solution proposée). Finalement, nous décrivons la réalisation de l’implantation.
Chapitre 8: Conclusion
Dans ce chapitre, nous concluons notre travail de recherche et décrivons les problèmes
ouverts et les perspectives futures de recherche dans le cadre de ce travail.
Chapitre 2 : Développement orïenté aspects
Le terme développement orienté aspects (DOA) rétre à un ensemble de techniques de
modélisation et de programmation qui proposent de nouvelles structures modulaires au delà des
structures offertes par le développement orienté objet. Ce terme regroupe des techniques qui varient
considérablement, autant dans leur motivation que dans leur réalisation. Parmi ces techniques, nous
trouvons : i) la programmation par sujets et sa descendante (MDSOC/HyperJTM) [Tarr et al., 99] et
[Tarr et Ossher, 00], ii) la programmation par aspects, de Kiczales et al. [Kiczales et al., 97], et iii)
la programmation par vues [Mili et al., 99a], qui sert de toile de fond pour ce travail. Ce chapitre
décrit les approches existantes qui pourront répondre au problème d’évolution et d’adaptation des
applications (cf. sections 1.1 et 1.2). Il s’articule autour des points suivants:
• Nous définirons la notion d’aspect en général (cf. section 2.1). Nous examinerons
ensuite un ensemble de techniques que nous considérons pertinentes. Il sera question,
notamment, des vues dans les bases de données, qui jouent le double rôle de filtre
(exposant juste une partie des données) et de synthèse (exposant des données
virtuelles à partir des données de base) (cf. section 2.2).
• Nous présenterons, de manière détaillée, la notion de filtre en programmation
orientée objet. Nous parlerons autant des interfaces que de l’héritage multiple et de
l’agrégation (cf. section 2.3).
• La modélisation par rôles, qui préconise la modélisation orientée objet en se
concentrant sur une collaboration entre les objets (cf. section 2.4).
• Bien que ces techniques précèdent la vague de développement orienté aspects, elles
partagent avec ce dernier le souci de modulariser les applications selon des frontières
autres que les frontières d’objets et de méthodes inhérentes à l’orienté objet. Les
méthodes communément associées au développement orienté aspects seront
présentées dans la section 2.5. Une autre approche dynamique de ces techniques sera
présentée dans la section 2.6.
Notre travail s’intéresse à la synergie entre le développement orienté aspects et la
distribution. Nous parlerons de la distribution dans le cadre du développement orienté aspects dans
la section 2.7. Nous terminerons par une conclusion (cf. section 2.8).
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2.1 Préoccupations et aspects
Le développement de logiciels et leur maintenance ont pour objectif de mettre en oeuvre un
ensemble d’exigences du client, plus ou moins bien définies, pour livrer un logiciel opérationnel qui
répond à ces exigences. Cette transformation des exigences en un programme opérationnel est très
complexe et plusieurs chercheurs et praticiens l’ont, depuis plusieurs décennies, définie en une suite
de phases (exigences, spécification, analyse, conception, implantation, etc.) pour pouvoir en
maîtriser la complexité. Malgré ce découpage, cette transformation demeure plus dépendante des
connaissances des développeurs que systématique. Ainsi, elle demeure trop créative pour être
disciplinée et trop imprévisible pour être quantifiable. La recherche en génie logiciel s’efforce,
justement, de faire converger la pratique vers cet idéal tel que défini par l’IEEE.
L’un des outils conceptuels que les chercheurs et les praticiens du génie logiciel ont toujours
déployé pour maîtriser la complexité est l’idée de «séparation des préoccupations» (separation of
concerns, ou SOC). La motivation de cette séparation des préoccupations est de pouvoir organiser
et décomposer un système logiciel en parties de façon à améliorer la compréhensibilité, limiter les
impacts de modifications, simplifier l’intégration des composants, faciliter l’évolution du système,
et permettre la réutilisation.
Cette séparation des préoccupations revient souvent à séparer les exigences de sorte à pouvoir
les traiter de façon plus ou moins indépendantes. Cette séparation peut se traduire par la distinction
entre différentes étapes de développement où chacune se concentre sur un ensemble d’exigences.
Par exemple, l’étape de spécification du logiciel se concentre sur la définition du contrat fonctionnel
que doit satisfaire le logiciel, sans se soucier de la façon dont ce contrat est rempli, alors que l’étape
de conception se soucie du comment. La séparation peut se traduire aussi par la définition des
différents livrables ou artéfacts logiciels chacun répondant à une exigence. Le concept du
modularisation peut être perçu comme un cas particulier de l’idée de «séparation des
préoccupations». Toutefois, toutes les exigences ne se traduisent pas forcément par des livrables
distincts. Par exemple, des exigences de performance telle que «le temps de réponse doit être
inférieur à 2 secondes», ne sont pas transformées en des modules. De telles exigences influenceront,
de façon diffuse, plusieurs choix de conception et il est impossible de les isoler en un seul artéfact
ou module. Il existe aussi des exigences que les techniques de développement traditionnelles
(procédurales, objet) ne permettent pas de modulariser, mais que les nouveaux paradigmes,
communément regroupés sous le nom de développement de logiciels orienté aspects (ou AOSD,
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pour Aspect-Oriented Software Development), permettent de modulariser. En effet, la
programmation par aspects [Kicsales et al. 97] permet de modulariser des exigences non
fonctionnelles telles que la sécurité, la persistance, ta joumalisation, te traçage, etc. La
programmation par sujets [Harrison et Ossher, 93] et ses descendantes [Tarr et al., 99] ou ta
programmation par vues [Miii et al., 99b], quant à elles, permettent de modulariser des exigences
fonctionnelles touchant aux même entités.
Dans le contexte des méthodes de développement dites orientées aspects, une préoccupation
est définie comme un ensemble d’exigences reliées d’un produit logiciel et un aspect est défini
comme la réalisation de ces exigences. Schématiquement, nous pouvons représenter la
problématique du développement orienté aspects par la Figure 2-1. Le développement peut être
perçu comme une transformation faisant correspondre un ensemble d’exigences ou préoccupations
à un ensemble d’artéfacts ou d’aspects. Ainsi, la conjonction des exigences se traduira en une
intégration d’aspects [Miii et al., 04-06] [Harrison et al., 04]. Dans ce cadre, le terme aspect
représente un concept général qui pourrait être un aspect au sens de AspecLJTM, un sujet, un filtre,
une vue ou autre. L’exemple à prendre est que dans un programme, la sécurité pourrait être une
préoccupation et l’aspect sera le code réalisant cette préoccupation.
Les chercheurs distinguent souvent entre deux types de préoccupations
• Préoccupations fonctionnelles ce sont des préoccupations reLevant du domaine
d’application. En général, le code correspondant est invoqué sur demande par le
programme client. L’utilisateur peut l’ajouter ou l’utiliser selon ses besoins. Ces
préoccupations sont liées aux exigences fonctionnelles.
Exigences Aspects ou artéfaots
Figure 2-1 Correspondance entre exigences et aspects
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Préoccupations techniques (architecturales) : ce sont les préoccupations qui relèvent
de l’exécution d’un programme indépendamment de sa fonctionnalité. On y retrouve
des considérations de testabilité, de sécurité, de persistance, de distribution, etc. La
prise en compte de ce type de préoccupations se traduit souvent par des services
d’infrastructure invoqués par défaut. Par exemple, la prise en compte de la sécurité
peut imposer un service d’authentification des utilisateurs nécessaire à chaque
utilisation d’un service donné.
Les chercheurs font aussi souvent ta distinction entre les préoccupations anticipées et les
préoccupations non anticipées. Les préoccupations anticipées sont identifiées au moment de
l’analyse des besoins. En général, on s’attend donc à ce que la conception et l’implantation en
tiennent compte. Les préoccupations non anticipées, comme leur nom l’indique, sont identifiées
plus tard dans le cycle de vie du logiciel, i.e. après la phase d’analyse des besoins.
En développement orienté objet, plusieurs techniques ont été proposées pour permettre
l’évolution et l’adaptabilité des applications. Notons, à titre d’exemple, l’utilisation des patrons de
conception et des cadres d’application. Néanmoins, ces méthodes ont une portée limitée. En effet,
plusieurs préoccupations non anticipées pourraient nous amener à faire des modifications plus ou
moins conséquentes à la conception et au code. De ce fait, la qualité du logiciel pourrait subir une
dégradation.
La modularisation par préoccupations est un outil conceptuel qui permet de gérer la
complexité d’un système. Les chercheurs ont exploré de nouveaux moyens pour la modularisation
qui peuvent mieux capturer et encapsuler les différentes préoccupations tant fonctionnelles que non
fonctionnelles. Par exemple, il a été démontré que le contrôle d’accès et la synchronisation entre les
objets ne peuvent être exprimés dans un langage orienté objet classique sous forme de modules
séparés [Bergmans et Aksit, 01] et [Harrison et al., 02]. Par contre, ces exigences peuvent être
modularisées grâce à la programmation par aspects.
2.2 Vues dans les bases de données
La définition de vues a été introduite dans les systèmes relationnels de base de données pour
permettre à chaque groupe d’usagers d’arranger leurs données comme ils le souhaitent même si
d’autres usagers ont une vue différente. La notion de vues est utilisée pour contrôler l’accès aux
données et dissimuler l’information (c’est une question de sécurité). Les vues sont obtenues par des
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jointures, des projections, des sélections ou des calculs de valeurs des tables de base. Une vue est
une table virtuelle dérivée par une requête appliquée sur des tables de base de données [Debrauwer,
98]. Toute modification dans la table de base se reflète en une modification dans la vue. Par contre à
partir des vues, on peut modifier la table de base mais avec des restrictions [Bellahsène et
Ducournau, 98]. En effet, les vues, obtenues à partir de plusieurs tables, ne permettent pas
l’insertion d’un enregistrement dans ces tables (voir l’exemple à l’annexe H pour le détail). Une vue
ne peut pas aussi mettre à jour un attribut, qui résulte d’un calcul ou d’une opération sur des
données qui n’existent pas dans cette vue, mais qui existent dans différentes tables de base de
données.
Il est à noter que les vues dans les bases de données sont dérivées à partir des modèles
conceptuels et qu’en réalité elles ne contiennent pas des données spécifiques. Ceci entraîne un
modèle de développement centralisé [Mathieu, 99] et [Ozsu et Valduriez, 99]. La Figure 2-2
identifie trois niveaux de description d’une base de données, à savoir le schéma interne, le schéma
conceptuel et le schéma externe. Les vues correspondent à l’ensemble des tables virtuelles obtenues
à partir des opérations sur une base de données. Ces vues offrent l’avantage i) d’assurer la sécurité
de données, ii) de masquer la complexité des données, iii) de réduire la complexité de la syntaxe des
requêtes et iv) de représenter les données sous différentes perspectives.
Figure 2-2 : Base de données et vues
Les vues sont limitées à offrir des vues virtuelles et ne font pas parties des modèles
conceptuel et interne. En effet, la mise à jour d’une base de données est restrictive, en utilisant les
vues [Mathieu, 99] (cf. l’exemple à l’annexe H pour le détail).
En résumé, les vues dans les bases de données facilitent l’accès à des tables partagées par




virtuelle et le modèle conceptuel est développé toujours de façon centralisée. Ainsi, les vues ne
contiennent pas des données spécifiques.
2.3 Représentation des vues dans les langages orientés objet: Interface,
Héritage et Agrégation
Les langages de programmation orientée objet possèdent un certain nombre de constructions
permettant de représenter ou de simuler les vues. Ces mécanismes sont:
• les interfaces, que l’on retrouve dans le langage Java,
• l’héritage multiple, que l’on retrouve dans les langages C++ et Eiffel, et
• l’agrégation, que l’on retrouve dans tous les langages orientés objet.
Dans cette section, nous étudions ces trois mécanismes. Pour chaque mécanisme, nous en
rappelons d’abord le principe, puis nous montrons comment il peut être utilisé pour représenter les
vues. Finalement, nous décrivons les problèmes soulevés par cette utilisation.
2.3.1. Interface
Une interface représente une vue sur un objet, utilisée par un groupe d’utilisateurs. Elle n’a
pas de données spécifiques mais elle spécifie l’accès à un objet par un ensemble d’opérations.
Shilling et Sweeny ont défini l’interface comme une sorte de filtre sur les fonctionnalités offertes
par une classe [Shilling et Sweeny, 89]. La plupart des langages orientés objet offrent plus qu’une
interface par objet. Dans le cas de C++, nous avons trois interfaces pour l’accès : publique, protégée
et privée. Mais, la seule interface disponible à tout le monde est t’interface publique. Dans le cas de
Java, plusieurs interfaces peuvent être définies sur une même classe. Chaque interface représente
une vue d’accès à la classe qu’elle implémente. La Figure 2-3 montre la classe Einploye ayant deux
interfaces. Les interfaces ICadre et Jlngénieur permettent l’accès à deux sous-ensembles
d’opérations. Par exemple, ta méthode getTitre() peut être invoquée par les objets de types ICadre.
C
class Employe implements ICadre, lingénieur
String getlitreO{...} // décairée dans ICadre
String getSpecialiteO{...} 1/ déclarée dans lingénieur




public static void maintString [J ergs) f
ICadre cad = new EmployeO;
String titre = cad.getlitreU;
lingénieur ing new EmployeO;
String specialite ing.getSpeciaiiteO;
Figure 2-3 : Une classe implante deux interfaces
Les interfaces forment une technique simple pour représenter les comportements des objets
en plusieurs vues. Cependant, elles doivent être disponibles avant la phase de compilation. Les
données et les fonctions coexistent dans la même classe. De plus, l’ajout et le retrait d’une interface
ne sont pas possibles durant l’exécution.
2.3.2. Héritage
La relation d’héritage est l’une des notions de base de l’approche orientée objet permettant de
réutiliser et de composer des classes. Cette relation offre deux façons possibles pour la
représentation des vues. D’une part, une sous-classe peut être considérée comme une vue contenant
les fonctionnalités de la sous-classe elle-même et les fonctionnalités de sa super classe. La Figure
2-4 montre deux classes (ou vues) Cadre et Ingenieur héritant de la classe Employe. Un objet de la
classe Employé, jouant le râle d’un cadre, ne pourra pas modifier dynamiquement son
comportement et il devrait avoir toujours le même comportement.
D’autre part, une classe peut étendre une ou plusieurs super classes (vues). La Figure 2-5
montre la classe Employe héritant de la classe Cadre et de la classe ingenieur. La classe Employe
représente une classe composée jouant deux râles : Cadre et Ingenieur. Ces derniers râles
Figure 2-4: L’héritage simple
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représentent deux vues de la classe Einploye. Un objet de la classe Einptoye est un objet de Cadre et
de Ingenieur et il ne pourra pas modifier son comportement ultérieurement.
L’héritage possède plusieurs avantages
• l’optimisation du code, et
• la réutilisation des attributs et des méthodes déjà existants dans tes super classes
d’une façon implicite.
Les inconvénients peuvent être résumés comme suit:
• Quand une relation d’héritage est définie entre classes, alors ces dernières ne sont
plus séparables. Ainsi, l’utilisateur d’une classe peut accéder à toutes les propriétés
de sa super classe.
• L’héritage ne permet pas à un objet de changer son comportement.
En résumé, il faut trouver une solution permettant à des objets de modifier leurs
comportements. La programmation par vues pourrait offrir cette possibilité.
2.3.3. Agrégation
La relation d’agrégation est une composition d’objets en référant ces derniers entre eux. Elle
représente la relation «Is-Part» entre les classes. Cette relation facilite le regroupement des données
relatives à une vue particulière. Nous reprendrons l’exemple d’un employé et cadre-ingénieur. Le
code suivant montre l’agrégation entre ta classe Employe et les deux autres classes Cadre et
Ingenieur
class Employe { //Cadrelngenieur
private Cadre cadre;
private Ingenieur ingenieur;
public String getSpecialite t)
return ingenieur.getSpecialiteO;




return cadre. getTitre O;
Cadre __Employe Ingenieur
figure 2-6 : Une classe et deux agrégats
La Figure 2-6 schématise la classe Employe et deux agrégats Cadre et Ingénieur. C’est une
représentation simple sauf que les données des vues sont toujours accessibles. En effet, l’agrégat et
l’objet composé restent interdépendants et l’agrégat ne peut pas être développé séparément. Il faut
définir les rôles Cadre et Ingénieur avant de pouvoir définir la classe Employe.
En résumé, ces trois mécanismes de composition (Héritage, Interface et agrégation)
présentent tes problèmes suivants:
• Ces mécanismes ne permettent pas l’évolution dynamique des comportements d’un
objet et
• Il est obligatoire d’avoir un modèle de développement centralisé dans lequel nous
souhaitons intégrer de nouvelles fonctionnalités.
Dans la section suivante, nous décrivons la modélisation par rôles permettant de développer
au niveau analyse les différents rôles qu’un objet peut avoir.
2.4 Modélisation par rôles
Le principe de rôle est basé sur l’idée que dans un système 00, un objet participe à
différentes collaborations et que dans chaque collaboration, cet objet joue un rôle particulier.
Reenskaugh [Reenskaugh, 95] a proposé une méthodologie de développement, appelée OORAM
(00 Role Analysis Method). Il perçoit un système orienté objet comme un ensemble de
collaborations entre les objets pour réaliser un ensemble de buts. Dans une collaboration, chaque
objet joue un certain rôle, qui n’est rien d’autre qu’un aspect fonctionnel. Modéliser un rôle revient
à modéliser le comportement des objets dans un contexte de collaborations spécifiques. D’après
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Reenskaugh, la classe ne constitue pas te bon niveau de granularité pour la modélisation et ce pour
deux raisons. Premièrement, un objet seul n’est pas très utile et il doit être perçu dans le contexte
d’interactions avec les autres objets «No object is an island». Deuxièmement, le package de classes
est un ensemble de comportements associés faiblement à ces objets qui jouent différents rôles.
Reenskaugh trouve que les modèles de rôles constituent les unités propres pour la réutilisation,
l’extension et l’héritage. Les modèles de rôles peuvent être étendus et combinés pour obtenir des
modèles plus complexes. La Figure 2-7-a montre deux modèles de rôles, le premier décrit une
collaboration FTP ctientlserveur et le deuxième est une collaboration envoie/reçoit. La Figure 2-7-b
illustre une combinaison de ces modèles.
Soutce j Oestintion f
ta)
Figure 2-7: a. Deux modèles de rôles pour clientlserveur et envoielreçoit de FTP. b.
Client FTP envoie de données au serveur FTP.
Les flèches montrent la façon dans laquelle les rôles sont combinés dans les modèles cibles
(Figure 2-7-b). Le modèle représente le cas où le client et le serveur de ftp jouent des râles
asymétriques par rapport à l’envoi et à la réception de données. L’interface du modèle combiné est
l’union des interfaces d’entrées.
La phase d’analyse de OORAJVI décompose un domaine d’affaires en des modèles
fonctionnels distincts, appelés modèles de râles, qui représentent des collaborations entre objets. Au
niveau de la conception, le concepteur peut décider de fusionner plusieurs rôles en une même
classe. Les aspects transversaux n’apparaissent qu’au niveau conception et échappent à la phase de
la fusion de modèles de rôles. La réutilisation dans cette approche est basée sur les librairies de
classes et non pas sur les râles [Reenskaugh, 95].
2.5 Développement orienté aspects
La séparation de préoccupations «separation of concerns» peut être utilisée comme une
solution permettant d’identifier, d’encapsuler et de manipuler les parties d’un logiciel, qui sont
(b)
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pertinentes pour un domaine particulier [Tarr et al., 99]. Ces derniers sont ensuite composés grâce à
des points de jointure selon l’approche utilisée (AOP, SOP ou VOP). La séparation entre les
préoccupations (rôles), qu’un objet peut jouer, facilite la maintenance, la compréhension, la
réutilisation des applications et permet la modularité [Constantinides et Skotiniotis, 04].
Dans cette section, nous allons étudier différentes approches existantes permettant la
séparation entre les objets et leurs rôles et la composition de ces rôles dans une même application
notamment : programmation par aspects (AOP), programmation par sujets (SOP) et programmation
par vues (VOP).
2.5.1. Programmation par sujets (SOP)
L’objectif de la programmation par sujets est de supporter le développement décentralisé des
applications orientées objet et de les composer au besoin. Un sujet représente une tranche
compilable, voire exécutable, d’une application orientée objet [Harrison et Ossher, 93] et [Ossher,
96]. Différents sujets peuvent manipuler différents domaines fonctionnels des mêmes entités. Ils
peuvent offrir différentes implantations pour le même comportement. La composition de ces sujets
se fait, traditionnellement, en modélisant les données par des domaines fonctionnels séparés, en les
normalisant et en les intégrant dans un modèle compilé.
L’idée de la composition consiste à intégrer des sujets déjà développés ou qui seront
développés. Il y a trois types de scénarios pour intégrer des sujets, à savoir: l’extension, la
composition avec planification et la composition sans planification. L’extension est un mécanisme
permettant d’étendre les sujets déjà développés. La composition avec planification permet à deux
équipes de se mettre d’accord sur les sujets implantés, sur le développement et enfin sur
l’intégration. Dans la composition sans planification, les sujets sont développés indépendamment et
le compilateur les intégrera.
Les sujets développés par différentes équipes sont fusionnés au niveau source. Par exemple,
supposons qu’on ait deux applications PI et P2 qui prennent en charge respectivement les sujets
Employe (Figure 2-8-a) et Einploye (Figure 2-8-b). Une nouvelle exigence nous pousse à
développer une nouvelle application en composant les deux sujets de Pi et de P2. Selon SOP, la
fusion s’effectue par l’union des interfaces et par l’accumulation ou la composition des
implantations. La Figure 2-8 montre la composition des données et des implantations entre deux
sujets.
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Figure 2-8: Composition des sujets Employé: (a) e (b) =(c).
La composition de sujets s’opère par le fusionnement des définitions partielles des classes et
par la résolution des conflits avec des règles de composition explicites [Ossher et al., 95]. Des
règles explicites déterminent la façon de composer des sujets en fusionnant leurs définitions
partielles des classes et en résolvant leurs conflits [Ossher et al., 95]. Si deux opérations doivent être
composées alors on peut construire les résultats dans un tableau si ces résultats sont compatibles.
Une autre façon de combiner les résultats est utilisée la composition booléenne si les deux
opérations retournent des booléennes. Par exemple, nous composons l’opération enMouvQ en
utilisant le «and» entre elles (Figure 2-9). Si nous avons deux méthodes ayant les mêmes noms mais
de code différent, nous créons une méthode dans le sujet composé avec le même nom et nous
appelons ces deux méthodes dans un ordre aléatoire. Les deux variables ayant le même nom
«modèle» sont aussi combinées en une seule variable «modèle». [Harrison et Ossher, 93] et [Ossher
et al., 95] décrivent les règles de composition entre différents sujets.
Uld Cdlllivll f
vIdS. Cdliv f Ulds Caiiiiuii
Otring modale;
String modèlo; String modèlo; int vitooso;
inthite: int.qflpLqMtinn intaflnpblMtinn
nt enMoufly + nt enMoufl.R nt enMouvuj{






Figure 2-9: Composition de deux opérations booléennes.
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Une implantation de SOP a été réalisée en Java par Tarr et Ossher sous le nom HyperJTM
[Tarr et Ossher, 00]. Le compilateur de HyperJTM utilise les règles de composition (spécifiées dans
un fichier de composition) pour intégrer les sujets en question. L’annexe E décrit l’outil HyperJTM.
Bien que cette approche offre la possibilité du développement séparé des différents sujets,
elle souffre de plusieurs difficultés
• Les différents sujets doivent exister durant la phase de compilation et les opérations
«ajout» et «retrait» des sujets ne sont pas offertes durant l’exécution.
• Toutes les fonctionnalités du système sont disponibles à tous les utilisateurs en même
temps.
• La composition des sujets se fait en pré-compilation fixant le même nombre de sujets
sur tous les objets de la même classe [Harrison et Ossher, 93].
2.5.2. Programmation par aspects (AOP)
Typiquement, plusieurs programmes ont besoin de partager des ressources (imprimante,
gestion de la mémoire, etc.), de traiter des erreurs, d’optimiser les performances, etc. Ils peuvent
être classifiés en deux parties composantes fonctionnelles et techniques. La composition entre ces
parties dans un même programme crée des systèmes difficiles à développer, à comprendre et à
maintenir [Kizales et al. 97], [Robillard et Murphy, 01]. Par conséquent, il faut distinguer entre une
composante fonctionnelle et un aspect technique. Une composante fonctionnelle est une propriété
qui peut être encapsulée dans une procédure généralisée tels qu’objet, méthode, procédure ou
fonction. Cependant, un aspect technique est un module facilitant la gestion des propriétés d’objets.
Il transverse plusieurs composantes fonctionnelles d’un système. Les aspects sont aussi nombreux,
citons, à titre d’exemple t l’exception, la sécurité, le traitement des erreurs, la synchronisation des
objets concurrents, etc.
La programmation par aspects (AOP) fournit des mécanismes pour abstraire et composer les
aspects. Le compilateur d’aspects ou tisseur permet d’appliquer les aspects aux composantes. Il
génère en sortie un programme complet (Figure 2-10 et Figure 2-1 1). Le langage daspect est un
langage procédural simple fournissant des opérations sur des méthodes et des classes développées.
Techniquement, un aspect est une entité regroupant un ensemble de conseils (advice), de points de
jonction (joinpoint) ou encore des coupes transversales (pointcut). Un conseil est un fragment de
code à insérer dans les points de jonction. Le conseil implante une préoccupation transversale. Un
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point de jonction est un point donné dans l’exécution du programme (par exemple, un appel à une
méthode). Une coupe (pointcut) est un ensemble de points de jonction et elle est exprimée à l’aide
des expressions régulières. Ces concepts sont implantés dans les langages de programmation tels
que Java (AspecCJTM [aspectJ, 05], [Lesiecki, 021 et [aspecU, 01]), AspectWerkz [AspectWerkz,
05], JAC [JAC, 051 et C++ (AspectC++ [Spinczyk O. et al., 021).
Le compilateur d’aspects (weaver) procède en trois phases (Figure 2-12):
• Il utilise le déploiement (unfolding) comme technique pour générer le diagramme de
flux de données sous forme de graphe.
• Le programme d’aspects est exécuté pour éditer le graphe en identifiant et en
fusionnant les noeuds ensemble et en ajustant leurs corps en conséquence.
• Un générateur de code parcourt le graphe fusionné pour générer le programme en un
langage cible tels que Java ou C++.
Ce compilateur applique les aspects (Synchronisation, communication et traitement
d’erreurs) sur les composantes (Compagnie, Client, Produit et Commande). Les composantes sont
développées indépendamment des aspects. L’intégration est réalisée grâce aux règles décrites dans
les aspects sous forme de conseils, de points de jonction et de coupes.
____________________________________________
Aspects
Figure 2-10 : Intégration des composantes et des aspects.
Soit une classe Client contenant les fonctionnalités de ce concept et soit l’aspect
ShowAccesses qui affiche un message chaque fois qu’il y a un accès à l’une des deux méthodes
«getNomQ» et «setNomQ» de la classe Client. Le mot clé «before» signifie que nous voudrions





ajouter le morceau du code «System.out.printlnQ< client: »+nom)» au début des deux méthodes
mentionnées. Le compilateur d’aspects fusionne la classe Client et l’aspect ShowAccesses dans un
même code. Par exemple, le mot clé «before» signifie que son bloc doit être exécuté avant le bloc
conseil «advise» (Figure 2-1 1).
Figure 2-11 : Entrée et sortie d’Aspect Weaver
Les aspects sont automatiquement intégrés au niveau de la compilation. Mais le code de la
classe Client n’a pas besoin de connaître les aspects intégrés. Les avantages d’une telle approche
sont sa simplicité et sa facilité de comprendre et de maintenir le code. La simplicité est due au fait
que les aspects sont intégrés facilement sans se préoccuper des conflits des caractéristiques. La
facilité de compréhension et de maintenance est due au fait que AOP sépare les composantes
fonctionnelles des aspects. Cependant, cette approche ne supporte pas le changement dynamique
des comportements d’objets. C’est-à-dire qu’on ne peut pas ajouter ou retirer des aspects durant la
phase d’exécution.
2.5.3. Programmation par vues (VOP)
Une entité peut jouer différents rôles fonctionnels à différents moments de sa vie. À tout
moment dans sa vie, un objet est représenté par un objet de base et un ensemble variable de vues





















données et leurs propres comportements et accèdent aux données et aux services de l’objet de base.
La réponse d’un objet à un message donné dépendra alors de l’ensemble de vues qui lui sont
attachées au moment de la réception du message [Miii et al., 99a1. Ceci correspond au changement
dynamique de comportements d’objets.
Au niveau analyse, les différentes vues d’un objet correspondent aux différents rôles joués
par un objet dans une application. Au niveau code, les vues correspondent à t’instanciation de
patrons fonctionnels génériques -appelés points de vues- pour un objet d’application donné. Les
points de vues ressemblent à la notion des classes génériques dans les langages à objets tout en
offrant plus de flexibilité et une sémantique plus précise [Miii et al., OOa].
L’intégration des vues avec l’objet de base se fait au niveau de la compilation. L’ajout, le
retrait, l’activation et la désactivation se font au niveau de l’exécution. Dans le modèle 00
traditionnel, un objet est chargé une fois et il reste toujours disponible durant la phase d’exécution.
Dans le modèle programmation par vues, un objet peut être activé et désactivé durant la phase
d’exécution. L’avantage de VOP consiste en la réservation, pour chaque type d’usager, d’un sous-
ensemble d’attributs et de méthodes. Ainsi, les points de vues et les classes de base sont développés
indépendamment les uns des autres. L’intérêt de cette approche est l’aspect dynamique des objets,
où un objet peut changer son comportementltype dynamiquement. Ceci implique que la
programmation par vues implante la notion de classification dynamique [Mili et al., OOb].
Prenons le même exemple des applications Pi et P2 citées plus haut. Pour satisfaire la
nouvelle exigence selon l’approche VOP, la composition s’effectue de ta façon suivante seuls les
attributs en commun entre Employé 1 et Employé2 seront intégrés dans un nouvel objet (appelé
objet de base) et aucun changement ne sera apporté aux autres attributs.
• L’avantage de cette approche par rapport à l’approche SOP est que VOP n’a aucun
impact sur les vues des utilisateurs de PI et de P2. Par exemple, un utilisateur Ui de
Pi, qui a seulement le droit d’accès aux attributs nom, adresse et codepost, préserve
ses droits après le développement de la nouvelle application par l’approche VOP.
• Un autre avantage est l’activation et la désactivation des vues au niveau de
l’exécution. Ce qui n’est pas facile à réaliser par t’approche SOP ni par l’approche
AOP (Figure 2-12).
• Puisque l’évolution d’un système informatique est un fait, il est donc important que
le modèle objet du système prenne en charge cette évolution vis-à-vis des nouvelles
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exigences et avec un coût minimal. VOP donne la possibilité d’établir un tel modèle,
car il intervient aux niveaux de l’analyse et de la conception, et ne se limite pas aux
niveaux de la programmation et de l’exécution. Ce qui n’est pas le cas pour les autres
approches.




Figure 2-12 : Composition de deux vues Social (gauche) et Paye (droite) et de l’objet de base
Dans la prochaine section, nous allons décrire les différentes approches dynamiques
(classiques et récentes) basées sur les techniques orientées aspects.
2.6 Approches dynamiques
Quand les applications d’information sont développées et mises en services, les exigences,
les environnements d’exécution, le déploiement, etc. changent et évoluent avec le temps. Les
techniques (SOP et AOP) exigent une nouvelle compilation, une interruption des services existants
et un redéploiement des applications quand un changement de comportement survient. Il sera
difficile de faire arrêter ces applications pour les mettre à jour (ajout de nouvelles fonctionnalités et
changement des fonctionnalités existantes). La programmation par vues précise les interfaces durant
la phase de compilation (c’est-à-dire précise les interfaces les plus élargies durant la compilation) et
permet l’évolution comportementale des objets durant l’exécution. Cependant, la programmation
par vues ne permet pas la composition dynamique des nouvelles fonctionnalités.
La solution idéale à proposer est l’intégration des fonctionnalités au moment de l’exécution.
Cette intégration pose un certain nombre de problèmes et nous oblige d’utiliser d’autres techniques
pour la réaliser. Traditionnellement, les techniques utilisées sont la liaison dynamique et liens
dynamiques des librairies. Récemment, plusieurs nouvelles techniques ont été développées pour
répondre à cette problématique. Dans les deux sous sections suivantes, nous allons présenter ces
différentes techniques : classiques et récentes.
2.6.1. Approches classiques : liaison dynamique et librairies liées dynamiquement
Dans cette catégorie, nous considérons deux cas : i) la liaison tardive (late binding dans les
langages 00) avec laquelle les objets peuvent changer de type mais les types sont limités à une
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hiérarchie prédéfinie, et ii) la liaison des librairies (DLL Dynamic Link Library) permettant de
changer une version de librairie par une autre version sans que les programmeurs le sachent, mais le
changement est limité à l’API de la librairie en question.
Nous considérons les deux classes Cadre et ingenieur, qui héritent de la classe Personne,
pour illustrer la liaison tardive. Ces deux classes contiennent la méthode
catculeTauxAchatAction(...), qui est exécutée dans la classe Cadre ou ingénieur selon la valeur de i.
Si i=2, l’objet personne se change son type et comporte comme un objet de la classe Cadre sinon de
la classe Ingénieur. Par conséquent, le liaison tardive nous permet de retarder, jusqu’au moment de
l’exécution, la décision relative à la méthode catculeTauxAchatAction(...).
class Principale
public static void main(...){
private Personne personne;
int i=
.; luire la valeur de i dynamiquement
if (i==2)
personne = new Cadre;
else
personne = new IngénieurU;
personne.calcullauxAchatAction(...);
Une extension de l’approche 00, nommé ObjectiveC, a été développée en se basant sur le
type dynamique (utilisé en Smalltalk). ObjectiveC permet d’étendre les classes avec un nouvel
ensemble de méthodes indépendamment de la définition de la classe originale. Le mécanisme utilisé
consiste à créer une sous classe et à remplacer globalement les occurrences de la super classe par la
sous-classe. Ce mécanisme modifie les classes entièrement au lieu des objets individuels. Le code
client doit aussi être modifié pour appeler les méthodes dans les nouvelles sous classes [ObjectiveC,
93]. La programmation par vues supporte le changement dynamique permettant la modification des
comportements d’objets. Elle n’est pas limitée à une hiérarchie (liaison tardive) ni à étendre les
classes (cas de ObjectiveC) (cf. chapitre 3).
2.6.2. Approches récentes liées à la technique d’aspects
Les architectures basées sur les composantes logicielles permettent une très bonne flexibilité
dans la composition et l’intégration, mais restent limitées en terme d’adaptation et d’extension
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[Palmer, 01]. La programmation par aspects dynamiques offre la possibilité à des composants dêtre
adaptés à de nouveaux besoins [AspectWerkz, 05], [JAC, 05], [Biichi et Weck, 00], [Palmer 01].
Cette récente approche de développement a été explorée pour retarder, le plus possibte, la
composition des différentes parties de l’application qui doit s’adapter à tout changement désiré par
son utilisateur [Zhang et al., 05][Haupt et al., 05][Bockisch et al., 04]. Ainsi, l’application peut être
redéfinie et redéployée durant la phase de l’exécution [aspectWerkz, 05]. Ces approches améliorent
la modularité, facilitent la maintenance et offrent plus de flexibilité au niveau de la programmation.
D’une part, elles reposent sur la technique d’aspects, et d’autre part, elles permettent de redéfinir les
applications durant la phase d’exécution. Nous allons expliquer dans les sous sections suivantes
deux approches supportant les aspects dynamiques: AspectWerkz développée par BEA Systems et
Arachne développée par l’école des mines de Nantes, france.
2.6.2.1 Aspect Werkz
AspectWerkz supporte le déploiement et le redéploiement des aspects d’une application.
Cette plateforme utilise HotSwap (lavai .4) ou IVMTI (Javal .5) pour redéfinir l’application durant
ta phase de l’exécution. De nouveaux aspects peuvent être ajoutés et d’anciens aspects peuvent être
redéfinis ou effacés durant la phase d’exécution. En fait, AspectWerkz est basée sur le concept de
«Just In Tirne (JIT) join point» [AspectWerkz, 05].
AspectWerkz déploie un aspect ou une classe en utilisant une méthode «DeploymentHandle
deploy(...)» de son API. Les machines virtuelles de Java ne permettent pas de redéfinir les schémas
des classes au moment de l’exécution [AspectWerkz, 05]. Ceci nécessite de définir un mécanisme
de détection des points de jonction. Ces points pourront être utilisés dans le déploiement
ultérieurement. Par exemple, le point de jonction suivant est défini dans le pointcut régulier de
l’aspect. Il spécifie la portée de déploiement «String *.toStringQ» sur toutes les classes.
@Expression(”execution(String *.tostring())r)
Deploymentscope toString;
deployment—scope name=toString expression= “execution (String
*toStringf))”
À partir de cette définition de la portée de déploiement, nous pouvons maintenant récupérer
l’instance de cette portée comme suit:




De même, AspectWerks permet de redéptoyer ou de redéfinir un aspect en spécifiant une
classe d’aspects dans la méthode undeptoy(...). La première version de cette méthode peut
invalider le déploiement (undeploy) des aspects de la classe «ctassLoader» spécifiée comme un
argument. La deuxième version, qui prend comme argument le type «DeploymentHaitdle», remettra
tous les points de jonction affectés par l’événement de déploiement à leurs états avant l’exécution
de déploiement. Ceci nécessite un rottback de tout le changement dans le bon ordre.
DeploymentHandie : les différentes méthodes deploy(...) retournent une instance de
DeploymentHandle, nommé handie qui est utilisé pour retourner les changements faits par le
déploiement. En fait, il nous permet d’invalider le déploiement (undeploy) de l’aspect. Par
conséquent, nous pouvons récupérer ce handte quand nous déployons l’aspect en utilisant la
méthode deploy(...) et nous pouvons l’utiliser quand nous invalidons le déploiement de l’aspect
/1 Déployer l’aspect avec deployt..)
DeploymentHandie liandle = Deployer.deploy(...);
// Sauvegarder le handie dans une place connue
// Récupérer le handle créé plus haut
DeploymentHandie liandle =
/1 invalider (undeploy) l’application en utilisant le handle
Deployer . undeploy (handie);
Nous illustrons AspectWerkz avec un exemple simple. La classe suivante est une classe Java
normale contenant la méthode greetQ et la fonction maint...).
package testAOP;
public class HelloWorld
public static void main(String argsH)











public void beforeGreeting(JoinPoint joinPoint)
System.out.println(”before greeting...”);
public void afterGreeting(JoinPoint jDinPoint)
System.out.println(”after greeting.
.
Une fois la classe et l’aspect définis, un fichier XIVIL spécifiera les liens entre ces deux
parties. Ce fichier définit une coupe transversale greetMethod. Il peut être remplacé par un autre







<advice name=”beforeGreeting’ type=”before” bind—
to=”greetMethod” I>






En résumé, aspectWerkz permet de modifier tes comportements des objets en utilisant des
librairies pour deployer et invalider des nouveaux aspects.
2.6.2.2 Arachne
Arachne est un système logiciel permettant l’intégration dynamique des aspects (ajouter et
retirer des fonctionnalités) dans les programmes existants. Arachne est conçu en utilisant deux
outils : un compilateur d’aspects et un tisseur dynamique (runtime weaver). Le compilateur
d’aspects transforme te code source d’aspects en une librairie compilée d’aspects qui, durant le
temps de tissage, aide le tisseur à placer les crochets (points de jonction) dans le programme de
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base. Le tisseur dynamique modifie le code binaire et garantisse un tissage complet et atomique
[Douence et at., 05].
Arachne utilise les mécanismes de crochets (patron générique), approuvées et développées
par pDyner [Ségura-Devillechaise et al., 03] pour réécrire ce code binaire sans arrêt du programme
de base. Par exemple, quand une nouvelle requête de tissage est déclenchée, Archane utilise une
stratégie de modification du code binaire. Cette stratégie consulte le plan des coupes (pointcuts)
généré par le compilateur d’aspects afin de localiser les places où le code binaire du programme de
base devrait être réécrit.
Arachne lie les aspects au programme de base par la réécriture des instructions assembleur
dans un programme de base. Supposons qu’un programme existant est en train de s’exécuter, ce
programme contient deux fonctions fooQ et bar(...). Dans la partie droite de la Figure 2-13, nous
considérons un aspect dans Arachne.
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Figure 2-13 : Programme de base en exécution et aspect en Arachne
Quand cet aspect est tissé, l’invocation de bar(...) est remplacée par bar_corrected(...). Le
processus de tissage passe par plusieurs étapes (Figure 2-14):
• Un crochet générique est chargé dans la mémoire du programme de base. La Figure
2-14 (au milieu) montre un crochet, parce que l’aspect n’est pas encore chargé.
• Arachne communique via une fonction dtopen() pour charger dynamiquement
l’aspect compilé à l’intérieur du programme de base. Avec ce chargement, Arachne
remplit les espaces vides dans le crochet car toutes les adresses demandées sont
connues.
• La dernière tâche est de remplacer tous les appels à bar(...) dans le programme de
base par un appel au crochet.
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Cependant, il est possible que l’exécution se poursuive à l’intérieur du crochet avant la fin de
la réécriture de tous les appels dans le programme de base. Pour cela, Arachne utilise une garde
(weaving_completed) dans le crochet. Cette garde a la valeur «faux» avant le tissage et prendra la
valeur «vraie» quand toutes les instructions de l’aspect compilé seront tissées. Finalement, quand le
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Figure 2-14 Réécriture de tous les appels dans le programme principal
Plusieurs autres techniques ont été développées pour répondre à l’intégration dynamique en
utilisant la programmation par aspects. Par exemple, Steamloom est une extension de la machine
virtuelle de Java, permettant d’intégrer des programmes orientés aspects [Bockisch, et al., 04]. JAC
travaille aussi sur les bytecodes, et permet de modifier, d’ajouter ou de retirer des aspects de
manière dynamique [JAC, 05]. Dans la prochaine section, nous décrivons l’impact des techniques
orientées aspects sur la distribution.
2.7 Développement orienté aspects et distribution
La distribution est devenue, de nos jours, un aspect dominant des applications d’entreprises
(dont le commerce électronique, les applications B2B, etc.). Quand elle ne fait pas partie du
problème (distribution géographique des entreprises et des utilisateurs de l’application), elle fait
partie de la solution (mise à l’échelle ou scalability, tolérance aux fautes, partage de ressources,
etc.) [Coulouris et al., 00], [Nicolas et Jarke, 00] et [Henning et Vinoski., 99]. Une application
distribuée est une application constituée de différents processus qui s’exécutent sur différents
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processeurs/machines, et qui doivent s’échanger des données. Les applications distribuées sont
difficiles à développer et à réutiliser [Ben Hassen et al., 96]. Mise à part les applications
traditionnelles client-serveurs, qui impliquent relativement peu de communications, les applications
distribuées souffrent encore de problèmes de performance [Coulouris et al., 00) [Lipldnd et al., 99]
et de la gestion de mémoire distribuée [Soueid et al., 05], [Henning et Vinoski, 99]. L’avènement de
l’orienté objet n’a pas atténué le problème. Bien que l’objet puisse paraître comme l’unité idéale de
la distribution, de part le fait qu’il encapsule les données avec les fonctions qui les manipulent, les
interactions typiques entre objets dans une application 00 peuvent s’avérer très coflteuses [Purao et
al., 98], [Ben Hassen et al., 96] et [Chin et Chanson, 91].
La distribution apparaît de deux façons dans la problématique des aspects
• Comment implanter la distribution (et plus généralement, les services architecturaux)
à l’aide de la programmation orientée aspects, et
• Comment développer des applications distribuées orientées aspects?
Nous décrivons ces deux façons dans les deux sous sections 2.7.1 et 2.7.2 respectivement.
2.7.1. Implantation de la distribution à l’aide du développement orienté aspects
La distribution est considérée par plusieurs chercheurs comme un aspect technique qui peut
être traitée indépendamment des aspects fonctionnels (voir par exemple [Soueid et al., 05]). Par
conséquent, il faut encapsuler la logique de la distribution dans des composantes à travers les
frontières de diverses techniques orientées aspects. Pour cela, nous considérons deux points.
Premièrement, il faut montrer dans un programme 00, la différence causée par la distribution, i.e.
de quoi nous avons besoin comme modifications pour transformer une application régulière (locale)
en une application distribuée. Deuxièmement, nous devons analyser les techniques orientées aspects
pour détecter quelle technique correspond le mieux aux changements demandés pour intégrer la
distribution.
Transformer une application régulière en une application distribuée est dans la plupart des cas
un problème résolu. En effet, les plateformes distribuées existantes utilisent une variante du patron
proxy (pattern proxy) et divers compilateurs génèrent automatiquement la plupart du code impliqué
dans les objets distribués (par exemple, le compilateur DL de CORBA). Il reste quelques
changements qui nécessitent d’être intégrés
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• Le cycle de vie d’objets: la création des objets distants est différente de la création
des objets locaux. Pour l’instant, les chercheurs proposent d’utiliser un objet
fabriquant (factorv), qui est accessible en utilisant un service d’annuaire.
• Les objets, qui deviennent distribués, doivent implanter les interfaces demandées par
les clients. Ainsi, les objets qui doivent être transportés entre les clients et les
serveurs doivent implanter l’interface Senalizable dans le cas de RMI par exemple.
• Les invocations des méthodes distantes peuvent déclencher des exceptions liées
directement aux objets distants ou aux clients.
Ces changements impliquent des modifications dans les programmes clients et dans les
classes d’implantations du côté serveur. Les deux méthodes SOP et VOP permettent seulement la
composition au niveau méthode. Seul AOP permet la composition plus fine q’une méthode (sous
méthode) avec quelques restrictions (points d’entrées et de retours). Les sections 4.3.4 et 5.2 et
L’annexe F montrent les modifications apportées à une application pour la rendre distribuée. Plus de
détails de ces modifications sont donnés dans notre article [Mcheick et al., 06b1.
Une approche récente, utilisant les techniques d’aspects pour la gestion de mémoire repartie
dans un environnement CORBAIC++, consiste à gérer le partage d’objets distants entre plusieurs
clients [Soueid et al., 05]. Cette gestion est une préoccupation transversale à l’ensemble de
L’application. Cette approche implique trois entités: les objets CORBA (côté serveur), les fabriques
et les clients. Cette récente approche a les caractéristiques suivantes
• Les objets COREA sont modifiés en ajoutant un compteur de références de l’objet
demandé.
• Les fabriques sont des entités (côté serveur) qui sont introduites par le mécanisme de
gestion mémoire et qui gèrent la création des objets (ajout de la méthode createQ) et
la récupération des références (ajout de la méthode getQ) par les clients.
• Chaque code client devrait invoquer une méthode create() si le client crée un nouvel
objet.
• Ces modifications ont été réalisées manuellement. L’automatisation de la
modification repose sur des techniques d’analyse de code qui sortent du cadre
d’aspect [Soueid et al., 05].
L’intérêt d’un aspect, dans cette méthode, est de permettre d’une part, de grouper ces
modifications d’une façon modulaire dans une entité unique qu’est l’aspect. D’autre part, lorsque
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plusieurs types d’objets sont concernés par ce mécanisme, l’aspect permettra d’éviter de modifier
chaque objet à part mais plutôt de tisser ces modifications en définissant la coupe adéquate.
Une autre méthode développée par [Zhang et Jacobsen, 03a-b], utilise AOP. Elle consiste à
développer des aspects pour appuyer le modèle de programmation dynamique du middleware
CORBA. Selon Zhang et Jacobsen, le modèle de programmation primaire de CORBA est statique et
le modèle de programmation dynamique transverse l’architecture entière. En fait, la logique
d’intégration de ces modèles est ambigué puisque le modèle de programmation dynamique (DII et
DSI) transverse la fonctionnalité d’ORB dans tes trois cas suivants. Dans le premier cas, les classes
Helper et Holder contiennent des opérations pour permettre la transformation et la manipulation des
objets serveur dans le contexte d’invocation dynamique. Dans le deuxième cas, l’interface d’ORB
permet les invocations dynamiques en fournissant la fonctionnalité des opérations composées, leurs
paramètres et leurs types de retour. Dans le troisième cas, les classes traitant la requête permettent
les invocations dynamiques à travers des objets spécialisés tels que org.omg.CORBA.Request et
org.oing.CORBA.ServerRequest. Selon t’analyse de Zhang et Jacobsen, plus du quart de ces classes
(des trois cas) traite le modèle de programmation dynamique (DII et DSI). AOP est appliqué pour
séparer le modèle d’invocation dynamique du modèle d’invocation statique. Le modèle
conventionnel de l’architecture d’ORB pourrait avoir une amélioration significative. En effet,
l’intérêt de l’aspect est de libérer l’architecture d’ORE de l’effort d’incorporer le modèle
dynamique dans le modèle statique et vice versa. Les deux modèles peuvent être mieux conçus et
optimisés. De plus, dans la plupart des cas, un seul modèle d’invocation est suffisant pour un
domaine d’application particulier. Implanter l’interface de programmation dynamique avec la
programmation par aspect permet de simplifier ta configuration et d’adapter l’architecture d’ORB.
2.7.2. Développement des applications distribuées orientées aspects
L’effet de la distribution des objets qui incorporent plusieurs aspects dépend de la technique
de séparation des préoccupations utilisée. Si la technique de séparation implique l’intégration de
divers aspects à la compilation, alors il n’y a aucune interaction entre la séparation des
préoccupations (séparation of concerts) et la distribution puisque les objets multi-aspects ne
peuvent être distingués des autres objets [Mili et al., Olc]. De plus, les mêmes problèmes relatifs à
la distribution seraient soulevés et les mêmes techniques seraient utilisées.
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Dans les techniques qui représentent les différentes préoccupations comme des objets à part
(e.g. notre approche et les adaptateurs dynamiques (e.g. [Kniesel, 99] et [Biichi et Weck, 00])), nous
utilisons la stratégie ayant les deux caractéristiques suivantes
• Conceptuellement: nous pourrons utiliser les mécanismes d’abstraction fournis par
l’infrastructure de distribution tels que la séparation des interfaces de l’implantation
et cacher certaines complexités conceptuelles pour supporter les objets multi-aspects.
• Performance: combiner la distribution et les multi-aspects pourrait (peut-être)
réduire la complexité de l’aiguillage et les coûts de la performance.
Nous allons utiliser cette stratégie dans le développement des applications distribuées avec la
programmation par vues (cf. chapitre 7). Cette approche a aussi des inconvénients. L’évolution des
interfaces dynamiques pourrait être sacrifiée à moins que nous recourons à l’utilisation des
interfaces d’invocation dynamique du côté client.
ObjectViews est une approche de développement des applications distribuées en spécifiant
des contraintes sur l’utilisation d’objet distant. Cette approche utilise la notion des vues d’objets.
Elle permet de générer des protocoles de cache d’objets pour supporter les exigences de
l’application. L’objectif de cette approche est de minimiser les transferts des données à travers le
réseau et d’assurer la localité de données [Lipkind et al., 99]. Les vues permettant d’avoir des
caches d’objets distants sont classifiées en trois catégories : i) une vue offrant les méthodes
publiques de l’objet en question, ii) une vue offrant un sous ensemble de méthodes de cet objet et
iii) une vue offrant des attributs et des fonctions locaux. Dans ces trois catégories, il n’est pas
nécessaire de mettre à jour la copie complète de l’objet distant. Par exemple, la troisième catégorie
est basée sur un protocole de cache entre une vue et un objet (copie centrale). Ce protocole met à
jour seulement les attributs de la vue quand c’est nécessaire. Cette approche pourrait réduire les
messages envoyés à travers un réseau pour gérer la cohérence. L’un des problèmes de cette
approche est de gérer le protocole de cache entre les différentes vues et l’objet central.
2.8 Conclusion
La technique de développement orientée aspects (la séparation des préoccupations) est une
approche visant à regrouper le code qui correspond à un même aspect et à rendre les aspects
indépendants. La plupart des techniques existantes permettent de séparer les préoccupations et les
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faire composer au niveau de la compilation. La programmation par vues permet de préserver les
aspects jusqu’au moment de l’exécution. Nous avons présenté, dans ce chapitre, un survol des trois
approches : La programmation par sujets, la programmation par aspects et la programmation par
vues. Les vues sont importantes puisqu’elles organisent et décomposent les logiciels en des parties
compréhensibles et gérables [Terr et Ossher, 00]. Dans ce qui suit, nous résumons quelques
limitations de ces approches
• Base de données: la notion de vues est limitée à un modèle centralisé. La mise à jour
des vues est très restrictive. De plus, l’ajout et le retrait des vues ne sont pas
supportés à l’exécution (cf. section 2.2).
• Langages orientés objets (interface, héritage et agrégation) : les vues doivent être
développées à l’avance et le développement des vues est centralisé. Ces vues ne
peuvent pas être éliminées durant l’exécution (cf. section 2.3).
• Modélisation par rôles: ces derniers représentent la notion de vue au niveau de
l’analyse et sont intégrés dans la phase de conception. Par conséquent, la réutilisation
et la dynamicité des rôles ne sont pas supportées (cf. section 2.4).
• Contrairement à la programmation par vues, l’intégration des aspects avec SOP et
AOP est prise en charge au niveau de la compilation et pas au niveau de l’exécution.
AOP et SOP offrent l’intégration au niveau des classes. Cependant, la
programmation par vues permet le changement de comportement au niveau objet, i.e.
durant l’exécution (cf. section 2.5).
• Dans le développement des applications distribuées, les objets doivent offrir,
si,nuttanénent, aux usagers plusieurs combinaisons des vues et changer leurs
comportements durant la phase de l’exécution. Les techniques existantes (les
plateformes distribuées et celles de séparation de préoccupations) ne permettent pas





Dans un système d’information d’entreprise, un objet peut changer de comportement durant
sa vie en fonction des rôles qu’il peut jouer dans divers processus d’affaires de l’organisation.
Ainsi, les fonctionnalités rattachées à un objet sont appelées à changer à partir du moment où l’objet
est mis en fonction, passant par plusieurs étapes d’évolution, jusqu’à son retrait. La programmation
par vues a pour objectif de supporter cette évolution de comportement d’objets durant leur vie dans
des langages de programmation orientés objet typés et industriels. Nous souhaitons d’une part de
supporter la sécurité de type (type safeiy) dans un langage typé dont les vues doit être minimalement
sécuritaire et vérifiable au moment de la compilation. D’autre part, nous souhaitons être capable de
supporter l’évolution dynamique d’objet dans le langage hôte. Ces deux contraintes ensemble
posent des défis considérables. Dans cette partie de la thèse, nous allons alors répondre à ces défis
et comparer la programmation par vues avec les autres techniques de programmation : OOP, AOP
et SOP. Dans un premier temps, nous décrivons dans le chapitre 3 les principes de cette technique et
l’implantation de la programmation par vues en C++ et en Java.
Dans un deuxième temps, nous réalisons une étude de cas dans laquelle nous comparons les
quatre techniques de programmation: OOP, SOP, AOP et VOP afin de valider notre approche
(VOP). Nous partons d’une application développée avec la OOP selon des exigences initiales. Par la
suite, nous modifierons ces exigences en ajoutant deux exigences : fonctionnel et architectural.
Dans cette évaluation, nous nous intéressons à:
• la facilité conceptuelle avec laquelle les changements ont pu être apportés,
• la facilité (ou la difficulté) de mise en oeuvre des différentes approches,
• la possibilité de réutiliser les extensions développées pour nos deux scénarios
d’évolution dans d’autres circonstances.
L’objectif de cette comparaison est de faire valider la programmation par vues et d’exploiter
cette comparaison pour pouvoir améliorer cette technique. Dans le chapitre 4, nous allons modéliser
le système selon les exigences initiales et les nouvelles exigences (fonctionnelle et technique). Dans
le chapitre 5, nous allons comparer les différentes approches de la programmation (OOP, AOP,
SOP et VOP) en partant de l’implantation initiale de l’application et en réalisant une nouvelle
implantation pour chaque technique selon les nouvelles exigences.
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Chapitre 3 : Description de la programmation par vues
Dans ce chapitre, nous essayons de répondre à la problématique de changement dynamique
de comportements d’objets. Dans un premier temps, nous décrivons les motivations, le principe et
les exigences de la programmation par vues. Dans un deuxième temps, nous montrons une solution
supportant la représentation des objets avec vues, la dynamicité de l’interface, la transmission des
messages versus leur délégation et la représentation des points de vues et de vues. Dans un
troisième temps, nous présentons un survol sur l’implantation de la programmation par vues en C++
et notre implantation de cette programmation en Java.
3.1 Motivations
Dans un système orienté objet, chaque objet est représenté par une classe qui est un ensemble
d’attributs et de méthodes. Les objets métiers sont appelés à jouer plusieurs rôles fonctionnels, à
différents moments de leurs cycles de vie (i.e., l’ensemble de ces rôles évolue avec le temps).
Prenons l’exemple d’un étudiant durant son cheminement dans une université. À partir du moment
où l’étudiant fait une demande d’admission, il sera enregistré dans le système du registraire comme
étudiant potentiel. Une fois son admission confirmée, l’étudiant(e) fera son cheminement à travers
différents programmes d’études, en acquérant différentes propriétés et comportements (possibilité
de s’inscrire à des cours, moyenne, crédits cumulés). Peu avant sa graduation, t’étudiant(e) devra
fournir ses mensurations pour le choix de la toge (d’autres attributs) et deviendra un alumnus, après
sa graduation, i.e. une personne réceptive des sollicitations de dons. Si on utilise une classe pour
représenter l’étudiant, cette classe devra avoir un ensemble variable d’attributs et de méthodes pour
assurer les divers rôles que la personne jouera durant sa vie (Figure 3-1). Cette figure illustre le
cheminement d’un étudiant dans une université en utilisant un «timeline» qui montre à chaque





Candidat Étudiant Céremonie A I umnu s
temps
Figure 3-1 Exemple d’objet qui change de comportement
D’une manière générale, nous notons que dans une application d’envergure, les objets
participent à plusieurs processus d’affaires et devront donc jouer plusieurs rôles fonctionnels. Nous
soutenons l’idée que les rôles fonctionnels joués par un objet du domaine correspondent à des
processus d’affaires génériques qui ne dépendent pas d’un domaine d’affaires particulier [Miii et
al., OOa],[Coad et Lefevre, 99]. Peu importe le produit ou le service qu’une entreprise vend et quelle
que soit la compagnie qu’on modélise, un employé sera toujours considéré comme une ressource
d’un côté et un coûtlsalaire de l’autre côté dans ces processus d’affaires. Les premières approches
d’ingénierie d’informations (e.g. [Carlson, 79]) et la nouvelle vague de patrons d’analyse (e.g.
[Coad et Lefebvre, 99], [fowier, 97]) confirment cette idée. Dans le modèle de programmation par
vues, les rôles fonctionnels joués par les objets sont représentés par des vues. La logique inhérente à
ces vues peut être vue comme une instanciation d’une logique plus générique, qui correspond à un
processus d’affaires générique [Mili et al., OOa]. Par exemple, pour les services de comptabilité,
une machine outil, un téléphone, un bureau, un ordinateur ou un camion sont des équipements ayant
un prix d’acquisition qui peut être amorti sur une période de temps, reflétant l’usure, la détérioration
et l’obsolescence. Ce comportement «comptable» pourrait être traité ou codé de façon générique
(patron générique) et instancié pour différents objets métiers. Nous appelons ce patron générique
point de vues. Il s’agit de trouver une façon pour représenter ce patron générique, et d’en dériver
des rôles fonctionnels pour des objets métiers donnés.
En résumé, la programmation par vues a été motivée par deux considérations. D’abord, les
objets changent de comportement durant leurs durées de vie, en acquérant et en perdant des
comportements correspondant à des rôles fonctionnels distincts. Ensuite, nous soutenons que ces
rôles fonctionnels peuvent être définis de façon générique permettant de les appliquer à divers
objets métiers. En effet, un point de vue est un aspect générique indépendant de la classe cible et est
relié à une classe selon tes besoins d’une application [Mili et al., 99a].
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Dans les prochaines sections, nous expliquons comment la programmation par vues a essayé
de répondre à ses objectifs. La possibilité d’offrir différentes fonctionnalités à différents
programmes clients dans un environnement distribué sera discutée ultérieurement dans le chapitre
7.
3.2 Principes de base
On suppose que chaque objet du domaine d’application prend en charge un ensemble de
fonctionnalités de base offertes à tous les programmes utilisateurs et d’autres fonctionnalités ou
interfaces qui sont spécifiques à certains usagers de l’objet. Les interfaces peuvent correspondre à
différents types d’usagers ayant les mêmes intérêts fonctionnels, correspondants, par exemple, à
différents privilèges d’accès. Cette notation généralise les interfaces de visibilité dans les langages
de programmation tels que Smalltalk (protégées versus publiques) et C++ (privées, publiques et
protégées). Les interfaces peuvent aussi correspondre à des domaines fonctionnels différents ayant
leurs propres données et fonctions non offertes par l’objet de base. Notre implantation de la
programmation par vues doit répondre aux exigences suivantes
• Un objet peut changer de comportement durant l’exécution, en acquérant et perdant
des fonctionnalités durant l’exécution,
• On doit pouvoir utiliser ces objets de façon transparente indépendamment du fait
qu’ils offrent présentement la fonctionnalité ou non, et
• On doit être capable d’accéder à plusieurs vues simultanément.
L’objet de base contient des caractéristiques intrinsèques qui ne changent pas avec le
changement de l’application. Ces caractéristiques forment une partie commune à tous les objets de
la classe. La programmation par vues permet l’accès à une ou plusieurs vues ainsi qu’à une
combinaison de vues. Les approches existantes SOP, AOP et Rôle expliquées dans la section 2.5
permettent l’accès spécifique aux vues disponibles. Ainsi, ces approches ne permettent pas l’ajout et
le retrait dynamiques des vues et toutes les vues nécessaires pour l’usager doivent être spécifiées
avant la compilation.
La programmation par vues est basée sur l’agrégation; à tout moment, l’état d’un objet est
l’union d’un état de base (ou élémentaire) et des états inhérents aux vues actives. Il est de même
pour les fonctionnalités. Nous définissons alors l’interface I d’un objet comme suit, où L est




Notons que les différentes interfaces ne sont pas disjointes (Figure 3-2). Elles ont au contraire
des points communs avec 10. En fait, l’interface l déclare l’ensemble des services de bases requis
par toutes les vues.
En résumé, nous spécifions les exigences suivantes de la programmation par vues et nous
insistons sur le fait que
• les comportements puissent être activés et désactivés au besoin,
• chaque comportementlvue puisse avoir ses propres données (ce n’est pas juste un
comportement, mais c’est aussi des données), qui doivent être préservées entre les
activations,
• lorsqu’un comportement est pris en charge par plusieurs interfaces ou vues toutes les
versions de ce comportement sont invoquées selon une composition par défaut, i.e. à
préciser par le développeur,
• la sécurité de type doit être présent dans un langage compilé,
• les objets avec ou sans vues/comportements dynamiques soient utilisés de façon
transparente par les applications clientes,
• les points de vues soient décrits de façon générique et soient instanciés pour des
classes métiers sur demande, le plus tard possible dans le cycle de développement.
Pour mieux comprendre ces principes, considérons un camion et tes points de vues capital
amortissable et opération. Ces derniers points de vues sont appliqués à la classe camion au besoin
(sur demande) et les résultats sont les vues CamionEnTantQueCapitalAmortissabÏe et
OperationCainion. La méthode saveQ est commune entre la classe camion et les vues en question
figure 3-2: Trois interfaces pour une même classe ayant une partie commune
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(Figure 3-3). Les différentes versions de cette méthode sont invoquées selon le besoin du
développeur. La section 3.3.2.2 décrit la composition des méthodes. Les différentes propriétés
(méthodes et attributs) doivent être connues durant la phase de compilation pour prendre en charge
le type-safety dans un langage compilé. Les objets de ces vues sont utilisés d’une façon transparente
par les programmes clients. La Figure 3-3 illustre cette discussion.
class Camion




void scheduleForDeliveryfDate from, Date to) {. .
Resuit deliver t) {.
vue CamionEnlantQueCapitalAmortissable
float valeurResiduelle;
float getValeurResiduelle t) { . .
/**
* Cette méthode écrit la nouvelle valeur du taux
* d’amortissement et fais appel à ‘save))
*/







Figure 3-3 : Un camion ayant deux vues
En fait, les exigences spécifiées ci-dessus sont contradictoires. Par exemple:
• La sécurité de type et la dynamicité (ajout et retrait des vues durant l’exécution) ne
sont pas possibles. En effet, le fait d’ajouter et de retirer des vues dynamiquement
crée un problème non prédictible pour la sécurité et pourrait déclencher des
comportements non désirables. Ce qui est contradictoire avec la sécurité des types.
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• Le sécurité de type et la génération dynamique de vues ne sont pas compatibles on
ne peut générer les vues durant l’exécution et espérer détecter les erreurs durant la
compilation.
• La dynamicité et la composition des comportements pris en charge par plusieurs vues
si on peut ajouter des vues à volonté durant l’exécution et de façon non anticipée,
on ne peut pas anticiper toutes les compositions possibles de comportement. Si on
exécute toutes les méthodes ayant le même nom, alors on aura parfois des résultats
non désirables. En effet, les méthodes peuvent avoir des types de retour différents.
Nous montrons dans la section 3.3.1 pourquoi les compositions, par défaut, de
méthodes ne peuvent pas fonctionner correctement.
On sera donc amené à faire des compromis, que nous discuterons dans la section 3.3, et on
décrira les difficultés que ces compromis soulèvent.
3.3 Approche solution
Dans notre approche, nous avons ajouté une couche vues aux langages de programmation tels
que C++ et Java. Cette couche consiste à ajouter des pré-processeurs qui prennent comme entrées
les points de vues, la spécification des vues et les classes de base, et qui génèrent des classes
normalisées en Java ou C++ avec toutes les relations entre les vues et les classes correspondantes.
Elle comprend les ajouts suivants
• une syntaxe pour la description des points de vues tel que décrits dans la section
3.3.4,
• une syntaxe pour l’instanciation des points de vues pour un objet de base, fournissant
une description des vues (cf. section 3.3.4),
• des fonctions pour attacher et détacher des vues à un objet,
• un protocole pour invoquer des opérations sur des objets (objet de base ou vues),
quel que soit le nombre d’implantations disponibles de ces opérations (e.g. voir la
fonction kQ dans la Figure 3-4),
• des mécanismes pour la mise en oeuvre de ce protocole.
Concernant la description et l’instanciation des points de vues, nous avons choisi d’introduire
de nouveaux mots clés dans le langage hâte [Miii et al., Ola], tant par souci de simplicité que de
non-ambiguité. Ayant opté pour la représentation des vues par les objets du langage hâte, un point
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de vue et une description d’une vue deviennent une classe en langage cible (C++ ou Java) avec
l’utilisation des constructions détaillées dans la section 3.3.4. Pour le protocole d’invocation, l’idée
consiste à utiliser un protocole transparent et uniforme. En fait, nous avons utilisé des constructions
déjà utilisées dans les tangages de programmation sans introduire de nouvelles constructions. Pour
invoquer une opération sur un objet, on utilise la notation habituelle suivante
monObjet.opérationtparaml, param2,
. j;
Par contre si l’objet supporte te mécanisme des vues, le distributeur «dispatcher » des
méthodes fonctionne selon les règles de composition décrites dans la section 3.3.2.2. Sinon, le
traitement standard du langage cible sera appliqué. Comme nous travaillons avec des langages
compilés (C++ et Java), nous avons opté pour une approche de transformation de code. Les
développeurs utilisent la syntaxe habituelle (standard), pour tout l’objet, mais un pré-processeur
analysera le code et remplacera, pour les objets supportant les vues, la syntaxe habituelle par les
séquences de code permettant la mise en oeuvre des règles du distributeur (cf. section 3.3.2.2).
Dans la section suivante, nous décrivons comment nous représentons les objets avec vues. La
section 3.3.2 explique la dynamicité comportementale et la section 3.3.3 détaille la transmission de
message.
3.3.1. Représentation des objets avec vues
Nous avons choisi une représentation d’objets d’application comme une agrégation d’un
objet de base avec ses vues. Dans la Figure 3-4, l’objet de base offre deux variables (a et b) et trois
opérations (f0, gQ et hQ). Les objets vues pointent vers l’objet de base. Les vues vuel et vue2
supportent des variables spécifiques (c dans vuel et d dans vue2). Les vues vue 2 et vue 3 délèguent
les variables a et b à l’objet de base. En pratique, ces variables ont une copie emmagasinée dans
l’objet de base et les accès (lire ou écrire) seront renvoyés à ces copies. Toutes les vues contribuent
à de nouvelles fonctions (iQ et kQ dans vuel,jQ dans vue2 et kQ dans la vue3). Les vues délèguent
les fonctions à l’objet de base (fQ de vue!, gO de vue2 et vue3). Si la vue 2 reçoit une invocation de
la fonction gO, cette fonction sera déléguée et exécutée dans l’objet de base. Pour partager des
variables, la programmation par vues utilise la délégation. Ainsi, cette approche de partage de
comportements (méthodes) utilise un mécanisme simple de redirection de messages. Plus de détails
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D’un point de vue concepwel, un objet du domaine d’application est représenté par la boite
pointillée contenant quatre objets (objet de base, vue 1, vue 2 et vue3). L’objet de base gère l’ajout
et le retrait des vues, et contient une liste de ces vues. Il pointera vers ces vues et par conséquent,
fait la re-direction des messages.
D’un point de vue comportement, l’objet de base prend en charge L’union de son interface et
des vues attachées. Certaines invocations seront exécutées dans l’objet de base (i.e., fQ, gO et hO).
D’autres invocations seront déléguées à des vues (iO par vuel, jO par vue2 et kO par vuel et vue3).
Dans le cas de kQ, des règles de composition permettent de spécifier la façon de combiner les deux
implantations dans vuel et vue3 [Ossher et al., 95]. Par exemple, nous pouvons appeler les deux
versions de la fonction kQ quand il y a un appel à cette dernière. Finalement, un usager peut
déclarer L’objet complet dans son programme client (dans ce cas, il peut accéder à toutes Les
fonctionnaLités) ou spécifier une vue dans son programme client (dans ce cas, il peut accéder aux
fonctionnalités de cette vue et les fonctionnalités de l’effet de bords de l’objet de base).
Les avantages d’une telle représentation sont:
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• Puisque les vues sont des entités avec un état et un comportement, on peut utiliser le
concept de classe dans le langage hôte pour représenter les vues.
• Contrairement à l’implantation par héritage multiple, où chaque objet hérite tous les
attributs de ses vues (au moment de la création), les attributs et les comportements
seront créés sur demande à l’exécution dans la programmation par vues.
• Notons que la référence de l’objet de base vers les vues n’est pas une référence
statique. En d’autres termes, l’objet de base ne pointe pas vers les vues via des
variabLes d’instances ayant les types de vue, mais pointe vers les vues sous une forme
générique.
Les inconvénients d’une telle représentation sont:
• Si les vues sont pointées de façon générique, comment s’assurer la sécurité de type ?
Autrement dit, comment s’assurer au moment de la compilation qu’on ne demandera
pas à l’objet de faire un comportement qu’il ne comprend pas?
• Le self proble,n : avec l’agrégation normale d’objets, nous utilisons le « message
forwarding t broken detegation », i.e. les vues exécutent les diverses méthodes dans
leurs propres contextes plutôt que dans le contexte de l’objet de base.
Pour illustrer ces inconvénients, nous reprenons l’exemple de la classe Camion avec ses vues
CamionEnTantQueCapitalAmortissable et OperationCainion (Figure 3-3). Soit la méthode
setTauxAmortisse,nent(...) de la vue CainionEnTantQueCapitatArnortissable
void setlauxAmortissement (float taux)
this.save; // quelle version de save()sera appelée?
Le code client utilise une instance camion de la classe Camion pour invoquer la méthode
setTauxAmortissement(...) t camion.setTauxAmortissement(O.05). Cette méthode fait appelle à la
méthode this.saveQ. Si la méthode this.saveQ est exécutée dans le contexte de la vue
CainionEnTantQueCapitatAmortissabte seulement, alors le système sauvegarde une partie de
l’objet (partie de la vue CamionEnTantQueCapitalA,nortissabÏe) et ignore le reste de l’objet (ignore
la partie de l’objet de base et celle de la vue OperationCainion). Par conséquent, la broken
delegation (sef-problem) crée un problème de cohérence des différentes parties de l’objet en
question. Le broken delegation est expliqué dans la section 3.3.3 et dans l’implantation de VOP




3.3.2.1 Dynamicité de t’interface
En réalité, on n’a pas de vraie dynamicité. L’éventail de comportements supportés par un
objet est connu d’avance (au moment de la compilation), mais la liste des comportements actifs à un
moment donné est déterminée au moment de l’exécution. C’est l’idée d’élargir l’interface de l’objet
au moment de la compilation pour englober toutes les vues possibles, mais de faire l’aiguillage des
appeLs au moment de L’exécution pour traiter chaque message avec l’ensemble de méthodes
présentement disponibles.
Nous illustrons la dynamicité de l’interface en utilisant l’exemple de la classe Camion
(Figure 3-3). À partir de la classe Camion, nous créons un objet camion auquel on ajoute et on retire
des vues CamionEnTantQueCapitatAmortissable et Operation Camion, et auqueL on demande, à des
moments différents, d’invoquer une méthode deliverQ. Cette dernière est supportée par une ou
plusieurs composantes (éventuellement l’objet de base). Si aucune des composantes disponibles ne
supporte la méthode, L’objet doit déclencher une exception. En plus, on a trois cas possibles
• O composante supportant la méthode,
• 1 composante (objet de base ou vues), et
• plusieurs composantes.
La Figure 3-5 utilise la classe Camion et ses vues. L’invocation de la méthode
setTauxA ,nortissement(...) retourne une exception (lignes 2 et 8), puisque l’objet camion ne
supporte pas cette fonction à ce moment (O composante supportant cette méthode). Les lignes 3 et 5
attachent les vues CainionEnTantQueCapitatAmortissable et OperationCainion à l’objet camion.
La ligne 4 exécute la méthode setTauxAmortissement(...) dans la vue
CamionEnTantQueCapitalAmortissable (1 composante supportant cette méthode). La ligne 6
invoque la méthode save() qui est implantée par l’objet de base et les deux vues. Cette méthode est
exécutée dans l’objet de base et dans les vues selon le besoin du développeur (3 composantes
supportant la méthode saveQ). Les lignes 7 et 9 détachent les deux vues.
(1) Camion camion=.
(2) camion.setTauxAmortissement(O.05);// retourne une exception
(3) camion.attach(”CamionEnTantQueCapitalAmortissable”);
(4) camion.setlauxAmortissement(O.06);





// Exécutée dans les composantes spécifiées
//par le développeur : 0, 1 ou plusieurs vues
(7) camion.detachf”CamionEnTantQueCapitalAmortissable”);
(8) camjon.setlauxAmortissement(0.07) ;// retourne une exception
(9) camion.detach(”OperationCamion”);
Figure 3-5 : Une méthode est supportée par O ou plusieurs composantes (vues et objet de
base)
Nous avons utilisé deux approches différentes pour ce problème, une pour C++ et une pour
Java. Dans le cas de C++, nous avons généré une nouvelle classe à part, CombView pour gérer
l’aiguillage des appels, qui assure le comportement décrit ci-dessus. Ce qui laisse la classe de base
intacte, mais pose d’autres problèmes (cf. section 3.4). Cette solution consiste à implanter les
différentes vues dans des objets. Dans ce cas, quand un message est envoyé à l’objet, nous estimons
les rôles d’objets, qui sont attachés ou activés, et invoquons une combinaison des comportements
disponibles.
En Java, nous avons modifié la classe de base pour y incorporer le comportement décrit ci-
haut. Ceci nécessite, cependant, la disponibilité du code source2 (section 3.5). Java offre une
caractéristique intéressante : classes internes, qui sont choisies pour représenter ces vues. Ces
classes représentent des annexes attachées à l’objet de base.
3.3.2.2 Règles de composition des membres
Dans cette section, nous décrivons les deux points suivants:
• les différentes alternatives de composer un(e) méthode/attribut multiple supporté(e)
par plusieurs composantes (vue ou objet de base).
• le choix retenu.
Le principe de la programmation par vues permet de développer les points de vues et la
classe de base indépendamment les uns des autres. De plus, les attributs sont disjoints dans la
2 On peut envisager une approche qui modifie directement le bytecode, ce qui enlève l’exigence de la
disponibilité du code source.
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programmation par vues, alors il n’y a pas de conflits ou de répétitions entre les différentes parties.
En général, une méthode peut exister de différentes manières
• (1) Seulement dans le point de vue.
• (2) Seulement dans la classe de base.
• (3) Dans le point de vue et dans la classe de base.
• (4) Dans plusieurs points de vues.
Dans le premier cas, la méthode sera générée dans la vue selon la spécification de point de
vue (section 3.3.4). Le deuxième cas n’implique aucune modification à la classe de base. Dans les
cas 3 et 4, il faut composer le nom de cette méthode. L’ approche préconisée, par Harrison et Ossher
[Harrison et Ossher, 93], consiste à composer les diverses implémentations d’une méthode.
Nous avons deux stratégies de composition des méthodes
a) Composition des méthodes multiples selon les vues actives en utilisant une versioit par
combinaison: pour chaque méthode multiple, on génère une seule méthode dans la classe, à
l’intérieur de laquelle on appelle chacune des versions qui correspondent aux vues actives au
moment de l’appel, selon une composition par défaut. Pour les méthodes retournant « void », on
convient de les appeler une à une dans un ordre quelconque. Pour les méthodes qui retournent un
résultat, il s’agit d’appeler chacune des méthodes, de collecter le résultat dans un tableau et de
comparer les résultats. S’ils sont identiques, on retourne une seule valeur. Sinon, on soulève une
exception. Ceci correspond à la règle de composition par défaut utilisée dans SOP [Ossher et al.,
951. L’exempte suivant montre la méthode qui serait générée par nos outils pour la méthode
i,npri,nerCtient() qui est implantée par les vues fidétitéClient et Estimation Client.
void _FidélitéClient_EstimationClient_imprimerClient t)
View* vo = client.getView(”FideliteClient”),
ve = client—>getView(”EstimationCreditClient”);
if (vo nuil) vo—>imprimerClientO;
if (ve nuil) ve—>imprimerClientO;
if ((ve == null)&(vo== nuli) Error(”Comportement...”);
Le programmeur peut éditer cette méthode, s’il le désire, pour l’ajuster à ses besoins.
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b) Composition des méthodes multiples en générant toutes les versions des méthodes
possibles (vues ott objet de base) La première stratégie suppose que les méthodes provenant des
différentes vues jouent un rôle symétrique, c’est-à-dire, qu’il n’y a pas de dépendances ou
d’interférences privilégiées entre les versions des différentes vues. Or, il arrive que l’on désire
utiliser différentes compositions, dépendant des versions présentes. Par exemple, pour trois vues
Vi, V2 et V3 et une fonction commune f si VI et V2 sont présentes, nous composons leurs
versions d’une façon (par exemple en les appelant les deux), alors que si V2 et V3 sont présentes,
nous composons Leurs versions d’une autre façon (par exemple, en les appelant en séquence jusqu’à
ce que l’une des versions réussisses sans soulever d’exception). Dans ce cas, on génère une version
composée pour chaque sous-ensemble des vues actives. Dans notre exemple, il faudra générer
_V1J _V2 _V3f _V1_V2J _V1_V3J _V2_V3f et _V1_V2_V3J La méthode f elle-
même se charge de diriger les appels vers la version spécifique dépendant des vues actuellement
actives. Cette combinaison est utilisée dans Je cas de la distribution (chapitre 7). Les extraits de
code suivants montrent trois versions de la méthode iinprirnerClientQ, dépendant des vues actives
(fidétitéClient, Estimation Client, ou les deux)
// FidélitéClient est active
void _FidélitéClient_imprimerClient ()
View* vo = client—>getView(”F±deliteClient”);
if (vo nuil) vo—>imprimerClientO;
else Error(”Comportement..
.“);
II EstimationClient est active
void _EstimationClient_imprimerClient f)
View* ve = client—>getView(”EstimationCreditCiient”)
if (ve nuil) ve—>imprimerClientO;
else Error(”Comportement..
.“);
//1es deux vues sont actives
void _FidélitéClient_EstimationClient_imprimerClient f)
View* vo = client.getView(”FideliteCiient”)
ve = ciient—>getView(”EstimationCreditClient”);
if (vo nuli) vo—>imprimerClientf);
if (ve nuli) ve—>imprimerClient();
if ((ve == null)&(vo== nuli) Error(”Comportement. ..“);
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Le programmeur peut choisir une de ces stratégies de composition selon les exigences
demandées. Par exemple, il peut choisir la première façon si la méthode en question n’accède pas à
des données critiques.
En résumé, voici les deux alternatives:
• (1) une seule méthode qui comprend toutes les compositions possibLes,
• (2) une méthode par combinaison possible de vues.
En C++, nous avons utilisé la première solution. Les méthodes multiples sont réimplantées
dans une classe Co,nbView. Cette classe contient l’implantation de toutes tes méthodes multiples
dans la classe de base et dans ses vues. La méthode multiple f0 de CombView appelle toutes les
méthodes multiples f0 de la classe de base et des vues selon les vues actives. Le développeur peut
aussi modifier l’implantation dej() de CombView selon le besoin.
En Java, nous avons aussi utilisé la même solution dans JavaViews, version non-distribuée.
Pour ne pas implanter toutes les combinaisons, l’implantation locale de la programmation par vues
utilise cette première solution (cf. section 3.5.1.2). Cependant, nous avons utilisé la deuxième
solution pour la distribution discutée dans le chapitre 7. En fait, dans la distribution des objets avec
vues, les méthodes sont cachées par l’utilisation des plateformes distribuées : sans changer le code
client, la couche réseau (souche et squelette) invoque la méthode ft) sur les vues actives de façon
transparente. En particulier, la souche compose la requête (non de la méthode et ses paramètres) en
testant les vues actives localement du côté client. Pour ceLa, nous avons retenu ta deuxième solution.
Dans ces cas, les méthodes multiples sont gérées comme des aspects individuels que l’on tisse dans
la classe de base (modifiée).
3.3.3. Transmission de message versus délégation
Prenons l’exemple d’un objet ayant une vue où l’objet de base et la vue supportent la
méthode save() qui sauvegarde l’état de l’objet. Supposons que toutes les méthodes qui modifient
une variable d’état, sauvegardent aussi l’objet. On présume maintenant que l’on appelle la méthode
setTauxAmortissement() sur une composante (objet de base et vues). Dans cette méthode de la vue






* Cette méthode écrit la nouvelle valeur du taux
* d’amortissement et fais appel à ‘save()
*1
void setlauxAmortissement(float taux) {this.save() ;] (1)
void save(){...)
Nous avons les deux possibiLités suivantes
• broken delegation (mode sécuritaire), ou
• déLégation respectée (mode non sécuritaire).
La broken delegation signifie que l’objet de base délègue l’appel de la méthode
setTauxAmortissernent() à la vue CamionEnTantQueCapitatArnortissabte et cet appel sera exécuté
dans le contexte de cette vue et ne revient plus à la classe de base. En effet, cette dernière méthode
fait appel à la méthode this.save() qui est une méthode multiple entre les vues
CarnionEnTantQueCapitalArnortissable et OperatioliCainion. Alors, la méthode saveQ sera
exécutée seulement dans la vue CwnionEnTantQueCapitalAmortissable et this ne signifie pas ici
l’objet au complet ou la classe de base (Figure 3-6-gauche). Ce mode est sécuritaire, car il exécute
juste la méthode demandée de la vue et ne revient plus aux autres parties de l’objet. Au contraire, la
délégation respectée signifie que l’appel this.save() devrait passer par l’objet de base (Figure 3-6-
droite) pour pouvoir exécuter les méthodes multiples (save() la vue OperationCwnion dans ce cas).
En résumé, on voudrait que le système se comporte de la façon suivante
• à priori, la délégation respectée (Figure 3-6-b),
• on peut aussi s’imaginer la broken detegation par mesure de sécurité (Figure 3-6-b).




CamionEnTantQueCje e Objet de CamionEnTantQueC
apitalAmortissablease base apitalAmortissable
aBroken délegation b. Delegation respectée
Figure 3-6 : Modèles de broken delegation et délégation respectée
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Maintenant, comment s’assurer qu’il y ait délégation respectée, si c’est cela qu’on veut? On
peut regarder comment divers langages réalisent cette tâche. L’idée, dans ce cas, est de s’assurer
que tous les appeLs à this sont en fait ré-acheminés vers l’objet de base.
En gros, il y a deux façons
• Modifier la machine virtuelle pour ré-acheminer les appels durant l’exécution pour
certains objets identifiés (par exemple, tout ce qui provient d’une vue),
• Modifier te code des vues pour remplacer titis (implicite et explicite) par une
référence à l’objet de base (ou à son aiguilleur/combination view).
Nous modifions, dans notre approche, le code des vues pour remplacer this par une autre
référence à l’objet de base. Si nous considérons la classe Camion et la vue
CamionEnTantQueCapitalAmortissabte, tout appel à this dans cette vue sera remplacé par un
objectBaseCombView (Ca,nion.this dans le cas de notre implantation en Java) afin de ré-acheminer
cet appel vers l’objet de base
void setTauxAmortissement(float taux)
objectBaseCombView.saveU; //appel à l’objet de base (java)
// ou à combView (C++)
Par exemple, supposons que la méthode setTauxA,nortissement(...) fait un appel à la méthode
this.saveQ, qui sera remplacé par un appel à l’objet de base (Java) et par un appel vers une classe
Co,nbView (C++). Nous avons montré dans la Figure 3-3, un exemple, de deux vues liées à une
classe C’amion et supportant la même méthode saveQ.
La délégation respectée est demandée pour, par exemple, sauvegarder toutes les parties de
l’objet (cas de saveQ). L’inconvénient est qu’elle pourrait causer un problème de sécurité en
donnant à un programme client plus qu’il a le droit de faire exécuter: si nous pouvons retourner tous
les appels à l’objet d’implémentation (délégation respectée), alors nous aurons plus de
fonctionnalités (ou de privilèges) que nous n’avons le droit d’avoir.
La délégation dans le système distribué est décrite dans la section 7.2.4.
3.3.4. Représentation de points de vues et génération de vues
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Nous décrivons d’abord les points de vues, ensuite nous les illustrons par un exemple et
finalement nous allons faire le parallèle entre les points de vues avec les sujets (SOP) et les aspects
(AOP).
3.3.4.1 Points de vues
Les points de vues sont représentés par trois clauses : requires, provides et wraps (Figure
3-7). Il faut:
• spécifier les classes sur lesquelles s’appliquent les vues (la clause requires), mais de
façon générique,
• spécifier le comportement ajouté par les points de vues (la clause provides), et
• spécifier le comportement modifié par les points de vues (la clause wraps).
Les points de vues sont identifiés de façon générique et ne dépendent pas d’un domaine
d’affaire spécifique. En effet, un point de vue (VP) peut être considéré comme une méta classe
(classe générique qui génère les vues). Ainsi, il spécifie un type paramétré par une théorie
VP[TH], dont la théorie TH spécifie le type des objets auxquels le point de vue VP peut être
appliqué. Par exemple, le point de vue Finance peut être appliqué aux objets Camion, Compagnie,
Université, etc. On écrit Finance[Camion]. La syntaxe de point de vue est donnée comme suit:
viewpoint <nom_point_de_vue>
requires // fournie par la classe de base
<déclaration_attributs>
<déclaration_méthodes>
provides // fournie par la vue
<déclaration_attributs>
<déclaration_méthodes>
wraps // effet de bord
<déclaration_méthodes> before {<appel_méthodes>}
<déclaration_méthodes> after {<appel_méthodes>}
Figure 3-7: Structure de point de vues en trois clauses
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Clause requires : elle représente la théorie par laquelle on déclare les méthodes et les attributs
qui doivent être implantés par la classe de base et utilisés par le point de vue courant. Chaque
membre dans cette clause doit avoir une correspondance de même nature dans la classe de base. Si
plusieurs attributs de la classe de base satisfont cette exigence, nous en choisissons un
aléatoirement. Cette supposition est basée sur le fait que l’utilisateur peut spécifier les
correspondances quand il pourrait y avoir une ambiguïté. Ainsi, chaque méthode doit avoir sa
correspondance dans la classe de base. Le procède le plus utilisé pour analyser la correspondance
des méthodes consiste à faire l’analyse de leurs signatures (contre-variance). Dans ce cas, une
méthode f0 correspond à une méthode go si les deux exigences suivantes sont réalisées : j) les
types de paramètres de f0 sont des super-types de ceux de gQ et ii) le type de retour de f0 est un
sous-type du type de retour de go. Par conséquent, les types de paramètres de fQ généralisent ceux
de gQ et le type de retour de f0 spécialise celui de go. Dans notre approche, nous faisons
correspondre pour chaque méthode de la partie requires, une méthode de ta classe de base avec les
mêmes types de paramètres et le même type de retour. Dans le cas où plusieurs méthodes pourraient
correspondre tes unes aux autres, l’utilisateur spécifie explicitement la correspondance dans ta
déclaration des vues. Cette spécification doit être réalisée dans la vue. Par exemple, un attribut nom
du point de vue correspond à un attribut naine dans la classe de base <nom, naine>. De même pour
la correspondance d’une méthode f0 et go, on écrit <f0, gO>. Finalement, cette clause sera utilisée
par la clause provides.
Clause provides elle contient la spécification des attributs et des méthodes offerts par le
point de vue considéré, et en particulier par la vue générée. En fait, cette clause spécifie de
nouveaux comportements auxquels la composante (objet de base et ses vues) pourrait répondre. Les
instances de la classe vue sont reliées à celles de la classe de base par une variable d’instance de
chaque vue oid (identificateur) dans le cas de C++ et CtasseDeBase.this dans le cas de la classe
interne de Java. Cette variable d’instance permet à une vue (représentée par la clause provides)
d’appeler les attributs et les méthodes de la classe de base, qui sont spécifiés dans la clause
requires. Une classe de base peut avoir un ensemble d’instances de ses vues qui sont créées par le
méthode attach0. Ces instances font partie des variables de la classe de base. Globalement, les vues
sont accessibles par la délégation à partir des instances des vues créées et attachées à la classe de
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base. Ainsi, cette dernière classe est accessible en utilisant des variables d’instances créées de
chaque vue. Ainsi, la transparence est supportée par le fait que l’utilisateur n’a pas à se soucier du
placement d’une méthode (dans la classe de base ou dans l’une des vues). Les points de vues sont
développés d’une façon décentralisée par une partie tierce. De ce fait, ils peuvent avoir la même
méthode. Ce comportement commun est décrit dans la section 3.3.2.
Clause wraps : elle contient les effets de bord appliqués sur les méthodes de la classe de base.
Ceci veut dire qu’une partie du code (une condition) sera exécuté avant ou après l’exécution d’une
méthode donnée de ta classe de base. Cette construction est inspirée de before/after de CLOS
[Steele, 901.
Une vue est spécifiée par une relation entre un point de vue et une classe de base. La syntaxe
de vue est spécifiée en C++ (cf. section 3.4.1) et en Java (cf. section 3.5.1.2). Un exemple sera
présenté dans la section suivante pour illustrer les points de vues et les vues.
3.3.4.2 Exemple d’un point de vue
Pour mieux comprendre la notion de la programmation par vues (VOP), nous présentons un
exemple simple du système de gestion des services à la clientèle. L’objet d’application regroupe
l’objet de base Client et les deux vues FidetitéClient et EstimationCreditCtient (Figure 3-8). La
classe de base Client fournit les services de base. On peut lui ajouter ou enlever d’autres services
tels que l’estimation de crédit d’un client et sa fidélité. La Figure 3-8 montre un modèle objet de la
classe de base Client et deux vues EstimationCreditClient et fidetitéClient.
La classe de base Client représente l’application à l’origine. Nous avons ajouté deux
nouvelles vues à cette classe. La Figure 3-8 montre les extensions ajoutées au service de base. Les
services offerts par la classe de base (e.g. getNomClientQ) sont délégués à cette classe. Les attributs
et les méthodes des vues associées aux classes sont décrits dans la Figure 3-8.
Les points de vues, le domaine d’application sur lequel ces points seront appliqués et les vues
sont les entrées des générateurs de vues. Notons qu’un point de vue est une entité conçue et
développée indépendamment des classes sur lesquelles il s’applique. La Figure 3-9 illustre la
génération des vues. Le point de vue Estimation Credit peut être appliqué sur différents types
d’objets, tels qu’une entreprise ou une agence gouvernementale et non pas uniquement à la classe
d’objet Client. Ceci permet de réutiliser les points de vues dans un processus de développement
logiciel.







Figure 3-8 : Deux vues EstimatiouCreditClieut et FidélitéClieut associées à la classe de
base « Client »
point de vue
iEflimatIon crédit)
Vue EstimationUredit Vue F ideirtéulient
suit
Figure 3-9: Composition des deux vues associées à la classe de base « Client »
D’une façon générale, la structure du point de vue EstimationCredit peut être donnée comme
viewpoint EstimationCredit
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void ajouterClient (EstimationCreditClient estCred) {...}
void modifierClientfEstimationCreditClient estCred) {...}




wraps t // effets de bord
String getNomClient t)
before
System.out.println(”la balance du client est
“+calculBalance ()
Tel qu’expliqué dans la section précédente, chaque point de vue contient trois clauses. Dans
cet exemple, la clause requires contient le nom du client nomCtient et la méthode getNoinClient()
qui sont supportés par la classe Client. La clause provides contient les attributs numeroCoinpte,
débit, crédit et limiteCredit, et les méthodes ajouterCtientQ, inodfierClientQ, etc. qui sont offerts
par le point de vue et générés dans la vue résultante. La clause wraps permet de spécifier des
«blocs» de code qui sont exécutés par la vue, avant (before) et après (after) des méthodes de l’objet
de base (lequel est spécifié par requires), similaire aux «,nethod wrappers» du langage CLOS ou les
constructions before/after de AspectJTM. Dans cet exemple, getNomClient() est une opération de la
classe de base, à laquelle on concatène l’appel à calculBalanceQ, qui est une opération fournit par le
point de vue ou la vue. Concrètement, cela signifie que si l’on applique le point de vue
EstiinationCredit à la classe de base Client (qui satisfait la clause «requires»), on génère la classe
vue EstimationCreditClient. Si une instance instECC de Estimation CreditCtient est attachée à une
instance de instClient de Client, alors à chaque fois que l’on invoque getNomClient() sur instClient,
on invoque ensuite catculBalance() sur instECC. La syntaxe d’instancier un point de vue, en
général, est la suivante:
view EstimationCreditClient via Client represents EstimationCredit{
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Nous appliquons le point de vue EstimationCredit sur la classe de base «Client». La classe
vue Estimation CreditCtient, générée à partir de cette application, contiendra principalement les
propriétés spécifiées dans la clause pro vides. Cette vue peut déléguer des appels à la classe de base
si elle ne contient pas une fonction ou un attribut (e.g. nomCtient et getNomClientQ). Pour cela, la
vue Esti,nationCreditCtient contient une référence vers l’objet de base (e.g. _client de la vue
EstimationCreditClient). La vue EstimationCreditClient peut avoir la forme suivante (plus de détail
sera donné dans les sections suivantes):
class EstimationCreditClient {





void ajouterClientfEstimationCreditClient estCred) {...}
void modifierClient(EstimationCreditClient estCred) {...}
void imprimerClient(EstimationCreditClient estCred) {...)
double calcul3aiance()
double calculTauxSolvabilitéO{
String determinerDegreSolvabilité () t
3.3.4.3 Points de vues en parallèle avec tes aspects (A 0F) et les sujets (SOF)
Nous identifions la correspondance entre les clauses des points de vues et les différentes
constructions des aspects et des sujets en faisant le parallèle entre eux:
Avec les aspects (AOP):
• requires est comme le pointcut puisque ce dernier spécifie les méthodes développées
dans une ou plusieurs classes en se basant sur les expressions régulières. La clause
requires spécifie les méthodes et les attributs supportés par les classes de base.
• wraps : deux joints spécifiques de AspecUTM (before and after). Ce qui n’est pas
surprenant puisque Miii et al. se sont inspirés des method wrappers de CLOS et
Kiczales aussi, étant donné que c’est lui qui a développé CLOS [Steele, 901.
• provides : ce sont les conseils (advice) du type introduction.
Avec les sujets (SOP):
• provides : le sujet lui-même.
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• requires : (implicite dans les noms) on peut composer un sujet avec un autre sujet à
condition que certains éléments aient le même nom (règle de composition par défaut
[Ossher et al., 951).
• wraps : ça correspond aux règles de composition elles-mêmes spécifiées dans SOP.
3.4 Implantation de la programmation par vues en C++
Nous présentons un survol de cette impLantation afin de faciliter la programmation par vues
en Java. Dans un premier temps, nous considérons les principes de cette approche. Dans un
deuxième temps, nous décrivons la représentation des vues et d’objets avec vues. Dans un troisième
temps, nous expliquons l’outillage pour générer les vues et finalement l’évaluation de
l’implantation de VOP en C++.
3.4.1. Principes
Dans cette section, on décrit les choix spécifiques faits pour implanter ta programmation par
vues en C++:
• La classe combinée CombinationView (ou Co,nbView pour simplifier) : elle
réimplante toutes les méthodes multiples supportées par les composantes de
l’application. En fait, elle joue te rôle de distributeur «dispatcher» des méthodes
ayant plusieurs implantations.
• La substitution des références à l’objet de base par des références à la CombView:
puisque nous avons utilisé une classe combinée Co,nbView, par laquelle tous les
appels multiples devraient passer, nous sommes alors obligés de substituer toute
référence à l’objet de base par une référence à la classe CombView et dans le code
client et dans les composantes (vues). Considérons l’exemple donné dans la section
3.3.4.2 : classe Client et ses vues, EstimationCréditClient et FidélitéClient. Le
morceau du code suivant manipule ces composantes (vues et objet de base).
#include <client.li>
#include <estimationCreditClient .h>
(1) Client * client = new Client(...);// créer un client
(2) client—>getAdresseClientU;// fonction de l’objet de base
(3) client—>attach(”EstimationCreditClient”) ;//attacher vue
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(4) client—>calculBalancef);// fonction de la vue
(5) client—>imprimerClientf) ;// fonction commune entre vues
Les lignes (1) et (2) indiquent qu’aucune transformation ne soit faite puisque ce sont deux
appels à des fonctions de la classe de base. La ligne (3) crée et lie une instance de la vue
Esti,nationCreditClient à une instance de la classe de base. Donc, aucune transformation n’est faite
dans cette ligne. La ligne (4) appelle la méthode calculBatance() sur une seule vue. L’instance
client de la classe de base n’a pas d’accès direct à l’implantation de la vue en question, alors une
transformation de la ligne (4) est nécessaire en utilisant la délégation:
(4) ‘ (client—>getView(”EstimationCreditClient”)
—>calcul3alance ;
La ligne (5) appelle imprirnerClient() qui est une fonction commune de composantes (vues et
objet de base). Cet appel doit passer par la classe combinée Co,nbView. Alors, cette ligne sera
transformée en (5)’ comme suit
(5) ‘ client—>getCompositionView() —>imprimerClient ;
La méthode getCoînpositionView() permet de retourner une instance de la classe Co,nbView,
qui supporte la méthode imprimerCtientQ. La méthode imprirnerCtient() est implantée par les vues
EstimationCreditClient et FidetitéClient et par l’objet de base. Cette syntaxe est détaillée dans les
approches d’aiguillage (cf. section 3.4.3.2).
Les vues sont spécifiées selon un ensemble de déclarations pour appliquer un point de vue à
une classe de base. Dans une vue, nous spécifions i) le nom de point de vue, ii) la classe sur laquelle
ce point de vue est appliqué et iii) les correspondances entre ces deux parties (par exemple, la
relation entre leurs variables, en particulier la partie requires de point de vue et la classe de base).
Les correspondances définissent la signification des variables et des méthodes entre ces deux
parties. La syntaxe d’une vue est donnée par:
viewdef nomDeLaVue nomDeClasseDeBase as nomDePointDeVue
class_var, viewpoint_var
class_method, viewpoint_method
La variable ctass_var correspond à viewpoint_var et la méthode classjnethod correspond à
viewpoint_method. Notons que dans les deux implantations de la programmation par vues en Java et
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C++, la correspondance entre les membres de points de vue et ceux des classes n’est pas considérée.
Dans la prochaine section, nous décrivons la représentation des vues et d’objets avec vues.
3.4.2. Représentation de vues et d’objets avec vues
Pour représenter les vues et les objets dans la programmation par vues en C++, nous avons
utilisé une hiérarchie de classes, qui sont la classe de base, une ou plusieurs classes vues, la classe
CombView, la classe View et la classe ViewabteObject. La Figure 3-10 montre ces différentes
classes.
Classe de base : est l’entité qui représente le domaine d’application. Vues sont les
différentes classes qui représentent les vues obtenues par l’application des points de vues sur la
classe de base. CornbView est la classe distributrice qui contient toutes les méthodes multiples, qui
sont communes entre les composantes. Elle utilise l’attribut oid (identificateur de la classe de base)
pour accéder aux méthodes de la classe de base et sa super classe. Par exemple, si CombView a
besoin d’une instance de la vue EstinzationCreditClient, elle utilise
getView(EstimationCreditC1ient») pour obtenir cette instance. View : est la super classe de toutes
les classes vues. Cette classe contient les attributs : active, nom de la vue et l’identificateur de
l’objet de base (oid). En fait, les caractéristiques d’attachement et d’activation sont déléguées à la
classe Viewableûbject en utilisant oid. Le nom d’une vue est utilisé avec les méthodes
attach(no,nDeLa Vue), detach(no,nDeLa Vue), etc.
ViewabteObject : est la classe à partir de laquelle toute classe de base hérite. Elle contient les
méthodes communes (attachQ, detachQ, activateQ, deactivate() et getViewQ) et les attributs
communs (combView, viewList et viewlnstancesList). La méthode getViewQ est accessible à toutes
les classes de l’application pour obtenir une instance d’une vue (View) identifiée par son nom.
L’instance de la classe combinée (combView) aide à déléguer les appels vers la classe CombView
qui prend en charge toutes les fonctions communes dans plusieurs composantes. La liste des vues
(ViewList) est consultée chaque fois qu’un appel d’attachement est lancé. En fait, cette liste des
vues est créée quand le programme est déclenché. Ainsi, la liste des instances des vues est consultée




3.4.3.1 Les points de vues et la génération de vues en C++
Nous illustrons l’implantation de la programmation par vues en C++ à l’aide du même
exemple de la Figure 3-8. Les clients peuvent être vus sous plusieurs angles. Le département des
évaluations de crédit les voit sous l’angle de ressources quantifiables et exclusives temporellement.
II s’agira de développer une application, pour manipuler des clients, et qui incorporera les différents
aspects fonctionnels, à différents moments de l’exécution. Nous utilisons dans ce cas, le point de
vue EstimationCredit avec l’objet de base Client. Nous nous contenterons de donner quelques
détails dans le cas de C++ pour comprendre la différence entre les implantations en C++ et en Java
et pour évaluer cette implantation. Reprenons l’exemple de la section précédente:
viewpoint EstimationCredit
requires {. ..] // clause supportée par la classe Client
provides {. . .} // clause fournie par le point de vue
wraps t /1 clause d’effets de bord
String getNomClient t)
before
System.out.println(°la balance du client est
“+calculBalance t) )
Figure 3-10 L’API des classes générées en C++.
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Dans cet exemple, getNomCtient() est une opération de la théorie (classe Client), à laquelle
on concatène l’appel à l’opération fournie par le point de vue ou la vue (méthode calcutBalanceQ).
Concrètement, cela signifie que si on applique le point de vue Esti,nationCredit à la classe Client,
alors on produit la classe vue EstimationCreditClient. Alors si une instance ft de
EstimationCreditClient est attachée à une instance t de Client, à chaque fois qu’on invoque
getNornClient() sur t, on invoque getNoinClient() surft. La syntaxe pour instantier un point de vue
en C++ est la suivante
viewdef EstimationCreditClient: Client as EstimationCredit f...)
On remarque que le point de vue Estimation Credit est appliqué à la classe de base Client
pour obtenir la classe des vues EstimationCreditClient.
La figure 3-1 1 montre le code de la classe Client et de la classe de vue
Estimation CreditClient. Notez que la classe Client doit hériter de la classe ViewabteObject qui a des
méthodes et des variables, pour la gestion de vues, illustrées dans la section 3.4.2. Les méthodes et
les variables spécifiées dans la clause provides du point de vue Estimation Credit deviennent des
méthodes et des attributs de la classe EstimationCreditClient. Parmi les méthodes de
Estimation CreditClient, celles qui font référence à des variables ou des méthodes de l’objet de base
sont transformées pour tenir compte de la délégation. Par exemple, la méthode getNomClient()
montrée dans la clause requires du point de vue devient:
String EstimationCreditClient: :getNomClient()
return _client—>getNomClient ;
Dans cet exemple, on fait appel à getNomClient() de la classe Client. Ici, la variable _client
pointe vers l’objet de base.
class Client : public ViewableObject
public:
void ajouterClient(Client cl){...}











class EstimationCreditClient: public View
public:
EstimationCreditClient () {.. .)
void ajouterClient(EstimationCreditClient estCred) {.
void modifierClient (EstimationCreditClient estCred) {..
void imprimerClient (EstimationCreditClient estCred) {..
double calculBalance() {...}
double caicullauxSolvabulité () {. ..)








Figure 3-11 : Les classes Client et EstimationCreditClient.
En fait, la génération des vues est un peu plus compliquée que ce qui est illustré par cet
exempte (pour plus de détails, voir [Miii et al., OIb]). Nous examinerons L’une des complications
dans la prochaine section.
3.4.3.2 Gestion des vues et aiguillage d’appels en C++
Nous montrons un exemple de programmation d’objets avec vues et expliquons comment ce
code produira le comportement désiré. Nous supposerons que nous avons deux vues fidetitéCtient
et Estimation CreditClient, reflétant le rôle fidélité (par exemple, tau.xRabais attribué à un client
selon sa fidélité) et le rôle estimation (par exemple, limite de crédit). Nous montrons, ci-dessous,




(1) Client* monClient = new Clienttid);
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(2) cout « “Nom de client est “ « monClient—>getNomclient()
(3) monClient—>attacli(”EstimationCreditClient”);
(4) monClient—>calculBalance() ;// EstimationCreditClient






Le code ci-dessus inclut la définition de la classe de base «Client» ainsi que les définitions
des vues probablement à utiliser. Quand on crée un objet, on crée l’objet de base (ligne 1) d’abord,
puis on lui attache les vues à l’aide de la méthode attachQ. Cette fonction est héritée de
ViewableObject (Figure 3-10) et utilise des structures statiques initialisées par le code généré par
nos divers pré-processeurs pour créer un objet de la classe vue en question. Dans la ligne (2), on a
fait appel à la méthode de la classe Client en utilisant la notation habituelle. Dans la ligne (4), on
appelle la fonction calculBalance() sur mon Client, de type Client, bien que cette fonction ne soit
définie que dans la vue Esti,nationCreditClient. Pour le développeur, du moment qu’une vue
supportant cette méthode ait été attachée à l’objet de base auparavant, il peut l’utiliser comme si elle
faisait partie de l’interface de cet objet. Le pré-processeur se chargera de faire les bonnes
transformations. Une telle transformation pourrait remplacer la ligne (4) par la ligne (4’):
(4’) monClient—>getView(”EstimationCreditClient”)—>calculnalance();
Le pré-processeur utilisé saurait alors que calculBalance() n’est supportée que par la vue
Estimation CreditClient qui la seule vue active à ce moment. La ligne (5) montre un autre appeL à
une méthode qui ne fait pas partie de la classe Client, mais de la vue Fidelite Client. Le même type
de transformations sera appliqué, sauf que la vue FideliteClient n’est pas encore attachée à l’objet
nzonClient induisant une erreur à l’exécution. Avec cette transformation, l’erreur sera due au fait
que mnonClient->getView(”FideliteClient”) est nulle. Dans l’implantation en C++ et en Java, nous
générons une exception «comportement non-disponible» comme réponse.
En fait, nous venons de sacrifier la vérification de types à la compilation pour la dynamicité
de types durant l’exécution. Ce compromis est du même ordre que le «downcast» en C++ ou en
Java, c’est le prix à payer pour avoir un compromis entre la sécurité de type et la dynamicité (voir
par exemple, [Mili et al., Olc] et [Miii et al., 97]).
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La fonction «deactivate(char*)» appelée à la ligne (8), une autre fonction héritée de
ViewableObject, a pour effet d’inhiber le comportement de la vue, sans la détruire. La raison étant
que nous voulons préserver les valeurs des variables d’état jusqu’à la prochaine activation.
Finalement, la fonction «iinprimerClientQ» est supportée par les deux vues FideliteClient et
EstiinationCreditClient dans le but d’imprimer l’information pour l’estimation et la fidélité. À la
ligne (10), tes deux vues FideliteCtient et EstimationCreditCtient étant attachées, il faudra tenir
compte des deux versions. Faut-il exécuter les deux? Laquelle exécuter avant? Que faire si les deux
sont supposées retourner une valeur? Il n’y a pas une façon unique pour répondre à cette question.
Une solution consiste à utiliser des règles de composition, par défaut, que les développeurs pourront
redéfinir localement {Ossher et al., 95] selon la sémantique du domaine d’application. Nous avons
adopté cette approche dans le cas de C++. En fait, des versions, par défaut, des compositions de
méthodes ayant des définitions multiples sont générées dans une vue spéciale que nous avons
appelée vue de composition. Nous montrons, ci-dessous, des extraits de code (très simplifiés pour
fins d’illustration) de cette vue de composition:
class CombView : public View
Client* client;// délégation à la classe de base
public:
void imprimerClient ()
View* vo = client—>getView(”FideliteClient”),
ve = cl±ent—>getView(”EstimationCreditClient”);
if (vo != null) vo—>imprimerClient();
if (ve null) ve—>imprimerClient();
if ((ve == null) &(vo== nuli) Error(”Comportement. ..“);
On a une implantation par défaut de la composition qui invoque les deux méthodes
supportées par des vues. Si d’autres méthodes sont supportées par deux composants (objet de base
et/ou vues) ou plus, elles feront partie de la vue de composition. Les développeurs peuvent éditer
ces méthodes pour les adapter à leurs besoins. La ligne (10), ci-dessus, est alors transformée en:
(10) nonclient—>getCompositionView()—>imprimerClient();
Nous ne nous attarderons pas davantage sur la mécanique précise qui est nettement plus
compliquée et qui implique un certain nombre d’optimisations et de variantes. L’objectif est de
donner une idée sur les mécanismes et les transformations mises en jeu. Il y a deux modes de
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génération de vues et de transformation de code. Le mode sécuritaire souffre du problème de broken
delegation intentionnellement (broken delegation problein ou self problem). Le mode ouvert (non
sécuritaire) est le mode dans lequel tout appel à une opération sur une vue ou sur un objet de base
passe par la vue de composition (CombView), rendant ainsi tout le comportement disponible à
toutes les entités [Mili et ai., 99a] et [Miii et ai., 97].
3.4.4. Évaluation
Nous évaluons la programmation par vues en C++ en relèvant les points suivants:
• Les outils traitant un sous-ensemble assez restreint du langage C++.
• Problème majeur avec le besoin de modifier le code client existant: les appels des
méthodes multiples sont délégués vers la classe CombView, qui distribue ces
méthodes vers les différentes composantes (objet de base et vues). Alors, le code
client doit être modifié. Ce problème nous amène à disposer du code source. Par
conséquent, l’accès à des objets du domaine ne supporte pas la transparence par
rapport aux usagers.
• Lourdeur à l’utilisation.
• Dépend de quelques fichiers de configuration externe.
• Intégration difficile avec un environnement de développement de C++.
3.5 Implantation de la programmation par vues en Java
Reprenons l’exemple de gestion des services à la clientèle pour illustrer l’implantation de la
programmation par vues en Java. Notre implantation de VOP en Java est semblable à celle de C++
en terme de syntaxe mais différente en terme de stratégies et de mécanismes. Nous expliquons les
principes de l’implantation de la programmation par vues, en particulier les stratégies, la
représentation des objets et des vues, la composition des méthodes et le processus de
développement. Ensuite, nous décrivons la réalisation pour montrer la transformation des vues en





Dans cette section, nous décrivons les stratégies sur lesquelles nous nous basons pour réaliser
cette implantation. Nous illustrons ces stratégies en répondant aux questions suivantes
1) Quels sont les problèmes épineux auxquels on a fait face dans l’implantation de la
programmation par vues en C++? Les problèmes suivants sont identifiés avec
l’implantation de la programmation par vues en C++:
• Le code client doit être modifié puisque les appels passent par une nouvelle classe
appelée CombView. Tout appel d’une méthode multiple à un composant (objet de
base ou vue) devrait passer par cette classe (cf. section 3.4).
• Nous devons avoir le code source du client pour pouvoir l’adapter selon les vues
demandées.
2) Quelles sont les caractéristiques de Java pouvant faciliter la résolution de ces problèmes
de façon élégante? Nous utilisons les caractéristiques suivantes du langage Java
• Java est un langage de programmation simple supportant les classes internes. Ces
dernières permettent de représenter les vues dans la même classe de base. Cette
caractéristique nous permet de ne pas modifier le code client quand nous utilisons la
programmation par vues avec Java, car la classe de base est toujours capable de
répondre à toutes les requêtes demandant une vue.
• Java supporte la notion d’interface. Ceci permet i) une meilleure séparation entre les
intérêts de chaque utilisateur et ii) la possibilité d’offrir différentes combinaisons de
composantes (vue ou objet de base) à différents programmes clients.
3) Qu’est ce que nous avons appris de l’implantation de la VOP en C++:
• Il faut accepter de modifier le code source de la classe de base. Pour profiter de la
VOP, nos objets doivent hériter de certaines classes propres à nous, et donc, cela
exclu la possibilité de supporter la VOP pour des classes légataires (patrimoniales)
dont on ne détient pas la source.
• Ainsi, on peut trouver une solution sans avoir à modifier le code source des
applications existantes qui utilisent la classe.
3.5.1.2 Représentation des vues et des objets avec vues
Dans cette représentation, nous injectons les vues comme classes internes dans la classe de
base. Cette dernière classe joue le rôle essentiel pour distribuer les appels des méthodes sur les
C
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différentes vues ou sur ta classe elle-même. La Figure 3-12 montre deux classes ClasseDeBase et
Classe Vue et une interface (View).
• La classe CtasseDeBase contient j) les méthodes nécessaires (attachQ, detach, get())
pour la distribution, ii) la variable viewList qui contient la liste de vues (Classe Vue)
et leurs instances et iii) les attributs et les méthodes de la classe de base avant la
transformation. Notons que la méthode get(NoinDeLaMethode) retourne une instance
de la vue passée en argument.
• La classe Classe Vue est une classe interne de la classe de base. Elle contient
l’attribut active et les implantations des méthodes activateQ et deactivateQ. La
relation entre ClasseDeBase et Classe Vue est montrée ci-dessous.
• L’interface View regroupe les fonctions communes entre les vues existantes
concernant l’activation et la désactivation des vues durant la phase de l’exécution.
«interface»
1 ew
figure 3-12: Représentation des vues comme classes internes de la classe de base en
Nous décrivons cette représentation dans les points suivants
Les vues sont représentées par des classes internes. L’idée est que les classes internes
permettent une implantation plus simple de la délégation respectée. Nous utilisons
classeBase.this.methode pour appeler la version de l’objet de base à l’intérieur de la classe interne.
La Figure 3-13 montre la vue EstirnationCreditClient ayant une méthode irnprimerClient(...) qui fait
appel à une méthode getNornClient() de la classe de base (voir Client.this.getNomClientQ). Cette
vue appelle les attributs de la classe de base de la même façon comme l’appel d’une méthode. La
section 3.5.2.3 détaitte les aiguillages des membres (attributs ou méthodes) entre les vues et la
classe de base et inversement.
class Client {




ttach(enfrée vieujName : String)
Ietach(entrée vieName String)







class EstimationCreditClient implements View
// classe interne
void imprimerClient (EstimationCreditClient estCred)
String nomClient= Client.this.getNomClient;
System.out.printlnf”Nom client: “+ nomClient)
void setLimiteCredit (.. .) {.
Figure 3-13: Classe de base (Client) et vue (EstimationCreditClient)
La classe de base intègre les fonctionnalités de CombView. En fait, la classe de base joue le
rôle d’un distributeur/dispatcher des membres selon les vues actives à un moment donné. La figure
3-13 montre la méthode setLiiniteCredit( ...) qui appelle la méthode setLimiteCredit(...) de la classe
interne, en utilisant la méthode get(nomDeLaVue) et la liste des vues (viewList).
Les attachements des vues créentlinstancient les objets des classes internes. Ceci a l’avantage
supplémentaire que la durée de vie des vues est gérée avec celui de l’objet de base. Si l’objet de
base est collecté [Jones et Lins, 96], on collecte ses vues avec lui. La méthode attach(...) suivante
attache une vue à une classe de base. Cette méthode est injectée dans la classe de base Client. Elle
utilise les deux attributs tistPrototype et viewList pour récupérer la vue demandée. En fait, cette
méthode attache un clone de la vue interne à ta classe de base (cf. section 3.5.2.3).
//attaclier une vue à la classe de base en utilisant AspectJ







Syntaxe pour les points de vue:
Nous utilisons les mêmes mots clés que dans C++, mais avec ta syntaxe Java. La syntaxe




requires { ... )// méthodes et attributs de classe de base
provides t . .. )// méthodes et attributs de point de vue
wraps{.. .}//utilisant before et after pour insérer des codes
Syntaxe pour la déclaration des vues
L’identification d’une vue dépend toujours d’un point de vue et d’un domaine donné (classe
de base). En effet, une vue est une instance d’un point de vue appliqué sut un domaine bien
spécifié. Le code d’une vue contient les correspondances entre les propriétés de la clause requires et
ceux de la classe de base. Ceci nous amène à spécifier une vue de la façon suivante
view <NomDeLaVue> represents <NomClasse> via <NomPointDeVue>{
Ceci signifie que le point de vue «NomDeFointDe Vue» est apppliqué sur la classe de base
«NomClasse» pour obtenir la vue «NomDeLa Vue». Par exemple, nous spécifions la vue
EstimationCreditClient représentant la classe Clieitt via le point de vues Esti,nationCredit de la
façon suivante
view EstimationCreditclient represents Client via EstimationCredit
Dans le tableau suivant, l’implantation en C++ et celle en Java sont comparées en terme de
représentation de la classe de base, des vues, des points de vues et de classes combinées
Représentation des
vues et d’objets avec Java
C++
vues
Représentation de la Classe de base sans Classe de base modifiée pour
classe de base modification supporter les méthodes attachQ,
detachQ, etc.
Représentation de La CombView une nouveLle Classe de base avec des
classe combinée classe contenant les méthodes nouvelles méthodes et
(dispatcher) attachQ, detachQ, etc. d’attributs.
Représentation d’une Nouvelle classe qui a une Classe interne qui est incorporée
vue et d’un point de relation de délégation avec la à l’intérieur de la classe de base.
vue classe de base. Nous avons Nous avons utilisé les deux
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3.5.1.3 Composition des méthodes
La composition des méthodes consiste à appliquer, à un certain niveau, l’union des méthodes
supportées par les différentes composantes (classe de base et vues). Ces méthodes sont incorporées
dans la classe de base jouant le râle de distributeur. Le problème revient à gérer les conflits entre les
méthodes multiples. Les méthodes multiples et les méthodes des vues sont représentées par des
aspects en utilisant l’outil AspectJTM. En effet, les méthodes multiples et celles des vues devraient
être transformées pour respecter les stratégies de composition (cf. section 3.3.2.2). Pour cela, nous
utilisons les principes suivants
• Si une méthode ,nl() existe dans la classe de base seulement, alors aucun changement
à faire ni dans la classe de base ni dans le code client.
• Toute méthode d’une vue doit être ajoutée dans la classe de base pour la délégation
(forwarcl) vers la classe interne qui représente cette vue.
• Si une méthode ,nl() est multiple dans deux ou plusieurs vues (V1 et V2 par
exemple), alors nous ajoutons les deux méthodes suivantes dans la classe de base:
înl() et _V,_V2_m]() tels que
o ml() appelle la version composée _V1_V2mJQ:
ml ( ) {
_V1_V2_ml ( ) ;
o _Vj_V2jn]() appelle les méthodes possibles des vues actives supportant la
méthode m1’). Le programmeur peut éditer cette méthode selon le besoin.
utilisé les deux attributs pour
gérer les vues : viewList et
viewlnstancesList. La classe
View contient les attributs
actifs, nom de la vue et pointeur
vers la classe ViewableObject.
attributs pour gérer les vues
listPrototype et viewList.
L’interface View est semblable à
la classe View de C++ mais








• Si les méthodes sont multiples dans la classe de base et dans les vues (V1 et V2), alors
nous modifions la méthode mit) de la classe de base et ajoutons une nouvelle
méthode _V1_V2_mi() de la facon suivante:
ml f)
_V1_V2 .ml f
1/ reste de méthode mif) de la classe de base avant
//modification
_V1_V2_ml f)
((V1)vlewblst.get (“V10)) .ml() ;
f(V2)viewList.get (“V2”)) .ml()
Notons que le code client ne sera pas modifié dans les quatre cas.
3.5.1.4 Processits de développement
Nous schématisons l’outil utilisé pour cette implantation dans la Figure 3-14, qui illustre les
entrées et les sorties du pré-processeur écrit en ANTLR (Another Tool for Language Recognition
[Terence, 04]) et en AspectJTM (weaver d’aspects). Les entrées sont la spécification d’un point de
vue, d’une ou de plusieurs vue(s), d’une classe de base et d’un programme principal. Nous
reprenons le même exemple décrit précédemment dans ce chapitre. La classe de base est Client et
les points de vues sont EstimationCredit et fidélité.
Le point de vue EstimnationCredit.vpt, la vue Esti,nationCredit.view et la classe de base
Client.java sont spécifiés dans la section 3.4. Nous distinguons, dans l’outil Java Views, trois
catégories des composantes (voir la Figure 3-14): i) un pré-processeur développé en ANTLR, ii) un
Weaver d’aspect et iii) un compilateur et une machine virtuelle de Java standard version 1.4. Ces




Nous décrivons dans cette section les différentes réalisations, en présentant te pré-processeur,
l’aspect et la transformation des codes.
Pour implanter ta programmation par vues en Java, nous avons eu deux choix: soit on
développe un nouveau Langage pour supporter cette méthode de programmation ou bien on étend le
langage Java. Or, nous visons dans ce travail les applications existantes, qui sont déjà développées
en Java. Ainsi, nous avons choisi de supporter la programmation par vues en Java, qui est un
langage de programmation très répandu. Par conséquent, notre implantation de la programmation
par vues étend le langage Java selon les conditions suivantes:
• ne pas modifier la machine virtuelle de Java pour intégrer cette programmation afin
de supporter la portabilité de cette solution,
• ajouter toutes les constructions nécessaires tels que les points de vues et les vues pour
mettre en pratique la programmation par vues en Java, et
• faciLiter les tâches des programmeurs qui veulent utiliser la programmation par vues.
Pour satisfaire ces conditions, nous avons procédé par une transformation de code vers le
langage Java. Les constructions sont traitées par un ensemble d’outils pré-processeurs au
compilateur Java standard. Cet outil simplifie les tâches des programmeurs quand ils développent
des applications avec la programmation par vues.
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Figure 3-14 : JavaViews : Génération des vues en Java
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L’outil JavaViews a été développé à partir d’une grammaire Javal.2 standard. Il est réalisé en
deux volets. Le premier porte sur l’analyse du code en entrée et te stockage des données dans des
structures de données. Le deuxième volet porte sur la génération des classes et des méthodes reliant
les différentes parties de l’application. Les entrées sont données comme suit (Figure 3-15):
• l’application écrite en Java,
• les points de vues spécifiés selon la syntaxe décrite dans la section 3.5. Ces points de
vues sont inclus dans des fichiers portant l’extension .vpt,
• les vues spécifiant la correspondance entre tes points de vues et les classes de
l’application. Ces vues sont spécifiées dans des fichiers portant l’extension .view.
Cet outil génère
• pour chaque instanciation d’un point de vue à une classe de base donnée selon la
spécification d’une vue, nous aurons une classe vue, (e.g. instancier le point de vue
CapitalAinortissable pour l’objet métier Équipement),
• pour chaque classe de base l’application, nous aurons une classe modifiée selon les
spécifications des points de vues et des vues. Par exemple, la classe de base
Équipement devrait être modifiée afin de tenir compte de la classe
CapitalA,nortissbleEquipeinent générée par L’étape précédente,
• pour chaque instanciation de point de vue sur une classe de base, nous aurons des
nouvelles méthodes : les méthodes multiples et les méthodes de gestion des vues
attachQ, detachQ, activate() et deactivateQ. Ces méthodes doivent être incorporées
dans la classe de base.
figure 3-15 Schéma d’outils illustrant JavaViews.
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• Pour chaque application, nous aurons les interfaces IDL de cette application. Ces
interfaces sont utilisées comme entrée par l’outil de distribution d’objets avec vues.
Une fois les différentes entrées sont analysées par la grammaire ANTLR étendue (décrite
dans l’annexe A), nous préservons les données dans une structure de données. Cette structure
représente les classes de bases, leurs méthodes, leurs attributs, les points de vues, les vues et la
relation entre les classes et les points de vues.
Dans les sections suivantes, nous décrivons les trois parties principales de l’outil JavaViews,
qui sont le pré-processeur, le compilateur d’aspect et la transformation du code.
3.5.2.1 Filtre Pré-processeur écrit en ANTLR
C’est un outil écrit en ANTLR. Globalement, deux catégories de règles sont utilisées : j)
toutes les règles du langage Java sont valables pour notre outil et ii) de nouvelles règles sont
ajoutées afin de prendre en charge les nouveaux concepts tels que les vues, les points de vues et les
relations entre ces dernières. Quelques unes de ces règles sont présentées en annexe A.
Dans ce qui suit, nous expliquons une règle écrite en ANTLR traitant un point de vue (Figure
3-16). Cette règle reconnaît un point de vue selon sa spécification. Cette règle est divisée en deux
parties : j) le mot symbolique (partie gauche de la règle) et ii) les actions (partie droite de la règle).
La partie gauche est dérivée de la règle de départ de la grammaire ANTLR qui décrit aussi les
règles du langage Java. La partie droite représente les actions et la reconnaissance des jetons. Par
exemple, le jeton viewpoint reconnaît le jeton utilisé dans la spécification pour un point de vue. Le
terme «IDENT» contient le nom de point de vue. Ainsi, la règle vie wPointBlock représente le corps
de n’importe quel point de vue.





... /1 Règle du corps d’un point de vue.
Figure 3-16 : Règles du point de vue écrites en ANTLR
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Le pré-processeur reçoit en entrée la classe de base (par exemple, Ctient.java), la
spécification des points de vues (par exemple, Estimation Credit.vpt) et la spécification des vues
(par exemple, Esti,nationCredit.view). Ce pré-processeur effectue trois phases d’analyse: lexicale,
syntaxique et sémantique que nous présentons comme suit:
Analyse lexicale : regroupe le flot de caractères en unités lexicales. Ces unités sont spécifiées
dans la grammaire en termes des jetons. Par exemple, considérons l’instruction suivante
client = new Client(”Ali Mcheick”); (1)
L’analyse lexicale regroupe les unités suivantes dans cet exemple : client, =, new, Client, (,
la chaîne de caractères Ah Mcheick, ) et «; ». Elle détecte les erreurs lexicales telle que la présence
de caractères interdits dans le code source.
Analyse syntaxique : Cette analyse traite l’aspect syntaxique et regroupe les unités lexicales
en unités grammaticales. Par exemple, l’instruction (1) est reconnue selon les règles syntaxiques de
la grammaire utilisée. La figure suivante en donne une représentation générale.
Figure 3-17 : Représentation syntaxique d’une instruction en ANILR
Cette phase détecte, donc, les erreurs syntaxiques dans le code. En d’autres termes, elle
vérifie le respect des règles structurelles.
Analyse sémantique : cette phase contrôle et établit la cohérence sémantique entre les
différentes unités. En particulier, elle détecte les incohérences des opérations de manière statique.
Afin d’extraire toutes les informations nécessaires (en particulier, la relation entre la classe
de base, les vues et les appels de méthodes entre ces deux dernières), nous avons utilisé plusieurs
structures de données pour présenter les codes et préserver ces informations. À titre d’exemple,
new
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extraire la relation entre les clauses provides et requires d’un point de vue revient à trouver une
relation entre ces deux clauses. L’assertion «une ,néthode provides appelle une méthode requires»
constitue un exemple de cette relation. En fait, la grammaire ANLTR étendue génère l’arbre
syntaxique de tous les composants (vues, points de vues et classes). Une fois l’arbre généré, un
outil, en l’occurrence «tree watker» [Terence, 04], est utilisé pour le parcourir et générer les
nouveaux codes concernant les classes vues et les classes de base, en ajoutant les caractéristiques
pour supporter la programmation par vues (méthodes et attributs).
3.5.2.2 Compilateur (Weaver) d’aspect (AspectiTM)
C’est un outil de composition de code (aspect weaver) qui est développé par Xerox PARC
[aspectJ, 01]. Il reçoit, en entrée, une classe de base incluant ses classes internes et l’aspect
(aspectClient dans notre cas) lié à la classe de base. Par la suite, il tisse les aspects et les classes
spécifiées pour obtenir du code Java standard.
Quand on applique la technique d’aspect sur la classe «Client» et sur les aspects
(aspectClient), on génère une ou plusieurs délégations des méthodes supportées par les classes
internes, en particulier les méthodes de la classe interne «Esti,nationCreditClient». Par exemple, la
méthode «setLimiteCredit(...)» est prise en charge, à l’origine, par la classe interne
«Esti,nationCreditClient» qui représente le point de vue «Estimation Credit». La classe «Client» va
implanter la dite méthode pour la déléguer à la classe interne «EstinationCreditClient». L’exemple
suivant illustre cette idée.
// classe Client après la composition avec les aspects
public class Client
String nomClient
/1 existe dans la vue seulement EstimationCreditClient
public void setLimiteCredit(float yO){
((EstimationCreditClient)viewList.get(
“EstimationCreditClient”)) .setLimiteCredit(yO);
class EstimationCreditClient implements Cloneable
float limiteCredit





3.5.2.3 Transformation du code
Dans cette section, nous détaillons les deux phases de transformation de code : j) la
génération des codes écrits en Java et en AspectJTM et ii) la transformation des vues en des classes
internes et en classe de base. Les trois sous-sections suivantes détaillent cette transformation.
A) Génération du code
La représentation du code est stockée dans un arbre syntaxique généré par la grammaire
ANTLR à partir de l’analyse sémantique des composantes (vues et objet de base). Cette arbre
permet de générer les aspects et la classe empaquetant les différentes vues, la classe de base et les
relations entre ces parties. Elles sont décrites comme suit
a) Aspect: Il nous permet de gérer la composition des vues et de la classe de base. I] contient
les méthodes (attachQ, detachQ, activate() et desactivateQ), les méthodes des vues, et les méthodes
multiples de la classe de base et des différentes vues. L’exemple suivant montre un aspect qui
permet d’attacher les vues à la classe de base via la méthode auach() (ligne 7). De plus, il contient
la méthode setLimiteCredit(float) (ligne 2) qui sera insérée dans la classe Client.java afin de
déléguer l’appel à la classe interne, soit la classe EstimationCreditClient.java. Cet aspect contient
une méthode multiple imprirnerClient(...) (ligne 4). L’aspect généré automatiquement gère les vues
FidétitéCtient et EstiinationCredit. Son code est résumé comme suit:
// généré par JavaViews
aspect ClientAspect { (1)
// Méthode dans vue EstimationCreditClient seulement
public void Client.setLimiteCreditffloat yO){ (2)
((EstimationCreditClient)viewList.get (3)
(“EstimationCreditClient”) ) .setLimiteCredit t y0);
1/ Méthode dans deux vues vues
public void Client. imprimerClient t)
_fideliteClient_EstimationCreditClient_imprimerClient ;
public void Client._FideiiteClient_




(“FideliteClient”)) .imprimerClientf) ; (5)
t (EstimationCreditClient)viewList.get
(“EstimationCreditClient”)) .imprimerClient(); (6)
//ajouter viewpoint à la liste de vues dans classe base








System.out.println(”Exception dans la metliode
attacli”)
Nous utilisons AspectT°1 afin de génèrer j) les méthodes attach(...), detach(...), activate(...),
desactivate(...), ii) les coquilles des méthodes (simples et multiples) dans les vues et iii) toutes les
méthodes de vues.
• Les méthodes attach(...), detach(...), activate(...) et desactivate(...) ont la même
forme pour toutes les vues et les classes existantes. Les lignes (7-10) montrent la
méthode attachQ permettant d’attacher les vues spécifiées en paramètre (ligne 10).
• La méthode, qui existe dans une vue et non dans la classe de base débute à la ligne
(2). Ceci nécessite seulement une délégation simple vers la classe vue. La ligne (3)
montre l’appel d’une méthode à la classe interne représentant la vue
EstimationCreditClient. Cette dernière ligne (i.e. ligne 3) utilise une variable
viewList contenant une liste des vues.
• La méthode multiple, qui existe dans plusieurs vues, est illustrée dans les lignes (4, 5
et 6). Elle distribue les appels vers les classes internes par le mécanisme par défaut.
b) Classes : L’outil JavaViews génère une classe complète contenant la classe de base
comme classe combinée et une ou plusieurs classes internes représentant des vues. La classe de base
délègue tous les appels des méthodes des vues aux classes internes. Par exemple, après l’application
du tisseur d’aspects Weaver, la méthode getLimiteCreditO, définie dans l’aspect précédent,
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appellera la méthode getLimiteCredit() de la classe interne EstimationCreditClient. La classe Client
est résumée comme suit:
/1 générer automatiquement par l’outil JavaViews
public class Client
String nomClient
/1 classe interne représente point de vue EstimationCredit
class EstimationCreditClient implements Cloneable
float limiteCredit
void setLimiteCredit ( float crd) {limiteCredit=crd;
float getLimiteCreditf){ return limiteCredit;
Dans la sous-section suivante, nous expliquons la transformation des vues en classes internes.
B) Gestion des vues et aiguillage d’appels en Java
Java Views génère, à partir de vues et de points de vues, des classes internes dans la classe de
base (ou dans l’objet métier). Considérons la classe de base «Client» et les deux vues
Estimation Credit et FideiltéClient. Ces vues sont transformées en des classes internes dans la classe
de base «Client». Le code suivant illustre cette idée.
class Client
void setLimiteCredit(float limite)
/1 appel de la méthode setLimiteCreditt) dans la
// classe interne EstimationCreditClient
class EstimationCreditClient
void setLimiteCredit(float limite) t...)
class FidelitéClient {
Délégation des attributs à la classe de base : dans un point de vue, nous spécifions un attribut
dans la clause requires, qui est offert par la classe de base. Java Views délègue l’appel de cet attribut
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vers la classe de base. Par exemple, prenons l’attribut nom qui sera appelé dans une méthode de la
classe interne. L’appel prend la forme suivante
// ObjectBaseClass est le nom de la classe de base.
ObjectBaseClass .this.nom;
Délégation des méthodes à ta classe de base : l’exemple donné ci-dessus montre une
délégation de la méthode setLiiniteCredit(...). Quand le code client appelle cette méthode
directement à la classe de base, alors cette dernière délèguera cette méthode à la classe interne. La
Figure 3-1$ montre comment notre implantation en Java délègue les appels d’une méthode d’une
classe de base à une classe interne (vue). Supposons que la classe de base reçoit l’appel de la
méthode inlQ. Elle délègue l’appel à la classe interne (voir Figure 3-1$). La classe interne exécute
la méthode m]Q qui contient un appel à une méthode ,n2() qui, est une méthode de la classe de
base. La classe interne retourne cet appel à la classe de base pour exécuter m2Q localement ou dans
une ou plusieurs classes internes.
Les classes internes en Java ont des avantages par rapport à l’implantation des vues en C++,
surtout quand l’identité de l’objet reste constante pour les codes clients. En C++, les vues sont
représentées sous forme de classes indépendantes et d’une classe combinée CombView. Ceci
implique une modification de l’identité de l’objet en le remplaçant par la classe CombView.
classeDe3ase {
mif) {





classeDeBase. this. m2 f);
}
} // fin de le classelnterne
I
Figure 3-18 : Délégation d’appels entre la classe de base et les classes internes en Java
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Cependant avec Java Views, la classe de base aiguille les appels aux classes internes sans
transformer le code client.
Pour illustrer l’aiguillage d’appels à partir d’un code client, nous reprenons le même exemple
de la section précédente. Nous montrons que le code utilisé réalise le comportement désiré. Nous
présenterons la partie du code d’un utilisateur de l’objet Client et ses vues EstimationCreditCiient et
FidétitéCtient. Cet utilisateur a les lignes suivantes:
Client ci = new ClientU; (1)
cl.setNom(”Hafedh Miii”); (2)
System.out.println(”le nom du client est “ + ci.getNomO); (3)
ci.attacli(”EstimationCreditCiient”); (4)





La ligne (1) instancie la classe de base Client. On affecte ensuite une valeur au nom du client
dans la ligne (2). La ligne (3) affiche ce nom. La ligne (4) attache la vue EstimationCredit et
l’active. La ligne (5) affecte une valeur à l’adresse du client. La ligne (6) fait appel à une méthode
de la vue EstimationCreditClient qui est setLiiniteCreditQ. Nous pouvons aussi l’activer et la
désactiver. Cette méthode sera déléguée à ta classe interne comme nous l’avons vu dans la section
précédente (cf. section 3.5.1.3). Cette redirection est réalisée par la classe distributeur qui est la
classe de base dans le cas de Java. Ce distributeur contient la combinaison de toutes les interfaces
des vues et de la classe de base.
La ligne (8) contient une méthode multiple dans les deux vues Estimation CreditClient et
FidelitéCtient. Cette méthode est exécutée selon les règles de composition (cf. section 3.3.2.2).
Notons que le code client ne sera pas modifié pour pouvoir exécuter les différentes méthodes
des composantes (vues et objet de base). C’est l’avantage de l’implantation en Java par rapport à




Dans ce chapitre, nous avons expliqué les motivations de la programmation par vues.
Ensuite, nous avons présenté les principes de base, puis nous avons introduit une solution générale
pour le développement des applications avec VO?. Dans cette solution, nous avons montré
comment représenter les objets et les points de vues avec la programmation par vues. Par la suite,
nous avons expliqué brièvement l’implantation de cette approche en C++. Nous avons, aussi,
présenté l’implantation de la même approche en Java sous forme d’outil appelé Java Views. Cet
outil traite les points de vues (les trois clauses : requires, provides et wraps), les vues, les classes de
base et leurs relations. Cependant, il ne traite pas la correspondance des propriétés (attributs ou
méthodes) entre les points de vues et la classe de base. Contrairement à l’implantation de VOP en
Java, l’implantation de VO? en C++ nous oblige à modifier le code source du client. L’implantation
de VOP en Java modifie complètement les classes métiers pour prendre en charge les appels
multiples et les méthodes attachQ, detachQ, etc.
Java Views ne gère pas la liste de correspondance entre les points de vues et la classe de base.
Dans cet outil, ce problème est simplifié avec l’utilisation explicite de la déclaration de la vue.
Cependant, Java Views vérifie si une méthode est multiple ou non, en se basant sur la signature de
cette méthode. Si la même méthode définie dans une classe et dans un point de vue ayant ses
paramètres dans un ordre quelconque, Java Views résout ce problème. Un autre problème consiste à
composer les différentes méthodes multiples dans une même méthode. Nous pouvons seulement
composer automatiquement deux méthodes si leurs noms signifient conceptuellement la même
chose. Si on a le contrôle complet du système, alors nous pouvons analyser les méthodes existantes.
Cependant, nous sacrifions alors l’extensibilité du système. Dans notre cas, Java Views offre une
solution par défaut et laisse le développeur éditer et composer les méthodes multiples.
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Chapitre 4 : Comparaison de techniques de facettes
fonctionnelles
4.1 Introduction
Dans ce chapitre, nous allons, à travers une étude de cas, comparer les différentes approches
de la programmation permettant d’implanter des facettes fonctionnelles et transversales
(crosscuting). La première approche, programmation par aspects (AOP), a été choisie parce que
c’est la plus reconnue, et parce que les outils adoptant cette approche sont les plus répandus. La
deuxième approche, programmation par sujets (SOP), était la première, ayant exploré un certain
nombre de règles de composition des applications 00. Les outils adoptant cette dernière approche
sont arrivés après ceux de la programmation par aspects. La troisième approche, programmation par
vues (VOP), est celle que nous proposons. Nous avons développé un outil de la programmation par
vues (chapitre 3).
Cette étude vise trois objectifs
• Valider l’approche de programmation par vues pour assurer, minimalement, la
complétude des constructions syntaxiques.
• Établir les paramètres d’applicabilité de chacune des approches.
• Exploiter cette comparaison pour améliorer l’implantation de la programmation par
vues.
Pour effectuer cette comparaison, nous partons d’une application simple à partir de laquelle
nous examinons deux scénarios d’évolution. Le premier scénario consiste en l’ajout de
fonctionnalités à l’application existante. Le deuxième scénario consiste à changer l’architecture de
l’application pour passer d’une application simple à une application distribuée. Pour chaque
scénario, l’idée est de faire évoluer l’application selon une des quatre façons en utilisant i) la
programmation orientée objet en Java traditionnelle (P00), ii) la programmation par aspects
(AOP), iii) la programmation par sujets (SOP) et iv) la programmation par vues (VO?).
Dans cette évaluation, nous nous intéressons à:
• la facilité conceptuelle avec laquelle les changements ont pu être apportés,
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• la facilité (ou la difficulté) de mise en oeuvre des différentes approches,
• la possibilité de réutiliser les extensions développées pour nos deux scénarios
d’évolution dans d’autres circonstances.
L’application choisie, écrite en Java, est un système typique de commande en ligne
permettant de saisir des commandes, de les manipuler, de gérer les stocks de l’entreprise, de payer
les factures, etc. Nous avons opté pour le développement d’un prototype logiciel supportant une
partie de ce système. Le premier scénario consistera à lui ajouter de la fonctionnalité. Le deuxième
consistera à la rendre distribuée.
Dans ce chapitre, nous décrivons plus en détail l’application initiale en présentant les
modèles objet et comportemental liés à la fonctionnalité de départ. Nous décrivons ensuite les
versions modifiées de ces modèles une fois que les deux scénarios d’évolution soient intégrés. Le
prochain chapitre traite la mise en oeuvre de ces évolutions en utilisant les quatre techniques
mentionnées précédemment (Java standard, Java + AOP, Java + $0? et Java + VO?).
4.2 Description du système
4.2.1. Description sommaire
On suppose l’existence d’une entreprise commerciale qui vend un ensemble de produits.
Cette entreprise désire supporter ses processus d’affaires à l’aide d’une application informatique qui
offre les fonctionnalités suivantes
• la saisie et le traitement des commandes des clients,
• la gestion de l’inventaire,
• la gestion des comptes clients.
Typiquement, un client passe une ou plusieurs commandes pouvant concerner plusieurs
produits (i.e. 2 chaises, 3 tables, etc.). Il va détenir un compte de paiement dans cette compagnie.
Une commande saisie par un client est transmise au magasin pour livraison. On vérifie si les
produits commandés sont disponibles en stock. Dans l’affirmative, on constitue un colis adressé au
client et on lui établit une facture. Dans le cas contraire, cette commande est mise en attente jusqu’à
ce qu’une partie ou la totalité des produits soit disponible. Chaque commande est attribuée à un seul
client et concerne une ou plusieurs lignes de commande (comme items). Une ligne de commande
réfère un produit. Un produit est attribué à une ou plusieurs lignes de commandes faisant l’objet de
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différentes commandes. Pour vérifier les quantités en stock, on interroge un système logiciel des
produits en indiquant les quantités commandées. Un compte de paiement (compte utilisateur) est
attribué à une ou à plusieurs factures. Chaque facture est constituée d’une ou de plusieurs lignes de
facture qui correspondent aux lignes de commande. Une facture est générée pour chaque livraison
traitée par un commis. Ce système devrait avoir des informations sur l’ensemble des opérations de
livraison incluant les commis.
Nous avons implanté les quatre cas d’utilisation suivants
• gérer client: consiste à inscrire, modifier ou supprimer les informations personnelles
d’un client,
• gérer commande: ce cas d’utilisation est déclenché par le client. Il permet de créer,
de supprimer et de modifier une commande, d’ajouter et de supprimer une ligne de
commande,
• effectuer paiement : ce cas d’utilisation est déclenché par les clients. Il leur permet de
payer les factures associées aux commandes effectuées,
• gérer livraison: ce cas d’utilisation est déclenché par un employé de la compagnie et
consiste à mettre à jour l’inventaire au moment où on crée une livraison associée à
une commande.
La figure 4-1 montre les quatre cas d’utilisation du système. Dans la vraie vie, notre système
aurait à communiquer avec le système comptable et le système de gestion d’inventaire.
Figure 4-1 Diagramme des cas d’utilisation du système.
G
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Des extraits des cas d’utilisation sont présentés dans ce chapitre au moment où nous
décrivons l’effet des nouvelles fonctionnalités sur le comportement du système. Nous montrons
dans l’appendice B les quatre cas d’utilisation en détail.
4.2.2. Modèle d’objet selon les exigences initiales
ci-haut.
La Figure 4-2 montre un modèle objet permettant d’implanter les fonctionnalités mentionnées
Dans ce modèle, le lecteur remarquera quatre contours avec des styles de lignes différents.
Chacun de ses contours identifie l’ensemble des classes requis pour chaque cas d’utilisation
mentionné ci-haut:
• contour pointillé (....) : classes pertinentes pour le cas d’utilisation GérerClient,
• contour en tirets longs (_ — _) : classes requises pour le cas d’utilisation
GérerCommande,
• contours en tirets ( ) : classes nécessaires pour le cas d’utilisation
EffectuerPaiement,





Figure 4-2 : Modèle objet de notre application.
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Figure 4-3 Modèle d’objet détaillé
Les attributs et les méthodes des classes sont décrits dans l’annexe C. Comme nous le verrons
plus tard, le traitement des commandes sera affecté par la nouvelle fonctionnalité.
4.2.3. Exemple de comportement
Dans cette section, nous montrons l’activité «traiter une commande» par un diagramme
d’activité. L’évolution de telle activité ou du comportement aide à comprendre les changements
expliqués plus loin dans ce chapitre. Les différentes activités pour effectuer une commande sont
données dans la Figure 4-4. Ces activités sont expliquées par les deux scénarios suivants
Scénario principal (succès):
1) Un client compose une commande.
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2) Le système enregistre cette commande.
3)11 vérifie si les items commandés existent en stock en communiquant avec le
SystèmeProduit.
4) Le SystèmeProduit réserve temporairement les items.
5) En parallèle avec (4), le système gérant le ComptePaiement vérifie le compte du client
chez la compagnie.
6) Le système des commandes demande au système de paiement de calculer le montant à
payer.
7) Le système affiche le montant à payer au client.
8) Le ComptePaiement transmet le montant au SystèmeComptable.
9) Le client reçoit la commande dans la date précisée avec le commis ou spécifiée tout au
début de la commande.
10) Le système demande au SystèmeProduit de mettre à jour l’inventaire des produits.
11) Fin de la commande (état final).
Scénarios alternatifs (extensions)
3a. les items n’existent pas en stock:
Le système retourne à l’état final (sortir) ou propose de recomposer une autre commande en
revenant à (1).
5a. le client n’a pas de compte dans la présente compagnie:
Il faut ouvrir un nouveau compte de paiement.
la. S’il est impossible d’ouvrir un compte de paiement:
Libérer les items réservés.
Quitter le système et aller à l’état final.
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Figure 4-4 : Diagramme d’activités : traiter une commande
4.3 Évolution du système (changement de comportement)
Dans cette section, nous introduisons deux nouvelles exigences : une fonctionnelle et une
autre architecturale. Nous étudions l’impact de ces exigences sur le comportement du système
existant. Ces exigences sont:
• Historique des clients: pourrait alimenter un programme de fidélité et permet
d’établir un profil de crédit du client.
• Distribution de l’application décrite auparavant : on suppose que l’on veut rendre
notre application distribuée.
Nous commençons d’abord par décrire les nouvelles exigences en détail (cf. section 4.3.1).
Nous étudions ensuite l’impact de ces deux exigences sur le système considéré.
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4.3.1. Description des nouvelles exigences
La première exigence consiste à garder un historique des clients de l’entreprise. On reprend
les exigences initiales décrites au début de ce chapitre et on ajoute d’autres afin de garder une trace
sur l’historique des clients. Cette exigence est spécifiée de la façon suivante:
• Le système devrait être capable de faire une trace sur l’historique des clients afin de
surveiller leur état de compte. Cette trace permet d’encourager les clients en offrant
des rabais pour les bons dossiers,
• Pour garder l’historique d’un client, on a besoin de conserver l’ensemble de ses
commandes, de ses factures et de ses livraisons,
• Le système devrait être capable de classer les clients selon leurs fidélités3. Il faudrait
donc la mesurer, et
• Le système devrait être capable d’estimer le crédit4 de chaque client.
La deuxième exigence est plus diffuse et concerne le déploiement de l’application. En fait,
l’entreprise désire pouvoir déployer son application de façon distribuée, de sorte que les différents
modules puissent être exécutés sur divers machines ou processeurs. Par exemple, le module qui crée
des objets du type commande doit pouvoir accéder à des objets du type Produit ou Client distants.
Ceci nous permettra, par exemple, de développer des applications clients (desktop ou web) pour ta
saisie des commandes qui accèdent à distance aux objets métiers.
4.3.2. Types d’impact des nouvelles exigences sur le comportement du système
Les nouvelles exigences peuvent modifier le système existant et le code correspondant de
différentes façons. Nous identifions d’abord les types de modifications et nous essaierons par la
suite de caractériser les deux scénarios d’évolution décrits auparavant.
Fidélité : c’est le nombre de commandes payées par rapport aux commandes effectuées durant une
période donnée. Un client est fidèle s’il paye toutes ses factures durant cette période.
Estimer le crédit t c’est l’évaluation du crédit d’un client s’il n’a jamais eu de problème des crédits.
La Limite de crédit est la marge de crédit qu’on peut attribuer à un client selon son historique.
98
Q
D’une manière générale, on étudie les nouvelles exigences en analysant l’impact des
changements. À priori, nous identifions trois types de modifications
L’ajout de classes et de méthodes pour intégrer les nouvelles exigences. Dans le cas
idéal, on peut prendre en compte les nouvelles exigences sans modifier le système
existant. Par exemple, les exigences fonctionnelles faisant référence à un nouveau
domaine fonctionnel de l’application sont réalisées en définissant leur propres
données, ou en manipulant les données existantes en utilisant l’API existante. Ce
type d’extension correspond à ce que Mitch Lubars appelle «conservative extension»,
c’est-à-dire, une extension qui conserve le système existant [Lubars et al., 92].
L’ajout de comportements distincts (méthodes) à des entités (classes) existantes : il
s’agit d’ajouter du comportement à des entités existantes. Pour ce faire, les langages
orientés objet nous offrent différents mécanismes tels que l’héritage, l’agrégation,
etc. La mise en oeuvre de ces techniques peut poser des problèmes au niveau de
l’implantation. Certains de ces problèmes sont dus à une mauvaise conception. Dans
ce cas, on ne modifie pas les méthodes existantes, mais on peut modifier les classes
existantes. On ne peut pas strictement qualifier ce type de modification comme de ta
«conservative extension», mais l’extension demeure moyennement gérable, même si
les langages de programmation orientée objet n’offrent pas de mécanismes pour
effectuer ce type de modification5.
• La modification de comportements (méthodes) existants et d’entités (classes)
existantes : l’évolution modifie autant les classes que les méthodes et les langages de
programmation orientée objet classiques ne possèdent pas un mécanisme permettant
cette modification.
Il est clair que si nous avons le choix d’implanter une nouvelle fonctionnalité, nous
chercherons d’abord une manière qui satisfait le principe de ta «conservative extension». Pour les
Bien évidemment, les langages de programmation orientée objet nous permettent de définir de
nouvelles classes qui implantent les nouveaux comportements, par le mécanisme d’héritage, mais strictement
parlant, on ne parle plus de la même classe. De plus, si les classes sont référées par leur nom dans le code (par
exemple, par appel explicite d’un constructeur), on ne peut substituer un objet de la nouvelle classe par un
objet de l’ancienne classe.
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langages orientés objet, cela veut dire l’ajout de classes et de méthodes. Si cela n’est pas possible,
nous chercherons à implanter la nouvelle fonctionnalité en ajoutant des comportements à des
classes existantes. Ceci impliquera la modification de classes existantes, néanmoins, les méthodes
existantes ne seront pas modifiées. Les trois techniques de programmation que nous proposons de
comparer (AOP, SOP et VOP) supportent ce type de modification. Si cela n’est pas possible, nous
sommes alors obligés de modifier les méthodes existantes. Pour ce faire, c’est la méthode AOP qui
offre le plus de possibilités6.
Nous allons reprendre les deux scénarios d’évolution mentionnés dans la section 4.3.1, et
tenter d’analyser, dans chaque cas, les changements à apporter à l’application existante. Le chapitre
5 décrira la mise en oeuvre pratique de ces changements.
4.3.3. Effets de la prise en compte des exigences fonctionnelles
Dans cette section, nous expliquons les deux effets suivants
• La prise en compte de l’historique du client implique de nouveaux cas d’utilisation
pour la consultation et la production de statistiques. Ces cas d’utilisation additionnels
peuvent être très probablement implantés avec la programmation objet classique.
• La prise en compte de l’historique du client implique aussi que l’on doive modifier
les comportements existants pour faire une prise de l’historique. Dans ce cas, on
décrit l’impact sur les comportements existants. Nous montrerons dans le chapitre 5
comment «concevoir/implanter» ces extensions avec les trois langages orientés
aspects (SOP, AOP et VOP).
Effet 1
Le maintien de l’historique implique la création d’un nouveau cas d’utilisation—appelé
EstimerFidélitéCrédit—pour évaluer le client en question. Ce cas d’utilisation consiste à compiler
et à consulter des statistiques sur les commandes, les factures et les livraisons effectuées par un
client donné. Ces informations sont utilisées par les cas d’utilisation existants GérerClient,
6 Techniquement, autant la programmation par sujets que la programmation par vues permettent la
modification de comportements existants t en offrant d’autres implantations des mêmes méthodes, qui devront
alors être composées avec les méthodes existantes selon des règles de composition spécifiées par le
développeur. Cependant, la granularité de ces modifications est du niveau de la méthode.
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EffectuerPajeinent et GérerConunande, afin d’estimer le taux de rabais attribué à un client, et
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figure 4-5 : Diagramme des cas d’utilisation avec les changements des exigences
L’ajout d’un nouveau cas d’utilisation peut être implanté de différentes façons avec
l’approche 00 objet classique. On peut implanter le cas d’utilisation par une classe à part qui fait
appel aux classes existantes—une classe qui porterait le nom EstirnerFidélitéCrédit. Cette classe
utiliserait l’API des classes existantes (Client et Commande) pour enmlagasiner l’information sur
l’historique et pour effectuer les statistiques. Ce type d’implantation satisferait l’exigence
«conservative extension» de Lubars [Lubars et al., 92].
On peut aussi intégrer la nouvelle fonctionnalité (de calcul des diverses statistiques) aux
classes existantes. Cette solution modifiera les classes existantes. Nous optons pour la première
solution pour sa simplicité, i.e., que le calcul et la consultation de statistiques se font à l’aide de
classes et de méthodes nouvelles.
Effet 2:
La prise en compte de l’historique implique aussi une modification des comportements
existants. Il y a deux types de ces modifications:
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• L’ajout de nouvelles méthodes pour sauvegarder et prendre en compte les données
historiques.
• L’utilisation de ces données dans le processus décisionnel des méthodes existantes.
Pour illustrer cet effet, prenons l’exemple des cas d’utilisation «traiter une commande» et
«traiter une facture» (cf. section 4.2.3 et annexe B). Désormais, pour traiter une commande, j) on
vérifie tout d’abord si le client est crédible selon son compte de crédit, ii) dans le cas favorable, on
détermine le taux de rabais auquel il a droit en se basant sur sa fidélité et iii) puis, on fait appel, à la
fin de la procédure, à une fonction de mise à jour de l’historique7.






























Figure 4-6 t Diagramme d’activités selon la nouvelle exigence t traiter une commande
On peut gérer les statistiques liées à la fidélité de deux façons. La première, on sauvegarde les
attributs de qualité du client à chaque fois qu’il fasse (ou paie) une nouvelle commande, auquel cas, «traiter
commande» et «traiter paiement» doivent mettre à jour ces attributs. Dans ce cas, le cas d’utilisation
EstjmerFjdéljtéCrédjt ne fera que lire les attributs concernés. La deuxième, on calcule cette information à la
demande, auquel cas les opérations «traiter commande» et «traiter paiement» n’effectuent qu’une simple
sauvegarde, et tout le traitement de calcul est relégué au cas d’utilisation <cEsti,nerFidelitéCrédit».
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Nous illustrons ce changement au niveau du cas d’utilisation «traiter commande». Les
nouvelles étapes du scénario principal (succès) sont montrées en gras:
1) Un employé, un commis ou un client compose une commande.
2) Le système enregistre cette commande.
3) Le système vérifie si le statut du client en question est crédible selon son historique
avant de traiter sa commande.
4) Il vérifie si les items commandés sont en stock en communiquant avec le
SystemeProduit.
5) Le SystemeProduit réserve temporairement les items.
4) Le ComptePaiement vérifie le compte du client (en parallèle avec 5).
5) Le système utilise l’évaluation de la fidélité et l’estimation de crédit pour calculer le
rabais obtenu par ledit client.
6) Le système demande du système de paiement de calculer le montant à payer en tenant
compte du rabais calculé précédemment.
7) Le système affiche le montant à payer au client.
8) Le ComptePaiement transmet le montant au SystèmeComptabte.
9) Le client reçoit la commande dans la date précisée avec le commis ou spécifiée tout au
début de la commande.
10) Le système demande au SystèmeProduit de mettre à jour les produits.
11) Le système demande à l’entité Client de mettre à jour les informations de
l’historique du client.
12) Fin de la commande (état final).
Scénarios alternatifs (extensions):
3a. Le client a un mauvais historique
Le système affiche un message descriptif et retourne à l’état final (sortir).
4a. Les items n’existent pas en stock:
Le système retourne à l’état final (sortir) ou propose de recomposer une autre commande
en revenant à (1).
6a. Le client n’a pas de compte dans la présente compagnie:
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Il faut ouvrir un nouveau compte de paiement.
S’il est impossible d’ouvrir un compte de paiement
- Libérer les items réservés tout au début.
- Quitter le système et aller à l’état final.
Le diagramme d’activité (Figure 4-6) montre L’impact des changements de l’historique des
clients sur les fonctionnalités déjà existantes.
En résumé, nous avons défini les modifications suivantes
Ajout de deux classes FidétitéCtient et EstimationCreditCtient pour implanter le cas
d’utilisation EstimerFidélitéCrédit. Ces classes ajoutent de nouveaux attributs et
méthodes (cf. section 4.2.3). La solution idéale consiste à implanter le nouveau cas
d’utilisation par ces deux classes. D’autres solutions sont possibles, en effet, les
langages 00 permettent de faire cette modification avec une limitation au niveau de
l’héritage multiple. Ces deux classes peuvent être impLantées comme super classes de
la classe Client. Le langage C++ supporte l’héritage muLtiple mais iL ne résout pas le
problème lié à un comportement commun entre les deux super classes. Le langage
Java ne supporte pas l’héritage multiple entre les classes mais offre une façon de
l’implanter avec les interfaces. Ainsi, chaque objet Client aura toujours les
fonctionnalités de fidélitéCÏient et Estimation CreditCtient. Une autre façon est de
définir ces deux classes comme étant deux sous classes de la classe Client. Par
conséquent, nous avons retenu L’implantation de nouvelles classes et les techniques
de programmation sont applicables à cette solution.
• Ajout des comportements distincts (par exemple, méthode évaluationCtientQ) à la
classe Client. Les trois techniques du développement orienté aspects (SOP, AOP et
VOP) offrent les mécanismes nécessaires pour gérer ce type de modification d’une
façon automatique. Les langages 00 ont une limitation pour supporter ce type de
modification (voir la section précédente).
• Modifications apportées aux comportements existants la méthode
traiterCoinmande(...) doit être modifiée pour évaluer un client avant l’acceptation de
ses commandes. La méthode calculerFacture() doit être modifiée pour tenir compte
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du rabais obtenu par ce client. La technique AOP permet d’accomplir cette
modification d’une façon très simple en utilisant les constructions de l’aspect.
Dans la section suivante, nous étudions t’effet de la prise en compte de la distribution.
4.3.4. Effets de la prise en compte de la distribution
La deuxième exigence consiste à transformer l’application locale de l’entreprise en une
application distribuée et à mettre en oeuvre une infrastructure distribuée pour une entreprise virtuelle
informatisée. Ceci nécessite de modifier le code existant pour pouvoir accéder aux méthodes à
distance et d’adapter cette application à la distribution en utilisant les deux plates-formes
distribuées, telles que CORBA et J2EE (EJB).
Les changements à faire sont
Service d’annuaire et localisation des objets: Dans l’environnement local, nous
utilisons les identificateurs d’objets uniques pour nommer et Localiser un objet créé.
Dans l’environnement distribué, nous utilisons le service d’annuaire et les adresses
uniques (W et port dans le cas de l’Internet) afin d’identifier un objet distant. La
méthode bind() fait le lien entre les objets réels et leurs références. Ce mécanisme est
valable dans le cas de RMI (riniregistry), CORBA (naming service) et EJB (nauzing
service).
• Création des objets: les constructeurs sont utilisés pour créer et initialiser les objets
dans l’environnement local. Cependant, ces constructeurs sont remplacés, dans
l’environnement distribué, par la méthode lookup(...) ou resolve(...), ou l’invocation
des méthodes sur les fabricants d’objets (factory) (objets Home en cas d’EJB
ejbCreate() et createQ). Ces méthodes permettent de récupérer une référence d’un
objet distant. Ainsi, ce mécanisme est valable dans les plates-formes distribuées
RMI (lookup), CORBA (resolve) et EJB (lookup et create).
• Transport des objets: Les objets locaux sont transportés localement dans un
environnement homogène. Alors, aucun changement n’est demandé. Les objets
distants nécessitent un mécanisme de codage (sérialisation/marshalling) et décodage
(deserialisationlunmarshalling), pour pouvoir les acheminer d’une machine (ou un
processeur) à une autre. Par conséquent, les objets distants sont transportés par
cop ie/restauration entre ces machines si les langages de programmnation supportent
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la portabilité sinon les objets ne peuvent pas être transportés. Ce mécanisme, est le
même dans toutes les plateformes distribuées : CORBA et J2EE (EJB-RMI).
Manipulation des objets distants: Au lieu de manipuler des classes dans
l’environnement local, nous devrons manipuler les références au niveau des
interfaces dans l’environnement distribué. Nous définissons une interface à distance
jouant le rôle d’un contrat entre le client et le serveur. Le serveur (implantation
d’objet) fournit l’implantation de cette interface et le client l’utilise. Les souches, les
squelettes et les ties implantent cette interface, permettant au cLient et au serveur de
manipuler les objets distants. En fait, la manipulation d’objets distants est réalisée
par des références créées à distance.
Nous montrons, maintenant, comment cela est traduit au niveau du code avec des extraits
d’exemples. Pour simplifier, nous considérons seulement le cas de RMI, nous expliquons les cas de
CORBA et EJB dans l’annexe B. Pour le service d’annuaire, la localisation d’objets et la création
d’objets, nous créons une instance (côté serveur) de la classe Compagnie (ligne b), puis nous
appelons le service d’annuaire (ligne c) pour l’enregistrer
fa)class ProgrammeServeur
(b) Compagnie cp= new Compagnie(”Meuble en gros”);
(C) Naming.rebind(”
rmi://arabica.info.uqam.ca:3500/MeubleEnGros”,cp);
Maintenant, le code client cherche un objet distant de la classe Compagnie en utilisant un
représentant (proxy) de l’objet distant. Cette classe devrait implanter l’interface ICompagnie
contenant les méthodes demandées par le client. La méthode lookup(...) permet au client de
récupérer une référence de l’objet distant (ligne 1). La ligne (2) utilise la référence déterminée par la
ligne (1) pour obtenir un objet de type IClient (interface du Client de l’application). La ligne (4)
crée une commande en utilisant la méthode créerCommande(...) déclarée dans l’interface





(3) if (client 1= nuli)
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(4) commandeCourante = compagnie.créerCommande(client);
Le transport et la manipulation d’objets impliquent la modification des classes existantes du
système : la classe Compagnie doit implanter l’interface ICompagnie, qui contient toutes les
méthodes demandées par le code client (code qui utilise l’application). Cette interface doit, à son
tour, implanter l’interface java.rmi.Rernote pour qu’on puisse transporter ses références d’objets
entre les différentes machines. Nous devons aussi créer plusieurs interfaces telles que : ICompagnie,
ICommande, ICtient et IProduit. Les trois dernières interfaces doivent étendre l’interface
Serializable. Le morceau de code suivant illustre ces changements.
interface ICompagnie extends ava.rmi.Remote
public ICommande créerCommandef. ..)
throws RemoteException;
public IClient getCiient(String cl)
throws RemoteException;)
class Compagnie implements ICompagnie
Commande créerCommande(.. .) throws RemoteException {...}
interface ICommande extends Serializable
class Commande implements ICommande {
En résumé, les changements sont:
• Le code client doit être modifié pour créer un représentant de l’application à distance
au lieu de créer des instances locales dans le cas de l’environnement local.
• Le serveur doit créer l’objet qui représente l’application et le faire enregistrer auprès
du service d’annuaire.
• Tous les arguments et tous résultats de retour doivent être conformes à RMI-IIOP
(i.e. sérialisables et peuvent représenter des objets distants). Dans ce cas, les classes
(Commande, Client et Produit), qui doivent être transportées entre les différentes
machines, nécessitent d’implanter l’interface java. io.Serializabte.
• Toute classe (classe Compagnie dans notre cas) qui représente l’application distante,
doit implanter l’interface ICompagnie et l’interface java.rmi.Remote.
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• La classe Compagnie doit implanter la nouvelle méthode créerCommande(...) (voir
le code ci-haut).
• Toutes les méthodes de l’interface ICompagnie doivent déclencher une exception
telle expliquer dans l’interface ICompagnie,
• La souche et le squelette sont générés automatiquement par le compilateur rmic.
Finalement, nous pouvons classifier ces changements selon les trois types de modifications
décrits dans la section 4.3.2:
• La création de nouvelles interfaces (ICompagnie, IConunande, IClient et IProduit)
peut être réalisée par le mécanisme «conservative extension». Nous créons ces
interfaces sans modifier le code existant. Les langages 00 peuvent les créer mais il
faut modifier les classes (Compagnie, Commande, Client et Produit) pour qu’elles
puissent implanter ces interfaces. Les approches SOP, AOP et VOP permettent de
créer de nouvelles interfaces sans modifier le code des classes existantes.
• L’ajout de divers comportements (exemple, créerCommandeQ) dans la classe
Compagnie est utilisé pour créer des objets distants. Ce changement peut être
implanté par les langages de la programmation 00 en ajoutant une sous-classe de la
classe Compagnie mais l’objet n’est la même. Les approches SOP, VO? et AOP
permettent d’ajouter de nouvelles fonctionnalités sans modifier le code existant.
• La modification des méthodes existantes et des classes existantes: toutes les classes
passées comme paramètres doivent implanter l’interface Serializable pour pouvoir
transporter leurs objets. Les techniques SOP et VOP ne supportent pas ce
changement, cependant, AOP permet avec la construction «declaration» d’implanter
cette interface par une classe donnée. Dans le système distribué, toutes les méthodes
des classes Compagnie, Commande, Client et Produit doivent déclencher une
exception. Les langages de la programmation 00 ne permettent pas de modifier ces
méthodes d’une façon automatique. De même, les techniques SOP, AOP et VOP ne





Nous avons spécifié deux scénarios d’évolution du système. Le premier scénario consiste en
l’ajout d’une fonctionnalité à l’application existante : historique du client. Le deuxième scénario
concerne un changement de l’architecture de l’application: nous passons d’une application simple
Java en une application distribuée. Ainsi, nous avons spécifié trois types de modifications : j)
modification conservatrice, ii) ajout des comportements distincts et iii) modification des
comportements (cf. section 4.3.2).
Dans le premier scénario, nous avons montré les changements en ajoutant un nouveau cas
d’utilisation et en décrivant les deux diagrammes d’activité «traiter une Commande» avant et après
le changement d’exigences. Nous avons montré l’impact de changements des exigences sur les
comportements initiaux du système, en indiquant i) les méthodes à modifier et à ajouter, et ii) les
attributs à ajouter.
Dans le deuxième scénario, nous avons déterminé les changements à effectuer tels que
l’annuaire et la localisation, la création, le transport et la manipulation d’objets. Pour chaque
changement, nous avons présenté les différentes approches de programmation appropriées.
Les approches de programmation classique OOP, SOP, AOP et VOP permettent d’ajouter des
nouvelles classes et des méthodes. Ainsi, l’ajout de nouvelles méthodes dans les classes est supporté
par les approches SOP, AOP et VOP. Alors ces techniques pourraient être des bons candidats pour
réaliser ces changements. L’implantation de ces changements est décrite dans le chapitre suivant
selon ces 4 techniques de programmation. À la fin du prochain chapitre, nous discuterons les
différences entre ces techniques.
C Chapitre 5 : Implantatïon des nouvelles exigences avec
les techniques de programmation
5.1 Introduction
Afin de comparer les trois approches de programmation par aspects, par sujets et par vues,
nous allons étudier leur capacité de faire face à l’évolution d’une application avec l’ajout de
nouvelles fonctionnalités. Pour cela, nous utiliserons quatre approches
• Implanter les nouvelles exigences en utilisant la programmation orientée objet
classique (OOP). Il s’agira de voir si les nouvelles exigences peuvent être
considérées, et à quel coût,
• Implanter les nouvelles exigences en utilisant la programmation par aspects (AOP),
la programmation par sujets (SOP) et ta programmation par vues (VOP).
Pour chacune des techniques de programmation (OOP, AOP, SOP et VOP), nous
évaluerons les aspects suivants
• la modification du code existant: la prise en compte de la nouvelle exigence
nécessite-t-elle la modification du code existant?
• la facilité conceptuelle avec laqueLle on arrive à modéliser et à implanter les
nouvelles exigences,
• la flexibilité et la convivialité des outils d’intégration des nouvelles exigences et
• éventuellement, nous analyserons la mesure dans laquelle les facettes créées pour
répondre aux nouvelles exigences peuvent être réutilisées dans un autre contexte.
Dans la pratique, nous avons juste implanté les différentes versions de l’application pour les
nouvelles exigences fonctionnelles (historique des clients). En ce qui concerne l’ajout de la
distribution, nous nous contenterons d’une anaLyse théorique. En particulier, nous montrerons que
les techniques AOP, SOP et VOP à elles seuLes, ne permettent pas de «distribuer» une application
Java standard -il faut de l’édition manuelle.
Le reste du chapitre est organisé en six sections et débute par notre analyse théorique de la
distribution (section 5.2). La section 5.3 traitera de l’implantation de l’exigence fonctionnelle
110
C
(historique des clients) dans la programmation 00 classique. Les implantations selon les techniques
AOP, SOP et VOP, seront décrites, respectivement, dans les sections 5.4, 5.5 et 5.6.
5.2 Implanter la distribution
À quelques différences, entre CORBA, J2EE(EJB) et RMI, les changements à apporter à une
application standard pour distribuer une classe C sont les suivants (cf. section 4.3.4)
Changements apportés à la classe C
• (1) s’assurer de l’existence (créer, sinon) d’une interface IC décrivant les
comportements de la classe C et la rendre accessible à distance,
• (2) s’assurer que tous les arguments et les résultats retournés des méthodes de IC sont
conformes avec RIvII-IIOP (i.e. sérialisables ou des références à d’autres objets
distribués),
• (3) s’assurer que la classe C implante une interface de distribution8,
• (4) s’assurer que toutes les méthodes de l’interface IC déclenchent une exception
distante,
• (5) la création et l’enregistrement auprès du service d’annuaire de « fabriques»
(factories) d’objets distribués, pouvant être appelés du côté client,
Nouveau code
• (6) générer une classe souche (stub) du coté client et une classe «squelette»
(sketeton) du côté serveur,
Changements du code client (le code qui utilise la classe C)
• (7) localisation et identification des fabriques du côté client,
• (8) remplacer les constructions d’objets de la classe C par des appels aux fabriques
qui retournent des objets du type IC.
Le lecteur remarquera que parmi ces huit changements, un certain nombre est bien adapté à
des générateurs automatiques de code, qui génèrent du code en utilisant la classe C existante : i) les
8 Par exemple, pour le cas de java RMI, l’interface IC doit étendre l’interface java.rmi.Remote
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classes souche et squelette sont générées automatiquement9, ii) l’interface 1C10, qu’on peut déduire
des classes d’origines grâce à l’introspection11. Les changements (2), (3) et (4), consistent à
modifier les signatures de classes existantes, soit en ajoutant une interface à la liste des interfaces
implantées, soit en ajoutant des exceptions aux signatures des méthodes, soit en rendant les classes
(passées en paramètres) sérialisables (ou s’assurer qu’elles les soient déjà).
On peut, par curiosité, explorer quelle technique parmi AOP, SOP et VOP permet de
modifier la signature des classes existantes, mais cette utilisation ne correspond nullement à l’esprit
des trois techniques. Cependant, AOP (et AspecUTM) permet de modifier l’entête d’une classe pour
lui ajouter un type. Par exemple, l’aspect suivant permet de rajouter une interface ICompagnie à la
classe Compagnie en utilisant la construction declare parents.
1. public aspect ajouterlCompagnieACompagnie
2. declare parents
3. Compagnie implements ICompanie;
4. }
La méthode SOP permet aussi de modifier la signature d’une classe en fusionnant la
signature de la classe d’origine avec autre classe ayant la signature désirée. Cependant, ni AOP ni
SOP ne permettent de modifier les signatures des méthodes mêmes pour leur ajouter des exceptions.
VOP ne permet pas de modifier la signature d’une classe, ni celle de ses méthodes.
Les changements (5), (7) et (8) peuvent être introduits à n’importe quel niveau du code de
l’application. Par exemple, les modifications (7) et (8) peuvent être requises partout dans le code
client où l’accès à un objet distribué distant est nécessaire. Donc, le changement à effectuer peut
survenir dans le corps de n’importe quelle méthode du code client. Bien que les différentes
méthodes AOP, SOP et VOP aient des «points d’extension » comportementaux différents (appelés
La génération est réalisée en RMI, CORBA et J2EE(EJB) respectivement par rmic, des
transformateurs de IDL et des utilitaires de déploiement.
‘° Dans le cas de CORBA, cette interface est décrite en IDL. Avec Java RMI et J2EE(EJB), ce sont des
interfaces Java.
Comme l’interface doit porter un nom différent de celui de la classe et que le code client doit faire
référence à l’interface plutôt qu’au code de la classe C, il faut «refactoriser» soit le code client (qui utilise C
à distance) soit changer le nom de la classe C et changer le code qui utilise C localement.
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joinpoints dans AspecCJTM), ces points d’extension sont toujours «privilégiés» dans l’exécution
d’une méthode, à savoir, l’entrée d’une méthode, la sortie d’une méthode, le bloc d’exception,
l’entrée d’une méthode pour une certaine pile d’appel, etc. Les détails de comment rendre une
application distribuée sont données dans l’annexe F (voir aussi l’article de [Mcheick et al., 06a]).
L’idée qu’un service d’infrastructure telle que la distribution puisse être ajoutée par l’une des
techniques de programmation orientée aspects est attirante. En pratique, ce service ne peut pas être
ajouté facilement après coup, de façon automatique. D’autres chercheurs ont tenté la même chose
pour le cas de CORBA, et se sont heurtés aux mêmes difficultés [Soueid et al., 05]. Peut-être avons
nous choisi le service le plus compliqué ? Peut-être que la distribution n’est pas appréhendée au bon
niveau d’abstraction?
5.3 Implanter l’historique des clients avec la méthode traditionnelle
Nous utilisons la méthode de développement 00 traditionnelle pour intégrer l’exigence de
l’historique des clients. En fait, il y a plusieurs questionnements (cf. section 4.3.3) à savoir
• A t’on accès au code source de l’application initiale? doit-on maintenir plusieurs
versions de l’application, une avec l’historique et l’autre sans historique?
• Consultation de l’historique: est ce qu’on modifie une classe existante pour lui
ajouter des méthodes qui donnent l’historique, ou bien on ajoute une nouvelle classe
qui réalise le traitement demandé.
• Les nouveaux attributs dont on a besoin pour mémoriser (crédit ou autre): est ce
qu’on les ajoute à la classe client ou on les représente ailleurs par une relation
d’association?
Pour répondre à ces questions, nous tentons d’explorer les possibilités raisonnables pour
implanter l’extension sans modifier le code existant. L’historique des clients peut être considéré
comme propriétés de la classe Client ou des classes fidétitéCtient et Estimation CréditClient, qui
sont liées à cette dernière. En reprenant les cas d’utilisation (sections 4.2.1 et 4.3.3) et le modèle
objet de la Figure 4-2, nous avons quatre alternatives pour implanter cette exigence
• (1) Implanter les nouveaux comportements et attributs dans la classe Client. Il y a
deux variantes à cette solution. Soit on met les attributs et les fonctions directement
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dans la classe Client (figure 5-l-a), ou bien on les met dans de nouvelles
composantes liées à la classe Client (Figure 5-l-b). La deuxième alternative est plus
élégante, mais le résultat est le même: dans les deux cas, nous devons modifier le
code source de la classe Client.
• (2) Implanter les nouveaux comportements et les attributs dans des sous-classes des
classes existantes. Par exemple, les attributs de fidélité et du dossier de crédit peuvent
être ajoutés à une sous-classe de Client. Or, ceci exigerait que l’on utilise, désormais,
la nouvelle classe, ce qui peut affecter d’autres parties de l’appLication qui font des
références directes à la classe Client et à ses constructeurs.
• (3) Implanter les nouveaux comportements dans des classes que l’on mettra comme
super classes additionnelles de la classe Client (Figure 5-1-c). Cette solution règle le
problème mentionné précédemment, mais conceptuellement, la cLasse Client n’est
pas une sous classe de la classe Fidélité. De plus, cette solution peut créer des conflits
d’héritage multiple ou avec des attributs existants nécessitant en bout de ligne, la
modification de la classe Client.
• (4) Implanter les nouveaux comportements (emmagasinage et consultation des
dossiers fidélité et crédit) par un nouveau cas d’utilisation. De ce fait, les données
supplémentaires sont stockées dans des classes/tables à part. La figure 5-1-d illustre





b. Les nouveaux comportements et
attributs sont implantés par délegation




d. Les nouveaux comportements
et attributs sont implantés à part
Figure 5-1 Trois modèles objet pour intégrer les nouvelles exigences
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À priori, les approches d’implantation (1), (2) et (3), nécessitent l’accès au code source de
l’application, alors que l’approche (4) peut être mise en oeuvre sans accéder au code source. Par
contre, peu importe l’approche utilisée pour implanter tes extensions, les méthodes
traiterCommande(...) et calculerfacture(...) doivent être modifiées. En effet, l’activité «traiter une
commande» doit évaluer les clients avant d’accepter de leur attribuer les commandes et l’activité
«calculer une facture» doit calculer la facture selon les items demandés, leurs quantités et un taux
de rabais (obtenu selon le dossier du client). Notre évaluation des trois approches SOP, AOP et
VOP porte essentiellement sur les façons d’implanter le changement à apporter à ces méthodes.
Nous considérons une version réduite de L’activité «traiter une commande» avant et après le
changement. La Figure 5-2-b illustre le changement à apporter à cette activité (lignes en gras).
-I
a. Avant le changement dexigences b. Apr le changement dexigences
Figure 5-2: Changements apportés à l’activité «traiter une commande» selon la
nouvelle exigence
Les classes à modifier ou à ajouter sont:
• Classe Commande, en particulier la méthode traiterCommandeQ,
• Classe facture, en particulier la méthode catcuterFactureQ,
• Classe Client pour implanter la méthode evaluationClientQ,
• Dépendamment de la méthode d’implantation choisie, soit on implante les nouveaux
comportements et attributs dans la classe Client, soit on ajoute les classes Fidélité et
Estimation Crédit comme super classes de Client, ou soit on implante ces classes
indépendamment (à part) de la classe Client.
Peu importe l’approche utilisée pour implanter les extensions, la modification à apporter aux
méthodes Commande :.traiterCommandeQ, Facture :.calculerfactureQ, et
Client :.evatuationClient() doit se faire manuellement. Par contre, les quatre alternatives que nous
avons discutées (cf. le début de cette section) auront différents impacts sur la qualité de
1) Le client soumet une commande.
2)Le système traite la commande.
3) Le client reçoit la commande à une
date precise.
) Le CIICflI soumet une commanoe.
2) L e système évalue ce client en terme de
crédit et (le fidélité, si le client et crédible
(utiliser les classe FiclélitéClient et
EstimationCrécl itClient), alors on continue le
traitement.
3)Le client reçoit la commande à une date precise.
Alternatif:




l’application à long terme. Par exemple, la solution qui consiste à ajouter une ou plusieurs
superclasses aux classes existantes augmente considérablement et inutilement, la complexité de
l’application (i.e. le conflit d’héritage multiple des attributs).
En résumé, les avantages et les inconvénients de la maintenance de l’application avec
l’approche classique sont:
Avantages




• L’implantation des nouvelles exigences est purement manuelle.
• Il faut s’assurer de l’existence du code source sinon les méthodes traiterCom,nande()
et calcuterfacture() ne pourront pas être modifiées et par conséquent les exigences
ne pourront pas être intégrées.
• Si les classes modifiées (Client, Commande et Facture) sont utilisées par d’autres
applications, il faudra maintenir différentes versions de cette application: une avec
les nouvelles exigences et une sans celles-ci.
• Il y a une difficulté de la compréhension des relations entre les différentes entités
impliquées dans cette modification.
Dans la prochaine section, nous montrons l’implantation de l’historique avec AOP.
5.4 Implanter l’historique avec la programmation par aspects (AOP)
Parce que la programmation par aspects permet de modifier le comportement des classes
existantes de façon automatique, tout en maintenant l’application originale intacte, les alternatives
impliquant l’héritage multiple ou l’agrégation ne sont pas justifiées. On peut donc modifier
directement le comportement des classes Client, Commande et facture pour prendre en compte les
nouvelles exigences. Nous montrons seulement les modifications des classes Client et Commande.
Changement dans ta classe Client: L’aspect suivant montre l’ajout de la méthode
evaluationClient() dans la classe Client (ligne 3), qui retourne un réel permettant de tester si le
client en question a les droits de soumettre des commandes (valeur O) ou non (valeur <O). En fait,
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ce nombre est le rabais applicable au client, dépendant du nombre de commandes qu’illelle a
effectué. Les lignes 5 et 6 permettent d’ajouter les attributs crédit et taux du rabais à la classe Client.
1. public aspect aspectEvaluerClient
2. // ajouter evaluationClient() dans la classe Client
3. public float Client. evaluationClient () {..
4. 1/ ajouter l’attribut crédit à la classe Client
5. public String Client.crédit;
6. public float Client.tauxRabais;
7.
Changement dans ta classe Conunande: il faut évaluer les clients en ajoutant de nouveaux
aspects. En fait, il faut appeler la méthode evaluationClient() au début de la méthode
traiterCommande() de la classe Commande en utilisant un point de jointure (joinpoint) (Figure
5-3). La ligne (b) montre comment créer un point de jointure nommé traitementCommandeQ
quand le système appelle la méthode traiterConnnandeQ. La ligne (c) illustre le conseil (advice)
before (qui signifie insertion au début de la méthode traiterCo,nmandeQ). La ligne (d) montre
l’appel à la méthode evatuationClientQ. Si la valeur retournée est négative, alors le présent
client ne peut pas avoir des commandes et le système affiche un message d’erreur. Sinon, le






(e) if(statutClient < O)
(f) System.out.println(”Client a un mauvais dossier”);
(g) return null;// le système n’accepte pas la commande
Figure 5-3: ajout evaluationClientO dans la méthode traiterCommandeO
De la même façon, on insère, dans la méthode catctderFacture() de la classe Facture, un
appel à la méthode getTauxRabais() de la classe Client pour calculer la facture en tenant compte du
rabais du client en question. La Figure 5-4 montre le code ajouté en gras par AspectJTM pour






J return tiss3 etTauxRabaisQ
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Figure 5-4: Insertion du code de l’historique des clients avec AspectJTM
Parce que AspecUTM ne permet d’étendre le comportement qu’à des points de jointure bien
déterminés telles que: i) l’entrée d’une méthode, ii) la sortie de méthode, etc. Par conséquent,
AspectJTM ne permet pas de changer tous les types d’exigences. Pour l’historique, A5pecLTTM
apparaît comme une solution parfaite pour implanter les types de modifications discutés ci-haut
(insertions de morceau de code au début ou à la fin d’une méthode). Supposons qu’on modifie
l’exigence de rabais et au lieu d’appliquer le taux sur la valeur totale de la facture, on devrait
appliquer un rabais différent pour chaque item de la commande en question. Dans ce cas, il faut
modifier entièrement la méthode calculerFacture() (Figure 5-4). Ainsi, AspectJTt’4 ne permet pas de
modifier le corps interne d’une méthode donnée et d’implanter n’importe quels types d’exigence.
Change,nent dans le code client: parce que nous avons incorporé les changements
directement dans les classes d’origine, nous n’avons pas besoin de modifier les applications qui
utilisent Client et Commande, en l’occurrence ici, la méthode main(...) pour le traitement existant.
Cependant, si on veut utiliser les nouvelles fonctionnalités de compilation et de consultation des
statistiques, il faudra les invoquer
Pour résumer:
• AspecUTM permet de modifier le comportement des classes existantes sans modifier
ou accéder à leur code source (voir classe Client ci-haut).
• Parce que les nouveaux comportements sont intégrés dans les classes déjà existantes,
nous n’avons pas à modifier le code qui utilise ces classes.
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• Sans avoir modifié le code source des classes existantes, pour concevoir tes aspects,
nous devons identifier, de façon précise, les points de jonction permettant
d’ «insérer» le nouveau comportement. Ceci nécessite la connaissance du code
source et crée une dépendance intime entre le code des aspects et le code des classes
qu’ils modifient. Ceci est un problème connu de la technique AOP.
• AspectJTM n’offre pas la possibilité d’écraser (overriding) un comportement déjà
défini dans la classe.
5.5 Implanter l’historique avec la programmation par sujet (SOP)
Dans cette section, nous décrivons les changements apportés seton la programmation par
sujets. Pour cela, nous créons deux sujets, j) un pour représenter l’application dans le package
comelectronique en tenant compte des exigences initiales et ii) un pour représenter l’historique des
clients dans le package historique. Nous utilisons l’outil HyperJTM 2000, qui est décrit dans
l’annexe E. Cet outil permet de composer les deux sujets.
Changement de la classe Client: En fait, on développe une nouvelle classe Client dans le
nouveau sujet, mais dans laquelle on spécifie juste les nouveaux attributs et méthodes, les signatures
des méthodes et les attributs dont ils dépendent. Dans notre cas, nous avons besoin d’implanter la
méthode evatuationCtient(...) et les attributs pour emmagasiner le résultat de l’évaluation (cf.
section 5.3). Il se trouve que dans notre cas, la méthode evaluationClient f) n’utilise aucun des
attributs et aucune des méthodes de la classe originale. Le détail du code complet est donné dans
l’annexe G. La classe Client a la forme suivante:
package historique;
class Client
public float evaluationClient() {.
Changement de la classe Commande: Nous montrons dans ce cas, la classe Commande
dans les deux sujets: application initiale (exigences de base) et application évoluée selon
l’historique des clients (nouvelle exigence). La ligne (6) montre la méthode traiterCominande(...)
selon les exigences initiales.




3. public class Commande
4. private String numeroCommande;
5. protected Client client;
6. public Commande traiterCommande()
// aucun service d’évaluation des clients
...) ...}
La classe «Commande» dans le modèle étendu avec la prise en compte de l’historique des
clients est donnée par le code suivant. Notons que la méthode traiterComrnande(...) (Iigne7) évalue
le client avant de traiter la commande. De plus, la classe Commande a le même attribut client dans
les deux sujets. Les lignes (5) et (7) montrent la déclaration et l’utilisation de l’instance client de la
classe Client.
1. // modèle étendu selon l’historique des clients
2. package historique;
3. public class Commande
4. /** Le client d’appartenance de la commande (Obligatoire)*/
5. protected Client client;
6. public Commande traiterCommandef)
7. float priorite = client.evaluationClient;
8. .
.
Nous spécifions dans l’Hyperspace les classes à composer (cf. l’annexe E pour plus de détail
sur Hypersapace). Cet hyperspace a le nom CommerceElectroniqueHyperspace (ligne 1). Les lignes
(2) et (3) spécifient les deux packages (plusieurs classes) à composer. On nomme ce fichier par
«commerceElectronique.hs».
1. hyperspace CommerceElectroniqueHyperspace
2. composable class comelectronique.*;
3. composable class historique.*;
On a défini deux dimensions de facettes (concerns). La première dimension représente toutes
les fonctionnalités de base de l’application indiquant que, par défaut, toutes les entités contenues
dans le package cornelectronique sont représentées par la facette Feature.Kernel. La deuxième
dimension correspond aux entités traitant la facette de l’historique des clients. Cette facette nommée
«Feature.historique» correspond au package historique. Nous spécifions ces caractéristiques dans






package historique : Feature.historique
Avec l’identification de la facette historique, le développeur peut créer plusieurs variantes de
l’application supportant l’historique des clients ou non. Par exemple, l’hypermodule suivant définit
une version de l’application contenant la facette de base Kernel et celle de l’historique «historique»
(lignes 3 et 4). Ces facettes sont reliées par la relation d’intégration MergeByNarne, qui indique la
combinaison des entités correspondantes (i.e. classes ayant les mêmes noms). Les détails des règles
de composition sont donnés dans l’article de Ossher [Ossher et al., 95]. Enfin, nous souhaitons faire
évaluer les clients avant de leur attribuer les commandes. Pour cela, nous devons exécuter la
méthode traiterCorn,nande(...) de la facette historique (traitant la fidélité et le crédit) avant la
méthode traiterCommande(...) de le facette Kernel. HyperJTM nous permet de réaliser cet ordre en







7. order action Feature.historique.Commande.traiterCommande
8. before action Feature.Kernei.Commande.traiterCommande;
9. end hypermodule;
Dans l’annexe E, nous montrons comment composer les deux sujets cornelectronique et
historique en utilisant les fichiers de configurations de HyperJTM.
En résumé, les caractéristiques de HyperJTM sont présentées par:
• HyperJTM ne modifie pas les classes existantes,
• HyperJTM requiert, dans certains cas, la modification du code client puisqu’il est
possible de renommer les classes composées,
• La conception de nouveaux sujets est moins dépendante de l’application existante
que ne le sont les aspects puisque des règles de composition permettent d’unifier des
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définitions différentes. Cependant, la composition de ces sujets demande plus
d’efforts pour déterminer les règles de composition.
• HyperJ°’ supporte la redéfinition de la même méthode dans deux ou plusieurs sujets
et utilise les règles de composition appropriée pour régler le conflit entre les
différentes versions de cette méthode.
5.6 Implanter l’historique avec la programmation par vues (VOP)
Nous appliquons la programmation par vues sur l’application considérée en tenant compte de
l’historique des clients. Nonobstant les fonctionnalités de calcul et de consultation des statistiques,
les modifications requises au traitement des commandes vont affecter les classes Client et
Commande. La question est donc de savoir si les changements requis peuvent être implantés
avec les vues.
Pour ce qui est des changements de la classe Client, la nouvelle fonctionnalité peut bien se
traduire par les vues : j) une vue pour représenter la fidélité du client (nombre de commandes
passées à la compagnie) et ii) une vue qui traite le dossier du crédit (nombre de factures impayées
ou payées en retard, etc.). Nous représentons ci-dessous les points de vues correspondants (cf.
annexe F pour le détail de ces points de vues)
Point de vue fidélité:
viewpoint Fidélité { . .
Point de vue crédit:
viewpoint Estimat±onCredit {
Ces points de vues donnent lieu aux vues FidélitéClient et EstimationCréditClient. Nous
présentons ci-dessous la commande de déclaration de vue EstimationCréditClient et des extraits
du code de la classe vue correspondante.
Syntaxe pour la déclaration de la vue EstimationCréditClient
view EstimationCreditClient via Client represents
EstimationCredit
Nous présentons des extraits du code de la classe EstimationCreditClient associée à la vue
EstimationCréditClient. Nous mettons l’emphase sur la référence à l’objet client (Client.this) et
sur la délégation (remplacement de this.[méthode de client dans la vue] par Client.this.[méthode de
client]. Par exemple, l’appel this.getNomCtient() dans le point de vue est remplacé par
Client.this.getNoinClient() dans la classe vue : EstimationCreditClient.
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Public class EstimationCreditClient
String numeroCompte; double debit;
double crédit; double limiteCredit;
void imprimerClient f)
System. Dut .println
“Nom du client:” + Client.this.getNomClientf) +
No. Compte:” + this.getNumeroCompte() ÷
Debit:” + this.getDebit() +
Credit:” + this.getCredit() +
Limite de credit:” + this.getLimiteCredit() +
“Degre de solvabilité:”+this.determinerDegreSolvabulite());
Pour ce qui est de la classe Commande, le problème est plus compliqué et est de même
nature que dans le cas de la programmation par sujets ou par Hyperl’TM : on peut s’assurer d’obtenir
le bon comportement grâce aux règles de composition. Nous donnons ci-dessous des extraits du
point de vue qui permettrait de générer la vue de la classe Commande qui modifierait
convenablement le comportement de la méthode traiterCommande() et la vue correspondante (cf. le
code ci-dessous). Comme la méthode traiterCommande() existe autant dans la classe de base
(Commande) que dans la vue, nous générons automatiquement une version combinée’2 que le
développeur est libre d’éditer selon ses besoins.
Nous montrons ci-dessous le point de vue Traiter à appliquer à la commande pour évaluer
chaque client soumettant une commande.
viewpoint Traiter





System.out.printlnf«mauvais dossier du client»);
return null;
12 Notez que, pour permettre l’édition séparée de cette méthode, sans modifier le code source de la
classe Commande, nous l’exposons comme un aspect que nous tissons plus tard avec la classe Commande.









Nous décrivons à quoi ressemble la méthode traiterCo,nmande() de la classe vue




Commande. this . client. evaluationClient f);
if(priorite < O)
System.out.println(emauvais dossier du client»);
return nuli;
Nous montrons la méthode combinée _Commande_Traite rCornmande_traiterCom,nande
(...) de la classe de base Commande. Par défaut, cette méthode appelle la méthode
traiterConunande() de ta classe Commande et cette de la classe TraiterComniande. De plus, on
laisse le choix au programmeur de l’éditer si nécessaire.
Commande _Commande_TraiterCommande_traiterCommande f) t
II éditer et compléter par le programmeur
En résumé, l’impact de la programmation par vues est expliqué comme suit:
• Comme la nouvelle fonctionnalité n’est pas «livrée» d’office, le comportement
additionnel reflétant la nouvelle exigence doit être demandé explicitement, par un
attach(nom de vue), detach(no,n de vue), etc’3.
• Les vues et les coquilles des méthodes composées sont générées automatiquement
par notre outil pré-compilateur. Il faut, par contre, éditer manuellement les méthodes
Notez qu’on peut, si on le souhaite, activer ces comportements par défaut.
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composées, alors qu’avec SOP, cette composition est spécifiée de façon abstraite et
externe à la méthode.
• Les points de vues Fidélité et Estimation Crédit sont génériques et pourraient être
réutilisés dans d’autres domaines d’affaires. Cependant, le point de vue appliqué à la
classe Commande est artificiel et ne risque pas d’être utilisé ailleurs que dans la
classe Commande et pour l’estimation du crédit du client.
La section suivante fournit une discussion sur les différents critères, décrits au début de ce
chapitre, pour évaluer quatre approches de programmation (OOP, AOP, SOP et VOP).
5.7 Discussion
Dans cette section, nous répondons aux critères posés au début de ce chapitre pour évaluer
chacune des approches (OOP classique, AOP, SOP et VOP)
• La modification du code existant: la prise en compte de la nouvelle exigence
nécessite-t-elle la modification du code existant?
• La facilité conceptuelle avec laquelle on arrive à modéliser et à implanter les
nouvelles exigences.
• Éventuellement, nous analyserons la réutilisation des facettes créées pour intégrer les
nouvelles exigences dans d’autres contextes.
Nous passons en revue les quatre critères et pour chaque critère, nous comparons les quatre
techniques (cf. annexe F pour le détail de cette discussion). Le tableau suivant contient un sommaire
de comparaison. Les lignes et les colonnes représentent les techniques de programmation et les
critères d’évaluation.
Colonne : Modification du facilité conceptuelle de Réutilisation
Critères code existant concevoir et d’implanter




OOP Modification Il faut comprendre le La réutilisation est supportée
manuelle des code existant, concevoir par les composantes
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classes et et implanter génériques ou par l’héritage.
méthodes manuellement les Dans notre étude de cas,
existantes. Le code méthodes existantes et nous n’avons pas réutilisé
existant est aussi nouvelles. Nous n’avons des classes, les classes
modifié, pas ajouté des nouvelles existantes sont modifiées.
classes dans cette étude.
AOP Modification des Les aspects sont faciles Les aspects et tes classes ont
classes à composer à comprendre et à deux liens explicites
par la composition concevoir mais ils conseils et points de jonction
(classes et aspects). dépendent des classes (points d’appel). Cependant,
Les autres existantes (point de un aspect peut entrecouper
applications qui jonction et conseils), plusieurs classes et peut être
utilisent les classes L’avantage est que les réutilisé dans ces dernières.
vont avoir un aspects sont conçus et
problème. implantés sans modifier
les classes existantes.
SOP Les classes à Les nouveaux sujets En générale, les sujets
composer ne sont sont conçus traitant la même entité
pas modifiées, indépendants des sujets pourraient être réutilisés et
mais des nouvelles existants en général, et composées sur demande. Par
lasses seront dans notre étude de cas, exemple, le sujet «historique
générées dans des nous avons pu de clients» pourrait être
nouveaux concevoir les nouveaux réutilisé dans d’autre
packages. Le code sujets d’une façon processus d’affaire.
client sera modifié simple. Mais la
automatiquement composition nécessite
par SOP. de savoir quels sujets et
méthodes à composer.
VOP Les classes à Les points de vues sont Les points de vues sont
composer sont conçus plus moins réutilisables car ils sont des
modifiées, le code indépendamment d’un patrons génétiques définis
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client devrait aussi domaine d’application indépendamment de
être modifié, VO? particulier. Ils restent n’importe quel domaine
est cLassée le plus séparés des classes de d’application.
pire. base.
5.8 Conclusion
La programmation classique OOP intègre manuellement et développe d’une façon centralisée
les nouvelles exigences. Le code existant est modifié.
Les techniques de programmation orientée aspects (SOP, AOP et VOP) supportent
l’évolution du système tout en composant des aspects, au niveau conpitation. Contrairement à VO?
qui supporte le changement dynamique de comportements d’objet; les techniques SOP et AOP ne
permettent pas ce changement. Contrairement à VOP qui supporte l’intégration des aspects par
objet (durant l’exécution), AOP et SOP supportent l’intégration des aspects par classe.
Il est commun de distinguer entre aspects fonctionnels et aspects architecturaux, et d’associer
la approche AOP (AspecUTM) à la modularisation des aspects architecturaux et les approches SOP
(Hyper/J) et VO? (JavaViews) à la modularisation d’aspects fonctionnels.
Contrairement à AOP et à VOP, SOP (HyperJTM) n’utilise pas de nouvelles constructions
pour développer les sujets, mais elle utilise des constructions pour la composition de sujets. Ainsi,
contrairement à AOP qui est basée sur les expressions régulières pour composer les aspects et Les
classes, SOP et VO? spécifient un ensemble de règles de composition.
Les points de vues de VOP sont développés d’une façon décentralisée et générique et ils
peuvent être réutilisables dans plusieurs processus d’affaires. AOP améliore la réutilisation du code
existant puisque les classes ne sont pas embrouillées et maintiennent un degré élevé de cohésion.
AOP reste lié au code source de l’application pour pouvoir définir les aspects applicables
différentes classes.
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Malgré des différences notables au niveau de la maturité et de l’aisance d’utilisation entre les
trois approches14, les trois approches ont fait face à la même difficulté : le besoin de modifier un
comportement à un niveau plus atomique/granulaire que ce que tes trois approches offraient, nous
forçant, dans chaque cas, à faire des acrobaties pour accommoder le changement requis.
Le tableau suivant résume les types de modifications et les approches utilisées.
Types de Conservatrice Ajout des comportements Modification de comportements
modification extension: (méthodes) distincts à des (méthodes) existants et d’entités
ajout de entités (classes) existantes (classes) existantes
classes et des
méthodes
OOP OK Conception et implantation Conception et implantation
manuelles des méthodes manuelles des sous méthodes
SOP OK Composition au niveau des Pas de composition au niveau
méthodes selon les règles de des sous méthodes
composition
AOP OK Composition au niveau des Composition au niveau des sous
méthodes méthodes avec restrictions
VOP OK Composition au niveau des Composition au niveau des sous
méthodes méthodes avec restrictions
14 Avec AspectJ’1 classé meilleur, suivi de HyperJ’1, suivi de notre programmation par vues.
Partie II
Programmation par vues et distribution
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De nos jours, les entreprises sont réparties fonctionnellement et très souvent
géographiquement. Différents départements au sein d’une même entreprise vont opérer leurs
propres applications qui vont manipuler des données de l’entreprise. Certaines données seront
partagées par les différents départements, alors que d’autres seront spécifiques à certaines
applications. Par exemple, les informations sur les employés d’une entreprise manufacturière sont
manipulés autant par l’application de gestion de production, qui se charge de céduler les quarts de
travail et les tâches de chacun, que par l’application de gestion paye, qui calcule le salaire brut, en
déduisant les diverses déductions et génère les chèques ou les talons de paie, à l’application de
gestion de ressources qui gère les compétences, les échelles salariales, les rapports de performance
et les périodes de vacances. L’application de gestion de production n’a besoin que des données sur
les compétences de chaque employé et sur les quarts de travail ou nombre d’heures cédulées : elle
ne s’intéresse pas à l’échelle salariale ni aux diverses déductions. Ainsi, un contremaître ou chef de
projet doit pouvoir consulter et modifier certaines données sur un employé et pas d’autres.
Dans cette deuxième partie de la thèse, nous allons traiter une problématique différente de
celle que nous avons examinée dans la première partie. Bien que notre étude est centrée sur
l’évolution des fonctionnalités et du comportement des objets dans te temps, nous nous intéressons
de plus aux points suivants
• Le besoin qu’une entité ou un objet offre différentes combinaisons de fonctionnalités
à différentes applications, simultanément.
• La possibilité que les données relatives à chaque fonctionnalité puissent être la
propriété des différents départements et par conséquent elles peuvent résider sur des
sites différents.
Donc, désormais, un objet peut implanter un ensemble variable dans le temps, de
comportements, dont il exposera différents sous-ensembles à différentes applications clientes et
dont les données pertinentes peuvent résider sur différents sites.
La recherche en informatique a déjà résolu chacun de ces problèmes de façon indépendante.
Par contre, la combinaison, à notre connaissance, n’a pas encore été adressée. De plus, nous avons
eu l’intuition qu’il y avait une synergie entre les différentes exigences (dynamicité, distribution et
sélectivité) et qu’il serait possibLe de développer un cadre de solution efficace qui permette
d’accomplir les trois besoins. C’est ce que nous allons tenter de démontrer dans cette partie.
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Notre solution s’appuie sur l’architecture CORBA. Ce choix a été dicté par plusieurs
considérations, dont:
• La normalisation de la technologie.
• La possibilité d’intégrer des applications écrites dans différents langages.
• La chronologie: au moment où ce projet a démarré, il n’y avait pas encore
d’alternative sérieuse et approuvée à CORBA. En effet, l’architecture J2EE n’a
commencé à percer que vers la fin 2001 I début 2002.
Dans le chapitre 6, nous allons présenter l’architecture CORBA. Nous nous attarderons sur
les aspects de l’architecture qui seront utiles à notre implantation. Nous examinerons la
problématique des objets avec vues dans le chapitre 7. En particulier, nous y étudierons deux
scénarios
• Le cas le plus simple, où un objet et ses vues résident sur le même serveur. II s’agira
de voir comment supporter différents sites clients avec différents besoins et
différentes combinaisons de vues.
• Le cas le plus complexe, mais aussi le plus réaliste, où des vues (ou données) peuvent
résider sur des serveurs ou sites différents et distincts du site de l’objet de base.
En pratique, le type de scénario n’est pas un choix de conception, mais fera partie des
données du problème qu’un concepteur aura à résoudre. En d’autres termes, le scénario sera imposé
au départ en fonction des applications légataires existantes et il nous faudra trouver une façon de
faire fonctionner le tout ensemble.
Par contre, si le deuxième scénario peut nous être imposé, nous aurons deux architectures
possibles pour le réaliser
• une architecture trois tiers selon laquelle tous les sites clients communiquent à un
serveur unique abritant l’objet de base, mais qui, à son tour, peut interagir avec
d’autres serveurs externes contenant des vues. Ceci nous ramène en quelque sorte au
premier scénario, en comportant des pénalités considérables au niveau de la
performance,
• une architecture deux tiers selon laquelle chaque site client communique directement
avec chacun des sites abritant l’objet de base ou ceux de ses vues dont le client a
besoin.
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Chapitre 6 : Une introduction à CORBA
La plateforme CORBA (Coininon Object Request Broker Architecture) a été proposée par
l’OMG (Object Managment Group) [OMG, 95], un consortium regroupant plusieurs acteurs du
monde informatique. C’est un standard utilisé pour l’intégration d’applications distribuées
hétérogènes à partir des technologies orientées objet. Comparée à des techniques de distribution
telle que RPC, CORBA offre les avantages suivants
• Transparence de la localité : les objets seront identifiables par des références quelles
que soient leur résidence. Cependant, RPC les identifie par le trio (programme,
version, procédure).
• Transparence de l’implantation les objets peuvent être implantés dans n’importe
quel langage de programmation, n’importe quel paradigme de programmation et sur
n’importe quel système d’exploitation, et
• Gestion de cycle de vie des objets : les objets peuvent être activés et désactivés durant
leurs cycles de vie.
Nous présentons d’abord, les services de CORBA utilisés dans la programmation par vues
(section 6.1). La section 6.2 décrit les motivations de cette architecture. La section 6.3 présente la
description des principaux composants de CORBA utilisés dans notre recherche, tels que l’interface
IDL, la souche, le squelette, l’ORB, l’approche de délégation tie versus l’héritage, le cycle de vie
des objets et les services d’annuaires.
6.1 Services de CORBA pour la programmation par vues
CORBA est une architecture ouverte permettant de développer des applications distribuées.
Elle offre plusieurs services
• ta transparence de la localisation des objets et des vues : Le programme client connaît
l’objet du serveur via une référence d’objet CORBA. Ce programme obtient la
référence de l’objet CORBA via un service d’annuaire.
133
• la transparence de l’implantation des objets: L’interface IDL, l’ORB, les souches
(p roues ou stubs), les squelettes et les distributeurs des méthodes permettent de
développer l’implantation des objets sur une machine et leur interfaces sur une autre.
• le service de cycle de vie des objets, en utilisant le compteur des références du côté
serveur pour que les objets puissent être accédés par plusieurs threads
simultanément. Ces threads sont gérés par l’adaptateur d’objet (POA). Aussi, ces
objets peuvent être accédés par plusieurs clients en même temps (cf. chapitre 7).
Nous décrivons, dans le prochain chapitre, comment nous pouvons développer des
applications distribuées avec la programmation par vues en utilisant CORBA. Nous utilisons tous
les services décrits dans le chapitre présent afin de faciliter le développement demandé.
6.2 Survol et Motivations
Dans notre recherche, CORBA est utilisé comme outil middleware fournissant des services
transparents afin de faciliter la distribution des objets avec vues. La raison pour lequel nous avons
choisi ce standard revient au fait qu’il permet les fonctionnalités suivantes
• les mécanismes du paradigme 00 tels que l’encapsulation, le polymorphisme,
l’héritage et l’instanciation,
• la transparence par rapport à l’implantation, en séparant les implantations (côté
serveurs) et les interfaces (côté client),
• les fonctionnalités de transparence tels que la localisation, les langages de
programmation, les plates-formes et les systèmes d’exploitation.
• les services tels que l’annuaire et
• le service de cycle de vie des objets telle que la création et la destruction des objets
repartis.
Dans le contexte d’applications distribuées, un défi essentiel à résoudre consiste à distribuer
une application sur plusieurs machines. Il y a un certain nombre de stratégies pour distribuer les
données et les traitements sur les machines. L’approche qui fournit la meilleure transparence de
localisation et qui facilite les tâches de développeurs à propos de l’accès aux objets distants, est
celle basée sur les représentants des objets distants (proxies) [Mili et al., 02]. CORBA supporte
cette dernière approche en utilisant l’interface DL, les souches et les squelettes [OMG, 04].
L’application Estimation Credit communique avec le représentant local (GestionClient...proxy) de
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l’objet actuel de l’application comme s’il était local. Cependant, le représentant ne sauvegarde pas
l’état local de l’objet et les appels de méthodes sont envoyés à travers une infrastructure
d’invocation à distance (Reinote Method Invocation) à l’application actuelle [Curtis, 97]. La dite
application est alors activée et exécutée sur différentes machines (processus) et dans des adresses
mémoires différentes (Figure 6-1).
Figure 6-1 Transparence de localisation et de l’implantation en utilisant l’interface IDL et
l’invocation à distance.
Dans ce contexte distribué, un premier problème à considérer consiste à faire passer les
paramètres et les résultats entre deux machines dans les deux sens (aller-retour). Parce que les
appels et les retours des méthodes doivent être envoyés sous forme de flots d’octets et de caractères,
les appels des méthodes doivent être emballés (sérialisés), envoyés sur le réseau, désemballés
(desérialisés), exécutés et les résultats seront retournés en utilisant les mêmes emballages et les
désemballages. Dans toutes les plateformes distribuées, l’emballage et le désemballage (stub et
skeleton) sont générés automatiquement à partir de description des interfaces (types), satisfaisant
l’objet à distance. Les données scalaires (entiers, réels, strings) sont passées par valeurs en
envoyant leur représentation en chaîne et en récupérant leurs valeurs de l’autre côté. Les données,
peuvent être des objets ayant des identités, ces objets sont i) soient identifiés par des références
distantes ou ii) soient passés par copie/restauration. Les classes des applications distribuées doivent
être sérialisées et deserialisées quand elles voyagent dans l’infrastructure RMI.
Un deuxième problème à considérer consiste à assurer comment nous déclenchons la
connexion en premier lieu. Nous avons besoin de trois facteurs
résultat
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• nous devons assurer que le serveur des objets est en train de s’exécuter et possède un
moyen de se déclencher,
• nous devons être capables de trouver l’objet serveur et
• nous devons créer un représentant (proxy) de l’objet distant.
Pour localiser les objets distants, la transparence de la localisation signifie qu’ils ne sont pas
localisés par l’adresse IP et le numéro de port, comme dans le cas des applications basées RPC. Ils
sont localisés en se basant sur des adresses logiques, qui peuvent, à leurs tours, être reliés aux
identificateurs des machines et des objets. Pour cela, nous utilisons la résolution de noms (service
d’annuaire) qui est détaillée ci-dessous. Pour identifier un représentant de l’objet serveur, nous
utilisons les souches et les squelettes de CORBA en utilisant les interfaces IDL.
Un troisième problème à considérer consiste à créer et à détruire correctement des objets
distribués. Or, dans un système distribué, un grand nombre d’objets distribués peuvent être créé. Par
conséquent, il faut avoir une façon de gérer correctement ta création et la destruction de ces objets
en mémoire afin que les plates-formes distribuées (CORBA, RMI ou EJB) puissent fonctionner
correctement. En fait, il y a deux types de gestion de cycle de vie des objets: i) Accès simultané par
requêtes : les objets peuvent traiter ptusieurs requêtes simultanément du côté serveur
(inuitithreading) [Henning et Vinoski, 99] et ii) Accès simultané des clients : les objets sont
accessibles par plusieurs clients simultanément. Le premier type de gestion est normalisé par
l’OMG [0MO, 02] en utilisant un compteur de références. Le deuxième type de gestion est l’un des
objectifs de cette recherche. Plusieurs techniques de gestion de cycle de vie des objets en CORBA
répondent à cette gestion, à savoir : i) compteur de références, ii) leasing et iii) expulseur. Ces
techniques sont expliquées brièvement dans la section 6.3.5. La première technique sera appliquée
et décrite dans la section 7.2.
6.3 Description de CORBA
Notre travail utilise plusieurs composantes des CORBA pour rendre la communication
transparente. Ces composantes sont i) un bus de communication ORB (Object Request Broker) et
une interface IDL (Inteiface Definition Language) à partir de laquelle une souche, un squelette et un
tie seront générés [Henning et Vinoski, 99]. Ainsi, nous le service d’annuaire et le service de cycle
de vie des objets. Dans les sous-sections suivantes, nous expliquons brièvement ces composantes.
6.3.1. CORBA-IUL
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L’intérêt majeur du langage DL est de permettre la définition de contrat entre les
fournisseurs de services (serveurs) et les utilisateurs/consommateurs (programmes clients). Ce
contrat s’exprime sous la forme d’un ensemble d’interfaces clairement spécifiées en IDL: tes clients
n ‘ont pas les détaits d’implantation [OMG, 95], ceci implique que les invocations des méthodes
distantes soient transparentes pour les clients.
Le langage DL est indépendant des autres langages de programmation ou du compilateur. La
correspondance (DL aux tangages de programmation) est, au moins, fournie pour tes langages
Java, C, C++, Smalttalk, Ada et Cobol. Cette correspondance est faite automatiquement par un pré-
compilateur de DL vers le langage cible. Pour notre étude, nous implantons notre pré-compilateur
IDL afin d’offrir à différents clients l’accès aux différentes vues de la même entité (cf. Chapitre 7).
La déclaration d’un module dans le langage IDL a la forme suivante:
module nomDuModule { <Ensemble de déclarations>
Un module est un ensemble de définitions d’interfaces. Les descriptions DL sont
sauvegardées dans des fichiers texte. Ces fichiers sont compilés par un pré-compilateur DL pour
générer les souches et les squelettes. Par exemple, à partir d’un module GestionEmployé contenant
une interface Employé, nous pouvons générer tes souches du côté client et les squelettes du côté





void setName(in string nom);
attribute string name;
Figure 6-2 Module et Interface IDL Employé.idl
Les méthodes et les attributs ont des correspondances du côté client et du côté serveur pour
chaque langage cible. Du côté client, la souche de cette interface est donnée par:
package GestionEmployé;
public class _EmployéStub ... implements GestionEmployé.Employé{
(1) public void setName( java.lang.String x4){





Figure 6-3 t Souche générée par le compilateur IDL.
La souche définit les requêtes qui vont être envoyées par l’ORB aux squelettes (Figure 6-3).
Cette souche implante l’interface Employé qui est en même temps implantée par l’objet
d’implantation ou servant (GestionEinptoyé). Un programme client, ayant localement la souche
«_EmployéStub implements Employé», peut invoquer toutes les méthodes de cette souche.
Supposons que nous avons obtenu la référence proxyEmnploye sur l’objet GestionEmptoyé,
proxyEmploye a le même type de l’interface Employé. Alors, nous pouvons écrire:
proxyEmploye.setName(”Hamid Mclieick”);
Cet appel invoque la méthode setName(’Hamid Mcheick”) de la souche _EmployéStub
définit par le code de la Figure 6-3. Cette souche construit une requête (de type Request) contenant
tous les paramètres, le type de retour et le nom de la méthode. La classe Request traite tous les types
de requêtes et possède des méthodes pour ajouter des valeurs et des paramètres. La ligne (4) montre
une invocation de la méthode invoke(’setNamne”), qui appelle l’ORB auquel le client est connecté.
L’ORB envoie, à son tour, la requête au serveur pour l’exécution.
Du côté serveur, te compilateur IDL génère le squelette suivant
package GestionEmploye;
public abstract class _EmployeSkeleton extends
org . omg. CORBA. Dynamiclmplementation
public void invoke(org.omg.CORBA.ServerRequest _req)
_invoke(_req, this);)
public static void _invoke (org. omg. CORBA. ServerRequest
_req,_EmployeSkeleton _obj)
(1) String _opName = _req.op_nameO;
(2) org.omg.CORBA.Any _ret=_obj._orbO.create_anyO;
(3) org.omg.CORBA.NVList _nvl = nuli;
(4) if (_opName.eqi.ials(”getName”))
(5) _ret = _obj._orb() .create_anyO;
(6) _req.params (_nvl);
(7) org.omg.CORBA.StringHolderHolder _retHolder = new
13$
org. omg. CORBA. StringHolderHolderO;
(8) _retHolder.value.value = _obj.getNameO;




(13) public abstract java.lang.String getNameO;
(14) public abstract void setName(java.lang.String x5);
(15) public abstract java.lang.String name;
(16) public abstract void name(java.lang.String value);
Figure 6-4: Squelette généré par Je compilateur IDE.
Les squelettes décodent la requête et invoquent les méthodes implantées par l’objet
d’implantation. Quand l’ORB (côté serveur) reçoit la requête, il la desérialise, identifie l’objet cible
et crée une instance de ServerRequest, qui sera invoquée par l’objet cible en utilisant la méthode
invoke(ServerRequest). Cette dernière méthode délègue l’appel à la méthode statique
invoke(ServerRequest, _ErnployeSkeleton). Cette méthode statique extrait le nom de la méthode à
exécuter et les paramètres. Elle appelle aussi la méthode de l’objet cible et retourne le résultat
(lignes 5 à 10). Les lignes (1) à (11) montrent une séquence des instructions pour invoquer la
méthode getNaine() qui retourne une chaîne de caractères (ligne 7).
Les souches et les squelettes décrits ci-haut sont générés automatiquement dans CORBA en
utilisant le compilateur de l’interface IDL contenant une collection des attributs et des méthodes.
Ces dernières sont visibles par les clients à travers la souche et sont fournies par le serveur à travers
le squelette. Le rôle de la souche et du squelette est discuté dans la section suivante.
6.3.2. Souche (Stub), squelette (Skeleton) et ORB
Nous avons développé notre pré-compilateur IDL pour générer la souche et le squelette afin
de mettre en oeuvre la distribution des objets avec vues.
Le rôle de la souche peut être résumé par: i) créer et soumettre une requête à l’ORB, ii) jouer
le rôle d’un mandataire (proxy) local pour un objet serveur, iii) du point de vue du client, la souche
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agit comme un programme local et iv) réaliser le codage et le décodage du nom de la méthode, des
paramètres et de la valeur conversion des représentations entre DL et le langage cible.
Le rôle du squelette se résume par : i) émettre une requête à l’implantation de l’objet, ii)
renvoyer la réponse de cette requête vers le client, iii) réaliser le codage et le décodage de nom de la
méthode, des paramètres et de valeur retournée.
L’ORB forme L’élément central de CORBA car il permet de mettre en oeuvre tes coopérations
entre clients et serveurs [Henning et Vinoski, 99]. Son rôle consiste à assurer: j) la localisation de
l’objet appelé, ii) la transmission des paramètres, iii) le retour des résultats au client et iv) la
transparence vis-à-vis des clients quelques soient le langage de programmation et le système
d’exploitation utilisés.
La Figure 6-5 montre une trace d’appels entre un client et un serveur en passant par la souche
EmptoyéStub, l’ORB et le squelette EmplovéSkeleton. La réponse prendra le chemin inverse du
serveur vers le client. Dans notre recherche, nous utilisons les services de l’ORB du CORBA pour
supporter la transparence pour les clients. Cependant, nous modifierons la souche et le squelette afin
de les adapter à la distribution des vues (cf. Chapitre 7 pour plus de détails).
6.3.3. DéLégation Tie versus Héritage Inheritance
CORBA spécifie deux méthodes pour développer une implantation d’objet: l’approche par
héritage et l’approche par délégation tie. Ces approches permettent de faire communiquer dans les
Figure 6-5 : Architecture (Simplifié) des applications COREA
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deux sens une classe squelette avec son objet d’implantation. Quand la classe d’implantation hérite
de la classe squelette, alors cette approche s’appelle approche par héritage. L’approche par
délégation consiste à définir une sous-classe tie de la classe squelette. Ce tie déléguerait les
méthodes de l’interface JDL (e.g. Einployé.idl) à l’objet d’implantation. Notons que les classes
squelette et tie sont générées par le compilateur IDL. L’approche par héritage a une limitation
concernant l’héritage multiple, en effet, une sous-classe rentre en conflit pour récupérer des
membres de super classes. Par exemple, si ta classe d’implantation hérite d’une classe autre que
celle du squelette, il sera difficile d’utiliser l’héritage multiple dans certains langages de
programmation tel que Java. Par conséquent, l’approche par héritage ne fonctionne pas dans tous les
cas possible. Quant à l’approche par délégation, nous n’avons pas ce problème et la délégation
fonctionne avec tous les langages de programmation. La figure 6-6 montre ces deux approches
héritage (gauche) et délégation (droite). Une discussion détaillée sera donnée à l’annexe D.
j_Squeleff
F]bjet di mplntation
Figure 6-6: Deux approches pour implanter les objets en CORBA : héritage et
délégation
En résumé, nous optons pour l’approche par délégation dans notre recherche.
6.3.4. Service d’annuaire
L’implantation de la programmation par vues dans le système distribué nécessite le service
d’annuaire de CORBA afin d’assurer la transparence des composantes pour les clients. Ce service
d’annuaire est une composante essentielle de la plateforme CORBA permettant la transparence de
localisation. Ce service permet d’associer des objets CORBA à des noms symboliques. Il est
similaire au service de l’annuaire téléphonique dans lequel vous pouvez à partir de nom d’une
personne retrouver son numéro de téléphone ou son adresse. Cet annuaire est utilisé en deux cas:
• Le serveur doit ajouter dans cet annuaire les objets qu’il souhaite exporter.
• Le client peut récupérer une référence de l’objet par une résolution des noms en
utilisant le POA (décrit dans la section 6.2.6). Ceci implique que le client connaisse
le nom du service désiré.
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Une référence au service de l’annuaire (monNainingContext) peut être utilisée pour récupérer




GestionClient monAppi = GestionnaireClientHelper.narrow(monobjet);
Sirnitairement, nous pouvons enregistrer les objets auprès du servie d’annuaire comme suit:
GestionClient monAppi = new GestionClientlmpl(...);
MonNamingContext.bind(sonNom, monAppi);
Où sonNom est une variable contenant un nom symbolique de l’objet en question.
6.3.4.] Références d’objets
La notion de références d’objets est une technique importante utilisée pour retrouver des
objets d’implantation (servant) par des programmes clients. Une référence d’objet est attribuée à un
objet d’implantation par un adaptateur existant (POA est décrit dans la section 6.3.6). Cette
attribution est réalisée durant la connexion entre l’objet d’implantation (servant) et l’adaptateur. La
référence d’objet contient les informations nécessaires pour qu’un programme client puisse
identifier cet objet indépendamment de sa localité. Les informations sont: l’adresse de la machine,
le numéro de port à utiliser par les clients et un identificateur unique permettant de le retrouver au
sein du serveur. La spécification de CORBA3.0 donne ptus de détails sur ta notion des références
[OMG, 041.
6.3.5. Cycle de vie des objets
Dans notre implantation des objets distribués, nous éclatons les objets en plusieurs parties.
Ceci crée un nombre de dépendances entre ces parties qui nécessitent une orchestration attentive de
création et de destruction des objets. D’abord, nous présentons les principes de cycle de vie des
objets. Par la suite, nous décrivons les diverses techniques alternatives traitant, en général, le cycle
de vie des objets : le compteur de références, la technique d’expulseur et la leasing. Finalement,
nous donnons des explications sur notre choix.
6.3.5.] Principes de cycle de vie des objets en CORBA
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Dans l’environnement CORBA, les objets peuvent être accédés par plusieurs clients et
traitent plusieurs requêtes simultanément multi-threading. Ceci implique deux exigences : j) d’une
part, un objet ne devrait pas être détruit tant qu’il y a au moins un client qui l’utilise et ii) d’autre
part, les objets CORBA sont partagés par plusieurs threads. La deuxième exigence est standardisée
par OMG [OMG, 011 en utilisant POA (cf. section 6.2.6). Par contre, la première exigence devrait
être réalisée par l’application elle-même [Soueid et al., 05]. Au sein d’un même serveur, plusieurs
objets peuvent cohabiter et des milliers d’objets distribués peuvent être créés. Ces objets peuvent
survivre longtemps dans le système. Cependant, ce n’est pas pratique de garder, pour un temps
illimité, ces objets dans la mémoire et dans le système surtout s’ils ne sont pas utiles. Par
conséquent, il est indispensable de gérer correctement la création, l’activation, la désactivation et la
destruction [Coulouris et al., 01] et [Soueid et al., 05].
Le service de cycle de vie des objets en CORBA s’occupe de la i) création, ii) activation, iii)
désactivation et iv) destruction des objets CORBA:
• La création des objets et la récupération de leurs références sont accomplies grâce au
modèle des fabriques «Factoiy» [Henning et Vinoski, 99]. Dans les deux cas, la
valeur d’un compteur interne incrémente. En fait, la fabrique informe l’objet distant
qu’un nouveau client s’intéresse à s’enregistrer.
• La destruction d’un objet s’effectue par l’invocation directe de la méthode rernove()
sans passer par les fabriques. D’abord son compteur est décrémentée et ensuite, cette
méthode libère l’objet si son compteur interne devient 0.
• La désactivation d’un objet est réalisée sur la demande du client. Les objets
désactivés sont sauvegardés dans des espaces mémoires jusqu’à la prochaine
activation.
• Les serveurs peuvent déclencher les services d’activation des objets sur la demande
des clients comme dans le cas du standard TCP/IP tel que le service FTP, qui est
déclenché sur la demande des services de démon Inetd.
6.3.5.2 Technique de compteur de références
Le compteur local de références compte le nombre de références qui pointent vers les objets.
Ce compteur est un entier qui est stocké dans l’entête de l’objet lui-même. Le compteur de
références est incrémenté chaque fois qu’une nouvelle requête à cet objet est faite. À l’inverse,
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lorsqu’une référence d’un objet est détruite, le compteur associé est décrémenté. Le Garbage
Cotiector intervient et collecte les objets pour lesquels le compteur de références est égal à O. Donc
la suppression d’un objet peut entraîner la suppression d’autres. En effet, en observant la Figure 6-7
qui représente une mémoire à son état initial avec des racines et six objets, si la référence vers
l’objet A qui est en ligne discontinue venait à être effacée, le compteur de cet objet passerait à O et
l’objet devra être collecté. De même, tes compteurs respectifs des objets C et E seront décrémentés.
La réaction n’est pas encore finie, C est à son tour collecté et le compteur de B passe également à O
et sera à son tour collecté. La Figure 6-8 représente la mémoire à son état final.
I, [T EHF
Racine Mémoire
Figure 6-7 : Compteurs de références (Mémoire à l’état initial)
Les objets recyclés sont généralement chaînés dans une liste d’objets libres. Cette liste donne
les emplacements de mémoire libre ainsi que la taille de chaque emplacement. Lorsqu’un
programme demande à allouer un objet, te système extrait de cette liste le meilleur emplacement
susceptible d’accueillir l’objet. Le système gère souvent plusieurs listes et non pas une seule ce qui





Figure 6-8: Compteurs de références (Mémoire à l’état final)
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Les avantages de cet algorithme sont
• Le recyclage se fait dès qu’un objet est collecté.
• Le principe est incrémental; c’est-à-dire que le Garbage Collector fonctionne au fur
et à mesure que s’exécutent le ou les programmes de l’utilisateur.
Par contre, les inconvénients sont
• Le Garbage Collector ne peut recycler les structures cycliques d’objets non
atteignables, comme les objets E et F dans la Figure 6-8. Ces objets sont non
atteignables et leurs compteurs ne sont pas à 0, ils ne seront pas collectés.
• De la gestion par liste chaînée des objets morts en vue de réallocation, il en résulte
forcément une fragmentation de la mémoire quelle que soit la technique d’attribution
employée.
De plus, dans un système distribué, cette technique rencontre d’autres problèmes : si on
associe un compteur de références pour chaque client et que ce client vient à crasher, son compteur
restera toujours positif (>0) et il ne sera jamais collecté. De même, il y aura beaucoup de trafic avec
les messages envoyés pour incrémenter et décrémenter les compteurs. Ces problèmes sont discutés
dans la section 7.2.2.
6.3.5.3 Technique d’expulseur
Une deuxième technique permettant la gestion du cycle de vie des objets par la plateforme
CORBA est cette de l’expulseur (Evictor Pattern), qui limite la consommation en espace mémoire.
À chaque instanciation d’un servant (objet d’implantation), le gestionnaire des servants vérifie le
nombre de servants existants. Si ce nombre est inférieur à une limite définie par le système, le
nouveau servant sera créé sinon le gestionnaire expulse un autre servant déjà existant dans la file
pour allouer de l’espace à celui nouvellement créé.
Le choix d’un servant à expulser peut se faire selon plusieurs stratégies, à savoir: i) celle du
plus ancien utilisé (Least Recentty Used), ii) celle du moins utilisé (Least Frequentty Used), iii)
celle du servant occupant la plus grande taille mémoire ou iv) simplement aléatoirement.
Généralement, la stratégie de choix qu’on utilise est celle du plus ancien utilisé [Henning et
Vinoski, 99]. En présence d’un expulseur, l’instanciation d’un servant se déroule en plusieurs
étapes. Le client invoque une opération, le POA (Portable Object Adapter) reçoit cette requête et
vérifie l’existence de l’objet au sein du locateur des servants. Le POA est une interface entre les
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servants et l’ORB [Henning et Vinoski, 99] et il assure de retrouver des servants en collaboration
avec le POA [OMG, 97]. Le gestionnaire de servants instancie alors le servant, puis il vérifie la file
de l’expulseur (il est aussi possible d’utiliser une liste). Si la file n’est pas pleine, le servant sera
ajouté, sinon l’expulseur appliquera l’une des techniques (LRU, LFU,...) pour expulser l’une des
interfaces déjà existantes. Sachant que le servant élu pour la suppression se trouve en tête de file, de
même les servants sont ordonnés dans la file dans l’ordre de prochaine suppression (Figure 6-9).
Pour plus d’efficacité, on pourrait ajouter à ce processus un activateur des servants (Servant
Activator) qui active les servants [Henning et Vinoski, 99]. L’utilisation de l’expulseur est très
efficace mais elle n’est pas simple en termes d’implantation surtout lors de la destruction des
servants éjectés puisqu’ils ne sont plus sous le contrôle du gestionnaire des servants. La Figure 6-9











figure 6-9 : Technique d’expulseur en CORBA
6.3.5.4 Technique de leasing
Une troisième technique de gestion de cycle de vie des objets, utilisée dans l’environnement
J2EE (EJB), est la technique de leasing. Cette technique est basée sur le contrat périodique entre
deux parties, soit le client et le serveur.
Le leasing se base sur le principe suivant Au lieu de réserver ou d’allouer un objet (ou une
ressource) jusqu’à ce que le requérant déclare explicitement ne plus en avoir besoin, on alloue la
ressource pour une période donnée (bail). Bien entendu, le bail peut être renouvelé si les
circonstances le permettent. En cas de problèmes, la ressource n’est bloquée que le temps du bail et
redevient disponible à l’expiration de celui-ci. Avec cette technique, la nécessité de renouveler
régulièrement le bail d’un objet impose au client de sélectionner avec plus de discernement les
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ressources qu’il juge nécessaires. En fait, cette technique gère la cohérence, la mémoire utilisée par
les objets distants et la panne des programnies clients (cf. section 7.2.2.3).
Un bail «lease» présente les caractéristiques suivantes
• Un bail est une période durant laquelle le fournisseur du bail garantit au demandeur
l’accès à un certain objet ou ressource. La durée peut être définie par le fournisseur
ou négociée par les deux parties.
• Pendant la durée du bail, le bail peut être annulé par le demandeur. Les ressources
mises en jeu sont alors libérées.
• Un client peut demander de reconduire le bail, pour une durée qui peut différer de la
durée précédente.
• Un bail peut expirer s’il n’est pas renouvelé. Par conséquent, les ressources
impliquées sont libérées et les objets sont détruits.
Les inconvénients de cette technique sont les suivants
• Les baux ont une durée déterminée qui ne convient pas dans les cas où on veut
conserver les objets longtemps dans les systèmes,
• Il faut gérer les contrats pour tous les clients et les interfaces,
• Cette technique augmente le trafic afin de négocier et de renouveler les contrats.
• Cette technique n’est pas optimale en ce qui concerne le temps et la mémoire
réservés aux objets distants. Une amélioration de cette technique, pour optimiser le
temps et la mémoire nécessaires aux objets, peut être réalisée en se basant sur les
messages des clients indiquant les vues non demandées. Les baux de ces vues
peuvent être optimisés.
En résumé, avec cette technique, les vues peuvent vivre seulement les durés des baux dans les
systèmes. Ceci demande de faire plus attention aux sites clients pour renouveler les baux le plutôt
possible. Ainsi, pour chaque client et chaque objetlvue, on va avoir un bail à gérer.
6.3.5.5 Notre choix
Dans la distribution des objets avec vues (chapitre 7), nous avons retenu le compteur de
références pour les raisons suivantes
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• La technique de compteur des références est très simple à appliquer et à gérer,
puisque le compteur utilise des valeurs simples à gérer. De plus, elle permet aux
objets de rester en vie une grande période de temps.
• Contrairement à notre recherche basée sur le fait que les objets peuvent exister
longtemps, la technique de leasing ne permet pas aux objets de rester en vie après la
durée du bail. Cependant, le leasing est utilisé pour gérer les pannes de clients (cf.
section 7.2.2.3).
• La technique d’expulseur nécessite une gestion et une implantation d’une structure de
file pour pouvoir gérer les objets en vie. Cette technique est basée sur des
heuristiques telles que Least recentty used et Least Frequently Used. Ces heuristiques
pourraient parfois libérer des objets qui sont encore demandés par des clients.
6.3.6. Adaptateur d’objets en CORBA
Un adaptateur est l’interface entre l’ORB et les servants. Il permet j) aux objets
d’implantation (servant) de pouvoir communiquer avec le bus (l’ORB) et d’accéder à ses services et
inversement et ii) de gérer le cycle de vie des objets accédés par plusieurs threads. OMG proposait
un adaptateur standard (P0A15 Portable Object Adaptor) [Daniel, 00], [Botton, 01]. Dans cette
section, nous décrivons le service de base d’un adaptateur CORBA, l’adaptateur POA et finalement
l’utilité de cet adaptateur dans notre recherche.
6.3.6.1 Service de base d’un adaptateur d’objets CORBA
Le service de base d’un adaptateur CORBA devrait assurer les étapes suivantes
• Initialiser l’adaptateur des objets t c’est-à-dire initialisation de l’objet d’implantation.
• Enregistrer et activer l’objet d’implantation au sein de l’adaptateur des objets
(connect(employe)): Ceci permet d’ajouter l’objet employé à la liste d’objets qui
seront gérés par l’adaptateur. Quand la première requête arrive, l’adaptateur active
l’objet d’implantation. La méthode obj_is_ready(ernploye) permet d’activer cet objet.
• Désactiver et de déconnecter l’objet en question. La méthode desativate_objQ
désactive l’objet.
‘ OMG a proposé d’abord un adaptateur de base BOA
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6.3.6.2 Adaptateur portable d’objets.• POA
POA est un objet standard assurant l’identification des objets cibles et invoquant l’opération
demandée par les clients. Pour cela, POA maintient une table de correspondance entre les identités
des objets CORBA (objectld dans Objectliap) et l’objet cible du servant (Figure 6-10). Notons que
objectld est une référence (dans le cas de Java) ou pointeur (dans le cas de C++). De plus, POA
permet aussi j) l’activation d’un servant qui consiste à associer un objectld à un servant et ii)
l’annulation d’une association d’un objet qui est appelée par la désactivation du servant.
Réf érences
d’objets
Figure 6-10: Correspondance entre objectlds de POA et servants.
Une caractéristique importante de POA consiste à séparer l’identité d’un objet de son
implantation. Un objet CORBA est effectivement décomposé en deux parties:
• une identité représentée par PortableServer.Objectld, et
• une implantation fournie par une instance de servant.
Contrairement à un objet CORBA, une instance servant n’a pas une identité. Un objet
CORBA possède un objet objectld. POA associe ces deux parties.
Rappelons que la gestion de cycle de vie des objets a deux exigences: les objets distants sont
accessibles par des threads (côté serveur) et par un ou plusieurs programmes clients. La deuxième
exigence devra être gérée par l’application, puisqu’il n’existe aucun mécanisme standard permettant
de compter le nombre de clients et de détruire l’objet quand il n’est plus utilisé [Soueid et al., 05]
(cf. sections 6.3.5 et 7.2.2). La première exigence est gérée par POA en utilisant un mécanisme de
comptage de références permettant d’indiquer, à un moment précis, le nombre d’activités actuelles
sur un objet. Ainsi, un servant ne peut pas être détruit par un thread s’il est toujours utilisé par un
autre thread. POA assure ce niveau de contrôle par les deux points (Figure 6-11)
• POA invoque _add_ref à chaque fois qu’une requête est invoquée sur le servant
depuis un thread,





Figure 6-11 Solution de POA permettant de gérer les accès aux objets simultanément
par plusieurs threads
En résumé, POA a quatre responsabilités majeures au sein du serveur:
• la création des références d’objets persistantes,
• la localisation d’un objet servant pour répondre à chaque requête d’invocation,
• l’invocation de l’opération appropriée de l’objet servant comme elle est spécifiée
dans la requête d’invocation et
• la gestion de cycle de vie des objets accédés par plusieurs threads.
En résumé, POA est utilisé d’une façon implicite sans intervention du programmeur.
6.3.6.3 Utilité de l’adaptateur POA dans notre recherche
En résumé, le POA du CORBA identifie les objets distants, invoque les opérations
demandées et gère le cycle de vie des objets du côté serveur. Ces trois tâches représentent les
éléments importants dans la distribution des objets avec vues. En fait, l’identification des objets et
l’invocation des opérations sont assurées d’une façon transparente par rapport aux programmes
clients [Daniel, 00], [Bolton, 01]. POA assure une partie de gestion de cycle de vie des objets par
plusieurs threads (cf. section 6.3.6.2). Le cycle de vie des vues, permettant aux différents clients
d’accéder à un même objet (plusieurs vues et objet de base), est géré par notre implantation décrite
dans le chapitre 7.
6.4 Conclusion
Nous avons présenté les différents services de CORBA qui forment les ingrédients pour notre
travail. Ces services sont les IDL-CORBA, les souches, les squelettes, les approches par délégation
et par héritage, le service d’annuaire, l’ORB, le cycle de vie et les adaptateurs des objets. Ces
services seront utilisés pour supporter la distribution des objets avec vues. Dans le chapitre suivant,
nous allons montrer un modèle et une implantation de la distribution des objets avec vues en
utilisant les services du CORBA.
Chapitre 7 : Distribution d’objets avec vues:
problématique et quelques éléments de réponse
Dans ce chapitre, nous examinons la problématique de la distribution d’objets avec vues.
Comme nous l’avons expliqué dans l’introduction de cette partie de la thèse, nous allons ajouter à la
dimension « variabilité de comportement dans le temps », traitée par la programmation par vues, les
deux variabilités suivantes
• tes mêmes objets dans un système d’information pouvant offrir différentes
fonctionnalités à différentes applications clientes, et
• la variabilité dans la localisation des composantes d’un objet avec vues, i.e. l’objet de
base et les vues.
Comme nous l’avons mentionné dans l’introduction de cette partie, la recherche et la
technologie en informatique ont déjà résolu chacun de ces problèmes, mais séparément, à chaque
fois en introduisant un niveau de séparation ou d’abstraction entre l’implantation d’une application
et ses utilisations, que ce soient les vues en bases de données ou les environnements de distribution
orientés objet. Nous croyons que nous pouvons profiter de cette même couche d’abstraction pour
supporter les trois variabilités, simuLtanément, sans cumuler les coûts typiquement associés à
chacune des variabiLités prise à part.
Dans le reste de ce chapitre, nous allons d’abord expliquer la problématique de la distribution
d’objets avec vues et poser les principes de base permettant de la supporter. La section 7.2 examine
le cas particulier où toutes les composantes d’un objet distribué avec vues résident sur le même
serveur. Dans ce cas-ci, nous profiterons du niveau d’abstraction offert par les cadres de
distribution—CORBA dans notre cas—pour supporter la possibilité pour un objet de changer de
comportement dans le temps et la possibilité pour un objet d’offrir différentes combinaisons de
fonctionnalités à différents programmes clients.
La section 7.3 examine le cas où les composantes d’un objet distribué avec vues résident sur
des machines différentes. Conceptuellement, ce problème peut être réduit au problème précédent
grâce justement au niveau d’abstraction offert par la distribution: du côté du «serveur» qui
contiendra l’objet de base. La distribution, selon CORBA, permet de faire abstraction du fait que les
vues résident ou non sur le même serveur. C’est ce que nous appelons architectures trois tiers.
Cependant, cette solution est impraticable à cause de la pénalité (charge) qu’elle impose au niveau
de la performance. Nous examinerons alors une architecture alternative à deux tiers où chaque
programme client communique directement et individuellement avec chacune des composantes des
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objets distribués avec vues. Il s’agira alors d’explorer une solution qui, a) maintienne une cohérence
des données et b) ait une performance acceptable. La section 7.4 décrit la réalisation des outils de la
distribution des objets avec vues, la section 7.5 fait une synthèse de cette deuxième partie.
7.1 Problématique et principes
La
Figure 7-1 montre un scénario de distribution impliquant un objet de base, trois vues (V1, V2
et V3) et deux clients (SCiet SC2). Nous supposons que différents sites clients voient différentes
combinaisons de vues et que les vues, à leur tour, résident sur différents sites serveurs. Nous
considérons que l’objet de base, les vues V1, V2 et V3 résident sur les sites serveurs SS2, 551, 552
et SS3 respectivement. Nous supposons que le site SCI voit les vues V1 et V2 et que le site SC2 voit
les vues V2 et V3. Généralement, nous supposons que chaque site client aura accès à un sous-
ensemble de vues offertes par l’objet de base.
_______________
Vi! I vi Site serveur 1 (SS1)
CIlent2 j—H +
V3 V3 Site serveur 3(SS3)
Site client 2 (SC2)
Figure 7-1 : Distribution d’objets avec vues: deux sites clients accédant chacun à une
combinaison des vues
Nous nous proposons d’étudier des stratégies de distribution d’objets avec vues qui soient, i)
transparentes pour le client, ii) faciles à implanter pour le fournisseur des objets et iii)
minimalement, sans pénalité de performance par rapport à la distribution sans la programmation par
vues, auquel cas on gagnerait te contrôle d’accès à certaines fonctionnalités.
Nous distinguons entre les sites clients et les sites serveurs, et nous posons plusieurs
questions auxquelles nous allons tenter de répondre dans les deux architectures suivantes : 1) le cas
de plusieurs clients et un serveur (cf. section 7.2) et 2) le cas de plusieurs clients et plusieurs
serveurs (cf. section 7.3).
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Cette situation soulève les questions suivantes:
• Comment faire pour que le même objet implante différentes combinaisons de vues
simultanément?
• Où doit-on gérer l’aiguillage des appels de méthodes vers l’objet de base et les
différentes vues ? Rappelons que dans le cas centralisé où l’objet offre une interface
unique (chapitre 3), pour répondre à un appel de méthode f0, l’objet consulte le
nombre de vues actuellement attachées et actives, et invoque la version, possiblement
combinée, correspondante (cf. section 3.3.2.2). La question est de savoir si cette
gestion doit se faire du côté client ou bien du côté serveur.
• Comment gérer le cycle de vie des vues dans le cas où différents sites clients
accèdent à la même vue et peuvent avoir des besoins contradictoires ?
• Comment optimiser l’exécution des méthodes multiples pour ne pas causer plusieurs
allers-retours entre les divers sites ?
• Comment gérer les erreurs pour les méthodes en général et pour la gestion du cycle
de vie des vues en particuLier?
• Comment implanter la délégation avec l’agrégation dans le cas distribué? veut-on
vraiment la délégation dans le cas où on veut justement offrir différents sous-
ensembles de fonctionnalités à différents clients ?
Pour répondre à ces questions, nous utilisons le standard CORBA comme outil. Les objets de
CORBA sont spécifiés par des interfaces décrites dans un langage de définition d’interfaces
standard (CORBA IDL) reflétant la vue abstraite de l’objet, i.e. l’objet tel que vu par les
programmes clients (cf. section 6.2.1). Les extraits suivants définissent l’interface/type «Employé»
pour un client qui demande deux interfaces LocalitéEinployé et SatariéEmployé et la classe de base
Employé (voir ligne 15).
1. #include “EmployeCorearabica. idi”
2. module EmpioyeLocaliteEmployeSalarieEmployearabica
3. interface LocaliteEmploye
4. void setAddress(in string ad);
5. string getAddressO;
6. void imprimerEmpioyeO;





10. void setSalajre(in float sal);
11. float getSalaire();
12. void imprimerEmploye();
13. attribute float salaire;
14. ];
15. interface Employe : EmployeCorearabica::Emplcye,
LocaliteEmploye, SalarieEmploye { };
16. };
A partir de cette définition, nous générons une souche «proxy» du côté client (dans un
langage de programmation donné). Cette souche implante l’interface «Employe ligne 15» en
acheminant les requêtes à l’ORB, qui se chargera de les transmettre au vrai objet du côté serveur.
Cette même définition permet la génération du squelette de l’objet du côté serveur, qui va recevoir
la requête soumise par le client via J’ORB, qui va la «déballer», et exécuter la méthode
correspondante du côté serveur. De ce fait, le standard CORBA assure non seulement la
transparence par rapport à la localité, mais aussi la transparence par rapport à l’implantation de
comportements spécifiés en DL (cf. section 6.2). Ces générations constituent la transformation
demandée par la distribution.
Notons que dans le standard CORBA, bien qu’une interface DL puisse hériter de plusieurs
interfaces DL, les ancêtres ne doivent pas avoir de méthodes en commun. En d’autres termes, la
dérivation de l’interface Employe ci-haut des interfaces EmployeCorearabica::Employe,
LocaliteEmptoye, SalarieEmploye n’est pas légale, puisque deux d’entre elles au moins
(LocaliteEmploye, SalarieEmploye) supportent la même méthode ‘void imprimerEmployeQ’. En
pratique, nous avons prétraité les déclarations telle que celle de la ligne 15 ci-haut pour rendre la
définition de t’interface DL acceptable au compilateur idl2java.
Nonobstant cette limitation, dans la programmation par vues, nous tentons, justement, par des
transformations de code, d’assurer une transparence par rapport au développeur pour ce qui est de la
façon dont les comportements sont implantés par les composantes d’un objet de l’application (objet
de base et vues). La vue de composition, qui se charge de toute la mécanique de «dispatching» et de
composition des méthodes, joue le rôle d’un pont entre la perception du programmeur, qui utilise
les objets avec vues, et l’implantation interne de l’objet. Nous proposons donc de combiner les deux
types de transformations, celles requises par la distribution et celles requises par le dispatching
d’appels de méthodes sur les objets avec vues, de sorte à offrir un modèle d’objets avec vues
distribués, qui soit simple et avec des performances raisonnables.
154
Dans les sections suivantes, nous étudierons deux scénarios en essayant de répondre aux
questions posées ultérieurement. Dans le premier scénario, plus simple, nous supposerons que
l’objet de base et les vues résident sur le même serveur. Dans le deuxième scénario, nous
supposerons que les vues et l’objet de base résident sur différentes machines et nous devons nous
préoccuper davantage de la performance.
7.2 Un serveur et plusieurs clients
La Figure 7-2 montre une situation où l’objet de base et ses vues résident sur le même
serveur, alors que différents sites clients ont accès à différents sous-ensembles de ces vues. Les sites
clients peuvent accéder aux différentes combinaisons des vues (V1, V2 et V3). Aussi, une méthode
peut exister dans deux ou plusieurs vues. Par exemple, le site client 1 a accès aux vues V1 et V2
alors que le site client 2 a accès aux vues V2 et V3. Notons que ceci ne veut pas dire, par exemple,
que les fonctionnalités de V1 et V2 sont tout le temps disponibles pour le site client 1. Cela dépend
des demandes d’attachement qui auront été issues de ce site. Dans ce contexte, il nous faut répondre
aux questions citées dans la section 7.1 et en particulier à deux exigences
• Comment faire de sorte que le même objet du côté serveur implante les différentes
combinaisons de vues demandées par les sites clients, et
• De quel côté doit-on traiter l’aiguillage «dispatch» vers les méthodes qui ont
plusieurs implantations.
Nous examinons ces exigences dans les deux sous sections suivantes.
r
I
Clier1 ]+ I I
I L I
Site client I (SCI)
Site client2 (5C2) Site serveur I (SSJ) evec troievues
Figure 7-2: Architecture simplifiée t Un serveur et plusieurs clients.
7.2.1. Supporter plusieurs combinaisons de vues par un même objet du côté serveur
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Typiquement les plates-formes distribuées (CORBA, RMI et EJB) assurent la transparence
de localisation en fournissant aux programmes clients des représentants (proxies) des objets actuels,
qui résident sur quelques serveurs du réseau. Dans ce contexte, est-ce que le même objet serveur
peut être vu à travers différentes interfaces? La réponse est oui, CORBA spécifie deux approches
pour réaliser la communication avec l’objet d’implantation (servant) t’approche par héritage et
l’approche par délégation. En pratique, un même objet d’implantation peut supporter plusieurs
interfaces. L’approche par héritage consiste à définir l’implantation de l’objet du côté serveur
comme une sous classe concrète de la classe Squelette. L’ approche par héritage a une limitation
avec les langages de programmation qui ne supportent pas l’héritage multiple tel que le langage
Java [Baker, 97] (cf. section 6.2.3 pour plus de détails). L’approche par délégation consiste à définir
une sous classe Tie de la classe Squelette et cette sous classe Tie délègue les appels vers l’objet
d’implantation. L’approche par délégation sera une façon élégante d’implanter plusieurs interfaces
dans l’objet d’implantation et fonctionne pour tous les langages, et permet à l’implantation du côté
serveur de supporter plusieurs interfaces clients (i.e. référés par plusieurs objets ties) de façon
simple et naturelle. La Figure 7-3 montre l’approche par délégation tie.
ri ri
Figure 7-3: Un objet avec vues implantant plusieurs interfaces clients.
L’objet du côté serveur est un objet jouant plusieurs rôles et offrant plusieurs interfaces à divers









client dans le site! demande l’exécution d’une méthode qui est multiple entre V1, V2et V3, alors il
obtiendra au maximum les versions de V1 et V2. Si à ce moment, la vue V3 est aussi active du côté
serveur, alors la méthode demandée du V3 ne sera pas invoquée, puisque le programme client du
site 1 n’a pas accès à cette dernière vue. Les deux objets de ties (Tielinpl et Tielmp2) géreront ce
comportement afin d’assurer que chaque programme client puisse seulement accéder aux
comportements qui lui sont attribués selon ses interfaces. Il est clair pourquoi cette restriction est
nécessaire (question de sécurité). Si un programme client accède à tous les comportements qui
implantent l’interface qu’il voit, alors une façon de contourner la restriction est d’écrire des
interfaces malicieuses qui décrivent les méthodes demandées. Ceci est une violation (atteinte portée
aux privilèges) claire de sécurité.
Quand on permet à un objet d’implantation d’implanter plusieurs interfaces, il faut gérer la
problématique de la création, de l’activation, de la désactivation et de la destruction des vues. À
partir d’une interface IDL, CORBA génère une souche et un squelette. La souche d’une interface ou
de plusieurs interfaces (vues) sera modifiée pour inclure les méthodes activateQ, deactivateQ,
attach() et detach() afin de supporter le cycle de vie de vues. Ainsi, le squelette et le ties doivent
être complétés pour qu’ils puissent supporter une ou plusieurs combinaisons d’inteifaces. Notons
que ce type de gestion n’est pas standardisé par CORBA mais il est pris en charge dans la gestion
de cycle de vie des objets par OMG (cf. section 6.3.5) sous forme de spécifications. Cependant,
l’implantation de ces spécifications est laissée aux programmeurs de chaque application répartie
[OMG, 021. Dans la section suivante, nous présentons une solution en utilisant le compteur de
références traitant La problématique de gestion de cycle de vie des vues (attacttQ, detach, activate()
et deactivatefl).
7.2.2. Gestion de cycle de vie des vues
Dans cette section, nous expliquons d’abord le problème de la gestion de cycle de vie des
vues, en décrivant deux cas (cf. section 7.2.2.1). Ces cas sont:
• Cas simple : un client par interface.
• Cas plus compliqué: plusieurs clients par interface.
La section 7.2.2.2 rappelle les différentes solutions discutées dans le chapitre 6 et décrit la
solution retenue. Cette solution est résumée par:
• Trois compteurs en cascade (pour le cas le plus général).
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• Le leasing, pour la gestion de pannes. La question qui se pose est la suivante: Que se
passe-t-il lorsque un site client tombe en panne? Le leasing peut répondre à cette
question (cf. section 7.2.2.3).
• Des versions particulières de attacWdetach pour gérer les exceptions dans les
méthodes attach() et detach() elles-mêmes (cf. section 7.2.2.4). Que se passe-t-il
lorsqu’une requête pour attacher ou détacher échoue?
7.2.2.] Description du problème de cycle de vie
Dans une application repartie, des milliers d’objets peuvent être crées lors d’une simulation et
un objet peut offrir plusieurs interfaces à différents programmes clients. Par conséquent, il est
indispensable de gérer correctement la création, la destruction, l’activation et la désactivation des
vues. Par exempte, si un programme client demande la désactivation d’une vue à l’instant t, alors
cette vue ne devrait pas être accessible à ce client à l’instant t+l.
Le premier appel à la méthode attach(nomDeLaVue) crée et active la vue et tous les
subséquents seront ignorés. Ainsi, le premier appel à la méthode detach(nomDeLaVue) détruit et
désactive la vue si on a un seul ctient demandant cette vue. Or, un objet d’implantation est
accessible à plusieurs clients et un système distribué est un système concurrent. Alors, il ne faudrait
pas que le site client 1 détruise la vue V2 alors que le site client 2 en a besoin. Par conséquent, il faut
gérer les vues par interface client ou site client et compter le nombre de clients qui demandent une
vue particulière. Une vue peut continuer d’exister même si le site client I a demandé la méthode
detach(nomDeLaVue) puisque les autres clients pourront en avoir besoin. Le schéma suivant
montre un scénario d’utilisation des vues par deux sites clients reflétant le type de comportement
désiré.
Prenons donc l’exemple de la Figure 7-3 avec deux sites clients SCI et SC2, ayant accès à
l’objet de base et aux vues V1 et V2 du côté SC1, et V2 et V3 de l’autre (SC2).
# Commande issue Commande issue Ce que SC1 Ce que SC2 État de l’objet
de SC1 de SC2 voit voit serveur
T II localiser objet de II localiser objet de Objet de base Objet de base Objet de base
I! base II base
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2 attach(« V1 >) Objet de base Objet de base Objet de base
Vt VI
3 detach(« V1 ») Objet de base Objet de base Objet de base
4 attach(< V2 ») Objet de base Objet de base Objet de base
V2 V2
5 attach(« V2 ») Objet de base Objet de base Objet de base
V2 V2 V2
6 detachQ< V2 ») Objet de base Objet de base Objet de base
V2 V2
7 attach(« V3 ») Objet de base Objet de base Objet de base
V2,V3 V2,V3
8 Attach(< V-, ») Objet de base Objet de base Objet de base
V2 V2, V3 V2, V3
9 detach(c< V2 ») Objet de base Objet de base Objet de base
V2 V3 V2,V3
10 detach(« V2 ») Objet de base Objet de base Objet de base
V3 V3
Dans ce cas-ci, nous supposons que SCI et SC2 obtiennent chacun une référence sur l’objet
de base via un service d’annuaire, directement ou indirectement (ligne (1)), auquel cas les deux sites
clients voient l’objet de base. Dans la ligne (2), on suppose qu’un programme sur le site SC1 émet
une commande pour attacher une vue du type «V1 » à l’objet de base. Cette commande aura pour
effet de, i) créer la vue V1, pour pour toujours, du côté serveur et ii) la rendre accessible à SC1.
Notons que SC2 ne voit pas la vue V1, surtout V1 ne fait pas partie des vues visibles par SC2.
Dans la ligne 3, on vient d’ôter la vue V1. Comme SC1 en est le seul utilisateur, la vue V1
sera effectivement détruite (ou dissociée) du serveur.
Dans la ligne 4, te progranmie résidant dans SC1 demande d’attacher V2. Comme il n’existe
pas encore de vue du côté du serveur, une vue est créée et rendue accessible à SC1. Bien que SC2 y
ait normalement droit, parce qu’il n’a pas encore explicitement demandé d’y accéder, la vue V2 ne
lui est pas accessible. Lorsque SC2 demande d’attacher V2 (ligne (5)), on lui donne accès à la vue
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existante. Lorsque SC1 demande de détacher V2 (ligne (6)), on la lui rend inaccessible, mais sans la
supprimer du serveur ou la cacher à SC2.
Dans la ligne 7, SC2 attache V3 qui lui est exclusive. Ceci crée la vue du côté du serveur et la
rend accessible à SC2. On remet V2 à SC1 dans la ligne (8). Lorsque SC2 demande à supprimer V2
(ligne (9)), elle lui est retirée, mais elle continue d’exister sur le serveur et d’être accessible à SC1.
Ce n’est que lorsque SC1, à son tour, demande de la supprimer que V2 est retirée définitivement.
Ce scénario illustre le type de comportement que nous aimerions avoir dans le cas où nous
avons différents sites clients qui accèdent à un objet distribué avec vues résidants sur le même
serveur.
La situation peut se compliquer légèrement dans les deux cas suivants
• On peut avoir plusieurs programmes clients qui utilisent la même combinaison
d’interfaces et donc le même objet tie du côté du serveur.
• Un client accède à plusieurs combinaisons d’interfaces: par exemple, le site client
SC1 peut accéder aussi bien à la combinaison des vues V1+V2 qu’à la combinaison
des vues V,+V3, qui lui paraissent comme deux types différents.
Le comportement décrit dans le scénario ci-dessus devrait être généralisé.
7.2.2.2 Approche solution
Plusieurs solutions pourraient résoudre ce problème qui s’apparente au problème du
ramassage de miettes dans le cadre d’applications distribuées. Dans le chapitre 6, nous avons décrit
trois approches de ramassage de miettes distribué, j) la technique de compteur de références, ii) la
technique de leasing et iii) la technique d’expulseur (cf. section 6.3.5). Rappelons brièvement les
principes sous-jacents à ces techniques:
• La technique de compteur de références j) consiste à maintenir un compteur par objet
partagé, ii) est incrémenté chaque fois qu’une nouvelle référence lui est ajoutée et
décrémenté autrement. Les compteurs de références sont relativement faciles à
implanter mais présentent des problèmes au niveau de la gestion de pannes.
• La technique de leasing est basée sur l’utilisation des baux entre les clients et les
objets. Pour chaque objet partagé du côté du serveur, le serveur maintient une liste de
«baux» qui sont réévalués périodiquement. Un bail est créé la première fois que le
client accède à l’objet partagé et renouvelé automatiquement à chaque fois que le
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client accède à l’objet du côté du serveur. Si un client tarde à «renouveler son bail »,
l’objet peut être récupéré du côté du serveur.
La technique d’expulseur nécessite une gestion et une implantation d’une structure de
file pour pouvoir gérer les objets en vie, elle se base aussi sur les patrons d’accès aux
objets et s’apparente aux techniques de pagination utilisées dans les systèmes
d’exploitation. Parmi les heuristiques utilisées pour placer les objets dans la file
d’expulsion, citons Least Recentty Used et Least FrequentÏy Used.
Notons que, autant pour le leasing que pour la technique d’expulseur, l’environnement de
distribution est capable de ressusciter l’objet dont le bail a expiré, ou qui a été expulsé, si jamais un
client le demande.
Dans notre cas, la gestion du cycle de vie des vues est volontaire et se fait à l’aide d’appels
explicites de programmes d’application clients aux méthodes attach(...) et detach(...). Suite à
l’appel de la méthode attach(...), le programme client devrait pouvoir accéder à l’objet. Suite à
l’appel de la méthode detach(...), le client veut être sûr que le comportement de la vue
correspondante n’est plus accessible. Dans les deux cas, nous ne pouvons pas laisser l’infrastructure
de distribution sous-jacente gérer l’accessibilitéfonctionnelte des vues.
Notre solution sera alors basée sur la technique des compteurs de références, et plus
particulièrement sur l’utilisation de trois compteurs en cascade
• un compteur binaire de références par vue et par souche (stub ou proxy du côté
client) qui comptabilise les attach(...) et les detach(...) appelées sur la souche pour
une vue donnée,
• un compteur par interface de références du côté du serveur par vue et par objet tie.
Ce compteur est arithmétique indiquant le nombre de clients utilisant une vue
donnée,
• Un compteur global par vue, du côté serveur, indiquant le nombre de ties qui utilisent
la vue. Ce n’est que lorsque ce compteur est égal à zéro que l’on est en mesure de
détruire et déclencher le ramasse miette afin de libérer l’espace mémoire de cet objet.
Cependant, cette technique à elle seule ne permet pas de gérer les situations de pannes ou
d’erreurs, tant du côté client que lors de l’exécution des méthodes attach(...) et detach(...) elles-
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mêmes. Les deux prochaines sous-sections traitent ces cas particuliers. La Figure 7-4 montre deux
clients qui utilisent la même interface V1+V2.
Figure 7-4: Deux sites clients utilisent la même interface (V1÷V2) et partagent le même objet
tie de cette interface.
7.2.2.3 Gestion des compteurs de références dans te cas de pannes du côté client
Les trois compteurs dont nous avons parlé permettent de distribuer la gestion du cycle de vie
des vues entre les différents «paliers » d’une application distribuée. En particulier, les compteurs
du côté serveur (le compteur par interface et le compteur global) dépendent des mises à jour des
compteurs clients pour rester cohérents avec l’état du système dans sa globalité et ne sont mis à jour
que lorsque les compteurs des clients sont mis à jour.
Que se passe-t-il lorsqu’un programme client qui utilisait certaines vues incluses dans une
interface donnée tombe en panne? Ce client n’utilise plus les vues des objets auxquels il faisait
référence, mais on n’a pas de moyen de le savoir pour mettre à jour les compteurs du côté serveur.
Ceci amène alors des situations d’incohérence. Nous présentons d’abord un scénario illustrant le
problème. Nous présenterons ensuite la solution.
Scénario: considérons la vue V2 dans la Figure 7-5-(a). Cette vue est utilisée par les sites
clients 1 et 2. Son compteur global est à 2. Supposons que le site client 1 fasse un appel à
detach(V2), son compteur local associé à V2 passe à O. Le compteur global de V2 passe à 1 comme
prévu. Supposons maintenant que le site client 2 tombe en panne. Le compteur global de V2 restera
supérieur ou égal à 1 indéfiniment, puisque, en autant que le serveur sache le site client 2 en a
toujours besoin. Donc, la vue V2 ne pourra jamais être détruite (voir Figure 7-5-b). Nous avons
besoin d’une façon de savoir si un client donné (client2) tombe en panne ou non.
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CJNJ est le compteur local de le vue Vi demandée par le site client J. De même pour les autres compteurs locaux.
[] Site Clienti [Site
Cl N3 Ci N2 CI NI Ci N3 CI N2 Cl Ni
Site Client2 jj Se Client2
C2N C2N2 C2NJ C2N3 C2N2 C2N1
[[] [] Site Client3 Site Client3en panne
C3N3 C3N2 C3NI C3N3 C3N2 C3NI
Compteui Comiteur
CG3 CG2 CG1 CG3 CG2 CGI
(e). Avant le detach(”V2”) (b). Après le detachC’V2”)
Figure 7-5 Compteurs de références avant et après le détachement d’une vue.
Solution du scénario:
Une première solution à ce scénario consiste à permettre au serveur de maintenir une liste des
clients et de tester cette liste quand c’est nécessaire.
Une autre solution est la technique de gestion d’une session fournie par «leasing plug-in» de
Orbix6.2. En fait, ce plug-in gère les ressources du côté serveur par la détection des processus
clients n’ayant plus besoin d’utiliser la ressource (cf. section 6.3.5.4). Quand un client demande une
session, il peut acquérir un bail lease, qui consiste en un contrat entre un serveur et un client pour
spécifier la durée de vie d’un objet particulier. Ce bail sera renouvelé périodiquement. Quand le
client n’a plus besoin de ce contrat, il dégage automatiquement le bail. Si le client tombe en panne,
le serveur détecte cette panne après l’expiration du bail. De cette façon, la terminaison d’un client
est détectée. Le serveur peut dans ces cas décrémenter les compteurs et au besoin détruire les objets.
Notons que le problème discuté plus haut peut aussi se manifester dans le cas d’une
terminaison normale (sans erreur) d’un client qui aurait « omis » de détacher les diverses vues avant
de clore la session. La solution propre consisterait à redéfinir le « destructeur’6 » des souches stubs
pour qu’il détache tes vues restantes causant une truse à jour en cascade des compteurs. La
technique de leasing permet aussi de régler ce problème; c’est juste que ta mise à jour des
compteurs risque de se faire plus tard que la fin de la session client.
16 Pour le cas de Java, il s’agit de redéfinir la méthode finalizeO dans les classes souches.
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7.2.2.4 Gestion des exceptions dans la gestion même du cycle de vie des vues
Notre solution utilise les versions locales (souche) et distantes (côté serveur) des méthodes
attach(...) et detach(...) pour maintenir les compteurs. En particulier, du côté de la souche, l’appel
à attach(...) mettra à jour le compteur local et demandera au serveur de mettre à jour le compteur
du côté du serveur. Dans cette section, nous nous posons la question suivante
Que se passe-t-il si les méthodes attach (...), detach(...), activate(... ) ou
deactivate(...) ne se terminent pas normalement (échouent)?
Nous commençons par présenter un scénario. Nous proposerons une solution par la suite.
Scénario : En supposant que le compteur du client est géré physiquement du côté du client
dans l’objet souche lui-même—nous verrons dans la section 7.2.3 les raisons qui justifient ce
choix—et sachant aussi que nous devons propager cette mise à jour du côté serveur, il est clair que
la mise à jour des compteurs se fait en partie localement et en partie par appel d’une méthode
distante sur le serveur. Donc, l’appel à detach(...) sur la souche implique un traitement local et un
traitement distant. Chacun de ces deux traitements peut échouer, ce qui pourrait laisser les
compteurs distants incohérents avec le compteur local.
Solution du scénario : Nous n’avons pas de solution magique, à part coder les méthodes de
gestion du cycle de vie de sorte que le programme client puisse savoir qu’une transaction du type
gestion de cycle de vie a échoué, et le cas échéant, remédier à la situation en synchronisant les
compteurs en cas de pannes.
Notre solution consiste à écrire ou à générer les méthodes de gestion de cycle de vie des vues
de façon à a) appeler d’abord la version distance et b) si cet appel distant a réussi, effectuer le
travail local. Comme l’appel distant risque beaucoup plus d’échouer que le traitement local (perte
de connectivité, surcharge du réseau et donc exceptions de timeout, etc.), cette solution permettra de
maintenir la cohérence du système facilement dans la majorité des cas.
Nous essayons d’abord d’appeler la méthode distante en créant l’objet requête correspondant
et en l’envoyant au serveur «faire un remote detach ». Si cet appel réussi, alors on sait que les
compteurs du côté serveur ont été mis à jour et il nous reste juste à mettre à jour le compteur local
(appel à view.setActive(false)).
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Supposons maintenant qu’une exception est lancée dans le bloc try f...) catclt (...)[...). On
ne peut pas savoir, à priori, si les compteurs distants (du côté serveur) ont été mis à jour ou non. En
particulier, l’appel distant peut échouer dans les deux directions aller-retour (e.g. perte de
connectivité). Si l’appel a échoué à l’aller, le serveur croit toujours que la vue est encore attachée et
il ne faut pas la détacher localement pour maintenir la cohérence entre les deux. Si l’appel a échoué
au retour, alors on sait que le compteur distant a été mis à jour et il s’agit de compléter la partie
locale de la transaction comme si de rien n’était. Le code montré en dessous illustre cette approche.
Dans ce cas, nous supposons que la méthode isRemoteActive permet de vérifier si la vue a été
marquée toujours active du côté du serveur.
public void detachfString viewName)
try
// faire un remote detach




// vérifier si la vue a été détachée du coté du serveur
if fview.isRemoteActive()
// ici la vue courante reste attachée du coté serveur
// donc, on signale au programme appelant qu’il ne
// s’est rien passé
throw new DetacliFailedException f);
else
// le detach a été complété du coté du serveur
// c’est le retour qui a échoué, alors on fait
// comme si l’appel avait réussi, et je sette le
// statut localement à inactive
view.setActiveffalse);
Naturellement, il reste le cas où la méthode «view.isRemoteActive(...)» lance elle-même




ce cas, nous n’avons pas le choix que de supposer que la vue n’est plus active localement.
Éventuellement, le mécanisme du leasing règlerait le problème.
7.2.2.5 Résumé de la solution dans le cas d’un serveur-plusieurs serveurs
En résumé, la technique que nous adoptons pour la gestion du cycle de vie des vues est la
suivante
• Trois compteurs en cascade.
• Leasing pour gérer les cas où les sessions client se terminent anormalement ou bien
où elles omettent de libérer les vues avant de compléter la session.
• Une implantation particulière des méthodes de gestion de cycle de vie (attachQ,
detachQ). Ces méthodes permettent de traiter les exceptions pouvant arriver dans le
réseau.
7.2.3. Aiguillage d’appels de méthodes
Rappelons que dans le cas où un objet distribué supporte plusieurs vues, il arrivera que la
même méthode puisse être supportée par plusieurs composantes de l’objet, à savoir, l’objet de base
et/ou une ou plusieurs vues.
Dans le cas de la programmation par vues localement et lorsqu’un programme client invoque
une méthode qui est supportée par plusieurs composantes (objet de base, vues) actives, il faut
appeler la version composée. Nous avons vu dans la section 3.3.2.2 différentes stratégies pour
traiter les méthodes supportées par plusieurs composantes—que nous avons appelées méthodes
multiples—que nous résumons ainsi:
• Nous générons une seule méthode portant la signature de la méthode multiple qui
décidera, en se basant sur la combinaison de vues présentement actives, quelles
méthodes de vues elle devra appeler, et dans quelle séquence, ou
• Nous générons une méthode d’aiguillage (dispatch), portant la signature de la
méthode multiple, qui décidera, en se basant sur la combinaison de vues
présentement actives, d’appeler une méthode spécifique qui compose les méthodes
des vues actives.
Ces deux approches ne sont pas fondamentalement différentes sur le plan comportemental.
Par contre, sur le plan de l’emballage (<t packaging »), la deuxième approche permet de traiter
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chaque combinaison de méthodes à part, permettant de reconnaître le fait que différentes
implantations puisse interagir différemment et elle est donc plus modulaire.
Dans le cadre de notre implantation distribuée, nous nous posons la question suivante:
indépendamment de la stratégie utilisée, l’aiguillage de l’appel de méthodes multiples doit-il
se faire du côté du client ou bien du côté du serveur?
Le choix d’implantation a plusieurs conséquences dont:
• Le besoin de gérer la liste de vues actives du côté du client versus du coté du serveur,
• La quantité du trafic entre client et serveur pour exécuter une méthode multiple,
• La lourdeur des clients.
Dans ce qui suit, nous examinons les deux alternatives. Notons que pour ce qui est de
l’emballage des méthodes multiples, nous avons utilisé la deuxième approche mentionnée ci-haut, à
savoir: si une méthode f (..) est supportée par deux vues V1 et V2, nous allons générer trois
versions, _V1_f(...), _Vf(...) et _V1_Vf(...), les deux premières déléguant l’appel directement
aux méthodes présentes dans les vues concernées.
7.2.3.1 Aiguillage du côté client
Dans ce cas, la souche doit maintenir localement deux types d’information:
• Information statique indiquant quelles vues supportent quelles méthodes. Cette
information est disponible à partir des interfaces IDL.
• Information dynamique indiquant l’état actuel des vues pour l’objet serveur
correspondant. Rappelons qu’une vue peut être, i) absente (« off »), ii) attachée et
active (« on »), et iii) attachée mais inactive (« idle »).
Avec ces informations, la souche peut trouver la version de méthode multiple à appeler. Dans
ce qui suit, nous allons montrer divers extraits d’une classe souche qui illustrent les différents
concepts.
Dans ces extraits, nous avons la déclaration de deux variables, viewStates (ligne 1) et
,nethodsToViews (ligne 2), ainsi que des méthodes qui permettent de les modifier. Notez que
viewStates joue le rôle de compteur de références pour les vues (côté client). Plutôt que binaire, ce
compteur est en fait ternaire, avec idie voulant dire que la vue existe mais n’est pas utilisée pour le
moment. Notez aussi que l’activation (ligne 8) et la désactivation (ligne 9), par opposition à
l’attachement/construction et le détachement/destruction, n’affectent pas les compteurs de
167
références distants, et sont donc des opérations purement locales. La méthode attachQ (lignes 3-7)
attche la vue à l’objet de base. La méthode statique initiatise() (ligne 10) est générée par nos outils
et elle est exécutée automatiquement au moment du chargement de la classe souche17.
// Java generated by our IDL compiler
package GestionEmploye;
public class _EmployeStub extends org.omg.CORBA.portable.Objectlmpl
implements GestionEmploye.Employe{
/**




* <méthode,llste de vues l’offrant>
(2)private static Hashtable methodsloViews;
/**
* méthode attacli qui implante l’algorithme discuté dans 7.2.3
*/
f 3)public boolean attach(String viewName)
/** si la vue est déjà attachée, alors ne fait rien */
(4) String vState= (String)viewsStates.get(viewName);
if (vState!= null && vState.equals(”on”)) return true;
// d’abord, demande au serveur l’attachement de la vue
try
(5) Request _req=_request(”_attach”);





// L’attachement coté serveur OK => mettre à jour viewStates
viewStates.put(viewName, “on”);
(7) return true;
17 À l’intérieur d’un bloc static
16$
/**
* L’activation et la désactivation de vues sont locales
*1
(8) public boolean activate(String viewName)
viewStates.put(viewName, “on”);}
/**
* La désactivation de vues est locale
*1
(9) public booïean deactivate(String viewName)
viewStates.putfviewName, “Idie”);
(lO)public static void initialise()
Vector views = new Vector f);
views . addElement f
EmployeLocaliteEmployesalarieEmployearabica. SalarieEmploye”);
views . addElement f”
EmployeLocaliteEmployeSalarielmployearabica.LocaliteEmploye”);
metliodsloViews.put(”void#imprimerEmploye”, views)
Dans la figure 7-6, nous montrons la méthode irnprimerErnploye() que nous supposons
supportée par deux vues (voir méthode «initialise(...) » plus haut).. Il faut donc voir au moment où
l’appel est fait, quelles sont les vues actives qui implantent cette méthode et en fonction de la
réponse, composer la bonne requête au serveur. Nous construisons (en fait, notre générateur de code
construit) une des options suivantes
• Le nom de la requête sans aucune modification, quand la méthode invoquée est
unique dans l’implantation,
• Le nom de la requête en concaténant le nom de la méthode avec un préfixe dans le
cas où cette méthode est multiple dans l’objet de base et plusieurs vues. Ce préfixe
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est la concaténation des noms de vues (e.g. par ordre lexicographique) présentement
actives et qui supportent cette méthode (dans ce cas, la méthode est
i,npriinerEmploye() et les vues Salarié et Localité). La méthode
getViewsSupportingMethod((”void#imprimerEmploye”) retourne la chaîne des
caractères suivante _LocaliteEinploye_SalarieEmploye_impriinerEmployeQ, qui
constitue la requête transmise au serveur.
Notez que nous avons la possibilité d’intercepter localement les appels aux fonctions non
supportées du côté client (vues non disponibles ou non activées). Ceci nous épargne un aller-retour
au serveur pour les appels sans succès.
public class _EmployeStub extends org.omg.CORBA.portable.Objectlmpl
implements GestionEmploye.Employe{






if (pref ix. length() ==O)






“Exception in _EmployeStub “+prefix);
/**
* used to get the views supporting the method
*1












Figure 7-6 Aiguillage côté client
Du côté serveur, l’objet tie contiendra toutes les combinaisons possibles pour les méthodes
multiples.
7.2.3.2 Aiguillage du côté serveur
Dans ce cas, la souche ne fait que transmettre les requêtes au serveur (méthodes disponibles
dans l’objet de base, les vues et les fonctions de gestion de vues) qui fera l’aiguillage localement.
Ceci veut dire que soit l’objet tie soit l’objet d’implantation devra maintenir la configuration de
chaque client (liste de vues créées et leurs états) pour aiguiller les méthodes correctement. Dans le
cas très probable ou un tie supporte plusieurs clients, cette solution introduit une grande complexité.
Nous n’avons pas implanté ce cas d’aiguillage qui sera considéré pour une étude future.
Du point de vue performance, il n’y a pas beaucoup de différences entre ces types
d’aiguillage (côté client ou côté serveur), à part les économies réalisées dans le cas où une méthode
ne serait pas supportée et celles réalisées par les fonctions activate(...) et deactivate(...), lesquelles
seront locales au client pour le cas d’aiguillage côté client. Un autre avantage de l’aiguillage côté
client est une meilleure distribution de la charge entre clients et serveurs. Nous retenons l’aiguillage
de côté client pour ces deux raisons.
7.2.4. Délégation dans la distribution
Dans les cas où un même objet offre simultanément différents sous-ensembles de vues aux
différents programmes clients, si nous tentons de simuler la délégation en redirigeant les appels
émanant des vues vers l’objet composite, nous risquons de faire échouer tout le mécanisme de
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contrôle d’accès basé sur les vues. En effet, un client peut se trouver à exécuter une méthode dans
une vue active dont il n’a pas le droit. Supposons que le client 1 voit V1+V2 et le client 2 voit
V2+V3 (voir ta figure 7-7). Cette dernière montre le problème quand le client I appelle ta méthode
dQ. La classe CombView déléguera l’appel à la classe Vi qui retourne l’appel à la classe CombView
en appelant la méthode p0 (voir le code de Vi). Maintenant la classe CombView exécute la
méthode p0 en passant par les classes VI et V3 malgré que le clienti n’a pas le droit d’exécuter une
méthode de la classe V3.
class Vi{ class V3{CombViewcombview; class V2{
dO ( CombView combv iew, CombView combv ew,
combview.p; p() {) Pt) I
)) I I
Clienti [-_ +




Site client 2 (SC2)
Figure 7-7 Délégation entre les vues et la classe CombView.
Clairement dans le système distribué, nous ne pouvons pas retourner les appels aux objets
ties, comme on voit dans l’exemple de la figure 7-7, puisqu’un objet d’implantation desservira
plusieurs objets tie, un par combinaison d’interfaces.
Par contre, ce que nous pouvons faire c’est mémoriser le contexte d’appel pour s’assurer de
ne pas accéder à des versions auxquelles l’appelant n’a pas droit. Une façon de faire serait de
• modifier les signatures des méthodes de l’objet de base et des vues pour prendre
comme argument le tie duquel l’appel a émané (appelons le ‘tieCaller’), et
• remplacer titis au sein de ces classes (vues et objet de base) par ‘tieCaller’.
De cette manière, un appel qui provient d’un tie qui a accès à deux interfaces demeurera au






Siteserveur 1 (SSJ) avec trois vues
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7.3 Plusieurs serveurs et plusieurs clients
Revenons au cas général que nous avons montré au début de ce chapitre. Si nous acceptons
l’idée qu’un objet métier puisse supporter différentes fonctionnalités pour répondre aux besoins de
différents départements, et si nous acceptons l’idée que ces données puissent être la propriété de
différents départements, nous nous retrouverons alors dans la situation où différentes vues résident
sur différents serveurs, comme illustré dans la Figure 7-1 reproduite dans ce qui suit.
___________
vil I vi Site serveur 1 (SS1)
Objet de Basejo.—__j V2
CIient2 j-H + H
________
V3 Site serveur 3 (SS3)
Site client 2 (5C2)
Figure 7-8 Plusieurs clients et plusieurs serveurs.
Il y a deux façons de résoudre le problème de la distribution d’objets avec vues où l’objet de
base et les vues ne résident pas forcément sur le même serveur:
• Nous pouvons tirer profit de l’abstraction offerte par la distribution pour dissimiler te
fait que les vues ne résident pas toutes sur le même site que celui de l’objet de base.
De cette façon, nous ramenons ce problème à un problème que nous avons déjà
résolu, à savoir, le problème de plusieurs clients et un seul serveur. La Figure 7-8
illustre cette approche. Dans ce cas, la solution ne paraît pas différente du cas
précèdent pour les clients. La seule différence est vue par le serveur qui doit accéder
à certaines vues de façon distante plutôt que localement. Cette approche
correspondrait à ce que nous pourrons appeler une architecture trois tiers.
• Nous pouvons essayer de supporter la distribution des vues telle quelle en faisant de
sorte que chaque site client communique directement avec les sites abritant l’objet de
base et les différentes vues. Nous pouvons appeler cette deuxième configuration,
architecture deux tiers.
o1EiJ
L — Site serveur 1
Site
serv eut 2
Site client 2 Setv eut central : un objet avec ttois vues
off tant deux intetf aces en utilisant rapproche tie
Figure 7-9 : Première façon architecture trois tiers pour le cas de plusieurs clients et
plusieurs serveurs.
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Il est clair que la première façon (architecture trois tiers) est nettement plus simple à
implanter. Cependant, elle souffre de pénalités importantes au niveau de la performance. Par
exemple, si le site client 1 appelle une méthode qui est supportée par la vue VI et par la vue V2,
nous devrions faire, au minimum 3 allers-retours sur le réseau, sans compter les appels internes à
l’intérieur des vues Vi et V2 qui peuvent eux-mêmes causer des allers-retours vers le site de l’objet
de base ou vers leurs sites respectifs.
C’est pour cette raison que nous nous intéressons à la deuxième façon (architecture deux
tiers) qui est beaucoup plus complexe à implanter, dans l’espoir de pouvoir trouver une
implantation dont les coûts en performance ne sont pas prohibitifs. L’essentiel de notre travail à ce
niveau se concentrera donc sur l’aspect performance, étant donné que les mécanismes de base ont
été bien expliqués et explorés dans la section 7.2.
Nous allons nous reposer les mêmes questions citées au début de ce chapitre, à savoir
• Comment faire pour que le même objet (objet de base plus les vues) du côté serveur
implante plusieurs combinaisons des vues demandées par les sites clients?
• De quel côté doit-on traiter l’aiguillage ou le distributeur «dispatcher» des méthodes
ayant plusieurs implantations ?
• Comment peut-on optimiser les allers-retours à travers le réseau?
Dans ce qui suit, nous présenterons les deux façons : trois tiers et deux tiers.
7.3.1. Première façon: architecture trois tiers
Les interactions entre les clients et le tiers du milieu sont les mêmes que dans le cas précédent
—
un serveur et plusieurs clients— puisque l’objet d’implantation du côté serveur masque la non
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localité des vues, de nouveau en utilisant CORBA. Par conséquent, les souches et les squelettes
générés sont les mêmes pour le cas d’un serveur et plusieurs clients; c’est juste la classe
d’implantation qui devrait être modifiée. La méthode attach(NornDeLa Vue) du côté serveur pourra
ressembler à une combinaison des appels locaux et à distance. Certaines vues seront créées
localement (V3 dans la Figure 7-10) alors que les autres seront créées et retournées par des serveurs
distants (cas des vues V1 et V2 dans la Figure 7-10).
L
— Site setv euti
Site
setv eut 2
Site client 2 Setv eut centtal : un objet avec ttois vues
off tant deux intetf aces en utilisant tapptoche tie
Figure 7-10 : Première approche: architecture trois tiers pour le cas de plusieurs clients,
plusieurs serveurs.
Nous nous servons du même exemple que précédemment pour illustrer les différentes
techniques. Nous allons utiliser un domaine Employé traitant les employés d’une entreprise. Ce
domaine peut offrir un sous-ensemble de vues: Quai tficationEmp1oye, PayeEmptoye et
$ocialEmploye. Le site client I a besoin d’accéder à l’objet de base Employé, à la vue
QualzflcationEinpioye et à la vue PayeEmploye. Le site client 2 a besoin d’accéder à l’objet de base
Employé, à la vue PayeEmptoye et à la vue SocialEmploye.
7.3.].] Supporter plusieurs combinaisons de vues
Quand nous permettons à un objet d’implanter plusieurs combinaisons des vues, il faut
résoudre le même problème vu dans le cas d’un serveur - plusieurs clients. Ce problème consiste à
gérer le cycle de vie de chaque vue quelle que soit sa résidence. Nous utilisons la même approche
de trois compteurs de références en cascade (cf. section 7.2.2)
un premier compteur binaire est géré au niveau des souches du côté des sites clients
et qui indique l’utilisation des différentes vues par un client donné,
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• un deuxième compteur par interface est du côté du serveur et est attaché à un objet
tie donné, correspondant à une combinaison particulière de fonctionnalités (ou à un
type d’application particulier), et
• un troisième coînpteur global pour la vue, cumulant les valeurs des compteurs par tie.
Les méthodes attach(viewName) et detach(viewNa,ne) sont les mêmes dans les souches et les
squelettes (tie) que pour le cas d’un serveur. Par contre, la méthode attach(viewNaine) au niveau de
l’objet implantation (côté serveur) est un peu différente, puisque l’objet serveur doit gérer le fait que
certaines vues sont locales et d’autres non. Pour les vues distantes, la création ne se fait pas par
appel à un constructeur local, mais en appelant une fabrique (factoiy) désignée pour la vue, en
utilisant un service d’annuaire (naming and directoty service). Idem pour le detach(viewName) le
détachement d’une vue locale consiste à supprimer les références à la vue pour qu’elle puisse être
récupérée, éventuellement par le ramasse miettes. Pour les objets distants, il faut un peu plus de
travail.
Notons que durant la phase de configuration des vues et des sites, nous spécifions, chez le
serveur central, les vues locales et distantes. Alors, nous traitons localement ou à distance les appels
selon cette spécification. Quand nous faisons appel à une vue, qui ne réside pas sur le site du
serveur central, nous aiguillons l’appel vers un site distant. Si elle est locale, on fait un appel local à
la méthode demandée. La variable listViewAttachedLocal nous permet de tester si une vue est
localement implantée ou à distance. Par exemple, la méthode imprimerEmploye() est implantée par
la classe de base et par la vue distante QuattjïcationEmptoye. Cette méthode est implantée dans la
classe combinée de la façon suivante
public void imprimerEmploye f)
try { if (listViewAttachedLocal.getfviewName) !=null)
// Appel local sur le serveur central .
else if (listViewAttachedRemote.get(viewName) !=null)
1/ appel à distance .
f (EmployeQualification._QualificationEmployeStub)
monGestionnaire) . imprimerEmploye ;
catchf.
.
7.3.1.2 Aiguillage d’appels des méthodes
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Étant donné que l’accès aux vues est toujours centralisé au sein du même serveur, l’aiguillage
de méthodes, tant du côté des souches clients, que du côté des objets tie, est identique à l’aiguillage
de méthodes pour le cas de plusieurs clients — un serveur (cf. section 7.2.3), en utilisant les mêmes
structures de données (voir viewStates et methodsToViews dans la section 7.2.3). La seule différence
apparaît au niveau de l’objet implantation qui lui connaît la localisation des objets. Ce que nous
essayons de faire dans ce cas c’est de profiter de la connaissance de la topologie du réseau pour
optimiser l’exécution des méthodes multiples. En effet, parce que les vues et l’objet de base résident
sur des sites distants, il faut essayer de minimiser le nombre d’appels envoyés à travers le réseau.
Prenons l’exemple suivant. Considérons une vue V2, qui implante les méthodes f(...), g(...),
et h(...), et qui utllise/invoque la méthode i(...) définie dans l’objet de base. Supposons, de plus,
que dans l’ensemble des vues que nous avons présentement, la méthode g(...) n’est définie que dans
V2, alors que h(...) est définie dans V2 et dans une autre vue ou objet de base. Considérons ta
définition suivante de V2
vue V2
void f()
this.gO; // définie dans V2 seulement
this.h; /1 définie dans V2 et un autre vue/objet de base
this.iO; // fait partie de l’interface requires de l’objet
voidg() {
voidh() {
Comme nous l’avons mentionné dans la section 3.3.3, pour remédier au problème de broken
detegation (broken detegation ou sef problem), nous remplaçons dans le code de la vue les
références à this par des références à l’objet de base (ou à la CornbView, si on ne veut pas ou ne
peut pas modifier la classe de base). Dans notre cas, cela donnerait le code suivant:
class V2 {
void f() {
// définie dans V2 seulement
combView.gO;
// définie dans V2 et un autre vue/objet de base
combView.hO;





voidh() { ... Y
Dans la fonction f(...), lorsqu’on appelle la méthode g(...), on doit revenir vers le site de
l’objet base pour passer par le combView qui se rend compte que g(...) n’est supportée que par V2,
et qui reviendra donc au site de V2. Il est clair que cet aller-retour est totalement inutile. Le
remplacement systématique du this par combView dans le cas de programmation par vues simple
ne cause pas trop de problèmes (deux appels de fonctions supplémentaires). Dans ce cas-ci, le coût
est considérable.
Nous proposons donc de tirer profit de notre connaissance des méthodes offertes par vue au
moment de générer le code des vues. En particulier, nous distinguons les trois situations suivantes
(Figure 7-11):
a) méthodes définies uniquement dans la vue : puisque nous connaissons durant la génération
du code que la méthode gQ n’est définie que dans la vue V2, alors aucun changement ne sera
effectué dans cet appel. De cette façon, nous économisons deux allers-retours à travers le réseau.
b) méthodes définies dans une vue et d’autres vues/objet de base : ho est implantée par la vue
V2 et par l’objet de base. La solution est d’appeler localement la méthode hO et revenir à l’objet de
base pour le reste des appels. De cette façon, nous économisons deux allers-retours à travers le
réseau : un aller-retour à CombView et un aller-retour de Co,nbView à V2: this._v2_objetBase_hQ.
c) méthodes définies ailleurs via la clause requires du point de vue: La méthode iQ est
définie dans la classe de base car elle fait partie de la clause requires de point de vue. Alors, un tel
appel devrait passer par Co,nbView comme le montre le code en dessous (_combview.iQ).




this.gU; // appel local à gO sans passer par CombV±ew (1)
this._v2_objetnase_hO;
_combview.iU; // passe par combview
voidg() { ...





Figure 7-11 : Une vue traitant les appels localement et délègue les appels multiples à l’objet de
base.
7.3.1.3 Avantages et inconvénients
Cette approche a un handicap majeur; sa performance. En effet, la plupart des méthodes
nécessiteront un bond hop supplémentaire à travers le réseau. Si la méthode d’une vue distante doit
déléguer certaines opérations à l’objet de base, les allers-retours pourraient devenir prohibitifs.
L’avantage de cette approche est la simplicité.
7.3.2. Deuxième façon architecture deux tiers
Dans la deuxième façon (Figure 7-12), chaque site client communique directement avec les
différents sites serveurs et doit donc assurer lui-même tous les mécanismes de gestion des vues et de
composition, dont l’aiguillage des méthodes multiples, la gestion de l’état des vues (attachement et
activation, compteurs de références). Les sites clients vont aussi abriter des proxies des composants
individuels (objet de base ou vues) qui résident ailleurs.
Ceci complique considérablement la gestion du cycle de vie des vues, les appels aux
méthodes multiples (i.e. définies dans plusieurs composantes) et l’implantation d’une délégation
sécuritaire, i.e. le fait que l’appel issu d’un client qui a droit juste aux vues V1 et V2, par exemple,












Figure 7-12 : Deuxième façon : Architecture deux tiers pour les cas de plusieurs clients,
plusieurs serveurs.
Nous traiterons la question des multiples combinaisons de vues dans la section 7.3.2.1.
L’aiguillage des méthodes multiples est discuté dans la section 7.3.2.2. Nous présentons dans la
section 7.3.2.3 d’ autres opportunités d’ optimisation.
7.3.2.1 Supporter plusieurs combinaisons de vues
L’exigence initiale que nous avons posée au début de ce chapitre est toujours valable: nous
voulons toujours qu’un objet métier puisse supporter différentes combinaisons de fonctionnalités
(par exemple, une par département), pas toutes actives en même temps. Nous avons discuté dans la
section 7.2.2 de la gestion de cycle de vie des vues, et ses problèmes posés et de l’approche
solution, qui se résume à:
• utiliser une approche par compteur de références, pour les raisons expliquées dans la
section 7.2.2.2),
• utiliser trois compteurs en cascade, un par site client, binaire, utilisé pour calculer un
compteur par inteiface (i.e., par combinaison statique de fonctionnalités), qui, à son
tour, est agrégé pour un compteur global,
• utiliser le leasing pour gérer les pannes dans les sites clients, et
• utiliser une mise à jour en deux phases (locale et distance) pour les mises à jour des
compteurs pour se protéger contre les échecs (pannes) des les méthodes de gestion de
cycle de vie.
Les mêmes raisons qui nous ont amené à utiliser trois compteurs sont toujours présentes.
Notons que le compteur global et le compteur par interface doivent être gérés de façon
indépendante des clients individuels. Le compteur global doit continuer à être géré de façon globale
et centralisée. On peut le gérer soit du côté de la vue concernée, soit du côté de l’objet de base. Ce
compteur n’est pas utilisé directement par la vue, mais est modifié suite aux mises à jour des
compteurs par interface. Il n’y a donc pas grand avantage à le gérer du côté de la vue concernée.
Pour ce qui est des compteurs par interfaces, comme chaque compteur concerne une
combinaison de vues (V1+V2 ou V2 dans l’exemple de la Figure 7-13), on n’a pas grand avantage à
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les gérer du côté d’une vue versus une autre. Par contre, comme les compteurs globaux dépendent
des compteurs par interface, on a tout intérêt à les gérer dans le site contenant le compteur global.
Par conséquent, et pour simplifier le déploiement, nous suggérons de gérer les compteurs par
interface et les compteurs globaux dans le site sur lequel l’objet de base réside.
Nous examinerons les détails des compteurs dans la prochaine section, en parlant de
l’aiguillage des méthodes multiples.
7.3.2.2 Aiguillage d’appels des méthodes multiples
Comme nous l’avons mentionné au début de la section 7.3.2, pour des raisons de
performance, nous voulons que l’aiguillage vers les méthodes, qu’elles soient multiples ou simples,
se fasse directement dans les sites clients. Donc, en quelque sorte, nous retrouvons au niveau des
sites clients, le même type de mécanique que nous avions dans la programmation par vues simple
(non-distribuée) (chapitre 3), sauf que dans ce cas-ci, les vues sont à distance. La Figure
7-13 illustre cette approche dans laquelle nous avons l’équivalent de ce que nous avons appelé la






Figure 743 : Architecture à deux tiers en gérant des proxy de vues dans chaque site client.
Cette première solution ne traite pas l’aspect gestion de cycle de vie des vues puisque les
compteurs par interfaces et les compteurs globaux n’apparaissent nulle part. Si on veut combiner






• Nous générons toujours une souche (stub) et un squelette par combinaison
d’interface. Les souches résident du côté des sites clients, et les squelettes résident du
côté du site contenant l’objet de base,
• Les souches maintiennent les compteurs par clients indiquant l’état d’une vue
particulière pour le client (« off », « on », « idle »),
• Les méthodes de la souche qui gèrent le cycle de vie (attach(...), detach(...),
activate(...), deactivate(...)) se comportent comme dans le cas de l’architecture trois-
tiers
o Elles font une mise à jour des compteurs locaux (la table viewStates dans les
extraits de code de la section 7.2.3.1),
o Elles font appel à la version distance qui met à jour les compteurs par
interface du côté serveur (serveur de l’objet de base).
• Les méthodes « métiers» des vues, quant à elles, ne sont pas envoyées au squelette
qui réside sur le site serveur de l’objet de base, mais sont aiguillées en s’adressant
aux proxies locales des vues individuelles qui vivent dans différents sites. Ceci
s’applique autant pour les méthodes simples que pour les méthodes multiples, auquel
cas, la composition est définie (ou générée) auprès du client.
Vi
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Figure 7.14: Architecture à deux tiers en gérant des proxy de vues dans chaque site
client.
Les squelettes des vues combinées qui résident auprès du serveur de l’objet de base ne seront
alors contactés que pour la gestion du cycle de vie, et plus particulièrement, pour les méthodes
attach(...) et detach(...); comme nous l’avons mentionné dans la section 7.2.3.1, les méthodes
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activate(...) et deactivate(...) sont traitées localement. Les squelettes de l’objet de base, sont
contactés pour toute méthode métier implantée par l’objet de base.
7.3.2.3 Optimisations additionnelles
Considérons de nouveau l’exemple de vue discuté dans la section 7.3.1.2. Nous avons dit
dans le chapitre 3 que ce code devait être changé pour implanter la délégation en remplaçant les
références à this par des références à l’objet de base (ou au « cornbview ») pour que les appels aux
méthodes repassent par la mécanique de composition de vues.
vue V2
void f()
this.gU; // définie dans V2 seulement
this.h; // définie dans V2 et un autre vue/objet de base
this.iO; /1 fait partie de l’interface requires de l’objet
voidg() {
voidhf) {
Nous avons mentionné dans la section 7.3.1.2 que nous pouvions profiter de nos
connaissances de la localisation de l’objet de base et de ses vues pour générer du code adapté à la
topologie de l’application, pour ne pas avoir à effectuer des allers-retours inutiles. Pour cet




this.gU; // appel local à go sans passer par CombView (1)
this._v2objetnase_hO);
_combview.iO; 1/ passe par combview
voidg() { ...






Le même type de raisonnement pourrait s’appliquer dans le cas de plusieurs clients —
plusieurs serveurs, avec la différence près qu’il n’y ait pas de cornbview centralisé vers lequel re
diriger les appels aux méthodes multiples.
Comme nous l’avons mentionné dans la section 7.3.1.2, cette optimisation se ferait au prix
d’une flexibilité réduite étant donné que nous devons connaître, d’avance, la localisation de toutes
les vues avant de pouvoir générer le code d’une vue. Ceci impliquerait, entre autres, un
redéploiement de toutes les applications clients à chaque fois qu’une vue est ajoutée ou retirée au
système.
La deuxième optimisation concerne le regroupement des composantes résidant sur le même
serveur. Supposons que nous disposons de trois vues, V1, V2 et V3, et de la classe de base,
Supposons que l’objet de base réside sur Si, que V1 et V2 résident sur le site S2, et que V3 réside sur
S3.Un client CL1 qui utiliserait l’objet de base et les vues V1 et V2, n’a pas besoin de manipuler des
proxies de l’objet de base et aux vues individuelles: on peut générer une paire <souche, squelette>
pour la combinaison V1+V2 ce qui permettrait d’optimiser les appels aux méthodes supportées par
V1 et V2. La Figure 7-15 illustre cette situation.
7.4 Réalisation
Nous avons entamé la réalisation de trois prototypes pour le développement des applications
00 distribuées avec vues, afin d’implanter les trois scénarios de distribution. Le prototype, baptisé
DOC (Distributed Objects Configurator), sert à générer les codes correspondant à l’architecture




Figure 7-15 Profiter de la co-Iocalisation des composantes d’un objet avec vues pour
optimiser l’aiguillage (« dfspatch »).
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Iona OrbixTM3.O. Les autres architectures plusieurs clients et plusieurs serveurs (trois tiers cf.
section 7.3.1 et deux tiers cf. section 7.3.2) ont été essayées avec l’ORB de J2EE. Dans les deux
sous-sections suivantes, nous expliquons ces outils.
7.4.1. Implantation d’outil de la distribution d’objets avec vues: architecture
simple plusieurs clients et un serveur (DOC)
L’architecture plusieurs clients et un seul serveur est décrite dans la section 7.2. Le prototype
DOC de cette architecture dispose de trois types d’informations:
• Une liste de fichier DL générée par l’outil JavaViews,
• Une bibliothèque d’objets métiers, et
• Une liste de sites (noeuds) dans un réseau.
Avec ces informations, le prototype permet de générer le code nécessaire pour créer et
déployer une application qui utilise la distribution d’objets avec vues en utilisant l’ORB
OrbixWebTM3.O de Iona, notre plate-forme d’expérimentation. Précisément, à partir de la
spécification d’une configuration sites clients et serveurs, l’outil permet de générer:
• le code nécessaire du côté du serveur: les différents squelettes et les ties
correspondant,
• le code nécessaire du côté client: les souches,
• les aspects traitant les méthodes multiples (éditées par les usagers),
• le fichier _tie_XXXLog qui contient la description des classes et des aspects
contenant des méthodes multiple,
• le fichier _tie_XXXAjc qui contient les scripts pour combiner les aspects et les classes
correspondantes,
• Les classes Hetper et Hotder, et les interfaces Opérations.
La spécification d’une configuration à un site serveur et plusieurs sites clients consiste en la
spécification du site serveur, le choix de l’objet métier et de l’ensemble des vues que l’on voudra
qu’il supporte du côté serveur, ainsi que la spécification des sous-ensembles d’objets métiers à
déployer. La Figure 7-17 montre une image écran d’une interface graphique rudimentaire de DOC.
DOC est destiné à la programmation Java. Ainsi, les classes de base et les classes vues sont des
classes Java. Pour la génération du code de distribution (souches, squelettes, etc.), DOC utilise une
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représentation CORBA IDL des classes de base et des vues. Nous avons préféré ce format pour
pouvoir générer, ultérieurement, des clients dans différents langages (e.g. un client écrit en C++
alors que le serveur est écrit en Java). La génération des souches, des squelettes, etc. est réalisée à
l’aide de l’outil ANTLR (e.g. grammaire de DL écrit en ANTLR). La liste intitulée «Core Classes»
montre les classes de base. La Liste «Views seen by sites» montre la liste des vues (et objet de base,
le cas échéant) perçues par les sites clients présentement sélectionnés dans la liste Clients. Des
options du menu Client permettent de générer le kit de distribution pour le client sélectionné. Idem
pour le Serveur.
7.4.1.1 Exemple de t’architecture plusieurs clients et un serveur
Considérons l’objet de base (Client) et les deux vues fidetiteClient et Esti,nationCreditClient
dans une application traitant les comptes banquières (Figure 7-16).
Objet de base: Client.
Vue 1 Fidélité du client (FideliteCtient).















Figure 7-16 : Objet de base Client et deux vues FideliteClient et EstimationCredïtClient
À partir de ce modèle d’objet, nous obtiendrons les interfaces de l’objet de base et les vues
sous forme interface DL (voir section 6.2.1).
D’abord, nous configurons les machines clientes, les serveurs, l’objet de base et les vues
(Figure 7-17). L’objet «Client» et les deux vues (Fidélité et EstimationCredit) résident sur le
serveur savane.iro.umontreal.ca. L’ usager (arabica.info.uqam.ca) souhaite d’accéder à l’objet Client
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Figure 7-17. Interface Graphique de DOC, un outil de configuration et de génération d’objets
distribués avec vues
Nous pouvons visualiser les réseaux entre les différentes machines (serveurs et clients). Les
serveurs sont représentés par les rectangles blancs et les clients sont représentés par les rectangles
brunes (Figure 7-18).
Figure 7-1$. Deux serveurs et cinq clients.
À partir la Figure 7-18, le menu client permet de générer les interfaces vues par le client





F,. IlaS,s Viw ‘. R.iver
lnfn I aile i coDa I czrph I




ai aLair.a ii-tin r rr4ai
I *i •ri’iFn .T’•t rT TT .rTnrTrt,1rt,.t
ru. - o I.. Vieu ‘il.wCQInt Or’u-er 11.nt I ip - - —— —-
I I I *ur.lere.uci.m.c.I I rnI in1ouq.i-e.e,
I savane.iro.ufl,oi,treaLca I





void ajouterClient(in Client cl);
void modifierClient f)
string getNumeroClient f);
Le module de ClientFideliteClientEstimationCreditClientarabica représente l’interface du
client sur la machine arabica. Ce client veut accéder aux deux interfaces de l’objet de base:
FideliteClient et EstimationCreditClient. Il faut inclure au début le module de la classe de base,
ensuite, ajouter les interfaces en DL des ces interfaces et finalement déclarer l’interface complète.
















interface Client ClientCorearabica::Client ,FideliteClient
EstimationCreditClient f
Figure 7-19. Interface Client héritant de deux vues FideliteClient et EstimationCreditClient.
Puis, à partir de la grammaire de DL écrite en ANTLR, nous analysons les fichiers de la
Figure 7-19 afin de générer les souches, les squelettes, les ties et toutes les classes nécessaires pour
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distribuer l’objet Client et ses vues. Nous stockons les informations extraites de ces interfaces IDL
dans une structure de données qui est décrite dans la section suivante.
7.4.1.2 Structure de donnée utilisée dans l’architecture plusieurs clients et un serveur
De cette spécification, nous avons développé un meta-modèle des différentes entités
(structure de données) pour préserver les informations de cette configuration (i.e. les clients
existants, les serveurs, les liens entres eux, les vues demandées par chaque client, etc.). Cette
structure consiste en un modèle objet contenant trois sous-systèmes : 1) Client-Serveur-Vue:
traitant les clients, les serveurs, les vues et les objets de base, 2) Membre-StubSkeleton : générant
les souches, les squelettes et les ties, et 3) Interface-Graphique : réalisant l’interface entre
l’utilisateur et le système (Figure 7-20).
Les informations préservées sont utilisées afin de générer les différentes configurations du
réseau, les liens entre les entités existantes, les souches, les squelettes, les ties et les aspects
nécessaires. Un objet de base a un ou plusieurs points de vues, et par la suite un ou plusieurs vues.
Un client peut avoir un ou plusieurs vues. Ainsi, un serveur héberge un ou plusieurs objet de base et
vues, etc.
Les souches générées par notre outil manipulent les méthodes multiples en invoquant toutes
méthodes disponibles du côté serveur. Les souches gardent une table de hachage de toutes les vues
supportant les méthodes, en particuliers les méthodes multiples. Quand une souche reçoit une
requête (exécution d’une méthode), elle va vérifier si cette méthode est multiple ou non. Si ta
méthode est multiple, la souche va invoquer toutes les versions de cette méthode et du côté serveur,
l’usager va décider quelle méthode sera appelée. Sinon, elle va invoquer une méthode simple. Dans
notre cas, la méthode imprime Client() est une méthode multiple. Notre outil aussi génère des
squelettes et des ties. Les squelettes aiguilleront les appels vers les ties. Ces ties seront combinés
avec les aspects édités par les usagers pour résoudre les problèmes des méthodes multiples. Par
défaut, les ties appellent toutes les versions des méthodes qui doivent être implantées par les
différentes parties de l’objet de base.
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7.4.2. Implantation de l’outil de la distribution d’objets avec vues: architecture
plusieurs clients et plusieurs serveurs
L’architecture plusieurs serveurs et plusieurs clients est elle-même traitée par deux
scénarios : architecture trois-tiers (cf. section 7.3.1) et architecture deux tiers (cf. section
7.3.17.3.2). En fait, nous avons implanté deux exemples pour ces architectures en utilisant l’ORB
de J2EE. Cet ORB nécessite les interfaces Java (à la place de l’interface IDL dans le cas précèdent)
pour spécifier quel client demande quelles interfaces d’objets. À partir de ces interfaces Java,
l’ORB de J2EE génère automatiquement toutes les classes et les interfaces pour la distribution
d’objets sur une de ces deux architectures.
Pour chacune de ces architectures, nous ajoutons manuellement les codes i) de la délégation
des méthodes, ii) des compteurs de références et ii) traitant les exceptions soulevées dans les
systèmes distribués pour supporter la programmation par vues. Dans cette expérimentation, nous
avons utilisé la plateforme distribué J2EE (open source) offrant les services de l’ORB.
Figure 7-20 : Modèle de données préservant les différentes configurations des vues, objet de
base, clients et serveurs.
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L’architecture trois-tiers est simpte à impLanter puisque le serveur au milieu masque les
appels des méthodes résidant sur des serveurs distants. En fait, une simple modification du code de
l’objet de base résidant sur le serveur au milieu est suffisante pour supporter la délégation des
appels à distance en utilisant une liste des vues indiquant si une vue est implantée localement ou à
distance.
L’architecture deux-tiers est plus compliquée à implanter par rapport à t’architecture trois-
tiers, puisqu’il faut gérer les compteurs de références et la délégation entre chaque client et serveur
sans même passé par le serveur sur lequel l’objet de base réside.
7.5 Synthèse
Dans cette deuxième partie de ma thèse, nous nous intéressons aux points suivants
• Variabilité 1 : une entité change son comportement durant sa durée de vie,
• Variabilité 2: Le besoin qu’une entité ou un objet offre différentes combinaisons de
fonctionnalités à différentes applications, simultanément.
• Variabilité 3 : La possibilité que les données relatives à chaque fonctionnalité
puissent être la propriété des différents départements et par conséquent elles peuvent
résider sur des sites différents.
Ces variabilités tiennent compte des systèmes d’information distribués, et qui offrent, en
infine temps, différents ensembles dynamiques de fonctionnalités à dfférents utilisateurs. La
recherche et la technologie orientées objet ont déjà résolu, partiellement, chacun de ces problèmes
de façon indépendante. Mais, nous avons essayé de les résoudre ensemble en profitant du niveau
d’abstraction entre les clients et les serveurs. Notre solution montre que
• Il est possible de réaliser ces variabilités en profitant du même niveau d’abstraction
offert par la plateforme distribuée CORBA,
• Cette façon est efficace. Nous avons vu une implantation simple et naïve dans la
section 7.2 (un serveur-plusieurs clients). Dans cette implantation, ces variabilités
sont réalisées car les vues et l’objet de base résident sur le même serveur et les
attach() et detach() des méthodes sont effectués localement. Cependant, cette
implantation devient plus compliquée dans le cas plus réaliste (plusieurs serveurs -
plusieurs clients, cf. section 7.3). Par exemple, la délégation de méthodes dans ce cas
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réel se complique lorsqu’on tient compte des retours d’appels à l’objet de base
chaque fois qu’on a la variable this dans une vue donnée. Au lieu de revenir à l’objet
de base pour chaque appel avec this, nous avons proposé une transformation du code
permettant d’optimiser les allers-retours (cf. section 7.3.2.3).
• Cette façon est transparente pour l’utilisateur. Chaque utilisateur peut spécifier les
composantes (objet de base et vues) demandées en utilisant les interfaces de ces
dernières. Il peut aussi invoquer les méthodes de ces composantes sans tenir compte
de la façon dont les vues et l’objet de base sont implantés (sur un seul ou plusieurs
serveurs).
En résumé, la distribution d’objets avec vues permet d’offrir différentes combinaisons à
différents usagers simultanément, même que si les vues résident sur les mêmes sites ou non.
Cependant, il y a le prix à payer pour gérer les combinaisons des vues qui peuvent être partagées,
attachées et détachées par plusieurs clients simultanément et dynamiquement. Nous avons fait face à
l’effet combiné des difficultés de performance liées à la distribution, et de la simulation de la
délégation, nécessitant plusieurs allers-retours entre les composantes de l’objet. Nous avons exploré
quelques stratégies d’optimisation, mais il en existe bien d’autres. En fait, notre problème est bien
adapté aux stratégies de duplication. Pour le cas de plusieurs clients-plusieurs serveurs, il s’agit de
dupliquer les vues auprès du site abritant l’objet de base pour pouvoir effectuer tous les traitements
localement (sur le serveur) et propager les modifications uniquement à la fin d’un traitement. Cette
solution serait d’autant plus efficace pour les vues purement fonctionnelles qui ne comportent pas
de données propres. La plupart des optimisations envisagées nécessitent une connaissance préalable
de la topologie de l’application en terme de distribution de vues et de besoins des programmes
utilisateurs. Nous n’avons pas fait une étude analytique avec la distribution des objets traditionnelle
mais cela pourrait être une recherche future.
7.6 Conclusion
Dans ce chapitre, nous avons examiné la problématique de la distribution d’objets avec vues.
La programmation par vues simple permet de traiter les cas où des objets changent de





• La possibilité d’offrir différentes combinaisons de fonctionnalités à différents
utilisateurs (d’autres applications), et
• La possibilité, pour les diverses composantes fonctionnelles de l’objet, de résider sur
des machines différentes.
Comme nous l’avons mentionné dans l’introduction de cette partie, ta recherche et la
technologie en informatique ont déjà résolu chacun de ces problèmes, mais séparément, à chaque
fois en introduisant un niveau de séparation ou d’abstraction entre l’implantation d’une application
et ses utilisations, que ce soient les vues en bases de données ou les environnements de distribution
orientés objet. Nous avons tenté de profiter de cette même couche d’abstraction pour supporter les
trois variabilités, simultanément, sans cumuler les coûts typiquement associés à chacune des
variabilités prise à part. Notons que nous n’avons pas fait une étude de coût formellement.
Dans le cas où l’objet de base et ses vues résident sur le même serveur, nous avons montré
que le niveau d’abstraction offert par les architectures du type CORBA permettait de répondre aux
trois variabilités sans trop d’encombres. La gestion du cycle de vie des vues demande une gestion
de cohérence entre les différents compteurs et en particulier la gestion des méthodes attach() et
detach() et la panne d’un programme client.
Dans le cas où l’objet de base et ses vues résident sur des machines différentes, la gestion des
compteurs et l’aiguillage des méthodes multiples est plus compliquée. Effectivement, les
applications qui font référence à des bases de données distribuées font face à des problèmes
similaires de performance. Ce qui complique le traitement de notre côté, c’est la délégation: pour
la simuler avec l’agrégation, un traitement qui rentre dans un « site» doit revenir au prochain appel
de fonction au site de l’objet de base (cf. sections 7.3.1.2et 7.3.2.2). Remédier au problème de
broken delegation dans l’environnement distribué coûte très cher surtout si le couplage entre les
différentes composantes (objet de base d’une part et vues d’autre part) est élevé. La meilleure
situation arrive quand les vues ne sont pas très liées à l’objet de base (voir plus de détail dans [Mili
et al., 02]).
Nous avons alors exploré différentes façons d’optimiser le code des vues pour minimiser le
trafic nécessaire à l’exécution d’une simple méthode. Une connaissance préalable de la topologie de
l’application nous permet de réaliser certaines optimisations. Cependant, ces optimisations sont
faites au prix de la flexibilité.
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Chapitre 8 : Conclusion
8.1 Rappel du problème à résoudre
Dans un système d’information, un objet d’appLication peut changer de comportement durant
sa vie, en fonction des rôles qu’il peut jouer dans les divers processus d’affaires de l’organisation.
Ainsi, les fonctionnalités rattachées à un employé sont appelées à changer à partir du moment où
l’employé est engagé pour un poste stagiaire, au moment où il accède à un poste régulier, au
moment où il accède à des postes de gestion et à sa retraite. Chaque phase de sa carrière est
caractérisée par un ensemble de fonctionnalités qui se superposent. La progrannarion par vues
[Dargham, 011 s’est donné comme objectif de supporter cette évolution de comportement des objets
durant leur vie, dans les langages de programmation orientés objet, typés et industriels. Qui dit
langage typé dit que le mécanisme de support pour les vues doit être minimalement sécuritaire et
vérifiabLe au moment de la compilation. Qui dit industriel dit que nous devons être capable de
supporter la programmation par vues dans le langage hôte tel quel ou moyennant un prétraitement
qui produirait un programme standard. Ces deux contraintes ensemble posent des défis
considérables.
Le problème d’offrir différentes fonctionnalités à différentes applications (ou usagers) a été
résolu dans le cadre des bases de données par le mécanisme des vues, mais pas dans le cadre des
appLications orientées objet. De même, la transparence de la localisation est un problème résolu
dont s’accommodent tous les intergiciels modernes, mais n’a pas été traité dans le cadre de
techniques de progranunation orientée aspects.
Alors que la programmation par vues tentait de répondre à la variabilité dans le temps, de
l’association <classe, comportement>, dans ce travail nous sommes intéressés à deux variabilités
supplémentaires (voir l’exemple de la section 1.2.2):
• la relation <utilisateur, <classe, comportement», reliant le comportement d’une
classe à un ensemble de ces utilisateurs, et
• la relation <machine, <classe, comportement», reliant chaque comportement d’une
même classe à la machine ou noeud du réseau dans lequel le comportement réside.
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Ces deux dernières variabilités tiennent compte des systèmes d’information distribués, et qui
offrent, en même temps, dtfférents ensembles dynamiques de fonctionnalités à dtfférents utilisateurs.
La recherche et la technologie orientées objet ont déjà résolu chacun de ces problèmes de façon
indépendante. Dans ce travail, nous avons cherché à les résoudre dans un cadre unifié, et ce pour
deux raisons
• les trois types de variabilités se produisent souvent ensemble dans les systèmes
d’information d’envergure, et
• il est possible de profiter du cadre de solution pour l’une de ces variabilités—en
l’occurrence la distribution—pour supporter les deux autres, sans avoir à souffrir des
coûts prohibitifs au niveau de l’implantation.
Dans les deux sections suivantes, nous décrivons le travail accompli et les problèmes ouverts.
8.2 Travail accompli
8.2.1. Approche
Nous avons choisi d’implanter la programmation d’objets distribués avec vues dans le
langage Java et dans le contexte de l’architecture de distribution CORBA. Le choix du langage Java
était motivé par, i) sa popularité, en faisant un langage de choix, autant pour la recherche que pour
le développement industriel, et ii) ses caractéristiques «features », qui rendent la mise en oeuvre de
certains mécanismes nécessaires à la programmation par vues plus aisée. En particulier, nous nous
sommes inspirés des difficultés rencontrées lors de l’implantation C++ pour réviser certains choix
de conception. Par exemple, l’implantation C++ s’était fixée comme objectif d’ajouter des vues à
une classe C donnée sans en modifier le code, pour permettre l’ajout de vues à des classes dont on
ne disposait pas forcément du code source. Cependant, nous payions le prix de cette contrainte par
le fait que nous devions modifier le code des applications existantes qui utilisaient la classe C. Ce
qui s’est avéré beaucoup plus problématique [Dargham, 01]. Dans ce travail, nous avons privilégié
la transparence par rapport au code d’application, au prix de modifier les classes auxquelles on
ajoutait des vues. Cette approche est tout à fait acceptable, surtout qu’il existe de nos jours des
librairies du domaine public permettant la manipulation directe du bytecode.
Nous avons choisi CORBA pour plusieurs raisons i) le fait que la métaphore de distribution
utilisée est indépendante du langage de programmation, ii) la maturité du standard au moment où
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ces travaux ont débuté (1999), contrairement à l’architecture J2EE, par exemple, qui était dans ses
premiers balbutiements, et iii) le fait que CORBA ait été un standard industriel (de l’OMG) [OMG,
02], contrairement aux architectures propriétaires telles que DCOM de MicrosoftTM. Notons,
cependant, que l’essentiel des mécanismes utilisés de CORBAIJava se retrouvait aussi dans les
autres plateformes distribuées telles que Java RMI ou J2EE: j) l’idée de définir les fonctionnalités
des objets par des interfaces—interfaces IDL pour CORBA et Java pour Java RMI et J2EE—ii) le
support à L’invocation de méthodes à distance grâce à une implantation du patron «proxy », avec
une « souche » du côté client, et un squelette du côté serveur, qui déléguait le traitement à un objet
d’application.
Notre travail a montré qu’il était possible de profiter de l’abstraction offerte par les cadres de
distribution à base de CORBA pour supporter les deux autres variabilités et à moindre coût:
• on pouvait profiter du niveau d’abstraction (transparence) entre clients et serveurs de
sorte que le même objet serveur puisse supporter différentes interfaces fonctionnelles
qu’il exposerait à différents clients,
• on pouvait profiter de ce même niveau d’abstraction nécessaire à la distribution pour
cacher à l’utilisateur toute la quincaillerie sous-jacente à la mise en oeuvre de la
programmation par vues.
Lorsqu’un objet et ses vues résidaient sur le même serveur, la solution était particulièrement
élégante et efficace. Lorsque un objet et ses vues résidaient sur des sites différents, les
considérations de performance imposaient une quincaillerie interne assez Lourde.
8.2.2. Contributions
Une première implantation de la programmation par vues a été développée pour le langage
C++ [Dargham, 01]. Cette première implantation a établi certains principes d’implantation, mais
aussi mis en évidence plusieurs problèmes, certains fondamentaux, dus à la nature du problème—
supporter la classification dynamique (changement de comportements) dans un langage avec typage
statique (vérification des types durant la compilation)—et d’autres, mineurs, dus à des mauvais
choix d’implantation (représentation des vues comme classes indépendantes de la classe de base).
Nous avons élaboré un cadre de développement (méthode et outils), pour supporter le
développement des applications orientées objet en utilisant la programmation par vues afin de faire
évoluer l’ensemble de fonctionnalités offertes par un objet. Dans ce cadre, nous avons essayé de
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répondre aux différentes exigences posées dans la section 3.2 (changement dynamique de
comportement, sécurité de type, différentes combinaisons des fonctionnalités à différents clients,
délégation des méthodes, aiguillage de méthodes multiples, etc.). Pour le problème de changement
dynamique de comportement et sécurité de type, nous avons utilisé l’idée d’élargir l’interface de
l’objet au moment de la compilation pour englober toutes les vues possibles, mais de faire
l’aiguillage des appels au moment de l’exécution pour traiter chaque message avec l’ensemble de
méthodes présentement disponibles (cf. section 3.3.2). Pour le problème de l’aiguillage des
méthodes multiples, nous avons spécifié les règles de composition des méthodes multiples (cf.
section 3.3.2.2). Pour le problème de délégation, nous avons opté pour une approche de
transformation de code pour implanter la délégation respectée (cf. section 3.3.3). Nous avons
développé l’outil JavaViews qui implante la programmation par vues en Java selon les
spécifications décrites dans la section 3.3. La limite de cet outil consiste à trouver un compromis
entre la délégation respectée et le broken detegation (cf. section 3.3.3). Mes contributions dans cette
partie sont résumées comme suit:
• un cadre théorique de la programmation par vues dans lequel nous avons tenu compte
des leçons apprises de l’implantation C++ (cf. sections 3.3 et 3.4),
• une implantation de la programmation par vues en Java dans laquelle nous avons
tenu compte des spécificités du langage Java (cf. section 3.5).
Nous avons réalisé une étude de cas dans laquelle nous avons comparé les quatre techniques
de programmation : OOP, SOP, AOP et VOP. Cette étude a eu comme objectifs l’amélioration de la
programmation par vues. Nous avons constaté que les techniques AOP, SOP et VOP peuvent
automatiser la plupart des tâches quand des nouvelles exigences seront ajoutées. L’avantage de
VOP est l’aspect générique des points de vues et le changement de comportement durant
l’exécution (cf. chapitres 4 et 5).
Notre contribution aussi a été d’utiliser le niveau d’abstraction introduit par les cadres de
distribution (CORBA, RMI, EJB) entre les objets distribués et leurs utilisateurs (applications
clientes) pour implanter la mécanique nécessaire pour, i) évoluer l’ensemble de fonctionnalités
offertes par un objet (programmation par vues), et ii) offrir différents sous-ensembles de ces
fonctionnalités à différentes application clientes. Nous avons exploré différents scénarios de
distribution, et identifié des stratégies pour diminuer le surcoût de communication et de
coordination entre les différentes composantes fonctionnelles d’un objet. Effectivement, le
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traitement de ta distribution et de la possibilité de supporter plusieurs ensembles de vues
simultanément est nouveau. Ça consiste en:
• un cadre théorique de la distribution d’objets avec vues,
• un outil de configuration des vues, de l’objet de base et des sites (clients et serveurs),
• des prototypes d’implantation des deux scénarios: un serveur plusieurs clients et
plusieurs serveurs plusieurs clients,
• des techniques d’optimisation du dispatcher pour minimiser les allers-retours dans le
cas de plusieurs serveurs — plusieurs clients.
Dans la prochaine section, nous examinerons certains problèmes ouverts relatifs à ce travail
et au développement par aspects en général.
8.3 Problèmes ouverts
Ce travail a soulevé un certain nombre de problèmes. Dans cette section, nous examinons
brièvement trois questionnements issus de ces travaux.
8.3.1. La programmation par vues sert-elle vraiment?
Il ne fait aucun doute que le problème technique que nous avons essayé de résoudre est réel:
Le besoin est d’avoir un modèle ou un paradigme de programmation qui permette aux objets de : i)
changer de comportement durant leur vie, ii) de présenter différentes interfaces des comportements
à différents utilisateurs et iii) d’être partiellement résidents (ou propriétés) de différents sites dans
un environnement distribué. La question que nous nous posons ici:
• étant donné les difficultés techniques que nous avons eu à surmonter, ce problème
technique vaut-il la peine d’être résolu?
• quelles sont les autres alternatives pour faire face à ce problème?
La programmation par vues est une des approches qu’on décrit communément comme approches de
développement par aspects. Ces approches ont différentes motivations et différentes
caractéristiques techniques, mais elles permettent toutes de modifier le comportement de classes
existantes après coup, en ajoutant du comportement, de façon plus ou moins dynamique, à
différents points de connexion—ou points de jointure, pour utiliser la terminologie de A5pecLTTM—
dans une classe. Nous reformulons alors nos deux questions, i) les approches de développement par
aspects valent-elles la peine, et si oui, ii) quelle approche utiliser dans quel cas.
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Dans le cadre de ce travail, nous avons réalisé une étude de cas dont l’objectif était,
principalement, d’expérimenter et de valider notre implantation Java Views pour nous assurer de
couvrir l’essentiel des besoins et éventuellement, de comparer les différentes approches pour
déterminer quelle approche était adaptée à quel type de problème. Il est commun de distinguer entre
aspects fonctionnels et aspects architecturaux, et d’associer la approche Aspectl’M à la
modularisation des aspects architecturaux et l’approche Hyper/J à la modularisation d’aspects
fonctionnels. Notre programmation par vues est plus proche de Hyper/J et nous semble aussi, plus
adaptée à la représentation d’aspects fonctionnels.
L’exemple, que nous avons traité, a inclus une évolution simple et assez banale des exigences
fonctionnelles. Malgré des différences notables au niveau de la maturité et de l’aisance d’utilisation
entre les trois approches’8, les trois approches ont fait face à la même difficulté : le besoin de
modifier un comportement à un niveau plus atomique/granulaire que ce que les trois approches
offraient, nous forçant, dans chaque cas, à faire des acrobaties pour accommoder le changement
requis. Les limites théoriques des trois approches sont connues—voir documentation. Ce qui ne
l’était pas était la simplicité ou la banalité des problèmes qui pourraient nous amener à ces limites.
Quand nous avons considéré des exigences architecturales, nous avons été, de même
confronté à des détails de bas niveau. Dans les deux cas, une bonne conception, au départ, était la
meilleure garantie d’une évolution aisée.
Faut-il conclure que le développement par aspects ne permet de résoudre que les problèmes
faciles?
Pas forcément. De la même façon que le paradigme objet n’a commencé de réaliser les
bénéfices attendus que lorsque nous avons adopté t’abstraction de l’objet aux composants logiciels,
le même phénomène pourrait se produire avec le développement par aspects les bénéfices
escomptés ne seront pas réalisés parce que nous éviterons d’éditer une méthode d’une classe, mais
se feront sentir à des niveaux d’abstraction plus élevés.
8.3.2. Problèmes théoriques
La programmation par vues, et le développement par aspects en général, pose un certain
nombre de problèmes théoriques qui n’ont pas encore de solution. L’un des problèmes
fondamentaux est de prédire ou de valider l’effet d’ajouter un comportement à une classe ou à un
18 Avec AspecUTM classé meilleur, suivi de HyperJTM, suivi de notre programmation par vues.
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ensemble de classes sur le système de typage. La programmation par sujets est en partie, à la base
du problème de fusion des hiérarchies de classes et la sémantique de cette fusion a été l’une des
principales préoccupations de cette technique. Elle a aussi grandement motivé son langage de
composition [Ossher et al., 95]. Dans [Miti et al., 97], Miii et al. ont tenté de définir un cadre
théorique pour la programmation par vues, mais ce cadre n’a pas abouti à un modèle
mécaniquement variable. La programmation par aspects selon AspectJTM considère sémantiquement
acceptable tout ce que le compilateur Java est capable d’accepter et n’a pas de théorie de ce qu’est
un aspect et du type de changements qu’il peut effectuer sur les classes existantes. Ces trois
approches pourraient bénéficier d’un cadre théorique plus solide. Certains travaux récents ont été
effectués dans ce sens, mais ils s’intéressent souvent à un modèle réduit de la programmation par
aspects.
Notre traitement de la délégation pour le cas où l’objet distribué doit supporter plusieurs
combinaisons de vues a soulevé un problème de taille au niveau de la sécurité. Notre modèle
binaire de délégation (broken detegation versus délégation totale) a montré ses limites. Pour
empêcher que l’appel à une fonctionft...) de la vue V1 de la part d’un utilisateur qui n’a droit qu’à
l’objet de base et la vue V1, ne sorte de l’objet de base et de la vue V1 , il nous faut passer outre le
modèle de délégation traditionnel et adopter un modèle plus flexible. Nous avons mis les bases d’un
tel modèle dans les chapitres 3 et 7. Une étude plus poussée permettrait de proposer une solution
générale.
8.3.3. La programmation par vues peut-elle être mieux implantée en Java?
La réponse est certainement oui. Dans ce travail, nous avons fait certains choix conceptuels I
théoriques, mais nous avons aussi fait des compromis pratiques.
L’idée de supporter la dynamicité de comportement avec un langage typé sans toucher à la
machine virtuelle était en même temps un choix conceptuel qu’un compromis pratique. Sur le plan
conceptuel, ne pas toucher à la machine virtuelle permet d’avoir du code compilé portable.
Cependant, implanter le changement dynamique des classes en interceptant les appels des méthodes
a un attrait certain. Des approches récentes [Douence et al., 05] et [aspectWerkz, 05], qualifiées
globalement comme programmation par aspects dynamiques, sont basées sur cette technique. Sur
le plan pratique, l’approche transformation du code est plus légère et permet de tester différentes
stratégies de sotution plus rapidement.
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Pour ce qui est de la distribution d’objets avec vues, nous avons fait face à l’effet combiné
des difficultés de performance liées à la distribution et de la simulation de la délégation, nécessitant
plusieurs allers-retours entre les composantes de l’objet. Nous avons exploré quelques stratégies
d’optimisation, mais il en existe bien d’autres. En fait, notre problème est bien adapté aux stratégies
de duplication. Pour le cas de plusieurs clients plusieurs serveurs, il s’agit de dupliquer les vues
auprès du site abritant l’objet de base pour pouvoir effectuer tous les traitements localement (sur le
serveur) et propager les modifications uniquement à la fin d’un traitement. Cette solution serait
d’autant plus efficace pour les vues purement fonctionnelles qui ne comportent pas de données
propres. La plupart des optimisations envisagées nécessitent une connaissance préalable de la
topologie de l’application en terme de distribution de vues et de besoins des programmes
utilisateurs. Cette connaissance permettrait alors de générer du code optimisé pour cette topologie et
pour ces patrons d’accès. Le changement de l’un ou de l’autre nécessiterait la régénération et le
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CAnnexes
L’annexe A décrit brièvement un manuel d’utilisation de l’outil JavaViews et la grammaire
ANTLR étendue utilisée dans cet outil. L’annexe B décrit les cas d’utilisation de l’application du
commerce électronique utilisée dans les chapitres 4 et 5 pour vaLider notre approche JavaViews.
L’annexe C présente le modèle objet décrivant en détails les entités de cette application. L’annexe
D décrit l’approche de l’héritage et de la délégation. L’annexe E décrit HyperJTM. L’annexe f
contient les codes pour transformer une application locale en une application distribuée. L’annexe G
présente le problème d’appels des méthodes dans l’environnement distribution, finalement,
l’annexe H décrit un exemple des vues dans les bases de données.
Annexe A : Manuel d’utilisation de JavaViews et ANTLR
Dans cette annexe, nous montrons un manuel d’utilisation et quelques lignes de code de
l’outil JavaViews écrit selon la grammaire ANLIR. Cette dernière implante la programmation par
vues en Java.
Pour construire cet outil, nous avons installé ANTLR à partir du site
http://www.jguru.com/ANTLR. Nous avons modifié cette grammaire pour supporter les
points de vues, les vues et leurs relations avec les classes existantes. Cette grammaire nous permet
d’extraire les classes de base et les vues sous forme de classes internes. La grammaire ANTLR
passe par trois étapes pour être appliquée Dans la première étape, nous construisons l’outil
JavaViews en utilisant le fichier (build). Dans la deuxième, nous l’appliquons à des vues, à des
points de vues et à des classes en utilisant le fichier (runnit). Dans la troisième étape, la technique
AspectJTM est appliquée sur les classes et les aspects résultant de l’étape 2 afin d’obtenir des classes
Java standard supportant la programmation par vues.
Étape I : nous appliquons la commande build, qui construit l’outil JavaViews correspondant
à la grammaire ANTLR. Notons que ANTLR est écrit sous forme de règles. build transforme ces
règles en classes Java. Elle se traduit par la commande suivante «java antlr.Tool java.g» qui génère
un parseur en Java ayant plusieurs classes «JavaLexer, JavaXref.java, etc. ». De plus, elle génère




attributs, les vues, les points de vues, etc. Une fois nous avons toutes ces classes en Java, cette
commande compile ces classes en appliquant te compilateur Java standard.
Étape 2 : nous appliquons la commande runnit diri dir2...dim. Elle applique la grammaire sur
les répertoires ou les fichiers énumérés sous la forme suivante «diri dir2. . . dim ». En fait, ce fichier
contient la commande suivante : «java com.magelang.xref.JavaXref $ », qui permet de faire
passer, tous les fichiers spécifiés, par la grammaire JavaXref. Cette commande génère les classes
correspondantes aux classes existantes, aux vues, aux points de vues et aux nouveaux aspects. Par
exemple, un aspect contient les appels des méthodes des classes internes. Le code suivant illustre un
exemple. Cet aspect aiguille l’appel de la méthode setLirniteCredit(..) vers la classe interne.
aspect EstimationClient
public void Client.setLirniteCreditffloat yO){
((EstimationCreditClient) viewList . get (“EstimationCreditClient
“)) .setLimiteCredit( yO);
Étape 3 : AspecU’TM est appliqué pour combiner les aspects avec les classes. Cette étape
génère finalement des classes en Java à utiliser dans les applications demandées.
Grammaire ANTLR Étendue
ANTLR est un générateur d’analyseur syntaxique et lexical permettant de générer du code en
plusieurs langages de programmation, tels que Java, C/C++, etc. Ce générateur offre un excellent
support pour la construction des arbres syntaxiques, des arbres de parcours et de translation du
code selon le besoin [Terence, 04]. Nous utilisons cet outil d’analyse de codes pour supporter les
deux points suivants:
• développer un analyseur lexical, syntaxique et sémantique de point de vues, des vues
et des codes java afin de supporter le développement des applications 00 avec vues
(pour plus de détail, vous pouvez consulter le chapitre 3).
• développer un générateur TDL dans l’environnement distribué afin de supporter le
développement des applications 00 distribuées avec vues (distribution d’objets avec
vues, voir plus de détail dans le chapitre 7).
Dans cette section, nous expliquons certaines règles de la grammaire étendue de ANTLR, les
analyseurs lexical et syntaxique.
Règles de la grammaire ANTLR
Nous expliquons seulement quelques règles que nous avons ajoutées à la grammaire ANTLR
pour supporter la programmation par vues. Cette grammaire supporte les constructions de cette
‘II
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programmation: la syntaxe de vues, points de vues et les liens entre les points de vues et les objets
de base. Nous montrons les règles suivantes: ta règle (composition Unit) spécifie la définition d’une
classe, d’une interface, d’une vue ou d’un point de vues (typeDefeinition). La règle (viewDeflnitioiz)
spécifie la définition d’une vue et d’un point de vue. La règle (representView) spécifie la
représentation d’une vue et la règle (viewpointDeflnition) spécifie la définition de point de vue. Les
trois clauses d’un point de vue sont : requires, provides et wraps (viewPointBlock). Dans ce qui
suit, nous montrons quelques règles de La grammaire ANLTR étendue.







class JavaXref extends Parser;
compilat ionUnit
t packageDefinition
/k nothing */ {useDefaultPackagef);}
t importDefinifion )*
7/ Wrapping things up with any number of class or interface
// definitions
typeDefinition ) *
/7 When we reacli end—of—file, teil the symboltable
EOF!
{endFile();} // if a package were defined, pop its scope
// A type definition is either a class or interface definition.
/1 We add view point and view options, 2002
typeDe finition















representView// new rule, view representation
“represents” identifier “via identifier
// rule added by Hamid Mcheick, 2002
viewBlock
LCURLY!
(identifier identifier identifier SEMI)*
RCURLY!
// rule added liy Hamid Mcheick, 2002
viewpointDefinition! [AST modifiera]
options {defaultErrorHandier = true;} //ANTLR handie errors.
“viewpoint” IDENT
viewPointBlock











Dans cette grammaire, nous avons utilisé cet analyseur comme tel sans aucune modification.
Voici quelques lignes de cet analyseur:







La commande java antlr.Too java.g génère les fichiers suivants
JavaLexer.java définit un analyseur lexical en Java de la grammaire Java.
JavaXRef.java contient la syntaxe.
JavaTokenTypes.java énumère les noms de jetons utilisés dans la grammaire. Par exemple
CLASS_DEf= 14, TNTERFACE_DEF= 15, PACKAGE_DEF= 16 énumèrent les définitions d’une
classe, d’une interface et d’un package respectivement.
Analyseur syntaxique
ANTLR permet de définir un parseur qui accepte les jetons (tokens) définis à l’aide de
l’analyseur lexical. Les actions peuvent être insérées dans les règles selon les besoins et elles sont
écrites en Java. Nous illustrons l’insertion des actions en utilisant la règle suivante qui montre une
déclaration d’une méthode. Les actions sont les déclarations au début et à l’intérieur de la règle. La
règle traitant la méthode suivante imprime le type et le nom de la méthode suivante
/// rule added by Hamid Mcheick, 2002
declarat ion_method









Annexe B : Cas d’utilisation avant et après le changement de l’exigence
Dans cette section, nous expliquons en détail les différents cas d’utilisation (avant et après le
changement des exigences) décrivant le système du commerce électronique utilisé dans les
chapitres 4 et 5. Ces cas d’utilisation peuvent être résumés comme suit:
Cas 1 : Gestion des clients
vi
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- Nom : GérerClient.
- Description courte permet d’inscrire, de supprimer ou de modifier les informations
personnelles d’un client.
- Description détaillée : Ce cas d’utilisation est déclenché suite à la demande d’un client. Il
offre la possibilité d’enregistrer, de modifier, de supprimer et de consulter l’information concernant
les clients, i.e. le numéro, te nom, l’adresse, te numéro de téléphone et le numéro de fax. Il permet
aussi d’établir la liste des clients spécifique pour l’entreprise.
Acteurs : client et employé.
- Pré-conditions : aucune.
- Séquence normale d’interaction:
• Le client invoque le système.
• II choisit dans un menu la fenêtre gestion des clients « GérerClient ».
• Le système affiche un écran interactif à cet effet.
• L’utilisateur identifie le type de manipulation souhaitée : ajouter un client (voir sous
séquence « AjouterClient >, modifier un client (voir sous séquence
«ModifierClient»), etc.
- Sous-séquence «AjouterClient»:
• L’utilisateur (client ou employé) saisit les données du client.
• L’utilisateur demande la sauvegarde des informations.
• Le système enregistre le client et envoie un message de confirmation.
- Exceptions:
• Si le client n’est pas satisfait par certaines conditions, alors il peut communiquer avec
un employé pour compléter sa requête.
Post-condition: un nouveau client est inscrit.
- Sous-séquence «ModifierClient»:
• L’utilisateur modifie certaines informations personnelles.
• Il lance la modification.
• Le système effectue la modification et envoie un message de confirmation.
- Erreurs
Si le client est inexistant, le système envoie un message d’erreur à cet effet.
Post-condition : les nouvelles informations sont mises à jour.
- Sous-séquence « SupprimerClient»:
V”
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• L’utilisateur demande la suppression du client sélectionné.
• Le système effectue la suppression à condition que le client a déjà payé toutes ses
factures.
- Erreurs:
Si le client est inexistant, le système envoie un message à cet effet.
Post-condition: le client est supprimé.
Cas 2 : Gestion des commandes
Nom : GererCommande
Description courte : permet de traiter une commande
Description détaillée : Ce cas d’utilisation est déclenché par le client. Il permet de créer, de
supprimer et de modifier une commande, d’ajouter et supprimer une ligne de commande. Les
informations d’une commande peuvent être : le numéro, la date, le nom du client, les produits
commandés, la quantité demandée de chaque produit, etc. Le traitement d’une commande
commence par une vérification de la disponibilité des quantités commandées, en interagissant avec
le système Produits représenté par l’acteur «SystemeProduit ». Si toutes les quantités demandées
sont disponibles, alors le système change l’état de la commande à facturer et envoie la facture au
client concerné après son approbation. Cette facture comporte le montant à payer avec la date
d’échéance. Autrement, la commande reste en attente (i.e. état non facturé) et un processus de
vérification automatique sera périodiquement exécuté jusqu’à la satisfaction de toutes les lignes de
commande. Une fois la commande est facturée, le client pourrait consulter les dates proposées par
le système pour effectuer la livraison. Ensuite, il devrait sélectionner et confirmer la date qui lui
convient. Si le système enregistre sans l’approbation du client, alors le client pourrait apporter des
modifications à sa commande après un certain temps.
- Pré-conditions : L’ensemble des entités doit être enregistré dans le système.
Citons le client qui fait passer la commande de produits sollicités qui sont disponibles.
- Séquence normale d’interaction:
• Le client invoque le système.
• Il choisit dans un menu la fenêtre gestion des commandes «GérerCommande ».




• L’utilisateur identifie le type de manipulation souhaitée ajouter une commande (voir
sous-séquence «AjouterCommande », modifier une commande (voir sous-séquence
«ModifierCommande »), etc.
Sous-séquence «AjouterCommande»:
• L’utilisateur saisit son numéro, les informations personnelles apparaissent à l’écran.
• L’utilisateur crée les lignes commandes contenant le numéro du produit libellé, le
prix unitaire de produit et la quantité commandée.
• si la quantité commandée est disponible en stock, une lumière verte sera allumée.
Sinon, une lumière rouge apparaît sur la ligne correspondante.
• Le système enregistre la commande en générant automatiquement le numéro de
commande.
• Si toutes les lignes commandes sont vertes, le système envoie un message au client
pour approbation.
• L’utilisateur confirme l’achat
• Le système facture la commande et affiche un calcul détaillé de la commande comme
le numéro facture, la TPS, la TVQ, le montant total et la date d’échéance.
- Exceptions:
Si le client n’est pas inscrit, le système ouvre automatiquement la fenêtre qui permettra au
client d’effectuer son inscription, ensuite il pourrait continuer la création de sa commande.
-Erreurs : si le client saisit un mauvais numéro de client ou un mauvais numéro de produit.
- Sous-séquence «ModifierCommande»:
• L’utilisateur modifie les données de la commande à condition qu’on ne l’ait pas
encore facturé.
• Il lance la modification.
• Le système effectue la modification et envoie un message de confirmation.
- Sous-séquence « SupprimerCommande»:
• L’utilisateur demande la suppression de la commande sélectionnée.
• Le système effectue la suppression à condition que la commande ne soit pas facturée.
• Le système retourne un message de confirmation.
- Sous-séquence « ConsulterCommande»:
• L’utilisateur entre le numéro de la commande et lance la recherche.




Cas 3 : Effectuer le paiement
- Nom: EffectuerPaiement
- Description courte : permet aux clients de payer ses factures
- Description détaillée : ce cas d’utilisation est déclenché par le client. Il existe deux modes
de paiement:
• par carte crédit via l’Internet. Dans ce cas, le client doit saisir le numéro de sa carte
de crédit afin d’effectuer le paiement, ou
• par chèque, ce qui exige l’intervention d’un employé pour valider le chèque et
effectuer le paiement.
Le système doit fournir un reçu, qui sera envoyé au client, et active la livraison des produits.
Finalement, il envoie les informations au système comptable (acteur SystemeComptable).
- Pré-conditions: la commande doit être approuvée par le client.
- Séquence normale d’interaction:
• Le client déclenche le processus de paiement
• Il choisit le mode de paiement
• Il payera directement via l’Internet ou il se présentera au comptoir avec son chèque.
• Le système effectue la transaction, envoie les informations concernant le paiement
(montant payé, numéro client, numéro transaction, etc.) au système comptable.
• Le système produit un reçu.
- Post-conditions: paiement effectué et livraison activée
Cas 4: Gestion des livraisons
- Nom. GérerLivraison.
- Description courte : permet d’effectuer une livraison pour exécuter effectivement la
commande.
- Description détaillée : Ce cas d’utilisation est déclenché par le commis suite au paiement
effectué. Le commis consulte le calendrier de livraison et effectue une livraison assignée à cet effet.
Le commis doit confirmer la livraison. Le système envoie les quantités livrées au système produit
(acteur systemeProduit) afin de mettre à jour les quantités disponibles en stock. Un bon de livraison
contient le numéro du bon, la date, le mode de paiement, le numéro de colis à livrer, l’état de la
livraison, etc.
X- Pré-conditions: la facture doit être payée.
- Séquence normale d’interaction
• Le commis invoque le système.
• Il choisit dans un menu la fenêtre gestion des livraisons « GérerLivraison ».
• Le système affiche un écran interactif à cet effet ainsi qu’un menu des livraisons.
• L’utilisateur saisit le numéro de livraison qu’il a effectué.
• Le système enregistre la livraison et envoie les quantités livrées au système Produits.
• Le système retourne un message de confirmation.
- Post-conditions : livraison effectuée et stock mis à jour
- Erreurs:
Si la livraison est inexistante, le système envoie un message à cet effet.
Nous décrivons un seul cas d’utilisation «GérerClient ».
Cas 1 : Gestion des vues
Nom du cas GérerClient Version 1.0
d’ utilisation
Problème du Commerce Author Sarah Mcheick
domaine Électronique
Objectif Permet d’inscrire, de supprimer ou de modifier les informations
personnelles d’un client.
Ce cas d’utilisation est déclenché suite à la demande d’un client.
Il offre la possibilité d’enregistrer, de modifier, de supprimer et de
consulter l’information concernant les clients, i.e. le numéro, nom,
adresse, le numéro de téléphone et le numéro de fax. Il permet aussi
d’établir la liste des clients spécifique pour l’entreprise.
Acteur Client et Employé
Déclencheur Client ou employé (utilisateur) déclenche les événements pour la
d’événement création, la modification et la suppression.
Description de cas d’utilisation
Pré conditions Aucune
Post- Un nouveau client est inscrit.
conditions Les nouvelles informations sont mises à jour.
Le client est supprimé.
C
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2. Le client choisit Le système affiche un écran interactif




identifie le type d’option
souhaitée : ajouter un
client (voir sous séquence
«AjouterClient», modifier
un client (voir sous
séquence
«ModifierClient»), ou
supprimer un client (voir
sous séquence
«SupprimerClient»).
Scénarios atternattfs : AjouterCtient
Étape Action Réponse alternative du Système
# alternative de l’acteur
L’utilisateur
(client ou employé)
saisit les données du
client.
2. L’utilisateur Le système enregistre le client et envoie
demande la sauvegarde un message de confirmation.
des données saisies. Exceptions : si le client n’est pas satisfait
par certaines conditions, alors il peut
communiquer avec un employé pour compléter
sa requête.
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Post_condition: un nouveau client est
inscrit.
Scénarios alternatifs: ModifierCtient
Étape Action Réponse alternative du Système





2. Il (l’utilisateur ou Pré-condition : le client doit être déjà
le client) lance la inscrit.
modification Le système effectue la modification et
envoie un message de confirmation.
Erreurs
Si le client est inexistant, te système
envoie un message d’erreur à cet effet.
Post-condition: les nouvelles
informations sont mises àjour
Scénarios alternatifs: SupprirnerCtient
Étape Action Réponse alternative du Système




2. Pré-condition: le client n’a aucune
facture à régler.
Le système effectue la suppression à
conditions que le client a déjà payé toutes ses
factures.
Erreurs
Si le client est inexistant, le système
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envoie un message à cet effet.
Post-condition : le client est supprimé.
Cas d’utilisations après le changement d’exigences:
Une fois la nouvelle exigence (historique des clients) est ajoutée, nous reflétons le
changement dans les différents cas d’utilisation. Dans ce qui suit, nous détaillons les cas
d’utilisation affectés par ce changement.
Cas I : Gestion des clients
- Nom : GérerClient.
- Description courte : permet d’inscrire, de supprimer ou de modifier et de sauvegarder des
informations sur un client. Un utilisateur consulte le dossier d’un client en utilisant ce cas
d’utilisation. Prenons le cas d’ajouter un client, il faut consulter d’abord pour savoir si ce client a eu
déjà un ancien dossier, qui montre s’il y a eu des problèmes majeurs crées par ce client. Ainsi dans
le cas de suppression d’un client, le système doit évaluer la fidélité et le crédit du client en question.
Si un client n’a pas payé toutes ses factures, alors il ne faut pas le supprimer. Dans ces cas (i.e. ajout
et suppression d’un client), la gestion des clients interagit avec le cas d’estimation de la fidélité et
de crédit « EstimerFidétitéEtCrédit »..
- Description détaillée : la nouvelle description de gestion des clients consiste à modifier la
pré et la post condition des cas d’utilisation décrit précédemment surtout quand nous devrons passer
par des estimations et des évaluations des clients.
Acteurs : client et employé.
- Pré-conditions : aucune.
- Séquence normale d’interaction:
Le client invoque le système.
Il choisit dans un menu la fenêtre gestion des clients « GérerClient ».
Le système affiche un écran interactif à cet effet.
L’utilisateur identifie le type de manipulation souhaitée : ajouter un client (voir sous
séquence « AjouterClient », modifier un client (voir sous séquence «ModifierClient»), mesurer la




- Sous-séquence « AjouterClient » nous reprenons la description des exigences initiales et
nous ajoutons une évaluation du client considéré s’il était un ancien client dans telle entreprise (voir
l’annexe B).
- Sous-séquence « ModifierClient » : nous reprenons la description des exigences initiales en
ajoutant les évaluations des clients.(voir l’annexe B).
- Sous-séquence « SupprirnerCtient » : un client ne peut pas être supprimé s’il n’a pas encore
payé toutes ses factures. En plus, nous reprenons la même description des exigences initiales.
En tenant compte de l’historique des clients, le cas d’utilisation sera modifié par rapport au
cas d’utilisation précédent. La nouvelle fonctionnalité à supporter consiste à consulter le dossier
d’un client et le faire évaluer, surtout quand des nouvelles commandes sont soumises de la part de
ce client. La modification apportée à ce cas d’utilisation est décrite en italique dans sa nouvelle
description. Le tableau suivant décrit ce nouveau cas
Nom du cas GérerClient Version 2.0
d’ utilisation
Problème du Commerce Author Sarah Mcheick
domaine Électronique
but Permet d’inscrire, de supprimer ou de modifier et de sauvegarder
les informations d’un client. Avant d’ajouter, de modifier ou de
supprimer un client, te système vérfle te dossier du client. Ainsi, un
commis consulte te dossier de ce client (en terme de fidélité et de crédit)
en utilisant ce cas d’utilisation. Prenons le cas d’ajouter un client, il faut
d’abord consulter ce cas, pour savoir si ce client a eu déjà un ancien
dossier, qui montre s’il y a eu des problèmes majeurs crées par ce client.
Acteur Client et Employé
Déclencheur Client ou employé (utilisateur) déclenche les événements pour la
d’événement création, la modification et la suppression.
Description de cas d’utilisation
Pré conditions Il faut vérifier si ce client a de problèmes majeurs crées durant la
période passée concernant son historique.
Post- Un nouveau client est inscrit.
conditions Les nouvelles informations sont mises à jour.
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Le système vérifie si le client à payer toutes ses factures, puis le
client est supprimé.
Étape # Action de l’acteur Réponse du Système
(événement externe)
Même chose qu’avant. De plus, la gestion des clients interagit avec le cas
d’utilisation d’estimation de la fidélité et de crédit « Esti,nerfidélitéEtCrédit ».
Scénarios alternatifs : AjouterCtient
Étape Action Réponse alternative du Système
# alternative de l’acteur
1. L’utilisateur
(client ou employé)
saisit les données du
client.
2. L’utilisateur Pre-condition: Le client ne doit pas avoir
demande la sauvegarde un mauvais dossier dans l’historique.
des données saisies. Le système enregistre le client et envoie
un message de confirmation.
Exceptions : si le client n’est pas satisfait
par certaines conditions, alors il peut
communiquer avec un employé pour compléter
sa requête si possible.
Post_condition: un nouveau client est
inscrit.
Scénarios alternatifs: ModifierClient
Étape Action Réponse alternative du Système





2. Il (l’utilisateur ou Pré-condition: le client doit être déjà
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le client) lance la
modification
inscrit. Le système vérifie si un client donné a
eu un mauvais dossier avant de modifier ses
informations.
Le système effectue la modification et
envoie un message de confirmation.
Erreurs
Si le client est inexistant, le système
envoie un message d’erreur à cet effet.
Post-condition: les nouvelles
informations sont mises à jour
Scénarios alternatifs: SupprimerClient
Étape Action Réponse alternative du Système




2. Pré-condition: le client n’a aucune
facture à régler.
Le système effectue la suppression à
conditions que le client a déjà payé toutes ses
factures.
Erreurs
Si le client est inexistant, le système
envoie un message à cet effet.
Post-condition : le système évalue ce
client selon sa fidélité et son crédit, met à jour
l’historique du client en question. Enfin, le
client est supprimé.
Cas 2 : Estimation Fidélité et Crédit des clients




- Description courte : permet de mesurer, sauvegarder et supprimer et de mettre à jour des
estimations des fidélités et de crédit d’un client.
- Description détaillée : Avant de déclencher le traitement de commande proprement dite, il
faut évaluer les clients. Pour cela, ce cas d’utilisation est utilisé par les cas d’utilisation GererClient,
EffectuerPaiement et GererCommande ou par une demande d’un employé ou d’un client. Ce cas
d’utilisation offre la possibilité d’enregistrer, de modifier, de calculer, de consulter et de mettre à
jour l’information concernant les crédits des clients, la priorité, le nombre de commandes payées, le
débit, le crédit et la limite de crédit qu’un client puisse atteindre. Quand on soumet, paye et livre des
nouvelles commandes, il faut mettre à jour certaines informations. Ce cas d’utilisation permet aussi
d’établir la liste de clients ayant des critères particuliers pour l’entreprise tels que les mauvais et les
meilleurs clients. Quand un client soumet une commande, il est important pour l’entreprise de
vérifier son historique avant d’accepter ou de refuser une commande donnée. Quand une commande
est acceptée, sa facture est alors calculée selon sa fidélité et son crédit. Par exemple, si ce client a un
bon dossier de fidélité et de crédit, on lui donne un taux de rabais de 2%. Ainsi, si un client a
dépassé sa limite de crédit, sa commande sera aussi refusée. Globalement, nous pouvons résumer
les interactions entre le cas d’utilisation présents et les autres comme suit
• le cas «GererCtjent» nécessite les informations de crédits et de fidélité du cas
«EstimerFidélitéEtCrédit »,
• le cas «EffectuerPaiement» doit consulter et mettre à jour les crédits et la fidélité
des clients avant d’effectuer les payements,
• le cas «GererCo,n,nande » doit consulter la fidélité et le crédit des clients avant de
traiter une commande, et
• Un employé consulte les dossiers des clients selon le cas d’utilisation
«EstirnerFidétitéEtCrédit ».
Acteurs : Employé/client et système de comptabilité.
- Pré-conditions le client doit être crée avant de déclencher ce cas d’utilisation.
- Séquence normale d’interaction:
L’employé, le client ou le système comptable invoque le système logiciel,
Il choisit dans un menu la fenêtre estimation de fidélité et de crédit des clients
«EstimerfidélitéCrédit»,
Le système affiche un écran interactif à cet effet, et
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L’employé ou le système comptable identifie le type de manipulation souhaitée : fidélité d’un
client (voir sous séquence « FidetitéClient ») ou crédit d’un client (voir consultation ou mis à jour
de la sous séquence «EstimationCredit»).
- Sous-séquence « FidetitéClient » : le système réalise les étapes suivantes
Le système déclenche automatiquement une étude de fidélité du client en faisant un calcul
statistique sur te nombre de commandes effectuées et payées durant une période données par
rapport au nombre de commandes annulées de tel client durant la même période,
Le système devrait sauvegarder les informations sur les clients, tels que le nombre de
commandes payées, le nombre total de commandes et le montant total à payer,
Le système effectue les statistiques pour calculer le nombre de commandes effectuées et la
priorité des clients (privilège des clients), et
Le système affiche le résultat.
- Erreurs:
Si le client est inexistant, le système envoie un message d’erreur à cet effet.
Post-condition: les informations des clients sont sauvegardées dans un état persistant.
- Sous-séquence « EstimationCredit : Consultation»:
L’employé et le système comptable déclenchent une étude de crédit d’un client,
Le système devrait fournir les informations des clients concernant les crédits, tels que le
crédit, le débit et la limite de crédit, et
Le système effectue le calcul statistique teLs que le débit, le crédit et ta limite de crédit d’un
client. Enfin, il envoie un message de confirmation.
- Erreurs
Si le client est inexistant, le système envoie un message d’erreur à cet effet.
Post-condition : les informations des clients sont sauvegardées dans un état persistant.
- Sous-séquence «EstimationCredit: Mise à jour»
L’employé ou le cas d’utilisation «EffectuerPaieinent » ou « GererCominande » déclenche
l’exécution du cas d’utilisation (Esti,nationFidelitéEtCredit), dans le but de mettre à jour les
informations sur le client,
Le système devrait mettre à jour les informations des clients concernant les crédits, tels que le
crédit, le débit et la limite de crédit, et
Le système envoie un message de confirmation.
- Erreurs:
Si le client est inexistant, le système envoie un message d’erreur à cet effet.
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Post-condition les informations des clients sont sauvegardées dans un état persistant.
Cas 2 : Estimation fidélité et Crédit des clients
- Nom : : EstimerfidélitéEtCrédit
Le tableau suivant décrit les détails de ce cas d’utilisation
Nom du cas EstimerFidélitéEtCré Version 2.0
d’utilisation dit
Problème du Commerce Author Sarah Mcheick
domaine Électronique
But permet de mesurer, sauvegarder et supprimer et de mettre à jour
des estimations de la fidélité et de crédit d’un client.
- Description détaillée : Avant de déclencher le traitement de
commande proprement dite, il faut évaluer les clients. Pour cela, ce cas
d’utilisation est utilisé par ceux de GererClient, EffectuerPaiement et
GererCommande ou par une demande d’un employé ou d’un client. Ce
cas d’utilisation offre la possibilité d’enregistrer, de modifier, de
calculer, de consulter et de mettre à jour l’information concernant les
crédits des clients, la priorité, le nombre de commandes payées, le débit,
le crédit et la limite de crédit qu’un client puisse atteindre. Quand on
soumet, paye et livre de nouvelles commandes, il faut mettre à jour ces
informations. Ce cas d’utilisation permet aussi d’établir la liste des
clients ayant des critères particuliers pour l’entreprise tels que les
mauvais et les meilleurs clients. Quand un client soumet une commande,
il est important pour l’entreprise de vérifier son historique avant
d’accepter ou de refuser une commande donnée. Quand une commande
est acceptée, sa facture est alors calculée selon sa fidélité et son crédit.
Par exemple, si ce client a un bon dossier de fidélité et de crédit, on lui
donne un taux de rabais de 2%. Ainsi, si un client a dépassé sa limite de
crédit, sa commande sera aussi refusée.
Acteurs Client, Employé et système de comptabilité
Déclencheur Client ou employé (utilisateur) déclenche les événements pour la




Description du cas d’utilisation EstirnerfidétitéEtCrédit
Pré conditions Le client doit être crée avant de déclencher ce cas d’utilisation.
Post- Les informations des clients sont sauvegardées dans un état
conditions persistant.
Étape # Action de l’acteur Réponse du Système
(événement externe).
1. L’employé, le client ou le
système comptable invoque le
système logiciel.
Il choisit dans un menu
l’écran d’estimation de fidélité et de
crédit des clients
«EstimerfidélitéCrédit»,
2. Le système affiche un
écran interactif à cet effet, et
3. L’employé ou le système
comptable identifie le type de
manipulation souhaitée fidélité
d’un client (voir sous séquence «
FidelitéClient »), crédit d’un client
(voir consultation ou mis à jour de
la sous séquence
«EstimationCredib>), etc.
Scénarios alternatifs : fidelitéClient
Étape # Action alternative de l’acteur Réponse alternative du Système
1. Le système déclenche
automatiquement une étude de fidélité
du client en faisant un calcul
statistique sur le nombre de
commandes effectuées (payées)
durant une période donnée par rapport
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au nombre de commandes annulées
d’un client durant la même période.
Le système devrait sauvegarder
les informations des clients, tels
que le nombre de commandes
payées, le nombre total de
commandes et le montant total à
payer.
Le système effectue les
statistiques pour calculer le
nombre de commandes effectuées
et la priorité des clients (privilège
des clients), et
Le système affiche le résultat.
Si te client est inexistant, le
système envoie un message
d’erreur à cet effet.
Post-condition: les informations
des clients sont sauvegardées
dans un état persistant
Scénarios alternatifs: « Estimation Credit: Consultation »
Étape Action Réponse alternative du Système
# aLternative de l’acteur
1. L’employé et le
système comptable
déclenchent une étude
de crédit d’un client.
2. Le système devrait fournir les informations des
clients concernant les affaires des crédits, tels
que le crédit et le débit et la limite de crédit.
3. Le système effectue le calcul statistique tel que




client. Enfin, il envoie un message de
confirmation.
Erreurs
Si le client est inexistant, le système envoie un
message d’erreur à cet effet.
Post-condition: les informations des clients
sont sauvegardées dans un état persistant.
Scénarios alternatifs: « Estimation Credit : Mis à jour »
Étape Action Réponse alternative du Système
# alternative de l’acteur







Credit), dans le but de
mettre à jour les
informations du client.
2. Le système devrait mettre à jour les
informations sur les clients concernant les
crédits, tels que le crédit, le débit et la limite de
crédit.
Le système envoie un message de confirmation.
Si le client est inexistant, le système envoie un
message d’erreur à cet effet.
Post-condition: les informations des clients
sont sauvegardées dans un état persistant.





Description courte : permet de traiter une commande et sauvegarder ses informations dans un
état persistant.
Description détaillée ce cas d’utilisation est bien décrit selon les exigences initiales. De
plus, il déclenche la vérification de la fidélité et du crédit «EstimerFidélitéEtCrédit » et la mise à
jour des informations. Ce cas d’utilisation nécessite de déclencher une évaluation des clients avant
d’accepter le traitement des commandes. Ainsi, l’entreprise a besoin de gérer les comptes clients
(Fidélité, crédit, etc.). Par exemple, Si le client dépasse la marge de crédit (limite de crédit), la
commande sera refusée sinon la commande sera acceptée.
La sous séquence «récupérerCoinmandesDunClient» récupérera les informations sur les
commandes faites par un client.
- Pré-conditions: l’ensemble des entités suivantes doit être enregistré dans le système.
Citons le client qui fait passer la commande et les produits sollicités qui sont disponibles.
- Séquence normale d’interaction:
1. Le client invoque le système,
2. Il choisit dans un menu la fenêtre gestion des commandes «GérerCommande »,
3. Le système affiche un écran interactif à cet effet ainsi qu’un menu de commandes, et
4. L’utilisateur identifie le type de manipulation souhaitée: ajouter une commande (voir
sous-séquence « AjouterCommande >, modifier une commande (voir sous-séquence
«ModifierCommande »), etc.
- Sous-séquence « AjouterConvnande »: nous reprenons la même description avant le
changement des exigences en ajoutant la mise à jour de l’historique des clients.
- Sous-séquence « ModtflerCommande » (même description avant le changement des
exigences).
- Sous-séquence « SupprimerCommande » : il faut mettre à jour l’historique des clients quand
un client voudrait supprimer une commande. De plus, on a la même description donnée
précédemment dans l’annexe B.
- Sous-séquence « ConsulterCoinrnande » : (même description avant le changement des
exigences).
- Sous-séquence « récupérerCommandesDunClient»:
L’utilisateur ou le système comptable saisit le numéro de la commande et lance la recherche,
Le système récupère les commandes et leurs détails, et




Cas 3 : Effectuer le paiement
- Nom: EffectuerPaiement
- Description courte : permet aux clients de payer leurs factures et de les sauvegarder dans un
état persistant.
- Description détaillée : même description dans l’annexe B. De plus, ce cas d’utilisation
déclenche une mise à jour de la fidélité des clients en utilisant le cas «EstimerFidélitéEtCrédit ».
Chaque client peut payer par l’une des deux méthodes suivantes : le client paye avec sa carte de
crédit en utilisant l’Internet, ou bien il paye au comptoir en utilisant ses chèques. Le paiement par
carte de crédit nécessite une enquête sur le crédit du client avant l’acceptation de son paiement. Par
conséquent, le cas d’utilisation «EffectuerPaiement» a une relation <c include» avec
« EstimationFidelitéEtCredit ».
- Pré-conditions la commande doit être approuvée par le client qui, à son tour, a une bonne
réponse de fidélité et de crédit.
- Séquence normale d’interaction:
Le client déclenche le processus de paiement,
Le système fait une enquête sur la fidélité du client,
Le client choisit le mode de paiement,
Il paye directement via l’Internet en utilisant sa carte de crédit,
Le système effectue la transaction, envoie les informations concernant le paiement (montant
payé, numéro client, numéro transaction, etc.) au système comptable, et
Le système produit un reçu.
cas Alternatif:
4a.: paiement au comptoir
Le client se présente au comptoir avec son chèque.
- Post-conditions: paiement effectué et livraison activée
Cas 4: Gestion des livraisons : (aucun changement à faire par rapport à la description
précédente).
Les cas d’utilisation GererClient, EffectuerPaiement et GererCommande nécessitent de
consulter le cas d’utilisation EstimationfidélitéCrédit avant de débuter le traitement. Ainsi, le
SystèmeComptable et le SystemeProduit sont deux acteurs qui peuvent gérer la comptabilité et le
produit respectivement. Le système comptable communique avec les cas d’utilisation




clients. Ainsi, le système Produits communique avec tes cas d’utilisation GererCommande et
GererLivraison pour mettre à jour les produits existants.
Modèles de comportements avec et sans changements d’exigences
Dans cette section, nous montrons l’impact de ces exigences sur les interactions entre les
objets en utilisant les diagrammes de séquence.
Nous présentons d’abord le diagramme de séquence de la fonctionnalité
«traiterCommande(...)» sans considérer les nouvelles exigences. Par ta suite, nous reprenons le
même exemple en considérant les nouvetles exigences.
Typiquement, un client compose une ou plusieurs commandes pouvant concerner plusieurs
produits (i.e. 2 chaises, 3 tables, etc.). Le gestionnaire de commande crée une nouvelle commande
et demande au client de la saisir. Pour cela, ce gestionnaire communique avec le système Produits et
la ligne de commande afin de vérifier si les produits existent. Le client peut saisir une ou plusieurs
lignes de commande (plusieurs items). Ainsi, le gestionnaire de commande crée une facture en
communiquant avec l’entité facture. Le client paie la facture et ajoute la commande dans une
collection de l’entité client. Il demande au gestionnaire de commande de la livrer. À son tour, ce
gestionnaire délègue l’appel au gestionnaire de livraison qui crée une tivraison et communique avec
le Commis pour réaliser cette tâche. Un diagramme de séquence de «traiterCommande(...)» est
donné dans la Figure O-1.
unClient unGeslionnahe eComm gode unCianeCommande undvutem eP mdu C - uneFpgLur - unGestipnnaireCiengison


















Figure O-1 Diagramme de séquence pour les exigences initiales
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Maintenant, nous considérons les nouveltes exigences posées par l’entreprise. En particulier,
l’entreprise a besoin de préserver une trace historique des clients. Cet historique intervient à trois
endroits
avant de pouvoir créer une nouvelle commande pour le client, on peut vérifier son état,
une fois la commande créée, on la sauvegarde et
on utilise l’évaLuation de fidélité et l’estimation de crédit pour calculer le rabais à offrir au
client.
La fonctionnalité «traiterCommandeQ» peut être divisée en trois parties soumettre
commande, effectuer paiement et effectuer livraison. Nous représentons ces nouvelles exigences en
trois sous diagrammes de séquences qui expliquent respectivement ces trois parties. «placer
commande», «effectuer paiement» et «effectuer livraison» sont représentées respectivement par la
Figure O-2, Figure O-3, la Figure O-4.
Dans la Figure O-2, le commis ou l’employé demande à l’entité Commande la création de la
commande. Cette dernière devrait évaluer le client avant de traiter ladite commande. Si l’état du
client est correct (son dossier n’a pas de mauvaises évaluations), l’entité Commande crée une
nouvelle commande. Pour ce faire, nous utilisons une boucle selon le nombre d’items de cette
commande.




















Figure O-2 Diagramme de séquence avec les nouvelles exigences Placer commande













Ce diagramme illustra e cas d’utilisation “Effectuer Paiement, Il oft’e la
f continuation du diagramme de sequence du cas d”t.itilisation PlacerCommande. Notons que les varaibles uneCommande et tauxRabais sont
calcultées dans le diagramme de sequence précédent.
Figure O-3 Diagramme de séquence avec les nouvelles d’exigences Effectuer Paiement








ce diagramme illustre I’interaiion les objets du cas
d’utilisation Etteçtuer Livraison’. C’est la suite du
diagramme précédent.
Figure O-4 Diagramme de séquence avec les nouvelles d’exigences : Effectuer Livraison
Dans le modèle de comportements selon les exigences initiales, le client compose une
nouvelle commande, alors le gestionnaire de commandes traite directement cette commande sans
faire des vérifications concernant les dossiers des clients. Cependant, dans le modèle de
comportements incluant les nouvelles exigences, le gestionnaire exige une évaluation des clients
selon la fidélité et le crédit. Ceci indique des nouvelles interactions entre ce gestionnaire et l’entité





Après avoir identifié les modèLes de comportements, nous allons identifier les modèles
d’objets correspondants qui permettent de supporter les comportements figurant dans les Figure O-2,
Figure O-3, Figure O-4.
Modèle objet selon les nouvelles exigences
Nous avons déjà schématisé le modèle objet selon les exigences initiales dans la section
4.2.2. Pour construire un modèle objet selon les nouvelles exigences, nous reprenons les points
suivants : les modèles de comportement des figures (Figure O-2, Figure O-3, et Figure O-4), te
diagramme d’activité et le diagramme de cas d’utilisation. Dans le modèle de base, la méthode
traiterCommande(...) reçoit une commande d’un client. Avec les nouvelles exigences, nous devons
redéfinir la méthode traiterCommande(...) pour tenir compte des fonctionnalités suivantes
• Vérifier par exemple le crédit et la fidélité du client,
• De plus, avoir appelée la méthode existante traiterCommande(...) avant le
changement des exigences.
Par conséquent, nous construisons deux modèles objet supportant ces nouvelles exigences.
Le premier modèle d’objet intègre les fonctionnalités nécessaires dans les classes existantes. Le
deuxième modèle (Error! Reference source flot found.) est une alternative dans laquelle la classe
Client hérite des fonctionnalités des entités « Fidélité » et «EstimationCredit ». Le premier modèle
montre un ensemble de classes dans Lesquelles la classe client et la classe commande intègre de
nouvelles fonctionnalités. Cependant, ces classes (Ctient et Commande) seront modifiées pour
intégrer tes nouvelles fonctionnalités. Dans le deuxième modèle (Error! Reference source flot
found.), la classe Client utilise deux classes par héritage multiple : FidelitéClient et
EstimationCredit. Ce deuxième modèle est plus modulaire et facile à maintenir puisque les
nouvelles fonctionnalités sont attribuées à des nouvelles classes sans même changer les classes
existantes. Par conséquent, ce deuxième modèle est utilisé si le système existant est toujours présent
et on souhaite le réutiliser sans modifications dans le nouveau modèle. Ce modèle est schématisé de
La façon suivante:
Nous pouvons considérer que la classe Client hérite de deux superclasses Fidélité et
EstimationCédit. Une façon de modéliser ces entités consiste à faire l’héritage multiple.








traitent les données de la
Fidélité des clients.
afficherTauxCommandesQ;
1* affiche le taux de
commandes payées par rapport




d’état, nombre de commandes
total, priorité, rabais.
Ces attributs
décrivent le nombre de
commandes déjà payées, le
nombre de commandes
totat, la priorité et le
rabais.
Fidélité méthodes ajoute un client */
void ajouterClient(FideliteClient
fidelite)
I’ imprime un client */
attributs
L’estimation du crédit est représentée par l’entité « EstimationCrédit » ayant la responsabilité
suivante:
Entité Description
EstimationCredit méthodes ajoute un client*/ Ces méthodes
void ajouterClient(EstimationCreditClient estc) imprime,
calcule la










attributs Numéro de compte, crédit, débit et Ces
limite de crédit. attributs
décrivent le
crédit, le débit
et la limite de
crédit d’un
client.
Exigence de distribution de l’application en Cas de CORBA et EJE
Cette section complète la section 4.3.4.
Cas 1: Architecture CORBA
Le code client doit être mis à jour pour que cette architecture puisse supporter la
communication à travers une souche et un squelette dans l’application en question. Tout d’abord, le
code client (ci-dessous) initialise l’ORB (ligne 2), cherche une référence dans le service de noms
«naming service» (lignes 3, et 4), appelle la méthode «resolve» en utilisant le nom de l’objet
«CECompagnie» (lignes 5, 6 et 7), et traite la commande en utilisant l’objet obtenu par le service de
noms (ligne 8). Nous illustrons la communication en décrivant les tâches du code client CORBA
pour invoquer la méthode traiterCommande(...). Le code suivant illustre ce scénario
// create and initialize tlie ORE (1)
ORB orb = ORB.init(args, nuil); (2)
// get the root naming context
org.omg.CORBA.Object objRef =
orb.resolve_initial_referencesf”NameService”) ; (3)
NamingContext ncRef = NamingContextHelper . narrow (objRef); (4)
// resolve the Object Reference in Naming
NameComponent oc = new NameComponent(’CECompagnie”, ““); (5)
NameComponent path[) = {nc}; (6)
ICompagnie compagnieRef
CompagnieHelper.narrow(ncRef.resolve(pathH; (7)





Figure O-5: Code client utilisant les classes implantées à distance par CORBA
La classe Compagnie doit répondre au besoin de la distribution. Cette classe a plus de
responsabilité : elle doit implanter une interface _CompagnieOperations pour que le serveur puisse
créer une instance de cette classe et la faire passer au constructeur de la classe «tie» qui
communique avec le squelette.
Nous devons réaliser plusieurs étapes
• générer l’interface DL de la classe Compagnie,
• générer, à partir de cette interface DL, le kit de la distribution: la souche, le
squelette, le tie, l’interface _CompagnieOperations, etc.
• générer les classes Helper (CompagnieHelper) : ce sont des fonctionnalités
auxiliaires de conversion des références aux objets génériques CORBA vers leur
propre type ( méthode narrow) et Holder (CompagnieHolder). Elles fournissent des
opérations pour le passage de paramètres en in et mont,
• générer une interface ...CompagnieOperations à partir de la classe Compagnie, qui
doit implanter cette interface. Cette interface n’ajoute aucune obligation à la classe
Compagnie puisqu’elle est générée à partir de ladite classe,
• implanter un serveur pour lier (bind) la classe Compagnie avec la classe
.jie_Compagnie (qui est une sous classe de la classe _CompagnieSkelton),
• implanter un client pour initialiser la connexion, trouver un objet distant en utilisant
le service de noms, et invoquer les différentes méthodes de la classe Compagnie.
De plus, les classes Compagnie, Client, Commande et Produit doivent implanter les
interfaces CompagnieOperations, _ClientOperations, _CommandeOperations et
_ProduitOperations. Effectivement, la méthode traiterCommande(...) est implantée dans la classe
Commande comme suit:
class Commande implements _CommandeOperations
private int numéroCommande;
pullic void traiterCommande (.. .) {.




La technologie EJB utilise deux interfaces (Home et Remote) qui remplacent le IDL du
CORBA. Ces interfaces aident à distribuer l’application et supportent la transparence de la localité
et de l’implantation.
L’interface Reinote a les caractéristiques suivantes:
• doit être une extension de EJBObject,
• Chaque méthode doit lancer:
o RemoteException ou EJBlxception pour représenter les exceptions
d’infrastructure (lien de communication rompue, connexion à des ressources
non disponibles, etc.).
• Les exceptions spécifiques au domaine d’application, au besoin.
• Les arguments et les résultats de retour doivent être acceptés par RIvII-IIOP.
• Ils doivent être sérialisés.
• Ils peuvent représenter des références à des objets distants.
L’interface Home a ainsi les caractéristiques suivantes
• doit hériter dejavax.ejb.EJBHome.
• contient des méthodes pour:
• créer des beans (entity beans ou session beans)
• appeter d’autres méthodes utilitaires (ne peut être appelée directement d’un objet du
domaine)
• doit inclure au moins une méthode «create» (peu importe le nombre d’arguments)
• peut inclure des méthodes «remove»
• les mêmes restrictions pour les types de paramètres et les variables de retour des
méthodes.
Nous considérons la classe Compagnie à rendre distribuer (voir l’exemple de RMI illustré
au). Pour la rendre distribuer en utilisant ces interfaces, nous devons ainsi, réaliser plusieurs
étapes
• générer l’interface Remote et l’interface Home à partir de l’application et du code
client,
• générer à partir de ces interfaces, le kit de la distribution: Souches et squelettes.
La classe Compagnie doit implanter les deux interfaces (Remote et Home). En fait, cette
classe implante déjà l’interface Remote, sauf que ses méthodes ne déclenchent pas les exceptions
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(RemoteException , ElBException, etc.). Ainsi, cette classe doit implanter la méthode ejbCreate()
qui correspond à la méthode createQ de l’interface Home. Dans le cas de SessionBean, et
EntityBean, elle doit implanter les interfaces SessionBean et EntityBean.
• implanter un code client pour initialiser la connexion, trouver un objet distant en
utilisant le service de noms et invoquer les différentes méthodes de la classe
Compagnie.
• tous les arguments et tous les résultats de retour doivent être acceptés par RTvII-IIOP
(i.e serializables et peuvent représenter des objets distants).
Notons que dans le cas de EntityBean, une classe clé primaire sera implantée. Cette classe
représente la clé primaire des EntityBean. Dans ce cas précis, l’interface home doit inclure la
méthode : «remote interface» findByPrimaryKey(« type de clé» arg) throws RemoteException,
FinderException.
Annexe C : classes utilisées dans les chapitres 4 et 5
Nous montrons les classes de l’exemple de système de commandes décrit dans le chapitre 4.
Cet exemple est utilisé dans les deux chapitres 4 et 5. Les attributs et les méthodes des classes de
modèle objet sont données comme suit:










public synchronized void ajouterClientO;
public synchronized void modifierClient(Client Cl);
public synchronized void supprimerClient();
public void imprimerClient ()
public void imprimListCommandesEffectuees O;




public void afficherNombreCommandesPassees t);






























public void siLigneCommandeRemplit U;




































public void imprimerFacture f);
public double calculMontantFacture ;














public void créerCompte O;
public void reglerCompte ;










public void assignerCommisAuneLivaraison U;
La vue EstimationCreditCLient nous permet d’estimer les crédits des clients selon Leurs
dossiers de crédits. Elle possède les attributs degreSolvabilité et limiteCredit, et les opérations
«evaluationCtientQ, etatCompteQ, balanceQ, imprimeClientO ». Cette vue est aussi générée en
utilisant un point de vue EstimationCredit ayant la propriété suivante
Annexe D : Approche par héritage et par délégation
Considérons les deux interfaces DL M et N.:
interface M { void f t);)
interface N M { void gt);).
L’approche par délégation offre une séparation claire entre ta gestion de connexion souche et
squelette et la logique d’affaires représentée par les objets d’implantation ou les servants. Nous
expliquons deux solutions pour implanter nos interfaces M et N:
Nous implantons M puis N, où N_impl héritera de l’implémentation de M_impl
public class M_impl implements MOperations t
public void f()
System.out.println(” je suis le code de f”);
public class N_impl extends M_impl implements NOperations t
public void go
System.out.println(”je suis le code de g”);
Nous profitons de la réutilisation du code dû à la relation d’héritage (i.e. N_impl hérite de
M_impl). Cependant, cette solution n’est pas idéale et devient inutilisable dans le cas d’un héritage
multiple (si N_impl hérite déjà d’une autre classe). Mais ce problème est inhérent à Java.
Une dexièrne manière consiste à implanter M et N au sein de la même classe




System.out.println(” je suis le code de f”);
public void go
System.out.println(” je suis le code de g”);
Dans cette deuxième façon, ce n’était pas nécessaire d’indiquer que la classe MetN_irnpt
implante l’interface MOperations qui est héritée par NOperations. Cependant, si la classe
MetN_irnpl implantait deux interfaces n’ayant aucune relation entre elles, alors cette façon
s’avérerait indispensable.
En résumé, la classe d’implantation ne peut pas être implantée avec la classe squelette. Alors
ces deux façons ne sont pas convenables pour notre cas. Nous optons pour l’approche par
délégation dans notre recherche.
Annexe E : HyperJTM
Principe et Stratégie de HyperJ’M
HyperJTM permet de développer et de composer des applications avec la séparation
multidimensionnelle des facettes (Multi-dimentional separation of concerns MDSOC) [MDSOC,
01] [Hermann et Mezini, 00]. Il fournit la capacité d’identifier des facettes «concems ou unités
intégrables» de ces applications, de spécifier des modules en fonction de ces facettes, et de
synthétiser le système en intégrant ces modules.
Les unités intégrables sont les unités structurantes propres aux préoccupations de base du
programme et celles liées aux préoccupations transversales. HyperJTM distingue deux types d’unités
intégrables : les unités primitives (i.e. attribut, opération et méthode), et les unités composées qui
sont les unités modulaires d’encapsulation des préoccupations (i.e. Classe, Interface et Hyperslice).
Cet outil est décrit dans le manuel d’utilisation et d’installation de la page web de l’IBM de l’année
2000 (http://www.research.ibm.com/hyperspace). HyperJrM définit une matrice de
préoccupations en utilisant l’Hyperspace, qui est un espace structuré organisant l’ensemble des




HyperJTM permet la composition des unités intégrantes en utilisant les concepts suivants:
Hyperspace, Hyperslice, règles de composition et HyperModule (cf. figure 0-6)
• Hyperspace: spécifie les différentes unités composées telles que les packages, les
classes, les méthodes et les attributs.
• Hypersiice: ensemble d’unités dans lequel chaque code est lié à une facette
«concern». En d’autre terme, Hyperslice fait correspondre les codes sources aux
facettes «concems» [Tarr et Ossher, 00]
• Règles de composition: sont utilisées pour accomplir la composition de différentes
unités.
• Hypermodule : ensemble d’Hyperslices, ayant un ensemble de relations entre eux.
Stratégie de composition : La composition suit les règles de composition de l’approche par
sujet (voir la section précédente ou [Tarr et Ossher, 00] et [Ossher et al., 95]). Par exemple, on
prend par défaut, l’union des attributs et la composition des méthodes ayant les même signatures
pour composer deux entités. HyperJTM supporte trois stratégies généraux (mergeByName,
nonCorrespondingMerge et overrideByName). Souvent, nous avons besoin de définir des
exceptions, des spécialisations, etc. Pour cela, plusieurs autres relations sont définies telles que
Equate, Order, Rename, Override, Match, Bracket et Summary function. Nous expliquons dans
cette annexe seulement les stratégies suivantes
mergeByName: indique que les unités dans les différents hyperslices ayant les même noms
sont connectées par une relation mnerge. Cette dernière permet aux unités connectées d’être intégrer
ensembles dans un nouvelle unité. Ceci est la stratégie la plus utilisée [Tarr et Ossher, 00].
nonCorrespondingMerge: unités dans différents hyperslices avec le même nom mais elles
ne se correspondent pas, et alors elles ne seront pas connectées.
Figure O-6 Modèle de composition des sujets dans HyperJTM
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overrideByName: indique que les unités ayant les mêmes noms sont correspondantes et
connectées par une relation override, qui permet de redéfinir la dernière unité dans le logiciel
composé. L’ordre est déterminé par «order» de hyperslices dans la spécification de hypermodule:
la unité retenue est celle qui apparaît la dernière dans la liste. Effectivement, la relation ove rride
affecte les méthodes en indiquant laquelle actuellement sera exécutée. Si une classe redéfinit une
autre, alors cela signifie que ses méthodes redéfinissent les méthodes correspondantes de l’autre
classe [Tarr et Ossher, 00].
Implantation des modifications avec HyperJTM (suite de la section 5.5)
Composition de classes et exécution des hypermodules composés
Une fois tes trois fichiers spécifiés, HyperJTM nous permet de faire composer les différentes
entités, en utilisant la commande suivante:
java com. ilim.hyperj .hyperj
—liyperspace commerceElectronique.hs




Ce script compose les différentes entités (packages, classes, méthodes, etc.) spécifiées selon
les relations de composition (voir l’hypermodule spécifié ci-dessus). HyperJTM met ces entités
composées dans le répertoire DemoCElectronique spécifié encore dans l’hypermodule. L’exécution
du code se fait pal- un appel à la machine virtuelle du Java de la façon suivante
java comelectronique.Principal
Cette exécution fournit les sorties du modèle composé, qui supporte les fonctionnalités de
base et l’extension concernant l’historique des clients. En particulier, chaque client est maintenant
évalué avant de lui attribuer une nouvelle commande.
Avantages et inconvénients de SOP et HyperJTM
Les avantages de l’approche par sujet, en utilisant l’HyperJTM comme outil, peuvent être
résumés comme suit
• Le fait de supporter de nouveaux changements et d’évoluer les codes avec SOP et
plus particulier avec HyperJTM sans modifier le code des classes existantes, nous
permet de réduire le coût de la maintenance. Ceci comprend la modularité et la re
modularisation (i.e. la capacité d’identifier et d’encapsuler les facettes sans
changement des classes existantes). Par exemple, indépendamment de la classe
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«Client» du modèle initial, la classe «Client» du nouveau modèle (facette historique)
est implantée en considérant seulement les nouvelles exigences. Dans cette section,
les classes «Client» et «Commande» ne seront pas modifiées quand les nouveaux
sujets «Client» et «Commande», traitant l’historique de clients, sont composés (voir
la description citée auparavant dans cette section).
• Les fichiers d’intégration et de compilation en HyperJTM sont spécifiés d’une façon
séparée et indépendante du code Java. L’intégration des entités (l’intégration entre les
deux classes Commande : Commande du modèle initial et du nouveau modèle avec
le changement) est gérée par des fichiers d’intégration et de compilation
indépendamment du code de ces classes.
• Dans HyperJTM, nous pouvons utiliser le même attribut qui existe déjà dans la classe
existante. Par exemple, la variable client dans la classe Commande est utilisée dans
cette classe sans avoir une forme d’héritage comme dans le cas de AspectJTM (voir la
section de AspectJTM plus haut).
• HyperJTM nous permet de composer des facettes d’une façon sélective. Dans notre
étude de cas, nous pouvons sélectionner les facettes demandées (code initial
seulement, code initial avec la facette historique, etc.). Puis, au lieu de modifier le
code initial, nous pouvons développer de nouvelles dimensions et les faire composer
selon les intérêts d’une entreprise particulière. Par conséquent, HyperJTM est un outil
puissant de composition qui permet la composition sélective des facettes.
Les difficultés trouvées quand nous appliquons l’approche par sujet à notre application en
utilisant l’outil HyperJTM, peuvent être résumées comme suit
Dans le nouveau package traitant l’historique des clients, le code client, qui utilise
l’application, doit être modifié. Par exemple, tous les appels dans ce code à la classe «Commande»
du package comelectronique doivent être remplacés par les appels de la classe «Commande» du
nouveau package historique. En fait, les lignes (d) et (e) du code suivant
package comelectronique;
class Principale
public static void main(String [J argv)
commandeCourante = new Commande(client); (a)
compagnie.traiterCommandefcommandeCourante); (b)
seront remplacées par les même instructions du package historique, comme suit:
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commandeCourante = new historique.Commande(client); (a’)
historique.compagnie.traiterCommande(commandeCourante); (b’)
Il est assez difficile de comprendre et d’appliquer les outils de HyperJTM, en particulier quand
on parle de l’identification des hyperspaces, des facettes et des hypermodules.
L’outil HyperJTM utilise les codes octets (bytes code ou fichiers .class) de java (classes
existantes et sujets ou facettes spécifiés) pour pouvoir les composer. Ceci nécessite du code Java
compilé.
Annexe f : Lignes de code pour le chapitre 5
Cette section est utilisée par le chapitre 5.
Dans les deux solutions données, nous expliquons la génération des interfaces en CORBA et
EJB en utilisant AspectJ’TM et le réflexion package de Java
Solution 1: Approche simple
Afin d’extraire l’interface L pour CORBA et les interfaces Remote et Home pour EJB de
la classe Compagnie, nous définissons un aspect «CompagnieAspect» dans lequel, la ligne (4)
définit un point de jointure «pcQ». Ce point intercepte les méthodes publiques seulement de la
classe Compagnie quand elles sont appelées par le code usager, quelles que soient leurs signatures.
La ligne (6) utilise la variable «thisloinPoint» pour récupérer la signature de la méthode. La ligne
(7) enlève les chaînes «call(» et «)» de l’entête. La ligne (8) imprime justement les signatures de ces
méthodes. La ligne (11) ajoute les exceptions pour le cas de EJB.
(1)package distribution;
(2)public aspect CompagnieAspect
(3) //Récupère les signatures des méthodes de la classe Compagnie.





// pour le cas de CORBA seulement
(lO)System.out.println(”;”);




Considérons la méthode «traiterCommande(...) de ta classe Compagnie, cet aspect affiche le
résultat suivant si traiterCommande(..) est publique et elle est appelée sans condition particulière
dans le code usager
Cas CORBA : public void traiterCommande(Commande);
Cas EBJ t public void traiterCommande(Commande)throws
RemoteException,EJBException;
Alors, nous extrayons de la même façon les interfaces IDL, Remote et Home pour les autres
classes. Ainsi, nous ajoutons les aspects suivants pour les cas de SessionBean et EntityBean. Dans
l’interface Home, il faut ajouter les méthodes spécifiées dans ces aspects. La ligne (4) montre
l’insertion de la méthode «ejbCreateQ» dans t’interface Home «CompagnieHomelnterface» pour les
SessionBean et EntityBean. La ligne (5) montre l’insertion de la méthode «findByPrimaryKey(...)»
dans la même interface pour le cas de EntityBean seulement.
package distribution;
public aspect CompagnieAspectSessionBean
//Récupère les signatures des méthodes de la classe Compagnie.
void CompagnieHomelnterface.ejbCreateOthrows
RemoteException, EJBException;
// pour le cas de EntityBean seulement
void CompagnieHomelnterface . findnyPrimaryKey ( ) throws
RemoteException, EJ3Exception;
Solution 2 t Signature de la classe
L’idée consiste à utiliser la classe «java.lang.reflect.Modifier». La méthode «isPublic(...)»
nous permet de tester si cette méthode est publique ou non (voir la ligne 5 ci-bas). Les lignes (6) et
(7) traitent les signatures. La ligne (8) imprime seulement les méthodes publiques. La ligne (9)
ajoute les exceptions pour EJB.
package distribution;
public aspect CompagnieAspect
before() callf* Compagnie.*(. j)





/1 pour le cas de CORBA seulement
System.out.println(”;”);
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//pour le cas de EJB seulement, on ajoute les exceptions
System.out.println(”tlirows RemoteException,EJBException;”)
Ces deux solutions ne peuvent pas extraire toutes les méthodes publiques appelées dans le
code usager ni dans la classe Compagnie. En effet, si une méthode publique dans la classe
Compagnie n’est pas appelée dans le code usager, alors cette méthode ne serait pas extraite. Pour ce
qui est du code usager, considérons le morceau du code suivant de la fonction main. La méthode
traiterCommande(..) de la ligne (2) ne serait pas extraite par les deux solutions de AspecLITM si la
taille des items est plus petite ou égale à O. Par conséquent, AspecLJTM ne peut pas extraire toutes les
interfaces pour rendre une application distribuée.
if (commandeCourante.getltemsO.size() > O)
compagnie. traiterCommande (commandeCourante);
Cependant, nous pouvons générer toutes les méthodes publiques directement à partir des
classes. Le lecteur peut trouver plus de détails du package réflexion du Java afin d’extraire les
méthodes. Le morceau du code suivant montre l’extraction des méthodes de la classe Compagnie en
utilisant le fichier Compagnie.class.
Class c = comelectronique.Compagnie.class;
java.lang.reflect.Method[] m = c.getMethodsU;
for (int i=O; i< m.lengtli; i++)
System.out.println(m[i]);
Cette solution ne donne pas exactement les méthodes demandées, puisqu’il y a des méthodes
de la classe Compagnie, qui ne sont pas distribuées malgré qu’elles soient publiques. Enfin,
AspectJTM ne permet pas de rendre une application distribuée en terme de génération des interfaces
à partir des classes Java et des aspects.
Exigence fonctionnelle pour le chapitre 5
Cet aspect doit utiliser le même attribut «client» de la classe Commande pour qu’on puisse
appeler la méthode «evaluationClient(...)» (ligne 5). Pour cela, la ligne (1) de l’aspect étend la
classe Commande. Ceci nécessite l’existence d’un constructeur vide dans la classe Commande.
Nous avons ajouté ce constructeur par défaut dans la classe Commande pour qu’on puisse intégrer
l’aspect aspectCommande avec la classe Commande. Ainsi, nous avons modifié la visibilité de
l’attribut client de la classe «Commande» pour que l’aspect «aspectCommande» puisse y
accéder par la sous classe: la déclaration suivante «private Client client;» devient
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«protected Client client;». Le constructeur vide de la classe «Commande» a la forme
suivante:
public Commande f)
numero = numero + 1;
setNumeroCommande (numero);
Items = new Vectorf);
setClient(new Clientf”Bouchard”,”Jean”,”12 sauve Est”));
client.ajouterCommandefthis);
AspectJT1 ne supporte pas l’ajout d’une variable dans une classe si cette variable existe déjà
dans cette classe. Dans notre cas, la variable client est déclarée dans la classe Commande. L’aspect
«aspectCommande» a besoin d’utiliser cette variable. AspectJTM ne supporte pas la déclaration de
la même variable dans la classe «Commande ». Cependant, il offre la possibilité de déclarer la
même variable privée dans l’aspect lui-même. Ceci ne résout pas l’utilisation de la même variable
dans l’aspect. Une solution simple consiste à étendre la classe Commande par l’aspect qu’on créera.
Cependant, cette solution n’est pas parfaite, car si cet aspect essaie d’ajouter le même morceau de
code (client. evaluationClient (j ;) dans plusieurs classes, alors il faut que cet aspect étend
ces classes, ce qui est impossible avec Java. Donc, nous aurons un problème d’héritage.
Point de vues Fidélité et EstimationCredit pour le chapitre 5
Point de vue fidélité:
viewpoint Fidélité f
requires { // partie liée à la classe de base
String nomClient;
String getNomClient f);






String getPriorite() f return priorite;
void setPriorite(String prio) { priorite=prio;}
void imprimerClient()




wraps t J // effets de bord
Point de vue crédit:
viewpoint EstimationCredit
requires { 1/ supportée par la classe Client
String nomClient;
String getNomClient ;








System. out . printin
“Nom du client:” + this.getNomClient() +
No. Compte:” + this.getNumeroCompte() +
Debit:” + this.getDebit() +
Credit:” + this.getCreditf) +






wraps { J // effets de bord
comparaison entre les quatre techniques de programmation
Nous comparons dans ce qui suit les techniques de programmation: OOP, AOP, SOP et VOP
selon les quatre critères décrits dans le chapitre 5.
Modification du code existant
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Nonobstant l’invocation des nouvelles fonctionnalités reliées au calcul et à la consultation
des dossiers de crédit, nous avons trouvé qu’il faut modifier le code client pour accéder à ces
fonctionnalités et ceci pour toutes les techniques.
Programmation 00 (OOP) les classes existantes et le code client sont modifiés
manuellement. Par exemple, les classes Commande (traiterCominandeQ) et Facture
(calculerFactureQ) doivent être modifiées (section 5.3).
Programmation par aspects (AOP) En général, les aspects sont intégrés dans les classes
existantes. Ces classes sont détruites par la composition (classes et aspects) dans la nouvelle
application. Dans notre étude de cas, la classe Client et la classe Commande sont modifiées en
intégrant les aspects traitant l’historique des clients. Si tous les codes clients (connus ou non)
participent à la modification, AOP est approprié, sinon, AOP ne peut pas résoudre le problème. La
maintenance de l’application composée n’est pas évidente puisque les aspects diminuent la
compréhension d’une telle application.
Programmation par sujets (SOP) HyperJTM ne modifie pas les classes existantes de
l’application elle-même, mais il génère de nouvelles classes de composition dans un nouveau
package. Cependant, le code client, qui utilise l’application, doit être modifié afin d’appeler ces
nouvelles classes. Dans ce cas, les autres applications qui utilisent le code client en question doivent
être modifiés aussi et connus explicitement dans la composition. Par conséquent, le changement du
code client crée un problème de maintenance si toutes les classes modifiées doivent être utilisées
par tous les codes clients (existants et futurs). Finalement, il faut surveiller les différentes versions
de l’application (initiale et celle créée par HyperJTM).
Programmation par vues (VOP): Les classes existantes sont modifiées par la composition
des points de vues avec ces classes en ajoutant de nouvelles fonctions et en modifiant d’autres. Le
changement de code client utilisant les facettes, est nécessaire pour pouvoir adapter les nouvelles
méthodes des facettes (attachQ, detachQ et autre fonctionnalités). Il faut gérer les différentes
versions avant et après les changements.
Facilité conceptuelle de concevoir et d’implanter de nouvelles exigences
Dans les quatre techniques, la qualité de l’application se dégrade à cause des modifications
demandées.
Programmation 00 : les nouvelles fonctionnalités sont conçues et implantées selon
l’approche 00 traditionnelle. Elles modifient plusieurs fonctions existantes.
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Programmation par aspects : les aspects sont conçus selon les exigences et les classes
existantes. Ils dépendent de ces classes puisqu’ils utilisent des points de jonction des méthodes et
des conseils de ces dernières. Leurs implantations réalisent les exigences en termes d’aspects et de
liens entre ces aspects et les classes existantes.
Programmation par sujets : les nouveaux sujets sont conçus fortement indépendants des
sujets existants. Donc, on utilise OOP pour développer (concevoir et implanter) les nouveaux sujets.
La composition est réalisée par la configuration des fichiers faisant les liens entre les divers sujets.
Cette composition nécessite de savoir quels sujets et méthodes à composer. Certains sujets peuvent
être artificiels comme le sujet de traitement de commande (cf. section 5.5).
Programmation par vues t les vues sont conçues en se basant sur une sémantique
générique; ce sont les points de vues qui sont développés indépendamment d’un domaine
d’application particulier et applicables à plusieurs domaines. Les vues sont implantées par une
syntaxe très proche de celle de Java pour lier les points de vues à des classes existantes. Certaines
vues sont artificielles, par exemple le point de vues «traiter une commande» n’a pas de sémantique.
Flexibilité et convivialité des outils d’intégration de nouvelles exigences
L’intégration des facettes est-elle définie séparément ou est-elle une partie des définitions des
facettes elles-mêmes? Ainsi, intégrons-nous des classes ou des objets?
Programmation orientée objet: il n’y a pas d’outils pour intégrer de nouvelles exigences en
OOP. Cependant, nous utilisons l’environnement JBuilderTM pour pouvoir modifier les différentes
classes.
Programmation par aspects t les outils sont conviviaux et simples à utiliser surtout avec les
interfaces graphiques. L’intégration est traitée à l’intérieur de l’aspect lui-même. Les aspects
permettent de composer à un niveau plus granulaire que la méthode, mais à des points prédéfinis.
La modification des fichiers de composition implique le changement des aspects eux mêmes. Ceci
réduit la flexibilité de développement et la facilité de maintenance de ces aspects. En effet, nous ne
pouvons pas modifier la composition sans modifier les aspects eux-mêmes.
Programmation par sujets: pour ce qui est de la flexibilité, nous ne pouvons pas composer
des sujets plus fins que la méthode. L’intégration est gérée par les fichiers de configuration




Programmation par vues : Les vues permettent de composer au niveau des méthodes avec
les points d’entrés/sorties des méthodes (voir clause wraps dans la section 3.3.4). Les outils n’ont
pas atteint le niveau maturité souhaité, c’est une technique lourde.
Réutilisation
Nous identifions les liens entres les différentes composantes pour détecter si elles sont
réutilisables et jusqu’à quel point. Peu importe la technique utilisée (00F, AOP, SOP ou VOP), la
préoccupation «traiter une commande» n’est pas réutilisable puisqu’elle insert une partie du code
dans la méthode traiterCornrnande() de la classe Commande pour n’importe quelle technique.
Programmation orientée objet cette programmation permet de réutiliser les classes
existantes en leur ajoutant des sous classes. Cependant, les classes seront modifiées et on ne parle
pas des mêmes classes. Dans notre cas, par exemple, nous avons modifié la classe Commande pour
ne pas modifier le code client qu’il l’utilise.
Programmation par aspects : Les aspects et les classes ont deux liens : i) points de jonction
(joinpoint) qui déterminent les points d’appels des méthodes et ii) les conseils (advices), qui
ajoutent de nouvelles méthodes dans les aspects, appelant des méthodes ou des attributs des classes
existantes. Ceci implique que les aspects ne sont pas réutilisables. Cependant, les aspects peuvent
être définis d’une façon générique en utilisant les expressions régulières sans utiliser des liens
explicites.
Programmation par sujets : les sujets sont réutilisables d’une façon générale. En effet, un
sujet X peut être réutilisable avec d’autres sujets Y et Z. De plus, les méthodes d’un sujet peuvent
être composables avec d’autres méthodes d’un autre sujet en utilisant les règles de composition.
Dans notre étude de cas, le sujet «historique des clients» est réutilisable dans le même type de
domaines, en particulier dans le domaine de traitement des commandes et des factures, dans le
domaine bancaire, etc.
Programmation par vues: Les classes et les points de vues sont liés dans la clause requires
de chaque point de vue. Cependant, cette clause est définie indépendamment d’une classe
particulière. Elle définit des contraintes qui doivent être satisfaites dans la classe de base sur
laquelle on applique un point de vue. En fait, VOP permet de paramétrer les objets métiers auxquels
les comportements génériques pourraient s’attacher, en utilisant des contraintes sur ces objets. En
effet, les objets métiers Clients des entreprises de marchandises, Clients des banques, Clients des
bureaux de débits et de crédits, etc. pourraient être des paramètres de comportements de l’historique
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des clients : Historique frobjet métier »). Par conséquent, VOP permet la réutilisation des points
de vues dans plusieurs domaines d’application.
Annexe G: Problème d’appels de méthodes dans l’environnement
distribution
Nous expliquons le problème en utilisant un exemple.
C un ensemble de programmes clients : C=(C1, C2)
V un ensemble de vues V={V1, V2, V3}
M un ensemble de méthodes M={fO, gO, hO, kO)
La vue V1 contient les méthodes f0 et hQ. La vue V2 contient les méthodes fQ, gQ et hQ, et la
vue V3 contient la méthode gQ.
Puisque les clients peuvent choisir des combinaisons des vues dans n’importe quel ordre, et
ces dernières résident sur différents sites, alors ceci nous amène à une communication forte entre les
différentes composantes (vues et objet de base). Les souches construisent dynamiquement les
combinaisons des méthodes selon les vues supportant une méthode particulière
(getViewsSupportingMethodQ). Ces méthodes doivent être implantées dans tes squelettes, les ties
serveur et dans les vues.
Pour f0, la souche invoque dynamiquement les méthodes suivantes _V1_V2JQ, _Vl_fQ,
et _V2_fQ car fQ est une méthode de V1 et V2. Le squelette et le tie devraient implanter ces trois
méthodes. Dans l’architecture trois tiers, la classe combinée CombView aiguille ces appels à la vue
V1 et V2 selon la résidence des vues locales ou à distance. Dans l’architecture deux tiers, la classe
combinée CombView du côté client supporte l’aiguillage des méthodes multiples.
Nous considérons la configuration suivante des vues et des clients
Le site client Cl demande l’interface 11= V1+V2. Le site client C2 demande l’interface
12=V2+V3. À partir de cette spécification, nous montrons dans la Figure O-7 deux sites clients
demandant chacun une combinaison des vues.
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Figure O-7 : Deux programmes clients demandent une combinaison différente.
Nous considérons l’appel de la méthode f0 à partir du site client 1. Si on fait tous les appels
existants selon le contexte, on a deux appels en parallèle : f0 dans les vues V1 et dans V2. La
méthode f0 de V2 appelle la méthode gO, qui est une méthode de V2 et V3. La méthode gQ est
exécutée seulement dans la vue V2 car V3 n’est pas demandée par le site clienti. Elle appelle la
méthode hO dans la vue V2. La méthode hQ est de nouveau une méthode de la vue V1 et de la vue
V2. Dans ce cas, nous devons préserver le contexte initial dans lequel nous sommes en train
d’exécuter l’appel. En effet, l’appel de ht) devrait être exécuté dans les deux vues V et V2 et pas
seulement dans la vue V2 puisque initialement, l’appel à la méthode fQ est composé par le site
clienti qui requiert l’interface 11=V1+V2. Notons que VI et V2 résident sur deux sites différents.
Figure O-8 Un site client demande une combinaison différente de vues (multiple).
En résumé, nous devrons maintenir les points suivants pour remédier aux appels des
méthodes entre les différentes vues et l’objet de base
• Avoir des souches, squelettes et ties implantant toutes les versions multiples entre les
vues résidants sur différents sites.




• Avoir la possibilité de composer les noms des requêtes dynamiquement dans toutes
les souches comme nous avons fait dans le cas d’une architecture simple (un serveur-
plusieurs clients).
• Générer dans les vues les méthodes composées (par exemple, f0 est une méthode
multiple dans V1 et V2 alors on a : _V1_V2_fQ).
• Avoir une structure de données des vues, des méthodes et des interfaces afin
d’appeler les combinaisons demandées.
• Quand l’appel à une méthode d’une vue ne tient pas compte des autres vues
existantes, alors nous utilisons la broken delegation. Le cas contraire supporte les
appels aux différentes vues. Nous expliquons trois solutions traitant les appels des
méthodes et supportant la communication entre ces vues.
Annexe H : Exemple des vues dans les bases de données
Nous illustrons par un exemple une restriction d’insertion des données à partir d’une vue
dans tes bases de données internes. Afin d’illustrer ce problème, nous utilisons l’instruction «
INSERT » dans l’exemple suivant:
Cas 1: Création d’une table Employes
CREATE TABLE Employes (numéro INT PK, nom VARCHAR 256)
CHECK LENGTH (nom) < 256;
Cas 2 : Création d’une vue Vi de la table Employes:
CREATE VIEW Vi SELECT numéro, nom FROM Employes WHERE LENGTH (nom) <
25;
Cas 3: Création d’une autre vue V2 de la table Employes en utilisant le “CHECK OPTION”:
CREATE VIEW V2 SELECT numéro, nom FROM Employes WHERE LENGTH (nom) <
25 WITH CHECK OPTION;
Cas 4 : Maintenant, nous souhaitons insérer dans la vue Vi l’enregistrement suivant:
numéro= 1, et nom=Jacques_Philippe_Francois_Bouchard:
INSERT INTO Vi 1, Sarah_A1i_Hadi_Mohamad_Mclieick;
Cas 5 : finalement, nous souhaitons insérer dans V2 l’enregistrement suivant:
INSERT INTO V2 2, Ibrahim_A1i_Rakan_Hadi_Mohamad_Mcheick;
Dans cet exemple, nous soulignons tes remarques suivantes:




• Dans le Cas 4, l’insertion est acceptée dans la table Employes. Mais elle crée un
fantôme puisque le résultat de cette instruction est visible dans la table Employes et
invisible dans la vue Vi (voir la condition d’affichage de Vi: WHERE LENGTH
(nom) <25). Cette condition n’est pas applicable que lors de l’affichage dans la vue
Vi.
• Dans le Cas 5, les deux conditions (LENGTH (nom) < 256 et LENGTH (nom) < 25)
sont applicables durant l’insertion dans la vue V2. Cette insertion est refusée par la
vue V2 surtout avec l’application de CHECK OPTION du cas (3) et la longueur de
l’attribut nom est plus grande que 25 caractères (voir la longueur de
Ibrahim_Ali_Rakan_Hadi_MohamadMcheick).
En conséquence, le cas 5 montre que l’insertion ne permet pas la modification d’un
attribut dans une table.
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