In industrial wireless sensor networks (IWSNs), monitoring data generated by field devices (FDs) are supposed to be delivered to the gateway timely and reliably. The previous researches focus on the convergecast problem based on the global available channel set, where unreliable channels are blacklisted. However, in practical industrial environment, different links may have different local available channel sets (LACSs) due to the location-dependent characteristics of wireless channels. In this paper, we study the LACSs-based convergecast scheduling problem in the IWSNs with tree topologies. First, we formulate the convergecast scheduling problem in a mathematically precise form of integer programming. Then, we propose a novel method to calculate priorities for each FD, and design two effective heuristic rules of allocating channels to FDs to maximize the number of concurrent transmissions in each time slot, considering the priority of each FD and the constraints in the integer programming formulation. Finally, inspired by the proposed heuristic rules, we propose an LACSs-based convergecast scheduling (LCS) algorithms to generate efficient schedules for IWSNs in polynomial time. The simulation results show that the proposed algorithm outperforms existing works in terms of latency for different scenarios.
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I. INTRODUCTION
A S one of the most critical technologies for intelligent manufacturing, industrial wireless sensor networks (IWSNs) are being widely adopted in smart factories [1] - [3] . Manuscript Compared with wired communication, wireless communication offers lower installation cost, lighter maintenance overhead, better scalability, and so on [4] , [5] . In the meanwhile, industrial radio-frequency environment is extremely hostile for wireless communication, due to strong noise and interference, multi-path effect and deep fading [6] - [8] . However, hard real-timeliness and high transmission reliability are required by industrial applications for IWSNs in spite of the harsh industrial environment [9] , [10] . To address the challenges, numerous efforts around the world have been devoted to the standards on IWSNs, including WirelessHART [11] , ISA 100.11a [12] , WIA-PA [13] , WIA-FA [14] , and so on.
Currently, all standardized IWSNs [11] - [14] are reusing general-purpose physical layers, such as IEEE 802.11, IEEE 802.15.1 and IEEE 802.15.4, which creates a scenario in which different wireless technologies coexist over the licensed free band (e.g., ISM 2.4GHz). As a result, the performance of IWSNs will degrade dramatically if the coexisting interferences are not efficiently mitigated. Considering determinism as an important feature for industrial applications, all the IWSNs standards [11] - [14] adopt TDMA/FDMA as the access method, under which the gateway (GW ) will assign a precisely scheduled time slot & channel to transmit a packet from one field device (F D) to another. As time-frequency resources are reserved for transmissions, collisions between F Ds can be avoided and thus deterministic performance in terms of latency and reliability can be achieved.
To further improve the transmission performance of IWSNs, the blacklisting technology is usually combined with transmission scheduling, which builds available channel sets by prohibiting the use of the unreliable channels [11] - [13] . In [11] , a transmission scheduling scheme based on the global available channel set (GACS) is proposed for IWSNs. With the GACS, all links in the IWSN share one common set of available channels. However, wireless links at different locations may obtain different local available channel sets (LACSs) in industrial environments [6] - [8] . The transmission scheduling scheme in [11] distributes traffics to only a conservative number of available channels (In particular, the GACS may be empty), which reduces the spectrum efficiency considerably. On the contrary, ISA 100.11a [12] advocates to devise the scheduling scheme based on LACSs. However, existing LACSs-based scheduling schemes allocate time slot and channel resources in a distributed way, which incurs difficulties in controlling the end-to-end latency of packets in IWSNs.
Convergecast (i.e., many-to-one communication paradigm) is the main transmission mode of IWSNs [15] , where monitoring data generated by F Ds are supposed to be delivered to the GW timely and reliably. This paper studies the LACSs-based convergecast scheduling problem in IWSNs with tree topologies. Each F D generates one packet periodically, and we aim to minimize the total time slots required to complete the convergecast. The main contributions of this paper are summarized as follows:
• We for the first time formulate the LACSs-based convergecast scheduling problem in the form of integer programming. This mathematically precise formulation can be used by commercial integer programming solvers to obtain an optimal solution. • We propose to calculate priorities for each F D based on a newly defined metric 'valid remaining packets' and design two effective heuristic rules of allocating channels to F Ds to maximize the number of concurrent transmissions in each time slot. • Inspired by the proposed heuristic rules, we propose a novel LACSs-based convergecast scheduling (LCS) algorithms, which can generate efficient schedules for IWSNs in polynomial time. • Simulation results show that the proposed algorithm outperforms existing works in terms of latency for different scenarios. The remainder of this paper is organized as follows. Section II reviews the related work of this paper. Section III presents the network model and mathematical formulation. Section IV analyzes the drawbacks of traditional GACS-based covergecast scheduling algorithms and proposes the LCS algorithm. Section V conducts simulations to validate the efficiency of the proposed LCS algorithm. Section VI draws conclusions.
II. RELATED WORK
Convergecast is an essential yet time-consuming task in IWSNs, and minimizing the latency of convergecast has aroused widespread concern of researchers [16].
A. Single-Channel Case
Choi et al. [17] , [18] proved that the time optimal convergecast scheduling in wireless sensor networks with a single channel as NP-complete. Wan et al. [19] studied minimum-latency aggregation schedule in synchronous multi-hop wireless networks under the protocol interference models with different interference radii. Guo et al. [20] proposed an energy-efficient distributed scheduling algorithm based on a novel cluster-based tree. Gandham et al. [21] proposed distributed convergecast scheduling algorithms and derived their upper bounds for networks with linear, multiline, tree and mesh topologies, respectively. Different from the traditional convergecast problem which considers a single data sink [17] - [21] , Omiyi et al. [22] proposed interference-aware distributed scheduling algorithms for convergecast in networks with multiple linear sensor clusters. However, due to the channel interference and the limited bandwidth, great challenges will be faced in single-channel-based solutions to guarantee timely packet delivery in IWSNs [23]- [26] .
B. Multi-Channel Case
Zhang et al. studied joint link scheduling and channel assignment problems for real-time communications in networks with linear topologies [23] and tree topologies [24] , respectively. Incel and Krishnamachari [25] and Incel et al. [26] combined scheduling with power control to mitigate the interference, and proposed algorithms to achieve lower bounds on the length of schedule when interference is completely eliminated. Song et al. [27] proposed a time-optimal scheduling for heterogeneous scenarios, where each node reported a heterogeneous amount of packets in each round. For IWSNs with cluster-line topologies and cluster-tree topologies, Zhang et al. [28] , [29] analyzed the performance bounds of the convergecast scheduling and proposed time-and channel-optimal two-stage scheduling algorithms. For IWSNs with mesh topologies, Jin et al. [30] proposed a graph-routing-based convergecast scheduling algorithm for IWSNs with multiple radio interfaces. Saifullah et al. [31] proved the NP-hardness of real-time transmission scheduling problem for a WirelessHART network and derived a necessary condition for its schedulability.
The above studies [23] - [31] are based on the assumption that all links in an IWSN share the same GACS, and their solutions are always inefficient due to the overlook of the location-dependent characteristics of wireless channels in harsh industrial environment [32] - [34] . Different from [23] - [31] , Zorbas et al. [35] proposed the first LACSsbased distributed scheduling algorithm which assigned time slots and channels by exchanging information only with the neighbors. However, distributed algorithms are not applicable for IWSNs due to the following two drawbacks: First, without global information, an optimal schedule is hard to obtain for each node, which may result in low utilization of time and channel resources. Second, deterministic end-to-end latency of packets is difficult to achieve by distributed solutions.
In contrast, this paper proposes an LACSs-based convergecast scheduling algorithm which runs on the GW , reducing the overhead of F Ds in terms of communication and computing, and can give real-time scheduling solutions in polynomial time.
III. PROBLEM FORMULATION

A. Network Model
An IWSN is modeled as an undirected graph
with F D 0 denoting the GW and N being the number of F Ds.
As shown in Fig. 1 , this paper studies the LACSs-based convergecast of IWSNs with tree topologies. The routing tree G = (V, L) has already been constructed for routing packets from F Ds to the GW , where L ⊆ E is the set of links in G . The father node and the children set of F D i are denoted as f i and C i , respectively. The ID of f i is denoted by I D( f i ). Suppose that there are K channels in IWSNs, and channels available for L i (i = 1, 2, . . . , N) may be different. Let C H i denote the LACS of L i and define C H = {C H i |i = 1, 2, . . . , N}. In the convergecast, each F D generates one packet periodically. TDMA scheduling is performed at the GW for deterministic performance. Time is synchronized and divided into time slots with equal length. Each time slot allows the transmission of one packet and its associated acknowledgement (ACK). Due to the half-duplex mode, F D i (i = 0, 1, . . . , N) can either transmit or receive packets in one time slot. In order to avoid co-channel interference, space division multiplexing is not allowed in this paper.
For the convenience of reading, Table I lists the symbols and their descriptions.
B. Mathematical Formulation
First of all, decision variables {x
Then, the half-duplex constraints are formulated as
where T is the length of the schedule generated by the GW ,
is the number of channels of L i that can be activated in slot t.
The number of packets buffered in F D i at the end of time slot t is denoted as b t i ∈ {0, 1, . . . , N}. Obviously, when t = 0, we can obtain that
Equation (3) requires that the GW generates no packets and each F D generates one packet at the beginning of the convergecast.
When t ∈ {1, 2, . . . , T }, the number of packets buffered in F D i (i = 0, 1, . . . , N) evolves as follows:
Equation (4) means that the number of packets in F D i at the end of each slot is determined by the packets it has received and transmitted. The convergecast is completed when
To avoid collisions, any two links cannot be activated on the same channel simultaneously, i.e.,
Finally, according to LACSs, L i ∈ L cannot be activated on the channels which are not in C H i
The objective of this paper is to minimize the covergecast latency, and the studied convergecast scheduling problem (denoted as P) can be formulated as min T s.t. (1)∼ (7) .
However, it is a tough task to minimize T since the problem model (8) does not conform to the standard form of commercial integer programming solvers (e.g., GUROBI [36] or IBM ILOG CPLEX [37] ).
Next, we will find an alternative method to solve problem (8) . Staring with a sufficiently large T , we define a new problem P as follows
Obviously, problem P has the standard form of integer programming and thus can be solved by commercial solvers. Then, we can obtain the smallest T (defined as T * ) by using the bisection search method such that problem P is feasible. For convenience, we denote an optimal solution to problem P with T = T * as x * (t,ch)
i . Proposition 1: T * is the minimum of problem P. Proof: Let T opt denote the minimum of problem P. Obviously, we have T * ≥ T opt , since T * , x * (t,ch) i is a feasible solution to problem P.
Suppose T * > T opt . Then, for an arbitrarily given T (T opt ≤ T < T * ), we know that problem P is infeasible. Since problem P and problem P with T = T share the common feasible domain defined by (1)∼(7), problem P with T = T is infeasible, either, which contradicts the fact that T opt is the minimum of problem P. Therefore, we conclude T * = T opt . This completes the proof of Proposition 1.
IV. LCS ALGORITHM
In this section, we first introduce the OPT-TREE algorithm which is an optimal GACS-based convergecast scheduling algorithm for IWSNs with tree topologies [24] . Then, we analyze the drawbacks of the OPT-TREE algorithm when applying it to the studied convergecast scheduling problem. Finally, we propose the LCS algorithm to generate efficient schedules for IWSNs with tree topologies.
A. Motivation
For ease of presentation, let R P t i denote the number of remaining packets in ST i at the beginning of time slot t (t = 1, 2, . . .). Then the OPT-TREE algorithm is designed based on the following two rules:
• In each time slot t, F D i ∈ C 0 is scheduled for transmission if the following two conditions are met: (1) F D i has packets in its buffer, i.e., b t i > 0; (2) ST i has the largest number of packets among all subtrees which are rooted in the children of the GW , i.e., R P t i ≥ R P t j , ∀F D j ∈ C 0 and b t j > 0. • In each time slot t, F D i / ∈ C 0 is scheduled for transmission if the following three conditions are met: (1) F D i has packets in its buffer, i.e., b t i > 0; (2) The father node of F D i has no packets in its buffer, i.e., b t I D( f i ) = 0; (3) ST i has the largest number of packets among all subtrees which are rooted in the sibling nodes of In the above two rules, channels are allocated to nodes in the ascending order of their channel indexes, which means that channel ch 1 should be allocated to F D i ahead of channel ch 2 if ch 1 < ch 2 and ch 1 , ch 2 ∈ C H i .
As shown in Fig. 2 , the schedule (for the IWSN in Fig. 1 ) generated by the OPT-TREE algorithm needs six more time slots than the optimal one. To illustrate the cause of the performance gap, Fig. 3 presents the details of transmission process of the first three time slots. As shown in Fig. 3(b) , channel 1 is allocated to F D 1 according to the first rule of the OPT-TREE algorithm in time slot 3. However, F D 5 and F D 8 (candidates according to the second rule) cannot obtain any available channels due to the constraints presented in formula (6) and (7) . As shown in Fig. 3(c) , after adjusting the order of channel allocation, time slot 3 can support two more parallel transmissions by allocating channels 1, 2 and 3 to F D 5 , F D 9 and F D 1 , respectively.
The above analysis shows that there are two drawbacks in the OPT-TREE algorithm: (1) The priority of F D i to access a channel is totally determined by the R P t i , and due to the conservative use of available channels, many transmission chances are not efficiently used. (2) Channels are allocated to nodes in the ascending order of their channel indexes, which normally cannot give the best matching.
To address the above concerns, the main spirit of the LCS algorithm is to maximize the number of parallel transmissions in each time slot.
B. Algorithm Description 1) Valid Remaining Packets:
Since channel ch (ch = 1, 2, . . . , N) may be contained in LACSs of multiple links, the chance of accessing channel ch should be shared by these links, and the number of valid remaining packets of subtree ST i is calculated as follows.
First, at the beginning of each time slot t, the chance of accessing channel ch (denoted as AC t ch ) is defined as the probability that channel ch is available for only one link. Further, we define AC t = {AC t ch |ch = 1, 2, . . . , K }, with
where n ch is the number of links which meet the following two conditions: (1) The LACSs of such links contain channel ch;
(2) The transmitting nodes of such links have packets in their buffers. For instance, in Fig. 3(a) , channel 1 is available for six links which are L 1 , L 5 , L 8 , L 9 , L 10 and L 11 . Therefore, AC 3 1 = 1 6 . Similarly, AC 3 2 = 1 5 and AC 3 3 = 1 5 . Then, at the beginning of each time slot t, the number of valid channels of L i (denoted as V C t i ) is calculated by adding up the chance of accessing its LACS. Further, we define
For instance, in Fig. 3(a 
and V C 3 3 = AC 3 2 + AC 3 3 = 2 5 . Finally, at the beginning of each time slot t, the number of valid remaining packets of subtree ST i (denoted as V RP t i ) is calculated by
Further, we define V RP t = {V R P t i |i = 1, 2, . . . , N}. For instance, in Fig. 3(a = 5 2 .
2) Two Heuristic Rules:
To maximize the number of concurrent transmissions in each time slot, two heuristic rules are proposed. Rule 1. In each time slot t, channels are allocated to links in the descending order of AC t ch . Rule 2. As for channel ch (ch = 1, 2, . . . , K ), F D i ∈ V \{F D 0 } has the highest priority to be scheduled for transmission on channel ch if the following three conditions are met: (1) F D i has packets in its buffer, i.e., b t i > 0; (2) The LACS of F D i contains channel ch, i.e., ch ∈ C H i ; (3) ST i has the largest number of valid remaining packets among all subtrees, i.e.,
The LCS algorithm is proposed according to the above two rules. Different from the OPT-TREE algorithm, the LCS algorithm first focuses on a certain channel ch according to Rule 1, and then selects a node from all the nodes who can use channel ch according to Rule 2. The details of the LCS algorithm are summarized in Algorithm 1.
The LCS algorithm ends with the fact that all packets are delivered to the GW . At the beginning of each time slot t, the V R P t is obtained (line 7) and will be used for setting priorities for nodes to access a certain channel. Channels are sorted according to Rule 1. As for chan s (i ) (i.e., the i -th channel in chan s ), all nodes whose uplinks can use chan s (i ) are added to set (lines [13] [14] [15] . Then, according to Rule 2, set d is obtained by sorting nodes in set in the descending order of V R P t j (line 16). According to the half-duplex constraints, the Judgement algorithm (line 18) judges whether F D j ∈ set d is the father, child or sibling node of any nodes in set s .
The LCS algorithm is efficient to deal with the two drawbacks illustrated in Section IV.A. (1) The LCS algorithm defines V R P t i which considers the effects of R P t i and LACSs. Different from OPT-TREE, the LCS algorithm assigns priorities based on V RP t i instead of R P t i in Rule 2, and the spirit of the LCS algorithm is to give high priorities to F Ds that have more packets to transmit while having fewer channels to use, which helps increase the number of parallel transmissions in each time slot. (2) Different from OPT-TREE in which channels are allocated to nodes in the ascending order of their channel indexes, the LCS algorithm first selects a channel (Rule 1) and then selects a link for the channel (Rule 2) to obtain a better match between links and channels. 
C. Time Complexity
where " =" follows from K N.
V. PERFORMANCE EVALUATION
In this section, we evaluate the performance of the LCS algorithm through numerical simulations by using Matlab. Similar to [24] , the generation of tree topologies is controlled by three parameters: {F, D, }. Herein, F is the number of children of the GW , D is the maximum depth of the routing Algorithm 1: LCS Input: G = (V, L), C H Output: sch (the generated schedule) 1 t = 0; 2 b 0 0 = 0;// initialize the number of packets in the GW 3 for i = 1 to N do
Obtain AC t , V C t and V RP t according to Eq. (10)∼(12); 8 Obtain chan by selecting channels whose n ch > 0; tree, and is the maximum number of children of any nodes except for the GW . When {F, D, } is fixed, the routing trees are generated as follows: First, F nodes with the depth of 1 are generated as the children of the GW . Then, nodes with other depths are generated, and the number of children of each father node (except for the GW ) is randomly selected from [1, ] . The second step repeats until no more nodes can be added to the routing tree. The LACS of L i (i = 1, 2, . . . , N) is generated as follows: First, an integer R is selected from 1 to K randomly, where K is the total number of channels in IWSNs. Then, R different integers (i.e., the channel indexes of C H i ) are selected from [1, K ] randomly. Given any setting of {F, D, } and K , 1000 routing trees with LACSs are generated randomly.
A. Two Related Algorithms for Comparisons
• The MP-OPT-TREE algorithm. Since the OPT-TREE algorithm is mainly designed for nodes with single-packet buffer, we extend it to its multiple-packet-buffer version (MP-OPT-TREE) for a fair comparison. In the MP-OPT-TREE algorithm, in each time slot t, F D i ∈ V \{F D 0 } has the highest priority to be scheduled for transmission if the following two conditions are met: (1) F D i has packets in its buffer, i.e., b t i > 0; (2) ST i has the largest number of packets among all subtrees, i.e., R P t i ≥ R P t j , ∀F D j ∈ V \{F D 0 } and b t j > 0. Similar to the OPT-TREE algorithm, the MP-OPT-TREE algorithm allocates channels to nodes in the ascending order of their channel indexes. • The S-LCS algorithm. To illustrate the improved performance by adjusting the chance of accessing channel ch (e.g., AC t ch ) in each time slot t, we give the static version of LCS (the S-LCS algorithm), in which AC t ch is calculated at the beginning of the time slot 1 and keeps unchanged throughout the convergecast process.
B. Small-Scale IWSNs
Since most nodes are within 4 hops of the GW in real plant settings of IWSNs [11] , [24] , in small-scale IWSNs, we set {F, } = {4, 3}, and vary D and K from 1 to 4.
In each test, the optimal schedule is obtained by solving the formulated integer programming problem (i.e., P ) using GUROBI [36] , and used as a benchmark to evaluate the performance of other algorithms. The lengths of schedules computed by GUROBI, the LCS algorithm, the S-LCS algorithm, the OPT-TREE algorithm and the MP-OPT-TREE algorithm are denoted as T opt , T lcs , T s_lcs , T tree and T mp_tree , respectively.
1) Lengths of Schedules: Following metrics are used for performance evaluations.
• AD alg : Average difference between T alg and T opt . Herein, 'alg' can be replaced by 'lcs', 's_lcs', 'tree' or 'mp_tree', and AD alg = 1 n n i=1 (T i alg − T i opt ). • AD R alg : Average ratio of the difference between T alg and T opt to T opt . Herein, 'alg' can be replaced by 'lcs', 's_lcs', 'tree' or 'mp_tree', and AD R alg =
• M D alg : Maximum difference between T alg and T opt .
Herein, 'alg' can be replaced by 'lcs', 's_lcs', 'tree' or 'mp_tree', and M D alg = max i=1,2,...,n Fig. 4(a) and Fig. 5(a) show the comparisons of the AD alg among the LCS, S-LCS, OPT-TREE and MP-OPT-TREE algorithm when K = 2 and K = 4, respectively. From the figures we can know that • When D = 1, the AD alg of the above four algorithms are equal to 0. This is due to the fact that tree topologies reduce to star topologies, and links are activated one by one. Thus, T lcs , T s_lcs , T tree and T mp_tree are equal to T opt . • When D ≥ 2, the LCS algorithm significantly outperforms the OPT-TREE algorithm and the MP-OPT-TREE algorithm. The average length of schedules of the LCS algorithm is close to the optimal solution, and the differences between them are always less than one time slot. • The gap of AD alg between the LCS algorithm and the OPT-TREE (or MP-OPT-TREE) algorithm enlarges with the increase of D, which is due to the fact that the OPT-TREE algorithm and the MP-OPT-TREE algorithm allocate channels to nodes in an ascending order of channel indexes. Therefore, nodes far from the GW may obtain no channels. In contrast, the LCS algorithm selects an appropriate node for a certain channel, which is more likely to generate a better matching between nodes and channels. • The gap between AD lcs and AD s_lcs also enlarges with the increase of D, which is due to the fact that larger D always bring more nodes without packets in their buffers. By ignoring the links whose transmitting nodes have no packets in their buffers in the current time slot, the LCS algorithm can calculate the chance of accessing channels more precisely.
As shown in Fig. 4(b) and Fig. 5(b) , AD R lcs is always below 3%, and very close to 0 when D ≤ 2. Fig. 6 and Fig. 7 show the comparisons of the M D alg among the LCS, S-LCS, OPT-TREE and MP-OPT-TREE algorithm when K = 2 and K = 4, respectively. From the figures we can know that the largest gap between the LCS algorithm and the optimal solution is six time slots, which is significantly less than those of the other algorithms.
2) Execution Times: The execution times of the above four algorithms and the GUROBI-based solution are measured to compare their time complexities.
All tests are run on a computer with a 3.2GHz Intel Core i5 processor and 8GB memory. As shown in Table II , the execution time of the LCS algorithm is less than 0.1s when D ≤ 4. However, the computation time of GUROBI increases rapidly with the increase of D, and is unacceptable when D > 4.
C. Large-Scale IWSNs
To evaluate the scalability of the LCS algorithm for largescale IWSNs, we set {F, } = {12, 3}, and vary D and K from 1 to 8. As the execution time of GUROBI will be unacceptable when D > 4, we do not consider the optimal schedule by GUROBI. Instead, we will use a tight lower bound on convergecast latency in [24] (denoted as 'LB') as a benchmark in the following simulations. Specifically, the low bound on convergecast latency in [24] is formulated as
where n(d) is the number of F Ds with the depth of d, and n max is the maximum number of F Ds in a subtree. 1) Lengths of Schedules: The length of schedule computed by LB is denoted as T lb , and following metrics are used for performance evaluations. K = 2, 5 and 8, respectively. Besides the conclusions drawn from Section V.B, we can also know that when D is fixed, the difference between the OPT-TREE algorithm and the LCS algorithm decreases with the increase of K . This is due to the fact that more channels give the OPT-TREE algorithm more chances to find a better matching between nodes and channels, which results in more parallel transmissions in each time slot.
VI. CONCLUSION
In this paper, we have studied the LACSs-based convergecast scheduling problem in IWSNs with tree topologies. First, a mathematically precise form of integer programming of the convergecast scheduling problem has been formulated, which can be used by commercial integer programming solvers to obtain an optimal solution. Then, the drawbacks have been analyzed when applying traditional GACS-based algorithms to the studied convergecast scheduling problem. Next, a novel method to calculate priorities for each F D and two effective heuristic rules have been designed to maximize the number of concurrent transmissions in each time slot. Finally, inspired by the proposed heuristic rules, the LCS algorithm has been proposed, which achieves lower latency than the existing works for different scenarios.
There are two main directions to follow in future. First, tree routing paths affect schedulability significantly and future work will thus take into the consideration of the construction of tree routing paths. Second, it will be important to implement the LCS algorithm in an experimental testbed.
