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Preface
The abstract theory of equilibrium problems has found its applications in various
branches of basic and applied sciences. Equilibrium problem has various imple-
mentations in equilibrium situations of sciences, engineering and economics, etc..
It provides us a unified model to study an extensive number of linear and nonlin-
ear physical problems. In recent years, these facts motivated several researchers
to establish general results on the existence of equilibrium. There is a transparent
documentation on equilibrium problems and their exploration in optimization,
variational inequalities, fixed point and complementarity problems, etc..
The subject of complementarity problem and its numerous extensions has be-
come a well-established and productive discipline within mathematical pro-
gramming and applied mathematics. This problem has received a great deal of
attention and there has been a lot of research on the existence and uniqueness
of its solutions, as well as applicable numerical methods for getting its approx-
imate solutions by serial computers. This problem has attracted considerable
attention due to its countless uses in operation research, economic equilibrium,
engineering design, etc..
The thesis is devoted to study existence results of various kinds of equilibrium
problems and complementarity problems. It comprises of of six chapters. All six
chapters of this thesis are divided into sections.
The mathematical notions and results needed for the study of scalar and vector
equilibrium as well complementarity problems are recalled in Chapter 1. Also,
brief introduction of variational inequality problem and some other related
problems is presented in this opening chapter. This chapter serves as the base
and background for the study of successive chapters.
In Chapter 2, we introduce and study different forms of equilibrium problems.
The original concept of monotonicity has been extended in various direction and
these concepts are used to prove the existence of solutions of diverse types of
equilibrium problems together with celebrated KKM-Fan theory, the concept of
coercing family, and core of a set. A fair number of examples are formulated to
signify the used concepts.
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Chapter 3 contains some new introductive ideas such as α-C-monotonicity and
α-β-C-monotonicity which are the generalizations of monotonicity. Using these
new concepts, we present some existence results of solutions for the generalized
implicit vector equilibrium problem and the generalized mixed vector equilib-
rium problem. In the final section of this chapter, we introduce an equilibrium
problem in fuzzy environment in vector case which can be identified as the exten-
sion of many nonlinear problems for fuzzy mappings, see e.g., [30, 32, 59, 66, 71].
Chapter 4 is devoted to the study of existence and uniqueness of weak and
strong mixed vector equilibrium problems and strong mixed vector equilibrium
problem for multivalued mappings. Without using compactness assumptions
and noted KKM-Fan theorem, we prove the results by applying generalized
version of KKM-Fan theorem for coercing family and generalized Fan-Browder
fixed point theorem given by Balaj and Muresan [13].
In Chapter 5, we establish an existence theory for mixed scalar equilibrium-like
problem in H-spaces and present an example to show the solvability of our
considered problem. In the last section, the conditions for solvability of mixed
vector equilibrium-like problem in non-compact domain, given by generalized
pseudomonotonicity and coercing family, are provided.
The sixth and concluding chapter focuses on the study of two generalized com-
plementarity problems, namely a generalized vector H-complementarity prob-
lem with fuzzy mappings and a random fuzzy complementarity problem. Firstly,
we investigate the equivalency of generalized vector H-complementarity prob-
lem with fuzzy mappings to the generalized vector variational inequality prob-
lem with fuzzy mappings, and then an existence result is presented. In the last
section, under suitable conditions on the parameters and mappings involved,
we give the strong convergence theorem for random fuzzy complementarity
problem by defining an iterative algorithm to compute the approximate solu-
tions.
The thesis ends with a list of publications with their front page and a compre-
hensive bibliography of research articles and books which have been consulted
and referred to in this treatise.
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PRELIMINARIES
1.1 Introduction
Variational inequality theory yields us a simple and unified structure to study a
large class of problems being raised in mathematical, physical and social sciences,
etc.. In early sixties, Lions and Stampacchia [77] gave the initial idea of variational
inequalities involving non-symmetric bilinear form. To-date problems which
have been formulated and studied as variational inequality problems include
image processing, environmental network problems, structural engineering
problems, nonlinear equations, complementarity and fixed point problems. This
input of researchers benefited variational inequality theory to achieve its present
day importance in pure and applied sciences. This theory not only exhibits
the fundamental facts of existence, uniqueness, stability and sensitivity of the
solution, but also a number of numerical methods are used to solve free and
moving boundary value problems and general equilibrium problems. For the
applications, formulations, numerical methods and other aspects of variational
inequalities, see e.g., [8, 9, 50, 92, 101] and references therein.
One of the most important topics in nonlinear analysis and several applied fields
is the so called equilibrium problem which is also a variant form of variational
inequality problem. The equilibrium theory, which is a part of the nonlinear
analysis, provides a general mathematical framework for the study of a large
variety of problems, such as: optimization problems, variational inequalities
problems, saddle point problems, complementarity problems, Nash equilibria
1
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problems and fixed point problems. These problems often occur in economics,
finance, network analysis, mechanics, physics, etc.. The term “equilibrium” was
used by Blum and Oettli [19], but the problem itself had been investigated more
than twenty years before by Fan [47]. Fan considered equilibrium problem in a
compact convex subset of a Hausdorff topological vector space and termed it
as “minimax inequality”. Bre´zis et al. [20] improved Fan’s result by assuming
coercivity condition, which is automatically satisfied when the set is compact.
Equally important is the area of mathematical programming known as the com-
plementarity theory, which was introduced by Lemke [74], has been generalized
to study a large class of problems occurring in fluid flow through porous media,
contact problem in elasticity, economics and transportation equilibria, control
optimization, and lubrication problem, see [12, 43, 90, 91] and the references
therein. The relationship between a variational inequality problem and a com-
plementarity problem has been noted implicitly by Lions [76] and Mancino and
Stampacchia [81]. However, it was Karamardian [60, 61], who showed that if the
set involved in a variational inequality problem and complementarity problem
is a convex cone, then both the problems are equivalent. In fact, variational
inequality problems are more general than the complementarity problems, and
include them as special cases.
In next section, we put forward a collection of basic definitions and some pre-
liminary theorems. These results aim to help us in deriving the main results
of our work that would be given in subsequent chapters. After that a con-
cise introduction of variational inequality problem, equilibrium problem and
complementarity problem is given.
1.2 Preliminary Definitions and Basic Results
Throughout this thesis, we denote a real Banach space by E, a topological vector
space by X , and a Hilbert space by H , respectively with norm ‖ · ‖ and inner
product 〈·, ·〉, and K is a nonempty subset of respective spaces, unless otherwise
specified.
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If E1 and E2 are Banach spaces, we denote by
L(E1, E2) = {f : E1 −→ E2 : f is linear and continuous},
and by 〈·, ·〉 : L(E1, E2)× E1 −→ E2, we mean
〈f, x〉 = f(x), ∀f ∈ L(E1, E2), x ∈ E1.
When E2 = R, then L(E1, E2) = E∗1 , the dual of E1 and 〈·, ·〉 : E∗1 × E1 −→ R is
the duality pairing given by
〈f ∗, x〉 = f ∗(x), ∀f ∈ E∗1 , x ∈ E1.
Definition 1.2.1. Let C be a nonempty subset of a real linear space E. Then, C is a
cone if, x ∈ C implies λx ∈ C, for all λ ≥ 0.
Remark 1.2.1. Note that 0E , the zero element in the space E, belongs to C as λ = 0.
Theorem 1.2.1. A cone C in a real linear space E is convex if and only if, for all
x, y ∈ C, x + y ∈ C. Geometrically, a convex cone is the pie slice with apex at origin
and edges passing through x and y, for all x, y ∈ C.
Definition 1.2.2. A cone C is called pointed if, x ∈ C and −x ∈ C imply x = 0E.
Example 1.2.1. The set
Rn+ = {x = (x1, · · · , xn) ∈ Rn : xi ≥ 0, ∀i = 1, · · · , n}
is a pointed cone.
Definition 1.2.3. Let C be a closed convex and convex cone in a real linear space E.
The dual cone C∗ of C is defined by
C∗ = {y ∈ E : 〈y, x〉 ≥ 0, ∀x ∈ C}.
Geometrically, C∗ consists of all those vectors which make a non-obtuse angle with every
vector in C.
Definition 1.2.4. An ordered Banach space is a pair (E,C), where E is a real Banach
space and C is a pointed convex cone with the linear order induced by C. The partial
order ≤C on E induced by C is defined by
x ≤C y ⇔ y − x ∈ C, ∀x, y ∈ E.
Chapter 1. Preliminaries 4
The weak order ≮C on ordered Banach space (E,C) with intC 6= ∅ is defined as
x ≮C y ⇔ y − x /∈ intC, ∀x, y ∈ E.
It is well known that the linearization lemma plays an important role in the
field of variational inequalities. The following lemma is the extension of the
linearization lemma in vector case.
Lemma 1.2.1 ([36]). Let (Y,C) be an ordered topological vector space with a pointed
closed convex cone C with intC 6= ∅. Then for all x, y ∈ Y , we have
(i) y − x ∈ intC and y /∈ intC imply x /∈ intC;
(ii) y − x ∈ C and y /∈ intC imply x /∈ intC;
(iii) y − x ∈ −intC and y /∈ −intC imply x /∈ −intC;
(iv) y − x ∈ −C and y /∈ −intC imply x /∈ −intC.
Definition 1.2.5. A Banach space E is called smooth if, for every x 6= 0, there is a
unique x∗ ∈ E∗ such that
‖x∗‖ = 1 and 〈x∗, x〉 = ‖x‖.
Definition 1.2.6. Let W : X −→ 2Y be a multi-valued mapping. The graph of W is
denoted by G(W ), is
G(W ) = {(x, y) ∈ X × Y : x ∈ X, y ∈ W (x)}.
Definition 1.2.7. A multi-valued mapping F : X −→ 2Y is said to have open lower
sections if, the set F−1(y) = {x ∈ X : y ∈ F (x)} is open in X for every y ∈ Y .
Theorem 1.2.2 (Riesz-Representation Theorem [95]). If f is a bounded linear func-
tional on a Hilbert space H , then there exists a unique vector v ∈ H such that
f(u) = 〈u, v〉, ∀u ∈ H and ‖f‖ = ‖v‖.
Definition 1.2.8. A mapping g : X −→ R is said to be convex if,
g(tu+ (1− t)v) ≤ tg(u) + (1− t)g(v)
holds for all t ∈ (0, 1) and u, v ∈ X.
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Definition 1.2.9. The convex hull of a set of points S in n dimensions is the intersection
of all convex sets containing S. For N points {p1, p2 · · · , pN}, the convex hull Co is
given by the expression
Co{p1, p2 · · · , pN} =
{ N∑
j=1
λjpj : λj ≥ 0 for all j and
N∑
j=1
λj = 1
}
.
Lemma 1.2.2 ([104]). Let X be a Hausdorff topological space and {Ai}i∈I nonempty
compact convex subsets of X . Then Co{Ai : i ∈ I} is compact.
Definition 1.2.10. A mapping g : K ⊆ X −→ Y is said to be
(i) lower semicontinuous with respect to C at a point x0 ∈ K if, for any neighborhood
V of g(x0) in Y , there exists a neighborhood U of x0 in X such that
g(U ∩K) ⊆ V + C;
(ii) upper semicontinuous with respect to C at a point x0 ∈ K if,
g(U ∩K) ⊆ V − C;
(iii) continuous with respect to C at a point x0 ∈ K if, it is lower semicontinuous and
upper semicontinuous with respect to C at that point.
Remark 1.2.2. If g is lower semicontinuous, upper semicontinuous and continuous with
respect to C at any point of K, then g is lower semicontinuous, upper semicontinuous
and continuous with respect to C on K, respectively.
Definition 1.2.11 ([17]). Let X and Y be the topological vector spaces, and let g :
X −→ 2Y be a multi-valued mapping. Then
(i) g is said to be upper semicontinuous at x ∈ X if, for each x ∈ X and each open
set V in Y with g(x) ⊂ V , there exists an open neighborhood U of x in X such
that g(y) ⊂ V , for each y ∈ U ;
(ii) g is said to be lower semicontinuous at x ∈ X if, for each x ∈ X and each open set
V in Y with g(x) ∩ V 6= ∅, there exists an open neighborhood U of x in X such
that g(y) ∩ V 6= ∅, for each y ∈ U ;
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(iii) g is said to be continuous on X if, it is at the same time upper semicontinuous
and lower semicontinuous on X . It is also known that g : X −→ 2Y is lower
semicontinuous if and only if for each closed set V in Y , the set {x ∈ X : g(x) ⊂
V } is closed in X .
Lemma 1.2.3 ([102]). If g is a lower semicontinuous mapping with respect to C, then
the set {x ∈ K : g(x) /∈ intC} is closed in K.
Definition 1.2.12. A mapping g : K −→ Y is said to be hemicontinuous if, for any
fixed x, y ∈ K, the mapping λ 7→ g(x+ λ(y − x)) is continuous at 0+.
Definition 1.2.13 ([106]). A mapping g : K −→ Y is said to be completely continuous
if, for any sequence {xn} ∈ K, xn → x0 ∈ K weakly, then g(xn)→ g(x0).
Definition 1.2.14 ([46]). Let K be a subset of a topological vector space X . A multi-
valued mapping T : K −→ 2X is called a KKM-mapping if, for each nonempty finite
subset {x1, x2, · · · , xn} ⊂ K, we have
Co{x1, x2, · · · , xn} ⊆
n⋃
i=1
T (xi),
where Co denotes the convex hull.
Theorem 1.2.3 (KKM-Fan Theorem[46]). Let K be a subset of a topological vector
space X and let T : K −→ 2X be a KKM-mapping. If, for each x ∈ K,T (x) is closed
and for at least one x ∈ K,T (x) is compact, then⋂
x∈K
T (x) 6= ∅.
Definition 1.2.15 ([16]). Consider a subset K of a topological vector space X and a
topological space Y . A family {(Ci, Zi)}i∈I of pair of sets is said to be coercing for a
mapping F : K −→ 2Y if and only if
(i) for each i ∈ I , Ci is contained in a compact convex subset ofK and Zi is a compact
subset of Y ;
(ii) for each i, j ∈ I , there exists k ∈ I such that Ci ∪ Cj ⊆ Ck;
(iii) for each i ∈ I , there exists l ∈ I with ⋂
x∈Cl
F (x) ⊆ Zi.
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Remark 1.2.3. In case where the coercing family reduced to single element, condition
(iii) of Definition 1.2.15 appeared first in this generality (with two sets C and Z) in
[15] and generalizes the condition of Karamardian [60] and Allen [5]. Condition (iii) is
also an extension of coercivity condition given by Fan [48].
Theorem 1.2.4 ([16]). Let X be a Hausdorff topological vector space, Y a convex subset
of X , K a nonempty subset of Y and F : K −→ 2Y a KKM-mapping with compactly
closed values in Y (i.e., for all x ∈ K, F (x) ∩ Z is closed for every compact set Z of Y ).
If F admits a coercing family, then ⋂
x∈K
F (x) 6= ∅.
Definition 1.2.16. A multi-valued mapping T : K −→ 2L(X,Y ) is called C-monotone
if, for any x, y ∈ K
〈s− t, y − x〉 ∈ −C, ∀s ∈ T (x), t ∈ T (y);
or, equivalently
〈s, y − x〉 ≤C −〈t, x− y〉, ∀s ∈ T (x), t ∈ T (y).
Definition 1.2.17 ([68]). Let T : K −→ L(X, Y ) and η : K × K −→ X be the
mappings. Then
(i) T is said to be C-η-pseudomonotone if, for any x, y ∈ K,
〈T (x), η(y, x)〉 /∈ −intC implies 〈T (y), η(y, x)〉 /∈ −intC;
(ii) T is said to be strongly C-η-pseudomonotone if, for any x, y ∈ K,
〈T (x), η(y, x)〉 /∈ −C \ {0} implies 〈T (y), η(y, x)〉 ∈ C;
(iii) T is η-hemicontinuous if, for any given x, y ∈ K and λ ∈ (0, 1], the mapping
λ 7→ 〈T (x+ λ(y − x)), η(y, x)〉 is continuous at 0+;
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(iv) η is said to be affine in the first argument if, for any xi ∈ K and λi ≥ 0, 1 ≤ i ≤ n
with
n∑
i=1
λi = 1 and any y ∈ K, we have
η
(
n∑
i=1
λixi, y
)
=
n∑
i=1
λiη(xi, y).
Definition 1.2.18. If K is an affine set, then g : K −→ Y is said to be affine if,
g(tu1 + (1− t)u2) = tg(u1) + (1− t)g(u2), ∀u1, u2 ∈ K, t ∈ R;
with u = tu1 + (1− t)u2 ∈ K.
Definition 1.2.19. Let (Y,C) be an ordered topological vector space. A mapping
T : X −→ Y is said to be C-convex if, for any pair of points x, y ∈ X , and λ ∈ [0, 1],
T (λx+ (1− λ)y) ≤C λT (x) + (1− λ)T (y).
Definition 1.2.20 ([45, 105]). LetX and Y be two topological spaces and let F : X −→
2Y be a multi-valued mapping. Then F is said to be transfer open-valued (respectively,
transfer closed-valued) if, for any x ∈ X, y ∈ F (x) (respectively, y /∈ F (x)), there
exists an x′ ∈ X such that y ∈ intF (x′) (respectively, y /∈ clF (x′)), where intA
and clA denotes the interior and closure of the set A, respectively. It is clear that,
G : X → 2Y is transfer closed-valued if and only if⋂
x∈X
G(x) =
⋂
x∈X
clG(x).
If A ⊆ X and B ⊆ Y , then G : A → 2B is called transfer closed -valued if the multi-
valued mapping x→ G(x)∩B is transfer closed- valued. In the case where X = Y and
A = B, G is called transfer closed-valued on A.
Remark 1.2.4. It is easy to see that a closed-valued (respectively, open-valued) multi-
valued mapping is a transfer closed-valued (respectively, transfer open-valued) multi-
valued mapping. But the converse is not true in general.
Definition 1.2.21. (i) A mapping F : K → Y is said to be positive homogenous if,
F (αx) = αF (x), for all x ∈ K and α ≥ 0.
(ii) A mapping F : K × K → Y is said to be positive homogenous of order 1 if,
F (αx, αx) = αF (x, x), for all x ∈ K and α ≥ 0.
Chapter 1. Preliminaries 9
Definition 1.2.22 ([19]). Let K and D be convex subsets of X with D ⊂ K. The core
of D relative to K, denoted by coreKD, is the set defined by a ∈ coreKD if and only if
a ∈ D and D ∩ (a, y) 6= ∅, for all y ∈ K \D.
Definition 1.2.23 ([6]). Let X and Y be two topological vector spaces and K be a
nonempty convex subset of X . A multi-valued mapping f : K × K −→ 2Y is
called Cx-quasiconvex-like if, for all x, y1, y2 ∈ K, and λ ∈ [0, 1], we have either
f
(
x, λy1 + (1− λy2)
) ⊆ f(x, y1)−C(x) or f(x, λy1 + (1− λy2)) ⊆ f(x, y2)−C(x).
Lemma 1.2.4 ([25, 83]). If K ⊂ H is a closed convex set and z ∈ H is a given point,
then u ∈ K satisfying the inequality
〈u− z, v − u〉 ≥ 0, ∀v ∈ K,
if and only if u = PKz, where PK is the projection operator of H onto K. Note that the
projection operator PK is nonexpansive, i.e.,
‖PKz1 − PKz2‖ ≤ ‖z1 − z2‖, ∀z1, z2 ∈ H.
Definition 1.2.24 ([14]). Let X be a topological space and S be a subset of X . Then
S is said to be contractible if, there is a point x0 ∈ S and a continuous mapping
G : S × [0, 1] −→ S such that G(x, 0) = x and G(x, 1) = x0, for all x ∈ S.
Example 1.2.2. Let S = {(x, y) ∈ R2 : x2 + y2 ≤ r2} be the circle in R2 with radius
r. Now, we can define a mapping G : S × [0, 1] −→ S, for some fixed (x0, y0) ∈ S and
arbitrary t ∈ [0, 1], by
G
(
(x, y), t
)
= (x0, y0) + (1− t)(x− x0, y − y0), ∀(x, y) ∈ S.
Then, G is a continuous function. Also,
G
(
(x, y), 0
)
= (x0, y0) + (x− x0, y − y0)
= (x, y),
G
(
(x, y), 1
)
= (x0, y0).
This implies that G is a homotopy between the identity mapping and constant mapping.
Therefore, S is a contractible set.
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Definition 1.2.25 ([14]). An H-space is an ordered pair (X, {ΓA}), where X is a
topological space and {ΓA} is a given family of nonempty contractible subsets of X ,
indexed by the finite subsets of X such that A ⊂ B implies ΓA ⊂ ΓB.
1.3 Variational Inequality Problems and Some Other
Related Problems
Many problems of elasticity and fluid mechanics can be expressed in terms of an
unknown u, representing the displacement of a mechanical system, satisfying
a(u, v − u) ≥ T (v − u), ∀v ∈ K, (1.3.1)
where K is a convex subset of a Hilbert space H, a(·, ·) is a bilinear form and T
is a bounded linear functional on H . The relations of the type (1.3.1) are called
variational inequalities.
If the bilinear form a(·, ·) is continuous, then by Riesz-representation theorem
[95], we have
a(u, v) = 〈A(u), v〉, ∀u, v ∈ H,
where A is a continuous linear mapping on H .
Then, the inequality (1.3.1) is equivalent to find u ∈ K such that
〈A(u), v − u〉 ≥ T (v − u), ∀v ∈ K. (1.3.2)
If the mappings A and T are nonlinear, then the variational inequality (1.3.2) is
known as strongly nonlinear variational inequality problem.
If T ≡ 0, then (1.3.2) is equivalent to find u ∈ K such that
〈A(u), v − u〉 ≥ 0, ∀v ∈ K. (1.3.3)
The variational inequality problem of the type (1.3.3) was introduced and studied
by Fichera [51] in 1964. Lions and Stampacchia [77] proved the existence of unique
solution of (1.3.3) by using essentially the projection techniques. Geometrically,
variational inequality problem (1.3.3) shows that the vector A(u) must be at a
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non-obtuse angle with all the feasible vectors originating from u which is of the
form v − u, for all v ∈ K.
Let E1 and E2 be two real Banach spaces. Let K ⊂ E1 be a nonempty closed
convex subset in E1, A : K −→ L(E1, E2) a mapping. Let {C(u) : x ∈ K} be the
family of closed convex pointed cone in E2 with intC(u) 6= ∅, for every u ∈ K,
where intC(u) is the interior of the set C(u). Then, the problem of finding u¯ ∈ K
such that
〈A(u¯), v − u¯〉 /∈ −intC(u¯), ∀x ∈ K, (1.3.4)
is called vector variational inequality problem which was introduced by Giannessi
[54].
The problem (1.3.4) is the generalization of the classical scalar variational in-
equality problem (1.3.3). When E2 = R, E1 = H,L(E1, E2) = E∗1 , C(u) = R+, for
all u ∈ K, then problem (1.3.4) collapses to the variational inequality problem
(1.3.3).
In last five decades, variational inequalities have been generalized and extended
in various directions. Variational-like inequality is one of its generalized form
which was introduced and studied by Parida et al. [93].
Let K be a closed convex set in Rn. Given two continuous mappings T : K −→
Rn and η : K ×K −→ Rn, then the variational-like inequality problem is to find
u ∈ K such that
〈T (u), η(u, v)〉 ≥ 0, ∀v ∈ K. (1.3.5)
If η(u, v) = v−u, then the variational-like inequality problem (1.3.5) is equivalent
to the variational inequality problem (1.3.3).
Let X be a Hausdorff topological vector space and let K be a closed convex
subset of X . Let T : K ×K −→ R be a bi-mapping such that T (u, u) ≥ 0, for all
u ∈ K. The problem of finding u ∈ K such that
T (u, v) ≥ 0, ∀v ∈ K, (1.3.6)
is called a scalar equilibrium problem which was introduced by Blum and Oettli
[19] in 1994. If T (u, v) = 〈A(u), v−u〉, then (1.3.6) reduces to classical variational
inequality problem (1.3.3).
Chapter 1. Preliminaries 12
The extension of the scalar equilibrium problem (1.3.6) in vector case is called
as vector equilibrium problem. Let Y be another topological vector space, C
a closed convex pointed cone in Y such that intC 6= ∅ and T : K × K −→ Y
a vector-valued bi-mapping. The weak vector equilibrium problem is to find
u¯ ∈ K such that
T (u, v) /∈ −intC, ∀y ∈ K.
The strong vector equilibrium problem is to find u¯ ∈ K such that
T (u, v) ∈ C, ∀y ∈ K.
A class of physical and economic situations are most naturally modeled by
saying that certain pairs of inequality constraints must be complementary, in the
sense that at least one must hold with equality. Complementarity problems can
be seen as extensions of square systems of nonlinear equations that incorporate
a mixture of equations and inequalities.
Consider the vector space Rn and classical inner product 〈x, y〉 =
n∑
i=1
xiyi, where
x = (xi), y = (yi) ∈ Rn. Suppose K = Rn+ and given a mapping T : K −→ Rn.
The classical complementarity problem is to find u ∈ K such that
T (u) ∈ K and 〈T (u), u〉 = 0.
Let K be a closed convex cone in Rn and T : K −→ Rn a mapping. The nonlinear
complementarity problem is to find a vector u ∈ K such that
T (u) ∈ K∗ and 〈T (u), u〉 = 0,
where K∗ is the dual cone of K. This problem was introduced by Cottle [41].
Geometrically, the nonlinear complementarity problem is a problem of finding a
non-negative vector u such that its image is also non-negative and is orthogonal
to u.
In 2001, Yin et al. [108] introduced a class of F -complementarity problem in real
Banach space E. Let E∗ be the dual space of E and K a closed convex cone in E.
The F -complementarity problem is to find u ∈ K such that
〈T (u), v〉+ F (v) ≥ 0 and 〈T (u), u〉+ F (u) = 0, ∀v ∈ K, (1.3.7)
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where T : E −→ E∗ and F : K −→ R are the mappings. They also proved
that F -complementarity problem was equivalent to the following F -variational
inequality problem of finding u ∈ K such that
〈T (u), v − u〉+ F (v)− F (u) ≥ 0 ∀v ∈ K.

Extended Vector Equilibrium Problems
CHAPTER II
The work of this chapter is published in following journals:
1. Filomat (ISSN: 2406-0933)
2. Applied Mathematics and Information Sciences (ISSN:
2325-0399)
3. Advances in Nonlinear Variational Inequalities (ISSN:
1092-910X)
The motive of this chapter is to introduce and study an extended
strong vector equilibrium problem, an extended mixed vector
equilibrium problem, an extended general weak vector equi-
librium problem and an extended general strong vector equi-
librium problem. We use KKM theory, the concept of coercing
family and core of a set to prove the results of this chapter. Some
examples are established to demonstrate the used concepts.
Abstract

2
EXTENDED VECTOR EQUILIBRIUM PROBLEMS
2.1 Introduction
The generalized form of equilibrium problem known as vector equilibrium
problem provides a unified model for several classes of problems, for example,
vector variational inequality problem, vector complementarity problem, vector
optimization problem and vector saddle point problem, see [19, 37, 38, 89] and
references therein. Driven by this enormous applications of vector equilibrium
problems, in this chapter, we study the extended version of vector equilibrium
problems by using celebrated KKM theory.
In section 2.2 of this chapter, we introduce and study an extended version of
strong vector equilibrium problem for multi-valued mappings in real Banach
spaces, we call it extended strong vector equilibrium problem. We prove ex-
istence theorems for extended strong vector equilibrium problem with and
without monotonicity assumption, respectively.
Section 2.3 concludes extended mixed vector equilibrium problem involving
multi-valued mapping in a Hausdorff topological vector space. We establish
some existence results for mixed vector equilibrium problem using the concept
of coercing family for multi-valued mappings and core of a set.
Finally in section 2.4, we introduce and study an extended general vector equi-
librium problem and an extended general strong vector equilibrium problem
in Hausdorff topological vector spaces which includes many existing models
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of vector equilibrium problems and equilibrium problems as special cases. An
existence result for extended weak general vector equilibrium problem and an
existence result for extended general strong vector equilibrium problem has
been obtained.
2.2 Extended strong vector equilibrium problem
Let us introduce the following extended strong vector equilibrium problem for
multi-valued mappings.
Let E1 and E2 be two real Banach spaces, K ⊂ E1 be a nonempty and convex set,
and C be a pointed, closed and convex cone in E2 with apex at the origin. Let
F : K ×K −→ 2E2 be a multi-valued mapping such that
F (λx+ (1− λ)z, x) ⊇ {0}, ∀x, z ∈ K,λ ∈ (0, 1].
We introduce the following problem of finding x ∈ K such that
F (λx+ (1− λ)z, y) * −C \ {0}, ∀y, z ∈ K,λ ∈ (0, 1], (2.2.1)
where [·, z) denotes the line-segment excluding the end point z. The system
(2.2.1) is called extended strong vector equilibrium problem.
Some special cases of problem (2.2.1) are listed below.
(i) If λ = 1, then problem (2.2.1) reduces to the problem of finding x ∈ K such
that
F (x, y) * −C \ {0}, ∀y ∈ K. (2.2.2)
The system (2.2.2) is called strong vector equilibrium problem, introduced
and studied by Kum and Wong [68].
(ii) If F (λx + (1− λ)z, y) = 〈s, x− x0〉, for all x, x0 ∈ K and s ∈ T (x0), where
T : K −→ 2L(E1,E2) is a multi-valued mapping, L(E1, E2) is the Banach
space of all continuous linear mappings from E1 into E2, then the system
(2.2.1) reduces to the problem of finding x0 ∈ K such that
s ∈ T (x0) and 〈s, x− x0〉 * −C \ {0}. (2.2.3)
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Problem (2.2.3) is called multi-valued strong vector variational inequality
problem which is a similar analogue of [73] in weak sense.
We need the following definitions in the consequence.
Definition 2.2.1. Let F : K ×K −→ 2E2 be a multi-valued mapping. Then
(i) F is said to be C-strong pseudomonotone with respect to [·, z) if,
F (λx+ (1− λ)z, y) * −C \ {0}
implies
F (λy + (1− λ)z, x) ⊆ −C, ∀x, y, z ∈ K,λ ∈ (0, 1];
(ii) F is said to be C-quasiconvex-like with respect to [·, z) if, for all x, z, y1, y2 ∈
K,λ ∈ (0, 1], α ∈ [0, 1], we have either
F (λx+ (1− λ)z, αy1 + (1− α)y2) ⊆ F (λx+ (1− λ)z, y1)− C
or
F (λx+ (1− λ)z, αy1 + (1− α)y2) ⊆ F (λx+ (1− λ)z, y2)− C.
In support of Definition 2.2.1, we construct the following examples.
Example 2.2.1. Let E1 = E2 = R, and K = C = R+. Let F : K ×K −→ 2E2 be a
mapping such that
F (λx+ (1− λ)z, y) = 〈T (λx+ (1− λ)z),√y −√x〉 , ∀x, y, z ∈ K,
where T : K −→ L(E1, E2) is given by
T (x) =
(
sinx+ 1
cosx+ 1
)
, ∀x ∈ K.
Now,
F (λx+ (1− λ)z, y) =
(
sin(λx+ (1− λ)z) + 1
cos(λx+ (1− λ)z) + 1
)(√
y −√x
)
=
(
{sin(λx+ (1− λ)z) + 1} (√y −√x)
{cos(λx+ (1− λ)z) + 1} (√y −√x)
)
* −C \ {0}.
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The above inequality implies that y ≥ x. Therefore, it follows that
F (λy + (1− λ)z, x) =
(
{sin(λy + (1− λ)z) + 1}(√x−√y)
{cos(λy + (1− λ)z) + 1}(√x−√y)
)
⊆ −C.
Therefore, F is C-strong pseudomonotone with respect to [·, z).
Example 2.2.2. Let E1 = E2 = R and K = C = R+. Let F : K ×K −→ 2E2 be a
mapping such that
F (λx+ (1− λ)z, y) = [λx+ (1− λ)z, y + n], ∀x, y, z ∈ K and n ∈ N.
For all y1, y2 ∈ K and α ∈ [0, 1], we can see that
if y1 ≤ y2, then αy1 + (1− α)y2 ≤ y2
and
if y1 > y2, then αy1 + (1− α)y2 ≤ y1.
Therefore, for all w ∈ F (λx+ (1− λ)z, αy1 + (1− α)y2), we have
w =
(y2 + n)− {(y2 + n)− w}; if y1 ≤ y2,(y1 + n)− {(y1 + n)− w}; if y1 > y2.
Hence, we have either
F (λx+ (1− λ)z, αy1 + (1− α)y2) ⊆ F (λx+ (1− λ)z, y1)− C
or
F (λx+ (1− λ)z, αy1 + (1− α)y2) ⊆ F (λx+ (1− λ)z, y2)− C.
Thus, F is C-quasiconvex-like with respect to [·, z).
We demonstrate the following Minty type lemma for the proof of our main
results.
Lemma 2.2.1. Let K be a nonempty convex subset of E1 and let F : K×K −→ 2E2 be
a multi-valued mapping such that F is generalized hemicontinuous in the first argument
and C-convex in the second argument. Assume that F is C-strongly pseudomonotone
with respect to [·, z) and F (λx+ (1− λ)z, x) ⊇ {0}, for all x, z ∈ K,λ ∈ (0, 1]. Then
the following two statements are equivalent.
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(I) Find x ∈ K such that F (λx+ (1− λ)z, y) * −C \ {0}, ∀y, z ∈ K,λ ∈ (0, 1].
(II) Find x ∈ K such that F (λy + (1− λ)z, x) ⊆ −C, ∀y, z ∈ K,λ ∈ (0, 1].
Proof. Suppose that (I) holds. Then by using the definition of C-strong pseu-
domonotonicity of F with respect to [·, z), (II) follows directly.
Conversely, suppose that (II) holds. Then, there exists x ∈ K such that
F (λy + (1− λ)z, x) ⊆ −C, ∀y, z ∈ K,λ ∈ (0, 1].
For each y ∈ K, t ∈ (0, 1), set yt = ty + (1− t)x. Then, clearly yt ∈ K and hence
F (λyt + (1− λ)z, x) ⊆ −C. (2.2.4)
Since F is C-convex in the second argument and
0 ∈ F (λyt + (1− λ)z, yt)
⊆ F (λyt + (1− λ)z, ty + (1− t)x)
⊂ tF (λyt + (1− λ)z, y) + (1− t)F (λyt + (1− λ)z, x)− C. (2.2.5)
By (2.2.4) and using the fact that C is a convex cone, we have
tF (λyt + (1− λ)z, y) ∩ C 6= ∅,
and hence
F (λyt + (1− λ)z, y) ∩ C 6= ∅. (2.2.6)
As F is generalized hemicontinuous in the first argument and yt → x, from
(2.2.6) we have
F (λx+ (1− λ)z, y) ∩ C 6= ∅.
If not, then
F (λx+ (1− λ)z, y) ⊆ O,
where O is an open set.
By the generalized hemicontinuity of F in first argument, there exists t0 ∈ (0, 1]
such that for all t ∈ [0, t0),
F (λyt + (1− λ)z, y) ⊆ O,
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i.e.,
F (λyt + (1− λ)z, y) ∩ C = ∅,
which contradicts (2.2.6). As C is a pointed convex cone, we obtain
F (λx+ (1− λ)z, y) * −C \ {0}, ∀x, y, z ∈ K,λ ∈ (0, 1],
i.e., (I) holds. This completes the proof.
Now, we prove the existence result for extended strong vector equilibrium
problem (2.2.1) with monotonicity assumption.
Theorem 2.2.1. Let K be a nonempty, closed, bounded and convex subset of a reflexive
Banach space E1 and let F : K ×K −→ 2E2 be generalized hemicontinuous in first
argument, continuous in second argument, C-convex in second argument and also affine
in second argument. Assume that F is C-strong pseudomonotone with respect to [·, z)
and C-quasiconvex-like with respect to [·, z) and F (λx + (1 − λ)z, x) ⊇ {0}, for all
x, z ∈ K,λ ∈ (0, 1]. Then, extended strong vector equilibrium problem (2.2.1) admits a
solution.
Proof. We define two multi-valued mappings A,B : K −→ 2K by
A(y) =
{
x ∈ K : F (λx+ (1− λ)z, y) * −C \ {0}},
B(y) = {x ∈ K : F (λy + (1− λ)z, x) ⊆ −C}, ∀y, z ∈ K,λ ∈ (0, 1].
Since y ∈ A(y) ∩ B(y), for all y ∈ K, it follows that A(y) and B(y) both are
nonempty.
We claim that A is KKM-mapping. Suppose that A is not a KKM-mapping, then
there exists some x ∈ Co{y1, y2, · · · , yn} such that for all ti ∈ [0, 1], i = 1, 2, · · · , n
with
n∑
i=1
ti = 1, we have
x =
n∑
i=1
tiyi /∈
n⋃
i=1
A(yi).
Then, we have
F (λx+ (1− λ)z, yi) ⊆ −C \ {0},
and
n∑
i=1
tiF (λx+ (1− λ)z, yi) ⊆ −C \ {0}. (2.2.7)
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Since F is affine in the second argument, it follows from (2.2.7) that
F
(
λx+ (1− λ)z,
n∑
i=1
tiyi
)
⊆ −C \ {0},
or,
F (λx+ (1− λ)z, x) ⊆ −C \ {0},
which implies that 0 ∈ −C \ {0}, which is not possible. Hence A is a KKM-
mapping. By Lemma 2.2.1, we see that⋂
y∈K
A(y) =
⋂
y∈K
B(y).
Next, we show thatB(y) is bounded, convex and closed inK. AsB(y) ⊂ K,B(y)
is bounded. Also for each y ∈ K,B(y) is convex. To see this, let x1, x2 ∈ B(y)
and since F is C-quasiconvex-like with respect to [·, z), then for all α ∈ [0, 1] we
have
either,
F (λy + (1− λ)z, αx1 + (1− α)x2) ⊆ F (λy + (1− λ)z, x1)− C
⊆ −C − C
⊆ −C,
or,
F (λy + (1− λ)z, αx1 + (1− α)x2) ⊆ F (λy + (1− λ)z, x2)− C
⊆ −C − C
⊆ −C.
In both cases, we get
F (λy + (1− λ)z, αx1 + (1− α)x2) ⊆ −C, (2.2.8)
which implies that B(y) is convex.
Next, we claim that B(y) is closed. Let {xn} be a net in B(y) such that xn → x.
As F is continuous in the second argument, we have
F (λy + (1− λ)z, xn)→ F (λy + (1− λ)z, x) ⊆ −C
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and by closedness of −C, it follows that B(y) is closed.
Now, we equip E1 with the weak topology and as B(y) is closed, bounded and
convex subset of a reflexive Banach space E1, it turns out to be weakly compact
for all y ∈ K. Thus, by KKM-Fan Theorem 1.2.3, we have⋂
y∈K
A(y) =
⋂
y∈K
B(y) 6= ∅.
Hence
F (λx+ (1− λ)z, y) * −C \ {0},
i.e., extended strong vector equilibrium problem (2.2.1) is solvable. This com-
pletes the proof.
Next, we prove another existence result for extended strong vector equilibrium
problem (2.2.1) without monotonicity. To do this, we state the following theorem.
Theorem 2.2.2. Let K be a nonempty, closed, bounded and convex subset of a reflexive
Banach space E1. Assume that the multi-valued mapping F : K × K −→ 2E2 is
C-convex in second argument. Suppose that for each y ∈ K, the set{
x ∈ K : F (λx+ (1− λ)z, y) ⊆ −C \ {0}}, ∀z ∈ K,λ ∈ (0, 1],
is open. Then, the extended strong vector equilibrium problem (2.2.1) admits a solution.
Proof. Using the same arguments as in Kum and Wong [68], one can easily prove
this theorem.
Theorem 2.2.3. Let K be a nonempty convex subset of a real Banach space E1 and let
F : K ×K −→ 2E2 be a multi-valued C-convex in second argument. Assume that
(i) for each y, z ∈ K,λ ∈ (0, 1], the set{
x ∈ K : F (λx+ (1− λ)z, y) ⊆ −C \ {0}}
is open;
(ii) K is locally compact and there is an γ > 0 and x0 ∈ K, ‖x0‖ < γ, such that for
all y ∈ K, ‖y‖ = γ, z ∈ K,λ ∈ (0, 1],
F (λx+ (1− λ)z, x0) ⊆ −C.
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Then,
F (λx+ (1− λ)z, y) * −C \ {0},
i.e., extended strong vector equilibrium problem (2.2.1) is solvable.
Proof. Let
Kγ = {x ∈ K : ‖x‖ ≤ γ}.
Since K is locally compact, Kγ is compact and hence it follows from Theorem
2.2.2 that there exists an x˜ ∈ Kγ such that
F (λx˜+ (1− λ)z, y) * −C \ {0}, ∀y, z ∈ Kγ, λ ∈ (0, 1]. (2.2.9)
Now, we will show that x˜ is the solution of the problem (2.2.1).
(I) If ‖x˜‖ = γ, by assumption (ii) we have
F (λx˜+ (1− λ)z, x0) ⊆ −C. (2.2.10)
For any y ∈ K, choose α ∈ (0, 1] such that yα = αy + (1− α)x0 ∈ Kγ . Then
from (2.2.9), it follows that
F (λx˜+ (1− λ)z, yα) * −C \ {0}.
Since F is a C-convex in the second argument, we have
F (λx˜+ (1− λ)z, yα) ⊆ αF (λx˜+ (1− λ)z, y)
+(1− α)F (λx˜+ (1− λ)z, x0)− C.
⇒ αF (λx˜+ (1− λ)z, y) ⊆
[
E2 \
(− C \ {0})]+ (1− α)C + C
⊆
[
E2 \
(− C \ {0})]+ C
=
[
E2 \
(− C \ {0})].
i.e.,
F (λx˜+ (1− λ)z, y) * −C \ {0}, ∀y, z ∈ K,λ ∈ (0, 1].
(II) If ‖x˜‖ < γ, for any y ∈ K, choose α ∈ (0, 1] such that yα = αy + (1− α)x˜ ∈
Kγ . Then, it follows from (2.2.9) that
F (λx˜+ (1− λ)z, yα) * −C \ {0}.
Chapter 2. Extended vector equilibrium problems 26
Since F is a C-convex in the second variable, we have
F (λx˜+ (1− λ)z, αy + (1− α)x˜) ⊆ αF (λx˜+ (1− λ)z, y)
+(1− α)F (λx˜+ (1− λ)z, x˜)− C
⊆ αF (λx˜+ (1− λ)z, y)− C,
which implies that
F (λx˜+ (1− λ)z, y) * −C \ {0}, ∀y, z ∈ K,λ ∈ (0, 1].
This completes the proof.
As a consequence of Theorem 2.2.1, we have the following corollary.
Corollary 2.2.1. Let T : K −→ 2L(E1,E2) be a C-strong pseudomonotone and gener-
alized hemicontinuous multi-valued mapping with nonempty compact values, where
L(E1, E2) is equipped with the topology of bounded convergence. Then, problem (2.2.3)
admits a solution.
2.3 Extended mixed vector equilibrium problem
In this section, we consider the mixed vector equilibrium problem involving
multi-valued mapping in the setting of Hausdorff topological vector spaces and
prove the existence results. The problem under consideration is a combination
of a vector equilibrium problem and a vector variational inequality problem and
is more general than many existing problems available in the literature.
Let X and Y be two Hausdorff topological vector spaces, K be a nonempty
convex closed subset of X , and C ⊆ Y a pointed closed convex cone with
nonempty interior, i.e., intC 6= ∅. Let f : K ×K −→ Y and T : K −→ 2L(X,Y ) be
two mappings. We consider the following problem of finding x ∈ K, v ∈ T (x)
such that for all y, b ∈ K, and λ ∈ (0, 1],
f(λx+ (1− λ)b, y) + 〈v, y − x〉 /∈ −intC. (2.3.1)
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We call problem (2.3.1) as extended mixed vector equilibrium problem involving
multi-valued mapping. We prove some existence results for problem (2.3.1) in
different settings.
Theorem 2.3.1. Let X and Y be two Hausdorff topological vector spaces and K a
nonempty subset of X . Let C be a closed convex pointed cone in Y with intC 6= ∅
and W : K −→ 2Y defined by W = Y \ {−intC}. Let f : K × K −→ Y and
T : K −→ 2L(X,Y ) be two mappings such that following conditions holds:
(i) T is C-monotone and hemicontinuous;
(ii) f is continuous in the first argument and C-convex in the second argument;
(iii) f(λz + (1− λ)b, z) = 0, for all z, b ∈ K and λ ∈ (0, 1];
(iv) W is closed;
(v) there exists a family {(Ci, Zi)}i∈I satisfying conditions (i) and (ii) of Definition
1.2.15 and the following condition:
For each i ∈ I , there exists l ∈ I such that
{x ∈ K : f(λx+ (1− λ)b, y)− 〈u, x− y〉 /∈ −intC, ∀y ∈ Cl, u ∈ T (y)} ⊆ Zi.
Then, there exists a point x ∈ K such that for all y ∈ K, v ∈ T (x),
f(λx+ (1− λ)b, y) + 〈v, y − x〉 /∈ −intC.
For the proof of Theorem 2.3.1, we need the following proposition, for which all
the assumptions of Theorem 2.3.1 are remain same.
Proposition 2.3.1. The following two problems are equivalent:
(I) Find x ∈ K : f(λx+ (1− λ)b, y)− 〈u, x− y〉 /∈ −intC; ∀b, y ∈ K, u ∈ T (y);
(II) Find x ∈ K : f(λx+ (1− λ)b, y) + 〈v, y − x〉 /∈ −intC; ∀b, y ∈ K, v ∈ T (x),
where λ ∈ (0, 1].
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Proof. Suppose that (I) holds. Then
f(λx+ (1− λ)b, y)− 〈u, x− y〉 /∈ −intC, u ∈ T (y).
Let for all y ∈ K, xα = αy + (1 − α)x, 0 ≤ α ≤ 1. Then xα ∈ K and hence we
have
f(λx+ (1− λ)b, xα)− 〈u′, x− xα〉 /∈ −intC, u′ ∈ T (xα),
and therefore
(1− α)f(λx+ (1− λ)b, xα)− (1− α)〈u′, x− xα〉 /∈ −intC, u′ ∈ T (xα). (2.3.2)
Since 〈u′, x− xα〉 = α〈u′, x− y〉, therefore (2.3.2) can be written as
(1− α)f(λx+ (1− λ)b, xα)− α(1− α)〈u′, x− y〉 /∈ −intC, u′ ∈ T (xα). (2.3.3)
As f is C-convex in the second argument and f(λx + (1 − λ)b, x) = 0, for all
x ∈ K, we have for u′ ∈ T (xα)
(1− α)f(λx+ (1− λ)b, xα)− α(1− α)〈u′, x− y〉
≤C α(1− α)f(λx+ (1− λ)b, y) + α(1− α)〈u′, y − x〉. (2.3.4)
Hence by (2.3.3) and (iv) of Lemma 1.2.1, (2.3.4) implies that
α(1− α)f(λx+ (1− λ)b, y) + α(1− α)〈u′, y − x〉 /∈ −intC, u′ ∈ T (xα). (2.3.5)
Dividing by α(1− α), we have
f(λx+ (1− λ)b, y) + 〈u′, y − x〉 /∈ −intC, u′ ∈ T (xα). (2.3.6)
Since T is hemicontinuous and W is closed, from (2.3.6) we have
f(λx+ (1− λ)b, y) + 〈v, y − x〉 ∈ W, v ∈ T (x),
and thus
f(λx+ (1− λ)b, y) + 〈v, y − x〉 /∈ −intC, v ∈ T (x),
i.e., (II) holds.
Conversely, suppose that (II) holds. Then, there exists x ∈ K such that for
v ∈ T (x),
f(λx+ (1− λ)b, y) + 〈v, y − x〉 /∈ −intC.
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Since T is C-monotone, we have
〈v, y − x〉 ≤C −〈u, x− y〉, v ∈ T (x), u ∈ T (y).
Also
f(λx+ (1− λ)b, y) + 〈v, y − x〉 ≤C f(λx+ (1− λ)b, y)− 〈u, x− y〉. (2.3.7)
Since f(λx + (1 − λ)b, y) + 〈v, y − x〉 /∈ −intC, using (iv) of Lemma 1.2.1 and
(2.3.7), we obtain
f(λx+ (1− λ)b, y)− 〈u, x− y〉 /∈ −intC;
i.e., (I) holds.
Now, we are able to prove the above mentioned Theorem 2.3.1.
Proof of Theorem 2.3.1. For each y ∈ K, consider the set
F (y) = {x ∈ K : f(λx+ (1− λ)b, y)− 〈u, x− y〉 /∈ −intC; u ∈ T (y)}.
We claim that F is a KKM-mapping. If F is not a KKM-mapping, then there
exists a finite subset {y1, y2, · · · , yn} of K and ti ≥ 0, i = 1, 2, · · · , n with
n∑
i=1
ti = 1
such that
z =
n∑
i=1
tiyi /∈
n⋃
i=1
F (yi).
Then
f(λz + (1− λ)b, yi)− 〈u, z − yi〉 ∈ −intC.
It follows that
n∑
i=1
tif(λz + (1− λ)b, yi)−
n∑
i=1
ti〈u, z − yi〉 ∈ −intC. (2.3.8)
From the conditions imposed on f , we have
0 = f(λz + (1− λ)b, z) ≤C
n∑
i=1
tif(λz + (1− λ)b, yi). (2.3.9)
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Also, since
0 = 〈u, z − z〉
=
〈
u,
n∑
i=1
tiz −
n∑
i=1
tiyi
〉
=
n∑
i=1
ti 〈u, z − yi〉 , (2.3.10)
therefore, combining (2.3.9) and (2.3.10), we have
n∑
i=1
tif(λz + (1− λ)b, yi)−
n∑
i=1
ti〈u, z − yi〉 ∈ C,
which contradicts (2.3.8). Hence F is a KKM-mapping.
Next, we show that F (y) is closed. Let {xn} be a sequence in F (y) such that
xn → x0. As f is continuous in the first argument, we have
f(λxn + (1− λ)b, y)− 〈u, xn − y〉 −→ f(λx0 + (1− λ)b, y)− 〈u, x0 − y〉.
As W is closed, we have
f(λx0 + (1− λ)b, y)− 〈u, x0 − y〉 ∈ W.
It follows that
f(λx0 + (1− λ)b, y)− 〈u, x0 − y〉 /∈ −intC.
It implies that x0 ∈ F (y), so F (y) is closed. In view of assumption (v), F has
compactly closed values.
Assumption (v) implicates that the family {(Ci, Zi)}i∈I satisfies the following
condition which is for all i ∈ I , there exists l ∈ I such that⋂
y∈Cl
F (y) ⊆ Zi;
and therefore it is a coercing family for F . Hence by applying Theorem 1.2.4, we
have ⋂
y∈K
F (y) 6= ∅.
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Thus, there exists x ∈ K such that for all y, b ∈ K,
f(λx+ (1− λ)b, y)− 〈u, x− y〉 /∈ −intC, u ∈ T (y).
Lastly, we apply Proposition 2.3.1 and we obtain
f(λx+ (1− λ)b, y) + 〈v, y − x〉 /∈ −intC, v ∈ T (x).
Hence, extended mixed vector equilibrium problem (2.3.1) admits a solution.
This completes the proof. 
The following proposition can be found in [1], and using this proposition, we
prove a slight variant form of Theorem 2.3.1.
Proposition 2.3.2. Assume that φ : K −→ Y is C-convex, x0 ∈ coreKD, φ(x0) /∈
intC and φ(y) /∈ −intC, for all y ∈ D. Then, φ(y) /∈ −intC, for all y ∈ K.
Theorem 2.3.2. Let X, Y,C,W, f and T be same as in Theorem 2.3.1 and satisfying
conditions (i)− (iv) of Theorem 2.3.1. In addition, the following condition is satisfied:
There exists a nonempty convex compact subset D of K such that x ∈ D \ coreKD and
y ∈ coreKD. Then there exists x ∈ D such that for all y, b ∈ K and λ ∈ (0, 1],
f(λx+ (1− λ)b, y) + 〈v, y − x〉 /∈ −intC, v ∈ T (x).
Proof. From Proposition 2.3.1, it follows that the following problems are equiva-
lent, i.e., find x ∈ D such that
(I) f(λx+ (1− λ)b, y)− 〈u, x− y〉 /∈ −intC; ∀ b ∈ K, y ∈ D, u ∈ T (y);
(II) f(λx+ (1− λ)b, y) + 〈v, y − x〉 /∈ −intC; ∀ b ∈ K, y ∈ D, v ∈ T (x),
where λ ∈ (0, 1].
Set φ(y) = f(λx + (1− λ)b, y) + 〈v, y − x〉. Clearly φ(y) is C-convex and φ(y) /∈
−intC, for all y ∈ D.
If x ∈ coreKD, then set x0 = x. If x ∈ D \ coreKD, then set x0 = y, where y
is same as in the hypothesis of the theorem. In both cases, x0 ∈ coreKD and
φ(x0) /∈ intC. Hence by Proposition 2.3.2, it follows that
φ(y) /∈ −intC, ∀y ∈ K.
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Thus, there exists x ∈ D such that for all y ∈ K,
f(λx+ (1− λ)b, y) + 〈v, y − x〉 /∈ −intC, v ∈ T (x).
This completes the proof.
2.4 Extended general vector equilibrium problems
This section is devoted to prove some existence results for two types of prob-
lems, namely extended general weak vector equilibrium problem and extended
general strong vector equilibrium problem.
Let X and Y be two Hausdorff topological vector spaces and K be a nonempty
convex subset ofX , andC : K −→ 2Y be a mapping such thatC is a proper,closed
and convex cone in Y . Let f, h : K ×K −→ Y be the vector valued mappings.
We consider the following two problems which are to find x ∈ K such that for
all z ∈ K,λ1, λ2 ∈ (0, 1]
f(λ1x+ (1− λ1)z, y) + h(λ2x+ (1− λ2)z, y) /∈ −intC, ∀y ∈ K, (2.4.1)
f(λ1x+ (1− λ1)z, y) + h(λ2x+ (1− λ2)z, y) /∈ −C \ {0}, ∀y ∈ K, (2.4.2)
where [·, z) denotes the line-segment excluding the end point z. Problem (2.4.1)
is called extended general weak vector equilibrium problem and problem (2.4.2)
is called extended general strong vector equilibrium problem.
The following problems can be obtained easily from (2.4.1).
(i) If λ2 = 1, then problem (2.4.1) reduces to the problem of finding x ∈ K
such that for all z ∈ K,λ1 ∈ (0, 1] and
f(λ1x+ (1− λ1)z, y) + h(x, y) /∈ −intC, ∀y ∈ K. (2.4.3)
Problem (2.4.3) is recently introduced by Ahmad and Akram [1].
(ii) If λ1, λ2 = 1, then problem (2.4.1) reduces to the problem of finding x ∈ K
such that
f(x, y) + h(x, y) /∈ −intC, ∀y ∈ K. (2.4.4)
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Problem (2.4.4) is called vector equilibrium problem introduced and stud-
ied by Kazmi [62].
(iii) If λ1, λ2 = 1, C = R+ and Y = R, then problem (2.4.1) reduces to an
equilibrium problem (1.3.6) introduced by Blum and Oettli [19].
It is clear that for suitable choice of operators involved in the formulation of
(2.4.1) and (2.4.2), many existing models of vector equilibrium problems and
scalar equilibrium problems can be obtained.
The following definitions and result are needed for the proof of our main results
of this section.
Definition 2.4.1. A mapping h : K ×K −→ Y is called C-monotone if,
h(x, y) + h(y, x) ∈ −C; ∀x, y ∈ K.
Definition 2.4.2. A mapping h : K ×K −→ Y is called C-monotone with respect to
the line-segment [·, z) if, for each z ∈ K,λ ∈ (0, 1]
h(λx+ (1− λ)z, y) + h(λy + (1− λ)z, x) ∈ −C; ∀x, y ∈ K.
Remark 2.4.1. If λ = 1, then Definition 2.4.2 reduces to Definition 2.4.1.
Lemma 2.4.1 ([104]). Let X be a Hausdorff topological space, A1, A2, · · · , An be
nonempty compact subsets of X . Then Co
( n⋃
i=1
Ai
)
is compact.
Example 2.4.1. Let X = R, Y = R2, K = R+, C =
{
(x, y) : x ≤ 0, y ≤ 0} ⊆ Y and
let h : K ×K −→ Y be defined as
h(x, y) =
(
x2 − 2y + 1, x2 − y2) ; ∀x, y ∈ K.
Now,
h(x, y) + h(y, x) =
(
x2 − 2y + 1, x2 − y2)+ (y2 − 2x+ 1, y2 − x2)
=
((
x2 − 2x+ 1)+ (y2 − 2y + 1) , 0)
=
(
(x− 1)2 + (y − 1)2, 0) ∈ −C.
This shows that h is C-monotone.
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Example 2.4.2. Let X = Y = R, K = R+, C = {x ∈ R : x ≤ 0} and let h :
K ×K −→ Y be defined for each z ∈ K and λ ∈ (0, 1] by
h(λx+ (1− λ)z, y) = λx+ (1− λ)z − λy; ∀x, y ∈ K.
Now,
h(λx+ (1− λ)z, y) + h(λy + (1− λ)z, x)
= λx+ (1− λ)z − λy + λy + (1− λ)z − λx
= 2(1− λ)z ∈ −C.
This shows that h is C-monotone with respect to the line-segment [., z).
Remark 2.4.2. If λ = 1 in Example 2.4.2, then it can be easily verified that h is
C-monotone as mentioned in Definition 2.4.1.
Next, we prove an existence result for extended general weak vector equilibrium
problem (2.4.1).
Theorem 2.4.1. Let X and Y be two Hausdorff topological vector spaces and K ⊂ X
be a nonempty, closed and convex set. Let C : K −→ 2Y be a multi-valued mapping
such that C is a proper, pointed, closed and convex cone in Y with intC 6= ∅. Let
f, h : K ×K −→ Y be the vector valued mappings and W : K −→ 2Y be such that
W = Y \ −intC. Let the following conditions are satisfied:
(i) f is continuous in the first argument, affine and C-convex in the second argument
and f(λ1x+ (1− λ1)z, x) = 0, ∀x, z ∈ K and λ1 ∈ (0, 1];
(ii) h is C-monotone with respect to the line-segment [·,z), hemicontinuous; contin-
uous and C-convex in the second argument, affine in the first argument and
h(λ2x+ (1− λ2)z, x) = 0, ∀x, z ∈ K and λ2 ∈ (0, 1];
(iii) W is closed;
(iv) suppose that there exists a nonempty, compact and convex subset D of K such
that for each x ∈ K \D and for each z ∈ K,λ1, λ2 ∈ (0, 1], there exists y ∈ D
such that
f(λ1x+ (1− λ1)z, y) + h(λ2x+ (1− λ2)z, y) /∈ −intC.
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Then, extended general weak vector equilibrium problem (2.4.1) is solvable.
For the proof of the Theorem 2.4.1, we need the following two propositions, for
which the assumptions remain the same as in Theorem 2.4.1.
Proposition 2.4.1. There exists x ∈ D such that
f(λ1x+ (1− λ1)z, y)− h(λ2y + (1− λ2)z, x) /∈ −intC, ∀y ∈ K.
Proof. For each y, z ∈ K,λ1, λ2 ∈ (0, 1], consider the set
M(y) =
{
x ∈ D : f(λ1x+ (1− λ1)z, y)− h(λ2y + (1− λ2)z, x) /∈ −intC
}
.
We claim that M is a KKM-mapping. If M is not a KKM-mapping, then there
exists some x ∈ Co{y1, · · · , yn} such that for all ti ∈ [0, 1], i = 1, 2, · · · , n with
n∑
i=1
ti = 1, we have
x =
n∑
i=1
tiyi /∈
n⋃
i=1
M(yi).
Thus, we have
f(λ1x+ (1− λ1)z, yi)− h(λ2yi + (1− λ2)z, x) ∈ −intC,
and
n∑
i=1
tif(λ1x+ (1− λ1)z, yi)−
n∑
i=1
tih(λ2yi + (1− λ2)z, x) ∈ −intC.
Since f is affine in the second argument and h is affine in the first argument and
using the conditions that
f(λ1x+ (1− λ1)z, x) = 0 = h(λ2x+ (1− λ2)z, x),
we have
f
(
λ1x+ (1− λ1)z,
n∑
i=1
tiyi
)
− h
(
λ2
( n∑
i=1
tiyi
)
+ (1− λ2)z, x
)
∈ −intC,
which implies that
f(λ1x+ (1− λ1)z, x)− h(λ2x+ (1− λ2)z, x) ∈ −intC.
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It follows that 0 ∈ −intC, which contradicts to the pointedness of C and hence
M is a KKM-mapping.
Next, we show that M(y) is closed. In fact, let {xn} be a net in M(y) such that
xn → x. As f is continuous in the first argument and h is continuous in the
second argument, we have
f(λ1xn+(1−λ1)z, y)−h(λ2y+(1−λ2)z, xn)→ f(λ1x+(1−λ1)z, y)−h(λ2y+(1−λ2)z, x).
As W is closed, we have
f(λ1x+ (1− λ1)z, y)− h(λ2y + (1− λ2)z, x) ∈ W.
Thus, we have
f(λ1x+ (1− λ1)z, y)− h(λ2y + (1− λ2)z, x) /∈ −intC,
and so clearly x ∈ M(y) and M(y) is closed. As M(y) is a closed subset of a
compact set D and thus compact. By employing KKM-Fan Theorem 1.2.3, we
have ⋂
y∈K
M(y) 6= ∅.
Thus, there exists at least one x ∈ D such that
f(λ1x+ (1− λ1)z, y)− h(λ2y + (1− λ2)z, x) /∈ −intC.
Proposition 2.4.2. The following two statements are equivalent:
(I) x ∈ D : f(λ1x+ (1− λ1)z, y)− h(λ2y + (1− λ2)z, x) /∈ −intC, ∀y ∈ K.
(II) x ∈ D : f(λ1x+ (1− λ1)z, y) + h(λ2x+ (1− λ2)z, y) /∈ −intC, ∀y ∈ K.
Proof. Suppose that (I) holds. Then
f(λ1x+ (1− λ1)z, y)− h(λ2y + (1− λ2)z, x) /∈ −intC. (2.4.5)
Let for all y ∈ D, xα = αy + (1− α)x, 0 < α ≤ 1. Then xα ∈ D and we have
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(1− α)f(λ1x+ (1− λ1)z, xα)− (1− α)h(λ2xα + (1− λ2)z, x) /∈ −intC. (2.4.6)
Since h is C-convex in the second argument and using the assumption h(λ2x+
(1− λ2)z, x) = 0, we obtain
0 = h(λ2xα + (1− λ2)z, xα)
= h(λ2xα + (1− λ2)z, αy + (1− α)x)
≤C αh(λ2xα + (1− λ2)z, y) + (1− α)h(λ2xα + (1− λ2)z, x).
It follows that
− (1− α)h(λ2xα + (1− λ2)z, x) ≤C αh(λ2xα + (1− λ2)z, y). (2.4.7)
Adding (1− α)f(λ1x+ (1− λ1)z, xα) on both sides of (2.4.7), we have
(1− α)f(λ1x+ (1− λ1)z, xα)− (1− α)h(λ2xα + (1− λ2)z, x)
≤C (1− α)f(λ1x+ (1− λ1)z, xα) + αh(λ2xα + (1− λ2)z, y). (2.4.8)
Using (2.4.6), (2.4.8) and (iv) of Lemma 1.2.1, we have
(1− α)f(λ1x+ (1− λ1)z, xα) + αh(λ2xα + (1− λ2)z, y) /∈ −intC. (2.4.9)
Since f is C-convex in the second argument and using the assumption f(λ1x+
(1− λ1)z, x) = 0 and (2.4.9), we have
(1− α)f(λ1x+ (1− λ1)z, xα) = (1− α)f(λ1x+ (1− λ1)z, αy + (1− α)x)
≤C α(1− α)f(λ1x+ (1− λ1)z, y)
+(1− α)(1− α)f(λ1x+ (1− λ1)z, x),
which implies that
α(1− α)f(λ1x+ (1− λ1)z, y) + αh(λ2xα + (1− λ2)z, y)
≥C (1− α)f(λ1x+ (1− λ1)z, xα) + αh(λ2xα + (1− λ2)z, y) /∈ −intC.
Again, using (iv) of Lemma 1.2.1, we have
α(1− α)f(λ1x+ (1− λ1)z, y) + αh(λ2xα + (1− λ2)z, y) /∈ −intC. (2.4.10)
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Dividing (2.4.10) by α and using the hemicontinuity of h in the first argument
and closedness of W , we have
f(λ1x+ (1− λ1)z, y) + h(λ2x+ (1− λ2)z, y) ∈ W,
and thus, we have
f(λ1x+ (1− λ1)z, y) + h(λ2x+ (1− λ2)z, y) /∈ −intC, ∀y ∈ K.
Hence, (II) holds.
Conversely, suppose that (II) holds. Then there exists an x ∈ D such that
f(λ1x+ (1− λ1)z, y) + h(λ2x+ (1− λ2)z, y) /∈ −intC.
Since h is C-monotone with respect to the line-segment [., z), we have
h(λ2x+ (1− λ2)z, y) ≤C −h(λ2y + (1− λ2)z, x). (2.4.11)
Adding f(λ1x+ (1− λ1)z, y) on both sides of (2.4.11), we have
f(λ1x+ (1− λ1)z, y) + h(λ2x+ (1− λ2)z, y)
≤C f(λ1x+ (1− λ1)z, y)− h(λ2y + (1− λ2)z, x). (2.4.12)
Since f(λ1x+ (1− λ1)z, y) + h(λ2x+ (1− λ2)z, y) /∈ −intC, using (iv) of Lemma
1.2.1 and (2.4.12), it follows that
f(λ1x+ (1− λ1)z, y)− h(λ2y + (1− λ2)z, x) /∈ −intC,
i.e., (I) holds.
We are now ready to prove our main result using above two propositions.
Proof of Theorem 2.4.1. Let {y1, y2, · · · , yn} be finite subset of K and B = Co(D ∪
{y1, · · · , yn}). It is clear that B is a compact and convex subset of K. By Proposi-
tion 2.4.1, there exists x ∈ B such that
f(λ1x+ (1− λ1)z, y)− h(λ2y + (1− λ2)z, x) /∈ −intC, ∀y ∈ K.
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In particular,
f(λ1x+ (1− λ1)z, yi)− h(λ2yi + (1− λ2)z, x) /∈ −intC, i = 1, 2, · · · , n.
Hence, every finite subfamily of closed sets
L(y) =
{
x ∈ B : f(λ1x+ (1− λ1)z, y)− h(λ2y + (1− λ2)z, x) /∈ −intC
}
,∀y ∈ K
has a nonempty intersection. Since B is compact, we have⋂
y∈K
L(y) 6= ∅.
By Proposition 2.4.2, we have
f(λ1x+ (1− λ1)z, y) + h(λ2x+ (1− λ2)z, y) /∈ −intC, ∀y ∈ K.
Thus, there exists x ∈ B such that
f(λ1x+ (1− λ1)z, y) + h(λ2x+ (1− λ2)z, y) /∈ −intC, ∀y ∈ K.
By assumption (iv), there exists x ∈ D such that
f(λ1x+ (1− λ1)z, y) + h(λ2x+ (1− λ2)z, y) /∈ −intC, ∀y ∈ K,
i.e., extended general weak vector equilibrium problem (2.4.1) admits a solution.
This completes the proof. 
Now, we prove the solvability of extended general strong vector equilibrium
problem (2.4.2) under suitable conditions.
Theorem 2.4.2. Let X and Y be two Hausdorff topological vector spaces and K ⊂ X
be a nonempty, closed and convex set. Let C : K −→ 2Y be a multi-valued mapping
such that C is a proper, pointed, closed and convex cone in Y with intC 6= ∅. Let f, h :
K×K −→ Y be the vector valued mappings such that f is affine in the second argument
and h is affine in first argument and f(λ1x+(1−λ1)z, x) = 0 = h(λ2x+(1−λ2)z, x),
for all x ∈ K. Let the following conditions are satisfied:
(i) for each z, y ∈ K,λ1, λ2 ∈ (0, 1], the set
{
x ∈ K : f(λ1x + (1 − λ1)z, y) +
h(λ2x+ (1− λ2)z, y) ∈ −C \ {0}
}
is open in K;
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(ii) there exists a nonempty compact and convex set D of K and for each z ∈
K,λ1, λ2 ∈ (0, 1], x ∈ K \D, there exists u ∈ D such that
f(λ1x+ (1− λ1)z, u) + h(λ2x+ (1− λ2)z, u) ∈ −C \ {0}.
Then, for each z ∈ K,λ1, λ2 ∈ (0, 1], there exists x ∈ K such that
f(λ1x+ (1− λ1)z, y) + h(λ2x+ (1− λ2)z, y) /∈ −C \ {0}, ∀y ∈ K.
Proof. For each z ∈ K and λ1, λ2 ∈ (0, 1], Consider the set
G(y) =
{
x ∈ D : f(λ1x+(1−λ1)z, y)+h(λ2x+(1−λ2)z, y) /∈ −C\{0}
}
, ∀y ∈ K.
Clearly, for each y ∈ K
G(y) =
{
x ∈ K : f(λ1x+(1−λ1)z, y)+h(λ2x+(1−λ2)z, y) /∈ −C\{0}
}∩D, ∀y ∈ K.
Since D is compact and G(y) is a closed subset of D, clearly G(y) is compactly
closed.
Let {y1, · · · , yn} be a finite subset of K and B = Co(D ∪ {y1, · · · , yn}). Then by
Lemma 2.4.1, B is a compact convex subset of K.
Consider the set
H(y) =
{
x ∈ B : f(λ1x+(1−λ1)z, y)+h(λ2x+(1−λ2)z, y) /∈ −C\{0}
}
, ∀y ∈ B.
We claim thatH is a KKM-mapping. Suppose thatH is not a KKM-mapping, then
there exists some x ∈ Co{y1, · · · , yn} such that for all ti ∈ [0, 1], i = 1, 2, · · · , n
with
n∑
i=1
ti = 1, we have
x =
n∑
i=1
tiyi /∈
n⋃
i=1
H(yi),
i.e.,
f(λ1x+ (1− λ1)z, yi) + h(λ2yi + (1− λ2)z, x) ∈ −C \ {0}, (2.4.13)
which implies that
n∑
i=1
tif(λ1x+ (1− λ1)z, yi) +
n∑
i=1
tih(λ2yi + (1− λ2)z, x) ∈ −C \ {0}. (2.4.14)
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Using the affinity of f in the second argument and affinity of h in the first
argument and (2.4.14), we have
f(λ1x+ (1− λ1)z, x) + h(λ2x+ (1− λ2)z, x) ∈ −C \ {0}. (2.4.15)
But since f(λ1x+ (1− λ1)z, x) = 0 = h(λ2x+ (1− λ2)z, x), from (2.4.15) we have
0 ∈ −C \ {0}, which is not possible. Hence H is a KKM-mapping. Since H(y) is
a closed subset of B and thus compact. By KKM-Fan Theorem 1.2.3, we have⋂
y∈B
H(y) 6= ∅.
Hence, there exists y0 ∈
⋂
y∈B
H(y).
Next, we show that y0 ∈ D. In fact, if y0 ∈ B \D, then by condition (ii), there
exists u0 ∈ D such that
f(λ1y0 + (1− λ1)z, u0) + h(λ2y0 + (1− λ2)z, u0) ∈ −C \ {0},
which contradicts y0 ∈ H(y) and so y0 ∈ D.
Since G(yi) = H(yi) ∩D for each yi ∈ B, i = 1, 2, · · · , n, we have y0 ∈
n⋂
i=1
G(yi),
i.e.,
n⋂
i=1
G(yi) 6= ∅, for each yi ∈ K. It follows from the compactness of G(y) for
each y ∈ K that there exists x0 ∈ D such that x0 ∈
⋂
y∈K
G(y) 6= ∅. Therefore, for
each z ∈ K,λ1, λ2 ∈ (0, 1], there exists x ∈ K such that
f(λ1x+ (1− λ1)z, y) + h(λ2x+ (1− λ2)z, y) /∈ −C \ {0}, ∀y ∈ K.
Thus, extended general strong vector equilibrium problem (2.4.2) is solvable.
This completes the proof.

Vector Equilibrium Problems with Relaxed Mono-
tonicities and Fuzzy Mappings
CHAPTER III
The research work presented in this chapter has been accept-
ed/published in following journals:
1. Applied Mathematics and Information Sciences (ISSN:
2325-0399)
2. Indian Journal of Industrial and Applied Mathematics
(ISSN: 1945-919X)
3. Iranian Journal of Fuzzy Systems (ISSN: 1735-0654)
The aim of this chapter is to introduce new concepts, i.e., α-
C-monotonicity and α-β-C-monotonicity in topological vector
spaces. These new notions are then applied to obtain the solu-
tions of a generalized implicit vector equilibrium problem as
well as a generalized mixed vector equilibrium problem. Finally,
we discuss and solve a fuzzy vector equilibrium problem. The
results of this chapter are refinement and generalization of many
results existing in the literature.
Abstract

3
VECTOR EQUILIBRIUM PROBLEMS WITH RELAXED
MONOTONICITIES AND FUZZY MAPPINGS
3.1 Introduction
While studying vector equilibrium problems, we often encounter with various
types of monotonicities and they play an important role. In the recent years,
many important generalizations of monotonicity, such as relaxed monotonic-
ity, relaxed η-α-monotonicity, relaxed η-α-pseudomonotonicity, mixed relaxed
monotonicity, etc., have been introduced to study various classes of variational
inequalities and equilibrium problems, see e.g., [22, 23, 80]. In 2006, Bai et al. [11]
introduced a new concept of relaxed η-α pseudomonotone mappings and proved
the existence results for variational-like inequalities. In 2013, Mahato and Nahak
[78] introduced the concept of generalized relaxed α-pseudomonotone mappings
for vector valued bi-mappings to study vector equilibrium problems in reflexive
Banach spaces. Very recently, Rizvi et al. [96] defined and extended the concept of
relaxed α-monotonicity mappings to mixed relaxed α-β-monotonicity mappings
and obtained the solutions for generalized equilibrium problems.
In 1989, Chang and Zhu [30] introduced the concepts of the variational inequality
problem for fuzzy mappings which were later enhanced by Noor [88]. In 1998,
Kim and Lee [67] introduced the concept of a fuzzy game which was a fuzzy
extension of a generalized game and proved the existence of equilibrium for
1-person fuzzy game. In [107], Wu and Xu discussed the relationship between
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the fuzzy variational-like inequality and the fuzzy vector optimization problem.
Based on the above, we introduce the fuzzy equilibrium problem in vector case.
In section 3.2, we introduced the notion of relaxed α-C-monotonicity to solve
generalized implicit vector equilibrium problem in topological vector spaces by
using KKM theorem for bounded and unbounded sets.
In section 3.3, we introduce the notion of relaxed α-β-C-monotonicity for bi-
mappings which is one of the extension of mixed relaxed α-β-monotonicity [96]
for the vector case. After that, this concept is applied to solve generalized mixed
vector equilibrium problem in reflexive Banach spaces.
Last section of this chapter deals with the introduction and study of fuzzy
vector equilibrium problem. By using some particular forms of results of Kim
and Lee [67] and Tarafdar [103], we prove the existence of solutions for fuzzy
vector equilibrium problem. Also, we prove an existence theorem for fuzzy
vector equilibrium problem by replacing convexity assumptions with merely
topological properties.
3.2 Vector equilibrium problem with relaxed α-C-
monotonicity
Let X, Y and Z be the topological vector spaces and K ⊂ X,D ⊂ Z nonempty
subsets of X and Z, respectively. Let C ⊂ Y be a closed convex and pointed cone
in Y . Let f : D ×K ×K −→ Y be a tri-mapping, g : K −→ Y a single-valued
mapping and T : K −→ 2D a multi-valued mapping. We consider the following
generalized implicit vector equilibrium problem of finding x¯ ∈ K and z¯ ∈ T (x¯)
such that
f(z¯, x¯, y) + g(y)− g(x¯) ∈ C, ∀y ∈ K. (3.2.1)
Now, we extend the definition of relaxed α-monotonicity [79] to relaxed α-C-
monotonicity for bi-mappings.
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Definition 3.2.1. A bi-mapping φ : K ×K −→ Y is said to be relaxed α-C-monotone
if, there exists a mapping α : X −→ Y with α(tx) = tpα(x), for all t > 0 such that
φ(x, y) + φ(y, x) ∈ α(y − x)− C, ∀x, y ∈ K,
where lim
t→0
tpα(y − x)
t
= 0 and p > 1 is a constant.
The following example ensures the validity of Definition 3.2.1.
Example 3.2.1. Let X = K = R, Y = R2 and C = {(x, y) ∈ R2 : x, y ≤ 0}. Let the
mapping φ and α be defined by
φ(x, y) =
(
x
y
, x2 + y2
)
,
α(x) = (−x2, x2).
Now,
φ(x, y) + φ(y, x)− α(y − x)
=
(
x
y
, x2 + y2
)
+
(y
x
, y2 + x2
)
− (−(y − x)2, (y − x)2)
=
(
x2 + y2
xy
, 2
(
x2 + y2
))− (−(y − x)2, (y − x)2)
=
(
x2 + y2
xy
+ (y − x)2, (x+ y)2
)
∈ −C.
Therefore, φ is relaxed α-C-monotone.
Definition 3.2.2 ([40]). Let T : K −→ 2D be a multi-valued mapping. A tri-mapping
f : D ×K ×K −→ Y is said to be generalized vector 0-diagonally convex with respect
to T if, for any finite set {x1, · · · , xn} ∈ K and any x¯ =
∑n
i=1 tixi with ti ≥ 0 for
i = 1, · · · , n and∑ni=1 ti = 1, there exists z ∈ T (x¯) such that
n∑
i=1
tif(z, x¯, xi) /∈ −C.
We establish the following existence results for generalized implicit vector equi-
librium problem (3.2.1).
Chapter 3. Vector Equilibrium Problems 48
Theorem 3.2.1. Let K ⊂ X and D ⊂ Z be the nonempty bounded closed convex
subsets of the topological vector spaces X and Z, respectively and Y an another topo-
logical vector space. Suppose that C ⊂ Y is a closed convex pointed cone in Y . Let
f : D × K × K −→ Y be a tri-mapping, g : K −→ Y a single-valued mapping,
T : K −→ 2D a closed compact continuous multi-valued mapping and α : X −→ Y a
completely continuous mapping. Assume that
(i) for each x ∈ K, there exists z ∈ T (x) such that f(z, x, x) = 0;
(ii) for fixed z ∈ D, the mapping f(z, ·, ·) : K ×K −→ Y is relaxed α-C-monotone;
(iii) f is generalized vector 0-diagonally convex with respect to T ;
(iv) f is hemicontinuous in the second argument and C-convex in the third argument;
(v) for fixed y ∈ K, the mapping x 7→ f(z, x, y) is completely continuous;
(vi) g is affine, hemicontinuous and completely continuous mapping;
Then there exists x¯ ∈ K and z¯ ∈ T (x¯) such that
f(z¯, x¯, y) + g(y)− g(x¯) ∈ C, ∀y ∈ K.
For the proof of Theorem 3.2.1, we need the following lemma, for which all the
assumptions of Theorem 3.2.1 are remain same.
Lemma 3.2.1. The following two problems are equivalent:
(I) Find x ∈ K and z ∈ T (x) such that f(z, x, y) + g(y)− g(x) ∈ C; ∀y ∈ K;
(II) Find x ∈ K and z ∈ T (x) such that f(z, y, x)+g(x)−g(y) ∈ α(y−x)−C; ∀y ∈
K.
Proof. Suppose that (I) has a solution, i.e., there exist x ∈ K and z ∈ T (x) such
that
f(z, x, y) + g(y)− g(x) ∈ C; ∀y ∈ K.
Since f(z, ·, ·) is relaxed α-C-monotone, we have
f(z, x, y) + f(z, y, x) ∈ α(y − x)− C.
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Now,
f(z, y, x) + g(x)− g(y) ∈ α(y − x)− f(z, x, y) + g(x)− g(y)− C
∈ α(y − x)− C − C
= α(y − x)− C.
Hence (II) follows.
Conversely, suppose x ∈ K, z ∈ T (x) is the solution of (II) and y ∈ K is some
other point. Letting xt = ty + (1 − t)x, t ∈ (0, 1] and due to convexity of K,
xt ∈ K. Therefore,
f(z, xt, x) + g(x)− g(xt) ∈ α(xt − x)− C. (3.2.2)
Since f is C-convex in the third argument, 0 ∈ f(z, x, x), g is affine and using
(3.2.2), we have
0 = f(z, xt, xt) + g(xt)− g(xt)
∈ tf(z, xt, y) + (1− t)f(z, xt, x) + tg(y) + (1− t)g(x)− g(xt)− C
= t {f(z, xt, y) + g(y)− g(xt)}+ (1− t) {f(z, xt, x) + g(x)− g(xt)} − C
∈ t {f(z, xt, y) + g(y)− g(xt)}+ (1− t)α(xt − x)− (1− t)C − C
∈ t {f(z, xt, y) + g(y)− g(xt)}+ (1− t)α(xt − x)− C.
This implies that
t {f(z, xt, y) + g(y)− g(xt)}+ (1− t)α(xt − x) ∈ C.
Since C is a convex cone, we have for p > 1
f(z, xt, y) + g(y)− g(xt) + (1− t)t
pα(y − x)
t
∈ C.
Since g, f are hemicontinuous in the second argument, letting t→ 0, we get
f(z, x, y) + g(y)− g(x) ∈ C, ∀y ∈ K;
and therefore (I) follows.
Using above lemma, we are now able to proof the main Theorem 3.2.1.
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Proof of Theorem 3.2.1. For any y ∈ K, define two multi-valued mappings F,G :
K −→ 2X as follows:
F (y) = {x ∈ K : f(z, x, y) + g(y)− g(x) ∈ C, for some z ∈ T (x)};
G(y) = {x ∈ K : f(z, y, x) + g(x)− g(y) ∈ α(y − x)− C, for some z ∈ T (x)}.
We claim that F is a KKM-mapping. In fact, if F is not a KKM-mapping, then
there exists {y1, · · · , yn} ⊂ K such that Co{y1, · · · , yn} * ∪ni=1F (yi), that means
there exists x¯ ∈ Co{y1, · · · , yn}, x¯ =
∑n
i=1 tiyi, where ti ≥ 0, i = 1, · · · , n with∑n
i=1 ti = 1, but x¯ /∈ ∪ni=1F (yi).
Thus, we have for z¯ ∈ T (x¯)
f(z¯, x¯, yi) + g(yi)− g(x¯) /∈ C;
and hence using the affinity of g, we have
n∑
i=1
ti {f(z¯, x¯, yi) + g(yi)− g(x¯)} =
n∑
i=1
ti {f(z¯, x¯, yi)}+ g(x¯)− g(x¯) /∈ C;
which contradicts generalized vector 0-diagonally convexity of f with respect to
T and hence F is a KKM-mapping.
Now, we will prove that F (y) ⊆ G(y), for all y ∈ K. For any given y ∈ K, let
x ∈ F (y). Then, there exists z ∈ T (x) such that
f(z, x, y) + g(y)− g(x) ∈ C.
Since f(z, ·, ·) is relaxed α-C-monotone, using similar arguments as in the proof
of Lemma 3.2.1, we have
f(z, y, x) + g(x)− g(y) ∈ α(y − x)− C.
Therefore x ∈ G(y) and hence F (y) ⊆ G(y), for all y ∈ K. This implies that G is
also a KKM-mapping.
Since K is bounded, closed and convex, therefore we deduce that K is weakly
compact. From the assumptions, we know that G(y) is weakly closed for all
y ∈ K. In fact, since x 7→ f(z, x, y), g and α are completely continuous, we know
that G(y) is weakly closed for all y ∈ K and so G(y) is weakly compact in K for
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all y ∈ K. It follows from KKM-Fan Theorem 1.2.3 and Lemma 3.2.1 that⋂
y∈K
F (y) =
⋂
y∈K
G(y) 6= ∅.
This implies that there exist x ∈ K and z ∈ T (x) such that
f(z, x, y) + g(y)− g(x) ∈ C, ∀y ∈ K.
This completes the proof. 
We prove the following result for generalized implicit vector equilibrium prob-
lem (3.2.1) in unbounded setting.
Theorem 3.2.2. Let K be an unbounded closed convex subset of a topological vector
space X ; Y, Z be two other topological vector spaces and D ⊂ Z is a nonempty closed
subset. Suppose that f : D × K × K −→ Y , g : K −→ Y are the single-valued
mappings and T : K −→ 2D is a closed continuous multi-valued mapping such that all
the assumptions (i)-(vii) of Theorem 3.2.1 are fulfilled. Additionally, if f satisfied the
following weakly coercivity condition, i.e., there exists x˜ ∈ K such that
f(z, x, x˜) + g(x˜)− g(x) ∈ −intC, (3.2.3)
whenever x ∈ K, z ∈ T (x) and ‖x‖ is large enough, then generalized implicit vector
equilibrium problem (3.2.1) has a solution.
Proof. For µ > 0, assume that Kµ = {y ∈ K : ‖y‖ ≤ µ}. Now, consider the
problem to find xµ ∈ K ∩Kµ and zµ ∈ T (xµ) such that
f(zµ, xµ, y) + g(y)− g(xµ) ∈ C, ∀y ∈ K ∩Kµ. (3.2.4)
Since Kµ is bounded, therefore by Theorem 3.2.1, we can see that problem (3.2.4)
has at least one solution xµ ∈ K ∩Kµ.
For x˜ in the weakly coercivity condition (3.2.3), we take ‖x˜‖ ≤ µ′. From (3.2.4),
we have
f(zµ′ , xµ′ , x˜) + g(x˜)− g(xµ′) ∈ C. (3.2.5)
Since xµ′ ∈ Kµ′ , we conclude that ‖xµ′‖ ≤ µ′. If ‖xµ′‖ = µ′, we may choose µ′
large enough so that by the weakly coercivity condition, we have
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f(zµ′ , xµ′ , x˜) + g(x˜)− g(xµ′) ∈ −intC,
which contradicts (3.2.5). Therefore, we must have µ′ such that ‖xµ′‖ < µ′.
Now, for any y ∈ K, we can choose 0 < λ < 1 small enough such that λy + (1−
λ)xµ′ ∈ K ∩Kµ′ . From (3.2.4), we conclude that
f(zµ′ , xµ′ , λy + (1− λ)xµ′) + g(λy + (1− λ)xµ′)− g(xµ′) ∈ C
⇒ λf(zµ′ , xµ′ , y) + (1− λ)f(zµ′ , xµ′ , xµ′) + λg(y) + (1− λ)g(xµ′)− g(xµ′)− C ∈ C
⇒ λf(zµ′ , xµ′ , y) + λg(y)− λg(xµ′) ∈ C,
which implies that
f(zµ′ , xµ′ , y) + g(y)− g(xµ′) ∈ C, ∀y ∈ K.
Therefore, generalized implicit vector equilibrium problem (3.2.1) has a solution.
This completes the proof.
As it is well known, a vector equilibrium problem in our context can be reformu-
lated as a generalized vector variational inequality. Let L(X, Y ) be the space of
all continuous linear operators from X to Y . Assume that φ : K −→ 2L(X,Y ) is a
continuous closed multi-valued mapping with compact values. For φ ∈ L(X, Y ),
we write 〈φ, x〉 := φ(x). In fact, setting f(z, x, y) = 〈z, y − x〉, for all z ∈ φ(x) and
x, y ∈ K. Then, all the conditions of Theorem 3.2.1 are satisfied and we have the
following corollary.
Corollary 3.2.1. Let X , Y , K and C be the same as in Theorem 3.2.1. Let φ : K −→
2L(X,Y ) be a mapping such that
(i) φ is relaxed α-C-monotone and 0-diagonally convex;
(ii) φ is hemicontinuous, C-convex and for any given y, z ∈ K, the mapping x 7→
〈z, y − x〉 is completely continuous;
(iii) g is affine, hemicontinuous and completely continuous mapping;
(iv) the mapping α : X −→ Y is completely continuous.
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Then, there exists x¯ ∈ K and z¯ ∈ φ(x¯) such that
〈z¯, y − x¯〉+ g(y)− g(x¯) ∈ C, ∀y ∈ K.
On taking Y = R, C = R+ and the mapping g as zero mapping, relaxed α-C-
monotone reduced to relaxed α-monotone [80] and consequently, we have the
following corollary.
Corollary 3.2.2. Let φ : K −→ 2X∗ be a mapping such that φ is a relaxed α-monotone,
convex, hemicontinuous and completely continuous mapping. Then, there exists x¯ ∈ K
and z¯ ∈ φ(x¯) such that
〈z¯, y − x¯〉 ≥ 0, ∀y ∈ K.
3.3 Vector equilibrium problem with relaxed α-β-C-
monotonicity
In this section, we concentrate on the study generalized mixed vector equilibrium
problem by introducing a new notion of relaxed α-β-C-monotonicity for bi-
mappings.
Let K be a nonempty closed convex subset of a reflexive Banach space E1 and
(E2, C) be an ordered Banach space. Let f : K ×K −→ E2 with f(x, x) = 0, for
all x ∈ E1, ϕ : K × K −→ E2 and T : K −→ L(E1, E2) be the vector-valued
bi-mappings. We consider the following generalized mixed vector equilibrium
problem of finding x ∈ K such that
f(x, y) + 〈T (x), y − x〉+ ϕ(x, y)− ϕ(x, x) ∈ C, ∀y ∈ K. (3.3.1)
Let us see some special cases of problem (3.3.1).
(i) If E2 = R and C = R+, then problem (3.3.1) reduces to generalized mixed
equilibrium problem of finding x ∈ K such that
f(x, y) + 〈T (x), y − x〉+ ϕ(x, y)− ϕ(x, x) ≥ 0, ∀y ∈ K, (3.3.2)
which was introduced and studied by Kazmi and Rizvi [63];
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(ii) If ϕ = 0, then (3.3.2) reduces to the mixed equilibrium problem of finding
x ∈ K such that
f(x, y) + 〈T (x), y − x〉 ≥ 0, ∀y ∈ K, (3.3.3)
which was introduced and studied by Moudafi and The`ra [82];
(iii) If T = ϕ = 0, then problem (3.3.1) reduces to find x ∈ K such that
f(x, y) ∈ C, ∀y ∈ K; (3.3.4)
which is called strong equilibrium problem investigated by many authors,
see e.g., [7, 55];
(iv) Set f(x, y) = ψ(y) − ψ(x), where ψ : K −→ E2 is a mapping. Then, the
problem (3.3.4) coincides with the problem of finding x ∈ K such that
ψ(y)− ψ(x) ∈ C, ∀y ∈ K;
which is equivalent to the following problem
Wminψ(x) subjet to x ∈ K,
where Wmin denotes weak minima. This problem is called vector optimiza-
tion problem, see e.g., [37, 38];
(v) If T = ϕ = 0, then problem (3.3.2) is equivalent to classical equilibrium
problem (1.3.6) which has been considered and studied by Blum and Oettli
[19].
Let us extend the definition of mixed relaxed α-β-monotonicity [96] to relaxed
α-β-C-monotonicity for bi-mappings.
Definition 3.3.1. A bi-mapping f : K × K −→ E2 is said to be relaxed α-β-C-
monotone if, there exist mappings α : E1 −→ E2 with α(tx) = tpα(x), for all t > 0
and β : E1 × E1 −→ E2 such that
f(x, y) + f(y, x) ∈ α(y − x) + β(x, y)− C, ∀x, y ∈ K,
where lim
t→0
{
tpα(y − x)
t
+
β(x, ty + (1− t)x)
t
}
= 0 and p > 1 is a constant.
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We can obtain the following known concepts from Definition 3.3.1.
(1) If E2 = R and C = R+, then Definition 3.3.1 coincides to mixed relaxed
α-β-monotone [96] which is
f(x, y) + f(y, x) ≤ α(y − x) + β(x, y), ∀x, y ∈ K;
(2) If β = 0, E2 = R and C = R+, then Definition 3.3.1 reduces to the definition
of relaxed α-monotone [79], i.e.,
f(x, y) + f(y, x) ≤ α(y − x), ∀x, y ∈ K,
where lim
t→0
{
tpα(y − x)
t
}
= 0 and p > 1 is a constant;
(3) If α = 0, E2 = R and C = R+, then Definition 3.3.1 reduces to the definition
of generalized relaxed β-monotone [80], i.e.,
f(x, y) + f(y, x) ≤ β(x, y), ∀x, y ∈ K,
where lim
t→0
{
β(x, ty + (1− t)x
t
}
= 0 and p > 1 is a constant;
(4) If α = β = 0, then Definition 3.3.1 coincides to the definition ofC-monotone
which is
f(x, y) + f(y, x) ∈ −C, ∀x, y ∈ K.
The following example illustrates the authenticity of the Definition 3.3.1.
Example 3.3.1. Let E1 = E2 = K = R and C = {x ∈ R : x ≤ 0}. Let the mapping
f , α and β be defined by f(x, y) = x2 + y2, α(x) = x2 and β(x, y) = 2xy, respectively.
Now,
f(x, y) + f(y, x)− α(y − x)− β(x, y) = 2(x2 + y2)− (y − x)2 − 2xy
= x2 + y2
∈ −C.
Therefore, f is relaxed α-β-C-monotone.
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Definition 3.3.2. A bi-mapping ϕ : E1×E1 −→ E2 is said to be skew-symmetric with
respect to C if,
ϕ(x, x) + ϕ(y, y)− ϕ(x, y)− ϕ(y, x) ∈ C, ∀x, y ∈ E1.
Remark 3.3.1. If E2 = R and C = R+, then Definition 3.3.2 reduces to the definition
of skew-symmetric which is
ϕ(x, x) + ϕ(y, y)− ϕ(x, y)− ϕ(y, x) ≥ 0, ∀x, y ∈ E1.
The skew-symmetric bi-mappings have the properties which can be considered an analog
of monotonicity of gradient and non-negativity of second derivative for the convex
functions. For properties and applications of the skew-symmetric bi-mappings, we refer
to [10].
Example 3.3.2. Let E1 = E2 = R and C = R+. Let the mapping ϕ(·, ·) be defined by
ϕ(x, y) = ax2 + by2 − r2, for any a, b, r ∈ R. It is easy to see that
ϕ(x, x) + ϕ(y, y)− ϕ(x, y)− ϕ(y, x) = 0 ∈ C.
Therefore, ϕ(·, ·) is a skew-symmetric mapping with respect to C.
The following is the main result of this section.
Theorem 3.3.1. Let K be the nonempty bounded closed convex subset of reflexive
Banach space E1 and (E2, C) an ordered Banach space induced by the pointed closed
convex cone C. Let f : K×K −→ E2, T : K −→ L(E1, E2) and ϕ : K×K −→ E2 be
the mappings, and α : E1 −→ E2 and β : E1×E1 −→ E2 be the completely continuous
mappings in the first argument. Assume that
(i) for each x ∈ K, f(x, x) = 0;
(ii) f is relaxed α-β-C-monotone;
(iii) f is hemicontinuous in the first argument and C-convex in the second argument;
(iv) the mapping x 7→ f(y, x) is completely continuous;
(v) ϕ is skew-symmetric with respect to C, hemicontinuous in the first argument and
C-convex in the second argument;
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(vi) the mapping x 7→ 〈T (z), y − x〉 is completely continuous.
Then, there exists x¯ ∈ K such that
f(x¯, y) + 〈T (x¯), y − x¯〉+ ϕ(x¯, y)− ϕ(x¯, x¯) ∈ C, ∀y ∈ K.
Before proving Theorem 3.3.1, we would need the following lemma, for which
all the conjectures of Theorem 3.3.1 are unchanged.
Lemma 3.3.1. The following two problems are equivalent:
(I) Find x ∈ K such that
f(x, y) + 〈T (x), y − x〉+ ϕ(x, y)− ϕ(x, x) ∈ C, ∀y ∈ K;
(II) Find x ∈ K such that
f(y, x) + 〈T (x), x− y〉+ϕ(y, x)−ϕ(y, y) ∈ α(y− x) + β(x, y)−C, ∀y ∈ K.
Proof. Suppose that (I) holds. Then there exists x ∈ K such that
f(x, y) + 〈T (x), y − x〉+ ϕ(x, y)− ϕ(x, x) ∈ C. (3.3.5)
Since f is relaxed α-β-C-monotone, we have
f(x, y) + f(y, x) ∈ α(y − x) + β(x, y)− C, (3.3.6)
which implicates that
f(y, x) ∈ α(y − x) + β(x, y)− f(x, y)− C. (3.3.7)
Also, as ϕ is skew-symmetric with respect to C, we have
ϕ(x, x) + ϕ(y, y)− ϕ(x, y)− ϕ(y, x) ∈ C,
which implies that
ϕ(y, x)− ϕ(y, y) ∈ ϕ(x, x)− ϕ(x, y)− C. (3.3.8)
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Adding ϕ(y, x) + ϕ(y, y) + 〈T (x), x− y〉 on both sides of (3.3.7) and using (3.3.8)
and (3.3.5), we have
f(y, x) + ϕ(y, x) + ϕ(y, y) + 〈T (x), x− y〉
∈ α(y − x) + β(x, y)− f(x, y) + ϕ(y, x) + ϕ(y, y) + 〈T (x), x− y〉 − C
∈ α(y − x) + β(x, y)− f(x, y) + ϕ(x, x)− ϕ(x, y) + 〈T (x), x− y〉 − C − C
∈ α(y − x) + β(x, y)− C − {f(x, y) + 〈T (x), y − x〉+ ϕ(x, y)− ϕ(x, x)}
∈ α(y − x) + β(x, y)− C − C
= α(y − x) + β(x, y)− C,
which implies that
f(y, x) + 〈T (x), x− y〉+ ϕ(y, x)− ϕ(y, y) ∈ α(y − x) + β(x, y)− C,
and therefore (II) follows.
Conversely, suppose that (II) holds. Then we have
f(y, x) + 〈T (x), x− y〉+ ϕ(y, x)− ϕ(y, y) ∈ α(y − x) + β(x, y)− C. (3.3.9)
Let xt = ty + (1 − t)x, for all t ∈ (0, 1], and y ∈ K; then clearly xt ∈ K as K is
convex. Hence from (3.3.9), we have
f(xt, x) + 〈T (x), x− xt〉+ϕ(xt, x)−ϕ(xt, xt) ∈ α(xt− x) + β(x, xt)−C. (3.3.10)
Since f is C-convex in the second argument and f(x, x) = 0. we have
0 = f(xt, xt) + 〈T (x), xt − xt〉
∈ tf(xt, y) + (1− t)f(xt, x) + 〈T (x), x− xt〉+ 〈T (x), xt − x〉 − C
= tf(xt, y) + (1− t)f(xt, x) + 〈T (x), x− xt〉+ t〈T (x), y − x〉 − C
= t{f(xt, y) + 〈T (x), y − x〉}+ (1− t)f(xt, x) + 〈T (x), x− xt〉 − C.
(3.3.11)
As ϕ is C-convex in the second argument, we have
ϕ(xt, xt) ∈ tϕ(xt, y) + (1− t)ϕ(xt, x)− C;
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which implies that
t{ϕ(xt, x)− ϕ(xt, y)} ∈ ϕ(xt, x)− ϕ(xt, xt)− C. (3.3.12)
Adding t{ϕ(xt, x)−ϕ(xt, y)} on both sides of (3.3.11) and using (3.3.12), we have
t{ϕ(xt, x)− ϕ(xt, y)} ∈ t{ϕ(xt, x)− ϕ(xt, y)}+ t{f(xt, y) + 〈T (x), y − x〉}+
(1− t)f(xt, x) + 〈T (x), x− xt〉 − C
∈ ϕ(xt, x)− ϕ(xt, xt) + t{f(xt, y) + 〈T (x), y − x〉}+
(1− t)f(xt, x) + 〈T (x), x− xt〉 − C − C,
which implies that
0 ∈ t{f(xt, y) + 〈T (x), y − x〉 − ϕ(xt, x) + ϕ(xt, y)}+
{f(xt, x) + 〈T (x), x− xt〉 − ϕ(xt, xt) + ϕ(xt, x)} − C.
Using (3.3.10), we have
0 ∈ t{f(xt, y) + 〈T (x), y − x〉 − ϕ(xt, x) + ϕ(xt, y)}+ α(xt − x) + β(x, xt)− C,
which implies that
t{f(xt, y) + 〈T (x), y − x〉 − ϕ(xt, x) + ϕ(xt, y)}+ α(xt − x) + β(x, xt) ∈ C.
Since C is a convex cone, we have for p > 1,
f(xt, y) + 〈T (x), y − x〉 − ϕ(xt, x) + ϕ(xt, y)}+ t
pα(y − x)
t
+
β(x, xt)
t
∈ C.
Since f and ϕ are hemicontinuous in the first argument, letting t→ 0, we get
f(x, y) + 〈T (x), y − x〉 − ϕ(x, x) + ϕ(x, y) ∈ C;
and hence (I) follows.
The proof of Theorem 3.3.1 now follows easily from Lemma 3.3.1.
Proof of Theorem 3.3.1. Define the multi-valued mapping M : K −→ 2E1 as
follows
M(y) = {x ∈ K : f(x, y) + 〈T (x), y − x〉+ ϕ(x, y)− ϕ(x, x) ∈ C}; ∀y ∈ K.
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In order to show that x¯ ∈ K is a solution of problem (3.3.1), it is sufficient
to show that
⋂
y∈KM(y) 6= ∅. Our claim is that M is a KKM-mapping. On
contrary, suppose that M is not a KKM-mapping, then there exists a finite subset
{y1, · · · , yn} of K such that Co{y1, · · · , yn} *
n⋃
i=1
M(yi). This implies that there
exists x0 ∈ Co{y1, · · · , yn}, and ti ≥ 0 (i = 1, · · · , n) with
n∑
i=1
ti = 1 such that
x0 =
n∑
i=1
tiyi /∈
n⋃
i=1
M(yi).
It follows that
f(x0, yi) + 〈T (x0), yi − x0〉+ ϕ(x0, yi)− ϕ(x0, x0) /∈ C;
which implies that
f(x0, yi) + 〈T (x0), yi − x0〉 ∈ ϕ(x0, x0)− ϕ(x0, yi)− C. (3.3.13)
Using (3.3.13), C-convexity of f and ϕ in the second argument and f(x, x) = 0,
we have
0 = f(x0, x0) + 〈T (x0), x0 − x0〉
= f(x0,
n∑
i=1
tiyi) + 〈T (x0),
n∑
i=1
tiyi −
n∑
i=1
tix0〉
= f(x0,
n∑
i=1
tiyi) +
n∑
i=1
ti〈T (x0), yi − x0〉
∈
n∑
i=1
tif(x0, yi) +
n∑
i=1
ti〈T (x0), yi − x0〉 − C
=
n∑
i=1
ti {f(x0, yi) + 〈T (x0), yi − x0〉} − C
∈
n∑
i=1
ti{ϕ(x0, x0)− ϕ(x0, yi)− C} − C
= ϕ(x0, x0)− ϕ(x0,
n∑
i=1
tiyi)− C
= ϕ(x0, x0)− ϕ(x0, x0)− C
= −C,
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which implies that 0 ∈ −C, which is a contradiction to the pointedness of C and
hence M is a KKM-mapping.
Define another multi-valued mapping N : K −→ 2E1 such that for any y ∈ K
N(y) = {x ∈ K : f(y, x) + 〈T (x), x− y〉+ ϕ(y, x)− ϕ(y, y) ∈ α(y − x) + β(x, y)− C}.
We will show thatM(y) ⊂ N(y), for all y ∈ K. For any given y ∈ K, let x¯ ∈M(y),
then
f(x¯, y) + 〈T (x¯), y − x¯〉+ ϕ(x¯, y)− ϕ(x¯, x¯) ∈ C.
Using the same arguments as in the proof of Lemma 3.3.1, we get
f(y, x¯) + 〈T (x¯), x¯− y〉+ ϕ(y, x¯) + ϕ(y, y) ∈ α(y − x¯) + β(x¯, y)− C.
Therefore, x¯ ∈ N(y) and hence M(y) ⊂ N(y), for all y ∈ K. This implies that N
is also a KKM-mapping.
By the reflexivity of the Banach space and as K is bounded, closed and convex,
we deduce that K is weakly compact. Since x 7→ f(y, x) and x 7→ ϕ(y, x) are
C-convex and completely continuous as well x 7→ 〈T (z), y−x〉, α are completely
continuous and β is completely continuous in the first argument, it is easy to see
that N(y) is weakly closed for all y ∈ K, and so N(y) is weakly compact in K for
each y ∈ K. Thus, it follows from KKM-Fan Theorem 1.2.3 and Lemma 3.3.1 that⋂
y∈K
M(y) =
⋂
y∈K
N(y) 6= ∅;
i.e., there exists x¯ ∈ K such that
f(x¯, y) + 〈T (x¯), y − x¯〉+ ϕ(x¯, y)− ϕ(x¯, x¯) ∈ C, ∀y ∈ K.
Thus, generalized mixed vector equilibrium problem (3.3.1) admits a solution.
This completes the proof 
3.4 Vector equilibrium problem with fuzzy mappings
In this section, we introduce and study a fuzzy vector equilibrium problem and
prove some existence results with and without convexity assumptions.
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Let X be a Hausdorff topological vector space and F(X) be the collection of all
fuzzy sets over X . For B ⊂ F(X) and λ ∈ [0, 1], the set (Bλ) = {x ∈ X : B(x) ≥
λ} is called a λ-cut set of B. Let A : X −→ F(X) be a closed fuzzy mapping
satisfying the following condition:
Condition (∗): If there exists a mapping a : X −→ [0, 1] such that for each
x ∈ X, (Ax)a(x) = {y ∈ X : Ax(y) ≥ a(x)} is nonempty bounded subset of X .
It is clear that if A : X −→ F(X) is closed fuzzy mapping satisfying Condition
(∗), then for each x ∈ X, (Ax)a(x) ∈ CB(X), where CB(X) denotes the family
of all nonempty bounded closed subsets of X . Therefore, we can define multi-
valued mapping A˜ : X −→ CB(X) by
A˜(x) = (Ax)a(x), ∀x ∈ X.
In the sequel, A˜ is called the multi-valued mapping induced by the fuzzy map-
ping A.
LetK be a convex subset ofX andC : K −→ 2X be a multi-valued mapping such
that for each x ∈ K,C(x) is closed convex cone with intC(x) 6= ∅, where intC(x)
denotes the interior of C(x). Let f : K×K −→ X be a vector-valued bi-mapping
and A : K −→ F(K) be a fuzzy mapping. Let A˜ : K −→ CB(K) be the multi-
valued mapping induced by the fuzzy mapping A such that A˜(x) = (Ax)a(x),
for all x ∈ K, where a : K −→ [0, 1]. We consider the following fuzzy vector
equilibrium problem which is to find x ∈ K such that
x ∈ clA˜(x) and f(x, y) /∈ −intC(x); ∀y ∈ A˜(x). (3.4.1)
If A : K −→ CB(K) is a classical multi-valued mapping, we can define the fuzzy
mapping A : K −→ F(K) by
x 7→ χA(x), ∀x ∈ K,
where χA(x) is characteristic mapping of A(x). Taking a(x) = 1, for all x ∈ X ,
then fuzzy vector equilibrium problem (3.4.1) is equivalent to the following
vector quasi-equilibrium problem considered by Khaliq and Krishnan [64] of
finding x ∈ K such that
x ∈ clA(x) and f(x, y) /∈ −intC(x); ∀y ∈ A(x).
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The following results are the special cases of results of [67] and can be proved
easily.
Theorem 3.4.1. Let Γ = (K,A, P, a) be fuzzy game such that
(i) K is a nonempty compact convex subset of a locally convex Hausdorff topological
vector space X and a : K −→ [0, 1] is upper semicontinuous;
(ii) the fuzzy mapping A : K −→ F(K) is such that (Ax)a(x) is nonempty convex for
each x ∈ K and x 7→ (Ax)a(x) is upper semicontinuous and for each fixed y ∈ K,
the mapping x 7→ (Ax)(y) is lower semicontinuous;
(iii) the fuzzy mapping P : K −→ F(K) is convex such that for each x ∈ K,
x 7→ (Px)(y) is lower semicontinuous;
(iv) for each x ∈ K, x /∈ (Px)a(x), i.e., (Px) ≤ a(x);
Then Γ has a fuzzy equilibrium x¯ ∈ K, i.e.,
x¯ ∈ cl(Ax¯)a(x¯) and Co(Ax¯)a(x¯) ∩ (Px¯)a(x¯) = ∅,
where Co(Ax¯)a(x¯) denotes the convex hull of (Ax¯)a(x¯).
The following corollary is an easy consequence of Theorem 3.4.1.
Corollary 3.4.1. Let Γ = (K,A, P ) be a game such that
(1) K is a nonempty compact convex subset of a locally convex Hausdorff topological
vector space X ;
(2) the mapping A : K −→ 2K is such that A(x) is nonempty convex for each x ∈ K,
A is upper semicontinuous;
(3) for each y ∈ K,A−1(y) is open in K;
(4) the mapping P : K −→ 2K is such that P (x) is convex for each x ∈ K and
P−1(y) is open in K for each y ∈ K;
(5) for each x ∈ K, x /∈ P (x).
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Then, Γ has an equilibrium choice x¯ ∈ K, i.e.,
x¯ ∈ clA(x¯) and CoA(x¯) ∩ P (x¯) = ∅.
By employing above corollary, we prove the following existence result for fuzzy
vector equilibrium problem (3.4.1).
Theorem 3.4.2. Let K be a nonempty compact convex subset of a Hausdorff topological
vector space X . Let C : K −→ 2X such that for all x ∈ K,C(x) is closed, convex and
pointed cone in X such that intC(x) in nonempty. Let A : K −→ F(K) be closed
fuzzy mapping satisfying Condition (∗), then there exists a mapping a : K −→ [0, 1]
such that for each x ∈ K, (Ax)a(x) ∈ CB(K). Let f : K ×K −→ X be a vector-valued
bi-mapping and A˜ : K −→ CB(K) be a multi-valued mapping induced by the fuzzy
mapping A such that A˜(x) = (Ax)a(x), for all x ∈ K and A˜(x) is nonempty convex for
all x ∈ K, upper semicontinuous and for all y ∈ K, A˜−1(y) is open in K. Suppose that
the following assumptions hold:
(i) f(x, x) /∈ −intC(x), ∀x ∈ K;
(ii) f is continuous in the first argument and f is Cx-quasiconvex-like in K;
(iii) the multi-valued mappingW : K −→ 2X defined byW (x) = X\−intC(x),∀x ∈
K, is upper semicontinuous on K.
Then, there exists x¯ ∈ K such that
x¯ ∈ clA˜(x¯) and f(x¯, y) /∈ −intC(x¯); ∀y ∈ A˜(x¯).
Proof. We define a multi-valued mapping P : K −→ 2K by
P (x) = {y ∈ K : f(x, y) ∈ −intC(x)}; ∀x ∈ K.
Firstly, we show that for each x ∈ K, x /∈ P (x). Suppose that x ∈ P (x). Therefore,
f(x, x) ∈ −intC(x), which contradicts the assumption (i).
Now, we show that P−1(y) is open in K, which is equivalent to show that
[P−1(y)]c = K \ P−1(y) is closed. Here,
P−1(y) = {x ∈ K : y ∈ P (x)}
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⇒ P−1(y) = {x ∈ K : f(x, y) ∈ −intC(x)}
⇒ [P−1(y)]c = {x ∈ K : f(x, y) /∈ −intC(x)}.
Let x0 ∈ cl[P−1(y)]c, the closure of [P−1(y)]c in K. Then, we have to show that
x0 ∈ [P−1(y)]c. Suppose that {xα} be a net in [P−1(y)]c such that xα → x0. Then,
we have
(xα) ∈ [P−1(y)]c.
⇒ f(xα, y) /∈ −intC(xα); y ∈ K.
⇒ f(xα, y) ∈ W (x) = X \ {−intC(x)}.
Since f is continuous in the first argument, thus we have f(xα, y)→ f(x0, y). By
upper semicontinuity of W , it follows that
f(x0, y) ∈ W (x0)
⇒ f(x0, y) /∈ −intC(x0),
which implies that x0 ∈ [P−1(y)]c. Hence, [P−1(y)]c is closed.
To show that P (x) is convex, let y1, y2 ∈ P (x). Then, for each x ∈ K,
f(x, y1) ∈ −intC(x) and f(x, y2) ∈ −intC(x).
Since f is Cx-quasiconvex-like, we have for all λ ∈ [0, 1)
either,
f
(
x, λy1 + (1− λ)y2)
) ⊆ f(x, y1)− C(x)
⊆ −intC(x)− C(x)
⊆ −intC(x),
or,
f
(
x, λy1 + (1− λ)y2)
) ⊆ f(x, y2)− C(x)
⊆ −intC(x)− C(x)
⊆ −intC(x).
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In both cases, f
(
x, λy1 +(1−λy2)
) ∈ −intC(x). Therefore, λy1 +(1−λy2) ∈ P (x).
Hence, P (x) is convex.
Thus, all the hypothesis of Corollary 3.4.1 are satisfied. Hence, there exists x¯ ∈ K
such that
x¯ ∈ clA˜(x¯) and CoA˜(x¯) ∩ P (x¯) = ∅,
which implies that there exists x¯ ∈ K such that
x¯ ∈ clA˜(x¯) and f(x¯, y) /∈ −intC(x¯); ∀y ∈ A˜(x¯).
This completes the proof.
In support of our problem (3.4.1), we construct the following example.
Example 3.4.1. Let K = [0, 1] be a non-empty compact convex set. Define the fuzzy
mapping A : K −→ F(K) as follows:
Ax(y) =
2xy ; if x ∈ [0,
1
2
), y ∈ [0, 1],
2(1− x)y ; if x ∈ [1
2
, 1], y ∈ [0, 1].
The fuzzy mapping P : K −→ F(K) is defined by
Px(y) =
0 ; if x ∈ [0,
1
2
), y ∈ [0, 1],
(1− x)y ; if x ∈ [1
2
, 1], y ∈ [0, 1].
The mapping a : K −→ [0, 1] is defined by
a(x) =
0 ; if x ∈ [0,
1
2
),
(1− x)x ; if x ∈ [1
2
, 1].
Also, the mapping f : [0, 1]× [0, 1] −→ [0, 1] is defined by
f(x, y) = x− y; ∀x, y ∈ [0, 1].
Obviously Px(x) ≤ a(x), and all the conditions are satisfied of Theorem 3.4.1 and x = 12
is the equilibrium point such that
1
2
∈ cl(Ax)a(x) and Co(Ax)a(x) ∩ (Px)a(x) = ∅.
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Hence, there exists x∗ = 1
2
∈ X such that
1
2
= x∗ ∈ clA˜(x∗) and f(x∗, y) /∈ −intC(x∗).
Next, we prove another existence result for fuzzy vector equilibrium problem
(3.4.1) by replacing convexity assumptions with merely topological properties.
Definition 3.4.1. Let X be a topological space; and let {ΓA} be a given family of
nonempty and contractible subsets of X , indexed by finite subsets of X . For a nonempty
subset K of an H-space, H-convex hull of K, denoted by H-coK, is defined by
H − coK = ∩{D ⊂ X : D is H − convex and K ⊂ D}.
The following result is a special case of a result of [103] and can be proved easily.
Theorem 3.4.3. Let Γ = (X,P,A) be an abstract economy such that the following
conditions are hold:
(i) X is compact;
(ii) for each x ∈ X,A(x) is nonempty and H-convex valued;
(iii) the set G = {x ∈ X : A(x) ∩ P (x) 6= ∅} is a closed subset of X ;
(iv) for each y ∈ X,P−1(y) is an open subset of X and A−1(y) is an open subset of X ;
(v) for each x ∈ X, x /∈ H-coP (x).
Then, Γ has an equilibrium point x¯ ∈ X such that
x¯ ∈ A(x¯) and P (x¯) ∩ A(x¯) = ∅.
By employing above specialized Theorem 3.4.3, we present the next existence
result.
Theorem 3.4.4. Let (X,Γ) be a compact Hausdorff locally convex H-space, A˜ : X −→
2X be the multi-valued mapping induced by the fuzzy mapping A : X −→ F(X) such
that A˜−1(y) is open subset ofX for each y ∈ X . Let f : X×X −→ X be a vector-valued
bi-mapping, C : X −→ 2X be multi-valued mapping such that C(x) is pointed closed
convex cone X and intC(x) is closed. Suppose that the following conditions holds:
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(i) for each x ∈ X, f(x, x) /∈ −intC(x);
(ii) f is continuous in the first argument;
(iii) A˜ is continuous mapping with nonempty H-convex value;
(iv) W : X −→ 2X defined by W (x) = X \ (−intC(x)) is upper semicontinuous.
Then, there exists x¯ ∈ X such that
x¯ ∈ A˜(x¯) and f(x¯, y) /∈ −intC(x¯); ∀y ∈ A˜(x¯).
Proof. We define a multi-valued mapping P : X −→ 2X by
P (x) = {y ∈ X : f(x, y) ∈ −intC(x)}; for each x ∈ X.
First, we show that for each x ∈ X, x /∈ H-coP (x). On contrary, Suppose that
x ∈ H-coP (x) = ∩{D ⊂ X : D is H-convex and P (x) ⊂ D}. Therefore, x ∈ D
such that P (x) ⊂ D. As x ∈ P (x) ⊂ D, we have f(x, x) ∈ −intC(x), which is a
contradiction to the assumption (i). Hence, x /∈ H-coP (x).
Now, we have to show that the set G = {x ∈ X : A˜(x) ∩ P (x) 6= ∅} is closed. For
this, Suppose that {xλ} be a net in G such that xλ → x0.
As xλ ∈ G, therefore A˜(xλ) ∩ P (xλ) 6= ∅. Then, there exists z ∈ X such that
z ∈ A˜(xλ)∩P (xλ), which implies z ∈ A˜(xλ) and z ∈ P (xλ). Since A˜ is continuous,
therefore A˜(xλ)→ A˜(x0). Hence z ∈ A˜(x0).
Also, z ∈ P (xλ), which implies that f(xλ, z) ∈ −intC(xλ). Since f is continuous
in the first argument, therefore f(xλ, z)→ f(x0, z).
So, f(x0, z) ∈ −intC(xλ). As intC(x) is closed, we have f(x0, z) ∈ −intC(x0).
Therefore, z ∈ P (x0). Altogether, we have z ∈ A˜(x0) ∩ P (x0), which implies
A˜(x0) ∩ P (x0) 6= ∅, and hence x0 ∈ G. Therefore, G is a closed subset of X .
To show that, for each y ∈ X,P−1(y) is open subset of X , we have the similar
arguments in the proof of Theorem 3.4.2.
Hence, all the conditions of Theorem 3.4.3 are satisfied. Thus, there exists x¯ ∈ X
such that
x¯ ∈ A˜(x¯) and P (x¯) ∩ A˜(x¯) = ∅.
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This implies that, there exists x¯ ∈ X such that
x¯ ∈ A˜(x¯) and f(x¯, y) /∈ −intC(x¯); ∀y ∈ A˜(x¯).
This completes the proof.

Mixed Vector Equilibrium Problems
CHAPTER IV
The papers on which this chapter draw, appeared in the follow-
ing journals:
1. Abstract and Applied Analysis (ISSN: 1085-3375)
2. Journal of the Egyptian Mathematical Society (ISSN:
1110-256X)
In this chapter, we solve a weak mixed vector equilibrium prob-
lem, a strong mixed vector equilibrium problem and a strong
mixed vector equilibrium problem for multi-valued mappings.
The beauty of this results lie in the fact that we do not use com-
pactness assumption as well as well known KKM-Fan theorem
in the proofs.
Abstract

4
MIXED VECTOR EQUILIBRIUM PROBLEMS
4.1 Introduction
In 2005, Ben-El-Mechaiekh et al. [16] acquired a generalized KKM theorem for
KKM-mappings admitting a coercing family, and gave several examples of the
family related to an escaping sequence, an attracting trajectory etc.. They also
extended the Fan-Browder fixed point theorem to multi-valued mappings on
noncompact convex sets. Their generalized KKM theorem is applied by Chebbi
[33, 34] to some minimax inequality and equilibria and to some quasi-variational
inequalities. Moreover, Chebbi et al. [35] introduced a generalized coercivity
type condition for multi-valued mappings defined on topological vector spaces
endowed with a generalized convex structure and Fan’s KKM lemma.
The classical hypothesis used to prove existence results for equilibrium problems
concerns the convexity and compactness of the domain, the monotonicity, the
convexity, and continuity of the bi-function, and all extensions of these results
obtained in the literature are about these hypotheses. In a recent work, Al-
Rumaih et al. [4] extended these concepts by using a coercivity type condition
on a bi-mapping to prove the existence of equilibrium points in noncompact
domain.
After that, Kum and Wong [68] considered a multi-valued version of generalized
equilibrium problem which extends the strong vector variational inequality stud-
ied by Fang and Huang [49] in real Banach spaces. From Brouwer’s fixed point
theorem and Fan-Browder fixed point theorem, they derived some existence
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results for generalized equilibrium problem with and without monotonicity in
Hausdorff topological vector spaces.
In section 4.2, we consider two mixed vector equilibrium problems, i.e., a weak
mixed vector equilibrium problem and a strong mixed vector equilibrium prob-
lem. We prove the existence results for both the problems without using com-
pactness.
Finally in Section 4.3, we consider a strong mixed vector equilibrium problem
for multi-valued mappings. Using generalized Fan-Browder fixed point theo-
rem [13] and generalized pseudomonotonicity for multi-valued mappings, we
provide some existence results for strong mixed vector equilibrium problem.
4.2 Mixed vector equilibrium problems on non- com-
pact domain
In this section, we consider the following two types of mixed vector equilibrium
problems which are combinations of a vector equilibrium problem and a vector
variational inequality problem.
Find x¯ ∈ K such that
f(x¯, y) + 〈T (x¯), y − x¯〉 /∈ −intC, ∀y ∈ K, (4.2.1)
and
f(x¯, y) + 〈T (x¯), y − x¯〉 /∈ −C \ {0}, ∀y ∈ K, (4.2.2)
where f : K ×K −→ Y and T : K −→ L(X, Y ) are two mappings, and K is a
nonempty convex closed subset of Hausdorff topological vector space X . We call
problem (4.2.1) as weak mixed vector equilibrium problem and problem (4.2.2)
as strong mixed vector equilibrium problem. Problems (4.2.1) and (4.2.2) are
unified models of several known problems such as vector variational inequality
problem, vector complementarity problem, vector optimization problem and
vector saddle point problem, see e.g., [52, 53, 55, 72, 102] and references therein.
As the underlying set K is non-compact, therefore we use only a weak coercivity
condition, i.e., the concept of coercing family.
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Now, we prove the following existence results for weak and strong mixed vector
equilibrium problems (4.2.1) and (4.2.2) for non-compact domains.
Theorem 4.2.1. Let K be a nonempty closed convex subset of a Hausdorff topological
vector space X , Y a Hausdorff topological vector space and C a closed convex pointed
cone in Y with intC 6= ∅. Let f : K × K −→ Y and T : K −→ L(X, Y ) be two
mappings satisfying the following conditions:
(i) f is C-monotone;
(ii) f(x, x) = 0, for all x ∈ K;
(iii) for any fixed x, y ∈ K, t ∈ [0, 1] 7→ f(ty + (1− t)x, y) ∈ Y is upper semicontin-
uous with respect to C at t = 0;
(iv) for any fixed x ∈ K, f(x, ·) : K −→ Y is C-convex, lower semicontinuous with
respect to C on K;
(v) T is upper semicontinuous with respect to C with nonempty closed values;
(vi) there exists a family {(Ci, Zi)}i∈I satisfying conditions (i) and (ii) of Definition
1.2.15 and the following condition: For each i ∈ I , there exists k ∈ I such that
{x ∈ K : f(y, x)− 〈T (x), y − x〉 /∈ intC, ∀y ∈ Ck} ⊂ Zi.
Then, there exists a point x¯ ∈ K such that
f(x¯, y) + 〈T (x¯), y − x¯〉 /∈ −intC; ∀y ∈ K.
We prove the following proposition under the same assumptions as in Theorem
4.2.1.
Proposition 4.2.1. The following two problems are equivalent:
(I) Find x¯ ∈ K such that f(y, x¯)− 〈T (x¯), y − x¯〉 /∈ intC; ∀y ∈ K;
(II) Find x¯ ∈ K such that f(x¯, y) + 〈T (x¯), y − x¯〉 /∈ −intC; ∀y ∈ K.
Chapter 4. Mixed Vector Equilibrium Problems 76
Proof. Suppose (I) holds. Then for fixed y ∈ K, set xt = ty+(1− t)x¯, for t ∈ [0, 1].
It is clear that xt ∈ K, for all t ∈ [0, 1] and hence
f(xt, x¯)− 〈T (x¯), xt − x¯〉 /∈ intC. (4.2.3)
Since f(x, x) = 0 and f(x, ·) is C-convex, we have
0 = f(xt, xt) ≤C tf(xt, y) + (1− t)f(xt, x¯)
⇒ tf(xt, y) + (1− t)f(xt, x¯) ∈ C. (4.2.4)
Also,
〈T (x¯), xt − x¯〉 = t〈T (x¯), y − x¯〉
⇒ (1− t)t〈T (x¯), y − x¯〉 − (1− t)〈T (x¯), xt − x¯〉 = 0. (4.2.5)
Combining (4.2.4) and (4.2.5), we obtain
tf(xt, y)+(1−t) {f(xt, x¯)− 〈T (x¯), xt − x¯〉}+(1−t)t〈T (x¯), y− x¯〉 ∈ C, ∀t ∈ [0, 1].
(4.2.6)
Using (4.2.3) and (4.2.6) and (ii) of Lemma 1.2.1, we have
tf(xt, y) + (1− t)t〈T (x¯), y − x¯〉 /∈ −intC
⇒ f(xt, y) + (1− t)〈T (x¯), y − x¯〉 /∈ −intC, ∀t ∈ (0, 1]. (4.2.7)
By condition (iii) of Theorem 4.2.1 as t 7→ f(ty + (1− t)x, y) is upper semicon-
tinuous with respect to C at t = 0, therefore from (4.2.7) we have
f(x¯, y) + 〈T (x¯), y − x¯〉 /∈ −intC,
and hence (II) holds.
Conversely, assume that (II) holds for all y ∈ K. In order to prove (I), on
contrary suppose that there exists a point y¯ ∈ K such that
f(y¯, x¯)− 〈T (x¯), y¯ − x¯〉 ∈ intC
⇒ f(y¯, x¯) = 〈T (x¯), y¯ − x¯〉+ w; (4.2.8)
for some w ∈ intC.
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On the other hand, since f is C-monotone, we have
f(x¯, y¯) + f(y¯, x¯) ∈ −C
⇒ f(y¯, x¯) = −f(x¯, y¯)− v; (4.2.9)
for some v ∈ C.
Combining (4.2.8) and (4.2.9), we have
f(x¯, y¯) + 〈T (x¯), y¯ − x¯〉 = −w − v ∈ −intC;
which contradicts assumption (II). Therefore, (I) holds.
With the help of the precedent proposition, we are now able to prove the main
Theorem 4.2.1.
Proof of Theorem 4.2.1. For each y ∈ K, consider the set
F (y) = {x ∈ K : f(y, x)− 〈T (x), y − x〉 /∈ intC} .
By Lemma 1.2.3, F (y) is closed in K and hence, F has compactly closed values
in K.
Now, we show that F is a KKM-mapping. For this, let {yi : i ∈ I} be a finite
subset of K and u ∈ Co{yi : i ∈ I}.
We claim that
Co{yi : i ∈ I} ⊆
⋃
i∈I
F (yi).
In contrary, suppose that u /∈ ⋃
i∈I
F (yi). As u ∈ Co{yi : i ∈ I}, we have u =
∑
i∈I
λiyi
with λi ≥ 0 and
∑
i∈I
λi = 1.
This follows that
f(yi, u)− 〈T (u), yi − u〉 ∈ intC.
Since intC is convex, therefore∑
i∈I
λi
{
f(yi, u)− 〈T (u), yi − u〉
} ∈ intC. (4.2.10)
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Since f(x, ·) is C-convex and C-monotone, we have∑
i∈I
λif(yi, u) ≤C
∑
i,j∈I
λiλjf(yi, yj)
=
1
2
∑
i,j∈I
λiλj {f(yi, yj) + f(yj, yi)}
≤C 0. (4.2.11)
Furthermore,
0 = 〈T (u), u− u〉
=
〈
T (u),
∑
i∈I
λiyi −
∑
i∈I
λiu
〉
=
〈
T (u),
∑
i∈I
λi(yi − u)
〉
=
∑
i∈I
λi 〈T (u), yi − u〉 (4.2.12)
Combining (4.2.11) and (4.2.12), we have∑
i∈I
λi 〈T (u), yi − u〉 −
∑
i∈I
λif(yi, u) ∈ C
⇒
∑
i∈I
λi
{
f(yi, u)− 〈T (u), yi − u〉
} ∈ −C. (4.2.13)
From (4.2.10) and (4.2.13), we conclude that∑
i∈I
λi
{
f(yi, u)− 〈T (u), yi − u〉
} ∈ intC ∩ (−C) = ∅,
which is a contradiction. This follows that u ∈ ⋃
i∈I
F (yi) and hence Co{yi : i ∈
I} ⊆ ⋃
i∈I
F (yi). Thus, F is a KKM-mapping.
From the assumption (vi), we can see that the family {(Ci, Zi)}i∈I satisfies the
condition which is for all i ∈ I , there exists k ∈ I such that⋂
y∈Ck
F (y) ⊂ Zi,
and therefore, it is a coercing family for F .
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We deduce that F satisfies all the hypothesis of Theorem 1.2.4. Therefore, we
have ⋂
y∈K
F (y) 6= ∅.
Hence, there exists x¯ ∈ K such that for any y ∈ K
f(y, x¯)− 〈T (x¯, y − x¯)〉 /∈ intC.
Now applying Proposition 4.2.1, we obtain that there exists x¯ ∈ K such that for
all y ∈ K,
f(x¯, y) + 〈T (x¯, y − x¯)〉 /∈ −intC.
Hence problem (4.2.1) admits a solution. This completes the proof. 
Condition (S): For a cone C, there exists a pointed, convex and closed cone C˜
such that C \ {0} ⊆ intC˜.
Corollary 4.2.1. Let K, C, {(Ci, Zi)}i∈I , f and T satisfy all the assumptions of Theo-
rem 4.2.1. In addition, if C satisfies Condition (S), then the problem (4.2.2) is solvable,
i.e., there exists x¯ ∈ K such that for any y ∈ K,
f(x¯, y) + 〈T (x¯), y − x¯〉 /∈ −(C \ {0}).
Proof. Let us suppose that C satisfies Condition (S). Then, there is a pointed
convex and closed cone C˜ in Y such that
C \ {0} ⊆ intC˜.
Therefore we can easily see that K, C, {(Ci, Zi)}i∈I , f and T satisfy all the as-
sumptions of Theorem 4.2.1. Therefore by Theorem 4.2.1, we get
f(x¯, y) + 〈T (x¯), y − x¯〉 /∈ −intC˜; ∀y ∈ K. (4.2.14)
Since −(C \ {0}) ⊆ −intC˜, it follows from (4.2.14) that there exists x¯ ∈ K such
that
f(x¯, y) + 〈T (x¯), y − x¯〉 /∈ −(C \ {0}); ∀y ∈ K.
Hence problem (4.2.2) admits a solution. This completes the proof.
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4.3 Mixed vector equilibrium problem for multi- val-
ued mappings
This section is focused on the establishment of some existence results for strong
mixed vector equilibrium problem using generalized Fan-Browder fixed point
theorem given by Balaj and Muresan [13] and generalized pseudomonotonicity
for multi-valued mappings. We consider the following strong mixed vector
equilibrium problem for multi-valued mappings which is to find x ∈ K, u ∈ T (x)
such that for all y ∈ K,
f(x, y) + 〈u, y − x〉 * −C \ {0}, (4.3.1)
where f : K ×K −→ 2Y and T : K −→ 2L(X,Y ) are the multi-valued mappings.
The followings are the special cases of the problem (4.3.1) considered in this
section.
(i) If T ≡ 0. then problem (4.3.1) reduces to the problem of finding x ∈ K
such that
f(x, y) * −C \ {0}, ∀y ∈ K. (4.3.2)
Problem (4.3.2) is called multi-valued generalized system and this problem
was considered and studied by Kum and Wong [68].
(ii) If T ≡ 0, Y = R, C = R+ and f is single-valued, then problem (4.3.1)
reduces to the classical equilibrium problem (1.3.6) introduced and studied
by Blum and Oettli [19].
(iii) If f and T are single-valued and Y = R, C = R+, then problem (4.3.1)
reduces to the generalized equilibrium problem of finding x ∈ K such that
f(x, y) + 〈T (x), y − x〉 ≥ 0, ∀y ∈ K, (4.3.3)
which was studied by Takahashi and Takahashi [100].
(iv) If f ≡ 0 and T is single-valued, then (4.3.1) reduces to strong vector
variational inequality problem which is to find x ∈ K such that
〈T (x), y − x〉 /∈ −C \ {0}, ∀y ∈ K. (4.3.4)
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Problem (4.3.4) was considered and studied by Fang and Huang [49].
It is clear that the problem under consideration is much more general than the
other problems exist in literature.
First, let us recall some preliminary notions.
Definition 4.3.1. A multi-valued mapping f : K ×K −→ 2Y is said to be generalized
C-strongly pseudomonotone if, for any x, y ∈ K,
f(x, y) * −C \ {0} implies f(y, x) ⊆ −C.
Definition 4.3.2. A multi-valued mapping T : K −→ 2L(X,Y ) is said to be generalized
C-strongly pseudomonotone if, for any x, y ∈ K, there exists u ∈ T (x) such that
〈u, y − x〉 * −C \ {0}
implies that there exists v ∈ T (y) such that
〈v, x− y〉 ⊆ −C.
Definition 4.3.3 ([44]). Let A : X −→ 2Y ∪ {∅} be a multi-valued mapping. Then A
is said to have local intersection property, if for each x ∈ X with A(x) 6= ∅, there exists
an open neighborhood N(x) of x such that
⋂
y∈N(x)
A(y) 6= ∅.
Lemma 4.3.1 ([44]). Let X and Y be the topological spaces and A : X −→ 2Y a
multi-valued mapping. Then the following conditions are equivalent:
(i) A has the local intersection property;
(ii) there exists a multi-valued mapping F : X −→ 2Y such that F (x) ⊂ A(x), for
each x ∈ X , F−1(x) is open in X for each y ∈ Y and X ⊆ ⋃
y∈Y
F−1(y).
Theorem 4.3.1 (Fan-Browder Fixed Point Theorem [21]). Let K be a nonempty,
compact and convex subset of a Hausdorff topological vector space X and F : K −→ 2K
be a mapping with nonempty convex values and open fibers (i.e., for y ∈ K, F−1(y) is
called the fiber of F on y). Then, F has a fixed point.
The generalization of the Fan-Browder fixed point theorem [21] was derived by
Balaj and Muresan [13] as follows:
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Theorem 4.3.2. Let K be a nonempty, compact and convex subset of a topological
vector space X and F : K −→ 2K be a mapping with nonempty convex values having
the local intersection property. Then, F has a fixed point.
Definition 4.3.4 ([19]). Let K and D be convex subsets of X with D ⊂ K. The core
of D relative to K, denoted by coreKD, is the set defined by a ∈ coreKD if and only if
a ∈ D and D ∩ (a, y) 6= ∅, for all y ∈ K \D.
We now prove some existence results for strong mixed vector equilibrium prob-
lem for multi-valued mappings (4.3.1) using monotonicity assmptions.
Theorem 4.3.3. Let K be a nonempty compact convex subset of X and C a closed
convex pointed cone in Y . Let f : K × K −→ 2Y and T : K −→ 2L(X,Y ) be the
multi-valued mappings. Suppose that the following conditions hold:
(i) for all x ∈ K, 0 ∈ f(x, x);
(ii) f is generalized C-strongly pseudomonotone, C-convex in the second argument;
(iii) f is generalized hemicontinuous in the first argument and lower semicontinuous;
(iv) T is generalized C-strongly pseudomonotone and generalized hemicontinuous.
Then, there exists x ∈ K, u ∈ T (x) such that
f(x, y) + 〈u, y − x〉 * −C \ {0}, ∀y ∈ K.
For the proof of Theorem 4.3.3, we need the following equivalence lemma, for
which all the assumptions of Theorem 4.3.3 remain same.
Lemma 4.3.2. The following two problems are equivalent:
(I) Find x ∈ K, u ∈ T (x) such that f(x, y) + 〈u, y − x〉 * −C \ {0}, ∀y ∈ K.
(II) Find x ∈ K, v ∈ T (y) such that f(y, x) + 〈v, x− y〉 ⊆ −C, ∀y ∈ K.
Proof. Suppose (I) holds. Then by using generalized C-strongly pseudomono-
tone of f and T , (II) follows.
Chapter 4. Mixed Vector Equilibrium Problems 83
Conversely, assume that (II) holds, i.e.,
f(y, x) + 〈v, x− y〉 ⊆ −C, ∀y ∈ K.
For any y ∈ K, set yλ = λy+ (1− λ)x, for λ ∈ [0, 1]. Obviously yλ ∈ K, and there
exists v′ ∈ T (yλ) such that
f(yλ, x) + 〈v′, x− yλ〉 ⊆ −C. (4.3.5)
Since f is C-convex in the second argument and 0 ∈ f(x, x), using (4.3.5) we
have
0 ∈ f(yλ, yλ) + (1− λ)〈v′, yλ − yλ〉
⊆ λf(yλ, y) + (1− λ)f(yλ, x) + (1− λ)〈v′, x− yλ〉
+(1− λ)〈v′, yλ − x〉 − C
= λf(yλ, y) + λ(1− λ)〈v′, y − x〉
+(1− λ) {f(yλ, x) + 〈v′, x− yλ〉} − C
⊆ λf(yλ, y) + λ(1− λ)〈v′, y − x〉+ (1− λ)(−C)− C
⊆ λf(yλ, y) + λ(1− λ)〈v′, y − x〉 − C,
which implies that
λf(yλ, y) + λ(1− λ)〈v′, y − x〉 ⊆ C. (4.3.6)
As C is a convex cone, we get from (4.3.6)
f(yλ, y) + (1− λ)〈v′, y − x〉 ⊆ C.
Since f is generalized hemicontinuous in the first argument and T is generalized
hemicontinuous, therefore we have for λ→ 0+
f(x, y) + 〈u, y − x〉 ⊆ C, u ∈ T (x).
Therefore, we get x ∈ K, u ∈ T (x) such that
f(x, y) + 〈u, y − x〉 * −C \ {0}, ∀y ∈ K,
and hence (I) follows.
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Now, we are in a position to prove Theorem 4.3.3 by applying the above lemma.
Proof of Theorem 4.3.3. Consider the multi-valued mappings M, N : K −→ 2K for
any x ∈ K as follows:
M(x) = {y ∈ K : f(y, x) + 〈v, x− y〉 * −C}, v ∈ T (y);
N(x) = {y ∈ K : f(x, y) + 〈u, y − x〉 ⊆ −C \ {0}}, u ∈ T (x).
Clearly,M(x) andN(x) are nonempty sets as y ∈ K. By the generalized C-strong
pseudomonotonicity of f and T , we have M(x) ⊆ N(x).
We claim that N(x) is convex. Indeed, let y1, y2 ∈ N(x), then we have
f(x, yi) + 〈u, yi − x〉 ⊆ −C \ {0}; i = 1, 2.
Since f is C-convex in the second argument, therefore for any λ ∈ [0, 1], we have
f(x, λy1 + (1− λ)y2) + 〈u, λy1 + (1− λ)y2 − x〉
= f(x, λy1 + (1− λ)y2) + 〈u, λy1 + (1− λ)y2 − λx− (1− λ)x〉
⊆ λf(x, y1) + (1− λ)f(x, y2) + λ〈u, y1 − x〉+ (1− λ)〈u, y2 − x〉 − C
= λ{f(x, y1) + 〈u, y1 − x〉}+ (1− λ){f(x, y2) + 〈u, y2 − x〉} − C
⊆ (−C \ {0})− C
= −C \ {0}.
This implies that λy1 + (1− λ)y2 ∈ N(x), and hence N(x) is convex.
By definition of N , we see that N has no fixed point. Indeed, suppose that there
exists an x ∈ K such that x ∈ N(x). Thus, we have
f(x, x) + 〈u, x− x〉 = f(x, x) ⊆ −C \ {0},
which is a contradiction to the hypothesis (i).
Next, we show that M−1(y) is open in K. For any y ∈ K, we denote the
complement of M−1(y) by
[M−1(y)]c = {x ∈ K : f(y, x) + 〈v, x− y〉 ⊆ −C}, v ∈ T (y).
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Let {xα} be a net in [M−1(y)]c such that xα → x ∈ K. Then
f(y, xα) + 〈v, xα − y〉 ⊆ −C. (4.3.7)
Since f is lower semicontinuous and 〈·, ·〉 is continuous, we get
f(y, xα) + 〈v, xα − y〉 → f(y, x) + 〈v, x− y〉.
Since (−C)c is open, then there exists α0 such that for all α ≥ α0,
{f(y, xα) + 〈v, xα − y〉} ∩ (−C)c 6= ∅,
which contradicts (4.3.7). Hence f(y, x) + 〈v, x − y〉 ⊆ −C, for v ∈ T (y) and
therefore x ∈ [M−1(y)]c. Thus [M−1(y)]c is closed and accordingly M−1(y) is
open.
From the contrapositive of generalized Fan-Browder fixed point theorem 4.3.2
and Lemma 4.3.1, we have
K *
⋃
y∈K
M−1(y).
Hence, there exists x0 ∈ K such that M(x0) = ∅which contradicts the fact that
M(x) is nonempty and hence
f(y, x0) + 〈v, x0 − y〉 ⊆ −C, v ∈ T (y), ∀y ∈ K.
By applying Lemma 4.3.2, we get that there exists x0 ∈ K, u ∈ T (x0) such that
f(x0, y) + 〈u, y − x0〉 * −C \ {0}, ∀y ∈ K.
This completes the proof. 
The following example shows the validity of our Theorem 4.3.3.
Example 4.3.1. Let X = Y = R, K = [0, 1], and C = {x ∈ R : x ≥ 0}. Define
f : K ×K −→ 2Y by
f(x, y) = [0, x− y], ∀x, y ∈ K.
Also T : K −→ 2L(X,Y ) is given by
T (x) = [g(x), 0] = [−x, 0], ∀x ∈ K, g(x) ∈ L(X, Y ).
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We see that f is generalized C-strongly pseudomonotone. Indeed, suppose that f(x, y) *
−C \ {0}. Therefore, [0, x− y] * −C \ {0}, which implies that x ≥ y. It follows that
f(y, x) = [0, y − x] ⊆ −C. Hence, f is generalized C-strongly pseudomonotone.
Similarly, to show that T is generalized C-strongly pseudomonotone, assume that
〈T (x), y − x〉 = [−x, 0](y − x) = [x(x− y), 0] * −C \ {0}, which implies that x ≥ y.
It follows that 〈T (y), x − y〉 = [−y, 0](x − y) = [y(y − x), 0] ⊆ −C. Therefore, T is
generalized C-strongly pseudomonotone.
Let x, y1, y2 ∈ K and 0 ≤ α ≤ 1. Then, we see that
f(x, αy1 + (1− α)y2) + C = [0, x− (αy1 + (1− α)y2)] + C
= [0, α(x− y1) + (1− α)(x− y2)] + C
⊇ [0, α(x− y1) + (1− α)(x− y2)] + 0
⊇ α[0, x− y1] + (1− α)[0, x− y2]
= αf(x, y1) + (1− α)f(x, y2).
So, f is C-convex in the second argument.
It is clear that x = 1 is a solution of strong mixed vector equilibrium problem (4.3.1) as
f(x, y) + 〈T (x), y − x〉 = [0, 1− y] + [0, y − 1] * −C \ {0}.
The following lemma is an extension of Proposition 3.3 of [1] related to the core
of a set for multi-valued mappings.
Lemma 4.3.3. LetK andD be the convex subsets ofX withD ⊂ K. Let φ : K −→ 2Y
be C-convex, x0 ∈ coreKD; φ(x0) ⊆ −C, and φ(y) ⊆ C; for all y ∈ D. Then,
φ(y) ⊆ C, for all y ∈ K.
Proof. On contrary suppose that φ(y¯) * C; for some y¯ ∈ K \D. Then, there is
w ∈ φ(y¯) such that w /∈ C.
Since φ(x0) ⊆ −C, then there exists u ∈ φ(x0) such that u ∈ −C.
Suppose η = λx0 +(1−λ)y¯, for λ ∈ (0, 1). Then η ∈ (x0, y¯). By using C-convexity
of φ, we have
λφ(x0) + (1− λ)φ(y¯)− φ(λx0 + (1− λ)y¯) ⊆ C
⇒ λφ(x0) + (1− λ)φ(y¯)− φ(η) ⊆ C.
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Then, there exists v ∈ φ(η) such that for some c ∈ C, we have
v = λu+ (1− λ)w − c
∈ −C + (−C)− C = −C.
Therefore,
φ(η) ⊆ −C. (4.3.8)
Since x0 ∈ coreKD, so we have a point z ∈ D ∩ (x0, y¯). By (4.3.8), we have
φ(z) ⊆ −C, a contradiction to the hypothesis. Thus, φ(y) ⊆ C, for all y ∈ K.
Theorem 4.3.4. Let K be a nonempty convex subset of X and C a closed convex
pointed cone in Y . Let f : K × K −→ 2Y and T : K −→ 2L(X,Y ) be the mappings
satisfying the conditions same as in Theorem 4.3.3. In addition, suppose that the
following condition is holds: There exists a nonempty convex compact subset D of K
such that for x ∈ D \ coreKD and z ∈ coreKD,
f(x, z) + 〈u, z − x〉 ⊆ −C; u ∈ T (x).
Then, there exists a point x ∈ D such that for all y ∈ K,
f(x, y) + 〈u, y − x〉 * −C \ {0}; u ∈ T (x).
Proof. By Theorem 4.3.3, it follows that there exists x ∈ D, u ∈ T (x) such that
f(x, y) + 〈u, y − x〉 * −C \ {0}, ∀y ∈ D.
Set φ(y) = f(x, y) + 〈u, y−x〉. Then φ(y) is C-convex and φ(y) ⊆ C, for all y ∈ D.
If x ∈ coreKD, then choose x0 = x. If x ∈ D \ coreKD, then choose x0 = z, where
z is same as in the hypothesis. In both cases, x0 ∈ coreKD and φ(x0) ⊆ −C.
Hence by Lemma 4.3.3, it follows that φ(y) ⊆ C, for all y ∈ K, which implies
that
f(x, y) + 〈u, y − x〉 ⊆ C, y ∈ K.
Thus, there exists at least one x ∈ D and u ∈ T (x) such that
f(x, y) + 〈u, y − x〉 * −C \ {0}, ∀y ∈ K.
This completes the proof.
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Now, we prove the existence results for strong mixed vector equilibrium problem
for multi-valued mappings (4.3.1) without monotonicity. The main difficulty
in obtaining an existence result for strong mixed vector equilibrium problem
in infinite dimensions without monotonicity assumptions originates from the
fact that the closed balls are not compact (with respect to the strong topology).
However, in a reflexive Banach space they are weakly compact and this allows
us to obtain the following result for without monotonicity by strengthening the
convexity assumption.
Theorem 4.3.5. Let K be a nonempty compact convex subset of X . Let f : K ×K −→
2Y and T : K −→ 2L(X,Y ) be the mappings such that f is C-convex in the second
argument and 0 ∈ f(x, x). Assume that for each y ∈ K, the set {x ∈ K : f(x, y) +
〈u, y − x〉 ⊆ −C \ {0}, u ∈ T (x)} is open. Then, the strong mixed vector equilibrium
problem (4.3.1) has a solution.
Proof. Using the same assertions as in Kum and Wong [68], one can easily prove
this theorem.
Using the above theorem, we can obtain the following theorem.
Theorem 4.3.6. Let K be a nonempty convex subset of X . Let f : K ×K −→ 2Y and
T : K −→ 2L(X,Y ) be the mappings such that f is C-convex in the second argument
and 0 ∈ f(x, x). Also, assume that
(i) K is locally compact and there is an γ > 0 and x0 ∈ K, ‖x0‖ < γ such that for
all y ∈ K, ‖y‖ = γ, and f(y, x0) + 〈v, x0 − y〉 ⊆ −C, for v ∈ T (y);
(ii) for each y ∈ K, the set {x ∈ K : f(x, y) + 〈u, y− x〉 ⊆ −C \ {0}, u ∈ T (x)} is
open.
Then, there exists x ∈ K, u ∈ T (x) such that
f(x, y) + 〈u, y − x〉 * −C \ {0}, ∀y ∈ K.
Proof. Let Kγ = {x ∈ K : ‖x‖ ≤ γ}. Since K is locally compact, therefore Kγ is
compact. By applying Theorem 4.3.3, we can see that there exists x˜ ∈ Kγ and
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u ∈ T (x˜) such that
f(x˜, y) + 〈u, y − x˜〉 * −C \ {0}, ∀y ∈ K. (4.3.9)
To show that x˜ is the solution of problem (4.3.9), consider the following two
cases.
(I) If ‖x˜‖ = γ, then by assumption (i), we have for u ∈ T (x˜),
f(x˜, x0) + 〈u, x0 − x˜〉 ⊆ −C (4.3.10)
Now, for any y ∈ K, set yλ = λy + (1 − λ)x0, for λ ∈ [0, 1]. Obviously,
yλ ∈ Kγ and it follows that for u ∈ T (x˜)
f(x˜, yλ) + 〈u, yλ − x˜〉 * −C \ {0}.
Since f is C-convex in the second argument, we have
f(x˜, yλ) + 〈u, yλ − x˜〉
= f(x˜, λy + (1− λ)x0) + 〈u, λy + (1− λ)x0 − λx˜− (1− λ)x˜〉
⊆ λ{f(x˜, y) + 〈u, y − x˜〉}+ (1− λ){f(x˜, x0) + 〈u, x0 − x˜〉} − C.
Therefore, using (4.3.10) we conclude that
λ{f(x˜, y) + 〈u, y − x˜〉} ⊆ [Y \ (−C \ {0})] + (1− λ)C + C
⊆ Y \ (−C \ {0}),
which implies that
f(x˜, y) + 〈u, y − x˜〉 * −C \ {0}, ∀y ∈ K.
(II) If ‖x˜‖ < γ, then for any y ∈ K, set yλ = λy+ (1− λ)x˜, for λ ∈ [0, 1]. Clearly,
yλ ∈ Kγ and it follows that for u ∈ T (x˜)
f(x˜, yλ) + 〈u, yλ − x˜〉 * −C \ {0}.
Using C-convexity of f in the second argument and 0 ∈ f(x, x), we have
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f(x˜, yλ) + 〈u, yλ − x˜〉
⊆ λf(x˜, y) + (1− λ)f(x˜, x˜) + λ〈u, y − x˜〉 − C
⊆ λ{f(x˜, y) + 〈u, y − x˜〉} − C,
which implies that for u ∈ T (x˜), we have
f(x˜, y) + 〈u, y − x˜〉 * −C \ {0}, ∀y ∈ K.
This completes the proof.
Mixed Equilibrium-like Problems
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In this chapter, an existence theory is proved for mixed scalar
equilibrium-like problem by replacing convexity assumption
with merely topological property i.e., in H-spaces, supported by
an example. Also, an extended weak mixed vector equilibrium-
like problem as well as an extended strong mixed vector
equilibrium-like problem are studied in Hausdorff topological
vector spaces.
Abstract

5
MIXED EQUILIBRIUM-LIKE PROBLEMS
5.1 Introduction
In 1989, Parida et al. [93] introduced the concept of variational-like inequality
problem and shown its relationship with a mathematical programming problem.
After that, vector variational-like inequalities which include vector variational
inequalities, variational-like inequalities and variational inequalities, appeared
in the literature studied by many authors, see [65, 70, 99] and references therein.
In the recent past, H-spaces have become an interesting area of research domain
for studying variational-like inequalities because most of the pivotal concepts
such as convex sets, weakly convex sets, KKM mappings in Banach spaces
are respectively replaced by H-convex sets, H-weakly convex sets, H-KKM
mappings in H-spaces. In section 5.2, we establish the existence of solution of
mixed scalar equilibrium-like problem in H-spaces.
The study of the existence of solutions of equilibrium problems on unbounded
domains usually involves the same sufficient assumptions as for bounded do-
mains together with a coercivity condition. Bianchi and Pini [18] investigated
coercivity conditions as weak as possible, exploiting monotonicity properties of a
mapping for some equilibrium problem. In section 5.3, we prove some existence
results for mixed vector equilibrium-like problems by using the generalized
coercivity type condition.
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5.2 Mixed Scalar equilibrium-like problem
The concept of H-space was introduced by Horvath [57] in the study of inequal-
ities without convexity. After that Bardaro and Ceppitelli [14], Lee et al. [73],
Siddiqi et al. [97, 98] and others obtained some important and interesting re-
sults in H-spaces related to variational inequalities. Motivated by the results of
[14, 73, 97, 98] and applications of H-spaces, in this section, we solve a mixed
scalar equilibrium-like problem in H-spaces. Some examples are given.
Let X be a topological space, f, η : X × X −→ X,T : X −→ X be the single-
valued mappings and A : X −→ 2X be a multi-valued mapping. We consider
the following problem of finding u ∈ X, x ∈ A(u) such that
f(u, v) + 〈T (x), η(u, v)〉 ≥ 0, ∀v ∈ X. (5.2.1)
Problem (5.2.1) is called a mixed scalar equilibrium-like problem.
If 〈T (x), η(u, v)〉 = 0, i.e., T (x) is orthogonal to η(u, v), then the problem (5.2.1)
reduces to the classical equilibrium problem (1.3.6).
For the sake of convenience , we recall some well-known definitions and results
related to H-spaces.
Definition 5.2.1 ([14]). Let (X, {ΓA}) be an H-space and D ⊂ X be a nonempty
subset.
(1) D is said to be H-convex, if for any finite subset A of D, ΓA ⊂ D.
(2) D is said to be weakly H-convex, if for any finite subset A of D, ΓA ∩ D is a
nonempty contractible set.
(3) A subset K ⊂ X is said to be H-compact, if for any finite subset A ⊂ X , there
exists a compact, weakly H-convex subset D ⊂ X such that K ∪ A ⊂ D.
(4) A multi-valued mapping F : X −→ 2X is called an H-KKM mapping, if ΓA ⊂⋃
x∈A
F (x), for any finite subset A ⊂ X .
Remark 5.2.1. If X is a topological vector space, putting ΓA = CoA, the convex hull
of A, for any finite subset A ⊂ X , we can see that (X, {ΓA}) is an H-space. If D is a
convex subset of X , then it is H-convex.
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Lemma 5.2.1 ([31]). Let X be a nonempty set, Y a topological space and let F : X −→
2Y be a multi-valued mapping. Then,
(1) F is transfer closed-valued if and only if⋂
x∈X
F (x) =
⋂
x∈X
clF (x).
(2) F is transfer open-valued if and only if⋃
x∈X
F (x) =
⋃
x∈X
intF (x).
The following result has fundamental importance in H-spaces.
Lemma 5.2.2 ([31]). Let (X, {ΓA}) be anH-space and let F : X −→ 2X be anH-KKM
mapping such that
(1) F is transfer closed-valued;
(2) there exists a compact subset L of X and an H-compact subset K of X such that
for each weakly H-convex subset D of X with K ⊂ D ⊂ X , the following holds:⋂
x∈D
(clF (x) ∩D) ⊂ L.
Then, ⋂
x∈X
F (x) 6= ∅.
We next prove the following existence result which is based on ideas discussed
above.
Theorem 5.2.1. Let (X, {ΓA}) be an H-space and f, η : X ×X −→ X be two single-
valued mappings such that f(u, u) = 0 = η(u, u), for all u ∈ X . Let T : X −→ X be
the single-valued mapping and A : X −→ 2X be the multi-valued mapping. Assume
that
(i) the multi-valued mapping v 7→ {u ∈ X : ∃ x ∈ A(u) such that f(u, v)+〈T (x)+
η(u, v)〉 ≥ 0} is transfer-closed valued;
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(ii) for each u ∈ X , the set Bu = {v ∈ X : ∃ x ∈ A(v) such that f(u, v) + 〈T (x) +
η(u, v)〉 < 0} is H-convex;
(iii) there exists a compact subset L of X and an H-compact subset K of X such that
for each weakly H-convex subset D of X with K ⊂ D ⊂ X , the following holds:⋂
v∈D
(
cl{u ∈ X : f(u, v) + 〈T (x) + η(u, v)〉 ≥ 0} ∩D) ⊂ L.
Then, mixed scalar equilibrium-like problem (5.2.1) is solvable.
Proof. Let F : X −→ 2X be a multi-valued mapping defined by
F (v) = {u ∈ X : ∃ x ∈ A(u) such that f(u, v) + 〈T (x) + η(u, v)〉 ≥ 0}, ∀v ∈ X.
First we prove that F is an H-KKM mapping. Suppose that F is not an H-KKM
mapping. Then there exists a finite subset K ⊂ X such that
ΓK 6⊂
⋃
v∈K
F (v).
Thus, there exists z ∈ ΓK such that z /∈ F (v), for all v ∈ K. It follows that
f(z, v) + 〈T (x) + η(z, v)〉 < 0, ∀v ∈ K, x ∈ A(z).
By condition (ii), K ⊂ Bz and ΓK ⊂ Bz, since Bz is H-convex. Therefore z ∈ Bz,
that is there exists x ∈ A(z) such that
f(z, z) + 〈T (x), η(z, z)〉 < 0,
which is not possible because f(u, u) = 0 = η(u, u). Thus, ΓK ⊂
⋃
v∈K
F (v), for
every finite subset K of X , so that F is an H-KKM mapping.
By condition (i) and (iii), we know that conditions (1) and (2) of Lemma 5.2.2 are
satisfied. Therefore by Lemma 5.2.2, we have⋂
v∈X
F (v) 6= ∅,
consequently, there exists u ∈ X, x ∈ A(u) such that
f(u, v) + 〈T (x), η(u, v)〉 ≥ 0, ∀v ∈ X.
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This completes the proof.
In support of Theorem 5.2.1, we have the following example and also we show
that mixed scalar equilibrium-like problem (5.2.1) is solvable.
Example 5.2.1. Let us consider the topological space X = [−1, 1] and for any finite set
S in X , we define ΓS = CoS, convex hull of S. Then, clearly (X, {ΓS}) is an H-space.
Let us define the mappings
(a) f : X ×X −→ X by
f(u, v) =

u2 + v2
2
, when u 6= v;
0, when u = v,
(b) and η : X ×X −→ X by η(u, v) = u− v
2
, for any u, v ∈ X .
Then, it is easy to see that f(u, u) = 0 = η(u, u), for all u ∈ X . Next, we define the
single-valued mapping T : X −→ X by T (u) = u
2
and the multi-valued mapping
A : X −→ 2X by A(u) = [u, 1], for all u ∈ X .
Now,
(i) Let g : X −→ 2X be a multi-valued mapping such that g(v) = [0, v2], for any
v ∈ X . Then, there exists u ∈ [0, v2] and x ∈ A(u) = [u, 1] with the condition
u ≥ v such that f(u, v) + 〈T (x), η(u, v)〉 ≥ 0.
(ii) In order to show that for any u ∈ X , the setBu = {v ∈ X : ∃ x ∈ A(v) such that
f(u, v) + 〈T (x), η(u, v)〉 < 0} is H-convex, it is enough to show that the set Bu
is convex.
By taking x = v, where x ∈ A(v), we have
0 > f(u, v) + 〈T (x), η(u, v)〉
=
u2 + v2
2
+
〈
v
2
,
u− v
2
〉
=
u2 + v2
2
+
v
2
(
u− v
2
)
=
u2
2
+
v2
4
+
uv
4
.
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We set h(u, v) =
u2
2
+
v2
4
+
uv
4
, and by finding Hessian matrix D2h, we can see
that Hessian matrix D2h is non-negative definite matrix. Therefore, the set Bu is
convex and consequently an H-convex.
(iii) Let L = [−1, 1] ⊆ X be a compact set and K = [1
2
, 1
]
be the H-compact subset
of X . Then, for any weakly H-convex subset D = [0, 1] with K ⊂ D ⊂ X , we
can see that the condition (iii) of Theorem 5.2.1 is satisfied.
Thus, all the conditions of Theorem 5.2.1 are satisfied.
Next, we show that mixed scalar equilibrium-like problem (5.2.1) has a solution. For
u = 1
2
and x = 1, we have
f(u, v) + 〈T (x), η(u, v)〉 = u
2 + v2
2
+
〈
x
2
,
u− v
2
〉
=
1
4
+ v2
2
+
1
2
( 1
2
− v
2
)
=
3v2 + (v − 1)2 + 1
8
≥ 0, ∀v ∈ X,
i.e., mixed scalar equilibrium-like problem (5.2.1) is solvable.
Theorem 5.2.2. Let (X, {ΓA}) be an H-space and f, η : X ×X −→ X , T : X −→ X
be the single-valued mappings andA : X −→ 2X be the multi-valued mapping. Suppose
that
(i) the multi-valued mapping v 7→ {u ∈ X : ∃ x ∈ A(u) such that f(u, v)+〈T (x)+
η(u, v)〉 ≥ 0} is transfer-closed valued;
(ii) for each u ∈ X , the set Bu = {v ∈ X : ∃ x ∈ A(v) such that f(u, v) + 〈T (x) +
η(u, v)〉 < 0} is H-convex;
(iii) there exists a compact subset L of X and an H-compact subset K of X such that
for each weakly H-convex subset D of X with K ⊂ D ⊂ X , the following holds:⋂
v∈D
(
cl{u ∈ X : f(u, v) + 〈T (x) + η(u, v)〉 ≥ 0} ∩D) ⊂ L.
Then, one of the following conclusion holds:
(1) there exists v ∈ X, x ∈ A(v) such that f(v, v) + 〈T (x), η(v, v)〉 < 0;
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(2) there exists u ∈ X, x ∈ A(u) such that f(u, v) + 〈T (x), η(u, v)〉 ≥ 0.
Proof. Let F : X −→ 2X be a multi-valued mapping defined by
F (v) = {u ∈ X : ∃ x ∈ A(u) such that f(u, v) + 〈T (x) + η(u, v)〉 ≥ 0}, ∀v ∈ X.
Condition (i) and (iii) are same as of Lemma 5.2.2. If condition (1) does not hold,
then we have
f(v, v) + 〈T (x), η(v, v)〉 ≥ 0, ∀v ∈ K. (5.2.2)
Suppose that F is not an H-KKM mapping. Then by using the same arguments
as in the proof of Theorem 5.2.1, we obtain that
f(z, z) + 〈T (x), η(z, z)〉 < 0,
which contradicts (5.2.2). Hence F is an H-KKM mapping. Therefore by Lemma
5.2.2, we have ⋂
v∈X
F (v) 6= ∅,
Thus there exists u ∈ X, x ∈ A(u) such that u ∈ F (v), for all v ∈ X, i.e.,
f(u, v) + 〈T (x), η(u, v)〉 ≥ 0, ∀v ∈ X.
This completes the proof.
Note 5.2.1. If f(u, v) = 0, we can obtain some similar results for a variational-like
inequality problem (1.3.5), from Theorem 5.2.1 and 5.2.2.
If we take η(u, v) = g(v)−g(u) and f(u, v) = b(u, g(v))−b(u, g(u)) in mixed scalar
equilibrium-like problem (5.2.1), where g : X −→ X is a continuous mapping
and b : X × X −→ R is a nonlinear mapping, then we have the following
corollary.
Corollary 5.2.1 ([3]). Let (X, {ΓS}) be an H-Banach space and g : X × X −→ X
be a continuous single-valued mapping. Let T,A : X −→ 2X be two compact valued,
continuous multi-valued mappings such that
(i) for each u ∈ X , the setBu = {v ∈ X : ∃ x ∈ T (v), y ∈ A(v) such that b(u, g(v))−
b(u, g(u)) + 〈x− y, g(v)− g(u)〉 < 0} is H-convex;
Chapter 5. Mixed equilibrium-like problems 100
(ii) there exists a compact subset L of X and an H-compact subset K of X such that
for each weakly H-convex subset D of X with K ⊂ D ⊂ X , the following holds:⋂
v∈D
(
cl{u ∈ X : b(u, g(v))− b(u, g(u)) + 〈x− y, g(v)− g(u)〉 ≥ 0} ∩D) ⊂ L.
Then, general mixed multi-valued mildly nonlinear variational inequality problem, i.e.,
to find u ∈ X , x ∈ T (u) and y ∈ A(u) such that b(u, g(v))−b(u, g(u))+〈x−y, g(v)−
g(u)〉 ≥ 0, for all g(v) ∈ X , is solvable.
5.3 Mixed Vector equilibrium-like problems
Let X and Y be the Hausdorff topological vector spaces. Let K be a nonempty
convex closed subset of X and C ⊆ Y be a pointed closed convex cone. Let
f : K ×K −→ Y, T : K −→ L(X, Y ) and η : K ×K −→ X be the mappings. In
this section, we consider the following problems:
Find x¯ ∈ K such that
f(x¯, y) + 〈T (x¯), η(y, x¯)〉 /∈ −intC; ∀y ∈ K, (5.3.1)
and
f(x¯, y) + 〈T (x¯), η(y, x¯)〉 /∈ −C \ {0}; ∀y ∈ K. (5.3.2)
We call problem (5.3.1) as weak mixed vector equilibrium-like problem and
problem (5.3.2) as strong mixed vector equilibrium-like problem.
Now, we prove an existence result for weak mixed vector equilibrium-like prob-
lem (5.3.1) using pseudomonotonicity assumption for vector-valued mapping.
Theorem 5.3.1. Let K be a nonempty closed convex subset of a Hausdorff topological
vector space X, Y a Hausdorff topological vector space and C a closed convex pointed
cone with intC 6= ∅. Let f : K×K −→ Y, T : K −→ L(X, Y ) and η : K×K −→ X
be the mappings satisfying the following conditions:
(i) f is affine in the second argument and continuous in the first argument;
(ii) f(x, x) = 0, for all x ∈ K;
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(iii) η(x, x) = 0 and η(x, y) + η(y, x) = 0, for all x, y ∈ K;
(iv) η is affine in both the arguments and continuous in the second argument;
(v) T is η-hemicontinuous, C-η-pseudomonotone and continuous;
(vi) the mapping W : K −→ 2Y , defined by W = Y \ {−intC}, is upper semicontin-
uous on K;
(vii) there exists a family {(Ci, Zi)}i∈I satisfying conditions (i) and (ii) of Definition
1.2.15 and the following condition: For each i ∈ I , there exists k ∈ I such that
{x ∈ K : f(x, y) + 〈T (x), η(y, x)〉 /∈ −intC, ∀y ∈ Ck} ⊆ Zi.
Then, there exists a point x¯ ∈ K such that
f(x¯, y) + 〈T (x¯), η(y, x¯)〉 /∈ −intC; ∀y ∈ K.
First, we prove the following proposition employing the suppositions of Theo-
rem 5.3.1.
Proposition 5.3.1. The following two problems are equivalent:
(I) Find x¯ ∈ K such that f(x¯, y) + 〈T (x¯), η(y, x¯)〉 /∈ −intC; ∀y ∈ K;
(II) Find x¯ ∈ K such that f(x¯, y)− 〈T (y), η(x¯, y)〉 /∈ −intC; ∀y ∈ K.
Proof. Suppose (I) holds. Then for every y ∈ K, we have
f(x¯, y) + 〈T (x¯), η(y, x¯)〉 /∈ −intC. (5.3.3)
Since T is C-η-pseudomonotone, therefore from (5.3.3) we have
f(x¯, y) + 〈T (y), η(y, x¯)〉 /∈ −intC. (5.3.4)
Also from assumption (iii) and (4.3.5), we get
f(x¯, y)− 〈T (y), η(x¯, y)〉 /∈ −intC,
i.e., (II) holds.
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Conversely, assume that (II) holds for all y ∈ K. Then there exists x¯ ∈ K such
that
f(x¯, y)− 〈T (y), η(x¯, y)〉 /∈ −intC.
For a fixed y ∈ K, set xλ = λy + (1− λ)x¯, for λ ∈ [0, 1]. Obviously, xλ ∈ K and it
follows that
f(x¯, xλ)− 〈T (xλ), η(x¯, xλ)〉 /∈ −intC. (5.3.5)
Multiply (5.3.5) by (1− λ), we have
(1− λ)f(x¯, xλ)− (1− λ)〈T (xλ), η(x¯, xλ)〉 /∈ −intC. (5.3.6)
Since η is affine and η(x, x) = 0, we have
0 = 〈T (xλ), η(xλ, xλ)〉
= λ〈T (xλ), η(y, xλ)〉+ (1− λ)〈T (xλ), η(x¯, xλ)〉.
That is,
− (1− λ)〈T (xλ), η(x¯, xλ)〉 = λ〈T (xλ), η(y, xλ)〉. (5.3.7)
Since (1−λ)f(x¯, xλ) ∈ Y , therefore adding (1−λ)f(x¯, xλ) on both sides of (5.3.7),
we obtain
(1− λ)f(x¯, xλ)− (1− λ)〈T (xλ), η(x¯, xλ)〉 = (1− λ)f(x¯, xλ) + λ〈T (xλ), η(y, xλ)〉.
(5.3.8)
Combining (5.3.6) and (5.3.8), we get
(1− λ)f(x¯, xλ) + λ〈T (xλ), η(y, xλ)〉 /∈ −intC. (5.3.9)
Since f is affine in the second argument and f(x, x) = 0, therefore (5.3.9) implies
that
λ(1− λ)f(x¯, y) + λ〈T (xλ), η(y, xλ)〉 /∈ −intC. (5.3.10)
Since η is affine and η(x, x) = 0, then from (5.3.10) we deduce that
λ(1− λ)f(x¯, y) + λ(1− λ)〈T (xλ), η(y, x¯)〉 /∈ −intC. (5.3.11)
Dividing (5.3.11) by λ(1− λ), we have
f(x¯, y) + 〈T (xλ), η(y, x)〉 /∈ −intC. (5.3.12)
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Using η-hemicontinuity of T , we get
f(x¯, y) + 〈T (x), η(y, x)〉 /∈ −intC;
and hence (I) holds.
Applying the above proposition, we are now ready to prove the aforementioned
theorem.
Proof of Theorem 5.3.1. For each y ∈ K, consider the sets
F1(y) = {x ∈ K : f(x, y)− 〈T (y), η(x, y)〉 /∈ −intC};
F2(y) = {x ∈ K : f(x, y) + 〈T (x), η(y, x)〉 /∈ −intC}.
Then F1(y) and F2(y) are nonempty sets, since y ∈ F1(y) and y ∈ F2(y).
First, we prove that F1 is a KKM mapping. Indeed, assume that F1 is not a KKM
mapping. Then, there exists finite subset {yi : i ∈ I} of K, λi ≥ 0 for each i ∈ I
with
∑
i∈I
λi = 1 and w =
∑
i∈I
λiyi such that
w /∈
⋃
i∈I
F1(yi).
That is,
f(w, yi)− 〈T (yi), η(w, yi)〉 ∈ −intC, ∀i ∈ I. (5.3.13)
As intC is convex, therefore∑
i∈I
λif(w, yi)−
∑
i∈I
λi〈T (yi), η(w, yi)〉 ∈ −intC. (5.3.14)
Since f is affine in the second argument and η is affine, from (5.3.14) we have
f(w,w)− 〈T (yi), η(w,w)〉 = f
(
w,
∑
i∈I
λiyi
)
−
〈
T (yi), η
(
w,
∑
i∈I
λiyi
)〉
=
∑
i∈I
λif(w, yi)−
∑
i∈I
λi〈T (yi), η(w, yi)〉
∈ −intC. (5.3.15)
By assumptions (ii) and (iii), we know η(x, x) = f(x, x) = 0. Then (5.3.15)
implies that 0 ∈ −intC, which contradicts the pointedness of C, and hence F1 is
a KKM mapping.
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Further, we prove that ⋂
y∈K
F1(y) =
⋂
y∈K
F2(y).
Let x ∈ F1(y), so that
f(x, y)− 〈T (y), η(x, y)〉 /∈ −intC. (5.3.16)
Since T is C-η-pseudomonotone and η(x, y) + η(y, x) = 0, then (5.3.16) implies
that
f(x, y) + 〈T (x), η(y, x)〉 /∈ −intC,
and so x ∈ F2(y) for each y ∈ K, i.e., F1(y) ⊆ F2(y) and hence⋂
y∈K
F1(y) ⊆
⋂
y∈K
F2(y). (5.3.17)
Conversely, suppose that x ∈ ⋂
y∈K
F2(y). Then
f(x, y) + 〈T (x), η(y, x)〉 /∈ −intC.
It follows from Proposition 5.3.1 that
f(x, y)− 〈T (y), η(x, y)〉 /∈ −intC,
i.e., x ∈ F1(y) and so ⋂
y∈K
F2(y) ⊆
⋂
y∈K
F1(y). (5.3.18)
Combining (5.3.17) and (5.3.18), we obtain⋂
y∈K
F1(y) =
⋂
y∈K
F2(y).
Now, since F1 is a KKM mapping, therefore for any finite subset {yi : i ∈ I} of
K, we have
Co{yi : i ∈ I} ⊆
⋃
i∈I
F1(yi) ⊆
⋃
i∈I
F2(yi).
This implies that F2 is also a KKM mapping.
In order to show that F2(y) is closed for all y ∈ K, let us assume that {xα} be a
net in F2(y) such that xα → x. Then
f(xα, y) + 〈T (xα), η(y, xα)〉 /∈ −intC. (5.3.19)
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Since f is continuous in the first argument, η is continuous in the second argu-
ment and T is continuous, we have
f(xα, y) + 〈T (xα), η(y, xα)〉 −→ f(x, y) + 〈T (x), η(y, x)〉. (5.3.20)
As W = Y \ {−intC} is upper semicontinuous, we obtain
f(x, y) + 〈T (x), η(y, x)〉 ∈ W,
and thus, we have
f(x, y) + 〈T (x), η(y, x)〉 /∈ −intC.
Therefore x ∈ F2(y), for all y ∈ K and hence F2 is closed. In view of assumption
(vii), F2 has compactly closed values in K.
By assumption (vii), we see that the family {(Ci, Zi)}i∈I satisfies the condition
which is for all i ∈ I , there exists k ∈ I such that⋂
y∈Ck
F2(y) ⊆ Zi;
and consequently, it is a coercing family for F2.
Finally, we conclude that F2 satisfies all the hypothesis of Theorem 1.2.4 and
thus we have ⋂
y∈K
F2(y) 6= ∅.
Hence, there exists x¯ ∈ ⋂
y∈K
F2(y) such that for all y ∈ K
f(x¯, y) + 〈T (x¯), η(y, x¯)〉 /∈ −intC.
This completes the proof. 
Now, we prove the following existence result for strong mixed vector equilibrium-
like problem (5.3.2).
Theorem 5.3.2. Let f and η satisfy the assumptions (i) − (iv) of Theorem 5.3.1. In
addition, assume that the following conditions are satisfied:
(v)′ for each y ∈ K, the set {x ∈ K : f(x, y) + 〈T (x), η(y, x)〉 ∈ −C \ {0}} is open
in K;
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(vi)′ there exists a nonempty compact and convex subsetD ofK and for each x ∈ K\D,
there exists u ∈ D such that
f(x, u) + 〈T (x), η(u, x)〉 ∈ −C \ {0};
(vii)′ there exists a family {(Ci, Zi)}i∈I satisfying conditions (i) and (ii) of Definition
1.2.15 and the following condition which is for each i ∈ I , there exists k ∈ I such
that
{x ∈ K : f(x, y) + 〈T (x), η(y, x)〉 /∈ −C \ {0}, ∀y ∈ Ck} ⊆ Zi.
Then, there exists a point x¯ ∈ K such that for all y ∈ K
f(x¯, y) + 〈T (x¯), η(y, x¯)〉 /∈ −C \ {0}.
Proof. Let F : K −→ 2D be defined by
F (y) = {x ∈ D : f(x, y) + 〈T (x), η(y, x)〉 /∈ −C \ {0}} , ∀y ∈ K.
Obviously, for all y ∈ K
F (y) = {x ∈ K : f(x, y) + 〈T (x), η(y, x)〉 /∈ −C \ {0}} ∩D.
As F (y) is closed subset of D and D is compact, therefore F (y) is compactly
closed.
Now, we show that for any finite set {yi}i∈I of K,
⋂
i∈I
F (yi) 6= ∅. For this, let
E = Co{D ∪ {yi}i∈I}. Then, by Lemma 1.2.2, E is a compact and convex subset
of K.
Let G : E −→ 2E be defined by
G(y) =
{
x ∈ E : f(x, y) + 〈T (x), η(y, x)〉 /∈ −C \ {0}}, ∀y ∈ E.
First, we prove that G is a KKM mapping. On contrary, suppose that G is not
a KKM mapping, then there exists v ∈ Co{yi}i∈I such that for λi ≥ 0 with∑
i∈I
λi = 1, we have
v =
∑
i∈I
λiyi /∈
⋃
i∈I
G(yi),
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which implies
f(v, yi) + 〈T (v), η(yi, v)〉 ∈ −C \ {0}. (5.3.21)
Since f and η are affine in the second argument, (5.3.21) implies that
f(v, v) + 〈T (v), η(v, v)〉 = f
(
v,
∑
i∈I
λiyi
)
+
〈
T (v), η
(∑
i∈I
λiyi, v
)〉
=
∑
i∈I
λif(v, yi) +
∑
i∈I
λi〈T (v), η(yi, v)〉
=
∑
i∈I
λi
{
f(v, yi) + 〈T (v), η(yi, v)〉
}
∈ −C \ {0}. (5.3.22)
Since f(x, x) = η(x, x) = 0, therefore (5.3.22) implies that 0 ∈ −C \ {0}, which is
a contradiction. Hence, G is a KKM mapping.
As G(y) is closed subset of E, therefore it is compactly closed. From the as-
sumption (vii)′, it is clear that the family {Ci, Zi}i∈I satisfies the condition⋂
y∈Ck
G(y) ⊆ Zi and therefore it is a coercing family for G. Applying Theorem
1.2.4, we obtain ⋂
y∈E
G(y) 6= ∅.
Thus, we conclude that there exists y0 ∈
⋂
y∈E
G(y).
To show that y0 ∈ D, on contrary suppose that y0 ∈ E \D. Then condition (vi)′
implies that there exists u ∈ D such that
f(y0, u) + 〈T (y0), η(u, y0)〉 ∈ C \ {0},
which contradicts the fact that y0 ∈ G(y), and hence y0 ∈ D. Since F (yi) =
G(yi) ∩ D, for each yi ∈ E, it follows that y0 ∈
⋂
i∈I
F (yi), i.e.,
⋂
i∈I
F (yi) 6= ∅, for
finite subset {yi}i∈I ⊂ K. As F (y) is closed and compact, it follows that for each
y ∈ K, there exists x¯ ∈ D such that x¯ ∈ ⋂
y∈K
F (y). Hence there exists x¯ ∈ K such
that for all y ∈ K,
f(x¯, y) + 〈T (x¯), η(y, x¯)〉 /∈ −C \ {0}.
This completes the proof.
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The next result shows an equivalency between two problems in strong case.
Theorem 5.3.3. Let the assumptions (i) − (iv) of Theorem 5.3.1 holds. In addition,
we assume that T is strongly C-η-pseudomonotone and η-hemicontinuous. Then, the
following problems are equivalent:
(I) Find x¯ ∈ K such that f(x¯, y) + 〈T (x¯), η(y, x¯)〉 /∈ −C \ {0}; ∀y ∈ K;
(II) Find x¯ ∈ K such that f(x¯, y) + 〈T (y), η(y, x¯)〉 ∈ C; ∀y ∈ K.
Proof. Suppose (I) holds. By using the definition of strongly C-η- pseudomono-
tonicity of T , (II) follows directly.
Conversely, suppose (II) holds for all y ∈ K. Then we can find x¯ ∈ K such that
f(x¯, y) + 〈T (y), η(y, x¯)〉 ∈ C. (5.3.23)
By substituting xλ = x¯+ λ(y − x¯), for λ ∈ [0, 1], in (5.3.23), we obtain
f(x¯, xλ) + 〈T (xλ), η(xλ, x¯)〉 ∈ C. (5.3.24)
As η is affine and η(x, x) = 0, (5.3.24) implies that
f(x¯, xλ) + λ〈T (xλ), η(y, x¯)〉 ∈ C. (5.3.25)
Since f is affine in the second argument and f(x, x) = 0, from (5.3.25) we get
λf(x¯, y) + λ〈T (xλ), η(y, x¯)〉 ∈ C. (5.3.26)
As C is a cone, therefore
f(x¯, y) + 〈T (xλ), η(y, x¯)〉 ∈ C. (5.3.27)
On contrary suppose that
{f(x¯, y) + 〈T (xλ), η(y, x¯)〉} ∩ (Y \ C) 6= ∅.
As T is η-hemicontinuous, we have
{f(x¯, y) + 〈T (x¯), η(y, x¯)〉} ∩ (Y \ C) 6= ∅,
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for sufficiently small λ, which contradicts (5.3.27). Therefore we have
f(x¯, y) + 〈T (x¯), η(y, x¯)〉 /∈ −C \ {0};
and hence (I) holds. This completes the proof.
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A generalized vector H-complementarity problem with fuzzy
mappings is introduced and its equivalence with generalized
vector H-variational inequality problem is shown. An existence
result is given with some example. After that, a random fuzzy
complementarity problem is studied in a Hilbert space. In sup-
port of random fuzzy complementarity problem, an example is
constructed.
Abstract

6
COMPLEMENTARITY PROBLEMS INVOLVING
FUZZY MAPPINGS
6.1 Introduction
In 1979, Zadeh [109] indicated that it is important to understand the structure
of evidence and developed a conclusion reached on the basis of evidence and
reasoning. Information and uncertainty, these two elements taken together
constitute the ground of many problems today: complexity, to admit traditionally
prevailing logic as centering around the issue of complexity. Zadeh [110] provided
a useful theory of fuzziness, vagueness and has a significant influence on the
orientation of science and engineering.
The concept of complementarity theory which is a relative area of operation
research has received great attention during the last fifty years and it is well
known that both the linear and nonlinear programs can be characterized by a
class of complementarity problems. The area of complementarity problems with
fuzzy mappings (respectively, variational inequalities with fuzzy mappings) is a
fruitful and a growing field of academic venture. Complementarity problems
are applied to study a broad range of linear and nonlinear problems arising in
elasticity, obstacle and free boundary problems, control and optimization, spatial
price equilibria etc., see e.g., [25, 41, 43, 75, 90, 91]. In 1993, Chang and Huang
[28] introduced and studied a new class of complementarity problem for fuzzy
mappings in Rn, which generalized the work of Noor [85, 86].
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In section 6.2, we introduce and study a generalized vector complementarity
problem with fuzzy mappings. Under suitable conditions, we have shown that
generalized vector complementarity problem with fuzzy mappings is equivalent
to generalized vector variational inequality problem with fuzzy mappings. We
derive some existence results for our problem. Results of this section represent a
significant improvement and refinement of the previously known results, see
e.g., [39, 108].
The concept of random fuzzy mapping was first introduced by Huang [58]
and this notion is used for the study of many random variational inequality
(inclusion) problems. The aim of the last section of this chapter is to introduce
and study a random fuzzy complementarity problem in Hilbert spaces. An
iterative algorithm is defined to compute the approximate solutions of random
fuzzy complementarity problem. A strong convergence theorem is proved for
random fuzzy complementarity problem.
6.2 Generalized vector complementarity problem
with fuzzy mappings
Let E1 be a real Banach space with dual space E∗1 , K a closed convex subset of E1,
T : K → F(L(E1, E2)) a closed fuzzy mapping, and α : K → [0, 1] a mapping,
where E2 is another real Banach space. Let T˜ : K → 2L(E1,E2) be the multi-valued
mapping induced by the fuzzy mapping T such that
T˜ (x) = (Tx)α(x), ∀x ∈ K.
We introduce and study the following problem: Find x ∈ K, t ∈ (Tx)α(x) such
that
〈t, f(x, x)〉+H(x) = 0 and 〈t, f(y, y)〉+H(y) ∈ C(x), ∀y ∈ K, (6.2.1)
where f : K ×K → K and H : K → E2 are the mappings and C : K → 2E2 is a
multi-valued mapping such that C is closed, pointed and convex cone. We call
(6.2.1) as generalized vector complementarity problem with fuzzy mappings.
Chapter 6. Complementarity problems involving fuzzy mappings 115
In the following, some special cases of our problem (6.2.1) have been discussed.
(i) If T˜ : K → 2L(E1,E2) is the classical multi-valued mapping, then we can
define the fuzzy mapping T : K → F(L(E1, E2)) by x → χ(T (x)), where
χ(T (x)) is the characteristic function of T (x). If α(x) = 1, T is single-valued
and f(x, x) = x, then the problem (6.2.1) reduces to the following vector
complementarity problem: Find x ∈ K such that
〈T (x), x〉+H(x) = 0 and 〈T (x), y〉+H(y) ∈ C(x), ∀y ∈ K. (6.2.2)
(ii) If E2 = R,C = R+, then the problem (6.2.2) reduces to H-complementarity
problem (1.3.7) which was introduced by Yin et al. [108].
(iii) If H = 0, then the problem (6.2.2) reduces to the following problem: Find
x ∈ K such that
〈T (x), x〉 = 0 and 〈T (x), y〉 ∈ C(x), ∀y ∈ K. (6.2.3)
The problem (6.2.3) was introduced and studied by Chen and Yang [39] for
a constant cone, i.e., C(x) = C.
Clearly, generalized vector complementarity problem with fuzzy mappings
includes many complementarity problems studied in the recent past.
In support of our problem (6.2.1), we provide the following example.
Example 6.2.1. Let E1 = E2 = K = C = [0, 1], and we define the closed fuzzy
mapping T : K −→ F(L(E1, E2)), for t ∈ [0, 1] as
Tx(t) =
0 , if x ∈ [0,
1
2
);
x+t
2
, if x ∈ [1
2
, 1],
and the mapping α : K −→ [0, 1] as
α(x) =
0 , if x ∈ [0,
1
2
);
x
2
, if x ∈ [1
2
, 1].
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Clearly, Tx(t) ≥ α(x), for all x ∈ K, i.e., t ∈ (Tx)α(x). Now, we define the mappings
f : K ×K −→ E2 and H : K −→ E2 as follows:
f(x, y) = x− y, and H(x) =
0 , if x ∈ [0,
1
2
);
1−x
x
, if x ∈ [1
2
, 1].
Then, any point of the interval [0, 1
2
) satisfies the problem 〈t, f(x, x)〉 + H(x) = 0,
whereas for x ∈ [1
2
, 1], we have 〈t, f(y, y)〉 + H(y) ∈ C(x), for all y ∈ K. Thus,
generalized vector complementarity problem with fuzzy mappings (6.2.1) is satisfied.
We now introduce the following generalized vector variational inequality prob-
lem with fuzzy mappings: Find x ∈ K, t ∈ (Tx)α(x) such that
〈t, f(y, x)〉+H(y)−H(x) ∈ C(x), ∀y ∈ K. (6.2.4)
For the mapping f , the following condition is required to prove the main results
of this section.
Condition (∆): f(y, x) = f(y, y)− f(x, x), ∀x, y ∈ K.
The following definition and lemma are useful for achieving our main results.
Definition 6.2.1 ([94, 111]). Let C : E1 → 2E2 be a multi-valued mapping. A
mapping h : E1 × E1 → E2 is said to be 0-C(x)-diagonally convex with respect to the
second argument if, for any finite subset {y1, y2, . . . , yn} in E1 and any x ∈ E1 with
x =
n∑
i=1
αiyi, αi ≥ 0,
n∑
i=1
αi = 1, we have
n∑
i=1
αih(x, yi) ∈ C(x).
Lemma 6.2.1 ([45]). Let K be a non-empty convex subset of E1. Suppose that G, Gˆ :
K → 2K are the multi-valued mappings such that:
(i) Gˆ(x) ⊆ G(x), for all x ∈ K;
(ii) Gˆ is a KKK-mapping;
(iii) for each A ∈ P(K), G is transfer closed-valued on CoA;
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(iv) for each A ∈ P(K),
clK
( ⋂
x∈CoA
G(x)
)
∩ CoA =
( ⋂
x∈CoA
G(x)
)
∩ CoA;
(v) there is a non-empty compact convex set B ⊆ K such that clK (∩x∈BG(x)) is
compact.
Then, ⋂
x∈K
G(x) 6= ∅.
Lemma 6.2.2 ([69]). Let E1 and E2 be two topological spaces and T : E1 → 2E2 an
upper semi-continuous multi-valued mapping with compact values. Suppose {xα} is a
net in E1 such that xα → x0. If yα ∈ T (xα) for each α, then there is y0 ∈ T (x0) and a
subset {yβ} of {yα} such that yβ → y0.
Now, we show that the equivalence of generalized vector complementarity prob-
lem with fuzzy mappings (6.2.1) with generalized vector variational inequality
problem with fuzzy mappings (6.2.4) by using condition (∆).
Theorem 6.2.1. If H is positive homogenous and f is positive homogenous of order 1
and condition (∆) is satisfied, then problems (6.2.1) and (6.2.4) are equivalent.
Proof. (I) Let x ∈ K, t ∈ (Tx)α(x) be a solution of (6.2.1), i.e .,
〈t, f(x, x)〉+H(x) = 0 and 〈t, f(y, y)〉+H(y) ∈ C(x), ∀y ∈ K.
Using condition (∆), it follows that
〈t, f(y, x)〉+H(y)−H(x) = 〈t, f(y, y)− f(x, x)〉+H(y)−H(x)
= [〈t, f(y, y)〉+H(y)]− [〈t, f(x, x)〉+H(x)]
= 〈t, f(y, y)〉+H(y) ∈ C(x),
i.e., 〈t, f(y, x)〉+H(y)−H(x) ∈ C(x). Thus (6.2.1) implies (6.2.4).
(II) Let x ∈ K, t ∈ (Tx)α(x) be the solution of (6.2.4), i.e.,
〈t, f(y, x)〉+H(y)−H(x) ∈ C(x).
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Putting y = 1
2
x and y = 2x in (6.2.4), respectively, and using condition (∆), we
have
〈t, f(x, x)〉+H(x) ∈ −C(x), (6.2.5)
〈t, f(x, x)〉+H(x) ∈ C(x). (6.2.6)
Combining (6.2.5) and (6.2.6), we have
〈t, f(x, x)〉+H(x) ∈ C(x) ∩ {−C(x)}.
Since C is a pointed cone, we have
〈t, f(x, x)〉+H(x) = 0.
Also
〈t, f(y, y)〉+H(y) = 〈t, f(y, y)〉+H(y)− {〈t, f(x, x)〉+H(x)}
= 〈t, f(y, y)− f(x, x)〉+H(y)−H(x)
= 〈t, f(y, x)〉+H(y)−H(x)
∈ C(x).
That is, we have
〈t, f(x, x)〉+H(x) = 0 and 〈t, f(y, y)〉+H(y) ∈ C(x), ∀y ∈ K.
Thus, (6.2.4) implies (6.2.1).
It follows from Theorem 6.2.1 that generalized vector complementarity problem
with fuzzy mappings (6.2.1) and generalized vector variational inequality prob-
lem with fuzzy mappings (6.2.4) are equivalent. We now prove the following
existence result for generalized vector variational inequality problem with fuzzy
mappings (6.2.4).
Theorem 6.2.2. Assume that
(a) for all A ∈ P(K), the multi-valued mapping on GA : CoA→ 2K defined by
GA(y) = {x ∈ K : 〈t, f(y, x)〉+H(y)−H(x) ∈ C(x)},
for all y ∈ K and t ∈ (Tx)α(x), is transfer closed-valued mapping;
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(b) (i) there exists a mapping h : K ×K → E2 such that h is 0-C(x)-diagonally
convex in the second argument;
(ii) 〈t, f(y, x)〉 + H(y) − H(x) − h(x, y) ∈ C(x), for all x, y ∈ K and t ∈
(Tx)α(x);
(c) let the mapping T˜ : K → 2L(E1,E2) is upper semi-continuous, compact valued and
f,H are hemicontinuous;
(d) there exist a nonempty compact subset B and a non-empty compact convex subset
D of K such that for each x ∈ K \B, there exists y ∈ D such that
〈t, f(y, x)〉+H(y)−H(x) 6∈ C(x), for all x, y ∈ K and t ∈ (Tx)α(x).
Then, the generalized vector variational inequality problem with fuzzy mappings (6.2.4)
is solvable. Moreover, the solution set is compact.
Proof. We define multi-valued mappings G, Gˆ : K → 2K as
G(y) = {x ∈ K : 〈t, f(y, x)〉+H(y)−H(x) ∈ C(x)}, ∀y ∈ K, t ∈ (Tx)α(x);
Gˆ(y) = {x ∈ K : h(x, y) ∈ C(x)}, ∀y ∈ K.
We show that G, Gˆ satisfy all conditions of Lemma 6.2.1. From assumption
(b)(ii), we have Gˆ(y) ⊆ G(y), for all y ∈ K.
Next, we show that Gˆ is a KKM mapping. Suppose to contrary that Gˆ is not a
KKM mapping. Then, there exists a finite subset A = {y1, y2, · · · , yn} of K and
λi ≥ 0, (i = 1, 2, · · · , n) with
n∑
i=1
λi = 1 and z =
n∑
i=1
λiyi such that
z 6∈
n⋃
i=1
Gˆ(yi).
It follows that
h(z, yi) 6∈ C(z), i = 1, 2, · · · , n,
and
n∑
i=1
h(z, yi) 6∈ C(z),
which contradicts the 0-C(x)-diagonally convexity of h in the second argument.
Thus, Gˆ is a KKM mapping.
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From assumption (a), it follows that G is a transfer closed-valued on CoA, i.e.,⋂
x∈CoA
G(x) ∩ CoA =
⋂
x∈CoA
cl(G(x) ∩ CoA).
In order to show that condition (iv) of Lemma 6.2.1 is satisfied, letA ∈ P(K), x, y ∈
CoA. Since T˜ is upper semi-continuous and compact valued, let {xα} be a net in
K such that xα → x0 and t′ ∈ T˜ (xα), for all α, i.e., for λ ∈ [0, 1], we have
〈t′, f(λx+ (1− λ)y, xα)〉+H(λx+ (1− λ)y)−H(xα) ∈ C(xα)
By Lemma 6.2.2, there exists t ∈ T˜ (x0) and a subset {t′′} of {t′} such that t′′ → t
and a subset {x′α} of {xα} such that x′α → x0. By the hemicontinuity of f and H ,
it follows that
〈t′, f(λx+ (1− λ)y, x′α)〉 + H(λx+ (1− λ)y)−H(x′α)
−→ 〈t, f(y, x0)〉+H(y)−H(x0) ∈ C(x0).
That is ,
⋂
x∈CoA
G(x) ∩ CoA = clK
( ⋂
x∈CoA
G(x)
)
∩ CoA; A ∈ P(K).
From (d), we deduce that clK
( ⋂
x∈A
G(x)
)
⊆ B, i.e., clK
( ⋂
x∈B
G(x)
)
is compact.
Thus G, Gˆ satisfy all the conditions of Lemma 6.2.1 and consequently, we have
⋂
x∈K
G(x) 6= ∅,
which shows that generalized vector variational inequality problem with fuzzy
mappings (6.2.4) is solvable. Also, it is clear from the proof above that the
solution set of generalized vector variational inequality problem with fuzzy
mappings is compact. This completes the proof.
Combining Theorem 6.2.1 and Theorem 6.2.2, we have the following theorem.
Theorem 6.2.3. If all the assumptions of Theorem 6.2.1 and Theorem 6.2.2 are satisfied,
then generalized vector complementarity problem with fuzzy mappings (6.2.1) is solvable.
Moreover, the solution set is compact.
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6.3 Random fuzzy complementarity problem
Let C ⊂ H be a closed convex cone of a Hilbert space H , and we denote by C∗,
the polar cone of C, i.e.,
C∗ = {u ∈ H : 〈u, v〉 ≥ 0, ∀v ∈ C}.
We denote by (Ω,Σ) a measurable space, where Ω is a set and Σ is a σ-algebra of
subsets of Ω and by B(H), CB(H) and D(·, ·) the class of Borel σ-fields in H , the
family of all nonempty closed bounded subsets of H and the Hausdorff metric
on CB(H), respectively.
Definition 6.3.1. A multi-valued mapping T : Ω −→ 2H is said to be measurable if,
for any B ∈ B(H), T−1(B) = {t ∈ Ω : T (t) ∩B 6= ∅} ∈ Σ.
Definition 6.3.2. A mapping u : Ω −→ H is called a measurable selection of a
multi-valued measurable mapping T : Ω −→ 2H if, u is measurable and for any
t ∈ Ω, u(t) ∈ T (t).
Definition 6.3.3. A fuzzy mapping F : Ω −→ F(H) is called measurable if, for any
α ∈ (0, 1], (F (·))α : Ω −→ 2H is a measurable multi-valued mapping.
Definition 6.3.4. A fuzzy mapping F : Ω × H −→ F(H) is called a random fuzzy
mapping if, for any x ∈ H, F (·, x) : Ω −→ F(H) is a measurable fuzzy mapping.
Clearly, the random fuzzy mappings include multi-valued mappings, random
multi-valued mappings and fuzzy mappings as special cases.
Definition 6.3.5. A random mapping g : Ω × H −→ H is said to be (α, ξ)-relaxed
cocoercive, if there exist measurable functions α, ξ : Ω −→ (0,∞) such that
〈g(t, x1(t))− g(t, x2(t)), x1(t)− x2(t)〉 ≥ −α(t)‖g(t, x1(t))− g(t, x2(t))‖2
+ξ(t)‖x1(t)− x2(t)‖2,
for all x1(t), x2(t) ∈ H and t ∈ Ω.
Let F,G : Ω × H −→ F(H) be the random fuzzy mappings satisfying the
following condition (∗):
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(∗) : There exists two mappings a, b : H −→ [0, 1] such that
(Ft,x)a(x) ∈ CB(H), (Gt,x)b(x) ∈ CB(H).
By using the random fuzzy mappings F and G, we can define two random
multi-valued mappings F˜ and G˜ as:
F˜ : Ω×H −→ CB(H), x 7→ (Ft,x)a(x), ∀(t, x) ∈ Ω×H,
G˜ : Ω×H −→ CB(H), x 7→ (Gt,x)b(x), ∀(t, x) ∈ Ω×H,
where Ft,x = F (t, x(t)).
In continuation, F˜ and G˜ are called random multi-valued mappings induced by
the random fuzzy mappings F and G, respectively.
Given mappings a, b : H −→ [0, 1], random fuzzy mappings F,G : Ω ×H −→
F(H), random mappings g, S, T : Ω × H −→ H . We consider the following
problem:
Find measurable mappings x, u, v : Ω −→ H such that for all t ∈ Ω, x(t) ∈
H, Ft,x(t)(u(t)) ≥ a(x(t)), Gt,x(t)(v(t)) ≥ b(x(t)), g(t, x(t)) ∈ C, S(t, u(t)) +
T (t, v(t)) ∈ C∗ such that
〈g(t, x(t)), S(t, u(t)) + T (t, v(t))〉 = 0. (6.3.1)
Problem (6.3.1) is called random fuzzy complementarity problem.
If F,G : H −→ CB(H) are multi-valued mappings and g, S, T : H −→ H are
single-valued mappings, then the problem (6.3.1) is equivalent to find x ∈ H, u ∈
F (x), v ∈ G(x) such that
g(x) ∈ K, S(u) + T (v) ∈ C∗ and 〈g(x), S(u) + T (v)〉 = 0. (6.3.2)
Problem (6.3.2) is called generalized complementarity problem, see e.g., [84, 87].
Further we remark that for appropriate and suitable choice of operators involved
in the formulation of problems (6.3.1) and (6.3.2), many complementarity prob-
lems can be obtained as special cases of problems (6.3.1) and (6.3.2) previously
studied, see e.g., [2, 26, 27, 29, 30, 42] .
Chapter 6. Complementarity problems involving fuzzy mappings 123
Example 6.3.1. Let us consider a “continuum of players” recognized with an interval
Ω of the straight line. The fuzzy alliances of players are identified with the measurable
functions from Ω to [0, 1].
Each player can be related with its action g(t, ·) where g : Ω × L −→ Rn, L is a
nonempty subset of Rn, and each fuzzy alliance c(t) with its action
∫
Ω
g(t, x)c(t)dt.
Assume that
(i) ∀x ∈ L, t 7→ g(t, x) ∈ L1;
(ii) x 7→ g(t, x) is continuous for almost all t;
(iii) sup
x∈L
sup
i=1,··· ,n
|gi(t, x)| ≤ g0(t), where g0 ∈ L1.
Then the problem of fuzzy game is to find x ∈ L and c ∈ L∞(Ω, [0, 1]) such that∫
Ω
g(t, x)c(t)dt = 0.
The above problem can be derive from problem (6.3.1). For this, we can take H = Rn,
the set Ω as above and Σ is σ-algebra generated by open subsets of real numbers and
c(t) = (S + T )(t, u). Define g, S, T : Ω×H −→ H by
〈g(t, x), (S + T )(t, u)〉 =
∫
Ω
g(t, x)(S + T )(t, u)dt
with the condition u = v : Ω −→ Rn.
In connection with the random fuzzy complementarity problem (6.3.1), we
have the following random fuzzy variational inequality problem: Find x(t) ∈
H, u(t) ∈ F˜ (t, x(t)) and v(t) ∈ G˜(t, x(t)) such that for all t ∈ Ω,
〈g(t, y(t))− g(t, x(t)), S(t, u(t)) + T (t, v(t))〉 ≥ 0, ∀y(t) ∈ H, g(t, y(t)) ∈ C.
(6.3.3)
Lemma 6.3.1 ([24]). Let T : Ω −→ CB(H) be a D-continuous random multi-valued
mapping. Then for any measurable mapping w : Ω −→ H , the multi-valued mapping
T (·, w(·)) : Ω −→ CB(H) is measurable.
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Lemma 6.3.2 ([24]). Let S, T : Ω −→ CB(H) be two measurable multi-valued map-
pings, ε > 0 be a constant and v : Ω −→ H be a measurable selection of S. Then there
exists a measurable selection w : Ω −→ H of T such that for all t ∈ Ω,
‖v(t)− w(t)‖ ≤ (1 + ε) D(S(t), T (t)).
Now, we exhibit the equivalence between random fuzzy complementarity prob-
lem (6.3.1) and random fuzzy variational inequality problem (6.3.3) by the fol-
lowing lemma.
Lemma 6.3.3. The set of measurable mappings x, u, v : Ω −→ H is a random solution
of random fuzzy complementarity problem (6.3.1) if and only if for all t ∈ Ω, x(t) ∈
H, u(t) ∈ F˜ (t, x(t)) and v(t) ∈ G˜(t, x(t)) satisfying the random fuzzy variational
inequality problem (6.3.3).
Proof. Let x(t) ∈ H, u(t) ∈ F˜ (t, x(t)), v(t) ∈ G˜(t, x(t)) be the solution of random
fuzzy complementarity problem (6.3.1). Then we have g(t, x(t)) ∈ C, S(t, u(t)) +
T (t, v(t)) ∈ C∗ such that
〈g(t, x(t)), S(t, u(t)) + T (t, v(t))〉 = 0.
Then for any y(t) ∈ H, g(t, y(t)) ∈ C, we can write
〈g(t, y(t))− g(t, x(t)), S(t, u(t)) + T (t, v(t))〉
= 〈g(t, y(t)), S(t, u(t)) + T (t, v(t))〉
−〈g(t, x(t)), S(t, u(t)) + T (t, v(t))〉
= 〈g(t, y(t)), S(t, u(t)) + T (t, v(t))〉
≥ 0.
This implies that x(t) ∈ H, u(t) ∈ F˜ (t, x(t)), v(t) ∈ G˜(t, x(t)) are the solutions of
the random fuzzy variational inequality problem (6.3.3), for some y(t) ∈ H and
g(t, y(t)) ∈ C.
Conversely, Suppose that x(t) ∈ H, u(t) ∈ F˜ (t, x(t)), v(t) ∈ G˜(t, x(t)) sat-
isfy random fuzzy variational inequality problem (6.3.3), for some y(t) ∈ H
and g(t, y(t)) ∈ C. Since 0 ∈ C and 2g(t, x(t)) ∈ C, taking g(t, y(t)) = 0 and
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g(t, y(t)) = 2g(t, x(t)) in (6.3.3), in turn, we obtain
〈g(t, x(t)), S(t, u(t)) + T (t, v(t))〉 ≤ 0, (6.3.4)
〈g(t, x(t)), S(t, u(t)) + T (t, v(t))〉 ≥ 0. (6.3.5)
Combining (6.3.4) and (6.3.5), we have
〈g(t, x(t)), S(t, u(t)) + T (t, v(t))〉 = 0,
which is random fuzzy complementarity problem (6.3.1). It remains to show
that S(t, u(t)) + T (t, v(t)) ∈ C∗. Putting g(t, y(t)) = g(t, x(t)) + w(t) in (6.3.3) for
some w(t) ∈ C, we have
〈g(t, x(t)) + w(t)− g(t, x(t)), S(t, u(t)) + T (t, v(t))〉 ≥ 0,
thus, we have
〈w(t), S(t, u(t)) + T (t, v(t))〉 ≥ 0,
which implies that S(t, u(t)) + T (t, v(t)) ∈ C∗. This completes the proof.
Lemma 6.3.4. The set of measurable mappings x, u, v : Ω −→ H is a random solution
of problem (6.3.1) if and only if for all t ∈ Ω, x(t) ∈ H, u(t) ∈ F˜ (t, x(t)), v(t) ∈
G˜(t, x(t)) and
g(t, x(t)) = PC [g(t, x(t))− ρ(t){S(t, u(t)) + T (t, v(t))}],
where ρ : Ω −→ (0,∞) is a measurable function and PC is the projection of H on C.
Proof. Let for all t ∈ Ω, x(t) ∈ H, u(t) ∈ F˜ (t, x(t)), v(t) ∈ G˜(t, x(t)) are the
solutions of problem (6.3.1). Then by Lemma 6.3.3, it is the solution of problem
(6.3.3). Then we have,〈
g(t, x(t))− [g(t, x(t))− ρ(t){S(t, u(t)) + T (t, v(t))}], g(t, y(t))− g(t, x(t))〉 ≥ 0,
for some y(t) ∈ H and g(t, y(t)) ∈ C, which is equivalent to, using Lemma 1.2.4,
g(t, x(t)) = PC [g(t, x(t))− ρ(t){S(t, u(t)) + T (t, v(t))}],
which is required result. This completes the proof.
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Based on Lemma 6.3.3, we propose the following random iterative algorithm to
compute the approximate solutions for problem (6.3.1).
Algorithm 6.3.1. Suppose that F,G : Ω ×H −→ F(H) are the random fuzzy map-
pings satisfying the condition (∗). Let F˜ , G˜ : Ω × H −→ CB(H) be D-Lipschitz
continuous random multi-valued mappings induced by F and G, respectively and
g, S, T : Ω×H −→ H be continuous random mappings. For any given measurable map-
ping x0 : Ω −→ H , the multi-valued mappings F˜ (·, x0(·)), G˜(·, x0(·)) : Ω −→ CB(H)
are measurable by Lemma 6.3.1. Hence, there exist measurable selections u0 : Ω −→ H
of F˜ (·, x0(·)), v0 : Ω −→ H of G˜(·, x0(·)) by Himmelberg [56]. Let
x1(t) = x0(t)− g(t, x0(t)) + PC [g(t, x0(t))− ρ(t){S(t, u0(t)) + T (t, v0(t))}],
where ρ(t) is same as in Lemma 6.3.4.
It is easy to see that x1 : Ω −→ H is measurable. By Lemma 6.3.2, there exist measurable
selections u1 : Ω −→ H of F˜ (·, x1(·)), v1 : Ω −→ H of G˜(·, x1(·)) such that for all
t ∈ Ω
‖u0(t)− u1(t)‖ ≤ D
(
F˜ (t, x0(t)), F˜ (t, x1(t))
)
,
‖v0(t)− v1(t)‖ ≤ D
(
G˜(t, x0(t)), G˜(t, x1(t))
)
.
Let
x2(t) = x1(t)− g(t, x1(t)) + PC [g(t, x1(t))− ρ(t){S(t, u1(t)) + T (t, v1(t))}],
then x2 : Ω −→ H is measurable. Continuing the above process inductively, we
can obtain the following random iterative sequences {xn(t)}, {un(t)} and {vn(t)} for
solving problem (6.3.1) as follows:
xn+1 = xn(t)− g(t, xn(t)) + PC [g(t, xn(t))− ρ(t){S(t, un(t)) + T (t, vn(t))}] ,
(6.3.6)
un(t) ∈ F˜ (t, xn(t)), ‖un(t)− un+1(t)‖ ≤ D
(
F˜ (t, xn(t)), F˜ (t, xn+1(t))
)
,
vn(t) ∈ G˜(t, xn(t)), ‖vn(t)− vn+1(t)‖ ≤ D
(
G˜(t, xn(t)), G˜(t, xn+1(t))
)
,
for any t ∈ Ω and n = 0, 1, 2, · · · .
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If F,G : H −→ CB(H) are D-Lipschitz continuous multi-valued mappings and
g, S, T : H −→ H are single-valued mappings, then from Algorithm 6.3.1, we
can obtain the following Algorithm.
Algorithm 6.3.2. For any given x0 ∈ H, u0 ∈ F (x0) and v0 ∈ G(x0), we can obtain
the following iterative sequences {xn}, {un} and {vn} for solving problem (6.3.2) as
follows:
xn+1 = xn − g(xn) + PC [g(xn)− ρ{S(un) + T (vn)}],
un ∈ F (xn), ‖un − un+1‖ ≤ D (F (xn), F (xn+1))
vn ∈ G(xn), ‖vn − vn+1‖ ≤ D (G(xn), G(xn+1)) ,
where ρ is a constant and n = 0, 1, 2, · · · .
In the following, we are now able to establish the convergence of iterative
sequences generated by the proposed Algorithm 6.3.1.
Theorem 6.3.1. Let H be a real Hilbert space and S, T : Ω ×H −→ H be Lipschitz
continuous random mappings with constants λS(t) and λT (t), respectively. Let F,G :
Ω×H −→ F(H) be the random fuzzy mappings satisfying condition (∗) and F˜ , G˜ : Ω×
H −→ CB(H) be the random multi-valued mappings induced by F andG, respectively.
Suppose that F˜ and G˜ are D-Lipschitz continuous mappings with constants λF˜ (t) and
λG˜(t), respectively, and g : Ω×H −→ H is (α(t), ξ(t))-relaxed cocoercive and Lipschitz
continuous random mapping with constant λg(t). If the following condition holds:
∣∣∣∣ρ(t)− 1− λg(t)λS(t)λF˜ (t) + λT (t)λG˜(t)
∣∣∣∣ <
√
(1− λg(t))2 − 2
(
λg(t) + α(t)λ2g(t)− ξ(t)
)
λS(t)λF˜ (t) + λT (t)λG˜(t)
(6.3.7)
provided that (1− λg(t)) >
√
2
(
λg(t) + α(t)λ2g(t)− ξ(t)
)
, then there exist measurable
mappings x, u, v : Ω −→ H such that (6.3.1) holds. Moreover, xn(t)→ x(t), un(t)→
u(t) and vn(t)→ v(t), where {xn(t)}, {un(t)} and {vn(t)} are the random sequences
obtained by Algorithm 6.3.1.
Proof. From (6.3.6), for any t ∈ Ω and using the non-expansiveness of the projec-
tion operator PC , we have
Chapter 6. Complementarity problems involving fuzzy mappings 128
‖xn+1(t)− xn(t)‖ =
∥∥(xn(t)− g(t, xn(t)) + PC [g(t, xn(t))− ρ(t){S(t, un(t))
+T (t, vn(t))}]
)− (xn−1(t)− g(t, xn−1(t)) + PC [g(t, xn−1(t))
−ρ(t){S(t, un−1(t)) + T (t, vn−1(t))}]
)∥∥
≤ ∥∥xn(t)− xn−1(t)− (g(t, xn(t))− g(t, xn−1(t)))∥∥
+
∥∥(g(t, xn(t))− ρ(t){S(t, un(t)) + T (t, vn(t))})
−(g(t, xn−1(t))− ρ(t){S(t, un−1(t)) + T (t, vn−1(t))})∥∥
≤ ∥∥xn(t)− xn−1(t)− (g(t, xn(t))− g(t, xn−1(t)))∥∥
+
∥∥g(t, xn(t))− g(t, xn−1(t))∥∥+ ρ(t)∥∥S(t, un(t))−
S(t, un−1(t))
∥∥+ ρ(t)∥∥T (t, vn(t))− T (t, vn−1(t))∥∥. (6.3.8)
Since F˜ and G˜ are D-Lipschitz continuous mappings, and S, T and g are Lips-
chitz continuous mappings, we have
‖S(t, un(t))− S(t, un−1(t))‖ ≤ λS(t)‖un(t)− un−1(t)‖
≤ λS(t)D
(
F˜ (xn(t)), F˜ (xn−1(t))
)
≤ λS(t)λF˜ (t)‖xn(t)− xn−1(t)‖, (6.3.9)
‖T (t, vn(t))− T (t, vn−1(t))‖ ≤ λT (t)‖vn(t)− vn−1(t)‖
≤ λT (t)D
(
G˜(xn(t)), G˜(xn−1(t))
)
≤ λT (t)λG˜(t)‖xn(t)− xn−1(t)‖, (6.3.10)
and
‖g(t, xn(t))− g(t, xn−1(t))‖ ≤ λg(t)‖xn(t)− xn−1(t)‖. (6.3.11)
Using (α, ξ)-relaxed cocoercivity and Lipschitz continuity of g, we have∥∥(xn(t)− xn−1(t))− (g(t, xn(t))− g(t, xn−1(t)))∥∥2
≤ ‖xn(t)− xn−1(t)‖2 − 2
〈
xn(t)− xn−1(t), g(t, xn(t))− g(t, xn−1(t))
〉
+‖g(t, xn(t))− g(t, xn−1(t))‖2
≤ ‖xn(t)− xn−1(t)‖2 + 2α(t)‖g(t, xn(t))− g(t, xn−1(t))‖2
−2ξ(t)‖xn(t)− xn−1(t)‖2 + ‖g(t, xn(t))− g(t, xn−1(t))‖2
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≤ ‖xn(t)− xn−1(t)‖2 + 2α(t)λ2g(t)‖xn(t)− xn−1(t)‖2
−2ξ(t)‖xn(t)− xn−1(t)‖2 + λ2g(t)‖xn(t)− xn−1(t)‖2
=
[
1− 2ξ(t) + (1 + 2α(t))λ2g(t)
] ‖xn(t)− xn−1(t)‖2.
Thus, we have ∥∥(xn(t)− xn−1(t))− (g(t, xn(t))− g(t, xn−1(t)))∥∥
≤
(√
1− 2ξ(t) + (1 + 2α(t))λ2g(t)
)
‖xn(t)− xn−1(t)‖. (6.3.12)
Using (6.3.9)-(6.3.12), (6.3.12) becomes
‖xn+1(t)− xn(t)‖ ≤
(√
1− 2ξ(t) + (1 + 2α(t))λ2g(t)
)
‖xn(t)− xn−1(t)‖
+λg(t)‖xn(t)− xn−1(t)‖+ ρ(t)λS(t)λF˜ (t)‖xn(t)− xn−1(t)‖
+ρ(t)λT (t)λG˜(t)‖xn(t)− xn−1(t)‖
≤ θ(t)‖xn(t)− xn−1(t)‖, (6.3.13)
where
θ(t) =
√
1− 2ξ(t) + (1 + 2α(t))λ2g(t) + λg(t) + ρ(t)λS(t)λF˜ (t) + ρ(t)λT (t)λG˜(t).
It follows from (6.3.7) that θ(t) < 1, for all t ∈ Ω. Therefore, {xn(t)} is a Cauchy
sequence in H . Since H is complete, there exists a measurable mapping x :
Ω −→ H such that xn(t) → x(t), for all t ∈ Ω. From Algorithm 6.3.1, it follows
that {un(t)} and {vn(t)} are also Cauchy sequences and in view of completeness
of H , un(t) → u(t) and vn(t) → v(t), for all t ∈ Ω, where u, v : Ω −→ H are
measurable mappings. It also follows that u(t) ∈ F˜ (t, x(t)) and v(t) ∈ G˜(t, x(t)),
for all t ∈ Ω. This completes the proof.
From Theorem 6.3.1, we can obtain the following theorem for convergence of the
solution of generalized complementarity problem (6.3.2) using Algorithm 6.3.2.
Theorem 6.3.2. Let H be a real Hilbert space and S, T : H −→ H be Lipschitz
continuous mappings with constants λS and λT , respectively. Let F,G : H −→ CB(H)
be the D-Lipschitz continuous multi-valued mappings with constants λF and λG,
respectively, and g : H −→ H is (α, ξ)-relaxed cocoercive and Lipschitz continuous
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mapping with constant λg. If the following condition holds:
∣∣∣∣ρ− 1− λgλSλF + λTλG
∣∣∣∣ <
√
(1− λg)2 − 2
(
λg + αλ2g − ξ
)
λSλF + λTλG
provided that (1− λg) >
√
2
(
λg + αλ2g − ξ
)
, then there exist x ∈ H, u ∈ F (x), v ∈
G(x) which are the solutions of generalized complementarity problem (6.3.2). Moreover,
xn → x, un → u and vn → v, as n→∞, where {xn}, {un} and {vn} are the sequences
obtained by Algorithm 6.3.2.
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We study extended mixed vector equilibrium problems, namely, extended weak mixed vector equilibrium problem and extended
strong mixed vector equilibrium problem in Hausdorff topological vector spaces. Using generalized KKM-Fan theorem (Ben-El-
Mechaiekh et al.; 2005), some existence results for both problems are proved in noncompact domain.
1. Introduction
Giannessi [1] first introduced and studied vector variational
inequality problem in a finite-dimensional vector space. Since
then, the theory with applications for vector variational
inequalities, vector equilibrium problems, vector comple-
mentarity problems, and many other problems has been
extensively studied in a general setting by many authors; see
for example [2–7] and references therein.
In 1989, Parida et al. [8] developed a theory for the exis-
tence of a solution of variational-like inequality problem and
showed the relationship between variational-like inequality
problem and a mathematical programming problem. The
problem of vector variational-like inequalities is also one of
the generalizations of vector variational inequalities studied
by many authors; see [9–11] and references therein.
On the other hand, equilibrium problem was first intro-
duced and studied by Blum and Oettli [12]. Many authors
[13–15] have proved the existence of equilibrium problems by
using different generalization of monotonicity condition and
generalized convexity assumption. The main objective of our
work is to study an extended weak mixed vector equilibrium
problem and an extended strong mixed vector equilibrium
problem and we prove existence results for both problems
by using a generalized coercivity type condition, namely,
coercing family. Both problems are combination of a vector
equilibrium problem and a vector variational-like inequality
problem. Our results presented in this paper improve and
generalize some known results obtained by [12, 16–18].
2. Preliminaries
Throughout this paper, let𝑋 and𝑌 be the Hausdorff topolog-
ical vector spaces. Let𝐾 be a nonempty convex closed subset
of𝑋 and 𝐶 ⊆ 𝑌 a pointed closed convex cone with int 𝐶 ̸= 0.
The partial order “≤𝐶” on 𝑌 induced by 𝐶 is defined by 𝑥≤𝐶𝑦
if and only if 𝑦−𝑥 ∈ 𝐶. Let𝑓 : 𝐾×𝐾 → 𝑌,𝑇 : 𝐾 → 𝐿(𝑋, 𝑌)
and 𝜂 : 𝐾 × 𝐾 → 𝑋 be the mappings, where 𝐿(𝑋, 𝑌) is
the space of all continuous linear mappings from𝑋 to 𝑌. We
denote the value of 𝑙 ∈ 𝐿(𝑋, 𝑌) at 𝑥 ∈ 𝐾 by ⟨𝑙, 𝑥⟩. In this
paper, we consider the following problems.
Find 𝑥 ∈ 𝐾 such that
𝑓 (𝑥, 𝑦) + ⟨𝑇 (𝑥) , 𝜂 (𝑦, 𝑥)⟩ ∉ − int𝐶; ∀𝑦 ∈ 𝐾, (1)
𝑓 (𝑥, 𝑦) + ⟨𝑇 (𝑥) , 𝜂 (𝑦, 𝑥)⟩ ∉ −𝐶 \ {0} ; ∀𝑦 ∈ 𝐾. (2)
We call problem (1) extended weak mixed vector equilibrium
problem and problem (2) extended strong mixed vector
equilibrium problem.
Let us recall some definitions and results that are needed
to prove the main results of this paper.
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We consider a strong mixed vector equilibrium problem in topological vector spaces. Using generalized Fan-Browder fixed point
theorem (Takahashi 1976) and generalized pseudomonotonicity for multivalued mappings, we provide some existence results for
strong mixed vector equilibrium problem without using KKM-Fan theorem. The results in this paper generalize, improve, extend,
and unify some existence results in the literature. Some special cases are discussed and an example is constructed.
1. Introduction
Theminimax inequalities of Fan [1] are fundamental tools in
provingmany existence theorems in nonlinear analysis.Their
equivalence to the equilibrium problems was introduced by
Takahashi [2], Blum and Oettli [3], and Noor and Oettli [4].
The equilibrium theory provides a novel and unified treat-
ment of a wide class of problems which arises in economics,
finance, transportation, elasticity, optimization, and so forth.
The generalization of equilibrium problem for vector valued
mappings is known as vector equilibrium problem and has
been studied vastly by many authors; see, for example, [5–8].
Recently, Kum and Wong [9] considered a multivalued
version of generalized equilibrium problem which extends
the strong vector variational inequality studied by Fang and
Huang [10] in real Banach spaces. FromBrouwer’s fixed point
theorem and Fan-Browder fixed point theorem, they derived
existence results for generalized equilibrium problem with
and without monotonicity in general Hausdorff topological
vector spaces.
The main motivation of this paper is to establish some
existence results for strongmixed vector equilibriumproblem
which is combination of vector equilibrium problem and
a vector variational inequality. Proposition 3.3 of Ahmad
and Akram [11] related to the core of a set is extended for
multivalued mappings and used to prove an existence result
for strong mixed vector equilibrium problem. We also prove
our results with and without monotonicity assumptions.
2. Preliminaries
Throughout this paper, let 𝑋 and 𝑌 be the topological vector
spaces. Let𝐾 be a nonempty convex subset of𝑋 and 𝐶 ⊆ 𝑌 a
pointed closed convex cone with 𝑖𝑛𝑡𝐶 ̸= 0. Let 𝑓 : 𝐾 × 𝐾 →
2
𝑌 and 𝑇 : 𝐾 → 2𝐿(𝑋,𝑌) be the multivalued mappings, where
𝐿(𝑋, 𝑌) is space of all continuous and boundedmappings.We
consider the following problem.
Find 𝑥 ∈ 𝐾, 𝑢 ∈ 𝑇(𝑥) such that, for all 𝑦 ∈ 𝐾,
𝑓 (𝑥, 𝑦) + ⟨𝑢, 𝑦 − 𝑥⟩ ̸⊆ −𝐶 \ {0} . (1)
We call problem (1) strongmixed vector equilibriumproblem
for multivalued mappings.
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Generalized Strongly Vector Equilibrium Problem
for Set-Valued Mappings
Rais Ahmada, Mijanur Rahamana
aDepartment of Mathematics, Aligarh Muslim University, Aligarh-202002, India
Abstract. In this paper, we introduce and study a generalized strongly vector equilibrium problem for
set-valued mappings in real Banach spaces. Using Minty type lemma and KKM-Fan theorem as basic
tools, we prove existence theorems for generalized strongly vector equilibrium problem with and without
monotonicity, respectively. Some examples are given.
1. Introduction
Ky Fan inequality has become a versatile tool in nonlinear and convex analysis, for instance, optimization
problems, variational inequalities, problems of Nash equilibria etc.
Ky Fan [13] obtained the following famous Ky Fan inequality.
Let X be a nonempty compact convex subset of a Hausdorff topological vector space andφ : X×X −→ R
be a mapping such that
(i) for each fixed y ∈ X, φ(·, y) is lower semicontinuous;
(ii) for each fixed x ∈ X, φ(x, ·) is quasi-concave;
(iii) for all x ∈ X, φ(x, x) ≤ 0.
Then, there exists x∗ ∈ X such that φ(x∗, y) ≤ 0, for all y ∈ X.
Since 1961, Ky Fan showed that the KKM theorem provides the foundation for many of the modern
essential results in diverse areas of mathematical sciences. Actually, a milestone in the history of KKM
theory was erected by Fan in 1961[14]. His 1961 KKM lemma (or the Fan-KKM theorem) extended the KKM
theorem to arbitrary topological vector spaces and had been applied to various problems in subsequent
papers [15–19].
The classical Fan’s minimax inequality given by Fan[13] typically assumes lower semicontinuity and
quasi-concavity for the functions, in addition to convexity and compactness in Hausdorff topological
vector spaces. However, in many situations, these assumptions may not be satisfied. The function under
consideration may be non-convex and/or non-compact.
2010 Mathematics Subject Classification. Primary 90C33 (mandatory); Secondary 47J20, 65K15 (optionally)
Keywords. Vector equilibrium problem, Strong pseudomonotone mapping, C- quasiconvex-like mapping, KKM mapping
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Abstract
In this paper, we introduce and study a random fuzzy complementarity problem in Hilbert
spaces. We define an iterative algorithm for finding the approximate solutions of this class of
complementarity problem and establish the convergence of iterative sequences generated by
proposed algorithm. Our result can be viewed as generalization of many known corresponding
results. One example is constructed in support of our problem.
Keywords: Complementarity problem; Random fuzzy mapping; Algorithm; D-Lipschitz
continuity; Relaxed Cocoercivity.
MSC: 90C33; 28E10; 46S40.
1. Introduction
The uncertainty in human-centered and information society is a precise combination of
fuzziness and randomness. In 1979, Zadeh [1] indicated that it is important to understand
the structure of evidence and developed a conclusion reached on the basis of evidence
and reasoning. Information and uncertainty, these two elements taken together constitute
the ground of many problems today: complexity, to admit traditionally prevailing logic
as centering around the issue of complexity. Zadeh[1] provided us a useful theory of
fuzziness, vagueness and has a significant influence on the orientation of science and
engineering.
Complementarity theory was introduced by Lemke[2] and Cottle and Dantzig [3] in
early sixties. Further it has been observed that this theory has wide applications in
mechanics, physics, nonlinear programming, optimization and control, transportation
equilibrium, contact problems in elasticity, fluid flow in porous media and many other
branches in mathematical and engineering sciences, see for example [4–6]. In 1993, Chang
and Huang[7] introduced and studied a new class of complementarity problem for fuzzy
mappings in Rn, which generalized the work of Noor[8, 9].
The concept of random fuzzy mapping was first introduced by Huang[10] and this
notion is used for the study of many random variational inequality (inclusion) problems.
For more details, we refer to [6, 11–13] and references therein.
The aim of this paper is to introduce and study a random fuzzy complementarity
problem in Hilbert spaces. An iterative algorithm is defined to compute the approximate
solutions of random fuzzy complementarity problem. Most of the complementarity
problems are solved by using strongly monotonicity condition, but in this paper, we are
solving random fuzzy complementarity problem without using strongly monotonicity
condition.
1
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Generalised Mixed Vector Equilibrium Problem 
with New Relaxed Monotonicity
Abul Hasan Siddiqi1, Mijanur Rahaman2* and Rais Ahmad2
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Uttar Pradesh, India
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Abstract: In this paper, we introduce a new notion of relaxed α β− − −C  monotonicity for bi-mappings. 
It has been shown that the α β− − −C monotonicity is a proper generalisation of monotonicity. Using the 
KKM technique, we obtain the existence of solutions for generalised mixed vector equilibrium problem 
with relaxed α β− − −C monotonicity in reﬂexive Banach spaces. Some examples are also given.
Keywords: Mixed vector equilibrium problem, Relaxed α β− − −C monotone, KKM theorem, C 
convex, Skew symmetry, Hemicontinuous, Completely continuous.
MSC: 47H05; 47J20; 49J40; 90C33.
1. INTRODUCTION
Equilibrium problems theory in the sense of Blum and Oettli [6] has witnessed an explosive growth 
in theoretical advances and applications across all disciplines of pure and applied sciences. This 
theory provides us a conventional, innovative and integrated model to study a wide class of problems 
arising in ﬁnance, economics, network analysis, transportation, elasticity and optimisation, see 
e.g. [4–6,12,19]. The vector equilibrium problems are much more general that vector variational 
inequality problems, vector complementarity problems, vector optimisation problems etc.
In the study of vector equilibrium problems, the concepts of various monotonicity play an 
important role. In the recent years, many important generalisations of monotonicity, such as relaxed 
monotonicity, relaxed η α− −monotonicity, relaxed η α− −pseudomonotonicity, mixed relaxed 
monotonicity etc., have been introduced to study various classes of variational inequalities and 
equilibrium problems, see, e.g. [7,8,17]. In 2006, Bai et al. [3] introduced a new concept of relaxed 
η α− −pseudomonotone mappings and proved the existence results for variational-like inequalities. 
In 2013, Mahato and Nahak [16] introduced the concept of generalised relaxed α −pseudomonotone 
mappings for vector valued bi-mappings to study vector equilibrium problems in reﬂexive Banach 
spaces. Very recently, Rizvi et al. [20] deﬁned and extended the concept of relaxed α −monotonicity 
mappings to mixed relaxed α β− −monotonicity mappings and obtained the solutions for generalised 
equilibrium problems.
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Abstract
In this paper, we introduce and study a generalized vector complementarity problem with fuzzy mappings. Under suitable 
conditions, we have shown that generalized vector complementarity problem with fuzzy mappings is equivalent to generalized 
vector variational inequality problem with fuzzy mappings. We derive some existence results for our problem. Results of this paper 
represent a significant improvement and refinement of the previously known results.
© 2015 Elsevier B.V. All rights reserved.
Keywords: Vector; Complementarity problem; Variational inequality; Positive homogeneous; Fuzzy mapping
1. Introduction
Variational inequality theory provides us a unified frame work for dealing with a wide class of problems arising 
in elasticity, structural analysis, physical and engineering sciences, etc. (see [1–3,9,15–17] and references therein). 
Equally important is the area of mathematical programming known as the complementarity theory, which was intro-
duced by Lemke [25] and has been generalized to study a large class of problems occurring in fluid flow through 
porous media, contact problem in elasticity, economics and transportation equilibria, control optimization, and lu-
brication problem (see [3,10,31,32] and the references therein). The relationship between a variational inequality 
problem and a complementarity problem has been noted implicitly by Lions [28] and Mancino and Stampacchia [30]. 
However, it was Karamardian [22,23], who showed that if the set is involved in a variational inequality problem and 
complementarity problem is a convex cone, then both the problems are equivalent.
The applications of fuzzy set theory [35] can be found in many branches of mathematical and engineering sciences 
including artificial intelligence, management science, control engineering, computer science, see e.g. [37]. Heilpern 
[18] introduced the concept of fuzzy mapping and proved a fixed point theorem for fuzzy contraction mapping which 
is an analogue of Nadler’s fixed point theorem for multi-valued mappings. Chang and Zhu [7] introduced the concept 
of variational inequalities for fuzzy mappings in abstract spaces. Since then, several types of variational inequalities 
* Corresponding author.
E-mail addresses: akilic@upm.edu.my (A. Kılıçman), raisain_123@rediffmail.com (R. Ahmad), mrahman96@yahoo.com (M. Rahaman).
http://dx.doi.org/10.1016/j.fss.2015.01.008
0165-0114/© 2015 Elsevier B.V. All rights reserved.
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FUZZY VECTOR EQUILIBRIUM PROBLEM
M. RAHAMAN AND R. AHMAD
Abstract. In the present paper, we introduce and study a fuzzy vector equi-
librium problem and prove some existence results with and without convexity
assumptions by using some particular forms of results of Kim and Lee [W.K.
Kim and K.H. Lee, Generalized fuzzy games and fuzzy equilibria, Fuzzy Sets
and Systems, 122 (2001), 293-301] and Tarafdar [E. Tarafdar, Fixed point
theorems in H-spaces and equilibrium points of abstract economies, J. Aust.
Math. Soc.(Series A), 53(1992), 252-260]. An example is also constructed in
support of fuzzy vector equilibrium problem.
1. Introduction
The fuzzy set theory which was initiated by Zadeh [15] in 1965 has emerged as
an interesting and fascinating branch of pure and applied sciences. This theory has
been applied in the areas of pattern recognition, artificial intelligence, optimization,
decision theory, computer science and operations research [16].
The abstract economy defined by Debreu [5] generalized the Nash non- coop-
erative game and proved the existence of equilibrium in abstract economics with
finitely many agents, finite dimensional strategy space and quasi-concave utility
functions. Following the idea of Borglin and Keiding [2], many authors have gen-
eralized the existence of equilibria for generalized games, see e.g. [12, 6, 10]. In
1998, Kim and Lee [8] introduced the concept of a fuzzy game which was a fuzzy
extension of a generalized game and proved the existence of equilibrium for 1-person
fuzzy game. For related topics, we refer to [3, 9, 13].
This paper deals with the introduction and study of fuzzy vector equilibrium
problem. By using some particular forms of results of Kim and Lee [8] and Tarafdar
[11], we prove the existence of solutions for fuzzy vector equilibrium problem.
2. Preliminaries
Let X be a real Hilbert space with norm ‖ · ‖ and inner product 〈·, ·〉. Let F(X)
be a collection of all fuzzy sets over X. A mapping T : X −→ F(X) is said to be
a fuzzy mapping. For each x ∈ X,T (x) (denote it by Tx, in the sequel) is a fuzzy
set on X in F(X) and Tx(y) is the degree of membership or membership function
of point y in Tx.
A fuzzy mapping T : X −→ F(X) is said to be closed if for each x ∈ X, the
function y 7−→ Tx(y) is upper semicontinuous i.e., for any given {yα} ⊂ X satisfying
Received: February 2014; Revised: October 2014; Accepted: December 2014
Key words and phrases: Equilibrium, Upper semicontinuity, Fuzzy mapping, H-space.
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Abstract In this paper, we consider two mixed vector equilibrium problems i.e., a weak mixed vec-
tor equilibrium problem and a strong mixed vector equilibrium problem which are combinations of
a vector equilibrium problem and a vector variational inequality problem. We prove existence
results for both the problems in non-compact setting.
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1. Introduction
Many problems of practical interest in optimization, econom-
ics and engineering involve equilibrium in their description.
The equilibrium problem was ﬁrst introduced and studied by
Blum and Oettli [1] as a generalization of variational inequality
problem. It has been shown that the equilibrium problem pro-
vides a natural, novel and uniﬁed framework to study a wide
class of problems arising in nonlinear analysis, optimization,
economics, ﬁnance and game theory. The equilibrium problem
includes many mathematical problems as particular cases such
as mathematical programming problems, complementarity
problems, variational inequality problems, ﬁxed point
problems, minimax inequality problems, and Nash equilibrium
problems in noncooperative games. see [1–4].
Let X be a Hausdorff topological vector space, K be a sub-
set of X, and f : K K! R be a mapping with f ðx; xÞ ¼ 0.
The classical, scalar-valued equilibrium problem deals with
the existence of x 2 K such that
fðx; yÞP 0; 8y 2 K:
Moreover, in the case of vector valued mappings, let Y be a
another Hausdorff topological vector space, C  Y a cone.
Given a vector mapping f : K K ! Y, then the problem of
ﬁnding x 2 K such that
fðx; yÞ R intC; 8y 2 K;
is called weak equilibrium problem and the point x 2 K is
called weak equilibrium point, where intC denotes the interior
of the cone C in Y.
In this paper, we consider two types of mixed vector equi-
librium problems which are combinations of a vector equilib-
rium problem and a vector variational inequality problem.
Let X and Y be two Hausdorff topological vector spaces. Let
K be a nonempty convex closed subset of X and C#Y a
* Corresponding author. Tel.: +91 9897752840.
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Abstract
In this paper, we introduce and study a general vector equilibrium problem and a
general strong vector equilibrium problem in the Hausdorff topological vector spaces
which includes many existing models of vector equilibrium problems and equilibrium
problems as special cases. By using KKM theorem, an existence result for general
vector equilibrium problem and an existence result for general strong vector equilibrium
problem are obtained. Some special cases and some examples are also shown.
AMS Subject Classification: 49J40,47H19,47H10
Key Words and Phrases. Vector equilibrium problem, Strong vector equilibrium
problem, C-monotone, C-convex, KKM-mapping
1 Introduction
The equilibrium problem is a generalization of classical variational inequalities and have
been extensively studied in recent past. The origin of this problem can be tracked back to
Blum and Oettli [8] and Noor and Oettli [18]. Vector equilibrium problems have attracted
increasing interest of many researchers and provide a unified model for several classes of
problems, for example, vector variational inequality problem, vector complementarity prob-
lem, vector optimization problem and vector saddle point problem, see [8, 10, 11, 18] and
46
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Mixed Vector Equilibrium Problem Involving Multi-Valued
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Abstract: In this paper, we consider and study a mixed vector equilibrium problem involving multi-valued mapping in a Hausdorff
topological vector space. We prove some existence results for mixed vector equilibrium problem involving multi-valued mapping using
KKM theorem, the concept of coercing family for multi-valued mappings and core of a set. The problem of this paper is a combination
of a vector equilibrium problem and a vector variational inequality problem and is more general than many existing problems available
in the literature.
Keywords: Equilibrium problem, Variational inequality, Vector, Generalized KKM theorem, Core, Coercing family.
1 Introduction
The equilibrium problem has been extensively studied,
beginning with Blum and Oettli [5] where they proposed
it as a generalization of optimization and variational
inequality problem.
Let K be a convex subset of a topological vector space
X , and let f : K × K −→ R be a given function with
f (x,x) = 0 on K. The scalar-valued equilibrium problem
deals with the existence of x¯ ∈ K such that
f (x¯,y)≥ 0, ∀y ∈ K. (1)
Its turns out that this problem includes, as special cases
many problems such as fixed point problem,
complementarity problem, Nash equilibrium problem
etc.. For more details, we refer to [2,3,4].
Let Y be an another Hausdorff topological vector space
and C ⊆ Y a cone. Given a vector-valued mapping f : K×
K −→ Y . The problem of finding x¯ ∈ K such that
f (x¯,y) /∈ −intC, ∀y ∈ K. (2)
Problem (2) is called vector equilibrium problem, see e.g.
[8,9,10,2].
Let T : K −→ L(X ,Y ) be a mapping, where L(X ,Y )
denotes the space of all linear bounded mappings from X
into Y . The vector variational inequality problem is to find
x¯ ∈ K such that
〈T (x¯),y− x¯〉 /∈ −intC, ∀y ∈ K.
In this paper, we consider and study a mixed vector
equilibrium problem involving multi-valued mapping
which is a combination of a vector equilibrium problem
and a vector variational inequality problem. We prove
some existence results for our problem using different
concepts. It is easy to check that mixed vector equilibrium
problem involving multi-valued mapping includes vector
equilibrium problems, equilibrium problems, variational
inequalities, vector variational inequalities etc. as special
cases.
2 Preliminaries and Formulation
Throughout this paper, let X and Y be two Hausdorff
topological vector spaces. Let K be a nonempty convex
closed subset of X and C ⊆ Y a pointed closed convex
cone with nonempty interior i.e., intC 6= /0. The partial
order ” ≤C ” on Y induced by C is defined by x ≤C y if
and only if y − x ∈ C. Let f : K × K −→ Y and
T : K −→ 2L(X ,Y ) be two mappings. We consider the
following problem:
∗ Corresponding author e-mail: mrahman96@yahoo.com
c© 2016 NSP
Natural Sciences Publishing Cor.
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Abstract. The purpose of this paper is to obtain some existence results for
extended equilibrium problem by replacing convexity assumptions with merely
topological properties. The results of this paper are new and can be viewed
as generalization of some known results. Some examples are given.
1. Introduction and Preliminaries
The concept of H-space was introduced by Horvath [11] in the study of
inequalities without convexity. After that Bardaro and Ceppitelli [4], Lee
et al. [12], Siddiqi et al. [15, 16] and others obtained some important and
interesting results in H-spaces related to variational inequalities.
Blum and Oettli [5] and Noor and Oettli [14] have shown that the vari-
ational inequalities and mathematical programming problem can be viewed
as a special realization of the abstract equilibrium problems. Equilibrium
problems have many novel applications in economics, game theory, finance,
traffic analysis, circuit network analysis, mechanics etc., see for example
[1, 6, 7, 9, 10, 13].
Let X be a topological space with inner product 〈·, ·〉 and f, η : X ×
X −→ X, T : X −→ X be the single-valued mappings and A : X −→ 2X
be a multi-valued mapping. We consider the following problem of finding
u ∈ X, x ∈ A(u) such that
f(u, v) + 〈T (x), η(u, v)〉 ≥ 0, ∀v ∈ X. (1.1)
Problem (1.1) is called an extended equilibrium problem.
If 〈T (x), η(u, v)〉= 0 i.e., T (x) is orthogonal to η(u, v), then the problem
(1.1) reduces to the problem of finding u ∈ X such that
f(u, v) ≥ 0, ∀v ∈ X. (1.2)
Received: Mar. 2015, Revised & Accepted: Aug. 2015.
2010 Mathematics Subject Classification: 47J20, 55P45, 90C33, 97I20.
Key words and phrases: Extended equilibrium problem, H-space, H-KKM mapping,
Existence theory.
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Generalized Implicit Strong Vector Equilibrium
Problem with Vector Relaxed Monotonicity
Mijanur Rahaman and Rais Ahmad
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mrahman96@yahoo.com; raisain 123@rediffmail.com
Abstract
In this paper, we introduce a new concept of vector relaxed α-C-monotonicity
for bi-mappings. Using the KKM technique and other appropriate assumptions,
we establish existence results for generalized implicit strong vector equilibrium
problem with vector relaxed α-C-monotonicity and weaker coercivity condition
in topological vector spaces. Finally, we give some applications of generalized
implicit strong vector equilibrium problem to convex differentiable optimization
problem and convex minimization problem. An example is also given.
Keywords: Vector equilibrium problem; Vector relaxed α-C-monotone; KKM theorem;
Generalized vector 0-diagonally convexity.
MSC: 47H05; 47J20; 49J40; 90C33.
1. Introduction
Equilibrium problems introduced and investigated by Blum and Oettli [4] are being
used to study a wide class of unrelated problems appearing in pure and applied
sciences in a natural, novel and unified framework. The equilibrium problems in-
clude many mathematical problems as particular cases for examples, mathematical
programming problems, complementarity problems, variational inequality problems,
minimax inequality problems, fixed point problems, Nash equilibrium problems etc.,
see e.g. [2–4].
Several application oriented problems occurring in optimization, economics, engi-
neering and general sciences involve equilibria in their description. In optimization
theory, equilibrium problems have got into the centre of theoretical approach. From
a mathematical outlook, it invites us to ponder that many advances in optimization
theory in recent years ought to have major involvements for equilibrium problems.
The technique involved in the study of equilibrium problems are applicable to a
variety of diverse area and proved to be fruitful and unconventional.
1
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