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a b s t r a c t
In the present work, we prove a high-contrast Poincaré-type inequality for deformations
in terms of their strains in ε-periodic structures. In particular, this version of the
inequality provides a key ingredient for studying problems of homogenization in highly
heterogeneous elastic media.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction, notation and preliminaries
To undertake the convergence process in the homogenization of heat conduction in highly heterogeneous media (see
e.g. [1]) it is necessary to estimate the L2-norm of the temperatures in terms of the L2-norm of their gradients. Recently, a
high-contrast Poincaré-type inequality, derived by Cherednichenko et al. [2, Theorem 3.1.], gave us exactly such an estimate.
The purpose of this note is to extend this inequality in order to estimate the L2-norm of deformations in terms of the L2-norm
of their strains. In particular, this Poincaré-type inequality is one of the most important ingredients for establishing a priori
estimates for the sequence of solutions of an elastostatic problem in a highly heterogeneous medium.
We will consider, as the periodic structures, three-dimensional structures whose geometry depends on a small
parameter, namely ε. More precisely, let Ω = ]−L, L[N , L > 0 and Y = ]0, 1[N (N = 3 throughout the work). Let
F0 be a Y -periodic set with Lipschitz boundary such that F1 = RN \ F0 is non-empty, open and connected. We define
F ε0 = εF0, F ε1 = εF1,Ωε0 = Ω ∩ F ε0 andΩε1 = Ω ∩ F ε1 , where ε > 0 is such that ε−1L =: n is a positive integer.
Let u be a displacement in the elastic bodyΩ . We regard
u(x) = t (u1(x), u2(x), u3(x))
as a column in R3 (t means transposition) and we denote as
e(u) = 1
2

Du+ tDu = ej,k(u) := 12

∂uj
∂xk
+ ∂uk
∂xj

j,k=1,2,3
the second-rank deformation tensor of u.
Now, for x = (x1, x2, x3) ∈ RN , we define the following two matrices:
d(x) = 0 −x3 x2x3 0 −x1
−x2 x1 0

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and
d(x) = (I3,d(x)), where I3 is the 3× 3 unit matrix.
These matrices appear naturally in the definition of the set of rigid displacements
RN = {u(x) = d(x)c : c ∈ R2N}.
For any boundedmeasurable set B ofRN , the 2N×2Nmatrix dB =

B
td(x)d(x)dx is symmetric and positive definite, since it is
the Grammatrix constructed from the linearly independent columns of d(x)with the help of the inner product of L2[B;RN ].
Let u be a displacement vector of the elastic body B. We define
FB(u) =

B
td(x)u(x)dx, ⟨u⟩B = d−1B FB(u) and ΠB(u)(x) = d(x) ⟨u⟩B .
ThusΠB is the projection onRN of u ∈ L2[B;RN ].
Now, we shall partition the cube Ω into disjoint cubes Y εi , i = 1, . . . , K ε of size ε, where K ε := (2n)N ; then we define
Π(u) :=Kεi=1 ⟨u⟩Y εi and the following two piecewise rigid displacements onΩ:
u¯(x) = ΠY εi (u)(x), x ∈ Y εi (1.1)
and u(x) = ΠY εi ∩Fε1 (u)(x), x ∈ Y εi . (1.2)
To begin, let us recall the following inequality, which has been established by Nazarov [3, Theorem 2.2].
Theorem 1.1. Let B be a bounded measurable set of RN . If F : L2[B;RN ] −→ R2N is a linear continuous map such that
RN ∩ ker F = {0}, then there exists a positive constant C = C(B) such that, for any u ∈ H1[B;RN ],
∥u∥2L2[B;RN ] ≤ C

∥e(u)∥2
L2[B;RN2 ] + |F(u)|
2
R2N

. (1.3)
From this, we deduce easily the following Poincaré–Wirtinger-type inequality:
Corollary 1.2. Let B be a bounded measurable set of RN . Then there exists a positive constant C = C(B) such that, for any
u ∈ H1[B;RN ],
∥u−ΠB(u)∥L2[B;RN ] ≤ C∥e(u)∥L2[B;RN2 ]. (1.4)
Proof. In our case, it suffices to take F(u) := FB(u) =

B
td(y)u(y)dy. If we put u⊥ = u − ΠB(u), we have immediately
F(u⊥) = 0. Thus, with the help of (1.3) we get (1.4). 
2. The main result
The main result of this work is the following theorem.
Theorem 2.1. There exists a constant C, independent of ε, such that, for any function u ∈ H1[Ω;RN ] with Π(u) = 0, the
following inequality holds:
∥u∥2L2[Ω;RN ] ≤ C

∥e(u)∥2
L2[Ωε1 ;RN2 ]
+ ε2 ∥e(u)∥2
L2[Ωε0 ;RN2 ]

. (2.1)
The proof of this theorem is inspired by the one developed by Cherednichenko et al. [2, Theorem 3.1.] for the scalar
case (with the gradient in place of the deformation tensor) and some ideas presented by Mabrouk and Boughammoura [4].
Furthermore, we shall prove Theorem 2.1 in several steps.
In what follows, we require the following lemma.
Lemma 2.2. Let B be a bounded, open and connected set in RN with Lipschitz boundary. Then, for any partition B = B0 ∪
(∂B0 ∩ ∂B1) ∪ B1 of B into disjoint subsets B0 and B1 with non-zero volumes, there exists a positive constant C, which depends
only on B, such that, for any v ∈ H1[B;RN ], we have
| ⟨v⟩B0 − ⟨v⟩B1 | ≤ C∥e(v)∥L2[B;RN2 ]. (2.2)
Proof. We recall that the analogous lemma [4, Lemma 2.5.] was proved by contradiction only in the case where B0 and B1
are two contiguous cells. However, in this general case, we shall present a very simple and direct proof. First, we shall note
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that if v ∈ L2(B;R3), then
v −ΠBα (v)

B = ⟨v⟩B − ⟨v⟩Bα , α = 0, 1. (2.3)
|⟨v⟩B| ≤
d−1B  tdL2(B;R6) ∥v∥L2(B;R3) . (2.4)
By virtue of (2.3) and (2.4) we have
| ⟨v⟩B0 − ⟨v⟩B1 | =
v −ΠB0(v)B − v −ΠB1(v)B
≤ v −ΠB0(v)B+ v −ΠB1(v)B
≤ C2
∥v −ΠB0(v)∥L2(B;R3) + ∥v −ΠB1(v)∥L2(B;R3) .
Finally, using (1.4) we obtain
| ⟨v⟩B0 − ⟨v⟩B1 | ≤ C2∥e(v)∥L2(B;R9).  (2.5)
From this lemma, we deduce the following corollary:
Corollary 2.3. There exists a positive constant C, which depends only on Y , such that, for any i ∈ {1, 2, . . . , K ε} we have
| ⟨v⟩Y εi − ⟨v⟩Y εi ∩Fε1 | ≤ εC2(Y )∥e(v)∥L2[Y εi ;RN2 ]. (2.6)
Proof. For any bounded, open and connected set B inRN , partitioned into disjoint subsets B0 and B1 with non-zero volumes,
by direct calculation, we get dB ⟨v⟩B = dB0 ⟨v⟩B0 + dB1 ⟨v⟩B1 . Since dB = dB0 + dB1 , thus
dB
⟨v⟩B − ⟨v⟩B1 = dB0 ⟨v⟩B0 − ⟨v⟩B1 , (2.7)
and it follows, from Lemma 2.2, that for any v ∈ H1[B;RN ]we have
| ⟨v⟩B − ⟨v⟩B1 | ≤ C2
d−1B dB0L∞[B;R2N ] ∥e(v)∥L2[B;RN2 ]. (2.8)
In particular, if we take B = Y εi , B0 = Y εi ∩ F ε0 and B1 = Y εi ∩ F ε1 we obtain the inequality
| ⟨v⟩Y εi − ⟨v⟩Y εi ∩Fε1 | ≤ εC2
d−1Y εi dY εi ∩Fε0 L∞[Y εi ;R2N ] ∥e(v)∥L2[Y εi ;RN2 ]. (2.9)
To estimate
d−1Y εi dY εi ∩Fε0 L∞[Y εi ;R2N ] note that
dY =

Y
td(y)d(y)dy =

Y ε
td
 x
ε

d
 x
ε
 dx
εN
= ε−NA−1ε dY εA−1ε
where
Aε =

I3 O
O εI3

which gives d−1Y εi dY
ε
i ∩Fε0 = A−1ε d−1Yi dYi∩F0Aε = A−1ε d−1Yi dYi∩F0Aε; thusd−1Y εi dY εi ∩Fε0 L∞[Y εi ;R2N ] ≤
d−1Yi dYi∩F0L∞[Yi;R2N ] = C(Y ). (2.10)
From (2.9) and (2.10) we get
| ⟨v⟩Y εi − ⟨v⟩Y εi ∩Fε1 | ≤ εC2(Y )∥e(v)∥L2[Y εi ;RN2 ].  (2.11)
Also, we shall use the following particular case of Lemma 2.2.
Lemma 2.4. There exists a positive constant C, which depends only on Y , such that
Kε
i,j=1
⟨u⟩Y εi ∩Fε1 − ⟨u⟩Y εj ∩Fε1 2 ≤ Cε−2N∥e(u)∥2L2(Ωε1 ;R9). (2.12)
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Proof. We fix two arbitrary cells Y εi and Y
ε
j such that Y
ε
i ∩ F ε1 and Y εj ∩ F ε1 share a common side; then, by rescaling (2.5), we
obtain ⟨u⟩Y εi ∩Fε1 − ⟨u⟩Y εj ∩Fε1 2 ≤ ε2−NC2(Y )∥e(v)∥2L2((Y εi ∪Y εi )∩Fε1 ;R9). (2.13)
SinceΩε1 is connected, it is easy to relate Y
ε
i and Y
ε
j byusing a pathmade of segments of type [cεi +2rε.ek, cεi +2(r+1)ε.ek] for
r = 0, 1, . . . ,Mij where cεi is the center of Y εi andMij is the total number of cells involved in the path. Obviously,Mij ≤ 2nN
where n = ε−1L. Therefore, it follows from inequality (2.13) that⟨u⟩Y εi ∩Fε1 − ⟨u⟩Y εj ∩Fε1 2 ≤ Mij Mij−1
r=0
⟨u⟩Y εr ∩Fε1 − ⟨u⟩Y εr+1∩Fε1 2
≤ Mijε2−NC2
Mij−1
r=0
∥e(u)∥2L2((Y εr ∪Y εr+1)∩Fε1 ;R9)
≤ 4nNε2−NC2
Mij−1
r=0
∥e(u)∥2L2(Y εr ∩Fε1 ;R9). (2.14)
Since the total number of times that any particular cell is encountered during this process does not exceed N(2n)N+1,
summing (2.14) over all possible i, j, we get
Kε
i,j=1
⟨u⟩Y εi ∩Fε1 − ⟨u⟩Y εj ∩Fε1 2 ≤ Cε−2N∥e(u)∥2L2(Ωε1 ;R9).  (2.15)
In what follows, we prove the main result, Theorem 2.1, which is based on the above lemmas and corollaries.
Proof of Theorem 2.1. Let u ∈ H1[Ω;RN ]withΠ(u) = 0. By using the triangle inequality, we get
∥u∥L2[Ω;RN ] ≤ ∥u− u¯∥L2[Ω;RN ] + ∥u¯−u∥L2[Ω;RN ] + ∥u∥L2[Ω;RN ] (2.16)
where u¯ andu are defined by (1.1) and (1.2) respectively.
Let us estimate separately each of the terms in (2.16).
The first term of (2.16) is bounded by
∥u− u¯∥2L2[Ω;RN ] =
Kε
i=1

Y εi
u(x)−ΠY εi (u)(x)2 dx
= εN
Kε
i=1

Yi
u(εy)−ΠYi(u)(εy)2 dy
≤ εNC(Y )
Kε
i=1

Yi
ey(u)(εy)2 dy = ε2C(Y ) Kε
i=1

Y εi
|e(u)(x)|2 dx
≤ ε2C(Y ) ∥e(u)∥2
L2[Ω;RN2 ] .
Here we split the original integral into a sum of K ε constituent integrals, then rescale the variable of integration; after that
we use the Corollary 1.2 for each cell 1
ε
Y εi = Yi, and finally rescale the variable of integration back. Thus,
∥u− u¯∥2L2[Ω;RN ] ≤ C(Y )ε2 ∥e(u)∥2L2[Ω;RN2 ] . (2.17)
The second term of (2.16) is bounded by
∥u¯−u∥2L2[Ω;RN ] = Kε
i=1

Y εi
ΠY εi (u)(x)−ΠY εi ∩Fε1 (u)(x)2 dx
=
Kε
i=1

Y εi
d(x) ⟨u⟩Y εi − d(x) ⟨u⟩Y εi ∩Fε1 2 dx
≤
Kε
i=1

Y εi
⟨u⟩Y εi − ⟨u⟩Y εi ∩Fε1 2 dx
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= εN
Kε
i=1
⟨u⟩Y εi − ⟨u⟩Y εi ∩Fε1 2
≤ εNC2(Y )
Kε
i=1

Yi
ey(u)(εy)2 dy
= ε2C2(Y ) ∥e(u)∥2L2[Ω;RN2 ] . (2.18)
Here, againwe split the original integral into a sumof K ε integrals over cells of size ε, then rescale the variable of integration;
after that we make use of Corollary 2.3, and finally we rescale the variable of integration back and get (2.18).
For the third term of (2.16) we note first that
∥u∥2L2[Ω;RN ] = Kε
i=1

Y εi
d(x) ⟨u⟩Y εi ∩Fε1 2 dx ≤ εN K
ε
i=1
⟨u⟩Y εi ∩Fε1 2
= ε
N
2K ε
 Kε
i,j=1
⟨u⟩Y εi ∩Fε1 − ⟨u⟩Y εj ∩Fε1 2 + 2
 K
ε
i=1
⟨u⟩Y εi ∩Fε1

2
 .
Secondly, since 0 = Π(u) =Kεi=1 ⟨u⟩Y εi then K
ε
i=1
⟨u⟩Y εi ∩Fε1

2
=
 K
ε
i=1

⟨u⟩Y εi ∩Fε1 − ⟨u⟩Y εi

2
.
Thirdly, from the fourth and the end terms of (2.18) we deduce that
Kε
i=1
⟨u⟩Y εi ∩Fε1 − ⟨u⟩Y εi 2 ≤ ε2−NC2(Y ) ∥e(u)∥2L2[Ω;RN2 ] .
Hence, we get K
ε
i=1
⟨u⟩Y εi ∩Fε1

2
≤ K ε
Kε
i=1
⟨u⟩Y εi ∩Fε1 − ⟨u⟩Y εi 2
≤ K εε2−NC2(Y ) ∥e(u)∥2L2[Ω;RN2 ] . (2.19)
Finally, by using the Lemma 2.4 and inequalities (2.19) we obtain
∥u∥2L2[Ω;RN ] ≤ εN2K ε
 Kε
i,j=1
⟨u⟩Y εi ∩Fε1 − ⟨u⟩Y εj ∩Fε1 2 + 2
 K
ε
i=1
⟨u⟩Y εi ∩Fε1

2

≤ ε
N
2K ε

Cε−2N∥e(u)∥2L2(Ωε1 ;R9) + CK
εε2−N∥e(u)∥2L2(Ω;R9)

≤ C∥e(u)∥2L2(Ωε1 ;R9) + Cε
2∥e(u)∥2L2(Ω;R9). (2.20)
Now, by summing inequalities (2.17), (2.18) and (2.20) we get the required inequality (2.1). This completes the proof of
Theorem 1.2. 
3. A note on the homogenization of a highly heterogeneous elastic medium
Let us turn to a brief description of an application of the high-contrast Poincaré-type inequality (2.1) to the
homogenization of a highly heterogeneous elastic medium.We assume thatΩε1 is filled with a material having finite elastic
moduli; in contrast, the phaseΩε0 consists of a material with elastic moduli scaled by the critical so-called double-porosity
scaling, namely ε2 (see e.g. [2]). The elastic medium is called highly heterogeneouswhen the elasticity tensor is given in the
form
Aε(x) = ε2χ0
 x
ε

A0 ++χ1
 x
ε

A1
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where χ0(y)+ χ1(y) = 1 in Y and the Aα, α = 0, 1, are fourth-rank stiffness tensors. They satisfy the usual symmetry and
coerciveness properties:
Aαijkh = Aαjikh = Aαijhk = Aαkhij
Aαijkhξkhξij ≥ Cξijξij, (C > 0) for any symmetric matrix (ξij) ∈ RN
2
s .
For a motivation for the precise scaling, see Remark 4.1 in [1].
Consider the corresponding Neumann problem of elasticity with a homogeneous traction condition on the boundary
displacement. In the presence of a spatially distributed body force f ∈ L2[Ω;RN ], the displacement uε at equilibrium is then
the solution of the following problem:−div[Aε(x)e(uε)] = f inΩ,
Aε(x)e(uε)n = 0 on ∂Ω, (3.1)
where n denotes the outer normal toΩ .
Assume thatΠΩ(f ) = 0. Then for every ε, this problem admits a unique weak solution uε ∈ H1[Ω;RN ], subject to the
orthogonality conditionΠ(uε) = 0 (see e.g. [5, Lemma 2.1.]).
Multiplying (3.1) by uε and integrating by parts leads to
Ω
Aεe(uε)2dx =

Ω
fuεdx. (3.2)
Obviously the high-contrast Poincaré-type inequality (2.1), applied to uε , implies the a priori estimates
∥uε∥L2[Ω;RN ] ≤ C, ∥e(uε)∥L2[Ωε1 ;RN2 ] ≤ C, ∥e(u
ε)∥L2[Ωε0 ;RN2 ] ≤
C
ε
, (3.3)
where C is a positive constant which does not depend on ε.
Remark 3.1. Let us mention some related works on highly contrasted elastic media, using a different approach based on
layer potential techniques, which have been addressed by Ammari et al. in [6].
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