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GRACIAS.
Prefacio
“It’s nice to be important
but it’s more important to be nice”
(Scooter, 1995)
Me gustar´ıa, en primer lugar, hacer una apreciacio´n aqu´ı sobre la razo´n que me ha
llevado a introducir, as´ı como la topograf´ıa que las caracteriza, citas al principio de
cada cap´ıtulo. La mayor´ıa de las citas que aparecen de este modo esta´n en ingle´s
y se podr´ıan achacar varios motivos a este hecho. Por ejemplo, si estuvie´semos
hablando del mercado musical podr´ıamos decir que as´ı se ((vende ma´s)). O tambie´n
se me podr´ıa acusar de vanguardista porque el ingle´s es un idioma que ((esta´ de
moda)). Incluso se me podr´ıa tachar de imperialista, capitalista o globalista porque
el ingle´s es la lengua que ((domina)) el planeta. Para ser sinceros no se´ si alguna de
ellas, una combinacio´n concreta de algunas, todas, ninguna u otras razones que no
he contemplado aqu´ı son las razones que me han empujado a redactar las citas de
cada cap´ıtulo en ingle´s. Pero lo que s´ı tengo claro es que casi todas ellas pertenecen
a obras de arte, y eso s´ı ha sido decidido por mı´ deliberadamente. Asimismo, he
intentado que la mayor parte de las referencias que cito sean fa´cilmente accesibles
desde Internet principalmente, dado que muchas son fragmentos de canciones, a
trave´s de www.youtube.com.
Este hecho puede parecer descontextualizado ya que el objetivo de este texto
es una descripcio´n cient´ıfica de un feno´meno y el arte y la ciencia se pueden
considerar campos contrapuestos. No obstante, da la casualidad, que desde mi
punto de vista la ciencia es entendida como un tipo particular de arte. Siendo
consciente de que si hubiese dicho esto pu´blicamente en una reunio´n cient´ıfica
me estar´ıan dando palos a diestro y siniestro, explicare´ brevemente a lo que me
refiero con un ejemplo concreto relativo a las gra´ficas estad´ısticas. Las gra´ficas
estad´ısticas son elementos muy u´tiles para resumir la informacio´n contenida en
un grupo de datos. En este trabajo he tenido especial cuidado para introducir
gra´ficos de alta calidad. De hecho, todos los gra´ficos incluidos en este trabajo
son ima´genes digitales vectorizadas. A su vez, suelo ser muy escrupuloso con el
disen˜o de los gra´ficos ya que me gusta an˜adirles o quitarles elementos para que
resulten en un aspecto ((bello)). De este modo, cuando me dedico a personalizar
los gra´ficos que resumen mis datos me siento, en cierto modo, como el pintor que
plasma un paisaje en su lienzo o como el compositor que desaf´ıa las fracciones de
tiempo en el pentagrama.
El trabajo que aqu´ı presento es el reflejo del flagrante e´xito y fracaso de mi
temprana trayectoria profesional. Evidentemente, como la mayor´ıa de las per-
sonas, considero que este trabajo – mi trabajo – es el mejor de todos; de igual
manera que un padre o una madre considera que su hijo o hija es un cielo, un
encanto o la mejor persona del mundo cuando en realidad – o para el resto de
la sociedad – es un o una sinvergu¨enza de mucho cuidado. No obstante, creo que
esta tesis denota puntos negativos y positivos en mi corta experiencia acade´mica.
En primer lugar, considero que este trabajo es un fracaso para mı´ porque cuan-
do empece´ a estudiar Psicolog´ıa, a finales de 1998, me encontraba entusiasmado
con la idea de aproximarme al estudio de la psique humana en te´rminos biolo´gicos,
a nivel neural, y me fascinaba la idea de entender como trabaja nuestro cerebro
para dar lugar a una concepcio´n unificada de la realidad. Sin embargo, adema´s
de saciar mi hambre intelectual relativa a la meca´nica bio-f´ısico-qu´ımica que ha-
ce posible nuestras sensaciones, nuestros procesos cognitivos, nuestra conducta y
nuestras emociones; me fui dando cuenta, poco a poco, del amplio espectro de
conocimientos que la disciplina psicolo´gica pod´ıa aportarme. Antes de acabar el
primer ciclo de la titulacio´n ya hab´ıa establecido contacto directo con el laborato-
rio de psicobiolog´ıa y hab´ıa colaborado en el desarrollo de estudios emp´ıricos con
animales experimentales. Los an˜os pasaron y la perspectiva con la que empece´ a
estudiar psicolog´ıa fue madurando con el tiempo. La gran fascinacio´n con que me
aproxime´ a la disciplina psicolo´gica se fue complementando a medida que conoc´ıa
las grandes a´reas que integran la materia y continue´ forma´ndome con una gran
tendencia al a´mbito de la investigacio´n.
Cuando llegue´ al u´ltimo curso de la carrera ten´ıa una visio´n general de lo que
era la Psicolog´ıa y mi intere´s por las bases biolo´gicas de nuestra psique continuaba
martilleando en mi cabeza. De este modo, me decid´ı a cursar la asignatura ma´s
pra´ctica de la licenciatura (el Practicum) en el a´rea de conocimiento que ma´s me
hab´ıa motivado hasta entonces, la Psicobiolog´ıa. Sin embargo, durante ese an˜o,
y con el objetivo de completar el nu´mero de cre´ditos de libre configuracio´n del
programa de estudios; me matricule´ en una asignatura de Ingenier´ıa Informa´tica
titulada Neurocomputacio´n. Quiza´ este u´ltimo evento sea el responsable, aunque
en parte o indirectamente, de que hoy este´ escribiendo estas palabras. El to´pico
en el que me centre´ durante este an˜o acade´mico fue el de las Redes Neurales
Artificiales (RNA). Y tras un, relativamente, largo periodo de estudio, elabore´ un
monogra´fico donde pretend´ı plasmar los conocimientos y las ideas que hab´ıa incu-
bado en relacio´n a la simbiosis que se establec´ıa entre las Ciencias de la Compu-
tacio´n y la Psicolog´ıa en los u´ltimos tiempos. En el citado informe, mencione´ una
idea de la Inteligencia Artificial orientada a la prediccio´n de eventos naturales
exacerbados tilda´ndola con un componente social. Y aunque mi aproximacio´n al
tema fue u´nicamente exploratoria, me satisfizo profundamente.
Asimismo, un punto arquime´dico en mi corta trayectoria profesional lo supu-
so la asignatura optativa Aprendizaje y Cognicio´n. El caso fue que cuando in-
tente´ matricularme en esta asignatura – con el deseo de saciar mi apetito por este
tipo de conocimiento – el cupo ya estaba cerrado con lo que solicite´, formalmente
y por escrito, que se me aceptase como alumno en te´rminos administrativos en
aquella asignatura. Dado que el tiempo pasaba y no recib´ıa respuesta administra-
tiva ante mi reclamacio´n decid´ı asistir a las clases de esta materia. El tiempo paso´,
el cuatrimestre avanzo´ y curse´ la asignatura como si hubiese estado matriculado
en ella formalmente sin noticias sobre mi reclamacio´n. Mi logro acade´mico en la
asignatura fue marcadamente satisfactorio pero la ((tiran´ıa)) burocra´tica sego´ mis
ilusiones de ver reflejado en mi expediente tan brillante resultado curricular. Des-
de el principio, las Profesoras de la asignatura, Pilar Flores y Mar´ıa de los A´ngeles
Ferna´ndez, me apoyaron en mi reclamacio´n; incluso el Decano de la Facultad de
Humanidades y Ciencias de la Educacio´n, el Profesor Antonio Daniel Fuentes,
y la persona competente en el asunto, la Profesora Carmen Pozo, mediaron en
mi causa pero nuestra insistencia fue infruct´ıfera. Finalmente, exig´ı poder reunir-
me con el Rector de la universidad, el Profesor Alfredo Mart´ınez, para tratar
este tema pero su postura y actitud ante mi problema volvieron a hundirme en
la desilusio´n y acabe´ aceptando, por suerte o por desgracia, que hab´ıa perdido
virtualmente el tiempo que dedique´ a trabajar dicha asignatura.
Por lo tanto, dado lo expuesto en estos u´ltimos pa´rrafos, considero que este
trabajo – que se desv´ıa claramente de estos intereses acade´micos e investigativos
primigenios – representa un n´ıtido fracaso en mi corta carrera profesional. Sin
embargo, tambie´n puedo considerarlo como un e´xito cuando reflexiono sobre las
consecuencias e´ticas, ana´logamente a Sharkey (2008), del trabajo que pod´ıa ha-
ber llevado a cabo en otra situacio´n. Concretamente, me hubiese gustado poder
haber desarrollado un modelo formal de computacio´n neural utilizando el con-
cepto de computacio´n local que aprend´ı estudiando sobre las redes bayesianas.
As´ı, podr´ıa haberme dedicado a trabajar en el campo del aprendizaje y esta te-
sis versar´ıa sobre modelos probabil´ısticos de aprendizaje. Ma´s espec´ıficamente,
me hubiese gustado haber podido indagar en el problema que yo denomino pa-
radoja de la integracio´n neural. Permı´tame el lector que le exponga brevemente
mis ideas al respecto. Consideremos una neurona del cerebelo, la cual puede re-
cibir informacio´n de, aproximadamente, 130.000 neuronas (Kandel, Schwartz, y
Jessell, 1995/1997). Consideremos tambie´n, simplificando tremendamente el fun-
cionamiento neural, que la comunicacio´n entre neuronas esta´ mediada por un
lenguaje de todo-o-nada (potencial de accio´n s´ı o potencial de accio´n no, esto es
ba´sicamente lo que plantea la Ley de la Tasa). En este caso concreto, una neu-
rona purkinje del cerebelo tendr´ıa que evaluar una tabla de verdad con 2130000
casos antes de poder emitir una respuesta. Teniendo en cuenta que, como dec´ıa
anteriormente, el lenguaje de las neuronas ha sido simplificado, por ejemplo, ob-
viando los procesos de neuromodulacio´n y los mecanismos de adaptacio´n en los
receptores pre y post-sina´pticos; el nu´mero de casos que una neurona tendr´ıa que
evaluar antes de desencadenar, o no, un potencial de accio´n se baraja en te´rminos
astrono´micos. Aproximadamente, nuestra amiga la neurona tendr´ıa que revisar
una tabla con 7, 9× 1039133 filas. Es dif´ıcil para mı´ pensar en lo que supone esta
cifra en te´rminos concretos pero el lector puede hacerse una idea de lo que ser´ıa
este nu´mero sin estar expresado en modo cient´ıfico teniendo en cuenta que para
escribirlo en modo convencional tendr´ıamos que escribir un 79 seguido de ma´s de
11 pa´ginas de ceros en un documento de Microsoft Word con fuente Times New
Roman a taman˜o 12.
Este problema esta´ parcialmente solucionado. Por ejemplo, se sabe que las
neuronas no tienen que llevar a cabo esa desmesurada tarea de evaluacio´n antes
de emitir una respuesta. Ma´s bien, las neuronas utilizan sistemas heur´ısticos que
les permiten dar una respuesta aproximada o borrosa ante un conjunto de estimu-
laciones (Jastrow, 1981/1993). En cualquier caso, el problema de la integracio´n
neural que acabo de comentar podr´ıa encuadrarse dentro de lo que la Teor´ıa de
la Complejidad Computacional denomina como problemas NP-Complejo dado el
drama´tico incremento de casos que se producen a medida que aumenta el nu´mero
de elementos eferentes en la red neural simple que vengo utilizando de ejemplo. En
este contexto es donde creo que el concepto de computacio´n local podr´ıa aplicarse
con relativo e´xito dado que, opino, los actuales modelos de RNA se encuentran
en su ((edad de bronce)) y que antes que otra cosa tendr´ıamos que desarrollar
un modelo de neurona satisfactorio que soportase trabajos de procesamiento ma´s
complejos.
Visto lo expuesto en las l´ıneas anteriores podr´ıa decirse que mi actividad,
y el trabajo que aqu´ı presento, es un nefasto negocio. No obstante, pese a mis
fracasos tambie´n he conseguido algunos e´xitos en mi carrera profesional y per-
sonal. Por ejemplo, pese a que mis motivaciones estaban orientadas al campo
de la neurociencia, bien es cierto que mis resultados acade´micos saturaban en
el A´rea de Psicolog´ıa Social1. En este sentido, el trabajo que aqu´ı presento se
basa en un to´pico eminentemente social (las actitudes emprendedoras) y se ha
usado una te´cnica estad´ıstica relativamente novedosa en las ciencias sociales. Si
se me permite, puedo presumir de haber sido la persona que introdujo la primera
definicio´n de red bayesiana en la versio´n espan˜ola de Wikipedia el 10 de febrero
de 2005 a las 11:10 horas. Y aunque hay discusio´n de la relevancia cient´ıfica de
este portal de Internet (Giles, 2005a), me siento orgulloso del trabajo que hab´ıa
hecho hasta el momento y hasta lo que ha llegado. Por otro lado, tambie´n me
siento orgulloso de haber podido colaborar en la adaptacio´n del paquete apacite
para LATEXdisen˜ado por Erik Meijer para crear referencias segu´n el estilo APA
1Permı´taseme citar un par de versos de una cancio´n de Duncan Dhu (1989) al hilo de esta
situacio´n: No tengas miedo de bajarte, en la primera estacio´n, no hay nada como equivocarse,
si es con el corazo´n.
(American Psychological Association, 2001).
Por u´ltimo, pero no menos importante, considero que es para mı´ un e´xito el
poder ser Profesor Asociado y poder presentar esta tesis en la ciudad que me vio
nacer, que me ayudo´ a enamorarme de mi esposa, que me abrigo´ para concebir mi
hija e hijo, que me formo´ como profesional, que me dio trabajo y que me colma
de felicidad con su sol incansable.
Almer´ıa, 29 de octubre de 2009
Jorge Lo´pez Puga
Parte I
Revisio´n Teo´rica
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Capı´tulo 1
Modelado predictivo
“[…] all we are is dust in the wind,
[…] everything is dust in the wind.”
(Kansas, 1977)
1.1. Introduccio´n
Como sen˜alan Ato y Lo´pez (1996) el procedimiento de modelado estad´ıstico con-
siste en la aplicacio´n de una serie de procesos con el fin de conseguir una expli-
cacio´n apropiada respecto al comportamiento de un conjunto de variables. En su
forma gene´rica, la metodolog´ıa de modelado estad´ıstico se compone de una serie
de toma de decisiones que van desde la seleccio´n de un modelo hasta la interpreta-
cio´n de su utilidad dentro del a´mbito sustantivo de la investigacio´n, pasando por
una fase iterativa de evaluacio´n de la bondad de ajuste (Figura 1.1). Asimismo,
el proceso de modelado estad´ıstico esta´ orientado, en u´ltima instancia, a predecir
y controlar el feno´meno natural que representa (R´ıos, 1995).
Existe una amplia variedad de modelos estad´ısticos que pueden utilizarse para
representar o modelar una misma realidad, cada uno de ellos con unas peculiari-
dades concretas acompan˜adas de sus ventajas y desventajas. Este cap´ıtulo tiene
como objetivo introducir las dos estrategias de modelado que se han utilizado
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Modelos
Selección Ajuste Evaluación Interpretación
Predicción
Positiva
Negativa
Figura 1.1: El proceso de modelado estad´ıstico. Adaptado de Ato y Lo´pez (1996).
en esta tesis: la regresio´n log´ıstica y las redes bayesianas. En primer lugar, se
introducira´n los principios ba´sicos de la regresio´n lineal sobre los que se susten-
ta el ana´lisis de regresio´n log´ıstica, tanto desde un punto de vista formal como
histo´rico.
Por su parte, en la seccio´n dedicada a las redes bayesianas se destacara´ co-
mo estas herramientas estad´ısticas pueden considerarse te´cnicas surgidas en lo
que ha sido denominado como filosof´ıa de red en el campo del ana´lisis de datos
multivariante (J. Lo´pez, Garc´ıa, De la Fuente, y De la Fuente, 2007).
1.2. Modelo de regresio´n lineal
El concepto de regresio´n es frecuente en los informes y tratados cient´ıficos ya
que alude a un procedimiento estad´ıstico orientado a detectar las relaciones de
dependencia que se establecen entre variables. Esta necesidad de establecer o de-
tectar las relaciones que se establecen entre ciertas variables es crucial para la
investigacio´n en todos los a´mbitos. Por ejemplo, por medio de estudios de regre-
sio´n podr´ıamos intentar responder a preguntas como ¿por que´ algunos individuos
padecen alteraciones en sus niveles de tensio´n arterial?, ¿cua´l es la relacio´n que se
establece entre el nivel educativo y la probabilidad de que una persona muestre
actitudes racistas?, ¿co´mo se relaciona el nivel de ingresos con la posibilidad de
comprar cierto producto?, ¿que´ factores determinan el riesgo de padecer infartos
de miocardio?, ¿de que´ manera esta´n relacionadas las calificaciones acade´micas
de un adolescente con el nu´mero de horas que dedica a jugar a videojuegos?,
¿que´ relacio´n existe entre los niveles de triglice´ridos y los problemas arteriales?,
¿co´mo se relaciona la tendencia de voto en las pro´ximas elecciones con el nu´mero
de hijos? o ¿cua´l es el riesgo de padecer algu´n tipo de alergia dependiendo de la
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alimentacio´n que se ha seguido durante la infancia? As´ı pues, el ana´lisis de regre-
sio´n se ha convertido en una herramienta indispensable para tratar de responder
preguntas de este tipo en campos como la medicina, psicolog´ıa, pol´ıtica, o en el
campo educativo.
Antes de describir los fundamentos de la regresio´n log´ıstica es conveniente
comenzar sen˜alando los principios del modelo de regresio´n lineal ya que compar-
ten aspectos comunes (Jovel, 1995) y porque dio lugar al Modelo de Probabilidad
Lineal que es una traslacio´n literal del modelo lineal al caso de variables di-
coto´micas (Long, 1997). Procediendo de este modo tambie´n podremos sen˜alar las
limitaciones de este modelo para trabajar con variables dependientes discretas.
Supongamos que estamos interesados en estudiar la relacio´n que existe en-
tre el porcentaje de clases a las que asiste un adolescente y la probabilidad de
mostrar conductas agresivas. Para que nuestro estudio sea va´lido lo primero que
tendr´ıamos que hacer es seleccionar una muestra representativa de la poblacio´n
y recoger alguna informacio´n referente a la tasa de asistencia a clase de los ado-
lescentes y algu´n indicador/es de conductas violentas. Imaginemos que hemos se-
leccionado una muestra aleatoria de personas, que hemos recopilado informacio´n
sobre su porcentaje de asistencia a clases y que hemos observado sus comporta-
mientos en el patio del centro escolar durante algu´n tiempo. Ahora supongamos
que representamos los datos en un gra´fico codificando la variable Conductas Agre-
sivas de forma dicoto´mica donde el valor 0 indica ausencia de agresividad en los
comportamientos y que el valor 1 representa la presencia de conductas violentas1.
Una hipote´tica distribucio´n de los datos ser´ıa la que aparece en la Figura 1.2.
Como se puede ver en la gra´fica de la Figura 1.2 hasta llegar alrededor del
40% de faltas a clase las conductas agresivas son inexistentes y al pasar del, apro-
ximadamente, 50% de ausencias en clase este tipo de problemas esta´n siempre
1Esta es la forma ma´s recomendable de codificar este tipo de variables, las que desde un
punto de vista del disen˜o se denominan variables dependientes, resultado o explicadas, cuando
construimos ficheros de datos para programas estad´ısticos que van a ser analizados por medio
de regresio´n log´ıstica. Por lo general se recomienda asignar el valor 1 a las respuestas positivas
y el valor 0 a las negativas para que el programa use la categor´ıa etiquetada como 1 como la
categor´ıa de prueba y la categor´ıa 0 como la categor´ıa de contraste. Tambie´n es recomendable
asignar el valor 1 a los niveles o estados de variables que se consideran riesgos relacionados con
algu´n tipo de respuesta o resultado en las variables que desde un punto de vista del disen˜o se
denominan variables independientes, criterio, predictivas o explicativas. No obstante, siempre
hay que comprobar cual es la codificacio´n interna que hace el software que estamos utilizando
ya que puede variar de unos programas a otros.
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Figura 1.2: Conductas agresivas en funcio´n del porcentaje de clases a las que
asisten los adolescentes.
presentes. Hay un sector comprendido entre el 40% y el 50% donde coexisten
personas que muestran conductas agresivas con las que no. Esta representacio´n
gra´fica puede sernos de mucha utilidad descriptiva (E. King y Ryan, 2002), prin-
cipalmente cuando tratamos de detectar situaciones delete´reas para el ana´lisis de
regresio´n log´ıstica como la separacio´n o la cuasi-separacio´n (p. e., DeMaris, 2002;
Irala, Ferna´ndez-Crehuet, y Serrano, 1997), pero carece de valor cuando necesi-
tamos hacer estimaciones o predicciones relativas a la relacio´n que se establece
entre la tasa de absentismo escolar y el riesgo de mostrar conductas agresivas.
Para ir un poco ma´s alla´ de la mera descripcio´n de los datos tendr´ıamos que
realizar algu´n tipo de ana´lisis de regresio´n. ¿Que´ pasar´ıa si realizamos un ana´li-
sis de regresio´n lineal tomando el Porcentaje de Faltas a Clase como variable
independiente y la variable Conductas Agresivas como variable dependiente?
En la Figura 1.3 aparece representada la recta ajustada de regresio´n lineal de
la relacio´n entre el porcentaje de faltas a clases y la probabilidad estimada de
mostrar conductas agresivas. Esta generalizacio´n simple del modelo de regresio´n
lineal aplicado a la estimacio´n de probabilidades ha sido denominado comoModelo
de Probabilidad Lineal (MPL) (Long, 1997). El modelo de regresio´n lineal, y por
ende el MPL, se define como
yi = β0 + β1xi1 + · · ·+ βkxik + · · ·+ βKxiK + ǫi, (1.1)
donde y es la variable dependiente, las x son las variables independientes y ǫ
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Figura 1.3: Distribucio´n de los casos que muestran conductas agresivas en funcio´n
de las faltas a clases y la estimacio´n lineal de la relacio´n.
representa un error estoca´stico. Por su parte, cada βk ∈ βK es un para´metro que
indica el efecto de una variable independiente xi sobre y. Por u´ltimo, β0 es el
intercepto u origen que representa el valor que toma y cuando todas las variables
independientes son igual a cero.
Usando nomenclatura matricial podemos representar el modelo como
y = Xβ + ǫ,
donde y es un vector de valores para cada yi . . . yN , X es una matriz N × K
que contiene en sus columnas el conjunto de variables predictoras xi1 . . . xiK y
en sus filas el conjunto de observaciones x1i . . . xNi, β es el vector de para´metros
asociados a cada variable explicativa ma´s el intercepto β0 . . . βK y ǫ es el vector
de errores asociados a cada observacio´n ǫ1 . . . ǫN .
Si definimos xi como la i -e´sima fila de X, la ecuacio´n 1.1 puede escribirse
como
y = xiβ + ǫi.
1.2.1. Asunciones del modelo de regresio´n lineal
Para garantizar la validez del modelo de regresio´n lineal se han de cumplir una se-
rie de supuestos. Los supuestos del modelo se refieren, como sen˜ala Long (1997), a
41
Modelado predictivo
dos grupos de asunciones: un primer grupo relacionado con las variables indepen-
dientes, y un segundo grupo respecto a la distribucio´n de los errores del modelo.
En primer lugar se tratara´n brevemente los supuestos referentes a las variables
independientes y a continuacio´n los referidos a la distribucio´n de los errores.
Linealidad
De acuerdo con la ecuacio´n 1.1, la variable dependiente y esta´ relacionada li-
nealmente con el conjunto de predictores del modelo por medio del conjunto de
para´metros β. No obstante, el modelo puede incluir variables relacionadas no
linealmente con la variable respuesta por medio de transformaciones en las varia-
bles originales.
Colinealidad
Las variables del modelo de regresio´n lineal deben ser linealmente independientes.
Esto es, que ninguna de las variables predictoras puede ser una combinacio´n lineal
exacta del conjunto restante de variables explicativas. Cuando alguna variable
predictora es una combinacio´n lineal exacta de las dema´s, se dice que existe
colinealidad. A su vez, cuando todas o algunas variables independientes esta´n
muy relacionadas linealmente entre s´ı, se dice que existe multicolinealidad.
La muliticolinealidad es un problema ya que tiene como consecuencia estima-
ciones muy poco precisas de los coeficientes del modelo de regresio´n, sus niveles
de significacio´n son sesgados y, como resultado, la validez del modelo queda en
entredicho (Juan, 2003).
En lo que respecta a los supuestos relacionados con la distribucio´n de los
errores o residuos del modelo estar´ıan las siguientes asunciones.
Media condicional nula para ǫ
La expectativa, o promedio, condicional del error es cero; esto es
E(ǫi|xi) = 0.
Esto significa que para un conjunto dado de predictores, el error esperado es
cero. Esta asuncio´n implica que la expectativa condicional de y dado x es una
combinacio´n lineal de las variables independientes.
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Varianza, correlacio´n y distribucio´n de ǫi
Como sen˜alan I. M. Ortiz y On˜a (2003), la varianza de los errores es constante.
Esto es,
Var(ǫi) = σ
2.
Adema´s, no existe correlacio´n entre los errores del modelo.
Cov(ǫi, ǫj) = 0.
Por su parte, la distribucio´n de los errores del modelo de regresio´n lineal debe
seguir una distribucio´n normal. Esto es,
ǫi ∼ N(0, σ) o Yi ∼ N(β0 + β1xi, σ)
1.2.2. Interpretacio´n de los coeficientes de regresio´n
Dado que la derivada parcial de y respecto a xi esta´ definida como
∂E(y|x)
∂xk
=
∂xβ
∂xk
= βk,
la interpretacio´n de los coeficientes del modelo de regresio´n lineal se hace relativa-
mente sencilla. Esto significa que el resultado de la derivada parcial de y respecto
a x es la pendiente de la recta que relaciona a x e y, manteniendo el resto de las
variables del modelo constantes. Por tanto, la interpretacio´n de los coeficientes
βk se har´ıa del siguiente modo:
Por cada unidad de aumento en xk, el cambio esperado en y equivale a βk,
manteniendo el resto de variables del modelo constantes.
Siguiendo con el ejemplo que se introdujo anteriormente sobre la relacio´n que
se establece entre el porcentaje de asistencia a clases y la probabilidad de mostrar
conductas agresivas, si tenemos en cuenta que la ecuacio´n de la recta que define
al modelo es
P̂CA = −0, 59 + 0, 023× PFC, (1.2)
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donde P̂CA se refiere a la probabilidad estimada de que un adolescente muestre
conductas agresivas y PFC representa el porcentaje de faltas a clases; podr´ıamos
decir que por un aumento del 1% en las faltas a clase la probabilidad de mostrar
conductas agresivas aumentara´ en 0,023. Como se puede observar en la Figura 1.3
existe una relacio´n directamente proporcional entre el aumento del porcentaje de
faltas y la probabilidad de mostrar conductas agresivas. Sin embargo, pese a que la
bondad de ajuste del modelo es buena (R2 = 0, 74), se observa que esta estimacio´n
de la probabilidad de mostrar conductas agresivas a partir del porcentaje de
faltas a clase no es apropiada porque las predicciones que hace el modelo se
salen de los l´ımites que hab´ıamos definido en nuestra variable dependiente (0 y
1). Por ejemplo, ¿cua´l ser´ıa la probabilidad de mostrar conductas agresivas para
un adolescente que falta a clase un 93% de las veces? El modelo de regresio´n
lineal nos dir´ıa que la probabilidad estimada de mostrar agresividad es de 1,55
(−0, 59+ 0, 023× 93), lo cual cae fuera de los l´ımites de la variable tal y como la
hemos definido.
1.2.3. Problemas con el Modelo de Probabilidad Lineal
Como sen˜alan Silva y Barroso (2004) el modelo de regresio´n lineal ha sido objeto
de una amplia difusio´n en el entorno cient´ıfico, pero so´lo tiene sentido cuando
las relaciones que se establecen entre la/las variable/es independiente/es y la
dependiente es de tipo lineal. Cuando la relacio´n funcional que existe entre los
predictores y la variable explicada no es de naturaleza lineal tenemos que pres-
cindir de este modelo y utilizar otra alternativa.
Para Jovel (1995) el problema principal del modelo de probabilidad lineal es
su reducida sensibilidad para predecir correctamente los valores de la variable de-
pendiente. Long (1997) se refiere a esta limitacio´n como la prediccio´n sin sentido
ya que las estimaciones del modelo lineal aplicadas al caso de variables dicoto´mi-
cas genera valores que, como se ha mostrado anteriormente, se salen del rango
aceptable de la probabilidad. Como se puede observar en la Figura 1.3, cuando el
porcentaje de absentismo baja del 25% o cuando pasa por encima del 70% las es-
timaciones de la probabilidad de que un adolescente muestre conductas agresivas
salen fuera de los l´ımites permitidos de un valor probabil´ıstico.
Otro conjunto de limitaciones del modelo de probabilidad lineal se deriva del
restringido nu´mero de valores que puede llegar a tomar la variable dependiente
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(Jovel, 1995). En primer lugar, tenemos el problema de la normalidad ya que
para un valor dado x∗ ∈ x el error de la estimacio´n lineal viene dado por ǫ1 =
1 − E(y|x∗) o ǫ0 = 0 − E(y|x∗) dado que y so´lo puede tomar los valores 0 y
1. Claramente este tipo de errores no se distribuyen siguiendo una distribucio´n
normal y por consiguiente el modelo viola uno de los supuestos del modelo de
regresio´n lineal. As´ı pues, aunque los para´metros del modelo no esta´n sesgados
(p. e., Jovel, 1995; Long, 1997), los errores estimados del modelo s´ı lo esta´n y, por
tanto, los intervalos de confianza junto a los estad´ısticos que dependen de ellos
mostrara´n altos niveles de sesgo.
Como consecuencia de la limitacio´n anterior no podemos asumir que la dis-
tribucio´n de los errores tenga una varianza constante como cabr´ıa esperar en una
distribucio´n normal (N(0, 1)), luego se produce otra trasgresio´n flagrante del mo-
delo de regresio´n lineal. A esta limitacio´n se le suele denominar heterocedasticidad
de los errores.
Para terminar, el principal problema que presenta el modelo lineal de proba-
bilidad en opinio´n de Long (1997) es la forma funcional. Esto es, dado que el
modelo es lineal, cada unidad de incremento en xk produce un cambio constante
en la probabilidad de un evento de la magnitud βk. As´ı pues, este incremento es
independiente del valor de x, lo que es irreal en muchas situaciones pra´cticas. Por
ejemplo, consideremos un modelo de probabilidad lineal que estima una reduccio´n
del 0,295 en la probabilidad de que una mujer consiga un trabajo por cada hijo
adicional. Esto supone que una mujer con cuatro hijos tendra´ una probabilidad
1,18 veces ma´s pequen˜a de encontrar trabajo que una mujer con un u´nico hijo.
Por el contrario, ser´ıa ma´s realista que el primer hijo disminuyese la probabilidad
de encontrar trabajo en un 0,3, el segundo en un 0,2, el tercero en un 0,08 y
as´ı sucesivamente. Esto es, que el modelo deber´ıa ser no-lineal y que el cambio en
las probabilidades estimadas fuese disminuyendo a medida que la probabilidad
tiende a 0 y a 1.
El ana´lisis de regresio´n log´ıstica surgio´ para subsanar este fallo en las pro-
babilidades predichas cuando la variable dependiente que estamos utilizando es
dicoto´mica.
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1.3. Regresio´n log´ıstica
La regresio´n log´ıstica surgio´ durante la de´cada de 1960 como alternativa al pro-
cedimiento de estimacio´n de los mı´nimos cuadrados ordinarios (OLS, Ordinary
Least Squares) tradicionalmente usado en el modelo de regresio´n lineal (Long,
1997; Ortega y Cayuela, 2002) y su objetivo era estimar la probabilidad de ocu-
rrencia de un evento como funcio´n de un conjunto de variables independientes
(Walker y Duncan, 1967). No obstante, su uso empezo´ a popularizarse a partir de
los an˜os setenta cuando comenzo´ a implementarse en el software estad´ıstico (Peng
y So, 2002). El nacimiento de la regresio´n log´ıstica, por otro lado, estuvo condi-
cionado por un contexto histo´rico dominado por una crisis en las herramientas
estad´ısticas orientadas a la prediccio´n ya que las herramientas de prediccio´n dis-
creta como los antecedentes de las Redes Neruales Artificiales, los perceptrones,
mostraban serias limitaciones para hacer predicciones ante problemas relativa-
mente simples (Cowell, Dawid, Lauritzen, y Spiegelhalter, 1999; Delgado, 2003;
Quinlan, 1991; SPSS y Recognition Systems, 1997).
Aunque existen procedimientos orientados a la obtencio´n de modelos log´ısticos
donde las variables dependientes constan ma´s de dos niveles (regresio´n log´ıstica
multinomial) o valores ordinales (regresio´n log´ıstica ordinal) (p.e., Long, 1997;
Pe´rez, 2005), este trabajo se centrara´ en el modelo de regresio´n log´ıstica binaria
por ser el ma´s cla´sico, el me´todo ma´s usado en la investigacio´n y porque los
modelos multinomiales son una generalizacio´n del modelo binario para el caso en
que la variable dependiente tiene ma´s de dos estados.
La regresio´n log´ıstica es uno de los procedimientos estad´ısticos que ma´s se uti-
lizan en la investigacio´n cient´ıfica. Por ejemplo, E. King y Ryan (2002) hicieron
notar que en 1999 se publicaron 2770 art´ıculos, la mayor parte de ellos relacio-
nados sustancialmente con el a´mbito bio-me´dico, en los que el te´rmino ((regresio´n
log´ıstica)) aparec´ıa en el t´ıtulo o en el alguna de sus palabras clave. Por su parte,
el uso de la regresio´n log´ıstica en las ciencias sociales ha sido mayor, en propor-
cio´n, que en resto de las a´reas cient´ıficas. Por ejemplo, si tomamos el periodo de
tiempo que va desde 1998 a 2007 y buscamos el nu´mero de publicaciones en las
que el to´pico haya sido la regresio´n log´ıstica en las bases de datos del SCI (Science
Citation Index ) y del SSCI (Social Sciences Citation Index ) obtendr´ıamos una
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Figura 1.4: Evolucio´n del nu´mero de publicaciones en el ISI Web of KnowledgeSM
donde el to´pico fue la regresio´n log´ıstica.
tabla similar a 1.12. Como se puede observar en la Tabla, el nu´mero de trabajos
publicados cuyo to´pico fue la regresio´n log´ıstica es considerablemente menor en
las ciencias sociales en toda la serie temporal. No obstante, si se relativizan estas
cantidades en relacio´n al total de publicaciones por an˜o y base de datos podemos
observar que la regresio´n log´ıstica es ma´s popular en las ciencias sociales (Figura
1.4).
1.4. Redes bayesianas
Siguiendo con la discusio´n planteada anteriormente para el caso de la regresio´n
log´ıstica, en la Tabla 1.1 se puede observar que el nu´mero de publicaciones regis-
tradas en el ISI durante los u´ltimos diez an˜os en relacio´n a las redes bayesinas
es sustancialmente menor que el nu´mero de publicaciones cuyo to´pico fue la re-
gresio´n log´ıstica. No obstante, hay que hacer notar que el patro´n de evolucio´n
proporcional es contrario en el caso de las redes bayesianas (Figura 1.5). Mien-
tras que la regresio´n log´ıstica es un procedimiento que ha sido ma´s tratado en
el campo de las ciencias sociales, las redes bayesianas no lo han sido tanto en
comparacio´n con la investigacio´n general.
El nacimiento de las redes bayesianas tuvo lugar en la Universidad de Stan-
2Datos actualizados a 8 de diciembre de 2008.
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Tabla 1.1: Nu´mero de publicaciones cuyo to´pico fueron las redes bayesianas (Rb)
o la regresio´n log´ıstica (Rl) desde 1998 a 2008.
Base de Datos An˜o Rl Rb TAP
1998 5.013 323 1.934.454
1999 5.409 362 1.931.240
2000 6.160 440 1.956.809
2001 6.785 457 1.975.308
2002 7.585 597 2.090.285
SCI 2003 8.470 794 2.187.826
2004 9.907 971 2.385.027
2005 11.512 1183 2.535.492
2006 12.326 1178 2.490.800
2007 13.924 1169 2.606.697
2008 13.923 1169 2.606.682
1998 1.497 28 285.577
1999 1.708 26 288.948
2000 1.914 48 296.155
2001 1.981 59 303.909
2002 2.217 59 305.873
SSCI 2003 2.361 64 302.414
2004 2.740 65 319.431
2005 3.435 81 353.253
2006 3.656 104 350.233
2007 4.089 133 366.869
2008 4.089 133 350.569
Fuente: Science Citation Index (SCI) y Social Sciences
Citation Index (SSCI) de la ISI Web of KnowledgeSM.
TAP: total de art´ıculos publicado en cada base de datos
por an˜o.
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Figura 1.5: Evolucio´n del nu´mero de publicaciones en el ISI Web of KnowledgeSM
donde el to´pico fueron las redes bayesianas.
ford durante el periodo temporal comprendido entre 1970 y finales de la de´cada
de los 80. El desarrollo estuvo condicionado por dos razones: en primer lugar,
se produjo una profunda crisis en la investigacio´n relativa a las Redes Neurales
Artificiales (RNA) tras el famoso informe (Perceptrons) de Marvin Minsky y Sey-
mour Papert (Quinlan, 1991; SPSS y Recognition Systems, 1997); y en segundo
lugar, porque surgio´ gran intere´s por la toma de decisiones y la prediccio´n en con-
diciones de incertidumbre (Cowell et al., 1999; Oatley y Ewart, 2003). Como se
comento´ anteriormente, las redes bayesianas se basan en la misma filosof´ıa de red
sobre la que se construyeron las RNA. La filosof´ıa de red, surgida en el contexto
del conexionismo y el asociacionismo se inicia en los an˜os 50, cuando el neuro-
bio´logo Warren McCulloch y el estad´ıstico Walter Pitts desarrollaron la primera
neurona artificial (Quinlan, 1991). Esta iniciativa fue evolucionando hasta que,
coincidiendo con el auge conexionista en Psicolog´ıa (Hothersall, 1995/1997), se
forjo´ el paradigma de las redes neurales artificiales (RNA). Desde esta perspec-
tiva se trato´ de desarrollar sistemas inteligentes que modelizasen los procesos de
co´mputo que tienen lugar en el sistema neural humano. La base principal de las
RNA es el principio de Hebb, principio de estabilizacio´n selectiva o principio de
convergencia sincro´nica (Carlson, 1993/2000), que viene a ser una generalizacio´n
del condicionamiento cla´sico (Pavlov, 1927) aplicado a la estructura qu´ımica y
anato´mica de las sinapsis.
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Tasa cardiacaInicio ¿Pulsos femorales < a 
otros pulsos?
¿Eje superior o cianosis 
adicional?
¿Pulso débil en el brazo 
izquierdo?
No
Bloque de corazón 
completo
Correcto = 1/1
No
Sí
Sí
Taquiarritmia
Correcto = 3/3
70-200/min
<70/min >200/min
Figura 1.6: A´rbol de decisio´n diagno´stica usado en el GOSH. Adaptado de Cowell
et al. (1999).
Los antecedentes ma´s directos de las redes bayesianas son los a´rboles de de-
cisio´n diagno´stica (tambie´n conocidos como a´rboles de clasificacio´n, diagramas
de flujo, flujogramas o algoritmos). Un a´rbol de decisio´n diagno´stica es un con-
junto de preguntas o frases que se relacionan secuencialmente, de tal modo que
la respuesta a una pregunta (o la culminacio´n de una fase) determina la siguien-
te cuestio´n a resolver. Este tipo de sistemas orientado a la toma de decisiones,
aunque no necesitan implementarse en computadoras ya a que son sencillos de
utilizar y permiten rectificar ante una decisio´n tomada erro´neamente, tienen una
serie de inconvenientes que los hace problema´ticos. Por ejemplo, son sistemas r´ıgi-
dos que no toleran la presencia de datos perdidos. En la Figura 1.6 se representa
un a´rbol de decisio´n diagno´stica que fue disen˜ado en el Great Ormond Street
Hospital (GOSH) para la deteccio´n de problemas cardiovasculares conge´nitos en
bebe´s.
Como se puede ver en la ilustracio´n, lo primero que se hace cuando nace el
nin˜o es medir la tasa cardiaca. En este punto de decisio´n hay tres posibles caminos
a tomar. Supongamos que las pulsaciones son mayores a 200, en este caso se diag-
nostica taquiarritmia (pe´rdida del ritmo card´ıaco por encima de las pulsaciones
normales). La inscripcio´n Correcto = 3/3 indica que en la base de datos dispo-
nible 3 de los casos diagnosticados de este modo, segu´n estas condiciones, fueron
clasificados correctamente. Si, por el contrario, las pulsaciones se encuentran entre
70 y 200 se pasa al siguiente punto de decisio´n y as´ı sucesivamente.
Posteriormente aparecieron los sistemas de produccio´n, que tambie´n se les ha
denominado como sistemas-basados en reglas. Un sistema de este tipo se vale de
las reglas de la lo´gica para dar lugar a conclusiones va´lidas. Para ello se utilizan
las t´ıpicas conjunciones lo´gicas como ((SI)), ((ENTONCES)), ((O)), ((NO)) o ((Y)).
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



– SI hay dolor de cabeza Y fiebre ENTONCES hay gripe (factor de certidumbre 0.7)




– SI hay gripe ENTONCES se estornuda (factor de certidumbre 0.9)




– SI hay gripe ENTONCES hay debilidad (factor de certidumbre 0.9)
Figura 1.7: Ejemplo del factor de certidumbre. Adaptado de Cowell et. al. (1999).
Una muestra de regla de produccio´n ser´ıa las siguiente declaracio´n: - SI un ani-
mal tiene plumas ENTONCES es un pa´jaro. Por lo tanto, aseveraciones de este
tipo se ir´ıan combinando de un modo eficiente para dar lugar al razonamiento
simbo´lico y obtener as´ı conclusiones verdaderas. Sin embargo, este tipo de me-
canismos tambie´n se enfrentan a una serie de debilidades. Por ejemplo, tienden
a generar afirmaciones o declaraciones de verdad en vez de solucionar o respon-
der cuestiones. Adema´s, algunas cadenas de razonamiento complejas ser´ıan muy
dif´ıciles de interpretar.
Una te´cnica que se utilizo´ para superar las deficiencias observadas en los sis-
temas de produccio´n fue el adjuntar un factor de certidumbre (FC) a las decla-
raciones o premisas del sistema (Figura 1.7). Este avance y la consideracio´n de
las relaciones de independencia condicional entre variables podr´ıan considerarse
como unos de los elementos ma´s importantes en el desarrollo de las redes baye-
sianas. En este sentido, como sen˜alan Castillo, Gutie´rrez, y Hadi (1998), las redes
bayesianas pueden considerarse como una generalizacio´n de los sistemas expertos
basados en reglas donde el motor de inferencia son reglas estad´ısticas.
Un ejemplo de este tipo de sistemas orientados al psicodiagno´stico es DAI
(Adarraga y Zaccagnini, 1992), un programa informa´tico basado en conocimiento
que trabaja con grados de certidumbre y que esta´ orientado al diagno´stico de
diferentes tipos de autismo infantil.
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Capı´tulo 2
Fundamentos de la regresio´n log´ıstica
“[…]No one may have remarked on my 
good housekeeping before, but everyone 
noticed how careless I was now […]. ”
(Chevalier, 1999)
2.1. Componentes del modelo
2.1.1. Funcio´n log´ıstica
Para explicar el modelo estad´ıstico que subyace en la regresio´n log´ıstica hay que
hacer referencia a la funcio´n que le da nombre: la funcio´n log´ıstica. La funcio´n
log´ıstica viene dada por la ecuacio´n
f(z) =
1
1 + e−z
(2.1)
donde e ≈ 2, 718, se refiere a la constante de Neper (en honor al matema´tico
escoce´s John Napier) o nu´mero de Euler (en honor al matema´tico suizo Leonhard
Paul Euler) que es la base de los logaritmos naturales o neperianos. Como se
puede apreciar en la Figura 2.1 la funcio´n log´ıstica esta´ comprendida entre 0 y 1
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Figura 2.1: Funcio´n log´ıstica.
independientemente del valor que tome z; luego es igual a 0 cuando z vale −∞ y
a 1 cuando vale +∞.
Como sen˜ala Kleinbaum (1994), hay dos aspectos que hacen que la funcio´n
log´ıstica se haya popularizado, principalmente, dentro del campo de las ciencias
de la salud: 1) el hecho de que sus valores este´n comprendidos dentro del rango
0 ≤ f(z) ≤ 1, lo cual vendr´ıa a paliar el problema de las estimaciones sin sentido
que hac´ıa el modelo lineal; y 2) la forma funcional, que solucionar´ıa el problema
planteado por Long (1997) ya que el valor de la funcio´n tiende a aproximarse a
sus l´ımites superior e inferior asinto´ticamente.
2.1.2. Riesgo y ventaja relativa
El modelo de regresio´n log´ıstica se basa en el concepto de odds o ventajas. Este
te´rmino es muy comu´n en el mundo anglosajo´n en el contexto de las apuestas
(p. e., Jovel, 1995; Silva y Barroso, 2004; Yarandi y Simpson, 1991), aunque no
es ma´s que una forma diferente de expresar la probabilidad. Te´cnicamente, si
consideramos un suceso S y denotamos la probabilidad de que ocurra ese suceso
por p(S), entonces la odds (O(S)) correspondiente a ese suceso se obtendr´ıa al
resolver la ecuacio´n:
O(S) =
p(S)
1− p(S)
. (2.2)
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Figura 2.2: Transformacio´n del espacio probabil´ıstico al de los odds.
Por ejemplo, supongamos que la probabilidad de que una persona sana desa-
rrolle un trastorno psico´tico es igual a 1
200
; esto es, que existe una probabilidad
de 5× 10−3 de que una persona desarrolle el trastorno en condiciones normales.
En este caso, la odds de que una persona sana desarrolle un episodio psico´tico es
de 0,005
1−0,005
que es igual a 5, 03× 10−3. O lo que es lo mismo, que existe una odds,
ventaja o posibilidad de 1 : 1991 de que una persona sana desarrolle un trastorno
psico´tico. En la Figura 2.2 se puede observar como van cambiando las odds a
medida que var´ıa la probabilidad.
Un concepto relacionado con las odds es la idea de riesgo relativo (RR). El
riesgo relativo expresa el grado en que es ma´s probable que se produzca un suceso
S dada una condicio´n concreta (por ejemplo A) frente a cuando se esta´ en otra
condicio´n (por ejemplo B). Expresado en te´rminos de probabilidad condicional,
el riesgo relativo se podr´ıa representar con la ecuacio´n
RR =
p(S|A)
p(S|B)
, (2.3)
esto es, se indica cuanto ma´s probable es que se produzca el suceso S cuando
se da la situacio´n A que cuando se da la situacio´n B. Siguiendo con el ejemplo
anterior, si sabemos que la probabilidad de que se produzca un trastorno psico´tico
cuando se ha consumido cierta droga es de 3
200
, tendremos que el riesgo relativo
1Esta nomenclatura se suele utilizar en el mundo anglosajo´n para expresar apuestas.
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de padecer un trastorno psico´tico bajo los efectos de la droga es de 0,015
0,005
= 3. O
lo que es lo mismo, existe el triple de riesgo de desarrollar un trastorno psico´tico
cuando se toma la droga frente a cuando no se toma.
Tambie´n podr´ıamos expresar la relacio´n entre el consumo de la droga y la
probabilidad de desarrollar trastorno psico´tico en te´rminos de odds. En este caso,
usando la nomenclatura de la probabilidad condicional, tendr´ıamos que la odds
ratio (OR) 2 de que se produzca el suceso o efecto S en personas expuestas a un
tratamiento T (como puede ser el consumo de la droga en nuestro ejemplo) en
relacio´n a las personas que no han recibido el tratamiento (T¯ ) vendr´ıa expresado
por la siguiente igualdad
OR =
p(S|T )
1− p(S|T )
:
p(S|T¯ )
1− p(S|T¯ )
. (2.4)
En nuestro ejemplo la odds de padecer un trastorno psico´tico en condiciones
normales es de 1 : 199 mientras que la odds de padecerlo al estar bajo los efectos
de la droga es de 3 : 197; luego la oportunidad relativa de padecer un trastorno
psico´tico asociado al consumo de la droga ser´ıa de 3/197
1/199
= 3, 03. Esto significa
que es 3,03 veces ma´s probable desarrollar un trastorno psico´tico cuando se toma
la droga que cuando no se toma.
2.1.3. Modelo estad´ıstico
El ana´lisis de regresio´n log´ıstica generaliza el modelo de regresio´n lineal tomando
como variable dependiente el logaritmo neperiano de la odds, conocido como logit,
correspondiente a la variable dicoto´mica. As´ı pues, si la estimacio´n lineal vista en
la ecuacio´n 1.2 viene definida por el modelo
y = α+ βx , (2.5)
2Nosotros, aunque el te´rmino odds ratio es el ma´s usado en la bibliograf´ıa en castellano
sobre el tema, somos afines a la traduccio´n hecha por Baro´n y Te´llez (2005) cuando lo llaman
ventaja relativa u oportunidad relativa En cualquier caso, el te´rmino odds ratio ha sido traducido
de muchas maneras (p. e., razo´n de productos cruzados, razo´n de desigualdades, desigualdad
relativa, razo´n de la diferencia, razo´n de ventaja, razo´n relativa, razo´n de posibilidades o razo´n
de momios) y no esta´ exento de pole´mica (Bautista, 1995; Irala et al., 1997; Tapia, 1995).
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donde y representa a la variable dependiente, α se refiere a la constante pobla-
cional del punto de corte de la recta con el eje y u origen, β denota la pendiente
poblacional de la recta y x representa la variable independiente; en el modelo de
regresio´n log´ıstica simple la ecuacio´n ser´ıa
y = ln
(
p(y = 1)
1− p(y = 1)
)
= α+ βx . (2.6)
Lo que significa que la te´cnica de regresio´n log´ıstica modela linealmente el cam-
bio que se produce en la oportunidad relativa de la variable dependiente como
resultado de la influencia de la variable independiente. O lo que es lo mismo,
generaliza el modelo lineal para el caso de una variable dependiente dicoto´mica
usando una funcio´n de enlace logit (Ato y Lo´pez, 1996).
La expresio´n de la ecuacio´n 2.6 se podr´ıa enunciar tambie´n del siguiente modo,
p(y = 1)
1− p(y = 1)
= eα+βx . (2.7)
Por su parte, a partir de la ecuacio´n 2.7 podemos despejar el valor de la
probabilidad realizando los siguientes pasos
p(y = 1) =
eα+βx
1 + eα+βx
, (2.8)
donde,
p(y = 1) =
1
1 + e−α−βx
, (2.9)
que es, como se mostro´ en la ecuacio´n 2.1, la funcio´n que define la funcio´n log´ıstica.
En el caso multivariado, podemos generalizar la ecuacio´n 2.6 y tendr´ıamos
que
y = ln
(
p(y = 1)
1− p(y = 1)
)
= α+ β1xi1 + · · ·+ βkxik + · · ·+ βKxiK , (2.10)
57
Fundamentos de la regresio´n log´ıstica
lo que equivale a
y =
p(y = 1)
1− p(y = 1)
= eα+
PK
k=1 βkxik ,
donde
p(y = 1) =
eα+
PK
k=1 βkxik
1 + eα+
PK
k=1 βkxik
,
o lo que es lo mismo expresado en los te´rminos de la funcio´n log´ıstica
p(y = 1) =
1
1 + e−α−
PK
k=1 βkxik
,
donde las x son las variables independientes. Por su parte, cada βk ∈ βK son los
para´metros que indican el efecto de una variable independiente x sobre el logit
de y. Por u´ltimo, α es el equivalente al intercepto de la regresio´n lineal. Este
para´metro hace que la funcio´n log´ıstica se desplace (en una gra´fica del tipo 2.1)
a la izquierda a medida que aumenta su valor y hacia la derecha a medida que
disminuye.
2.1.4. Estimacio´n del modelo
En el ana´lisis de regresio´n log´ıstica la estimacio´n de los para´metros se realiza por
el procedimiento de ma´xima verosimilitud (MV), frente al ana´lisis de regresio´n
lineal donde lo ma´s comu´n es utilizar el procedimiento de Minimos Cuadrados
Ordinarios (MCO) 3. El procedimiento de ma´xima verosimilitud se introdujo con
posterioridad al me´todo MCO dado que, entre otras cosas, requer´ıa un mayor
volumen de recursos de co´mputo para ser ejecutado eficientemente por los orde-
nadores (Kleinbaum, 1994).
Mientras que en el procedimiento MCO el vector β de los para´metros del
modelo es aquel β̂ que reduce la sumatoria de los residuos cuadra´ticos
N∑
i=1
= (y1 − xiβ̂)
2 ,
3Si asumimos que los errores del modelo esta´n normalmente distribuidos, tambie´n podemos
utilizar el procedimiento de ma´xima verosimilitud para el modelo de regresio´n lineal como
sucede en los Modelos de Ecuaciones Estructurales (Batista y Coenders, 2000).
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el modelo de ma´xima verosimilitud estima el conjunto de valores (para´metros)
que maximizan la probabilidad de observar los datos muestrales.
Consideremos, por ejemplo, el problema de estimar la probabilidad de obtener
un cierto nu´mero de personas con el rasgo φ en una muestra dada. Si sabemos
que la prevalencia del rasgo φ en la poblacio´n es del 50% podr´ıamos utilizar
la distribucio´n binomial para estimar la probabilidad de que s personas en una
muestra de taman˜o N manifiesten el rasgo φ, donde el para´metro poblacional π
(p(δ) = 0, 5) representa la proporcio´n de personas con el rasgo (Dixon, 1964/1970;
Un˜a, Tomeo, y San Mart´ın, 2003):
p(s|π,N) =
N !
s!(N − s)!
πs(1− π)N−s , (2.11)
donde k! = k × (k − 1) . . . 2 × 1 representa el factorial de un nu´mero. Por ejem-
plo, la probabilidad de encontrar 2 personas con el rasgo φ que se distribuye
poblacionalmente con π = 0, 5 en una muestra de 10 personas es:
p(s = 2|π = 0, 5, N = 10) =
10!
2!× 8!
× 0, 52 × (1− 0, 5)8 = 0, 044 .
Este tipo de problema, donde conocemos la fo´rmula de la distribucio´n de
probabilidades, los valores de los para´metros π y N y queremos conocer la proba-
bilidad de ocurrencia asociada a un caso particular s, es t´ıpico en la estimacio´n de
probabilidades. Lo que hace el procedimiento de ma´xima verosimilitud en la regre-
sio´n log´ıstica es, tomando el caso de la distribucio´n binomial como una analog´ıa
sensiblemente ma´s sencilla, es estimar π cuando se conocen los para´metros s y N .
As´ı pues, la estimacio´n ma´ximo-veros´ımil es aquel valor del para´metro, o conjun-
to de valores para los para´metros, que hace que los valores observados sean ma´s
probables.
Supongamos que conocemos s = 3 y N = 10 pero que no conocemos el valor
del para´metro π. ¿Cua´l ser´ıa el valor de π que hubiese generado s = 3 con mayor
probabilidad? Dado que la ecuacio´n 2.11 computa la probabilidad de ocurrencia
s eventos como funcio´n de de los para´metros π y N se le denomina funcio´n de
probabilidad, ya que π yN son constantes mientras que s var´ıa. Cuando utilizamos
esta misma ecuacio´n y la condicionamos al valor que toma π la llamamos funcio´n
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Figura 2.3: Funcio´n de Ma´xima Verosimilitud. Probabilidad de que s = 3 para
diferentes valores de π.
de verosimilitud, donde los valores de N y s se mantienen constantes mientras
que π var´ıa. En el caso de nuestro ejemplo la funcio´n de verosimilitud ser´ıa
p(π|s = 2, N = 10) =
10!
2!× 8!
× π2 × (1− π)8 .
As´ı, el valor estimado ma´ximo-veros´ımil del para´metro π sera´ aque´l valor πˆ que
maximice la verosimilitud de observar el conjunto de datos que fue realmente
observado. En este ejemplo concreto, y como se puede observar en la Figura 2.3,
esto sucede en el punto de la tangente de la funcio´n que corresponde con el valor
ma´s alto de la curva. Luego la estimacio´n ma´ximo-veros´ımil para nuestro ejemplo
es πˆ ≈ 0, 19.
Existen dos tipos, gene´ricamente, de estimaciones de ma´xima-verosimilitud
para el ana´lisis de regresio´n log´ıstica: la condicionada y la no condicionada. En
la estimacio´n MV no condicionada se tiene en cuenta la probabilidad conjunta
de los datos del estudio entendida como el producto de la probabilidad conjunta
para los casos positivos (casos que muestran una respuesta positiva en la variable
de respuesta) y la probabilidad conjunta para los casos negativos. Por su parte,
la funcio´n de verosimilitud para la estimacio´n MV condicionada representa la
probabilidad de los datos muestrales dadas todas las posibles configuraciones del
conjunto de variables.
Kleinbaum (1994) recomienda utilizar la versio´n no condicionada cuando el
nu´mero de para´metros es pequen˜o en relacio´n al nu´mero de observaciones, mien-
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tras que recomienda usar el modelo condicionado cuando es grande en relacio´n
al nu´mero de casos. En general la estimacio´n condicional consume ma´s recursos
computacionales pero tiende a generar para´metros ma´s ajustados.
Silva y Barroso (2004) describen el procedimiento de estimacio´n de ma´xima
verosimilitud no condicionada a trave´s de los mı´nimos cuadrados del siguiente
modo. Consideremos que V representa la verosimilitud del modelo, que viene
definida por
V = pˆ1 × pˆ2 × · · · pˆd × (1− pˆd+1)× (1− pˆd+2)× · · · (1− pˆn), (2.12)
donde pˆd se refiere a la probabilidad de respuesta positiva predicha por el modelo
para el sujeto d que presenta el rasgo y (1 − pˆn) representa la probabilidad de
respuesta positiva estimada por el modelo para una persona n que no presenta
el rasgo. En la medida que la verosimilitud del modelo se acerca a 1 el modelo
se entiende ma´s apropiado para modelar la realidad. La estimacio´n ma´ximo ve-
ros´ımil intenta, por tanto, conseguir el conjunto de coeficientes que maximicen
esta funcio´n. El proceso para hallar los para´metros que maximicen la funcio´n de
verosimilitud es complicado y costoso computacionalmente; por ejemplo, uno de
los me´todos iterativos para encontrar las estimaciones ma´ximo veros´ımiles implica
el uso del algoritmo Newton-Ralphson.
2.1.5. Interpretacio´n de coeficientes
Cuando realizamos un ana´lisis de regresio´n log´ıstica sobre una muestra de da-
tos obtenida a partir de una poblacio´n obtenemos una ecuacio´n muestral ln
(
p
1−p
)
=
a+ b1x1 donde a es una estimacio´n del para´metro poblacional α y b1 es una esti-
macio´n de β en la ecuacio´n 2.5. En general, la interpretacio´n ma´s comu´n de los
resultados pasa por analizar los coeficientes del modelo en te´rminos de ventajas
relativas. Por ejemplo, siguiendo con el ejemplo de la relacio´n entre la tasa de
asistencia a clase y la manifestacio´n de conductas agresivas visto anteriormente,
si aplicamos a los datos un ana´lisis de regresio´n log´ıstica obtendr´ıamos el siguiente
resultado
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ln
(
p(PCA = 1)
1− p(PCA = 1)
)
= −18, 68 + 0, 40× PFC . (2.13)
En este caso, el coeficiente b1 de 0,40 indica que por cada punto porcentual
que aumente el porcentaje de faltas a clase el logaritmo de la odds de mostrar
conductas agresivas aumenta en 0,40. Cuando el logaritmo de la odds aumente
tambie´n lo hara´ la probabilidad. O dicho de otro modo, por cada aumento de
un punto porcentual en las faltas a clase, la odds predicha de mostrar conductas
agresivas se incrementa en e0,40 = 1, 49. El modelo anterior nos permite estimar la
probabilidad de que una persona muestre conductas agresivas cuando conocemos
tasa de asistencia a clases. Por ejemplo, supongamos que queremos conocer la
probabilidad que tiene una persona de mostrar conductas violentas dado que
falta al 49% de las clases. Como
ln
(
p
1− p
)
= −18, 68 + 0, 40× 49 = 0, 92 ,
tenemos que
p
1− p
= e0,92 = 2, 51 ,
con lo que
p =
2, 51
1 + 2, 51
= 0, 72 .
Esto quiere decir que la probabilidad de que un adolescente que falta al 49% de las
clases muestre conductas agresivas es de 0,72. En la Figura 2.4 se puede observar
la representacio´n gra´fica de la relacio´n que se establece entre la tasa de absentismo
en las clases y la probabilidad de mostrar conductas agresivas basa´ndonos en el
modelo log´ıstico representado por la ecuacio´n 2.13. Como se puede observar en la
gra´fica el trazo definido por el modelo log´ıstico no cae fuera de los l´ımites (0 y 1)
establecidos por los supuestos de la teor´ıa de probabilidades. De esta manera, el
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Figura 2.4: Datos observados, estimacio´n lineal y estimacio´n log´ıstica de la re-
lacio´n que se establece entre la tasa de absentismo y la probabilidad de mostrar
conductas agresivas.
modelo de regresio´n log´ıstica soluciona el problema que ten´ıa la regresio´n lineal
cuando sus estimaciones escapaban del intervalo permisible en el caso de trabajar
con variables dicoto´micas.
No obstante, en la pra´ctica es ma´s u´til interpretar los coeficientes del ana´lisis
de regresio´n log´ıstica en te´rminos de oportunidades relativas (ebn). En te´rminos
epidemiolo´gicos una oportunidad relativa igual a 1 indica que la variable inde-
pendiente a la que se asocia no tiene relacio´n con la variable de respuesta. Esto
es, se interpretar´ıa como que la odds u oportunidad para las personas expuestas
al tratamiento es la misma que la de las personas no expuestas. Cuando obte-
nemos coeficientes que dan lugar a oportunidades relativas mayores que 1 se
interpreta que la variable independiente asociada a ese coeficiente es un factor
de riesgo para la aparicio´n de un valor positivo en la variable dependiente. Por
u´ltimo, cuando una variable independiente esta´ asociada a una oportunidad re-
lativa inferior a 1 podremos interpretar que la variable asociada al para´metro
reduce la aparicio´n de un resultado positivo en la variable dependiente (por ejem-
plo, cuando un medicamento reduce el riesgo de desarrollar cierta enfermedad).
Cuando se usan intervalos de confianza para evaluar la influencia de las variables
independientes del modelo sobre la variable dependiente hay que tener en cuenta
que si el intervalo del exponencial del para´metro no incluye al valor 1, entonces
podemos concluir que existe relacio´n estad´ısticamente significativa entre las va-
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riables (Sofroniou y Hutcheson, 2002). En caso contrario, podemos concluir que
la relacio´n no es estad´ısticamente significativa.
Por ejemplo, consideremos el siguiente modelo de regresio´n log´ıstica donde se
ha estimado la probabilidad de padecer trastorno cardiovascular (TC) en funcio´n
de si la persona fuma y hace deporte
ln
(
p(TC)
1− p(TC)
)
= 1, 01 + 2, 72× Alcohol − 5, 93×Deporte , (2.14)
donde Alcohol y Deporte son dos variables dicoto´micas que valen 1 cuando tienen
valor positivo (esto es, cuando se toma alcohol o se hace deporte) y 0 en caso con-
trario. Como se puede ver en la ecuacio´n 2.14 el coeficiente asociado al consumo
de alcohol es positivo mientras que el de la pra´ctica deportiva es negativo lo que
significa que el consumo de alcohol es un factor de riesgo para sufrir trastornos
cardiovasculares mientras que el deporte es una actividad que protege frente a
ellos. Ya que e2,72 = 15, 18 podr´ıamos decir que el beber alcohol aumenta en ma´s
de 15 veces el riesgo de padecer trastornos cardiovasculares. Es ma´s, si tomamos
como referencia el intervalo de confianza para el exponencial del para´metro al
95% de confianza podr´ıamos decir que el riesgo de padecer trastornos cardiovas-
culares si se consume alcohol aumenta entre 6 y 40 veces. Por su parte, la pra´ctica
de deporte reduce las posibilidades de padecer trastorno cardiovascular en ma´s
de 300 veces ya que e−5,93 = 0, 0027.
2.2. Bondad de ajuste
Existen varios procedimientos que se utilizan para determinar la bondad de ajus-
te del modelo de regresio´n log´ıstica; esto es, ana´lisis que comprueban como los
datos observados son explicados a partir del modelo estad´ıstico (Hosmer, Taber,
y Lemeshow, 1991). En este texto, por claridad expositiva, se han agrupado los
procedimientos de evaluacio´n de la bondad de ajuste en tres bloques: 1) ajus-
te predictivo, relacionado con la habilidad que tiene el modelo para predecir (o
clasificar) el valor de la variable dependiente en funcio´n de los predictores; 2)
ajuste general, que indica de modo generalizado la validez del modelo; y 3) ajuste
individual, que indica el ajuste individualizado de los para´metros del modelo.
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Tabla 2.1: Matriz de confusio´n o tabla de clasificacio´n.
Predicho
NO SI
Observado
NO a b
SI c d
Esta tesis se centra en el estudio del primer tipo de evidencias de ajuste.
As´ı pues, en primer lugar se describira´n los procedimientos disen˜ados para valorar
el ajuste predictivo en la regresio´n log´ıstica4 y a continuacio´n se comentara´n
brevemente el resto de procedimientos que existen para testar la bondad de ajuste
del modelo.
2.2.1. Ajuste predictivo
Tabla de clasificacio´n o matriz de confusio´n
En las tablas de clasificacio´n se comparan los resultados predichos por el modelo
frente a los datos observados. Esto es, una vez creado el modelo de regresio´n
log´ıstica se va tomando cada caso del conjunto de observaciones y se va contras-
tando la prediccio´n que hace el modelo frente al verdadero estado del caso en
relacio´n a la variable dependiente. El resultado de este proceso se refleja en lo
que se conoce como tabla de clasificacio´n o matriz de confusio´n (Tabla 2.1), don-
de aparece el nu´mero de casos en que el modelo ha llevado a cabo clasificaciones
correctas e incorrectas.
En la Tabla 2.1 aparecen los posibles valores que puede tomar la variable
dependiente en un ana´lisis de regresio´n log´ıstica dicoto´mica en te´rminos de S´ı (1)
o No (0). As´ı mismo, se hace una diferenciacio´n entre lo que se ha observado en
el conjunto de datos (Observado) y lo que ha predicho el modelo. Para que un
modelo de regresio´n log´ıstica este´ bien ajustado desde un punto de vista predictivo
los valores de la diagonal (a y d) han de ser mayores que el resto de valores de
la tabla, ya que estos valores representan la coincidencia entre lo observado y lo
predicho por el modelo. Lo ideal ser´ıa encontrar ceros en las casillas b y d mientras
4Dado que en las redes bayesianas tambie´n pueden testarse con este tipo de procedimientos,
las explicaciones introducidas aqu´ı pueden trasvasarse directamente al estudio de la bondad de
ajuste de este tipo de herramientas.
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que la diagonal contuviese valores diferentes de cero. Cada una de estas casillas se
denomina en funcio´n de la fraccio´n de personas a las que se refiere. As´ı, la casilla
d representa lo que se denomina como Fraccio´n de Positivos Correctos, la a es la
Fraccio´n de Negativos Correctos, la b ser´ıa la Fraccio´n de Falsos Positivos y la
c se refiere a la Fraccio´n de Falsos Negativos (p. e., Hopley y van Schalkwyk,
2001; Johnson y Albert, 1999).
Para´metros predictivos
A partir de la tabla de confusio´n se puede extraer informacio´n muy valiosa respec-
to a los modelos de regresio´n log´ıstica en relacio´n a sus propiedades predictivas.
En te´rminos cuantitativos podemos obtener mu´ltiples indicadores que nos in-
formar´ıan de lo bien o lo mal que nuestro modelo es capaz de clasificar casos
dentro de las categor´ıas que describe la variable dependiente. Entre los valores
que podemos calcular destacan5:
Sensibilidad del modelo: S = d
c+d
,
Especificidad del modelo: E = a
a+b
,
Proporcio´n de falsos positivos: PFP = b
a+b
,
Proporcio´n de falsos negativos: PFN = c
c+d
,
Valor predictivo positivo: V PP = d
b+d
,
Valor predictivo negativo: V PN = a
a+c
,
Tasa de clasificaciones correctas: TCC = a+d
a+b+c+d
.
La sensibilidad (S), tasa de verdaderos positivos o tasa de aciertos representa
la proporcio´n de casos positivos (cuando y = 1) clasificados correctamente por el
modelo respecto al total de casos positivos observados en los datos. Por su parte,
la especificidad (E) o tasa de verdaderos negativos representa la proporcio´n de
casos negativos (cuando y = 0) correctamente clasificados como negativos por
el modelo. La Proporcio´n de Falsos Positivos (PFP ) o tasa de falsas alarmas
5Tomando de base la Tabla 2.1.
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indica la proporcio´n de casos clasificados incorrectamente como positivos, mien-
tras que la Proporcio´n de Falsos Negativos (PFN) representa el nu´mero de casos
que han sido clasificados como negativos pese a que han sido observados como
positivos. Por otro lado, el Valor Predictivo Positivo (V PP ) mide la proporcio´n
de casos clasificados como positivos en relacio´n al total de casos que el modelo
clasifico´ como positivos, mientras que el Valor Predictivo Negativo (V PN) sen˜ala
el porcentaje de casos negativos frente al total de casos clasificados como nega-
tivos por el modelo. Por u´ltimo, el la Tasa Global de Clasificaciones Correctas
(TCC) indica el nu´mero de casos clasificados correctamente en funcio´n del total
de casos observados.
Curvas ROC
La curva ROC6 (Receiver Operating Characteristic) es una te´cnica que propor-
ciona una forma refinada de representar parte de la informacio´n contenida en las
matrices de confusio´n. En concreto, la curva ROC evalu´a gra´ficamente la habili-
dad del modelo para discriminar entre casos positivos y negativos a medida que
se hace variar el umbral de corte en la probabilidad predicha por el modelo para
realizar la clasificacio´n.
Las curvas ROC surgieron en el contexto de la optimizacio´n de sen˜ales de
radar (Burgen˜o, Garc´ıa-Bastos, y Gonza´lez-Buitrago, 1995) pero ra´pidamente
fueron trasladadas al campo de la investigacio´n biome´dica donde son utilizadas
como herramientas de gran valor heur´ıstico ante la toma de decisiones diagno´stica
y terape´utica (Hanley y McNeil, 1982; I. Lo´pez y P´ıta, 1998). Las curvas ROC
fueron utilizadas en el campo de la psicof´ısica bajo la o´ptica de la Teor´ıa de
Deteccio´n de Sen˜ales para modelar los procesos de decisio´n que ponen en mar-
cha los individuos ante la percepcio´n de diferentes est´ımulos sensoriales (p. e.,
Ferna´ndez y Pinillos, 1992; Monserrat, 1998). A su vez, las curvas ROC se utilizan
como herramienta para evaluar la bondad predictiva de modelos estad´ısticos (p.
e., Baesens et al., 2004; Concejero, 2004; DeMaris, 2002; Johnson y Albert, 1999;
Jovel, 1995; SPSS, 2006).
Te´cnicamente, las curvas ROC representan el cambio que se produce en los
niveles de sensibilidad y en el opuesto de la proporcio´n de falsos positivos (especi-
6Denominada tambie´n como curva de Caracter´ısticas Operativas del Receptor (COR) en
algunos textos (Franco y Vivo, 2007).
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ficidad) a medida que se va variando los umbrales de corte para las clasificaciones
de los casos del conjunto de datos. La sensibilidad y la especificidad en este
contexto pueden interpretarse en te´rminos de probabilidad condicional. As´ı, la
sensibilidad (S) ser´ıa:
S = p(θE|E), (2.15)
esto es, representa la probabilidad de clasificar como positivo, o enfermo en te´rmi-
nos epidemiolo´gicos, un caso seleccionado aleatoriamente del conjunto de datos
(θE) cuando realmente presenta el rasgo (E). En cuanto a la sensibilidad, repre-
sentar´ıa la probabilidad de clasificar como caso negativo un registro seleccionado
aleatoriamente (θE¯) que realmente no presenta el rasgo (E¯):
S = p(θE¯|E¯). (2.16)
La curva ROC queda comprendida en un cuadrante de 1×1 y el a´rea compren-
dida bajo ella es usada como un indicador de la bondad predictiva de la te´cnica o
me´todo diagno´stico (Hanley y McNeil, 1982). En te´rminos probabilisticos, el a´rea
bajo la curva (ABC) se define como la probabilidad de clasificar correctamente
un par de casos (positivo y negativo) seleccionados aleatoriamente tal y como les
corresponde. Esto es, el a´rea bajo la curva ROC se define como:
ABC = p[p(θE = E) > p(θE¯ = E)]; (2.17)
o lo que es lo mismo, indica la probabilidad de que el resultado de la prueba resul-
te ma´s positivo cuando un caso seleccionado al azar posee el rasgo criterio. As´ı, a
mayor a´rea bajo la curva mayores cualidades predictivas tiene el modelo. A este
valor diagno´stico de la ejecucio´n predictiva tambie´n se le ha llamado conconrdan-
cia (c) o componente de discriminacio´n (Harrel, Lee, Matchar, y Reichert, 1985).
En la Figura 2.5 se puede observar que la curva de color rojo esta´ por debajo
de la de color azul lo que indica que el modelo estad´ıstico o de diagno´stico que
la ha generado es menos va´lido, en te´rminos predictivos, que el modelo que ha
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Figura 2.5: Representacio´n de dos curvas ROC.
generado la curva azul (Hanley y McNeil, 1983). La l´ınea verde que se ubica en la
diagonal de gra´fico representa el punto donde un modelo ser´ıa malo clasificando,
o lo que es lo mismo, que clasifica aleatoriamente a los elementos del conjunto
de datos. As´ı pues, una curva que apareciese sobre esta diagonal, o muy cerca de
ella, representar´ıa a un modelo pobremente predictivo.
2.2.2. I´ndices de bondad de ajuste general
Verosimilitud del modelo
Como se vio en la seccio´n 2.1.4 la estimacio´n del modelo de regresio´n log´ıstica se
basa en una funcio´n que maximiza la verosimilitud de las probabilidades predi-
chas. As´ı pues, una forma de evaluar el grado en que el modelo estimado describe
los datos observados se basa en V . La lejan´ıa (L) de un modelo de regresio´n
log´ıstica se evalu´a con la siguiente expresio´n:
L = −2 lnV. (2.18)
La lejan´ıa (del ingle´s deviance) tambie´n se suele denominar −2LL, −2log de
la verosimilitud o −2LogLikelihood en algunos textos y programas estad´ısticos.
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Figura 2.6: Relacio´n entre verosimilitud (V ) y lejan´ıa (L).
Dado que V < 1, su logaritmo siempre sera´ negativo. Sin embargo, al multiplicarla
por −2 se obtiene un nu´mero positivo de magnitud doble, en valor absoluto,
respecto a la verosimilitud. Para que un modelo sea apropiado, este debe de
atribuir una alta probabilidad a los casos en que esta´ presente el rasgo y una baja
probabilidad en los que no esta´ presente. As´ı pues, un modelo o´ptimo tendra´ una
verosimilitud muy cercana a 1 y, como consecuencia, una lejan´ıa muy pequen˜a.
Por su parte, un modelo pe´simo tendra´ una verosimilitud muy pro´xima a cero y
una lejan´ıa grande. En la Figura 2.6 se representa el cambio que experimenta la
lejan´ıa a medida que aumenta la verosimilitud del modelo.
Para comparar el aporte que proporciona la inclusio´n de una variable en un
modelo de regresio´n log´ıstica se utiliza la razo´n de verosimilitudes. Esto es, lo que
se pretende es comparar la verosimilitud de un modelo V que contiene k variables
con otro modelo V ∗ que incluye so´lo un subconjunto k∗ de las variables originales.
En este caso se utiliza el estad´ıstico
RV = L∗ − L = (−2 lnV ∗)− (−2 lnV ) = −2 ln
(
V ∗
V
)
, (2.19)
que sigue una distribucio´n χ2 con k− k∗ grados de libertad y mide el aporte que
suponen las k − k∗ variables anidadas a la verosimilitud del modelo.
Test de Hosmer-Lemeshow
El estad´ıstico de Hosmer-Lemeshow es u´til para evaluar el ajuste global del mo-
delo, particularmente cuando se dispone de muchas variables independientes, o
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cuando algunas de las variables independientes son continuas. Para calcular su
valor hay que dividir la muestra en diez grupos compensados de acuerdo con sus
probabilidades pronosticadas. A continuacio´n se computa
G2HL =
10∑
j=1
(Oj − Ej)
2
Ej(
1−Ej
nj
)
∼ χ28, (2.20)
donde nj se refiere al nu´mero de observaciones en el grupo j-e´simo, Oj =
∑
i yij
se refiere al nu´mero de casos en el grupo j-e´simo y Ej =
∑
i pˆij representa el
nu´mero esperado de casos en el grupo j-e´simo.
La hipo´tesis nula que se testa en este contraste es que el modelo de regresio´n
log´ıstica es bueno, mientras que la hipo´tesis alternativa indica que es malo. En
este caso, la significacio´n del estad´ıstico se interpreta de manera ana´loga a como
se interpretar´ıa un coeficiente de determinacio´n en regresio´n log´ıstica. Para que
nos podamos fiar de este estad´ıstico las frecuencias esperables de la tabla de
contingencia generada con este procedimiento tienen que ser mayores que cinco,
en caso contrario tenemos que dudar de la fiabilidad del estad´ıstico.
Varianza explicada
De manera ana´loga a la regresio´n lineal, en la regresio´n log´ıstica existe el coefi-
ciente de determinacio´n (R2) que indica la proporcio´n de varianza de la variable
dependiente que es explicada a partir de la variable/s independiente/s. Existen
diferentes tipos de estad´ısticos R2 para la regresio´n log´ıstica pero su interpreta-
cio´n no es tan clara y directa como en el ana´lisis de regresio´n lineal ya que su
interpretacio´n puede hacerse entendiendo que la variable dependiente representa
los puntos de corte para una variable cuantitativa continua latente o una variable
dicoto´mica observada (p. e. DeMaris, 2002; Long, 1997).
El primer, y ma´s intuitivo, ı´ndice de determinacio´n se calcular´ıa estimando
el cuadrado de la correlacio´n entre la puntuacio´n observada para la variable de-
pendiente (y) y las probabilidades estimadas (πˆ) por el modelo: R2 = r2y,pˆi. Por
otro lado, R2 tambie´n puede entenderse como una reduccio´n proporcional en la
medida del error; esto es, la estimacio´n de la proporcio´n de error que se reduce
para predecir y cuando usamos el modelo. As´ı,
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R2 =
∑
(y − y¯)2 −
∑
(y − yˆ)2∑
(y − y¯)2
, (2.21)
donde
∑
(y − y¯)2 se referir´ıa al error total y
∑
(y − yˆ)2 representar´ıa el error
cometido por el modelo. El ı´ndice de la razo´n de verosimilitud se basa en la
misma idea pero usa la lejan´ıa como ı´ndice de comparacio´n (Ato y Lo´pez, 1996;
Hair, Anderson, Tatham, y Black, 1998):
R2L =
−2 lnL0 − (−2 lnL1)
−2 lnL0
, (2.22)
donde L0 es la lejan´ıa del modelo que incluye so´lo el para´metro constante mientras
que L1 se refiere a la lejan´ıa del mode´lo hipotetizado.
Por otro lado, la R2 generalizada tiene la ventaja de que es ide´ntica al modelo
de regresio´n lineal cuando los errores se distribuyen normalmente. En el caso de
la regresio´n log´ıstica se ha denominado como R2 de Cox y Snell y viene definida
por la siguiente expresio´n
R2G = 1−
(
L0
L1
) 2
N
, (2.23)
donde N se refiere al taman˜o de la muestra. No obstante, la R2 generalizada tiene
el problema de tomar un punto ma´ximo inferior a 1 por lo que se ha propues-
to la R2 escalada generalizada (tambie´n conocida como R de Nagelkerke) para
solventar este problema (p. e., Alderete, 2006):
R2EG =
R2G
1− (L0)
2
N
. (2.24)
Ajuste residual e influencia
Para terminar, hay que destacar otro conjunto de ana´lisis utilizados para estudiar
la bondad de ajuste de los modelos de regresio´n log´ıstica que se encuadran bajo
lo que se ha denominado como para´metros de diagno´stico de la regresio´n (Hosmer
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et al., 1991). Podr´ıamos decir que existen dos formas de estudiar el ajuste en este
sentido, por medio de los residuos y estudiando los casos con gran influencia en
el modelo.
Los residuos de un modelo de regresio´n son, para cada caso, la diferencia
entre el valor observado y el valor estimado para la variable dependiente segu´n
el modelo. El estudio de los residuos sirve para analizar el grado en que cada
caso de los datos es predicho con ma´s o menos error. Existen distintos tipos de
residuos entre los que cabe destacar los residuos no tipificados, los tipificados, los
estudentizados o las desviazas.
En cuanto al estudio de los puntos de influencia, el ana´lisis se puede enfo-
car desde dos perspectivas diferentes: estudiando la influencia que tienen ciertas
configuraciones de variables sobre la probabilidad estimada por el modelo o com-
probando la influencia que tiene cada caso en la estimacio´n de los para´metros del
modelo. En cualquier caso, es u´til presentar y estudiar los gra´ficos donde relacio-
nen las probabilidades estimadas por el modelo y los estad´ısticos de influencia.
2.2.3. Ajuste de los coeficientes del modelo
La significacio´n estad´ıstica de los coeficientes del modelo se basa en el estad´ıstico
de Wald que cuando hay un grado de libertad se calcula aplicando la fo´rmula
Estad´ıstico de Wald =
(
bn
ETbn
)2
, (2.25)
donde bn se refiere al coeficiente de la regresio´n log´ıstica y ETbn se refiere al error
t´ıpico de la distribucio´n muestral del estad´ıstico. Por ejemplo, siguiendo con el
ejemplo presentado anteriormente (ecuacio´n 2.14), el valor del estad´ıstico Wald
asociado al coeficiente de regresio´n para la variable Alcohol es de 33,27. Dado
que el contraste de hipo´tesis que se hace con el estad´ıstico de Wald es
H0 : βn = 0 H1 : βn 6= 0 ,
y teniendo en cuenta que la significacio´n de este contraste es inferior a 0,001,
podemos concluir (con poca probabilidad de equivocarnos) que el para´metro aso-
ciado al consumo de alcohol es diferente de cero. O lo que es lo mismo, que
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existe relacio´n estad´ısticamente significativa entre el fumar y el padecer trastorno
cardiovascular.
2.3. Limitaciones y avances en el ana´lisis de re-
gresio´n log´ıstica
Pese a que el ana´lisis de regresio´n log´ıstica tiene una serie de ventajas frente a, por
ejemplo, el ana´lisis de regresio´n lineal (por ejemplo, no ha de cumplir supuestos
distribucionales en los datos), existen algunos puntos en los que el ana´lisis de
regresio´n log´ıstica tiene problemas. Aunque se han identificado varios aspectos que
influyen negativamente sobre el ana´lisis de regresio´n log´ıstica (por ejemplo, el nivel
de separacio´n entre los valores de la variable dependiente, problemas nume´ricos
derivados de la frecuencia observada en las combinaciones entre los niveles de
la/s variable/s independiente/s y la dependiente, la colinealidad, el taman˜o de
muestra, el nu´mero de casos perdidos o la categorizacio´n de las variables) esta
seccio´n se dedicara´ a destacar las limitaciones que tiene el modelo log´ıstico en el
contexto de la investigacio´n de esta tesis. A su vez, se perfilaran algunos de los
desarrollos introducidos en esta te´cnica de ana´lisis para solventar estos problemas.
2.3.1. Taman˜o de muestra
El taman˜o de la muestra es posiblemente uno de los aspectos ma´s preocupantes
en el disen˜o de estudios que implican un ana´lisis de regresio´n log´ıstica (p. e., Bull,
Mak, y Greenwood, 2002; Firth, 1993; Harrel et al., 1985; Jovel, 1995; Long, 1997;
Ortega y Cayuela, 2002; Silva y Barroso, 2004). Ello se debe al propio procedi-
miento de estimacio´n del modelo. Dado que el me´todo de estimacio´n del modelo
de regresio´n log´ıstica es ma´ximo-verosimil, a medida que aumenta el taman˜o de
la muestra las estimaciones son ma´s estables y fiables.
La discusio´n relativa al efecto que tiene el taman˜o de la muestra sobre los
resultados del ana´lisis de regresio´n log´ıstica ha girado en torno a la estimacio´n de
los para´metros del modelo as´ı como en la determinacio´n de las relaciones entre
variables. En este sentido, se ha identificado tres tipos de errores que pueden
producirse en la estimacio´n de modelos log´ısticos (Irala et al., 1997; Ortega y
Cayuela, 2002; Peduzzi, Concato, Kemper, Holford, y Feinstein, 1996): el sobre-
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ajuste o error tipo I se produce cuando se mantienen muchas variables que so´lo
aportan ((ruido)) en el modelo final; el sub-ajuste o error tipo II se da cuando no
han sido incluidas en el modelo final variables relevantes; y el ajuste parado´gico
o error tipo III que aparece cuando un factor concreto ha sido asociado en la di-
reccio´n opuesta al efecto real que tiene la variable independiente sobre la variable
dependiente.
Lilienfeld y Pyne (1984) observaron que el taman˜o de la muestra influ´ıa en la
fiabilidad de las estimaciones de los para´metros, en la exactitud de la estimacio´n
de β y en la exactitud del contraste de hipo´tesis H0 : β = 0. En concreto, encon-
traron que la desviacio´n t´ıpica para las estimaciones de β en muestras simuladas
se reduc´ıa a medida que aumentaba el taman˜o de la muestra. La exactitud de
esta estimacio´n tambie´n se ve´ıa afectada a medida que se reduc´ıa el taman˜o de
la muestra, aunque en este caso la direccio´n del sesgo depend´ıa de la distribucio´n
muestral de las observaciones (esto es, si los datos se distribu´ıan exponencial,
normal o binomialmente). En cuanto a la exactitud de contraste de hipo´tesis,
tambie´n encontraron que a medida que aumentaba la muestra los resultados eran
ma´s va´lidos.
En lo que respecta al porcentaje de varianza de la variable dependiente expli-
cada por el conjunto de variables independientes, DeMaris (2002) encontro´ que
las muestras que conten´ıan menos de 200 observaciones sol´ıan mostrar problemas
nume´ricos en las estimaciones de los para´metros pero no encontro´ ningu´n patro´n
significativo en relacio´n al coeficiente de determinacio´n.
Con el objetivo de minimizar el impacto del taman˜o de la muestra, Whitter-
more (1981) desarrollo´ un procedimiento para calcular taman˜os muestrales o´pti-
mos en el ana´lisis de regresio´n log´ıstica usando una estimacio´n ma´ximo-verosimil
asinto´tica de la matriz de covarianza a partir de la matriz de Hess, la cual es va´lida
como representante de la matriz de informacio´n de Fisher cuando la probabilidad
de respuesta es baja. Con posterioridad, Hsieh (1989) publico´ un conjunto de ta-
blas de taman˜os muestrales para regresio´n log´ıstica simple y mu´ltiple basados en
la propuesta de Whittermore. Mostraron que sus tablas son u´tiles para estudios
epidemiolo´gicos en los que la prevalencia de los factores es alta o baja y que,
aunque las tablas no son del todo precisas para ciertos factores de riesgo, son
razonablemente apropiadas para distribuciones en las que los factores de riesgo
se distribuyen exponencial y normalmente.
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Recientemente se han desarrollado me´todos ma´s sencillos orientados a estimar
el taman˜o muestral necesario para estudios que implican ana´lisis de regresio´n te-
niendo en cuenta la tasa de prevalencia de las variables independientes, la potencia
estad´ıstica as´ı como su nivel de medida (Hsieh, Bloch, y Larsen, 1998). Tambie´n
se han disen˜ado programa´s estad´ısticos para automatizar estos ca´lculos (p. e.,
nQuery, SSIZE o EGRET SIZ).
La recomendacio´n general que se hace respecto al taman˜o de la muestra es
que exista un ratio entre el nu´mero de observaciones y el nu´mero de para´metros
mayor que diez (Bull et al., 2002); esto es, cuando
Nu´mero de Observaciones
Nu´mero de para´metros
≥ 10,
podemos decir que tenemos un taman˜o muestra adecuado para el modelo.
Otro aspecto relacionado con el taman˜o de la muestra que ha acaparado gran
intere´s es el nu´mero de eventos por variable (EPV); esto es, la relacio´n que existe
entre el nu´mero de veces en que la variable dependiente tiene resultados positivos
y el nu´mero de variables del modelo de regresio´n (Concato, Peduzzi, Holford,
y Feinstein, 1995; Harrel et al., 1985; G. King y Zeng, 2001a, 2001b; Peduzzi,
Concato, Feinstein, y Holford, 1995; Peduzzi et al., 1996). En concreto, se estima
que en la medida en que
f(y = 1)
Nu´ero de Variables Independientes
≥ 10,
el porcentaje de sesgo relativo en la estimacio´n de los coeficientes as´ı como sus
errores absolutos se reduce, la varianza de las estimaciones se minimiza, se reduce
la tasa de ajustes parado´jicos y aumenta la potencia estad´ıstica (Peduzzi et al.,
1995, 1996).
Una de las estrategias que se ha seguido para paliar el problema del taman˜o de
la muestra ha sido el desarrollo de lo que se conoce como regresio´n log´ıstica exacta
(Hirji, Mehta, y Patel, 1987; E. King y Ryan, 2002; Mehta y Patel, 1995). La
regresio´n log´ıstica exacta se basa en ca´lculos condicionales y permutacionales. No
obstante, tiene el problema de basarse en procedimientos de co´mputo intensivos
que no han podido ser implementados en los programas informa´ticos hasta hace
relativamente poco tiempo.
Otra te´cnica que se ha seguido para intentar solucionar los problemas que
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surgen de un reducido taman˜o de muestra es la optimizacio´n de las funciones que
hacen mı´nimo el error asinto´tico (Firth, 1993). Por ejemplo, (Bull et al., 2002)
desarrollaron una funcio´n de penalizacio´n que reduc´ıa los problemas nume´ricos
en la regresio´n log´ıstica multinomial. El software LogXact desarrollado por Cytel
Software (www.cytel.com) es un ejemplo del intento de superar esta limitacio´n de
la regresio´n log´ıstica.
2.3.2. Casos perdidos
El problema de la presencia de datos perdidos esta´ muy relacionado con el pro-
blema del taman˜o de la muestra descrito anteriormente. Ello es debido a que
cuando existe un caso con un dato perdido en alguna de sus variables en una
muestra, este caso suele ser excluido del ana´lisis y, por consiguiente, el taman˜o de
la muestra se reduce. Aunque se han desarrollado procedimientos de imputacio´n
orientados a reducir el impacto de la tasa de valores perdidos en las muestras (p.
e. Allison, 2002; Hair et al., 1998), lo ma´s recomendable es poner medidas para
que se produzca la menor tasa posible de datos perdidos.
No obstante, tambie´n se han desarrollado me´todos para paliar la desventaja
que supone la presencia de datos perdidos en las muestras. Un ejemplo de paquete
estad´ıstico que incorpora este nuevo tipo de procedimientos es LogXact.
2.3.3. Categorizacio´n de las variables
Para terminar, hay que destacar que la discretizacio´n a la que son sometidas al-
gunas variables puede afectar a los resultados de los ana´lisis de regresio´n log´ıstica
especialmente, como sen˜alan (Reade y Kupper, 1995), en los estudios sociales.
La categorizacio´n de variables continuas tiene como ventaja el evitar asun-
ciones distribucionales sobre las variables, permite realizar interpretaciones ma´s
simples de los resultados, proporciona mayor robustez en el caso de que el modelo
haya sido mal especificado o cuando existen datos extremos (Cusmille y Bangdi-
wala, 2000; Zhao y Kolonel, 1992). No obstante, tambie´n supone una pe´rdida de
informacio´n importante que produce serios sesgos en los resultados estad´ısticos.
En primer lugar, las estimaciones de las medidas de asociacio´n entre las va-
riables pueden variar dependiendo del punto de corte tomado para hacer la clasi-
ficacio´n (Altman, Lausen, Sauerbrei, y Schumacher, 1994; Flegal, Keyl, y Nieto,
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1991). Por ejemplo, Ragland (1992) observo´ que al recodificar dicoto´micamente
una variable dependiente continua distribuida normalmente, la funcio´n que la re-
laciona con la odds ratio toma forma de U a medida que aumentamos el valor de
corte.
El error de clasificacio´n se da cuando los sujetos o casos de una base de datos
son asignados a categor´ıas particulares aunque deber´ıan haber sido asignados a
otras categor´ıas (Reade y Kupper, 1995). Se han identificado dos tipos importan-
tes de errores de clasificacio´n: las clasificaciones no diferenciales y las clasificacio-
nes diferenciales. En los errores de clasificacio´n no diferencial la probabilidad de
mala clasificacio´n de un sujeto o caso es independiente de si el sujeto o dato posee
el rasgo o no (p. e., una enfermedad). Por su parte, en los errores de clasificacio´n
diferencial existe una probabilidad diferencial de ser mal clasificado para sujetos
o casos que poseen o no poseen el rasgo. Flegal et al. (1991) encontraron que los
errores de clasificacio´n en las variables dependientes de un modelo de regresio´n
log´ıstica ten´ıan un efecto diferente dependiendo de si se comet´ıan clasificaciones
diferenciales o no diferenciales. En concreto, observaron que en el caso de clasifi-
caciones diferenciales se produce un sesgo en la odds ratio que tend´ıa a subestimar
la relacio´n entre variable dependiente e independiente. Por otro lado, cuando la
mala clasificacio´n era de tipo no diferencial el sesgo en el nivel de riesgo relativo
tend´ıa a la nulidad o se alejaba de ella.
Por su parte, Fung y Howe (1984) estudiaron los efectos de la mala clasificacio´n
no diferencial conjunta de una variable independiente y una variable confusora
sobre la estimacio´n del riesgo relativo. Un ejemplo del efecto que tienen las va-
riables confusoras sobre la estimacio´n del los para´metros de un modelo log´ıstico
lo podemos encontrar en el trabajo de Chuang (1997); donde se encontro´ que la
tendencia a abandonar los estudios en estudiantes de secundaria no estaba rela-
cionada con la raza de los mismos, sino que, ma´s bien, exist´ıan un conjunto de
variables confusoras (como haber sido expulsado del colegio o haber estado im-
plicado en actividades ilegales) que hab´ıan estado enmascarando la relacio´n entre
variable dependiente e independiente en estudios anteriores. As´ı pues, cuando la
variable independiente y la variable confusora esta´n asociadas positivamente y el
factor de riesgo es el que esta´ mal clasificado, las estimaciones de la odds ratio
tiende a uno. Sin embargo, cuando la variable independiente y la confusora esta-
ban relacionados negativamente, tanto la mala clasificacio´n de una como de otra
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sesgan las estimaciones hacia la unidad.
Otro efecto importante que tiene la categorizacio´n de variables continuas sobre
el ana´lisis de datos es la reduccio´n de la potencia estad´ıstica (Cusmille y Bangdi-
wala, 2000; Fung y Howe, 1984; Ragland, 1992). A su vez, la mala categorizacio´n
de las variables tambie´n puede aumentar el riesgo del Error Tipo I (Altman et
al., 1994; Reade y Kupper, 1995).
Para terminar, tambie´n hay que tener en cuenta el efecto que tienen los erro-
res de medida en relacio´n a los errores de clasificacio´n. Flegal et al. (1991) hi-
cieron notar que cuando una variable continua independiente medida con error
era dicotomizada tomando un punto de corte arbitrario, la probabilidad de mala
clasificacio´n pod´ıa no ser uniforme a lo largo de los valores de exposicio´n. Ma´s
concretamente, cuando las categor´ıas de exposicio´n hab´ıan sido formadas a partir
de una variable continua con errores distribuidos normalmente, la probabilidad
de mala clasificacio´n es mayor cerca del punto de corte usado para formar las
categor´ıas, independientemente del valor usado para hacer la clasificacio´n.
79
Fundamentos de la regresio´n log´ıstica
80
Capı´tulo 3
Fundamentos de las redes bayesianas
“[…] que le murasen y tapiasen el 
aposento de los libros, […] quizá quitando 
la causa, cesaría el efecto[…]”
(De Cervantes, 1605/2004)
3.1. Estructura y funcionamiento
Las redes bayesianas (tambie´n conocidas como redes causales probabil´ısticas, sis-
temas expertos bayesianos, sistemas expertos probabil´ısticos, redes causales, redes
de creencia o diagramas de influencia) son herramientas estad´ısticas que repre-
sentan un conjunto de incertidumbres asociadas en base a las relaciones de in-
dependencia condicional que se establecen entre ellas. Pertenecen al conjunto de
te´cnicas orientadas a la modelizacio´n gra´fica (I. Mart´ınez y Rodr´ıguez, 2003) y
forman parte de la familia de los Sistemas Estoca´sticos Altamente Estructura-
dos (Cowell et al., 1999). En la Tabla 3.1 aparecen diferentes definiciones de red
bayesiana.
Por tanto, una red bayesiana es un modelo probabil´ıstico multivariante que
representa las variables del modelo gra´ficamente; siguiendo a Kadie, Hovel, y
Horvitz (2001) dir´ıamos que una red bayesiana es un conjunto de variables, una
estructura gra´fica conectando estas variables y un conjunto de distribuciones de
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probabilidad condicional. Codifica la incertidumbre asociada a cada variable por
medio de probabilidades y, gracias al teorema de Bayes, esta incertidumbre es
susceptible de ser modificada en base a observaciones (o evidencias) sobre el
modelo.
Tabla 3.1: Algunas definiciones de red bayesiana
Definicio´n Autor/es An˜o
Una red bayesiana es una representacio´n para una distri-
bucio´n de probabilidad conjunta en la que se puede asignar
la probabilidad para todas las posibles combinaciones de
valores para todas las variables
Martin y VanLehn 1995
Una red bayesiana es un modelo gra´fico para las relaciones
probabil´ısticas entre un conjunto de variables
Heckerman 1995
Una red bayesiana es un modo de representar incertidum-
bres relacionadas
Edwards 1998
Una red bayesiana es la especificacio´n de la distribucio´n
de probabilidad conjunta de varias variables en te´rminos
de las distribuciones condicionales de cada variable
Nadkarni y Shenoy 2001
Las redes bayesianas son un me´todo de inferencia donde
la incertidumbre es manipulada de un modo lo´gicamente
riguroso pero simple
Garbolino y Taroni 2002
Una red bayesiana es un triplete (V ,G ,P). V es un con-
junto de variables, G es un grafo dirigido ac´ıclico cuyos
nodos corresponden uno-a-uno a los miembros de V de tal
modo que cada variable es condicionalmente independien-
te de sus no descendentes dados sus padres. Denotando
los padres de v ∈ V en G por pi(v); P es un conjunto de
distribuciones de probabilidad: P = {P (v|pi(v))|v ∈ V }
Xiang 2002
Las redes causales bayesianas representan hipo´tesis cau-
sales como grafos dirigidos
Glymour 2003
Un red bayesiana es u par (G ,P) donde G es un grafo
dirigido ac´ıclico en el que cada ve´rtice es una variable
aleatoria, P = {p(xi|pii), . . . , p(xn|pin)} es un conjunto
de n funciones de probabilidad condicionada, una para
cada variable, y pii es el conjunto de padres del nodo Xi
en G
I. Mart´ınez y Rodr´ıguez 2003
Las variables del modelo pueden ser probabil´ısticas o determin´ısticas. Cuando
una variable es probabil´ıstica los valores que puede tomar esta´n determinados con
una probabilidad en funcio´n de los valores que toman las otras variables de las
que depende. Por el contrario, cuando una variable es determin´ıstica su estado,
en relacio´n a las variables de las que depende, se expresa en te´rminos absolutos.
Por ejemplo, una variable que representa una compuerta lo´gica tipo ((Y)) u ((O))
ser´ıa una variable determin´ıstica. A continuacio´n se vera´ ma´s detalladamente en
que´ consiste la estructura y el funcionamiento de una red bayesiana.
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3.1.1. Estructura
Un criterio que se ha utilizado para describir la estructura de una red bayesiana
ha sido el grado en que sus elementos son ((visibles)) para el usuario (Edwards,
1998; Edwards y Fasolo, 2001). En el nivel ma´s molar estar´ıan las variables del
modelo representadas por nodos y un conjunto de flechas que relacionan estas
variables en te´rminos de influencia. A un nivel inferior estar´ıan los niveles o
estados, tambie´n conocidos como espacio de estados (Nadkarni y Shenoy, 2001,
2004), de cada una de las variables del modelo. En tercer lugar, tendr´ıamos un
conjunto de tablas de probabilidad condicional, una para cada nodo, donde se
representar´ıa la probabilidad de cada estado de la variable condicionado a los
posibles valores de las variables que les env´ıan una flecha. Por u´ltimo, y en el
nivel ma´s bajo, tendr´ıamos un conjunto de algoritmos que permiten que la red
recalcule las probabilidades cuando recibe algu´n tipo de evidencia.
Sin embargo, la descripcio´n ma´s frecuente de la estructura de una red baye-
siana se refiere a sus dos dimensiones, una cualitativa y otra cuantitativa (p.
e., I. Mart´ınez y Rodr´ıguez, 2003), que se sustentan en dos grandes pilares de
la modelizacio´n matema´tica: la teor´ıa de grafos y la teor´ıa de la probabilidad,
respectivamente (R´ıos, 1995). Veamos en que consiste cada una de estas dimen-
siones.
Dimensio´n cualitativa
Una red bayesiana es un grafo, esto es; una representacio´n gra´fica de un problema.
Aunque la definicio´n de grafo, y la terminolog´ıa que lo acompan˜a, var´ıa en funcio´n
de los autores (p. e., Harary, 1969; Gould, 1988; Spirtes, Glymour, y Scheines,
2000; Tutte, 1984; Xiang, 2002); podemos definir grafo como un par G = (V,E),
donde V es un conjunto finito de ve´rtices, nodos o variables y E es un subconjunto
del conjunto V × V de pares ordenados de ve´rtices llamados enlaces o aristas.
Adema´s, una red bayesiana es un tipo particular de gra´fico que se denomina
grafo dirigido ac´ıclico. Dirigido hace referencia a que los enlaces entre los ve´rtices
del grafo esta´n orientados. Por ejemplo, si (A,B) ∈ E pero (B,A) /∈ E, diremos
que hay un enlace dirigido o arco entre los nodos y lo representaremos como
A → B. Ac´ıclico se refiere a que no pueden existir ciclos, bucles o loops en el
grafo, esto es; que si comenzamos a recorrer un camino desde un nodo, nunca
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podr´ıamos regresar al punto de partida.
Una conexio´n tipo A→ B indica dependencia o relevancia directa, o sea; que
B depende de A. En te´rminos causales dir´ıamos que A es la causa de B, y B el
efecto de A. Tambie´n se dice que A es padre (o la variable madre) de B y que B es
el hijo (o la variable hija) de A. Aunque la presencia de arcos entre nodos codifica
informacio´n esencial sobre el modelo representado en la red, la ausencia de arcos
entre nodos aporta una valios´ısima informacio´n ya que representa independencia
condicional (Edwards, 1998).
El principio de independencia condicional puede enunciarse del siguiente mo-
do: sean tres conjuntos X,Y y Z de variables; X e Y son (condicionalmente)
independientes dado Z si p(x|z) = p(x|yz). Otro modo de enunciar el principio de
independencia condicional es el siguiente: dos variables, X e Y , son independien-
tes en probabilidad de una tercera Z si y solamente si p(xy|z) = p(x|z)× p(y|z).
La consecuencia fundamental de este principio es que la probabilidad de X es la
misma condiciona´ndola a Z que condiciona´ndola a Z e Y . O lo que es lo mismo,
que si conocemos el estado de Z, el conocimiento del estado de Y es irrelevante
para saber algo de X. Por u´ltimo, una propiedad importante del principio de in-
dependencia condicional es que es sime´trico; esto es, cuando X es independiente
de Y , Y es independiente de X. Esta propiedad de las redes bayesianas permite
factorizar la distribucio´n conjunta de las variables del modelo de tal manera que
la propagacio´n de evidencias a trave´s del modelo se realiza eficientemente ya que
p(x) =
∏
v∈V
p(xv|xpa(v)), (3.1)
donde xv se refiere a un nodo concreto del modelo y xpa(v) se refiere a sus padres
(p. e., Cowell et al., 1999; Ga´mez, 1998; Hoeting, Madigan, y Raftery, 1999;
Huete, 1998; J. Lo´pez et al., 2007; Nadkarni y Shenoy, 2001).
En una red bayesiana pueden existir tres tipos de conexiones ba´sicas (seriales,
convergentes y divergentes), cada una con propiedades cualitativas diferentes y
que favorecen matizaciones en la propagacio´n de probabilidades ante una nueva
evidencia sobre el modelo. Estas estructuras son bien conocidas en estad´ıstica
(p.e., I. Mart´ınez y Rodr´ıguez, 2003), se tienen en cuenta a la hora de aprender
estructuras causales (p. e., Glymour, 2001, 2003) y han sido propuestas como
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A B C
a
A B C
b
A B C
Evidencia
c
Figura 3.1: Conexio´n serial (a), su flujo de informacio´n (b) y la alteracio´n de la
propagacio´n ante una evidencia (c).
una herramienta valiosa en la evaluacio´n de evidencias cient´ıficas en el contexto
forense (p. e., Garbolino y Taroni, 2002; Oatley y Ewart, 2003).
Las conexiones en serie, tambie´n llamadas cadenas causales, representan a
un conjunto de variables asociadas linealmente que denota dependencia entre las
variables (Figura 3.1). En este caso, B depende de A y C de B. En te´rminos
causales dir´ıamos que A es causa de B y que B es causa de C. En este caso,
dada la dependencia entre las variables, cuando conocemos informacio´n sobre A
podemos modificar nuestra certeza sobre el estado de C; y a la inversa, cuando
sabemos algo sobre el estado de C la creencia sobre el estado de A se altera. Sin
embargo, si el estado de B es conocido; conocer alguna informacio´n sobre A o C
no modificara´ nuestra creencia sobre el estado de estas variables. Podr´ıamos decir
que la propagacio´n de la informacio´n se bloquea y se dice que A y C se tornan
condicionalmente independientes dado B (Figura 3.1 derecha).
En las conexiones divergentes tenemos un nodo padre que proyecta sus arcos
hacia varios hijos; o lo que es lo mismo, las flechas que salen de e´l y divergen
hacia sus hijos (Figura 3.2 izquierda). Este tipo de conexio´n es el ma´s apropiado
para representar enfermedades o trastornos que son detectables por sus s´ınto-
mas (Herskovits y Dagher, 1997) y en te´rminos causales se interpretar´ıa que una
causa (p. e. un resfriado) genera varios s´ıntomas (p. e. tos, congestio´n, dolor de
cabeza, etc.). Cuando no conocemos el estado de la variable madre existe una
dependencia entre las variables ana´loga a la que se da en la conexio´n serial. Sin
embargo, cuando el estado de la variable madre se conoce las variables hijo se
tornan independientes (Figura 3.2 derecha) y la informacio´n no se propaga si
an˜adimos evidencias sobre los nodos hijos. En nuestro ejemplo, B, C y D ser´ıan
independientes dado A.
Por u´ltimo, en las conexiones convergentes (llamadas tambie´n cabeza a cabeza)
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B C D
a
A
B C D
b
A
B C D
c
A Evidencia
Figura 3.2: Conexio´n divergente (a), su flujo de informacio´n (b) y la alteracio´n
de la propagacio´n ante una evidencia (c).
A B C
a
B
A B C
b
B
A B C
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B Evidencia
Figura 3.3: Conexio´n convergente (a), su flujo de informacio´n (b) y la alteracio´n
de la propagacio´n ante una evidencia (c).
varias variables apuntan con sus arcos hacia una variable de convergencia (Figura
3.3), esto es, convergen en un mismo nodo hijo. En este tipo de conexiones las
variables madre son independientes entre s´ı, pero la variable de convergencia
puede influir sobre sus nodos padre (Figura 3.3 centro). La propiedad importante
de este tipo de conexio´n a la hora de propagar la informacio´n es que cuando
se tiene evidencia sobre la variable de convergencia, los nodos padre se vuelven
dependientes y la evidencia sobre el estado de uno de ellos se propaga por los
dema´s (Figura 3.3 derecha). Se dir´ıa, en nuestro ejemplo, que A, B y C son
dependientes dado D.
Dimensio´n cuantitativa
Hay tres elementos esenciales que caracterizan la dimensio´n cuantitativa de una
red bayesiana: el concepto de probabilidad como un grado de creencia subjetiva
relativa a la ocurrencia de un evento, el teorema de Bayes como heur´ıstico actua-
lizador de creencias y un conjunto de funciones de probabilidad condicionada.
Existen, al menos, cuatro formas de entender la probabilidad: cla´sica, emp´ıri-
ca, axioma´tica y subjetivamente. Desde la concepcio´n cla´sica, introducida por
Laplace, la probabilidad de que ocurra un evento de un espacio muestral viene
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dado por la razo´n que se establece entre el nu´mero de casos favorables y el nu´mero
de casos posibles (3.2).
p(A) =
nA
n
, (3.2)
donde nA representa el nu´mero de casos favorables a A y n representa el nu´mero
total de casos.
Sin embargo, este principio conduce a conclusiones falaces en determinadas
situaciones (p. e. cuando la muestra de sucesos es muy pequen˜a). Para solven-
tar este problema se propuso otra definicio´n de probabilidad, compatible con la
cla´sica, donde se entiende que la probabilidad de un evento esta en funcio´n del
nu´mero de ensayos favorables al suceso cuando estos tienden a infinito (3.3).
p(A) = l´ım
n→∞
nA
n
. (3.3)
Pero esta definicio´n de probabilidad tambie´n plantea problemas porque, por
ejemplo, hay situaciones en las que no es posible repetir un experimento infini-
tas veces. Por lo tanto se hizo necesario desarrollar otra forma de entender la
probabilidad. Fue Kolmogoroff, entre 1930 y 1950, quien propuso un conjunto de
axiomas que hicieran matema´ticamente tratable el concepto de probabilidad; a
saber: que la probabilidad esta´ comprendida entre 0 y 1, que la probabilidad de
un suceso seguro es 1 y que la probabilidad de la unio´n de sucesos incompatibles
es la suma de sus probabilidades.
Por u´ltimo, la probabilidad puede ser entendida como algo subjetivo (Cox,
1946), como el grado de creencia que tenemos sobre la ocurrencia de un suceso.
La probabilidad ser´ıa entendida como ((algo que esta´ en nuestra mente y no en
el mundo f´ısico real)) (Dixon, 1964/1970, p. 5.2). A esta concepcio´n de la proba-
bilidad se le suele denominar bayesiana y para clarificar esta nueva concepcio´n
de la probabilidad se suele aludir a la dicotomı´a frecuentista/bayesiana (p.e.,
Alonso y Tubau, 2002; Cowell et al., 1999; De la Fuente, Garc´ıa, y De la Fuente,
2002; Heckerman, 1995; Serrano, 2003). Por otro lado, la concepcio´n bayesiana
de la probabilidad esta´ lejos de ser unitaria; ma´s bien, como sen˜ala Neapolitan
y Morris (2004) pueden identificarse tres grupos de perspectivas bayesianas que
difieren entre s´ı en la concepcio´n de probabilidad f´ısica: a) una rama que la con-
sidera inexistente, b) otra que la rechaza y c) un tercer grupo la usa como si
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existiese aunque no la justifica filoso´ficamente.
De una manera u otra, la probabilidad es una forma de cuantificar la incerti-
dumbre asociada a la ocurrencia de eventos. En el caso de las redes bayesianas la
probabilidad es entendida en sentido subjetivo, es decir, como la creencia subje-
tiva que tenemos de la ocurrencia de un suceso.
El teorema de Bayes (3.4) es una regla que se deriva del concepto de proba-
bilidad condicional aplicado a la interseccio´n de sucesos. Es una herramienta que
ayuda a actualizar la creencia que tenemos sobre un evento cuando conocemos
informacio´n relacionada con el mismo.
p(B|A) =
p(A|B)× p(B)
p(A)
. (3.4)
Por ejemplo, supongamos que la prevalencia del Trastorno Depresivo Mayor
en la poblacio´n general es del 25% (p(D) = 0,25) y que el 60% de las personas
que sufren un Trastorno Depresivo Mayor tienen insomnio (p(I|D) = 0,6). Si una
amiga nuestra nos dijese que ha estado experimentando serios problemas para
dormir y que se ha sentido muy afligida durante los u´ltimos meses, podr´ıamos
calcular la probabilidad de que estuviese sufriendo un Trastorno Depresivo Mayor
usando la regla de Bayes:
p(D|I) =
p(I|D)× p(D)
p(I)
=
0,6× 0,25
1
= 0,15.
Pues bien, las redes bayesianas usan el teorema de Bayes y los principios de
independencia condicional entre las variables de un modelo gra´fico para propagar
probabilidades en base a evidencias de este tipo. Aunque estos principios en los
que se basa la estad´ıstica bayesiana fueron producidos hace alrededor de 200
an˜os, no fue hasta la de´cada de 1930 cuando se pusieron en pra´ctica (SPSS y
Recognition Systems, 1997).
Por u´ltimo, las tablas de probabilidad condicional (TPC) son los elementos
sobre los que opera el teorema de Bayes. En una red bayesiana cada variable
trabaja como una funcio´n probabil´ıstica definida por una tabla de probabilidad
condicional que representa los valores (o niveles) de la variable condicionados
a cada una de las posibles combinaciones que se establecen entre los niveles o
valores de las variables madre. A todas estas combinaciones entre los valores de
la variable y los valores de sus variables madre se les asigna una probabilidad y
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estas probabilidades son sobre las que trabaja el teorema de Bayes.
3.1.2. Funcionamiento
Como se ha sen˜alado, una red bayesiana es un modelo probabil´ıstico multivariado
que trabaja tanto con informacio´n cuantitativa como cualitativa. Esto es una gran
ventaja ya que podemos tener una idea general del modelo con un simple vistazo y
porque los algoritmos de propagacio´n de probabilidades nos indican el estado ma´s
probable de una o varias variables teniendo en cuenta un conjunto de evidencias.
Para mostrar como funciona una red bayesiana en su modo de inferencia vamos
a utilizar la red Recuerdo 1 que ha sido disen˜ada espec´ıficamente para este texto
(Figura 3.4). Podemos suponer que para desarrollarla hemos llevado a cabo un
conjunto de estudios experimentales con los que hemos obtenido registros de las
variables que aqu´ı aparecen reflejadas.
Calidad del SueñoRecuerdo 30 m. DespuésTiempo de Aprendizaje (m)
Puntuación en un Examen
Número de Palabras Tipo de Procesamiento
Figura 3.4: Red Recuerdo.
Este ser´ıa el aspecto cualitativo, o el nivel ma´s molar (Edwards, 1998; Edwards
y Fasolo, 2001), de nuestra red. La descripcio´n de las variables y sus posibles
valores, o sus espacios de estados (Nadkarni y Shenoy, 2001, 2004), ser´ıan los
siguientes 2:
Nu´mero de palabras (NP): nu´mero de palabras de una lista que puede tomar
los valores Muchas y Pocas.
Tipo de Procesamiento (TP): que hace referencia al tipo de estrategia lle-
vada a cabo durante la fase de aprendizaje y que puede tomar los valores
1Los datos presentados en esta red son ficticios y su valor es u´nicamente ilustrativo.
2Aunque las redes bayesianas pueden representar variables cualitativas de mu´ltiples nive-
les y variables cuantitativas, aqu´ı vamos a suponer que todas las variables son cualitativas y
dicoto´micas con fines ilustrativos.
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Tabla 3.2: TPC para el nodo NP.
p(NP ) Muchas Pocas
0,50 0,5
Tabla 3.3: TPC para el nodo TP.
p(TP ) Profundo Superficial
0,5 0,5
Tabla 3.4: TPC para el nodo SU.
p(SU) Buena Mala
0,45 0,55
Tabla 3.5: TPC para el nodo TA.
p(TA|NP ) Alto Bajo
Muchas 0,75 0,25
Pocas 0,25 0,75
Profundo o Superficial.
Tiempo de Aprendizaje (TA): tiempo necesario para aprender una lista de
palabras con los valores Alto y Bajo.
Recuerdo Despue´s de 30 m. (RE): indica como ha sido el recuerdo de pala-
bras despue´s de la fase de aprendizaje, sus valores son Bueno y Malo.
Puntuacio´n en un Examen (EX): representa la puntuacio´n en un examen
dos d´ıas despue´s del aprendizaje y puede tomar los valores de Alta o Baja.
Calidad del Suen˜o (SU): referida a la calidad con que ha dormido una
persona la noche anterior al examen que puede ser Buena o Mala.
Con lo anterior tendr´ıamos definida la estructura cualitativa de la red pero pa-
ra poder verla funcionar necesitar´ıamos un conjunto de funciones de probabilidad,
una por variable, codificadas mediante tablas de probabilidad condicional (TPC).
Las Tablas de la 3.2 a la 3.7 representan las tablas de probabilidad condicional
contenidas en cada variable.
La interpretacio´n de las probabilidades de las tablas es la siguiente. En las
tablas que pertenecen a variables que no tienen padres aparecen las probabilidades
previas asignadas a cada nivel de la variable. Por ejemplo, en la Tabla 3.4 se indica
que la probabilidad de tener una noche de suen˜o placentero antes del examen es
de 0,45; mientras que la probabilidad de que sea mala es de 0,55. En las variables
que tienen padres habra´ tantas probabilidades como permitan todas las posibles
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Tabla 3.6: TPC para el nodo RE.
p(RE|NP, TP ) Bueno Malo
Muchas, Superficial 0,25 0,75
Muchas, Profundo 0,75 0,25
Pocas, Superficial 0,55 0,45
Pocas, Profundo 0,85 0,15
Tabla 3.7: TPC para el nodo EX.
p(EX|RE, SU) Alta Baja
Bueno, Buena 0,95 0,05
Bueno, Mala 0,70 0,30
Malo, Buena 0,50 0,50
Malo, Mala 0,25 0,75
combinaciones entre los niveles de las variables padre y la variable en cuestio´n.
Por ejemplo, en el cruce de la segunda fila y la segunda columna de la Tabla
3.6 aparece la probabilidad (0,25) de que el recuerdo despue´s de 30 minutos sea
bueno dado que el nu´mero de palabras de la lista sea elevado y se haya hecho
una codificacio´n superficial. A la derecha de este valor aparecer´ıa la probabilidad
de que el recuerdo fuese malo en el caso de que el nu´mero de palabras de la lista
fuese grande y se hubiese realizado un procesamiento superficial. Sin embargo,
aunque la red Recuerdo necesita todas estas probabilidades para funcionar, no
son visibles para el usuario que pretende realizar inferencias derivadas de una
evidencia sobre el modelo.
Lo primero que tenemos que hacer cuando tratamos de utilizar una red ba-
yesiana es compilarla. Cuando compilamos una red bayesiana generamos una
representacio´n interna del conjunto de funciones de probabilidad codificadas me-
diante tablas de probabilidad condicional. Esta representacio´n interna da como
resultado el conjunto de probabilidades previas asociadas a cada nivel de cada
una de las variables del modelo (Figura 3.5)3. Las barras que aparecen a la dere-
cha de la probabilidad previa para cada nivel de la variable representa el taman˜o
de la probabilidad proporcionalmente. En lo que respecta a la factorizacio´n del
modelo, basa´ndonos en la ecuacio´n 3.1, la probabilidad conjunta de las variables
viene dada por
p(X) = p(NP )×p(TP )×p(TA|NP )×p(RE|NP, TP )×p(SU)×p(EX|RE, SU).
En este momento podemos instanciar 4 alguna de las variables del modelo.
3En los gra´ficos las probabilidades se expresara´n como porcentajes.
4Instanciar es suministrar una evidencia/ejemplo a la red que genera cambios en algunas
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Calidad del Sueño
Buena
Mala
45.0
55.0
Recuerdo 30 m. Después
Bueno
Malo
60.0
40.0
Tiempo de Aprendizaje (m)
Alto
Bajo
50.0
50.0
Puntuación en un Examen
Alta
Baja
63.2
36.8
Número de Palabras
Muchas
Pocas
50.0
50.0
Tipo de Procesamiento
Superficial
Profundo
50.0
50.0
Figura 3.5: Red Recuerdo compilada.
Cuando hacemos esto, esta informacio´n se propaga por la red gracias al teorema de
Bayes y algunas probabilidades son recalculadas, obtenie´ndose lo que se denomina
distribucio´n posterior o a posteriori. Hay dos modos de instanciar una variable:
con evidencia dura, cuando la probabilidad del estado de la variable es conocido
al 100%; o con evidencia suave, que ser´ıan las situaciones en las que tenemos un
conocimiento incerto sobre el estado de la variable.
Como se puede ver en la red, la presencia de un arco que une dos nodos
representa relacio´n de relevancia o dependencia directa. Por ejemplo, Nu´mero de
Palabras → Tiempo de Aprendizaje indica que el tiempo necesario para aprender todas
las palabras de una lista depende del nu´mero de palabras que contiene.
Consideremos el subgrafo Nu´mero de Palabras → Recuerdo Despue´s de 30 m.→ Pun-
tuacio´n en un Examen. Segu´n esta representacio´n el nu´mero de palabras de una
lista influye en el recuerdo y este, a su vez, sobre la puntuacio´n en un examen.
Adema´s, cuando no se sabe nada sobre el recuerdo, la puntuacio´n en un examen
nos permite estimar el nu´mero de palabras que hab´ıa en la lista y viceversa. Por
ejemplo, imaginemos que el nu´mero de palabras fue pequen˜o para un participante
del estudio (Figura 3.6). Si instanciamos la red haciendo que el valor de la varia-
ble Nu´mero de Palabras en su nivel Pocas valga 1 veremos que la probabilidad
de tener un buen recuerdo pasados 30 minutos aumenta desde 0,6 hasta 0,7. Por
otro lado, la probabilidad de que esa persona obtuviese una puntuacio´n elevada
en el examen aumenta de 0,63 a 0,68.
Imaginemos ahora que nos encontramos a un participante del estudio por
la calle y nos comenta que en el examen obtuvo una puntuacio´n muy baja. Si
introducimos esa informacio´n en la red (Figura 3.7) podemos observar como la
variables.
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Calidad del Sueño
Buena
Mala
45.0
55.0
Recuerdo 30 m. Después
Bueno
Malo
70.0
30.0
Tiempo de Aprendizaje (m)
Alto
Bajo
25.0
75.0
Puntuación en un Examen
Alta
Baja
67.8
32.3
Número de Palabras
Muchas
Pocas
   0
 100
Tipo de Procesamiento
Superficial
Profundo
50.0
50.0
Figura 3.6: Red Recuerdo con Nu´mero de Palabras instanciado.
Calidad del Sueño
Buena
Mala
28.2
71.8
Recuerdo 30 m. Después
Bueno
Malo
30.6
69.4
Tiempo de Aprendizaje (m)
Alto
Bajo
53.1
46.9
Puntuación en un Examen
Alta
Baja
   0
 100
Número de Palabras
Muchas
Pocas
56.1
43.9
Tipo de Procesamiento
Superficial
Profundo
62.2
37.8
Figura 3.7: Red Recuerdo con Puntuacio´n en un Examen instanciado.
informacio´n se propaga en sentido contrario a los arcos y la probabilidad de un
mal recuerdo asciende de 0,4 hasta 0,69. A su vez, la probabilidad de haber
estudiado una lista con muchas palabras aumenta de 0,50 a 0,56.
Supongamos ahora que el recuerdo de una persona tras 30 minutos fue ma-
lo (Figura 3.8), en este caso la probabilidad de que puntu´e bajo en el examen
pasa a 0,64. Si, adema´s, nos dicen que esa persona pertenecio´ al grupo que estu-
dio´ la lista de pocas palabras, las probabilidades de Puntuacio´n en un Examen
no sufren ningu´n cambio (Figura 3.9) ya que la puntuacio´n en el examen es inde-
pendiente del nu´mero de palabras dado el recuerdo tras 30 minutos (puede que
el participante del experimento no estuviese motivado lo suficiente).
3.2. Los diagramas de influencia
Existe otro tipo de redes denominadas diagramas de influencia que son un h´ıbrido
de las redes bayesianas y de la teor´ıa de la utilidad (Edwards, 1998; Edwards y
Fasolo, 2001). La caracter´ıstica esencial de este tipo de redes es que an˜aden una
dimensio´n de utilidad y esta´n orientadas a la toma de decisiones. En este tipo de
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Calidad del Sueño
Buena
Mala
45.0
55.0
Recuerdo 30 m. Después
Bueno
Malo
   0
 100
Tiempo de Aprendizaje (m)
Alto
Bajo
56.3
43.8
Puntuación en un Examen
Alta
Baja
36.2
63.7
Número de Palabras
Muchas
Pocas
62.5
37.5
Tipo de Procesamiento
Superficial
Profundo
75.0
25.0
Figura 3.8: Red Recuerdo con Recuerdo Despue´s de 30 m. instanciado.
Calidad del Sueño
Buena
Mala
45.0
55.0
Recuerdo 30 m. Después
Bueno
Malo
   0
 100
Tiempo de Aprendizaje (m)
Alto
Bajo
25.0
75.0
Puntuación en un Examen
Alta
Baja
36.2
63.7
Número de Palabras
Muchas
Pocas
   0
 100
Tipo de Procesamiento
Superficial
Profundo
75.0
25.0
Figura 3.9: Red Recuerdo con Recuerdo Despue´s de 30 m. y Nu´mero de Palabras
instanciados.
redes hay dos tipos nuevos de nodos: los nodos de utilidad y los nodos de decisio´n.
Los nodos de utilidad o satisfaccio´n son tablas de utilidad, donde aparecen
las posibles combinaciones de los estados de los nodos padre. Sin embargo, en vez
de llevar asociada una probabilidad a cada una de las posibles combinaciones de
los estados de los nodos padre, aparece un valor de utilidad para cada una de las
combinaciones. Por su parte, en los nodos de decisio´n aparece la utilidad esperada
de cada una de las posibles alternativas de decisio´n.
Los conceptos de utilidad y utilidad esperada provienen de la teor´ıa de la
decisio´n aplicados al campo de la economı´a y se desarrollaron a partir de la idea de
valor esperado o esperanza matema´tica (Edwards y Fasolo, 2001; Esteve, 1996b;
Hothersall, 1995/1997; Macia´, Barbero, Pe´rez-Llantada, y Vila, 1990; Valencia,
1994).
Para ver como funciona un diagrama de influencia vamos a utilizar la red
Ansiedad 5 (Figura 3.10) y vamos a considerar el siguiente ejemplo:
((Seraf´ın es un psico´logo cl´ınico especializado en trastornos psicolo´gi-
5Los datos presentados en esta red son ficticios y su valor es u´nicamente ilustrativo.
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Grado de Ansiedad ¿Trastorno con Ansiedad?
¿Tratamiento Farmacológico? Satisfacción
Figura 3.10: Red Ansiedad.
cos relacionados con la ansiedad. Por experiencia propia sabe que el
70% de las personas que acuden a su consulta no adolecen de un
trastorno de ansiedad, sino que a la base de sus trastornos hay otros
feno´menos. Las pruebas de que dispone Seraf´ın indican si una persona
que acude a su consulta carece de ansiedad, tiene niveles normales de
ansiedad o muestra ansiedad patolo´gica. Dado que Seraf´ın es un pro-
fesional conocedor de los u´ltimos avances psicofarmacolo´gicos, cuando
detecta que una persona puede tener un problema grave de ansiedad
se pone en contacto con un colega psiquiatra para trabajar en el di-
sen˜o de un posible tratamiento farmacolo´gico. Lo que ma´s le molesta
a Seraf´ın es que una persona tenga un trastorno y no lo detecte o que,
en menor medida, una persona no tenga un trastorno pero e´l piense
que s´ı. Por otro lado, se pone muy contento cuando una persona no
tiene trastorno relacionado con ansiedad ni necesita fa´rmacos para su
recuperacio´n. Tambie´n se alegra, aunque menos, cuando detecta que
una persona sufre un trastorno de ansiedad grave y necesita medica-
mentos)).
Como se puede apreciar en el grafo, hay tres tipos de nodos. El nodo hexagonal
es un nodo de utilidad y el nodo rectangular es un nodo de decisio´n. Veamos como
se reparten los datos de la narracio´n por los nodos de la red y como se llega a
esta estructura.
1. Seraf´ın sabe que 0,7 es la probabilidad de que una persona que llega a su
consulta tenga un trastorno psicolo´gico relacionado con ansiedad, mientras
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que 0,3 es la probabilidad de que no lo sufra. Estos datos se representar´ıan
en una tabla de probabilidad ana´loga a las presentadas en las Tablas 3.2,
3.3 y 3.4 de la red Recuerdo.
2. El ejemplo dice que Seraf´ın esta´ muy contento cuando a su consulta llega
una persona que no sufre un trastorno de ansiedad y no necesita tratamien-
to farmacolo´gico (p. e. 100 unidades de satisfaccio´n). Tambie´n le alegra,
pero menos (p. e. 70 unidades de satisfaccio´n), cuando detecta que una per-
sona tiene ansiedad patolo´gica y necesita ayuda farmacolo´gica ya que sus
principios e´ticos le hacen pensar que as´ı puede colaborar con su colega para
solucionar los problemas de las personas. Sin embargo, lo que no le gusta
nada (p. e. 0 unidades de satisfaccio´n) es no detectar a una persona con
ansiedad que necesita un tratamiento farmacolo´gico. Por su parte, tambie´n
le molesta (p. e. 20 unidades de satisfaccio´n) cuando una persona que no
tiene un problema de ansiedad considerable es tratada con psicofa´rmacos.
Estos datos quedar´ıan representados en la Tabla 3.8.
3. La base de datos de los pacientes de Seraf´ın indica que el 70% de las per-
sonas que no tienen ansiedad grave puntu´an ((Nada)) en sus pruebas psi-
come´tricas que miden el grado de ansiedad, el 20% puntu´an ((Normal)) y el
10% puntu´an ((Patolo´gica)). Por su parte, el 15% de las personas que tie-
nen un problema severo con la ansiedad puntu´an ((Nada)), el 25% puntu´an
((Normal)) y el 60% puntu´an ((Patolo´gica)) (Tabla 3.9).
En la Figura 3.10 se puede apreciar que hay un arco desde el nodo ¿Trastorno
con Ansiedad? hasta el nodo Grado de Ansiedad, representando que el grado de
ansiedad que manifiesta una persona depende (es un efecto, un s´ıntoma o un indi-
cio) de la existencia de una psicopatolog´ıa. Por otro lado, hay una flecha desde el
Tabla 3.8: Tabla de utilidad del nodo Satisfaccio´n.
¿Trastorno con ansiedad? ¿Tratamiento farmacolo´gico? Satisfaccio´n
No Si 20
No No 100
Si Si 70
Si No 0
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Tabla 3.9: Tabla de probabilidad condicional del nodo Grado de Ansiedad.
Trastorno p(Ansiedad Nula) p(Ansiedad Normal) p(Ansiedad Patolo´gica)
No 0, 70 0, 20 0, 10
Si 0, 15 0, 25 0, 60
nodo Grado de Ansiedad hasta el nodo de decisio´n ¿Tratamiento Farmacolo´gico?,
lo que indica que Seraf´ın tendra´ que conocer el grado de ansiedad que manifiestan
sus pacientes antes de decidir si necesitan tomar psicofa´rmacos o no. Sin embar-
go, no existe un arco que salga desde el nodo ¿Trastorno con Ansiedad? y que
vaya a parar a ¿Tratamiento Farmacolo´gico? ya que si el psico´logo conociese esa
relacio´n no necesitar´ıa medir el grado de ansiedad ni disen˜ar esta red bayesiana.
Una vez definidos los nodos y establecidas las relaciones de independencia con-
dicional entre las variables, tenemos que compilar el diagrama de influencia para
que podamos mostrarle evidencias (de un modo ana´logo a como lo hac´ıamos con
las redes bayesianas). El aspecto que tendr´ıa la red Ansiedad compilada ser´ıa el
que aparece en la Figura 3.11.
Como se puede observar en la Figura 3.11, la mejor decisio´n a tomar cuando
llega una nueva persona a la consulta de Seraf´ın ser´ıa no pensar en el tratamiento
farmacolo´gico (utilidad de 70). Eso se explica porque lo ma´s probable (0,7) es
que la persona no tenga problemas serios de ansiedad. Supongamos que Seraf´ın
lleva a cabo algunas de las pruebas diagno´sticas que le permiten determinar si el
problema de la persona es debido a la ansiedad. Tras realizarle tests psicolo´gicos y
psicofisiolo´gicos descubre que sus niveles de ansiedad son muy bajos. En este caso
(Figura 3.12), la probabilidad de que la persona sufra un trastorno donde subya-
cen problemas de ansiedad ha disminuido hasta 0,09 y la utilidad de prescindir
de un tratamiento farmacolo´gico ha aumentado hasta el 91,589.
Imaginemos lo que pasar´ıa si nuestro psico´logo ficticio encontrase que un nuevo
paciente obtiene puntuaciones normales de ansiedad (Figura 3.13). En este caso,
la probabilidad de que la persona sufriese un trastorno generado por la ansiedad
aumentar´ıa hasta 0,35 y la utilidad de prescribir psicofa´rmacos aumenta hasta
37,442. No obstante, lo ma´s sensato ser´ıa pensar, hasta no obtener ma´s evidencias,
que la persona no sufre ansiedad severa (probabilidad de 0,65) y que algunas
puntuaciones relacionadas con el grado de ansiedad son el reflejo de la activacio´n
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Grado de Ansiedad
Nada
Normal
Patologica
53.5
21.5
25.0
¿Trastorno con Ansiedad?
No
Si
70.0
30.0
¿Tratamiento Farmacológico?
Si
No
35.0000
70.0000
Satisfacción
Figura 3.11: Red Ansiedad compilada.
Grado de Ansiedad
Nada
Normal
Patologica
 100
   0
   0
¿Trastorno con Ansiedad?
No
Si
91.6
8.41
¿Tratamiento Farmacológico?
Si
No
24.2056
91.5887
Satisfacción
Figura 3.12: Red Ansiedad con evidencia de ansiedad nula.
natural que necesitamos para desenvolvernos adaptativamente en nuestro entorno.
Pensemos, para terminar, que las pruebas de Seraf´ın indican que la persona
parece estar ma´s ansiosa de lo que cabr´ıa esperar (Figura 3.14). En este caso la
probabilidad de que exista un problema latente de ansiedad aumenta sustancial-
mente hasta 0,72 y la utilidad de acudir a un tratamiento farmacolo´gico se eleva
hasta el 56,000.
Grado de Ansiedad
Nada
Normal
Patologica
   0
 100
   0
¿Trastorno con Ansiedad?
No
Si
65.1
34.9
¿Tratamiento Farmacológico?
Si
No
37.4418
65.1162
Satisfacción
Figura 3.13: Red Ansiedad con evidencia de ansiedad normal.
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Grado de Ansiedad
Nada
Normal
Patologica
   0
   0
 100
¿Trastorno con Ansiedad?
No
Si
28.0
72.0
¿Tratamiento Farmacológico?
Si
No
56.0000
28.0000
Satisfacción
Figura 3.14: Red Ansiedad con evidencia de ansiedad patolo´gica.
3.3. Construccio´n de redes bayesianas
La construccio´n de redes bayesianas implica determinar las dos dimensiones que
las componen; esto es, la cuantitativa y la cualitativa. A su vez, existen dos proce-
dimientos generales para crear redes bayesianas (Mani, McDermmott, y Valtorta,
1997): a) construccio´n automa´tica, que consiste en desarrollar una red bayesiana
a partir de una base de datos por medio de algoritmos que decodifican el grafo
subyacente en los datos y los para´metros del modelo; y b) construccio´n a partir del
conocimiento de expertos, donde son los expertos quienes facilitan el conocimiento
que tienen sobre un a´rea para que sea transformado en una red bayesiana.
3.3.1. Estimacio´n parame´trica
La dimensio´n cuantitativa6 de una red bayesiana puede ser construida automa´ti-
camente por, entre otros, el algoritmo CB (p. e., Mani et al., 1997), el algoritmo
ELR (Greiner, Su, Shen, y Zhou, 2005; Greiner y Zhou, 2002; Shen, Su, Greiner,
Musilek, y Cheng, 2003) o por el algoritmo EM (p. e., Cowell et al., 1999; Hu-
gin Expert, 2004; Norsys Software, 2004; Oatley y Ewart, 2003). No obstante, el
me´todo cla´sico orientado a estimar los para´metros de una red bayesiana se basa
en una aproximacio´n maximo-verosimil o de estimacio´n basada en la frecuencia
que se podr´ıa expresar como:
p(xi|xpi(i)) =
n(xi, xpi(i))
n(xpi(i))
, (3.5)
6Aunque, por claridad expositiva, se comience tratando la estimacio´n parame´trica o cuan-
titativa de una red bayesiana; hay que tener en cuenta que lo primero que se establece al
construir un modelo de de red bayesiana es su dimensio´n cualitativa. Una vez que la estimacio´n
estructural ha sido hecha se estiman los para´metros de la red.
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donde:
n(xpi(i)) es el nu´mero de casos en la base de datos en que las variables Xpi(i)
toman el valor xpi(i),
y n(xi, xpi(i)) es el nu´mero de casos en la base de datos en los que Xi = xi
y Xpi(i) = xpi(i).
Sin embargo, este modo de estimar los para´metros del modelo puede conducir
a estimaciones no definidas (cuando alguna combinacio´n de valores de las va-
riables no esta´ presente en la base de datos) y sobreajustadas que proucir´ıan a
para´metros sesgados en casos en los que ciertas combinaciones de variables esta´n
sub-representadas o sobre-representadas. Por ello, se introdujo un factor de co-
rreccio´n en la ecuacio´n 3.5 basado en la Ley de la Sucesio´n de Laplace que corrige
este defecto (M. E. Morales, 2006; Ng y Jordan, 2002):
p(xi|xpi(i)) =
n(xi, xpi(i)) + 1
n(xpi(i)) + |Xi|
, (3.6)
donde: |Xi| es el nu´mero de estados de la variable Xi.
3.3.2. Estimacio´n estructural
Por otro lado, la dimensio´n cualitativa puede generarse con programas como CO-
GITO™. Por ejemplo, Herskovits y Dagher (1997) proponen un procedimiento
para desarrollar redes bayesianas a partir de bases de datos orientadas al cui-
dado de la salud. El algoritmo PC implementado en TETRAD (Cowell et al.,
1999; Glymour, 2001; Gopnik et al., 2004; Scheines, Spirtes, Glymour, Meek, y
Richardson, 2005; Spirtes et al., 2000) y el algoritmo K2 junto al algoritmo de
bu´squeda estoca´stica con vecindad variable (Ce´spedes, Rumı´, Salmero´n, y Soler,
2003; M. E. Morales, 2006) son ejemplos de este tipo de procedimientos.
El algoritmo PC implementado en TETRAD es especialmente relevante para
el conocimiento psicolo´gico por dos razones: 1) porque se construyo´ teniendo
en cuenta los fundamentos del aprendizaje humano (Glymour, 2001, 2003), y
2) porque ha servido para generar modelos teo´ricos que dan una explicacio´n al
aprendizaje causal (p. e., Gopnik et al., 2004; Gopnik y Schulz, 2004).
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Y
X
X W
a
Y
X
X W
b
Y
X
X W
c
Y
X
X W
d
Y
X
X W
e
Y
X
X W
f
Figura 3.15: Algoritmo PC usado en TETRAD. Adaptado de Gopnik et al.
(2004).
TETRAD es un sistema de bu´squeda de estructuras causales basado en la
constriccio´n7 (constraint-based method) por medio de te´cnicas estad´ısticas esta´nda-
res que testan las relaciones de dependencia e independencia condicional entre las
variables de un modelo (Spirtes et al., 2000). Para ejemplificar el funcionamiento
del algoritmo PC propondremos un ejemplo que consta de cinco pasos (Figura
3.15). Supongamos que partimos de una estructura gra´fica determinada (Figura
3.15a), que a priori no conocemos, y recogemos un conjunto de datos para cada
una de sus variables.
El primer paso que da TETRAD es crear un grafo no dirigido que une todas
las variables (Figura 3.15b). A continuacio´n se realizan tests de independencia
entre cada par de variables y se eliminan las aristas que hay entre las variables
supuestamente independientes (Figura 3.15c). Para cada par U , V , de variables
conectados por una arista, y por cada variable T conectada por una arista a una
o a ambas U , V , se comprueba si U y V son independientes dado T . En el caso de
que se encuentre independencia se elimina la arista entre U y V (Figura 3.15d).
Seguidamente, para cada tr´ıo de variables T , V , R semejante a T − V − R que
no tienen arista entre T y R, orientar como T ◦→ V ←◦ R si y solamente si V
no fue condicionada sobre la eliminacio´n de la arista T − R (Figura 3.15e). Las
marcas ((◦)) indican que el procedimiento no puede determinar si la asociacio´n es
7Los me´todos basados en la constriccio´n llevan a cabo un procedimiento de estimacio´n que
restringe cierto tipo de resultados de acuerdo a un conjunto de postulados teo´ricos.
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producida por una flecha causal desde una variable a otra o por una causa comu´n
no observada entre las variables. Finalmente, para cada tr´ıo de variables T, V,R
en que T tenga una arista con punta dirigida hacia V y V −R, y T no tenga arista
conecta´ndola a R, orientar V − R como V → R. El resultado final del proceso
aparece en la Figura 3.15f.
Sin embargo, no siempre es posible construir una red bayesiana a partir de
datos porque no siempre hay una base de datos disponible que recoja las variables
de intere´s o porque algunas mediciones pueden ser e´ticamente inviables (p. e. una
mutacio´n gene´tica). Por esta razo´n cobra sentido el desarrollo de redes bayesianas
a partir del conocimiento de expertos.
Nadkarni y Shenoy (2004) siguieron cuatro fases para desarrollar un mapa
causal bayesiano a partir del conocimiento de un experto: 1) elicitacio´n de los da-
tos, 2) derivacio´n del mapa causal, 3) modificacio´n del mapa causal para obtener
un mapa causal bayesiano, y 4) estimacio´n de los para´metros del mapa.
En la primera fase se capturo´ el conocimiento que tiene un experto sobre
el a´rea que domina. Tradicionalmente se han usado dos tipos de te´cnicas para
extraer informacio´n del conocimiento experto: estructuradas y no estructuradas.
Las te´cnicas estructuradas consisten en la presentacio´n de conceptos predefinidos
sobre los que el experto ha de indicar la direccio´n y el signo (positivo o negativo)
de la relacio´n que se establece entre ellos. Esta aproximacio´n es u´til cuando se
pretenden validar o confirmar modelos y no es preferible cuando los dominios de
conocimiento no esta´n bien definidos. Por su parte, en las te´cnicas no estructu-
radas, lo que se pretende es extraer informacio´n de un dominio de conocimiento
nuevo o no familiar. Para ello se van planteando preguntas del estilo: ¿cua´les son
los factores relevantes en la decisio´n?
En el trabajo de Nadkarni y Shenoy (2004) se lleva a cabo un procedimiento
h´ıbrido, donde se aprovecha la potencia exploradora de las te´cnicas no estructu-
radas y el poder confirmatorio de las te´cnicas estructuradas. Para ello someten a
los expertos a una entrevista semiestructurada que da lugar a un conjunto narra-
tivo del que se pueden extraer, por medio del ana´lisis textual, las variables y las
relaciones que integrara´n el mapa causal. Por ejemplo, imaginemos que estamos
intentando construir una red para el diagno´stico de los trastornos psico´ticos. Una
posible entrevista podr´ıa tener la siguiente forma:
Pregunta 1: ¿Que´ factores considerar´ıas para decidir si una persona sufre un
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trastorno psico´tico?
Respuesta del experto cl´ınico: Considerar´ıa el grado de deterioro funcio-
nal;... el tipo, la forma y la cantidad de alucinaciones; y, por supuesto, la
duracio´n...
Pregunta 2 : Mencionaste el grado de deterioro funcional. ¿Que´ factores
espec´ıficos determinan el grado de deterioro funcional?
Respuesta del experto cl´ınico: Las ideas delirantes y el grado en que el
comportamiento es desorganizado pueden afectar al trastorno... Creo que las
concentraciones de ciertas sustancias en el cerebro tambie´n pueden afectar
al deterioro funcional de los trastornos psico´ticos.
Pregunta 3: Mencionaste las ideas delirantes. ¿Que´ tipo de ideas delirantes
son las ma´s importantes para ti en el diagno´stico de un trastorno psico´tico? Res-
puesta del experto cl´ınico: ...las de persecucio´n y las autorreferenciales
son las ma´s importantes... Bueno, las ideas delirantes de control son tambie´n
bastante importantes.
La siguiente fase ser´ıa derivar los mapas causales. En esta fase se obtienen los
mapas causales a partir de los textos obtenidos en las narraciones de la entrevista
(Figura 3.16). Para ello, lo primero que hay que hacer es localizar las declaraciones
causales, esto es, referencias expl´ıcitas por parte del entrevistado a relaciones
causales. Para ello ser´ıa importante desarrollar algu´n tipo de gu´ıa o diccionario
de declaraciones causales donde se defina su significado y reglas para reconocer
conectores causales.
El siguiente paso ser´ıa construir parrillas de mapas causales. As´ı, una vez que
se han aislado las declaraciones causales, se disgregan en frases causales conecto-
res causales y frases efecto. A continuacio´n se ha de desarrollar un esquema de
codificacio´n en el que se extraiga la informacio´n relevante de las frases contenidas
en la parrilla de mapa causal. Esto es llevado a cabo por medio de un proceso
conocido como filtrado o agregacio´n. Lo que se pretende en este punto es eliminar
la redundancia de palabras y extraer los conceptos clave que pasara´n a formar
parte del mapa causal. En esta fase de construccio´n es muy importante contar con
la colaboracio´n del experto ya que puede aportar informacio´n muy importante
para eliminar inconsistencias y errores.
Por u´ltimo, se han de transformar las declaraciones causales en una red que
capture las relaciones causales entre los conceptos claves definidos en el esquema
de codificacio´n.
En la tercera fase hay que transformar el mapa causal en un mapa bayesiano.
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Identificación de declaraciones causales en el texto
Ejemplos:
1. Muchas ideas delirantes producen deterioro funcional
2. Si hay elevado deterioro funcional podría haber trastorno psicótico
Construcción de parrillas de mapa causal
Frase causal Conector causal Frase efecto
Muchas ideas delirantes Producen - Deterioro funcional
Elevado deterioro funcional Si – entonces Podría haber trastorno
Esquema de codificación
Frase de parrilla Concepto codificado
1. Muchas ideas delirantes Delirios
2. Deterioro funcional Deterioro funcional
3. Elevado deterioro funcional Deterioro funcional
4. Podría haber trastorno Trastorno
Mapa causal codificado final
Delirios  → Deterioro funcional  → Trastorno
Paso 1
Paso 2
Paso 3
Paso 4
Figura 3.16: Fases para la construccio´n de un mapa causal. 1. Identificacio´n
de manifestaciones causales. 2. Construccio´n de parrillas. 3. Determinacio´n del
esquema de codificacio´n. 4. Trazado del mapa causal.
Aunque un mapa causal capta el entramado de relaciones causales que se presen-
tan en el ambiente, podr´ıa no ser informativo a la hora de realizar inferencias, lo
que nos conducir´ıa a errores. Ello es debido a que los mapas causales son mapas
de dependencia (mapa-D), mientras que las redes bayesianas son mapas de in-
dependencia (mapa-I) (I. Mart´ınez y Rodr´ıguez, 2003; Nadkarni y Shenoy, 2001,
2004; Spirtes et al., 2000). Te´cnicamente, un grafo G se dice que es un mapa
de dependencia (mapa-D) de un modelo de dependencia M si cada relacio´n de
dependencia deducida de G es tambie´n deducida de M , y un grafo G se dice que
es un mapa de independencia (mapa-I) de un modelo M si cada relacio´n de
independencia deducida de G tambie´n puede ser deducida de M . En la pra´ctica,
dos conceptos unidos por un arco en un mapa-D tendr´ıan relacio´n; sin embargo,
la ausencia de un arco que une dos conceptos no implica, necesariamente, inde-
pendencia. Por el contrario, en un mapa-I, la ausencia de una unio´n entre dos
nodos implica que estos elementos son condicionalmente independientes dadas las
dema´s variables del modelo.
Por tanto, cuando transformamos el mapa causal en un mapa causal bayesiano
obtenemos una estructura que tiene las propiedades de las redes bayesianas y los
mapas causales. Se consigue lo que te´cnicamente se conoce comomapa perfecto
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(I. Mart´ınez y Rodr´ıguez, 2003; Nadkarni y Shenoy, 2001, 2004; Spirtes et al.,
2000).
Para obtener la estructura bayesiana definitiva los autores proponen dos me´to-
dos: una entrevista estructurada o matrices adyacentes. En la entrevista estruc-
turada se presentan preguntas donde se relacionan las variables del modelo de
dos en dos. La tarea del experto es sen˜alar el sentido de la relacio´n entre cada par
de variables y el signo de la misma (o sea, si es directa o inversa). En las matrices
adyacentes se presentan todas las variables del modelo en la primera fila y en la
primera columna de una tabla. De esta manera tendr´ıamos una matriz en que
las casillas de la diagonal representar´ıan la convergencia de una misma variable
y el resto de las celdas las posibles combinaciones causales entre los pares de va-
riables. La tarea del experto en esta ocasio´n es rellenar las celdas con los signos
((+)) (relacio´n positiva), ((-)) (relacio´n negativa) o ((0)) (ausencia de relacio´n).
Hay que poner especial atencio´n para eliminar inconsistencias estructurales
que hayan podido sobrevenir en la construccio´n de la red. Hay que, por ejemplo,
distinguir claramente lo que son relaciones causales directas de las indirectas
y eliminar relaciones circulares. A este proceso de modificacio´n de elementos
estructurales se le denomina poda (Edwards, 1998) y puede consistir en eliminar
arcos, nodos, crear nodos o cambiar sentidos de influencia.
La u´ltima fase de construccio´n propuesta por Nadkarni y Shenoy consiste en
estimar los para´metros de la red bayesiana; esto es, las probabilidades asociadas a
cada variable de la red. El proceso de estimacio´n de probabilidades es un proceso
subjetivo en el que el experto estima la probabilidad de cada variable del modelo
condicionada al resto de variables. Este proceso puede descomponerse en dos
pasos: a) determinacio´n del nu´mero de estados de cada variable y, b) asignacio´n
de probabilidades a cada uno de los posibles estados de la variable.
La generacio´n de distribuciones de probabilidad por expertos es un elemento
fundamental de la determinacio´n cuantitativa de un sistema experto y tenemos
que tener en cuenta que las personas no solemos hacer estimaciones de proba-
bilidad que se ajustan fehacientemente a las reglas de la probabilidad (p. e.,
Kahneman, 2003; Kahneman, Slovic, y Tversky, 1982; Kahneman y Tversky,
1973; Tversky y Kahneman, 1974). Por lo general, los sesgos que gu´ıan nuestro
razonamiento tienden a distorsionar nuestras estimaciones de probabilidad de una
manera predecible y replicable que pueden generar inconsistencias en las tablas
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de probabilidad condicional de los sistemas expertos bayesianos.
Das (2004) ha desarrollado un procedimiento orientado a poblar 8 las TPCs de
una red bayesiana que tiene en cuenta los sesgos de estimacio´n de probabilidades
en que puede incurrir un experto. La te´cnica consiste en pedirle al experto que
genere valores de probabilidad para configuraciones determinadas de las variables
del modelo (aquellas que son ma´s frecuentes, o ma´s representativas/accesibles en
te´rminos heur´ısticos, en la experiencia del experto). A partir de ellas se obtienen,
a trave´s de un algoritmo que pondera la relacio´n entre las variables, las probabili-
dades de las TPCs. El problema del aumento exponencial del nu´mero de variables
de un modelo se simplifica a un aumento lineal del nu´mero de probabilidades en
funcio´n del nu´mero de nodos de la red. El inconveniente de esta te´cnica es que
las variables del modelo tienen que tener el mismo nu´mero de estados.
3.4. Bondad de ajuste
Los estad´ısticos de bondad de ajuste para una red bayesiana son, en algunos
casos, los mismos que han sido desarrollados para otros modelos probabil´ısticos.
Por ejemplo, la tabla de confusio´n o matriz de clasificacio´n vista para el caso de
la regresio´n log´ıstica tambie´n es aplicable al ana´lisis de la bondad de ajuste de
una red bayesiana. A su vez, los estad´ısticos de sensibilidad, especificidad, valor
predictivo positivo, valor predicativo negativo, proporcio´n de falsos positivos,
as´ı como la proporcio´n de falsos negativos tambie´n se pueden utilizar para estimar
la bondad predictiva de una red bayesiana.
Por otro lado, existen tres para´metros (la pe´rdida logar´ıtmica, la pe´rdida
cuadra´tica y la compensacio´n esfe´rica) que se utilizan para comprobar el grado
en que la red es consistente con un conjunto de datos que no ha sido utilizado
para estimar los para´metros ni la estructura de la red. El uso de estos estad´ısticos
cobra especial relevancia en estudios de validacio´n cruzada (p. e., en J. Garc´ıa,
Lo´pez, Cano, Gea, y De la Fuente, 2006; J. Garc´ıa, Lo´pez, De la Fuente, Cano, y
Gea, 2007; J. Lo´pez, De la Fuente, Garc´ıa, y Ortega, 2008; J. Lo´pez, Ruiz-Ruano,
y Garc´ıa, 2008a).
8El objetivo del procedimiento ser´ıa completar las tablas en funcio´n de un conjunto de
para´metros estimados por el experto. En este sentido el proceso podr´ıa definirse como un
procedimiento de imputacio´n.
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La pe´rdida logar´ıtmica (λ) que oscila entre 0 e infinito, donde 0 indica el mejor
ajuste, vendr´ıa definida por la siguiente ecuacio´n:
λ =
1
N
N∑
i=1
− ln(Pc), (3.7)
donde
Pc es la probabilidad predicha para el estado correcto del nodo,
y N representa el nu´mero de casos.
La pe´rdida cuadra´tica (ς) (tambie´n conocida como brier score) que puede
estar comprendida entre 0 y 2, indicando 0 la mejor ejecucio´n de la red, se define
por la siguiente expresio´n:
ς =
1
N
N∑
i=1
(
1− 2× Pc +
n∑
j=1
P 2j
)
, (3.8)
donde
Pj es la probabilidad predicha para el estado j
y n es el nu´mero de estados del nodo.
Por u´ltimo, la compensacio´n esfe´rica (ǫ) que puede variar entre 0 y 1, donde
1 se refiere a la mejor ejecucio´n, queda determinada por la siguiente fo´rmula:
ǫ =
1
N
N∑
i=1
 Pc√∑n
j=i P
2
j
 . (3.9)
3.5. Ventajas de las redes bayesianas
La ventaja fundamental de las redes bayesianas es representar, al un´ısono, la
dimensio´n cuantitativa y cualitativa de un modelo matema´tico (p. e., Edwards,
1998; Heckerman, 1995). Esta ventaja ha sido propiciada por el aumento de la
potencia de co´mputo que han experimentado las computadoras en los u´ltimos
an˜os y gracias al desarrollo de algoritmos de propagacio´n de probabilidades que
optimizan los recursos (Heckerman, Mamdani, y Wellman, 1995).
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Una de las ventajas ma´s importante que tienen las redes bayesianas es que
pueden trabajar con datos perdidos (p. e., destacado por Nadkarni y Shenoy,
2004; Jansen et al., 2003). Esta cualidad es muy importante en el contexto de la
investigacio´n aplicada porque, en la mayor´ıa de los casos, en nuestras investiga-
ciones no contamos con una base de datos ((pulcra)) y muchos de los ana´lisis que
realizamos sobre ella pueden no ser relevantes por la presencia de datos perdidos.
Permiten tambie´n reducir el sobreajuste de los datos (Heckerman, 1995) y com-
binar el conocimiento previo que tenemos respecto al problema de estudio con
los datos experimentales (Nadkarni y Shenoy, 2004). A su vez, F. Ruiz, Garc´ıa,
y Pe´rez (2005) destacan que las redes bayesianas no suponen un determinado
modelo subyacente en los datos, por lo que no necesitar´ıamos justificar ningu´n
supuesto de partida en nuestros datos para realizar los ana´lisis (como normali-
dad u homocedasticidad). Por su parte, S. M. Lee, Abbott, y Johantgen (2005)
destacan la facilidad que tienen las redes bayesianas para identificar efectos de
interaccio´n y para modelar relaciones no lineales entre variables.
Como se ha comentado anteriormente, las redes bayesianas son herramientas
que permiten determinar la estructura causal de un conjunto de datos (p. e.,
Ce´spedes et al., 2003; Heckerman, 1995; Hugin Expert, 2004; Norsys Software,
2004; Spirtes et al., 2000). As´ı, a partir de un fichero de datos, las redes baye-
sianas son capaces de construir un modelo gra´fico que represente las relaciones
probabil´ısticas contenidas en la matriz variables × observaciones.
Existen ventajas pra´cticas para los usuarios de las redes bayesianas. Por ejem-
plo, el sistema representa todo el conocimiento en un u´nico formato (probabil´ıstico
y gra´fico) lo que hace sencillas las interpretaciones (Huete, 1998). Por otro lado,
la asignacio´n de probabilidades, o su generacio´n, es mucho ma´s asequible cuan-
do se pretende representar el conocimiento de un experto en una red bayesiana
(Edwards, 1998; I. Mart´ınez y Rodr´ıguez, 2003).
En el contexto de la inferencia, las redes bayesianas permiten realizar inferen-
cias bidireccionales; esto es, desde los efectos a las causas y desde las causas a los
efectos. Y lo que es ma´s interesante, permiten llevar a cabo inferencias abduc-
tivas; o sea, encontrar la mejor explicacio´n para un conjunto de datos (Ga´mez,
1998; Huete, 1998). Sin embargo, la ventaja ma´s importante en la inferencia con
este tipo de herramientas esta´ en la posibilidad que tienen de realizar compu-
taciones locales (p. e., Pearl, 2001; Xiang, 2002). Esta propiedad permite que la
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actualizacio´n de probabilidades se lleve a cabo eficientemente sin tener que calcu-
lar todas las posibles combinaciones entre todos los niveles de las variables (que
supondr´ıa un incremento exponencial de los ca´lculos a medida que aumenta el
nu´mero de variables del modelo) cuando se incorpora determinado conocimiento
a la estructura gra´fica.
3.6. Software
En esta seccio´n se van a presentar algunos de los programas informa´ticos ma´s
importantes que trabajan con redes bayesianas. Esta seccio´n tiene sentido dado
que el uso de redes bayesianas no esta´ ampliamente extendido en el contexto de
la investigacio´n social, y particularmente en el campo de la Psicolog´ıa. De todas
formas, para encontrar un catalogo ma´s detallado de programas informa´ticos
disen˜ados para disen˜ar y usar redes bayesianas se recomienda el trabajo de Cowell
et al. (1999) o de Korb y Nicholson (2004).
En primer lugar destacaremos las caracter´ısticas de programas, tanto comer-
ciales como libres, que permiten trabajar con modelos gra´ficos probabil´ısticos.
Para terminar, se comentara´n algunos de los procedimientos implementados en
otros entornos estad´ısticos que, aun no habiendo sido concebidos para trabajar
con este tipo de herramientas, ofrecen la posibilidad de crear y usar redes baye-
sianas.
3.6.1. TETRAD
El objetivo de este programa es proporcionar una herramienta de ca´lculo so-
fisticado a los usuarios con nociones ba´sicas de estad´ıstica sin conocimiento de
programacio´n informa´tica. Aunque no pretende suplantar a otros programas co-
merciales (como LISREL, EQS u otros desarrollados para trabajar con modelos
gra´ficos estad´ısticos), TETRAD usa algunos de sus procedimientos e incluye otros
diferentes. La orientacio´n a la bu´squeda (((exploracio´n)), ((descubrimiento))) de es-
tructuras causales, con o sin variables latentes, es el rasgo que lo distingue de
otros programas similares. TETRAD describe los modelos causales en tres partes
o etapas distintas (Scheines et al., 2005): gra´ficamente, representando un grafo
causal especificando relaciones causales hipote´ticas entre variables; especificando
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una familia de distribuciones de probabilidad y tipos de para´metros asociados
con la estructura gra´fica; y una especificacio´n nume´rica de estos para´metros. El
programa ha sido desarrollado durante varios an˜os al amparo de la National Ae-
ronautics and Space Administration y de la Office of Naval Research.
TETRAD no es un programa de redes bayesianas per se, ya que no consta de
una interface gra´fica donde aparezca, al un´ısono, la estructura gra´fica y cuantita-
tiva de un modelo. Adema´s, no tiene la capacidad de trabajar con datos perdidos
como hacen las redes bayesianas esta´ndares. Sin embargo, TETRAD ha sido di-
sen˜ado para que sea capaz de construir una red bayesiana que pueda usarse como
sistema experto a partir de una base de datos (Spirtes et al., 2000). As´ı pues, TE-
TRAD es capaz de extraer la estructura gra´fica causal subyacente en una matriz
de datos para que pueda ser implementada en una red bayesiana. Todo ello es
posible gracias al algoritmo de aprendizaje automa´tico que se ha descrito anterior-
mente para la construccio´n de redes bayesianas. TETRAD tambie´n puede usarse
para trabajar con una red bayesiana en la prediccio´n y clasificacio´n. TETRAD
puede descargarse de internet sin ningu´n coste ni limitacio´n desde la direccio´n
electro´nica http://www.phil.cmu.edu/projects/tetrad/index.html.
3.6.2. NETICA™
Netica™ es un producto desarrollado por Norsys Software Corporation, una com-
pan˜´ıa canadiense afincada en Vancouver dedicada al desarrollo de programas
informa´ticos orientados a resolucio´n de problemas mediante el uso de redes de
creencia bayesianas y diagramas de influencia (www.norsys.com). Norsys trabaja
con una gran variedad de organismos pu´blicos y privados dedicados a la investi-
gacio´n, educacio´n o a la comercializacio´n de productos. Norsys Software trabaja
tanto con clientes en el plano comercial (entre los que podemos destacar Tos-
hiba, US Environmental Protection Agency (EPA), Siemens Medical Solutions,
NASA, US Air Force, Exxon - Mobil, CRC for Meteorology, Expert Microsys-
tems, Barclays Bank, Nokia y el Educational Testing Service) como en el plano
acade´mico donde colabora con ma´s de 150 organizaciones educativas que incluyen
universidades distribuidas por todo el mundo.
Netica™ es capaz de representar tanto redes bayesianas como diagramas de
influencia basados en la teor´ıa cla´sica de la maximizacio´n de la utilidad esperada.
Permite la creacio´n ra´pida de tablas de probabilidad condicional a partir de
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ficheros de datos y da la posibilidad de realizar la operacio´n en sentido inverso;
esto es, a partir de una red bayesiana simular un conjunto de datos que se ajusten
al modelo gra´fico y probabil´ıstico contenidos en la red.
Este programa ofrece la posibilidad de evaluar la sensibilidad relativa de un
nodo en relacio´n a las evidencias que podamos encontrar en otras variables del
modelo. Adema´s, permite evaluar el ajuste del modelo con un conjunto de datos
procedentes de la realidad. Otras opciones que ofrece Netica™ son el evaluar la
conveniencia de postular variables ocultas entre conjuntos de variables, usar el
algoritmo EM y aplicar el gradiente de descenso en el aprendizaje como en una
red neural artificial.
3.6.3. ELVIRA
ELVIRA (el nombre oficial es Entorno de Desarrollo para Modelos Gra´ficos Pro-
babil´ısticos) es un programa experimental que funciona en entorno Java y que
esta´ siendo desarrollado por el Grupo de Investigacio´n del Tratamiento de la
Incertidumbre en Inteligencia Artificial (Universidad de Granada), el Grupo de
Sistemas Inteligentes (Universidad del Pa´ıs Vasco), el Laboratorio de Sistemas
Inteligentes (Universidad de Castilla La Mancha), el Departamento de Inteligen-
cia Artificial (Universidad Nacional de Educacio´n a Distancia), el Departamento
de Estad´ıstica y Matema´tica Aplicada (Universidad de Almer´ıa) y el Decision
Support System Group (Aalborg University, Dinamarca).
ELVIRA, al igual que Netica™, permite representar redes bayesianas y dia-
gramas de influencia. Sin embargo, tiene una propiedad que lo hace bastante
atractivo: la representacio´n cualitativa de la fuerza asociativa entre cada par de
variables. Hay dos aspectos en ELVIRA que representan el grado de asociacio´n
entre variables: el color y el grosor del arco. Mediante el color del arco se re-
presenta el sentido o tipo de relacio´n causal que se establece entre las variables
conectadas por el arco; de tal modo que: las flechas que son de color rojo denotan
una relacio´n positiva, el color azul indica una relacio´n negativa, el color pu´rpura
sen˜ala una relacio´n indeterminada y cuando no hay relacio´n entre los nodos la
flecha sera´ negra. A su vez, el grosor del arco indica el grado o la intensidad de la
relacio´n que se establece entre dos nodos de tal modo que las flechas ma´s gruesas
indican una relacio´n ma´s fuerte.
Otra ventaja que presenta este programa es la posibilidad de marcar varias
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evidencias en una misma variable, lo que facilita los procesos de inferencia y
optimiza la toma de decisiones en algunos casos. Por u´ltimo, como buen sistema
experto (Adarraga y Zaccagnini, 1988), ELVIRA facilita una explicacio´n verbal
para el efecto que producen las evidencias que mostremos a la red en te´rminos de
las distribuciones posteriores que genera.
3.6.4. MBNTx
El Bayesian Network Editor and Tool Kit (MBNTx) es un conjutno de herramien-
tas disen˜adas por Microsoft para construir, evaluar y utilizar redes bayesianas en
diferentes contextos. Microsoft lleva algu´n tiempo usando e investigando esta
tecnolog´ıa; de hecho, la ayuda o asistente de Microsoft Word que aparece en el
paquete Office 97 caricaturizada con un clip (o cualquier otro personaje) es una
aplicacio´n de las redes bayesianas en la resolucio´n de problemas.
El MBNTx esta´ orientado principalmente al diagno´stico y a la resolucio´n de
problemas. El programa usa el ana´lisis de costos-beneficios para ir proporcionando
recomendaciones dina´micamente. Adema´s, si no se le da prioridades sobre los
costes, el programa ordena automa´ticamente las recomendaciones. A su vez, este
programa tiene sus propias herramientas estad´ısticas y algoritmos de aprendizaje
automa´tico de redes bayesianas.
Como contrapartida hay que destacar que el programa so´lo trabaja con varia-
bles discretas. Por otro lado, aunque permite manipular informacio´n referente a
variables ocultas por medio de modelos de Markov, estos procedimientos se mues-
tran ineficientes en modelos que contienen muchos nodos (Kadie et al., 2001).
3.6.5. ERGO™
Noetic Systems Incorporated (www.noeticsystems.com) se fundo´ en 1989 con el
objetivo de transferir a la sociedad tecnolog´ıas de razonamiento probabil´ıstico
basadas en redes de creencias bayesianas. Su objetivo era superar las dificulta-
des en el tratamiento de la incertidumbre que mostraron los sistemas expertos
tradicionales basados en reglas.
ERGO™ es el primero de una serie de productos que esta compan˜´ıa pone a
disposicio´n de los decisores que quieran beneficiarse de los algoritmos de propaga-
cio´n de probabilidades y de las prestaciones que ofrecen las redes bayesianas. El
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disen˜o de ERGO™ esta´ pensado para que la asignacio´n de probabilidades sea lo
menos tedioso posible. Podr´ıamos decir que es un programa orientado al usuario.
ERGO™usa el algoritmo optimizado de Lauritzen y Spiegelhalter para la pro-
pagacio´n de probabilidades, que combinado con la teor´ıa de grafos utilizada en su
disen˜o garantizan la consistencia interna de su funcionamiento. Aunque no contie-
ne ningu´n procedimiento de aprendizaje automa´tico de para´metros o estructuras,
su uso combinado con otros programas puede suplir esta ausencia. Por ejemplo,
Herskovits y Dagher (1997) utilizaron COGITO™ para obtener una estructura
causal a partir de diferentes bases de datos y posteriormente trasladaron esta
informacio´n a una red bayesiana creada con ERGO™.
Una ventaja de este programa es que puede vincularse a formularios de hi-
pertexto, de tal manera que rellenando las preguntas de un formulario la red
bayesiana que opera sobre las respuestas del mismo nos dar´ıa la respuesta (en
te´rminos probabil´ısticos) que andamos buscando. Tambie´n puede incorporarse a
bases de datos de 4ª dimensio´n en computadoras Macintosh, o en aplicaciones
Visual Basic en una computadora personal.
3.6.6. HUGIN™
El programa HUGIN™ ha sido desarrollado por la compan˜´ıa danesa Hugin Ex-
pert A/S (www.hugin.com). El nacimiento de esta compan˜´ıa se produjo en 1989
asociado al desarrollo de te´cnicas orientadas al diagno´stico de enfermedades mus-
culares y nerviosas. En 1998 Hewlett-Packard adquirio´ el 45% de las acciones de
Hugin Expert con motivo de su expansio´n comercial por Dinamarca. Hoy d´ıa HU-
GIN™ es uno de los programas de redes de redes bayesianas ma´s famosos tanto
en el entorno comercial como en el a´mbito acade´mico.
HUGIN™ dispone de las caracter´ısticas exigibles a un buen programa de re-
des bayesianas (tolerancia a los datos perdidos, representacio´n de diagramas de
influencia, editor inteligible de tablas de probabilidad condicional, procedimien-
tos de aprendizaje automa´tico de probabilidades, mo´dulo de simulacio´n de casos,
etc.). Sin embargo, tiene dos caracter´ısticas que lo hacen destacar sobre los dema´s.
En primer lugar HUGIN™ posee un procedimiento de aprendizaje estructural
(Hugin Expert, 2004). Esto quiere decir que HUGIN™, al igual que TETRAD,
puede obtener una estructura cualitativa de red bayesiana a partir de un conjunto
de datos por medio del algoritmo PC. Por medio de este algoritmo se obtiene un
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Figura 3.17: Representacio´n de una red orientada a objetos con 4 nodos. Adap-
tada de Hugin Expert (2004).
grafo consistente con las relaciones de independencia condicional que se establecen
en una matriz de datos usada como input. A continuacio´n, los para´metros de
cada nodo pueden obtenerse por medio del algoritmo EM que es facilitado por el
programa.
Otra caracter´ıstica que hace destacar a HUGIN™ sobre otras herramientas que
realizan trabajos similares es la posibilidad de crear redes bayesianas orientadas a
objetos. La programacio´n orientada a objetos se ha derivado de lo que se ha venido
a denominar la cuarta generacio´n de programacio´n informa´tica que considera un
programa como un conjunto de objetos abstractos que interaccionan entre s´ı.
En el contexto que nos ocupa, una red bayesiana orientada a objetos ser´ıa un
modelo gra´fico donde uno o varios nodos del modelo podr´ıan ser entendidos como
otras redes bayesianas. Esto es, imagine una red bayesiana con cuatro variables.
Ahora piense que uno de los nodos representa a otro conjunto de nodos que
forman una red bayesiana de otros cuatro ve´rtices, donde uno de esos nodos
(nuevamente) puede entenderse como una red bayesiana integrada por cuatro
variables. En la Figura 3.17 aparece la representacio´n esquema´tica de una red
bayesiana orientada a objetos con esta estructura. Los arcos discontinuos indican
que un nodo particular representa un grafo. Este tipo de redes bayesianas son
oportunas para representar relaciones causales que implican, por ejemplo, series
temporales de observaciones.
3.6.7. Otros programas
Adema´s de estos programas espec´ıficos orientados a trabajar con redes bayesianas
existen compan˜´ıas que han implementado ciertos procedimientos en sus productos
que permiten utilizar algunas opciones para trabajar con redes de este tipo. Por
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ejemplo, SPSS y Recognition Systems (1997) implementaron un procedimiento
de entrenamiento y validacio´n de redes bayesianas en Neural Connection®.
En Neural Connection® las redes bayesianas son tratadas como una adapta-
cio´n del perceptro´n multicapa a la estad´ıstica bayesiana y esta´n centradas en la
estimacio´n de los para´metros de la red. No obstante, mientras que en el perceptro´n
multicapa se busca la minimizacio´n del error cuadra´tico dado por la ecuacio´n:
ED =
∑
x
Ex =
1
2
∑
x
∑
j
(txj − axj)
2,
donde
x es un ejemplo del conjunto de datos,
j es una salida del modelo,
txj es un valor objetivo,
y axj es la salida de la red;
el procedimiento de aprendizaje implementado en este programa para redes ba-
yesianas tiende a minimizar una funcio´n de penalizacio´n dada por:
C = βED + αEW .
Donde EW es una funcio´n ponderada de penalizacio´n, β y α son hiperpara´me-
tros y el objetivo del entrenamiento es estimar valores apropiados para estos
para´metros a partir del conjunto de entrenamiento. El algoritmo de aprendizaje
aplica el procedimiento del error de retropropagacio´n hacia atra´s (backpropaga-
tion) para minimizar la funcio´n de coste de la red.
Otro programa comercial que permite trabajar con redes bayesianas es Matlab®.
Matlab® es la abreviatura deMatrix Laboratory y es un programa de matema´ticas
creado por The MathWorks en 1984. La primera versio´n del programa surgio´ con
la idea de integrar paquetes de subrutinas utilizadas en Fortran para trabajar
a´lgebra lineal y ana´lisis nume´rico. Matlab® utiliza un lenguaje de programacio´n
propio creado en 1970 como alternativa a Fortran para trabajar con el software
de matrices LINPACK y EISPACK. Aunque se trata de un programa comer-
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cial, la comunidad cient´ıfica desarrolla paquetes9 que se distribuyen libremente
en internet desde la pa´gina oficial de The MathWorks y que permiten ampliar las
prestaciones originales del programa.
El Bayes Net Toolbox (BNT) para Matlab® es uno de estos paquetes disen˜ado
para trabajar con redes bayesianas en este entorno. BNT ha sido desarrollado
por Kevin P. Murphy desde el Department of Computer Science and Statistic en
la University of British Columbia (Vancouver, Canada´). Este paquete soporta
inferencia exacta y aproximada, aprendizaje estructural y parame´trico, permite
trabajar con diferentes tipos de distribuciones (multinomiales, gausianas, etc.)
y proporciona una herramienta estructurada que puede manejar Clasificadores
Naive de Bayes, Hidden, Coupled, Input-output o Factorial Markov Models, entre
otros.
Por u´ltimo, existe un lenguaje y entorno de programacio´n estad´ıstica libre10
llamado R que permite trabajar con redes bayesinas usando el paquete deal.
R es la versio´n libre de S que fue creado en los Bell Laboratories (formalmente
llamados AT&T, y ahora Lucent Technologies) por John Chambers y colaborado-
res. Proporciona una amplia variedad de te´cnicas estad´ısticas (lineales, no-lieales,
cla´sicas, bayesianas, etc.) y gra´ficas. Una de sus mayores ventajas es su versatili-
dad y sus posibilidades de ampliacio´n; a su vez, permite trabajar simulta´neamente
con lenguajes de programacio´n de cuarta generacio´n como C o C++.
El paquete deal es un software de disponibilidad libre desarrollado por Sus-
sane G. Bøttcher y Claus Dethlefsen con el apoyo de Nordisk A/S. Los autores
han restringido el programa para que opere con redes gausianas y permite tanto
el aprendizaje estructural como el parame´trico. Adema´s, incorpora un mo´dulo
de simulacio´n de bases de datos y permite leer y guardar archivos procedentes
de HUGIN™. Tiene implementados una serie de procedimientos orientados a eva-
luar el ajuste de una red a un conjunto de datos y permite usar tanto variables
continuas como discretas.
9L´ıneas de co´digo fuente que permiten controlar un programa informa´tico para realizar tareas
concretas.
10Referido a las Liencias Pu´blicas Generales en el contexto del proyecto GNU (GNU is Not
Unix ).
116
3.7 El rol de las redes bayesianas en Psicolog´ıa
3.7. El rol de las redes bayesianas en Psicolog´ıa
3.7.1. La Psicolog´ıa y las redes bayesianas
En el cap´ıtulo dedicado a la regresio´n log´ıstica se ha obviado una seccio´n ana´loga
a esta porque la regresio´n log´ıstica es una te´cnica ma´s consolidada en Psicolog´ıa
frente a lo que ocurre con las redes bayesianas. As´ı pues, las redes bayesianas apor-
tan una doble ventaja, practico-teo´rica, al quehacer cient´ıfico de la Psicolog´ıa (J.
Lo´pez, Garc´ıa, y De la Fuente, 2005; J. Lo´pez et al., 2007). En primer lugar,
dado que son herramientas de modelado estad´ıstico, permiten ejecutar un tipo de
ana´lisis de datos que no han sido tratados en esta disciplina. Las redes bayesia-
nas podr´ıan, en este sentido, servir como herramienta de contraste de hipo´tesis
referidas a modelos emp´ıricos. Por otro lado, las redes bayesianas podr´ıan servir
para clarificar algunas cuestiones teo´ricas de la disciplina psicolo´gica.
Ward Edwards (1998) destaca que las redes bayesianas son importantes para
la Psicolog´ıa en dos sentidos: econo´mica y cient´ıficamente. A nivel econo´mico las
redes bayesianas podr´ıan generar un mercado de ((elicitacio´n de probabilidades))
orientado al desarrollo de sistemas expertos donde la Psicolog´ıa podr´ıa jugar un
papel fundamental. La tarea a realizar por la Psicolog´ıa en este sentido ser´ıa orien-
tar a los expertos sobre como hacer juicios de probabilidad apropiados intentando
sortear los sesgos en que solemos incurrir las personas cuando realizamos tareas
de este tipo. En el plano cient´ıfico las redes bayesianas no pueden perderse de
vista si la Psicolog´ıa pretende conocer los mecanismos por los cuales las personas
evaluamos, decidimos y realizamos inferencias; ya que pueden servir de referencia
anal´ıtica y teo´rica en el sentido que ya se ha sugerido.
Sin embargo, la propuesta ma´s llamativa del uso de las redes bayesianas en
Psicolog´ıa proviene de la mano de Clark Glymour (2001) en su libro The mind’s
arrows. Bayes nets and graphical causal models in psychology. La obra de Gly-
mour gira en torno al feno´meno de la causalidad y al proceso de construccio´n de
conocimiento por medio de la observacio´n y la manipulacio´n de nuestro entorno.
El aprendizaje causal es punto arquime´dico con el que inicia su trabajo, propo-
niendo que en nuestra interaccio´n con el entorno aplicamos una serie de procesos
(ana´logos a los algoritmos desarrollados para estudiar las relaciones causales es-
tad´ısticas) que conducen a una representacio´n interna de la estructura causal.
Sin embargo, su propuesta no se limita al desarrollo ontogene´tico del aprendizaje
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causal humano, sino que traslada esta filosof´ıa al campo de la Neuropsicolog´ıa
(reentendiendo los diagramas de flujo de la Psicolog´ıa Cognitiva cla´sica en un
sentido bayesiano) o a la Psicometr´ıa (criticando el ana´lisis factorial y el ana´lisis
de regresio´n como me´todos fiables para extraer el nu´mero correcto de variables
latentes y para representar la estructura causal subyacente).
La propuesta teo´rica de Glymour ha sido criticada por ser demasiado espe-
culativa y por carecer de una so´lida evidencia experimental (Borsboom, 2002).
En primer lugar, los pocos experimentos usados para justificar sus razonamien-
tos parecen seleccionados adrede para soportar su teor´ıa y los resultados son
interpretados sobre consideraciones post hoc. Por otro lado, Glymour parece no
compensar equitativamente los pros y los contras de su propuesta. Por ejemplo,
si su argumentacio´n es correcta y cada uno de nosotros llevamos implementados
en nuestro cerebro un sistema que nos permite ((desenmascarar)) la estructura
causal del ambiente en te´rminos de relaciones de dependencia e independencia
probabil´ıstica, ¿co´mo es posible que el aprendizaje formal de estos conceptos sea
tan dif´ıcil?
Estas cr´ıticas ser´ıan consistentes con los trabajos cla´sicos que informan de
dificultades en la estimacio´n y/o comprensio´n de probabilidades condicionales en
te´rminos causales (p. e., Kahneman, 2003; Kahneman y Tversky, 1973; Tversky
y Kahneman, 1974, 1982). Sin embargo, este hecho podr´ıa deberse a los formatos
de presentacio´n de la informacio´n o a artefactos metodolo´gicos. As´ı pues, la pre-
sentacio´n de informacio´n probabil´ıstica de una manera ma´s comprensiva para los
participantes experimentales podr´ıa mejorar su aprendizaje/razonamiento y acer-
carlo ma´s a lo establecido por la estad´ıstica (p. e., Gigerenzer, 1996; Seldmeier
y Gigerenzer, 2001).
En el resto de esta seccio´n se destacara´ la utilizacio´n de este tipo de herra-
mientas en la construccio´n de Sistemas de Tutorizacio´n Inteligente orientados a la
ensen˜anza y la medicio´n del aprendizaje. A continuacio´n, se abordara´ el aspecto
que ma´s trabajos de investigacio´n esta´ generando actualmente como consecuencia
del acercamiento de las redes bayesianas a la Psicolog´ıa: el aprendizaje causal.
Por u´ltimo, se vera´ la aproximacio´n que se ha hecho desde la Psicolog´ıa Forense
a estas herramientas.
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3.7.2. Aplicaciones en Psicolog´ıa
Sistemas de Tutorizacio´n Inteligente
El desarrollo de las ciencias de la computacio´n, el abaratamiento de programas
y de la maquinaria informa´tica esta´n dando lugar a una revolucio´n educativa
(Urretavizcaya, 2001). Hoy en d´ıa existen diferentes sistemas informa´ticos que
permiten tutorizar o formar a personas a trave´s de internet (p. e. WebCT) y
programas educativos que permiten aprender casi cualquier materia acade´mica
(p. e. idiomas, matema´ticas, ciencias naturales, etc.). Sin embargo, tenemos un
problema a este nivel: hacer que el aprendizaje sea tan apropiado como lo ser´ıa
cuando es conducido por una persona. Los Sistemas de Tutorizacio´n Inteligente
(STI) son herramientas informa´ticas que han sido desarrolladas para funcionar
como un mecanismo inteligente orientado a la ensen˜anza de cualquier tipo de
contenido, y en este contexto es donde las redes bayesianas han mostrado ser
u´tiles (J. Lo´pez y Garc´ıa, 2007a, 2007b, 2008; Milla´n, Perez-de-la-Cruz, y Sua´rez,
2002).
Segu´n Xiang (2002), los STI son un tipo de agente inteligente caracterizado
por la toma de decisiones y la realizacio´n de acciones sin la intervencio´n de nin-
guna persona que monitoriza el funcionamiento del sistema. Esto supondr´ıa que
el sistema tiene que, en primer lugar, evaluar el conocimiento que el aprendiz
tiene sobre la materia. A continuacio´n, ha de presentar informacio´n acorde a ese
nivel (p. e. definiciones, material gra´fico o auditivo, etc.). Despue´s ha de evaluar
si la persona ha asimilado este nuevo conocimiento y presentar nueva informa-
cio´n acorde con lo que ha aprendido. En general, un STI genera un modelo del
conocimiento que tiene el alumno y le presenta la informacio´n acorde a el (p.
e., Conejo, Milla´n, Perez de la Cruz, y Trella, 2001; Martin y VanLehn, 1995;
Mislevy y Gitomer, 1996; Padilla, Lara, y Ma´rquez, 2001).
En cierto modo, los STI ir´ıan ma´s alla´ que los tests adaptativos computeriza-
dos (Olea y Ponsoda, 1996) ya que, adema´s de evaluar adaptativa y dina´micamen-
te el conocimiento sobre una materia, han de proveer material de trabajo en cada
fase del programa formativo. Las redes bayesianas, dado que tienen la capaci-
dad de generar una representacio´n probabil´ıstica de algu´n aspecto de la realidad,
pueden utilizarse como mecanismo intermedio entre el conocimiento que tiene el
educando y la materia de aprendizaje a facilitar en base a lo asimilado.
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Una de las primeras aproximaciones orientadas a evaluar el aprendizaje por
medio de redes bayesianas se llevo´ a cabo con estudiantes de secundaria en la
asignatura de f´ısica (Martin y VanLehn, 1995). OLAE (Off-Line Assessment of
Expertise) fue un sistema que evaluaba diferentes aspectos clave en la resolu-
cio´n de problemas de f´ısica. Constaba de una interface gra´fica dividida en cuatro
secciones 11: una barra de tareas para seleccionar categor´ıas de problemas, un
recuadro que presentaba el enunciado del problema junto a una representacio´n
gra´fica del mismo, una representacio´n gra´fica donde el aprendiz ten´ıa que sen˜alar
los feno´menos f´ısicos implicados en el problema y una seccio´n de respuestas donde
el aprendiz ten´ıa que expresar las fo´rmulas a utilizar y donde ten´ıa que dar su
respuesta. El sistema iba registrando las respuestas de los alumnos y generaba
una red bayesiana que representaba las probabilidades asociadas a la utilizacio´n
de cada fo´rmula f´ısica.
El sistema OLAE, sin embargo, no funcionaba como un tutor inteligente ya
que se limitaba a estimar la probabilidad relativa de utilizacio´n correcta de fo´rmu-
las y principios f´ısicos. Adema´s, no realizaba estos ca´lculos dina´micamente, o sea,
a medida que el aprendiz daba una respuesta; si no que lo hac´ıa a posteriori.
OLAE supuso un avance en el campo de los STI porque mostro´ que el conoci-
miento que tiene una persona sobre un dominio puede evaluarse usando redes
bayesianas de un modo estructurado.
Otro sistema de tutorizacio´n inteligente es Andes cuya caracter´ıstica princi-
pal es que no reduce la iniciativa del usuario estableciendo v´ıas estrictas en el
aprendizaje (Conati, Gertner, y VanLehn, 2002). Ma´s bien, es un sistema abierto
que permite aprender una habilidad o concepto por medio de diferentes procedi-
mientos. Otra caracter´ıstica importante de Andes es que puede suministrar ayuda
dina´mica cuando el/la estudiante se encuentra en un callejo´n sin salida y no sabe
como continuar en la resolucio´n de un problema. Se desarrollo´ a partir de OLAE
y su objetivo es la ensen˜anza de f´ısica newtoniana a nivel universitario.
Andes tiene dos mo´dulos principales, uno para resolucio´n de problemas y otro
para el estudio de ejemplos. El mo´dulo de resolucio´n de problemas es parecido al
de OLAE pero incorporando una ayuda dina´mica mas eficiente. En el mo´dulo de
estudio de ejemplos los estudiantes van siguiendo la resolucio´n de los problemas
11El sistema OLAE permit´ıa recoger informacio´n en cinco tipos de actividades por medio de
una computadora. Aqu´ı se describe la actividad de resolucio´n de problemas.
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de manera ana´loga a como lo har´ıan en una clase impartida por un tutor humano.
As´ı, el desarrollo de la explicacio´n del problema va adapta´ndose a lo que la persona
sabe a lo largo del proceso formativo.
El sistema hace una serie de asunciones acerca del proceso de generalizacio´n
del aprendizaje; esto es, el grado en el que los usuarios son capaces de trasladar
lo aprendido en un contexto a otro. Esto es un problema crucial en el proceso
de ensen˜anza-aprendizaje ya que uno de los objetivos de la ensen˜anza es aplicar
lo que se ha aprendido en clase a problemas de la vida cotidiana. Para modelar
el proceso de generalizacio´n utiliza una estructura de red bayesiana divergente
donde el nodo de divergencia representa la probabilidad de uso correcto de una
determinada ecuacio´n f´ısica y los nodos hijos representan diferentes contextos.
Mislevy y Gitomer (1996) trabajaron con el programa HIDRIVE desarrollado
por los Laboratorios Amstrong de las Fuerzas Ae´reas de los Estados Unidos.
HIDRIVE es un STI desarrollado para simular el funcionamiento de un avio´n de
combate F-15. Un problema comienza con una secuencia de video donde un piloto
describe algunas deficiencias en el funcionamiento de un aparato que esta´ a punto
de aterrizar o que ya ha aterrizado (por ejemplo, el chequeo rutinario del timo´n de
aterrizaje no responde correctamente). La interface gra´fica permite al estudiante
llevar a cabo una tarea de solucio´n de problemas revisando videos del aparato y
permitie´ndole actuar sobre ellos. La red bayesiana generada a partir de HIDRIVE
consta de 22 nodos organizados jera´rquicamente en cuatro capas. En la cu´spide de
la jerarqu´ıa estar´ıa la ejecucio´n global. En un nivel inferior estar´ıan los tres tipos
de conocimientos evaluados: conocimiento de sistema, conocimiento estrate´gico y
conocimiento procedimental. En la tercera capa estar´ıan los subcomponentes de
cada tipo de conocimiento. La tercera capa ser´ıa una capa oculta donde se integra
la informacio´n de las capas precedentes. La cuarta capa es donde se interpretan
las acciones del estudiante en relacio´n a los posibles escenarios que plantea el
sistema. Todos los arcos se orientan desde los niveles jera´rquicos ma´s altos hacia
los ma´s bajos.
Uno de los avances ma´s importantes que se han realizado en este campo ha
sido el desarrollo e implementacio´n de STI en internet. Conejo et al. (2004, 2001)
han desarrollado un sistema (SIETTE) que lleva a cabo procesos de diagno´stico
y evaluacio´n del aprendizaje por medio de internet. Otro aspecto interesante de
SIETTE es que se basa en la Teor´ıa de Respuesta al I´tem para escalar el material
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dida´ctico y a los usuarios, mientras que el motor de inferencia que diagno´stica el
estado de conocimiento de aprendiz lo lleva a cabo una red bayesiana.
Las redes bayesianas se perfilan como una herramienta de utilidad para la
construccio´n de sistemas de tutorizacio´n inteligente. Glymour (2001) dir´ıa que
e´stas son capaces de representar el conocimiento latente del educando de una
manera ma´s eficiente a como lo representan los ana´lisis factoriales o las te´cnicas
de regresio´n. No obstante, los desarrollos teo´ricos y pra´cticos en la Teor´ıa de
Respuesta al I´tem como modelo para la estimacio´n de conocimiento o habilidad
latente, as´ı como en los procesos de evaluacio´n secuencial podr´ıan optimizar los
sistemas de autorizacio´n virtual inteligentes habidos hasta ahora (J. Lo´pez y
Garc´ıa, 2007b, 2008; J. Lo´pez, Ruiz-Ruano, y Garc´ıa, 2008a).
Aprendizaje Causal
El mayor volumen de estudios donde la Psicolog´ıa hace uso de las redes baye-
sianas se ha generado investigando el aprendizaje causal. La obra de Glymour
es, nuevamente, un referente clave en este contexto. A grandes rasgos, Glymour
propone que las personas construimos una representacio´n causal de la realidad
por medio de la observacio´n y la manipulacio´n de ciertos eventos que la compo-
nen. Esta interaccio´n observacional y manipulativa con el ambiente nos va dando
pistas para ir generando una idea sobre la estructura causal del mundo; la cual,
a su vez, es comparable, por lo menos fenomenolo´gicamente, a una red bayesiana
(Glymour, 2001, 2003).
Esta argumentacio´n filoso´fica ha recibido evidencia experimental y se ha afian-
zado en el contexto cient´ıfico como teor´ıa del aprendizaje en nin˜os pequen˜os
(Gopnik et al., 2004; Gopnik y Schulz, 2004). La idea que subyace a la propuesta
proviene de la idea de Heider al considerar que las personas somos como cient´ıficos
ingenuos que llevamos a cabo procesos de generacio´n, contraste y modificacio´n de
hipo´tesis sobre la realidad de modo parecido a como lo hace el me´todo cient´ıfico
J. F. Morales (1994).
Esta nueva propuesta teo´rica supera a los modelos cla´sicos de aprendizaje
causal, al menos, en varios sentidos que se han hecho notar por diferentes in-
vestigadores. En primer lugar, hay aspectos metodolo´gicos que se refieren a la
manipulacio´n de las variables que se utilizan en las tareas causales que no son
tratados por los modelos cla´sicos (p. e., Gopnik et al., 2004; Gopnik y Schulz,
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2004; Matute, 2002). Por otro lado, la relacio´n entre correlacio´n y causacio´n no
se hab´ıa hecho expl´ıcita evitando considerar que existe una relacio´n directa entre
ambas (p. e., Cheng, 1997; Gopnik et al., 2004; Perales, Catena, y Maldonado,
2002a). Por u´ltimo, los modelos cla´sicos no hacen referencia al conocimiento pre-
vio que se tiene sobre la estructura causal de la realidad 12 (Gopnik et al., 2004;
Perales et al., 2002a; Perales, Catena, y Maldonado, 2002b).
El paradigma experimental que apoya este nuevo modelo del aprendizaje cau-
sal en nin˜os proviene de la tarea de deteccio´n de blickets13. En esta tarea se pre-
sentan varios cubos de madera a los nin˜os y se les pregunta sobre su poder causal
para hacer funcionar un mecanismo oculto que genera luces y mu´sica. Cuando un
blicket es colocado sobre la ma´quina detectectora de blickets, esta u´ltima emite
mu´sica y luces de colores. El experimentador determina arbitrariamente que´ es
un blicket y que´ no es un blicket.
En un estudio desarrollado por Gopnik, Sobel, Schulz, y Glymour (2001, ex-
perimento 1 y 2) se encontro´ que nin˜os de cuatro an˜os de edad realizaban juicios
causales consistentes con el formalismo de las redes bayesianas en la tarea de de-
teccio´n de blickets. Tambie´n se ha encontrado que los nin˜os pequen˜os son capaces
de modificar la situacio´n experimental (esto es, intervenir sobre ella) para dar lu-
gar a un efecto que previamente nunca hab´ıan observado (p. e., Gopnik et al.,
2001, experimento 3; Sobel, Tenenbaum, y Gopnik, 2004, experimento 3). Este
u´ltimo resultado no puede ser explicado por las teor´ıas cla´sicas del aprendizaje
causal, mientras que es comprensible dentro de la teor´ıa causal del aprendiza-
je desarrollada bajo el formalismo de las redes bayesianas (Gopnik et al., 2004;
Spirtes et al., 2000). Otro feno´meno que ha servido para poner en tela de juicio
los postulados de las teor´ıas cla´sicas del aprendizaje ha sido el efecto de bloqueo
hacia atra´s (p. e., Gopnik et al., 2004; Sobel et al., 2004).
En la investigacio´n en cognicio´n animal se han encontrado resultados simi-
lares. En un estudio llevado a cabo por Blaisdell, Sawa, Leising, y Waldmann
(2006) se encontro´ que ratas experimentales fueron capaces de extraer conclusio-
nes causales consistentes con el formalismo normativo de las redes bayesianas.
Contrariamente a lo que postulaban los modelos cla´sicos de aprendizaje, los ani-
males fueron capaces de entender que sus acciones eran la causa de la presentacio´n
12Excepto en te´rminos generales guiados por supuestos teo´ricos robustos (Cheng, 1997).
13Un blicket es un bloque de madera que ha sido cargado arbitrariamente de poder causal en
una tarea de deteccio´n causal.
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de est´ımulos apetitivos y no que era fruto de una asociacio´n simple como se pen-
saba anteriormente. Aunque son datos aislados y queda mucho trabajo por hacer
a este nivel, estos resultados han llamado la atencio´n de la comunidad cient´ıfica
al sugerir que los animales podr´ıan ser sensibles al razonamiento causal complejo
(Clayton y Dickinson, 2006).
Estos avances en teor´ıa del aprendizaje han surgido paralelamente al desa-
rrollo de nuevas teor´ıas estad´ısticas orientadas a entender la causalidad a partir
de datos observacionales pero extrayendo conclusiones equiparables a datos ex-
perimentales (p. e., Pearl, 2000, 2002; Spirtes et al., 2000). Esta diferenciacio´n
entre el aprendizaje meramente observacional e interventivo 14 esta´ dando lugar
a una intensa investigacio´n (p. e., Lagnado y Sloman, 2004; Waldman y Hagma-
yer, 2005). Por ejemplo, Lagnado y Sloman (2004) han propuesto que la ventaja
del aprendizaje basado en la intervencio´n es debido a que conlleva informacio´n
temporal que es usada eficientemente para determinar la estructura causal. Estos
resultados son consistentes con los trabajos cla´sicos que enfatizaban la mejora del
razonamiento y la prediccio´n cuando la informacio´n se presentaba en el sentido
natural de la realidad (de las causas a los efectos) y no a la inversa (Tversky y
Kahneman, 1982).
Por su parte, Krynski y Tenenbaum (2007) y J. Lo´pez y Garc´ıa (2009) han
mostrado recientemente que los juicios de causalidad bajo incertidumbre emitidos
por las personas son ana´logos a los que realiza una red bayesiana. Estos hallazgos
son importantes en el contexto del desarrollo de modelos formales en campos
aplicados como la intervencio´n psicolo´gica o la ingenier´ıa del control de procesos
(J. Lo´pez, Garc´ıa, y De la Fuente, 2006; J. Lo´pez y Garc´ıa, 2007c).
Psicolog´ıa Forense
El uso de las redes bayesianas en el a´mbito forense cobra especial relevancia en
la investigacio´n policial (p. e., Garbolino y Taroni, 2002; Oatley y Ewart, 2002,
2003). Por ejemplo, Garbolino y Taroni (2002) proponen que las redes bayesia-
nas podr´ıan ser usadas en el a´mbito forense como herramientas que ayudasen a
sopesar evidencias (pruebas) de cara a la resolucio´n de los casos.
14Interventivo en este contexto se refiere a un aprendizaje ana´logo al instrumental u operante.
Sin embargo, tiene connotaciones estad´ısticas que se refieren a ajustar el valor de una variable
de un modelo causal en un valor concreto y modificar su estructura cualitativa en algunos casos.
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Una ilustracio´n de esta utilidad de las redes bayesianas lo encontramos en el
proyecto OVER. Este proyecto fue fruto de la colaboracio´n entre la West Mid-
lands Police, el Centro de Sistemas Adaptativos, Computacio´n y Tecnolog´ıa; y la
Divisio´n de Psicolog´ıa de la Universidad de Sunderland. Como resultado de este
trabajo conjunto, Oatley y Ewart (2003) han informado de la construccio´n de un
sistema informa´tico que predice la probabilidad de robos en casas de una regio´n
metropolitana de Birmingham. Este programa esta´ integrado por varios mo´dulos
que funcionan controlados por diferentes herramientas estad´ısticas. Sin embargo,
el motor de inferencia principal es una red bayesiana que estima la probabilidad
de asaltos a casas en funcio´n de un conjunto de variables (p. e. modus operandi,
nu´mero de asaltos en una zona, etc.). Todo el trabajo esta´ monitorizado por un
plano de la ciudad donde se representa el riesgo de asalto con diferentes colores.
A su vez, todos los ana´lisis pueden ser exportados a formato Excel para que la
polic´ıa pueda elaborar informes fa´cilmente.
Recientemente, (J. Lo´pez, De la Fuente, et al., 2008) presentaron un modelo de
red bayesiana capaz de predecir la tendencia del veredicto en jurados simulados.
Estos resultados podr´ıan servir para conseguir que la formacio´n de jurados sea
ma´s imparcial y menos sesgada a ciertos veredictos.
Psicolingu¨´ıstica
Como se ha comentado anteriormente Glymour (2001) defendio´ la utilizacio´n ma-
siva de las redes bayesianas en el quehacer de la Psicolog´ıa. Su propuesta tocaba
varias a´reas pero se centraba en el aprendizaje. Sin embargo, hizo referencia a
la utilidad que supondr´ıan las redes bayesianas en el estudio de los mecanismos
neurocognitivos del lenguaje. Su propuesta paso´ por proponer que se aplicase el
formalismo de las redes bayesianas sobre los modelos cla´sicos de la Neuropsico-
log´ıa del lenguaje (Ellis y Young, 1988).
No obstante, fue Daniel Jurafsky (1996) quien propuso una conexio´n entre la
estructura del lenguaje en te´rminos de probabilidades condicionadas y ciertos as-
pectos le´xico-sema´nticos. Algo parecido ha hecho la Cambridge University Press
en su Cambridge Advanced Learner’s Dictionary (CALD) ya que cada una de sus
entradas esta´ etiquetada en te´rminos de la probabilidad de uso con base en el Fre-
cuency Information System. Este sistema de informacio´n basado en la frecuencia
clasifica las palabras en tres grupos dada una gran base de datos lingu¨´ıstica o
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CORPUS atendiendo no so´lo a su importancia relativa en el discurso, sino tam-
bie´n respecto a su significado individual y en unio´n con otras palabras. El CALD
tiene tres grupos principales de palabras: las entradas tipo E (de Essential), que
son palabras de uso muy frecuente en ingle´s (p(E) = 4 × 10−5) y que son esen-
ciales para desarrollar una comunicacio´n eficiente; las tipo I (de Improver), que
son palabras que aparecen en el idioma ingle´s con una probabilidad comprendida
entre 2×10−5 y 4×10−5, las cuales son u´tiles para definir conceptos importantes;
y por u´ltimo, las palabras tipo A (de Advanced) son menos frecuentes en ingle´s
(1× 10−5 ≤ p(A) ≤ 2× 10−5) pero son altamente significativas denotando fluidez
y naturalizad en la comunicacio´n.
Aunque el trabajo inicial de Jurafsky tan so´lo hace una ligera referencia a
la utilidad de las redes bayesianas en el estudio del lenguaje a nivel psicolo´gico,
en estudios posteriores (Narayan y Jurafsky, 1998, 2002) se han replicado algu-
nos resultados experimentales usando modelos de red bayesiana. Estos hallazgos
tambie´n han tenido utilidad pra´ctica. Por ejemplo, en un estudio orientado a
comparar la habilidad en la recuperacio´n de informacio´n electro´nica entre Redes
Neurales Artificiales y redes bayesianas, las redes bayesianas ofrecieron mejores
resultados (F. Mart´ınez, Dı´az, Mart´ın, Rivas, y Uren˜a, 2003).
Por otro lado, estudios recientes han mostrado que la evolucio´n del lenguaje en
te´rminos histo´ricos obedece a un patro´n probabil´ıstico basado en el uso relativo
de las palabras (Fitch, 2007; Marris, 2007). Por ejemplo, (Liberman, Michel,
Jackson, Tang, y Nowak, 2007) han observado que la vida media (VMv) de los
verbos irregulares en el idioma ingle´s obedece a la regla
VMv ∝
√
frv,
donde frv se refiere a la frecuencia de uso del verbo. O lo que es lo mimso, las pa-
labras con frecuencia de uso baja evolucionan ma´s ra´pidamente que las palabras
que son usadas frecuentemente. Fitch (2007) ha sen˜alado que esta observacio´n
puede favorecer el desarrollo de modelos teo´ricos basados en sesgos innatos que
podr´ıan tomar la forma de distribuciones previas bayesianas o teor´ıas destina-
das a modelar el proceso de aprendizaje del lenguaje en te´rminos de sistemas
estad´ısticos. A su vez, esta observacio´n abre la posibilidad de estudiar cuantita-
tivamente la evolucio´n del lenguaje en los mismos te´rminos que se supone que
evolucionan los seres vivos. Por ejemplo, el concepto de memes introducido por
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(Dawkins, 1976/1988) que postula que ciertos elementos lingu¨´ısticos evolucionan
de modo ana´logo a como lo hacen los genes podr´ıa ser abordado emp´ıricamente.
Psicodiagno´stico
Los sistemas expertos han estado relacionados con las Ciencias de la Salud desde
sus inicios; de hecho, el surgimiento de las redes neurales artificiales (que pue-
den considerarse como un tipo particular de sistema experto) estuvo asociado al
diagno´stico me´dico (Quinlan, 1991).
La red ASIA (Cowell et al., 1999) fue la primera red bayesiana desarrollada pa-
ra ser utilizada como ayuda en el diagno´stico de enfermedades. Estuvo compuesta
por ocho nodos y se dirigio´ al diagno´stico diferencial de tuberculosis, bronquitis
y ca´ncer de pulmo´n. Sin embargo, estas red ((primigenia)) no estaba orientada
a resolver problemas reales, sino que, ma´s bien pretend´ıa ser un ejemplo de la
potencialidad de las redes bayesianas en el diagno´stico me´dico (Dı´ez, 1998). La
primera rede bayesiana con aplicacio´n cl´ınica real se desarrollo´ en la Universidad
de Aalborg (Dinamarca) y tuvo como objetivo el diagno´stico de enfermedades
musculares (Hugin Expert, 2004) y la monitorizacio´n de insulina en pacientes
diabe´ticos.
En el diagno´stico psicolo´gico, al igual que en el me´dico, se lleva a cabo un
proceso de toma de decisiones donde el profesional, o profesionales, tiene que
poner en marcha una bu´squeda activa de evidencias y actuar acorde a ellas (Go-
doy, 1996). Por ello, se han utilizado numerosas herramientas estad´ısticas para
minimizar las posibilidades de error en el diagno´stico. Por ejemplo, la teor´ıa de
la utilidad esperada junto a la maximizacio´n de la utilidad multiatributo y el uso
de la regla de Bayes para calcular probabilidades condicionales han sido usadas
con la idea de apoyar a los profesionales en su toma de decisiones (p. e., Esteve,
1996a, 1996b).
Un ejemplo de sistema experto de red bayesiana usado para el diagno´stico
psicolo´gico fue MENTOR (Mani et al., 1997), que fue construido en la Universi-
dad de California entre 1959 y 1980 con la colaboracio´n de la Fundacio´n Kaiser y
su objetivo era la prediccio´n y el diagno´stico precoz de retraso mental en bebe´s.
Por su parte, el Instituto de Investigacio´n en Salud Mental de Victoria (Melbour-
ne, Australia, www.mhri.edu.au) es una organizacio´n que esta´ trabajando con
la tecnolog´ıa de las redes bayesianas para comprender, tratar y prevenir trastor-
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nos psicolo´gicos como la esquizofrenia, los trastornos del estado de a´nimo o el
Alzheimer.
No obstante, como sen˜alan (J. Lo´pez et al., 2007), todas las iniciativas orien-
tadas a desarrollar modelos, sistemas o herramientas de utilidad en la toma de
decisiones cl´ınica han de tener en cuenta los problemas que acarrean en te´rminos
ontolo´gicos relativos a lo descriptivo y/o normativo. Algunos autores (p. e., Go-
doy, 1996; Raiffa, 1994) proponen que los mecanismos, como las redes bayesianas,
de optimizacio´n ante la toma de decisiones cl´ınica tendr´ıan que ser meros apoyos
y no sustitutos de los profesionales que desarrollan esta actividad.
Psicolog´ıa Organizacional
Como herramienta estad´ıstica, las redes bayesianas podr´ıan usarse en el estudio
de cualquier to´pico investigado por la Psicolog´ıa Social. Sin embargo, los estudios
que se han realizado por el momento se han centrado en aplicaciones orientadas al
entorno empresarial. El intere´s por la estad´ıstica aplicada a la toma de decisiones
en el contexto empresarial se ha acentuado gracias a la evolucio´n de los estilos
de direccio´n, pasando de un estilo de direccio´n centrado en la experiencia del
empresario a un modelo de direccio´n basado en indicadores estad´ısticos, acaecida
en los u´ltimos an˜os (p. e., Alcazar, 2005; Forester, 1968/1973; Giles, 2005b; Leo´n,
1994; A. Mart´ınez, Mart´ınez, y Mart´ınez, 2002).
En el campo de los estudios de mercado las redes bayesianas han mostrado
ser herramientas especialmente u´tiles (Concejero, 2004; Nadkarni y Shenoy, 2001,
2004). Por ejemplo, Baesens et al. (2004) encontraron que una red bayesiana con
cuatro nodos y seis arcos (frente a otros modelos ma´s complejos y menos parsimo-
niosos que implicaban ma´s variables) clasificaba eficientemente a los clientes de
una empresa en relacio´n a la perspectiva de compras a largo plazo. Encontraron
que la evolucio´n de las compras de los clientes se relacionaba (positivamente) con
el porcentaje ma´ximo de productos que adquir´ıa de una misma categor´ıa; y (ne-
gativamente) con la contribucio´n inicial y el nu´mero total de art´ıculos comprados.
El v´ınculo ma´s claro del mundo empresarial y la psicolog´ıa social aplicada
podr´ıamos encontrarlo en la gestio´n y direccio´n de recursos humanos. Por ejemplo,
como se ha hecho notar por Macia´ et al. (1990), la seleccio´n de personal es un
buen ejemplo de un proceso de toma de decisiones secuencial dentro de una
organizacio´n. En este sentido, los diagramas de influencia ser´ıan apropiados para
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ir guiando el proceso de seleccio´n de personal en funcio´n de ciertas restricciones.
HumRRO (Human Resources Research Organization, www.humrro.org) es una
empresa que se fundo´ en 1951 y es un ejemplo de la utilizacio´n de las redes
bayesianas en la consultor´ıa de recursos humanos.
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Capı´tulo 4
Actitudes emprendedoras
As long as they vote with their feet and 
hearts, immigrants are a more powerful 
engine for social change than armies.
(Richerson y Boyd, 2008)
4.1. Resen˜a histo´rica
El esp´ıritu emprendedor probablemente ha sido, junto a la aparicio´n de un siste-
ma lingu¨´ıstico complejo o las habilidades de aprendizaje, uno de los grandes hitos
filogene´ticos en la historia de la evolucio´n humana (Boyce, Kral, Allnut y Goetz,
2005). Esta tendencia a la ((aventura)) podr´ıa haber aparecido como rasgo carac-
ter´ıstico de la especie humana hace aproximadamente 60.000 an˜os y podr´ıa haber
representado el punto arquime´dico que empujo´ al representante prehisto´rico del
hombre moderno a abandonar el continente africano y a conquistar, en cuestio´n
de un par de miles de an˜os, todos los ecosistemas del planeta.
El papel de las personas emprendedoras en el sistema productivo ha sido
destacado en contextos de diferente ı´ndole (Corman, Lussier, y Nolan, 1996) y
es importante por varias razones. Bien porque aportan el dinamismo que las
economı´as necesitan desde un punto de vista microecono´mico, porque son una
fuente ingente de innovacio´n o porque regulan la tasa de empleo de los pa´ıses;
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las personas que emprenden la creacio´n de una empresa generan alteraciones
beneficiosas en el tejido empresarial en el que se desenvuelven y provocan cambios
que son mensurables desde un punto de vista macroecono´mico. No obstante, pese
a que el intere´s cient´ıfico por la tendencia a crear empresas se remonta al siglo
XVIII y XIX, son muchas las lagunas y la controversia que hay respecto a su
conceptualizacio´n (p. e., Cano, Garc´ıa, y Gea, 2003; Rogoff y Lee, 1996).
Podr´ıamos decir que el concepto, a grandes rasgos, de emprendedor o persona
emprendedora tiene su origen en Francia. De hecho, el vocablo ingle´s acun˜ado
para hacer referencia a este feno´meno (entrepreneur) procede del france´s. Por otro
lado, como sen˜alan He´bert y Link (1989) la taxonomı´a de las teor´ıas referentes
al feno´meno emprendedor tienen su origen en el economista irlande´s Richard
Cantillon que paso´ gran parte de su vida en Francia.
Richard Cantillo´n ha conseguido la mayor parte de su reputacio´n gracias a su
obra Essai sur la nature du commerce en ge´ne´ral, que permanecio´ en la oscuridad
alrededor de un siglo y que fue descubierta accidentalmente por William Stanley
Jevons (Hayek, 1985). El modelo econo´mico propuesto por Cantillon identifica
a tres agentes principales que forman parte de una jerarqu´ıa de relevancia: a)
los terratenientes (landowners), que son econo´micamente independientes; b) los
emprendedores, que se embaucan en intercambios de mercado bajo riesgo con la
intencio´n de conseguir beneficio; y los empleados (hirelings), que son persuadidos
por dotaciones econo´micas para realizar trabajos poco atractivos o desagradables
y que evitan la toma de decisiones activa con el fin de asegurarse garant´ıas con-
tractuales de ingresos estables. Aunque Cantillon propone que la cu´spide de la
jerarqu´ıa pertenece a los terratenientes, los emprendedores tienen un papel esen-
cial en el desarrollo econo´mico. Para e´l los emprendedores son agentes econo´micos
que consiguen beneficios a partir de juicios empresariales bajo incertidumbre y
no por medio de rentas o salarios. Con posterioridad otros autores han secun-
dado esta idea de considera al emprendedor como un ente social que desaf´ıa al
riesgo y a la incertidumbre (p. e., Hayek, 1985; He´bert y Link, 1989; Polopolus
y Emerson, 1991; Samuelson, 1970).
Varios aspectos de los destacados por Cantillon cobran especial relevancia en
el campo de las actitudes emprendedoras. En primer lugar, destaca claramente
que los emprendedores son agentes econo´micos que tienden a gestionar eficiente-
mente la incertidumbre del mercado. A su vez, acentu´a que es la funcio´n y no la
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personalidad del emprendedor lo que los diferencia de otros elementos producti-
vos. Por u´ltimo, desliga la nocio´n de emprendedor de la clase social. Los ejemplos
que Cantillon (1755/1931) relata son ilustrativos de su perspectiva:
[...] El granjero es un emprendedor que promete pagar al propietario,
por su granja o su tierra, una suma fija de dinero [...] sin tener la
certeza del beneficio que obtendr´ıa de esta empresa. [...] El precio de
los art´ıculos producidos por el granjero depende naturalmente de estos
[...] acontecimientos imprevisibles para e´l, lo cual significa que condu-
ce la empresa de su granja con incertidumbre. [...] El artesano que
ha comprado la lana del comerciante, o directamente del productor,
no puede saber que´ beneficio obtendra´ al vender sus pan˜os y telas al
sastre. El lencero es un empresario que compra telas al fabricante, a
un determinado precio, para revenderlas a un precio incierto [...] Los
tenderos y detallistas de toda especie son empresarios que compran a
un precio cierto, y revenden en sus tiendas o en las plazas pu´blicas
a un precio incierto. [...] Todos los otros empresarios, como los que
se benefician de las minoas, o los de especta´culos, edificaciones, etc
–lo mismo que los empresarios de su propio trabajo, que no necesitan
fondos para establecerse como buhoneros, caldereros, zurcidoras, des-
hollinadores, aguadores, etc.–, subsisten con indcertidumbre [...] pp.
39–45.
Aunque la propuesta de Cantillon ha sido criticada por no tener en cuenta
algunos estratos de la sociedad (la nobleza o cierto sector del proletariado) a la
hora de modelar la dina´mica econo´mica, ha servido para que otros autores desa-
rrollasen sus teor´ıas en relacio´n al emprendedor sobre la base de sus postulados.
Como sen˜alan He´bert y Link (1989), el trabajo de Cantillon ha sido el germen que
ha propiciado el desarrollo de tres escuelas de pensamiento sobre la naturaleza,
desarrollo y funcio´n del emprendedor (Figura 4.1). Aunque algunas de las fle-
chas de este gra´fico no son tan rectas como cabr´ıa esperar desde una perspectiva
histo´rica y en algunos casos la asociacio´n entre autores es muy tenue, son u´tiles
desde el punto de vista expositivo y la mayor´ıa de las relaciones que se establecen
son ineludibles.
La primera l´ınea de pensamiento surgida del trabajo de Cantillon, la Tradi-
cio´n Alemana, desemboca en Joseph Schumpeter cuya aportacio´n proviene de su
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Figura 4.1: Corrientes de pensamiento surgidas a partir del trabajo de Richard
Cantillon. Basado en He´bert y Link (1989).
ana´lisis sobre el desarrollo econo´mico como proceso dina´mico, donde la perturba-
cio´n del equilibrio es vista como un paso hacia el avance de la economı´a. En este
modelo el emprendedor tiene un papel clave como pieza fundamental del desarro-
llo econo´mico por medio de la creacio´n destructiva, ya que el emprendedor trata
de optimizar sus beneficios desarrollando innovaciones (en productos o en pro-
cesos de produccio´n) que le hagan tener una ventaja competitiva en detrimento
(en cierto modo destruyendo) a sus competidores (McCraw, 2006). As´ı pues, el
emprendedor es aquella persona que innova, que establece nuevas combinaciones
de elementos en el sistema productivo con el fin de aumentar sus beneficios a
costa de reducir los beneficios de sus competidores.
En lo que respecta a la Tradicio´n de Chicago, el gra´fico de la Figura 4.1
desemboca en Theodore William Schultz que compartio´ el Premio Nobel Con-
memorativo en Economı´a con William Arthur Lewis en el an˜o 1979. Schultz es
reconocido por sus aportaciones sobre el desarrollo econo´mico en relacio´n a la
educacio´n de donde surgio´ la denominada Teor´ıa del Capital Humano. En el es-
tudio de las actitudes emprendedoras Schultz hizo dos grandes aportaciones segu´n
He´bert y Link (1989): a) definir emprendedor como un agente con habilidad para
enfrentarse a los desequilibrios econo´micos y extender la idea de emprendedor
a actividades no mercantiles1 (arte,estudios, hogar, deporte, etc.), y b) destacar
la importancia de la educacio´n sobre la habilidad de los agentes emprendedores
para percibir y reaccionar con e´xito a los desequilibrios econo´micos. Otro aspecto
1McKenzie, Ugbah, y Smothers (2007) tambie´n han hecho recientemente esa misma apre-
ciacio´n.
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importante de sus aportaciones es que matiza el establecimiento de una relacio´n
directa entre la habilidad para gestionar el riesgo o la incertidumbre y la activi-
dad emprendedora. Desde su punto de vista plantea que, aunque el riesgo y la
incertidumbre son importantes para la toma de decisiones de los emprendedores;
estos elementos de decisio´n tambie´n esta´n presentes en ausencia de la gestio´n
emprendedora.
Para terminar, una nueva y desafiante teor´ıa sobre el papel de los empren-
dedores en los sistemas econo´micos es la aportada por Israel Krizner enmarcada
dentro de la Tradicio´n Austriaca. Para Krizner el emprendedor es caracterizado
por un estado de alerta especial que le permite aprovechar las oportunidades de
consecucio´n de beneficio en el mercado. A su vez, el papel de los emprendedores es
conseguir alcanzar el tipo de ajuste necesario para mover los mercados econo´mi-
cos hacia el punto de equilibrio (Foshee, Heath, y Balic, 2003). De este modo, el
rasgo que caracteriza a los emprendedores desde esta perspectiva es la capacidad
de percepcio´n para reconocer oportunidades de e´xito que conduzcan a los merca-
dos en los que se desenvuelven al punto de equilibrio. La flecha discontinua que
aparece entre Kirzner y Shackle es debida a que el segundo no comparte la idea
de tendencia al equilibrio.
Como se puede observar, la diferencia entre estas tres corrientes de pensa-
miento se sintetiza en la relacio´n del emprendedor con el equilibrio econo´mico.
Mientras que la escuela alemana identifica al emprendedor como un elemento cla-
ve que favorece el desequilibrio econo´mico que produce desarrollo econo´mico y la
escuela de Chicago destaca que el emprendedor ha de ser ha´bil para reaccionar
a los desequilibrios econo´micos, la tradicio´n austriaca sugiere que los empren-
dedores empujan al sistema hacia el equilibrio. En cualquier caso, todas estas
perspectivas economicistas de la funcio´n del emprendedor han supuesto el pun-
to de partida para el desarrollo de modelos orientados a identificar y definir la
predisposicio´n emprendedora.
4.2. Conceptualizacio´n y tipolog´ıas emprende-
doras
Como sen˜alan He´bert y Link (1989), una posible explicacio´n a este relativo
desacuerdo podr´ıa deberse a las divergencias metodolo´gicas que subyacen en la
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investigacio´n en la creacio´n de empresas. Otro elemento que podr´ıa haber influido
en el poco grado de acuerdo es el abordaje multidisciplinar que se ha hecho del
tema ya que, en algunas ocasiones, el trasvase conceptual entre varias disciplinas
puede conducir a imprecisiones conceptuales lo que podr´ıa haber conducido a ma-
las interpretaciones y, por consiguiente, a una vaga definicio´n del concepto. Por
ejemplo, es posible que el uso de la palabra empresario como sino´nima de em-
prendedor pueda haber hecho mella en interpretaciones conceptuales en campos
tan dispares como la Economı´a y la Psicolog´ıa (Veciana, 1989).
De cualquier forma, se han propuesto multitud de definiciones orientadas a
clarificar el concepto de emprendedor que han arrojado luz sobre este objeto de
estudio. No obstante, se puede apreciar una gran heterogeneidad en la finalidad
y contenido de las definiciones de emprendedor. Por ejemplo, desde un punto de
vista histo´rico-sinte´tico, He´bert y Link (1989) sen˜alan que el emprendedor es:
[...] alguien especializado en asumir la responsabilidad ante la toma de
decisiones que afecta a la localizacio´n, forma, uso de bienes, fuentes
o instituciones [...] p. 39.
Mientras que desde un punto de vista empresarial (Genesca y Veciana, 1984;
Veciana, 1989) se ha sen˜alado que el emprendedor es:
[...] la persona que ha creado una empresa en marcha y esta sobrevive
en an˜os [...] p. 147 y 19 respectivamente.
Por su parte, una de las definiciones ma´s austeras del emprendedor fue acun˜ada
por Gartner (1988) que lo definio´ como:
[...]el rol social que subyace en los individuos que crean organizaciones
[...] p. 30.
En otras ocasiones la figura del emprendedor se ha definido desde un punto
de vista ma´s pra´ctico que hiciese posible operacionalizar el concepto. Un ejemplo
de ello lo encontramos en el trabajo de Huefner, Hunt, y Robinson (1996) que lo
delimita como:
[...] la persona que se autodefine como emprendedor y que ha pose´ıdo
y dirigido uno o ma´s negocios [...] p. 62.
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Una aproximacio´n metodolo´gica ma´s reciente es la llevada a cabo por J. Lo´pez,
Garc´ıa, Cano, Gea, y De la Fuente (2009) con la que sen˜alan que la persona
emprendedora se caracteriza por ciertos rasgos en te´rminos probabil´ısticos. En
cualquier caso, la figura emprendedora corresponde a una persona que busca
beneficio, en contraposicio´n al salario que busca un directivo o ejecutivo, como
contrapartida a su actividad emprendedora. O ma´s generalmente, el emprendedor
es la persona o grupo que busca explotar una oportunidad econo´mica (McKenzie
et al., 2007). Por otro lado, los emprendedores se embarcan en nuevas actividades,
mientras que el objetivo de los directivos o ejecutivos es mantener funcionando un
negocio previamente establecido. Como sen˜ala Samuelson (1970) los rasgos ma´s
caracter´ısticos del emprendedor son tener una visio´n, ser original, poseer valent´ıa e
introducir ma´s que descubrir nuevos productos o servicios. Por ejemplo, siguiendo
el ejemplo que e´l mismo plantea en torno al tele´fono; Maxwell desarrollo´ formal-
mente la teor´ıa de las ondas de radio, Hertz observo´ el feno´meno emp´ıricamente
pero fueron Marconi y Sarnoff quienes realmente lo hicieron econo´micamente ren-
table. Es ma´s, Marconi y Sarnoff se antepusieron en cierto modo al sentido comu´n
e hicieron productiva una idea que a priori no parec´ıa fruct´ıfera desde un punto
de vista financiero. Por ejemplo, el 19º presidente de los Estados Unidos, Ruther-
ford Birchard Hayes, dijo despue´s de una demostracio´n de su funcionamiento en
1876 que era un gran invento pero ¿a quie´n le gustar´ıa usarlo? 2
Dada la variedad de definiciones existentes en la bibliograf´ıa, algunos autores
han optado por identificar los diferentes tipos de perfiles que se agrupan bajo el
espectro emprendedor. Con esta estrategia se conseguir´ıa reducir la ambigu¨edad
conceptual, ya que se profundiza en la definicio´n conceptual del objeto de estudio,
y proveer de informacio´n u´til desde un punto de vista pra´ctico, ya que servir´ıa
para disen˜ar las investigaciones.
Por ejemplo, Rogoff y Lee (1996) tomaron una muestra de 231 propietarios de
negocios y evaluaron tanto sus v´ıas de inicio en los negocios como sus actitudes
hacia la consecucio´n de objetivos. Encontraron que este grupo de emprendedores
se pod´ıa dividir en tres perfiles diferentes: los creadores, los herederos y los opera-
dores. Los emprendedores creadores son definidos como aquellos que han iniciado
una nueva aventura empresarial con el suen˜o de crear un nuevo servicio o produc-
to. Los emprendedores con perfil de herederos incluye a estas personas que han
2It’s a great invention but who would want to use it anyway?
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heredado un negocio familiar o quienes entraron en el mundo de los negocios por
medio de una conexio´n de parentesco. Por u´ltimo, los emprendedores operadores
son estos que adquieren un negocio o una franquicia. Este tipo de emprendedor
esta´ principalmente motivado por objetivos financieros, por la ausencia de opcio-
nes, por el deseo de adquirir un negocio o franquicia con una reducida carga de
incertidumbre en el mercado.
Sus resultados mostraron un patro´n significativo de diferencias entre los tres
grupos. En primer lugar, los creadores, conducidos por la visio´n de crear nuevos
productos o servicios, obtuvieron mayores puntuaciones en las dimensiones de
creacio´n de negocios-productos, en la sub-escala de respeto-reconocimiento por
parte de los semejantes y en la dimensio´n de la utilizacio´n de las propias habi-
lidades en la escala utilizada. Por su parte, los operadores mostraron un patro´n
de respuestas consistente con su orientacio´n financiera puntuando ma´s alto en el
objetivo de proteger su inversio´n y en el objetivo de construir algo para la propia
familia. Por u´ltimo, los herederos mostraron un perfil muy diferente a los dos gru-
pos anteriores; puntuaron alto en su orientacio´n al beneficio, bajo en la tendencia
a crear servicios o productos y obtuvieron los niveles ma´s bajos de utilizacio´n de
las propias habilidades as´ı como en la dimensio´n de contribuir a la sociedad.
Por su parte, Veciana (1989) destaca que recientemente han surgido tres nue-
vas figuras dentro del marco emprendedor: los emprendedores te´cnicos, la mujer
empresaria y las empresas cooperativistas. El denominado emprendedor te´cnico
basa su actividad econo´mica en el sector tecnolo´gico comercializando productos
o servicios relacionados con las nuevas tecnolog´ıas. Esta forma de aventurero em-
presarial no se diferencia fundamentalmente del perfil general de emprendedor
excepto en cuatro caracter´ısticas:
posee un nivel de formacio´n ma´s alto,
suele ser ma´s joven a la hora de crear su empresa,
tiende a crear la nueva empresa en equipo,
y por lo general ha hecho uso y ha sido asesorado o apoyado en su decisio´n
de crear la empresa por las incubadoras o viveros de empresas.
Ejemplos de este tipo de emprendedores podemos verlos en la ge´nesis de
compan˜´ıas como Microsoft, Adobe Systems, Apple Inc., eBay, Google, Hewlett-
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Packard, Intel, Sun Microsystems, Symantec o Yahoo! surgidas todas ellas en el
Silicon Valley. Por lo general todo este tipo de empresas te´cnicas suelen surgir al
amparo de universidades, institutos te´cnicos o centros de investigacio´n. El caso
del nacimiento deMicrosoft y Apple son ejemplos legendarios hasta tal punto que
ha sido llevado al cine (Moore y Burke, 1999). Para poner un ejemplo de nombre
propio a este perfil emprendedor podemos citar a Torakusu Yamaha fundador
de Yamaha Corporation en 1887 que inicialmente se dedico´ a la fabricacio´n de
instrumentos musicales (ello queda reflejado en el logo de la compan˜´ıa compuesto
por tres diapasones cruzados), posteriormente construyo´ he´lices para aviones y
ma´s recientemente se ha dedicado al mercado de las motocicletas, entre otros.
Tambie´n podemos citar a Tsutomu Kato y Tadashi Osanai como fundadores en
1962 de Korg Corporation y que se ha convertido en un referente mundial en la
construccio´n de dispositivos electro´nicos musicales. En la actualidad la idea de
emprendedor tecnolo´gico aparece reflejado en lo que ha venido a denominarse
Empresa de Base Tecnolo´gica o EBT (De las Nieves, 2008).
En cuanto a la mujer empresaria, el autor destaca el mayor nivel formati-
vo y la motivacio´n de logro as´ı como la de independencia como los elementos
diferenciadores de este nuevo colectivo emprendedor. A su vez, tambie´n habr´ıa
que acentuar las ayudas y subvenciones econo´micas estatales que promueven o
favorecen la entrada de la mujer en el mercado empresarial.
En lo que respecta a los empresarios cooperativistas, el autor ya sen˜alaba en
1989 que se hab´ıa producido un aumento considerable en el nu´mero de coope-
rativas basadas en la fo´rmula de la economı´a social, as´ı como en el nu´mero de
socios que las integraban, durante el periodo 1984-1987. Este formato de asocia-
cio´n muestra una serie de ventajas para los socios cooperativistas y, como puede
verse en la gra´fica de la Figura 4.2, el aumento progresivo de este tipo de empresas
se sigue produciendo en la actualidad.
Por su parte, Huefner et al. (1996) propusieron una definicio´n u´til desde el
punto de vista pra´ctico basada en dos dimensiones: el nu´mero de negocios pose´ıdos
y la auto-definicio´n de emprendedor. A partir de una muestra de 335 participan-
tes encontraron que el cruce de estas dos dimensiones daba lugar a cuatro perfiles
emprendedores: 1) los propietarios-directivos, que son personas que han pose´ıdo
uno o ma´s negocios pero que no se autodefinen como emprendedores; 2) los em-
prendedores potenciales, que son los que se autocalifican como emprendedores
139
Actitudes emprendedoras
0
5.000
10.000
15.000
20.000
25.000
30.000
35.000
40.000
45.000
50.000
1999 2000 2001 2002 2003 2004 2005 2006 2007 2008
Año
Nú
m
e
ro
 
de
 
Em
pr
e
sa
s
Figura 4.2: Evolucio´n del nu´mero de empresas espan˜olas desde 1999 a 2008
que no son trabajadores auto´nomos, sociedades ano´nimas o sociedades limita-
das. Fuente: Directorio General de Empresas (DIRCE), Instituto Nacional de
Estad´ıstica.
aunque nunca han pose´ıdo un negocio; 3) los emprendedores, que han pose´ıdo al
menos un negocio y se definen como emprendedores; y 4) los no-emprendedores,
que son las personas que ni se definen como emprendedores ni nunca han pose´ıdo
un negocio.
Otra gran tipolog´ıa de emprendedor, como tambie´n han hecho notar los au-
tores cla´sicos (He´bert y Link, 1989), es la del emprendedor social. Los emprende-
dores sociales son entes dedicados a la produccio´n o prestacio´n de servicios sin la
intencio´n de obtener un beneficio econo´mico por ello. Por ejemplo, Light (2005)
define al emprendedor social como:
un individuo, grupo, red, organizacio´n o alianza de organizaciones que
buscan cambios sostenibles a gran escala a trave´s de rotura de patrones
de ideas sobre que y/o como los gobiernos, organizaciones sin a´nimo
de lucro y empresas han de actuar para gestionar problemas sociales
significativos .
Light (2005) tambie´n ha aportado una sub-clasificacio´n dentro de la tipolog´ıa
de emprendedor social. Para ello ha utilizado dos dimensiones: la intensidad de la
actividad del emprendedor social (a dos niveles: alta y baja), y el apoyo econo´mico
a la actividad emprendedora (tambie´n a dos niveles: alto y bajo). De la combi-
nacio´n de estas dos dimensiones con sus dos posibles niveles surgen cuatro tipos
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de emprendedores sociales. En primer lugar, estar´ıan los emprendedores sociales
al completo que ser´ıan aquellos entes que reciben un alto volumen de subvencio-
nes y que llevan a cabo una intensa actividad emprendedora. Los emprendedores
que ponen en marcha una gran cantidad de actividades emprendedoras con ba-
jos niveles de apoyo econo´mico ser´ıan los emprendedores rebeldes; mientras que
los agentes sociales que reciben una alta cantidad de recursos econo´micos y que
ejecutan pocas acciones emprendedoras ser´ıan los denominados emprendedores
difusos. Para terminar, estar´ıan los emprendedores falsos que ser´ıan aquellos que
reciben poco dinero pero que ponen en marcha pocas iniciativas emprendedoras.
Para por u´ltimo, tambie´n se ha acun˜ado el concepto de intraemprendedor 3 pa-
ra hacer alusio´n a las personas que inician o desencadenan el desarrollo de nuevos
productos o servicios en el seno de organizaciones ya creadas (Asia´n, Fernandez,
y Otri, 2005; Lumpkin, 2006). Desde el punto de vista de Lumpkin (2006), la
figura del intraemprendedor tiene un papel esencial en las organizaciones porque
engrana el proceso de innovacio´n dentro de la empresa lo que conduce al e´xito
corporativo.
Aunque los intraemprendedores tienen un perfil parecido a los emprendedo-
res se pueden establecer diferencias entre ambos entes econo´micos. Como sen˜alan
HayGroup y SAP AG (2003), un alto grado de identificacio´n con la compan˜´ıa es
un rasgo que se encuentra presente en los intraemprendedores, mientras que esto
no parece darse en los emprendedores (ellos son la compan˜´ıa). El nivel educativo
es otra variable que funciona diferencialmente en intraemprendedores y empren-
dedores. Mientras que el nivel educativo parece ser cr´ıtico en la permanencia y
expansio´n de los emprendedores, en los intraemprendedores es un aspecto impor-
tante en fases primigenias de la carrera profesional. Esto es, la educacio´n es una
barrera (un filtro) de entrada a la organizacio´n y a los puestos de responsabilidad
dentro de ella; pero una vez superada, el nivel educativo parece no marcar la
diferencia entre los intraemprendedores de e´xito y los profesionales promedio.
3Tambie´n denominados como emprendedores corporativos, aventureros coroporativos o es-
trategas corporativos (Baum, Frese, y Baron, 2006).
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4.3. Teor´ıas explicativas
Existen diferentes modelos que han sido desarrollados para dar una explicacio´n
a por que´ algunas personas emprenden la creacio´n de empresas. Revisando la
bibliograf´ıa sobre el tema se puede observar que, salvando las fronteras poco
n´ıtidas que los separan, se podr´ıan crear dos grupos de modelos explicativos de
la actividad emprendedora (Cano et al., 2003; J. Garc´ıa, Cano, y Gea, 2005).
Por un lado, existe un grupo de modelos que enfatizan un origen sociolo´gico, en
algunos casos economicista, de la figura del emprendedor. Desde este punto de
vista, los emprendedores son el producto de una serie de fuerzas socio-econo´mico-
demogra´ficas que condicionan el surgimiento de las actitudes emprendedoras.
Por otro lado, hay un conjunto de modelos que acentu´an los condicionantes
psicolo´gicos que dan lugar a personas ma´s orientadas hacia la creacio´n de empre-
sas. En este caso, el hecho de que una persona tenga una actitud positiva hacia
la creacio´n de empresas suele ser explicado aludiendo a los aspectos psicolo´gicos
que la caracterizan. En las siguientes secciones se describen someramente las ca-
racter´ısticas de cada uno de estos grupos as´ı como los sub-modelos que se han
desarrollado dentro de ellos.
4.3.1. Dimensio´n socio-econo´mica
Dentro de este grupo de modelos orientados a justificar el surgimiento de la
tendencia hacia la creacio´n de empresas podemos encontrar modelos de distinta
ı´ndole que aluden tanto a la dina´mica del mercado laboral como a aspectos sociales
relacionados con el estatus socioecono´mico.
Modelo de las turbulencias en el mercado laboral
Bajo esta insignia se recoge uno de los grandes modelos acun˜ados para explicar el
desarrollo de las actitudes hacia la creacio´n de empresas (p. e., Cano et al., 2003;
Loufti, 1991; Sa´nchez, 2003). Este modelo surgio´ al observar que la creacio´n de
empresas correlaciona positivamente con las turbulencias en el mercado laboral,
principalmente el desempleo o la amenaza de desempleo (Stanworth, Stanworth,
Granger, y Blyth, 1989).
De hecho, si analizamos los datos de paro y de creacio´n de empresas de los an˜os
recientes se observa que existe una pequen˜a correlacio´n positiva entre estas dos
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Figura 4.3: Relacio´n entre desempleo y creacio´n de nuevas empresas. Fuente:
Anuario de Estad´ısticas Laborales y de Asuntos Sociales. Ministerio de Trabajo y
Asuntos Sociales, Demograf´ıa de Alta de Empresas (DIRCE), Instituto Nacional
de Estad´ıstica
variables (rxy = 0, 125), aunque no alcanza a ser estad´ısticamente diferente de cero
(p = 0, 768) (Figura 4.3). Aunque no exista una correlacio´n significativamente
diferente de cero y que los datos analizados aqu´ı corresponden a una serie temporal
de ocho an˜os; la relacio´n que se establece entre desempleo y creacio´n de empresas
no esta´ clara a nivel emp´ırico. Adema´s, estos datos se limitan a Espan˜a, por lo
que estos resultados no ser´ıan generalizables a otros pa´ıses.
Modelos pull y push
Otra forma en la que se manifiesta el modelo socio-econo´mico de la ge´nesis del
emprendedor es en te´rminos de las motivaciones que favorecen el entorno social y
laboral que rodean a las personas. En este sentido se han acun˜ado los conceptos de
motivaciones pull y push (Genesca´ y Capelleras, 2004). El primer enfoque parte de
la percepcio´n de una oportunidad de negocio que aportar´ıa gran valor competitivo
y beneficio al emprendedor; mientras que el segundo tipo de motivacio´n se deriva
de la inexistencia de alternativas laborales deseables, es decir, por la imposibilidad
de encontrar un trabajo dependiente satisfactorio. Aunque el la dimensio´n push
tiene relacio´n con el modelo de las turbulencias del mercado laboral, la diferencia
esta´ en que desde la perspectiva push la persona ha encontrado o tiene trabajo,
el problema es que no esta´ satisfecho con las recompensas que le proporciona.
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Al parecer, las personas que crean una empresa tienen mayores niveles de mo-
tivacio´n push que pull. Por ejemplo, J. A. Garc´ıa (1997) hizo notar que el 20,4%
de las empresas de nueva creacio´n son fundadas por personas que trabajaban
por cuenta ajena y que, viendo mermadas sus capacidades de promocio´n en una
organizacio´n, intentaron mejorar sus condiciones laborales lanza´ndose al mundo
de los negocios. Por su parte, destaca que tan so´lo el 17,4% de las nuevas em-
presas han sido creadas con base en la materializacio´n de una idea que se ha ido
madurando y que podr´ıa ser rentable econo´micamente. Aunque las diferencias
porcentuales entre uno y otro tipo de motivacio´n son muy pequen˜as, estos datos
son consistentes con el modelo de las turbulencias del mercado, ya que la difi-
cultad o imposibilidad de encontrar trabajo por cuenta ajena de calidad parece
((empujar)) a las personas a crear empresas.
Modelo de la marginacio´n social
La teor´ıa de la marginacio´n social sugiere que las personas que perciben un fuerte
nivel de incongruencia entre sus atributos personales y el papel/es que desem-
pen˜an socialmente tendera´n a cambiar o reconstruir su realidad social. En algu-
nas ocasiones las personas tendera´n a asociarse a movimientos religiosos, pol´ıticos
o cualquier otra doctrina que les prometa redefinir su mundo en te´rminos ma´s
apropiados respecto a su grupo social de referencia. En otros casos, la persona
puede considerar el auto-empleo como medio para alcanzar el estatus social que
se merecen (Stanworth et al., 1989).
As´ı pues, como sen˜ala (Veciana, 1989), las biograf´ıas de los grandes empren-
dedores se encuentran llenas de temas tales como la ((huida de la pobreza, huida
de la inseguridad, muerte y muerte repentina, padres que se fueron o padres que
fueron abandonados por sus hijos)). De este modo, una infancia dif´ıcil, marca-
da por un inicio temprano en la vida laboral y ciertos recuerdos trauma´ticos
podr´ıan estar a la base de una tendencia a la creacio´n de empresas orientada a
alcanzar el e´xito social. Como sen˜ala Allport (1935) rememorando los postulados
psicoanal´ıticos, las experiencias drama´ticas o los traumas pueden ser vivencias lo
suficientemente impactantes como para fijar actitudes en las personas que per-
manecera´n relativamente estables a lo largo de la vida. Ejemplos de este tipo de
precariedad social lo podemos encontrar frecuentemente en los inicios de grandes
compan˜´ıas (Hewlett-Packard, Apple, Microsoft,etc.) o de personas con gran e´xito
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en el mundo de los negocios (p. e., Jesu´s Echevarr´ıa, Ricardo Soriano, Francisco
Hernando, etc.).
Otro aspecto que refuerza este modelo es el hecho de que un considerable
nu´mero de inmigrantes tienden a emplearse a s´ı mismos con la intencio´n de salir
de la marginacio´n social (Veciana, 1989). Como sen˜alan Arjona y Checa (2006)
utilizando el modelo interactivo de desarrollo de negocios e´tnicos, tanto las ca-
racter´ısticas de los grupos de inmigrantes (situacio´n de desventaja en el mercado
de trabajo) como los factores de predisposicio´n (puestos de trabajo precarios),
convierten al colectivo inmigrante en un foco apropiado para el desarrollo de em-
presas. As´ı pues, el problema de acceso a determinados puestos de trabajo, unido
a un contexto laboral hostil con pocas oportunidades que raya en la precarie-
dad son las condiciones que generan las ideas emprendedoras de los inmigrantes;
las cuales, presumiblemente, sirven para reducir la marginacio´n social en la que
se hayan. En palabras de Richerson y Boyd (2008), la inmigracio´n produce un
efecto de, entre otros, optimizacio´n econo´mica en los pa´ıses de acogida gracias a
ese potencial emprendedor. Por su parte, la experiencia emprendedora tambie´n
es valiosa para los pa´ıses de origen cuando los emigrantes retornan ya que el co-
nocimiento que han adquirido durante su migracio´n sirve para engranar el tejido
productivo de sus regiones o comarcas (Cassarino, 2004; Ruiz-Ruano y Lo´pez,
2008a, 2008b).
Modelo intergeneracional
Para terminar, hay que destacar que existen muchas personas que acceden al
mundo de los negocios por medio de familiares o parientes pro´ximos. Esto es,
muchas personas, principalmente en lo que se refiere a las pequen˜as empresas,
acceden al mundo empresarial porque sus padres trabajaron por cuenta propia en
estos micronegocios. De este modo, adema´s de haber sido fuertemente animados
a integrarse en el negocio familiar, los potenciales emprendedores tienen una
relativa facilidad para entrar en el mercado empresarial (Stanworth et al., 1989).
De hecho, como sen˜ala Allport (1935) uno de los cuatro aspectos transversales
de la formacio´n de las actitudes es la imitacio´n de los padres. En el caso de
las actitudes hacia la creacio´n de empresas, los hijos podr´ıan ir asimilando una
actitud favorable hacia la creacio´n de empresas aunque no tengan experiencia
directa con el negocio a edades tempranas de la vida.
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El trabajo de Rogoff y Lee (1996) es un apoyo a la teor´ıa intergeneracional
ya que pudieron tipificar un perfil concreto de emprendedor cuya funcio´n era la
de heredar las empresas familiares. El emprendedor heredero tiene un conjunto
concreto de caracter´ısticas que teo´ricamente vienen definidas por bajos niveles de
creatividad en nuevos productos o servicios, bajos niveles de tendencia a contri-
buir a la sociedad y bajos niveles de orientacio´n al crecimiento o expansio´n de la
empresa. El resto de rasgos emprendedores identificado por los autores (intere´s fi-
nanciero, ganancia de respeto o reconocimiento social, conciencia del riesgo, etc.)
permanecen intermedios.
4.3.2. Dimensio´n psicolo´gica
En lo que respecta a los modelos explicativos de las actitudes hacia la creacio´n
de empresas desde una o´ptica psicolo´gica, se pueden encontrar modelos que van
desde la perspectiva psicodina´mica hasta los avances de la moderna neurociencia.
En cualquier caso, como apunta´bamos anteriormente, la subdivisio´n que hace-
mos en diferentes parcelas que tratan de explicar el comportamiento emprendedor
obedece a motivos expositivos ya que en algunos casos la separacio´n de unos mo-
delos y otros (ya sea dentro de esta misma dimensio´n psicolo´gica o entre algunos
modelos psicolo´gicos y otros socio-econo´micos) es ma´s bien difusa.
Modelo psicodina´mico
Esta forma de ver al emprendedor tiene muchos puntos comunes con el modelo
de la marginacio´n social presentado anteriormente. Como sen˜alan Stanworth et
al. (1989), desde este modelo se considera que la actividad emprendedora es fruto
de experiencias tempranas focalizadas en un entorno familiar infeliz que deja a
la persona en una situacio´n problema´tica entorno a la autoestima, inseguridad y
auto-confianza. Como resultado, la persona desarrolla un marcado rechazo hacia
la autoridad que pone en serio peligro el trabajo con los dema´s y como conse-
cuencia se desarrolla la tendencia a trabajar como una unidad independiente.
Un elemento clave que ha sido ligado al desarrollo de actitudes emprendedoras
como ha sido la necesidad de independencia (p.e., Genesca y Veciana, 1984;
Veciana, 1989), podr´ıa estar a la base de de un conflicto psicodina´mico no resuelto.
Desde esta perspectiva, la persona que tiene problemas para identificar el rol
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autoritario en la figura materna o paterna tiende a rebelarse, en fases posteriores
de su desarrollo psicolo´gico, contra la autoridad. Siendo este el desencadenante
de la tendencia a crear empresas como medio para materializar sus deseos de
instaurar un sistema autoritario que no vivencio´ en su infancia.
No obstante, esta perspectiva ha sido criticada duramente por reducir la figura
del emprendedor a una tipolog´ıa estereotipada caracterizada por una personalidad
incapaz de integrarse en la vida organizacional.
Modelo de los rasgos
El modelo de los rasgos es probablemente el que ma´s e´xito haya tenido dentro
del estudio de las actitudes hacia la creacio´n de empresas y el que ma´s volumen
de trabajos ha suscitado. Desde esta perspectiva se defiende que las personas
que llevan a cabo la creacio´n de una empresa se caracterizan por un conjunto de
rasgos de personalidad o un estado fijo de existencia concreto (Gartner, 1988).
Uno de los rasgos ma´s legendarios que se han vinculado a la actividad em-
prendedora es el de la inteligencia. Por ejemplo, Gottfredson (1998) sen˜ala que
los directivos empresariales que dependen de si mismos forman parte del grupo de
personas que muestran mayores puntuaciones en cocientes de inteligencia (CI).
La caracter´ıstica que mejor definir´ıa a estas personas en te´rminos de su inteli-
gencia ser´ıa una marcada tendencia al auto-aprendizaje. No obstante, dentro de
los rasgos ma´s investigados en el campo de las actitudes emprendedoras esta´n el
de la motivacio´n de logro, nivel de energ´ıa, independencia, tolerancia a la incer-
tidumbre, locus de control, liderazgo, optimismo, tendencias innovadoras, deseo
de dinero-e´xito, auto-referencia y orientacio´n a objetivos (Figura 4.4).
La motivacio´n o necesidad de logro es el constructo que ma´s atencio´n ha
recibido (p.e., HayGroup y SAP AG, 2003; Huefner et al., 1996; Light, 2005;
Stanworth et al., 1989; Veciana, 1989) y se refiere al ((deseo de hacerlo bien)), a la
necesidad interna de conseguir una meta o un objetivo. El hallazgo ma´s frecuente
es que las personas caracterizadas por una mayor tendencia hacia la creacio´n de
empresas tienen niveles ma´s altos de motivacio´n de logro (McClelland, 1961); esto
es, son personas que intentan conseguir sus objetivos por todos los medios. De
hecho, la utilizacio´n de este constructo en el campo de los recursos humanos sirve
para predecir la competencia y la productividad de las personas (Boyatzis, 1982).
Por su parte, el constructo nivel de energ´ıa o energ´ıa personal (power) hace
147
Actitudes emprendedoras
Figura 4.4: Frecuencia de alusio´n a los elementos ma´s importantes en la investi-
gacio´n sobre emprededores. Basado en la revisio´n de Gartner (1988).
referencia a una fuerza interna que pueda ser utilizada con maestr´ıa para vencer
contratiempos y reveses, superar obsta´culos aparentemente insalvables y un sin
fin de dificultades que tiene que superar cualquier persona que realiza un acto
verdaderamente creativo (Veciana, 1989). La independencia es otro constructo
que tiene que ver, como ve´ıamos anteriormente, con la incomodidad por trabajar
por cuenta ajena y una marcada antipat´ıa hacia la autoridad.
Dos constructos muy relacionados entre s´ı y que han estado presentes en la
investigacio´n sobre los rasgos que caracterizan a las personas emprendedoras son
la tolerancia a la incertidumbre y el locus de control. Como se vio al principio de
este cap´ıtulo, ya los autores cla´sicos que comenzaron a plantear la importancia
de los emprendedores dentro de los sistemas econo´micos hac´ıan hincapie´ en el
papel clave que juega la gestio´n de la incertidumbre en la creacio´n de empresas
(Cantillon, 1755/1931). Aunque la habilidad para gestionar situaciones inciertas
puede no ser una caracter´ıstica determinante de la actividad emprendedora, si
que es cierto que cierta finura para detectar modos orientados a minimizar los
riesgos ser´ıa de gran ayuda al emprendedor. Por su parte, el locus de control o
el nivel de expectativas generalizadas de control se refiere al modo en que una
persona atribuye el origen de los refuerzos y castigos que recibe (Rotter, 1966).
En lo que respecta las investigaciones sobre los niveles de locus de control en los
emprendedores, los resultados parecen indicar que las personas que emprenden la
creacio´n de una empresa tienen mayores niveles de locus de control interno. Esto
es, tienden a atribuir el e´xito y el fracaso a ellos mismos. Por ejemplo, Sa´nchez
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(2003) destaca que dentro de la naturaleza multiface´tica del autoempleado, el
locus de control interno tiene una gran relevancia.
Existen muchos otros constructos que han sido relacionados con la actividad
emprendedora. De hecho existen tantos que esta perspectiva ha sido criticada
por ser tan amplia y por no haber dado una respuesta a las preguntas t´ıpicas
que se plantean las ciencias sociales en relacio´n a la naturaleza y funcio´n del
emprendedor. En los an˜os recientes, y con el objetivo de arrojar ma´s luz sobre
esta cuestio´n, se han introducido los u´ltimos avances en el modelado estad´ıstico
estoca´stico al estudio de las actitudes emprendedoras desde el punto de vista de
los rasgos psicolo´gicos (J. Garc´ıa et al., 2005, 2006, 2007).
Modelo conductual
Como consecuencia de las dificultades que ha experimentado la perspectiva de
los rasgos para explicar la ge´nesis y la funcionalidad del emprendedor, Gartner
(1988) introdujo la idea del modelo conductual en el estudio de la tendencia
hacia la creacio´n de empresas. En este caso, el e´nfasis no se pone en que´ es la
persona (esto es, sus rasgos de personalidad), sino en lo que hace. De este modo
se retomaba la idea planteada por los autores cla´sicos en relacio´n al papel que
desempen˜a el emprendedor en la sociedad, volcando el intere´s en la funcionalidad
de su trabajo (He´bert y Link, 1989).
No obstante, la perspectiva conductual parece no haber tenido una gran reper-
cusio´n en la investigacio´n de las actitudes emprendedoras. Ello puede ser debido
a los problemas metodolo´gicos que se derivan del intento de estudiar al empren-
dedor desde una perspectiva como esta o a aspectos sustantivos. Por ejemplo,
McKenzie et al. (2007) han retomado el modelo de los rasgos y han criticado
la perspectiva de Gartner por ser demasiado restrictiva respecto a lo que es un
emprendedor y por descontextualizada.
Modelo de los sesgos
Otra observacio´n consistente que sen˜alan los trabajos orientados a estudiar la
actividad emprendedora es que las personas que desencadenan la creacio´n de una
empresa parecen tener una visio´n sesgada de la realidad (Light, 2005). Ya sea
en su habilidad para percibir y gestionar la incertidumbre o para estimar las
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tasas de riesgo en sus decisiones, numerosos trabajos han sen˜alado las desviacio-
nes sistema´ticas que comenten los empresarios de e´xito cuando razonan (p. e.,
HayGroup y SAP AG, 2003; He´bert y Link, 1989; Veciana, 1989).
Por ello, se ha acun˜ado el modelo de los sesgos sobre los emprendedores ha-
ciendo referencia al modelo de los heur´ısticos y los sesgos surgido en la psicolog´ıa
cognitiva de los an˜os setenta del pasado siglo (p. e., Kahneman, 2003; Kahneman
et al., 1982; Kahneman y Tversky, 1973; Tversky y Kahneman, 1974, 1982). Ma´s
concretamente, este modelo podr´ıa girar entorno al concepto de intuicio´n. De es-
ta manera se soslayar´ıa el concepto peyorativo asociado a la idea de sesgo y se
exaltar´ıa la habilidad de razonamiento ((agudo)) por parte de los emprendedores.
Como sen˜ala Veciana (1989), el empresario es altamente intuitivo. Aunque
durante mucho tiempo la intuicio´n tuvo mala prensa dentro del mundo de los
negocios, este concepto se va tildando de un halo de sofisticacio´n entre los direc-
tivos de empresas. Como sen˜ala Gigerenzer (2007), la intuicio´n es una forma de
inteligencia sin pensamiento consciente sin la que no podr´ıamos tomar decisiones.
En el mundo de los negocios la intuicio´n es omnipresente ya que, en la mayor´ıa
de los casos, una decisio´n racional al 100% implicar´ıa calibrar todos los facto-
res, sopesar todas las consecuencias, valorar todos los contes y beneficios, cruzar
fr´ıamente miles de variables; en definitiva, supondr´ıa realizar una serie de ca´lcu-
los de dimensiones astrono´micas. Este tipo de tarea es un de ejemplo para lo que
no estamos preparadas las personas desde un punto de vista biolo´gico (Jastrow,
1981/1993). As´ı pues, los emprendedores se basar´ıan en su intuicio´n para tomar
las decisiones y utilizan los informes racionales para apoyar sus decisiones. Las
investigaciones ma´s recientes en este sentido se centran en estudiar los patrones
neurales que se ponen en marcha cuando tomamos decisiones en condiciones de
riesgo (p.e., Hsu, Bhatt, Adolphs, Tranel, y Camerer, 2005; D. Lee, 2005; McCoy
y Platt, 2005; Rustichini, 2005).
Lawrence, Clark, Labuzetta, Sahakian, y Vyakarnum (2008) proponen, basa´ndo-
se en la diferenciacio´n cla´sica que se establece entre ejecutivos o directivos y
emprendedores (Samuelson, 1970), que los emprendedores son personas que lle-
van a cabo comportamientos altamente arriesgados de manera adaptativa y que
las consecuencias que se derivan de su conducta arriesgada son de gran valor
en contextos econo´micos de toma de decisiones. Lawrence et al. (2008) sometie-
ron a un grupo de directivos empresariales y a un grupo de emprendedores a
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dos tipos de tareas de toma de decisiones que implicaban procesos de decisio´n
((razonados)) (decisiones fr´ıas) o arriesgados (decisiones calientes)4. Observaron
que los emprendedores arriesgaron ma´s en tareas calientes mientras que no apre-
ciaron diferencias estad´ısticamente significativas entre ambos grupos en tareas
que implicaban toma de decisiones fr´ıas. Por su parte, Hauser (2008) ha sen˜alado
que este tipo de tendencia que caracteriza a las personas emprendedoras puede
moldearse en contextos donde se fomente la actitud emprendedora.
4.4. Actitudes emprendedoras en la universidad
espan˜ola
Fishbein y Ajzen (1975) hicieron notar a mediados de los an˜os setenta del pasado
siglo que el estado-del-arte en la investigacio´n sobre actitudes se encontraba en
una situacio´n similar a como lo estuvo cuarenta an˜os antes cuando Gordon Allport
(1935) reclamaba la perentoriedad de las actitudes en el quehacer de la psicolog´ıa.
En la u´ltima de´cada del siglo XX el estudio de las actitudes segu´ıa siendo un
elemento clave dentro del campo de la psicolog´ıa (Deaux, Dane, y Wrightsman,
1993), aunque no sin pocas vicisitudes en el a´rea de la definicio´n conceptual y
metodolo´gica de la actitud.
Como sen˜alan (Deaux et al., 1993), la idea de actitud se utilizo´ en el pa-
sado para referirse a una postura f´ısica y a la connotacio´n simbo´lica que esta
ten´ıa. Posteriormente, la actitud se utilizo´ para referirse a la predisposicio´n de
respuesta ante la presentacio´n de est´ımulos en las tareas de tiempos de reaccio´n.
La idea de entender la actitud como un concepto abstracto que implica proce-
sos y estructuras mentales internas o latentes es la ma´s reciente. En cualquier
caso, podemos considerar la actitud como una predisposicio´n aprendida de res-
ponder favorable, mixta o desfavorablemente frente a un objeto, persona o idea
en particular (Brehm, Kassin, y Fein, 2005; Feldman, 1998).
A parte del problema que supone la definicio´n de actitud surge el problema
de las dimensiones que la integran. Algunos autores cla´sicos como Allport (1935)
4La dimensio´n fr´ıa se evaluo´ usando la Tarea de la Torre de Londres y se refiere a decisiones
emocionalmente neutrales donde no hay que sopesar las recompensas y los castigos que supone
una decisio´n. Por su parte, la dimensio´n caliente (o arriesgada) de la toma de decisiones se
valoro´ con la Tarea de la Apuesta de Cambridge y se refiere decisiones donde las recompensas
y los castigos esta´n asociadas a resultados emotivamente significativos.
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consideran que la actitud es un feno´meno psicolo´gico multidimensional. Por ello,
ma´s recientemente se ha acun˜ado la idea de (basa´ndose en la concepcio´n plato´nica
de la trilog´ıa pensamiento-sentimiento-accio´n) que la actitud se define como un
constructo complejo y multidimensional integrado por tres componentes: cogniti-
vo, afectivo o emocional y el conductual o conativo. Esta concepcio´n multiface´tica
de la actitud ha recibido numerosas cr´ıticas. Por ejemplo, el componente afectivo
de la actitud ha sido criticado porque depende del contexto y del objeto evaluado.
Por ejemplo, al evaluar la actitud hacia el sabor de las anchoas el componente
emotivo puede resultar trivial, aunque si evaluamos la actitud hacia los padres el
componente emocional puede tener gran relevancia. No obstante, nosotros vamos
a seguir utilizando la perspectiva teo´rica tridimensional de la actitud ya que si-
gue siendo una concepcio´n vigente en la actualidad (p.e., Ajzen y Fishbein, 2005;
Feldman, 1998; Franzoi, 2005; J. F. Morales, Rebolloso, y Moya, 1994). De hecho,
las tres variables de respuesta que se van a incluir en los modelos estimados van
a representar, en cierto modo, las tres dimensiones cla´sicas de la actitud (ver la
sub-seccio´n de materiales en el cap´ıtulo de metodolog´ıa general).
Por su parte, otro aspecto central del estudio de las actitudes es su relacio´n con
el comportamiento. En nuestro caso, vamos a considerar la Teor´ıa del Comporta-
miento Planeado (TCP) como argumento de fondo, en te´rminos de la relacio´n que
se establece entre actitud y comportamiento, sobre el que se basara´ nuestro ana´li-
sis (Ajzen y Fishbein, 2005). El antecedente del la TCP se conoce como Teor´ıa de
la Accio´n Razonada (TAR) (Ajzen y Fishbein, 1980); no obstante, ambas teor´ıas
suponen que el comportamiento ha sido razonado, que las personas piensan sobre
las consecuencias de sus actos y que toman decisiones orientadas a alcanzar unos
resultados y a evitar otros.
Segu´n la concepcio´n inicial de la TAR, el comportamiento esta´ determinado
directamente por la intencio´n. A su vez, la intencio´n es el producto de la combina-
cio´n de la actitud hacia dicho comportamiento y el conjunto de normas subjetivas
que ha interiorizado el individuo en relacio´n a los grupos de personas con los que
se relaciona. Estos dos determinantes de la intencio´n esta´n modulados por la con-
sideracio´n que da la persona a los aspectos actitudinales y normativos (Figura
4.5).
Por su parte, la TCP se concibio´ primeramente como un modelo que establec´ıa
que la intencio´n de conducta depend´ıa de la actitud y del control percibido de la
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Creencia que tiene una persona 
sobre el resultado de un cierto 
comportamiento y la evaluación 
que hace de esos resultados
Creencia que tiene una persona 
sobre la idoneidad que consi-
deran los individuos o grupos 
sociales con los que interactúa 
de la ejecución del comporta-
miento así como la motivación 
para complacer al grupo
Actitud hacia el 
comportamiento
Norma subjetiva
Importancia relativa atribuida a 
las consideraciones actitudina-
les y motivacionales
Intención Comportamiento
Figura 4.5: Modelo de la teor´ıa de la accio´n razonada que relaciona la actitud y
el comportamiento. Adaptada de Ajzen y Fishbein (1980).
situacio´n. Por su parte, el control percibido y la actitud depend´ıan de las normas
subjetivas. Estas normas subjetivas se refer´ıan, por un lado, a las creencias que
posee el individuo sobre lo que la sociedad demanda; y, por otro, a la motivacio´n
de la persona para acomodarse a las normas sociales. Por su parte, la actitud
hacia el comportamiento se consideraba el fruto de las creencias que pose´ıa la
persona respecto al comportamiento y a la previsio´n de los resultados que se
obtendr´ıan al ejecutar la conducta (Figura 4.6 izquierda).
El modelo ma´s reciente de la TCP (Ajzen y Fishbein, 2005) sen˜ala que la
intencio´n de conducta (como determinante del comportamiento) depende de la
actitud hacia el comportamiento, de las normas subjetivas y del control percibido
sobre el conjunto de reforzadores contextuales (Figura 4.6 derecha). No obstan-
te, este u´ltimo modelo tambie´n an˜ade un factor modulador de la relacio´n que se
establece entre la intencio´n y la conducta: el control real sobre las consecuencias
del comportamiento. Por otro lado, este nuevo modelo incorpora las creencias
conductuales, normativas y de control como antecedentes de la actitud, norma
subjetiva y control percibido respectivamente. Por u´ltimo, el modelo propone que
las creencias dependen de factores de fondo individuales (personalidad, inteligen-
cia, experiencia, etc.), sociales (educacio´n, edad, sexo, religio´n, cultura, etc.) e
informativos (conocimiento, medios de informacio´n, etc.).
En el contexto de la investigacio´n en actitudes emprendedoras, Genesca´ y Ca-
pelleras (2004) han observado recientemente que el nivel educativo es un predictor
importante del e´xito de las empresas de nueva creacio´n en Espan˜a. Es ma´s, hicie-
ron notar que las empresas espan˜olas creadas por titulados universitarios tienen
una mayor probabilidad de e´xito y que, de e´stas, son las que fueron fundadas por
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Figura 4.6: Modelos de la teor´ıa del comportamiento planeado que relaciona la
actitud y el comportamiento. A la izquierda aparece el modelo ma´s cla´sico y a
la derecha el ma´s actual. Adaptado de Deaux et al. (1993) y Ajzen y Fishbein
(2005) respectivamente.
personas con estudios de tercer ciclo las que muestran mayor estabilidad tem-
poral y de negocio. Sa´nchez (2003) tambie´n ha destacado la importancia de la
formacio´n en el perfil emprendedor y ha sen˜alado que ((el autoempleado del siglo
XXI tiene que ser una persona que se encuentre con una formacio´n so´lida)) (p.
243).
Por su parte, como sen˜alan Go´mez, Mira, y Mart´ınez (2007), uno de los con-
dicionantes ma´s importantes de la actitud emprendedora es el nivel formativo
o educativo. Este rasgo de la actividad emprendedora ha impulsado el desarro-
llo de iniciativas, por parte de las instituciones educativas de nivel superior, que
catalicen la creacio´n de empresas desde el a´mbito universitario (Dı´az, 2003).
As´ı pues, la ensen˜anza universitaria se perfila como un elemento potente den-
tro de la formacio´n de personas potencialmente emprendedoras. La formacio´n
superior facilitada por las universidades tiene como uno de sus objetivos la esti-
mulacio´n de una visio´n emprendedora en relacio´n a los conocimientos que propor-
ciona y por ello es u´til aproximarse al estudio de las actitudes emprendedoras en
la universidad (Cano et al., 2003). De este modo, como sen˜alan Pen˜as y Quijano
(2008), la universidad, junto a los dema´s agentes sociales implicados en el proceso,
tiene la responsabilidad de fomentar el esp´ıritu emprendedor para hacer produc-
tivo el conocimiento que all´ı se maneja. Este objetivo cobra ma´s importancia
cuando se detecta que ciertos conocimientos adquiridos en el contexto educativo
superior no repercuten directamente en una mayor eficiencia en el puesto de tra-
bajo (p. e., Wong, 2008). En una investigacio´n reciente, por ejemplo, Grundling
154
4.4 Actitudes emprendedoras en la universidad espan˜ola
y Steynberg (2008) han desarrollado un procedimiento para utilizar la universi-
dad como una plataforma de lanzamiento para las ideas emprendedoras de base
tecnolo´gica. En concreto, desarrollaron un modelo que consta de tres fases en las
que establece un sistema de informacio´n que permite gestionar de modo eficiente
la informacio´n y las actividades orientadas al desarrollo de productos o servicios.
Cano et al. (2003) y J. Garc´ıa et al. (2005) han propuesto que la actitud hacia
la creacio´n de empresas en estudiantes universitarios consta de varias facetas:
creatividad, perseverancia, capacidad de organizacio´n, independencia, confianza
en s´ı mismo, riesgos calculados, tolerancia a la incertidumbre, actitud competitiva,
capacidad de negociacio´n y locus de control. Estas dimensiones de la actitud
han sido validadas con posterioridad en otros estudios utilizando modelos de
ecuaciones estructurales y redes bayesianas (J. Garc´ıa et al., 2007). En un trabajo
de corte diferente Domingo, Bajo, Chiloeches, y Garc´ıa (2008) observaron que la
actividad virtual de crear una empresa ficticia en estudiantes de primer curso
universitario produjo un aumento en la confianza en el futuro laboral de los
participantes.
En un trabajo reciente con estudiantes universitarios, J. Garc´ıa et al. (2006)
observaron que la actitud hacia la creacio´n de empresas depend´ıa del grado fa-
cilidad percibida para crear una empresa, del grado en que se ha considerado
seriamente la creacio´n de una empresa y de la deseabilidad subjetiva de crear
una empresa. En este trabajo tambie´n se puso de manifiesto que hay otras va-
riables relacionadas indirectamente con la actitud general hacia la creacio´n de
empresas como la titulacio´n cursada, el sexo o el tipo de trabajo que a una per-
sona le gustar´ıa desempen˜ar.
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Capı´tulo 5
Metodolog´ıa general
“[…] (he) was not interested at all in 
the changes. It existed, that was all that 
mattered to him”.
(Highsmith, 1955/1999)
5.1. Contextualizacio´n de la investigacio´n
En el caso particular de este trabajo, investigar la idoneidad de un modelo es-
tad´ıstico u otro para predecir componentes de la actitud hacia la creacio´n de
empresas tiene su justificacio´n sustantiva en la importancia que tienen estos
aspectos psicolo´gicos como predictores del comportamiento. Por su parte y en
u´ltima instancia, el comportamiento emprendedor tiene consecuencias en el desa-
rrollo econo´mico. Como as´ı lo hizo notar McClelland (1961) hace casi medio siglo,
los expertos actuales en economı´a hacen hincapie´ en que los factores psicolo´gi-
cos juegan un papel crucial para entender el crecimiento, las crisis y el declive
en el desarrollo econo´mico (Buchanan, 2009; Farmer y Foley, 2009; Wald, 2008).
Concretamente, se utilizara´n dos te´cnicas estad´ısticas diferentes para predecir las
tres dimensiones de la actitud emprendedora (emocional, cognitiva y conductual)
y se pondra´n de relieve las condiciones en las cuales una u otra te´cnica genera
mejores resultados.
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Por lo tanto, la virtud de este trabajo reside en su perspectiva sustantiva,
dado que explorara´ la idoneidad de diferentes modelos estad´ısticos para predecir
los componentes de la actitud emprendedora; y en su perspectiva metodolo´gica,
ya que comparara´ dos te´cnicas estad´ısticas que se sustentan en filosof´ıas relati-
vamente diferentes para poner de manifiesto los puntos fuetes y de´biles de cada
una de ellas bajo diferentes circunstancias.
5.2. Objetivos
El objetivo central de esta tesis es comparar la ejecucio´n de la regresio´n log´ıstica
y las redes bayesianas para predecir los tres componentes ba´sicos de la actitud
emprendedora en te´rminos de eficiencia predictiva. Este trabajo esta´ legitimado
porque varios trabajos sugieren que los modelos basados en estructura de red
podr´ıan tener ventajas frente a la regresio´n log´ıstica en te´rminos predictivos (p.
e., Ankarali, Canan, Akkus, Bugdayci, y Ali, 2007; Bartfay, Mackillop, y Pater,
2006; Eftekhar, Mohammad, Ardebili, Ghodsi, y Ketabchi, 2005; Finch y Sch-
neider, 2007; J. Garc´ıa et al., 2007; Jaimes, Farbiarz, Alvarez, y Mart´ınez, 2005;
Kumar, Rao, y Soni, 1995; Terrin, Schmid, Griffith, D’Agostino, y Selker, 2003).
No obstante, no hay evidencias robustas que muestren una mejor ejecucio´n de las
te´cnicas basadas en modelos de red frente a la regresio´n log´ıstica.
Por su parte, los trabajos que comparan las redes bayesianas y la regresio´n
log´ıstica no son numerosos segu´n la bibliograf´ıa revisada. Por ejemplo, S. M. Lee
et al. (2005) hicieron notar que el uso de las redes bayesianas podr´ıan repre-
sentar ciertas ventajas frente al uso de la regresio´n log´ıstica. Entre las ventajas
que suponen las redes bayesianas frente a la regresio´n log´ıstica cabe destacar la
superacio´n de ciertos supuestos estad´ısticos como el de aditividad, la facilidad
para el manejo de una gran cantidad de predictores, la facilidad para identificar
e interpretar los efectos de interaccio´n y la facilidad para modelar relaciones no
lineales entre variables (S. M. Lee et al., 2005). En la Tabla 5.1 aparecen algu-
nas de diferencias que existen entre redes bayesianas y regresio´n log´ıstica. Por
otro lado, en un trabajo reciente (J. Lo´pez, Ruiz-Ruano, y Garc´ıa, 2008b) hemos
observado que las redes bayesianas son ma´s eficientes en la prediccio´n que la re-
gresio´n log´ıstica. Sin embargo, no fue el objetivo de e´ste trabajo comparar ambas
te´cnicas formalmente, sino analizar un conjunto de datos con te´cnicas de ana´lisis
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Tabla 5.1: Regresio´n log´ıstica vs red bayesiana. Adaptado de S. M. Lee et al.
(2005).
Regresio´n Log´ıstica Red Bayesiana
Aproximacio´n Basada en la verificacio´n de
hipo´tesis
No basada en la hipotetizacio´n
Tipos de estudios Experimentales / observaciona-
les con un reducido nu´mero de
variables
Toleran un gran nu´mero de va-
riables
Te´rminos usados Variable independiente (predic-
tor), variable dependiente (res-
puesta)
Nodo, nodo aleatorio, nodo de in-
formacio´n, nodo objetivo
Asunciones Linealidad para los logits y adi-
tividad
Ninguna
Eficiencia Necesita que se especifiquen las
interacciones y las variables con-
fusoras
La deteccio´n de interacciones y
variables confusoras puede sim-
plificarse gracias al me´todo gra´fi-
co
Seleccio´n de variables La necesidad de especificar las
variables puede crear el riesgo de
introducir sesgos en la seleccio´n
de variables relevantes
Los algoritmos de estimacio´n es-
tructural pueden ayudar en la se-
leccio´n de variables importantes
Error Puede ser influenciado por los
errores de los investigadores de-
bido a la ausencia de conocimien-
to sustantivo
Puede ser reducido utilizando
bases de datos y algoritmos de
estimacio´n
Datos perdidos Problemas para predecir con da-
tos incompletos
Prediccio´n aceptable con datos
incompletos
Interpretacio´n Coeficientes, ventajas relativas Relaciones gra´ficas, probabilida-
des, probabilidades posteriores
diferentes.
En concreto, en este trabajo se utilizara´ el modelo de regresio´n log´ıstica bi-
naria y el clasificador ingenuo de Bayes (Bayes Na¨ıve Classifier) (I. Mart´ınez y
Rodr´ıguez, 2003), clasificador simple de bayes (Domingos y Pazzni, 1996) o, como
la hemos llamado antes, red divergente. Aunque recientemente se han desarro-
llado te´cnicas orientadas a incorporar la filosof´ıa de la estad´ıstica bayesiana en
el ana´lisis de regresio´n log´ıstica binaria (p. e., Genkin, Lewis, y Madigan, 2005;
A. J. Ortiz, Mart´ın, Uren˜a, y Garc´ıa, 2005), este trabajo se centrara´ en com-
parar la regresio´n log´ıstica binaria cla´sica y el clasificador simple de Bayes por
dos razones principales. En primer lugar, ambas te´cnicas surgieron en la misma
e´poca, mientras que la versio´n bayesiana de la regresio´n log´ıstica es un feno´meno
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Clase
Rasgo 1 Rasgo 2 Rasgo n. . .
Clasificador Simple Bayesiano
Clase
Rasgo 1
Rasgo 2
Rasgo 3
Rasgo 4
Red Bayesiana General
Clase
Rasgo 1
Rasgo 2 Rasgo 4
Rasgo 3 Rasgo 5
Clasificador Bayesiano Aumentado
Figura 5.1: Taxonomı´a de clasificadores de red bayesiana. Adaptado de Shen et
al. (2003).
ma´s reciente. En segundo lugar, la regresio´n log´ıstica binaria cla´sica esta´ ma´s
extendida que su homo´loga bayesiana, con lo cual las comparaciones pueden ser
ma´s u´tiles. En lo que respecta al clasificador ingenuo de Bayes, se ha seleccionado
este modelo por ser el que ma´s se parece desde un punto de vista formal a la
regresio´n log´ıstica (Greiner et al., 2005; Greiner y Zhou, 2002; Shen et al., 2003).
No obstante, hay que hacer notar que esta no es la u´nica forma en la que se puede
presentar un clasificador de red bayesiana. Por ejemplo, como se puede apreciar
en la Figura 5.1, el clasificador simple de Bayes consiste en un nodo o variable de
clasificacio´n y dos o ma´s nodos o variables que representan rasgos; mientras que
el clasificador bayesianao aumentado (Tree Augmented Na¨ıve-Bayes) tolera que
los rasgos este´n relacionados entre s´ı.
Aqu´ı se considera que tanto la regresio´n log´ıstica como la red bayesiana son
herramientas de clasificacio´n; esto es, funciones que asignan una etiqueta de clase
a ejemplos, t´ıpicamente descritas o caracterizadas por un conjunto de atributos
(Shen et al., 2003). Por eficiencia predictiva se entendera´, en te´rminos generales,
el grado en que una herramienta de clasificacio´n proporciona respuestas correctas
de manera frecuente (Greiner et al., 2005). Ma´s concretamente, la validez pre-
dictiva se entendera´ como el grado en que cada modelo tiene niveles o´ptimos de
sensibilidad, especificidad, falsos negativos, falsos positivos, valores predictivos
positivos, valores predictivos negativos o tasas globales clasificaciones correctas.
No obstante, las dos te´cnicas comparadas en este trabajo producen diferentes
tasas de clasificaciones correctas dependiendo del umbral de corte establecido para
la clasificacio´n. As´ı pues, en una primera fase describiremos el comportamiento
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de estas te´cnicas utilizando un valor de corte arbitrario establecido en 0,5 como
se suele hacer comu´nmente (p. e., Domingos y Pazzni, 1996). Posteriormente,
utilizaremos curvas ROC para comparar los niveles de especificidad y sensibilidad
para diferentes puntos de corte en las probabilidades proporcionadas por ambos
modelos (p. e., DeMaris, 2002; Hanley y McNeil, 1982, 1983).
En primer lugar, presentaremos un estudio inicial donde se construyen los
modelos ma´s apropiados de red bayesiana y regresio´n log´ıstica tanto desde un
punto de vista estad´ıstico como sustantivo. A continuacio´n, evaluaremos el efecto
que tiene el taman˜o de la muestra sobre la bondad predictiva en ambas te´cnicas.
Seguidamente, se tratara´ la influencia del nivel de categorizacio´n de las variables
independientes sobre la validez predictiva. En tercer lugar, se investigara´ el efecto
que produce el nu´mero de casos perdidos en te´rminos de bondad predictiva en
ambas te´cnicas. Todos los estudios comparativos entre te´cnicas se llevara´n a cabo
utilizando curvas ROC.
5.3. Me´todo
5.3.1. Participantes
Se realizo´ un muestreo por bloques con afijacio´n proporcional por sexo y titu-
lacio´n. La titulacio´n se considero´ una variable agregada definida por las tres
familias gene´ricas: a) ciencias humanas y jur´ıdicas, b) ciencias empresariales y
c) titulaciones te´cnicas. El muestreo se realizo´ sobre los alumnos de la Universi-
dad de Almer´ıa en los primeros y u´ltimos cursos de cada titulacio´n1 durante el
curso acade´mico 2005-2006. El error muestral fue del ±3% con un intervalo de
confianza del 95%, z = 1, 96 y p = q = 0, 5 para el total de la muestra.
La muestra estuvo compuesta por 1230 participantes de los cuales 426 fueron
hombres (34,6%) y 797 (64,8%) mujeres, el 0,6% (7) restante de los participantes
no indicaron su sexo. Las edades de los participantes estuvieron comprendidas
entre los 17 y los 56 an˜os con una media de 22,45 y una desviacio´n t´ıpica de 4,46.
La mayor parte de los participantes resid´ıan en la ciudad de Almer´ıa (65,7%).
1Se eligieron estos cursos con el objetivo de estudiar las diferencias entre estudiantes
((novatos)) y ((veteranos)) en relacio´n a las actitudes emprendedoras dentro de un proyecto ma´s
general que no sera´ tratado aqu´ı.
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Figura 5.2: Vı´a de acceso a la universidad de los participantes.
Perfil acade´mico y laboral
La mayor parte de los participantes ingresaron en la universidad por medio del
Bachillerato o a trave´s de algu´n Ciclo Formativo Profesional (Figura 5.2).
Respecto a las titulaciones que cursaban los participantes, en la Tabla 5.2
aparecen el porcentaje de estudiantes por titulacio´n as´ı como las frecuencias en
te´rminos de las familias gene´ricas definidas al disen˜ar el muestreo2. El 8,9% de
los participantes indicaron que pose´ıan otra titulacio´n universitaria adema´s de la
que estaban cursando.
La mayor parte de los encuestados se dedican u´nicamente a estudiar (78,3%,
963). Un 1,5% (18) de los entrevistados manifesto´ compaginar los estudios con un
trabajo por cuenta ajena para una empresa y un 1,8% (22) afirmo´ trabajar para
la funcio´n pu´blica. No obstante, el 14,1% (173) de los entrevistados indico´ que
ten´ıa experiencia laboral por cuenta ajena. Este colectivo muestra un promedio
de 4,34 (DT = 5, 74) an˜os de experiencia y lo ma´s frecuente es que las personas
hayan trabajado para una (5,4%), dos (4%) o tres (2%) empresas. Como se
puede apreciar en la Figura 5.3 la mayor parte de las personas que trabajan por
cuenta ajena desempen˜an un trabajo de media o baja cualificacio´n y mayormente
lo hacen en el sector privado. Por u´ltimo, un 1,2% (14) de los participantes
manifestaron ser empresarios o profesionales independientes que tienen a su cargo
entre una y 20 personas (M = 7, 43, DT = 7, 68).
2Tres personas indicaron ser estudiantes del Programa Erasmus (un 0,24%) aunque no
aparecen en la Tabla.
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Tabla 5.2: Estudios cursados por los participantes.
Cluster Estudios fr %
Magisterio: Educacio´n Infantil 8,37
Licenciatura en Derecho 7,32
Licenciatura en Psicolog´ıa 7,24
Diplomatura en Relaciones Laborales 4,72
Magisterio: Lengua Extrangera 4,63
HJ Diplomatura en Enfermer´ıa 557 4,15
Licenciatura en Filolog´ıa Inglesa 3,33
Licenciatura en Psicopedagog´ıa 1,95
Licenciatura en Ciencias del Trabajo 1,22
Magisterio: Educacio´n F´ısica 1,06
Licenciatura en Filolog´ıa Hispa´nica 0,81
Magisterio: Educacio´n Musical 0,49
Diplomatura en Ciencias Empresariales 13,74
CE Licenciatura en Administracio´n y Direccio´n de Empresas 323 8,29
Diplomatura en Gestio´n y Administracio´n Pu´blica 2,11
Diplomatura en Turismo 2,11
Ingenier´ıa Te´cnica Agr´ıcola: Hortofruticultura y Jardiner´ıa 5,85
Licenciatura en Ciencias Ambientales 3,41
Ingenier´ıa Te´cnica Informa´tica de Gestio´n 3,09
Ingenier´ıa Te´cnica Informa´tica de Sistemas 2,76
Licenciatura en Qu´ımica 2,20
Licenciatura en Matema´ticas 2,03
TT Ingenier´ıa Qu´ımica 344 1,95
Ingenier´ıa Informa´tica 1,79
Ingenier´ıa Agro´noma 1,63
Ingenier´ıa Te´cnica Agr´ıcola: Mecanizacio´n y Construccio´n 1,22
Ingenier´ıa Te´cnica Agr´ıcola: Industrias Agroalimentarias 1,14
Ingenier´ıa Te´cnica Agr´ıcola: Explotaciones Agr´ıcolas y Ganaderas 0,81
Ingenier´ıa de Materiales 0,08
Total va´lido 1227 99,76
Datos perdidos 3 0,24
HJ: Ciencias Humanas y Jur´ıdicas, CE: Ciencias Empresariales y TT: Titulaciones Te´cnicas
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Figura 5.3: Puesto ocupado y sector de actividad donde trabajan los participan-
tes.
Figura 5.4: Nivel de estudios familiar. Tit.: Titulacio´n, FP: Formacio´n Profesio-
nal, Grad.: Graduado, Est. Prim.: Estudios Primarios.
Perfil familiar
Como se puede observar en la Figura 5.4, la proporcio´n de madres que tienen
estudios primarios o han conseguido el Graduado Escolar es mayor frente a la de
los padres. Por el contrario, es en el grupo de los padres donde se encuentra mayor
proporcio´n de personas que han cursado programas de formacio´n profesional. En
lo que respecta a la formacio´n universitaria los padres tambie´n muestran mayores
proporciones. Mientras que los padres de los participantes superan a la proporcio´n
de madres que tienen titulaciones medias en alrededor de un dos por ciento,
cuando hablamos de titulacio´n superior los padres superan en ma´s de un 5% a
las madres con este nivel de estudios.
Casi una cuarta parte de los padres de los participantes eran empleados de una
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empresa. Otras profesiones como la de empresario agr´ıcola, pesquero o forestal
y empresario de industria o servicios suman juntas casi otra cuarta parte de la
muestra. Casi un 20% de los participantes manifesto´ que sus padres trabajaban
en la funcio´n pu´blica y entorno al 10% indicaron que sus padres eran profesionales
de oficio (Tabla 5.5).
La mayor´ıa de las madres de los participantes se dedicaban a labores dome´sti-
cas mientras que casi un 20% de los encuestados indicaron que sus madres eran
empleadas de una empresa. Casi un 12% de los participantes manifestaron que
sus madres eran empresarias bien en el sector primario o bien en el sector indus-
trial o de servicios. Por u´ltimo, poco ma´s del 14% de los participantes sen˜alaron
que sus madres trabajaban para la funcio´n pu´blica.
En los casos en los que los padres son empresarios, e´stos suelen tener ma´s
empleados a su cargo (M = 12, 80, DT = 46, 34, rango 0-500) que cuando lo son
las madres (M = 5, 06, DT = 13, 57, rango 0-100).
5.3.2. Materiales
Para la recogida de informacio´n se utilizo´ un cuestionario de tres folios tipo A4
impresos a doble cara y grapados por su esquina superior izquierda. En la pri-
mera pa´gina del formulario aparecieron los membretes del Consejo Social de la
Universidad de Almer´ıa, del Servicio Universitario de Empleo y de la Fundacio´n
Mediterra´nea Empresa-Universidad de Almer´ıa. A continuacio´n aparec´ıa una bre-
ve presentacio´n de finalidad del estudio y un requerimiento formal para colaborar
Figura 5.5: Ocupacio´n principal de los padres.
167
Metodolog´ıa general
en el mismo. Tambie´n se indico´ que los datos recogidos con el cuestionario ser´ıan
tratados confidencialmente y se facilito´ informacio´n de contacto con los respon-
sables de la investigacio´n por si alguien ten´ıa alguna duda. Para terminar se
agradecio´ la colaboracio´n en la investigacio´n. Una versio´n completa de la portada
del formulario puede encontrarse en la pa´gina 263 del Anexo.
En el reverso de la portada aparecieron los espacios dedicados a recoger los
datos sociodemogra´ficos y una pregunta referida a la preferencia laboral. En la
siguiente pa´gina se mostraron varias preguntas relativas a la intencio´n de crear
una empresa esta´ndar o sin a´nimo de lucro y una pregunta para evaluar el grado en
que los participantes consideraban ma´s o menos fa´cil la creacio´n de una empresa
respecto al pasado. Las tres primeras preguntas de esta segunda pa´gina son las
variables sobre las que se han basado los modelos de regresio´n log´ıstica y de red
bayesiana en te´rminos predictivos. Esto es, cada una de estas variables fueron
consideradas (una a una) como variables dependientes, o de respuesta, en los
modelos de regresio´n log´ıstica y como nodos clase, o divergentes, en los modelos
de red bayesiana. Las preguntas fueron:
1. ¿Considera deseable crear una empresa propia?
2. ¿Ha pensado seriamente, como una opcio´n real a corto/medio plazo, montar
su propia empresa?
3. ¿Ha iniciado en algu´n momento acciones encaminadas a montar su propia
empresa?
Estas preguntas fueron elegidas porque representan las tres dimensiones de
la actitud propuestas por el modelo actitudinal expuesto anteriormente. De es-
te modo, la pregunta nu´mero uno hace referencia al componente emotivo de la
actitud ya que esta´ orientada a evaluar la deseabilidad o agradabilidad ante la
creacio´n de empresas (DES). Por su parte, la segunda pregunta se referir´ıa al com-
ponente cognitivo de la actitud (COG) hacia la creacio´n de empresas mientras
que la tercera pregunta se referir´ıa a la dimensio´n conductual (CON). Estas tres
preguntas fueron respondidas por los participantes en te´rminos de ((s´ı)) o ((no)).
Para responder a cada pregunta los participantes tuvieron que marcar la respues-
ta deseada marcando en una casilla de verificacio´n que aparec´ıa a la izquierda de
cada posible alternativa de respuesta.
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Bajo este conjunto de preguntas relativas a la creacio´n de empresas aparecio´,
en primer lugar, una mini-escala de carencias formativas percibidas (C) y a con-
tinuacio´n otra escala breve de preparacio´n percibida (P); ambas relevantes para
el objetivo de este trabajo ya que se consideraron como variables independientes,
o factores, para la regresio´n log´ıstica y como nodos hijo, o de evidencia, en la red
bayesiana. La escala C consto´ de 12 ı´tems puntuables en una escala tipo Likert
de cinco alternativas que indicaban el grado de conocimiento de diferentes aspec-
tos organizacionales relativos a la creacio´n de empresas. La escala P tuvo cuatro
ı´tems orientados a evaluar la preparacio´n percibida por los participantes en rela-
cio´n a los conocimientos experiencia contactos y en te´rminos generales para crear
una empresa. Cada ı´tem se puntuo´ en una escala tipo Likert de cinco alternativas
que oscilo´ desde muy bajo a muy alto. En la pa´gina 265 se pueden ver los ı´tems
tal y como fueron presentados en la escala C y en la pa´gina 266 aparecen los de
la escala P. En ambos casos los ı´tems estuvieron expresados en sentido directo
indicando una mayor puntuacio´n en el ı´tem una mayor carencia percibida o un
mayor nivel de preparacio´n percibida respectivamente.
En el reverso de esta segunda pa´gina aparecieron las escalas de motivacio´n
para crear un negocio propio y de obsta´culos percibidos frente a la creacio´n de
una empresa. La escala de motivacio´n para crear un negocio propio (M) consto´ de
11 ı´tems puntuables en una escala tipo Likert de cinco alternativas, mientras que
la escala de obsta´culos percibidos ante la creacio´n de una empresa contuvo 17
ı´tems puntuables del mismo modo. En ambas escalas todos los ı´tems estuvieron
expresados en sentido directo indicando una mayor puntuacio´n en cada ı´tem
una mayor motivacio´n para crear una empresa o un mayor grado de obsta´culos
relacionados con la creacio´n de una empresa. En la pa´gina 267 del Anexo aparece
la escala M y en la pa´gina 268 aparece la escala O.
En la tercera pa´gina aparecio´ la Escala de Actitudes hacia la Creacio´n de
Empresas (ACEM, en adelante A) (Cano et al., 2003; J. Garc´ıa et al., 2005,
2006, 2007). La escala A consta de 29 ı´tems tipo Likert de cuatro alternativas
sobre la frecuencia con que se realizan ciertos comportamientos o pensamientos.
La escala consta de 13 ı´tems inversos (1, 2, 3, 4, 5, 7, 9, 12, 20, 21, 22, 23 y
25) que hay que recodificar para hacer una interpretacio´n positiva de la puntua-
cio´n, a ma´s cantidad de puntuacio´n mayor cantidad de actitud emprendedora.
La escala esta´ integrada por 10 facetas que cargan sobre la actitud general hacia
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tareas emprendedoras: Creatividad, Perseverancia, Capacidad de Organizacio´n,
Independencia, Confianza en si Mismo, Riesgo Calculado, Tolerancia a la Incerti-
dumbre, Competitividad, Negociacio´n y Locus de Control. Aunque el me´todo de
correccio´n de la escala en su modo original fue la suma de la puntuacio´n en cada
ı´tem aqu´ı se ha utilizado otro procedimiento que se comentara´ ma´s abajo. En la
pa´gina 271 del Anexo aparece la escala A junto a sus claves para la coreccio´n.
Para la obtencio´n de la puntuacio´n de cada una de las escalas se utilizo´ la
ecuacio´n
∑n
i=1 xi
nxi
(5.1)
donde xi se refiere a la puntuacio´n del ı´tem i y nxi se refiere al nu´mero total de
ı´tems de cada escala. De esta manera la puntuacio´n de cada una de las escalas
oscilo´ entre la puntuacio´n mı´nima y ma´xima en la que se pod´ıa responder a cada
ı´tem individualmente.
En la Tabla 5.3 aparecen estad´ısticos descriptivos sobre la dispersio´n y forma
de las distribuciones de las puntuaciones de las escalas, mientras que las distribu-
ciones de frecuencias de las escalas pueden verse en la Figura 5.6. Como se puede
observar, la variable con menos asimetr´ıa respecto a la distribucio´n normal es la
Actitud Emprendedora medida con la ACEMP mientras que la que muestra ma-
yor asimetr´ıa negativa es la motivacio´n. La variable con la curtosis ma´s parecida
a la normal es la de Carencias y las variables de Obsta´culos y de Motivacio´n son
ma´s leptocu´rticas que la distribucio´n normal.
Propiedades psicome´trias de las escalas
Fiabilidad
Cano et al. (2003), J. Garc´ıa et al. (2005), J. Garc´ıa et al. (2007) as´ı como J.
Lo´pez et al. (2009) han aportado evidencias consistentes de la fiabilidad de las
puntuaciones de la escala ACEMP. Por ejemplo, la estimacio´n de la fiabilidad
entendida como consistencia interna de las puntuaciones en una muestra de es-
tudiantes universitario fue de 0,84 utilizando un Ana´lisis Factorial Confirmatorio
considerando la escala como unidimensional (Cano et al., 2003).
En la Tabla 5.4 aparecen los ı´ndices de consistencia interna para las escalas
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Figura 5.6: Distribucio´n de frecuencias de las puntuaciones de las escalas.
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Tabla 5.3: Descriptivos de las distribuciones de las puntuaciones de las escalas.
Escala Min Max M DT A ETA C ETC
Actitud Emprendedora 1,69 3,69 2,77 0,31 0,07 0,07 -0,26 0,15
Carencias 0,25 4,83 2,38 0,66 0,18 0,07 -0,05 0,14
Preparacio´n 0,25 5,00 2,08 0,76 0,51 0,07 0,40 0,14
Obstaculos 0,24 4,71 3,17 0,58 -0,50 0,07 1,49 0,14
Motivacio´n 0,45 5,00 3,26 0,57 -0,61 0,07 1,59 0,14
A: asimetr´ıa y C: curtosis.
Tabla 5.4: Consistencia interna de las escalas.
Escala n α
Carencias Formativas Percibidas 12 0,892
Preparacio´n Percibida 4 0,852
Motivacio´n para Crear Empresas 11 0,878
Obsta´culos Percibidos 17 0,829
Actitud hacia la Creacio´n de Empresas 29 0,749
n: nu´mero de ı´tems, α: ı´ndice de consistencia interna de
Cronbach.
utilizadas en este estudio. Para cada una de ellas se ha calculado en ı´ndice de
consistencia interna α de Cronbach. Como se puede apreciar, todas las escalas
muestran ı´ndices apropiados de consistencia interna y en ningu´n caso son menores
de 0,7.
Validez
J. Garc´ıa et al. (2005), J. Garc´ıa et al. (2007), Cano et al. (2003) as´ı como J.
Lo´pez et al. (2009) tambie´n han aportado evidencias que apoyan la validez de la
escala ACEMP, principalmente, desde el punto de vista de la estructura factorial.
Como se puede apreciar en la Tabla 5.5, las escalas utilizadas son capaces
de diferenciar entre las personas que responden positiva y negativamente a las
preguntas clave relativas a la deseabilidad de crear una nueva empresa, a la in-
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Tabla 5.5: Validez discriminante para las escalas utilizadas.
Pregunta Respuestas Escala n M DT ET t gl p d
S´ı A 834 2,81 0,31 0,01 7,51 1120 ** 0,48
No 288 2,66 0,31 0,02
S´ı C 907 2,45 0,65 0,02 5,76 1215 ** 0,38
No 310 2,2 0,66 0,04
Des S´ı P 912 2,15 0,74 0,02 6 1218 ** 0,38
No 308 1,86 0,77 0,04
S´ı O 911 3,15 0,57 0,02 -2,81 1220 0,01 -0,18
No 311 3,25 0,56 0,03
S´ı M 911 3,35 0,51 0,02 8,18 446,13 ** 0,57
No 309 3,02 0,64 0,04
No A 691 2,71 0,3 0,01 -9,07 1120 ** -0,56
S´ı 431 2,88 0,31 0,01
No C 759 2,27 0,66 0,02 -7,6 1216 ** -0,46
S´ı 459 2,56 0,61 0,03
Cog No P 758 1,91 0,71 0,03 -10 924,01 ** -0,60
S´ı 462 2,35 0,76 0,04
No O 760 3,23 0,55 0,02 4,35 1221 ** 0,26
S´ı 463 3,08 0,59 0,03
No M 758 3,19 0,57 0,02 -5,72 1219 ** -0,35
S´ı 463 3,38 0,53 0,02
No A 1021 2,76 0,31 0,01 -5,17 1116 ** -0,52
S´ı 97 2,93 0,34 0,03
No C 1106 2,35 0,65 0,02 -5,86 1211 ** -0,61
S´ı 107 2,74 0,63 0,06
Com No P 1107 2,01 0,72 0,02 -9,06 124,1 ** -0,96
S´ı 109 2,76 0,84 0,08
No O 1109 3,19 0,56 0,02 2,47 124,3 0,01 0,26
S´ı 109 3,03 0,65 0,06
No M 1108 3,25 0,56 0,02 -2,75 1214 0,01 -0,27
S´ı 108 3,4 0,57 0,05
Des: Deseabilidad: ¿Considera deseable crear una empresa propia?, Cog: Cognicio´n: ¿Ha pensado seriamente,
como una opcio´n real a corto/medio plazo, montar su propia empresa?, Com: Comportamiento: ¿Ha iniciado
en algu´n momento acciones encaminadas a montar su propia empresa?, A: actitud medida con ACEMP,
C: carencias formativas percibidas, P: preparacio´n percibida, O: obsta´culos percibidos, M: motivacio´n, n:
nu´mero de observaciones, M : media, DT : desviacio´n t´ıpica, ET : error t´ıpico de la media, **: p < 0, 01, d: d
de Cohen para el taman˜o del efecto.
tencio´n de crear una empresa o al hecho de haber iniciado acciones encaminadas
a la creacio´n de empresas.
Como se puede observar en la Tabla 5.5, en todas las preguntas clave que
hemos utilizado para evaluar la tendencia a crear empresas (deseabilidad, pen-
samiento y comportamiento) las personas que responden positivamente son las
que tienen una mayor puntuacio´n en las escalas A, C, P y M; mientras que son
las que obtienen una menor puntuacio´n en la escala O. Esto es, las personas
que consideran deseable crear una empresa, han pensado seriamente crear una
empresa o han iniciado acciones encaminadas a crear una empresa son las que
puntu´an alto en actitud, conocimientos, preparacio´n y motivacio´n; mientras que
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obtienen menores puntuaciones de obsta´culos percibidos. Todas estas diferencias
son estad´ısticamente significativas.
En cuanto a los taman˜os del efecto, se puede observar que la variable que
sistema´ticamente obtiene valores del taman˜o del efecto intermedios en todas las
dimensiones es la puntuacio´n en la es cala A. Sin embargo, el mayor taman˜o
del efecto observado corresponde a la variable de preparacio´n percibida cuando
se refiere al hecho de haber iniciado alguna accio´n encaminada a la creacio´n de
empresas.
5.3.3. Procedimiento
Los cuestionarios fueron administrados entre los meses de diciembre de 2005 y
mayo de 2006 a estudiantes de los primeros y u´ltimos cursos de los estudios que
se imparten en la Universidad de Almer´ıa.
El cuestionario fue administrado de forma grupal en horas lectivas con el
consentimiento del profesorado y la participacio´n voluntaria del alumnado. Para
solicitar la colaboracio´n por parte de los profesores/as y con el fin de que dona-
ran parte de su horario lectivo para que su alumnado pudiese cumplimentar el
cuestionario, se contacto´ con ellos/as con un correo electro´nico que fue el mismo
en todos los casos.
Antes de la administracio´n se dieron unas instrucciones generales y se pidio´ a
los participantes que leyesen detenidamente la carta de presentacio´n que apa-
rec´ıa en la primera hoja del formulario. Durante la cumplimentacio´n del mismo
el administrador del formulario resolv´ıa las dudas que pudiesen surgir. La cum-
plimentacio´n del cuestionario ten´ıa una duracio´n de entre 20 y 30 minutos. No se
dio ninguna recompensa por la colaboracio´n excepto el agradecimiento verbal.
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Capı´tulo 6
Estudio 1. Construccio´n y depuracio´n de
modelos de red bayesiana y regresio´n
log´ıstica
“And if we fight for our rights we become 
children of the sun 
(Children of the sun we are)”
(Yanou, 2008)
6.1. Descripcio´n
En este primer estudio se construira´n los modelos de red bayesiana y regresio´n
log´ıstica ma´s o´ptimos tanto desde un punto de vista sustantivo como estad´ıstico.
No obstante, para ambas te´cnicas se tendra´n que seleccionar las mismas variables
con el fin de poder realizar las comparaciones correspondientes en los siguientes
estudios.
El objetivo de este primer estudio es encontrar un modelo comu´n de red
bayesiana y regresio´n log´ıstica por cada una de las variables de respuesta que
representan las facetas de la actitud (DES, GOG y CON) y que fueron descritas
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en la seccio´n de metodolog´ıa general. El objetivo principal sera´ seleccionar los
modelos que mayor tasa de clasificaciones correctas produzcan teniendo en cuenta
el principio de parsimonia del modelo.
6.2. Me´todo
6.2.1. Muestra
La muestra estuvo compuesta por 1230 estudiantes (426 hombres y 797 mujeres)
de los primeros y u´ltimos cursos de las carreras que se cursan en la Universidad
de Almer´ıa. Las edades de los participantes estuvieron comprendidas entre los
17 y los 56 an˜os, donde la media fue de 22,45 y la desviacio´n t´ıpica fue de 4,46.
La mayor parte de los participantes resid´ıan en la ciudad de Almer´ıa e indicaron
haber ingresado en la universidad a trave´s del Bachillerato o por medio de algu´n
Ciclo Formativo Profesional.
Una descripcio´n ma´s detallada del procedimiento de muestreo, as´ı como de la
muestra en si puede encontrarse en la sub-seccio´n 5.3.1 del cap´ıtulo de Metodo-
log´ıa General.
6.2.2. Materiales
La recogida de la informacio´n se llevo´ a cabo con un cuestionario impreso en tres
folios taman˜o A4 a doble cara y grapados en su esquina superior izquierda. Para
construir los modelos se utilizaron como variables dependientes, o nodos clase,
las preguntas consideradas como los componentes de la actitud emprendedora.
En concreto, para modelar el componente emocional (DES) se utilizo´ la pregunta
¿Considera deseable crear una empresa propia?, para representar el componente
cognitivo (COG) se uso´ la pregunta ¿Ha pensado seriamente, como una opcio´n
a corto/medio plazo, montar su propia empresa?, mientras que para referirse al
componente conductual (CON) se analizo´ la pregunta ¿Ha iniciado en algu´n
momento acciones encaminadas a montar su propia empresa?.
Por su parte, la puntuacio´n en las escalas de actitud hacia la creacio´n de em-
presas [ACEMP] (A), carencias formativas percibidas (C), preparacio´n percibida
(P), obsta´culos percibidos (O), motivacio´n (M) fueron utilizadas como variables
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independientes en los modelos de regresio´n log´ıstica y como variables de diver-
gencia en los clasificadores ingenuos bayesianos.
Una descripcio´n ma´s detallada de la herramienta de recogida de datos se puede
consultar en la sub-seccio´n 5.3.2 del cap´ıtulo de Metodolog´ıa General.
6.2.3. Ana´lisis de datos
Dado que tenemos cinco variables independientes que pueden ser candidatas para
formar parte del mejor modelo teo´rico y estad´ıstico, y teniendo en cuenta el
principio de parsimonia respecto al nu´mero de variables; llevamos a cabo una
comparacio´n de todas las posibles combinaciones de variables independientes que
se podr´ıan dar en esta situacio´n.
Para cada variable dependiente se estimaron 31 modelos, de los cuales uno
contuvo a las cinco variables independientes, cinco contuvieron todas las posibles
combinaciones de cuatro variables, diez modelos recogieron todas las combinacio-
nes posibles entre tres variables, otros diez agruparon las variables por pares y
se estimaron otros cinco modelos ma´s incluyendo cada una de las variables por
separado. Ya que tenemos tres variables independientes, el proceso se repitio´ tres
veces, con lo que tenemos 93 modelos. Por tanto, se estimaron un total de 93
modelos por cada tipo de te´cnica estad´ıstica, lo que dio lugar a un total de 186
modelos estad´ısticos.
No fueron introducidos te´rminos de interaccio´n para no tratar la complejidad
de este caso. Aunque podr´ıamos haber tratado este tema, estudios posteriores
tendra´n que dirigir investigaciones a solventar este to´pico. En nuestro caso, los
resultados que se obtengan aqu´ı, en cualquier caso, se pueden tomar como un
indicativo conservador del caso ma´s complejo que incluir´ıa a los te´rminos de
interaccio´n (Peduzzi et al., 1995).
La estimacio´n de los modelos de regresio´n log´ıstica se llevo´ a cabo utilizando
el paquete estad´ıstico SPSS1 en su versio´n 15.0 en su formato no condicionado,
sin incluir ningu´n te´rmino de interaccio´n y configurando el nivel de confianza
de las estimaciones al 95%. No se utilizo´ ningu´n me´todo de seleccio´n secuencial
de variables independientes y por tanto se forzo´ al programa a introducir en los
modelos de regresio´n log´ıstica las variables definidas previamente por el disen˜o
1Statistical Package for the Social Sciences.
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del estudio.
Los para´metros de las redes bayesianas fueron estimados utilizando el me´todo
de ma´xima verosimilitud corregido con la ecuacio´n de la sucesio´n de Laplace.
Tanto la estimacio´n parame´trica como la posterior actualizacio´n de probabilida-
des, as´ı como la estimacio´n de los para´metros de bondad de ajuste se llevaron a
cabo con Netica 4.02 (Norsys Sofware). Las estructuras gra´ficas fueron creadas
manualmente con base al disen˜o del estudio.
Para cada modelo se estimaron sus correspondientes ı´ndices de bondad de
ajuste y para todos se obtuvieron los valores de sensibilidad, especificidad, propor-
cio´n de falsos positivos, proporcio´n de falsos negativos, valor predictivo positivo,
valor predictivo negativo y proporcio´n general de clasificaciones correctas. Todos
estos para´metros se obtuvieron utilizando una macro disen˜ada para Microsoft
Excel 2003 que incorporaba las salidas de SPSS y Netica.
6.3. Resultados
En la Tabla 12.1 que aparece en la pa´gina 275 del Anexo aparecen los para´metros
de validez predictiva de los 186 modelos estimados. Por su parte, en la Tabla 6.1
aparecen los modelos, para cada te´cnica y variable dependiente, ma´s predictivos.
Un primer detalle que destaca de la Tabla 6.1 es que el componente conductual
de la actitud (CON) es el que mejor es predicho por ambas te´cnicas en te´rminos
de la tasa de clasificaciones correctas. No obstante, el modelo ma´s parsimonioso
es el 165 que incluye tres variables independientes frente al modelo 63 que inclu-
ye a todas las variables. Ambas te´cnicas muestran niveles similares en todos los
ı´ndices predictivos, excepto en la proporcio´n de falsos negativos, donde la regre-
sio´n log´ıstica obtiene una mayor puntuacio´n. As´ı pues, el modelo que incorpora
la puntuacio´n en ACEMP, la preparacio´n percibida y los obsta´culos percibidos es
el elegido para modelar el componente conductual de la actitud.
El componente emocional, o de deseabilidad (DES), es el siguiente elemento
mejor predicho por ambas te´cnicas. Nuevamente aqu´ı, la red bayesiana selecciona
un modelo ma´s parsimonioso frente a lo que estima la regresio´n log´ıstica. Por
su parte, el modelo seleccionado por la regresio´n log´ıstica produce una tasa ma´s
elevada de falsos positivos. As´ı pues, en este caso, el modelo seleccionado es el
que incorpora la puntuacio´n de la escala ACEMP, la preparacio´n percibida, los
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obsta´culos percibidos y el grado de motivacio´n como factores explicativos del
componente emocional de la actitud hacia la creacio´n de empresas.
Por u´ltimo, el componente cognitivo es el que peor ha sido predicho por ambas
te´cnicas. Sin embargo, es la regresio´n log´ıstica la que obtiene un modelo ma´s
parsimonioso con la menor pe´rdida en la tasa de clasificaciones correctas. Por lo
tanto, el modelo seleccionado para explicar el componente cognitivo de la actitud
(COG) es el que incluye a la puntuacio´n de la ACEMP, las carencias percibidas,
y la preparacio´n percibida.
6.3.1. Modelos de regresio´n log´ıstica
En esta subseccio´n se presentara´n los para´metros de los modelos de regresio´n
log´ıstica y se estudiara´ la bondad de ajuste de cada uno de ellos.
Componente emocional
El conjunto de variables seleccionado para modelar la dimensio´n emocional de
la actitud hacia la creacio´n de empresas produjo los para´metros que aparecen
en la Tabla 6.2. Como se puede observar, todos los valores del estad´ıstico de
contraste de Wald son estad´ısticamente diferentes de cero, lo que indica que to-
das las variables son relevantes para explicar la variable dependiente. A su vez,
ningu´n intervalo de confianza para el exponencial del para´metro beta contiene al
valor uno. Tambie´n se puede observar que todas las variables independientes se
asocian positivamente con la tendencia a considerar deseable la creacio´n de una
empresa, excepto los obsta´culos percibidos que se relacionan inversamente con
esta emocio´n. Esto es, a mayor puntuacio´n en la escala ACEMP, mayor prepa-
racio´n percibida y mayor puntuacio´n en la escala de motivacio´n, la probabilidad
de considerar deseable la creacio´n de una empresa aumenta. El mayor para´metro
del modelo esta´ asociado a la puntuacio´n de la escala ACEMP.
En la Tabla 6.3 aparecen las frecuencias observadas y estimadas para los diez
grupos en los que el procedimiento de Hosmer-Lemeshow divide la muestra. El
valor de χ2 es de 12,33 con una significacio´n de 0,14, luego el modelo se ajusta
adecuadamente a los datos.
Por su parte, cuando analizamos los residuos estudentizados al cuadrado en
funcio´n de las probabilidades pronosticadas se observa que los mayores desajustes
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Tabla 6.1: Los modelos ma´s predictivos en funcio´n de cada una de las te´cnicas y
de las variables dependientes.
Modelo 165 * 63 98 * 1 125 38 *
VD CON CON DES DES COG COG
Te´cnica RB RL RB RL RB RL
VIs A P O A C P O M A P O M A C P O M A C P O M A C P
S 0,22 0,03 0,94 0,96 0,57 0,41
E 1,00 1,00 0,34 0,21 0,83 0,86
PFP 0,00 0,00 0,66 0,79 0,17 0,14
PFN 0,78 0,97 0,06 0,04 0,43 0,59
VPP 0,83 0,75 0,81 0,78 0,66 0,65
VPN 0,93 0,92 0,66 0,62 0,76 0,70
TCC 0,93 0,92 0,79 0,77 0,73 0,69
R2 0,164 0,179 0,160
H − Lp 0,949 0,115 0,137
−2log 559,982 1114,411 1340,970
χ2 83,074 143,177 139,231
PL 0,233 0,457 0,542
PC 0,128 0,299 0,363
CE 0,932 0,833 0,795
VD: variable dependiente, RB: red bayesiana, RL: regresio´n log´ıstica, VIs: varia-
bles independientes, A: puntuacio´n ACEMP, C: carencias percibidas, P: preparacio´n
percibida, O: obsta´culos percibidos, M: motivacio´n, S: sensibilidad, E: especificidad,
PFP: proporcio´n de falsos positivos, PFN: proporcio´n de falsos negativos, VPP: va-
lor predictivo positivo, VPN: valor predictivo negativo, TCC: tasa de clasificaciones
correctas, R2: R de Nagelkerke, H −Lp: p-valor del test de Hosmer-Lemeshow, PL:
pe´rdida logar´ıtmica, PC: pe´rdida cuadra´tica, CE: compensacio´n esfe´rica. El * indica
el modelo elegido para la correspondiente combinacio´n de variables independientes
y variable dependiente.
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Tabla 6.2: Modelo de regresio´n log´ıstica para explicar el componente emocional
de la actitud.
Variable βˆ ET Wald (gl = 1)(*) eβˆ ICinf ICsup
A 0,985 0,264 13,956 2,677 1,597 4,489
P 0,497 0,111 19,954 1,643 1,321 2,043
O -0,596 0,156 14,663 0,551 0,406 0,747
M 1,084 0,153 50,434 2,956 2,192 3,986
Constante -4,139 0,913 20,550 0,016
*: p < 0, 001 en todos los casos, A: puntuacio´n ACEMP, P: prepara-
cio´n percibida, O: obsta´culos percibidos, M: motivacio´n, ICinf : limite
inferior del intervalo de confianza para la estimacio´n de eβˆ al 95%,
ICsup: limite superior del intervalo de confianza para la estimacio´n
de eβˆ al 95%.
Tabla 6.3: Test de ajuste Hosmer-Lemeshow para el componente emocional.
DES=NO DES=SI´ Total
Observado Esperado Observado Esperado
1 65 65,71 46 45,29 111
2 52 45,41 59 65,59 111
3 42 37,18 69 73,82 111
4 23 31,92 88 79,08 111
5 24 27,17 87 83,83 111
6 27 23,37 84 87,63 111
7 13 19,34 98 91,66 111
8 14 15,74 97 95,26 111
9 14 11,02 97 99,98 111
10 9 6,14 106 108,86 115
DES: ¿Considera deseable crear una empresa propia?
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Figura 6.1: Comparacio´n de los residuos estudentizados al cuadrado (izquierda)
y de las distancias de Cook (derecha) con la probabilidad pronosticada para el
modelo DES.
del modelo se producen cuando la respuesta a la pregunta utilizada como variable
dependiente es negativa. A su vez, el gra´fico de las distancias de Cook informa de
que los casos con mucha influencia sobre el modelo no son muchos aunque esta´n
cargados hacia altas probabilidades estimadas (Figura 6.1).
Componente cognitivo
En la Tabla 6.4 se puede observar que de las tres variables seleccionadas para ex-
plicar el componente cognitivo de la actitud (COG) so´lo dos son estad´ısticamen-
te significativas, la puntuacio´n en la escala ACEMP y la preparacio´n percibida.
Tambie´n se observa que tanto la puntuacio´n en ACEMP como la preparacio´n per-
cibida se relacionan positivamente con la probabilidad de considerar seriamente
la creacio´n de una empresa a corto/medio plazo. El intervalo de confianza para
la estimacio´n de beta contiene a la unidad en la variable carencias percibidas.
Nuevamente, el mayor para´metro del modelo recae sobre la puntuacio´n ACEMP
indicando que las personas que puntu´an alto en esta escala tienen un riesgo entre
2,9 y 7 veces ma´s grande de pensar seriamente la creacio´n de una empresa.
Este modelo, sin embargo, muestra un buen ajuste a los datos (Tabla 6.5)
cuando lo evaluamos con el estad´ıstico de Hosmer-Lemeshow (G2HL = 12, 32,
p = 0, 137). Por su parte, como se observa en la Figura 6.2, aunque los residuos
estandarizados al cuadrado muestran que las mayores desviaciones se producen
cuando la respuesta cognitiva es positiva, los residuos de Cook sugieren que es
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Tabla 6.4: Modelo de regresio´n log´ıstica para explicar el componente cognitivo
de la actitud.
Variable βˆ ET Wald (gl = 1) p eβˆ ICinf ICsup
A 1,499 0,228 43,357 * 4,476 2,865 6,993
C 0,158 0,118 1,813 0,178 1,172 0,930 1,476
P 0,624 0,102 37,373 * 1,867 1,528 2,281
Constante -6,363 0,641 98,474 * 0,002
*: p < 0, 001, A: puntuacio´n ACEMP, C: carencias percibidas, P: preparacio´n
percibida, ICinf : limite inferior del intervalo de confianza para la estimacio´n
de eβˆ al 95%, ICsup: limite superior del intervalo de confianza para la esti-
macio´n de eβˆ al 95%.
debido a un conjunto de casos limitado.
Componente conductual
Como se puede observar en la Tabla 6.6, el modelo de regresio´n log´ıstica estimo´ el
para´metro para la variable obsta´culos percibidos en el sentido apropiado aunque
este no alcanzo´ a ser estad´ısticamente significativo. A su vez, su intervalo de
confianza contiene al valor 1. Nuevamente la variable con ma´s fuerza para explicar
el componente conductual de la actitud fue la puntuacio´n en la escala ACEMP,
que en este caso estimo´ que las personas que puntu´an alto en esta escala tiene
1,5 y 6,6 veces ma´s posibilidades de crear una empresa.
En la Tabla 6.7 se puede apreciar que las frecuencias observadas y las fre-
cuencias predichas por el modelo esta´n muy cercanas y el estad´ıstico de contraste
muestra niveles que sugieren un buen ajuste (G2HL = 4, 02, p = 0, 855). Por su
parte, el ana´lisis de los residuos sugiere que los mayores problemas del modelo
aparecen cuando pretende pronosticar respuestas positivas en la variable depen-
diente (Figura 6.3).
6.3.2. Modelos de red bayesiana
Los modelos de red bayesiana no se basan en ningu´n supuesto distribucional de
las variables luego esta seccio´n se limitara´ a presentar las probabilidades previas
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Tabla 6.5: Test de ajuste Hosmer-Lemeshow para el componente cognitivo.
COG=NO COG=SI´ Total
Observado Esperado Observado Esperado
1 87 95,447 24 15,553 111
2 97 88,709 14 22,291 111
3 81 83,670 31 28,330 112
4 85 78,083 26 32,917 111
5 73 73,355 38 37,645 111
6 69 68,007 42 42,993 111
7 62 62,941 49 48,059 111
8 53 56,015 58 54,985 111
9 45 47,394 66 63,606 111
10 34 32,378 78 79,622 112
COG: ¿Ha pensado seriamente, como una opcio´n real a corto/medio
plazo, montar su propia empresa?
Figura 6.2: Comparacio´n de los residuos estudentizados al cuadrado (izquierda)
y de las distancias de Cook (derecha) con la probabilidad pronosticada para el
modelo COG.
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Tabla 6.6: Modelo de regresio´n log´ıstica para explicar el componente conductual
de la actitud.
Variable βˆ ET Wald (gl = 1) p eβˆ ICinf ICsup
A 1,148 0,379 9,153 0,002 3,152 1,498 6,631
P 1,121 0,150 55,781 * 3,069 2,287 4,119
O -0,083 0,203 0,168 0,682 0,920 0,618 1,370
Constante -7,994 1,433 31,140 * 0,000
*: p < 0, 001, A: puntuacio´n ACEMP, P: preparacio´n percibida, O: obsta´culos
percibidos, ICinf : limite inferior del intervalo de confianza para la estimacio´n de
eβˆ al 95%, ICsup: limite superior del intervalo de confianza para la estimacio´n
de eβˆ al 95%.
Tabla 6.7: Test de ajuste Hosmer-Lemeshow para el componente conductual.
CON=No CON=S´ı Total
Observado Esperado Observado Esperado
1 110 109,55 1 1,45 111
2 108 108,62 3 2,38 111
3 108 107,44 3 3,56 111
4 107 106,44 4 4,56 111
5 104 105,32 7 5,68 111
6 102 104,82 10 7,18 112
7 105 102,18 6 8,82 111
8 97 98,99 14 12,01 111
9 97 93,88 14 17,12 111
10 77 77,76 35 34,24 112
CON: ¿Ha iniciado en algu´n momento acciones encaminadas a montar
su propia empresa?
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Figura 6.3: Comparacio´n de los residuos estudentizados al cuadrado (izquierda)
y de las distancias de Cook (derecha) con la probabilidad pronosticada para el
modelo CON.
estimadas para cada variable. Como se puede observar en las Figuras 6.4, 6.5 y
6.5 las distribuciones de las variables independientes no cambian mucho de un
modelo a otro. La u´nica diferencia aparece en la variable de divergencia, o clase,
donde var´ıa la proporcio´n de respuestas positivas a cada una de las preguntas.
6.3.3. Ajuste predictivo de los modelos seleccionados
Como se puede apreciar en la Tabla 6.8 no existen grandes diferencias en te´rminos
predictivos en los modelos seleccionados en ambas te´cnicas.
El aspecto en el que ambas te´cnicas esta´n ma´s parejas es en la tasa de clasi-
ficaciones correctas no supera´ndose la diferencia entre una te´cnica y otra en un
2,2% en ninguno de los casos. Por el contrario, la diferencia ma´s importante se
observa en el modelo conductual en el valor predictivo positivo, alcanza´ndose una
diferencia de aproximadamente del 33%.
En lo que respecta a la sensibilidad, ambas te´cnicas esta´n parejas y las di-
ferencias oscilan entre el 1,9% en el componente emocional y el 18,9% en el
componente conductual.
En te´rminos de especificidad, el modelo de red bayesiana se comporta mejor
para predecir el componente emocional pero la regresio´n log´ıstica la sobrepasa en
los componentes cognitivo y conductual.
Por otro lado, la red bayesiana genera ma´s falsos positivos en los componentes
cognitivo y conductual, pero es en esas dos mismas dimensiones donde la regresio´n
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¿Considera deseable crear una EP?
No
Si
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Figura 6.4: Probabilidades previas del componente emocional en una red baye-
siana. EP: empresa propia. En la base de cada nodo se muestra la media ± la
desviacio´n t´ıpica.
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Figura 6.5: Probabilidades previas del componente cognitivo en una red baye-
siana. EP: empresa propia. En la base de cada nodo se muestra la media ± la
desviacio´n t´ıpica.
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Figura 6.6: Probabilidades previas del componente conductual en una red baye-
siana. EP: empresa propia. En la base de cada nodo se muestra la media ± la
desviacio´n t´ıpica.
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Tabla 6.8: Ajuste predictivo para los modelos seleccionados.
RB RL
DES COG CON DES COG CON
S 0,939 0,508 0,220 0,958 0,410 0,031
E 0,342 0,815 0,996 0,198 0,864 0,997
PFP 0,658 0,185 0,004 0,802 0,136 0,003
PFN 0,061 0,492 0,780 0,042 0,587 0,969
VPP 0,806 0,625 0,828 0,778 0,678 0,500
VPN 0,656 0,732 0,929 0,615 0,703 0,915
TCC 0,786 0,699 0,926 0,765 0,692 0,913
RB: red bayesiana, RL: regresio´n log´ıstica, DES:
componente emocional, COG: componente cogni-
tivo, CON: componente conductual, S: sensibili-
dad, E: especificidad, PFP: proporcio´n de falsos
positivos, PFN: proporcio´n de falsos negativos,
VPP: valor predictivo positivo, VPN: valor pre-
dictivo negativo y TCC: tasa de clasificaciones co-
rrectas.
log´ıstica se ve sobrepasada en te´rminos de la proporcio´n de falsos negativos.
6.3.4. Comparacio´n preliminar entre te´cnicas
En la Tabla 6.9 aparecen las pruebas t de Student para comparar los estad´ısticos
de ajuste predictivo entre la regresio´n log´ıstica y la red bayesiana. Como se puede
apreciar, no existen diferencias estad´ısticamente significativas entre ambas te´cni-
cas en esta primera fase en la que se han construido todos los modelos posibles
combinando todas las variables independientes.
No obstante, hay que destacar que se observa que las redes bayesianas tie-
nen valores mayores de sensibilidad y especificidad, as´ı como menores valores en
la proporcio´n de falsos positivos y falsos negativos. Las redes bayesianas tam-
bie´n tienen los mayores valores de valores positivos predichos, valores negativos
predichos y de la tasa de clasificaciones correctas.
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Tabla 6.9: Comparacio´n preliminar entre te´cnicas.
n M DT ET t gl p Dif. M ET IC 95
S RL 93 0,44 0,41 0,04 -1,068 184 0,29 -0,06 0,06 -0,17 0,05
RB 93 0,50 0,36 0,04
E RL 93 0,66 0,41 0,04 -0,466 184 0,64 -0,03 0,06 -0,14 0,08
RB 93 0,68 0,36 0,04
PFP RL 93 0,34 0,41 0,04 0,466 184 0,64 0,03 0,06 -0,08 0,14
RB 93 0,32 0,36 0,04
PFN RL 93 0,56 0,41 0,04 1,068 184 0,29 0,06 0,06 -0,05 0,17
RB 93 0,50 0,36 0,04
VPP RL 77 0,67 0,09 0,01 -1,923 168 0,06 -0,03 0,02 -0,06 0,00
RB 93 0,70 0,11 0,01
VPN RL 91 0,71 0,20 0,02 -1,774 181 0,08 -0,04 0,02 -0,09 0,00
RB 92 0,76 0,13 0,01
TCC RL 93 0,78 0,10 0,01 -0,849 184 0,40 -0,01 0,01 -0,04 0,02
RB 93 0,79 0,10 0,01
S: sensibilidad, E: especificidad, PFP: proporcio´n de falsos positivos, PFN: proporcio´n de
falsos negativos, VPP: valor predictivo positivo, VPN: valor predictivo negativo y TCC: tasa
de clasificaciones correctas.
6.4. Discusio´n parcial
En este primer estudio hemos seleccionado tres conjuntos de variables para mo-
delar el componente emocional, cognitivo y conductual de la tendencia hacia la
creacio´n de empresas. Se han seleccionado los modelos ma´s parsimoniosos que
inclu´ıan menos variables y que supon´ıan poca pe´rdida de validez predictiva para
ambas te´cnicas. No obstante, hay algunos aspectos que destacar sobre la bondad
de ajuste de algunos para´metros de los modelos de regresio´n log´ıstica.
En primer lugar, de las variables seleccionadas para modelar el componen-
te cognitivo de la actitud hacia la creacio´n de empresas, la variable carencias
percibidas no mostro´ un buen ajuste en te´rminos del estad´ıstico de Wald. Teo´ri-
camente se tendr´ıa que haber eliminado esta variable del modelo pero, dado que
el modelo funciona razonablemente para predecir la variable dependiente, esta
variable se conservo´. Adema´s, el test de Hosmer-Lemeshow indico´ un buen ajuste
en las frecuencias observadas y esperadas del modelo as´ı como el ana´lisis gra´fico
de los residuos no mostro´ indicios de una falta de ajuste considerable. En lo que
respecta al conjunto de variables seleccionado para modelar el componente con-
ductual, sucedio´ lo mismo con la variable motivacio´n, pero se decidio´ mantenerla
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en el modelo debido al o´ptimo nivel de clasificaciones correctas que generaba.
Esta decisio´n de conservar estas variables en los modelos se ve reforzada por el
hecho de que no hay diferencias considerables en los niveles predictivos de ambas
te´cnicas.
Por u´ltimo, tambie´n hemos realizado una comparacio´n preliminar de los mo-
delos y hemos observado que no se aprecian diferencias estad´ısticamente signifi-
cativas en el comportamiento de ambas te´cnicas en esta fase inicial con respecto
a los estad´ısticos de prediccio´n empleados.
Los resultados de este primer estudio tienen relevancia sustantiva en el a´mbi-
to aplicado de la tesis ya que sirven para caracterizar el perfil del emprende-
dor potencial entre los estudiantes universitarios (Huefner et al., 1996). En este
sentido, hemos creado tres modelos diferentes que sirven para predecir los tres
componentes (emocional, cognitivo y conductual) de la actitud emprendedora en
estudiantes universitarios utilizando dos te´cnicas estad´ısticas diferentes que han
mostrado niveles razonables de ajuste predictivo.
El primer elemento a destacar de los tres modelos de las dimensiones de la
actitud emprendedora es que en todos los casos aparece la puntuacio´n en la esca-
la ACEMP como variable relevante. Este hecho tiene repercusiones tanto a nivel
pra´ctico como a nivel teo´rico. Desde un punto de vista pra´ctico, la validez de la
escala ACEMP se ve reforzada, as´ı como su potencialidad de uso como herra-
mienta para la deteccio´n precoz de emprendedores potenciales (Cano et al., 2003;
J. Garc´ıa et al., 2005, 2006, 2007). Por su parte, el hecho de que la puntuacio´n
en nuestra escala de actitudes emprendedoras sea un elemento relevante ante la
prediccio´n de la tendencia a crear empresas, se puede considerar un elemento u´til
ante la definicio´n de emprendedor potencial. Por ello, ser´ıa deseable explorar en
detenimiento las dimensiones que la componen para evaluar cuales son los factores
ma´s u´tiles en este sentido (Cano et al., 2003).
Los resultados obtenidos en este primer estudio tambie´n son consistentes con
otros trabajos orientados a caracterizar al emprendedor ya que tambie´n hemos
encontrado que la preparacio´n percibida es un predictor importante de la tenden-
cia a crear empresas (p. e., Genesca´ y Capelleras, 2004; Genesca y Veciana, 1984;
Go´mez et al., 2007; HayGroup y SAP AG, 2003; Rogoff y Lee, 1996; Sa´nchez,
2003; Veciana, 1989). As´ı pues, los programas de intervencio´n social destinados a
potenciar y valorar positivamente a las personas emprendedoras cobran relevancia
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en el contexto universitario (p. e., Dı´az, 2003; Pen˜as y Quijano, 2008).
Aparte de los factores comunes a los tres componentes de la actitud hacia la
creacio´n de empresas, se ha obtenido una relacio´n importante entre el aspecto
motivacional y la dimensio´n emocional de la actitud emprendedora. Como se ha
visto en el modelo de regresio´n log´ıstica para predecir la deseabilidad de crear una
empresa, las personas que obtienen mayores valores en la escala de motivacio´n
tienden a considerar deseable la creacio´n de una empresa propia entre dos y
cuatro veces ma´s que las personas que obtienen puntuaciones bajas en la escala
motivacional. Sin embargo, la deseabilidad de crear una empresa propia se ve
afectada negativamente por la cantidad de obsta´culos percibidos.
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Capı´tulo 7
Estudio 2. Taman˜o de muestra y a´rea
bajo la curva ROC
“And sometimes I get nervous,
when I see an open door.
Close your eyes, clear your heart,
cut the cord”
(Killers, 2008)
7.1. Descripcio´n
El taman˜o de la muestra es uno de los problemas que se han destacado del ana´lisis
de regresio´n log´ıstica porque las estimaciones de los coeficientes del modelo son
sesgadas a medida que la muestra se hace ma´s pequen˜a (p. e., Hsieh, 1989; Hsieh
et al., 1998; E. King y Ryan, 2002; G. King y Zeng, 2001a, 2001b; Whittermo-
re, 1981). As´ı pues, en este cap´ıtulo, se estudiara´ el efecto que tiene el taman˜o
de la muestra sobre el nivel de clasificacio´n general evaluado con curvas ROC.
Previsiblemente, en ambas te´cnicas se producira´ un descenso en el a´rea bajo la
curva ROC a medida que disminuye el taman˜o de la muestra pero se espera que
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este efecto sea menos severo en las redes bayesianas. En concreto, se operaciona-
lizara´ la idea de taman˜o muestral en te´rminos de eventos por variable (Concato
et al., 1995; Peduzzi et al., 1995, 1996).
7.2. Me´todo
7.2.1. Muestra
Para realizar este estudio se seleccionaron 21 muestras aleatorias simples de di-
ferentes taman˜os a partir del archivo original de datos compuesto por 1230 ob-
servaciones provenientes del muestreo de los primeros y u´ltimos cursos de las
titulaciones que se imparten en la Universidad de Almer´ıa. Un total de 426 par-
ticipantes fueron hombres y el resto (797) mujeres, mientras que la edad de los
participantes estuvo comprendida entre los 17 y los 56 an˜os, donde la media fue
de 22,45 y la desviacio´n t´ıpica fue de 4,46. Una descripcio´n ma´s detallada del
procedimiento de muestreo, as´ı como de la muestra en si puede encontrarse en la
sub-seccio´n 5.3.1 del cap´ıtulo de Metodolog´ıa General.
Se calcularon taman˜os muestrales diferentes para cada uno de los modelos
teniendo en cuenta la tasa de respuestas positivas, con el objetivo de estudiar la
influencia relativa del nu´mero de eventos por variable en la exactitud global de
cada te´cnica usando el a´rea bajo la curva ROC (Concato et al., 1995; Peduzzi
et al., 1995, 1996). Con el fin de conseguir un nu´mero de eventos por variable
cercano a 5, 10, 15, 20, 25, 30, 100 y 200 se determinaron los taman˜os muestrales
especificados en la Tabla 7.1 para cada uno de los tres componentes de la actitud.
7.2.2. Ana´lisis de datos
Se estimaron un total de 42 modelos (21 de regresio´n log´ıstica y 21 de redes ba-
yesianas) utilizando los taman˜os muestrales definidos en la Tabla 7.1. De los 21
modelos que se estimaron con cada te´cnica, ocho fueron para modelar el compo-
nente emocional de la actitud emprendedora, siete para el componente cognitivo
y seis para el conductual.
La estimacio´n de los modelos de regresio´n log´ıstica se llevo´ a cabo utilizando el
paquete estad´ıstico SPSS 15.0 en su formato no condicionado, sin incluir ningu´n
te´rmino de interaccio´n y configurando el nivel de confianza de las estimaciones al
196
7.2 Me´todo
Tabla 7.1: Taman˜os de muestra en funcio´n de el nu´mero deseado de eventos por
variable y de la tasa de respuestas positivas.
EPVdes
V D fr(y = 1) EPVobs 5 10 15 20 25 30 100 200
DES 913 304 20 40 61 81 101 121 404 808
COG 463 116 53 106 159 213 266 319 1063
CON 109 36 169 339 508 677 846 1016
EPVdes: eventos por variable deseados, fr(y = 1), frecuencia de respuestas
positivas, EPVobs: eventos por variable observados, V D: variable dependiente,
DES: componente emocional, COG: componente cognitivo y CON: componen-
te conductual.
95%. No se utilizo´ ningu´n me´todo de seleccio´n secuencial de variables indepen-
dientes y por tanto se forzo´ al programa a introducir en los modelos de regresio´n
log´ıstica las variables definidas previamente por el disen˜o del estudio.
Los para´metros de las redes bayesianas fueron estimados utilizando el me´todo
de ma´xima verosimilitud corregido con la ecuacio´n de la sucesio´n de Laplace.
Tanto la estimacio´n parame´trica como la posterior actualizacio´n de probabilida-
des, as´ı como la estimacio´n de los para´metros de bondad de ajuste se llevaron a
cabo con Netica 4.02. Las estructuras gra´ficas fueron creadas manualmente con
base al disen˜o del estudio.
El a´rea bajo la curva ROC (θ) se estimo´ usando la te´cnica no parame´trica
propuesta por Hanley y McNeil (1982) que se basa en el estad´ıstico U de Mann-
Whitney. La (U) de Mann-Whitney se estima usando la ecuacio´n
U =
np∑
i=1
na∑
j=1
S(xpi , xaj), (7.1)
donde
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S(xpi , xaj) =

1 si xp > xa,
1
2
si xp = xa,
0 si xp < xa,
(7.2)
lo que, al menos conceptualmente, puede entenderse como una comparacio´n entre
todas las posibles combinaciones np × na en las sub-muestras de casos donde se
presenta el rasgo de intere´s (np) y donde no se presenta el rasgo (na).
De este modo, la estimacio´n del a´rea bajo la curva, o suma de rangos de
Wilcoxon (W ), segu´n Hanley y McNeil (1982) viene dada por
θˆ =
1
np × na
× U. (7.3)
La desviacio´n t´ıpica de e´sta estimacio´n del a´rea bajo la curva ROC viene dada
por
DTθˆ =
√
θˆ × (1− θˆ) + (np − 1)× (Q1 − θˆ2) + (na − 1)× (Q2 − θˆ2)
np × na
, (7.4)
donde Q1 representa la probabilidad de que las respuestas de dos casos selec-
cionados al azar del grupo que presentan el rasgo sean mayores que la de un
caso elegido aleatoriamente del grupo donde no se presenta el rasgo; mientras
que Q2 representa la probabilidad de que la respuesta de la te´cnica sobre un
caso seleccionado aleatoriamente del grupo que presenta el rasgo sea mayor que
la probabilidad estimada para dos casos seleccionados al azar del grupo que no
presenta el rasgo. Las estimaciones para ambos para´metros vienen dados por las
siguientes expresiones aproximadas segu´n la distribucio´n exponencial
Qˆ1 =
θˆ
2− θˆ
y Qˆ2 =
2× θˆ2
1 + θˆ
. (7.5)
Las curvas fueron dibujadas utilizando una suavizacio´n logit basada en la
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ecuacio´n de la regresio´n lineal y tomando 100 intervalos constantes de 0,01 res-
pecto a la Proporcio´n de Falsos Positivos (PFP ). Primero se calcularon los logit
de cada valor de corte para la PFP aplicando
log P̂FP
∗
= ln
PFP
1− PFP
. (7.6)
Seguidamente, se utilizaron las estimaciones de la pendiente (αˆ) y del punto de
corte en el eje y (βˆ) con un ana´lisis de regresio´n lineal sobre las tasas observadas
de casos con y sin el rasgo de intere´s para cada umbral de corte con lo que se
obtuvo la estimacio´n log´ıstica de la sensibilidad (log Ŝ):
log Ŝ∗ = αˆ+ βˆ × log P̂FP
∗
. (7.7)
Por u´ltimo, la sensibilidad estimada (Sˆ∗) para cada punto de corte simulado
de la PFP se obtuvo como se refleja en la ecuacio´n 7.8.
Ŝ∗ =
elog
bS∗
1− elog bS∗
. (7.8)
Aunque las inferencias y contrastes entre curvas se llevaron a cabo usando el
valor de θˆ por entenderse ma´s apropiado desde un punto de vista metodolo´gico
ya que puede considerarse como el l´ımite inferior del verdadero a´rea bajo la curva
ROC, tambie´n se obtuvo una estimacio´n del a´rea bajo la curva ROC suavizada
basada en el procedimiento gra´fico descrito anteriormente y que viene definida
como
θˆ∗ =
0,99∑
i=0,01
wi × hˆi, (7.9)
donde wi es la anchura del intervalo y hˆi es la altura interpolada del intervalo.
Para comprobar si exist´ıan diferencias estad´ısticamente significativas entre
las curvas ROC generadas por la regresio´n log´ıstica y la red bayesiana se uti-
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lizo´ el procedimiento propuesto por Hanley y McNeil (1983). Dado que se trata
de muestras pareadas, se tuvo en cuenta la correlacio´n entre ambas a´reas bajo la
curva.
Las estimaciones del taman˜o del a´rea bajo la curva ROC, su desviacio´n t´ıpica,
su estimacio´n suavizada, los valores de los estad´ısticos de contraste, las probabi-
lidades para los contrastes de hipo´tesis sobre la diferencia entre curvas as´ı como
los intervalos de confianza fueron estimados con una macro para Microsoft Excel
2003 disen˜ada espec´ıficamente para este trabajo que incorporaba las salidas de
SPSS y de Netica. Las coordenadas de las curvas ROC suavizadas tambie´n fueron
estimadas utilizando esta macro.
7.3. Resultados
Como se puede apreciar en la Figura 7.1, la manipulacio´n del taman˜o de la mues-
tra beneficia globalmente a las redes bayesianas. Aunque en ambas te´cnicas se
produce una reduccio´n del a´rea bajo la curva ROC a medida que se reduce el por-
centaje de respuestas positivas en la variable dependiente, el a´rea bajo la curva
ROC que producen las redes bayesianas es mayor que la obtenida con la regresio´n
log´ıstica. As´ı, mientras que el a´rea bajo la curva ROC para el componente emo-
cional de la actitud emprendedora estimada en la regresio´n log´ıstica es de 0,7761
(z = 6, 86, p < 0, 001), el de la red bayesiana es 0,8344 (z = 9, 15, p < 0, 001);
el a´rea para el componente cognitivo estimada usando la regresio´n log´ıstica es
0,6932 (z = 5, 96, p < 0, 001) mientras que el de la red bayesiana es 0,7945
(z = 11, 12, p < 0, 001); y, por u´ltimo, la estimacio´n del a´rea bajo la curva ROC
para la regresio´n log´ıstica es de 0,6337 (z = 2, 81, p = 0, 002) cuando la estimada
para la red bayesiana es 0,7235 (z = 4, 91, p < 0, 001).
En te´rminos diferenciales globales, la mayor diferencia estad´ısticamente signi-
ficativa entre las curvas producidas por la regresio´n log´ıstica y la red bayesiana
se observa con la variable dependiente del componente cognitivo de la actitud
emprendedora, donde las redes bayesianas mejoran en un 10,14% respecto a la
regresio´n log´ıstica (z = 5, 76, p < 0, 001); o lo que es lo mismo, cuando la tasa
de respuestas positivas y negativas esta´ ma´s equilibrada. Por otro lado, cuando
la tasa de respuestas positivas de la variable dependiente es baja (como sucede
con el componente conductual de la actitud emprendedora) las redes bayesia-
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Figura 7.1: Curvas ROC globales en funcio´n de la variable dependiente. La l´ınea
continua representa a la regresio´n log´ıstica y la discontinua a la red bayesiana.
nas tambie´n muestran una mejora estad´ısticamente significativa del 8,68% en la
prediccio´n en comparacio´n con la regresio´n log´ıstica (z = 2, 41, p = 0, 008). Sin
embargo, no se observan diferencias estad´ısticamente significativas en te´rminos
globales entre las redes bayesianas y la regresio´n log´ıstica cuando la tasa de res-
puestas positivas es muy elevada en la variable dependiente como pasa en el caso
del componente emocional de la actitud emprendedora (z = 1, 31, p = 0, 095).
Si hacemos un ana´lisis detallado teniendo en cuenta el taman˜o de la muestra
en te´rminos de eventos por variable independiente y nos fijamos en las a´reas bajo
las curvas ROC podemos extraer conclusiones interesantes. Cuando la tasa de
respuestas positivas en la variable dependiente es muy alto, como pasa con el
componente emocional de la actitud emprendedora, las redes bayesianas mues-
tran una ejecucio´n casi perfecta cuando el nu´mero de eventos por variable es
relativamente bajo, con taman˜os muestrales inferiores a 100 casos. Sin embargo,
cuando el nu´mero de eventos por variable es relativamente grande (100 o 200) que
suponen muestras entre 400 y 800 casos, la ejecucio´n de las redes bayesianas y la
regresio´n log´ıstica es pra´cticamente la misma (Tabla 7.2) y no existen diferencias
estad´ısticamente significativas entre las a´reas ROC generadas por ambas te´cnicas
(Tabla 7.3 y Figura 7.2). Otra observacio´n importante es, como se puede apreciar
en la Tabla 7.2, que las curvas ROC generadas por la regresio´n log´ıstica cuando el
taman˜o de muestra es de 20 y 40 (con 5 y 10 eventos por variable respectivamen-
te) no alcanzan a ser estad´ısticamente diferentes de 0,5 con un nivel de confianza
del 95%.
Cuando analizamos las curvas ROC generadas por los modelos de red bayesia-
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Figura 7.2: Curvas ROC en funcio´n del nu´mero de eventos por variable. La l´ınea
continua representa a la regresio´n log´ıstica y la discontinua a la red bayesiana.
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Tabla 7.2: A´reas bajo la curva ROC en funcio´n del taman˜o de la muestra (n),
de la variable dependiente (V D) y del tipo de te´cnica.
Te´cnica V D n θ DTθ θ
∗ zθ=0 pθ=0 ICinf ICsup
DES 20 0,7157 0,1343 0,7444 1,61 0,054 0,4525 0,9789
DES 40 0,6149 0,1280 0,6599 0,90 0,185 0,3640 0,8657
DES 61 0,8191 0,0624 0,8364 5,11 * 0,6968 0,9414
DES 81 0,7316 0,0588 0,7621 3,94 * 0,6164 0,8468
DES 101 0,6192 0,0707 0,7205 1,69 0,046 0,4807 0,7577
DES 121 0,6579 0,0615 0,6595 2,57 0,005 0,5373 0,7785
DES 404 0,8409 0,0248 0,8354 13,75 * 0,7923 0,8894
DES 804 0,7770 0,0202 0,7784 13,70 * 0,7374 0,8166
COG 53 0,7197 0,0897 0,7003 2,45 0,007 0,5438 0,8956
COG 106 0,7297 0,0542 0,7162 4,24 * 0,6235 0,8360
RL COG 159 0,6442 0,0463 0,6257 3,12 0,001 0,5535 0,7350
COG 213 0,7167 0,0386 0,7222 5,61 * 0,6411 0,7924
COG 266 0,6602 0,0356 0,6969 4,50 * 0,5905 0,7299
COG 319 0,7025 0,0315 0,7207 6,42 * 0,6407 0,7644
COG 1063 0,6944 0,0175 0,7016 11,10 * 0,6601 0,7288
CON 169 0,6555 0,0908 0,7475 1,71 0,043 0,4775 0,8335
CON 339 0,5478 0,0677 0,5685 0,71 0,240 0,4152 0,6804
CON 508 0,6065 0,0548 0,6202 1,94 0,026 0,4990 0,7139
CON 677 0,6605 0,0452 0,7368 3,55 * 0,5719 0,7491
CON 846 0,6602 0,0405 0,5906 3,95 * 0,5808 0,7396
CON 1016 0,6191 0,0365 0,7454 3,27 0,001 0,5477 0,6906
DES 20 0,9854 0,0365 0,9773 13,29 * 0,9138 1,0000
DES 40 0,9891 0,0308 0,9821 15,88 * 0,9287 1,0000
DES 61 0,9889 0,0134 0,9804 36,57 * 0,9627 1,0000
DES 81 0,9417 0,0375 0,9505 11,79 * 0,8683 1,0000
DES 101 0,9732 0,0146 0,9775 32,45 * 0,9447 1,0000
DES 121 0,8584 0,0529 0,9052 6,78 * 0,7547 0,9621
DES 404 0,8060 0,0274 0,8166 11,17 * 0,7523 0,8597
DES 804 0,7778 0,0203 0,7834 13,71 * 0,7381 0,8175
COG 53 0,9299 0,0397 0,9260 10,82 * 0,8520 1,0000
COG 106 0,9356 0,0218 0,9635 19,94 * 0,8927 0,9784
RB COG 159 0,8225 0,0352 0,8292 9,18 * 0,7536 0,8914
COG 213 0,8656 0,0271 0,8662 13,51 * 0,8126 0,9187
COG 266 0,8315 0,0254 0,8451 13,05 * 0,7817 0,8814
COG 319 0,7758 0,0278 0,7764 9,92 * 0,7213 0,8303
COG 1063 0,7460 0,0156 0,7507 15,75 * 0,7154 0,7766
CON 169 0,7950 0,0793 0,9289 3,72 * 0,6395 0,9504
CON 339 0,7343 0,0663 0,7211 3,53 * 0,6043 0,8643
CON 508 0,7570 0,0490 0,8132 5,24 * 0,6609 0,8530
CON 677 0,7230 0,0426 0,7739 5,24 * 0,6395 0,8065
CON 846 0,7222 0,0373 0,6694 5,97 * 0,6492 0,7953
CON 1016 0,6943 0,0344 0,7324 5,65 * 0,6269 0,7617
RL: regresio´n log´ıstca, RB: red bayesiana, DT : desviacio´n t´ıpica, IC: intervalo de confianza al 95% y *: p < 0, 001.
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Figura 7.3: Evolucio´n del a´rea bajo la curva ROC en funcio´n de la variable
dependiente y del nu´mero de eventos por variable. La l´ınea discontinua representa
a la red bayesiana y la so´lida a la regresio´n log´ıstica.
na y regresio´n log´ıstica que incluyen como variables dependientes al componente
cognitivo y conductual de la actitud hacia la creacio´n de empresas se observa que
las diferencias son menos grandes. Sin embargo, en todos los casos la curva ROC
generada por la red bayesiana deja bajo s´ı un a´rea mayor que la que produce la
regresio´n log´ıstica (Tabla 7.2).
Otra observacio´n importante es que el a´rea bajo la curva ROC se va reduciendo
sensiblemente en la curvas generadas por las redes bayesianas a medida que se
aumenta en nu´mero de eventos por variables. Este cambio no es tan evidente en
el caso de la regresio´n log´ıstica (Tabla 7.2 y Figura 7.2).
As´ı pues, como se puede observar en la Figura 7.3, se pueden hacer dos apre-
ciaciones ba´sicas en relacio´n a la evolucio´n del a´rea bajo la curva ROC en ambas
te´cnicas a medida que aumenta el nu´mero de eventos por variable. En primer
lugar, el a´rea bajo la curva ROC tiende a descender a medida que el nu´mero de
eventos por variable va aumentando cuando se utiliza la red bayesiana mientras
que el a´rea para la regresio´n log´ıstica tiende a mantenerse ma´s estable. Adema´s,
el a´rea bajo la curva ROC producida por la regresio´n log´ıstica tiende a ser inferior
a la producida por la red bayesiana excepto en el caso de variables dependien-
tes con una alta tasa de respuestas positivas donde ambas te´cnicas funcionan
similarmente cuando la tasa de eventos por variable esta´ en torno al 100.
Por u´ltimo, el taman˜o de las diferencias entre las a´reas bajo la curva ROC para
la regresio´n log´ıstica y la red bayesiana aparecen en la Tabla 7.4. Como se puede
observar, las mayores diferencias se observan cuando el nu´mero de eventos por
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Tabla 7.3: Comparacio´n de las a´reas bajo la curva ROC en funcio´n de la variable
dependiente (V D) y del taman˜o de muestra (n).
V D n rp ra r DTθRL−θRB zθRL−θRB pθRL 6=θRB
DES 20 0,5014 0,4961 0,41 0,12 2,177 0,015
DES 40 0,2000 0,0000 0,08 0,13 2,895 0,002
DES 61 0,4559 0,1150 0,21 0,06 2,783 0,003
DES 81 0,3348 0,5503 0,38 0,06 3,724 *
DES 101 0,0516 0,2135 0,07 0,07 4,977 *
DES 121 0,2481 0,2051 0,19 0,07 2,742 0,003
DES 404 0,5904 0,7952 0,63 0,02 1,546 0,061
DES 804 0,7144 0,7915 0,7 0,02 0,049 0,481
COG 53 0,4639 0,1993 0,28 0,09 2,405 0,008
COG 106 0,6847 0,3076 0,42 0,05 4,183 *
COG 159 0,7420 0,4566 0,54 0,04 4,429 *
COG 213 0,6669 0,4715 0,51 0,03 4,376 *
COG 266 0,5373 0,6258 0,54 0,03 5,605 *
COG 319 0,7082 0,7001 0,66 0,02 2,966 0,002
COG 1063 0,8841 0,8434 0,84 0,01 5,405 *
CON 169 0,7359 0,7000 0,67 0,07 1,995 0,023
CON 339 0,6669 0,5309 0,55 0,06 2,934 0,002
CON 508 0,6894 0,6638 0,63 0,04 3,347 *
CON 677 0,8774 0,6671 0,73 0,03 1,933 0,027
CON 846 0,8258 0,6890 0,71 0,03 2,083 0,019
CON 1016 0,7952 0,7025 0,71 0,03 2,778 0,003
DT : desviacio´n t´ıpica, rp: correlacio´n entre las respuestas de las te´cnicas
para los casos con respuesta positiva, ra: correlacio´n entre las respuestas
de las te´cnicas para los casos con respuesta negativa, r: correlacio´n entre
las a´reas bajo las curvas, *: p < 0, 001.
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Tabla 7.4: Taman˜o de las diferencias entre a´reas bajo la curva ROC en funcio´n
del nu´mero de eventos por variable y la variable dependiente (VD).
VD
DES COG CON
5 26,96 21,01 13,95
10 37,42 20,58 18,65
15 16,98 17,83 15,05
Eventos por 20 21,02 14,89 6,25
variable 25 35,41 17,14 6,20
30 20,05 7,33 7,52
100 3,49 5,16
200 0,08
M 20,17 14,85 11,27
DT 13,46 6,26 5,31
Expresado en porcentaje y valor absoluto.
variable es inferior a 100 para el caso de la dimensio´n emocional de la actitud hacia
la creacio´n de empresas, cuando el nu´mero de eventos por variable es inferior a 30
en el componente cognitivo de la actitud y cuando el nu´mero de eventos positivos
es igual o inferior a 25 en el componente conductual. En relacio´n a la variable
dependiente, se puede apreciar que el componente de deseabilidad en la creacio´n
de empresas es el que produce una mayor ejecucio´n diferencial, mientras que el
componente cognitivo es el que muestra un porcentaje de diferencia ma´s bajo.
7.4. Discusio´n parcial
El hallazgo ma´s relevante de este estudio, como pensa´bamos inicialmente, es que
la manipulacio´n del taman˜o de la muestra, o ma´s concretamente del nu´mero de
eventos por variable, tiene un efecto sobre la habilidad predictiva ma´s pronun-
ciado sobre la regresio´n log´ıstica que sobre las redes bayesianas. En te´rminos
generales, la habilidad predictiva de la regresio´n log´ıstica se ve ma´s amenazada,
en comparacio´n con las redes bayesianas, a medida que la muestra se hace ma´s
pequen˜a. El hecho de que ambas te´cnicas converjan en su tasa predictiva en mues-
tras grandes pone de manifiesto la naturaleza asinto´tica de la teor´ıa cla´sica (p.
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e., Firth, 1993; Freedman y Pee, 1989) frente a la perspectiva bayesiana (p. e.,
Alonso y Tubau, 2002; Cowell et al., 1999; De la Fuente et al., 2002; Heckerman,
1995; Serrano, 2003).
Tambie´n se ha puesto de manifiesto que el a´rea bajo la curva ROC se reduce
a medida que disminuye la tasa de respuestas positivas en la variable dependien-
te aunque, en todos los casos, la red bayesiana sigue comporta´ndose mejor, en
te´rminos predictivos, que la regresio´n log´ıstica. Estos resultados son consistentes
con la idea de que en muestras balanceadas se necesita menor muestra para que
funcione bien la regresio´n log´ıstica mientras que se necesita un mayor taman˜o
muestral cuando hay una baja prevalencia en la variable resultado (Hsieh et al.,
1998; Whittermore, 1981).
Estos resultados son consistentes con los encontrados por Concato et al. (1995)
quienes observaron que los coeficientes de modelo de regresio´n log´ıstica tienden
a ser sesgados cuando la variable dependiente tiene valores reducidos de even-
tos por variable en el modelo. As´ı pues, adema´s de producirse un aumento en
la varianza de las estimaciones del modelo de regresio´n log´ıstica, de producirse
ajustes parado´jicos y de reducirse la potencia estad´ıstica (Peduzzi et al., 1995,
1996); la reduccio´n del nu´mero de eventos por variable tiende a ser ma´s cr´ıtico
para la regresio´n log´ıstica que para las redes bayesianas en te´rminos de validez
predictiva.
Los resultados aqu´ı obtenidos pueden ser de utilidad como criterio de toma
de decisiones ante la eleccio´n de una u otra te´cnica teniendo en cuenta las condi-
ciones de los datos y del modelo deseado. Dado que una de las desventajas ma´s
llamativas de la regresio´n log´ıstica es el trabajar con muestras pequen˜as (p. e.,
Bull et al., 2002; Long, 1997; Ortega y Cayuela, 2002; Silva y Barroso, 2004), el
uso de las redes bayesianas puede considerarse como una alternativa ma´s a las
opciones ya disponibles para subsanar tal debilidad. Por tanto, el uso de una red
bayesiana para la construccio´n de modelos probabil´ısticos puede tener relevancia
como alternativa a la regresio´n log´ıstica cla´sica junto a la regresio´n log´ıstica exac-
ta (p. e., Hirji et al., 1987; Mehta y Patel, 1995) o a las funciones de minimizacio´n
del error asinto´tico en la estimacio´n (p. e., Bull et al., 2002).
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Capı´tulo 8
Estudio 3. Nivel de categorizacio´n y a´rea
bajo la curva ROC
“Everything is dangerous, […]. If it 
wasn’t so, life wouldn’t be worth living.”
(Wilde, 1895/1998)
8.1. Descripcio´n
Reade y Kupper (1995) sen˜alan que la recategorizacio´n de las variables predictoras
puede ser una amenaza para los resultados de la regresio´n log´ıstica en los estudios
sociales. Pese a que la recategorizacio´n de variables puede tener consecuencias
positivas desde el punto de vista estad´ıstico y sustantivo (Cusmille y Bangdiwala,
2000; Zhao y Kolonel, 1992), tambie´n pueden aparecer efectos indeseables que
es necesario tratar adecuadamente (p. e., Altman et al., 1994; Flegal et al.,
1991). Por tanto, en este estudio se evaluara´ el efecto diferencial que produce la
recodificacio´n de todas las variables independientes de un modelo de regresio´n
log´ıstica y de red bayesiana en te´rminos del a´rea ROC que generan. Se espera
que la categorizacio´n de variables tenga un menor impacto sobre el a´rea bajo la
curva ROC generada por las redes bayesianas en contraposicio´n a la generada por
la regresio´n log´ıstica.
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8.2. Me´todo
8.2.1. Muestra
Una muestra de respuestas al cuestionario que inclu´ıa las escalas de actitud hacia
la creacio´n de empresas, motivacio´n, preparacio´n percibida, obsta´culos percibidos
y carencias percibidas proveniente de 1230 estudiantes (426 hombres y 797 mu-
jeres) de la Universidad de Almer´ıa fue usada en este estudio. Las edades de los
participantes oscilaron entre los 17 y los 56 an˜os, siendo la media 22,45 y la des-
viacio´n t´ıpica 4,46. Una descripcio´n ma´s detallada del procedimiento de muestreo
as´ı como de las caracter´ısticas de la muestra puede encontrarse en la sub-seccio´n
5.3.1.
8.2.2. Ana´lisis de datos
Todas las variables fueron recategorizadas en dos, cinco y diez clases a intervalos
de igual anchura (Domingos y Pazzni, 1996). En primer lugar se calculo´ la anchura
del intervalo para cada tipo de recodificacio´n con maxn−minn
nci
, donde maxn−minn
se refiere al rango de la variable n y nci es el nu´mero de categor´ıas de la nueva
variable. En la Tabla 8.1 aparecen los valores de corte usados para construir las
nuevas variables.
Se construyeron 24 modelos, de los cuales 12 fueron redes bayesianas y otros
12 modelos de regresio´n log´ıstica. Para cada variable dependiente (componente
emocional, componente cognitivo y componente conductual de la actitud empren-
dedora) se estimaron cuatro modelos: uno donde no se recodificaron las variables
independientes y los otros tres donde se categorizaron en dos, tres, cinco y diez
categor´ıas.
Los modelos de regresio´n log´ıstica se estimaron con el paquete estad´ıstico
SPSS 15.0. No se incluyo´ ningu´n te´rmino de interaccio´n y el nivel de confianza
de las estimaciones se ajusto´ al 95%. Se forzo´ al programa a introducir en los
modelos de regresio´n log´ıstica las variables definidas previamente por el disen˜o
del estudio.
La estimacio´n parame´trica de las redes bayesianas se hizo con el me´todo de
ma´xima verosimilitud usando la correccio´n de Laplace, mientras que las estruc-
turas cualitativas se construyeron manualmente con base al disen˜o del estudio.
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Tabla 8.1: Valores de corte para las variables independientes.
Cateogr´ıas A C P O M
1,69 0,25 0,25 0,24 0,45
2 2,69 2,54 2,63 2,47 2,73
3,69 4,83 5,00 4,71 5,00
1,69 0,25 0,25 0,24 0,45
2,09 1,17 1,20 1,13 1,36
2,49 2,08 2,15 2,02 2,27
5 2,89 3,00 3,10 2,92 3,18
3,29 3,92 4,05 3,81 4,09
3,69 4,83 5,00 4,71 5,00
1,69 0,25 0,25 0,24 0,45
1,89 0,71 0,73 0,68 0,91
2,09 1,17 1,20 1,13 1,36
2,29 1,63 1,68 1,58 1,82
2,49 2,08 2,15 2,02 2,27
10 2,69 2,54 2,63 2,47 2,73
2,89 3,00 3,10 2,92 3,18
3,09 3,46 3,58 3,36 3,64
3,29 3,92 4,05 3,81 4,09
3,49 4,38 4,53 4,26 4,55
3,69 4,83 5,00 4,71 5,00
A: nivel de actitud emprendedora medida
con la escala ACEMP, C: carencias percibi-
das, P: preparacio´n percibida, O: obsta´culos
percibidos, M: motivacio´n.
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Figura 8.1: Efecto global de la recategorizacio´n sobre la curva ROC. La l´ınea
continua representa a la regresio´n log´ıstica y la discontinua a la red bayesiana.
Para estimar los para´metros y para obtener las probabilidades posteriores se uso´ el
programa Netica 4.02.
Las estimaciones del taman˜o del a´rea bajo la curva ROC (Hanley y McNeil,
1982), su desviacio´n t´ıpica, su estimacio´n suavizada, los valores de los estad´ısticos
de contraste, las probabilidades para los contrastes de hipo´tesis sobre la diferencia
entre curvas (Hanley y McNeil, 1983) as´ı como los intervalos de confianza fueron
estimados con una macro para Microsoft Excel 2003 disen˜ada espec´ıficamente pa-
ra este trabajo que incorporaba las salidas de SPSS y de Netica. Las coordenadas
de las curvas ROC suavizadas tambie´n fueron estimadas utilizando esta macro.
Una descripcio´n ma´s detallada sobre los ana´lisis de los datos puede encontrarse
en la sub-seccio´n 7.2.2.
8.3. Resultados
El resultado ma´s llamativo es, contrariamente a lo que pensa´bamos en un prin-
cipio y como se puede apreciar en la Figura 8.1, que la recategorizacio´n be-
neficio´ globalmente a la regresio´n log´ıstica. Aunque tanto la regresio´n log´ıstica
(θ = 0, 8365, z = 28, 19, p < 0, 001) como las redes bayesianas (θ = 0, 7992, z =
23, 18, p < 0, 001) generaron a´reas bajo la curva ROC aceptables, se observa
una diferencia estad´ısticamente significativa del 3,72% favorable a la regresio´n
log´ıstica (z = 4, 06, p < 0, 001).
Como se puede observar en la Tabla 8.2 y en la Figura 8.2 las redes bayesia-
nas experimentan problemas cuando se recodifican las variables predictoras para
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explicar la dimensio´n cognitiva y conductual de la actitud hacia la creacio´n de
empresas. En estos casos, las redes bayesianas no llegan a mostrar una ejecucio´n
que genere una curva ROC estad´ısticamente diferente de 0,5 (Tabla 8.2) mientras
que en el caso de la regresio´n log´ıstica las a´reas bajo la curva ROC son siempre
estad´ısticamente diferentes de este valor de referencia.
No obstante, cuando la variable dependiente es la deseabilidad de crear una
empresa, las redes bayesianas se comportan igual o mejor que la regresio´n log´ısti-
ca. As´ı, cuando la recodificacio´n de las variables independientes fue en cinco o en
diez categor´ıas las redes bayesianas generan a´reas bajo la curva ROC estad´ıstica-
mente superiores a las generadas por la regresio´n log´ıstica (z = 1, 93, p < 0, 05 y
z = 2, 00, p < 0, 05, respectivamente). En el caso de la dicotomizacio´n, la regresio´n
log´ıstica obtiene un 1,3% de ventaja predictiva respecto a las redes bayesianas
pero esta diferencia no es estad´ısticamente significativa (z = 1, 36, p = 0, 09).
Tambie´n se puede observar (Tabla 8.2) que las redes bayesianas son mejores
te´cnicas de prediccio´n cuanto las puntuaciones de las variables independientes no
esta´n categorizadas independientemente de cual sea la variable dependiente y que
esta superioridad es estad´ısticamente significativa (Tabla 8.3).
Por u´ltimo, hay que sen˜alar que la mayor superioridad de la regresio´n log´ıstica
sobre las redes bayesianas se observa en el caso del modelo disen˜ado para predecir
la dimensio´n cognitiva de la actitud emprendedora donde las diferencias entre
ambas te´cnicas en te´rminos de a´reas bajo la curva ROC oscila entre el 13,19% y
el 18,06% cuando se recodifican las variables independientes (Tabla 8.4).
8.4. Discusio´n parcial
La observacio´n ma´s llamativa de este estudio es que la regresio´n log´ıstica funciona
mejor ante la recodificacio´n en dos, cinco y diez categor´ıas cuando las respues-
tas positivas y negativas esta´n presentes en proporciones similares en la variable
dependiente (como es el caso de la dimensio´n cognitiva de la actitud hacia la crea-
cio´n de empresas) o cuando la tasa de respuestas negativas es muy elevada como
sucede en el caso de la dimensio´n conductual de la actitud. No obstante, cuando
la proporcio´n de respuestas positivas es muy elevada, como sucede con el aspecto
emocional de la actitud ante la creacio´n de empresas, las redes bayesianas mues-
tran una mejor ejecucio´n en la clasificacio´n cuando las variables independientes
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Tabla 8.2: A´reas bajo la curva ROC en funcio´n del Nivel de categorizacio´n (NC),
de la variable dependiente (V D) y del tipo de te´cnica.
Te´cnica V D NC θ DTθ θ
∗ zθ=0 pθ=0 ICinf ICsup
DES 2 0,6673 0,0189 0,6943 8,87 * 0,6303 0,7042
DES 5 0,6752 0,0186 0,6716 9,42 * 0,6388 0,7117
DES 10 0,6972 0,0183 0,6795 10,80 * 0,6614 0,7330
DES SC 0,7030 0,0182 0,6878 11,14 * 0,6673 0,7387
COG 2 0,6385 0,0175 0,5849 7,90 * 0,6041 0,6729
RL COG 5 0,6753 0,0165 0,6955 10,63 * 0,6430 0,7076
COG 10 0,6772 0,0166 0,6822 10,66 * 0,6446 0,7097
COG SC 0,6880 0,0164 0,7006 11,43 * 0,6558 0,7202
CON 2 0,6320 0,0326 0,6926 4,05 * 0,5680 0,6959
CON 5 0,6366 0,0335 0,6837 4,08 * 0,5710 0,7022
CON 10 0,6492 0,0335 0,7121 4,46 * 0,5837 0,7148
CON SC 0,6412 0,0336 0,7171 4,21 * 0,5754 0,7070
DES 2 0,6549 0,0182 0,6941 8,53 * 0,6193 0,6905
DES 5 0,6924 0,0175 0,6654 11,01 * 0,6582 0,7267
DES 10 0,7161 0,0174 0,7155 12,43 * 0,6821 0,7502
DES SC 0,7549 0,0167 0,7604 15,28 * 0,7222 0,7876
COG 2 0,5066 0,0170 0,4994 0,39 0,349 0,4732 0,5400
RB COG 5 0,4947 0,0170 0,4866 -0,31 0,622 0,4614 0,5281
COG 10 0,5050 0,0170 0,4991 0,30 0,383 0,4717 0,5384
COG SC 0,7290 0,0148 0,7369 15,47 * 0,7000 0,7580
CON 2 0,5136 0,0293 0,2834 0,46 0,322 0,4562 0,5709
CON 5 0,5247 0,0298 0,4761 0,83 0,204 0,4662 0,5831
CON 10 0,5334 0,0299 0,3150 1,12 0,132 0,4749 0,5919
CON SC 0,7015 0,0314 0,7406 6,41 * 0,6398 0,7631
RL: regresio´n log´ıstca, RB: red bayesiana, DT : desviacio´n t´ıpica, IC: intervalo de confianza
al 95%, SC: sin categorizar, *: p < 0, 001.
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Figura 8.2: Curvas ROC en funcio´n del nivel de categorizacio´n. La l´ınea continua
representa a la regresio´n log´ıstica y la discontinua a la red bayesiana. SC: sin
categorizar.
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Tabla 8.3: Comparacio´n de a´reas bajo la curva ROC en funcio´n del nivel de
categorizacio´n (NC), de la variable dependiente (V D) y del tipo de te´cnica.
V D NC rp ra r DTθRL−θRB zθRL−θRB pθRL 6=θRB
DES 2 0,9973 0,9985 0,88 0,01 1,358 0,087
DES 5 0,9336 0,9588 0,88 0,01 1,931 0,027
DES 10 0,8688 0,9147 0,86 0,01 1,997 0,023
DES SC 0,7064 0,7753 0,71 0,01 3,883 *
COG 2 0,0495 0,0053 0,02 0,02 5,449 *
COG 5 0,0787 0,0397 0,04 0,02 7,777 *
COG 10 0,0810 0,0548 0,05 0,02 7,424 *
COG SC 0,8789 0,8571 0,84 0,01 4,569 *
CON 2 0,0651 0,0168 0,04 0,04 2,757 0,003
CON 5 0,2000 0,0197 0,09 0,04 2,618 0,004
CON 10 0,0525 0,0025 0,02 0,04 2,610 0,005
CON SC 0,8094 0,7212 0,73 0,02 2,513 0,006
DT : desviacio´n t´ıpica, SC: sin categorizar, rp: correlacio´n entre las res-
puestas de las te´cnicas para los casos con respuesta positiva, ra: corre-
lacio´n entre las respuestas de las te´cnicas para los casos con respuesta
negativa, r: correlacio´n entre las a´reas bajo las curvas, *: p < 0, 001.
Tabla 8.4: Taman˜o de las diferencias entre a´reas bajo la curva ROC en funcio´n
del nu´mero de categor´ıas en las variables independientes y la variable dependiente
(VD). SC: sin categorizar.
VD
DES COG CON
2 1,23 13,19 11,84
Nu´mero de 5 1,72 18,06 11,19
categor´ıas 10 1,89 17,21 11,59
SC 5,19 4,10 6,02
M 2,51 13,14 10,16
DT 1,81 6,39 2,77
Expresado en porcentaje y valor absoluto.
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son recodificadas en cinco o diez categor´ıas.
En cualquier caso, estas conclusiones preliminares sobre la comparacio´n del
efecto que tiene la recodificacio´n sobre el a´rea bajo la curva ROC han de tomarse
con cautela porque se pueden identificar ciertos aspectos que pueden estar ses-
gando los resultados. En primer lugar, el formato de recodificacio´n elegido puede
haber influido, principalmente, sobre la bondad predictiva de las redes bayesia-
nas. Por ejemplo, J. Garc´ıa et al. (2007) compararon las redes bayesianas con los
modelos de ecuaciones estructurales recodificando los valores de la red usando los
cuartiles y observaron ı´ndices de validez predictiva similares entre ambas te´cnicas.
Estos resultados pueden considerarse, a falta de ma´s investigaciones, una prueba
indirecta, en contraste con el trabajo de J. Garc´ıa et al. (2007), para intuir cuales
son los me´todos de recodificacio´n ma´s recomendables cuando se utiliza una u otra
te´cnica. Es ma´s, como sen˜alan Zhao y Kolonel (1992) el uso de una categorizacio´n
basada en los cuartiles de las variables tiene ciertas ventajas sobre aspectos como
los supuestos del modelo o sobre la potencialidad de comparacio´n entre diferentes
estudios.
En segundo lugar, la naturaleza distribucional de cada variable dependiente
tambie´n tendr´ıa que haberse tenido en cuenta a la hora de hacer la recodifica-
cio´n (Ragland, 1992). Por tanto, aunque habr´ıa que testar espec´ıficamente esta
hipo´tesis, los resultados obtenidos apuntan a que la regresio´n log´ıstica parece ser
menos sensible al modo de recodificacio´n de las variables independientes sin tener
en cuenta los supuestos distribucionales en comparacio´n con las redes bayesianas.
Otra hipo´tesis tentativa para explicar la falta de superioridad de las redes
bayesianas frente a la regresio´n log´ıstica podr´ıa pasar por considerar que la ver-
dadera estructura de dependencias no es la que describe el clasificador simple
bayesiano. En este caso, ser´ıa deseable disen˜ar otras estructuras de red bayesiana
(clasificadores bayesianos enriquecidos, por ejemplo) que contengan a las varia-
bles actitudinales y testar las hipo´tesis de diferencia en la ejecucio´n predictiva
nuevamente.
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Capı´tulo 9
Estudio 4. Tipo de categorizacio´n y a´rea
bajo la curva ROC
“In every live we have some troubles
but when you worry you make it double.”
(McFerrin, 1988)
9.1. Descripcio´n
Este estudio surge como respuesta a los resultados obtenidos en el Estudio 3. Dado
que, contrariamente a las hipo´tesis planteadas, la regresio´n log´ıstica tolero´ mejor
la recodificacio´n de las variables independientes frente a las redes bayesianas; en
este estudio se realizara´n otro tipo de recodificaciones sobre estas variables para
ponderar su efecto sobre las curvas ROC generadas por una y otra te´cnica. En
concreto, se utilizara´n para´metros muestrales (percentiles y puntuaciones t´ıpicas
normalizadas) para generar nuevas variables recodificadas. En consonancia con
nuestras hipo´tesis previas y con los estudios revisados (p. e., J. Garc´ıa et al., 2007;
Zhao y Kolonel, 1992), creemos que la validez predictiva de las redes bayesianas
igualara´ o mejorara´ a la de la regresio´n log´ıstica en estas circunstancias.
219
Estudio 4. Tipo de categorizacio´n y a´rea bajo la curva ROC
9.2. Me´todo
9.2.1. Muestra
Las 1230 observaciones provenientes del muestreo de los primeros y u´ltimos cursos
de las titulaciones que se imparten en la Universidad de Almer´ıa fueron utilizadas
en este estudio. Un total de 426 participantes fueron hombres y el resto (797)
mujeres; mientras que la edad de los participantes estuvo comprendida entre
los 17 y los 56 an˜os, donde la media fue de 22,45 y la desviacio´n t´ıpica fue de
4,46. Una descripcio´n ma´s detallada del procedimiento de muestreo, as´ı como
de la muestra en si puede encontrarse en la sub-seccio´n 5.3.1 del cap´ıtulo de
Metodolog´ıa General.
9.2.2. Ana´lisis de datos
Todas las variables independientes fueron recodificadas en esta ocasio´n utilizan-
do dos procedimientos basados en para´metros muestrales. Hubo dos tipos de
recodificaciones: basadas en los percentiles, y basadas en la normalizacio´n de las
puntuaciones t´ıpicas de cada variable. Todas las variables se recodificaron en dos,
cinco y diez categor´ıas.
Los puntos de corte para el formato de la recodificacio´n en formato de percen-
tiles fueron: a) el percentil 50 en el caso de la dicotomizacio´n, b) los percentiles
20, 40, 60 y 80 en el caso de cinco categor´ıas, y c) los deciles. En la Tabla 9.1
aparecen los puntos de corte para cada variable independiente utilizada en el
estudio.
La estandarizacio´n de las variables se realizo´ estimando las puntuaciones t´ıpi-
cas z esperadas que corresponder´ıan a la curva normal acumulada tipificada uti-
lizando la expresio´n gene´rica
Y ti = Φ
−1
(
ri − c
n− 2c+ 1
)
, (9.1)
donde Φ−1(·) se refiere a la funcio´n de distribucio´n normal acumulativa, ri es el
rango asignado y n representa el nu´mero de casos va´lido. Dado que se utilizo´ la
transformada de Tukey, el para´metro c valio´ 1
3
. Las categor´ıas se formaron usando
intervalos de igual anchura utilizando el rango comprendido entre −3, 5 y 3, 5.
Se estimaron 36 modelos estad´ısticos de los cuales una mitad fueron modelos
220
9.2 Me´todo
Tabla 9.1: Valores de corte para las variables independientes para la recodifica-
cio´n basada en los percentiles.
Pn Act. Empr. Preparacio´n Obstaculos Motivacio´n Carencias
10 2,379 1,000 2,471 2,582 1,500
20 2,517 1,250 2,706 2,818 1,833
30 2,586 1,750 2,882 3,000 2,000
40 2,690 2,000 3,059 3,182 2,167
50 2,759 2,000 3,177 3,273 2,333
60 2,862 2,250 3,353 3,455 2,500
70 2,931 2,250 3,471 3,546 2,750
80 3,035 2,750 3,647 3,727 2,917
90 3,207 3,000 3,882 3,909 3,250
Pn: percentil ene´simo, Act. Empr.: actitud emprendedora.
de regresio´n log´ıstica y la otra de red bayesiana. De los 18 modelos que se estima-
ron para cada te´cnica un tercio fueron para predecir el componente emocional,
otro para el componente cognitivo y el resto para el componente conductual de
la actitud emprendedora. Por u´ltimo, para cada componente se estimaron mo-
delos con variables recodificadas en dos, cinco y diez categor´ıas basados en los
percentiles, y modelos con variables recodificadas en dos, cinco y diez categor´ıas
basadas en la normalizacio´n de las variables predictoras.
Los modelos de regresio´n log´ıstica se estimaron con el paquete estad´ıstico
SPSS 15.0, sin incluir ningu´n te´rmino de interaccio´n y el nivel de confianza de
las estimaciones se ajusto´ al 95%. El programa fue forzado a introducir en los
modelos de regresio´n log´ıstica las variables definidas previamente por el disen˜o del
estudio. La estimacio´n de los para´metros de las redes bayesianas fue hecha con el
me´todo de ma´xima verosimilitud usando la correccio´n de Laplace y las estructuras
cualitativas se construyeron manualmente con base al disen˜o del estudio. Para
estimar los para´metros y para obtener las probabilidades posteriores se uso´ el
programa Netica 4.02. Las estimaciones del taman˜o del a´rea bajo la curva ROC
(Hanley y McNeil, 1982), su desviacio´n t´ıpica, su estimacio´n suavizada, los valores
de los estad´ısticos de contraste, las probabilidades para los contrastes de hipo´tesis
sobre la diferencia entre curvas, los intervalos de confianza (Hanley y McNeil,
1983) as´ı como las coordenadas de las curvas ROC suavizadas fueron estimadas
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Figura 9.1: Efecto global de la categorizacio´n sobre la curva ROC en funcio´n de
la te´cnica. La l´ınea continua representa a la regresio´n log´ıstica y la discontinua a
la red bayesiana.
con una macro para Microsoft Excel 2003 disen˜ada espec´ıficamente para este
trabajo que incorporaba las salidas de SPSS y de Netica.
Una descripcio´n ma´s detallada sobre los ana´lisis de los datos puede encontrarse
en la sub-seccio´n 7.2.2.
9.3. Resultados
Como se puede apreciar en la Figura 9.1 aunque el a´rea bajo la curva ROC global
de este estudio generada por la regresio´n log´ıstica (0,8406, z = 48, 28, p < 0, 001)
es mayor que la generada por la red bayesiana (0,8377, z = 49, 73, p < 0, 001),
esta diferencia en validez predictiva del 0,29% no es estad´ısticamente significativa
(z = 0, 82, p = 0, 207).
Sin embargo, cuando se estiman las curvas segmentando las clasificaciones
hechas por cada te´cnica en funcio´n de la variable dependiente, se observan dife-
rencias estad´ısticamente significativas (z = 7, 353, p < 0, 001) a favor de la red
bayesiana (0,6398, z = 11, 01, p < 0, 001) frente a la regresio´n log´ıstica (0,5923,
z = 6, 83, p < 0, 001) para predecir el componente conductual de la actitud
emprendedora. Por su parte, tanto las redes bayesianas como la regresio´n log´ısti-
ca obtienen a´reas bajo la curva ROC estad´ısticamente similares cuando se tra-
ta de predecir el componente emocional de la actitud (red bayesiana: 0,6910,
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z = 26, 58, p < 0, 001; regresio´n log´ıstica: 0,6931, z = 25, 98, p < 0, 001; dife-
rencia: z = 0, 601, p = 0, 274) y el componente cognitivo (red bayesiana: 0,6847,
z = 28, 97, p < 0, 001; regresio´n log´ıstica: 0,6816, z = 27, 06, p < 0, 001; diferencia:
z = 0, 957, p = 0, 169).
En lo que respecta al ana´lisis pormenorizado que aparece en la Tabla 9.2 y la
Figura 9.2 cabe destacar, en primer lugar, que hay dos condiciones (en el modelo
para predecir el componente conductual de la actitud emprendedora cuando se
dicotomizan las variables tanto con los percentiles como con las variables tipifi-
cadas) donde la regresio´n log´ıstica no alcanza a generar a´reas bajo la curva ROC
estad´ısticamente diferentes de cero.
Tambie´n se observa que las redes bayesianas generan curvas ROC ma´s grandes
en todas las condiciones planificadas para predecir el componente conductual de
la actitud emprendedora (Tabla 9.2) y que todas estas diferencias son estad´ısti-
camente significativas excepto para el caso en que se recodificaron las variables
atendiendo a los cinco grupos definidos por los percentiles y a los diez grupos
generados a partir de la normalizacio´n de las variables independientes (Tabla
9.3).
Por su parte, la regresio´n log´ıstica obtiene a´reas bajo la curva ROC mayores
a las generadas por la red bayesiana en todos los modelos disen˜ados para prede-
cir el componente emocional de la actitud emprendedora. No obstante, como se
puede apreciar en la Tabla 9.3 so´lo se observan tres diferencias estad´ısticamente
significativas en las condiciones donde se dicotomizaron las variables (tanto con
los percentiles como con las puntuaciones t´ıpicas) y cuando se usaron los deciles
para formar los grupos.
En el caso del componente cognitivo, se puede apreciar que en la mitad de
los casos las redes bayesianas funcionan mejor mientras que en la mitad restante
la regresio´n log´ıstica genera curvas ROC ma´s grandes (Tabla 9.2). Sin embargo,
la u´nica diferencia estad´ısticamente significativa que se observa esta´ a favor de
las redes bayesianas para el caso en que se recodificaron las variables en cinco
categor´ıas utilizando la tipificacio´n de las variables independientes (Tabla 9.3).
Para terminar, como se puede observar en la Tabla 9.4 las mayores diferencias
entre ambas te´cnicas se encuentran a la hora de predecir el componente conduc-
tual de la actitud emprendedora, que como se comento´ ma´s arriba es la situacio´n
donde mejor funcionan las redes bayesianas. En concreto, la mayor diferencia a
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Tabla 9.2: A´reas bajo la curva ROC en funcio´n del tipo de recodificacio´n (TR),
de la variable dependiente (V D) y de la te´cnica.
Te´cnica V D TR θ DTθ θ
∗ zθ=0 pθ=0 ICinf ICsup
DES N2 0,6773 0,0184 0,6897 9,66 * 0,6414 0,7133
DES N5 0,6941 0,0183 0,7257 10,59 * 0,6582 0,7301
DES N10 0,6892 0,0183 0,7053 10,31 * 0,6532 0,7252
DES P2 0,6773 0,0184 0,6897 9,66 * 0,6414 0,7133
DES P5 0,7126 0,0179 0,7381 11,89 * 0,6775 0,7476
DES P10 0,7066 0,0180 0,7365 11,51 * 0,6715 0,7418
COG N2 0,6839 0,0162 0,6917 11,32 * 0,6520 0,7157
COG N5 0,6604 0,0169 0,6865 9,50 * 0,6273 0,6935
RL COG N10 0,6854 0,0165 0,7002 11,23 * 0,6530 0,7178
COG P2 0,6839 0,0162 0,6917 11,32 * 0,6520 0,7157
COG P5 0,6862 0,0165 0,6845 11,26 * 0,6538 0,7186
COG P10 0,6937 0,0162 0,7016 11,94 * 0,6619 0,7255
CON N2 0,5130 0,0309 0,5981 0,42 0,336 0,4525 0,5736
CON N5 0,6185 0,0337 0,6846 3,51 * 0,5524 0,6846
CON N10 0,6374 0,0334 0,7310 4,11 * 0,5719 0,7030
CON P2 0,5135 0,0309 0,5522 0,44 0,331 0,4530 0,5741
CON P5 0,6432 0,0326 0,6929 4,39 * 0,5793 0,7072
CON P10 0,6325 0,0331 0,7253 4,01 * 0,5677 0,6973
DES N2 0,6627 0,0177 0,6735 9,17 * 0,6279 0,6974
DES N5 0,6853 0,0179 0,6896 10,33 * 0,6501 0,7204
DES N10 0,7048 0,0175 0,7051 11,71 * 0,6705 0,7390
DES P2 0,6627 0,0177 0,6735 9,17 * 0,6279 0,6974
DES P5 0,7029 0,0176 0,7230 11,51 * 0,6684 0,7375
DES P10 0,7229 0,0170 0,7240 13,15 * 0,6897 0,7561
COG N2 0,6761 0,0156 0,6785 11,25 * 0,6454 0,7068
COG N5 0,6783 0,0158 0,6871 11,27 * 0,6473 0,7093
RB COG N10 0,6981 0,0155 0,7021 12,80 * 0,6678 0,7284
COG P2 0,6761 0,0156 0,6785 11,25 * 0,6454 0,7068
COG P5 0,6889 0,0156 0,6922 12,11 * 0,6583 0,7195
COG P10 0,6879 0,0156 0,6904 12,06 * 0,6574 0,7185
CON N2 0,5912 0,0306 0,6139 2,98 0,001 0,5312 0,6513
CON N5 0,6584 0,0313 0,7126 5,07 * 0,5971 0,7198
CON N10 0,6486 0,0316 0,6663 4,70 * 0,5867 0,7105
CON P2 0,5949 0,0306 0,6165 3,10 0,001 0,5350 0,6548
CON P5 0,6602 0,0307 0,7173 5,23 * 0,6001 0,7203
CON P10 0,6827 0,0309 0,7726 5,91 * 0,6221 0,7432
RL: regresio´n log´ıstca, RB: red bayesiana, DT : desviacio´n t´ıpica, IC: intervalo de
confianza al 95%. N2, N5 y N10: recodificacio´n de las puntaciones t´ıpicas norma-
lizadas a dos, cinco y diez categor´ıas respectivamente. P2, P5 y P10: recodifica-
cio´n utilizando los percentiles en dos, cinco y diez categor´ıas respectivamente. *:
p < 0, 001.
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Figura 9.2: Curvas ROC en funcio´n del tipo de categorizacio´n. La l´ınea continua
representa a la regresio´n log´ıstica y la discontinua a la red bayesiana.
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Tabla 9.3: Comparacio´n de las a´reas bajo la curva ROC en funcio´n de la variable
dependiente (VD) y del tipo de recodificacio´n (TR).
V D TR rp ra r DTθRL−θRB zθRL−θRB pθRL 6=θRB
DES N2 0,9835 0,9809 0,88 0,01 1,655 0,049
DES N5 0,9213 0,9442 0,88 0,01 0,999 0,159
DES N10 0,8788 0,9055 0,86 0,01 1,638 0,051
DES P2 0,9835 0,9809 0,88 0,01 1,655 0,049
DES P5 0,9353 0,9388 0,88 0,01 1,108 0,134
DES P10 0,8773 0,8941 0,86 0,01 1,751 0,040
COG N2 0,9779 0,9787 0,88 0,01 0,992 0,161
COG N5 0,9673 0,9578 0,88 0,01 2,211 0,014
COG N10 0,9443 0,9309 0,88 0,01 1,606 0,054
COG P2 0,9779 0,9787 0,88 0,01 0,992 0,161
COG P5 0,9596 0,9582 0,88 0,01 0,337 0,368
COG P10 0,9558 0,9514 0,88 0,01 0,737 0,230
CON N2 0,9780 0,9853 0,88 0,02 5,190 *
CON N5 0,9343 0,9172 0,88 0,02 2,480 0,007
CON N10 0,8859 0,8643 0,84 0,02 0,604 0,273
CON P2 0,9780 0,9853 0,88 0,02 5,401 *
CON P5 0,9389 0,9416 0,88 0,02 1,087 0,138
CON P10 0,8715 0,8462 0,82 0,02 2,602 0,005
DT : desviacio´n t´ıpica, rp: correlacio´n entre las respuestas de las te´cnicas
para los casos con respuesta positiva, ra: correlacio´n entre las respues-
tas de las te´cnicas para los casos con respuesta negativa, r: correlacio´n
entre las a´reas bajo las curvas. N2, N5 y N10: recodificacio´n de las
puntaciones t´ıpicas normalizadas a dos, cinco y diez categor´ıas respec-
tivamente. P2, P5 y P10: recodificacio´n utilizando la los percentiles en
dos, cinco y diez categor´ıas respectivamente. *: p < 0, 001.
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Tabla 9.4: Taman˜o de las diferencias entre a´reas bajo la curva ROC en fun-
cio´n del tipo de recategorizacio´n en las variables independientes y de la variable
dependiente (VD).
VD
DES COG CON
N2 1,47 0,78 7,82
N5 0,89 1,79 3,99
Tipo de N10 1,56 1,27 1,12
recodificacio´n P2 1,47 0,78 8,13
P5 0,96 0,27 1,70
P10 1,63 0,58 5,02
M 1,33 0,91 4,63
DT 0,32 0,54 2,97
Expresado en porcentaje y valor absoluto.
favor de la red bayesiana se observa en el modelo que utiliza la dicotomizacio´n
basada en la mediana, donde la regresio´n log´ıstica no genera una curva estad´ısti-
camente diferente de los niveles de azar. La dimensio´n emocional de la actitud
emprendedora genera diferencias entorno al 1,63% y el 0,89% que suponen una
ventaja media global de la regresio´n log´ıstica sobre la red bayesiana del 1,33%.
Por u´ltimo, el componente cognitivo de la actitud hacia la creacio´n de empresas
es predicho de manera similar por ambas te´cnicas donde las diferencias entre las
curvas generadas por la regresio´n log´ıstica y la red bayesiana difieren globalmente
en menos de un 1%.
9.4. Discusio´n parcial
El hallazgo ma´s significativo de este estudio, en consonancia con las hipo´tesis
iniciales y con un estudio anterior donde se utilizaron modelos de ecuaciones es-
tructurales (J. Garc´ıa et al., 2007), ha sido que no existen diferencias estad´ıstica-
mente significativas en te´rminos globales entre las redes bayesianas y la regresio´n
log´ıstica cuando se categorizan las variables independientes de los modelos para
predecir los componentes de la actitud emprendedora. Este resultado combinado
con el del estudio anterior puede servir en el contexto aplicado ante la toma de
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decisiones para la construccio´n de modelos. Mientras que la regresio´n log´ıstica pa-
rece funcionar relativamente mejor cuando la recodificacio´n se hace en te´rminos
absolutos, la red bayesiana se iguala a esta primera cuando se utilizan recodi-
ficacioens relativas basadas en la tipificacio´n de las variables o en los cuantiles.
En cualquier caso, la eleccio´n de los puntos de corte ha de hacerse con todas las
garant´ıas posibles que indiquen que se ha alterado lo menos posible la naturaleza
de los datos (Altman et al., 1994).
No obstante, se ha observado que las redes bayesianas generan a´reas bajo
la curva ROC estad´ısticamente ma´s grandes que las generadas por la regresio´n
log´ıstica cuando se pretende predecir el componente conductual de la actitud
hacia la creacio´n de empresas. Por el contrario, la regresio´n log´ıstica genera a´reas
bajo la curva ROC mayores cuando se esta´ intentando predecir el componente
emocional de la actitud. Como se vio en el estudio anterior el patro´n de resultados
es inverso cuando se recodifican las variables atendiendo a intervalos arbitrarios
de la misma anchura; esto es, la red bayesiana funciona mejor cuando hay una
alta prevalencia mientras que la regresio´n log´ıstica lo hace mejor cuando la tasa
de prevalencia es baja. Dado que la diferencia entre una variable dependiente
y otra estiva en la tasa de respuestas positivas, esta disociacio´n podr´ıa estar
indicando una mayor vulnerabilidad predictiva de la regresio´n log´ıstica, como
sucede en relacio´n a otros para´metros (p. e., Hsieh et al., 1998; Whittermore,
1981), cuando la recodificacio´n se basa en puntos de corte relativos y cuando la
tasa de respuestas positiva es muy baja.
En cualquier caso, ser´ıa conveniente profundizar en este asunto utilizando
datos reales o simulados donde la tasa de respuestas positiva en la variable de-
pendiente var´ıe sensiblemente. Aspectos como la naturaleza distribucional de las
variables predictoras tambie´n podr´ıan ser para´metros a tener en cuenta en la
evaluacio´n de la bondad predictiva de una te´cnica y otra tras la recodificacio´n
(Ragland, 1992).
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Capı´tulo 10
Estudio 5. Porcentaje de casos perdidos y
a´rea bajo la curva ROC
“[…] even the details of the conver-
sation were less clear. They were like 
the missing letters on a Roman tomb and I 
the archaeologist filling in the gaps 
according to the bias of my scholarship”.
(Greene, 1955/2004)
10.1. Descripcio´n
Es sabido que la regresio´n log´ıstica presenta problemas pra´cticos cuando es some-
tida a la estimacio´n de para´metros a partir de bases de datos con casos perdidos
(p. e., Eftekhar et al., 2005; Ng y Jordan, 2002). Dado que este tema no ha sido
muy estudiado en el contexto de la comparacio´n entre la regresio´n log´ıstica y las
redes bayesianas en te´rminos de validez predictiva (p. e., Greiner et al., 2005;
Greiner y Zhou, 2002; Shen et al., 2003), el objetivo de este estudio sera´ estudiar
la relacio´n entre el porcentaje de datos perdidos en una muestra y el a´rea gene-
rada bajo la curva ROC por la regresio´n log´ıstica y las redes bayesianas. En este
estudio se espera observar un buen comportamiento de las redes bayesianas ante
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la presencia de datos perdidos, mientras que se espera que la regresio´n log´ıstica
sea ma´s vulnerable en te´rminos predictivos en esta situacio´n.
10.2. Me´todo
10.2.1. Muestra
De la muestra general descrita en la seccio´n 5.3.1 se eliminaron todos los casos
que conten´ıan algu´n valor perdido en cualquiera de las variables implicadas en
los modelos considerados. En total se eliminaron un 10,24% (126) de los casos de
la base de datos original y la muestra se quedo´ en 1114 casos.
En esta nueva sub-muestra sin datos perdidos el 34,9% (389) de los partici-
pantes fueron hombres mientras que el 64,7% (721) fueron mujeres. Por su parte,
en un 0,4% (4) de la muestra los participantes no indicaron su sexo. Las edades
de los participantes estuvieron comprendidas entre los 17 y los 56 an˜os, donde la
media fue de 22,35 y la desviacio´n t´ıpica de 4,25. Por otro lado, el 24,3% (271)
fueron estudiantes de las carreras de Ciencias Empresariales, el 47,2% (526) fue-
ron estudiantes de Ciencias Humanas y Jur´ıdicas, mientras que el 28,1% (313)
fueron estudiantes de Titulaciones Te´cnicas.
10.2.2. Ana´lisis de datos
Para simular un patro´n de datos perdidos completamente aleatorio (Hair et al.,
1998) se llevaron a cabo, en primer lugar, experimentos Bernoulli para cada caso
con probabilidades de e´xito de 0,05, 0,10, 0,15, 0,20, 0,25, 0,50, y 0,70 para cada
dimensio´n de la actitud hacia la creacio´n de empresas. Para cada vector caso (cn)
del archivo original
cn = [vd, vi1, vi2, · · · vip]
y para cada una de las variables dependientes o predichas (vd), donde vip se
refiere al conjunto de las variables predictoras o independientes, se realizaron ex-
perimentos de Bernoulli con las probabilidades de e´xito indicadas anteriormente.
Cuando el experimento resultaba exitoso se etiquetaba el caso con el valor 1. A
continuacio´n, para los casos que resultaron exitosos en el experimento Bernoulli se
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Cn
¿Experimento de 
Bernoulli exitoso?
Dejar caso 
intacto
NO
SI
Se extrae un número x 
aleatoriamente de la 
distribución uniforme  en el 
rango 1 - z
x = 1 x = 2 x = z
Se elimina el 
1er valor del 
vector caso
Se elimina el 
2o valor del 
vector caso
Se elimina el 
valor z del 
vector caso
SI SI SI
NO NO
Figura 10.1: Esquema del proceso de simulacio´n de caos perdidos.
utilizo´ la distribucio´n uniforme aleatoria comprendida entre uno y z (indicando z
el nu´mero de variables implicadas en el modelo) para eliminar un valor del vector
caso en la base de datos. Todas las simulaciones de casos perdidos se realizaron
con una macro para Microsoft Excel 2003 utilizando el mo´dulo de Ana´lisis de Da-
tos. En la Figura 10.1 aparece representado gra´ficamente el proceso de simulacio´n
de casos perdidos.
En total, se generaron 24 bases de datos con patrones aleatorios de datos
perdidos caracterizados por diferentes porcentajes de casos perdidos (0%, 5%,
10%, 15%, 20%, 25%, 50% y 70%); de las cuales un tercio fueron destinadas
a estimar los modelos del componente emocional, otro tercio a la estimacio´n de
los modelos del componente cognitivo y el resto se destino´ a la estimacio´n de los
modelos del componente conductual de la actitud emprendedora.
Los modelos de regresio´n log´ıstica se estimaron con el paquete estad´ıstico
SPSS 15.0 sin incluir te´rminos de interaccio´n, se forzo´ al programa a introducir
en los modelos de regresio´n las variables definidas previamente por el disen˜o del
estudio y el nivel de confianza de las estimaciones se ajusto´ al 95%. La estimacio´n
parame´trica de las redes bayesianas se hizo con el me´todo de ma´xima verosimili-
tud usando la correccio´n de Laplace, mientras que las estructuras cualitativas se
construyeron manualmente con base al disen˜o del estudio. Todos los para´metros
y las probabilidades posteriores se calcularon con el programa Netica 4.02. Las
estimaciones del taman˜o del a´rea bajo la curva ROC (Hanley y McNeil, 1982),
su desviacio´n t´ıpica, su estimacio´n suavizada, los valores de los estad´ısticos de
contraste, las probabilidades para los contrastes de hipo´tesis sobre la diferencia
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Figura 10.2: Curvas ROC globales en funcio´n de la variable dependiente. La l´ınea
continua representa a la regresio´n log´ıstica y la discontinua a la red bayesiana.
entre curvas (Hanley y McNeil, 1983) as´ı como los intervalos de confianza fueron
estimados con una macro para Microsoft Excel 2003 disen˜ada espec´ıficamente pa-
ra este trabajo que incorporaba las salidas de SPSS y de Netica. Las coordenadas
de las curvas ROC suavizadas tambie´n fueron estimadas utilizando esta macro.
Una descripcio´n ma´s detallada de los ana´lisis de datos puede encontrarse en
la sub-seccio´n 7.2.2.
10.3. Resultados
Como se puede observar en la Figura 10.2 las redes bayesianas funcionan global-
mente mejor ante la presencia de datos perdidos al predecir los tres componentes
de la actitud emprendedora en comparacio´n con la regresio´n log´ıstica. La mayor
diferencia entre a´reas bajo la curva ROC se observa en el componente emocio-
nal (z = 2, 93, p = 0, 002) donde la regresio´n log´ıstica obtiene un a´rea de 0,6993
(z = 9, 47, p < 0, 001) mientras que en el caso de la red bayesiana es de 0,7468
(z = 13, 35, p < 0, 001).
En el modelo de la dimensio´n cognitiva de la actitud hacia la creacio´n de
empresas la diferencia entre curvas es del 4,64% (z = 5, 18, p < 0, 001) y la
regresio´n log´ıstica obtiene un a´rea bajo la curva ROC de 0,6881 (z = 11, 44, p <
0, 001) mientras que la red bayesiana genera una curva con un a´rea de 0,7351
(z = 15, 30, p < 0, 001). Por u´ltimo, aunque la red bayesiana tiene un a´rea global
bajo la curva mayor (0,6597, z = 4, 68, p < 0, 001) que la regresio´n log´ıstica
(0,6440, z = 4, 31, p < 0, 001) esta diferencia no es estad´ısticamente significativa
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(z = 0, 59, p = 0, 28).
En la Tabla 10.1 aparecen las a´reas bajo la curva ROC estimadas para cada
dimensio´n de la actitud hacia la creacio´n de empresas en funcio´n del porcentaje
de casos perdidos en la base de datos y en la Figura 10.3 aparece la representacio´n
gra´fica de las curvas suavizadas. Como aparece en la Tabla 10.1, las a´reas bajo
la curva ROC generadas por ambas te´cnicas en todas las condiciones de casos
perdidos son estad´ısticamente diferentes de 0,5. No obstante, se pueden hacer
algunas apreciaciones en relacio´n a la diferencia entre te´cnicas.
En primer lugar, en consonancia con lo anteriormente expuesto, aunque en
todos los casos el a´rea bajo la curva generada por la regresio´n log´ıstica es inferior
a la generada por la red bayesiana, no se observan diferencias estad´ısticamente
significativas entre las curvas generadas por una y otra te´cnica en el modelo
disen˜ado para predecir el componente conductual de la actitud hacia la creacio´n
de empresas (Tabla 10.2). En el resto de los casos si que se observan diferencias
estad´ısticamente significativas entre las curvas generadas por la regresio´n log´ıstica
y la red bayesiana excepto en los casos en que se trabaja con el modelo del
componente emocional de la actitud al 20 y al 70% de casos perdidos, donde las
diferencias pueden considerarse marginales.
Por otro lado, se observa que cuando se esta´ trabajando con el modelo del
componente cognitivo de la actitud emprendedora, donde el porcentaje de res-
puestas positivas y negativas esta´ ma´s balanceado, el a´rea bajo la curva ROC
estimada para la regresio´n log´ıstica es mayor cuando hay un porcentaje modera-
do de casos perdidos (entre el 5 y el 15%). Cuando el porcentaje de casos perdidos
sobrepasa el 15% el a´rea bajo la curva ROC se va reduciendo ligeramente. Las
redes bayesianas parecen verse menos afectadas en su habilidad predictiva por la
presencia de casos perdidos y en todas las condiciones simuladas de casos perdidos
producen a´reas bajo la curva ROC en torno al 0,73.
Por u´ltimo, no se aprecia ningu´n patro´n destacado en la comparacio´n de las
curvas ROC generadas por el modelo del componente emocional de la actitud
emprendedora aunque en todos los casos el a´rea bajo la curva ROC generada
por la red bayesiana es mayor a la generada por la regresio´n log´ıstica. Como se
puede ver en la Tabla 10.3 los mayores taman˜os de la diferencia entre las curvas
se observan en la dimensio´n emocional donde se supera el 5% en tres ocasiones,
mientras que en el modelo del componente cognitivo las variaciones son ma´s
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Tabla 10.1: A´reas bajo la curva ROC en funcio´n del porcentaje de casos perdidos
(CP), de la variable dependiente (V D) y del tipo de te´cnica.
Te´cnica V D CP θ DTθ θ
∗ zθ=0 pθ=0 ICinf ICsup
DES 0 0,7016 0,0182 0,7099 11,05 * 0,6659 0,7374
DES 5 0,6913 0,0190 0,7005 10,08 * 0,6541 0,7285
DES 10 0,7081 0,0192 0,7198 10,83 * 0,6705 0,7458
DES 15 0,6968 0,0197 0,7083 10,00 * 0,6582 0,7353
DES 20 0,7025 0,0204 0,7142 9,93 * 0,6625 0,7425
DES 25 0,7034 0,0206 0,7183 9,88 * 0,6630 0,7437
DES 50 0,6798 0,0274 0,7114 6,57 * 0,6262 0,7335
DES 70 0,7025 0,0336 0,7272 6,02 * 0,6365 0,7684
COG 0 0,6881 0,0165 0,7010 11,44 * 0,6559 0,7204
COG 5 0,6915 0,0167 0,7013 11,49 * 0,6588 0,7241
COG 10 0,7021 0,0171 0,7095 11,85 * 0,6686 0,7355
RL COG 15 0,7056 0,0174 0,7098 11,83 * 0,6715 0,7396
COG 20 0,6856 0,0186 0,7031 9,97 * 0,6491 0,7221
COG 25 0,6811 0,0194 0,6877 9,35 * 0,6432 0,7191
COG 50 0,6708 0,0241 0,6829 7,08 * 0,6235 0,7181
COG 70 0,6812 0,0292 0,6900 6,20 * 0,6239 0,7384
CON 0 0,6440 0,0334 0,7497 4,31 * 0,5784 0,7095
CON 5 0,6386 0,0340 0,7404 4,08 * 0,5720 0,7051
CON 10 0,6485 0,0353 0,7473 4,20 * 0,5792 0,7177
CON 15 0,6517 0,0369 0,7786 4,11 * 0,5794 0,7241
CON 20 0,6655 0,0367 0,7783 4,51 * 0,5936 0,7374
CON 25 0,6248 0,0376 0,7297 3,32 * 0,5511 0,6986
CON 50 0,6817 0,0446 0,8048 4,07 * 0,5943 0,7692
CON 70 0,6604 0,0498 0,7225 3,22 0,001 0,5627 0,7581
DES 0 0,7592 0,0178 0,7756 14,56 * 0,7243 0,7940
DES 5 0,7387 0,0184 0,7413 12,94 * 0,7025 0,7748
DES 10 0,7618 0,0179 0,7742 14,64 * 0,7268 0,7969
DES 15 0,7477 0,0183 0,7345 13,51 * 0,7118 0,7836
DES 20 0,7245 0,0189 0,7264 11,89 * 0,6875 0,7615
DES 25 0,7550 0,0180 0,7590 14,17 * 0,7197 0,7902
DES 50 0,7460 0,0191 0,7377 12,89 * 0,7086 0,7834
DES 70 0,7406 0,0196 0,7407 12,29 * 0,7022 0,7790
COG 0 0,7351 0,0154 0,7419 15,30 * 0,7050 0,7652
COG 5 0,7307 0,0157 0,7359 14,73 * 0,7000 0,7614
COG 10 0,7316 0,0158 0,7355 14,66 * 0,7007 0,7626
RB COG 15 0,7370 0,0157 0,7441 15,12 * 0,7062 0,7677
COG 20 0,7355 0,0159 0,7411 14,77 * 0,7042 0,7667
COG 25 0,7259 0,0162 0,7327 13,97 * 0,6943 0,7576
COG 50 0,7212 0,0168 0,7334 13,15 * 0,6882 0,7541
COG 70 0,7301 0,0170 0,7402 13,51 * 0,6967 0,7635
CON 0 0,6597 0,0341 0,8419 4,68 * 0,5929 0,7266
CON 5 0,6634 0,0340 0,8844 4,80 * 0,5967 0,7302
CON 10 0,6711 0,0346 0,8116 4,95 * 0,6033 0,7389
CON 15 0,6611 0,0356 0,8610 4,53 * 0,5914 0,7309
CON 20 0,6624 0,0349 0,8717 4,65 * 0,5940 0,7309
CON 25 0,6365 0,0348 0,8328 3,92 * 0,5682 0,7048
CON 50 0,6387 0,0363 0,8391 3,82 * 0,5675 0,7098
CON 70 0,6462 0,0369 0,8622 3,96 * 0,5739 0,7185
RL: regresio´n log´ıstca, RB: red bayesiana, DT : desviacio´n t´ıpica, IC: intervalo de confianza al 95%, *:
p < 0, 001.
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Figura 10.3: Curvas ROC en funcio´n del porcentaje de casos perdidos. La l´ınea
continua representa a la regresio´n log´ıstica y la discontinua a la red bayesiana.
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Tabla 10.2: Comparacio´n de a´reas bajo la curva ROC en funcio´n del porcentaje
de casos perdidos (CP), de la variable dependiente (V D) y del tipo de te´cnica.
V D CP rp ra r DTθRL−θRB zθRL−θRB pθRL 6=θRB
DES 0 0,7017 0,7661 0,69 0,01 4,056 *
DES 5 0,6521 0,7538 0,67 0,02 3,115 0,001
DES 10 0,7034 0,7742 0,69 0,01 3,664 *
DES 15 0,6425 0,7555 0,65 0,02 3,193 0,001
DES 20 0,6724 0,7807 0,69 0,02 1,413 0,079
DES 25 0,6939 0,7394 0,66 0,02 3,210 0,001
DES 50 0,6670 0,6888 0,63 0,02 3,098 0,001
DES 70 0,6255 0,7671 0,65 0,03 1,488 0,068
COG 0 0,8745 0,8517 0,84 0,01 5,182 *
COG 5 0,8818 0,8453 0,84 0,01 4,266 *
COG 10 0,8812 0,8590 0,84 0,01 3,154 0,001
COG 15 0,8608 0,8338 0,82 0,01 3,127 0,001
COG 20 0,8478 0,8206 0,79 0,01 4,345 *
COG 25 0,8883 0,8472 0,84 0,01 4,265 *
COG 50 0,8413 0,8340 0,79 0,01 3,368 *
COG 70 0,8316 0,7917 0,77 0,02 2,519 0,006
CON 0 0,7727 0,6850 0,69 0,03 0,594 0,276
CON 5 0,7942 0,6405 0,67 0,03 0,900 0,184
CON 10 0,7796 0,6743 0,69 0,03 0,823 0,205
CON 15 0,7490 0,6760 0,67 0,03 0,318 0,375
CON 20 0,7424 0,6908 0,67 0,03 0,106 0,458
CON 25 0,8376 0,6391 0,69 0,03 0,407 0,342
CON 50 0,6482 0,6652 0,61 0,04 1,179 0,119
CON 70 0,6861 0,6990 0,65 0,04 0,372 0,355
RL: regresio´n log´ıstca, RB: red bayesiana, DT : desviacio´n t´ıpica, rp:
correlacio´n entre las respuestas de las te´cnicas para los casos con res-
puesta positiva, ra: correlacio´n entre las respuestas de las te´cnicas para
los casos con respuesta negativa, r: correlacio´n entre las a´reas bajo las
curvas, *: p < 0, 001.
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Tabla 10.3: Taman˜o de las diferencias entre a´reas bajo la curva ROC en funcio´n
del porcentaje de casos perdidos y la variable dependiente.
VD
DES COG CON
0 5,76 4,69 1,58
5 4,74 3,92 2,49
10 5,37 2,96 2,27
Porcentaje de 15 5,09 3,14 0,94
casos perdidos 20 2,19 4,99 0,31
25 5,16 4,48 1,17
50 6,61 5,04 4,31
70 3,82 4,89 1,42
M 4,84 4,17 1,46
DT 1,34 0,83 1,23
Expresado en porcentaje y valor absoluto.
estables.
Para terminar, en la Figura 10.4 se han representado el taman˜o de las a´reas
suavizadas bajo las curvas ROC en funcio´n de la variable dependiente, de la
te´cnica y del porcentaje de casos perdidos para ver como evolucionan en cada
caso. El aspecto ma´s llamativo es que las redes bayesianas obtienen a´reas ma´s
grandes en todos los casos. El caso ma´s significativo se encuentra en el modelo
conductual donde la ejecucio´n de la regresio´n log´ıstica se reduce dra´sticamente
cuando el porcentaje de casos perdidos pasa del 50% mientras que el de la red
bayesiana mejora ligeramente.
10.4. Discusio´n parcial
El resultado ma´s destacable es este estudio es, en consonancia con nuestras hipo´te-
sis iniciales, que la te´cnica de la regresio´n log´ıstica es ma´s vulnerable ante la
presencia de casos perdidos cuando la proporcio´n de respuestas positivas y nega-
tivas a la variable dependiente tiende a estar equilibrada o esta´ sesgada al valor
positivo (componentes cognitivo y emocional de la actitud emprendedora respec-
tivamente). Sin embargo, cuando la tasa de respuestas negativas es muy elevada
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Figura 10.4: Evolucio´n del a´rea ROC en funcio´n del porcentaje de casos perdi-
dos, de la te´cnica (RL: regresio´n log´ıstica, RB: red bayesiana) y de la variable
dependiente (VD). La R2 ha sido ajustada para un modelo de regresio´n cu´bica
so´lo con fines descriptivos.
en comparacio´n con las positivas (caso del componente conductual de la actitud
hacia la creacio´n de empresas) las diferencias entre te´cnicas desaparecen aunque
la red bayesiana sigue siendo ligeramente superior.
Estos resultados son consistentes con anteriores trabajos que destacaban la
idoneidad de las redes bayesianas para trabajar en condiciones caracterizadas
por la presencia de datos perdidos (p. e., Heckerman, 1995; Nadkarni y Shenoy,
2004; Jansen et al., 2003). Resultados similares se han encontrado en otros estu-
dios donde se ha comparado la regresio´n log´ıstica con herramientas estad´ısticas
basadas en una filosof´ıa de red similar a la utilizada por las redes bayesianas.
Por ejemplo, Eftekhar et al. (2005) observaron que las Redes Neurales Artificia-
les pod´ıan ser una alternativa plausible en te´rminos predictivos a la regresio´n
log´ıstica cuando los datos a analizar conten´ıan un volumen considerable de datos
perdidos.
Sin embargo, es destacable el hecho de que la regresio´n log´ıstica se comporte
de igual manera ante la presencia de datos perdidos cuando la tasa de respuestas
negativas es muy elevada en la variable dependiente. Futuros desarrollos que
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conjuguen las propiedades estructurales de la regresio´n log´ıstica en te´rminos de
modelos gra´ficos podr´ıan aportar te´cnicas estad´ısticas ma´s fiables y va´lidas en
estas situaciones (p. e., Greiner et al., 2005; Greiner y Zhou, 2002).
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Capı´tulo 11
Discusio´n general
“We are just a moment in time,
a blink of an eye,
a dream for the blind,
visions from a dying brain […]”
(Anathema, 1998)
En este cap´ıtulo se hara´ una discusio´n general de la tesis evaluando los resultados
obtenidos as´ı como las implicaciones que conllevan en el contexto de la investiga-
cio´n. En primer lugar se tratara´ el aspecto metodolo´gico de la tesis y se evaluara´n
los resultados obtenidos en te´rminos diferenciales respecto a los niveles de vali-
dez predictiva alcanzados por la regresio´n log´ıstica y las redes bayesianas bajo
las condiciones analizadas anteriormente. Seguidamente se dedicara´ un apartado
a tratar las implicaciones que este trabajo tiene en el campo de estudio de las
actitudes emprendedoras.
11.1. Redes bayesianas versus regresio´n log´ısti-
ca
En te´rminos generales se ha observado que tanto la manipulacio´n del taman˜o de la
muestra como del porcentaje de casos perdidos no afecta igualmente a la regresio´n
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log´ıstica y a las redes bayesianas, y que en ambos casos las redes bayesianas
parecen ser ma´s resistentes en te´rminos predictivos ante la manipulacio´n de estos
para´metros. No obstante, se ha mostrado que en ambos casos la distribucio´n no
balanceada de la variable predicha tiene efectos sobre el a´rea bajo la curva ROC.
Como se indico´ en la seccio´n teo´rica, el taman˜o de la muestra es uno de los
aspectos que ma´s preocupan en la aplicacio´n pra´ctica de la regresio´n log´ıstica (p.
e., Jovel, 1995; Long, 1997; Silva y Barroso, 2004). Por ello, se han desarrollado
me´todos como la regresio´n log´ıstica exacta (p. e., Hirji et al., 1987; Mehta y Patel,
1995) o las funciones de penalizacio´n del error asinto´tico (p. e., Bull et al., 2002;
Firth, 1993) para tratar de minimizar el efecto que tienen las muestras pequen˜as
sobre la estimacio´n de la regresio´n log´ıstica. En este sentido, el uso de las redes
bayesianas en condiciones de taman˜os muestrales reducidos puede considerarse
como otra alternativa a las ya disponibles para estas situaciones dado que son
capaces de tratar eficientemente los datos en estas situaciones sin poner en peligro
la validez predictiva de los modelos.
El grado en que una muestra presenta datos perdidos es otra debilidad para el
procedimiento de estimacio´n parame´trica de la regresio´n log´ıstica ya que pueden
producirse problemas nume´ricos que sesguen los modelos (Irala et al., 1997). En
este estudio se ha observado que el porcentaje de casos perdidos es un para´metro
que tiene efectos ma´s dra´sticos sobre la validez predictiva de la regresio´n log´ıstica
en comparacio´n con las redes bayesianas. No obstante, esta ventaja de las redes
bayesianas para tratar eficientemente con datos perdidos desaparece cuando la
tasa de respuestas positivas en la variable criterio es muy baja. La idoneidad de
trabajar con redes bayesianas cuando las muestras presentan datos perdidos ya
era conocida (p. e., Heckerman, 1995) pero, como se ha puesto de manifiesto en
este estudio, es necesario llevar a cabo ma´s estudios comparativos con diferentes
te´cnicas para determinar cuales son las condiciones o´ptimas de aplicacio´n de
una u otra te´cnica. Un avance prometedor es el que implica el desarrollo de
procedimientos de estimacio´n parame´trica h´ıbridos a partir de las propiedades
estructurales de las redes bayesianas y de la regresio´n log´ıstica (Greiner et al.,
2005; Greiner y Zhou, 2002; Ross, Wettig, Gru¨nwald, Myllyma¨ki, y Tirri, 2005).
En el u´nico caso donde se han encontrado problemas para establecer clara-
mente la superioridad de una te´cnica sobre otra ha sido al manipular el nivel de
categorizacio´n de las variables dependientes. Pese a que uno de los para´metros
244
11.1 Redes bayesianas versus regresio´n log´ıstica
que influyen negativamente en el ana´lisis de regresio´n log´ıstica es la dicotomiza-
cio´n de la variable resultado (p. e., Altman et al., 1994; Ragland, 1992; Reade
y Kupper, 1995), se han observado a´reas bajo la curva ROC mayores para la
regresio´n log´ıstica en te´rminos generales y espec´ıficos cuando se categorizaron las
variables independientes utilizando recodificaciones arbitrarias con intervalos de
igual amplitud. No obstante, estas diferencias, aunque estad´ısticamente signifi-
cativas, no son muy grandes y podr´ıan deberse a la influencia de otros factores.
Dado que el me´todo de categorizacio´n lo consideramos determinante para obte-
ner estos resultados, se realizo´ un segundo estudio sobre este mismo to´pico. Estas
diferencias iniciales al recodificar las variables predictoras desaparecieron cuando
se utilizaron recodificaciones relativas basadas en las puntuaciones t´ıpicas nor-
malizadas y en los cuantiles. No obstante se observo´ una disociacio´n influenciada
por la tasa de respuestas positivas en la variable dependiente. As´ı, cuando la tasa
de respuestas positivas es muy elevada la red bayesiana funciono´ mejor al ser re-
codificada en te´rminos absolutos; mientras que cuando la tasa de prevalencia fue
menor funciono´ mejor la recodificacio´n relativa para la red bayesiana. El patro´n
inverso fue observado para la regresio´n log´ıstica. Futuras investigaciones en este
to´pico permitira´n conocer ma´s espec´ıficamente cuales son las condiciones bajo las
cuales ambas te´cnicas se desenvuelven mejor. Por ejemplo, un aspecto que podr´ıa
estudiarse en ma´s detenimiento ser´ıa el efecto de la clasificacio´n no diferencial y
diferencial sobre el a´rea bajo la curva ROC en ambas te´cnicas (p. e., Flegal et
al., 1991; Fung y Howe, 1984).
Aparte de los resultados obtenidos en los estudios presentados, es conveniente
hacer algunas apreciaciones sobre las debilidades metodolo´gicas de este trabajo.
En primer lugar, los modelos trabajados podr´ıan criticarse por adolecer de una
buena especificacio´n ya que en algunos casos, principalmente en algunos modelos
de regresio´n log´ıstica, los para´metros del modelo no alcanzaban la significacio´n
estad´ıstica deseable. Sin embargo, la seleccio´n llevada a cabo de los modelos queda
justificada por varias razones. Primeramente, el principal criterio, aunque no el
u´nico, de seleccio´n de los modelos fue la validez predictiva; esto es, se seleccionaron
modelos que fueron adecuados a la hora de predecir correctamente las variables
criterio (Greiner et al., 2005). Esta perspectiva pragma´tica tiene la ventaja de
igualar a ambas te´cnicas independientemente de los supuestos que cada una de
ellas requieren, adema´s de enfrentarlas en la misma tarea de clasificacio´n.
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En segundo lugar, dada la naturaleza del estudio basada en el ana´lisis de casos
naturales o reales, no se ha manipulado el balance de las respuestas en la variable
dependiente de los modelos. Esto puede haber dado lugar a ciertos sesgos y ser´ıa
recomendable que en el futuro se llevasen a cabo estudios de simulacio´n donde
este para´metro este´ controlado. Por otro lado, la naturaleza distribucional de las
variables dependientes puede ser otro factor determinante en la validez predictiva
de ambas te´cnicas por lo que ser´ıa deseable que tambie´n se tuviese en cuenta
en los mismos te´rminos. Estos aspectos podr´ıan haberse controlado realizando
simulaciones de datos, aunque nuestro intere´s se centro´ en estudiar lo que tiende
a pasar en la pra´ctica donde suelen presentarse casos en que la distribucio´n de
las variables no sigue condiciones ideales.
Por u´ltimo, el hecho de no haber seguido un procedimiento de validacio´n
cruzada puede atentar contra la generalizacio´n externa de los resultados (Harrel
et al., 1985). No obstante, cabr´ıa esperar un menor sobreajuste y una mayor
potencialidad de generalizacio´n externa en las redes bayesianas (Heckerman, 1995)
como hemos observado en estudios anteriores (J. Garc´ıa et al., 2006, 2007; J.
Lo´pez, De la Fuente, et al., 2008). En cualquier caso, estos resultados pueden
considerarse como un ejemplo o´ptimo de lo que suceder´ıa en el mejor de los
casos suponiendo que los datos de estimacio´n y de validacio´n se ajustasen bien al
modelo.
Para terminar esta seccio´n se sen˜alara´n algunos aspectos generales a tener en
cuenta respecto a la idoneidad de utilizar las redes bayesianas frente a la regresio´n
log´ıstica aparte de lo tratado en este estudio. Retomemos para ello la Tabla 5.1
donde podemos apreciar algunas de las ventajas y diferencias que aportan las
redes bayesianas en comparacio´n a la regresio´n log´ıstica.
Primeramente, las redes bayesianas pueden considerarse ma´s apropiadas en el
modelado estad´ıstico porque permiten representar al un´ısono y ((elegantemente))
la dimensio´n cualitativa y cuantitativa de un problema, feno´meno o situacio´n
(Edwards, 1998; Heckerman, 1995; J. Lo´pez et al., 2005, 2006, 2007). Esta ope-
racionalizacio´n que hacen las redes bayesianas de las relaciones que se establecen
entre las variables de un modelo en te´rminos de dependencia e independiencia
condicional con base a la teor´ıa de grafos (Harary, 1969; Gould, 1988; Spirtes
et al., 2000; Tutte, 1984; Xiang, 2002), podr´ıa considerarse como un avance en
la metodolog´ıa cualitativa aplicada en te´rminos anal´ıticos. Dado que la pole´mi-
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ca que suscita en te´rminos generales por la dicotomı´a cualitativo-cuantitativo es
actual y de importancia pra´ctica en la investigacio´n de las ciencias sociales (G.
King y Zeng, 2001a), podr´ıa ser interesante utilizar esta te´cnica estad´ıstica para
superar estas vicisitudes.
Por otro lado, el hecho de que las redes bayesianas no tengan que estar limita-
das a un modelo subyacente en los datos las hace ma´s flexibles y potencialmente
ma´s aplicables a un amplio espectro de situaciones. Adicionalmente, la regresio´n
log´ıstica podr´ıa no ser apropiada para modelar sistemas complejos con dina´micas
no lineales ya que su modelo estad´ıstico es una combinacio´n lineal de variables.
Por el contrario, las redes bayesianas ser´ıan ma´s u´tiles en situaciones de este tipo
ya que, ana´logamente a otras te´cnicas basadas en filosof´ıa de red como las Redes
Neurales Artificiales, permiten representar relaciones estad´ısticas no lineales y
hacen ma´s amigable la deteccio´n e interpretacio´n de interacciones entre variables
(S. M. Lee et al., 2005; Eftekhar et al., 2005).
Otra ventaja adicional es que las redes bayesianas representan todo el cono-
cimiento en te´rminos de probabilidades, lo que puede convertirse en una ventaja
cuando se usan para realizar inferencias (Huete, 1998), frente a la utilizacio´n de
odds ratio en la regresio´n log´ıstica que pueden ser dif´ıciles de interpretar o no
directamente obtenidas dependiendo del software estad´ıstico utilizado (Irala et
al., 1997).
Por u´ltimo, S. M. Lee et al. (2005) opinan que la regresio´n log´ıstica es una
te´cnica estad´ıstica ma´s centrada, o limitada, por el proceso de verificacio´n de
hipo´tesis. Esto es, en un modelo de regresio´n log´ıstica las relaciones que se esperan
encontrar entre las variables del modelo han de ser establecidas a priori y, como
consecuencia, los predictores considerados como no importantes para el modelo
no son incluidos. Esto puede tener consecuencias indeseables cuando se analizan
grandes bases de datos con un gran numero de variables ya que esta te´cnica
es insensible a la deteccio´n de de relaciones desconocidas o inesperadas entre
las variables. Por su parte, las redes bayesianas pueden facilitar la deteccio´n de
patrones y tendencias en los datos que no han sido hipotetizadas previamente.
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11.2. Actitudes emprendedoras
El resultado que ma´s podr´ıamos destacar a este nivel ha sido que la dimensio´n
conductual de la actitud hacia la creacio´n de empresas es la ma´s dif´ıcil de predecir
correctamente a partir de las variables utilizadas en el estudio. En todos los
casos, el a´rea bajo la curva ROC generada tanto con regresio´n log´ıstica como con
las redes bayesianas ha sido la menor comparada con la dimensio´n emocional y
cognitiva. Este hallazgo es consistente con los hallazgos derivados del estudio de
las actitudes en te´rminos generales dado que no es fa´cil identificar la relacio´n entre
los componentes actitudinales y la conducta (p. e., Brehm et al., 2005; Deaux et
al., 1993; Feldman, 1998; Franzoi, 2005; J. F. Morales et al., 1994). De este modo,
aunque aqu´ı se esta´ haciendo referencia a la dificultad de predecir el componente
conductual de la actitud emprendedora a partir de un conjunto de variables, se
pone de manifiesto que la dimensio´n conductual de la actitud hacia la creacio´n de
empresas es dif´ıcil de predecir ana´logamente a como lo ser´ıa el comportamiento
en si.
Sin desligarme de lo anteriormente expuesto, y aprovechando la idea de los
usos potenciales de las redes bayesianas en Psicolog´ıa, una opcio´n tentativa para
mejorar la prediccio´n conductual a partir de las actitudes podr´ıa ser el uso de las
redes bayesianas como modelo estad´ıstico subyacente. Por ejemplo, siguiendo la
l´ınea teo´rica de las actitudes que se ha usado en esta tesis, se podr´ıan desarrollar
modelos de red bayesiana para predecir el comportamiento sobre la base de la
Teor´ıa de la Accio´n Razonada o propuestas afines (p. e., Ajzen y Fishbein,
2005, 1980; Fishbein y Ajzen, 1975). En el caso concreto de las actitudes hacia
la creacio´n de empresas esta estrategia ser´ıa deseable tanto desde un punto de
vista teo´rico como aplicado ya que, por un lado, ahondar´ıa en el entendimiento
del feno´meno emprendedor y, por otro, servir´ıa para disen˜ar estrategias dirigidas
a optimizar la gestio´n del potencial emprendedor en las personas.
En te´rminos de las variables que se han apreciado relacionadas con la actitud
hacia la creacio´n de empresas, se ha observado que la puntuacio´n en la escala
de actitudes emprendedoras ACEMP ha sido un buen predictor de todas las
dimensiones de la actitud hacia la creacio´n de empresas. As´ı pues, este estudio
podr´ıa verse como otra prueba an˜adida sobre la validez de la escala (Cano et al.,
2003; J. Garc´ıa et al., 2005, 2006, 2007; J. Lo´pez et al., 2009). Adicionalmente,
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estudios posteriores tendra´n que profundizar en las relaciones que se establecen
entre la actitud hacia la creacio´n de empresas y las dimensiones de la ACEMP. De
este modo, dado que la cr´ıtica de Gartner (1988) hacia el modelo de los rasgos en
el estudio de la creacio´n de empresas ha sido rebatida recientemente (McKenzie
et al., 2007), nuestra escala podr´ıa ser de utilidad en diferentes contextos, tanto
teo´ricos como aplicados, para identificar y caracterizar el perfil de la persona que
emprende la creacio´n de una aventura empresarial.
Otra variable que hemos encontrado relacionada con todas las dimensiones de
la actitud emprendedora ha sido la preparacio´n. Adema´s, se ha observado que,
aunque en todos los casos la relacio´n entre el nivel de preparacio´n y la tendencia
a crear empresas es positiva, la dimensio´n conductual es la que ma´s relacio´n tiene
con la preparacio´n percibida mientras que el aspecto emocional y el cognitivo
esta´n al mismo nivel. Este resultado es consistente con los trabajos anteriores que
mostraban la importancia de la formacio´n en el perfil de la persona emprendedora
(p. e., Genesca´ y Capelleras, 2004; Genesca y Veciana, 1984; Go´mez et al., 2007;
HayGroup y SAP AG, 2003; Rogoff y Lee, 1996; Sa´nchez, 2003; Veciana, 1989).
Por consiguiente, dado que la formacio´n se perfila como un elemento esencial
en la caracterizacio´n de la persona emprendedora as´ı como un rasgo determinante
para predecir el e´xito competitivo de los emprendedores, ser´ıa deseable llevar
a cabo programas de intervencio´n destinados a recomendar y crear itinerarios
formativos de corte emprendedor en las personas potencialmente emprendedoras.
En el a´mbito universitario, por ejemplo, ya ha sido destacada la perentoriedad de
propiciar un contexto favorable al desarrollo profesional e intelectual vinculado
al desarrollo de nuevas empresas (p. e., Cano et al., 2003; Dı´az, 2003; Pen˜as y
Quijano, 2008).
Aparte de la puntuacio´n en la escala ACEMP y del grado de preparacio´n
percibida, que son factores comunes a las tres dimensiones actitudinales, se ha
observado1 que la dimensio´n emocional de la creacio´n de empresas esta´ relacio-
nada con un aspecto motivacional y con la cantidad de obsta´culos percibidos por
la persona. As´ı, las personas ma´s motivadas a crear su propia empresa tendra´n
un mayor componente emocional de la actitud emprendedora, mientras que las
personas que perciben ma´s obsta´culos tendera´n a tener una reducida afinidad
1Todos los comentarios de este pa´rrafo esta´n referidos a los para´metros beta obtenidos en
los modelos de regresio´n log´ıstica.
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emocional hacia la creacio´n de empersas. Por su parte, el componente emocio-
nal esta´ relacionado inversamente con el nu´mero de obsta´culos percibidos ante
la creacio´n de empresas. Esto es, cuantos ma´s obsta´culos percibe una persona
potencialmente emprendedora, ma´s pequen˜a sera´ su actitud hacia la creacio´n de
empresas en su dimensio´n conductual. Por u´ltimo, se ha observado que las per-
sonas con ma´s carencias percibidas son aquellas que mayor tendencia cognitiva
tienen hacia la creacio´n de empresas. Aunque este aspecto ha sido el que menos
fiabilidad reporta, ser´ıa consistente con el estudio de Rogoff y Lee (1996) donde
encontraron que las personas que ma´s capacidades ten´ıan para llevar a cabo la
gestio´n de una empresa eran, de hecho, las que menos conocimientos ten´ıan al
respecto.
En te´rminos globales, estos resultados pueden servir para caracterizar al em-
prendedor o, ma´s concretamente, al emprendedor potencial dado que se ha tra-
bajado con una muestra de estudiantes universitarios (p. e., Huefner et al., 1996;
J. Lo´pez et al., 2009). Esto tiene utilidad pra´ctica porque los emprendedores po-
tenciales son valiosos econo´micamente y por ello hay que protegerlos o, al menos,
orientarles vocacionalmente (p. e., Valls, 1996). En este sentido, los resultados
aqu´ı presentados pueden utilizarse institucionalmente para clasificar e identificar
a los emprendedores dentro de la universidad con el objetivo de optimizar sus
probabilidades de e´xito en sus empresas (Dı´az, 2003) ya que, como ha sen˜alado
recientemente Morillas (2009) la potenciacio´n de los emprendedores estimula los
programas de desarrollo local y es un caldo de cultivo para el empleo.
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Capı´tulo 12
Reflexiones finales
“You and I are now in confrontation, but I 
see no violence”.
(Briley, 1989/2008)
A parte de lo expuesto en este trabajo, considero que las redes bayesianas pueden
tener una aceptable utilidad en el quehacer de la disciplina psicolo´gica. Como
hemos sen˜alado en diferentes lugares (J. Lo´pez et al., 2005, 2006, 2007; J. Lo´pez
y Garc´ıa, 2007c), opino que la naturaleza bayesiana y probabil´ıstica de este tipo
de redes puede favorecer el avance de la disciplina en a´reas tan dispares como
el conocimiento del funcionamiento neural y la gestio´n de recursos humanos.
En lo que resta de este cap´ıtulo dedicare´ algunas l´ıneas a exponer someramente
mi opinio´n al respecto. En te´rminos generales la mayor´ıa de las perspectivas
potenciales de las redes bayesianas que aqu´ı expongo esta´n relacionadas con la
percepcio´n, el aprendizaje y razonamiento causal; bien sea desde un punto de
vista ba´sico, biolo´gico o terape´utico. Es posible, aunque no estoy seguro, que
mi intere´s por el a´rea de la percepcio´n, el aprendizaje y el razonamiento causal
se puedan remontar a cuando curse´ la asignatura Aprendizaje y cognicio´n de la
que hable´ en el Prefacio. Sin embargo, lo que es cierto es que el estudio de la
causalidad desde un punto de vista psicolo´gico fue, es y seguira´ siendo un asunto
de intere´s profundo para Psicolog´ıa (Notterman, 2004).
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Desde un punto de vista ba´sico, las redes bayesianas pueden aportar un do-
ble beneficio al estudio emp´ırico de la percepcio´n, aprendizaje y razonamiento
causal. Por un lado, dado que son herramientas estad´ısticas concebidas para mo-
delar estructuras y procesos causales, pueden servir para plantear hipo´tesis y
disen˜ar experimentos sobre estos aspectos psicolo´gicos en humanos y animales.
Por ejemplo, ya se ha destacado la habilidad de las redes bayesianas para modelar
el aprendizaje causal en nin˜os pequen˜os (Gopnik et al., 2004; Gopnik y Schulz,
2004) y en te´rminos generales (Glymour, 2001, 2003); pero, aunque ser´ıa viable,
no se han llevado a cabo trabajos orientados a modelar el aprendizaje causal en
te´rminos neurales basa´ndose en las propiedades cuantitativas y cualitativas de las
redes bayesianas. La introduccio´n de la hipo´tesis de la codificacio´n bayesiana es
un claro ejemplo de la potencialidad que tendr´ıan estas herramientas para mo-
delar procesos sensoriales y de aquellos derivados de ellos (Knill y Pouget, 2004;
Ma, Beck, Latham, y Pouget, 2006; Salinas, 2006).
En cuanto al razonamiento o inferencia causal, tanto Krynski y Tenenbaum
(2007) como J. Lo´pez y Garc´ıa (2009) han mostrado recientemente que el razo-
namiento causal humano es ana´logo al llevado a cabo por una red bayesiana. En
cuanto a la percepcio´n de la causalidad, considero que ser´ıa apropiado retomar
los estudios cla´sicos de Michotte (1946) utilizando el paradigma de la Teor´ıa del
Marco Relacional centra´ndose en los conceptos de equivalencia estimular, transfe-
rencia de funciones y marcos temporales (p. e., Barnes, 1994; Barnes y Hampson,
1993; Barnes y Holmes, 1991; O’Hora, Barnes, Roche, y Smeet, 2004). Todo es-
te volumen de conocimiento ba´sico podr´ıa servir, al menos, para avanzar en la
comprensio´n y tratamiento de ciertos trastornos psicolo´gicos donde subyace un
componente causal (Matute, 2002) como los del estado del a´nimo o la esquizofre-
nia.
En el caso de los trastornos del estado del a´nimo, una de las teor´ıas ma´s fuertes
es la de la indefensio´n aprendida en la que subyace en un trasfondo atribucional
causal (Overmier y LoLordo, 1998). Esto es, se entiende que ciertos trastornos
del estado del a´nimo que sufren algunas personas han sido provocados por un
patro´n atribucional no adaptativo donde, por ejemplo, atribuyen sus fracasos a
ellas mismas mientras que los e´xitos son atribuidos al azar o a factores externos.
En este sentido, creo que ser´ıa interesante desarrollar, en primer lugar, modelos
probabil´ısticos de la atribucio´n causal frente a tareas formalizadas bajo el entorno
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de la filosof´ıa de las redes bayesianas. Estos modelos podr´ıan servir para profun-
dizar en el conocimiento de los procesos de aprendizaje percepcio´n, aprendizaje
e inferencia causal y, a su vez, podr´ıan ser el germen del desarrollo de test de
diagnostico orientados al tratamiento cognitivo, conductual y emocional de este
tipo de trastornos.
En lo que respecta a la esquizofrenia, pienso que los s´ıntomas positivos que
la caracterizan podr´ıan tener tambie´n una interpretacio´n causal adema´s de la
atencional como se defiende actualmente (p. e., Fuentes, 2001; Rodr´ıguez-Arias,
Aguilar, Espert, y Min˜arro, 1996). As´ı, por ejemplo, el modelo de inhibicio´n la-
tente como modelo de los s´ıntomas positivos de la esquizofrenia (Weiner, 2000)
podr´ıa reinterpretarse en te´rminos causales y ser estudiado con modelos estad´ısti-
cos de redes bayesianas.
Por otro lado, hemos propuesto que el estudio de la percepcio´n, aprendizaje y
razonamiento causal podr´ıan servir para desarrollar mejoras en las redes bayesia-
nas (J. Lo´pez et al., 2006). As´ı pues, el estudio y la comprensio´n de los procesos
de percepcio´n, aprendizaje y razonamiento causal podr´ıan dar lugar al desarrollo
de nuevos algoritmos de aprendizaje estructural y/o parame´trico implementa-
bles en los programas desarrollados para trabajar con redes bayesianas. Nosotros
proponemos un proyecto de investigacio´n parecido al que llevan a cabo el Brain
Mind Institute (en la Ecole Polytechnique de Lausanne) y en International Bus-
sines Machines (IBM) que va desde la observacio´n del sistema natural hasta el
modelado y a la inversa de modo iterativo (Markram, 2006). En este sentido,
pienso que el aspecto estructural ser´ıa ma´s delicado en te´rminos de modelado
porque posiblemente implicar´ıa problemas np-duros siguiendo la nomenclatura
de la Teor´ıa de la Complejidad Computacional. As´ı mismo, creo que el aspecto
parame´trico tendr´ıa que retomarse, al menos en su fase inicial, partiendo de los
postulados de Pavlov (1927) y Rescorla y Wagner (1972) para adaptarlos a la
relidad de las redes bayesianas. Tambie´n creo que un aspecto crucial para los
algoritmos futuros de aprendizaje en este contexto, independientemente de si se
trabaja con la dimensio´n estructural o parame´trica de las redes, ha de ser la
filosof´ıa del ensayo-por-ensayo. Esto es, creo que los algoritmos de aprendizaje
causal artificiales tendr´ıan que funcionar de manera ana´loga a como hacemos las
personas y los animales: caso-por-caso o ensayo-por-ensayo. Por ejemplo, como
se ha comentado ma´s arriba, el algoritmo PC implementado en TETRAD tiene
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gran importancia para la Psicolog´ıa porque es capaz de modelar, hasta cierto
punto, el razonamiento en humanos. No obstante, este procedimiento de mode-
lado no es plausible desde un punto de vista natural ya que sus estimaciones se
realizan tomando una muestra de datos en su conjunto y no ensayo-por-ensayo o
caso-por-caso que es como, presumiblemente, aprendemos los humanos.
En te´rminos biolo´gicos, uno de los campos donde la potencialidad de las redes
bayesianas no ha sido explotada es en el estudio de los sustratos neuroqu´ımicos
de la incertidumbre. El uso de este tipo de herramientas estad´ısticas podr´ıa en-
cuadrarse dentro de uno de los grandes flancos que constituyen a la Neurociencia
Cognitiva y que ha venido a denominarse como simulacio´n computacional (Kan-
del et al., 1995/1997; Parasuraman, 2000). En este contexto, un aspecto ba´sico
del comportamiento animal es la habilidad para decidir ante alternativas sobre
las que tenemos informacio´n incierta y uno de los objetivos de la Neurociencia
Cognitiva es la comprensio´n de los mecanismos subyacentes en la transformacio´n
de las sen˜ales sensoriales en una decisio´n (Ditterich, Mazurek, y Shadlen, 2003).
Los trabajos de Shadlen y Newsome (1996) pueden considerarse como unos de
los primeros orientados a investigar la relacio´n que se establece entre los procesos
sensoriales y los mecanismos que subyacen a la accio´n en te´rminos de toma de
decisiones. Sin embargo, el proceso neural que sustenta la toma de decisiones no
esta´ basado u´nicamente en lo sensorial (Ditterich et al., 2003; Lafuente y Romo,
2003), sino que implica procesos emocionales (Bechara, 2005; Hsu et al., 2005;
Rustichini, 2005; Sugrue, Corrado, y Newsome, 2005) e implica tanto el trabajo
de a´reas prefrontales (p. e., Barraclough, Conroy, y Lee, 2004; Bechara, 2005;
Hsu et al., 2005; Platt, 2004; Romo y Salinas, 2003) y otras a´reas distribuidas por
el cerebro (p. e., D. Lee, 2005; McCoy y Platt, 2005; Platt y Glimcher, 1999).
El estudio del sustrato neuroqu´ımico de la incertidumbre ha comenzado a
usar la estad´ıstica bayesiana y el uso de redes bayesianas podr´ıa servir para au-
mentar el conocimiento que tenemos de estos feno´menos (Cohen y Aston-Jones,
2005). Por ejemplo, Yu y Dayan (2005b) han propuesto un modelo basado en la
estad´ıstica bayesiana capaz de modelar el comportamiento de nuestra atencio´n
ante diferentes tipos de incertidumbre en relacio´n con dos neurotransmisores: la
noradrenalina y la acetilcolina. A grandes rasgos, el modelo propone que existen
dos sistemas de incertidumbre que interactu´an entre si: la incertidumbre espera-
da, mediada por la acetilcolina (ACh), y la incertidumbre no esperada, donde el
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neurotransmisor implicado es la noradrenalina (NA) (Cohen y Aston-Jones, 2005;
Yu y Dayan, 2003, 2005a, 2005b). La incertidumbre esperada se refiere al cono-
cimiento relativo que tenemos sobre la ocurrencia de eventos en nuestro entorno
natural; esto es, a la probabilidad que asociamos a la ocurrencia de los eventos
ambientales. Por su parte, la incertidumbre no esperada se refiere a cambios brus-
cos, repentinos e inesperados que se producen sobre nuestra percepcio´n incierta
del entorno. El modelo de Yu y Dayan es consistente con los datos fisiolo´gicos,
farmacolo´gicos y conductuales reportados hasta el momento. A su vez, tiene la
virtud de proponer dos sistemas de incertidumbre mediados por diferentes neuro-
transmisores. En un estudio reciente que no usa la estad´ıstica bayesiana y donde
las redes bayesianas podr´ıan ser de utilidad, por otra parte, Bromberg-Martin y
Hikosaka (2009) han mostrado que la actividad de las neuronas dopamine´rgicas
en macacos correlacionan con las claves ambientales que indican una reduccio´n
de incertidumbre en las decisiones.
As´ı mismo, las redes bayesianas tambie´n podr´ıan ser de utilidad como herra-
mientas estad´ısticas para modelar procesos cognitivos ba´sicos como la memoria1.
En el caso del estudio de la memoria es sabido que este proceso ba´sico puede
descomponerse en diferentes mo´dulos de procesamiento (Baddeley, 1990; Squire,
Knowlton, y Musen, 1993) y que estos feno´menos son susceptibles de ser simulados
computacionalmente (p. e., Hasselmo y McClelland, 1999). Por tanto, las redes
bayesianas podr´ıan utilizarse como complemento a las actuales te´cnicas compu-
tacionales para modelar las bases biolo´gicas del recuerdo y la consolidacio´n (p.
e., Abel y Lattal, 2001; Dudai, 2002; Sara, 2000).
En un sentido ma´s general, las redes bayesianas podr´ıan considerarse apro-
piadas ante el modelado de los circuitos neurales propiamente dichos desde que
se sabe que la proporcio´n de neuronas y conexiones sina´pticas sigue un patro´n
predecible que tiende a optimizar los recursos de co´mputo del cerebro (Chklovs-
kii, Schikorski, y Stevens, 2002; Weese y Zador, 2006). En este sentido las redes
bayesianas siguen una filosof´ıa parecida en su funcionamiento ya que tienden a op-
timizar los recursos de ca´lculo en la actualizacio´n de probabilidades consumiendo
el mı´nimo de energ´ıa necesaria. De ah´ı que el modelado de los circuitos neurales
que sustentan los procesos psicolo´gicos podr´ıan analizarse bajo la o´ptica de los
1Valga el ejemplo presentado en el Cap´ıtulo 3 para ejemplificar el funcionamiento de una
red bayesiana.
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principios de dependencia e independencia condicional interneuronal y contras-
tar si el feno´meno de computacio´n local tiene cabida en el modelado neural. No
obstante, cabe destacar que las redes bayesianas no han sido concebidas como
modelos del sistema neural (como sucede con las Redes Neurales Artificiales) y
existen aspectos, como la propagacio´n de probabilidades y la representacio´n del
conocimiento, que habr´ıa que depurar (Dı´ez, 1994). A su vez, tambie´n ser´ıa desea-
ble que el desarrollo de sistemas h´ıbridos Red Neural Artificial-Red Bayesiana se
gestasen al amparo de los conceptos propuestos por las teor´ıas de la complejidad
como la borrosidad, fractalidad o la no linealidad (p. e., Dı´ez, 1994; Widjaja,
2000).
Por u´ltimo, creo que la investigacio´n ba´sica destacada ma´s arriba podr´ıa dar
lugar al desarrollo de redes bayesianas orientadas a fines pra´cticos. En concreto,
podr´ıan desarrollarse sistemas probabil´ısticos expertos que sirviesen de ayuda an-
te el diagno´stico y tratamiento de los trastornos psicolo´gicos. Ya se ha comentado
como las redes bayesianas ser´ıan u´tiles para modelar el lenguaje y los trastornos
asociados a e´l (Glymour, 2001) en pacientes neuropsicolo´gicos. El diagno´stico de
trastornos como la esquizofrenia puede optimizarse usando estas herramientas
en conjuncio´n con las te´cnicas de resonancia magne´tica (Davatzikos et al., 2005;
Wild, 2005). A su vez, gracias al conocimiento de los mecanismos neuroqu´ımi-
cos responsables de la percepcio´n de la incertidumbre y a la comprensio´n de las
redes neurales implicadas en la toma de decisiones podr´ıamos desarrollar trata-
mientos eficientes ante las adicciones (Bechara, 2005). Por otro lado, el desarrollo
de modelos neurales con redes bayesianas podr´ıa ayudar en el desarrollo de tera-
pias frente a enfermedades neurodegenerativas donde se presupone una alteracio´n
funcional de los circuitos neurales (Palop, Chin, y Mucke, 2006).
Para terminar, quer´ıa hacer un par de apreciaciones sobre la potencialidad de
las redes bayesianas en la investigacio´n psicosocial. Primeramente, dado que las
redes bayesianas pueden formar parte del ((corazo´n)) de un agente inteligente (p.
e., Xiang, 2002), podr´ıan utilizarse para modelar procesos sociales complejos como
los las dina´micas grupales en diferentes contextos. Un posible uso actual, dada
la situacio´n econo´mica global, podr´ıa ser el desarrollo de modelos econo´micos
donde los factores psicolo´gicos individuales y sociales estuviesen presentes (p.
e., Buchanan, 2009; Farmer y Foley, 2009; Wald, 2008). Por otro lado, como se
sen˜alo´ previamente, las redes bayesianas tienen un uso potencial en la seleccio´n
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de recursos humanos para las organizaciones y, como se indico´, hay empresas que
explotan esta utilidad econo´micamente. Una aplicacio´n interesante de las redes
bayesianas pasar´ıa por utilizarlas como te´cnica de ana´lisis dentro de los cuadros
de mando de recursos humanos en las empresas. As´ı, teniendo en cuenta que
el cuadro de mando se ha entendido metafo´ricamente como el panel de control
desde donde un equipo de pilotos maneja un avio´n (o compan˜´ıa), y dado que
las redes bayesianas son herramientas que estiman probabilidades tras mostrarles
evidencias; esta simbiosis podr´ıa ser muy interesante en te´rminos pra´cticos ya
que proporcionar´ıa informacio´n relevante al equipo directivo de cara la toma de
decisiones empresarialmente relevante.
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Anexo
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Portada del formulario
Encuesta sobre Actitudes Emprendedoras en la Universidad
Almer´ıa 2006
Estimado/a Sr./Sra.
Desde el Consejo Social, la Fundacio´n Mediterra´nea y el Servicio Universitario
de Empleo de la Universidad de Almer´ıa se esta´ desarroyando una investigacio´n
sobre Actitudes Emprendedoras en el A´mbito Universitario, con la fina-
lidad de Identificar las barreras que limitan la puesta en marcha de empresas u
otras alternativas emprendedoras, y ofrecer acciones y alternativas que puedan
fomentar el esp´ıritu emprendedor de los estudiantes de la Universidad de Almer´ıa.
Consideramos que su colaboracio´n es una v´ıa fundamental para intercambiar
conocimientos y experiencias en torno a la actitud emprendedora de los estu-
diantes universitarios. Por ello, le rogamos dedique unos minutos a contestar este
cuestionario.
Le garantizamos la total confidencialidad de los datos, dado que el tratamiento
y posterior presentacio´n de los resultados es global y ano´nima. Si se le presenta
cualquier duda o consulta sobre la naturaleza de la investigacio´n, el cuestionario o
cualquier otro aspecto, por favor, contacte con los responsables de la investigacio´n
- - - en el tele´fono - - -, correos electro´nicos - - -, o por correo postal a la direccio´n
- - -.
Agradecie´ndole de antemano el tiempo dedicado y su contribucio´n a esta in-
vestigacio´n, reciba un cordial saludo.
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Escala de carencias formativas percibidas
y escala de preparacio´n percibida
Escala de carencias formativas percibidas
¿Cua´les crees que son tus principales carencias formativas para la
puesta en marcha de una empresa propia? (Por favor, evalu´e en una escala
de 1 a 5 (1 conocimiento muy bajo o nulo, 2 conocimiento bajo, 3 conocimiento
medio, 4 conocimiento bueno, 5 conocimiento muy bueno)2.
1. Tra´mites administrativos
2. Estrategia y organizacio´n
3. Contabilidad y finanzas
4. Marketing (comercializacio´n)
5. Produccio´n y operaciones
6. Recursos humanos
7. Aspectos legales (formas jur´ıdicas...)
8. Ayudas y subvenciones
9. Habilidades sociales (comunicacio´n...)
2Esta escala aparecio´ a la derecha de cada ı´tem y los participantes tuvieron que hacer una
marca sobre el nu´mero que correspond´ıa a la respuesta elegida.
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10. Idiomas
11. Informa´tica
12. Otras
Escala de preparacio´n percibida
¿Que´ nivel de preparacio´n considera que posee Vd. para crear su
propia empresa, en conocimientos, experiencia, contactos, y con cara´cter
general? 3
1. Concimientos
2. Experiencia
3. Contactos
4. GENERAL
3Cada ı´tem tuvo cinco alternativas de respuesta (1 muy bajo, 2 bajo, 3 aceptable, 4 alto y 5
muy alto) que aparecieron a la derecha donde los participantes tuvieron que hacer una marca
para la respuesta elegida dentro de una casilla de verificacio´n.
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Escalas de motivacio´n y obsta´culos
percibidos ante la creacio´n de una
empresa
Escala de motivaciones ante la creacio´n de em-
presas
¿Cua´les son sus principales motivaciones para crear un negocio pro-
pio? Por favor, evalu´e en una escala de 1 a 5 (1 nada importante, 2 poco impor-
tante, 3 importancia media, 4 bastante importante, 5 muy importante).
1. Puesta en marcha de ideas propias
2. Encontrar empleo
3. Independencia econo´mica
4. Independencia personal (ser el propio jefe)
5. Posibilidad de obtener ingresos elevados
6. Dirigir a un grupo de personas
7. Frustracio´n trabajando por cuenta ajena
8. Experiencia enriquecedora en lo profesional y/o personal (aprendizaje)
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9. Probarse a uno mismo (desaf´ıo, reto)
10. Ayudar a los dema´s
11. Otra
Escala de obsta´culos percibidos ante la creacio´n
de empresas
¿Que´ importancia concede a los siguientes obsta´culos para poner en
marcha una empresa propia? Por favor, evalu´e en una escala de 1 a 5 (1 nada
importante, 2 poco importante, 3 importancia media, 4 bastante importante, 5
muy importante).
1. Tener que trabajar demasiadas horas
2. Falta de formacio´n teo´rica
3. Dificultades para reunir el capital inicial
4. Falta de creatividad para encontrar ideas originales/innovadoras
5. Gran responsabilidad
6. Falta de experiencia
7. Problemas para dirigir personas
8. Cargas fiscales excesivas
9. Riesgo elevado
10. Temor al fracaso
11. Ingresos irregulares
12. Imagen negativa del empresario
13. Estar trabajando en la actualidad
14. Aspectos familiares (falta de apoyo familiar...)
268
15. Desconocimiento del sector de actividad
16. Tra´mites burocra´ticos para la puesta en marcha de la empresa
17. Otras
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Escala de actitudes emprendedoras
A continuacio´n le mostramos una serie de cuestiones. Por favor
evalu´e las frases que se le indican en funcio´n de lo que usted opina
con respecto a sus pensamientos y acciones habituales (1 casi nunca me
ocurre, 2 algunas veces, 3 a menudo, 4 casi siempre)4
1. Prefiero realizar un trabajo lo ma´s estructurado posible, sin margen a la
improvisacio´n *
2. Considero que mi futuro depende fundamentalmente de otras circunstancias
externas ma´s que de mis propias decisiones *
3. Todos mis logros los consigo al primer intento; si no es as´ı, abandono *
4. Para la realizacio´n de mis tareas suelo tener problemas en distribuir el
tiempo *
5. Negociar algo me resulta muy complicado *
6. Me resulta atractivo dirigir a un grupo de personas en el desempen˜o de un
trabajo
7. Me pongo muy nervioso/a cuando realizo algo pu´blicamente *
8. Ante los problemas, analizo la situacio´n y planteo distintas soluciones al-
ternativas
9. Las situaciones de tensio´n son muy desagradables para mi *
4Los ı´tems negativos esta´n marcados con un asterisco.
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10. Cuando tengo que competir, me crezco y obtengo mejores resultados
11. Siento que me falta tiempo para llevar a cabo todas mis ideas
12. Suelo tener problemas al hacer planes para emplear mi tiempo libre *
13. Suelo conseguir lo que me propongo
14. Cuando realizo algu´n trabajo, me considero que estoy capacitado/a para su
desempen˜o
15. Soy una persona a la que le gusta competir. No importa el lugar, ni con
quie´n
16. Me gusta la aventura, pero freno si veo que el riesgo es elevado
17. Conseguir un buen empleo depende ma´s de mi habilidad que de otros fac-
tores
18. Soporto bien las situaciones confusas, poco claras o de indefinicio´n
19. Me gusta plantear y discutir oportunidades de negocio que respondan a
necesidades de mi entorno
20. Las situaciones de incertidumbre me generan ansiedad *
21. Para realizar mis tareas, prefiero que me digan lo que debo hacer*
22. Participo ma´s y me gustan los juegos de colaboracio´n, donde la responsa-
bilidad de las decisiones es compartida *
23. Si encuentro dificultades en el trabajo suelo ((escurrir el bulto)) *
24. Mi grupo de amigos me busca para organizar fiestas y viajes
25. Suelo tomar mis decisiones de forma ra´pida, sin valorar los pros y los contras
*
26. Soy capaz de buscar mil razones para conseguir lo que me propongo
27. Cuando tomo una decisio´n me mantengo tranquilo/a
272
28. Me agrada poner en pra´ctica una actividad distinta a la que realizo habi-
tualmente
29. Cuando se obtiene e´xito en el trabajo es porque se merece
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Ajuste predictivo para los modelos
estimados
Tabla 12.1: Ajuste predictivo de los modelos estimados
Modelo Variable Te´cnica Variables S E PFP PFN VPP VPN TCC
Dependiente Independientes
1 DES RL A C P O M 0,9577 0,2057 0,7943 0,0423 0,7795 0,6237 0,7665
2 DES RL A C P O 0,9722 0,0742 0,9258 0,0278 0,7545 0,4773 0,7435
3 DES RL A C P M 0,9589 0,1738 0,8262 0,0411 0,7731 0,5904 0,7595
4 DES RL A C O M 0,9674 0,1649 0,8351 0,0326 0,7709 0,6351 0,7619
5 DES RL A P O M 0,9579 0,1979 0,8021 0,0421 0,7781 0,6154 0,7648
6 DES RL C P O M 0,9668 0,1414 0,8586 0,0332 0,7700 0,5890 0,7591
7 DES RL A C P 0,9831 0,0707 0,9293 0,0169 0,7560 0,5882 0,7509
8 DES RL A C O 0,9819 0,0490 0,9510 0,0181 0,7495 0,4828 0,7426
9 DES RL A C M 0,9626 0,1754 0,8246 0,0374 0,7725 0,6173 0,7612
10 DES RL A P O 0,9784 0,0599 0,9401 0,0216 0,7530 0,4857 0,7446
11 DES RL A P M 0,9579 0,1802 0,8198 0,0421 0,7745 0,5930 0,7605
12 DES RL A O M 0,9675 0,1638 0,8362 0,0325 0,7703 0,6351 0,7614
13 DES RL C P O 0,9989 0,0131 0,9869 0,0011 0,7496 0,8000 0,7498
14 DES RL C P M 0,9657 0,1349 0,8651 0,0343 0,7687 0,5694 0,7568
15 DES RL C O M 0,9669 0,1270 0,8730 0,0331 0,7655 0,5652 0,7541
16 DES RL P O M 0,9659 0,1410 0,8590 0,0341 0,7702 0,5811 0,7586
17 DES RL A C 0,9843 0,0455 0,9545 0,0157 0,7495 0,5000 0,7437
18 DES RL A P 0,9808 0,0599 0,9401 0,0192 0,7537 0,5152 0,7466
19 DES RL A O 0,9892 0,0347 0,9653 0,0108 0,7477 0,5263 0,7440
20 DES RL A M 0,9748 0,1568 0,8432 0,0252 0,7704 0,6818 0,7652
21 DES RL C P 0,9989 0,0000 1,0000 0,0011 0,7467 0,0000 0,7461
22 DES RL C O 1,0000 0,0129 0,9871 0,0000 0,7481 1,0000 0,7490
23 DES RL C M 0,9823 0,0945 0,9055 0,0177 0,7620 0,6444 0,7576
24 DES RL P O 0,9967 0,0000 1,0000 0,0033 0,7471 0,0000 0,7453
25 DES RL P M 0,9692 0,1246 0,8754 0,0308 0,7676 0,5758 0,7572
26 DES RL O M 0,9747 0,1197 0,8803 0,0253 0,7653 0,6167 0,7580
DES: Deseabilidad de crear una empresa, COG: componente cognitivo de la creacio´n de empresas, CON:
componente conductual de la creacio´n de empresas, RL: regresio´n log´ıstica, RB: red bayesiana, A: actitud
medida con ACEMP, C: carencias formativas percibidas, P: preparacio´n percibida, O: obsta´culos percibidos,
M: motivacio´n, S: sensibilidad, E: especificidad, PFP: proporcio´n de falsos positivos, PFN: proporcio´n de
falsos negativos, VPP: valor predictivo positivo, VPN: valor predictivo negativo, TCC: tasa de clasificaciones
correctas.
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Modelo Variable Te´cnica Variables S E PFP PFN VPP VPN TCC
Dependiente Independientes
27 DES RL A 0,9856 0,0313 0,9688 0,0144 0,7466 0,4286 0,7406
28 DES RL C 0,9989 0,0000 1,0000 0,0011 0,7451 0,0000 0,7445
29 DES RL P 1,0000 0,0000 1,0000 0,0000 0,7475 - 0,7475
30 DES RL O 1,0000 0,0000 1,0000 0,0000 0,7455 - 0,7455
31 DES RL M 0,9857 0,0712 0,9288 0,0143 0,7578 0,6286 0,7541
32 COC RL A C P O M 0,4085 0,8594 0,1406 0,5915 0,6444 0,6996 0,6862
33 COC RL A C P O 0,3967 0,8642 0,1358 0,6033 0,6450 0,6973 0,6850
34 COC RL A C P M 0,4085 0,8582 0,1418 0,5915 0,6421 0,6996 0,6856
35 COC RL A C O M 0,3700 0,8586 0,1414 0,6300 0,6196 0,6865 0,6712
36 COC RL A P O M 0,4070 0,8582 0,1418 0,5930 0,6434 0,6971 0,6840
37 COC RL C P O M 0,3581 0,8695 0,1305 0,6419 0,6260 0,6895 0,6758
38 COC RL A C P 0,4131 0,8644 0,1356 0,5869 0,6543 0,7034 0,6915
39 COC RL A C O 0,3443 0,8677 0,1323 0,6557 0,6176 0,6807 0,6673
40 COC RL A C M 0,3560 0,8574 0,1426 0,6440 0,6080 0,6817 0,6652
41 COC RL A P O 0,4093 0,8659 0,1341 0,5907 0,6567 0,7005 0,6900
42 COC RL A P M 0,4047 0,8555 0,1445 0,5953 0,6374 0,6960 0,6816
43 COC RL A O M 0,3318 0,8605 0,1395 0,6682 0,5983 0,6727 0,6568
44 COC RL C P O 0,3362 0,8886 0,1114 0,6638 0,6471 0,6879 0,6799
45 COC RL C P M 0,3341 0,8723 0,1277 0,6659 0,6145 0,6826 0,6686
46 COC RL C O M 0,2789 0,8767 0,1233 0,7211 0,5792 0,6663 0,6505
47 COC RL P O M 0,3680 0,8765 0,1235 0,6320 0,6464 0,6933 0,6831
48 COC RL A C 0,3232 0,8563 0,1437 0,6768 0,5823 0,6712 0,6523
49 COC RL A P 0,4023 0,8690 0,1310 0,5977 0,6578 0,6991 0,6893
50 COC RL A O 0,2877 0,8580 0,1420 0,7123 0,5586 0,6585 0,6387
51 COC RL A M 0,3271 0,8621 0,1379 0,6729 0,5975 0,6719 0,6563
52 COC RL C P 0,3275 0,8796 0,1204 0,6725 0,6224 0,6835 0,6713
53 COC RL C O 0,2200 0,8851 0,1149 0,7800 0,5372 0,6518 0,6340
54 COC RL C M 0,2309 0,8821 0,1179 0,7691 0,5436 0,6536 0,6359
55 COC RL P O 0,3247 0,8849 0,1151 0,6753 0,6329 0,6820 0,6724
56 COC RL P M 0,3268 0,8700 0,1300 0,6732 0,6064 0,6784 0,6637
57 COC RL O M 0,2160 0,9075 0,0925 0,7840 0,5882 0,6543 0,6451
58 COC RL A 0,2900 0,8596 0,1404 0,7100 0,5631 0,6600 0,6408
59 COC RL C 0,1656 0,8906 0,1094 0,8344 0,4780 0,6383 0,6174
60 COC RL P 0,3636 0,8496 0,1504 0,6364 0,5957 0,6866 0,6656
61 COC RL O 0,0454 0,9882 0,0118 0,9546 0,7000 0,6295 0,6312
62 COC RL M 0,0821 0,9551 0,0449 0,9179 0,5278 0,6301 0,6241
63 CON RL A C P O M 0,0319 0,9990 0,0010 0,9681 0,7500 0,9173 0,9167
64 CON RL A C P O 0,0316 0,9990 0,0010 0,9684 0,7500 0,9166 0,9160
65 CON RL A C P M 0,0319 0,9980 0,0020 0,9681 0,6000 0,9173 0,9159
66 CON RL A C O M 0,0000 1,0000 0,0000 1,0000 - 0,9152 0,9152
67 CON RL A P O M 0,0417 0,9980 0,0020 0,9583 0,6667 0,9167 0,9153
68 CON RL C P O M 0,0660 0,9973 0,0027 0,9340 0,7000 0,9171 0,9153
69 CON RL A C P 0,0316 0,9990 0,0010 0,9684 0,7500 0,9167 0,9161
70 CON RL A C O 0,0000 1,0000 0,0000 1,0000 - 0,9145 0,9145
71 CON RL A C M 0,0000 1,0000 0,0000 1,0000 - 0,9153 0,9153
72 CON RL A P O 0,0309 0,9970 0,0030 0,9691 0,5000 0,9150 0,9128
DES: Deseabilidad de crear una empresa, COG: componente cognitivo de la creacio´n de empresas, CON:
componente conductual de la creacio´n de empresas, RL: regresio´n log´ıstica, RB: red bayesiana, A: actitud
medida con ACEMP, C: carencias formativas percibidas, P: preparacio´n percibida, O: obsta´culos percibidos,
M: motivacio´n, S: sensibilidad, E: especificidad, PFP: proporcio´n de falsos positivos, PFN: proporcio´n de
falsos negativos, VPP: valor predictivo positivo, VPN: valor predictivo negativo, TCC: tasa de clasificaciones
correctas.
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Modelo Variable Te´cnica Variables S E PFP PFN VPP VPN TCC
Dependiente Independientes
73 CON RL A P M 0,0313 0,9980 0,0020 0,9688 0,6000 0,9159 0,9145
74 CON RL A O M 0,0000 1,0000 0,0000 1,0000 - 0,9139 0,9139
75 CON RL C P O 0,0374 0,9955 0,0045 0,9626 0,4444 0,9140 0,9105
76 CON RL C P M 0,0472 0,9964 0,0036 0,9528 0,5556 0,9156 0,9129
77 CON RL C O M 0,0000 1,0000 0,0000 1,0000 - 0,9123 0,9123
78 CON RL P O M 0,0556 0,9982 0,0018 0,9444 0,7500 0,9151 0,9140
79 CON RL A C 0,0000 1,0000 0,0000 1,0000 - 0,9146 0,9146
80 CON RL A P 0,0412 0,9970 0,0030 0,9588 0,5714 0,9159 0,9137
81 CON RL A O 0,0000 1,0000 0,0000 1,0000 - 0,9132 0,9132
82 CON RL A M 0,0000 1,0000 0,0000 1,0000 - 0,9140 0,9140
83 CON RL C P 0,0374 0,9964 0,0036 0,9626 0,5000 0,9142 0,9115
84 CON RL C O 0,0000 1,0000 0,0000 1,0000 - 0,9116 0,9116
85 CON RL C M 0,0000 1,0000 0,0000 1,0000 - 0,9123 0,9123
86 CON RL P O 0,0275 0,9973 0,0027 0,9725 0,5000 0,9122 0,9101
87 CON RL P M 0,0275 0,9973 0,0027 0,9725 0,5000 0,9122 0,9101
88 CON RL O M 0,0000 1,0000 0,0000 1,0000 - 0,9111 0,9111
89 CON RL A 0,0000 1,0000 0,0000 1,0000 - 0,9132 0,9132
90 CON RL C 0,0000 1,0000 0,0000 1,0000 - 0,9118 0,9118
91 CON RL P 0,0000 1,0000 0,0000 1,0000 - 0,9118 0,9118
92 CON RL O 0,0000 1,0000 0,0000 1,0000 - 0,9105 0,9105
93 CON RL M 0,0000 1,0000 0,0000 1,0000 - 0,9112 0,9112
94 DES RB A C P O M 0,9244 0,3674 0,6326 0,0756 0,8100 0,6250 0,7822
95 DES RB A C P O 0,9200 0,2843 0,7157 0,0800 0,7895 0,5494 0,7577
96 DES RB A C P M 0,9233 0,3419 0,6581 0,0767 0,8036 0,6045 0,7749
97 DES RB A C O M 0,9354 0,2939 0,7061 0,0646 0,7944 0,6093 0,7716
98 DES RB A P O M 0,9387 0,3419 0,6581 0,0613 0,8062 0,6564 0,7863
99 DES RB C P O M 0,9441 0,2843 0,7157 0,0559 0,7937 0,6357 0,7757
100 DES RB A C P 0,9211 0,2332 0,7668 0,0789 0,7780 0,5034 0,7455
101 DES RB A C O 0,9617 0,1821 0,8179 0,0383 0,7743 0,6196 0,7626
102 DES RB A C M 0,9463 0,2556 0,7444 0,0537 0,7876 0,6202 0,7700
103 DES RB A P O 0,9474 0,2268 0,7732 0,0526 0,7814 0,5966 0,7635
104 DES RB A P M 0,9409 0,3195 0,6805 0,0591 0,8013 0,6494 0,7822
105 DES RB A O M 0,9540 0,2588 0,7412 0,0460 0,7897 0,6585 0,7765
106 DES RB C P O 0,9441 0,1917 0,8083 0,0559 0,7731 0,5405 0,7520
107 DES RB C P M 0,9354 0,2236 0,7764 0,0646 0,7785 0,5426 0,7537
108 DES RB C O M 0,9595 0,2013 0,7987 0,0405 0,7780 0,6300 0,7659
109 DES RB P O M 0,9606 0,2460 0,7540 0,0394 0,7880 0,6814 0,7781
110 DES RB A C 0,9715 0,1438 0,8562 0,0285 0,7680 0,6338 0,7602
111 DES RB A P 0,9595 0,1757 0,8243 0,0405 0,7725 0,5978 0,7594
112 DES RB A O 0,9770 0,1214 0,8786 0,0230 0,7644 0,6441 0,7586
113 DES RB A M 0,9628 0,2268 0,7732 0,0372 0,7841 0,6762 0,7749
114 DES RB C P 0,9474 0,1629 0,8371 0,0526 0,7675 0,5152 0,7471
115 DES RB C O 0,9869 0,0767 0,9233 0,0131 0,7571 0,6667 0,7545
116 DES RB C M 0,9628 0,1757 0,8243 0,0372 0,7731 0,6180 0,7618
117 DES RB P O 0,9726 0,1182 0,8818 0,0274 0,7629 0,5968 0,7545
118 DES RB P M 0,9584 0,1853 0,8147 0,0416 0,7743 0,6042 0,7610
DES: Deseabilidad de crear una empresa, COG: componente cognitivo de la creacio´n de empresas, CON:
componente conductual de la creacio´n de empresas, RL: regresio´n log´ıstica, RB: red bayesiana, A: actitud
medida con ACEMP, C: carencias formativas percibidas, P: preparacio´n percibida, O: obsta´culos percibidos,
M: motivacio´n, S: sensibilidad, E: especificidad, PFP: proporcio´n de falsos positivos, PFN: proporcio´n de
falsos negativos, VPP: valor predictivo positivo, VPN: valor predictivo negativo, TCC: tasa de clasificaciones
correctas.
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Dependiente Independientes
119 DES RB O M 0,9682 0,1693 0,8307 0,0318 0,7727 0,6463 0,7643
120 DES RB A 0,9923 0,0479 0,9521 0,0077 0,7525 0,6818 0,7512
121 DES RB C 0,9989 0,0288 0,9712 0,0011 0,7500 0,9000 0,7512
122 DES RB P 1,0000 0,0000 1,0000 0,0000 0,7447 - 0,7447
123 DES RB O 1,0000 0,0128 0,9872 0,0000 0,7471 1,0000 0,7480
124 DES RB M 0,9748 0,1374 0,8626 0,0252 0,7672 0,6515 0,7610
125 COC RB A C P O M 0,5659 0,8270 0,1730 0,4341 0,6650 0,7584 0,7284
126 COC RB A C P O 0,5400 0,8204 0,1796 0,4600 0,6460 0,7461 0,7145
127 COC RB A C P M 0,5572 0,8008 0,1992 0,4428 0,6293 0,7488 0,7088
128 COC RB A C O M 0,5054 0,8440 0,1560 0,4946 0,6629 0,7377 0,7162
129 COC RB A P O M 0,5054 0,8480 0,1520 0,4946 0,6686 0,7386 0,7186
130 COC RB C P O M 0,5076 0,8440 0,1560 0,4924 0,6638 0,7385 0,7170
131 COC RB A C P 0,5076 0,8152 0,1848 0,4924 0,6250 0,7318 0,6990
132 COC RB A C O 0,4557 0,8493 0,1507 0,5443 0,6472 0,7200 0,7007
133 COC RB A C M 0,4730 0,8218 0,1782 0,5270 0,6169 0,7199 0,6900
134 COC RB A P O 0,4816 0,8558 0,1442 0,5184 0,6697 0,7312 0,7145
135 COC RB A P M 0,4795 0,8401 0,1599 0,5205 0,6453 0,7268 0,7039
136 COC RB A O M 0,4341 0,8611 0,1389 0,5659 0,6547 0,7149 0,6998
137 COC RB C P O 0,4816 0,8218 0,1782 0,5184 0,6212 0,7232 0,6933
138 COC RB C P M 0,4795 0,8100 0,1900 0,5205 0,6049 0,7194 0,6852
139 COC RB C O M 0,3952 0,8742 0,1258 0,6048 0,6559 0,7043 0,6933
140 COC RB P O M 0,4320 0,8689 0,1311 0,5680 0,6667 0,7160 0,7039
141 COC RB A C 0,4060 0,8388 0,1612 0,5940 0,6045 0,6995 0,6754
142 COC RB A P 0,4795 0,8453 0,1547 0,5205 0,6529 0,7280 0,7072
143 COC RB A O 0,3888 0,8807 0,1193 0,6112 0,6642 0,7037 0,6949
144 COC RB A M 0,3715 0,8506 0,1494 0,6285 0,6014 0,6904 0,6697
145 COC RB C P 0,4492 0,8152 0,1848 0,5508 0,5960 0,7092 0,6770
146 COC RB C O 0,3283 0,8820 0,1180 0,6717 0,6281 0,6839 0,6729
147 COC RB C M 0,3240 0,8755 0,1245 0,6760 0,6122 0,6809 0,6672
148 COC RB P O 0,3974 0,8702 0,1298 0,6026 0,6502 0,7041 0,6917
149 COC RB P M 0,3952 0,8598 0,1402 0,6048 0,6310 0,7009 0,6843
150 COC RB O M 0,2570 0,9148 0,0852 0,7430 0,6467 0,6699 0,6664
151 COC RB A 0,3067 0,8834 0,1166 0,6933 0,6147 0,6774 0,6656
152 COC RB C 0,1512 0,9332 0,0668 0,8488 0,5785 0,6443 0,6378
153 COC RB P 0,4471 0,8060 0,1940 0,5529 0,5831 0,7061 0,6705
154 COC RB O 0,1685 0,9450 0,0550 0,8315 0,6500 0,6519 0,6517
155 COC RB M 0,0994 0,9554 0,0446 0,9006 0,5750 0,6361 0,6321
156 CON RB A C P O M 0,2844 0,9829 0,0171 0,7156 0,6200 0,9334 0,9206
157 CON RB A C P O 0,2661 0,9847 0,0153 0,7339 0,6304 0,9320 0,9206
158 CON RB A C P M 0,2202 0,9820 0,0180 0,7798 0,5455 0,9278 0,9141
159 CON RB A C O M 0,1376 0,9919 0,0081 0,8624 0,6250 0,9215 0,9157
160 CON RB A P O M 0,2202 0,9946 0,0054 0,7798 0,8000 0,9287 0,9255
161 CON RB C P O M 0,2110 0,9811 0,0189 0,7890 0,5227 0,9270 0,9124
162 CON RB A C P 0,2110 0,9820 0,0180 0,7890 0,5349 0,9271 0,9133
163 CON RB A C O 0,1009 0,9919 0,0081 0,8991 0,5500 0,9185 0,9124
164 CON RB A C M 0,0826 0,9928 0,0072 0,9174 0,5294 0,9170 0,9116
DES: Deseabilidad de crear una empresa, COG: componente cognitivo de la creacio´n de empresas, CON:
componente conductual de la creacio´n de empresas, RL: regresio´n log´ıstica, RB: red bayesiana, A: actitud
medida con ACEMP, C: carencias formativas percibidas, P: preparacio´n percibida, O: obsta´culos percibidos,
M: motivacio´n, S: sensibilidad, E: especificidad, PFP: proporcio´n de falsos positivos, PFN: proporcio´n de
falsos negativos, VPP: valor predictivo positivo, VPN: valor predictivo negativo, TCC: tasa de clasificaciones
correctas.
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165 CON RB A P O 0,2202 0,9955 0,0045 0,7798 0,8276 0,9288 0,9264
166 CON RB A P M 0,1651 0,9937 0,0063 0,8349 0,7200 0,9240 0,9198
167 CON RB A O M 0,0917 0,9964 0,0036 0,9083 0,7143 0,9180 0,9157
168 CON RB C P O 0,1835 0,9856 0,0144 0,8165 0,5556 0,9250 0,9141
169 CON RB C P M 0,1743 0,9829 0,0171 0,8257 0,5000 0,9240 0,9108
170 CON RB C O M 0,0734 0,9973 0,0027 0,9266 0,7273 0,9166 0,9149
171 CON RB P O M 0,1651 0,9955 0,0045 0,8349 0,7826 0,9241 0,9214
172 CON RB A C 0,0734 0,9946 0,0054 0,9266 0,5714 0,9164 0,9124
173 CON RB A P 0,1376 0,9955 0,0045 0,8624 0,7500 0,9218 0,9190
174 CON RB A O 0,0550 0,9982 0,0018 0,9450 0,7500 0,9152 0,9141
175 CON RB A M 0,0550 0,9973 0,0027 0,9450 0,6667 0,9151 0,9133
176 CON RB C P 0,1651 0,9829 0,0171 0,8349 0,4865 0,9232 0,9100
177 CON RB C O 0,0550 0,9982 0,0018 0,9450 0,7500 0,9152 0,9141
178 CON RB C M 0,0459 0,9973 0,0027 0,9541 0,6250 0,9143 0,9124
179 CON RB P O 0,1193 0,9973 0,0027 0,8807 0,8125 0,9204 0,9190
180 CON RB P M 0,1009 0,9919 0,0081 0,8991 0,5500 0,9185 0,9124
181 CON RB O M 0,0550 0,9991 0,0009 0,9450 0,8571 0,9152 0,9149
182 CON RB A 0,0183 1,0000 0,0000 0,9817 1,0000 0,9123 0,9124
183 CON RB C 0,0092 1,0000 0,0000 0,9908 1,0000 0,9115 0,9116
184 CON RB P 0,1101 0,9919 0,0081 0,8899 0,5714 0,9192 0,9133
185 CON RB O 0,0367 1,0000 0,0000 0,9633 1,0000 0,9138 0,9141
186 CON RB M 0,0275 0,9991 0,0009 0,9725 0,7500 0,9130 0,9124
DES: Deseabilidad de crear una empresa, COG: componente cognitivo de la creacio´n de empresas, CON:
componente conductual de la creacio´n de empresas, RL: regresio´n log´ıstica, RB: red bayesiana, A: actitud
medida con ACEMP, C: carencias formativas percibidas, P: preparacio´n percibida, O: obsta´culos percibidos,
M: motivacio´n, S: sensibilidad, E: especificidad, PFP: proporcio´n de falsos positivos, PFN: proporcio´n de
falsos negativos, VPP: valor predictivo positivo, VPN: valor predictivo negativo, TCC: tasa de clasificaciones
correctas.
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