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beyond the edges of the treatment fields, the accuracy of the TPS dose estimation is decreased drastically. Comparative effectiveness studies of radiation therapy techniques are used more frequently now [3] [4] [5] [6] [7] and because these studies involve comparison of dose-volume histograms generated by TPS for the target volume and organs at risk (OAR), including those organs outside the treatment field, it is becoming more critical for predicting the out-of-field dose accurately.
In a study, Weber et al. [8] compared intensity-modulated radiation therapy (IMRT) and volumetric-modulated arc therapy (VMAT) for clinical scenarios and found that the TPS may have underestimated (20%-50%) the dose to the OARs outside the field because of its inability to estimate the dose accurately. By considering the potential consequences of under-or over-estimation of dose, it would be essential to document the accuracy of out-of-field dose for commercially available TPSs. Such information would help clinicians and researchers to take decisions when TPS data need to be supplemented by phantom measurements or by other dependable calculation methods such as Monte Carlo (MC) simulation.
This study aims to determine the accuracy of the out-of-field dose estimated by a commonly used commercial TPS, Eclipse™ version 13.7 (Varian Medical Systems, Palo Alto, CA, USA). More precisely, we compared the TPS-calculated dose with the MC-simulated dose as well as by measurements on water-equivalent phantoms on a Varian TrueBeam ® (TB) machine (Varian Medical Systems, Palo Alto, CA, USA). The MC simulation part is performed in two steps: as the first step, a TB phase-space (PS) file is generated by enabling the "head shielding." Then, this PS file is used as an input source for generating out-of-field dose using a PENELOPE-based code called PRIMO version 0.3.1.1600 MC simulation program.
MaterIals and Methods

Parameters and calculation formulae used in this study
The out-of-field dose was estimated using different methods (TPS calculation/MC simulation/measurement) in different locations, in plane, and outside the field edge for different field sizes in the isocentric plane (5-cm depth and source-to-surface distance [SSD] = 95 cm). The distance of each out-of-field dose point was taken from the center of the field and was referred to as "off-axis distance." The dose comparison throughout this study was performed with respect to the dose to isocenter, at 5 cm depth (95 cm SSD), for a 10 cm × 10 cm field at the central axis for each energy. This location is called "reference point." The parameter, "relative dose (%)," used in Tables 1a-e and 2a-e represents the out-of-field dose value at an off-axis point with respect to the reference point. The formula used to calculate the relative dose is shown below:
Relative dose (%) = (Dose at off -axis distance point) (Dose at referen nce point) ×100
Five sets of readings were taken for each off-axis distance point, and mean, minimum, median, maximum, variance, and standard deviation were calculated for relative dose, and these values are shown in Table 1a -e. The difference in out-of-field dose obtained by various methods (TPS calculation and MC simulation and measurement) is represented by "percentage dose difference (% diff)" in Table 2a -e.
The formula used to calculate % diff is shown below:
• TPS versus MC:
% Diff= (Monte Carlo Dose TPSdose) (Monte Carlo dose) − ×100
• TPS versus measurement:
% Diff= (Measurement dose TPSdose) (Measurement dose) − ×100
• MC versus measurement:
% Diff = (Monte Carlo dose Measurement dose) (Monte Carlo dose) 00 − ×1
Varian's VirtuaLinac
The MC simulation environment used for PS file generation is Varian's VirtuaLinac. It is a simulation of the TB head and water phantom hosted in Amazon cloud (Amazon Web Services Inc., Seattle, WA, USA). Dynamic delivery is achieved by Developer Mode XML files. The VirtuaLinac consists of a precise and modifiable model of the TB head. The resulting dose distributions may be recorded to tissue-equivalent phantoms (water tanks and computed tomography [CT] datasets). Another output option is PS files. PS files may be recorded for studying particle distributions or could be used as an input for another simulation code.
Physical parameters needed for the simulation are defined through a web interface. Both input and output files are stored in a single online directory (vl_files). Input files consist of PS files, phantom material files, and Developer Mode trajectory files. Output files include dose distribution files and output PS files depending on the user's output selection. PS and dose distribution files can be plotted online using the web interface. Python scripts used for plotting the output files are "plotdose. py" and "readphsp.py."
There are numerous benefits of using VirtuaLinac; (1) the geometry is already in place, and hence users can run the simulations on an already-established geometry and (2) because of multiple users, a strong validation of the entire simulation setup takes place. All the physical details of the treatment head are not available for users due to proprietary rights. Those details include a flattening filter model, position, and structure of the components and the target model. Meanwhile, parameters such as incident electron energy, spot size, energy spread, and angular divergence are available for users. Changes could be made to these physical parameters to match their specific machine parameters. "PhysicsList" used in this study was "QGSP_BIC_EMZ."
Amazon Web Services
The base infrastructure framework for orchestrating Varian 
TrueBeam ® phase-space generation using Varian's VirtuaLinac
An already-available modified Geant4 MC model including the head shielding of the Varian TB was used in this study. There is a checkbox option in the VirtuaLinac to enable the head shielding called "simulate head shielding." For head leakage simulation, this option was enabled for more accuracy. If checked, the TB head shielding away from the treatment beam was enabled. This includes the shielding for backscatter from the target, shielding around the jaws, and the covers. Shielding adjacent to the treatment beam (e.g., primary collimator and shielding between jaws) was always enabled. Enabling "simulate head shielding" will make the simulation time longer. The PS files were generated for the field sizes 2 cm × 2 cm, 4 cm × 4 cm, 10 cm × 10 cm, 15 cm × 15 cm, and 20 cm × 20 cm (five field sizes) for 6 MV, 6 MV flattening filter free (FFF), 10 MV, and 15 MV beams (four energies). The machine model parameters used to generate the PS files for 6 MV were as follows: the mean energy of the incident electron beam, energy (E) = 6.18 MeV; Gaussian energy spread, dE = 0.053 MeV; Gaussian spacial spread in the "X" direction (FWHM), Spot X (σ x ) = 0.6866 mm; Gaussian special spread in "Y" direction (FWHM), Spot X (σ y ) =0.7615 mm; source beam divergences, Beam div (σ px and σ py ) =0.0573°. Table 3 lists these parameters used for other energies also.
The number of particles contained in each PS file was approximately 5 × 10 9 . The PS files were tallied on a sphere of radius 70 cm from the target, which was 100 cm upstream of the isocenter.
Multileaf collimator bank was placed in a fully retracted state.
Out-of-field dose simulation using PRIMO
The PS files generated by Varian's VirtuaLinac was used as an input source for out-of-field dose simulation. MC program used here is called PRIMO, [9] a PENELOPE-based code.
The PRIMO program was installed in a Windows server class machine deployed in Amazon Cloud (AWS, Inc., Seattle, WA). The server's hardware specifications used for this study were as follows: family -computer optimized; type -C5d. 18x large; vCPUs -72; memory -144 GB; internal storage -2 × 90 GB (SSD); network performance -25 GB.
The main program used to drive the PENELOPE code was "PENEASY." [9] The input files for the PENELOPE/ PENEASY system to function were created during run time by PENEASYLINAC. [9, 10] Depending on the choice of the linac model and the mode (photon/electron) and energy used, PENEASYLINAC created a configuration file, geometry file, and a set of materials' file. The configuration file defines the primary beam parameters and the tallied characteristics to be used. A wide variety of dedicated variance-reduction techniques developed for the simulation of the linac were applied. [9, 10] The PRIMO program consists of PENELOPE/ PENEASY/PENEASYLINAC system along with an easy-to-use graphical user interface which makes the program self-explanatory and straightforward for the users to perform the simulation and analysis of the results. The PS files handled (imported and exported) by the PRIMO were coded as per the International Atomic Energy Agency format. [11] Even though PRIMO is a comparatively new program, the MC code, the variance-reduction techniques applied, and the geometry files used in it have a long history and have been tested extensively and benchmarked by numerous researchers. [12] [13] [14] Simulations of 6 MV, 6 MV FFF, 10 MV, and 15 MV were performed for the above-mentioned five field sizes with (2 mm × 2 mm × 2 mm) voxels. As a next step, these particles were transported downstream to the water phantom, and the absorbed dose was estimated. The depth considered in this study was 5 cm, and the SSD was 95 cm.
Simulations were performed in two segments: in the first segment, particles were transported from the PS files downstream to a plane located on the surface of the water phantom. In this section, by default, the variance-reduction technique of movable skins [10] was applied for the simulation of the patient-dependent geometry (i.e., the movable jaws). In the second segment, the particles were transported downstream into the water phantom. Particle splitting was applied here. The splitting factor was decided depending on the field size. For a small field size, a larger splitting factor was applied. In this study, the splitting factor selected was large enough to ensure that the statistical variance was close to the latent variance [15] of PS files.
As per PRIMO user manual [16] recommendation, the machine selected in PRIMO program for TrueBeam ® simulation was Varian Clinac 2100. The phantom used for the simulation was created as a slab phantom in PRIMO program. The geometry of the phantom is shown in Figure 1 . The slab phantom definition dialog allows establishing the dimensions, the voxel size of the phantom, and the selection of phantom material. In this study, Lucite (poly methyl methacrylate [PMMA]), with a density of 1.19 g/cm 3 , was used as the phantom material. Figure 2 shows the three primary workspaces of the PRIMO program, namely, "simulation setup," "plan and dose," and "dose evaluation." It also shows the windows for "simulation configuration" as well as "field edit" window.
Out-of-field dose calculation -Eclipse™ treatment planning system
Eclipse™ TPS version 13.7 (Varian Medical Systems, Inc., Palo Alto, CA, USA) was used to calculate the out-of-field dose for the above-mentioned five field sizes for energies 6 MV, 6 MV FFF, 10 MV, and 15 MV for a depth of 5 cm in plastic phantom, with a backscatter thickness of 10 cm. The phantom geometry is illustrated in Figure 1 . The algorithm used for calculation was analytic anisotropic algorithm (AAA) 13.7 with a grid size of 2.5 mm and International Electrotechnical Commission (IEC) 61217.
The above-defined phantom was scanned with Trueflight positron emission tomography-CT scanner by Phillips (Philips Healthcare, Best, The Netherlands). The CT study sets were imported into Eclipse™. The origin was fixed on the reference point of the ion chamber, whereas fields were placed at 30 cm away longitudinally out from this origin (i.e., ion chamber was placed at the farthest point of measurement from the isocenter). Dose calculation was performed giving 100 MU for each field and energy using AAA 13.7 algorithm with a Once calculated, dose profiles at 5 cm depth in the longitudinal direction from the isocenter were taken with the profile tool available in Eclipse™. The profiles were then exported in CSV format for analysis. Figure 3 illustrates Eclipse™-calculated dose distribution in all the three planes (transverse, sagittal, and coronal) and the three-dimensional view on the phantom.
Out-of-field dose measurements
Out-of-field dose measurements were performed to compare it with the MC-simulated values. Farmer type FC65-G chamber with IBM Dose 1 Electrometer was used for the measurements. Reference reading was taken using a SSD 95 cm for a 10 cm × 10 cm field size by delivering 100 MU.
The plastic phantom made of PMMA, at a density of 1.19 g/cm 3 , used for measurement had the dimensions of 30 W × 60 L × 15 H cm 3 , with an adaptor plate for FC65-G ionization chamber kept at 5-cm depth. The ion chamber was placed perpendicular to the length of phantom, whereas the length of the phantom was placed along the longitudinal direction of movement on the machine [ Figure 4 ]. This geometry was preferred to minimize the length of ion chamber's cable exposed when the phantom was moved longitudinally during measurement. Cable exposed to radiation can induce extra-cameral effects, affecting the charge collected by the ion chamber. [17, 18] While setting up the phantom on the machine, first, the phantom was assembled in the same manner as scanned and then positioned with the adaptor plate lines grooved on it. The farthest measurement point was at 30 cm longitudinally toward the gantry from the isocenter [ Figure 1a ]. In the TPS simulation of the measurement setup, the isocenter, as well as the field borders, was fixed with respect to the phantom. However, during measurements, the phantom was moved longitudinally outward (away from the gantry) to reduce the distance between the field edge and ion chamber, making measurements at decreasing distance from the isocenter at an interval of 2 cm. Here, it was assumed that the change in the geometry when the phantom was moved longitudinally results in negligible scatter contribution and hence minimal effect on the out-of-field dose. 
results
The statistical analysis on the TPS-calculated, MC-simulated, and the measured values of out-of-field dose obtained for all the five field sizes and four energies for a TrueBeam ® machine is shown in Table 1a -e. The standard deviation was used to assess the spread of the data rather than estimating the uncertainty in the data. The absolute values (µGy/MU) of out-of-field dose from MC simulation for different field sizes and energy are represented in Figure 5a -d for energies 6 MV, 6 MV FFF, 10 MV, and 15 MV. For a specific off-axis distance of 12 cm, at a field size of 20 cm × 20 cm, a maximum value of out-of-field dose, 802 µGy/MU, was found for 10 MV beam and a minimum value of 510 µGy/MU was found for 6 MV FFF beam. It was found that, in a range of 5-24 cm off-axis distance, the % diff between TPS-calculated and MC-simulated dose is around 45%. As the distance from the treatment field increases, an increase in the magnitude of the % diff of the TPS compared to MC simulation was noticed. Measurements were performed with the same geometry to compare the accuracy of MC-simulated values of out-of-field dose. The comparison among relative out-of-field dose for TPS-calculated, MC-simulated, and measurements is shown in Figure 6a Figures 8-10 . In all these three comparison charts, a particular marker shape represents each field size. Table 2a -e shows the mean relative dose and standard deviation of TPS-calculated, MC-simulated, and measured values for all the four energies and five field sizes at various off-axis distance points ranging from 5 to 24 cm. This table also shows the percentage dose comparison between out-of-field dose for TPS-calculated, MC-simulated, and measured values, represented as % diff, for all the four energies and five field sizes at various off-axis distance points ranging from 5 to 24 cm. 
Treatment planning system calculation versus Monte Carlo simulation
The maximum value of % diff between TPS-calculated and MC-simulated values was 94.11% and was observed for the 15 MV beam for a field size of 2 cm × 2 cm at an off-axis distance of 12 cm. Similarly, a minimum of 3.11% was observed for the 6 MV beam for a field size of 20 cm × 20 cm at an off-axis distance of 18 cm.
Treatment planning system calculation versus measurement
The maximum value of % diff between TPS-calculated and measured values was 94.06% and was observed for the 15 MV beam for a field size of 2 cm × 2 cm at an off-axis distance of 18 cm. Similarly, a minimum of 2.02% was observed for the 6 MV beam for a field size of 20 cm × 20 cm at an off-axis distance of 18 cm.
Monte Carlo simulation versus measurement
The maximum value of % diff between MC simulated and measurement was 4.25% and was observed for 6 MV FFF beam for a field size of 20 cm × 20 cm at an off-axis distance of 22 cm. Similarly, a minimum value of 0.51% was observed for the 15 MV beam for a field size of 10 cm × 10 cm at an off-axis distance of 16 cm. If the estimation is extended up to an off-axis distance of 30 cm, then the maximum value increases up to around 6%.
In Figures 5 and 7 , there was a sudden fall off from the off-axis distance of 20-22 cm mostly predominant in small field sizes such as 2 cm × 2 cm and 4 cm × 4 cm. This was because of the leakage passing beyond the limits of the primary collimator into the secondary collimator region. The primary collimators open to a field size of 40 cm × 40 cm, i.e., 20 cm from the central axis to the field edge. Even though a field was defined by the secondary collimators, there will be an additional leakage component which passes through the secondary collimator from the primary collimator till 40 cm × 40 cm. This additional leakage contribution from the primary will be predominant and much appreciable for small field sizes (2 cm × 2 cm, 4 cm × 4 cm); this was manifested as a sudden dose fall soon after the primary collimator's maximum field size (off-axis distance of 20 cm). However, once we move to higher field sizes, the scatter contribution from the wide-open field will be more predominant even outside the 40 cm × 40 cm. This additional scatter component compensates for the lack of dose and in effect nullifies the dose fall at this region.
dIscussIon
Through this study, the accuracy of the out-of-field dose calculated by the Eclipse™ TPS for a TrueBeam ® machine was estimated. As per the results in comparison with MC simulations, the planning system underestimated the dose by around 45% [Table 1a -e] on an average for the off-axis-distance range considered in this study. As the off-axis distance increased, the underestimation of the dose value also increased [ Figures 6, 8 and 10]. According to Howell et al., [19] the Eclipse™ algorithm, AAA, calculates the out-of-field dose by applying a scaling function. As a result, the intensity of the out-of-field dose is decreased as a function of distance from the field edge. This tendency is possibly related to how the planning system models the out-of-field dose. The same trend is reported in the study performed by Stovall et al. [20] The AAA models all photons emitting from an outside target called extra-focal radiation utilizing a finite size virtual source. This virtual source is otherwise referred to as the "second source." The intensity distribution manifested by the second source is a Gaussian distribution. The Eclipse™ algorithm reference guide [21] clearly defines the second-source energy fluence and the parameters used to derive it at an arbitrary plane. The second-source fluence is computed by accumulating the individual contributions from each component of the second source for every pixel in the destination fluence array. For calculating the actual contribution, a scaling process takes place by the following factors: (1) Gaussian weight of the source element, (2) inverse square of the distance between the elements at the destination and source planes, and (3) angle (cosine) of the ray. [19] In this approach, TPS severely underestimates the collimator scatter and scatter from other components of the beam line. It also underestimates the patient scatter component and the leakage radiation from the accelerator head. This is the core reason behind the poor accuracy of TPS-calculated out-of-field dose. [22, 23] The inaccuracy and underestimation increased as the distance from the field edge increased. This behavior matches the current study results.
This very severe inaccuracy is not due to poor beam modeling in the TPS but rather more fundamental origin. Even though the head leakage and the collimator scatter were better modeled in the planning system, the scatter component from the patient, which is the most predominant component near the field edge, will still be poorly estimated due to the underestimation of large angle scatter. This is considered a significant weakness of commercial implementation of the convolution/superposition dose calculation methods such as AAA. [22] There are numerous studies which already demonstrated that the Eclipse™ algorithm (AAA) calculates the dose accurately inside the treatment field and within the penumbra region in water, water-equivalent materials, and heterogeneous media. [1, [24] [25] [26] [27] In general, the deviations reported in this article are for low-dose regions and at a large off-axis distance. Therefore, the impact of this study is highly significant and reserved for situations where very low doses are relevant. This work could be used for the evaluation of late radiation effects such as second cancer and also for the development of doseresponse models addressing low-dose effects in radiotherapy. In these scenarios, the error reported in this study, which is around 50%, is of great significance. In one of their articles, Kry et al. [7] reported that a 50% discrepancy in low dose was suggested as sufficient to cause a striking difference in second cancer risk.
This study and the results were specific to the Eclipse™ TPS version 13.7 and Varian TrueBeam ® linac. The exact value of the out-of-field dose depends on the planning system linac combination, and more precisely, it depends on the calculation algorithm as well as the beam data used for commissioning the planning system. Further extensive study is needed to understand the behavior of other commercially available planning systems and linac combination. Simple conventional fields were only considered in this study. To understand the complete spectra of out-of-field dose and its impact, a further extensive study by varying the beam angles and including different delivery techniques, for example, IMRT as well as VMAT, should be performed.
Further study is also needed for neutron contamination of the photon beam because the maximum photon energy used in this study was 15 MV which exceeds the photonuclear threshold energy in many of the materials. Even though photoneutron doses produced in the high-energy linear accelerators are a known fact, they are not considered in the currently available TPSs. [28] Therefore, characterization of photoneutrons around the treatment head could be considered as an extension of this study.
conclusIon
This study proves that the Eclipse™ TPS underestimates doses beyond the edges of treatment fields by an average of around 45% for a clinical treatment executed on a Varian 
TrueBeam
® machine. This value is in agreement with the study performed by Howell et al. [19] This concludes that the out-of-field dose from TPSs should only be used with a clear understanding of the inaccuracy of dose calculations beyond the edge of the treatment field. Clinical scenarios that require accurate out-of-field doses should use other more reliable dose calculation methods such as MC simulation or measurements. The details of these reliable alternate methods are explained thoroughly by studies performed by Stovall et al. [20] To estimate the accuracy of the MC simulation performed in this study, out-of-field dose measurements were conducted using the same geometry, and the overall results agreed within 3%.
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