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祖理論 (Coalescent theory) が Kingman(1982) 及び Tajima(1983) によって導入された. 合祖理
論はサンプルした複数の遺伝子の親遺伝子さらにその祖先遺伝子と遡るにつれ, 祖先の共有が生
じてくるが, この現象を合祖 (Coalesce) と呼ぶ. さらに時間を遡ることにより最終的に共通な一
つの祖先遺伝子に到達し, サンプル遺伝子の系図が完成する. さらにその系図上に生じる突然変異
により, サンプルした遺伝子間の遺伝的な違い (DNA 塩基配列の差異) が生じる. 合祖理論は集
団からサンプルした遺伝子の DNA 配列データと直結した解析が可能なモデルであり, モデルの
導入以来, 理論, データ解析の両面から広範な研究がなされてきた. しかし, 生物集団は広い生息
域を持ち, 地理的構造は生物集団の進化, 遺伝的多様性に大きな影響を与える. 生物集団の地理的
構造の効果を合祖理論に取り入れることは自然な拡張である. 地理的な構造を考慮に入れた合祖
モデルは Takahata(1988), Notohara(1990), Herbots(1994,1997) によって導入され Structured
Coalescent Model(SCM)と呼ばれている.これは Kimura(1953)によって導入された飛び石モデ
















































































































































地域 サンプルサイズ 多型サイト数 平均塩基相違数
ヨーロッパ 355 16 2.48
北アフリカ 131 13 2.39
南アジア 133 14 2.56
南アフリカ 243 10 1.65
これらは Y −染色体に遺伝子組み換えがなく,雄から 1つ受け継ぐという,非常に観察しやすい
ことに基づいて行われたものである.この結果はMichael Hammer等により,世界各地から集計し
た 2000人以上の男性に対して Y −染色体の検査を行い,その中から 4つの地域に限定してデータ





















による飛び石モデル (Stepping stone model)である.その後,このモデルに関する多くの研究があ
るが, 現在の視点から見るとサンプル数２個の場合の Structured coalescent モデル (SCM) と見
なすことができる. Takahata(1988) 及び Tajima(1989)の 2つの分集団モデルの先行研究がある













































ライトフィッシャーモデルから紹介する. νi を i番目の親が産む子供の数を表す確率変数とした
とき, N 個の親個体が次世代に子供をそれぞれ k1, k2, · · · , kN 個産む確率が多項分布
P [ν1 = k1, ν2 = k2, · · · , νN = kN ] =
N !










となるモデルをライトフィッシャーモデルと言う.また, 1N はN 個の親集団から 1つの子供に対す
る, 1 つの親を見つけるときの確率である. これは, 可換モデルの一つで, 可換モデルとは次の条件
を満たすものを言う：(i1, i2, · · · , iN )を (1, 2, · · · , N)の任意の置換とするとき,






える.今,祖先過程 {AnN (t); t ≥ 0}を 0世代でのサンプルが nである条件のもとで t世代遡ったと
きの異なる祖先の数と定義すれば,時刻 tで k 個の祖先遺伝子が 1世代前に j 個の親を持つ確率は,
P (An
N (t+ 1) = j|AnN (t) = k)
である.この確率を gk,jとすれば, これら確率は次のように書ける:
gk,k =
N(N − 1) · · · (N − k + 1)
Nk




















j ≤ k − 2の時は
gk,j =







jは k 個の子供が j 個のどの親に由来するか振り分けるときの組み合わせの数である（第
２種スターリング数という）.これら確率 (1), (2), (3)を用いて遷移確率行列 G = (gk,j)を構成する.





































P (Tk > t) = lim
N→∞
(



































但し, Q̂ = (Q̂k,j)でQ̂k,k = −k(k − 1), Q̂k,k−1 = k(k − 1), j ̸= k, k − 1のとき, Q̂k,j = 0.
今,N
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P (Tk > t) = lim
N→∞
(









































































most recent common ancester
　　　




次は 2-アレルタイプでのモランモデルとライトフィッシャーモデルを考える.今, a,Aの 2つの
アレルタイプが存在するとしよう.ライトフィッシャーモデルでは,アレルタイプ Aの r 世代前の
遺伝子の数をXrとおくことにより, pi,jを 1世代で Aタイプの遺伝子の数が i個から j 個へ遷移す
る確率とすると,








, 0 ≤ i, j ≤ N
平均を計算すれば,二項分布の性質より,





がわかる. これは, アレルタイプ A の遺伝子の平均個数が世代によって変わらないことを表す.次





































































の値を求めることで,このモデルの性質をより詳しく見てみよう. これは r 世代前において集団か














































次にモランモデルの場合を考える.同じくして Xrをアレルタイプ Aの r 世代前の遺伝子の数と
すると, 1世代での遺伝子頻度における遷移確率は,














E[Xr+1|Xr] = (Xr+1)P (Xr+1 = Xr+1|Xr)+(Xr−1)P (Xr+1 = Xr−1|Xr)+XrP (Xr+1 = Xr|Xr)
= (Xr + 1)
Xr(N −Xr)
N2










































































































































































2.2 Kingmanの合祖理論 (Coalescent theory)
Kingman(1982a,b,c) はモランモデルやライト・フィッシャーモデルなどを含む可換モデル
に対して, 遺伝子の系図を遡り, かつ集団サイズを無限に大きくすることで合祖過程と呼ばれ
る連続時間マルコフ連鎖 (死滅過程）に収束することを示した. N 個の半数体生物からなる
集団を考え, この集団から n 個の個体 I1, I2, · · · , In をサンプルしたとする. その祖先によっ
て同値関係 RN (t) を次のように定義する. 即ち, 2 つの個体 Ik, Ij が t 世代前に祖先を共有
するとき (Ik, Ij) ∈ RN (t) と書き,この時刻で同じ同値類に属すということにする.(Ik, Ij) を
クラスという. また, 初期状態はすべてが異なる状態でこれを RN (0) = ∆ で表すことにす
るとき,{RN (t)}t=0,1,2,··· は同値関係を状態空間とするマルコフ連鎖である. 今, En を集合
{I1, I2, · · · , In} 上に定義される全ての同値関係の集合とするとき, 離散時間のマルコフ連鎖
{RN (t)}t=0,1,2,··· の遷移確率を α, β ∈ En を用いて次のように構成しよう. αがβの細分である
時α ⊆ βで表す. 例えば n = 5 のとき, α = {(I1, I2)(I3)(I4, I5)}, β = {(I1, I2)(I3, I4, I5)} と
すれば, αはβの細分である.これをマルコフ連鎖 {RN (t)} を用いて書き表せば,例えば, RN (0) =
{(I1)(I2)(I3)(I4)(I5)}, RN (1) = {(I1, I2)(I3)(I4, I5)}, RN (2) = {(I1, I2, I3)(I4, I5)}, RN (3) =
{(I1, I2, I3, I4, I5)}とすれば, RN (0) ⊆ RN (1) ⊆ RN (2) ⊆ RN (3)となり,またそれぞれクラスの
数は 5, 3, 2, 1 である.|α| は状態αにおけるクラスの数もしくは総サンプル数を表すとすれば,それ
ぞれ |RN (0)| = 5, |RN (1)| = 3, |RN (2)| = 2, |RN (3)| = 1である. t世代前の祖先の状態がα ∈ En
のとき, t+ 1世代前の祖先の状態がβ ∈ Enである推移確率 Pα,βを求めると以下の様になる.
但し, |α| = |β|+ 1でαがβの細分の時α ≺ βで表す.




vi = N を満たすとする.このとき,全ての i に対し極限値 lim
N→∞
V ar(vi) =






























世代を単位時間 t = 1とする時間スケールを取り, N → ∞の極限をとると,サンプル数 k の
ときの滞在時間の分布はモランモデルとライトフィッシャーモデルの時と同様に,
P (Tk > t) = lim
N→∞
(






= exp(−k(k − 1)
2







































































































































































) = (−1)n n∏
j=2,j ̸=i
j(j − 1)






[(i− 2)(i− 3) · · · 1][(−1)(−2) · · · (−(n− i))]
∗ 1
[(i+ 1)(i+ 2) · · · (2i− 2)][(2i)(2i+ 1) · · · (i+ n− 1)]
=
(−1)nn!(n− 1)!(2i− 1)i!
i!(−1)n−i(n− i)!(i+ n− 1)!
=
(−1)i(2i− 1)n(n− 1) · · · (n− i+ 1)





(−1)i (2i− 1)n(n− 1) · · · (n− i+ 1)




















































1 ∗ 2 ∗ · · · ∗ (i− 2) ∗ i ∗ · · · ∗ (n− 1)












































































































1 ∗ 2 · · · ∗ (i− 2)
(2− i)(3− i) · · · (−2)(−1)











i(i+ 1) · · · (n− 1)































A = (aϵ,η)を aϵ,η ≥ 0,
∑
η





すると,A は縮小作用素（||A|| ≤ 1) である. 2 つの縮小作用素 Ai,Bi(i = 1, 2, · · · , r) を用いれ
ば ||A1A2 · · ·Ar − B1B2 · · ·Br|| ≤
r∑
i=1
||Ai − Bi||.まず, r = 2の時,
||A1A2 − B1B2|| ≤ ||A1A2 − A1B2||+ ||A1B2 − B1B2||






||A1A2 · · ·Ar − B1B2 · · ·Br|| ≤ ||A1A2 · · ·Ar−1Ar − A1A2 · · ·Ar−1Br||
+||A1A2 · · ·Ar−1Br − A1A2 · · ·Br−1Br||+ · · ·































但し, PNは (α, β)成分が PN (α, β)で表される離散時刻の遷移確率行列で, cNは N に関する時間
スケールである. これより, 連続時間の生成作用素 Q に従うマルコフ連鎖 {R(t)} への収束が導か











をR̂N (t) とした時,任意の n ∈ N(N は自然数全体),時
点 t1 < t2 < · · · < tn, x1, · · · , xn ∈ Enに対し,
lim
N→∞
P (R̂N (t1) = x1, R̂N (t2) = x2, · · · , R̂N (tn) = xn) = P (R(t1) = x1, R(t2) = x2, · · · , R(tn) = xn)
となることを示す. 証明は以下のようである.今,初期状態を x0とすると,
P (R̂N (t1) = x1, R̂N (t2) = x2, · · · , R̂N (tn) = xn) = (PN (x0, x1))[
1
cN







P (R̂N (t1) = x1, R̂N (t2) = x2, · · · , R̂N (tn) = xn)
= (et1Q)x0,x1(e
(t2−t1)Q)x1,x2 · · · (e(tn−tn−1)Q)xn−1,xn






































































と書くことにする.サンプルした n本の配列の中にある分離サイト (segregating sites)の数を Sと
する.無限サイトモデルのもとでサンプル中の分離サイトの数は系図上の全長 (Ttotal)上に生じた
突然変異の数に等しいので,この確率は次のように表される：
P (S = k) =
∫ ∞
0











































θ + i− 1
)( θ
θ + i− 1
)k
突然変異数の平均及び分散はWatterson(1975)より









































E[Y ] = E[K]E[Xi]







ak :サンプル中に k 個含まれているアレルタイプの数














但し, (θ)n = θ(θ + 1) · · · (θ + n − 1) である.この式の導出方法を説明しよう. 系図上で祖先の数










jθ + j(j − 1)
2
であるから,よって, 1から nまでナンバーのついた遺伝子中に, A1, A2, · · · , Apの p種のアレルを
それぞれ k1, k2, · · · , kp個ずつ含んでいる確率は































通りある. ki = j となるラベル iの個数は aj個あることから,
p∏
i=1

















































　　　 A BA BA 　　　
図 8 n = 5, p = 2, k1 = 3, k2 = 2の場合の系図例
　　　
24
3 地理的構造を持つ合祖モデル (Structured Coalescent model)
第２章の合祖モデルは任意交配集団という条件で導かれるものであり,現実の生物集団の生息域
には様々な地理的制約があり,個体間の交配は多かれ少なかれある程度の範囲に限られる.このよう
な地理的構造を考慮に入れたモデルには歴史的にはMalecot(1967), Kimura(1953), Kimura and
Weiss(1964), Maruyama(1970) 等の多くの研究がある. これらの研究は離れた分集団間からサン
プルした２つの遺伝子が Identical by Descentである確率（同じ祖先に由来する確率）を求めたも
のである.Kimura(1953)のモデルは飛び石モデルと呼ばれているが,地理的構造を持つ Structured
Coalescent Model(SCM)は飛び石モデルを任意個数のサンプルに拡張したモデルと考えることも
























(β = α− ϵi + ϵj (i ̸= j)のとき)
σ2αi(αi − 1)
2ci
(β = α− ϵiのとき)
0 (その他)
に従う地理的構造を持つ合祖過程に収束することを示す. 但し, 後に詳しく述べるが, αiは分集































図 9 移住と繁殖のプロセス (分集団の数が 3 つの場合. 移住前の集団サイズを Nk, Nj , Nm
とした時, 移住によって集団サイズが Nk∗, Nm∗, Nj∗ に変化し, 繁殖によって元の集団サイズ
















j ̸=k qk,j ≤ 1を満たす,分集団 iから j へ移住する割合とする.
今,次のような (i)(ii)を仮定する；


















∗ < ∞ (12)





∗ , i ̸= j.

















































































































































































































非負整数全体を Z+で表す. 即ち, Z+ = {0, 1, 2, · · · }である. 現在から過去に向かって番号付け
をした世代を r ∈ Z+で表す. r = 0は現在の世代, r = 1は１世代前の世代を表す.
νi
(l,r) は分集団 l ,第 r 世代前における i番目の個体の子供の数を表す.
この {νi(l,r)}について,次の仮定をおく.
仮定





(ii) l(∈ S)は固定, (ν1(l,r), ν2(l,r), · · · , νNl (l,r))は r(∈ Z+)に関して独立同分布に従う.
(iii)l ∈ S, r ∈ Z+を固定した時, ν1(l,r), ν2(l,r), · · · , νNl∗ (l,r)は可換である.
即ち, {n1, n2, · · · , nd}を {1, 2, · · · , d}(d = Nl∗)の任意の置換とするとき,
P{ν1(l,r) = s1, ν2(l,r) = s2, · · · , νd(l,r) = sd} = P{νn1 (l,r) = s1, νn2 (l,r) = s2, · · · , νnd (l,r) = sd}
が成り立つ.ここで, s1, s2, · · · , sd ∈ Z+,かつ s1 + s2 + · · ·+ sd = Nlである.







]− (σ2 + 1)| = 0





































α = (α1, α2, · · · ). 但し, αi ∈ Z+は分集団 i に属する祖先の数. 時刻の意味合いを付けてα =
α(t), t = 0, 1, 2, · · ·とするとき, |α(0)| = n, |α| =
∑
k∈S αkは全ての分集団の祖先の総数を表す.
集合 E = {α ∈ Z+S :
∑
i∈S αi ≤ n}は全ての分集団における地理的配置を表すベクトルの全体集
合である.
α = (αi; i ∈ S), β = (βi; i ∈ S), α± β ∈ E のとき, α± β = (αi ± βi; i ∈ S)と定義する.










































































































































































m(α, α− ϵi + ϵj)


























但し,ここでは al = Nl
























, for N ≥ max(3, C
4
)






(r)(α) ≤ P (Case(1)) + P (Case(2))
まず, P (Case(1))について評価する.
31




























































(l,r) − 1)(νi(l,r) − 2)]













(l,r) − 1)νj(l,r)(νj(l,r) − 1)]







































































(r)(α) ≤ C1 + C2
N2

















i −RN (r)(α, α− ϵi)
ここで, PN




(r)(α− ϵi|α) = PN (r)
(


































































































PN ,PN (m),PN (r)を,それぞれ移住と繁殖,移住,繁殖に対する１ステップの遷移確率行列とし,
{α(N)(τ)}τ∈Z+ = {(αi
(N)(τ))i∈S}τ∈Z+は初期状態α
(N)(0) = αをもつ,遷移確率 PNに従う E 上
の離散時刻マルコフ連鎖とする.このとき, {αi(N)([2Nt])}の有限次元分布が,初期状態α(0) = αで
ある地理的構造を持つ合祖過程 {α(t)}t≥0の有限次元分布に収束することを示す. 1 ステップの後
ろ向き遷移確率を行列の形で表せば,
PN = PN (r)PN (m)
となる. Iを
Iα,β = δα,β =
{
1 (β = αのとき)
0 (その他)
とすると,
PN (m) = I+
QN (m)
2N























(r)(α, β) (β = αのとき)































∗ −mkNk∗ − a
Nk
∗ − a
































(β = α− ϵiのとき)
0 (その他)


















































∗ −miNi∗ − l
Ni











||QN (m)|| ≤ nM (25)
QN (r),RN (m),RN (r) を評価すれば,


















































































　 QN = QN (m) +QN (r)
πN = 2N
(

















任意のα, β ∈ E に対して lim
N→∞



















(β = α− ϵi + ϵj (i ̸= j)のとき)
σ2αi(αi − 1)
2ci





PN [2Nt] = etQ


















































　 av,N = I{v≤[2Nt]}
[2Nt]([2Nt]− 1) · · · ([2Nt]− v + 1)
(2N)v





1 (v ≤ [2Nt]のとき)
0 (その他)
(25),(26)によって,
||QN || ≤ ||QN (m)||+ ||QN (r)|| ≤ C∗ < ∞ (32)
但し,
















(QN + πN )v = QNv + AN












{(1 + C)K2∗} (β = αのとき)
nKqi,j






{(1 + C)K2∗} (β = α− ϵiのとき)
0 (その他)
と定義すると,






























(QN + πN )v = Qv






α, β ∈ S (35)
十分大きな全ての自然数 N に対して, (31), (32), (34)から,
|av,N | ≤















となることがわかる.よって (30), (31)と (35), (36)を用いて,有界収束定理から,









P{α(N)([2Nt1]) = x1 , · · · , α(N)([2NtN ]) = xN}
= (PN [2Nt1])α,x1(PN
[2Nt2]−[2Nt1])x1,x2 · · · (PN
[2Ntn]−[2Ntn−1])xn−1,xn




P{α(N)([2Nt1]) = x1 , · · · , α(N)([2NtN ]) = xN} = P{α(t1) = x1 , · · · , α(tN ) = xN}
が示された.よって, E が可算集合だから,このことから, {α(N)([2Nt]); t ≥ 0}の有限次元分布は合




E を RSの部分空間とみなすとき（但し,Rは実数全体.）,次のノルムで距離空間（E, d)を定義する.
||X|| = sup
i∈S
|xi| (X = (xi)i∈S ∈ RS) (37)
このノルムの下で Eは可分かつ完備である. Ethier and Kurtz(1986)の Chapter 3, Corollary
7,4を用いて {α(N)([2Nt])}の相対コンパクト性を示すために,次の２条件を確認する :
(a) 任意の η > 0と t ≥ 0に対して,
lim inf
N→∞
P{α(N)([2Nt]) ∈ Γη,t} ≥ 1− η (38)
となるようなコンパクト集合 Γη,t ⊂ E が存在する.
(b) 任意の η > 0と T ≥ 0に対して,
lim sup
N→∞
P{ω′(α(N)([2Nt]) , δ , T ) ≥ η} ≤ η (39)
となるようなδ > 0が存在する.








(i) 0 = t0 < t1 < · · · < tk−1 < T ≤ tk
(ii) min
i
(ti − ti−1) > δ
まず (a) を証明する. t を固定する. この時, Sm ⊂ S, Sm;有限集合, S1 ⊂ S2 ⊂ · · · ⊂ Sm ⊂
Sm+1 ⊂ · · · ,∪∞m=1Sm = S とし,Γm = {α ∈ E;αi = 0 if i /∈ Sm}（有限集合）とおけば
Γ1 ⊂ Γ2 ⊂ · · · ,∪∞m=1Γm = E である.この時,
lim
n→∞
P{α(t) ∈ Γn} = P{α(t) ∈ ∪∞n=1Γn} = P{α(t) ∈ E} = 1
となる.また,有限次元分布の収束により,
P{α(t) ∈ Γn} = lim
N→∞
P{α(N)([2Nt]) ∈ Γn}
これらのことから, (a)は明らかである. (b)の証明に移る. pN を




とおく.ここで, N を十分大きくとると, pN < 1 , また,そのような各 N に対して,離散時間マルコ
フ連鎖 (ZN , ξN ) = {(ZN (τ) , ξN (τ)) ; τ = 0, 1, 2, · · · }は状態空間 (Z+/{0})×E をもち,その
40
遷移確率：
P{(ZN (τ + 1) , ξN (τ + 1)) = (j, β)|(ZN (τ) , ξN (τ)) = (i, α)} =





PN (γ|α) (j = i+ 1 and β = αのとき)
PN (β|α) (j = i+ 1 and β ̸= αのとき)
0 (その他)
但し, PN (β|α)は祖先過程 {α(N)(τ)}τ∈Z+に対するαからβへの遷移確率である. (29), (32), (34), (40)か





γ ̸=α(QN + πN )α,γ
2N
≤ pN
であることから,上記の遷移確率行列の要素は全て正である.他,明らかなことだが,全ての η , T >
0に対して,
P{ω′(αN ([2N∗]) , δ , T ) ≥ η} = P{ω′(ξN ([2N∗]) , δ , T ) ≥ η} (41)
である.次に過程 (ZN , ξN )の飛躍時間 (jump time)の列を 0 = ρ0 < ρ1 < · · ·となるように構成




の幾何分布に従うものである (独立同分布). 過程 (ZN , ξN )のジャンプする確率は各世
代 pNである. 今,固定されたη > 0と T > 0を仮定する.次の集合の大小関係を証明する；∃J ∈ Z+
とδ > 0に対して,
{ω′(ξN ([2N∗]) , δ , T ) < η} ⊃ {ρJ ≥ 2NT 　かつ　τi > 2Nδ , i = 1, 2, · · · , J} (42)
証明するにあたって, まず右の集合を吟味しよう. kN = min{i : ρi ≥ 2NT} とする. 但
し 1 ≤ kN ≤ J で,分割 ti =
ρi
2N
(i = 0, 1, · · · , kN )は 0 = t0 < t1 < · · · < tkN−1 < T ≤ tkN ,か
つ, ti − ti−1 > δ　 (i = 1, · · · , kN ) を満たす分割である.この時, 過程 (ZN (τ) , ξN (τ)) は時刻
ρi−1 ≤ τ ≤ ρiの間で定数の値をとる. 即ち,
ω′(ξN ([2N∗]) , δ , T ) = 0
よって,集合の包含関係 (42)が証明された. 直ちに,





P{ρJ ≥ 2NT 　かつ　τi > 2Nδ , i = 1, 2, · · · , J} ≥ 1− η
実際,
P{ρJ ≥ 2NT 　かつ　τi > 2Nδ , i = 1, 2, · · · , J}
= P{ρJ ≥ 2NT |τi > 2Nδ , i = 1, 2, · · · , J}P{τi > 2Nδ , i = 1, 2, · · · , J}
= P{ρJ ≥ 2NT |τi > 2Nδ , i = 1, 2, · · · , J}(P{τi > 2Nδ})J
ρJ =
∑J
i=1 τi (J 回目の飛躍時刻)であるから,このことから,
P{ρJ ≥ 2NT |τi > 2Nδ , i = 1, 2, · · · , J} ≥ P{ρJ ≥ 2NT} (43)
がわかる.実際, 各 iについて P{τi = k} = pN (1− pN )k−1 , k ≥ 1だから,











P{ρJ ≥ 2NT 　かつ　τi > 2Nδ , i = 1, 2, · · · , J}










P{τi > 2Nδ , i = 1, 2, · · · , J} = (P{τi > 2Nδ})J = (1− pN )J(2Nδ−1)
これらから左辺の条件付確率を計算すれば,






























1としてよいから,−2NδJ + J ≥ 0であることを用いた.
また,
P{ρJ ≥ 2NT} = P{ZN ([2NT ])− ZN (0) < J}
であるから,以上のことから,




ここで, τiは幾何分布なので, N に関して極限をとると,
τi
2N
は平均 C∗ + 1に従う指数分布となる
（確率変数を X とする）.また, ZN ([2NT ]) − ZN (0)が二項分布 B([2NT ], pN )に従うので,極限は
平均 T (C∗ + 1)に従うポアソン分布となる (確率変数を Z とする）. (46)から,すぐに
lim inf
N→∞
P{ω′(αN ([2N∗]) , δ , T ) ≥ η} ≥ P{Z < J}(P{X > δ})J (47)
が導き出される. (47)の右辺について J → ∞ , δ → 0とすると, 1に収束する.よって (b)が証明
された. 最後に次のことについて示す.
　‘‘N に関して極限をとれば,祖先過程 {α(N)([2Nt]) : t ≥ 0}は空間 DE [0,∞)の中で生成作用
素 Qに従う,地理的構造を持つ合祖過程 {α(t) : t ≥ 0}に弱収束する.’’






D : 分集団の数, N1, N2, N3, · · · , NDをそれぞれ 1, · · · , D でラベルされた分集団のサイズとす
る. ciを各分集団の集団サイズを決定する比例定数とし, Ni = 2ciN が成立するものとする.今祖



















(β = α− ϵi + ϵj (i ̸= j)のとき)
σ2αi(αi − 1)
2ci






サンプル遺伝子が１つの共通祖先に到達するまでの時間の長さを T = inf{t; |α(t)| = 1}, αでの滞
在時間をτ(α), f(α) = E[e−λT |α(0) = α]と置く.この時,以下の式が成り立つ.∑
β
Qα,βf(β) = λf(α) (49)
但し, 全ての k に対して, f(ϵk) = 1である.
証明：
f(α) = E[e−λT |α(0) = α] = E[e−λ(T−τ(α))−λτ(α)|α]















これらの結果を用いて,サンプル数が 2 の場合に応用する. T を合祖するまでの時刻, τを状態
の遷移を起こすまでの滞在時間とすると, T = τ + T (θτw) が成り立つ. 但し, θtは時刻に関す
る遷移作用素である.今考えているのはたった 2 つのサンプルであるから, α = 2ϵiとすると
き Eα(T )を E(T iw)と書き, α = ϵi + ϵjとするとき, Eα(T )を E(T i,jb)と書くことにする. T iwを
分集団 iにおける合祖するまでの時間. wは withinの意味である. T i,jbは分集団 iと分集団 j にあ
る 2つのサンプルが合祖するまでの時間を表す. bは betweenの意味である. |α|を祖先の総数とす











Mi,j (β = α− ϵi + ϵj (i ̸= j)のとき)
σ2
ci
(β = α− ϵiのとき)
0 (その他)
(50)













(β = α− ϵi + ϵk (i ̸= k)のとき)
Mj,k
2
(β = α− ϵj + ϵk (k ̸= j)のとき)
0 (その他)
(51)
先程証明した, Tの母関数の方程式を用いて, Bahlo and Griffiths(2000)のラプラス変換の式を
導く. 但し, σ2 = 1とする. 生成作用素（50), (51)から,









Qϵi+ϵj ,ϵi+ϵkf(ϵi + ϵk) +
∑
l ̸=j,i






























































































































はなく,近親交配係数 F を用いて表されることになる.ここで F は,ある個体の持つ 2つの相同遺
伝子が共通祖先の持つ同じ遺伝子に由来する確率を指す.実際に 2つのアレルタイプ A,aが存在し,
それぞれの頻度を PA, Pa とした場合で考えればそれぞれの式は,
ハーディ・ワインベルグの場合
PAA = PA




2 + PA(1− PA)F, PAa = 2PAPa − 2PAPaF, Paa = Pa2 + Pa(1− Pa)F
である.この F の値は時には FSTであり, FSTを考える場合は集団に階層構造がある場合である.
もし F = 1 ならばこれは a,A のどちらかのアレルタイプで統一された分集団で構成されている
ことを表す. 即ち,それぞれの分集団ごとに各アレルタイプの系統が出来上がっているので,そこ
から任意に選び出された 2つのサンプルが同じ祖先遺伝子で構成されている確率は 1である.よっ








































よって,この時刻 tを合祖するまでの滞在時間 T で置き換えれば, E[e−θT ]は合祖するまで突然変




−θT0 ], f̄ = E[e−θT̄ ]
よって,
FST =






分集団が d 次元トーラス状の格子空間に配置されていて, pd個の分集団からなる.分集団のサイ
ズは全て等しく (全ての i に対し, ci = c),移住率はどの分集団から移るに際しても同じく一定
の移住率に従うものとする.今,K = {k = (k1, k2, k3, · · · , kd); ki = 0, 1, 2, · · · , p − 1} とおく.
移住率は空間的に一様で k, j ∈ K に対して k − j = i のみに依存することとする.この移住率
をmk,j = mk−j = miと書くことにする.実際にラプラス変換 f(α)を求めよう.式 (49)より,
∑
j
(mj +m−j)f(k − j) +
1
c
(1− f(k))δk,0 = λf(k)
但し, f (⃗0) は 2 つのサンプルが同じ分集団に滞在する時刻に対するラプラス変換 (確率) である.

















(M(θ) +M(−θ))H(θ) + 1
c


































































































て, 1 次元のサークル状の飛び石モデルを具体的に考察してみる. Herbots(1994)の論文に従































(e−iθ + eiθ) + a
M
2
























k(n− k)(n2 + 1− 2k(n− k))
3M2
この 2つの式からわかるように, M → ∞とすれば, 2つのサンプルの距離に関係なく,分集団の数
だけで決まる. この結果は後ほど述べるアイランドモデルの時と同じである. アイランドモデルの
場合とサークル状の飛び石モデルの場合の FST の値を比較する.まずアイランドモデルの場合を調
べるため, (52)と (53)から,ラプラス変換 fii(s) = f0(s)と fij(s) = f1(s)の値を求める. 記号を








































Mf1(s) + (n− 1)sf1(s)−Mf0(s) = 0
同じく (53)式は,











f0(s)(1 +M + s) = 1 + 2Mf1(s),よって, (1 +M + s)f0(s)−Mf1(s) = 1
この 2つの式を解いて,
f0(s) =
M + (n− 1)s
M + (nM + n− 1)s+ (n− 1)s2
f1(s) =
M
M + (nM + n− 1)s+ (n− 1)s2
それぞれ sについて微分すれば,平均,分散は,



































M → ∞とすれば, 1次元のサークル状の飛び石モデルの場合と同様の結果であることが確認でき








nM + (n− 1)s









n → ∞ → 1
1 +M + θ
この結果から,分集団の数を無限に多くすると, FST の値は少し大きくなる.











































































































































































































0 (k ̸= 0のとき)































































































M∣∣∣ (θ +M) +√(θ + 2M)θ
M
∣∣∣ > 1, ∣∣∣( (θ +M) +√(θ + 2M)θ
M




∣∣∣ (θ +M)−√(θ + 2M)θ
M

































































Sampson(2006) の結果を紹介する. この内容によれば, 各分集団サイズが定常分布に従い, 毎世代
変化する.収束に関しては有限状態マルコフ連鎖に関する次のMöhle(1998)の補題を利用する：
補題 (Möhle(1998))
固定された t,K ≥ 0と lim
N→∞
cN = 0となる正の実数列 cNを仮定する. 行列 A = (aij)のノルム































半数体生物集団 (haploid model)を考える. M 個のコロニーを考え,それぞれ集団のサイズをNk =
akN(1 ≤ k ≤ M) とする.分集団のサイズは状態空間 SN = {aiN = (ai1N, , · · · , aiMN); i ∈

























全集団からサイズ nのサンプルを取り出し,その祖先遺伝子のプロセス YN (τ)を




の集合の上で変化するマルコフ過程とする.ここで, YN (τ)の第 i成分はτ世代前に分集団 iに見い
だされる祖先遺伝子の数である. Ni(τ)をτ世代前の分集団 iの集団のサイズとすると,全てのコロ
ニーの集団のサイズはベクトル N(τ) = (N1(τ), · · · , NM (τ))によって与えられ,かつ,推移確率を
tij = P (N(τ + 1) = ajN |N(τ) = aiN)
で与えれば,定常分布γから, γT = γが成り立つ.但し, (T )i,j = ti,jである. また,後ろ向き移住











































XN (τ) = (N(τ), YN (τ))を集合 EN (= SN ×E)の上での 2変量マルコフ連鎖とする.毎世代,分集
団のサイズの変動と祖先の地理的配置を同時に考えたプロセスである. Coalescent rateは集団の
サイズに依存するため,このようにして考えられた.推移確率を
π(i,γ),(j,β) = P (XN (τ + 1) = (ajN, β)|XN (τ) = (aiN, γ))
で与える.1個体の移住あるいは 2個体のCoalesceの確率は 1Nのオーダーとなり,







































[Nt] = P− I+ etG
ここで,
P = (p(i,γ),(j,β)) = lim
m→∞
Am = (γjδγ,β)











初期分布 YN (0) → w, N → ∞(法則収束)のとき, YN ([Nt])t≥0 → Y = (T (t))t≥0, N → ∞(法
則収束)かつ, Y (0)






































ηN : EN → E, ηN (aiN, γ) = γ, f ∈ B(E)とするとき,
ℑN [Nt](f ◦ ηN )（aiN, γ) =
∑
(ajN,γ′)∈EN




f(γ′)(etQ)γ,γ′とする. Ethier and Kurtz(1986)の定理およびKaji et
al(2001)から,







[Nt])(i,γ),(j,γ′)−(etQ)γ,γ′)| → 0, N → ∞








[Nt])(i,γ),(j,γ′) − (etQ)γ,γ′)| = |
s∑
j=1
(etG)γ,γ′ − (etQ)γ,γ′ | = 0
□
以上が Sampson(2006)の結果である. Möhle and Notohara(2016)によれば,この結果をもう少し
拡張できて,
57
定理 (Möhle and Notohara(2016))
cNと dNを lim
N→∞
cN = 0, lim
N→∞




= 0 を満たす正の実数列とする. P :=
lim
m→∞
(I + dNQ)mとする時,生成行列 Qと G := lim
N→∞
PBNPを満たす行列の列 (BN )N∈Z+/{0}が
存在すれば,全ての t > 0に対し,
lim
N→∞




= P− I+ etG = PetG = etGP
また,全ての N ∈ Z+/{0}に関して,各世代の遷移確率行列が I+ dNQ+ cNBNに従う,可算有限な





確率行列Π(t) = P− I+ etG = PetG = etGP(t > 0)の連続時間のマルコフ連鎖 (Xt)t≥0の有限次元
分布に収束する.
さらに,この定理は無限次元の行列に対して以下のように拡張できる；
l∞ = {x = (xi)i∈N ∈ RN; ||x|| = sup
i∈N









バナッハ空間 l∞から l∞への線形作用素となる.このような l∞から l∞への線形作用素全体






も有限次元の場合と同様に定義できる.この時生成行列 Q = (qi,j)及び行列の
列 (BN )N∈Z+/{0}が無限次元の Lの行列である場合に対しても定理は成り立つ.
この定理により, Sampsonの定理は以下のように拡張される；
1. 分集団サイズの変動の 1世代当たりの推移確率を, lを 0 ≤ l < 1の実数として,




if i ̸= j
1− ti,j
N l
if i = j









) と書ける.ここで A =
(ti,jδγ,β),但し ti,i = −
∑
j ̸=i
ti,jとする.このとき, N → ∞においてSampsonの結果がそのま
ま成り立つ.
2. 分集団のサイズの状態空間および分集団の個数を可算無限とし (s = ∞、M = ∞)分集団の
サイズ変動の 1世代当たりの推移確率を 1.で定義されたものとする.このとき, N → ∞にお







SCM が導かれることを厳密に証明した. これは可換モデルの下で Coalescent 過程を導出した
Kingman(1982)の定理の集団構造を持つ場合への自然な拡張ということができる. 4.1節, 4.2節
で共通祖先に到達するまでの時間 (Coalescence time) の分布及び固定指数 F について, トーラス
状格子モデルの場合に具体的な解を求めた.しかし,一般の SCMにおいて,このような具体的な解
を求めることは困難である. SCM は移住と合祖によって推移する連続時間マルコフ連鎖であり,




しβ ̸= α）で状態αから状態β へ推移する.梅田 (2005)はこの性質を利用してコンピューター・シ
ミュレーションを行い,共通祖先に到達するまでの時間の分布,サンプル遺伝子の分離サイトの数の
分布を求めた (結果は Notohara and Umeda(2006)で発表).第４章の 4.3で紹介したように,分集





することは, 興味ある問題であるが, Möhle and Notohara(2016) の定理の利用により有限次元分
布の収束までは示すことができるが,弱収束の証明は未解決の問題である. SCMは長年集団遺伝学
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4. Coalescent theory（合祖理論)：Kingman(1982)及び Tajima(1983)によって独立に提唱さ
れ,マルコフ連鎖を用いた理論.集団から任意に取り出した遺伝子の祖先を遡ると,サンプル
遺伝子の祖先は次第に共有され, 最終的に 1 つの共通祖先に到達する. 共通祖先に到達する
までの時間,遺伝的多様性などを求めることができる.




は遺伝子の DNA塩基配列における多型として SNP(Single Nucleotide Polymorphism)な
どが知られている.
7. 分集団：生物集団がいくつかの小集団に分かれて繁殖を行っているとき,各小集団のことで
各分集団内では任意交配が仮定されることが多い.
8. 飛び石モデル：1953年,木村資生によって提案されたモデル.生物集団が分集団に分かれ,各
分集団内での任意交配による繁殖と,分集団間での個体の移住を考慮に入れたモデル.
9. 島モデル：Wright(1943)によって提案されたモデル.個体数が同じいくつかの分集団からな
り,全ての分集団間で同じ率での移住を仮定したモデル.
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