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1. RESULTS 
We consider here for real t # 0 
(1.1) 
and also 
444 
I ds, [a,b] s + h - (c + it) 
which is a special case of (1.1) with 12, = sps, and we will be interested in 
finding the limits of these as t + Oh. Throughout we assume 
O<h<$co, -m<a<c<b<+oo (1.3) 
for the real numbers h, a, 6, c. Also ps will be a Bore1 measure (see [l], 
951, $52) on [a, b] for each s E (0, h), and all integrals in this paper are in the 
Lebesgue sense. Since it is known ([2], theorem 106, p. 145) that Holder 
continuity assures the existence of the Hilbert transform at a given point 
(much less of course suffices almost everywhere and for L, norm limits), 
the following theorem is not surprising. The connection of our results with 
the Lamb shift computation in quantum electrodynamics is indicated 
following Theorem 3 here. Of course if ps is actually independent of s, 
the matter is trivial. 
THEOREM 1. Let Y,~ and T,~ be Bore1 measures on [a, b] for each s E (0, h) 
with pJ[a, b]) and ~~ ([a, b]) bounded over s E (0, h), let real 7 > 0, real 012 0, 
and let y and v both be BoreZ measures on [a, b] having y([a, b]) < +co and 
Y([a, b]) < $-CO. Also for all BoreZ subsets B of [a, b] and s E (0, h) let 
I ,4B) - y(B)1 < j”, I s + A - c I’J dv(A) + j-,! s + X - c Il+= dT,(A). 
(1.4) 
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Also let both y({c}) = 0 and 
s ln(1 + 1 C - X 1-l) +(A) < +co, [adI (1.5) 
and as well let both y({c - h}) = 0 and 
I ln(1 + 1 c - h - h I-‘) dy(h) < + oo (1.6) l&b 
if c - h E [a, b]. Then in (1.1) there exist jinite both limits 
!~~Qo(c + 4 = jra,,, 1 ~i~x~o,h~(c - 4 + In ( & - 1 / 1 dy(X) 
(1.7) 
where 
+ j:!! 
d%(h) ds 
[a.b] s + x - c I ’ 
9%(B) = Pm - ?4B) U-8) 
over Bore1 subsets B of [a, b] in this (1.7) second integral term. 
Of course P)~ in (1.8) is a signed measure ([I], $28, and (7) of $29, p. 124), 
and this (1.7) second integral is accordingly defined. Also xB is the charac- 
teristic function of the set B, in (1.7) and hereafter. 
Shifting to the special case (1.2) supresses the endpoint condition (1.5) and 
taking c - h < a drops (1.6), giving the following variant theorem. 
THEOREM 2. Let pLs and 78 be Bore1 measures on [a, b] for each s E (0, h) 
with &[a, b]) and Ts([a, b]) b oun e d d over s E (0, h), let c - h < a, let real 
7 > 0, real 01 >, 0, let y and v both be Bore1 measures on [a, b] having 
r([a, b]) < + 00 and v( [a, b]) < + co, and let (1.4) be satis$ed for all s E (0, h) 
and all Bore1 subsets B of [a, b]. Th en in (1.2) there exist jinite both limits 
1imQAc + 4 = 1, b, 1 fi+ - 4xco,+.& - A) + h 
t-10* .a. 
(1.9) 
+ (c - 4 ln I& - lII444 + j: ] j,.,,, s Fff! c 1 ds 
with p8 again de$ned by (1.8) and with the log term in the first (1.9) integrand 
defined as zero at X = c. 
As an example showing some content for these theorems, we may consider 
5 to be an everywhere finite Bore1 measure on the rectangle [a, b] x 
[-2, h + 21 and consider w. to be a fixed nonnegative real valued function 
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on (-00, +oo) which vanishes outside [-1, l] and satisfies the Hijlder 
continuity condition 
( w,(d) - wo(x)l < 1 x’ - x I”M (1.10) 
over all real x and x’, with 7 and M being positive real constants. Then over 
Bore1 I3 C [a, 61 
i&(B) = / Wo(Y - 4 d&t Y) (1.11) 
Bxl--2,h+21 
defines p, as a Bore1 measure on [a, b] over s E (0, h) with p,([u, b]) < 
M@[u, b] x [-2, h + 21) < +CO there, since (1.10) with x’ = 0 for 
1 x ] < 1 and w,,(x) = 0 otherwise makes ( w,(x)l < Mover x E (-co, +a). 
Also for this pS , 
Y(B) = 1 wo(y + h - 4 d&t Y) (1.12) 
BXI--2,IL+21 
yields in (1.8) 
G%(B) = 1 {Wo(Y - s) - Wo(Y + x - c>> &v,Y) (1.13) 
BX -2,h+21 
from which (1.4) follows by use of (1.10) for C defined by 
C(B) = M[(B x [-2, h + 21). (1.14) 
Thus pS, r, 5, r) satisfy the Theorem 2 hypotheses, and also those of 
Theorem 1 if y in (1.12) satisfies the endpoint conditions (1.5) and (1.6). 
However, our interest in these matters arises from the situation where pS 
is defined by 
P@) = MBbs 3 4 (1.15) 
over Bore1 B_C [a, b] with E a fixed spectral measure (see [3], 939) on 
(-GO, +a) for the Hilbert space X and with u, E X being a sufficiently 
smooth function of s E (0, h). Here Theorem 2 gives us the following theorem, 
11 ZI )/ being the norm of z, E X. 
THEOREM 3. Let X be a Hilbert space and let V, E Xfor each integer n > 0 
such that 
(1.16) 
also for X let E be a spectral measure on (---co, +a), and let c - h < a. Then 
(1.17) 
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converges in X norm for all s E [0, h], and for all s E [0, h] the resulting pS in 
(1.15) is a Bore1 measure on [a, b] with p,F([a, b]) < (En”,, h”ll V, 11)” < +a; 
moreover 
y(B) = (E(B n [c, 4)~ , q,) + z s (c - X)n+n’ d(E(X)v, , v,,) ~g~,~'<+~ Bn(-m,c) 
(1.18) 
has this doubly indexed series absolutely convergent for all Bore1 B G [a, b] and 
defines y as a Bore1 measure on [a, b] with r([a, b]) ,< (C,“=, hnll v, 11)” < CO; 
also 
v(B) = 
,,,,~+,, 1 ia + “h - ,i hn+lL’ ’ 
1<va+n (1.19) 
+ (n t n’) 
[ 
h + (c - a) lL+fl’-l 
2 1 I var B (q.)v ll> &,) 
is likewise so absolutely convergent and defines v as a Bore1 measure on [a, b] 
with Y([a, b]) < +co; also these Y,~, y, 7, = 0, and v satisfy (1.4) with 7 = 1, 
all the Theorem 2 hypotheses hold, and (1.9) holds. 
Here var,#( .) is the total variation over B of the complex valued set 
function C/ whose real and imaginary parts are signed measures (see [I], (8) of 
$29, p. 124). It would be very interesting, if possible here, to replace our 
analyticity condition (1.16), (1.17) on u, by some weaker smoothness con- 
dition,l perhaps also adding conditions on E to accomplish this. The setting 
and hypotheses of Theorem 3 arise in our analysis of the Lamb shift 
computation, our earlier paper [4] serving as a simplified model of this 
analysis; specifically the analogue of f(X), needed for the analogue of the 
psuedo-eigenvalue equation .f(A) = 0 ( see [4], end of Section 2), is taken 
from the (3.14) analogue (1.9) here with E = E,’ in (1.15) where E,,’ is the 
spectral measure of the physically genuine infinite dimensional atomic 
Hamiltonian now replacing the artificial two dimensional Hamiltonian H,’ 
in (2.1) of [4]. 
2. PROOFS 
To show Theorem 1, we have ,us = y + v’s from (1.8) and thus 
(2.1) 
for real t # 0 follows from (1.1) and the Fubini theorem. 
1 See part II following. 
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Also 
h 
!i; .c 
ds 
o s+x-(c+it) = (0.16) 
+lnI&-11 
(2.2) 
for all real h and c is then easily verified, say by contour integration, with the 
log term defined as its improper limit at h = c or h = c - h. Also, taking 
appropriate branch definitions for 
s CS + h - (C + it)]-’ ds = ln[s + x - (c + it)] + C, 
Is 
h 
o[s+X-(c+it)]-ldsI <~+Iln,,/~f~2c)‘,~” 1 
<T+ In -- 
l I 
h 1 
c--h II (2.3) 
over all real t # 0 and all real /\ and c. Thus by dominated convergence the 
two terms on the right side of (2.1) h ave the respective two terms on the 
right side of (1.7) as their finite existent t + 0* limits, using in the first 
term (1.5) and (1.6) with (2.3) and also c - X # 0 and c - X # h almost (y) 
everywhere from y({c}) = 0 = y({c - h)), and for the second term noting 
that (1.4) gives {var, vS(*)} < s, 1 s + X -c IV dv(h) + se 1 s + A - c l’+“dr,(A) 
and thus ([l], $32) for all real t 
h s IS I s + h - (c + W’ I dq4A)lI ds (2.4) 0 [a,bl 
h 
< s IS 0 [a,bl 1 s + h - c 1-l I dps(A)I 1 ds 
\?I < -1 s (I h + A - c 11) + / X - c 111) dv(X) [a.bl 
in which I d+(X)1 indicates integration over h with respect to the total variation 
of I& Thus (1.7) holds and Theorem 1 is proved. 
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To prove Theorem 2, in place of (2.1) we now find from (1.2) and 
s[s + 84 - (c + it)]-’ = 1 + [(c + ZI) - h][S + h - (c + it)]-’ 
that 
(2.5) 
for real t # 0. For this second term, using ] s 1 < h in the numerator and then 
again (2.4), dominated convergence again shows the (1.9) second term to 
be the finite existent t -+ 0 limit. For the (2.5) first term, since c - h < a 
and thus c - h C$ [a, b], we see in (2.3) that 1 c - h j(n + 1 In 1 h(c - h)-l - 11 I) 
is bounded continuous over &[a, b], this vanishing at h = c (as definition) 
together with (c - h) s,” [s + X - (c + it)]-’ ds for real t f 0. Also in (2.3) 
for such h and t 
I t I In 4 
(h + x - c)” + t2 
(A - c)” + t2 
1 In z/(h + b - c)” + t2 I + I ln(h + a - c)I + 
’ I t I I+ 1 In d(b - a)2 + F ( + I In I t / 1 I 
, 
(2.6) 
for which the right side has limit zero as t--f 0. Thus again dominated 
convergence and (2.2) show the (2.5) first term to have both its t -+ Of and 
t --+ O- limits exist finite as the respective (1.9) first terms, (1.9) follows, and 
Theorem 2 is proved. 
Finally to show Theorem 3, ( 1.16) g ives the stated convergence of (1.17), and 
p.,(B) = II E(B)us II2 3 0 in (1.15) makes ps a Bore1 measure on [a, b] since E 
is a spectral measure on (-co, +co). This property of E also ([3], $38, 
theorem 2 and [I], (8) of $29, p. 124) assures 
var,(E(.h 4 < II Ed II II EP>w II < II w II II w II (2.7) 
for all v, w E X and all Bore1 BC (-co, +a). Hence in (1.15) 
P@) = 2 s*+~’ (E(B)q , v,,), so = 1 defined , (2.8) 
O<n,n’<+m 
holding from the (1.17) norm convergence for rectangular summation of the 
right side, has I s%+~‘(E(B)Q , Q,)] < hn+n’jl Q I] I] vmJ I] and the (2.8) doubly 
indexed series is absolutely convergent for all s E [0, h] and Bore1 B C [a, b]. 
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This also shows pcLg( [u, b]) < (x1,“=, h”lJ v,, 11)” < +oo and pS( [a, S]) is bounded 
over s E [0, h]. 
Next since 0 < c - a < h, we have 0 < (1/2)[h + c - a)] < h, and thus 
(1.16) and (2.7) h s ow that the nonnegative term series (1.19) dominated 
by that for B = [a, b], converges absolutely for all Bore1 BC [a, b], 
and thus ~([a, 61) < $-co. Moreover, since each term is a Bore1 measure, 
this domination in (1.19) easily shows a-addivity preserved and v is a Bore1 
measure on [a, b]. Also in the (1.18) integrand c - h < a < X < c and thus 
0 < c - h < c - a < h, hence by (2.7) follows 
IS (c - A)n+lt’ d(E(h)v, V,‘) < (c - u)n+n’ II v, II II Vn’ II Bn(-a-,c) 
-=c hn+n’ II % II II f&i II 
and (1.16) gives the same sort of domination, and thus (1.18) converges 
absolutely and defines y as a bounded, a-additive, complex valued set function 
over all Bore1 subsets of [u, Kj. Also the n + n’ = 0 term in (1.18) added to 
the preceding term outside the series gives just (E(B)v,, , vo) = 
II E(B>vo II2 < II v. II’; thus I ~([a, 4)l < (Zz=, h” II v, II)” < +a. To see that 
y is actually nonnegative real valued, and hence a Bore1 measure on [a, b], 
define 
y,(B) = f$ (E (B n [c - $h,c - @-$#&u/gVhnh,2~) > 0 (2.9) 
WI=1 
for each integer p and Bore1 B C [a, b], and note from (1.17) with absolute 
convergence as above that 
y,(B) = c 1% (TL,.+n’ 0<n,n’+cco rn=l 
x (E(Bn[c-~h,c-@+))vn,va.)~ (2.10) 
A(m,p) = [c-glz,c--@$bz). 
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Since clearly 
for each h E [a, c), thus by dominated convergence and the above estimates 
the series sum in (1.18) is always the limit of the nonnegative real sequence 
y,(B) and hence is nonnegative real. Thus y in (1.18) is nonnegative real 
valued and hence a Bore1 measure on [a, 61. 
Finally to show r] = 1 and the above ps , y, v, and T, = 0 satisfy (1.4), first 
note from (1.8), (1.18), (2.8) that 
for all s E (0, h) and Bore1 B C [a, b]. Now n + n’ > 1 in this (2.11) second 
line, and thus we will see there for s E (0, h) and X E [a, 61 
1 s”+“’ - (c - qn+fi’ x(h) 1 
(-m.c) (2.12) 
< I s + A - c I [ (; + a + “h _ cj h”+n’ + (?z + nr)(Yo)n+fi’-l 1 
with rD = (1/2)h + (1/2)(c - CZ) and thus 0 < y. < h; of course (2.11) and 
(2.12) give (1.4) with 77 = 1 as desired from (1.19) defining V. To see (2.12), 
if h > c and j s + X - c 1 < h/2, then the left side of (2.12) is 
= s”+“’ < (s + h - ~)n+~’ < ) s + h - c j(h/2)n+d-1 
< / s + X - c 1(2/h)h”+“‘; 
if h > c and I s + h - c I > h/2, then this left side is 
< hn+fi’ < 1 s + X - c ((2/h)h”+“‘; 
if h < and 0 < s < y. < h, then by the mean value theorem this left side is 
zzz I S”+n -(c - h)n+n’ 1 < 1 s + h - c I(n + n’)(max S, c - X)n+n’-l 
< 1 s + h - c I(?2 + d)(Yo)n+n'--l 
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byc-A<c-a<rr,;ifh<candrO<s<h,thenc-A/\c-a<~r,<s 
and the left side of (2.12) is 
< P+~’ S hn+n’ < I s + A - c / 2(a + h - c)-1 hn+d 
by s + A - c > Y,, + a - c = &h + a - c) > 0. Thus (2.12) and hence 
(1.4) hold as stated, the Theorem 2 hypotheses are satisfied, (1.9) follows by 
Theorem 2, and the proof of Theorem 3 is complete. 
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