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Abstract
We provide an efﬁcient reduction for counting the number of zeros of the so-called general
diagonal equation over ﬁnite ﬁelds, which is of the form a1xk1111 · · · x
k1n1
1n1 +· · ·+arx
kr1
r1 · · · x
krnr
rnr =
0. This generalizes the corresponding results for the simple diagonal equation of the form
a1x
k1
1 +· · ·+anxknn =0 and the l-linear equation of the form a1x11 · · · x1l+· · ·+arxr1 · · · xrl=0.
Furthermore, we show that the Chevalley–Warning–Ax–Katz type estimates can be improved in
the cases of general diagonal equations by our reduction.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Let Fq be a ﬁnite ﬁeld of q elements, where q = pe, e1, and p is an odd prime,
and let F∗q be its multiplicative group. Let Z denote the set of integers and Z+ the set
of positive integers. An equation over Fq is called a simple diagonal equation if it is
 Partially supported by the National Natural Science Foundation of China (10128103).
∗ Corresponding author.
E-mail address: caowei433100@vip.sina.com (W. Cao).
1071-5797/$ - see front matter © 2005 Elsevier Inc. All rights reserved.
doi:10.1016/j.ffa.2005.07.001
682 W. Cao, Q. Sun /Finite Fields and Their Applications 12 (2006) 681–692
of the form
a1x
k1
1 + a2xk22 + · · · + anxknn = 0, (1)
where ki ∈ Z+, ai ∈ F∗q for i = 1, . . . , n. Let N denote the number of zeros of
(1) in Fq . Weil [18] and Hua and Vandiver [7] ﬁrst obtained the formula for N in
terms of character sums. Their result was excellent at that time because of its orig-
inality. In particular, by observing the rationality of the zeta function deﬁned on the
projective algebraic varieties of the zeros of (1) over Fq in the case k1 = · · · = kn,
Weil [18] raised his celebrated conjectures, which were proved by Dwork and Deligne.
However, their formula for N is far from giving the explicit value for N in gen-
eral. Therefore, much work has been done since then to ﬁnd more explicit formulae
under certain conditions (such as [12–14,19], etc.), or reductions for calculating N
(see [4,13]).
For another interesting hypersurface associated with the following l-linear equation
a1x11 · · · x1l + a2x21 · · · x2l + · · · + arxr1 · · · xrl = 0, ai ∈ F∗q, (2)
Carlitz [2], Cohen [3] and Hodges [5], etc., have investigated it and obtained the explicit
formula for the number of its zeros in Fq (see Corollary 10).
In this paper, we will extend the results for (1) and (2) to the so-called general
diagonal equation, which is of the form
a1x
k11
11 x
k12
12 · · · x
k1n1
1n1 + a2xk2121 xk2222 · · · x
k2n2
2n2 + · · · + arxkr1r1 xkr2r2 · · · x
krnr
rnr = 0, (3)
where ai ∈ F∗q , kij ∈ Z+ for 1 ir, 1jni . Furthermore, we will show that
the Chevalley–Warning–Ax–Katz type estimates can be improved in the cases of the
general diagonal equations by our reduction. Let’s brieﬂy recall some known results
on the topic of such estimates.
Suppose f (x1, . . . , xn) is a polynomial in n variables of degree d over Fq . Let N(f )
be the number of zeros of f (x1, . . . , xn) in Fq . There have been extensive studies on
the p-divisibility properties of N(f ), i.e. ordp N(f ), where ordp denotes the p-adic
additive valuation normalized such that ordp p = 1. The classical Chevalley–Warning
theorem asserts ordp N(f )1 if n > d . However, Ax [1] showed that
ordp N(f )e
⌈
n − d
d
⌉
, (4)
where e is the extension degree of Fq/Fp and the notation x denotes the least
integer x. Ax’s result was extended by Katz [9] to a system of equations. This
is a remarkable improvement for the Chevalley–Warning theorem. In 1989, Wan [16]
provided an elementary proof to the Ax–Katz theorem. The simplest proof of the
Ax–Katz theorem and its extension to character sums were given in [17]. Recently, a
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simple reduction of the Ax–Katz theorem for a system of equations to Ax’s theorem
for a single equation has been found by Hou [6].
In 1995, O. Moreno and C.J. Moreno [11] obtained a new result improving the Ax–
Katz theorem in certain special cases. Before stating their theorem, we need to introduce
some notations. Given integer s0, express s to the base p: s = a0 + a1p + · · · +
atp
t , 0aip−1, and deﬁne its p-weight to be p(s) = a0+a1+· · ·+at . The p-weight
degree of a monomial Xj = xj11 xj22 · · · xjnn is p(Xj ) = p(j1)+p(j2)+ · · ·+p(jn).
And the p-weight degree of the polynomial f (x1, . . . , xn) = ∑j∈J ajXj is p(f ) =
maxaj =0 p(Xj ). The Moreno–Moreno theorem states that
ordp N(f )
⌈
e
(
n − p(f )
p(f )
)⌉
. (5)
Note that the Ax–Katz theorem, in a sense, is best possible. That is, we can ﬁnd the
cases in which (4) becomes equality. So the Moreno–Moreno theorem improves the
Ax–Katz theorem only in special cases. In fact, by the deﬁnitions of “weight degrees”,
one easily see that their method really improves the Ax–Katz result only when the
characteristic p is smaller than the degrees of variables of the polynomial concerned.
Likewise, our improvement on the Chevalley–Warning–Ax–Katz type estimates is also
efﬁcient in special cases.
2. Reductions for simple diagonal equations
Let k = (k1, . . . , kn) and a∗ = (a1, . . . , an) be the vectors of degrees and coefﬁcients
of (1), respectively. Denote by N(k; a∗) the number of zeros of (1) in Fq . There are
two main reductions for N(k; a∗). For the sake of brevity, we shall not explain the
meanings of notations repeatedly, if they are clear from the context.
Let d = (d1, . . . , dn) where di = gcd(ki, q − 1). It is well known (see [8], pp. 105)
that:
Lemma 1 (The First Reduction for N(k; a∗)).
N(k; a∗) = N(d; a∗). (6)
Let u = (u1, . . . , un) where ui = gcd(di, d1 · · · dn/di) for 1 in. This reduction
originally appeared in [15]. But it was in [13] that Sun and Yuan proved;
N(d; a∗) = N(u; a∗). (7)
In [4], Granville, Li and Sun found a better reduction for d. That is, let w =
(w1, . . . , wn) where wi = gcd(di, lcm[dj , j = i]) for 1 in, then
Lemma 2 (The Second Reduction for N(k; a∗)).
N(d; a∗) = N(w; a∗). (8)
Moreover, wi = gcd(wi, lcm[wj , j = i]) for 1 in.
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Deﬁnition 3. w is called the w-reduced vector of d.
Motivated by (7) and (8), we get a new reduction for N(d; a∗) that not only covers
both above reductions but also plays an important role in our more general work.
Lemma 4. Suppose v = (v1, . . . , vn) with wi |vi |di for 1 in. Then
N(d; a∗) = N(v; a∗). (9)
Proof. Let t = (t1, . . . , tn) be the w-reduced vector of v. We claim t = w. It sufﬁces
to show that ti = wi , i.e. ti = gcd(vi, lcm[vj , j = i]) for any 1 in. Since vi |di and
vj |dj (j = i), then ti |di and ti |lcm[dj , j = i]. So we have ti | gcd(di, lcm[dj , j = i]),
i.e. ti |wi . On the other hand, for the same reason we can deduce wi |ti from the
assumption and Lemma 2. Thus ti = wi and hence t = w. By Lemma 2, we have
N(d; a∗) = N(w; a∗) = N(t; a∗) = N(v; a∗). Note that Lemma 2 was used twice, in
the ﬁrst and the last identities, respectively. 
3. Reductions for general diagonal equations
Let A = (a1, . . . , ar ) be the coefﬁcient vector of (3), and let K = K1 · · ·Kr
be the degree space of (3), where Ki = {ki1, . . . , kini }, i = 1, . . . , r . Thus, a vector
k = (k1, . . . , kr ) ∈ K means ki ∈ Ki . In particular, Ki will be written as Ei if
Ki = {1, . . . , 1} and K will be written as E if K = E1 · · ·Er . Denote by N(K;A)
the number of zeros of (3) in Fq . There are three main reductions for N(K;A).
Deﬁnition 5. T -Reduction for K proceeds in order as follows:
• Dq -Reduction
Dq(K) = D1 · · ·Dr := D,
where Di = {di1, . . . , dini } with dij = gcd(kij , q − 1) for 1 ir, 1jni .
• W-Reduction
W(D) = W1 · · ·Wr := W,
where the set W is obtained by the following reductions:
Step 0: Set initial values: j = 0 and D(j) = D, and repeat next step on j;
Step 1: If there exists a vector d = (d1, . . . , dr ) ∈ D(j) = ri=1D(j)i such that d
is not equal to its w-reduced vector, then replace the element di in D(j)i by wi =
gcd(di, lcm[dk, k = i]), and denote the replaced D(j) by D(j+1); else, namely, each
d ∈ D(j) equals to its w-reduced vector, then denote D(j) by W and the repetition
is over.
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By the deﬁnition of “w-reduced vector”, one easily see this reduction must stop
after ﬁnite steps, say, after m steps with 0m < ∞. We call the set chain D(0) =
D,D(1), D(2), . . . , D(m) = W the W-Reduced chain of D. Some fast algorithms for
special cases will be discussed later.
• E-Reduction
E(W) = T1 · · ·Tr := T ,
where for 1 ir ,
Ti =
{
Ei if 1 ∈ Wi,
Wi if 1 ∈ Wi.
Now, we can give our main theorem, whose proof will be left in the next section:
Theorem 6 (T -Reduction for N(K;A)).
N(K;A) = N(T ;A). (10)
An f ∈ Fq [x1, . . . , xn] is called a general diagonal polynomial if the associated
equation f = 0 is a general diagonal equation, and let T (f ) denote the new general
diagonal equation obtained by T -Reduction on the degree space of f while the co-
efﬁcient vector of f remaining unchanged. Theorem 6 shows that N(f ) = N(T (f )),
where N(f ) denotes the number of its zeros in Fq .
In general, given an equation over Fq , the smaller the degrees of its variables, the
easier to count its zeros in Fq . Therefore, T -Reduction may greatly facilitate counting
the number of zeros of the general diagonal equations over Fq . It seems that the more
elements in K, the more calculations in the process of T -Reduction. But note that the
degree of T (f ) may accordingly get smaller and smaller. Also, there are some fast
algorithms to obtain T from K that avoid the unnecessary calculations in the process
of T -Reduction.
Lemma 7. If (1, . . . , 1) ∈ W , then
N(K;A) = N(E;A).
Proof. It can be directly deduced from E-Reduction and Theorem 6. We can also prove
it by W-Reduction and Theorem 6, while the proof is slightly troublesome. 
Corollary 8. If there exists a vector k = (k1, . . . , kr ) ∈ K such that gcd(k1 · · · kr ,
q − 1) = 1, then
N(K;A) = N(E;A).
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Corollary 9. If there exists a vector d = (d1, . . . , dr ) ∈ D such that gcd(di, dj ) = 1
for 1 i = jr , then
N(K;A) = N(E;A).
Sometimes one can get the exact value for N(K;A) after T -Reduction. For the
two following corollaries, the former comes directly from Theorem 6 and the result
for l-linear equations, obtained by Carlitz [2], Cohen [3] and Hodges [5] (see [10],
pp. 321, 342), and the latter is obvious.
Corollary 10. If T = E and n1 = · · · = nr = l, then
N(K;A) = qlr−1 + (q − 1)qr−1(ql−1 − (q − 1)l−1)r .
Corollary 11. If Ti = {1} for some 1 ir , then
N(K;A) = qn1+n2+···+nr−1.
We cite an example to explain how T -Reduction works.
Example 12. Consider the following equation over F31:
x211 x
28
2 x
6
3 + x84x95x106 + x257 x108 x159 = 0. (11)
T -Reduction for its degree space is done as follows:
K = {21, 28, 6}{8, 9, 10}{25, 10, 15}
D31-Reduction−−−−−−−→D = {3, 2, 6}{2, 3, 10}{5, 10, 15}
W-Reduction−−−−−−−→D(1) = {1, 2, 6}{1, 3, 10}{1, 10, 15}
E-Reduction−−−−−−−→ T = { 1, 1, 1}{1, 1, 1}{1, 1, 1}(= E).
By Theorem 6, we have
N(x211 x
28
2 x
6
3 + x84x95x106 + x257 x108 x159 ) = N(x1x2x3 + x4x5x6 + x7x8x9).
Remark 13. Since p = 31 > 21, 28, 6, 8, 9, 10, 25, 10, 15, and e = 1, Moreno–
Moreno’s estimate for ordp N(x211 x282 x63 + x84x95x106 + x257 x108 x159 ) is no better than
Ax–Katz’s estimate. Namely, there is no essential improvement in this case.
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Remark 14. Note that x1x2x3 + x4x5x6 + x7x8x9 = 0 is a 3-linear equation over F31.
Thus by Corollary 10, we can obtain the exact value for N(x211 x282 x63 + x84x95x106 +
x257 x
10
8 x
15
9 ).
4. Proof of Theorem 6
Before proceeding to the proof of Theorem 6, we need to make some modiﬁcations
on Reductions (7) and (8) for the simple diagonal equations over Fq . Namely, we will
show that both of them are also true for any coefﬁcients in Fq , including zeros.
Lemma 15. Suppose that a1 ∈ F∗q, . . . , an ∈ F∗q , and k1, . . . , kn, k′1, . . . , k′m are posi-
tive integers with n0,m0. Then
N(a1x
k1
1 + · · · + anxknn + 0y
k′1
1 + · · · + 0yk
′
m
m )
= N(a1xd11 + · · · + anxdnn + 0y
d ′1
1 + · · · + 0yd
′
m
m )
= N(a1xv11 + · · · + anxvnn + 0y
v′1
1 + · · · + 0yv
′
m
m ),
where di = gcd(ki, q − 1) for i = 1, . . . , n and d ′j = gcd(k′j , q − 1) for j = 1, . . . , m
and (v1, . . . , vn, v′1, . . . , v′m) is the w-reduced vector of (d1, . . . , dn, d ′1, . . . , d ′m).
Proof. Since the case n = 0 is trivial and the case m = 0 is just the Lemmas 1 and
2, we assume n > 0 and m > 0 in what follows. By Lemma 1, we have
N(a1x
k1
1 + · · · + anxknn ) = N(a1xd11 + · · · + anxdnn ). (12)
Suppose that (w1, . . . , wn) is the w-reduced vector of (d1, . . . , dn). It is easy to check
that wi |vi |di for 1 in. Thus by Lemma 4, we have
N(a1x
d1
1 + · · · + anxdnn ) = N(a1xv11 + · · · + anxvnn ). (13)
Note that
N(a1x
k1
1 + · · · + anxknn + 0y
k′1
1 + · · · + 0yk
′
m
m ) = qmN(a1xk11 + · · · + anxknn ),
N(a1x
d1
1 + · · · + anxdnn + 0y
d ′1
1 + · · · + 0yd
′
m
m ) = qmN(a1xd11 + · · · + anxdnn ),
N(a1x
v1
1 + · · · + anxvnn + 0y
v′1
1 + · · · + 0yv
′
m
m ) = qmN(a1xv11 + · · · + anxvnn ).
By (12) and (13), the result follows immediately. 
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Corollary 16. For Dq -Reduction in Deﬁnition 5, we have
N(K;A) = N(D;A). (14)
Proof. Take any k ∈ K , without loss of generality, let k = (k11, . . . , kr1). Then
N(a1x
k11
11 x
k12
12 · · · x
k1n1
1n1 + · · · + arxkr1r1 xkr2r2 · · · x
krnr
rnr )
=
∑
N(a1x
k11
11 
k12
12 · · · 
k1n1
1n1 + · · · + arxkr1r1 kr2r2 · · · 
krnr
rnr )
=
∑
N(a1x
d11
11 
k12
12 · · · 
k1n1
1n1 + · · · + arxdr1r1 kr2r2 · · · 
krnr
rnr )
= N(a1xd1111 xk1212 · · · x
k1n1
1n1 + · · · + arxdr1r1 xkr2r2 · · · x
krnr
rnr )
where the two sums are over all the tuples
(12, . . . , 1n1) ∈ Fn1−1q , . . . , (r2, . . . , rnr ) ∈ Fnr−1q .
The ﬁrst and the last identities are trivial. The second identity holds due to the appli-
cations of Lemma 15 on each summand.
Since k is arbitrary, we have shown N(K;A) = N(D;A). 
Corollary 17. For W-Reduction in Deﬁnition 5, we have
N(D(j);A) = N(D(j+1);A), j = 0, . . . , m − 1, (15)
where D(0), D(1), . . . , D(m) are the W-Reduced chain of D. So
N(D;A) = N(W ;A). (16)
Proof. Suppose j = 0 and D(1) is obtained from D(0) by replacing d ∈ D(0) with
its w-reduced vector. Without loss of generality, assume d = (d11, . . . , dr1) and its
w-reduced vector is w = (w11, . . . , wr1). Then
N(a1x
d11
11 x
d12
12 · · · x
d1n1
1n1 + · · · + arxdr1r1 xdr2r2 · · · x
drnr
rnr )
=
∑
N(a1x
d11
11 
d12
12 · · · 
d1n1
1n1 + · · · + arxdr1r1 dr2r2 · · · 
drnr
rnr )
=
∑
N(a1x
w11
11 
d12
12 · · · 
d1n1
1n1 + · · · + arxwr1r1 dr2r2 · · · 
drnr
rnr )
= N(a1xw1111 xd1212 · · · x
d1n1
1n1 + · · · + arxwr1r1 xdr2r2 · · · x
drnr
rnr )
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where the two sums are over all the tuples
(12, . . . , 1n1) ∈ Fn1−1q , . . . , (r2, . . . , rnr ) ∈ Fnr−1q .
The ﬁrst and the last identities are trivial. The second identity holds due to the appli-
cations of Lemma 15 on each summand. 
Similarly, we can show (15) holds for j = 1, . . . , m − 1 and so (16) holds.
Lemma 18. For any positive integers d2, . . . , dn and a ∈ Fq , we have
N(x1x
d2
2 · · · xdnn + a) = N(x1x2 · · · xn + a).
Proof. It is easy to see that
N(x1x
d2
2 · · · xdnn + a) = N(x1x2 · · · xn + a) =
{
qn − (q − 1)n if a = 0,
(q − 1)n−1 if a = 0.
Corollary 19. For E-Reduction in Deﬁnition 5, we have
N(W ;A) = N(T ;A). (17)
Proof. Without loss of generality, assume w11 = 1. Then we have
N(a1x11x
w12
12 · · · x
w1n1
1n1 + a2xw1121 · · · x
w2n2
2n2 + · · · + arxwr1r1 · · · x
wrnr
rnr )
=
∑
N(a1x11x
w12
12 · · · x
w1n1
1n1 + a2w1121 · · · 
w2n2
2n2 + · · · + arwr1r1 · · · 
wrnr
rnr )
=
∑
N(a1x11x12 · · · x1n1 + a2w1121 · · · 
w2n2
2n2 + · · · + arwr1r1 · · · 
wrnr
rnr )
= N(a1x11x12 · · · x1n1 + a2xw1121 · · · x
w2n2
2n2 + · · · + arxwr1r1 · · · x
wrnr
rnr ),
where the two sums are over all the tuples
(21, . . . , 2n2) ∈ Fn2q , . . . , (r1, . . . , rnr ) ∈ Fnrq .
The ﬁrst and the last identities are trivial. The second identity holds due to the appli-
cation of Lemma 18 on each summand. Since there are r monomials in (3), it will
take at most r similar steps to show N(W ;A) = N(T ;A). 
Obviously, (14), (16) and (17) lead to (10). So Theorem 6 is proved.
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5. p-adic estimates for N(K;A)
In this section, we compare several p-adic estimates for N(K;A). Since all the no-
tations appearing have been deﬁned in the previous sections, they will not be explained
any longer.
We ﬁrst show that the Ax–Katz theorem can be improved in the cases of general
diagonal equations after T -Reduction.
Theorem 20. Suppose f is the general diagonal polynomial associated with (3) and
n = n1 + · · · + nr . Then
ordp N(f )e
⌈
n − deg T (f )
deg T (f )
⌉
e
⌈
n − deg f
deg f
⌉
. (18)
Proof. By (4), we have
ordp N(f )e
⌈
n − deg f
deg f
⌉
and ordp N(T (f ))e
⌈
n − deg T (f )
deg T (f )
⌉
. (19)
With the notations in Deﬁnition 5, assume Ki = {ki1, . . . , kini } and Ti = {ti1, . . . , tini }
for i = 1, . . . , r . Then deg f and deg T (f ) can be expressed in terms of kij and tij
as follows:
deg f = max
⎧⎨
⎩
ni∑
j=1
kij
∣∣∣∣∣∣ i = 1, . . . , r
⎫⎬
⎭ ,
deg T (f ) = max
⎧⎨
⎩
ni∑
j=1
tij
∣∣∣∣∣∣ i = 1, . . . , r
⎫⎬
⎭ .
By the deﬁnition of T -Reduction, it is easy to see that tij kij for 1 ir, 1jni .
So we have deg f  deg T (f ). It implies
⌈
n − deg T (f )
deg T (f )
⌉

⌈
n − deg f
deg f
⌉
. (20)
Note N(f ) = N(T (f )) by Theorem 6 and hence ordp N(f ) = ordp N(T (f )). The
desired result follows immediately from (19) and (20). 
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Together with the Moreno–Moreno theorem, we have
Corollary 21. Under the same assumption as in Theorem 20, then
ordp N(f ) max
{⌈
e
(
n−p(f )
p(f )
)⌉
, e
⌈
n− deg T (f )
deg T (f )
⌉
,
⌈
e
(
n − p(T (f ))
p(T (f ))
)⌉}
.
(21)
Proof. By (4) and (5), we have
ordp N(f ) max
{
e
⌈
n − deg f
deg f
⌉
,
⌈
e
(
n − p(f )
p(f )
)⌉}
, (22)
and
ordp N(T (f )) max
{
e
⌈
n − deg T (f )
deg T (f )
⌉
,
⌈
e
(
n − p(T (f ))
p(T (f ))
)⌉}
. (23)
Note N(f ) = N(T (f )) by Theorem 6 and hence ordp N(f ) = ordp N(T (f )). 
Combining (22), (23) and Theorem 20 yields the desired result.
Corollary 22. Under the same assumption as in Theorem 20, if p > max{kij |1 ir, 1
jni}, then we have the following p-adic estimate for N(f ) that cannot be improved
by using the Moreno–Moreno theorem:
ordp N(f )e
⌈
n − deg T (f )
deg T (f )
⌉
. (24)
Proof. We ﬁrst claim that for any real number a, one has eaea. The case
a ∈ Z is trivial. Assume a ∈ Z and let a = m + b with m ∈ Z and 0 < b < 1.
Then ea = em + eb = em + ebem + e = e(m + 1) = ea. This proves
our claim. With the notations of the proof to Theorem 20, one got kij  tij for all
i = 1, . . . , r, j = 1, . . . , ni . If p > kij , then p(xij ) = kij and hence p(f ) = deg f .
Note p > kij  tij . In the similar way one can get p(T (f )) = deg T (f ). Applying
our claim, we have
⌈
e
(
n − p(f )
p(f )
)⌉
e
⌈
n − p(f )
p(f )
⌉
= e
⌈
n − deg f
deg f
⌉
, (25)
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and
⌈
e
(
n − p(T (f ))
p(T (f ))
)⌉
e
⌈
n − p(T (f ))
p(T (f ))
⌉
= e
⌈
n − deg T (f )
deg T (f )
⌉
.  (26)
The desired result follows from (25), (26), (21) and Theorem 20.
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