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ABSTRACT
Hand-crafting effective and efficient structures for recurrent neural networks (RNNs) is a difficult,
expensive, and time-consuming process. To address this challenge, we propose a novel neuro-
evolution algorithm based on ant colony optimization (ACO), called ant swarm neuro-evolution
(ASNE), for directly optimizing RNN topologies. The procedure selects from multiple modern
recurrent cell types such as ∆-RNN, GRU, LSTM, MGU and UGRNN cells, as well as recurrent
connections which may span multiple layers and/or steps of time. In order to introduce an inductive
bias that encourages the formation of sparser synaptic connectivity patterns, we investigate several
variations of the core algorithm. We do so primarily by formulating different functions that drive
the underlying pheromone simulation process (which mimic L1 and L2 regularization in standard
machine learning) as well as by introducing ant agents with specialized roles (inspired by how real
ant colonies operate), i.e., explorer ants that construct the initial feed forward structure and social
ants which select nodes from the feed forward connections to subsequently craft recurrent memory
structures. We also incorporate a Lamarckian strategy for weight initialization which reduces the
number of backpropagation epochs required to locally train candidate RNNs, speeding up the neuro-
evolution process. Our results demonstrate that the sparser RNNs evolved by ASNE significantly
outperform traditional one and two layer architectures consisting of modern memory cells, as well as
the well-known NEAT algorithm. Furthermore, we improve upon prior state-of-the-art results on the
time series dataset utilized in our experiments.
1 Introduction
Given their success across a wide swath of pattern recognition tasks, artificial neural networks (ANNs) have become
a popular tool to use when attempting to solve data-driven problems. However, in order to solve increasingly more
complicated problems, neural architectures are becoming vastly more complex. Increasing the complexity of an ANN
entails having to operate with more layers of neural processing elements required, most of which are usually wider
and more densely-connected, greatly complicating the model design process. The resulting increase in complexity
introduces new challenges and complications when fitting these ANN models to actual data. These problems are further
compounded when ANNs are meant to process temporal data, entailing recurrent connections which can span varying
periods of time. As a result, crafting performant ANNs becomes expensive and incredibly difficult for engineers,
highlighting a grand challenge facing the domain of machine learning – the automation of ANN architecture design,
which includes selecting the form of the underlying synaptic topology as well as the values of the weights themselves.
The key to this automation might lie in developing optimization procedures that can effectively explore the vast,
combinatorial search space of possible topological structures that could be constructed from a large set of neuronal
units and the wide variety of synaptic connectivity patterns that relate them to one another.
Recent interest in automated architecture search has resulted in many proposed ideas related to deep feed forward
and convolutional networks, including those based on nature-inspired metaheuristics [1]. However, few, if any, have
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focused on the far more difficult problem of optimizing recurrent neural networks (RNNs) aimed at processing temporal,
sequential data such as time series, i.e., automated RNN design.
This study addresses the challenge of automated RNN design by developing a novel ANN topology optimizer based on
concepts from artificial evolution and ant colony optimization (ACO). Specifically, we propose an algorithm called Ant
Swarm Neuro-Evolution (ASNE), which automatically constructs and optimizes the topology of RNNs, with a focus on
time series data prediction. In developing our optimization approach, we furthermore develop and experiment with
variations of our method in the following ways:
• In order to encourage the discovery of more sparsely-connected neural topologies, we investigate different
schemes for dynamically modifying the pheromone traces deposited by ant agents that compose the swarm.
Specifically, we introduce functions for introducing regularization into the overall optimization, slowly
clearing out densely-connected synaptic areas by depriving poorly performing weights/edges of pheromone
accumulation.
• We incorporate and analyze various weight initialization schemes and find that a Lamarckian inheritance
strategy is highly effective.
• Inspired by the role-specialization that ants operate under within the context of real-world ant colonies, we
extend ASNE to utilize different specialized ant agents to modularize the underlying synaptic connectivity
construction process, which we find greatly improves solutions found by our metaheuristic.
Experimentally, we validate our proposed nature-inspired metaheuristic on an open-access real-world time series data set
collected form a coal-fired power plant. A rigorous ablation study of the ASNE algorithm is conducted by analyzing the
candidate network topologies it finds. A total over 1600 experiments with varying heuristics and hyperparameters were
performed, which entailed training 32, 000, 000 different RNNs. Our results indicate that ASNE is able to build well
performing, arbitrary RNN structures with connections that span both structure and time using both simple and complex
memory cells. More importantly, ASNE is shown to significantly outperform the well-known neuro-evolutionary
algorithm, NEAT [2], as well as the state-of-the-art evolutionary optimizer, EXAMM [3], which have held the prior
best results on this data set.
2 Related Work
With respect to neuroevolution of recurrent network topologies, a great deal of work already exists, ranging from
stochastic alteration of the topology as in drop-out [4] to something more sophisticated like that in the original NEAT [2]
and its more modern incarnate HyperNEAT [5]. Other proposed approaches include EPNet [6], EANT [7], GeNet[8],
CoDeepNEAT [9], and EXACT [10]. EXACT was recently extended to evolve RNNs that used LSTM memory cells
(named EXALT) and shown to perform quite well on time-series prediction problems [11]. Later, the algorithm, named
EXAMM, was generalized to evolve networks consisting of a library of recurrent memory cells [3]. These previously
proposed ideas center around the use of a genetic algorithm [12], where optimization is inspired by approaches that draw
from the evolution of organisms, of either Darwinian and/or Lamarckian nature. More recently, work by Camero et
alhave shown that a Mean Absolute Error (MAE) random sampling strategy can provide good estimates the performance
of RNNs [13] and have successfully used it instead of actually evaluating or training RNNs to speed up neuro-evolution
of LSTM RNNs [14].
Nonetheless, very few studies in the body of work described above consider ant colony optimization (ACO) [15] as the
central optimizer for network topology, and even fewer in general focus on exploring how to evolve complex temporal
models like the RNN, with a few exceptions, such as EXALT and EXAMM. Of the few that have investigated ACO,
most existing work has used it to strictly optimize feed forward networks and, even in that case, have dominantly
focused on either initializing the weights of the connections [16], or on reducing the dimension of the input vector
solution space [17]. One notable effort that has used ACO for RNN optimization in some form is [18], which used
ACO to optimize smaller neural network structures based on Elman recurrent networks [19].
This paper contributes to the domain of nature-inspired neural network topology optimization by proposing a novel
metaheuristic for evolving the full structure of an RNN as opposed to prior studies that have applied the technique as
only a partial component of the optimization process [20] or in smaller Elman RNN topologies with limited recurrent
connectivity [18]. Furthermore, our algorithm is capable of utilizing the same full suite of recurrent memory cells as the
state-of-the-art evolutionary algorithm EXAMM (LSTM, GRU, MGU, UGRNN, and ∆-RNN cells). To the best of our
knowledge, we are the first to propose an ACO-based approach to automate RNN design, offering a powerful procedure
that combines concepts of both neuro-evolution and ant colony metaheuristic optimization.
2
Preprint, Work in Progress
3 Ant Swarm Neuro-Evolution (ASNE)
ASNE handles the optimization of ANN structures by constructing a simple multi-agent system, where each agent treats
the ANN as graph structure, considering neuronal processing elements (PEs) as the nodes and the synaptic weights that
connect PEs as the edges. In order to design the operations that these agents perform as well as the manner in which
they traverse the ANN graph, we may appeal to the metaphor of ants and the collective they holistically form, i.e., the
ant colony. As a result, the agents will function based on simplifications of myrmecological principles, such as the
mechanics of ant-to-ant social interaction.
At a high level, in ASNE, the individual ant agents operate on a single massively connected “superstructure”, which
contains all possible ways that PEs may connect with each other both in terms of structure, i.e., all possible feedforward
pathways that start from the input/sensory PEs and end at the output/actuator PEs, and time, i.e., all possible recurrent
connections that span many multiple time delays. In our implementation, ants choose to move over connections between
nodes (or neurons), probabilistically and as a function of a simulated chemical known as the “pheromone”. In nature,
the pheromone is one primary driver of how ants communicate with each other, the traces of which allow the collective
to “know” of potential food sources ensuring the survival of the colony in the long term. When an ant finds food, the
ant will start marking the path it takes to return back to the colony, the pheromone trace of which other ants will then
subsequently follow. In the ANN superstructure, these traces, which are simulated by an additional, dynamic scalar
weight (or importance value) assigned to a given synapse, will bias any given ant agent to favor selecting some possible
(more rewarding) synaptic pathways over others.
The few existing efforts on using forms of ACO for RNN optimization [20, 11] restrict the ACO process to operate
within individual LSTM memory cells. In contrast, ASNE allows individual ants traverse a single massively connected
“superstructure”, which contains all possible ways that the nodes of an RNN may connect with each other both in terms
of structure (i.e., all possible feed forward connections), and in time (i.e., all possible recurrent connections spanning
many multiple time delays)1. The high-level pseudocode for our ASNE topology optimizer is depicted in Algorithm 1.
ASNE was developed as an asynchronous parallel system for use on high performance computing resources, which
has a master process that maintains the colony information and worker processes to (locally) train the RNNs. This
parallel implementation is asynchronous, the master process generates new RNNs as needed for worker processes
(which operate on separate, dedicated CPU or GPU resources) and updates colony information and pheromones as
trained RNN results are returned. This results in a naturally load balanced algorithm with high scalability.
Within the master process itself, ASNE operates by having a fixed number of ant agents traverse the neural superstructure.
Ants choose to move over connections between nodes (neurons) randomly, but they are probabilistically biased towards
connections with higher simulated “pheromone” values. Pheromone deposit values are periodically evaporated to
prevent the search process from becoming stuck in local minima. Interestingly enough, the modification of the
evaporation function could be considered to a way in which one could encode certain priors into the ANN itself.
From the overall superstructure, which the ant agents exclusively operate on, RNN subnetworks are extracted (as
dictated by the current pheromone trace network available at the current simulation time step, which yields a map of
nodes and connecting synapses, both recurrent and feedforward, visited by the ant agents) and then further fine-tuned
locally with only a few epochs of back-propagation (backprop) through time. After a particular worker is done locally
training a RNN subnetwork, the candidate’s weight values and cost (fitness) function (measure on a validation subset of
data) are communicated back to the swarm and superstructure (housed in the master process), adjusting the pheromone
trace network and affecting future ant agent traversal behavior.
One crucial element in our ASNE procedure is the introduction of different ant agent types, which is inspired by
how real ants specialize to act according to specific roles to serve the needs of the colony [21]. Specifically, we
consider designing ant agents that serve specific roles in constructing parts of candidate RNN subnetworks – some
ants exclusively traverse feedforward synaptic pathways while others only explore recurrent synaptic pathways. The
high-level pseudocode for our ASNE topology optimizer is depicted in Algorithm 12.
Within the framework of ASNE, we investigate variations of its various underlying mechanisms. These include the use
of Lamarckian weight initialization, allowing ant agents to also select from multiple memory cell types as opposed to
operating exclusively with simple neurons, introducing specialized ants that have different graph traversal strategies, and
constraining ant movement and manipulating the pheromone evaporation function in order to encourage the discovery
of sparse RNN topologies.
1Note that this superstructure is more connected than a standard fully connected neural network – each layer is also fully
connected to each other layer as well, allowing for forward and backward layer skipping connections, with additional recurrent
connections between node pairs for each time skip allowed.
2The full code is posted at: https://github.com/travisdesell/exact/tree/adding_ant_colony.
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Algorithm 1 Ant Colony Algorithm
procedure MASTER
. construct fully connected structure with edges holding initial pheromone and weights values.
colony = new Colony
for i← 1 . . .max_iteration do
nnnew ← ants_swarm(colony)
send_to_worker(nnnew, worker.id)
nnnew, fit← receive_fit_from_worker()
if nn_fitness < worst_population_member then
population.pop(worst_population_member)
population.add(new_nn)
reward_paths_in_colony(new_nn)
if use_Lamarckian_weight_inheritance then
if use_phi_function then
. update colony’s weights from nnnew using phi equation
else if constant_phi then
. update colony’s weights with constant fraction of nnnew weights
if bias_forward_paths then
. Sum (Fwd Edge/Recurrent Pheromone) = Sum(Bkwd Recurrent Edges Pheromone)
periodic_pheromone_evaporation()
procedure WORKER
recieve_from_master(nn)
fitness← train_test_nn(nn)
send_fitness_to_master(nn, fitness)
procedure Ants_Swarm
if one_layer_jump then
. ants only move one layer at a step
else if !one_layer_jump then
. ants can jump over layers
if one_ant_species then
for ant← 1 . . . no_ants do
. ant chooses the nodes, edges, and recurrent edges
else if two_ants_species then
for ant← 1 . . . no_ants/2 do
. ant choose the nodes, edges from colony
if social_forward & !social_backward then
for ant← 1 . . . no_ants/2 do
. ants choose rec_edges only from fwd rec_edges
else if social_backward & !social_forward then
for ant← 1 . . . no_ants/2 do
. ants choose rec_edges only from bwd rec_edges
else if social_forward & social_backward then
for ant← 1 . . . no_ants/4 do
. ants choose rec_edges only from fwd rec_edges
for ant← 1 . . . no_ants/4 do
. ants choose rec_edges only from bwd rec_edges
return new_nn
procedure Reward_Paths(nn)
for each edge ∈ nn.edges do
if use_constant_reward then
colony.edge[edge.id].pheromone += constant
else if use_fitness then
colony.edge[edge.id].pheromone = Eqn 3
else if use_L1_regularization then
colony.edge[edge.id].pheromone = Eqn 4
else if use_L2_regularization then
colony.edge[edge.id].pheromone = Eqn 5
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3.1 Lamarckian Weight Initialization
Edges and recurrent edges’ weights can be randomly initialized each time a new RNN is generated by the ants. However,
initializing parameters this way requires local tuning (via backprop) for many epochs for the RNN to reach suitable
generalization error, as they do not make use of any information gained by prior trained RNN candidates. Further, it
has been shown that reusing of parental weights (i.e., epigenetic or Lamarckian weight initialization) can significantly
speed up the neuro-evolution process and result in better performing, smaller ANNs in general [22].
To apply Lamarckian weight initialization to ASNE, each edge in the ant swarm’s connectivity super-structure also
tracks a weight value in addition to its pheromone value. These weights are randomly initialized uniformly U(−0.5, 0.5).
Each time a generated RNN performs well, the weights of its best performance, as measured on a validation data subset,
are used to update the weight values in the swarm’s super-structure internal bookkeeping.
Formally, we define Φ is a function of the population’s best and worse evaluated RNN fitness, Wcolonyi as the colony’s
edge weight„ WRNNi as the corresponding neural network’s edge weight, fitpop_best as the population’s best fitness,
and fitpop_worst as the population’s worst fitness. Weight initialization then proceeds as follows:
x =
fitnew − fitpop_best
fitpop_worst − fitpop_best (1a)
Φ(fitnew) = min
(
max
(
(1− x), 0
)
, 1
)
(1b)
Wcolonyi = ΦWRNNi + (1− Φ)Wcolonyi . (1c)
With respect to the function Φ, we investigated two variations. The first variant, as shown in Equation 1, used the
fitness of the RNN used to update the weights to determine how much these new (locally found) weight values effect
those of the colony. The second variant of Φ was set to a predetermined constant instead of being calculated or adjusted
by fitness. This process essentially allows for a running average (either with a fixed update or dynamic update based on
fitness) of the best weights found for each connection in the superstructure. When a new RNN is generated, it uses the
current weight values in whatever edges that were extracted from the superstructure on the master process. This allows
for a Lamarckian evolution for edges weights, as prior RNNs with the best fitness scores are allowed to pass on their
weights to future generations.
3.2 Memory Cell Selection
For any particular node in the super-structure, ASNE also has the ability to utilize the pheromones present to select
which memory cell type a particular node will be in the generated network. A node could chosen to be either an
LSTM [23], a GRU [24], an MGU [25], a UGRNN [26], or a ∆-RNN cell [27]. We refer the reader to these works
for the formulations of these memory cells. Pheromones are deposited and updated for each of these memory cell
possibilities as described below.
3.3 Altering Graph Traversal with Ant Species
As mentioned above, we explored various strategies for guiding ant traversal over the connectivity superstructure.
Inspired by role specialization in real colonies, we implemented ant agents that explored the connectivity graph in
specific ways. First, we started with a generic ant agent, called the standard ant, which was allowed to traverse through
the massively connected colony superstructure in an unbiased manner. This, in essence, recovers the standard simple
ant agent in classic ACO, which has complete freedom to explore any piece of a given graph structure. However, it
became quickly apparent that this type of ant would get “stuck” in the network, generating a significantly high number
of recurrent connections before finally reaching an output node. This meant that the RNN candidates extracted for local
fine-tuning were rather dense, and in turn, compute-heavy (featuring many extraneous parameters as is characteristic of
over-parameterized models).
Why do standard/simple ants get stuck or meander too long in the superstructure? In the superstructure, nodes (especially
at the final hidden layer) have the option of selecting potential backward recurrent paths, which significantly outnumber
the number of potential forward moving paths (see Figure 1). Assuming that each connection has an equal number of
pheromones (which is a standard setting for pheromone initialization), agents will circle around the colony using these
backward paths, yielding RNN candidates with very dense recurrent structure.
To prevent this problem, our first tactic was to alter the pheromone deposit function by adding extra pheromones
to forward paths upon initialization as well as after every pheromone update. The biasing method yielded better
proportions of forward and backward paths. Algorithm 2 illustrates this process.
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Figure 1: Potential paths an ant can take from a given node (in orange) with the massively-connected superstructure.
The number of recurrent paths (red) far outnumber the forward paths (green). This problem is exacerbated as the possible
recurrent time scale increases, which results in multiple backward recurrent connections for each red connection, each
going back a different number of time steps in the past.
Algorithm 2 Forward Connections Bias Algorithm
for each node ∈ Nodes do
if fwd_pheromonetotal < 0.75 · bwd_pheromonetotal or bwd_edges > fwd_edges then
for each fwd_edge ∈ Fwd_Edges do
τfwd_edge ← (τfwd_edge/τ totalfwd_edges) · τ totalbwd_edges
Even with this forward path bias added to the pheromone deposit function, when using standard ants, we found that
ASNE still tended to favor the generation of fairly dense networks. Altering the number of ant agents used to explore
the structure as a means to control density of RNN candidates proved to help somewhat but was rather unwieldy and
entailed far too much external human intervention. Instead, we developed an ant agent role specialization scheme that
we found worked far better as an automatic control mechanism to control the network size and synaptic density.
The first agent role, the explorer ant, means that the agent is only allowed to choose from forward connections in the
connectivity superstructure. The connections selected by this specialized agent would utilized to generate the base
neural structure upon which recurrent connections could then be added to. After the explorer ants selected the possible
nodes and forward connections, two additional specializations of what we call social ants would then be used, i) forward
recurrent ants and, ii) backward recurrent ants. Social ants are first restricted to only visiting nodes that have already
been selected by the explorer ants. In the case of the forward recurrent ants, when a path is chosen, the agent would
specifically create a recurrent connection that moved forward in the network along the same path, along with a selected
time skip (determined by pheromones). Backward recurrent ants, on the other hand, move backwards through the
network and, for each path they take, a backward recurrent connection is added, along with a selected time skip (also
determined by pheromones). Figure 2 provides an example of possible pathways that these specialized agents can take
in a colony superstructure.
In addition to the development of specialized ant agents as described above, we explored two modes for general ant
movement; i) ants were allowed to pick edges that could jump over layers in the colony (i.e., the superstructure is
massively connected, with a plethora of skip connections), or ii) ants were only allowed to select edges between
consecutive layers (i.e., the superstructure is fully connected, with no skip connections). This was tested to see the
impact that layer skipping would have on the sparsity and performance of generated RNNs. Jumping and non-jumping
modes were tested for both the standard ants (with and without forward-path bias) and the specialized ant agent roles.
Ants Traces
Explorer Ants
Social Forward Ants
Social Backward Ants
Figure 2: In multi-role traversal, explorer ants (red) first select the forward paths in the network, creating a basic
structure for the RNN. The social ant agents then select from the nodes chosen by the explorer ants. Within the social
ant agent role, there is a sub-specialization consisting of forward recurrent ants (blue) that create additional forward
recurrent connections between these nodes and backward recurrent ants (green) that move backwards from the output
toward the input, creating backward recurrent connections between the same nodes.
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3.4 Updating Pheromone Values
In this section, we describe the various schemes we experimented with in designing the ASNE optimization procedure.
We define τ as the pheromone value, α as the pheromone decay parameter,W as the weights of the evaluated (candidate)
RNN, and η as the candidate model’s fitness. Specifically, we describe four different functional schemes used to model
pheromone deposits.
The first strategy we implemented for ASNE is also standard for classical ACO setups. This deposit scheme rewards
well performing RNNs with a fixed (constant) pheromone deposit while penalized ill-performing RNN models by
evaporating the pheromone trace by a constant evaporation value, C. Specifically, this approach is defined as:
τnew = τold ± C (2)
The second strategy we implemented was one that used the fitness (value) as a parameter to guide pheromone deposit.
This has been shown to improve ACO performance in prior studies [17]. This scheme is defined as follows:
τnew = (1− α) · τold + α1
η
(3)
The third strategy was to use the values of the neural synaptic weights themselves to control/guide the deposit of
pheromones. Specifically, we inserted a penalty on the weights, specifically an L1 penalty (assuming a Laplacian prior
of the synaptic weight values), in order to encourage regularization that favored sparser connectivity structure. This
form of weight decay is sometimes applied to ANNs when controlling for over-parameterization and sparse weight
matrices (with many near hard-zero values) are highly desirable. L1 regularization was applied to the pheromone
deposition calculation in the following manner:
τnew = (1− α) · τold + α
{ 1
η + γn‖W‖
}
(4)
The fourth and final strategy we employed was to insert an L2 penalty to regularize the RNN candidate weights. This
assumes a Gaussian prior over the synaptic weight values and is sometimes referred to in ANN literature as “weight
decay”. We incorporate L2 regularization into pheromone deposition according to the following formula:
τnew = (1− α) · τold + α
{ 1
η + γ2n‖W‖2
}
(5)
We developed these L1 and L2 functional variations of pheromone deposit schemes in the hopes that they would
ultimately encourage/reward the uncovery of sparse, compact RNN predictive models.
3.5 Pheromone Evaporation
Pheromone trace values (deposited on the superstructures synaptic edge pathways) evaporate or “decay” after each
generation of an RNN in order to reduce the amount of pheromones on synaptic edges that are not being used much by
ant agent collective [17, 16, 28]. Pheromone values are updated (or decayed) according to the following equation:
τupdated = (1− β) · τcurrent + β · τoriginal (6)
where τupdated is the pheromone value after the update, τcurrent is the current pheromone value, τoriginal is the original
baseline pheromone value, and β is the pheromone evaporation rate. This function evaporates the pheromone back
towards the original baseline value.
4 Results
All ASNE and EXAMM experiments generated 2000 total RNNs, training each for 10 epochs. NEAT, on the other
hand, was allowed to generate 420, 000 RNNs. If we assume that a forward pass (forward propagation) and a backward
pass (backprop calculation) are approximately the same computationally, this generously gave NEAT approximately
10 times the amount of compute time (as 2000 RNNs trained for 10 epochs would equivocate to 20, 000 forward and
20, 000 backward passes). The RNNs with non-evolvable (fixed) architectures were allowed to train for 70 epochs.
Every experiment was repeated 10 times to compute means and standard deviations in order to ensure a proper statistical
comparison.
ASNE used a colony superstructure with 12 input nodes, 3 hidden layers, each with 12 hidden nodes, and a single
output node. Recurrent synapses could span 1, 2 or 3 steps in time. The resulting connectivity superstructure consisted
7
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of 49 nodes, 924 edges, and 3626 recurrent edges. While this may seem modest compared to modern convolutional
architectures, which may consist of millions of connections, it is important to note that the RNNs generated from this
superstructure are unrolled over 7200 time steps (according to the time series length of the training and testing data
samples) when trained locally via backpropagation through time (BPTT). This means algorithms such as ASNE must
handle (fully-unrolled) networks of up to 3, 528, 000 nodes, 6, 652, 800 edges, and 26, 107, 200 recurrent edges with
errors from the final output (predictor) potentially back-propagated over up to 28, 000 synaptic connections.
The dataset utilized in this study is an open access time series dataset taken from a coal fired powerplant. The data
was introduced in previous neuro-evolution studies for time series data prediction [11, 29]. It consists of 12 possible
parameters, recorded for 10 days with each parameter recorded at each minute. These 12 parameters were used to
predict the flame intensity parameter (the response variable, in regression parlance). Results were generated by training
RNNs on 5 days worth of data taken from one of the coal burners from this data set. Fitness values (mean absolute
error) were calculated on the other 5 days, which was data that was treated as a test set.
1, 600 experiments were conducted in order to include all combinations of the ASNE options/variations (described
below). Each experiment was repeated 10 times to obtain robust results. These ASNE experiments generated, trained,
and evaluated 32 million RNNs. Experiments were scheduled on a high performance computing cluster with 64 Intel R©
Xeon R© Gold 6150 CPUs, each with 36 cores and 375 GB RAM (total 2304 cores and 24 TB of RAM). Each experiment
utilized 15 nodes. Overall, it took approximately 30 days to complete the entire battery of experiments. Given the
unstructured nature of the RNNs evolved in this work, utilizing CPUs has been found to be more efficient than GPUs as
there are no wide, fully connected layers which would benefit from parallelized matrix algebra on a GPU. Further, it
allows the use of large scale high performance computing clusters which typically have many more CPUs than GPUs
available.
4.1 Backpropagation Hyperparameters
All ANNs were trained with backprop and stochastic gradient descent (SGD) using the same hyperparameters. SGD was
run with a learning rate η = 0.001 and used Nesterov momentum (mu = 0.9) to smooth out the local gradient descent.
No dropout regularization was used since it has been shown in other work to reduce performance when training RNNs
for time series prediction [20]. To prevent exploding gradients, gradients were re-scaled (as prescribed by Pascanu et
al [30]) to a unit Gaussian ball when the norm of the gradient was above a threshold of 1.0. To improve performance
for vanishing gradients, gradient boosting (the opposite of clipping) was used when the norm of the gradient was
below a threshold of 0.05. The forget gate bias of the LSTM cells had 1.0 added to it as this has been shown to yield
significant improvements in training time by Jozefowicz et al [31]. Weights for RNN in all other cases were initialized
as described in the section describing our Lamarckian Weight Initialization 3.1 scheme for ASNE and in Ororbia et
al for EXAMM [3].
4.2 ASNE Options and Hyper-parameters
The influence/effect of individual ASNE hyper-parameters was carefully investigated in this study. A pheromone decay
rate of α = 0.05 and a pheromone evaporation rate of β = 0.1 were chosen as they were shown to be effective in
preliminary tests and is within the recommended standard range [17]. The other ASNE parameters we considered were:
i Number of ants : {20, 40, 80, 160}.
ii Regularization update parameter: {0.25, 0.65, 0.90}.
iii Initializing RNN weights with constant Φ values of ({0.3, 0.6, 0.9}), using Φ as calculated by a function of fitness,
and non-Lamarckian randomized weight initialization.
The application of the examined heuristics that appear in the figures and tables that follow are labeled as follows:
i Function Φ : Φ()
ii Constant Φ: Φvalue of Φ
iii L1 Pheromone regularization: L1value of γ (Equation 4)
iv L2 Pheromone regularization: L2value of γ (Equation 5)
v Standard Ant Species:
• Standard Ants: Std
• Standard Ants with Bias: StdBias
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vi Multi Species Ants:
• Explorer Ants: Exp
• Explorer Ants and Forward Social Ants: ExpFwd
• Explorer Ants and Backward Social Ants: ExpBwd
• Explorer Ants, Forward and Backward Social Ants: ExpFwdBwd
vii Layer Jumping: AJ
viii No Layer Jumping: OJ
4.3 Performance of Individual Heuristics
Figure 3 presents the performance of ASNE when each each heuristic is applied separately. Furthermore, it presents for
comparison the performance of the state-of-the-art EXAMM, NEAT, and traditional fixed standard RNNs. While ASNE
in this case (augmented by only one heuristic) did not outperform EXAMM except for some outliers, both EXAMM
and ASNE showed dramatically better performance than NEAT, even though NEAT was given a significant amount of
extra compute time. ASNE, EXAMM and NEAT also significantly outperformed traditional RNNs. Some of the gain
over NEAT is most likely due to the use of backpropagation by EXAMM and ASNE since NEAT uses fairly simple and
non-gradient based recombination operations to adjust weights.
4.4 Performance of Combined Heuristics
Table 1: Heuristic Ranking Statistics
Top 10 Top 25 Top 100 Top 250 Top 500
Mean Median Best Mean Median Best Mean Median Best Mean Median Best Mean Median Best
Φ() 3(0) 4(0) 3(0) 9(0) 7(0) 9(0) 26(0) 23(0) 31(8) 58(0) 54(0) 49(8) 108(1) 96(0) 100(14)
ConstΦ 7(0) 6(0) 7(0) 14(0) 14(0) 12(0) 60(0) 63(0) 54(8) 147(0) 149(0) 155(16) 294(0) 301(0) 299(43)
NoΦ 0(0) 0(0) 0(0) 2(0) 4(0) 4(0) 14(0) 14(0) 15(0) 45(0) 47(0) 46(0) 98(0) 103(0) 101(0)
L1 2(0) 4(0) 0(0) 9(0) 8(0) 3(3) 42(0) 34(0) 30(4) 96(0) 96(0) 91(4) 190(0) 186(1) 186(21)
L2 5(0) 5(0) 6(0) 13(0) 12(0) 16(1) 40(0) 45(0) 38(3) 100(0) 98(0) 95(12) 189(0) 192(0) 185(21)
StdAnts 0 0 0 1 0 0 3 0 0 20 19 0 80 77 7
StdBiasAnts 0 0 0 0 0 0 3 1 0 23 16 0 83 83 11
ExpAnts 0 0 10 0 0 25 1 0 100 10 6 250 92 85 440
ExpFrdAnts 6 7 0 14 15 0 45 49 0 98 103 0 123 128 40
ExpBkwAnts 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
ExpFrdBkwAnts 4 3 0 10 10 0 48 50 0 99 106 0 122 127 2
No Jump 0 0 5 0 0 13 0 0 52 0 0 128 2 9 282
Layer Jump 10 10 5 25 25 12 100 100 48 250 250 122 498 491 218
20 Ants 0 0 2 0 0 6 0 0 24 0 0 65 3 6 220
40 Ants 2 0 3 5 1 7 14 15 23 50 57 63 97 87 120
80 Ants 4 3 2 8 11 6 44 45 26 82 80 60 175 173 80
160 Ants 4 7 3 12 13 6 42 40 27 118 113 62 225 234 80
The combined application of multiple different heuristics, as illustrated in Figure 4, yielded ASNE results that
outperformed all baselines, including the fixed RNNs, NEAT, as well as EXAMM. Table 1 provides statistics ranking
each of the heuristics based on how many times the experiments that utilized them appeared in the top 10, 25, 100,
250, and 500 best results as determined by the mean, median, and the best performance of the RNN generated in the
experiment’s 10 repeats. Values in parentheses are the number of times an experiment that only utilized that heuristic
appeared in that top ranking. The utilization of multiple heuristics dominated the top results, with individually-applied
heuristics not appearing in the top 10, and only 4 times in the top 25 (only as best results).
Lamarckian weight inheritance also proved to be important, yielding strong performance, with all of the top 10 utilizing
either functional or constant Φ parameters. Furthermore, it also occurred 2 (mean), 4 (median) and 4 (best) times in the
top 10, and 14 (mean), 14 (median), and 15 (best) times in the top 25.
Additionally, all of the best performing RNNs used layer-jumping ants, which tend favor more sparse connectivity
patterns. Most of the best results used pheromone weight-regularization, with L2 regularization appearing at a nearly
50% rate in the top 10, 25 and 100 results. The regularization factor was also high, at 65% or 90%, for most of the 25
best experiments that used it.
All of the top 250 best results utilized the multiple ant species heuristic, which strongly supports the use of specialized
ants. The number of ants varied between 20 and 160 for all the top 25 results in the mean and median case, with a larger
number of ants tending to perform better. However the case of 20 ants did occasionally appear in the best cases, even
sometimes in the top 10 and, furthermore, these networks tended to be rather sparse but very well performing. This may
suggest that the experiments that utilized more ants had an easier time finding the most important structures, but also
potentially had extraneous connections which were not needed. In contrast, the experiments with less ants had less of a
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Figure 3: Performance of NEAT, EXAMM, & individually applied ASNE heuristics against fixed memory cell RNNs.
chance of finding these important structures due to lower (overall) connectivity. This suggests that further optimizations
could be designed to better guide ASNE towards the discovery of more efficient network architectures.
Perhaps one the most interesting items to observe is the performance distribution when multiple ant agent roles was used
in ASNE. The entirety of the best found RNNs, up to the top 250 were from explorer ants only, so these generated RNNs
only had recurrent connectivity in terms of whatever the various memory cells offered. However, for the mean and
median performance of the experiments, nearly all the top 25, 100, and 250 consisted of explorer and forward recurrent
roles or explorer, forward, and backward recurrent ant specializations – with only a very few of the only explorer
ant only configurations showing up in the top 100 and 250. First, this suggests that backward recurrent connections
(which are most commonly utilized in RNNs) were less effective than forward recurrent connections. Second, it also
appears that adding these recurrent connections tended to make the RNNs perform significantly better on the average
and median cases, while the RNNs which were generated with only explorer ants had the ability to occasionally find
RNNs that generalized quite well. These results certainly suggest further study in order to better understand the effect
of combining recurrent connections and memory cells. In addition, perhaps alternative strategies can be developed that
retain the stability of adding recurrent connections while still efficiently finding well-generalizing RNNs.
RNN Density Tables 2 and 3 show the number of nodes, edges, and recurrent edges in the best evolved RNNs for the
experiments related to ASNE augmented only with single, individual heuristics. EXAMM found the simplest structures
10
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Figure 4: Performance of EXAMM and the top 25 ASNE experiments
but these were not always the best-performing, which may suggest that EXAMM, as powerful as it is, still sometimes
gets trapped in local minima. Utilizing the multiple ant agent roles and L2 pheromone regularization proved to be very
effective in generating smaller, sparser RNNs. The smaller RNN size combined with its strong performance in the top
rankings suggest that modeling ant role specialization can significantly improve how well an ACO/neuro-evolutionary,
such as the proposed ASNE, generates candidate RNNs.
Fitness Structure Coefficient Figure 5 examines the relationship between the size of the network and its fitness.
Results for RNNs from the top 10 best performing experiments are shown along with RNNs (taken from the individual
heuristic experiments).
The following equation was used to calculate a measure of the contribution of each weight to the fitness of the RNN:
Cfit_struct =
1−MAE
WS
(7)
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where Cfit is a structural coefficient calculated by MAE (the mean absolute error of the RNN) and WS is the number
of weights currently contained in the candidate RNN structure. Higher values represent RNNs where weights contribute
more to the performance of the network.
Figure 5: Ranges of how much each weight in an RNN contributed to its performance (Equation 7).
5 Discussion
To the best of our knowledge, this work represents the first application of ant colony optimization (ACO) to the problem
of neuro-evolution/neural architecture search for recurrent neural networks with varying recurrent time spans and more
complex connectivity patterns (the only prior related study that investigated ACO for evolving RNNs was critically
constrained to small RNNs with a single recurrent timestep and Elman-style connectons [18]). Specifically, we proposed
the novel ant swarm neuro-evolution algorithm (ASNE) for metaheuristically searching the the massive search space
of possible RNNs with complex connectivity patterns (of both recurrent and feedforward forms). ASNE generates
12
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Table 2: Number of Edges (40 Ants)
Min Max Avg σ Reduce%
Φ 54 134 85.7 26.77 90.73%
Std 61 144 109.8 29.89 88.12%
StdBias 54 133 100.8 27.35 89.09%
Exp 109 122 116.1 4.01 87.44%
ExpFrd 106 122 113.9 5.54 87.67%
ExpBwd 105 118 112.1 4.32 87.87%
ExpFrdBwd 106 117 113.6 3.69 87.71%
L1 77 142 112.8 21.36 87.79%
L2 61 156 102.1 35.16 88.95%
EXAMM 26 113 52.2 25.65 94.35%
Table 3: Number of Recurrent Edges (40 Ants)
Min Max Avg σ Reduce %
Φ 76 879 348.2 281.12 90.40%
Std 87 873 575.0 315.44 84.14%
StdBias 85 818 508.1 308.38 85.99%
Exp 0 0 0.0 0.00 -
ExpFrd 62 73 69.3 2.90 98.09%
ExpBwd 47 54 50.7 2.33 98.60%
ExpFrdBwd 97 118 110.1 5.49 96.96%
L1 93 849 577.5 222.58 84.07%
L2 86 972 518.5 364.21 85.70%
EXAMM 1 14 9.6 3.47 99.74%
candidates from a massively-connected superstructure (the colony/swarm), taking advantage of ACO for structural
optimization and concepts from neuro-evolutionary/genetic approaches for maintaining populations of RNN candidates
that are trained locally and asynchronously (making ASNE a memetic procedure as well). A hallmarkk of ASNE is its
computational formalization of role/specialization in real ant colonies – ant agents internally are prevented from getting
stuck “wandering” around the superstructure through the use of different kinds of ant agents that are constrained to only
explore different components of the underlying complex graph space. This is a form of modularization that proves
particularly useful in cutting up large, complex search spaces under ASNE.
Our experimental results show that using ants with different roles generated RNNs that were not only sparse but
performant – these candidates almost entirely outperformed the more standard ant traversal strateg even when standard
ants were biased to more likely select forward paths. This innovation of utilizing multiple ant types improves the ACO
core of ASNE when searching for effective RNNs. Furthermore, Lamarckian weight inheritance greatly improved the
accuracy of the generated RNNs3 and allowing ants to jump (or skip) layers proved to not only boost performance
but also to increase sparsity. Lastly, to our knowledge the introduction of L1 and L2 regularization into the ACO
pheromone deposition process is quite novel if albeit a bit unconventional. Our results show by playing with the form
of the pheromone adjustment function, we can increase the likelihood that sparser RNNs are found that also outperform
schemes that do not incorporate regularization/constraints. The strategies we formalize in this work are generic and
could be applied to any other ACO algorithm’s pheromone update process.
The proposed ASNE metaheuristic not only provides advances and new concepts for the field of ant colony optimization
research to further explore but also shows strong promise for its use as an alternative neuro-evolution algorithm for
automated RNN architecture search. It significantly outperforms the well-known NEAT algorithm (even when NEAT
is given an order of magnitude more computation), and, more importantly, ASNE outperforms the state-of-the-art
EXAMM genetic evolutionary algorithm on the time series problem studied in this paper.
The work also opens up a number of avenues for future study as well as presents some interesting questions. In
particular, why were explorer ants able to find the best networks and yet performed quite poorly in the mean and median
cases? Why did explorer ants combined with social recurrent ants perform extremely well in the mean and median cases
but not in the best cases? Answering experimental queestions such as these might lead to insights as to how recurrent
connections that skip multiple steps of time interact with recurrent memory cells, potentially leading to the design of
more expressive, RNN structures that better capture longer-term dependencies in sequential data. Finally, future work
3Corraborating prior studies that have also shown the benefits of such an initialization scheme [22, 3].
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should entail investigation of ASNE on other time series datasets as well as sequence modeling (and classification)
problems more commonly explored in mainstream statistical learning research, such as language modeling [32, 27].
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Appendices
A Complete Results
Minimum Maximum Mean Median Std. Dev.
NEAT 0.0364212 0.0531144 0.04548 0.04838 0.00631
EXAMM 0.0309058 0.0328495 0.03207 0.03223 0.00056
Φ.3-L2.65-2Ant40-AJ-ExpFrdBkw 0.028535 0.0324159 0.03096 0.03143 0.00137
Φ.9-2Ant160-AJ-ExpFrdBkw 0.0291028 0.0327583 0.03108 0.03131 0.00102
Φ()-2Ant80-AJ-ExpFrdBkw 0.0289199 0.0325558 0.03111 0.03155 0.00113
Φ()-2Ant40-AJ-ExpFrd 0.028806 0.0324082 0.03111 0.03140 0.00106
Φ.6-L1.65-2Ant80-AJ-ExpFrdBkw 0.0292576 0.0320735 0.03112 0.03143 0.00090
Φ()-L2.25-2Ant80-AJ-ExpFrd 0.0289016 0.0322365 0.03114 0.03121 0.00086
Φ.3-L1.25-2Ant80-AJ-ExpFrd 0.0299995 0.0320844 0.03114 0.03129 0.00060
Φ.3-L2.65-2Ant160-AJ-ExpFrd 0.0293934 0.0322035 0.03116 0.03096 0.00086
Φ.9-L2.25-2Ant160-AJ-ExpFrd 0.0305993 0.0320374 0.03117 0.03102 0.00047
Φ.9-L2.9-2Ant160-AJ-ExpFrd 0.0286344 0.0324448 0.03117 0.03135 0.00109
Φ()-L2.65-2Ant160-AJ-ExpFrd 0.0291329 0.0322647 0.03118 0.03145 0.00080
Φ.9-L1.65-2Ant80-AJ-ExpFrd 0.0301843 0.0325652 0.03119 0.03104 0.00068
Φ.9-L2.65-2Ant160-AJ-ExpFrdBkw 0.0299479 0.0326517 0.03120 0.03109 0.00073
Φ()-L2.65-2Ant40-AJ-ExpFrdBkw 0.0289264 0.0327273 0.03121 0.03156 0.00110
Φ()-L2.9-2Ant80-AJ-ExpFrdBkw 0.0301994 0.0318594 0.03121 0.03131 0.00048
Φ.6-L2.65-2Ant40-AJ-ExpFrd 0.0283877 0.0321706 0.03122 0.03143 0.00104
L1.9-2Ant160-AJ-ExpFrd 0.0303297 0.0317902 0.03122 0.03145 0.00054
Φ.3-L1.25-2Ant80-AJ-ExpFrdBkw 0.0299445 0.0322933 0.03122 0.03127 0.00081
L1.65-2Ant160-AJ-ExpFrd 0.0301434 0.0322522 0.03123 0.03124 0.00074
Φ()-L2.25-2Ant80-AJ-ExpFrdBkw 0.0302599 0.032079 0.03123 0.03140 0.00062
Φ.3-L2.9-2Ant160-AJ-ExpFrd 0.0297714 0.0323599 0.03123 0.03141 0.00081
Φ()-L2.25-2Ant40-AJ-ExpFrdBkw 0.0296156 0.0323627 0.03124 0.03125 0.00071
Φ.6-L1.65-2Ant160-AJ-ExpFrd 0.0298757 0.0322301 0.03125 0.03143 0.00079
Φ.3-L1.65-2Ant160-AJ-ExpFrd 0.030148 0.0323413 0.03125 0.03126 0.00057
Φ()-L1.65-2Ant40-AJ-ExpFrd 0.0298166 0.0325184 0.03126 0.03140 0.00095
L1.65-2Ant80-AJ-ExpFrd 0.0296455 0.0321002 0.03126 0.03153 0.00074
Φ()-2Ant80-AJ-ExpFrd 0.0301291 0.0323275 0.03127 0.03121 0.00075
Φ.9-L1.65-2Ant160-AJ-ExpFrdBkw 0.0307104 0.0323761 0.03127 0.03119 0.00049
Φ()-L1.9-2Ant160-AJ-ExpFrd 0.0303483 0.0327931 0.03128 0.03116 0.00075
L2.9-2Ant160-AJ-ExpFrd 0.0298853 0.0326685 0.03128 0.03131 0.00081
L2.65-2Ant80-AJ-ExpFrd 0.0297302 0.0324299 0.03128 0.03143 0.00075
Φ()-2Ant160-AJ-ExpFrd 0.0304017 0.0323004 0.03129 0.03116 0.00062
Φ.9-L2.65-2Ant80-AJ-ExpFrdBkw 0.029647 0.0321525 0.03130 0.03149 0.00070
Φ.9-2Ant80-AJ-ExpFrd 0.0306276 0.0325098 0.03131 0.03124 0.00052
Φ.3-L2.65-2Ant40-AJ-ExpFrd 0.0291741 0.0320667 0.03131 0.03166 0.00079
Φ()-L1.25-2Ant80-AJ-ExpFrdBkw 0.0302707 0.032074 0.03131 0.03152 0.00054
Φ.3-2Ant40-AJ-ExpFrdBkw 0.0288306 0.0325971 0.03132 0.03154 0.00098
Φ.6-L2.65-2Ant80-AJ-ExpFrd 0.0298245 0.0321058 0.03133 0.03151 0.00065
Φ.9-2Ant80-AJ-ExpFrdBkw 0.0293474 0.0321437 0.03134 0.03167 0.00084
Φ.6-2Ant160-AJ-ExpFrd 0.0304816 0.0319882 0.03134 0.03141 0.00049
Φ.9-2Ant80-AJ-ExpFrdBkw 0.0303472 0.0321278 0.03135 0.03133 0.00059
Φ.9-L1.9-2Ant160-AJ-ExpFrd 0.0300288 0.0319016 0.03135 0.03150 0.00056
L2.65-2Ant160-AJ-ExpFrd 0.0299469 0.0326244 0.03135 0.03125 0.00069
L2.9-2Ant160-AJ-ExpFrdBkw 0.0307754 0.0325241 0.03135 0.03122 0.00049
Φ()-2Ant80-AJ-ExpFrdBkw 0.0300817 0.032245 0.03136 0.03153 0.00062
Φ.6-L2.25-2Ant160-AJ-ExpFrd 0.0297754 0.0321781 0.03136 0.03151 0.00074
Φ.9-L1.65-2Ant80-AJ-ExpFrdBkw 0.0298634 0.0323036 0.03137 0.03137 0.00076
Φ.9-L2.65-2Ant80-AJ-ExpFrd 0.0305137 0.0324723 0.03137 0.03129 0.00059
Φ()-L1.25-2Ant80-AJ-ExpFrd 0.0298598 0.0322532 0.03137 0.03148 0.00075
Φ.6-L1.25-2Ant80-AJ-ExpFrd 0.0293982 0.0322027 0.03137 0.03157 0.00077
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Φ.6-2Ant80-AJ-ExpFrd 0.0295746 0.0323703 0.03138 0.03156 0.00074
Φ.3-L2.25-2Ant80-AJ-ExpFrd 0.0291483 0.032433 0.03138 0.03161 0.00092
L1.25-2Ant160-AJ-ExpFrd 0.0306918 0.0324494 0.03138 0.03140 0.00053
Φ.6-L1.9-2Ant80-AJ-ExpFrd 0.0293016 0.0323817 0.03139 0.03152 0.00078
Φ.3-L1.9-2Ant40-AJ-ExpFrdBkw 0.029267 0.0323375 0.03139 0.03154 0.00087
Φ.9-L1.25-2Ant80-AJ-ExpFrdBkw 0.029487 0.0324306 0.03139 0.03175 0.00092
Φ()-L2.9-2Ant80-AJ-ExpFrd 0.0303808 0.0322367 0.03139 0.03142 0.00061
Φ()-L1.9-2Ant40-AJ-ExpFrdBkw 0.0300638 0.032119 0.03139 0.03166 0.00073
Φ.6-2Ant80-AJ-ExpFrdBkw 0.0304957 0.0323784 0.03139 0.03143 0.00055
Φ.3-L2.9-2Ant160-AJ-ExpFrdBkw 0.0289283 0.0328001 0.03139 0.03154 0.00100
Φ.3-L2.25-2Ant160-AJ-ExpFrd 0.0304904 0.0326268 0.03139 0.03112 0.00064
Φ.6-L1.9-2Ant160-AJ-ExpFrdBkw 0.0307463 0.0321172 0.03140 0.03139 0.00047
Φ.3-L1.9-2Ant160-AJ-ExpFrdBkw 0.030872 0.0319769 0.03140 0.03149 0.00038
L1.65-2Ant80-AJ-ExpFrdBkw 0.0300517 0.0317998 0.03140 0.03158 0.00050
Φ()-L1.65-2Ant80-AJ-ExpFrdBkw 0.0304158 0.0326082 0.03140 0.03119 0.00063
Φ.3-L1.25-2Ant160-AJ-ExpFrd 0.0298582 0.0324078 0.03140 0.03141 0.00070
Φ()-L1.65-2Ant40-AJ-ExpFrdBkw 0.0300771 0.0327054 0.03140 0.03149 0.00074
L2.25-2Ant80-AJ-ExpFrd 0.0302936 0.0321828 0.03140 0.03164 0.00057
Φ()-2Ant160-AJ-ExpFrdBkw 0.0286722 0.0331069 0.03141 0.03188 0.00143
Φ.6-L2.25-2Ant80-AJ-ExpFrdBkw 0.0304487 0.0325245 0.03141 0.03130 0.00077
Φ.9-L1.9-2Ant40-AJ-ExpFrdBkw 0.029755 0.0327042 0.03141 0.03159 0.00080
Φ.9-L2.9-2Ant160-AJ-ExpFrdBkw 0.0285745 0.032831 0.03141 0.03160 0.00121
Φ.3-2Ant80-AJ-ExpFrdBkw 0.0298892 0.0324972 0.03141 0.03149 0.00077
2Ant160-AJ-ExpFrdBkw 0.0289013 0.0324822 0.03141 0.03157 0.00099
Φ.9-L1.25-2Ant160-AJ-ExpFrd 0.0303347 0.0319579 0.03141 0.03165 0.00050
Φ.6-L1.65-2Ant80-AJ-ExpFrd 0.0302451 0.0319473 0.03142 0.03169 0.00057
Φ.9-L2.9-2Ant80-AJ-ExpFrdBkw 0.0300629 0.0324053 0.03142 0.03144 0.00073
Φ.3-L1.25-2Ant160-AJ-ExpFrdBkw 0.0302835 0.0323085 0.03142 0.03143 0.00067
Φ.6-2Ant160-AJ-ExpFrdBkw 0.0297725 0.0325733 0.03142 0.03157 0.00081
Φ.9-L2.25-2Ant160-AJ-ExpFrdBkw 0.0299015 0.0325659 0.03142 0.03166 0.00079
Φ.6-L2.9-2Ant160-AJ-ExpFrdBkw 0.0302462 0.0322524 0.03143 0.03138 0.00057
Φ()-L1.25-2Ant40-AJ-ExpFrdBkw 0.0293757 0.032279 0.03143 0.03175 0.00078
Φ.3-2Ant160-AJ-ExpFrd 0.029753 0.0325355 0.03145 0.03154 0.00083
Φ.6-L1.9-2Ant80-AJ-ExpFrdBkw 0.0305183 0.0323844 0.03146 0.03151 0.00058
L1.9-2Ant80-AJ-ExpFrdBkw 0.0293781 0.0321712 0.03146 0.03174 0.00077
Φ.3-L2.65-2Ant160-AJ-ExpFrdBkw 0.03005 0.032437 0.03146 0.03155 0.00082
L2.9-2Ant80-AJ-ExpFrd 0.0299804 0.032095 0.03147 0.03162 0.00056
Φ.6-L1.65-2Ant160-AJ-ExpFrdBkw 0.0304395 0.0325523 0.03149 0.03165 0.00064
Φ.6-L2.25-2Ant80-AJ-ExpFrd 0.0306893 0.0319868 0.03149 0.03154 0.00039
L2.65-2Ant40-AJ-ExpFrdBkw 0.0296159 0.0321382 0.03150 0.03172 0.00070
Φ()-L2.65-2Ant160-AJ-ExpFrdBkw 0.0306012 0.03256 0.03151 0.03151 0.00061
Φ.9-L2.9-2Ant80-AJ-ExpFrd 0.0302283 0.0328421 0.03151 0.03157 0.00076
Φ.3-L1.65-2Ant80-AJ-ExpFrdBkw 0.0308879 0.0324366 0.03151 0.03143 0.00038
Φ()-L2.25-2Ant80-AJ-Exp 0.0291812 0.0331115 0.03151 0.03199 0.00144
Φ()-L2.65-2Ant80-AJ-ExpFrdBkw 0.0303535 0.0324873 0.03151 0.03159 0.00061
Φ()-L1.25-2Ant160-AJ-ExpFrdBkw 0.0305213 0.0325757 0.03152 0.03166 0.00060
2Ant40-AJ-ExpFrd 0.0306414 0.0320667 0.03152 0.03175 0.00050
2Ant80-AJ-ExpFrdBkw 0.0303255 0.0327509 0.03152 0.03168 0.00071
Φ()-L2.9-2Ant160-AJ-ExpFrdBkw 0.0285123 0.0328216 0.03153 0.03181 0.00109
Φ()-L1.9-2Ant160-AJ-ExpFrdBkw 0.029852 0.0323829 0.03153 0.03179 0.00067
Φ.6-2Ant80-AJ-ExpFrdBkw 0.0306954 0.0322159 0.03153 0.03160 0.00043
L1.25-2Ant40-AJ-ExpFrd 0.0306906 0.0324438 0.03153 0.03146 0.00057
Φ.3-L2.65-2Ant80-AJ-ExpFrd 0.0306431 0.0323262 0.03154 0.03152 0.00060
Φ.9-L1.25-2Ant80-AJ-ExpFrd 0.0309404 0.0326477 0.03154 0.03146 0.00049
2Ant160-AJ-ExpFrd 0.0303209 0.0325917 0.03154 0.03169 0.00083
2Ant80-AJ-ExpFrd 0.0299821 0.0322007 0.03155 0.03174 0.00064
Φ.6-L2.9-2Ant80-AJ-ExpFrdBkw 0.0308364 0.0322484 0.03155 0.03152 0.00048
Φ()-L2.65-2Ant80-AJ-ExpFrd 0.0303801 0.032767 0.03156 0.03160 0.00063
Φ.3-L2.9-2Ant80-AJ-ExpFrdBkw 0.030304 0.032799 0.03156 0.03152 0.00064
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Φ.3-L2.65-2Ant80-AJ-ExpFrdBkw 0.0306958 0.0330044 0.03156 0.03159 0.00066
Φ.6-L2.65-2Ant160-AJ-ExpFrdBkw 0.0305984 0.0320495 0.03157 0.03174 0.00044
Φ.9-2Ant80-AJ-ExpFrd 0.0301932 0.0329067 0.03157 0.03161 0.00080
Φ.9-L2.65-2Ant160-AJ-ExpFrd 0.0301225 0.0327757 0.03158 0.03171 0.00072
Φ.6-L2.9-2Ant80-AJ-ExpFrd 0.029951 0.0324385 0.03158 0.03164 0.00074
Φ()-2Ant160-AJ-ExpFrd 0.0297837 0.0325333 0.03158 0.03188 0.00090
Φ.9-L1.25-2Ant160-AJ-ExpFrdBkw 0.0304857 0.0322744 0.03158 0.03184 0.00061
Φ()-2Ant40-AJ-ExpFrdBkw 0.0285969 0.032363 0.03158 0.03193 0.00109
Φ.6-L2.9-2Ant160-AJ-ExpFrd 0.0303336 0.0323598 0.03159 0.03179 0.00066
Φ.6-L2.65-2Ant160-AJ-ExpFrd 0.0307159 0.0326737 0.03159 0.03161 0.00055
Φ.9-L2.25-2Ant40-AJ-ExpFrd 0.0307395 0.0323827 0.03159 0.03147 0.00045
Φ.3-L2.9-2Ant40-AJ-ExpFrd 0.0305161 0.0323765 0.03159 0.03176 0.00068
Φ.6-2Ant40-AJ-ExpFrdBkw 0.0309789 0.0327846 0.03159 0.03149 0.00051
Φ.6-2Ant40-AJ-ExpFrd 0.0299744 0.0325878 0.03160 0.03194 0.00078
Φ.3-L1.9-2Ant160-AJ-ExpFrd 0.0303471 0.032266 0.03160 0.03170 0.00057
Φ.3-2Ant80-AJ-ExpFrd 0.0306189 0.0323018 0.03161 0.03170 0.00057
L2.65-2Ant160-AJ-ExpFrdBkw 0.0296893 0.0326717 0.03162 0.03160 0.00086
Φ.9-L2.25-2Ant80-AJ-ExpFrd 0.0310244 0.0323951 0.03162 0.03142 0.00048
L1.25-2Ant80-AJ-ExpFrdBkw 0.030689 0.0322899 0.03163 0.03162 0.00045
Φ.9-2Ant160-AJ-ExpFrdBkw 0.0307558 0.0330949 0.03163 0.03145 0.00058
Φ.6-L1.9-2Ant160-AJ-ExpFrd 0.0299655 0.0328474 0.03164 0.03174 0.00090
Φ.6-2Ant160-AJ-ExpFrd 0.0302085 0.0330093 0.03164 0.03164 0.00089
Φ()-L1.65-2Ant160-AJ-ExpFrdBkw 0.0307504 0.0323933 0.03165 0.03164 0.00050
Φ.3-L1.65-2Ant80-AJ-ExpFrd 0.0308832 0.0322575 0.03165 0.03154 0.00038
Φ.3-L1.25-2Ant40-AJ-ExpFrdBkw 0.0307276 0.0327647 0.03165 0.03178 0.00057
Φ.9-L2.25-2Ant80-AJ-ExpFrdBkw 0.0286839 0.032508 0.03165 0.03194 0.00108
Φ.3-2Ant80-AJ-ExpFrdBkw 0.030863 0.0323643 0.03166 0.03159 0.00045
Φ.3-2Ant160-AJ-ExpFrdBkw 0.030966 0.0325751 0.03166 0.03169 0.00048
L1.9-2Ant160-AJ-ExpFrdBkw 0.0307048 0.0326497 0.03166 0.03148 0.00068
Φ.6-2Ant160-AJ-ExpFrdBkw 0.0300715 0.0328115 0.03167 0.03177 0.00075
Φ()-L2.9-2Ant160-AJ-ExpFrd 0.0304727 0.0327465 0.03167 0.03178 0.00059
Φ.3-L2.25-2Ant40-AJ-ExpFrd 0.0310142 0.0324706 0.03169 0.03166 0.00042
Φ.9-L2.25-2Ant40-AJ-ExpFrdBkw 0.0305569 0.0324034 0.03169 0.03198 0.00066
Φ()-L1.65-2Ant80-AJ-ExpFrd 0.0305041 0.0327424 0.03169 0.03181 0.00068
Φ.9-2Ant40-AJ-ExpFrdBkw 0.0309233 0.0324 0.03169 0.03179 0.00060
Φ.6-2Ant80-AJ-ExpFrd 0.0294376 0.0325707 0.03170 0.03202 0.00088
Φ.9-L1.25-2Ant40-AJ-ExpFrdBkw 0.0301425 0.0327026 0.03170 0.03177 0.00068
Φ.6-L1.65-2Ant40-AJ-ExpFrd 0.0300621 0.0327977 0.03171 0.03179 0.00068
L1.9-2Ant80-AJ-ExpFrd 0.0305669 0.0325823 0.03171 0.03184 0.00068
Φ.3-2Ant160-AJ-Exp 0.0288602 0.0335754 0.03171 0.03223 0.00183
Φ.9-2Ant160-AJ-ExpFrd 0.030405 0.0331158 0.03171 0.03164 0.00071
Φ.3-2Ant40-AJ-ExpFrd 0.030959 0.0327902 0.03172 0.03167 0.00047
Φ.6-L2.9-2Ant160-AJ-Exp 0.0292076 0.0330723 0.03172 0.03191 0.00127
Φ.3-2Ant80-AJ-ExpFrd 0.030895 0.0324111 0.03172 0.03164 0.00054
L1.65-2Ant160-AJ-ExpFrdBkw 0.0304007 0.0330454 0.03172 0.03178 0.00063
Φ()-L1.65-2Ant160-AJ-ExpFrd 0.0295203 0.0328112 0.03172 0.03196 0.00092
L2.65-2Ant40-AJ-ExpFrd 0.0304195 0.0327134 0.03172 0.03159 0.00075
Φ.9-L2.65-2Ant40-AJ-ExpFrd 0.0305297 0.0322288 0.03172 0.03176 0.00045
Φ.9-L1.9-2Ant40-AJ-ExpFrd 0.030663 0.0324583 0.03173 0.03187 0.00062
Φ.6-L2.65-2Ant160-AJ-Exp 0.0300053 0.033112 0.03173 0.03212 0.00115
L2.25-2Ant160-AJ-Exp 0.0304666 0.0328719 0.03173 0.03165 0.00065
Φ.6-L1.25-2Ant160-AJ-ExpFrdBkw 0.030415 0.0326349 0.03173 0.03173 0.00063
2Ant40-AJ-ExpFrdBkw 0.0302147 0.0325053 0.03173 0.03193 0.00065
Φ.9-L1.65-2Ant40-AJ-ExpFrdBkw 0.0299408 0.0325895 0.03174 0.03177 0.00069
L1.25-2Ant160-AJ-ExpFrdBkw 0.0305567 0.0328327 0.03174 0.03179 0.00056
Φ.3-L1.65-2Ant160-AJ-ExpFrdBkw 0.0312534 0.0324383 0.03174 0.03173 0.00039
Φ()-L2.65-2Ant160-AJ-ExpBkd 0.0296428 0.0328989 0.03174 0.03202 0.00101
Φ.9-L2.25-2Ant160-AJ-Exp 0.02885 0.0329315 0.03174 0.03197 0.00116
Φ.9-L1.25-2Ant40-AJ-ExpFrd 0.0296278 0.0325939 0.03176 0.03191 0.00081
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Φ()-L1.9-2Ant80-AJ-ExpBkd 0.028731 0.0335225 0.03176 0.03221 0.00141
Φ.3-L1.9-2Ant80-AJ-ExpFrdBkw 0.0310325 0.0325347 0.03176 0.03169 0.00048
L2.9-2Ant40-AJ-ExpFrd 0.03086 0.0323864 0.03176 0.03191 0.00052
Φ()-L1.25-2Ant160-AJ-ExpFrd 0.0300093 0.0330417 0.03177 0.03189 0.00077
Φ.6-L1.25-2Ant40-AJ-ExpFrd 0.0294013 0.0325144 0.03177 0.03194 0.00082
Φ()-L2.25-2Ant160-AJ-ExpFrd 0.0307334 0.0326838 0.03177 0.03153 0.00067
Φ.9-L1.9-2Ant160-AJ-ExpFrdBkw 0.0308405 0.0325802 0.03178 0.03180 0.00064
L1.9-2Ant40-AJ-ExpFrd 0.0312062 0.0326288 0.03178 0.03167 0.00046
Φ.6-L2.25-2Ant40-AJ-ExpFrd 0.0312465 0.0321983 0.03178 0.03184 0.00038
Φ.9-L1.9-2Ant80-AJ-ExpFrd 0.0310005 0.0323822 0.03180 0.03183 0.00038
Φ()-L2.25-2Ant40-AJ-ExpFrd 0.0306203 0.0326713 0.03180 0.03186 0.00063
Φ.3-L2.25-2Ant80-AJ-ExpFrdBkw 0.0311827 0.0326048 0.03180 0.03161 0.00048
Φ.6-L1.9-2Ant40-AJ-ExpFrdBkw 0.0307423 0.0327642 0.03180 0.03171 0.00059
Φ()-2Ant80-AJ-Exp 0.027602 0.0338374 0.03180 0.03242 0.00175
Φ.9-L2.9-2Ant40-AJ-ExpFrdBkw 0.0307245 0.0325644 0.03181 0.03192 0.00052
Φ.6-L1.25-2Ant160-AJ-ExpFrd 0.0310646 0.0328186 0.03181 0.03183 0.00045
Φ.3-L2.9-2Ant80-AJ-ExpFrd 0.030871 0.0326601 0.03181 0.03168 0.00050
Φ()-L2.9-2Ant40-AJ-ExpFrdBkw 0.0313549 0.0326007 0.03182 0.03152 0.00052
Φ()-L1.9-2Ant80-AJ-ExpFrdBkw 0.0313729 0.032702 0.03182 0.03172 0.00039
2Ant80-AJ-ExpFrd 0.0307302 0.0328268 0.03182 0.03174 0.00058
Φ.6-L2.25-2Ant40-AJ-ExpFrdBkw 0.030957 0.0323068 0.03183 0.03193 0.00040
Φ.9-2Ant160-AJ-ExpFrd 0.0299358 0.0333802 0.03183 0.03206 0.00092
Φ()-L1.9-2Ant80-AJ-ExpFrd 0.0308211 0.0326268 0.03183 0.03181 0.00055
Φ.6-L2.9-2Ant40-AJ-ExpFrd 0.0311924 0.0324664 0.03183 0.03179 0.00041
Φ.6-L1.25-2Ant80-AJ-ExpFrdBkw 0.0312066 0.0328975 0.03184 0.03181 0.00050
L2.65-2Ant80-AJ-ExpFrdBkw 0.0306054 0.0324957 0.03185 0.03176 0.00055
2Ant40-AJ-ExpFrdBkw 0.0301226 0.0328279 0.03185 0.03212 0.00082
L2.25-2Ant160-AJ-ExpBkd 0.0298502 0.0328975 0.03185 0.03220 0.00110
2Ant80-AJ-ExpFrdBkw 0.0304867 0.0329872 0.03185 0.03185 0.00081
Φ()-2Ant40-AJ-ExpFrdBkw 0.0302557 0.0326268 0.03185 0.03192 0.00061
Φ.3-L2.25-2Ant160-AJ-ExpFrdBkw 0.0303882 0.0326482 0.03186 0.03209 0.00071
L2.25-2Ant160-AJ-ExpFrd 0.0308986 0.0326571 0.03186 0.03177 0.00055
Φ()-L1.25-2Ant40-AJ-ExpFrd 0.0305996 0.0328222 0.03186 0.03215 0.00069
Φ()-2Ant160-AJ-ExpFrdBkw 0.0311372 0.0323112 0.03186 0.03190 0.00038
L2.25-2Ant40-AJ-ExpFrdBkw 0.0306738 0.0325213 0.03187 0.03205 0.00051
2Ant160-AJ-ExpFrdBkw 0.0309409 0.0327921 0.03187 0.03183 0.00062
Φ.3-L2.25-2Ant40-AJ-ExpFrdBkw 0.0300873 0.0333319 0.03187 0.03180 0.00089
L1.25-2Ant80-AJ-ExpFrd 0.0313708 0.032382 0.03188 0.03183 0.00029
Φ.3-L2.9-2Ant40-AJ-ExpFrdBkw 0.0307001 0.0326886 0.03188 0.03197 0.00061
Φ.6-L2.9-2Ant40-AJ-ExpFrdBkw 0.0305433 0.0328014 0.03188 0.03199 0.00064
Φ()-2Ant80-AJ-ExpFrd 0.0304442 0.0325162 0.03188 0.03199 0.00061
Φ.3-L1.9-2Ant80-AJ-ExpFrd 0.0311156 0.032938 0.03188 0.03183 0.00053
Φ.6-L1.65-2Ant40-AJ-ExpFrdBkw 0.0311149 0.0327249 0.03189 0.03193 0.00051
L1.9-2Ant40-AJ-ExpFrdBkw 0.0306955 0.0323515 0.03189 0.03191 0.00046
2Ant160-AJ-ExpFrd 0.030994 0.0327963 0.03189 0.03194 0.00048
L2.9-2Ant80-AJ-ExpFrdBkw 0.0314972 0.032207 0.03189 0.03189 0.00026
Φ()-L1.9-2Ant160-AJ-Exp 0.0280583 0.033255 0.03189 0.03277 0.00179
Φ.9-L2.65-2Ant40-AJ-ExpFrdBkw 0.0310407 0.0326737 0.03190 0.03196 0.00048
L2.25-2Ant160-AJ-ExpFrdBkw 0.0311995 0.0328287 0.03190 0.03195 0.00059
L1.65-2Ant40-AJ-ExpFrd 0.0308501 0.033017 0.03190 0.03209 0.00067
L2.25-2Ant80-AJ-ExpFrdBkw 0.0311789 0.0325314 0.03190 0.03193 0.00039
Φ()-L1.25-2Ant80-AJ-ExpBkd 0.028751 0.0334495 0.03190 0.03281 0.00177
Φ.3-2Ant160-AJ-ExpFrd 0.0308293 0.0333593 0.03191 0.03152 0.00081
Φ.3-2Ant160-AJ-ExpFrdBkw 0.0309623 0.032562 0.03191 0.03199 0.00049
Φ()-L1.9-2Ant160-AJ-ExpBkd 0.0286668 0.0334223 0.03191 0.03232 0.00146
Φ()-L2.25-2Ant160-AJ-ExpFrdBkw 0.0294762 0.0328489 0.03193 0.03218 0.00090
Φ.9-L1.65-2Ant160-AJ-ExpBkd 0.029874 0.0328913 0.03193 0.03194 0.00084
Φ.6-L1.25-2Ant40-AJ-ExpFrdBkw 0.0307596 0.0326195 0.03193 0.03199 0.00051
Φ.3-L1.25-2Ant40-AJ-ExpFrd 0.0313194 0.0329181 0.03194 0.03182 0.00049
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Φ()-L2.9-2Ant40-AJ-ExpFrd 0.0304908 0.032851 0.03194 0.03197 0.00065
Φ.9-L1.65-2Ant40-AJ-ExpFrd 0.0306972 0.0327626 0.03194 0.03213 0.00060
Φ.6-L2.65-2Ant40-AJ-ExpFrdBkw 0.031367 0.0325698 0.03194 0.03190 0.00042
Φ.9-2Ant40-AJ-ExpFrd 0.0312561 0.0324887 0.03195 0.03196 0.00032
L2.9-2Ant160-AJ-ExpBkd 0.0288546 0.0327621 0.03195 0.03238 0.00111
Φ.3-2Ant40-AJ-ExpFrdBkw 0.0310962 0.0326627 0.03195 0.03202 0.00057
Φ.3-L1.65-2Ant40-AJ-ExpFrd 0.0311755 0.0325754 0.03195 0.03209 0.00048
Φ()-L2.65-2Ant160-AJ-Exp 0.029585 0.0331601 0.03195 0.03241 0.00112
Φ.3-L2.9-2Ant160-AJ-Exp 0.0298637 0.0333698 0.03196 0.03265 0.00122
Φ()-L1.25-2Ant80-AJ-Exp 0.0282958 0.0338068 0.03196 0.03237 0.00160
Φ.3-L2.25-2Ant160-AJ-Exp 0.0295587 0.033019 0.03196 0.03217 0.00101
Φ.9-2Ant40-AJ-ExpFrdBkw 0.030685 0.033033 0.03198 0.03212 0.00060
Φ.6-L1.9-2Ant40-AJ-ExpFrd 0.0312661 0.0325703 0.03199 0.03210 0.00046
Φ()-L1.9-2Ant40-AJ-ExpFrd 0.0308134 0.0325452 0.03200 0.03216 0.00048
Φ.9-L2.9-2Ant40-AJ-ExpFrd 0.0311706 0.0327857 0.03201 0.03204 0.00041
L1.25-2Ant160-AJ-ExpBkd 0.0306733 0.0329266 0.03201 0.03224 0.00078
L2.9-2Ant40-AJ-ExpFrdBkw 0.0303621 0.0329119 0.03201 0.03242 0.00084
Φ()-2Ant160-AJ-ExpBkd 0.0304118 0.0334723 0.03201 0.03270 0.00117
Φ.3-L1.9-2Ant40-AJ-ExpFrd 0.0308299 0.0326729 0.03202 0.03206 0.00047
Φ()-L2.65-2Ant40-AJ-ExpFrd 0.0313001 0.0326923 0.03202 0.03211 0.00042
Φ.6-2Ant40-AJ-ExpFrdBkw 0.0309871 0.0330103 0.03202 0.03216 0.00059
L1.65-2Ant160-AJ-ExpBkd 0.0283562 0.0329991 0.03203 0.03255 0.00134
Φ()-2Ant40-AJ-ExpFrd 0.0309926 0.0326646 0.03203 0.03237 0.00056
Φ.9-L1.65-2Ant160-AJ-ExpFrd 0.0308355 0.0328946 0.03203 0.03215 0.00070
Φ.3-L1.9-2Ant160-AJ-ExpBkd 0.0296689 0.0332109 0.03203 0.03259 0.00126
L2.25-2Ant40-AJ-ExpFrd 0.0312344 0.0325301 0.03203 0.03226 0.00050
Φ.6-2Ant40-AJ-ExpFrd 0.030482 0.0331629 0.03204 0.03211 0.00070
Φ.6-L2.9-2Ant160-AJ-ExpBkd 0.0297277 0.0327382 0.03204 0.03225 0.00083
Φ()-L1.65-2Ant80-AJ-Exp 0.029008 0.0338023 0.03204 0.03244 0.00159
Φ.3-2Ant40-AJ-ExpFrd 0.0304002 0.0327048 0.03204 0.03228 0.00076
Φ.9-L1.25-2Ant160-AJ-ExpBkd 0.030017 0.0329956 0.03204 0.03227 0.00078
Φ.6-L1.9-2Ant160-AJ-ExpBkd 0.0297481 0.0334605 0.03206 0.03238 0.00105
L1.25-2Ant40-AJ-ExpFrdBkw 0.0314989 0.0324618 0.03206 0.03213 0.00033
2Ant40-AJ-ExpFrd 0.0313211 0.0328458 0.03206 0.03198 0.00046
L1.9-2Ant80-AJ-ExpBkd 0.0288487 0.0331689 0.03206 0.03274 0.00134
L1.65-2Ant40-AJ-ExpFrdBkw 0.0303724 0.0330228 0.03207 0.03218 0.00066
2Ant160-AJ-Exp 0.0290845 0.0331458 0.03208 0.03248 0.00123
Φ.3-L1.65-2Ant40-AJ-ExpFrdBkw 0.0307066 0.0328391 0.03208 0.03214 0.00062
Φ.3-2Ant160-AJ-Exp 0.0303105 0.0331683 0.03208 0.03254 0.00103
Φ.6-L2.65-2Ant80-AJ-ExpFrdBkw 0.0312989 0.0328741 0.03208 0.03206 0.00048
Φ.6-L2.25-2Ant160-AJ-ExpFrdBkw 0.0307007 0.0329213 0.03208 0.03230 0.00071
Φ()-2Ant160-AJ-ExpBkd 0.0286972 0.0330198 0.03209 0.03281 0.00148
Φ()-2Ant40-AJ-ExpBkd 0.0294567 0.033279 0.03209 0.03259 0.00114
Φ.9-L1.9-2Ant160-AJ-ExpBkd 0.030823 0.0330961 0.03213 0.03198 0.00067
Φ.9-L1.9-2Ant80-AJ-ExpFrdBkw 0.0312258 0.0327134 0.03214 0.03220 0.00041
L2.65-2Ant160-AJ-ExpBkd 0.030476 0.0332761 0.03214 0.03247 0.00087
Φ.3-L2.65-2Ant160-AJ-ExpBkd 0.0303883 0.0328837 0.03215 0.03231 0.00071
L2.25-2Ant80-AJ-ExpBkd 0.0294123 0.0333466 0.03215 0.03246 0.00107
Φ()-L1.65-2Ant160-AJ-ExpBkd 0.029466 0.0333085 0.03216 0.03252 0.00110
Φ.9-L2.65-2Ant160-AJ-Exp 0.0296235 0.0330148 0.03216 0.03251 0.00107
Φ()-2Ant80-AJ-ExpBkd 0.0282259 0.0334446 0.03217 0.03278 0.00151
L1.9-2Ant160-AJ-ExpBkd 0.030815 0.0327391 0.03217 0.03249 0.00071
Φ.9-L2.9-2Ant80-AJ-Exp 0.0302804 0.0332677 0.03218 0.03278 0.00114
Φ.6-2Ant80-AJ-ExpBkd 0.0294104 0.0332111 0.03218 0.03253 0.00113
Φ.3-L1.9-2Ant80-AJ-ExpBkd 0.0298195 0.0337127 0.03219 0.03272 0.00132
Φ.9-L2.65-2Ant160-AJ-ExpBkd 0.0298753 0.03331 0.03221 0.03250 0.00094
Φ.9-L2.9-2Ant160-AJ-Exp 0.0292541 0.033171 0.03221 0.03246 0.00106
Φ.3-2Ant160-AJ-ExpBkd 0.0301841 0.033335 0.03222 0.03265 0.00097
Φ.6-L1.65-2Ant160-AJ-ExpBkd 0.0312981 0.0328867 0.03222 0.03242 0.00061
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Φ.3-L2.65-2Ant80-AJ-ExpBkd 0.0296399 0.033269 0.03222 0.03292 0.00119
Φ.9-L2.25-2Ant160-AJ-ExpBkd 0.0308358 0.0329534 0.03222 0.03245 0.00071
Φ.9-L1.65-2Ant160-AJ-Exp 0.0302017 0.0328052 0.03222 0.03256 0.00077
Φ()-L2.25-2Ant40-AJ-ExpBkd 0.0290926 0.0337126 0.03223 0.03290 0.00162
Φ.9-L1.25-2Ant160-AJ-Exp 0.0298667 0.0333178 0.03224 0.03294 0.00125
Φ.6-L2.25-2Ant160-AJ-ExpBkd 0.0303252 0.0329345 0.03227 0.03240 0.00068
Φ.3-L2.25-2Ant160-AJ-ExpBkd 0.0305375 0.0332109 0.03227 0.03263 0.00086
Φ()-L1.9-2Ant80-AJ-Exp 0.0288273 0.0337838 0.03228 0.03312 0.00153
Φ.9-2Ant80-AJ-ExpBkd 0.0292063 0.0335397 0.03228 0.03279 0.00126
Φ.3-L1.9-2Ant40-AJ-ExpBkd 0.0289394 0.0337511 0.03229 0.03322 0.00177
Φ.9-L2.9-2Ant160-AJ-ExpBkd 0.0315504 0.0332463 0.03231 0.03230 0.00042
Φ.9-2Ant160-AJ-Exp 0.0301076 0.0331538 0.03231 0.03278 0.00095
Φ()-L1.25-2Ant160-AJ-ExpBkd 0.0316021 0.0332137 0.03232 0.03231 0.00045
Φ.3-L1.9-2Ant160-AJ-Exp 0.0302664 0.033289 0.03232 0.03243 0.00091
2Ant80-AJ-ExpBkd 0.0288872 0.0333458 0.03233 0.03271 0.00127
Φ.9-2Ant160-AJ-ExpBkd 0.0290924 0.0332441 0.03233 0.03285 0.00120
Φ.6-L1.25-2Ant160-AJ-Exp 0.0286164 0.0332633 0.03234 0.03283 0.00129
Φ()-L2.9-2Ant160-AJ-ExpBkd 0.0302677 0.0330705 0.03234 0.03264 0.00079
Φ.3-2Ant160-AJ-ExpBkd 0.0313875 0.0333761 0.03234 0.03227 0.00050
Φ.3-L1.25-2Ant160-AJ-Exp 0.0298371 0.0334804 0.03235 0.03255 0.00103
Φ.9-2Ant40-AJ-ExpFrd 0.0311089 0.0328537 0.03236 0.03255 0.00053
Φ.3-L1.65-2Ant160-AJ-Exp 0.0304948 0.0332802 0.03237 0.03270 0.00086
Φ.6-L1.25-2Ant160-AJ-ExpBkd 0.0316783 0.0330586 0.03238 0.03245 0.00047
Φ.3-L1.65-2Ant160-AJ-ExpBkd 0.0304116 0.0332169 0.03238 0.03248 0.00075
Φ()-L2.65-2Ant80-AJ-Exp 0.029713 0.0332443 0.03239 0.03294 0.00119
Φ.3-L1.9-2Ant80-AJ-Exp 0.0292265 0.0337925 0.03241 0.03281 0.00148
Φ()-L2.25-2Ant160-AJ-Exp 0.0283677 0.033313 0.03242 0.03309 0.00149
L1.25-2Ant80-AJ-ExpBkd 0.0298969 0.0333454 0.03243 0.03275 0.00099
Φ.6-L2.65-2Ant160-AJ-ExpBkd 0.0315735 0.0331984 0.03243 0.03248 0.00041
Φ.6-L1.65-2Ant160-AJ-Exp 0.0303369 0.0331186 0.03243 0.03271 0.00078
Φ()-2Ant40-AJ-Exp 0.0290481 0.0337128 0.03245 0.03280 0.00129
Φ()-L2.9-2Ant160-AJ-Exp 0.0290992 0.033255 0.03245 0.03287 0.00117
Φ.6-L2.9-2Ant20-AJ-ExpFrd 0.0311154 0.0331997 0.03246 0.03252 0.00062
Φ.3-L1.25-2Ant160-AJ-ExpBkd 0.0307106 0.0332361 0.03246 0.03269 0.00079
Φ()-2Ant160-AJ-Exp 0.0283364 0.0339051 0.03246 0.03296 0.00153
Φ()-L2.65-2Ant40-AJ-Exp 0.0289592 0.0335832 0.03247 0.03312 0.00139
Φ.3-L2.65-2Ant160-AJ-Exp 0.0317871 0.0329086 0.03248 0.03253 0.00034
Φ.9-2Ant160-AJ-Exp 0.0302679 0.0333474 0.03248 0.03288 0.00093
2Ant160-AJ-ExpBkd 0.0310017 0.0333077 0.03248 0.03251 0.00066
L2.65-2Ant160-AJ-Exp 0.0305059 0.0335739 0.03250 0.03279 0.00082
Φ.3-L1.9-2Ant160-1J-ExpFrdBkw 0.0311666 0.0329579 0.03250 0.03278 0.00055
Φ()-L1.25-2Ant160-AJ-Exp 0.0313806 0.0332559 0.03251 0.03283 0.00061
Φ.3-L2.9-2Ant80-AJ-ExpBkd 0.0303628 0.0333479 0.03251 0.03271 0.00083
Φ()-2Ant80-1J-ExpFrd 0.0293253 0.0330455 0.03252 0.03287 0.00107
Φ.9-L2.65-2Ant20-AJ-ExpFrdBkw 0.0298751 0.0337107 0.03254 0.03275 0.00099
Φ.3-L2.25-2Ant20-AJ-ExpFrd 0.028707 0.0337255 0.03255 0.03324 0.00151
Φ.9-L1.65-2Ant80-AJ-ExpBkd 0.0299613 0.0332545 0.03255 0.03280 0.00090
L1.25-2Ant160-AJ-Exp 0.0315657 0.0334027 0.03256 0.03261 0.00057
Φ.6-L2.25-2Ant80-AJ-Exp 0.02952 0.0336027 0.03256 0.03293 0.00113
2Ant160-AJ-ExpBkd 0.0318275 0.033117 0.03257 0.03256 0.00042
Φ.9-L1.25-2Ant80-AJ-Exp 0.0312439 0.0333309 0.03257 0.03290 0.00074
Φ()-L2.25-2Ant160-AJ-ExpBkd 0.0310657 0.0332008 0.03258 0.03299 0.00071
Φ.9-2Ant160-AJ-ExpBkd 0.0317205 0.0329765 0.03258 0.03267 0.00039
Φ.3-L2.25-2Ant80-AJ-Exp 0.0297711 0.0335765 0.03258 0.03304 0.00115
Φ.3-L2.9-2Ant160-AJ-ExpBkd 0.0309686 0.033118 0.03259 0.03266 0.00060
Φ.9-2Ant20-AJ-ExpFrd 0.0311334 0.0336002 0.03259 0.03263 0.00074
Φ.6-2Ant160-AJ-ExpBkd 0.0321701 0.0330312 0.03259 0.03263 0.00027
2Ant160-AJ-Exp 0.0306755 0.0335132 0.03259 0.03274 0.00084
Φ.6-2Ant80-AJ-Exp 0.030514 0.0337785 0.03261 0.03313 0.00116
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Φ()-L1.9-2Ant20-AJ-ExpFrdBkw 0.0307215 0.0337424 0.03261 0.03294 0.00101
Φ.6-L2.25-2Ant160-1J-ExpFrdBkw 0.0321082 0.0329725 0.03261 0.03275 0.00031
Φ()-L2.9-2Ant80-AJ-Exp 0.0289766 0.0336575 0.03261 0.03295 0.00126
Φ.6-L1.25-2Ant80-AJ-ExpBkd 0.0291554 0.0334413 0.03261 0.03291 0.00118
L1.65-2Ant160-AJ-Exp 0.0319657 0.0333392 0.03262 0.03276 0.00043
Φ.6-L1.9-2Ant160-1J-ExpFrd 0.031135 0.0330693 0.03262 0.03279 0.00053
Φ.6-L2.25-2Ant160-AJ-Exp 0.0316605 0.0332411 0.03265 0.03274 0.00050
Φ()-L2.65-2Ant20-AJ-ExpFrd 0.0289573 0.0343606 0.03266 0.03312 0.00150
Φ.6-L2.9-2Ant20-AJ-ExpFrdBkw 0.0310593 0.0341169 0.03268 0.03269 0.00076
Φ.3-L2.25-2Ant80-AJ-ExpBkd 0.0318305 0.0333441 0.03270 0.03297 0.00054
Φ.9-L1.9-2Ant80-AJ-Exp 0.0297303 0.0340543 0.03270 0.03314 0.00127
Φ.3-L2.9-2Ant160-1J-ExpFrd 0.03178 0.0330401 0.03270 0.03279 0.00032
Φ()-L2.9-2Ant40-AJ-ExpBkd 0.0306516 0.0339359 0.03270 0.03308 0.00106
Φ()-L2.65-2Ant20-AJ-ExpFrdBkw 0.0301792 0.0334628 0.03270 0.03310 0.00092
Φ()-2Ant80-AJ-ExpBkd 0.0294973 0.0335055 0.03270 0.03294 0.00110
Φ.9-L1.9-2Ant160-AJ-Exp 0.031574 0.0333131 0.03271 0.03291 0.00054
Φ.9-L2.65-2Ant160-1J-ExpFrdBkw 0.0321672 0.033101 0.03271 0.03281 0.00029
Φ.9-L2.65-2Ant160-1J-ExpFrd 0.0318895 0.033034 0.03271 0.03280 0.00030
Φ.6-L2.25-2Ant80-AJ-ExpBkd 0.0315068 0.0332556 0.03271 0.03290 0.00046
Φ.6-2Ant160-AJ-Exp 0.0318931 0.0333962 0.03273 0.03280 0.00044
Φ()-L1.65-2Ant160-AJ-Exp 0.0315663 0.0337799 0.03273 0.03265 0.00066
L1.9-2Ant40-AJ-Exp 0.0302047 0.0338117 0.03274 0.03320 0.00125
L2.65-2Ant160-1J-ExpFrd 0.0322191 0.0330595 0.03274 0.03282 0.00028
Φ()-L1.65-2Ant160-1J-ExpFrdBkw 0.0322466 0.0330566 0.03274 0.03275 0.00020
Φ.9-L2.25-2Ant80-AJ-ExpBkd 0.0296384 0.0335649 0.03274 0.03311 0.00109
Φ.9-L1.25-2Ant160-1J-ExpFrd 0.0322173 0.0330568 0.03275 0.03282 0.00024
L1.25-2Ant160-1J-ExpFrd 0.0323992 0.0330142 0.03276 0.03279 0.00016
Φ()-L1.65-2Ant40-AJ-Exp 0.0305955 0.0342178 0.03276 0.03283 0.00094
Φ.3-L1.9-2Ant40-AJ-Exp 0.028973 0.0351992 0.03276 0.03345 0.00184
Φ.9-L2.9-2Ant20-AJ-ExpFrdBkw 0.0304911 0.0335023 0.03277 0.03300 0.00084
Φ.6-2Ant160-1J-ExpFrdBkw 0.0319269 0.0331119 0.03277 0.03288 0.00032
Φ()-L1.25-2Ant40-AJ-Exp 0.0311795 0.0336346 0.03277 0.03296 0.00079
Φ.6-L2.9-2Ant80-AJ-ExpBkd 0.0320243 0.0333915 0.03277 0.03277 0.00046
Φ.6-L2.25-2Ant160-1J-ExpFrd 0.0321745 0.0330206 0.03277 0.03287 0.00024
Φ.3-L1.9-2Ant160-1J-ExpFrd 0.0322352 0.0330483 0.03277 0.03289 0.00029
Φ.9-L1.25-2Ant160-1J-ExpFrdBkw 0.031912 0.0330537 0.03278 0.03286 0.00031
Φ.9-L2.9-2Ant160-1J-ExpFrdBkw 0.0325451 0.0331069 0.03278 0.03278 0.00018
Φ.9-L1.65-2Ant160-1J-ExpFrd 0.0322862 0.0330186 0.03279 0.03278 0.00021
Φ.6-L2.65-2Ant160-1J-ExpFrd 0.0322996 0.0330024 0.03279 0.03284 0.00020
Φ.6-L1.65-2Ant80-AJ-Exp 0.0299942 0.0337349 0.03279 0.03324 0.00110
Φ()-2Ant20-AJ-ExpFrd 0.0313989 0.0337298 0.03280 0.03275 0.00073
L1.65-2Ant80-AJ-ExpBkd 0.030982 0.033439 0.03280 0.03308 0.00069
Φ.9-2Ant160-1J-ExpFrd 0.0309346 0.0331699 0.03280 0.03296 0.00063
Φ()-L2.65-2Ant80-1J-ExpFrd 0.030956 0.0330757 0.03280 0.03301 0.00062
L2.25-2Ant160-1J-ExpFrd 0.0324993 0.0329269 0.03280 0.03284 0.00012
Φ.3-L2.25-2Ant160-1J-ExpFrdBkw 0.0324819 0.0329797 0.03281 0.03281 0.00014
L2.65-2Ant80-AJ-ExpBkd 0.0309405 0.0335449 0.03281 0.03305 0.00068
Φ.3-2Ant160-1J-ExpFrd 0.0324186 0.0329583 0.03281 0.03290 0.00018
2Ant160-1J-ExpFrdBkw 0.0323843 0.0329616 0.03281 0.03286 0.00017
Φ.3-L1.65-2Ant80-AJ-Exp 0.0299058 0.0340854 0.03282 0.03321 0.00113
Φ.6-L2.65-2Ant80-AJ-Exp 0.0309446 0.0338289 0.03282 0.03313 0.00086
2Ant80-1J-ExpFrdBkw 0.0308651 0.0331483 0.03282 0.03301 0.00066
Φ.6-L2.25-2Ant40-AJ-ExpBkd 0.0307814 0.0337728 0.03282 0.03313 0.00098
Φ.3-2Ant20-AJ-ExpFrdBkw 0.0316949 0.0335367 0.03282 0.03295 0.00051
L2.9-2Ant160-1J-ExpFrdBkw 0.0323834 0.0330091 0.03282 0.03289 0.00017
Φ.3-L1.25-2Ant160-1J-ExpFrdBkw 0.0322992 0.0330841 0.03282 0.03284 0.00020
L2.65-2Ant20-AJ-ExpFrdBkw 0.0320437 0.0336318 0.03283 0.03275 0.00055
Φ.9-L2.9-2Ant80-AJ-ExpBkd 0.0318209 0.0334009 0.03283 0.03297 0.00050
Φ.9-L1.9-2Ant160-1J-ExpFrdBkw 0.0320056 0.0330774 0.03283 0.03287 0.00029
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Φ.3-L2.9-2Ant160-1J-ExpFrdBkw 0.0324308 0.0330417 0.03283 0.03290 0.00020
2Ant80-AJ-ExpBkd 0.0297892 0.0337312 0.03284 0.03311 0.00104
Φ.6-L1.65-2Ant80-AJ-ExpBkd 0.0319169 0.0336919 0.03284 0.03293 0.00048
Φ.6-2Ant80-AJ-ExpBkd 0.0298645 0.0341597 0.03284 0.03325 0.00129
Φ()-L2.9-2Ant20-AJ-ExpFrd 0.0313109 0.0337749 0.03284 0.03293 0.00072
Φ.3-L1.65-2Ant80-AJ-ExpBkd 0.0312565 0.0333914 0.03284 0.03298 0.00058
Φ.6-2Ant160-AJ-ExpBkd 0.0323623 0.0332745 0.03284 0.03277 0.00029
Φ.9-L2.9-2Ant20-AJ-ExpFrd 0.0323073 0.0331694 0.03284 0.03283 0.00029
Φ.6-L1.25-2Ant160-1J-ExpFrd 0.0324221 0.0329762 0.03284 0.03287 0.00015
Φ.3-2Ant80-AJ-ExpBkd 0.0316617 0.0337171 0.03284 0.03297 0.00056
Φ.6-L1.9-2Ant80-AJ-Exp 0.0289984 0.0343549 0.03284 0.03304 0.00137
Φ.9-L2.65-2Ant80-AJ-Exp 0.0312964 0.0337936 0.03285 0.03295 0.00069
Φ.9-2Ant20-AJ-ExpFrdBkw 0.0310525 0.0338062 0.03285 0.03293 0.00076
Φ.6-L1.9-2Ant160-AJ-Exp 0.0321097 0.0333296 0.03285 0.03287 0.00034
L2.65-2Ant160-1J-ExpFrdBkw 0.0325846 0.0330495 0.03285 0.03283 0.00013
Φ.9-2Ant160-1J-ExpFrd 0.0325446 0.0330457 0.03285 0.03287 0.00015
Φ.9-L2.65-2Ant40-AJ-ExpBkd 0.0288761 0.0339436 0.03285 0.03323 0.00138
L1.9-2Ant160-1J-ExpFrd 0.032315 0.0331127 0.03286 0.03294 0.00024
L2.9-2Ant160-1J-ExpFrd 0.0327111 0.032976 0.03286 0.03287 0.00008
L2.9-2Ant80-AJ-ExpBkd 0.0318255 0.0334862 0.03286 0.03310 0.00060
L2.9-2Ant160-AJ-Exp 0.0323814 0.0335494 0.03286 0.03280 0.00037
Φ.3-L1.65-2Ant160-1J-ExpFrd 0.0325947 0.0331619 0.03287 0.03295 0.00019
Φ.9-2Ant160-1J-ExpFrdBkw 0.0324328 0.0331411 0.03287 0.03292 0.00024
Φ()-L1.9-2Ant160-1J-ExpFrd 0.0322068 0.0331484 0.03287 0.03294 0.00030
Φ.3-2Ant160-1J-ExpFrd 0.0322129 0.0333146 0.03287 0.03289 0.00031
Φ()-L2.65-2Ant160-1J-ExpFrd 0.0324997 0.0330839 0.03288 0.03295 0.00018
Φ()-L2.25-2Ant80-AJ-ExpBkd 0.0319811 0.0337445 0.03288 0.03297 0.00052
L1.65-2Ant80-AJ-Exp 0.0298439 0.0336359 0.03288 0.03319 0.00103
2Ant40-AJ-ExpBkd 0.0315029 0.0336476 0.03288 0.03301 0.00072
Φ()-L2.65-2Ant80-AJ-ExpBkd 0.0315374 0.0344287 0.03288 0.03285 0.00069
Φ()-L2.9-2Ant40-AJ-Exp 0.0312533 0.0337028 0.03288 0.03317 0.00073
Φ.6-L2.9-2Ant80-AJ-Exp 0.0298767 0.0337096 0.03288 0.03316 0.00104
Φ()-L1.9-2Ant160-1J-ExpFrdBkw 0.0326423 0.0330617 0.03288 0.03292 0.00015
Φ()-2Ant40-1J-ExpFrd 0.0303109 0.033438 0.03289 0.03314 0.00086
Φ.6-L1.9-2Ant160-1J-ExpFrdBkw 0.0326115 0.0332952 0.03289 0.03293 0.00021
L1.25-2Ant80-1J-ExpFrdBkw 0.0325886 0.033034 0.03289 0.03289 0.00014
L1.9-2Ant160-AJ-Exp 0.0319566 0.0334913 0.03289 0.03291 0.00038
Φ()-L1.65-2Ant20-AJ-ExpFrd 0.0322441 0.0333787 0.03289 0.03297 0.00035
L1.65-2Ant160-1J-ExpFrd 0.032668 0.0330663 0.03289 0.03288 0.00011
Φ.6-L1.65-2Ant160-1J-ExpFrdBkw 0.0325787 0.0330139 0.03289 0.03291 0.00012
Φ()-L1.65-2Ant80-1J-ExpFrd 0.031898 0.033124 0.03289 0.03303 0.00035
Φ.6-L1.25-2Ant40-AJ-ExpBkd 0.0301121 0.0345835 0.03289 0.03326 0.00132
Φ.6-L1.25-2Ant160-1J-ExpFrdBkw 0.0323384 0.0330892 0.03289 0.03295 0.00021
Φ.3-L2.25-2Ant160-1J-ExpFrd 0.0325538 0.0330389 0.03289 0.03295 0.00015
Φ.9-2Ant80-AJ-ExpBkd 0.0306116 0.0339552 0.03289 0.03319 0.00086
Φ.6-L1.65-2Ant160-1J-ExpFrd 0.0326397 0.0331447 0.03289 0.03293 0.00015
Φ.3-L1.25-2Ant80-AJ-Exp 0.0322943 0.0333172 0.03289 0.03295 0.00034
Φ.3-L1.25-2Ant20-AJ-ExpFrd 0.030863 0.0335481 0.03290 0.03314 0.00078
Φ.9-L2.25-2Ant160-1J-ExpFrdBkw 0.0324313 0.0331935 0.03290 0.03297 0.00021
2Ant20-AJ-ExpFrdBkw 0.0314879 0.0343396 0.03290 0.03290 0.00078
Φ.6-L1.9-2Ant80-AJ-ExpBkd 0.0319836 0.0334588 0.03290 0.03286 0.00040
L1.65-2Ant80-1J-ExpFrdBkw 0.0327839 0.0330289 0.03290 0.03291 0.00007
Φ.9-L1.9-2Ant160-1J-ExpFrd 0.0327527 0.0331225 0.03291 0.03291 0.00010
L2.9-2Ant20-AJ-ExpFrd 0.0324635 0.0333909 0.03291 0.03289 0.00031
L1.9-2Ant20-AJ-ExpFrdBkw 0.0314205 0.0341968 0.03291 0.03292 0.00070
Φ()-L1.25-2Ant20-AJ-ExpFrdBkw 0.029782 0.0342344 0.03291 0.03311 0.00121
L2.25-2Ant80-1J-ExpFrd 0.0320969 0.0330955 0.03291 0.03301 0.00028
2Ant80-AJ-Exp 0.0296972 0.0340654 0.03291 0.03325 0.00114
Φ.9-L1.65-2Ant80-1J-ExpFrd 0.0322919 0.0331165 0.03291 0.03302 0.00024
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L2.25-2Ant160-1J-ExpFrdBkw 0.0325702 0.0331033 0.03291 0.03298 0.00017
Φ.3-L2.65-2Ant20-AJ-ExpFrdBkw 0.0322087 0.0338144 0.03291 0.03284 0.00049
2Ant160-1J-ExpFrd 0.0327763 0.0330939 0.03291 0.03290 0.00009
Φ.9-L2.9-2Ant160-1J-ExpFrd 0.0328301 0.0330171 0.03291 0.03290 0.00006
Φ()-L2.25-2Ant20-AJ-ExpFrdBkw 0.0324926 0.0332185 0.03291 0.03293 0.00020
Φ()-L2.25-2Ant80-1J-ExpFrd 0.0326307 0.0330664 0.03291 0.03298 0.00014
Φ.6-2Ant160-1J-ExpFrd 0.0326605 0.0331024 0.03291 0.03291 0.00013
Φ.3-L1.65-2Ant160-1J-ExpFrdBkw 0.0324117 0.0331285 0.03291 0.03295 0.00018
Φ.3-L1.25-2Ant80-1J-ExpFrd 0.0327747 0.0331063 0.03292 0.03291 0.00012
Φ.9-L2.25-2Ant160-1J-ExpFrd 0.032786 0.033041 0.03292 0.03291 0.00009
Φ.3-L1.9-2Ant80-1J-ExpFrdBkw 0.0327001 0.0331044 0.03292 0.03297 0.00013
Φ.3-L2.65-2Ant160-1J-ExpFrd 0.0326328 0.0331059 0.03292 0.03291 0.00013
L1.9-2Ant160-1J-ExpFrdBkw 0.0328366 0.0330619 0.03292 0.03290 0.00007
Φ.6-L2.65-2Ant20-AJ-ExpFrd 0.0304827 0.0340258 0.03292 0.03289 0.00094
Φ()-L1.25-2Ant160-1J-ExpFrdBkw 0.0326807 0.0331197 0.03292 0.03299 0.00017
Φ.6-2Ant160-1J-ExpFrdBkw 0.0326915 0.0330621 0.03292 0.03298 0.00013
Φ.9-L2.65-2Ant20-AJ-ExpFrd 0.0321844 0.0336167 0.03293 0.03284 0.00046
Φ.3-L1.25-2Ant160-1J-ExpFrd 0.0326941 0.0331319 0.03293 0.03299 0.00014
Φ()-L2.9-2Ant80-1J-ExpFrdBkw 0.0323861 0.0331747 0.03293 0.03304 0.00024
Φ.6-L1.9-2Ant80-1J-ExpFrd 0.0325461 0.0332069 0.03293 0.03293 0.00017
Φ()-2Ant160-1J-ExpFrdBkw 0.0327484 0.0331218 0.03293 0.03296 0.00011
2Ant160-1J-ExpFrdBkw 0.0328052 0.0330426 0.03293 0.03294 0.00008
Φ()-L1.65-2Ant80-AJ-ExpBkd 0.0314309 0.0341055 0.03293 0.03298 0.00075
2Ant160-1J-ExpFrd 0.0326891 0.0331189 0.03293 0.03297 0.00013
Φ.3-L2.65-2Ant160-1J-ExpFrdBkw 0.0327435 0.0330928 0.03293 0.03291 0.00011
Φ()-2Ant80-1J-ExpFrdBkw 0.0324548 0.0333023 0.03293 0.03304 0.00026
Φ.6-L1.9-2Ant20-AJ-ExpFrd 0.0315613 0.0337041 0.03293 0.03318 0.00061
L2.9-2Ant80-1J-ExpFrdBkw 0.0323916 0.0331158 0.03293 0.03301 0.00021
Φ.6-L2.9-2Ant160-1J-ExpFrd 0.0327697 0.0330934 0.03293 0.03293 0.00011
Φ.3-2Ant160-1J-ExpFrdBkw 0.0327886 0.0330344 0.03293 0.03294 0.00008
L1.65-2Ant160-1J-ExpFrdBkw 0.0327987 0.0330933 0.03293 0.03294 0.00008
Φ.9-L2.65-2Ant80-1J-ExpFrd 0.032613 0.0330707 0.03293 0.03297 0.00013
Φ.9-L1.65-2Ant160-1J-ExpFrdBkw 0.0327401 0.0332029 0.03294 0.03291 0.00014
Φ.6-2Ant160-1J-ExpFrd 0.0325926 0.0331185 0.03294 0.03292 0.00014
Φ.9-L2.65-2Ant80-AJ-ExpBkd 0.0321362 0.0334617 0.03294 0.03295 0.00033
Φ()-L1.65-2Ant160-1J-ExpFrd 0.032684 0.0331351 0.03294 0.03295 0.00014
Φ.6-L2.9-2Ant80-1J-ExpFrd 0.0326632 0.0330931 0.03294 0.03297 0.00014
Φ.6-L2.9-2Ant160-1J-ExpFrdBkw 0.0328204 0.0331847 0.03294 0.03291 0.00010
Φ.9-2Ant80-1J-ExpFrd 0.03269 0.0331296 0.03294 0.03296 0.00013
Φ()-L2.65-2Ant40-1J-ExpFrdBkw 0.0318394 0.0332031 0.03294 0.03308 0.00039
Φ.6-L2.25-2Ant80-1J-ExpFrd 0.0327716 0.0331224 0.03294 0.03292 0.00011
Φ.3-L1.9-2Ant80-1J-ExpFrd 0.0327201 0.0331253 0.03294 0.03298 0.00014
Φ.3-L1.25-2Ant80-1J-ExpFrdBkw 0.0327383 0.0330661 0.03295 0.03296 0.00009
Φ()-2Ant20-AJ-ExpFrdBkw 0.0313335 0.0338103 0.03295 0.03309 0.00077
Φ.3-L1.65-2Ant80-1J-ExpFrd 0.0328053 0.033147 0.03295 0.03292 0.00010
Φ.6-L2.65-2Ant160-1J-ExpFrdBkw 0.0328058 0.0330717 0.03295 0.03295 0.00008
Φ.6-L2.9-2Ant80-1J-ExpFrdBkw 0.0326574 0.0332323 0.03295 0.03294 0.00016
Φ()-2Ant160-1J-ExpFrdBkw 0.0327631 0.0331144 0.03295 0.03295 0.00010
Φ.3-L1.65-2Ant80-1J-ExpFrdBkw 0.0327754 0.0330822 0.03295 0.03297 0.00009
Φ.9-2Ant160-1J-ExpFrdBkw 0.0328228 0.0330955 0.03296 0.03296 0.00008
Φ.9-L1.9-2Ant80-1J-ExpFrd 0.0327149 0.0331099 0.03296 0.03298 0.00014
Φ()-L2.9-2Ant160-1J-ExpFrdBkw 0.0326023 0.0331134 0.03296 0.03299 0.00017
Φ.9-L2.9-2Ant80-1J-ExpFrd 0.0327458 0.0331611 0.03296 0.03294 0.00011
L1.25-2Ant160-1J-ExpFrdBkw 0.0327932 0.0330876 0.03296 0.03297 0.00011
Φ()-L1.25-2Ant160-1J-ExpFrd 0.0326167 0.0332871 0.03296 0.03294 0.00020
Φ()-L2.9-2Ant160-1J-ExpFrd 0.0327398 0.0332108 0.03296 0.03292 0.00015
Φ.6-L1.9-2Ant20-AJ-ExpFrdBkw 0.031262 0.033926 0.03296 0.03301 0.00075
Φ()-2Ant40-1J-ExpFrdBkw 0.0321196 0.0332387 0.03296 0.03308 0.00030
L2.9-2Ant80-1J-ExpFrd 0.0326687 0.0330903 0.03296 0.03297 0.00011
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Φ()-L2.9-2Ant80-AJ-ExpBkd 0.0310851 0.0341165 0.03296 0.03309 0.00076
Φ()-2Ant160-1J-ExpFrd 0.0324863 0.0332284 0.03296 0.03297 0.00020
Φ.3-L2.9-2Ant80-1J-ExpFrdBkw 0.0327833 0.0331915 0.03296 0.03296 0.00011
Φ.3-2Ant80-1J-ExpFrdBkw 0.0328623 0.033133 0.03296 0.03297 0.00007
L1.65-2Ant40-1J-ExpFrd 0.0328155 0.033216 0.03297 0.03294 0.00012
Φ.3-L2.65-2Ant80-1J-ExpFrd 0.0326209 0.0331581 0.03297 0.03302 0.00015
Φ.9-L2.65-2Ant80-1J-ExpFrdBkw 0.0326002 0.0331249 0.03297 0.03299 0.00014
L1.65-2Ant80-1J-ExpFrd 0.0327213 0.0330978 0.03297 0.03297 0.00011
L1.9-2Ant80-1J-ExpFrd 0.0324354 0.0331025 0.03297 0.03302 0.00018
Φ.3-2Ant160-1J-ExpFrdBkw 0.0328224 0.0331036 0.03297 0.03298 0.00009
Φ.6-L2.65-2Ant80-1J-ExpFrdBkw 0.0326295 0.0331343 0.03297 0.03302 0.00015
Φ.3-L2.65-2Ant20-AJ-ExpFrd 0.0322644 0.0338723 0.03297 0.03304 0.00043
Φ.3-L2.25-2Ant80-1J-ExpFrdBkw 0.0327816 0.0331344 0.03297 0.03297 0.00010
Φ()-L2.65-2Ant160-1J-ExpFrdBkw 0.0324105 0.0333391 0.03297 0.03301 0.00023
L2.65-2Ant40-AJ-Exp 0.0294568 0.0340282 0.03297 0.03352 0.00133
Φ.9-L2.25-2Ant80-1J-ExpFrdBkw 0.0326516 0.0330846 0.03297 0.03301 0.00012
Φ.6-2Ant160-AJ-Exp 0.0320328 0.0338487 0.03297 0.03296 0.00060
Φ.9-L1.25-2Ant80-1J-ExpFrd 0.0326253 0.0332991 0.03297 0.03300 0.00018
Φ.9-2Ant80-1J-ExpFrdBkw 0.0328267 0.0330686 0.03298 0.03299 0.00007
Φ.6-L2.25-2Ant80-1J-ExpFrdBkw 0.0328758 0.0331344 0.03298 0.03296 0.00008
Φ.9-L2.25-2Ant80-1J-ExpFrd 0.0328016 0.0331056 0.03298 0.03302 0.00011
L1.9-2Ant20-AJ-ExpFrd 0.0322447 0.0345055 0.03298 0.03287 0.00055
Φ()-L1.9-2Ant80-1J-ExpFrd 0.0327356 0.0332359 0.03298 0.03301 0.00017
Φ.6-L2.65-2Ant80-1J-ExpFrd 0.0327065 0.0331617 0.03298 0.03302 0.00012
Φ.6-2Ant80-1J-ExpFrd 0.0325138 0.0331261 0.03298 0.03303 0.00016
L1.25-2Ant80-1J-ExpFrd 0.0328037 0.0331811 0.03298 0.03301 0.00011
Φ.3-2Ant80-1J-ExpFrd 0.0328005 0.0330957 0.03298 0.03299 0.00010
Φ()-2Ant160-1J-ExpFrd 0.0326773 0.0331153 0.03298 0.03301 0.00014
Φ.6-L1.9-2Ant80-1J-ExpFrdBkw 0.0328548 0.0330519 0.03299 0.03300 0.00006
Φ.3-L2.65-2Ant80-1J-ExpFrdBkw 0.0328173 0.0331158 0.03299 0.03301 0.00009
Φ.6-L2.25-2Ant20-AJ-ExpFrd 0.0317931 0.0337615 0.03299 0.03321 0.00062
L2.25-2Ant80-AJ-Exp 0.0308041 0.0335817 0.03299 0.03318 0.00077
2Ant80-1J-ExpFrd 0.0325766 0.0331892 0.03299 0.03300 0.00017
Φ()-L2.25-2Ant160-1J-ExpFrdBkw 0.0328833 0.0331819 0.03299 0.03297 0.00008
Φ.6-L1.65-2Ant40-AJ-Exp 0.0318801 0.0336106 0.03299 0.03312 0.00048
Φ.3-L2.25-2Ant80-1J-ExpFrd 0.0328086 0.0331443 0.03299 0.03301 0.00010
L2.65-2Ant80-1J-ExpFrd 0.0327853 0.0332274 0.03299 0.03298 0.00011
Φ.3-L2.9-2Ant80-1J-ExpFrd 0.0328014 0.0331301 0.03299 0.03300 0.00011
Φ()-L2.65-2Ant40-1J-ExpFrd 0.0320608 0.0334619 0.03299 0.03306 0.00034
Φ.9-2Ant80-1J-ExpFrdBkw 0.0328233 0.0331455 0.03299 0.03297 0.00009
Φ()-L1.65-2Ant40-1J-ExpFrdBkw 0.0320634 0.0333277 0.03299 0.03314 0.00041
Φ.9-L2.9-2Ant80-1J-ExpFrdBkw 0.0328451 0.0331054 0.03299 0.03298 0.00008
Φ()-L1.65-2Ant80-1J-ExpFrdBkw 0.0328539 0.0330664 0.03300 0.03301 0.00006
L2.9-2Ant80-AJ-Exp 0.031805 0.0342131 0.03300 0.03311 0.00062
Φ()-L2.65-2Ant80-1J-ExpFrdBkw 0.0328453 0.0331589 0.03300 0.03303 0.00010
Φ.3-L1.25-2Ant20-AJ-ExpFrdBkw 0.0313291 0.0339729 0.03300 0.03343 0.00089
Φ()-L1.25-2Ant80-1J-ExpFrd 0.0328114 0.0330886 0.03300 0.03302 0.00009
Φ.6-2Ant80-1J-ExpFrdBkw 0.0328388 0.03315 0.03301 0.03303 0.00010
Φ.9-L1.65-2Ant80-1J-ExpFrdBkw 0.032604 0.0332054 0.03301 0.03303 0.00015
Φ.9-L1.25-2Ant80-1J-ExpFrdBkw 0.0329412 0.0330541 0.03301 0.03301 0.00004
Φ.9-L1.9-2Ant80-AJ-ExpBkd 0.0317393 0.033443 0.03301 0.03317 0.00046
Φ.9-L1.25-2Ant80-AJ-ExpBkd 0.0325581 0.0335749 0.03301 0.03297 0.00031
Φ.3-L2.9-2Ant20-AJ-ExpFrd 0.0323505 0.0335673 0.03301 0.03306 0.00041
L1.9-2Ant80-1J-ExpFrdBkw 0.0328329 0.03318 0.03301 0.03302 0.00010
Φ.3-2Ant80-1J-ExpFrdBkw 0.0328573 0.0331325 0.03301 0.03303 0.00008
Φ.6-L1.65-2Ant80-1J-ExpFrdBkw 0.0328765 0.0331373 0.03301 0.03302 0.00008
Φ()-2Ant80-1J-ExpFrd 0.0328172 0.0331254 0.03301 0.03305 0.00010
Φ.3-2Ant80-1J-ExpFrd 0.032851 0.0332078 0.03302 0.03303 0.00011
Φ.9-L1.9-2Ant80-1J-ExpFrdBkw 0.0329419 0.0330832 0.03302 0.03302 0.00004
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Φ.6-L2.65-2Ant80-AJ-ExpBkd 0.0325715 0.0333568 0.03302 0.03304 0.00027
Φ.6-2Ant20-AJ-ExpFrd 0.0322645 0.0337373 0.03302 0.03290 0.00051
Φ()-2Ant80-1J-ExpBkd 0.0306903 0.033862 0.03302 0.03313 0.00084
Φ.3-L2.65-2Ant40-AJ-ExpBkd 0.0315134 0.0349543 0.03302 0.03293 0.00093
Φ.9-L1.9-2Ant40-AJ-ExpBkd 0.0314937 0.0341671 0.03302 0.03328 0.00085
Φ()-L1.9-2Ant40-1J-ExpFrd 0.0328054 0.0332049 0.03303 0.03306 0.00012
Φ()-L1.25-2Ant40-AJ-ExpBkd 0.0326437 0.0333623 0.03303 0.03304 0.00020
Φ.9-L2.25-2Ant20-AJ-ExpFrdBkw 0.03226 0.0339101 0.03303 0.03299 0.00045
Φ.6-L2.25-2Ant40-AJ-Exp 0.0306762 0.0343094 0.03303 0.03318 0.00094
Φ.6-L1.65-2Ant80-1J-ExpFrd 0.0327995 0.0331629 0.03303 0.03304 0.00011
Φ()-L2.25-2Ant160-1J-ExpFrd 0.0327803 0.0331758 0.03303 0.03306 0.00011
Φ.6-L1.25-2Ant80-AJ-Exp 0.0311356 0.0335631 0.03303 0.03324 0.00067
Φ.6-L1.25-2Ant80-1J-ExpFrd 0.0329077 0.033124 0.03303 0.03305 0.00007
Φ.6-L1.65-2Ant40-1J-ExpFrdBkw 0.0328644 0.0331516 0.03303 0.03308 0.00010
Φ.9-2Ant80-1J-ExpFrd 0.0328814 0.0331445 0.03303 0.03307 0.00009
Φ()-L2.9-2Ant80-1J-ExpFrd 0.032857 0.0331961 0.03303 0.03303 0.00010
L2.9-2Ant20-AJ-ExpFrdBkw 0.0317637 0.0336325 0.03303 0.03305 0.00050
L1.9-2Ant80-AJ-Exp 0.0321172 0.0338635 0.03304 0.03306 0.00060
Φ()-L1.25-2Ant80-1J-ExpFrdBkw 0.0328458 0.0331785 0.03304 0.03307 0.00011
L2.25-2Ant80-1J-ExpFrdBkw 0.0326372 0.033221 0.03304 0.03308 0.00015
Φ.9-L2.25-2Ant40-AJ-ExpBkd 0.0313984 0.0359321 0.03304 0.03299 0.00121
Φ.3-2Ant80-AJ-Exp 0.0313916 0.03387 0.03304 0.03335 0.00080
Φ.6-L1.25-2Ant80-1J-ExpFrdBkw 0.032903 0.033146 0.03304 0.03306 0.00008
L1.25-2Ant40-1J-ExpFrdBkw 0.0328669 0.0331542 0.03304 0.03305 0.00009
L1.25-2Ant20-AJ-ExpFrd 0.0323109 0.0336709 0.03304 0.03310 0.00039
Φ.3-2Ant40-AJ-Exp 0.0291846 0.0340093 0.03304 0.03338 0.00132
Φ.9-L2.9-2Ant40-1J-ExpFrdBkw 0.0328652 0.0331649 0.03304 0.03306 0.00009
Φ.9-L1.65-2Ant40-AJ-Exp 0.0318596 0.03372 0.03304 0.03322 0.00059
Φ()-2Ant80-1J-ExpFrdBkw 0.0328677 0.0331296 0.03305 0.03306 0.00007
Φ.3-L2.65-2Ant80-AJ-Exp 0.0325619 0.0332307 0.03305 0.03311 0.00020
Φ.9-L1.65-2Ant20-AJ-ExpFrdBkw 0.0324441 0.0344062 0.03305 0.03295 0.00049
Φ()-L2.9-2Ant40-1J-ExpFrd 0.0328178 0.0332399 0.03305 0.03307 0.00013
Φ.6-2Ant80-1J-ExpFrd 0.0329534 0.0331489 0.03305 0.03303 0.00005
2Ant80-1J-ExpFrdBkw 0.0328757 0.0331715 0.03305 0.03306 0.00008
Φ.6-2Ant80-1J-ExpFrdBkw 0.0329358 0.0331951 0.03305 0.03304 0.00007
2Ant40-AJ-ExpBkd 0.0292274 0.0352645 0.03305 0.03326 0.00144
Φ()-L1.9-2Ant80-1J-ExpFrdBkw 0.0327653 0.0332893 0.03305 0.03308 0.00013
L1.65-2Ant40-AJ-ExpBkd 0.0310077 0.0346164 0.03305 0.03331 0.00111
Φ.3-L1.25-2Ant40-1J-ExpFrdBkw 0.0327882 0.0331805 0.03306 0.03309 0.00011
2Ant80-1J-ExpFrd 0.0327885 0.0332307 0.03306 0.03307 0.00012
L2.25-2Ant40-1J-ExpFrdBkw 0.0329156 0.0332755 0.03306 0.03306 0.00010
Φ()-L1.9-2Ant40-1J-ExpFrdBkw 0.0328469 0.0332591 0.03306 0.03306 0.00012
Φ()-L2.25-2Ant80-1J-ExpFrdBkw 0.0329172 0.0331953 0.03306 0.03306 0.00009
L2.9-2Ant40-AJ-ExpBkd 0.0294859 0.0348224 0.03306 0.03378 0.00177
Φ.6-L1.25-2Ant20-AJ-ExpFrdBkw 0.0321037 0.0341104 0.03306 0.03322 0.00069
Φ.3-L1.9-2Ant20-AJ-ExpFrd 0.0317346 0.0339662 0.03306 0.03320 0.00056
L2.25-2Ant20-AJ-ExpFrdBkw 0.0324753 0.0336205 0.03306 0.03313 0.00031
2Ant40-1J-ExpFrd 0.0329719 0.0331825 0.03306 0.03306 0.00006
Φ.9-L2.25-2Ant80-AJ-Exp 0.0306219 0.0339102 0.03306 0.03323 0.00090
L2.65-2Ant80-1J-ExpFrdBkw 0.0329637 0.0332396 0.03307 0.03305 0.00009
Φ.9-L2.25-2Ant40-1J-ExpFrdBkw 0.032968 0.0331634 0.03307 0.03307 0.00006
Φ.9-L1.9-2Ant40-1J-ExpFrdBkw 0.0329408 0.0331989 0.03307 0.03307 0.00008
Φ()-L2.9-2Ant40-1J-ExpFrdBkw 0.0327584 0.03328 0.03307 0.03309 0.00016
Φ.3-L1.25-2Ant40-1J-ExpFrd 0.0329198 0.0332622 0.03307 0.03306 0.00010
Φ()-2Ant40-AJ-ExpBkd 0.0319887 0.0336646 0.03307 0.03308 0.00043
Φ.3-L2.9-2Ant40-1J-ExpFrdBkw 0.0328382 0.0332189 0.03307 0.03308 0.00011
L2.65-2Ant40-1J-ExpFrd 0.0328064 0.033286 0.03308 0.03309 0.00016
Φ.6-2Ant20-AJ-ExpFrdBkw 0.0308139 0.0340153 0.03308 0.03339 0.00088
Φ.9-L2.65-2Ant40-1J-ExpFrdBkw 0.0328589 0.0332118 0.03308 0.03309 0.00009
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Φ.6-L2.9-2Ant40-1J-ExpFrdBkw 0.0328624 0.0333082 0.03308 0.03306 0.00012
Φ.6-L1.65-2Ant20-AJ-ExpFrd 0.0305346 0.0341344 0.03308 0.03337 0.00096
L2.25-2Ant40-1J-ExpFrd 0.0329038 0.0332251 0.03308 0.03309 0.00010
L2.65-2Ant40-1J-ExpFrdBkw 0.0327931 0.0332214 0.03308 0.03308 0.00011
Φ()-2Ant40-1J-ExpFrd 0.0329407 0.0332038 0.03308 0.03310 0.00009
Φ.6-L1.25-2Ant40-1J-ExpFrd 0.0326676 0.0332182 0.03308 0.03311 0.00015
Φ.6-L2.25-2Ant40-1J-ExpFrdBkw 0.0330462 0.0331545 0.03308 0.03307 0.00003
Φ.9-L2.65-2Ant40-1J-ExpFrd 0.0328372 0.0333762 0.03308 0.03307 0.00017
Φ()-L2.25-2Ant40-1J-ExpFrdBkw 0.0328607 0.0332917 0.03308 0.03309 0.00013
Φ.3-L1.9-2Ant40-1J-ExpFrd 0.032972 0.0332116 0.03309 0.03309 0.00008
Φ()-L1.9-2Ant40-AJ-Exp 0.0323468 0.0336926 0.03309 0.03303 0.00034
Φ.3-L2.9-2Ant40-AJ-ExpBkd 0.0313191 0.034024 0.03309 0.03325 0.00087
Φ.6-L2.9-2Ant40-1J-ExpFrd 0.0329434 0.0331803 0.03309 0.03311 0.00008
Φ.9-2Ant80-AJ-Exp 0.0325066 0.0333712 0.03309 0.03318 0.00027
Φ.9-2Ant40-AJ-Exp 0.0308748 0.0340345 0.03309 0.03320 0.00082
Φ.3-2Ant80-AJ-ExpBkd 0.032013 0.0338915 0.03309 0.03312 0.00052
Φ.6-2Ant40-1J-ExpFrdBkw 0.0329762 0.0333288 0.03310 0.03308 0.00009
L2.9-2Ant40-1J-ExpFrdBkw 0.0329992 0.0331574 0.03310 0.03312 0.00005
Φ()-L2.25-2Ant40-1J-ExpFrd 0.0329816 0.0332033 0.03310 0.03312 0.00007
L1.65-2Ant20-AJ-ExpFrdBkw 0.032125 0.0336117 0.03310 0.03324 0.00045
Φ()-L1.65-2Ant40-1J-ExpFrd 0.0328436 0.0334067 0.03310 0.03310 0.00014
Φ.6-2Ant40-1J-ExpFrdBkw 0.0329124 0.0333846 0.03310 0.03312 0.00013
Φ.3-2Ant40-1J-ExpFrdBkw 0.032876 0.0337615 0.03311 0.03305 0.00023
L2.9-2Ant40-1J-ExpFrd 0.0330281 0.0331696 0.03311 0.03311 0.00005
Φ.3-L2.65-2Ant40-1J-ExpFrd 0.0329663 0.0332771 0.03311 0.03310 0.00010
Φ.3-L2.25-2Ant40-1J-ExpFrdBkw 0.0329917 0.0332144 0.03311 0.03310 0.00007
Φ()-L1.65-2Ant80-1J-Exp 0.032487 0.0333789 0.03311 0.03315 0.00027
L1.25-2Ant40-1J-ExpFrd 0.0329538 0.0332646 0.03311 0.03313 0.00009
Φ.6-L1.9-2Ant40-1J-ExpFrdBkw 0.0329863 0.0332443 0.03311 0.03312 0.00008
Φ.9-L1.25-2Ant40-AJ-ExpBkd 0.0319955 0.0338024 0.03312 0.03317 0.00059
Φ.6-L2.65-2Ant40-1J-ExpFrdBkw 0.0330435 0.0332528 0.03312 0.03309 0.00007
Φ.3-L1.9-2Ant40-1J-ExpFrdBkw 0.0329679 0.0332723 0.03312 0.03312 0.00009
L1.9-2Ant40-1J-ExpFrdBkw 0.0329475 0.0333856 0.03312 0.03310 0.00011
2Ant40-1J-ExpFrdBkw 0.0329868 0.0332485 0.03312 0.03313 0.00007
Φ.6-L1.25-2Ant40-1J-ExpFrdBkw 0.0329562 0.0333235 0.03312 0.03312 0.00010
2Ant80-AJ-Exp 0.0309654 0.0343435 0.03312 0.03328 0.00082
Φ.9-L1.25-2Ant40-1J-ExpFrdBkw 0.0330799 0.0331677 0.03312 0.03312 0.00003
Φ()-2Ant20-AJ-ExpFrd 0.0315147 0.0342253 0.03312 0.03334 0.00085
Φ()-L1.65-2Ant80-1J-ExpBkd 0.0328764 0.0335626 0.03312 0.03311 0.00018
Φ.3-2Ant40-1J-ExpFrd 0.0329711 0.0334996 0.03313 0.03310 0.00014
Φ()-L1.9-2Ant160-1J-Exp 0.032082 0.03356 0.03313 0.03319 0.00042
Φ.9-2Ant40-1J-ExpFrd 0.0328712 0.0332852 0.03313 0.03314 0.00011
L1.65-2Ant40-1J-ExpFrdBkw 0.0329078 0.0333107 0.03313 0.03313 0.00011
Φ()-L2.65-2Ant80-1J-ExpBkd 0.0329372 0.0334825 0.03313 0.03309 0.00016
Φ.6-L1.9-2Ant40-1J-ExpFrd 0.0328433 0.0336601 0.03313 0.03312 0.00021
Φ.3-L1.9-2Ant20-AJ-ExpFrdBkw 0.030822 0.0369905 0.03313 0.03306 0.00151
Φ.6-L2.25-2Ant40-1J-ExpFrd 0.0328683 0.0334965 0.03313 0.03317 0.00017
Φ.3-L1.25-2Ant40-AJ-ExpBkd 0.0301432 0.0344198 0.03314 0.03328 0.00108
Φ.3-L2.25-2Ant20-AJ-ExpFrdBkw 0.0318628 0.0340361 0.03314 0.03310 0.00065
L2.65-2Ant80-AJ-Exp 0.0317031 0.0344353 0.03314 0.03314 0.00066
L1.25-2Ant80-AJ-Exp 0.0302835 0.0352259 0.03314 0.03305 0.00120
Φ.6-L1.65-2Ant40-1J-ExpFrd 0.0329932 0.0333232 0.03314 0.03310 0.00010
Φ.9-L1.9-2Ant40-1J-ExpFrd 0.033034 0.0333898 0.03314 0.03312 0.00009
Φ()-L1.9-2Ant160-1J-ExpBkd 0.0320958 0.0335179 0.03314 0.03313 0.00040
Φ.6-L1.65-2Ant20-AJ-ExpFrdBkw 0.0325604 0.0339049 0.03314 0.03307 0.00041
Φ.3-L2.65-2Ant40-1J-ExpFrdBkw 0.033027 0.0332289 0.03314 0.03315 0.00005
Φ()-L2.65-2Ant40-AJ-ExpBkd 0.0325857 0.0338941 0.03314 0.03305 0.00042
Φ()-L1.9-2Ant40-1J-ExpBkd 0.0330261 0.0334437 0.03314 0.03307 0.00015
Φ.9-L1.25-2Ant20-AJ-ExpFrd 0.0325761 0.0335698 0.03315 0.03316 0.00029
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Φ.9-L1.65-2Ant40-1J-ExpFrd 0.0330269 0.033337 0.03315 0.03313 0.00008
2Ant40-1J-ExpFrdBkw 0.0330068 0.03354 0.03315 0.03309 0.00016
Φ.9-L1.25-2Ant40-1J-ExpFrd 0.033 0.0333878 0.03315 0.03312 0.00012
Φ.6-2Ant40-1J-ExpFrd 0.033062 0.0333505 0.03315 0.03314 0.00007
Φ.3-2Ant20-AJ-ExpFrd 0.0324446 0.0339509 0.03315 0.03307 0.00045
L1.9-2Ant40-1J-ExpFrd 0.0329016 0.0335755 0.03315 0.03313 0.00016
Φ.3-2Ant40-1J-ExpFrdBkw 0.0329152 0.0333725 0.03315 0.03315 0.00013
Φ.3-2Ant40-1J-ExpFrd 0.0328741 0.0332736 0.03315 0.03317 0.00011
Φ()-L1.25-2Ant40-1J-ExpFrd 0.0329126 0.0333839 0.03316 0.03315 0.00013
Φ()-L1.25-2Ant20-AJ-ExpFrd 0.0322545 0.0345521 0.03316 0.03305 0.00059
Φ.6-L2.65-2Ant40-AJ-Exp 0.0309848 0.0348432 0.03316 0.03322 0.00111
Φ()-L1.65-2Ant40-1J-Exp 0.0327589 0.0338113 0.03316 0.03304 0.00031
Φ()-L2.9-2Ant20-AJ-ExpFrdBkw 0.0319528 0.0337642 0.03316 0.03323 0.00053
Φ.6-L2.65-2Ant40-1J-ExpFrd 0.0329204 0.0336287 0.03316 0.03308 0.00020
Φ.9-L1.9-2Ant20-AJ-ExpFrdBkw 0.0325993 0.0338236 0.03316 0.03314 0.00038
Φ.9-L2.9-2Ant40-1J-ExpFrd 0.0330205 0.0334092 0.03316 0.03313 0.00012
Φ.3-L2.25-2Ant40-1J-ExpFrd 0.0329478 0.0336754 0.03317 0.03310 0.00020
L1.65-2Ant20-AJ-ExpFrd 0.0327236 0.0337267 0.03317 0.03315 0.00029
Φ.9-L2.25-2Ant40-1J-ExpFrd 0.0329736 0.0334999 0.03317 0.03313 0.00014
Φ.6-L2.9-2Ant40-AJ-ExpBkd 0.031897 0.0339032 0.03317 0.03331 0.00051
Φ.6-L2.65-2Ant20-AJ-ExpFrdBkw 0.0322825 0.0341766 0.03317 0.03314 0.00052
Φ()-L1.9-2Ant20-AJ-ExpFrd 0.0327271 0.0337844 0.03317 0.03315 0.00035
Φ.3-L1.65-2Ant40-1J-ExpFrdBkw 0.033039 0.0332909 0.03317 0.03320 0.00008
Φ.6-2Ant20-AJ-ExpFrdBkw 0.0328254 0.0336094 0.03318 0.03324 0.00027
Φ.3-L2.9-2Ant40-1J-ExpFrd 0.032885 0.0336565 0.03318 0.03315 0.00021
Φ.6-2Ant40-1J-ExpFrd 0.0330165 0.0335839 0.03318 0.03314 0.00015
L2.65-2Ant40-AJ-ExpBkd 0.0318006 0.0339147 0.03318 0.03336 0.00070
Φ.9-L1.65-2Ant20-AJ-ExpFrd 0.0322241 0.0339626 0.03318 0.03314 0.00047
Φ()-L2.25-2Ant40-AJ-Exp 0.0324348 0.0337229 0.03318 0.03334 0.00047
Φ()-L1.25-2Ant40-1J-ExpFrdBkw 0.0330064 0.0334346 0.03319 0.03319 0.00012
L2.65-2Ant20-AJ-ExpFrd 0.0314415 0.0342569 0.03319 0.03326 0.00070
Φ.9-L1.9-2Ant160-1J-ExpBkd 0.0319159 0.033737 0.03319 0.03322 0.00048
Φ.9-L2.25-2Ant40-AJ-Exp 0.0296692 0.035577 0.03319 0.03330 0.00157
Φ.6-2Ant80-AJ-Exp 0.0297073 0.0343179 0.03319 0.03344 0.00127
Φ()-2Ant160-AJ-Exp 0.0319016 0.0342126 0.03319 0.03324 0.00057
Φ()-L2.65-2Ant40-1J-Exp 0.0328796 0.0337772 0.03319 0.03316 0.00023
2Ant40-1J-ExpFrd 0.0330257 0.0334606 0.03319 0.03319 0.00012
Φ()-2Ant40-1J-ExpFrdBkw 0.0329824 0.0334732 0.03320 0.03315 0.00015
Φ.9-L1.65-2Ant40-1J-ExpFrdBkw 0.0330673 0.0334465 0.03320 0.03318 0.00011
Φ.6-2Ant20-AJ-ExpFrd 0.0322892 0.0337983 0.03320 0.03313 0.00043
Φ.9-2Ant40-1J-ExpFrdBkw 0.0329919 0.0336691 0.03320 0.03317 0.00018
Φ()-L1.25-2Ant40-1J-ExpBkd 0.0328447 0.0335118 0.03320 0.03316 0.00020
L1.9-2Ant160-1J-ExpBkd 0.0330462 0.0334458 0.03321 0.03316 0.00015
Φ.3-L1.65-2Ant40-1J-ExpFrd 0.0330077 0.0337313 0.03321 0.03316 0.00020
L2.25-2Ant160-1J-ExpBkd 0.0327533 0.0339304 0.03321 0.03314 0.00033
Φ()-L2.25-2Ant20-AJ-ExpFrd 0.0321765 0.0341734 0.03321 0.03324 0.00047
Φ.9-L1.25-2Ant20-AJ-ExpFrdBkw 0.0325277 0.0338453 0.03321 0.03325 0.00043
Φ()-L1.9-2Ant40-1J-Exp 0.0321397 0.0338775 0.03321 0.03319 0.00044
Φ.3-L1.25-2Ant80-AJ-ExpBkd 0.0329314 0.033628 0.03322 0.03323 0.00019
Φ.3-L2.9-2Ant80-AJ-Exp 0.03089 0.0353667 0.03322 0.03340 0.00112
Φ()-L2.9-2Ant40-1J-ExpBkd 0.0329739 0.0336318 0.03322 0.03308 0.00024
Φ.6-L2.65-2Ant40-AJ-ExpBkd 0.0324818 0.0340938 0.03322 0.03307 0.00049
L1.65-2Ant80-1J-ExpBkd 0.0327809 0.0335401 0.03323 0.03320 0.00024
Φ.3-2Ant40-AJ-Exp 0.032437 0.0336552 0.03323 0.03339 0.00037
Φ()-L2.25-2Ant40-1J-Exp 0.0327308 0.0335581 0.03324 0.03324 0.00023
Φ()-2Ant80-1J-Exp 0.0328984 0.0335942 0.03324 0.03325 0.00023
Φ.6-L1.25-2Ant160-1J-ExpBkd 0.0330954 0.0336773 0.03324 0.03312 0.00021
Φ.9-2Ant40-1J-ExpFrd 0.0328387 0.0338937 0.03324 0.03320 0.00027
Φ()-L1.25-2Ant80-1J-ExpBkd 0.032774 0.0336468 0.03325 0.03327 0.00028
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Φ()-L2.9-2Ant80-1J-ExpBkd 0.0328755 0.0338941 0.03325 0.03316 0.00030
Φ.3-L2.9-2Ant40-AJ-Exp 0.0324587 0.0339312 0.03325 0.03328 0.00046
Φ.3-2Ant160-1J-ExpBkd 0.033085 0.0337282 0.03326 0.03320 0.00019
Φ()-L1.9-2Ant40-AJ-ExpBkd 0.0326264 0.033975 0.03326 0.03319 0.00034
Φ()-L2.65-2Ant160-1J-Exp 0.0326228 0.0338108 0.03326 0.03323 0.00035
2Ant20-AJ-ExpFrd 0.0329302 0.0339652 0.03326 0.03315 0.00033
Φ()-L2.25-2Ant40-1J-ExpBkd 0.032929 0.0340055 0.03326 0.03306 0.00039
Φ.9-L2.65-2Ant160-1J-ExpBkd 0.0329509 0.0338631 0.03326 0.03315 0.00031
Φ.3-L1.25-2Ant160-1J-ExpBkd 0.0329464 0.0338783 0.03326 0.03314 0.00029
Φ()-L2.65-2Ant80-1J-Exp 0.032831 0.0337219 0.03327 0.03326 0.00025
Φ()-L1.65-2Ant20-AJ-ExpFrdBkw 0.032409 0.0340301 0.03327 0.03327 0.00044
Φ()-2Ant40-1J-ExpBkd 0.0328856 0.0336315 0.03327 0.03327 0.00028
Φ.3-L1.65-2Ant20-AJ-ExpFrd 0.0326415 0.0341478 0.03327 0.03318 0.00045
Φ.9-L2.25-2Ant20-AJ-ExpFrd 0.0327726 0.033584 0.03327 0.03330 0.00026
Φ.6-L1.65-2Ant40-AJ-ExpBkd 0.0321437 0.0351986 0.03327 0.03308 0.00075
Φ.9-2Ant40-1J-ExpFrdBkw 0.0330416 0.0343773 0.03327 0.03317 0.00038
Φ.9-2Ant160-1J-ExpBkd 0.0330833 0.0335331 0.03327 0.03325 0.00016
L2.65-2Ant80-1J-ExpBkd 0.0329118 0.0339242 0.03328 0.03327 0.00027
Φ()-L1.65-2Ant40-AJ-ExpBkd 0.032691 0.0338769 0.03328 0.03322 0.00035
Φ.3-L1.65-2Ant160-1J-ExpBkd 0.0327768 0.0337085 0.03328 0.03320 0.00028
Φ.3-L2.25-2Ant80-1J-ExpBkd 0.0330383 0.033983 0.03328 0.03318 0.00026
Φ()-L1.25-2Ant40-1J-Exp 0.0324208 0.0338931 0.03328 0.03334 0.00039
Φ.9-L1.9-2Ant80-1J-ExpBkd 0.0330662 0.0336731 0.03328 0.03319 0.00019
Φ.6-L2.25-2Ant20-AJ-ExpFrdBkw 0.0320775 0.034674 0.03328 0.03336 0.00072
Φ.3-2Ant80-1J-ExpBkd 0.0330618 0.033758 0.03329 0.03322 0.00023
Φ()-2Ant40-1J-ExpBkd 0.0328151 0.0339046 0.03329 0.03325 0.00032
Φ.6-2Ant160-1J-ExpBkd 0.0327 0.0338271 0.03329 0.03322 0.00034
Φ()-L2.9-2Ant40-1J-Exp 0.0329075 0.0338237 0.03329 0.03317 0.00030
Φ.3-L2.9-2Ant160-1J-ExpBkd 0.033003 0.0337627 0.03329 0.03318 0.00026
Φ()-2Ant160-1J-ExpBkd 0.0329053 0.0335649 0.03329 0.03338 0.00023
Φ.6-2Ant160-1J-ExpBkd 0.033034 0.0338949 0.03329 0.03318 0.00027
Φ.3-L1.9-2Ant160-1J-ExpBkd 0.0330933 0.0339402 0.03330 0.03323 0.00024
Φ.3-2Ant20-AJ-ExpFrdBkw 0.0324135 0.0338894 0.03330 0.03330 0.00040
Φ()-L1.9-2Ant80-1J-ExpBkd 0.032938 0.0337736 0.03330 0.03327 0.00025
Φ()-L2.25-2Ant160-1J-ExpBkd 0.0330379 0.0337404 0.03331 0.03325 0.00023
Φ.6-L2.65-2Ant160-1J-ExpBkd 0.0330621 0.0336224 0.03331 0.03330 0.00018
Φ.3-L2.65-2Ant80-1J-ExpBkd 0.0330408 0.0341057 0.03331 0.03316 0.00032
Φ()-L1.9-2Ant80-1J-Exp 0.0328383 0.0337562 0.03331 0.03328 0.00031
Φ.3-L2.25-2Ant160-1J-ExpBkd 0.0330615 0.0336645 0.03331 0.03325 0.00021
Φ.3-L2.9-2Ant20-AJ-ExpFrdBkw 0.0322441 0.0343097 0.03331 0.03339 0.00051
Φ.9-L2.9-2Ant160-1J-Exp 0.0330781 0.0338288 0.03331 0.03321 0.00024
Φ.9-L2.25-2Ant160-1J-ExpBkd 0.0329296 0.0337268 0.03331 0.03325 0.00024
Φ.6-L2.9-2Ant40-AJ-Exp 0.0326896 0.0340822 0.03331 0.03333 0.00033
Φ.9-L2.25-2Ant160-1J-Exp 0.0329946 0.0336687 0.03332 0.03333 0.00022
Φ()-L1.25-2Ant80-1J-Exp 0.0330432 0.0339727 0.03332 0.03321 0.00028
Φ.3-L2.65-2Ant160-1J-ExpBkd 0.0329059 0.0338348 0.03332 0.03322 0.00027
Φ()-L1.25-2Ant160-1J-Exp 0.0326102 0.03374 0.03332 0.03339 0.00034
Φ.3-L1.25-2Ant40-AJ-Exp 0.0316758 0.0339832 0.03332 0.03358 0.00064
Φ.6-L1.65-2Ant80-1J-ExpBkd 0.0329759 0.0335242 0.03333 0.03338 0.00018
Φ.6-L1.65-2Ant160-1J-ExpBkd 0.0330187 0.0338516 0.03333 0.03327 0.00026
Φ.3-2Ant40-AJ-ExpBkd 0.0325724 0.0337263 0.03333 0.03334 0.00036
L2.25-2Ant40-AJ-ExpBkd 0.0330889 0.0337552 0.03333 0.03332 0.00019
Φ.6-L2.9-2Ant80-1J-ExpBkd 0.0330446 0.0337929 0.03333 0.03331 0.00024
Φ.3-L1.25-2Ant80-1J-ExpBkd 0.0330347 0.0336683 0.03334 0.03324 0.00021
L2.65-2Ant160-1J-ExpBkd 0.0329508 0.0338554 0.03334 0.03329 0.00024
Φ.6-L1.9-2Ant160-1J-ExpBkd 0.0330512 0.0337754 0.03334 0.03328 0.00025
L1.25-2Ant160-1J-ExpBkd 0.0329988 0.034227 0.03334 0.03319 0.00034
L2.25-2Ant80-1J-ExpBkd 0.0330678 0.0337993 0.03334 0.03319 0.00028
Φ()-L2.25-2Ant160-1J-Exp 0.0328884 0.0337399 0.03334 0.03340 0.00027
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2Ant80-1J-ExpBkd 0.0330517 0.0337318 0.03335 0.03331 0.00024
L1.9-2Ant20-1J-ExpFrdBkw 0.0329264 0.0341182 0.03335 0.03325 0.00035
Φ.9-L2.25-2Ant40-1J-ExpBkd 0.0328733 0.0338145 0.03335 0.03334 0.00028
Φ()-L1.25-2Ant160-1J-ExpBkd 0.0329248 0.0336859 0.03335 0.03337 0.00023
Φ.3-L2.9-2Ant80-1J-ExpBkd 0.0330099 0.0336071 0.03335 0.03339 0.00019
Φ.3-2Ant160-1J-ExpBkd 0.0330776 0.0336906 0.03336 0.03330 0.00023
Φ()-L2.9-2Ant160-1J-ExpBkd 0.0329839 0.0344362 0.03336 0.03330 0.00040
Φ.6-L2.25-2Ant160-1J-ExpBkd 0.0330938 0.0340458 0.03336 0.03322 0.00030
Φ.9-L1.65-2Ant160-1J-ExpBkd 0.0330909 0.0337554 0.03336 0.03335 0.00020
Φ.6-L1.9-2Ant160-1J-Exp 0.032946 0.0336681 0.03337 0.03343 0.00024
Φ.9-L1.65-2Ant80-AJ-Exp 0.0328027 0.0341997 0.03337 0.03327 0.00038
Φ.3-2Ant80-1J-Exp 0.0329995 0.0337314 0.03337 0.03341 0.00022
L2.25-2Ant20-AJ-ExpFrd 0.0325002 0.034044 0.03337 0.03333 0.00046
Φ.3-L1.65-2Ant80-1J-Exp 0.0329984 0.0336685 0.03337 0.03346 0.00022
Φ()-2Ant160-1J-ExpBkd 0.0329288 0.0339562 0.03337 0.03329 0.00035
Φ()-L2.65-2Ant40-1J-ExpBkd 0.0328497 0.0342246 0.03337 0.03332 0.00038
Φ.9-L2.25-2Ant80-1J-Exp 0.0331191 0.0335752 0.03338 0.03344 0.00016
Φ()-2Ant40-1J-Exp 0.0330476 0.033925 0.03338 0.03338 0.00024
Φ()-2Ant160-1J-Exp 0.0327654 0.0341663 0.03338 0.03334 0.00035
2Ant40-1J-ExpBkd 0.0330304 0.0338357 0.03338 0.03333 0.00029
Φ.9-L2.9-2Ant80-1J-Exp 0.033049 0.0338991 0.03338 0.03339 0.00025
Φ.3-L1.25-2Ant20-1J-ExpFrdBkw 0.0331109 0.0338646 0.03338 0.03337 0.00021
Φ.9-L2.25-2Ant40-1J-Exp 0.0331439 0.0337313 0.03338 0.03330 0.00023
Φ.9-L1.65-2Ant80-1J-ExpBkd 0.0329788 0.0338788 0.03338 0.03344 0.00027
L1.25-2Ant80-1J-ExpBkd 0.0329383 0.0339207 0.03338 0.03346 0.00027
Φ.6-L1.25-2Ant40-AJ-Exp 0.0328964 0.0337673 0.03339 0.03336 0.00027
Φ()-2Ant20-AJ-ExpFrdBkw 0.0323862 0.0351124 0.03339 0.03325 0.00078
Φ.9-L1.9-2Ant20-AJ-ExpFrd 0.0325831 0.0342832 0.03339 0.03351 0.00044
Φ.6-L2.9-2Ant160-1J-ExpBkd 0.0331269 0.0337574 0.03339 0.03340 0.00019
Φ()-L2.9-2Ant80-1J-Exp 0.0329432 0.0339397 0.03339 0.03335 0.00030
2Ant40-AJ-Exp 0.0307174 0.0348297 0.03339 0.03381 0.00120
Φ.3-L1.9-2Ant80-1J-ExpBkd 0.0330219 0.0337495 0.03339 0.03334 0.00024
Φ.6-2Ant40-AJ-ExpBkd 0.032683 0.0345158 0.03340 0.03321 0.00054
Φ.6-L1.65-2Ant160-1J-Exp 0.032995 0.0337565 0.03340 0.03346 0.00021
L1.65-2Ant160-1J-ExpBkd 0.0330794 0.033891 0.03340 0.03327 0.00030
Φ.9-2Ant40-AJ-Exp 0.0319261 0.0341355 0.03340 0.03348 0.00060
L2.9-2Ant80-1J-ExpBkd 0.0330341 0.0337724 0.03341 0.03348 0.00024
Φ()-L1.65-2Ant40-1J-ExpBkd 0.033133 0.033716 0.03341 0.03340 0.00023
Φ.9-L2.9-2Ant160-1J-ExpBkd 0.0330965 0.0343318 0.03341 0.03332 0.00035
Φ.9-L2.25-2Ant80-1J-ExpBkd 0.0330623 0.033918 0.03341 0.03335 0.00030
2Ant80-1J-ExpBkd 0.0330005 0.0343572 0.03341 0.03323 0.00039
Φ.6-2Ant80-1J-ExpBkd 0.0331366 0.0342455 0.03341 0.03337 0.00029
Φ.3-L2.9-2Ant160-1J-Exp 0.0330506 0.0338194 0.03341 0.03341 0.00024
Φ.6-L1.65-2Ant40-1J-ExpBkd 0.0331613 0.0336434 0.03342 0.03342 0.00014
Φ()-2Ant80-1J-ExpBkd 0.0329705 0.0344084 0.03342 0.03330 0.00039
Φ.9-L2.9-2Ant80-1J-ExpBkd 0.0330641 0.0338922 0.03342 0.03337 0.00027
Φ.9-L1.65-2Ant160-1J-Exp 0.0329975 0.034258 0.03342 0.03342 0.00033
Φ()-L2.25-2Ant80-1J-ExpBkd 0.0327469 0.0341396 0.03342 0.03352 0.00043
Φ()-L2.9-2Ant160-1J-Exp 0.0330293 0.0338368 0.03342 0.03349 0.00026
Φ()-L1.9-2Ant20-1J-ExpFrd 0.0329723 0.0345946 0.03342 0.03318 0.00050
Φ.6-L2.65-2Ant80-1J-Exp 0.0328383 0.0337002 0.03343 0.03343 0.00024
Φ.3-L2.65-2Ant160-1J-Exp 0.0330586 0.0337422 0.03343 0.03343 0.00018
2Ant20-AJ-ExpFrdBkw 0.0321273 0.0351687 0.03343 0.03358 0.00083
Φ.6-L1.25-2Ant80-1J-Exp 0.0331394 0.0337269 0.03343 0.03343 0.00018
Φ()-2Ant80-1J-Exp 0.032777 0.0338756 0.03343 0.03342 0.00032
Φ()-2Ant40-1J-Exp 0.0322535 0.0346301 0.03343 0.03341 0.00063
L2.65-2Ant40-1J-ExpBkd 0.0330057 0.0339687 0.03343 0.03346 0.00026
2Ant40-1J-Exp 0.0328769 0.0337221 0.03344 0.03348 0.00024
2Ant160-1J-ExpBkd 0.0329428 0.0341951 0.03344 0.03341 0.00034
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2Ant20-1J-ExpFrd 0.0330008 0.0342944 0.03344 0.03340 0.00038
L2.65-2Ant160-1J-Exp 0.0329855 0.0341856 0.03344 0.03345 0.00032
2Ant80-1J-Exp 0.0330966 0.0336724 0.03344 0.03349 0.00020
Φ.3-L2.65-2Ant40-1J-ExpBkd 0.0330733 0.033886 0.03344 0.03346 0.00021
Φ.9-2Ant160-1J-Exp 0.0330549 0.0340562 0.03344 0.03344 0.00029
L1.9-2Ant160-1J-Exp 0.0331532 0.033947 0.03344 0.03342 0.00025
Φ.9-L1.25-2Ant80-1J-ExpBkd 0.0330285 0.0337659 0.03345 0.03358 0.00027
Φ.9-2Ant80-1J-Exp 0.0330059 0.0337591 0.03345 0.03343 0.00020
Φ.6-L2.65-2Ant80-1J-ExpBkd 0.0330565 0.033686 0.03345 0.03349 0.00017
Φ.9-L1.65-2Ant40-AJ-ExpBkd 0.0328599 0.0341587 0.03345 0.03351 0.00035
Φ.6-L2.9-2Ant40-1J-ExpBkd 0.0330946 0.0337475 0.03345 0.03345 0.00024
Φ.9-2Ant40-AJ-ExpBkd 0.032797 0.0340355 0.03345 0.03353 0.00031
2Ant160-1J-Exp 0.033087 0.0338835 0.03345 0.03345 0.00024
Φ.3-2Ant80-1J-ExpBkd 0.0330473 0.0339946 0.03345 0.03356 0.00029
Φ.6-L1.25-2Ant160-1J-Exp 0.0329441 0.0344196 0.03346 0.03350 0.00044
Φ.3-L1.9-2Ant40-1J-ExpBkd 0.0329893 0.034444 0.03346 0.03333 0.00042
Φ.6-L1.25-2Ant40-1J-ExpBkd 0.0330547 0.0337443 0.03346 0.03354 0.00025
Φ.3-L1.65-2Ant40-1J-ExpBkd 0.0329641 0.034007 0.03346 0.03338 0.00029
Φ.9-L1.25-2Ant40-AJ-Exp 0.0325222 0.0342237 0.03346 0.03338 0.00053
Φ.9-L2.65-2Ant40-1J-ExpBkd 0.0330652 0.0338379 0.03346 0.03353 0.00028
Φ.9-L2.9-2Ant20-1J-ExpFrdBkw 0.032937 0.0343629 0.03346 0.03333 0.00042
L2.25-2Ant160-1J-Exp 0.0329182 0.0337226 0.03346 0.03358 0.00026
Φ.3-L1.9-2Ant160-1J-Exp 0.0329265 0.0340879 0.03346 0.03351 0.00033
Φ.9-L2.25-2Ant20-1J-ExpFrd 0.0329535 0.0353053 0.03346 0.03322 0.00066
Φ.9-L2.9-2Ant40-AJ-Exp 0.0314078 0.0350953 0.03346 0.03370 0.00114
Φ.9-L1.65-2Ant80-1J-Exp 0.0330832 0.034221 0.03346 0.03350 0.00032
Φ.6-L2.25-2Ant160-1J-Exp 0.0330657 0.033856 0.03346 0.03349 0.00030
Φ()-L1.65-2Ant20-1J-ExpFrdBkw 0.0327921 0.034157 0.03346 0.03340 0.00044
L2.9-2Ant160-1J-Exp 0.0330809 0.0338691 0.03346 0.03352 0.00024
Φ.9-L1.25-2Ant160-1J-ExpBkd 0.0331176 0.0340511 0.03346 0.03339 0.00032
Φ.3-L1.9-2Ant80-1J-Exp 0.0331145 0.0337833 0.03346 0.03349 0.00018
Φ.3-L1.65-2Ant40-AJ-ExpBkd 0.0317409 0.0347782 0.03346 0.03350 0.00086
L1.25-2Ant20-AJ-Exp 0.0312019 0.0354974 0.03347 0.03351 0.00106
Φ.6-L1.9-2Ant40-AJ-Exp 0.0330816 0.0340831 0.03347 0.03341 0.00028
L2.25-2Ant40-AJ-Exp 0.0326673 0.0342626 0.03347 0.03363 0.00053
Φ.6-2Ant160-1J-Exp 0.0330022 0.0340288 0.03347 0.03342 0.00032
Φ.9-L1.65-2Ant40-1J-Exp 0.0330891 0.0337649 0.03347 0.03353 0.00019
Φ.6-L2.9-2Ant160-1J-Exp 0.033031 0.0341219 0.03347 0.03346 0.00033
Φ()-L1.9-2Ant20-AJ-Exp 0.0312967 0.0344916 0.03347 0.03354 0.00086
Φ.3-L2.65-2Ant80-1J-Exp 0.033075 0.0338992 0.03347 0.03349 0.00023
Φ.6-L1.9-2Ant40-1J-Exp 0.0331085 0.0339111 0.03347 0.03347 0.00021
Φ.9-L2.65-2Ant40-1J-Exp 0.0330922 0.0338761 0.03347 0.03350 0.00026
Φ.9-L2.65-2Ant80-1J-ExpBkd 0.0331126 0.033994 0.03347 0.03349 0.00027
Φ.6-L2.25-2Ant80-1J-Exp 0.0331818 0.0338611 0.03347 0.03341 0.00019
Φ()-L2.25-2Ant80-1J-Exp 0.0329215 0.0337981 0.03348 0.03354 0.00025
Φ.9-2Ant40-1J-ExpBkd 0.0330499 0.0342663 0.03348 0.03346 0.00034
Φ.9-L1.25-2Ant20-1J-ExpFrd 0.0330569 0.0339382 0.03348 0.03333 0.00033
Φ.3-L1.9-2Ant20-1J-ExpFrdBkw 0.0330888 0.0340304 0.03348 0.03335 0.00031
Φ()-L2.65-2Ant20-1J-ExpFrd 0.0330681 0.0342566 0.03348 0.03336 0.00035
L1.65-2Ant40-AJ-Exp 0.0315216 0.03442 0.03348 0.03358 0.00077
Φ()-2Ant160-1J-Exp 0.0331104 0.0341085 0.03348 0.03342 0.00035
Φ.6-2Ant40-1J-Exp 0.0331251 0.0337484 0.03348 0.03352 0.00018
Φ.3-L2.25-2Ant40-AJ-ExpBkd 0.0327925 0.0340734 0.03349 0.03362 0.00040
L1.25-2Ant40-1J-Exp 0.0331229 0.0336836 0.03349 0.03355 0.00019
Φ.6-L2.25-2Ant40-1J-Exp 0.0329748 0.0338981 0.03349 0.03362 0.00029
Φ.3-L2.65-2Ant40-AJ-Exp 0.0307674 0.0359236 0.03349 0.03366 0.00125
L1.25-2Ant160-1J-Exp 0.0329897 0.0339482 0.03349 0.03346 0.00028
Φ.9-L2.65-2Ant80-1J-Exp 0.0331045 0.033774 0.03349 0.03351 0.00022
Φ.6-L1.9-2Ant40-1J-ExpBkd 0.0331491 0.034182 0.03349 0.03342 0.00029
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Φ.6-L2.65-2Ant160-1J-Exp 0.0331406 0.0338838 0.03349 0.03348 0.00020
Φ()-L2.9-2Ant20-1J-ExpFrdBkw 0.0330238 0.0345588 0.03349 0.03325 0.00049
L1.25-2Ant80-1J-Exp 0.0330591 0.0340208 0.03350 0.03353 0.00026
Φ.3-L1.25-2Ant40-1J-ExpBkd 0.0329781 0.034084 0.03350 0.03344 0.00035
L2.9-2Ant80-1J-Exp 0.0330975 0.0338254 0.03350 0.03360 0.00023
L1.65-2Ant160-1J-Exp 0.0331644 0.0336946 0.03350 0.03353 0.00018
Φ()-L1.65-2Ant20-1J-ExpBkd 0.0331613 0.0339879 0.03350 0.03350 0.00021
Φ.6-L1.65-2Ant80-1J-Exp 0.0327621 0.033866 0.03350 0.03366 0.00034
2Ant160-1J-Exp 0.0330529 0.0337683 0.03350 0.03358 0.00025
Φ.3-2Ant20-AJ-ExpFrd 0.0321635 0.0344282 0.03350 0.03345 0.00063
L2.25-2Ant40-1J-ExpBkd 0.0331388 0.0337925 0.03351 0.03353 0.00018
L1.9-2Ant80-1J-Exp 0.033099 0.0337776 0.03351 0.03345 0.00022
L1.9-2Ant40-AJ-ExpBkd 0.033081 0.0344763 0.03351 0.03343 0.00036
Φ()-2Ant40-AJ-Exp 0.0327662 0.0346403 0.03351 0.03329 0.00059
Φ.9-2Ant80-1J-ExpBkd 0.0330263 0.0340375 0.03351 0.03352 0.00037
Φ.6-2Ant40-AJ-ExpBkd 0.0325952 0.035615 0.03351 0.03318 0.00095
L1.9-2Ant40-1J-ExpBkd 0.0330057 0.0338766 0.03351 0.03352 0.00024
Φ.6-L1.25-2Ant20-AJ-ExpFrd 0.0330674 0.0340666 0.03352 0.03347 0.00031
Φ.9-L1.25-2Ant80-1J-Exp 0.0329612 0.0339489 0.03352 0.03352 0.00025
Φ.9-2Ant80-1J-ExpBkd 0.0329747 0.0340698 0.03352 0.03350 0.00031
L1.25-2Ant40-AJ-Exp 0.0331686 0.0340609 0.03352 0.03345 0.00028
2Ant160-1J-ExpBkd 0.0331002 0.0339678 0.03352 0.03357 0.00030
Φ.3-2Ant40-1J-ExpBkd 0.0327351 0.0348317 0.03352 0.03350 0.00056
L1.25-2Ant20-AJ-ExpFrdBkw 0.0327349 0.034499 0.03353 0.03345 0.00044
Φ()-L2.9-2Ant20-1J-Exp 0.0330523 0.0345204 0.03353 0.03353 0.00043
L1.25-2Ant40-1J-ExpBkd 0.0331644 0.0339726 0.03353 0.03355 0.00026
Φ.6-2Ant40-AJ-Exp 0.0318976 0.034809 0.03353 0.03364 0.00082
Φ.9-2Ant160-1J-ExpBkd 0.0329835 0.0341263 0.03353 0.03355 0.00036
L1.65-2Ant40-1J-ExpBkd 0.0331158 0.0339861 0.03353 0.03351 0.00028
Φ.6-L2.25-2Ant40-1J-ExpBkd 0.0333576 0.0337362 0.03353 0.03350 0.00014
Φ.6-2Ant80-1J-ExpBkd 0.033167 0.0342006 0.03354 0.03343 0.00027
L2.9-2Ant40-1J-Exp 0.0332829 0.0342854 0.03354 0.03339 0.00028
Φ.6-L2.65-2Ant20-1J-ExpFrdBkw 0.0330683 0.0347925 0.03354 0.03329 0.00055
L2.9-2Ant40-AJ-Exp 0.0322963 0.0348928 0.03354 0.03372 0.00074
Φ.9-2Ant40-1J-ExpBkd 0.0331984 0.0340196 0.03354 0.03352 0.00024
Φ.6-2Ant80-1J-Exp 0.0331521 0.033925 0.03354 0.03353 0.00023
Φ.9-2Ant80-AJ-Exp 0.0325585 0.0358513 0.03354 0.03336 0.00091
Φ.3-L1.65-2Ant20-1J-ExpFrd 0.0330336 0.0347438 0.03354 0.03340 0.00050
Φ.9-L1.25-2Ant40-1J-Exp 0.0333235 0.0338894 0.03355 0.03353 0.00019
Φ.6-L1.25-2Ant80-1J-ExpBkd 0.0331145 0.034273 0.03355 0.03347 0.00035
Φ.9-2Ant40-1J-Exp 0.0330575 0.0338582 0.03355 0.03354 0.00024
L2.65-2Ant80-1J-Exp 0.0333822 0.0337174 0.03355 0.03355 0.00011
Φ.3-L1.65-2Ant20-AJ-ExpFrdBkw 0.0325561 0.0342046 0.03355 0.03357 0.00046
Φ.6-L2.9-2Ant80-1J-Exp 0.0330823 0.034063 0.03355 0.03360 0.00030
Φ.6-2Ant40-1J-ExpBkd 0.0331396 0.0341649 0.03355 0.03351 0.00030
Φ.3-L2.65-2Ant40-1J-Exp 0.0330853 0.0341966 0.03356 0.03348 0.00028
Φ.6-2Ant160-1J-Exp 0.033323 0.0338218 0.03356 0.03356 0.00014
Φ.6-L2.9-2Ant20-1J-ExpFrdBkw 0.0330259 0.0343273 0.03356 0.03340 0.00044
Φ()-L1.65-2Ant160-1J-Exp 0.0330591 0.0338912 0.03356 0.03359 0.00022
Φ.9-L2.65-2Ant160-1J-Exp 0.0331191 0.0339885 0.03356 0.03359 0.00023
Φ.3-L2.25-2Ant40-1J-ExpBkd 0.0330525 0.0346176 0.03356 0.03357 0.00042
Φ.6-L2.25-2Ant80-1J-ExpBkd 0.0331549 0.0342197 0.03356 0.03353 0.00028
L1.25-2Ant40-AJ-ExpBkd 0.0330057 0.0344767 0.03356 0.03344 0.00040
Φ.9-2Ant40-AJ-ExpBkd 0.0329749 0.0346007 0.03356 0.03356 0.00049
L1.9-2Ant80-1J-ExpBkd 0.0330504 0.0340311 0.03356 0.03356 0.00032
Φ.9-L1.65-2Ant40-1J-ExpBkd 0.0329796 0.0342568 0.03356 0.03352 0.00034
Φ()-2Ant80-AJ-Exp 0.032826 0.0358739 0.03356 0.03323 0.00089
L2.9-2Ant40-1J-ExpBkd 0.0331849 0.0338593 0.03357 0.03357 0.00019
Φ.9-L1.9-2Ant160-1J-Exp 0.0328973 0.0339872 0.03357 0.03346 0.00035
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Φ.6-L1.9-2Ant80-1J-Exp 0.0329966 0.0355843 0.03357 0.03339 0.00072
Φ.3-L1.65-2Ant80-1J-ExpBkd 0.0329645 0.0340814 0.03357 0.03352 0.00034
Φ.9-L1.9-2Ant40-1J-ExpBkd 0.0330524 0.0346354 0.03357 0.03351 0.00046
Φ.9-L2.9-2Ant40-1J-Exp 0.0332413 0.0344464 0.03357 0.03345 0.00034
L2.25-2Ant80-1J-Exp 0.0331509 0.0343116 0.03357 0.03345 0.00032
2Ant40-AJ-Exp 0.0329657 0.0340815 0.03357 0.03360 0.00029
L1.65-2Ant20-1J-ExpFrd 0.0329788 0.034726 0.03357 0.03350 0.00054
2Ant80-1J-Exp 0.0332022 0.0340088 0.03357 0.03362 0.00026
Φ.6-2Ant40-1J-Exp 0.0328024 0.0353937 0.03357 0.03344 0.00067
Φ.3-L2.25-2Ant40-1J-Exp 0.0330774 0.0339798 0.03358 0.03356 0.00022
Φ.3-L2.25-2Ant160-1J-Exp 0.0332426 0.0340685 0.03358 0.03348 0.00025
Φ.3-2Ant160-1J-Exp 0.0329955 0.0346317 0.03358 0.03348 0.00050
Φ.9-2Ant20-1J-ExpFrd 0.0329998 0.0351598 0.03358 0.03317 0.00076
Φ.3-L2.25-2Ant80-1J-Exp 0.0331687 0.0341758 0.03358 0.03357 0.00026
Φ.9-2Ant160-1J-Exp 0.0331146 0.0341506 0.03359 0.03353 0.00037
Φ.9-2Ant40-1J-Exp 0.033078 0.0340161 0.03359 0.03360 0.00028
Φ.9-L2.9-2Ant40-1J-ExpBkd 0.0330911 0.0338556 0.03359 0.03363 0.00024
Φ.6-L1.9-2Ant40-AJ-ExpBkd 0.0328684 0.0341112 0.03359 0.03363 0.00039
Φ.9-L2.9-2Ant20-1J-ExpFrd 0.0330034 0.0352499 0.03359 0.03317 0.00074
L2.25-2Ant20-1J-ExpFrd 0.033021 0.0340962 0.03359 0.03369 0.00040
Φ.3-2Ant80-AJ-Exp 0.0327161 0.0342858 0.03359 0.03358 0.00042
L2.9-2Ant160-1J-ExpBkd 0.0330938 0.0342491 0.03360 0.03357 0.00036
Φ.6-L2.65-2Ant40-1J-ExpBkd 0.033254 0.0342183 0.03360 0.03344 0.00034
Φ.9-L2.9-2Ant40-AJ-ExpBkd 0.0327858 0.0353547 0.03360 0.03353 0.00067
Φ.9-2Ant20-AJ-ExpFrdBkw 0.0328302 0.0347528 0.03360 0.03356 0.00054
Φ.9-L2.9-2Ant20-AJ-ExpBkd 0.032885 0.0345803 0.03360 0.03370 0.00050
Φ.6-L2.65-2Ant40-1J-Exp 0.0333654 0.0338416 0.03360 0.03356 0.00016
Φ.3-2Ant160-1J-Exp 0.0331233 0.0340527 0.03361 0.03365 0.00027
Φ.9-L1.9-2Ant80-1J-Exp 0.0331093 0.0349609 0.03361 0.03355 0.00051
Φ.3-L1.25-2Ant80-1J-Exp 0.0331663 0.0340926 0.03361 0.03358 0.00024
Φ.3-2Ant20-1J-ExpFrdBkw 0.0331423 0.0343261 0.03361 0.03362 0.00034
Φ.9-2Ant80-1J-Exp 0.03308 0.033959 0.03361 0.03370 0.00029
Φ()-L2.65-2Ant160-1J-ExpBkd 0.033436 0.0339416 0.03361 0.03361 0.00014
L1.9-2Ant40-1J-Exp 0.0331778 0.0340516 0.03362 0.03371 0.00028
Φ.3-L2.9-2Ant40-1J-ExpBkd 0.0330896 0.0341843 0.03362 0.03362 0.00033
Φ()-L1.9-2Ant20-1J-ExpFrdBkw 0.0327602 0.0370406 0.03362 0.03320 0.00118
Φ.3-L1.25-2Ant160-1J-Exp 0.0331 0.0338818 0.03362 0.03370 0.00024
Φ.9-L1.25-2Ant40-1J-ExpBkd 0.033147 0.0345246 0.03363 0.03355 0.00042
Φ.6-L1.9-2Ant80-1J-ExpBkd 0.0332353 0.0340982 0.03363 0.03362 0.00026
Φ.3-2Ant80-1J-Exp 0.0332178 0.0339331 0.03363 0.03362 0.00019
Φ.3-L1.9-2Ant40-1J-Exp 0.0329083 0.0340212 0.03364 0.03365 0.00028
Φ.6-2Ant40-1J-ExpBkd 0.0330567 0.0347652 0.03364 0.03363 0.00049
L1.65-2Ant40-1J-Exp 0.0331782 0.0345546 0.03364 0.03362 0.00035
Φ()-L2.25-2Ant20-1J-ExpFrdBkw 0.0329911 0.0346601 0.03364 0.03359 0.00051
2Ant20-1J-ExpFrdBkw 0.0330558 0.0348666 0.03365 0.03356 0.00055
2Ant40-1J-ExpBkd 0.0329975 0.0347493 0.03365 0.03359 0.00055
Φ.3-L1.65-2Ant40-AJ-Exp 0.0322879 0.035517 0.03366 0.03371 0.00082
Φ.3-L1.25-2Ant40-1J-Exp 0.0332478 0.0341158 0.03366 0.03364 0.00024
L2.65-2Ant20-1J-ExpFrd 0.0330498 0.0360812 0.03366 0.03334 0.00085
Φ()-L2.65-2Ant20-1J-ExpFrdBkw 0.0331233 0.0344402 0.03366 0.03352 0.00045
Φ.3-L1.65-2Ant40-1J-Exp 0.0330685 0.0339893 0.03367 0.03370 0.00023
Φ.3-L2.25-2Ant40-AJ-Exp 0.0326994 0.0351904 0.03367 0.03362 0.00066
Φ.3-L2.9-2Ant20-1J-Exp 0.0330915 0.0339876 0.03367 0.03370 0.00026
Φ.3-L2.65-2Ant20-1J-ExpFrd 0.0330317 0.0351271 0.03367 0.03342 0.00068
Φ.3-2Ant40-1J-Exp 0.0333515 0.0344098 0.03368 0.03360 0.00029
Φ()-L1.65-2Ant160-1J-ExpBkd 0.0331384 0.0347682 0.03368 0.03351 0.00058
Φ.9-L1.9-2Ant40-AJ-Exp 0.0332325 0.0342608 0.03368 0.03372 0.00031
Φ.3-L2.9-2Ant40-1J-Exp 0.0334391 0.0339401 0.03368 0.03371 0.00015
Φ()-L2.25-2Ant20-1J-ExpFrd 0.0330083 0.0357744 0.03369 0.03335 0.00087
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Φ.6-L1.25-2Ant40-1J-Exp 0.0332724 0.0342651 0.03370 0.03363 0.00030
Φ.6-2Ant40-AJ-Exp 0.0317315 0.0350121 0.03370 0.03396 0.00083
Φ()-2Ant20-AJ-Exp 0.0305017 0.0359508 0.03370 0.03383 0.00152
L2.9-2Ant20-AJ-ExpBkd 0.0325702 0.0352309 0.03370 0.03363 0.00070
Φ()-L2.25-2Ant20-AJ-ExpBkd 0.0332919 0.0341386 0.03370 0.03366 0.00026
Φ.9-2Ant20-AJ-ExpFrd 0.0327686 0.0348371 0.03370 0.03356 0.00068
L1.25-2Ant20-1J-ExpFrdBkw 0.0329519 0.0380773 0.03371 0.03319 0.00147
Φ.6-2Ant80-1J-Exp 0.033069 0.0342117 0.03371 0.03375 0.00035
Φ.9-L2.65-2Ant20-1J-ExpFrdBkw 0.033052 0.0354071 0.03372 0.03348 0.00070
Φ.6-L1.65-2Ant40-1J-Exp 0.0330514 0.0360977 0.03373 0.03353 0.00082
2Ant40-1J-Exp 0.0334058 0.0340854 0.03373 0.03373 0.00019
Φ.9-L1.65-2Ant20-1J-ExpFrdBkw 0.0329862 0.0351246 0.03374 0.03363 0.00062
Φ.6-L2.9-2Ant40-1J-Exp 0.0333078 0.0341815 0.03374 0.03373 0.00030
Φ()-L2.9-2Ant20-1J-ExpBkd 0.0329618 0.0344754 0.03374 0.03371 0.00044
Φ.6-L1.65-2Ant20-1J-ExpFrdBkw 0.0331234 0.0345913 0.03376 0.03364 0.00048
Φ.3-2Ant40-1J-ExpBkd 0.0330998 0.034686 0.03376 0.03372 0.00048
Φ.3-L2.65-2Ant20-1J-ExpBkd 0.0329474 0.0351416 0.03376 0.03376 0.00063
L2.9-2Ant20-1J-ExpFrd 0.0331566 0.0348793 0.03377 0.03377 0.00049
Φ.3-L2.25-2Ant20-1J-ExpFrdBkw 0.0330579 0.0356527 0.03377 0.03364 0.00073
Φ.6-2Ant20-1J-ExpFrd 0.0329471 0.0363422 0.03377 0.03354 0.00094
Φ.3-L2.9-2Ant20-1J-ExpFrdBkw 0.0330617 0.0353303 0.03377 0.03357 0.00069
Φ()-L2.65-2Ant20-1J-Exp 0.0330495 0.0348671 0.03377 0.03372 0.00053
Φ()-L2.25-2Ant20-1J-ExpBkd 0.0333064 0.0346929 0.03378 0.03362 0.00040
Φ()-L1.65-2Ant20-AJ-Exp 0.033051 0.034576 0.03378 0.03379 0.00047
Φ.9-L1.25-2Ant160-1J-Exp 0.0335149 0.034973 0.03378 0.03365 0.00041
Φ.9-L2.25-2Ant20-1J-ExpFrdBkw 0.033035 0.0362329 0.03379 0.03367 0.00088
Φ.9-L2.65-2Ant40-AJ-Exp 0.0330626 0.034892 0.03379 0.03371 0.00059
L2.25-2Ant40-1J-Exp 0.0333903 0.0353873 0.03380 0.03365 0.00056
Φ.9-L1.9-2Ant40-1J-Exp 0.033016 0.0350712 0.03380 0.03357 0.00062
Φ.9-L1.9-2Ant20-AJ-ExpBkd 0.0330242 0.0345863 0.03381 0.03381 0.00051
Φ.3-L1.65-2Ant160-1J-Exp 0.0332072 0.0356917 0.03381 0.03367 0.00066
Φ.9-2Ant20-1J-ExpFrdBkw 0.0329934 0.034921 0.03381 0.03357 0.00061
Φ.3-2Ant40-AJ-ExpBkd 0.0318685 0.034843 0.03381 0.03383 0.00081
Φ.3-2Ant20-1J-ExpFrd 0.0331155 0.0353818 0.03382 0.03364 0.00067
Φ.6-L2.25-2Ant20-1J-ExpFrd 0.0331167 0.0353979 0.03382 0.03359 0.00069
Φ()-L1.25-2Ant20-1J-Exp 0.0332794 0.0347317 0.03383 0.03365 0.00050
Φ.9-L1.65-2Ant20-1J-ExpFrd 0.0335127 0.0346425 0.03383 0.03368 0.00035
Φ.3-L2.9-2Ant80-1J-Exp 0.0331694 0.0364768 0.03384 0.03356 0.00091
2Ant20-AJ-ExpFrd 0.0331736 0.0349903 0.03384 0.03362 0.00058
Φ.3-2Ant40-1J-Exp 0.0335982 0.0343567 0.03384 0.03381 0.00021
L1.65-2Ant80-1J-Exp 0.0332407 0.0361577 0.03385 0.03362 0.00081
Φ.9-L2.65-2Ant20-1J-ExpFrd 0.0331349 0.0348454 0.03385 0.03377 0.00060
Φ.3-L2.9-2Ant20-1J-ExpFrd 0.0333246 0.0348455 0.03385 0.03381 0.00040
Φ.6-L1.25-2Ant20-1J-ExpBkd 0.0329708 0.0346319 0.03385 0.03393 0.00052
Φ.6-L2.9-2Ant20-1J-ExpFrd 0.0330274 0.0350996 0.03386 0.03383 0.00059
Φ.3-L2.65-2Ant20-1J-Exp 0.0331623 0.034252 0.03387 0.03393 0.00029
Φ.9-L1.25-2Ant20-1J-ExpFrdBkw 0.033171 0.0348209 0.03387 0.03377 0.00048
2Ant20-AJ-Exp 0.0330384 0.0354215 0.03388 0.03386 0.00061
Φ()-L1.25-2Ant20-1J-ExpFrdBkw 0.0331098 0.0361359 0.03389 0.03367 0.00087
L2.9-2Ant20-AJ-Exp 0.0317912 0.0383998 0.03389 0.03359 0.00175
Φ.3-L2.25-2Ant20-1J-ExpFrd 0.0328072 0.0379164 0.03389 0.03348 0.00143
Φ()-L2.9-2Ant20-1J-ExpFrd 0.0330513 0.0372829 0.03389 0.03333 0.00134
Φ()-2Ant20-1J-Exp 0.0330678 0.0345336 0.03390 0.03395 0.00046
Φ.3-L1.25-2Ant20-1J-ExpFrd 0.0330782 0.0364293 0.03390 0.03368 0.00089
Φ.9-2Ant20-1J-ExpFrdBkw 0.0329579 0.0351051 0.03391 0.03373 0.00068
Φ()-L2.65-2Ant20-AJ-ExpBkd 0.0330761 0.0347661 0.03391 0.03405 0.00051
Φ.6-L1.25-2Ant20-1J-ExpFrdBkw 0.0331746 0.0352612 0.03391 0.03379 0.00064
Φ.9-L1.65-2Ant20-1J-ExpBkd 0.0333685 0.0343553 0.03392 0.03395 0.00025
L2.65-2Ant40-1J-Exp 0.0332346 0.0354099 0.03392 0.03364 0.00068
34
Preprint, Work in Progress
Φ.3-2Ant20-1J-ExpFrd 0.0331376 0.0352175 0.03393 0.03340 0.00083
Φ.3-L1.9-2Ant20-1J-ExpFrd 0.0331418 0.0364074 0.03394 0.03362 0.00093
Φ.6-L2.65-2Ant20-AJ-ExpBkd 0.0333134 0.036131 0.03394 0.03378 0.00077
Φ()-L2.65-2Ant20-1J-ExpBkd 0.0330042 0.0364124 0.03396 0.03367 0.00090
Φ()-2Ant20-1J-ExpFrdBkw 0.0330835 0.0362945 0.03396 0.03346 0.00104
L2.25-2Ant20-1J-Exp 0.0332996 0.0345042 0.03396 0.03393 0.00032
Φ.6-L2.25-2Ant20-1J-ExpFrdBkw 0.0330154 0.0368035 0.03396 0.03363 0.00114
Φ.3-L2.65-2Ant20-1J-ExpFrdBkw 0.0329978 0.0379259 0.03396 0.03334 0.00148
Φ.9-L1.9-2Ant20-1J-ExpFrd 0.0330024 0.0357464 0.03397 0.03400 0.00078
Φ()-L1.25-2Ant20-AJ-ExpBkd 0.033026 0.0351292 0.03397 0.03396 0.00052
2Ant20-1J-ExpFrd 0.0331807 0.0368421 0.03398 0.03367 0.00101
Φ.6-L1.25-2Ant20-1J-ExpFrd 0.0331086 0.0376723 0.03398 0.03361 0.00131
Φ.6-2Ant20-1J-Exp 0.0332906 0.0352942 0.03398 0.03385 0.00053
L2.25-2Ant20-1J-ExpFrdBkw 0.0331174 0.0373495 0.03398 0.03347 0.00125
L2.9-2Ant20-1J-ExpBkd 0.0331289 0.0361759 0.03399 0.03383 0.00088
Φ.6-L1.9-2Ant20-1J-ExpFrd 0.0330613 0.0356825 0.03399 0.03393 0.00081
Φ.9-L1.9-2Ant20-1J-Exp 0.0333418 0.0357826 0.03399 0.03389 0.00066
Φ.9-L1.9-2Ant20-1J-ExpBkd 0.0330168 0.0351314 0.03399 0.03401 0.00059
Φ()-2Ant20-1J-ExpFrdBkw 0.0330031 0.0374823 0.03400 0.03341 0.00132
Φ.6-2Ant20-1J-ExpBkd 0.0334831 0.0352217 0.03400 0.03382 0.00049
L2.65-2Ant20-1J-ExpBkd 0.0335425 0.0346783 0.03401 0.03396 0.00032
Φ.6-L2.65-2Ant20-AJ-Exp 0.0329877 0.0353411 0.03402 0.03385 0.00069
Φ.9-L1.65-2Ant20-1J-Exp 0.0333122 0.0345544 0.03402 0.03408 0.00037
Φ.9-2Ant20-1J-ExpBkd 0.0330756 0.0362042 0.03403 0.03390 0.00080
Φ.9-L1.9-2Ant20-AJ-Exp 0.0327941 0.0374147 0.03404 0.03377 0.00121
Φ.3-L1.9-2Ant20-1J-ExpBkd 0.0330197 0.0355917 0.03405 0.03396 0.00066
Φ.3-L2.9-2Ant20-1J-ExpBkd 0.0329683 0.0360522 0.03406 0.03377 0.00095
L2.9-2Ant20-1J-Exp 0.0333294 0.0353452 0.03406 0.03363 0.00073
L2.65-2Ant20-1J-ExpFrdBkw 0.0330245 0.036266 0.03409 0.03348 0.00118
2Ant20-AJ-ExpBkd 0.0329375 0.0365293 0.03410 0.03394 0.00099
Φ()-L2.9-2Ant20-AJ-Exp 0.0331227 0.0352922 0.03411 0.03384 0.00076
Φ.9-L2.65-2Ant20-AJ-Exp 0.0328342 0.0349306 0.03411 0.03404 0.00063
Φ()-L1.65-2Ant20-1J-ExpFrd 0.0331502 0.0351561 0.03412 0.03422 0.00061
Φ.3-L1.9-2Ant20-AJ-ExpBkd 0.0330244 0.0358514 0.03412 0.03381 0.00094
Φ()-L2.25-2Ant20-AJ-Exp 0.033243 0.0371467 0.03412 0.03378 0.00105
Φ.6-L1.25-2Ant20-AJ-ExpBkd 0.0329595 0.0364475 0.03412 0.03383 0.00089
Φ.6-L1.25-2Ant20-1J-Exp 0.0335137 0.0360742 0.03412 0.03384 0.00071
L1.25-2Ant20-1J-ExpBkd 0.0332571 0.0351074 0.03413 0.03404 0.00050
Φ()-2Ant20-1J-ExpFrd 0.0329342 0.0362441 0.03415 0.03401 0.00099
Φ.6-L2.65-2Ant20-1J-ExpFrd 0.0332081 0.0383325 0.03415 0.03371 0.00145
Φ.3-2Ant20-1J-ExpBkd 0.0336313 0.0350956 0.03415 0.03401 0.00045
L2.9-2Ant20-1J-ExpFrdBkw 0.0330186 0.0360049 0.03416 0.03400 0.00087
Φ.9-L2.65-2Ant20-1J-ExpBkd 0.0334618 0.0365352 0.03416 0.03387 0.00085
L1.25-2Ant20-1J-ExpFrd 0.0329608 0.0353847 0.03416 0.03402 0.00089
Φ.6-2Ant20-1J-ExpFrdBkw 0.0333016 0.0359625 0.03419 0.03411 0.00083
L1.9-2Ant20-1J-ExpFrd 0.0331068 0.0362646 0.03421 0.03379 0.00093
Φ()-L1.25-2Ant20-1J-ExpFrd 0.033205 0.0398063 0.03421 0.03360 0.00189
Φ.3-L1.65-2Ant20-1J-Exp 0.033588 0.0355246 0.03421 0.03407 0.00054
Φ.3-L1.65-2Ant20-1J-ExpFrdBkw 0.0328843 0.0361923 0.03422 0.03422 0.00087
L1.9-2Ant20-1J-Exp 0.033588 0.036799 0.03422 0.03394 0.00090
2Ant20-AJ-ExpBkd 0.0332538 0.0349593 0.03422 0.03425 0.00059
Φ()-2Ant20-1J-ExpBkd 0.03322 0.0369824 0.03423 0.03396 0.00098
Φ.9-2Ant20-AJ-Exp 0.0330181 0.0360296 0.03423 0.03395 0.00088
Φ.3-2Ant20-AJ-Exp 0.0334819 0.0351794 0.03424 0.03416 0.00063
Φ.9-L2.65-2Ant20-1J-Exp 0.0331648 0.0363885 0.03424 0.03390 0.00090
Φ.9-L2.9-2Ant20-1J-ExpBkd 0.0332652 0.0360657 0.03425 0.03369 0.00090
Φ()-L2.9-2Ant20-AJ-ExpBkd 0.0333114 0.0365248 0.03425 0.03406 0.00090
Φ.6-L1.9-2Ant20-1J-ExpFrdBkw 0.0331668 0.0374212 0.03425 0.03363 0.00148
Φ.3-L2.9-2Ant20-AJ-ExpBkd 0.0335572 0.0352583 0.03426 0.03390 0.00057
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Φ.3-L2.25-2Ant20-AJ-Exp 0.033231 0.0372676 0.03427 0.03379 0.00124
Φ.3-L2.65-2Ant20-AJ-ExpBkd 0.0326466 0.0361162 0.03427 0.03394 0.00114
Φ.9-L2.25-2Ant20-1J-ExpBkd 0.0330532 0.0376563 0.03428 0.03367 0.00141
L1.65-2Ant20-AJ-ExpBkd 0.0336192 0.0355792 0.03428 0.03399 0.00066
Φ.9-L2.25-2Ant20-1J-Exp 0.0334728 0.0355388 0.03428 0.03400 0.00069
Φ.9-L1.65-2Ant20-AJ-Exp 0.0331835 0.0350111 0.03429 0.03435 0.00065
Φ.6-L1.65-2Ant20-1J-ExpFrd 0.0336354 0.0364632 0.03429 0.03401 0.00081
Φ.6-2Ant20-1J-ExpFrd 0.0332557 0.0355768 0.03431 0.03415 0.00076
Φ.6-L2.9-2Ant20-AJ-Exp 0.0335655 0.0363899 0.03431 0.03400 0.00084
Φ.6-L2.9-2Ant20-1J-ExpBkd 0.0330981 0.0365918 0.03433 0.03381 0.00118
Φ.3-L1.65-2Ant20-AJ-Exp 0.031784 0.0384791 0.03436 0.03419 0.00158
L1.25-2Ant20-AJ-ExpBkd 0.0336383 0.0355973 0.03437 0.03417 0.00069
L1.65-2Ant20-1J-ExpFrdBkw 0.0330374 0.0400946 0.03438 0.03360 0.00202
L2.65-2Ant20-1J-Exp 0.0334555 0.0365876 0.03438 0.03397 0.00096
Φ.6-L1.65-2Ant20-AJ-ExpBkd 0.0330746 0.0386904 0.03439 0.03386 0.00161
Φ.6-2Ant20-AJ-ExpBkd 0.0336313 0.0374442 0.03439 0.03392 0.00109
Φ.3-L1.25-2Ant20-1J-ExpBkd 0.0331155 0.0372068 0.03439 0.03402 0.00120
Φ.6-L2.65-2Ant20-1J-Exp 0.032984 0.036724 0.03439 0.03407 0.00105
L2.65-2Ant20-AJ-ExpBkd 0.0328003 0.0361391 0.03440 0.03426 0.00099
Φ()-L1.9-2Ant20-AJ-ExpBkd 0.0330295 0.0388026 0.03440 0.03393 0.00159
Φ.9-2Ant20-1J-ExpFrd 0.033172 0.0412446 0.03440 0.03363 0.00230
Φ.9-L2.9-2Ant20-AJ-Exp 0.0321465 0.0369284 0.03441 0.03400 0.00132
Φ()-L1.9-2Ant20-1J-Exp 0.0333838 0.0364232 0.03442 0.03414 0.00095
Φ.6-L2.25-2Ant20-1J-ExpBkd 0.0332154 0.0416907 0.03445 0.03369 0.00242
L2.65-2Ant20-AJ-Exp 0.0334441 0.0354775 0.03446 0.03451 0.00066
Φ.6-L1.9-2Ant20-1J-Exp 0.0330592 0.0398456 0.03446 0.03385 0.00190
Φ.3-L2.65-2Ant20-AJ-Exp 0.0331343 0.0393428 0.03447 0.03392 0.00171
2Ant20-1J-Exp 0.033518 0.036314 0.03448 0.03418 0.00086
Φ()-L1.65-2Ant20-1J-Exp 0.0332078 0.0408975 0.03448 0.03354 0.00220
Φ()-L2.25-2Ant20-1J-Exp 0.0332982 0.0366702 0.03449 0.03377 0.00130
Φ.9-L1.9-2Ant20-1J-ExpFrdBkw 0.0329966 0.0373789 0.03450 0.03397 0.00142
Φ.6-L1.25-2Ant20-AJ-Exp 0.0335785 0.0370278 0.03450 0.03411 0.00101
Φ.9-2Ant20-1J-ExpBkd 0.0331133 0.0400943 0.03451 0.03393 0.00191
L2.25-2Ant20-AJ-ExpBkd 0.0333004 0.0389712 0.03451 0.03378 0.00162
Φ.6-L2.9-2Ant20-AJ-ExpBkd 0.0336129 0.0366991 0.03454 0.03431 0.00094
Φ.3-L1.25-2Ant20-AJ-Exp 0.0308151 0.0389298 0.03454 0.03413 0.00213
Φ.9-L1.65-2Ant20-AJ-ExpBkd 0.0331652 0.0377407 0.03454 0.03438 0.00122
Φ.3-2Ant20-AJ-Exp 0.0336569 0.0358594 0.03455 0.03412 0.00088
Φ.6-2Ant20-AJ-Exp 0.033562 0.0358891 0.03456 0.03435 0.00080
Φ.3-2Ant20-AJ-ExpBkd 0.033308 0.0375143 0.03456 0.03429 0.00113
Φ()-2Ant20-1J-ExpFrd 0.0329974 0.0365896 0.03457 0.03468 0.00104
L2.25-2Ant20-AJ-Exp 0.0335198 0.0366224 0.03458 0.03432 0.00090
Φ.6-L2.25-2Ant20-1J-Exp 0.0334245 0.0371781 0.03458 0.03397 0.00122
Φ.3-2Ant20-1J-ExpFrdBkw 0.0330084 0.0366912 0.03459 0.03409 0.00117
Φ.9-L2.9-2Ant20-1J-Exp 0.0332855 0.0390372 0.03461 0.03386 0.00163
Φ.6-2Ant20-1J-ExpFrdBkw 0.0332017 0.0385329 0.03461 0.03406 0.00154
Φ.6-2Ant20-1J-Exp 0.0329751 0.0366725 0.03462 0.03412 0.00123
Φ()-2Ant20-1J-Exp 0.0332212 0.0374328 0.03463 0.03406 0.00126
L1.25-2Ant20-1J-Exp 0.0330975 0.041485 0.03463 0.03386 0.00231
Φ.9-L2.65-2Ant20-AJ-ExpBkd 0.0332777 0.0366745 0.03468 0.03439 0.00108
Φ.3-L1.9-2Ant20-AJ-Exp 0.0326871 0.0396162 0.03469 0.03411 0.00174
Φ.6-2Ant20-1J-ExpBkd 0.0334255 0.0406587 0.03469 0.03396 0.00206
Φ.3-L1.9-2Ant20-1J-Exp 0.0337878 0.0372142 0.03470 0.03432 0.00102
Φ.9-L1.25-2Ant20-AJ-ExpBkd 0.0334218 0.0387043 0.03473 0.03378 0.00176
2Ant20-1J-ExpFrdBkw 0.0330925 0.0399022 0.03473 0.03398 0.00204
Φ.3-2Ant20-AJ-ExpBkd 0.0335122 0.0398244 0.03478 0.03424 0.00177
Φ.6-L2.25-2Ant20-AJ-Exp 0.0336324 0.0363936 0.03480 0.03464 0.00090
Φ.9-L1.25-2Ant20-1J-ExpBkd 0.0330918 0.0397933 0.03480 0.03417 0.00186
Φ()-2Ant20-AJ-ExpBkd 0.0335386 0.0387308 0.03481 0.03421 0.00156
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Φ.3-L2.25-2Ant20-AJ-ExpBkd 0.0338776 0.0379467 0.03483 0.03443 0.00113
Φ.3-L1.65-2Ant20-AJ-ExpBkd 0.0336987 0.0393156 0.03484 0.03430 0.00158
Φ.9-L2.25-2Ant20-AJ-ExpBkd 0.0337031 0.038264 0.03485 0.03463 0.00123
Φ()-L2.65-2Ant20-AJ-Exp 0.0274922 0.0465441 0.03492 0.03391 0.00461
Φ.6-L1.9-2Ant20-AJ-Exp 0.0337032 0.0381489 0.03493 0.03437 0.00133
Φ.6-L1.65-2Ant20-AJ-Exp 0.0329773 0.0407324 0.03493 0.03445 0.00204
Φ.3-L1.25-2Ant20-1J-Exp 0.0334253 0.0437075 0.03493 0.03369 0.00306
Φ.6-L1.65-2Ant20-1J-Exp 0.0336293 0.0401201 0.03497 0.03416 0.00192
Φ.6-L2.9-2Ant20-1J-Exp 0.0336633 0.0421253 0.03503 0.03439 0.00240
Φ()-2Ant20-AJ-ExpBkd 0.0333031 0.0389797 0.03504 0.03456 0.00163
Φ.6-2Ant20-AJ-ExpBkd 0.0332957 0.0409937 0.03504 0.03403 0.00236
Φ()-L1.65-2Ant20-AJ-ExpBkd 0.0331818 0.0433418 0.03504 0.03375 0.00290
Φ.3-2Ant20-1J-Exp 0.0334116 0.0388998 0.03507 0.03461 0.00155
Φ.9-2Ant20-1J-Exp 0.0334199 0.0396182 0.03508 0.03404 0.00228
L1.9-2Ant20-1J-ExpBkd 0.0332684 0.0405914 0.03512 0.03398 0.00225
Φ.6-L1.9-2Ant20-AJ-ExpBkd 0.0328572 0.039854 0.03512 0.03422 0.00213
L1.65-2Ant20-1J-Exp 0.0334579 0.0384987 0.03515 0.03454 0.00159
2Ant20-AJ-Exp 0.0335811 0.0381201 0.03516 0.03469 0.00155
Φ.9-L1.25-2Ant20-AJ-Exp 0.0324385 0.0385853 0.03517 0.03432 0.00201
Φ.6-L2.25-2Ant20-AJ-ExpBkd 0.0335655 0.0397261 0.03519 0.03424 0.00231
Φ.3-L2.9-2Ant20-AJ-Exp 0.03341 0.0413715 0.03519 0.03386 0.00281
L1.9-2Ant20-AJ-Exp 0.0336609 0.0414013 0.03525 0.03426 0.00224
Φ.9-2Ant20-AJ-ExpBkd 0.0336833 0.0394098 0.03526 0.03458 0.00182
Φ.6-L2.65-2Ant20-1J-ExpBkd 0.0335196 0.0435026 0.03531 0.03397 0.00295
Φ()-2Ant20-AJ-Exp 0.0331346 0.04812 0.03548 0.03384 0.00439
Φ.3-2Ant20-1J-Exp 0.0337175 0.0423262 0.03550 0.03408 0.00300
L2.25-2Ant20-1J-ExpBkd 0.0335239 0.0459929 0.03558 0.03397 0.00362
Φ()-L1.25-2Ant20-AJ-Exp 0.0333383 0.0512737 0.03568 0.03390 0.00523
Φ.3-2Ant20-1J-ExpBkd 0.0337609 0.0423858 0.03576 0.03449 0.00274
Φ.6-L1.9-2Ant20-1J-ExpBkd 0.0336067 0.0464168 0.03576 0.03437 0.00366
L1.65-2Ant20-1J-ExpBkd 0.0333309 0.041079 0.03577 0.03487 0.00259
Φ.3-L2.25-2Ant20-1J-ExpBkd 0.0329116 0.0401959 0.03577 0.03560 0.00223
Φ.3-L1.65-2Ant20-1J-ExpBkd 0.0335716 0.0454277 0.03595 0.03425 0.00400
Φ.6-L1.65-2Ant20-1J-ExpBkd 0.0330921 0.0480938 0.03605 0.03385 0.00452
Φ()-L1.25-2Ant20-1J-ExpBkd 0.0329083 0.0570066 0.03615 0.03401 0.00698
Φ.6-2Ant20-AJ-Exp 0.0331363 0.0478002 0.03642 0.03459 0.00434
2Ant20-1J-ExpBkd 0.0331199 0.0518083 0.03644 0.03395 0.00538
Φ.9-2Ant20-1J-Exp 0.0330734 0.0526102 0.03648 0.03509 0.00549
Φ()-L1.9-2Ant20-1J-ExpBkd 0.0332765 0.0580639 0.03648 0.03419 0.00721
2Ant20-1J-ExpBkd 0.0332358 0.0516571 0.03658 0.03492 0.00524
Φ.3-L2.25-2Ant20-1J-Exp 0.0335969 0.0458133 0.03665 0.03462 0.00433
Φ.3-L1.25-2Ant20-AJ-ExpBkd 0.0328194 0.0535551 0.03670 0.03413 0.00588
L1.9-2Ant20-AJ-ExpBkd 0.0338626 0.0510565 0.03674 0.03417 0.00548
L1.65-2Ant20-AJ-Exp 0.0335982 0.0568096 0.03693 0.03419 0.00675
Φ()-2Ant20-1J-ExpBkd 0.0331047 0.0634291 0.03705 0.03412 0.00883
Φ.9-2Ant20-AJ-ExpBkd 0.0329563 0.0652619 0.03729 0.03426 0.00936
2Ant20-1J-Exp 0.0330146 0.0530622 0.03767 0.03492 0.00616
Φ.9-L1.25-2Ant20-1J-Exp 0.0332254 0.0763633 0.03852 0.03380 0.01267
Φ.9-2Ant20-AJ-Exp 0.0330113 0.0758171 0.03886 0.03485 0.01235
Φ.9-L2.25-2Ant20-AJ-Exp 0.0332938 0.0857999 0.03947 0.03413 0.01548
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