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ABSTRACT
My PhD thesis concentrates on the field of stochastic analysis, with focus on
stochastic optimization and applications in finance. It is composed of two parts: the
first one studies an optimal stopping problem, and the second part studies an optimal
control problem.
The first topic considers a one-dimensional transient and downwards drifting dif-
fusion process X, and detects the optimal time of a random time (denoted as ρ).
In particular, we consider two classes of random times: (1) the last time when the
process exits a certain level `; (2) the time when the process reaches its maximum.
For each random time, we solve the optimization problem
inf
τ
E[λ(τ − ρ)+ + (1− λ)(ρ− τ)+]
overall all stopping times. For the last exit time, the process should stop optimally
when it runs below some fixed level κ the first time, where κ is the solution of
an explicit defined equation. For the ultimate maximum time, the process should
stop optimally when it runs below the boundary φ∗(S), where the supremum process
v
St := sup0≤s≤tXs∨S0, and the function φ∗ is the maximal positive solution (if exists)
of a first-order ordinary differential equation which lies below the line ψ(s) = λs for
all s > 0 .
The second topic solves an optimal consumption and investment problem for a
risk-averse investor who is sensitive to declines than to increases of standard liv-
ing (i.e., the investor is loss averse), and the investment opportunities are constant.
We use the tools of stochastic control and duality methods to solve the resulting
free-boundary problem in an infinite time horizon. Briefly, the investor consumes
constantly when holding a moderate amount of wealth. In bliss time, the investor
increases the consumption so that the consumption-wealth ratio reaches some fixed
minimum level; in gloom time, the investor decreases the consumption gradually.
Moreover, high loss aversion tends to raise the consumption-wealth ratio, but cut the
investment-wealth ratio overall.
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1Chapter 1
Introduction
Randomness or uncertainty is one of the most common phenomena we encounter
in our daily lives; such as the movement of a particle, the signal of an audio, or
the price of a stock. To study those random phenomena along the time horizon,
we use stochastic processes. For instance: let St be the stock price at time t, then
S = {St}t∈R+ is a stochastic process for the stock price. We usually associate each
stochastic process with a probability space (Ω, F , P), where Ω is the sample space,
F = {Ft}t∈R+ is a right-continuous augmentation filtration and P is the probability
measure. Then {Sr}r≤t is measurable with respect to Ft for all t ∈ R+.
Stochastic analysis has been developed to study stochastic processes; and stochas-
tic optimization is an important branch of it. Generally speaking, a stochastic op-
timization problem aims at making the best decision to maximize some benefit we
are interested in or to minimize some loss we care about. Because of the existence
of randomness, we usually consider the average benefit or loss. That is, we make the
optimal choice so that the expected value of the random benefit (loss) is maximized
(minimized). As profit maximization and cost minimization are usually preferred,
and the pursuit of goal under numerous situations, stochastic optimization has been
becoming increasingly significant in various fields in today’s world, such as finance
and economics.
In my dissertation, I consider two kinds of stochastic optimization problems: one
is an optimal stopping problem, and the other one is an optimal control problem.
2My dissertation is also organized according to the two parts: Chapter 2 studies the
optimal stopping problem, and Chapter 3 studies the optimal control problem. We
shall provide more background and introduction for those two topics separately in
the following paragraphs.
An optimal stopping problem aims at deciding the best time to act, so that the ex-
pected reward is maximized or the expected loss is minimized. The history of optimal
stopping problems dates back to the 19th century, when the English mathematician
Arthur Cayley found an optimal stopping strategy to purchase lottery tickets. Later
(Chow and Robbins, 1963) gave a general theory of the existence and computation
of optimal stopping rules; (Fakeev, 1970) followed to show the existence of optimal
stopping time for a diffusion process with continuous parameter. In the 1970s, the
theory of optimal stopping became more significant in mathematical finance when
Fischer Black and Myron Scholes discovered a groundbreaking formula on stock op-
tions; indeed, optimal stopping was then utilized in order to treat the corresponding
problem of valuation and hedging of American options, for example (Bensoussan,
1984), (Karatzas, 1988) and (Jacka, 1991). Consequently, deep theories have been
developed for some special processes and financial options; see e.g. (Brennan and
Schwartz, 1985), (Broadie and Glasserman, 1997), (Dubins et al., 1992) and (Pham,
1997). Besides financial applications, the theory of optimal stopping has also been
widely used in areas like statistics, image processing (see (Mra´zek and Navara, 2003))
etc, and some related algorithms have been explored.
In Chapter 2, we consider a stochastic process X, and seek to find a stopping (in
the sense that it can be decided by current information) time τ as close as possible
to a random time 1 ρ of interest. Problems of such particular type are called optimal
prediction problems, and are encountered very often in many areas like statistics,
mathematical finance and economics. For example: people would like to sell their
1a random time is generally unobservable with respect to our information flow
3stocks when the prices are as high as possible; unfortunately, the precise time when
a stock price reaches maximum is unknown at present. However, one can optimally
estimate the time based on current information (see (Toit and Peskir, 2009)).
There are usually two ways to formulate this problem: one is to optimize in the
time domain, i.e., find τ to be as close as possible to ρ; while the other is to optimize
in the spacial domain, i.e., ensure that Xτ is as close as possible to Xρ. For some
particular random times or stochastic processes, those two formulations are equivalent
(see (Urusov, 2005), (Peskir, 2012)).
In my thesis, I consider an arbitrary one-dimensional transient diffusion process,
and detect the corresponding optimal stopping times for two cases of random times:
the last exit time (i.e., the last time when the process reaches some fixed level) and
the ultimate maximum time (i.e., the time when the process reaches its maximum),
respectively, in the time domain. Some similar work has been done before for some
special stochastic processes. For example, (Toit et al., 2008) finds the optimal stop-
ping time for the last zero of Brownian motion with drift; (Toit and Peskir, 2007),
(Toit and Peskir, 2008), (Toit and Peskir, 2009) predicts the last maximum time of
Brownian motion with drift and Geometric Brownian motion.
However, further to previous literature (for instance (Peskir, 1998), (Toit and
Peskir, 2008), (Toit et al., 2008), (Urusov, 2005)), which seeks to minimize the ex-
pected value of the prediction error, i.e., E[|ρ− τ |]; we aim at finding a stopping time
τ to minimize the following expectation:
E [λ(τ − ρ)+ + (1− λ)(ρ− τ)+] , (OS)
where ρ is the last exit time from some interval or the ultimate maximum time. That
is, we are trying to minimize the difference between τ and ρ, while putting different
weights on the parts where the stopping time τ is before or after ρ. The classical
4expectation E[|ρ− τ |] is recovered by taking λ = 1/2.
We solve the optimal stopping problem explicitly for the last exit time and the
ultimate maximum time in Chapter 2. Briefly, process should stop when it moves
down too low compared to the specific exit boundary or the current maximum. More
specifically, Chapter 2 is organized as following:
§2.1 provides a brief introduction of this chapter. We then set up the model and
the problem rigorously in §2.2. To simplify the problem, we reduce the initial arbitrary
transient process to a process without drift by the correlated scale function, so that
we only need to concentrate on cases of driftless processes. §2.3 and §2.4 discuss
the last exit time and the ultimate maximum time individually by following the
same structure. In each section, we represent the initial expectation of our optimal
stopping problem in terms of a stochastic process, and hence transfer the optimal
stopping problem into an optimal control problem. We then solve a free boundary
problem, and verify that the solution optimizes our problem. In §2.3, for the last exit
time, we solve a one-dimensional free boundary problem, and show that the process
should optimally stop when it reaches a fixed level. While in §2.4, for the ultimate
maximum time, we solve a two-dimensional free boundary problem, and show that
the process optimally stops when it reaches a level, which depends on the supremum
process. More details will be taken cared of in §2.3 and §2.4, so that our problem
is well posed. Finally, §2.5 concludes this chapter and also suggests some possible
directions of future work.
The other part of my dissertation studies a special kind of optimal control prob-
lems. We consider a representative investor who is risk averse; in the sense that the
investor prefers a payoff with more certainty, rather than an insecure payoff, even if
the certain payoff is possibly lower. Suppose that the investor trades in two kinds
of securities: the risk-free asset (“bank account”) and the risky assets (“stocks”);
5Moreover, the interest rate in the bank is constant, and the investment opportunities
are also constant. We then assume that the investor holds a certain amount of wealth
initially, and will live the rest of life on the wealth. The investor has to decide how
much to consume and how much to allocate for stocks, so that most satisfaction can
be achieved overall. My dissertation in Chapter 3 aims at solving such an optimal
consumption and investment problem. The results can provide a direct guidance for
those people who own a certain amount of wealth when they retire, and want to live
mostly happy for the rest of their lives with the wealth.
This kind of optimal consumption and investment problem was first formulated by
Robert C. Merton (see (Merton, 1969) and (Merton, 1971)), who suggested consuming
a fixed portion of wealth, and also investing a fixed portion of wealth in stocks. That
is, the amount that the investor consumes each unit time entirely depends on the
current wealth, which can vary numerously from time to time. To resolve the problem
of unstable consumption, the investor has to invest almost nothing in stocks, and
only consumes the interest earned from the bank. Naturally, the problem becomes
unsolvable once the interest rate is zero. Therefore, this strategy has not been widely
used by financial planners.
On the other hand, William Bengen analyzed some historic data empirically in
(Bengen, 1994), and suggested that the investor consume four percent of the total
wealth in the first year, and then keep consuming at the same amount each year
afterwards. At the same time, the investor should invest 50%-75% in stocks each
year. Then the initial wealth can support the investor for at least 30 years – which
is enough for most retirees – even if the investor unluckily encounters some severe
economic crisis. Obviously, William Bengen proposed a much more stable consump-
tion strategy. Since stable consumption is always preferred, the Bengen’s four percent
rule is popular with financial planners. Moreover, the inconsistence between Merton’s
6theoretical result and Bengen’s practical result hints that, embedding preference of
stable consumption in a mathematical model is essential.
Therefore, we inlay the past maximal consumption into our model in Chapter 3,
so that we will make the current consumption and investment decision based on the
history. In particular, we consider an investor who is more sensitive to declines than
to increases in consumption. More precisely, the investor always compares current
consumption rate with past maximal consumption rate, and wishes to consume at the
same level but has to decrease consumption when it is necessary. The resulted optimal
strategy shows that the investor can consume at a constant rate for a long time, and
increase (decrease) consumption when current wealth is relatively high (low). We
solve this optimal consumption and investment problem explicitly in Chapter 3. The
outline of this chapter is as following:
§3.1 implements more background on optimal consumption and investment prob-
lem, by adding more details about Merton’s problem and some related literature. §3.2
formulates the problem and states our results rigorously. Examples are followed by
the statement of the main results. Accompanying figures and interpretation help to
illustrate our results more intuitively, and also help to understand the impact of each
subjective parameter in our model. §3.3 explains how we solve the optimal problem:
we apply optimal control argument to derive the corresponding Hamilton-Jacobian-
Bellman equation, and then solve a resulting free-boundary problem in a closed form
thanks to the duality theory. The followed §3.4 verifies the validation of the candi-
date solution derived in §3.3. We explore more details about the dynamics of optimal
consumption and investment in §3.5. In particular, we explicitly calculate how much
time the investor can consume stably overall, and the average time it takes until the
investor has to drop down consumption at the first time. The last section §3.6 then
provides a brief conclusion, and some possible working directions in the future have
7also been discussed.
In all, Chapter 2 and Chapter 3 discuss the optimal stopping time problem and the
optimal consumption and investment problem separately. Appendix A and Appendix
B provide some proofs of those two chapters to keep their integrity. The two chapters
are self-reliant, and can be read independently.
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Optimal Stopping for the Last Exit Time
and Ultimate Maximum Time
2.1 Introduction
In this chapter, we consider an optimal stopping problem in time domain for a stochas-
tic processX, which is transient and drift-downwards. Instead of minimizing E[|ρ−τ |],
as in most of the previous literature (for instance (Peskir, 1998), (Urusov, 2005), (Toit
and Peskir, 2008), (Toit et al., 2008)), we consider the following possibilities: (1) dif-
ferent “loss” may be caused when the stopping time τ is smaller or bigger than ρ;
(2) “loss” will only be caused when the stopping time τ is bigger than ρ, however τ
can not be too small (otherwise, τ = 0 will always be optimal); or vice versa. Our
work in this chapter is motivated by these considerations. In particular, we solve the
corresponding optimal stopping problem for two kinds of random times: the last exit
time and the ultimate maximum time, respectively.
This chapter is organized as follows: in §2.2 we formulate the optimal stopping
problem for general random times. §2.3 is concerned with finding the optimal stopping
time for the last exit time. §2.4 follows the similar structure as in §2.3 and solves
the optimal stopping problem for the ultimate maximum time. Explicit solutions for
the case when the diffusion coefficient is of power type are provided in both §2.3 and
§2.4. Finally, §2.5 gives a conclusion for this chapter and also discusses some further
research directions.
92.2 Problem Formulation
2.2.1 Diffusion Set-up
Fix a ∈ [−∞,∞) and b ∈ R with a < b. Let Ω be the canonical space of continuous
functions from R+ to [a, b) that remain constant after they assume the value a. (Note
that the possibility a = −∞ is allowed.) Let Y = {Yt | 0 ≤ t < ∞} denote the
coordinate process defined via Yt(ω) = ω(t) for all ω ∈ Ω; note that for each ω ∈ Ω,
t 7→ Yt(ω) is continuous from R+ to [a, b), and Ys(ω) = a for all s ≥ t if Yt(ω) = a.
Let F = {Ft}t∈R+ be the right-continuous augmentation of the natural filtration of
Y , defined as:
Ft :=
⋂
s>t
σ(Yr | 0 ≤ r ≤ s), (2.2.1)
and set the σ-field F to be equal to F∞. Obviously, the process Y is adapted with
respect to the filtration {Ft}. Indeed, by (Karatzas and Shreve, 1991, Proposition
1.1.13), Y is also progressively measurable to {Ft}. For more information on the
discussion below regarding one-dimensional diffusions, one can check (Karatzas and
Shreve, 1991, Section 5.5).
Consider functions α : [a, b) → R and β : [a, b) → R+ such that β2 is strictly
positive and β−2 (1 + |α|) is locally integrable on (a, b). Let s : (a, b) → R be an
increasing twice-differentiable function, satisfying
α(y)s′(y) + (1/2)β2(y)s′′(y) = 0,
for all y ∈ (a, b), then s has a continuously differentiable inverse u : (s(a), s(b))→ R.
Note that the solution s is unique up to affine transformation. We assume that
−∞ < s(a+) < s(b−) =∞ holds for some (and then for any) function s. In view of
10
this, one may consider a function s with s(a+) = 0. In other words, let s be:
s(y) =
y∫
a
exp
−2 v∫
c
α(w)
β2(w)
dw
 dv, for y ∈ [a, b), (2.2.2)
with some c ∈ (a, b).
Now fix y0 ∈ (a, b). By (Karatzas and Shreve, 1991, Theorem 5.5.15), under all
the above assumptions, there exists a probability P on F (which coincides with the
Borel σ-field on Ω) such that the coordinate process Y satisfies P[Y0 = y0] = 1 and
has dynamics
dYt = α(Yt)dt+ β(Yt)dWt, for t ∈ [0, τa),
where τa = inf {t ∈ R+ | Yt = a} and W is a standard Brownian motion under P.
(Note that W is in general defined only up to time τa.) Then the s function defined
in (2.2.2) is a scale function of process Y . Moreover, by (Karatzas and Shreve, 1991,
Proposition 5.5.22), it follows that
P
[
lim
t→∞
Yt = a
]
= 1. (2.2.3)
In words, Y is transient and drift downwards (or explodes in finite time) to a under
P. Moreover, Y is a diffusion up to the “explosion time” τa; after time τa, Y remains
at a.
2.2.2 Optimal Stopping Problem Formulation
We first provide the formal definitions of random time and stopping time at the
beginning of this subsection, working in the previous set-up.
Definition 2.2.1. A random time is an F -measurable random variable ρ : Ω 7→
[0,∞]. A random time τ is a stopping time of the filtration {Ft}, if {τ ≤ t} is Ft
measurable for all t ≥ 0.
In this chapter, we shall be concerned with finding a stopping time τ that is in a
11
sense “as close as possible” to ρ, while taking ρ to be either a last exit time or the
time of maximum of Y . More precisely, ρ can be either:
• ρYr = sup {t ∈ R+ | Yt > r}, which is the last exit time of Y from the interval
(r, b), where r ∈ (a, b); or
• ρYmax = sup
{
t ∈ R+ | Yt = sups∈R+ Ys
}
, which is the ultimate time of overall
maximum of Y .
Such random times obviously fail to be stopping times, which makes the problem
non-trivial. Though we focus on the two random times ρYr and ρ
Y
max, the discussion
in this subsection is general and works for an arbitrary random time ρ.
Denote by T the set of all stopping times with respect to the filtration {Ft} defined
in (2.2.1). Consider a preliminary version of the objective that we shall be concerned:
find τ∗ ∈ T such that
E [λ(τ∗ − ρ)+ + (1− λ)(ρ− τ∗)+] = inf
τ∈T
E [λ(τ − ρ)+ + (1− λ)(ρ− τ)+] , (OS′)
where λ ∈ (0, 1). In words, we wish to minimize the difference between τ and ρ,
putting different weights on the parts where the stopping time τ is before or after ρ.
In the particular case λ = 1/2, (OS′) is equivalent to minimizing E [|ρ− τ |]. On
the other hand, and recalling the discussion in 2.1, consider the constrained problems
of minimizing E[(τ − ρ)+] subject to E[(ρ − τ)+] ≤ γ or minimizing E[(ρ − τ)+]
subject to E[(τ − ρ)+] ≤ γ, where γ ∈ (0,∞) is a tuning parameter; in this case, the
corresponding Lagrangian formulation falls exactly within the scope of (OS′).
The formulation (OS′) is indeed satisfactory as long as E[ρ] <∞. However, when
E[ρ] =∞ it may happen that the problem (OS′) has infinite value, which implies that
all stopping times are trivially optimizers. (In this regard, see Remark 2.3.3 later on.)
However, even in the case E[ρ] =∞, it may still be possible to formulate the problem
12
in an alternative way and get well-posedness and existence of unique optimizers. We
explain how this can be accomplished.
Note that for all τ ∈ T , the following equality holds:
(1− λ)ρ− [λ(τ − ρ)+ + (1− λ)(ρ− τ)+] = ρ ∧ τ − λτ,
where “∧” is used throughout to denote the minimum operation. In particular, if
E [ρ] <∞, an optimal stopping time for the problem (OS′) is also an optimal stopping
time for the problem of maximizing E [ρ ∧ τ − λτ ] over all τ ∈ T . The last problem
makes sense independently of whether E[ρ] <∞ holds or not.
A bit of care has to be exercised in ensuring that the expectation of (ρ∧ τ −λτ) is
well defined. Note that the negative part of the previous random variable is (λτ−ρ)+;
therefore, since this is a maximization problem, a minimal condition to ask from a
stopping time τ ∈ T is that E [(λτ − ρ)+] < ∞. If this is the case, E [ρ ∧ τ − λτ ] is
well defined and (−∞,∞]-valued. We then define
T λρ := {τ ∈ T | E [(λτ − ρ)+] <∞} ,
and consider the following problem: find τ∗ ∈ T λρ such that
E [ρ ∧ τ∗ − λτ∗] = sup
τ∈T λρ
E [ρ ∧ τ − λτ ] . (OS)
Remark 2.2.2. When E [ρ] < ∞, it is easily seen that T λρ comprises of all stopping
times τ such that E[τ ] < ∞. It is clear also from the formulation (OS′) that, if
E [ρ] <∞, a necessary condition for optimality of a stopping time τ is that E[τ ] <∞.
2.2.3 Reduction to a Driftless Diffusion
Recall the increasing and twice-differentiable scale function s as defined in (2.2.2).
Definie X := s(Y ), x0 := s(y0) ∈ (0,∞). Then s(y) ≥ s(a+) = 0 for all y ∈ (a, b)
13
implies that X ≥ 0. Now apply Itoˆ’s formula to X:
Xt = x0 +
t∫
0
σ(Xs)dWs, (2.2.4)
where the function σ : [0,∞) 7→ R is defined via σ(x) = s′(s−1(x))β(s−1(x)) for
x ∈ (0,∞). Together with the assumptions of §2.2.1, we obtain that
σ(0) = 0 and σ−2 is locally integrable on (0,∞). (2.2.5)
Therefore, X is a continuous-path nonnegative local martingale on (Ω, F , P). Fur-
thermore, by (2.2.3), it follows that
P
[
lim
t→∞
Xt = 0
]
= 1. (2.2.6)
Let ` = s(r) ∈ R+, it follows that
ρYr = ρ
X
` = sup {t ∈ R+ | Xt > `} ,
which is the last-exit time of X from (`,∞), as well as
ρYmax = ρ
X
max = sup
{
t ∈ R+ | Xt = sup
s∈R+
Xs
}
,
which is the time of ultimate maximum of X.
Therefore, without loss of generality, in the rest of this chapter, we shall be working
with X satisfying (2.2.4), where the function σ : R+ 7→ R is such that (2.2.5) are valid.
Moreover, by general results on the martingale problem of Stroock and Varadhan
(Karatzas and Shreve, 1991, Section 5.4), it follows that X possesses the strong
Markov property on (Ω, F , P).
14
2.3 Optimal Stopping for the Last Exit Time
2.3.1 Statement of the Main Result
Consider the set-up of §2.2.3. For ` ∈ (0,∞), define the last exit time of X from
(`,∞):
ρ` := sup{t ∈ R+ | Xt > `}, (2.3.1)
with the understanding that ρ` = 0 if the set {t ∈ R+ | Xt > `} is empty.
Our main goal is to solve the optimization problem (OS). The main finding is
Theorem 2.3.2. We prepare the ground with the following result.
Lemma 2.3.1. Assume that
∫∞
1
σ−2(u)du <∞. Define h : (0,∞) 7→ R via
h(x) := 2
∞∫
x
λ− 1 ∧ (u/`)
σ2(u)
du, x ∈ (0,∞). (2.3.2)
Then, the following are true:
1. h is decreasing on (0, λ`) and increasing on (λ`,∞). In particular, h(0) :=
limx↓0 h(x) is well-defined and (−∞,∞]-valued.
2. If h(0) ∈ (0,∞], there exists a unique κ` ∈ (0, λ`) such that h(κ`) = 0.
Proof. For statement 1, simply differentiate h(x):
h′(x) = −2[λ− 1 ∧ (x/`)]
σ2(x)
.
If x ∈ (0, λ`), then h′(x) < −2[λ − 1 ∧ λ]/σ2(x) = 0; otherwise if x ∈ (λ`,∞),
h′(x) > 0. Hence, statement 1 follows.
Moreover, note that
h(λ`) = −2(1− λ)
∞∫
λ`
1
σ2(u)
du < 0;
therefore, statement 2 follows immediately from statement 1.
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We now state the main result.
Theorem 2.3.2. Assume that
∫∞
1
σ−2(u)du < ∞ and define h : (0,∞) 7→ R via
(2.3.2). If h(0) ∈ (0,∞], let κ = κ(λ, `) ∈ (0, λ`) be the unique root of h(κ) = 0;
otherwise, define κ = 0. Then, the value of problem (OS) is finite, and the stopping
time defined by τκ = inf{t ∈ R+ | Xt ≤ κ} is optimal for (OS).
The proof of Theorem 2.3.2 is a bit involved and will be given in §2.3.2. We
proceed with a remark and an example.
Remark 2.3.3. When
∫∞
1
σ−2(u)du < ∞ and ∫ 1
0
u2σ−2(u)du = ∞, problem (OS′)
is not well-posed, in the sense that it has infinite value and every stopping time is
optimal. (This is shown in §2.3.3.) However, as Theorem 2.3.2 implies, the problem
(OS) is well-posed.
Example 2.3.4. Let σ2(x) = αxp with α > 0, p > 1, so that the assumption
∫∞
1
σ−2(u)du <
∞ is satisfied. Then
h(x) =
2
α
∞∫
x
λ− 1 ∧ u/`
up
du.
Note that
h(0) =
2
α
 `∫
0
λ− u/`
σ2(u)
du− (1− λ)
∞∫
`
1
σ2(u)
du

=
2
α
 `∫
0
λ− u/`
αup
du− (1− λ)
∞∫
`
1
αup
du
 = +∞ > 0.
holds for all λ ∈ (0, 1). Therefore, the equation
0 =
αh(x)
2
=
−
x−p+2
(p− 2)` +
λx−p+1
p− 1 +
`−p+1
(p− 1)(p− 2) if p 6= 2,
(1/`) log(x/`) + λ/x− 1/` if p = 2.
has a unique solution κ between 0 and λ`. Furthermore, the stopping time defined by
τ∗ = τκ = inf{t ≥ 0 : Xt ≤ κ} is optimal for the optimization problem. The following
Figure 2·1 depicts the function h when α = 1, λ = .5, p = 2, ` = 1. The plot shows
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that h is strictly decreasing from 0 to λ` = .5, and intersects with x-axis at some
point around .2, which is the κ we are seeking.
0.2 0.4 0.6 0.8 1.0
x
-1.0
-0.5
0.0
0.5
1.0
1.5
hHxL
Figure 2·1: Function h for α = 1, λ = 1/2, p = 2, ` = 1.
We specialize even further for a couple of values of p:
1. When p = 2, X is a Geometric Brownian Motion process. In this case,
αh(x)/2 = (1/`) log(x/`) + λ/x − 1/` = 0 has a unique solution between 0
and λ`.
2. Let p = 2(d − 1)/(d − 2) for some d > 2. In this case, X is the scaled version
of a d-dimensional Bessel process. In particular, for d = 3, i.e., p = 4, then
αh(x)/2 = −1/(2`x2) + λ/(3x3) + 1/(6`3) = 0 has a unique solution κ =
2` cos(θ/3) ∈ (0, λ`) where cos θ = −λ, sin θ = −√1− λ2; for d = 4, i.e.,
p = 3, then αh(x)/2 = −1/(`x) + λ/(2x2) + 1/(2`2) = 0 has a unique solution
κ = `− `√1− λ ∈ (0, λ`).
2.3.2 Proof of the Main Result
In the process of the proof of the main result – Theorem 2.3.2, we keep ` ∈ (0,∞)
fixed and drop the dependence of quantities on ` for notational convenience. For
example, instead of using ρ`, we use ρ to denote the last exit time of X from the
interval (`,∞).
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The proof of Theorem 2.3.2 is split into steps. In the end of the proof at this
subsection, the claim raised in Remark 2.3.3 is tackled.
Before we start with the proof, we introduce some notation. For γ ∈ R+, define
τγ := inf {t ∈ R+ | Xt ≤ γ} .
It is clear that P [τ` ≤ ρ ≤ τ0]; therefore, optimal stopping times have to be greater
than or equal to τ` and less than or equal to τ0.
Define T0 to be the set of all stopping times such that τ ≤ τ0 holds, and T0+ to be
the set of all τ ∈ T such that τ ≤ τγ holds for some γ ∈ (0,∞). Clearly, T0+ ⊆ T0,
and if an optimal stopping times exists, then it is an element of T0.
Step 1: Reduction to optimal control problem
The first step in solving (OS) is to find more “explicit” forms for E[ρ ∧ τ ] and E[τ ].
Lemma 2.3.5. Assume that
∫∞
1
σ−2(u)du < ∞. Define a convex and decreasing
function G : (0,∞) 7→ R via
G(x) = −2
x∫
x0
 ∞∫
u
1
σ2(v)
dv
 du.
Similarly, define a convex and decreasing function F : (0,∞) 7→ R via
F (x) = −2
x∫
x0
 ∞∫
u
1 ∧ (v/`)
σ2(v)
dv
 du.
Then, E[τ ] = E[G(Xτ )] < ∞ and E[ρ ∧ τ ] = E[F (Xτ )] < ∞ holds for all τ ∈ T0+.
Furthermore, if G(0) := limx↓0G(x) <∞, the previous equalities hold for all τ ∈ T0.
Proof. See Appendix A.
By Lemma 2.3.5, E [τ ] <∞ holds for all τ ∈ T0+, which implies in particular that
T0+ ⊆ T λρ . Furthermore, if G(0) < ∞ then E [τ ] < ∞ holds for all τ ∈ T0, which
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implies in particular that T0 ⊆ T λρ .
Step 2: Properties of H
In the notation of Lemma 2.3.5, define the function H := F − λG. Then, it holds
that E [ρ ∧ τ − λτ ] = E [H(Xτ )], for τ ∈ T0+, and actually for all τ ∈ T0 if G(0) <∞.
Note that H ′ = h for the function h defined in (2.3.2). Furthermore,
H ′′(x) = h′(x) = 2
1 ∧ (x/`)− λ
σ2(x)
, x ∈ (0,∞).
Since H ′′ is negative on (0, λ`) and positive on (λ`,∞), it follows that
(1) H is concave on (0, λ`) and convex on (λ`,∞).
Furthermore, since H ′ = h is negative on (λ`,∞), it follows that
(2) H is decreasing in (λ`,∞).
Since H ′′ is negative on (0, λ`), it either holds that H ′(0) = h(0) ∈ (0,∞], in
which case there exists a unique κ ∈ (0, λ`) where H has a global maximum and
h(κ) = 0, or it holds that H ′(0) = h(0) ∈ (−∞, 0], in which case we set κ = 0 and
H(κ) = H(0) ∈ R is again the global maximum of H.
Step 3: Verification
We now verify that τκ is the optimal stopping time for (OS), and that the value of
(OS) is finite. We consider two cases:
Case (A): Suppose that H ′(0) = h(0) ∈ (−∞, 0] holds. Then the following holds:
sup
x∈(0,∞)
H(x) = H(0) := lim
x↓0
H(x) > −∞.
We shall use the following result.
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Lemma 2.3.6. Suppose that H(0) > −∞. Then, G(0) <∞ holds as well.
Proof. Straightforward manipulation of the functions F and G using Fubini’s theorem
gives that
F (x) = 2
∞∫
0
1 ∧ (v/`)
σ2(v)
(x0 ∧ v − x)+ dv,
G(x) = 2
∞∫
0
1
σ2(v)
(x0 ∧ v − x)+ dv,
for x ∈ (0, x0).
In particular, by the monotone convergence theorem, G(0) = ∞ is equivalent to∫ ε
0
vσ−2(v)dv =∞ for all ε ∈ (0,∞). For x ∈ (0, x0), note that
H(x) = F (x)− λG(x)
= 2
∞∫
0
1 ∧ v/`− λ
σ2(v)
(x0 ∧ v − x)+ dv
= −2
λ`∧x0∫
0
λ− v/`
σ2(v)
(v − x)+ dv + 2
∞∫
λ`∧x0
1 ∧ v/`− λ
σ2(v)
(x0 ∧ v − x)+ dv.
Recall the assumption that
∫∞
1
σ−1(v)dv <∞, implying
∞∫
λ`∧x0
1 ∧ v/`− λ
σ2(v)
(x0 ∧ v − x)+ dv <∞.
On the other hand G(0) =∞ implies that
lim
x↓0
λ`∧x0∫
0
(λ− v/`)
σ2(v)
(v − x)+dv =∞.
Therefore, by the monotone convergence theorem, G(0) = ∞ implies H(0) = −∞,
which completes the proof.
In view of Lemma 2.3.5 and Lemma 2.3.6, E [ρ ∧ τ − λτ ] = E [H(Xτ )] holds for
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all τ ∈ T0. Then,
E [ρ ∧ τ − λτ ] = E [H(Xτ )] ≤ H(0) = E [H(Xτ0)] = E [ρ ∧ τ0 − λτ0] ,
which shows that τκ = τ0 is optimal for (OS) and that the value of (OS) is H(0) <∞.
Case (B): Suppose that H ′(0) = h(0) ∈ (0,∞] holds. Then, define a function
V : (0,∞) 7→ R via V (x) = H(x) for x ∈ (0, κ) and V (x) = H(κ) for x ∈ [κ,∞).
It follows that H ≤ V , that V is continuous, nondecreasing and concave, and that
H(κ) = V (κ) holds.
V(x)
H(x)
Κ
x
Figure 2·2: Function H and V
For any τ ∈ T0+, there exists γ ∈ (0, κ) such that Xτ ≥ γ. The concavity of V
implies that (V (Xτ∧t))t∈R+ is a local supermartingale; since V (Xτ ) ≥ V (γ) > −∞,
(V (Xτ∧t))t∈R+ is a supermartingale. Therefore, E [V (Xτ )] ≤ V (x0).
On the other hand, consider (V (Xτκ)). If x0 ≤ κ, then τκ = 0 and E[V (Xτκ)] =
V (x0); otherwise if x0 > κ, then E[V (Xτκ)] = V (κ) = V (x0). In both cases,
E[V (Xτκ)] = V (x0). (Indeed, (V (Xτκ∧t))t∈R+ is a true martingale.) Therefore,
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E [H(Xτκ)] = E [V (Xτκ)] = V (x0). It follows that
E [ρ ∧ τ − λτ ] = E [H(Xτ )] ≤ E [V (Xτ )]
≤ V (x0) = E [H(Xτκ)] = E [ρ ∧ τκ − λτκ] ,
which shows the optimality of τκ in T0+.
Now, pick any τ ∈ T λρ and note that τ ∧ τ1/n ∈ T0+ for all n ∈ N. Noting that
ρ ∧ τ ∧ τ1/n − λ
(
τ ∧ τ1/n
) ≥ −(λτ − ρ)+,
for all n ∈ N, and E[(λτ −ρ)+] <∞ from the definition of T λρ , Fatou’s lemma implies
that
E [ρ ∧ τ − λτ ] ≤ lim inf
n→∞
E
[
ρ ∧ τ ∧ τ1/n − λ
(
τ ∧ τ1/n
)]
≤ V (x0) = E [ρ ∧ τκ − λτκ] ,
which finally establishes the optimality of τκ in T λρ and the finiteness for problem
(OS).
2.3.3 Well-posedness of the Problem
At the end of this section, we provide more details about Remark 2.3.3, i.e., the
well-posedness of the optimal stopping problem for the last exit time.
Assume that
∫∞
1
σ−2(u)du <∞ and ∫ 1
0
u2σ−2(u)du =∞. Let γ ∈ (0, x0 ∧ `). By
Lemma 2.3.5, and since τγ ∈ T0+, it holds that
E [ρ ∧ τγ] ≥ 1
`
x0∧`∫
γ
 x0∧`∫
u
v
σ2(v)
dv
 du = 1
`
x0∧`∫
γ
v (v − γ)
σ2(v)
dv.
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By the monotone convergence theorem
E[ρ] = lim
γ↓0
E [ρ ∧ τγ] =∞.
Since this holds for all x0 ∈ (0,∞), the strong Markov property gives that E [(ρ− τ)+] =
∞ holds whenever τ ∈ T is such that P [τ < τ0] > 0. Since P[ρ ≤ τ0] = 1, it eas-
ily follows that E [λ(τ − ρ)+ + (1− λ)(ρ− τ)+] = ∞ holds for all τ ∈ T . In other
words, the optimization problem (OS′) is not well-posed, since every stopping time is
trivially optimal. However, the optimization problem (OS) is well-posed by Theorem
2.3.2.
2.4 Optimal Stopping for the Ultimate Maximum Time
2.4.1 Statement of the Main Result
Consider again the set-up of §2.2.3, and define the supremum process
S = s0 ∨ sup
t∈[0,·]
Xt,
for some initial value s0 ≥ x0. Then the process Z = (X,S) stays in the space set
Ξ = {(x, s)|(x, s) ∈ R2+, x ≤ s}. It is well-known that S∞ := supt∈R+ Xt ∨ s0 is P-
a.s. finite—in fact, conditional on X0 > 0 the random variable X0/(supt∈R+ Xt) has
the standard uniform distribution on [0, 1], while supt∈R+ Xt = 0 holds on {X0 = 0}.
Define ρ := sup {t ∈ R+ | Xt = S∞} to be the ultimate time of maximum of X,
where we set ρ = 0 when the last set is empty.
Before stating the main result about the optimization problem (OS), we introduce
the following notation: let Px0,s0 be the probability measure defined in the canonical
probability space such that the initial values of processes X and S are x0 and s0,
respectively.
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Theorem 2.4.1. Assume that
∫∞
1
uσ−2(u)du <∞. Consider the following first-order
ordinary differential equation in φ : R+ 7→ R+:
φ′(s) =
a(φ(s), s)
s(s− φ(s))(λs− φ(s)) , (2.4.1)
where a(x, s) = σ2(x)
s∫
x
u(s− u)
σ2(u)
du.
Define the function ψ : R+ 7→ R+ via ψ(s) = λs for all s ∈ R+. Let φ∗ be the maximal
positive solution of (2.4.1) such that φ < ψ, whenever such a solution exists. Then
we have:
1. The stopping time τ∗ = inf {t ∈ R+ | Xt ≤ φ∗(St)} is optimal for (OS);
2. The optimal value in (OS) is finite and is given by
∂H(φ∗(s0),s0)
∂φ∗(s0)
(x0 − φ∗(s0)) +H(φ∗(s0), s0) if φ∗(s0) < x0 ≤ s0
H(x0, s0) = 0 if x0 ≤ φ∗(s0)
(2.4.2)
where the function H : Ξ→ R is defined as
H(x, s) = 2
x∫
x0
 ∞∫
u
λ− v/s
σ2(v)
dv
 du.
3. The stopping time τ∗ defined above is the smallest optimal stopping time for
(OS) in the following sense: if another stopping time τ˜ also optimizes (OS),
then Px,s(τ∗ ≤ τ˜) = 1 for all (x, s) ∈ Ξ.
Before we proceed to the proof of Theorem 2.4.1 in §2.4.2, a similar discussion as
in Remark 2.3.3 is given.
Remark 2.4.2. If
∫∞
1
uσ−2(u)du < ∞ and σ(ε) = o(ε2) as ε ↓ 0, then problem (OS′)
is again not well-posed, in the sense that it may be infinite and every stopping time
is optimal. (This will be shown in §2.4.3.) However, the optimization problem (OS)
is well-posed as stated in Theorem 2.4.1.
We proceed with an example.
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Example 2.4.3. Let σ2(x) = αxp with α > 0, p ≥ 3. Let k∗ ∈ (0, λ) be the unique
solution of equation Q(k) = 0, where
Q(k) =

kp−1 − (p− 2)2k2 + [1 + (λ+ 1)(p− 2)] (p− 3)k − (p− 2)(p− 3)λ,
if p 6= 3,
k2 log k − 2k2 + (λ+ 2)k − λ, if p = 3.
(2.4.3)
Then, the stopping time τ∗ = inf {t ∈ R+ | Xt ≤ k∗St} is optimal for the problem
(OS). The proof of this follows by appropriately applying Theorem 2.4.1, and is
given in Appendix A. There, the value of the problem is also found; in particular, if
r0 = x0/s0 > k∗, then the optimal value is given as:
2
αsp−20
[
λr0
p− 1(k
−p+1
∗ − r−p+10 )−
λ− r0
p− 2 (k
−p+2
∗ − r−p+20 )−
1
p− 3(k
−p+3
∗ − r−p+30 )
]
if p 6= 3,
2
αs0
[
λr0
2
(k−2∗ − r−20 )− (λ− r0)(k−1∗ − r−10 )− log
r0
k∗
]
if p = 3.
(2.4.4)
Otherwise, if x0/s0 ≤ k∗, the optimal value is 0.
The derivation of the example by applying Theorem 2.4.1 is given in Appendix
A. Continuing, we specialize in the case where p = 4. Then, we compute Q(k) =
k3 − 4k2 − (2λ+ 3)k − 2λ = (k − 1)(k2 − 3k + 2λ) = 0, which has a unique solution
between 0 and λ explicitly given by k∗ = 3−
√
9−8λ
2
. Therefore, The stopping time
τ∗ = inf
{
t ∈ R+ | Xt ≤ 3−
√
9−8λ
2
St
}
is optimal for (OS); the optimal value is finite
and given as: 13αk3∗x20 (r0 − k∗)
2 ((2λ− 3k∗)r0 + λk∗) if r0 = x0/s0 > k∗,
0 otherwise.
(2.4.5)
For certain special values of λ, one can say more:
1. If λ ↑ 1, then k∗ ↑ 1. The optimal stopping time is τ∗ = 0, and the optimal
value is simply 0.
2. If λ = 1/2, then k∗ = 3−
√
5
2
. The optimal stopping time is
τ∗ = inf
{
t ∈ R+ | Xt ≤ 3−
√
5
2
St
}
,
25
and the optimal value is:
2
3αx20
(r0 − k∗)2(1− 2k∗r0), if r0 = x0/s0 > k∗.
3. If λ ↓ 0, then k ↓ 0 and k/λ → 2/3. The optimal stopping time is τ∗ =
inf {t ∈ R+ | Xt = 0}, and the optimal value approaches to ∞.
A series of solutions of the differential equation (2.4.1) are plotted in the following
Figure 2.4.3 when λ = 1/2. It shows that φ∗ defined via φ∗(s) = k∗s is the maximal
solution (indeed the only one) such that φ∗ < ψ holds.
s
φ(
s)
0 1 2 3 4 5
0.
0
0.
5
1.
0
1.
5
2.
0
2.
5
3.
0
ψ(s) = s 2
φ∗(s) = (3 − 5)s 2
φ0(s) = (3 + 5)s 2
Figure 2·3: A series of solutions of the differential equation (2.4.1)
when σ2(x) = αx4 for any α > 0, and λ = 1/2. φ∗ is the maximal (and
also the only) positive solution under the linear function ψ.
We give one remark regarding Example 2.4.3 below:
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Remark 2.4.4. If p > 3 and p is an integer, then
Q(k) = kp−1 − (p− 2)2k2 − [1 + (λ+ 1)(p− 2)] (p− 3)k − (p− 2)(p− 3)λ
= (k − 1)
(
p−2∑
i=2
ki − (p− 1)(p− 3)k + (p− 2)(p− 3)λ
)
.
Since k is restricted between 0 and λ, and λ ∈ (0, 1), equation Q(k) = 0 is equivalent to
p−2∑
i=2
ki − (p− 1)(p− 3)k + (p− 2)(p− 3)λ = 0.
Therefore, instead of solving a (p− 1)th order polynomial equation, we only need to solve
a (p− 2)th order polynomial equation when p > 3 and p is an integer.
2.4.2 Proof of the Main Result
The proof of Theorem 2.4.1 follows similar structure as the one in §2.3.2.
Step 1: Reduction to optimal control problem
To solve for the optimization problem (OS), as the first step, we shall also find more
“explicit” forms for E[ρ ∧ τ ] and E[τ ], where ρ is the ultimate maximum time.
Lemma 2.4.5. Assume that
∫∞
1
uσ−2(u)du < ∞. Define a convex and decreasing
function G : (0,∞) 7→ R via
G(x) = −2
x∫
x0
 ∞∫
u
1
σ2(v)
dv
 du, x ∈ (0,∞).
Similarly, define a function F : Ξ 7→ R via
F (x, s) = −2
s
x∫
x0
 ∞∫
u
v
σ2(v)
dv
 du, (x, s) ∈ Ξ.
Then, E[τ ] = E[G(Xτ )] <∞ and E[ρ∧ τ ] = E[F (Xτ , Sτ )] <∞ holds for all τ ∈ T0+,
where T0+ is defined in Section 2.3. Furthermore, if F (0, s0) := limx↓0 F (x, s0) <∞,
the previous equalities hold for all τ ∈ T0.
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We again prove this lemma in Appendix A, but present an important result which
will be used in the proof. To keep the result neat, we give a necessary definition first.
Definition 2.4.6. A function Q : Ξ → R is of C2, if for every p ∈ Ξ there is
a neighborhood Np of p and a function Q˜ : Np → R such that Q˜ is of C2 and
Q˜ |Np∩Ξ = Q |Np∩Ξ.
Lemma 2.4.7. If f : Ξ 7→ R is a C2−function, then ∂f(x,s)
∂s
= 0 at x = s.
Proof. The proof can be found in (Peskir and Shiryaev, 2006, Section 13.2).
Step 2: Properties of H
In the notation of Lemma 2.4.5, define the function H by H(x, s) := F (x, s)−λG(x).
Then, it holds that E [ρ ∧ τ − λτ ] = E [H(Xτ , Sτ )] for τ ∈ T0+. We state several
properties of H, all of which can be easily verified by straightforward calculation.
1. For any fixed s > 0, consider H(x, s) as a function of x. Then H(x, s) is
strictly concave when x < λs; and it is strictly convex and decreasing when
x ≥ λs. Therefore, H(x, s) achieves maximum value for some x ∈ [0, λs), where
H(0, s) := limx↓0H(x, s).
2. For any fixed x < x0, H(x, ·) is a strictly convex and decreasing function;
otherwise, for any fixed x > x0, H(x, ·) is a strictly concave and increasing
function. Note that H(x0, s) ≡ 0.
Step 3: Verification
In this subsection, we shall prove the results in Theorem 2.4.1. Suppose that the
first-order differential equation (2.4.1) has a maximal positive solution lying below
the linear function ψ(s) = λs for all s > 0, we shall verify the series of results stated
in Theorem 2.4.1.
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H(x, s)
V(x, s)
ΦHsL Λs s x
x < x0
x > x0
s0
HHx, sL
Figure 2·4: The upper figure is the function H(x, s) versus x with
some fixed value s; while the lower figure is the function H(x, s) versus
s with different fixed values of x.
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Proof. Let φ(s) be a positive solution of the equation (2.4.1), which lies below the
linear function ψ(s) = λs, i.e., φ(s) < λs for all s ∈ (0,∞). Define a function
Vφ : Ξ 7→ R by
Vφ(x, s) =
H(x, s) if 0 ≤ x ≤ φ(s),(x− φ(s))∂H(x,s)
∂x
|x=φ(s) +H(φ(s), s) if φ(s) < x ≤ s.
(2.4.6)
In view of the property (1) of H in §2.4.2 Step 2, then Vφ is C2,1 on the region
Ξ\ {(φ(s), s), s ∈ R+}. Vφ also has the following properties:
1.
∂2Vφ
∂x2
(x, s) ≤ 0, for any fixed s ∈ R+; particularly the equality holds when
φ(s) < x ≤ s;
2.
∂Vφ
∂s
(x, s) |x=s = 0;
3. Vφ(x, s) |x=φ(s) = H(x, s)|x=φ(s);
4.
∂Vφ(x,s)
∂x
|x=φ(s) = ∂H(x,s)∂x |x=φ(s) ;
5. Vφ(x, s) ≥ H(x, s), for any (x, s) ∈ Ξ;
6. Vφ(x, s) is strictly decreasing with respect to φ, when x ∈ (φ(s), s].
All the above properties can be proved by straightforward calculations, with the
exception of property 5, for which we only need to show that
Vφ(s, s) ≥ H(s, s). (2.4.7)
(Indeed, the fact that this is sufficient follows immediately by observing the shapes
of H and V .) The definitions of H and S give that:
H(s, s)− Vφ(s, s)
s3
=
s∫
φ(s)
(λs− v)(s− v)
s3σ2(v)
dv.
Straightforward calculations, combined with the assumption
∫∞
1
uσ−2(u)du < ∞,
imply that
∂
∂s
(
H(s, s)− Vφ(s, s)
s3
)
≤ 0,
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lim
s→∞
H(s, s)− Vφ(s, s)
s3
= 0.
Given the above, equation 2.4.7 follows, and so does property 5.
Continuing, we apply Itoˆ’s formula to the process Vφ(Xt, St):
Vφ(Xt, St) = Vφ(x, s) +
t∫
0
∂Vφ
∂x
(Xr, Sr)σ(Xr)dWr +
t∫
0
∂Vφ
∂s
(Xr, Sr)dSr
+
1
2
t∫
0
∂2Vφ
∂x2
(Xr, Sr)σ
2(Xr)dr
= Vφ(x, s) +Mt + Pt,
where Pt =
1
2
∫ t
0
∂2Vφ
∂x2
(Xr, Sr)σ
2(Xr)dr is a decreasing process by property (1) of Vφ
stated above and Mt =
∫ t
0
∂Vφ
∂x
(Xr, Sr)σ(Xr)dWr is a local martingale.
The second equality holds because the integrals with respect to dSr is zero, by
noting the fact that S keeps the same when the process Z is off the diagonal of
R2+, while ∂∂sVφ(x, s) |x=s = 0 holds along the diagonal, as stated in property (2).
Therefore, the process (Vφ(Xt, St))t∈R+ is a continuous local supermartingale.
On the other hand, since
∂2Vφ
∂x2
(x, s) = 0 for φ(s) < x ≤ s, it is easy to see that
(Vφ(Xτφ∧t, Sτφ∧t))t∈R+ is a local martingale, where τφ = inf{t ∈ R+|Xt ≤ φ(St)}. Note
that the pairwise process (X,S) remains in the set {(x, s) ∈ Ξ | φ(s) ≤ x ≤ s} up to
time τφ, and φ(s) ≥ φ(s0) > φ(0) ≥ 0 since φ is increasing. It follows that ∂Vφ∂x and σ
are both bounded up to time τφ. Therefore, (Vφ(Xτφ∧tSτφ∧t))t∈R+ is a true martingale,
which gives that E[ρ ∧ τφ − λτφ] = E[H(Xτφ , Sτφ)] = E[Vφ(Xτφ , Sτφ)] = Vφ(x0, s0).
Take a sequence {ηm}m≥0 of stopping times which localizes Vφ(Xt, St). Fix a
stopping time τ ∈ T0+, and let τ˜n := τ ∧ τn ∧ τ1/n ∧ n for all n ∈ N; then, (σn)n∈N
converges to τ monotonically. By the property (5) of Vφ, we thus have
E[ρ ∧ τ˜n ∧ ηm − λ (τ˜n ∧ ηm)] = E[H(Xτ˜n∧ηm , Sτ˜n∧ηm)]
≤ E[Vφ(Xτ˜n∧ηm , Sτ˜n∧ηm)]
≤ Vφ(x0, s0) = E[ρ ∧ τφ − λτφ].
Since
ρ ∧ τ˜n ∧ ηm − λ (τ˜n ∧ ηm) ≥ −(λτ˜n − ρ)+ ≥ −λn.
Sending m to ∞, E[ρ ∧ τ˜n − λ (τ˜n)] ≤ Vφ(x0, s0) = E[ρ ∧ τφ − λτφ] follows by Fatou’s
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lemma.
Recall that H(x, s) := F (x, s)− λG(x), and the uniform integrability of
{F (Xτ˜n , Sτ˜n) | n ∈ N} and {G(Xτ˜n) | n ∈ N} shown in Lemma 2.4.5. By letting n→
∞, E[H(Xτ˜n , Sτ˜n)] then converges to E[H(Xτ , Sτ )] when τ ∈ T0+. Henceforce,
E[ρ ∧ τ − λτ ] = E[H(Xτ , Sτ )] ≤ Vφ(x0, s0) = E[H(Xτφ , Sτφ)] = E[ρ ∧ τφ − λτφ].
Continuing, take any τ ∈ T λρ , and note that τ ∧ τ1/n ∈ T0+ for all n ∈ N.
Furthermore,
ρ ∧ τ ∧ τ1/n − λ
(
τ ∧ τ1/n
) ≥ −(λτ − ρ)+.
Recall that E[(λτ − ρ)+] <∞ from the definition of T λρ ; therefore, by Lemma 2.4.5,
the definition of H and Fatou’s lemma, we have
E[ρ ∧ τ − λτ ] ≤ lim inf
n→∞
E[ρ ∧ τ ∧ τ1/n − λ
(
τ ∧ τ1/n
)
]
= lim inf
n→∞
E[H(Xτ∧τ1/n , Sτ∧τ1/n)]
≤ Vφ(x0, s0) = E[ρ ∧ τφ − λτφ]. (2.4.8)
Taking the supremum over all stopping times τ ∈ T λρ , and then taking infimum
over all strictly positive φ below the line ψ, we obtain that supτ∈T λρ E[ρ ∧ τ − λτ ] ≤
infφ Vφ(x0, s0). By property (6) of Vφ, we have infφ Vφ(x0, s0) = Vφ∗(x0, s0), where φ∗
is the maximal solution among all the candidates φ. Hence, supτ∈T λρ E[ρ ∧ τ − λτ ] ≤
Vφ∗(x0, s0) = E[ρ ∧ τ∗ − λτ∗], where τ∗ = τφ∗ is as defined in Theorem 2.4.1.
Now note that τ∗ ∈ T0 ⊂ T λρ , then, it is obvious that supτ∈T λρ E[ρ ∧ τ − λτ ] =
E[ρ ∧ τ∗ − λτ∗], i.e., τ∗ solves the optimization problem (OS).
To show part (c), assume that τ˜ also optimizes (OS) where τ˜ ∈ T λρ , and assume
that Px0,s0(τ˜ < τ∗) > 0. Observe that
τ∗ = inf {t ∈ R+ | V∗(Xt, St) = H(Xt, St)} ,
thus H(Xτ˜ , Sτ˜ ) < V∗(Xτ˜ , Sτ˜ ) on the set {τ˜ < τ∗}. Then
Ex0,s0 [H(Xτ˜ , Sτ˜ )] < Ex0,s0 [V∗(Xτ˜ , Sτ˜ )] ≤ V∗(x, s),
where the last inequality can be derived as the inequality in (2.4.8). The strict
inequality above contradicts the fact that τ˜ is also a optimal stopping time for (OS).
Therefore, we must have Px0,s0(τ˜ < τ∗) = 0; i.e., τ∗ is the smallest optimal stopping
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time for the problem (OS).
2.4.3 Well-posedness of the Problem
At the end of this section, we provide more detains regarding Remark 2.4.2, i.e., the
well-posedness of the optimal stopping problem for the ultimate maximum time.
Suppose that
∫∞
1
uσ−2(u)du < ∞ and σ(ε) = o(ε2) as ε ↓ 0. By Lemma 2.4.5,
and noting that τn ∧ τ1/n ∈ T0+, we obtain
E[ρ ∧ τ1/n|τ1/n < τn]P(τ1/n < τn)
≥
 2
n
x0∫
1/n
 ∞∫
u
v
σ2(v)
dv
 du
( n− x0
n− 1/n
)
≥
 2
n
x0∫
1/n
 x0∫
u
v
σ2(v)
dv
 du
( n− x0
n− 1/n
)
≥
 2
n
x0∫
1/n
(v − 1/n)v
σ2(v)
dv
( n− x0
n− 1/n
)
.
Since σ(ε) = o(ε2) as ε ↓ 0, it follows that
2
n
x0∫
1/n
(v − 1/n)v
σ2(v)
dv →∞ as n→∞.
Moreover, noting that
E[ρ ∧ τn ∧ τ1/n] ≥ E[ρ ∧ τ1/n|τ1/n < τn]P(τ1/n < τn),
we obtain E[ρ] = limn→∞ E
[
ρ ∧ τn ∧ τ1/n
]
= ∞ by the monotone convergence the-
orem. Follow the similar argument as in §2.3.3, we can conclude that under the
assumption in Remark 2.4.2, the optimization problem (OS′) is not well-posed, since
every stopping time is trivially optimal.
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2.5 Conclusion
In this chapter, we have solved an optimal stopping problem for a one-dimensional
downwards transient diffusion process. We have studied stopping as close as possible
to two kinds of random times: last exit times and the ultimate maximum time; for
both these problems, we have provided explicit optimal stopping times. For the last
exit time from level `, the diffusion process should stop optimally when it is too low
from `; this result makes intuitive sense, since the diffusion is downwards drifting, and
we expect that the process will not go up to level ` again. The situation is similar for
the ultimate maximum time; however, in this case, we compare the process with its
past supremum, rather than with a fixed level.
The previous work has mainly discussed the optimal stopping problem for a ran-
dom time ρ with the loss function [λ(τ − ρ)+ + (1− λ)(ρ− τ)+]. This problem may
be consider for more general loss functions. For example, define increasing functions
Ui : R+ → R+ for i = 1, 2, such that Ui is concave and Ui(0) = 0, U ′i(∞) = 0.
Then we may find the optimal stopping times for the random times to minimize the
following expectation:
E [U1 ((τ − ρ)+) + U2 ((ρ− τ)+)] .
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Chapter 3
Optimal Consumption and Investment
with Loss Aversion
3.1 Introduction
In this chapter, we consider an optimal control problem: an investor trades in two
kinds of assets: the risk-free asset (“bank account”) which pays interest at a constant
rate, and risky assets (“stocks”) modeled by a geometric Brownian motion. The
investor then makes decisions on how much to consume and how much to allocate
assets, to maximize the expected utility of consumption in an infinite time horizon;
that is, such decisions can satisfy the investor to the maximum extent.
Since in reality, generally no one would like to decrease consumption, we assume
the investor to be loss averse; in the sense that the investor is sensitive to the decline
of consumption, and is not willing to decrease consumption until necessary. We use
a loss aversion parameter to measure the sensitivity of the consumption decreasing,
and different investors can choose their individual loss aversions. We also use the past
maximal consumption rate as habit formation, then current consumption decision will
be made based on the history. The combination of loss aversion and habit formation
ensures the investor to consume more stably. Even better, our problem is solvable for
any initial condition, and for zero interest rate, as long as the assumptions we state
later hold.
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3.1.1 Merton’s Problem
Such an optimal consumption-investment problem was first formulated by Robert C.
Merton (see (Merton, 1969) and (Merton, 1971)). The investor is assumed to be
risk-averse, and live from time 0 to time T 1. Suppose the constant interest rate from
the bank account is r; and the investor possesses n stocks, while the price of the ith
stock is given by the dynamic:
dSit
Sit
= (µi + r)dt+
n∑
j=1
σijdW jt , for i = 1, · · · , n,
with constant drift (µi+r) (µi is hence called the equity premium of the i’th stock)and
constant volatility (σi1, · · · , σin). Wt = (W 1t , · · · ,W nt )′ is a standard n-dimensional
Brownian motion under the probability space (Ω, F , P), with right-continuous aug-
mentation filtration F = {Ft}t∈R+ .
Assume that, at the beginning, the amount of wealth the investor owns is x; then
at time t, the investor consumes at rate ct, and invests the fractions pit = (pi
1
t , · · · , pint )
of total wealth in stocks, where pii means the fraction of wealth invested in the i’th
stock. Consumption has to be non-negative, i.e, ct ≥ 0; while the investment fraction
pit is unrestricted. Then the investor’s wealth X satisfies the following stochastic
differential equation:
dXt = (rXt − ct)dt+Xtpi>t (µdt+ σdWt), X0 = x, (3.1.1)
where µ = (µ1, · · · , µn) is the equity premium vector, and σ = (σij)i,j=1,··· ,n is the
volatility matrix. Naturally, there is a budget constraint for the investor: wealth has
to stay non-negative.
The objective of a Merton’s problem is to find the optimal consumption and
1Merton considered both finite time horizon (T is finite) and infinite time horizon (T =∞).
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investment policy so that the following expectation is maximized:
E
 T∫
0
e−βtU(ct)dt
 , (3.1.2)
where the non-negative β is the subjective discount rate used to describe the patience
of the investor. More precisely, bigger value of β refers to less patience of the investor.
The utility function U(·) : R+ → R, depending only on the consumption c, is of the
constant relative risk aversion (CRRA) form:
U(c) =
c1−γ
1− γ , (3.1.3)
for some constant parameter γ 6= 1. As the investor is risk-averse, i.e., the utility
function u has to be concave, then γ > 0. Actually, γ describes how risk averse
the investor is, hence it is called the “risk-aversion” parameter. In the case when
γ = 1, the utility function is defined as U(c) = log c, corresponding to the limit case
of (3.1.3) as γ → 1.
The optimal consumption and investment policy for the Merton’s problem have
the following closed forms:
ct =
[
β
γ
+
(
1− 1
γ
)(
r +
µ>Σ−1µ
2γ
)]
Xt, (3.1.4)
pit =
1
γ
Σ−1µ, (3.1.5)
with Σ := σ>σ. That is, the investor always consumes a constant fraction of current
wealth per unit time, and also invests a constant fraction of wealth in each stock.
Therefore, consumption is volatile, as it changes proportionally to wealth. In
reality, stable consumption is usually preferred; this optimal consumption is stable
only if the investor invests a small amount of wealth in stocks. In this situation, the
optimal consumption becomes ct ≈ rXt. That is, the investor only consumes the
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interest he/she earns from the bank. However, it means that the investor consumes
almost nothing when the interest rate r approaches 0.
3.1.2 Merton’s Problem with Habit Formation
As seen in the previous section, the optimal consumption for a classical Merton’s prob-
lem is not stable since it is proportional to current wealth; however, stable (or, even
better, increasing) consumption is generally preferred. Some papers hence only allow
increasing consumption rate (see (Dybvig, 1995), (Riedel, 2009)); while (Thillaisun-
daram, 2012) restricts the consumption to be above a fixed proportion of the past
maximal consumption. However, then the investor has to own enough wealth at the
beginning, otherwise bankruptcy occurs. Specially, the investor in (Dybvig, 1995)
never consumes more than the interest, and the investor in (Thillaisundaram, 2012)
never consumes more than a fixed number times the interest; otherwise bankruptcy
also occurs. Moreover, all these set-ups have the same drawback as the classical
Merton’s problem – they are not solvable with zero interest.
Another approach is to make current consumption-investment decision based on
the past experience, an approach called habit formation, and is pursued in (Con-
stantinides, 1990), (Detemple and Zapatero, 1992), (Detemple and Karatzas, 2003),
(Bodie et al., 2004), (Riedel, 2009) etc. They all used the standard of living process
z as habit in the model, which is defined via
zt = z0e
−αt + δ
t∫
0
e−α(t−s)csds,
for some constants α and δ. However, there is also restriction on initial wealth and
habit in these literature.
We discuss the optimal consumption-investment problem with a new model of
habit formation. Unlike the classical Merton’s problem, which assumes that the
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“current happiness” an investor achieves only depends on the current consumption,
it is more reasonable that the happiness depends not only on the “absolute amount”
the investor consumes, but also on the “relative amount” compared with the investor’s
highest consumption in the past. For example, in the classical model, two persons feel
identically happy if they both spend $40,000 this year. However, if one person used
to earn little and only spent $20,000 each year at most, while another person once
spent $60,000 in one previous year, it is almost certain that the first person would
feel happier than the second one this year. We were motivated to take into account
the previous highest consumption as the habit in our model.
This chapter is organized as follows: in § 3.2 we formulate our problem by setting
up the mathematical model, and then state the main results for the optimal problem.
§ 3.3 shows how the optimal results (up to a candidate in this section) are derived;
the following §3.4 verifies that the results we derived indeed optimize our problem.
We then explore more details about the the results in § 3.5. At the end, § 3.6 makes
a brief conclusion and also discusses some future work.
3.2 Problem Formulation and Statement of Main Results
3.2.1 Model Set-up
As in §3.1.1, we also consider a risk-averse investor who trades in two types of assets:
the risk-free one and the risky ones. Following the same notation, the investor’s
wealth X satisfies the stochastic differential equation:
dXt = (rXt − ct)dt+Xtpi>t (µdt+ σdWt), X0 = x, (3.2.1)
under the canonical probability space (Ω, F , P). We would like to emphasize the fact
that r ≥ 0 in our model.
As motivated in previous section, we use the past maximal consumption as the
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habit in our problem. Denote the maximal consumption process {ht}t∈R+ via:
ht = h ∨ sup
0≤s≤t
cs, (3.2.2)
with initial value h ≥ 0. It is obvious that ht ≥ ct.
We consider a utility function U(·, ·) : R2+ → R depending both on current con-
sumption and on habit; and intend to find the optimal consumption cˆt and investment
fraction pˆit to maximize the expected utility with infinite time horizon so that:
Ex,h
 ∞∫
0
e−βtU(cˆt, hˆt)dt
 = sup
ct,pit
Ex,h
 ∞∫
0
e−βtU(ct, ht)dt
 , (3.2.3)
where Ex,h means the corresponding expectation defined in the space (Ω, F , P) with
initial status X0 = x, h0 = h.
In particular, we consider the following utility function in this chapter:
U(c, h) =

(ch−α)1−γ
1− γ if γ > 0, γ 6= 1,
log (ch−α) if γ = 1,
(3.2.4)
for some constant α. Note that the logarithm utility function also corresponds to the
limit case of the power utility function as γ → 1.
We shall discuss more details about the utility function. Firstly, note that c ≤ h
always holds; therefore, when c increases to some value greater than h, habit h will
be updated to a new c by the definition of h in (3.2.2), i.e., h = c, and the utility
function becomes:
U(c, h) =

c(1−α)(1−γ)
1− γ if γ > 0, γ 6= 1,
log (c1−α) if γ = 1.
(3.2.5)
That is, the utility function behaves like a piecewise function.
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Since more satisfaction is achieved while more is consumed, we thus need the
utility function to be increasing with respect to consumption c, which implies α ≤ 1.
Moreover, the risk-aversion assumption requires the utility function to be convex,
which implies α ≥ 0. Hence, α ∈ [0, 1].
We plot the utility function versus the consumption c below:
h
c
UHc, hL
Figure 3·1: Utility Function
Although not clearly visible from the figure, this piecewise utility function has a
kink at the point c = h. Actually, the sharpness of this kink refers to how prudent
the investor is when he/she tries to increases consumption, i.e., how loss averse the
investor is. Observe that the bigger the value of α is, the sharper the kink is; therefore,
the new parameter α is to measure the investor’s “loss-aversion”. In particular, when
α = 0, i.e, this “loss-aversion” does not exist, one recovers the classical Merton’s
problem.
Before stating the main results for our optimal problem in the following subsec-
tions, we shall introduce some necessary definitions.
Definition 3.2.1. γ∗ := α + (1− α)γ.
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γ∗ is an adjusted “risk-aversion” parameter, which is a linear combination of the
old parameter γ and 1. It is obvious that γ∗ ≥ 0. Moreover, the adjusted γ∗ is more
moderate compared with γ, in the sense that γ∗ always tends to drag the old γ to
the “center” 1. Some special values of γ∗ are listed below:
1. when α = 0, then γ∗ = γ. That is, for a classical Merton’s problem, the adjusted
risk-aversion keeps the same as the original risk-aversion.
2. when α = 1, then γ∗ = 1. That is, if the investor is extremely loss averse,
the adjusted risk aversion is always 1, corresponding to the logarithm utility
function.
3. when γ = 1, then γ∗ = 1 for all α ∈ [0, 1]. That is, the risk-aversion remains
the same as in a logarithm utility function for any loss aversion.
Definition 3.2.2.
δα :=
β
γ∗
+
(
1− 1
γ∗
)(
r +
µ>Σ−1µ
2γ∗
)
. (3.2.6)
In particular, for α = 0, then δ0 =
β
γ
+
(
1− 1
γ
)(
r + µ
>Σ−1µ
2γ
)
is the optimal con-
sumption ratio of the classical Merton problem in (3.1.4).
3.2.2 Statement of Main Results for γ 6= 1
We shall state the main result of our optimal problem for the case when γ 6= 1 in the
following theorem.
Theorem 3.2.3. Let function q : (0,∞) → R be defined as in Lemma 3.2.5 below.
Suppose min{δ0, δα} > 0, and q′′(1) ≥ 0, then for the utility function defined in (3.2.4)
with γ 6= 1:
V (x, h) = sup
ct,pit
Ex,h
 ∞∫
0
e−βtU(ct, ht)dt
 (3.2.7)
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=

x1−γ
∗
1−γ r
−γ∗
1 if
h
x
< r1,
h1−γ
∗
inf
z≥1−α
[q(z) + xz/h] if h
x
≥ r1.
(3.2.8)
and the constant threshold r1 is:
r1 = − 1
q′(1− α) . (3.2.9)
Moreover, the supremum is achieved by the optimal consumption cˆt and optimal in-
vestment policy pˆit defined as:
cˆt =

r1Xt if 0 ≤ hˆtXt < r1,
hˆt if r1 ≤ hˆtXt ≤ r2,
hˆt
[
p(−Xt
hˆt
)
]−1/γ
if hˆt
Xt
> r2.
(3.2.10)
pˆit =

− (1−α)q′′(1−α)
q′(1−α) Σ
−1µ if 0 ≤ hˆt
Xt
< r1,
hˆtp
(
−Xt
hˆt
)
Xtp′
(
−Xt
hˆt
)Σ−1µ if hˆt
Xt
≥ r1.
(3.2.11)
where p is the inverse function of q′, and
r2 = − 1
q′(1)
. (3.2.12)
To define the function q, we first introduce some notation; then q is precisely
defined in the followed lemma, depending on whether r or β is zero.
Definition 3.2.4.
f :=
1
δ0
− 1
r
, (3.2.13)
g :=
1
1− γ
(
1
δ0
− 1
β
)
, (3.2.14)
m1 :=
1
2
+
r − β
µTΣ−1µ
−
√(
1
2
+
r − β
µTΣ−1µ
)2
+
2β
µTΣ−1µ
, (3.2.15)
m2 :=
1
2
+
r − β
µTΣ−1µ
+
√(
1
2
+
r − β
µTΣ−1µ
)2
+
2β
µTΣ−1µ
. (3.2.16)
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Lemma 3.2.5. The C2 function q : (0,∞)→ R is defined in the following four cases.
In particular, if q′′(1) ≥ 0, then q is convex and non-increasing.
Case 1: r 6= 0, β 6= 0.
q(z) =
C21zm1 + C22zm2 − zr + 1β(1−γ) if 0 < z ≤ 1,C31zm1 + γ(1−γ)δ0 z1−1/γ if z > 1, (3.2.17)
with constant coefficients
C22 =
(1−m1)f +m1g
m1 −m2 ,
C21 = −γ
∗(m2 − 1) + 1
γ∗(m1 − 1) + 1(1− α)
m2−m1C22 − (1− α)
1−m1f
γ∗(m1 − 1) + 1 ,
C31 = C21 +
(1−m2)f +m2g
m1 −m2 .
Case 2: r = 0, β 6= 0.
q(z) =
C21zm1 + C22z + 2z log z2β+µ>Σ−1µ + 1β(1−γ) if 0 < z ≤ 1,C31zm1 + γ(1−γ)δ0 z1−1/γ if z > 1, (3.2.18)
with constant coefficients
C22 =
(1−m1) 1δ0 +m1g + 22β+µ>Σ−1µ
m1 − 1 ,
C21 = − (1− α)
1−m1
γ∗(m1 − 1) + 1
[
C22 +
2(γ∗ + log(1− α))
2β + µ>Σ−1µ
+
1
β
]
,
C31 = C21 +
g + 2
2β+µ>Σ−1µ
m1 − 1 .
Case 3: r 6= 0, β = 0.
q(z) =
C21 + C22zm2 − zr +
2 log z
(1−γ)(2r+µ>Σ−1µ) if 0 < z ≤ 1,
C31 +
γ
(1−γ)δ0 z
1−1/γ if z > 1,
(3.2.19)
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with constant coefficients
C22 = −
f + 2
(1−γ)(2r+µ>Σ−1µ)
m2
,
C21 = −γ
∗(m2 − 1) + 1
1− γ (1− α)
m2−1C22 +
1
1− γ
1r − 2
[
γ∗
1−γ∗ + log(1− α)
]
2r + µ>Σ−1µ
 ,
C31 = C21 −
(1−m2)f + m2(1−γ)δ0 + 2(1−γ)(2r+µ>Σ−1µ)
m2
.
Case 4: r = β = 0.
q(z) =
C21 + C22z +
2z log z
µ>Σ−1µ +
2 log z
(1−γ)µ>Σ−1µ if 0 < z ≤ 1,
C31 +
γ
(1−γ)δ0 z
1−1/γ if z > 1,
(3.2.20)
with constant coefficients
C22 = −2(γ + 2)
µ>Σ−1µ
,
C21 =
2
(1− γ)µ>Σ−1µ
[
α(γ − 1) + 3− 1
1− γ∗ − 2 log(1− α)
]
,
C31 =
2
(1− γ)µ>Σ−1µ
[
α
(
γ − 1− 1
1− γ∗
)
− 2 log(1− α)
]
.
Proof. The derivation of function q will be given in the next section, as well as the
fact that q is C2. For the part that q′′(1) ≥ 0 implies the convexity and non-increase
of function q, the proof will be given in Appendix B.
Remark 3.2.6. By Lemma 3.2.5, q′′(1) ≥ 0 implies that q is both convex and non-
increasing. Therefore, 0 ≤ r1 ≤ r2, where r1 and r2 are defined as in Theorem 3.2.3.
To ensure that q′′(1) ≥ 0, one can either check it by plugging in all parameters
directly, or can use some sufficient conditions. We list one in the following lemma.
Lemma 3.2.7. If 0 < δ0 ≤ r, then q′′(1) ≥ 0.
Proof. Like the previous proof given in Appendix B, we also concentrate on the case
when r 6= 0, β 6= 0. Since q′′(1) = C21m1(m1− 1) +C22m2(m2− 1), m1 ≤ 0 < 1 ≤ m2
and C22 > 0, then C21 ≥ 0 is sufficient for q′′(1) > 0. The proof is complete, by
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noticing that when δ0 ≤ r, C21 ≥ 0 holds, because of the fact C22 > 0, the form of
C21 given in Lemma 3.2.5 and the properties stated in the previous proof.
Theorem 3.2.3 tells that the optimal results, including the optimal consumption
ratio cˆ/X, investment fraction pˆi and overall expected value V , primarily depend on
two objects:
1. The function q defined in Lemma 3.2.5. Recall that, although the optimal
investment policy (3.2.11) seems to have only two pieces, it indeed has three
pieces like the optimal consumption (3.2.10), by the fact that the function q is
a two-piecewise function.
2. The ratio of the habit over the total wealth ht/Xt. The optimal strategy pair
(cˆt, pˆit) changes when the value of ht/Xt is in different ranges:
When habit ratio is small (less than r1), i.e., when the past maximal consump-
tion seems relatively low compared to current wealth (we hence call the bound-
ary r1 simply bliss), then the investor increases consumption right away so that
the consumption never falls below r1 times wealth; and invests a constant ratio
of wealth in stocks.
When habit ratio is big (more than r2), i.e., the habit is relatively high compared
to current wealth (hence we call the boundary r2 gloom), then the investor
decreases consumption. Since function q is non-increasing, by (3.2.10), the
bigger the ratio is, i.e., the more gloom the situation is, the more the investor
shall decrease on consumption. This is also intuitively reasonable.
When habit ratio is moderate (between r1 and r2), i.e., the habit can be sus-
tained, at least temporarily, and the investor keeps consuming at the desired
level.
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We now consider the main result in several special cases below, concentrating
on mathematical calculation. We will provide more interpretation in the following
Example 3.2.8.
1. If α = 0, then C31 = 0 and r1 = r2 = δ0. It follows that the optimal con-
sumption is simply cˆt = δ0Xt, and the optimal investment is pˆit =
1
γ
Σ−1µ. This
corresponds to the result of a classical Merton’s problem.
2. If α = 1, then r1 = β, r2 =
(m2−m1)r
(m2−1)−(m1−1+ 1γ ) rδ0
, and the optimal strategy is:
cˆt =

r1Xt if 0 ≤ hˆtXt < r1,
hˆt if r1 ≤ hˆtXt ≤ r2,
δ0Xt
1−C31m1δ0
[
p(− h
Xt
)
]m1−1+1/γ if hˆtXt > r2.
pˆit =

0 if 0 ≤ hˆt
Xt
< r1,
− C22m2(m2−1)
[
p(− hˆt
Xt
)
]m2
C22m2
[
p(− hˆt
Xt
)
]m2−
[
p(− hˆt
Xt
)
]
r
Σ−1µ if r1 ≤ hˆtXt ≤ r2,
1
γ
+δ0C31m1(m1−1)
[
p(− hˆt
Xt
)
]m1−1+1/γ
1−δ0C31m1
[
p(− hˆt
Xt
)
]m1−1+1/γ Σ−1µ if hˆtXt > r2.
Particularly, if hˆt/Xt goes to ∞, then pˆit approaches to 1γΣ−1µ, the optimal
investment ratio of the corresponding classical Merton’s problem.
3. If β = 0, r 6= 0, then m1 = 0,m2 = 1 + 2rµ>Σ−1µ . As a consequence:
r1 =
δ0
(1− α) 2rµTΣ−1µ +
(
1−(1−α)
2r
µTΣ−1µ
)
δ0
r
−
2
(
1−(1−α)
2r
µTΣ−1µ+1
)
δ0
(1−γ∗)(2r+µTΣ−1µ)
,
r2 = δ0.
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The optimal consumption is hence:
cˆt =

r1Xt if 0 ≤ hˆtXt < r1,
hˆt if r1 ≤ hˆtXt ≤ δ0,
δ0Xt if
hˆt
Xt
> δ0.
i.e., the investor consumes at a constant ratio r1 in good times, while consumes
at constant ratio δ0 in bad times. Moreover, the optimal investment policy with
habit ratio above δ0 is:
pˆit =
1
γ
Σ−1µ.
That is, when not holding enough wealth, the investor consumes and invests as
if without loss aversion (i.e., α = 0).
4. If β = r = 0, then r1 =
δ0
1+ 1
γ2
[ α1−α+(1−γ) log(1−α)]
, r2 = δ0. The optimal consump-
tion has the same form as in the case β = 0, r 6= 0; and the optimal investment
policy with habit ratio above δ0 is also:
pˆit =
1
γ
Σ−1µ.
5. If γ → ∞, then r1 → r, r2 → r, the optimal consumption is cˆt = rXt and
the optimal investment policy is pit ≡ 0. That is, being extremely risk averse,
the investor chooses to keep all the wealth in the bank, and only consume the
earned interest.
6. If habit ratio ht/Xt goes to infinity, then cˆt goes to δ0Xt, and pˆit goes to
1
γ
Σ−1µ.
That is, being extremely poor, the investor consumes and invests as if without
loss aversion, because the desired level of consumption is very unlikely to be
ever reached again.
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To provide a better understanding of the result, and especially the role that each
parameter plays in the model, we give one simple example below:
Example 3.2.8. Consider an investor holding only one stock, with equity premium
µ = .055 and volatility σ = .17; and the interest rate in the bank is r = .01. Until
with further specification, in the followed paragraphs of this example, the investor is
always assumed to have subjective discount rate β = .01, risk aversion γ = 2, and
loss aversion α = .5.
Figure 3·2 plots the bliss r1, under which the consumption will increase; and the
gloom r2, above which the consumption will decrease, versus loss aversion α, discount
rate β and risk aversion γ separately.
From the first plot of the figure, we confirm the fact that when the loss aversion
α is 0, the gloom r1 and bliss r2 are the same, both equal to δ0 = .0231. When
α = 1, the bliss approaches β = .01, while the gloom approaches (m2−m1)r
(m2−1)−(m1−1+ 1γ ) rδ0
=
.0294. We can also learn from the plot that, overall, the bliss (gloom) decreases
(increases) with respect to increasing loss aversion. Intuitively, the investor only
increases consumption in good times; if an investor is more loss averse, i.e., the
investor is more afraid of consumption decline, then he/she will be more conservative
on the definition of “rich”, hence will use a lower bliss boundary; on the other hand,
the investor will only decrease consumption in very poor times, meaning that the
gloom increases when loss aversion increases.
The second plot of Figure 3·2 shows that both boundaries r1 and r2 increase when
discount rate β increases. This also makes intuitive sense: since higher discount rate
refers to less patience of the investor, i.e., the investor is more willing to consume
now rather than saving; then the investor prefers to increase consumption even if not
that wealthy, and to decrease consumption only if in very miserable situation.
The third plot of Figure 3·2 only plots the the part when risk aversion γ ≥ 1,
so that the corresponding function q is always convex and nondecreasing. The plot
shows that, both gloom and bliss decrease with respect to increasing risk aversion.
In particular, both of them approach to interest rate r = .01 for extremely big risk
aversion. This is because the investor with very high risk aversion tends to invest
almost nothing, and only consume the interest earned from the bank. Moreover, the
difference between gloom and bliss first increases a little bit and then decreases to 0
with respect to risk aversion. Since in extreme cases (very high risk aversion), the
investor pays much attention to investment, and does not differentiate between gloom
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Figure 3·2: By taking interest rate r = .01, equity premium µ = .055
and volatility σ = .17, this series of pictures plot gloom r2 and bliss r1
versus (1) Loss Aversion α, with β = .01, γ = 2; (2) Discount Rate β,
with α = .5, γ = 2; and (3) Risk Aversion γ, with α = .5, β = .01. The
third picture also plots r2 − r1, the difference between gloom and bliss.
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and bliss clearly.
To investigate the impact of loss aversion α, discount rate β and risk aversion γ on
the consumption ratio, Figure 3·3 shows a series of plots of the optimal consumption-
wealth ratio cˆ/X versus the habit wealth ratio hˆ/X for different values of α, β and
γ. Here we omit the part when the habit ratio is below the rich boundary r1, since
the consumption ratio always equals the constant r1.
The series of plots in Figure 3·3 shows that overall the consumption-wealth ra-
tio increases first and then decreases with respect to the habit-wealth ratio. To be
specific, the consumption ratio increases with respect to the habit ratio linearly with
slope 1. This is because, when holding moderate amount of wealth, the investor con-
sumes constantly at the desired level, and hence the consumption equals the habit.
When habit ratio increases and crosses the level r2, i.e., when holding not enough
wealth, the investor has to decrease consumption ratio, as shown in the plots. We
then consider each plot in Figure 3·3 individually.
In the first plot: recall that for β = 0, the optimal consumption ratio cˆ/X is
always δ0, regardless of the value of α. However, when β is nonzero, for bigger α,
the consumption ratio tends to increase to a higher level until it decreases, and it
decreases more rapidly. All consumption ratio goes to δ0 = .0231 when habit ratio
is extremely large. Intuitively, the investor with high loss aversion is biased towards
consuming stably, and hence decreases consumption only if in very bad situation;
but then the investor has to decrease consumption very fast. In extremely miserable
situation, the investor consumes as if without loss aversion, since the desired level
seems impossible to reach again.
The second plot of Figure 3·3 indicates that, when β = 0, the consumption ratio
is always a constant, which equals to δ0 = 0.0231, once habit ratio is big enough.
Otherwise for nonzero β, the consumption ratio decreases slightly. Moreover, when β
increases, the consumption ratio tends to increase overall, but once the consumption
ratio starts to decrease, it decreases more sharply. Practically speaking, the less-
patient investor with bigger β tends to consume more right away. Once the investor
has to decrease consumption ratio, the financial situation has become so bad that the
investor has to decrease consumption ratio rapidly.
The third plot of Figure 3·3 shows that the consumption-wealth ratio is almost
a constant for γ > 1 when habit is high. Naturally, consumption ratio decreases
as γ increases, since the investor is more risk averse, hence tends to consume less.
Moreover, each consumption ratio approaches δ0, the level of the corresponding Mer-
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Figure 3·3: By taking interest rate r = .01, equity premium µ = .055
and volatility σ = .17, this series of pictures plot consumption-wealth
ratio versus habit wealth ratio for different values of (1) Loss Aversion
α, with β = .01, γ = 2; (2) Discount Rate β, with α = .5, γ = 2; and
(3) Risk Aversion γ, with α = .5, β = .01.
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ton’s problem. The value of δ0 firstly increases and then decreases when risk aversion
increases. Actually, δ0 is maximized when γ = 2.
Plots in Figure 3·4 provide the relations between the optimal risky weight pˆi, and
the habit ratio hˆ/X for different values of α, β and γ respectively. Overall, when
habit ratio increases, the risky weight firstly keeps as a constant, then decreases a
little bit before it increases again. That is, the investor invests a fixed portion of
wealth in stocks in rich time since the investor has enough to consume; when the
wealth is moderate, the investor tends to invest less, since he/she wants to keep the
current stable consumption status and hence prefer less risk; when the wealth is low,
the investor invests more again, since the investor does not have enough to consume,
and prefers some risk to escape misery. Moreover, the consumption ratio indeed
approaches the constant 1
γ
Σ−1µ when the investor is extremely poor, i.e, when habit
ratio goes to infinity.
Comparing the curves between different loss aversions in the first plot of Figure
3·4, we can conclude that the investor who is more loss averse always invests less
in stocks. In particular, the loss neutral investor with α = 0 keeps investing at a
constant ratio regardless of the habit ratio.
The second plot of Figure 3·4 shows that with less patience, i.e., bigger β, the
investor allocates less for stocks, since he/she prefers consuming more now. Once
investor has to invest more to break away the miserable life, the more impatient the
investor is, the more rapidly the risky weight increases.
By comparing the curves in the third plot, we learn that the investor with higher
risk averse invests less, which makes intuitive sense, since the investor prefers less
risk. For each fixed γ, the risky weight is almost of no departure from the classical
Merton’s model.
We have also plotted the reduced value function hγ
∗−1V (x, h) versus the initial
habit ratio h/x in the following Figure 3·5.
For each fixed loss aversion, the value function decreases when habit ratio in-
creases. This also makes intuitive sense: since low initial habit ratio implies high
initial wealth, and recall that the value function describes the overall satisfaction of
the investor over the whole life time; naturally, the more wealth the investor holds
initially, the more satisfaction the investor will feel in the whole life time.
We also compare the value functions between different values of α. It shows that
with the same initial conditions, the value function is smaller when the loss aversion
is bigger; in the sense that less satisfaction is achieved when the investor worries more
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Figure 3·4: By taking interest rate r = .01, equity premium µ = .055
and volatility σ = .17, this series of pictures plot investment-wealth
ratio versus habit wealth ratio for different values of (1) Loss Aversion
α, with β = .01, γ = 2; (2) Discount Rate β, with α = .5, γ = 2; and
(3) Risk Aversion γ, with α = .5, β = .01.
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values of α.
about consumption loss.
3.2.3 Statement of Main Result for γ = 1
In this section, we shall state the result for our optimal problem for the case when
γ = 1. In particular, we restrict β > 0 for this case. The main result is the following
theorem.
Theorem 3.2.9. Let function q : (0,∞) → R be defined as in Lemma 3.2.10 below.
Suppose min{δ0, δα} > 0, β > 0 and q′′(1) ≥ 0, then for the utility function defined
in (3.2.4) with γ = 1:
V (x, h) = sup
ct,pit
Ex,h
 ∞∫
0
e−βtU(ct, ht)dt
 (3.2.21)
=

1−α
β
(1 + log(βx)) + q(1− α) if h
x
< β,
1−α
β
log h+ inf
z≥1−α
[q(z) + xz/h] if h
x
≥ β. (3.2.22)
Moreover, the supremum above is achieved with the optimal consumption cˆt and op-
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timal investment policy pˆit defined as:
cˆt =

r1Xt if 0 ≤ hˆtXt < β,
hˆt if β ≤ hˆtXt ≤ r2,
hˆt
[
p(−Xt
hˆt
)
]−1
if hˆt
Xt
> r2,
. (3.2.23)
pˆit =

βq′′(1− α)Σ−1µ if 0 ≤ hˆt
Xt
< β,
hˆtp
(
−Xt
hˆt
)
Xtp′
(
−Xt
hˆt
)Σ−1µ if hˆt
Xt
≥ β.
(3.2.24)
where p is the inverse function of q′, and
r2 = − 1
q′(1)
. (3.2.25)
The function q is precisely defined in the following lemma.
Lemma 3.2.10. The C2 function q is defined in the following cases. In particular,
if q′′(1) ≥ 0, then q is convex and non-increasing.
Case 1: β > 0, r 6= 0.
q(z) =
C21zm1 + C22zm2 − zr if 0 ≤ z ≤ 1,C31zm1 − log zβ + −4β+2r+µ>Σ−1µ2β2 if z > 1. (3.2.26)
Case 2: β > 0, r = 0.
q(z) =
C21zm1 + C22zm2 + 2z log z2β+µ>Σ−1µ if 0 ≤ z ≤ 1,C31zm1 − log zβ + −4β+µ>Σ−1µ2β2 if z > 1. (3.2.27)
where constant coefficients Cij(i = 2, 3; j = 1, 2) are in the same forms as in the
corresponding cases in Lemma 3.2.5 with f and g being the corresponding limit as
γ → 1:
f = lim
γ→1
{
1
δ0
− 1
r
}
=
1
β
− 1
r
, (3.2.28)
g = lim
γ→1
{
1
1− γ
(
1
δ0
− 1
β
)}
=
2(r − β) + µTΣ−1µ
2β2
. (3.2.29)
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and m1, m2 are as defined in (3.2.15) and (3.2.16).
Proof. The proof about that q′′(1) ≥ 0 implies the convexity and non-increase of
function q is similar to the proof in Lemma 3.2.5, hence omitted.
In next section, we will prove the two main theorems 3.2.3 (for γ 6= 1) and 3.2.9 (for
γ = 1) by firstly finding the candidates for the optimal consumption and investment
policy, and then verify the validity.
3.3 Derivation of Optimal Candidates
3.3.1 Derivation of Optimal Candidates for γ 6= 1
In this section, we find the candidate solution for the utility function when γ >
0, γ 6= 1 in three steps: step 1 derives the Hamilton-Jacobi-Bellman (HJB) equation
for any general utility function by an optimal control argument; step 2 considers
the particular utility function defined in equation (3.2.4) with γ 6= 1, and solves its
corresponding HJB equation with undetermined coefficients; step 3 discusses several
boundary conditions, and determines the coefficients of the HJB solution in step 2.
Step 1: Derive the general HJB equation.
Let U : R2 → R be an arbitrary utility function. Define the value function associated
with the optimal consumption and investment policy as:
V (x, h) = sup
pit,ct
Ex,h
 ∞∫
0
e−βtU(ct, ht)dt
 . (3.3.1)
Moreover, define
Jt = J(Xt, ht) =
t∫
0
e−βsU(Cs, hs)ds+ e−βtV (Xt, ht). (3.3.2)
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Then by the Davis-Varaiya Martingale Principal of Optimal Control (Davis and
Varaiya, 1973), {Jt}t∈R+ is a supermartingale, and in particular a martingale when
the problem is optimized.
To find the candidates of the optimal consumption and investment policy, we shall
derive the corresponding HJB equation and then solve it. Before deriving the HJB
equation, we introduce the following notation: given any function f(y1, · · · , yn)
fyi(y1, · · · , yn) =
∂f(y1, · · · , yn)
∂yi
, i ∈ {1, · · · , n},
fyiyj(y1, · · · , yn) =
∂2f(y1, · · · , yn)
∂yi∂yj
, i, j ∈ {1, · · · , n}.
Now apply Itoˆ’s formula to Jt:
eβtdJt = L(Xt, pit, ct, ht)dt+ Vh(Xt, ht)dht + Vx(Xt, ht)Xtpi
>
t σdWt,
where
L(Xt, pit, ct, ht) = U(ct, ht) + (Xtrt − ct +Xtpi>t µ)Vx(Xt, ht) (3.3.3)
+
Vxx(Xt, ht)
2
X2t pi
>
t Σpit − βV (Xt, ht).
Hence force, the corresponding HJB equations for this problem are:
sup
pi,c
L(x, pi, c, h) = 0 when c ≤ h, (3.3.4)
Vh(x, h) = 0 when c = h. (3.3.5)
To solve the HJB equation (3.3.4), we need to maximize L(x, pi, c, h) with respect
to both c and pi. Setting the partial derivative with respect to pi to be zero:
∂L
∂pi
= xVxµ+ x
2VxxΣpi = 0,
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gives that
pi = − Vx
xVxx
Σ−1µ. (3.3.6)
On the other hand, maximizing L(x, pi, c, h) with respect to c is equivalent to max-
imizing U(c, h) − cVx. Let U˜(y, h) = supc≥0[U(c, h) − cy] be the dual of the utility
function U . Then
sup
c≥0
[U(c, h)− cVx] = U˜(Vx, h).
Therefore, the HJB equation (3.3.4) becomes:
sup
pi,c
L = U˜(Vx, h)− βV (x, h) + xrVx(x, h)− V
2
x (x, h)
2Vxx(x, h)
µ>Σ−1µ = 0. (3.3.7)
This is a nonlinear differential equation of V (x, h), which generally cannot be solved
explicitly. We hence consider the dual of the value function instead:
V˜ (y, h) = sup
x≥0
[V (x, h)− xy]. (3.3.8)
Then
Vx(x, h) = y,
x = −V˜y(y, h),
Vxx(x, h) = −1/V˜yy(y, h),
V (x, h) = V˜ (y, h)− yV˜y(y, h).

(3.3.9)
Moreover, (3.3.7) can be rewritten as:
sup
pi,c
L = U˜(y, h)− βV˜ + (β − r)yV˜y + µ
>Σ−1µ
2
y2V˜yy = 0, (3.3.10)
or
µ>Σ−1µ
2
y2V˜yy + (β − r)yV˜y − βV˜ = −U˜(y, h). (3.3.11)
So far, the argument in Step 1 and the HJB equation (3.3.11) work for any utility
function U , which depends on c and h. We shall concentrate on our particular utility
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function in next steps.
Step 2: Find the solution for the HJB equation.
From now on, we consider the particular utility function given in (3.2.4) with γ >
0, γ 6= 1:
U(c, h) =
(ch−α)1−γ
1− γ . (3.3.12)
By the argument about the utility function in §3.2.1 and thanks to Figure 3·1, the
dual function of U(c, h) with respect to c is:
U˜(y, h) = sup
c≥0
[U(c, h)− cy]
=

h1−γ
∗
1− γ − hy if (1− α)h
−γ∗ ≤ y ≤ h−γ∗ ,
γ
1− γ y
1−1/γh−α(1−γ)/γ if y > h−γ
∗
,
(3.3.13)
while the supremum in the dual function is achieved when
c =

h if (1− α)h−γ∗ ≤ y ≤ h−γ∗ ,
y−1/γh−α(1−γ)/γ if y > h−γ
∗
.
(3.3.14)
To solve the partial differential equation (3.3.11) in terms of V˜ , we firstly reduce
it to an ordinary differential equation by observing the homogeneity of V˜ and U˜ .
Actually, by the homogeneity of the utility function U , i.e.,
for any λ > 0, U(λc, λh) = λ1−γ
∗
U(c, h),
the homogeneity of the value function V is followed:
for any λ > 0, V (λx, λh) = λ1−γ
∗
V (x, h).
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We then conclude the homogeneity of V˜ :
V˜ (λ−γ
∗
y, λh) = sup
x≥0
[V (λx, λh)− (λx)(λ−γ∗y)]
= sup
x≥0
[λ1−γ
∗
V (x, h)− λ1−γ∗xy]
= λ1−γ
∗
V˜ (y, h).
Take λ = 1/h, then
V˜ (y, h) = h1−γ
∗
q(z), (3.3.15)
for some function q, with z = yhγ
∗
. Similarly,
U˜(y, h) = h1−γ
∗
U˜(z, 1). (3.3.16)
Remark 3.3.1. Recall y = Vx(x, h), then z = yh
γ∗ = Vx(x, h)h
γ∗ . By the definition of
the value function (3.3.1) and the specific utility function (3.3.12), the value function
is concave with respect to x (i.e., Vx decreases when x increases), and Vx approaches
0 as x goes to ∞. Therefore, z decreases when x increases, and z goes to 0 as x goes
to ∞.
By the homogeneity of V˜ (x, h) and U˜(y, h), then the HJB equation (3.3.11) can
be represented by q as a second order Cauchy-Euler equation:
µ>Σ−1µ
2
z2q′′(z) + (β − r)zq′(z)− βq = −U˜(z, 1) (3.3.17)
=

z − 1
1− γ if 1− α ≤ z ≤ 1,
− γ
1− γ z
1−1/γ if z > 1.
Moreover, (3.3.14) and (3.3.6) can be represented as:
c =

h if 1− α ≤ z ≤ 1,
hz−1/γ if z > 1.
(3.3.18)
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h = −zq
′′(z)
q′(z)
Σ−1µ. (3.3.19)
To solve the new HJB equation (3.3.17), note that the corresponding characteristic
polynomial equation:
m2 −
(
1 +
2(r − β)
µ>Σ−1µ
)
m− 2β
µ>Σ−1µ
= 0
has two real roots m1,m2, such that m1 ≤ m2. i.e., m1 and m2 are defined as (3.2.15)
and (3.2.16). Observe that under the condition β ≥ 0, r ≥ 0, the characteristic
polynomial is non-positive when m = 0 or 1; and tends to positive infinity when m
goes to ±∞. Thus, m1 ≤ 0 and m2 ≥ 1. In particular, m1 = 0 if and only if β = 0;
m2 = 1 if and only if r = 0.
For mathematical convenience, we extend the domain of function q from [1−α,∞)
to (0,∞), then the explicit solution of the HJB equation (3.3.17) is given regarding
the following four cases:
Case 1: r 6= 0, β 6= 0.
q(z) =

C21z
m1 + C22z
m2 − z
r
+ 1
β(1−γ) if 0 ≤ z ≤ 1,
C31z
m1 + C32z
m2 + γ
(1−γ)δ0 z
1−1/γ if z > 1.
(3.3.20)
Case 2: r = 0, β 6= 0. Then m1 = − 2βµ>Σ−1µ ,m2 = 1.
q(z) =

C21z
m1 + C22z
m2 + 2z log z
2β+µ>Σ−1µ +
1
β(1−γ) if 0 ≤ z ≤ 1,
C31z
m1 + C32z
m2 + γ
(1−γ)δ0 z
1−1/γ if z > 1.
(3.3.21)
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Case 3: r 6= 0, β = 0. Then m1 = 0,m2 = 1 + 2rµ>Σ−1µ .
q(z) =

C21z
m1 + C22z
m2 − z
r
+ 2 log z
(2r+µ>Σ−1µ)(1−γ) if 0 ≤ z ≤ 1,
C31z
m1 + C32z
m2 + γ
(1−γ)δ0 z
1−1/γ if z > 1.
(3.3.22)
Case 4: r = β = 0. Then m1 = 0,m2 = 1.
q(z) =

C21z
m1 + C22z
m2 + 2z log z
µ>Σ−1µ +
2 log z
(µ>Σ−1µ)(1−γ) if 0 ≤ z ≤ 1,
C31z
m1 + C32z
m2 + γ
(1−γ)δ0 z
1−1/γ if z > 1.
(3.3.23)
All Cij(i, j = 1, 2) above are constants which will be determined in the next step.
Note that the value of each Cij may be different in each case.
Step 3: Determine the coefficients of the HJB solution.
To decide the values of all the coefficients Cij in the previous step, we need several
boundary conditions. We will mainly concentrate on the case r 6= 0, β 6= 0 in the
following discussion. The cases when r = 0 or β = 0 are similar.
• When z = 1 − α. Recall that, in this case, c = h; and the HJB equation (3.3.5)
holds. By the definition of V˜ in (3.3.8), let y = Vx(x, h), then
Vh(x, h)
=
∂
∂h
{(
V˜ (yˆ, h) + xyˆ
)}
= V˜h(y, h) +
(
V˜y(y, h) + x
) dy
dh
= V˜h(y, h)
=
d
dh
(
h1−γ
∗
q(z)
)
= h−γ
∗
[(1− γ∗)q(z) + γ∗zq′(z)] .
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where z = yhγ
∗
. Then the HJB equation (3.3.5) can be represented in terms of q as
(1− γ∗)q(z) + γ∗zq′(z) = 0, (3.3.24)
implying the following Neumann boundary condition:
(γ∗m1−γ∗+ 1)C21(1−α)m1−1 + (γ∗m2−γ∗+ 1)C22(1−α)m2−1−
(
1
r
− 1
β
)
= 0. (3.3.25)
• When z = 1. q and q′ are both continuous at point z = 1, i.e.,
(C21 − C31) + (C22 − C32)− 1
r
+
1
β(1− γ) −
γ
(1− γ)δ0 = 0, (3.3.26)
(C21 − C31)m1 + (C22 − C32)m2 − 1
r
+
1
δ0
= 0. (3.3.27)
Actually, the continuity of q and q′ at point z = 1 implies the continuity of q′′ at point
z = 1 by straightforward calculation.
• When z → ∞. By Remark 3.3.1, x → 0 as z → ∞. Furthermore, observe that q′(z) =
V˜y(y,h)
h = −xh , thus, q′(z)→ 0 as z →∞. i.e.
C31m1z
m1−1 + C32m2zm2−1 − z
−1/γ∗
δ0
→ 0 as z →∞.
Recall that m1 ≤ 0,m2 ≥ 1, therefore,
C32 = 0. (3.3.28)
Combine all the previous conditions (3.3.25) – (3.3.28), we are able to solve all the
coefficients as in Theorem 3.2.3.
Remark 3.3.2. In particular, when α = 0, i.e, for the classical Merton’s problem, the dual
of the value function is V˜ (y) = γ(1−γ)δ0 y
1−1/γ , and thus q(z) = γ(1−γ)δ0 z
1−1/γ . Compare it
with the form of q in Theorem 3.2.3, it follows that C31 and both C32 should equal to 0
when α = 0. The coefficients we got above agree with this fact.
Recall that although function q is extended to the domain (0,∞), the value function V
only depends on the interval [1−α,∞). Also recall that q is non-increasing and q′(z) = −xh ,
therefore, for hx ≥ r1 = − 1q′(1−α) :
V (x, h) = inf
y≥(1−α)h−γ∗
[V˜ (y, h) + xy] = h1−γ
∗
inf
z≥1−α
[q(z) + xz/h]. (3.3.29)
By (3.3.18) and (3.3.19), the corresponding optimal consumption and investment policy are
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followed:
cˆt =
hˆt if r1 ≤
hˆt
Xt
≤ r2,
hˆt
[
p(−Xt
hˆt
)
]−1/γ
if hˆtXt > r2.
(3.3.30)
pˆit =
hˆtp
(
−Xt
hˆt
)
Xtp′
(
−Xt
hˆt
)Σ−1µ if hˆt
Xt
> r1. (3.3.31)
Now we consider the case when hx < r1. That is, if the initial past maximal consumption
is too low compared to the initial wealth, we increase the consumption immediately so that
the current consumption ratio is r1. Therefore, in this case, the value function is
V (x, h) = V (x, r1x) = (r1x)
1−γ∗
[
q(1− α) + 1− α
r1
]
=
x1−γ∗
1− γ r
−γ∗
1 , (3.3.32)
with optimal consumption and investment policy
cˆt = r1Xt, (3.3.33)
pˆit = −(1− α)q
′′(1− α)
q′(1− α) Σ
−1µ =
2 [(γ∗ − 1)r + β − γ∗r1]
(1− γ∗)µ>Σ−1µ Σ
−1µ. (3.3.34)
Combine both cases, we have the result stated in Theorem 3.2.3. However, the result
now only serves as an candidate for our optimal problem, we shall verify its validity in next
section.
3.3.2 Derivation of Optimal Candidates for γ = 1
Following the same structure as in previous subsection 3.3.1, we derive the candidates of the
optimal consumption and investment policy for the γ = 1 case, i.e., U(c, h) = log (ch−α).
Since step 1 in the previous subsection also works for this case, we will only discuss step 2
and step 3 for the logarithm utility function in this subsection. In particular, we assume β
to be strictly positive in this case.
Step 2: Find the Solution for the HJB equation
Observe that the logarithm utility function behaves like (1−α) log c when c > h, hence the
dual function of U(c, h) is:
U˜(y, h) = sup
c≥0
[U(c, h)− cy]
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=
(1− α) log h− hy if (1− α)h−1 ≤ y ≤ h−1,− log y − α log h− 1 if y > h−1. (3.3.35)
while the supreme in the dual function is achieved when
c =
h if (1− α)h−1 ≤ y ≤ h−1,1/y if y > h−1. (3.3.36)
Observe the homogeneity of the logarithm utility, i.e., for any λ > 0,
U(λc, λh) = (1− α) log λ+ U(c, h),
which implies:
V (λx, λh) = sup
ct,pit
∞∫
0
e−βtU(λct, λht)dt
= sup
ct,pit
∞∫
0
e−βt[(1− α) log λ+ U(ct, ht)]dt
=
1− α
β
log λ+ V (x, h).
where the last equality holds under the assumption β > 0. The homogeneity of V˜ — the
dual function of V , is naturally followed:
V˜ (λ−1y, λh) = sup
x≥0
[V (λx, λh)− (λx)(λ−1y)]
= sup
x≥0
[
1− α
β
log λ+ V (x, h)− xy
]
=
1− α
β
log λ+ V˜ (y, h).
Take λ = 1/h, then
V˜ (y, h) = q(z) +
1− α
β
log h, (3.3.37)
for some function q, with z = yh. Similarly,
U˜(y, h) = U˜(z, 1) + (1− α) log h. (3.3.38)
Remark 3.3.3. Recall y = Vx(x, h), then z = yh = Vx(x, h)h. Following the similar argu-
ment as in 3.3.1, it follows that z decreases when x increases, and z goes to 0 as x goes to
66
∞.
By the homogeneity of V˜ (x, h) and U˜(y, h), then the HJB equation (3.3.11) can also be
represented by q as:
µ>Σ−1µ
2
z2q′′(z) + (β − r)zq′(z)− βq = −U˜(z, 1) (3.3.39)
=
z if 1− α ≤ z ≤ 1,1 + log z if z > 1,
whose explicit solution are given as below, while m1 and m2 are the same as in the previous
subsection.
Case 1: r 6= 0, β 6= 0.
q(z) =
C21zm1 + C22zm2 − zr if 1− α ≤ z ≤ 1,C31zm1 + C32zm2 − log zβ + −4β+2r+µ>Σ−1µ2β2 if z > 1. (3.3.40)
Case 2: r = 0, β 6= 0. Then m1 = − 2βµ>Σ−1µ ,m2 = 1.
q(z) =
C21zm1 + C22zm2 +
2z log z
2β+µ>Σ−1µ if 1− α ≤ z ≤ 1,
C31z
m1 + C32z
m2 − log zβ + −4β+µ
>Σ−1µ
2β2
if z > 1.
(3.3.41)
We will determine all the constants Cij(i, j = 1, 2) in next step.
Step 3: Determine the coefficients of the HJB solution.
To decide the values of all the coefficients Cij in the previous step, we again need several
boundary conditions. Similar to the case when γ 6= 1, we will mainly concentrate on the
case when r 6= 0, β 6= 0 in the following discussion. The cases when r = 0 is similar.
• When z = 1− α. Following the similar argument as in the case γ 6= 1, we have
Vh(x, h) =
∂
∂h
(
q(z) +
1− α
β
log h
)
= h−1
[
1− α
β
+ zq′(z)
]
.
Then the HJB equation (3.3.5) can be represented in terms of q as:
1− α
β
+ zq′(z) = 0, (3.3.42)
67
implying the following Neumann boundary condition:
C21m1(1− α)m1−1 + C22m2(1− α)m2−1 −
(
1
r
− 1
β
)
= 0. (3.3.43)
• When z = 1 and z → ∞, the boundary conditions are similar to the case when γ 6= 1,
i.e., continuity of q and q′ when z = 1, and limz→∞ q′(z) = 0, are listed below:
(C21 − C31) + (C22 − C32)− 1
r
+
4β − 2r − µ>Σ−1µ
2β2
= 0, (3.3.44)
(C21 − C31)m1 + (C22 − C32)m2 − 1
r
+
1
β
= 0, (3.3.45)
C32 = 0. (3.3.46)
Combine all the previous conditions (3.3.43) – (3.3.46), we are able to solve all the
coefficients as in Lemma 3.2.10. The result stated in Theorem 3.2.9 is naturally followed,
by the same argument as in the previous subsection when γ 6= 1, thus ommitted.
Remark 3.3.4. The continuity of q and q′ at point 1 also implies the continuity of q′′ at
point 1.
3.4 Proof of the Main Results
In this section, we verify that the candidates of the optimal consumption and investment
policy (cˆt, pˆit) derived in the previous section indeed optimize our problem. We concentrate
on the γ 6= 1 case; while the proof for the γ = 1 case is similar, and omitted.
Let Mt be the discount factor process:
Mt := e
−
(
r+µ
>Σ−1µ
2
)
t−µ>σ−1Wt
. (3.4.1)
Given any constant y ≥ 0, then the following holds for any consumption and investment
choice (ct, pit):
E
∞∫
0
e−βtU(ct, ht)dt
= E
∞∫
0
e−βt[U(ct, ht)− yeβtMtct]dt+ yE
∞∫
0
Mtctdt
68
≤ E
∞∫
0
e−βtU˜(yeβtMt, ht)dt+ xy, (3.4.2)
where the last equality holds when the first order condition (3.4.3) and the saturation
condition (3.4.4) both hold.
U˜(yeβtMt, ht) = U(ct, ht)− yeβtMtct, (3.4.3)
Ex,h
 ∞∫
0
Mtcˆtdt
 = x. (3.4.4)
According to the Step 1 in §3.3, our proposed optimal consumption cˆt naturally satisfies
the first order condition (3.4.3) for some specific yˆ. Actually, for each y ≥ 0, there exists
an consumption cˆt(y) satisfying (3.4.3); with corresponding supremum process hˆt(y):
hˆt(y) = h ∨
(
y infs≤t(eβsMs)
1− α
)−1/γ∗
. (3.4.5)
The proof of (3.4.5) is given in Appendix B.
For any constant y ≥ 0, let V˜ (y, h) = h1−γ∗q(z) with z = hγ∗y, where q is defined as
in Lemma 3.2.5. Then for any consumption cˆt(y), which satisfies the first order condition
with corresponding y, the followed Proposition 3.4.1 holds.
Proposition 3.4.1. Given any constant y ≥ 0, the following holds for the hˆt(y) defined in
(3.4.5):
Ex,h
∞∫
0
e−βtU˜(yeβtMt, hˆt(y))dt = V˜ (y, h). (3.4.6)
Before proving the proposition, we state several important results in the following lem-
mas which will be used in the proof of Proposition 3.4.1.
Lemma 3.4.2. Let {Bt | t ∈ R+} be a one-dimensional standard Brownian motion under
probability measure P, {B∗t | t ∈ R+} be the corresponding supremum process, i.e., B∗t =
sup0≤s≤tBs. Then for any constants a, b, k with 2a+ b 6= 0, k ≥ 0:
E
[
eaBT+bB
∗
T I{B∗T>k}
]
=
2(a+ b)
2a+ b
exp
{
(a+ b)2
2
T
}
Φ
(
(a+ b)
√
T − k√
T
)
+
2a
2a+ b
exp
{
(2a+ b)k +
a2
2
T
}
Φ
(
−a
√
T − k√
T
)
,
and
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lim
T→∞
1
T
logE
[
eaBT+bB
∗
T I{B∗T>k}
]
=

(a+b)2
2 if a+ b > 0, 2a+ b > 0,
a2
2 if a < 0, 2a+ b < 0,
0 if a+ b ≤ 0, a ≥ 0.
where Φ(·) is the standard normal distribution function; and E denotes the expectation
corresponding to the probability measure P.
Proof. See Appendix B.
Remark 3.4.3. Note that when k < 0, then
Ex,h
[
eaBT+bB
∗
T I{B∗T>k}
]
= Ex,h
[
eaBT+bB
∗
T
]
,
and the corresponding limit lim
T→∞
1
T
logEx,h
[
eaBT+bB
∗
T I{B∗T>k}
]
will be the same as given
in the above Lemma. That is, even if k is restricted to be nonnegative in Lemma 3.4.2 for
the expectation calculation, there is no restriction for k in the limit.
Corollary 3.4.4. Let B
(ζ)
t = Bt + ζt, where B is a standard Brownian motion under
probability measure P,
(
B
(ζ)
t
)∗
be the suprem process of B
(ζ)
t . Then for any constants a, b, k
with 2a+ b+ 2ζ 6= 0, k ≥ 0, the following expectation under P is:
E
[
e
aB
(ζ)
T +b
(
B
(ζ)
T
)∗
I{(
B
(ζ)
T
)∗
>k
}]
=
2(a+ b+ ζ)
2a+ b+ 2ζ
exp
{
(a+ b)(a+ b+ 2ζ)
2
T
}
Φ
(
(a+ b+ ζ)
√
T − k√
T
)
+
2(a+ ζ)
2a+ b+ 2ζ
exp
{
(2a+ b+ 2ζ)k +
a(a+ 2ζ)
2
T
}
Φ
(
−(a+ ζ)
√
T − k√
T
)
,
and
lim
T→∞
1
T
logE
[
e
aB
(ζ)
T +b
(
B
(ζ)
T
)∗
I{(
B
(ζ)
T
)∗
>k
}] =

(a+b)(a+b+2ζ)
2 if a+ b+ ζ > 0, 2a+ b+ 2ζ > 0,
a(a+2ζ)
2 if a+ ζ < 0, 2a+ b+ 2ζ < 0,
− ζ22 if a+ b+ ζ ≤ 0, a+ ζ ≥ 0.
Proof. Find the probability measure Q by Girsanov’s theorem so that {B(ζ)t | t ∈ R+} is
a standard brownian motion under Q, and then calculate the equivalent expectation under
Q.
Lemma 3.4.5. If min{δ0, δα} > 0, then for any y ≥ 0, Ex,h
[
e−βT V˜ (yeβTMT , hˆT (y))
]
converges to 0 as T →∞.
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Proof. See Appendix B.
We are now ready to prove Proposition 3.4.1.
Proof. (of Proposition 3.4.1.) Recall that for any y ≥ 0, function V˜ satisfies the following
partial differential equation:
µ>Σ−1µ
2
y2V˜yy + (β − r)yV˜y − βV˜ + U˜(y, h) = 0. (3.4.7)
Apply Itoˆ’s formula to e−βtV˜ (yeβtMt, hˆt(y)), combined with the equation above, then
d
(
e−βtV˜ (yeβtMt, hˆt(y))
)
= −e−βtU˜(yeβtMt, hˆt(y))dt
+e−βtV˜h(yeβtMt, hˆt(y))dhˆt(y)
−yMtV˜1(yeβtMt, hˆt(y))Σ−1/2µdWt.
Here to avoid confusion, we temporarily use V˜1(·, ·) to denote the partial derivative of V˜ (·, ·)
with respect to the first variable.
Define τn = inf{t ∈ R+ | yeβtMt ≥ n, hˆt(y) ≥ [(1 − α)n]1/γ∗}. By the form of hˆ(y)
given in (3.4.5), it follows that infs≤t(yeβsMs) ≥ 1/n holds up to time τn. Now take any
T ∈ (0,∞), and integrate the above from 0 to T ∧ τn. Then
1. The integral of the dhˆt(y) term vanishes. Since hˆt(y) changes (indeed increases only)
if cˆt(y) = hˆt(y), under this case, V˜h = Vh = 0 by the Neumann boundary condition.
2. The stochastic integral is a local martingale:
T∧τn∫
0
yMtV˜1(ye
βtMt, hˆt(y))Σ
−1/2µdWt
=
T∧τn∫
0
yMthˆt(y)q
′
(
yeβtMt(hˆt(y))
γ∗
)
Σ−1/2µdWt.
By the continuity of function q′ and the definition of τn, the expectation of the
quadratic variation of the local martingale is finite, hence it is a martingale.
Then by taking expectations, it follows that:
V˜ (y, h) = Ex,h
 T∧τn∫
0
e−βtU˜(yeβtMt, hˆt(y))dt

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+Ex,h
[
e−β(T∧τn)V˜ (yeβ(T∧τn)MT∧τn , hˆT∧τn(y))
]
= Ex,h
 T∧τn∫
0
e−βtU˜(yeβtMt, hˆt(y))dt

+Ex,h
[
e−βτn V˜ (yeβτnMτn , hˆτn(y))I{τn≤T}
]
+ Ex,h
[
e−βT V˜ (yeβTMT , hˆT (y))I{τn>T}
]
. (3.4.8)
We consider the three terms of expectations in (3.4.8) separately:
For the first expectation: note that U˜ > 0 if γ ∈ (0, 1); U˜ < 0 if γ ∈ (1,∞), then the
first term converges as n→∞ to
Ex,h
T∫
0
e−βtU˜(yeβtMt, hˆt(y))dt
by the monotone convergence theorem.
The second term is bounded in absolute value by
Ex,h
[∣∣∣V˜ (yeβτnMτn , hˆτn(y))∣∣∣ I{τn≤T}]
= Ex,h
[∣∣∣V˜ (n, hˆτn(y))∣∣∣ I{τn≤T}]
= Ex,h
[(
hˆτn(y)
)1−γ∗ ∣∣∣q (n(hˆτn(y))γ∗)∣∣∣ I{τn≤T}] . (3.4.9)
Note that
(
hˆτn(y)
)1−γ∗
can be bounded by:
(
hˆτn(y)
)1/γ∗−1 ≤
[(1− α)n]1−γ
∗
if 0 < γ < 1,
h1−γ∗ if γ > 1.
(3.4.10)
On the other hand, the form of function q in Lemma 3.2.5 implies:
q(z) = O(z1−1/γ) as z →∞, (3.4.11)
combining with the fact that n
(
hˆτn(y)
)γ∗ ≤ n2, then
∣∣∣q (n(hˆτn(y))γ∗)∣∣∣ = O (n2(1−1/γ)) for n→∞. (3.4.12)
Moreover, by Chebyshev’s inequality and (5.3.17) in (Karatzas and Shreve, 1991), there
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exists some constant C depending on m such that
Ex,h
(
I{τn≤T}
)
= Px,s (τn ≤ T ) (3.4.13)
≤ Px,s
(
{ sup
t∈[0,T ]
yeβtMt ≥ n}
⋃
{ inf
t∈[0,T ]
yeβtMt ≤ 1/n}
)
≤ Px,s
(
sup
t∈[0,T ]
yeβtMt ≥ n
)
+ Px,s
(
inf
t∈[0,T ]
yeβtMt ≤ 1/n
)
≤ Px,s
(
sup
t∈[0,T ]
yeβtMt ≥ n
)
+ Px,s
(
sup
t∈[0,T ]
y−1e−βtM−1t ≥ n
)
≤ n−2mEx,h
[
sup
t∈[0,T ]
(
yeβtMt
)2m]
+ n−2mEx,h
[
sup
t∈[0,T ]
(
yeβtMt
)−2m]
= O
(
n−2m(1 + y2m)eCT
)
, (3.4.14)
for all constants m ≥ 1. Simply taking m > max{1, (1− 1/γ) + (1/γ∗ − 1)/2}, then (3.4.9)
converges to 0 as n→∞, by (3.4.10), (3.4.12) and (3.4.13). Hence the second expectation
in (3.4.8) also converges to 0 as n→∞.
The third expectation in (3.4.8) obviously converges as n→∞ to
Ex,h
[
e−βT V˜ (yeβTMT , hˆT (y))
]
.
Based on the argument above, then by taking n→∞ in (3.4.8), it follows that:
V˜ (y, h) = Ex,h
 T∫
0
e−βtU˜(yeβtMt, hˆt(y))dt

+Ex,h
[
e−βT V˜ (yeβTMT , hˆT (y))
]
. (3.4.15)
The proof is done, since the first expectation on the right hand side of (3.4.15) converges
to Ex,h
 ∞∫
0
e−βtU˜(yeβtMt, hˆt(y))dt
 by monotone convergence theorem as T →∞; and the
second expectation on the right hand side converges to 0 as T →∞ by Lemma 3.4.5.
To keep the integrity of the prove for the main Theorem 3.2.3, we state another lemma
before the proof.
Lemma 3.4.6. There exists a unique yˆ > 0, such that the saturation condition holds for
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the corresponding consumption and investment policy (cˆt(yˆ), pˆit(yˆ)), i.e.,
Ex,h
 ∞∫
0
Mtcˆt(yˆ)dt
 = x.
Proof. By the first order condition and equation (3.4.5), for any given y > 0, let yt = ye
βtMt,
then hˆt(y) and cˆt(y) can be represented as:
hˆt(y) = h ∨
(
infs≤t ys
1− α
)−1/γ∗
, (3.4.16)
cˆt(y) = hˆt(y)F (yt), (3.4.17)
where
F (yt) = I{(1−α)(hˆt(y))−γ∗≤yt≤(hˆt(y))−γ∗} +
(
yt(hˆt(y))
γ∗
)−1/γ
I{yt>(hˆt(y))−γ∗}
= 1 +
[(
yt(hˆt(y))
γ∗
)−1/γ − 1] I{yt>(hˆt(y))−γ∗}
= 1 +
[(
h−γ
∗/γy
−1/γ
t ∧
(
infs≤t ys
(1− α)yt
)1/γ)
− 1
]
I{
h−γ∗/γy−1/γt ∧
(
infs≤t ys
(1−α)yt
)1/γ
<1
}.
Observe that when y increases, both hˆt(y) and F (yt) strictly decrease, then:
1. The following expectation is strictly decreasing with respect to y:
Ex,h
 ∞∫
0
Mtcˆt(y)dt
 = Ex,h
 ∞∫
0
Mthˆt(y)F (yt)dt
 .
2. Let y ↓ 0, then hˆt(y) ↑ ∞ and F (yt) > 0, implying
Ex,h
 ∞∫
0
Mtcˆt(y)dt
 ↑ ∞.
3. Let y ↑ ∞, then hˆt(y) ↓ h and F (yt) ↓ 0, implying
Ex,h
 ∞∫
0
Mtcˆt(y)dt
 ↓ 0.
Moreover, by the continuity of Ex,h
[∫∞
0 Mtcˆt(y)dt
]
regarding to y, and x > 0; there
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exists a unique yˆ such that the saturation equation holds.
Now we are able to prove the main Theorem 3.2.3; that is, to verify the proposed optimal
consumption rate cˆ and investment policy pˆi indeed optimize our problem.
Proof. (of Theorem 3.2.3.) For any y ≥ 0, the following holds for all consumption and
investment policies by (3.4.18):
Ex,h
 ∞∫
0
e−βtU(ct, ht)dt

= Ex,h
 ∞∫
0
e−βtU˜(yeβtMt, hˆt(y))dt
+ yEx,h
 ∞∫
0
Mtcˆt(y)dt

≤ Ex,h
 ∞∫
0
e−βtU˜(yeβtMt, hˆt(y))dt
+ xy (3.4.18)
= V˜ (y, h) + xy, (3.4.19)
where the last equality holds because of Proposition 3.4.1). Then
V (x, h) = sup
ct,pit
Ex,h
 ∞∫
0
e−βtU(ct, ht)dt

≤ inf
y≥0
[V˜ (y, h) + xy]. (3.4.20)
On the other hand, by Lemma 3.4.6, the equality in (3.4.18) holds for some unique
yˆ > 0. Hence force,
V (x, h) = V˜ (yˆ, h) + xyˆ. (3.4.21)
In all, by (3.4.20) and (3.4.21), it follows that
V (x, h) = inf
y≥0
{V˜ (y, h) + xy} = V˜ (yˆ, h) + xyˆ. (3.4.22)
Recall that our proposed optimal consumption and investment policy (cˆt, pˆit) achieves
the infimum in infy≥(1−α)hγ∗{V˜ (y, h) + xy} ≥ infy≥0{V˜ (y, h) + xy} = V (x, h). Therefore,
(cˆt, pˆit) optimizes our problem, and V˜ (y, h) is indeed the dual function of the value function
V (x, h) with respect to x, which complete our proof.
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3.5 Dynamics of Optimal Consumption Ratio and Invest-
ment Policy
As stated before that, at time t, the optimal consumption ratio cˆt/Xt and investment
fraction pˆit only depends on ht/X, the ratio of habit formation over current wealth; moreover,
the value functions only depends on the initial habit ratio over wealth h/x. That is, ht/Xt
plays an important role in our optimal problem. We shall explore the dynamics of process
h/X in this section, and then the dynamics of cˆ, pˆi can be naturally computed.
We first define the following process {Rt}t∈R+ , {R∗t }t∈R+ , {zt}t∈R+ via:
Rt =
cˆt
Xt
, R∗t =
hˆt
Xt
, zt = (hˆt)
γ∗Vx(Xt, hˆt). (3.5.1)
Recall that consumption only increases when hˆtXt ≤ r1, that is, hˆt does not change when
hˆt
Xt
> r1. Then in this case, by Itoˆ’s formula and dynamic of the wealth process X, the
dynamic of R∗ follows:
dR∗t
R∗t
=
(
−r +Rt + ztq
′′(zt)
q′(zt)
µ>Σ−1µ+
(ztq
′′(zt))2
(q′(zt))2
µ>Σ−1µ
)
dt+
ztq
′′(zt)
q′(zt)
µ>σ−1dWt.
(3.5.2)
However, this stochastic differential equation about R∗ involves other processes R and z,
which may cause difficulties in further calculation or application. Instead, we will consider
process z. Recall that R∗ = − 1q′(z) , or z = p(−1/R∗), with p being the inverse function of
q′. Since process z must remain in [1 − α,∞), and it is reflected at the boundary 1 − α.
Apply Itoˆ’s formula to z = p(−1/R∗), combining with (3.5.2) and the form of q; then the
dynamics of the process zt is followed:
zt = z0 −
t∫
0
µ>σ−1zsdWs +
t∫
0
(β − r) zsds+ Lzt , (3.5.3)
for a nondecreasing local time process Lzt which only increases on {zt = 1− α}. Note that
this stochastic differential equation of z does not depend on risk aversion γ.
Lemma 3.5.1. There exists a unique (up to indistinguishable) pair of solution (z, Lz) for
the stochastic differential equation (3.5.3).
Proof. See Appendix B.
Since the dynamics of z in (3.5.3) is self-involved, one can easily simulate the process.
We shall explore some properties of the process z and the local time Lz in the following
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paragraphs.
We first define a new process {ut}t≥0 via:
ut = z0 −
t∫
0
sgn(us − (1− α))µ>σ−1(|us − (1− α)|+ (1− α))dWs
+
t∫
0
(β − r) [sgn(us − (1− α))] · [|us − (1− α)|+ (1− α)] ds. (3.5.4)
By Tanaka’s formula, z˜ = |u − (1 − α)| + (1 − α) follows the same stochastic equation of
z as in (3.5.3) with some corresponding local process process Lz˜. By Lemma 3.5.1, we
can conclude (z˜, Lz˜) is actually an indistinguishable version of (z, Lz). Hence, instead of
exploring the properties of (z, Lz), we will explore the properties of (z˜, Lz˜).
As the first step, we work on process u: the drift and the volatility terms of u satisfy
the non-degeneracy and local integrability, then its scale function su is well defined as:
su(u) =

1−α
1− 2(β−r)
µ>Σ−1µ
sgn[u− (1− α)]
[(∣∣∣ u1−α − 1∣∣∣+ 1)1− 2(β−r)µ>Σ−1µ − 1
]
if β 6= r + µ>Σ−1µ2 ,
(1− α)sgn[u− (1− α)] log
(∣∣∣ u1−α − 1∣∣∣+ 1) if β = r + µ>Σ−1µ2 .
(3.5.5)
Lemma 3.5.2. If β ≤ r + µ>Σ−1µ2 , then process u is recurrent; otherwise, u is transient,
and
P
(
lim
t→∞ut = −∞
)
= 1− P
(
lim
t→∞ut =∞
)
=
1
2
(
z0
1− α
)1− 2(β−r)
µ>Σ−1µ
.
Proof. The lemma is a direct result of (Karatzas and Shreve, 1991) (Proposition 5.5.22).
We are now ready to explore the recurrence and transience of process z, which shares
the same scale function as the process u. To be clear, we specify the scale function sz and
speed measure mz of z as follows:
sz(z) =

1−α
1− 2(β−r)
µ>Σ−1µ
[(
z
1−α
)1− 2(β−r)
µ>Σ−1µ − 1
]
if β 6= r + µ>Σ−1µ2 ,
(1− α) log
(
z
1−α
)
if β = r + µ
>Σ−1µ
2 .
(3.5.6)
mz(dz) =
2(1− α)−
2(β−r)
µ>Σ−1µ
µ>Σ−1µ
z
2(β−r)
µ>Σ−1µ−2. (3.5.7)
Lemma 3.5.3. If β < r + µ
>Σ−1µ
2 , then process z is positively recurrent, with invariant
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distribution:
ν(dz) = I{1−α≤z<∞}
1− 2(β−r)
µ>Σ−1µ
1− α
(
z
1− α
) 2(β−r)
µ>Σ−1µ−2
. (3.5.8)
Otherwise, if β > r + µ
>Σ−1µ
2 , then
P
(
lim
t→∞ zt =∞
)
= 1. (3.5.9)
Proof. Straightforward calculation shows that:
∞∫
1−α
m(dz) <∞ if and only if β < r + µ
>Σ−1µ
2
.
According to (Borodin and Paavo, 2002)(II.2.12), process z is positively recurrent, and its
invariant distribution is the normalized speed measure:
ν(dz) =
m(dz)
m([1− α,∞)) = I{1−α≤z<∞}
1− 2(β−r)
µ>Σ−1µ
1− α
(
z
1− α
) 2(β−r)
µ>Σ−1µ−2
. (3.5.10)
Now consider the case when β > r + µ
>Σ−1µ
2 . Since z is indistinguishable of |u − (1 −
α)|+ (1− α), by Lemma 3.5.2:
P
(
lim
t→∞ zt =∞
)
≥ P
(
lim
t→∞ut = −∞
)
+ P
(
lim
t→∞ut =∞
)
= 1. (3.5.11)
That is, P (limt→∞ zt =∞) = 1.
In the rest of this section, we will concentrate on the case when z is positively recurrent,
i.e., when the following assumption holds.
Assumption 3.5.4. β < r + µ
>Σ−1µ
2 .
Lemma 3.5.5. Under Assumption 3.5.4, the following limits hold:
lim
T→∞
LzT
T
= (1− α)
[
µ>Σ−1µ
2
− (β − r)
]
, (3.5.12)
lim
T→∞
∫ T
0 I{1−α<zs<1}ds
T
= 1− (1− α)1−
2(β−r)
µ>Σ−1µ . (3.5.13)
Proof. See Appendix B.
Recall that the local time Lz describes the density of the occupation time of process z at
point 1−α, i.e., the density of the time when the optimal consumption is strictly increasing.
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So the term limT→∞
LzT
T actually denotes the density of the time when the investor increases
consumption in the whole life time. Under Assumption 3.5.4, it is easy to see that:
1. The limit limT→∞
LzT
T is linearly decreasing with respect to α. That is, the optimal
consumption rate increases less often when the investor is more loss averse. This is be-
cause the investor with high loss aversion is more sensitive to consumption decreasing,
and hence does not increase consumption easily. In particular,
if α = 1, then lim
T→∞
LzT
T
= 0.
That is, if the investor is extremely loss averse, he/she is not willing to increase
consumption at all.
2. The limit limT→∞
LzT
T is linearly decreasing with respect to β as long as α < 1. That
is, the less-patient investor can only increase consumption less often.
We now consider the second limit in Lemma 3.5.5, recall that when z is between (1−α)
and 1, the investor consumes at a fixed amount. Therefore, the term limT→∞
∫ T
0 I(1−α,1)(zs)ds
T
is the portion of time when the investor consumes absolutely stable. It is obvious that, under
Assumption 3.5.4:
1. The limit limT→∞
∫ T
0 I(1−α,1)(zs)ds
T increases exponentially with respect to α. This is of
intuitive sense: the investor is more prudent with high loss aversion, and more likely
not to change consumption and hence consume more stably. In particular,
if α = 0, then lim
T→∞
∫ T
0 I(1−α,1)(zs)ds
T
= 0.
Therefore, a loss-neutral investor is not able to consume stably at all. This exactly
corresponds to the classical Merton’s problem.
2. The limit limT→∞
∫ T
0 I(1−α,1)(zs)ds
T decreases with respect to β. Since an impatient
investor chooses to consume more now, and hence is not able to consume stably
overall.
Example 3.5.6. Following the same set-up of Example 3.2.8, in Figure 3·6, we plot the
portion of time when investor consumes constantly versus loss aversion α and discount rate
β, to confirm our argument above.
With the stationary distribution of z, the stationary distributions of processes R∗ = hˆX
and cˆ
hˆ
are followed. cˆ
hˆ
– the ratio of the current consumption over the maximal consumption
in the past – is obviously between 0 and 1. Its stationary distribution is continuous when
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Figure 3·6: By taking interest rate r = .01, γ = 2, equity premium
µ = .055 and volatility σ = .17, this series of pictures plot the overall
portion of time when consumption is constant versus (1) Loss Aversion
α, with β = .01; (2) Discount Rate β, with α = .5.
the ratio is strictly less than 1; and the value 1 is a mass point with positive probability.
The following corollary provides more details about their stationary distributions.
Corollary 3.5.7. Under the assumption 3.5.4, processes R∗ = hˆX and
cˆ
hˆ
are recurrent,
individually with distributions:
νR∗(dx) = I{r1≤x<∞}
(
1− 2(β−r)
µ>Σ−1µ
)
p′
(− 1x)
(1− α)x2
(
p
(− 1x)
1− α
) 2(β−r)
µ>Σ−1µ−2
, (3.5.14)
80
ν cˆ
hˆ
(dx) = I{0<x<1}
[
1− 2(β − r)
µ>Σ−1µ
]
(1− α)1−
2(β−r)
µ>Σ−1µγx
−γ
(
2(β−r)
µ>Σ−1µ−1
)
−1
, (3.5.15)
P(
cˆ
hˆ
= 1) = 1− (1− α)1−
2(β−r)
µ>Σ−1µ . (3.5.16)
Proof. Use the fact that R∗ = − 1p′(z) and cˆhˆ = min
{
1, z−1/γ
}
.
Example 3.5.8. We still consider the model with parameter values given in Example 3.2.8.
Figure 3·7 provides the corresponding stationary density of cˆ
hˆ
between 0 and 1, and the
stationary cumulative distribution function of cˆ
hˆ
. The second plot of the cumulative distri-
bution function shows that 1 is a mass point with probability .5.
As discussed in the introduction of this chapter, an investor always prefers a stable con-
sumption, which is indeed the main goal of our optimal problem. It will be of great interest
to investigate how much time is spent until the investor starts to decrease consumption. In
our model, it means the first time when process z reaches 1, denoted as:
τgloom = inf{t ∈ R+ | zt ≥ 1}. (3.5.17)
The following lemma states how to calculate the expected time until the first gloom. In
particular, we assume the initial habit ratio h/x to be not bigger than r2; otherwise, the
investor is already in gloom at the beginning.
Lemma 3.5.9. Suppose h/x ≤ r2, then the expected value of the time τgloom is:
E[τgloom] =
2
µ>Σ−1µ− 2(β − r)
(1− α) 2(β−r)µ>Σ−1µ−1(1− z1−
2(β−r)
µ>Σ−1µ
0 )
1− 2(β−r)
µ>Σ−1µ
+ log z0
 , (3.5.18)
where z0 = max{1− α, p(−x/h)} ≤ 1.
Proof. See Appendix B.
It is obvious and somewhat surprising that the expected first gloom hitting time does not
depend on risk aversion. However, this can be easily seen from the fact that the dynamics
of z in (3.5.3) does not involve risk aversion. Moreover, straightforward calculation shows
that E[τgloom] decreases with respect to z0 when z0 is between 1 − α and 1. Practically
speaking, when the investor begins from a moderate situation (i.e., z0 ∈ (1 − α, 1)), the
better the situation is (i.e., smaller h/x, or equivalently smaller z0), the longer it will take
the investor to start decreasing consumption. For each fixed z0, E[τgloom] increases when α
increases, meaning that it will take longer time to hit gloom boundary for the investor with
higher loss aversion. We then consider several special cases:
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Figure 3·7: The stationary density and cumulative distribution func-
tion of cˆ
hˆ
versus loss aversion α, when interest rate r = .01, equity
premium µ = .055, volatility σ = .17, discount rate β = .01 and risk
aversionγ = 2.
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1. If h/x = r2, i.e., if the initial condition already hits the gloom, then z0 = p(−x/h) = 1,
and the expected value of the hitting time τgloom is obviously 0.
2. If α = 0 and h/x ≤ δ0, then z0 = 1 and E[τgloom] is also always 0. This is because in a
classical Merton’s problem, bliss r1 and gloom r2 both equal to δ0. Even if h/x < δ0,
the investor will increase consumption right away so that the habit ratio hits the
desired bliss level δ0; while hitting the gloom level at the same time.
We shall also consider the case when the investor starts from bliss, i.e., z0 = 1−α. then
E[τgloom] =
2
µ>Σ−1µ− 2(β − r)
(1− α) 2(β−r)µ>Σ−1µ−1 − 1
1− 2(β−r)
µ>Σ−1µ
+ log(1− α)
 ,
which increases when α increases. To provide a better understanding, we consider the
following example.
Example 3.5.10. We still let r = .01, µ = .055, σ = .17, and assume that h/x ≤ r1, i.e., the
investor is initially at the bliss level.
The first plot in Figure3·8 suggests that the expected hitting time increases as α in-
creases. This is because with higher loss aversion, the investor is more conservative and
more inclined to consume stably, and hence will hit gloom level later. In particular, the
expected time is 0 if α = 0; and if α = 1, the expected time is always infinity in this
example. Actually, all of the above statement holds as long as β ≤ r + µ>Σ−1µ2 .
From the second plot, we learn that the expected time decreases as β increases. This is
because when β increases, the investor tends to consume more at the current moment, and
hence will reach the gloom level earlier.
Therefore, investors can choose their own loss aversion and discount rate for their indi-
vidual needs. For example, for those investors who expect to consume stably for 30 years,
they can take α = .746, β = .01, or α = .732, β = 0, and so on. However, for those who
only expect to consume stably for 10 years, they only need to take α = .582, β = .01, or
α = .573, β = 0. Of course, those parameters should also be adjusted based on current
market, i.e., the values of µ, σ and r.
3.6 Conclusion
In this chapter, we have solved an optimal consumption and investment policy problem,
by building a new model. As stable consumption is preferred by investors; in our model,
we apply a utility function by using h – the maximal consumption in the past – as the
habit formation, and by embedding a loss aversion parameter α ∈ [0, 1]. We have found the
optimal consumption, investment policy and the value function in closed forms by solving a
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Figure 3·8: By taking interest rate r = .01, equity premium µ = .055,
volatility σ = .17, these two pictures plot the expected first hitting
gloom time, if the initial habit wealth ratio h
x
≤ r1, versus (1) loss
aversion α, with discount rate β = .01; (2) discount rate β, with loss
aversion α = .5.
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resulting free-boundary problem. We have also verified that the solution indeed optimizes
our expected utility.
Briefly speaking, the optimal consumption ratio should be adjusted based on habit ratio
– the ratio of the past maximal consumption and the current wealth: consumption remains
constant when habit ratio is moderate, increases as habit ratio is low, i.e., as wealth is high
relative to habit, so that the consumption ratio is at a fixed level, and falls below its last
recorded maximum when habit ratio is high, i.e., when wealth is relatively low. Therefore,
investors in our model tends to consume more stably, comparing to investors in a classical
Merton’s model, when the consumption ratio is a constant. Similarly, instead of being
constant in a classical case, the investment fraction also depends on the habit ratio in our
model. Besides, our problem is solvable for all nonnegative interest rate including 0, and
is also solvable for any initial wealth value, as long as the assumptions stated in previous
sections hold.
Because of the important role of the habit ratio , we have investigated its dynamics, the
condition under which it is recurrent and the corresponding stationary distribution. This
helps us to understand the solution more accurately. We have also calculated the portion
of time when the consumption is absolutely stable (i.e., at a constant consumption rate),
over the whole lifetime. Moreover, we have found the average time when the first time the
investor has to decrease consumption. The impact of each subjective parameter (α, β and
γ) has also been studied.
Though our problem is solvable for all nonnegative interest rate, considering the inflation
in real markets, the interest rate can be negative. This case is not included in our problem,
and can be one direction of our future work. In our model, we consider the problem in an
infinite time horizon by assuming the lifetime of an investor lasts forever, which, of course,
is not true in reality. Hence, considering the problem in a finite time horizon can be more
applicable. Further more, our model is ideal without considering the fee the investor has
to pay when buying or selling stocks; constructing a model by taking the transaction cost
into account can also be of great interest.
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Appendix A
Proof. (of Lemma 2.3.5) First of all, observe that both G and F are well defined in view
of
∫∞
1 σ
−2(u)du < ∞. Note also that F ≤ G for x ≤ x0, therefore, if G(0) < ∞ then
F (0) <∞ follows as well.
Part 1: We shall first establish the validity of the equality E[τ ] = E[G(Xτ )] for τ ∈ T0+,
and in fact for all τ ∈ T0 if G(0) <∞.
Fix τ ∈ T0, and let θn := τ ∧ τn ∧ τ1/n ∧ n for all n ∈ N. Since τ ∈ T0, (θn)n∈N
monotonically converges to τ . Using Itoˆ’s formula and the fact that G′′(x) = 2/σ2(x) holds
for x ∈ (0,∞), we readily obtain that
G(Xθn∧t)− (θn ∧ t) = −2
θn∧t∫
0
σ(Xs)
 ∞∫
Xs
1
σ2(u)
du
 dWs.
By the definition of θn and function G, and the fact that G is decreasing, then
−2
1/n∫
x0
∞∫
u
1
σ2(v)
dvdu ≥ G(Xθn∧t)− (θn ∧ t) ≥ −2
n∫
x0
∞∫
u
1
σ2(v)
dvdu− n.
Moreover, since
∫∞
1 σ
−2(u)du < ∞, then the right-hand-side local martingale is indeed a
martingale. Therefore, the process (G(Xθn∧t)− θn ∧ t)t∈R+ is a martingale starting from
zero for all n ∈ N, which implies
E [θn ∧ t] = E [G(Xθn∧t)] .
Let t→∞, applying the monotone convergence theorem to the left hand side of the above
equation, and applying the dominated convergence theorem to the right hand side since
Xθn∧t is bounded between 1/n and n, it follows that
E [θn] = E [G(Xθn)] , for all n ∈ N.
Upon sending n → ∞, the left-hand-side of this equation converges to E[τ ] in view of the
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monotone convergence theorem. The first claim is followed if we can show that
lim
n→∞E [G(Xθn)] = E[G(Xτ )].
Note that Xθn converges to Xτ in probability, thus G(Xθn) also converges to G(Xτ ) in
probability by the continuity of G. We shall show that the collection {G(Xθn) | n ∈ N} of
random variables is uniformly integrable when τ ∈ T0+, and that if additionally G(0) <∞
holds then the previous family is uniformly integrable for all τ ∈ T0. Convergence in
probability and uniform integrability will imply that limn→∞ E [G(Xθn)] = E[G(Xτ )].
Observe that G is a non-increasing convex function, and since
sup
n∈N
E [Xθn ] ≤ n <∞ and limx→∞
G(x)
x
= lim
x→∞G
′(x) = 0,
then for any ε > 0, there exists a C > 0 such that |G(x)|/|x| ≤ ε/n holds for all G(x) ≤ −C.
Take any G(Xθn), we have the inequality |G(Xθn)| ≤ ε|Xθn |/n whenever G(Xθn) ≤ −C.
Therefore,
E[I{G(Xθn )≤−C}|G(Xθn)|] ≤
ε
n
E[I{G(Xθn )≤−C}|Xθn |] ≤
ε
n
n = ε,
which implies that the negative parts of {G(Xθn) | n ∈ N} are uniformly integrable. On the
other hand, If τ ∈ T0+, there exists γ ∈ (0, x0) such that G(Xθn) ≤ G(γ) < ∞ holds for
all n ∈ N. Furthermore, if G(0) < ∞ then G(Xθn) ≤ G(0) < ∞ holds for all n ∈ N. The
uniform integrability of G(Xθn) is followed, and hence the first claim.
Part 2: We now move to discussing the validity of the equality E[τ ∧ ρ] = E[F (Xτ )]
for τ ∈ T0+, and for all τ ∈ T0 when F (0) ≤ G(0) <∞ holds. As a first step, for τ ∈ T0 we
compute
E[τ ∧ ρ] = E
 ∞∫
0
I{t<τ∧ρ}dt
 = ∞∫
0
E[I{τ>t}I{ρ>t}]dt
=
∞∫
0
E
[
I{τ>t}P [ρ > t | Ft]
]
dt.
Since X is a local martingale with X∞ = 0 holding P-a.s., Doob’s maximal identity
(Nikeghbali and Yor, 2006) shows that P [ρ > t | Ft] = 1∧ (Xt/`) holds for t ∈ R+. In other
words,
E[τ ∧ ρ] =
∞∫
0
E
[
I{τ>t} (1 ∧ (Xt/`))
]
dt = E
 τ∫
0
(1 ∧ (Xt/`)) dt
 .
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Now, define A :=
∫ ·
0 (1 ∧ (Xt/`)) dt. As in the previous paragraph, fix τ ∈ T0 and let
θn := τ ∧ τn ∧ τ1/n ∧ n for all n ∈ N; since τ ∈ T0, (θn)n∈N monotonically converges to
τ . Via Itoˆ’s formula and the fact that F ′′(x) = 2σ−2(x)(1 ∧ (x/`)) holds for x ∈ (0,∞),
it follows that the process (F (Xθn∧t)−Aθn∧t)t∈R+ is a local martingale starting from zero.
Then, E [F (Xθn)] = E [Aθn ] holds for all n ∈ N. Send n→∞ and note that the right-hand-
side of this equation converges to E[Aτ ] = E [τ ∧ ρ] in view of the monotone convergence
theorem. In order to show that the left-hand-side of this equation converges to E[F (Xτ )]
we need to show that the family {F (Xθn) | n ∈ N} is uniformly integrable for any τ ∈ T0+,
and in fact for all τ ∈ T0 under the additional assumption F (0) <∞. This is done following
mutatis-mutandis the reasoning of the previous paragraph and is, therefore, omitted.
Proof. (of Example 2.4.3.) Since α > 0, p ≥ 3, then ∫∞1 uσ−2(u)du <∞ holds.
Firstly, we conjecture that the function φ : R+ 7→ R+ defined via φ(s) = ks with some
constant k ∈ (0, λ) satisfies the ordinary differential equation (2.4.1).
Assume φ(s) = ks and plug it into the equation (2.4.1), then
(1− k)(λ− k) =
k
p−1−k2
p−3 − k
p−1−k
p−2 if p 6= 3,
k(1− k + k log k) if p = 3.
which is equivalent to letting the function (2.4.3) be 0. Note that the above equations
involve no s though generally the original equation (2.4.1) depends on s.
Note that Q(k) defined in (2.4.3) is strictly increasing for k ∈ (0, λ) when p ≥ 3.
Furthermore, Q(0)Q(λ) < 0. Therefore, the equation Q(k) = 0 has a unique solution
k∗ ∈ (0, λ). Therefore, function φ∗ defined by φ∗(s) = k∗s is the maximal linear solution of
the equation (2.4.1), which is always below the linear function ψ.
Secondly, we show that among all the solutions of (2.4.1), which lie below the function
ψ, φ∗(s) is indeed the maximal one.
Let φ˜ : R+ 7→ R+ be another solution of (2.4.1) which is larger than φ∗ but smaller
than ψ, i.e., φ∗(s) < φ˜(s) < λs for all s > 0. (Otherwise, if λs ≥ φ∗(s) ≥ φ˜(s) holds
for some s > 0, by the continuity of φ∗ and φ˜, then there exists some point sˆ > 0 such
that φ∗(sˆ) = φ˜(sˆ). However, this contradicts the fact that both φ∗ and φ˜ follow the same
ordinary differential equation.) From equation (2.4.1), it is easy to see that φ˜ is a strictly
increasing function. Define r(s) = φ˜(s)/s, then k∗ < r(s) < λ. Then by straightforward
calculation, the differential equation (2.4.1) can be represented by r(s) as:
(p− 2)(p− 3)[1− r(s)][λ− r(s)]
P (r(s))
r′(s) =
1
s
,
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where P (r) = rp − (p − 2)2r3 + (p − 3)[(λ + 1)(p − 2) + 1]r2 − λ(p − 2)(p − 3)r > 0, since
k∗ < r(s) < λ. Integrate the above equation, we have
r(s)∫
r(s0)
(p− 2)(p− 3)(1− r)(λ− r)
P (r)
dr = log
(
s
s0
)
+ c.
By the boundedness of r and continuity of the integrand, it follows that the left hand side of
the above equation is bounded; however, the right hand side is obviously unbounded since
s can go to infinity. The contradiction implies that, there is no solution between φ∗ and ψ;
that is, the linear function φ∗ is indeed the maximal solution as desired. Actually, from the
argument above, φ∗ is the only solution which is always below ψ.
By Theorem 2.4.1, the stopping time τ∗ = inf {t ∈ R+ | Xt ≤ k∗St} is optimal for the
problem (OS), and the optimal value is followed.
Proof. (of Lemma 2.4.5.) First of all, note that both G and F are well defined under the
assumptions
∫∞
1 uσ
−2(u)du <∞.
The second paragraph in the proof of Lemma 2.3.5 has already shown that E[τ ] =
E[G(Xτ )] holds for τ ∈ T0+, and for all τ ∈ T0 if G(0) <∞.
Now we shall demonstrate the validity of the equality E[τ ∧ ρ] = E[G(Xτ )] for τ ∈ T0+.
Firstly, recall from the proof of Lemma 2.3.5 that for τ ∈ T0+
E[τ ∧ ρ] =
∞∫
0
E
[
I{τ>t}P [ρ > t | Ft]
]
dt.
By the Markov property of X as mentioned in §2.2.3, the following equality holds for all
t ∈ R+:
P [ρ > t | Ft] = Px0,s0 [ρ > t | Ft] = PXt,St [ρ > 0] = Xt/St.
The last equality holds, since PXt,St [ρ > 0] means the probability that process X will cross
the level St again before it moves downwards to 0, which is obvious Xt/St. Therefore,
E[τ ∧ ρ] =
∞∫
0
E
[
I{τ>t}
Xt
St
]
dt = E
 τ∫
0
Xt
St
dt
 .
Now, define A :=
∫ ·
0(Xt/St)dt. As in the proof of Lemma 2.3.5, fix τ ∈ T0 and let
θn := τ ∧ τn ∧ τ1/n ∧ n for all n ∈ N, which monotonically converges to τ .
Via Itoˆ’s formula and the facts that
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1. ∂
2F (x,s)
∂x2
= 2x
sσ2(x)
holds for (x, s) ∈ Ξ;
2. the value of the maximum process changes only if Xt = St, but
∂F
∂s (Xt, St) = 0 when
Xt = St by Lemma 2.4.7.
It follows that
d [F (Xθn∧t, Sθn∧t)−Aθn∧t] =
∂F (Xθn∧t, Sθn∧t)
∂x
σ(Xθn∧t)dWθn∧t.
Moreover, note that (X,S) remains in the set {(x, s) | 1/n ≤ x ≤ n, x ≤ s}, by the continuity
of ∂F (·,·)∂x and σ(·), we can conclude that (F (Xθn∧t, Sθn∧t)−Aθn∧t)t∈R+ is a martingale
starting from zero. Thus, E [F (Xθn , Sθn)] = E [Aθn ] holds for all n ∈ N. Send n → ∞
and note that E [Aθn ] converges to E[Aτ ] = E [τ ∧ ρ] in view of the monotone convergence
theorem. In order to show that the left-hand-side of this equation converges to E[F (Xτ , Sτ )]
we need to show that the family {F (Xθn , Sθn) | n ∈ N} is uniformly integrable for any
τ ∈ T0+, and in fact for all τ ∈ T0 under the additional assumption F (s0, 0) <∞. Observe
that |F (x, s)| ≤ |F (x, s0)| by the form of F and the fact that |s| ≥ |s0|. and denote
F0(x) = F (s0, x). Since F0 is also non-increasing and convex, moreover,
sup
n∈N
E [Xθn ] ≤ n <∞ and limx→∞
F0(x)
x
= lim
x→∞F
′
0(x) = 0.
We can apply the same argument to F0(Xθn), as in the proof of Lemma 2.3.5 to G(Xθn).
then the uniform integrability of {F (Xθn , Sθn) | n ∈ N}is followed.
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Appendix B
Proof. (of Lemma 3.2.5.) In this proof, we will show that under the assumption q′′(1) > 0,
the C2 function q is convex and non-increasing. We concentrate on the case when r 6=
0, β 6= 0, but the result can be extended to all four cases. We first list some important
inequalities, by assuming that δ0 > 0
(1−m1)f +m1g < 0, (1−m2)f +m2g > 0; (3.6.1)
γ(m1 − 1) + 1 < 0, γ(m2 − 1) + 1 > 0; (3.6.2)
γ∗(m1 − 1) + 1 < 0, γ∗(m2 − 1) + 1 > 0. (3.6.3)
Therefore, C22 > 0 always holds.
To ensure that q is non-increasing and convex when 0 < z ≤ 1, then for any z ∈ (0, 1]:
q′(z) = C21m1zm1−1 + C22m2zm2−1 − 1
r
≤ 0,
q′′(z) = C21m1(m1 − 1)zm1−2 + C22m2(m2 − 1)zm2−2 ≥ 0.
By the positivity of C22, and the fact that m1 < 0 < 1 < m2, then q
′′(z) ≥ 0 implies
that
C21m1(m1 − 1)
C22m2(m2 − 1) ≥ −z
m2−m1 ,
which is equivalent to
C21m1(m1 − 1)
C22m2(m2 − 1) ≥ supz∈(0,1]
(−zm2−m1) = −1m2−m1 .
i.e., q′′(1) ≥ 0 implies the convexity of q in interval (0, 1]. Moreover, note that if q is convex,
then q′(1) ≤ 0 can also imply that q is non-increasing in (0, 1].
Applying the similar argument to the piece when z > 1, it also follows that q′′(1) ≥ 0
ensures the convexity and q′(1) ≤ 0 implies the non-increase of q. Since q is in C2, the proof
is enclosed if we can show that q′′(1) ≥ 0 implies q′(1) ≤ 0. Again, since q is C2, then by
q′′(1) = C31m1(m1 − 1) + 1
γδ0
≥ 0,
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it follows that C31m1δ0 ≤ 1(1−m1)γ , but γ(m1 − 1) + 1 < 0, thus C31m1δ0 ≤ 1, which is
equivalent to q′(1) ≤ 0. The proof is hence completed.
Proof. (of equation (3.4.5).) Note that the nondecreasing process ht only strictly increases
when ct = ht, i.e, when
U(ct, ht) =
c1−γ
∗
t
1− γ .
Then the supremum in the dual function U˜(yeβtMt, ht) achieves when
d
dct
c1−γ
∗
t
1− γ = ye
βtMt, (3.6.4)
or when
ct =
(
yeβtMt
1− α
)−1/γ∗
. (3.6.5)
Equation (3.4.5) is followed since ht = h ∨ sups≤t cs.
Proof. (of Lemma 3.4.2.) Recall the joint probability density of (BT , B
∗
T ) is:
fBT ,B∗T (x, y) =
2(2y − x)√
2pit3
e−
(2y−x)2
2t , for y ≥ 0, x ≤ y.
Hence the expectation is:
E
[
eaBT+bB
∗
T I{B∗T>k}
]
=
∞∫
k
y∫
−∞
eax+by
2(2y − x)√
2piT 3
e−
(2y−x)2
2T dxdy
=
2√
2piT 3
∞∫
k
e(2a+b)y+
a2T
2
y∫
−∞
(2y − x)e− [x−(2y+aT )]
2
2T dxdy
=
2√
2piT 3
∞∫
k
e(2a+b)y+
a2T
2
[
Te−
(y+aT )2
2T −
√
2piaT 3/2Φ
(
−a
√
T − y√
T
)]
dy
=
2√
2piT
∞∫
k
e
(a+b)2T
2 e−
[y−(a+b)T ]2
2T dy − 2a
∞∫
k
e(2a+b)y+
a2T
2 Φ
(
−a
√
T − y√
T
)
dy
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= 2e
(a+b)2T
2 Φ
(
(a+ b)
√
T − k√
T
)
− 2a
∞∫
k
e(2a+b)y+
a2T
2 Φ
(
−a
√
T − y√
T
)
dy,
where the second term can be calculated by applying integration by parts:
−2a
∞∫
k
e(2a+b)y+
a2T
2 Φ
(
−a
√
T − y√
T
)
dy
= − 2a
2a+ b
e
a2T
2
∞∫
k
Φ
(
−a
√
T − y√
T
)
de(2a+b)y
= − 2a
2a+ b
e
a2T
2
−e(2a+b)kΦ(−a√T − k√
T
)
+
∞∫
k
1√
T
e(2a+b)yφ
(
−a
√
T − y√
T
)
dy

= − 2a
2a+ b
e
a2T
2
−e(2a+b)kΦ(−a√T − k√
T
)
+
1√
2piT
∞∫
k
e(2a+b)ye−
(y+aT )2
2T dy

=
2a
2a+ b
e
a2T
2
[
e(2a+b)kΦ
(
−a
√
T − k√
T
)
− e (2a+b)bT2 Φ
(
(a+ b)
√
T − k√
T
)]
=
2a
2a+ b
e
a2T
2
+(2a+b)kΦ
(
−a
√
T − k√
T
)
− 2a
2a+ b
e
(a+b)2T
2 Φ
(
(a+ b)
√
T − k√
T
)
.
Proof. (of Lemma 3.4.5) By the form of function q in Lemma 3.2.5, it is followed that
q(z) = O(z1−1/γ). (3.6.6)
Therefore,
Ex,h
[
e−βT V˜ (yeβTMT , hˆT (y))
]
= e−βTEx,h
[
(hˆT (y))
1−γ∗q
(
yeβTMT (hˆT (y))
γ∗
)]
= O
(
e−βTEx,h
[
(hˆT (y))
1−γ∗
(
yeβTMT (hˆT (y))
γ∗
)1−1/γ])
= O
(
e−βTEx,h
[
(hˆT (y))
1−γ∗/γ
(
eβTMT
)1−1/γ])
.
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Moreover,
Ex,h
[
(hˆT (y))
1−γ∗/γ
(
eβTMT
)1−1/γ]
= Ex,h
[(
h ∨ (y inf
s≤t
eβsMs)
−1/γ∗
)1−γ∗/γ (
eβTMT
)1−1/γ]
≤ h1−γ∗/γEx,h
[(
eβTMT
)1−1/γ]
+ Ex,h
[(
y inf
s≤t
(eβsMs)
)−1/γ∗+1/γ (
eβTMT
)1−1/γ
I{(y infs≤t(eβsMs))−1/γ∗≥h}
]
= O
(
Ex,h
[(
eβTMT
)1−1/γ])
+ O
(
Ex,h
[(
inf
s≤t
(eβsMs)
)−1/γ∗+1/γ (
eβTMT
)1−1/γ
I{infs≤t(eβsMs)≤ (h)−γ
∗
y
}
])
.
(3.6.7)
The inequality above holds by observing that(
h ∨ (y inf
s≤t
eβsMs)
−1/γ∗
)1−γ∗/γ
≤ h1−γ∗/γ +
(
(y inf
s≤t
eβsMs)
−1/γ∗
)1−γ∗/γ
. (3.6.8)
We shall calculate the two expectations in (3.6.7). Note that:
eβTMT = exp
{(
β − r − µ
>Σ−1µ
2
)
t− µ>Σ−1/2Wt
}
D
= exp
{
−
√
µ>Σ−1µB(ζ)t
}
,
where B
(ζ)
t = Bt + ζt, ζ = −
(
β−r√
µ>Σ−1µ
−
√
µ>Σ−1µ
2
)
, B is a one-dimensional brownian
motion; and D means in distribution. Therefore, for the first expectation:
Ex,h
[(
eβTMT
)1−1/γ]
= Ex,h
[
exp
{
−
(
1− 1
γ
)√
µ>Σ−1µB(ζ)t
}]
= 2 exp
{(
1− 1
γ
)(
β − r − µ
>Σ−1µ
2γ
)
T
}
by Corollary 3.4.4 with b = k = 0,
which implies that
lim
T→∞
e−βTEx,h
[(
eβTMT
)1−1/γ]
= 0
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if and only if δ0 =
β
γ
+
(
1− 1
γ
)(
r +
µ>Σ−1µ
2γ
)
> 0. (3.6.9)
Moreover, for the second expectation term, apply Corollary 3.4.4 again with a =
−
(
1− 1γ
)√
µ>Σ−1µ, b =
(
1
γ∗ − 1γ
)√
µ>Σ−1µ, k = γ log h+log y√
µ>Σ−1µ
:
lim
T→∞
1
T
log
{
e−βTEx,h
[(
inf
s≤t
(eβsMs)
)−1/γ∗+1/γ (
eβTMT
)1−1/γ
I{infs≤t(eβsMs)≤h−γ
∗
y
}
]}
= −β + lim
T→∞
1
T
logEx,h
[
exp
{
aB
(ζ)
t + b
(
B
(ζ)
t
)∗}
I{
(
B
(ζ)
t
)∗≥k}
]
≤ max
{
−β + (a+ b)(a+ b+ 2ζ)
2
,−β + a(a+ 2ζ)
2
,−β − ζ
2
2
}
= max
{
−δα,−δ0,−β − ζ
2
2
}
< 0.
where the last inequality holds under the assumption min{δ0, δα} > 0 and the fact that
ζ 6= 0 when β = 0. Hence,
lim
T→∞
e−βTEx,h
[(
inf
s≤t
(eβsMs)
)−1/γ∗+1/γ (
eβTMT
)1−1/γ
I{infs≤t(eβsMs)≤h−γ
∗
y
}
]
= 0.
(3.6.10)
By (3.6.9), (3.6.10), and
Ex,h
[
e−βT V˜ (yeβTMT , hˆT (y))
]
= O
(
e−βTEx,h
[
(hˆT (y))
1−γ∗/γ
(
eβTMT
)1−1/γ])
,
we can conclude that Ex,h
[
e−βT V˜ (yeβtMt, hˆT (y))
]
converges to 0 as T →∞.
Proof. (of Lemma 3.5.1.) Denote the drift and volatility coefficients of z as
b(z) = (β − r) z,
θ(z) = −µ>σ−1z,
which obviously satisfy the global Lipschitz condition, i.e., for all z1, z2 ∈ [1,∞), there exists
a constant κ > 0 such that
|b(z1)− b(z2)| ≤ κ|z1 − z2|, ‖θ(z1)− θ(z2)‖ ≤ κ|z1 − z2|. (3.6.11)
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Moreover,
|b(z1)| ≤ κ(1 + |z1|2)1/2, ‖θ(z1)‖ ≤ κ(1 + |z1|2)1/2. (3.6.12)
The existence and uniqueness of the solution are followed by (Tanaka, 1979) (Theorem
4.1).
Proof. (of Lemma 3.5.5) Take any bounded function f ∈ C2([1− α,∞)), such that f ′(1−
α) = 1, f ′(z) = O(z−1) as z →∞. Let
Lf(z) = (β − r)zf ′(z) + µ
>Σ−1µz2f ′′(z)
2
.
By Itoˆ’s formula,
f(zT )− f(z0)
T
=
1
T
T∫
0
LF (zt)dt− 1
T
T∫
0
ztf
′(zt)µ>σ−1dWt + f ′(1− α)L
z
T
T
.
Send T →∞, then the left hand side goes to zero by the boundedness of f . The stochastic
integral also goes to zero by the Dambis-Dubins-Schwarz theorem, the law of the iterated
logarithm, and the assumption that f ′ is continuous and f ′(z) = O(z−1) as z →∞. There-
fore, the ergodic theorem implies that
lim
T→∞
LzT
T
= − lim
T→∞
1
T
T∫
0
Lf(zt)dt = −
∞∫
1−α
Lf(z)ν(z)dz.
The self-adjoint representation ((Revuz and Yor, 2004), VII.3.12) Lf = (z2f ′ν)′2ν µ>Σ−1µ,
the assumption that f ′(z) = O(z−1) as z →∞ and f ′(1− α) = 1, yield the first limit:
lim
T→∞
LzT
T
=
(1− α)2ν(1− α)µ>Σ−1µ
2
= (1− α)
[
µ>Σ−1µ
2
− (β − r)
]
.
For the second limit, apply ergodic theorem, then
lim
T→∞
∫ T
0 I{1−α<zs<1}ds
T
=
1∫
1−α
ν(z)dz.
The result is followed straightforward by the form of ν(·) in (3.5.10).
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Proof. (of Lemma 3.5.9) Let g(z) be the solution to the following ordinary differential
equation with boundary conditions:
µ>Σ−1µ
2
z2g′′(z) + (β − r) zg′(z) = −1, for z ∈ (1− α, 1)
g(1) = 0, g′(1− α) = 0.
Then g(z) can be solved as:
g(z) =
2
µ>Σ−1µ− 2(β − r)
(1− α) 2(β−r)µ>Σ−1µ−1(1− z1− 2(β−r)µ>Σ−1µ )
1− 2(β−r)
µ>Σ−1µ
+ log z
 . (3.6.13)
Apply Itoˆ’s formula to g(zt), and integrate from 0 to τpoor, then by the dynamic equation
of zt in (3.5.3):
g(zτgloom)− g(z0) = −τgloom −
τgloom∫
0
zsg
′(zs)µ>σ−1dWs +
τgloom∫
0
g′(zs)dLzs. (3.6.14)
Taking expectations, and note that
1. g(zτgloom) = g(1) = 0.
2. the expectation of the quadratic variation of the local martingale term is finite, whose
expectation is hence 0.
3. The nondecreasing process Lzt only increases on {zt = 1 − α}, but g′(1 − α) = 0,
implying
∫ τ1+α
0 g
′(zs)dLzs = 0
Therefore, Eτgloom = g(z0) as desired.
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