We here attempt to achieve an integrated understanding of the structure and dynamics of a number of higher-order assemblies, including amyloids, various kinds of signalosomes, and cellular granules. We propose that the synergy between folded domains, linear motifs, and intrinsically disordered regions regulates the formation and intrinsic fuzziness of all higher-order assemblies, creating a structural and dynamic continuum. We describe how such regulatory mechanisms could be influenced under pathological conditions.
Introduction
The attainment of the first protein crystal structures approximately half a century ago commenced the structure-function paradigm, in which a folded structure determines protein function. More recently, increasing evidence from various branches of structural biology demonstrated that the function of proteins can also originate from intrinsically disordered regions (IDRs) that lack a well-defined conformation, expanding the classical understanding of how structure determines function (Oldfield and Dunker, 2014; Wright and Dyson, 2015) . Referred to as low-complexity domains (LCDs), some IDR sequences are repetitive and have lower information content than folded regions (Huntley and Golding, 2002) . IDRs may fold into a unique conformation upon binding to another protein or when oligomerized to exert function. Referred as fuzzy structures, IDRs may alternatively either fold into ensembles of structured conformations or remain largely disordered, even exhibiting a fast exchange of conformations in complexed states (Tompa and Fuxreiter, 2008) .
In parallel with the increasing structural diversity, higher-order complexes have emerged across a wide spectrum of the biological landscape in recent years, including amyloids and prions (Eisenberg and Jucker, 2012) , various kinds of signaling complexes generically denoted as signalosomes (Bienz, 2014; Wu, 2013) , and nuclear and cytoplasmic granules (Anderson et al., 2015; Hyman et al., 2014; Mitchell and Parker, 2014) . They have collectively transformed how the field thinks about cellular organization and signal transduction Wu, 2013) . These complexes differ from most traditional macromolecular complexes because their component proteins often polymerize or crosslink, leading to a variable stoichiometry and heterogeneous conformations. Are there common biophysical principles at play for the different types of higher-order structures? Because principles learned from one kind of structure may apply to others, we collectively interrogate these diverse structures to reveal mechanistic insights. We find that folded domains, linear motifs, and IDRs in higher-order assemblies synergize with each other to form inherently fuzzy structures. These complexes may possess a similar critical concentration of assembly but exhibit different structural and dynamic properties depending on the underlying assembly mechanism and regulation.
Distinct Structure and Dynamics of Higher-Order Assemblies Amyloids and Prions
The higher-order structures we discuss in this perspective are formed by distinct interacting elements and with different dynamic properties. Amyloids are the best-known higher-order structures, which can be formed from IDRs through folding upon binding. They are fibrous protein aggregates that contain a central cross-b sheet core with solvent-excluded, self-complementing steric zipper interactions (Eisenberg and Jucker, 2012; Sawaya et al., 2007) . Amyloids represent one of the most static higher-order structures, with tight packing of adjacent interacting elements, resulting in cooperative contacts and a high barrier of dissociation and, thus, irreversible assembly (Table 1) . Within each b sheet, hydrogen-bonding ladders formed from Asn and Gln side chains along the fibrillar axis are often the key stabilizing interactions, which are complemented by hydrophobic interactions between the b sheets (Alberti et al., 2009; Sawaya et al., 2007) . Amyloids and prions have been associated with both human diseases and normal physiology in diverse organisms, including the fungal heterokaryon incompatibility gene product HET-s, the inherited nonsense codon suppression protein Sup35 (Fowler et al., 2006; Prusiner, 1991; Wickner et al., 2007) , and the mammalian necrosome containing RIP1 and RIP3 kinases for necrotic cell death signaling (Li et al., 2012a) . The complete amyloid domain structure of HET-s from solidstate NMR depicts a b-solenoid with a triangular hydrophobic core and abundant hydrogen bonds and salt bridges (Wasmer et al., 2008) (Figure 1A ).
Death-Fold Domain Signalosomes
Higher-order structures appear to be especially prevalent in signal transduction, which often contain interactions that are mediated by folded domains. In innate immunity, helical polymerization of death fold domains (DD), which also include the Pyrin domain (PYD) and the caspase recruitment domain (CARD) , represents a critical signaling mechanism in the Toll-like receptor (TLR) (Lin et al., 2010) , inflammasome (Cai et al., 2014; Lu et al., 2014b) , and RIG-I pathways (Hou et al., 2011; Wu et al., 2014) . These domains share a common six-helix bundle structure, in which cooperative interactions among six weak adjacent surfaces lead to stable homo-or hetero-oligomeric assemblies that can be as static as amyloids (Hou et al., 2011; Lu et al., 2014b; Wu et al., 2014) (Table 1 and Figure 1B ). Owing to their stability, DD fold-mediated signalosomes have been shown to mimic prions in conformational conversion, aggregation, and intercellular propagation (BarojaMazo et al., 2014; Cai et al., 2014; Franklin et al., 2014; Hou et al., 2011) . Multiple similar domains are often present in the component proteins of these signaling complexes, which are linked by IDRs. These concurrent oligomerization interactions are thought to further compact the helical filaments into punctate structures in cells that are visible under light microscopy (Hornung et al., 2009; Wu et al., 2010) . Head-to-Tail Signalosomes One of the earliest identified modes of higher-order assembly was head-to-tail polymerization by Phox and Bem1 (PB1), dishevelled (Dvl), homologous (DIX), and sterile alpha motif (SAM) domains, which are involved in many signaling processes, including the Wnt signaling pathway, autophosphorylation of ephrin receptor tyrosine kinases, and induction of autophagy. While the PB1 and DIX domains share a related ubiquitin-like fold (Bienz, 2014) , SAM domains possess a fold with largely a helices (Thanos et al., 1999) . PB1, DIX, and SAM domains can establish competing homo-and hetero-oligomeric interactions between the acidic residues of one domain and a basic charge cluster on the opposite surface of another domain (Ciuffa et al., 2015; Lamark et al., 2003; Wilson et al., 2003) . The interaction dissociation constants (K D ) between these domains range from low nM to high mM or mM, resulting in a variety of assemblies, from more ordered stable aggregates to highly dynamic structures with rapid association and dissociation rates (Bienz, 2014; Isono et al., 2013; Schwarz-Romond et al., 2005) (Table 1 and Figure 1C ). The transient clusters of signal transducers provide a temporary high local concentration for low-affinity effectors and enable a rapid response to activating signals. These domains may further organize the head-to-tail polymerization into a flexible filamentous scaffold, as in the case of the selective autophagy protein p62 (Ciuffa et al., 2015) , which exposes the IDRlinked C-terminal protein interaction domains for downstream recruitment ( Figure 1C ).
Multivalent Complexes
Multivalent crosslinking by arrays of domains and their interacting motifs interspersed by IDRs may mediate loosely packed higher-order signalosomes, in which the less cooperative and low-affinity contacts result in a lower barrier for dissociation, (Burke et al., 2015) Here, IDRs denote dynamic regions, which are directly involved and remain fuzzy in the assembly. In all cases, IDRs impact function. Note that the designation of affinity and valency are both approximate. and thus, more reversible assemblies (Table 1 and Figure 1D ). In the T cell receptor (TCR) activation system, engagement of presented antigens initiates a kinase cascade that results in multiple tyrosine phosphorylations. Multiplexed crosslinking between SH2 domains and phosphotyrosine (p-Tyr) motifs, and between SH3 domains and proline rich motifs (PRM) is important for assembling and sustaining TCR microclusters in the immunological synapse (Balagopalan et al., 2015; Coussens et al., 2013) . In TLR-induced NF-kB activation, the ubiquitin ligase TRAF6 appears to crosslink into higher-order structures through alternating dimerization and trimerization of two interaction domains (Yin et al., 2009) . The dependence on the valency of the interacting species for crosslinked higher-order structures was demonstrated for an in vitro signaling system, in which an engineered protein containing multiple flexibly linked SH3 domains formed dynamic liquid droplets when mixed with another engineered protein containing multiple PRMs (Li et al., 2012b) (Table 1 and Figure 1D ).
Ribonucleoprotein Granules and Nuclear Pore Complexes
The more recently discovered higher-order structures of ribonucleoprotein (RNP) granules and nuclear pore complexes (NPCs), as phase-separated liquid droplets or hydrogels, are formed from multivalent interactions among motifs in extended IDRs and exhibit highly dynamic properties (Brangwynne et al., 2009; Frey et al., 2006; Hyman et al., 2014) (Table 1) . Micronsized RNP granules in cells are the site of many RNA related processes, including nucleoli for ribosome biogenesis, Cajal bodies for spliceosome assembly, nuage granules in Drosophila germlines for selective silencing of genetic elements, processing bodies (P-bodies) for mRNA turnover, and stress granules for storage of translationally arrested mRNAs (Anderson et al., 2015; Hyman et al., 2014; Jain and Parker, 2013; Mitchell and Parker, 2014; Nott et al., 2015) . FG-repeat nucleoporins in NPCs form a hydrogel that provides a selective permeability barrier for nuclear transport receptors. The IDRs of the component proteins are often LCDs that form higher-order structures using repetitive short motifs for protein-protein interactions-for example, [F/Y]G repeats, RG repeats, NQ-rich prion-like sequences, and charge blocks (Ader et al., 2010; Kato et al., 2012; Malinovska et al., 2013; Sun et al., 2011 ) ( Figure 1E ). The low-affinity, often transiently interacting elements and the plasticity of the IDRs facilitate a vast number of combinations and rapid exchange of contacts, resulting in a low barrier of dissociation and, thus, highly reversible dynamic assembly. The nature of the interacting elements in granules and NPCs is not well defined. Long-range electrostatic interactions among patterned oppositely charged blocks may facilitate initiation of phase-separation Lin et al., 2015; Nott et al., 2015) . Short-range cation-p, p-p, hydrogen bonding with aromatic rings, dipole-dipole, and hydrophobic interactions may mediate the transient weak contacts among the sequence motifs in LCDs. Among these interactions, cation-p is the strongest, with an upper limit for free energy of about À3.6 kcal/mol, as desolvation penalties of aromatic rings are rather small (Gallivan and Dougherty, 2000) . These interactions appear to play an important role in phase separation of the primary nuage granule component Ddx4 (Nott et al., 2015) , the P granule protein LAF-1 (Elbaum- , and FUS, whose LCD is required for formation of stress granules and cytoplasmic inclusions in some forms of amyotrophic lateral sclerosis (ALS) and frontotemporal degeneration (FTD) (Burke et al., 2015; Sun et al., 2011) . The repetitive nature of LCD motifs appears to be crucial, as the combination of multiple polymorphic interactions is required for phase separation Burke et al., 2015; Chen et al., 2015; Kato et al., 2012; Lin et al., 2015; Nott et al., 2015) . The underlying principles and biological context for these phase transitions are considered in greater detail in this issue of Cell in the accompanying Perspective by Stephen Michnick and colleagues (BergeronSandoval et al., 2016) .
Fuzzy Structures in Higher-Order Assemblies
A common feature of higher-order assemblies is the involvement of IDRs, either as direct interaction elements, or as largely unstructured linkers and tails in the bound state. Hence, all higher-order assemblies, even the most static ones, exhibit structural multiplicity, polymorphism, and/or dynamic disorder and can be considered as fuzzy structures. Importantly, conformational diversity of any kind, either static or dynamic, has an impact on the regulated formation and function of higher-order assemblies. In the case of static polymorphism, alternative conformations of the same interacting elements are stabilized within the assembly. In the case of dynamic disorder, the IDRs retain conformational freedom within the assembly and will be referred to as fuzzy regions or dynamic IDRs to distinguish them from IDRs that fold upon binding. These dynamic IDRs within higher-order structures may link separate binding modules to increase their local concentration, exert transient interactions to influence adjacent binding elements, facilitate allostery, or promote intramolecular autoinhibition (Fuxreiter, 2012; Sharma et al., 2015) via well-characterized mechanisms (see examples in FuzDB, http://protdyn-database.org).
In amyloid formation, a plethora of experimental evidence demonstrates an intrinsic structural polymorphism, which can lead to distinct fibril morphologies, conformational states, and inheritable prion phenotypes (Krishnan and Lindquist, 2005; Tanaka et al., 2004) . Different amyloid strains formed under different conditions can exhibit alternative contacts within the same sequence (Sawaya et al., 2007) . Yeast prion Sup35 strains show variations in core lengths, intermolecular contacts, and side chain chemical environments or orientations Krishnan and Lindquist, 2005; Reymer et al., 2014) . Additionally, the sequence of the Sup35 LCD can be randomized without blocking amyloid formation (Ross et al., 2005) .
Albeit surprising, dynamic disorder is also a common feature of many amyloids. Although the aggregates have a well-defined, tightly packed core region, a considerable portion of the IDR often stays disordered and flanks the core filament as a solvent-exposed, protease sensitive protein segment (Krishnan and Lindquist, 2005) . These fuzzy regions may exert autoinhibition of aggregation before amyloid formation, and/or play active roles in the aggregation mechanism (Tompa, 2009) . Dynamic IDRs may also link the amyloid core and a functional domain. In HET-s, the N-terminal HeLo domain purportedly decorates the central amyloid (Greenwald et al., 2010) (Figure 1A ). Furthermore, post-translational modifications (PTMs) also regulate amyloid formation via targeting fuzzy regions. In the mammalian functional amyloid necrosome, hyperphosphorylation of the IDRs in RIP1 and RIP3 kinases appears to enhance amyloid formation, as only the hyperphosphorylated forms exist in the insoluble amyloid fraction (Li et al., 2012a) . Phosphorylation may create charge repulsion in the IDR to expose the RIP homotypic interaction (RHIM) motifs and initiate assembly.
Polymorphism is also characteristic to many signaling complexes that involve multiple combinations of interacting domains. The AIM2 inflammasome, which recruits the adaptor ASC and the protease caspase-1, possesses at least three such domains with distinct oligomerization mechanisms: the AIM2 HIN domain oligomerizes by wrapping around dsDNA (Jin et al., 2012; Lu et al., 2015) , the oligomerized AIM2 PYDs nucleate ASC PYD filaments (Cai et al., 2014; Lu et al., 2014a Lu et al., , 2015 , and the clustered ASC CARDs nucleate caspase-1 filaments (Lu et al., 2014a) ( Figure 2A ). In AIM2, an $50 residue IDR between the PYD and HIN domains enables combination of the clustered PYDs into variable short helical oligomers. Furthermore, the long linker IDR promotes an intramolecular PYD/HIN interaction to inhibit PYD oligomerization. This autoinhibition can be released by the interaction of the HIN domain with dsDNA to allow PYD oligomerization and signal transduction (Jin et al., 2012 (Jin et al., , 2013 . For full-length ASC, the extended, dynamic linker positions the CARD outside the PYD filament core (Lu et al., 2014b) ( Figure 1B ) and transmits an allosteric signal between the two domains to align the CARD for oligomerization.
In a similar fashion, the helical filament of the autophagy scaffolding protein p62 also exposes an $200 residue-long IDR linker so that the ubiquitin binding UBA domain and the LC3 binding LIR motifs to become fully solvent accessible ( Figure 1C ). Structural disorder in the linker is consistent with the observed heterogeneity and flexibility of the polymer (Ciuffa et al., 2015) . The dynamic disorder of the linker facilitates binding to the autophagosomes via multiple LC3 interactions and regulates the helical assembly via mediating transient contacts between the UBA domain and the filament.
Intrinsic heterogeneity is a major bottleneck in elucidating the underlying structural features of liquid droplets and hydrogels. Fuzzy structures of liquid granules ( Figure 1E ) have been recently demonstrated for FUS at high resolution by NMR spectroscopy (Burke et al., 2015) . No evidence for static structures on the 10 s or slower timescale was observed (Burke et al., 2015) . Phase-separated FUS LCD exhibits only minor chemical shift changes relative to the solution state, which correspond to transient, varying intermolecular contacts distributed all along the chain (Burke et al., 2015) . These data may further reflect the similarity of transient intramolecular interactions in the monomeric state to those intermolecular contacts sampled in the phaseseparated state. Data from fluorescence recovery after photobleaching (FRAP) are consistent with the presence of dynamic IDRs in RNP granules (Nott et al., 2015; Patel et al., 2015) . These fuzzy regions, together with transient non-specific contacts, facilitate shuttling proteins in and out of the assembly and enable dynamic reorganization upon changes in protein and/or nucleic acid content and concentration.
A similar dynamic reorganization is essential for nucleoporins to selectively allow entry of nuclear transport receptors (NTRs) (Ader et al., 2010; Labokha et al., 2013; Schmidt and Gö rlich, 2015) . Hydrogels, formed by Phe and glycine-rich nucleoporins (FG-Nups), also exploit multiple low-affinity binding motifs that rapidly vary upon interaction with the NTRs (Milles et al., 2015) . The individual FG-repeats bind with low affinity and must act in concert for efficient binding. NMR, single-molecule fluorescence, and molecular simulations demonstrated that FG-Nups maintain an unexpectedly high plasticity when bound to NTRs (Milles et al., 2015) , allowing for ultrafast association and dissociation rates in agreement with the measured kinetic parameters for nuclear transport (Hough et al., 2015) .
Common Themes in Higher-Order Structures: Nucleated Polymerization, Regulation by PTMs, and Local Concentration Increases One fundamental assembly mechanism of higher-order structures is nucleated polymerization. Conversion from the soluble state to amyloids can be achieved by infection with an aggregated form (Prusiner, 1998) , the conformational property of which could be propagated, resulting in strains with distinct phenotypes (Figure 2B ). For signalosomes, nucleated polymerization of a downstream protein by a substoichiometric amount of an upstream seed is a mode of recruitment, signal propagation, and signal amplification, which leads to threshold responses (Cai et al., 2014; Lu et al., 2014b; Qiao et al., 2013; Schwarz-Romond et al., 2007; Wu, 2013) (Figure 2A ). Seeds may induce polymerization via increasing the local concentration of the interacting domains or motifs, relieving autoinhibition, or exerting allosteric effects (Ciuffa et al., 2015; Jin et al., 2013; Lu et al., 2015) .
A number of interacting nucleic acids and proteins have been shown to induce phase separation of LCDs in RNP granules ( Figure 2C ). Phase transition of low-complexity IDRs to liquid droplets can be nucleated by interaction partners, such as RNA Schwartz et al., 2013; Zhang et al., 2015) , poly(ADP-ribose) (Altmeyer et al., 2015) , or C-terminal domain of RNA Polymerase II (Kwon et al., 2013) . Multivalent binding may crosslink the proteins to form granule seeds, which then grow through recruitment of more monomeric proteins into the granules. In contrast to amyloids and prions, no distinct conformations are propagated in liquid droplets, owing to the dynamic exchange of interactions. Decreasing the dynamics by aging, mutation, or other factors can lead to segregation of structural properties in the assembly (Molliex et al., 2015; Murakami et al., 2015; Patel et al., 2015) .
In higher-order structures, PTMs represent a powerful mechanism for modulating affinity of the binding elements and dynamics of the intervening IDRs to regulate assembly and disassembly. The Toll-like receptor helical complex dissociates upon kinase activation and phosphorylation (Li et al., 2002) , while the RIP1/RIP3 necrosome complex is strengthened by phosphorylation (Li et al., 2012a) . In head-to-tail polymerization, phosphorylation of the acidic motifs strengthens electrostatic interactions and facilitates assembly (Wilson et al., 2003) , while phosphorylation of positive surfaces blocks polymerization (Matsumoto et al., 2011). Phosphorylation on Tyr increased the avidity of SH2-pTyr interactions in both an in vitro actin polymerization system and in TCR signaling, resulting in enhancement of their respective activities (Balagopalan et al., 2015; Li et al., 2012b) . For the Ddx4 granule, modification by protein arginine methyltransferases (PRMT1) weakens electrostatic and cation-p interactions to destabilize the droplets in vivo (Nott et al., 2015) . By contrast, PRMT1 depletion decreases the tendency of FUS to associate with cytosolic stress granules (Tradewell et al., 2012) . Phosphorylation contributes to dissolution of stress granules when the kinase DYRK3 phosphorylates RNA-binding proteins to release mTORC1 for signaling (Wippich et al., 2013) .
Formation of higher-order structures invariably results in a dramatic increase in local concentrations of the component proteins, as well as their linked domains. In the caspase-1 filament, the local concentration of the caspase domain is calculated to be $3.1 mM (Figure 2A ), which is $1,000-fold higher than the mM cellular concentrations of many signaling proteins. Similar increases in local concentration were reported for Dvl and Axin puncta (Fiedler et al., 2011; Schwarz-Romond et al., 2005) , the head-to-tail polymerization of which is required for sequestration of Axin in the b-catenin destruction complex, leading to b-catenin accumulation and transcriptional signaling (Schwarz-Romond et al., 2007). Head-to-tail p62 oligomers formed by PB1 domain interactions increase the local concentration of the C-terminal UBA domains and LIR motifs for recruitment of polyubiquitinated proteins to the LC3-bound membrane to initiate autophagic degradation (Ciuffa et al., 2015) . An even more dramatic concentration increase is generated in ordered arrays of the linked functional domains in functional amyloids, which can also provide optimal orientation for their substrates, thereby improving catalytic efficiency (Fowler et al., 2006) . Increased local concentration can promote allosteric activation of enzymes, including caspases and kinases, e.g., in caspase-1 activation by inflammasomes, and kinase activation by the TLR pathway, the necrosome, the SAM domain polymer of ephrin receptors, and the TCR signaling complex (Balagopalan et al., 2015; Ferrao et al., 2014; Li et al., 2012a; Lu et al., 2014b; Thanos et al., 1999) .
In the crosslinked phase-separated liquid droplets, $100-fold concentration increase of component proteins and their domains, relative to the bulk concentration, has been reported (Li et al., 2012b) (Figure 2C ). For RNP granules, selective recruitment of partner proteins per se, due to the high local concentration of granule proteins, may directly modify signaling pathways, metabolic machinery, and stress response programs, with inclusion or exclusion of certain molecules, which can have profound effects on cancer cell viability (Anderson et al., 2015) . In a specific case, phase-separated LC domains of FUS, EWS, and TAF15 recruit RNA polymerase II via avidity for weak hydrophobic motifs and, when translocated onto a variety of different DNA-binding domains, can promote transcriptional activation (Kwon et al., 2013) . Taken together, increases in local concentration provide an efficient means to decrease signaling noise, as well as a plethora of mechanisms to promote different functions.
Affinity, Valency, and IDR in Determining Dynamics and Material States of Higher-Order Assemblies
We derive the molecular determinants of material states and dynamics of higher-order assemblies using polymer physics approaches, which have been previously applied to chemical polymers. In a microscopic view, a crosslinked system can be described as a system-spanning network, where crosslinks between the monomers are organized into large, networked clusters. In a macroscopic formulation, phase separation is driven by the more favorable association of molecules interacting with themselves than with the solvent. Reversible networks tend to phase separate (Semenov and Rubinstein, 1998) , which is promoted by the exchange of intramolecular interactions for intermolecular interactions. This is consistent with the Flory theory (Flory, 1941) and explains the existence of both critical concentrations and surface tension in the liquid droplets (Semenov and Rubinstein, 1998) . Within this framework, we propose that the dynamics of higher-order assemblies and their tendency to phase-separate can be deconvoluted to three factors (Table 1): (1) the affinity of the interacting elements, which can be motifs or domain interfaces; (2) the frequency and multivalency of the interacting elements; and (3) the dynamics of the connecting regions. In this context, the dynamic nature of phase-separated higher-order structures, such as those mediated by LCDs or multivalent SH3-PRM interactions, originates from the weak affinity between the interacting motifs, their high valency, and the rapid conformational exchange facilitated by the intervening IDRs ( Figures 1D and 1E and Table 1) .
A quantitative evaluation of affinity is available for multivalent SH3-PRM systems, in which the individual interactions have K D in the high mM to mM range (Banjade et al., 2015; Li et al., 2012b) . From the estimated interaction free energy of À3.6 kcal/mol (Gallivan and Dougherty, 2000) , a cation-p interaction in LCDs is equivalent to a weak K D of $2 mM (Table 1) . This supports the requirement of low affinities for liquid-liquid phase separations. The interaction kinetics may be inferred from the relationship between the thermodynamic dissociation constant K D , and the association (k a ) and dissociation rates
water (Cunningham and Wells, 1993) , and adjusting for the $10 3 -fold increased viscosity in the droplets (Brangwynne et al., 2009; Hyman et al., 2014) , the k d for a transient interaction of K D = 2 mM is $2 s
À1
. While the calculation is extremely approximated, it predicts a dynamic timescale of seconds, which is on the same order of magnitude as FRAP data on in vitro reconstituted and cellular RNP granules (Burke et al., 2015; Lin et al., 2015; Nott et al., 2015; Patel et al., 2015) (Table 1) .
The second property required for phase separation is the interaction multivalency, which represents a high degree of redundancy in the possible contacts. As deduced for the engineered SH3-PRM systems, the number of differently crosslinked variants determines the number of microstates and, thus, the configurational entropy (Li et al., 2012b) . Upon interaction of m number of each type of molecules with n valencies, the number of possible microstates is (n*m)!, a factorial of the product, given that all valencies are saturated. Conformationally heterogeneous IDRs enable the relatively independent binding of n valencies in m interacting molecules to form a vast number of combinatorial interaction patterns that approaches the theoretical limit of possible microstates. Based on the linear dependency between valency and configurational entropy gain (Li et al., 2012b) , crosslinking the highly frequent, repetitive linear motifs in LCDs Lin et al., 2015; Nott et al., 2015) provides a significant contribution to affinity.
The third property, which impacts phase separation, is the dynamics of the IDRs that connect or flank interacting elements. IDRs regulate assembly via entropic effects; they increase the number of microstates by enabling many different crosslinked geometries, as described above, and decrease the entropic penalty of binding by preserving their dynamic state. These fuzzy regions can also promote the assembly via direct, transient interactions, which may enhance binding affinities by 5-to 20-fold, as estimated from peptide-protein interactions (Selenko et al., 2003; Yu et al., 1994) . In addition, flanking or distant IDRs may contain additional interacting motifs; the linker between the first and second SH3 domains in Nck weakly interacts with the second SH3 domain of another Nck molecule to induce self-association, which promotes higher-order structure formation in the multivalent Nck-N-WASP complex (Banjade et al., 2015) .
Static higher-order assemblies, such as amyloids and DD signalosomes, lack dynamic IDRs between their interaction elements (Table 1) . While each residue in an amyloid only provides a weak-affinity interaction, their high frequency and proximity results in cooperation with other proximal residues in the b sheet structure to generate a tightly bound state ( Figure 1A) . Albeit different amyloid states co-exist owing to interaction polymorphism, they do not exhibit a rapid exchange. A similar cooperative interaction can be observed between six interdependent interfaces upon helical polymerization of PYD and CARD domains ( Figure 1B ). Simultaneous binding of six interacting elements with low individual affinities results in a helical filament with limited dissociation that can occur only at the ends of the filament. In contrast, divalency, as opposed to multivalency, in head-to-tail polymerization results in more flexible higher-order structures ( Figure 1C) , where filaments can fragment depending on the single surface dissociation rate.
Not all dynamic higher-order structures undergo phase separation. Albeit head-to-tail polymers can be very dynamic, depending on the affinity between the interaction elements, their lower valency and more constrained intervening IDRs limit conformation exchange and phase separation. Increased valency in TCR signalosomes and NPCs facilitates a multitude of crosslinking arrangements and phase transition. They, however, possess slower IDR dynamics as compared to RNP granules, which can generate more stable higher-order assemblies, such as hydrogels. Taken together, the interplay of affinity, valency, and IDR dynamics generates fuzzy higher-order structures that populate a structural and dynamic continuum.
Conversion between the Different Material States and Relevance to Disease Conditions
One intriguing observation related to LCD-induced formation of higher-order structures is that the same protein is capable of forming different states under different conditions, ranging from liquid droplets to hydrogels and fibrous aggregates Kato et al., 2012; Lin et al., 2015; Nott et al., 2015) . Liquid droplets formed by RNP granule component proteins are prone to conversion into the more stable, solidlike fibrous states under pathological conditions (Molliex et al., 2015; Murakami et al., 2015; Patel et al., 2015) or simply as a function of time, a phenomenon known as maturation or aging Patel et al., 2015) . Similarly, polyQ peptides can exhibit two distinct transitions upon an increase in concentration: first forming liquid-like assemblies and then insoluble amyloid fibrils (Crick et al., 2013) . These data suggest that alternative, dynamic interactions driven by short, weak motifs in droplets and hydrogels may be intrinsically metastable until fully transformed to the stable amyloid state (Ader et al., 2010; Halfmann et al., 2012) . Therefore, on a dynamic continuum, an LCD may proceed from a solution state to liquid droplets, or to hydrogels, and to fibrous aggregates (Figure 3) .
One outstanding question is whether these different states share any common molecular basis. To shed some light on this question, we compared the conversion between different material states with protein crystallization, in which it is empirically known that liquid-liquid phase separation often precedes the appearance of crystals and its presence bodes well for a successful outcome. Previous numerical simulations of crystal nucleation with short-range attractive interactions explain the phenomenon as a metastable condensed liquid that enormously enhances crystal nucleation by lowering the free energy barrier (ten Wolde and Frenkel, 1997) . Hence, it was concluded that the first step toward the critical nucleus is the formation of a liquid-like droplet. Since proteins that can form liquid droplets have a higher tendency to become crystals, we argue that the intrinsic short-range forces in liquid droplets may resemble those in the final stable states of the crystals.
Analogously, extensive evidence at various levels of detail suggests the presence of interaction similarities with regard to the interaction type and residues involved among the different material states of LCDs. First, probing residue solvent exposure using N-acetylimidazole (NAI) chemical footprinting showed comparable patterns of protection for recombinant hnRNPA2 in reconstituted hydrogels and liquid droplets (Xiang et al., 2015) . Second, the frequently similar amino acid compositions of amyloids and granules support the similarity of interactions in dynamic liquid droplets and stable amyloids (Malinovska et al., 2013) . Hydrogels may already contain dynamic amyloidlike fibers (Kato et al., 2012) or involve amyloid-like interactions (Ader et al., 2010) . Third and most intriguingly, NAI protection patterns of monomeric hnRNPA2 are similar to liquid droplet and hydrogel states for key residues that are involved in formation of these assemblies (Xiang et al., 2015) . One explanation is that the same key residues in a LCD form transient intramolecular interactions in the absence of oligomerization, which is consistent with the minor NMR chemical shift changes observed between the phase-separated and the solution states of FUS LCD (Burke et al., 2015) .
However, the levels of NAI labeling differ significantly among the different states of hnRNPA2, with denatured state > monomeric form > liquid droplet > hydrogel (Xiang et al., 2015) . Therefore, labeling pattern similarity cannot be used to deduce dynamics; instead, the level of labeling may correlate with how frequently an interaction exists and protects the protein from labeling in the different material states. Owing to the high redundancy of the contacts in droplets and hydrogels, with regard to not only their number, but also their type (e.g., Tyr can be involved in both cation-p and p-p interactions), different conditions may induce alternative crosslinking arrangements. A main distinction of the fibrillar state is a reduced number of crosslinking microstates with slowed IDR dynamics. To initiate fibrillization, the entropy loss has to reach a certain threshold for commitment to unidirectional propagation. Thus, even if amyloid-like interactions are sampled in the granule, as long as they remain dynamic, the conversion to solid aggregates may yet occur.
It is conceivable that the fibrillar state involves a larger number of interactions, comprised of not only motif residues common in the more dynamic assemblies, but also new unique interactions. A detailed study of a hnRNPA1 mutant (D262V) associated with inherited forms of ALS and FTD supports this hypothesis (Molliex et al., 2015) . It was shown that the D to V mutation did not significantly impact the forces that drive phase separation. However, the mutant hnRNPA1 produced amyloid fibrils within minutes of droplet formation, suggesting that the mutation significantly potentiated conversion to the amyloid state. This observation may be consistent with the important role of hydrophobic packing in amyloid formation, in comparison with phase separation. No fibrils were formed if the protein was maintained in the soluble state, suggesting that phase separation is required for fibril formation. Seeding by the aggregation-prone disease mutant also destabilized the liquid state of the wild-type protein and triggered fibrillization, resulting in mixed fibrils. Likewise, the patientderived G156E and R244C FUS mutants formed similar dynamic assemblies as wild-type protein but had a higher tendency to form fibrils in aging experiments (Patel et al., 2015) .
The static and dynamic properties associated with different material states could be directly related to the biological functions of these assemblies. For example, functional amyloids and innate immune signalosomes act as scaffolds to either activate or inactivate the proteins in the complex. For prions, these structures are stable during cell division and act as nuclei to The intrinsically disordered monomer interchanges among many metastable conformations. Transient, motif-mediated interactions that are sampled in the monomer can also be exploited for intermolecular contacts. In liquid droplets, dynamic IDRs enable fuzzy structures with numerous combinations of crosslinking arrangements. A moderate decrease in IDR dynamics, coupled to the increase in contact density, leads to formation of hydrogels. In both these dynamic higherorder assemblies, amyloid-like interactions (N/Q) can be visited but are not stabilized. Once the entropic loss of IDRs reaches a threshold, for example by nucleation, a unidirectional assembly is propagated with very high density of contacts coupled to folding and stabilization of the IDRs, ultimately leading to solid aggregates. LCDs and embedded linear motifs are shown in pink, and two hypothetical folded domains are represented as blue oval and green squares, respectively.
template the conformational transition of newly synthesized monomeric forms. In these cases, stability may be beneficial. In contrast, signaling events occurring on short timescales require higher order assemblies that can rapidly form and dissociate (Bienz, 2014) . For RNP granules, it is likely that the observed dynamic properties are important for rapid exchange of recruited proteins in response to stress (Wippich et al., 2013) .
Concluding Remarks
In some ways analogous to social constructions like towns and villages, higher-order structures are emerging as the architecture of cellular organelles and signaling complexes that respond to the environment with regulated amplitude, timescale, and spatial distribution. While the different higher-order assemblies that exist on a structural and dynamic continuum offer varying properties to suit their respective functions, their cooperative formation and dramatic increase in local concentration all facilitate protein recruitment and enzyme activation. Redundant motifs and dynamic IDRs in higher-order structures often lead to polymorphic or fuzzy structures, as exemplified in the prion strains of amyloids, heterogeneous crosslinking of DD fold filaments, and dynamic multivalent granules. Remarkably, the more dynamic higher-order structures are often metastable and can be converted to insoluble fibrillar aggregates as a function of time and environmental conditions or under pathological circumstances, in which the IDR dynamics decrease with commitment to particular conformations.
The formation of higher-order structures raises many questions, including those regarding the spatial regulation of their assembly and the molecular mechanism of their disassembly. While it is known that cells have evolved specific recruitment strategies to ensure the induction of certain innate immune pathways from different cellular locations (Kagan et al., 2014) , the mechanisms of spatial control remain largely elusive. Once assembled, how do higher-order structures become downregulated to terminate specific responses? For dynamic signalosomes and granules, it appears that intrinsic mechanisms involving PTMs play an important role in triggering disassembly. For removal of the more static assemblies, such as amyloids and crosslinked DD fold structures, protein disaggregation and degradation machineries involving chaperones, proteasomes, and selective autophagy may be necessary.
Structurally, the existence of alternative contacts in higherorder assemblies, either as transient, weak interactions or as stable, strong interactions, causes polymorphism and heterogeneity, which in turn pose challenges to our methodologies. Traditional structural techniques, especially those that can achieve residue level resolution, such as X-ray crystallography and electron microscopy, generally require structural homogeneity. Divide-and-conquer approaches may generate structural data on the isolated parts suitable for high-resolution structural pursuits. However, characterization of the complete fuzzy ensembles requires more holistic approaches, such as NMR in combination with other spectroscopic methods, as well as computational modeling, to illuminate the exciting, yet still rather unexplored, landscape of higher-order assemblies from different mechanistic angles.
