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We inquire into an operator-trigonometric analysis of certain multi-asset financial pricing
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under stochastic interest rates, Black–Scholes volatility models, and risk measures.
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1. Introduction
The goal of this paper is to begin an operator-trigonometric analysis of multi-asset financial pricing models. Such
trigonometries then provide new geometric insights into those models. The resulting new understandings are of interest to
multivariate analysis, financial engineering, and to the theory and application of the operator trigonometry.
Certainly the investigations that we present here are new. The author’s operator trigonometry has found application in a
number of contexts, including operator semigroups, numerical analysis, quantum physics, and statistics, among others. See
the books [1,2] for the operator trigonometry up to 1995, and [3] for a recent up-to-date survey with a full bibliography for
the operator trigonometry. We also recommend the recent papers [4–7] in which the operator trigonometry finds its place
within certain contexts inmatrix statistics, including statistical efficiency, parameter estimation, and canonical correlations.
We know of no previous inquiry into possible operator-trigonometric aspects of financial pricing models.
The financial models which we will investigate were selected simply because we had some familiarity with them, and
also because we felt they might possess some interesting operator-trigonometric features. No general investigation of all
related financialmodelswill be attempted here. Specifically, wewill look at quantos for currency hedging [8], spread options
for multi-asset pricing [9], portfolio rebalancing under stochastic interest rates [10], Black–Scholes volatility models [11],
and risk measures [12].
Section 2 reviews needed elements of the operator trigonometry. Section 3 considers a quantos model in which a stock
price and a currency exchange rate follow correlated stochastic processes. Section 4 treats spread options for assetsmodeled
by Black–Scholes or trinomial tree pricing and hedging algorithms. Section 5 involves aMarkowitz–Vasicek portfolio interest
ratemodel. Section 6 considers a Black–Scholesmodelwith randomvolatility process. Section 7 looks at an important recent
paper from the emerging field of risk measures for incomplete markets. Section 8 concludes with a brief discussion.
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This author is sometimes surprised by how new applications may bring out useful new properties of the operator
trigonometry itself. This paper is no exception. As I was writing Section 5 I noticed some operator-trigonometric facts that
(to my memory) I had not earlier pointed out, or at least, had not emphasized. These observations brought new light to the
considerations of Sections 3 and 4. Therefore I rewrote the paper, putting these (now evident) operator-trigonometric facts
into Section 2, so that they may be readily available for the rest of the paper.
2. Elements of the operator trigonometry
Of necessity to this paper, here we review some of the key elements of the operator trigonometry. We will assume that
the interested reader will go to the references [1–7] for more information. The easiest and most complete theory is for A an
n× n symmetric positive definite (SPD) matrix with eigenvalues 0 < λn 5 λn−1 5 · · · 5 λ1. Then the operator angle φ(A)
is defined by cosφ(A) = µ1 where µ1 is A’s first antieigenvalue
µ1 = min
x6=0
〈Ax, x〉
||Ax||x|| . (2.1)
The operator angle φ(A) is the largest angle through which A may turn a vector x. The vectors most turned are called the
antieigenvectors and there are two of them
x± = ±
(
λ1
λ1 + λn
)1/2
xn +
(
λn
λ1 + λn
)1/2
x1. (2.2)
In (2.2) xn and x1 denote normalized eigenvectors corresponding to λn and λ1, respectively. One can prove that the other
key entity
ν1 = min
>0
‖A− I‖, (2.3)
where the norm is the Hilbert space norm, satisfies µ21 + ν21 = 1. Hence ν1 is trigonometric and we have an operator
trigonometry based upon cosφ(A) = µ1 and sinφ(A) = ν1. In particular we know that
cosφ(A) = 2
√
λ1λn
λ1 + λn , sinφ(A) =
λ1 − λn
λ1 + λn . (2.4)
For more general operator trigonometry, e.g., beyond the case of A a SPD finite matrix, see the books [1,2].
In Section 3wewill find it convenient to allow certain rescalings of the antieigenvectors x± in (2.2). Usuallywe have liked
to use ‖x1‖ = ‖xn‖ = 1 so that then the antieigenvectors have norms ‖x±‖ = 1. However, any nonzero scalar multiple of
x+ or x− is also an antieigenvector, as is evident from (2.1). So you may take their eigenvector components x1 and xn of any
(same) size norm. Let us here also recall that x± are two rays in the Hilbert space, and that their linear span sp{x+, x−} is
not an ‘antieigenspace’, it is just the sp{x1, xn}. We tend to think of λ1 and λn as simple eigenvalues but if they have higher
multiplicities, you may choose x1 and xn in (2.2) arbitrarily (so long as they have the same norm) from the first and last
eigenspaces of A. In this paper we will usually only be considering two-factor financial models with 0 < λ2 < λ1, so the
multiplicities will be one.
While writing this paper the following operator-trigonometric facts, perhaps previously not mentioned, were noted.
Whether new or not, we will use them later in this paper. They are quite evident, once noticed.
Lemma 1. The weighting factors in the antieigenvectors x± in (2.2) may be expressed in terms of the operator turning angle as
follows:
λ1
λ1 + λn =
1+ sinφ(A)
2
,
λn
λ1 + λn =
1− sinφ(A)
2
. (2.5)
Lemma 2. The antieigenvectors of A−1 are
x±(A−1) = ±
(
λ1
λ1 + λn
)1/2
x1 +
(
λn
λ1 + λn
)1/2
xn. (2.6)
Proof. Lemma 1 follows trivially from (2.4) but will be useful later on to simplify more complicated expressions. As for
Lemma 2, we have often used the property that the operator angle φ(A−1) = φ(A), a fact basically evident from (2.1), or
alternately from (2.4) applied to A−1. Thus cosφ(A−1) = cosφ(A) and sinφ(A−1) = sinφ(A), and most of the operator
trigonometry of A−1 is the same as that of A. The content of Lemma 2 is that the antieigenvectors of A−1 have the same
weighting factors as in (2.2) for the antieigenvectors of A, but the two eigenvectors switch roles in (2.6). The proof consists
of recalling first of all that Aand A−1 have the same eigenvectors but inverted spectrum, so the eigenvector role-switch is
clear. Then check that
λ1(A−1)
λ1(A−1)+ λn(A−1) =
λ1(A)
λ1(A)+ λn(A) .  (2.7)
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3. Quantos
We begin our investigations by looking at quantos. As discussed in [8], these are financial contracts which pay off in the
‘wrong’ currency. Following [8, p. 122] we consider a two-factor model with two random prices, the stock price and the
exchange rate, driven respectively by two independent Brownian motionsW1(t) andW2(t). Then
ρW1(t)+
√
1− ρ2W2(t) (3.1)
is also a Brownian motion with correlation ρ with the stock price Brownian motionW1(t). The stock price and the currency
exchange rate follow the stochastic processes
St = S0 exp(σ1W1(t)+ µt)
Ct = C0 exp(ρσ2W1(t)+
√
1− ρ2σ2W2(t)+ νt)
(3.2)
where σ1,2 are the respective volatilities, µ and ν the respective drifts. These µ, ν drifts of course have nothing to do
with our operator-trigonometric entities µ1 and ν1 of (2.1) and (2.3) but we retain the customary financial notation for
stochastic drifts here. All the parameters σ1,2, µ, ν, and ρ are assumed constant, volatilities σ1,2 > 0,−1 ≤ ρ ≤ 1, usually
−1 < ρ < 1, the intuition being that for large stock and currency holdings, there will be some but not perfect correlation in
their movements. One also has [8] the associated deterministic continuously compounded discount processes Bt = exp(rt)
and Dt = exp(ut) where u and r are the risk-free interest rates (e.g., for treasuries), but we don’t need those to begin. Our
interest will be in the vector random variable (ln St , ln Ct)T which is assumed to be jointly normally distributed with mean
(ln S0 + µt, ln C0 + νt) and covariance matrix At , where
A =
[
σ 21 ρσ1σ2
ρσ1σ2 σ
2
2
]
. (3.3)
What is A’s operator trigonometry? The quickest way to obtain A’s maximum turning angle φ(A) is from A’s characteristic
polynomial
det(A− λI) = λ2 − (σ 21 + σ 22 )λ+ σ 21 σ 22 (1− ρ2) (3.4)
from which λ1 + λ2 = σ 21 σ 22 and λ1λ2 = σ 21 σ 22 (1− ρ2), from which
cosφ(A) = 2
√
λ1λ2
λ1 + λ2 =
2σ1σ2
√
1− ρ2
σ 21 + σ 22
. (3.5)
We have immediately
Proposition 3. The quantos covariancematrix operator angleφ(A) is maximal when the stock price St and the currency exchange
rate Ct are perfectly correlated or perfectly anticorrelated. The minimum turning angle φ(A) occurs when St and Ct are completely
uncorrelated.
Next, to get the antieigenvectors x± of A from (2.2), we need A’s eigenvalues and eigenvectors. Straightforward
computation gives the expressions, among which we may choose later,
λ1,2
= 1
2
{
σ 21 + σ 22 ±
√
(σ 21 + σ 22 )2 − 4σ 21 σ 22 (1− ρ2)
}
= 1
2
{
σ 21 + σ 22 ±
√
(σ 21 − σ 22 )2 + 4σ 21 σ 22 ρ2
}
= 1
2
{
σ 21 + σ 22 ±
√
(σ 21 + σ 22 )2 − 4σ 21 σ 22 sin2 ψ
}
= 1
2
{
σ 21 + σ 22 ±
√
(σ 21 − σ 22 )2 + 4σ 21 σ 22 cos2 ψ
}
(3.6)
where we have taken the liberty of introducing an auxiliary angle ψ by setting ρ = cosψ for later use. Let us call ψ the
correlation angle. From (A− λI)x = 0 we obtain the eigenvectors by the usual Gauss elimination procedure:
x1 =
[ −2σ1σ2 cosψ
(σ 21 − σ 22 )−
√
(σ 21 − σ 22 )2 + 4σ 21 σ 22 cos2 ψ
]
,
x2 =
[ −2σ1σ2 cosψ
(σ 22 − σ 21 )+
√
(σ 21 − σ 22 )2 + 4σ 21 σ 22 cos2 ψ
]
.
(3.7)
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We could also nowwrite down their norm expressions to normalize x1 and x2 for insertion into (2.2), but in accordance with
our earlier remark in Section 2, we may wait to normalize, perhaps more advantageously, until later.
Proceeding to the weighting factors in (2.2), the first weighting factor (multiplying the normalized eigenvector x2 of the
smallest eigenvalue λ2) is the square root of
λ1
λ1 + λ2 =
1
2
σ
2
1 + σ 22 +
√
(σ 21 + σ 22 )2 − 4σ 21 σ 22 sin2 ψ
σ 21 + σ 22

= 1
2
1+
[
1−
(
2σ1σ2
σ 21 + σ 22
sinψ
)2]1/2
= 1
2
{
1+ [1− cos2 φ(A0) sin2 ψ(ρ)]1/2} . (3.8)
In (3.8) we have inserted the operator turning angle φ(A0) where A0 denotes the financial situation with no correlation
present, i.e., for the matrix (3.3) with ρ = 0. In (3.8) we have also reminded the reader thatψ is the ordinary trigonometric
correlation angle ψ = ψ(ρ) defined by ρ = cosψ for the model that we started with, with general correlation ρ.
In like manner we find the second weighting factor in (2.2) to be the square root of
λ2
λ1 + λ2 =
1
2
{1− [1− cos2 φ(A0) sin2 ψ(ρ)]1/2}. (3.9)
So now we have all the ingredients needed to write down the two maximally turned antieigenvectors x±, given our choice
of the norm ‖x1‖ = ‖x2‖ size.
We nowwish to use Lemma 1 to observe an interesting geometric identity implicit within the expressions (3.8) and (3.9).
Lemma 4. For any covariance matrix A as in (3.3),
cosφ(A) = cosφ(A0) sinψ(ρ). (3.10)
Proof. Equate the weighting factor expressions (2.5) and (3.8) and use the resulting algebraic cancellations and the fact that
sin2 φ(A) = 1− cos2 φ(A). 
Lemma 4 trigonometrically relates the operator trigonometry of the correlated quantos model to the uncorrelated
quantos model. Our chief interest in this paper in Lemma 4 is for its further use in this paper. However, covariance matrices
A as in (3.3) occur in a number of situations in statistics and multivariate analysis, so we expect Lemma 4 to be applicable
elsewhere.
Now thatwehave the operator trigonometry for this quantosmodel, canwe see any financial interpretations that itmight
bring out? Without committing completely to this question, nonetheless let us try. A hint may be found in the discussion
of [8] in which one performs a change of measure to put the model (3.2) into a martingale formulation. We recall that this
allows you to then properly price your quanto option, assuming a no-arbitrage market. The procedure changes the drift
terms to zero and results in [8, p. 125] a different stock price representation
St = S0 exp
(
σ1W˜1(t)+
(
u− ρσ1σ2 − 12σ
2
1
)
t
)
. (3.11)
We ignore the discount-variance term u−σ 21 /2 and notice the interesting drift term−ρσ1σ2. As pointed out in [8], this key
term stops the dollar-discounted stock price from being a Q -martingale, with the sole exception being when the correlation
value ρ = (u−r)/σ1σ2. For all other values of ρ, the dollar valued stock is not tradable, under the usual market no-arbitrage
assumption. Said another way, for all of those values, you are vulnerable to arbitrage.
Furthermore, as explained in [8], once we have performed this (commonly called, Girsanov) change of measure to
martingale representation, we may then ‘‘price up our quanto options’’. Letting F be the local currency forward price ST
of St at the maturity time T , one arrives (under some reasonable assumptions) at the quanto Forward price
FQ = F exp(−ρσ1σ2T ). (3.12)
A number of interpretations then follow. For example, the quanto Forward price is greater than the simple Forward price
iff the correlation ρ is negative, and perfect negative correlation ρ = −1 makes a win–win situation inevitable. In our
operator-trigonometric formulation of Proposition 3, that financial situation corresponds to maximal covariance matrix
angle φ(A).
The above-described importance of the drift term −ρσ1σ2 makes us notice that it is the first component of our
eigenvectors x1 and x2 as expressed in (3.7). To sharpen the financial connection to our operator trigonometry, that suggests
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that we now choose to normalize x1 and x2 in an appropriate operator-trigonometric way, notably, to further scale the (3.7)
expressions by (σ 21 + σ 22 )−1. Then the first eigenvector x1 in (3.7) rescales to
x1 =
−
2σ1σ2 cosψ
σ 21 + σ 22
σ 21 − σ 22
σ 21 + σ 22
−
[
(σ 21 − σ 22 )2
(σ 21 + σ 22 )2
+ 4σ
2
1 σ
2
2 cos
2 ψ
(σ 21 + σ 22 )2
]1/2

=
[− cosφ(A0) cosψ(ρ)
sinφ(A0)− [1− cos2 φ(A0) sin2 ψ(ρ)]1/2
]
=
[− cosφ(A0) cosψ(ρ)
sinφ(A0)− sinφ(A)
]
. (3.13)
We have used Lemma 4. Similarly x2 scales to
x2 =
[− cosφ(A0) cosψ(ρ)
sinφ(A0)+ [1− cos2 φ(A0) sin2 ψ(ρ)]1/2
]
=
[− cosφ(A0) cosψ(ρ)
sinφ(A0)+ sinφ(A)
]
. (3.14)
If one then wishes to know their norms in order to divide by them to render the antieigenvectors x± of (2.2) both of norm
one, one easily verifies, again using Lemma 4,
‖x1,2‖2 = cos2 φ(A0)[cos2 ψ(ρ)− sin2 ψ(ρ)] + sin2 φ(A0)+ 1∓ 2 sinφ(A0) sinφ(A), (3.15)
where the− goes to x1 and the+ to x2.
Let us summarize the above discussion and details in a general way as follows.
Proposition 5. The key drift term ρσ1σ2 in the quantos cross-currency pricing model, which arises in the change of measure to
martingale representation, and also in the quanto Forward price, has (scaled) operator-trigonometric meaning
ρσ1σ2
[
2
σ 21 + σ 22
]
= cosφ(A0) cosψ(ρ) = cosφ(A) cotψ(ρ). (3.16)
Here φ(A0) is the operator angle of the uncorrelated quanto model, φ(A) is the operator angle of the full quanto model, and
ψ(ρ) = cos−1 ρ is the scalar correlation angle. This key financial drift term also occurs in a natural way within A’s eigenvectors
and antieigenvectors.
As two final comments, recall as we mentioned earlier that the key drift term ρσ1σ2 in (3.16) must attain the particular
value ρσ1σ2 = u− r if the quantos were to be perfectly nonarbitrageable. We may think of u as the Sterling treasuries rate
and r as the Dollar treasuries rate, if we use the example of [8]. Thus, albeit somewhat indirectly, we may see from (3.16)
that the attainment of a no-arbitrage market condition is equivalent to exactly the ‘right’ operator angle φ(A). Second, and
this is a technical detail, the scaling factor 2(σ 21 + σ 22 )−1 in (3.16) is exactly the value of the minimizing  in the expression
(2.3) for sinφ(A0); see [1,2].
4. Spread options for multi-asset pricing
Howwe follow the treatment of [9]. There spread options as general speculation devices and risk management tools are
overviewed. Generally, a spread between two asset prices S1(t) and S2(t) is the price (or value, in the case of real options
such as gold mines, etc.) difference
S(t) = S2(t)− S1(t), t = 0. (4.1)
A common example is hedging in terms of linked Calls and Puts. In [9, Section 3.3] the Black–Scholes and geometric Brownian
motion models are recalled. For quick introductory treatments of the Black–Scholes partial differential equation for option
pricing, see [8, p. 95], or see our book [13] and the literature citations there. As is well known, hedge funds comprise a huge
industry. Basically, one can price options either with partial differential equations or with binomial/trinomial trees. The
latter require less mathematical sophistication and are more easily understood and implemented. Furthermore, and this is
a central point made throughout the treatment in [9], binomial or trinomial trees are intuitively very close to the stencils
that arise when one finite differences a partial differential equation (e.g., see [13]).
In the following, we wish to use [9] to extract from it a financial formulation that turns out to be related to our treatment
of quantos in the previous section. In such a way, we will augment what we did there with a more general situation. To that
end, we turn to [9, p. 644], where two assets S1(t) and S2(t) are modelled by
Si(t) = Si(0) exp
[
µit − 12σ
2
i t + σiWi(t)
]
. (4.2)
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Here the Brownian motions are linked by the cross-correlation expected value E{W1(t)W2(t)} = ρt . The basic idea is then
to discretize the mean-zero Gaussian vector (σ1W1(t), σ2W2(t))T with covariance matrix
Σ =
[
σ 21 ρσ1σ2
ρσ1σ2 σ
2
2
]
. (4.3)
The approach of [9], said there to be inspired by a banking industry report [14], is to first perform a singular value
decomposition
Σ =
[
cos θ − sin θ
sin θ cos θ
] [
λ1 0
0 λ2
] [
cos θ − sin θ
sin θ cos θ
]T
(4.4)
Then one discretizes the vector (σ1W1(t), σ2W2(t))T, using standard central differencing. The result is the interesting
numerical stencil
1
36
[1 4 1
4 16 4
1 4 1
]
. (4.5)
The precise values in this stencil come from assigning the probabilities (1/6, 2/3, 1/6) to a centered difference. For a
comparable stencil-finding exercise, see [13, p. 313], where we compute the more standard nine-point stencil for the
Laplacian operator.
What particularly interests us is the angle θ of the singular value decomposition (4.4). The unitary matrix U in that
decomposition,Σ = U
[
λ1 0
0 λ2
]
UT, strikes one as very nice indeed, since the two eigenvectors which comprise its columns
are just [cos θ, sin θ ]T and [− sin θ, cos]T. So what is that angle θ , defined in [9] as
θ = arctan
(
λ1 − σ 21
ρσ1σ2
)
? (4.6)
Note thatΣ is the same as our matrix A of (3.3). So all of our operator-trigonometric analysis in Section 3 applies here as
well. Motivated by that previous analysis, we rescale numerator and denominator of the θ expression in (4.6) to obtain the
expressions
tan θ = λ1 − σ
2
1
ρσ1σ2
= 2
[
λ1 − σ 21
σ 21 + σ 22
]/[
2σ1σ2 cosψ
σ 21 + σ 22
]
= sinφ(A)− sinφ(A0)
cosφ(A0) cosψ(ρ)
, (4.7)
in which we have used some of our computations and results from Section 3. The representations of tan θ in (4.7) are
sufficient for stating the following.
Lemma 6. We may rescale our eigenvector x1 of (3.7) of the quantos pricing model [8] to be either of
x1 ∼
[
1
tan θ
]
∼
[
cos θ
sin θ
]
, (4.8)
where θ is the angle of the unitary rotation matrix in the singular value decomposition (4.4) from the asset spread model [9].
Proof. As we did in Section 3, one rescales x1 from (3.7) to x1 in (3.13). The top component of x1 in (3.13) we then recognize
to be the denominator in the first expression for tan θ in (4.7). A couple of other obvious rescalings then put tan θ into the
second component of x1 in (4.8). 
We recognize that one can always rescale a nonzero component of an eigenvector to be ‘anything’. However, the point
of Lemma 6 is that when we look at our expression (4.7), we see that the (second) numerator of tan θ is exactly the second
component of our eigenvector x1, and the (second) denominator is exactly the first component of x1. One next asks, is
eigenvector x2 of (3.13) similarly related to this angle θ? But this is now clear. Thematrix A of (3.3) satisfies A2 = ATA = AAT
and we know that the columns of U are exactly the eigenvectors of AAT = A2. Because A is symmetric, A2 has the same
eigenvectors as A. Hence the second column of U must be a rescaled x2. In other words, up to rescalings, we must have
x2 ∼
[− sin θ
cos θ
]
∼
[
1
− cot θ
]
∼
[
tan θ
−1
]
. (4.9)
Although one could verify the details of this fact by directly working from the expression for tan θ in (4.7), there is a quicker
way. We just compute the inner product
[1, tan θ ]
[
tan θ
−1
]
= 0 (4.10)
and know immediately that (4.9) is true by orthogonality.
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In retrospect, it was good that we did not use a singular value decomposition in Section 3 because we would not have
seen all the operator trigonometry. Let us summarize as follows, stating everything in terms of A, A0, and ρ from Section 3.
Proposition 7. The unitary rotation angle θ(U) of the singular value decomposition (4.4) of A, the operator turning angle φ(A0),
the correlation angleψ(ρ), and the full operator turning angleφ(A), are in an intimate natural intertwined four-way relationship,
linked by natural operator-trigonometric rescalings which involve in an essential way the key change-of-measure-to-martingale
drift term ρσ1σ2.
5. Portfolio rebalancing under stochastic interest rates
In [10] we find a study of continuous rebalancing for dynamic portfolio optimization under a mean variance criterion.
The interest rate is assumed to follow a mean reverting Ornstein–Uhlenbeck process and the stock price dynamics depends
on the interest rate. The setting is thus that of Markowitz portfolio risk analysis combined with Vasicek theory for risk
premiums. There emerges [10, p. 103] an instantaneous variance–covariance matrix
Γ =
[
σ 21 + σ 22 σ2σK
σ2σK σ
2
K
]
. (5.1)
Before we continue, let us understand financially the entries in Γ .
One has assumed a portfolio of three securities: stocks, bonds, and cash. The stock fund is assumed to follow a stochastic
process
dSt/St = (r(t)+ θs)dt + σ1dz + σ2dzr (5.2)
where r(t) is an instantaneous stochastic riskless interest rate process
dr(t) = ar(br − r(t))dt − σrdzr . (5.3)
In (5.2) and (5.3) dz and dzr are orthogonal standard Brownian motions. The bond fund follows a stochastic process
dBt/Bt = (r(t)+ θK )dt + σKdzr (5.4)
which is assumed to be continuously rebalanced to maintain a constant maturity date K over the period 0 5 t 5 T . The cash
fund is essentially just a time value of money process, e.g., a money market fund
dMt/Mt = r(t)dt. (5.5)
The θS and θK are constant risk premiums of the stock and bond funds, respectively. For more financial formulation details,
see [10].
We are going to focus primarily on the matrix Γ of (5.1). The σ1 and σ2 volatilities come from the stock fund (5.2) and
the σK volatility comes from the bond fund (5.4). The σr volatility of the interest rate process (5.3) does not appear directly
in (5.1) because it is related [10, p. 103] to σK and K according to Vasicek theory and by an assumption of constant market
price of stock market risk.
We like (5.1) because again, it is a symmetric positive definite matrix. Let us inquire into its operator trigonometry. From
its characteristic polynomial
det(Γ − λI) = λ2 − (σ 21 + σ 22 + σ 2K )λ+ σ 21 σ 2K (5.6)
we have immediately
cosφ(Γ ) = 2σ1σK
σ 21 + σ 2K + σ 22
(5.7)
which gives us Γ ’s operator-trigonometric maximal turning angle φ(Γ ). Straightforward computation from (5.6) gives Γ ’s
eigenvalues
λ1,2 = (σ
2
1 + σ 2K + σ 22 )
2
{
1±
[
1− 4σ
2
1 σ
4
k
(σ 21 + σ 2K + σ 22 )2
]1/2}
= 1
2
tr(Γ )
{
1± [1− cos2 φ(Γ )]1/2}
= 1
2
tr(Γ ) {1± sinφ(Γ )} . (5.8)
Notice that the last expression in (5.8) also corresponds to obtaining sinφ(Γ ) from (2.4), once the eigenvalues are known.
We may also write sinφ(Γ ) in a complete ‘trace-like’ form
sin2 φ(Γ ) = ((σ1 − σK )
2 + σ 22 )((σ1 + σK )2 + σ 22 )
(σ 21 + σ 2K + σ 22 )2
. (5.9)
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Continuing, for the eigenvectors, direct computation as in Section 3 gives
x1,2 =
[ −2σ2σK
(σ 2K − σ 21 − σ 22 )∓ [(σ 21 + σ 22 + σ 2K )2 − 4σ 21 σ 2k ]1/2
]
. (5.10)
We have used the same scaling trick after the Gauss procedure that we used in Section 3, i.e., one lets the first component
be−2σ2σK to get (5.10). From the above ingredients we also have in principle the two antieigenvectors x± from (2.2).
We observe that the operator trigonometry of Γ is a bit more complicated than that of A andΣ of Sections 3 and 4. The
σ2σK first component of the eigenvectors (5.10) is not immediately compatible with the operator cosine (5.7). Generally, we
can say that the stochastic couplings (5.2) and (5.4) of the stock and bond portfolio processes to the interest rate process
(5.3) via the volatilities σ1 and σK appear to create this more complicated operator-trigonometric turning geometry. Still,
we could mimic the details of Sections 3 and 4, but that seems repetitive here.
Because the volatility σK importantly couples bond yields to the interest rates, as it should, it would appear to be the
more essential ingredient of the model. If we would like to simplify the model, then one might think of dropping the σ2
coupling to interest rate stochasticity in the stock price process (5.2). This makes the operator cosine (5.7) simpler, but then
Γ is diagonal with obvious operator trigonometry.
Let us therefore delve a little deeper into [10]. A main financial point there is to optimize the portfolio according to the
criteria of maximizing logarithmic utility; see [15] for more general background. This leads to the need to solve the linear
system h = Γ −1θ for optimal weights h. This system and its solution are (we have consolidated some details here)
[
hS
hK
]
=

1
σ 21
−σ2
σKσ
2
1−σ2
σKσ
2
1
σ 21 + σ 22
σ 2Kσ
2
1
[θS = σ1λ+ σ2λrθK = σKλr
]
=

λ
σ1−λσ2 + λrσ1
σ1σK
 . (5.11)
Some of the details may be found in [10] or in previous papers by those authors cited there. Also it is easy to calculate Γ −1
from Γ , and to verify the solution (5.11). The drift parameter θK is the risk premium of the bond fund. The drift parameter
θS is the risk premium of the stock fund. Both depend fundamentally on the market price of interest rate risk λr , and θS
depends also on the market price of stock market risk.
There does not seem much more for us to do here, but we do feel it is worthwhile to make the following point.
Proposition 8. Should one wish to further analyze the system (5.11) operator-trigonometrically to determine the geometric
behavior of solutions, e.g., as related to the matrix Γ −1, the operator trigonometry is already available from our considerations
above.
Proof. Lemma 2 and the discussion following it. 
We perhaps should add one cautionary comment. Although a matrix Γ and its inverse Γ −1 have the ‘same’ operator
trigonometry, antieigenvectors do not map to antieigenvectors. However, we do know them, by Lemma 2. Thus we know all
of Γ −1’s operator trigonometry, independent of solving (5.11). A good discussion of related numerical implications of this
property may be found in [16].
6. American options with random volatility
The American put option exercise boundary is treated in [11] under the more realistic assumption of nonconstant
volatility parameter. For American options, in which one can choose to exercise the option at any time up to the expiry date
T , a free boundary problem appears. This boundary is called the exercise boundary. Generally, it is not known in explicit
analytic form, but a key notion is that of the high-contact (also called: smooth fit) condition: the delta δV/δS must be−1 at
this free boundary. Here S is the asset price and V is the American put option value. Such regularity issues of the exercise
boundary when the volatility parameter is itself a stochastic process are studied in [11]. For more information about the
Black–Scholes high-contact condition, see [17].
In [11] the stochastic price process St for the asset and the random volatility process σt are coupled via the stochastic
differential system
dSt/St = µ(t, St , Yt)dt + σ(Yt)
[√
1− ρ2(t, Yt)dW St + ρ(t, Yt)dW σt
]
dYt = η(t, Yt)dt + γ (t, Yt)dW σt
(6.1)
where the Wt are Brownian motions, σt = σ(Yt) is the Markov volatility process of the asset St , ρt = ρ(t, Yt) is the
instantaneous correlation process between St and σt ,−1 5 ρt 5 1, and ρt is assumed to be independent of the asset price
St . From these and some other technical assumptions, one writes down the dispersion matrix
Σt =
[
σ(Yt)
√
1− ρ2(t, Yt) σ (Yt)ρ(t, Yt)
0 γ (t, Yt)
]
, (6.2)
382 K. Gustafson / Journal of Multivariate Analysis 101 (2010) 374–384
from which
At = ΣtΣ∗t =
[
σ2 γ σρ
γ σρ γ 2
]
, (6.3)
in which we have suppressed the dependencies on Y (t) and t . The µ and η drift terms in (6.1) disappear under a Girsanov
change to equivalent martingale measure, and by a change of variable x = ln S, one arrives at a uniformly elliptic operator
with the Amatrix of (6.3) as its coefficientmatrix. This is the key step in proving the high-contact condition in [11]. Although
our interest here is not with the technicalities of the high-contact condition, let us just note that what is proven in [11] is
the high-contact condition relative to St and Yt axes, rather than the more standard Black–Scholes axes St and t .
Here, we may turn our interest to the uniformly elliptic partial differential equation coefficient matrix A. Immediately
we have its operator trigonometry, by comparison to the matrix A of Section 3.
Proposition 9. By the comparison of (6.3) to (3.3), namely,[
σ 2 ρσγ
ρσγ γ 2
]
∼
[
σ 21 ρσ1σ2
ρσ1σ2 σ
2
2
]
, (6.4)
one may write down the full operator trigonometry of this section from that of Section 3, via the symbol replacement γ ∼ σ2. Of
course the parameter, stochastic, and financial model meanings are quite different.
We omit the consequent detailed expressions: note that all of the expressions (3.4)–(3.10) go through as before, with γ
replacing σ2. Also one could further develop the analogy of this volatility model to the quantos currency model of Section 3,
to bring out further financial interpretations of this random volatility model.
7. Risk measures
In this section we consider the important recent paper [12] in which a new approach for pricing and hedging in
incomplete markets is proposed and compared to other recent attempts to get good models for the incomplete market
situation. Here, we are venturing into somewhat uncharted territory, with respect to both financial instrument theory and
the operator trigonometry. As to the former, it is now recognized that the usual assumptions of complete markets and the
no-arbitrage assumption are suspect and do not really hold. Thus the study of riskmeasures for incompletemarkets is highly
topical in the financial engineering community. As to the operator trigonometry, it is fully developed for symmetric positive
definite matrices, but less so for general matrices. Thus, for both reasons, the reader may regard this section of this paper on
the operator trigonometry of multi-asset financial models as incomplete and preliminary. It may be viewed as an attempt to
encounter and see what might be needed in the future. Because the paper [12] touches onmany current financial modelling
issues, we will here just extract one incomplete market model from it.
Without further ado, let us then go to the example given in [12, p. 157]. The setting is a single-period continuous-state
economy with log-normal valuation test measures. One has a stock and a bond and a maturity date T . The stock currently
has value S0 and the unit bond has current value (i.e., already continuously discounted) e−rT . One tries two valuation test
measures. The first has effective rate of return µd < r (below market) and volatility σd > 0. The second has rate of return
µu > r (abovemarket) and volatility σu > σd. The first test measure represents an investor who evaluates wealth in dollars,
the second an investor who measures wealth in stock shares. After a few more risk modelling details, one arrives at a 2× 2
matrix of asset valuation test measure expectation-based outcomes
C =
[
S0e(µu−r)T S0e(µd−r)T
e−rT e−rT
]
. (7.1)
Consider a zero-cost trading strategy α = (α0, α1)with an initial portfolio balance
α0S0 + α1e−rT = 0. (7.2)
Then the product αTC is
αTC = α0S0(e(µu−r)T − 1, e(µd−r)T − 1). (7.3)
Because µu > r > µd, this payoff cannot be positive, no matter how you choose your zero-cost strategy. So the desired
NSAO (no strictly acceptable opportunities) condition holds. This and the fact the C is invertible guarantees the existence
of a unique representative pricing function (RSPF), which is then calculated in [12]. The result is a strategy α∗ = (α∗0 , α∗1),
calculation of which requires two Black–Scholes subcalculations. The resulting strategy is called ‘‘just acceptable’’.
The first point that wewish tomake here is that our operator trigonometry, as currently constituted, does not yet directly
apply to the outcomematrix C . Our theory applies to positive definite matrices, be they symmetric, or more generally, with
positive definite real part. The matrix C exhibits the other kind of matrix positivity, what one calls a positive cone map, or
you may view it more specifically as a matrix positive in the Perron sense: all the entries cij > 0.
I do have an operator trigonometry [18] for arbitrary invertible matrices, based upon the polar form representation such
matrices have: A = U|A|, where U is a unitary map and |A| is the absolute value operator for A, i.e., |A| = (A∗A)1/2. Of course
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I also considered at the time [18] to use the singular value decomposition for A, and one could do that, but the polar form
had some advantages. The resulting operator trigonometry for A is then essentially that of the symmetric positive definite
operator |A|. Let us compute C∗C for the outcomes matrix C in (7.1). We find
C∗C = e−2rT
[
S20e
2µuT + 1 S20e(µu+µd)T + 1
S20e
(µu+µd)T + 1 S20e2µdT + 1
]
. (7.4)
or
e2rTC∗C = 2
[
1/2 1/2
1/2 1/2
]
+ S20
[
(eµuT )2 eµuteµdT
eµuTeµdT (eµdT )2
]
. (7.5)
Wewrote (7.4) as (7.5) to bring out the first term, which singles out the Perron projector onto the span of the positive Perron
equiprobability vector, namely,
P = pp
T
pTp
=
[
1/2 1/2
1/2 1/2
]
, p = [1/2, 1/2]T. (7.6)
P is the rank one orthogonal projector onto the span of p. Although not an operator-trigonometric result, it may be of interest
for the treatment of similar incomplete market expectation-based outcome models to record this procedure here.
Proposition 10. The expression (7.5) represents a decomposition of the (highly incomplete) market model (7.1) into stochastic
and drift components.
One could further analyze this model trigonometrically. For example, one could calculate |C | from (7.4) and thereby get
the polar decomposition C = U|C | and then impose the extended operator trigonometry according to [18]. Like for (7.4),
one could calculate CC∗ and then, with (7.4), analyze the singular value decomposition of C . But this final example seems a
natural place to draw to a close this first inquiry into operator-trigonometric analysis ofmulti-asset financial pricingmodels,
inasmuch as it illustrates how much more is desired of the operator trigonometry when treating nonsymmetric financial
models. Also, there are many interesting further aspects of the risk measure models discussed in [12] that are beyond the
scope of this paper.
8. Conclusion and discussion
This is a first inquiry into operator trigonometries of financial instruments. It has revealed some interesting financial
operator trigonometries when the model matrices are symmetric positive definite, or if one is willing to go to symmetrized
versions such as singular value decompositions. The operator trigonometry as currently constituted is not yet ready for
application to general linear models.
In this paper we focused on two-factor models, which bring out the main issues, results, and interpretations. However,
one may in the same way treat n-dimensional multi-factor financial instruments and models, provided they be formulated
in terms of covariance-like matrices, or more generally, symmetric positive definite matrices. Then one will also have the
higher antieigenvalues (see [19,20])
µk = cosφk(A) = 2
√
λkλn−k+1
λk + λn−k+1 , (8.1)
their corresponding higher antieigenvectors
xk± = ±
(
λk
λk + λn−k+1
)1/2
xn−k+1 +
(
λn−k+1
λk + λn−k+1
)1/2
xk, (8.2)
and resulting critical (decreasing in size) turning angles φk(A). These entities play important roles in the applications of
the operator trigonometry to statistics [4–7], and we would also expect them to do so in multivariate finance. Possibly in a
successor paper we or others will pursue the details for sufficiently interesting financial instrument applications.
For general HJM complete market multi-factor matrices (e.g., see [8, p. 160]), the matrices often will more resemble
the nonsymmetric example that we gave in Section 7, and will therefore be less immediately amenable to operator-
trigonometric investigation. But we don’t want to sound too pessimistic because we believe that multivariate financial
models are sufficiently important to warrant further new geometrical investigation.
Most financial instrument pricing theory is based upon either utility theory [21], Black–Scholes theory [17], the more
recent no-arbitrage theory [22], or combinations thereof. The currency pricing quantos problem that we treated in Section 3
was based on no-arbitrage theory. The spread option pricing problem that we treated in Section 4 and the random volatility
problem that we treated in Section 6 were based on Black–Scholes theory. The optimal growth portfolio problem that we
treated in Section 5 was based on maximizing logarithmic utility. The risk measures analysis that we treated in Section 7
concerned pricing–hedging models intermediate between utility theory and no-arbitrage pricing theory.
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