Usually, subsoil data for groundwater models are generated from borehole data, using upscaling techniques. Since the assumed hydraulic properties for litho-classes in boreholes are uncertain, and upscaling may add inaccuracies, the groundwater model has to be calibrated. In this paper, a method is presented that uses a calibrated ground-5 water model to improve the quality of a hydrogeological model (layer thickness and hydraulic properties) as obtained from borehole data. To achieve this, all borehole data are defined by random variables and related to aquifer and aquitard properties at the same support as the groundwater model, using complete probability density functions. Subsequently, the calibrated parameter values of the groundwater model are assumed 10 to be the truth and are used to find the most likely combination of layer thicknesses and hydraulic conductivities for the lithological layers making up the aquifer or aquitard. The presented example is an application of the proposed method to aquitards. Nevertheless, the method can be applied to aquifers as well. The analysis of the results gives rise to the discussion about the correctness of the hydrogeological interpretation of the 15 borehole data as well as the correctness of the calibration results of the groundwater flow model. In order to make the problem tractable, computationally feasible, and avoid assumptions about the distribution form, piecewise linear probability density functions are used, instead of parametrized functions.
Introduction

20
A clear understanding of the subsoil is important when building hydrogeological and groundwater models. Because the subsoil is generally sparsely observed, only limited information is available about its properties. Building a hydrogeological model of the subsoil is therefore a challenging task with many uncertainties. Identification of deposits with distinct hydraulic properties, at observed and unobserved locations, is vital for the 25 creation of such a model (e.g., Nilsson et al., 2007; Rogiers et al., 2014) . Hydrogeolog-4192 Discussion Paper | Discussion Paper | Discussion Paper | Discussion Paper | ical models are usually based on borehole descriptions, where the hydraulic properties at the level of litho-layers are described. The thickness of these litho-layers is generally in the order of centimeters to meters. The information from the borehole data has to be interpolated to arrive at spatial fields of hydraulic parameters, such as conductivity or resistance. As a result of the heterogeneity of the subsoil, the effective conductiv-ity of the model grid cells are scale-dependent. The upscaling of the borehole data to model data is therefore a process of major importance and has to be applied carefully. A vast amount of literature is available on this topic (e.g., Dagan, 1986; Noetinger et al., 2005; Sanchez-Vila et al., 2006; Fiori et al., 2011) . In a dynamic groundwater model, the spatially distributed parameter values of the model-layers are adjusted to fit 10 the observed groundwater heads in space as well as in time (e.g., Zimmerman et al., 1998; Valstar et al., 2004; Carrera et al., 2005; Hendricks Franssen et al., 2009; Hoteit et al., 2012) . However, these describe the adjustments of the conductivity and resistance of the model-layers. Most calibration procedures do not guarantee adjustments that are plausible (or even feasible) from a geological point of view. In principle, the 15 adjustment of the model-layers properties of the groundwater model holds information on how to adjust the hydraulic properties and thickness of the litho-layers and reduce the associated uncertainty.
The aim of this study is to find the most likely (hydro)geological representations of the subsoil by using results from a calibrated groundwater model. These improvements 20 include the litho-layer thickness and conductivity for each model grid cell.
In this study, a readily calibrated groundwater model, namely the Azure groundwater model (de Lange and Borren, 2014) , is used. Although we realize that the calibration might be influenced by misconceptions and sparsely distributed data, and therefore is subject to uncertainty itself, for now we assume that the calibrated aquifer or aquitard 25 properties represent the true parameter values. The subsoil parameterization of the Azure model is mainly derived from the data of the REGIS information system (Vernes et al., 2005; Vernes and van Doorn, 2006) . This REGIS system contains interpreted borehole descriptions, and a hydrogeological model. In this hydrogeological model, the 4193 Discussion Paper | Discussion Paper | Discussion Paper | Discussion Paper | litho-classes, as recognized in the borehole descriptions, are assigned to layers with mainly high conductivity deposits (aquifers) or low conductivity deposits (aquitards). The conductivity of each litho-class is defined by a PDF which is spatially uniform. The PDF of the horizontal and the vertical conductivity are both defined. Beside the borehole information, also knowledge of geological processes is used to define the 5 extent of the hydrogeological layers. The hydrogeological model of REGIS is defined on a scale suitable to the needs of the groundwater modeler. More specific, the support scale of the parameters conductivity and resistance in Azure and REGIS are the same. The connection between the hydrogeological model layers of REGIS and the groundwater model layers of Azure is known. This is an important requirement of the 10 proposed method. On one hand, the litho-class parameters, the layer thickness and conductivity, are described by their respective PDFs. On the other hand, the calibrated groundwater model parameters are assumed to be the truth. The presented method returns the most likely conductivities and thicknesses of the litho-layers, given the prior statistics of the litho-layers and the calibrated dynamic groundwater flow model. Since
15
we assume the calibrated values being the truth, the thickness and properties of the litho-layers exactly match the calibrated values of the model. The support scale of the final results is horizontally equal to the groundwater model scale. Vertically, the results are translated to the litho-layers.
With the proposed method, effects of prior assumptions concerning the litho-layers 20 can be analyzed, and discrepancies between the geological and hydrological interpretation of the subsoil become clear. These discrepancies show up as very unlikely values of the litho-class thickness or conductivities, or unlikely combinations of these parameter values. Herewith, our method not only yields the most likely litho-layer properties, it may also serve as a communication tool between the geologist and the groundwater 25 modeler as well. This paper is organized as follows. In Sect. 2 the methodology is described, which, in this paper, focuses on the resistance of aquitards. In Sect. 3 the study area and the data used are presented. The results are presented in Sect. 4. In Sect. 5 the method is discussed and conclusions are drawn.
Methodology
Update algorithm
The proposed method is applicable to the vertical resistance of an aquitard as well as 5 to the transmissivity of an aquifer. In this paper, we focus on the vertical resistance of aquitards.
The vertical resistance of a litho-layer can be derived from observations of the layer thickness and the vertical conductivity of the deposits. These observations always yield uncertain parameter values and they might not be representative for the required model 10 scale. In the REGIS information system (Vernes et al., 2005; Vernes and van Doorn, 2006) these observations are up scaled to be representative for groundwater models such as Azure. The uncertain parameters are treated as random variables described by their probability density functions (PDF). In this paper, all random variables (RV) are described by piecewise linear PDFs (Kaczynski et al., 2012; Vander Wielen and 15 Vander Wielen, 2015) from which all calculations can be performed independent of the type of distribution assumed.
Since the resistance depends on the vertical conductivity and the thickness of the litho-layer, we need the PDF of both. The PDFs of the vertical conductivity are available from earlier studies and, in the Netherlands, supplied by the REGIS information system.
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The full PDF of the thickness can not be obtained from existing data bases. In practice, often only the mean or mode of the distributions is used to represent the layer thickness. In our method we need the full PDF. In Sect. 2.4 we describe how we obtained the PDFs of the litho-layer thickness.
Let the value of the vertical resistance of an aquitard at grid block u (c m (u)) be the brated groundwater model Azure (de Lange and Borren, 2014) . This calibrated resistance is assumed to be the best estimate of the vertical resistance of the model-layer given the observation data used for the calibration. In this study, no uncertainty of the calibrated groundwater model is included, so c m (u) is treated as a deterministic parameter. Furthermore, in accordance with REGIS, we assume that the PDF of the hydraulic 5 conductivity for a given litho-layer does not change in space.
The vertical resistance of a litho-layer is calculated as
where C is the vertical hydraulic resistance, D is the layer thickness, K the location independent vertical hydraulic conductivity, l the litho-class, and u denotes the location.
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The variables C, D, and K are RVs with D and K assumed statistically independent. This independence assumption is reasonable since the study area is relative small with a deposition of sediment under similar geological circumstances. However, a result of the proposed method in a larger study area may give rise to revise this assumption. Subsequently, the total aquitard resistance is defined as a summation of the resistance 15 of all litho-layers as
where n is the number of litho-classes in the aquitard. The summation of a subset of l litho-classes can be written as
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With expressions Eqs. (1) and (2) Figure 1 shows the connection of the joint PDF (Fig. 1a) with the probability density function (Fig. 1b) , and the maximum likelihood function (MLF) (Fig. 1c) . The derivation of the calculations of the MLF, using piecewise linear PDFs, is given in Appendix A. For easy reading of the graphs, the relative probability densities are presented for the joint PDF and the MLF, that is, all depicted densities are propor-5 tional to the maximum density of the joint PDF. As an example, the vertical resistance C = 30 900 d is shown. The integration of the densities along the gray line C = 30 900 d is the probability density of the PDF for this C value. The corresponding cumulative probability is calculated through the integration of the densities in the shaded area. The function value for the MLF for the same line is the maximum joint density value 10 found at this line. The dashed black line shows the path of the MLF in the joint PDF. This curve intersects every line of constant C value at its maximum density value. Figure 1c shows the complete MLF. Figure 1a shows only a part of the complete joint PDF, therefore the line of the MLF runs out of sight at the upper edge. The discussed functions are all described piecewise linear, therefore the function values are calculated for 15 a discrete number of C values (gray lines). Because of this piecewise linearity, no analytical solution is available to find the most likely marginal layer thicknesses (d l (u)) and conductivity values (k l (u)). Since it is hardly possible to find the ML values in such 2n-dimensional joint PDF simultaneously, a stepwise algorithm is performed using 2-dimensional joint functions at a time. Firstly, 20 for each litho-class l the MLF of the vertical resistance C l (u) is calculated (Eq. 1), using the PDFs of D l (u) and K l as the marginal distributions. Secondly, all vertical resistances are summed step by step (Eq. 3), using the MLFs of the former steps as the marginal distributions. Finally, the most likely marginal values are determined, in the reverse order of former steps, starting with the joint distribution C n (u) + C 1...n−1 (u) 25 conditional to c 1...n (u) = c m (u). Where in Eq. (1) K l is location independent, the most likely value k l (u) depends on location u since C l (u) is location dependent.
With this method, a multidimensional joint PDF can successively be evaluated to find the ML values of all marginal distributions. 
Assessment of prior uncertainty per grid cell
The update algorithm, as described in the former section, needs for each litho-class the PDFs of the layer thickness and the conductivity at each grid cell. In the information system REGIS, a PDF of the hydraulic conductivity is assigned to each litho-class, independent of the spatial coordinates. So everywhere in the subsurface where a particular 5 litho-class exists, the probability distribution of the hydraulic conductivity is assumed to be known. Therefore, only the PDFs of the layer thickness for each litho-class have to be spatially predicted. This spatial prediction is performed by using ordinary kriging (OK). For every litho-class in the study area, a semi-variogram model for the litho-layer thickness is estimated. Since layer thicknesses are greater than or equal to zero, the 10 interpolation method must account for this (Tolosana-Delgado and Pawlowsky-Glahn, 2007) . In Sect. 4.4, several interpolation options are evaluated to select the most appropriate ones, concerning the observed data.
Using kriging interpolation, the estimation of the interpolated thicknessD(u 0 ) at the unobserved location u 0 writes (Isaaks and Srivastava, 1989, p. 282 )
where n is the number of observations, λ α are the kriging weight factors, and D(u α ) are the observations at the locations u α . Usually, the observations D(u α ) are treated as scalar values. In this study, D(u α ) is the complete PDF of the layer thicknesses, described as a piecewise linear PDF. This method yields a PDF of the interpolated 20 litho-layer thicknessD(u 0 ). Subsequently, the PDF of the interpolation (D(u 0 )) and the PDF of the interpolation error are added to achieve a PDF containing all uncertainties. In previous work, this method is described in detail (in preparation for publication). Generation of the PDF of the litho-layer thickness of the observations is described in Sect. 2.4
Ordinary kriging (OK) tends to generate negative weight factors, beside the positive ones, when the spatial distribution of the observations is somehow unbalanced around the estimation location, known as the screen effect. Apart from the physical meaning of negative weight factors, this influences the interpolated result (Goovaerts, 1997, p. 176) . To avoid this, the kriging algorithm is modified as described by Deutsch (1996) .
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Herewith, the observation location with the most negative weight factor is removed from the subset of locations for the current kriging location. This is repeated until no negative weight factors are calculated anymore, or until less than the required minimum number of observations is reached. In the latter case, a missing value is assigned to the corresponding kriged location.
Subsequently, the PDF of the vertical hydraulic resistance is obtained by division of the PDF of the interpolated litho-layer thickness by the PDF of the vertical hydraulic conductivity (Eq. 1). The PDFs of the vertical resistance of all litho-classes are added up which yields the PDF of the total vertical hydraulic resistance of the aquitard. For each grid cell these PDFs are subsequently processed with the maximum likelihood 15 algorithm, as described in Sect. 2.1, with the calibrated resistance c m (u) as parameter.
Data preparation
The described method needs complete borehole descriptions for a model-layer (aquifer or aquitard) at all borehole locations. Therefore, when a description is incomplete for a borehole, this borehole is neglected for that layer.
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Within the extent of the study area and within the considered model-layer, a limited set of litho-classes is found. Because of heterogeneity of the subsurface, not every litho-class is present at every borehole location. However, the absence of a litho-class in a certain borehole is an observation as well. Therefore, when a litho-class is absent in a borehole, it is added with a zero layer thickness. The assignment of the variance 25 to the layer thickness is described in Sect. 2.4.
A litho-class may appear multiple times within one model-layer in one borehole. The thicknesses and variances of all these occurrences are added to one thickness and 4199
Discussion Paper | Discussion Paper | Discussion Paper | Discussion Paper | variance before further processing. Consequently, the horizontal connectivity of individual litho-layers of a litho-class between boreholes is neglected.
Layer thickness uncertainty
The method presented in the former sections needs a quantification of the uncertainty of litho-layer thicknesses. However, no quantitative data about this uncertainty are avail-5 able. In this section, a method is described to provide all litho-layers of the borehole descriptions with an appropriate uncertainty. During drilling of a borehole, the measured layer thicknesses are always rounded off. This causes uncertainty in the layer thickness. The magnitude of the round-off error depends, for instance, on the drilling method and the way the borehole descriptions are 10 made. Therefore, it is likely that drilling methods which can distinguish the layers more accurately have a smaller round-off error than drilling methods with a lower accuracy. Reversing this reasoning it may be concluded that small round-off values give a more accurate layer thickness than large round-off values. The question is how to recognize the order of magnitude of round-off error in the borehole description data.
From the REGIS data base, about 475 000 litho-layer thicknesses of about 16 000 borehole descriptions are available. The remainder of all these thicknesses, when dividing by one meter, is calculated and shown as a cumulative distribution in Fig. 2 . From this figure, it can be seen that round off to one meter (remainder is 0) is done very often (44 %). Also round off to fifty (12 %), ten (30 %) and five (8 %) centimeters is 20 done more often than to one (6 %) centimeter. Truncation to a smaller value than one centimeter is not stored in the data base. The number of layers in each truncation class is counted after removing the layers counted in a higher truncation class (a class with a higher round-off value). Obviously, values of layers of a lower class often coincide with values of a higher class. This makes the above counting biased. Although this can be statistically corrected for the distribution as a whole, it can not easily be corrected for the individual layers. Therefore, no correction is applied and this error is accepted in the described method. 4200
Since no quantitative information is available about the uncertainty of the litho-layer thicknesses, an arbitrary choice has to be made. To justify the choice, a sensitivity analysis is carried out to test the performance of different options. These options include two types of distributions, and the magnitude of the variance. When the type of distribution is unknown, the normal distribution is usually a safe choice, because the 5 round-off errors may be assumed symmetric around zero. Since the normal distribution may yield negative layer thicknesses, the log-normal distribution is tested as well. The standard deviation for each litho-layer is linearly related to its truncation class value using a fixed factor for each standard deviation class (Table 1) . For the low standard deviation class this factor is 1/5, for the medium class 1, and for the high class 5.
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When a litho-class is observed absent in a borehole, it should get a thickness of 0 m. However, an expected thickness value of zero yields problems with the assignment of a PDF to this observation. When a normal distribution is chosen, the layer thickness will be less then zero with a probability of 0.5. With the choice of a log-normal distribution it is impossible to assign a variance greater than zero to the observation. Therefore, 15 a small positive value has to be chosen for the 0-thickness observations. The choice of an appropriate value is described in Sect. 4.3.
Study area and available data
The location of the study area is shown in Fig. 3 . The size of this area is 20 km × 25 km with a grid size of 100 m × 100 m. The used borehole data originate from borehole 20 descriptions as administered by the Geological Survey of the Netherlands and the hydrogeological interpretations as stored in the REGIS information system. In REGIS, litho-classes are assigned to all identified layers from every borehole. The definition of the litho-classes is based on lithological properties and lithostratigraphical units. Each litho-class is provided with two probability density functions (PDF) of the hydraulic con- and aquitards. These data are thus suitable to be used in numerical groundwater models. The data include layer depths, litho-classes, and hydrogeological units.
The calibrated layer properties (transmissivity and resistance values) originate from the Azure groundwater model, developed by Deltares, the Netherlands (de Lange and Borren, 2014) . This groundwater model is based on the hydrogeological model from 5 REGIS and therefore suitable to perform this study.
In this paper, we focus on the fourth aquitard in the Azure groundwater model. This aquitard is a high vertical resistance clay patch, surrounded by an area where the clay layer is thin or absent. This aquitard is found between 20 and 85 m below surface level. To meet the numerical requirements of the groundwater model, a minimum vertical 10 resistance of one day is used in the area where the aquitard is absent. The calibrated vertical resistance of the aquitard and the ratio calibrated/uncalibrated resistance are depicted in Fig. 4 . The aquitard consists of seven different litho-classes. The hydraulic properties of these litho-classes, as defined in REGIS, are shown in Table 2 . Not all litho-classes do 15 have characteristic properties for aquitards. The sand classes (EE-zf, EE-zm, UR-zg) have a much higher conductivity than the clay and peat classes. Since the deposits of these sand classes are embedded in low conductivity layers, they are part of the aquitard and modeled as such. Table 3 shows the variogram models for the litho-layers as derived from the borehole 20 data. The range of the variogram model of litho-class UR-zg could not be estimated, and is set to an arbitrary value of 400 m. The interpolation is performed using block kriging at a grid with 250 m wide cells and a block discretization of sixteen points. A minimum of four and a maximum of sixteen observations is used for each interpolation.
Results
Maximum likelihood results using calibrated resistance
The calibrated vertical resistance from the groundwater model is divided over the seven litho-classes, according to the method described in Sect. 2. The result is shown in Fig. 5 . The major part of the vertical resistance is assigned to the EE-k and EE-kz 5 litho-classes. As expected, the contributions of the litho-classes of coarser deposits to the total vertical resistance of the aquitard is small. The resistance assigned to these classes by the ML method appears to be low, compared to the clay deposits. Beside the high conductivity of the sediments, these sandy litho-classes exist only in a minority of the observations. This leads to thin litho-layers in the majority of the study area (Fig. 6 ),
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and thus a negligible contribution to the vertical resistance. Hereafter, we focus on the two most important litho-classes EE-k (clay) and EE-kz (sandy clay). Figure 7 shows the ML thickness of litho-classes EE-k and EE-kz compared to the mean values of the PDFs of the interpolation. As can be seen, the ML method is able to reduce the litho-layer thickness to negligible values in the area where the aquitard is 15 absent, whereas kriging interpolation results in more smooth patterns. The steep gradient of the layer thickness is more in agreement with the C values in the groundwater model as well as the geological understanding.
The ML method yields for each litho-class for each grid cell the most likely resistance, thickness and conductivity values. The position of these ML values in their prior prob-20 ability distribution can be indicated by the corresponding cumulative probability value. These cumulative probabilities of the litho-layer thickness, the vertical resistance, and the hydraulic conductivity of litho-class EE-k are depicted in Fig. 8 . The same data for litho-class EE-kz are depicted in Fig. 9 . The data of these pictures are generated using the aquitard resistance before and after calibration of the groundwater model.
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The uncertainties of the observations of the litho-layer thickness and the vertical conductance are all represented by PDFs. In Fig. 8 , for litho-class EE-k, and in Fig. 9 , for litho-class EE-kz, it can be seen that the cumulative probabilities of the litho-layer 4203 only the lower right corner shows some high values. However, in the calibrated case the majority of the values is far below 0.5. So calibration reduces the conductivity and increases the thickness of the litho-layers, compared to the uncalibrated case. The distribution of the vertical conductivity is described in more detail in Sect. 4.2.
Distribution of posterior conductivities
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The prior distributions of the litho-class conductivities, i.e. the distributions obtained from the REGIS system, represent the best estimates given the available hydrogeological knowledge. One goal of the ML method is to improve these distributions. The CDFs of the conductivity values of litho-class EE-k and EE-kz, as discussed in the former section, are shown in Fig. 10 . Herein, the prior conductivity distribution of the REGIS 15 system and the conductivity distributions based on the uncalibrated and the calibrated C values are depicted. In fact, these distributions are spatial frequency distributions of the ML values. Nevertheless, when applied to unobserved locations, these functions can act as a probability distribution. Hereafter, the distributions will be denoted by CDF or PDF.
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In the study area, the majority of the calibrated C values is higher than the uncalibrated values. Consequently, the corresponding conductivity values must be lower or the layer thickness must be higher for the calibrated situation compared to the uncalibrated one. From Fig. 10 it is clear that the conductivities from the calibrated case are much lower than the conductivities of the uncalibrated case. Only conductivity values 25 with a corresponding ML layer thickness greater than 0.05 m are used to create these CDFs. The presented conductivity distributions are derived at the scale of the used groundwater model. Since no full downscaling to core scale is applied, these CDFs are valid at this model scale and can not be used as core scale distributions.
The results are based on a small study area and can currently not be extrapolated to the whole REGIS database.
Sensitivity to prior layer thickness uncertainty
5
The observed litho-layer thicknesses of the available borehole data are expected to be uncertain, but the variance and distribution type are unknown. However, the proposed method needs probability distributions of these observations. As stated in Sect. 2.4, we tested the effect of several prior distributions to describe this thickness. The types of probability distributions tested are the normal and log-normal distribution. Both dis-10 tributions are tested with different values of the variance. The mean value of each distribution is set to the observed thickness.
For a given litho-layer the observations of the layer thickness fall into two groups: one with the observed litho-classes and one group with the litho-classes observed absent. These groups are denoted as observed-thickness and zero-thickness, respec-15 tively. Two characteristics of the PDFs are important when judging the usability, the probability of negative values and the width of the distribution. We defined the latter as the width of the 95 % probability interval, which is the distance between the 2.5 and the 97.5 % quantiles. In Table 4 , an example is shown of the effect of the standard deviation assigned to the group of observed-thicknesses. The mean value presented is 20 a round-off value as defined in Table 1 . When applied to the litho-layers, the observed litho-layer thicknesses are used as mean value for the PDFs. Table 5 shows the same information for the zero-thickness observations.
Interpolation of the litho-layer thicknesses are performed using the settings as described above. The normal distribution often yields negative ML thicknesses (column 25 percentile < 0) which makes this distribution unusable. Therefore, the log-normal distribution is used to describe the litho-layer uncertainty. In Fig. 11 , the effect of the different variance settings on the interpolation of litho-class EE-kz, using log-normal distribu-4205
Discussion Paper | Discussion Paper | Discussion Paper | Discussion Paper | tions, is shown. In this figure, the maps in each row are calculated using the same zerothickness variance. The maps in each column are calculated using the same observedthickness variance. The maps with high variance of observed-thickness (right column) show unlikely high variances at the area where this litho-class is present. Therefore, this variance setting is rejected. The difference between the low variance (left column) 5 and the medium variance maps (middle column) is not very pronounced. The major difference is the sensitivity to observations with a high variance. In the center of the medium variance map (middle column), one observation location yields a very high variance. In one borehole, the litho-layer of litho-class EE-kz is here described with forty-nine sub-layers of one meter each with each their own variance. After summation, 10 this yields a very high variance for this location. For further processing the medium variance is used. The lower-left and the upper-right corner of the study area are dominated by zerothickness observations. The variances shown in these areas of the low (upper row) and medium variance (middle row) are low compared to areas dominated by the observed-15 thickness locations. Therefore, the high variance settings (lower row) for the zerothickness observations are used for further ML analysis. Corollary, for further calculations the medium variance for the observed-thickness locations is used and the high variance for the zero-thickness locations.
Evaluation of kriging options
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Depending on the nature of the observed data, and the associated assumptions of the underlying random field model, the appropriate form of data-transformation and kriging is chosen before performing kriging interpolation. Herewith, a decision has to be made whether or not to perform a data transformation. Hereafter, the decisions made are justified.
Layer thicknesses are, obviously, required to be greater than or equal to zero. Therefore, not every PDF is appropriate to describe the uncertain thickness. In the kriging interpolation with uncertain observations, two parameters need to be assigned a prob-4206 ability density function: the observations of the layer thickness (former section), and the interpolation error. Usually, the interpolation error is assumed to be normal distributed. No accurate information is available about the true shape of these PDFs. Therefore, the performance of the use of normal and log-normal distributions was tested. Both distributions have their own deficiency, especially when the standard deviation is large 5 compared to the mean value. In that case, the normal distributions may yield negative thicknesses with too high probability, and the log-normal distribution may become very skewed. The latter is a disadvantage in finding representative ML values because of the difference between the mode and the mean of the distribution. Because of the potential negative values of the normal distribution, the log-normal distribution is tested 10 for the interpolation error as well. One way to avoid negative interpolated values is to transform the observations to their log values before interpolation, and back-transform them afterwards. Applied to block-kriging, the different way the block average is calculated has to be considered. When kriging the log-transformed values, the block average is the geometric mean, 15 kriging the non-transformed values yields the arithmetic mean. In Fig. 12 , a comparison is made between interpolation of the thickness PDFs and the log-transformed thickness PDFs. With both methods, the interpolated thicknesses close to the observations are quite in agreement with the observed values. However, at larger distance the difference between the two methods is larger, with interpolated thicknesses from 20 the log-transformed kriging being very low. From geological point of view this is not a feasible result. Even when the ranges of the variograms are increased, three times larger than derived from the data, the interpolated thickness remains much lower than presumed, given the observations. Thus the non-log-transformed kriging variant provides a better option. 
Discussion and conclusions
The implementation of the maximum likelihood (ML) method, in conjunction with kriging interpolation, appears useful in updating hydrogeological information from borehole data, with information derived from calibrated groundwater models. From the uncertain hydrogeological data, described by a multidimensional probability density function, the 5 most likely parameter values are derived given the information available from calibrated parameter values in groundwater models. The ML method is applied to layer thicknesses and vertical conductivities at litho-class support. Herewith, the most likely litholayer thickness and vertical conductivity values are obtained for the studied aquitard.
In the REGIS database the a priori probability distributions of the vertical conduc-10 tivity, for a given litho-class, are assumed location independent. The posterior distributions of the two most important litho-classes show much less variability than the corresponding prior distributions do. This can be expected as additional knowledge is added using results from a calibrated groundwater model. However, at this point this is yet not a reason to update the prior distribution in the REGIS database, because 15 the posterior distribution is based on a small study area, while the prior distribution is based on data from the whole data base. Moreover, it is not unlikely that the a priori distribution of the vertical conductivity of a litho-class is spatially varying. Subsequent application of this method to a larger area will give more certainty about this. The values of some parameters, obtained by the ML method, show a strong system-20 atic deviation from the prior distribution, with the majority of the values either lower or higher than the median of the prior distribution. In case of a data update the posterior distribution should of course divert from the prior distribution, but a strong systematic deviation may indicate errors, either caused by data errors or a wrong perception about the hydrological system. The proposed method can thus serve as a tool to guide the 25 discussion between experts from different domains.
With the described method, the ML values of the PDFs are derived for each layer separately, neglecting the thickness of adjacent layers. Obviously, it is not possible to change the thickness of a layer without affecting the thickness of the adjacent layers. The present study does not take this into account and only aims to describe a method to find the most likely combination of layer thickness and conductivity. A future study should account for all layers of the hydrogeological model, where the sum of all modellayer thicknesses is constrained and, preferably, described by RVs.
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The proposed method assigns a PDF to the thickness of every single litho-layer from the borehole descriptions. In Sect. 4.3 an example is shown where this yields an unlikely high variance for a thickness observation. When adjacent litho-layers are of the same litho-class, aggregation of these litho-layers before assigning a variance may give a more appropriate representation of the uncertainty. This may yield a more 10 realistic uncertainty description of the thickness observations.
As with the assignment of litho-classes, also the calibrated vertical resistance of the groundwater model is regarded as perfectly known. A valuable extension to the presented method is to account for uncertainty of the calibration results.
The use of piecewise linear PDFs, instead of parametrized PDFs, makes it possible 15 to perform the necessary calculations without the burden of deriving intractable analytical solutions or resort to time-consuming Monte Carlo analysis. Herewith, many different calculations can be tested with relatively little effort.
Appendix A: Likelihood of elementary operations
This section contains the derivations of calculating the maximum likelihood (ML) of the 20 result of an elementary operation. All random variables (RV) are described by piecewise linear probability density functions (PDF).
Hereafter, X and Y are known independent RVs and Z is the resulting RV of an elementary operation. For every value x ∈ X and y ∈ Y the probability density of the joint distribution can be calculated as 
where p 0,x i and p 0,y j are the probability densities at x = 0 for bin i and y = 0 for bin j , 
Inserting Eqs. (A2)-(A4) into Eq. (A1) yields
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The extreme values of p(g(y, z), y) for a certain value of z can be found by taking the first derivative with respect to y, which writes dp(y, z)
Setting this function equal to 0 and solve it for y yields the coordinates (x, y) with an extreme value for p (x, y) . Since this function only holds within the domain of the joint bin (i , j ), the value of y must satisfy the constraint y ∈ [y j , y j +1 ], where y j and y j +1 are the boundaries of the bin j of Y . In the next sections this method is applied to four elementary operations.
A1 Summation
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