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Abstrakt
Tato pra´ce se zaby´va´ na´vrhem adaptivn´ıho rˇ´ıd´ıc´ıho algortitmu pro konkre´tn´ı trˇ´ıdu elektro-
mechanicky´ch aktua´tor˚u, zalozˇene´ho na principu doprˇedne´ho rˇ´ızen´ı pomoc´ı inverzn´ıho dyna-
micke´ho modelu. Adaptibilita rˇ´ızen´ı spocˇ´ıva´ v mechanismu z´ıska´n´ı inverzn´ıho dynamicke´ho
modelu. Tato pra´ce se zameˇrˇuje na jeho online aproximaci pomoc´ı loka´ln´ıch aproximacˇn´ıch
metod.
Vy´stupem pra´ce je shrnut´ı analy´zy, simulacˇn´ıho testova´n´ı a rea´lny´ch experiment˚u, ktere´
testovaly mozˇnosti prakticke´ho vyuzˇit´ı loka´lny´ch aproximacˇn´ıch metod pro u´cˇely adaptivn´ıho
rˇ´ızen´ı v rea´lne´m prostrˇed´ı.
Summary
This thesis deals with the development of an adaptive control algorithm for a specific class of
electromechanical actuators, based on the feedforward compensation principle using an inverse
dynamic model. The control algorithm’s adaptability originates in a mechanism of learning the
inverse dynamic model. This thesis focuses on using local approximation methods for an online
inverse model learning.
The outcome of this thesis is a summary of the analysis, simulations and actual experi-
ments, which tested the possibilities of using the local approximation methods for adaptive
control purposes in real environment.
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1 Introduction
During the last several decades, the performance on microcontrollers was continuously improv-
ing. Nowadays, it is coming to a point, when even a very cheap microcontroller can provide
enough computational power that, when used to control a dynamic system, allow the use of
much more complicated control algorithms than a common feedback PID controller.
One way fo improving the classical control algorithms is a feedforward compensation, which
uses an inverse dynamic model of the controlled system as an open-loop controller. Thanks to
the inverse model, the feedforward compensator calculates the input of the system that has to
be applied to follow a specified trajectory on the output.
This kind of control algorithm is often combined with a classical feedback controller, because
unlike the feedforward, any feedback control algorithm can react to the error between the desired
and measured output of the system and thus ensure higher precision. The combination of a
feedforward and a feedback controller is sometimes called the composite control, for example
in [11].
The crucial task, that needs to be dealt with when using such a control algorithm is obtaining
the inverse dynamic model of the system. Many different approximation methods can by used
for that. Generally, an approximation method is used to replace an unknown nonlinear function,
that represents the dynamics of a system, by another (usually simpler) known function in an
explicit form, based on the measured input-output data. These methods can be divided into
two groups, global and local methods.
Global methods, like polynomial models or sigmoidal neural networks, tend to replace the
unknown function by one extensive model. On the other hand, local methods, like look-up
tables or radial basis neural networks, use a system of simple basis functions. Each of the basis
functions is valid only in the area where it matches the approximated function with sufficient
accuracy. [6]
This thesis deals primarily with the local approximation methods. According to [3], the
main advantages of this approach are general learning stability, lower computational demands
and that the results can be reviewed and understood by a human being.
The basis functions can have various structures. However, it has to be possible to determine,
or at least estimate, their parameters according to the measured input-output data. Usually,
the parameters of a basis function are estimated using one of the Least Squares method variants
[2]. This means, that the simple function, that defines the structure of a basis function has
to be linear in parameters [1]. The most common structure of a basis function is a linear
combination of the unknown functions input variables, which in the case of inverse dynamics
have the meaning of the system states [6].
The inverse dynamic model of a controlled system acquired by local approximation can
serve as a very effective feedforward compensator. To be an adaptive controller, the specific
approximation method must be able to continuously learn from any newly delivered data.
This brings the second purpose of the feedback controller in the composite control algorithm.
Before an approximation of the inverse dynamic model is created, it serves as a pattern for the
local approximation algorithm. The feedback controller does not have to be precise, but it has
to be stable at least in some small initial area.
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1 INTRODUCTION 1.1 POSSIBLE APPLICATIONS
In this thesis, some local approximation methods are used to develop an adaptive control
algorithm for several automotive actuators, but I assume that the same approach could be used
to deal with many other systems.
Besides, it is important to note that the inverse dynamic model is usually a function of
several time derivatives of one measured signal, so it can approximate the dynamics of the
analysed system. If distance is the measured signal, the other variables could obviously be
velocity and acceleration. It brings along a practical difficulties because it is necessary to
calculate several time derivatives of a noisy signal.
The purpose of this thesis is not to develop a control algorithm for one specific system, but
to explore the possibilities and limitations of the described approaches when controlling various
electromechanical systems.
1.1 Possible Applications
The above-described principles of an adaptive control algorithm could find a practical use in
situations where the controlled system changes its parameters in time, when individual products
have different parameters, or when the controlled system is severely nonlinear.
Due to the fact, that this approach provides the ability to control nonlinear systems, it
would not be necessary to emphasise linearity when developing a new product.
Further, this kind of control algorithm could be used in laboratory environment when de-
veloping new devices. It is often necessary to develop a control algorithm for various electrome-
chanical systems, which parts and parameters can change during the development process.
Finally, similar approach could be used as an interesting tool to analyse dynamic systems,
because it is possible to acquire a relatively precise representation of the analysed system state
space without exactly knowing its mathematical model or all physical effects that take place in
the system.
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2 Theoretical Survey
This chapter contains a short review of the most important algorithms and approximation
methods used in this thesis. Its purpose is not to describe and explain every detail of the
specific topic and therefore substitute the original articles, but to briefly introduce the reader
into the idea of local approximation and its use in control of dynamic systems.
The section 2.1 explains how we can control dynamic systems with the feedforward compen-
sation and describes some problems that come with practical realisation of such an adaptive
control algorithm (for example trajectory planning). Especially in cases where we require the
algorithm to be able to learn.
The section 2.2 deals with general aspects of local approximation methods, motivation for
their use and also describes the most important mathematical algorithms, which are common
amongst various approximation methods.
Also, there is a brief description of specific local approximation methods used in this thesis
in the section 2.3.
Finally, section 2.4 summarises the most important literature and academic articles, which
are related to the content of this thesis and also specifically analyses the official thesis assign-
ment.
2.1 Composite control
A combination of a classical feedback controller (usually a PID or a state space controller) and a
feedforward compensation is often known as the composite control algorithm. The compensator
can have various structures, for example, a dry or viscous friction compensation, but this thesis
focuses solely on dynamic compensation with an inverse dynamic model.
Feedback
Controller
Plant
Feedforward
Compensator
yref e ureg u y
uffc
Figure 2.1: Composite control block diagram
The figure 2.1 shows a functional block diagram of the composite control algorithm. The
signal yref is the reference value of the plant output, e is a control error, ureg is the feedback
controller output, uffc, u is the combined input of the plant and y is the measured output of
the plant.
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2.1.1 Feedforward Compensation
The principle of a feedforward dynamic system control is using an approximated inverse dy-
namic model. As an inverse model, we mean an explicit relation between the outputs and input
of the controlled system. The feedforward compensator does not calculate the system input
according to the control error, as for example, a PID controlled does, but only according to the
reference input.
The theory says that if the inverse model exactly matches the systems behaviour, the control
is perfectly accurate [3]. In practice, that is not possible. That is the main reason, why a
feedback controller (usually an P controller is sufficient) is still present, because it can deal
with the model inaccuracies and ensure the long-term precision and stability.
2.1.2 Inverse dynamics model
When working with SISO systems, the inverse model defines, as was mentioned before, what
input should be applied to the system so that its output (and possibly other internal states)
follows the reference trajectory. Of course, the model does not have to contain every single
aspect of the system’s dynamics, just the most important parts.
Since this thesis deals mainly with position control of electromechanical actuators, the
inverse model is usually considered in the form of the equation 2.1. The number of independent
variables that appear in the model determines the number of dimensions of the controlled system
state space. The dependent variable u(t) represents the inverse model output, which is the
input of the control system. In a case of electromechanical actuators usually voltage. The
input variables x(t), x˙(t), x¨(t), ... represent the measured output of the system and series of
its time derivatives up to the specified order.
u(t) = f (x(t), x˙(t), x¨(t), ...) (2.1)
Sometimes, the inverse model can also be represented in a discrete form, like equation 2.2.
Instead of time derivatives, it is a function of the measured system output in different time
step. The sequence of the measured samples is represented by the lower index.
uk(t) = f (xk(t), xk−1(t), xk−2, ...) (2.2)
The function f is generally nonlinear, but often the controlled system behaves in a way,
that the nonlinearity concerns just certain system states. The rest, like the inertia, can behave
in a linear way and thus be represented in the model by a linear combination. Thanks to this
fact, the model can sometimes be represented in the form of the equation 2.3, which can also
be written in a discrete form.1
u(t) = f (x(t), x˙(t)) + bx¨(t) + ... (2.3)
Finally, when the model is supposed to be linear, it can be represented only as a linear
combination of the considered input variables. In the continuous form, it has the form of the
equation 2.4.
1This simplification has a great practical significance because it can be used to lower the computation demands
of a specific (local) approximation method. It is described in detail in the section 3.2.3.
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u(t) = b1x(t) + b2x˙(t) + b3x¨(t) + ... (2.4)
The question is how to practically realise the function f - what should its model structure
look like and how should the model parameters be acquired? As was explained before, local
approximation methods are used in this thesis to create the model. The description of these
methods is summarised in the following sections 2.2 and 2.3.
It is important to note, that both the continuous and discrete form of the inverse model are
practically realised with a discrete period. The difference between them is the representation
of the controlled system dynamics.
In the discrete case, it is represented by a series of samples of the same physical quantity,
measured in different time steps. In the continuous case, the series of time derivatives is acquired
in the same time step. From the theoretical point of view, there should be no difference between
the dynamics representation in both cases, but a very different tolerance for a noise in the
measured signal is expected, especially its influence on the parameters estimation.
The continuous case also brings a problem with determining the derivatives of a noisy signal.
Especially when determining derivatives of higher order (second or third), the noise could cause
the parameter estimation to fail.
For a specific implementation of an inverse dynamic model for control purposes, a so-called
query point has to be defined. It is a point in the system state space, where the system input
should be calculated. During the control process, usually the current state of the planned
trajectory is taken as the query point. If an inverse dynamic model is defined as equation
2.1, the query point would be defined as a specific point in a space of input variables, and
substituted into the model, according to the equation 2.5.[3]
Xq = [xq, x˙q, x¨q, ...] ⇒ uq = f (xq, x˙q, x¨q, ...) (2.5)
2.1.3 Trajectory Planning
An important feature, that has to be used when implementing a feedforward compensation is
the trajectory planning. In this case, the trajectory is defined as a path through the system
state space. If an inverse model is represented by the equation 2.4, it is not possible to use
a reference signal in the form of discrete steps, as is possible with a PID controller. The
discontinuities in the reference signal would cause its derivatives to be infinite or undefined.
These cannot be realised by an actual actuator.
Trajectory
Planner
Feedback
Controller
Plant
Feedforward
Compensator
yref e ureg u y
uffc
Figure 2.2: Composite control with trajectory planning block diagram
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The reference signal has to follow two conditions: the transient of the signal has to be
feasible for the real system, and it has to be possible to calculate a time derivative of the signal
up to the order specified by the model structure. The figure 2.2 shows the block diagram of a
complete composite control algorithm with trajectory planning.
An easy way to meet both conditions is to use a lowpass filter of the order specified by the
highest order derivative present in the inverse model. [14]
2.2 General Aspects of Local Approximation
As mentioned in the section 2.1.2, the local approximation is based on dividing a nonlinear
function into smaller areas, where it can be replaced by a simpler (possibly linear) basis function.
Every specific local approximation method deals with two main, partially separated problems.
The first is estimating parameters of the basis functions and the second is determining the area
of validity for each of them.
The problem of estimating the parameters of a local model is usually solved by one of the
Least Squares method variants, which are described in the section 2.2.1. However, the problem
of local models distribution is is much more complicated and every specific approximation
method deals with it in a different way. These methods are summarised in the section 2.3.
An example of local approximation used to control a dynamic system can be a case where
an inverse dynamic model of the system can be written in the form of the equation 2.1. In this
case, the model is divided into smaller areas where it is replaced by local model with a form of
the equation 2.4.
c1x c2x c3x c4x c5x c6x c7x c8x c9x
x
c4y
c3y
c9y
c2y
c5y
c8y
c1y
c6y
c7y
y
Nonlinear function
Local models
Figure 2.3: Example of local linear approximation
The figure 2.3 shows an example of local approximation of a nonlinear function by linear
models. This is a one-dimensional case, but the whole idea can be easily scaled to an arbitrary
number of dimensions.
Because a real-time implementation of these methods is expected, it is important to mention,
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that the computational power needed to process them grows exponentially with the number of
dimensions, which is determined by the number of the input variables of an inverse model. [5].
Even though the local approximation methods are defined in any number of dimensions, in the
case of electromechanical actuators it is expected that the number of the input variables will
not be higher than 5.
2.2.1 Least Squares Optimisation
The least squares method (in other chapters referred as LS) is one of the most common tools
for linear parameter estimation, detailed description and inference can be found in [1]. In this
thesis, it serves as a method for estimating parameters of the local models. If we have a model
according the equation 2.6, where yˆ je is estimated model output, b = [b1, b2, ..., bn]
T are
model parameters and X = [x1, x2, ..., xn] are model inputs,
yˆ = Xb (2.6)
the best estimation of the parameters, based on a series of measured input-output data, can
be calculated according to the equation 2.7. [1]
b =
(
XXT
)−1
XY (2.7)
Where Y = [y1, y2, ..., ym]
T and X =
[
XT1 , X
T
2 , ..., X
T
m
]T
. Every row of Y and X
corresponds to an input-output pattern. m is a number of patterns n is a number of model
parameters. The best estimate is such that has the least mean squared error considering the
input-output patterns.
Sometimes, it is useful to assign each pattern a weight, according to its importance. The
equation with weighted patterns looks like 2.8. The diagonal elements of the matrix W =
diag [w1, w2, ...wm], that appears in the equation, correspond to the weight of each pattern.
b =
(
XWXT
)−1
XWY (2.8)
The least squares method according to the equations 2.7 or 2.8 serves to the parameter
estimation in the case where there is a batch of measured patterns available. It is usually
used for off-line estimation. The computational power demands of this method depend on the
number of patterns ans thanks to the matrix inversion present in both equations, it grows very
quickly. 2
There is also an incremental version of this method, which is called the Recursive Least
Squares method. Detailed description and inference can be found in [1] and [6]. The estimate
of the parameters is updated step by step with new patterns, which allows the method to be
used for on-line estimation. When presented with the same patterns, both methods should end
up with similar results.
This recursive approach demands that except the best estimate acquired so far, an esti-
mate of a covariance matrix also has to be saved for further estimation.3 Both estimates are
incrementally updated with every new pattern. The equation 2.9 describes the update of the
2Sometimes, the matrix inversion can be replaced by the Moore-Penrose pseudoinverse, which can lower the
computational complexity. Sometimes at the cost of precision. [1]
3More precisely, it is the inversion of a covariance matrix as described in [4] and [5].
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covariance matrix. The estimated parameters are then updated according to the equation 2.10,
where ecv is the mode deviation from the actual pattern, which is acquired from the equation
2.11.
P n+1 =
1
λ
(
P n − P
nXTXP n
λ
w
+XP nXT
)
(2.9)
bn+1 = bn + wP n+1XT ecv (2.10)
ecv = y −Xb (2.11)
There are several other variables in the equations: the parameter λ ∈ 〈0; 1〉, which
represents the forgetting rate of the estimated covariance matrix 4, and the pattern weight
w ∈ 〈0; 1〉, which has the same meaning as the diagonal matrix W elements in the equation
2.8.
2.2.2 Gaussian and Local Approximation
To determine the weight of each pattern for a local model parameter estimation, a so-called
kernel function is used, as described in [5],[3] and [2]. A pattern weight is calculated according
to the distance between the local model validity area centre and the pattern in the space of the
inverse dynamic model input variables, as a value of the kernel function for this distance.
Several different functions can be used as a kernel function (see [1], [5] or [15]), but the
most common is the Gaussian function according to the equation 2.12 which shows the one-
dimensional Gaussian function. For general number of input dimensions the Gaussian function
is defined by the equation 2.13,
f(x) = ae−
(x−c)2
2C (2.12)
f(x) = ae−
1
2
(x−c)C−1(x−c)T (2.13)
where c is the Gaussian function centre position (in the case of calculating the weight, it
is the position of the local model validity area centre), x is independent variable (in the case
of calculating the weight, it is the position of a pattern), C is a distance matrix, and a is the
maximum value of a Gaussian function when x = c.
The reason for using the Gaussian function is, that it is basically an exponential function,
which means it can be easily analytically differentiated and has an infinite domain.
The figure 2.4 shows the shape of a Gaussian function in one and to dimensions. In one-
dimensional case, the parameter C is just a scalar, that represents the square of the distance
from the function centre, where it has the value of approximately 0.6065.
In a two-dimensional case, the parameter C represents the same distance in every direction.
The curve, that meets the criteria (x− c)C−1 (x− c)T = 1 has a shape of an ellipse, which
is highlighted in the figure. In a three-dimensional case, it would be an ellipsoid and so on.
The equation 2.14 suggests the conversion between the elements of the distance matrix C
4Usually λ = 0.99.. according to [5].
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-3δ -2δ -δ 0 δ 2δ 3δ
0.01a
0.14a
0.61a
a
0.61a
a
Figure 2.4: Example of 1D and 2D Gaussian function
and a standard ellipse equation, in a case, when c is a zero vector. [16]
The representation of a distance matrix (or a whole Gaussian function) by an ellipse is very
effective for 2D visualisation of several Gaussian function in a plain and it is a useful tool for
working with them.
xCxT =
[
x1 x2
] [ δ21 δ12
δ12 δ
2
2
] [
x1
x2
]
= δ21x
2
1 + 2δ12x1x2 + δ
2
2x
2
2 = 1 (2.14)
It is also known, that a one-dimensional Gaussian function for a = 1√
2pic
represents a
probability density function of the Normal distribution. In that case, the matrix C is called
the covariance matrix, and its corresponding ellipse the error or covariance ellipse. In a one-
dimensional case, the C scalar represents the variance of the random process.
Figure 2.5 shows the visualisation of several different Gaussian functions. If the distance
matrix is diagonal, the ellipse axis of symmetry are parallel with the space axis. Nonzero
elements outside the main diagonal cause the ellipse to rotate and stretch. In both cases, the
distance matrix has to be positive definite.
2.3 Specific Approximation Methods
As was mentioned in the section 2.2, the basic local approximation methods are very similar,
when it comes to the parameter estimation of each local model. However, they use very different
approaches, when it comes to the model placement problem. That is optimising the area of
validity for each local model, adding new models or deleting the redundant ones, when necessary.
Some of the methods also keep in their memory a list of the patterns and create a local model
just for a specific query point, others use new patterns just to optimise a system of local models.
The table 2.1 contains a list of some selected methods and their most important features.
It is also important to note, that all of these methods can be used for real-time control as well
as perform their learning simultaneously.
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Figure 2.5: Visualisation of different Gaussian functions using ellipses
Except the LWPR5 method (Locally weighted Projection Regression), which is adapted
for dealing with high-dimensional problems, these methods are implemented, analysed and
subjected to experiments.
Method Name Learning algorithm Memory type Model Placement algorithm
LUT weighted average model based various
LWL LS memory based none
RFWR RLS model based gradient search
LOLIMOT RLS model based heuristic
LWPR PLS model based gradient search
Table 2.1: Summary of local approximation methods
2.3.1 Grid based Look-Up Table (LUT)
A look-up table is the simplest method, because the local models degenerate to single points.
Its advantage is, that the values of these points can be optimised by much simpler and more
stable methods. For example, a weighted average of a table value and a new pattern can be
used. Also, new points can be added to the table grid, if necessary.
If a query point does not exactly match the specified table point position, its value can be
calculated as linear (or higher polynomial) interpolation. The same approach can be used when
5This method is based on the RFWR algorithm, but instead of the RLS, it uses the Partial Least Square Method
(PLS), which is able to determine and ignore input dimensions with no useful information. [13]
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a new pattern lies between several table points. It can be matched with an interpolated value
based on those table points, and then the deviation is used to optimise the table values.
2.3.2 Locally Weighted Learning (LWL)
The LWL method is a memory based method. That means it stores a list of the measured
patterns (unimportant ones can be forgotten). The output for any query point is determined
by a local linear model which centre of the area of validity matches the query point. Parameters
of the model are estimated by the weighted LS method (equation 2.8). Weights for each pattern
are calculated according to a kernel function (usually Gaussian) as described in the section 2.2.2.
xq
x
uq
u
,
w
Data points
Model for the query point
Data points' weight
Figure 2.6: Example of Locally Weighted Learning
Tuning of this method is based on determining the right distance matrix of the kernel
function. It has to cover enough points for estimating the model parameters correctly, but
must not contain regions that do not apply to the linear model. An example of local linear
approximation by a cloud of points is in the figure 2.6. Further description of the LWL method
can be found in [2] and [3].
2.3.3 Receptive Field Weighted Regression (RFWR)
The RFWR method was created as an improvement of the LWL aiming to decrease the com-
putational complexity. The complete inference can be found in [6].
Unlike LWL, this method saves a number of local models that approximates the measured
data. New patterns are used just to search for the best areas of validity for each model using
a gradient search method, and to optimise the models parameters using the RLS method
described in the section 2.2.1. Specifically according to the equations 2.9, 2.10 and 2.11.
A new pattern weight is also determined using a Gaussian kernel, which is unique for
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each local model, which also represents its area of validity. Together, the local model and its
kernel function form a so-called receptive field. The distance matrix of the kernel function is
subject to the gradient optimization aiming to find the largest area of validity possible that
still approximates the measured data precisely enough.
Due to simplification, instead of the distance matrix itself, its inversion D is saved and
optimized. This leads to a Gaussian kernel function according to the equation 2.15,
f(x) = e−0.5veDv
T
e (2.15)
where
ve = x− c (2.16)
Since the distance matrix C has to be symmetrical according to its main diagonal and
positive definite, its inversion D is, too. Therefore, the matrix D can be decomposed according
to the equation 2.17 with a matrix M , which is also an upper triangular matrix. [6]
C−1 = D = MTM (2.17)
With every new pattern, the matrix M is updated by its gradient in search of the maximum
area of validity that meets the required precision, according to the equation 2.18, where J
represents a so-called cost function, which statistically enumerates the precision criteria for the
model deviation from the measured data. So basically, it is a gradient search for the J function
minimum.
Mn+1 = Mn − α ∂J
∂M
(2.18)
In a case where a new pattern has lower weight, that a set limit (usually wgen = 0.01) for
every local model, a new model is created on the specified place. On the contrary, when two
local models share an area with the weight larger than a set limit (usually wprune = 0.7), the
smaller one is pruned. This approach iteratively leads to an improved distribution of the local
models.
The figure 2.7 shows an example of local linear approximation with the RFWR method. As
expected, the models are distributed in a way, that there are smaller models in the area with
an important nonlinearity and the rest is covered with a lower number of wider models.
u =
∑N
i=1wiui∑N
i=1wi
(2.19)
When calculating the output for a specified query point, it is determined according to the
equation 2.19, where ui is the i-th local model output for the specified query point and wi is its
weight, using the same kernel function as for the patterns weights. This equation represents a
weighted average of all local models. For simplification, only the most important local models
are usually activated and used for the output calculation. Those who’s weight is smaller than
wact are ignored.
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Figure 2.7: Example of Receptive Field Weighted Regression
2.3.4 Local Linear Model Tree (LOLIMOT)
The LOLIMOT method is very similar to RFWR, but they use a different approach for adding
new models. At the beginning, there is only one local model covering the state space. As new
patterns are acquired, its parameters are adjusted with the RLS method and it can be divided
into halves along one of its axis of symmetry. The algorithm chooses such an axis of symmetry,
which creates a pair of local models with lower deviation from the measured data.
c3x c2x c5x c4x c6x c1x
x
c2y
c1y
c56y
c3y
c4y
y
Figure 2.8: Example of Local Linear Model Tree
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The models are not pruned nor are new local models are added. The number of models
increases simply by dividing the already existing ones. This means that a local models area of
validity is represented also by an orthogonal grid of borders, not only by its Gaussian kernel
function. Figure 2.8 shows an example of several divided models in a two-dimensional case.
Further details about this method and its different variants can be found in [1].
2.4 Important Literature
The following list of brief descriptions covers the most important articles that explain in detail
all theoretical aspects concerning local approximation methods. Especially those from C.G.
Atkeson, S. Schaal. This thesis tries to follow their terminology, sign and symbols, so that it
would be easier to find a further description of some specific parts of this thesis in the original
articles.
– Nelles O. : Nonlinear system identification [1]
An extensive book covering both linear and nonlinear system identification. It contains
detailed description and inference of the Least Squares methods, look-up table interpolations,
the LOLIMOT method, fuzzy systems, artificial neural networks, and much more.
– Atkeson C.G. : Locally Weighted Learning [2]
The article covers Local weighted regression and learning, and its use for nonlinear systems
approximation.
– Atkeson C.G. : Locally Weighted Learning in Control [3]
This article builds on the previous one and covers using the LWL method for dynamic system
control by approximating both inverse and forward dynamics.
– Schaal S. : Constructive Incremental Learning from Only Local Information [6]
Uses experience with the LWL method and introduces the new, incremental RFWR method
along with some simulations and experiments.
– Vijayakumar S. : Incremental Online Learning in High Dimensions [13]
This article contains an improvement of the RFWR method for high-dimensional problems
using PLS instead of RLS, introducing the LWPR method.
– Birattari M. : The Lazy Learning Toolbox [7]
The article contains many detailed descriptions of local approximation methods as well as
documentation for a lazy learning toolbox for Matlab.
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2.4.1 Thesis Objectives
The goal of this thesis is to examine possibilities of local approximation methods, especially in
control of dynamic systems. Both general algorithms used for local approximation described
in the section 2.2 and the specific methods described in the section 2.3 will be subjected to
simulations and experiments with position control of automotive actuators. The particular
objectives of this thesis can be summarised as follows:
– Choose methods that have the potential for real implementation in on-line learning and
control. Not precision but stability is the key feature that is required because the precision
of the position control can be significantly improved by a regular PID or State Space
controller.
– Analyse and simulate the behaviour of the selected methods under real conditions, espe-
cially signal noise.
– Test the most important principles which are general to various local approximation
methods, mainly the parameter estimation, during an experiment.
– Develop an adaptive control algorithm for nonlinear systems using the local approxima-
tion methods, capable of managing a position control of specified automotive actuators,
described in the section 4.1. After connection to the controlled system, the developed
algorithm must be able to learn the inverse model approximation in a relatively short
period of time (about tens to lower hundreds of seconds) and use it to control the system.
– Experimentally test the stability and overall behaviour of the developed system with
the specified actuators using a real-time control hardware available in the Mechatronics
Laboratory (I/O card Humusoft MF624, a dSpace board).
– Try to implement the algorithm, at least in some simplified form, at a dsPIC microcon-
troller board, using automatic code generation from the Matlab/Simulink environment.
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The content of this chapter is an analysis, adjustments and simulations of the approximation
methods summarized in chapter 2. The adjustments in the methods were made mainly to
improve the computational complexity and to make on-line learning possible.
Sections 3.1, 3.2 and 3.3 describe the specific algorithms and methods implemented in the
Matlab environments, along with their simulations.
The section 3.4 deals with practical problems when using the recursive variant of the LS
method described in the section 2.2.1 in real experiments. It also contains a description of an
adaptive composite controller for a DC motor as a result of the final experiment.
3.1 LWL
The basic principles of the LWL method (Locally Weighted Learning) are described in the
section 2.3.2. This method is much simpler than the following ones, because it saves only the
measured points for later model creation. The method is very effective, although there is a
problem. We do not know, how many patterns are needed to create a correct model, which
means we do not know how to set the distance matrix of the kernel function.
xmin xq xmin
X
ymin
yq
ymin
Y Dy
Dx
Dy
10
Dy
10
Data Points
Query Point
Figure 3.1: LWL distance matrics solution example
Also, it is advantageous to reduce the computational complexity of the algorithm by decreas-
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ing the number of patterns saved in memory. For the actual implementation, a straightforward
algorithm based on combining close or identical patterns was used.
Another question is, how to determine the correct distance matrix of the kernel function.
There are some iterative approaches to find it characterized in [2] and [3], but they are not
suitable for real-time computation, since they are not deterministic.
A different, much simpler solution can be used assuming the Gaussian kernel function shape
is represented by an ellipse, whose axes are orthogonal to the state space axes. That means the
distance matrix is diagonal.
The length of each ellipse’s axis, which is represented by the corresponding distance matrix
diagonal element, can be determined as a specified fraction of a maximal distance between two
pattern coordinates on the state space axis. An example of this situation is expressed in the
figure 3.1 assuming the specified fraction to be a tenth of the maximal distance.
The figure 3.2 shows a simulation of a composite control algorithm applied to control a
nonlinear system (see section 2.1 for further details). The system is described by the equation
3.1, which represents a torque driven rotation of an inertia J with a viscous friction b(ω(t))
described by a nonlinear function 3.2. The system was simulated using the Simulink environ-
ment and a white noise was added to both input torque m(t) and output angular speed ω of
the system.
J
dω(t)
dt
+ b(ω(t)) = m(t) (3.1)
b(ω(t)) = 20 sin
(
ω(t)
200
)
+ 15 sin
(
ω(t)
20
)
+ 3 (3.2)
The nonlinear function 3.2 does not represent any real friction behaviour, it was used solely
to test the systems control precision and if the noise introduced to the output signal would
influence the system stability.
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Figure 3.2: Dynamic system control with LWL
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The local model used by the LWL method had the structure of the equation 3.3 and its
parameters were estimated by the LS method.
m(t) = b1ω(t) + b2
dω(t)
dt
+ b3 (3.3)
The number of patterns saved for the LWL approximation was limited to 5000, and the
kernel function distance matrix was calculated according to the equation 3.4, where dwmax is
the maximum distance between two patterns along the w axis and ddwmax is the maximum
distance between two patterns along the dw axis.
C =
[
dwmax
50
0
0 dwmax
5
]
(3.4)
According to the results shown in the figure 3.2, the feedforward approximation took about
20 seconds to measure enough data to precisely control the system. After that, the feedback P
controller is almost unnecessary.
3.2 RFWR
The RFWR method (Receptive Field Weighted Regression) is more complex than LWL, as
described in the section 3.2. This approximation method saves a system of local models that
best matches earlier measured pattern data.
For a specific implementation of this method, four basic functions must be ensured:
1. Optimisation of local modes parameters.
2. Optimisation of distance matrices of each local model.
3. Adding new local models.
4. Deleting unnecessary local models.
Function number 1 is most easily solved by the RLS method.
Function number 2 can be dealt with by various approaches described, for example, in [6]
and [13], which are based on gradient optimisation. The section 3.2.2 describes a partially
different approach to find the best possible distribution of local models, that uses a set of
heuristic rules instead of a cost function. Especially in low-dimensional cases, it showed to be
a very effective, stable and also less computationally complex.
Function number 3, that means adding a new local model, is used when no other model has
weight higher than wgen for a new pattern. In such a case, a new local models validity area
centre is placed exactly on the patterns position and its parameters are initialised as zeros or
random values. The parameter estimation covariance matrix is initialised with large variances.
Determining the kernel function distance matrix, on the other hand, is much more compli-
cated. The section 3.2.1 describes how to calculate the new kernel size according to the nearby
existing local models. Eventually, the function number 4 is solved in a the same way as in the
original algorithm. If two local models are weighted higher than a set limit at a single point it
the state space, the smaller one is deleted.
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3.2.1 Adding New Local Models
In the original RFWR variant described in [6], the distance matrix of a new local model is
initialised as a diagonal matrix with a user defined values as its diagonal elements. This section
tries to describe a new approach, where the diagonal elements of the matrix are estimated
according to the distance and shape of the nearest local model to the new local models position.
Since the new local model centre is exactly determined by the new pattern, its distance matrix
can be acquired as the minimal distance between the new centre and another point in the state
space, which has the weight with a local model equal to a user set value wmax = 0.3. The
parameter wmax determines the maximal overlapse between the new and any already existing
model.
Given the maximal overlapse value and the new local model centre, the size of the new area
of validity can be exactly calculated if we assume that it will not be an ellipse, but a circle.
The figure 3.3 shows a scheme of the situation in a two-dimensional case. The vector
ve = ci−cI represents a direction vector from the new centre cI to a nearby local model centre
ci, V = |ve| is the distance between both centres and vn = veV is a unity vector of the vector
ve.
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Figure 3.3: Adding a new local model
In the second part of the figure, the whole situation is visualised as simplifying view, which
is created as a section through the original figure according to the vector ve. The existing
models two-dimensional Gaussian kernel function is represented as a Gaussian curve with a
size parameter d, which is an intersection of the original figure the section plain.
The parameter d can be calculated according to the equation 3.5, where D is the original
kernel functions distance matrix.
d = vnDv
T
n (3.5)
Then, according to the equation 3.6, we can determine the distance dw1 in the direction of
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the vector ve from the existing model centre ci, where its weight is exactly wmax,
dw1 =
√
−2
d
ln (wmax) (3.6)
and according to the equation 3.7 the distance dw2 between the same point and the new
model centre cI .
dw2 = V − dw1 (3.7)
Finally, the diameter of the initial area of validity can be calculated according to the equation
3.8, so that the new model has the weight wmax at the same point as the existing model.
After checking all the nearby models, the least distance dI found is used as the are of validity
diameter.1
dI = − 2
dw2
ln (wmax) (3.8)
DI = IdI (3.9)
The distance matrix inverse is then created according to the equation 2.12, where I is a
unity matrix of the specified order.2
3.2.2 Receptive Field Learning Methods
Another adjustment of the RFWR method is a simplification of the optimisation algorithm,
which searches for the best possible distribution of the local models’ validity areas, because the
original method is computationally too complex.
Instead of a cost function, a set of four logical rules based on the model weight and its
precision is used:
1. The model is not accurate enough and the weight is too large. ⇒ The validity area has
to be smaller.
2. The model is not accurate enough and the weight is small. ⇒ There is no need to change
the validity area.
3. The model is accurate and the weight is high. ⇒ There is no need to change the validity
area.
4. The model is accurate and the weight is too low. ⇒ The validity area has to be larger.
Thanks to these rules, the distance matrices are not optimised according to the equation
2.18, but according to the equation 3.10, where α represents a learning step length parameter,
p represents a quantitative evaluation of the optimisation rules and ∂w
∂M
is a weight Jacobian.
1Numerically, it is the maximum value, because parameter dI is the inverse of the actual diameter for the same
reason, why the matrix D is the inverse of the actual distance matrix.
2The equations 3.6 and 3.8 can be derived using a natural logarithm of the original equation of the Gaussian
function 2.12
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Mn+1 = Mn + αp
∂w
∂M
(3.10)
To evaluate the p parameter, we need to enumerate the variables that appear in the op-
timisation rules. The model accuracy is determined by the absolute deviation e between the
expected and the measured value, according to the equation 3.11, where ecv is the same as in
the equation 2.11. Another option would be to use the relative deviation, but there is a problem
with its calculation when the values are close to zero.
e = |ecv| (3.11)
The border between the accurate and the inaccurate model is a user-defined parameter
elim, which represents the statistically maximal allowed deviation from the measured data and
usually can be determined from a basic knowledge about the analysed system and demands for
the precision of approximation.
The second variable that appears in the rules is the weight value. The border between the
,,low” and the ,,high” weight is a user defined parameter wlim, which is usually set about 0.5.
A detailed representation of the optimisation rules are in the figure 3.4, which shows the
value of the parameter p as a function of the weight value and the deviation value p = f(w, e).
elim 2elim
e [-] - model error
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Figure 3.4: Reprezentation of optimization rules
Mathematically, the parameter p can be calculated according to the equation 3.12, where
W is a border in the w-e plain between too small and too large area of validity. It can be
calculated according to the equation 3.13. wact is the model activation parameter described in
the previous section.
p(w, e) =

min([0.9 ∗W − w,w − wact]), if w < 0.9W
−min([e− elim, w − 1.1 ∗W,w − wact]), if w > 1.1W ∧ e > elim
0, otherwise
(3.12)
W = wlim − wlim − wact
2elim
e (3.13)
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3.2.3 Lowering Number of Learning Dimensions
Another important finding, which can be used to significantly lower the computational com-
plexity of the RFWR algorithm is the fact that most nonlinear systems are partially linear. For
example, the nonlinearity of the electromechanical actuator used in this thesis concerns just
their position and velocity. The inverse model can be therefore described by the equation 2.3.
The acceleration (and possibly other variables) appear in the model as a linear combination.
It is desirable, that the local models structure contains a complete model of the systems
dynamic, for example as the equation 2.4. That means, it is a function of all relevant states
and quantities, that describe the dynamics.
On the other hand, the distribution of the local model does not have to be solved along the
dimensions, which represent the linear states.
As a result of this simplification, the kernel function does not concern the distance along the
linear dimensions, just those which are connected to a nonlinearity, which significantly lower
the number of local models needed to cover the whole space.
As an example of this simplification we can use a torque driven pendulum, which has an
inverse model described by the equation 3.14.
m = b1 sinϕ+ b2ϕ˙+ b3ϕ¨ (3.14)
This inverse model can be substituted by several local linear models with the structure of
the equation 3.15. Every local model has four parameters bi1 − bi4, therefore its covariance
matrix (when using RLS for parameter estimation) will also be of fourth order.
mi = bi1ϕ+ bi2ϕ˙+ bi3ϕ¨+ bi4 (3.15)
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Figure 3.5: Inverse model with a lower number of learning dimensions
However, the nonlinearity concerns only the pendulums rotation ϕ so that it is sufficient
that the local model distribution is optimised only in one-dimension. That means the distance
matrices of each local model’s kernel function will be scalars. Figure 3.5 shows the visualisation
of the pendulum inverse model in two dimensions ϕ and ϕ˙, assuming ϕ¨ = 0 rad · s−2.
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3.2.4 Simulations
To test the RFWR method and its adjustments it was implemented in the Matlab environment
and used in several simulations. Those simulations were devoted to test the methods approx-
imation capabilities, that mean if the parameter estimation works, if the models are added
and removed correctly and mainly if the local models validity area optimisation converges to a
satisfactory result.
The first simulation was based on approximating a known nonlinear function of one variable
according to the equation 3.16, with a domain 〈−pi; pi〉. The patterns were generated as value
of the approximated function with white noise at a random position on the functions domain.
The local models’ had structure according to the equation 3.17.
y = sin (x) +
1
3
cos (3x) + 25 arctan (x+ 0.5) e−250(x+0.5)
2
(3.16)
y = b1x+ b2 (3.17)
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Figure 3.6: RFWR approximation of a one-dimensional nonlinear function
The resulting approximation with the areas of validity is shown in the figure 3.6. It is clear,
that the RFWR method with above described adjustments works very well in a one-dimensional
case. The local models are distributed as planned, with more models in the area of a significant
nonlinearity.
The second simulation was similar to the first, but it tried to approximate a two-dimensional
function described by the equation 3.18. The local models’ had structure according to the
equation 3.19.
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y = 0.05x1 + 1.5 · 10−4x31 + 10−3x1x2 + 25 arctan (x1) e−10
−2x21 (3.18)
y = b1x1 + b2x2 + b3 (3.19)
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Figure 3.7: RFWR approximation of a two-dimensional nonlinear function
The figure 3.7 shows the results of the approximation together with the distribution of local
modes expressed using the ellipses. We can see, that the RFWR algorithm was still able to
approximate the original nonlinear function, even though there was white noise added to the
patterns.
Both simulations proved that the adjusted algorithms work as intended. Of course, it
was necessary to set correct user parameters, especially those which are not general but are
connected to the actual nonlinear function. A list of all parameters that need to be set by the
user with their default values and values used in each simulation is in the table 3.1.
3.3 LOLIMOT
The LOLIMOT method (Local Linear Model Tree), as further described in the section 2.3.4,
differs from RFWR mainly in the approach of placing new local models. The original algorithm
described in [1] is suitable for off-line usage.
Since new models are created by dividing the existing ones, the algorithm needs to decide
along which axis the specific model will be divided. If working off-line, it can be done simply by
trying all possible divisions and selecting the best one, but this is not a deterministic approach
and it cannot be used for real-time implementation.
An on-line adjustment of this algorithm firstly chooses which model is to be divided. This
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Parameter Name Sign Default value Interval 1D Test 2D Test
Learning speed α 1 (0;∞) 25 5
Standard precision elim - (0;∞) 50 3
Model activation weight limit wact 0.001 〈0; 1〉 0.001 0.001
Model generation weight limit wgen 0.01 〈0; 1〉 0.01 0.01
Model pruning weight limit wprun 0.7 〈0; 1〉 0.7 0.7
Distance matrices optimisation
weight limit
wlim 0.7 〈0; 1〉 0.7 0.7
Number of distance matrices
learning dimensions
N 2 〈1;∞) 1 2
Table 3.1: List of RFWR user parameters
is done according to the model statistical estimate of its mean square error, which is updated
with every new measurement according to the equation 3.20, where λ is the same forgetting
parameter as in case of the RLS method used for the parameter estimation, w is the model
weight given the new pattern and ecv is the local model deviation.
MSEn+1i = MSE
n
i (1− (1− λ)w) + we2cv (3.20)
For a simple decision, along which axis the model should be divided, we can use the covari-
ance matrix of the corresponding models estimated parameters. The model is divided along
the axis, whose corresponding parameter estimate has the largest variance.
This approach gives slightly worse results than the original algorithm and ends up with a
few more local models than necessary, but that is the price for lower computational complexity
and deterministic response.
Also note that the whole problem is much simpler in a one-dimensional case, like the one
described in the end of the section 3.2.3, because there is only one possibility for the model
division and thus no decision algorithm is needed. In a two-dimensional case, the distribution
of local models can look like 2.8.
3.3.1 Simulations
The LOLIMOT method was simulated using the same nonlinear functions, as RFWR in the
previous sections. The only difference was that LOLIMOT had to be initialised by the first
local model covering the whole domain of the nonlinear function.
Also to make the method converge and stop adding new models to increase the approxima-
tion precision even further, the model deviation ecv used for the mean square error calculation
according to the equation 3.20 was considered zero if lower than a set limit elim. These limits
were 250 for the one-dimension case and 5 for the two-dimensional case.
The result of the first simulation, approximating a one-dimensional nonlinear function ac-
cording to the equation 3.16 is shown in the figure 3.8. It used the same model structure
according to the equation 3.17.
The LOLIMOT method also performs well in a one-dimensional case, placing more models
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into the area with the most significant nonlinearity.
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Figure 3.8: RFWR approximation of a two-dimensional nonlinear function
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Figure 3.9: LOLIMOT approximation of a two-dimensional nonlinear function
The result of the second simulation, approximating a two-dimensional function according
to the equation 3.16, is shown in the figure 3.9. Is also used the same model structure as the
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RFWR algorithm, according to the equation 3.19.
In the two-dimensional case, the LOLIMOT function is also able to create a working ap-
proximation, but it needs about four times more models than RFWR. The explanation is that
LOLIMOT does not prune the models when they become redundant.
3.4 Learning with RLS
This section is devoted to simulation and experimental analysis of the parameter estimation
using the RLS method described in the section 2.2. As mentioned before, the use of this
estimation method requires the structure of the local models to be linear in parameters.
It was decided that a simpler system - a position controlled DC motor will be used for
both simulations and experiments. The reason is that it is a simple, almost linear, and well
described system and its mathematical model can be used with the RLS method. From the
local approximation point of view, it means that only one local model is needed to approximate
the inverse model of the system.
In fact it is a global approximation, but it allows for testing of the behaviour of the RLS
estimation and also the composite control with the inverse dynamic model without the need to
deal with the distribution of local models.
3.4.1 DC Motor Inverse Dynamics Model
A DC motor model, which also contains a dry friction Coulomb model is described by a voltage
equation 3.21 and a torque equation 3.22, which are interdependent on the motor current.
The parameters and variables in the equation are:
Variables:
u(t) [V ] . . . . . . voltage
ω(t) [rad · s−1] . . . . . . angular velocity
i(t) [A] . . . . . . current
Parameters:
R [Ω] . . . . . . winding resistance
L [H] . . . . . . winding inductance
Cφ [V · · · ] . . . . . . motor induction constant
J [kg ·m2] . . . . . . shaft inertia
b [N ·m · s] . . . . . . viscous friction coefficient
T [N ·m · s] . . . . . . dry friction coefficient
It is important to remark that the model does not cover a general load torque, because
it cannot be compensated with a feedforward compensation without its precise measurement
or estimation. This experiment is meant to cover all cases, where the load torque can be
mathematically defined as a function of any motor state, which could be easily added to the
torque equation as another function term.
u(t) = Ri(t) + L
di(t)
dt
+ Cφω(t) (3.21)
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J
dω
dt
= Cφi(t)− bω(t)− Tsgn(ω(t)) (3.22)
To infer the structure of the DC motor’s inverse dynamic model as the equation 2.1, we
express the current i(t) from the equation 3.22, acquiring the equation 3.23, and substitute it
in the equation 3.21. We also substitute its time derivative from the equation 3.243.
i(t) =
J
Cφ
dω(t)
dt
+
b
Cφ
ω(t) +
T
Cφ
sgn(ω(t)) (3.23)
di(t)
dt
=
J
Cφ
d2ω(t)
dt2
+
b
Cφ
dω(t)
dt
(3.24)
After the substitutions, we get the equation 3.25, which represents an inverse dynamic model
of a DC motor. When we substitute the motor parameters by the parameters b1 - b4 we get
the equation 3.26, whose parameters can be estimated by the RLS method and which can be
used as a feedforward compensator of the DC motor.
u(t) =
(
Rb
Cφ
+ Cφ
)
ω(t) +
RJ + Lb
Cφ
dω(t)
dt
+
LJ
Cφ
d2ω(t)
dt2
+
RT
Cφ
sgn(ω(t)) (3.25)
u(t) = b1ω(t) + b2
dω(t)
dt
+ b3
d2ω(t)
dt2
+ b4sgn(ω(t)) (3.26)
The equation 3.26 describes the inverse dynamics by a series of time derivatives. Another
possibility is to convert the model to a discreet form by substituting the derivatives with simple
differences. The discreet form is described by the equation 3.27.
u(t) = b1ϕk + b2ϕk−1 + b3ϕk−2 + b4ϕk−3 + b5sgn(ϕk − ϕk−1) (3.27)
An advantage of using the discreet form over the continuous is a fact, that there is no need
to calculate or estimate the original signal (in this case a motor shaft rotation ϕ) derivatives,
if they are not measured, which is a very problematic task.
However, a significant disadvantage of the discreet form is, that a nonlinearity can become
a function of two or more variables. When we compare the equations 3.26 and 3.27, we can
see, that in the discreet form the signum term is a function of both ϕk and ϕk−1.
If such a local model structure was used in a more complex case, it would prevent use of the
simplification described in the section 3.2.3 and thus significantly increasing the computational
complexity.
The difference between the discreet and the continuous model form can be also expressed
graphically. The figure 3.10 shows the continuous and the discrete form of an inverse dynamic
model described by equations 3.28 and 3.29. Where u(t) is the input force of the system, and
x(t) and v(t) are position and velocity.
3The time derivatives of equation 3.23 term Tsgn(ω(t)) would be a Dirac impulse, which is neglected, because
in real implementation with discrete time period it is impracticable. Also the signum function is not a precise
representation of the dry friction effect.[17]
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Figure 3.10: Comparison of inverse dynamic models in discrete and continuous form
u(t) = b1v(t) + b2
1
1 + e−v(t)
+ b3x(t) + b4x
3(t) (3.28)
uk =
b1
Ts
(xk − xk−1) + b2 1
1 + e−
xk−xk−1
Ts
+ b3xk + b4x
3
k(t) (3.29)
The parameter b1 = 0.1N · s ·m−1 represents the viscous friction, the parameter b2 = 5N ·
s ·m−1 represents the dry friction using a sigmoid function, and the parameters b3 = 0.5N ·m−1
and b4 = 0.008N ·m−3 represent a nonlinear stiffness. We can see, that the discretisation causes
a transformation of the state space in such a way that a nonlinear shape, which was parallel
with one of the continuous space axes, no longer is.
3.4.2 Noisy Signal Derivative
If a continuous form of the inverse model is used to control the DC motor, a way to effectively
determine the measured noisy signal time derivatives has to be found.
It is known, that using a combination of a lowpass filter and the numerical difference to
determine a noisy signal derivative is possible only if the measuring sample time is much
faster than the measured system dynamics. Since the numerical difference behaves like a high
frequency amplifier, it also prevents determining higher order derivatives by completely loosing
the signal in the noise.
Also any filtration influences the measured dynamics and thus deviates the parameters
estimated from such a signal.
A different approach is used in this thesis. To determine one or more derivatives of a signal,
several samples are approximated by a polynomial of a sufficient order using the LS method
(equation 2.7) and the polynomial is analytically differentiated to acquire an approximation of
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the signal derivatives. An example of the whole situation is shown in the figure 3.11, where thirty
measured samples are approximated by a fourth order polynomial to acquire two consecutive
derivatives of the signal.
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ω˙(t) = 12p4t
2 + 6p3t+ 2p2
Figure 3.11: Calculating derivative using approximation polynomial
The actual values of the measured signal and its derivatives in a specific moment can be
calculated as an evaluation of the corresponding polynomial. Depending on the signals SNR,
about three consecutive derivatives can be calculated.
The figure 3.12 shows a comparison of this method with different approaches. The initial
signal is the rotation of an electronic throttle valve described in the section 4.1.1, measured by
a potentiometer sensor.
We can see, that the polynomial approach gives much better results, than a simple difference
and filtration approach.
To implement this polynomial method for derivative calculation, a correct order of the
polynomial has to be selected. It depends on the number of samples used in each step and the
number of consecutive derivatives that need to be calculated.
Because we need to perform several derivatives of the polynomial, the minimal order of the
polynomial has to be higher than the number of the derivatives needed, so that all of them
exist and so that the last derivative is still approximated at least by a first order polynomial.
Preferably, a polynomial of one or two orders higher than the minimum should be used to get
the best results.
The order of the approximation polynomial is also limited by the number of samples used for
LS estimation. Obviously, there has to be more samples, than the parameters of the polynomial
so that the LS estimation has exact results, but at least two or three times more samples than
the estimated parameters should be used.
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Figure 3.12: Comparicon of noisy signal derivative acquired by various methods
3.4.3 DC Motor Adaptive Control
The previously described methods can form a DC motor adaptive controller with a feedforward
compensation. Besides the inverse models with a structure according to the equations 3.26 and
3.27, the model can also cover other effects, for example a torque of an asymmetrical motor
load like a pendulum or a nonlinear viscous friction. The only limitation is the requirement,
that the function describing the effect must be suitable for the RLS estimation.
The whole structure of the adaptive control algorithm is in the figure 3.13. The principle is
based on the composite control using the inverse model as described in the section 2.1, but is
also enhanced by an on-line parameter estimation algorithm.
Trajectory
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Feedback
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DC
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PolyDer
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Figure 3.13: Block diagram of DC motor adaptive control
The estimation algorithm (represented by the RLS Learning block in the figure 3.13) is
using the RLS method to fit a model parameters to the pattern data. The same model with
the last estimated parameters is used in the Feedforward compensation block to calculate
the compensation input.
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The model used for a DC motor dynamics compensation can have various structures used
in different situations. The next section describes an experiment with several of them.
3.4.4 Experimental Results
The control algorithm described in the previous section was implemented using the Mat-
lab/Simulink environment and a real-time I/O card Humusoft MF624 and through a standard
duty driven H-bridge made in our laboratory used to control an educational stand with a Maxon
DC motor shown in the figure 3.14.
All of the model structures listed in the table 3.2, were subjected to the same experiment.
An angular position control of the motor for 100s, with a 10 second long learning period. The
reference signal was generated with a random number generator with a uniform probability
density function and a third order lowpass filter with a time constant τ = 0.06s. The feedback
controller was a P-type controller with a gain 0.01.
Figure 3.14: Block diagram of DC motor adaptive control
Tale table also contains some statistical results over the 90s long measuring period. The
MSE [rad] column represents a mean square error of the difference between the reference and
the measured angular position. The column UFFC [−] represents the average compensation
duty calculated by the feedforward compensation and the columnUP [−] represents the control
duty calculated by the P-type controller.
Also note that the model structure equations are functions of ϕ, which represents the
angular position of the motor shaft, or ω, which represents the angular velocity, and they
output a normalised control signal in the interval 〈−1; 1〉, which is then converted to the
H-bridge duty and rotation direction.
From the results we can see, that all tested model structures were able to greatly overcome
the influence of the feedback controller and were able to maintain a stable control almost by
themselves. This leads to a conclusion, that using an inverse model as a feedforward compen-
sator is an effective way to create an adaptive controller.
Furthermore, we can see that it is useful to use a complete DC motor model (N. 3) over the
incomplete ones (N. 1,2), because it produces much more accurate control. The reason is that
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N. Type Equation Description MSE UFFC UP
1. continuous u = b1ω + b2sgn (ω) J and L are not
compensated
0.3757 0.2062 0.0048
2. continuous u = b1ω + b2ω˙ + b3sgn (ω) L is not
compensated
0.3241 0.2067 0.0044
3. continuous u = b1ω + b2ω˙ + b3ω¨ +
b4sgn (ω)
complete
compensation
0.1428 0.2120 0.0029
4. continuous u = b1ω + b2ω˙ + b3ω¨ +
b4sgn (ω) + b5 sin (ϕ)
unbalanced inertia
connected
0.2976 0.2144 0.0043
5. discreet u= b1ωk+b2ωk−1+b3ωk−2+
b4ωk−3+b5ωk−4+b6sgn (ωk)
velocity based
compensation
0.1717 0.2072 0.0032
6. discreet u = b1ϕk + b2ϕk−1 +
b3ϕk−2 + b4ϕk−3 + b5ϕk−4 +
b6sgn (ϕk−ϕk−1)
position based
compensation
1.6360 0.2072 0.0093
Table 3.2: List of various DC motor compensation models
the DC motor current, which is usually used to handle most of the torque load dynamics, is
not used here.
Model N. 4 was able to control the nonlinear part of the system caused by an unbalanced
load connected to the motor shaft. The load is shown on one of the motors in the figure 3.14.
Equation term Average influence Prevailing effect
b1ω 58.74 % Viscous friction
b2ω˙ 0.39 % Inertia
b3ω¨ 0.12 % Inductance
b4sgn (ω) 28.16 % Dry friction
b5 sin (ϕ) 12.59 % Nonlinear load
Table 3.3: The influence percentage of the model N.4 terms
Finally, the discreet variants of the model structure generally performed worse than the
continuous ones, even though the used more discreet samples than needed. The reason for that
is that the measured signal contained noise and that the model N. 6 used an unprocessed signal
which worsened its ability to model the systems dynamic.
The model N. 5 performed better, because it used directly the angular velocity ω, determined
by the polynomial approximation and differentiation algorithm.
The figure 3.15 shows the learning process of the DC motor composite control algorithm
with the model N. 4. The RLS method can estimate the model parameters very quickly. Sfter
that, the P-type controller is necessary only when the there is an unexpected torque load.
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Figure 3.15: DC motor adaptive control learning
It was also possible to determine the effect of each term of the model’s structure as their
average addition to the control output. The table 3.3 contains the comparison in percentage.
The results confirmed that educational stand DS motors have very significant friction effects,
probably thanks to its planetary gear.
However, the terms representing inertia and inductance seem to be negligible, the statistical
results it the table 3.2 show that they have a significant influence of the positional control
precision, especially when such a weak P-type feedback controller is used.
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This chapter contains the final experiments conducted to test the control of various automotive
actuators. The selected actuators are described in the section 4.1.
The section 4.2 described the design of the adaptive control algorithm and its implemen-
tation on the dSPACE hardware that provides enough computational power to use the local
approximation methods in their complete form, described in the chapter 3.
Finally, the section 4.3 describes the implementation of a simplified version of the adaptive
control algorithm on a development board with a dsPIC microcontroller, which was developed
in the Mechatronics Laboratory.
4.1 Automotive Actuators
All automotive actuators used for actual experiments are DC servo drives with a positional
feedback - a linear or nonlinear torsion spring. They also contain a very strong dry friction,
which is a significant obstacle when using regular feedback control algorithms.
The actuators provide a measurement of the motor shaft angular rotation and current.
However, the current measurement was not used.
The motor current is an inner state and does not contain any new information about the
systems dynamics, but it could be used to significantly improve the precision of estimating the
derivatives of the measured rotation.
The actuators differ mainly in the torsion spring load characteristics, both dry and viscous
friction degree, angular rotation measuring principle and its SNR, gearing backlash and the
overall dynamic properties.
Generally, the dynamic properties of these actuators come from the DC motor equations
mentioned in the section 3.4.1: the voltage equation 3.21 and the momentum equation 3.22,
which can be written in an more general case as the equation 4.1.
J
dω
dt
= Cφi(t)− f(ϕ)− g(ω) (4.1)
The nonlinear function g(ω) represents the influence of the friction effects. In this thesis, the
friction - both dry and viscous - are modelled as two separate effects according to the equation
4.2, which allows the use of the dimensional reduction approach described in the section 3.2.3.
The parameter b represents the coefficient of viscous friction and the parameter T represents
the coefficient of the dry friction. [17].
g(ω) = bω + Tsign (ω) (4.2)
The nonlinear function f(ϕ) represents the torsion spring load characteristic as a function of
the angular rotation ϕ. The characteristics of each actuator were measured during repeated,
very slow opening and closing cycles of the valves or servos.
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4.1.1 Electronic Throttle Valve
The electronic throttle valve serves in a vehicle to regulate airflow to the engine. The figure
4.1 shows an illustration photo.
The throttle valve is connected through a gearing to a DC motor shaft and the valve’s
angular rotation is measured with a potentiometer. Also, a nonlinear torsion spring is connected
to the valve’s shaft, which ensures that the valve stays slightly open in case it is not powered
properly.
Figure 4.1: Electronic throttle valve
The figure 4.2 shows a measured quasi-static load characteristic of the throttle. The non-
linearity takes place within a very narrow angle just around the stable position.
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Figure 4.2: Static characteristic of the electronic throttle valve
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4.1.2 EGR Valve
The EGR (Exhaust Gas Recirculation) valve is used to regulate a repeated burning of the gases
in a vehicle’s engine, which helps to control the engine cylinders temperature and to reduce
formation of harmful NOx gases. The figure 4.3 shows an illustration photo of an EGR valve.
The EGR valve’s construction is similar to the electronic throttle. The differences are a
nonlinear gearing and a different rotation sensor. This valve uses Hall sensors, which determine
the valve’s angular rotation, leading to a less noisy signal.
Also, there is a difference in the overall dynamics of both systems.
Figure 4.3: EGR valve
The figure 4.4 shows a quasi-static load characteristic of the EGR valve. The torsion spring
has slightly different stiffness than the throttle valve and there is also a greater influence of the
gearing cogs and its nonlinearity in higher angles.
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Figure 4.4: Static characteristic of the EGR valve
45
4 EXPERIMENTS WITH REAL SYSTEMS 4.1 AUTOMOTIVE ACTUATORS
4.1.3 Servo Drive
The servo drive used for experiments serves as a general purpose automotive actuator, for
example to intake manifold adjustments or for a variety of flap applications. The figure 4.5
shows its picture. The servos position is also measured with a potentiometer but with a
significantly higher level of noise. Also,, it gearing has much higher backlash that the gearings
of the valves.
Figure 4.5: Servo
The figure 4.4 shows a quasi-static load characteristic of the servo drive. A opposed to the
other systems, it is almost linear.
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Figure 4.6: Static characteristic of the servo drive
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4.2 dSPACE Implementation
To test the methods described in the previous chapters, a real-time control hardware dSPACE
with a measuring card DS2201 was used. In contains an Intel core i7 processor and my common
peripherals and it is also possible to program it from the Matlab/Simulink environment and
inspect a running application on-line using an utility software called Control Desk.
Using these tools, the final adaptive control algorithm was designed based on the local
approximation methods described in the chapter 3.
This section contains a description of the control algorithm and several experiments con-
ducted with the automotive actuators described in the previous section 4.1
4.2.1 Adaptive Control Algorithm
The control algorithm is based on the composite control principle described in the section 2.1.
It is very similar to the DC motor adaptive control algorithm, described in the section 3.4.3,
except it used more than one local model.
The figure 4.7 shows a block diagram of the algorithm which was used for a rotation control of
the above-described actuators. Thy angular rotation reference signal was generated as random
steps with a period Tref = 0.3 s and processed by the trajectory planner.
The random steps were generated in such a way that 70 % of the time the reference signal
was approximately in the nonlinear region of valves. A standard P-type controller with a gain
KP = 50 was also a part of the algorithm.
To calculate the necessary derivatives of the angular rotation reference signal for the Feed-
forward Compensation block, a simple numerical difference could be used because it was an
ideal signal with no noise. However, to determine the same derivatives of the measured signal
for the Local Linear Learning block, the polynomial approximation approach, described in the
section 3.4.2, hat to be used. The processes are represented by the blocks Numerical Derivative
and PolyDer.
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Nonlinear
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u ϕ ω ω˙ ω¨
ϕref e ureg u ϕ
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Model Data
Figure 4.7: Block diagram of the Adaptive Control Algorithm
The Local Approximation Learning block represents the specific approximation method
used to learn the inverse model of the controlled system. Two different learning methods were
used: the RFWR method with two different model structures and the LOLIMOT method. The
47
4 EXPERIMENTS WITH REAL SYSTEMS 4.2 DSPACE IMPLEMENTATION
actual model data are then used by the Feedforward compensation block to evaluate the inverse
model and determine the compensation input uFFC .
Considering the equation 4.1 the inverse dynamic model of the actuators can be written as
the equation 4.3. Thanks to the dimensional reduction approach described in the section 3.2.3,
it can be modelled using a two-dimension local approximation, along the variables ϕ and ω,
with a local model structure according to the equation 4.4.
u(t) = f (ϕ) + g (ω) + b3ω˙ + b4ω¨ (4.3)
u(t) = b1ϕ+ b2ω + b3ω˙ + b4ω¨ + b5 (4.4)
When we also consider the equation 4.2, which replaces the unknown friction function g(ω)
by a known, simpler function that meets the requirements for the RLS parameter estimation,
the general inverse dynamic model of the actuators can be written as the equation 4.5. Using the
same dimensional reduction approach, this inverse model can modelled by a one-dimensional lo-
cal approximation, along the variable ϕ, with a local model structure according to the equation
4.6.
u(t) = f (ϕ) + b2ω + b3ω˙ + b4ω¨ + b5sgn (ω) (4.5)
u(t) = b1ϕ+ b2ω + b3ω˙ + b4ω¨ + b5sgn (ω) + b6 (4.6)
Both local models’ structures were used in the experiments. The one-dimensional case (equation
4.6) with the RFWR, and the two-dimensional case (equation 4.4) with both LOLIMOT and
RFWR, resulting in three different approximation methods (named RFWR 1D, RFWR 2D
and LOLIMOT 2D) used to control each of the three automotive actuators.
For a comparison, the experiments were also conducted with the P-type controller which is a
part of the algorithm, alone and with a PI-type controller with gains KP = 100 and KI = 50,
which were acquired experimentally. All experiments were realised with a calculation period
Ts = 0.001 s for 400 s, where the first 100 s were determined to the inverse model learning
and the uFFC signal was proportionally diminished.
Two statistical approaches were used to asses the performance of these control methods.
The first was the common mean squared error (MSE) between the reference and the measured
angular rotation to compare adaptive control algorithm using different approximation methods
with the regular feedback controllers.
The second approach tried to evaluate the influence of both parts of the control algorithm -
the feedback and the feedforward controller. It was assumed that if the feedforward compensa-
tion has a significantly higher influence on the control process than the feedback controller, it is
the inverse model approximation is working correctly. The feedforward compensation efficiency
EFFC is calculated according to the equation 4.7. To express the overall efficiency during the
whole experiment, the average feedforward compensation efficiency EFFC is used.
EFFC(t) =
|uFFC(t)|
|uFFC(t)|+ |uP (t)| (4.7)
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4.2.2 Experimental Results
From the measurement of every experiment, several graphical and statistical outputs can be
created. The statistical summary of all experiments is in table 5.1, which compares the pre-
cision, the feedforward compensation efficiency and the number of local models used by each
method with a regular P or PI type feedback controller.
Since the graphical outcomes from the experiments are extensive, this section describes
in detail one of the nine experiments possible for three approximation methods and three
actuators. A complete list of all experimental data can be found in the Appendix B.
The described experiment was conducted using the RFWR 2D as the local approximation
method of the adaptive algorithm to control the Electronic throttle valve.
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Figure 4.8: Eletronic throttle valve control using the RFWR 2D method
The most important outcome of the experiment is the comparison of the reference and
the measured angular position signal. The figure 4.8 shows this comparison together with the
outputs of the feedforward compensation and the P-type controller.
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Figure 4.9: Feedforward compensation efficiency
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It is clear that the feedforward compensation works very well, because the feedback controller
output is much lower. To evaluate this ratio, the figure 4.9 shows the efficiency EFFC of the
feedforward compensation calculated according to the equation 4.7. The average efficiency after
the 100 second long learning period was EFFC = 80.4 %.
The efficiency signal plotted in the figure 4.9 was smoothed using a Gaussian window over
a 10 second long interval.
The RFWR algorithm had two learning dimensions, which means that the inverse model
representation can be easily plotted together with the models’ kernel functions. The figure 4.10
shows the inverse model approximation as a function of the angular rotation ϕ and the angular
velocity ω. The remaining variables ω˙ and ω¨ are considered zero.
As a comparison, the figures 4.11 and 5.1 show the approximation done by the other meth-
ods.
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Figure 4.10: Electronic throttle valve’s inverse model approximation by the RFWR 2D algorithm.
4.3 MCU Implementation
After successful implementation and testing with the dSPACE, the local approximation method
were intended to be used with a dsPIC microcontroller.
After some initial experiments it was found, that it is not possible to implement any of the
LS variants on the microcontroller through the automatic code generation from the Simulink
environment, because of its computational complexity and mainly numerical instability.
The used microcontroller (dsPIC33FJ128MC804) has a 16-bit word length, which is not
enough to calculate the matrix inversion in the equation 2.7 of the LS method precisely enough.
Also, when implementing the RLS method, it showed up that calculations with the inverse
covariance matrix from the equation 2.9 are not precise, because its elements are usually by
many orders of magnitude different than the system inputs and outputs. This leads to an
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Figure 4.11: Electronic throttle valve’s inverse mode approximation by the RFWR 1D algorithm.
instability of the calculation.
Using a 32-bit fixed-point arithmetic was also not possible, because of its computational
demands when implementing on a 16-bit chip.
For those reasons, a different local approximation method was developed. It woks like a
simple grid based Look-Up table with linear interpolation (see section 2.3.1 or [1] for further
description), which was adjusted by a statistical algorithm, which adds new points to the grid
similarly to the LOLIMOT.
The new grid point is added between the two existing points with the highest statistical
deviation from the measured data, up to reaching 50 grid points. Thanks to the dimensional
reduction approach, the modelled systems could be approximated by local models with a struc-
ture according to the equation 4.6, which means the table grid is only one-dimensional along
the variable ϕ.
Parameters b1 and b6 are calculated using the linear interpolation between the table points
and the remaining parameters are the same for the whole system.
This local approximation method (named LUT) was used to control the three actuators
during the same position control experiment as the methods in the previous section. The Figure
4.12 the control process and the comparison of the feedforward and the feedback parts’ outputs
of the adaptive control algorithm. The statistical results are also listed in the table 5.1.
The figure 4.13 shows the Electronic throttle valve’s inverse model approximation along the
grid dimension ϕ with the other variables considered zero. This very simple local approximation
method was also able to learn the inverse model precisely enough to maintain stable position
control of the throttle valve.
Results from the remaining experiments (EGR valve and Servo drive) are also listed in the
table 5.1 and in the Appendix B.
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Figure 4.12: Eletronic throttle valve control using the LUT method
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Figure 4.13: Electronic throttle valve’s inverse mode approximation by the LUT algorithm.
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The outcome of this thesis is a design of an adaptive control algorithm, which is based on the
composite control principle and uses an inverse dynamic model of the controlled system as a
feedforward dynamics compensator.
The inverse dynamic model of the controlled system is acquired using a local approximation
method and the algorithms adaptivity is based on the approximation methods ability to learn
and improve the dynamic’s approximation on-line, using a measured I/O data.
The algorithm was tested using the Simulink environment and then during actual experi-
ments with various automotive actuators, servo drives and valves, with a nonlinear positional
feedback, using a dSpace real-time control hardware.
Additionally, a simplified version of the adaptive control algorithm was implemented on an
standard I/O board with a dsPIC microcontroller using automatic code generation from the
Matlab/Simulink environment.
The adaptive algorithm can use three different local approximation methods, a simple look-
up table with linear interpolation for the microcontroller implementation, and adjusted versions
of standard method RFWR and LOLIMOT for the dSPACE implementation.
The conducted experiments are described in the chapter 4. The results show that the local
approximation methods in general have a potential to create an inverse dynamic model of a
system precisely enough to successfully control ty system.
The figure 5.1 shows the inverse model approximation of the Electronic throttle valve using
the LOLIMOT algorithm during a real-time learning and control experiment.
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Figure 5.1: Electronic throttle valve’s inverse mode approximation by the LOLIMOT 1D algorithm.
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Not even a significant dry friction which takes place in the used actuators and represents a
severe nonlinearity, prevents the algorithm from maintaining a stable control.
The adaptive algorithm typically takes several tens of seconds to learn the controlled sys-
tem’s dynamics but even after that period, it is able to adjust the model if needed.
The effectiveness of the algorithm was determined in comparison with a feedback controller.
It is based on an assumption, that if the inverse model is approximated correctly, the influence
of the feedforward compensation during a control process if significantly higher, than that of
the feedback controller which is also a part of the composite control algorithm.
A summary of the experimental results is listed in the table 5.1. The experiments are
compared according to the average efficiency EFFC , the control process mean squared error
MSE, and the number of local models N . All tested variants achieved much more precise
control than the P-type and the PI-type controllers alone. The P-type controller is otherwise
a part of the adaptive composite control algorithm.
Electronic
Throttle Valve
EGR Valve Servo Drive
Algorithm EFFC MSE N EFFC MSE N EFFC MSE N
RFWR 1D 81.3 % 3.07·10−4 21 76.9 % 1.41·10−4 18 86.1 % 0.96·10−4 10
RFWR 2D 80.4 % 1.23·10−4 38 71.9 % 6.04·10−4 21 83.4 % 1.00·10−4 16
LOLIMOT 2D 81.6 % 0.94·10−4 81 78.2 % 1.21·10−4 81 85.2 % 0.55·10−4 82
LUT 73.0 % 1.77·10−4 50 63.9 % 15.1·10−4 50 65.9 % 4.12·10−4 10
P Controller − 21.5 ·10−4 − − 24.1·10−4 − − 16.6·10−4 −
PI Controller − 13.3·10−4 − − 22.3·10−4 − − 8.74·10−4 −
Table 5.1: Summary of experimental results
The differences between the local approximation methods are mainly in their computational
complexity, number of user defined parameters and an overall stability.
During the simulations and the experimental tests of the designed control algorithm or its
separate parts, it was also necessary to solve several practical problems, which led to some
interesting findings.
Most of all, the solution of determining several time derivatives of a measured noisy signal
using an approximation polynomial and its analytical derivatives, described in the section 3.4.2.
In comparison to the usual method, i.e. using a lowpass filtration and numerical difference, it
was shown to be much more effective, especially in determining higher order derivatives of the
same signal.
It is expected, that it could also be used in many other real situations that need to calculate
the numerical derivative of a noisy signal.
Another outcome of this thesis, which was originally intended to be a simplified experiment
to evaluate the basic principles of local linear approximation and mainly using the Recursive
Least Squares method (RLS) for parameter estimation, is an adaptive control algorithm for a
DC motor which is described in the section 3.4.
The RFWR algorithm that generally uses many local models to approximate a system’s dy-
namics was simplified in a way that uses only one local model with various structures described
in the section 3.4.4, which are used as a feedforward compensator for a DC motor position
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control. The various model structures are able to compensate the linear DC motor dynamics
and also some nonlinear effects like a dry friction or an unbalanced inertia.
The simplification, using only one model, allows to test the RLS parameter estimation
stability and an overall susceptibility to noise and the inverse model imperfections, without
having to deal with optimizing the local models’ distribution, which is the most complicated
part.
Beside the result, that when the above-mentioned solution for signal derivatives is used,
the whole system shows very promising results, it also turns out to be a very effective way to
control an arbitrary DC motor with state dependent torque load.
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Figure 5.2: Visual comparison of the experimental results
Another significant outcomes resulting from the analysis of various local approximation
methods, described mainly in the chapter 3, are several adjustments to the original methods
so that they can be used for a real-time approximation, so that they optimise the distribution
of local model solely according to such system states which have the potential to contain a
nonlinearity.
This approach, described in the section 3.2.3, helped to significantly lower the computational
complexity and increase the overall algorithm stability by reducing the number of local models
needed to approximate a system’s inverse dynamics.
The final outcome of this thesis which is worth mentioning are the other adjustments made
to the RFWR algorithm described in the section 3.2. They are about making the algorithm
more stable and effective when placing new local models and optimising the existing ones.
In summary, the local approximation methods seem to be a promising tool for control
and analysis of nonlinear dynamic systems, which can have an important position in fields like
Mechatronics and Robotics in the future, thanks to the recent improvements in the performance
and price of industrial microcontrollers.
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5.1 Suggestions for Further Development
For further developments in the field of local approximation methods, it would be appropriate
to test the adaptive control algorithm proposed in this thesis with different dynamic systems.
Some of the educational models available in the Mechatronics laboratory, for example a
rotational inverse pendulum, or a magnetic levitation of an iron ball, are suitable for this task.
Also, the whole algorithm could be implemented on a microcontroller directly through the
C language, which could further decrease the computational complexity of the algorithms, or
a microcontroller with a FPU unit could be used.
Another possibility for further experiments is the adaptive control algorithm for a DC
motor described in the section 3.4. It can be improved in many ways, like using the current
measurement, estimating the torque load with a state estimator like the Kalman filter or extend
the whole algorithm to be used with a BLDC motor, which is beginning to be used in the
industry more often because of its almost maintenance-free operation.
Further development could be also devoted to the algorithm to determine a noisy signal’s
derivative using an approximation polynomial analytic differentiation described in the section
3.4.2. For example, its implementation on an FPGA would be very interesting.
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Appendix
A Electronic Appendixes
This thesis contains electronic appendixes:
– 01 Local Learning Methods
Contains the Matlab implementation of the LWL, RFWR and LOLIMOT method, along
with its simulations.
– 02 DC motor RLS Learning
This folder contains several Simulink files for controlling a DC motor using the MF624 I/O
card with different model structures, as described in the section 3.4.1.
– 03 dSPACE Loc Learn Control
The dSPACE implementation of the local approximation methods for control of the actuators
using Simulink.
– 04 EduKit Loc Learn Control Implementation
The microcontroller implementation of the local approximation methods for control of the
actuators using Simulink.
– 05 Photos
Photos of the actuators, microcontroller board, and power H-bridge.
B Experimental Data
The following list contains a visualization of the data measured during all of the experiments
described in the chapter 4.
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I. Actuator: Electronic Throttle Valve Approximation Method: RFWR 1D
0 5 10 15 20 25
t [s]
0
0.2
0.4
0.6
0.8
1
ϕ
[−
]
ϕreference
ϕmeasured
0 5 10 15 20 25
t [s]
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
u
[−
]
uPID
uFFC
Figure 5.3: Electronic throttle valve control using the RFWR 1D method
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Figure 5.4: Feedforward compensation efficiency
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Figure 5.5: Electronic throttle valve’s inverse model approximation by the RFWR 1D algorithm.
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II. Actuator: Electronic Throttle Valve Approximation Method: RFWR 2D
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Figure 5.6: Electronic throttle valve control using the RFWR 2D method
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Figure 5.7: Feedforward compensation efficiency
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Figure 5.8: Electronic throttle valve’s inverse model approximation by the RFWR 2D algorithm.
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III. Actuator: Electronic Throttle Valve Approximation Method: LOLIMOT 2D
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Figure 5.9: Electronic throttle valve control using the LOLIMOT 2D method
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Figure 5.10: Feedforward compensation efficiency
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Figure 5.11: Electronic throttle valve’s inverse model approximation by the LOLIMOT 2D algorithm.
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IV. Actuator: EGR Valve Approximation Method: RFWR 1D
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Figure 5.12: EGR valve control using the RFWR 1D method
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Figure 5.13: Feedforward compensation efficiency
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Figure 5.14: EGR valve’s inverse model approximation by the RFWR 1D algorithm.
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V. Actuator: EGR Valve Approximation Method: RFWR 2D
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Figure 5.15: EGR valve control using the RFWR 2D method
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Figure 5.16: Feedforward compensation efficiency
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Figure 5.17: EGR valve’s inverse model approximation by the RFWR 2D algorithm.
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VI. Actuator: EGR Valve Approximation Method: LOLIMOT 2D
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Figure 5.18: EGR valve control using the LOLIMOT 2D method
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Figure 5.19: Feedforward compensation efficiency
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Figure 5.20: EGR valve’s inverse model approximation by the LOLIMOT 2D algorithm.
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VII. Actuator: Servo Drive Approximation Method: RFWR 1D
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Figure 5.21: Servo drive valve control using the RFWR 1D method
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Figure 5.22: Feedforward compensation efficiency
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Figure 5.23: Servo drive’s inverse model approximation by the RFWR 1D algorithm.
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VIII. Actuator: Servo Drive Approximation Method: RFWR 2D
0 5 10 15 20 25
t [s]
0
0.2
0.4
0.6
0.8
1
ϕ
[−
]
ϕreference
ϕmeasured
0 5 10 15 20 25
t [s]
-1
-0.5
0
0.5
1
u
[−
]
uPID
uFFC
Figure 5.24: Servo drive valve control using the RFWR 2D method
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Figure 5.25: Feedforward compensation efficiency
-2
0.3
-1.5
-1
0.2
-0.5
u
F
F
C
[−
]
10.1
0
0.9
0.8
0.5
ω [−]
0 0.7
0.6
ϕ [−]
-0.1 0.5
0.4
0.3
-0.2 0.2
0.1
-0.3 0
Figure 5.26: Servo drive’s inverse model approximation by the RFWR 1D algorithm.
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IX. Actuator: Servo Drive Approximation Method: LOLIMOT 2D
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Figure 5.27: Servo drive valve control using the LOLIMOT 2D method
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Figure 5.28: Feedforward compensation efficiency
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Figure 5.29: Servo drive’s inverse model approximation by the LOLIMOT 1D algorithm.
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X. Actuator: Electronic Throttle Valve Approximation Method: LUT
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Figure 5.30: Electronic throttle valve control using the LUT method
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Figure 5.31: Electronic throttle valve’s inverse model approximation by the LUT algorithm.
73
XI. Actuator: EGR Valve Approximation Method: LUT
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Figure 5.32: EGR valve control using the LUT method
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Figure 5.33: EGR valve’s inverse model approximation by the LUT algorithm.
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XII. Actuator: Servo Drive Approximation Method: LUT
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Figure 5.34: Servo Drive control using the LUT method
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Figure 5.35: Servo drive’s inverse model approximation by the LUT algorithm.
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