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ABSTRACT
We present abundances of globular clusters in the Milky Way and Fornax from integrated light
spectra. Our goal is to evaluate the consistency of the integrated light analysis relative to standard
abundance analysis for individual stars in those same clusters. This sample includes an updated analy-
sis of 7 clusters from our previous publications and results for 5 new clusters that expand the metallicity
range over which our technique has been tested. We find that the [Fe/H] measured from integrated
light spectra agrees to ∼0.1 dex for globular clusters with metallicities as high as [Fe/H]=−0.3, but
the abundances measured for more metal rich clusters may be underestimated. In addition we sys-
tematically evaluate the accuracy of abundance ratios, [X/Fe], for Na I, Mg I, Al I, Si I, Ca I, Ti I, Ti
II, Sc II, V I, Cr I, Mn I, Co I, Ni I, Cu I, Y II, Zr I, Ba II, La II, Nd II, and Eu II. The elements for
which the integrated light analysis gives results that are most similar to analysis of individual stellar
spectra are Fe I, Ca I, Si I, Ni I, and Ba II. The elements that show the greatest differences include
Mg I and Zr I. Some elements show good agreement only over a limited range in metallicity. More
stellar abundance data in these clusters would enable more complete evaluation of the integrated light
results for other important elements.
Subject headings: galaxies: star clusters — galaxies: abundances — globular clusters: general
1. INTRODUCTION
Abundance analysis of high resolution integrated light
(IL) spectra of globular clusters (GCs) holds significant
potential for galaxy evolution constraints. Due to the
high luminosity of GCs, high-resolution spectra of suf-
ficient quality can be obtained for GCs at extragalactic
distances and, because they represent old stellar popu-
lations, GCs can be used to probe the chemical evolu-
tion of distant galaxies. The luminosities of the bright-
est GCs are comparable to young supergiant stars, for
which abundances have been measured in Local Group
galaxies at distances of ∼1 Mpc (e.g. Venn et al. 2001;
Kaufer et al. 2004; Tautvaiˇsiene˙ et al. 2007) using high
resolution spectra from large telescopes. However, un-
like short lived supergiant stars that reveal only recent
gas compositions, GC ages cover the full range of galac-
tic history so that GCs can be used to probe the full
formation history of the parent galaxy.
In a series of papers that demonstrated and devel-
oped our techniques, we have explored the use of high-
resolution, integrated light spectra for the abundance
analysis of globular clusters (Bernstein & McWilliam
2002; McWilliam & Bernstein 2008; Cameron 2009;
Colucci et al. 2011, 2012). Due to the low velocity dis-
1 This paper includes data gathered with the 6.5 meter Mag-
ellan Telescopes located at Las Campanas Observatory, Chile.
2 NSF Astronomy and Astrophysics Postdoctoral Fellow
persions of GCs (< 30 km s−1), the line widths of the
integrated light spectra are narrow enough that individ-
ual lines are well resolved and blending is not much more
problematic than for individual red giant branch (RGB)
stars. We have demonstrated that it is possible to use
weak lines of numerous elements in the integrated light
spectra of GCs to reveal a wealth of abundance infor-
mation that is lost in low-resolution, low signal-to-noise
ratio (S/N) spectra.
Our IL analysis method has been developed primar-
ily using a “training set” of Milky Way (MW) and
Large Magellanic Cloud (LMC) GCs. Our method was
first explored in (McWilliam & Bernstein 2008, “Pa-
per I”) using the NGC 104 (47 Tuc) spectrum from
that training set. The method was further developed
in Cameron (2009, PhD thesis), which focused on the
old clusters available in the MW sample, and published
in Colucci et al. (2011, “Paper III”) and Colucci et al.
(2012, “Paper IV”), which focused on the more varied
abundance patterns and mixed-age range clusters of the
LMC sample. Since then, we have published a number
of papers in which we have both applied the basic anal-
ysis methodology and also refined many of the spectral
measurement analysis techniques. We are now in a po-
sition to publish a more complete sample from the MW
than was presented in Cameron (2009, PhD thesis). This
sample is particularly useful in establishing the accuracy
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of our analysis methods for clusters with a wide range of
abundances. In addition, we can now perform our anal-
ysis using the refined methods that have been developed
in our papers since Paper IV.
In Paper I, we demonstrated the core strategies of
our method: the use of equivalent widths in spectra of
unresolved GCs to obtain chemical abundances in the
same manner as is done using spectra of RGB stars.
In Cameron (2009), development of the technique and
a detailed analysis was performed of the 7 MW training
set GCs (NGC 104, NGC 362, NGC 2808, NGC 6093,
NGC 6388 NGC 6752, NGC 6397). These “old” (>10
Gyr) GCs spanned a range in [Fe/H] that is most typical
of GCs, ie. −2.2 <[Fe/H]< −0.5. The development of
the technique was performed in two stages. In the first
stage, resolved high resolution photometry of the MW
GCs was used to empirically determine the stellar popu-
lation — the color magnitude diagram (CMD) — of the
GCs. The virtue of analyzing the spectra first with the
empirical information was that it allowed us to develop
our basic integrated light line synthesis techniques and
routines. As the resolved CMDs are obviously not avail-
able to use in the analysis of unresolved, extragalactic
clusters, we then moved on to a second stage of anal-
ysis in which we developed a strategy for using the Fe
lines to identify best-fitting populaions using theoretical
isochrones from stellar evolutionary models to approxi-
mate the CMDs. In this analysis, we iteratively constrain
both the Fe abundance and the best-fitting CMD. This
technique was first published in detail in Colucci et al.
(2009) in a first application to extragalactic GCs, which
included 5 GCs in M31, discussed further below.
In Paper III, we further developed our Fe and age anal-
ysis method on the LMC GCs in our training set, which
are a crucial addition to the training set because the
LMC GCs have ages ranging from 10’s of Myr to >10
Gyr. This population of massive, high surface bright-
ness GCs with ages <10 Gyr is not available in the
MW. Paper III presented an important modification to
our analysis technique, in which we assessed the impact
of stochastic stellar population fluctuations when using
theoretical isochrones to represent the GC populations.
Stochastic fluctuations are a worry when the GC CMD is
not fully populated, so we evaluated the impact of possi-
ble mismatch of the isochrone population with stochasti-
cally populated CMDs. In general, large stochastic fluc-
tuations in the CMD are expected for stellar populations
with young ages < 1 Gyr, where the number and prop-
erties of luminous red supergiants or asymptotic giant
branch (AGB) stars can have a large impact on the flux
weighted IL spectra. In practice, our training set IL spec-
tra can also suffer from stochastic issues because we are
not able to observe the whole GC population in the MW
and LMC, only the core regions are high enough surface
brightness to obtain high S/N IL spectra.
In Paper IV, we analyzed ∼20 additional elements in
the LMC training set GCs. Paper IV also included devel-
opment of an additional component of our technique for
IL spectral synthesis, which allows us to measure abun-
dances in circumstances where equivalent width analy-
sis is not possible or is insufficient. This can happen
when the velocity dispersions of the GCs are large (>15
km s−1), which means there is greater line broadening,
which results in more line blending and line blanketing
makes determination of the true continuum difficult or
impossible. Similarly, at high metallicities the line blend-
ing and blanketing can lead to these problems. In addi-
tion, IL line synthesis can provide abundance estimates
when the S/N of the data is too low for accurate analysis
with equivalent widths.
Recently, Sakari et al. (2013, 2014) have used similar
IL analysis techniques on a sample of 5 MW GCs to
confirm the reliability of IL abundance measurements
of elements key in chemical tagging studies. They per-
formed a detailed analysis of the potential systemat-
ics that can occur in IL studies, including how sys-
tematic errors can be reduced when line-by-line differ-
ential abundances are used to calculate abundance ra-
tios. The 5 GCs in their sample covered a metallicity
range of −2.4 <[Fe/H]< −0.7. In addition Larsen et al.
(2012) used similar strategies and different measurement
techniques to recover the abundances of a metal-poor
([Fe/H]∼-2.3) cluster in Fornax.
Our first application of the high resolution IL abun-
dance analysis to extragalactic GC systems was for a pi-
lot study of 5 GCs in M31 in (Colucci et al. 2009, “C09”).
This sample was increased to 31 GCs in (Colucci et al.
2014, “C14”), where Fe, alpha, and light elements were
analyzed. In addition to M31, we presented Fe and Ca
abundances for 10 GCs in NGC 5128 in Colucci et al.
(2013). In both the M31 and NGC 5128 works we found
evidence for 10 Gyr age GCs with metallicities as high
as [Fe/H]∼ −0.2. While our training set included metal-
licities this high for LMC clusters, these clusters were all
quite young, with ages of <1 Gyr. Since abundance anal-
ysis of both stars and GCs becomes more difficult at the
highest metallicities due to increased line blending and
line blanketing, it was not clear that the IL abundance
analysis technique would have the same accuracy for GCs
with metallicities approaching solar or above (that have
much cooler stellar populations than young clusters).
The primary motivation for this work is to further test
the IL analysis techniques for “old” (>10 Gyr) GCs with
high metallicities, as this is a regime that has not been in-
cluded in IL test studies by any group. We first present
an updated analysis of the MW training set GCs pre-
sented in Paper I and Cameron (2009). The updates in-
clude the methods described in Paper III, Paper IV and
C14. Specifically, we now include assessment of the effect
of stochastic stellar population fluctuations in the MW
training set, which leads to a more reliable determination
of the stellar population without a priori CMD informa-
tion. We also include line synthesis abundance measure-
ments of elements, which increases the precision of our
measurements over those in Paper I and Cameron (2009).
We increase the metallicity range of the training set by
supplementing our original training set sample with IL
spectra of four high metallicity bulge GCs (NGC 6440,
NGC 6441, NGC 6553, NGC 6528) and one low metallic-
ity GC in the Fornax dwarf spheroidal galaxy (Fornax 3).
In particular, we use the bulge GCs to more effectively
assess the potential complications of analysis of IL GC
spectra at high metallicity. The paper is outlined as fol-
lows: in §2 we present the targets, observations and data
reduction. In §3 we present the IL abundance analysis
techniques employed in this work. In §4 we present an in
depth discussion of the age and [Fe/H] solutions for each
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Table 1
Observations and Cluster Properties
Name RA Dec µV V MVtot E(B-V) rcore Telescope Scan Texp S/N
(J2000) (J2000) (mag/
′′
) (′) Area (s) (pixel−1)
NGC 104 00 24 05.2 -72 04 51 14.36 3.95 -9.42 0.04 3.2 DuPont 32x32 11030 100
NGC 2808 09 12 02.6 -64 51 47 14.50 6.20 -9.39 0.22 0.8 DuPont 32x32 10730 81
NGC 362 01 03 14.3 -70 50 54 14.66 6.40 -8.41 0.05 0.8 DuPont 32x32 11021 89
NGC 6093 16 17 02.5 -22 58 30 14.84 7.33 -8.23 0.18 0.6 DuPont 32x32 7350 52
NGC 6397 17 40 41.3 -53 40 25 15.47a 5.73 -6.63 0.18 2.9 DuPont 32x32 18374 57
NGC 6752 19 10 52.0 -59 59 05 14.88a 5.40 -7.73 0.04 1.9 DuPont 32x32 11021 130
New Clusters from Zaritsky et al. (2014)
NGC 6388 17 36 17.0 -44 44 06 13.33 6.72 -9.42 0.37 0.5 Magellan 30x30 3600 200
NGC 6440 17 48 52.7 -20 21 37 13.78 9.20 -8.75 1.07 0.5 Magellan 10x10 25200 162
NGC 6441 17 50 13.1 -37 03 05 13.49 7.15 -9.63 0.47 0.6 Magellan 10x10 3600 119
NGC 6528 18 04 49.6 -30 03 23 15.34 9.60 -6.57 0.54 0.4 Magellan 10x10 10800 104
NGC 6553 18 09 17.6 -25 54 31 16.24 8.06 -7.77 0.63 1.0 Magellan 30x30 2700 103
New Fornax Cluster
Fornax 3 02 39 52.5 -34 16 08.0 17.00 12.56 -8.12 0.04 0.04 Magellan · · · 6000 70
References. — Milky Way Cluster identifications, positions, V magnitudes, E(B-V) and core radius in arcmin are from
(Harris 1991, 2010 revision). Milky Way central surface brightnesses in V are from McLaughlin & van der Marel (2005) except
for a., which is from (Harris 1991, 2010 revision). Coordinates and core radius for Fornax 3 are from Mackey & Gilmore (2003).
The E(B-V) and Mvtot for Fornax 3 are from Buonanno et al. (1998), using their distance modulus of 20.68. Data will be
available at https://zenodo.org/record/163464 upon publication.
GC, which includes comparisons to known values from
standard abundance analysis of individual stars in these
GCs. Finally, in §5 we compare the abundance ratios for
an additional 19 elements to those in the reference stellar
abundance studies presented in §4, including a compar-
ison of abundances calculated differentially, line-by-line.
In §6 we present our summary and conclusions.
2. TARGETS, OBSERVATIONS AND REDUCTIONS
2.1. Original Training Set
The observations and reductions of the original train-
ing set sample are described in detail in Paper I and
Cameron (2009), and are summarized here. The data
were obtained using the the echelle spectrograph on the
2.5 m du Pont telescope at Las Campanas. The spectra
cover the range 3700–7800 A˚, with declining sensitivity
and spectral resolution toward the blue end. Telluric ab-
sorption features limit our ability to analyze the spectra
at the reddest end of this range, so our analysis focuses
primarily on the high quality spectra that were obtained
from 4100–7500 A˚. During the observations we uniformly
scanned the core regions of the training set clusters to
simulate IL spectra that can be obtained for unresolved
extragalactic GCs. To both maximize the S/N ratio of
the spectra and minimize the relative contribution from
sky, we limited the scanned regions of each cluster to the
central 32×32 arcsec2. The cluster regions were scanned
once per exposure, so clear conditions were necessary to
ensure an unbiased weighting of the cluster light. As the
entire slit was filled with cluster light during these scans,
significant sky flux outside the telluric emission lines was
only detected near twilight. To be conservative, expo-
sures were also obtained off the cluster (i.e. on “pure
sky”) to allow measurement and subtraction of the sky
signal from the science exposures. These sky exposures
were taken throughout the night, temporally mixed with
the cluster observations. All clusters, excluding NGC
2808, were observed during lunar dark time in 2000 July.
NGC 2808 was observed during lunar dark time in 2001
January. The total integration time for each cluster is
summarized in Table 1, along with the general proper-
ties of the clusters.
We performed the basic data reduction steps using the
echelle package in IRAF2, including the routines for over-
scan, bias subtraction, and flat-field division. Echelle or-
ders were identified, traced, and extracted using IRAF’s
APALL routine. This routine also allows for the subtrac-
tion of inter-order, scattered-light, which is easy to mea-
sure in this spectrograph for orders bluer than 6000 A˚,
but difficult to measure at redder wavelengths because
the wings of adjacent orders begin to overlap at those
wavelengths. In order to measure the scattered light de-
spite this overlap, an empirical scattered-light model was
produced. For a detailed discussion of our scattered-light
subtraction see Paper I. The sky spectra were scaled and
subtracted from the individual integrated-light exposures
using simple arithmetic routines. The extracted spectra
were wavelength calibrated using standard IRAF rou-
tines and the Th-Ar spectra taken before and after each
science spectrum.
In the analysis of the GCs’ fully reduced spectra, we
measure the equivalent widths (EWs) of spectral ab-
sorption lines while simultaneously fitting the continuum
level in each order. To do so, it is only necessary to
perform a relative flux calibration of the spectra by nor-
malizing out the strong echelle blaze function from each
order. An adequate approximation of the blaze function
of each order was obtained using observations of a bright
G-star, which is roughly the color of our IL spectra. The
approximate blaze function was obtained by fitting a low
order polynomial to the G-star’s continuum in each or-
der. No attempt was made to remove telluric absorption
2 IRAF is distributed by the National Optical Astronomy Ob-
servatories, which are operated by the Association of Universities
for Research in Astronomy, Inc., under cooperative agreement with
the National Science Foundation.
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Figure 1. A section of the IL spectra for each cluster in the
sample. The spectra are normalized to 1.0, with a base at 0.0, and a
constant offset has been applied for visual separation. The spectra
have been smoothed by 3 pixels for presentation. The clusters are
presented top to bottom in order of increasing metallicity from our
analysis.
lines from the spectra, however telluric template stars
were compared to each order of our final IL spectra to
assure that no absorption lines were measured near tel-
luric lines. Representative S/N values for each cluster’s
final IL spectrum are listed in Table 1, and Figure 1 dis-
plays a representative spectral region for each cluster.
2.2. Supplemental Data
High resolution IL spectra of five additional GCs (NGC
6388, NGC 6440, NGC 6441, NGC 6528, NGC 6553)
were taken in collaboration with D. Zaritsky for a pro-
gram focussed on dynamical analysis (Zaritsky et al.
2014). These GCs were observed with the MIKE spec-
trograph (Bernstein et al. 2003) on the Magellan Clay
Telescope. The telescope was set to raster scan the slit
(0.75”x5”) across the central, high surface brightness re-
gion of the cluster during each exposure. The area of
each scan is listed in Table 1 and approximately corre-
sponds to the cluster half light radius. The spectra have
a wavelength coverage of approximately 3700 to 9800 A˚;
we primarily use the region between 4000 and 7600 A˚,
which has the highest S/N and least background contam-
ination. We reduced the spectra using the MIKE IDL
pipeline (Bernstein et al. 2015). More details about the
observations can be found in Zaritsky et al. (2012, 2014).
NGC 6388 was observed with the duPont telescope for
the original training set as well as with Magellan. For
the analysis in this work we use the higher S/N MIKE
spectra.
We obtained IL spectra of Fornax 3 in March 2014
with the MIKE spectrograph on Magellan, using a slit
size of 1.0”x5”. In this case, due to the much greater
distance to the Fornax galaxy, traditional stationary
(rather than scanned) exposures were more effective.
Fornax 3 is still quite extended with a core radius of
2.4” (Mackey & Gilmore 2003), so we split the observa-
tions into 3 exposures to cover as much of the cluster
light as possible. The first exposure was centered on the
cluster, and the other two were offset by one slit width to
the left and right of the central exposure. Like the MW
bulge GCs, the Fornax 3 spectrum was reduced using the
MIKE IDL pipeline.
Upon publication the spectra of the train-
ing set clusters will be downloadable from
https://zenodo.org/record/163464.
3. ANALYSIS DETAILS
To calculate integrated light spectra, we use the rou-
tine ILABUNDS (McWilliam & Bernstein 2008), which
employs the most up to date (2014) version of Moog
(Sneden 1973). All calculations are performed under the
assumption of local thermodynamic equilibrium (LTE).
ILABUNDS can be used for EW matching (§3.1), or for
spectral synthesis (§3.2).
In all of our analyses, theoretical CMDs are con-
structed to represent the cluster population; the stellar
parameters from the CMDs are used to synthesize spec-
tra for ∼25 representative stellar types, which are then
combined into a flux-weighted integrated light spectrum.
The properties of the stars are taken from the isochrones
used to construct the theoretical CMDs. We use the ex-
tended AGB canonical isochrones from the Teramo group
with mass−loss parameter of η=0.2 (Pietrinferni et al.
2004, 2006; Cordier et al. 2007), and determine the num-
ber of stars of each type using the initial mass function of
Kroupa (2002). The total number of stars in the CMD is
normalized to the absolute magnitude of the GC and the
percentage of the total GC flux contained in the scan-
ning observation. More details on sampling effects are
discussed in §4.
The 1-D, plane parallel, ODFNEW and AODFNEW
model grids of Kurucz3(e.g. Castelli & Kurucz 2004) are
used to interpolate stellar atmospheres for the 25 stellar
types in our theoretical CMDs.
Line lists were taken from McWilliam & Rich (1994),
McWilliam et al. (1995), McWilliam (1998), Paper I,
Colucci et al. (2014), and references therein, with up-
dates to log gf values from Mele´ndez & Barbuy (2009)
(Fe II), Sobeck et al. (2007) (Cr), Lawler et al. (2001)
(La), and Den Hartog et al. (2003) (Nd). Our line lists
are specifically chosen to include lines with the most ac-
curate gf values, and that give consistent and reliable
results in our training set clusters. Because each cluster
3 The models are available from R. L. Kurucz’s Website at
http://kurucz.harvard.edu/grids.html
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Table 2
Velocity Dispersions
Name vσ,Z vσ
km s−1 km s−1
NGC 104 11.5±0.2 12.6±1.2
NGC 2808 13.0±0.5 13.7±1.1
NGC 362 9.2±0.4 9.1±1.2
NGC 6093 9.5±0.5 11.9±3.3
NGC 6752 6.6±0.4 7.0±1.5
NGC 6388 18.4±0.6 23.1±2.5
NGC 6440 13.3±0.7 15.9±1.7
NGC 6441 16.5±0.7 18.1±2.8
NGC 6528 5.8±0.5 6.4±1.4
NGC 6553 7.0±0.5 7.8±1.9
Fornax 3 · · · 9.9±2.6
References. — Column
2 contains measurements from
Zaritsky et al. (2013, 2014). Col-
umn 3 contains the measurements
we made using cross correlation be-
tween template stars in this work.
3500 4000 4500 5000 5500 6000 6500 7000 7500 8000
Wavelength (Å)
0
5
10
15
20
25
30
N
Others
Fe II
Fe I
Figure 2. The wavelength distribution of lines used in this anal-
ysis. Each bin corresponds to 100 A˚.
has a unique combination of velocity dispersion, metal-
licity, and systemic velocity, each cluster has a unique list
of detectable and trustworthy lines. Our Fe-line list is in-
tended to include Fe I lines that cover as wide a range as
possible in λ, excitation potential (EP), and EW, all of
which are powerful diagnostics for evaluating the qual-
ity of our abundance solutions. We use a total of 217
different Fe I lines, 21 Fe II lines and 198 lines of other
elements. A histogram showing the wavelength distri-
bution of the lines in our analysis is shown in Figure 2,
which shows the usefulness of the extensive wavelength
coverage of the data.
We primarily use lines that have EWs or inferred EWs
that are less than ∼150 mA˚, in order to avoid lines that
may be saturated in a significant number of stars in the
population. For abundance analysis utilizing spectral
synthesis, we supplement our primary line list with that
of the Kurucz database.4 In our default lists we include
transitions for important molecules like C2, CN, NH, CH,
and MgH (see §4.14 for TiO). Hyperfine splitting is in-
cluded in the line synthesis for Sc II, V I, Mn I, Co I, Cu
I, Zr I, Ba II, La II, and Eu II.
4 http://kurucz.harvard.edu/linelists.html
3.1. Fe EW Analysis
Our core analysis method allows us to measure the
abundance of the cluster using the observed EWs of ab-
sorption features in a cluster’s integrated light spectrum,
analogous to standard EW techniques used for the anal-
ysis of single stars.
It is advantageous to use a standardized tool to en-
sure consistent measurements are made. We measure
EWs of absorption lines in the IL spectra using GETJOB
(McWilliam et al. 1995). This software includes semi-
automated routines to interactively fit low-order polyno-
mials to the continuum level of each echelle order using
specified continuum regions. Line profile fits are made
with single, double, or triple Gaussian profiles to isolate
desired lines and obtain their EWs. Particular care is
needed to set the continuum level in the IL spectra, es-
pecially when the velocity dispersion is large.
In Colucci et al. (2014), with a sample of 31 GCs in
M31, we performed tests to determine when EW analysis
alone was insufficient for measuring an accurate [Fe/H].
We found that EW analysis and line synthesis analysis
yielded consistent results for GCs with [Fe/H]<-0.3 and
velocity dispersions (σv) less than 15 km s
−1. Follow-
ing that work, we use EWs to determine the [Fe/H] of
the MW GCs here when those criteria are met. For the
original training set GCs included in Cameron (2009),
all are analyzed using EWs, with the exception of NGC
6388, which has a velocity dispersion of σv ∼20 km s−1.
For the supplemental high metallicity GCs, all [Fe/H]
are measured with spectral synthesis, as described in the
next section.
3.2. Fe Spectral Synthesis Analysis
The Fe spectral synthesis analysis is described in detail
in Colucci et al. (2011) and Colucci et al. (2014). Briefly,
we use a χ2 minimization scheme to fit the synthesized
IL spectra to the observed spectra. We calculate syn-
thetic spectra for a 20 A˚ region centered on the Fe line
of interest; this full region is used to set the continuum or
“pseudo-continuum” level. The fitting of each line must
be checked by eye to ensure that the continuum fit is ac-
curate, that the line is not affected by bad blending or
sky absorption lines, and that the region isn’t affected by
local noise. The actual χ2-minimization is performed in
a smaller ∼0.5 A˚ region around the line itself in order to
obtain the most accurate measurement. For the abun-
dance matching, spectra are calculated with abundances
that are±0.5 dex around the average abundance, in steps
of 0.1 dex. A starting guess abundance and age are neces-
sary to create an initial theoretical CMD for calculating
the IL spectra. This initial CMD and its spectra are used
to identify the most trustworthy lines for the cluster and
to establish proper continuum placement for each line.
First guess abundances in this work were taken from the
catalog of (Harris 1991, 2010 edition); when extragalactic
GCs are studied, low resolution spectroscopic metallicity
estimates can be used as first guess abundances. We use
a first guess age of 10 Gyr for the initial CMD. When the
lines and continuum are satisfactorily identified, the χ2-
minimization can be performed systematically for CMDs
of any other age/metallicity combination, and the most
self consistent age/metallicity solution can be identified.
In the EW analysis we use the behavior of the EWs of
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Table 3
GC Fe I EWs
λ E.P. loggf F3 N104 N2808 N362 N6093 N6397 N6752
(A˚) (eV) (mA˚) (mA˚) (mA˚) (mA˚) (mA˚) (mA˚) (mA˚)
5216.283 1.608 -2.082 64.8 · · · · · · 126.2 116.2 36.7 74.7
5225.534 0.110 -4.755 · · · · · · · · · 84.9 · · · · · · 53.2
5232.952 2.940 -0.057 76.2 · · · · · · · · · 89.4 65.8 113.2
5266.563 2.998 -0.385 · · · · · · · · · · · · 87.8 46.1 85.2
5281.798 3.038 -0.833 · · · · · · · · · 121.8 64.2 · · · 63.2
5281.798 3.038 -0.833 · · · · · · · · · 115.7 · · · · · · · · ·
5283.629 3.241 -0.524 33.6 · · · · · · 148.8 · · · 35.4 88.4
5302.307 3.283 -0.720 · · · · · · 101.4 119.2 73.6 22.5 64.5
5307.369 1.608 -2.912 · · · 117.9 78.0 82.7 70.5 · · · 65.6
5324.191 3.211 -0.103 · · · · · · · · · · · · 105.2 46.0 90.8
Note. — EW measurements for Fornax 3, NGC 104, NGC 2808, NGC 362, NGC
6093, NGC 6397 and NGC 6752. Lines listed twice correspond to measurements made
in adjacent orders with overlapping spectral coverage. This table is presented in its
entirety in the electronic addition of the journal.
Table 4
Fe I Synthesis Abundances
12+log(X/H)
λ n6388 n6440 n6441 n6528 n6553
5216.283 · · · 6.88 6.51 6.82 · · ·
5232.952 · · · 6.88 6.71 7.02 · · ·
5281.798 7.08 7.28 6.61 7.02 6.89
5283.629 7.28 7.38 7.21 6.92 7.09
5302.307 7.08 7.28 7.01 7.12 7.09
5307.369 7.08 6.78 6.91 7.22 6.69
5367.476 6.68 6.88 6.91 6.82 7.09
5369.974 6.98 7.28 7.01 6.92 · · ·
5383.380 · · · 6.68 · · · 6.72 6.89
5389.486 · · · · · · 6.71 7.22 6.89
Note. — Abundance measurements from χ2 fit-
ting of spectral syntheses for NGC 6388, NGC 6440,
NGC 6441, NGC 6528 and NGC 6553. Abundances
for individual lines are measured in steps of 0.1 dex
from the mean abundance obtained from all lines.
Abundances are quoted for the CMD solution with
the oldest age for each GC. The full table is available
in the electronic edition of the journal.
the Fe lines as one of our diagnostics for isolating the best
possible stellar population. In the line synthesis analysis
we calculate a “pseudo-EW” by re-synthesizing the Fe
line alone with the abundance we derived when nearby
line blends were included.
To compare the synthesized spectra to the data, we
need to convolve the synthesis with the observed one di-
mensional velocity dispersion (vσ) of the cluster, which
dominates the broadening of the lines. As in our pre-
vious work (e.g. C14), we obtain the velocity dispersion
of our IL spectra by cross correlation with Galactic tem-
plate stars using the routine fxcor in IRAF. For each
cluster we used template stars that were observed with
identical setups of the cluster. For the clusters observed
with the duPont telescope (NGC 104, NGC 2808, NGC
362, NGC 6093, NGC 6397, NGC 6752), we use a single
template star, HR805. The velocity dispersion of NGC
6397 is comparable to or smaller than the resolution of
the data of ∼3 km s−1, so we do not report a measure-
ment here and only use EW analysis for the abundances
of all species of this cluster. For the clusters observed
in Zaritsky et al. (2014) with the Magellan telescope, we
use the mean vσ obtained from three different template
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Figure 3. The difference between the abundances measured for
Fe I and Fe II lines, as a function of the [Fe/H] from (Harris 1991,
2010 edition), with the exception of Fornax 3 for which we use the
reference abundance of Letarte et al. (2006). A solid line is shown
at 0, which would equal perfect agreement. The shaded gray region
shows a range of ±0.2 dex from perfect agreement to guide the eye,
which encompasses the majority of points. The error bars show
the total uncertainties in Fe I and Fe II mean abundances added
in quadrature.
stars: HD033771, HR914, and HD171391. Our measure-
ments are given in Table 2. For Fornax 3 we use the mean
vσ obtained from HD033771 and HD171391. For com-
parison, we show the velocity dispersion measurements
made using the same data for the MW GCs but different
techniques in Zaritsky et al. (2013) and Zaritsky et al.
(2014). The two measurements agree for most clusters,
although we note that small differences are expected be-
cause we have not corrected for aperture or 3 dimensional
effects in this work, since our goal here is only to account
for the line broadening of the spectra.
3.3. Isolating the best population
Our goal for study of unresolved extragalactic GCs is
to be able to identify a GC’s age and metallicity using di-
agnostics in the IL spectra themselves. Therefore, in an-
alyzing the training set clusters we have allowed for CMD
solutions with ages between 1-15 Gyr and -2.5 < [Fe/H]
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Table 5
Synthesized Fe II Abundances
Species λ EP loggf 12+log(X/H)
(A˚) (eV) F3 n104 n2808 n362 n6093 n6388 n6440 n6441 n6528 n6553 n6752
Fe II 4122.67 2.58 -3.26 · · · 6.52 · · · 6.17 · · · · · · · · · · · · · · · · · · 5.77
Fe II 4489.18 2.83 -2.96 5.31 · · · · · · · · · · · · · · · · · · · · · 7.12 · · · 5.97
Fe II 4508.29 2.86 -2.44 5.41 7.02 6.63 · · · · · · · · · 7.28 · · · 7.02 · · · 5.87
Fe II 4520.22 2.81 -2.65 · · · 6.82 · · · · · · · · · · · · · · · 7.14 · · · · · · 5.97
Fe II 4582.83 2.84 -3.18 · · · 6.62 · · · 6.47 · · · · · · · · · · · · 6.92 · · · · · ·
Fe II 4583.84 2.81 -1.93 5.31 6.92 · · · 6.57 6.01 · · · 7.18 · · · 7.22 7.49 · · ·
Fe II 4620.52 2.83 -3.21 · · · 6.52 · · · 6.47 · · · · · · · · · · · · 7.22 6.79 5.87
Fe II 4731.45 2.89 -3.10 · · · 6.82 6.63 6.47 · · · · · · · · · · · · · · · · · · 6.17
Fe II 4839.99 2.68 -4.75 · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · 5.97
Fe II 4855.55 2.70 -4.46 · · · · · · · · · 6.37 · · · · · · · · · · · · · · · · · · · · ·
Fe II 4923.93 2.89 -1.26 5.51 7.02 6.63 6.37 5.41 · · · · · · · · · 6.62 · · · 5.77
Fe II 5018.44 2.89 -1.10 · · · · · · 6.63 6.47 5.41 · · · · · · 7.53 7.12 6.89 · · ·
Fe II 5197.58 3.23 -2.22 5.61 6.82 6.83 6.47 · · · · · · 7.18 · · · 6.92 · · · 5.77
Fe II 5234.62 3.22 -2.18 · · · 6.72 · · · · · · · · · · · · · · · · · · 6.82 6.99 5.67
Fe II 5325.55 3.22 -3.16 · · · 6.92 · · · 6.57 · · · · · · · · · · · · · · · 7.39 5.77
Fe II 5362.87 3.20 -2.57 · · · · · · 6.73 6.57 · · · · · · · · · · · · 7.71 · · · 5.97
Fe II 5425.26 3.20 -3.22 · · · 6.82 · · · · · · · · · · · · · · · · · · 7.12 7.19 5.97
Fe II 5534.85 3.24 -2.75 · · · · · · · · · 6.37 · · · 6.98 · · · 6.74 7.02 6.79 5.87
Fe II 6432.68 2.89 -3.57 · · · · · · 6.73 6.37 5.71 · · · 7.18 7.53 7.02 7.19 · · ·
Fe II 6456.38 3.90 -2.05 · · · 7.02 · · · 6.57 · · · · · · · · · · · · 7.02 7.39 5.97
Fe II 6516.08 2.89 -3.31 · · · 7.02 6.43 6.47 · · · · · · · · · · · · 7.32 7.39 · · ·
Note. — Abundance measurements for individual Fe II lines. Abundances are presented in the same format as Table 4.
< +0.2. We isolate the most self consistent solution by
first requiring that the input metallicity of the CMD is
consistent with the derived average abundance from the
Fe I lines. We then look for solutions with the small-
est line-to-line statistical scatter (σN,FeI), and minimize
any trends of the Fe abundance with excitation potential,
wavelength and EW, similar to techniques used in anal-
ysis of individual stars. For typical “old” GCs, we can
usually constrain the age to a range of 10-15 Gyr. This
age spread translates to a spread in associated metallic-
ity; for typical old GCs the uncertainty in the [Fe/H] due
to the age is ∼0.05 dex. For final abundances we aver-
age the results obtained using the youngest and oldest
CMDs that give self consistent results. For the total un-
certainty in [Fe/H], we add the uncertainty due to age
(σA,FeI) and the standard deviation of the mean abun-
dance (σFeI=σN,FeI/
√
NFeI − 1) in quadrature. We note
that for abundances of elements besides Fe I, we can
sometimes only measure one line of a given species. In
these cases we assign a typical line-to-line scatter uncer-
tainty of 0.1 dex (see C14), and add that in quadrature
with the age uncertainty.
4. FE ANALYSIS TESTS AND RESULTS
First we summarize the analysis tests that we have per-
formed, and then we discuss the individual solutions on
a cluster by cluster basis. Initial age and [Fe/H] abun-
dance solutions are found using measurements of Fe I
lines that are obtained with EW analysis (N104, N2808,
N362, N6093, N6397, N6752, Fornax 3) or line synthesis
analysis (N6388, N6440, N6441, N6528, N6553), follow-
ing our standard method described in Paper I, Cameron
(2009), Paper III, and C14. The EWs measured for each
Fe I line are given in Table 3, and the abundances mea-
sured from synthesis for each Fe I line are given in Table
4. The measurements of Fe II lines, which are synthe-
sized in all GCs, are given in Table 5. The final solutions
for the 12 GCs are given in Table 6. We first discuss GCs
measured using EWs, and then GCs measured using line
synthesis.
1. Stochastic Effects. After the CMDs with the
most consistent age and [Fe/H] combinations were deter-
mined in the standard way, we next performed tests with
stochastically sampled CMDs as we did in Paper III to
determine if stochasticity, which manifests as the pres-
ence or absence of short lived stars, was affecting our
results, and whether more self-consistent solutions could
be obtained with stochastically sampled CMDs. We find
that about half of the GCs have better solutions with
stochastically sampled CMDs, although in most cases
the difference in the final mean [Fe/H] is small. Note
that stochasticity has an effect on many of the solutions
for the training set GCs primarily because we are only
able to sample the highest surface brightness part of the
GC cores, and that this is not an issue when observing
massive and distant extragalactic GCs.
2. Constraints from Fe II lines. We have addition-
ally performed tests to determine whether Fe II lines can
be helpful in isolating the best stellar populations. We
ignored Fe II lines in our previous analyses because we
were only able to measure a few Fe II lines using EWs
with comparable precision to the Fe I lines. At present,
we are recovering more Fe II measurements by using line
synthesis in all GCs, instead of EWs (see C14), and it
is useful to determine if we can use the additional Fe II
lines to our advantage. We find that in the majority of
cases, adding Fe II lines can marginally improve the fi-
nal abundance solutions as a function of wavelength, EP
and EW. However, the behavior pattern of the solutions
overall remains very similar so that it is not necessar-
ily more helpful in constraining the best CMD solutions.
In a couple of cases, as described in more detail below,
we find a difference between the Fe I and Fe II abun-
dances, which are shown in Figure 3, although the mea-
sured abundances from Fe II lines are always within the
line to line scatter of the larger set of Fe I lines. The
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Table 6
Fe Abundance and Age Results
Cluster [Fe I/H] [Fe II/H] Age
[Fe I/H] σ σA,FeI σFeI NFeI [Fe II/H] σ σA,FeII σFeII NFeII (Gyr)
NGC 104 -0.65 0.19 0.05 0.05 111 -0.65 0.18 0.04 0.06 14 10.0 ± 3.0
NGC 2808 -1.04 0.22 0.02 0.04 58 -0.85 0.12 0.01 0.04 8 11.5 ± 1.5
NGC 362 -1.14 0.16 0.04 0.04 75 -1.04 0.11 0.02 0.03 15 14.0 ± 1.0
NGC 6093 -1.65 0.25 0.08 0.09 65 -1.88 0.33 0.02 0.19 4 12.5 ± 2.5
NGC 6388 -0.33 0.18 0.13 0.13 42 -0.48 0.10 0.06 0.10 1 9.0 ± 4.0
NGC 6397 -2.05 0.21 0.02 0.03 58 · · · · · · · · · · · · · · · 11.0 ± 4.0
NGC 6440 -0.34 0.22 0.08 0.08 58 -0.27 0.10 0.04 0.05 4 9.0 ± 4.0
NGC 6441 -0.46 0.21 0.11 0.11 60 -0.26 0.34 0.02 0.22 4 9.0 ± 6.0
NGC 6528 -0.31 0.22 0.05 0.06 65 -0.40 0.18 0.03 0.07 14 8.5 ± 1.5
NGC 6553 -0.35 0.19 0.03 0.03 68 -0.34 0.27 0.01 0.10 10 10.0 ± 3.0
NGC 6752 -1.58 0.20 0.02 0.03 81 -1.59 0.13 0.02 0.04 14 11.0 ± 4.0
Fornax 3 -2.27 0.27 0.03 0.05 36 -2.11 0.15 0.06 0.09 5 14.0 ± 1.0
References. — Final results for Fe abundances and derived ages. Column 2 shows the mean abundance obtained
from Fe I lines, and Column 7 shows the mean abundance obtained from Fe II lines. Column 3 and Column 8 show
σ, which corresponds to the standard devation in the abundance measured from the lines of each species. Column
4 and Column 9 show the uncertainty in abundance due to the age range of the best solutions, σA,X . Column
5 and Column 10 show the total uncertainty for each species, which is defined as σX =
√
(σ2A,X + σ
2
N,X) where
σN,X = σ/
√
(NX−1) and σ is the standard deviation of the abundance of NX lines. The number of lines measured
for each species, NX , are listed in Columns 6 and 11.
Table 7
Abundance Data from the Literature
Cluster Individual Sources
[Fe/H]1 [Fe/H]2
NGC 104 -0.72 -0.75±0.05 Koch & McWilliam (2008),Thygesen et al. (2014),Cordero et al. (2014),Carretta et al. (2004)
NGC 2808 -1.14 -1.18±0.04 Gratton et al. (2011), Carretta (2006), Marino et al. (2014)
NGC 362 -1.26 -1.24±0.08 Shetrone & Keane (2000), Worley & Cottrell (2010), Carretta et al. (2013)
NGC 6093 -1.75 -1.76±0.04 Carretta et al. (2015), Cavallo et al. (2004)
NGC 6388 -0.55 -0.62±0.25 Wallerstein et al. (2007), Carretta et al. (2007)
NGC 6397 -2.02 -2.07±0.03 Koch & McWilliam (2011), Gratton et al. (2001), Lind et al. (2011)
NGC 6440 -0.36 -0.56±0.023 Origlia et al. (2008b)
NGC 6441 -0.46 -0.45±0.08 Origlia et al. (2008b), Gratton et al. (2006)
NGC 6528 -0.11 -0.07±0.13 Origlia et al. (2005), Zoccali et al. (2004), Carretta et al. (2001)
NGC 6553 -0.18 -0.28±0.18 Cohen et al. (1999), Alves-Brito et al. (2006), Mele´ndez et al. (2003), Barbuy et al. (1999)
NGC 6752 -1.54 -1.56±0.10 Cavallo et al. (2004), Gruyters et al. (2014), Yong et al. (2005b), Gratton et al. (2001), James et al. (2004)
Fornax 3 · · · -2.38±0.033 Letarte et al. (2006)
References. — 1. [Fe/H] from Harris (1991, 2010 revision). 2. Mean and standard deviation of [Fe/H] from the references listed in column 4.
3. Because there is only one high resolution spectroscopic study of NGC 6440 and Fornax 3 we list the dispersion of abundance between stars given
by Origlia et al. (2008b) and Letarte et al. (2006), respectively as the dispersion.
discrepancy could be due to non-LTE (NLTE) effects, as
investigated in detail by Lind et al. (2012), although in
this case we might expect that the Fe I abundances are
underestimated compared to the Fe II abundances and
perhaps for the problem to be exacerbated at low metal-
licity. However, we don’t find either of these things to be
consistently true in the sample. It is likely that a large
part of the discrepancy is due to the difficulty in making
clean measurements of Fe II lines as compared to the Fe
I lines. We find that the worst agreement between Fe I
and Fe II abundances is found for GCs where we mea-
sure less than 10 Fe II lines, which also tend to be the
GCs that have larger velocity dispersions (NGC 6388)
and lower S/N spectra (NGC 6093, Fornax 3). We note
that all but 3 of the Fe II lines have wavelengths <5500
A˚, which are the regions of the spectra with the lowest
S/N. We conclude that our standard analysis using Fe
I lines alone is the most consistent method across the
range of cluster properties and data quality.
3. Horizontal Branch Morphology Effects. As shown
in our previous work, when we derive a young or inter-
mediate age (<10 Gyr) for a GC we must also deter-
mine whether the solution is also consistent with that
for a CMD with an old age and a very blue horizon-
tal branch (HB), since both cases would require more
flux in hot stars for the best overall solution. Signif-
icant effort has been put into determining the poten-
tial abundance systematics introduced by mismatches
between actual horizontal branch morphology and the
horizontal branch morphology assumed in the theoretical
CMDs. Sakari et al. (2013, 2014) found that for abun-
dances of most elements, the upper limits on systematic
offsets were between 0.05 - 0.2 dex, and that HB mor-
phology had a much bigger effect on the Fe II abundances
than the Fe I abundances. C09 found that completely re-
placing the original HB stars in the CMD with very hot
blue HB stars for a metal-poor M31 GC resulted in a
difference of 0.05 dex. C14 found that although abun-
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dance offsets were generally small, ages could be system-
atically underestimated when blue HBs were missing in
theoretical CMDs for moderately high metallicity clus-
ters ([Fe/H]> −0.7), and that for appropriate age uncer-
tainties it is necessary to test whether any cluster with
a derived age of <10 Gyr could also be consistent with
an age >10 Gyr and a blue HB. In this work we find an
example of this effect for our solution for NGC 6441.
Because blue HB stars can have a noticeable effect on
the abundances derived from bluer Fe I lines, we perform
additional tests here to determine if the Fe lines can be
used to infer the HB morphology themselves. This would
potentially allow the HB morphology - metallicity rela-
tionship to be studied in more distant galaxies where it is
difficult or impossible to determine the HB morphology
photometrically. In our previous papers, we presented
tests for evaluating if GCs with younger ages were also
consistent with older ages and blue HB morphology by
deriving abundances for an “extreme” CMD, where we
replaced all of the red HB stars with blue HB stars while
conserving the total V flux in the horizontal branch. We
then compared the behavior and self consistency of the
abundance solutions with the extreme CMD to see if the
abundance diagnostics (σFe, Fe vs. λ, Fe vs. EP, Fe vs.
EW ) were improved over the initial solutions. Here we
test additional CMDs between the red and blue extremes,
where we replace 25 %, 50%, 75% or 100% of the red HB
stars with blue HB stars. In this way we can test for a
missing amount of flux in hot stars by trying to eliminate
trends in the abundance diagnostics and minimizing the
line-to-line scatter of Fe I abundances.
We tested each GC with the four versions of blue HB
CMDs, to see if the results were consistent with the ac-
tual HB morphology of the GCs from their photometric
CMDs. Because convenient quantitative measurements
of HB morphology aren’t available for all the GCs in our
sample (e.g. HB indexes based on star counts, median
RGB/HB color difference, temperature limits, etc.), we
have only looked for qualitative agreement with the re-
solved CMDs. In this sample, we do not find that only
GCs with known blue HBs have better solutions when
blue HBs were added. In fact, we found that a CMD
with a 50% blue HB improved the diagnostics for both
NGC 104, which has red HB, and NGC 6752, which
has a blue HB. In the original solutions (i.e. no blue
HB added), both NGC 104 and NGC 6752 have small
trends of increasing Fe abundance measured from red-
der Fe lines. By adding blue HB stars to the CMD,
the derived abundance from bluer lines is increased, thus
removing the trend in the original solutions. Because
NGC 104 doesn’t have a blue HB there must be another
explanation (be it some systematic error or population
mismatch) for the observed trend in the original solu-
tion that could be falsely interpreted as a blue HB. Since
HB morphology is not a unique solution to eliminating Fe
abundance trends with wavelength, we conclude that the
Fe I lines themselves can’t be used to infer HB morphol-
ogy in unresolved GCs without additional information.
Therefore in our final analysis strategy we only test for
compatibility with an extreme blue HB when an interme-
diate or young age is derived. This more accurately re-
flects the degeneracy present when constraining the age
of an unresolved GC, and consequently the abundance
uncertainties may be larger for some GCs.
4. Comparison to reference abundances from individ-
ual stars. For each GC we compare the [Fe/H] we de-
rive to [Fe/H] measured by other authors using standard
high resolution analysis of individual cluster stars. The
sources for the reference studies are listed in Table 7. In
column 1 we list the [Fe/H] from the Milky Way Glob-
ular Cluster Catalog (Harris 1991, 2010 edition, here-
after “HGCC”), which is based on the abundance scale
of Carretta et al. (2009). In column 2 we list the [Fe/H]
that we obtain from an unweighted mean of the individ-
ual works listed in column 3, which are the references we
use to compare the additional elements we measure in §5.
We also give the standard deviation of the measurements
to give a sense of the dispersion between recent studies.
We have limited these references to works published in
approximately the last 15 years, which in most cases use
similar techniques to the optical RGB star analysis the
IL method is based on. The exceptions are IR spec-
tra measurements for the bulge GCs NGC 6440, NGC
6441, and NGC 6528 performed by Origlia et al. (2005)
and Origlia et al. (2008b), which are included because
there is very little abundance information available for
these highly reddened GCs. The IR comparison should
be sufficient for most of the elements we are comparing
for these two GCs (Fe, Mg, Si, Ti, Al, Ca, V), as re-
cent studies have shown reasonable agreement between
optical and IR abundances (e.g. Holtzman et al. 2015;
Lamb et al. 2015). We use the additional comparison to
the [Fe/H] in column 2 because it includes abundance
studies performed after the publication of the 2010 edi-
tion of HGCC, but note that the average [Fe/H] in col-
umn 2 is usually very similar to the [Fe/H] of HGCC.
In the following sections we give the IL abundance mea-
surement with the uncertainty in [Fe/H] from Column 5
in Table 6, which is the combined uncertainty from the
age of the CMD and the line-to-line scatter divided by√
N − 1 lines.
4.1. NGC 104
For the analysis of NGC 104, we use the Fe I EW mea-
surements in Paper I, and supplement them with addi-
tional measurements of bluer lines. The bluest line in
Paper I is found at 5862 A˚, and here we add an addi-
tional 57 Fe I lines with 4000 A˚< λ < 5860 A˚ so that our
analysis of NGC 104 covers a similar wavelength range
to the other GCs in this work. In addition, we measured
14 Fe II lines with spectral synthesis. The solutions with
our standard CMDs are very self-consistent, and we ob-
tain a best fit age of 7 - 15 Gyr. The solution for an
age of 10 Gyr is shown in Figure 4; it shows no depen-
dence of abundance with EP or EW, and a small depen-
dence of abundance with wavelength. We obtain identi-
cal abundances using Fe I and Fe II lines, and including
the Fe II lines in the solution makes a marginal improve-
ment. We did not find that stochastically sampled CMDs
improve the solution in this case. Our final measure-
ment is [Fe/H]= −0.65 ± 0.05, which is in good agree-
ment with the IL measurement obtained using theoreti-
cal CMDs from Paper I of [Fe/H]= −0.70± 0.021± 0.05.
Our measurement is consistent, within the uncertain-
ties, to the recent abundance studies in Table 7, which
range from [Fe/H]= −0.67 in Carretta et al. (2004) to
[Fe/H]= −0.79 in Cordero et al. (2014). A more metal-
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Figure 4. Fe line abundances as a function of EP (left panels), wavelength (center panels), and reduced EW (rEW, right panels), where
reduced EW is defined as rEW=log10(EW/λ). From top to bottom the clusters shown are NGC 104, NGC 2808, NGC 362, and NGC 6093.
For each panel open circles show abundances measured for Fe I lines, and filled cyan squares show abundances measured for Fe II lines.
The solid horizontal black line shows the mean abundance from Fe I lines, and the dotted horizontal cyan line shows the mean abundance
from Fe II lines. The black dashed line shows a linear least squares fit to the Fe I abundances as a function of EP, wavelength or rEW. The
dashed red line shows a linear least squares fit of all Fe I and Fe II lines with EP, wavelength or rEW. On the right side of each panel are
histograms of the Fe I abundances in gray, Fe II abundances in cyan, and all lines together in white.
poor IL abundance of [Fe/H]= −0.81 ± 0.02 was mea-
sured by Sakari et al. (2013) using the same data and
similar techniques with a resolved CMD instead of a
theoretical CMD. The two measurements are still rea-
sonably close given the possible systematic errors in IL
abundance analysis discussed in depth in Paper I and
Sakari et al. (2014). For example, Paper I find that the
IL abundances derived with a photometric CMD instead
of theoretical CMD resulted in a change of −0.05 dex in
[Fe/H], and Sakari et al. (2013) attribute the 0.05 dex
difference in [Fe/H] from photometric CMDs between
their analysis and Paper I to differences in how the abun-
dance ratio was calculated.
4.2. NGC 2808
We measure abundances for 59 Fe I lines and 8 Fe
II lines for NGC 2808, with final abundances of [Fe
I/H]= −1.04 ± 0.04 and [Fe II/H]= −0.85 ± 0.04, as
well as an age constraint of 10-13 Gyr. The difference
between the mean abundances from Fe I and Fe II lines
is larger than in most cases, although the Fe II abun-
dance remains consistent with the line-to-line scatter of
the Fe I abundances. There is no dependence of abun-
dance with EP or wavelength, but some dependence on
abundance vs. EW, which is alleviated somewhat by in-
cluding abundances of Fe II lines. We did not find better
solutions with stochastically sampled CMDs. We show
an example of the NGC 2808 data and synthesized spec-
tra in Figure 5, where a region with both Fe I and Fe II
lines can be seen. As a test we show the region synthe-
sized without the Fe II line, and find this to be consistent
with the pseudo-continuum level, which we require for a
clean measurement. Our Fe I measurement is ∼0.1 dex
more metal rich than the reference abundances in Table
7, which is a little larger than the formal 1-sigma errors.
4.3. NGC 362
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Our final abundance measurements for NGC 362 are
[Fe I/H]= −1.14 ± 0.04 and [Fe II/H]= −1.04 ± 0.03,
obtained from 75 Fe I and 15 Fe II lines, respectively.
We find that CMDs with ages between 13-15 Gyr give
the most self consistent solutions, with only small depen-
dences of abundance with EP and EW that marginally
improve when including Fe II lines. We did not find
a significant improvement in the solution when using
stochastically sampled CMDs. Our IL measurement
is consistent within the uncertainties with the refer-
ence abundances in Table 7, which range from [Fe/H]=
−1.33 in Shetrone & Keane (2000) to [Fe/H]= −1.17 in
Carretta et al. (2013).
4.4. NGC 6093
For NGC 6093 we measure final abundances of [Fe
I/H]= −1.65±0.09 from 73 Fe I lines, [Fe II/H]=−1.88±
0.19 from 4 Fe II lines, and find an age of 10-15 Gyr.
The line-to-line scatter for this cluster is larger than in
the previous cases, and there are moderate trends in the
abundance diagnostics in Figure 4. The worse quality
of these solutions are not completely unexpected given
that this GC has the lowest S/N in the sample. NGC
6093 also has one of the larger differences between the
abundance derived from Fe I and that from Fe II, how-
ever we are only able to measure 4 Fe II lines with a
significant line-to-line scatter. In Figure 6 we show an
example of the lower quality data and line-to-line scat-
ter in abundance derived from several nearby lines. The
abundance derived from the Fe II line in Figure 6 is one
of the lowest we measure for this cluster. As we did for
NGC 2808, we show the region synthesized without the
Fe II line and again find this to be consistent with the
pseudo-continuum level. For this cluster we found that
stochastically sampled CMDs provided some improve-
ment in the solution, although significant trends in the
abundance diagnostics remain. Our IL abundance mea-
surements are consistent within the uncertainties with
the reference abundances in Table 7.
4.5. NGC 6397
NGC 6397 is a special case because the sampling of
our data is poor, due to its nearby distance and low
mass. In Cameron (2009) a comparison of resolved
photometry to the corresponding scanned region of the
IL spectra showed that the brightest stars (MV > 0)
were missing in the scanned area, as also shown in
Bernstein & McWilliam (2002). Therefore, in Cameron
(2009) all stars brighter than MV = 0 were removed
from the theoretical CMDs in order to provide a more
accurate test of the IL technique. We accordingly fol-
low the same procedure in this work. Our final solution
is [Fe/H]= −2.05 ± 0.03 from 58 Fe I lines, and an age
between 7 - 15 Gyr. We were unable to make a clean
measurement of any Fe II line, which is likely partly due
to the low S/N of the data and also to the lack of lu-
minous RGB stars, which are large contributors to the
EWs. The final abundance diagnostics are shown in Fig-
ure 7, where moderate dependences of abundance with
EP and EW can be seen. The reference abundances in
Table 7 for NGC 6397 are −2.02 and −2.07±0.03, which
both agree within the uncertainties with our IL measure-
ment.
Figure 5. An example of Fe I and Fe II lines in the bluer re-
gion of the spectra for NGC 2808, where a spectrum synthesized
with the cluster’s mean abundance consistently fits the features.
The data is shown in grey circles and has been smoothed by 3 pix-
els. The solid black line corresponds to synthesized spectra with
the mean [Fe/H] abundance derived from all lines. The cyan and
orange lines correspond to synthesized spectra with abundances
−0.4 dex and +0.4 dex from the mean abundance, respectively.
As a consistency check, with the dashed black line we show the
region synthesized without the Fe II line to check for the influence
of underlying blends.
Figure 6. An example of the line-to-line scatter in Fe I and Fe
II abundances in the lower quality data for NGC 6093. The colors
and symbols are the same as in Figure 5.
We note that as can be expected, performing the abun-
dance analysis with the luminous RGB stars included in
the theoretical CMD results in a lower derived abun-
dance ([Fe/H]∼ −2.2), which is a good illustration of the
possible systematic error that can occur from a poorly
matched population. Fortunately this is an extreme case,
and IL spectra of old extragalactic clusters are unlikely
to be this poorly sampled.
4.6. NGC 6752
The results for NGC 6752 are [Fe I/H]= −1.58± 0.03
from 81 Fe I lines, [Fe II/H]= −1.59 ± 0.04 from 15
Fe II lines, and an age of 7 to 15 Gyr. We find that
stochastically sampled CMDs improve the solution, al-
though there is still some dependence of abundance with
EP. The inclusion of Fe II lines improves the diagnos-
tics marginally. Our result agrees well with the aver-
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Figure 7. The same as Figure 4 for the clusters NGC 6397, NGC 6752 and Fornax 3, from top to bottom respectively.
age reference abundances, which range from [Fe/H]=
−1.43 in Gratton et al. (2001) to [Fe/H]= −1.67 in
Gruyters et al. (2014).
4.7. Fornax 3
Fornax 3 is the only cluster in this sample that is out-
side the Milky Way itself, but stellar abundance com-
parisons are available from Letarte et al. (2006) and it
allows us to extend the metallicity range we sample to
[Fe/H]∼ −2.3. Our IL abundance measurement is [Fe
I/H]= −2.27 ± 0.05 from 36 Fe I lines and [Fe II/H]=
−2.11± 0.09 from 5 Fe II lines. The average Fe II abun-
dance is 0.2 dex higher than the Fe I abundance, but the
dispersion in abundance between individual Fe II lines
is fairly large. We do not find that stochastically sam-
pled CMDs improve the abundance diagnostics, which
have a particularly large dependence on the wavelength
of the line, as seen in Figure 7. The abundance of For-
nax 3 from individual stars by Letarte et al. (2006) is
[Fe/H]= −2.38± 0.03, which is within 2-sigma from our
result for Fe I lines. An abundance measurement from
IL spectra was also measured by Larsen et al. (2012)
of [Fe/H]=−2.33 using different measurement techniques
and is consistent with our result.
4.8. NGC 6388
NGC 6388 has the largest velocity dispersion in the
sample (σv ∼ 20 km s−1), as well as high metallicity,
and therefore it was more challenging to measure a pre-
cise abundance. Line synthesis analysis was used for both
Fe I and Fe II lines, and we only include lines where we
believe we are able to accurately identify the pseudo-
continuum. Our final result is [Fe I/H]= −0.33 ± 0.13
from 42 Fe I lines, and [Fe II/H]= −0.48 ± 0.1 from 1
Fe II line, where we have assigned a typical measure-
ment uncertainty of 0.1 dex because the measurement
is from a single line. The most self consistent solu-
tions for NGC 6388 were found when using stochasti-
cally sampled CMDs, and the final solutions have very
little dependence on EP, wavelength or EW, as shown
in Figure 8. CMDs with ages of 5 Gyr or greater gave
very similar solutions, leading to a larger age uncer-
tainty for this GC of 5-15 Gyr. There is a large dis-
persion in reference abundances for NGC 6388, which
is in part due to the high foreground extinction to this
cluster (E(B-V)=0.37). Wallerstein et al. (2007) mea-
sure [Fe/H]=−0.79 and Carretta et al. (2007) measure
[Fe/H]=−0.44; our IL measurement is consistent with
the average of these two studies of [Fe/H]=−0.62± 0.25,
within the noted large uncertainties.
4.9. NGC 6440
For NGC 6440 we find [Fe I/H]=−0.34± 0.08 from 62
Fe I lines, [Fe II/H]= −0.26 ± 0.04 from 4 Fe II lines,
and an age of 5−13 Gyr. This cluster has larger un-
certainties in the Fe abundance than most of the other
clusters in the sample, and consistent abundances from
Fe I and Fe II lines. We note that the uncertainty in the
Fe I abundance is dominated by the age uncertainty. We
find that stochastically sampled CMDs improve the final
solutions, although trends persist in the abundance di-
agnostics. The comparison to reference abundances for
NGC 6440 is difficult because there are few measure-
ments available. The only high resolution study that
provides abundance measurements for elements other
than Fe is the IR study of Origlia et al. (2008b), who
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Figure 8. The same as Figure 4 for clusters measured with line synthesis. From top to bottom are the clusters NGC 6388, NGC 6440,
NGC 6441, NGC 6528 and NGC 6553.
find [Fe/H]= −0.56 ± 0.02. However a higher metallic-
ity of [Fe/H]=−0.36 is given by HGCC, which is based
on the Origlia et al. (2008b) measurement, lower resolu-
tion index measurements of Minniti (1995), Ca II triplet
measurements of Armandroff & Zinn (1988), and the
transformation of the Armandroff & Zinn (1988) value
by Carretta et al. (2009). Our measurement agrees well
with the value given in HGCC, but is higher than that
of Origlia et al. (2008b).
4.10. NGC 6441
We measure [Fe I/H]= −0.46 ± 0.11 and [Fe II/H]=
−0.26 ± 0.22 for NGC 6441, using 60 Fe I and 4 Fe
II lines, respectively. While the difference between the
mean abundances from Fe I and Fe II lines is large, they
are consistent with each other given the large uncertain-
ties. We initially found that the best solutions for NGC
6441 had a CMD age of 3 - 7 Gyr, even when stochas-
tically sampled CMDs were used. Because NGC 6441 is
a resolved Milky Way GC, we know that it is in fact old
(e.g. Mar´ın-Franch et al. 2009), and one of the few high
metallicity “second parameter” clusters with a predomi-
nantly blue HB (Rich et al. 1997). In our previous work
(e.g. C14), we have found that some clusters are consis-
tent with both a younger age or an old age with a blue
HB. Because the set of isochrones we use do not include
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Figure 9. A comparison of the abundance from IL spectra
([Fe/H]ILS) and the abundance of Harris (1991, 2010 edition)
([Fe/H]Harris), note that Fornax 3 is not included as it does not
have an abundance from Harris (1991, 2010 edition). In the top
panel a dashed line shows a 1:1 line. The bottom panel shows the
residuals of [Fe/H]ILS- Fe/H]Harris. A dashed line at 0 shows per-
fect agreement and the shaded gray area shows ±0.1 dex around
perfect agreement, which encompasses the majority of points. The
weighted mean of the residuals for the whole sample (∆) is shown in
the lower right, as well as the weighted standard deviation around
the mean (σ∆).
blue HBs for either intermediate or high metallicities by
default, we perform ad hoc tests where we replace red
HB stars with blue HB stars in the theoretical CMDs, as
discussed earlier. When we perform these tests for NGC
6441, we indeed find that when blue HBs are assumed,
CMDs with old ages provide equally good solutions as the
3 -7 Gyr aged CMDs. Therefore, our final age constraint
for NGC 6441 is an age between 3 - 15 Gyr. While this
is a large range in age, the σage for [Fe/H] we derive over
this range is only slightly larger than for GCs with the
best age constraints, since with the addition of blue hori-
zontal branch stars the mean colors and temperatures of
the CMDs at the two age extremes are similar. Our final
solution for [Fe/H] is also consistent with the reference
values in Table 7.
4.11. NGC 6528
The final measurements for NGC 6528 are [Fe
I/H]=−0.31 ± 0.06 from 65 Fe I lines, and [Fe
II/H]=−0.40± 0.07 from 15 Fe II lines. We find that the
best matching ages are between 7-10 Gyr, and that the
solution is improved when using stochastically sampled
CMDs. The final abundance diagnostics in Figure 8 show
little to no dependence of abundance on EP, wavelength
or EW. Our result is more metal poor than the reference
values, which range from [Fe/H]=−0.17 in Origlia et al.
(2005) to [Fe/H]=+0.07 in Carretta et al. (2001). While
there is considerable dispersion in the reference values,
they are all systematically higher than the value we find
with the IL technique. As we show in §5, we also find
that several of the abundance ratios for NGC 6528 are
in poor agreement with the reference abundances.
We confirm that even rare, stochastically sampled
CMDs with an [Fe/H] as high as solar do not result in
self consistent solutions, so the discrepancy is not due to
sampling issues. We also recalculate the abundances us-
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Figure 10. The same as Figure 9 for a comparison of the abun-
dances from IL spectra and the average abundance of individual
stars from the reference abundances in Table 7.
ing Barklem damping constants, but overall the effect is
a lowered derived abundance. We next used NGC 6528
as a test case for the effect of TiO lines on the IL abun-
dances, as discussed in more detail in §4.14, but this did
not alleviate the discrepancy either. In another test we
find that it is possible to derive a higher abundance if we
remove the bright, red stars in the same way we did for
NGC 6397. We can recover a more consistent [Fe/H] in
this case, but find that this CMD results in abundance
ratios that significantly deviate from the reference abun-
dances.
In conclusion, we are unable to determine if the dis-
crepancy in abundances for NGC 6528 is due to a failure
of our analysis method at solar metallicities or a partic-
ular issue affecting the IL spectra of NGC 6528 alone.
4.12. NGC 6553
For NGC 6553 we measure [Fe I/H]=−0.35±0.03 from
68 Fe I lines, [Fe II/H]=−0.34± 0.10 from 10 Fe II lines,
and an age of 7-13 Gyr. We also find that the solutions
are improved when using stochastically sampled CMDs.
The final abundance diagnostics show little to no depen-
dence of abundance with EP and wavelength, and a small
dependence of abundance with EW; including the Fe II
lines in the diagnostics provides marginal improvement.
The reference abundances for NGC 6553 give a metallic-
ity of approximately [Fe/H]=−0.2, with the exception of
Barbuy et al. (1999), who find [Fe/H]=−0.55. The mean
reference abundance in Table 7 is [Fe/H]=−0.28± 0.18,
where the large dispersion is driven by the much lower
measurement of Barbuy et al. (1999). Our IL measure-
ment is consistent with this mean given the large disper-
sion, but lower than most of the measurements and the
value of [Fe/H]=−0.18 given by HGCC.
4.13. ILS method Performance over all [Fe/H]
The updated Milky Way test sample extends the
metallicity range to evaluate of the accuracy of the IL
spectra analysis method. First we briefly comment on
the ages derived for the GCs using the ILS technique.
As discussed in our previous papers, the ILS method
with Fe lines alone does not usually provide precise rel-
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ative age measurements (± 1 or 2 Gyr) for typical “old”
GCs, and the absolute ages given as solutions are de-
pendent on the model isochrones used to construct the
synthetic CMDs, which is one reason why we perform all
of the ILS work with the same library of isochrones. The
subtle differences in the stellar populations for CMDs
with ages between ∼10-15 Gyr do not usually result
in changes in the Fe line strengths that are significant
enough for us to confidently measure at this time. How-
ever, we do sometimes see the effect of hot blue HB stars
on the Fe l line strengths, but this results in a larger
age uncertainty, as we see for NGC 6441 in this sam-
ple. While it is disappointing that more precise age in-
formation cannot be obtained using this technique, the
advantage is that the abundance measurements are usu-
ally robust to potential errors in the age measurement of
a few Gyr; more details can also be found in Sakari et al.
(2014). With that in mind we look for broad agree-
ment between our age constraints and the known ages
of the training set GCs from resolved photometry. In
this sample, all of the GCs have previously measured
ages of >10 Gyr (Mar´ın-Franch et al. 2009; Origlia et al.
2008a; Calamida et al. 2014; Feltzing & Johnson 2002;
de Boer & Fraser 2016), and using the ILS technique we
find that all of the GCs are consistent with having an
age of at least 10 Gyr, as shown in Table 6. NGC 6388,
NGC 6440, NGC 6441, and NGC 6528 are also consis-
tent with somewhat younger ages of ∼5-7 Gyr, and the
uncertainties in the abundance due to the age are also
given in Table 6.
In the previous section we discussed the [Fe/H] com-
parison for each GC in detail, and in this section we look
at the behavior over [Fe/H] as a whole. In Figure 9 we
compare the IL results to the HGCC values. We find
that the IL results are accurate to within ∼0.1 dex un-
til [Fe/H]∼ −0.3. The IL results are offset by 0.2 dex
to lower abundances for the highest metallicity clusters
NGC 6553 and NGC 6528 which have values from HGCC
of −0.18 and −0.11, respectively. To evaluate systematic
behavior across the whole sample we calculate a mean
residual ([Fe/H]ILS- [Fe/H]Harris) that is weighted by
the total uncertainty, as well as a weighted standard de-
viation of the residuals. For the comparison to HGCC we
find a systematic offset of ∆FeI=-0.02, with a dispersion
of σ∆=0.11. We note that this is similar to what was
found in Cameron (2009) for the original 7 MW training
set GCs, where a systematic of ∆FeI=0.01 with σ∆=0.09
was measured.
In Figure 10 we compare the IL results to the mean of
the reference stellar abundances in Table 7. In this case
we also find that the abundances for [Fe/H]≤ −0.3 are
consistent, within the uncertainties, to ∼0.1 dex, and
that NGC 6553 is in better agreement because of the
lower reference value of [Fe/H]∗ = −0.28. The highest
metallicity GC NGC 6528 is again offset to lower abun-
dances. We note that in both comparisons NGC 6388 is
offset to higher abundances by ∼0.2 dex, but the uncer-
tainties from both the IL and stellar techniques are large
for this GC; this is likely a combination of the large ve-
locity dispersion, high metallicity, and large extinction.
For the comparison to the stellar reference abundances
to the whole sample of clusters we calculate a systematic
offset of ∆FeI=0.07, with a dispersion of σ∆=0.08.
Given these results we can conclude that the IL analy-
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Figure 11. The difference in abundance (∆Log10ǫ(Fe) =
Log10ǫ(Fe)TiO − Log10ǫ(Fe)NoTiO ) derived for individual lines
when low excitation potential TiO transitions are included in the
analysis.
sis method that we have developed, when applied to typi-
cal “old” GCs, is accurate to∼0.1 dex for−2.4 <[Fe/H]<
−0.3, but may systematically underestimate the abun-
dance of higher metallicity GCs. This conclusion is pri-
marily based on the abundance discrepancy for NGC
6528 ([Fe/H]∼0). It is less clear how well the method
performs for NGC 6553 ([Fe/H]∼-0.3), given the large
dispersion in reference abundances, but to be conserva-
tive we recommend that IL abundance measurements for
GCs with [Fe/H]> −0.3 be interpreted cautiously. It is
possible that because the highest metallicity GCs are in
the bulge, that there could be a significant contribution
from background stars to the IL spectra. As these stars
would have a range of velocities, the overall effect would
be to dampen the continuum of the IL spectra further,
which would result in a lower derived [Fe/H].
There is the additional question of how we would know
if we have a GC that truly has [Fe/H]∼ −0.3, or if it is a
GC with solar [Fe/H] for which we are underestimating
the abundance. Unfortunately we only have one GC,
NGC 6528, to base our conclusion on, and we cannot
conclusively determine if there is an issue specific to this
GC, or a failure in the IL analysis at high metallicity. We
note that we do find that the other abundance ratios (see
§5) for NGC 6528 are sometimes offset to higher values
than the rest of the GCs in the sample, which may be a
useful red flag. Of course expanding the sample of ∼12
Gyr old test clusters with [Fe/H]> −0.3 to more than
1-2 clusters would be ideal, but unfortunately resolved
clusters with metallicities this high (and better isolated
from background stars) are rare, as are high resolution
abundance studies of their member stars.
4.14. TiO Effects
As discussed in Paper I, line blanketing from TiO
molecular lines in M giant stars is a concern when de-
riving abundances for metal-rich clusters. We note that
TiO is not included in our standard synthesis line lists
because it is computationally expensive. Paper I pre-
sented tests to evaluate the impact of TiO line blanketing
in detail for the metallicity of NGC 104 ([Fe/H]=−0.7).
The results were that the impact of TiO line blanketing
was small in the V band (∼5500 A˚) at this metallic-
ity, and resulted in a change of the overall mean [Fe/H]
of ≤0.02 dex, although it was speculated that the im-
pact at higher metallicities could be more pronounced.
Paper I suggested that the wavelength interval of 7300-
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7600 A˚, which has lower TiO opacity and therefore less
blanketing, could potentially be used to constrain the
contribution of M giant stars when compared to bluer
wavelengths that are more affected.
Since we now have clusters more metal rich than
[Fe/H]=−0.70, we have performed some additional sim-
ple tests to investigate whether TiO line blanketing is
having a significant effect on our results. We note that
since the IL abundance results show similar agreement to
reference abundances for −0.70 <[Fe/H]< −0.3 as they
do for clusters with [Fe/H]< −0.7, at first glance any
systematics introduced by TiO line blanketing do not
seem to be dominating the abundance measurement in
this metallicity window. However, since we have larger
discrepancies between the IL results and reference stel-
lar results for [Fe/H]> −0.3, we investigate whether TiO
features are affecting our results in this regime.
As an initial consistency check, for the metal rich clus-
ters in our sample we can compare the abundances of
Fe lines in the 7300-7600 A˚ window to those at bluer
wavelengths to look for systematic differences. Unfortu-
nately there are only a handful of line measurements in
the 7300-7600 A˚ region, as can be seen in Figure 8. Nev-
ertheless, for NGC 6441, NGC 6528, and NGC 6553 the
Fe lines in the 7300-7600 A˚ region have a similar disper-
sion in [Fe/H] as the bluer lines. For NGC 6440 the mean
abundance of Fe I lines with wavelengths >7000 is higher
than the mean abundance of bluer lines, which manifests
as the trend of increasing Fe abundance with wavelength.
However we note that there are only 5 lines at wave-
lengths >7000, the individual abundances of these lines
still fall within the dispersion of the bluer lines, and the
abundances of these lines are not the most extreme over
the entire wavelength range. For these reasons, and be-
cause we measure an IL [Fe/H] that agrees very well with
the reference stellar abundances, we conclude that there
is no obvious sign of the impact of M giant TiO blanket-
ing from the behavior of the abundances of the Fe lines
themselves.
Since NGC 6528 is the most metal-rich cluster in our
sample, it is an interesting test case to perform an Fe
line synthesis for each line which includes low EP TiO
lines. To have the maximum impact from TiO lines,
M giant stars with temperatures of ∼3900 K must be
present in the theoretical CMD. Since these stars are
rare in the CMDs with averaged stellar properties, we
needed to use a stochastically sampled CMD that has
these stars present. We note that none of the CMDs with
these cool stars were included as best fit solutions when
the stochastic analysis was initially done because none of
them produced self consistent abundances— we do not
recover the input abundance of the CMD itself, which
is a sign of a population mismatch. As expected, when
including these cool stars that produce strong features
in the CMDs, we derive an abundance significantly lower
than in the CMDs where they are not present.
Whether the CMD is a mismatch or not, we can test
the effect of including cool stars and TiO transitions on
the abundances we derive. The difference in the abun-
dances derived for individual Fe I lines when TiO lines
are and are not included in the synthesis is shown in Fig-
ure 11. As already demonstrated in Paper I, including
TiO reduces the derived abundance in some cases, but
also increases the derived abundance in others. More-
over, the abundances derived for most of the lines that
we use in our analysis are the same. Only a handful of
lines result in abundance differences of > ±0.1 dex (6219
A˚, 6229 A˚, and 6842 A˚). For the most part it appears
that the broadening from the velocity dispersion makes
the effect on the flux weighted spectra small. The dif-
ference in the mean abundance for the two analyses is
0.03 dex, so we conclude that TiO lines are not having a
significant impact on our analysis.
We note that it is not necessarily the case that TiO fea-
tures do not impact the IL spectra at these metallicities
at all, but because we exclude Fe lines that appear to be
significantly blended or where the pseudo-continuum is
not well identified, in our analysis we are already avoid-
ing regions where TiO (or any other molecular) bands are
significantly affecting the spectra. We believe that this is
evidence that our conservative selection of only the most
trustworthy Fe lines for each individual cluster produces
as robust a measurement as possible of the abundance
from IL spectra using our technique.
5. RESULTS FOR ABUNDANCE RATIOS
In this section we compare the cluster IL abundance
ratios, which are given in Table 8 and Table 9, to the
abundances from individual GC stars from the refer-
ences listed in Table 7. Our primary goal is to deter-
mine if there are any large systematic offsets between
the IL abundances and the abundances measured from
individual stars. With the exception of NGC 6397, all of
the abundances in this section are calculated from line
synthesis matching in the same way as the line synthe-
sis matching for Fe discussed above, and the synthesized
spectra include nearby blends of other atoms and molec-
ular lines (without TiO). The abundance measurements
obtained via line synthesis matching for the individual
lines are given in Table 10, and the EWs measured for
NGC 6397 are given in Table 11.
As in our previous work, all of the abundance mea-
surements are calculated in LTE with no corrections
for NLTE effects applied, although NLTE effects can
be significant for some elements (e.g. Scott et al. 2015;
Osorio et al. 2015; Sitnova et al. 2016). We have tried to
limit our comparisons to abundances from the literature
to studies that also use the LTE assumption. We note
that NLTE abundance corrections could potentially im-
prove comparisons for some elements. Since the synthetic
stellar populations include a large range in stellar types,
more detailed modeling is necessary to attempt NLTE
corrections for the IL abundances, which is beyond the
scope of the current paper, but may prove helpful in the
future.
Another goal in this section is to evaluate the im-
pact of line-by-line differential abundances, similar to
that performed by Sakari et al. (2013), who found that
line-by-line differential abundances could reduce system-
atic offsets, particularly for Mg I. To that end, we cal-
culate abundances in two ways: first in an ”absolute”
sense, by which we mean abundance ratios are calculated
with a standard reference solar abundance distribution
from Asplund et al. (2009), and second in a ”differential”
sense, where we use our own solar abundance analysis to
calculate ratios relative to the solar abundance we derive
for each line. We use a solar spectrum from the Kurucz
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Table 8
ILS Abundance Results
F3 n104 n2808 n362 n6093 n6388 n6397 n6440 n6441 n6528 n6553 n6752
[Na/Fe] · · · 0.24 -0.17 -0.02 0.24 -0.17 · · · 0.10 0.41 0.31 0.33 0.04
σA,Na · · · 0.00 0.06 0.01 0.04 0.04 · · · 0.04 0.01 0.02 0.01 0.01
σN,Na · · · 0.08 0.00 0.10 0.10 0.35 · · · 0.23 0.08 0.22 0.11 0.07
σNa · · · 0.08 0.06 0.10 0.11 0.36 · · · 0.23 0.08 0.22 0.11 0.07
NNa · · · 3 2 4 1 2 · · · 3 3 3 3 2
[Mg/Fe] 0.21 0.29 -0.03 0.07 0.17 -0.02 -0.09 0.18 0.23 0.02 0.05 0.06
σA,Mg 0.03 0.00 0.01 0.04 0.00 0.00 0.02 0.04 0.03 0.00 0.00 0.01
σN,Mg 0.22 0.08 0.10 0.02 0.13 0.10 0.10 0.17 0.10 0.06 0.03 0.07
σMg 0.22 0.08 0.10 0.05 0.13 0.10 0.10 0.18 0.10 0.06 0.03 0.07
NMg 2 3 1 3 3 1 1 2 1 3 2 4
[Al/Fe] · · · 0.33 · · · 0.15 · · · · · · · · · 0.31 0.64 0.52 0.43 · · ·
σA,Al · · · 0.03 · · · 0.03 · · · · · · · · · 0.08 0.00 0.00 0.04 · · ·
σN,Al · · · 0.11 · · · 0.10 · · · · · · · · · 0.03 0.18 0.18 0.03 · · ·
σAl · · · 0.12 · · · 0.10 · · · · · · · · · 0.08 0.18 0.18 0.05 · · ·
NAl · · · 2 · · · 1 · · · · · · · · · 2 2 2 2 · · ·
[Si/Fe] · · · 0.43 0.32 0.29 0.35 0.27 · · · 0.27 0.35 0.17 0.30 0.40
σA,Si · · · 0.02 0.03 0.03 0.04 0.05 · · · 0.08 0.13 0.04 0.01 0.04
σN,Si · · · 0.07 0.02 0.07 0.10 0.16 · · · 0.11 0.09 0.06 0.03 0.06
σSi · · · 0.07 0.03 0.08 0.11 0.17 · · · 0.14 0.16 0.07 0.03 0.07
NSi · · · 8 2 6 1 4 · · · 7 2 9 7 5
[Ca/Fe] 0.24 0.18 0.19 0.23 0.27 0.02 0.24 0.21 0.24 0.20 0.06 0.41
σA,Ca 0.02 0.01 0.04 0.04 0.00 0.06 0.01 0.01 0.02 0.03 0.01 0.00
σN,Ca 0.10 0.04 0.07 0.05 0.05 0.07 0.08 0.12 0.08 0.06 0.07 0.04
σCa 0.10 0.04 0.09 0.06 0.05 0.09 0.08 0.12 0.08 0.07 0.07 0.04
NCa 6 12 9 11 14 8 7 5 8 10 10 17
[Sc/Fe] 0.11 0.18 0.04 0.06 -0.05 -0.11 · · · 0.17 -0.20 0.14 0.20 0.06
σA,Sc 0.04 0.01 0.01 0.03 0.06 0.00 · · · 0.04 0.10 0.02 0.01 0.08
σN,Sc 0.11 0.28 0.23 0.08 0.11 0.10 · · · 0.07 0.10 0.09 0.10 0.12
σSc 0.12 0.28 0.23 0.09 0.13 0.10 · · · 0.08 0.14 0.10 0.10 0.14
NSc 3 2 2 6 3 1 · · · 2 1 5 5 4
[TiI/Fe] 0.29 0.05 0.17 0.13 0.30 0.19 · · · 0.05 0.17 0.57 0.29 0.39
σA,TiI 0.03 0.02 0.02 0.01 0.05 0.05 · · · 0.01 0.04 0.08 0.02 0.00
σN,TiI 0.05 0.05 0.09 0.08 0.08 0.18 · · · 0.14 0.23 0.09 0.08 0.06
σTiI 0.06 0.06 0.09 0.08 0.09 0.19 · · · 0.14 0.24 0.12 0.08 0.06
NTiI 4 6 5 8 4 3 · · · 4 3 11 6 8
[TiII/Fe] 0.35 0.27 0.23 0.12 0.16 0.24 0.42 -0.14 0.41 0.08 0.04 0.04
σA,TiII 0.07 0.00 0.01 0.05 0.03 0.00 0.13 0.01 0.01 0.08 0.00 0.01
σN,TiII 0.08 0.08 0.13 0.12 0.09 0.10 0.15 0.19 0.11 0.11 0.10 0.06
σTiII 0.10 0.08 0.13 0.13 0.09 0.10 0.20 0.19 0.11 0.14 0.10 0.06
NTiII 8 3 4 7 9 1 8 2 2 5 4 10
[V/Fe] · · · -0.01 -0.00 -0.14 · · · 0.05 · · · 0.12 -0.10 0.40 0.18 0.26
σA,V · · · 0.02 0.04 0.00 · · · 0.07 · · · 0.02 0.06 0.02 0.05 0.02
σN,V · · · 0.04 0.10 0.04 · · · 0.10 · · · 0.06 0.07 0.05 0.06 0.04
σV · · · 0.05 0.11 0.04 · · · 0.12 · · · 0.06 0.09 0.05 0.08 0.04
NV · · · 11 5 5 · · · 1 · · · 7 5 9 11 3
[Cr/Fe] -0.14 -0.07 -0.04 -0.13 -0.18 -0.17 -0.34 0.07 -0.07 0.10 0.12 -0.09
σA,Cr 0.00 0.00 0.02 0.00 0.00 0.04 0.03 0.03 0.03 0.01 0.02 0.04
σN,Cr 0.18 0.08 0.11 0.07 0.09 0.14 0.21 0.11 0.08 0.05 0.06 0.07
σCr 0.18 0.08 0.11 0.07 0.09 0.15 0.21 0.11 0.09 0.05 0.06 0.09
NCr 3 8 3 9 5 2 3 5 5 13 6 9
[Mn/Fe] -0.24 -0.26 -0.42 -0.36 · · · · · · · · · -0.31 -0.30 0.14 -0.06 -0.28
σA,Mn 0.03 0.00 0.01 0.01 · · · · · · · · · 0.02 0.04 0.04 0.05 0.01
σN,Mn 0.10 0.08 0.15 0.07 · · · · · · · · · 0.15 0.13 0.06 0.06 0.05
σMn 0.10 0.08 0.15 0.07 · · · · · · · · · 0.15 0.13 0.07 0.07 0.05
NMn 1 5 3 4 · · · · · · · · · 4 2 4 4 4
Note. — IL abundance ratio results. All ratios are taken with respect to the Fe I solutions and calculated
with the solar differential abundances line by line. The solutions for the youngest and oldest CMDs for each
cluster have been averaged, and σA,X corresponds to the uncertainy due to the assumed age of the CMD. σN,X
corresponds to the error in the mean of the abundance of different lines, and the number of lines measured for
each species is listed as NX . The total error is listed as σX , which corresponds to σA,X and σN,X added in
quadrature. For elements where only one line of a given species was measured we have assigned a typical error
of σN,X=0.1.
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Table 9
ILS Abundance Results Continued
F3 n104 n2808 n362 n6093 n6388 n6397 n6440 n6441 n6528 n6553 n6752
[Co/Fe] · · · 0.17 0.09 0.11 · · · -0.10 · · · 0.20 0.24 0.28 0.09 0.01
σA,Co · · · 0.02 0.01 0.00 · · · 0.00 · · · 0.00 0.04 0.01 0.05 0.04
σN,Co · · · 0.02 0.05 0.05 · · · 0.00 · · · 0.09 0.11 0.10 0.14 0.10
σCo · · · 0.03 0.05 0.05 · · · 0.00 · · · 0.09 0.12 0.10 0.15 0.11
NCo · · · 6 4 8 · · · 2 · · · 5 3 4 4 1
[Ni/Fe] 0.13 -0.08 -0.05 -0.13 -0.03 -0.05 -0.06 -0.15 0.01 -0.04 -0.10 -0.01
σA,Ni 0.03 0.01 0.04 0.00 0.05 0.02 0.10 0.03 0.04 0.00 0.01 0.04
σN,Ni 0.02 0.04 0.05 0.03 0.11 0.11 0.10 0.06 0.06 0.05 0.05 0.05
σNi 0.04 0.05 0.06 0.03 0.12 0.11 0.14 0.07 0.07 0.05 0.05 0.06
NNi 2 20 10 20 8 4 1 12 13 18 18 15
[Cu/Fe] · · · -0.01 -0.56 -0.56 · · · · · · · · · 0.58 0.31 0.30 0.23 · · ·
σA,Cu · · · 0.01 0.06 0.01 · · · · · · · · · 0.03 0.04 0.01 0.04 · · ·
σN,Cu · · · 0.14 0.10 0.00 · · · · · · · · · 0.10 0.28 0.35 0.21 · · ·
σCu · · · 0.14 0.12 0.01 · · · · · · · · · 0.10 0.29 0.35 0.21 · · ·
NCu · · · 2 1 2 · · · · · · · · · 1 2 2 2 · · ·
[Y/Fe] · · · -0.10 -0.23 -0.01 -0.01 · · · · · · · · · · · · -0.04 · · · 0.09
σA,Y · · · 0.01 0.02 0.01 0.04 · · · · · · · · · · · · 0.01 · · · 0.01
σN,Y · · · 0.28 0.07 0.07 0.07 · · · · · · · · · · · · 0.10 · · · 0.06
σY · · · 0.28 0.07 0.07 0.08 · · · · · · · · · · · · 0.10 · · · 0.06
NY · · · 2 3 2 2 · · · · · · · · · · · · 1 · · · 5
[Zr/Fe] · · · -0.03 · · · 0.17 · · · · · · · · · -0.42 · · · · · · 0.33 · · ·
σA,Zr · · · 0.04 · · · 0.04 · · · · · · · · · 0.11 · · · · · · 0.04 · · ·
σN,Zr · · · 0.10 · · · 0.10 · · · · · · · · · 0.10 · · · · · · 0.10 · · ·
σZr · · · 0.11 · · · 0.11 · · · · · · · · · 0.15 · · · · · · 0.11 · · ·
NZr · · · 1 · · · 1 · · · · · · · · · 1 · · · · · · 1 · · ·
[Ba/Fe] 0.12 0.32 0.11 0.25 0.03 0.00 -0.04 0.18 0.20 0.35 -0.04 0.08
σA,Ba 0.00 0.11 0.04 0.02 0.03 0.00 0.15 0.04 0.04 0.01 0.03 0.04
σN,Ba 0.08 0.00 0.00 0.07 0.11 0.10 0.18 0.07 0.07 0.07 0.08 0.04
σBa 0.08 0.11 0.04 0.07 0.11 0.10 0.24 0.08 0.08 0.07 0.09 0.06
NBa 5 2 2 3 5 1 4 2 2 2 3 3
[La/Fe] · · · 0.02 · · · 0.47 · · · · · · · · · 0.03 0.16 0.26 0.32 · · ·
σA,La · · · 0.04 · · · 0.04 · · · · · · · · · 0.04 0.03 0.01 0.10 · · ·
σN,La · · · 0.07 · · · 0.00 · · · · · · · · · 0.10 0.10 0.00 0.21 · · ·
σLa · · · 0.08 · · · 0.04 · · · · · · · · · 0.11 0.10 0.01 0.24 · · ·
NLa · · · 2 · · · 2 · · · · · · · · · 1 1 2 2 · · ·
[Nd/Fe] · · · 0.10 0.28 0.39 · · · · · · · · · · · · · · · 0.59 0.29 0.61
σA,Nd · · · 0.00 0.01 0.03 · · · · · · · · · · · · · · · 0.01 0.05 0.04
σN,Nd · · · 0.14 0.10 0.02 · · · · · · · · · · · · · · · 0.15 0.07 0.10
σNd · · · 0.14 0.10 0.04 · · · · · · · · · · · · · · · 0.15 0.09 0.11
NNd · · · 3 1 6 · · · · · · · · · · · · · · · 3 4 1
[Eu/Fe] 0.79 0.37 · · · 0.40 · · · · · · · · · 0.63 · · · · · · 0.42 · · ·
σA,Eu 0.01 0.04 · · · 0.00 · · · · · · · · · 0.04 · · · · · · 0.04 · · ·
σN,Eu 0.10 0.10 · · · 0.10 · · · · · · · · · 0.10 · · · · · · 0.10 · · ·
σEu 0.10 0.11 · · · 0.10 · · · · · · · · · 0.11 · · · · · · 0.11 · · ·
NEu 1 1 · · · 1 · · · · · · · · · 1 · · · · · · 1 · · ·
Note. — Measurements given in the same format as Table 8.
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Table 10
Individual Line Abundances
Species λ EP loggf Sun F3 n104 n2808 n362 n6093 n6388 n6440 n6441 n6528 n6553 n6752
(A˚) (eV)
Ca I 5581.98 2.52 -0.56 6.23 · · · 5.53 · · · · · · 5.02 · · · · · · · · · 6.02 · · · 4.96
Ca I 5588.76 2.53 0.36 5.88 · · · · · · · · · · · · 4.82 · · · · · · · · · · · · · · · 4.96
Ca I 5590.13 2.52 -0.57 6.21 · · · 5.73 5.54 5.08 5.02 · · · · · · · · · 5.92 5.90 5.06
Ca I 5601.29 2.53 -0.69 6.27 · · · 5.83 5.74 5.48 4.92 6.09 6.39 6.25 5.82 6.30 5.16
Ca I 5857.46 2.93 0.24 6.20 · · · 5.83 5.34 5.38 · · · 5.99 · · · 6.05 6.12 · · · 5.36
Ca I 6102.73 1.88 -0.79 6.45 4.22 5.83 5.44 5.38 5.22 · · · · · · · · · · · · · · · 5.16
Ca I 6122.23 1.89 -0.32 6.42 4.42 · · · 5.44 5.38 5.02 5.89 · · · · · · · · · · · · 5.06
Ca I 6162.18 1.90 -0.09 6.40 4.32 · · · · · · 5.48 4.92 · · · · · · · · · · · · · · · 5.06
Ca I 6166.44 2.52 -1.14 6.36 · · · 5.83 5.24 5.28 · · · 6.19 6.29 5.75 · · · 5.70 5.16
Ca I 6169.04 2.52 -0.80 6.34 · · · · · · · · · · · · · · · · · · · · · 5.95 6.32 5.90 · · ·
Ca I 6439.08 2.52 0.39 6.02 4.42 5.63 · · · 5.38 4.92 5.79 5.69 5.65 · · · 5.80 4.96
Ca I 6449.81 2.52 -0.50 6.29 · · · 5.63 · · · · · · 4.92 · · · · · · · · · · · · · · · 5.06
Ca I 6455.60 2.52 -1.29 6.29 · · · 5.73 · · · 5.58 · · · · · · 5.79 6.15 5.92 6.10 5.06
Ca I 6462.68 2.52 0.26 6.27 4.22 · · · 5.44 · · · 4.72 · · · · · · · · · · · · · · · 4.86
Note. — Abundance measurements for individual lines. The reference solar abundance for each line is given in Column 5, see
text for details. The full table is available in the electronic edition of the journal.
Table 11
NGC 6397 EWs
Species λ EW
(A˚) mA˚
Mg I 5528.418 51.7
Ca I 5588.764 34.0
Ca I 5857.459 20.3
Ca I 6102.727 35.8
Ca I 6122.226 39.1
Ca I 6162.180 58.0
Ca I 6439.083 45.1
Ca I 7148.150 43.7
Ti II 4395.040 82.9
Ti II 4399.778 64.0
Ti II 4443.812 51.9
Ti II 4450.491 53.5
Ti II 4468.500 75.3
Ti II 4501.278 57.3
Ti II 4563.766 39.9
Ti II 5188.698 43.9
Cr I 5204.470 45.5
Cr I 5206.044 34.9
Cr I 5409.799 15.8
Ni I 5476.921 38.2
Ba II 4554.036 38.8
Ba II 4934.095 52.6
Ba II 6141.727 40.0
Ba II 6141.727 38.1
(2005) solar flux atlas and like Sakari et al. (2013) we use
solar atmospheric parameters of Teff=5777 K, log g=4.44
dex, χ=0.85 km s−1 and [M/H]=0.0 (Yong et al. 2005a).
We derive Fe⊙=7.50 from an EW analysis. For other
elements in the Sun we primarily use EW derived abun-
dances, but we use abundances derived from synthesis for
those requiring hyperfine splitting (HFS), which include
Sc II, V I, Mn I, Co I, Cu I, Zr I, Ba II, La II, and Eu II,
as well as Y II and Nd II, for which abundances are de-
termined from very few lines, and Mg I, which has strong
wings in the solar spectrum. Like Sakari et al. (2013), we
eliminate Na I from the differential abundance analysis
due to complications from non-LTE effects. The solar
abundance for each line is listed in Table 10 along with
the cluster IL measurements. We note that it is not al-
ways possible to derive a solar abundance for a line we
use in the IL analysis if the line is too strong or too
blended in the solar spectrum. For these lines we use
the mean solar abundance derived from the lines we do
measure, with the exception of Nd II, La II, Y II and Eu
II, where we use the Asplund et al. (2009) value because
we only have solar measurements for one or two lines in
common with the ILS analysis.
For the comparison to abundances from individual
stars, for each abundance ratio we compute an un-
weighted mean ratio from the values given in the refer-
ences, as well as an uncertainty equal to the standard
deviation of the reference measurements to provide a
sense of the spread in abundances measured from differ-
ent authors. For most elements the spread in reference
abundances is between 0.05 to 0.15 dex. Most of the
element ratios are only measured in a subset of the refer-
ences used for the [Fe/H] comparison for each cluster. In
many cases we find only one reference value for a given el-
ement and in these cases we assign a default uncertainty
of 0.1 dex, which is in the middle of the range we find
for other elements. The reference abundance ratios we
use for comparisons in this section are given in Table 12,
and we explicitly list the number of references available
for each abundance ratio. We note that we have used
the abundances as given in each work and have not at-
tempted to account for differences in analyses such as the
solar abundance distribution used, different log gf values,
model atmospheres, etc. These analysis differences can
potentially lead to systematic offsets, particularly for el-
ements where the reference value is from a single work.
For each element we calculate the difference of the IL
abundance ratio and the reference ratio and display the
residuals for all GCs as a function of the reference [Fe/H]
in the corresponding figures. The residuals are shown
with error bars that are equal to the IL measurement un-
certainty and the reference uncertainty added in quadra-
ture. We show the absolute abundances in purple and
the differential abundances in black. For each element
we next calculate a systematic offset, which we label ∆,
for the entire sample of 12 GCs, which corresponds to the
weighted mean of the residuals. This value is shown for
both absolute and differential abundances in each panel
and also corresponds to the purple and black dashed lines
in each figure, respectively. The weighted standard devi-
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Table 12
Abundance Ratio Data from the Literature
[X/Fe] F3 n104 n2808 n362 n6093 n6388 n6397 n6440 n6441 n6528 n6553 n6752
[Na/Fe]∗ 0.09 0.25 0.28 0.07 0.44 0.45 0.19 · · · · · · 0.41 0.65 0.27
σNa,∗ 0.37 0.06 0.23 0.05 0.22 0.20 0.04 · · · · · · 0.02 0.10 0.05
Ref 1 4 3 2 1 2 3 · · · · · · 2 2 3
[Mg/Fe]∗ 0.07 0.43 0.27 0.34 0.45 0.24 0.26 0.33 0.33 0.19 0.34 0.25
σMg,∗ 0.37 0.03 0.07 0.02 0.10 0.04 0.14 0.03 0.06 0.15 0.07 0.22
Ref 1 3 2 2 1 2 3 1 2 3 3 3
[Al/Fe]∗ · · · 0.33 0.45 0.28 0.42 0.44 0.54 0.46 0.53 · · · 0.34 0.46
σAl,∗ · · · 0.13 0.10 0.05 0.08 0.21 0.36 0.05 0.10 · · · 0.23 0.31
Ref · · · 4 1 2 2 2 3 1 1 · · · 2 4
[Si/Fe]∗ · · · 0.33 0.39 0.30 0.34 0.30 0.34 0.32 0.33 0.25 0.23 0.29
σSi, ∗ · · · 0.05 0.04 0.08 0.10 0.02 0.14 0.10 0.08 0.15 0.11 0.05
Ref · · · 4 3 2 1 2 2 1 2 3 3 2
[Ca/Fe]∗ 0.24 0.27 0.42 0.25 0.30 0.01 0.33 0.37 0.18 0.07 0.21 0.27
σCa,∗ 0.03 0.06 0.10 0.11 0.08 0.08 0.12 0.04 0.13 0.41 0.14 0.04
Ref 1 4 3 2 2 2 2 1 2 3 3 3
[Sc/Fe]∗ · · · 0.17 -0.04 -0.07 -0.03 -0.01 0.11 · · · 0.11 -0.05 -0.12 0.00
σSc,∗ · · · 0.06 0.10 0.02 0.10 0.09 0.10 · · · 0.06 0.10 0.10 0.06
Ref · · · 2 1 2 1 2 1 · · · 1 1 1 2
[TiI/Fe]∗ -0.04 0.32 0.03 0.24 0.15 0.21 0.28 0.33 0.31 0.08 0.23 0.15
σTiI,∗ 0.12 0.04 0.07 0.09 0.05 0.22 0.02 0.08 0.02 0.21 0.26 0.01
Ref 1 4 2 2 2 2 2 1 2 3 3 2
[TiII/Fe]∗ 0.18 0.39 0.20 0.21 0.32 0.30 0.31 · · · · · · -0.12 0.12 0.40
σTiII,∗ 0.13 0.02 0.10 0.10 0.20 0.10 0.10 · · · · · · 0.1 0.19 0.20
Ref 1 3 1 1 2 1 1 · · · · · · 1 2 1
[V/Fe]∗ · · · 0.11 0.04 -0.03 -0.04 0.30 · · · · · · 0.15 -0.20 · · · -0.28
σV,∗ · · · 0.08 0.10 0.02 0.10 0.13 · · · · · · 0.20 0.10 · · · 0.10
Ref · · · 2 1 2 1 2 · · · · · · 1 1 · · · 1
[Cr/Fe]∗ -0.36 0.04 0.03 -0.03 -0.04 -0.06 0.02 · · · 0.13 0.00 0.04 -0.07
σCr,∗ 0.12 0.10 0.10 0.10 0.02 0.03 0.10 · · · 0.03 0.10 0.10 0.03
Ref 1 2 1 1 2 2 1 · · · 1 1 1 2
[Mn/Fe]∗ 0.01 -0.24 -0.34 -0.33 -0.48 -0.10 -0.54 · · · · · · -0.37 · · · -0.45
σMn,∗ 0.03 0.06 0.11 0.10 0.10 0.21 0.10 · · · · · · 0.10 · · · 0.10
Ref 1 2 2 1 1 2 1 · · · · · · 1 · · · 1
[Co/Fe]∗ · · · -0.00 · · · -0.11 -0.22 0.07 0.10 · · · · · · · · · · · · -0.02
σCo,∗ · · · 0.10 · · · 0.13 0.10 0.04 0.10 · · · · · · · · · · · · 0.10
Ref · · · 1 · · · 1 1 2 1 · · · · · · · · · · · · 1
[Ni/Fe]∗ 0.05 -0.02 -0.07 -0.08 -0.09 0.04 -0.14 · · · · · · 0.10 -0.06 -0.08
σNi,∗ 0.14 0.09 0.10 0.02 0.06 0.02 0.10 · · · · · · 0.10 0.09 0.04
Ref 1 3 1 2 2 2 1 · · · · · · 1 1 3
[Cu/Fe]∗ · · · -0.14 · · · -0.49 -0.52 · · · -0.89 · · · · · · · · · · · · -0.61
σCu,∗ · · · 0.10 · · · 0.12 0.10 · · · 0.10 · · · · · · · · · · · · 0.10
Ref · · · 1 · · · 1 1 · · · 1 · · · · · · · · · · · · 1
[Y/Fe]∗ -0.22 0.07 · · · 0.18 -0.07 · · · -0.26 · · · · · · · · · 0.07 -0.01
σY,∗ 0.03 0.10 · · · 0.16 0.10 · · · 0.10 · · · · · · · · · 0.10 0.01
Ref 1 1 · · · 2 1 · · · 1 · · · · · · · · · 1 2
[Zr/Fe]∗ · · · 0.41 · · · 0.42 -0.03 -0.12 · · · · · · · · · · · · -0.54 0.18
σZr,∗ · · · 0.1 · · · 0.11 0.10 0.05 · · · · · · · · · · · · 0.19 0.10
Ref · · · · · · 1 2 1 2 · · · · · · · · · · · · 2 1
[Ba/Fe]∗ 0.21 0.25 0.25 0.35 0.16 0.18 -0.08 · · · 0.14 0.14 -0.19 0.06
σBa,∗ 0.10 0.10 0.01 0.19 0.16 0.04 0.10 · · · 0.05 0.10 0.13 0.17
Ref 1 1 2 3 1 2 1 · · · 1 1 2 2
[La/Fe]∗ 0.79 0.14 · · · 0.35 0.33 0.22 · · · · · · · · · · · · 0.01 0.12
σLa,∗ 0.23 0.10 · · · 0.16 0.07 0.20 · · · · · · · · · · · · 0.17 0.02
Ref 1 2 · · · 2 2 2 · · · · · · · · · · · · 2 2
[Nd/Fe]∗ 0.61 0.04 · · · 0.46 0.22 0.33 0.18 · · · · · · · · · · · · 0.22
σNd,∗ 0.15 0.10 · · · 0.15 0.10 0.10 0.10 · · · · · · · · · · · · 0.10
Ref 1 1 · · · 2 1 1 1 · · · · · · · · · · · · 1
[Eu/Fe]∗ 0.88 0.38 · · · 0.68 0.66 0.24 0.40 · · · · · · · · · 0.05 0.43
σEu,∗ 0.10 0.08 · · · 0.11 0.20 0.07 0.10 · · · · · · · · · 0.07 0.12
Ref 1 2 · · · 3 2 2 1 · · · · · · · · · 2 3
Note. — Reference abundances used in the comparisons in §5. Each ratio corresponds to the mean of the
ratios measured in studies of individual stars from the references listed in Table 7. σX,∗ corresponds to the
standard deviation of the abundance ratio from different studies. Note that different sets of elements are given
in each reference, for this reason we explicitly give the number of studies used in the mean for each ratio. For
ratios where only one study was used we assign a typical dispersion of 0.1 dex. For NGC 6440 and Fornax 3 only
one reference was available and the σX,∗ given corresponds to the standard deviation in abundances between
individual stars in Origlia et al. (2008b) and Letarte et al. (2006), respectively.
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Figure 12. Results for the abundances of [Ca/Fe] (top panels), [Si/Fe] (middle panels), and [TiI/Fe] (bottom panels). Left panels
compare the abundances derived from the IL spectra in this work, [X/Fe]ILS , to the mean abundance for each cluster from the stellar
abundance studies listed in Table 7, [X/Fe]∗, shown as a function of the stellar abundance. Error bars in the left panels correspond to the
uncertainty in the IL abundance, σTot,X , and the standard deviation of the stellar abundance studies added in quadrature. The residuals
for absolute abundances are shown in purple and the residuals for differential abundances are shown in black. The corresponding dashed
lines are drawn at the offset calculated from the weighted mean of the residuals, where the weights correspond to the error bars shown for
each point. The value of the offset is shown as ∆ in the lower part of the panels, and the weighted standard deviation of the residuals
is shown as σ∆. Note that abundances for NGC 6528 are shown by the cyan square, but are not used in the calculation of ∆ or σ∆, as
explained in the text. To guide the eye, a solid line is shown at [X/Fe]ILS -[X/Fe]∗=0 for perfect agreement, and a shaded region is shown
in grey that corresponds to ±0.15 dex from perfect agreement, which is the range including most of the offsets for all elements. The right
panels show the behavior of the differential abundance ratios as a function of the ILS abundance with Milky Way field star abundances
shown for comparison. Note that the right panels include all the abundances measured in this work, while the left panels include only the
abundances for which there are reference stellar values. The error bars in the right panels correspond to σTot,X for each species. Field star
abundances are taken from Reddy et al. (2003) (purple), Fulbright (2000) (gray), and Ishigaki et al. (2013) (blue). MW Bulge field star
abundances of Johnson et al. (2014) are shown as orange circles.
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Figure 13. IL and stellar comparison results for [Ti II/Fe]. The
top panel shows the Ti II ratio taken with respect to Fe I, and the
middle panel shows the Ti II ratio taken with respect to Fe II. The
bottom panel shows the differential [TiII/Fe] results for all clusters
compared to MW field stars; in this panel the the ratio has been
taken with respect to Fe I. Symbols and lines in all panels are the
same as in Figure 12. The measurement for NGC 6752 is shown as
a cross as a reminder that there may be an issue with the reference
abundance. Green hatched regions show areas where the GC IL
measurement exists, but no stellar data is available for comparison.
ation of the residuals, which we label σ∆, are also shown
in the panel.
We have chosen to calculate the systematic offsets
without including measurements for NGC 6528, which is
often an outlier in the comparisons, as it was for [Fe/H].
Therefore, the systematic offsets are valid for where the
method is best applied according to this work, which is
generally -2.4<[Fe/H]<-0.3, or for the metallicity range
noted for the particular element. The measurements for
NGC 6528 are still shown for comparison in the figures,
where they are highlighted as cyan squares.
A third goal in this section is to determine if the best
agreement is found for the ionized species when the abun-
dance is calculated with respect to ionized Fe, as is stan-
dard practice in stellar abundance studies. Taking the
ratios with respect to Fe II may not be the ideal method
for the IL analysis because Fe II lines are more difficult
and sometimes not possible to measure in the IL spec-
tra. To investigate this we compare each of the ionized
species (Ti II, Sc II, Y II, Ba II, La II, Nd II, Eu II) in
two panels, one where the IL ratio is taken with respect
to Fe I and one where the IL ratio is taken with respect
to Fe II.
There are several caveats to keep in mind in this anal-
ysis of the performance of the GC IL technique. First,
many elements are only measured in a subset of the 12
GCs, so the cluster by cluster comparison may only be
valid for a part of the metallicity range that the entire
sample covers. Second, for many of the elements we do
not have reference abundances for every GC for which
we measure an abundance, particularly for NGC 6440
where we only have references for Mg, Al, Si, Ca, and Ti
from Origlia et al. (2008b). This means that this analysis
could potentially be expanded if additional stellar refer-
ence abundances are obtained, in many cases increasing
the range in metallicity for which the comparisons could
be made (Co, for example). Therefore, in the figures
we have highlighted areas in [Fe/H] in green where the
GC IL measurement exists but our analysis is ultimately
limited by a lack of reference abundances, and for which
further progress could be made in the future. In addi-
tion, we find it helpful to compare the IL abundances
to the abundance patterns observed in MW field stars,
to get a sense if the measurements for these additional
GCs are reasonable. A third caveat is that there are in-
stances where we have only a single reference abundance
and have reasons from the reference work to believe that
there could be issues with the reference measurement,
which could impact the comparisons made for the IL
abundances (V, for example). To highlight these areas,
in the Figures we show the abundance for the GC af-
fected with a cross instead of a square, and comment on
how the calculated offsets would change if the GC is not
included in the comparison. We also use a cross where
there may be an issue with the IL abundance measure-
ment (Eu, for example). A final caveat is that there are
elements for which the lowest metallicity measurements
are particularly difficult or not possible, and even though
our results are applicable to a more limited metallicity
range, this is not necessarily a failure because we have
not or don’t expect to make measurements in extragalac-
tic GCs in this regime.
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Figure 14. The same as Figure 12 for Na I, Al I and Mg I.
5.1. Alpha Elements: Ca, Si, Ti
Abundances of alpha elements are important for chem-
ical evolution studies to investigate the star forma-
tion rate using the relative timescales of Type Ia su-
pernovae (SNIa) and Type II supernovae (SNII), as
well as the stellar initial mass function (Tinsley 1979;
Smecker-Hane & Wyse 1992). The results for Ca I, Si
I, and Ti I are shown in Figure 12 and the results for
Ti II with respect to neutral and ionized Fe are shown
in Figure 13. [Ca/Fe] and [Si/Fe] show the best agree-
ment; the mean residual in [Ca/Fe] is ∆ = −0.00 with
a spread of σ∆ = 0.12 for differential abundances, and
for absolute abundances ∆ = −0.05 and σ∆ = 0.10. For
[Si/Fe] differential abundances result in ∆ = 0.00 with
σ∆ = 0.07, and absolute abundances result in ∆ = +0.09
with σ∆ = 0.07. Measurable Si I features in the IL
are generally fewer in number and weaker than the Ca
I features, and so are more difficult to measure. Be-
cause of this we were unable to measure Si I in the
two GCs with [Fe/H]< −2, and so we can only evalu-
ate the agreement in [Si/Fe] for GCs with [Fe/H]> −2,
whereas [Ca/Fe] can be more easily measured over the
entire range of −2.4 <[Fe/H] < −0.1. We note that in
our studies of extragalactic GCs, we usually do not mea-
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Figure 15. The same as Figure 12 for Ni I, Cr I, and Co I.
sure Si I lines in GCs with [Fe/H]< −2 (Paper IV; C14),
so the range tested here will be the most applicable for
IL work. We find that for both Ca I and Si I the dif-
ferential abundances remove the small systematics seen
with absolute abundances. In the right panels of Fig-
ure 12 we compare the IL measurements with MW field
star abundances from the literature, so that the behav-
ior of the abundances can be put into context. Both
[Ca/Fe] and [Si/Fe] agree well with the halo-like plateau
for [Fe/H]< −0.7. At the highest metallicities we find
that the [Ca/Fe] and [Si/Fe] of the bulge GCs are more
consistent with the alpha element ratios observed in the
MW bulge stars of Johnson et al. (2014) than with the
disk stars of Reddy et al. (2003).
The results for Ti I are shown in the bottom panel of
Figure 12, where we find ∆ = +0.04 with σ∆ = 0.23 for
differential abundances and ∆ = +0.16 with σ∆ = 0.20
for absolute abundances. The differential abundances
improve the overall comparison, although the scatter is
still fairly large. We note that if we had included NGC
6528, both the offsets and scatter would be larger. Both
the IL measurements and the reference measurements
appear robust for the more metal poor GCs; the IL mea-
surements are from more than 4 Ti I features per GC and
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Figure 16. The same as Figure 12 for Cu I, Mn I and V I. For Mn we show the measurement for Fornax 3 with a cross to keep in
mind that there are possible issues with the reference abundance. The same is done for the NGC 6752 measurement of V. Note that these
measurements are still included in the calculated offsets shown on the panels.
the reference measurements are all averages from more
than one work.
We show the abundance ratio results for Ti II where
the ratio is shown with respect to both Fe I and Fe II in
Figure 13. The IL Ti II measurements themselves tend to
have larger uncertainties than Ca I or Si I, which may be
because most of the Ti II features are in the bluer, lower
S/N region of the data (λ < 5000 A˚). For differential
abundances we find ∆ = −0.07 with σ∆ = 0.12, and for
absolute abundances we find a significantly higher offset
of ∆ = +0.14. The offsets are both a bit smaller when
the ratios are taken with respect to Fe II, but the σ∆ is
a little larger. The Ti II measurement for NGC 6752 is
the outlier in the comparison, however we note that there
may be an issue with the single reference abundance from
Cavallo et al. (2004). These authors note that their Ti
II abundance is 0.24 dex higher than their Ti I abun-
dance, and caution that the Ti II abundances may be
suffering from an unknown systematic error. Our Ti II
measurement is lower than the value in Cavallo et al.
(2004), so better agreement would indeed be found if
the Cavallo et al. (2004) value was systematically high.
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If we calculate the offset without the NGC 6752 mea-
surement the corresponding improvement for Fe I ratios
would be ∆ = −0.05 with σ∆ = 0.10. At high metallic-
ity both the Ti I and Ti II ratios tend to be higher than
what is observed in the MW disk population, and show
more similarity to bulge stars (e.g. Gonzalez et al. 2011;
Fulbright et al. 2007; Alves-Brito et al. 2010).
In conclusion, we find that Ca I and Si I produce the
most accurate IL alpha element abundances with respect
to previously measured abundances in GC stars, with no
overall systematic offset when differential abundances are
used. Individual measurements of Ti II often have larger
line-to-line scatter than Ca I or Si I, but overall match the
reference values well, with the exception of NGC 6752.
Ti I abundance ratios have an overall offset that is small,
however the scatter is larger than for Ca I, Si I, and Ti II,
so we conclude that alpha element ratios are preferably
done with the Ca I, Si I and Ti II.
5.2. Light Elements: Na, Al, Mg
In Figure 14 we present the results for Na I, Al I, and
Mg I. Note that these elements have been shown to not
be mono-metallic in GCs (e.g. Gratton et al. 2004, and
references therein), and so there is sometimes a large
spread in the reference abundance values, particularly
for Na. Despite this the IL abundances show reasonable
agreement with the mean reference values for Na and
Al, with offsets of ∆ = −0.05 for Na I, and −0.08 and
−0.12 for Al I when differential and absolute abundances
are used, respectively. We find that the high metallicity
GCs have [Al/Fe] significantly higher than solar ratios,
which is consistent with the MW bulge stars shown in
Figure 14.
We are not able to make comparisons for the lowest
metallicity GCs since the few features of these elements
are weak in IL spectra. However, this is not necessar-
ily problematic, because the metallicity ranges evaluated
for the Na and Al lines in this work correspond to the
same metallicity ranges for which we were able to mea-
sure these elements in M31 GCs in C14. We note that
the weighted mean and scatter are dominated by the
GCs with smaller dispersions in the mean reference abun-
dance, which can be misleading in the case of GCs with
significant star-to-star abundance variations. For exam-
ple, the weighted offset in [Na/Fe] is very small, but both
the residuals and the dispersion in stellar reference abun-
dances for NGC 2808 and NGC 6388 are large.
The agreement for [Mg/Fe] is the worst of all of the
elements considered in this work. We have shown in
our previous work that IL [Mg/Fe] in GCs do not track
the IL abundances of alpha elements (C09; Paper IV;
C14). Similar results for IL spectra analyses were found
by Sakari et al. (2013) and Larsen et al. (2012), although
the systematic offsets in Sakari et al. (2013) were not as
severe as we find. In this work we find that the off-
set in [Mg/Fe] when compared to stellar abundances is
∆ = −0.24, with a small scatter of σ∆ = 0.07 when dif-
ferential abundances are used and a larger offset of σ∆=-
0.33 for absolute abundances. Like Sakari et al. (2013)
we find that the abundances are closer to literature values
when differential abundances are used, but a significant
discrepancy still remains, particularly for the metal poor
clusters. As an experiment to see if strong line wings were
affecting the abundance we re-synthesized the spectra us-
ing Barklem damping constants, however this change re-
sults in even lower [Mg/Fe] values. It is possible that the
IL Mg I abundances could be particularly affected by a
mismatch in the dwarf to giant ratio in the CMDs, but
a simple test of removing the CMD boxes of dwarfs with
Teff <5500 raises the derived abundance by ∼ 0.05−0.10
dex, which is not enough to overcome the discrepancy.
While we can expect that the Mg ratios might not
match the stellar abundances due to star-to-star abun-
dance differences, the Mg star-to-star differences are usu-
ally smaller than observed for Na or Al, so it is puzzling
that the agreement is consistently much worse for Mg
than for Na or Al. It is possible that large abundance
differences exist in a small fraction of luminous cool gi-
ants, and that these are dominating the IL measurement
but are not represented in the samples of individual stars
that have been observed in each GC. There could also be
significant NLTE effects in some fraction of the stars (e.g
Osorio et al. 2015), so it would be interesting to see if an
in depth analysis of NLTE effects on the IL measure-
ments solves the discrepancy for Mg.
We conclude that on average the IL measurements of
Na and Al are comparable to the mean and/or range of
abundances from the reference studies, even though these
elements can vary significantly within the stars in a given
GC. While the IL abundances of these light elements
are not straightforward to interpret, they can perhaps
be used in the future to constrain the presence of star-
to-star abundance variations in unresolved extragalactic
globular clusters. Mg abundances show poor agreement,
which reinforces our previous conclusions that IL Mg is
a poor indicator of alpha element abundance, which may
be caused by true flux weighted variation in the cluster
stars that is not reflected in the stellar comparison sam-
ples or may be caused by a failure in the IL technique as
applied in this work. Although [Mg/Fe] ratios are often
used for [α/Fe] constraints at low to moderate spectral
resolution for extragalactic systems, we conclude that Mg
measurements of individual lines from GC IL spectra us-
ing our current technique do not reproduce results from
standard stellar analyses.
5.3. Fe Peak Elements: Ni, Cr, Co, Cu, Mn, V, Sc
We measure abundances for 7 Fe peak elements; the
results for Ni I, Cr I, and Co I are shown in Figure 15,
Cu I, Mn I and V I are shown in Figure 16, and Sc II is
shown in Figure 17.
We are able to measure Ni I and Cr I over the entire
metallicity range. Ni I measurements agree well with ref-
erence abundances over the entire range, and Cr I agrees
best for GCs with [Fe/H]>-2. For both elements the
smallest offsets are for differential abundances, which
result in ∆ = −0.02 with σ∆ = 0.06 and ∆ = −0.09
with σ∆ = 0.11 for Ni and Cr, respectively. The [Ni/Fe]
and [Cr/Fe] measurements also agree well with the abun-
dance patterns of MW field stars, as can be seen in the
right panels of Figure 15. Examples of high S/N Ni mea-
surements are shown in Figure 18 for NGC 6440 and
NGC 6752. As seen in Figure 15, we find that [Cr/Fe]
ratios for the more metal-poor GCs ([Fe/H]< −1.5)
tend to be lower than those of higher metallicity GCs.
While the difference is small and not statistically signifi-
cant due to the measurement uncertainties and the sam-
ple size, this is consistent with other LTE analyses of
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Figure 17. The same as Figure 13 for Sc II.
MW RGB stars at these metallicities (e.g. Ishigaki et al.
2013; Cohen et al. 2004; Nissen et al. 1994), and also
seen in IL analyses of M31 GCs (Colucci et al. 2009,
2016, in preparation).
We measure Co I in 9 GCs, but can only compare
to stellar abundances for 4 GCs with −1.6 <[Fe/H]<
−0.7. The agreement is not as good as that of Ni or
Cr; we find a mean offset for differential abundances of
σ∆-0.11, and σ∆ = 0.13. The differential abundances
lower the systematic offset by 0.1 dex over the absolute
abundances. We note that Co I could be evaluated more
thoroughly if we had stellar reference values available for
Figure 18. Examples of data and synthesis for Ni (6643 A˚) and
Eu (6645 A˚). Data is shown as gray points and is smoothed by 3
pixels. The top panel shows NGC 6440, where a measurement was
obtained for Eu II, and the bottom panel shows NGC 6752, for
which the Eu II line was too weak to be measured accurately. In
each panel the solid black line corresponds to synthesized spectra
with the mean Ni and Eu abundance (assumed to be [Eu/Fe]=+0.3
for NGC 6752). The cyan and orange solid lines show −0.3 dex and
+0.3 dex in [Ni/Fe] from the mean value, respectively. The cyan
and orange dotted lines show −0.3 dex and +0.3 dex in [Eu/Fe]
from the mean value, respectively.
the GCs with [Fe/H]> −0.7; the results for the remaining
5 GCs with IL measurements are shown in the bottom
right panel of Figure 15.
[Cu/Fe] is useful for study of SNII nucleosynthesis and
the time delay of SNIa (McWilliam 2016). We show Cu
I in Figure 16. Cu I is difficult to measure as we use
only 2 features (5105A˚, 5782A˚), and these are both weak
transitions, somewhat blended and affected by hyperfine
splitting. We are very limited in our evaluation of Cu
because we have only two GCs for which we can make
comparisons to stellar values. We find that the differen-
tial abundances result in an offset of ∆ = 0.00, while the
absolute abundances result in a larger offset of σ∆=-0.13.
In total we measure Cu I for 7 of the GCs, most of which
are in the higher metallicity range of our sample, as can
be seen in the upper right panel of Figure 16. The GCs
with [Fe/H]< −0.5 lie in the lower range of the [Cu/Fe]
observed in MW field stars. The GCs with [Fe/H]> −0.5
have higher [Cu/Fe] that are& 0.2 dex above solar ratios.
Although the measurement uncertainty is large in these
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cases, enhanced [Cu/Fe] has also been seen in MW bulge
stars (Johnson et al. 2014). With similar findings for the
alpha elements Ca, Ti, Si, and Al, the Cu results at high
metallicity provide more evidence that the bulge GCs
have bulge-like stellar abundances. We conclude that Cu
has potential for extragalactic studies if the behavior at
high metallicity could be more thoroughly evaluated with
additional stellar measurements.
Mn is an interesting element for chemical evolution
studies because it may provide constraints on the ra-
tio of SNIa to SN II, as well as the mechanism and
progenitors of SNIa (see review by McWilliam 2016),
although NLTE effects may change this interpretation
(e.g. Bergemann & Gehren 2008). Here, IL Mn I is mea-
sured in 9 GCs, but can only be compared to stellar
results for 6 GCs. The GCs missing in the comparison
are those with [Fe/H]> −0.6, so Mn is an element for
which the IL comparison could be revisited with addi-
tional stellar abundance data to evaluate this element in
a larger range in [Fe/H] than we are able to do in this
work. The offset calculated for differential abundances is
∆ = −0.04 with σ∆=0.14 and for absolute abundances is
∆ = −0.13 with σ∆=0.14. Mn I is one of the elements for
which the agreement for NGC 6528 is particularly poor.
However, since we do not include NGC 6528 in the com-
parison, the scatter is driven by an IL abundance for
Fornax 3 that is ∼0.3 dex lower than the stellar result.
Letarte et al. (2006) measure [Mn/Fe]=0.01 for Fornax
3 from two stars, however their Mn abundances may
be more uncertain than other elements, as they could
only measure Mn in 3 of the 9 stars in their sample in
Fornax GCs. A solar [Mn/Fe] is somewhat surprising
because it is higher than what is seen in the MW and
dwarf galaxies at [Fe/H]∼ −2 (North et al. 2012), but
the Mn measurement or its implication are not discussed
further by Letarte et al. (2006). The IL measurement of
[Mn/Fe]= −0.3 is more consistent with the other lower
metallicity GCs in our sample, as well as the MW field
stars shown in the middle right panel of Figure 16, which
could mean that IL [Mn/Fe] behave as expected despite
the disagreement for Fornax 3. If we exclude the com-
parison for Fornax 3 we would derive ∆ = +0.03 with
σ∆=0.09, which would improve the agreement for Mn.
In light of this, we give an optimal range for [Mn/Fe]
of −1.7 <[Fe/H]< −0.8 until more comparisons can be
made at high and low [Fe/H].
We measure V I in 9 GCs, 7 of which can be com-
pared to stellar references. The offset for the GCs is
∆ = −0.04 when differential abundances are used, with
a large spread of σ∆ = 0.21. The offset is larger when
absolute abundances are used; we derive ∆ = −0.16 with
σ∆=0.18. NGC 6528 again has the most discrepant ra-
tio. The weighted scatter is driven by the [V/Fe] of NGC
6752, which is significantly higher than the stellar com-
parison. In the 5 references in Table 7 for NGC 6752
there is only one [V/Fe] measurement, which is found
in Yong et al. (2005b). These authors discuss that the
[V/Fe]= −0.28 that they find is low in comparison to
a previous measurement by Norris & Da Costa (1995)
(which is not included in our reference list for NGC
6752), and suggest that their measurement error of V
I may be underestimated because of the large line to line
scatter in their V abundances. If we compare the [V/Fe]
results for all of the GCs with the MW field stars in the
−2.5 −2.0 −1.5 −1.0 −0.5 0.0
[Fe/H]∗
−1.0
−0.5
0.0
0.5
1.0
[X
/F
e
] I
L
S
 -
 [
X
/F
e
] ∗
 
[Y/FeI]
∆=0.06
σ∆ =0.09
∆=0.02
σ∆ =0.08
−2.5 −2.0 −1.5 −1.0 −0.5 0.0
[Fe/H]∗
−1.0
−0.5
0.0
0.5
1.0
[X
/F
e
] I
L
S
 -
 [
X
/F
e
] ∗
 
[Y/FeII]
∆=0.11
σ∆ =0.14
∆=0.06
σ∆ =0.16
−2.5 −2.0 −1.5 −1.0 −0.5 0.0
[Fe/H]ILS
−1.0
−0.5
0.0
0.5
1.0
[Y
/F
e
] I
L
S
 
Figure 19. The same as Figure 13 for Y II.
bottom right panel of Figure 16, we find that the IL mea-
surements overlap with the MW field star abundances,
although the majority of the GCs fall in the lower range.
This is consistent with the offset we would obtain if we
eliminated NGC 6752 from the comparison, suggesting
that the [V/Fe] measured in IL is systematically ∼ 0.1
dex low.
In Figure 17 we show the results for Sc II for ratios
taken with respect to both Fe I and Fe II. The offsets
are a bit smaller when the ratios are taken with respect
to Fe II; in the differential case σ∆ = 0.05 for Fe I and
σ∆ = −0.01 for Fe II, however the scatter is much larger
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Figure 20. The same as Figure 12 for Zr I.
when the ratio is taken with respect to Fe II. The differen-
tial and absolute abundances give similar results to each
other in each case. The outliers in the comparison are the
higher metallicity GCs NGC 6441 and NGC 6553. Both
reference values are from one study each, which means
the comparison between analyses is more susceptible to
systematics from differences in model atmospheres, stel-
lar parameters, and line lists. For NGC 6441 we only
measure 1 line, and the GC has one of the larger ve-
locity dispersions of 18 km s−1, which can make abun-
dance measurements more uncertain. For NGC 6553,
Cohen et al. (1999) do not use HFS in analysis of Sc
II, which could cause a systematic offset, and we note
that their abundance was determined from a single line,
although a different line than the ones we measure for
this GC. With these potential issues in mind, we sug-
gest an optimal range for Sc II to be −1.7 <[Fe/H]
< −0.6, although we note this range could be extended
to [Fe/H]=−2.4 with additional stellar measurements for
Fornax 3.
In summary, of the Fe-peak elements, Ni I and Cr I are
the most easily measurable across the whole metallicity
range of the sample and show the best agreement with
stellar reference abundances. Sc II compares well for a
smaller range of [Fe/H] of −1.7 <[Fe/H] < −0.6. Cu
I shows potential if the comparison to reference abun-
dances could be expanded at high metallicity. The com-
parisons for Co I and Mn I are also limited by a lack
of reference abundances at high metallicity; Mn I shows
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Figure 21. The same as Figure 13 for Ba II.
good agreement for intermediate metallicities. V I can be
measured consistently for the more metal rich GCs, but
tends to give abundance ratios that are systematically
low.
5.4. Neutron Capture Elements: Y, Zr, Ba, La, Nd, Eu
We present IL measurements for Y II, Zr I, Ba II, La II,
Nd II and Eu II in Figures 19-24. The neutron capture
elements are generally more difficult to measure in IL
spectra because there are fewer transitions, they are often
weak features in the IL, and are often blended with other
transitions. With the exception of Ba II, we are only
able to measure these heavy elements in a few clusters
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each, and there are often no comparison values in the
references in Table 7. Although we do not do so in this
work, we can in principle put upper limits on some of
these ratios using the IL spectral synthesis, which could
prove interesting in extragalactic systems where neutron
capture element information is scarce.
In Figure 19 we show the results for Y II, which we
measure in 6 GCs and compare to stellar values for 4
GCs. Y is useful in chemical evolution studies for study
of the s-process, and with Ba can provide ratios use-
ful for evaluating the relative contributions to two s-
process peaks (Busso et al. 1999). For Y II we find that
the absolute abundances give smaller offsets, although in
both cases the offsets are less than 0.1 dex. When the
ratio is taken with respect to Fe I the absolute ratios
give ∆=0.02 and σ∆=0.08, and the differential abun-
dances result in ∆=0.06 and σ∆=0.09. When the ratios
are taken with respect to Fe II abundances the system-
atic offsets and scatter increase for both absolute and
differential abundances. The Y II comparison is for a
smaller range in [Fe/H] than Ba II, although we note that
we have generally been unable to measure Y II in GCs
more metal poor than those tested here (C09; Paper IV;
Colucci et. al, in preparation). As seen in Figure 19, the
[Y/Fe] of the 6 GCs compares well with MW field star
ratios.
Zr I is one of the most difficult elements to measure in
the IL spectra, usually blended, and we typically must
measure the abundance from a single line. We measure
[Zr/Fe] in 4 of the more metal rich GCs but only have
comparison values for 3 GCs: NGC 104, NGC 362 and
NGC 6553. The agreement with stellar abundances is
poor, and both the absolute and differential abundances
have the largest scatter for any element tested in this
work, with σ∆ >0.4 in both cases. The [Zr/Fe] of all 4
GCs are shown in the bottom panel of Figure 20, where
they appear to overlap with MW field stars, but there is
large scatter in both the IL GC measurements and the
stellar measurements. Given the poor comparison we
conclude that Zr will not be useful for GC IL abundance
work.
By contrast, Ba II is generally the easiest heavy el-
ement to measure in the IL spectra because of several
strong transitions. We show an example of the data
and synthesis for a Ba II line in NGC 6752 in Figure
25. Ba II is extensively used in chemical evolution stud-
ies as a probe of the s-process (e.g Busso et al. 1999;
Sneden et al. 2008; McWilliam 2016). We are able to
measure Ba II in all 12 GCs in the sample, 11 of which
have reference values from individual stars. The [Ba/Fe]
results are shown in Figure 21, and we find that both
the offset and scatter are best when [Ba/Fe] is calcu-
lated with respect to Fe I abundance rather than Fe
II abundance, Both the absolute and differential abun-
dances give the same result since we do not find varia-
tions between lines in our solar abundance analysis. For
ratios taken with respect to Fe I we find ∆ = −0.09 and
σ∆ = 0.10.
Figure 22 shows the comparisons for La II. In the IL
spectra we find 3 measurable La II features, but they are
difficult to measure because they are weak lines and sen-
sitive to nearby blends. Like Ba, La is useful for study of
the s-process (e.g Busso et al. 1999; Sneden et al. 2008).
Examples of two La measurements, one with higher S/N
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Figure 22. The same as Figure 13 for La II. Addi-
tional stellar reference abundances correspond to bulge stars
of Van der Swaelmen et al. (2016) (light blue squares) and
Johnson et al. (2012) (green squares), as well as GC stellar abun-
dances from Pritzl et al. (2005).
and one with lower S/N, are shown in Figure 26. While
we measure La II in 6 GCs we can only compare to stellar
references abundances in 3 GCs. The agreement is simi-
lar both when [La/Fe] ratios are taken with respect to Fe
I and Fe II and for differential and absolute abundances.
The differential abundances offsets are ∆ = +0.01 with
σ∆ = 0.15 for Fe I ratios and ∆ = −0.01 with σ∆ = 0.14
with Fe II ratios. We find that two out of the three
GCs compare well to references, while the measurement
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Table 13
Weighted Offsets
Ratio ∆ σ∆ NGC [Fe/H]
Range Analyzed
(dex) (dex)
Offsets Including All GCs
[Fe I/H]Harris −0.02 0.11 11 −2.1 <[Fe/H]< −0.1
[Fe I/H]∗ +0.07 0.08 12 −2.4 <[Fe/H]< −0.1
Optimal −2.4 <[Fe/H]< −0.3
Offsets without NGC 6528
[Fe I/H]Harris −0.01 0.10 10 −2.1 <[Fe/H]< −0.3
[Fe I/H]∗ +0.08 0.07 11 −2.4 <[Fe/H]< −0.3
[Na I/Fe I] −0.05 0.13 7 −1.7 <[Fe/H]< −0.3
[Mg I/Fe I] −0.24 0.07 11 −2.4 <[Fe/H]< −0.3
[Al I/Fe I] −0.08 0.09 5 −1.2 <[Fe/H]< −0.3
[Si I/Fe I] +0.00 0.07 9 −1.8 <[Fe/H]< −0.3
[Ca I/Fe I] +0.00 0.12 11 −2.4 <[Fe/H]< −0.3
[Ti I/Fe I] +0.04 0.23 10 −2.4 <[Fe/H]< −0.3
[Ti II/Fe I] −0.07 0.12 9 −2.4 <[Fe/H]< −0.3
[Ti II/Fe II] −0.06 0.13 9 −2.4 <[Fe/H]< −0.3
[Sc II/Fe I] +0.05 0.17 8 −1.7 <[Fe/H]< −0.3
[Sc II/Fe II] −0.01 0.26 8 −1.7 <[Fe/H]< −0.3
Optimal −1.7 <[Fe/H]< −0.6
[V I/Fe I] −0.04 0.21 6 −1.6 <[Fe/H]< −0.4
[Cr I/Fe I] −0.09 0.11 10 −2.4 <[Fe/H]< −0.3
Optimal −1.8 <[Fe/H]< −0.3
[Mn I/Fe I] −0.04 0.14 5 −2.4 <[Fe/H]< −0.8
Optimal −1.7 <[Fe/H]< −0.8
[Co I/Fe I] −0.11 0.13 4 −1.6 <[Fe/H]< −0.4
[Ni I/Fe I] −0.02 0.06 9 −2.4 <[Fe/H]< −0.3
[Cu I/Fe I] +0.00 0.09 2 −1.2 <[Fe/H]< −0.4
[Y II/Fe I] +0.06 0.09 4 −1.8 <[Fe/H]< −0.8
[Y II/Fe II] +0.11 0.14 4 −1.8 <[Fe/H]< −0.8
[Zr I/Fe I] −0.11 0.49 3 −1.2 <[Fe/H]< −0.3
[Ba II/Fe I] −0.09 0.10 10 −2.4 <[Fe/H]< −0.3
[Ba II/Fe II] −0.13 0.17 10 −2.4 <[Fe/H]< −0.3
[La II/Fe I] +0.01 0.15 3 −1.2 <[Fe/H]< −0.3
[La II/Fe II] −0.01 0.14 3 −1.2 <[Fe/H]< −0.3
[Nd II/Fe I] +0.14 0.20 3 −1.6 <[Fe/H]< −0.8
[Nd II/Fe II] +0.13 0.22 3 −1.6 <[Fe/H]< −0.8
[Eu II/Fe I] +0.02 0.24 4 −2.4 <[Fe/H]< −0.3
[Eu II/Fe II] −0.03 0.29 4 −2.4 <[Fe/H]< −0.3
References. — Final weighted offsets (∆) and weighted scatter (σ∆)
for each element ratio, corresponding to the abundance comparisons where
line-by-line differential abundances were calculated. NGC shows the num-
ber of GCs for which a comparison to stellar reference abundances was
available. With the exception of the first two rows, all offsets are calcu-
lated after excluding the comparison for NGC 6528. For ionized species
we show the offsets both when ratios are taken with respect to Fe I and
Fe II abundances. In column 5 we explicitly list the range in [Fe/H] over
which the offset and scatter were calculated. When the accuracy of the
IL abundances for an element is found to be best over a limited range
in [Fe/H] we give an optimal metallicity range below the tested range in
[Fe/H]. See text for details.
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Figure 23. The same as Figure 13 for Nd II. Additional stellar
reference abundances are listed in Figure 22.
for the most metal-rich GC out of the three, NGC 6553,
is offset to higher abundances, but with larger uncer-
tainty. The large uncertainty is due both to a large line-
to-line scatter for the 2 lines in IL and a large difference
in the 2 reference abundances. It would be interesting
to determine if the larger uncertainties in both the stel-
lar and IL measurements are particular to this GC or a
result of the difficulty in measurements at high metallic-
ity. While we do have 3 additional measurements of La
II at [Fe/H]> −0.6, we are limited by a lack of stellar
reference abundances, so this is an issue that could be
resolved in the future with additional stellar measure-
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Figure 24. The same as Figure 13 for Eu II. Additional stellar
reference abundances are listed in Figure 22.
ments. We conclude that La II is promising for heavy
element constraints in extragalactic GCs, although more
stellar abundances are needed to better evaluate La at
higher metallicities.
At solar composition, Nd is produced roughly half in
the s-process and half in the r-process (Sneden et al.
2008). Like La II, Nd II is difficult to measure because
the features are generally weak and sensitive to blends.
Spectra and synthesis of the 5293 A˚ line in NGC 362 are
presented in Figure 27. Nd II is measured in 6 GCs, but
can only be compared to stellar results in 3 GCs. When
comparing Fe I and Fe II ratios we find that the differ-
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Figure 25. Examples of data and synthesis for Ba (6141 A˚) with
nearby Fe I lines (6136, 6137 A˚). Ba II lines are strong and can
be measured throughout the entire metallicity range of the sample.
Data for NGC 6752 is shown as gray points and is smoothed by
3 pixels. The solid black line corresponds to synthesized spectra
with the mean Ba abundance. The cyan and orange solid lines
show −0.3 dex and +0.3 dex in [Ba/Fe] from the mean value, re-
spectively.
ential abundances give similar results to each other and
the absolute abundances have a smaller offset but higher
scatter for Fe II ratios. For the differential abundances
we find ∆ = +0.14 and σ∆ = 0.20 for Fe I ratios and
∆ = +0.13 and σ∆ = 0.22 for Fe II ratios. Nd II is
particularly difficult to measure in IL spectra of metal
poor GCs, and the largest disagreement is for NGC 6752
([Fe/H]∼ −1.6), for which we measure a high abundance
of [Nd/Fe]∼= +0.6 from a single weak line, compared
to the reference value of [Nd/Fe]= +0.22 measured by
Yong et al. (2005b). Given this discrepancy, Nd mea-
surements from IL spectra for GCs with [Fe/H]< −1.5
should be interpreted cautiously. We are limited in evalu-
ating Nd II for [Fe/H]> −0.5 by a lack of stellar results,
so it will be interesting to revisit this element if more
stellar results become available. In summary, Nd II is
promising for extragalactic studies for moderate to high
metallicity GCs, but more stellar comparisons are needed
at high metallicity. Measurements in low metallicity GCs
will be very difficult in IL and may result in significant
systematic offsets.
Eu II measurements can be especially useful for chem-
ical tagging studies because Eu is primarily produced in
the r-process (e.g. Sneden et al. 2008, and references
therein), however Eu II is particularly difficult to mea-
sure in IL spectra because of the line broadening caused
by the intrinsic velocity dispersions of the GCs and line
blending for the bluest features. The Eu II transition
at 6645 A˚ is the most easily accessible and least blended
feature for metal-rich GCs, and is the feature we are able
to measure in 3 of the more metal-rich GCs in our sam-
ple. For metal-poor GCs the 4129 A˚ transition is the
cleanest strong line we can measure, and which we have
used for abundance measurements in 2 metal-poor GCs
in our sample. Unfortunately we cannot make simulta-
neous clean measurements of Eu II at 6645 A˚ and 4129
A˚ in any of these GCs. Examples of this difficulty are
shown in Figure 18 and Figure 28. In the more metal
poor GCs the 6645 A˚ line is too weak to make a clean
Figure 26. Examples of data and synthesis for La (6390 A˚). La II
lines are weak and can only be measured where S/N of the data is
high. The top panel shows NGC 362, where the La II measurement
is reasonably clean and the bottom panel shows NGC 6440, for
which the data is lower S/N but we still make a measurement.
Data is shown as gray points and is smoothed by 3 pixels. In each
panel the solid black line corresponds to synthesized spectra with
the mean La abundance. The cyan and orange solid lines show −0.4
dex and +0.4 dex in [La/Fe] from the mean value, respectively. As
a consistency check, with the dashed black line we show the region
synthesized without the La II line to check for the influence of
underlying blends.
measurement, and in the more metal rich GCs the 4129
A˚ line becomes too blended and the pseudo-continuum
normalization too uncertain.
We compare our Eu II results for 4 of the GCs in Figure
24; we find that Fe I abundances give similar or better re-
sults than Fe II abundances. The differential abundances
give a smaller offset than the absolute abundances. We
find ∆ = +0.02 and σ∆ = 0.24 for differential abun-
dances and ∆ = −0.03 and σ∆ = 0.29 for absolute
abundances. From the bottom panel in Figure 24 we
see that the [Eu/Fe] we measure for the two GCs with
[Fe/H]> −0.5 tends to be higher than what it is seen in
MW stars, but the values for GCs with [Fe/H]< −0.5
agree better with MW stars. Two of the GCs show good
agreement with references, but the overall scatter is large
due to the the IL abundance for NGC 362 being under-
estimated and the NGC 6553 abundance being overesti-
mated. Both the comparison values for these GCs come
from more than one reference. Out of the IL abundances
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Figure 27. Examples of data and synthesis for Nd (5293 A˚). Nd
II lines are weak and can only be measured where S/N of the data is
high. Data for NGC 362 is shown as gray points and is smoothed by
3 pixels. The solid black line corresponds to synthesized spectra
with the mean Nd abundance. The cyan and orange solid lines
show −0.3 dex and +0.3 dex in [Nd/Fe] from the mean value,
respectively. As a consistency check, with the dashed black line we
show the region synthesized without the Nd II line to check for the
influence of underlying blends.
the measurement for NGC 362 is likely the most un-
certain because it is made from the 4129 A˚ line at the
metallicity limit of where this line may be starting to be
significantly affected by blending, as seen in Figure 28.
Consequently, we recommend that the 4129 A˚ line only
be used for the most metal-poor GCs with smaller veloc-
ity dispersions. We conclude that Eu measurements for
individual GCs will be difficult to use for precise chem-
ical tagging because of systematic uncertainties at the
0.25 dex level, however, in the IL very enhanced or strict
upper limits on [Eu/Fe] may still be meaningful, as well
as the average [Eu/Fe] observed for a large number of
GCs at similar metallicity.
In summary, we find that the easiest and most accu-
rate neutron capture element to measure across the en-
tire metallicity range is Ba II, and Y II compares reason-
ably well within the uncertainties for the smaller range in
[Fe/H] that can be tested. La II and Nd II can be mea-
sured but the metallicity range we can evaluate is limited
without additional stellar reference abundances. Eu II
can also be measured, although usually with larger un-
certainties, so it will be difficult to use for precise chemi-
cal tagging, although perhaps a useful aggregate value of
[Eu/Fe] can be obtained from group of IL measurements.
Zr compares badly to references and will not be useful
for IL studies.
6. SUMMARY AND CONCLUSIONS
Detailed abundance analysis based on high resolution
integrated light spectra was performed for 11 MW GCs
and 1 Fornax GC, with the primary goal of a compre-
hensive comparison of IL abundances to abundances from
spectra of individual stars in those same GCs. The effects
of stochastic population sampling and horizontal branch
morphology were accounted for in the final solutions. We
present comparisons of the [Fe/H] from IL spectra to cat-
alogued [Fe/H] from (Harris 1991, 2010 edition), as well
as to the mean [Fe/H] from recent abundance studies
of individual stars by different authors for each GC. In
Figure 28. Examples of the Eu II feature at 4129 A˚. From top to
bottom the GCs have increasing metallicity (NGC 362=-1.1, NGC
104=-0.7, and NGC 6440=-0.4.) Data is shown by gray points and
is smoothed by 3 pixels. The solid orange line shows spectra syn-
thesized with the mean [Eu/Fe] for each GC, and the dashed black
line shows spectra synthesized without the Eu II feature included.
The region has strongly blended features, but a Eu II measurement
can be made for more metal poor GCs with high enough S/N, as
in the case of NGC 362. With the increasing metallicity of NGC
104 and NGC 6440 the spectra become more blended, the syn-
thesis is a poorer match to the data in the entire region, and the
pseudo-continuum placement is more uncertain.
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Figure 29. Distribution of values of the systematic offset ∆ (top)
and the scatter around the offset σ∆ (bottom) for elements sum-
marized in Table 13, for which IL abundances have been compared
to stellar abundances. For Fe I the values used are calculated for
the stellar comparison, [Fe/H]∗, without NGC 6528. For ionized
species the values taken with respect to Fe I are used.
addition to Fe we compare abundances for 19 elements
measured in the IL spectra to the mean abundances from
studies of individual stars, when available. The elements
tested include light, alpha, Fe-peak and neutron capture
elements. We calculate a systematic offset and standard
deviation of the abundance comparison for each element.
We have performed both an absolute abundance analysis
where solar ratios are taken relative to the solar abun-
dance distribution of Asplund et al. (2009) and a line-by-
line differential abundance analysis where we have calcu-
lated abundances with solar abundances we have mea-
sured for each line, when possible. For ionized species
we perform two comparisons, one in which the abun-
dance ratio is taken with respect to the abundance from
Fe I lines, and one in which the abundance ratio is taken
with respect to the abundance of Fe II lines.
A summary of the final systematic offsets is given in
Table 13, where we have given the values calculated with
line-by-line differential abundances. We note that the
most metal-rich GC, NGC 6528, is often an outlier in
the comparisons, as it is in the comparison for [Fe/H],
and so we don’t include it in the calculated offsets. With
the exception of [Mg/Fe], the calculated offsets for each
species are all <0.15 dex, with most of the offsets <0.1
dex, as can be seen in the histogram of our results in Fig-
ure 29. The scatter around the systematic offset can vary
considerably depending on the element and the number
of GCs that can be compared; the distribution of the
scatter is shown in the bottom panel of Figure 29. Sig-
nificant outliers that dominate the scatter for particular
elements are discussed further in the text.
A summary of our results:
• We find that the abundance of Fe is best con-
strained using Fe I lines, but that including Fe II
lines can marginally improve the solutions when
enough Fe II lines (>10) can be measured.
• For the [Fe/H] comparison of 11 GCs to the HGCC,
we find a total offset of +0.07 with a standard de-
viation of 0.08. For the comparison of 12 GCs to
averaged stellar abundances we find an offset of
−0.02 dex with a standard deviation of 0.11, which
demonstrates that the IL abundance method can
reliably determine [Fe/H] to the level of ∼0.1 dex.
• In both [Fe/H] comparisons the worst agreement
is found for clusters with [Fe/H]> −0.3. The
most significant outlier in both comparisons is the
most metal rich GC in the sample, NGC 6528.
We conclude that the IL method is most accu-
rately applied for [Fe/H] in the metallicity range of
−2.4 <[Fe/H]< −0.3. A larger sample of training
set GCs with solar metallicity and with less back-
ground contamination is necessary to more fully
understand the [Fe/H] underestimation at high
metallicity.
• For nearly all elements we find that the differential
abundances result in smaller systematic offsets, al-
though in most cases the difference in the system-
atic offset between the two methods is less than 0.1
dex. Because the systematic offsets are smaller we
choose to use the differential abundance ratios as
our final results and in our future work.
• We do not find a significant difference in the calcu-
lated offsets between Fe I and Fe II ratios, as they
all agree to within 0.06 dex, however the scatter in
the offset is somewhat larger for Fe II ratios for the
elements with the greatest number of comparisons
(Ti II, Sc II, Y II, Ba II). Since the abundance of Fe
II can be difficult to measure in the IL spectra, we
recommend that for consistency ionized abundance
ratios are taken with respect to Fe I abundances in
the future.
• The best results are typically found for elements
that can be easily measured across all or most of the
metallicity range in both the IL and stellar analysis:
Fe I, Ca I, Si I, Ni I, and Ba II.
• Cr I provides good results for GCs with metallici-
ties of [Fe/H]> −2.
• Ti II provides good results for 9 GCs, with one
outlier, although the individual IL measurements
for GCs can have higher line-to-line scatter than
measurements for Ca I or Si I.
• While Ti I can be measured across the entire range
in metallicity, the results show a larger scatter com-
pared to reference abundances, therefore we find
Ca I, Si I, and Ti II to be preferable for studies of
[α/Fe] ratios.
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• Sc II provides good results for GCs with [Fe/H]<
−0.5, and it’s performance at [Fe/H]< −2 could
be evaluated if stellar comparison abundances were
available in that regime.
• Elements that show promising agreement but the
metallicity range of our analysis is limited due to a
lack of stellar results for comparison include: Co I,
Cu I, Mn I, Nd II, and La II.
• Al I provides good results where it can be measured
in IL, which is for [Fe/H]> −1.3, and is unlikely to
be measured in more metal poor GCs from the 6696
A˚ doublet, which is weak in IL spectra.
• Na I provides mixed results where it can be mea-
sured in IL, which is for [Fe/H]> −2, but is usually
consistent with the range in Na I that is observed
in GCs with star-to-star variations in Na.
• Eu II is difficult to measure and we recommend us-
ing the 4129 A˚ line for only the most metal poor
GCs. The 6645 A˚ can only be measured in more
metal rich GCs with high S/N. The 0.25 dex scat-
ter in the comparison suggests that individual mea-
surements should not be used for precise chemical
tagging, however we are optimistic that an aggre-
gate measure of [Eu/Fe] would be possible in a large
sample of extragalactic GCs.
• Mg I measurements here are consistently lower
than from individual stars, with the largest sys-
tematic offset we observe. It is unclear from this
sample if there is a consistent offset. A better un-
derstanding of the issues with the IL measurement
must be gained before Mg can be used in study of
extragalactic GCs. We suggest a more thorough
analysis of NLTE effects on the IL abundances as
a starting point in the future.
• Zr I shows poor results and could only be measured
in a subset of GCs, therefore we recommend against
using the IL abundances in the future.
• The bulge GCs analyzed here show abundance pat-
terns similar to MW bulge stars for Ca, Si, Ti, Al,
and Cu.
In conclusion, IL abundances of certain key elements
measured in GCs can be used to accurately study chemi-
cal evolution of distant galaxies for most of the metallic-
ity range spanned by GCs. More progress could be made
on other elements with additional stellar data. We find
poor agreement for GCs with the highest metallicities
([Fe/H]> −0.3). Unfortunately, for these metallicities
there are very few resolved GCs with reliable abundances
in the literature from single RGB stars that also have
high enough central surface brightnesses to obtain high
quality IL spectra, so it will be difficult to further test the
IL analysis at these metallicities in the future. IL abun-
dances from very high metallicity GCs ([Fe/H]> −0.3)
should be interpreted cautiously, particularly if the de-
rived abundance ratios are outliers with respect to lower
metallicity GCs in the system.
The authors thank the anonymous referee, whose help-
ful comments improved the paper. J.E.C. is supported by
an NSF Astronomy and Astrophysics Postdoctoral Fel-
lowship under award AST-1302710. The authors thank
D. Zaritsky and P. Pessev for the observations of metal
rich bulge clusters made with the Magellan Clay Tele-
scope.
REFERENCES
Alves-Brito, A., et al. 2006, A&A, 460, 269
Alves-Brito, A., Mele´ndez, J., Asplund, M., Ramı´rez, I., & Yong,
D. 2010, A&A, 513, A35
Armandroff, T. E., & Zinn, R. 1988, AJ, 96, 92
Asplund, M., Grevesse, N., Sauval, A. J., & Scott, P. 2009,
ARA&A, 47, 481
Barbuy, B., Renzini, A., Ortolani, S., Bica, E., & Guarnieri,
M. D. 1999, A&A, 341, 539
Bergemann, M., & Gehren, T. 2008, A&A, 492, 823
Bernstein, R., Shectman, S. A., Gunnels, S. M., Mochnacki, S., &
Athey, A. E. 2003, in Society of Photo-Optical Instrumentation
Engineers (SPIE) Conference Series, Vol. 4841, Society of
Photo-Optical Instrumentation Engineers (SPIE) Conference
Series, ed. M. Iye & A. F. M. Moorwood, 1694–1704
Bernstein, R. A., & McWilliam, A. 2002, in IAU Symposium, Vol.
207, Extragalactic Star Clusters, ed. D. Geisler, E. K. Grebel,
& D. Minniti, 739–+
Bernstein, R. M., Burles, S. M., & Prochaska, J. X. 2015, PASP,
127, 911
Buonanno, R., Corsi, C. E., Zinn, R., Pecci, F. F., Hardy, E., &
Suntzeff, N. B. 1998, ApJ, 501, L33
Busso, M., Gallino, R., & Wasserburg, G. J. 1999, ARA&A, 37,
239
Calamida, A., et al. 2014, A&A, 565, A8
Cameron, S. A. 2009, PhD thesis, University of Michigan
Carretta, E. 2006, AJ, 131, 1766
Carretta, E., Bragaglia, A., Gratton, R., D’Orazi, V., &
Lucatello, S. 2009, A&A, 508, 695
Carretta, E., et al. 2015, ArXiv e-prints
—. 2013, A&A, 557, A138
—. 2007, A&A, 464, 967
Carretta, E., Cohen, J. G., Gratton, R. G., & Behr, B. B. 2001,
AJ, 122, 1469
Carretta, E., Gratton, R. G., Bragaglia, A., Bonifacio, P., &
Pasquini, L. 2004, A&A, 416, 925
Castelli, F., & Kurucz, R. L. 2004, ArXiv Astrophysics e-prints
Cavallo, R. M., Suntzeff, N. B., & Pilachowski, C. A. 2004, AJ,
127, 3411
Cohen, J. G., et al. 2004, ApJ, 612, 1107
Cohen, J. G., Gratton, R. G., Behr, B. B., & Carretta, E. 1999,
ApJ, 523, 739
Colucci, J. E., Bernstein, R. A. ., & Cohen, J. G. 2016, in
preparation
Colucci, J. E., Bernstein, R. A., Cameron, S., McWilliam, A., &
Cohen, J. G. 2009, ApJ, 704, 385
Colucci, J. E., Bernstein, R. A., Cameron, S. A., & McWilliam,
A. 2011, ApJ, 735, 55
—. 2012, ApJ, 746, 29
Colucci, J. E., Bernstein, R. A., & Cohen, J. G. 2014, ApJ, 797,
116
Colucci, J. E., Fernanda Dura´n, M., Bernstein, R. A., &
McWilliam, A. 2013, ApJ, 773, L36
Cordero, M. J., Pilachowski, C. A., Johnson, C. I., McDonald, I.,
Zijlstra, A. A., & Simmerer, J. 2014, ApJ, 780, 94
Cordier, D., Pietrinferni, A., Cassisi, S., & Salaris, M. 2007, AJ,
133, 468
de Boer, T. J. L., & Fraser, M. 2016, A&A, 590, A35
Den Hartog, E. A., Lawler, J. E., Sneden, C., & Cowan, J. J.
2003, ApJS, 148, 543
Feltzing, S., & Johnson, R. A. 2002, A&A, 385, 67
Fulbright, J. P. 2000, AJ, 120, 1841
Fulbright, J. P., McWilliam, A., & Rich, R. M. 2007, ApJ, 661,
1152
Gonzalez, O. A., et al. 2011, A&A, 530, A54
Gratton, R., Sneden, C., & Carretta, E. 2004, ARA&A, 42, 385
GC ILS Abundances 37
Gratton, R. G., et al. 2001, A&A, 369, 87
Gratton, R. G., Lucatello, S., Bragaglia, A., Carretta, E.,
Momany, Y., Pancino, E., & Valenti, E. 2006, A&A, 455, 271
Gratton, R. G., Lucatello, S., Carretta, E., Bragaglia, A.,
D’Orazi, V., & Momany, Y. A. 2011, A&A, 534, A123
Gruyters, P., Nordlander, T., & Korn, A. J. 2014, A&A, 567, A72
Harris, W. E. 1991, ARA&A, 29, 543
Holtzman, J. A., et al. 2015, AJ, 150, 148
Ishigaki, M. N., Aoki, W., & Chiba, M. 2013, ApJ, 771, 67
James, G., et al. 2004, A&A, 414, 1071
Johnson, C. I., Rich, R. M., Kobayashi, C., & Fulbright, J. P.
2012, ApJ, 749, 175
Johnson, C. I., Rich, R. M., Kobayashi, C., Kunder, A., & Koch,
A. 2014, AJ, 148, 67
Kaufer, A., Venn, K. A., Tolstoy, E., Pinte, C., & Kudritzki,
R.-P. 2004, AJ, 127, 2723
Koch, A., & McWilliam, A. 2008, AJ, 135, 1551
—. 2011, AJ, 142, 63
Kroupa, P. 2002, Science, 295, 82
Kurucz, R. L. 2005, Memorie della Societa Astronomica Italiana
Supplementi, 8, 189
Lamb, M. P., Venn, K. A., Shetrone, M. D., Sakari, C. M., &
Pritzl, B. J. 2015, MNRAS, 448, 42
Larsen, S. S., Brodie, J. P., & Strader, J. 2012, A&A, 546, A53
Lawler, J. E., Bonvallet, G., & Sneden, C. 2001, ApJ, 556, 452
Letarte, B., Hill, V., Jablonka, P., Tolstoy, E., Franc¸ois, P., &
Meylan, G. 2006, A&A, 453, 547
Lind, K., Bergemann, M., & Asplund, M. 2012, MNRAS, 427, 50
Lind, K., Charbonnel, C., Decressin, T., Primas, F., Grundahl,
F., & Asplund, M. 2011, A&A, 527, A148
Mackey, A. D., & Gilmore, G. F. 2003, MNRAS, 340, 175
Mar´ın-Franch, A., et al. 2009, ApJ, 694, 1498
Marino, A. F., et al. 2014, MNRAS, 437, 1609
McLaughlin, D. E., & van der Marel, R. P. 2005, ApJS, 161, 304
McWilliam, A. 1998, AJ, 115, 1640
—. 2016, ArXiv e-prints
McWilliam, A., & Bernstein, R. A. 2008, ApJ, 684, 326
McWilliam, A., Preston, G. W., Sneden, C., & Searle, L. 1995,
AJ, 109, 2757
McWilliam, A., & Rich, R. M. 1994, ApJS, 91, 749
Mele´ndez, J., & Barbuy, B. 2009, A&A, 497, 611
Mele´ndez, J., Barbuy, B., Bica, E., Zoccali, M., Ortolani, S.,
Renzini, A., & Hill, V. 2003, A&A, 411, 417
Minniti, D. 1995, A&A, 303, 468
Nissen, P. E., Gustafsson, B., Edvardsson, B., & Gilmore, G.
1994, A&A, 285
Norris, J. E., & Da Costa, G. S. 1995, ApJ, 441, L81
North, P., et al. 2012, A&A, 541, A45
Origlia, L., Lena, S., Diolaiti, E., Ferraro, F. R., Valenti, E.,
Fabbri, S., & Beccari, G. 2008a, ApJ, 687, L79
Origlia, L., Valenti, E., & Rich, R. M. 2005, MNRAS, 356, 1276
—. 2008b, MNRAS, 388, 1419
Osorio, Y., Barklem, P. S., Lind, K., Belyaev, A. K., Spielfiedel,
A., Guitou, M., & Feautrier, N. 2015, A&A, 579, A53
Pietrinferni, A., Cassisi, S., Salaris, M., & Castelli, F. 2004, ApJ,
612, 168
—. 2006, ApJ, 642, 797
Pritzl, B. J., Venn, K. A., & Irwin, M. 2005, AJ, 130, 2140
Reddy, B. E., Tomkin, J., Lambert, D. L., & Allende Prieto, C.
2003, MNRAS, 340, 304
Rich, R. M., et al. 1997, ApJ, 484, L25
Sakari, C. M., Shetrone, M., Venn, K., McWilliam, A., & Dotter,
A. 2013, MNRAS, 434, 358
Sakari, C. M., Venn, K., Shetrone, M., Dotter, A., & Mackey, D.
2014, MNRAS, 443, 2285
Scott, P., et al. 2015, A&A, 573, A25
Shetrone, M. D., & Keane, M. J. 2000, AJ, 119, 840
Sitnova, T. M., Mashonkina, L. I., & Ryabchikova, T. A. 2016,
ArXiv e-prints
Smecker-Hane, T. A., & Wyse, R. F. G. 1992, AJ, 103, 1621
Sneden, C. 1973, ApJ, 184, 839
Sneden, C., Cowan, J. J., & Gallino, R. 2008, ARA&A, 46, 241
Sobeck, J. S., Lawler, J. E., & Sneden, C. 2007, ApJ, 667, 1267
Tautvaiˇsiene˙, G., Geisler, D., Wallerstein, G., Borissova, J.,
Bizyaev, D., Pagel, B. E. J., Charbonnel, C., & Smith, V. 2007,
AJ, 134, 2318
Thygesen, A. O., et al. 2014, A&A, 572, A108
Tinsley, B. M. 1979, ApJ, 229, 1046
Van der Swaelmen, M., Barbuy, B., Hill, V., Zoccali, M., Minniti,
D., Ortolani, S., & Go´mez, A. 2016, A&A, 586, A1
Venn, K. A., et al. 2001, ApJ, 547, 765
Wallerstein, G., Kovtyukh, V. V., & Andrievsky, S. M. 2007, AJ,
133, 1373
Worley, C. C., & Cottrell, P. L. 2010, MNRAS, 406, 2504
Yong, D., Carney, B. W., & Teixera de Almeida, M. L. 2005a,
AJ, 130, 597
Yong, D., Grundahl, F., Nissen, P. E., Jensen, H. R., & Lambert,
D. L. 2005b, A&A, 438, 875
Zaritsky, D., Colucci, J. E., Pessev, P. M., Bernstein, R. A., &
Chandar, R. 2012, ApJ, 761, 93
—. 2013, ApJ, 770, 121
—. 2014, ApJ, 796, 71
Zoccali, M., et al. 2004, A&A, 423, 507
