This paper presents a novel variational approach for the joint estimation of scene flow and occlusions. Our method does not assume that a depth sensor is available. Instead, we use a stereo sequence and exploit the fact that points that are occluded in time, might be visible from the other view and thus the 3D geometry can be densely reinforced in an appropriate manner through a simultaneous motion occlusion characterization.
INTRODUCTION
The structure and motion of objects in a 3D space is an important characteristic of dynamic scenes. Measuring the three-dimensional motion vector fields remains one of the unsolved tasks in computer vision although progress has been made in recent years (e.g., (Basha et al., 2013; Jaimez et al., 2015; Quiroga et al., 2014; Sun et al., 2015; Vogel et al., 2015; Menze and Geiger, 2015; Wedel et al., 2011) ) and is currently gaining increasing attention. Reliable 3D motion maps may be used in a wide range of applications such as autonomous robot navigation, driver assistance, augmented reality, 3D movie and TV generation, surveillance or tracking, to mention just a few.
The scene flow problem was defined as the estimation of dense 3D geometry and 3D motion field from nonrigid 3D data (Vedula et al., 2005) . In the existing methods, the corresponding vector field is computed either from stereo video sequences taken from different points of view or from monocular RGB-Depth sequences, that is, videos recorded with a camera equipped with a depth sensor. We propose a scene flow method for the first kind of data: stereo sequences.
Our contribution in this paper is twofold: we first propose a novel variational approach for the joint estimation of scene flow and motion occlusion; and second, we propose an optimization strategy for variational scene flow which is able to capture large displacements without a multi-scale methodology and is applicable to any scene flow variational method. As for the first contribution, our method uses a sequence of image pairs obtained from two synchronized cameras and simultaneously computes the optical flow between consecutive frames, the corresponding occlusions due to motion and the disparity change between the stereo image pairs. Let us notice that this information, together with calibration data, is an equivalent representation of the 3D scene flow. Regarding our second contribution, we present and show the potential of our general variational scene flow optimization strategy on the proposed energy model which, in turn, has a transparent and generic structure.
The remainder of the paper is organized as follows. In Section 2 we revise previous works on scene flow. Section 3 presents our proposed scene flow energy formulation and the proposed minimization procedure is explained in Section 4. Section 5 presents experimental results. Finally, the conclusions are summarized in Section 6. while it is visible in I t+1 r . Thus, the deactivation of the data term between images I t l and I t+1 l together with the activation of the data term relating I t l and I t+1 r will result in a better estimation of the scene flow variables.
them estimates the scene flow from RGB-Depth data benefiting from the availability of depth data provided by cameras equipped with a depth sensor. The 3D scene flow is estimated directly from it and regularization of the flow field is imposed on the 3D surfaces of the observed scene instead of on the image plane (Pons et al., 2007; Basha et al., 2013; Jaimez et al., 2015; Quiroga et al., 2014; Sun et al., 2015; Vogel et al., 2015) . For instance, (Basha et al., 2013; Vogel et al., 2011) jointly estimate depth and a 3D flow field using a variational method which imposes geometric multi-view consistency and 3D smoothness. Some of these methods also use a local rigidity assumption (Menze and Geiger, 2015; Quiroga et al., 2014) representing the dynamic scene, e.g., as a collection of rigidly moving planes (Vogel et al., 2015) . The second kind of methods work on stereo video sequences and estimate from them disparity (between the stereo pair) and motion (between consecutive frames) using formulations which mutually constrain the scene flow (Huguet and Devernay, 2007; Wedel et al., 2011) . The authors of (Wedel et al., 2011) propose to precompute the stereo disparity and decouple depth and motion estimation by estimating the optical flow and the disparity change through time.
In most of the proposals, the problem is frequently modeled by variational methods where the unknowns representing the motion of each 3D point in the scene are estimated as the minimum of an energy functional (e.g., (Vedula et al., 2005; Pons et al., 2007; Huguet and Devernay, 2007; Basha et al., 2013; Menze and Geiger, 2015; Wedel et al., 2011) ). The optimization usually proceeds in a multi-scale or coarse-to-fine procedure and thus smooth motions are favoured and large displacements of small objects are mostly lost.
The variational method we propose does not assume a depth sensor is available nor calibrated cameras. As in (Huguet and Devernay, 2007; Wedel et al., 2011) , we use a two-view setup with a pair of stereo image frames. Our proposal also estimates motion occlusions and benefits from the appropriate comparison among views of the scene. In order to correctly estimate large displacements of small objects, our minimization works by incorporating sparse matches which drive the minimization of the energy in local patches, providing a fast method that works at the finest scale, i.e., the original scale of the image data.
SCENE FLOW MODEL
Let us assume that a stereo video sequence is given, consisting of different image pairs that have been obtained from two views. For each time instant t, let : Ω → R be two of those consecutive stereo pair of frames of the stereo video sequence, where the subscripts l and r stand for left and right, respectively, and t stands for time. As usual, we assume that the image domain Ω is a rectangle in R 2 . Our starting point will be the model for scene flow introduced in (Wedel et al., 2011) , where a decoupled approach was presented. In a decoupled approach, the estimation of depth or disparity at fixed time is done previously to, and independently of, the estimation of the motion (optical flow and disparity change). This problem separation provides more flexibility and has some advantages as the disparity may be estimated with an optimal stereo algorithm. The decoupled scene flow approach enforces a coupling among disparity, optical flow, and disparity change.
Let d be a given disparity map between I t l and I t r . Let u = (u, v) denote the optical flow between the left frames, I t l and I t+1 l , and δd denote the change in disparity between the stereo pairs at times t and t + 1. In order to write the energy model in a more compact form, let us first introduce the following notation:
In order to compute the scene flow field (u, v, δd), Wedel et al. (Wedel et al., 2011) propose to minimize an energy functional which is made of two terms, namely,
where Ψ(s 2 ) = √ s 2 + ε 2 , with ε = 0.0001 being a small constant, and o(x, y,t) is the given stereo visibility map for the given disparity map d (i.e., o(x, y,t) = 1 if (x, y) is visible both in I t l and in I t r ). We have omitted inĒ,Ē R ,Ē D the dependency of u, v, δd, d, o on x, y,t for the sake of simplicity. Finally, let us notice that the regularity term is based on a differentiable approximation of the Total Variation. Similarly, the data term is based on the same differentiable approximation of the L 1 norm of the constraints favoring constancy in intensity of the same point in the scene, thus in the four involved images.
This method does not directly take occlusions into account and relies on data terms that consider correspondence errors even for the occluded pixels where no correspondence can be established. Hence, erroneous flows are generated at moving occlusion boundaries. Explicitly modeling occlusions has proved beneficial in optical flow estimation methods (e.g. (Ayvaci et al., 2012; Ballester et al., 2012; Ince and Konrad, 2008 ) among others). Occlusion reasoning has been considered in scene flow estimation methods that use depth sensors (Wang et al., 2015; Zanfir and Sminchisescu, 2015) . On the other hand, it is traditionally believed that motion vectors tend to be smaller in magnitude than disparities, especially if the video sequences have been captured with a small time delay; but this assumption does not hold for the current standard databases (Butler et al., 2012; Geiger et al., 2012) which contain important large displacements. In these situations, handling occlusions due to motion is as important as handling occlusions due to disparity.
In this work we extend the previous model to jointly compute the optical flow, its associated occlusions, and the disparity change. Let χ : Ω → [0, 1] be the function modeling the motion occlusion map, so that χ(x, y,t) = 1 identifies the motion occluded pixels, i.e. pixels that are visible in I t l but not in I t+1 l . Our model is based on the assumption that the occluded region due to motion, given by χ(x, y,t) = 1, should include the region where the divergence of the optical flow is negative. This was pointed out by Sand and Teller (Sand and Teller, 2008) , who noticed that the divergence of the motion field may be used to distinguish between different types of motion areas. Schematically, the divergence of a flow field is negative for occluded areas, positive for disoccluded, and near zero for the matched areas. Taking this into account, Ballester et al. (Ballester et al., 2012 ) proposed a variational model for the joint estimation of occlu-sions and optical flow. In order to consider motion occlusions and benefit from an appropriate comparison among the different views of the scene, we build up from these ideas and propose to include a new term in the energy functional that characterizes the occlusion areas as those where the divergence of the flow is negative. We also propose to include different types of data terms in the energy functional which are activated based on the occlusion information provided by χ. In this way, if there is a motion occlusion in the left view, χ = 1, the energy will only consider error correspondences in the right views, where the object is still visible. Figure 1 presents an example motivating our proposal; by detecting the occlusion regions, the motion field in these regions will be recovered by using the fact that they are visible in the remaining views which we use to introduce new data constraints. Thus, the proposed energy contains three parts, namely,
where
Again, the map χ is evaluated in (x, y,t) in the functional but we omit it for the ease of notation.
OPTIMIZATION STRATEGY
In order to make the optimization problem more tractable, optical flow variational methods include a linearization of the warped images in the data terms, which leads to embed the functional into a coarse-tofine multi-level approach to better handle large motion fields. However, this approach still fails to recover large motions of small objects not present at coarser scales. Different approaches to overcome this limitation have been proposed in the past years. Among the most recent works, several ones share the trait of being based on a sparse-to-dense estimation that avoids the classical coarse-to-fine scheme. They start with a set of correspondences (non-dense feature-based matches), which are used to generate a dense optical flow field and subsequently, the next step produces a global refinement over the whole image domain. For instance, in the work (Palomares et al., 2016) , an initial set of sparse matches is grown by a coordinate descent scheme used to minimize the target energy functional. Our proposal builds upon these ideas to propose a minimization method for the scene flow energy. Figure 2 shows a diagram with the main steps of the proposed algorithm. The optimization process works in two stages, with a previous initialization of the sparse matches (named as zero stage in the following), both of them operating at the finest scale of the image: 0. The zero stage builds the initial set of sparse seeds (u, v, δd). The algorithm assumes that a set of sparse correspondences between two pairs of images are provided; in particular, between I t l ↔ I t+1 l and I t+1 l ↔ I t+1 r . In order to estimate sparse correspondences between both pairs of images we use the DeepMatching algorithm (Weinzaepfel et al., 2013) . From the first set of matchings, between I t l ↔ I t+1 l , we obtain an initial set of candidates for the variables (u, v). Then, to completely define the set of seeds for solving the scene flow problem, it is necessary to find an estimation of δd(x) associated to each optical flow candidate (u(x), v(x)) at the different sparse locations x = (x, y) ∈ Ω. From the second set of sparse matches, between I t+1 l ↔ I t+1 r , we select the discrete value ofd t+1 to be the disparity associated of the closest keypoint x in I t+1 l (with a matching in I t+1 r ) to the position (x + u(x), y + v(x)) within a certain tolerated distance. If there exists such a keypoint in I t+1 l , we add (u(x), v(x), δd(x), χ(x)) as an initial seed, where δd(x) =d t+1 (x) − d t (x) and χ(x) = 0. 1. The first stage consists in computing a dense scene flow estimation providing a good local minimum of the target energy (the proposed (1) in this paper); good in the sense that captures large displacements and controls the error on occlusion areas. Our method proceeds by minimizing the energy over local neighborhoods (patches) in a proper order defined by the reliability of the scene flow estimation at the center of each patch. This ordering is managed by a priority queue where the most reliable estimations -the estimated (u, v, δd, χ) values that have the lowest energy values -are placed at the top positions of the queue. Initially, the queue is formed by the sparse set of seeds. These seeds have an associated local energy equal to zero (full reliability). Then, an iterative process is launched; the following procedure is iterated until the priority queue is emptied:
• The top element of the queue of scene flow candidates is extracted and its associated scene flow value is set as visited at its corresponding position.
• The patch around the visited position is considered and a scene flow is interpolated within the patch by propagating the already visited values.
• The scene flow energy is minimized in the patch, starting with the previous interpolation as initialization. Notice that this step can be thought as a minimization of the energy where all the variables outside the patch under consideration have been fixed, thus bearing similarities with the coordinate descent methods.
• The local energy in the patch is computed and the four immediate neighbors of the center pixel are introduced as new candidates in the queue with a reliability given by the local energy (the energy of the patch).
2. The result of the first step, the data corresponding to (u, v, δd, χ) , is a dense scene flow estimation providing a good local minimum of the energy (1).This result is refined in the second stage by the minimization of the energy functional over the whole image domain. In other words, the result of the first step is used as an initialization for minimizing the energy around it. Let us remark that the method of Cech et al. (Cech et al., 2011) also uses an algorithm to estimate both disparity and optical flow from a stereo sequence by growing a set of seeds. In contrast to our seed growing method driven by the energy minimization, the method in (Cech et al., 2011) constructs heuristics based on photometric consistency through correlations and constant parameters adjusting the amount of optical flow regularization and temporal consistency. Moreover, it provides a semi-dense scene flow while we get a dense estimation.
In order to minimize our energy formulation (1), the associated Euler-Lagrange equations are numerically solved. To simplify the presentation, we introduce the following notations
Thereby, the Euler-Lagrange equations are
where the subindices x and y denote the partial derivatives with respect to x and y, respectively, and the point coordinates (x, y) have been omitted in the gradient expressions.
The Euler-Lagrange equations are non-linear in the unknowns (u, v, δd, χ) due to the multiple warped images I t+1 l (x+u, y+v), I t+1 l,x (x+u, y+v), etc. To numerically solve them, either over a local patch or over the whole domain, we follow the optimization method proposed by Brox et al. (Brox et al., 2004) . It is based on two fixed iterations loops to cope with the nonlinear terms. The external loop is used to handle the linearization of the data terms in the warped form, and the internal loop takes into account the non-linearities of the Ψ functions. After the linearization, the resulting linear system can be efficiently solved using the SOR method (Young, 1971) . (Wedel et al., 2011) . Our minimization startegy is not based on a coarse-to-fine scheme but on sparse correspondences that allow to capture large displacements. Results in the MPI Sintel training set.
EXPERIMENTS
In this section we provide two sets of experiments. The first one is designed to validate the better behaviour of the selected optimization strategy against the classic coarse-to-fine multi-level approach. The second one shows the properties of the presented functional due to the explicitly occlusion handling. Let us remark that all results have been obtained by using the grayscale versions of the original color frames. The color version is only used to compute the seeds with the Deep Matching algorithm. The experiments use stereo sequences from the MPI Sintel Flow dataset (Butler et al., 2012) and from the KITTI 2015 dataset (Menze and Geiger, 2015) . Sintel has 23 training sequences. For every frame, there are two different versions of the images, "clean" and "final". The difference is that the second set adds complexity to the first one by incorporating atmospheric effects, depth of field blur, motion blur, color correction and other details. It contains several sequences with large motions of small objects. KITTI contains different sequences of a city provided by an autonomous driving platform. It presents large deformations, dynamic scenes and challenging iluminatons changes.
Benefits of the New Optimization Strategy
Our first goal is to validate the good performance of the optimization scheme and show the benefits in the presence of large displacement motions against the coarse-to-fine strategy. For this purpose, we use the energy functional proposed by Wedel et al. (Wedel et al., 2011 ) (detailed at the beginning of Section 3), and we compute the motion field using these two different minimization approaches. In Tables 1 and 2 , they are denoted by Classic Wedel (i.e., classic coarseto-fine strategy for the Wedel et al. (Wedel et al., 2011) energy) and Our Wedel. Fig. 3 , Tables 1 and 2 show that the chosen minimization approach is able to recover large motions where the coarse-to-fine strategy fails. For each group of four images in Fig. 3 , from top to bottom and from left to right, the first frame is displayed in (a), the optical flow estimation from the classic coarse-to-fine Wedel et al. (Wedel et al., 2011) is displayed in (b), (c) shows the optical flow ground truth, and (d) the optical flow estimated with our scene flow minimization strategy for the same energy. Let us notice from this figure and also from Tables 1 and 2 that the optimization scheme is also better for the kind of sequences where the multi-scale approach does not fail. It is clear that the integration of sparse matches results with an appropriate minimization strategy directly at the finest image scale represents a great improvement in comparison to the coarse-to-fine optimization strategy.
Benefits of the New Energy
The second goal is to show the advantages of the proposed energy functional which includes new data terms and motion occlusion estimation. Fig. 4 displays results on three sequences of the MPI Sintel training set. For each group of six images, from top to bottom and from left to right, the first frame is shown in (a), the ground truth occlusions are displayed in (b), (c) shows the optical flow from our scene flow minimization strategy for the Wedel et al. (Wedel et al., 2011 ) energy (our Wedel), (d) the optical flow ground truth, and (e) and (f) the occlusions and opti- (Wedel et al., 2011) OF ground truth Estimated occlusions OF with our energy (1) Figure 4 : Comparison of the estimated optical flows (OF) estimated with the baseline energy (Wedel et al., 2011) and with the new proposed energy (1) (in both cases using our proposed minimization strategy). Results in the MPI Sintel training set.
cal flow estimated from our whole proposal with the energy (1). On the other hand, the second and third rows of Table 1 and Table 2 show the global accuracy over the whole datasets of both proposals. The results of Table 1 and Fig. 4 , show that the proposed energy keeps better results at the visible areas (second column of Table 1 ) and it specially improves the accuracy at the occluded areas (third column). The occlusion mask allows to densely reinforce the 3D geometry from the fact that points that are occluded in time in the left view might be visible from the other (right) view and thus obtain better optical flow boundaries especially near occlusion regions. This effect is noticeable for instance in the boundaries of the naginata in the experiment of the last rows of Fig. 4 .
CONCLUSIONS
We have proposed a variational model for the joint estimation of the scene flow and its associated motion occlusions. Our work stems from the classical scene flow model presented in (Wedel et al., 2011) and incorporates a characterization of the occlusion areas as well as new data terms. The estimation of the occlusion map is useful to select a different set of data Table 2 : Results in KITTI 2015 training dataset for the optical flow (u, v) and for the disparity change δd. Out-noc (resp. Out-all) refers to the percentage of pixels where the estimated optical flow presents an error above 3 pixels in non-occluded areas (resp. all pixels). Out-δd refers to the percentage of pixels where the estimated disparity change presents an error above 3 pixels in the pixels where the disparity is available. terms for the occluded pixels, i.e., data terms that depend on the views where these pixels might be visible. We also have extended the optimization method for optical flow problems presented in (Palomares et al., 2016) to the scene flow case. Experimental results show, both quantitative and qualitatively, the benefits of the proposed energy functional and the minimization strategy. As future work we plan to use regularization and data terms that better preserve the image boundaries and that are more robust to illumination changes.
Out-noc

