Abstract. A series of sharp existence and uniqueness theorems are established for the multiple vortex solutions in the supersymmetric Chern-Simons-Higgs theory formalism of Aharony, Bergman, Jaferis, and Maldacena, for which the Higgs bosons and Dirac fermions lie in the bifundamental representation of the general gauge symmetry group U (N ) × U (N ). The governing equations are of the BPS type and derived by Kim, Kim, Kwon, and Nakajima in the mass-deformed framework labeled by a continuous parameter.
Introduction
It is well known that the presence of the Chern-Simons terms in field theories is essential in many areas of modern physics, especially for condensed matter systems [20] [21] [22] 50] . More recently, the importance of the Chern-Simons terms in superstring theory and M-theory was explored in a general formalism by Schwarz [41] , in the context of some Lagrangian descriptions of superconformal gauge field theories which couple the Chern-Simons gauge and matter fields. This formalism was then made into fruition by Bagger and Lambert [5] [6] [7] and Gustavsson [25] , which has since commonly been referred to as the Bagger-Lambert-Gustavsson (BLG) theory [9, 13, 18] . Shortly afterwards, Aharony, Bergman, Jafferis, and Maldacena (ABJM) developed an elegant bi-level Chern-SimonsHiggs theory [2] , extending the BLG theory. In both the BLG and ABJM theories, topological solitons realized as the classical solutions of various BPS (named after the pioneering works of Bogomol'nyi [10] and Prasad-Sommerfield [40] ) equations known as fuzzy funnels, domain walls, and vortices, are basic field configurations that describe M-branes. In the present study, we aim at establishing an existence and uniqueness theory for the multiple vortex solutions in a general class of BPS equations in the ABJM model. It is interesting to note that, in these superconformal vortex equations derived in the work of Kim-Kim-Kwon-Nakajima [33] in the ABJM model [2] and state our main existence results. The subsequent sections are then devoted to proofs of results. Specifically, in Section 3, we first apply a matrix decomposition procedure to unveil the variational structure of the system of governing elliptic equations. We next prove the existence of a solution by a somewhat indirect minimization approach, using the method of [31, 47] . We then obtain the asymptotic decay properties of the solution on the full plane and calculate the anticipated quantized integrals which give rise to quantized vortex fluxes. In Section 4, we consider the compact case when solutions are doubly periodic. We shall mainly adapt the direct minimization method used in [35] . In Section 5, we present the limiting case a = 0 which is of independent interest. We will see that such a limiting case allows us to state our necessary and sufficient conditions for the existence of a doubly periodic multiple solution explicitly. In Section 6, we reconsider the case when a > 0 and present two concrete examples, with N = 3 and N = 4, respectively, as an illustration of the application of our results in the general situation (a > 0). We shall also describe how to use our results to estimate the dimension of the moduli space of the BPS equations in the ABJM model under consideration.
Existence of vortices in the ABJM model
Use µ, ν = 0, 1, 2 to denote the Lorentzian indices of the Minkowski spacetime R 2,1 of signature (− + +). Like the BLG model [5] [6] [7] 25 ], the ABJM model [2, 8] is formulated as a low-energy approximation of multiple M2-branes so that it is dual to M-theory on appropriate anti-de Sitter orbifolds. It is an N = 6 supersymmetric Chern-Simons theory with the gauge group U (N )×U (N ) governed by the full Lagrangian density
in which the Chern-Simons Lagrangian L CS is given by
which describes two Lie algebra u(N )-valued gauge fields, A µ andÂ µ , with the Chern-Simons level (k, −k); using γ µ to denote the Dirac matrices expressible in terms of the standard Pauli spin matrices, γ 0 = iσ 2 , γ 1 = σ 1 , γ 2 = σ 3 , the matter-kinetic Lagrangian L kin is given by the Yukawa-like quartic-interaction potential density V ferm is given by
and V 0 is the sextic scalar potential
With the Lagrangian density given by (2.1), the action
evaluated over the full spacetime is invariant under the N = 6 supersymmetry transformation [2, 33] δY A = iω AB ψ B ,
where ω AB are supersymmetry transformation parameters satisfying 9) and β AB C are given by the expressions
In the mass-deformed theory, we need to update the Lagrangian density (2.1) by modifying the potential densities V ferm and V 0 following the recipe
where
12) 13) in which µ > 0 is a mass-deformation parameter which should not be confused with the Lorentzian index and M B A = diag{1, 1, −1, −1}. We notice that, although the original Higgs potential density V 0 given in (2.6) is purely sextic, the mass-deformed potential density V m obtained from adding the correction term ∆V 0 given in (2.13) contains both quadratic and quartic terms, as that in the classical Chern-Simons-Higgs model [28, 30] .
It is evident that the associated Euler-Lagrange equations of the mass-deformed action 14) are of course rather complicated. In the work of Kim, Kim, Kwon, and Nakajima [33] , it is shown that these equations in their static limit and in the absence of fermions may be reduced into the following remarkable BPS system of equations
where s = ±1 is a signature symbol to be specified later, coupled with the usual Gauss law constraints
where j 0 andĵ 0 are two associated matrix-valued conserved currents given by the expressions
Thus it is important to understand the solutions of (2.15)-(2.17) which will be our goal in the present work.
To approach the system of equations (2.15)-(2.17), Kim, Kim, Kwon, and Nakajima [33] take the following ansatz to represent the N × N matrices Y A = (Y A ij ):
where f i (i = 1, . . . , N − 1) are complex-valued functions and
with a ≥ 0 a constant. Within this ansatz, the N × N matrix-valued 'magnetic' fields become diagonal whose entries are given by [33] 27) where the convention
, and eliminating the gauge fields from the equations, it is shown in [33] that the BPS system (2.15)-(2.17) is reduced into the following system of N − 1 (N ≥ 3) coupled vortex equations:
away from the zero points of f 1 , . . . , f N −1 , which are known to be the vortex points of the system. Analyzing the structure of the system (2.15) as in [31] , it may be seen that the zeros of the fields f 1 , . . . , f N −1 are discrete and of integer multiplicities. Thus we can denote the sets of zeros of each f i by 31) such that the number of repetitions of any point p among the set
takes account of the multiplicities of the zero. We aim to prove that the prescribed sets of zeros given by (2.31) completely characterize the solution of (2.28)- (2.30) . To be precise we note that the problem may be considered either over the full plane R 2 under the natural boundary condition 32) or over a doubly periodic domain Ω so that the field configurations are subject to the 't Hooft periodic boundary condition [26, 48, 53] for which periodicity is achieved modulo gauge transformations. We shall establish that in both cases solutions exist and are unique.
Note that (2.28)-(2.30) only make sense when N ≥ 3. When N = 2 (the 'bottom' case with the gauge group U (2) × U (2)), the system is a single equation [33] :
which has been well studied and existence and uniqueness results have been obtained [31, 47, 48] . We now proceed to state our main results. Let R be the (N − 1) × (N − 1) tridiagonal matrix given by
We will see later that the matrix R is positive definite. Denote the inverse of R by R −1 . We shall also see that all entries of R −1 are positive, i.e., (R −1 ) ij > 0, i, j = 1, . . . , N − 1. Write the eigenvalues of R as λ 1 , . . . , λ N −1 , and set λ 0 to be the positive quantity
Our main results are collectively summarized as follows.
Theorem 2.1 For any a ≥ 0, µ > 0, consider the system of multiple vortex equations (2.28)-(2.30) for the field configuration (f 1 , . . . , f N −1 ) with the prescribed zero sets given by (2.31) such that each f i has n i arbitrarily distributed zeros p i,1 , . . . , p i,n i , i = 1, . . . , N − 1.
(i) For the problem over the full plane R 2 , there exists a unique solution satisfying the boundary condition 36) which realizes the boundary condition (2.32), where
Moreover, this boundary condition is achieved exponentially fast at infinity,
where ε ∈ (0, 1) is arbitrarily small, C(ε) is a positive constant depending on ε, and λ 0 is defined by (2.35).
(ii) Over a doubly periodic domain Ω, the problem admits a unique solution if and only if 
where the integration is evaluated either over the full plane R 2 or the doubly periodic domain Ω.
It can be checked that (2.36) and (2.32) are equivalent. Thus, by virtue of (2.37), we see that the so-called non-topological solutions [12, 14, 16, 29, 44] do not appear in the ABJM model [2, 33] considered here.
We now proceed to compute the associated flux. As noticed in [33] , the ansatz taken makes it consistent to assume that the gauge fields A l and A l (l = 1, 2) are diagonal:
Thus, we may introduce the complex-valued variable 42) so that the matrix-valued 'magnetic' field B = F 12 becomes
which should not be confused with the group index used earlier. Hence, in view of (2.15), we have
away from the zeros of f i (i = 2, . . . , N ), where we have chosen s = −1 for definiteness. From (2.44), we obtain
again away from the zeros of the functions. Comparing (2.43) and (2.45), we see that B ≡ diag{B 1 , . . . , B N } over the same domain can be expressed as
where B 1 may be read off from (2.27) . That is, B 1 = 2a 2 µ 2 (|f 1 | 2 + 1). Consequently, we get
In view of the equations (2.28)-(2.30) and the quantized integral formulas stated in (2.40), we see that over the doubly periodic domain Ω the total 'magnetic' flux is
which is not quantized and depends on |Ω|, unless a = 0. Here we have switched on the dependence on the signature symbol s = ±1 in the flux formula for generality. So the flux over the full plane R 2 diverges which leads to infinite energy as observed in [33] . Therefore, in order to avoid flux and energy divergence, it is of value to develop an existence theory for doubly periodic solutions when a > 0 and of independent interest to spell out the existence theory separately when a = 0. Indeed, when a = 0, the matrix R simplifies itself considerably so that the results can be stated in concrete terms explicitly as follows.
Theorem 2.2 For a = 0, µ > 0, consider the system of vortex equations (2.28)-(2.30) for the field configuration (f 1 , . . . , f N −1 ) with the prescribed zero sets given by (2.31) such that each f i has n i arbitrarily distributed zeros
(i) For the problem over the full plane R 2 , there exists a unique solution satisfying the boundary condition
Moreover, this boundary condition is achieved exponentially fast at infinity
(ii) For the problem over a doubly periodic domain Ω, there exists a unique solution if and only if the conditions
hold simultaneously.
(iii) In both cases, there hold the quantized integrals
52)
To see the problem more transparently, we reformulate the system of equations (2.28)-(2.30) and Theorems 2.1-2.2 in terms of a new family of parameters and variables. For this purpose, we denote N − 1 ≡ m, λ ≡ 4µ 2 , and set (i) There exists a unique solution over R 2 satisfying the boundary conditions
Moreover, this solution satisfies the following exponential decay estimate at infinity:
(ii) For the problem over a doubly periodic domain Ω, a solution exists if and only if the following m conditions 
evaluated over the corresponding domain of consideration.
When a = 0, we have the following explicit results.
Theorem 2.4 For a = 0, λ > 0, consider the system of equations (2.56)-(2.58).
(i) There exists a unique solution over R 2 satisfying the boundary conditions
where ε ∈ (0, 1) is small, C(ε) > 0 depends on ε, and λ 0 is defined by (2.35).
(ii) There exists a solution over a doubly periodic domain Ω if and only if the conditions
are fulfilled simultaneously. Besides, if a solution exists, it must be unique.
(iii) In both cases, the quantized integrals
70)
are valid over the corresponding domain of the problem.
In the subsequent sections, we prove Theorems 2.3-2.4.
Variational principle and solution to planar case
In this section we establish the existence and uniqueness results for a solution of (2.56)-(2.58) over the full plane and derive the stated decay estimates for the solution. Unlike the problems studied in [35] [36] [37] which can be readily formulated variationally, the problem here needs more elaboration in order that its hidden variational structure be unveiled. For this purpose, we shall rely on the wellknown Cholesky decomposition theorem for positive-definite matrices. The variational structure to be recognized will allow us to prove the existence of a solution over the full plane as well as over a doubly periodic domain, although the present section is devoted to the planar case. Below we split our study into a few subsections.
Cholesky decomposition for the matrix R
First, we observe that the symmetric matrix R is positive definite. In fact, for any a ≥ 0, it is easy to check that each leading principal minor of R is positive. That is,
By the Cholesky decomposition theorem [23] the matrix R can be expressed as the product of a lower triangular matrix L and its transpose, R = LL τ , L = (L ij ) m×m . Indeed, using the iteration scheme presented in [23] , that is,
we have
Here and in the sequel, we follow the convention R 0 = 1. We have
Furthermore, a simple calculation enables us to find the lower triangular matrix L −1 with
By the expression of L −1 we can compute the inverse of R by the formula
from which we can see directly that, for any a ≥ 0, all entries of R −1 are positive: (R −1 ) ij > 0, i, j = 1, . . . , m, as claimed earlier.
Variational formulation
Following [31] , we introduce the background functions
with ν > 0 being a parameter which should not be confused with the Lorentzian index used earlier.
We see that u i 0 satisfy
It is easy to see that
Since for any a ≥ 0 each entry of R −1 is positive, we have
Set r = (r 1 , . . . , r m ) τ and Or in its equivalent vector form, we have
since R diag{r 1 , . . . , r m }1 = 1 by the definition of r 1 , . . . , r m . Now we use the notation
and the transformation
. . .
Then the equations (3.11)-(3.13) take the form:
Or in its vector form, we have
It can now be checked to see that the equations (3.18)-(3.20) or (3.21) are the Euler-Lagrange equations of the functional
This is the variational principle we have aimed to unveil. To facilitate the computation and analysis, it will be technically more convenient to rewrite the functional (3.22) as
which allows us to approach the problem in a similar manner as in [31, 47] for the scalar situation, as we will do in the following.
To proceed, we can compute to get (DI(w))(w)
whereh i 's are some linear combinations of h i 's, also of g i 's. More precisely,
Using the invertibility of the transformations (3.16) and (3.17), we see that there exist some positive constants c 1 and c 2 such that
Therefore, from (3.17), (3.24) and (3.26), we can obtain
where C 0 is a positive constant.
To deal with the second term on the right hand side of (3.27), we follow the approach of [31] . We just need to estimate a typical term of the following form
It is easy to see that M (v) can be decomposed as
From the elementary inequality e t − 1 ≥ t, t ∈ R and the fact u 0 ,h ∈ L 2 (R 2 ), we have
where and in the sequel we use C to denote a generic positive constant. To estimate M (−v − ), we note the inequality 1 − e −t ≥ t 1+t , t ≥ 0, and obtain
where we have usedh ≤ , assured by taking ν sufficiently large, and the fact that both e u 0 − 1 andh belong to L 2 (R 2 ).
Then we see from (3.29) and (3.30) that
To proceed further, we need the following standard interpolation inequality over W 1,2 (R 2 ):
Using (3.32), we have
which implies 34) where and in the sequel we use · p to denote the norm of the space L p (R 2 ). From (3.27) and (3.31), we obtain
Then it follows from (3.26), (3.34) and (3.35) that
By the coercive lower bound in (3.36), we can show that the functional I defined by (3.22) admits a critical point. In fact, by (3.36), we can choose ξ > 0 such that
(3.37)
Since the functional I is weakly lower semi-continuous on W 1,2 (R 2 ), the minimization problem
admits a solution, say,w. Then, we can show that it must be an interior point. We argue by contradiction. Assume that w W 1,2 (R 2 ) = ξ. Then
Therefore, if t > 0 is sufficiently small, lettingw t = (1 − t)w, we can obtain
which contradicts the definition of η 0 . Hence,w must be an interior critical point for the problem (3.38). As a result, it is a critical point of the functional I. Since the functional I is strictly convex, this critical point must be unique.
Asymptotic behavior of the solution at infinity
Here we study the asymptotic behavior of the solution obtained above. Noting that w ∈ W 1,2 (R 2 ), by the well-known inequality
where C 1 , C 2 are some positive constants, we see that the right-hand sides of the equations (3.18)-(3.20) all belong to L 2 (R 2 ). Using the standard elliptic L 2 -estimates, we have w j ∈ W 2,2 (R 2 ), which implies w j → 0 as |x| → ∞, j = 1, . . . , m. By the transformation (3.17), we see that v j → 0 as |x| → ∞, which implies the desired boundary condition u j → ln r j as |x| → ∞, j = 1, . . . , m.
Next we show that |∇w j | → 0 as |x| → ∞, j = 1, . . . , m. A typical term of the right hand sides of (3.18)-(3.20) can be rewritten as
which belongs to L p (R 2 ) for any p > 2 due to the embedding W 1,2 (R 2 ) ⊂ L p (R 2 ) and the definition of u j 0 . Therefore all the right-hand-side terms of (3.18)-(3.20) lie in L p (R 2 ), for any p > 2. Then the elliptic L p -estimates imply w j ∈ W 2,p (R 2 ) for any p > 2, j = 1, . . . , m. Consequently, we have |∇w j | → 0 as |x| → ∞, j = 1, . . . m. That is, |∇u j | → 0 as |x| → ∞, j = 1, . . . m. Now we establish the exponential decay rate of the solutions at infinity. To this end, we consider the equations (2.56)-(2.58) or (2.60) over an exterior domain where vector v is to be determined. Since the matrix R is positive definite, there is an orthogonal matrix O such that
Now apply O τ in (3.45) and set
Then we have
Note that, since U → r as |x| → ∞, we have U − r = E(x)v where E(x) is an m × m diagonal matrix so that E(x) → I m (the m × m identity matrix) as |x| → ∞. This observation leads us to rewrite (3.48) as ∆ũ = λdiag{λ 1 , . . . , λ m }ũ + λP (x)ũ, (3.49) where P (x) is an m × m matrix which vanishes at infinity. As a consequence of (3.49), we obtain
with b(x) → 0 as |x| → ∞. Then, for any ε ∈ (0, 1), we can find a suitably large ρ ε ≥ ρ such that
We will use a comparison function, say η, of the form
Then ∆η = σ 2 η − σ |x| η. Thus, in view of (3.51), we have
We take the obvious choice σ 2 = 1 − ε 2 λλ 0 which gives us ∆(|ũ| 2 − η) ≥ σ 2 (|ũ| 2 − η), |x| ≥ ρ ε . Choose C in (3.52) large so that |ũ| 2 − η ≤ 0 for |x| = ρ ε . Hence, using the fact that |ũ| → 0 as |x| → ∞ and the maximum principle, we see that |ũ| 2 ≤ η for |x| ≥ ρ ε . So the estimate
follows since (1 − ε) 2 < 1 − ε 2 for any ε ∈ (0, 1). Therefore the desired exponential decay rate (2.62) is established.
To get the quantized integrals, we need to establish the exponential decay rate for the derivatives. Let ∂ denote any of the two derivatives ∂ 1 and ∂ 2 . Define Let O be as before and set
Then by (3.56) and the fact that r 1 , . . . , r m > 0, we obtain
where r 0 = min{r 1 , . . . , r m } and b(x) → 0 as |x| → ∞. Then, as discussed previously, we can conclude that for any ε ∈ (0, 1), there is a positive constant C(ε) > 0, such that
when |x| is sufficiently large. Thus we get the following exponential decay rate near infinity:
We can now calculate the quantized integrals (2.64) stated in Theorem 2.3 for the planar case. Using (3.7), (3.8), and the exponential decay property of |∇u i |'s in (3.60), we conclude that |∇v i |'s vanish at infinity at least at the rate |x| −3 . Thus, using the divergence theorem, we have Consequently, integrating the equations (3.11)-(3.13) over R 2 , and applying (3.9) and (3.61), we obtain the desired results stated in (2.64). We next turn our attention to the compact case.
Doubly periodic case
In this section we consider the equations (2.56)-(2.58) over a doubly periodic domain Ω. Let u i 0 be a solution of the problem (see [3] )
2) 4) or equivalently in its vector form
Integrating the equations (4.2)-(4.4) or (4.5) over Ω, we can obtain the natural constraints
We may rewrite (4.6) more conveniently as
or in its component form 8) where and in what follows we use the notation K = (K 1 , . . . , K m ) τ . Therefore, we see that if a solution exists, then K i > 0, i = 1, . . . , m. As a result, we get the necessity of the condition (2.61).
In what follows we show that the condition (2.61) is also sufficient for the existence of a solution to (4.2)-(4.4) by variational methods.
We will work on the Sobolev spaces W 1,2 (Ω), which is composed of scalar-or vector-valued Ω-periodic L 2 -functions whose derivatives also belong to L 2 (Ω). For the scalar case we have the decomposition
is a closed subspace of W 1,2 (Ω). Then for any u ∈ W 1,2 (Ω), we have
We will use the well-known Trudinger-Moser inequality [3, 19 ] 12) which is important for our estimate, although the analysis does not depend on the optimality of the embedding constant.
As in the planar case, to formulate the problem in a variational structure, we use the transformation (3.16) or (3.17) . Then the equations (4.2)-(4.4) become
As before, we can check to see that the equations (4.13)-(4.15) are the Euler-Lagrange equations of the functional
We shall now engage ourselves in a direct minimization procedure, initiated in [35] , to find a critical point of the functional (4.18).
When w ∈ W 1,2 (Ω), by the Trudinger-Moser inequality (4.12), we see that the functional defined by (4.18) is a C 1 -functional and lower semi-continuous with respect to the weak topology of W 1,2 (Ω).
Using the decomposition formula (4.11), we obtain
where we have used |Ω|b τ w = K τ v in view of (4.7) and (4.17) . By Jensen's inequality, we see that
Using the condition (2.63), we have K i > 0, i = 1, . . . , m. Then, combining (4.19) and (4.20), we have
Hence, from (4.21), we see that the functional I is bounded from below and the minimization problem
be a minimizing sequence of (4.22) . It is easy to see that the function f (t) = σe t − ηt, where σ, η are positive constants, satisfies the property that f (t) → ∞ as t → ±∞. Thus, we conclude from (4.21) that v 
, which are all in W 1,2 (Ω) naturally. Then, the above convergence result implies w Since the matrix R is positive definite, it is easy to check that I(w) is strictly convex over W 1,2 (Ω). As a result, the functional I(w) has at most one critical point in W 1,2 (Ω), which implies the uniqueness of the solution to the equations (4.13)-(4.15).
As in [35] , we briefly remark that we can also find a critical point of the functional I by a constrained minimization procedure.
To proceed, we rewrite the constraints (4.8) as 
Using a series of test configurations w i = (δ i1 , . . . , δ im ), i = 1, . . . , m in (4.25) successively, we have
which imply µ 1 = µ 2 = · · · = µ m = 0. This is to say that, the constraints do not lead to the undesired Lagrangian multiplier problem, and any solution of the constrained minimization problem (4.25) is a critical point of the functional (4.18) itself. From the constraint (4.23), we see that
From (4.19), we have
Plugging (4.28) into (4.29), and using Jensen's inequality, we have 5 The special case where a = 0
When a = 0, we denote the matrix R byṘ. Theṅ
By a direct calculation, we see that the leading principal minors ofṘ arė
Then by our formula (3.6) for the inverse ofṘ, we have as stated in [33] .
Some concrete examples
When a > 0, the matrix computation quickly becomes rather involved for large N and the results are not as explicit as the case for a = 0. However, if N is low and concrete, we can readily apply Theorem 2.3 to obtain explicit results for the problem. As an illustration, we work out the equations for N = 3 (or m = 2) and N = 4 (or m = 3), respectively, as examples. We first consider the case when m = 2. Moreover, this solution obeys the following exponential decay estimate near infinity:
(u i (x) − ln r i ) 2 ≤ C(ε)e −(1−ε) √ λλ 0 |x| , (6.9)
where ε ∈ (0, 1) is arbitrarily small, C(ε) is a positive constant depending on ε, r 1 , r 2 are given by (6.7), and λ 0 is given by (6.5).
(ii) The equations We will not compute all the eigenvalues of R. But, instead, we write down the inverse of R: 
