Abstract. We provide two-sided pointwise estimates and uniform asymptotics of the solutions to the subcritical quasi-geostrophic equation with initial data in L 2/(α−1) (R 2 ). Furthermore, we give upper bound of similar type for any derivative of the solutions. Initial data in L p (R 2 ), p > 2/(α − 1), are also discussed.
Introduction
In this paper we study the two-dimensional dissipative quasi-geostrophic equation
Here, R ⊥ = (−R 2 , R 1 ), where R = (R 1 , R 2 ) is the two-dimensional Riesz transform given by R i = ∂ ∂x i (−∆) −1/2 θ, i ∈ {1, 2}. Throughout the paper we assume α ∈ (1, 2) and θ is a mild solution to the initial value problem (1) , that is θ satisfies the following equation, θ(t, ·)(x) = P t θ 0 (x) + t 0 R 2 ∇p(t − s, x − y) · R ⊥ θ(s, y)θ(s, y)dy ds.
For α = 1, the two-dimensional quasi-geostrophic equation is the analogue of the 3D NavierStokes equation and solutions to both equations admit similar behaviour [6] . The case α = 1 is therefore called critical exponent, while α ∈ (1, 2) are subcritical exponents.
Solutions to the two-dimensional dissipative quasi-geostrophic equation model several phenomena (see [5, 20] ) and have been intensively studied for more than the last two decades. In 1995, Resnick [22] proved existence of strong solutions for θ 0 ∈ L 2 (R 2 ) as well as the maximum principle
where t 0 and 1 < p ≤ ∞. This inequality has been improved in several directions by deriving a precise decay rate of θ(t, ·) L p , see e.g. [7, 8, 4, 14, 18, 19] . In [4] authors considered the initial condition θ 0 ∈ L p with p 2 α−1 and obtained many interesting bounds for L q , q p, norms of mild solutions to (1) . In particular, they showed that for θ 0 ∈ L Under additional assumption θ 0 ∈ L 1 , for every β ∈ [0, 1 α ) there is C > 0 such that
differential equations. Nevertheless, in this paper, we solve it for the dissipative quasi-geostrophic equation with nonnegative θ 0 ∈ L 2 α−1 by giving two-sided pointwise estimates as well as some uniform asymptotics of mild solutions. The main results of the paper are stated in the following theorems. Theorem 1.1. Let θ 0 ∈ L 2 α−1 (R 2 ) be nonnegative. There is a constant C = C(θ 0 , α) > 1 such that 1 C P t θ 0 (x) ≤ θ(t, x) ≤ CP t θ 0 (x).
If we remove the nonnegativity condition, the upper bound θ(t, x) ≤ CP t |θ 0 | holds (see Theorem 1.3). Note that the semi-group P t and its kernel p(t, x) are well known objects (see Section 2.1 for the details).
Finally, we complete these results by establishing upper bounds for derivatives of the solutions:
Note that ∇ k P t θ 0 admits the same estimate (see (9) ). It turns out that the power p = 2 α−1 in the initial condition θ 0 ∈ L p is critical in some sense. One could observe this phenomenon already in the paper [4] . Depending on p is greater or less than 2 α−1 , different difficulties occur and different behaviour of solutions is expected. Similar situation appears in the fractal Burgers equation, which has been studied by the authors in [12, 11] in case of (not only) critical power of the nonlinear drift term. The methods developed there have been improved and adapted to the quasi-geostrophic equation. Nevertheless, some ideas come from theory of linear perturbations of fractional Laplacian (see e.g. [3, 13] ). In fact, the upper bound in (3) is concluded from [16] , where also linear equations have been considered.
The paper is organized as follows. In Section 2 we gather some properties of the heat kernel p(t, x) for ∆ α/2 as well as some basic facts and initial results for Riesz transform. Section 3 is devoted to estimates and asymptotics of solutions to (1) , while in Section 4 we prove the bound for theirs derivatives.
Throughout the paper, we write f ≈ g (f g respectively) for f, g ≥ 0, if there is a constant c = c(α, θ 0 ) ≥ 1 such that c −1 f ≤ g ≤ cf (f ≤ cg respectively) on their common domain. The constants c, C, c i , whose exact values are unimportant, may be changed in each statement and proof. As usual, we write a ∧ b := min(a, b) and a ∨ b := max(a, b).
Preliminaries
2.1. Stable semigroup. Throughout the paper we consider α ∈ (1, 2). In this section we recall some well known results on the stable semigroup. Let
For (smooth and compactly supported) test function ϕ ∈ C ∞ c (R 2 ), we define the fractional Laplacian by
In terms of the Fourier transform, ∆ α/2 ϕ(ξ) = −|ξ| α ϕ(ξ). Denote by p(t, x − y) the fundamental solution of the equation ∂ t u = ∆ α/2 u, that is, for fixed y ∈ R 2 , u(t, x) = p(t, x − y) solves
It is well known that p(·, ·) ∈ C ∞ ((0, ∞) × R 2 ) and p(t, x) = p(t, −x) for any t > 0 and x ∈ R 2 . It also enjoys the following scaling and semi-group properties
and pointwise estimates,
For any multindex k = (k 1 , k 2 ) ∈ N 2 we denote
where |k| = k 1 + k 2 . By scaling property and [23, Lemma 3.1] (see also [15, 10] for more general setting),
From (9) we easily get the L p -estimates:
We denote by P t the stable semigroup operator,
The name 'stable' comes from an α-stable process, which is generated by ∆ α/2 and the semigroup describes transition of probabilities (see, e.g. [1, 2] 
In the lemma below, we note some additional decay properties.
Proof. The limit (12) follows from [4, (2.2)]. Next, for every ε > 0 there is R > 0 such that
< ε. By Young inequality and (9),
Hence,
which yields (13) . Finally, for |x| > 2R and |y| < R, by (8), we have p(t, x−y) t
and (14) holds.
2.2. Riesz transform. Let R i , i ∈ {1, 2} be the Riesz transforms, i.e.
where c is some constant and P.V. denotes the principal value of the integral.
It is well known that the Riesz transform is continuous on
Proof. It is easy to see that both sides of (16) admit the scalling property f (t,
Hence, it is enough to consider t = 1. First, let us write
It follows from (9) that
Hence, since
the mean value theorem gives us
which gives (16) for |x| ≤ 1. Finally, for 1 < |y| ≤ |x|, we have
, which yields
Furthermore
Proof. First, by (15) and (10), we have
, which gives (17) . Let us fix ε > 0. There are M ε > 0 and R ε such that ϕ½ {|ϕ|>Mε} 2
Hence, by (15) and (10),
Thus, by (18) , (15) and (10),
and consequently t
2α +ε, which proves the first limit from the assertion.
Next, by (10) , (16), (18) and (19), we get
By virtue of the previous two limits, it is enough to prove that for any 0 < t 1 < t 2 < ∞,
By (15), (16), (19) and Hölder inequality, we get for |x| > R ε and t ∈ (t 1 , t 2 ),
, which is arbitrary small for large |x|. This proves the last assertion.
Asymptotics and estimates of solutions
First, we recall some results from [4] concerning L p estimates of the solutions to (1). We
where
Combining this with (15), we get for p ∈ [
We will need the following auxiliary lemma.
Then, there is a constant C such that for p ≥
Proof. By Hölder inequality,
The next corollary is an immediate consequence of Lemma 3.1. 
Proof. Both of the bounds follow from (10), (15) , (20) and (22) applied to (24) .
The below-given bound extends (22) 
There is a constant C > 0 sucht that
Proof. By (2), we get
By Proposition 2.3, we have
and the assertion follows from (21) and (26). Now, we will pass to the proof of pointwise upper bounds for solutions to (1) . Let L p,λ (R 2 ) be the Morrey space, i.e.
The Morrey space is a Banach space with the norm f L p,λ . For any Banach space X we denote by L p,λ ((0, ∞); X) the space of functions f : (0, ∞) → X such that
It is also a Banach space with the norm f L p,λ ((0,∞);X) .
There is a constant C > 0 such that for all t > 0 and x ∈ R 2 , we have
Proof. Let v = R ⊥ θ and consider the linear equation 
,λ (R 2 ), see, e.g. [21] . Clearly, we have ∇v = 0. Furthermore, by (15) , (21) and Hölder inequality,
, which gives (31). Next, (32) is an immediate consequence of (27). Finally, by (27), we have
Consequently,
which yields (33). Now consider (29) with initial condition u 0 = θ 0 . Clearly,
is a solution to this problem and (30) gives us
p(t, x, y)|θ 0 (y)|dy = c P t |θ 0 |(x).
Proof. We will use the equality (2). The required results for the term R i P t θ 0 (x) have been provided in Proposition 2.3, so what has left is to deal with the integral term. By (28) and (12), for every δ > 0 there are t δ , T δ > 0 such that θ(s, ·) ∞ < δs −(α−1)/α for s < t δ or s > T δ . We fix some p > 2 α−1 . Consequently, by (26),
which gives the first limit in (34). Now, let t > 2T δ . By (26), we get
Next, by (23) (with f = R i ∇p and g = θR ⊥ θ) and (21),
This proves the second limit in (34). Finally, we deal with lim |x|→∞ sup t>0 t α−1 α Rθ(t, x) = 0. By (28) and (14), for every ε ∈ (0, 1) there exists r ε such that sup s>0 |s Furthermore, by (16) ,
for y ∈ B(0, r ε ) and |x| sufficiently large. Hence, by (21) and (27), we get
α , which ends the proof.
Proof of Theorem 1.2. First, observe that by (28) and semi-group property of p(t, x),
By Proposition 3.5, for every ε > 0 there are t ε > 0 and T ε such that Rθ(t, ·) ∞ ≤ εt −(α−1)/α for t < t ε or t > T ε . Hence, by (36), for t < t ε , we have
Thus, (2) gives us θ(t, x) P t θ 0 (x) − 1 ε, which proves the first limit in (5) . Similarly, we get for t > 2T ε ,
which is less than 2εB
for t large enough. Hence, we obtain the second limit in (5).
Finally, the previous limit lets us prove lim |x|→∞ sup t>0
holds for any T > 0. By (34), for every ε > 0 there is M > 0 such that |t (9) and (28), we get 
Next, for |x| > 2M and t < T , by (9),
This ends the proof.
Proof of Theorem 1.1. The upper bound follows from Lemma 3.4. To prove the lower one, note that Lemma 1.2 implies θ(t, x) P t θ 0 (x) whenever t ∈ (0, t 0 ) ∪ (T, ∞) or |x| > R for some t 0 , T, R > 0. Since both, θ(t, x) and P t θ 0 (x) are continuous, they are comparable on [t 0 , T ] × B(0, R) as well.
In the last part of this section, we consider the case θ 0 ∈ L p with p > 2 α−1 . As a result, we obtain the local in time analog of Theorem 1.1. By Remark 3.3 in [4] , for p > 2 α−1 , we have
1−α and T > 0 there are constants C 1 and C 2 (depending on T ) such that
Proof. Let T > 0. Let us consider the equation
where b(t, x) = (R ⊥ θ)(t, x). Of course u(t, x) = θ(t, x) is a solution to the above equation. By (15), we have
In the same way, we get
Note that 
Gradient estimates
In this section we derive the pointwise estimates for ∇ k θ. Recall that for a multi-index k = (k 1 , k 2 ) ∈ N 2 , we put |k| = k 1 + k 2 . Note that
where the sum is taken over all multi-indices m and n such that m + n = k.
Proof. Let us rewrite (2) as follows,
Since the Riesz transform commutes with derivatives, by (39) and (37), we get
where k 1 , k 2 ∈ N 2 . Hence, by Hölder inequality, (21) , (10), (15) and (20), for p >
Next, we present a series of auxiliary lemmas that are used in the proof of Theorem 1.3.
> 0, then, there exists a constant
Hence, there is R > 0 such that C < B(0,R) |θ 0 (y)|dy < ∞ for some c > 0. By (8), we get
There exists a constant C depending on t 1 , t 2 , R and θ 0 such that for x ∈ R 2 , we have
where D t = (t 1 , t 2 ) ∩ (t/2, t).
Proof. Note that D t = ∅ for t / ∈ (t 1 , 2t 2 ), hence, it suffices to consider only t 1 < t < 2t 2 . By (20) ,
Note that p(s, y) ≥
Lemma 4.4. Let β > 0 be fixed. For any v ∈ (0, 1), we have
with comparability constants depending only on α and β.
Proof. 
For v ≥ 1/4, we estimate r 1/α−1−β ≈ 1 and substitute r = 1 − u(1 − v), which gives us
In the case v < 1/4, we split the integral into 
which is equivalent to the required formula under current assumptions.
Since α > 1, we immediately obtain the following Suppose T γ f (t, x) < ∞ and f satisfies the inequality f (t, x) ≤ CP t θ 0 (x) + ηT γ f (t, x), t > 0, x ∈ R 2 , (42)
for some constants C, η > 0. If η is sufficiently small, then there exists a constant M > 0 such that f (t, x) ≤ M P t |θ 0 |(x), t > 0, x ∈ R 2 . Proof of Theorem 1.3. We will use induction with respect to |k|. For |k| = 0 the assertion is true by Lemma 3.4. Assume now that (6) holds for all multi-indices k ′ such that |k ′ | ≤ |k| − 1 for some multi-index k, |k| 1. We use (39) and, analogously as in (40), we obtain ∇ k θ(t, x) = ∇ k P t θ 0 (x) + (∇p(t − s, x − y)) · R ⊥ ∇ k 1 θ(s, y) ∇ k 2 θ(s, y)dy ds.
As mentioned in Introduction, (9) implies
|∇ k p(t, x − y)θ 0 (y)|dy t − |k| α P t |θ 0 |(x).
