A new, very fast, implementation of the exact (Fock) exchange operator for electronicstructure calculations within the plane-wave pseudopotential method is described in detail for both molecular and periodic systems, and carefully validated. Our method combines the recently proposed Adaptively Compressed Exchange approach, to reduce the number of times the exchange is evaluated in the self-consistent loop, with an orbital localization procedure that reduces the number of exchange integrals to be computed at each evaluation and potentially the compute time of each of them. The new implementation, already available in the Quantum ESPRESSO distribution, results in a speedup that is never smaller than 3-4× and that increases with the size of the system, according to various realistic benchmark calculations.
I. INTRODUCTION
Hybrid functionals, resulting from the introduction of a Fock exchange energy term into a density-functional framework, have become a de facto standard in quantum chemistry, due to their accuracy and predictive capabilities. [1] [2] [3] Their popularity is increasing in the condensed-matter physics and computational materials science communities as well, where the usage of plane-wave (PW) basis sets is widespread, due to the ease of control of the basis truncation error, to the good scalability on large systems, and to the ease of implementation of advanced techniques (such as, e.g., first-principle molecular dynamics, linear response, and many-body perturbation theory). When working with a PW basis set, however, the calculation of the exact-exchange term is straightforward 4-8 but computationally heavy. The problem lies in the delocalized nature of orbitals and of PW's: all pairs of canonical orbitals in the system contribute to exact exchange.
While each contribution is quickly and effectively computed using conventional Fast Fourier Transform (FFT) techniques, the overall computational workload scales unfavorably with the number of electrons in the system, being proportional to the square of the number of occupied electron states.
In practice, the usage of modern and accurate hybrid functionals together with PW basis sets is limited to relatively small systems, described by units cells no larger than a few dozen atoms.
Over the years, several approaches have been proposed to extend the range of hybrid-functional calculations with PW-based methods. We mention, e.g., the reduction of the dimension of the density matrix 9 , or of the basis set, 10 and improvements in the parallelization strategies 11, 12 . While useful, these approaches do not provide the breakthrough needed to allow a widespread adoption of hybrid functionals in PW-based simulations. A more radical and promising approach is to leverage a localized representation of the occupied-state manifold, so as to reduce the number of significant exchange integrals to be computed. Several proposals [13] [14] [15] [16] [17] [18] have been put forward, mostly using maximally localized Wannier functions. 19, 20 This approach is very effective but has so far relied on an iterative functional minimization that does not always converge to the desired results and requires a good starting guess for Wannier function centers, a requirement that may be non trivial to meet in large and complex systems.
In this work we propose a methodology aimed at making such a breakthrough, by addressing two crucial aspects of exact-exchange calculations: i) reduce the number of times the exact exchange potential needs to be fully evaluated in the SCF calculation, and ii) reduce the number of exchange integrals needed by each evaluation of the exchange potential, also potentially reducing the computational cost of each exchange integral.
Regarding i), we combine the double-loop SCF algorithm implemented in Quantum ES-PRESSO 21 with an inner-projection 22, 23 approach to exact exchange resulting in the Adaptively Compressed Exchange (ACE) method recently proposed by Lin Lin. 24 Regarding ii), we adopt an approach based on a localized representation of the occupied-state manifold and on the careful selection of the exchange integrals, based on well defined and easily tested orbital localization criteria.
The localized representation is defined in terms of an algebraic technique, also recently introduced by Lin Lin, and named Selected Columns of the Density Matrix (SCDM). 25, 26 We argue that, orbital localization can also be leveraged to substantially reduce the compute time of each exchange integral, by solving the Poisson equation in real space instead of using FFT's, while this feature
has not yet been implemented.
The paper is organized as follows: In Sec. II we describe the theoretical framework and practical implementation of the new method, also pointing out analogies with with the inner projection techniques, 22, 23 which are popular in the Quantum Chemistry community, [27] [28] [29] [30] and describing generalizations to the spin-polarized case, non-colinear magnetism, periodic systems, and ultra-soft pseudo-potentials. 31 In Sec. III we report on an extensive benchmarks performed of water systems of of different sizes, up to 100 molecules. Sec. IV finally contains our conclusions.
II. THEORY
Let us consider a system with N electrons distributed on a set of N occupied Kohn-Sham (KS) molecular orbitals (or pseudo-orbitals if pseudo-potentials are used), {ψ i (r)} N i=1 , where the spin part, omitted for simplicity of notations, should be assumed wherever relevant. In the framework of density-functional theory (DFT), the energy for a hybrid functional 32 can be written in terms of the charge density, n(r) = N i |ψ i (r)| 2 , and of the density matrix, γ(r, r ′ ) = N i ψ i (r)ψ * i (r ′ ). In order to determine the molecular orbitals, a set of single-particle KS equations
must be solved, where the first term is the kinetic energy operator, the second term is the external potential,V Hxc includes the Hartree and the DFT exchange-correlation contributions, and V is the exact (Fock) exchange operator. The empirical parameter α is used to weight the Fock and DFT exchange contributions, and takes different values according to the particular functional parametrization (e.g. see Refs. 3, 33, and 34). The Fock exchange operatorV can be defined through its action on a generic function ψ j (r)
where the present sign convention, opposite to the traditional one, is adopted for later convenience.
In the PW pseudopotential method, the spatial part of the (pseudo-)orbitals is expanded in reciprocal space into a set of PW's. The orbitals in real space can be obtained using FFT procedures, and are represented as a discrete set on a grid of N R points. The practical algorithm for the evaluation of Eq. 2 works as follows: At every SCF iteration, the quantity ρ ij (r ′ ) = ψ * i (r ′ )ψ j (r ′ ) is evaluated in real space and brought to reciprocal space using FFT; the electrostatic potential generated by ρ ij is evaluated in reciprocal space, brought back to real space by inverse FFT and multiplied by ψ i (r); the contributions from all orbitals i are summed to yieldV ψ j (r) in real space, then the result is brought to reciprocal space and added to the KS operator. It is worth noting that this procedure is analogous to the one employed for the evaluation of the Hartree potential, except that in the latter case only one FFT is needed to compute the electrostatic potential generated by the total charge density, while for exact exchange, one needs to perform at least N (N − 1)/2 FFT's, one per pair of occupied orbitals.
A. The Adaptively Compressed Exchange potential
Within the inner projection formalism 22, 23 we can define a projection operatorQ in the span of
where |v p =V 1 2 |ψ p (V is positive definite due to the sign convention adopted in Eq. 2). The inner projectionŴ ofV onQ readsŴ =V
where M = ψ p |V |ψ q is the exchange matrix and M −1 pq is the pq element of the inverse. The functions {ψ p } N P p=1 define the space over which the operator is projected. Since we need a good approximation ofV only in the KS molecular orbital manifold, such a set of functions is the most obvious choice for the projection. In most cases the KS equations are solved for the occupied manifold, so N P = N , although other choices are possible. We notice that Eq. 4 is exactly the same equation of the recently proposed Adaptively Compressed Exchange (ACE) method, 24 and the present derivation is just an alternative way to obtain it. As pointed out by Lin, the exchange matrix can be inverted and factorized by using the Cholesky decomposition
and the projected exchange operator can be written aŝ
Here the notation V indicates the N R × N matrix, composed by N column vectors of the type
The application of the ACE operatorŴ to a generic function costs as little as N scalar products and it is much cheaper than the application ofV . It is thus convenient to useŴ in place ofV whenever a double-loop SCF algorithm is used, as in the pw.x code of Quantum ESPRESSO. 8, 21 In fact,Ŵ is computed only a few times, in the outer loop, but it is applied many times to different arbitrary functions in the inner loop (see Sec. II C for a thorough discussion). It is important to notice that theŴ operator is perfectly equivalent to theV operator only at convergence or whenever it is applied to the same set of functions used to build it. In all other cases,Ŵ is an approximation toV , whose accuracy improves as more functions are used for the projection. It can also be shown that the expectation values ofV are lower bounds for the expectation values of W . 22, 23, 35 B. Exploiting orbital localization
In order to build the ACE operator, of course it is necessary to evaluate the exchange potential V. One possible way to speed up such evaluation is by localizing the orbitals and discarding the integrals in Eq. 2 that involve two functions localized in different regions of space. This requires i) an efficient localization algorithm , ii) a way to project the exchange potential in the localized basis set, and iii) a good, quick way to estimate a criterion to discard integrals before computing them. Among the many known localization schemes, [13] [14] [15] 19, 20, 25, 26, [36] [37] [38] we have chosen the Selected Columns of the Density Matrix (SCDM) approach, 25, 26, 38 which has the advantage of being fast and non-iterative. The method proposed in the following is however completely general and can be applied independently of the particular choice of the localization algorithm.
Regarding ii), we observe that both the density matrix and the exchange operator are invariant, for an insulator, with respect to a unitary rotation transforming the set of canonical KS molecular
. Since we are solving the KS equations for the canonical orbitals, the exchange operator needs to the applied to such a set of functions, and when the elements V j =V ψ j (r) are computed, only one of the two functions inside the integral is localized. In order to take full advantage of the localization, it would be more convenient instead to have two localized functions in the integral. This can be achieved by using the inner projection formalism 22,23 introduced in Section. II A, by defining Eq. 3 as
whose computation requires integrals involving only localized functions.
Regarding iii), in the limit case of orbitals shaped like 1s Gaussian functions, the exchange integrals can be analytically computed and depend linearly upon the overlap of the two functions.
As a consequence, when the overlap is small enough the integrals can be neglected. In order to deal with more general functions which can take positive and negative values, a safe criterion is that whenever the overlap of the moduli
is smaller than a predefined threshold (S thr ), i.e. S ij < S thr , the exchange integrals can be set to zero, i.e.
The integral in Eq. 8 is a real positive number in the interval [0, 1], tends to zero when the two orbitals do not overlap, and will be referred to as the absolute overlap hereafter. It has been extensively used in the literature, e.g., in the "Lambda test" proposed by Peach et al. 39 for chargetransfer transitions in time-dependent DFT, and it is also similar to other localization descriptors. 37 Of course, if the functions are delocalized over the whole cell, S ij will be large for every orbital pair, while in case of localized functions, there will be many integrals which can be safely neglected, especially for large systems. This is illustrated in Fig. 1 , where two localized molecular orbitals of a cluster of 20 water molecules (Figs. 1b and 1c) are shown, together with their product (Fig. 1d) . For comparison the product of two canonical orbitals (Fig. 1a) is also visualized. When compared to criteria employing orbital centroids and spreads 13 , the absolute overlap criterion has the advantage to be more directly related to the value of exchange integrals and to account for the shape of the functions. On the other side, it is more expensive to compute. Overlap integrals can be computed either in real or in reciprocal space. The latter is faster but slightly less accurate, because the moduli of the orbitals require a higher PW cutoff than the orbitals themselves.
The (approximate) matrix of truncated exchange potential, V ′ , can be formally written as (10) where α and β run over the discarded pairs of orbitals, and u (αβ) have all columns set to zero except two:
and u (αβ) β (r), with switched α and β indexes. By left-multiplying the potential by the localized orbitals and integrating over the r variable, we get the truncated exchange matrix M ′ , which can be written as
where m (αβ) contains only column vector corrections. The matrix M ′ is still invertible and the matrix inversion lemma (Woodbury identity) 40, 41 allows to write
Furthermore, recalling that the determinant is a linear function of the columns (rows) and that the α and β columns of m (αβ) are small by construction, we can write
where det (M) > 0 is the product of positive definite eigenvalues. This suggests that the truncated exchange matrix M ′ remains positive definite and invertible, provided that the m (αβ) matrices are small compared with M. The approximate ACE operator then readŝ
where Eqs. 10 and 13 have been used. The last equality just formalizes the fact that the approximate ACE operator can be written as the sum of the exact ACE operator plus a truncation error. In the following,Ŵ ′ will be referred to as the Localized ACE (L-ACE) operator. Analogously, the SCF method based on the use of such an approximate operator will be referred to as the L-ACE method hereafter.
We finally remark that, unlike M, the M ′ matrix is not symmetric and it has to be symmetrized in order to perform the Cholesky decomposition. We have tested three different symmetrizations:
copying the upper (lower) triangle into the lower (upper) triangle, and replacing the matrix with
In all cases, also after the symmetrization the matrix can be decomposed as in Eq. 12, into a sum of column-wise (or row-wise) corrections and Eq. 14 is still valid. In the Appendix (Sec. V), issues related to the symmetrization of the exchange matrix are discussed in more detail, showing also explicit formulas for a 2x2 case.
C. The extended energy functional and the double-loop algorithm
When the KS potential does not depend on the density matrix (pure DFT functionals), selfconsistency is achieved by updating the density at each SCF step, using suitable mixing algorithms. 8 At every iteration, the self-consistency error measures the difference between the density at the current step and the density at the previous step. With hybrid functionals, the SCF is done using an algorithm based on an extended functional of the energy, defined as
where E[n, γ, α] is the total energy of the hybrid DFT functional, n n and γ n are the density and density matrix, respectively, at the n-th SCF iteration, γ n−1 is the density matrix at iteration n − 1
Here and in the followingV can be either the exchange operator or a suitable approximation to it, and the functional dependence on the density matrix has been explicitly indicated for convenience.
The dependency upon integration variables r, r ′ has been removed to keep the notation simple.
WhenV is the exact exchange operatorV , Eq. 17 becomes
∆E SCF is a convex functional of the difference between the density matrices at two different SCF steps, is positive definite, and its global minimum corresponds to ∆E SCF = 0 and occurs at convergence for γ n = γ n−1 . Thus, minimizing F is completely equivalent to minimizing the total energy.
WhenV is the ACE operatorŴ , d[γ n , γ n−1 ] is also positive definite. In fact, when the ACE potential is evaluated on the same set of orbitals as the set on which is projected, it is perfectly equivalent to the exact potential, i.e.
When ACE is applied to a different set of orbitals, the expectation value of the exact potential is a lower bound for ACE, i.e. 
where
This quantity is also positive definite and vanishes at convergence.
WhenV is the truncated L-ACE operatorŴ ′ , Eq. 17 becomes
While the error ∆E loc also goes to zero at convergence, it is neither positive definite nor variational, depending on different truncations done in the potential at steps n and n − 1. This leads to fluctuations of the energy during self-consistency. Such problem has been observed as well in other linear-scaling approaches based on truncated potential. 16 We note however that in each term of Eq. 22 the same operator is applied to the difference between the density matrices at the current and at the previous step, so that the fluctuations are damped with respect to the fluctuations which plague the total energy differences
where E n X (E n−1 X ) is the exchange energy at step n (n − 1) and the potential at each step is applied only to the current density matrix. For this reason, performing the SCF with the extended energy functional leads to a much smoother convergence than minimizing the energy (see Sec. III for numerical tests).
The SCF algorithm for hybrid functionals employing ACE and L-ACE approaches is as follows:
starting from orbitals optimized using a pure DFT functional, and theŴ σ operators can be written aŝ
The formalism for the general (noncolinear) magnetic case is analogous to the one for the unpolarized case, with the following major difference: KS states and ξ vectors are expanded into an extended basis set of PW's with spin component (up and down), so their size is doubled with respect to the spin-polarized or LSDA case.
In periodic systems, KS orbitals are Bloch states labeled by a wave-vector, or "k-point", k, such that ψ jk (r) = e ik·r u jk (r), where u jk (r) is a periodic function. In practice one works with a discrete set of N k points, typically a uniform grid, solving a separate KS equation for each k-point to obtain all needed KS orbitals {ψ ik } N,N k ik (k is the discrete index of k-points). The exchange potential contains a sum over k-points:
that mixes Bloch orbitals with different k. The exchange potential is however diagonal in k-point space: the l.h.s. of Eq. 26 has Bloch wave-vector k (this is a straightforward consequence of periodicity and can be easily derived from the properties of Bloch states). After integration over the r variable, the exchange matrix is also diagonal in k-point space: M ik,jk ′ = δ kk ′ ψ ik |V |ψ jk , and Eq. 4 becomesŴ
The operatorŴ just becomes a sum of contributions for each k. EachŴ k acts only on Bloch states of the same k-point and can be recast under the form of Eq. 6 , using the Cholesky decomposition
With PW's, suitable super-cells are used to simulate aperiodic (e.g., amorphous and liquids), partially periodic (e.g., surfaces) and finite systems. For these systems, and in general with large supercells, it is customary to use the Γ point (that is: k = 0) only. At Γ, orbitals can be chosen real and so are matrices M and L. With k-points, instead, orbitals, M and L are in general complex.
Ultrasoft pseudopotentials (USPP) and the Projector-Augmented Waves (PAW) method are often used to reduce the needed kinetic-energy cutoff of the PW basis set, or to improve the treatment of electron states near the nucleus. The exchange terms for both USPP and PAW can be computed 42 by generalizing the product of two orbitals, ρ ij (r) = ψ i (r)ψ * j (r), to the case in which an overlap matrix is present:
The β I l and Q I lm functions are projectors and augmentation charges, respectively, and together they define the ultrasoft pseudopotential or PAW set. Index I label atoms, indices l, m label projectors per atom. The corresponding exchange potential elements of V are given by:
The computation of Eq. 30 is straightforward but slow, due to the large number of needed additional terms. The β I l and Q I lm functions are however different from zero only in a small core region around each atom I and functions centered around different atoms have no overlap, so it is advantageous to work in real space.
III. BENCHMARKS
Test calculations have been performed using a development version of the Quantum ESPRESSO pw.x code. 8, 21 In order to analyze the scaling of the different methods with respect to the system size, we have used six clusters of 10 to 100 water molecules, whose geometries are taken from Ref. 43 . In Tab. I the main computational parameters of the clusters are reported. The B3LYP functional 33 has been used throughout the work, in combination with norm-conserving pseudopotentials and 80 Ry kinetic energy cutoff for the PW basis set. The cutoff for the charge density and for products of orbitals is four times larger (320 Ry), as in the standard PW pseudopotential method. Calculations have been performed on 80 CPUs and using an SCF convergence threshold of 10 −7 Ry, unless otherwise stated.
In this section we discuss the efficiency, accuracy and reliability of the ACE and L-ACE methods at different thresholds, comparing computational times, energies and forces obtained with such approaches with the ones obtained with ordinary ("Full") calculations.
A. SCF convergence with L-ACE
First of all, the value of the absolute overlap threshold S thr in the L-ACE approach has to be tuned. In Fig. 2 In order to study the effects of the truncation of the potential on the SCF convergence, we plot in Fig. 3 the total energies versus the SCF iteration, for different values of S thr , using either simple total-energy differences or the extended functional defined in Sec. II C. In panel a) the convergence of the SCF when no truncation is done is shown. Both methods converge smoothly to 10 −12 Ry.
When we truncate the potential (panels b)-c)-d) ) the convergence is smooth at the beginning, but then the energy starts to fluctuate about some value. This typically occurs when the nonvariational error ∆E loc discussed in Sec. II C becomes comparable to the convergence error, and a similar behavior has been found also in other linear-scaling approaches based on localized orbitals and truncated potential. 16, 17 However, in our case the fluctuations using the extended functional are much smaller than using simple energy differences. In particular, using energy differences the SCF cannot be converged to less than 10 −7 Ry for S thr = 0.001 and 0.002, while the best convergence is 10 −9 Ry when S thr = 0.004 is used. On the other side, using the extended functional the SCF can be safely converged to 10 −8 Ry using S thr = 0.001 and 0.002, and to 10 −12 Ry for S thr = 0.004.
It is noteworthy that a convergence to 10 −8 Ry is sufficiently small to allow computation of forces, accurate enough for most purposes.
One may wonder why the L-ACE method with S thr = 0.004 shows a better convergence than the more accurate calculation at S thr = 0.002 and S thr = 0.001. The point is that convergence is affected by the fact that localized orbitals in two different SCF iterations may be rotated with respect to each other. For the exact potential, the energy does not depend upon the relative orientation of the two sets, but only upon the differences in the spanned manifolds. For truncated potentials, however, this is no longer true, because different orbital orientations result in different truncations, which (slightly) affect the energy. In this sense, choosing a smaller threshold only ensures that the energy converges to a better value, but does not necessarily improve convergence.
As a confirmation of our interpretation, we made some additional tests (not reported here) by aligning the localized orbitals at one SCF iteration with the ones at the previous iteration, with very encouraging results: a smooth convergence to arbitrary precision has always been obtained.
B. Computational performances
In the following, execution times are compared only if obtained under the same computational setup: same computer, number of nodes, cores and memory. Notwithstanding, reported time have an unavoidable uncertainty, in the order of 5 % at least, due to fluctuations in the workload of the computer facilities.
In Fig. 4 we compare the elapsed (wall) time during the self-consistent procedure for the 47-molecules cluster of a calculation using the Full exchange code, the ACE method and the L-ACE approach with S thr = 0.004. The complete SCF for such system requires 15 iterations. The first 6 iterations are done with pure DFT (BLYP) and take less than two minutes in all cases. At the 7th iteration, the exchange interaction is switched on. In the Full calculation the exchange potential is evaluated many times at every iteration, since the diagonalization is done using an iterative algorithm. On the other side, using the ACE method, the potential is evaluated only a few times, and the SCF is done with the projected operator. For this reason the iterations of the inner loop are much cheaper, and the entire SCF is 7 times faster than the Full calculation. With the L-ACE method also the time necessary for the evaluation of the potential is reduced, and another speedup of a factor 3 is obtained with respect to the ACE method.
In Fig. 5 the computational times are reported with respect to the number of CPUs employed in the calculations. Only parallelization over G-vectors and real-space grids have been implemented for L-ACE so far. The parallelization for this particular molecular system saturates at about 120 CPUs for both Full and ACE calculations. L-ACE method is much faster than either, but scales less well because FFT's are done only for a small fraction of pairs with respect to the other two methods.
It is noteworthy that since the fraction of pairs effectively included in the calculation decreases as the size of the system increases, the speedup of the L-ACE method is larger for larger molecular systems. In Fig. 6 the time spent in a complete SCF of different water clusters is reported as a function of the system size, using the Full exchange code and L-ACE with different values of S thr . 47 A value of S thr = 0.001 (red line) is sufficiently large to include 38% of the orbital pairs in the 76-molecules cluster and 33% in the largest cluster, achieving a factor 3 of efficiency with respect to ACE without localization. Using a value of the threshold of 0.004, 19% of the pairs are included in the 76-molecules cluster, and only 16% in the largest one, achieving a speed factor of about 6.
C. Accuracy and reliability of the energies and forces
In Fig. 7 the errors per molecule on converged total energies are reported for L-ACE and different thresholds as a function of the number of molecules. Fig. 7b reports the errors as a percentage of the exact energies. With a threshold of 0.001, the error in the energy for the largest cluster is only 10 −6 Ry/molecule (Fig. 7a ), corresponding to a relative error of just 0.00001% of the overall value of the total energy.
In order to provide an estimation of how the errors in the total energies propagate to quantities depending on the total energy differences (e.g., bond energetics, relative stability of conformers, solvation energies), we report in Tab. II the average binding energy per molecule for the different clusters. This is computed as the difference between the total energy of the cluster composed by M molecules, and M times the total energy of one isolated molecule (computed in the same boxes as for the clusters, in order to minimize systematic errors). The average binding energy per molecule estimates in this case the average strength of hydrogen bonds. For reference, the hydrogen-bond energy of a water dimer at optimized geometry is for our computational setup 4.1 kcal/mol with B3LYP, in agreement with other calculations, 48-50 and 3.6 kcal/mol with BLYP. Since in large clusters the water molecules at the surface have a different coordination than the ones in the bulk, the average binding energy will be smaller than both the binding energy of ice (14 kcal/mol in Ref. 51 ) and of liquid water (5 kcal/mol in Ref. 52 ). With increasing cluster dimensions, the ratio between the number of molecules at the surface and in the bulk decreases and the average binding energy should approach the value for liquid water. 52 A detailed discussion of the energetics is outside the scope of this work. The most important thing that we want to stress here is that L-ACE energies are in very good agreement with ACE values and are much more realistic than BLYP values, which are clearly underestimated. In practice, with L-ACE we can obtain the energetics of the water clusters at 1/6 the computational time required by the standard ACE calculations and 1/20 with respect to the previous algorithm, making even larger systems feasible.
Let us now examine how accurate forces are. First of all we have checked that the truncation of the exchange potential does not cause any nonphysical translation of the whole system: the sum of the forces over all the atoms along the three cartesian directions are always below 10 −8 Ry/au. For each cluster we have then calculated the difference between forces with L-ACE at various threshold and forces with ACE. The Mean Absolute Error (MAE), the minimum and maximum errors, and standard deviation are summarized in Tab. III. The MAE is as small as 5 × 10 −7 Ry/au when S thr = 0.001 and does not exceed 10 −5 Ry/au even for the largest threshold S thr = 0.004. In Fig. 8 the errors on forces for all atoms of the 100-molecule cluster are plotted as a histogram. We observe that the distribution of error is symmetric around 0 for all values of the threshold. With increasing threshold, only the variance increases, but there is no systematic shift of the forces away from the exact value. 
where the first two and last two indices refer to functions integrated over r and r ′ , respectively.
The exact 2 × 2 exchange matrix M can then be written as
and the exchange energy is given by the trace. In the approximate matrix M ′ (assuming that the absolute overlap S 12 is small) the ∆ terms are neglected in the diagonal and the γ 1 and γ 2 terms from the lower and upper blocks, respectively:
The error in the trace of M ′ with respect to M is 2∆. When the M ′ matrix is used to build the ACE operator, it is first symmetrized and then the inner projection is done, so that the final energy depends on the trace of
where c is a parameter that depends on the chosen symmetrization strategy. As a first approximation we can neglect c 2 whenever it appears in the term ε 1 ε 2 − c 2 , since it depends quadratically on the absolute overlap and is much smaller than ε 1 ε 2 . Analogously we can retain only the term cε 1 ε 2 in the off-diagonal elements
The error in the trace then depends on the difference
and is small as far as f (c) ≃ 2∆. The c parameter can be then fixed by choosing a symmetrization for M ′ . By reflecting the upper triangular part of M ′ we have
by reflecting the lower triangular block of M ′ we have
by discarding the antisymmetric part with
Thus, the error in the trace after the projection depends on the difference f (c) − 2∆, and such a difference cannot be large since the integrals are related by the Cauchy-Schwarz inequality 54,55
The energies after the projection are then better than the ones computed from the trace of M ′ .
In order to confirm such findings and state which symmetrization is the most accurate, we have checked the different approximations with numerical calculations on realistic systems.
The Helium dimer is composed by four electrons distributed in two doubly occupied orbitals, and the distance between the two He atoms is simply related to the absolute overlap between the two orbitals. In Fig. 9a the errors of the exchange energies calculated in different ways with respect to the exact energies, are reported as functions of the absolute overlap between the two orbitals. The error E ′ refers to the exchange energy calculated as the trace of the matrix M ′ ; the error E U (E L ) refers to the exchange energy obtained by symmetrizing M ′ by copying the upper (lower) triangular into the lower (upper) triangular, applying Eq. 15 to obtain the L-ACE operator and taking the trace of the related exchange matrix (in the 2x2 case this is just equivalent to Eq. 33 with c = γ 1 or c = γ 2 ); the error E S has been obtained as E U and E L except that the symmetrization has been done as (M ′ + M ′ T )/2 (in the 2x2 case this is Eq. 33 with c = (γ 1 + γ 2 )/2). It can be observed that the errors on the exchange energies computed directly from the truncated exchange potential (E ′ ) are larger than the errors computed after projecting such a potential in the ACE treatment (E U , E L , E S ). This confirms that when the ACE projection is done, some of the elements in the off-diagonal of the matrix appear in the diagonal, and partially balance the errors in the energy.
Furthermore, E U and E L are systematically lower than E S .
In order to check this trend for larger systems, a similar plot is shown in Fig. 9b for the set of for water clusters. In this case, the errors are plotted as functions of the number of molecules for different values of the PW cutoff, using a fixed threshold S thr = 0.004. Again, the errors E ′ are larger than E U , E L and E S , confirming that some error cancellation occurs when the symmetrization followed by the projection of Eq. 15 is performed, which systematically improves the exchange energies with respect to E ′ . Moreover, also in this case E U and E L are systematically better than E S , so that the symmetrization based on the upper block reflection (E U ) has been adopted as default in the code. 
