.
Introduction
Recently, there has been a significant interest in semisupervised learning, i.e. exploiting both labeled and unlabeled data in classifier training [6, 24] . It has been shown that for certain classes of problems, the unlabeled data can dramatically improve the classifier. Most general learning algorithms [17, 4] assume that the unlabeled examples are independent. Therefore, such algorithms do not enable to exploit dependencies between unlabeled examples which might represent a substantial amount of information.
In computer vision, the data are rarely independent since their labeling is related due to spatio-temporal dependencies. The data with dependent labels will be called struc- tured. For instance, in object detection, the task is to label all possible image patches of an input image either as positive (object) or as negative (background). A unique object can occupy at most one location in the input image. In a video, the object location defines a trajectory, which is illustrated in Fig. 2 . The trajectory represents a structure of the labeling of the video sequence. All patches close to the trajectory share the same positive label, patches far from the trajectory are negative. Another examples of structured data are in the detection of object parts or in the multi-class recognition of objects in a scene. In these cases, the labeling of the whole image can be constrained by predefined or learned spatial configuration of parts/objects. This paper proposes a new paradigm for learning from structured unlabeled data. The structure in the data is exploited by so called positive and negative structural constraints, which enforce certain labeling of the unlabeled set. Positive constraints specify the acceptable patterns of positive labels, i.e. patches close to the object trajectory are positive. Negative constraints specify acceptable patterns of negative labels, i.e. surrounding of the trajectory is negative. These constrains are used in parallel and we show that their combination enables mutual compensation of their er- rors. These constraints operate on the whole unlabeled set and therefore exploit different source of information than the classifier which operates on single examples only.
The availability of a small number of labeled examples and a large number of structured unlabeled examples suggest the following learning strategy: (i) Using the labeled samples, train an initial classifier and adjust the predefined constraints with the labeled data. (ii) Label the unlabeled data by the classifier and identify examples which have been labeled in contradiction with the structural constraints. (iii) Correct their labels, add to the training set and retrain the classifier. We call this bootstrapping process P-N learning.
The contribution of this paper is a formalization of the P-N learning paradigm for off-line and on-line learning problems. We provide a theoretical analysis of the process and specify conditions under which the learning guarantees improvement of the initial classifier. In the experimental section, we apply the P-N learning to training an object detector during tracking. We propose simple yet powerful constraints that restrict the labeling of patches extracted from video. Our learning method is processing the video sequence in real-time and the resulting detector achieves stateof-the-art performance.
The rest of the paper is organized as follows. Sec. 2 reviews the approaches for exploiting unlabeled data. Sec. 3 then formulates the P-N learning and discusses its convergence. The theory is then applied to learning an object detector from video in Sec. 4 and validated on synthetic data in Sec. 5. The system will be compared with state-of-theart approaches and analyzed in detail in Sec. 6. The paper finishes with conclusions and future work.
Exploiting unlabeled data
In semi-supervised learning, the processing of unlabeled data is guided by some supervisory information [6] . This information often takes a form of labels associated with some of the examples. Another setting is to provide constraints [1] such as "these unlabeled points have the same label". This form of supervision is more general and enables to express more complex relationships of the data.
Expectation-Maximization (EM) is an algorithm for finding parameters of probabilistic models. In classification, these parameters may correspond to class labels. EM maximizes the data likelihood and therefore works well for classification problems if the distribution of unlabeled examples is low on boundary between classes. This is often called low density separation assumption [6] . EM was successfully applied to document classification [17] and learning of object categories [8] . EM is sometimes interpreted as a "soft" version of self-learning [24] .
Self-learning is probably the oldest approach for semisupervised learning [6] . It starts by training an initial classifier from a labeled training set, the classifier is then evaluated on the unlabeled data. The most confident examples are added along with the estimated labels to the training set and the classifier is retrained, this is an iterative process. The self-learning has been applied to human eye detection [20] . It was observed that the detector improved more if the unlabeled data were selected by an independent measure rather than the classifier confidence. This suggests that the low density separation assumption is not satisfied for object detection and other approaches may work better.
In co-training [4] , the feature vector describing the examples is split into two parts, also called views. The training is initialized by training a separate classifier on each view. Both classifiers are then evaluated on unlabeled data. The confidently labeled samples from the first classifier are used to augment the training set of the second classifier and vice versa in an iterative process. The underlying assumption of co-training is that the two views are statistically independent. This assumption is satisfied in problems with two modalities, e.g. text classification [4] (text and hyperlinks) or biometric recognition systems [19] (appearance and voice). In visual object detection, co-training has been applied to car detection in surveillance [14] or moving object recognition [10] . We argue that co-training is not a good choice for object detections, since the examples (image patches) are sampled from a single modality. Features extracted from a single modality may be dependent and therefore violate the assumptions of co-training. Another disadvantage of co-training is that it can not exploit the data structure as each example is considered to be independent.
Learning that exploits the structure of the data is related to adaptive object tracking, i.e. estimating object location in frame-by-frame fashion and adaptation of the object model. The object to be tracked can be viewed as a single labeled example and the video as unlabeled data. Many authors perform self-learning [9, 2, 7, 15] . This approach predicts the (ii) Figure 3 . P-N learning first trains a classifier from labeled data and then iterates over: (i) labeling of the unlabeled data by the classifier, (ii) identification and relabeling of examples which labels violate the structural constraints, (iii) extension of the training set, (iv) retraining of the classifier.
position of the object with a tracker and updates the model with positive examples that are close and negative examples that are far from the current position. The strategy is able to adapt the tracker to new appearances and background, but breaks down as soon as the tracker makes a mistake. This problem is addressed in [22] by co-training a generative and discriminative classifiers in the context of tracking. The tracking algorithm demonstrated re-detection capability and scored well in comparison with self-learned trackers on challenging video sequences. Another example is MIL learning [3] , where the training examples are delivered by spatially related units, rather than independent training examples. In [12] , a tracking algorithm was proposed that combines adaptive tracking with object detections. The learning is based on so called growing and pruning events. The approach demonstrated robust tracking performance in challenging conditions and partially motivated our research.
P-N Learning
This section formalizes the off-line version of P-N learning and later generalizes it to on-line learning problem. Let x be an example from a feature-space X and y be a label from a label-space Y = {−1, 1}. A set of examples X and corresponding set of labels Y will be denoted as (X, Y ) and called a labeled set. The task of P-N learning is to learn a classifier f : X → Y from a priori labeled set (X l , Y l ) and bootstrap its performance by unlabeled data X u . The illustration of the P-N learning approach discussed in this section is given in Fig. 3 .
Classifier bootstrapping
The classifier f is a function from a family F parametrized by θ. Similarly to supervised setting, P-N learning of the classifier corresponds to estimation θ from training set (X t , Y t ) with one exception: the training set is iteratively augmented by examples extracted by the constraints from the unlabeled data. The training process is initialized by inserting the a priori labeled examples to the training set, and by estimation of the initial classifier parameters θ 0 . The process then proceeds iteratively. In iteration k, the classifier trained in k − 1 assigns labels to the unlabeled examples, y
Notice that the classifier operates on one example at a time only. The constraints are then used to verify if the labels assigned by the classifier are in line with the assumptions made about the data. The example labels that violate the constraints are corrected and added to the training set. The iteration is finished by retraining the classifier with the updated training set. This procedure iterates until convergence or other stopping criterion. Throughout the training, any example can be selected by the constraints multiple times and therefore can be represented in the training set repeatedly even with a different label. P-N learning enables to use an arbitrary number of such constraints. Two categories of constraints are distinguished that we term P and N. P-constraints are used to identify examples that have been labeled negative by the classifier but the constraints require a positive label. In iteration k, Pconstraints add n + (k) examples to the training set with labels changed to positive. These constraints extend the pool of positive training examples and thus improve the generalization properties of the classifier. N-constraints are used to identify examples that have been classified as positive but the constraints require negative label. In iteration k, the Nconstraints insert n − (k) negative examples to the training set. These constraints extend the pool of negative training examples and thus improve its discriminative properties of the classifier.
Constraints
The impact of the constraints on the classifier quality will be now analyzed analytically. Suppose a classifier that assigns random labels to the unlabeled set and then corrects its assignment according to the output of the constraints. The constraints correct the classifier, but in practice also introduce errors by incorrectly relabeling some examples. In iteration k, the error of a classifier is characterized by a number of false positives α(k) and a number of false negatives β(k). Let n + c (k) be the number of examples for which the label was correctly changed to positive in iteration k by Pconstraint. n + f (k) is then the number of examples for which the label was incorrectly changed to positive in iteration k. Thus, P-constraints change n
amples to positive. In a similar way N-constraints change 
Equation 1a shows that false positives
e. number of examples that were correctly relabeled to negative is higher than the number of examples that were incorrectly relabeled to positive. Similarly, the false negatives
In order to analyze the convergence, a model needs to be defined that relates the quality of P-N constraints to n
The quality of the constraints is characterized by four measures. P-precision is the number of correct positive examples divided by total number of samples output by Pconstraints, The number of correct and incorrect examples at iteration k are then expressed as follows:
By combining the equation 1a, 1b, 2a and 2b we obtain
T and the transition matrix as
it is possible to rewrite the equations as ⃗ x(k + 1) = M⃗ x(k).
These are recursive equations that correspond to a discrete dynamical system [23] . Based on the well founded theory of dynamical systems, the state vector ⃗ x converges to zero if eigenvalues λ 1 , λ 2 of the transition matrix M are smaller than one. Constraints that satisfy this conditions will be called error-canceling. Fig. 4 illustrates the evolution of error of the classifier when Figure 4 . The evolution of errors of the classifier depends on the quality of the structural constraints, which is defined in terms of eigenvalues of matrix M. The errors converge to zero (LEFT), are at the edge of stability (MIDDLE) or are growing (RIGHT).
The matrix M represents a linear transformation of the 2D space of classifier errors, the eigenvalues can be interpreted as scaling along the dimensions defined by eigenvectors. If the scaling is smaller than one, the errors are reduced in every iteration. In practice, it may be not possible to identify all the errors of the classifier. Therefore, the training does not converge to error-less classifier, but may stabilize at a certain level. Based on the analysis, we further conclude that it is possible to combine imperfect constraints such that their errors are canceling. P-N learning does not put any requirement on the quality of individual constraints, even constraints with very low precision (close to zero) might be used as long as the matrix M has eigenvalues smaller than one.
On-line P-N Learning. In many problems, the unlabeled data X u are not known before training, but rather come sequentially. LetX k u be a set of unlabeled samples that is revealed in time k. All unlabeled data seen so far are then defined as
k . On-line P-N learning works in a similar way to off-line version with one exception that there is an increasingly larger unlabeled set at disposal. The convergence analysis holds for both off-line and on-line versions.
Learning an Object Detector from Video
This section describes an application of P-N learning to the following problem: given a single example of an object, learn an object detector on-line from unlabeled video sequence. This problem will be formalized as on-line P-N learning, where an iteration of the learning process corresponds to discretized time and a frame in time k corresponds to the unlabeled dataX Classifier. Object detectors are algorithms, that decide about presence of an object in an input image and determine its location. We consider type of real-time detectors that are based on a scanning window strategy [21] : the input image is scanned across positions and scales, at each sub-window a binary classifier decides about presence of the object. The randomized forest classifier [5] was adapted because of its speed, accuracy and possibility of incremental update. Our classifier consists of a number a ferns [18] (simplified trees) that are evaluated in parallel on each patch. Each fern i takes a number of measurements on the input patch resulting in feature vector x i which points to the leaf-node with posterior probability Pr(y = 1|x i ). The posteriors from all ferns are averaged and the classifier outputs positive response if the average is bigger than 50%. The measurements taken by each fern are randomly generated a priori and stay unchanged [13] throughout the learning. We adopted 2bit Binary Patterns [12] because of their invariance to illumination and efficient multi-scale implementation using integral images. The posteriors Pr(y = 1|x i ) represent the internal parameters θ of the classifier and are estimated incrementally throughout the learning process. Each leaf-node records the number of positive p and negative n examples that fell into it during training. The posterior is computed by maximum likelihood estimator, Pr(y = 1|x i ) = p/(p + n), or is set zero if the leaf is empty.
Training of the initial classifier is performed in the first frame. The posteriors are initialized to zero and are updated by 300 positive examples generated by affine warping of the selected patch [13, 18] . The classifier is then evaluated on all patches. The detections far from the target represent the negative examples and update the posteriors. This approach to extraction of negative training examples is closely related to bootstrapping [11] and stems from the fact that the class priors are highly asymmetric, Pr(y = −1) ≫ Pr(y = 1).
Constraints. To explain P-N constraints for on-line detector learning, the application scenario is illustrated in Fig. 2 . Every patch extracted from the video represents an unlabeled example. Patches within one image are related spatially, i.e. have spatial structure. The patches are also related from one frame to another, i.e. have temporal structure. Therefore knowing a label of a single patch, for example the one selected in the first frame, allows to draw a hypothesis about the labels of other patches. The constraints that will be introduced are based on fact that a single object appears in one location only and therefore its trajectory defines a curve in the video volume. This curve is not continuous due to frame-cuts or low-frame-rate, or even not defined if the object is not present. Parts of the curve are given by an adaptive Lucas-Kanade [16] tracker which follows the selected object from frame to frame. Since the tracker may drift away it is essential to estimate, when the tracker was following the object correctly. For this purpose a confidence of the tracker is defined as NCC between the tracked patch and the patch selected in the first frame. The continuous trajectory is considered correct if the last frame of the trajectory has higher confidence than 80%. If the trajectory is validated it triggers the application of the P-N constraints that exploit the structure of the data. P-constraints require that all patches that are close to validated trajectory have positive label. N-constraints require all patches in surrounding of a validated trajectory have negative label. Notice, that the appearance of the positive patches is not restricted but they are added to the training set as a consequence of discovered trajectory in the unlabeled data. Negative examples found in the surrounding naturally discriminate against difficult clutter or objects from the same class.
Processing of a video sequence. The P-N learning is initialized in the first frame by learning the Initial Detector and setting the initial position of the LK tracker. For each frame, the detector and the tracker find the location(s) of the object. The patches close to the trajectory given by the tracker and detections far away from this trajectory are used as positive and negative examples, respectively. If the trajectory is validated these examples are used to update the detector. However, if there is a strong detection far away from the track, the tracker is re-initialized and the collected examples discarded. The trajectory of the tracker is denoted as P-N Tracker, since it is re-initialized by a detector trained by online P-N learning. The detector that is obtained after processing all frames of the sequence is called Final Detector.
Evaluation. The performance of the detectors and the tracker is evaluated using standard precision P , recall R and f-measure F statistics. P is the number of correct detections divided by number of all detections, R is the number of correct detections divided by the number of object occurrences that should have been detected. F combines these two measures as F = 2P R/(P + R). A detection was considered to be correct if its overlap with ground truth bounding box was larger than 50%.
Setting the classifier parameters. The classifier has two parameters that determine its accuracy and speed: number of ferns in the forest and number of features measured in each fern (depth). Performance of randomized forest increases with more trees [5] , but the speed drops linearly. In our experiments we use 10 ferns, which is found as a satisfying compromise for most of the objects tested in this paper. The number of features in each fern determines the classifier discriminability. A single 2bit Binary Pattern outputs 4 possible values, if d features are used, the number of leaf-nodes in each fern is 4 d . We were using depths in the range from d = 6 : 10 in our experiments, and observed very similar behavior for all of them. For the sake of consistency, the depth is fixed d = 10 throughout the paper, but this choice is not critical.
Analysis of P-N Learning on Synthetic Data
In this experiment, an object detector will be trained on a real sequence with simulated P-N constraints. The simulation allows to analyze the learning performance for an arbitrary error of the constraints. The purpose of the experiment is to demonstrate that the initial classifier is improved if the P-N constraints are error-canceling.
As discussed in section 3.2, the constraints are errorcanceling if the eigenvalues of matrix M are smaller than one.
Matrix M depends on four parameters,
To reduce this 4D space of parameters, we analyze the system performance at equal error rate. The parameters are set to
where ϵ represents error of the constraints. The matrix then becomes M = ϵI, where I is a 2x2 matrix with all elements equal to 1. The eigenvalues of this matrix are λ 1 = 0, λ 2 = 2ϵ. Therefore the P-N learning will be improving the performance if ϵ < 0.5. In this experiment, the error is varied in the range ϵ = 0 : 0.9.
For evaluation we used sequence 6 from Fig. 8 . The constraints were generated as follows. Suppose in frame k, the classifier generates β(k) false negatives. P-constraints relabel n + c (k) = (1 − ϵ) β(k) of them to positive which guarantees R + = 1 − ϵ. In order to satisfy the requirement precision P + = 1 − ϵ, the P-constraints relabels additional n + f (k) = ϵ β(k) background samples to positive. Therefore the total number of examples relabeled to positive in iteration k is n
The N-constraints were generated analogically.
The performance of the detector as a function of number of processed frames is depicted in Fig. 6 . Notice that if ϵ ≤ 0.5 the performance of the detector increases with more training data. In general, ϵ = 0.5 will give unstable results although in this sequence it leads to improvements. Increasing the noise-level further leads to sudden degradation of the classifier. This simulation results are in line with the theory.
The error-less P-N learning (ϵ = 0) is analyzed in more detail. In this case all classifier errors are identified and no miss-labeled examples are added to the training set. Three different classifiers were trained using: (i) P-constraints, (ii) N-constraints, (iii) P-N constraints. The classifier perfor- mance was measured using precision, recall and f-measure and the results are shown in Fig. 7 . Precision (LEFT) is decreased by P-constraints since only positive examples are added to the training set, these cause the classifier to be too generative. Recall (MIDDLE) is decreased by N-constraints since these add only negative examples and cause the classifier to be too discriminative. F-Measure (RIGHT) shows that using P-N filters together works the best. Notice, that even error-less constraints cause classification errors if used individually, which leads to low precision or low recall of the classifier. Both precision and recall are high if the P-N constraints are used together since the errors are mutually compensating.
Experiments on Real Data
Learning of an object detector is tested on 10 video sequences illustrated in Fig. 8 . The sequences contain various objects in challenging conditions that include abrupt camera motion, motion blur, appearance change and partial or full occlusions. All sequences have been processed with the same parameter setting as discussed in Sec. 4. The output of each experiment is the initial and final detector and the trajectory given by the P-N tracker.
Evaluation of P-N Tracker. Sequences 1-6 were used in [22] Table 1 . Comparison with recent tracking methods in terms of the frame number after which the tracker doesn't recover from failure. 2, 22] , this experiment adds [3] and our P-N tracker. The performance measure is the frame number after which the system does not recover from failure. Table 1 shows the resulting performance. In 5 out of 6 videos the P-N tracker is able to track the object up to the end of the sequence. In sequence 3, the P-N tracker fails after frame 27, while [3] is able to track up to frame 101 and [22] up to 140. This video shows abrupt camera motions and the Lucas-Kanade tracker fails quickly, therefore the P-constraints did not identify sufficient number of training examples to improve the initial detector and it was not able to recover the tracker from its failure.
Detailed performance analysis of the P-N learning is performed on all 10 sequences from Fig. 8 . The performance of the initial detector, final detector and the P-N tracker is measured using precision, recall and f-measure. Next, the P-N constraints are measured by P + , R + , P − and R − averaged over time. Table 2 (3rd column) shows the resulting scores of the initial detector. This detector has high precision for most of the sequences with exception of sequence 9 and 10. Sequence 9 is very long (9928 frames) there is a significant background clutter and objects similar to the target (cars). Recall of the initial detector is low for the majority of sequences except for sequence 5 where the recall is 73%. This indicates that the appearance of the object does not vary significantly. The scores of the final detector are displayed in the 4th column of the Table 2 . The recall of the detector was significantly increased with little drop of precision. In sequence 9, even the precision was increased from 36% to 90%, which shows that the false positives of the initial classifier were identified by N-constraints and corrected. Most significant increase of the performance is for sequences 7-10 which are the most challenging of the whole set. The initial detector fails here but for the final detector the f-measure in the range of 25-83%! This demonstrates the benefit of P-N learning. The 5th column evaluates the P-N tracker. Its precision is typically lower than precision of the final detector, since the entire trajectory of the tracker was considered for evaluation, including drifts. In sequences 1 and 4 the tracker significantly outperforms the final detector. This shows that the tracker was following the object correctly but its trajectory was not validated by the constraints. Interesting observation is from sequences 2,3,7 and 8 where the tracker gives lower scores than the final detector. This demonstrates that even less reliable tracker is able to train an accurate detector in P-N learning.
Sequences 7 and 8 have been used in [12] and the following results were reported. Performance of tracker in sequence 7: 0.88/0.82/0.85, sequence 8: 0.96/0.54/0.69. The results are comparable to ours ( Table 2 , row 7-8, column 5).
The last three columns of Table 2 report the performance of P-N constraints. Both constraints have precision higher than 60% except for sequence 10 which has P-precision just 31%. Recall of the constraints is in the range of 2-78%. The last column shows the corresponding eigenvalues of matrix M. Notice that all eigenvalues are smaller than one. This demonstrates that the proposed constraints work across different scenarios and lead to improvement of the initial detector. The larger these eigenvalues are, the less the P-N learning improves the performance. For example in sequence 10 one eigenvalue is 0.99 which reflects poor performance of the P-N constraints. The target of this sequence is a panda, which changes its pose throughout the sequence. Lucas-Kanade and NCC are not very reliable in this scenario, but still P-N learning exploits the information provided by the tracker and improves the detector.
Conclusions
P-N learning, a novel approach for processing of labeled and unlabeled examples, has been proposed. The underlying assumption of the learning process is that the unlabeled data are structured. The structure of the data is exploited by positive and negative constraints that restrict the labeling of the unlabeled data. These constraints provide a feedback about the performance of the classifier which is iteratively improved in a bootstrapping fashion. We have formulated conditions under which the P-N learning guarantees improvement of the classifier. The conditions have been validated on synthetic and real data.
The P-N learning has been applied to the problem of online learning of an object detector from a single example and an unlabeled video sequence. We have proposed novel constraints that exploit the spatio-temporal properties of a video and demonstrated that they lead to significant improvement of the detector for variety of objects and conditions. Since the learning runs on-line (at 20 fps), the system has been compared with relevant tracking algorithms and state-ofthe-art results have been achieved.
The formalized P-N learning theory enables to guide the design of structural constraints that satisfy the requirements on the learning stability. We believe that designing of more sophisticated structural constraints is a promising direction for future research. 
