We consider regularization of nonlinear ill-posed problems with constraints which are non-convex. As a special case we consider separable constraints, i.e. the regularization takes place in a sequence space and the constraint acts on each sequence element with a possibly non-convex function. We derive conditions under which such a constraint provides a regularization. Moreover, we derive estimates for the error and obtain convergence rates for vanishing noise level. Our assumptions especially cover the example of regularization with a sparsity constraint in which the p-th power with 0 < p ≤ 1 is used and we present other examples as well. In particular we derive error estimates for the error measured in the quasi-norms and obtain a convergence rate of O(δ) for the error measured in · p .
Introduction
Recent years have seen impressive progress in regularization theory for inverse problems in Banach spaces. Starting from total variation regularization [37] and maximum entropy regularization [16, 18] the focus has moved to general Tikhonov functionals with convex constraints [1, 9, 23, 25, 29, 32, 33] with special cases like Besov-space constraints [28] and sparsity constraints [10, 14, 21, 26, 27, 30] . Also iterative methods have been analyzed [35] . A different issue of importance in the solution of the corresponding minimization problems, see e.g. [2-5, 15, 19, 22, 31] for sparsity constraints, [11, 24] for total variation and [6, 8, 13, 36] for general Banach space constraints. Even more recently quasi-norms or in general non-convex penalties have been considered. Inspired by the use of non-convex constraints for sparse recovery and compressed sensing [12] the regularizing properties of p penalties with p < 1 have been analyzed [20, 38] . In this paper we focus on a special class of non-convex constraints, namely constraints which are separable, and derive sufficient and some necessary conditions for regularization. The paper is organized as follows. In Section 2 we collect some more or less known results about regularization with general constraints. In Section 3 we analyze the regularizing properties of separable constraints and in Section 4 we derive error estimates under appropriate source conditions.
Regularization with non-convex constraints
The framework we will consider will be the following: let F : dom(F ) ⊂ X → Y be a non-linear linear mapping between its domain, which lies in a Banach space X, and a Banach space Y and we exclude the case dom(F ) = ∅ to avoid trivialities. We start from the operator equation F (f ) = g which is potentially ill posed. We denote with g ∈ range F exact data and with g δ noisy data with known noise level g − g δ ≤ δ. In the following we consider generalized Tikhonov regularization, i.e. the regularized problem consists in minimizing
where 0 < q < ∞, α > 0 is the regularization parameter and R : X → [0, ∞] is a regularization functional with values in the extended half line. With dom(R) we denote the set of elements f such that R(f ) is finite. Note that we will not assume R to be convex. We denote a minimizer of T α with f α,δ i.e.
Hence, we dropped the dependence on q, R and g δ . Similar to [9, 25] we will use minimum-R-solutions of F (f ) = g, i.e. an element f † such that
Following the lines of [25] we establish convergence of non-convex regularization. We need the following list of assumptions.
Assumption 2.1. Let (a) X and Y be reflexive Banach spaces.
(b) F : dom(F ) ⊂ X → Y be weakly sequentially closed and bounded on bounded sets.
(e) R : X → [0, ∞] be weakly lower-semicontinuous, i.e.
(g) the set dom(F ) ∩ dom(R) be non-empty.
The Assumptions 2.1 (a)-(e) together with (g) guarantee the existence of a minimizing element of T α , see [17] . If we assume that at least one solution of the equation F (f ) = g is in dom(R) we conclude the existence of a minimum-R-solution as the next proposition shows. Proposition 2.2 (Existence of minimum-R-solutions). Let Assumption 2.1 (a)-(e) be fulfilled and let g ∈ Y such that {F (f ) = g} ∩ dom(R) = ∅. Then there exists a minimum-R-solution of F (f ) = g.
Proof.
Suppose there is no minimum-R-solution. Because g ∈ range F there is a sequence (f n ) such that
Hence, for sufficiently large n it follows that R(f n ) < 2c. Due to Assumption 2.1 (d) the sequence (f n ) is bounded and due to Assumption 2.1 (a) there is a weakly convergent subsequence, also denoted by (f n ), with limitf . From Assumption 2.1 (e) we conclude that R(f ) ≤ lim inf n→∞ R(f n ) = c. Since (F (f n )) is also bounded, we may extract another subsequence such that (F (f n )) converges weakly to someg. Since F is weakly sequentially closed we have F (f ) =g. Together with R(f ) ≤ c this contradicts (3).
The next step is to show weak subsequential convergence of f α,δ for an appropriate parameter choice α(δ) and δ → 0. Theorem 2.3 (Weak regularization). Let Assumption 2.1 (a)-(e) be fulfilled and assume that g ∈ range F such that {F (f ) = g} ∩ dom(R) = ∅. Then, for a parameter choice with
there exists a subsequence of (f α,δ ) which converges weakly to a minimum-R-
Proof. The minimum-R-solution f † exists due to Proposition 2.2. Due to the minimizing property of f α,δ it holds that
From the parameter choice it follows that
and lim sup
Due to Assumption 2.1 (d) the f α,δ are bounded and according to Assumption 2.1 (a) there is a weakly convergent subsequence (f n ), with weak limitf .
Moreover, Assumption 2.1 (b) states that F is weakly sequentially closed and hence, it follows from (4) that F (f ) = g. Assumption 2.1 (e) together with (5) gives
for all f such that F (f ) = g, since f † is a minimum-R-solution. Taking f =f shows R(f ) = R(f † ) and hence,f is a minimum-R-solution. Moreover, it follows R(f n ) → R(f † ) and also R(f α,δ ) → R(f † ) since the latter holds for every weakly convergent subsequence.
It is an easy corollary that the Kadec property (2) gives strong convergence.
Corollary 2.4 (Strong regularization).
Under the assumptions of Theorem 2.3 and Assumption 2.1 (f ) it follows that (f α,δ ) has a subsequence which converges strongly to a minimum-R-solution.
Regularization with separable constraints
In this section we apply the results of Section 2 to regularization with separable constraints. A motivation for separable constraints comes from so-called sparsity constraints which have been proposed in [14] . There, the authors assumed X to be a Hilbert space and (ψ k ) be an orthonormal basis of X. Regularization shall now be obtained by imposing that the sought after solution f has a sparse representation in this basis, i.e. f = u k ψ k where only finitely many u k are non-zero. In [14] , sparsity of the regularized solution was obtained by using the separable constraint R(f ) = w k φ(| f ψ k |) with φ(s) = s p with 1 ≤ p ≤ 2 and w k ≥ w 0 > 0. Analysis of regularizing properties of this convex regularization can be found in [14, 21, 26, 30] . In this section we investigate the case for general φ and state conditions under which R provides a regularization. We apply the results to the non-convex case 0 < p < 1 (see [20, 38] and also [26] for preliminary results).
In the remainder of the section we use the following notation. Let (ψ k ) be a linearly independent system in the Banach space X. With B :
2 → X we denote the synthesis operator, i.e. for u = (u k ) ∈ 2 we write Bu = k u k ψ k . Further we assume that B is bounded. We then rewrite the ill-posed problem with the
. Hence, the generalized Tikhonov functional has the form
with a general separable penalty term of the form
The goal is, to apply the results of Section 2. Note that if F fulfills Assumption 2.1 (b) the same holds for K since B is linear and bounded and hence, weak-to-weak continuous. To apply the results of Section 2 it remains to show Assumption 2.1 (c)-(f) (i.e. properness, coercivity, weak lower-semicontinuity, and the Kadec property). 
Proof. Let us assume that R is not coercive. Then there is a sequence (u n ) and a constant C such that u
First we consider the case when there is > 0 such that |u n k | ≤ for every k, n. Then we immediately have by (a)
there cannot be infinitely many k l such that n l is constant and hence, n l → ∞. Moreover we may assume that n l is strictly increasing. Now, due to (b), we again get a contradiction:
Remark 3.3. Condition (a) from Lemma 3.2 is fulfilled if, for example, φ(x) ≥ ηx 2 for x smaller than some and strictly bounded away from zero for x > .
Lemma 3.4 (A sufficient condition for weak lower-semicontinuity of R). Let
Proof. Let u n u. Then it holds u n k → u k for all k. Now, by lowersemicontinuity of φ and Fatou's lemma
Lemma 3.5 (A sufficient condition for R to obey the Kadec property). Let
Then R : 2 → [0, ∞] defined by (6) obeys the Kadec property.
Proof. Let u n u in 2 and R(u n ) → R(u)
Define now v
Combining this with (7) proves the claim.
Remark 3.6. In the case of invertible φ we may rephrase the condition in Lemma 3.5 as:
Hence, we may say that R has the Kadec property if the mapping s
is locally Lipschitz continuous.
Remark 3.7. If we assume that for some p ≥ 1 the inequality
The Lemmas 3.1, 3.2, 3.4, and 3.5 provide conditions on a function φ such that R defined by (6) can be used for regularization. Now we give some examples of functions φ:
Example 3.8 ( p norms). Let 0 < p ≤ 2 and define
The continuity of φ is obvious. Moreover the conditions of Lemma 3.2 are trivially fulfilled. By Remark 3.6 we also get that R(u) = |u k | p obeys the Kadec property and hence, p -norms provide strong subsequential regularization and we reproduced the corresponding results from [20, 38] .
We present two more examples of functions φ which provide subsequential regularization. This function is clearly continuous and non-convex but monotonically increasing to ∞ (but this slower than every power x p with p > 0). Moreover, condition (a) from Lemma 3.2 is trivially fulfilled (see e.g. Remark 3.3). Furthermore the Kadec property is fulfilled by Remark 3.6 since the mapping s
2 is locally Lipschitz continuous. Hence, we see that the functional R(u) = φ(|u k |) provides strong subsequential regularization. This function grows asymptotically like x but has a sharp cusp at 0 (namely it is sharper than the cusp of x p for every p > 0 in the sense that for every p > 0 and η > 0 there is an > 0 such that φ(x) > ηx p for x < ). Again all assumptions of Lemma 3.2, Lemma 3.4 and Lemma 3.5 are fulfilled and hence, the functional R(u) = φ(|u k |) also provides strong subsequential regularization.
Before we turn to estimates for the error u α,δ −u † we provide some necessary conditions for φ. 
Proof. (a): For a proper R there is some u such that R(u) < ∞. By monotonicity we have R(u) = φ(|u k |) ≥ φ(0) which shows that φ(0) = 0 has to hold. 
It holds
Since R is coercive it follows
which implies the claim.
Remark 3.12. The statement (b) is precisely the converse of Lemma 3.4 and hence weak lower-semicontinuity of R and lower semicontinuity of φ are equivalent. However, Lemma 3.2 and Proposition 3.11 do not provide a characterization of coercivity of R in terms of φ.
Error estimates
To refine the regularization results from the previous section and derive error estimates for the total error u α,δ −u † one has to make additional assumptions on u † . Resembling the approach taken in [20] we derive two different error estimates for different measures of the error. To this end we first derive estimates which have been proven to be useful in [21] . For simplicity we restrict ourselves to a bounded linear operator K (see Remark 4.6 below). The first estimate is an estimate for u α,δ − u † 1
:
Lemma 4.1. Let φ fulfill the following conditions:
(a) For every λ > 0 there exists a C 1 > 0 such that it holds that
Let furthermore R be defined by (6) , and assume that u † is sparse. Moreover let K :
2 → Y be linear and bounded and assume that the canonical basis vectors e k fulfill e k ∈ range K * whenever u † k = 0. Then there exists a constant C > 0 such that
Proof. We define the index set I = {k u † k = 0} and estimate with the help of Condition (b):
Since there is a λ > 0 such that we have |u † k | > λ for k ∈ I, we apply Condition (a) and get
Moreover, e k ∈ range K * whenever k ∈ I, so there exist d k such that K * d k = e k and we have for k ∈ I and every w ∈ 2 :
Using this we conclude from (8):
where |I| denotes the size of the index set I. is also fulfilled for p-th powers with p ≤ 1 and the functions from Example 3.9 and 3.10 since they are concave.
Now we formulate a different estimate for the term R(u − u † ). This measure for the difference may be stronger than the 1 norm and this is reflected in a different estimate. (b) For every λ ≥ 0 there exists C 1 ≥ 1 such that it holds
(c) For every c > 0 there exists M > 0 such that for every x > 0 it holds
Proof. Similar to Lemma 4.1 we define the index set I = {k u † k = 0} and observe:
Since we have |u † k | > λ for k ∈ I we apply (9) and get
Again similar to Lemma 4.1 we have for k ∈ I and every w ∈ 2 :
Conditions (a) and (c) give
Using this, we get from (10)
Remark 4.4. One may check that the conditions on φ from Lemma 4.3 also hold for p-th powers with p ≤ 1 and the functions from Example 3.9 and 3.10.
(To see that (c) is fulfilled note that φ is monotonically increasing while φ is monotonically decreasing in all cases. Hence, we may take M = 1 for c ≤ 1 and M = c for c > 1).
Remark 4.5 (Relation to the FBI property). We remark on the condition "e k ∈ range K * for u † k = 0". Since range K * ⊂ (ker K) ⊥ we know that e k ∈ (ker K) ⊥ and hence, the operator K acts injectively on span{e k u † k = 0}. This means that the operator K fulfills some kind of "finite basis injectivity condition" from [6] . 
locally around u † for some constants γ 1 , γ 2 > 0 similar to [20] . Similarly we may assume for Lemma 4.3 that
Then the condition for the canonical basis vector e k reads as e k ∈ range K (u † (6) . Moreover, assume q ≥ 1 and let u † be a minimum-R-solution of Ku = g which is sparse. For g δ with g − g
Then for q > 1 it holds that
Proof. The proof follows [21, Proposition 8] and is included for the sake of completeness. Due to the minimization property of u α,δ and because of Ku
From Lemma 4.1 we deduce
For q = 1 this implies the claim. For q > 1 we use Young's inequality (ab ≤ a r /r + b r /r ) with r = q and r = q/(q − 1) to obtain
Combining this with the preceding inequality proves the claim.
As already noticed in [25] the case q = 1 provides exact penalization, i.e. without noise (δ = 0) the regularization is exact if α is small enough.
The next theorem gives an error estimate for R(u α,δ − u † ). (6) . Moreover, assume that q > 0 and that for 0 < p ≤ q it holds that φ(x) ≤ C 5 x p . Let furthermore u † be a minimum-Rsolution of Ku = g which is sparse. For g δ with g − g δ ≤ δ define
Then for q > p it holds
Proof. Due to the minimization property of u α,δ and because of Ku † − g δ ≤ δ we conclude
From Lemma 4.3 we deduce
From (9) with λ = 0 we conclude that φ fulfills the quasi-triangle inequality φ(x + y) ≤ C 1 (φ(x) + φ(y)). With this and the assumption that φ(x) ≤ C 5 x p we estimate
For p = q the combination of (14) and (15) proves the claim. For p < q we use Young's inequality with r = q/p and r = q/(q − p) to obtain
Combining the inequalities (15) and (16) with (14) proves the claim.
Again, we may notice that the case p = q provides exact penalization, i.e. the regularization is exact for δ = 0. We state a few remarks on Theorems 4.7 and 4.8. For q = 1 we see that we also get the same rate if α is small enough for any choice of δ. The assumptions of Theorem 4.8 are also fulfilled. For p < q and sparse u † we get with the parameter choice α = δ q−p the convergence rate
