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Research on impulsive behavior is often designed to examine the choice between
a smaller, more immediate reinforcer versus a larger, more delayed one (e.g., Anderson & Woolverton 2005; Diller, Saunders, & Anderson 2008; Logue 1988). When
the delays to both the larger and smaller reinforcers are short, the larger reinforcer
is usually chosen. As the delay to the larger reinforcer increases, choice for that
reinforcer decreases and switches to choice for the smaller, more immediate reinforcer. This decrease in choice for the larger reinforcer as delay increases is known
as delay discounting, as the value of the larger reinforcer is said to be discounted
as delay to its presentation increases (Mazur 1987). Greater delay discounting has
been correlated with substance abuse, gambling, and ADHD (Bickel, Odum, &
Madden 1999; Perry & Carroll 2008; Dixon, Marley, & Jacobs 2003; Evenden 1999).
Thus, much work has been aimed at assessing variables that affect delay-discounting rates. Relevant to the present study is the addition or subtraction of a constant
delay to both the larger and smaller reinforcers.
Ainslie and Herrnstein (1981) demonstrated that when a constant delay
is added to both the smaller, more immediate and the larger, more delayed reinforcer, choice that was initially maintained by the smaller reinforcer switches
to the larger, more delayed reinforcer. This is often referred to as a preference
reversal. In their study, Ainslie and Herrnstein used a discrete-trial procedure in
which pigeons, with a single keypeck, chose between 2-s access and 4-s access
to grain. In all sessions, the larger amount was always presented 4 s later than
the smaller amount, while the delay to the smaller reinforcer was manipulated
between 0.01-12 s. When the smaller reinforcer was delayed by 0.01 s, all subjects
chose this option (impulsive choice) over the larger reinforcer delayed by 4.01 s.
(self-controlled choice). As the delay to both the larger and smaller reinforcers
increased, however, choice switched to the larger, more delayed reinforcer. When
the delay to the smaller reinforcer was returned to 0.01 s, choice in four of the six
subjects switched back to the smaller, more immediate reinforcer. The results of
Ainslie and Herrnstein suggest that self-controlled choice in a delay-discounting
procedure can be increased or decreased by adding or subtracting a constant delay
to both alternatives, respectively.
In Ainslie and Herrnstein (1981), and in other delay-discounting studies
(e.g., Anderson & Woolverton 2005; Cardinal, Robbins, & Everitt 2000; Charrier
& Thiébot 1996; Diller, Saunders, & Anderson 2008; Evenden & Ryan 1996; Pitts
& McKinney 2005), a fixed-ratio (FR) 1 schedule was used. The addition of an
increased response requirement, with the additional time to complete it, would
also increase the delay to reinforcement on both alternatives. Ainslie and Herrnstein (1981) found that an increase in the delay to both alternatives increased selfcontrolled choice, so it is possible that an increased response requirement could
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have a similar effect. In fact, increased response requirement has been shown to
increase self-controlled choice in pigeons.
Siegel & Rachlin (1995) suggested that “soft commitment” might be a
method of increasing self-controlled choice. Soft commitment may be conceptualized as the pattern of behavior that develops once responding begins on one alternative. Responding will persist on that alternative to avoid the cost of switching,
such as loss of reinforcement or an increased delay to reinforcement. In Siegel and
Rachlin’s study, pigeons were presented with red and green keys, which were alternated from side to side on each trial. For two subjects, the red key was associated
with 2.5-s access to grain after a 0.05-s delay (impulsive choice) and the green key
was associated with 4.5-s access to grain after a 3.5-s delay (self-controlled choice).
These conditions were reversed for the other two subjects. To give exposure to
contingencies prior to choice, 12 forced-choice trials in which only one key was lit
and operative preceded all experimental trials. During baseline (Conditions 1, 3, 5,
and 7), choice was between the smaller, more immediate and larger, more delayed
reinforcers according to an FR 1 schedule. During Condition 2, an FR 31 schedule
was in effect in which pecks on either key counted towards fulfillment of the ratio
requirement. The key on which the 31st peck was made determined which outcome was obtained. When the response requirement was increased from 1 to 31,
choice switched from the smaller, more immediate reinforcer to the larger, more
delayed reinforcer. Condition 4 was a signaled FR 31 condition in which the final
peck was signaled by both keys darkening and the houselight being illuminated
for 1 s following the 30th peck. The response following the 1-s signal determined
which outcome was delivered. Condition 6 was a fixed-interval (FI) 30-s schedule in which the first peck after 30 s had elapsed determined which outcome was
presented. Greater self-controlled choice was observed during the FR 31 than the
Signaled FR 31, FI 30 s, and all baseline (FR 1) conditions.
Siegel and Rachlin (1995) also found that although greater self-controlled
choice was observed in the FR 31 condition, there was only an occasional switch
from one alternative to the other in both the FR 31 and Sig FR 31 conditions. This
suggests that once responding began on a particular key, it likely persisted throughout the ratio. Taken together, the results from Ainslie and Herrnstien (1981) and
Siegel and Rachlin suggest that increasing the FR requirement will increase selfcontrolled choice (i.e., decrease delay discounting). This comparison suggests that
just as the addition or subtraction of a constant delay can increase or decrease
impulsive choice, the addition of a ratio requirement with the additional time to
complete it can have the same effect.
The present study was designed to evaluate effects of an increasing FR
requirement on self-controlled choice in a delay-discounting procedure with
rats. It was expected that as the ratio requirement on both levers was increased,
choice would switch from the smaller, more immediate reinforcer (impulsive
choice) to the larger, more delayed reinforcer (self-controlled choice). Changes
in delay discounting can be represented as changes in the area under the curve
(AUC), which is the sum of the area under the normalized delay-discounting
curve divided by the total possible area of the graph. Steeper discounting functions (i.e., increased impulsive choice) are associated with a smaller AUC. Shallower discounting functions (i.e., increased self-controlled choice) are associated
with a larger AUC. To assess the increasing FR requirement, a within-session
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delay-discounting procedure in which the FR requirement remained constant
across blocks of trials was used.
One commonly used procedure to study delay discounting in non-human
subjects was developed by Evenden and Ryan (1996). In this procedure, choice was
between a smaller, more immediate reinforcer and a larger, more delayed reinforcer following a single response (FR 1). The delay to the larger reinforcer increased
across blocks of trials within-session, while the delay to the smaller reinforcer remained constant at 0 s. Choice for the larger reinforcer was generally greater at the
beginning of the session when the delay was short, and tended to decrease as the
delay to larger reinforcer delivery increased. This procedure allows researchers to
generate delay-discounting functions within a single session, which can provide a
useful tool for studying effects of a number of variables (e.g., drugs) on delay discounting (e.g., Anderson & Woolverton 2005; Diller, Saunders, & Anderson 2008;
Evenden & Ryan 1996; Pitts & McKinney 2005).
The addition of a ratio requirement to both keys in a self-control experiment with pigeons increased self-controlled choice (Siegel & Rachlin 1995). Prior
to the current study, it was unknown if these results would generalize to a delaydiscounting procedure with rats. The current study compared delay-discounting
curves and AUC at one small (FR 1), medium (x/2), and large (x) FR value, where
x was the largest FR value that maintained lever pressing for each subject using
a procedure similar to that of Evenden and Ryan (1996). This procedure extends
the generality of previous findings in a novel context, and contributes to further
assessment of factors that determine self-controlled choice.
Method
Subjects
Four adult male Sprague Dawley rats with experimental histories served as subjects. Two rats (S-1, S-2) had previous exposure to response acquisition, delay discounting, and ethanol self-administration tasks (Bruner 2010). Two rats (S-3, S-4)
were used as subjects in a behavior principles class, and had previous exposure
to basic reinforcement schedules. All subjects were housed in a colony room in
the Life Sciences Building vivarium, where temperature and humidity were maintained at constant levels and a reverse 12-hour dark-light cycle was in effect (lights
on at 6:00 p.m.). All sessions were conducted at approximately the same time seven
days per week, during the dark phase of the dark-light cycle. Subjects were fed approximately 12 g of rat chow one half hour after each experimental session, resulting in approximately 22 hours food restriction before the start of each session. All
procedures used were approved by the West Virginia University’s Animal Care
and Use Committee as part of protocol number 09-0824 to Dr. Karen Anderson.
Apparatus
Experimental sessions were conducted in four identical rat operant-conditioning
chambers, each enclosed in a sound-attenuating cubicle with a ventilation fan
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(Med Associates, VT). Each chamber contained a work area of 30.5 cm by 24.5 cm
by 21.0 cm, a grid floor, and a 45-mg pellet dispenser with a pellet receptacle centered between two retractable response levers. The levers were 11.5 cm apart from
each other and required a force of at least 0.25 N for a response to be recorded. The
levers were 4.8 cm wide, protruded 1.9 cm into the chamber, and were elevated 8
cm from the grid floor. Two 28-V stimulus lights, 2.5 cm in diameter, were mounted approximately 7 cm above each lever. In addition, each chamber contained a
28-V houselight on the wall opposite of the pellet dispenser. Data were collected
using a computer with MedPC-IV software (Med Associates, VT).
Procedure
Baseline procedure
All subjects had previous experience in experiments, and therefore lever-press
training was not necessary. Sessions began with a 10-min blackout period followed by the illumination of the houselight and the start of the first trial. Each
session consisted of 5 blocks of 8 trials. There were two types of trials, forcedand free-choice trials, each starting every 100 s. The first two trials in each block
were forced-choice trials with one, randomly determined, lever extended into the
chamber, and the cue light directly above it illuminated. A lever press (FR 1) on the
extended lever resulted in that lever being retracted into the chamber, the cue light
darkening, and the consequence programmed for responses on that lever being
delivered. Delivery of the programmed consequence was followed by a blackout
during which all lights were extinguished until the start of the next trial. For the
other forced-choice trial, the other lever was extended into the chamber, the cue
light above it was illuminated, and the other outcome was available. The forcedchoice trials ensured exposure to both sets of contingencies prior to the beginning
of free-choice trials. Two subjects (S-2, S-4) received one food pellet for pressing
the right lever and three food pellets for pressing the left lever. These contingencies were reversed for the other two subjects (S-1, S-3).
After exposure to both sets of contingencies in the forced-choice trials,
the following six trials in each block were free-choice trials. During these trials,
both levers were extended and both cue lights were illuminated. A press on either
lever (FR 1) resulted in both levers being retracted, both cue lights darkening, and
the same programmed consequence as in forced-choice trials being delivered. If a
lever press was not emitted within 30 s of the trial onset in both forced and freechoice trials, the levers were retracted, the cue lights darkened, and the trial was
recorded as an omission.
To establish a baseline, food pellets (1 or 3) were delivered immediately
following left and right lever presses, i.e., 0-s delays to both alternatives. This phase
remained in effect until the 3-pellet alternative was chosen on at least 80% of the
trials across all blocks. Following this condition, the delay to the larger reinforcer
(3 food pellets) was increased across blocks of trials within each session while the
delay to the smaller reinforcer remained 0 s. Delay series were individually determined for all subjects. S-1 and S-2 had previous exposure to a delay-discounting
task, and previously determined delay series were used. S-3 and S-4 began re-
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sponding on an 8 s delay series, which consisted of a 0-s delay in the first block and
delays of 1, 2, 4, and 8 s in the following blocks. The 8-s delay series remained in
effect until choice for the larger reinforcer in the free-choice trials of the 0-s block
was at least 80%. The delays were then increased to 0, 2, 4, 8, and 16 s within session across blocks of trials. After the 16-s delay series, delays were increased or
decreased as necessary for each subject to obtain intermediate delay discounting
curves with no floor or ceiling effects. Floor and ceiling effects were identified by
exclusive choice for the smaller or larger reinforcer, respectively. Delay series for
all subjects are presented in the Table. The FR 1 condition remained in effect until
choice was stable, which was defined as a minimum of 10 sessions and 80% or
greater choice for the 3-pellet alternative in the first block of free-choice trials, less
than 20% variation in total larger-reinforcer choice summed across all blocks, and
no visibly increasing or decreasing trends in any of the blocks across the last five
sessions.
FR procedure
Delay-discounting curves and AUC were compared at three FR values: small (FR
1), medium (x/2), and large (x), where x was the largest FR value that maintained
lever pressing for each subject. Orders of conditions for all subjects are presented
in the Table. The delay to the larger reinforcer increased within-session across all
conditions. Once choice was stable under the FR 1 condition, the response requirement on both levers was increased to FR 2, FR 3, FR 5, FR 8, and FR 10, after which
the response requirement increased by increments of five. Each response requirement was in effect for 3 sessions in which the number of free-choice omissions was
less than 6. The required number of responses, specified by the FR contingency,
had to be made on the same lever, but did not have to be consecutive. For example,
in the FR 5 condition, 2 lever presses could be occur on the left lever, followed by 2
lever presses on the right lever and another 3 lever presses on the left lever, which
would complete the ratio requirement on the left lever, and the outcome associated with that lever would be presented. The response requirement was increased
every 3 days until a value was reached at which choice was omitted in 6 or more
free-choice trials within one session, or until choice was exclusive for the larger
reinforcer. If more than 6 free-choice omissions occurred, the value previous to this
maximum value was used as the FR in the large FR condition. The value that was
one half of the large FR value was used as the FR value for the intermediate
FR condition
For 3 of the rats (S-2 and S-4), the large FR condition remained in effect until choice
was stable, after which the FR requirement was decreased to the small (FR 1) value
until choice was stable. Following stable choice in the small FR condition, the FR
requirement was increased to the intermediate FR value, and the intermediate FR
condition remained in effect until choice was stable. For one rat (S-3) the large FR
condition remained in effect until choice was stable, after which the FR requirement was decreased to the small (FR 1) value until choice was stable. Following
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stable choice in the small FR condition, the FR requirement was increased to the
large FR value. For 1 rat (S-1), the large FR condition remained in effect until choice
was stable, after which the response requirement was decreased to the intermediate FR value until choice was stable. Following stable choice in the intermediate FR
condition, the response requirement was decreased to the small (FR 1) condition.
The order of conditions for all subjects is presented in the Table.
The session immediately following stability at the small, intermediate,
and large FR was a probe session in which all delays were 0 s. The purpose of this
manipulation was to assess sensitivity to reinforcer amount and delay. If the larger
(3-pellet) alternative was not chosen at least 80% of the time during the free-choice
trials in each block, the probe session was repeated the next day until the criterion
was met. The current response requirement remained in effect on probe days. For
example, in a probe session following the FR x=50 condition, all delays would be 0
s, and the response requirement would remain at an FR 50.
Data Analysis
All data used were taken from the free-choice trials across the last 5 stable sessions
of each condition. The main dependent measure was percent larger-reinforcer
choice across each block in the various conditions. Percent larger-reinforcer choice
for each block of trials was calculated by dividing the total number of larger-reinforcer choices by the total number of choices for both alternatives in each trial. Run
rate was calculated by dividing the total number of responses in a single trial by
the time from the first lever press on either lever to the completion of the ratio for
each block of trials. Latency to the first response was calculated for each block of
trials across the last 5 sessions of each condition. The number and order of presses
on each lever was recorded to assess response patterns and switching.
AUC was calculated for all conditions according to the formula provided
by Meyerson, Green, and Warusawitharana (2001). The AUC was calculated by
first normalizing the delay plotted along the x-axis (0 to 1). Percent larger-reinforcer choice was plotted along the y-axis. Vertical lines were then drawn from each
data point to the x-axis, creating a series of trapezoids. The sum of the area of these
trapezoids was divided by the total possible area of the graph resulting in the total
area under the discounting curve. Steeper discounting functions (i.e., increased
impulsive choice) are associated with a smaller AUC. Shallower discounting functions (i.e., increased self-controlled choice) are associated with a larger AUC.
Results
Figure 1 shows percent choice for the larger reinforcer from the last five sessions
of the small (FR 1), intermediate (FR x/2), and large (FR x) FR conditions for each
subject at their respective terminal delay series. For all rats, regardless of terminal
delay series, choice for the larger reinforcer decreased as delay to that reinforcer
increased in the small (FR 1) condition. In general, steeper delay-discounting functions were obtained at the small FR requirement (FR 1), intermediate delay-discounting functions were obtained at the intermediate FR requirement (FR x/2), and
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shallower delay-discounting functions were obtained at the large FR requirement
(FR x). These findings are also indicated by differences in AUC across each FR
condition, as shown in the Table. For S-1, discounting did not return to its original rate upon replication of the FR 1 condition. It was postulated that this subject
developed a lever bias, and the order of conditions was subsequently changed for
all other subjects such that an FR 1 condition was conducted after the FR x and FR
x/2 conditions.
Figure 2 shows the latency to the first response from the last five sessions
of the small (FR 1), intermediate (x/2), and large (x) conditions for each subject.
As delay to the larger reinforcer increased, latency to the first response generally
increased. This effect was more pronounced at the intermediate and large FR requirements. Relative to the small FR condition, latency to the first response during
the intermediate and large condition was generally longer across all blocks. Individual subject data are presented in the Table.
Figure 3 shows the mean run rate from the last 5 sessions of the intermediate (FR x/2) and large (FR x) conditions for each subject. Run rates (responses
per minute) from the first response to the completion of the FR requirement were
similar across all delay blocks within each condition. Individual subject data are
presented in the Table. For S-1, S-2 and S-4, higher run rates were obtained at the
intermediate FR requirement compared to the large FR requirement. Run rates
were calculated from the first response on either lever, as switching between levers
rarely occurred. In general, once responding began on an alternative, it persisted
on that alternative throughout the ratio.
Discussion
During the baseline (FR 1) condition, delay discounting was observed such that
choice for the larger reinforcer decreased as the delay to its presentation increased
regardless of delay series. Consistent with previous research (Siegel & Rachlin
1995), preference reversed from the smaller, more immediate reinforcer to the larger, more delayed reinforcer as the FR requirement increased across sessions. These
findings suggest that manipulating response requirement within this procedure
can increase self-controlled choice by increasing the work necessary to produce the
larger outcome. It is unclear, however, whether the addition of an FR requirement,
the additional time to complete the FR requirement, or both controlled choice.
Run rates (responses per minute) at both the intermediate and large FR requirements were similar across blocks of trials for all subjects. Switching between
alternatives generally did not occur; once responding began on one alternative, it
tended to persist on that alternative throughout the ratio, a finding consistent with
Siegel and Rachlin (1995). For this reason, responses towards the fulfillment of the
ratio requirement may be functioning as a single response unit. The emission of
responses towards the fulfillment of the requirement as a single unit may provide
one explanation as to why relatively high run rates were obtained for all subjects.
The relatively high run rates obtained may have also been due to procedural factors, such as the limited hold, which required that all responses be made within
30 s of trial onset. Thus the requirement for reinforcement may have shaped increased run rates as slow rates may have resulted in missed reinforcement.
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Siegel and Rachlin (1995) used an FR 31 as the large FR requirement for all
subjects. In the current study, the large FR requirement was defined as the highest
value that would maintain responding, or the value at which choice was exclusive
for the larger reinforcer. The large FR requirement differed for all subjects. The
current study extended the generality of Siegel and Rachlin’s finding with a single
FR requirement. Functionally determining a large and intermediate FR requirement for each subject allowed for a parametric analysis, which gives strength to
the functional relation between FR requirements and larger-reinforcer choice.
The present study was the first to report effects of FR requirements on
delay discounting in rats using a discrete-trial procedure similar to those commonly used (e.g., Evenden and Ryan 1996; Anderson & Woolverton 2005; Diller,
Saunders, & Anderson 2008). Delay-discounting curves were examined at one
small (FR 1), intermediate (FR x/2), and large (FR x) value, where x was the largest
FR value that maintained responding for each subject. Delay discounting systematically decreased as the FR requirement increased for all subjects. This raises the
question and potential for future investigation of whether it is the work requirement itself or additional delay that is controlling choice. Future investigation of effects of psychostimulants such as d-amphetamine on self-controlled choice using
a procedure similar to that used in the present study may further elucidate mixed
findings that result from different baseline rates of discounting.
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Table
Subject, order of conditions, number of sessions, x value, delay series, mean AUC
with standard error of the mean in parenthesis, latency to first response averaged
across blocks, and run rate in responses per minute averaged across blocks for
each subject from the last five sessions of each FR condition.
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Figure 1. Mean percent larger-reinforcer choice across the last five sessions of each FR
condition as a function of delay to the larger reinforcer for S-1 (top left panel), S-2 (top
right panel), S-3 (bottom left panel), and S-4 (bottom right panel). Error bars represent
standard error of the mean. Note that the scale for the x-axis differs among subjects.

Figure 2. Mean latency to the first response during free-choice trials across the last five sessions of each FR condition as a function of delay to the larger reinforcer for S-1 (top left panel),
S-2 (top right panel), S-3 (bottom left panel), and S-4 (bottom right panel). Error bars represent
standard error of the mean. Note that the scale for the x- and y-axis differs among subjects.
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Figure 3. Mean run rate in responses per minute during free-choice trials across the
last five sessions of the intermediate and large FR conditions as a function of delay
to the larger reinforcer for S-1 (top left panel), S-2 (top right panel), S-3 (bottom left
panel), and S-4 (top right panel). Error bars represent standard error of the mean.
Note that the scale for the x- and y-axis differs among subjects.

