[1] Our newly developed 3-D, multifluid MHD model is used to study the interaction of the solar wind with Mars. This model is based on the BATS-R-US code, using a spherical grid and a radial resolution equal to 10 km in the ionospheric regions. We solve separate continuity, momentum, and energy equations for each ion fluid and run our model for both solar minimum and maximum conditions. We obtain asymmetric densities, velocities, and magnetic pileup in the plane containing both the direction of the solar wind and the convective electric field. These asymmetries are the result of the decoupling of the individual ions; therefore, our model is able to account for the respective dynamics of the ions and to show new physical processes that could not be observed by the single-fluid model. Our results are consistent with the measured bow shock and magnetic pileup locations and with the Viking-observed ion densities. We also compute the escape fluxes for both solar minimum and solar maximum conditions and compare them to the single-fluid results and the observed values from Mars Express.
Introduction
[2] In this paper we describe our new 3-D, multifluid, MHD model and compare the results with the relevant and available data, in order to help us elucidate some of the physics involved in these interactions. This new model is the next logical step in our approach of incremental improvements, as computational resources increase. This gradual approach is also very useful in checking and validating these complex computational schemes.
[3] Model studies of the interaction of fast moving plasmas with nonmagnetic solar system bodies go back quite a few decades. These interactions are very different from those with bodies that have strong magnetic fields, such as the Earth or Jupiter, because the obstacle to the supersonic solar wind flow is the ionosphere/atmosphere system, not the intrinsic magnetic field. Over the years many models have been developed and used to study the interactions with these nonmagnetized planets: gasdynamic [e.g., Spreiter et al., 1970] , single-fluid MHD [e.g., Tanaka and Murawski, 1997; Bauske et al., 1998; Ma et al., 2004 Ma et al., , 2007 Terada et al., 2009] , multifluid MHD Winglee, 2003, 2007] , and semikinetic (hybrid) [e.g., Brecht, 1997; Brecht and Ledvina, 2007; Modolo et al., 2006; Simon et al., 2007; Kallio et al., 2010] . Both the MHD and hybrid models have their strengths and weaknesses, which have been well known and discussed before [e.g., Ledvina et al., 2008; Brain et al., 2010] , thus this will be discussed only briefly here. MHD models are based on fluid assumptions and thus where the ion gyroradius is of the same order as the planetary radius their applicability has been questioned. However, significant wave activity and turbulence, which are usually present, lead to a wide variety of wave particle interactions, which in turn act as pseudocollisions. Also, it should be remembered that the interplanetary/planetary magnetic field piles up near the body, thus reducing the gyroradius. Finally, the introduction of the Hall effect and multifluid formulation, are important steps in overcoming these limitations. The main difficulty with the semikinetic (hybrid) models has been their limited spatial resolution, caused mainly by limited computing resources.
Model Description
[4] Our previous multispecies model had continuity equations for all the ions, but only one momentum and one energy equation. In the case of multifluid formulation, we have separate mass, momentum and energy equations for the four fluids H + , O 2 + , O + , CO 2 + (and in one case we consider five separate fluids by separating the solar wind and ionospheric H + ). The multi-ion MHD equations can be written in nonconservative form only and are as follows:
where r s , n s , q s , u s and p s are the individual mass density, number density, charge, velocity and pressure of the ions, respectively. B is the magnetic field, J is the current density, I is the identity matrix, e is the electric charge and g is the ratio of specific heats (and taken to be 5 3 ).
[5] As for the induction equation, it can be written either without the Hall term,
or including the Hall term,
where u e = u + − J ne . We made runs for both cases.
[6] The electron number density n e can be calculated from charge neutrality as
[7] The charge averaged ion velocity u + is
[8] At this time, we do not solve the electron pressure equation, but take the electron pressure gradient term in the momentum equation to be equal to the total ion pressure gradient.
[9] As for the source terms S r s , the mass density source term, S r s u s , the momentum source term and S r s , the pressure source term, they contain charge exchange, photoionization, recombination, ion-neutral and ion-ion collisions:
with S s and L s , the production and loss rate for ions, S e and L e , the production and loss rate for electrons, respectively, T s and m s , the ion temperature and mass, T n and u n are the neutral temperature and velocity, m e , the electron mass, k is the Boltzmann constant and n st is the collision frequency between species s and t.
[10] We use a reasonably comprehensive chemical scheme; the associated ionization frequencies, reactions and rates are presented in Table 1 . For the photoionization of the neutral species, we use different ionization frequencies (corresponding to the unattenuated flux) for solar minimum and maximum conditions. In order to evaluate some of the reaction rates that are temperature dependent, the individual ion temperatures are obtained from the individual pressures, while the electron temperature is assumed to be equal to the average ion temperature.
[11] It is important to point out that in our multifluid simulations, the addition of ion-ion collisions has considerably improved our results, in particular our fit to the data. We choose to include ion-ion collisions since they are not negligible in the lower ionosphere, where they contribute to the pressure source term and bring the individual ion temperatures closer to one another. We neglected the friction term resulting from ion-ion collisions since in this region of interest, the ion velocities are small.
[12] We approximate the optical depth effect by including a cosine factor for the different solar zenith angles and by assuming average absorption coefficients of 2.6 × 10 −17 and 1.5 × 10 −17 cm 2 for CO 2 and O, respectively [Schunk and Nagy, 2009] . On the nightside, we set the solar flux to be 10 −15 times the unattenuated solar radiation, so as to avoid Schunk and Nagy [2009] zeros. In order to permit direct comparison with the multispecies model results we select the neutral atmosphere to be the same as was used by Ma et al. [2004] .
[13] We run simulations with and without crustal fields and also for the solar minimum and maximum condition. We use the 60 degree harmonic expansion for the crustal magnetic field developed by Arkani-Hamed [2001] to describe the observed fields at Mars [Acuna et al., 1998 ].
Numerical Implementation
[14] Our new multifluid model, to be presented here, evolved from our 3-D, spherical, multispecies MHD model [Ma et al., 2004] ; the Hall term was added a few years ago [Ma et al., 2007; Tóth et al., 2008] . This model is implemented into the BATS-R-US (Block Adaptive-Tree Solar wind Roe-type Upwind Scheme) code [cf. Powell et al., 1999; Tóth et al., 2011] , developed for space physics application at the University of Michigan. The implementation of an appropriate numerical approach to solving these multifluid equations is not without significant challenges. New algorithms were implemented to address several issues, in particular stability, positivity and conservation.
[15] Stability problems are essentially due to stiff source terms. In order to maintain stability, while taking large enough time steps, the stiff terms are treated in a pointimplicit manner Tóth et al., 2009] .
[16] As for conservation, it is essential to use a conservative discretization to capture shocks correctly. Unfortunately the multi-ion MHD equations cannot be written in conservative form, therefore a conservative discretization is not possible. However, we can solve the multi-ion energy equations conservatively in the hydrodynamic limit, when the magnetic energy density and rp e are small relative to the kinetic and thermal terms. We therefore solve for the energy density e s = r s u s 2 /2 + p s /(g − 1) as
where S es is the energy source term. We only apply the conservative discretization outside and around the bow shock, where this approximation is appropriate.
[17] In the case of Mars, the most important numerical challenge has been to maintain the positivity of pressure and density of all ion fluids. In the regions upstream of the body where the plasma consists essentially only of solar wind protons, the ionospheric ion densities are initialized to very small values (a fraction of the total density ∼ 10 −9 ), while velocity and temperature are set to the same value as the total fluid, in order to avoid zeros and associated problems. The issue of positivity also arises when implementing a conservative scheme. At times we may obtain negative values for the thermal pressure when we compute it by subtracting the kinetic energy from the hydrodynamic energy. In order to solve this problem, we check the pressures at every time step and if it is negative we overwrite it by a very small fraction of the total pressure.
[18] The X axis of our coordinate system points from Mars toward the Sun, the Z axis is normal to Mars' orbital plane and positive toward the north celestial pole, and the Y axis completes the right-hand coordinate system. Our computational domain is defined by
where R M is the radius of Mars (∼ 3396 km). We use a nonuniform, spherical grid structure with a radial resolution varying from 10 km at the lower boundary to 630 km at the outer boundary.
[19] We set our lower boundary to 100 km above the surface. The O 2 + , O + and CO 2 + densities at the inner boundary are taken to be the photochemical equilibrium values, H + density is set to be approximately zero. The electron and ion temperatures are assumed to be equal to the neutral temperature. A reflective boundary condition is used for u that results in near zero velocities at the inner boundary. We ran our model for the four different cases presented in Table 2 . Cases 1 and 2 are idealized simulations to better understand the model. Cases 3 and 4 correspond to realistic cases (solar minimum and maximum, respectively). The upstream solar wind ion and electron temperatures are set to 5 × 10 4 and 3 × 10 5 K, respectively. The IMF (Interplanetary Magnetic Field) is assumed to be a Parker spiral in the X-Y plane with an angle of 56 degrees and a magnitude of 3 nT (except for case 1, where the IMF has only a By component). The solar wind velocity and density are selected to be 400 km/ s and 4 cm −3 , respectively, for all the simulated cases.
Simulation Results and Discussion
[20] We first look at the symmetric test case (case 1) results for both single and multifluid cases. The O 2 + ion densities in the X-Z plane are shown in Figure 1 . These ions are generated by charge exchange from O + and CO 2 + (see Table 1 ). While in the single-fluid case the O 2 + ion distribution is symmetric, in the multifluid MHD case, O 2 + ions can move upstream and across the dominant H + ions of the solar wind. The density distribution is asymmetric due to the effect of the convective electric field E (along the Z axis, pointing northward), accounted for in the multifluid momentum equation, unlike the single-fluid case.
[21] In fact, the main signature of multifluid effects are the asymmetries due to the Lorentz force on each ion. In the individual momentum equation, we include the gyration of the ion with respect to the charge averaged velocity (u s − u + ). It can easily be proved that (u s − u + ) × B term will lead to an asymmetry in the X-Z plane only, as long as the magnetic field is in the X-Y plane. In Figures 2 and 3 we show the calculated magnetic field and velocity values for solar minimum conditions, without crustal fields. We do this in order to show clearly the signature of the multifluid effects. In both Figures 2 and 3 , we plotted the magnetic field in the X-Y and X-Z planes, respectively. The magnetic field in the X-Z plane is clearly asymmetric. This is a very important signature that we could not observe with ideal single-fluid MHD.
[22] In the X-Y plane, the magnetic pileup is symmetric (Figure 3) . However, the shock position on the dawn side is closer than the shock position at the duskside. This confirms previous results of the single-fluid model [Ma et al., 2004] . In fact, quasi-perpendicular shocks are dominating in the duskside, while quasi-parallel shocks dominate in the dawnside. Moreover, based on MGS observations [Vignes et al., 2002] , quasi-parallel shocks are closer to the planet than the quasi-perpendicular shocks.
[23] Similarly, the velocity profiles in Figures 2 and 3 show a sharp asymmetry in the X-Z plane and a symmetry in the X-Y plane. The newly observed asymmetry is again absent in the single-fluid case [Ma et al., 2004] . The asymmetry of the total velocity in the X-Z plane is a result of the asymmetry of the individual velocities, since the total momentum is the sum of the individual momenta.
Density
[24] The multifluid effect can also be seen in the density results. Again, while in the single-fluid case the densities are symmetric, the multifluid densities are strongly asymmetric in the X-Z plane as we can see it in Figure 4 . [25] O 2 + and CO 2 + contour plots are quite similar, whereas O + has a different shape mainly due to the ionization of the neutral oxygen corona, which pushes the density jump outward. The hydrogen draping around Mars is barely visible since we do not distinguish between solar wind and ionospheric hydrogen. In order to observe the hydrogen properties more clearly, we introduced an additional hydrogen fluid and separated ionospheric and solar wind hydrogen. As a result, we observe as expected the formation of a sharper jump in the ionospheric hydrogen density and a cavity in the solar wind as shown in Figure 5 .
Pressure
[26] Figure 6 shows the solar minimum subsolar pressure profile for case 3. P thermal is the total thermal pressure, P B is the magnetic pressure. P dynamic is the dynamic pressure and P total is the total pressure. As predicted, the presence of the crustal field pushes the magnetic pileup outward and increases its intensity. The bow shock separates the dynamic pressure and the thermal pressure dominated regions. The bow shock is located at 1.56 R M , which is close to MGS observations [Vignes et al., 2002] and slightly further out than the single-fluid model results [Ma et al., 2004] . We can see the magnetic pileup boundary as we move from a thermal pressure to a magnetic pressure dominated region at 1.17 R M . These pressure plots (Figures 6, 7, and 10) show an increasing magnetic pressure resulting in an increasing total pressure from about 1.2 R M down to about 1.08 R M . It must be remembered that when considering the competing forces in this region one must also consider the magnetic tension and gravitational forces. When all the relevant force components are taken into account the net force is approximately zero in this region.
[27] We also run simulations for the solar maximum case (case 4) so as to see whether the solar condition plays a role in the bow shock location as well in the shape of the pressure profiles. The main difference between solar minimum and solar maximum is different neutral profiles and ionization rates (not in the values of the solar wind conditions). This results in a more extended ion plume distribution around the body. Figure 7 shows the corresponding pressure profile. As observed in the single-fluid case [Ma et al., Figure 5 . The calculated densities in cm −3 of the (left) solar wind and (right) ionospheric hydrogen. Note that the ionospheric hydrogen density is in a logarithmic scale unlike the solar wind hydrogen density, which is plotted using a linear scale for the sake of clarity. 2004], the solar maximum case has a bow shock and magnetic pileup boundary (MPB) further out from the body than in the solar minimum case. In Figure 7 we observe the bow shock at 1.67 R M and the MPB at 1.26 R M . This is consistent with observations along the subsolar line [Vignes et al., 2000] plotted in Figures 2 and 3 . The averaged terminator MPB and bow shock locations for case 4 are 1.37 and 2.54 R M , respectively, which is also consistent with MGS observations [Vignes et al., 2000] .
Comparison to Data and Role of the Hall Effect
[28] Our new model has been validated by comparing it to the single-fluid model results and to observed values. We compare our solar minimum results (case 3) to the Viking observations by running a solar minimum simulation with the subsolar location taken to be at 99.4 west longitude and 25.3 north latitude in order to closely approximate the Viking conditions. The density and ion temperature results are shown in Figures 8 and 9 , along with the Viking results [Hanson et al., 1977] .
[29] The agreement between the calculated and observed parameters in the region of the Viking measurements is similar to that obtained by the multispecies single-fluid model of Ma et al. [2004] , which is not surprising given the fact that the same chemistry scheme and neutral atmosphere parameters were used in both set of calculations and transport processes are not very strong in the region under consideration. The agreement between the calculated and observed molecular ion densities is quite good. The model results for O + are noticeably lower than the measured values. However, we need to remember that the Viking mass spectrometer did not measure the atomic neutral density. Most of our current estimate of the O density came from fitting the measured O + density by adjusting the neutral O density in 1-D ionospheric models until a good fit was obtained [e.g., Hanson et al., 1977; Chen et al., 1978] . In order to compare our results with the single-fluid model results we used the same neutral density values selected by Ma et al. [2004] and we did not undertake a systematic study of adjusting the O density to get a best fit. However as a test, we did double our O densities in order to establish the kind of adjustments necessary and that gave us a very good fit to the observed O + densities. [30] It is known that the transition between chemical equilibrium conditions to transport takes place around 200 km. In fact, in that region, and above the ionospheric peak, the plasma decreases with a scale height that is equal to approximately twice that of the major ionizable neutrals [cf. Schunk and Nagy, 2009] . The measured Viking CO 2 + and O 2 + scale heights are about 23 and 29 km and it is also the case for our calculated values. The exospheric neutral gas temperature has been measured by Viking [Nier and McElroy, 1977 ] to be about 185 K, giving a neutral scale height of about 10.4 and 28.5 km for CO 2 and O, respectively, which is consistent with the observed (Viking) and calculated (multifluid) data.
[31] The results presented so far were obtained neglecting the Hall effect in the magnetic field equation to highlight the asymmetries caused by the multifluid effect rather than the ones due to the decoupling of ions and electrons via the Hall effect. However, the Hall effect is available as an option in our code [Ma et al., 2007; Tóth et al., 2008] and has been included in some of our runs. As we can see in Figure 9 , the addition of the Hall term does not modify our results significantly. The pressure profile shown in Figure 10 corresponds to the solar maximum case with the Hall effect included; we can only see a slight outward movement of the shock. A summary of the MPB and bow shock positions for different cases is shown in Table 3 .
Escape Fluxes
[32] We also used our model to estimate the total escape fluxes at 6 Mars radii. Our results, given in Table 4 , are somewhat different from the single-fluid model [Ma et al., 2007] . One of the main differences between our two models is the higher O 2 + escape flux compared to the escape rates of the other species. This might be due to the new dynamics observed through our model, in particular the existence of asymmetric plumes. Finally, our calculated total flux values are comparable but somewhat lower than the most recent measurement (3 × 10 24 s −1
), from the ASPERA instrument carried by Mars Express [Lundin et al., 2008] .
Summary
[33] Our new multifluid MHD model of Mars gives very promising new results. It succeeds in describing new physical processes such as the density plumes and the asymmetries due to the decoupling of the ions, which could not previously be observed with the single-fluid model. At the same time, it verifies the observed bow shock locations and shows a reasonable fit to the data.
[34] We observe an asymmetric magnetic pileup in the X-Z plane resulting from the Lorentz force in the Z direction. The Lorentz force also affects the ion density distribution around the body in the same plane. The asymmetric density plume is a distinguishing feature for the heavy species (O + , O 2 + , CO 2 + ) and is a direct result of the decoupling of the ions as separate fluids. Our results are similar to results previously obtained by hybrid models [e.g., Brecht, 1997; Brecht and Ledvina, 2007; Kallio et al., 2010] , in regions where the simulations overlap. This work demonstrates that multifluid MHD models provide a good and credible way to study the interaction of fast moving plasmas with nonmagnetic solar wind bodies.
[35] We ran our model for different configurations (cases 1-4) and we observed that changing to solar maximum conditions pushes the magnetic pileup boundary and the bow shock outward. This variability of both the bow shock and the MPB has been predicted by the multispecies singlefluid model and is now confirmed by our multifluid model. The Hall effect did not affect our results significantly.
[36] Our multifluid model gives reasonable escape fluxes and the density results compare reasonably well with the observations made by MGS and Viking data, thus validating our model. Our future plans are to add the electron fluid to our simulations by solving for the electron pressure and include thermal conduction in our equations.
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