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Introduction
Lebombo-ironwood (Androstachys johnsonii Prain) is an evergreen tree species from Picrodendraceae family, and can grow up to 20 m in height (Molotja et al. 2011) . In Mozambique, this tree species rarely exceeds 35 cm in diameter at breast height (DBH) (Magalhães & Seifert 2015a,b) . Lebombo-ironwood forms pure stands named Mecrusse and it has been reported in 1963 to be almost restricted to Mozambique (Cardoso 1963) , where it is mainly found in southmost part of the country, in Inhambane and Gaza provinces (Magalhães 2015a,b) .
In Mozambique this species is classified as first class timber and it is lawful harvested at 30 cm DBH (Decree 12/2002) . It is primarily used for flooring, but it is also suitable for marine uses, turnery, furniture and interiors (Bunster 2006) . Lebombo-ironwood has an important socioeconomic value to local communities, which sell and use its stakes and poles in the construction of homes, shelters, and furniture. It is the main source of income in the Funhalouro and Mabote districts (MAE 2005a, b) . Nonetheless, this species is not managed, mainly due to lack of management tools, e.g. height-diameter (H-D) and volume equations. H-D and stem volume equations have a wide use in forestry. H-D relationships vary with growing environment (e.g. soil and weather conditions) and management (Sharma & Zhang 2004 ). The variation in the H-D relationship makes the stem volume equations to vary in the same conditions as well, and restricts their use to the area from which the basic data were obtained (Loetsch et al. 1973 , de Gier 1992 . This indicates that growing sites or site effects need to be included in such models.
There are two kinds of subject-specific modelling methods (Wang et al. 2008 , Fu et al. 2012 ) that can be applied to incorporate site-specific effects and account for the interregional variability: mixed-effects and dummy variables modelling methods.
Mixed-effects models estimate both fixed parameters (common to every subject) and random parameters (specific to each subject) simultaneously for the same model. The introduction of random-effects parameters into the model enables modelling the variability detected for given phenomena among different subjects, after defining a common fixed functional structure (Calama & Montero 2004 , Castedo-Dorado et al. 2006 , Schimidt et al. 2011 .
Mixed-effects models give an unbiased and efficient estimation of the fixed parameters of the model; improve the predictive ability if it is possible to predict the value of the random parameters for an unsampled location (Calama & Montero 2004 , Mehtätalo et al. 2015 . Thus, mixed-effects models can be calibrated for new, previously not sampled sites quickly and effectively (Saunders & Wagner 2008 , Mehtätalo et al. 2015 .
In regression analysis, dummy variables are independent variables which take the value of either zero or one (Garavaglia & Sharma 2000 , Fu et al. 2012 ) to indicate the absence or the presence of some categorical effect (Fu et al. 2012) . Dummy variables are a numeric standin for qualitative facts and have been commonly used to deal with categorical variables which are involved in quantitative methods (Li et al. 2006 , Tang et al. 2008 . In a regression model, a dummy variable with a value of zero will cause its coefficient to disappear from the equation (Garavaglia & Sharma 2000) . Conversely, the value of one causes the coefficient to function as a supplemental intercept, because of the identity property of multiplication by one (Garavaglia & Sharma 2000) .
Mixed-effects models treat the subjects (e.g. growing sites) as random effects (Wang et al. 2008) . In contrast, dummy variables models treat the subjects as fixed-effects, but different across individual subjects (Wang et al. 2008) thus they are named fixed individual effects (Baltagi 2005 , Wang et al. 2007 .
There is an intense debate of which of two subject-specific modelling methods should be used (Gelman 2005 , Wang et al. 2008 , Fu et al. 2012 , Zeng 2014 . Different studies have shown contradictory conclusions (Wang et al. 2008 , Fu et al. 2012 , Zeng 2014 .
The objectives of this research were to (i) develop site-specific H-D and stem volume equations for Lebombo-ironwood; (ii) compare mixed-effects and dummy variables H-D and stem volume models with regard to following sources of errors in model prediction:
(1) error due to model misspecification, (2) error due to uncertainty in the model parameter estimates, and (3) error due to residual variability around model prediction.
Material and methods

Study area
The research was conducted in Mozambique  (18  o 15´S, 35 o 00´E, Fig. 1A ), in Mecrusse woodlands of Mandlakazi, Chibuto, Mabote, Funhalouro, Mabalane and Chicualacuala districts (Fig. 1B) . The physical and natural conditions for each district of the study area are summarized in Table 1 . The districts were grouped according to similarity in physical and natural conditions, which are expected to influence largely the site quality and thus H-D relationship and the stem volume equations. Therefore, three growing sites were defined as shown in Table 1 .
Data collection
The data consisted of 1144 trees, with DBHs ranging from 5 to 50 cm, destructively harvested in 2007 (276 trees), 2009 (397 trees), 2010 (341 trees), 2012 (93 trees) and 2014 (37 trees). Total height was measured with the tree felled as the length from ground to the tip of the tree. Stem was defined as the length of the trunk from ground to a predefined top diameter. However, as data from different years were collected for different researches, the definition of top diameter varied slightly from year to year. For the 2007, 2009 and 2010 trees, the top diameter was 2.0 cm; and for the 2012 and 2014 trees, the top diameter was 2.5 cm.
The stump height also varied from year to year; however, its volume was calculated and included in the computation of stem volume. The stump volume was included in the stem volume to standardize the definition of the stem (from ground level to the height corresponding to 2.0 or 2.5 cm) and avoid discrepancies in stem volume due to different stump lengths. Moreover, when estimating stem volume from volume equations, the tree height is measured using hypsometers, thus estimated as the vertical distance from ground level to the top of the tree, not excluding the stump.
The majority of the data from 2007 were obtained in the course of forest exploitation, thus the stump heights varied from tree to tree (from 12 to 31 cm). However, to ensure adequate representation of the population, small and unusual large trees were felled and added to the sample; these trees had a predefined stump height of 15 cm, as for trees Prior to felling, the height of the stump was marked around the perimeter of the trunk using a marker. The chainsaw operator felled the trees following the marked perimeter. HowStudy area showing the different districts and growing sites investigated Figure 1 ever, in some trees, especially those with irregular shape of the outline of the cross-section, cutting exactly at marked perimeter was difficult. This must have induced errors in the volume estimate. Nonetheless, this error is expected to be negligible as A. johnsonii trees have approximately a circular cross-section and because whenever it was observed that the chainsaw operator missed the marked perimeter the stump height was re-measured.
The portion of the stem from stump height to the top diameter (major segment) was divided into 10 minor segments equal in length and the diameter of each minor segment was measured at the midpoint. The volume of the major segment was determined using Hohenadl's formula (Magalhães & Seifert 2015a) , and that of the stem was computed by summing the volume of the major segment and that of the stump, computed using either Huber's or Smalian's formula, depending on the number of diameter measurements taken.
The data were randomly split into training (90.6 %) and testing data (9.4 %), for model fitting and validation, respectively.
Data analysis
It is clear from Table 1 that the growing sites are different and that they are reflected in DBH, height, and volume values (Table 2) . Thus, it is expected the H-D relationships and stem volume models to vary from site to site (Sharma & Zhang 2004 , Adame et al. 2008 ). This justifies the use of site-specific models (Mugasha et al. 2016) , as the H-D relationships are largely influenced by site index (Adame et al. 2008 ) and habitat (Huang et al. 2000) . Thus, the regression parameters of H-D and stem volume equations are expected to vary from one growing site to another, as trees from the same growing site tend to be more similar to each other than to trees from different growing sites.
In this study, to account for the interregional variability, the models were fitted using both mixed-effects and dummy variables regressions. In mixed-effects regression, besides the fixed-effects parameters (common to every site), random-effects parameters (specific to each site) were added to the model (i.e. different sites were added as random-effects). In dummy variables regression, the site-effects were added to the model as dummy variables. Site-specific effects as described here were preferred over district-specific effects because districts are administrative divisions and, as such, are not expected to affect the model parameters. That is, administrative divisions may be composed by distinguished growing environments and different administrative divisions may be part of the same growing environment or ecological region. The latter case is what is observed in the study area. Therefore, districts with similar growing environment were grouped together. On the other hand, plot-level random effects were not considered because, as mentioned previously, not all trees were harvested within sampling plots, then the majority of the trees would lack random-effects.
The tested H-D model forms were asymptotic models (Table 3) , as they are more consistent with biological growth curves characteristics (Adame et al. 2008) , therefore biologically reasonable. Biologically reasonable models quite often produce more accurate predictions beyond the range of data used in model fitting (Fekedulengn et al. 1999 ).
Mixed-effects modelling approach
The H-D model forms in Table 3 were fitted in their linearized form to allow the use of linear least squares. Linear least squares were preferred over nonlinear ones because, unlike random-effects parameters, dummy variables cannot be added to nonlinear models (Cunia 1986a , Garavaglia & Sharma 2000 . For example, the Näslund (1937) mixed-effects H-D model form given in Eq.1 was linearized as given in Eq. 2. Similar linearization was applied for other H-D model forms (Table 3) . This type of linearization has been widely used (Siipilehto 2000 , Husch et al. 2003 , van Laar & Akça 2007 , Schmidt et al. 2010 , Kershaw Jr. et al. 2017 ).
(1)
Similarly, the Schumacher & Hall (1933) mixed-effects volume model is as follows:
where: H -tree height; D -diameter at breast height (DBH); V -stem volume; α, β and ϒ -fixed-effects regression parameters; ϴ ij -random parameter i for site j, j = 1, 2, 3, e.g. ϴ α1 = random parameter α for site 1. For Eq. 2, ϴ αj and ϴ βj are the random intercept and random slope for growing site j.
Eq. 3 was linearized by log transformation, addressing, therefore, the heteroskedasticity as, quite often, the error variance is functionally related to the independent variables in regression (Parresol 1999) . Thus, Eq. 3 became as given in Eq. 4. (4) where: a = ln(α + θ αj ), ε´= lnε. Thus, the prePhysical and natural conditions of the study area Table 1 Gro dicted volume ( V ) has to be obtained by back-transforming Eq. 4 into original values. However, as logarithmic transformation induces a systematic bias in the final dependent variable (Chave et al. 2005) , the back-transformed equation must be corrected for that bias using the correction factor ( ) 2 S exp 2 r suggested by Baskerville (1972) . This results in following estimated volume from the Schumacher & Hall (1933) S is the variance of the logarithmic residuals. Analogously, log transformation, back-transformation and bias correction was applied to Stoffels (1953) mixed-effects volume model, resulting in Eq. 6. (6) Mixed-effects models were fitted using the lmer function of lme4 package (Bates et al. 2016 ) of R software (R Core Team 2016). The lmer function was run using the default algorithm BOBYQA from the minqa package (Bates et al. 2015) as optimization algorithm.
Dummy variables modelling approach
As mentioned previously, three levels of site effects were defined and coded as 1, 2, and 3 for Mandlakaze & Chibuto, Mabote & Funhalouro, and Chicualacuala & Mabalane districts, respectively. Site 1 (Mandlakaze & Chibuto districts) was defined as a reference or baseline site. Therefore, only two dummy variables (for Mabote & Funhalouro and Chicualacuala & Mabalane) were defined as follows, since Z 1 is automatically included in the intercept:
where Z j -dummy variable for site j (e.g. Z 2 -dummy variable for site 2).
In this study, only the intercept dummy variables were considered as previously performed by Wang et al. (2007) , Zeng et al. (2011), and Fu et al. (2012) . Slope dummy variables were not considered. It was assumed that the dummy variables did not interact with the quantitative variables of the model (e.g. DBH). Therefore, only the intercept was assumed to change between sites, as it was found to represent the variation between subjects (Zeng et al. 2011 , Fu et al. 2012 .
The linearized Näslund (1937) H-D dummy variables model is given in Eq. 9 and the height is predicted using the back-transformed function in Eq. 10. (9) (10) where δ j -dummy parameter for site j (e.g. δ 2 -dummy parameter for site 2).
Accordingly, the log-transformed Schumacher & Hall (1933) dummy variables volume model is as follow in Eq. 11: (11) where a = lnα; ε´= lnε. Therefore, the individual stem volume based in Eqs.11 is estimated using Eq. 12.
(12) Analogously, back-transformation and bias correction was applied to Stoffels (1953) dummy variables volume model, resulting in Eq. 13.
(13) Dummy variables models were fitted using the lm function of R software (R Core Team, 2016). The lm function was run using QR algorithm.
Note that the linearization of the Näslund (1937) function which resulted in Eqs. 2 and 9 induces bias in the final volume estimate. However, this bias is considered acceptable as the linearized functions are aligned with the existing publications (e.g. Siipilehto 2000 , Husch et al. 2003 , van Laar & Akça 2007 , Schmidt et al. 2010 , Kershaw Jr. et al. 2017 ).
Evaluation and comparison
The models were evaluated based on the following goodness-of-fit statistics: adjusted coefficient of determination (Adj. MR measures the bias of the model, describing the directional magnitude, the size of expected under or overestimates. The ideal MR value is zero. CV r measures the dispersion between the observed and the estimated values of the model; it indicates the error that the model is subject to when is used for predicting the dependent variable. The ideal CV r value is zero. AIC gives a relative estimate of the information lost when a model is used for predicting the dependent variable. FI expresses both the size of the residuals and possible deviations from normality and homoscedasticity; i.e. FI value is increased by larger residuals, and deviation from normality and homoscedasticity.
Models resulting in largest Adj. R 2 , least and not significant MR, smallest AIC, CVr and FI were selected as the best. The selected models were then validated by comparing observed and predicted values from an independent sample using aggregate difference in percentage (AD) (de Gier 1992, Husch et al. 2003) which was tested with the Wilcoxon signed rank test.
For all mixed-effects models, all regression parameters were first considered as mixed. Then, the random parameters were tested for significance using the likelihood ratio test and eliminated if not significant.
Additionally, predicted mean values from mixed-effects and dummy variables models were compared to each other and to the observed mean values using column charts. The testing data were used for that purpose. All statistical analyses were performed at α = 0.05. Mixed-effects and dummy variables H-D and stem volume models were also compared with regard to following sources of errors in model prediction: (1) error due to model misspecification, (2) error due to uncertainty in the model parameter estimates, and (3) error due to residual variability around model prediction.
Error due to model misspecification (also known as error due to model selection or statistical model error) arises from the fact that changing the model will generally change the estimates (Cunia 1986b ). When the model used fits reasonably well the sample data, the statistical model error is generally small (Cunia 1986b , McRoberts & Westfall 2015 . This error is negligible when the predictors explain a large portion of the variation of the dependent variable (Magalhães 2015a) , therefore this source of error can be judged by the coefficient of determination (R 2 ). McRoberts & Westfall (2015) stated that this source of error is typically not a problem when R 2 > 85%. The error due to uncertainty in the model parameter estimates is expressed by the parameter variance-covariance matrix (Magalhães 2015a) . Here, this error is expressed by the standard errors of the regression parameters, as they are the square roots of the respective variances obtained from the variance-covariance matrix.
The error due to residual variability around model prediction expresses the dispersion between the observed and the estimated values by the model; therefore, it is here expressed as the coefficient of variation of the residuals (CVr) as it is a relative measure of residual variance. The error due to residual variability around model prediction is also measured by Furnival's index of fit (FI) as it increases with increasing residuals and heteroskedasticity. (1937) function was the best-fitting H-D model form. Schumacher and Hall (1933) function was the best-fitting volume model. However, as tree height is difficult to measure, especially in natural forests, 1-variable model form using DBH exclusively as a predictor (Stoffels 1953 ) was also considered. Stoffels (1953) model form performed satisfactorily.
Results
Näslund
Overall, mixed-effects models described similarly the data as the dummy variables models. All random-effects parameters of all mixed-effects models were found to be significant (P < 0.0001); so for the dummy variables parameters (Tables 4 and 6) .
Although the fixed-effects parameters of mixed-effects and dummy variables models were significant, it can be seen from Tables 4-6 that the SE of the fixed-effects parameters of mixed-effects were consistently larger than those of the dummy variables parameters. This denotes that the error due to uncertainty in the model parameter estimates was larger for mixed-effects models, as expected.
The error due to model misspecification was relatively larger for dummy variables H-D functions (Adj. R 2 = 69.98%) than for mixed-effects ones (Conditional R 2 = 73.76%), however similar for volume models. Table 4 Note. Abbreviations: e -residuals of the random-effects; S(ϴ αj ) -standard deviation of the intercepts across growing sites; S(ϴ βj ) -standard deviation of the slopes across growing sites; S(e) -standard deviation of the residuals of the random-effects.
residuals (MR) were found not to be statistically significant for any modelling approach. FI and CVr were similar for both modelling approaches, suggesting similarities in terms of error due to residual variability around model prediction.
Comparing the marginal and conditional R 2 , it is observed that the portion of variance explained by random effects (conditional R 2 -marginal R 2 ) was 20% for H-D models, and 0.34% and 2.87% for Schumacher & Hall (1933) and Stoffels (1953) volume models, respectively.
The separated models for each growing site obtained based on the full mixed-effects and full dummy variables models (Table 7) were validated for the respective growing sites (Table 8) . Overall, the aggregate differences were smaller than one percent for all models and growing sites (indicating good predictive ability), except for 1-variable volume model (either as mixed-effects or as dummy variables models) in site 3. Wilcoxon signed rank test revealed that the predicted values did not differ from the observed ones (P > 0.05).
The predicted heights from mixed-effects and dummy variables models are aligned to the observed ones (Figure 2A) . It is also noted that for the same DBH, sites 1 and 2 are associated with large tree heights and site 3 is associated with small tree heights.
For the same DBH ( Figure 2B ), predicted mean tree volumes from mixed-effects and dummy variables Stoffels (1953) volume models were in line with each other for site 1, however, were 11% smaller than the observed Regression parameters and goodness-of-fit statistics for mixed-effects stem volume models Table 5 Eq. 5
Eq. 6
Fixed-effects parameters a (± SE) -10.1077 (± 0.0532) -9.1431 (± 0.2868) β (± SE) 1.9610 (± 0.0202) 2.5086 (± 0.0685) ϒ (± SE) 1.0619 (± 0.0303) - Schumacher & Hall (1933) volume models provided biased predictions (Figure 2, C and D) , underestimating the Regression parameters and goodness-of-fit statistics for dummy variables stem volume models Table 6 Note. Abbreviation: ns -not statistically significant.
Separated mixed-effects and dummy variables models for each growing site Table 7 Note that, for example, for 2-variables volume model for growing site 1 derived from the full mixed-effects model, the regression parameter 0.000037 = exp (α + ϴ α1 + Sr 2 /2) = exp (-10.1077 -0.0964 + 0.0037) and 1.9870 = β + ϴ β1 = 1.9610 + 0.0260, and so on (see Table 5 ). On the other hand, for 2-variables volume model for growing site 1 derived from the dummy variables model, the regression parameter 0.000036 = exp (α + Sr 2 /2) = exp (-10.2265 + 0.0038/2); note that since site 1 was defined as the reference site, δ 1 (dummy parameter for site 1) does not exist (i.e. there is only δ 2 , δ 3 ); however, for site 2 the parameter 0.000040 = exp (α + δ2×Z2 + δ3×Z3 + Sr 2 /2) = exp (-10.2265 + 0.1078×1 + 0.1307×0 + 0.0038/2), and so on for site 3 (see Table 6 and Eq. 12); recall that Z 2 = 1 if the tree belongs to site 2 and Z 2 = 0, otherwise (see Eqs. 7 and 8 mean tree volume for sites 1 and 2 and overestimating it for site 3. However, it should be noted that for the same DBH, trees from site 3 are much shorter than trees from sites 1 and 2 (Table 2, Figure 2A ). Therefore, it is unrealistic to keep DBH and height constant, thus the conclusion above is misleading. By allowing the height to vary between sites (e.g. by using predicted height from the selected H-D function) that ambiguity is solved. By including the site effect on height, it is noted from Figure  2 (C and D) that the predicted mean tree volume from mixed-effects and dummy variables Schumacher & Hall (1933) models are in accordance with observed ones in all sites.
Discussion
The present study provides the first H-D and stem volume models for Lebombo-ironwood and the first models incorporating site-effects for Mozambique. These newly developed models represent a valuable tool for management of Lebombo-ironwood stands in Mozambique. Many authors fitted H-D models using tree heights obtained with the trees standing (Sharma & Parton 2007 , Adame et al. 2008 , Coble & Lee 2011 , Schimidt et al. 2011 , de-Miguel et al. 2013 , Missanjo & Mwale 2014 , Petráš et al. 2014 ) and therefore more prone to measuring errors. In this study, tree heights were obtained on felled trees, thus more accurate. Moreover, the top part of the Lebombo-ironwood trees remained unaffected after felling (did not break) thus, underestimations due to broken top part are unlikely.
The Näslund function (Näslund 1937 ) was the best H-D model. This function was tested successfully by many authors either as fixed-, mixed-effects or dummy variables model (Kangas & Maltamo 2002 , Kinnunen et al. 2007 , Schimidt et al. 2011 , Missanjo & Mwale 2014 , Mehtätalo et al. 2015 .
Overall, negligible differences were observed between mixed-effects and dummy variables models; which was expected, since in case of large sample size the mixed-effects and dummy variables modelling approaches are not significantly different from each other (Fu et al. 2012 , Zeng 2014 . In this study the training sample size is considered large (n = 1037), as defined by Freese (1962 Freese ( , 1984 , Stauffer (1983) , Stellingwerf (1994) and Husch et al. (2003) (n > 30). Zeng (2014) stated that mixed-effects models are recommended over dummy variable models when the sample size is small (n < 30).
The lack of significant differences in performance, predictive ability and accuracy between mixed-effects and dummy variables models suggests that those two modelling approaches can be used indiscriminately. However, in general, mixed-effects models have the following advantages over dummy variables models that must be kept in mind:
(1) under the assumption that the sampled Validation of the selected models Table 8 Note. Abbreviation: AD -aggregate difference; p -p-value for Wilcoxon signed rank test.
sites are representative of all sites where Lebombo-ironwood occurs, mixed-effects models can be calibrated for new, previously not sampled sites quickly and effectively (Saunders & Wagner 2008 , Mehtätalo et al. 2015 . This assumption is met, as this species occurs in a narrow climatic, altitudinal (Table 1) and soil conditions (Magalhães & Seifert 2015a ,b, Magalhães 2015a .
(2) mixed-effects models reduce interdependence among measurements from the same growing site by defining a covariance matrix among random parameters within and among sites (Calama & Montero 2004) .
On the other hand, dummy variables models have the advantage of directly including variables defining the between-site variability, and in practice are more easily applicable.
The fact that the portion of variance explained by random effects (conditional R 2 -marginal R 2 ) in mixed-effects 2-variable volume model was only 0.34% suggested that the Effect of growing sites (either as random-effects or dummy parameters) on: (A) tree height estimates, (B) predicted mean tree volume from 1-variable stem volume model, (C) predicted mean tree volume from 2-variables volume model, and (D) on predicted mean tree volume from 2-variables volume model. Error bars indicate 95% confidence interval (CI) computed as CI = ± t × SE; where t is the critical value of t distribution at 95% of probability and n -1 degrees of freedom; n is the sample size; and SE is the standard error. fixed-effects 2-variable model could be used as a standard volume model (as opposed to local volume). However, the tests of significance of random-effects parameters proved otherwise. The variance explained by random effects in 2-variable volume model was negligible because the height (as second variable) indirectly includes site effects, as the H-D relationship is modified by site quality (Sharma & Zhang 2004) . Schumacher & Hall (1933) volume model (either as mixed-effects or as dummy variables models) fitted the data better than the Stoffels (1953) volume model (1-variable one); thus, in that sense, it is the best for predicting Lebombo-ironwood stem volume. However, the 1-variable volume model also performed satisfactorily and has the advantage of being cheap, easy to use and less susceptible to measuring errors, as it uses only DBH as a predictor. When validating the models, mixed-effects and dummy variables 1-variable models showed a relative weakness in site 3, as they had relatively larger AD values (1.50 and 1.13%, respectively). De Gier (1994) argued that AD should not exceed 1%; 2-variables volume models (as mixed-effects and dummy variables models) however, had AD < 1% for all sites.
Conclusions
The newly developed H-D and stem volume models are a valuable tool for management of Lebombo-ironwood stands in Mozambique. Mixed-effects and dummy variables models did not differ in terms of predictive ability and accuracy, thus as long as the advantages and disadvantages of each modelling approach are kept in mind they can be used for estimating tree height and stem volume.
