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Abstract
The search for energy efficient materials is more important now than it
has ever been before. As such, computational models that investigate charge
transport properties of materials have grown into an incredibly vast field of
research. These models require knowledge of the structures that materials
form, along with their electronic structure characteristics.
The primary focus of this work was to develop a model, based on an
existing model used for investigating protein structures, that would allow
for a large number of molecular morphologies to be generated. This model
allows for a full atomistic morphology to be generated (which is important
for charge transport simulations) at a fraction of the computational cost of
conventional techniques by treating molecules as a series of rigid sections.
The model has been validated using two well documented test case mor-
phologies, the first, Buckminsterfulerene due to its spherical nature, and the
second, hexane due to its flexibility. After validation the model has been
used to generate morphologies for a subset of dithiophene derivatives that
our industry sponsor was interested in. Charge transport simulations were
then performed on these morphologies and these are the key result of this
research. We have shown clear trends in how varying the composition of the
sidechains of these dithiophene based molecules directly affects the mobili-
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Chapter 1
Introduction
The search for novel materials that are efficient at energy generation has
grown in significance greatly in recent years. The desire to harness solar en-
ergy, or make electronic components found in most modern devices, has led to
a vast field of research, both theoretical and experimental. Examples of the
experimental work include developing organic thin film transistors (OTFTs)
and organic light emitting diodes (OLEDs). OTFTs and OLEDs are of par-
ticular interest as they are low cost and are more adaptable, for example, they
can be produced on flexible substrates, making them ideal for implementa-
tion in new technologies[1]. This research focuses on the theoretical arm of
the field. The need for theoretical predictions in this area is important as
the number of possible molecules that can be used for various applications is
large, and thus, manufacturing all of them to test is not feasible. The benefits
of theoretical predictions are abundant; the cost of simulating a material is
generally much lower than of manufacturing it into a device. The time taken
to simulate charge transport properties of materials will normally be shorter
than that of the manufacturing and testing process. It is possible to inves-
tigate many materials simultaneously through theoretical predictions, this
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is only limited by available computing power. Theoretical predictions, do
however, have their drawbacks; simulation methods require approximations,
sometimes due to the limitations on memory available to the computer, and
in other times to increase the efficiency of the simulation. This can lead to
some errors in the final properties of a material, however, the simulations
give a good indication as to what materials it is worth manufacturing even
with these approximations.
The primary aim of this research was to calculate the charge transport
properties for organic materials based on their molecular structure. Charges
in disordered organic films are localised at room temperature due to the
electronic configuation of organic molecules and the charge transport mech-
anism is the hopping between the localised areas of charge. This research
could therefore be broken down into three tasks. The first was how to gener-
ate morphologies for the materials that were being investigated. This is the
main focus of the research and the most difficult of the three tasks. The mor-
phology generation is very important as charge transport is very sensitive to
molecular packing. The relative distance and orientation between molecules
can have drastic effects on the efficacy of charge hopping rates and thus find-
ing the correct packing for a system is crucial to finding the correct charge
transport properties. The second problem was how to calculate the charge
hopping rates between sites. As stated before, the orientation and distance
between neighbouring sites has a large effect on the charge coupling between
them. Therefore calculating these rates in a sensible manner is also very
important. The final problem was to calculate the overall charge transport
properties, specifically the charge mobilities, of the materials being investi-
gated. This was achieved using a Kinetic Monte Carlo simulation, a staple
of our research group and an incredibly versatile simulation technique.
2
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Overall the key achievement of this research is the bringing together of
some well known techniques, such as quantum chemistry methods for calcu-
lating charge coupling and kinetic Monte Carlo for a time-based simulation of
charge transport, along with some more novel and lesser known techniques,
primarily the Framework Rigidity Optimised Dynamic Algorithm (FRODA)
for the morphology generation, and some novel ideas on improvements to
these methods in order to create a method of calculating the charge trans-
port of a material from its atomic structure alone. This has led to theo-
retical modelling of a class of dithiophene molecules which had not been
investigated before and has resulted in predictions of the effect varying the
sidechain groups on these molecules can have on their transport properties.
As stated initially, this is a vast field of research, and as such, there
are many other techniques currently being employed to try and tackle the
problems above. Examples include various forms of Molecular Dynamics for
morphology modelling, many variations of density functional theory calcula-
tions for the charge hopping rate calculations, and drift diffusion models are
used on larger scales to give device characteristics for charge properties. A







Research into charge transport in organic materials can be traced back as
far as the late 1960s [2][3]. These examples focused on analytical approaches
to evaluating mobilities in known simple structures through computational
means, however, as the field has progressed more sophisticated techniques
have been developed to deal with more complex systems. The reasons this
area has continued to grow throughout the years, are twofold. The first is that
the growing need for energy efficient materials to be developed at low cost to
manufacturers means that computational models are essential. The second
is that as computational processing power has increased, the development of
more complex models that can deal with larger systems has become possible.
To give and indication of the extent of research that is present in the area
of charge transport of organic materials, a simple literature search reveals a
drastic increase in the number of papers over the past ten years.
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As stated before, this work falls into three areas and as such this litera-
ture review will discuss the various techniques currently used in these three
areas along with work that has already contributed to the techniques we are
employing.
2.1 Morphology Generation
There are currently many techniques employed to investigate morphologies of
molecular systems. The most common branch of these start with the founda-
tions of molecular dynamics. Molecular dynamics simulations of this nature
can be dated back as far as the late 1950’s when Alder and Wainwright [4]
first employed the methods as a direct competitor for statistical mechanics.
A key example of the statistical mechanics simulations to which molecular
dynamics was orignally competing with is that of Edwards [5]. Edwards in-
vestigated the configurations of polymers by treating them as freely hinged
links under the influence of a self-consistent field. He highlighted the limita-
tions of this method, the key one being that computing first approximations
of the self-consistent field is straightforward, however, higher approxima-
tions require so much computing power that it is virtually impossible. The
molecular dynamics simulations are computationally expensive as they rely
on forces to be calculated for all interactions between atoms in a system
[6], but not to the same extent as the statistical mechanics simulations. As
such, in recent years, a lot of work has gone into researching coarse graining
techniques, where clusters of atoms, or in some cases entire molecules, are
grouped together and treated as one entity. This reduces the total number
of interactions in the system, but the results are highly dependent on how
the groups of atoms are clustered. The first of these coarse grained models
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was a simplification of a polymer chain shown by Baschnagel et.al. [7]. As
the field has progressed, more sophisticated methods of coarse graining have
been developed, and at the forefront of these are those researched by Zannoni
et.al [8][9][10].
Molecular dynamics is a useful tool as, with the correct choice of poten-
tial, it can be used to accurately simulate atomic motion. This does not
mean, however, it is without its drawbacks. As stated previously, it is a very
computationally intensive technique and as such it is not always practical,
even with the recent developments in coarse graining, to use on device scale
size systems.
Monte Carlo simulations are another method of morphology generation
techniques that once again started from simple models. As with all Monte
Carlo methods the premise is to design a model in which at some point a ran-
dom element can be introduced. Normally this random element is based on
the assumption that a process that reduces the energy of a system should al-
ways be accepted, but otherwise there is a random chance of acceptance. The
earliest of these methods for morphology generation can be seen in Verdier
[11] which attempts to simulate a simple polymer chain of varying sizes.
These methods have expanded to more complex systems, such as those of
the polymers seen in Guttman and DiMarzio [12]. In more recent years
sophistcated methods such as those seen in Diani and Gilormini [13] have
been able to show glass transition effects within polymer systems.
As with molecular dynamics, Monte Carlo simulations have also proven
to be useful in many areas of physics. Monte Carlo simulations tend to be
less computationally intensive than their molecular dynanics counterparts
and thus can deal with larger systems, however, due to the random nature of
the simulations the selection of parameters can have a drastic effect on the
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results produced. Monte Carlo simulations of morphology generation work
on the premise that physically realistic structures can be found through non-
physical moves[14].
Deciding between whether to use a molecular dynamics simulation or
a Monte Carlo simulation is dependent on what type of system is being
investigated and what timescales the evolution of these systems need to be
explored over. Molecular dynamics is a more physical approach to finding
morphologies, however, it can only run over very short timescales of the order
of nanoseconds. Monte Carlo on the other hand can explore moves that would
not be practical to explore with molecular dynamics, but requires a lot of
care and thought to go into developing the moves used.
Both Monte Carlo and molecular dynamics simulations have been used
in conjunction with each other as complementary techniques. This has pri-
marily been achieved in two ways, the first, running independent simulations
using both methods and comparing the results from each [15][16][17]. The
other, using Monte Carlo simulations to generate sensible starting points for
molecular dynamics simulations, or introducing Monte Carlo steps into the
molecular dynamics simulations, thus reducing the length of the computa-
tionally intensive molecular dynamics part of the simulation [18][19][20].
The model that this work focuses on is an adapted version of Wells et
al. Framework Rigidity Optimised Dynamic Algorithm (FRODA)[21] (in
which a full outline of the methods is present in chapter 3), an alternative
to molecular dynamics and Monte Carlo simulations which is less expensive
computationally than molecular dynamics, however, uses a more physical
moveset than Monte Carlo simulations. The work on this model currently has
been focused around investigating protein flexibility using methods developed
from Wells’ previous work [22] along with previous work on protein analysis
7
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such as the anisotropic network model [23][24][25]. One of the key aspects of
this methodology is the rigidity analysis applied to chemical structures [26].
The methodology has been developed over recent years to investigate how the
normal modes of motion that are defined by low frequency phonon modes,
allow the large conformational space available to proteins to be explored [27].
This has led to explanations of biological phenomena, such as crosslinking
of specific regions in proteins, being attibuted to the rigidity of the protein
[28] and also how rigidity/flexibility is key to certain biological processes
that proteins exhibit [29]. The work to this point is outlined well in Wells’
chapter in ”Protein Dynamics”[30] covering the new methodology that had
been developed to investigate various protein structures, which in itself shows
the method is a powerful tool. Most recently the method has been expanded
to deal with not only proteins but also metal-organo frameworks [31] which
gives a good foundation for these methods to be used to explore organic
semiconductors. The methodology has also been shown to compare well
with molecular dynamics simulations [32][33].
2.2 Charge Hopping Rates
There are two methods of calculating charge hopping rates, Miller-Abrahams
rates and Marcus rates, that are the most common. The first of these meth-
ods is a more approximate method, but is commonly used, and was originally
introduced by Miller and Abrahams in 1960 [34]. Miller-Abrahams tends to
find more prevalent use in systems in which orientation is less of an issue
such as lattice based morphologies [35]. The other common method is the
use of Marcus rates, which relies on the calculation of transfer integrals be-
tween charge hopping sites [36]. As such this method requires more complex
8
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parameters to be calculated in advance, however it does allow for orientation











where ket is the hopping rate for electron transfer, V is the transfer in-
tegral, λ, the reorganisation energy, ∆G0, the Gibbs free energy of reaction,
~ is the reduced Planck constant, kB is the Boltzmann constant and T the
absolute temperature, directly require the calculation of the transfer integral
as this determines the maximum hopping rate.
Charge transfer is a vast area of research that has branched off from that
of investigating electron orbitals and it is important to note here the various
methods that are used to calculate these integrals. The foundations of these
methods primarily come from Hohenberg, Kohn and Sham’s development
of density functional theory [37][38] and the addition of excited states of
electron orbitals to these methods developed by Theophilou [39], Valone and
Capitani [40], Katriel [41] and Go¨rling [42].
The first validated calculations for transfer integrals by means of DFT
methods arose in 2005 as seen in Sakiyama et al. [43] and there is a large
amount of published work since then which has investigated the effects molec-
ular structure have on electron transfer properties [44] [45] [46].
2.3 Charge Transport Calculations
The key literature focussing on charge transport simulations in organics fall
into three major branches, those of drift diffusion models, solutions to the
master equation and Monte Carlo models. Groves [47] provides an interesting
9
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review which highlights the key work in these areas.
Starting with the drift diffusion models, most of the work in developing
these methods comes from solving the current flowing through inorganic de-
vices, and this has recently been translated into organics [48][49]. The models
have been shown to have good agreement with experimental results [50][51],
however, the method is not without limitations. Analytical expressions for
charge generation and recombination are required and the choice of solution
used can have a significant effect on the results when modelling organic mate-
rials [52][53]. Drift diffusion models also rely on materials being described as
homogeneous which in the case of organics, which exhibit energetic and mor-
phological disorder [54][55] and therefore more detailed atomistic methods
normally give more accurate results.
The Pauli master equation [56] led to a charge transport model that uses
charge hopping rates allowing three dimensional charge transport to be de-
scribed as a continuum throughout a material. This allows for much faster
simulations than the alternative methods [57], however, makes it difficult to
account for Coulomb interactions, which is important for high charge density
(around 10% of sites being occupied) situations [58][59]. Additionally when
extended into three dimenisions the calculations become far less efficient.
This is not to say that as a method it is inappropriate due to the approxi-
mations that are made, and it has been shown to be quite successful when
applied to predicting organic device characteristics [60][61].
The final branch of charge transport simulations is that of the Monte
Carlo simulations, which come in two separate forms, kinetic Monte Carlo,
where random events are based on rates and a system time is introduced,
and quantum chemical Monte Carlo, an extension of the kinetic Monte Carlo
method which requires the quantum chemical properties of a material to be
10
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stated explicitally in order to generate the hopping rates. For our purposes a
Monte Carlo simulation will be used and the justification for this will become
apparent. Monte Carlo is an area of research we are quite familiar with as
various models have been developed within our research group [62][63]. There
are many implementations of kinetic Monte Carlo simulations and specifically
in our group we use the first reaction method, in which the time until an
event occurs is randomly generated based on the the inverse of the rate of
that specific event. After all possible event times have been generated, they
are sorted and the event with the shortest execution time is performed.
As with all Monte Carlo simulations, the key part is a random element
biased in some statistical manner. In the case of charge transport the random
element comes with the rate at which charges hop. One of the major bene-
fits to using Monte Carlo methods over drift diffusion or the master equation
is that it is implemented as a particle to particle model, but also provides
device characteristics, thus bridging the gap between atomistic and contin-
uum models. Additionally, it becomes possible to treat site coordinates as
continuous rather than each site being requied to sit on a lattice point [47].
This does lead to large numbers of calculations being required to determine
hopping rates, which is described above in §2.2. However, when it comes
to organic devices, morphological disorder is commonplace [47]. As such,
Kinetic Monte Carlo simulations are ideal for charge transport in organic de-
vices as the method allows for charges to be traced through the morphology,
allowing information on trap sites and the paths that current flow through
to be investigated.
It is important to state at this point that the work to be undertaken in
this thesis is a bottom-up approach to studying charge transport in organic
materials, and this could lead to a description of energy and spatial distri-
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butions of trap sites found in these types of devices which are normally used
in top-down transport calculations as in Ba¨ssler [64]. Ba¨ssler’s approach is
that of a time of flight model, also seen in other works such as Li [65], and
is an approach in which carriers have their own local time and begin at one
electrode. Whichever carrier hop would advance the global system time by
the smallest amount is executed and then the potentials in the system are
updated to calculate the new times. Once all carriers have reached the op-
posite electrode the simulation ends. This is similar to the kinetic Monte
Carlo methods, however slightly less sophisticated in that it is a determin-
istic method due to the approximations it uses. By directly modelling the
morphologies on an atomic level and using a kinteic Monte Carlo method to
simulate charge flow it should be possible to explicitly find how trap sites are
distributed within the morphologies.
2.4 Summary
In summary, having discussed all of the methods above, it is clear which
methods are appropriate for this research. The morphology generation will
be performed using an adaptation of the FRODA algorithm as it allows us to
retain atomic level detail whilst not being as computationally intensive as the
alternative methods discussed. The charge hopping shall be calculated by
quantum chemical methods as these give us accurate hopping rates for charge
carriers between hopping sites and can be tuned as necessary based on the
atomic structure of the molecules being studied. Finally the charge transport
calculations will be performed using a Kinetic Monte Carlo method as this
allows us to trace the paths charge carriers take through our morphologies,
giving the possibility of eventually being able to identify trap sites. All of
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these methods are outlined in the next chapter and show significant promise





This chapter will focus on the underlying theory behind the methods used
throughout the course of the research. The main areas to cover will be that
of the morphology generation, the calculations performed to find the hop-
ping rates of charge carriers within the morphologies and finally the theory
behind the charge transport calculations that give the overall properties of
the materials in question.
3.1 Morphology Generation
Generating atomic morphologies on the nanoscale is a computationally heavy
task. As discussed in §2.1 various methods are currently employed to get
around this issue. The methodology that was used in this research is based
on that of Stephen Wells [21], an algorithm known as FRODA (Framework
Rigidity Optimised Dynamic Algorithm).
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3.1.1 Framework Rigidity Optimised Dynamic Algo-
rithm
The basic premise of FRODA is that molecules can be broken down into
groups of atoms that form rigid parts of their structure. The definition of
a rigid section of a molecule in this situation is that the atoms in the sec-
tion that vibrate thermally about their equilibrium positions are fixed with
respect to each other. This therefore allows the expensive, high frequency, vi-
brational motion to be ignored for individual atoms whilst the low frequency
harmonic motion, which dominates overall structural rearrangements, to be
explored for the rigid sections[66]. This global motion is believed to be what
defines molecular packing and therefore focussing computational effort on in-
vestigating these modes is key to finding the plausible macrostructures that
organic semiconductors form. The reason the high frequency motion can be
ignored is that it dominated local movement such as bond flexing, which
is on a much shorter timescale than the motion which dominates molecular
packing. As FRODA is primarily a heuristic method for exploring the con-
formational space of molecular systems, quantites such as temperature and
pressure are not present, nor needed for the purposes of the simulation. This
does mean that the systems investigated are not going to be driven towards
an energy minimum. However, it is our belief that the dominant process that
defines molecular packing is jamming, and as a heuristic method FRODA is
well suited to exploring jammed states.
3.1.1.a Input Generation
The first step in this process is to start with a geometrically optimised
molecule. This is achieved using the Gaussian09 density functional theory
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software package. The choice of basis set is highly dependent on what atom
species are present in the molecule[67]. Figure 3.1 shows a molecule drawn
by hand and then optimised using Gaussian09.
Once a geometrically optimised molecule has been generated it must be
split into rigid sections. An example of this is shown in figure 3.2. The rules
for this selection are as follows[21]:
• Covalent bond angles and lengths must remain the same.
• Covalent double bonds cannot be rotated.
• (Optional) A series of atoms along a single bonded chain can be made
rigid up to a given length (i.e. long side chains can be made more rigid
to improve computational efficiency with a minor loss in accuracy).
• (For polymers) ”Tethers” are formed between successive monomers to
reduce the torsional flexibility of the overal chain. These essentially act
as a reverse steric interaction between atoms in neighbouring monomers
and ensure that a polymer chain cannot twist into an unphysical state.
With the optimised molecule now split into rigid sections it is necessary
to create an input morphology. There are many ways this could be achieved
however the route that was taken was to place molecules randomly, with
random orientations, within a specified box size.
The first attempt to generate an input used cuboids that contained all of
the atoms within the molecule. These cuboids were then placed at random
one by one within the box and with each placement a check was made to see if
there were any overlaps. This was achieved using the separating axis theorem
for non-axis-orientated bounding boxes[68]. If an overlap was found then a
new rotation of the box was attempted, and then, if after a given number of
16
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Figure 3.1: An example of the Gaussian09 geometry optimisation of a pen-
tacene molecule. Above is the misaligned hand drawn molecule passed into
the Gaussian software and below is the geometrically optimised structure
produced by performing a bond energy minimisation.
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Figure 3.2: An example of the breakdown of a 1-phenyl-2-butene molecule
into its constituent rigid bodies. The bodies are highlighted in alternate
colours for clarity. Each neighbouring body shares a pair of atoms to ensure
the bond lengths and angles remain the same as referenced by the placement
of the individual bodies.
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tries the box could not be placed a new centre location was chosen and the
process repeated.
This method was found to have multiple problems, the largest of which
being the amount of empty space each box contained due to the non cuboidal
shape of molecules. Also for dense systems it was found that the algorithm
could never place the required number of molecules and would end up locking
up.
It was therefore decided to use a different shape for the molecules and
the most logical move was for that shape to be an ellipsoid. Once again
this posed more problems. The first of these was how to define an ellipsoid
that contained all of the atoms within the molecule. The second was how to
determine whether two ellipsoids, orientated randomly in space, intersect.
A minimising volume method was employed for the generation of the el-
lipsoids around molecules. This method simply shrinks a large ellipsoid down
until it just contains all of the atom centres in the molecule. To ensure all
atoms are contained, including their volume, six ”virtual” atoms are placed
one atomic radius away in each of the axes directions for each atom. From
this the three principal ellipsoid axes for the molecule are found in cartesian
space. These axes are then updated as the simulation moves molecules and
rigid bodies in order to represent the orientation of the ellipsoid. An example
of the ellipsoid generation can be seen in figure 3.3.
For the intersection between ellipsoids Alfano’s method was employed[69].
This method uses an eigenvalue decomposition of the ellipsoid in a general
form to determine whether two ellipsoids are separated, intersect or whether
one ellipsoid completely engulfs another.
First a simple check is employed to see if the distance between the centres
of the ellipsoids is larger than the sum of the two largest axes lengths. If this
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Figure 3.3: An example of the minimum enclosing ellipsoid generated for the
dithiophene derivative molecule with sidechain 1 as shown in chapter 5. The
red circles show the atom locations and points surrounding these that the
minimum enclosing ellipsoid is fitted to.
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is true then the ellipsoids cannot intersect, otherwise the eigenvalue method
is employed.
The ellipsoids first need to be written in the algebraic form,
Ax2 +By2 + Cz2 +Dxy + Eyz + Fxz +Gx+Hy + Jz +K = 0 (3.1)
where x, y, and z are the cartesian axes, and coefficients A through K are
constants that define the shape of the ellipsoid. Equation 3.1 can be written
in matrix form,
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 (3.4)
These ellipsoids need to then be translated such that one of them is
centred on the origin. At this point we can formulate the eigenvalue problem.
If each ellipsoid is defined to be E1 and E2 in matrix form respectively then
both ellipsoids must satisfy the condition,
XE1X
T = 0 (3.5)
XE2X
T = 0 (3.6)
If a X satisfies both of these equations then the ellipsoids must intersect.
By multiplying equation 3.5 by a scalar and subtracting equation 3.6 we can
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form the relation,
X (λE1 − E2)XT = 0 (3.7)
and by selecting λ such that (λE1 − E2) is singular we can form the
eigenvalue problem to solve as shown in equation 3.8.
XE1
(
λI − E−11 E2
)
XT = 0 (3.8)
The eigenvalues found directly relate to the intersection of the two ellip-
soids as shown in Alfano [69]. If two distinct negative eigenvalues are found
then the ellipsoids do not intersect, otherwise an intersection has occurred,
or one has engulfed the other. Due to the nature of our calculations, we are
only interested in intersection or non-intersection and the engulfing case will
not occur within our systems. Therefore this analytical method is ideal for
our purposes.
With the addition of ellipsoids to the input generation technique, higher
density starting systems were obtainable, however, the densities were still
much lower than what is required for practical charge transport calculations
to be performed. This can be seen in figure 3.4 by the voids that are present
around the edge of the morphology, which are also present throughout the
centre of the morphology too. To solve this problem two routes have been
used. A compression algorithm was used within the FRODA simulation
itself, this will be discussed further in §3.1.1.c. The other option was to start
from an ordered structure and allow the systems to evolve into a disordered
structure. The benefit to starting from an ordered structure is that it can
be created at a desired density, however, there are concerns that escaping
this ordered structure can be difficult, this is addressed in chapter §4. An
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example of an ordered input, created by placing molecules at fixed distances
in a body centred cubic like structure, is shown in figure 3.5.
With an input morphology, a geometrically optimised molecule and a list
of rigid sections generated, the necessary inputs have been generated that
are required to run the simulations.
3.1.1.b Moveset Generation
The first step in the simulation procedure is to generate a moveset for our
rigid sections to follow. As with the proteins discussed in §2.1 an elastic mod-
elling network is used. The network is built up of series of nodes connected
together by ”compressed springs” that represent the repulsive interactions
through Hooke’s law as in equation 3.11. These inteactions can be repre-
sented by a quadratic potential well, making a spring a logical choice as the
type of interaction. The maximum cutoff distance for these interactions is de-
termined using ellipsoid intersections for the rigid bodies using the methods
described in §3.1.1.a. As we are only interested in local interactions for these
bodies a cutoff size for the ellipsoids of twice the minimum volume is used.
An example of the construction of a network can be seen in figure 3.6. It is
important to note that the generation of the moveset does not include any
information about temperature and pressure, however, the elastic modelling
network has been previously proven to be a good approximation without this
information.
From this network a Hessian matrix is produced of the form,
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Figure 3.4: Initial random structure generated using C60, with identical
ellipsoid radii of 5.3A˚(as C60 is a spherical molecule), at an ellipsoid packing
fraction of 0.3. The molecule fragments present at the edges of the image are
due to periodic boundary conditions being applied across the cell.
24
Chapter 3. Theory 3.1. Morphology Generation
Figure 3.5: Initial ordered structure generated using an anthra[2,3-b:7,6-
b]dithiophene molecule with 4,4-dimethyl-2-pentyne sidechains (as investi-
gated in chapter 5) with spacings between molecule centres equal to twice
the molecular ellipsoid radii of 10.79A˚, 9.21A˚ and 6.03A˚.
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Figure 3.6: A two dimensional analogy of the type of network used in the
simulations. The black circles represent rigid body centres, the ellipses sur-
rounding them their interaction range and the lines indicating where inter-
actions would be recorded.
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
H0,0 H0,1 · · · H0,N





HN,0 HN,1 · · · HN,N
 (3.9)
where element Hij is a 3x3 super element representing the interaction of
























k(∆x2 + ∆y2 + ∆z2) (3.11)
The super elements in equation 3.10 are only used for the off diagonal
super elements in the Hessian, rather than represent self-interactions in the
diagonal super elements, a negative sum of all other superelements in the row
(or column as these are identical) are used to show the equal and opposite
reaction to the interactions with other bodies and ensure the sum of the
Hessian elements is equal to zero.
By finding the 3N dimensional eigenvectors corresponding to the lowest
frequency non-trivial modes (that is modes which are not just translational
or rotational motion of the entire system) of this Hessian matrix we gain a
set of vectors that define the relative movement of each rigid body in the
system along a given mode,
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
Mode 1 2 3 4 5 6 7
x0 x0 x0 x0 x0 x0 x0
y0 y0 y0 y0 y0 y0 y0
z0 z0 z0 z0 z0 z0 z0
x1 x1 x1 x1 x1 x1 x1
y1 y1 y1 y1 y1 y1 y1








xN xN xN xN xN xN xN
yN yN yN yN yN yN yN
zN zN zN zN zN zN zN

(3.12)
where xi, yi and zi correspond to the Cartesian components of each di-
rectional movement vector.
Many solvers were tested for finding the eigenvalues and eigenvectors of
our Hessian as it can be the most time consuming part of the simulation.
Initially an interface with Matlab was attempted as it is a very powerful tool
when it comes to matrix mathematics. Unfortunately, much as the solver
itself was fast compared to other methods, the interface required writing out
the Hessian to a text file for the Matlab subroutine to read in, and then once
the eigenvalues and eigenvectors had been found, these had to be written
out to a file for the main code to read back in. When the Hessian has large
dimensions this input/output proved to be inefficient both for disk space,
and the amount of time taken to read and write.
The next solver that was used was from the Math.Net C# library [70].
This solver proved to work well on small systems, however, when scaling up,
was very slow to find the eigenmodes of our systems. Part of the reason
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for this was the lack of ability to perform parallel processing at the time of
release. This has since been resolved however a new problem presented itself
in the maximum size of matrix the Math.Net library could handle.
Once the main simulation code had been converted to C++ the number
of solvers available to us increased drastically. Initially the well known GSL
libraries were used and proved to be quite efficient [71]. However, due to the
nature of the solver it is essential to specify the full matrix and thus when
reaching large system sizes the integer limit for array indices was exceeded
with some of our larger systems. Also GSL calculates all eigenmodes, which
given we are only interested in the smallest non-trivial modes is excessive.
At the recommendation of S. Wells an investigation of the Arnoldi method
[72] was performed. This method uses a shift and invert process to approxi-
mate eigenvalues around a desired point. It then returns only these eigenval-
ues and eigenvectors which is ideal for our needs. Using the ARPack package
along with the ARPack++[73] extension it was possible to solve systems that
were taking on the order of 5 minutes to solve using GSL in under a second.
Populating the Hessian takes longer than solving it using this method. Also
the ARPack package has the ability to store matrices in a sparse format
meaning the issues with exceeding the integer limit on array counters was
also no longer an issue. Comparing the eigenvalues obtained by the differ-
ent methods showed minor discrepancies due to the approximations in the
Arnoldi method, however these were of the order of 10−5.
3.1.1.c FRODA Algorithm
The FRODA algorithm can be broken down into three major steps that
happen every simulation cycle and several optional steps as shown in the
flow chart in figure 3.7.
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Figure 3.7: A flowchart giving the basic outline of the FRODA algorithm.
Each step is discussed in full in this section.
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The first step is to move all atoms in the system using the generated
moveset from 3.12 by adding the individual components from each vector to
the current coordinates for each atom. Atoms are moved according to the
rigid structures they belong to, such that if an atom belongs to three rigid
structures it will take a step in the three directions those rigid bodies wish to
move in. The distance by which the atoms are moved is based on a uniformly
scaled version of the selected mode, where the largest distance an atom can
move can be defined as an input, typically this is taken to be 0.5A˚.
Once all atoms have been moved off their rigid structures, these rigid
structures have to be fitted back to the current positions of the atoms by
minimising the mismatch between these positions and their ideal positions.
This is done in turn for each rigid structure and the maximum mismatch is
kept track of for later use.
The fitting sequence works by calculating the rotational gradient of the
mismatch of all the atoms within a rigid structure and then rotating the rigid





























































































































In the above equations Ri is the i
th component of the ”Rotor”, a three
dimensional vector which defines an axis about which to rotate and whose
length gives the rotational angle in radians. Vi is the i
th component of the
current position of a given atom in the rigid structure. Ti is the i
th component
of the target position for said atom, in other words, where that atom has been





The above equations can be permuted to generate the other components
in the following way:
• ∂2
∂R2x




can be changed by permeating equations 3.14, 3.15 and 3.16 such
that for ∂Ry the ∂x term has the form of 3.16, ∂y has the form of
3.14 and ∂z has that of 3.15. Then within these equations all x, y and
z terms must also be permeated such that all x’s become z’s and so
forth.
• x can be changed by permeating all the x, y and z terms such that all
x’s become z’s as with the previous point.
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Figure 3.8: a) The atoms are displaced from the rigid structure. b) The rigid
structure is rotated such to best fit the atoms with the smallest mismatch (in
this image this is purely illustrative and may not be the minimum mismatch
for the structure). c) The mismatch vectors are stored. d) Finally the mis-
matches are used to return the structure back to its ideally optimised form.
e) shows the rotated version of the original body on which the algorithm can
begin again.
.If the gradient is determined to be small enough then it can be assumed
that the maximum mismatch is already less than the required tolerance and
the fitting can be considered complete. If it is not then, after taking a step
along the gradient, the gradient is recalculated. Once again, if this is small
enough the fit is declared complete, if it is not then this gradient is compared
to the previous one and if the difference is below a certain tolerance then it is
safe to assume the body fitting is complete as the body is no longer moving
between fitting attempts. An example diagram showing the process can be
seen in figure 3.8
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Once the fit is determined to be complete the mismatches between the
ideal positions and their current positions are stored to be used later.
Next, steric collision detection is performed. All atoms are defined as
being hard spheres that can have no steric overlap, as such the collision
detection simply takes any atoms that are currently overlapping and works
out a vector for each that points away from the collision overlap and is just
large enough to bring them to the point of touching. These vectors are then
stored for each atom also to be used later to relax the atoms.
Various values for the steric radii have been tested, however, those found
in [74] were found to be the most practical for this type of simulation. It
is also important to note at this point that atoms found within the same
rigid structure cannot collide with each other. The reason for this is that
due to the bonded environment being maintained by the rigid structure itself
it is unnecessary to permit collisions between atoms within a structure, and
in fact, if these were to be allowed many false collisions would be detected
causing the optimised structure to be broken.
For complex molecules such as those studied in chapter 5 it was necessary
to scale down the steric radii before performing simulations. The reason for
this scaling down is due to the fact that dependent on the local environment
an atom is in, its radius may deviate from its radius when in isolation. Due
to this a large numbers of internal collisions were detected initially in some
molecules, despite having been optimised with DFT. It was decided that the
scaling would be uniform for all atoms within a molecule to ensure the overall
shape of the molecule is not affected, and the scaling factor is determined by
calculating the largest internal overlap between atoms in the molecule and
shrinking these atoms down until they are only just in contact.
The collision detection efficiency was tested through various means. Ini-
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tially a brute force all-atom collision check was used and was, of course,
inefficient, however it did allow for the collision detection function to be
tested. The first attempt to improve the efficiency was a regularly updated
neighbour list, in which for a given number of fitting steps each atom main-
tained a list of all other possible atoms it could collide with in that time
frame and only checked for collisions with those atoms. This improved the
efficiency a lot, however, with larger system sizes the function to update the
neighbour list became too inefficient to be practical. Finally a cell list was
implemented and found to give the best improvement in efficiency, of around
an order of magnitude faster.
With the rigid structure fitting and steric collision vectors generated for
all atoms in the morphology the atoms can be relaxed. This is achieved by
applying a move that is the sum of all of the stored vectors for each atom.
Once this move has been made a check is performed to see whether the max-
imum mismatch and maximum collision vector is below a given tolerance.
Typically these are a tenth of the defined movement step, and 0.1A˚ respec-
tively. If these conditions are met the current fitting cycle is determined
to be complete and the next cycle can begin, otherwise, the algorithm re-
turns to the rigid structure fitting step and repeats this process until the exit
condition is true.
As stated at the beginning of this section there are some optional parts
to the algorithm that can be defined. The first is the option to reevaluate
the moveset being used after a given number of steps. This is a useful option
to have as it allows the moveset to adapt alongside the morphology. This in
itself is quite a computationally expensive calculation however, so frequently
updating the moveset can lead to much longer simulation times.
The second of the optional steps in the algorithm is to compress the
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system. As stated in §3.1.1.a it is difficult to generate initial morphologies
that are dense enough to perform charge transport calculations on. Therefore
various compression techniques have been tested in order to take a randomly
generated input and turn it into a useful starting point for our simulation
needs.
The first method was a simple scaling of all coordinates in the system
by a given percentage of the current system size. All atom coordinates were
shrunk towards the origin, as was the cell size which periodic boundaries are
applied over. The main problem with this is the amount of fitting cycles
required to return the rigid structures to their optimised positions was large
enough that it caused the total required simulation time to become too long
(of the order of years). This clearly was not a suitable approach so some
adaptations were made. Rather than applying a scaling to individual atoms
in the system, scaling was applied to the centres of the rigid structures, such
that all atoms in a rigid structure moved the same distance in the same
direction. This reduced the number of fitting attempts required to fit the
structures back to their atoms, however one problem still remained.
When the systems reached a higher density, performing a uniform scaling
led to large amounts of tangling between atoms, and in some cases, structures
like benzene rings interlocking. The first attempt to solve this was to a)
reduce the size of the compression step and b) add an element of randomness
to the scaling by not always moving everything directly towards the centre of
the box, but choosing a vector that pointed towards that quadrant of space.
This slightly alleviated the problem, however the randomness of the motion
meant that on some occasions it made the problem worse. Thus this idea was
scrapped and a different method used in its place. The new method was to
allow the system to get to a point where tangling began to occur and then if a
36
Chapter 3. Theory 3.1. Morphology Generation
large number of fitting attempts was required for one given cycle, temporarily
switch the compression off. This gives the system a chance to relax into a
state in which compression is then possible again. The temporary number
of cycles compression is switched off for is defined to be a given number of
cycles in which the number of fitting attempts is a small number, by default
this was chosen to be less than ten cycles. This method proved to allow the
systems to reach much higher densities successfully, and much faster than
any previous attempts.
The final optional step is to take a snapshot of the current system state
which writes out the atomic, rigid body centre and molecular coordinates
along with a state file to allow the system to be reloaded at a later time.
This is useful as for the compression part of a simulation it allows for sanity
checks to be performed and ensure that the simulation is progressing cor-
rectly. It is also useful for fixed size simulations as the key to this technique
of morphology generation is that it allows an exploration of conformational
space. Thus taking many snapshots throughout the simulation gives a range
of plausible morphologies upon which further analysis can be performed.
All of the points above highlight some of the hardest issues that were
faced in adapting the FRODA algorithm to cope with multiple molecules
rather than a single protein, with the key problems being generating sensible
input morphologies without creating artefacts in the final results produced.
The input generation alone required at least 6 months of work in order to
prouduce morphologies which could be investigated. On top of this work into
compression methods took a further 6 months. The addition of ellipsoids for
both input generation and elastic modelling interactions was by far the largest
challenge and throughout the last 18 months of the PhD was worked on and
adapted in order to find an efficient and accurate method of determining the
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intersection of the ellipsoids.
3.2 Charge Hopping Rates
Determining the rate at which charges can hop between molecules is essential
for performing charge transport simulations. As discussed in §2.2 there are
various methods of achieving this. For our purposes we have used Marcus
rates as shown in [75] given by equation 2.1. With the exception of the
transfer integral, these properties can be defined and approximated for the
purposes of simulating organic semiconductors, with typical values of λ and
∆G0 being of the order of 0.5eV. 0.5eV is used as it is typical of organic
devices to work around these energy scales on the length scales in question,
however, in future work these values will be calculated explicitly.
The transfer integral is determined by the overlap of the interacting elec-
tron orbitals and is also known as the effective coupling of two charge hop-
ping sites. It is important to note that the transfer integrals for holes and
electrons will be different, as they are dependent on the lowest unoccupied
molecular orbital and highest occupied molecular orbital respectively, and
therefore need to be calculated independently. The rest of this section will
discuss the two possible routes employed in order to calculate these transfer
integrals.
3.2.1 Quantum Chemistry Calculations
The first approach to calculating transfer integrals involves directly calculat-
ing electron orbitals and determining their overlap through density functional
theory. As shown in figure 3.9 electron orbitals have complex shapes even
for simple molecules. Thankfully there are software packages available that
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Figure 3.9: Example of the electron orbital shape of a pentacene molecule.
can calculate the properties of these orbitals and how they interact.
The QChem[76] software package was employed to calculate the effective
coupling between molecules as it is capable of taking in two molecule frag-
ments. The basic premise used to calculate the effective coupling involves
calculating the orbitals for each individual fragment and then calculating
the effects each of these fragment orbitals has on the other. Once this is
achieved the coupling is determined by projecting one orbital onto the other
and calculating the overlap.
In general these calculations are quite expensive to perform and, as such,
approximations are necessary in order to make the use of these calculations
practical. In this research, transfer integrals were calculated between pairs
of molecules at set distances from the closest two molecules could be to each
other and the cutoff distance determined as when the transfer integral has
become negligible, and an exponential decay was fitted to the data such that
we could interpolate values for the transfer integrals at any given distance.
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3.2.2 VOTCA
An alternative method to the individual quantum chemistry calcualtions per-
formed in the QChem package is VOTCA, a toolkit which allows for coupling
to be calculated between all charge hopping sites in a morphology based on
not only the distance but also the orientation of the sites [77]. This is bene-
ficial due to the non-uniformity of electron orbital shapes. Firstly it takes an
atomic morphology and separates it into conjugated segments as individual
hopping sites. It then calculates the transfer integrals for all the interact-
ing sites by means of the Zerners independent neglect of differential overlap
(ZINDO) method[78], which as a semi-empirical method is faster than the
full density functional theory calculations. It then goes on to calculate the
reorganisation energies and site energy differences, thus generating all of the
necessary components required to calculate Marcus rates.
3.3 Charge Transport Calculations
The final tool at our disposal for calculating the charge transport properties
of materials is a kinetic Monte Carlo (KMC) method [79]. The premise of
the model is to calculate the times for all possible events in the system to
occur based on the calculated Marcus rates and a random element. The field
is also used in order to bias the event times such that moving with the field
is faster than moving against it. Once this event list has been created the
events are executed based on the first reaction method, that is whichever
event takes the shortest time to occur happens. The event times are then
updated based on the time the previous event has taken and the effects that
event has had on the system.
The initial setup of the KMC model requires a morphology, in the form of
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a list of site coordinates (in nm) and types (cathode, anode or normal site).
It also requires a neighbour list for each site in the system, containing a list
of the site IDs along with the distances between them (also in nm). Finally it
needs a specification of the energetics of the morphology consisting, for each
site, of the highest occupied molecular orbital energy, the lowest unoccupied
molecular orbital, the absorption coefficient (which is unnecessary for charge
mobility calculations and is only important if illumination is used) and the
transfer integrals for all neighbouring sites in eV.
The simulations are initially randomly seeded with electrons on a set num-
ber of sites, typically less than 10% of all sites in the system. The initial step
of the simulation is to equilibrate for a certain amount of simulation time and
then afterwards, to record data for the remaining duration of the simulation.
The model supports multiple particle types, along with the choice of charge
injection or illumination for photogeneration of current. The simulation also
begins by seeding a set number of particles in the system. The simulations
are periodic in two dimensions and the electrode contacts are at either end
of the third. A bias can be applied between the electrodes and parameters
such as the temperature can be defined. The mobilities calculated are found
from an average of the mobility, in the direction of the field, of each charge
in the system.
3.4 Summary
This chapter has focussed on the main body of work of the PhD, that is
the development and adaptation of methods that allow for a robust method
of calculating charge transport characteristics purely from atomic structure.
The main contributions that have been made to the field would be the conver-
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sion of single body FRODA to a multiple molecule input and the adaptation
of the elastic modelling networks to use and elliposid based interaction vol-
ume. The software development side of all of this has been successful, albeit
a very time consuming task. The combination of the morphology, charge
hopping and charge transport methods is also something that has not gener-
ally been approached before and significant progress has been made towards
creating a streamlined method of calculating the charge transport properties
of molecules from their atomic structure. The simulation methods have also
been designed to work on single core machines with runtimes typically less





This chapter investigates the validity of the methods used to generate mor-
phologies discussed in chapter 3. Two molecules were chosen to be investi-
gated, C60 as it is well represented by a sphere, and hexane due to it being a
flexible chain. Input morphologies for these molecules were created using the
random input generator, outlined in §3.1.1.a, at 4 different ellipsoid pack-
ing fractions ranging from 0.15 to 0.3. For each of the molecules, 5 input
morphologies were generated for each of the 4 densities.
The C++ version of the FRODA code was used with a moveset generated
at the initial step and used for the remainder of the simulations. The moveset
used was the sum of the first 7 non-trivial eigenmodes calculated from the
Hessian. The interaction volume for these calculations was taken to be twice
that of the molecular minimum enclosing volume ellipsoid. C60 was treated
as a single rigid body with a spherical interaction range, and hexane assumed
to be comprised of 6 rigid bodies, each with its own interacting ellipsoid used
in the Hessian moveset generation.
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For these simulations the simulation dimensions were kept fixed (ranging
from 100 A˚to 150 A˚) for the duration of the simulation so as to maintain the
density and frames were recorded every 100 movement steps.
Figures 4.1 and 4.2 show the mean squared displacement measured for the
geometric molecule centres throughout the course of the simulations. The
mean squared displacement is calculated by summing the square of the dis-
tance each molecule has moved per cycle and then averaging by the number
of molecules, and it is directly proportional to the diffusion coefficient. It can
be seen that for each density that the diffusion coefficient is approximately
constant and that this diffusion coefficient decreases as density increases.
This makes sense as with lower densities there is more freedom for molecules
to move around. It can also be seen from figure 4.3 that the diffusion co-
efficient of hexane molecules is lower than that of the C60 molecules. This
is due to the fact that despite the hexane molecules being smaller and eas-
ier to push past each other, their flexibility allows them to tangle, possibly
resulting in pairs of molecules getting stuck together. The spread in the
mean squared displacements for systems of the same parameters is due to
the random nature of the starting configurations leading to greater or fewer
collisons.
Lennard-Jones potential energies, as defined in equation 4.1,









where  is the minimum value, σ is the distance at which the potential
is zero and r is the separation between geometric molecule centres, were
summed for all interactions in each system throughout the simulations as
they give a good indication of the energy state the system is currently in. It
is important to note that FRODA does not evaluate energies, nor does it use
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Figure 4.1: The mean squared displacements for geometric centres of
molecules in morphologies of C60 generated from 5 simulation runs with
different initial starting configurations.
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Figure 4.2: The mean squared displacements for geometric centres of
molecules in morphologies of hexane generated from 5 simulation runs with
different initial starting configurations.
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Figure 4.3: The averaged mean squared displacements for both C60 and
hexane at varying densities.
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them in any way to progress the simulation, however they are an interesting
measure to make in post-processing to see what occurs throughout the sim-
ulations. Additionally as the energies are not used to direct the simulation
and are purely for comparitive purposes, the constants  and σ are set to
unity. The results of this can be seen in figures 4.4 and 4.5 for C60 and
hexane respectively. It can be seen that after a brief period of equilibration
the energies tend to a relatively constant value. This is due to the fact that
when the moveset is generated initially it is driving the molecules along a
given set of phonon modes. By moving along these modes the energy should
remain approximately constant as it is essentially equivalent to following a
contour around the energy landscape. This is beneficial in that it allows us
to know that for any given snapshot the energy of the system is constant and
therefore comparing multiple snapshots is a reasonable approach to calculat-
ing properties of these morphologies. Hexane is less stable in energy than
C60, this could be explained by the fact the hexane molecules are able to
deform whereas the C60 molecules are completely rigid. It is also important
to note that the hexane energies are two orders of magnitude greater, this is
likely due to the tangling of molecules.
Radial distribution functions have been calculated to investigate the effect
on structure based on density and also number of simulation steps elapsed.
The radial distribution functions are calculated by counting the number of
molecule centres in radial shells outward from each molecule centre in the
system and comparing to the expected number of molecule centres if they
were uniformly distributed throughout the system. This is performed for all
molecules in the system and then averaged. In the case of the C60 mor-
phologies, it can be seen in figure 4.6 that, except for the initial frame as
it is before equilibriation, the radial distribution remains approximately the
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Figure 4.4: The average Lennard Jones potential energy measured through-
out the morphology simulations for C60 at varying densities.
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Figure 4.5: The average Lennard Jones potential energy measured through-
out the morphology simulations for hexane at varying densities.
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same. This is unsurprising as these simulations are analagous to hard sphere
liquid simulations in which the radial distribution would remain unchanged.
Density also appears to have little effect on the C60 morphologies’ radial
distribution functions, most likely due to the fact all of the densities used
have enough free space such that the simulations should result in the same
behaviour. This behaviour is shown in figure 4.8. An interesting point to
note with the C60 morphologies is the strong peak at short distance but lack
of second neighbour peak. This implies that the morphology is made up
of clusters of nearest neighbours with voids between. Given the density of
these morphologies this is not an unreasonable phenomena to see. The hex-
ane morphologies radial distribution functions show slightly more variation
with time, as seen in figure 4.7, and the initial region of the radial distribu-
tion appears to spread out over time. Once again, however, density seems to
have little effect on these calculations as all distributions essentially overlap,
as shown in figure 4.9. The variation in time makes some sense based on the
previous arguments used for energy and mean squared deviation.
51
Chapter 4. Validation of Morphology Techniques
Figure 4.6: The radial distribution function for 5 frames of the morphol-
ogy simulation of C60 at an ellipsoid packing fraction of 0.15. The initial
frame does not show the nearest neighbour peak due to the initial random
placement of molecules, however from frames 2000 onward this is shown.
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Figure 4.7: The radial distribution function for 5 frames of the morphology
simulation of hexane at an ellipsoid packing fraction of 0.15.
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Figure 4.8: The radial distribution function at frame 4000 of the morphology
simulation of C60 at varying densities.
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Figure 4.9: The radial distribution function at frame 4000 of the morphology
simulation of hexane at varying densities.
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Finally rotational correlation, t(r), in which the angle between the small-
est ellipsoid axes for two molecules is calculated, was measured for both C60
and hexane and a weighted distribution of angle against radial distance is
shown in figures 4.10, 4.11, 4.12 and 4.13. The ellipsoid axes are predeter-
mined on loading the molecules into the simulation and then rotated along
with the molecules throughout the simulation, meaning the angles which are
calculated are based on the updated ellipsoid axes. It comes as no surprise
that the C60 morphologies exhibit no clear correlation in angle as they are
spherical molecules so all orientations are equivalent. Hexane on the other
hand shows correlation on the short range as seen by the peak at 4A˚ on frame
8000 in figure 4.11. This is probably due to the fact that, when collisions
between these molecules occur, they are able to deform and essentially line
up with each other.
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Figure 4.10: The orientational distribution function for 5 frames of the mor-
phology simulation of C60 at an ellipsoid packing fraction of 0.15.
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Figure 4.11: The orientational distribution function for 5 frames of the mor-
phology simulation of hexane at an ellipsoid packing fraction of 0.15.
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Figure 4.12: The orientational distribution function at frame 4000 of the
morphology simulation of C60 at varying densities.
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Figure 4.13: The orientational distribution function at frame 4000 of the
morphology simulation of hexane at varying densities.
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4.1 Conclusions
Overall the data shown throughout this chapter sets the foundation that
the morphology methods used are not unreasonable, despite the approxima-
tions used. The morphologies exhibit the behaviour similar to that which
would be expected based on the molecular structures used despite only be-
ing based on the rigidity of the molecule and steric interactions. The mean
squared displacements are a good measure to support this statement as for
the spherical C60 molecules exhibit more freedom to move than the flexible
hexane chains that can interact with each other. The key results here also
show the first time the FRODA methodology has ever been used to simulate
small molecules and despite the limitations have shown promising results, es-
pecially since these results were generated on a single core in approximately
12 hours, which is around a fifth of the time equivalent molecular dynamics
simulations would take. There are many additions that could be made to
these methods, however, such as the inclusion of dipole interactions or inclu-
sion of the rotational degrees of freedom in the Hessian moveset calculations,







This chapter will focus on analysis of the morphologies generated for a class
of molecules known as anthra[2,3-b:7,6-b’]dithiophene derivatives as they are
of particular interest to our industry sponsor. This class of molecules consists
of a dithiophene backbone with a series of sidechains linked by a triple carbon
bond chain as shown in table 5.1.
The simulations were set up similar to the methods used in the previ-
ous chapter, with the main difference being that the initial morphologies
were created as an ordered body-centred cubic-like structure at a density
of 0.25g/cm3 (which relates to box dimensions of approximately 200 by 200
by 125 A˚). The rigid bodies for these molecules were created through the
methods stated in section 3.1.1.a. Due to the deteministic nature of the
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Table 5.1: The two isomers of the anthra[2,3-b:7,6-b’]dithiophene backbones
and the subsequent 15 sidechains investigated. The locations of the stars
represent where the sidechains attach to the backbone.
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simulation, in that the moveset generated at the beginning will be identical
due to the ordered nature of the input, each morphology only required one
simulation run to be performed.
Figures 5.1, 5.2 and 5.3 show the Lennard-Jones potential energies mea-
sured throughout the simulations for the 15 different molecules used. The
energies remain relatively constant, although occasional peaks can be seen
for some of the molecules. These occasional peaks could imply that those
molecules have sidechains which induce structural order at close range and
therefore, on occasion, the system exhibits higher energy when more colli-
sions are occuring. Once molecules have managed to push past each other
however the energy settles back to its typical value. Comparing the energies
of all 15 molecules shows that they are all of a similar order and in general
most of the molecules maintain a constant energy. This is useful as having
similar energies implies the morphologies are in a similar state and therefore
it is appropriate that the charge transport properties calculated for these
morhologies can be compared.
The mean squared deviations for the molecules show quite a large range,
as seen in figures 5.4, 5.5 and 5.6, with less bulky sidechains exhibiting a
larger diffusion constant. This makes sense as these molecules would be
more free to move around in the space available to them.
The radial distributions shown in figures 5.7-5.10 are much less well de-
fined than those in the test cases shown in chapter 4. This is unsurprising as
the molecules are much more complex in their strucure and have many flex-
ible and rigid regions that can interact with each other. Certain sidechains
exhibit similar behaviour in their radial distributions, an example of this is
for side chains 2 and 8, shown in figures 5.7 and 5.8 respectively, where the
initial peak in the distribution shifts to the left over the course of the simula-
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Figure 5.1: The Lennard-Jones potential energy calculated throughout mor-
phology generation for molecules using sidechains 1 to 5.
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Figure 5.2: The Lennard-Jones potential energy calculated throughout mor-
phology generation for molecules using sidechains 6 to 10.
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Figure 5.3: The Lennard-Jones potential energy calculated throughout mor-
phology generation for molecules using sidechains 11 to 15.
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Figure 5.4: The mean squared displacement measured throughout morphol-
ogy generation for molecules using sidechains 1 to 5.
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Figure 5.5: The mean squared displacement measured throughout morphol-
ogy generation for molecules using sidechains 6 to 10.
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Figure 5.6: The mean squared displacement measured throughout morphol-
ogy generation for molecules using sidechains 11 to 15.
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Figure 5.7: The radial distribution function calculated for an initial and final
frame of the morphology generation for sidechain 2.
tion, whilst the distributions remain qualitatively similar. This trait can also
be seen for sidechains 9 and 10, in figures 5.9 and 5.10 respectively. With
reference to the molecular structures, 2 and 8, and, 9 and 10, do have similar
properties, so it is not unreasonable to expect they should exhibit the same
behaviour.
The rotational correlation functions, t(r), can be seen for molecules 2, 8,
9 and 10 in figures 5.11-5.14. The trends seen in the radial distribution can
also be seen here, however there are slight differences. The 2/8 pairing shows
a decrease in correlation throughout the course of the simulation whereas the
9/10 pairing exhibits an increase in rotational correlation. The reason for this
is the structures of the sidechains themselves. 9 and 10 could, when coming
71
Chapter 5. Investigating the Morphologies of
Anthra[2,3-b:7,6-b’]dithiophene Derivatives
Figure 5.8: The radial distribution function calculated for an initial and final
frame of the morphology generation for sidechain 8.
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Figure 5.9: The radial distribution function calculated for an initial and final
frame of the morphology generation for sidechain 9.
73
Chapter 5. Investigating the Morphologies of
Anthra[2,3-b:7,6-b’]dithiophene Derivatives
Figure 5.10: The radial distribution function calculated for an initial and
final frame of the morphology generation for sidechain 10.
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Figure 5.11: The orientational distribution function for an initial and final
frame of the morphology generation for sidechain 2.
into close range, essentially become entangled causing alignment to occur
between the molecules, whereas 2 and 8 have rigid bulky sections, which
effectively would cause molecules to bounce away from each other rather
than become attached. Overall the t(r) distributions have a slightly higher
baseline value as well suggesting some amount of long range correlation, this
is most likely due to the umbrella like sidechains of the molecules limiting the
movement of molecules once they are in close range forming ordered clusters.
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Figure 5.12: The orientational distribution function for an initial and final
frame of the morphology generation for sidechain 8.
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Figure 5.13: The orientational distribution function for an initial and final
frame of the morphology generation for sidechain 9.
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Figure 5.14: The orientational distribution function for an initial and final
frame of the morphology generation for sidechain 10.
78
Chapter 5. Investigating the Morphologies of
Anthra[2,3-b:7,6-b’]dithiophene Derivatives 5.1. Conclusions
5.1 Conclusions
As a test case for this method, the similarities exhibited between the prop-
erties of the 15 morphological measurements made suggest that these mor-
phologies will be appropriate for investigating the trends in charge transport
for this class of molecules. There are clear indications of some level of short
range order, however, overall the systems remain disordered, as is to be ex-
pected in amorphous organic semiconductors, and this allows for a suitable






This chapter focuses on the charge transport properties of the dithiophene
derivative morphologies discussed in chapter 5.
Charge transport calculations were performed for three variations of the
morphologies for the dithiophene derivatives using Ian Thompson’s kinetic
Monte Carlo code, the outline of which is shown in §3.3. Morphologies were
either taken as being purely isomer A, purely isomer B or a blend containing
50:50 ratio of both isomers A and B. For each type of the 15 sidechains,
25 simulations were run and the mobilities averaged from the 25 runs. The
25 runs consisted of 5 simulations per morphology, of which there were 5
morphologies taken from the snapshots discussed in chapter 4. Due to the
minor variation in structure between isomer A and isomer B it was decided
that the morphologies of isomer A could also be used for isomer B, and then
for the charge transport calculations these morphologies could be converted
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by setting all sites to having the properties of either isomer A or B for the
pure morphologies, and randomly assigning half of the sites as A or B for the
50:50 blend.
The simulations were set to equilibriate for 1 ns of simulation time and
then measure for a further 3 ns allowing carriers to be able to travel the length
of the cell. Initially 50 electrons were randomly seeded in the morphology
of 716 sites, and a bias of 2 V applied across the electrodes. Electrons
were chosen as the charge carrier despite holes being the primary carriers in
dithiophenes. This was due to an issue with the use of holes in the kinetic
Monte Carlo code not currently being supported. The reorganisation energy
was taken to be 0.5 eV (for the reasons given in section §3.2), however in
future work VOTCA will be used to calculate these energies explicitly. This
is justified by the fact that the reorganisation energy is comprised of both
an internal contribution, that is normally provided by quantum chemistry
packages, and an external contribution from charges and dipoles involved in
charge transfer that is, in itself, hard to estimate due to needing to be found
for an entire film. Finally the simulations were run at a temperature of 300K.
The electron hopping rates were calculated using Marcus rates as dis-
cussed in §3.2 and the required transfer integrals were treated as an expo-
nential decay with distance of the from shown in equation 6.1,
V = ae−kx (6.1)
with the coefficients determined using the QChem software package, shown
in table 6.1. Each isomer backbone was treated as the hopping site and the
effective coupling between an isomer A-isomer A pair, an isomer A-isomer B
pair and an isomer B-isomer B pair was calculated for varying planar sepa-
ration. A basis set of 6-21G (that is a basis set in which each core electron
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Figure 6.1: The lowest unoccupied molecular orbitals for isomer A (left) and
isomer B (right) of the dithiophene backbones
AA AB BA BB
a 281.2 9.52 7.24 90.13
k 2.54 2.13 2.18 2.78
Table 6.1: Table of constants used for the exponential decays of transfer
integrals of the dithiophene derivative isomers with distance calculated in
equation 6.1. The columns indicate the constants used for electron transfer
from isomer A to isomer A, isomer A to isomer B and so on.
orbital is defined by 6 primitive Gaussian functions, with the valence orbitals
made up of two basis functions of 2 and 1 primitive Gaussian functions re-
spectively) with a Hartree-Fock exchange (the method of determining the
wavefunction through variational calculus) was used for all calculations as
these are common methods used when investigating organics and are capa-
ble of dealing with the flourine atoms. Additionally the lowest unoccupied
molecular orbital energy for each isomer was calculated in the same manner.
The mobilities calculated for the dithiophene derivatives are displayed in
table 6.2. The errors shown were calculated as the standard error from the
mean of the individual mobilities calculated from each simulation.
Initially, comparing the three columns of data, it is apparent that the
82
Chapter 6. Charge Transport of Anthra[2,3-b:7,6-b’]dithiophene Derivatives




1 0.52 ± 0.10 0.09 ± 0.03 0.59 ± 0.08
2 1.34 ± 0.07 0.36 ± 0.07 1.37 ± 0.08
3 1.18 ± 0.04 0.26 ± 0.02 1.21 ± 0.10
4 1.92 ± 0.19 0.29 ± 0.05 1.21 ± 0.22
5 0.20 ± 0.04 0.05 ± 0.02 0.21 ± 0.05
6 0.50 ± 0.22 0.07 ± 0.03 0.57 ± 0.16
7 0.94 ± 0.10 0.21 ± 0.03 0.92 ± 0.17
8 1.16 ± 0.25 0.23 ± 0.13 1.21 ± 0.25
9 1.04 ± 0.22 0.18 ± 0.03 1.16 ± 0.20
10 0.81 ± 0.19 0.13 ± 0.01 0.84 ± 0.30
11 1.91 ± 0.69 0.31 ± 0.09 1.72 ± 0.24
12 1.56 ± 0.31 0.20 ± 0.04 1.65 ± 0.38
13 2.13 ± 0.19 0.36 ± 0.11 2.17 ± 0.27
14 0.31 ± 0.06 0.10 ± 0.03 0.41 ± 0.12
15 0.29 ± 0.04 0.10 ± 0.02 0.32 ± 0.03
Table 6.2: Electron mobilities, in the direction of applied field, calculated
for the dithtiophene derivatives using a kinetic Monte Carlo simulation. The
sidechain and isomer structures can be found in table 5.1 Columns AA, AB
and BB refer to morphologies consisting of 100% isomer A, a 50:50 blend of
isomers A and B and 100% isomer B respectively.
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50:50 blend exhibits much lower mobilities than that of either of the pure
morphologies. The reason for this is believed to be due to the lack of in-
formation on orientation in the transfer integral calcuations. This lack of
orientation leads to much lower coefficients in the exponential terms for the
AB transfer integral calculations. Figure 6.1 shows the lowest unoccupied
molecular orbitals used for electron transfer in the simulation. It can be seen
that when calculating purely a planar separation relation for the exponential
decay of the transfer integrals for these isomers that, due to the difference in
shape, a combination of the two isomers is likely to decay much faster than
when one is interacting with another of the same type. It is also clear that
there will be little difference in the exponential decays between the two self
interacting isomers which is backed up by the data in table 6.2.
Focussing now on the pure columns of data, we see a clear variation in the
mobilities based on the side chain which is used. It appears from the values
seen that the more flexible arms a sidechain has the lower mobility it pro-
duces. This could be down to several reasons. However the most likely reason
is that these sidechains can easily tangle causing molecules to become stuck a
fixed distance apart from each other. Alternatively the sidechains with more
rigid sections, such as benzene rings, will cause rotations between molecules
when they collide which in turn causes an alignment of the conducting back-
bones (in this case represented by the centre of geometry) bringing them
closer together. Exceptions to this rule are sidechains 1 and 6 which contain
both a rigid benzene ring and two flexible carbon chains. In this situation
the rigid area causes rotations which result in the other arms of the sidechain
tangling which results in the same trend the purely flexible side chains ex-
hibit. It is interesting to note that the relative sizes of the functional groups
on the sidechains (see table 5.1) appear to only have a small impact on the
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mobilities produced, however this further supports the argument that tan-
gling and sterically induced rotation are the main causes for the difference
in mobilities.
As these materials have not been investigated before we have no direct
experimental data to compare with, however it is possible to compare to the
literature on other dithiophene based molecules as they should exhibit fairly
similar properties. In the literature it can be seen that most dithiophene
molecules exhibit mobilities of the order 0.01 - 0.1 cm2V −1s−1 [80] [81] [82].
This is an order of magnitude lower than what we see in our simulations,
however this could be attributed to the high charge density in the systems
and the lack of orientational information.
Much as it is possible to draw some conclusions from the mobilities shown
in table 6.2 there are limitations to the methods currently used that may be
affecting the results shown. The Marcus rates used for charge hopping rely on
the reorganisation energy which has been approximated as described at the
beginning of this chapter. As it currently stands, energetic disorder, which
arises from polar groups within and between molecules interacting causing a
change in site energy[83], has not been calculated for the morphologies used,
meaning that the LUMO energies used are identical for all sites. The transfer
integrals used are purely distance based and do not account for the orienta-
tion between charge hopping sites. These provide significant contributions
to the charge hopping rates and thus in turn could be directly affecting the
charge transport results produced. Additionally thermal activation has not
been taken into account for long distance charge hopping due to the distance
cutoff employed in the kinetic Monte Carlo method.
It is important to note however, that all simulations have been run under
the same conditions and the only variation between simulations is that of the
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molecular structure used therefore any approximations made should affect all
the results in a similar manner. Additionally the trends seen in the mobilities
appear to make sense from a structural point of view. That is not to say
there is not more research to be done on these methods. Calculating transfer
integrals for each individual pair of interacting molecules along with intro-
ducing energetic disorder into the morphologies would undoubtedly improve






One of the main goals of this field of research is to eventually apply the
FRODA methodology to investigating polymer-based organic semiconduc-
tors. Some preliminary work was completed on this matter, primarily look-
ing at the difficulties around generating input structures, and how FRODA
treats polymers in a similar way to how it treats proteins. The polymer of
focus in this chapter is indacenodithiophene-benzothiadiazole (IDT-BT).
Initially, simulations were run on a single IDT-BT chain, that was pro-
duced by linearly attaching successive monomers together with the linking
carbon bond distance calculated from DFT calculations on a dimer of IDT-
BT. The result of this input generation can be seen in figure 7.1. After
following the lowest energy mode the folded chain can be seen in figure 7.2.
The flexing and torsional rotation between succesive monomers appears to
qualitatively match well with that seen in published work [84]. It is im-
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Figure 7.1: An initial input of a single IDT-BT polymer chain created as a
linear chain of monomers.
Figure 7.2: The final frame of the single chain IDT-BT simulation.
portant to note that these simulations were run on an older version of the
FRODA code that used spherical interactions rather than those of ellipsoids.
Additionally as polymers are known to retain some torsional order between
successive monomers, tethers were implemented to ensure excessive torsional
motion did not occur.
Figures 7.3 and 7.4 show the inital and end frames of a simulation of
multiple IDT-BT chains. The initial input was created using the bounding
box approach discussed in §3.1.1.a. Compression was also switched on in
order to try and make the system reach the correct density. The primary
problem with the polymer simulations is generating inputs at the correct
density as to do so requires knowing how a chain is likely to fold to fit into
a box. By generating a sparse input and compressing it we cannot know
whether we are artificially affecting the way the chains fold and flex. This
is apparent from the spiralling motion seen in the highlighted chain in figure
7.4.
Much as only preliminary work has been shown for the polymer chains
in the course of this PhD, it is apparent that the techniques in FRODA are
well suited to tackling the problem of generating polymer morphologies. The
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Figure 7.3: An initial input of randomly placed and oriented IDT-BT poly-
mer chains of 20 monomers in length. The cell was a cube with dimensions
of 12 nm.
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Figure 7.4: The final frame of the simulation performed on the input shown in
figure 7.3. The cell size has been compressed such that the cube dimensions
are approximately 6 nm.
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main problem to overcome with this is the method of generating an input for
polymers, however, taking outputs from other simulation techniques such as
Monte Carlo methods may be a good place to start in solving this problem.
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Chapter 8
Conclusions and Future Work
The overall aims of this project were to determine whether the FRODA
methodology could be used to generate morphologies which were suitable for
investigating the charge transport characteristics of materials based on their
molecular structure, investigate methods for calculating hopping rates to be
used in the charge transport calculations, and finally, to demonstrate that
trends could be predicted for the electron mobilities of a set of molecules
with similar structures.
Having reviewed the literature it is clear that this approach is a novel way
of tackling the issue of charge transport in organic devices and the work on
the project so far has shown clear promise for these methods being appropri-
ate in calculating charge properties of materials from their atomic structures.
The benefits to the methods are clear; the difference in time for these sim-
ulations to run is, in most cases, at least an order of magnitude faster than
the current methods available. Additionally, having knowledge of the atomic
configuration of morphologies without having to reverse engineer atomic lo-
cations (as in coarse grained models) allows for more accurate measurements
of charge hopping characteristics to be performed.
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The key work that was employed throughout the PhD was that of a
methodological nature, rather than that of data collection. FRODA has
been adapted to handle multiple molecules rather than single proton chains.
This in itself is a great achievement and not an easy task to have completed.
The addition of ellipsoids for interactions and input generation has improved
the physical accuracy of the movesets generated, and removed the need for
compression algorithms that can create artificial non-physical effects in the
simulations. Above all else the ability to calculate mobilities from an atomic
structure alone in typically less than 5 days is a vast improvement on the
current available techniques.
The methods have been validated through using two key case study
molecules, C60 and hexane. The morphology results shown in chapter 4
show that the morphologies produced are physically plausible and exhibit
behaviours that would be expected based on molecular structure. The re-
sults also show the first ever data generated using FRODA on small molecules
rather than large protein structures.
Having validated the methods, investigations into a class of dithiophene
molecules have been performed, due to the interest of the industrial sponsor.
These specific molecules have never been modelled before, and the charge
transport data obtained from them shows trends that can be explained logi-
cally based on their structures.
A brief introduction to the work on polymers has also been shown, which
is one of the avenues in which the future of this project lies. It has been
shown for a single chain that FRODA is a good method to investigate the
flexibility of polymers and with further work, it is planned that FRODA will
eventually be able to generate large scale morphologies for polymer based
organic semiconductors, a problem which is yet to be solved by other means.
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There have been many successes with this work, however, that is not to
say there is not more to do. With the morphology modelling, the addition
of interactions such as dipoles and hydrogen bonding, could lead to more
accurate descriptions of molecular morphologies to be studied. As for the
charge hopping calculations, the implementation of VOTCA to calculate the
various properties, such as reorganisation energy, transfer integrals and Gibbs
free energies, can only lead to more accurate charge transport characteristics
to be determined. Finally there are many more materials and devices that
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