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Confidence intervals convey valuable information regarding the uncertainty of point
estimates, and their utility to users of business forecasts is no exception. The
conclusions drawn from these forecasts can be significantly impacted by the perception
of a confidence interval's distribution, however. There is a tendency for business
managers and other decision makers who lack statistical expertise, despite being
generally well educated, to incorrectly assume confidence intervals are uniformly
distributed. This study investigates the efficacy of various techniques for presenting
confidence interval information at conveying the details of the underlying statistical
distribution. The results demonstrate significant improvement in the accurate
interpretation of confidence intervals is possible with the right method of presentation.
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BACKGROUND
Within the business community, forecast data is often used as an input to the
corporate decision making process. While some degree of uncertainty always
accompanies any prediction of the future, these margins of error are all-to-frequently
presented in such a way that their meaning can easily be misinterpreted. Most business
managers who consume this forecast information have had some formal statistical
training, and are fairly well educated in general, but they are often far enough removed
from their statistics education that they may fail to correctly account for the distribution
of the confidence interval (Cl) estimates included in forecast data. Specifically, a
confidence interval bracketing the point estimate of a forecast is often described in
terms of the interval limits and a defined level of confidence. For example, the number
of units of a firm's widgets sold next month might be "forecasted to be 3,500 units, with
a 95% confidence interval of ± 150 units." Interpreting this confidence interval to be
uniformly distributed is nearly always an error. This would imply actual consumer
demand of 3,650 units would be just as likely as 3,500 units demanded. In truth,
confidence intervals nearly always follow a distribution, usually the standard-normal,
whereby values closer to the point estimate are far more likely to occur than those at
the outer limits of the interval.
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This subtle misinterpretation can have meaningful effects on the decisions of
business managers. Multi-period forecasts provide an opportunity for even more
grievous mistakes. The further out into the future a point forecast is, the larger its
accompanying Cl must be in order to maintain the same level of confidence regarding
the prediction. This can lead to situations where the Cl of a forecast several periods into
the future is so wide that the interval limits encompass the values of point estimates
from earlier periods (see Figure I). If business managers utilizing this forecast

Figure 1
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information erroneously attribute a uniform distribution to the CIs, they might end up
assuming the forecasted variable will remain relatively constant over time, despite an
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overall trend exhibited by the point estimates and normally distributed confidence
intervals.
The value and proper interpretation of CIs is hardly a novel subject for most
fields of study that utilize statistical analyses. Much of the academic literature for CIs
centers on the enhanced descriptive power of these statistics and their advantages in
supplementing dichotomous significance testing, as well as prescriptions for affecting
their more frequent use by social scientists. However, little has been written regarding
methods for conveying CIs such that an audience less accustomed to their nuances
might better interpret their full meaning. The following sections summarize various
sources that provide an overview of the relationship between CIs and other statistics,
outline current opinion regarding the importance of CIs within several fields of study,
and illustrate the advantages of visually displaying explanatory statistics in general. As
this paper will attempt to show in subsequent sections, graphical depictions of CIs can
be an effective method for highlighting the centrally-tended nature of confidence
interval distributions. Though study of specific methodologies in this regard is nascent,
this paper will attempt to illustrate one possible way forward.

LITERATURE REVIEW
CALLAHAN AND REIO (2006)
In The Importance of Using Effect Sizes and Confidence Intervals, the authors
support more frequent use of CIs in reporting data for Human Resource Development
(HRD) as an alternative to null hypothesis significance testing (NHST). NHST begins with
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two hypotheses, namely the null hypothesis, which says that a relationship between
two samples does not exist, and the research hypothesis, which states that a
relationship does exist. Significance testing is then used to determine whether or not
the null hypothesis can be rejected at a specified level of confidence. The authors argue
this strict dichotomy is misleading. Failing to reject the null hypothesis could be
misinterpreted as an affirmation that no relationship exists, when in fact one might exist
at a lower confidence level.
Caliahan and Reio (2006) go on to cite several reasons why NHST has become
used so ubiquitously and thus "serve[s] as an impediment to social science." First, NHST
has a long history of use, dating back the early 18th century, and over time its
application has become standard practice. Editorial boards have played a significant role
in the institutionalization of NHST use, and their participation will likely be needed to
affect any change in habit. Second, NHST has come to be viewed as a demonstration of
scientific rigor in that it is favored many social scientists over other methods of
describing statistical relationships. However, overreliance on documenting the statistical
significance of a relationship at some arbitrarily determined p value1 ignores the
magnitude of any effect being studied. Additionally, the authors cite apprehension on
the part of researchers towards subjective evaluation of the meaningfulness of their
findings as a root cause for overreliance on the clear, albeit inferior, statistics of NHST.
Finally, the paper denotes how scholars frequently misinterpret NHST as indicating that

The p value represents the probability of the observed statistical relationship arising by
mere chance. A relationship is often said to be significant(insignificant) if the p value is
less(more) than the previously chosen significance level a, usually 0.05 or 0.01.

1
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findings concerning the relationship being tested within one sample can be extrapolated
to the entire population. NHST actually calculates the probability that the relationship
being tested arises from mere chance, and thus any correlation, assuming it is
statistically significant, cannot necessarily be extrapolated to larger populations unless
other conditions are satisfied.
If there is a problem with the current method of reporting research results,
which method(s) offers a solution? The authors name two statistics that increase the
understanding of research findings by supplementing the results of NHST. These are
effect sizes (ESs) and CIs. Since CIs are the subject of this paper, that will be the main
focus here. According to the authors, CIs report more information than the simple
binary results of NHST, while requiring no additional data. This allows the users of
research results to draw more accurate conclusions about the relationships being
studied. For example, consider the following null hypothesis:
(1 )

H0: [ii - |i2 = 0

Where \i± and p2 are two population means. In this instance, rejecting the null would
simply tell us the difference between the population means (p) does not equal zero.
More information can be gleaned, however, if a confidence interval is used:
(2)

CI9 5 : 4 < pi - p2 < 10

Here, we can be 95% certain that the difference between the means is greater than four
but less than ten. As with NHST we can see the parameter is not zero, but the
confidence interval allows us to understand something about the nature of that
difference. Confidence intervals also offer a way to compare results across other
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samples from the same population. Across a large number of samples, these
comparisons should converge on the true population value.
The paper concludes with several of the ramifications of supplementing NHST
with either ESs or CIs. As previously noted, increased use of these more descriptive
statistics will enhance the understanding of NHST by "supplementing] statistical
significance with interpretations of practical significance" (Callahan & Reio, 2006). As
such, including CIs with reported results will not only facilitate a more accurate
understanding of the estimates, but in doing so will also compel future quantitative
studies to include these descriptive statistics in their analysis. Additionally, including ESs
and CIs highlights the subjectivity involved in interpreting any research, a fact not often
recognized by scholars who enjoy the objective nature of quantitative results. The
authors also petition for specific actions in affecting this change to data reporting.
Teaching methods and textbooks should be updated, the Publication Manual of the
American Psychological Association should provide concise instructions and illustrations
for reporting these statistics, and statistics software should include easy reporting of
these statistics within analysis outputs. As Callahan and Reio (2006) state, "a great need
remains for a means for reporting ESs and CIs, with appropriate graphical depictions."
More explicitly, advances in "graphical support would be especially useful for CIs"
(Callahan & Reio, 2006).
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GUMMING AND FINCH (2005)
The field of psychology is another area where the merits of significance testing
are being discussed. In this field, in particular, there exists a volume of work dedicated
to debating the value of NHST and CIs. A general consensus has emerged encouraging
scholars to report data using confidence intervals. In their frequently cited 2005 paper
Inference by Eye: Confidence Intervals and How to Read Pictures of Do to, Geoff
Cumming and Sue Finch make such a case for increased use of CIs. The article begins
with an overview of CIs and reasons for their use.
In calculating point estimates for a population based on sample data, the
measured parameter is often assumed to follow a normal distribution (Anderson,
Sweeney, & Williams, 2005, p. 272; Ross, Westerfield, & Jordan, 2006, p. 377). In
addition, knowing the sample size, we can determine the critical value for the desired
confidence interval chosen by the researcher. It is important to note that the range of
the Cl changes as different confidence levels are employed. For example, if we wanted
to be more than 95% certain the true population estimate falls within our Cl, we would
use a higher critical value, which in turn would increase the breadth of our interval
estimate. The authors also make a vital distinction regarding the interpretation of CIs.
One should avoid stating that a Cl95 has a 95% probability of including the true
population parameter. This can lead to the incorrect interpretation that the true value
of the parameter varies, which is fallacious. The probability that ( M - w < \ i < M + w) =

0.95 is correct as it denotes the likelihood that the upper and lower hounds of the
interval estimate contain the population parameter. 2
The Cumming and Finch (2005) paper also enumerates several additional
benefits concerning the use of CIs. The ability to more easily compare results across
experiments is listed as a major advantage of incorporating CIs into statistical reports.
The authors also cite the information CIs convey about the precision of sample
estimates, as well as the ability to present interval and point estimates in units that can
be clearly understood as benefits of using CIs. In addition, the advantages of
supplementing the pervasive NHST and p values with Cl information, which were
detailed in the previous section, are discussed.
While reporting additional statistics, such as CIs, does assist the researcher in
interpreting quantitative results, graphical representations of research findings more
readily convey information about the nature of the relationships being studied,
according to Cumming and Finch. Graphical representations of CIs, however, are often
depicted in much the same way that standard errors (SE) and standard deviations (5D)
are. That is, with vertical bars extending above and below a point estimate. This can
obfuscate the proper interpretation of a given graph by failing to illustrate the normally
distributed nature of the estimate. A second cause for ambiguity surrounding
confidence interval graphs is that of experimental design. Cumming and Finch detail
how the combination of two independent groups, the depiction of paired data
summaries, or the display of meta analysis would each produce similar figures, but each
M is the parameter point estimate of the sample, w is the margin of error, and p is the
population parameter.

2
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with different intended interpretations.3 Thus, it is important to clarify in figure captions
and titles what the displayed error bars are depicting and the specifics of experimental
design. As the authors note, "good figure design is vital for appropriate data
interpretation" (Cumming & Finch, 2005).
The authors next present several guidelines, what they term "rules of eye" for
interpreting graphs containing estimates and CIs. The first of these is to identify what
the estimates and error bars in a graph represent. To discern this, we need to be able to
identify the variables used and determine if their units are standardized or expressed in
their original form. Do the error bars represent a SE, Cl, or SD? if a confidence interval is
used, is the confidence level 95, 99, 90, or some other value? In addition to these
questions, experimental design is also noted as an important factor. By determining
how the experiment was designed valuable information can be gleaned about what
comparison is being made and how the graph represents this relationship.
The second rule of eye addressed by the authors concerns an interpretation of
the estimates. Within a graph, any patterns associated with multiple estimates should
be able to be judged by both their size and their importance. In addition, we must ask
whether such relationships, if they are present, align with previous theoretical
predictions.
The article focuses heavily on the third heuristic for graphically represented data,
that of interpreting confidence intervals. Here, the idea that any particular Cl is one in
an infinite sequence, and that (1 - a) percent of those CIs will encompass p, is

3

Examples given on pages 175-176, American Psychologist, Vol. 60, No. 2, Feb-Mar 2005
9

reiterated. The authors aiso denote several alternatives for distinguishing between the
plausibility of \x being represented by values within, and values outside of, a particular
Cl. 4 Essentially, the values inside a Cl are more likely to contain the true population
estimate, while it is doubtful the values outside a Cl contain p. Additionally, when
interpreting CIs, the size of the margin of error, w, can be an indication of how valuable
an experiment is. Experiments that generate a large w may be of little use, while narrow
CIs can indicate that p may serve as a p ractical estimation of the true population value.
Rule of eye number four is less general than the first three, and deals with
comparisons between two independent estimates. It states that when the proportion
overlap of two 95% CIs is 0.5 or less, then p < 0.05 for the null hypothesis pi = p2. In
addition, when the proportion overlap is 0 or there is a gap, then p < 0.01. These
conditions hold when the margins of error of the two experiments differ by less than a
factor of two. Essentially, for experiments with similar w and identical confidence levels,
the greater the disparity between the sample estimates the smaller the p value.
The final rule of eye guideline deals with the interpretation of paired data. The
authors distinguish between graphs depicting the two means of paired data and those
displaying two independent means. With paired data, the CIs of the two different trials
cannot be used to infer anything about the mean of the differences, as they could with
rule four. Instead, we must calculate the Cl of the mean of the differences and focus on
this measure for inference. For any repeated-measure of an independent variable,
caparisons between the error bars are irrelevant for inference purposes. It is important

4

Examples given on pages 174-175, American Psychologist, Vol. 60, No. 2, Feb-Mar 2005
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to recognize when the mufti pie means and error bars shown are depicting repeatedmeasure independent variables or multiple independent means. This will dictate the
validity of utilizing either rule of eye number four or rule of eye five.
Cumming and Finch next reiterate the fact that these guidelines for inference
concerning the graphical representation of confidence intervals are broadly defined and
should be applied in a general manner. The authors note that, as with p values, care
should be taken when interpreting situations involving borderline assessments. Just as
reporting the exact p values stimulates a shift in focus from dichotomous NHST to a
more subjective interpretation of results that utilizes p values as a useful input, so too
does reporting precise Cl measurements (in addition to their corresponding graphs)
encourage subjective assessment by the researcher.

LELAND WILKINSON AND THE TASK FORCE ON STATISTICAL INFERENCE (1999)
Another oft-cited source within the field of psychology is the 1999 report by
Leland Wilkinson and the Task Force on Statistical Inference titled Statistical Methods in
Psychological Journals: Guidelines and Explanations. The Task Force on Statistical
Inference (TFSI) was created to explicate the issues surrounding current statistical
practices within the field of psychology and identify possible alternative methodologies.
The article was meant to initiate discussion on these issues, with the resulting dialogue
used to guide revisions to the Publication Manual of the American Psychological
Association.
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In addition to the extensive suggestions contained within the report, on
everything from experimental design to how the "discussion" section of a paper should
be structured, the paper states hypothesis results should be evaluated and supported by
supplementary statistics. It is never advisable to report the results of a dichotomous
hypothesis test without also reporting CIs, p values, or other qualifying statistics.
Confidence intervals are one such qualifier that facilitates a proper interpretation of
hypothesis test results. The article recommends these interval estimates be calculated
for ESs, correlations, and other coefficients whenever possible. Besides the vital
information they convey, CIs also facilitate comparisons between studies and promote
meta-analytical thinking.
In conveying the results of experimental research, tables and figures can be
powerful tools, capable of enhancing the accuracy and the ease with which conclusions
are drawn from the data. The report advocates the use of both tables and graphs when
communicating results due to the differences in the way individual investigators process
information. It is recommended that these graphs be kept as simple and straightforward
as possible without sacrificing crucial information. This can be a delicate balance to
strike. The distribution of the data is an archetypal example of frequently omitted
critical information, and CIs should be included whenever applicable. Fortunately, most
current statistical packages are capable of formulating such graphs. It is up to the
researcher, however, to utilize them.

PUBLICATION MANUAL OF THE AMERICAN PSYCHOLOGICAL ASSOCIATION (2010)
As previously noted, the results of the Task Force on Statistical Inference were
intended to impact the latest version of the Publication Manual of the American
Psychological Association (also known as the APA Publication Manual and now in its
sixth edition), which specifically mentions CIs and makes several recommendations for
their proper use. Section 4.44 of the APA Publication Manual states that sufficient
explanatory information should accompany the reporting of any inferential statistics,
including CIs, so the reader can properly interpret the analysis. Further, the data should
be readily available, either in the text or in archive, to allow interested parties the
opportunity to formulate their own ESs and CIs beyond those presented. These
descriptive statistics need not be repeated in text if they are displayed in a table or
graph. However, the text should call attention to where they are located, especially
those statistics which specifically support any conclusions drawn from the data. The APA
Publication Manual also recommends a specific format for reporting CIs, both in
isolation and when accompanying point estimates. For example, when means are
displayed with their associated CIs, the interval does not need to reiterate the units of
measurement:
M = 4.59 cm, 95% Cl [3.96, 5.14]
Confidence intervals should always be accompanied by explicit denotation of the
confidence level. However, when CIs of the same confidence level are listed in
sequence, the confidence level only needs to be stated once. These guidelines apply
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whether the CIs are reported in text or in a table (American Psychological Association,
2010, Section 5.15).

KIRK (2001)
Roger Kirk's paper Promoting Good Statistical Practices: Some Suggestions is
another source that emphasizes the limits of NHST and advocates for increased use of
CIs and ESs. According to the author, investigators should be attempting to answer
three fundamental questions when analyzing their research topic. First, can an observed
effect be attributed to chance? Second, if it is indeed real, what is the size of the effect?
And finally, is this effect size of a sufficient magnitude to be of any vaiue? NHST can
address the first question, but it fails to provide enough information to answer the other
two. CIs and other descriptive statistics are needed to properly interpret the outcomes
of experiments and to develop theories, which are some of the main objectives of
scientific inquiry.
Confidence intervals are especially useful as they distinguish between significant
effects, just as NHST, while providing additional detail that informs subjective
interpretation of the results. Researchers have historically eschewed this subjectivity in
favor of the ostensibly objective significant test. The author asserts, however, that
investigators not only should, but are obligated to make these value judgments. After
all, "no one is in a better position than the researcher who collected and analyzed the
data to decide whether the effects are trivial or not" (Kirk, 2001). Researchers currently

employ value judgments in designing and executing experiments. Why should the
interpretation of results be very different?
Given the reasons for increasing the use of CIs and ESs, it is hard to understand
why quality descriptive statistics aren't more frequently documented in the research
literature. Since at least 1995, the APA Publication Manual has advocated for the
reporting of effect size information, yet few journals have adopted these
recommendations. Kirk (1996) surveyed four APA journals for incidence of reporting
effect magnitudes and found frequency varied from 12% to 77%. The higher rates of use
for effect measures were attributed to software packages that automatically provide
descriptive statistics with regression printouts. This suggests statistics software can play
a vital role in increasing the reporting of descriptive statistics with research results.
Additionally, while misconceptions surrounding the implications of NHST, such as the
presumption that statistical significance translates into theoretical importance, are
partly responsible for the continued use of NHST, a more prodigious concern is the
promotion of quality statistical practices in general. As such, the author advocates the
restructuring of graduate, and undergraduate, curricula, as well as the involvement of
textbook authors, teachers, statistical software companies, and editors in addressing
the need for better statistical practices. Each of these groups can influence the specific
statistical measures most often utilized by researchers, thereby affecting the prevalence
of individual methods. For example, software packages that automatically report
additional statistical measures alongside significance test results facilitate the use of
these descriptive statistics by relieving the researcher of the additional work that would
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otherwise be involved in their calculation, making them easier to utilize. Publication
editors who encourage the use of alternatives to NHST also incentivize good statistical
practices by raising the standards of published work. Additionally, the increased
exposure of these superior measures brought by more frequent publication can have a
positive feedback effect on their overall use. While progress has been made in several
areas, including software outputs, there is still more that can be done.

CAPRARG (2004)
Another field of research concerned with accurately reporting statistical results
is that of mathematics education. The article Statistical Significance, Effect Size
Reporting, and Confidence Intervals: Best Reporting Strategies asserts that NHST is
experiencing a resurgence among the mathematics education research community,
requiring a reiteration of the importance of effect sizes and confidence intervals. The
author cites several drawbacks of NHST, namely that statistical significance can be
influenced by attributes of the sample, such as sample size; calculated p values for a
given study are specific to the characteristics of that experiment, such as effect size,
sample size, etc.; and that NHST does not encourage meta-analytic thinking. Without CIs
and other statistical qualifiers that relate individual research results to other
experiments, new studies are of limited value. It is primarily through this accurate
repetition of experimental findings that research results are reinforced, which
substantiates the theoretical constructs they underlie.

The author next discusses the advantages of ES and Ci reporting in
supplementing NHST. These statistics facilitate proper interpretation of quantitative
results and promote comparisons among experiments. An example is given to illustrate
the diminished applicability of findings not supplemented by CIs or ESs.5 As the paper
states, CIs are especially valuable when reporting such results and "have been
advocated for some time" (Capraro, 2004). Specific to mathematics education, theory
has thus far been based more on qualitative, rather than quantitative, study. The author
argues for increased use of ESs and CIs as a means of improving the quality of aggregate
knowledge within the field. While many journals now require the reporting of such
statistics for published work, the author argues that editorial boards can do more to
enforce this increase in standards. Additionally, special attention should be focused on
the novice researcher, as surveys of textbooks have raised some concerns about the
prevalence of up-to-date methodology and best practices within the classroom.

KLINE (2004) AMD HENSON (2006)
Rex B. Kline further reiterates this need for textbook revisions in his 2004 book
Beyond Significance Testing: Reforming Data Analysis Methods in Behavioral Research.
R. K. Henson published a review of this text in the September 2006 issue of the journal
Applied Psychological Measurement. In his review, Henson describes the book's
chronicling of the disadvantages of NHST, including its propensity to misinform, as well
as the merits of other analytic tools, including ESs and CIs. Aside from encouraging use
Example given on page 59, Journal for Research in Mathematics Education, Vol. 35, Mo.
1, January 2004

5
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of these tools, the book highlights the long-term perspective of meta-analysis, which is
facilitated by the trial replication and resampling incentivized by CIs.
Henson's review summarizes each chapter of Beyond Significance Testing while
appropriately noting that Kline points out both the weaknesses and the strengths of
each analytical tool within a variety of experimental designs. The merits of any
particular statistical test lie substantially in that test's ability to convey valuable
information, but of equally great importance is the ease with which investigators can
accurately interpret the results of a given test. This latter issue is a primary concern for
Kline regarding the prevalence of NHST. As Henson (2006) notes, "NHSTs are not
somehow inherently evil b u t... our use of them is often misguided." Thus, while any
analytical tool, including CIs and ESs, may be misinterpreted, NHST is discouraged on the
basis that it is more likely to misinform.

SHAKESPEARE, GEBSKI, VENESS, AND SSMES (2001)
The medical profession has also experienced a change in standards for the
reporting of quantitative research. In their article Improving Interpretation of Clinical
Studies by Use of Confidence Levels, Clinical Significance Curves, and Risk-Benefit
Contours, the authors advocate for increased use of qualifying statistics within the
medical literature in an effort to prevent investigators from misinterpreting conclusions.
While NHST's imperfections have become widely known and editorial boards for
medical journals have already adopted requirements mandating the use of CIs, room for
improvement remains. According to the authors, more descriptive statistics other than
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CIs can be of great value to clinical practitioners. The advantages of using CIs in medical
research include the information they convey "about significance and the size and
direction of effect of the treatment under consideration, compared with the control"
(Shakespeare et al., 2001).
In advocating for an even more detailed explanation of statistical results than
that provided by CIs, the article highlights a 1998 World Health Organization (WHO)
study of truncal melanoma patients. The authors of that study end up recommending
against the use of a certain surgical procedure. Shakespeare et al. show how the results
of the study gain clarity with the addition of CIs, but that at best the findings can only be
shown to be inconclusive regarding the use of the surgery. 6 Thus, even when stricter
standards for reporting statistical results are followed, such as the inclusion of CIs, those
results can still be misinterpreted. Supplementing CIs with probability curves, however,
would more fully empower researchers to make predictions about the practical
application of findings in clinical settings. To further supplement investigators'
understanding of research findings, the authors advocate the use of both confidence
levels and a type of probability curve they term clinical significance curves. They define
confidence levels as the probability that a specified difference is present between the
experimental factor and the control. Within the medical field, it is the level of
confidence a researcher can have that a positive (or negative) difference among
treatments exists. While an individual confidence level can signify the probability of, say,
a 3% survivor benefit, patients and clinicians might be interested in the probability of

6

Example given on page 1350, The Lancet, Vol. 357, No. 9265, April 2001
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some other level of outcome, such as a 4% survivor benefit. A clinical significance curve
provides this information by graphing all possible confidence levels along a curve. These
curves can be plotted "for any outcome that can be analysed [sic] by means of CIs" and
allow practitioners and patients alike to fully assess the probable consequence of a
particular treatment (Shakespeare et al., 2001). These curves also convey the traditional
significance test information as any point along the curve, say at the 95% confidence
level, can be analyzed. By describing the results of a study in these terms, recent
findings can be more readily assimilated into decisions concerning best practices.
These clinical significance curves and risk-benefit contours can be produced with
standard statistics software and the same data requisite of Cl calculations. The increase
in information presented, relative to the difficulty of the calculations, makes these
statistics a valuable addition to medical research. Special mention is made of the fact
that these reporting methods cannot overcome poor experimental design or bad
methodology. The authors also advise continued use of standard reporting methods,
with the aforementioned statistical tools providing supplementary analysis designed to
decrease the incidence of misleading conclusions within the medical literature.

FIDLER, THOMASON, CUMMING, FINCH, AND LEEMAN (2004)
In advocating for an increased use of confidence intervals, editorial policy is
often cited as a mechanism for effecting change in conventional practice. The paper
Editors Can Lead Researchers to Confidence Intervals, but Can't Make Them Think:
Statistical Reform Lessons from Medicine attempts to demonstrate that this strategy is
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insufficient albeit necessary, for achieving such progress. The authors examined over
700 papers to survey the impact editorial standards had on increasing the use of CIs and
ESs generally, and what some of the obstacles to change were within the field of
psychology specifically. The article cites a lack of interdisciplinary discussion as one such
impediment in psychology. Further, the fact that CIs are rarely reported in the
psychology literature might itself be a fundamental issue as researchers could interpret
the frequent absence of CIs as a lack of overall utility. The authors cite several external
surveys that show a modest increase in the reporting of CIs within various journals as a
result of editorial policy. But even with a committed editor like Geoffrey Loftus
overseeing the publication of one such journal, and voicing his intent to encourage the
reporting of CIs, none of these surveys reported more than a 50% compliance rate with
regard to new Cl standards. Thus, editorial policy alone may be inadequate as an
apparatus of statistical reform.
Even when CIs are displayed, however, there is no guarantee they will be utilized
when interpreting results. Within the field of medicine, the efforts of specific individuals
who champion the use of CIs, such as Kenneth Rothman, may have had an enduring
effect on the frequency of Cl use, but that does not necessarily translate into a more
accurate interpretation of the data. The authors note that even though the incidence of
use for CIs within the medical literature was found to be as high as 70% for one journal,
researchers were simply using CIs to perform NHST.7 By examining where the null value

7

Fidler et al. (2004) citing Savitz, Tolo, and Poole (1994)
21

is located relative to the limits of the interval estimate, statistics! significance can be
inferred.
In formulating their review of journal articles the authors tracked the application
of several statistical measures in papers published in the American Journal of Public
Health (AJPH) end Epidemiology. These journals were surveyed before, during, and after
crucial changes in editorial policy and guidance in an attempt to estimate the impact
these protocols had on the use of certain reporting statistics. The coded items were
statistical significance testing, statistical power, confidence intervals, and effect sizes.8
The application rates of these measures were only tabulated for journal articles
presenting fresh data. A statistic was deemed present in a paper if at least one instance
of use was found.
The results of this survey show marked ambiguity in the interpretation of
significance testing and Cl figures. While, in the aggregate, NHST decreased over time
and Cl reporting experienced wider use, both techniques suffered from a lack of
supporting discussion. Statistical power was absent from 82% of articles reporting NHST,
and CIs were often displayed in tables without any interpretation. Only 12% of papers
reporting CIs offered any elucidation. Despite guidelines advocating the graphical
representation of CIs with error bars, these figures were absent from all but 5-6% of the
articles surveyed. In addition, specific policies encouraging Cl use over NHST, while
initially successful, failed to enact lasting change in the way results are interpreted. The

8

Coded items defined on page 122, Psychological Science, Vol. 15, No. 2, February 2004
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survey showed an eventual reversion back to p values and significance testing as the
basis for interpretation.
Editorial policy that requires the reporting of CIs is a good initial step in
attempting to raise the standard of statistical results, which in turn facilitates the proper
interpretation of data, it is insufficient by itself, however, as these standards can be
adhered to without allowing the explanatory power of CIs to influence the analysis of
results. As Fidler et al. (2004) note, “the most striking lesson here is that even authors
who presented CIs instead of p values largely ignored CIs when interpreting their data."

STUDIES IN BUSINESS AND ECONOMICS
Although lively debate concerning the use and efficacy of confidence intervals
exists in many fields, most prominently in psychology and medicine, this discussion is
somewhat subdued within the business literature. The lack of attention surrounding CIs
belies their value to the business forecasting community and, subsequently, corporate
decision-making. In a column published in the Spring 2010 edition of the Journal of
Business Forecasting titled Business Forecasting's Roles, Dr. Larry Lapide succinctly
elucidates the need for accurate demand forecasts within the business environment.
Business forecasting plays an integral role in facilitating the success of a firm by
providing managers with inputs that inform, for example, production decisions. As Dr.
Lapide (2010) notes, "The optimal matching of supply and demand is one of the most
important things a company needs to do to thrive profitably over the long run."
However, no forecast can predict the future to the level of accuracy that would be
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desired. There wiii always be error terms. Thus, it is essential that managers properly
understand the uncertainty inherent in the forecasts presented to them. Confidence
intervals are a valuable tool that addresses this concern, indeed, "business forecasters
need to explicitly represent these demand uncertainties" so that managers can
adequately prepare to meet their business objectives (Lapide, 2010}, Only when CIs are
properly interpreted can they fully inform accurate interpretations of the data, which is
why their presentation is so vital.
Part of the reason confidence intervals receive so little attention in the business
literature might stem from articles like A Note on the Use of Confidence Interval
Statements in Financial Reporting, a 1976 paper by Jacob Birnberg and Dennis Slevin.
The article details the findings of an experiment in which one group of student subjects
were asked to make decisions about the outcome of a task, given a set of faux
observations of prior trials and a statement about the variability of those observations.
A second set of subjects was given only the set of observations. The authors were
attempting to assess the degree to which CIs influenced the decisions made by users of
financial statements, separate from the absolute utility of CIs in a strictly statistical
sense. The study found no statistically significant difference between the choices made
by each group of subjects, and thus concluded "there must be a strong presumption
that [confidence intervals] add less to the user's knowledge than one might argue"
(Birnberg & Slevin, 1976).
The experiment itself, conducted using 100 MBA students from the University of
Pittsburgh, included the manipulation of two variables: the standard deviation of the
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prior observations, either c>-=24 (high} or 0=8 (low), and the disclosure, either implicit or
explicit, of said variability. Thus, the 100 subjects were split into four groups of 25, each
receiving a different set of conditions (i.e. high variability, explicit disclosure; Sow
variability, implicit disclosure; etc). The disclosure statements read: "As a result of these
data it would appear that the best estimate of the outcome of the experiment is ___
and that the outcome will be between

and

95% of the time" (Birnberg & Slevin,

1976). The mean estimate of these predictions never changed, while the range of the
interval estimate varied according to the conditions given. Additionally, the study
iterated the experiment several times, in one instance, a group of students were given
one a during one trial and the other a during a subsequent run. The shape of the
distribution for the observations was also altered from symmetrical to asymmetrical.
Again, the authors found no significant difference in trial outcomes between the various
simulations.
In detailing several caveats to their results, the authors note how CIs would likely
be valuable when decision makers are exposed to new information, especially when
dealing with parameters they have little past experience with, such as "published
forecasts, price level adjusted statements, or current value statements" (Birnberg &
Slevin, 1976). These and many similar data are commonplace in today's business
environment, however, lending credence to the value of Cl use. Further, even when
studying familiar data sets, variances that change over time, again not uncommon,
provide an opportunity for CIs to convey valuable information. Additionally, there are
likely better techniques for accurately expressing interval estimates than those
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employed by Birnberg and Slevin. Indeed, this paper will propose several examples of
improved methodologies. For example, while the shape of the distribution for the
interval estimates may have varied across trials, in no instance was the form of the
distribution explicitly stated. This omission often facilitates the misinterpretation that
interval estimates follow a uniform distribution. Advances in computer technology since
the completion of this study also provide ample opportunity for improving upon the Cl
statements that were used, graphical representation being one example.
Birnberg and Slevin also cite an earlier article by Bruce Oliver (1972) titled A
Study of Confidence Interval Financial Statements in delineating several reasons for the
contribution, or lack thereof, CIs made in the decision making process of the study's
subjects. One argument is that the information CIs convey is not important to
understanding point estimates. Much of this paper illustrates just the opposite. Another
line of reasoning states that the student subjects in the University of Pittsburgh study
ignored the information provided by the interval statements because they were
ignorant of its value. Thus, these statements would show no discernable effect in the
study. This assertion may in fact be true, which only highlights the need for additional
research into the ways CIs can be more effectively presented. A third reason given for
the lack of significant differences between trials is that the CIs, while accurately
conveying information, merely supported or reinforced the initial assessment of the
subjects. Even if this is the case for many participants within this study, it is likely that
individuals exist who would utilize interval estimates to drawn different conclusions
than they otherwise would have. Thus, this reasoning should not be extrapolated to the
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larger business community; especially given the ease of Cl calculations. Reporting CIs
under these circumstances is a minimal burden indeed, and their overall benefit to
investigators, by informing those who have drawn disparate conclusions, remains high.
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SUBJECT:-;'
The participants in this study consisted of 353 students enrolled in the MBA
program at Wright State University (WSU). Of these, 338 provided complete responses
to the survey. As the intent of this study was to measure the impact of various
techniques for conveying confidence interval information to business managers, MBA
students, who frequently are or eventually become employed within the business
industry in a managerial capacity, serve as an appropriate proxy for real-world decision
makers who utilize forecasts. These students, when they have it, often have work
experience similar in type to that of the population in question, and they are in the
midst of a degree program many business managers have graduated from. Thus, the
background and education, both formal and informal, of MBA students should allow
them to interpret CIs in a manner similar to current users of forecasts within the
business community.
The classes surveyed drew from courses all along the timeline of the MBA
program of study. They ranged from introductory MBA courses, containing fresh
initiates to the program, to the final capstone class, whose students were about to
graduate. In the end, 16 classrooms were surveyed, comprising various sections of 10
different MBA courses during the spring quarter of 2011. Some of these courses met
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during the weekday early in the afternoon, but most were evening weekday classes.
Additionally, students who were taking MBA classes but were not in the MBA program,
such as those pursuing a separate degree, were asked to refrain from taking the survey.
The students who participated in this survey ranged in age from 21 to 64 years
old. Though, the distribution of ages represented was vastly skewed toward the younger
cohorts, with 59% of those surveyed belonging to the 21-29 year old age group. Thirtynine percent of those surveyed were female, which is close to, but less than, the
national average of 43% for women employed in "Management, Business, and Financial
Operations occupations" (U.S. Census Bureau, 2010). Work experience for the sample
ranged from less than one to as much as 37 years. For the purposes of this study, all
values for work experience were rounded down to the next closest integer. Nearly 76%
of the students surveyed had less than 10 years work experience. Given the age
distribution of the sample, the relatively low level of work experience is expected.
Additionally, while a few students began pursuing their MBA over a decade ago (one as
far back as 1996), a full-time student in WSU's program can complete all the required
coursework in one year. Thus, we would expect to see a majority of subjects having
been in the MBA program for less than a couple of years. This is indeed the case, as
almost 94% of the students surveyed began pursuing their MBA in the year 2009 or
later.
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DESIGN
Subjects were first presented with a cover sheet that provided information
regarding the procedures and content of the study they were about to participate in.
The survey itself began with a series of demographic questions to which written answers
were provided. The students were asked their age, the year they completed their
bachelor's degree, how many years work experience they had since completing that
degree, and what year they began the MBA program at Wright State University. In
addition, subjects were asked to identify their sex, whether or not they used statistics in
their current occupation, if they had completed the MBA program's business statistics
class (MBA 580), and how many college-level statistics courses they had completed (on
a scale from 1 to 5+).
The subjects were next shown one of two arrangements of the survey, Version A
or Version B (see Appendices A and B), each consisting of five scenarios. Each scenario
asked the subject to interpret a fictitious forecast of consumer demand for a widget by
selecting what the most likely realization of quantity demanded would be for the period
being forecasted. Shown in order, each scenario provided a point forecast and as each
survey participant progressed through the five scenarios, each successive scenario
provided more detailed information for the Cl surrounding the point estimate of the
forecast. Some scenarios provided only written descriptions of the Cl, others displayed
graphs, and some scenarios contained both written and pictorial information about the
Cl of the estimate. Both versions of the survey contained at least one scenario that
employed a graphical depiction and at least one that used a written description of a Cl.
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The motivation for using two five-scenario versions of the survey, instead of one tenscenario rendering, was the amount of time it would take to administer the longer form.
A more detailed explanation for this is contained in the following section.
For survey version A, the first scenario contained only the point estimate of the
forecast, with no confidence interval. The second scenario added a margin of error to
the point estimate. The third scenario from this version of the survey progressed by
including both a Cl and the confidence level (95%) for that interval estimate. Each of
these first three scenarios presented their forecast information in an alphanumeric
format. The fourth scenario from survey version A, however, displayed a graph that
included shaded regions around the point estimate. There were four of these regions;
with the two closest to the point estimate each labeled "30%" and the two farthest from
the point estimate labeled "15%". The fifth, and final, scenario from this version of the
survey was again displayed in strictly alphanumeric characters and, like the two previous
scenarios, supplemented the point estimate with a Cl while denoting the confidence
level. This scenario provided additional information in the form of a descriptive
sentence which read: "The confidence interval for this forecast is based on the normal
distribution." This explicitly informed the subjects of the shape of the Cl's distribution.
The scenarios of survey version B followed a similar progression. Scenario 1
supplements the point estimate of the forecast with an un labeled Cl, containing just the
number for the upper and lower bounds of the interval. The next scenario displays
similar information in a strictly graphical format. In the graph, a simple error bar extends
above and below the point estimate. The third scenario builds upon scenario 2 by
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including a descriptive sentence with a graph of similar design. The description reads:
"The red vertical bar in this chart represents the 95% confidence interval for the
forecast." Thus, scenario 3 provides the confidence level of the interval estimate where
the previous two scenarios did not. Scenario 4 is a graph that overlays the shape of a
standard-normal distribution along the interval estimate. While no description
accompanies this graph, and the confidence level is not stated, the shape of the curve
surrounding the point estimate of the forecast implies the distribution of the Cl. The
final scenario for survey version A provides the most detail regarding the Cl of the
forecast, including the size of the Cl itself, the confidence level, as well as the sentence:
"The confidence interval for this forecast is based on a bell curve shaped distribution."
All of the information in the scenario 5 was presented non-graphically.
Five answer choices accompanied every scenario. Each of the numerical choices
provided were displayed in ascending order of value (i.e. (A) 5,820; (B) 5,840; (C) 5,930;
etc.), with the final option, choice E, labeled as "I don't know". The intent of including
this last choice was to diminish, to the extent possible, some of the statistical noise
caused by random guessing. Subjects were given the following prompt, which instructed
them to select as many of the numerical choices as they felt appropriate:

"Given the above forecast for consumer demand, which one or more of the
following realizations would you expect to be most likely or equally most
likely to occur? (choose all that apply)"
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Since multiple selections could be made among the numeric choices, there were 16
possible responses including choice E. It was stressed that each scenario, though similar
in form, was independent of the others and information in any given scenario should
not be used to answer other scenarios, To reinforce this notion, the values presented
varied by at least one order of magnitude from one scenario to another, and any
information that was different from the previous scenario was highlighted in red.

EXECUTION
Professors teaching MBA courses during the spring quarter of 2011 at WSU were
solicited via email for permission to administer the survey to their students. All who
were asked consented to give up the valuable class time needed to give the survey. As
the efficient use of classroom time was an important consideration, the goal was to use
no more than 8 to 10 minutes to hand out, execute, and collect all survey materials. In
most instances, the surveys were administered during the first few minutes of the class
period. All surveys were conducted between 21 April and 5 May 2011.
To expedite administration of the survey, subjects were only given two sheets of
paper: one containing an explanation of the survey, a statement of consent, and contact
information for myself and my advisor (Appendix C); and another that consisted of the
demographic questions with an answer sheet on the back for students to record their
selections for each scenario. Using a USB flash drive, one of the two versions of the
survey was loaded on the classroom computer and displayed on the projection screen
while the subjects read the cover sheet and filled in their demographic information. This
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process tool: one to two minutes. Next, each scenario was displayed on screen for 45
seconds, with up to.45 seconds more time allotted to the first scenario to allow subjects
to read through the accompanying description once and comprehend what was being
asked of them. Proceeding in this manner, subjects could not readily change their
answers to previous scenarios, as the choices for past scenarios would no longer be
visible on screen. If later scenarios, which had more detailed Cl descriptions, were truly
more effective at conveying Cl information, then this methodology would help preserve
any resulting discrepancies between the answers to earlier scenarios and the latter
ones. The answer sheets were then collected, with each student encouraged to keep the
cover sheet should they have any follow-up questions regarding the survey.
To further ensure the survey used less than 10 minutes of class time, the original
catalogue often scenarios was split into two versions containing five scenarios each.
Each version still progressed from minimal Cl information to more detailed depictions.
Only one version of the survey was given to any individual class section. Students who
had previously taken any version of the survey during another class, which was not
infrequent as many students take multiple courses per term, were asked to abstain from
retaking the survey, even if it was not the same version they had previously seen. Thus,
the number of qualifying participants in each class ranged in size from 8 to 38,
necessitating careful tracking of the quantity of responses for each version of the survey
to ensure the most even split possible among the two renditions.
Throughout this paper, when evaluating an individual's response, the term
"correct" denotes answers that were consistent with a normally distributed Cl. Though
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earlier scenarios in each versio n of the survey provided little or no information
regarding the distribution of the Cl, nearly all CIs for statistical business forecasts follow
a normal distribution, as discussed earlier. Thus, it could easily be argued that the
default assumption for business students should be a normally distributed Cl, or at the
very least a Cl distribution that is centrally-tended. As the primary intent of this study
was to discern methods for displaying CIs that successfully convey the normally
distributed nature of the Cl, answers were judged based on this assumption.
Additionally, the responses for each scenario were considered correct only if every
selection made (i.e. A, B, C, etc) was consistent with the above assumption. Due to the
opportunity for students to respond with multiple selections, answers that included any
selection not consistent with a normally distributed Cl were marked "incorrect".
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III. Results

DATA
As previously noted, a total of 338 viable observations were recorded during
data collection. These consisted of two versions of the survey, with 168 subjects
providing complete responses to version A, and 170 students answering version B.
Fifteen subjects provided incomplete or improper responses to one or more of the
scenarios, and were thus excluded from the final data set. Each subject's responses
were graded for accuracy and the number of correct answers tallied.
Scenario 1 of survey version A was the only scenario to require two selections to
be made. All other scenarios had only one answer choice that was consistent with a
normally distributed Cl. Figures 2 and 3 show the proportion of responses for each
version of the survey that were consistent with the previously stated assumption, along
with the accompanying CIs for those proportions. These CIs were calculated using the
formula for the standard error of a binomial distribution,
(3)

SE=[P(l-P)(l/n)f

where P is the percentage of correct responses for that scenario, and n is the sample
size. Confidence intervals were calculated, for the 95% confidence level, by multiplying
the SE by the appropriate critical value (1.96).9

9 Although each scenario offered multiple response options, only one option, or pair of
options, was consistent with normally distributed errors. Thus, the survey responses
were evaluated using the binomial (correct/incorrect) distribution.
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To determine the statistical significance of the difference in accuracy between
two scenarios, a test statistic was computed using the formula
(4)

t = j2n_=^ S M J^ M k\
(2fn)'A (SZj + S2k)'A

where M is the number of correct responses and S is the variance for scenarios j and k,
respectively. The variance S in turn was calculated for each scenario using the following
formula:
(5)

S = P {1-P) n

ANALYSIS
VERSION A
Analysis of the data for version A of the survey reveals a fairly static rate of
correct responses, with the exception of scenario 4 (see Figure 2). In fact, scenarios 3
and 5 had the exact same number of correct responses, while scenarios 1 and 2
returned only one more and one less correct answer, respectively (see Table 1). The
differences between the incidences of correct responses among all five scenarios are
statistically significant to the 99% confidence level. Scenario 4 deviated substantially
from the other scenarios by garnering 41 correct responses, which is a minimum of 17
more than any other question for this version of the survey. This represents a large
divergence in the accuracy of subjects' responses for scenario 4, relative to the other
scenarios. A more in depth discussion regarding the implications of these relationships is
presented in the "Discussion" section.

Table 1
j j l S M S S R ................. __ o;.y. •
•• -v.a i •
;
C- ' -4" ' ''
,
Scenario I ■Scenario 2
Scenario 3
Scenario 4 ■ Scenario 5
25
23
24
41
Version A
24
(± 9.0)
(± 8.9)
{Nom inal)
(± 10.S)
(±8.3)
(±8.7)
13.7%
14.9%
14.3%
24.4%
V ersion A
14.3%
(± 5.2%)
(± 5.4%)
(± 6.5%)
(± 5.3%)
(± 5.3%)
'.Proportional)
16.1%
16.1%
30.8%
16.4%
Version A - sa ns E* 24.5%
(± 7.9%)
(± 6.0%)
(± 8.4%)
(± 6.0%)
(± 5.9%)
{Proportioned)
37
29
36
49
69
'rC io ; S
(± 10.4)
(± 11.6)
(±9.6)
(± 12.5)
.(N om inal)
(±1< A
28.8%
21.8%
17.1%
40.6%
Version 8
21.2%
( ± 5.7%)
(± 6.8%)
(± 7.4%)
(± 6.2%)
(±6.1%)
(Proportioned ) - 50.4%
25.7%
32.5%
25.3%
Version B - sons E* 13.2%
(±7.1%)
(± 8.4%)
(± 7.2%)
(± 7.5%)
(± 6.3%)
{Proportional)
*Excluding choice E
Parentheses denote the 95% confidence interval
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VERS!ON B
The data from version B of the survey reveals a similar, yet distinct, pattern of
responses. As Figure 3 illustrates, there is once again a spike in accurate replies for
scenario 4, followed by a sharp drop-off for scenario 5. Version B differs from A in that
the proportion of correct responses for the first three scenarios continually increases,
rather than remaining relatively constant. Although both scenarios 3 and 4 exhibit a
larger increase in the proportion of accurate student responses, the improvement of

Figure 3
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scenario 4 is the most significant. Scenario 4 returned 20 more correct answers than the
scenario with the next closest number of accurate responses, which was scenario 3 (see
Table 1). By comparison, the difference in the number of correct selections between
scenario 3 and the third most accurate scenario (scenario 5) was 12 responses. This is
still a significant difference, but to a lesser degree than the divergence of scenario 4,
which returned the highest number of accurate responses compared to any scenario for
either version of the survey. As with survey version A, the differences among the
proportion of correct responses for each scenario is statistically significant to the 99%
confidence level. The implications of these results are discussed in more detail in the
following "Discussion" section.
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!V. Discussion

VERSSOM a
A closer examination of the data from scenario 1 of survey version A begins to
highlight a coherent pattern within students' responses. This particular scenario gives no
information regarding the Cl of the forecast, only a point estimate. Presented with such
limited information, it is not extraordinary that a preponderance of "I don't know"
answers were recorded for scenario I (see Table 2). The fact that the second most

Table 2
j^eiw uu j . i uCctlafiO jl. _ CHicifio. dd
Scenario d
A
L
B
A
Response marked B, C
(24)
correct
(25)
(41)
(23)
A, B, C
A, B, C
A, B, C, D
A, B
iviost frequent
E. ': , f
(47)
(43)
(49)
(26)
response* f
■>v
E
E
E
E
:
"i don't know"
(22)
(35)
(66)
(25)
(19)
*Excluding the correct response and choice E
Parentheses denote the number of responses recorded fo r that answer

common response, which was incorrect, included all four numerical options and
bracketed the third most frequent reply, the correct answer, is evidence of a large
degree of uncertainty on the part of the surveyed. This response is also consistent with
a uniformly distributed Cl, as opposed to a normally distributed interval. Though no Cl
was explicitly stated, any prediction of future events will inherently contain uncertainty.

Thus, a margin of error should at least he assumed, in effect, scenario I from survey
version A illustrates what happens when CIs are excluded from business forecast data.
Namely, managers who are presented with this type of forecast are poorly equipped to
make inferences regarding even slight variations of the point estimate. This hinders
decision making, which at its core is based on evaluating the tradeoffs among various
hypothetical scenarios.
Providing slightly more information, scenario 2 supplies a simple Cl to
accompany the point estimate of the forecast. A "margin of error of ±150" was
displayed, without further detail. Subjects presented with such a meager Cl would have
to make some basic assumptions about the interval estimate in order to draw any
conclusions about the numerical choices presented. As previously asserted, without
detailed Cl information many subjects apparently assumed the interval estimate was
uniformly distributed. This is illustrated by the most frequent response to this scenario,
which included all choices within the stated interval (A, B, and C). All three of these
selections could only be a valid fulfillment of the forecast if the Cl was uniformly
distributed. According to the data for this scenario, subjects were over 51% less likely to
assume the opposite, a centrally-tended distribution for the interval estimate, and thus
select the value closest to the point forecast. Additionally, while the inclusion of even
the most basic Cl drastically reduced the incidence of "I don't know" responses (from 66
for scenario 1 to 25 for scenario 2), the lack of detailed Cl information likely contributed
to the number of choice E selections (25) remaining higher than the quantity of correct
replies (23). Though the proportion of responses for scenario 2 that were correctly
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consistent with a centraliy-tended Cl distribution is very similar to that of scenario 1, the
composition of the incorrect answers changes drastically from the first scenario to the
second. Namely, the reduction in "I don't know" responses and the difference between
the most frequent answers for each scenario is notable (see Table 2). These findings
further reinforce the notion that even a simple Cl facilitates a more accurate
interpretation of forecast data, but that without more detail most business managers
will make the generally incorrect assumption that the Cl is uniformly distributed.
The data for scenario 3 is very similar to that of scenario 2 for this version of the
survey. Regarding the display of the CIs themselves, the primary difference between the
two scenarios is the specification of the level of confidence for the interval estimate.
Though the "95% confidence interval" is a commonly used statistic, the addition of this
label seems to have done little to recall any prior statistics education or foster a more
accurate interpretation of the Cl for the forecast. Again, the most numerous response
(A, B, C) included all options within the given interval estimate and excluded those
values outside the Cl. This can be interpreted as a reflection of the tendency for
business managers to assume CIs are uniformly distributed.
Though the set of scenarios for each version of the survey provides increasingly
more detailed Cl information as the survey progresses, the most prominent difference
among the scenarios from version A is the graphical depiction of the Cl in question 4
(see Figure 4). All other scenarios utilized written descriptions of the interval estimate.
This visual display drew attention to the fact that all values along the interval estimate
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are not equally !ikefy by incorporating several regions with percentage labels into the
graphic (see Appendix A, Scenario 4}, One explanation for the significant increase in

Figure 4
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the proportion of correct answers for this scenario is that this graphical depiction was
more effective than alphanumeric intervals alone at conveying the nature of a Cl's
distribution. While scenario 4 did elicit a more accurate response from students, there
were still a large number of subjects whose answer included multiple selections.
However, the most frequent response (A, B) was more focused around the correct
answer in that it contained fewer erroneous selections (just one additional choice, as
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opposed to the two or three of scenarios 1, 2, 3, and 5), Additionally, the two values
corresponding to choices A and B were found within the regions labeled "30%" nearest
the point estimate of the forecast. Whereas in prior scenarios students who assumed a
uniformly distributed Cl would most often include all options contained within the
interval estimate, in this scenario one such choice (option C) was frequently excluded.
Presumably this is due to the fact that option C was located in one of the "15%" regions
at the edge of the interval estimate. The fact that both options contained within the
center regions were frequently selected together implies students were assuming values
"grouped" together shared a common probability of occurrence. This is consistent with
respondents assuming a uniform distribution within these groups. While the graphically
depicted Cl of scenario 4 clearly caused a non-trivial amount of subjects to recognize the
centrally-tended nature of the Cl's distribution, many students nevertheless continued
to associate choices in the same region with equal probabilities. Such a tiered interval
interpretation is more accurate than a strictly uniform interpretation, yet still not as
precise as the continuous functions of normally distributed CIs. Also of note is the spike
in "I don't know" responses for scenario 4, relative to both the prior and subsequent
scenarios. One possible explanation is that while the visual display of Cl information
provided clarity for some, it was more confusing for others. Given this interpretation,
however, the level of increased understanding provided by this scenario clearly
outweighs any decrease in comprehension since the proportion of correct answers
increased significantly and led to a reduction in the total number of incorrect responses,
even though the composition of those incorrect responses might have changed (i.e.
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more "I don't know" responses). As such, the data tor scenario 4 indicates the method
utilized to display the Cl for this scenario is superior to those employed in the other
scenarios for this version of the survey, but - as will he illustrated in the next section there are likely more effective ways to graphically depict Cl information.
Despite the fact that scenario 5 contains the most detailed information regarding
the Cl of the forecast, there was a sharp decline in the rate of accurate responses for
this scenario, relative to the previous scenario. Scenario 5 returned a mix of correct and
incorrect responses very similar to that of scenarios 2 and 3, even though this scenariospecifically stated the Cl "was based on the norma! distribution." While subjects may
have responded to earlier scenarios assuming the CIs were uniformly distributed
because no specific distribution was articulated, the students should have been able to
associate the stated distribution in scenario 5 with the interval estimate provided, and
thus improve the accuracy of their responses. This is not reflected in the data however,
and indicates either a lack of recognition of the norma l distribution or a failure to
effectively combine this information with other details of the Cl. In either case,
supplementing written CIs with detailed prose descriptions did not appear, in this
instance, to be a useful tactic for communicating the subtleties of the Cl's statistical
distribution. The contrast in accuracy between scenarios 4 and 5 is noteworthy and
could again best be explained by the possible superior explanatory power of graphically
depicted CIs, as the details of the Cl for scenario 5 were displayed alphanumerically and
the Cl for scenario 4 was graphically represented.
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Overall, analysis of the data from survey version A demonstrates both the
potential for business managers to incorrectly interpret Cl information, as well as the
ability of at least one method for displaying CIs that can more accurately inform. Survey
version A also illustrates the importance of the underlying assumptions managers make
regarding the distribution of these interval estimates. Whether or not the interval is
apparently assumed to be uniformly or normally distributed has a noticeable effect on
how Cl information is utilized. Further, the significant differences in cognition of Cl
distributions attributable to variations in presentation highlight the need for a more
effective methodology of display. Finally, this version of the survey shows that along the
continuum of information detail for depicting CIs, visually represented intervals appear
to be more informative than written descriptions of intervals.

VERSION E
The most prominent difference between version B of the survey and version A is
that version B contained more than one scenario which employed graphs to convey Cl
information. The first and last scenarios from this version are the only scenarios to use
strictly alphanumeric terms for their CIs, all others utilized some form of visual
representation (see Figure 5 and Appendix B). If CIs are more useful when displayed
graphically, this would explain the increase in correct responses from scenario 1 through
scenario 4. By this logic, we would expect the level of information provided by pictorial
CIs to influence the accuracy of students' selections, which is generally what the data
shows. In addition to the contrast between CIs displayed in alphanumeric versus
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graphical terms, the data from version B offers a comparison between several different
techniques for creating Cl graphs. There were three graphical depictions of Os in this
version of the survey that were employed for scenarios 2 through 4 (see Figure 5).

Figure 5
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Scenario 1 of this version of the survey contained perhaps the most simplistic Cl,
a "±60," which contrasts with the absolute absence of Cl information from the initial
scenario of survey version A. Given only this small bit of additional detail regarding the
forecast, most subjects chose each of the two values at the edges of the interval limits
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(B and D), as opposed to the selection which was closest to the point estimate (see
Table 3). One explanation for this result might lie in the wording of the instructional

Table 3

Response marked
correct
Most frequent
response"
"1 don't know" -

C
(29)
B, D
(44)
E
(19)
*Excluding
Parentheses denote the

C
D
B
S
(69)
(36)
(49)
(37)
A, B, C, D
B, C, D
A, B, C, D
A, B, C
(46)
(30)
(*6)
(19)
E
E
E
E
(30)
(19)
(33)
(24)
the correct response and choice E
number of responses recorded fo r that answer

prompt "most likely or equally most likely". The two values corresponding to choices B
and D are in fact equidistant from the point estimate, while the "or" in the directions
would allow such a response to appear valid. Whether or not this was the primary cause
of this answer's frequency, it is more telling perhaps that the second most numerous
response, similar to several scenarios in survey version A, included all choices (B, C, and
D) whose value fell within the interval estimate. Looking at both of the two most
frequent responses for scenario 1 reveals once again that many students were acting on
a lack of information, as the distribution of the Cl was not specified, by frequently
assuming all values within the interval range had an equal probability of occurrence. The
choice correctly consistent with a normally distributed Cl did garner 29 responses,
indicating not all subjects made the above assumption. Though, if most business
forecast CIs follow a normal distribution, the vast majority of responses for this scenario
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Send further credence to the idea of widespread misunderstanding regarding the nature
of the statistical distributions of interval estimates.
Scenario 2 presents an interesting case for the visual display of CIs. This
scenario's simple graph inserts an error bar above and below the point forecast.
Graphics of this kind are common throughout the scientific literature and wider business
community when displaying summary statistics, especially accompanying bar graphs,
and they even come standard in many analysis software packages. While a trained
researcher might readily interpret the full meaning of these simple error bars, their
presence in the second scenario of survey version 6 had a limited impact on the
accuracy of students' responses as there was only a slight increase in the number of
replies consistent with a normally distributed Cl. Additionally, the rise in the number of
"I don't know" responses (see Table 3) indicates that displaying CIs in this manner is not
inherently less confusing than the simple written interval of scenario 1, which is
evidence of the inferior nature of this particular graph style as an alternative to written
CIs. Though the proportion of correct answers for this scenario is significantly greater
than all the non-graphical Cl methods employed in survey version A (scenarios 1, 2, 3,
and 5), more research is needed to compare this and other techniques for displaying CIs.
Further reinforcing the idea that CIs are often assumed by managers to have uniform
distributions, all numerical answer choices listed were values that fell within the range
of the Cl and the most frequent reply from students included all four of these choices.
All this is cause for concern as many CIs, when they are shown at all in graphical format,
are displayed in a manner very similar to the method utilized in this scenario. The data
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for this scenario suggests that not all types of visually re presentee 1Cis are inherently
more effective at conveying C! information, though other parts of this study show some
techniques that appear to increase cognition. Again, further study is needed to define
the most effective means for displaying CIs. This scenario, in particular, also illustrates
the need for a change in practice, as this method for depicting Cis is extremely common,
yet, as will be shown, it is inferior to several other techniques.
If the simply graphical Cl of scenario 2 did not provide results that diverged
substantially from scenario 1, supplementing this graph with a written description
seems to have enhanced its informative capacity to a discernable degree. Scenario 3
displayed the Cl of the forecast with simple error bars, as in scenario 2, but it also
described the interval as representing "the 95% confidence interval for the forecast."
This extra information elicited 13 additional correct responses (49 total) more than
scenario 2, but an even greater increase of 20 more correct responses compared to the
first scenario (see Table 1). Interestingly, scenario 3 from the other survey (version A)
also explicitly stated the confidence level of the interval estimate, yet there was no
discernable difference in the accuracy of responses for that scenario, compared to the
previous scenarios from version A. One possible explanation for this is that all the Cl
information from scenario 3 of version A was depicted alphanumerically, while the Cl for
scenario 3 from survey version B utilized both written and visual stimuli. The data for
scenario 3 from this version of the survey thus indicates a mix of visual and written cues
may be superior to either technique in isolation.
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Scenario 4 presents the most compelling case for use of graphically depicted CIs
in general, while providing a particularly effective example of a specific visual approach.
The Cl for this scenario (see Appendix B, Scenario 4) overlaid a normal distribution curve
on top of an interval estimate similar to that of scenarios 2 and 3. While this did provide
a slight increase in the number of "I don't know" responses, it also drastically reduced
the tots! number of responses that were inconsistent with a centrally-tended Cl
distribution, in fact, the second most frequent response to this scenario (after the
correct answer) garnered only 19 replies (see Table 3). This response, similar to prior
scenarios, included all values within the interval estimate, but its reduced incidence is
evidence of the superior communicative power for this method of presenting CIs. Put
another way, this particular graphical technique caused more than 40% of all
respondents to identify the value correctly consistent with a centrally-tended
distribution, which is far and away more than any other scenario for either version of
the survey. It is worth noting, however, that this percentage still constitutes less than
half of the students who took this version of the survey. This suggests there is still room
for improvement in the effective presentation of CIs. One such possible enhancement
might be the addition of a written description to the solely graphical Cl depiction of this
scenario. A combination of the most effective written and pictorial cues should provide
a more effective means for conveying Cl information to those with less nuanced
statistical expertise, including many business managers. The communication advantages
of such a penultimate technique would also have to be weighed against the possibility
of information overload. Further research will be needed to explore this balance.
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As with version A, the drop-off in correct responses for scenario 5 of survey
version B supports the notion that graphical depictions are preferable to written
descriptions when attempting to convey Ci information. This last scenario once again
provided the most detailed information regarding the Cl of the forecast, including not
only the interval itself but also the confidence level and shape of the distribution for the
Cl. The latter was this time denoted by the phrase "a bell curve shaped distribution,"
whereas survey version A utilized the adjective "normal." While subjects for each
version of the survey might have previously been able to assume a uniformly distributed
Cl because no distribution was specified, neither the "normal" northe "bell curve"
distinctions seems to have had the positive effect on response accuracy one would
expect from explicitly stating the shape of the Cl's distribution. As previously stated,
unfamiliarity with the graph of a normal distribution could be a primary cause for the
inefficacy of the written descriptor for scenario 5 of survey version A. Yet it would be
safe to assume that most, if not all, MBA students and business managers have
encountered a normal distribution before, and if they could not associate the label
"normal" with the graphical depiction of that function then at least they should be able
to recognize it as a bell-shaped curve. Despite this, the data for scenario 5 again
reinforces the notion that even detailed written Cl information often fails to fully convey
the centrally-tended distribution of interval estimates. It is also possible that combining
all bits of written information obfuscates interpretation or is more prone to omission
errors than viewing a graph which itself conveys much of the same information in one
glance.
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Summarizing the various techniques for graphically displaying Cis employed
within this version of the survey, we see the first graph (scenario 2) depicts the point
estimate with a simple error bar. The data from this scenario shows only a slight
improvement in accuracy compared to the first, non-graphics! Ci depiction. The
weakness of this relationship could be interpreted as an indication that, although graphs
may in genera! enhance the interpretation of CIs, there are inferior and superior
methods for graphically depicting Cis. If this is the case, the simple error bars used in
scenario 2, which are common in practice, are not one of the better techniques. The
second graph (scenario 3), which received more correct responses than the prior
scenario, expands upon this basic error bar display with the addition of a written
description of the confidence level for the forecast. There is a significant improvement
in the incidence of accurate responses for this scenario, suggesting that a combination
of a graph and a written description is better than either approach alone. Data for the
third graph (scenario 4) showed the largest increase in correct responses compared to
all other techniques. This graph utilized a Cl that superimposed a specific distribution,
the standard-normal, around the point estimate. Scenario 4 did not include any written
description of the Cl, however, indicating the statistical strength of this scenario's ability
to inform the subject's understanding of Cis was solely a result of this particular
graphing method. Overall survey version B reemphasizes the sometimes critical role the
underlying distribution of a Cl can play in the decision making process, as assuming
either a uniform or a centrally-tended Cl distribution can lead to disparate conclusions.
Additionally, while there are a wide variety of techniques for depicting Cis, certain
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graphical displays appear to be more effective than other methodologies at conveying Cl
information. Again, further study is needed to properly discern among the effectiveness
of various techniques.

EXCLUDING CHOICE E
As previously mentioned, answer choice E attempted to siphon off those
responses from students who were not confident enough in any of the numerical
options provided to make a definite choice, and who might otherwise have guessed
randomly - distorting the results. Of course, many subjects still made educated guesses
involving some degree of uncertainty. However, as the "I don't know" response was
provided (and utilized) as a viable option, it is assumed that the preponderance of non-E
answers were made with some threshold level of perceived understanding of the
problem at hand, and thus can be considered a valid reflection of the subject's own
perception of their knowledge of CIs.
Removing choice E from the data causes an increase in the overall proportion of
correct answers for each of the scenarios from both versions of the survey. More
importantly, the relative accuracy among the scenarios also changes slightly when the "I
don't know" answers are excluded (see Figures 6 and 7). Though it is important to
scrutinize the results inclusive of choice E because the confusion or lack of
understanding denoted by the incidence of "I don't know" responses is valuable
information when assessing the ability of a given technique to convey Cl information,
this type of analysis allows for the examination of response rates among only those
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selections made with at least some basic level of confluence. Responses tor subjects
who felt they understood enough about CIs, forecasting, and the directions of the
survey to make a selection with this level of confidence are a specific, slightly narrower
subset of the entire data array, and examining their answers in isolation may provide
some insight into the effectiveness of the various methods for displaying CIs utilized
within this study.

Figure 6
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When the "1 don't know" responses are excluded from the results of each
survey, the accuracy of the most informative scenarios is accentuated, with only a few
exceptions. The fifth scenarios from each version of the survey continue to be
exceptions as each contained the most information regarding the Cl of the forecast, yet
these scenarios did not experience a significant increase in response accuracy from the
removal of choice E, relative to other scenarios. Scenario 1 from survey version A is the
other outlier. With survey version A, when choice E is removed, the accuracy of
subjects' answers to both scenario 1 and scenario 4 increases by a larger amount
relative to the other scenarios, with the changes to scenario 1 being the most
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conspicuous (see Figure 6). One interpretation of this revealed accuracy among those
scenario 1 respondents who committed to a specific answer is that, given the absence of
a specific Cl, subjects simply chose the option(s) that fell closest to the point estimate
provided, without any inherent understanding as to the probability of their selection.
Despite the fact that this resulted in selecting the choice most correctly consistent with
a normally distributed Cl, it appears knowledge of the statistical probabilities that
surround point forecasts was not employed, as the most frequent response still included
every numerical option available. Given this most frequent response, the previously
delineated advantages of including Cl information with forecasting data, and the
likelihood that good educated guessing (which could vary by situation) influenced the
results from this scenario, it would still be advisable to employ a more informative
technique for displaying Cis. The increase in accuracy revealed by excluding choice E
from scenario I of survey version A might also indicate that Cl information is best
excluded from business forecasts unless it is at least as informative as some more
effective technique, for example the method employed for scenario 4 from survey A.
Given the preponderance of "I don't know" responses for scenario 1, less informative
techniques for displaying Cis might obfuscate proper interpretation more than they
enhance it.
The ocher noticeable changes to the data set which result from the removal of
choice E include the increased relative significance of the correct responses garnered by
scenario 4 from each version of the survey, as well as the homogenizing of the response
rates for several of the scenarios from version A. In fact, the proportion of answers
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correctly consistent with a centrally-tended Cl distribution for scenario 4 from survey
version A becomes almost double that of scenarios 2, 3, and 5 (see Figure 6}. Similarly,
the proportion of correct answers for scenario 4 from survey B increases by almost ten
percent, a much larger increase than any of the other scenarios from this version of the
survey (see Figure 7). Thus, withholding the "I don't know" responses from the data
further reinforces the idea that specific graphical techniques for depicting CIs, namely
those utilized for the fourth scenario from each version of the survey, are more effective
at communicating the distribution of forecast CIs compared to the techniques utilized
for the other scenarios. In addition, differences in the level of explanatory detail among
various interval estimates displayed alphanumerical!'/, for the most part, do little to
enhance the communication of the centrally-tended nature of a Cl's distribution.

IN AGGREGATE
LEARNING CURVE
Regarding both versions of the survey, it is worth mentioning the possibility of an
increase in subjects' understanding of CIs via the repetitive nature of the presentation of
the scenarios in this study. Specifically, students might have gleaned information about
the nature of CIs in general as they progressed from one scenario to the next (i.e. that
the CIs did not follow a uniform distribution). If this phenomenon were extant, it would
allow earlier scenarios to inform later scenarios and artificially inflate the number of
correct responses for the last few scenarios. Such a learning curve does not appear to be
discernable in the data from version A, as the accuracy of responses changes little with
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respect to the progression of scenarios. That is, the incidence of correct answers does
not increase steadily from scenario 1 through scenario 5. For version A of the survey,
the accuracy of responses does not vary much at all, except for scenario 4. The rate of
correct responses is better correlated with the progression of scenarios in version B,
however, and thus there is a stronger case for the influence of a learning curve in the
data for this version of the survey. The steep decline in the number of correct answers
from scenario 4 to scenario 5 almost certainly discounts this as a possible factor
affecting the accuracy of subjects' responses, though. If there were a strong influence
from learning via earlier scenarios, we would not expect to see the large reduction in
the number of correct answers for scenario 5 that is exhibited in both versions of the
survey. As previous sections have demonstrated, the incidence of responses that are
correctly consistent with a centrally-tended Cl distribution is more highly correlated to
the manner in which the interval was displayed, rather than to an individual scenario's
position in the order of the survey.

CONTROL FACTORS
By first converting the yes/no responses of several of the demographic questions
into binary form, data from the control factors was used to discern any possible
statistical correlation between the control factors and subjects' responses. Poisson
regression was chosen to test for possible correlations because count data was being
modeled. Specifically, the number of correct responses for any individual observation
could take the form of any integer zero through five. The ST ATA software package was
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utilized for this analysis, and the output of the best fitting Peisson regression is detailed
in Appendix D.
The most striking observation from the analysis of the control factors concerns
the variable sex. The results show that being female was correlated with approximately
0.59 fewer correct responses. This relationship, which was the only relationship
statistically significant beyond an 85% confidence level, was significant at greater than a
99% level of confidence. The fact that all ten of the students who answered each of the
five questions correctly happened to be male obviously factored into the significance of
this correlation.
The other control factors included the total number of correct responses [totalc),
whether or not the subject had completed the MBA program's statistic course {mba580)
or used statistics in their current occupation (usestat), years of work experience
(workexp), number of statistics courses completed (statclassesg), age, year of

undergraduate graduation (undergyear), and the year in which a student was first
enrolled in the MBA program (m bay ear). Of these, the only other variable besides sex
that was even remotely significant was mbayear. According to the regression output,
each additional year a student had been in WSU's MBA program corresponded to
approximately 0.07 fewer correct survey responses on average. This relationship was
significant at the 84.7% confidence level. None of the other control factors, however,
demonstrated a statistically significant effect on the subjects' ability to interpret
confidence interval distributions, including the completion of the MBA program's
statistics course (mba580) and the number of other statistics courses taken

61

(statdassesg). Thus, the control factors overall had little or no effect on subjects'
responses. This is further evidence the survey results are robust, as these control factors
do little to explain differences in response accuracy. However, it is entirely possible that
one or more factors not controlled for during this study might be highly correlated with
the accuracy of students' answers. Additional research will be needed to investigate the
possible explanatory power of any missing control factors.

CAVEATS
Several obstacles exist for the implementation and widespread use of any new
methods for displaying CIs. The first is that many forecasts today are generated using
statistical software packages that are also utilized to create the summary outputs, which
are ultimately shown to decision makers. These programs do not often provide
graphical options for displaying the CIs of forecasts in a manner similar to those
employed in this study, such as the graph from scenario 4 of survey version B (see
Appendix B, Scenario 4). This study has demonstrated that CIs displayed in this fashion
have a discernable advantage over other methods for conveying Cl information, but it is
unlikely the superior explanatory power of these techniques will be utilized unless
producers of statistical software commit to incorporating options for such graphs into
their products.
Additionally, it should be explicitly stated that in advocating for the above
changes in the practice of communicating forecasts, the target audience is the
statisticians and analysts within the business community who present this type of
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information to managers and decision makers. Again, such business leaders are
generally well educated, but lack the more rigorous statistics knowledge that usually
accompanies the quick and accurate interpretation of Cis, to include the interval's
distribution. For this reason MBA students were selected as the sample population, and
the results of this study should not be extrapolated to other groups beyond the business
community. Coupled with this is the need to communicate the solutions proposed
herein to those who could implement change, namely the aforementioned statisticians
and analysts.
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This paper's iiterature review denoted several authors who have previously
communicated the advantages of supplementing dichotomous significance testing with
confidence intervals, as well as the benefits of conveying statistics information
graphically. Building on this, the data from this study supports both the notion that CSs
can communicate meaningful information and that visual representations of CIs can
more accurately inform consumers of forecast data, especially among those within the
wider business community who may lack statistical expertise. Using MBA students to
model the general business manager population, this study more specifically attempted
to elucidate the difficulties of communicating the centrally-tended distribution of many
CIs. The more prevalent interpretation among the business community seems to be that
CIs are uniformly distributed; an issue which is present across a broad range of ages and
experience levels. Several of the techniques presented in this study were found to have
a statistically significant effect on accurately communicating Cl information. These
techniques, specifically those utilized in the fourth scenarios from each version of the
survey, not only drew attention to the existence of a Cl and included a specific range
and confidence level, but also presented a graph-based visual display that
communicated the centrally weighted nature of the Cl. However, additional research is
needed to differentiate the best method for conveying Cl information from among the
variety of possible techniques, only a few of which are presented here.
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CONFIDENCE INTERVAL SURVEY (VERSION A)

Please fill in the blank or circle ONE selection when answering the following demographic
questions:

1) Are you:

2) Age

Male

Female

________________

3) In what year did you complete your bachelor's degree?

________________

4) Since completing your bachelor's degree, how many years of work experience do you have?

5) Have you taken or are you currently taking MBA 580?

Yes

No

6) Other than MBA 580, how many collegiate statistics courses have you completed?
1

2

3

7) In what year did you begin the MBA program?

8) Do you use statistics in your current occupation?

4

5+

________________

Yes

No

SCENARIO 1
The following scenario is presented as an independent case. Information from the other
scenarios should not be used to answer this question.

You are an employee at Wright & Company, a consultancy firm. One of the firm's clients
produces hydro-pneumatic eggbeaters. It is currently just before the start of the first quarter
and this client has asked you to forecast consumer demand for the upcoming quarter. You
produced the following forecast:

Quarter
Forecasted Consumer Demand

Q1
45,000

Given the above forecast for consumer demand, which one or more of the following realizations
would you expect to be most likely or equally most likely to occur? (choose all that apply)
A) 44,950

B) 44,975

C) 45,025

D) 45,040
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E) I don't know

SCENARIO 2
The following scenario is presented as an independent cose. Information from the other
scenarios should not be used to answer this question.

You are an employee at Wright & Company, a consultancy firm. One of the firm's clients
produces hydro-pneumatic eggbeaters. It is currently just before the start of the first quarter
and this client has asked you to forecast consumer demand for the upcoming quarter. You
produced the following forecast:

Quarter
Forecasted Consumer Demand

Q1
21,800 (margin of error of ±150)

Given the above forecast for consumer demand, which one or more of the following realizations
would you expect to be most likely or equally most likely to occur? (choose all that apply)
A) 21,740

B) 21,890

C) 21,930

D) 21,980
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E) I don't know

SCENARIO 3
The follobving scenario is presented as an independent case. Information from the other
scenarios should not be used to answer this question.

You are an employee at Wright & Company, a consultancy firm. One of the firm's clients
produces hydro-pneumatic eggbeaters. It is currently just before the start of the first quarter
and this client has asked you to forecast consumer demand for the upcoming quarter. You
produced the following forecast:

Q1
180 (95% confidence interval of ±15)

Quarter
Forecasted Consumer Demand

Given the above forecast for consumer demand, which one or more of the following realizations
would you expect to be most likely or equally most likely to occur? (choose all that apply)
A) 166

B) 175

C) 187

D) 197
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E) I don't know

SCENARIO 4
The following scenario is presented as an independent case. Information from the other
scenarios should not be used to answer this question.

You are an employee at Wright & Company, a consultancy firm. One of the firm's clients
produces hydro-pneumatic eggbeaters. It is currently just before the start of the first quarter
and this client has asked you to forecast consumer demand for the upcoming quarter. You
produced the following forecast:
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Given the above forecast for consumer demand, which one or more of the following realizations
would you expect to be most likely or equally most likely to occur? (choose all that apply)
A) 1,445

B) 2,230

C) 2,675

D) 3,000
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E) I don't know

SCENARIO 5
The following scenario is presented as an independent case, information from the other
scenarios should not be used to answer this question.

You are an employee at Wright & Company, a consultancy firm. One of the firm's clients
produces hydro-pneumatic eggbeaters. It is currently just before the start of the first quarter
and this client has asked you to forecast consumer demand for the upcoming quarter, You
produced the following forecast:

Quarter
Forecasted Consumer Demand

Q1
2,100 (95% confidence interval of ±45)

The confidence interval for this forecast is based on the normal distribution.

Given the above forecast for consumer demand, which one or more of the following realizations
would you expect to be most likely or equally most likely to occur? (choose all that apply)
A) 2,055

B) 2,067

C) 2,130

D) 2,145
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CONFIDENCE INTERVAL SURVEY (VERSION B)
Please fill in the blank or circle ONE selection when answering the following demographic
questions:

1) Are you:

Male

Female

2) Age

3) In what year did you complete your bachelor's degree?

4) Since completing your bachelor's degree, how many years of work experience do you have?

5) Have you taken or are you currently taking MBA 580?

Yes

No

6) Other than MBA 580, how many collegiate statistics courses have you completed?
1

2

3

7) In what year did you begin the MBA program?

8) Do you use statistics in your current occupation?
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4

5+

________________

Yes

No

SCENARIO I
The following scenario is presented as an independent case. Information from the other
scenarios should not be used to answer this question.

You are an employee at Wright & Company, a consultancy firm. One of the firm's clients
produces hydro-pneumatic eggbeaters. It is currently just before the start of the first quarter
and this client has asked you to forecast consumer demand for the upcoming quarter. You
produced the following forecast:

Quarter
Forecasted Consumer Demand

Q1
5,900 (±60)

Given the above forecast for consumer demand, which one or more of the following realizations
would you expect to be most likely or equally most likely to occur? (choose all that apply)
A) 5,820

B) 5,340

C) 5,930

D) 5,960
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SCENARIO 2
The following scenario is presented as an independent case. Information from the other
scenarios should not be used to answer this question.

You are an employee at Wright & Company, a consultancy firm. One of the firm's clients
produces hydro-pneumatic eggbeaters. It is currently just before the start of the first quarter
and this client has asked you to forecast consumer demand for the upcoming quarter. You
produced the following forecast:

1000 -] —
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700 ------600 ........

40

500
400
300

200
100

0
Qi

Given the above forecast for consumer demand, which one or more of the following realizations
would you expect to be most likely or equally most likely to occur? (choose all that apply)
A) 450

B) 500

C) 570

D) 580
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SCENARIOS
The following scenario is presented as an independent case. Information from the other
scenarios should not be used to answer this question.

You are an employee at Wright & Company, a consultancy firm. One of the firm's clients
produces hydro-pneumatic eggbeaters. It is currently just before the start of the first quarter
and this client has asked you to forecast consumer demand for the upcoming quarter. You
produced the following forecast:

The red vertical bar in this chart represents the 95% confidence interval for the forecast.

Given the above forecast for consumer demand, which one or more of the following realizations
would you expect to be most likely or equally most likely to occur? (choose all that apply)
A) 21

B) 25

C) 27

D) 34
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.XEWARIO 4
The following scenario is presented as on independent case. Information from the other
scenarios should not be used to answer this question.

You are an employee at Wright & Company, a consultancy firm. One of the firm's clients
produces hydro-pneumatic eggbeaters. It is currently just before the start of the first quarter
and this client has asked you to forecast consumer demand for the upcoming quarter. You
produced the following forecast:
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i

1,000

O'

Q1

Given the above forecast for consumer demand, which one or more of the following realizations
would you expect to be most likely or equally most likely to occur? (choose all that apply)
A) 3,100

B) 3,900

C) 4,900

D) 5,100
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5CEMAFU0 5
The following scenario is presented as an independent case. Information from the other
scenarios should not he used to answer this question.
You are an employee at Wright & Company, a consultancy firm. One of the firm's clients
produces hydro-pneumatic eggbeaters. It is currently just before the start of the first quarter
and this client has asked you to forecast consumer demand for the upcoming quarter. You
produced the following forecast:

Quarter
Forecasted Consumer Demand

7,450 (95% confidence interval of ±100)

The confidence interval for this forecast is based on a beil curve shaped distribution.

Given the above forecast for consumer demand, which one or more of the following realizations
would you expect to be most likely or equally most likely to occur? (choose all that apply)
A) 7,400

B) 7,490

C) 7,500

D) 7,590
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AH-[£E\5D1IC Ct
SURVEY COVER PAGE

Heilo, my name is Jeff Price and the following survey is part of a research project that
will fulfill the Capstone requirement for my M.S. in Social and Applied Economics. This
research will explore business forecasting methodology with an aim to increasing
generalizable knowledge within the field.
If you agree to participate in this research you will complete a survey. This survey first
asks you to fill out some brief demographic information. Then, a series of independent
scenarios are presented and you are asked to answer one multiple choice question for
each scenario. The entire survey should take between five and eight minutes to
complete.
No personal identifiers (name, social security number, etc.) will be collected during this
survey. As such, your anonymity will be maintained.
Your participation in this survey is strictly voluntary, and you can choose to stop
participating at any time. Refusal to participate, or to continue participating, will not
affect your involvement or your grade in this class. By completing the survey you are
implying your consent to participate.
There is no risk to you for your participation. While there is also no direct benefit to you,
this survey aims to increase the general body of knowledge regarding business
forecasting, and would thus benefit everyone on a general level.
If you have any questions regarding this survey, please feel free to contact me at
price. 138(5>wright.edu, or my faculty advisor, Thomas Traynor, PhD at
thomas.traynor(a>wright.edu, 937-775-3070.
If you have general questions about giving consent or your rights as a research
participant in this study, you can call the Wright State University Institutional Review
Board at 937-775-4462.
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POISSON REGRESSION
poisson totalc sex age mbaSSO usestat undergyear workexp mbayear statclassesg

Iteration 0: log likelihood = -491.53361
Iteration 1: log likelihood = -491.53356
Iteration 2: log likelihood = -491.53356
Poisson regression

Number of obs =

Log likelihood = -491.53356

totalc |

338

LR chi2(8)

=

34.58

Prob > chi2

=

0.0000

Pseudo R2

=

0.0340

Coef.

Std. Err.

z

P>|z|

[95% Conf. Interval]

sex |

-.5934601

.1250448

-4.75

0.000

-.8385434

-.3483768

age |

-.0136238

.0127391

-1.07

0.285

-.0385919

.0113443

mba580 |

-.0113241

.1221092

-0.09

0.926

-.2506537

.2280055

usestat [

.0328936

.1159494

0.28

0.777

-.1943631

.2601503

undergyear |

-.0139205

.0217947

-0.64

0.523

-.0566373

.0287964

workexp |

.0043576

.0206495

0.21

0.833

-.0361146

.0448298

mbayear |

.0661662

.0462738

1.43

0.153

-.0245288

.1568612

statclassesg |

.0532729

.0482992

1.10

0.270

-.0413919

.1479377

-104.5626

102.668

-1.02

0.308

-305.7882

96.66308

________ _L__

_cons |
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W is b fe s :

totalc = total number of correct responses (out of five) for an individual subject
sex = male or female
age = total number of years since birth, rounded down to the nearest integer
mba580 = completion of the MBA program's statistics course
usestat = use of statistics in current occupation
undergyear = subject's year of graduation from undergraduate program
workexp = number of years work experience since receiving undergraduate degree
mbayear = first year subject was enrolled in the MBA program
statclassesg = number of statistics courses completed, excluding the MBA program's
statistics course
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