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Foram selecionados dados mensais de precipitação pluviométrica de 28 municípios do Estado de 
Pernambuco localizados na região semi-árida, no período de 1963 a 1991 totalizando 28 anos. Com os 
dados de precipitação foram construídos  histogramas para cada um dos doze meses do ano, para tanto 
foram utilizadas  seis distribuições de probabilidades: Normal, Exponencial, Lognormal, Beta, Gama e 
Weibull, em seguida fez-se um teste para de ajuste com os dados de precipitação através do teste qui-
quadrado para 95% de confiança. Foram encontrados os seguintes resultados  as distribuições Normal e 
Exponencial não conseguiram modelar nenhum dos meses de estudo, a distribuição Lognormal se 
mostrou adequada para os meses de Julho, Agosto, Setembro e Outubro, considerado período de baixo 
índice pluviométrico para o Estado. A distribuição Gama não se ajustou aos meses de fevereiro e março, a 
distribuição de Weibull não conseguiu modelar apenas o mês de fevereiro, a distribuição Beta se ajustou 
bem a todos os meses do ano. Os parâmetros para cada uma das distribuições estudadas foram calculados 
e tabelados. Nesse estudo ficou evidenciado que a distribuição mais completa para os municípios 
localizados no semi-árido pernambucano utilizados neste estudo foi a distribuição Beta. 
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Monthly data for rainfall of 28 municipalities in the state of Pernambuco, which is located in the semiarid 
region, were selected from the period of 1963 to 1991 totaling, 28 years. With rainfall data, histograms 
were constructed for each of the twelve months of the year, both were used for six probability 
distributions: Normal, Exponential, Lognormal, Beta, Gamma and Weibull, then it was made a test of fit 
with the rainfall data using the chi-square for 95% confidence. It was found as a result that the Normal 
and Exponential distributions could not model any of the months of study, the lognormal distribution was 
adequate for the months of July, August, September and October, considered as a period of low rainfall 
for the state. The gamma distribution doesn’t fit the months of February and March, the Weibull 
distribution could not model only the month of February, the Beta distribution fit well for all months of 
the year. The parameters for each of the distributions studied were calculated and tabulated. This study 
showed that the most complete distribution to the municipalities located in the semi-arid of Pernambuco 
used in this study, was the Beta distribution.  
Keywords: rainfall, probability distribution, modeling 
1. INTRODUÇÃO 
Na agricultura de sequeiro a precipitação pluviométrica se constitui na variável meteorológica de 
maior importância para a produção agrícola. A alta variabilidade das chuvas provoca, invariavelmente, 
incertezas na colheita, particularmente no semi-árido nordestino, onde a agricultura é basicamente 
praticada com cultivos de subsistência. Além disso, a ocorrência de períodos sem precipitação dentro da 
estação chuvosa (veranicos) agrava mais ainda o flagelo das secas. A chuva em determinada época do ano 
pode ser útil ou prejudicial à agricultura, dependendo se coincide ou não como o período vegetativo ou de 
colheita de determinadas culturas. Por exemplo, a ocorrência de veranicos nas fases de floração ou de 
maturação de uma cultura é prejudicial, entretanto na etapa de colheita é benéfico.  
O estudo climatológico das diversas variáveis do tempo é de extrema importância, tendo em vista o 
impacto ambiental que a anomalia dessas componentes provoca no clima regional. A precipitação pluvial 
é um dos elementos meteorológicos que exerce mais influência sobre condições ambientais. Além do 
efeito direto sobre o balanço hídrico, exerce influência indiretamente sobre outras variáveis, tais como: 
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temperatura do ar e do solo, a umidade relativa do ar e a radiação solar que, no conjunto atuam como 
fatores básicos para o crescimento e desenvolvimento das plantas. 
O período principal de chuvas no Nordeste tem início em fevereiro com término em maio, sendo a 
Zona de Convergência Intertropical (ZCIT), o principal sistema meteorológico provocador de chuva nesse 
período.  Também há outros sistemas meteorológicos que agem sobre a região Nordeste são as frentes 
frias (Serra, 1941; Aragão 1976; Kousky, 1979), as ondas de leste (Yamazaki e Rao 1977; Chan, 1990), 
os vórtices ciclônicos da troposfera superior (Aragão, 1976; Virji, 1981; Kousky e Gan, 1981), sistemas 
de brisas marítimas-terrestre (Kousky, 1980), e movimentos para este de células convectivas tropicais de 
circulação direta de larga escala associadas com a Oscilação de 30-60 dias de Madden e Julian (Kayano et 
al., 1990). 
 Várias ferramentas podem ser utilizadas para detectar padrões de ocorrências de um fenômeno no 
tempo. A principal é a analise temporal que possibilita, entre outras coisas, em procurar periodicidades 
relevantes nos dados através, por exemplo, de analise espectral. 
Estes fatores fazem com que os padrões de distribuição de chuvas durante os dias do ano, em particular 
nos meses chuvoso, não sejam regulares.  
2. MATERIAL E MÉTODOS 
Os dados utilizados neste trabalho foram os totais mensais de precipitação registrados nos postos 
pluviométricos do semi-árido pernambucano, adquiridos através do LAMEP – Laboratório de 
Meteorologia de Pernambuco órgão pertencente ao Instituto Tecnológico de Pernambuco – ITEP, 
referente aos anos de 1963 até 1991. Os municípios do semi-árido pernambucano utilizados neste estudo 
estão apresentados na Figura 01. 
 
Figura1: Mapa do estado de Pernambuco com municípios onde foram coletados os dados de 
precipitação pluviométrica. 
 
Seis distribuições de probabilidade foram ajustadas aos dados de precipitação e comparadas entre si: 
 
Distribuição Normal – Esta distribuição é a mais importante dentro da estatística Hogg & Fall (1970). 
Ela se caracteriza por ser aplicada quando uma variável aleatória é contínua, a probabilidade de um 
determinado valor ser menor ou maior do que a média serem iguais e é inteiramente definida por dois 
únicos parâmetros a alfa (média) e beta (desvio padrão), estes parâmetros são estimados pela média 
amostral e variância amostral respectivamente. Seu gráfico toma a forma estilizada de um sino e é 
simétrico a partir da média. Sua importância se deve ao fato de que varias conclusões em que se baseia a 
estatística exigem que os dados possuam esta distribuição, além da sua utilização em diversos campos da 
ciência, como por exemplo, a biologia, física, economia, astronomia etc. sua função densidade de 
probabilidade foi desenvolvida por Gauss no inicio do século XIX é descrita por Meyer (1978) como 
sendo: 
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em que:  α é a média e β é o desvio padrão. 
 
Se uma variável possui distribuição normal com média α e variância β2 costuma-se representá-la 
como: 
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Sua função distribuição é definida como: 
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Esta função não pode ser integrada analiticamente, porém, ela pode ser transformada em uma distribuição 
normal com média zero e variância 1, através da seguinte fórmula: 
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em que: Z é o valor da nova variável conhecida como normal reduzida. 
 
Esta distribuição é conhecida como normal padrão, ZN(0,1) as probabilidades acumuladas desta nova 
variável Z, já estão tabeladas e são de uso comum. 
Distribuição Exponencial – Esta distribuição ocorre em diversas situações práticas do dia a dia, os 
seguintes exemplos de distribuição exponencial são bons demonstrativos de quando ela ocorre, desejamos 
saber a probabilidade de que um certo equipamento continue funcionando ao longo do tempo, quando os 
serviços prestados por uma empresa para clientes externos ou internos são de duração variável, a duração 
do atendimento do caixa de um banco ou de postos de saúde, o tempo necessário até que certo evento de 
interesse ocorra etc. Louzada-Neto & Caetano (2007), ajustaram tempo de vida em equipamentos 
eletrônicos usando a função densidade da distribuição Exponencial. Seu gráfico tem a forma de um J 
invertido e sua função densidade de probabilidade é composta apenas da variável aleatória e de um 
parâmetro (α) geralmente estimado como sendo o inverso da média, possui a seguinte forma: 
 
                                                                                 (3) 
 
em que: α é o parâmetro da função, que geralmente refere-se ao número de ocorrências dentro de um 
determinado tempo   é o número de Euler. 
 
A função distribuição da distribuição Exponencial é dada por: 
 
                                                                                (4) 
 
Distribuição Lognormal – Diremos que uma variável aleatória X possui distribuição Lognormal se Y = 
ln (X), onde o ln é o logaritmo natural, possuir uma distribuição normal. Esta distribuição costuma 
ocorrer em diversos fenômenos naturais, tais como: o tempo de resposta de animais a um estimulo físico, 
o tempo de paralisação de um sistema para sua manutenção também obedece a uma distribuição 
lognormal, Martins & Sellitto (2006).  Seu gráfico assume formas definidas através dos parâmetros 
utilizados em sua função densidade que pode ser apresentada de duas maneiras diferentes possuindo dois 
ou três parâmetros, sendo a função de três parâmetros conhecida como forma geral da função densidade 
da distribuição Lognormal, a função de forma geral tem a seguinte estrutura: 
 
                                           (5)  
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O Parâmetro α é chamado de parâmetro de locação, o parâmetro β é o parâmetro de forma e o m é o 
chamado de parâmetro escalar, em nosso trabalho usaremos a função de apenas dois parâmetros, que é 
uma simplificação da forma geral, Limpert et al. (2001). Os dois parâmetros podem ser estimados pela 
máxima verossimilhança, porém existem outras formas de estimação destes parâmetros, Valverde et al. 
(2004) sugerem o método dos momentos na estimação de parâmetros de varias distribuições e entre elas a 
Lognormal para dados de hidrologia, é possível estimar os parâmetros graficamente, colocando os dados 
em um papel de probabilidades, Balasooriya & Balakrishnan (2000) sugerem um processo gráfico, onde o 
número de amostras podes ser relativamente pequeno.  Neste trabalho utilizaremos os seguintes 
estimadores de alfa e beta: 
 
                                                                                  (6)   
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em que:  é a estimativa de alfa,  é a estimativa de beta e n é o número de dados coletados.  Podemos 
apresentar a função densidade de probabilidade com a seguinte forma: 
 
                                (8)  
     
Bertoldo et al. (2008) definem a função distribuição da lognormal com a seguinte estrutura: 
 
                                                                    (9)  
       
em que: erf é uma função chamada de erro, definida como: 
 
                                                       (10)  
       
Distribuição Gama – Esta distribuição é utilizada no tempo de falha de equipamentos, em testes de 
confiabilidade e em tempo de retorno de um equipamento com falha, Morais et al. (2001), Murta et al. 
(2005) e Lyra et al (2006) empregam esta distribuição em dados pluviométricos. Sua função densidade de 
probabilidade tem a seguinte forma: 
                                                         (11)  
      
em que: X é a variável aleatória, α e β são os parâmetros de forma e de locação respectivamente. Em que 
Γ(α) é a função gama que é definida como sendo: 
 
                                                                                  (12)   
   
     
Sua função distribuição é:     
 
                                                                                     (13)   
        
em que:          
 
                                                                                      (14)   
         
É chamada de função gama incompleta. Existe certa dificuldade nas estimativas dos parâmetros da 
função densidade de probabilidade da distribuição gama, muitos trabalhos tratam da incerteza na 
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estimação de seus parâmetros, Botelho & Morais (1999), Neto et al (2005), Damé et al. (2007), Coit & Jin 
(2000) e Zaizai et al. (2000) sugerem alguns métodos para estas estimações. Neste trabalho usaremos os 
seguintes estimadores para alfa e beta: 
 
                                                                                                       (15)   
  
                                                                                           (16)   
         
em que:  é a média da variável aleatória,  e  são as estimativas dos parâmetros alfa e beta 
respectivamente,  é a média aritmética dos logaritmos da variável aleatória. 
Distribuição Beta – A principal característica da distribuição Beta é que ela só aceita valores dentro do 
intervalo contínuo [0,1], esta distribuição é apropriada para analisar proporções, Júnior et al. (1995) 
analisou velocidade dos ventos utilizando a distribuição Beta. Seu gráfico pode assumir diversas formas 
dependendo dos dois parâmetros de forma alfa e beta.  Sua função densidade de probabilidade é dada por: 
 
                                                                 (17) 
 
         em que:  α e β são os parâmetros 
de forma. Enquanto que B(α, β) é a função Beta, Pria et al. (2003) usaram a função Beta para ajustar o 
ataque de doenças em feijoeiros eles definiram esta função como: 
 
                                                           (18)  
       
A estimação dos parâmetros alfa e beta é sugerida por Dorp & Mazzuchi (2000) é realizada através das 
equações: 
 
                                                                               (19)   
       
                                                                                 (20)   
        
em que:  é a média da variável aleatória,  σ é o desvio padrão. 
 
 Distribuição de Weibull – Esta distribuição é utilizada em estudos de tempo de vida e previsão de 
falhas em equipamentos, Reis & Haddad (1997) utilizaram esta distribuição para ajustar modelo de 
sobrevivência do Acari Phytoseiidae. O nome da distribuição se deve ao seu criador Waloddi Weibull, 
sua função densidade de probabilidade é escrita na forma: 
 
                                             (21) 
 
em que: α é o parâmetro de forma, β é o parâmetro de escala. 
 
A estimação dos parâmetros da função Weibull pode ser realizada por processos gráficos e é bastante 
trabalhosa quando utilizado o processo de máxima verossimilhança, Cohen (1965) comparou o resultado 
de estimação dos parâmetros através da máxima verossimilhança para três processos amostrais diferentes. 
Neste processo é necessário construir uma tabela de distribuição de classes e posteriormente resolver duas 
equações:  
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em que:  é o número de classes dos dados,  é a freqüência simples da i-ésima classe,   é o 
parâmetro beta a ser estimado,  é o parâmetro alfa a ser estimado,  é o ponto médio da i-ésima classe, 
S é o número de classes onde a freqüência simples foi zero,  é o ponto médio da i-ésima classe onde o 
número da freqüência simples foi zero, FI é a amplitude total da distribuição de freqüência de classe,  
é a amplitude da i-ésima classe,  é o limite inferior da i-ésima classe,  é o limite superior da i-
ésima classe. 
A função distribuição apresenta-se na seguinte forma:     
 
Quando tentamos ajustar dados amostrais a uma determinada distribuição de probabilidade, é 
necessário realizar um teste de aderência para verificar se os dados se comportam segundo a distribuição 
escolhida, neste trabalho usaremos o teste qui-quadrado, este teste é de uso comum em vários campos da 
ciência, ele se baseia na resolução da seguinte equação: 
 
          
 
em que:  é o valor calculado da distribuição qui-quadrado com n-1 graus de liberdade,  é a 
freqüência observada nos dados para i-ésima classe,  é a freqüência esperada nos dados para a i-ésima 
classe. 
 
O valor do qui-quadrado calculado, será comparado ao valor tabelado da distribuição qui-quadrado 
com n-1 graus de liberdade, o teste do qui-quadrado é realizado com os valores agrupados em classes, 
tendo a restrição de que nenhuma das classes pode ter uma freqüência simples menor que cinco.  
Para efeito de teste de aderência usamos o p-valor, o p-valor fornece a área à direita na distribuição (no 
caso, distribuição qui-quadrado) a partir do valor calculado na equação (26), se este valor for superior a 
0,05, aceitaremos Ho, o p-valor só é utilizado para valores de 0,05 para o erro tipo I. O software Minitab 
foi utilizado para os testes de qui-quadrado. O software Excel foi usado para a construção de gráficos, 
tabelas de distribuição de freqüência por classe e cálculo dos valores esperados para as seis distribuições 
comparadas. 
Todos os estimadores para cada uma das distribuições foi utilizado como passo inicial, às estimativas 
fornecidas por eles serão ajustadas pelo processo de tentativa e erro, até que se consiga o máximo p-valor 
possível. 
 
3. RESULTADOS E DISCUSSÃO 
 
Foram construídos histogramas com os dados de cada um dos meses, no total de 12 histogramas, e 
para cada mês, foram ajustados dados esperados para cada uma das seis distribuições. Os gráficos para 
todos os 12 meses ajustados a distribuição Beta estão apresentados na Figura 2.  Os meses de grande 
escassez de chuvas na região semi-árida correspondentes a junho, julho, agosto, setembro e outubro, 
foram os que apresentaram as maiores dificuldades de ajuste aos parâmetros, para que se comportassem 
dentro das distribuições que os modelam.  
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Figura 2: Histogramas das chuvas durante os meses ajustados a distribuição Beta. 
 
 
 
Na Tabela 1 abaixo podemos ver as distribuições que se adequaram a cada um dos meses do ano e o p-
valor fornecido. 
A distribuição normal não conseguiu modelar a chuva da região em nenhum dos meses do ano, fato 
que intuitivamente já era esperado devido à forma de jota invertido apresentado pelo histograma, em uma 
distribuição Normal os dados se agrupam simetricamente em torno da média, fornecendo um gráfico em 
forma de sino, os dois parâmetros utilizados nessa distribuição são a média e a variância. Apenas o mês 
de março apresentou uma forma assimétrica de sino, porém o p-valor forneceu um resultado de apenas 
0,002, e em fevereiro o p-valor foi de 0,006, em todos os outros meses os p-valores foram muito 
próximos a zero, não permitindo aceitar a hipótese de nulidade para nenhum dos meses. 
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Tabela 1: Distribuições e seus ajustes aos meses do ano através do p-valor. 
Meses 
Distribuições 
Normal  p.valor Exponencial p.valor Lognormal  p.valor 
Janeiro  Rejeita 0,0 Rejeita 0,004 Rejeita 0,019 
Fevereiro Rejeita 0,006 Rejeita 0,001 Rejeita 0,0 
Março  Rejeita 0,002 Rejeita 0,0 Rejeita  0,0 
Abril  Rejeita 0,0 Rejeita 0,016 Rejeita  0,006 
Maio  Rejeita  0,0 Rejeita  0,0 Rejeita  0,004 
Junho  Rejeita  0,0 Rejeita  0,0 Rejeita  0,002 
Julho  Rejeita  0,0 Rejeita  0,0 Aceita  0,161 
Agosto  Rejeita  0,0 Rejeita  0,0 Aceita  0,723 
Setembro  Rejeita  0,0 Rejeita  0,0 Aceita  0,419 
Outubro  Rejeita  0,0 Rejeita  0,0 Aceita  0,290 
Novembro  Rejeita  0,0 Rejeita  0,0 Rejeita  0,002 
Dezembro  Rejeita  0,0 Rejeita  0,001 Rejeita  0,005 
 
Meses 
Distribuições 
Beta  P.valor Gama  p.valor Weibull  p.valor 
Janeiro  Aceita 0,073 Aceita 0,11 Aceita 0,083 
Fevereiro Aceita 0,083 Rejeita 0,004 Rejeita 0,008 
Março  Aceita 0,115 Rejeita 0,002 Aceita 0,524 
Abril  Aceita 0,576 Aceita 0,119 Aceita  0,099 
Maio  Aceita  0,108 Aceita  0,119 Aceita  0,164 
Junho  Aceita  0,603 Aceita  0,146 Aceita  0,115 
Julho  Aceita 0,848 Aceita  0,993 Aceita  0,980 
Agosto  Aceita  0,580 Aceita  0,963 Aceita  0,977 
Setembro  Aceita  0,913 Aceita  0,879 Aceita  0,610 
Outubro  Aceita  0,687 Aceita  0,687 Aceita  0,682 
Novembro  Aceita  0,881 Aceita  0,778 Aceita  0,278 
Dezembro  Aceita  0,228 Aceita  0,905 Aceita  0,181 
 
 
Com a distribuição exponencial era esperado um bom ajuste para os doze meses do ano, o gráfico da 
função exponencial possui uma forma de jota invertido, a mesma forma que todos os histogramas dos 
meses, excetuando o mês de março, porém os histogramas principalmente nos meses de seca concentram 
o número de chuvas em torno de zero, provocando uma queda abrupta das colunas, fato que não é 
acompanhado pelo modelo, e nos meses chuvosos a queda na quantidade de chuvas maiores não é tão 
acentuada como a previsão do modelo espera, fato que obrigou a rejeitar a hipótese de nulidade para 
todos os meses do ano. 
A distribuição log. normal se mostrou muito boa para previsão nos meses de seca, julho, agosto, 
setembro e outubro, nos meses chuvosos o modelo não conseguiu um ajuste aceitável, fato que é 
relevante para a região, já que a distribuição das chuvas pode ser dividida em apenas dois períodos, o 
chuvoso e o período seco, então para o período seco o modelo exponencial pode ser utilizado com 
excelentes resultados. Os dois parâmetros alfa e beta para esses quatro meses de seca estão descritos na 
Tabela 2. 
A distribuição beta foi a única testada que conseguiu modelar todos os meses do ano, o seu ajuste esta 
demonstrado na Figura 2, os seus dois parâmetros Alfa e Beta, são difíceis de serem estimados, o 
resultado conseguido com os parâmetros estão apresentados na Tabela 02 e servirão para outros 
pesquisadores terem uma base quando quiserem modelar chuvas no semi-árido nordestino. 
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A distribuição gama talvez seja a distribuição mais utilizada em estudos com dados pluviométricos, 
porém não conseguiu modelar os meses de fevereiro e março, meses considerados chuvosos da região 
semi-árida, os parâmetros Alfa e Beta estão apresentados na Tabela 2. 
 
A distribuição de weibull se mostrou quase tão boa quanto a Beta, porém não conseguiu modelar o 
mês de fevereiro, mês que apresentou um comportamento difícil de ser modelado, já que a única 
distribuição que conseguiu sua modelagem foi a Beta. 
 
A Tabela 2 apresenta os parâmetros utilizados em cada uma das distribuições, os valores dos 
parâmetros são importantes, pois podem auxiliar outros pesquisadores na mesma área. 
 
 
 
 
 
 
Tabela  2. Parâmetros das distribuições de probabilidades para cada mês do ano. 
Mês  
Distribuição 
Normal Exponencial Lognormal Beta Gama Weibull 
Parâmetros Parâmetro Parâmetros Parâmetros Parâmetros Parâmetros 
média Variância Alfa Alfa Beta Alfa Beta Alfa Beta Alfa Beta 
Janeiro 83,1 66,5 0,01 4,4 1,442 0,92 4,49 1 82 1 82 
Fevereiro 90 85 0,0095 4,1 0,98 1,02 9,28 1,058 97,2 1,04 94 
Março 110 90 0,0095 5,1 0,98 2 12 1,6 91 1,5 168 
Abril 114 98 0,0087 4,65 1,42 1,1 6 1,1 106 1,07 127 
Maio 36 50 0,024 3,2 1,4 0,65 5,55 0,84 42 0,84 40 
Junho 20 39,29 0,05 2,7 1,6 0,45 3,5 0,45 80 0,65 25 
Julho 11 60 0,055 2,7 1,6 0,45 6 0,45 60 0,66 20 
Agosto 0 21 0,20 0,81 1,87 0,2 4,55 0,2 41 0,36 3 
Setembro 0 19 0,162 1,1 1,81 0,24 4,55 0,24 41 0,45 4,6 
Outubro 0 25 0,13 1,3 2,1 0,26 4,7 0,29 40,5 0,45 6,5 
Novembro 15 29 0,052 2,66 1,22 0,47 4 0,57 45 0,72 22 
Dezembro 35 45 0,0214 3,6 1,5 0,58 4,1 0,75 76 0,74 59 
 
 
4. CONCLUSÃO 
 
As distribuições de probabilidades normal e exponencial não serviram para modelar as chuvas na 
região do semi-árido pernambucano. A distribuição lognormal se mostrou adequada para os meses 
considerados secos: julho, agosto, setembro e outubro, porém não se ajustou aos meses chuvosos. A 
distribuição Gama, não conseguiu se ajustar aos meses fevereiro e março. A distribuição de Weibull 
modelou onze dos doze meses do ano, porém não conseguiu ajustar para o mês de fevereiro. A 
distribuição Beta foi a que forneceu melhores resultados, tendo modelado de forma satisfatória todos os 
meses do ano, especialmente os meses de seca na região do semi-árido pernambucano que são os meses 
de agosto, setembro e outubro, nesses meses a curva de modelagem é de difícil construção, pois existe 
uma acentuada elevação na primeira coluna a esquerda com uma abrupta queda já na próxima coluna, 
seguida de um suave declínio nas colunas seguintes, com os ajustes adequados dos parâmetros dessa 
distribuição foi possível modelar comportamento tão extremo. 
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