A new mathematical and numerical model is presented for the propagation of a pressure-and buoyancy-driven dyke filled with volatile-saturated magma and a gas cap at its upper part. The model accounts for coupling between conduit flow of a bubbly magma, gas filtration through the magma, gas accumulation in a gas cap and elastic deformation and fracturing of the host rock. All these processes allow studying different regimes of dyke propagation. The rate of propagation of dykes is controlled by the rate of the fracturing at the tip and by the flow rate of magma inside the dyke. When high energy is needed to fracture the host rock and magma viscosity is low, the rate of propagation is controlled by the rate of fracturing (fracturecontrolled regime). When the energy to fracture the host rock is low, propagation is controlled by the magma flow rate (magma-controlled regime). We study the transition between these regimes for the case of a constant magma vesicularity and constant mass of gas in the cap. Under these conditions, the propagation of the dyke is self-similar. In the fracture-controlled regime the propagation rate only weakly depends on the amount of the gas in the gas cap, whereas at the magma-controlled regime it is significantly enhanced with increase the mass of gas at the cap. The gas pressure in the cap opens the dyke in front of the magma and allows magma flow rates that are significantly higher than predicted by models that ignore the gas cap. The maximum propagation rate is obtained at the transition between the fracture-and magma-controlled regimes. If the gas mass in the gas cap is high enough, a gas pocket can separate from the magma as a distinct unconnected pocket and propagate as a gas-filled crack at a constant velocity. Pressure decreases during ascent leads to higher vesicularity and faster gas filtration through the magma and into a gas cap. Gradual increase of the mass of gas in the cap is important in accelerating the propagation rate of dykes.
I N T RO D U C T I O N
Magma transport via dykes is the principle mechanism feeding volcanism on the surface of the Earth and other planets and significantly influencing their geological evolution. Dykes are responsible for the transport through the lithosphere of nearly all the melt produced in the underlying mantle including transport of xenoliths, which originate at tens and even hundreds of kilometres in the Earth's mantle (Eggler 1989; Wilson & Head 2007) .
Limited reaction between xenoliths and magma and lack of thermal equilibration of xenoliths indicate that they ascend rapidly from a great depth to the surface. Dissolution experiments demonstrated that mantle-derived garnet crystals survive in kimberlitic melt for only several hours (Canil & Fedortchouk 1999) ; kimberlitic dyke that transport diamonds to the surface must propagate fast enough (of the order of tens of metres per second) to avoid diamonds dissolution over the intervening range of depths at which they are unstable (Morgan et al. 2004; Gregoire et al. 2006; Wilson & Head 2007) . However, theoretical and numerical models (e.g. Lister & Kerr 1991; Rubin 1995; Dahm 2000) in agreement with dyke-induced seismicity (Rubin & Gillard 1998) predict relatively slow propagation (of the order of metres per second). Such rates are not compatible with the ascent rates required for stable xenoliths transport from great depths to the surface.
Several laboratory experiments (e.g. Heimpel & Olson 1994; Menand & Tait 2001 , 2002 Rivalta & Dahm 2004 ) provided an analogue model for magma-filled ascending dykes. Menand & Tait (2002) reported that once the gas in the cap acquires sufficient buoyancy to overcome the fracture resistance of the host solid the velocity of the crack tip is determined by the dynamics of the gas, which can ultimately separate from the liquid and form a gas-filled crack at the head of the dyke. This gas-filled crack propagates Propagation of a dyke by gas-saturated magma 957 upward at approximately constant velocity, fracturing the rock at the upper tip and closing at the back of the fracture in agreement with the theoretical model suggested by Weertman (1971) . Gas-rich pockets reaching the surface ahead of the main magma-filled dyke could be the origin of precursor gas explosions in some eruptions.
A complete model of dyke propagation should account for two coupled physical processes: magma flow inside the dyke and deformation and fracturing of the surrounding rock with exchange of mass, heat and momentum between the components of the system. The model should also account for the geometrical structure of the dyke.
Several models consider dyke propagation with coupling between flow of a Newtonian or a power-law fluid and linear elastic deformation of the host rocks (e.g. Spence & Turcotte 1985; Spence et al. 1987; Lister & Kerr 1991; Rubin 1995 Rubin ,1998 . Some use linear fracture mechanics assuming zero fracture toughness, so that propagation occurs when the stress intensity factor is non-negative (e.g. Rubin 1995 Rubin ,1998 . Others relate dyke propagation rates to the stress intensity factor (e.g. Anderson & Grew 1977; Atkinson 1987; Chen & Jin 2006) . Attempts have been made to account for the process zone surrounding the tip of the propagating dyke (e.g. Pollard & Segall 1987; Meriaux et al. 1999; Weinberger et al. 2000) . Pollard (1987) demonstrated that stress distribution around the propagating dyke could be fitted well by linear elasticity except for a small zone around the tip. Moreover, Lyakhovsky (2001) analysed mode-I crack propagation in a damage rheology model and concluded that in a quasi-static regime the shape of the process zone is self-similar and the propagation rate is proportional to the stress intensity factor. Most of the models use incompressible fluid flow in the dyke, ignoring the presence of the gas phase and the exsolution of volatiles from a supersaturated magma. Rivalta & Segall (2008) discussed the influence of magma compressibility associated with crystallization and gas dissolution on the flow pointing to important changes in density and compressibility of the magma.
Conduit-flow volcanological models (e.g. Wilson 1980; Wilson et al. 1980; Melnik & Sparks 1999; Slezin 2003; Wilson & Head 2007) address the effect of gas exsolution and recognize it as one of the major factors controlling the style of eruption. However, the volcanological models usually ignore the deformation of a surrounding host rock. Recently, Costa et al. (2007) made an attempt to examine the effect of host rock deformation on the conduit flow of bubbly magma. Wilson & Head (2007) suggested a conceptual model for the ascent and eruption of CO 2 -rich kimberlitic magma. They pointed out that gas exsolution from such magmas leads to increased vesicularity and formation of a gas cap at the tip of the dyke. The gas cap significantly accelerates the propagation rate and provides a possible mechanism for a rapid transport of diamonds to the surface.
In this paper, we combine the most updated conduit-flow model of a bubbly magma (including gas transport and gas cap) with elastic deformation of the surrounding rocks and quasi-static crack propagation. We present a system of differential equations that describe the physical processes, review the main principles of the numerical approach and discuss the results of the simulations.
M AT H E M AT I C A L M O D E L
Models of dykes propagating from source to surface are usually idealized as 2-D planar structures (e.g. Pollard & Segall 1987) . Following this approach, we model the opening of a 2-D mode-I crack (dyke) driven by the ascending bubbly magma. We consider a vertical dyke in elastic half-space (see Fig. 1 for notation). The main part of the dyke from the source region (z = 0) to the magma front (z = z m ) is filled with bubbly magma. Free-slip conditions are assumed at the top of the source region. The gas flows through the magma by either buoyancy-driven bubble rise or gas filtration through a connected network of bubbles (porous flow). The gas is accumulated in the front of the dyke, forming a cap above the magma front (z = z m to z c ). The presence of the pressurized cap is very important as the gas in it opens the crack and widens it in front of the viscous magma, which otherwise cannot penetrate the narrow tip.
The model accounts for the flow of magma, the opening of the channel and the deformation of the wall rock, the gas flow through the magma, the gas pressure in the cap, the concentration of stress at the tip and propagation of the fracture. It does not consider thermal effects. We are aware of possible thermal effects, but leave them out of consideration in the present modelling.
Magma flow and opening of the channel
Magma flow in the conduit is driven by the excess pressure P 0 at the entrance (z = 0) and by the buoyancy forces associated with the density difference between the bubbly magma and the surrounding host rock. As long as magma density is close to the density of the host rock and the length of the dyke is relatively small, buoyancy forces are negligibly small and pressure-driven magma flow dominates. The density ρ of the bubbly magma with vesicularity α is calculated as
Variations in the melt density, ρ m , during ascent can be neglected, because melt compressibility is small comparing to the gas density variations; ρ g , is calculated as a function of pressure using an appropriate equation of state. Holloway (personal communication, 2002) used experimental data of Frost & Wood (1997) to compute CO 2 density at high temperatures and pressures. The obtained density-pressure relation at 1200
• C may be approximated as
where P d is the pressure in the dyke, using MPa units. Magma flow is assumed to be laminar and is approximated as Poiseuille flow.
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The velocity (averaged over the dyke section at z) of magma with viscosity μ, through a channel with a half-width w(z) is
where P d (z,t) is the magma pressure inside the dyke. This magma pressure acts on the dyke walls and elastically deforms the surrounding host rock. The opening of the channel is controlled by the magma and gas pressure in the dyke and by the elastic properties of the host rock. For a known distribution of magma pressure, gas pressure in the cap and lithostatic pressure
where z d is the source depth and ρ h is the host rock density) the dyke opening is calculated by integrating the driving pressure P(z) = P d (z) − P h (z) over the length of the dyke (e.g. Sedov 1965) :
where ν and G are the Poisson's ratio and the stiffness of the host rock. The mirror condition, P(ξ ) = P (−ξ ), allows us to account for the free-slip condition at z = 0 and to solve the elastic problem for a half-space. The whole dyke consists of two sections: the magmafilled section from 0 to z m and the gas-filled section (gas cap) from z m to z c (z c = L) (Fig. 1) . Accordingly, the opening of the dyke may be viewed as the superposition of the result produced by two different driving forces, i.e. magma pressure, P d , acting along the magma-filled section and gas pressure, P g , acting in the gas cap. For uniform loading stresses, neglecting driving pressure change along the channel ( P = constant), the dyke thickness profile is elliptical and its width at the centre is proportional to the length of the dyke and driving pressure (e.g. Pollard & Segall 1987; Rubin 1995) :
Rubin (1995) obtained a dimensional estimate of the magma flow-rate in the dyke by substituting P/L for dP/dz and replacing w(z) by the average width of an elliptic channel,
This equation predicts an exponentional growth of the length of a pressure driven dyke with the magma-controlled timescale:
Gas flow through the magma and gas pressure in the cap
The magma might be bubbly throughout the whole length of the dyke or become supersaturated and nucleate bubbles as it ascends through the conduit. In a low viscosity melt, the gas bubbles are nonstationary and flow through the magma due to buoyancy forces. In a high viscosity melt, bubble ascent is slow and vesicularity increases until a connected network of bubbles is formed and gas is transported by porous flow mechanism. In either case, the gas accumulates above the magma front and forms a cap that fills the tip of the crack (e.g. Lister 1990; Rubin 1995) .
At low vesicularities, the flux of buoyancy-driven bubbles dominates and the gas flux, q s , is approximated using Stokes law for a solitary bubble. At high vesicularities gas filtration through the connected network of bubbles dominates and the gas flux follows Darcy's law (q D ). Without getting into details of the gas transport in the complex system, the total gas flux, q, through the magma is approximated by a sum of two volume fluxes
The advective gas flux due to upwelling of non-stationary bubbles is equal to the rate of bubble floating or relative bubble velocity u s multiplied by the vesicularity
where u s is estimated using the Stokes law. In the case of a hydrostatic pressure distribution in the liquid (d p/dz = −ρg) the Stokes velocity of a bubble with radius R is
In a more general case with a non-hydrostatic pressure distribution, the term with ρ m g should be substituted by the pressure gradient. Finally, the advective gas flux due to upwelling of nonstationary bubbles is
The size of the bubbles is estimated assuming constant bubble number density N d and known vesicularity α:
When bubbles form a connected network the Darcy's flux of gas filtration through porous media, q D , should be taken into account
where μ g is gas viscosity and k(α) the effective permeability of a connected bubble network. The permeability k strongly depends on vesicularity (e.g. Melnik & Sparks 1999 )
Combining (11) and (13), the total gas flux is equal to
where
The rate of the gas mass transfer from the magma into the gas cap (per unit length of dyke) is
If no gas is lost from the cap, then this relation provides the mass balance for the gas stored in the cap. Eq. (16) is solved together with the continuity equations for bubbles and for the gas dissolved in the melt (see later). Gas pressure is calculated using the equation of state for the gas and the cap volume that is obtained from its length and shape.
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Stress concentration and fracture propagation
Pressure in the conduit deforms the surrounding rocks leading to opening of the channel and stress concentration at the tip of the dyke. Linear elasticity predicts an infinitely high stress at the tip of the dyke (Z = L). Therefore, the stress intensity factor is used in linear fracture mechanics as a measure that characterizes the stress in the vicinity of the crack tip and controls the rate of crack propagation. For an opening mode I crack, the stress intensity factor K I is calculated by integrating the driving pressure P acting on the crack walls (Griffith 1920) :
The gas pressure in the gas cap changes with time only and does not vary in space along the cap due to the negligibly small viscosity and weight of the gas. Hence, we split the calculation of K I into two integrals:
The integral for the magma-filled section from -L to z m is not singular and is solved numerically with the driving pressure P(z) = P d (z) − P h (z), where P d is the magma pressure and P h is the host rock pressure. The singular integral for the gas-filled section from z m to L is calculated analytically with
This procedure eliminates numerical integration (17) around the singular point z = L.
Classical fracture mechanics postulates that an isolated crack will propagate at velocities approaching the speed of sound in the medium once a critical stress intensity factor, K CR , has been reached or exceeded at the crack tip (Irwin 1958) . At lower values of the stress intensity factor, the crack remains stable. This classical approach has been used successfully to predict catastrophic crack propagation in many engineering applications. In grainy materials like rocks, however, the stress field is highly non-uniform on the grain scale. When such materials are subjected to long-term loading, they show considerable rates of macroscopic crack extension at stress intensity values significantly lower than the critical. This phenomenon is known as subcritical crack growth (Swanson 1984; Atkinson & Meredith 1987; Ingraffea 1987; Cox & Scholz 1988a,b) . The rate of the subcritical crack growth is most commonly represented by a power-law equation (e.g. Charles 1958; Paris & Erdogan 1963) 
The power n for quasi-static stress is between 2 and 3 (Atkinson 1987) . The values of A 0 and the subcritical crack growth index, n, are material parameters that depend on the confining pressure, temperature and chemical environment (i.e. the presence of an active pore fluid and its chemical activity). Eq. (20) is well established by engineering and rock mechanics experiments. For a constant driving pressure, P = constant, the integration (17) gives:
Thus, eq. (20) reflects a self-similarity in the fracture process that relates the rate of the crack growth to its length
For n = 2 the growth law is completely scale-independent ( dL dt ∝ L) and the crack meets 'complete similarity' in terms of Barenblatt (1996) . In the results section we show that P = constant is a good approximation for the fracture-controlled regime. In that case and for n = 2, the analytical solution for the length of the dyke is
This solution predicts exponential dyke growth with the fracturecontrolled timescale
Mass conservation
The above equations describe various processes involved in dyke propagation, but they are not complete without conservation equations for the mass of melt, gas or total mass. Two mass conservation equations allow formulating the closed system of governing equations for the pressure and vesicularity. Total mass of the magma per unit length of the conduit (along z and along the third dimension) is 2ρw. Hence the equation for the conservation of total mass (per unit of horizontal length along the dyke) is
where v is the magma velocity and u is the gas velocity relative to the magma. Similarly, the mass of the melt, excluding bubbles and dissolved gas, is 2(1 − α)(1 − c)ρ m w dz, where c is the concentration of dissolved gas. Hence mass conservation for the melt leads to
The mass balance eqs (24 and 25) account for the mass of the dissolved gas in the melt and its transfer between melt and bubbles. The concentration of the dissolved gas in the melt is calculated assuming equilibrium degassing. This assumption is valid for small ratios (<3 × 10 −3 ) between diffusive and decompression timescales (Lensky et al. 2004) . For 10 μm bubble size, diffusivity of the order of 10 −10 m 2 s −1 (Holloway & Blank 1994) and propagation rates up to 10 2 m s −1 at hundred kilometres depth, the timescale ratio is below 10 −3 assuring the equilibrium degassing. This means that the concentration follows the pressure-and temperature-controlled solubility. For a given melt composition the solubility law relates the concentration of gas to the pressure at chemical equilibrium. For CO 2 in basalts at temperature of ∼1400
• C and pressure of ∼3 GPa, the solubility is controlled mostly by pressure and to a good approximation:
where c is concentration, P d is the magma pressure, K h = 1.4 × 10 −5 MPa −1 is the pressure derivative of the solubility at the relevant pressures (Holloway & Blank 1994) . Less data is available at higher pressures, but the solubility may be approximated using the data of Brey et al. (1991) .
Mass conservation eqs (24 and 25) combined with the solubility law (26), were reduced after lengthy derivations into two differential equations. The first defines the magma pressure change in the magma-filled section of the dyke (∂ P/∂t)
The second equation defines the vesicularity changes during propagation
Eqs (3), (4), (15), (18), (20), (27) and (28) provide a closed system of equations describing the propagation of a dyke filled with bubbly magma and driven by excess pressure at z = 0 and by the magma buoyancy. This set of equation is then solved numerically.
N U M E R I C A L A L G O R I T H M
The whole dyke is divided into numerical elements using a uniform mesh containing a variable number of points, N. We use finitedifference method and approximate the solution of the above equations by replacing derivative expressions with approximately equivalent difference quotients. The integral relations in (4) are replaced by summation
where z − j = z j ; P − j = P j ; and
Eq. (27) is represented as a set of system of linear equations for the rate of the pressure change in every numerical node
The system of eq. (31) is solved using the Gauss elimination method. Pressure values at the gridpoints and all other variables on the right-hand side of (27) are taken from the previous time step, including pressure in the gas cap and rate of the dyke opening associated with the gas pressure change in the gas cap (∂w (g) i /∂t). This change of the dyke shape is found by an iterative procedure for the known mass of the gas cap and using the equation of state that connects gas pressure with density. The new magma pressure for a known dP/dt is calculated explicitly. A new dyke width, corresponding to the new pressure distribution, is calculated using eq. (27), followed by calculation of a new vesicularity using eq. (28). Next, the rate of gas mass transfer into the gas cap (16) and the The minimum width is the response of the dyke to the pressure wave before it arrives. The small enlarged image next to each dyke profile is a zoom in on the gas cap. As the pressure wave propagates towards the magma front the dyke is inflated. When it reaches the magma front the dyke starts propagating. See notation (Table 1) for the values of the simulation parameters.
progress of the magma front are calculated according to the magma velocity (3). Finally, the stress intensity factor (18) is calculated and the tip of the dyke is moved according to (20) . In this paper we present only results obtained for the case of negligible gas transport, assuming constant gas mass in the cap and in every given volume of magma. Therefore, instead of solving eq. (28) we calculated initial vesicularity according to pressure and because the pressure variations are very small we neglect the vesicularity change during propagation adopting the condition α = constant.
The numerical solution of the system of equations requires certain initial and boundary condition. The initial conditions for t = 0 include dyke length, gas mass in the gas cap, initial gas concentration in the magma, the pressure and vesicularity distribution. The equations are solved using an explicit-in-time numerical scheme with an adaptive time step, which is changed proportionally to the maximum dyke width raised to the power 3. This assures numerical stability of the solution because substituting (3) into (31) leads to a parabolic equation for the pressure with the coefficient of the second spatial derivative term increasing proportionally to w 3 .
R E S U LT S
The aim of the series of simulations presented in this study is to understand the effect of gas mass stored in the gas cap on the propagation of dykes and reveal the major factors controlling the rate of propagation. Keeping in mind the conditions associated with the propagation of alkali basaltic or kimberlitic dykes (see Table 1 for model parameters), we run the models at depth corresponding to pressures of ∼3 GPa and high CO 2 concentrations in the melt leading to gas exsolution and bubble formation.
The initial state
The simulation starts with a pre-existing dyke of a given length (L = 50 m) and initial opening of 0.1 mm (Fig. 2b) . We assume that at great depths host rock and magma have nearly the same temperature and therefore neglect thermal effects. The magma pressure in the dyke is ρg(z d -z) (Fig. 2a, a 1 line) . The sizes of the magma-filled section and the cap are defined according to the steady state with zero driving pressure at z = 0. This is done by an iterative process that finds the length of the gas cap and of the magma-filled section based on the initial gas content and equilibrium between magma and gas.
Introduction of overpressure
The magma pressure (P in ) at z = 0 is elevated to a prescribed overpressure, P = 5 MPa. This step increase in magma pressure at the base of the dyke generates a pulse propagating through the conduit. Fig. 2 presents several snapshots with the pressure profile and opening of the dyke. The pressure increase leads to a significant widening of the dyke from 0.1 mm at t = 0 to 2.5 mm. The simulation shows that opening occurs even ahead of the pressure front. This leads to a pressure decrease and backward magma flow. As can be seen in Fig. 2 , the dyke profile widens from the bottom to the overpressure front. However, ahead of the pressure front, the gas cap narrows and almost closes, the stress intensity factor turns negative (K I < 0) and the crack does not propagate. As the pressure pulse reaches the magma front (Fig. 2b , case b4, note the change of the scale) the dyke approaches an elliptical shape. Only now the magma front starts moving (Fig. 2b, case b5) .
As the pressure wave moves into the dyke, the stress intensity factor increases and dyke tip starts moving when K I turns positive.
Dyke propagation-fracture control regime
Dyke propagation depends on the rate of two processes: the rate of fracturing of the host rock and the ability of the magma to flow into the narrow crack at the gas cap. The rate of fracturing is controlled by the coefficient A 0 and the subcritical crack growth index n (20). In this study we use n = 2. When A 0 is small, high energy is needed to fracture the host rock and the rate of propagation is fracture-controlled. In the end-member case, our analysis predicted exponential dyke growth (22) with the fracture-controlled timescale that depends on A 0 and P (23). When A 0 is large, propagation is magma-controlled and the timescale depends not only on pressure and the elastic properties of the host rock, but also on the viscosity of the magma (7). Results of the numerical modelling (Fig. 3) allow calculation of the timescale, τ (Fig. 3b) for a wide range of A 0 values (5 × 10 −6 to 5 × 10 −2 MPa −2 s −1 ). In Fig. 4 the inverse of the characteristic time (1/τ ) is plotted versus A 0 . For small A 0 , when high energy is needed to fracture the host rock, the rate of propagation is fracture-controlled. Numerically estimated timescales for small A 0 values (Fig. 4b ) fit well the analytically derived relation: τ F = (A 0 P 2 π) −1 . In this case the mass of the gas in the gas cap has only a minor effect on the rate of dyke propagation (Fig. 4b) . (Table 1) , the dyke length is 50 m. Each run is for different A 0 (between 5 × 10 −6 and 5 × 10 −2 MPa −2 s −1 ). (a) The three lines are for three different initial gas cap masses (1, 3 and 7 kg). The three marked points on the middle curve are the value of 1/τ for three different regimes (different A 0 ) presented in Fig. 3. (a) In the fracture-controlled regime the dyke propagates at higher velocity as the energy to fracture the host rock reduces (high A 0 ). At the transition zone the propagation rate reaches a maximum and then descends in the magma-control regime. (b) Enlargement of the fracture-controlled dyke regime. The variation of the timescale, 1/τ , is close to linear. The black lines present the numerical solutions for three different constant gas pressures. The solid lines represent the analytical solutions for the three gas masses at the same pressure.
Dyke propagation-magma control regime
In the case of relatively high A 0 values, the crack propagates fast and the rate-determining process is the flow of the viscous magma into the narrow gas cap. When the dyke tip propagates upward, it is instantaneously filled by the low viscosity gas in the cap, but the magma moves in slowly. This leads to a decrease in gas pressure and the corresponding stress intensity factor (K I ) and decelerates the tip. The crack may even stop its propagation and wait for the magma to enter the cap, compress the gas and re-establish gas pressure. In this case the propagation rate is magma-controlled and only weakly depends on A 0 . This mechanism is similar to the model of Rubin (1995) and, as illustrated in Fig. 4 , at high A 0 and little gas in the cap (dotted line), the numerical solution closely approaches the analytical solution of Rubin (1995) . As the mass of gas in the cap increases the process accelerates (dashed and solid black lines). This is because the gas-filled cavity leads to a significant widening of the conduit at the magma front, to faster movement of magma up the dyke and to higher propagation rates.
The numerical simulations reveal that the propagation rate (inverse of the timescale) is fastest in the transitional regime between fracture-and magma-controlled regimes (Fig. 4) . In this regime the energy needed to fracture the rocks is intermediate, the crack tip is fast but not too fast, the cap is still short and the gas pressure is high. The high gas pressure widens the dyke at the magma front and allows the viscous magma to flow faster into the cap (and to Figure 5 . Typical dyke profiles for (a) magma-controlled and (b) fracture-controlled propagation. The fracture-controlled dyke profile is more inflated than the magma-controlled dyke profile because the host resistance is higher (A 0 = 5×10 −6 MPa −2 s −1 for fracture control and A 0 = 5 × 10 −2 MPa −2 s −1 for magma control). (c) Schematic diagram for pressure-driven propagating dyke, after Rubin (1995) . Here K I = 0 for a dynamic crack. The dyke propagates as a magma-controlled dyke. (d) We obtain a similar dyke profile to that of Rubin (1995) for a magma-controlled dyke, when A 0 is high (5 × 10 −2 MPa −2 s −1 ) and the initial gas mass is small (1 kg). Figure 6 . When the gas mass in the cap is high (7 kg) and for low host rock fracture resistance (A 0 = 0.05 MPa −2 s −1 ) the gas-filled gas cap can be inflated, creating a gas pocket at the head of the dyke. The shape of this crack and its ascending velocity similar to the gas-filled crack propagation theory by Weertman (1971) . See notation table for the values of the simulation parameters. maintain the high pressure). At lower values of A 0 , the propagation of the fracture is slower and the rate decreases. Higher A 0 allows the tip to propagate easily, but the magma flows in slowly. Fig. 5 shows the typical shape of the dyke in magma-and fracture-controlled regimes (Figs 5a and b, respectively) . The shape of the dyke in the magma-controlled regime is very similar to that calculated by Rubin (1995) . Rubin's profile (reproduced in Fig. 5c ) is similar to our simulated profile, if we zoom in on the tip (Fig. 5d) .
In the extreme case with relatively high magma viscosity and low fracture energy (high A 0 ), the gas cap can detach from the magma creating a self-floating gas pocket (Fig. 6) . The size of the detached gas-filled crack is mostly controlled by the fracture energy. Small gas-filled cracks are expected for very high A 0 values, while at lower, but still high enough A 0 values, only large gas-filled crack can be separated from the dyke. With further decrease on the A 0 values, the gas-filled crack is not separated and self-similar magmacontrolled growth is realized. Long-term propagation of the gasfilled crack after the gas-filled crack is detached from the dyke (not presented here) meets the conditions of the Weertman (1971) model that provides solution for buoyancy-driven fluid-filled fractures in solid materials and is able to predict the cross-sectional shape of ascending fractures with high accuracy.
D I S C U S S I O N
A new mathematical and numerical model presented here simulates the propagation of a 2-D dyke filled with volatile-saturated magma and a gas cap at its upper part.
The mathematical formulation accounts for the two-phase conduit flow and for volatile exsolution from a supersaturated magma. It considers two different mechanisms of gas flow through the magma: buoyancy-driven bubble motion (Stokes flow) and gas filtration through a connected network of bubbles (porous flow). The elastic deformation of the surrounding rocks controls the opening of the dyke. The stress intensity factor, that is a measure of the stress concentration at the crack tip, controls the rate of the quasi-static crack propagation.
The model does not consider possible thermal effects. Sparks (1978) showed that magma cooling due to bubble growth is negligibly small under the model conditions. Heat loss to the host rocks is one of the major mechanisms controlling dyke arrest at crustal depths, where rocks are much cooler than the solidus temperature of the magma (e.g. Fialko & Rubin 1998) . However, close to the source the host rock temperature is close to the solidus and even very thin initial dyke can propagate hundreds of metres without freezing. Fialko & Rubin (1998) demonstrated that if the temperature difference between magma and host rock is less than half the difference between the solidus and the host rock temperature, the cooling rate decreases significantly. Acceleration and widening of a propagating dyke predicted by the model further decrease the effect of cooling.
In the case of a relatively low magma viscosity and high host rock resistance, the propagation rate is controlled by the rate of fracturing. Under these conditions the analytical derivations (7) and numerical solutions predict exponential growth governed by the fracture-controlled timescale. For low host rock resistance, where little energy is needed to fracture the host rock, propagation is controlled by the magma properties. The growth of the pressuredriven dyke is also self-similar and exponential with a magmacontrolled timescale (23).
The gas in the cap plays an important role. It opens the crack in front of the magma and presses the host rock to form a wider pathway at the magma front, so the magma can flow faster. Results of the numerical simulations of the magma-controlled propagation with little gas in the cap fit well with the scaling relations for a pressure-driven dyke suggested by Rubin (1995) . Increase of the gas mass in the cap significantly accelerates the propagation rate in the magma-control regime. The variation in the propagation rate as a function of A 0 is not monotonic and it reaches a maximum between the fracture-controlled and the magma-controlled regimes.
The numerical simulations presented in this paper describe the ascent of dykes from great depth with constant gas mass in the cap and neglect the effect of gas flow from the bubbly magma into the cap during the propagation. The results demonstrate that for all regimes higher gas mass in the cap leads to propagation with significantly higher rates than those predicted by models with no gas cap at the dyke tip. The rates of propagation at the transitional regime for dykes with higher gas mass in the gas cap are up to an order of magnitude greater than the rates predicted by the models that ignore the gas-filled cavity. This could provide a realistic mechanism for high rates of the kimberlite dyke propagation from a source at great depth, similar to the conceptual model of Wilson & Head (2007) . The detailed modelling results of the coupled magma flow and gas transport will be presented elsewhere.
In the case of relatively high magma viscosity and low fracture resistance of the host rock a gas-filled gas cap may inflate in front of the magma front, creating a gas-filled crack at the head of the dyke. The shape of this crack and its ascending velocity are specified by the Weertman (1971) theoretical model. The possibility of the gas-filled crack formation was previously discussed by several authors. Theoretical studies (Crawford & Stevenson 1988; Lister 1990; Rubin 1993) inferred that exsolution of volatiles might create an almost separate gas-filled cracks at the tip of a propagating dyke. Menand & Tait (2002) reported that once the gas in the cap acquires sufficient buoyancy to overcome the fracture resistance of the host solid the velocity of the crack tip is determined by the dynamics of the gas, which can ultimately separate from the liquid and form a gas-filled crack at the head of the dyke. In the simulations, separated gas-filled cracks at the head of a magma-controlled dyke were formed simply by increasing the initial gas mass at the gas cap. We suggest that such a scenario is a common result of gas transportation from the magma to the cap during propagation. It can significantly change the propagation history.
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