Several studies that have investigated a few stocks have found that the spacing between consecutive financial transactions (referred to as trade duration) tend to exhibit long-range dependence, heavy tailedness, and clustering. In this study, we empirically investigate whether a larger sample of stocks exhibit those characteristics. Because we do find those characteristics, as suggested by Rachev and Mittnik (2000) we employ the stable distribution and stable processes to capture them when modeling trade duration. Stochastic processes with self-similarity possess long-range dependence and heavy tailedness. One typical self-similar processes is fractional stable noise. Based on the modeling mechanism of self-similar processes, this paper empirically compares stable distribution and fractional stable noise with several alternative distributional assumptions (lognormal distribution, fractional Gaussian noise, exponential distribution, and Weibull distribution) in modeling trade duration data. The empirical results suggest that fractional stable noise and stable distribution dominate these alternative distributional assumptions. Comparing goodness of fit in modeling trade duration data for stable distribution and fractional stable noise based on a procedure using bootstrap methods developed by the authors, this paper finds that empirically the autoregressive conditional duration model with stable distribution fits better than other combinations, while fractional stable noise itself fits better for the time series of trade duration.
Introduction
There is considerable interest in the information content and implications of the spacing between consecutive financial transactions (referred to as trade duration) for trading strategies and intra-day risk management. Market microstructure theory, supported by empirical evidence, suggests that the spacing between trades be treated as a variable to be explained or predicted since time carries information and closely correlates with price volatility (see, Bauwens and Veredas (2004) , Diamond and Varrecchia (1987) , Engle (2000) , Engle and Russell (1998) , Hasbrouck (1996) , and O'Hara (1995)). Manganelli (2005) finds that returns and volatility directly interact with trade duration and trade order size. Trade durations tend to exhibit long-range dependence, heavy tailedness, and clustering (see, Bauwens and Giot (2000) , Dufour and Engle (2000) , Engle and Russell (1998) , and Jasiak (1998)).
These findings raise two questions that we address in this paper:
1. Can single stochastic processes which capture long-range dependence and heavy tailedness be used in modeling trade duration data ?
2. Can a relatively "powerful" distributional assumption in a relatively "simple" functional structure be used for efficiently modeling trade duration data?
It is necessary to treat long-range dependence, heavy tailedness, and clustering simultaneously in order to obtain more accurate predictions. Rachev and Mittnik (2000) note that for modeling financial data, not only does model structure play an important role, but distributional assumptions influence the modeling accuracy. The stable Paretian distribution 1 can be used to capture characteristics of trade duration since it is rich enough to encompass those stylized facts in such data, such as non-Guassian, heavy tails, long-range dependence, and clustering. Other researchers have shown the advantages of stable distributions in financial modeling (see, Fama (1963) , Rachev (1993a, 1993b) , Rachev (2003) , and Rachev et al. (2005) ). Meanwhile several studies have reported that long-range dependence, self-similar processes, and stable distribution are very closely related (see, Taqqu and Samorodnitsky (1994) , Rachev and Mittnik (2000) , Rachev and Samorodnitsky (2001) , Doukhan et al. (2003) and Racheva and Samorodnitsky (2003) ).
Based on estimating intensity of point processes, an autoregressive conditional duration (ACD) model is proposed by Engle and Russell (1998) for modeling trade duration with intertemporal correlation. The ACD model is a joint approach combining transition analysis and Engle's autoregressive conditional heteroscedasticity (ARCH) model. The motivation behind ACD and ARCH models is that in financial market events tend to occur in clusters. Following the contribution of Engle and Russell (1998) , several studies for modeling duration are proposed (see, Bauwens and Giot (2003) , Bauwens and Veredas (2004) , Engle and Lunde (2003) , Fernandes and Gramming (2005) , and Ghysels et al. (2004) ).
Motivated by long-range dependence or long-memory phenomenon, several models are suggested in the literature using the fractional form. The fractionally integrated ARMA (ARFIMA) process is 1 To distinguish between Gaussian and non-Gaussian stable distribution, the latter is usually named stable Paretian distribution or Lévy stable distribution. Referring to it as a stable Paretian distribution highlights the fact that the tails of the non-Gaussian stable density have Pareto power-type decay and Lévy stable is the recognition of pioneering works done by Paul Lévy to the characterization of non-Gaussian stable laws (see Rachev and Mittnik (2000) ).
a polular parametric long-range dependence time series model (see Granger and Joyeux (1981) and Hosking (1981) ). Baillie, Bollerslev and Mikkelsen (1996) propose the fractionally integrated GARCH (FIGARCH) model by including a fractional difference operator in the lag structure of past squared observations in the conditional variance equation of the common GARCH model. Bollerslev and Mikkelsen (1996) consider an extension of the EGARCH model proposed by Nelson (1991) in which the logarithm of innovations is modeled as a distributed lag of past residuals treated by the fractional difference operator. Another model concerned with long-range dependence, the FIARMA process with conditional heteroscedastic innovations, is proposed by Baillie, Chung and Tieslau (1996) . A class of long-range volatility models have been proposed. One such parametric model is the fractionally integrated stochastic volatility (FISV) model introduced by Breidt et al. (1998) ; another type is the long-memory nonlinear moving average model introduced by Robinson and Zaffaroni (1996) . To capture nonlinear features in time series with long-range dependence, a fractionally integrated smooth transition autoregressive (FI-STAR) model is proposed by van Dijk et al. (2002) .
The Hurst index is also used to model long-range dependence. Fortunately, one kind of self-similar process can possess the Hurst index and stable distribution together (i.e., can capture both long-range dependence and heavy tailedness). This kind of stochastic process is a fractional stable noise generated from fractional stable motion (see, Taqqu and Samorodnitsky (1994) ). Therefore, single stochastic processes can capture long-range dependence and heavy tailedness, answering the first question posed above. If fractional stable noise can be subordinated into the functional structure of the ACD model, then the second question as we have defined can be answered.
In order to answer the two questions posed above, this paper introduces fractional stable noise as the single stochastic processes to model trade duration. In the empirical analysis of this paper, fractional stable noise is subordinated to the ACD model to model trade duration. As to self-similar processes, other single stochastic processes, such as fractional Gaussian noise which captures long-range dependence, are also is introduced as an alternative. Since a stable distribution itself can capture heavy tailedness and long-range dependence, we propose it as an alternative distribution that can better explain trade duration. In the empirical analysis, stable distribution is also subordinated to the ACD model. Some other distributions that are often used in modeling trade duration, such as lognormal distribution, exponential distribution and Weibull distribution, have been selected as alternative distributional assumptions in order to compare goodness of fit with the stable distribution and fractional stable noise. Using two test statistics usually used to evaluate model performance under heavy-tailed assumptions, we examine trade duration for a sample of stocks to compare which distributional assumption fits better. By using a newly developed test procedure that we formulate based on a bootstrap method, our empirical results suggest that fractional stable noise and stable distribution dominate these alternative assumptions with high statistical significance. Comparing goodness of fit in modeling trade duration data for stable distribution and fractional stable noise, the empirical result shows that the ACD model with stable distribution fits better than other combinations, while fractional stable noise itself fits better for the time series of trade duration.
We organized the paper as follows: A brief review of point processes and some leading trade duration models based on estimating intensity of such processes is provided in section 2. In section 3, we describe the stable distribution. The relationship among long-range dependence, heavy-tailedness, and self-similarity is explained in section 4, where fractional Gaussian noise and fractional stable noise are introduced. The empirical study based on trade duration data for 18 of the component stocks of the Dow Jones is reported in section 5. In that section, we compare the goodness of fit of fractional stable noise and stable distribution to other distributions (the lognormal distribution, fractional Gaussian noise, exponential distribution, and Weibull distribution). We summarize our conclusions in section 6.
Point processes in modeling durations
Given a probability space (Ω, A, P), a family of random variables (X t ) t∈T on Ω with values in some set M , (i.e., for all t ∈ T and T is some index set), X t : (Ω, A) → (M, B) is defined as a stochastic process with index set T and state space M . A sequence (T n ) n∈N of positive real random variables is a point process if T n (ω) < T n+1 (ω) for all ω ∈ Ω and all n ∈ N ; and lim n→∞ T n (ω) = ∞, for all ω ∈ Ω. T n is called the nth arrival time and T n = n i=1 τ i ; and τ n = T n − T n−1 (where τ 1 = T 1 ) is called the nth waiting time (duration) for the point process.
A stochastic process (N t ) t∈[0,∞) is a counting process if:
, for all 0 ≤ s < t and all ω ∈ Ω; lim s→t,s>t N s (ω) = N t (ω), for all t ≥ 0 and all ω ∈ Ω; N t (ω) − lim s→t,s>t N s (ω) ∈ (0, 1), for all t > 0 and all ω ∈ Ω; and lim t→∞ N t (ω) = ∞, for all ω ∈ Ω. A point process (T n ) n∈N corresponds to a counting process (N t ) t∈[0,∞) and vice versa, i.e.,
for all ω ∈ Ω and all t ≥ 0. For all ω ∈ Ω and all n ∈ N ,
The mean value function of the counting process is m(t) = E(N t ), for t ≥ 0, and m : [0, ∞) → [0, ∞), m(0) = 0. m is an increasing and a right continuous function with lim t→∞ m(t) = ∞. If the mean value function is differentiable at t > 0, then the first-order derivative is called the intensity of the counting process. Defining λ(t) = dm(t)/dt,
and lim
From the viewpoint of the point processes literature (for example, Cox and Isham (1980) ), ultrahigh frequency financial data can be described as marked point processes; that is, the state space M is a product space of R 2 ⊗ M where M is the mark space. Engle (2000) pointed out that ultra-high frequency transaction data contain two types of processes: time of transactions and events observed at the time of the transaction. Those events can be identified or described by marks, such as trade prices, posted bid and ask price and volume. The amount of time between events is the duration. The intensity is used to characterize the point processes and is defined as the expected number of events per time increment considered as a function of time. In survival analysis, the intensity equals the hazard rate. For n durations, d 1 , d 2 , ..., d n , which are sampled from a population with density function f and corresponding cumulative distribution function F , the survival function S(t) is:
and the intensity or hazard rate λ(t) is:
The survival function and the density function can be obtained from the intensity,
Several models have been proposed to model durations by estimating the intensity. The favored models in the literature is the autoregressive conditional duration (ACD) model proposed by Engle and Russell (1998) , the stochastic conditional duration (SCD) model by Bauwens and Veredas (2004) , and the stochastic volatility duration (SVD) model by Ghysels et al. (2004) . The ACD model expresses the conditional expectation of duration as a liner function of past durations and past conditional expectation. The disturbance is specified as an exponential distribution and as an extension the Weibull distribution. The SCD model assumes that a latent variable drives the movement of durations. Then expected durations in the SCD model is expressed by an observed durations driven by a latent variable. The SVD model tries to capture the mean and variance of durations. The SCD and SVD models are mixed distributions models. The SCD model combines Weibull and gamma distributions while in the SVD model the durations are expressed as independently and exponentially distributed with a Gamma heterogeneity. After these models were proposed, extensions have been suggested in literature. Jasiak (1998) offers the fractional integrated ACD model, Gramming and Maurer (1999) replace the Weibull distribution by the Burr distribution, Bauwens and Giot (2000) propose the logarithmic ACD model, and Zhang et al. (2001) introduce the threshold ACD model. Bauwens and Giot (2003) propose an asymmetric ACD model, Feng et al. (2004) propose a linear non-Gaussian state-space version of the SCD model to capture the leverage effect of the expected durations.
The ACD(m,n) model specified in Engle and Russell (1998) is
Bauwens and Giot (2000) give the logarithmic version of the ACD model as follows
Two possible specifications of conditional durations are
and
Zhang et al. (2001) extend the conditional duration to a switching-regime version. Defining L q = [l q−1 , l q ), and q = 1, 2, ..., Q for a positive integer Q, where −∞ = l 0 < l 1 < ... < l q = +∞ are the threshold values, d i follows a q-regime threshold ACD (TACD(m,n)) model; that is:
For example, if there is a threshold value l h and 0 < h < q, the TACD(1,1) model can be expressed as following:
The threshold l h determines the regime boundaries. Fernandes and Gramming (2005) proposed nonparametric tests for ACD models and suggested the practical application for estimation of intraday volatility patterns.
The SCD model given by Bauwens and Veredas (2004) takes the following form:
where
, ε i |I i−1 follows some distribution with positive support, and u i is independent of ε j |I i−1 for any i and j.
Ghysels et al. (2004)
proposed a SVD model by assuming that durations are independently and exponentially distributed with Gamma heterogeneity. More explicitly, the model can be expressed as:
where U i and V i are two independent variables with exponential distribution and gamma(a, a) distribution. Then this expression can be transferred with suitable nonlinear transformations to the expression with Gaussian factors:
where F 1 and F 2 are i.i.d standard normal variables, Φ is the cdf of the standard normal distribution, and Ψ(a, .) is the quantile function of the Gamma(a, a) distribution.
Stable Paretian distributions
Stable distribution requires four parameters for complete description: an index of stability α ∈ (0, 2] also called the tail index, a skewness parameter β ∈ [−1, 1], a scale parameter γ > 0, and a location parameter ζ ∈ . The tail index α determines the rate at which the tails of the distribution tapper off. When α = 2, it is a Gaussian distribution. When α < 2, the variance is infinite and the tails are asymptotically equivalent to a Pareto law (i.e., they exhibit a power-law behavior). When α > 1, the mean of the distribution exists and is equal to γ. As for the skewness parameter, when β > 0, the distribution has a thicker right tail; when β < 0, the distribution has a thicker left tail; and when β = 0, the distribution is symmetric about ζ. As α approaches 2, β loses its effect and the distribution approaches the Gaussian distribution. Scale parameter γ determines the width of the distribution and location parameter ζ determines the shift of the peak of the distribution.
There is unfortunately no closed-form expression for the density function and distribution function of a stable distribution. Samorodnitsky and Taqqu (1994) give the definition of the stable distribution: A random variable X is said to have a stable distribution if there are parameters 0 < α ≤ 2, −1 ≤ α ≤ 1, γ ≥ 0 and ζ real such that its characteristic function has the following form: (20) and,
Stable density is not only support for all of (−∞, +∞), but also for a half line. For 0 < α < 1 and β = 1 or β = −1, the stable density is only for a half line.
The maximum likelihood estimator of the stable distributions is given by Rachev and Mittnik (2000) as follows: given N observations, X = (X 1 , X 2 , · · · , X N ) for the positive half line the log-likelihood function is of the form
which can be maximized using, for example, a Newton-Raphson algorithm. It follows from the first-order condition,
that the optimization problem can be reduced to finding the value for α which maximizes the concentrated likelihood
The information matrix evaluated at the maximum likelihood estimates, denoted by I(α,λ) is given by
It can be shown that, under fairly mild condition, the maximum likelihood estimatesα andλ are consistent and have asymptotically a multivariate normal distribution with mean (α, λ) (see Rachev and Mittnik (2000) ).
McCulloch (1986) generalized and improved the method proposed by Fama and Roll (1971) by analyzing stable law quantiles and providing consistent estimators of all four stable parameters with the restriction α ≥ 0.6. After McCulloch, we define:
where λ α and λ β are independent with γ and ζ. In the above definition, x f denotes the f -th population quantile, such that S(α, β, γ, ζ; x f ) = f . Letλ α andλ β be the corresponding sample value and consistent estimators of λ α and λ β . Statistics λ α and λ β are functions of α and β and strictly increasing in β for each α. This relationship could be inverted and the parameters α and β can be regarded as function of λ α and λ β :
Substituting sample values of λ α and λ β and applying linear interpolation between values found in the tables in McCulloch (1986), the estimatorsλ α andλ β can be derived. Scale and location parameters γ and ζ can be estimated in a similar way.
Other methods for estimating the parameters of a stable distribution (i.e., the method of moments based on the characteristic function, the regression-type method, and the fast Fourier transform method) are discussed in Stoyanov and Racheva-Iotova (2004a , 2004b , 2004c ).
Self-similar processes, long-range dependence and heavy tailedness
In this section the relationship between self-similarity and long-range dependence and heavy tailedness will be discussed. We will introduce some specifications of self-similar processes, specifically the fractional stable process and fractional Gaussian process in modeling trade duration data.
Self-similarity and long-range dependence
Long-range dependence or long memory denotes the property of time series to exhibit persistent behavior, i.e., a significant dependence between very distant observations and a pole in the neighborhood of the zero frequency of their spectrum. The useful measure of the degree of dependence between the values of a time series at different times is the autocovariance function and autocorrelation function. 2 The autocovariance function (ACVF) of a stationary time series X t is defined as γ(k) = Cov(X t+k , X t ) where k = 0, ±1, ±2, ... and the autocorrelation function (ACF) of X t defined as the function ρ(·) whose value at lag k is ρ(k) = γ(k)/γ(0). Baillie (1996) provides a comprehensive survey and review of the major econometric work on long-range dependence processes. Two definitions of long-range dependence have been clarified by Baillie (1996) based on ACVF and ACF. That is, for long-range dependence or long memory processes, its ACVF for large k, γ(k) ≈ ψ(k)k 2H−2 , where H > 0 and the function ψ(k) is slowly-varying at infinity, i.e., for all positive τ , lim k→∞ ψ(kτ )/ψ(k) = 1. And the quantity about ACF lim n→∞ n k=−n |ρ(k)| is nonfinite. In the definition of long-range dependence based on ACVF, H is referred to as the Hurst parameter, in honor of the hydrologist Hurst who formally introduced the phenomenon of long-range dependence more than a half century ago (see Hurst (1951 Hurst ( ,1955 ).
If {X(t)} is a long-range dependent process with Hurst parameter H, if for k = 1, 2, ...,
where 0.5 < H < 1 and 0 < c < ∞ is a constant. This implies
The autocorrelation of {X(t)} decays so slowly that it is not summable. Consider the aggregated process of {X(t)} of degree m, which is a running average of non-overlapping blocks of {X(t)} for t = 0, 1, 2, ..., N with length of m, denoted by {X (m) (t)}, i.e.,
for t = 0, 1, 2, ..., N/m−1. If {X (m) (t)} are independent and identically distributed, then V ar[X (m) (t)] = σ 2 /m and decays proportional to 1/m as m → ∞. If the autocorrelation of {X(t)} satisfies (25), then
where c is a constant. Since aggregation is equivalent to time scaling, (27) implies that the timescaled long-range dependence process exhibits similarity with the original process. Thus, long-range dependence is intimately related to the phenomenon of self-similarity. Self-similarity describes the effect in which the behavior of a process is preserved without respect to scaling in space or time. That is, when viewed at varying scales, the correlation structure of the process remains unchanged.
Self-similar processes are invariant in distribution with respect to changes of time and space scale. The scaling coefficient or index of self-similarity is a non-negative number denoted by H, the Hurst parameter. If
all h ∈ T , the real-valued process {X(t), t ∈ T } has stationary increments. Samorodnisky and Taqqu (1994) provide a succinct expression of self-similarity: {X(at), t ∈ T } d = {a H X(t), t ∈ T }. The process {X(t), t ∈ T } is called H-sssi if it is self-similar with index H and has stationary increments. Beran(1994) shows the covariance function γ x (m, n) = cov(X(m), X(n) of a self-similar process {X(t)} with stationary increments has the following property,
and 0 < m < n. Similarly, the covariances of the increment sequence Y (t) = X(t) − X(t − 1) for i = 1, 2, 3, ..., N between X(t) and X(t + k), k > 0 can be derived by using self-similarity
for k ≥ 0 and γ y (k) = γ y (−k) for k < 0. The correlations are given by
for k ≥ 0 and ρ y (k) = ρ y (−k) for k < 0. The asymptotic behavior of ρ y (k) following Taylor expansions can be expressed as
For 0.5 < H < 1, this means the increment process {Y (t)} of the self-similar process {X(t)} has long-range dependence. Processes whose autocorrelations take the form of (31) are defined as exactly second-order self-similar processes by Willinger et al. (1998) . For the aggregated process {X (m) (t)} of an exactly second-order self-similar process {X(t)} at aggregation degree of m, the relation ρ (m) (k) = ρ(k) holds. When m → ∞, the process {X(t)} is said to be asymptotically second-order self-similar if the relation lim m→∞ ρ (m) (k) = ρ(k) holds. Indeed, this relation is entailed by (25) . Therefore, longrange dependence processes are asymptotically second-order self-similar. Second-order self-similarity describes the property that the correlation structure of a process (i.e., its ACF) is preserved irrespective of time scaling. Although, self-similarity and long-range dependence are different concepts, in the case of second-order self-similarity, long-range dependence implies self-similarity and vice versa.
Self-similarity and heavy tailness
Heavy tails refer to the tendency of various time series with presumably independent increments, such as in financial time series to exhibit abrupt and discontinuous changes. This was first observed by Mandelbrot (1963) who proposed the stable Paretian distribution for modeling conditional asset returns. Many techniques in modern finance rely heavily on the assumption that the random variables under investigation follow a Gaussian distribution. However, time series observed in finance often deviate from the Gaussian model, in that their marginal distributions are heavy-tailed and, possibly, asymmetric. In such situations, the appropriateness of the commonly adopted normal assumption is highly questionable. It is often argued that financial asset returns are the cumulative outcome of a vast number of pieces of information and individual decisions arriving almost continuously in time. Hence, in the presence of heavy-tails it is natural to assume that they are approximately governed by a non-Gaussian stable distribution. Other leptokurtic distributions, including Student t , Weibull, and hyperbolic, lack the attractive central limit property. Starting with the work of Fama (1963 Fama ( , 1965 The empirical work by Mandelbrot (1963) and others lead to the general acceptance that there are heavy tails in financial asset return distributions. The reason for heavy tailedness in financial data is that large observations have non-negligible probability and they, although rare, can dominate a system's performance. Rachev and Mittnik (2000) show that a random variable X is heavy-tail distributed with index α if P (X ≥ x) ∼ cx −α L(x) as x → ∞ for c > 0 and 0 < α < 2 where L(x) is a slowly varying function. Mandelbrot refers to this effect as the infinite variance syndrome which shows observations of a heavy-tailed distribution can fluctuate far from its mean value (defined only when 1 < α < 2) with non-negligible probability. Baillie (1996) points out that heavy-tailed densities are self-similar with respect to their tail behavior. Hols and de Vries (1991) find that any convolution of a Student t density with degree of freedom ν will have the same tail index and are self-similar with respect to tail behavior.
Specification of self-similar processes
More precisely, self-similarity has been defined by Samorodnitsky and Taqqu (1994) . Let T be either R, R + = {t : t ≥ 0} or {t : t > 0}, the real-valued process {X(t), t ∈ T } is self-similar with index H > 0 (H-ss if for any a > 0 and d ≥ 1, t 1 , t 2 , ..., t d ∈ T , satisfying:
For a given H ∈ (0, 1) there is basically a single Gaussian H-sssi process, namely fractional Brownian motion. Mandelbrot and Wallis (1968) first introduced the fractional Brownian motion (fBm) and Taqqu (2003) clarified the definition of fBm as a Gaussian H-sssi process {B H (t)} t∈R with 0 < H < 1.
Mandelbrot and van Ness (1968) defined the stochastic representation
where Γ(·) represents the Gamma function:
and 0 < H < 1 is the Hurst parameter. The integrator B is the ordinary Brownian motion.
The main difference between fractional Brownian motion and ordinary Brownian motion is that the increments in Brownian motion are independent while in fractional Brownian motion they are dependent. This dependence means that if there is an increasing pattern in the previous stage, then it is likely that the current stage will be increasing as well. The fractional Brownian motion B H (t) has zero mean and variance t 2 H for t ≥ 0. The covariance function is given by Samorodnitsky and Taqqu (1994)
2H for any 0 < s ≤ t. Since fractional Brownian motion {B H (t), t ∈ R} has stationary increments, Samorodnitsky and Taqqu define its increments {Y j , j ∈ Z} as fractional Gaussian noise (fGn), which is, for j = 0, ±1, ±2, ...,
Fractional Brownian motion can capture the effect of long-range dependence, but with less power to capture the heavy tailedness. The existence of abrupt discontinuities in financial data, combined with the empirical observation of sample excess kurtosis and unstable variance, confirms the stable Paretian hypothesis in Mandelbrot (1963 Mandelbrot ( , 1983 . It is natural to introduce stable Paretian distribution in selfsimilar processes in order to capture both long-range dependence and heavy tailedness. Samorodinitsky and Taqqu introduce the α-stable H-sssi processes {X(t), t ∈ R} with 0 < α < 2. If 0 < α < 1, the values of Hurst parameter are H ∈ (0, 1/α] and if 1 < α < 2, the values of Hurst parameter are H ∈ (0, 1]. There are many different extensions of fractional Brownian motion to the stable distribution. The most commonly used is the linear fractional stable motion (also called linear fractional Lévy motion), {L α,H (a, b; t), t ∈ (−∞, ∞)}, which is defined by Samorodinitsky and Taqqu (1994) as following:
and where a, b are real constants, |a| + |b| > 1, 0 < α < 2, 0 < H < 1 H = 1/α and M is an α-stable random measure on R with Lebesgue control measure and skewness intensity β(x), x ∈ (−∞, ∞) satisfying: β(·) = 0 if α = 1, and for all integers d ≥ 1 and real θ j , t j , j = 1, . . . , d,
is independent of c > 0 and h ∈ (−∞, ∞).
As mentioned by Rachev and Mittnik (2000) , a crucial restriction in the Mandelbrot and Fama stable model is the assumption that the returns are i.i.d. random variables. This restriction can be relaxed by considering the more realistic model of self-similar processes. Let trade duration Y k at time t k have the form
for Z = {0, ±1, ±2, ...}, where
for some β ∈ ( 1 α − 1, 1 α ) and α ∈ (0, 2); X j , j ∈ Z is a sequence of i.i.d. random variables in the domain of attraction of a strictly stable random variable with index α whose characteristic function has the form of
for some A 1 > 0, A 2 ∈ R, with |A
. From the representation of Y k , it follows that the trade duration at t k depends on past durations and affects future durations. The nature of dependence of Y k is determined by the parameters α and β which will be estimated. As for the usual stable approximation of i.i.d. random variables in the domain of attraction of a stable distribution, the fractional stable process is defined by Maejima (1983): for t ∈ (0, 1),
where [nt] is the integer part of nt; summation 0 k=1 is defined to be 0 and H = 1/α − β. There exists two independent stable processes {Z + (t), t ≥ 0} and {Z − (t), t ≥ 0} both having characteristic function
Then the fractional stable process is given by
where ∆(0) = 0 and
Similarly, Samorodinitsky and Taqqu (1994) define linear fractional stable noises expressed by Y (t), and
where L α,H (a, b; t) is linear fractional stable motion defined by equation (34), and M is stable random measure with Lebesgue control measure given 0 < α < 2. In this paper, if there is no special indication, fractional stable noise (fsn) is generated from linear fractional stable motion. Racheva and Samorodnitsky (2003) , Samorodnitsky (1994 Samorodnitsky ( , 1996 Samorodnitsky ( , 1998 , and Samorodinitsky and Taqqu (1994) . By using wavelet transformation and discrete linear filter transformation, Stoev et al. (2002) propose estimators of linear fractional stable motion. Stoev and Taqqu (2004) simulate linear fractional stable motion and FARIMA model based on fast Fourier Transform (FFT) methods.
Empirical study
In this section, we report the results of empirical tests that investigate the goodness of fit of several candidate distributional assumptions.
Data and Methodology
Ultra-high frequency data of 18 Dow Jones index component stocks based on NYSE trading for year 2003 are examined. 3 The companies in the sample are listed in Table 1 . Our sample is considerably larger than other studies that have investigated trade duration. Table 2 lists those studies and the stocks included in each one. Note that for the studies that include U.S. stocks, IBM is included in 7 of 11 studies and because the sample size is small, IBM constitutes a major part of those studies. IBM is included in our study also.
The trade durations were calculated for regular trading hours (i.e., overnight trading was not considered). Consistent with Engle and Russell (1998) and Ghysels et al. (2004) , open trades are deleted in order to avoid effects induced by the opening auction. Therefore trade durations only from 10:00 to 16:00 are considered.
Figures 1 to 6 plot several sampled trade duration series. These figures show data characteristics that are consistent with the data patterns reported in the literature. For the trade durations of each stock in our study, sample period runs were performed from 4 January 2003 to 31 December 2003. We will let N denote the length of the sample, sub-sample series that have been randomly selected by a moving window with length T (1 ≤ T ≤ N ). Replacement is allowed in the sampling. Stoev and Taqqu (2004) suggest that 2 14 − 6, 000 = 10, 384 is the optimal length for a fractional stable noise series to be simulated efficiently. Therefore, in the empirical analysis, sub-sample length (i.e., the window length) of T = 10, 384 was chosen. A total of 684 sub-samples were randomly created. Table 1 shows the descriptive statistics of the trade duration data in our study. From the statistics reported in this table, it can be seen that excess kurtosis exists. Engle (1982) proposes a Lagrangemultiplier test for ARCH phenomenon. A test statistic for ARCH of lag order q is given by
where R 2 q is the non-centered goodness-of-fit coefficient of a qth order autoregression of the squared residuals taken from the original regression
whereû is the residual in original regression equation. Under the null hypothesis of the residuals of the original model being normally i.i.d., the ARCH statistic of lag order q follows a χ 2 distribution with q degree of freedom: lim Table 3 shows the test statistics and confidence level to reject the null hypothesis that there is no ARCH effect at different lag levels. It is clear that an ARCH effect is exhibited in these data.
The class of ACD model can be defined as:
u t can be calculated from d t /σ t . We defineũ
whereσ t is the estimation of σ t . In our empirical analysis, a ACD(1,1) model structure is adopted. The objective is to check the statistical characteristics exhibited by trade duration d t and the error termũ t in ACD(1,1) structure. We simulate d t andũ t with the ACD(1,1) structure based on the parameters estimated from the empirical series. Then we test the goodness of fit between the empirical series and the simulated series. Six candidate distributional assumptions -lognormal distribution, stable distribution, exponential distribution, Weibull distribution, fractional Gaussian noise, and fractional stable noise -are analyzed for estimation, simulation, and testing.
The Kolmogorov-Simirnov distance (KS) and Anderson-Darling distance (AD) proposed by Rachev and Mittnik (2000) are used as the criterion for the goodness of fit testing. They are defined as following:
where F s (x) denotes the empirical sample distribution andF (x) is the estimated distribution function. The major disadvantage of KS statistics researchers have argued is that it tends to be more sensitive near the center of the distribution than at the tails. But AD statistics can overcome this. The reliability of testing the empirical distribution will be increased with the help of these two statistics, with KS distance focusing on the deviations around the median of the distribution and AD distance on the discrepancies in the tails.
The Hurst index H ∈ (0, 1) usually serves as the measure of the tendency of a process and stands for the self-similarity index in Gaussian stochastic processes. It can be somewhat explained by considering the covariance of two consecutive increments. When H ∈ (0, 0.5), the increments of a process tend to have opposite signs and thus are more zigzagging due to the negative covariance; when H ∈ (0.5, 1), the covariance between these two increments is positive and less zigzagging of the process; when H = 0.5, the covariance between this two increments is zero. It can be stated as following: If the Hurst index is less than 0.5, the process displays "anti-persistence" which means that positive excess return is more likely to be reversed and the performance in the next period is likely to be below the average, or in the contrary, negative excess return is more likely to be reversed and the performance in the next period is likely to be above the average. If the Hurst index is greater than 0.5, the process displays "persistence" which means that positive excess return or negative excess return is more likely to be continued and the performance in the next period is likely to be the same as that in the current period. If the Hurst index is equal to 0.5, the process displays no memory, which means the performance in the next period has equal probability to be below and above the performance in the current period. From Table 1 , we find that the Hurst index has no value of 0.5, indicating no memory effect. Therefore, we find that the memory effect occurs in our samples.
The Hurst index for non-Gaussian stable processes has different bounds for "persistence" and "antipersistence". For tail index α ∈ (0, 2), when H ∈ (0, 1/α), the processes exhibit "anti-persistence", and when H ∈ (1/α, 1), the processes exhibit "persistence". There is no long-range dependence when α ∈ (0, 1] because the Hurst index is bounded in the interval (0, 1). When H = 1/α, depending on the value of α the processes exhibit either no memory or long-range dependence. 4 From Table 1 , we find that the Hurst index has no value of 1/α. Therefore, we find that long-range dependence occurs in our samples.
Results
The AD and KS statistics were calculated for the six candidate distributional assumptions. Table 4 reports the descriptive statistics of the computed AD and KS statistics. From Table 4 , fractional stable noise and stable distribution exhibit a smaller mean value for the AD and KS statistics than the other four distributions. Figure 7 shows the boxplot of AD statistics ofũ t for the six alternative distributional assumptions investigated. Figure 8 shows the boxplot of AD statistics for d t . Figure 9 shows the boxplot of KS statistics ofũ t for the six alternative distributional assumptions. Figure 10 shows the boxplot of KS statistics of d t . These figures show that fractional stable noise and stable distribution have a small value of AD and KS statistics, confirming the results reported in Table 4 . These results indicate that with or without a ACD(1,1) model structure, fractional stable noise and stable distribution perform better than the other four tested distributional assumptions based on the criterion for goodness of fit testing.
From Figures 7 to 10 , we can see that the fractional stable noise and the stable distribution fitũ t and d t better than other distributional assumptions. In order to empirically examine our conjecture, we formulate a statistical test procedure. Because we know that smaller AD and KS statistics mean better goodness of fit, in our test we are going to statistically test how significantly "smaller" AD and KS statistics are. The hypothesis test is:
where µ criterion is the mean value of AD or KS statistics of the candidate distributional assumptions investigated. The distributions of AD and KS values are unknown. All AD or KS values are expressed as i.i.d. random variables X 1 , X 2 , ..., X n , each with distribution function F X (·|θ). A 100(1 − α)% upper confidence bound (UCB) is defined as U (X 1 , X 2 , ..., X n ) for a function of h(θ) if for every θ,
and (−∞, U (X 1 , X 2 , ..., X n )] is the 100(1 − α)% upper confidence interval for h(θ). Similarly, L(X 1 , X 2 , ..., X n ) is a 100(1 − α)% lower confidence bound (LCB) for the function h(θ) for every θ
and [L(X 1 , X 2 , ..., X n ), +∞) is the 100(1 − α)% lower confidence interval for h(θ).
As hypothesis testing and confidence intervals are dual concepts, the hypothesis testing in (50) is in fact evaluated by following test rules; that is, (1) if UCB is less than zero, H 0 can be rejected, (2) if LCB is greater than zero, H 0 cannot be rejected, and (3) if H 0 is greater than LCB but at the same time less than UCB, there is no statistically significant conclusion. Employing the bootstrap method introduced in DiCiccio and Efron (1996) , the 99% bootstrap confidence intervals are reported in Table  5 . From this table, at a high confidence level, fractional stable noise and stable distribution are more suitable to modeling trade duration data with or without support of an ACD(1,1) structure.
In comparing the fractional stable noise and stable distribution, it is unclear as to whether the fractional stable noise is better than the stable distribution or vice versa. Table 6 compares the supporting cases for the fractional stable noise and stable distribution. From the AD and KS statistics, the fractional stable noise has a little bit more supporting cases than the stable distribution in modeling the trade duration data without an ACD(1,1) modeling structure. The stable distribution has a little bit more supporting cases than the fractional stable noise in modeling duration data with an ACD(1,1) structure.
Conclusions
There is considerable interest in the information content and implications of trade duration. Both market microstructure theory and empirical evidence suggest that the spacing between trades be treated as a variable to be explained or predicted since time carries information and closely correlates with price volatility. Empirical research with very few stocks have found that trade duration data exhibit three characteristics: long-range dependence, heavy tailedness, and clustering. In this paper, we investigate the presence of these characteristics using a larger number of stocks and investigate whether for modeling trade duration data (1) a single stochastic processes captures long-range dependence and heavy tailedness and (2) a relatively powerful distributional assumption in a relatively simple functional structure can be used.
To examine these issues, we introduce fractional stable noise and fractional Gaussian noise to capture long-range dependence and heavy tailedness in modeling trade duration. In our empirical analysis, we investigate six distributional assumptions (fractional stable noise, fractional Gaussian noise, stable distribution, lognormal distribution, exponential distribution, and Weibull distribution) for modeling trade duration for 18 Dow Jones index component stocks. By using parameters estimated from the empirical series, we simulate a series for each distributional assumption with and without subordinating them into a ACD(1,1) structure. Then we compare the goodness of fit for these generated series to the empirical series by adopting two test criteria for testing heavy-tailed distributions, the KolmogorovSimirnov and Anderson-Darling statistics. A test procedure we formulate based on a bootstrap method is used in order to obtain results with statistical significance.
Based on the test procedure we formulated, the empirical evidence shows that the stable distribution and fractional stable noise are better in modeling trade duration than the exponential distribution, lognormal distribution, Weibull distribution, and fractional Gaussian noise. The results indicate that residuals from the ACD(1,1) model are more likely to be described by a stable distribution and trade durations exhibit the features of fractional stable noise. That is, stable distribution subordinated with an ACD(1,1) structure and fractional stable noise demonstrate superior performance in modeling trade duration.
We argue that it is critical that the findings reported in this paper be taken into account in modeling trade duration. Many studies have found that in the stable distribution is a better description of financial returns because it can capture heavy tailedness and has a close relationship with long-range dependence. As a self-similar process, fractional stable noise can capture almost all reported stylized facts in financial return data, such as heavy tailedness, long memory, non-Gaussian characters, and clustering. Therefore, if fractional stable noise and stable distribution can be properly employed in financial modeling, more accurate prediction might be realized by well-defined functional models. Table 5 : Bootstrap 99% confidence intervals for mean of differences in AD and KS statistics, " * " indicates statistics for d t , otherwise forũ t . "fGn" stands for fractional Gaussian noise,"fsn" stands for fractional stable noise,"exp" stands for exponential distribution, "wbl" stands for Weibull distribution.
T : AD AD Table 6 : Supporting cases comparison of goodness of fit for fractional stable noise and stable distribution based on AD and KS statistics. Symbol " * " indicates the test for d t , otherwise the test is forũ t . Symbol " " means being preferred and "∼" means indifference. Numbers shows the supporting cases to the statement in the first column and the number in parentheses give the proportion of supporting cases in the whole sample. 
