We compared reasoners' inferences from conditionals based on possibilities in the present or the past (e.g., "If Linda had been in Dublin then Cathy would have been in Galway") with their inferences based on facts in the present or the past (e.g., "If Linda was in Dublin then Cathy was in Galway"). We propose that people construct a richer representation of conditionals that deal with possibilities rather than facts: Their models make explicit not only the suppositional case, in which Linda is in Dublin and Cathy is in Galway, but also the presupposed case, in which Linda is not in Dublin and Cathy is not in Galway. We report the results of four experiments that corroborate this model theory. The experiments show that reasoners make more inferences from conditionals based on possibilities rather than on facts when the inferences depend on the presupposed case. The results also show that reasoners generate different situations to verify and falsify conditionals based on possibilities and facts.
Everyday reasoning is concerned not just with inferences about facts but also with inferences about possibilities. Our aim in this paper is to develop and test a psychological theory of reasoning with conditionals based not only on facts but also on possibilities. We will examine conditionals that deal with current facts, such as
If Linda is in Dublin then Cathy is in Galway.
(
and we will compare them with conditionals that deal with nonfactual or hypothetical states of affairs such as present possibilities (that could happen given the actual state of the world), such as
If Linda were in Dublin then Cathy would be in Galway. (2)
We will also examine conditionals that deal with past facts, such as
If Linda was in Dublin then Cathy was in Galway.
and we will compare them with conditionals that deal with past possibilities (that could have happened given the actual state but did not):
If Linda had been in Dublin then Cathy would have been in
Galway.
(See Johnson-Laird & Byrne, 1991.) Conditionals based on past possibilities, such as Example 4, are usually called counterfactual conditionals, and they have attracted attention in philosophy (e.g., Jackson, 1991; Lewis, 1973; Stalnaker, 1968) and linguistics (e.g., Dudman, 1988; Isard, 1974) , as well as artificial intelligence (e.g., Ginsberg, 1986 ) and psychology (e.g., Johnson-Laird, 1986; Kahneman & Miller, 1986) . Conditionals based on present possibilities, such as Example 2, which we will call nonfactual conditionals, have attracted less attention, but our points apply equally to both counterfactual and nonfactual conditionals.
Early psychological interest in counterfactual conditionals focused on aspects of memory and comprehension (e.g., Carpenter, 1973; Fillenbaum, 1974) and the role of linguistic markers such as the subjunctive mood in their usage in different languages (e.g., Au, 1983) . As yet, there have been no experiments to examine how people make deductions from counterfactual and nonfactual conditionals, and we do not know the cognitive processes that underlie their evaluations of them as true or false. Accordingly, our aim in the present paper is to provide the first report of these aspects of the basic phenomena of counterfactual and nonfactual deduction.
Progress in understanding counterfactual conditionals has been slow, in part because they seem to mean some- thing very different from their corresponding factual conditionals (Byrne, 1997) . Given the factual conditional If John wore a seatbelt then his injuries were slight.
a reasoner cannot tell whether or not John wore his belt, nor the extent of his injuries. However, the counterfactual conditional
If John had worn a seatbelt then his injuries would have been slight.
not only hypothesizes a relation between John wearing his seatbelt and the extent of his injuries, but also presupposes that the factual situation is that John did not wear his seatbelt and his injuries were not slight. Unless the content, context, or general knowledge suggests the contrary, conditionals in the subjunctive mood, such as Example 6, convey information about the truth status of their antecedents and consequents, unlike conditionals in the indicative mood, such as Example 5 (Comrie, 1986) . People assert some counterfactuals that seem true and others that seem false, and reasoners can distinguish between them (see, e.g., Miyamoto & Dibble, 1986; Miyamoto, Lundell, & Tu, 1989) . But, how is it possible to assess whether a counterfactual is true or false if it presupposes the falsity of its antecedent and consequent? A truth-functional semantics can be provided for a factual conditional, such as Example 5 (see, e.g., Jeffrey, 1981) . But the problem of counterfactual conditionals is that they do not yield readily to a truth-functional account of their semantics (Goodman, 1973; Lewis, 1973; Stalnaker, 1968) . When people understand them, they seem to go beyond an analysis of the truth of their components. When listeners understand a speaker's intentions in the utterance of the counterfactual conditional, they are likely to suppose that the utterance rules out the situations in which John wore his seatbelt. In fact, on a "material implication" interpretation of a conditional, both of the following counterfactuals are true:
If a general theory of conditional reasoning is to account for both counterfactual and factual conditionals, it needs to explain both their differences and their similarities (Adams, 1970 (Adams, , 1975 Ayers, 1965; Nute, 1980; Rescher, 1973) . The vast philosophical literature on the topic suggests that conditionals are often interpreted as being supported by law-like generalizations, and the close connections between the use of counterfactuals and the comprehension of causality have been well documented (e.g., Barwise, 1986; Chisholm, 1946; Goodman, 1973; Mackie, 1973) . What, then, does a counterfactual conditional mean? We will attempt to provide one possible answer to this question.
The Model Theory of Counterfactual and Nonfactual Reasoning
Our account of counterfactual deduction 1 locates it within the general domain of suppositional reasoning (see, e.g., Byrne & Handley, 1997; Byrne, Handley, & JohnsonLaird, 1995) . Of course, not all suppositions are counterfactual (i.e., suppositions may be true in fact but unknown to the supposer). Counterfactual inferences require the imagination of an alternative to what is currently believed to be the factual situation. We suggest that to make inferences from counterfactuals requires reasoning procedures that are an extension of those used for conditional reasoning. We will sketch the tenets of the model theory of factual conditionals (for details of the theory and the various developing computer algorithms that implement it, see Johnson-Laird & Byrne, 1991; Johnson-Laird, Byrne, & Schaeken, 1992; Johnson-Laird & Savary, 1995) .
The first step is to understand a conditional by constructing an initial set of models of it (Johnson-Laird, 1983; Johnson-Laird & Byrne, 1991 Byrne, 1991; Johnson-Laird et al., 1992) . Separate models are represented on separate lines: The first model corresponds to the situation where Linda is in Dublin and Cathy is in Galway. The models may be filled with information about who Linda and Cathy are, where they are located, and what the connection between their locations is, but these details are not our concern here; the structure of the models is. The set of models represents a conditional interpretation; if reasoners come to a biconditional interpretation instead, they will construct only the first two models in the set. Reasoners construct an initial representation that is more economical than the fleshed-out set, because of the limitations of working memory: Linda Cathy . . .
-where the three dots represent a model with no explicit content, which captures the idea that alternatives exist that have not been mentally articulated. It may be fleshed out to be explicit if necessary, and it rules out a conjunctive interpretation (Johnson-Laird & Byrne, 1991) . Reasoners represent explicitly the case mentioned in the conditional, and they keep track of the possibility that there may be alternatives to it. In fact, a less rudimentary initial representation must record that Linda being in Dublin has been represented exhaustively with respect to Cathy being in Galway; that is, it can occur again in the fleshed-out set (Johnson-Laird & Byrne, 1991) , although such mental footnotes may be rapidly forgotten (Johnson-Laird & Savary, 1995;  for discussion, see JohnsonLaird, Byrne, & Schaeken, 1994; . The theory predicts that inferences that require a single model can be made more readily than inferences that require multiple models, and inferences that can be based on the initial set of models are easier than inferences that require the models to be fleshed out. We have corroborated the primary tenets of the model theory of conditional reasoning experimentally (Byrne, 1989a (Byrne, , 1989b JohnsonLaird et al., 1992; Schaeken, Johnson-Laird, Byrne, & d'Ydewalle, 1995) .
Reasoners engage in a similar process to understand the counterfactual conditional
If Linda had been in Dublin then Cathy would have been in Galway.
(9) (Johnson-Laird & Byrne, 1991) . They construct an economical mental representation based on the information hypothesized, and they also represent the presupposed factual situation, insofar as they know it, or can induce it from the cues of mood or content. They keep track of the epistemic status of their models, keeping in mind whether the models correspond to factual or to counterfactual situations, and they tag the models accordingly:
factual: not-Linda not-Cathy counterfactual:
[Linda] Cathy . . . (Johnson-Laird & Byrne, 1991) . The representation of the counterfactual may recruit memories that provide further information about the belief in the actual status of the antecedent, the consequent, and the connection between them. The representation for a nonfactual conditionalIf Linda were in Dublin then Cathy would be in Galway.
-is similar to the representation for the counterfactual:
factual: not-Linda not-Cathy possible:
[Linda] Cathy . . . According to the model theory, the critical difference between factual and counterfactual conditionals is how much is made explicit in the initial set of models. The more explicit representation of the counterfactual is consistent with Fillenbaum's (1974) Byrne, 1991) , but in the case of counterfactual thinking, reasoners represent not only the true possibilities but also the contrary-to-fact possibilities, and they "tag" their models to keep track of their epistemic status. It is well established that inferences based on an initial representation are easier than inferences that require reasoners to flesh out models , as shown in several deductive domains (Byrne & JohnsonLaird, 1989; Girotto, Mazzocco, & Tasso, 1997; JohnsonLaird & Byrne, 1989; Johnson-Laird, Byrne, & Tabossi, 1989) . The model theory's proposals about the initial representations of factual and counterfactual conditionals result in a set of novel and unique predictions about their similarities and differences. We will test the proposals indirectly by examining inferences. In the four experiments that we report, we show how the difference in representations leads to differences in the inferences that reasoners make from factual and counterfactual conditionals, and in their generation of instances to verify and falsify them.
EXPERIMENT 1 Conditional Inferences About Present Facts and Possibilities
The model theory predicts that certain inferences will be made more readily from a counterfactual than from a factual conditional. Consider the modus tollens (MT) inference: The inferential process leads to a conclusion more readily for a counterfactual, and so more MT inferences should be made from it. The MT inference from the factual conditional The procedures that combine models may fail at this point because the sets of models appear to contain noth-ing in common. Indeed, the most common error that reasoners make to this inference is to conclude that nothing follows (Johnson-Laird & Byrne, 1991 
Reasoners first construct an initial set of models of the premises:
[Linda] Cathy . . .
-and they combine the models with the model for the second premise:
factual:
not-Cathy
The models can be combined with no need to flesh them out further. The procedures that combine models can eliminate the counterfactual models, and the first model only is retained:
not-Linda not-Cathy -which supports the valid conclusion that Linda was not in Dublin. The initial representation of a counterfactual conditional is more explicit than that of the factual conditional. As a result, an MT inference can be made directly without any need to flesh out the set of models. Table 1 summarizes these processes (for ease of exposition, we omit the square brackets notation). Table 1 also illustrates the processes required for the simpler modus ponens (MP) inference. As it shows, the theory proposes that the inferential process for MP inferences is essentially the same for the two sorts of conditionals, and so it predicts no difference in the frequency of this inference. The theory makes a similar set of predictions for denial of the antecedent (DA) and affirmation of the consequent (AC) inferences. These inferences are fallacies on a "material implication" interpretation, but they are valid on a biconditional interpretation of "if " as "if and only if." Reasoners make the inferences when they fail to flesh out their models to the conditional interpretation (Johnson-Laird & Byrne, 1991) . As Table 1 shows, DA inferences can be made more readily from the counterfactual than from the factual conditional. As Table 1 
In a subsequent experiment we compared these conditionals with conditionals based on past facts and past possibilities. We begin with conditionals based on present possibilities, because they can more readily turn out to be true, whereas past possibilities are strictly speaking no longer possible. Present possibilities may lend themselves more readily to verification by, for example, the information that in fact Linda is in Dublin, and so they are our starting point (Byrne & Tasso, 1994) . Our focus is on reasoning from conditionals based on facts and possibilities, and one way to convey facts and possibilities is to use the indicative and subjunctive moods. Our interest is not in these moods per se, but the subjunctive mood allows us syntactically to cue a listener that we wish to consider counterfactual situations. Mood is not a necessary component, since context alone can cue the counterfactuality of a situation (see, e.g., Au, 1983; Dudman, 1988) . In this experiment, we examined the four sorts of inferences-MP, MT, DA, and AC-for a factual and a nonfactual conditional. Our predictions rest on our claims about what is made explicit in the initial representation for different sorts of conditionals, and so we took care to present each participant with just a single inference to avoid any possible interference across the four sorts of inference. For example, a reasoner who has fleshed out his/her models to be explicit to make an MT inference may retain the explicit models when he/she carries out a subsequent inference, such as an AC inference. The reasoner may reach a different conclusion than a reasoner who is presented with the AC inference ab initio.
Method
Materials and Design. We constructed eight problems, half based on a factual conditional in the indicative mood and the present tense, and the other half based on a nonfactual conditional in the subjunctive mood and the present tense. Each conditional was accompanied by a second premise that corresponded to the minor premise for an MP, an MT, a DA, or an AC inference. We gave only one problem to each participant, and there were eight groups of participants. The content of the conditionals was based on people-inplaces (i.e., Linda in Dublin and Cathy in Galway). The components were negated explicitly (e.g., Linda is not in Dublin).
Procedure. The participants were tested in groups, and they were randomly assigned to one of the eight conditions. The written in-structions explained that the experiment was investigating ordinary reasoning and thus the task was not an intelligence test. We asked them to read the problem carefully before writing their answer, and to take as long as they needed. The problem based on the nonfactual conditional was presented to the participants in the following way:
Imagine you are given information about the location of different people in different places. You know that:
If Linda were in Dublin then Cathy would be in Galway.

Then you are told:
Linda is in Dublin.
What conclusion, if anything, follows from these premises?
The problem based on the factual conditional was identical except that the conditional was
If Linda is in Dublin then Cathy is in Galway.
The participants were asked to write their responses on the sheet provided.
Participants. Eighty undergraduates from a variety of departments in Dublin University, Trinity College, took part in the experiment voluntarily. They had no formal training in logic, and they had not previously participated in an experiment on reasoning. The participants were randomly assigned to one of eight groups (n ϭ 10 in each). 5. Fleshed-out models:
6. Combined models:
. Conclude: C may or may not 7. Conclude: C may or may not Affirmation of the Consequent 2. Model of second premise: C 2. Model of second premise: C 3. Combined models:
3. Combined models: 
Results and Discussion
Participants made more MT inferences from the nonfactual conditional (80%) than from the factual one (40%), and they made more DA inferences from the nonfactual conditional (80%) than from the factual one (40%); both of these differences were reliable (Meddis, 1984, 2 test, n ϭ 20, z ϭ 1.77, p < .05 for each comparison). As Table 2 shows, there were no reliable differences in the frequency with which they made MP inferences from the nonfactual conditional (90%) and the factual one (100%, Meddis test, n ϭ 20, z ϭ 1, p > .10), or in the frequency with which they made the affirmation of the consequent inferences from the nonfactual conditional (50%) and from the factual one (30%) (Meddis test, n ϭ 20, z ϭ 0.88, p > .10). These results corroborate the suggestion that reasoners make more of the two sorts of inferences supported by the more explicit representation, MT and DA, from the nonfactual than from the factual conditional.
Within each conditional, the frequency of the different sorts of inferences also differed in systematic ways. For the factual conditional, participants made more MP inferences (100%) than any of the other inferences: MT (40%), DA (40%) (Meddis test, n ϭ 20, z ϭ 2.66, p < .01 for both), and AC (30%) (Meddis test, n ϭ 20, z ϭ 3.06, p < .01). There were no other differences between the inferences. This pattern replicates a typical pattern found with neutral content: People usually find it easier to make the MP inference than the MT one, whereas the differential difficulty of the DA and AC inferences is a labile phenomenon, with some experiments showing a difference in one direction, some in the opposite direction, and some none at all (see Evans, Newstead, & Byrne, 1993, chap. 2, for a review). For the nonfactual conditional, the only difference between the inferences was that participants made more MP (90%) than AC inferences (50%) (Meddis test, n ϭ 20, z ϭ 1.9, p < .05). The more explicit representation of a nonfactual ensures that MT and DA are made more often, thus eliminating any difference between them and MP.
Perhaps people make more of all sorts of inferences from nonfactual than from factual conditionals? The frequency with which the MP inference is made is at ceiling for factual conditionals (100% of participants make it), and so no increase can be observed for it, but the AC inference was made 20% more often from the nonfactual than from the factual conditional. This difference was not statistically reliable, and it was not as large as the 40% difference for MT and DA inferences from the nonfactual and factual conditionals. However, the power of the experiment (with 10 participants in each condition) may raise doubts about whether the real pattern in the data is an increase in the frequency of all inferences from nonfactual conditionals. We suggest that this conjectured pattern is not the case; the next experiment was designed to shed further light on this point.
This first experiment shows that the inferences reasoners make differ in frequency between nonfactual and factual conditionals. These results lend some support to our proposals about the representation of information in nonfactual and factual conditionals. We suggest that people keep two situations in mind explicitly for the nonfactual conditional, whereas they keep only one situation in mind explicitly for the factual conditional. They can more readily make the valid MT inference from a nonfactual conditional; however, they also more readily make the invalid DA inference. Hence, our suggestion is not that they find it easier to be logical when reasoning nonfactually than factually, nor that the more difficultto-grasp nonfactual conditional turns out to be an easier conditional from which to reason. Our suggestion is that they make more of those inferences that correspond to what is explicitly represented in their models. This first experiment on the deductive inferences people make from conditionals based on possibilities rather than on facts has established that reasoners make inferences at different rates from the two sorts of conditionals.
Our next experiment aimed to demonstrate the robustness of the central findings of the first experiment by replicating the effect with a greater number of participants, each of whom carried out the four sorts of inferences, and by extending the experiment from the locational content of people-in-places to a referential content of shapes and colors, and from a conclusion-production task to a conclusion-selection task.
EXPERIMENT 2 Inferences About Present Possibilities
The aim of this experiment was to replicate and generalize the finding of the first experiment that people make more MT and DA inferences from conditionals based on present possibilities than from conditionals based on present facts. In this experiment we gave the 
and referential relations, such as
If the shape were a triangle then it would be red.
Each participant carried out each of the four sorts of inferences: MP, MT, DA, and AC. Instead of giving the participants a conclusion-production task where they were asked to say what, if anything, follows from the premises, we gave them a conclusion-selection task where they were asked to choose one conclusion from a set of three: (1) Cathy is in Galway, (2) Cathy is not in Galway, (3) Cathy may or may not be Galway. We predicted, once again, that people would make more MT and DA inferences from conditionals based on possibilities than from conditionals based on facts, and that they would make the same frequency of MP and AC inferences.
Method
Materials and Design. We constructed two sets of problems. The problems in the factual set were phrased in the indicative mood and the present tense; the problems in the nonfactual set were phrased in the subjunctive mood and the present tense. Each conditional was accompanied by a second premise, which corresponded to the minor premise for an MP, an MT, a DA, or an AC inference. Each participant carried out four inferences (MP, MT, DA, AC) that were presented in a different random order. The participants in each group were given the four inferences based either on a locational content, If Linda were in Dublin then Cathy would be in Galway, or on a referential content, If the shape were a triangle then it would be red. Participants were required to select a conclusion from a set of three conclusions.
Procedure. The participants were randomly assigned to one of the two conditions, factual or nonfactual. They were given a booklet with each inference presented on a separate page. The instructions on the first page were similar to those in the previous experiment: The participants were informed that the task was a reasoning task. They were given an example (a disjunctive inference) to illustrate the conclusion-selection task, and they were asked to mark their responses on the sheet. We asked them to read each problem carefully before choosing their answer, not to go back over previous answers or change any, and to take as long as they needed.
Participants. The 137 undergraduate students from Dublin University participated in the experiment voluntarily. They had no formal training in logic, and they had not previously participated in an experiment on reasoning. They were randomly assigned to one of two groups (factual, n ϭ 68; nonfactual, n ϭ 69).
Results and Discussion
As Table 2 shows, the participants made more MT inferences from the nonfactual conditional (73%) than from the factual (60%), and this difference was reliable (Meddis test, n ϭ 137, z ϭ 1.68, p < .05). They made somewhat more DA inferences from the nonfactual (53%) than from the factual (47%) conditional, but this difference did not approach reliability (Meddis test, n ϭ 137, z ϭ 0.60, p > .10). As Table 2 also shows, there were no reliable differences in the frequency with which participants made the MP inferences from the nonfactual (90%) and the factual conditional (96%), nor in the frequency with which they made the AC inferences from the nonfactual (57%) and the factual (63%) conditional (Meddis test, n ϭ 137, z ϭ 1.29, p > .05, and n ϭ 137, z ϭ 0.80, p < .10, respectively). 3 A similar pattern of results was found for both locational and referential content, as Table 2 shows. Participants made more MT inferences from the nonfactual conditional than from the factual for the locational content (71% vs. 49%; Meddis test, n ϭ 69, z ϭ 1.85, p < .05), although not for the referential content (74% vs. 70%; Meddis test ϭ n ϭ 68, z ϭ 0.42, p > .10) because of the very high rate of making MT inferences from the factual conditional. They made somewhat more DA inferences from the nonfactual than from the factual conditional, but the difference was not reliable for either content-locational (59% vs. 57%; Meddis test, n ϭ 69, z ϭ 0.14, p > .10) or referential (46% vs. 36%; Meddis test, n ϭ 68, z ϭ 0.78, p > .10). The participants did not make more MP inferences from the nonfactual than from the factual conditional for the locational content (82% and 100%; in fact the difference was in the opposite direction; Meddis test, n ϭ 69, z ϭ 2.58, p < .01) or for the referential content (97% and 91%; Meddis test, n ϭ 68, z ϭ 0.02, p > .10). There were no differences in the frequency with which they made AC inferences from the nonfactual and the factual conditional for the locational content (59% and 71%; Meddis test, n ϭ 69, z ϭ 1.09, p > .10) or the referential content (54% and 55%; Meddis test, n ϭ 68, z ϭ 1.08, p > .10).
No systematic order effects were observed. 4 For factual conditionals, people made as many inferences when they were given them first as compared with fourth, for MP (100% and 94%; Meddis test, n ϭ 30, z ϭ 0.82, p > .10), MT (55% and 71%; Meddis test, n ϭ 34, z ϭ 0.96, p > .10), AC (79% and 58%; Meddis test, n ϭ 36, z ϭ 1.34, p > .05), and DA (35% and 53%; Meddis test, n ϭ 34, z ϭ 1.02, p > .10). Likewise, for nonfactual conditionals, people made as many inferences when they were given them first as compared with fourth, for MP (80% and 82%; Meddis test, n ϭ 32, z ϭ 0.17, p > .10), AC (50% and 55%; Meddis test, n ϭ 36, z ϭ 0.29, p > .10), and DA (48% and 63%; Meddis test, n ϭ 37, z ϭ 0.89, p > .10), with the exception of MT, which was made more often first than fourth (94% and 56%; Meddis test, n ϭ 33, z ϭ 2.50, p < .01). A similar pattern is observed whether we consider all four problems completed by each participant or just the first problem that each participant was given (i.e., if we ignore their three subsequent problems and treat problem type as a between-participants variable, as it was in the first experiment). Participants made more MT inferences from the nonfactual conditional than from the factual (94% vs. 55%; Meddis test, n ϭ 37, z ϭ 2.63, p < .01), and more DA inferences from the nonfactual than from the factual (48% vs. 35%), although again the difference did not reach significance (Meddis test, n ϭ 38, z ϭ 0.76, p > .10). Participants made somewhat fewer MP inferences from the nonfac-tual than from the factual conditional (80% and 100%), although the reliability of the difference was marginal (Meddis test, n ϭ 27, z ϭ 1.61, p < .06), and they made fewer AC inferences from the nonfactual than from the factual conditional (50% and 79%; Meddis test, n ϭ 35, z ϭ 1.77, p < .05).
The experiment replicates the crucial finding that people make more MT inferences from conditionals based on present possibilities than on present facts. This result is reliable whether we consider all inferences that participants were given or just their first one. It is reliable for the locational content, although not for the relational content-because of the very high rate of inferences from the factual conditional. Although people make slightly more DA inferences from conditionals based on present possibilities than present facts, the effect was not reliable in any of the comparisons in this experiment, and we return to examine the frequency of DA inferences in the next experiment. The experiment replicates the finding that there is no overall difference in the frequency of MP inferences from conditionals based on present possibilities than on present facts. Participants made the same number of MP inferences from nonfactual as from factual conditionals overall; however, they made fewer MP inferences from nonfactual conditionals for the locational content but not the referential content, and they tended to make fewer MP inferences from the nonfactual conditional if we consider their first inferences only. Vagaries are also observed in the frequency of AC inferences. The experiment confirms the finding that there is no overall difference in the frequency of AC inferences from conditionals based on present possibilities than on present facts. Participants made the same number of AC inferences from nonfactual as from factual conditionals overall, and this pattern is observed for both contents. However, when we consider their first inferences only, they made fewer AC inferences from the nonfactual conditional (in contrast to the observation in the previous experiment of a tendency, albeit nonreliable, in the opposite directionthat is, more AC inferences from the nonfactual).
In this regard, the experiment helps to resolve the question raised by the first experiment about whether people make more of all sorts of inferences from nonfactual than from factual conditionals. The frequency with which the MP inference was made from factual conditionals was not wholly at ceiling (96%) and yet no increase was observed for nonfactual conditionals (90%). The AC inference was not made more often from the nonfactual (57%) than from the factual conditional (63%) either. In each case there was a slight decrease instead, and although the decreases were not reliable unless only the first responses are considered, they go against the idea of a general increase in the frequency of all sorts of inferences for nonfactual relative to factual conditionals. The experiment has greater power than the previous one (with 68 and 69 participants in the two conditions), yet any differences for these two inferences overall remain statistically unreliable. These weak tendencies to make fewer MP and AC inferences from nonfactual conditionals may result from the greater difficulty of processing the multiple-model initial representation for the nonfactual conditional, and we return to this possibility in our third experiment.
The experiment replicates three of the four findings of the first experiment, generalizing the results to referential as well as locational content, and to a conclusionselection as well as a conclusion-production task. The findings support our suggestion that people construct a more explicit initial set of models for nonfactual conditionals, and they represent the presupposed factual situation as well as the hypothesized situation. The discrepancy lies in the failure to replicate the observed difference between the DA inferences from nonfactual and factual conditionals. The frequency with which the fallacies are made from indicative conditionals appears to be particularly labile, as reviews testify (see Evans et al., 1993, chap. 2 ). We will return to the frequency with which people make the fallacies in the next experiment, which aimed to extend these findings from nonfactual conditionals to counterfactual conditionals-that is, from present possibilities to past possibilities.
EXPERIMENT 3 Inferences About Present and Past Conditional Possibilities
Our account of the mental representations that people construct applies equally to nonfactual conditionals that deal with present possibilities, such as
If Linda were in Dublin then Cathy would be in Galway.
and to counterfactual conditionals that deal with past possibilities, such as
If Linda had been in Dublin then Cathy would have been in Galway.
We expect that people will also make more MT and DA inferences from counterfactual conditionals compared with factual conditionals and essentially the same frequency of MP and AC inferences, and our next experiment tested this set of predictions. We compared four sorts of conditionals based on past facts and past possibilities and present facts and present possibilities. The aims of the next experiment were to extend the findings of the first two experiments from present facts and possibilities to past facts and past possibilities, and to replicate the findings of the first two experiments for present facts and possibilities.
Method
Materials and Design. We constructed two sets of problems. The problems in the present tense set were similar to those in the previous experiments: They were phrased in the present tense, and half were in the indicative mood and half were in the subjunctive mood. The problems in the past tense set were phrased in the past tense, and half were in the indicative mood and half were in the subjunctive mood. Each conditional was accompanied by a second premise that corresponded to the minor premise for an MP inference, an MT inference, a DA inference, or an AC inference. Conditional type was a between-participants variable: We gave each participant just one of the four different sorts of conditionals, and hence there were four groups of participants. Inference type was a within-participants variable: Each participant carried out one instance of each of the four sorts of inferences (MP, MT, DA, AC) in a different random order. The content of the conditionals was based on people-in-places (e.g., Alberto in Padua and Vittorio in Trieste), and each inference contained a different content concerning different people and different places, for each participant. The components were negated explicitly (e.g., Alberto is not in Padua). The materials were in the participants' native Italian. Participants were required to produce a conclusion in response to the question "What, if anything, follows?"
Procedure. The participants were tested in several groups and they were randomly assigned to one of the four conditions. The written instructions were based on those in the previous experiments. We asked them to read the problem carefully before writing their answer, and to take as long as they needed. They were asked to write their responses on the sheet provided.
Participants. The 141 undergraduates from Padua University participated voluntarily. They had no training in logic, and they had not previously participated in a reasoning experiment. We eliminated 11 participants prior to any data analysis because they failed to give answers to any inferences. The remaining 130 participants were randomly assigned to one of the four groups (present fact n ϭ 35; present possibility n ϭ 32; past fact n ϭ 31; past possibility n ϭ 32).
Results and Discussion
The frequency of inferences made from the conditionals that deal with past facts and possibilities followed the same pattern as the frequency of inferences made from the conditionals dealing with present facts and possibilities. As Table 2 shows, the participants made more MT inferences from the counterfactual conditional (66%) than from the factual (42%) and more DA inferences from the counterfactual conditional (59%) than from the factual (39%), and both of these differences were reliable (Meddis test, n ϭ 63, z ϭ 1.87, p < .05, and n ϭ 63, z ϭ 1.63, p < .05, respectively). As Table 2 also shows, there were no reliable differences in the frequency with which participants made the MP inferences from the counterfactual (81%) and from the factual (94%), or in the frequency with which they made AC inferences from the counterfactual (50%) and from the factual (32%) (Meddis test, n ϭ 63, z ϭ 1.45, p > .05, Meddis test, n ϭ 63, z ϭ 1.42, p > .05, respectively). These results generalize the findings of the first and second experiments with conditionals based on present facts and possibilities to conditionals based on past facts and possibilities. Once again the difference between the counterfactual and factual conditionals for the AC fallacy seems large even though it was not statistically reliable, and we will return to this issue shortly.
The participants also made more MT inferences from the nonfactual (56%) than from the factual (40%), and they made more DA inferences from the nonfactual (69%) than from the factual (20%), although only the second of these differences was reliable (Meddis test, n ϭ 67, z ϭ 1.32, p > .05, and n ϭ 67, z ϭ 3.99, p < .001, respectively). The difference between the nonfactual and factual conditionals for the MT inference, although large, was not reliable, and we will return to this issue shortly. There were no reliable differences in the frequency with which participants made MP inferences from the nonfactual and from the factual (91% in each case) or in the frequency with which they made AC inferences from the nonfactual (38%) and from the factual (31%) (Meddis test, n ϭ 67, z ϭ 0.12, p > .10, and n ϭ 67, z ϭ 0.52, p > .10, respectively).
No systematic order effects were observed (of the 16 comparisons, 14 showed no significant differences). A similar pattern is observed whether we consider all four problems completed by each participant or if we consider just the first problem that each participant was given: more MT inferences from the counterfactual than from the factual (75% vs. 25%), and more DA inferences (40% vs. 33%); and the same frequency of both MP inferences (92% and 100%) and AC inferences (17% and 22%). Likewise, more DA inferences from the nonfactual than from the factual (60% vs. 30%), although not more MT inferences (44% vs. 50%); and the same frequency of MP (100% in each case) and AC inferences (27% in each case). However, we must exercise caution because unlike the first two experiments, here the number of participants carrying out each inference when order is introduced as a variable falls below 10 (on average 8 participants, with a range from 4 to 12), and none of these eight comparisons was statistically significant. Table 2 provides a summary of the frequency of the four sorts of inferences for the factual, nonfactual, and counterfactual conditionals in each of the experiments. As it shows, the MT inference was made more often from nonfactual and counterfactual conditionals than from factual conditionals: a reliable increase of 40% in the first experiment, a reliable increase of 13% in the second, an increase of 16% in the nonfactual comparison in the third experiment that missed reliability, and a reliable increase of 24% in the counterfactual comparison in the third experiment. Given that three of the four increases was reliable, and one was large although it missed reliability, we conclude that MT inferences are made more often from nonfactual and counterfactual conditionals than from factual conditionals. Of course, the conclusion must be tentative given the variability in the data. Likewise, the DA inference was also made more often from nonfactual and counterfactual conditionals than from factual conditionals: a reliable increase of 40% in the first experiment, an increase of 6% in the second that was not reliable, a reliable increase of 49% in the nonfactual comparison in the third experiment, and a reliable increase of 20% in the counterfactual comparison in the third experiment. Once again, given that three of the four increases was reliable, we wish to conclude that DA inferences are made more often from non-factual and counterfactual conditionals than from factual conditionals, and once again, the conclusion must be a cautious one given the variability of the data.
The MP inference is not made at a different frequency systematically from nonfactual and counterfactual conditionals than from factual conditionals: a nonsignificant decrease of 10% in the first experiment, a nonsignificant decrease of 6% in the second, the same frequency in the nonfactual comparison in the third experiment, and a nonsignificant decrease of 13% in the counterfactual comparison in the third experiment. None of the four differences reached reliability. MP inferences do not seem to be made at a different frequency from nonfactual and counterfactual conditionals than from factual ones, but the data are somewhat variable once again. Likewise, AC inferences were not made at a different frequency systematically from nonfactual and counterfactual conditionals than from factual conditionals: a nonsignificant increase of 20% in the first experiment, a nonsignificant decrease of 6% in the second, a nonsignificant increase of 7% in the nonfactual comparison in the third experiment, and a nonsignificant increase of 18% in the counterfactual comparison in the third experiment. None of the four differences reached reliability: two were large, and two were not, and one was in the opposite direction to the others. There seems to be no clear tendency for AC inferences to be made at a different frequency from nonfactual and counterfactual conditionals than from factual ones, although again, the data show variability. The nonsignificant decreases that we observed for MP and the nonsignificant increases that we observed for the AC inferences may have resulted from the greater difficulty of processing the more explicit multiple-model representation of nonfactual and counterfactual conditionals relative to the single explicit model for factual conditionals. The richer representation of counterfactual conditionals may be a double-edged sword: It may make it easier for people to make inferences such as MT, which are difficult from factual conditionals because they require models to be fleshed out to be more explicit, but it may make it harder for them to make inferences such as MP, which are easy from factual conditionals because they require just the single explicit model.
The pattern of inferences made to counterfactual conditionals extends the findings of the first two experiments to counterfactuals. The pattern of inferences made to nonfactual conditionals provides a reasonable replication of the findings of the first two experiments. The experiment shows that when people make inferences from conditionals that deal with either present or past possibilities, they make more MT and DA inferences (and the same frequency of MP and AC inferences) relative to conditionals that deal with either present or past facts. These findings generally support our suggestion that people construct a more explicit initial set of models for nonfactual and counterfactual conditionals: They represent the presupposed facts as well as the contrary-to-fact suppositions. In our next experiment we examined the interpretation of counterfactuals and the situations in which reasoners consider them to be true and false.
EXPERIMENT 4 Verifying and Falsifying Counterfactual Conditionals
Our aim in the fourth experiment was to examine how reasoners interpret conditionals based on possibilities. The inferences people make shed light on their understanding of them, and further light is shed by the instances they judge to render them true or false (see . We examined the situations that they spontaneously constructed to verify a counterfactual and to falsify it. We compared a factual conditionalIf there was a circle on the blackboard, there was a triangle.
-to a counterfactual conditional:
If there had been a circle on the blackboard, there would have been a triangle.
-and we asked people what two shapes would best fit the description and what two shapes would definitely go against it. This task was a generation task, and we constrained it by asking for a single answer in each case so that we could examine the instances reasoners generated as the best exemplars of verification and falsification. In what circumstances do reasoners consider a counterfactual to be true or false? One view of human reasoning that could be considered to be implicit in philosophical investigations (e.g., Lewis, 1973; Stalnaker, 1968) is that reasoners understand a counterfactual by imagining the possible worlds in which the antecedent is true and by assessing whether the consequent is true in at least one of them. On this account, reasoners may consider the counterfactual to be true where the antecedent and consequent are true (a circle and a triangle are on the board), and false where the antecedent is true and the consequent is false (a circle is on the board and no triangle). Indeed, reasoners may assess the plausibility of a counterfactual by comparing these two situations (see, e.g., Miyamoto & Dibble, 1986 ).
An alternative possibility based on the model theory is that to assess what shapes would best fit the description reasoners construct an initial representation, which for the factual conditional is the following:
The verifying instance they will generate is: a circle, a triangle. For the counterfactual conditional, their initial representation is more complex:
Reasoners can base their judgments on the explicit model within the counterfactual set, a circle, a triangle, or equally on the explicit model of the facts: not a circle, not a triangle. For the factual conditional their initial representation is not fleshed out to include the model not a circle, not a triangle. We predicted that they would think of not a circle, not a triangle more often to verify the counterfactual than the factual conditional.
To assess what two shapes definitely go against the description, reasoners must flesh out their models. For the factual conditional, the fleshed-out set of models is as follows:
They can infer the instance that does not fit with any of the models: a circle, not a triangle. Fleshing out models and constructing the complement set is difficult, requiring the manipulation of multiple models, and so people are likely to make errors in this process. Reasoners may fail to flesh out their initial models:
[O] ∆ . . . and they may construct a model based on the negation of the two explicitly represented elements in the initial set:
not-O not-∆ They will conclude: not a circle, not a triangle. Similar processes have been identified in the negation of compound conjunctions and disjunctions (Handley, 1996; Handley & Byrne, 1999) . For the counterfactual conditional, the fleshed-out set of models is as follows:
Reasoners can infer that the instance that does not fit logically is a circle, not a triangle, if they construct the complement to the set of models, and so they may generate the same instance for the counterfactual as for the factual conditional. Once again it is plausible that they may fail to flesh out their models, and they may base their answer on their initial representation:
They may negate elements in the initial representation. If they negate the elements in the counterfactual model, they will generate the conclusion not a circle, not a triangle, just as they may for the factual conditional. If they negate the elements in the factual model, they will generate the conclusion a circle, a triangle. We predicted that reasoners would generate the instances a circle, not a triangle and not a circle, not a triangle equally often to falsify the factual and the counterfactual. However, we also predicted that they would generate more instances of a circle, a triangle to falsify the counterfactual than the factual conditional.
Method
Materials and Design. We constructed problems based on two conditionals, a factual conditional in the indicative mood and the past tense, and a counterfactual conditional in the subjunctive mood and the past tense. Each conditional was accompanied by two questions that asked what two shapes could have been drawn on the blackboard that would best fit the description, and what two shapes could have been drawn that would definitely go against it. We gave one conditional only to each participant, and each participant received each of the two questions. The content of the conditionals was based on shapes-circles and triangles-drawn on a blackboard.
Procedure. The participants were tested in groups and randomly assigned to one of the two conditions. We instructed them in general terms, with the following written instructions:
Yesterday there were shapes drawn on a blackboard, chosen from the following selection:
You did not see the blackboard. A person who did see it says that the shapes were selected according to the following rule:
If there was a circle on the blackboard, there was a triangle.
Imagine what was on the blackboard yesterday. What two shapes could have been drawn on it that would best fit the description? Write your answer here:
Now imagine what two shapes could have been drawn on the blackboard that would definitely go against the description. Write your answer here:
The instructions for the counterfactual conditional were the same except that the conditional presented was a counterfactual conditional in the past tense: "If there had been a circle on the blackboard, there would have been a triangle."
Participants. Thirty-eight undergraduates in Dublin University, Trinity College, took part in the experiment voluntarily. They had no formal training in logic and had not previously participated in a reasoning experiment. The participants were randomly assigned to one of two groups (factual, n ϭ 18; counterfactual, n ϭ 20).
Results and Discussion
First we compared the instances generated as the best fit for the two conditionals. The participants generated a circle and a triangle as verifying the factual conditional more often (78%) than the counterfactual (50%) (Meddis test, n ϭ 38, z ϭ 1.74, p < .05), and they generated a shape that was not a circle and one that was not a triangle to verify the counterfactual (50%) more often than the factual (17%) (Meddis test, n ϭ 38, z ϭ 1.85, p < .01). 5 They generated a circle and triangle to verify the factual conditional (78%) more often than they generated a shape that was not a circle and one that was not a triangle (17%); this difference was reliable (binomial test, n ϭ 18, y ϭ 3, p < .004). In contrast, to verify the counterfactual conditional, they generated a circle and triangle, and equally often they generated a shape that was not a circle and one that was not a triangle (50% in each case), as Table 3 shows. The results for the falsifying task are equally informative. The participants generated a circle with a shape that was not a triangle to falsify the factual conditional (44%), or else they generated two shapes that were neither a circle nor a triangle (44%). They also generated a circle with a shape that was not a triangle to falsify the counterfactual conditional (30%), or else they generated two shapes that were neither a circle nor a triangle (30%). In addition, some participants generated a circle and a triangle to falsify the counterfactual (30%). Participants generated a circle and a triangle to falsify the counterfactual (30%) reliably more often than the factual (0%) (Meddis test, n ϭ 38, z ϭ 2.56, p < .01). They produced a circle with a shape that was not a triangle, and two shapes that were neither a circle nor a triangle, equally often for both conditionals (Meddis test, n ϭ 38, z ϭ 0.9, p > .10), for both comparisons. The results are consistent with the observation that reasoners find it hard to negate a compound conjunction or disjunction, and their errors indicate they have constructed just one of the possible models by negating each of the elements in the compound expression (Handley, 1996) . No participant generated a shape that was not a circle with a triangle to falsify the conditionals, which suggests they did not construct a biconditional representation of either. 6 Perhaps some participants wrote down the shapes they thought would make the conditionals true or false, and other participants wrote down the shapes they thought would have been on the blackboard? The uniformity of the judgments of the participants to the factual conditionals suggests not: Most of them considered it to be verified by a circle and a triangle, and falsified either by a circle with no triangle or else by two shapes that were neither a circle nor a triangle. Moreover, relatively few of the participants judged the counterfactual to be verified by a circle and a triangle and falsified by a circle with no triangle (pace Lewis, 1973; Stalnaker, 1968 ; see also Miyamoto et al., 1989) . Instead, many of them produced answers that referred to the two situations that we suggest they represented explicitly in their initial set of models for the counterfactual, the hypothesized situation (a circle and a triangle), and the factual one (no circle and no triangle). Perhaps the demands of the falsification task result in participants fleshing out their models to be more explicit than they would otherwise be? Task demands should contribute equally to the tasks for the counterfactual and the factual conditionals, and so such demands cannot explain the observed differences between them.
Do the results imply that participants construct an initial representation of a counterfactual that makes explicit only the model of the hypothesized situation (a circle and a triangle) or only the model of the factual situation (no circle and no triangle)? Such a conclusion is not warranted, we believe, and it could not explain their performance on the inference tasks: A participant who represented the counterfactual only by the hypothesized situation (a circle and a triangle) would not readily make MT and DA inferences; likewise, a participant who represented the counterfactual only by the factual situation (no circle and no triangle) would have great difficulty in making MP and AC inferences. Instead it seems that the initial representation of the counterfactual makes explicit both models.
GENERAL DISCUSSION
We suggest that reasoners construct models of conditionals based on possibilities that are similar to but more explicit than their models of conditionals based on facts. The model theory has led to the discovery of a previously unsuspected set of similarities and differences in the inferences people make about possibilities and facts. Reasoners tend to make more MT and DA inferences from a conditional based on present or past possibilities than from a conditional based on present or past facts. They tend to make the same frequency of MP and AC inferences from conditionals based on possibilities and facts, although in some cases they make fewer MP and more AC inferences from a conditional based on possibilities. There was variability in the data in each of the experiments, but the overall pattern provides tentative support for our suggestions. The first experiment demonstrated this phenomenon for conditionals based on present possibilities and facts about a locational content, for which reasoners generated their own conclusion in the relative purity of making a single inference. The second experiment replicated the effect for a locational and a referential content as well, for which reasoners selected a conclusion from a choice of conclusions for each of the four sorts of inferences. The third experiment extended the effect to conditionals dealing with past facts and past possibilities.
The novel and unique predictions about the similarities and differences in the frequency of inferences from counterfactual and nonfactual conditionals relative to factual conditionals were derived a priori from the model theory. It proposes that reasoners understand a counterfactual conditional, such as In contrast, for the factual conditional, they represent explicitly in their initial models only the hypothesized case-Linda is in Dublin and Cathy is in Galway. The two inferences that draw on the more explicit representation are thus predicted to be made more often from nonfactual and counterfactual conditionals relative to factual conditionals. The results are broadly supportive of this prediction, showing that MT and DA inferences tend to be made more often from the nonfactual and counterfactual conditionals than from the factual conditionals. The results also hint at the possibility that fewer MP and more AC inferences may sometimes be made from nonfactual and counterfactual conditionals, perhaps because the multiple models in the initial representation make these inferences more difficult to process.
The fourth experiment showed that reasoners verify and falsify a counterfactual differently from a factual conditional. To verify a factual conditional, such as 
they think of the hypothesized case, a circle and a triangle, or the factual case, not a circle and not a triangle. To falsify the factual conditional, they think of the logically prudent case, a circle and not a triangle, or else they think of the instance that negates each proposition mentioned by the assertion, not a circle and not a triangle. To falsify the counterfactual conditional, they likewise think of the logically prudent case, a circle and not a triangle, or else they think of the instance that negates each proposition mentioned by the counterfactual, not a circle and not a triangle. Uniquely, they also sometimes think of the instance that negates each proposition presupposed by the counterfactual, a circle and a triangle.
Of course it may turn out that people represent their beliefs in some sort of representation that is not akin to the kinds of models that we have proposed. However, the discovery of these novel phenomena in reasoning about factual and counterfactual conditionals was made on the basis of predictions of the model theory, derived from its core tenets: (1) The initial representation of conditionals contains some information represented explicitly and some represented implicitly because of the constraints of working memory; (2) inferences that can be based on an initial representation are made more often than inferences that require models to be fleshed out to be explicit; and (3) for counterfactual and nonfactual conditionals, the presupposed factual situation is represented explicitly as well as the temporarily supposed counterfactual situation (Johnson-Laird & Byrne, 1991) . Of course, we have examined experimentally only a small and limited set of contents, and the scope of our conclusions is necessarily constrained by this limitation. Our account should generalize to other sorts of contents, too, perhaps especially to conditionals concerned with causality, which maintain strong ties with counterfactuality (e.g., JohnsonLaird & Byrne, 1991) . Our account should also generalize to other sorts of thinking, perhaps especially to counterfactual thinking about what might have been (e.g., Byrne, 1996 Byrne, , 1997 Byrne, Culhane, & Tasso, 1995; Byrne & McEleney, 1997) . The results also go some way toward providing an empirical resolution of the long-standing philosophical question about whether it is possible to have a general theory of conditionals that encompasses factual, nonfactual, and counterfactual conditionals. On this account, we can also make the further novel prediction that the initial understanding of a counterfactual is more difficult than the initial understanding of a factual conditional, because the counterfactual requires the construction of multiple models. Once this extra work is completed, however-as the results of these experiments have shown-it provides a richer basis for the subsequent tasks of deduction, verification, and falsification.
We have explored one view of how people reason about possibilities, a view similar to one examined in the philosophy of counterfactual conditionals-that a counterfactual is true if the consequent is true in the scenarios constructed by adding the false antecedent to the set of beliefs it recruits about the actual world, and making any necessary adjustments to accommodate the antecedent (e.g., Hansson, 1992; Lewis, 1973; Pollock, 1986; Stalnaker, 1968 ; and for a psychological adaptation, see Byrne & Tasso, 1994; Johnson-Laird, 1986; Johnson-Laird & Byrne, 1991) . Ramsey (1931, p. 248) proposed that conditionals are understood by the following process:
In general we can say with Mill that "if p then q" means that q is inferable from p, that is, of course, from p together with certain facts and laws not stated, but in some way indicated by the context . . . if two people are arguing about "if p, will q?" and are both in doubt as to p, they are adding hypothetically to their stock of knowledge and arguing on that basis about q.
And an alternative view is that a counterfactual is true if the consequent follows from the antecedent taken together with any relevant premises (e.g., Chisholm, 1946; Goodman, 1973; cf. Kvart, 1986) ; the problem then is to specify the set of relevant premises. For example, counterfactual conditionals may be understood in the same way as factual conditionals, by accessing inference rules (Braine & O'Brien, 1991, p. 183) Constraints on the application of the conditional proof rule can be designed to ensure, for example, that suppositions are consistent with prior assumptions, and in the case of a counterfactual supposition, that the assumptions are not a record of an actual state of affairs (Braine & O'Brien, 1991) . However, such accounts do not predict, nor can they readily explain, the similarities and differences in the frequencies of inferences that reasoners make from factual, nonfactual, and counterfactual conditionals, and the differences in the instances they consider to verify and falsify them. An account of conditional inference based solely on abstract inference rules (e.g., Braine & O'Brien, 1991; Rips, 1994) or domainspecific inference rules (e.g., Cheng & Holyoak, 1985; Cosmides, 1989) cannot account for the data we have reported here.
Our exploration of reasoning about possibilities has illuminated its similarities to reasoning about facts, and its differences. Counterfactual conditionals can seem to mean something very different from their corresponding factual conditionals. But these differences arise, according to the model theory, because counterfactuals are represented in a richer mental representation that captures both the conjectured possibilities and the presupposed facts. The representations and processes underlying counterfactual reasoning are nonetheless based on the same mechanisms as those underlying reasoning about facts.
2. Throughout, the statistical test we used is the 2 ϫ 2 frequency table quick test (specific) from Meddis (1984, chap. 7) , to which we will refer, for brevity, as the Meddis test. We chose it rather than, say, the Fisher exact test, because the latter assumes that the marginal totals in a 2 ϫ 2 frequency table are constrained by the experimental situation, whereas for problems in the life sciences these totals are not necessarily fixed (Meddis, 1984, p. 109 4. The order in which participants were given the four inferences was random. A comparison of the frequency of the first inference with that of the fourth inference allowed us to compare making the specified inference ab initio with making it after each of the other three inferences had been made. A more fine-grained set of comparisons would require a design in which each of the four inferences is presented in every possible set of orders.
5. Participants' responses were either verbal or pictorial. A few responses could not be classified unambiguously (e.g., a square and a circle may be classified as not-p and not-q, or as not-p and p), and so we did not include them in any category.
6. The participants were told that the shapes were selected from the five shapes drawn. The probability of selecting the two shapes corresponding to p and q from the set of five shapes purely by chance was 2 ⁄ 5 or 40%. The probability of selecting two shapes that correspond to not-p and not-q from the set of five shapes purely by chance was 3 ⁄5 or 60%. These chance levels were the same for both factual and counterfactual conditionals.
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