Phone tokenisers are used in spoken language recognition (SLR) to obtain elementary phonetic information. We present a study on the use of deep neural network tokenisers. Unsupervised crosslingual adaptation was performed to adapt the baseline tokeniser trained on English conversational telephone speech data to different languages. Two training and adaptation approaches, namely cross-entropy adaptation and state-level minimum Bayes risk adaptation, were tested in a bottleneck i-vector and a phonotactic SLR system. The SLR systems using the tokenisers adapted to different languages were combined using score fusion, giving 7À18% reduction in minimum detection cost function (minDCF) compared with the baseline configurations without adapted tokenisers. Analysis of results showed that the ensemble tokenisers gave diverse representation of phonemes, thus bringing complementary effects when SLR systems with different tokenisers were combined. SLR performance was also shown to be related to the quality of the adapted tokenisers.
Introduction
T a g g e d P In a spoken language recognition (SLR) task, an automatic system is used to infer the language identity of the given acoustic signal (Muthusamy et al., 1994) . Different types of information from a speech signal can be used to identify the language spoken in an audio sample. Standard SLR methods can be categorised by the features they use. The two most popular SLR approaches are the acoustic-phonetic and the phonotactic approaches (Zissman, 1996; Ambikairajah et al., 2011; Li et al., 2013) .
T a g g e d P In the acoustic-phonetic approach, low-level acoustic features such as mel-frequency cepstral coefficients (MFCC) (Davis and Mermelstein, 1980) or shifted-delta cepstral coefficients (SDC) (Torres-Carrasquillo et al., 2002) are extracted, and statistical models such as Gaussian mixture models are trained on these features to match target languages (Zissman, 1993; Singer et al., 2003) .
T a g g e d P In the phonotactic approach, an audio tokeniser converts the speech signal into graphs (lattices) of discrete tokens. Tokenisers are often implemented by phoneme recognisers whose output consists of phonemic-related units. A phoneme tokeniser trained on multilingual data would cover the phonetic variety across languages and would identify tokens with higher accuracy than monolingual ones (Schultz, 2002) . High-quality multilingual tokenisers are rarely available due to limited language resources. However, regardless of the quality of the tokeniser, when the tokeniser is applied on multilingual data, the occurrence patterns of the output tokens differ from one language to another significantly. This allows for modelling and language classification (Zissman, 1996; Singer et al., 2003; Hazen and Zue, 1997; Navr atil, 2006; Glembek et al., 2008) .
T a g g e d P Since 2012, there has been an increasing use of multilayer perceptrons or deep neural networks (DNN) in SLR. Multilayer perceptron features (such as Temporal-Pattern Discrete Cosine Transform, TRAP-DCT (Schwarz, 2009)) have been employed, alone or concatenated to conventional PLP and F0 features, as SLR system input (BenZeghiba et al., 2012) . In more recent years, DNNs have been used to generate bottleneck or posterior statistics related to a designated phoneme inventory, which may or may not match the target languages. On top of the DNN, i-vector SLR systems have been built to perform the language detection (Richardson et al., 2015; Ferrer et al., 2016) . This study focused on the deep neural networks that process the elementary phonemic information for SLR modelling. One of the major problems of this approach arose from the use of mismatched phone tokenisers trained on languages different from target data. This issue was addressed by incorporating alternative hypotheses in the tokenisation process. Soft counts from phone lattices (Gauvain et al., 2004) , phone posteriograms (D'Haro et al., 2012) or multilayer perceptron features (BenZeghiba et al., 2012) allowed to generate smooth statistics and mitigate the effect of wrong tokenisation in SLR.
T a g g e d P The use of multilingual (Anderson and Dalsgaard, 1997) or parallel tokenisers (Zissman, 1996; D'Haro et al., 2014) has been a useful technique to boost SLR performance for many years. Regardless whether the 1-best phone sequence or a phone posteriogram vector is used, in parallel tokenisers, speech data is decoded in different manners to give diverse phonetic representations for subsequent SLR modelling. The combination of information from different tokenisers often provides gain in performance. Previous studies also showed improvements when DNNs are trained on multilingual data (F ek et al., 2015) . In BenZeghiba et al. (2012) , different MLPs were trained on English, French and Spanish for use in a phonotactic system similar to the classical SLR configuration with "parallel phone recognition followed by language dependent modelling" (PPRLM) (Zissman, 1996) . In Ferrer et al. (2016) , a DNN, initially trained on English data, was adapted on Mandarin, Spanish, and Egyptian Arabic data to provide multiple SLR systems that were combined with a fusion process.
T a g g e d P The National Institute of Standards and Technology (NIST) has conducted a number of evaluations of automatic language recognition technology. Recent NIST language recognition evaluations (LRE) were held in and 2015 LRE (2011 (2015) . These focused on languages that are similar to each other and are frequently mutually intelligible, e.g. dialectal variants LRE (2015) . In NIST LRE 2015, a new requirement on fixed training data for all components in the SLR system was introduced to reflect a more realistic scenario in which linguistic resources for SLR are limited. In the tokeniser training, 300 h of transcribed Switchboard data (Godfrey and Holliman, 1993) were allowed to be used. This data consisted of monolingual (English) conversational telephone speech only. There was no transcribed multilingual data for tokeniser training. Language, channel and style mismatches between this data and the actual LRE training and test data created extra challenges in building the system. T a g g e d P This study compares the use of multiple tokenisers derived from different multilingual data through unsupervised training and adaptation to capture diverse linguistic information for the SLR modelling. The performance on phoneme recognition of the newly trained/adapted speech recognisers do not necessarily need to be optimal, but rather they only serve to provide different representations of the acoustic data in terms of its tokenisation, and allow complementary effects to appear in the late SLR system fusion. The tokeniser ensemble can reduce the undesirable loss of information due to wrong decoding in the tokenisation step. Besides serving as a mitigation measure for the absence of transcribed data, adaptation of tokenisers gives rise to multiple SLR systems that contain compatible information and allow effective system fusion. To the best of our knowledge, there is no work in the literature that addresses training data constraints and the use of untranscribed and multilingual data in the tokenisation for SLR. DNN adaptation has not been studied thoroughly before, particularly in an unsupervised manner for SLR application.
T a g g e d P Inspired by the use different tokenisers trained in multiple languages (D'Haro et al., 2014) , we extend our previous work on this topic (Ng et al., 2016a) where unsupervised DNN adaptation was used in the tokenisers for a T a g g e d P phonotactic SLR system. In the work reported here, the method has been further extended to the state-of-the-art bottleneck i-vector SLR system, and different ways of training and adapting the DNN tokenisers have been investigated.
Unsupervised adaptation of speech tokeniser
T a g g e d P Unsupervised training could be a solution to acoustic modelling on a low-resource settings. These include scenarios where only a limited lexicon and acoustic data are available for model training. In most cases, there are no ground truth reference. The target phoneme-state reference is generated by automatic transcripts. Confidence thresholding is applied for data selection and iterations of training are conducted to improve the quality of a new model. This technique has been applied successfully in crosslingual acoustic model bootstrapping in different applications including ASR (L€ o€ of et al., 2009; Vu et al., 2011) and keyword spotting (Knill et al., 2014) .
T a g g e d P Neural network adaptation for acoustic model is an area under active research and can be conducted by different means. Related work on adaptation can be found in Xue et al. (2014) , where the DNN was adapted to different speakers using a sequence training criterion. In Suzuki et al. (2016) , cross-entropy and sequence training adaptation on convolutional neural network (CNN) were compared.
T a g g e d P The use of acoustic tokenisers was referred to as an "indirect" SLR method (Richardson et al., 2015) . Under this approach, SLR becomes a staged task. In stage one, a DNN model (acoustic tokeniser) solves a different problem (phoneme recognition) from SLR. The idea of using adapted acoustic models for SLR has a subtle difference from those works for ASR and other speech related technologies. The acoustic model can be adapted towards acoustic model precision, or towards other criteria related to SLR. The quality of the adapted model is believed to correlate with SLR performance, but only in a loose sense. An adapted acoustic model giving suboptimal phoneme recognition results can provide complementary information to the original model. Ultimately, SLR performance improvement can be achieved by system combination. In this study, a breath-first approach is taken. Instead of implementing a sophisticated recipe of iterative unsupervised adaptation and focusing on the phoneme recognition quality of a single adapted tokeniser, multiple DNN acoustic models were constructed by implementing common model adaptation by different means and to different target languages.
T a g g e d P The tokeniser used in the SLR system in this study is a DNN phone tokeniser implemented in a feed-forward hybrid setting. Assuming a dataset with a total of U utterances, each indexed u, u 2 ½1; 2; . . . ; U; each utterance has different duration which is given by the number of frames (½T 1 ; T 2 ; . . . ; T u ; . . . ; T U ). A feature at time t in the uth utterance is denoted by o ut . Triphone Hidden Markov Model (HMM) states, s ut , were generated by automatic methods such as decision tree clustering and were used as the training targets. In supervised training, s ut can be derived from ground truth reference, normally by word-to-state conversion through a dictionary and an automatic alignment procedure with a seed model. A primary DNN tokeniser was trained in a supervised manner with the cross-entropy (CE) criterion at frame level. y ut (s ut ) denotes the DNN output posterior probability estimate at time t for utterance u, which corresponds to the reference target state s ut . Cross-entropy training minimises
T a g g e d P Unsupervised adaptation of a tokeniser can be performed on new data when the ground truth transcript is not available. Automatic state-level transcripts are derived from the primary DNN tokeniser. The model is then further trained or adapted. In this paper, unsupervised adaptation is implemented by fine-tuning of weights in a primary DNN tokeniser using unlabelled multilingual data. In a crosslingual adaptation setting, the automatic state labels may lie in a different space compared with the ground truth state labels. This is potentially problematic as high error rates of target sequences may lead to divergence. In other SLR studies, language-mismatched phonemic models with unknown phoneme prediction quality were used (Zissman, 1996; BenZeghiba et al., 2012; Ferrer et al., 2016) . Despite the mismatch, the combinatorial use of phoneme model sets were shown to help SLR. The purpose of adaptation is to augment the phonetic coverage of the set of models by adapting each model in the set to different data. Unsupervised adaptation of the network on untranscribed multilingual data may yield different networks, generating the variety, thus the complementary information needed for good SLR performance.
T a g g e d P The primary tokeniser was applied to the multilingual LR training data to generate a first-best sequence b S u ¼ ðb s u0 ; . . . ; b s ut ; . . . ; b s uT Þ. Optionally, a decoding lattice L u can be generated for discriminative training, where b S u is one of the possible paths in L u . There is no constraint on the type of objective function the adapted tokeniser should be optimised with. In the following sections, two adaptation approaches on cross-entropy fine-tuning and uncertainty reweighting were tested.
DNN adaptation with cross-entropy training
T a g g e d P In this approach, the primary DNN is used as a seed model and unsupervised crosslingual adaptation is performed. For each crosslingual adaptation setting, data from only one language is selected. Further DNN fine-tuning is carried out by means of extra iterations of cross-entropy training with the following objective function,
T a g g e d P Eq. (2) is similar to Eq. (1). The only difference is on y ut ðb s ut Þ; which now corresponds to the posterior probability of the one-best decoded state with the primary DNN. With N target languages, unsupervised adaptation was performed in N independent runs, resulting N adapted networks.
DNN adaptation by uncertainty reweighting
T a g g e d P In the second approach, an identical approach as described in Section 2.1 is taken to adapt the primary DNN to N directions. Here, DNN discriminative training is performed where the training process also considers alternative hypotheses in the decoding lattice L u . Minimisation of state-level Minimum Bayes Risk (sMBR) was chosen to be the objective function (Gibson and Hain, 2006) , which is defined as,
T a g g e d P AðS; b S u Þ is an accuracy term to compute the number of correct state labels corresponding to the state sequence S with respect to the first pass hypothesis b S. The objective function aims to minimise Bayes risk at state-level (sMBR). The posterior probability was computed at the utterance level (Vesel y et al., 2013) . This objective function tries to incorporate uncertainty in previous decoding in order to achieve robust estimation .
Comparison of adaptation strategies
T a g g e d P In this study, multiple independent adaptation trials were conducted for different target languages. Two LR system settings (bottleneck i-vector and phonotactic) were tested. To maintain a controllable scope of experiment, the CE adaptation technique is coupled with the bottleneck-ivector system. The sMBR adaptation technique is applied on a phonotactic system. T a g g e d P Both CE and sMBR cost functions were shown to give comparable, if not identical, performance on neural network adaptation (Suzuki et al., 2016) . CE is a maximum likelihood objective and is primarily frame-based. It has a lower computational cost without the need of generating denominator lattices. sMBR is a discriminative training algorithm which takes into account of the uncertainties in the decoding process.
T a g g e d P Considering the two SLR systems, an i-vector system takes bottleneck features which is a soft DNN output. It also prefers smooth statistics as the accurate inference of UBM and total variability matrix training depends on the normal distribution assumption. For this reason, the CE adaptation technique is thought to be more suitable for the bottleneck iÀvector SLR system. T a g g e d P The phonotactic SLR system in this study models TF-IDF features which were derived from the n-gram statistics of the one-best DNN tokeniser output. A hard decision is made by the DNN before information is further propagated to the next SLR modelling stage. For this reason, we chose to use sMBR adaptation with the phonotactic SLR system. T a g g e d P A control experiment will be conducted where both adaptation techniques are applied on one of the target languages and the SLR performance is verified.
Data
T a g g e d P Training and development data come from four corpora, namely Switchboard 1, Switchboard Cellular Part 2 (SWB_CELL) and two multilingual datasets, LDC2015E87 and LDC2015E88. 90% of the speakers in Switchboard 1 are selected to form a training set for both tokeniser and SLR system training, which is referred to as (SWB1_R2). SWB1_R2 and SWB_CELL are monolingual English data with a duration of 302 h and 43 h, respectively. The size of lexicon is 39 k. The phoneme set is a US-English phone set with a size of 39. LDC2015E87 comprises conversational telephone speech from the CallHome and CallFriend corpora in Egyptian Arabic, Standard Mandarin and US English. LDC2015E88 comprises data covering the seventeen other target languages in LRE 2015. The amount of data for different languages in LDC2015E87 and LDC2015E88 varies from 0.4 to 159 h. The corresponding data amounts in different languages are shown in Table 1 . The multilingual data was provided without segmentation. Voice activity detection and resegmentation described in Ng et al. (2016b) were performed to derive segments in comparable length (3-seconds, 10-seconds and 30-seconds) of the test data. 80% of the segmented data are selected in each language and they are collectively referred to as LR2015-ML-TRAIN in the rest of the paper. LR2015-ML-TRAIN has a total duration of 891 h.
T a g g e d P Several development sets were defined for internal testing purposes. TEST-SWB was created by randomly selecting 10% of the speakers (24 female and 28 male) as a held-out set from SWB1_R2 and was used to test the DNN phoneme tokeniser performance. LR2015-DEV was created by selecting 20% of the LDC2015E87 and LDC2015E88 as a development set for the tuning of system fusion weights. To relate to the previous study, LR2015-DEV is a combination of the V3DEV and V3HELDOUT data detailed in Ng et al. (2016b) . 10% of the LR2015-ML-TRAIN was selected for the cross validation set in cross-entropy training of DNN tokenisers.
T a g g e d P Test data used in this work is the official NIST LRE 2015 eval data (LR2015-EVAL). The total number of utterances is 164,334. In this work, test results are reported for 3 independent sets of roughly equal size with different nominal durations. The 3-second eval data set contains audio shorter than 7.5 s. The 10-second set contains audio equal or longer than 7.5 s and shorter than 20 s. The 30-second set contains data longer than 20 s. The number of trials with 3-second, 10-second and 30-second nominal durations is 49,981, 53,306 and 61,047, respectively.
DNN tokenisers

Primary DNN tokeniser (SWB)
T a g g e d P The primary DNN tokeniser uses a feedforward DNN with 6 hidden layers in a hybrid setting. Each hidden layer contains 2048 neurons, the bottleneck layer has 64 neurons and the output layer has 3815 neurons. The DNN topology is represented in Fig. 1 . The input features to the DNN were MelÀfrequency cepstral coefficient (MFCC) features with delta, delta-delta and utterance-level mean normalisation. Further follow-on processing included global feature transform with linear discriminant analysis (LDA), a maximum likelihood linear transform (MLLT) and feature splicing with 5 contextual frames to the left and the right of the centre frame. The training targets were the tied triphone states obtained by alignment with a constrained maximum likelihood linear regression (CMLLR) adapted, T a g g e d P maximum mutual information(MMI)-optimised acoustic model set. The primary DNN was trained on SWB1_R2, and is abbreviated as "SWB" to indicate the single set of training data being used.
DNN adaptation
T a g g e d P Two DNN adaptation approaches (Sections 2.1 and 2.2) were tested in this study. In the first approach, the primary tokeniser, SWB, was adapted to different languages using LR2015-ML-TRAIN. The primary SWB DNN was further trained on the data of one language subject to the cross-entropy criterion (Eq. (2)). Without extra care on the adaptation algorithm and its implementation, DNN adaptation on small amounts of data may not give sufficient and robust statistics, and overfitting may occur. For this reason, only 8 target languages in LR2015-ML-TRAIN, where training duration exceeds 10 h, were selected for the cross-entropy DNN adaptation. These languages include 4 Arabic languages, American English, Polish, Caribbean Spanish and Mandarin. The training duration in different languages is detailed in Table 1 . The eight adapted DNNs are abbreviated as "CE(ara-acm), CE (ara-apc), CE(ara-ary), CE(ara-arz), CE(eng-usg), CE(qsl-pol), CE(spa-car), CE(zho-cmn)".
T a g g e d P The second adaptation approach used the state-level MBR training technique described in Section 2.2. It was used to adapt the primary DNN (SWB) to the identical set of 8 different languages as in CE(¢) above, using LR2015-ML-TRAIN. The resultant DNNs are abbreviated as "sMBR(ara-acm), sMBR(ara-apc), sMBR(ara-ary), sMBR(ara-arz), sMBR(eng-usg), sMBR(qsl-pol), sMBR(spa-car), sMBR(zho-cmn)". Models of sMBR(¢) were duration-dependent. For each of the three nominal durations (3-second, 10-second, 30-second), model adaptation was conducted on the training segments of the required duration in a particular language.
T a g g e d P The adapted DNN tokenisers use different adaptation data but share the same network topology (shown in Fig. 1 ) as the primary DNN tokeniser. sMBR(¢) and CE(¢) are derived in a similar method with different training objective functions, given by Eqs. (2) and (3).
Language recognition system
T a g g e d P In this section, the detailed implementation of the bottleneck i-vector and phonotactic SLR systems is explained. Fig. 2 outlines the complete work flow of the SLR systems. The bottleneck i-vector LR system used the bottlenecklayer features from a DNN tokeniser. I-vectors were extracted, based on which logistic regression was performed for language classification. This LR technology is hereinafter abbreviated as "BNIV-LR", and systems using the BNIV-LR technology are referred to with the suffix "-B".
T a g g e d P The phonotactic LR system modelled language identity through the occurrence statistics of phoneme n-grams. Outputs from the final layer of the DNN tokenisers were used to derive phoneme labels, from which phoneme T a g g e d P TF-IDF statistics were computed and support vector machine was used for language classification. This LR technology is hereinafter abbreviated as "TFIDF-SVM", and systems using the TFIDF-SVM technology are referred to with the suffix "-P" (phonotactic).
T a g g e d P Details of the SLR systems and their parameter settings are described below.
Bottleneck i-vector (BNIV-LR / -B) system
T a g g e d P In the bottleneck i-vector SLR systems, frame-based 64-dimension bottleneck features were extracted from LR2015-ML-TRAIN. For each DNN configuration, a universal background model (UBM) and total variability matrix were trained. Frame-level VAD based on thresholding the log mel energy was first performed to select only the bottleneck features corresponding to voiced frames. The UBM model was a 2048-component full-covariance Gaussian mixture model (GMM). For each training utterance, MAP adaptation of the UBM was performed to derive an utterance-specific GMM. The GMM means were concatenated to form supervectors of dimension 64 Â 2048 ¼ 131; 072. Finally, a total variability matrix was trained to project the supervectors to a reduced space with 600 dimensions (Dehak et al., 2011) .
T a g g e d P The task of NIST LRE 2015 is to distinguish similar target languages within each language cluster shown in Table 1 . With the extracted i-vectors, six logistic regression models were trained. These classifiers were constructed by selecting only the in-class i-vectors from the training utterances belonging to the target language and the out-ofclass i-vectors from the training utterances spoken in other languages within the language cluster.
Phonotactic (TFIDF-SVM / -P) system
T a g g e d P The phonotactic SLR systems are based on vector space modelling with TF-IDF vectors (Li et al., 2007) . DNN tokenisers were applied on the multilingual training data. A phoneme bigram language model was coupled with the DNN and WFST decoding was conducted to derive phoneme transcripts. Utterance-based phoneme trigram occurrence statistics was then computed. Term frequency (TF) represents the utterance-level occurrence statistics of 171 position-dependent phonemes, their bigrams and trigrams (5 M units in total). These statistics are normalised to the Fig. 2 . Diagrams of the bottleneck iÀvector (upper, BNIV-LR) and the phonotactic (lower, TFIDF-SVM) systems. The frontend DNNs were trained on SWB data and adapted to specific language data.
T a g g e d P length of the sentence. Inverse document frequency (IDF) were computed separately for 3-second, 10-second and 30-second data. They are computed in a language and language-cluster agnostic way by pooling all training utterances from LR2015-ML-TRAIN. The number of documents a certain term occurred was counted and the inverse value was computed. A single TF-IDF vector was constructed for each utterance. The sparsity ratio of the TF-IDF vector is over 99%. Higher ratio is noted for utterance with shorter duration. A couple of previous studies built on the TD-IDF philosophy and improved phonotactic SLR capabilities by exploiting the most frequent and discriminative terms between languages (Corboda et al., 2007; Caraballo et al., 2010) . We followed the standard TF-IDF term weighting scheme as in Ma and Li (2006) , noting that further enhancements described above may improve SLR system performance.
T a g g e d P 20 binary classifiers were trained on the TF-IDF vectors for the detection of 20 languages. These classifiers were operating within-cluster. That means negative training vectors were selected only from the training utterances within the same language cluster. Classifiers were implemented by support vector machine with linear kernels (Joachims, 1999) . During testing, IDF derived from the training data was used.
T a g g e d P Language recognition scores were calibrated using a Gaussian backend (BenZeghiba et al., 2009 ). Within-cluster SLR trials were run on LR2015-ML-TRAIN. Multi-dimensional score vectors were derived to represent scores of all languages within the cluster. For each language, a Gaussian mixture model with 4 components was trained on the multi-dimensional score vectors. The models were used to calibrate SLR scores during test time.
Score calibration and fusion
T a g g e d P SLR systems were implemented with three tokeniser configurations À SWB, CE, sMBR À and two SLR technologies À -B, -P.
T a g g e d P Table 2 shows the full combination of tokenisers and SLR technologies tested in the experiment. Focusing on the non-fusion single systems, SWB-B and SWB-P refer to the use of the primary DNN tokeniser in the baseline bottleneck iÀvector LR system and the baseline phonotactic LR system respectively. Following the adaptation strategy discussed in Section 2.3, eight CE adapted DNNs, which are adapted to eight different languages, were coupled with the BNIV-LR language recognisers to form 8 CE-B systems. Similarly, eight sMBR adapted DNNs were coupled with the TFIDF-SVM language recognisers to form 8 sMBR-P systems. Together with the baseline systems (SWB-B, SWB-P), there are a total of 1 þ 1 þ 8 þ 8 ¼ 18 single systems and they are illustrated in Figs. 3 and 4 .
T a g g e d P To test the combinatorial effects of unsupervised tokenisers in SLR, pairwise system fusion was performed between the baseline LR systems and each of the CE-B and sMBR-P systems (to form SWB-P + sMBR-P and SWB-B + CE-B systems). Extending the combination set, 8-CE-B was formed by combining all CE-B systems, and Table 2 Tokeniser and SLR system combination tested in the experiments.
a 8 systems with different adaptations specific to different languages. b 8 pairwise system fusion runs between SWB and adapted systems.
T a g g e d P 8-sMBR-P was formed by combining all sMBR-P systems. At last, system fusion was carried out to combine the primary with eight adapted systems altogether, forming SWB-P + 8-sMBR-P and SWB-B + 8-CE-B systems. Fusion between phonotactic and LR systems were also conducted. In total, the number of tested system is 2 (primary) + 16 (adapted to 1 language) + 16 (adapted fused with primary) + 6 (multiple fusion) = 40. T a g g e d P In each fusion trial, single system scores were converted to log likelihood ratios. LR2015-DEV was used to derive the weights for system combination subject to the minimum detection cost function, using the FoCal toolkit (Brummer, 2010) . All fusion trials were carried out independently for the six language clusters. Following the work in Ng et al. (2016a) , for TFIDF-SVM systems fusion was performed independently on the 3-second, 10-second and 30-second nominal duration data sets. For BNIV-LR systems, fusions were performed on mixed-duration development data sets.
Language recognition results
T a g g e d P In this section, the results of SLR experiments on LR2015-EVAL are reported. Evaluation results are organised into nominal 3-second, 10-second and 30-second data. For bottleneck iÀvector (BNIV-LR) systems, training data of different duration was pooled in training and fusion. For phonotactic (TFIDF-SVM) systems, following the experiment routine in Ng et al. (2016a) ; (2016b) duration-specific SLR model training and fusion were applied to 3-second, 10-second and 30-second data independently.
T a g g e d P SLR results are reported in minimum Detection Cost Function (minDCF) LRE (2015). It was found that within the "French cluster" unexpected channel difference and wide range of formality in Creole Haitian exist (TorresCarrasquillo et al., 2016) . In the presentation of experimental results below, the overall system performance will be presented in minDCF computed with a global detection threshold across 18 languages without French. To visualise the SLR system performance on different language clusters, minDCF with language-dependent detection thresholds for the 6 language clusters will also be reported. For the baseline SWB and the best systems, an overall 20-language minDCF is reported. 
Phonotactic LR system results
T a g g e d P
The results for TFIDF-SVM phonotactic SLR systems are summarised in the upper block in Table 3 . SWB-P is the baseline phonotactic system. The minDCF scores omitting French, on 3-second, 10-second and 30-second conditions, are 40.36%, 33.51% and 29.97%, respectively. The sMBR(¢) adapted tokenisers alone gave a lower average minDCF on 3-second and 30-second data (38.48%, 27.66%) but not on 10-second data (34.85%). Pairwise system fusion with SWB-P and sMBR-P(¢) gave 4À8% relative reduction of minDCF for data across different nominal durations. With a fusion system comprising all eight sMBR-P(¢) systems together with the baseline SWB-P system, the corresponding minDCF reduction is 10.2%, 11.3% and 17.9% for 3-second, 10-second and 30-second data, respectively.
T a g g e d P Looking into the language specific performance for the SLR system with adapted sMBR-P(¢) tokenisers, the eight SLR systems with different adaptation languages showed similar trends. Adapting the tokeniser towards one specific language did not incur additional SLR performance improvements in that language. Compared with the baseline with sMBR, all sMBR-P(¢) systems gave significantly worse results on English SLR. On average there is a 10.7% relative higher minDCF for 3-second, 32.1% for 10-second and 13.6% for 30-second. This phenomenon reflects the level of SLR error increase attributed to the worsened quality of the unsupervised adapted DNN tokenisers.
T a g g e d P Further insights into language specific performance can be derived from Fig. 5 , which plots the results of SWB-P, the 8-sMBR-P fusion system and the 1+8 fusion system. In the 3-second and 30-seconds cases Iberian and Chinese SLR trials contributed to the major reduction of overall minDCF. In 10-second, the major contribution to minDCF reduction was from the Chinese SLR trials. Result degradation in English SLR trials with the adapted 8-sMBR-P system was observed in Fig. 5 . These trends were consistent with what were observed in eight pairwise fusion systems with sMBR-P. More details of the phonotactic SLR systems can be found in Ng et al. (2016a) . The reported minDCF in this work has a lower number compared with Ng et al. (2016a) due to the enlarged development set (LR2015-DEV, 20%) and minDCF here was computed without French.
T a g g e d P Compared with the baseline system (SWB-P), fusion of 8-sMBR-P and the SWB-P systems gave relative minDCF reduction 10.2%, 11.3% and 17.9% on 3-second, 10-second and 30-second data. The overall 20-language minDCF for the SWB-P system was 37.57%. For the SWB-P+8-sMBR-P fusion system, the overall 20-language minDCF was 33.97%. Table 3 Summary of minDCF (18-language, global threshold) for different SLR systems on LR2015-EVAL. sMBR-P, CE-B, SWB-P + sMBR-P and SWB-B + CE-B refer to a set of systems, each using a DNN tokeniser adapted to a distinct language. Under each system category multiple min DCF scores are computed and the average is reported. 
Bottleneck i-vector system results
T a g g e d P The second block of Table 3 summarises the SLR results for all BNIV-LR systems. The minDCF omitting French languages with the SWB-B system was 28.47%, 20.69% and 16.87% for 3-second, 10-second and 30-second data, respectively. For the CE-B(¢) adapted systems their average performance on 3-second, 10-second and 30-second data were 28.49%, 20.54% and 16.96%, respectively.
T a g g e d P DNN adaptation for BNIV-LR systems used cross-entropy (CE) training, which is different from the sMBR training used for phonotactic systems. A control experiment was set up to test the difference between using the CE-and the sMBR-adapted DNN. The Egyptian Arabic language was chosen as the adaptation target. Outputs from the sMBR-adapted DNN and the CE-adapted DNN were separately taken and passed to the BNIV-LR systems trained on corresponding data. In this particular example, the CE-adapted DNN gave 0.3% absolutely lower minDCF compared to the sMBR DNN. sMBR adaptation was performed on 10-second training segments only (57 h) and CE adaptation was performed on training segments of all durations (192 h). Taking this into account, one can conclude that the SLR performance with CE and sMBR adapted DNN give results which are qualitatively similar.
T a g g e d P Language specific performance is plotted in Fig. 6 . Looking into the CE-B systems with adapted DNNs in different language clusters, systems with adapted CE-B were not found to give significant degradation in any language clusters. This is in contrast to what was observed in the TFIDF-SVM systems, where adapted DNN gave worse results for the English trials (Section 6.1). In Fig. 7 , a comparison is drawn between different CE-B systems with different adapted DNN's. The system with CE-B(eng-usg) gives around 0.5% lower minDCF compared with other CE-B systems. This reflects the better quality of DNN when it is adapted to English data.
T a g g e d P The third row in the second block of Table 3 show the pairwise BNIV-LR system fusion results. Fusion between SWB-B and any CE-B(¢) systems gave relative minDCF improvements of 3.3%, 5.8% and 5.5% for 3-second, 10-second and 30-second data, respectively. Similar to what was observed in the phonotactic systems, the CE-B(¢) DNN adapted to one particular language did not benefit SLR of the language in a significant way.
T a g g e d P Fig. 6 shows the improved SLR improvements with 8-CE-B. Compared with the baseline system (SWB-B), the fusion of 8-CE-B and the SWB-B system gave relative minDCF reduction 6.7%, 10.9% and 10.0% on 3-second, 10-second and 30-second data. The overall 20-language minDCF for the SWB-B system was 27.08%. For the SWB-B+8-CE-B fusion system, the overall 20-language minDCF was 25.42%. 6.3. Overall system fusion T a g g e d P Overall system fusion was performed between bottleneck i-vector systems and phonotactic systems, all with adapted DNN's. The minDCF for 3-second, 10-second and 30-second data is 26.33%, 18.68% and 16.29%, respectively. Final system fusion combining all SLR systems, including the two baseline systems (SWB-B, SWB-P), was performed. The minDCF for 3-second, 10-second and 30-second data is 25.97%, 19.08% and 15.96%, respectively. T a g g e d P There is not significant improvement by combining the phonotactic system and the bottleneck i-vector system. This is probably due to the large performance gap between the two SLR technologies.
Analysis on adapted DNN outputs
T a g g e d P In the following we aim to verify the hypothesis that adapted DNN tokenisers create diverse representations of the multilingual data for SLR. For this purpose two experiments were conducted. First, the triphone state distributions of different tokeniser outputs were analysed. Second, within-cluster language classification results from different tokenisers were compared.
T a g g e d P In the analysis of triphone state distribution, decoding results were obtained by applying the primary and CEadapted DNNs on different language subsets in LR2015-ML-TRAIN. Then the triphone state histograms were computed for every phoneme. Manual inspection of the histogram outputs was conducted. It was found that the phonemes generated by primary and adapted tokenisers have similar but not identical distribution. To give a specific example, Fig. 8 shows the three histograms of "schwa" with the primary tokeniser (SWB-B) and two adapted tokenisers (CE-B(ara-arz) and CE-B(eng-usg)) applied on on LR2015-ML-TRAIN(ara-arz) data. Comparing across these histograms, modest difference in the distribution can be observed. The relative difference in frequency among any pair of states (difference of y values between two states) stays roughly similar across the three tokeniser setting, but the normalised frequency values (y value) for some states fluctuate more than others.
T a g g e d P For each of the ten systems (the primary SWB-B system, eight CE-B systems and the SWB-B + 8-CE-B fusion system), within-cluster language classification decisions were derived according to the maximum likelihood score from language detection trials. The test was performed on LR-2015-EVAL. The cluster identity of every trials was assumed to be known and the French cluster was ignored. With equal weight across five language clusters, the percentage of trials where language classification decision differs between any two systems was computed. Table 4 gives an overview on pairwise system comparison. On all but the last row in the Table, pairs of single systems differ by 18 or 19% in terms of the number of trials where decisions differ. This show that tokeniser adaptation brought about diversity across LR system systems. On the bottom row in Table 4 , the SWB-B + 8-CE-B fusion system was shown to differ from its component systems by 12À14%. With only 11.7% trials having different language decision, Fig. 8 . Example of how the triphone states frequency distributions change after the tokeniser was adapted to different languages. The X-axis represents different triphone states in the "schwa" phoneme; The Y-axis is the normalised occurrence frequency of the state. The dash-line boxes identify areas of the three plots in which the distributions differ. States in the continuous-line boxes show similar distributions.
T a g g e d P the SWB-B(eng-usg) system is "closest" to the optimal fusion system. This agrees with the quality analysis in Section 6.2 and Fig. 7 .
T a g g e d P In other studies, rich information such as confidence and domain anomalies were shown to be deducible from neural network output (Hermansky et al., 2015) . Such analysis can be extended to shed light on crosslingual tokeniser adaptation for spoken language recognition.
Conclusion
T a g g e d P In this paper, we described the strategies in unsupervised crosslingual adaptation of DNN phoneme recognisers, using cross-entropy (CE) and state-level minimum Bayes risk (sMBR) objective functions, in spoken language recognition systems. CE-and sMBR-adapted DNN's were used in bottleneck i-vector and phonotactic SLR systems, giving rise to respectively 7À11% and 10À18% relative reduction in minimum detection cost function (DCF). The SLR performance depends on the diversity of the output from the ensemble tokenisers. Adapted DNN's were shown to give diverse representations of the acoustic signal. Noticeable performance improvements were observed in pairwise system fusion between an SLR system with the primary DNN and one with the adapted DNN. The quality of the adapted DNN tokenisers correlates with SLR performance. A performance degradation was observed in the phonotactic systems on English SLR test trials when the primary DNN, trained in a supervised manner, was replaced by an unsupervised adapted DNN. For the bottleneck i-vector systems, unsupervised DNN adaptation to English created a DNN with a better quality in contrast to unsupervised adaptation to other languages, which was believed to be a more difficult task. The assumption of diverse representations from adapted tokenisers was validated by a phonetic analysis on the training data, and a comparison of SLR results across different systems. Future study would focus on improving the quality of the adapted DNN, the use of different adaptation strategies and different ways of system combination such as early fusion. Table 4 Pairwise system result comparison among the baseline bottleneck i-vector system (SWB-B), 8 adapted systems with DNN tokenisers adapted to 8 different languages (CE-B), and the 8-CE-B fusion system. Pairwise system difference is represented by percentage of trials (languagecluster-balanced, French cluster excluded) where language classification results differ.
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