Eigenstructure of order-one-quasiseparable matrices. Three-term and two-term recurrence relations  by Eidelman, Y. et al.
Linear Algebra and its Applications 405 (2005) 1–40
www.elsevier.com/locate/laa
Eigenstructure of order-one-quasiseparable
matrices. Three-term and two-term recurrence
relations
Y. Eidelman a, I. Gohberg a, Vadim Olshevsky b,∗,1
aSchool of Mathematical Sciences, Raymond and Beverly Sackler Faculty of Exact Sciences,
Tel-Aviv University, Ramat-Aviv 69978, Israel
bDepartment of Mathematics, University of Connecticut, 196 Auditorium Road, Storrs,
CT 06269-3009, USA
Received 9 September 2004; accepted 19 February 2005
Available online 23 May 2005
Submitted by L. Rodman
Abstract
This paper presents explicit formulas and algorithms to compute the eigenvalues and eigen-
vectors of order-one-quasiseparable matrices. Various recursive relations for characteristic
polynomials of their principal submatrices are derived. The cost of evaluating the character-
istic polynomial of an N × N matrix and its derivative is only O(N). This leads immediately
to several versions of a fast quasiseparable Newton iteration algorithm. In the Hermitian case
we extend the Sturm property to the characteristic polynomials of order-one-quasiseparable
matrices which yields to several versions of a fast quasiseparable bisection algorithm.
Conditions guaranteeing that an eigenvalue of a order-one-quasiseparable matrix is simple
are obtained, and an explicit formula for the corresponding eigenvector is derived. The method
is further extended to the case when these conditions are not fulfilled. Several particular ex-
amples with tridiagonal, (almost) unitary Hessenberg, and Toeplitz matrices are considered.
The algorithms are based on new three-term and two-term recurrence relations for the
characteristic polynomials of principal submatrices of order-one-quasiseparable matrices R.
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It turns out that the latter new class of polynomials generalizes and includes two classical
families: (i) polynomials orthogonal on the real line (that play a crucial role in a number of
classical algorithms in numerical linear algebra), and (ii) the Szegö polynomials (that play a
significant role in signal processing). Moreover, new formulas can be seen as generalizations
of the classical three-term recurrence relations for the real orthogonal polynomials and of the
two-term recurrence relations for the Szegö polynomials.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
1.1. Quasiseparable and diagonal-plus-semiseparable matrices
Following [8] we refer to R as an order-(rL, rU)-quasiseparable matrix if
rL = max rank R21, rU = max rank R12, (1.1)
where the maximum is taken over all symmetric partitions of the form
R =
[∗ R12
R21 ∗
]
. In case rU = rL = r one refers to R as an order-r-quasiseparable
matrix. Quasiseparable matrices generalize diagonal-plus-semiseparable matrices
[17], i.e., those of the form
R = diag(d) + tril(RL) + triu(RU), where rank RL = rL, rank RU = rU
(1.2)
with some vector d , and with some matrices RL, RU. Here tril(R) and triu(R) are the
standard MATLAB notations standing for the strictly lower and strictly
upper triangular parts of R, resp. Clearly, diagonal-plus-semiseparable matrices are
quasiseparable, but not vice versa, e.g., the tridiagonal matrix in (1.5) is not diagonal-
plus-semiseparable. Quasiseparable matrices are also known under different names
such as matrices with a low Hankel rank [6], low mosaic rank matrices or weakly
semiseparable matrices [22]. In the context of some applications, e.g., to integral
equations, electromagnetics, boundary value problems, the less general diagonal-
plus-semiseparable matrices occur more often. Moreover, the orders higher than
(1, 1) have attracted more attention perhaps since they exhibit somewhat more com-
putational challenges.
The next section suggests that even in the simplest case of the order (1, 1) the
more general quasiseparable matrices are by no means less interesting. Moreover,
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their connection to the theories of orthogonal polynomials on the line and on the unit
circle (the Szegö polynomials) makes them a useful tool for solving several problems
in numerical analysis which is a topic of this and the forthcoming publications.
1.2. Order one matrices. Two motivating examples
Example. Tridiagonal matrices and real orthogonal polynomials
• It is well known that the polynomials {γ˜k(x)} orthogonal with respect to the inner
product of the form
〈p(x), q(x)〉 =
∫ b
a
p(x)q(x)w2(x) dx
satisfy three-term recurrence relations:
γ˜k(x) = (αk · x − βk) · γ˜k−1(x) − γk · γ˜k−2(x), (1.3)
where αk , βk , γk depend on the weight function w2(x).
• The relations (1.3) translate into the matrix form
γ˜k(x) = (α0 · · · · · αk) · det(xI − Rk×k) (1  k  N), (1.4)
where
R =

β1
α1
γ2
α2
0 · · · 0 0
1
α1
β2
α2
γ3
α3
.
.
.
... 0
0 1
α2
β3
α3
.
.
. 0
...
... 0 1
α3
.
.
.
γn−1
αn−1 0
...
...
.
.
.
.
.
.
βn−1
αn−1
γn
αn
0 0 · · · 0 1
αn−1
βn
αn

. (1.5)
Example. (Almost) unitary Hessenberg matrices and polynomials orthogonal
on the unit circle (Szegö polynomials)
(1) It is well known that the polynomials {γ˜k(x)} orthogonal with respect to the
inner product of the form
〈p(eiz), q(eiz)〉 = 1
2π
∫ π
−π
p(eiz) · [q(eiz)]∗w2(z) dz (1.6)
satisfy two-term recurrence relations (involving also another set of polynomi-
als {Gk(x)}):
4 Y. Eidelman et al. / Linear Algebra and its Applications 405 (2005) 1–40[
G0(x)
γ˜0(x)
]
= 1
µ0
[
1
1
]
,[
Gk+1(x)
γ˜k+1(x)
]
= 1
µk+1
[
1 −ρ∗k+1−ρk+1 1
] [
1 0
0 x
] [
Gk(x)
γ˜k(x)
]
. (1.7)
where µk =
√
1 − |ρk|2 with (µk := 1 if ρk = 1, ρ0 = −1). Polynomials
{γ˜k(x)} are defined by N parameters {ρk} that are called the reflection coef-
ficients and that are determined by the weight function w2(x).
(2) The relations (1.7) translate into the matrix form
γ˜k(x) = det(xI − Rk×k)
µ0 · · · · · µk (1  k  N), (1.8)
where
R =

−ρ1ρ∗0 −ρ2µ1ρ∗0 −ρ3µ2µ1ρ∗0 · · · −ρn−1µn−2 . . . µ1ρ∗0 −ρnµn−1 . . . µ1ρ∗0
µ1 −ρ2ρ∗1 −ρ3µ2ρ∗1 · · · −ρn−1µn−2 . . . µ2ρ∗1 −ρnµn−1 . . . µ2ρ∗1
0 µ2 −ρ3ρ∗2 · · · −ρn−1µn−2 . . . µ3ρ∗2 −ρnµn−1 . . . µ3ρ∗2
.
.
.
.
.
. µ3
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. −ρn−1ρ∗n−2 −ρnµn−1ρ∗n−2
0 · · · · · · 0 µn−1 −ρnρ∗n−1

.
(1.9)
It is known that R · diag(1, . . . , 1, 1
ρn
) is unitary.
(3) Along with the two-term recurrence relations (1.8) translates into three-term
recurrence relations
γ˜0(x) = 1
µ0
, γ˜1(x) = 1
µ1
(x · γ˜0(x) + ρ1ρ∗0 · γ˜0(x)),
γ˜k(x) =
[
1
µk
· x + ρk
ρk−1
1
µk
]
· γ˜k−1(x) − ρk
ρk−1
µk−1
µk
· x · γ˜k−2(x).
(1.10)
Observation. A closer look at the submatrices R12 of the two matrices R in (1.5)
and (1.9), 0 0 · · · 0 00 0 · · · 0 0
γ4
α4
0 · · · 0 0

︸ ︷︷ ︸
R12 for
(
1.5
)
,
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∗
0 · · · −ρn−1µn−2 . . . µ1ρ∗0 −ρnµn−1 . . . µ1ρ∗0
−ρ4µ3µ2ρ∗1 · · · −ρn−1µn−2 . . . µ2ρ∗1 −ρnµn−1 . . . µ2ρ∗1
−ρ4µ3ρ∗2 · · · −ρn−1µn−2 . . . µ3ρ∗2 −ρnµn−1 . . . µ3ρ∗2

︸ ︷︷ ︸
R12 for
(
1.9
)
reveals that these R12 are both rank-one, so that in both examples R is an order-one-
quasiseparable matrix.
1.3. A new class of polynomials and recurrence relations corresponding to
general order-one-quasiseparable matrices
A computationally important property of N × N quasiseparable matrices R is
that they can be represented by only O((rL + rU)N) parameters via
(1.11)
where a×ij = ai−1 · · · · · aj+1, b×ij = bi+1 · · · · · bj−1 with ai,i+1 = bi,i+1 = 1. We
limit ourselves to the simplest case of the order one, in which all the parameters
{dk, pk, qk, gk, hh, ak, bk}Nk=1 are just numbers. (For the higher orders k they are
either vectors or matrices of the size k.)
One of the central results of this paper is the recurrence relations for the poly-
nomials {γ˜k(x)} = det(xI − Rk×k) for a general order-one-quasiseparable matrix R
in (1.11). The polynomials {γ˜k(x)} form a rather narrow class though wide enough
to include as special cases both families of polynomials orthogonal on the real line
and on the unit circle. As could be expected, these new polynomials satisfy various
recurrence relations. We have three-term recurrence relations
γ˜k(x) = −ψk(x)γ˜k−1(x) − ϕk(x)γ˜k−2(x) (1.12)
with
[
γ˜1(x)
γ˜2(λ)
]
=
[
d1 − x
−[(d2 − x)(d1 − x) − p2q1g1h2]
]
,
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where ψk(x) and ϕk(x) are given by (3.16) below, and two-term recurrence relations[
f˜1(x)
γ˜1(x)
]
=
[
q1g1
d1 − x
]
;[
f˜k(x)
γ˜k(x)
]
= −
[
ck − akbxx qkgk
−pkhk dk − x
] [
f˜k−1(x)
γ˜k−1(x)
]
. (1.13)
1.4. Recurrence relations. Known and new algorithms
The classical three-term recurrence relations (1.3) lie in the heart of a number of
algorithms, including, e.g., the Euclid and the Routh–Hurwitz algorithms. Moreover,
several general eigenvalue algorithms first reduce a matrix to the tridiagonal form
(1.5) and then find the eigenvalues of the latter. The list of related algorithms in-
cludes the tridiagonal Newton iteration, the tridiagonal Sturm sequences method,
the Lanczos algorithm, and the tridiagonal QR algorithm. Hence the new general-
ized three-term recurrence relations (1.12) may suggest possible extensions of these
methods from tridiagonal to quasiseparable matrices. This paper is more of a the-
oretical nature and we specify here only the quasiseparable Newton iteration and
the quasiseparable Sturm sequences method. The forthcoming paper will have more
computational focus, e.g., [11] discusses the numerical aspects of using the formulas
of [10] to run the quasiseparable QR iteration algorithm.
Similarly, the classical unit circle recurrence relations (1.7) and (1.10) lie in the
heart of a number of well-known signal processing algorithms. The algorithms of
Levinson, Schur and Schur–Cohn are all based on the two-term (1.7). The split-
Levinson is based on (1.10). For example, the classical Schur–Cohn algorithm for
checking if a given polynomial γ˜N (x) is discrete-time-stable (i.e., has all of its roots
inside the unit circle) is based on setting GN(x) = xn[γ˜N ( 1x∗ )]∗ and then running(1.7) backwards with wisely chosen ρk . Therefore, the new generalized three-term
recurrence relations (1.13) can be seen as a direct generalization of the Schur–Cohn
recursions.
Finally, the eigenvalue problem for semiseparable matrices is a hot topic of the
concurrent research, and a number of methods are being suggested in [10,2–4,13,19,
20,23,5,11]. The results presented here differ from their substantially. This paper is
written as a formal mathematical paper. Numerical aspects based on the results of
this paper will be discussed separately elsewhere.
1.5. The structure of the paper
The paper contains four sections. Section 1 is the introduction. In the next section
2 we define the class of order-one-quasiseparable matrices and formulate the basic
properties of this class obtained in [9]. In Section 3 we derive recursive relations for
characteristic polynomials of principal submatrices of quasiseparable matrices. In
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Section 4 we obtain the conditions in which an eigenvalue of a quasiseparable matrix
is simple and methods of computation of the eigenvectors when these conditions are
valid and non-valid.
2. Definitions and basic properties of quasiseparable matrices
2.1. Definitions
Let {ak}, k = 1, . . . , N be a set of numbers. For positive integers i, j define the
operation a×ij as follows: a
×
ij = ai−1 · · · aj+1 for N  i > j + 1  2, a×ij =
ai+1 · · · aj−1 for N  j > i + 1  2, a×k+1,k = a×k,k+1 = 1 for 1  k  N − 1.
We consider a class of matrices R for which lower triangular and upper triangular
parts have a special structure. Let R be a square matrix of size N × N with entries
in the lower triangular part of the form
Rij = pia×ij qj , 1  j < i  N,
where pi , qj , ak are given numbers. Then the matrix R is called lower order-one-
quasiseparable and the numbers pi (i = 2, . . . , N), qj (j = 1, . . . , N − 1), ak (k =
2, . . . , N − 1) are called lower generators of the matrix R.
Let R be a square matrix of size N × N with entries in the upper triangular part
of the form
Rij = gib×ij hj , 1  i < j  N,
where gi , hj , bk are given numbers. Then the matrix R is called upper order-one-
quasiseparable, and the numbers gi (i = 1, . . . , N − 1), hj (j = 2, . . . , N), bk (k =
2, . . . , N − 1) are called upper generators of the matrix R.
If a matrix R of size N × N is lower order-one-quasiseparable and upper order-
one-quasiseparable then it is called an order-one-quasiseparable. More precisely, an
order-one-quasiseparable matrix is a matrix of the form
Rij =

pia
×
ij qj , 1  j < i  N,
di, 1  i = j  N,
gib
×
ij hj , 1  i < j  N.
(2.1)
The elements pi (i = 2, . . . , N), qj (j = 1, . . . , N − 1), ak (k = 2, . . . , N − 1);
gi (i = 1, . . . , N − 1), hj (j = 2, . . . , N), bk (k = 2, . . . , N − 1); dk(k = 1, . . . , N)
are called generators of the matrix R.
The class of order-one-quasiseparable matrices is a generalization of two well-
known classes of structured matrices: tridiagonal matrices and diagonal plus semisep-
arable of order one matrices. If ak = bk = 1, 2  k  N − 1 then the matrix R is
diagonal plus semiseparable of order one. If ak = bk = 0, 2  k  N − 1 then R is
tridiagonal.
All statements below concern an order-one-quasiseparable matrix R with generat-
ors denoted by pi (i = 2, . . . , N), qj (j = 1, . . . , N − 1), ak (k = 2, . . . ,
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N − 1); gi (i = 1, . . . , N − 1), hj (j = 2, . . . , N), bk (k = 2, . . . , N − 1); dk(k =
1, . . . , N). This means that the entries of the matrix R have the form (2.1), where
a×ij = ai−1 · · · aj+1, N  i > j + 1  2, a×j+1,j = 1, j = 1, . . . , N − 1,
b×ij = bi+1 · · · bj−1, N  j > i + 1  2, b×i,i+1 = 1, i = 1, . . . , N − 1.
By the generators of the matrix R we define the vectors
Pk = col(pia×i,k−1)Ni=k, Hk = row(b×k−1,ihi)Ni=k, k = 2, . . . , N; (2.2)
Qk = row(a×k+1,iqi)ki=1, Gk = col(gib×i,k+1)ki=1, k = 1, . . . , N − 1.
(2.3)
which are used frequently in the paper.
Notice that for a given quasiseparable matrix generators are not unique. The ap-
propriate choice of generators could be important in particular applications since
it determines the numerical behavior of the corresponding algorithms. Examples
of making good numerical choices for generators can be found in [7,9,24,23]. The
analysis of all possible choices of generators for a given quasiseparable matrix will
be performed in our subsequent publication.
2.2. The basic properties of order-one-quasiseparable matrices
We present here some results obtained in [9] for order-one-quasiseparable
matrices. These results are used essentially in this paper.
Theorem 2.1. Let R be a quasiseparable of order one matrix R with generators
pi (i = 2, . . . , N), qj (j = 1, . . . , N − 1), ak (k = 2, . . . , N − 1); gi (i = 1, . . . ,
N − 1), hj (j = 2, . . . , N), bk (k = 2, . . . , N − 1); dk (k = 1, . . . , N). The matrix
R admits the partitions
R =
(
Ak GkHk+1
Pk+1Qk Bk+1
)
, k = 1, . . . , N − 1, (2.4)
where
Ak = R(1 : k, 1 : k), Bk = R(k : N, k : N), k = 1, . . . , N
and the elements Pk,Qk,Gk,Hk are defined by (2.2) and (2.3).
Next we consider some relations that follow directly from (2.4). Setting k =
N − 1 in (2.4) we obtain
R =
(
AN−1 GN−1hN
pNQN−1 dN
)
. (2.5)
Applying this formula to the matrix Ak we get
Ak =
(
Ak−1 Gk−1hk
pkQk−1 dk
)
, k = 1, . . . , N − 1. (2.6)
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Similarly setting in (2.4) k = 1 we obtain
R =
(
d1 g1H2
P2q1 B2
)
. (2.7)
Applying this formula to the matrix Bk we get
Bk =
(
dk gkHk+1
Pk+1qk Bk+1
)
, k = 1, . . . , N − 1. (2.8)
Substituting (2.6) in (2.4) and using the relations
Qk =
(
akQk−1 qk
)
, Gk =
(
Gk−1bk
gk
)
, k = 2, . . . , N − 1
we obtain the representations
R =
 Ak−1 Gk−1hk Gk−1bkHk+1pkQk−1 dk gkHk+1
Pk+1akQk−1 Pk+1qk Bk+1
 , k = 2, . . . , N − 1.
(2.9)
Theorem 2.2. Let Ak = R(1 : k, 1 : k), Bk = R(k : N, k : N), k = 1, . . . , N be
principal submatrices of the matrix R and let
γk = det Ak, θk = det Bk, k = 1, . . . , N
and
fk = Qk(adj Ak)Gk, k = 1, . . . , N − 1;
zk = Hk(adj Bk)Pk, k = N, . . . , 2, (2.10)
where the elements Qk,Gk, Pk,Hk are defined by (2.2) and (2.3). Then the following
recursive relations hold:
γ1 = d1, f1 = q1g1;
ck = dkakbk − qkpkbk − akhkgk,
fk = ckfk−1 + qkgkγk−1,
γk = dkγk−1 − pkhkfk−1, k = 2, . . . , N − 1;
γN = dNγN−1 − pNhNfN−1 (2.11)
and
θN = dN, zN = hNpN,
zk = ckzk+1 + θk+1hkpk,
θk = dkθk+1 − gkqkzk+1, k = N − 1, . . . , 2;
θ1 = d1θ2 − q1g1z2. (2.12)
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In the sequel we use also the vector VN−1 = (adj AN−1)GN−1, where AN−1 =
R(1 : N − 1, 1 : N − 1) and GN−1 is defined in (2.3). This vector may be expressed
explicitly via the numbers γk , fk .
Theorem 2.3. The vector VN−1 = (adj AN−1)GN−1 is given by the formula
VN−1 = col(viδ×i,N )N−1i=1 , (2.13)
where
v1 = g1, vi = giγi−1 − pifi−1bi, δi = dibi − gihi, i = 2, . . . , N − 1.
(2.14)
The proof may be found in the proof of Theorem 4.1 of [9].
3. The characteristic polynomial
3.1. Recursive relations
In this section we derive recursive relations for characteristic polynomials γk(λ) =
det(R(1 : k, 1 : k) − λI), θk(λ) = det(R(k : N, k : N) − λI) (k = 1, . . . , N) of
principal submatrices of a quasiseparable of order one matrix.
Theorem 3.1. Let γk(λ) = det(R(1 : k, 1 : k)−λI), θk(λ) = det(R(k : N, k : N) −
λI) (k = 1, . . . , N) be characteristic polynomials of the principal submatrices of the
matrix R.
Then the following recursive relations hold:
γ1(λ) = d1 − λ, f1(λ) = q1g1; (3.1)
γk(λ) = (dk − λ)γk−1(λ) − pkhkfk−1(λ), (3.2)
ck = dkakbk − qkpkbk − akhkgk, (3.3)
fk(λ) = (ck − akbkλ)fk−1(λ) + qkgkγk−1(λ), k = 2, . . . , N − 1; (3.4)
γN(λ) = (dN − λ)γN−1(λ) − pNhNfN−1(λ) (3.5)
and
θN(λ) = dN − λ, zN(λ) = hNpN, (3.6)
θk(λ) = (dk − λ)θk+1(λ) − gkqkzk+1(λ), (3.7)
zk(λ) = (ck − akbkλ)zk+1(λ) + θk+1(λ)hkpk, k = N − 1, . . . , 2; (3.8)
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θ1(λ) = (d1 − λ)θ2(λ) − q1g1z2(λ). (3.9)
Here fk(λ), zk(λ) are auxiliary polynomials.
Proof. The matrix R − λI is order-one-quasiseparable with the same generators
pi , qj , ak; gi , hj , bk as the matrix R and diagonal entries dk − λ. Substituting in
(2.11) dk − λ instead of dk we obtain (3.1)–(3.5). Similarly (3.6)–(3.9) follow from
(2.12). 
From the relations (3.1)–(3.5) one can derive easily the recursions for the derivat-
ives of the corresponding polynomials.
Corollary 3.2. In the conditions of Theorem 3.1 the derivatives of the polynomials
γk(λ), fk(λ) satisfy the recursive relations
γ ′1(λ) = −1, f ′1(λ) = 0; (3.10)
γ ′k(λ) = (dk − λ)γ ′k−1(λ) − γk−1(λ) − pkhkf ′k−1(λ), (3.11)
f ′k(λ) = (ck − akbkλ)f ′k−1(λ) − akbkfk−1(λ) + qkgkγ ′k−1(λ),
k = 2, . . . , N − 1; (3.12)
γ ′N(λ) = −γN−1(λ) − (dN − λ)γ ′N−1(λ) − pNhNf ′N−1(λ). (3.13)
The relations (3.1)–(3.5) and (3.10)–(3.13) yield a O(N) algorithm for evaluation of
characteristic polynomials of the principal submatrices of a quasiseparable matrix
and their derivatives. This algorithm may be used for a fast realization of the Newton
iteration method (for the Newton method see, for instance [21]).
Using the recursions (3.1)–(3.5) one can derive easily a O(N2) algorithm for the
computation of the coefficients of the characteristic polynomial of the matrix R. This
generalizes the corresponding algorithm for the simplest case of tridiagonal matrices.
In assumption that some generators of the matrix R are zeros or non-zeros the
recursive relations (3.1)–(3.5) may be given in a form more convenient for our next
purposes.
In the sequel to simplify the exposition we use the auxiliary expressions linear
in λ
dk(λ) = dk − λ, k = 1, . . . , N;
ck(λ) = (dk − λ)akbk − qkpkbk − hkgkak,
lk(λ) = (dk − λ)ak − qkpk,
δk(λ) = (dk − λ)bk − hkgk, k = 2, . . . , N − 1.
The expressions lk(λ), δk(λ) play an essential role in the main theorem below. One
can check easily that
dk(λ)ck(λ) = lk(λ)δk(λ) − qkpkhkgk. (3.14)
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Theorem 3.3. Let for some k ∈ {3, . . . , N − 1} the inequality pk−1hk−1 /= 0 hold.
Then the polynomials γj (λ) = det(R(1 : j, 1 : j) − λI) j = k − 2, k − 1, k satisfy
the three-term recurrence relation:
γk(λ) = ψk(λ)γk−1(λ) − ϕk(λ)γk−2(λ), (3.15)
where
ψk(λ) = dk − λ + pkhk
pk−1hk−1
ck−1(λ),
ϕk(λ) = pkhk
pk−1hk−1
lk−1(λ)δk−1(λ). (3.16)
Proof. Substituting k − 1 instead of k in (3.4) and (3.2) we obtain
fk−1(λ) = ck−1(λ)fk−2(λ) + qk−1gk−1γk−2(λ), (3.17)
γk−1(λ) = dk−1(λ)γk−2(λ) − pk−1hk−1fk−2(λ). (3.18)
The relation (3.18) implies
fk−2(λ) = 1
pk−1hk−1
[dk−1(λ)γk−2(λ) − γk−1(λ)]. (3.19)
Substituting (3.19) in (3.17) and taking into account (3.14) we obtain
fk−1(λ)= ck−1(λ)
pk−1hk−1
[dk−1(λ)γk−2(λ) − γk−1(λ)]qk−1gk−1γk−2(λ)
=− ck−1(λ)
pk−1hk−1
γk−1(λ) +
[
ck−1(λ)
pk−1hk−1
dk−1(λ) + gk−1hk−1
]
γk−2(λ)
=− ck−1(λ)
pk−1hk−1
γk−1(λ) + 1
pk−1hk−1
lk−1(λ)δk−1(λ)γk−2(λ).
Substitution of the last expression in (3.2) yields (3.15). 
Corollary 3.4. Let pihi /= 0 (i = 2, . . . , N − 1). Then the polynomials γk(λ) =
det(R(1 : k, 1 : k) − λI) (k = 1, . . . , N) satisfy the three-term recurrence relations:
γ1(λ) = d1 − λ, γ2(λ) = (d2 − λ)(d1 − λ) − p2q1g1h2; (3.20)
γk(λ) = ψk(λ)γk−1(λ) − ϕk(λ)γk−2(λ), k = 3, . . . , N, (3.21)
where
ψk(λ) = dk − λ + pkhk
pk−1hk−1
ck−1(λ), ϕk(λ) = pkhk
pk−1hk−1
lk−1(λ)δk−1(λ).
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Proof. The relations (3.20) directly follow from (3.1) and from (3.2) with k = 2. For
k = 3, . . . , N the relations (3.21) follow from Theorem 3.3. 
The latter corollary deals with general quasi-separable matrices. It generalizes
two well-known results. First, in the simplest tridiagonal case the corollary yields
classical three-term recurrence relations, (see, e.g., Example 2) of Section 4.2 for
details.
Secondly, in another interesting special case of matrices of the form R = D + S,
where D is a diagonal matrix and S is a matrix with a tridiagonal inverse, the latter
corollary (and also Theorem 3.1) yield recursions obtained recently in [12]. These
formulas correspond to (3.1)–(3.5) and (3.20) and (3.21) with particular generators:
ak = bk = 1, pk = hk, qk = gk, dk = xk + qkpk (all elements are real)
with some xk . Note however, that instead of the invertibility of S we deal here with
a weaker condition that S is a order-one-Green matrix. Furthermore, the case xk = 0
is analyzed in detail below (Example 3 in Section 4.2).
Next we combine the cases pkhk = 0 and pkhk /= 0. We use here the following
auxiliary relations.
Lemma 3.5. For any 2  s  k  N − 1 the polynomials fk(λ) defined in (3.1)–
(3.4) satisfy the relations
fk(λ) = (ck+1,s−1(λ))×fs−1(λ) +
k∑
j=s
(ck+1,j (λ))×qjgjγj−1(λ). (3.22)
Proof. The proof is by induction on k. For k = s by virtue of (3.4) we have
fk(λ) = fs(λ) = cs(λ)fs−1(λ) + qsgsγs−1(λ)
= (cs+1,s−1(λ))×fs−1(λ) + (cs+1,j (λ))×qsgsγs−1(λ),
which implies (3.22). Assume that (3.22) is valid for some k  s. By virtue of (3.4)
and the equality
ck+1(λ)(ck+1,s−1(λ))× = (ck+2,s−1(λ))×
we have
fk+1(λ) = ck+1(λ)fk(λ) + qk+1gk+1(λ)γk(λ)
= ck+1(λ)
(ck+1,s−1(λ))×fs−1(λ)+ k∑
j=s
(ck+1,j (λ))×qjgjγj−1(λ)

+ qk+1gk+1γk(λ)
= (ck+2,s−1(λ))×fs−1(λ)
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+
k∑
j=s
(ck+2,j (λ))×qjgjγj−1(λ) + (ck+2,k+1(λ))×qk+1gk+1γk(λ)
= (ck+2,s−1(λ))×fs−1(λ) +
k+1∑
j=s
(ck+2,j (λ))×qjgjγj−1(λ),
which completes the proof of the lemma. 
Theorem 3.6. Assume that for some 2  s < k − 1  N − 1, pshs /= 0,
ps+1hs+1 = · · · = pk−1hk−1 = 0. Then
γk(λ) = ψk,s(λ)γs(λ) − ϕk,s(λ)γs−1(λ), (3.23)
where
ψk,s(λ) = (dk+1,s(λ))× + pkhk
pshs
(ck,s−1(λ))×
−pkhk
k−1∑
j=s+1
(ck,j (λ))
×qjgj (dj,s(λ))×,
ϕk,s(λ) = pkhk
pshs
(ck,s(λ))
×ls(λ)δs(λ).
Proof. By virtue of Lemma 3.5 we have
fk(λ) = (ck,s−1(λ))×fs−1(λ)
+
k−1∑
j=s+1
(ck,j (λ))
×qjgjγj−1(λ) + (ck,s(λ))×qsgsγs−1(λ). (3.24)
As a direct consequence of (3.2) we get that if for some 1  i < j  N , pi+1hi+1 =
· · · = pjhj = 0 then
γj (λ) = (dj − λ) · · · (di+1 − λ)γi(λ). (3.25)
Hence it follows that
γj−1(λ) = γs(λ)(dj,s(λ))×, j = s + 1, . . . , k. (3.26)
Next by virtue of (3.2) we have
fs−1(λ) = 1
pshs
[(ds − λ)γs−1(λ) − γs(λ)]. (3.27)
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Substituting (3.27) and (3.26) in (3.24) we obtain
fk−1(λ) = (ck,s−1(λ))
×
pshs
(ds − λ)γs−1(λ) − (ck,s−1(λ))
×
pshs
γs(λ)
+
k−1∑
j=s+1
(ck,j (λ))
×qjgj (dj,s(λ))×γs(λ) + (ck,s(λ))×qsgsγs−1(λ).
From here using the equalities
(ck,s−1(λ))× = (ck,s(λ))×cs(λ), cs(λ)
pshs
(ds − λ) + qsgs = ls(λ)δs(λ)
pshs
we obtain
fk−1(λ) =
− (ck,s−1(λ))×
pshs
+
k−1∑
j=s+1
(ck,j (λ))
×qjgj (dj,s(λ))×
 γs(λ)
+ (ck,s(λ))
×
pshs
ls(λ)δs(λ)γs−1(λ). (3.28)
Next using (3.26) we get
(dk − λ)γk−1(λ) = (dk − λ)(dk,s(λ))×γs(λ) = (dk+1,s(λ))×γs(λ). (3.29)
Substituting (3.28) and (3.29) in (3.2) we obtain (3.23). 
3.2. The Sturm property
In this subsection we establish an analog of the well-known Sturm property for
the characteristic polynomials of principal leading submatrices of a Hermitian order-
one-quasiseparable matrix. This property yields information on the location of the
eigenvalues of quasiseparable matrices and is a basis for the bisection method (for
the bisection method see, for instance [21, p. 301]).
Theorem 3.7. Let R be a Hermitian order-one-quasiseparable matrix. Let γ0(λ) ≡
1 and γk(λ) = det(R(1 : k, 1 : k) − λI), k = 1, . . . , N be the characteristic polyno-
mials of the principal leading submatrices of the matrix R. Let ν(λ) be the number
of sign changes in the sequence
γN(λ), γN−1(λ), . . . , γ1(λ), γ0(λ) (3.30)
and let (α, β) be an interval on the real axis such that γN(α) /= 0, γN(β) /= 0. Then:
(1) ν(β)  ν(α);
(2) the difference ν(β) − ν(α) equals the number of eigenvalues of the matrix R in
the interval (α, β) counting each eigenvalue in accordance with its multiplicity.
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Proof. Let us show that if γN(λ0) /= 0 and γi(λ0) = 0 for some i, 1  i 
N − 1 then γi+1(λ0) = 0. If this is not the case then also γi+2(λ0) = 0, in the case
pi+1hi+1 /= 0 it follows from Theorem 3.3 and for pi+1hi+1 /= 0 from the equality
(3.2). Hence we may apply the Gundelfinger theorem (see, for instance [18, p. 298])
to the matrix R − βI and conclude that the number of negative eigenvalues of this
matrix or equivalently the number of eigenvalues of the matrix R which are less
than β, is equal to ν(β). Similarly we obtain that the number of eigenvalues of the
matrix R which are less than α is equal to ν(α) which completes the proof of the
theorem. 
4. Eigenvectors and multiplicities
In this section we study eigenvalues and eigenvectors of order-one-quasi-
separable matrices. We obtain the conditions in which an eigenvalue of a matrix
is simple and in which its multiplicity is greater than one. In both cases we derive
explicit formulas for the corresponding eigenvectors.
4.1. Simple eigenvalues
Theorem 4.1. Let R be an order-one-quasiseparable matrix with generators pi (i =
2, . . . , N), qj (j = 1, . . . , N − 1), ak (k = 2, . . . , N − 1); gi (i = 1, . . . , N − 1),
hj (j = 2, . . . , N), bk (k = 2, . . . , N − 1); dk (k = 1, . . . , N). Assume that λ = λ0
is an eigenvalue of the matrix R and
|d1 − λ0| + |q1| > 0, |d1 − λ0| + |g1| > 0; (4.1)
lk(λ0)=(dk − λ0)ak − pkqk /= 0,
δk(λ0)=(dk − λ0)bk − gkhk /= 0 (k = 2, . . . , N − 1), (4.2)
and
|dN − λ0| + |pN | > 0, |dN − λ0| + |hN | > 0. (4.3)
Then the eigenvalue λ0 has the geometric multiplicity one. Moreover the correspond-
ing to λ0 eigenvector v may be determined as follows:
(1) if p2h2 = · · · = pNhN = 0 then
v =
(
1
B2(λ0)−1y2
)
, (4.4)
where B2(λ0) = R(2 : N, 2 : N) − λ0I, y2 = −R(1, 2 : N) and θ2(λ0) =
det B2(λ0) /= 0;
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(2) if for some m, 2  m  N − 1 we have pmhm /= 0 and pm+1hm+1 = · · · =
pNhN = 0 then
v =
Am−1(λ0)−1xm1
Bm+1(λ0)−1ym
 , (4.5)
where Am−1(λ0) = R(1 : m − 1, 1 : m − 1) − λ0I, xm = −R(1 : m − 1, m),
Bm+1(λ0)=R(m+1 : N,m+1 : N)−λ0I, ym =Pm+1(am fm−1(λ0)γm−1(λ0) hm − qm),
Pm+1 = col(pka×km)Nk=m+1 and
γm−1(λ0) = det Am−1(λ0) /= 0, θm+1 = det Bm+1(λ0) /= 0;
(3) if pNhN /= 0 then
v =
(
AN−1(λ0)−1xN
1
)
, (4.6)
where AN−1(λ0) = R(1 : N − 1, 1 : N − 1) − λ0I, xN = −R(1 : N − 1, N)
and γN−1(λ0) = det AN−1(λ0) /= 0. Furthermore in this case the eigenvector
may be also determined by the values of the polynomials γk(λ), fk(λ) at the
point λ0 as follows:
v =
(−VN−1(λ0)hN
γN−1(λ0)
)
, (4.7)
where VN−1(λ0) = col(vi(λ0)δ×iN (λ0))N−1i=1 ,
v1(λ0) = g1, vi(λ0) = giγi−1(λ0) − pifi−1(λ0)bi, i = 1, . . . , N − 1.
Proof. We start proving the part (1). At first let us show that θ2(λ0) /= 0. By virtue
of (3.6) we have zN(λ0) = 0 and next by virtue of (3.8) we obtain zN−1(λ0) = · · · =
z2(λ0) = 0 and using (3.6)and (3.7) we obtain
θ2(λ0) = (dN − λ0) · · · (d2 − λ0).
By virtue of conditions (4.2) and (4.3) and equalities p2h2 = · · · = pNhN = 0 we
conclude that dj − λ0 /= 0, j = 2, . . . , N and hence θ2(λ0) /= 0.
Consider the partition of the matrix R − λ0I in the form
R − λ0I =
(
d1 − λ0I r ′2
r2 B2(λ0)
)
, (4.8)
where B2(λ0) = R(2 : N, 2 : N) − λ0I, r2 = R(2 : N, 1), r ′2 = R(1, 2 : N). Let v
be a corresponding to λ0 eigenvector. We represent this vector in the form v =(
α
v′
)
where v′ is a N − 1-dimensional vector and α is a scalar. From the equality
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(R − λ0)v = 0 using the representation (4.8) we obtain B2(λ0)v′ + αr2 = 0. This
means v′ = −B−12 (λ0)αr2, i.e. v = αv0, where v0 = α
(
1
B−12 (λ0)y2
)
. This implies
that the eigenvalue λ0 has the geometric multiplicity one. Taking α = 1 we obtain
(4.4).
(2) In the same way as in the proof of the part (1) we obtain
zN(λ0) = zN−1(λ0) = · · · = zm(λ0) = 0 (4.9)
and θm(λ0) /= 0.
By virtue of (3.25) and the fact that λ0 is an eigenvalue of the matrix R we have
(dN − λ0) · · · (dm+1 − λ0)γm(λ0) = γN(λ0) = 0. (4.10)
The equalities pm+1hm+1 = . . . = pNhN and the conditions (4.2) and (4.3) imply
dj − λ0 /= 0, j = m + 1, . . . , N and therefore from (4.10) we conclude that
γm(λ0) = 0. Let us prove that γm−1(λ0) /= 0. Assume that it is not true. We will
show that in this case the equalities
γ1(λ0) = γ2(λ0) = · · · = γm−1(λ0) = γm(λ0) = 0 (4.11)
hold. We have the following cases:
(a) m = 2. By the assumption we have γ1(λ0) = γ2(λ0) = 0 and hence (4.11)
follows.
(b)p2h2 = · · · = pm−1hm−1 = 0. By virtue of (3.25) we have
γj+1(λ) = (dj+1 − λ)γj (λ), j = m − 2, . . . , 1
and since by virtue of the conditions (4.2) the inequalities dj+1 − λ0 /= 0, j = m −
2, . . . , 1 hold, we obtain (4.11).
(c) pm−1hm−1 /= 0. Applying Theorem 3.3 we obtain
γm(λ) = ψm(λ)γm−1(λ) − ϕm(λ)γm−2(λ), (4.12)
where
ϕm(λ) = pmhm
pm−1hm−1
lm−1(λ)δm−1(λ).
Here pmhm = 0 by the condition, lm−1(λ0)δm−1(λ0) /= 0 by virtue of (4.11) and
hence ϕm(λ0) /= 0. Since γm(λ0) = γm−1(λ0) = 0 the equality (4.12) implies
γm−2(λ0) = 0.
(d) pshs /= 0, ps+1hs+1 = · · · = pm−1hm−1 for some s such that 2  s < m − 1.
By virtue of (3.25) we have
γj+1(λ) = (dj+1 − λ)γj (λ), j = s, . . . , m − 2
and since by virtue of the conditions (4.2), the inequalities dj+1 − λ0 /= 0, j = m −
2, . . . , 1 hold, we obtain
γs(λ0) = γs+1(λ0) = · · · = γm−1(λ0) = 0.
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Next apply Theorem 3.6. We have
γm(λ) = ψm,s(λ)γs(λ) − ϕm,s(λ)γs−1(λ), (4.13)
where
ϕm,s(λ) = pmhm
pshs
cm−1(λ) · · · cs+1(λ)ls(λ)δs(λ).
Here pmhm /= 0 by the condition, ls(λ0)δs(λ0) /= 0 by virtue of (4.2) and cj (λ0) /= 0
by virtue of (4.2) and the equality (3.14). Thus ϕm,s(λ0) /= 0 and since γm(λ0) =
0, γs(λ0) = 0 from (4.13) we conclude that γs−1(λ0) = 0.
In the cases (a) and (b) the proof of (4.11) is finished. In the case (c) we apply the
method described above to the polynomials γm−1(λ), γm−2(λ) and in the case (d)
we apply this method to the polynomials γs(λ), γs−1(λ). We go on in this way and
finally obtain (4.11).
Thus we have the equalities (4.11). Hence in particular follows that γ1(λ0) =
d1 − λ0 = 0 and by virtue of the condition (4.1) and the second equality in (3.1) we
have f1(λ0) = q1g1 /= 0. Let t be the minimal index such that ptht /= 0. It is clear
that t  k. Using (3.2) and (4.11) we obtain
γt (λ0) = (dt − λ0)γt−1(λ0) − pthtft−1(λ0) = −pthtft−1(λ0). (4.14)
By virtue of Lemma 3.5 and (4.11) we have
ft−1(λ0) = (ct,1(λ0))×f1(λ0) +
t−1∑
j=2
(ct,1(λ0))
×qjgjγj−1(λ0)
= ct−1(λ0) · · · c2(λ0)f1(λ0).
From the conditions (4.2) and the equalities (3.14) we obtain cj (λ0) /= 0, j =
2, . . . , t − 1 and hence ft−1(λ0) /= 0. But from (4.14) we conclude that γt (λ0) /= 0
which is a contradiction. Thus we have proved that γm−1(λ0) /= 0.
Applying the partition (2.9) with k = m to the matrix R − λ0I we get
R − λ0I =
 Am−1(λ0) Gm−1hm Gm−1bmHm+1pmQm−1 dm − λ0 gmHm+1
Pm+1amQm−1 Pm+1qm Bm+1(λ0)
 , (4.15)
where Am−1(λ0) = Am−1 − λ0I, Bm+1(λ0) = Bm+1 − λ0I and the elements Qm,
Gm, Pm,Hm are defined by (2.2) and (2.3). Moreover from (2.10) we obtain
Qm−1A−1m−1(λ0)Gm−1 =
fm−1(λ0)
γm−1(λ0)
, Hm+1B−1m+1(λ0)Pm+1 =
zm+1(λ0)
θm+1(λ0)
.
(4.16)
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Let v be a corresponding to λ0 eigenvector. We represent this vector in the form
v =
v′α
v′′
, where v′, v′′ are m − 1 and N − m-dimensional vectors and α is a scalar.
From the equality (R − λ0I )v = 0 using the representation (4.15) we obtain
Am−1(λ0)v′ + Gm−1(hmα + bmHm+1v′′) = 0,
Pm+1(amQm−1v′′ + qmα) + Bm+1(λ0)v′′ = 0. (4.17)
By virtue of invertibility of the matrices Am−1(λ0), Bm+1(λ0) we may rewrite (4.17)
in the form
v′ = −A−1m−1(λ0)Gm−1(hmα + bmHm+1v′′), (4.18)
v′′ = −B−1m+1(λ0)Pm+1(amQm−1v′ + qmα). (4.19)
Multiplying (4.19) by Hm+1 and using the second equality from (4.16) and the
equality zm = 0 from (4.9) we obtain Hm+1v′′ = 0. Substituting this in (4.18) we
obtain
v′ = −A−1m−1(λ0)Gm−1hmα = A−1m−1(λ0)xmα. (4.20)
Substituting (4.20) in (4.19) we obtain
v′′ = B−1m+1(λ0)Pm+1(amQm−1A−1m−1(λ0)Gm−1hm − qm)α
and using the first equality from (4.16) we conclude that
v′′ = B−1m+1(λ0)Pm+1
(
am
fm−1(λ0)
γm−1(λ0)
hm − qm
)
α = B−1m+1(λ0)ymα. (4.21)
Thus from (4.20) and (4.21) we conclude that v = αv0, where v0 =
α
A−1m−1(λ0)xm1
B−1m+1(λ0)ym

. This implies that the eigenvalue λ0 has the geometric multipli-
city one. Taking α = 1 we obtain (4.5).
(3) In the same way as in the proof of part (2) we show that γN−1(λ0) = 0. Next
for the matrix R − λ0I consider the partition
R − λ0I =
(
AN−1(λ0) rN−1
r ′N−1 dN − λ0
)
, (4.22)
where AN−1(λ0) = R(1 : N − 1, 1 : N − 1) − λ0I, rN−1 = R(1 : N − 1, N),
r ′N−1 = R(N, 1 : N − 1). Let v be an eigenvector corresponding to the eigenvalue
λ0. We represent this vector in the form v =
(
v′
α
)
, where v′ is a N − 1-dimensional
vector α is a scalar. Using (4.22) we obtain v′ = −αA−1N−1(λ0)rN−1 which implies
v = αv0, where v0 = α
(−A−1N−1(λ0)rN−1
1
)
. This implies that the eigenvalue λ0 has
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the geometric multiplicity one. Taking α = 1 we obtain (4.6). Next by virtue of
(2.5) we have xN = −R(1 : N − 1, 1 : N − 1) = −GN−1hN and moreover using
the formula
AN−1(λ0)−1 = 1
γN−1(λ0)
(adj AN−1(λ0))
we obtain
v = 1
γN−1(λ0)
(−VN−1(λ0)hN
γN−1(λ0)
)
,
where VN−1(λ0) = (adj AN−1(λ0))GN−1. Applying Theorem 2.3 to the matrix
R − λ0I and reducing the factor 1γN−1(λ0) we obtain the representation (4.7) for the
eigenvector. 
Remark. Using a fast algorithm suggested in [9] one can compute the eigenvector
given by the formulas (4.4)–(4.6) in O(N) arithmetic operations.
4.2. Examples
We consider some cases when the validity of the conditions of Theorem 4.1 is
guaranteed for any eigenvalue.
(1) The Hermitian order-one-quasiseparable matrix R with generators pi (i =
2, . . . , N), qj (j = 1, . . . , N − 1), ak (k = 2, . . . , N − 1); qi (i = 1, . . . , N − 1),
pj (j = 2, . . . , N), ak (k = 2, . . . , N − 1); dk (k = 1, . . . , N) satisfying the condi-
tions
pkqk /= pkqk, ak = ak, k = 2, . . . , N − 1.
In this case we have
lk(λ) = (dk − λ)ak − pkqk, δk(λ) = (dk − λ)ak − pkqk, k = 2, . . . , N − 1.
If λ is an eigenvalue of R then the number (λ − dk)ak is real and the numbers
pkqk , pkqk are pure imaginary. Hence it follows that condition (4.2) holds for any
eigenvalue of R.
Assume that q1 /= 0, pN /= 0. Then all the conditions of Theorem 4.1 hold and
since for a Hermitian matrix the geometric multiplicity of any eigenvalue is equal to
its algebraic multiplicity we conclude that all eigenvalues of the matrix R are simple.
(2) The irreducible tridiagonal matrix, i.e. the tridiagonal matrix with non-zero
entries on the lower and upper subdiagonals. In this case we have ak = bk = 0,
Rk+1,k = pk+1qk /= 0, Rk,k+1 = gkhk+1 /= 0 (k = 1, . . . , N − 1) and therefore
lk(λ) = −pkqk /= 0, δk(λ) = −gkhk /= 0, k = 2, . . . , N − 1
and hence the conditions of Theorem 4.1 hold for any λ.
22 Y. Eidelman et al. / Linear Algebra and its Applications 405 (2005) 1–40
Assume additionally that the conditions
di = di, i = 1, . . . , N; pi+1qi
gihi+1
> 0, i = 1, . . . , N − 1 (4.23)
are valid. Let D = diag(ρi)Ni=1 be a nonsingular diagonal matrix with the entries
ρ1 = 1, ρk =
√
pkqk−1
gk−1hk
ρk−1, k = 2, . . . , N (4.24)
and let Q = D−1RD. The matrix Q is a tridiagonal Hermitian matrix. Indeed the
entries of the matrix Q have the form
Qij =

ρ−1i+1pi+1qiρi, i = j + 1, j = 1, . . . , N − 1,
di, 1  i = j  N,
ρ−1i gihi+1ρi+1, j = i + 1, i = 1, . . . , N − 1,
0, |i − j | > 1.
The relations (4.24) imply
pi+1qiρ2i = gihi+1ρ2i+1, i = 1, . . . , N − 1, (4.25)
which means
ρ−1i+1pi+1qiρi = ρ−1i gihi+1ρi+1, i = 1, . . . , N − 1.
Thus from here and from Theorem 4.1 we obtain the known result that in conditions
(4.23) the tridiagonal matrix R is diagonalizable and its eigenvalues are real and
simple.
Now we apply Corollary 3.4 to the case of a tridiagonal matrix. We have
ck(λ) = 0, lk(λ) = −pkqk, δk(λ) = −gkhk,
and hence
ψk(λ) = dk − λ,
ϕk(λ) = pkhk
pk−1hk−1
pk−1qk−1gk−1hk−1 = pkqk−1gk−1hk.
Hence the recursions (3.20) and (3.21) one can write down in the form
γ0(λ) = 1, γ1(λ) = d1 − λ;
γk(λ) = (dk − λ)γk−1(λ) − (pkqk−1)(gk−1hk)γk−2(λ), k = 2, . . . , N.
Note that it is well known (see for instance [1, p. 121]) that in the case
dk = dk, k = 1, . . . , N; (pkqk−1)(gk−1hk) > 0, k = 2, . . . , N − 1
these recursions defines polynomials orthogonal with some weight on the real line.
(3) The invertible matrix with generators satisfying the conditions
ak /= 0, bk /= 0, dkak − pkqk = 0,
dkbk − gkhk = 0, k = 2, . . . , N − 1. (4.26)
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In this case we have
lk(λ) = −λak, δk(λ) = −λbk, k = 2, . . . , N − 1
and since by the assumption the zero is not the eigenvalue of R the condition (4.2)
holds for any eigenvalue of the matrix. Suppose also that pk+1qk /= 0, gkhk+1 /=
0(k = 1, . . . , N − 1). Then all the conditions of Theorem 4.1 hold for any eigen-
value of the matrix R.
Now as in the previous example assume that the conditions (4.23) are valid and
define the nonsingular diagonal matrix D = diag(ρi)Ni=1 via the relations (4.24). Let
us show that in this case as well as in the previous example the matrix Q = D−1RD
is a Hermitian matrix. Indeed the entries of the matrix Q have the form
Qij =

ρ−1i pia
×
ij qjρj , 1  j < i  N,
di, 1  i = j  N,
ρ−1i gib
×
ij hjρj , 1  i < j  N.
(4.27)
One should check that
pia
×
ij qjρ
2
j = gjb×jihjρ2i , 1  j < i  N. (4.28)
From the relations (4.25) it follows that
ρ2i
ρ2j
= ρ
2
i
ρ2i−1
· · · ρ
2
j+1
ρ2j
= piqi−1
gi−1hi
pi−1qi−2
gi−2hi−1
· · · pj+1qj
gjhj+1
,
which means
ρ2i
ρ2j
= pi
hi
qj
gj
p×ij q
×
ij
g×ij h
×
ij
, 1  j < i  N. (4.29)
By virtue of (4.26) and the assumption that the numbers dk are real we have
dk = pkqk
ak
= gkhk
bk
= gkhk
bk
, k = 2, . . . , N − 1. (4.30)
Hence it follows that
p×ij q
×
ij
g×ij h
×
ij
= a
×
ij
b×ij
, 1  j < i  N. (4.31)
Comparing (4.29) and (4.31) we obtain
ρ2i
ρ2j
= piqj
gjhi
a×ij
b×ij
, 1  j < i  N,
which is equivalent to (4.28). Thus we conclude that in the case under consideration
the matrix R is similar to a Hermitian matrix and hence R is diagonalizable and its
eigenvalues are real. Moreover by Theorem 4.1 the eigenvalues of R are simple.
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(4) The unitary Hessenberg matrix
RQ =

−ρ1ρ∗0 −ρ2µ1ρ∗0 −ρ3µ2µ1ρ∗0 · · · −ρN−1µN−2 . . . µ1ρ∗0 −ρNµN−1 . . . µ1ρ∗0
µ1 −ρ2ρ∗1 −ρ3µ2ρ∗1 · · · −ρN−1µN−2 . . . µ2ρ∗1 −ρNµN−1 . . . µ2ρ∗1
0 µ2 −ρ3ρ∗2 · · · −ρN−1µN−2 . . . µ3ρ∗2 −ρNµN−1 . . . µ3ρ∗2
.
.
.
.
.
. µ3
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. −ρN−1ρ∗N−2 −ρNµN−1ρ∗N−2
0 · · · · · · 0 µN−1 −ρNρ∗N−1

,
(4.32)
where µk > 0, |ρk|2 + µ2k = 1 (k = 1, . . . , N − 1), ρ0 = −1, |ρN | = 1. Such
matrices were studied by various authors, see for instance [14] where it was proved
that the matrix of the form (4.32) is unitary.
The matrix RQ may be treated as an order-one-quasiseparable matrix with gener-
ators dk = −ρkρ∗k−1, ak = 0, bk = µk−1, pi = 1, qj = µj , gi = −ρ∗i−1, hj =
µj−1ρj . In this case we have pkqk = µk , gkhk = −ρ∗k−1µk−1ρk and next
lk(λ) = −µk, δk(λ) = −(λ + ρkρ∗k−1)µk−1 + ρ∗k−1µk−1ρk = −λµk−1.
(k = 2, . . . , N − 1). From here since the matrix RQ is invertible we conclude that
the condition (4.2) holds for any eigenvalue of this matrix. The other conditions
of Theorem 4.1 are also valid for any eigenvalue of the matrix RQ. Since for a
unitary matrix the geometric multiplicity of any eigenvalue is equal to its algebraic
multiplicity Theorem 4.1 implies that all eigenvalues of the matrix RQ are simple.
Next consider the recursions (3.1)–(3.4). We have
γ1(λ) = ρ1 − λ, f1(λ) = µ1; (4.33)
γk(λ) = (−ρkρ∗k−1 − λ)γk−1(λ) − µk−1ρkfk−1(λ), (4.34)
fk(λ) = −µk−1µkfk−1(λ) − µkρ∗k−1γk−1(λ), k = 2, . . . , N − 1. (4.35)
To compare with some known results we consider the polynomials γ˜k(λ) = det(λI −
R(1 : k, 1 : k) instead of γk(λ) = det(R(1 : k, 1 : k) − λI), i.e. γ˜k(λ) = (−1)kγk(λ)
and set f˜k(λ) = (−1)k+1fk(λ). From the recursions (4.33)–(4.35) we obtain
γ˜0(λ) = 1, f˜0(λ) = 0; (4.36)
γ˜k(λ) = (λ + ρkρ∗k−1)γ˜k−1(λ) − µk−1ρkf˜k−1(λ), (4.37)
f˜k(λ) = µk−1µkf˜k−1(λ) − µkρ∗k−1γk−1(λ), k = 1, . . . , N − 1 (4.38)
(we set here µ0 = 0). Set
Gk(λ) = −ρ∗k γ˜k(λ) + µkf˜k(λ), k = 0, . . . , N − 1. (4.39)
Let us show that the polynomials γ˜k(λ),Gk(λ) satisfy the two-terms recurrence
relations
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G0(λ)
γ˜0(λ)
)
=
(
1
1
)
;(
Gk(λ)
γ˜k(λ)
)
=
(
1 −ρ∗k λ−ρk λ
)(
Gk−1(λ)
γ˜k−1(λ)
)
, k = 1, . . . , N − 1. (4.40)
These recursions define Szegö polynomials orthogonal with the corresponding weight
on the unit circle (see for instance [1, p. 176]) . From (4.37) and (4.39) we obtain
γ˜k(λ) = λγk−1(λ) − ρkGk−1(λ), k = 1, 2, . . . , N.
Next using (4.39), (4.37) and (4.38) and the equalities µ2k + |ρk|2 = 1 we obtain
Gk(λ) = −ρ∗k γ˜k(λ) + µkf˜k(λ)
= −ρ∗k (λ + ρkρ∗k−1)γ˜k−1(λ) + µk−1ρ∗k ρkf˜k−1(λ)
+µk(µk−1µkf˜k−1(λ) − µkρ∗k−1γk−1(λ))
= −ρ∗k λγ˜k−1(λ) − |ρk|2ρ∗k−1γk−1(λ) + µk−1|ρk|2f˜k−1(λ)
+µ2kµk−1f˜k−1(λ) − µ2kρ∗k−1f˜k−1(λ)
= −ρ∗k λγ˜k−1(λ) − ρ∗k−1γ˜k−1(λ) + µk−1f˜k−1(λ)
= −ρ∗k λγ˜k−1(λ) + Gk−1(λ)
(k = 1, . . . , N − 1) which completes the proof of (4.40). This result is also contained
in [14].
(5) The Toeplitz matrix
R =

d a a2 . . . an−1
b d a . . . an−2
b2 b d . . . an−3
...
...
...
.
.
.
...
bn−1 bn−2 bn−3 . . . d

with a /= 0,; b /= 0. This is an order-one-quasiseparable matrix with generators pi =
bi−1 (i = 2, . . . , N), qj = b1−j (j = 1, . . . , N − 1), ak = 1 (k = 2, . . . , N − 1);
gi = a1−i (i = 1, . . . , N − 1), hj = aj−1 (j = 2, . . . , N), bk = 1 (k = 2, . . . ,
N − 1); dk = d (k = 1, . . . , N). We have
lk(λ) = δk(λ) = d − λ − 1, k = 2, . . . , N − 1.
Assume that ab /= 1. Then (see [15]) the matrix
R − (d − 1)I =

1 a a2 . . . an−1
b 1 a . . . an−2
b2 b 1 . . . an−3
...
...
...
.
.
.
...
bn−1 bn−2 bn−3 . . . 1
 (4.41)
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is invertible, i.e. the number d − 1 is not an eigenvalue of the matrix R. Thus in this
case the conditions of Theorem 4.1 are valid for any eigenvalue of the matrix R.
Assume now that the number d is real and the number b/a¯ is real and positive. In
this case we have
pi+1qi
gihi+1
= b
ib1−i
a1−iai
= b
a¯
> 0, i = 1, . . . , N − 1
and hence the matrix R satisfies the conditions (4.23). Applying the formulas (4.24)
define the nonsingular diagonal matrix D = diag(ρi)Ni=1 with the entries
ρ1 = 1, ρk =
√
a
b¯
ρk−1 =
(
a
b¯
) k−1
2
, k = 2, . . . , N. (4.42)
Moreover we have
pkqk
ak
= gkhk
bk
= 1, k = 2, . . . , N − 1
and hence in the same way as in Example (3) we obtain that the matrix Q = D−1RD
is a Hermitian matrix. Furthermore using the formulas (4.27) and (4.42) we conclude
that Q is an order-one-quasiseparable matrix with generators pQi = (a¯b)(i−1)/2 (i =
2, . . . , N), qQj = (a¯b)(1−j)/2 (j = 1, . . . , N − 1), aQk = 1 (k = 2, . . . , N − 1);
g
Q
i = (b¯a)(1−i)/2 (i = 1, . . . , N − 1), hQj = (b¯a)(j−1)/2 (j = 2, . . . , N), bQk = 1
(k = 2, . . . , N − 1); dQk = d (k = 1, . . . , N). This implies that the matrix Q is a
Toeplitz Hermitian matrix. Hence it follows that in the case under consideration the
matrix R is diagonalizable and moreover from Theorem 4.1 we conclude that all
eigenvalues of the matrix R are simple.
The arguments mentioned above imply, in particular, that for a real d and for
ab > 0, ab /= 1 the Toeplitz matrix R is diagonalizible and its eigenvalues are simple.
Let us show that in the case ab < 0 the matrix R may have multiple eigenvalues. By
virtue of Theorem 4.1 this implies that the matrix R is not diagonalizable. As an
example we take the 3×3 matrix
R =
 d a a2b d a
b2 b d

with ab = −8. Checking directly or applying the formula (3.21) we obtain the char-
acteristic polynomial of this matrix
γ3(λ) = (d − λ)3 − (a2b2 + 2ab)(d − λ) + 2a2b2
= (d − λ)3 − 48(d − λ) + 128 = −(λ − d + 4)2(λ − d − 8).
It is clear that this polynomial has a multiple eigenvalue and then Theorem 4.1
implies that the matrix R is not diagonalizable.
Next we consider the case ab = 1. In this case the relations (3.20) and (3.21) have
the form
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γ1(λ) = d − λ, γ2(λ) = (d − λ)2 − 1 = (d − λ + 1)(d − λ − 1);
γk(λ) = 2(d − λ − 1)γk−1(λ) − (d − λ − 1)2γk−2(λ), k = 3, . . . , N.
From here one can derive easily by induction that
γk(λ) = (d − λ + k − 1)(d − λ − 1)k−1, k = 2, . . . , N.
Hence it follows that in this case the matrix R has the simple eigenvalue λ = d +
N − 1 and the multiple eigenvalue λ = d − 1. For λ = d + N − 1 the eigenvector
is determined by the relation (4.6). For λ = d − 1 we obtain directly from (4.41) the
eigenvectors
u1 =

1
−b
0
...
0
 , u2 =

0
1
−b
...
0
 , . . . , uN−1 =

0
0
...
1
−b
 .
Hence it follows that for ab = 1 the Toeplitz matrix R is diagonalizable.
4.3. Multiple eigenvalues
In this subsection we study the case when both the conditions (4.2) of Theorem
4.1 are non-valid.
Theorem 4.2. Let R be an order-one-quasiseparable matrix with generators pi (i =
2, . . . , N), qj (j = 1, . . . , N − 1), ak (k = 2, . . . , N − 1); gi (i = 1, . . . , N − 1),
hj (j = 2, . . . , N), bk (k = 2, . . . , N − 1); dk (k = 1, . . . , N) and let λ0 be a num-
ber such that for some m ∈ {2, . . . , N − 1},
lm(λ0) = (dm − λ0)am − pmqm = 0, δm(λ0) = (dm − λ0)bm − gmhm = 0
(4.43)
and
|pm| + |dm − λ0| + |gm| > 0, |qm| + |dm − λ0| + |hm| > 0. (4.44)
Then λ = λ0 is an eigenvalue of the matrix R if and only if at least one of the
subspaces
Ker
(
Am(λ0)
Qm
)
, Ker
(
Hm
Bm(λ0)
)
, (4.45)
where Am(λ0) = R(1 : m, 1 : m) − λ0I, Bm(λ0) = R(m + 1 : N,m + 1 : N) −
λ0I,Qm = row(a×m+1,kqk)mk=1, Hm = row(b×m−1,khk)Nk=m, is nontrivial. Moreover if
λ = λ0 is an eigenvalue of the matrix R then the vector x =
x1θ
x2
 , where x1, x2 are
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vectors of the sizes m − 1, N − m respectively, θ is a number, is an eigenvector of
the matrix R corresponding to the eigenvalue λ0 if and only if there exist numbers
θ1, θ2 such that θ1 + θ2 = θ and(
x1
θ1
)
∈ Ker
(
Am(λ0)
Qm
)
,
(
θ2
x2
)
∈ Ker
(
Hm
Bm(λ0)
)
. (4.46)
In the case of a Hermitian matrix any eigenvalue λ0 is real and hence we have
lm(λ0) = δ(λ0). This implies that the conditions (4.2) and (4.43) cover all possibil-
ities.
Proof. Assume that at least one of the subspaces (4.45) is nontrivial and the vectors(
x1
θ1
)
,
(
θ2
x2
)
satisfy the condition (4.46). Applying the representation (2.4) with k =
m and with k = m − 1 to the matrix Rλ0 = R − λ0I we obtain
Rλ0 =
(
Am(λ0) GmHm+1
Pm+1Qm Bm+1(λ0)
)
=
(
Am−1(λ0) Gm−1Hm
PmQm−1 Bm(λ0)
)
, (4.47)
where Am(λ0) = R(1 : m, 1 : m) − λ0I , Bm(λ0) = R(m + 1 : N,m + 1 : N) − λ0I
and the elements Qk , Gk , Pk , Hk are defined by (2.2). From (4.47) we obtain the
representations
Rλ0(:, 1 : m) =
(
Im 0
0 Pm+1
)(
Am(λ0)
Qm
)
, (4.48)
Rλ0(:, m : N) =
(
Gm−1 0
0 IN−m+1
)(
Hm
Bm(λ0)
)
. (4.49)
The condition (4.46) implies(
x1
θ1
)
∈ Ker(Rλ0(:, 1 : m)),
(
θ2
x2
)
∈ Ker(Rλ0(:, m : N)).
Hence it follows that the vectors
x1θ1
0
 and
 0θ2
x2
 belong to the kernel of the
matrix R − λ0I . This implies that λ = λ0 is an eigenvalue of the matrix R and
moreover the sum
x1θ1
0
+
 0θ2
x2
 =
x1θ
x2
, where θ = θ1 + θ2 is an eigenvector
of R corresponding to the eigenvalue λ = λ0.
Assume that λ0 is an eigenvalue of the matrix R and let
x1θ
x2
 be the correspond-
ing eigenvector. Using the representation (4.15) we obtain
Am−1(λ0)x1 + Gm−1hmθ + Gm−1bmHm+1x2 = 0,
pmQm−1x1 + (dm − λ0)θ + gmHm+1x2 = 0,
Pm+1amQm−1x1 + Pm+1qmθ + Bm+1(λ0)x2 = 0.
(4.50)
Y. Eidelman et al. / Linear Algebra and its Applications 405 (2005) 1–40 29
By the first inequality from (4.44) we obtain that at least one of the conditions |pm| +
|dm − λ0| > 0 or |gm| + |dm − λ0| > 0 holds. Assume that |pm| + |dm − λ0| /= 0.
The first equality from (4.43) implies
det
(
pm dm − λ0
am qm
)
= 0
and hence there exists a number α such that(
am qm
) = α (pm dm − λ0) . (4.51)
Multiplying the second equation in (4.50) by Pm+1α and subtracting the result from
the third equation we obtain the equivalent system
Am−1(λ0)x1 + Gm−1hmθ + Gm−1bmHm+1x2 = 0,
pmQm−1x1 + (dm − λ0)θ + gmHm+1x2 = 0,
−Pm+1αgmHm+1x2 + Bm+1(λ0)x2 = 0.
(4.52)
Notice that |pm| + |dm − λ0| > 0 implies |hm| + |dm − λ0| > 0, otherwise we get
dm − λ0 = 0, hence by virtue of (4.51) qm = 0 and therefore |qm| + |dm − λ0| +
|hm| = 0 contradicting the second inequality from (4.44). The second equality from
(4.43) implies
det
(
hm bm
dm − λ0 gm
)
= 0
and hence there exists a number β such that(
bm
gm
)
= β
(
hm
dm − λ0
)
. (4.53)
Set θ2 = −βHm+1x2, θ1 = θ − θ2. We should prove that
(
θ2
x2
)
∈ Ker
(
Hm
Bm(λ0)
)
.
Using the definition of θ2, the formula (4.53) and the representation Hm =(
hm bmHm+1
)
we get
Hm
(
θ2
x2
)
= hmθ2 + bmHm+1x2 = −hmβHm+1x2 + hmβHm+1x2 = 0
(4.54)
and
(dm − λ0)θ2 + gmHm+1x2
= −β(dm − λ0)Hm+1x2 + β(dm − λ0)Hm+1x2 = 0. (4.55)
Next by virtue of the third equation from (4.50) and the relations (4.51), (4.53) we
obtain
Pm+1qmθ2 + Bm+1(λ0)x2 = −Pm+1α(dm − λ0)βHm+1x2 + Bm+1(λ0)x2
= −Pm+1αgmHm+1x2 + Bm+1(λ0)x2 = 0
which completes the proof of the second inclusion from (4.46).
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Let us prove the first inclusion from (4.46). Using (4.54) and the first equation
from (4.50) we have
Am−1(λ0)x1 + Gm−1hmθ1 + Gm−1(hmθ2 + bmHm+1x2)
= Am−1(λ0)x1 + Gm−1hmθ1 = 0
and similarly from (4.55) and the second equation from (em.4) we conclude that
pmQm−1x1 + (dm − λ0)θ1 = 0.
Moreover from here using the representation Qm =
(
amQm−1 qm
)
and the
relation (4.51) we get
Qm
(
x1
θ1
)
= (am qm) (Qm−1x1
θ1
)
= α(pmQm−1x1 + (dm − λ0)θ1) = 0,
which completes the proof. 
Theorem 4.3. Let R be an order-one-quasiseparable matrix with generators pi (i =
2, . . . , N), qj (j = 1, . . . , N − 1), ak (k = 2, . . . , N − 1); gi (i = 1, . . . , N − 1),
hj (j = 2, . . . , N), bk (k = 2, . . . , N − 1); dk (k = 1, . . . , N) and let λ = λ0 be an
eigenvalue of the matrix R. Assume that the following conditions are valid:
|d1 − λ0| + |q1| > 0, |d1 − λ0| + |g1| > 0, (4.56)
|dN − λ0| + |pN | > 0, |dN − λ0| + |hN | > 0 (4.57)
for m = j1, j2, . . . , jk, j1, . . . , jk ∈ {2, . . . , N − 1} :
lm(λ0) = (dm − λ0)am − pmqm = 0, δm(λ0) = (dm − λ0)bm − gmhm = 0,
(4.58)
|pm| + |dm − λ0| + |gm| > 0, |qm| + |dm − λ0| + |hm| > 0 (4.59)
and for the other values of m ∈ {2, . . . , N − 1} :
lm(λ0) /= 0, δm(λ0) /= 0. (4.60)
Then the corresponding to λ0 linear independent eigenvectors ui of the matrix R are
given via the following algorithm:
(1) Set s = 0, θ = 1, j0 = 1; Set R(1) = R, i.e. define the quasiseparable matrix
R(1) via generators p(1)i (i = 2, . . . , N), q(1)j (j = 1, . . . , N − 1), a(1)k (k =
2, . . . , N − 1); g(1)i (i = 1, . . . , N − 1), h(1)j (j = 2, . . . , N), b(1)k (k = 2, . . . ,
N − 1); d(1)k (k = 1, . . . , N) which are equal to the corresponding generators
of the matrix R.
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(2) If θ = 0 stop.
(3) Set m = js+1 − js . Using the generators of the matrix R(s) compute by the
formulas (3.1)–(3.4) the values γ (s)m−1(λ0), f (s)m−1(λ0).
If
(d(s)m − λ0)γ (s)m−1(λ0) − p(s)m f (s)m−1(λ0)h(s)m = 0,
q(s)m γ
(s)
m−1(λ0) − a(s)m f (s)m−1(λ0)h(s)m = 0
compute the eigenvector us of the matrix R as follows. Define the matrix R˜(s)
of sizes m × m via generators: set
q˜
(s)
j = q(s)j , g˜(s)j = g(s)j , d˜(s)j = d(s)j , j = 1, . . . , m − 1,
p˜
(s)
i = p(s)i , h˜(s)i = h(s)i , a˜(s)j = a(s)i , b˜(s)j = b(s)i ,
i = 2, . . . , m − 1, h˜(s)m = h(s)m ,
and if |p(s)m | + |d(s)m − λ0| > 0 then set p˜(s)m = p(s)m , d˜(s)m = d(s)m , else set p˜(s)m =
a
(s)
m , d˜
(s)
m = q(s)m + λ0. Compute the eigenvector u˜s of the matrix R˜(s) using the
corresponding formula from Theorem 4.1. Set
us =
 0js−1u˜s
0N−js+1
 .
(4) Using the generators of the matrix R(s) compute by the formulas (3.6)–(3.8)
the values θ(s)m+1(λ0), z
(s)
m+1(λ0).
If
(d(s)m − λ0)θ(s)m−1(λ0) − g(s)m z(s)m+1(λ0)q(s)m = 0,
h(s)m θ
(s)
m+1(λ0) − q(s)m z(s)m+1(λ0)b(s)m = 0
then define the matrix R(s+1) of sizes N − js+1 + 1 × N − js+1 + 1 via
generators: set
q
(s+1)
1 = q(s)m , q(s+1)j = q(s)j+m−1, g(s+1)j = g(s)j+m−1,
d
(s+1)
j = d(s)j+m−1, j = 1, . . . , N − js+1,
p
(s+1)
i = p(s)i+m−1, h(s+1)i = h(s)i+m−1, a(s+1)i = a(s)i+m−1,
b
(s)
i = b(s)i+m−1, i = 2, . . . , N − js+1 + 1
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and if |g(s)m | + |d(s)m − λ0| > 0 then set g(s+1)1 = g(s)m , d(s+1)1 = d(s)m , else set
g
(s+1)
m = b(s)m , d(s+1)m = h(s)m + λ0;
else set θ = 0.
(5) s := s + 1;
(6) If s = k + 1 set θ = 0;
(7) Go to (2).
Proof. Take m = j1. By Theorem 4.2 each eigenvector of the matrix R correspond-
ing to the eigenvalue λ0 has the form
u =
(
u˜1
0N−m
)
+
(
0m−1
uˆ2
)
with
u˜1 ∈ Ker
(
Am(λ0)
Qm
)
, uˆ2 ∈ Ker
(
Hm
Bm(λ0)
)
,
where Am(λ0) = R(1 : m, 1 : m) − λ0I, Bm(λ0) = R(m + 1 : N,m + 1 : N) −
λ0I,Qm = row(a×m+1,kqk)mk=1, Hm = row(b×m−1,khk)Nk=m. Moreover by virtue of
(4.48), (4.49) the vectors
(
u˜1
0N−m
)
,
(
0m−1
uˆ2
)
belong to Ker(R − λ0)I . Notice that
such a nonzero vector u˜1 exists if and only if
Ker
(
Am(λ0)
Qm
)
= Ker
Am−1(λ0) Gm−1hmpmQm−1 dm − λ0
amQm−1 qm
 (4.61)
is a nontrivial subspace. Here we used the representation (2.6) for the matrix Am(λ0)
and the equality Qm =
(
amQm−1 qm
)
. Since by virtue of the first equality from
(4.58) we have
det
(
pm dm − λ0
am qm
)
= 0
this subspace is non-trivial if and only if
det
(
Am−1(λ0) Gm−1hm
pmQm−1 dm − λ0
)
= det
(
Am−1(λ0) Gm−1hm
amQm−1 qm
)
= 0.
Applying the formula (3.2) to these determinants we conclude that the subspace
(4.61) is non-trivial if and only if
(dm − λ0)γm−1(λ0) − pmfm−1(λ0)hm = qmγm−1(λ0) − amfm−1(λ0)hm = 0.
If the last holds we should consider two cases. The first one is |pm| + |dm − λ0| > 0.
In this case we have also |hm| + |dm − λ0| > 0, otherwise we have dm − λ0 = 0,
pm /= 0, from the second inequality from (4.59) we get qm /= 0 contradicting the first
equality from (4.58). Thus the matrix
Am = R(1 : m, 1 : m) =
(
Am−1 Gm−1hm
pmQm−1 dm
)
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and the number λ0 satisfy the conditions of Theorem 4.1. Hence it follows that the
number λ0 is an eigenvalue of the matrix Am of the geometric multiplicity one and
the corresponding eigenvector u˜1 is obtained by the corresponding formula from
Theorem 4.1. If |pm| + |dm − λ0| = 0 then we have dm − λ0 = 0, moreover by vir-
tue of the first inequality from (4.59) we get gm /= 0 and from the second equality
from (4.58) we obtain hm = 0 and thus from the second inequality from (4.59) we
get qm /= 0. Hence it follows that the matrix(
Am−1 Gm−1hm
pmQm−1 dm + λ0
)
and the number λ0 satisfy the conditions of Theorem 4.1. Therefore the number λ0 is
an eigenvalue of this matrix of the geometric multiplicity one and the corresponding
eigenvector u˜1 is obtained by the corresponding formula from Theorem 4.1.
Next a nonzero vector uˆ2 exists if and only if
Ker
(
Hm
Bm(λ0)
)
= Ker
 hm bmHm+1dm − λ0 gmHm+1
Pm+1qm Bm+1(λ0)
 (4.62)
is a nontrivial subspace. Here we used the representation (2.8) for the matrix Bm(λ0)
and the equality Hm =
(
hm bmHm+1
)
.
Since by virtue of the second equality from (4.58) we have
det
(
hm bm
dm − λ0 gm
)
= 0
this subspace is non-trivial if and only if
det
(
dm − λ0 gmHm+1
Pm+1qm Bm+1(λ0)
)
= det
(
hm bmHm+1
Pm+1qm Bm+1(λ0)
)
= 0.
Applying the formula (3.7) to these determinants we conclude that the subspace
(4.61) is non-trivial if and only if
(dm − λ0)θm+1(λ0) − gmzm+1(λ0)qm = hmθm+1(λ0) − bmzm+1(λ0)qm = 0.
(4.63)
If the last is valid we should consider two cases. The first one is |gm| + |dm − λ0| > 0.
In this case we have also |qm| + |dm − λ0| > 0, otherwise we have dm − λ0 = 0,
qm /= 0, from the second inequality from (4.59) we get hm /= 0 contradicting the
second equality from (4.58). Thus in this case we set
R(2) = Bm = R(m : N,m : N) =
(
dm gmHm+1
Pm+1qm Bm+1
)
.
If |gm| + |dm − λ0| = 0 then we have dm − λ0 = 0, moreover by virtue of the second
inequality from (4.59) we get gm /= 0 and from the second equality from (4.58) we
obtain hm = 0 and thus from the first inequality from (4.59) we get hm /= 0. In this
case we set
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R(2) =
(
hm + λ0 bmHm+1
Pm+1qm Bm+1
)
Next we apply the same procedure to the matrix R(2) and so on until we get that the
condition (4.63) is not valid or take m = k.
Since each of the eigenvectors us contains one in the position in which the previ-
ous vectors contain zero, it is clear that these vectors are linear independent. 
Remark. In the conditions of Theorem 4.3 the geometric multiplicity of the eigen-
value λ0 is less than or equal to k + 1.
The following theorem completes the results of Theorem 4.1 and Theorem 4.3 in
some additional assumptions.
Theorem 4.4. Let R be an order-one-quasiseparable matrix with generators pi (i =
2, . . . , N), qj (j = 1, . . . , N − 1), ak (k = 2, . . . , N − 1); gi (i = 1, . . . , N − 1),
hj (j = 2, . . . , N), bk (k = 2, . . . , N − 1); dk (k = 1, . . . , N) and assume that the
generators of R satisfy the following conditions:
di = di, i = 1, . . . , N; pi+1qi
gihi+1
> 0, i = 1, . . . , N − 1 (4.64)
ak /= 0, bk /= 0, pkqk
ak
= gkhk
bk
= gkhk
bk
, k = 2, . . . , N − 1. (4.65)
Let also λ0 be an eigenvalue of the matrix R. If
lk(λ0) = (λ0 − dk)ak + pkqk /= 0, k = 2, . . . , N − 1 (4.66)
then the eigenvalue λ0 is simple and the corresponding eigenvector is given by the
formula (4.6). If for m = j1, j2, . . . , jk, j1, . . . , jk ∈ {2, . . . , N − 1} :
lm(λ0) = (dm − λ0)am − pmqm = 0, (4.67)
and for the other values of m ∈ {2, . . . , N − 1}
lm(λ0) /= 0 (4.68)
then the multiplicity of λ0 is less than or equal to k + 1 and the corresponding
eigenvectors may be computed by the algorithm from Theorem 4.3.
Proof. In the same way as in Example (3) from Section 4.1 we show that the matrix
R is similar to a Hermitian matrix. Hence it follows that the matrix R is diagonaliz-
able. Moreover the condition (4.65) implies that for any λ,
δk(λ) = (λ − dk)bk + gkhk = bk
(
λ − dk + gkhk
bk
)
= bk
(
λ − dk + pkqk
ak
)
= bk
ak
lk(λ), k = 2, . . . , N − 1.
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Hence it follows that for any λ and for any k ∈ {2, . . . , N − 1}, lk(λ) = 0 if and only
if δk(λ) = 0. Therefore if the condition (4.66) holds then taking also into account that
by virtue of the condition (4.64) we have q1 /= 0, pN /= 0, hN /= 0 we conclude all
conditions of Theorem 4.1 are valid. Hence by Theorem 4.1 and by virtue of the
fact that the matrix R is diagonalizable we conclude that the eigenvalue λ0 is simple.
Moreover since we have pNhN /= 0 the corresponding eigenvector is given by the
formula (4.6). In the case when the conditions (4.67) and (4.68) are valid we have
lm(λ0) = δm(λ0) = 0
for m = j1, j2, . . . , jk, j1, . . . , jk ∈ {2, . . . , N − 1} and
lm(λ0) /= 0, δm(λ0) /= 0.
for the other values of m ∈ {2, . . . , N − 1}. Taking into account that by virtue of the
condition (4.64) we have qk /= 0, gk /= 0 (k = 1, . . . , N − 1), pk /= 0, hk /= 0 (k =
2, . . . , N) we conclude that all conditions of Theorem 4.3 are valid. Hence by The-
orem 4.3 and by virtue of the fact that the matrix R is diagonalizable we conclude
that the multiplicity of λ0 is less than or equal to k + 1 and the corresponding
eigenvectors may be computed by the algorithm from Theorem 4.3. 
Example. As an example of an order-one-quasiseparable matrix with a multiple
eigenvalue we consider the matrix
R =

α 1 1 a a a
1 2 1 a a a
1 1 1 a a a
a a a 1 1 1
a a a 1 2 1
a a a 1 1 β
 .
Here α, β, a /= 0 are the parameters. This matrix is order-one-quasiseparable with
generators p2 = p3 = 1, p4 = p5 = p6 = a; q1 = q2 = q3 = 1, q4 = q5 = a−1;
ak = 1, k = 2, . . . , 5; g1 = g2 = g3 = 1, g4 = q5 = a−1; h2 = h3 = 1, h4 = h5 =
h6 = a; ak = 1, k = 2, . . . , 5; bk = 1, k = 2, . . . , 5; d1 = α, d2 = 2, d3 = d4 = 1,
d5 = 2, d6 = β. Take λ0 = 0. We have l3(λ0) = δ3(λ0) = l4(λ0) = δ4(λ0) = 0. By
Theorem 4.2 we conclude that λ0 = 0 is an eigenvalue of the matrix R of multiplicity
three if
det
α 1 11 2 1
1 1 1
 = det [1 a
a 1
]
= det
1 1 11 2 1
1 1 β
 = 0,
i.e. if α = 1, β = 1, a = 1. In the case α = 1, β = 1, a /= 1 we obtain that the
multiplicity of λ0 = 0 equals two. In the same way one can obtain other cases when
the multiplicity of λ0 = 0 equals two and also the cases when this eigenvalue is
simple.
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4.4. An intermediate case
Next we consider an intermediate case when at least one of the conditions (4.2) of
Theorem 4.1 does not hold but another one may be valid or non-valid, i.e. for some
m ∈ {2, . . . , N − 1}, lm(λ0)δm(λ0) = 0. We assume for simplicity that dm − λ0 /=
0 which implies the conditions (4.44). We obtain here an analog of Theorem 4.2.
However we do not suggest here an algorithm for computation of the eigenvectors as
it was done in Theorem 4.3.
At first we show that in the case under consideration the value of the characteristic
polynomial of a matrix at the point λ0 may be expressed via the product of the
values at this point of the characteristic polynomial of the corresponding principal
submatrices.
Lemma 4.5. Let R be an order-one-quasiseparable matrix with generators pi (i =
2, . . . , N), qj (j = 1, . . . , N − 1), ak (k = 2, . . . , N − 1); gi (i = 1, . . . , N − 1),
hj (j = 2, . . . , N), bk (k = 2, . . . , N − 1); dk (k = 1, . . . , N) and let λ0 be a num-
ber such that for some m ∈ {2, . . . , N − 1}, lm(λ0)δm(λ0) = 0. Then the relation
det(R − λ0I ) = 1
dm − λ0 γm(λ0)θm(λ0), (4.69)
where γm(λ0) = det(R(1 : m, 1 : m) − λ0I ), θm(λ0) = det(R(m + 1 : N,m + 1 :
N) − λ0I ), holds.
Proof. Assume that lm(λ0) = 0, i.e.
det
(
pm dm − λ0
am qm
)
= 0.
Since dm − λ0 /= 0 there exists a number α such that(
am qm
) = α (pm dm − λ0) . (4.70)
By virtue of the partition (4.15) we have
det(R − λ0I ) = det
 Am−1(λ0) Gm−1hm Gm−1bmHm+1pmQm−1 dm − λ0 gmHm+1
Pm+1amQm−1 Pm+1qm Bm+1(λ0)
 ,
where Am−1(λ0) = R(1 : m − 1, 1 : m − 1) − λ0I , Bm+1(λ0) = R(1 : m + 1,
1 : m + 1) − λ0I . Multiplying the second row of this determinant by Pm+1α and
subtracting the result from the third row we obtain
det(R − λ0I ) = det
Am−1(λ0) Gm−1hm Gm−1bmHm+1pmQm−1 dm − λ0 gmHm+1
0 0 B˜m+1(λ0)
 ,
where B˜m+1(λ0) = Bm+1(λ0) − Pm+1αgmHm+1 which implies
det(R − λ0I ) = detAm(λ0) · detB˜m+1(λ0) = γm(λ0) · detB˜m+1(λ0). (4.71)
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Next consider the determinant
θm(λ0) = det
(
dm − λ0 gmHm+1
Pm+1qm Bm+1(λ0)
)
.
Multiplying the first row of this determinant by Pm+1α and subtracting the result
from the second row we obtain
θm(λ0) = det
(
dm − λ0 gmHm+1
0 B˜m+1(λ0)
)
= (dm − λ0) · detB˜m+1(λ0). (4.72)
Comparing (4.71) and (4.72) we obtain (4.69).
In the same way one can proceed in the case δm(λ0) = 0. 
Next we provide an analog of Theorem 4.2 for the eigenvectors of a matrix
satisfying for some m ∈ {2, . . . , N − 1} the condition lm(λ0)δm(λ0) = 0.
Theorem 4.6. Let R be an order-one-quasiseparable matrix with generators pi (i =
2, . . . , N), qj (j = 1, . . . , N − 1), ak (k = 2, . . . , N − 1); gi (i = 1, . . . , N − 1),
hj (j = 2, . . . , N), bk (k = 2, . . . , N − 1); dk (k = 1, . . . , N) and let λ0 be a num-
ber such that for some m ∈ {2, . . . , N − 1},
lm(λ0)δm(λ0) = 0. (4.73)
Then λ = λ0 is an eigenvalue of the matrix R if and only if
γm(λ0)θm(λ0) = 0, (4.74)
where γm(λ0) = det Am(λ0), θm(λ0) = det Bm(λ0) and Am(λ0) = R(1 : m, 1 : m) −
λ0I, Bm(λ0) = R(m + 1 : N,m + 1 : N) − λ0I. Moreover if λ = λ0 is an eigen-
value of the matrix R and lm(λ0) = 0 then the vector x =
x1θ
x2
 , where x1, x2 are
vectors of the sizes m − 1, N − m respectively, θ is a number, is an eigenvector of
the matrix R corresponding to the eigenvalue λ0 if and only if there exist numbers
θ1, θ2 such that θ1 + θ2 = θ and
Bm(λ0)
(
θ2
x2
)
= 0, Am(λ0)
(
x1
θ1
)
= −
(
Gm−1
0
)
δm(λ0)
dm − λ0 (Hm+1x2).
(4.75)
Furthermore if λ = λ0 is an eigenvalue of R and δm(λ0) = 0 then the vector x is an
eigenvector of the matrix R corresponding to the eigenvalue λ0 if and only if there
exist numbers θ1, θ2 such that θ1 + θ2 = θ and
Am(λ0)
(
x1
θ1
)
= 0, Bm(λ0)
(
θ2
x2
)
= −
(
0
Pm+1
)
lm(λ0)
dm − λ0 (Qm−1x1).
(4.76)
Here the vectors Pk,Qk,Gk,Hk are defined via (2.2), (2.3).
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Unfortunately we have no simple criteria or an algorithm at our disposal for solv-
ing (4.75) and (4.76) with singular matrices and non-zero right hand parts. In the
additional assumption that |lm(λ0)| + |δm(λ0)| > 0 implies |γm(λ0)| + |δm(λ0| > 0
we obtain in Eqs. (4.75) and (4.76) either invertible matrices or zero right-hand
parts. In this case one can obtain an algorithm similar to one from Theorem 4.3
but essentially more laborious.
Proof. From Lemma 4.5 we conclude that λ = λ0 is an eigenvalue of the matrix R
if and only if (4.74) holds.
Assume that λ0 is an eigenvalue of R. Let lm(λ0) = 0 and let the vectors
(
x1
θ1
)
,(
θ2
x2
)
satisfy the condition (4.75). Using the representations
Am(λ0) =
(
Am−1(λ0) Gm−1hm
pmQm−1 dm − λ0
)
, Bm(λ0) =
(
dm − λ0 gmHm+1
Pm+1qm Bm+1(λ0)
)
we obtain
Am−1(λ0)x1 + Gm−1hmθ1 + Gm−1 δm(λ0)
dm − λ0 Hm+1x2 = 0, (4.77)
pmQm−1x1 + (dm − λ0)θ1 = 0, (4.78)
(dm − λ0)θ2 + gmHm+1x2 = 0, (4.79)
Pm+1qmθ2 + Bm+1(λ0)x2 = 0. (4.80)
From (4.79) we get θ2 = − 1dm−λ0 gmHm+1x2 and the substitution to (4.77) yields
Am−1(λ0)x1 + Gm−1hm(θ1 + θ2)
+Gm−1
(
− gmhm
dm − λ0 +
δm(λ0)
dm − λ0
)
Hm+1x2 = 0.
From here using the equality δm(λ0) = bm(dm − λ0) + gmhm and setting θ = θ1 +
θ2 we obtain
Am−1(λ0)x1 + Gm−1hmθ + Gm−1bmHm+1x2 = 0. (4.81)
Moreover from (4.78) and (4.79) it follows that
pmQm−1x1 + (dm − λ0)θ + gmHm+1x2 = 0. (4.82)
Next using the relations (4.78) and (4.70) we obtain
amQm−1x1 + qmθ1 = 0
which implies
PmamQm−1x1 + Pmqmθ1 = 0.
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The last equality together with (4.80) yields
PmamQm−1x1 + (dm − λ0)θ + gmHm+1x2 = 0. (4.83)
From (4.81)–(4.83) we conclude that the vector x =
x1θ
x2
 belongs to
Ker(R − λ0I ).
Now assume that lm(λ0) = 0 and the vector x =
x1θ
x2
, where x1, x2 are vectors
of the sizes m − 1, N − m respectively, θ is a number, is an eigenvector of the matrix
R corresponding to the eigenvalue λ0. In the same way as in the proof of Theorem
4.2 we obtain that the components of the vector x satisfy the system (4.52). Moreover
the number α in the third equation from (4.52) is defined via the relation (4.70) which
implies α = qm/(dm − λ0). Set
θ2 = −(gmHm+1x2)/(dm − λ0). (4.84)
We obtain
Bm(λ0)
(
θ2
x2
)
=
(
dm − λ0 gmHm+1
Pm+1Qm Bm+1(λ0)
)(
θ2
x2
)
= 0.
Furthermore setting θ1 = θ − θ2 and using the first and the second equation from
(4.52) and the equality (4.84) we get{
Am−1(λ0)x1 + Gm−1hmθ1 + Gm−1
(
− hmgm
dm−λ0 + bm
)
Hm+1x2 = 0,
pmQm−1x1 + (dm − λ0)θ1 = 0.
Hence it follows that(
Am−1(λ0) Gm−1hm
pmQm−1 dm − λ0
)(
x1
θ1
)
= −
(
Gm−1 δm(λ0)dm−λ0 (Hm+1x2)
0
)
which completes the proof of (4.75).
In the case δm(λ0) = 0 one can proceed in the same way. 
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