The purpose of the current paper is twofold: to some extent it is intended as a review of the recent optimal result in [4] concerning the unique continuation property of solutions to the two-dimensional Zakharov-Kuznetsov equation. On the other hand, the main core of the work is devoted to providing an alternative proof of the aforementioned result. The importance of this original contribution relies on the fact that, unlike the approach used in [4], the strategy adopted here is not sensitive of the two dimensional setting of the problem and therefore could be adapted to higher dimensional Zakharov-Kuznetsov equations for which, as far as we know, a proof of an analogous optimal unique continuation principle is still missing. For sake of clearness we focus here on the 2D case only, the higher dimensional analysis will be discussed somewhere else.
Introduction
This paper is concerned with the study of unique continuation properties of solutions to the Zakharov-Kuznetsov (ZK) equation
result available in the literature was obtained independently by Molinet and Pilod [13] and Grünrock and Herr [8] for initial data in H s (R 2 ), s > 1 2 . Then the global theory follows by standard arguments based on L 2 and H 1 conservation laws. We refer to [6, 10, 12, 11] and references therein for other results of this type and several additional remarks concerning with properties of this equation.
In this work we are mainly interested in the unique continuation setting of problems linked to the equation. At this regard we should mention the recent work [4] . The main achievement in [4] has been to obtain sharp sufficient conditions on the (spatial) decay of the difference of two solutions of (1) at two different times which guarantee that both solutions coincide. More precisely in [4] the following theorem is proved.
Theorem 1.
Suppose that for some small ε > 0
are solutions of (1) . Then there exists a universal constant a 0 > 0 such that if for some a > a 0 u 1 (0) − u 2 (0),
then u 1 = u 2 .
The exponential decay in condition (2) can be seen as a reflection of the asymptotic behavior of the fundamental solution to the associated linear operator ∂ t + ∂ 3 x + ∂ x ∂ 2 y , that is evidently given by the formula G(t, x, y) = θ(t)F −1 [e it(ξ 3 +ξη 2 ) ] = θ(t) t 2/3 S x t 1/3 , y t 1/3 , where S(x, y) = 1 2π F −1 [e i(ξ 3 +ξη 2 ) ], F −1 denotes the inverse Fourier transform in R 2 , ξ and η are the variables in the frequency space corresponding to the space variables x and y respectively and θ is the Heaviside function. Indeed in [7] it has been proved that S displays an exponential decay just in the x variable and more precisely it satisfies the estimate |D ν S(x, y)| ≤ c(1 + | y|) −m e −cx 3/2 + x + := max{x; 0}, y ∈ R, for some constant c > 0 and for any integer m ≥ 0 and multi-index ν.
Encouraged by this fact, in [4] the authors also show that the decay rate in Theorem 1 is optimal.
The proof of Theorem 1 follows the scheme developed in [5] for the KdV equation and is based upon the comparison of two types of estimates, a lower bound, which comes as a consequence of a Carleman estimate for suitable compactly supported functions and that represents the most involved part of the proof, and an upper bound for the L 2 -norm of the solution and its spatial derivatives up to order two, which exploits the exponential decay assumed in (2) for the data.
The main obstacles that arose in trying to adapt the approach used for this one dimensional model, that is the KdV equation, to its higher dimensional generalization represented by the ZK equation, were basically due to the non symmetric form of this model in the two spatial variables x, y.
In order to overcome this difficulty the authors took advantage of the remarkable observation in [8] in which it was pointed out that after a suitable rotation of the set of coordinates, namely introducing the following change of variables
with µ = 4 −1/3 and λ = √ 3µ, one is given with a symmetrized version of the ZK equation (1) . More precisely, defining u(x ′ , y ′ ) = u(x, y), it is a simple computation to show that
Thus one is led to consider the following equation
instead of (1). The main advantages of equation (4) over the classical form of (1) are the aforementioned symmetric dependance upon x and y and the fact that the new equation comes with a dispersive part of KdV-type for both the spatial variables. These facts suggest that the expected optimal exponential decay rate to get uniqueness for equation (4) should be symmetric in x and y and with as exponent the one inherited from the asymptotic decay of the Airy function, i.e. 3/2. This claim found support and confirmation in [4] where the following unique continuation principle was obtained for the symmetric ZK equation (4).
Theorem 2.
are solutions of (4) . Then there exists a universal constant a 0 > 0 such that if for some a > a 0
Observe that an alternative to the decay rate assumed in (5) , that is still symmetric in x and y and that enjoys the same 3/2-homogeneity, would have been requiring
Nevertheless one realizes that this choice does not work as well as (5) . In order to see that, first we stress that, even if Theorem 2 is of its independent interest, the original purpose in [4] was to pass through the proof of Theorem 2 only as an intermediate step to get Theorem 1. In other words, the final goal in [4] was to deduce Theorem 1 from Theorem 2 once one gets back to the original variables. In particular this requires that hypothesis (5) (or alternatively (6) "translates" well to (2) after the inverse change of variables. It is precisely at this stage that the alternative assumption (6) fails to work. In order to see that we define
Coming back to the starting set of coordinates, namely using (3), we have
with ϕ(x) := |x|. Clearly one observes that the form of ϕ is consistent with the exponential decay (only in x) contained in assumption (2) of Theorem 1. On the contrary, defining
it is easy to see that ψ is almost invariant under the change of variable (3), more precisely
from this one realizes that there is no chance to get from the alternative choice (6) the corresponding desired and optimal decay in (2) . In this respect we should mention that Theorem 1 improved the following previous result contained in [2] .
Theorem 3.
are solutions of (1) . Then there exists a universal constant a 0 > 0 such that if for some a > a 0
From assumption (7) it is clear that it is precisely this result the one that we would have obtained proving Theorem 2 for the symmetric ZK equation (4) with the alternative hypothesis (6) and then coming back to the original equation (1) with the inverse change of variables. In other words, the authors in [2] guessed the right 3/2-homogeneity of the optimal decay rate, but they missed the correct form of the exponential weight.
In passing we stress that avoiding to assume exponential decay of the data in the y variable (see condition (2) produced new highly non trivial technical difficulties in the proof of Theorem 1 compared to Theorem 3. One of the main difficulty arises in the use of the general Carleman estimate to obtaining the mentioned lower bound for our solution of (1). As expected if one wants to apply such a lower bound to prove a unique continuation property, this requires the introduction of suitable cut-off functions whose supports have to be "related" to the sublevel sets of the exponent-functions in the decay assumptions for the data (respectively ϕ(x) = |x| in Theorem 1 and ψ(x, y) = x 2 + y 2 in Theorem 3). Now, it should appear clear that due to the unboundedness in R 2 of the sublevel set associated to ϕ, in contrast with the ball-type set associated to ψ, a more careful analysis is needed in this case in order to meaningfully apply the Carleman estimate valid for compactly supported functions only. At this proposal, for sake of clearness we will take advantage of the Appendix in this manuscript to fix a small glitch we found in [4] although this is not affecting sensitively the proof of the main result there.
Recently there has been a growing interest in studying higher dimensional Zakharov-Kuznetsov equations. In particular a strong impetus has been given to the investigation from diverse perspectives of the (1 + 3)-dimensional ZK which has the following form
where ∆ is the three dimensional spacial Laplace operator. Among the different aspects in the study, the proof of a unique continuation principles for such an evolution equation has consistently attracted the community. As far as we know the most up-to-date result in this direction is contained in [3] and is stated as follows:
Theorem 4. Suppose for some small ε > 0
are solutions to (8) . Then there exists a universal constant a 0 > 0, such that if for some a > a 0
As one can immediately notice, Theorem 4 is the natural generalization of Theorem 3 (compare (9) with (7)) and, as Theorem 3 itself, cannot be optimal due to the symmetric assumption (9) that does not reflect the non symmetric form of equation (8). This means that for this three dimensional model a proof of a unique continuation principle with sharp decay assumptions on the data is still missing. We also stress that the change of coordinates (3) introduced in [4] which led to the optimal result in the two dimensional setting does not generalize to the 3D case. This motivates us in trying to re-prove Theorem 1 avoiding the change of variables which deviated the study to the symmetric ZK equation (4) and working, instead, on the original ZK equation (1) itself. This alternative proof represents the main part of these notes and is contained in the next section. For sake of clearness we will focus here on the 2D case only, the higher dimensional generalization of the proof provided here will appear somewhere else.
Proof of Theorem 1
This section is concerned with the proof of Theorem 1. As customarily in proving unique continuation results, this will follow as a consequence of a comparison between suitable lower and upper bounds for the difference v := u 1 − u 2 of two solutions u 1 , u 2 of (1). Working with the difference v addresses the problem of proving uniqueness for the equation (1) into the problem of proving the triviality of the solution to the corresponding equation associated to v, namely
Actually for our analysis we consider a more general problem than (10) , that is
for suitable a 0 , a 1 . Clearly (10) is a particular case of (11) setting a 0 = ∂ x u 2 and
We start introducing explicitly the quantity that we aim at estimating from below and from above, namely
where
The statements of the lower and upper bound are contained in the following two theorems.
Theorem 5 (Lower bound). Let
Let δ > 0, r ∈ (0, 1/2) and Q := {(x, y, t) :
Then there exist positive constants R 0 , c 0 ,
) be a solution of (11) whose coefficients a 0 and
Then there exist positive constants c and R 0 , such that if for some a > 0
holds true for R ≥ R 0 .
Before proving Theorem 5 and Theorem 6 we show how Theorem 1 follows easily as a consequence of these two deep results.
Proof. (of Theorem 1) We argue by contradiction. Suppose that v := u 1 − u 2 0. Then we can assume, after a possible translation, dilation and multiplication by a constant, that v satisfies the hypotheses of Theorem 5. Moreover, it can be easily seen (see [4] for details) that fixing a 0 = ∂ x u 2 and
and so the hypotheses of Theorem 6 are satisfied too. Thus, combining (13) and (14), one has for sufficiently large R
Finally, assuming a > a 0 := 18 3/2 c 1 and taking the limit as R tends to infinity, we get a contradiction. Therefore v = 0 and Theorem 1 is proved.
Lower bound: Proof of Theorem 5
The starting point in the proof of the lower bound in Theorem 5 is a Carleman estimate for the operator
. At this proposal we take advantage of the corresponding Carleman estimate for the leading part of P, namely ∂ t + ∂ 3 x + ∂ x ∂ 2 y , already proved in [2] . We restate here the result for the reader convenience. 
Then there
. From estimate (15) the corresponding inequality for the full operator P is readily given. Indeed, adding and subtracting the lower order terms and using the Hölder inequality one has
Observe that under the hypothesis α ≥ CR
3/2
, the ratios α 3/2 /R 2 and α 5/2 /R 3 grow as a positive fractional power of R, as a consequence, as soon as R is taken sufficiently large, the last two terms on the right-hand side can be absorbed into the corresponding terms in the left-hand side giving the desired estimate. Summing up, we have proved the following result:
Then there exist constants c > 0
. Now we are in position to prove the lower bound in Theorem 5.
Proof (of Theorem 5). Let us introduce the function
where v satisfies (11).
It is easy to see that g satisfies
and
First we show that g as defined in (18) satisfies the hypotheses of Lemma 2.
• if (x, y) belongs to R 2 \ {(x, y) : |x| ≤ R ∧ |y| ≤ 2 + ε} we are outside the support of θ R,ε and then g = 0.
• if (x, y) belongs to {(x, y) : |x| < R ∧ |y| This guarantees that g is compactly supported. Now we observe that g is supported in {(x, y, t) : | Applying Carleman estimate (17) of Lemma 2 to g and using (19) gives
Now we comment further on the terms involving F 1 and F 2 . As regards with F 1 , one observes that all the terms in F 1 contain derivatives of θ R,ε , from the definition of θ R,ε this implies that F 1 is supported in the set Q R,ε × [0, 1], where Q R,ε is a "anulus"-type domain defined as follows:
It is not difficult to show that in Q R,ε × [0, 1] one has φ(x, y, t) ≤ 20. In order to see that observe that if (x, y) ∈ Q R,ε then x 2 + y 2 ≤ √ 2R. As a consequence, using the trivial inequality 2ab ≤ a 2 + b 2 , one has
With respect to F 2 , since the derivatives of µ appear, F 2 is supported in {(x, y, t) :
Moreover, since we are still in the support of θ R,ε , in particular x 2 + y 2 ≤ √ 2R. From this, it follows that φ(x, y, t) ≤ 6, indeed
Using the last remarks, from inequality (20) one gets
where we have defined
Observe that in Q := {(x, y, t) :
Indeed if x 2 + y 2 ≤ 1 and R is sufficiently large, then θ R,ε = 1. Moreover, in Q it also holds true that µ( x R + ϕ(t)) = 1. Indeed, using that φ(t) = 2 √ 2 in [r, 1 − r] and the trivial inequality a + b ≤ √ 2 √ a 2 + b 2 with a, b ≥ 0, if R is sufficiently large, say R ≥ 4, one has
Then | R + ϕ(t)) = 1. Using that g = v in Q we obtain the following chain of inequalities:
where in the last inequality we have used that in Q one has φ ≥ 6 which follows reasoning as in (22). Using (21) and (23), the assumption ||v|| L 2 (Q) > δ and dividing by e 6α one gets
Taking α = C R 3/2 with C as in Lemma 2 we obtain
Now if we take R large enough, the second term on the right-hand side can be absorbed into the left hand side. More precisely there exists R 0 ≥ R 0 such that for R ≥ R 0 the following lower bound
holds true. Now we write
R,ε , where Q It is easy to show that the measure of Q
R,ε tends to zero as ε goes to zero and that
where Q R := {(x, y) : R − 1 ≤ |x| ≤ R ∧ |y| ≤ 2}. It follows from the previous facts that, using the dominated convergence theorem, in the limit ε → 0 one has A R,ε (v) → A R (v), with A R (v) defined as in (12) . Therefore, passing to the limit ε → 0 in (24), gives
which is the desired lower bound.
Upper bound: Proof of Theorem 6
This section is concerned with the proof of the upper bound in Theorem 6. The starting point is providing the following persistence-decay result, which, as we shall see, will come as consequence of boundedness properties for the inverse of the operator
, with small norms in these spaces.
Then there exists c > 0 independent of the set K such that for λ ≥ 1 the following estimate
holds true. Here J is defined in the Fourier space as F (Jg) :
The previous result follows as a consequence of preliminary estimates involving only the leading part of the operator P, namely ∂ t + ∂ 3 x + ∂ x ∂ 2 y . These are contained in the following lemma.
Lemma 4. Let w be as in Lemma 3 and let
2. There exists c > 0, independent of K, such that for λ ≥ 1,
where L denotes any operator in the set {∂ x , ∂ y , ∂ 2 x , ∂ xy , ∂ 2 y }. Before sketching the proof of Lemma 4 we want to show how to get Lemma 3 once Lemma 4 is available.
Proof (of Lemma 3). From estimate (26), using the immediate estimates
, adding and subtracting the lower order part of the operator P and making also used of the Hölder inequality, one has
. (28) Similarly, from (27) one gets
Summing the two previous estimates together we obtain
Finally, estimate (25) follows absorbing the last two term in the right-hand side of the previous inequality into the corresponding terms in the left-hand side making use of the smallness of the norms of a 0 and a 1 in the corresponding spaces.
Now we shall comment on the proof of Lemma 4. This result is related to the following lemma proved in [2] (Theorem 1.2 there) . 
2. There exists c > 0, independent of K, such that for β ≥ 1 and λ ≥ 7β
where L denotes any operator in the set {∂ x , ∂ y , ∂ 2 x , ∂ xy , ∂ 2 y }. The conditions about β in the previous result seem to exclude the case β = 0 which corresponds to the estimates in Lemma 4 we aim at proving. Nevertheless a closer look into the proof of Lemma 5 in [2] shows that the restrictions on β are needed only in order to deal with some technical difficulties which arise once one works with the full operator e λ |x | e β |y | (∂ t + ∂ 3
x + ∂ y ∂ 2 x ). On the contrary, if one is interested just in the operator e λ |x | (∂ t + ∂ 3
x + ∂ y ∂ 2 x ), as we are, and mimics the proof of Lemma 5 in this situation, it turns out that the mentioned pathologies do not show up and Lemma 4 follows in fact more easily than Lemma 5. To see that we start with some preliminary observations. If we introduce the operator
and the quantity h = H λ,β e λx e βy w, one realizes that the proof of the estimates in Lemma 5 is related to the two next results on the boundedness of the inverse of H λ,β . More precisely (31) follows from
and (32) (choosing, for instance, L = ∂ 2 x for notational simplicity) follows from
where the last implication is better understood observing that
For the proof of (33) and (34) one studies the symbol of the operators H −1 λ,β and
respectively and the main ingredient in the proof is basically the explicit expression of the inverse Fourier transform of the following function
which is
Notice that the size of the expression above is bounded by √ 2π. For the proof of (33) one starts observing that the symbol m 0 (ξ, η, τ) has the following favorable form:
which is the same as g in (35) and where
From this fact, applying Plancherel's formula, using that
using (36) and, finally, the Minkowski integral inequality, one gets
, which gives (33).
We stress that ensuring that the measure of the set {(ξ, η) : b(ξ, η) = 0} is zero in R 2 , which is needed in order to use meaningfully (36) in the previous estimate, requires that the parameters λ and β are not both equal to zero, then if one fixes β = 0 from the beginning, it is enough asking λ 0 to make the argument work. This shows that the proof of estimate (33) (and so of (31) since it is its consequence) can be extended to the case β = 0 if one assumes, for instance, λ > 0. This gives our desired estimate (26) in Lemma 4.
The proof of (32) is more delicate and needs to perform a preliminary partial fraction decomposition in order to recognize that m 2 can be written again as g in (35) and then to be able to use (36). First, for our convenience, we write
where P(v) = −iv 2 and Q(v) = v 3 + w 2 v − τ, with v := ξ + iλ and w := η + iβ.
If w and τ are such that the polynomial Q has no multiple roots, one can obtain the estimate (32) basically in the same way as in the previous case. Indeed in this case one can apply a partial fraction decomposition and gets
where v j , j = 1, 2, 3, are the different roots of Q,
Combining (38) together with (39) one obtains
.
Here, we clearly recognize the same structure as the one of m 0 in the previous case, namely (37), and then, as expected, the proof of (34) 
If this happens, a more careful analysis is needed in order to get (32) and it is here that the restrictions λ ≥ 1 and β ≥ 7λ that appear in the statement of (32) in Lemma 5 are required.
On the other hand, we stress that for our purpose of proving estimate (27), we need to impose β = 0. Notice that setting β = 0 rules out the possibility for Q to have multiple roots, indeed if β = 0, then w is a purely real number and condition (40) is never satisfied. This means that in this situation the proof follows without any other parameter restrictions. This concludes the sketch of the proof of Lemma 4.
Proof. (of Theorem 6) We consider a C ∞ (R) truncation function µ R such that µ R (x) = 0 if |x| < R and µ R (x) = 1 if |x| > (18R − 1)/4.
We define
where v satisfies (11) . It is easy to see that w satisfies
The next step would be to apply estimate (25) of Lemma 3 to w. Observe that in order to do that a 0 and a 1 are required to have small norms in the corresponding spaces, but, as a matter of fact, this is not necessarily true under the generous hypotheses of Theorem 6. For this reason we introduce an auxiliary function µ R such that µ R µ R = µ R and a j := a j µ R , for j = 0, 1, have small norms for R sufficiently large.
It is easy to show that
where e R has the same form as e R but with a j replaced by a j , for j = 0, 1. Now we can apply estimate (25) of Lemma 3 to w. This gives
. (41) We want to estimate the right-hand side of the previous inequality. Let us consider the term ||J 3 (e λ |x | w(0))|| L 2 (R 2 ) first. The following interpolation result proved in [1] (Lemma 1 there) will be useful for our purpose.
with a constant c > 0 depending on s and β.
We want to apply the previous estimate to f = w(0) in the case s = 4 and setting β = 4λ. In order to do that we shall show that w(0) satisfies the regularity hypotheses of Lemma 6. First of all we show that w(0) ∈ H 4 (R 2 ). Notice that since µ R and its derivatives are bounded by a constant independent of R, we easily have
Moreover, by hypothesis v ∈ C([0, 1]; H 4 (R 2 )), which ensures the finiteness of the last norm. Thus w(0) ∈ H 4 (R 2 ). Now it is left to show that ||e 4λ |x | w(0)|| L 2 (R 2 ) is finite. Using that w is supported in the set {(x, y, t) : |x| ≥ R, t ∈ [0, 1]} and again that µ R is bounded by a constant independent of R one has
Choosing
for R sufficiently large, one has
for |x| ≥ R.
This fact implies the bound
Since, by assumption, v(0) ∈ L 2 (e a |x | 3/2 dxdy), then ||e
is finite and so is ||e 4λ |x | w(0)|| L 2 (R 2 ) due to (43). Now we are in position to apply Lemma 6 to estimate ||J 3 (e λ |x | w(0))|| L 2 (R 2 ) . More precisely, choosing f = w(0), s = 4, β = 4λ and θ = 3/4 in (42), we have
A similar argument shows that
It remains to bound the term ||e λ |x | e R || L 1
t y (D) in (41). Since e R is supported in Ω R := {(x, y, t) : R ≤ |x| ≤ (18R − 1)/4, y ∈ R, t ∈ [0, 1]}, we find that 
where in the last inequality we have applied the Hölder inequality. Here and in the following we use the same letters, c or C, to denote diverse constants.
Using (45), (46) and (47) 
where in the last identity we have used our explicit choice of λ, namely (44). Moreover, again using (44) and that, for sufficiently large R, λ ≥ 1, we get The desired upper bound (14) follows once one notices that the left-hand side of the previous expression can be bounded from below by A R (v). This completes the proof.
analogy with the proof presented in the previous sections (see definition (18)), we replace θ R in the definition of g with the function θ R,ε ∈ C ∞ 0 (R 2 ) defined such that θ R,ε (x, y) = 1 on {(x, y) : |x + y| < R − 1 ∧ |x − y| < 2} and θ R,ε (x, y) = 0 on R 2 \ {(x, y) : |x + y| ≤ R ∧ |x − y| ≤ 2 + ε}.
The proof of Theorem 1.4 in [4] with these modifications follows analogously to the proof of Theorem 1 here, therefore we will omit the details. 
