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family relationships and relative communication strategies were introduced into the conventional 
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members. The convergent speed and complexity of the proposed FPSO method were analyzed 
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demonstrate the precision and convergent speed. And, the FPSO performances with ER and GR 
were separately tested and discussed. The experimental results indicated that the proposed 
FPSO method could improve the convergence performance, and had stronger judgment ability 
and intelligence than the conventional PSO method.  
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Abstract-  Particle swarm optimization (PSO) is a population-
based stochastic algorithm for solving complex optimization 
problems. To raise efficiency and accelerate convergence of
 
PSO, we
 
proposed a new sociological PSO algorithm with 
family concepts, named as
 
FPSO. Here, family relationships 
and relative communication strategies were introduced
 
into the 
conventional PSO algorithm. Two types of family relationships 
among particles: equal relationship (ER) and generational 
relationship (GR) were introduced into
 
the communication 
strategies among family members. The convergent speed and 
complexity of the proposed FPSO method were analyzed 
theoretically, and simulated by the
 
IEEE-CEC 2015 learning-
based benchmark problems to demonstrate the precision and
 
convergent speed. And, the FPSO performances with ER and 
GR were separately tested
 
and discussed. The experimental 
results indicated that the proposed FPSO method could
 
improve the convergence performance, and had stronger 
judgment ability and intelligence
 
than the conventional PSO 
method.
 
Keywords: particle swarm optimization; family; equal 
relationship; generational relationship.
 
I.
 
Introduction
 
article swarm optimization (PSO) is an 
evolutionary computation algorithm which
 
is 
motivated by the social behavior of organisms, 
such as bird flocking [1]. As a popular
 
research topic, it 
has been successfully applied into the applications of 
biomedical image
 
segmentation [2], medical dataset 
classification [3], magnetic resonance brain 
classification [4], electroencephalography [5], etc..
 
Although the traditional PSO method is easily 
implemented, it is sometimes suffered
 
from premature 
convergence, especially in the complex multimodal 
problems. Therefore,
 
a lot of derived PSO algorithms 
have been proposed to accelerate convergence speed 
and
 
avoid the local optima. Such as, Chu et al. [6] 
presented
 
the parallel PSO (PPSO) according to the 
independence of the data. The performance of the 
PPSO is highly dependent
 
on the level of the correlation 
between parameters and the nature of the 
communication
 
strategy. Sun et al. [7] introduced 
feasibility-based rules and a turbulence operator to 
overcome the premature convergence. Suganthan [8] 
presented a variable neighborhood operator where the 
neighborhood of a particle was composed of the several 
closest individuals every iteration. Kennedy et al. [9, 10] 
analyzed that the topological structure of the population 
controlled its exploration and exploitation tendencies. 
Especially, Marco et al. [11, 12] proposed a 
heterogeneous PSO algorithm and studied the 
interactions from the particle level to the swarm level. 
Their method demonstrated that two different types of 
particles usually performs better than those with the 
worst of the two homogeneous variants. 
Based on the heterogeneous points in 
Ref.[11,12], we noticed that biology was divided into 
different levels, such as individual, family, population 
and ecosystem. Among them, family is a common 
activity basic form of life. Each family needs to enhance 
collaboration among family members and compete for 
the resource with other families. For example, a typical 
elephant family [24,25] usually comprises 6 to 12 
individual elephants to build a very complex family 
structure. And the elephant family consists of an older 
matriarch and her descendant. When traveling vast 
areas in search for food, the herd in a elephant family is 
led by the matriarch. The others follow her footsteps in 
single _le. So, when family is considered as a unit, the 
relationship of family members will be very important. 
There are different constraint relationships between 
family members. Such as, an equal relationship (ER) 
exists between husband and wife or between siblings; a 
generational relation (GR) exists between parents and 
children. The phenomena present that the different 
types of relationships among family members mean the 
different family communication strategies. 
In this paper, we applied a sociological 
conception, as similar as family, into the PSO method, 
named as PSO with family communication strategy 
(FPSO). The proposed particle swarm consisted of 
different families and each family consisted of different 
members. The different relationships between members, 
the ER and the GR, were built for the different structures 
of the communication strategies among family 
members. Here, the FPSO methods of the equal and 
generational relationship were respectively named as 
the ER-FPSO and the GR-FPSO. The convergent speed 
and the temporal and spatial complication of the 
P
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proposed FPSO methods were studied by six 
benchmark functions in the experiments. The 
experimental results illustrated that the proposed FPSO 
methods could get the better convergence performance 
than before. 
The rest of the paper was organized as follows. 
In Section 2, the background of the PSO was described 
briefly. In Section 3, the proposed FPSO and its 
communication strategies were provided. Then the 
convergent speed and the complexity of FPSO were 
analyzed. In Section 4, the simulation results were 
presented to demonstrate the performance of the 
different algorithms. Conclusions and the proposal for 
future research were given in Section 5. 
II. Overview of the PSO 
In the conventional PSO algorithm, an individual 
particle i is composed of three vectors: its position in the 
-dimensional search space , the 
best position found by itself , and 
its velocity  Particles are originally 
initialized in a uniform random manner throughout the 
search space. These particles then move throughout the 
search space by a fairly simple set of update equations. 
The algorithm updates the entire swarm by the following 
rules: 
   
 
 
 
  
 
 
III.
 
PSO
 
with Family Communication 
Strategy
 
a)
 
Description of the FPSO
 
A family is a group based on marriage, blood or 
adoptive relationships. The family
 
members maintain a 
close co-operation and form a common culture [14].The 
family is
 
the smallest social unit. Generally, a family 
member can acquire the general information
 
to affect its 
evolution by collaborating with other family members. 
And family members
 
often share more
 
information each 
other than strangers. Based on the mechanism of the
 
natural family for information communion, the proposed 
PSO algorithms are proposed
 
as follows.
 
The PSO has particles driven from natural 
swarms. The PSO combines the cognitive
 
component 
with the social component [15]. The cognitive 
component represents the
 
natural tendency of 
individuals to return to environments where they 
experienced their
 
best performance. However, an 
individual's cognitive ability is smaller than that of the
 
family in
 
real life. Therefore, we introduce the concept of 
family in the proposed FPSO
 
method. In FPSO, the 
particle swarm consists of different families. Every family 
has
 
more than one member. Every member in the family 
provides the information based on
 
the previous
experience to other family members. So the cognitive 
ability of a particle will
 
be changed and expanded 
through the family experiences. The preliminary results 
and the corresponding mathematical model of the 
proposed method can has been published
 
in Ref.[26] 
and [27].
 
  
 
  
 
 
 
According to the sociological and 
anthropological points of view, two types of associated 
social relationship, the ER and the GR, were introduced 
into the communication strategy of FPSO. For the ER, 
different particles in a family are dependent and the
 
family communication strategy is sharing information 
with each other. Their effects are
 
equal in the search 
space. For the GR, different particles are divided into a 
parent particle and many child particles in a family. The 
family communication strategy is that
 
the seeking 
behaviors of child particles are free and they give the 
information of their
 
recent discoveries to their parent 
particle in the seeking processes. As an example of 2-4 
particles in one family, the maps of different 
relationships and the corresponding family
 
communication strategies among particles are shown in 
Fig. 1, where the arrows denote the flow of information 
and the different line styles mean the different families. 
The ER
 
is showed in Fig. 1 (a)-(c) and the GR is showed 
in Fig. 1 (d)-(f), where the black nodes
 
denote the parent 
particles.
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Particle Swarm Optimization with Family Communication Strategy
D
pi = (pi1, pi2, ..., piD
xi = (xi1, xi2, ..., xiD
vi = (vi1, vi2, ..., viD).
vid = χ(vid + c1φ1(pid − xid) + c2φ2(pgd − xid))
xid = xid + vid (2)
(1)
where φ1 and φ2 are uniformly distributed pseudo 
random numbers over [0,1]; d has the  range  from  1  to  
D;  pi  is  the  personal  best  position;  pg   is  the  best  
position  found by the swarm. The constriction factor χ is 
defined by Clerc and Kennedy [13]. Here, χ ≈0.72984 , 
c1 = c2 = 2.05 are used to ensure convergence.
b) The communication strategy of the FPSO
In a family, the topological structure and 
communication strategy among members play vital 
roles at raising efficiency and accelerating convergence. 
The sociologist Fei Xiaotong [16] believed that a 
marriage contract included not only a relationship, but
two kinds of associated social relationship: conjugal 
relationship and parents-children relationship. In fact, 
Conjugal relationship is the ER and parents-children 
relationship is the GR.
  
 
i 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.1:
 
The basic relationships and the corresponding family communication strategies between particles of two 
families
 
 
 
According the above types, the FPSO can be 
divided into the ER-FPSO and the GR-FPSO. 
In the ER-FPSO, the position of each member is 
updated and the new fitness will be calculated every 
iteration in the family. Comparison of the all new fitness 
in the family, the best fitness is selected as the family 
fitness and the relative position as the family position of 
the current iteration. If this family fitness is better than 
the best family fitness that it has been found previously, 
this fitness will become the new best family fitness. 
When one particle finds the best family position, this 
particle will give a lead and other family members will 
move towards this direction. When another particle finds 
the new best family position in the next moment, this 
particle will give a new lead and other family members 
will move towards this new direction, and so on. So the 
velocity and position of particle i in the D-dimensional 
search space are updated by the following rules, if 
supposing particle i belongs to the t-th family: 
 
 
 
 
 
 
In the GR-FPSO, a parent particle and many 
child particles are included in a family. The parent 
particle decides how to moves according to the best 
solution found by its child particles and itself. The child 
particles act as persistent explorers and the parent as a 
decider. So child particles update their velocities and 
positions in the D-dimension
 
search space by the 
following
 
rules:
 
 
 
 
 
 
where pc
 
is the personal best position and pg
 
is the best 
position found by all families. And, the parent particle 
updates the velocity and position in the D-dimension 
search space by the following rules:
 
 
 
 
 
 
where p   is the best position found by all members 
of the t-th family and pg  is the best position found 
by all  families. 
 
 c)
 
The convergent speed analysis of the FPSO
 Whatever the ER-FPSO or the GR-FPSO, one of 
the outstanding characteristics is the best position of 
family introduced into the FPSO. Therefore, when the 
convergent  speed  is  compared  between  the  PSO  
and  the  FPSO,  pi   and  pf   are  analyzed  mainly.
 In  the  PSO  and  the  FPSO,  suppose  that  
the  benchmark  function  )  is  a  minimum
 optimization problem. The velocity of the i-th particle is
updated by using different updating formulas.
 
(a) 2 particles in a family (b) 3 particles in a family (c) 4 particles in a family
(d) 2 particles in a family (e) 3 particles in a family (f) 4 particles in a family
vfid = χ(v
f
id + c1φ1(p
f
td − xfid) + c2φ2(pgd − xfid)
xfid = x
f
id + v
f
id (4)
(3)
vcid = χ(v
c
id + c1φ1(p
c
id − xcid) + c2φ2(pgd − xcid)
xcid = x
c
id + v
c
id (6)
(5)
vpid = χ(v
p
id + c1φ1(p
f
td − xpid) + c2φ2(pgd − xpid))
xpid = x
p
id + v
p
id
(8)
(7)
Particle Swarm Optimization with Family Communication Strategy
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where d is in the range from 1 to D; is the best 
position found by the t-th family and pg  is the best 
position found by all  families.
pft
f
t
p   
f
t
f(~x
  
One is the PSO formula:
 
 
 
 
 Another is
 
the FPSO formula (the
 
i-th
 
particle 
belongs to the
 
t-th
 
family):
 
 
 
 
If assuming the t-th family has pars particles:  
r1, r2, · · · , rpars  and r1  = i,  then  the th particle 
belongs to the t-th family.  So, 
                                                                         
 
 
 
 
 
 
 
 
 
 
 
 
 
 That is to say, if the best position of the t-th
 family is the same with that of the
  
i-th
 
particle in the xd-
component space,
 
the movement of the
 
i-th
 
particle is 
equal whatever
 
in the FPSO or in the PSO.
 
 
 
 
 
 
 
That is to say, if the best position of the t-th 
family is much further to the current position than that of 
the i-th particle in the xd-component space, the i-th 
particle moves faster in the FPSO than in the PSO. 
 
 
 
 
 
 
 
That is to say, if the best position of the t-th 
family is much closer to the current
 
position than that of 
the i-th
 
particle in the xd-component space, the i-th 
particle moves
 
slower in the FPSO than in the PSO.
 
In Fig. 2, the movement of the particle i through 
two dimensional search space is
 
shown. Because 
 
pi, the i-th particle moves according to the original plan. 
In Fig.
 
3, the -component and -component of 
 
   
are shown. It shows
 
that if 
 
    
  
Note that, in the FPSO, 
 
is automatically 
adjusted according to the best position
 
of family 
particles. Therefore, the FPSO has more intelligent
 
movement ability and the
 
convergent speed is faster 
than the PSO.
 d)
 
The pseudo codes of the FPSO
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v′id = χ(vid + c1φ1(pid − xid) + c2φ2(pgd − xid) (9)
vid = χ(vid + c1φ1(p
f
td − xid) + c2φ2(pgd − xid)) ()
pft is the best position of the t-th family, that is,
p
f
t =
{
pj |min
{
f(pi), f(pr2), · · · , f(prpars)
}
, j ∈ {i, r2, · · · , rpars}
}
,
and then,
f(pft ) = min
{
f(pi), f(pr2), · · · , f(prpars)
}
,
therefore,
f(p
f
t ) ≤ f(pi).
1)If pftd = pid , then,
(p
f
td − xid) = (pid − xid).
by Eqs. (9) and (10),
vid = v
′
id .
2)If pftd > pid , then,
(pftd − xid) > (pid − xid).
by Eqs. (9) and (10),
vid > v
′
id .
3)If pftd < pid , then
(pftd − xid) < (pid − xid).
by Eqs. (9) and (10),
vid < v
′
id .
pft = pi
x1 x2 pi, p
f
t ,
vk+1i and v
′k+1
i
pt1 < pi1
vk+1i1 < v
′k+1
i1 ; if p
f
t2 > pi2, then v
k+1
i2 > v
′k+1
i2 .
t
Algorithm 1. The pseudo code of the ER-FPSO 
Begin
Population parameters initialization
Family parameters 
initialization Do
For each family
Update each particle’s velocity and
position by using Eqs. (3) and (4),
respectively.
Determine each family’s best position, pf
End
EndFor
Determine the current global best positions, pg .
While stopping condition not satisfied
where χ, c1, φ1, c2, φ2, vid, xid and pgd are the same in 
Eqs. (9) and (10).
f
vid
Particle Swarm Optimization with Family Communication Strategy
 
 
 
 
 
 
 
 
 
 
 
 
 
 
    
Fig.2: The movement of the particle i through two dimensional search space, pi = pf
i
t
Algorithm 2. The pseudo code of the GR-FPSO
Begin
Population parameters initialization 
Family parameters initialization
Do
For each family
If the particle is the child particle
Update the particle’s velocity and 
position by using Eqs. (5) and (6),
respectively.
EndIf
If the particle is the parent  particle
Update the particle’s velocity and 
position by using Eqs. (7) and (8),
respectively.
EndIf
Determine the personal best position, pc
Determine each family’s best position, pf
End
EndFor
Determine the current global best positions, pg .
While stopping condition not satisfied
e) The complexity of the FPSO
Suppose a swarm of n particles includes m 
families and every family has pars particles (pars > 1), 
i.e. n = m ∗ pars.(n > m). Let the i-th particle belongs to 
the t-th family, and ) is the best fitness found by the 
i-th particle and ) is the best fitness found by family 
members.  In the discussion of the PSO, every particle 
need to save f (pi).  
f(pi
f(pft
i g i
i
i i
k +1
i
= x'k+1 c2r2( p  - x
k  ) pi   = pt
k+1 
i
pg
=v'k +1
k
p  - xk
k
pg - xi c1r1( pi  - xi  )
k
i
k 
i
x
v
v
x
f
Particle Swarm Optimization with Family Communication Strategy
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x2
p f t2 p ft
v k +1i 2 ixk +1
v'k+1i2
p pii2
x'k+1i
vk +1i
p v'k +1i
vki
xki2
xki
o vk +1i1 v'k +1i1 xki1 p ft1 pi1 x1
Fig.3: The movement of the particle i through two dimensional search space, pi = pf
In the ER-FPSO, every particle need not to save 
but every family need to save) . The elementary 
operation of every particle is comparing the fitness of 
the current iteration with 
)
. So
In  the  GR-FPSO,  every  particle  need  to  
save  f (pi)  and  every  family  need  to  save f (pf ).  Its 
elementary operation is comparing the fitness of current 
iteration with f (pi) and f (pf ).  So
IV. Experiments 
All algorithms were implemented on MATLAB 
(MathWorks, Natick, MA, USA). In order to analyze their 
performances, the IEEE-CEC 2015 learning-based 
benchmark problems on Learning-based Real-
Parameter Single Objective Optimization were tested in 
TP (n) = O(n), (11)
SP (n) = O(n), (12)
f(pi f(p
f
t
f(pft )
TER(n) = O(n), (13)
SER(n) = O(m), (14)
the experiments, as listed in Table 1. A detailed 
description of these functions could be found in the 
Ref.[17]. The problem-specific parameters and the 
optimum function values were initialized for different 
methods implemented in the experiments under the
following considerations:
1) Problem dimension: D=10,30.
2) Search range: [-100, 100]D.
3) Runs / problem: 51.
4) Initialization: Uniform random initialization within the 
search space. Random seed is based on time, 
which is done using rand('state', sum(100*clock)).
5) the Max. number of function evaluations: Max FES = 
10000 *D. 
6) Global Optimum: All problems have the global 
optimum within the given bounds Fi*.
In order to facilitate the comparison, every 
family had the same number of particles. The algorithm 
name was abbreviated with the rule: particle number in 
every family and their relationship. For example, 2 ER 
denoted 2 particles in each family with equal
relationship; 20 GR denoted 20 particles in each family 
with generational relationship. The traditional PSO [13] 
was be provided in the Matlab source code at CEC 
2015 [28].
  
TGR(n) = O(n+m), (15)
SGR(n) = O(n+m), (16)
TER(n) = TP (n) < TGR(n), (17)
SER(n) < SP (n) < SGR(n). (18)
where TP (n) is the temporal complication of the PSO, 
and SP (n) is the spatial complication of the PSO.
where TER(n) is the temporal complication of the ER-
FPSO, and SER(n) is the spatial complication of the ER-
FPSO.
where TGR(n) is the temporal complication of the GR-
FPSO, and SGR(n) is the spatial complication of the GR-
FPSO. Therefore, TP (n), TER(n), TGR(n), SP (n), SER(n) and 
SGR(n) satisfy the following formulas:
Its elementary operation is comparing the 
fitness of the current iteration with f(pi). So
For the benchmark functions, record
function error value ( fi(x) − Fi∗) after ( 0.1, 0.2,
0.3,0.4,0.5,0.6,0.7,0.8,0.9,1.0)*MaxFES for each
run. f
0.9∗MaxFES denoted the error value of fi after
0.9*MaxFES for each run. 10 error values were
recorded for each function for each run. The
best, worst, mean, median, and standard
deviation values of the error value fi(x)−Fi∗
found after MaxFES in 51 runs for both the PSO
[13] and the ER-FPSO were listed in Appendix.
Particle Swarm Optimization with Family Communication Strategy
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Particle Swarm Optimization with Family Communication Strategy
The results of 10 dimension data were shown in 
Table 4-8 and 30 dimension data were shown in 
Table13-17, respectively.
The comparison of the PSO [13] and the GR-
FPSO were listed in Appendix. The results of 10 
dimension data were shown in Table 9-12 and 30 
dimension data were shown in Table 18-21, respectively.
Table 1: Mathematical representation of test functions
Type Function Description Fi∗
Unimodal f1 Rotated High Conditioned Elliptic Function 100
function f2 Rotated Bent Cigar Function 200
Simple f3 Shifted and Rotated Ackleys Function 300
Multimodal f4 Shifted and Rotated Rastrigins  Function 400
functions f5 Shifted and Rotated Schwefels Function 500
Hybrid f6 Hybrid Function 1  (N=3) 600
function f7 Hybrid Function 2  (N=4) 700
f8 Hybrid Function 3  (N=5) 800
f9 Composition Function 1 (N=3) 900
f10 Composition Function 2 (N=3) 1000
f11 Composition Function 3 (N=5) 1100
Composition f12 Composition Function 4 (N=5) 1200
function f13 Composition Function 5 (N=5) 1300
f14 Composition Function 6 (N=7) 1400
f15 Composition Function 7 (N=10) 1500
Score10 =
15∑
k=1
mean(fak )|D=10 +
15∑
k=1
median(fak )|D=10 (19)
Score30 =
15∑
k=1
mean(fak )|D=30 +
15∑
k=1
median(fak )|D=30 (20)
TotalScore = Score10 + Score30 (21)
fak = 0.1 ∗ (fMaxFESk + f0.9∗MaxFESk + f0.8∗MaxFESk + f0.7∗MaxFESk + f0.6∗MaxFESk
+f0.5∗MaxFESk + f
0.4∗MaxFES
k + f
0.3∗MaxFES
k + f
0.2∗MaxFES
k + f
0.1∗MaxFES
k )
(22)
The Score10, Score30 and Total Score of PSO, 2 
ER, 5 ER, 10 ER, 20 ER, 2 GR, 5 GR, 10 GR and 20 GR 
were shown in Table 2 and Figure 4. The resluts showed 
ER-FPSO had more efficience in the convergence 
performance than GR-FPSO. The Score10 showed the 
convergent precision of 20 GR was the best in GR-
FPSO. To 20 GR, every family had 20 particles including 
1 parent particle and 19 child particles. Nineteen 
positions and 19 fitness information were provided by 19 
child particles to 1 parent particle. Nineteen child 
particles were only constrained by the best fitness found 
by themselves and they were free. One parent particle 
had more information and choices to decide how to 
move. Therefore, the parent particle had more intelligent 
and found better position and fitness.
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The evaluation method for each algoritm was based on three scores which were given as follows:
k kwhere f 
a denoted the average value of 10 error values for each run of fk. The calculate method of fa 
was given as follows:
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Uni Score =
2∑
k=1
mean(fak )|D=10 +
2∑
k=1
median(fak )|D=10+
2∑
k=1
mean(fak )|D=30 +
2∑
k=1
median(fak )|D=30
(23)
Sim Score =
5∑
k=3
mean(fak )|D=10 +
5∑
k=3
median(fak )|D=10+
5∑
k=3
mean(fak )|D=30 +
5∑
k=3
median(fak )|D=30
(24)
Hyb Score =
8∑
k=6
mean(fak )|D=10 +
8∑
k=6
median(fak )|D=10+
8∑
k=6
mean(fak )|D=30 +
8∑
k=6
median(fak )|D=30
(25)
Com Score =
15∑
k=9
mean(fak )|D=10 +
15∑
k=9
median(fak )|D=10+
15∑
k=9
mean(fak )|D=30 +
15∑
k=9
median(fak )|D=30
(26)
The Uni _Score, Sim _Score, Hyb _Score and 
Com _Score of PSO, 2 ER, 5 ER, 10 ER, 20 ER, 2 GR, 5 
GR, 10 GR and 20 GR were shown in Table 3 and Figure 
5. The results showed ER-FPSO had more efficience in 
the convergence performance than GR-FPSO at the 
unimodal and hybrid functions. To the simple mutimodal 
and composition functions, the performance was close 
to ER-FPSO and GR-FPSO.
The experimental results showed that the ER-
FPSO or the GR-FPSO had a stronger ability to move 
into the global optima with higher convergence speed 
than the original algorithm [13]. At the same time, the 
results showed the 2 GR-FPSO was close to the 2 ER-
FPSO in performance and the 20 ER-FPSO performed 
better than the 20 GR-FPSO.
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To different types of test functions, four kinds of evaluation method were definited as the scores of 
unimodal, simple mutimodal, hybrid and composition functions. Uni_Score, Sim_Score, Hyb_Score and 
Com_Score were used, respectively.
Note that when the population size was 
invariable, the number of family was inversely related to 
the number of family members. If the number of family 
was big, this meant the swarm had abundant diversity. If 
the number of the family members was big, this meant 
the family had abundant information sources. In 
experiments, the population size was 100. If every family 
had 20 particles, this swarm had 5 families; if every 
family had 2 particles, this swarm had 50 families. 50 
families had more changes and diversities than 5 
families. On the other hand, 20 particles have more 
information providers than 2 particles in every family. So, 
the experimental results illustrated that the diversity of 
the family was more important than that of the swarm to 
the ER-FPSO and the diversity of the family was close to 
that of the swarm to the GR-FPSO.
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(b) Score30
(c) TotalScore
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(a) Score10
Fig.4: The Score10, Score30 and Total Score of different algorithms
 
 
 
 
 
 
 
 
 
 
 
 
 
 
(a) Uni Score
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(b) Sim Score
(c) Hyb Score
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.5: The Uni _Score, Sim _Score, Hyb Score and Com _Score of different algorithms
Table 2: The Score10, Score30 and Total Score of different algorithms
Algorithm Score10 Score30 TotalScore
PSO 6.7604E+0 6.3218E+0 6.3894E+08
2 ER 4.8504E+0 4.4308E+0 4.4793E+08
5 ER 2.8420E+0 3.4562E+0 3.4846E+08
10 ER 1.7038E+0 2.6440E+0 2.6610E+08
20 ER 1.1560E+0 2.1834E+0 2.1950E+08
2 GR 5.6798E+0 5.9445E+0 6.0013E+08
5 GR 5.4257E+0 5.9623E+0 6.0165E+08
10 GR 5.8171E+0 5.7656E+0 5.8238E+08
20 GR 4.5620E+0
6
5.6173E+0
8
5.6629E+08
(d) Com Score
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Table 3: The Uni _Score, Sim _Score, Hyb _Score and Com _Score of different algorithms
Algorithm Uni Score Sim Score Hyb Score Com Score
PSO 6.3803E+08 6.9547E+03 6.4097E+05 2.6292E+05
2 ER 4.4719E+08 5.9192E+03 5.0776E+05 2.2693E+05
5 ER 3.4783E+08 5.5598E+03 4.4708E+05 1.8093E+05
10 ER 2.6558E+08 5.6100E+03 3.3312E+05 1.8342E+05
20 ER 2.1905E+08 4.9201E+03 2.8007E+05 1.6469E+05
2 GR 5.9928E+08 6.6276E+03 6.0430E+05 2.3385E+05
5 GR 6.0085E+08 6.4909E+03 5.7047E+05 2.2652E+05
10 GR 5.8157E+08 6.1190E+03 5.8748E+05 2.1491E+05
20 GR 5.6551E+08 6.4097E+03 5.5776E+05 2.1524E+05
According to the above tables and figures, the 
experimental results showed that the traditional PSO 
was easy to be trapped into the local optimum solution 
owing to the lack of swarm's diversity. But, the FPSO 
had more searching choices for the particle swarm so
that it was hard to be trapped into the local optimum. 
The results also demonstrated the effectiveness of 
considering family as a unit. Therefore, the FPSO was a 
more effective algorithm for solving optimization 
problems than PSO.
V. Conclusions
In the traditional PSO [13], particles are discrete 
and have no direct effects on each other. Different from 
the traditional PSO, we presented the FPSO method that 
improved the cognitive ability of individuals to return to 
environments where the family experienced the best 
performance. The constraint mechanism was introduced 
through as-signing particles in different families. In order 
to achieve the FPSO, we defined two types of 
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relationships between particles, i.e., the ER and the GR, 
in the proposed FPSO as the different structures of 
family communication strategies. Experimental results 
showed the advantage and the effectiveness of the 
proposed ER-FPSO and GR-FPSO methods.
The proposed ER-FPSO and GR-FPSO 
methods were also compared in the experiments. If the 
number of the family was big, the swarm had abundant 
diversity; if the number of the family members was big, 
the family had abundant information sources. The 
diversity of the family was more important than that of 
the swarm to the ER-FPSO and the diversity of the family 
was close to that of the swarm to the GR-FPSO. This
kind of relation provided different choices to users to 
solve real problems. Especially, the GR-FPSO divided 
different particles into a parent particle and many child 
particles in a family. Since particles had multi-roles, the 
division of labor was introduced in a swarm and had 
much efficient convergence. In the future, we will study 
to use the multi-roles or division of labor for optimization 
techniques, and solve the relative issues in the actual
applications of the proposed ER-FPSO and GR-FPSO 
methods.
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Appendix
Table 4: Results for 10D, PSO - Learning-based Problems
Table 5: Results for 10D, 2 ER - Learning-based Problems
Table 6: Results for 10D, 5 ER - Learning-based Problems
Function Best Worst Median Mean Std.
f1 1.7556E-01 1.4363E+03 6.3847E+01 1.6723E+02 2.7677E+02
f2 2.3370E-01 3.0003E+04 2.4807E+03 9.3273E+03 1.0122E+04
f3 5.6843E-14 2.0189E+01 2.0099E+01 1.8135E+01 6.0386E+00
f4 0.0000E+00 3.9798E+00 1.9899E+00 1.9509E+00 1.0522E+00
f5 1.2491E-01 3.8233E+02 6.8460E+01 9.1332E+01 8.2747E+01
f6 2.7374E+00 3.1226E+02 1.2197E+02 1.0396E+02 7.5294E+01
f7 0.0000E+00 1.9702E+00 3.6544E-02 4.6450E-01 5.9476E-01
f8 4.4400E-03 1.4321E+02 8.1835E-01 2.6866E+01 4.3550E+01
f9 1.0002E+02 1.0010E+02 1.0005E+02 1.0005E+02 1.7154E-02
f10 2.1658E+02 3.5426E+02 2.1954E+02 2.5270E+02 4.6626E+01
f11 6.3000E-02 3.0040E+02 3.0012E+02 2.1781E+02 1.3524E+02
f12 1.0037E+02 1.0178E+02 1.0105E+02 1.0109E+02 2.9577E-01
f13 1.9691E+01 2.8189E+01 2.4366E+01 2.4512E+01 2.2691E+00
f14 1.0000E+02 9.9751E+03 2.9436E+03 3.4793E+03 3.1225E+03
f15 1.0000E+02 1.0000E+02 1.0000E+02 1.0000E+02 1.3924E-13
Function Best Worst Median Mean Std.
f1 1.5224E-02 9.2833E+02 1.6593E+01 6.6241E+01 1.6225E+02
f2 7.0338E-01 2.7864E+04 1.0236E+04 9.7078E+03 8.5063E+03
f3 0.0000E+00 2.0173E+01 2.0031E+01 1.8478E+01 5.4445E+00
f4 0.0000E+00 5.9698E+00 1.9899E+00 2.2240E+00 1.1703E+00
f5 1.8736E-01 4.7879E+02 1.3255E+02 1.3201E+02 9.9474E+01
f6 2.0900E-01 7.4643E+02 1.2102E+02 1.1206E+02 1.2292E+02
f7 0.0000E+00 1.0165E+00 8.4164E-02 3.6224E-01 4.5489E-01
f8 5.0373E-03 1.2519E+02 7.4191E-01 2.1280E+01 3.7534E+01
f9 1.0002E+02 1.0009E+02 1.0004E+02 1.0005E+02 1.5758E-02
f10 2.1660E+02 3.5009E+02 2.2036E+02 2.4807E+02 4.1210E+01
f11 9.2513E-02 3.0048E+02 3.0014E+02 2.4724E+02 1.1552E+02
f12 1.0046E+02 1.0206E+02 1.0121E+02 1.0119E+02 3.5004E-01
f13 2.0857E+01 2.7645E+01 2.4671E+01 2.4453E+01 2.1926E+00
f14 1.0000E+02 1.0096E+04 2.9471E+03 3.7972E+03 3.0665E+03
f15 1.0000E+02 1.0000E+02 1.0000E+02 1.0000E+02 0.0000E+00
Function Best Worst Median Mean Std.
f1 9.4946E-05 5.3334E+02 4.2219E-01 2.4322E+01 8.8251E+01
f2 7.8869E+00 2.2378E+04 4.3484E+03 7.6787E+03 7.8603E+03
f3 0.0000E+00 2.0115E+01 2.0000E+01 1.9227E+01 3.9232E+00
f4 0.0000E+00 6.9647E+00 2.9849E+00 2.7313E+00 1.3907E+00
f5 3.6023E+00 4.0219E+02 1.3407E+02 1.3129E+02 1.1190E+02
f6 1.0449E+00 3.0175E+02 1.2194E+02 1.0218E+02 8.2505E+01
f7 0.0000E+00 1.9034E+00 1.1375E-01 5.9023E-01 6.0343E-01
f8 1.1088E-06 1.4306E+02 7.7356E-01 2.7508E+01 4.5876E+01
f9 1.0001E+02 1.0010E+02 1.0004E+02 1.0004E+02 1.8538E-02
f10 2.1694E+02 3.5056E+02 2.2054E+02 2.4152E+02 3.8792E+01
f11 4.9457E-02 4.0000E+02 3.0012E+02 2.0214E+02 1.4493E+02
f12 1.0033E+02 1.0192E+02 1.0091E+02 1.0102E+02 3.4809E-01
f13 2.0617E+01 2.8630E+01 2.4680E+01 2.4929E+01 2.3355E+00
f14 1.0000E+02 9.9261E+03 2.9461E+03 3.6685E+03 2.7101E+03
f15 1.0000E+02 1.0000E+02 1.0000E+02 1.0000E+02 0.0000E+00
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Table 7: Results for 10D, 10 ER - Learning-based Problems
Table 8: Results for 10D, 20 ER - Learning-based Problems
Table 9: Results for 10D, 2 GR - Learning-based Problems
Function Best Worst Median Mean Std.
f1 2.1087E-07 1.7507E+01 1.9167E-03 6.2183E-01 2.6483E+00
f2 3.1994E-01 3.2441E+04 1.2485E+03 5.3274E+03 7.3967E+03
f3 0.0000E+00 2.0107E+01 2.0000E+01 1.8438E+01 5.4325E+00
f4 0.0000E+00 6.9647E+00 2.9849E+00 3.3165E+00 1.4024E+00
f5 6.8924E+00 4.7517E+02 1.4407E+02 1.5523E+02 1.0573E+02
f6 1.2032E+00 9.9932E+02 1.2362E+02 1.4755E+02 1.6483E+02
f7 0.0000E+00 1.9204E+00 8.4313E-02 5.4684E-01 5.8182E-01
f8 5.3538E-05 1.4307E+02 1.6757E+01 3.0333E+01 4.6740E+01
f9 1.0001E+02 1.0009E+02 1.0005E+02 1.0005E+02 2.0263E-02
f10 1.9657E+02 3.3146E+02 2.2025E+02 2.4226E+02 3.4626E+01
f11 4.9353E-02 4.0000E+02 3.0023E+02 2.4926E+02 1.1731E+02
f12 1.0059E+02 1.0174E+02 1.0109E+02 1.0110E+02 2.9752E-01
f13 2.0208E+01 2.9571E+01 2.5556E+01 2.5250E+01 2.3447E+00
f14 3.0000E+02 1.0033E+04 2.9472E+03 3.5874E+03 2.8813E+03
f15 1.0000E+02 1.0000E+02 1.0000E+02 1.0000E+02 0.0000E+00
Function Best Worst Median Mean Std.
f1 6.4801E-11 3.0844E+01 2.9741E-05 7.2212E-01 4.3427E+00
f2 7.0666E-03 2.1663E+04 5.5121E+02 4.5950E+03 6.0883E+03
f3 0.0000E+00 2.0109E+01 2.0000E+01 1.9220E+01 3.9218E+00
f4 9.9496E-01 6.9647E+00 3.9798E+00 3.9798E+00 1.5285E+00
f5 3.7897E+00 4.8545E+02 1.4196E+02 1.5467E+02 1.1100E+02
f6 4.1649E-01 2.7804E+02 1.2194E+02 1.2722E+02 8.5356E+01
f7 1.1369E-13 1.0381E+00 9.9705E-01 5.5676E-01 4.8422E-01
f8 1.1428E-03 1.7681E+02 1.6764E+01 2.8102E+01 4.9626E+01
f9 1.0001E+02 1.0012E+02 1.0005E+02 1.0005E+02 2.1388E-02
f10 2.0504E+02 3.5026E+02 2.2147E+02 2.4870E+02 3.9418E+01
f11 4.3603E-02 3.0058E+02 3.0027E+02 2.4736E+02 1.1555E+02
f12 1.0057E+02 1.0191E+02 1.0099E+02 1.0106E+02 3.0331E-01
f13 2.0888E+01 3.1001E+01 2.6300E+01 2.5831E+01 2.1780E+00
f14 1.0000E+02 1.0101E+04 2.9805E+03 4.2527E+03 3.0623E+03
f15 1.0000E+02 1.0000E+02 1.0000E+02 1.0000E+02 5.5695E-14
Function Best Worst Median Mean Std.
f1 1.2988E-06 9.1886E+02 3.2307E+01 1.7493E+02 2.6076E+02
f2 1.6850E+00 2.9183E+04 2.5873E+03 8.8482E+03 1.0105E+04
f3 0.0000E+00 2.0169E+01 2.0065E+01 1.7711E+01 6.5315E+00
f4 0.0000E+00 4.9748E+00 1.9899E+00 2.3801E+00 1.1270E+00
f5 2.4982E-01 4.3258E+02 1.3710E+02 1.3357E+02 1.1777E+02
f6 1.4214E+00 4.8299E+02 1.2421E+02 1.2782E+02 1.0510E+02
f7 0.0000E+00 1.9225E+00 3.6544E-02 3.9602E-01 5.1317E-01
f8 6.9705E-02 1.2504E+02 6.4517E-01 2.4324E+01 4.2521E+01
f9 1.0001E+02 1.0011E+02 1.0005E+02 1.0005E+02 1.9251E-02
f10 1.0000E+02 3.5291E+02 2.1991E+02 2.4049E+02 4.4416E+01
f11 4.5626E-02 3.0048E+02 3.0011E+02 2.1781E+02 1.3524E+02
f12 1.0029E+02 1.0190E+02 1.0108E+02 1.0112E+02 3.5116E-01
f13 2.1436E+01 2.8773E+01 2.4470E+01 2.4719E+01 1.8363E+00
f14 1.0000E+02 1.0007E+04 2.9686E+03 3.5394E+03 3.1218E+03
f15 1.0000E+02 1.0000E+02 1.0000E+02 1.0000E+02 6.1846E-14
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Particle Swarm Optimization with Family Communication Strategy
Table 10: Results for 10D, 5 GR - Learning-based Problems
Table 11: Results for 10D, 10 GR - Learning-based Problems
Table 12: Results for 10D, 20 GR - Learning-based Problems
Function Best Worst Median Mean Std.
f1 3.3988E-01 5.9082E+02 1.8917E+01 8.0664E+01 1.3045E+02
f2 3.4561E-01 2.7456E+04 1.8944E+03 6.8349E+03 8.7979E+03
f3 0.0000E+00 2.0160E+01 2.0038E+01 1.9263E+01 3.9306E+00
f4 0.0000E+00 5.9698E+00 1.9899E+00 2.3021E+00 1.4140E+00
f5 3.5399E+00 4.2982E+02 1.2210E+02 1.2693E+02 1.1050E+02
f6 1.2033E+00 2.6886E+02 1.2535E+02 1.2304E+02 7.6074E+01
f7 0.0000E+00 1.9291E+00 7.4448E-02 4.9166E-01 5.3142E-01
f8 8.5214E-05 1.4307E+02 6.2856E-01 1.9591E+01 4.0956E+01
f9 1.0002E+02 1.0009E+02 1.0005E+02 1.0005E+02 1.7261E-02
f10 2.1693E+02 3.3220E+02 2.1975E+02 2.3726E+02 3.2518E+01
f11 2.9347E-02 3.0056E+02 3.0010E+02 1.8840E+02 1.4653E+02
f12 1.0040E+02 1.0196E+02 1.0106E+02 1.0110E+02 3.0482E-01
f13 2.0339E+01 2.8627E+01 2.5044E+01 2.5140E+01 2.0773E+00
f14 1.0000E+02 9.9908E+03 4.0000E+02 2.7913E+03 3.1516E+03
f15 1.0000E+02 1.0000E+02 1.0000E+02 1.0000E+02 1.1738E-13
Function Best Worst Median Mean Std.
f1 7.1085E-02 5.0406E+02 3.5960E+01 6.8299E+01 9.1898E+01
f2 3.4494E+00 2.8698E+04 1.7280E+03 6.6264E+03 8.3078E+03
f3 0.0000E+00 2.0134E+01 2.0021E+01 1.9645E+01 2.8062E+00
f4 0.0000E+00 4.9748E+00 1.9899E+00 2.2240E+00 1.0824E+00
f5 3.5399E+00 4.3134E+02 3.6886E+01 9.6044E+01 1.1417E+02
f6 1.0669E+00 2.8048E+02 1.2188E+02 1.1978E+02 8.8766E+01
f7 0.0000E+00 1.9132E+00 8.4164E-02 4.8738E-01 5.5592E-01
f8 8.9958E-04 1.4309E+02 6.1012E-01 2.4085E+01 4.5565E+01
f9 1.0002E+02 1.0008E+02 1.0005E+02 1.0005E+02 1.5329E-02
f10 1.0000E+02 3.3098E+02 2.1959E+02 2.3561E+02 3.8532E+01
f11 5.4555E-02 3.0038E+02 3.0013E+02 2.4721E+02 1.1553E+02
f12 1.0049E+02 1.0170E+02 1.0100E+02 1.0103E+02 2.8330E-01
f13 2.0122E+01 2.9387E+01 2.4509E+01 2.4481E+01 2.0745E+00
f14 1.0000E+02 9.9520E+03 2.9715E+03 3.9429E+03 2.7935E+03
f15 1.0000E+02 1.0000E+02 1.0000E+02 1.0000E+02 1.3540E-13
Function Best Worst Median Mean Std.
f1 9.2852E-02 5.5959E+02 3.1096E+01 1.0173E+02 1.4422E+02
f2 4.9020E-05 2.9148E+04 1.3936E+03 6.0380E+03 8.0101E+03
f3 5.6843E-14 2.0184E+01 2.0037E+01 1.8478E+01 5.4445E+00
f4 0.0000E+00 3.9798E+00 1.9899E+00 1.8924E+00 1.1125E+00
f5 3.6023E+00 3.7859E+02 1.3743E+02 1.3685E+02 1.1238E+02
f6 1.3750E+00 3.1172E+02 1.2660E+02 1.2626E+02 9.4907E+01
f7 0.0000E+00 1.9691E+00 2.1293E-01 5.6565E-01 5.9169E-01
f8 6.0703E-03 1.4307E+02 6.5523E-01 2.3744E+01 4.3226E+01
f9 1.0002E+02 1.0010E+02 1.0004E+02 1.0005E+02 1.6731E-02
f10 2.1671E+02 3.5341E+02 2.2028E+02 2.4726E+02 4.3424E+01
f11 6.0968E-02 3.0060E+02 3.0013E+02 2.2370E+02 1.3207E+02
f12 1.0063E+02 1.0175E+02 1.0113E+02 1.0114E+02 2.6300E-01
f13 2.0283E+01 2.8354E+01 2.5623E+01 2.5222E+01 2.1886E+00
f14 1.0000E+02 1.0026E+04 2.9686E+03 3.9051E+03 3.0031E+03
f15 1.0000E+02 1.0000E+02 1.0000E+02 1.0000E+02 1.4373E-13
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Table 13: Results for 30D, PSO - Learning-based Problems
Table 14: Results for 30D, 2 ER - Learning-based Problems
Table 15: Results for 30D, 5 ER - Learning-based Problems
Particle Swarm Optimization with Family Communication Strategy
Function Best Worst Median Mean Std.
f1 1.5641E+04 2.7148E+06 1.1998E+05 4.7924E+05 6.7146E+05
f2 2.7020E-01 1.3862E+04 5.6495E+03 5.8983E+03 3.7959E+03
f3 2.0393E+01 2.0813E+01 2.0672E+01 2.0664E+01 9.5187E-02
f4 2.3879E+01 5.6713E+01 4.1788E+01 4.1437E+01 8.5839E+00
f5 5.1602E+02 3.2016E+03 2.0137E+03 1.8934E+03 6.0981E+02
f6 1.3700E+03 2.1968E+05 2.3696E+04 3.4849E+04 3.8323E+04
f7 3.6238E+00 9.8258E+00 5.5585E+00 5.7530E+00 1.2171E+00
f8 9.6680E+02 5.7404E+04 1.9385E+04 2.1978E+04 1.4263E+04
f9 1.0022E+02 2.5469E+02 1.0197E+02 1.1314E+02 3.9091E+01
f10 1.6170E+03 6.2625E+04 2.1122E+04 2.4038E+04 1.7966E+04
f11 3.0194E+02 7.3578E+02 5.9475E+02 5.6204E+02 1.3538E+02
f12 1.0321E+02 1.0652E+02 1.0477E+02 1.0477E+02 6.6102E-01
f13 8.1365E+01 1.1404E+02 9.4066E+01 9.4389E+01 5.8533E+00
f14 3.1353E+04 3.6422E+04 3.4000E+04 3.3609E+04 1.5491E+03
f15 1.0000E+02 1.0000E+02 1.0000E+02 1.0000E+02 1.2323E-13
Function Best Worst Median Mean Std.
f1 6.2742E+02 2.0367E+06 1.9541E+04 2.7274E+05 5.3971E+05
f2 8.1006E-01 1.4867E+04 4.1874E+03 6.0274E+03 4.8060E+03
f3 2.0190E+01 2.0806E+01 2.0527E+01 2.0506E+01 1.7599E-01
f4 2.2884E+01 7.7236E+01 4.3778E+01 4.5136E+01 1.2270E+01
f5 5.0847E+02 3.0810E+03 1.6783E+03 1.7490E+03 5.3810E+02
f6 1.4323E+03 8.2293E+04 7.4896E+03 1.3426E+04 1.4762E+04
f7 3.3545E+00 1.0700E+01 5.6680E+00 6.2393E+00 2.0599E+00
f8 4.2317E+02 3.7972E+04 9.6226E+03 1.3097E+04 1.1851E+04
f9 1.0013E+02 2.3805E+02 1.0188E+02 1.0436E+02 1.9103E+01
f10 1.3547E+03 7.8892E+04 2.0277E+04 2.4128E+04 1.7640E+04
f11 3.0226E+02 7.6479E+02 6.0998E+02 5.6983E+02 1.2179E+02
f12 1.0373E+02 1.0580E+02 1.0467E+02 1.0474E+02 5.1772E-01
f13 7.1370E+01 1.1146E+02 9.3989E+01 9.3908E+01 7.5437E+00
f14 3.1386E+04 3.5873E+04 3.3969E+04 3.3531E+04 1.3490E+03
f15 1.0000E+02 1.0000E+02 1.0000E+02 1.0000E+02 1.4648E-13
Function Best Worst Median Mean Std.
f1 6.5863E+02 3.7280E+06 1.9218E+04 4.8412E+05 8.3049E+05
f2 1.5404E+00 1.4942E+04 4.8255E+03 5.3989E+03 3.7948E+03
f3 2.0001E+01 2.0759E+01 2.0145E+01 2.0250E+01 2.3101E-01
f4 2.3879E+01 7.7607E+01 4.2783E+01 4.3739E+01 1.0662E+01
f5 5.2320E+02 3.2624E+03 1.8587E+03 1.8672E+03 5.6826E+02
f6 4.3024E+02 2.3143E+05 6.1728E+03 2.2926E+04 4.2638E+04
f7 3.3345E+00 1.0621E+01 5.7687E+00 6.0614E+00 1.5877E+00
f8 2.9086E+02 4.3471E+04 9.6547E+03 1.0548E+04 8.6256E+03
f9 1.0015E+02 2.4502E+02 1.0188E+02 1.0459E+02 2.0064E+01
f10 1.6180E+03 5.2649E+04 1.7321E+04 2.0174E+04 1.3997E+04
f11 3.0161E+02 7.7963E+02 5.9251E+02 5.9668E+02 9.3085E+01
f12 1.0273E+02 1.0566E+02 1.0465E+02 1.0464E+02 5.7683E-01
f13 7.9047E+01 1.0989E+02 9.5294E+01 9.5513E+01 6.6195E+00
f14 3.1384E+04 3.6164E+04 3.4124E+04 3.3596E+04 1.4314E+03
f15 1.0000E+02 1.0000E+02 1.0000E+02 1.0000E+02 1.2105E-13
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Table 17: Results for 30D, 20 ER - Learning-based Problems
Table 18: Results for 30D, 2 GR - Learning-based Problems
Table 16: Results for 30D, 10 ER - Learning-based Problems
Particle Swarm Optimization with Family Communication Strategy
Function Best Worst Median Mean Std.
f1 1.5180E+02 2.6913E+06 6.8910E+03 2.5062E+05 5.3067E+05
f2 4.1630E+00 1.3982E+04 5.5972E+03 5.5429E+03 3.9605E+03
f3 2.0000E+01 2.0789E+01 2.0024E+01 2.0133E+01 2.2970E-01
f4 2.0894E+01 7.5617E+01 4.3778E+01 4.3739E+01 1.1747E+01
f5 8.2287E+02 2.9924E+03 2.0271E+03 1.9647E+03 4.7394E+02
f6 5.5967E+02 1.6011E+05 5.0625E+03 1.4702E+04 3.0829E+04
f7 3.6484E+00 1.1454E+01 5.7668E+00 6.0302E+00 1.7265E+00
f8 4.8014E+02 4.3631E+04 5.2225E+03 8.3407E+03 9.9330E+03
f9 1.0015E+02 2.5875E+02 1.0188E+02 1.0472E+02 2.2008E+01
f10 1.7649E+03 6.3635E+04 2.5081E+04 2.5452E+04 1.7647E+04
f11 3.0364E+02 7.5760E+02 6.0547E+02 6.0408E+02 9.2910E+01
f12 1.0327E+02 1.0579E+02 1.0464E+02 1.0467E+02 6.2406E-01
f13 8.1717E+01 1.1063E+02 9.6217E+01 9.5401E+01 7.1686E+00
f14 3.1394E+04 3.6052E+04 3.4233E+04 3.3634E+04 1.6270E+03
f15 1.0000E+02 1.0000E+02 1.0000E+02 1.0000E+02 1.6132E-13
Function Best Worst Median Mean Std.
f1 7.2433E+00 3.1475E+06 2.8623E+02 4.8298E+05 8.3533E+05
f2 2.9025E+00 1.2875E+04 4.5182E+03 4.9148E+03 3.0779E+03
f3 2.0000E+01 2.0687E+01 2.0000E+01 2.0047E+01 1.4693E-01
f4 2.2884E+01 7.7607E+01 4.6763E+01 4.6801E+01 1.1131E+01
f5 6.2519E+02 2.7236E+03 1.7295E+03 1.6578E+03 5.2555E+02
f6 6.7353E+02 3.1327E+05 4.2570E+03 1.4710E+04 4.6553E+04
f7 3.6826E+00 1.1580E+01 6.1408E+00 6.5964E+00 1.8040E+00
f8 1.2133E+02 5.2807E+04 3.9087E+03 8.9140E+03 1.1996E+04
f9 1.0059E+02 2.4579E+02 1.0195E+02 1.0996E+02 3.2612E+01
f10 2.2612E+03 5.2507E+04 1.9107E+04 2.0254E+04 1.4115E+04
f11 3.0267E+02 7.3546E+02 5.9294E+02 5.7965E+02 1.1100E+02
f12 1.0323E+02 1.0599E+02 1.0463E+02 1.0464E+02 6.4182E-01
f13 7.5818E+01 1.1478E+02 9.5609E+01 9.5411E+01 7.4861E+00
f14 3.1422E+04 3.6294E+04 3.4418E+04 3.3772E+04 1.6070E+03
f15 1.0000E+02 1.0000E+02 1.0000E+02 1.0000E+02 1.3456E-13
Function Best Worst Median Mean Std.
f1 3.6616E+03 3.0315E+06 7.9218E+04 4.2641E+05 6.9339E+05
f2 5.6031E-01 1.3492E+04 5.0213E+03 4.7398E+03 3.6957E+03
f3 2.0056E+01 2.0837E+01 2.0598E+01 2.0584E+01 1.4595E-01
f4 1.9899E+01 7.5617E+01 4.3778E+01 4.4890E+01 1.3149E+01
f5 7.6476E+02 3.2421E+03 1.8142E+03 1.8509E+03 4.6398E+02
f6 1.2007E+03 1.1729E+05 1.7007E+04 2.4276E+04 2.6564E+04
f7 2.3306E+00 9.8647E+00 5.9538E+00 5.7870E+00 1.6292E+00
f8 5.3971E+02 4.6930E+04 2.2006E+04 2.0916E+04 1.1614E+04
f9 1.0016E+02 2.5546E+02 1.0205E+02 1.1308E+02 3.8797E+01
f10 1.2036E+03 5.3847E+04 1.6897E+04 2.0873E+04 1.6491E+04
f11 3.0165E+02 7.3409E+02 5.8872E+02 5.7201E+02 1.1563E+02
f12 1.0358E+02 1.0611E+02 1.0477E+02 1.0482E+02 5.3948E-01
f13 7.8551E+01 1.0540E+02 9.2464E+01 9.2051E+01 6.1954E+00
f14 3.1420E+04 3.5877E+04 3.4117E+04 3.3750E+04 1.2741E+03
f15 1.0000E+02 1.0000E+02 1.0000E+02 1.0000E+02 1.1333E-13
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Table 19: Results for 30D, 5 GR - Learning-based Problems
Table 20: Results for 30D, 10 GR - Learning-based Problems
Table 21: Results for 30D, 20 GR - Learning-based Problems
Particle Swarm Optimization with Family Communication Strategy
Function Best Worst Median Mean Std.
f1 2.0936E+03 5.8677E+06 3.8083E+04 4.7920E+05 1.0056E+06
f2 1.6423E+02 1.3607E+04 6.3889E+03 5.6127E+03 3.8307E+03
f3 2.0132E+01 2.0802E+01 2.0551E+01 2.0529E+01 1.6238E-01
f4 2.0894E+01 7.5617E+01 4.1788E+01 4.3447E+01 1.2210E+01
f5 7.4418E+02 2.6419E+03 1.8050E+03 1.7982E+03 4.8078E+02
f6 1.0690E+03 2.1713E+05 1.0735E+04 2.2280E+04 3.3372E+04
f7 3.3998E+00 1.0327E+01 5.6282E+00 5.8036E+00 1.6172E+00
f8 1.0654E+03 3.9810E+04 1.5585E+04 1.5765E+04 1.0384E+04
f9 1.0023E+02 2.3824E+02 1.0193E+02 1.0451E+02 1.9107E+01
f10 1.5408E+03 7.7974E+04 2.3480E+04 2.5445E+04 1.9028E+04
f11 3.0246E+02 7.1923E+02 5.7064E+02 5.4524E+02 1.1879E+02
f12 1.0330E+02 1.0614E+02 1.0444E+02 1.0465E+02 6.7729E-01
f13 8.2403E+01 1.1107E+02 9.4632E+01 9.4570E+01 6.7549E+00
f14 3.1358E+04 3.5976E+04 3.4152E+04 3.3606E+04 1.4980E+03
f15 1.0000E+02 1.0000E+02 1.0000E+02 1.0000E+02 1.5561E-13
Function Best Worst Median Mean Std.
f1 2.9781E+03 2.9317E+06 6.1059E+04 3.6050E+05 6.5432E+05
f2 2.0758E+01 1.4242E+04 4.0597E+03 4.4926E+03 3.5721E+03
f3 2.0099E+01 2.0787E+01 2.0607E+01 2.0551E+01 1.7156E-01
f4 2.3879E+01 6.6662E+01 4.5768E+01 4.3856E+01 9.7645E+00
f5 7.1044E+02 2.7706E+03 1.6252E+03 1.6664E+03 4.9028E+02
f6 1.4688E+03 2.7003E+05 1.4397E+04 2.8639E+04 4.5074E+04
f7 3.0539E+00 1.2842E+01 5.6940E+00 6.1621E+00 1.9447E+00
f8 1.9253E+02 7.9023E+04 1.0216E+04 1.3981E+04 1.4478E+04
f9 1.0007E+02 2.5145E+02 1.0198E+02 1.1258E+02 3.7197E+01
f10 1.2805E+03 8.9136E+04 1.7417E+04 1.9871E+04 1.7870E+04
f11 3.0315E+02 7.6836E+02 6.0372E+02 5.9039E+02 1.0258E+02
f12 1.0361E+02 1.0676E+02 1.0492E+02 1.0488E+02 6.6238E-01
f13 7.4781E+01 1.0770E+02 9.3293E+01 9.3082E+01 6.8229E+00
f14 3.1403E+04 3.5745E+04 3.3965E+04 3.3378E+04 1.3654E+03
f15 1.0000E+02 1.0000E+02 1.0000E+02 1.0000E+02 1.5055E-13
Functio Best Worst Median Mean Std.
f1 2.0307E+03 2.0501E+06 4.8376E+04 3.4275E+05 5.5615E+05
f2 2.8690E+00 1.3162E+04 5.8404E+03 5.7173E+03 3.5432E+03
f3 2.0177E+01 2.0775E+01 2.0535E+01 2.0515E+01 1.5479E-01
f4 2.1889E+01 6.3677E+01 4.1788E+01 4.1905E+01 1.0200E+01
f5 7.3528E+02 3.4100E+03 1.6986E+03 1.7574E+03 5.7929E+02
f6 1.0712E+03 1.7353E+05 1.4107E+04 2.5428E+04 3.3902E+04
f7 3.6346E+00 9.5809E+00 5.7003E+00 5.7913E+00 1.3423E+00
f8 6.6011E+02 5.9740E+04 1.8025E+04 1.8731E+04 1.3879E+04
f9 1.0015E+02 2.6945E+02 1.0200E+02 1.1577E+02 4.2753E+01
f10 1.4962E+03 5.7893E+04 1.6725E+04 2.0603E+04 1.7054E+04
f11 3.0164E+02 7.4017E+02 6.2923E+02 5.9799E+02 1.0724E+02
f12 1.0336E+02 1.0602E+02 1.0483E+02 1.0480E+02 6.5942E-01
f13 8.2107E+01 1.1239E+02 9.4376E+01 9.4721E+01 6.8193E+00
f14 3.1454E+04 3.5972E+04 3.4037E+04 3.3867E+04 1.2967E+03
f15 1.0000E+02 1.0000E+02 1.0000E+02 1.0000E+02 1.3659E-13
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