Pain is a significant public health problem, affecting millions of people in the USA. Evidence has highlighted that patients with chronic pain often suffer from deficits in pain care quality (PCQ) including pain assessment, treatment, and reassessment. Currently, there is no intelligent and reliable approach to identify PCQ indicators inelectronic health records (EHR). Hereby, we used unstructured text narratives in the EHR to derive pain assessment in clinical notes for patients with chronic pain. Our dataset includes patients with documented pain intensity rating ratings > = 4 and initial musculoskeletal diagnoses (MSD) captured by (ICD-9-CM codes) in fiscal year 2011 and a minimal 1 year of followup (follow-up period is 3-yr maximum); with complete data on key demographic variables. A total of 92 patients with 1058 notes was used. First, we manually annotated qualifiers and descriptors of pain assessment using the annotation schema that we previously developed. Second, we developed a reliable classifier for indicators of pain assessment in clinical note. Based on our annotation schema, we found variations in documenting the subclasses of pain assessment. In positive notes, providers mostly documented assessment of pain site (67%) and intensity of pain (57%), followed by persistence (32%). In only 27% of positive notes, did providers document a presumed etiology for the pain complaint or diagnosis. Documentation of patients' reports of factors that aggravate pain was only present in 11% of positive notes. Random forest classifier achieved the best performance labeling clinical notes with pain assessment information, compared to other classifiers; 94, 95, 94, and 94% was observed in terms of accuracy, PPV, F1-score, and AUC, respectively. Despite the wide spectrum of research that utilizes machine learning in many clinical applications, none explored using these methods for pain assessment research. In addition, previous studies using large datasets to detect and analyze characteristics of patients with various types of pain have relied exclusively on billing and coded data as the main source of information. This study, in contrast, harnessed unstructured narrative text data from the EHR to detect pain assessment clinical notes. We developed a Random forest classifier to identify clinical notes with pain assessment information. Compared to other classifiers, ours achieved the best results in most of the reported metrics.
Introduction
Pain is a significant public health problem, affecting an estimated 100 million Americans at an annual cost of up to US$635 billion in medical treatment and lost productivity [1] . Evidence has highlighted that patients with chronic pain often suffer from deficits in Pain Care Quality (PCQ) [1] . PCQ indicators assess the degree to which providers and/or healthcare systems follow evidence-based practice standards and accepted standards of care. Once the presence of pain is recognized, the following PCQ processes should be followed and documented in patients' electronic health records: a timely and appropriate comprehensive pain assessment, development, and enactment of an integrated pain treatment plan informed by the assessment and ongoing monitoring and reassessment of the effectiveness of the plan [2, 3] . Efforts to improve PCQ hinge on the identification of reliable PCQ indicators and promotion of their use in systematic quality improvement efforts.
Currently, there is no intelligent and reliable approach to identify patients with clinically significant pain in the electronic health records (EHR) [4] . Capturing data elements related to pain in most EHRs is not standardized. For example, diagnostic codes of pain are not uniquely identified [4, 5] , and the patient self-reported pain rating scale [6] is only modestly accurate in identifying patients with pain [7] . A study by Geotzke et al. [8] attempted to identify potential patients with chronic pain. This work, however, was criticized by Tain et al. [4] due to poor evaluation, complexity, and unfeasibility in primary care setting [4] . These authors proposed an algorithm, with good performance, to identify patients with chronic pain using opioid prescriptions in addition to pain diagnostic codes and pain intensity ratings in the EHR. Maeng and colleagues used variables such as number of encounters in the study period, insurance information, follow-up time, and opioid prescriptions to detect high cost pain patients [9] . In another study on patients with chest pain that remained undiagnosed 6 months after first presentation, Jordan and colleagues used structured data including age at index presentation, sex, body mass index (BMI), smoking status, neighborhood deprivation, prescriptions for lipid lowering drugs, and specific comorbidities to detect pain [10] . Other than pharmacological and procedure based interventions in which specific, easily retrievable codes are used to document care, it is difficult to capture pain assessment or key aspects of integrated care plans and their enactment. Moreover, while a growing number of pain-related studies have utilized structured and easily retrievable coded fields in the EHR, limited research has explored the utility of provider narratives in clinical notes. Bui and Zeng [11] extracted snippets of text from clinical notes that contain the word Bpain,^then built a classifier to categorize the notes with Bpain^or Bno pain.^This approach is greatly limited, however, and encourages future efforts to build a more comprehensive classifier system.
In this study, we leveraged unstructured text narratives in the EHR to derive PCQ indicators. We focused on detecting indicators of a comprehensive pain assessment in clinical notes for patients with chronic pain. Other than routine documentation of pain intensity ratings and results of diagnostic tests and procedures, pain assessment is buried in narratives written by health care providers and nurses [2] . Assessment of pain has many facets including intensity, quality, persistence, diurnal variation, aggravating and alleviating factors, and reports of pain interference with physical and emotional functioning [2, 12] . In prior work, we demonstrated the capacity to reliably annotate and extract documentation of these indicators from primary care provider narrative progress notes [2] . In subsequent work, we demonstrated responsivity to change for several of these variables in the context of a system-level effort to improve PCQ in the primary care setting [13] . The manual annotation, however, is extremely time intensive and effortful, and for some indicators, reliability remained relatively low despite considerable effort. Thus, the use of automated systems offers important opportunities to a more reliable and efficient approach to capturing pain assessment in the EHR.
We employed machine learning (ML) algorithms to analyze unstructured narrative text data in the EHR to develop a reliable classifier that detects pain assessment in clinical notes. Identifying notes with pain assessment is an important step towards developing decision-support tools to enable health care providers to deliver the best possible care to patients with chronic pain. The proposed framework of our study is illustrated in Fig. 1 .
Materials and methods
All materials were derived from the Department of Veterans Affairs (VA) EHR. The clinical notes were obtained from the Veterans Health Information Systems and Technology Architecture (VistA) EHR through the VA Informatics and Computing Infrastructure (VINCI). We included patients with documented pain intensity rating score > = 4 [14] and initial musculoskeletal diagnoses (MSD) captured by (ICD-9-CM codes) in fiscal year 2011 and a minimal 1 year of follow-up (follow-up period is 3-yr maximum), with complete data on [16, 17] . For the purposes of our analysis, we sampled 1058 clinical notes that belong to 92 males and females with mean ages 68 and 58, respectively (keeping all notes of a unique patient). We then divided these notes into 10 sets to control the workflow of the annotation process. That is, once the annotators completed annotating one set, the agreement statistics and adjudication are examined on that set. Lessons learned from annotating this set are then reflected on future sets.
Annotation
We developed annotation schema, based on our previous work [2, 13] , similar to guidelines developed to support traditional chart review but included more explicit details about the specific text strings that should be coded. The schema is a computer program that allows the annotator to highlight specific text strings and assign a classification label to the string. We used eHost to create the schema [18] . To measure inter-annotator agreement (IAA), a first training set of 50 clinical notes was annotated by each of the annotators. Agreement statistics were calculated on the training notes as a measure of reliability. Differences between annotators were adjudicated by a third expert on the team to help ensure that the annotations were valid and reliable. This is the standard practice for these kinds of text studies based on the well documented and well cited references [19] [20] [21] [22] [23] . Adjustments to guidelines were made and a second set of training notes was annotated and the IAA statistics was 65%. The agreement statistics IAA were calculated in eHOST which uses a simple agreement statistic and F-measure (harmonic mean of precision and recall). If any given annotation by an annotator is matched by an annotation with the same class, it was deemed a match. Matches were calculated for each annotator compared to the other. Final agreement is reported as a percent agreement between the two annotators broken down for each class. Annotated spans of text are recorded with their start and stop offsets identifying their exact position in the text. Two annotations with overlapping spans and assigned the same class are considered a match. Any differences in the spans are resolved during the adjudication process. The goal was to annotate each instance of a mention of pain assessment. Pain assessment could appear in clinical notes in different forms or subclasses. These subclasses were derived from published policy guidance and recognized standards in the field regarding the key components of a comprehensive pain assessment [2] . In addition, pain management experts were consulted to help operationalize these subclasses, and further operationalization occurred during the development phase to improve reliability of the coding. The included pain assessment subclasses are: 10. Pain site: The location of the pain (e.g., knee, lower back, joint). Note that, as a rule, no pain site is to be annotated without a pain mention. 11. Pain-related diagnostics: The results of any test or consult to diagnose the pain condition such as radiographic findings or results of electromyographic evaluation, or results of a consult with physical therapy, neurology, or other specialists who assess and treat pain conditions. In this subclass, findings need to be related to a potential source of pain but not necessarily to pain mention.
The presence of any subclass in a note indicated that the corresponding patient had been assessed for that dimension of pain. While annotating, the phrase, in a note, indicative of a particular subclass was selected. In other words, a binary approach to coding the presence or not of each specific subclass or dimension was employed. Pain assessment may be mentioned multiple times within a note indicative of one or multiple subclasses. We accounted for assertions and negations in the text. An average of 72% (median 71%) IAA was obtained on the 10 sets of clinical notes.
Generating the reference standard
We generated a reference standard dataset for pain assessment that we used to build the classification system. To label clinical notes for pain assessment, we used the extracted annotations. Within a note, single or multiple subclasses of pain assessment might be present. If a note had at least one annotation of a subclass of pain assessment, then it was deemed positive and labeled as BYes.^In the negative case where no pain assessment annotations were detected in a note, the label was BNo.^Out of the 1058 notes in our sample, 596 were positive for the presence of documentation of at least one pain assessment subclass (56%; labeled BYes^) compared to 462 negative notes.
Pain assessment classification
In our experiments, we used the scikit-learn machine learning toolkit [24] to build the classifiers. Data representation was the first task towards building the classifier. We used the Natural Language Toolkit (NLTK) [25] to extract words/features from each clinical note in the sample. In particular, the natural language processing (NLP) pipeline included tokenization, stop words removal, and stemming (using porter stemmer which is supported by the NLTK implementation). We used scikit-learn machine learning toolkit [24] to generate the bag-of-words (BOW) representation of the notes. The extracted words via NLTK were passed on to Scikit-learn to compute corresponding frequencies. Each note was represented via a feature vector wherein features (words in the notes) are weighted using their frequencies. The classifier was built using the BOW representation of notes. We experimented with several classifiers to classify each note as either pain assessment or not. We observed performance and selected the classifier with best results. The list of classifiers included:
& K-nearest neighbor (KNN) [26, 27] : Classification is computed from a simple majority vote of the nearest neighbors of each point: a query point is assigned the data class which has the most representatives within the nearest neighbors of the point. The K is a parameter that represents the number of neighbors of the query point. We experimented with many values (4, 6, 8, 10) and found that K = 6 gave best results. In the scikit-learn implementation, we used the Euclidean distance to compute the distance between a query point and its neighbors. & Decision tree (DT) [28, 29] : Non-parametric supervised learning method that creates a model that predicts the value of a target variable by learning simple decision rules inferred from the data features. To measure the quality of the split, we used the Gini impurity [30] which measures misclassifications of the split. We allowed the tree to grow to its maximum depth, i.e., until leaves are pure or they contain at least one clinical note. & Support vector machine (SVM): An SVM classifier learns the region of feature space (i.e., combinations of features) that corresponds to a Bpain assessment^note. The boundary of this region is known as the decision boundary. SVM maps each feature vector to a decision value, which is the signed distance of the note to the decision boundary. For example, decision values of 5, 1, and − 1 would correspond to high confidence of assessment, a less certain of assessment, and no assessment in the note, respectively. We used the support vector classification (SVC) implementation in scikit-learn to do the classification. We trained the classifier with the radius basis function (RBF) Kernel for which two parameters must be determined C and Gamma. C trades off misclassified clinical notes and the complexity of the decision boundary. Low C produces a smooth decision boundary while high C aims to classify more clinical notes correctly. Gamma defines the importance and influence of a clinical note [31, 32] . We set the parameters to their default values as recommended by scikit-learn so C = 1 and Gamma = 1/number of features. & Random forest (RF): [33, 34] An ensemble learner that combines the predictions of several base classifiers built with a given learning algorithm in order to improve generalizability and robustness over a single classifier. Each tree in the RF is built from a sample drawn with replacement from the training set. When splitting a node during the construction of the tree, the best split among a random subset of the features is picked. The prediction of the ensemble RF classifier is given as the averaged prediction of the individual classifiers. To build the random forest we included 100 classifiers.
Evaluation
We split clinical notes into three equal portions where two thirds of the data was utilized for training and one-third for testing. We performed 10-fold cross-validation [35] [36] [37] to train the classification system. In cross-validation, the training set is split into 10 smaller sets or folds. The classification model is trained on k-1 folds and tested or evaluated on the remaining fold using any of the evaluation measures below. This process is repeated 10 times such that the model will be tested on each one of the folds. The average performance on the 10 folds will be reported for the classification system. Dietterich [38] and Bouckaert [39] studied the 10-folds of cross-validation and proposed other ways of generating the 10 samples or increasing the samples to 100 instead of 10; however, the standard method described above remains the most widely used validation procedure [40] . To evaluate performance, we used the following measures.
Positive predictive value (PPV): Precision: The ability of the classifier not to label as positive a sample that is negative and is the ratio TP/(TP + FP) where TP is the number of true positives and FP the number of false positives. Sensitivity: Recall: The ability of the classifier to find all positive samples and defined as the ratio: TP/(TP + FN) where FN is the number of false negatives. F1-score: The harmonic mean of precision and recall can be interpreted as a weighted average of the precision and recall and is computed as 2 × (precision × recall)/(precision + recall).
The best value for all three measures is 1 and the worst value is 0.
Results

Annotation
We used the annotations to label clinical notes with the subclasses of pain assessment. A positive note with pain assessment could have single or multiple subclasses as labels. Table 1 shows the total number of unique subclasses that appeared in the 596 positive notes (having pain assessment). If a subclass appeared multiple times in a note, it was counted as one. Based on our data sample and evident form Table 1 , the majority of clinician notes assessed one to four aspects of pain for patients. In 381 (65%) of the notes for which any pain assessment subclass was present, patients were assessed for at least 2 to 4 subclasses of pain. A smaller, percentage (23%) of the notes included assessments of 4 to 6 subclasses, and 9% of the notes had evidence of 6 to 9 subclasses of pain assessment. None of the notes included annotations of 10 or11 pain assessment subclasses. It is important to mention that 26 out of 596 positive notes had treatment annotations related to pain, but we do not include them in the analysis in this table because we are focused on pain assessment subclasses (this explains the total of 570 notes in the table). Figure 2 shows the distribution of subclasses of pain assessment across the Bpositive^notes for which any documentation consistent with an acknowledgement of the presence of pain was present. The pain mention subclass appeared in 94% of these notes (560 out of 596 positive notes of pain assessment). In the remaining 36 notes, the subclass pain diagnostics was detected which is, by definition, not necessarily dependent on the pain mention subclass (i.e., use of the word Bpainŵ as not required). Providers mostly documented assessment of pain site (67%) and intensity of pain (57%), followed by persistence (32%). In only 27% of positive notes did providers document a presumed etiology for the pain complaint or diagnosis. Documentation of patients' reports of factors that aggravate pain were documented approximately 11% of the positive notes. The remaining subclasses of pain assessment, including assessment of pain quality, pain diagnostics, interference with functioning, factors that alleviate pain, and diurnal variation in pain intensity were all documented in less than 10% of these positive notes.
Classifying clinical notes with pain assessment
We then applied three single classifiers including SVM, Knearest neighbor, and decision tree as well as the random forest ensemble classifier to detect pain assessment in clinical notes. Table 2 summarizes the average performance of the different classifiers of ten runs on the training and test sets in all measures. On the training data, best performance in most measures was observed for RF where the highest accuracy and AUC were achieved, .93 and .92, respectively. Crossvalidation error was computed for all classifiers. SVM, RF, and NN had about~.02 error compared to .013 error of DT. On the training data, DT showed close performance to RF. The best performance of RF is explained by the combined predictions of several base classifiers which likely improved generalizability and robustness over a single classifier. In our experiments, we combined 100 single learners for prediction. 4 < subclasses ≤ 6 1 3 7 2 3 6 < subclasses ≤ 9 5 2 9
Despite the similar overall performance of DT and RF on the training set, on the test data, RF wins all classifiers including DT. K-nearest neighbor, however, outperformed all classifiers in terms of sensitivity on the training and test sets, .93 and .95, respectively. We used six neighbors to estimate the label of a given clinical note (i.e., k = 6); adding beyond that did not seem to change the results. KNN, however, did noticeably worse than all classifiers in terms of the other measures for both training and test data sets as shown in the table.
Discussion
We developed an automated system based on ML to detect pain assessment in clinical notes. We founded an annotation schema that we used to extract information about pain assessment from clinical notes. We then generated a reference standard of labeled notes to build a classifier that can find patient encounters with documentation of pain assessment. Notes including pain assessment annotations were deemed positive examples and the remaining were assigned to the negative class. We experimented with multiple classifiers, among which random forest classifier achieved the best results.
There have been numerous studies that used ML to classify EHR clinical notes relative to a certain health care condition or outcome of interest [41] [42] [43] [44] [45] [46] [47] [48] [49] . Use cases included cancer related problems such as microcalcification and colon cancer, mental health and psychiatric diseases, falls in elderly patients, amongst many others. Despite the wide spectrum of this research, the use of intelligent machine-based methods for pain assessment research has not been explored. In addition, previous studies using large datasets to detect and analyze characteristics of patients with various types of pain have relied exclusively on the readily available billing and coded data as the main source of information. [50] [51] [52] [53] This study, in contrast, harnessed unstructured narrative text data from the EHR to detect pain assessment clinical notes, a focus that has not been explored before.
In this analysis, we made the case that structured and coded data are not sufficient to aid the research of pain assessment and thus PCQ. As we have shown in the annotation section, not all primary care clinical notes pertaining to patients with MSD diagnoses include useful information for pain; about half (56%) of the reference standard clinical notes (596/ 1058) had pain annotations. These findings are perhaps consistent with clinical observations that, although the sample was comprised of patients with known MSD who have reported pain of at least moderate severity during at least one encounter, pain may not always be a salient concern for these patients and their providers at all clinical encounters [54] (add Goulet citation). These findings encourage a broader approach that takes into account unstructured clinical data when designing health-related quality measures or making health-related conclusions or decisions. Our classification system is potentially useful for retrieving clinical notes with the focus interest of pain assessment from primary care, a more discerned set of notes for subsequent analysis.
The pain assessment classifier is potentially useful for health care providers, health services researchers, or other entities interested in improving PCQ. We envision it as an agent that can automatically sift through the EHR to pull clinical notes with pain assessment for further pain quality research and performance improvement initiatives. For example, in the context of a facility level initiative designed to successfully implement a stepped care model of pain management, we employed a manualized approach to assessing these dimensions of PCQ to monitor improvements in pain care in the primary care setting [55] . This project is an early step in developing an automated approach to extracting key painrelevant information from clinical notes that is not otherwise available in structured data, for example, information about patient functioning, often considered an important outcome for pain clinical trials [56] . The importance of this system is amplified given the BBig Data^nature of the EHR. Unstructured text narratives in clinical notes is particularly characterized as BBig Data^due to their large volume and high dimensionality, thus very expensive and effortful to extract embedded useful information manually and automatically. Hereby, we propose to use our classification system to detect clinical notes of interest, i.e., pain assessment and then use those for pain quality focused research. Our study has a limitation related to the specificity of the pain assessment information detected. Although the annotations in the reference standard included the different and specific subclasses of pain assessment that exist in the notes, our classifier only determines if a clinical note includes components of a comprehensive pain assessment note or not. For example, the current system does not generate information about the quality or quantity of these components (e.g., the extent of functional impairment, or the specific quality of patients' pain experiences). Thus, our system represents a first step to detect indicators of providers' documentation of key dimensions of a comprehensive pain assessment in a BBig Data^source.
Conclusion
The pain assessment classification system that we developed represents an important first step in developing an automated system that can potentially aid in improving PCQ. It provides practical information useful to inform future policies and initiatives to improve the care of patients with pain. The classification system classifies clinical notes (in the test set) with pain assessment with an AUC and PPV equivalent to .94 and .95, respectively. Performance of RF ensemble classifier was compared to other single classifiers including SVM, KNN, and DT. In future work, we intend to build a more granular classifier that captures more specific and actionable information related to the different types of pain assessment in the notes. We plan to employ more sophisticated machine learning algorithms to build the new classifier.
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