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Zusammenfassung
In dieser Arbeit berechnen wir mit Hilfe der Gitter-QCD Observablen, die in Beziehung
zur Struktur des Nukleons stehen. Ein Teil dieser Arbeit beschäftigt sich mit Momenten
von Parton-Verteilungsfunktionen. Solche Momente sind wichtig für das Verständnis der
Nukleon-Struktur und werden durch globale Analysen von tief-inelastischen Streuexpe-
rimenten bestimmt. Eine theoretische, nicht-perturbative Rechnung der Momente in der
Gitter-QCD ist möglich. Allerdings existiert, seit solche Gitter-QCD Rechnungen vorliegen,
eine Diskrepanz zwischen diesen Rechnungen und den Ergebnissen globaler Analysen ex-
perimenteller Daten. Wir untersuchen, ob systematische Effekte für diese Diskrepanz ver-
antwortlich sind, dabei studieren wir insbesondere die Effekte angeregter Zustände. Zudem
führen wir eine erste Rechnung mit vier dynamischen Quark-Flavors durch.
Ein weiterer Aspekt dieser Arbeit ist eine Machbarkeitsstudie zur Berechnung des skalaren
Quark-Inhalts des Nukleons in der Gitter-QCD. Dieser bestimmt den Wirkungsquerschnitt
der durch ein skalares Teilchen (z.B. ein Higgs-Teilchen) vermittelten Wechselwirkung ei-
nes schweren Teilchens mit einem Nukleon und kann somit einen Einfluss bei der Suche
nach Dunkler Materie haben. Bisherige Gitter-Rechnungen dieser Größe besitzen große Un-
sicherheiten und sind daher von geringer Signifikanz für phenomenologische Anwendun-
gen. Wir benutzen eine Varianz-Reduktions-Methode zur Auswertung von unverbundenen
Diagrammen um ein präzises Ergebnis zu erhalten.
Des Weiteren stellen wir eine neue stochastische Methode zur Berechnung von Nukle-
on-Dreipunkt-Korrelationsfunktionen vor, die für die Berechnung von Observablen der
Nukleon-Struktur benötigt werden. Wir testen die Konkurrenzfähigkeit dieser neuen Me-
thode gegenüber der Standard-Methode.
In allen Rechnungen benutzen wir Wilson twisted-Mass Fermionen mit maximalem Twist,




In this thesis we compute within lattice QCD observables related to the structure of the
nucleon. One part of this thesis is concerned with moments of parton distribution functions
(PDFs). Those moments are essential elements for the understanding of nucleon structure
and can be extracted from a global analysis of deep inelastic scattering experiments. On the
theoretical side they can be computed non-perturbatively by means of lattice QCD. How-
ever, since the time lattice calculations of moments of PDFs are available, there is a tension
between these lattice calculations and the results from a global analysis of experimental
data. We examine whether systematic effects are responsible for this tension, and study
particularly intensively the effects of excited states by a dedicated high precision computa-
tion. Moreover, we carry out a first computation with four dynamical flavors.
Another aspect of this thesis is a feasibility study of a lattice QCD computation of the scalar
quark content of the nucleon, which is an important element in the cross-section of a heavy
particle with the nucleon mediated by a scalar particle (e.g. Higgs particle) and can therefore
have an impact on Dark Matter searches. Existing lattice QCD calculations of this quantity
usually have a large error and thus a low significance for phenomenological applications.
We use a variance-reduction technique for quark-disconnected diagrams to obtain a precise
result.
Furthermore, we introduce a new stochastic method for the calculation of connected 3-point
correlation functions, which are needed to compute nucleon structure observables, as an al-
ternative to the usual sequential propagator method. In an explorative study we check
whether this new method is competitive to the standard one.
We use Wilson twisted mass fermions at maximal twist in all our calculations, such that all
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1 Introduction
It is one of the fundamental challenges of Quantum Chromodynamics (QCD), as our theory of
the strong interaction, to describe the structure of hadrons. The high energy, correspondingly
short distance properties of this theory have been tested experimentally, partly with outstand-
ing precision, at particle accelerators and other high energy experimental facilities such as Jlab
and BNL. Thus, we have a very good understanding of QCD as the theory describing the
short distance dynamics of quarks and gluons. However, there is no analytic description of the
quark-gluon interaction at low energies and consequently, to the present day, we are lacking
an analytic understanding of the mechanism that leads to the formation of hadrons. Thus, e.g.
the masses of the simplest baryons, the nucleons, of which basically all visible matter in our
universe consists, cannot be computed analytically.
Lattice QCD has significantly furthered the understanding of the quark-gluon dynamics at low
energies by computer simulations. In this way the lattice community has been able to correctly
compute the mass spectrum of mesons and baryons from a first principles QCD calculation and
hence proves that that the mass spectrum can be explained by QCD. Of course, it still remains
to be seen, whether also other low energy phenomena such as the spontaneous breaking of
chiral symmetry or the structure of the hadrons follow from QCD.
Lattice QCD can in principle provide information on the low energy sector of QCD and, in par-
ticular, the inner structure of mesons and baryons. This thesis is concerned with the calculation
of quantities related to the inner structure of nucleons. In particular, we calculate moments of
parton distribution functions and the scalar quark contents of the nucleon. As these quantities
contain information about the constitution of the nucleon, they can help to shed light on the
dynamics taking place inside protons and neutrons.
Besides the importance to understand hadron structure from a first principles QCD calculation,
there is another puzzling aspect. At present, there is a tension between value of moments of
parton distribution functions calculated in lattice QCD and their experimental counterparts. It
is one of the main goals of this thesis to resolve this tension. As an example, even for simple
moments like the nucleon axial charge gA or the first moment of the unpolarized parton dis-
tribution (in the isovector flavor combination) 〈x〉u−d, there exists a difference between results
obtained from global analyses of experimental data and from lattice QCD calculations which is
significantly greater than the quoted uncertainties.
The most likely explanation for this mismatch is that systematic effects are not well-controlled.
Lattice QCD computations are subject to several such systematic effects. Our aim is hence to
perform a comprehensive study of systematic effects and attempt to see, whether they can re-
solve the aforementioned conflict.
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Particular focus will be on excited state effects that lattice calculations have to deal with and
which can severely affect results from lattice calculations. Other systematic effects are dis-
cretization and finite volume effects and the, still, necessary extrapolation of the results to
physical values of the pion mass. We will discuss all these lattice effects in detail in this thesis
and try to understand, whether controlling these systematic errors can reconcile the discrep-
ancy between lattice calculations and experimental determinations of at least gA and 〈x〉u−d as
the here considered benchmark observables.
As a second key target we want to calculate the scalar quark content of the nucleon, which is,
for reasons that we explain later, a very challenging calculation on the lattice. Such a theoretical
calculation is appealing since hardly anything is known about this quantity. However it is an
important quantity in models of physics beyond the standard model. It governs the interaction
between the nucleon and a massive particle through the exchange of a scalar particle such as
the Higgs boson. This massive particle can be a weakly interactive massive particle (WIMP) -
a promising candidate for Dark Matter.
Here, we would like to provide a reliable computation of scalar matrix elements of the nu-
cleon 〈N|q¯q|N〉. Those matrix elements are a low-energy quantity and therefore not directly
accessible by perturbative QCD. It can be calculated indirectly at the cost of large systematic
uncertainties. A direct calculation with lattice QCD methods is therefore very desirable, but
present results have a rather large error such that the significance for phenomenological appli-
cations is questionable. Using a special noise-reduction technique, we attempt to obtain precise
results for the scalar matrix elements of the nucleon for all quarks of the first two generations.
Besides the physical quantities we want to address in this thesis, there is also a very important
technical aspect, namely the efficient calculation of 3-point correlation functions which underlie
the evaluation of the quantities mentioned above. We explore a new method for the evaluation
of connected 3-point correlation functions of the nucleon, which are needed for the evaluation
of nucleon matrix elements. It is not clear whether this method, involving a stochastic estima-
tion of a quark propagator, is competitive compared to the method typically employed in the
calculation of nucleon structure, the so-called sequential method with fixed sink. The stochastic
method has the advantage of higher versatility, but is potentially more expensive concerning
the computational effort. Our objective here is more of exploratory nature. We need to develop
new methods and perform a a number of tests in order to clarify the potential of the method.
The feasibility of the method will be tested in a benchmark calculation, including the scaling of
the computational cost with increasing volume.
We would like to remark that without the collaboration with the European Twisted Mass col-
laboration (ETMC), providing configurations, computing resources and cross-checks, and in
particular knowledge and experience, this work would not have been possible. Acknowledg-
ing this, we use the first person plural throughout this thesis.
This thesis is organized as follows:
In Chapter 2 we explain how hadron structure can be accessed by experiment as well as with
lattice QCD methods. In addition, we introduce the observables this thesis is concerned with.
In Chapter 3, we introduce the nucleon correlation functions needed for the calculation of nu-
cleon matrix elements and explain how the latter are obtained from suitable ratios of correlation
2
functions. We also discuss how excited state contributions can enter in the calculation. A brief
introduction of some basic elements of lattice QCD is given in Chapter 4. In this chapter we also
discuss some of the systematic effects which lattice QCD calculations have to deal with. While
Chapter 4 is meant as a basic introduction, we concentrate on the more technical elements and
methods employed in the scope of this thesis work in Chapter 5.
We discuss the stochastic method mentioned above in Chapter 6, where we present a study of
the feasibility and explain a few benefits of this method. Chapter 7 deals with moments of par-
ton distributions. We describe the tension between experimental results and results from lattice
QCD calculations for the simple observables gA and 〈x〉u−d and present a study of systematic
effects, in particular contributions from excited states. Chapter 8 covers the lattice computation
of the scalar quark content of the nucleon. We present an explorative study and discuss the
impact of excited state effects.
Finally, we give a summary in Chapter 9.
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Lattice QCD
This thesis is concerned with the structure of the nucleon. In experiments one can gather in-
formation about the inner structure of hadrons – such as nucleons – through scattering ex-
periments. For example, there are fixed-target experiments with a high energy electron beam
sent through hydrogen or deuteron target, or the famous lepton-proton collision experiments
at particle accelerators like HERA.
The measurable (differential) cross section is theoretically given by a kinematic factor contain-
ing the details of the process and a factor given by an element of the scattering matrix that
depends on the underlying theory (here: QED and QCD) describing the interactions between
the particles. As we will see in the following sections we are particularly interested in matrix
elements of the nucleon 〈N| q¯Xˆq |N〉, where |N〉 denotes a nucleon state and q¯Xˆq represents a
quantum-mechanical operator that involves two quark fields of flavor q. Those matrix elements
in fact provide information about the nucleon structure. On the one hand they are related to
the elastic (Compton) scattering amplitude through the operator product expansion (OPE), and
can therefore be accessed in deep inelastic scattering (DIS) experiments. On the other hand they
can be determined in lattice QCD from a first-principles calculation. Depending on the oper-
ator q¯Xˆq we can obtain information not only about the quark content of the nucleon but also
about the distributions of momentum, angular momentum or spin of the constituent quarks.
We start with a discussion of DIS revealing the proton structure. Then we discuss what the
observables of interest are and how to compute them from experimental data and in lattice
QCD.
2.1 Deep Inelastic Scattering
A major tool for the study of nucleon structure is electron scattering, the reason being the
well understood interaction of the electron with another particle carrying electric charge in
the framework of Quantum Electrodynamics, such that the interaction of the electron with a
nucleon can serve the purpose of probing the unknown structure of the latter. We will learn
how this is done in practice in the course of this section.
Let us start with a bit of history. In the late 1960s electron-proton scattering experiments were
performed at the Stanford Linear Accelerator (SLAC) in the highly inelastic kinematic region,
which means essentially at high center of mass energies and momentum transfer [1, 2]. The
5
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outcome of those inelastic scattering experiments which was in sharp contrast to the elastic
scattering results, suggested a non-trivial substructure of the proton1. Inspired by Feynman,
Bjorken tried to explain the DIS data using an intuitive model, in which the proton is not a fun-
damental particle but consists of point-like constituents, called partons, off which the electron
scatters elastically [3]. This results in a cross-section that does not depend on the energy of the
incoming electron, which is known as Bjorken scaling and was found to hold true in good ap-
proximation at high momentum transfers. Thus the findings of the DIS scattering experiments
established the parton picture of the nucleon and eventually guided the way for QCD as the
theory of strong interactions and the quarks and gluons being the constituents of hadrons.
We discuss the scattering process quantitatively in the following and demonstrate how to ob-
tain information about nucleon structure therefrom. Also, we are going to see how nucleon
structure can be computed in lattice QCD.
Deep inelastic scattering is the common term for the scattering of a lepton (typically e+/e−) off
a hadron (typically a nucleon) at high momentum transfer. We denote this by the reaction
l(p) + N(P)→ l′(p′) + X(PX). (2.1)
where l and l′ label the initial and final lepton, respectively, and N is the nucleon. The final
(hadronic) states except for the scattered lepton itself are summarized in X, i.e. the reaction
above is to be understood as fully inclusive. We have additionally written the corresponding
4-momenta in parentheses.
If the momentum is not too high the neutral current process (l = l′ in 2.1) is dominated by a
one-photon exchange. This particular process is illustrated in Fig. 2.1, where we only write the
momenta from Eq. (2.1), q = p− p′ is the momentum transfer.
The inclusive process (2.1) is described by 3 kinematic variables. One may choose as the first
one the (square of the) center-of-mass energy
s = (p + P)2, (2.2)
which is typically fixed by the experimental setup, e.g. the beam energy in a particle collider.
The other two may be chosen from the following ones,
Q2 = −q2 = −(p− p′)2 (2.3)
x =
Q2








In the equations above, mN labels the nucleon mass and q is again the momentum transfer. The
variable ν corresponds to the transferred energy in the rest frame of the nucleon and x is the
1To be more precise, the inelastic cross-section was found to be nearly independent of the momentum transfer,
whereas the elastic cross-section possesses a steep momentum transfer dependence.
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Figure 2.1: Typical DIS process.
Bjorken variable. Now, DIS in terms of those variables is the regime, where
mNν m2N , (2.6)
Q2  m2N , (2.7)
x fixed and finite. (2.8)














p + P− p′ − PX
) |M|2 , (2.9)
where E′ denotes the energy of the outgoing lepton l′ and we have a sum over the spins of the
initial (sl ,S) and all final states (sl′ ,X). The element of the scattering matrixM that encodes the
quantum field theoretical part of the cross section, can be straightforwardly calculated in QED,
but in QCD it contains unknown elements. It is expressed in terms of a leptonic tensor Lµν and
a hadronic tensor Wµν.
|M|2 ∼ Lµνl Wµν, (2.10)
Lµν(p, p′) = 2
(
p′ µpν + p′ νpµ − gµνp · p′) , (2.11)
Wµν(P, q) =
∫
d4z eiq·z 〈P| [Jµ(z), Jν(0)] |P〉 (2.12)
Here, Jµ is the hadronic current, which is – in contrast to the leoptonic current – unknown.
Lorentz and gauge invariance in combination with the parity conservation of the electromag-
netic current imply that the hadronic tensor, encoding the response of the nucleon, is of the
7




















Figure 2.2: Illustration of the relation between the hadronic part of a DIS process (left) mediated
by a photon and the virtual Compton scattering amplitude (right). The sum is taken over all
final states X.
general form










Pµ − P · qq2 qµ
)(
Pν − P · qq2 qν
)
(2.13)
with the a priori unknown functions W1 and W2. Those functions contain information about
the nucleon structure and – as we will see later – are in fact related to the structure functions
and thereby to the parton distribution functions (PDFs). In Eq. (2.13) we have ignored terms
antisymmetric in µ, ν, because they are not relevant in the unpolarized DIS process considered
here.
Using the optical theorem based on the unitarity of the S matrix, one can establish a relation
between the hadronic tensor and the forward Compton scattering amplitude Tµν,
Wµν = 2 Im Tµν, (2.14)
Tµν = i
∫
d4z eiq·z 〈p| T [Jµ(z)Jν(0)] |p〉 , (2.15)
where T [Jµ(z)Jν(0)] is the time-ordered product of the currents Jµ(z) and Jν(0). This relation
is schematically illustrated in Fig. 2.2.
In Appendix 1 we will show that the phase space very close to the light cone, corresponding to









For z2 → 0 however the current product Jµ(z)Jν(0) is not well-defined. The proper way to treat
it in the limit z2 → 0 is by means of the operator product expansion (OPE). The latter relates the
product of composite operators separated by an infinitesimally small or a light-like distance to
a sum over local operators multiplied by (possibly singular) coefficient functions. In Appendix
8
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2 we demonstrate that at leading twist 2 for our case of unpolarized DIS the relevant operators
are
Oµ1µ2···µk+1 = q¯γ{µ1 Dµ2 · · ·Dµk+1}q. (2.17)
Oµ1µ2···µk+1 is a local twist-two operator, D is the covariant derivative and the braces indicate
symmetrization and subtraction of the trace.
Local operators, more precisely nucleon matrix elements thereof, 〈N|O|N〉, can be calculated
in Euclidean quantum field theory and therefore lattice QCD calculations of of those matrix
elements are possible. Of course in practice one cannot calculate the infinite tower of local
operators appearing in expression (2.17). It is still possible to calculate the lowest terms, corre-
sponding to the moments of parton distribution functions as we will see later.
To conclude the discussion let us emphasize that the light cone dominance makes it practically
impossible to calculate parton distributions directly in Euclidean QFT, since the concept of a
light cone is non-existent in Euclidean space-time. However, it allows for the operator product
expansion, which makes a calculation of moments of the PDFs possible, because the OPE re-
lates the moments of PDFs to matrix elements of local operators. Details are given in appendix
2.
2.2 Parton Distribution Functions and their Moments
Parton distribution functions are probability density functions. We can write the probability of
finding a constituent p, i.e. a quark, an anti-quark or a gluon, in the nucleon which possesses
a certain value of the Bjorken variable x (the longitudinal momentum fraction in the Bjorken
limit) as fp(x)dx. fp(x) is then called a parton distribution function (PDF). Note that the PDFs
in principle also depend on Q2, but the latter is typically used as the scale and thus serves as a
parametrization. It is worthwhile mentioning that the scaling violation (the dependence on Q2)
is a consequence of higher order QCD corrections to the parton model, providing information
about the gluon distribution and allow for the determination of the strong coupling constant αs,
since the corrections (logarithmically in Q) go like αs(Q2)/pi. To keep notation simple, instead
of fp(x) we simply denote the PDFs p(x), i.e. we use the symbol of the parton p (not to be
confused with the momentum) for the corresponding PDF, e.g. u(x), u¯(x) for the (anti-)u quark
distribution function and g(x) for the gluon distribution function. The quantum numbers of
2Twist is the sum of dimension and spin, which serves as an effective dimension of the operator. One expects that
higher twist orders are strongly suppressed and this is confirmed by perturbative QCD calculations.
9
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the proton give the following constraints:
1∫
0





d(x)− d¯(x)) = 1, (2.19)
1∫
0
dx (q(x)− q¯(x)) = 0 for q = s, c, b, t. (2.20)







(q(x) + q¯(x)) + g(x)
]
= 1. (2.21)
Actually, the sum over the quark distributions gives about 0.5 which implies that half of the
momentum of the proton is carried by gluons at typical energies about the GeV scale.
With relation (2.13) one is now equipped with the necessary tool to access the functions W1 and
W2 experimentally. The functions W1,2 and in fact all structure functions are related to parton
distributions via coefficient functions that can be determined in perturbative QCD. Note that in
polarized DIS, where the spin polarization of the electron and the proton is known, one can also
access the spin distribution functions, moreover there are transverse momentum distribution
functions, which are however hard to access in experiments.
In order to avoid a cumbersome derivation that can also be found in the standard literature
(see for instance [4], section 18.5), we start with the operator definition of a (generalized) PDF












P is the path ordering operator, n is a light-like vector (i.e. n2 = 0) and FΓ is a generalized
parton distribution function that depends on the form of Γ. We use ψ and ψ¯ to denote the
quark field in order to avoid a confusion with the momentum transfer q. The right hand side
can be related to matrix elements of local operators, as explained before. Parton distributions
can be equivalently expressed by form factors. The form factor decomposition follows from
the symmetry properties of QCD. As an example we show the form factor decomposition of a
10
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matrix element of a local twist-two operator.
〈N(p′, s′)|Oµν|N(p, s)〉 =
U¯N(p′, s′)
[









with the (generalized) form factors A20, B20 and C20. mN is the mass of the nucleon and UN(p, s)
is the on-shell nucleon spinor.
Form factors are more convenient for lattice QCD calculations because they are directly related
to individual matrix elements of local operators and their momentum dependence. This cor-
responds to a calculation of the (momentum-dependent) moments of parton distributions, e.g.
via the relation A20(0) = 〈x〉.
The experimental determination of parton distributions works as follows. A more detailed
overview can be found in Ref. [5] and the theoretical framework is explained in detail in Ref. [6].
Typically the PDFs are modeled using an ansatz that reproduces the expected behavior for
x → 1 and x → 0. This behavior can be obtained from phenomenological models. Then a
global fit to DIS data from experiments at particle accelerators is performed. This requires the
evolution of the PDFs from some reference scale, typically of order 1 GeV, to a scale where
pQCD is supposed to hold. Of course, one has the freedom of selecting the data and the details
of the fit. There is an ongoing discussion between the groups performing those fits which is
the preferred choice. The interested reader is referred to the work of the different groups that
address the parton distributions [7, 5, 8, 9, 10]. We show as an example PDFs of the proton
obtained at a scale Q2 = (2 GeV)2 in Fig. 2.3. The functional form of the PDFs shown in the
plot is given in [5], Eqs. (6) ff. For illustration we write here the fit ansätze used for the u and d
quark distributions.
x(u− u¯)(x, Q2) = Auxη1(1− x)η2(1+ eu
√
x + γux), (2.23)
x(d− d¯)(x, Q2) = Adxη3(1− x)η4(1+ ed
√
x + γdx), (2.24)
where all variables but x on the r.h.s. are fit parameters. One important note is that the phe-
nomenological determination (combining pQCD and experiment) is based on the factorization
theorem, basically stating that one can separate the long-distance dependence from the short-
distance behavior. It is the theoretical confirmation that the OPE, where the matrix elements
of the local operators contain the long-distance behavior and the short-distance behavior is
incorporated in the coefficient functions, makes indeed sense.
In lattice QCD, all we need to do is to evaluate matrix elements of local operators of type
Oµ1···µn(x) = q¯(x)Γ{µ1 Dµ2 · · ·Dµn}q(x), (2.25)
where Γµ0 = γ
µ,γµγ5 and D is the covariant derivative and the braces mean symmetrization
in the indices and subtraction of the trace, see also the discussion at the end of the previous
section. We will show later that the calculation of those matrix elements basically amounts to
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Figure 2.3: Parton distribution functions of the proton at Q2 = (2 GeV)2. The PDFs are taken
from the MSTW PDFs library [5].
computing suitable ratios of nucleon 2-point and 3-point correlation functions. This can – at
least theoretically – be done utilizing lattice QCD methods.
We are now prepared to discuss a few basic observables we deal with. Apart from the mo-
ments of PDFs, where we are actually only capable of computing some of the lowest non-trivial
moments, we also introduce another matrix element in Sec. 2.3 which is not a PDF moment,
namely the scalar quark content. It is a measure of the sensitivity of the nucleon mass to the
quark mass and hence a measure of the influence of the individual quark flavors on the nucleon
mass.
2.2.1 The Nucleon Axial Charge gA
A simple but nonetheless important quantity related to hadron structure is the nucleon axial
charge gA. As we will see in the following discussion it plays a role in the neutron beta de-
cay and is an important parameter in the chiral effective Lagrangian describing pion-nucleon
interaction at low energies.
Consider the form factor decomposition of the matrix element of the axial isospin current
J5 µa(x) = q¯(x)γµγ5τaq(x), where q = (u, d) is the light quark doublet and τ is a Pauli ma-
trix acting in flavor space.












This quantity enters the theory of the beta decay of the neutron. gA is defined as F51 (0)m simply
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because there is no fundamental conservation law that fixes the value of F51 (0) trivially. In
practice we can thus use a simplified definition,
〈N(p, s)|q¯(0)γµγ5τ3q(0)|N(p, s)〉 = 2gAsµ. (2.27)
Note that with the definition of gA it is also equivalent to say that gA is the lowest (zeroth) mo-
ment of the polarized parton distributions (in isovector flavor combination), i.e. gA = 〈1〉∆u−∆d.
The observable is quite precisely measured by experiments, with a current PDG value of gA =
1.2701(25) [11]. This is an accuracy of 2 per mill. Note that this is a world average, where
most of the data comes from decay measurements on cold polarized neutrons. Therefore a
comparison with lattice data, where no world average has been taken, has to be regarded with
care.
The axial charge can also be calculated in a (chiral) effective theory. Under the assumption that
the pion is massless we can write down an effective Lagrangian for the pion-nucleon interac-
tion,
L = igpiNNpiaN¯γ5σaN, (2.28)
where gpiNN is the effective coupling of a pion to a nucleon. In this framework, gA can be





This identity, known as Goldberger-Treiman relation [12], holds experimentally to about 5%
accuracy, showing the predictive power of chiral perturbation theory for such quantities, see
e.g. Ref. [13] for a review.
In lattice QCD gA serves as a benchmark observable for nucleon structure calculations, because
it can be straightforwardly computed from the nucleon matrix element of the simple local op-
erator q¯γµγ5τ3q. There is, however, a tension between experimentally measured values and
lattice calculations of various collaborations. In fact, we are going to discuss this issue in detail
in Chapter 7, since it is an important aspect of the work presented in this thesis. It is most
important for the lattice QCD community to provide a value for gA as the most easily accessi-
ble benchmark observable with fully controlled systematic errors, because only then it can be
reliably compared to the experimental value.
13
2 Hadron Structure from Experiment and from Lattice QCD
2.2.2 The First Moment of the Unpolarized Parton Distribution < x >u−d
Another observable being of particular interest is the first moment of the unpolarized parton





(u(x) + u¯(x))− (d(x) + d¯(x))] . (2.30)
Actually, it is the first non-trivial moment since the zeroth moment is fixed by the quantum
numbers of the nucleon, here the number of valence quarks, that result in the constraints (2.18)
ff.
Let us note in addition that, in terms of generalized form factors, 〈x〉u−d = A20(0) with A20(q2)








where the braces indicate symmetrization in the indices µ and ν and subtraction of the parts
proportional to gµν, and µ2 is the scale at which the above expression is evaluated. A particular
benefit for the lattice evaluation is – provided that the usual mass degenerate light quarks are
employed and the fermion action respects isospin symmetry – the absence of quark disconn-
ected contributions. The latter are known to be computationally demanding and their existence
would make the lattice calculation of 〈x〉u−d more cumbersome. Thus, 〈x〉u−d can serve as an-
other benchmark quantity to test the lattice QCD calculation of hadron structure. Let us note
that we give first results for the isospin octet flavor combination 〈x〉u+d−2s including disconn-
ected diagrams, which we discuss later.
As in the case of the axial charge gA, there is a discrepancy between results from experiments
and lattice calculations, however for 〈x〉u−d the tension is much bigger than for gA. At this
point, this statement shall just serve as a motivation for Chapter 7, where the issue is discussed
in detail.
2.3 The Scalar Quark Content
Another quantity being of a different nature than the moments of PDFs discussed above also
provides information about the inner structure of the nucleon: the scalar quark content of the
nucleon. Mainly due to an increase of computer power and the development of special tech-
niques, this observable has received increasing interest in the past few years, as a precise cal-
culation of this quantity has become more feasible.
The scalar quark content of the nucleon is formally defined as 〈N| q¯q |N〉, where q¯ and q are
quark fields of a certain (but the same) flavor. It is a measure of the sensitivity of the nucleon
14
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mass to the quark mass, as can be seen from the following identity,
〈N| q¯q |N〉 = ∂mN
∂mq
, (2.32)
based on the Hellman-Feynman theorem [14]. As an immediate consequence, direct experi-
mental measurements of the scalar quark content are not possible, simply because the quark
mass cannot be varied. Note at this point that this restriction does not exist in lattice QCD,
where the quark mass can in principle be chosen arbitrarily. Indirect measurements are still
possible due to a relation of the scalar quark content to meson-nucleon scattering amplitudes.
However, this method exhibits ambiguities and thus has large systematic uncertainties. This is
reflected in the fact that the results of different groups differ significantly.
A theoretical prediction is therefore highly desirable. The non-perturbative nature of the scalar
quark content suggests lattice QCD calculations. In fact there are two methods since both the
right hand side and the left hand side of Eq. (2.32) can be evaluated individually using lattice
methods.
The scalar quark content is particularly interesting for dark matter detection because it is an
important ingredient in the cross section of the interaction of a weakly interactive massive
particle (WIMP) – a promising dark matter candidate – with the nucleon mediated by a scalar
particle, such as the recently discovered Higgs particle [15]. A diagram of the interaction is




Figure 2.4: Interaction of a weakly interactive massive particle (WIMP), here denoted as χ, with
a nucleon (N) mediated by the exchange of a Higgs-boson (H).
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Here, the sum is over the quark flavors q. The function Gq(m2χ) depends on the particular
details of the dark matter model, but certainly on the mass of the WIMP. fTq are dimensionless
and renormalization group invariant couplings that depend on the quark flavor q and the mass
mq. We call the matrix element 〈N|q¯q|N〉 the quark content of flavor q.
The strange quark contribution is expected to play an important role in the cross section (2.33)
since the strange quark mass is more than one order of magnitude heavier than the light quark
masses and the Higgs coupling is proportional to the quark mass. If the strange quark content
〈N|s¯s|N〉 would be large compared to the light quark content, then the effects of the strange
quark would be dominant in the cross-section. Note that the quark content of the heavier fla-
vors might play an even more important role because their Higgs coupling is even stronger, but
the quark content of the heavier flavors is also expected to be strongly suppressed compared to
the three lightest flavors u, d and s, because already the c quark with a mass of about 1.6 GeV
is heavier than the nucleon itself and hence difficult to generate in a virtual process.








(mu + md) , (2.36)
where ml is the average light quark mass. σpiN is a measure of the contribution of the non-
vanishing light quark masses to the nucleon mass. A way to calculate σpiN is the extrapolation
of the pion-nucleon scattering amplitude to the so-called Cheng-Dashen point [18]. Using a
dispersion relation formula to analytically continue the (on-shell) pion-nucleon scattering am-
plitude to an un-physical region, contact to the sigma term can be made. The empirical value
obtained with this method is σpiN = 79(7) MeV [19], a more recent result relying on baryon
χPT is σpiN = 59(7) MeV [20]. We would like to remark here the the corresponding picture of
the nucleon at low energy is the valence quarks surrounded by a cloud of (interacting) pions.




u¯u + d¯d− 2s¯s) |N〉
1− y , (2.37)
y =
2 〈N| (s¯s) |N〉
〈N| (u¯u + d¯d) |N〉 . (2.38)
Here, the so-called y-parameter is a measure of the relative scalar strange quark content of the
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nucleon and the observable of interest for phenomenological applications.
To leading order in baryon χPT the relation
y =
ml
ms −ml (mΞ + mΣ − 2mN) (2.39)
holds in the SU(3) isospin limit. However, we cannot expect to have a reliable formula in this
limit since of course the physical s quark is heavier than the physical light quarks by at least one
order of magnitude. Therefore, at least one-loop corrections from χPT involving the pseudo-
scalar meson octet have to be included. Such a calculation gives y = 0.44± 0.13 [21]. That is,
y is not quite precisely determined, which emphasizes the necessity of a direct calculation. In
Chapter 8 we present a calculation of the left hand side of Eq. (2.32), i.e. a direct calculation
of matrix elements of the form 〈N| q¯q |N〉. A noise reduction technique detailed in Sec. 5.7.2
allows us to present a result with unprecedented precision. Several systematic errors are not
well-controlled in this calculation, but this is not the goal of the study presented in this thesis.
We intend to demonstrate that a precise determination of scalar matrix elements is feasible with
the method we use.
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Theory
In order to understand the details of the lattice calculations which we present in the chap-
ters 6 to 8, we need to establish a theoretical basis. In this chapter we therefore describe the
field-theoretical aspects of the calculations, whereas in chapters 4 and 5 we concentrate on the
aspects specific to lattice QCD.
In euclidean field theory matrix elements 〈N|O|N〉 of local operators O, say q¯Γq or a twist-
two operator [see Eq. (2.25)], are given as limit of large time separations of appropriate ratios
of 2-point and 3-point correlation functions of the nucleon. This is described in Sec. 3.3, the
correlation functions are explained in the two subsequent sections. We start discussing the
nucleon 2-point function in Sec. 3.1 before we address the more complicated 3-point function
in Sec. 3.2. Sec. 3.4 is concerned with excited state effects arising from finite time separations in
the correlation functions. We specify the nucleon field in Sec. 3.5, with which we can write the
correlation functions in terms of quark propagators, i.e. Wick contractions of the fundamental
quark fields. Eventually, in Sec. 3.6 we deal with renormalization.
3.1 Nucleon 2-point Correlation Functions




′, x) = 〈Ω|Nα′(x′)N¯α(x) |Ω〉
=
∫ DU D(ψ¯ψ) exp (−S[U, ψ¯,ψ]) Nα′(x′)N¯α(x)∫ DU D(ψ¯ψ) exp (−S[U, ψ¯,ψ]) , (3.1)
where |Ω〉 is the QCD vacuum state and the integral ∫ DU D(ψ¯ψ) has to be understood as the
usual path integral over the gauge field and the fermionic content of the theory, here being the
quark fields q¯ and q, summed over all flavors. The indices α and α′ refer to the Dirac structure
of the nucleon, since it is a spin- 12 particle that is represented by the 4-component spinor field
Nα(x) constructed such that it carries the quantum numbers of the nucleon, see Sec. 3.5 for an
explicit definition of the nucleon interpolating field used in the lattice QCD calculations pre-
sented in this thesis. Note that we have used the integration over the elements Uµ of the SU(3)
gauge group rather than the integration over the gauge fields Aµ being themselves elements of
the algebra su(3). This is equivalent but more applicatory in anticipation of the formulation of
the theory on the lattice, see Chapter 4.
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We refer to x = (~x, t) as the source position and x′ = (~x′, t′) as the sink position. t′ − t is usu-
ally called source-sink separation, even if it is just the euclidean time component thereof. We
always assume t < t′, since we have suppressed a time ordering in Eq. (3.1).
Translational invariance implies that Cα
′α
2 (x
′, x) can in fact only be a function of x′ − x. We
account for this circumstance by setting x to zero for convenience and drop it from the expres-
sions. The dependency on x can however be restored by the simple replacement x′ → (x′ − x).





′, 0) = Cα
′α
2 (~x
′, t′, 0) ≡ Cα′α2 (~x′, t′). (3.2)
Now, for practical reasons – we want to resolve a momentum dependence of the matrix ele-
ments – let us introduce a momentum-projected 2-point function, where the spatial ~x′ dependence






































The sum is over states the nucleon field couples to, i.e. states with the same quantum numbers
as the nucleon1. E(n)~p is the energy of the n
th eigenstate with momentum ~p, i.e. e−Ht|n,~p〉 =
e−E
(n)
~p t|n,~p〉. In the last line we have used the relations
〈Ω|Nα′ |n,~p〉 = Zn Uα′(p(n), s), (3.6)
∑
s
Uα′(p, s) U¯α(p, s) = (p · γ+ m)α′α. (3.7)
The factor Zn in Eq. (3.6) is a measure how much of the state |n,~p〉 is created by the field Nα′ .
Eq. (3.7) is the spin sum completeness relation for spinors. Actually, we have suppressed the
sum over the spin s in Eq. (3.4) for better readability. Note that Eq. (3.4) holds only for 0 < t′,
since we have implicitly used of a time-ordered product as mentioned above. The sum in the
spectral representation of the momentum-projected 2-point correlation function, Eq. (3.4), is
1We assume that there are no degenerate states.
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(p · γ+ mN)α′α , (3.8)
which allows to extract at zero momentum the ground state mass from the exponential decay
at large source-sink separation. Note that it is possible, but more demanding, to extract the
energies of the higher energy states. A sound method to do so is outlined in Sec. 5.7.3.
Typically, one is not interested in the particular spin structure of C2. Thus, the Dirac trace of C2






≡ Tr [ΓC2(~p, t′)] . (3.9)
We call this trace over the 2-point function spin-projected 2-point function. The trace only acts in
Dirac space on p · γ+ mN , hence the form of the spectral representation does not change but
depending on the particular form of Γ, we have different traces, e.g.
Tr [1 (p · γ+ mN)] = 4mN ,
Tr [γµ (p · γ+ mN)] = 4pµ.
For the scope of this thesis the only ones used for the 2-point function, are the combinations
Γ± ≡ 12 (1± γ0). Those project on the parity-plus and parity-minus states.
3.2 Nucleon 3-point Correlation Functions




′, y, x) = =
∫ DU D(ψ¯ψ) exp (−S[U, ψ¯,ψ]) Nα′(x′)O(y)N¯α(x)∫ DU D(ψ¯ψ) exp (−S[U, ψ¯,ψ]) , (3.10)
with the same conventions as used in the definition of the nucleon 2-point correlation function
[see Eq. (3.1)]. In general the operator O(y) (to be understood as composite field) carries Dirac
and may even carry color indices, however those have to be properly contracted, as we show in
Sec. 3.5. For better readability we suppress them here. Translational invariance implies that the
3-point function is only a function of the distances x′ − y and y− x. Consequently, in analogy
to the 2-point case, we set the source point x to zero and remark that the x dependency can be
restored by replacing y → (y− x) and x′ → (x′ − x) in all expressions. Moreover, we split the




′, y, 0) ≡ Cα′α3
(
~x′ −~y, t′ − τ,~y, τ) (3.11)
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where we denote the point of the operator insertion with y = (~y, τ). Note that we implicitly
assume 0 < τ < t′ due to time ordering, in analogy to the 2-point function.
Actually, the term nucleon 3-point function may appear misleading, since it does not involve
the nucleon field at three different space-time points but only two nucleon fields and the op-
erator. However, following standard practice we use the term 3-point function consistently in
the course of this thesis.
As in the case of the 2-point correlation function we define a momentum-projected 3-point
function, where now the two spatial dependencies ~x′ −~y and ~y are traded for two momentum








× Cα′α3 (~x′ −~y, t′ − τ;~y, τ). (3.12)
The spectral representation of the 3-point function can be straightforwardly derived from the


























Analogously to the case of the 2-point function case [cf. Eq. (3.9)], we define a spin-projected
3-point function
CΓ3 (~p
′, t′ − τ,~p, τ) = Tr [ΓC3(~p′, t′ − τ,~p, τ)] , (3.14)
where again Γ is an appropriate combination of γ matrices. The spectral decomposition is
basically the same as for the full 3-point function, Eq. (3.13), but the trace applies to Γ times the
expression in square brackets. Onm is the matrix element 〈n|O|m〉 of the operator O between
two energy eigenstates. With regard to its form factor decomposition (cf. Eq. (2.22)) it is evident
that the choice of Γ is crucial if one wants to calculate the full matrix element. One may even
want to keep the full Dirac structure of the 3-point function and not take the trace, in order to
access all the form factors.
It is worthwhile considering the asymptotic limit t′ − τ → ∞, τ → ∞ of Eq. (3.13) since appar-
ently the exponential decay for large times is dominated by the nucleon mass being the lowest

















× [(p′ · γ+ mN)O00 (p · γ+ mN)]α′α . (3.15)
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This fact makes it possible to extract the wanted nucleon matrix elements, here denotedO00. In
order to dispose of the unwanted and unknown prefactors we can combine 3-point and 2-point
correlation functions in ratios, as we demonstrate in the subsequent section.
3.3 Nucleon Matrix Elements in Euclidean Field Theory
The matrix elementO00 ≡ ONN in Eq. (3.13) is a nucleon matrix element of the (local) Operator
O that gives information about the nucleon structure, corresponding to certain form factors.
More precisely, we can obtain generalized form factors from the form factor decomposition. For
example, if O is a local twist-two operator, we can obtain the moments of parton distributions
or the form factors of the respective form factor decomposition from the matrix element.
The asymptotic limits of the 2-point and 3-point correlation functions, Eq. (3.8) and Eq. (3.15),
suggest that we can cancel the unwanted ZN factors as well as any t′,τ or t dependence, by
building appropriate ratios of 3-point and 2-point functions.
As a first step – for better comprehension – let us consider the special case p′ = p. In fact, in
the asymptotic limit t′ − τ → ∞, τ → ∞ and consequently t′ → ∞, the ratio of the 3-point and
the 2-point yields [cf. Eq. (3.15) and Eq. (3.8)]
CΓ˜3 (~p, t




Γ˜ (p · γ+ mN)ONN (p · γ+ mN)
]
2E~p Tr [Γ (p · γ+ mN)] , (3.16)
from which we can easily obtain the matrix elementONN by dividing out the known kinematic
factors. Note that the Γ matrices do not necessarily need to be the same in the projected 3-point
function and for the projected 2-point function. We indicate this by using Γ˜ and Γ in Eq. (3.16).
In the general case where the momenta p′ and p are different, the ratio that cancels the un-
wanted factors is not so easy to figure out, but with some algebra we obtain
CΓ˜3 (~p
′, t′ − τ;~p, τ)
CΓ2 (~p′, t′)
√
CΓ2 (~p, t′ − τ) CΓ2 (~p′, τ) CΓ2 (~p′, t′)
CΓ2 (~p′, t′ − τ)CΓ2 (~p, τ) CΓ2 (~p, t′)
→ Tr
[




E~pE~p′ Tr [Γ (p′ · γ+ mN)] Tr [Γ (p · γ+ mN)]
. (3.17)
Thus we have demonstrated that the matrix element of a local operator can be obtained by
building appropriate ratios of 3-point and 2-point functions.
However, if the asymptotic limit of large time separations cannot be attained – as is the case in
all practical calculations of lattice QCD where we have to restrict to a finite lattice – corrections
from states with higher energy and mass than the nucleon arise. This problem, denoted as
excited state contributions, requires a special treatment and is discussed in Sec. 3.4. A dedicated
analysis of this effect is an important aspect of this thesis work.
23
3 Correlation Functions in Euclidean Field Theory
3.4 Excited State Contributions at Finite Source-Sink Separation
Let us now discuss the corrections that arise when the asymptotic limit of infinitely large time
separations [cf. Eq. (3.16) and Eq. (3.17)] cannot be reached. In lattice QCD calculations this
is always the case since computing resources are always finite and so must be the spatial and
temporal extent of the lattice.
Consider the spectral decomposition of the nucleon 2-point function, Eq. (3.4). The arguments
made here essentially depend on the exponential factors appearing in the spectral decomposi-
tion and not on the particular spin structure, hence we take the spin-projected 2-point function,
to keep notation simple.
We would like to know the leading corrections at finite source-sink separation t′. To this end
we write the first terms in the sum over energy eigenstates |n〉 explicitly,
CΓ2 (~p, t



















p(1) · γ+ m1
)]
+ · · · , (3.18)
where we always understand Ei as E
(i)
~p , the energy of the i
th state with momentum ~p. Recall
that E0 < E1 < E2 < · · · , so 0 labels the nucleon being the lowest energy state. For simplicity








p(i) · γ+ mi
)]
. (3.19)
Actually, those constants are parametrized by the mass of the eigenstate, the momentum ~p as
well as the choice of Γ. We drop the superscript Γ from the expressions for the rest of this
section, since it is not important for the discussion here. The expression in Eq. (3.18) has to be
compared to the asymptotic limit, Eq. (3.8). Therefore we factor out the asymptotic limit and
obtain














+ · · ·
)
, (3.20)
where we have introduced the energy differences Eij = Ej − Ei. For the remainder of the
discussion let us assume that the terms with e−E0it′ , (i ≥ 2) are small compared to the one with
e−E01t′ . This is the case if E12 is sufficiently large and f2 is at least not much greater than f1.
Therefore the leading excited state contribution relative with respect to the asymptotic limit
is f1/ f0 e−E01t
′
, which vanishes exponentially with t′. That is why in principle they can be
neglected for t′  1/E01, but in practice one typically has t′ & c/E01, where c is a constant
that is not much bigger than one. The consequences are discussed in Sec. 7.4, were some more
details are given how such situations can be treated.
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Additionally, if the ratio f1/ f0 is large, which can be the case if the nucleon interpolating field
couples much stronger to the first excited state than to the ground state (the nucleon), the
contribution from the first excited state can be sizable even for moderately large source-sink
separations. Therefore in most cases it is desirable to have an interpolating field that couples
strongly to the ground state and only little to the higher energy states.
Let us now consider the spin-projected 3-point function. With the double sum written explic-
itly, its spectral representation reads
CΓ3 (~p
′, t′ − τ,~p, τ) = f00 e−E0t′ + f01 e−E0(t′−τ) e−E1τ
+ f10 e−E1(t
′−τ) e−E0τ + f11 e−E1t
′
+ · · · , (3.21)














p(j) · γ+ mj
)]
. (3.22)
fij depend on the momenta ~p and ~p′ as well as the masses of the states i and j and in addition
on the matrix element Oij. We assume that fij . f00 so that we can focus our discussion on the
exponential dependencies of the time separations.
In terms of the asymptotic limit, the series in Eq. (3.21) reads
CΓ3 (~p














′) + · · ·
)
, (3.23)
so the leading contributions fall of exponentially with e−E01∆t, where ∆t = τ, t′− τ or t′. In most
practical applications however τ is more or less in the middle between source and sink, i.e.
τ ≈ t′/2. The reasoning is that τ and (t′ − τ) have to be sufficiently large and since 0 < τ < t′,
τ cannot be too close to either source or sink time slice. As a consequence the contribution with
e−E01t′ is approximately quadratically suppressed compared to the contributions with e−E01τ
and e−E01(t′−τ), of which the exponential decay goes roughly like e−E01t′/2.
In the more general case where τ is not centered between source and sink the statement that the
contribution with e−E01t′ is smaller than the others appearing in Eq. (3.23) still holds, provided
that but τ is not too close to either source or sink. For our qualitative discussion here, we ignore
those contributions.
Note that in this case in order to be consistent we also ignore the leading contribution to the
2-point function [see Eq. (3.20)], because its exponential decrease is the same, namely e−E01t′ .
Thus, the leading contributions to the ratio of a 3-point and a 2-point function, from which we
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extract the matrix element of interest [see Eq. (3.16)], are
CΓ˜3 (~p, t




′ − τ) = ∞;~p, τ = ∞)














In the previous sections we have not specified the particular form of the nucleon interpolating
field. While – as mentioned before – the only theoretical requirement is a coupling to the nu-
cleon state at all (more precisely to the physical nucleon wave function), in practice we would
like this coupling to be as big as possible. The reasoning is that the asymptotic limit of in-
finitely large time separations [cf. Eqs. (3.8) and (3.15)] cannot be performed. Therefore states
with higher energy contribute as discussed in Sec. 3.4. In order to reduce the influence of these
so-called excited states one can choose a field that couples strongly to the nucleon and only
little to the excited states, that is 〈Ω|N|i〉  〈Ω|N|0〉 for i ≥ 1.
The nucleon is a composite particle and hence we can build its interpolating field from the
basic quark and gluon fields in such a way that all quantum numbers are equal to those of the
nucleon. Those quantum number are baryon number, parity, spin and isospin (valence quark








is used. Here, C = iγ0γ2 is the charge conjugation operator and the transpose only acts in Dirac








Let us now have a closer look at the nucleon correlation functions from the previous chapter.
With the form of the nucleon field specified as in Eq. (3.25), we can now write down the corre-
lation functions in terms of Wick contractions of the quark fields.
To this end, let us write the proton field with all indices explicitly,
Nα(x) = ζαBCD uB(x)dC(x)uD(x), (3.27)
N¯α(x) = ζ¯αBCD u¯B(x)d¯C(x)u¯D(x), (3.28)
where we have replaced the Dirac structure in Eq. (3.25) by the symbol ζ,
ζαBCD = ε









Figure 3.1: Schematic representation of the proton 2-point function contraction pattern.
and combined the Greek letters for Dirac indices and the small Roman letters into capital Ro-
man letters, i.e. B = (β, b), C = (γ, c) and D = (δ, d). This allows us to focus on the more
fundamental structure of the correlation functions and not become confused by the amount of
indices.






DU det M[U] e−Sg[U] ζ¯α′B′C′D′ζαBCD
× 〈u¯B′(x′)d¯C′(x′)u¯D′(x′)uB(x)dC(x)uD(x)〉S f , (3.30)
up to normalization by the partition function, which we consider absorbed in the path inte-
gral measure in the following for an easier notation. In the above expression, det M[U] =∫ D(ψ¯ψ) e−S f [U] formally replaces the integration over the quark degrees of freedom in the
background of the gauge field U. Sg is the pure gauge part of the QCD action and S f is the
fermionic part of the action. We discuss this in more detail when introducing lattice QCD in
Chapter 4, since M can only be strictly defined in the discretized theory. Here, it shall only
serve the purpose of an easier notation. Note that the source point x is not fixed to zero as
usual when we write correlation functions, since this coordinate appears explicitly in the quark
fields.
Wick’s theorem states we have to contract all possible quark fields and respect that Grassmann




















− [u¯B′(x′)uD(x)]U [d¯C′(x′)dC(x)]U [u¯D′(x′)uB(x)]U } (3.31)
This contraction pattern is illustrated in Fig. 3.1. The contraction [u¯(x′)u(x)]U is the quark
propagator in the background of the gauge fields U. It is addressed in more detail in Chapter 4.
For the 3-point the contraction looks slightly more complicated, because we have two addi-
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Figure 3.2: Contraction pattern of the disconnected piece of the proton 3-point function local
operator of type q¯Xq, where q is the quark field of the flavor of interest. The helical lines
indicate that interactions are mediated by gluons only. The filled black circle represents the
operator insertion.




′, y, x) =
∫
DU det M[U] e−Sg[U] ζ¯α′B′C′D′ζαBCD
× u¯B′(x′)d¯C′(x′)u¯D′(x′)q¯E′(y)OE′EqE(y)uB(x)dC(x)uD(x) (3.32)
Here, the O has to be thought of as say a γ matrix or (the kernel of) a twist-two operator.


























− [u¯B′(x′)uD(x)]U [d¯C′(x′)dC(x)]U [u¯D′(x′)uB(x)]U }. (3.33)
The interaction between the separated (dis-connected) pieces of these propagators are solely
through the gluon fields which makes this quantity hard to measure compared to a quantity
that has only connected contributions, see below. The contraction pattern of the disconnected
piece of a proton 3-point function, Eq. (3.33), is illustrated in Fig. 3.2.
Let us now consider the connected piece of the 3-point function. For the interpolating field









Figure 3.3: Contraction pattern of the connected piece of the proton 3-point function involving
a local operator of type d¯Xd. The operator insertion is represented by a filled black circle.



























− [u¯B′(x′)uD(x)]U [d¯C′(x′)dE(y)]U [d¯E′(y)dC(x)]U [u¯D′(x′)uB(x)]U .} (3.34)






































− [u¯B′(x′)uD(x)]U [d¯C′(x′)dC(y)]U [u¯D′(x′)uE(x)]U [u¯E′(y)uB(x)]U } (3.35)
The contractions of Eq. (3.35) are graphically illustrated in Fig. 3.4.
At this point we have reduced calculating correlation functions of the nucleon to the computa-
tion and contraction of quark propagators. All we are left with is a tool to calculate the quark
propagator, however in a non-perturbative way. A natural and straightforward way to do so is
given by lattice QCD, on which we concentrate in the next chapter.
3.6 Renormalization
In the discussion of correlation functions and matrix elements of the nucleon we have thus far
ignored an important fact. The ratios in the equations (3.16) and (3.17) only give bare matrix
elements that need to be renormalized.
For comprehension we start with a discussion in the framework of perturbation theory. The
29

















Figure 3.4: Contraction pattern of the connected piece of the proton 3-point function involving
a local operator of type u¯Xu. The operator insertion is represented by a filled black circle.
essential concepts, regularization and the imposition of renormalization conditions can as well
be used in a non-perturbative way, such as in lattice QCD. We discuss the non-perturbative
renormalization later, in Sec. 4.2.
To begin with, let us first consider the perturbative expansion (in powers of the bare coupling
g around the free theory) of Green functions like the correlation functions defined in the pre-
vious sections. The terms of the expansion are typically represented as Feynman diagrams.
While tree diagrams, like the one in the left panel of Fig. 3.5, represent well-defined ampli-
tudes, for loop diagrams, see Fig. 3.5 (right), we have to integrate over the internal momenta
which typically results in divergent expressions. Therefore one has to introduce an ultra-violet
momentum cut-off Λ rendering all loop integrals finite2. This process is known as regular-
ization. Renormalization is a well-defined formalism to associate regularized expressions to
amplitudes that remain finite when the cut-off is removed, i.e. Λ → ∞ order by order in per-
turbation theory. The theory is (perturbatively) renormalizable if a finite set of renormalization
conditions renders the amplitudes finite at all orders of perturbation theory.
In QCD, renormalization amounts to computing multiplicative renormalization constants (of-








Moreover, Z-factors for the bare quark mass and the bare coupling have to be computed.
mRq = Zmq mq, g
R = Zgg (3.37)
Those Z-factors are obtained by imposing a set of renormalization conditions. For our pur-
2In principle there can also be infrared divergences, which however do not appear in the observables considered
here and are therefore ignored.
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Figure 3.5: left: Example of a tree diagram in QCD. right: Example of a QCD loop diagram.
A solid line corresponds to a quark propagator in the free theory and the helical line depicts a
free gluon propagator.
pose it is most convenient to use the so-called RI′MOM scheme [22], where e.g. for two-quark
operators like the ones used in this thesis work we impose the renormalization condition
ZO 〈p| O |p〉
∣∣∣
p2=µ2
= 〈p| O |p〉tree , (3.38)
where on the left hand side we have the full operator matrix element of interest in some fixed
gauge, here the Landau gauge, evaluated at a renormalization scale µ2. It can be evaluated
non-perturbatively using lattice QCD methods. The renormalization condition is then that the
so computed matrix element at the scale p2 = µ2 equals its tree-level value. In order to make
contact the most commonly used MS scheme, which is essentially a subtraction of the most
divergent pole emerging from a dimensional regularization, we need a conversion prescription





The scale is typically µ2 = (2 GeV)2. The conversion factors are functions of the coupling in
the RI′MOM scheme and the gauge fixing parameter λ and are typically known to three-loop
order [24].
Note that for some matrix elements Ward identities (the quantum analogue of the Noether
theorem) hold, as a consequence of symmetries. In this case – since the Ward identity remains
unaffected by renormalization, the Z-factor for the corresponding matrix element is trivial.
In general the renormalization procedure mixes operators possessing the same quantum num-




For example, in order to renormalize a twist-two operatorOµ1···µn [see Eq. (2.25)] involving two
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quark fields, one has to compute the diagrams shown in Fig. 3.6. However, for even n there
p p p
Figure 3.6: Diagrams contributing to the Z-factor for a local twist-two operator.
exist also twist-two operators involving the gluon field,
Oµ1···µng = F{µ1νDµ2 · · ·Dµn−1 Fµn}ν. (3.41)
The braces indicate symmetrization in the µ indices and subtraction of the trace. In Fig. 3.7 we
show the diagrams that give rise to mixing with this operator. When mixing occurs, we have
a renormalization pattern which is more complicated than the multiplicative renormalization.
In particular, here one would have to compute matrix element of Oµ1···µng which is way more
demanding than for the twist-two operator involving two quark fields, Oµ1···µn .
We would like to conclude this section by emphasizing that imposing the renormalization con-
dition Eq. (3.38) involves computing correlation functions in Landau gauge, and that this com-
putation can be carried out in lattice QCD.
p
p
Figure 3.7: Diagrams that induce mixing between a local twist-two operator Oµ1···µn (n even)
with two fermion fields and a gluonic twist-two operator Oµ1···µng under renormalization.
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In the previous chapter we discuss how to calculate matrix elements of local operators in (Eu-
clidean) quantum field theory using suitable ratios of 3-point and 2-point correlation functions
of the nucleon. We also describe how to express the correlation functions in terms of Wick con-
tractions of the quark fields, which amounts to calculating quark propagators as fundamental
building blocks of the correlation functions. We are left with the demand for a non-perturbative
method to compute those quark propagators. Lattice QCD (LQCD) provides a tool for a calcu-
lation "from first principles", which means a direct numerical calculation in discrete euclidean
space-time. We learn how this is possible in the course of this chapter. It shall serve as an
introduction of some aspects of LQCD. Since the main focus of this thesis is on hadron struc-
ture, we keep the discussion of the basic elements brief and refer to LQCD books (e.g. [25], [26]
or [27])for more details. More advanced and technical issues are discussed in the proximate
chapter.
4.1 Numerical Treatment of the Path Integral
The form of the path integral in Euclidean QFT with a weight e−S, which resembles the partition
function in statistical physics, suggests a treatment by means of statistical methods, if one is
interested in a numerical evaluation of the path integral. In fact, Monte-Carlo integration,
employing importance sampling, is used to perform the integration.
Before we introduce the lattice formulation of QCD let us briefly review a few basic ingredients
in the continuum theory. For simplicity we restrict to a single quark flavor, however the gen-
eralization is straightforward for more than one quark flavors. We start with the QCD action
SQCD that can be divided into a gauge action Sg and a fermionic action S f .














Here, Faµν = ∂µAaν − ∂νAaµ + g f abc AbµAcν is the field strength tensor, Aaµ is the SU(3) gauge field,
f abc are the so-called structure constants of the SU(3) group and the trace is in color space.
Dµ = ∂µ + igAµ is the covariant derivative, which couples the gauge fields to the quark fields
with the coupling strength g. ψ denotes the quark field, which is a spinor field with 12 (3 color
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times 4 Dirac) components. Most notably, the action is invariant under local gauge transforma-
tions
ψ(x)→ G(x)ψ(x), ψ¯(x)→ ψ¯(x)G†(x), (4.4)
Aµ(x)→ G(x)Aµ(x)G†(x)− ig G(x)∂µG
†(x), (4.5)
where G(x) = eiλa(x)τa is an element of the non-abelian gauge group SU(3).
Let us now introduce a discretized space-time on a hypercubic grid, the lattice, with a spacing
a, the lattice spacing, between nearest neighbors in each direction. To this end it is convenient to
replace all dimensionful variables with dimensionless lattice variables by scaling them with a
power of a according to their dimension, e.g. ψ(x)→ a−3/2ψ(x), m0 → a−1m0. Since in practice
it very simple to restore the dimension and to discriminate between dimensionful and dimen-
sionless quantities, we do not see the need of introducing new symbols for the dimensionless
lattice variables.
Note that eventually the cut-off Λ = 1/a has to be removed by sending the lattice spacing to
zero. The limit a → 0 is called continuum limit. In order to have a physical result – recall the
discussion about renormalization in Sec. 3.6 – we need to do this in a particular way in order
to keep the physics the same when sending a to zero. This is detailed in Sec. 4.2. Furthermore,
in order to perform the numerical calculation we also have to restrict to a finite volume, which
serves as an infrared cut-off. The consequences this has on the results are discussed later, in
Sec. 4.5.
In the discretized theory, the quark field is defined on the lattice sites (the discrete grid points)
and the gauge fields are represented by the so-called gauge links Uµ(x), which connect two
lattice sites in one direction,
Uµ(x) = eigaAµ(x) (4.6)
Let us now discuss the simplest way of defining a lattice QCD action. The properties of such a
discretized action are discussed later.
One way to define a discretized version of the gauge action, Eq. (4.2), is via plaquettes, quadra-
tic planar Wilson loops, path-ordered products of gauge links, with an extent of a single lattice
spacing in each direction,
UP µν(x) = U†ν (x)U
†
µ(x + νˆ)Uν(x + µˆ)Uµ(x). (4.7)












where the first sum is over all lattice sites and the second sum is over all µ-ν planes without
double counting. The factor 6g2 is usually called β, in fact β is also conventionally called cou-
pling.
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The fermionic lattice action as proposed in 1975 by Wilson [28], who also suggested the plaque-
tte gauge action [29], reads






ψ¯(x)(r− γµ)Uµ(x)ψ(x + µˆ) + ψ¯(x + µˆ)(r + γµ)U†µ(x)ψ(x)
]
, (4.9)
where r is the so-called Wilson parameter that is conventionally chosen to be 1 in most appli-
cations. µˆ is a vector in µ-direction with a length of one lattice spacing. It can be shown that
this action reproduces in fact the continuum action, Eq. (4.3), when the lattice spacing is sent to
zero.
For the evaluation of correlation functions it is beneficial to consider the so called Hopping









κ is called hopping parameter. The matrix Mxy[U] is a matrix in Dirac and color space as well
as discrete position space, since x and y assume only discrete values. This matrix has the form
Mxy [U] = δxy1− κM˜xy [U] , (4.12)
where the only non-vanishing terms in M˜xy are those connecting neighboring lattice sites,
hence the name hopping parameter for κ. The overall factor 1/2κ in Eq. (4.10) can be absorbed














where we retain the Dirac α, β and color indices a, b in order to make the reader aware of the
full Dirac and color structure. M is frequently referred to as Dirac matrix.
Concerning the evaluation of correlation functions we need to consider the path integral for-
malism. The path integral, defined purely formally in the continuum can now be given a con-
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dψ¯x,A dψ¯x,A . (4.15)
We have summarized the Dirac and color degrees of freedom in the capital Roman letters for
simplicity in the above equations. The integration variables ψ¯ and ψ are anti-commuting Grass-
mann numbers, which by their integration rules satisfy∫
D(ψ¯ψ) e−SWf [U,ψ¯,ψ] = det M[U]. (4.16)
Therefore, the path integral simplifies to∫
DU D(ψ¯ψ) e−SQCD =
∫
DU e−Sg[U] det M[U]. (4.17)
The determinant det M[U] can be interpreted as a measure encoding the influence of (disconn-
ected) quark loops as vacuum fluctuations. For this interpretation however, we need to en-
sure we have a real and positive integration measure. Fortunately, M, although being non-
hermitian, satisfies a γ5-hermiticity
M† = γ5Mγ5, (4.18)
from which immediately follows that det M is real. Moreover, for κ < 1/8, which is the case
for the usual choices r = 1 and m0 > 0, it was shown that 0 < det M < 1 [30]. This allows an
interpretation of the path integral measure e−Sg[U] det M[U] as a real probability density which
hence renders a treatment by statistical means possible.
With this in mind, we can consider a generic correlation function, involving the fields ψ, ψ¯ and
U,〈
ψx1,A1 · · ·ψxN ,AN ψ¯y1,B1 · · · ψ¯yN ,BN Uc1d1z1,µ1 · · ·UcMdMzM ,µM
〉
=
∫ DU D(ψ¯ψ) ψx1,A1 · · ·ψxN ,AN ψ¯y1,B1 · · · ψ¯yN ,BN Uc1d1z1,µ1 · · ·UcMdMzM ,µM e−SlatticeQCD [U,ψ¯,ψ]∫ DU D(ψ¯ψ) e−SlatticeQCD [U,ψ¯,ψ] ,
=
∫ DU 〈ψx1,A1 · · ·ψxN ,AN ψ¯y1,B1 · · · ψ¯yN ,BN〉S f Uc1d1z1,µ1 · · ·UcMdMzM ,µM e−Sg[U] det M[U]∫ DU e−Sg[U] det M[U] (4.19)
where xi, yi i = 1, . . . , N and Zi, i = 1, . . . , M label lattice sites and Ai, Bi, label color and
Dirac index and ci, di are color indices indicating the element of the color matrix Uzi ,µi .
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For every gauge field configuration1 {U}, Wick’s theorem applies, i.e.〈





ψx1,A1 · · ·ψxN ,AN ψ¯y1,B1 · · · ψ¯yN ,BN (4.20)










D(ψ¯ψ) e−SWf [{U},ψ¯,ψ]ψx,Aψ¯y,B, (4.21)
= (M−1)xA yB[U]. (4.22)
In the last line we have again used integration rules for Grassmann variables. Thus on a fixed
gauge field background the 2-point function of the quark fields – the quark propagator – is
just the inverse of the Dirac matrix M, on a given gauge field background. We discuss the
calculation of quark propagators in Sec. 4.3. It is the building block of all hadronic correlation
functions such as the nucleon correlation functions we need to compute in order to obtain
nucleon matrix elements.
Having learned how the path integral formalism can be rigorously applied in the framework
of lattice QCD, we would like to discuss now how this is done in practice. The path integration
over the configuration space, as it appears on the right hand side of Eq. (4.17), is numerically
performed by creating an ensemble of gauge link configurations {U}, obeying the probability
distribution
P ({U}) ∝ e−Sg[U] det M[U]. (4.23)
To achieve such a distribution one can make use of a simulation algorithm. When we speak
about simulations, we always mean generating ensembles of gauge field configurations that
are distributed according to the probability density Eq. (4.23). The algorithm typically em-
ployed nowadays is Hybrid Monte Carlo (see e.g. Refs. [31, 32] for a review). Once a number
Ng of gauge field configurations has been generated, the integration can be properly approx-
imated by the mean over the gauge field configurations, provided statistical independence of
the configurations holds. That is,
〈O〉 =






The observable O can be thought of as a generic correlation function as described above. The
error introduced by summing over a finite number of gauge field configurations is referred to
1We use the common term gauge field configuration for a configuration of gauge link variables, which is formally
wrong but generally accepted. In the context of lattice gauge theory it should be clear that the gauge fields
cannot be treated directly, but always in terms of link variables.
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as gauge noise. Its magnitude depends on the observable, but for sufficiently large Ngauge we
know it scales like 1/
√
Ngauge. Moreover, in the limit Ngauge → ∞ equality holds in Eq. (4.24).
Of course there is a number of technical subtleties that have not been mentioned. Those are
addressed in the following sections.
4.2 Continuum limit and Non-perturbative Renormalization
Lattice QCD calculations are carried out in discrete euclidean space-time with a non-zero lattice
spacing a. This provides a natural regularization since the (inverse) lattice spacing serves as a
momentum cut-off. The reason is that all functions on the lattice are periodic in momentum
space with a periodicity of 2pi/a, such that we can restrict all momenta to the interval ] −
pi/a,pi/a], the first Brillouin zone. Accordingly we have a momentum cut-off pi/a.
In order to obtain QCD results in the continuum, the lattice spacing a has to be sent to zero, thus
removing the cut-off, which in turn would render loop integrals divergent (cf. discussion in
Sec. 3.6). However, we have to assure that when decreasing a we move along a line of constant
physics, otherwise the continuum limit does not make sense. This can be achieved by choosing
the bare mass m0 and the coupling g as functions of a such that the physics is unaltered as
we approach the continuum limit. To state this more precisely, once we have chosen starting
values for m0, g and a and we obtain a certain value for a physical – here hadronic – quantity
(e.g. the pion mass mpi), we have to guarantee that mpi has the same value when decreasing a,
which can be done by choosing the coupling and the bare quark mass appropriately.
Apart from this, renormalization is necessary to obtain finite results. In general the renormal-
ization prescription, analogously to Eq. (3.38) in Sec. 3.6, reads
OR(µ, a) = ZO (aµ, g(a))O(a), (4.25)
where O(a) is the bare lattice operator at a lattice spacing a, and OR(µ, a) is the renormalized
operator obtained at a renormalization scale µ. The Z factors are found by imposing appropri-
ate renormalization conditions for each value of a, like in Sec. 3.6. Thus we obtain Z-factors
for every value of a, or equivalently β = 6/g2. Note that in the continuum limit OR(µ, a) will
eventually become independent of a. We would like to stress that this procedure is our choice
in this thesis work and that there are other renormalization prescriptions available, such as the
Schrödinger Functional scheme (see Ref. [33]) or x-space renormalization [34].
Thus, the non-perturbative renormalization of operators works essentially like in the contin-
uum, apart from the fact that the required Green’s functions are computed non-perturbatively
using lattice QCD methods. We use the RI′MOM scheme (see Sec. 3.6), where we compute
the Z-factors in the limit of zero quark mass, see Ref. [35] for a review. Since we need the
Green functions in momentum space, the computation can either be done directly in momen-
tum space or through a Fourier transform of position-space Green’s functions.
Four our case of twisted mass fermions, perturbative as well as non-perturbative renormaliza-
tion constants for the quantities discussed in this thesis are available [36, 37, 38, 39, 40].
38
4.3 Quark Propagator, Quark Mass and the Chiral Limit
Note that, as already explained in Sec. 3.6, we would like to match the renormalization factors
obtained in the renormalization scheme of our choice, here RI′MOM [22], to the MS scheme at
a typical scale µ = 2 GeV, which requires to make contact to perturbative QCD at some order.
4.3 Quark Propagator, Quark Mass and the Chiral Limit
As mentioned in the last chapter the basis of most lattice calculations involving correlation
functions of hadrons – once the gauge field ensembles have been generated – is the quark pro-
pagator. We describe in Sec. 4.1 that the quark propagator, on a fixed gauge field configuration,





where the Greek indices refer to the Dirac space and a, b are color indices. The lattice sites
are labeled by x and y. We often rearrange the indices for better readability and introduce the




(x, y) ≡ Sαβab (x, y). (4.27)
Note that although being strictly correct only in the ensemble average, where the quark pro-
pagator vanishes due to the fact that it is a gauge variant quantity, we use the term quark
propagator for the inverse of the Dirac matrix M on a single gauge field configuration here. We
will also apply this convention to other correlation functions. It becomes clear in the context
what is meant.
Having demonstrated that the calculation of a quark propagator amounts to the inversion of a
matrix, we have to admit that in practice this is not an easy task. The reason is that the Dirac
matrix is huge, possessing 4 (spin) times 3 (color) times the number of lattice sites rows and
columns. With a typical lattice size of 323 × 64 which tends to be a small lattice compared to
state-of-the-art calculations, this is already more than 25 millions. In practice, owed to transla-
tional invariance, one only needs the solution for a fixed point y. That is, we do not actually
calculate the inverse of this matrix, but just solve a set of linear equations, M(x, y)φ(x) = η(y).
This process is usually called "inversion", a term we will – by abuse of language – use frequently
below, although this is wrong in a strict mathematical sense. The solution of the system of linear
equations can be obtained using iterative methods among which are Krylov space solvers like
the conjugate gradient algorithm. Preconditioning is most commonly used in order to speed
up the calculation. Let us remark that for matrices as big as the Dirac matrix discussed here
iterative solvers are faster than and therefore more suitable than exact algorithms.
Clearly, the computational effort it takes to calculate a quark propagator depends on the pa-
rameters. As a matter of fact the size of the lattice in units of the lattice spacing has an influence
since it determines the size of the matrix M. Also, the lattice spacing affects the inversion
time. Most importantly, however, is the influence of the quark mass, which is in principle a
39
4 Introduction to Lattice QCD
free parameter in lattice QCD and needs to be tuned to achieve a constant physical situation as
discussed in the previous section. Generally spoken, the heavier the quark mass the cheaper
is the inversion. Typically for the sake of a more feasible calculation observables are computed
at heavier quark masses than the physical one and an extrapolation to the latter is performed
a posteriori. A prescription for a possible extrapolation is given by chiral perturbation the-
ory (χPT), which is – loosely spoken – an expansion of the QCD Lagrangian around zero pion
mass. See Ref. [41] for a review. The extrapolation from pion masses higher than the physical
one (by a factor 2 to 4 in most of the reported calculations today) to the physical one is called
chiral extrapolation, even though the physical pion mass we extrapolate towards is finite, i.e.
mpi = 139.57 MeV [11]. The important point is that χPT yields relations between quark masses
and hadronic quantities. For example, the square of the pion mass m2pi is proportional to the
quark mass to leading order. Therefore we mean the same when we talk about extrapolation
to physical quark or physical pion mass. Note, however, that the pion mass is conceptually
much cleaner since it can be measured directly in experiment, while the quark mass can only
be determined indirectly. While the application of χPT yields reliable extrapolation formulas
for light mesons that describe the data well, see e.g. [42] for the case of twisted mass fermions,
it is unclear whether χPT can be used for a chiral extrapolation of baryonic quantities. We will
discuss this at a later point.
Note that a chiral extrapolation is becoming increasingly redundant since several calculations
at the physical pion mass are in preparation or already completed [43]. However, in the scope
of this thesis, the available pion masses are 225 MeV / mpi / 480 MeV, hence we still need an
extrapolation to the physical point.
4.4 Scale Setting
In the preceding sections of this chapter we ignore one important fact. Lattice QCD is per-
formed numerically and thus all numbers we obtain are naturally dimensionless. The correct
dimension can be retained by multiplying with appropriate powers of the lattice spacing a.
However, choosing some value of the bare parameters β and m0, the physical size of this unit,
say in fm is a priori unknown. In order to determine it – a procedure called scale setting – one
needs to compute a (hadronic) quantity in units of the lattice spacing and compare to its exper-
imentally measured value. This of course requires a calculation at the physical quark mass(es)
or – more usually – a chiral extrapolation thereto. Since one would like to have a precise de-
termination of the lattice spacing, it is necessary to use a quantity with a small experimental
error to set the scale. In addition, the chiral extrapolation of the lattice calculations should have
a small uncertainty relative to other hadronic quantities, at a given computational effort. It is
therefore advantageous to use a hadronic observable without strong dependence on the quark
mass, because in the case of a strong dependence the uncertainty of the chiral extrapolation
will be large compared to a quantity possessing a very mild quark mass dependence.
Among the quantities used is the Sommer scale r0, which is defined via the static quark-
antiquark force, the nucleon mass mN and more recently also the omega baryon mass mΩ [44].
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For the gauge field ensembles relevant for this work the pion decay constant fpi has been used
to set the scale, see e.g. [42, 45, 46].
4.5 Finite Size Effects
In every numerical calculation involving a discretization one has to restrict to a finite volume,
which is a systematic effect, since in a finite volume translational invariance does not hold.
One would expect a different behavior of correlation functions involving lattice sites close to
the boundary compared to those in the bulk, i.e. there is a surface effect, that is expected to
vanish when the surface becomes negligible compared to the volume. Using periodic boundary
conditions is a good way to reduce such an effect, for one can show that asymptotically (i.e. if
the lattice is sufficiently big) these finite size effects (FSE) are exponentially suppressed like
∼ exp(−mpiL), where L is the physical extent2. See e.g. Refs. [47, 48] for a numerical study and
detailed discussion. Therefore, in order to suppress finite size effects, we need mpiL  1, i.e.
we want mpiL to be sufficiently large such that finite size effects are suppressed. Note that if
the lattice spacing is small the lattice extent in units of the lattice spacing L/a has to be a large
number which is strongly limited by memory size and computational power. For example,
when we have a lattice extent of say L = 3 fm and a lattice spacing of a = 0.05 fm, this means
we have a lattice size L/a = 60, which is rather large but still feasible. In this case, with the
physical pion mass, mpiL = 2.1. Consequently, we cannot realize mpiL  1 in practice. Note
however that in the case where the pion mass is heavier than the physical one, it is easier to
realize.
It is a fortune that in lattice QCD, FSE are typically small if mpiL ' 4. This is an empiric rule of
thumb, but it has to be taken with care. FSE can be quite different for different quantities and
should therefore always be studied carefully.
In the scope of this thesis we use periodic boundary conditions for all fields in spatial directions.
Regarding the euclidean time we also employ periodic boundary conditions for (gluonic) gauge
fields whereas for quark fields anti-periodic boundary conditions are implemented.
For all quantities computed in this thesis we have several volumes available, which allows us
to test for possible finite size effects.
4.6 Lattice Discretization Effects
In this section we would like to complete the discussion of basic aspects of lattice QCD by pre-
senting some general properties of the lattice discretization, before we get to know a particular
example thereof in the subsequent chapter.
Like every Quantum Field theory, QCD can be defined via the action, or the Lagrangian, re-
spectively. In lattice QCD, however, we have a large freedom to define the lattice action without
2Strictly speaking this statement only holds in cases where mpi is the smallest mass scale.
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violating some fundamental properties of field theories such as locality, causality, renormaliz-
ability, and the required symmetries in the continuum limit. There is a variety of gauge and
fermion actions that have various advantages and disadvantages, see Ref. [25].
They all have some properties in common, on which we concentrate in this paragraph. First
of all, there is an exact lattice gauge symmetry. Secondly, any lattice action needs a mecha-
nism to overcome fermion doubling, the emergence of unphysical poles in the lattice fermion
propagator in momentum space due to the finite lattice spacing. For Wilson-type fermions the
unphysical poles are removed by adding a term that breaks chiral symmetry explicitly, which
however is restored in the continuum limit. Finally, there are lattice artifacts as a consequence
of the discretization. In approaching the continuum limit, corrections to observables naturally
scale as powers of a, the power depending on the action used. In practice one has a leading
correction O(a) or O(a2). A systematic description of lattice artifacts that works quite well in
practice is given by the Symanzik effective continuum theory [49]. This allows in particular
construction of lattice actions that scale with O(a2) towards the continuum limit.
For completeness let us now focus on the gauge action. As in the case of the fermionic action
the only requirement is to reproduce the continuum QCD action, Eq. (4.2), as a → 0. The
simplest way of defining an action satisfying this condition is the plaquette action, Eq. (4.8). In
fact, as we approach the continuum limit,
Splaquetteg → Scont.g +O(a2). (4.28)
It is straightforward to construct actions without O(a2) lattice artifacts, using combinations of
Wilson loops of different shapes. Conceptually, though, we still build the action from closed
and path-ordered loops (products) of gauge links. That is why we can keep the discussion
short here and just refer to the standard literature (e.g. [25, 26]) and for our particular case to
Ref. [50] for further reading.
Concerning the work done in the scope of this thesis the gauge action will never appear directly
in the calculations since the gauge field ensembles are provided by our collaboration, the Eu-
ropean Twisted Mass Collaboration (ETMC). Apart from the implicit weight of the individual
configurations [see Eq. (4.23)], the gauge action does not play a role in the correlation functions
we compute.
4.7 Conclusion
In this chapter we have discussed how QCD correlation functions in euclidean space-time can
be evaluated numerically by means of lattice QCD. We have learned that observables are esti-
mated by averaging over an ensemble of gauge field configurations.
We have also pointed out several systematic uncertainties arising in lattice calculations, such
as finite size effects, finite quark mass and lattice discretization. We emphasize that the gauge
field ensembles used in this work are obtained at several values of the lattice spacing, the lattice
volume and pion mass. Thus, those systematic effects can be studied and quantified.
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Twisted Mass Discretization
After the preparations made in the previous chapter we are now equipped with all ingredients
necessary to obtain the physical observables of interest in this thesis. The general procedure is
the following: Firstly, we compute quark propagators on an ensemble of gauge field configu-
rations distributed according to the appropriate path integral weight, Eq. (4.23). Secondly, we
build (contract) the nucleon correlation functions of interest from those propagators.
In this chapter we are going through some specifications and methods that are important in
connection with the thesis work presented in the following chapters. More precisely, we de-
scribe the Wilson Twisted Mass lattice discretization and demonstrate some lattice techniques
that we make use of to remove unwanted effects or to have more accurate results at a given
computational effort compared to standard methods.
5.1 Wilson Twisted Mass Lattice Discretization

















where m0 is the bare quark mass and µl is the twisted mass. Quarks are combined in flavor
doublets χ. The l is for light, indicating that Eq. (5.1) is the action for the light doublet (u, d).
DW is the Wilson operator, cf. Eq. (4.9). The lattice forward and backward derivatives O and
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The so-called Wilson parameter r is conventionally chosen to be one. The relation between the
twisted quark doublets χ and the physical quark doublet ψphys is
ψphys(x) = e
i
2ωγ5τ3χ(x), ψ¯phys(x) = χ¯(x)e
i
2ωγ5τ3 . (5.7)
In the above relations the twist angle ω appears. It satisfies tanω = µl/ml , where ml = m0 −
mcrit. mcrit is the additive mass renormalization arising from the explicit breaking of chiral
symmetry at finite lattice spacing through the Wilson term. Twisted mass fermions are said
to be at maximal twist, if the light bare mass is tuned to its critical value, i.e. ml = 0, which
corresponds to ω = pi/2. Tuning to maximal twist is a rather technical issue, the basic principle
being to find a value m0 (in practice κ of the corresponding Hopping Parameter Expansion, see
Sec. 4.1), such that at given values of the coupling β and the twisted mass µl a parity-odd
quantity vanishes. If we find such a value, we are at maximal twist, provided the observable is
generally non-zero at arbitrary twist angle. The parity-odd observable of choice is the so-called







〈Pa(~x, t)Pa(0)〉 , a = 1, 2. (5.8)









where the Pauli matrix τa acts in flavor space. If mPCAC is zero all operators that are built from
parity-even multiplicatively renormalizable fields are free of O(a) effects, as demonstrated in
Ref. [55]. In particular this means that all operators we use in the context of this work are
automatically O(a) improved, i.e. no operator-specific improvement has to be done. This fact is
a big advantage of the twisted mass formulation of Lattice QCD.
It means that – provided O(a2) effects are not too big – we are already close to the continuum
limit at moderately large lattice spacing. We would like to state here that empirically we also
find that within the statistical accuracy we reach for the observables calculated in the scope of
this work, O(a2) lattice artifacts are indeed small and sometimes even compatible with zero.
In the following we always assume maximal twist since in our calculations we only use gauge
field ensembles that were simulated at bare mass values tuned to maximal twist.
5.2 N f = 2+ 1+ 1 Twisted Mass Fermions
In the previous section we have only introduced the light quark doublet (u, d). In fact, at the
time this thesis work was started also computations with four dynamical quark flavors had
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been carried out or were in preparation [56, 45]. Most of the calculations of this thesis were
done employing N f = 2 + 1 + 1 dynamical quarks. The term 2 + 1 + 1 indicates that we
have mass degenerate light quarks plus two non-degenerate flavors of different mass, namely
strange and charm quarks.
In the N f = 2+ 1+ 1 setup, in addition to the action for the light doublet, we must specify an




χ¯h(x) [DW + m0,h + iγ5τ1µh + τ3µδ] χh(x) (5.11)
which looks quite similar to the light quark action, Eq. (5.1), The term with µδ is responsible for
the the mass splitting. As explained in Ref. [57], using this action for the heavy doublet results





















In the twisted mass action of the heavy doublet, Eq. (5.11), the twisting is done in a flavor non-
diagonal fashion, from which a problem arises. The operators creating hadrons with a strange
or a charm quark inevitably mix since in physical basis the strange field consists partly of the
twisted strange and the twisted charm field in the twisted basis. One way to overcome this
mixing is using a different action in the sea sector (i.e. in the simulation of the gauge field
ensemble) than in the valence quark sector (i.e. for the calculation of the propagators needed
for the correlation functions of interest). This is discussed in Sec. 5.3.
Apart from tuning to maximal twist, also the masses of the strange and the charm quarks have
to be tuned. Again, there are multiple possibilities that only have to satisfy the condition of
reproducing the physical strange and charm quark in the chiral limit (and of course also in
the continuum limit). The European Twisted Mass Collaboration, providing the gauge field
ensembles for this thesis work, follows the strategy of tuning the strange and charm quark
masses to values for which the masses of the Kaon and the D meson, mK and mD, respectively,
assume their physical values.
5.3 Mixed Action Setup
Generally, mixed action has the meaning of using different lattice discretizations (actions) in the
valence and sea quark sector. That is, the weight factor det Msea in the simulation of the gauge
fields is computed using a different action than in the calculation of the quark propagators
M−1val from which the correlation functions of interest are constructed. In fact, mixed action
is a well-established technique that has been used in various calculations by different lattice
collaborations [58, 59, 60, 61].
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The main benefit of using a mixed action setup is in general that one can use an action more
suitable for the application of interest, e.g. possessing better symmetry properties In our par-
ticular case mixed action prevents a problematic mixing of the charm and strange flavor men-
tioned in the previous section.
To this end we use the Osterwalder-Seiler action for the twisted mass heavy doublet in the
calculation of quark propagators from which we build our correlation functions. In the simu-
lations of the gauge field ensembles however, the N f = 2+ 1+ 1 twisted mass action, Eq. (5.1)
and Eq. (5.11), is employed. We refer to the term Osterwalder-Seiler valence fermions on a





DW + mOS0 + irγ5µ
OS
]
χ(x), r = ±1, (5.14)
where mOS0 must be equal to the critical mass mcrit of the sea quark action. Notice that this
is very similar to the light twisted mass action (5.1), but the quark field χ is no doublet. Of
course a matching of the mixed action and the unitary setup has to be performed in order to
keep the O(a) improvement. In our case the twisted mass µOS is tuned such that the values of
the Kaon mass mK and the D meson mass mD equal the values obtained in the unitary setup,
where the action is the same for valence or sea quarks. This can be done directly at the level of
the renormalized quark masses, when the ratio Zp/Zs is known [see Eq. (5.12) and Eq. (5.13)].
Of course we now have the freedom of choosing the Wilson parameter r in Eq. (5.14). Let us
denote the strange (charm) fields in the physical basis associated with r = +1 and r = −1
s+ and s− (c+ and c−), respectively. We can use the fields with subscript + or − or combina-
tions of those in the operators of interest. For instance, in the case of the scalar operators q¯q
with q = s, c it is advantageous to use a combination of q¯+q+ and q¯−q−, because in this case
we do not introduce an additive renormalization constant and therefore not destroy the O(a)
improvement [62].
5.4 Calculation of Quark Propagators
As mentioned in one of the previous sections, the lattice quark propagator (on a fixed gauge
field configuration) is the inverse of the Dirac matrix [see Eq. (4.27)], a square matrix with
4× 4︸ ︷︷ ︸
spin
× 3× 3︸ ︷︷ ︸
color
× Nl × Nl︸ ︷︷ ︸
lattice sites
(5.15)
complex entries. This can be a huge number and one may save a lot of effort if not all entries
are needed. Let us therefore make the following considerations. In most applications, say for
a momentum projection (cf. e.g. Eq. (3.3)), we need to sum a propagator Sα
′α
a′a ((~x
′, t′), (~x, t))
over the sink site ~x′. More precisely, we need to Fourier transform with ∑~x′ exp[i~p · (~x′ − ~x)],
cf. Eq. (3.3) in combination with Eq. (3.30). For this we need the complete ~x′ dependence.
Secondly, we are usually – at least that is the case for the work in the scope of this thesis – only
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interested in the behavior of correlation functions as a function of the source-sink dependence
t′ − t, so we need the full x′ = (~x′, t′) dependence. Furthermore, translational invariance tells
us that we can simply set x to zero or fix it to some space-time point (lattice site). This amounts











of the system of linear equations
Mφ = η. (5.17)
Recall again here that the quark propagator S is the inverse of the Dirac matrix M defined in
Eq. (4.10). We have suppressed the implicit dependence of φ on the choice of x, α and a. ηαa (x)




∗ηαa (x) = δabδαβδxy. (5.18)
δ is the Kronecker delta symbol with the standard definition. Now we simply need to solve
a (huge) system of linear equations for which iterative solvers, e.g. the conjugate gradient
algorithm, are well-suited. The fact that M is sparse is also particularly helpful. Since the
algorithms that solve the system of equations are described in much detail in mathematical
standard literature (e.g. [63]) we do not discuss the details of these algorithms here.
In fact, solving for fixed x, α and a as in Eq. (5.16) drastically reduces the amount of complex
numbers that actually have to be calculated. Hence this approach is particularly advantageous
regarding memory management, because in practice we have to store propagators on hard
disk, other permanent storage or at least have them in the computer memory (RAM) during
the time of the computation.
When the field η in Eq. (5.16) has only support on one lattice site, one generally calls it a point
source. However, in order to increase overlap with the ground state (see Sec. 3.5) the source η
is often spatially extended by means of gauge invariant quark smearing. The interested reader
is pointed to Ref. [64], where more advanced interpolating fields are constructed in order to
explore also excited baryons. We still refer to extended point sources as point sources.
It is sometimes useful, in particular when we need the full dependence on the source site x,
to estimate the full quark propagator (i.e. the full inverse of the Dirac matrix) stochastically.
Consider therefore N source vectors with random entries
ξ i = ∑
x,α,a












∗ηα,ia (x) = δabδαβδxyδij, (5.20)
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Those are the normalization and statistical independence condition. We call ξ a stochastic
source or (stochastic) noise vector. Such a noise vector can be realized by choosing ηα,ia (x) ran-
domly and uniformly as ±1 (Z(2) noise). Other common choices are Z(4) noise {exp(i pi/4),
exp(i 3pi/4), exp(i 5pi/4), exp(i 7pi/4)} or U(1) noise, i.e. exp(iα) with α uniformly chosen in
[0, 2pi].
The solutions of the systems of linear equations
Mφi = ξ i, i = 1, . . . , N, (5.21)












which follows from Eqs. (5.19)-(5.21). Of course in practice we always have a finite number of
stochastic sources, which introduces an error ∼ 1/√N. For typical applications O(10) sources
per gauge field configuration is often sufficient in order to have an error on the observable
of interest that is dominated by the gauge noise, which induces an error ∼ 1/√Ngauge, see
Sec. 4.1. We would like to repeat here that the gauge noise is the error due to averaging over a
finite number of gauge field configurations.
The stochastic error can be reduced, in many cases significantly, by imposing some of the Kro-
necker delta symbols in Eq. (5.20) explicitly in the source which is called dilution. The most
common types are
• time slice dilution: ξ it0 = ξ iδtt0
∣∣∣
t0 fixed
• spin dilution: ξα0i = ξ iδαα0
∣∣∣
α0 fixed
• color dilution: ξ ia0 = ξ iδaa0
∣∣∣
a0 fixed
and combinations thereof. It is easy to imagine there is a great variety, e.g. spatial dilution in
one or more directions, but in the scope of this thesis those dilution types are not important
and shall only be mentioned here for completeness.
5.5 Exponential Decrease of the Signal-to-Noise Ratio in Nucleon
Correlation Functions
In this section we would like to review a problem affecting correlation functions of the nu-
cleon. In [32] the interested reader can find a sound explanation of the issue, of which we now
summarize the basic aspects. Note that the discussion can be taken over to baryons in general,
however since this thesis is only concerned with nucleon structure we do not want to extend
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the discussion here.
Based on the empiric finding that the quark 2-point correlation function [q(~x, t)q¯(0)]{U}, i.e. the
quark propagator on a constant gauge field background has an asymptotic decay like e−mpi/2 t
we can argue that the large-t behavior of the nucleon 2-point correlation function in the back-
ground of a constant gauge field goes essentially like e−3mpi/2 t. Since the nucleon 2-point func-
tion in the average over gauge field configurations is known to behave asymptotically like
e−mN t, where mN is the nucleon mass, [cf. Eq. (3.8)], an additional decrease e−(mN−3mpi/2) t must
originate from the average over the gauge field configurations.
In the average over (a finite number of) gauge fields, we thus obtain a signal that decreases
exponentially with the source-sink separation t. The statistical error due to a finite number
of gauge field configurations, though, is independent of t. As a consequence, the signal-to-
noise ratio decreases exponentially fast with t, such that in order to achieve a certain precision
we need the average over more statistically independent gauge field configurations when the
source-sink separation is increased. Since also 3-point functions of the nucleon are affected by
this problem, in practice one cannot go beyond a certain source-sink separation when calculat-
ing nucleon matrix elements of local operators as done in this thesis.
Therefore, excited state contributions need to be examined and the compromise is often to
choose a source-sink separation that is as small as possible to obtain a precise estimate of the
matrix element of interest and at the same time as large as necessary such that contributions to
excited states are sufficiently suppressed, which usually means small compared to the statisti-
cal uncertainty.
In the subsequent section, we outline a method that is usually applied in order to examine the
excited state contributions at a fixed source sink separation, and discuss the problems which
arise from using this method.
5.6 Excited State Contamination and Plateau Fits
In this section we would like to illustrate conceptually a method usually employed to obtain
matrix elements from ratios of 3-point and 2-point correlation functions of the nucleon and at
the same time deal with excited states. However, from using this method a problem arises, as
we learn in this section.
Consider a ratio of a nucleon 3-point and a 2-point function, which gives a matrix element in the
limit of large euclidean time separations, as discussed in Sec. 3.3. As we learn in the previous
section the signal-to-noise ratio of those correlation functions decreases exponentially with the
source-sink separation and thus in practice we cannot perform this limit. Note that we also
have the restriction of a finite lattice extent in time, but this restriction is usually significantly
less severe. Hence our ratios are subject to excited state effects, see Sec. 3.4. Often the term
excited state contamination is used due to the fact that this is in most applications an unwanted
effect.
In practice, as repeatedly discussed in the remaining part of this thesis, one usually works
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with a fixed source-sink separation such that the ratio of a 3-point and a 2-point correlation
function is only a function of the insertion time τ. According to Eq. (3.24), we should observe
contributions from the first excited state – assuming the latter gives the dominant contribution
– that decrease exponentially when the distance to source and sink is increased. Therefore,
right in the center between source and sink we expect the least contributions. In fact, if the
data is (approximately) constant, i.e. exhibits a plateau, in a range centered between source
and sink, we can assume that contributions from excited states are strongly suppressed. We
illustrate this with a toy model. In Fig. 5.1 we plot a ratio modeled to behave like Eq. (3.24). The
parameters of this toy model are chosen such that the data does not exhibit an good plateau
– which is a realistic situation – but one may argue that the data in the middle between is
sufficiently flat such that excited state effects are negligible compared to other systematic effects
or the statistical accuracy. Then a constant fit of the data in the plateau region yields the matrix
element of interest. As we see in the figure, the value obtained from a least squares fit (the
solid line), does not agree with the value of the matrix element, which we use as input in our
toy model, corresponding to the dashed line. In practice the fit also has an error and its value
may agree with the matrix element within errors, but one should be aware that even though a
plateau fit has been performed there is still a remaining systematic effect when the plateau is













Figure 5.1: Example of a plateau fit. The red squares show the data of a toy model modeling the
ratio of a 3-point and a 2-point correlation function including the leading excited state effects
[cf. Eq. (3.24)]. The solid line indicates a showcase plateau fit and the dashed line indicates
the value of the nucleon matrix element, the asymptotic value of the ratio, which is an input
parameter in the toy model.
Note that in lattice QCD computations there are statistical fluctuations and we usually have a
limited statistical precision. This may result in data to look like a plateau in some range of in-
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sertion time but when the precision is increased it may as well turn out not to exhibit a plateau.
This means excited state effects can be masked by statistical fluctuation and uncertainty. In
order to appropriately account for excited state contamination we therefore need a good statis-
tical accuracy. In addition, one should compare the plateaus from computations using different
source-sink separations in order to clarify whether a plateau has been reached. This subject will
be discussed in chapters 7 and 8.
5.7 Evaluation of Correlation Functions
In Chapter 3 we have explained how to construct nucleon matrix elements of local operators
from suitable ratios of nucleon 2-point and 3-point correlation functions. Moreover, we have
demonstrated how those correlation functions read in terms of quark propagators. In practice
however, in order to be competitive, one has to make certain restrictions, the reason being
that instead of resolving all dependencies in the 3-point function of the nucleon one would
rather prefer to fix one or more variables and repeat the calculation for different values of the
lattice spacing and pion mass, in order to have a sound chiral extrapolation and to perform the
continuum limit properly. We discuss this in detail in this section.
5.7.1 Connected Diagrams
In this section we discuss how to evaluate the connected part of the nucleon 3-point correla-
tion function. For the discussion we restrict to simple case where the operator has the form
d¯(x)Xd(x), i.e. is a is a local operator, say a γ matrix or a twist-two operator, Eq. (2.25). We also
use the interpolating field of the proton, Eq. (3.25) or Eq. (3.27), respectively. Let us rewrite the



















































The symbols (more precisely tensors) ζ and ζ¯ are defined according to Eq. (3.29). Note that
the spin and color indices (with exception of α) are combined in the capital Roman indices
and we use the flavor as a subscript. In fact, we need the momentum-projected 3-point func-
tion, Eq. (3.12), i.e. need to sum over x′ and y, since we would like to study the momentum













′ −~y, t′ − τ;~y−~x, τ − t). (5.24)
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As discussed before, due to translational invariance x can be fixed, which is usually done.
Therefore, the basic quark propagators we need for the computation of the above 3-point func-







, Sd(x′, y). (5.25)
The first two can be computed as point source propagators, see discussion in Sec. 5.4. For
Sd(x′, y) we need the propagator from all points y to all points x′, otherwise the momentum
projection cannot be performed.
Such a propagator is called all-to-all propagator and is typically not easy to calculate. One
would either need point source propagators from all the lattice points, which is most certainly
unfeasible, because in this case one needs the propagators from all lattice sites of the whole
volume on every gauge field configuration, or one needs to estimate the all-to-all propagator
stochastically, according to Eq. (5.22). Actually, with the restriction of dilution, the latter can
be done, which we demonstrate in Chapter 6. Even though estimating the all-to-all propagator
naturally seems the easiest solution, it is predominantly not employed, for reasons that are also
explained in Chapter 6.
Let us now outline the standard method for the evaluation of the 3-point function [65], which
is not so easy to see from the expression (5.23). We can write the r.h.s. of expression (5.24) for
the 3-point contraction Eq. (5.23) as
CΓ3 (~p














d (y, x), (5.26)
where we have ignored the summation (integral) over the gauge field configurations since it is
not important for the discussion and introduced the shorthand Σ
ΣC














which contains everything that depends on the sink position. We can now define a "generalized
propagator" containing everything except the operator and the d quark propagator with source
point x and sink at the operator,
SCEG (t








We now demonstrate that the generalized propagator is in fact a quark propagator, but of a
source that depends on the sink timeslice t′, the sink momentum ~p′ and the interpolating field
(here characterized by the particular form of the symbol ζ) as well as the spin projector Γ.
Imagine those variables are fixed. Then in principle y is the only free variable left. We can
make use of the γ5 hermiticity of the Dirac matrix,
γ5S†d(x
′, y)γ5 = Su(y, x′), (5.29)
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to rewrite the propagator SC
′E
d (x
′, y). Note that in the twisted mass formalism we have a flavor
change between d and u, which is not there for plain Wilson fermions.
Defining a slightly modified generalized propagator
S˜G(t′, x, y,~p′; Γ) := γ5S†G(t









′·(~x′−~y) Su(y, x′) γ5 Σ†(x′, x; Γ), (5.32)
the 3-point function can be written in a compact form,
CΓ3 (~p








′, x, y,~p′; Γ)γ5X Sd(y, x)
]
. (5.33)
Applying the Dirac matrix Mu(z, y) to the generalized propagator S˜G we obtain








Σ†(x′, x; Γ), (5.35)
which is commonly called sequential source. Thus the calculation of the generalized propa-
gator can be done constructing the sequential source and computing the propagator thereof,
because M−1u applied to S clearly gives S˜G. Once this so-called sequential propagator is cal-
culated, the contraction is done in a simple manner, see Eq. (5.33). This contraction does not
depend on the particular form of the operator, provided it is of the form d¯Xd. However, since
we have fixed t′ in this approach, we have to examine contributions from excited states. We
illustrate the fixed sink method graphically in the left panel of Fig. 5.2, where we represent the
sequential propagator by a shaded area. The drawing also indicates why the term "backward
propagator" is often used for the generalized propagator. In this spirit, the other propagator
that is represented by the line from the source to the operator is called "forward propagator".
In fact, we use the terms frequently for all propagators that are not the generalized propagator
and originate at the source point.
Note that in principle there is also another way to compute the connected 3-point function
using a sequential propagator, where τ, ~p and the operator O(y) = d¯(y)Xd(y), where y =












d (y, x) (5.36)
and therefore the sequential source reads
S(z, x, τ,~p;O) =∑
~y
e−i~p·(~y−~x) δ (z, (y, τ))X Sd(y, x). (5.37)
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The contraction of the 3-point function in terms of the sequential propagator is written
CΓ3 (~p

















′, x, τ,~p;O)SD′Du (x′, x)
− SB′Du (x′, x)SC
′C
G (x
′, x, τ,~p;O)SD′Bu (x′, x)
}
(5.38)
This method is known as fixed current method. Note that the contraction looks very similar to
the 2-point contraction, see Eq. (3.31) and Fig. 3.1. The fixed current method is illustrated in the





Figure 5.2: left: Illustration of the sequential method with fixed sink. right: Illustration of the
sequential method with fixed operator/current. In both cases the shaded area indicates the
sequential (generalized) propagator.
The generalized propagator for an operator of the form u¯Xu and the proton interpolating field
Eq. (3.27) looks more complicated, because there are more contractions. Since it is, however,
not essential for the comprehension of the method, we quote the corresponding expressions
for the sequential sources, the generalized propagators and the 3-point correlation function in
terms of the forward propagators and the generalized propagator in Appendix 3.
5.7.2 Efficient Evaluation of Quark-Disconnected Diagrams
For the computation of quark-disconnected diagrams we inevitably need all-to-all propagators,
being typically very noisy. In the Wilson twisted mass formalism we can make use of a special
noise-reduction technique for disconnected diagrams of operators of type
u¯twXutw − d¯twXdtw, (5.39)
in the twisted basis at maximal twist, where q¯Xq (with q = u, d) can be any local operator.
Typically and in the scope of this thesis X is a Γ matrix or (the kernel of) a twist-two operator.
This noise reduction method, together with another more flexible but less powerful method
based on the hopping parameter expansion, is explained in Ref. [42]. Since it is of importance
for this thesis, we review its main aspects below.
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Before we do so, we would like to state that it is extremely beneficial that the scalar opera-
tor u¯u + d¯d, which we need to evaluate for the scalar content of the nucleon, falls under this
category, since
u¯1u + d¯1d = u¯twiγ5utw − d¯twiγ5dtw. (5.40)
In order to evaluate disconnected diagrams thereof, in twisted basis we basically need to es-
timate the difference of two propagators (multiplied by the part X of the operator) in order
to obtain a small number, which is is demanding in a numerical calculation since the noise of
the two terms adds up whereas there are cancellations in the signal. However, we can use the
following trivial identities of the Dirac matrix Mu,d in twisted basis
Mu −Md = 2iγ5µl , (5.41)
M−1u −M−1d = −M−1d (Mu −Md) M−1u (5.42)
to obtain






The dagger in the second row affects spin, color and lattice sites and we have used the identity
γ5(M−1u )†γ5 = M−1d which holds for the light twisted mass doublet. Thus we have replaced
the difference of two propagators by the product of the two propagators. To fully appreciate
the advantages resulting from this equality, we consider the stochastic estimate of the r.h.s of
Eq. (5.43).

















In the last line we have used ξ∗ξ = 1 and we assumed implicitly a sum over stochastic sources
and suppressed the spin, color and lattice site indices. Expression (5.45) contains no stochastic
noise vector and therefore exhibits significantly less noise than in the case where we estimate
both propagators in the difference on the l.h.s. of Eq. (5.44) separately using Eq. (5.22).
Strictly speaking, the equality Eq. (5.44) holds in the limit of infinitely many stochastic sources.
In practice, as we will see later, a finite number of stochastic sources is fully sufficient when
dealing with a finite number of gauge field configurations, since we have a statistical error
independent of the number of sources.
This method enables us to give a precise result for observables that have quark-disconnected
pieces or are even purely disconnected, as we demonstrate in Chapter 8.
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5.7.3 The Generalized Eigenvalue Method
In this section we would like to review a useful variational method capable of dealing with
excited states. It can be employed to determination of their energies or to eliminate excited state
contributions in hadronic 2-point functions and matrix elements, the latter being of interest in
the work presented in Chapter 7. This tool even allows for the calculation of excited hadron
matrix elements, which however is beyond the scope of this thesis. It was first developed in
[66] and later refined in [67, 68]
The basic principle of the generalized eigenvalue (GEV) method is to solve the eigenvalue
problem Av = λBv of two arbitrary matrices A and B, where v is a generalized eigenvector
and λ the respective generalized eigenvalue. For our purposes it is more convenient to write it
in the following way,
C(t)vn(t0, t) = λn(t0, t)C(t0)vn(t0, t), (5.46)
It relates the N × N matrix of correlation functions C(t) at euclidean time t to the matrix of
the same correlation functions C(t0) at some fixed time t0. Provided none of the eigenvalues
is degenerate, which we implicitly assume from now on, we have N different eigenvalues and
eigenvectors vn(t0, t),λn(t0, t), n ∈ 1, . . . , N. Clearly, when C is a matrix of (spin-projected)
hadronic 2-point functions it possesses a spectral representation, cf. the spectral representation








i, j = 1, . . . , N, En < En+1.
Then the generalized eigenvalues that solve the generalized eigenvalue problem (5.46) are ob-
viously
λn(t0, t) = e−En(t−t0). (5.48)
This means that the solution of the N × N GEV problem yields the energies En of the first N
eigenstates, in the sense of Eq. (3.4). This statement is only strictly correct if there are exactly
N eigenstates, though. In general there are corrections O(e−(EN+1−En)t) which however vanish
exponentially as t grows. In practice this means that when we choose a t0 where contributions
from energy levels En, n ≥ N are sufficiently suppressed, we can trust the first N− 1 solutions.
The corrections to the energy EN of the Nth eigenstate, however, may not be negligible if EN+1−
EN is small. Let us emphasize that these statements are of rather qualitative nature and the size
of the corrections always has to be inspected in practice, since the factors Ωn and in most cases
also the energies above the lowest-energy state En, n > 1 are a priori unknown.
As a side remark, when those higher energy levels are known experimentally the energy of a
state in a lattice QCD calculation can still be affected by systematic factors like lattice artifacts,
finite size effects or unphysical quark mass. Hence the GEV method is extremely useful for
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excited hadron spectroscopy on the lattice.
In addition to energy levels the GEV method is also capable of calculating hadronic matrix ele-
ments. This procedure, detailed in Ref. [67], works as follows. As a first step the GEV is solved
for the correlation matrix C(2)ij (t) of the 2-point function yielding the eigenvectors λn(t0, t) and
the eigenvectors vn(t0, t) of the first N eigenstates. In a second step the eigenvectors of the GEV
problem are used to diagonalize the 3-point correlation matrix,
C(3),opt(t) = VTC(3)ij (t)V, V = {v1(t0, t), v2(t0, t), ..., vN(t0, t)} . (5.49)
This of course implies the correlation matrices C(2) and C(3) are constructed using the same set
of hadron creation and annihilation operators, i.e. the same set of interpolating fields for the
hadron states of interest. To put it another way: we use the solution of the eigensystem of the 2-
point function to construct an optimal operator that creates only the first N eigenstates of inter-
est, up to corrections. The corrections to the matrix elements are of the order O(e−(EN+1−En)t0),
see the aforementioned reference [67]. This suggests not only to choose t0 moderately large but




6 New Computational Strategies for Connected
Nucleon 3-point Functions
In chapters 7 and 8 we discuss the computation of nucleon matrix elements as the asymptotic
limit of ratios of nucleon 2-point and 3-point correlation functions. We outline in Sec. 5.7 how
the 3-point functions can be evaluated in lattice QCD. In this chapter we explain the technical
aspects of the computation of connected nucleon 3-point correlation functions in more detail
and in particular focus on a new stochastic method.
Some of the methods to calculate connected nucleon 3-point functions were outlined in Chap-
ter 4 and have been applied in Chapter 7 and Chapter 8. Software development for application
and testing of the stochastic method mentioned in Sec. 5.7, i.e. the stochastic estimation of the
all-to-all propagator appearing in the expression Eq. (5.26), has been an important part of this
thesis work. Therefore – despite the fact that it is a rather technical issue – this chapter is de-
voted to this aspect of the work presented in this thesis. After all, in lattice QCD investing
large effort in code development as well as new algorithms and methods is an essential and
most important element.
We start with reviewing the 3-point function with the all-to-all propagator stochastically esti-
mated in Sec. 6.1. There, we also point out advantages and and disadvantages compared to the
standard method, the sequential source method with fixed sink, see Sec. 5.7.1. We perform a
feasibility test in Sec. 6.2 and conclude with discussing and testing other beneficial properties
in Sec. 6.3.
6.1 Stochastic Method vs. Sequential Source Method
Let us consider the connected piece of the nucleon 3-point function [see e.g. Eq. (5.23)], which
















where we have fixed the source point x to zero. As explained in Sec. 5.7.1, the application of the
sequential method involves the calculation of sequential propagators where the momentum ~p′
at the sink, the sink time slice t′ and the source position x are fixed. Thus, in order to vary
~q = ~p′ − ~p we can vary ~p, whereas for every new value of ~p′ new sequential propagators
have to be computed. The same is true for the spin projector Γ. One would have to compute
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a full basis of 16 Γs in order to resolve the entire spin structure of the 3-point function. The
stochastic estimation of the all-to-all propagator appearing in the 3-point function frees us from
choosing a sink momentum and a spin projector. For better comprehension we illustrate both





Figure 6.1: left: Illustration of the sequential method with fixed sink. The sequential propaga-
tor is indicated by the shaded area. right: Illustration of the stochastic method. The dashed
line corresponds to the stochastically estimated propagator.
When using the stochastic method, a sizable stochastic noise may make it necessary, though,
to fix the sink time slice. Note that we use point source forward propagators and therefore
the source position x is fixed. Nevertheless, in principle one can add forward propagators
(see Sec. 5.7.1 for the notation) from different source positions. Provided that there is not too
much correlation between two or more positions (on the same time slice), we can use additional
forward propagators to add statistics (and consequently reduce the gauge noise) without the
need of new stochastic propagators.
Another important aspect is the variation of the source-sink separation. In the previous chap-
ters it has become clear that in order to properly account for excited state contributions, one
needs more than one source-sink separation. In principle when using stochastic sources that
have support on the whole lattice volume, we can resolve any source-sink separation, but given
the more realistic case of time slice stochastic sources (at the sink) one can still do so by just
moving the point source away from the sink. This of course requires new inversions concern-
ing the forward propagators, but the stochastic propagators, of which we need more than one
for a corresponding point source and which therefore provide the main computational effort,
can be reused.
It is worthwhile mentioning that in the sequential method also the hadron, more precisely the
interpolating field, has to be fixed, a restriction that we are free of when using the stochastic
method. Thus the stochastic method would be the most natural choice if one plans to calculate
3-point functions of several hadrons or use different interpolating fields for the same hadron,
say in order to apply a variational method like the generalized eigenvalue (GEV) method that
could be employed to resolve excited state effects or even to compute excited hadron matrix
elements.
The main disadvantage of the stochastic method is as a matter of fact the stochastic noise,
which can result in more computational effort compared to the standard method (using a sin-
gle projector, source-sink separation and interpolating field). Note however that – taking into
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account the freedom and versatility mentioned above – one may be willing to invest additional
computational effort, even say about two orders of magnitude.
Thus, all considerations lead to the question what the size of the stochastic noise is and how it
depends on the parameters of the lattice calculation. In particular, the most important aspect
one should worry about is the volume dependence, because there is no reason to believe that
the stochastic noise depends on the lattice spacing and the quark mass on which however the
gauge noise is expected to depend.
6.2 Test of the Stochastic Method - Feasibility Study
Inspired by a study by another group, where this method was applied [69], we use stochastic
time slice sources at the sink time slice. In principle one could as well put the stochastic noise
vector at the operator insertion time slice τ, but note that when we use time slice sources this
prevents us from varying τ, moreover we want to compare to the usual fixed sink method,
where the sink time slice is fixed. We would like to remark here that in terms of full inversions,
one spin and color diluted stochastic source per configuration corresponds to approximately
the same computational effort as the standard method when neglecting the computational cost
of generating the sequential source, which is a good approximation, since this procedure is
mostly negligible compared to the inversions.
The size and the volume scaling of the stochastic noise cannot easily be predicted analytically,
e.g. as in the case of the one-end trick for light pseudo-scalar mesons, the reason being that only
one part (the all-to-all propagator) in the 3-point is actually estimated stochastically, whereas
all the other propagators are calculated "exactly".
The most important questions here are on the one hand how many stochastic sources we need
in order to be competitive with the standard method with respect to the error, when using
the same number of gauge field configuration in both approaches. In other words, how many
inversions of stochastic noise vectors are needed in order to render the stochastic noise neg-
ligible compared to the gauge noise? On the other hand we would like to know how the
stochastic noise scales with the volume. Or correspondingly, do we need more or less stochas-
tic sources to make the stochastic noise negligible compared to gauge noise, when the volume
is increased. Recall that the statistical error for stochastic estimates consists of gauge noise and
stochastic noise. The only fact we know is that in the limit of infinitely many stochastic sources
the stochastic noise is absent. In practice for most applications the gauge noise is dominating
already for O(10) stochastic sources.
We do not expect the stochastic noise to depend crucially on the number of dynamical flavors.
We can thus perform a study in the N f = 2 formalism and expect the conclusion to hold also in
the case of four dynamical flavors of twisted mass fermions, N f = 2+ 1+ 1. The reason is that
in the N f = 2 case we have a series of different volumes at the same value of the lattice spacing,
a ≈ 0.080 fm, and the pion mass, mpi ≈ 300 MeV, at our disposal. The corresponding gauge
field ensembles were generated by the ETM collaboration [42]. This allows us to thoroughly
61
6 New Computational Strategies for Connected Nucleon 3-point Functions
study the volume dependence of the stochastic noise. Of course the stochastic noise depends
on the operator that appears in the 3-point function. Hence we consider a simple quantity first,
the nucleon axial charge gA, see Sec. 2.2.1.
A standard analysis using N f = 2 twisted mass fermions at maximal twist including the cal-
culation of gA exists and was published in [70]. We performed an analysis using the stochastic
method on a fixed number of gauge field configurations Ngauge = 200. Results are shown in
Fig. 6.2 where we show the relative error of gA (to be understood as the error of the plateau
fits) as a function of the number of stochastic sources for three lattice volumes, V = L3 × T,
with T = 2L and L/a = 16, 24, 32. The source-sink separation is 12a, corresponding to about
0.96 fm in physical units. We compare to the sequential method for the two larger volumes,
where calculations with the same source-sink separation of 12a are available. We use a fixed
number of gauge field configurations Ngauge = 200 in all cases in order to study the scaling of
the stochastic noise. Note that we do not show errors of the errors, since the latter are hard
to estimate reliably, and we are only interested in the qualitative scaling with the number of
sources. We observe that already at a number of stochastic sources, NS & 3, the level of the
sequential error is reached, i.e. the gauge noise is dominant.
It can be clearly seen that the stochastic method is equivalent to the sequential method when
using 4 or more stochastic sources. It should be mentioned however that we have averaged
over proton and neutron correlation functions and used 3 operators, γ5γk, k = 1, 2, 3, and cor-
respondingly 3 spin projectors, 1/2 (1 + γ0)iγ5γk, k = 1, 2, 3, for the calculation of gA, which
effectively reduces the error by a factor
√
6. In the sequential method this was not done. The
reason is that still 1 stochastic source corresponds to the same computational effort as the se-
quential method if the time spent for contractions is neglected, because we do not need to fix
the nucleon interpolating field nor the spin projector.
As a second step we consider 〈x〉u−d. As before, we carried out the analysis using the stochastic
method. Note that this required only a set of new contractions, since the propagators from
the gA analysis described above were available. In Fig. 6.3 we show the relative error as a
function of the number of stochastic sources Ns for a fixed number of gauge field configurations
Ngauge = 200.
We used the correlators of proton and neutron in the analysis of the stochastic method, thus
effectively boosting statistics by a factor of 2. We did not use different operators in order to
estimate 〈x〉u−d because at zero momentum transfer A20(q2) has no support from another op-
erator than the twist-two operator O4 4, cf. Eq. (2.25). The points in Fig. 6.2 and Fig. 6.3 clearly
show a convergence towards the error of the sequential method. In the case of 〈x〉u−d, though,
a convergence to the error of the sequential method is indicated, but in order to reach it, more
stochastic sources are needed. We expect convergence for NS ∼ O(10).
We show the scaling of the signal-to-noise ratio (the relative error) as a function of the lattice
volume V = L3 for the three lattice extents L/a = 16, 24, 32 in Fig. 6.4. In the plot we also
indicate the qualitative scaling of the sequential method. The results for 〈x〉u−d indicate that
the scaling is at least not worse than the one of the sequential method. Note that the errors also
have a systematic uncertainty, which however we do not analyze here. Thus, even though the
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Figure 6.2: Relative error (gauge noise and stochastic noise) of the plateau value of gA as a
function of the number of stochastic sources Ns for three different volumes V = L3 × T with
T = 2L and L/a ∈ {16, 24, 32}. The lattice spacing is a ≈ 0.08 fm and the pion mass is about
300 MeV. For the volumes where the sequential method was applied as well, we show the
error of the sequential method. In all cases the number of gauge field configurations is fixed to
Ngauge = 200. Note the different scale on the vertical axis for the smallest lattice size, L = 16.
data for gA is scattered more strongly around the dashed line, we expect the same scaling also
in this case.
In conclusion one can say that with respect to the error the stochastic method is competitive
with the standard method when one invests about O(10) times the computational effort. Given
the various advantages and the great versatility of the method explained in the previous sec-
tion, one can say that this effort pays off when investigating matrix elements of other baryons
or when using different interpolating fields for the nucleon.
Moreover, the gauge fields can be better exploited, which means that with a fixed number of
stochastic noise vectors on a fixed number of gauge field configurations the gauge noise can
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Figure 6.3: Relative error of the plateau values < x >u−d (gauge noise and stochastic noise)
as a function of the number of stochastic sources Ns for two different volumes V = L3 × T
with T = 2L and L/a ∈ {24, 32}. The lattice spacing is a ≈ 0.08 fm and the pion mass is
about 300 MeV. For the volume L = 24, where results using the sequential method with
the same source-sink separation are available from a previous calculation, we show the error
of the sequential method. In all cases the number of gauge field configurations is fixed to
Ngauge = 200. We do not show results for the smallest lattice size available at the same value of
the pion mass and lattice spacing, L = 16, and for NS = 1, since we do not obtain reasonable
plateaus when using only one stochastic source per gauge field configuration, and in the case
L = 16 there are no reasonable plateaus for NS < 4. With NS = 4, the situation is better in the
L = 16 case, such that we can obtain a plateau with a relative error of slightly above 50%.
be reduced, by adding additional forward propagators from different source positions on the
same gauge field. We discuss this issue in the subsequent section.
6.3 Exploiting the versatility of the stochastic method
In this section we address a few benefits of the stochastic method and convince ourselves
whether they work in practice.
First of all, we note that in the sequential method (see Sec. 5.7.1) the sequential source, Eq. (5.34),
depends on the source position and therefore if the latter is varied, we need new inversions not
only for the forward propagator but also for the backward propagator. In contrast, when we
estimate the all-to-all propagator that appears in the expression (5.23) with a stochastic propa-
gator that has support on the sink time slice, and we want to vary the source position while
keeping the source-sink separation fixed, apart from the forward propagator computation no
new inversions have to be done. In particular, if we have computed a number of stochastic pro-
pagators on a fixed number of gauge field configurations, we may compute additional forward
propagators to be used in combination with the same set of stochastic propagators.
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∆ < x >u−d / < x >u−d
∼ V −1/2
Figure 6.4: Volume scaling of the signal-to-noise ratio in the stochastic method. The blue circles
show the relative error of the value obtained for gA when using NS = 4 stochastic sources per
gauge field configuration and Ngauge = 200, cf. Fig. 6.2, where the same data points appear in
different subplots. The green triangles show the relative error for 〈x〉u−d obtained in the same
manner, cf. the data from the subplots of Fig. 6.3. Notice the logarithmic scale. The dashed gray
line indicates the asymptotic volume scaling of the sequential method with fixed sink [71] and
is meant to guide the eye.
As an example, in Fig. 6.5 we show the connected piece of the bare ratio of the scalar light
quark content, see Eq. (8.18), obtained with a source-sink separation of 16a and a fixed number
of spin-color diluted stochastic time slice sources NS = 3, a number for which the gauge noise
is already dominant compared to the stochastic noise, similar to the case of gA discussed in
the previous section. We use up to four point source positions per gauge field configuration
and a fixed number of gauge field configurations Ng = 495. The first point source position is
always chosen uniformly randomly and the subsequent positions are chosen such that they are
sufficiently separated in space, in order to minimize correlations, but on the same time slice
to be able to reuse the stochastic time slice propagators and still preserve the fixed source-sink
separation. In table 6.1 we detail the spatial distances used in each direction. The lattice size is
L = 32, T = 64, note that periodic boundary conditions apply in spatial directions.
The results shown in the figure, where the statistical error decreases about a factor of 2 when
using 4 point source positions compared to a single point source position, demonstrate that it
is indeed possible to effectively increase statistics, i.e. reduce the gauge noise, by adding more
point source positions to be used in combination with the same number of stochastic sources,
when the stochastic method is applied.
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Figure 6.5: The connected piece of the bare ratio of the nucleon 3-point function with scalar
operator u¯u + d¯d and the nucleon 2-point function (Rl , see Eq. (8.18)) obtained employing the
stochastic method using a fixed number of stochastic sources NS = 3 and a fixed number of
gauge field configurations Ng = 495. We show results obtained from using one to four point
source positions per gauge field configuration. The pion mass is mpi ≈ 380 MeV and the lattice
spacing is a ≈ 0.078fm and we have used a gauge field ensemble obtained from a simulation
employing N f = 2+ 1+ 1 twisted mass fermions at maximal twist.
position index x y z
0 x0 y0 z0
1 x0 + L/2 y0 + L/2 z0 + L/2
2 x0 + L/2 y0 + L/4 z0
3 x0 y0 + L/4 z0 + L/2
Table 6.1: Scheme for choosing point source positions. x0, y0 and z0 are chosen from a uniform
distribution of the interval of integers [0, L− 1] and periodic boundary conditions apply.
In the previous section we have already mentioned one particularly noteworthy gain of the
stochastic method. In comparison with the sequential method with fixed sink, where we have
to fix the hadron (interpolating field), the choice of a different interpolating field does not re-
quire new inversions, provided that the definition of the quark fields, i.e. in most applications
the smearing parameters used to extend the quark field and to increase the ground state over-
lap of the interpolating field, remain the same. Let us note at this point that the change of the
smearing parameters would not require new computations of stochastic propagators, since one
only needs to smear the stochastic source and still use the propagator of a local source, but this
is just a technical side note. The freedom of choosing the hadron interpolating field at the level
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of the contractions has an immediate consequence for nucleon matrix elements, namely we
can use the correlation functions of the proton and the neutron. Because we are working with
twisted mass fermions this is just an isospin breaking effect that enters the O(a2) corrections,
and we have not found a hint of large lattice artifacts when comparing the proton and neutron
correlation functions. Thus, twice the statistics can be essentially obtained “for free”. However,
one should be cautious with this statement since the number of individual contractions can be
large, when e.g. many different lattice momenta or many different operators are used. In this
case the computational effort of the contractions may not be small compared to the one of the
inversions. In addition – in order to exploit the versatility of the method – one may want to
do the contractions using as many hadrons as possible. Therefore, contractions can actually be
more costly concerning computational effort than the computation of the quark propagators.
There are more advantages that can be exploited, such as the combination of different momenta
at the sink (~p′) and at the operator insertion (~p) that yield the same ~q = ~p′ − ~p, in order to
increase statistics and improve the signal for observables at non-zero momenta. This is due to
the fact that in contrast to the fixed sink momentum in the sequential method with fixed sink
we can freely choose the sink momentum at the contraction level.
Thus we believe that the stochastic method is very promising and has the potential to reduce
significantly the computational cost for calculating hadronic matrix elements.
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7 Moments of Parton Distribution Functions
In this chapter we present results from lattice QCD computations of moments of parton dis-
tribution functions. The calculations performed here are motivated by the situation at the be-
ginning of this thesis work in 2009, which is outlined in Sec. 7.1. Particular focus is on the
understanding, treatment and elimination of systematic effects, with which we deal in the re-
maining sections. Most effort is spent on excited state effects arising from finite euclidean time
separations in the correlation functions from which observables are obtained, see Sec. 3.4.
7.1 Situation at the Beginning of this Thesis
The situation at the beginning of this thesis work in 2009 was the following: Lattice QCD
calculations of various quantities related to nucleon structure were available, among which
moments of PDFs and various form factors. Despite the huge variety of results even for simple
moments like gA or < x >u−d there was a tension between experimental results and the num-
bers from lattice calculations of many different collaborations. Concerning the nucleon axial
charge gA, for instance, the experimentally measured value differs roughly 5 to 10% from the
lattice results. To illustrate the situation, we show some of lattice results for gA obtained from
a range of pion masses and different lattice spacings using N f = 2 twisted mass fermions at
maximal twist in Fig. 7.1. The experimental value is also shown in this plot.
The experimental value from the Particle Data Group [11] has an uncertainty of order one
per mill. The statistical accuracy of the lattice calculations is at the few per cent level. The
values obtained from lattice calculations typically differ by about 10% from the experimentally
measured one. In addition, there is a very mild dependence of gA on the pion mass.
The tension is even more drastic for the first non-trivial moment of the unpolarized parton
distribution in isovector flavor combination, < x >u−d. See Fig. 7.2, where we compare the
lattice data of the ETM collaboration with results obtained from global analyses of experimental
data. There is a spread in the lattice data between the different groups which is larger than the
typical error. Note, however that only the statistical error is shown. Systematic uncertainties
are discussed later. The numbers from phenomenology account for a theoretical error (arising
from the fit of the PDFs to experimental data as well as the uncertainty of the experimental data
itself. The relative deviation between the results obtained by the various groups performing
the global analysis of deep inelastic scattering data is less than 10%. It should be seen as a
systematic error originating from the parametrization of the fits and the selection of the data
to be fitted. The data from lattice calculations are typically of order 40 to 60% higher than the
phenomenological results and show practically no or only very mild dependence on the pion
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Figure 7.1: The filled symbols show the relative deviation of lattice computations of gA using
N f = 2 maximally twisted mass fermions at three different lattice spacings for a range of pion
masses [70] from the world average of the experimental results [11]. This experimental result
corresponds to the black star.
Given this situation a calculation of quantities that have not been computed before are even
more complicated than < x >u−d or gA or continuing an even broader nucleon structure
physics program did not seem prudent before understanding better the simpler quantities.
Thus, we considered a careful analysis of systematic effects entering in the calculation of the
nucleon matrix elements related to the simple quantities mentioned before indispensable.
7.2 Systematic Effects
The tension between results for observables related to nucleon structure obtained from analy-
ses of experimental data and lattice calculations leads to the conclusion that either a conceptual
mismatch in the different ways of determination exists, or the lattice calculations must be sub-
ject to systematic effects of the order of or greater than the statistical errors.
We would like to emphasize that different systematic effects can come with different signs, and
they depend on the parameters of the simulation, such as the lattice spacing and volume or the
pion mass. Therefore, it is mandatory to control the influence of all possible systematic effects,
in order to have a credible result.
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Figure 7.2: The filled symbols show the relative deviation of the values of 〈x〉u−d, i.e.
|〈x〉u−d− < x >(ABMK)u−d |/ < x >(ABMK)u−d obtained from various lattice calculations compared
to the result from the ABMK analysis [7]. The open symbols show the relative deviation of the
phenomenological results (JR) [9] and (MSTW) [72] as compared to ABMK [7]. In the lattice
calculations, different lattice actions have been employed: twisted mass fermions (TMF) [73], a
hybrid action of domain wall fermions (DWF) on a staggered sea [60], Clover fermions [74, 75]
and DWF [76]. In order to exclude strong finite volume effects, only the lattice results obtained
from ensembles with mpiL > 3.5 are shown.
7.2.1 Lattice Discretization, Unphysical Quark Masses and Finite Volume
The most obvious systematic effect is lattice artifacts, i.e. discretization errors. As mentioned in
Sec. 4.2, the lattice spacing provides a momentum cut-off and thereby a regularization which
has to be removed in order to obtain physical results. This means in practice that every quantity
has to be calculated at several lattice spacings. Provided those are sufficiently small, one can
safely extrapolate to the continuum limit, however in the way explained in Sec. 4.2. This is
most commonly done by performing a linear fit to the data as a function of the lattice spacing.
In this case the slope of the line is then a measure of the size of the corrections arising from
discretization. Note that whenO(a) effects are absent, which is true for the quantities discussed
here, one takes the data as a function of a2, more general as a function of an where n is the power
of the expected leading correction.
Discretization effects depend strongly on the particular lattice action used. Therefore, in or-
der to control the systematic effect of discretization errors, carrying out the continuum limit is
crucial. It allows to compare results from calculations where different lattice actions are em-
ployed. Consistent results in the continuum limit will largely increase the trust of the various
lattice calculations.
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As an example, for a test of the continuum limit, we show 〈x〉u−d obtained from a lattice compu-
tation with N f = 2 maximally twisted mass fermions [73] at three different lattice spacings as a
function of the square of the lattice spacing (made dimensionless by dividing by the hadronic
scale r0) in Fig. 7.3 for a range of pion masses. The data points agree within statistical errors
with the extrapolated limit. That is, the expected O(a)2 effects from the N f = 2 Wilson twisted
mass calculation at maximal twist are small and even compatible with zero, at least within the
large statistical uncertainties for the quantities discussed here. Hence we consider finite lattice
spacing effects not pivotal for the explanation of the tension between lattice calculation and
experiment.
Figure 7.3: 〈x〉u−d obtained from N f = 2 ensembles for a range of pion masses from 260 MeV /
mpi / 470 MeV at three different lattice spacings 0.05 fm / a / 0.08 fm. Figure taken from
Ref. [73].
As a second systematic effect we focus on finite volume effects. In the case of ETMC there
exists a finite volume study of the quantities related to nucleon structure [70, 73] discussed
here. In Fig. 7.4, we show gA and 〈x〉u−d obtained from two different volumes at a pion mass
of mpi ≈ 300 MeV and a lattice spacing a ≈ 0.08 fm. The physical lattice extents are L =
1.9 fm and L = 2.6 fm, corresponding to values mpiL of 3.3 and 4.3, respectively. We observe
that the calculations agree within statistical precision. This holds for other nucleon structure
observables and results from other groups, see Refs. [70, 73] and references therein. Drawing a
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brief conclusion, we consider finite volume effects to be sufficiently small and not contributing
strongly to the tension between lattice QCD results and experiments, at least for pion masses












Figure 7.4: gA and 〈x〉u−d obtained from N f = 2 ensembles for two different volumes at a pion
mass mpi ≈ 300 MeV [70, 73].
When comparing the results of different lattice QCD collaborations (see also Fig. 7.2) one ob-
serves a smooth and basically flat dependence on mpi. Chiral perturbation theory however
suggests a curvature towards the physical point [77]. Given the current data it remains an
open issue whether a curvature will be seen at very low pion mass. It is therefore questionable
whether χPT gives a good description of the data for the nucleon structure quantities discussed
in this thesis.
Note that most recent results obtained at almost physical values of the pion mass [78] that ap-
peared during the completion of this thesis confirm this picture, such that the tension remains.
Computations at the physical point with a careful and comprehensive study of systematic ef-
fects are thus necessary in order to ultimately resolve the situation, which is becoming more
and more puzzling.
7.2.2 Number of Dynamical Quark Flavors
Most of the current lattice calculations have been performed with N f = 2 dynamical flavors.
There are also N f = 2 + 1 calculations employing a dynamical strange quark, see Fig. 7.2 and
references in the caption. Given the good agreement between those calculations, the systematic
effect of not taking into account the heavier quark degrees of freedom in the simulations is
expected to be negligible or at least small. In addition, it seems unnatural that it depends on
the particular lattice action used, in contrast to the lattice discretization effects. Nevertheless the
effect of partial quenching for the observables related to nucleon structure has to be examined
also for twisted mass fermions. Therefore, on behalf of the European Twisted Mass (ETM)
collaboration, we performed an N f = 2 + 1 + 1 calculation, employing dynamical up, down,
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Figure 7.5: 〈x〉u−d obtained from N f = 2 [73] and from N f = 2 + 1 + 1 ensembles for a range
of pion masses compared to the phenomenological value taken from the ABKM09 analysis [7].
strange and charm quarks, at a single lattice spacing. In Fig. 7.5 we show the results for <
x >u−d and compare to previous N f = 2 results. They agree within statistical precision, thus
indicating that there is no strong effect stemming from ignoring the strange and charm quark
in the simulations of dynamical fermions. To our best knowledge this is the first calculation of a
nucleon matrix element in a four-flavor setup. The results presented above were first published
in Ref. [79].
7.3 Ratios of Matrix Elements
A simple and convenient way to milden systematic effects is by building ratios of matrix el-
ements, with the hope that some of the systematic effects cancel in the ratio. Moreover, if
the quantities in the ratio are similar to each other, there might be a cancellation of gauge-
dependent fluctuations and thus the gauge noise could be reduced compared to the individ-
ual quantities. It is particularly useful to this end to take ratios of observables renormaliz-
ing in the same way, i.e. having the same Z-factor, since then already the systematic effect of
non-perturbative renormalization is canceled out automatically. This is for instance the case
for the ratio Rg = gA,oct/gA, where gA,oct = 〈1〉∆u+∆d−2∆s and we recall gA = 〈1〉∆u−∆d (cf.
Sec. 2.2.1). The phenomenological value for Rg is 0.46(3) [80, 11], in the MS scheme at a scale
µ2 = (2 GeV)2. It can be shown for maximally twisted mass fermions that they have the
same renormalization constant, cf. the discussion in the appendix of [62]. Thus the ratio is
free of renormalization. However, the calculation of gA,oct requires disconnected diagrams that
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are considered hard to evaluate numerically. Nevertheless, applying the twisted-mass specific
noise reduction technique outlined in Sec. 5.7.2 renders the calculation more feasible. We dis-
cuss in detail now how this is done.
The relevant 3-point correlation functions for Rg are
CΓk3,OA,k,q(t









OA,k (y ≡ (~y, τ)) = q¯(y)γ5γkq(y), Γk = i2 (1+ γ0) γ5γk, k = 1, 2, 3 (7.2)
in the physical basis. For a graphical illustration see Fig. 3.4 and Fig. 3.3 concerning the con-
nected piece and Fig. 3.2 concerning the disconnected piece of (7.1). Disconnected pieces are
discussed in more detail in Chapter 8, therefore we want to keep the discussion short here.
When working in the mixed action setup (see Sec. 5.3), we can avoid mixing of the physical
strange and charm quark and still preserve the automatic O(a) improvement that holds for
twisted mass fermions at maximal twist. Moreover, by using the freedom of choosing the
Wilson parameter in the Osterwalder-Seiler action for the strange quark in the valence sector,
we can use the operators
OA,k,iso = OA,k,u −OA,k,d, (7.3)










Here, the label “iso” indicates the isospin vector flavor combination u − d. We would like to
note that the operators appearing on the l.h.s. of the the above equation are the same physical
basis, i.e. OtwA,k = OA,k, since we work at maximal twist. For completeness let us note that in











Rg(t′, τ) −→ Rg for t′ → ∞, τ → ∞ and (t′ − τ)→ ∞ (7.6)
where we have set the source point (~x, t) = 0 for convenience. Eqs. (7.3) and (7.4) imply that
we can use the noise reduction technique, since we need to evaluate differences between quark
propagators of quarks that are related to different Wilson parameters in the action. Although
this is not obvious to see from (7.4), it is possible to apply the variance reduction technique as
described in App. 4.
The experimental value of Rg is 0.46(3) [80, 11].
We also compute the ratio Rx = 〈x〉oct/〈x〉u−d, where 〈x〉oct = 〈x〉u+d−2s, in the right panel of
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Fig. 7.7. For this quantity the relevant correlation functions are
C3,O1D,q(t






N(~x′, t′)O1D,q(~y, τ)N¯(~x, t)
〉]
(7.7)




where the definition of C is analogous to the one in Eq. (7.1), but with a different operator. The
operator O1D is a twist-two operator, as in Eq. (2.25) the braces mean a symmetrization and
subtraction of parts proportional to gµν. Apart from the difference of having a derivative in the
operator, the statements of the discussion made before about Rg concerning the cancellation of






Rx(t′, τ) −→ Rx for t′ → ∞, τ → ∞ and (t′ − τ)→ ∞. (7.10)
Here, the operators O1D,iso and O1D,oct are defined in complete analogy to Eqs. (7.3) and (7.4),
O1D,iso = O1D,u −O1D,d, (7.11)
O1D,oct = O1D,u +O1D,d − 2O1D,s. (7.12)
The value obtained from a phenomenological global analysis is Rx = 2.89(9) [81].
We show the disconnected pieces which appear in the denominators of Rg and Rx, i.e. in gA,oct
and 〈x〉oct in Fig. 7.6. They are compatible with zero due to a large relative error, see Fig. 7.6.
Moreover, they seem to be small compared to the connected pieces of gA,oct and < x >oct,
which are of order 1.
For a complete and sound analysis, the disconnected pieces will be needed with a higher pre-
cision, however, since here we just want to present an explorative study, we omit them in the
calculation of the ratios discussed here, because they are negligible would only increase the
statistical error without changing the values significantly. In Fig. 7.7 we show the ratio Rg(t′, τ)
in the left panel and the ratio Rx(t′, τ) in the right panel, as a function of the operator insertion
time τ. In both cases we have fixed t′ = 16a. the asymptotic values Rg and Rx are expected
to be assumed in the middle between source and sink, i.e. around τ = t′/2 = 8a, when a
plateau is seen, see the discussion in 5.6. The experimental values are indicated by a dark gray
band in the figure. The values obtained from the fits indicated with the light gray band are
Rg(mpi ≈ 380 MeV) = 0.48(5) and Rx(mpi ≈ 380 MeV) = 2.46(24).
As can be seen from Fig. 7.7, the ratios are closer to the experimental values than gA or 〈x〉u−d
themselves. In the case of Rg the lattice calculation is even compatible within errors with the
experimental result. For Rx the discrepancy is significantly decreased to about 15%, compared
to 〈x〉u−d, where it is roughly 50%, at value of the pion mass of mpi ≈ 380 MeV used in the
calculations described here.
Although this is a promising result, let us note that building ratios does actually not resolve
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Figure 7.6: Disconnected contributions of gA,oct (red circles) and 〈x〉oct (blue squares), which
appear in the ratio Rg and Rx, respectively, as a function of the operator insertion time slice,
the source-sink separation was fixed to 16a, with a lattice spacing of a ≈ 0.078 fm. We use 2428
statistically independent measurements in the N f = 2 + 1 + 1 twisted mass setup at maximal
twist using a pion mass of mpi ≈ 380 MeV.
which particular systematic effect is most responsible for the difference between experimental
results for gA and 〈x〉u−d and their counterparts from lattice QCD calculations. Moreover, it is
unclear in which way the systematic effects cancel, since most effects are additive corrections.
The ratios Rg and Rx therefore “conceal” the systematic effects somewhat. Nevertheless the
compatibility of lattice and phenomenology results for the ratios suggests that indeed system-
atic uncertainties are responsible for the tension in gA and 〈x〉u−d discussed above.
Note that a chiral extrapolation might be easier for the ratios, if systematic effects depending
the pion mass cancel. In order to properly account for systematic effects, we need to know
which effects are dominant and which are negligible, though.
Hence we consider a dedicated study of the effect that is very likely to explain at least part of
the tension, namely excited state contributions, worthwhile and necessary. This is subject of
the subsequent section.
7.4 Excited State Effects and Dedicated High Precision Analysis
One systematic effect on which an intense focus has been laid also by other lattice QCD collab-
orations, see e.g. [82, 83, 84], are from excited state effects. As outlined in Sec. 3.4, they arise
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Figure 7.7: We show the ratios Rg(t′, τ) (left) and Rx(t′, τ) (right) as a function of the operator
insertion time slice. The source-sink separation t′ is fixed to 16a. We use a lattice spacing of a ≈
0.078 fm in both cases, and 1911 statistically independent measurements in the N f = 2+ 1+ 1
twisted mass setup at maximal twist with a pion mass of mpi ≈ 380 MeV. The fits that yield
the asymptotic values Rg and Rx are indicated by the light gray band and experimental results
of Rg and Rx are shown with a dark gray band. In the computation of the ratios, only the
connected pieces of the octet currents have been used, since the disconnected piece is small
compared to the connected one and about compatible with zero within statistical precision, see
Fig. 7.6.
from contributions of excited states in the spectral representation of the euclidean 2-point and
3-point correlation functions used to calculate nucleon matrix elements. Since excited states
effects are physical they do not depend on the lattice action used and are thus expected to be
universal. Hence our results, even though the analyses discussed here were done employing
Wilson twisted mass fermions at maximal twist, are of relevance also for lattice QCD collabo-
rations employing different lattice discretizations.
As a consequence of the situation explained before we decided to thoroughly look at excited
state effects. Typically, in order to do so one would like to increase the source-sink separation
in the usual fixed-sink method, which we outline in Sec. 5.7.1, and then compare the plateau
values obtained from fits (see Sec. 5.6). This naturally requires an increased statistics for the
larger source-sink separation, due to the exponential decrease of the signal-to-noise ratio of
nucleon correlation functions, explained in Sec. 5.5.
However, since we would like to investigate the dependence of the matrix element, more pre-
cisely the matrix element plus contributions from excited states [cf. Eq. (3.24)], on the source-
sink separation, we employed the open sink (or fixed current) method. This method is ex-
plained in Sec. 5.7.1 and requires the operator as well as the the insertion time slice to be fixed.
Thus using the open sink method we can only hope to obtain the source-sink separation de-
pendence for a small number of operators or observables. On the other hand we have the free-
dom to accumulate statistics, i.e. to evaluate the correlation functions on an increasing number
of gauge fields (corresponding to statistically independent measurements), in order to have a
precise result at a (possibly large) source-sink separation where excited state contributions are
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negligible.
We consider it very useful for a first serious approach to determine the size of excited state
contributions to have a precise result for only a few observables. Of course such a calculation
needs a substantial amount of computational resources, since we aim to overcome an exponen-
tially decreasing signal-to-noise ratio with high statistics. Consequently, we would like to do
the analysis on a single gauge field ensemble only, that is at fixed values of the lattice spacing,
quark mass and volume. It is therefore absolutely necessary to choose sound values for those
parameters in order to have a meaningful result. If our findings indicate that there are substan-
tial excited state contributions in the current calculations and that beating the exponentially
decreasing signal-to-noise ratio with a huge statistics is not feasible we need to develop better
techniques to resolve the excited state contributions at a more reasonable cost.
As a starting point we would like to look at excited state contributions in gA. We decided to do
the analysis at a value of the lattice spacing a ≈ 0.078 fm, a pion mass mpi of about 380 MeV
and a lattice volume L3 × T with L/a = 32 and T/a = 64. For this choice of parameters,
mpiL ≈ 5, such that finite volume effects are sufficiently suppressed. The corresponding gauge
field configurations were generated by the ETM collaboration using N f = 2 + 1 + 1 twisted
mass fermions at maximal twist [45]. The choice of the pion mass, mpi ≈ 380 MeV guarantees
that the computational cost for computing quark propagators, which increases when the pion
mass is lowered, is feasible on the one hand and on the other hand it is not too high to have a
meaningful result that is not too far from the physical situation.
First we need to establish a reference value for gA. To this end we perform a fixed sink analysis
of this observable, using a source-sink separation of 12 lattice spacings corresponding to about
0.94 fm in physical units. The correlation functions needed to evaluate gA are given by the
3-point function Eq. (7.1) (in isovector combination) and by the nucleon 2-point function. We
use only the 3-point correlation function with k = 1.
The result of such a calculation, with a number of gauge fields Ng = 460 is gA = 1.17(3)
which differs by roughly 8% from the PDG value of 1.270(3) [11] and has a relative statistically
error of about 2.5%. Of course the lattice result cannot be considered a physical one because a
sound treatment of systematic effects is missing. In particular without a calculation at several
values of the pion mass no chiral extrapolation is possible and accordingly we are subject to
the systematic effect of having an unphysical pion mass. Looking at Fig. 7.5 we observe that
in the N f = 2 calculations the pion mass dependency is very mild and even compatible with
being absent. Hence we can hope for this systematic effect to be small and in particular not to
spoil the conclusions drawn from the dedicated excited state analysis presented in this section.
In the next step, we perform a free sink analysis of gA. We decide to fix the operator insertion
time τ = 9a, i.e. we put the operator insertion nine time slices away from the location of the
source (which we fix to zero for convenience in all expressions), aiming to have a result at
a source-sink separation of 18a with the same statistical accuracy as obtained using the fixed
sink method and a source-sink separation of 12a. In this case the operator insertion is situated
right in the middle between source and sink and the influence of excited states coming from
the source is suppressed with the same exponential factor as the one coming from the sink, see
Eq. (3.24) with τ = t′/2 in the second and third term and the discussion in Sec. 3.4.
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As a matter of fact, due to the aforementioned exponential suppression of the signal-to-noise
ratio of nucleon correlation functions, we expect to require a substantial amount of statistically
independent measurements, i.e. evaluation of the correlation functions on statistically inde-
pendent gauge field configurations. We roughly estimate this number to be of order 5, 000 to
10, 000, which exceeds the number of configurations available1, being of order 2, 500. Therefore
we decide not only to extend the gauge field ensemble to about 5, 000 physically stored con-
figurations, but also to use more than one point source position per configuration. In order to
avoid correlations we choose the source positions on each gauge field configuration totally ran-
domly from a uniform distribution. To equal the precision of the fixed sink analysis, in which
we use 460 measurements, we have to collect 7500 statistically independent measurements of
the correlation functions. Hence we use up to two randomly chosen point source positions per
gauge field configuration. With this procedure we can guarantee that correlations are in fact
negligible.
We show our result in Fig. 7.8 (left), where we compare the open sink analysis for a range of
source-sink separations ranging from about 0.9 fm to 1.5 fm with the fixed sink analysis at
a fixed source-sink separation of about 0.94 fm. We also show the experimental value in the
plot. Clearly, within statistical uncertainty we do not see a difference which leaves us with
the conclusion that excited state contributions are sufficiently suppressed when using a source-
sink separation of 0.94 fm along with the values of lattice spacing, volume and pion mass listed
above in the text.
We can make an even stronger statement. Even though the operator insertion is done at τ =
t + 9a, at a sink position t′ = t + 11 we obtain a value for gA that is compatible within errors
with the value the fixed sink analysis yields. This means that in principle we could use a much
smaller source-sink separation and still have a value in which excited state contributions are
small compared to the statistical accuracy.
Nevertheless we would like to mention that it does not seem implausible that the 8% relative
difference to the experimental value can be bridged by properly accounting for excited state
effects and other systematic effects emerging at pion masses very close to the physical point.
This will be subject of future investigations.
After the analysis of excited state effects for gA we would like to address those effects in the
observable 〈x〉u−d at the same values of lattice spacing, volume and pion mass as used before.
Motivated by a study by another lattice QCD collaboration [85], we expect a sizable effect for
this observable.
As in the case of gA we establish a reference value from a fixed sink analysis with source-sink
separation 12a. We use 1, 300 measurements to obtain 〈x〉u−d = 0.250(6). Note that this value
differs by more than 50% from the phenomenological value obtained in the ABKM analysis [7],
0.1627(22), which is much greater than the relative statistical precision of 2.4%.
Once the reference value is established for 〈x〉u−d, we perform a free sink analysis of this quan-
tity. In deviation from the free sink analysis of gA we put the operator insertion τ = 11 time
1The number of gauge field configurations from an ensemble generated by our collaboration which is physically
stored on permanent storage media, typically hard disks or tape systems.
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Figure 7.8: left: gA as a function of the source-sink separation. The insertion time was fixed to
9a. For comparison the value obtained from a fixed sink calculation with source-sink separation
12a is indicated by the light gray band. The experimental value Ref. [11] is shown by the dark
gray band. right: < x >u−d as a function of the source-sink separation using a fixed insertion
time of 11a. The dark gray band shows a phenomenological result [7] and the value obtained
from a fixed sink calculation with source-sink separation 12a is indicated by the light gray band.
The red curve represents a fit of the asymptotic behavior, see Eq. (7.13).
The lattice calculations were performed on an N f = 2 + 1 + 1 ensemble with a pion mass of
about 380 MeV and a lattice spacing a ≈ 0.078 fm
slices away from the source in order to safely suppress excited state effects originating from the
source. Eventually, we want to have a precise result at a source-sink separation of 22a, even
though this would require estimated 50, 000 statistically independent measurements. In the
end we perform only 23, 000 statistically independent measurements, for which we have to use
up to 5 randomly chosen point source positions per gauge field configuration. We think that a
further increase of statistics would not change the findings of the analysis.
The result of the free sink analysis is displayed in the right panel of Fig. 7.8, where we also
indicate the value obtained from the fixed sink analysis and its error with a light gray band
and the result from the global analysis of experimental data with a dark gray band. We observe
that the data from the free sink analysis seems to assume a plateau value below the fixed sink
analysis result. At a source-sink separation of 18a we reach about the same statistical accuracy
as in the fixed sink analysis, where 1, 300 measurements are performed. However, it is not clear
whether a plateau has been assumed at this value of the source-sink separation. For this reason
we try to fit the exponential behavior [cf. Eq. (3.24)] to obtain an asymptotic value for infinitely
large source-sink separation.
〈x〉u−d (t′) = 〈x〉u−d (∞) + A exp
[
∆M(t′ − τ)] (7.13)
Here, A is an unknown constant depending on the details of the nucleon interpolating field and
on the transition matrix element between first excited state and ground state of the nucleon.
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Note that we ignore excited state contributions from the source, because they are supposed to
be almost quadratically suppressed compared to those coming from the sink, see Sec. 3.4. We
show a typical fit by the red curve in Fig. 7.8. Such a fit gives 〈x〉u−d (∞) = 0.22(1). The error is
estimated by varying the fit range and additionally by comparing the fits using a free parameter
∆M and the physical mass difference between the proton and the lowest-lying excited state, the
N(1440) resonance, which is about 500 MeV. Let us remark that the ∆M we obtain from a fit
is roughly (1200± 400) MeV, which is greater than the physical value but considering the big
error and the typically poor significance of this parameter in the fit, not to mention the fact that
we use a pion mass heavier than the physical one, one cannot say that it is inconsistent with
the physical mass difference.
The asymptotic value obtained for 〈x〉u−d in this way is 12% lower than the value obtained
from the analysis using a fixed source-sink separation of 12a, indicating that the excited state
effects are indeed significant for this observable. Still, although accounting for excited states
reduces the discrepancy with respect to the experimental result from about 50% to about 40%
in our case, it does not resolve the puzzle. One may conjecture, though, that at lower pion
masses the effect can increase significantly such that the remaining gap is bridged. However,
this clearly needs to be demonstrated by calculations at almost physical pion masses as will be
available for our collaboration in the future.
Let us emphasize again that compared to the fixed sink method, the open sink method is not
practical when one has to compute a number of operators. The study presented here shows
that the impact of excited states has always to be taken into account. Particular cautiousness
is due when approaching the physical pion mass since excited states effects might even be
stronger, which is for instance the case if the mass difference between the first excited depends
on the pion mass, i.e. ∆M = ∆M(mpi), and ∆M(mpi ≈ 380 MeV) > ∆M(mpi ≈ 140 MeV). We
conclude with the note that the main aspects of this section are published in Refs. [86, 87].
7.5 The Generalized Eigenvalue Method as a Countermeasure to
Excited State Contamination
In the previous section we have learned that in order to safely suppress excited state contribu-
tions an investment of one order of magnitude in terms of computing resources, compared to
a standard fixed sink calculation where the source-sink separation is not large enough to safely
suppress excited states, might be necessary. This is the case if the contributions are to be con-
fronted by just using larger distances in euclidean time in the correlation functions of interest.
It would be desirable, however, to face those effects in a more analytic way. A promising candi-
date for such an analytic method, which is capable of resolving the contributions from excited
states, is given by the generalized eigenvalue (GEV) method. It was developed in Ref. [66]
and recently employed and refined in Refs. [67, 68, 88]. Its main aspects are summarized in
Sec. 5.7.3.
With the goal of reproducing a result similar to that of the high precision analysis of 〈x〉u−d
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described in the previous section we carry out a GEV analysis using a different number of
smearing iterations for the APE and the Gaussian smearing to construct an operator basis with
N = 3 operators. The statistics is 520 gauge field configurations and the largest number of
smearing iterations corresponds to the standard analysis of the previous section. Note that
the GEV analysis for a 3× 3 problem takes at least 6 times the computational effort of a stan-
dard analysis, at worst 9 times, the details depending on the computing strategy and technical
details. Assuming that the correlation matrix is symmetric, for instance, one only needs to



















































GEV method, 3× 3
Figure 7.9: Comparison between the value obtained from a standard calculation of 〈x〉u-d using
a fixed source-sink separation of t′ = 12a (gray band) and preliminary results from a GEV
analysis (blue crosses). The plot on the right is a zoom of the plot on the left. We use the same
source-sink separation as in the standard method in the GEV method and show results for
values of the GEV parameter t0 ranging from 4a to 6a. The operator insertion time is τ = 6a,
corresponding to the time slice in the middle between source and sink. In both analyses the
statistics is 520 gauge field configurations.
In Fig. 7.9 we compare the results from the GEV analysis described above using different values
for the parameter t0, which determines the size of the corrections due to finite N, see Sec. 5.7.3
and Ref. [67], to a value obtained from a standard calculation. The numbers obtained from the
GEV analysis clearly agree with the one from the standard analysis, when using a source-sink
separation of 12a. This means that the excited state contribution cannot be resolved. There
are several reasons for that. First of all, one has to note that with the operator basis used, the
ground state contribution is dominant in all channels, the overlap with the first excited state is
about one order of magnitude less.
Using a different operator that has a bigger overlap with the first excited state may improve
the situation significantly. This has been tried by our group, but it turned out that the operators
we used were very noisy, such that very high statistics is necessary in order to improve the
statistical precision [89].
Therefore, as a precautious conclusion, it is unclear whether the generalized eigenvalue method
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can resolve a contribution of excited states for matrix elements of the nucleon, when using a
reasonable amount of computational effort.
It is worthwhile mentioning that there are several other methods like the plateau summation
method which can also be used in combination with the GEV method [88] or the Generalized
Pencil-of Function [90], as demonstrated in Ref. [91].
Yet one statement can be safely made. In order to determine the size of the excited state con-
tribution or to safely suppress the latter in the correlation functions of interest, a price has to
be paid in terms of computing resources. A credible calculation of nucleon matrix elements
will need a significant investment of computational effort, and/or the development of new
techniques to better resolve or suppress excited states.
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While the problem concerning the moments of parton distribution functions discussed in the
previous section has not been completely resolved, despite the very careful analysis of system-
atic effects we have performed, the situation is much clearer for another quantity related to the
structure of the nucleon, namely the scalar quark content. In Sec. 2.3 we give an introduction
to the subject. Here in this chapter, we concentrate on the technical details of the computation
and the results.
When using a lattice discretization with an explicit breaking of chiral symmetry, mixing be-
tween the bare scalar strange and charm quark content occurs under renormalization, the rea-
son being a flavor non-diagonal twist, see Eq. (5.11). Fortunately we can avoid mixing – up
to O(a2) effects – when using maximally twisted mass fermions in the mixed action setup, see
Sec. 5.1 ff and in particular Sec. 5.3.
Using the N f = 2 + 1 + 1 twisted mass formulation, employing dynamical up, down, strange
and charm quarks, we are even capable of studying the charm quark content. Note that in
principle it is possible to calculate the scalar strange and charm quark content without having
a dynamical strange or charm quark in the sea quark action. However, this partial quench-
ing would yield an uncontrolled systematic effect originating from neglecting s and c quark
loops as vacuum fluctuations. Since the strange and charm quark contents of the nucleon are
by definition very sensitive to the presence of dynamical strange and charm quark degrees of
freedom, including those is mandatory when we want to obtain reliable results.
As pointed out in Sec. 3.3, nucleon matrix elements like the scalar quark content of the nucleon
can be obtained from suitable ratios of 3-point and 2-point correlation functions of the nucleon.
Here, for the case of the scalar quark content, the necessary correlation functions are the spin-














and the 3-point functions,
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N(~x′, t′)O f (~y, τ)N¯(0)
〉]
, (8.2)
where we fix the source position to zero for better readability.
85
8 The Scalar Quark Content of the Nucleon
The scalar operators O f , f = l, s, c used in the 3-point correlation functions are
Ol = u¯u + d¯d, Os = s¯s, Oc = c¯c. (8.3)
In the twisted basis, we use the operators
Otwf = iχ¯ fγ5τ3χ f , f = l, s, c (8.4)
χl = (u, d), χs = (s+, s−), χc = (c+, c−), (8.5)
where the fields with the subscripts + and − correspond to using different signs of the Wilson
parameter in the Osterwalder-Seiler action, when using the mixed action setup, as explained
in Sec. 5.3.
Using these operators we obtain multiplicatively renormalizable and O(a) improved matrix
elements [62]. They correspond to the operators in physical basis in the following way
Otwf ⇔

Ol , f = l
2Os, f = s
2Oc, f = c.
(8.6)
Since those operators have a non-vanishing vacuum expectation value, which we however are
not interested in when computing the scalar quark content of the nucleon, we define a vacuum-
subtracted correlation function, where we subtract the vacuum expectation value,
C±,sub3, f (t
′, τ) = C±3, f (t
′, τ)− C±2 (t′) ∑
~y
〈O f (~y, τ)〉 , (8.7)
We also differentiate between connected and disconnected contributions of C±,sub3, f , since in
practice we use different techniques to calculate them.








































〈[O f (~y, τ)]conn〉 (8.10)
Here, [· · · ]conn denotes all connected Wick contractions of the fermionic fields, and as usual
〈· · · 〉 denotes the average over gauge field configurations. For the discussion of connected and
disconnected 3-point correlation functions see also Sec. 3.5.
The correlation functions are connected by the symmetry (due to the anti-periodic boundary
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conditions for fermionic fields in euclidean time, see e.g. [26]),
C+2 (t
′) = −C−2 (T − t′), C+3, f (t′, τ) = −C−3, f (T − t′, T − τ), (8.11)
which we exploit in order to effectively increase the number of measurements for the disconn-
ected piece without additional computational effort. In the above expression T is the time
extent of the lattice. We will drop the superscript + and − for the remainder of this chapter
and always use the average of the 2-point and 3-point correlation functions on the left and right
hand sides of (8.11). Moreover, we can average over proton and neutron correlation functions,
because those only differ atO(a2) due to the isospin symmetry breaking of the twisted mass ac-
tion. In general there no are indications of large cut-off effects from isospin breaking for twisted
mass fermions, with the so far only detected exception of the neutral pion mass [92, 93]. Also
for the quantities considered here, we do not observe such an effect within statistical accuracy.
Thus we can effectively gain a factor of 4 in statistics by exploiting the time symmetry, Eq. (8.11)
f, and averaging over the correlation functions of the proton and the neutron.
In terms of quark propagators, the contraction [O f (y)]conn reads
[Ol(y)]conn = Tr
[













where the trace acts in Dirac and color space and M is the Dirac matrix of the corresponding
flavor, i.e. the quark propagator, see Sec. 5.4. Note that when working in twisted basis, those
contractions look different[Otwl (y)]conn = Tr {iγ5 [M−1u (y, y)−M−1d (y, y)]} (8.15)[Otws (y)]conn = Tr {iγ5 [M−1s+ (y, y)−M−1s− (y, y)]} , (8.16)[Otwc (y)]conn = Tr {iγ5 [M−1c+ (y, y)− [M−1c− (y, y)]} , (8.17)
where M now denotes the Dirac matrix in the twisted basis. The bare nucleon matrix element
〈N|O f |N〉(bare) is then obtained as the asymptotic limit of the ratio (see the corresponding dis-
cussion in Sec. 3.3)





R f (t′, τ)→ 〈N|O f |N〉(bare) for t′ → ∞, τ → ∞ and (t′ − τ)→ ∞. (8.19)
In order to obtain the renormalized matrix element, the bare one has to be multiplied by the
renormalization factor of the scalar current, Zs, which we can take e.g. from Ref. [36]. Note
that when we work with twisted mass fermions, we usually compute the matrix element in
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the twisted basis. In this case the renormalization factors of the bare matrix element is the
inverse of the quark mass renormalization factor (see Ref. [35]), such that the quantity σ =
〈N|muu¯u + mdd¯d)|N〉, which is related to the light quark content is free of renormalization.
Note that in our lattice action, we have mass-degenerate light quarks, mu = md ≡ ml Since also
the y parameter, related to the strange quark content, is renormalization free, we will only use
the bare matrix elements in the following.
For the light quark content disconnected and connected diagrams contribute whereas for the
3-point correlation functions that yield the strange and charm quark content connected contri-
butions are absent. The connected contributions can be evaluated using standard techniques,
either employing the sequential source method or a stochastic evaluation of an all-to-all pro-
pagator (see Sec. 5.7.1). Due to the form of the scalar operators in twisted basis, Eq. (8.4), and
the form of the contractions Eq. (8.15), we can employ the powerful noise reduction method
outlined in Sec. 5.7.2.
8.1 Light quark content and the pion-nucleon sigma term
The connected part of the light quark content can be computed with the method outlined
in Sec. 2.3. Clearly, the more demanding computation is the disconnected piece. We would
like to establish first of all a technical benchmark at the values of lattice spacing, volume and
pion mass used in the previous chapter, employing the noise-reduction technique outlined in
Sec. 5.7.2. In Fig. 8.1 we show the connected piece of the ratio Rl for a source-sink separa-
tion of 16a using 1980 statistically independent measurements and compare to a calculation
at a source-sink separation of 12a using 520 measurements. The number of measurements was
chosen such as to reach a statistical precision of less than 3% in both cases. For the disconnected
piece, which is shown in Fig. 8.2, obtained with a statistics of 1911 measurements at a source
sink separation of 12a, we obtain a relative statistical error of 20%.
We note that the disconnected piece is almost negligible compared to the connected piece (note
the scale of the vertical axes). Although it is plausible that the same situation occurs at smaller
pion masses, we cannot be sure that this is still the case when a computation at the physical
pion mass is done.
With the pion mass used here, mpi ≈ 380 MeV, and using a source-sink separation of 12a to
keep the statistical errors small in the disconnected piece, we obtain a value
〈N|u¯u + d¯d|N〉(bare) = 11.0(6). (8.20)




= 153(8) MeV. (8.21)
This is rather large compared to the phenomenological results already mentioned in Sec. 2.3
σpiN = 79(7) MeV [19] or σpiN = 59(7) MeV [20], but note that we neither perform an extrapo-
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plateau value for t’=12a
t’=16a
plateau fit: 11.6 +/− 0.5
Figure 8.1: Connected piece of the bare matrix element 〈N|u¯u + d¯d|N〉(bare). The source-sink
separation was fixed to 16a, with a lattice spacing of a ≈ 0.078 fm. We use a pion mass of
mpi ≈ 380 MeV in the N f = 2 + 1 + 1 twisted mass setup at maximal twist. 1980 statistically
independent measurements are made for the estimate. We also compare to a calculation at a
source-sink separation of 12a using 520 independent measurements
lation to the physical pion mass here, nor a continuum limit.
Preliminary results [94] indicate that the σpiN decreases with decreasing pion mass and lattice
discretization errors are not seen within statistical accuracy.
Of course the plateau in the disconnected piece of the ratio Rl is rather short, assuming that we
have reached a plateau at all. This already raises the suspicion that the source-sink separation
was chosen too small to sufficiently suppress contributions from excited states. We would
like to emphasize, though, that the source-sink separation of 12 lattice spacings was chosen to
test whether the calculation of the light quark content including also disconnected diagrams
is feasible at all. Having demonstrated that this is indeed the case, we now want to check for
excited state effects.
In Fig. 8.1 we show the connected piece of the bare ratio Rl for a somewhat larger source-sink
separation of 16a and compare to the result obtained from the calculation with a source-sink
separation of 12a. The plateau extends over a relatively large range of insertion times, giving
us confidence that excited state contribution are in fact negligible, at least within the statistical
accuracy, when using this larger source-sink separation, even though the value differs by about
10% from the reference result.
Addressing excited state effects in the disconnected piece of the ratio Rl , R
(disc)
l , is technically
much easier in our setup compared to the connected one, since no new correlation functions
need to be computed when increasing the source-sink separations. Due to the method we
employ to compute the disconnected piece of the 3-point function Eq. (8.10), where we use
stochastic volume sources to estimate the quark loops Eq. (8.15) ff, we obtain the disconnected
3-point function for all combinations of t′ and τ with the corresponding statistical error of the
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Figure 8.2: Disconnected piece of the bare matrix element 〈N|u¯u + d¯d|N〉(bare). We fixed the
source-sink separation to 12a, with a lattice spacing of a ≈ 0.078 fm. We use a pion mass of
mpi ≈ 380 MeV in the N f = 2 + 1 + 1 twisted mass setup at maximal twist. We collected 1900
statistically independent measurements. Note that the disconnected piece is about one order
of magnitude smaller than the connected one, see Fig. 8.1.
correlation functions. However, the gauge noise increases with the source-sink separation, such
that in practice we are restricted by this statistical accuracy. We show R(disc)l for a number of
source-sink separations in Fig. 8.3.
Compared to the source-sink separation 12a used initially, we observe that the plateau lies
slightly higher when the source-sink separation is increased to 15a, and the values of the
plateaus do not seem to agree within errors. When using a source-sink separation of 18a, corre-
sponding to an increase of 50%, due to the large statistical uncertainty one can hardly identify
a plateau, but the data seems to be even a bit higher.
This indicates that also for the disconnected piece of Rl there are sizable excited state contribu-
tions, which might be an even larger effect than for the connected piece. However, due to the
absolute value of the disconnected piece compared to the connected piece, the impact on the
total ratio Rl is moderate. Clearly, to make a statement about the size of the excited state con-
tamination, a higher statistical precision is needed. With the current precision we can only state
that excited state effects are non-negligible in the disconnected piece, which in turn however
contributes very little to the total ratio.
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Figure 8.3: The disconnected piece R(disc)l of the bare ratio Rl as a function of the operator inser-
tion time, for 3 different source-sink separations, namely the source-sink separation 12a used
before, and a 25% and 50% increased source-sink separation, 15a and 18a, respectively. Other
parameters are the same as before, see Fig. 8.2 and the text above.
8.2 Strange quark content and the y parameter
Using the nucleon interpolating field, Eq. (3.25), connected pieces are absent for quark contents
of flavors other than the light ones, so in particular for the scalar s quark content. Hence, we
only need to compute the disconnected piece of the corresponding 3-point function, Ds, see
Eq. (8.10). As mentioned before, a particular advantage when using the mixed action setup is
avoiding mixing of the strange and the charm quark content and a solely multiplicative renor-
malization of the matrix element.
As in the case of the light quark content we perform a feasibility study at a source-sink sepa-
ration of 12a. Using 1900 statistically independent measurements we are able to obtain a value
with a relative error of 14%. This accuracy is clearly significantly better than for other results
published for this quantity, see e.g. [95, 96, 97].
Fitting a plateau to the data we obtain
〈N|s¯s|N〉(bare) = 0.41(6), (8.22)
which together with the matrix element of the light scalar current gives a y parameter
y =
2 〈N| (s¯s) |N〉
〈N| (u¯u + d¯d) |N〉 = 0.075(15). (8.23)
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Figure 8.4: The bare ratio Rs as a function of the operator insertion time. The source-sink
separation was fixed to 12a, with a lattice spacing of a ≈ 0.078 fm. We use a pion mass of
mpi ≈ 380 MeV in the N f = 2+ 1+ 1 twisted mass setup at maximal twist. With a statistics of
1900 statistically independent measurements we obtain a relative precision of 14%.
Note that we do not give systematic errors here, because we would like to examine excited
state effects first. To this end, we increase the statistics to 15141 measurements. This is only
possible since, due to a heavier mass, the strange quark propagators needed for the 3-point
correlation functions appearing in the ratio Rs are computationally significantly cheaper than
the light quark propagators. In addition, the 2-point functions appearing in the numerator of
the ratio were available from another calculation (to be more specific, the high precision com-
putations performed in the scope of Sec. 7.4).
In Fig. 8.5 we show the ratio Rs for several source-sink separations. Compared to the source-
sink separation 12a, the data is systematically higher when using a larger source-sink separa-
tion. At a source-sink separation of 18a the plateau lies roughly 50% higher than the value
obtained from a plateau fit with a source-sink separation of 12a, and not compatible within
statistical precision.
Our results thus indicate that excited state effects are sizable, however we cannot reliably deter-
mine their size, even with the large statistics used in the analysis. Assuming that a source-sink
separation of 18a is sufficient to reach a plateau value for Rs where excited state contributions
are small (compared to the statistical accuracy), the value of 〈N|s¯s|N〉 would change by about
50%. If we then make the reasonable assumption that the value of the scalar light quark con-
tent 〈N|u¯u+ d¯d|N〉 does not increase by more than of order 10% compared to the value quoted
above, we can expect that accounting for excited state effects yields a value for the y parameter
that is 25% higher than the value quoted above in (8.23). Thus the impact of excited states is
of about the same order as the statistical uncertainty, which is about 20%. Of course in order
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Figure 8.5: The bare ratio Rs as a function of the operator insertion time, for 3 different source-
sink separations, namely the source-sink separation 12a used before, and a 25% and 50% in-
creased source-sink separation. Other parameters are the same as before, see Fig. 8.4 and the
text above.
to make a firm statement, the statistics has to be further increased. With the unclear situation
here, we do not intend to perform a chiral extrapolation here. Preliminary results for the y pa-
rameter [94] indicate that the σpiN does not show a sign of discretization errors within statistical
accuracy.
8.3 Charm quark content
With the mixed action setup used for the strange quark content we are also capable of studying
the charm quark content. The only thing we need to do is to choose the matching mass for
the sea charm quark mass. Note that this is the first lattice study of the scalar c quark content
where a dynamical charm quark was used in the simulations.
In Fig. 8.6 we show the ratio Rc and compare to the ratio Rs obtained before. The statistical
uncertainty is large and the data is compatible with zero within a 2σ range. That is why we do
not attempt to perform a fit. However, Rc shows a tendency to be positive and smaller than Rs.
We thus conclude that the scalar charm content is at least not much greater than the scalar
strange quark content.
〈N|c¯c|N〉 . 〈N|s¯s|N〉 (8.24)
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Figure 8.6: The bare ratio Rc as a function of the operator insertion time. The source-sink
separation was fixed to 12a. We use a pion mass of mpi ≈ 380 MeV in the N f = 2 + 1 + 1
twisted mass setup at maximal twist with a lattice spacing of a ≈ 0.078 fm. Using a statistics of
1900 statistically independent measurements for the estimate of Rc. The ratio Rs related to the
strange quark content is indicated by the gray band.
However we do not know whether excited state effects are large for the scalar c quark content
and we cannot possibly resolve such an effect given the current data with poor accuracy.
Therefore we have to perform a careful study of excited state contamination. Yet, the relation in
Eq. (8.24) presumably holds nevertheless, since excited state effects are expected to be similar
for both quantities.
8.4 Conclusion
We have performed a lattice QCD feasibility study of nucleon scalar matrix elements. Using a
noise-reduction technique specific to twisted mass fermions, we obtain in a first computation
values for the phenomenologically significant observables σpiN , including the disconnected di-
agrams, with a relative error of 5% and the y parameter with a relative error of 20%. How-
ever, there are significant excited state effects as shown for the strange quark content using a
huge statistics of 15141 independent measurements. We would like to mention that we have
performed computations at different pion masses and lattice spacings, but at the time of the
completion of this thesis the precision of those results is not as good as for the feasibility study
presented here. Given this situation, where we have no good control over excited state effects,
we do not attempt to perform an extrapolation to the physical point or a continuum limit. How-
ever, we have shown that using the twisted-mass specific noise-reduction technique, the cal-
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culation of (disconnected pieces of) scalar matrix elements is in principle feasible, even though
being very demanding. We have also tried to estimate the charm quark content, but due to a
poor precision and possibly large excited state contamination we can only make the qualitative




In this thesis we have presented lattice QCD calculations of observables related to nucleon
structure with particular focus on understanding a discrepancy of lattice computations and
global phenomenological determinations of these quantities as it existed at the beginning of
this thesis. To this end, a comprehensive and detailed study of systematic effects has been
carried out. All calculations have been performed employing N f = 2 and N f = 2 + 1 + 1
Wilson twisted mass fermions at maximal twist, a formulation of lattice QCD which possesses
the advantage of automatic O(a) improvement for the quantities considered here.
A first and major part of this thesis is concerned with moments of parton distribution functions
(PDFs). It is most important to understand nucleon structure from a first principles QCD cal-
culation, since it is only possible to directly access this non-perturbative information through
lattice computation. In addition, as stated in the introduction, there exists an unresolved puz-
zle concerning moments of PDFs. Namely, there is a difference between results obtained from
analyses of experimental data and from lattice QCD calculations of such moments. For exam-
ple, the tension between experimental results and lattice QCD computations is of order 10%
for gA (one of most easy to compute PDF moments), which is significantly larger than the
quoted uncertainties. Concerning the first moment of the unpolarized parton distribution (in
the isovector flavor combination) 〈x〉u−d, which is also a rather easy to compute moment, the
tension is even stronger, roughly of order 50%, while the quoted error is only about a few per
cent.
Our goal was to clarify the situation by a careful analysis of systematic effects in the lattice
computations.
In particular, the systematic effects investigated are lattice discretization errors, finite size ef-
fects, the number of dynamical quark flavors, unphysical pion mass, problems in the non-per-
turbative renormalization as well as excited state contamination.
From previous studies employing N f = 2 Wilson twisted mass fermions at maximal twist
[73, 70], we conclude that for the values of pion masses 270 MeV / mpi / 480 MeV, lattice dis-
cretization errors are negligible, at least for the case of twisted mass fermions considered in this
thesis, and hence do not explain the tension. Also, since calculations from different volumes
agree within precision [73, 70], finite size effects cannot explain the tension on their own. Fur-
thermore, we have compared computations where N f = 2 [73, 70, 74], N f = 2+ 1 [76, 60] and
N f = 2+ 1+ 1 dynamical flavors have been employed. Since we have found that the numbers
agree within precision, we conclude that the influence of a dynamical strange and charm quark
mass, in the range of the pion masses used in our analysis with N f = 2 + 1 + 1 twisted mass
fermions, 310 MeV / mpi / 490 MeV, cannot be responsible for the tension. Therefore, from




In order to address the influence of excited states we perform a dedicated high precision analy-
sis of dependence on the the source-sink separation for our two benchmark observables gA and
〈x〉u−d. For the computation of the the necessary 3-point correlation functions we use a variant
of the sequential method where the operator (corresponding to the observable of interest) has
to be fixed, but the correlation functions are obtained for all source-sink separations. Since we
need a high number of statistically independent measurements to be able to obtain data at rela-
tively large source-sink separation with a good precision, we perform this computation only on
one gauge field ensemble. We choose a gauge field ensemble with a pion mass mpi ≈ 380 MeV
a lattice spacing a ≈ 0.078 fm and a lattice size L ≈ 2.5 fm, corresponding to mpiL ≈ 5.
For gA we do not observe an excited state effect within statistical accuracy when comparing re-
sults from source-sink separations between 12 and 18 lattice spacings, corresponding to 0.94 fm
and 1.4 fm. We have used about 7, 500 statistically independent measurements to reduce the
statistical errors at the source-sink separation 18a to about 2.5%. We can thus conclude that this
systematic effect is negligible in current calculations of gA at pion masses around the one used
in this analysis. Hence the tension for gA remains.
Concerning 〈x〉u−d we find excited state effects of the order of 10%, when comparing the re-
sult from a source-sink separation of 12a to the asymptotic value obtained by a fit to data from
different source-sink separations up to 24a. We have used about 23, 000 measurements in this
calculation to obtain a statistical precision of about 2.5% at a source-sink separation of 18a. The
observed excited state effect of 10% however does not explain the difference of 50% to results
from phenomenology. Thus also for 〈x〉u−d the tension remains.
In conclusion, the tension between experimental and lattice determinations of the nucleon
structure observables gA and 〈x〉u−d remains. We remark that the number of measurements
performed here is the highest statistics used for these quantities world-wide. Note that our
statement concerning the excited state effects became only possible with this high statistics.
To test effects of non-perturbative renormalization, we have calculated renormalization free ra-
tios of matrix elements, such as Rg = gA,oct/gA and Rx = 〈x〉u+d−2s/〈x〉u−d. We have used a
twisted-mass discretization specific noise reduction technique in order to evaluate the disconn-
ected contributions to the relevant 3-point functions for gA,oct and 〈x〉u+d−2s.
We have found that at value of the pion mass of mpi ≈ 380 MeV used in this study, the com-
puted ratio Rg is compatible within errors with the experimental result. Rx differs by 15%
from the phenomenological result, which is significantly milder than the difference for 〈x〉u−d
at the same value of the pion mass, which is about 50%. This suggests that the tension between
lattice computations and experimental determinations of gA and 〈x〉u−d is due to systematic
effects and not to a conceptual issue.
Note however that the ratios hide systematic effects such that we cannot tell from this study,
which is the dominant one.
Ultimately, only a lattice computation at the physical pion mass where all systematic effects, in
particular excited state contributions, are properly taken into account, can fully clarify whether
the difference of the available lattice computations to results determined from analyses of ex-
perimental data is owed solely to systematic effects in present lattice calculations. This may
require algorithmic improvements to render such a calculation feasible, since a very high pre-
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cision is needed to resolve an excited state contamination. If the tension still remained, when
all systematic effects are well-controlled, it would represent a really fundamental puzzle.
Of course, instead of using simply a high statistics it would be desirable to have a more econom-
ical method, such as a variational method. Therefore we tried generalized eigenvalue (GEV)
method. Here, the goal was to obtain the same information as in the high precision analysis,
but with less computational effort and using a more flexible method. We find that, when us-
ing an operator basis relying only on variations in the smearing of the quark fields, the first
excited state of the nucleon cannot be sufficiently resolved to be able to reliably determine the
contribution thereof. Using operators that couple better to the first excited state results in noisy
correlation functions that require a high precision, though. It is therefore questionable whether
the GEV method can help resolving excited state effects in nucleon structure calculations.
Another key target of this thesis is the computation of scalar quark-antiquark matrix elements
of the nucleon, 〈N|q¯q|N〉 with q = u, d, s, c. The main difficulty of such a calculation is the
inclusion of quark-disconnected contributions. Here we could employ a noise-reduction tech-
nique specific to twisted mass fermions. With this technique we have obtained in a feasibility
study using a pion mass of mpi ≈ 380 MeV, a lattice spacing a ≈ 0.078 fm and a lattice ex-
tent L ≈ 2.5 fm a precise value for the pion-nucleon sigma term, σpiN = 〈N| 12 (mu + md)(u¯u +
d¯d)|N〉 = 153(8) MeV. For the y parameter, y = 2〈N|s¯s|N〉/〈N|u¯u + d¯d|N〉, we obtain a value
0.075(15). Note that we have achieved a (statistical) precision of 20%, which is significantly
more precise than the results from other groups. Of course, a study of systematic effects for
these quantities is still needed.
We have therefore addressed the effects of excited states in the scalar quark content. For the
connected piece of the matrix element 〈N|u¯u + d¯d|N〉, we find that excited states are of or-
der 10%, wheras for the disconnected piece we find indications for excited states effects, but
with the precision obtained using 1900 statistically independent measurements, we cannot de-
termine their size reliably. In the case of the scalar strange quark content, 〈N|s¯s|N〉, we were
able to increase the statistics significantly and with more than 15000 measurements, we ob-
serve that when using a source-sink separation of 18a the plateau value is roughly 50% higher
than with a source-sink separation of 12a. Due to the statistical uncertainty we cannot tell
whether an asymptotic plateau value has been reached even with the source-sink separation
18a, corresponding to about 1.4 fm. However, our results provide a clear warning that excited
state effects may be sizable and need to be thoroughly investigated when computing the scalar
quark content of the nucleon.
With a dynamical charm quark employed in the simulations, we can in principle also estimate
the charm quark content. Due to a poor statistical precision however, and with the knowledge
about possibly significant excited state effects for the strange quark content, we can only state
〈N|c¯c|N〉 . 〈N|s¯s|N〉, which means that the scalar charm quark content is at least not much
greater than the scalar strange quark content.
Given the influence of excited states and the high statistics needed in order to obtain a precise
result, we do not attempt an extrapolation to the physical pion mass or a continuum limit, even
though we have preliminary results at other pion masses and lattice spacings.
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Nevertheless, we have demonstrated that scalar matrix elements of the nucleon can be de-
termined in lattice QCD at good precision with reasonable cost, such that it will eventually
become possible to perform the desired chiral extrapolation.
Apart from the calculation of physical quantities we also focus on a technical subject. The
evaluation of the connected piece of nucleon 3-point correlation functions can be done using
a so-called sequential, or generalized propagator, or with a stochastic estimate of an all-to-all
quark propagator. The first method is typically applied in most computations of nucleon ma-
trix elements, for the reason that the stochastic method can be computationally more expensive.
However, a benefit of the stochastic method is its great versatility, since it does not require fix-
ing the sink momentum and the spin projector, and in principle not the source-sink separation,
either.
In order to clarify the additional cost quantitatively, we have carried out a feasibility study us-
ing gauge field ensembles with a pion mass mpi ≈ 300 MeV and a lattice spacing of a ≈ 0.080 fm
and 3 different volumes V = L3 × T with T = 2L and L = 16, 24, 32. Using a fixed number
of gauge field configurations Ngauge = 200 and spin-color diluted time slice noise vectors, we
have found found that for the quantity gA about four times the computational effort must be
spent compared to the sequential method to reach the same statistical accuracy. For 〈x〉u−d the
number is larger, we have estimated it to be O(10).
Given the great flexibility of the stochastic method that does not require fixing the hadron nor
the sink momentum nor the spin projector, we can easily compensate for this factor when com-
puting multiple quantities that, say, require different spin projectors or matrix elements of other
hadrons. We have also shown that the signal-to-noise ratio does not become worse compared
to the sequential method when the volume is increased. Furthermore we have demonstrated
how to reduce gauge noise and vary the source-sink separation, which should always be done
to check for excited state contamination, with comparatively little computational effort.
We are establishing the stochastic method as the method of choice of our collaboration for our
future hadronic matrix element calculations. Concluding, we can state that first-principles cal-
culations of the nucleon structure in lattice QCD are possible and can to provide insight into
the structure of the nucleon and thus help to understand the interaction of quarks and gluons
at low energies analytically. In order to demonstrate that lattice QCD calculations can indeed
yield reliable results, comparisons of “benchmark” observables between lattice QCD calcula-
tions and phenomenological determinations have to be made, which requires that all system-
atic effects in the lattice calculations are well-controlled. However, this is not an easy task, since
in particular the elimination of excited state effects requires a high precision in the calculations
and thus a significant amount of computing time. Algorithmic and technical improvement as
well as the development of new methods can improve this situation, such that in the future
the here discussed question about systematic effects as the cause of the discrepancy concerning
moments of PDFs can be clarified. Moreover, also a precise lattice determination of the scalar
quark content of the nucleon with controlled systematic errors will be available.
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Appendix A
1 Light Cone Dominance
In this section we show that the dominant contibution to the integral in Eq. (2.12), which we
rewrite here for convenience
Wµν(P, q) =
∫
d4z eiq·z 〈P| [Jµ(z), Jν(0)] |P〉 , (1)
for the DIS process at large Q2 comes from the region where z2 vanishes, i.e. from the light cone.
To this end we choose the rest frame ot the target proton and the z-axis along the momentum
transfer~q








Moreover, we choose light cone coordinates for convenience.
v = (v+, v−, v1, v2), v± =
1√
2
(v0 ± v3) (4)
v, w 4-vectors ⇒ v · w = v+w− + v−w+ − v1w1 − v2w2 (5)
In the Bjorken limit, i.e. Q2 → ∞ and x fixed, we have
q3 → ν+ mx. (6)
We have used Q2 = 2mνx and the taylor expansion of the square root to obtain the above



















such that the integral in Wµν becomes∫






dz1dz2 · · · . (10)
If q+z− or q−z+ are large, the contribution of the integrand to the integral are suppressed by













Due to causality the commutator in Eq. (1) must vanish for z2 < 0. Therefore, in the Bjorken
limit contributions with z2 → 0, i.e. the space-time region on and very close to the light cone
dominate the hadronic tensor. Recall that in this limit the current product Jµ(z)Jν(0) is not
well defined, but can be related to local operators by means of the operator product expansion,
which is the subject of the subsequent section.
2 Light Cone Expansion
In the previous section we have learned that the dominant part of the integral in the hadronic
tensor Wµν, Eq. (1), comes from the light cone region, where z2 vanishes. We want to evalu-
ate the time-ordered product of the hadronic currents, T [Jµ(z)Jν(0)], appearing in Eq. (2.15).
Generally, the product of two operators (to be understood as composite operators built from
the fundamental quark and gluon fields), say O1(x)O2(y) is not well-defined as |x− y|2 → 0.
However by means of the operator product expansion (OPE) [98], it can be expressed as a sum
of local operators Oi((x + y)/2) that are regular (in the sense that they can be renormalized
in the standard way) and a set of complex coefficient functions Ci(x − y) that may become
singular as x → y,
O1(x)O2(y) =∑
i
Ci(x− y)Oi( x + y2 ) (13)
A simple dimensional counting suggests that the contributions dominant at large Q2 are from
the operators with the most singular coefficient functions. A more detailed discussion can be
found in Refs. [99, 100].
Consider the Wick contraction of T [Jµ(z)Jν(0)], where for simplicity we restrict to the current
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+ · · · . (14)
Here, we have used the sigma tensor σµλνρ = gµλgνρ− gµνgλρ+ gµρgνλ, and the totally antisym-
metric epsilon tensor with e0123 = +1. In addition, we dropped the normal-ordered product
of 4 quark fields, which is of higher dimension as OρA,V(z, 0) and is therefore less relevant in
the OPE since it comes with a less singular coefficient function. The first term is a disconnected
term independent of the target hadron. Hence, the most relevant contributions for the DIS pro-
cess shown in Fig. 2.1 in the Bjoerken limit are those from the operators OρV(z, 0) and OρA(z, 0).
They are “bi-local” which means that they involve the quark field at two different space-time
points separated by a light-like distance.








where P means principal value and δ1 is the first derivative of the Dirac delta function, we
obtain the expression





dz zλεz0δ1(z2) 〈N| σµλνρOρV(z, 0)− ieµλνρOρA(z, 0) |N〉 . (16)
In order to demonstrate how the OPE relates those bilocal operators to local ones, we outline
the derivation here in a somewhat sloppy way. A stringent calculation can be found in the the
standard QFT books, e.g. [4], Section 18.5.
Consider the terms q¯(z)Γµq(0), where Γµ = γµ,γµγ5, that appear in the bilocal operators
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zµ1 · · · zµn q¯(z)
←
∂




In principle Eq. (16) is gauge invariant only in the light cone gauge where A · z = 0. To make
it generally gauge invariant a path-ordered product of the gauge fields along the line between
0 and z has to be inserted in OρA,V(z, 0). We now account for gauge invariance by replacing
the derivative ∂µ by the covariant derivative Dµ = ∂µ + ig0 Aµ. Also, together with the zλ that







zµ0 zµ1 · · · zµnΓµ0
←
D









zµ0 · · · zµnOµ0···µn(0), (21)
Here, Oµ0···µn(x) = q¯(x)Γµ0
←
D
µ1 · · · ←D
µn
q(x) are local twist-two operators. Note that in princi-
ple there are contributions of higher twist coming from the terms omitted in Eq. (14), but those
are strongly suppressed as indicated before. Since z2 = 0 zµ0 · · · zµn has to be traceless in the
sense that the trace over a pair of indices vanishes. Therefore, in practice one takes only the
traceless piece of the operators Oµ0···µn . Note also, that we have a second term q¯(0)Γµq(z) in
the definition of the bi-local operators OρA,V(z, 0). The Taylor expansion of this term leads to a
derivative that acts to the right side. Both terms then give rise to a symmetric derivative.
Now the moments of the integral in Eq. (16), which are directly related to the moments of
parton distributions via Eq. (2.13) correspond to the single terms in Eq. (21).
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3 Evaluation of Correlation Functions using the Sequential Method
In this section we give the expressions that have been omitted in Sec. 5.7.1. We start by consid-
ering the connected piece of a 3-point function of the nucleon with an operatorO = u¯(x)Xu(x)
[cf. Eq. (3.35)], where X may be a combination of gamma matrices or a twist-two operator, but
generally O must be a local operator. We write the connected piece of the 3-point function in




















































Here the ζ symbols are defined according to Eq. (3.29), which we write again below,
ζαBCD = ε
bcdδαβ (Cγ5)γδ , ζ¯αBCD = εdcb (Cγ5)δγ δβα, (23)
where B = (β, b), C = (γ, c) and D = (δ, d) are used as combined indices for better readability.
In practice we need the momentum and spin projected 3-point function,
CΓ3 (~p












Following the discussion in Sec. 5.7.1 we write the 3-point function as
CΓ3 (~p











u (y, x), (25)
where
ΣF




















contains now all the parts of CΓ3 (~p
′, t′, τ;~p, x) depending explicitly on the sink position.












Using the γ5-hermiticity of the quark propagator, Eq. (5.29), where we emphasize that there
is a flavour change when we work in the twisted basis, we can define a modified generalized
propagator
S˜G(t′, x, y,~p′; Γ) = γ5S†G(t








′·(~x′−~y) Sd(y, x′) γ5Σ†(x′, x; Γ) (30)
Now the 3-point function can be rewritten as
CΓ3 (~p





′, x, y,~p′; Γ)γ5X Su(y, x)
]
. (31)
The sequential source is obtained by applying the Dirac operator, more precisely, the Dirac
matrix Md, to S˜G.
S(z, x, t′,~p′; Γ) =∑
~x′
e−i~p
′·(~x′−~y) δzx′ Σ†(x′, x; Γ), (32)
S is non-zero only on the sink timeslice t′. Calculating the propagator of this sequential source
yields S˜G and hence the 3-point is obtained according to Eq. (31).
We remind the reader that t′ and p′ (and also Γ) are fixed when using this method, which is
why it is often refered to as fixed sink method.
The corresponding fixed current method, where the timeslice τ of the operator insertion and
the operator itself are fixed, see Sec. 5.7.1 for the case of an operator of type O = d¯(x)Xd(x),














u (y, x), (33)
the sequential source reads
S(z, x, τ,~p; X) =∑
~y
e−i~p·(~y−~x) δzyO(y) Su(y, x) (34)
and the 3-point function is obtained using the generalized propagator obtained by inversion of
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the sequential source,
CΓ3 (~p















′, x, τ,~p; X)− SB′Du (x′, x)SD
′B
G (x







′, x, τ,~p; X)− SD′Bu (x′, x)SB
′D
G (x







4 A variant of the twisted mass noise reduction technique
In this section we give the details of the noise-reduction technique (vv-method) that we can use
when dealing with disconnected pieces of SU(3) isospin octet currents
O8 = u¯Xu + d¯Xd− 2s¯Xs. (36)


























In twisted basis (at maximal twist) we can use different fields for the physical s quark fields.





















where s+ (s−) correspond to using the Wilson parameter r = +1 (r = −1) in the heavy valence
quark action in the mixed action setup, see Sec. 5.3. Note that in the expressions above we have
the Dirac matrices Mq in the twisted basis but do not label this explicitly. We can now derive
[cf. Eq. (5.41) ff ]












































































and we can estimate the product of the propagators appearing in the r.h.s. of the above expres-















where ξ is a stochastic noise vector, see Sec. 5.4, and we implicitly assume a sum over stochastic
noise vectors. Strictly speaking, equality holds in the limit of infinitely many stochastic sources.
One noteworthy property of the identity (46) is that in the limit µs → µl , the SU(3) isospin
limit, disconnected contributions to the octet current vanish, even at finite lattice spacing and
unphysical pion mass. Since in our setup, where the mass of the strange quark is fixed to
approximately the physical strange quark mass, the mass difference µl − µs becomes larger
in the physical limit of the pion mass, we expect disconnected contributions to increase when
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