We give a proof of double shuffle relations for p-adic multiple zeta values by developing higher dimensional version of tangential base points and discussing a relationship between two (and one) variable p-adic multiple polylogarithms and the two variable p-adic KZ equation
Introduction
In this paper we will prove a set of formulae, known as double shuffle relations, relating the p-adic multiple zeta values defined by the second named author in [F2] . These formulae are analogues of formulae for the usual (complex) multiple zeta values. These have a very simple proof which unfortunately does not translate directly to the p-adic world.
Recall that the (complex) multiple zeta value ζ(k), where k stands for the multiindex k = (k 1 , . . . , k m ), is defined by the formula
The series is easily seen to be convergent assuming that k m > 1.
Multiple zeta values satisfy two types of so called shuffle product formulae, expressing a product of multiple zeta values as a linear combination of other such values. The first type, known as series shuffle product formulae (sometimes called by harmonic product formulae), and for which the easiest example is the relation (0.2) ζ(k 1 ) · ζ(k 2 ) = ζ(k 1 , k 2 ) + ζ(k 2 , k 1 ) + ζ(k 1 + k 2 ) , is easily obtained from the expression (0.1) by noting that the left hand side is a summation over an infinite square of pairs (n 1 , n 2 ) of the summand in (0.1), and that summing over the lower triangle (respectively the upper triangle, respectively the diagonal) gives the three terms on the right hand side. The second type of shuffle product formulae, known as iterated integral shuffle product formulae, is somewhat harder to establish and follows from the description of multiple zeta values in terms of multiple polylogarithms. More precisely. The one variable multiple polylogarithm is defined by the formula (0.3) Li k (z) = 0<n1<···<nm ni∈N z nm n k1 1 · · · n km m , near z = 0. It can then be extended as a multi-valued function to P 1 (C)−{0, 1, ∞}.
We clearly have the relation lim z→1 Li k (z) = ζ(k). Multiple polylogarithms can be written using the theory of iterated integrals due to Chen [Ch] . In other words, they satisfy a system of unipotent differential equations. This gives an integral expression for multiple polylogarithms. By substituting z = 1 and splitting the domain of integration in the right way we obtain the iterated integral shuffle product formulae, a simple example of which is the formula
In [F2] the second named author defined the p-adic version of multiple zeta values and studied some of their properties. The defining formula (0.1) can not be directly used p-adically because the defining series does not converge. Instead, one must use an indirect approach based on the theory of Coleman integration [Co, Bes] . Coleman's theory defines p-adic analytic continuation for solutions of unipotent differential equations "along Frobenius". Coleman used his theory initially to define p-adic polylogarithms. In [F2] Coleman integration was used to define one variable p-adic multiple polylogarithms. Taking the limit at 1 in the right way one obtains the definition of p-adic multiple zeta values. It is by no means trivial that the limit even exists or is independent of choices, and this is the main result of [F2] .
Given their definition, it is not surprising that for p-adic multiple zeta values it is the iterated integral shuffle product formulae that are easy to obtain p-adically. In [F2] the series shuffle product formulae were not obtained. The purpose of this work is to prove (Theorem 6.1) these formulae, and as a consequence the double shuffle relations (Corollary 6.2) for p-adic multiple zeta values.
To prove the main theorem it is necessary to use the theory of Coleman integration in several variables developed by the first named author in [Bes] . The reason for this is quite simple -If one tries to replace multiple zeta values by multiple polylogarithms in the proof of (0.2) sketched above one easily establishes the formula (0.5) Li k1 (z) Li k2 (w) = Li k1,k2 (z, w) + Li k2,k1 (w, z) + Li k1+k2 (zw) , which is a two variable formula. It seems impossible to obtain a one variable version of the same formula. The proof of the main theorem thus consists roughly speaking of showing that (0.5) extends to Coleman functions of several variables and then taking the limit at (1, 1).
Since taking the limit turned out to be rather involved in [F2] , we opted for an alternative approach, which was motivated by a letter of Deligne to the second named author [De2] . Deligne observes that taking the limit at 1 for the multiple polylogarithm can be interpreted as doing analytic continuation from tangent vectors at 0 and 1, using the theory of the tangential basepoint at infinity introduced in [De1] . To analytically continue (0.5) and obtain the series shuffle product formula we analyze a more general notion of tangential basepoint sketched in loc. cit. and examine among other things its relation with Coleman integration.
To give a precise meaning of the limit value to (1, 1), we work over the moduli space M 0,5 of curves of (0, 5)-type and the normal bundles for the divisors at infinity M 0,5 − M 0,5 (M 0,5 : a compactification of M 0,5 ). To work smoothly, we introduce and consider the p-adic KZ equation over M 0,5 . A fundamental local solution of this p-adic KZ equation will be introduced and its analytic continuation to these normal bundles will be discussed in §5. It will be shown that two variable multiple polylogarithms appear as coefficients of this local solution (Proposition 4.5). By examining the behavior of this local solution, we extract the behavior of the analytic continuation of two variable multiple polylogarithm. In particular, we will relate the behavior of the analytic continuation of two variable multiple polylogarithm to a normal bundle with one variable multiple polylogarithm and then we get p-adic multiple zeta values as "special values" of two variable multiple polylogarithms.
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Coleman's p-adic integration
In this section we recall the theory of Coleman's p-adic integration in several variables introduced in [Bes] and make some additional constructions which are required for the current work. In some respects, the similar theory of Vologodsky [V] is more suitable for the current setting. However, because it is much less explicit it seems harder to adapt it to the tangential constructions of § 2.
Recall from [Bes] that the basic setup for Coleman integration theory is as follows: We have a field of characteristic p, κ, which we assume for simplicity to be algebraically closed and a discrete valuation ring V with fraction field K and residue field κ. A rigid triple is a triple T = (X, Y, P ) consisting of P , a formal p-adic V-scheme, Y a closed κ-subscheme of P which is proper over Spec(κ) and X an open κ-subscheme of Y such that P is smooth in a neighborhood of X.
A simple case where rigid triples arise (see [Bes, Definition 5.1] ) is that of tight rigid triples. Let X ⊂ Y be an open immersion of V-schemes such that X is smooth and Y is complete. The associated triple T (X ,Y) := (X ⊗ V κ, Y ⊗ V κ,Ŷ), whereŶ is the p-adic completion of Y is called a tight rigid triple. An affine rigid triple is a tight rigid triple T (X ,Y) with X affine.
Given a rigid triple as above we have the category of unipotent overconvergent isocrystals on T , denoted Un(T ). This is the category of sheaves on the tube of X in P , overconverging into the tube of Y in P in the sense of Berthelot [Ber] , with an integrable connection. This category depends, up to a unique isomorphism, only on X, so we will often denote it simply by Un(X).
A Frobenius endomorphism of X is a κ-linear endomorphism of X, which is some power of the geometric Frobenius. A Frobenius endomorphism φ induces an auto-functor φ * on Un(X). Suppose that T = T (X ,Y) is a tight rigid triple and that φ is the reduction of an endomorphism ϕ of the pair (X , Y). Then the functor φ * is given by the obvious functor induced by ϕ on Un(T ).
The main result of [Bes] (Corollary 3.2) is that given any two fiber functors on Un(X), ω 1 and ω 2 (for the basics of the theory of Tannakian categories and fiber functors see [DM] ), with the property that ω i • φ * = ω i , there exists a canonical invariant path, i.e., an isomorphism of fiber functors, a ω1,ω2 : ω 1 → ω 2 , which is fixed by φ * in the following sense: a ω1,ω2 • φ * = φ * • a ω1,ω2 . We will call the isomorphism ω 1 → ω 2 analytic continuation along Frobenius.
Usually, fiber functors as above are obtained from geometric points x : Spec κ → X by pullback, ω x = x * , assuming that x is fixed by φ. Concretely, for an overconvergent isocrystal (M, ∇) the fiber functor ω x (M, ∇) is realized as the vector space of horizontal sections of ∇ on the residue disc
which is the tube in the sense of Berthelot. Since each point of X will be fixed by some Frobenius automorphism it is not hard to see that the invariant path is independent of the choice of the Frobenius endomorphism.
An abstract Coleman function on T is defined to be a triple (M, s, y) where
• y is a collection of sections, {y x ∈ M (U x ), x ∈ X}, with ∇(y x ) = 0, which correspond to each other via analytic continuation along Frobenius.
One can evaluate an abstract Coleman function on each residue disc U x by taking s(y x ). Coleman functions are then equivalence classes of abstract Coleman functions under a relation which essentially guarantees that their evaluations will be identical. Conversely, it is shown in [Bes] (Corollary 4.13) that two Coleman functions which coincide on an open subset of the tubular neighborhood ]X[ P of X in P coincide everywhere.
One can apply the theory to other fiber functors. A simple case was already discussed in [Bes, Section 5] . Here we will need an easy generalization (to the two dimensional case for simplicity) as follows: Suppose that T = (X, Y, P ) = T (X ,Y) is a rigid triple and that y ∈ D = Y − X is a closed point and that D is locally given near y by the reduction of two parameters t 1 and t 2 on Y . Let A be the ring of Laurent series
It follows from [Ber] that overconvergent isocrystals on T give rise to a connection on a (free) A-module.
Proposition 1.1. An overconvergent unipotent connection on T has a full set of solutions in B := A[log(t 1 ), log(t 2 )].
Proof. Overconvergent unipotent crystals are solved by iterated integration and the ring B is easily seen to be closed under partial integration with respect to t 1 and t 2 .
Note that the ring B is independent of choice of parameters t 1 and t 2 . The following operation will be required later.
Definition 1.2. The constant term with respect to the parameters t 1 and t 2 of f ∈ B is defined as follows: Let f = f ij log i (t 1 ) log j (t 2 ). Let f 00 = a ij t i 1 t j 2 . Then the constant term is a 00
Note that the constant term does depend on the choice of parameters.
Definition 1.3. The fiber functor ω y of Un(X) associates to a unipotent overconvergent isocrystal the vector space of solutions in B.
Suppose that we have an endomorphism ϕ of the pair (X , Y) reducing to a Frobenius endomorphism fixing y (a sufficiently high power of a Frobenius endomorphism will fix y). Then, pulling back by ϕ gives an isomorphism ω y •ϕ ∼ = ω y . It is therefore possible to analytically continue along Frobenius to or from ω y .
To end this section we note that by the naturality of the analytic continuation along Frobenius, it clearly extends to pro-unipotent isocrystals. We also note that as long as the underlying connections are defined over a discretely valued subfield it is possible to work over C p .
Tangential basepoints
In this section we first recall the theory of the tangential basepoint in the de Rham setting due to Deligne [De1] . In its simplest form this theory allows one to define fiber functors for the category of integrable connections on a curve associated with a tangent point "at infinity". We explain Deligne's interpretation of constant terms in terms of these tangential basepoints. In loc. cit. a higher dimensional theory is also sketched with no details, but these can easily be filled in, as we will do. We then discuss the possibility of analytically continuing solutions of a unipotent integrable connection along Frobenius a la Coleman to such fiber functors. We finally explain how one can iterate the construction of tangential basepoints in two different ways and get the same result and we close with some applications to Coleman integration theory.
We first recall the construction of Deligne [De1, 15. Theorie algébrique]. Let C be a curve over a field K of characteristic 0, smooth at a point P , and let t be a parameter at P (Deligne immediately passes to the completion at P but we will not do the same). Suppose (M, ∇) is a connection on C with logarithmic singularities along P . This means that locally near P the connection ∇ can be written as ∇ = d + Γ, where Γ is a section of End(M ) with at most a simple pole at P . The parameter t induces naturally a parametert on the tangent space T P (C) (the linear parameter taking the value 1 at the derivation d/dt). We associate with this data the connection on T P (C) − 0 on the trivial bundle with fiber M P (fiber of M at P ), given by Res P (∇) := d + (Res P Γ) dlog(t). This clearly defines a functor Res P .
An easy computation shows that the functor Res P does not depend on the parameter t. Deligne gives an alternative, coordinate free description of the same construction, making this fact evident. The valuation v P on the fraction field K(C) gives an algebra filtration F P on this field and there is an obvious canonical isomorphism between the associated graded algebra Gr P K(C) and the coordinate ring of T P (C) − 0, given by sending a cotangent vector d P f , thought of as a linear function on T P (C), to the image of f in Gr 1 P K(C). Let Ω 1 OC /K (log P ) be the sheaf of differential forms with log singularities along P . We give Ω 1 K(C)/K = K(C) ⊗ OC Ω 1 OC /K (log P ) the filtration induced from the filtration on the first term. The filtrations on K(C) and on Ω 1 K(C)/K induces a filtration on M ⊗ OC K(C) and on M ⊗ OC Ω 1 K(C)/K and the assumption that ∇ has log singularities implies that it preserves the filtration. It is easy to see that the induced connection on the associated graded is exactly Res P (∇)
The construction of Res P gives us the option of producing more fiber functors for the category of connections on C by taking the fiber at a point of T P (C) − 0. A particular case of this construction gives the notion of a constant term for a horizontal section of this connection as we now explain. Suppose that the connection ∇ is unipotent. Then it is very easy to see that one can find a basis of formal horizontal sections to ∇ near P with coefficients in the ring K[[t]][log(t)], where log(t) is treated as a formal variable whose derivative is dt/t. Let v be such a horizontal section. There is a sense in which we can specialize v to the fiber M P , namely, taking the constant term.
Definition 2.1. The constant term of v is obtained by formally setting t = log(t) = 0.
The justification for this definition is that over the complex numbers one has lim t→0 t log(t) = 0. Thus in situations where the solutions has coefficients in
this is indeed the constant term. The same can be argued p-adically, provided one takes the appropriate notion of limit. It is important to note that the situation described above is indeed what happened for p-adic multiple polylogarithms near 1, by the main result of [F2] .
Similarly, there is a basis of (this time global) solutions to Res P ∇ with coefficients in K[log(t) ]. In fact, all the solutions are of the form exp(Res P Γ ·t) · v with v ∈ M P and the exponential is a finite sum as Res P Γ is nilpotent. In this case we can again take the constant term. This can now be interpreted as simply evaluating at 1 with the convention that log(1) = 0. Thus, we may formally interpret taking the constant term as continuing to the tangential vector 1 at P . To make this more than a mere heuristic, though, one needs to introduce a topology. It can be made precise in the complex case [De1] and we will show this also in the p-adic case (see below Proposition 2.11).
The higher dimensional generalization is now fairly clear. Suppose that a smooth variety X is given and in it a divisor D = i∈I D i with normal crossings. We assume that all the components D i are smooth. For a subset J ⊂ I we set D J = ∩ j∈J D j . Let N J be the normal bundle to D J and let N 0 J be the complement in N J of N J ′ | DJ for J ′ ⊂ J. Note that one only need to take J ′ smaller by one index and that N ∅ is considered as the zero section. Thus, for example, N 0 j is the (onedimensional) normal space to D j minus the zero section. Finally, we denote by N 00 J the restriction of N 0 J to D 0 J := D J − ∪ j / ∈J D j . Following Deligne we construct, given a connection on X with logarithmic singularities along D, a connection on every N 00 J with logarithmic singularities "at infinity". Infinity here means the union of the hyperplane at infinity for the normal bundle N J , the hyperplanes N J − N 0 J , and
respects the filtration. The connection we are looking for is the gr of this connection. It is evident from this construction that if ∇ is flat, so will be the resulting connection.
Definition 2.3. We call the resulting connection the residue connection along D J and denote it by Res D,J ∇.
Note that the construction really depends on both D and J and not just on D J . It is evident that Res D,J is a tensor functor.
As a consequence of the construction above we obtain more fiber functors for connections.
Definition 2.4. If x ∈ N 00 J we let ω x,J be the fiber functor ω x,J := ω x • Res D,J . Suppose now that f : (X ′ , D ′ ) → (X, D) is a morphism (i.e., takes D ′ to D) and that f * D j = n j D ′ j . We get an induced map N f : N 00 J ′ → N 00 J , by looking at the map on the graded sheaf of rings, obtained from f , sending Gr χ J to Gr n·χ J ′ , where n · χ is the vector with components n j χ j . The following Lemma is trivial.
Lemma 2.5. Suppose that Fr is the absolute Frobenius. Then N Fr is also the absolute Frobenius.
The constructions above can be iterated, and they commute in a sense we will now explain. For simplicity, we now assume that the divisor D has only two components, D 1 and D 2 . Consider N 1 . It has on it a divisor D ′ with normal crossings consisting of D ′ 1 = the zero section and D ′ 2 = restriction of N 1 to D 12 = D 1 ∩ D 2 . The complement of this divisor is exactly N 00 1 . We have the following result. Proposition 2.6. Write N = N 00
be the construction above performed on N 1 with respect to D ′ . Then there exists a natural isomorphism ψ : N ∼ − → N 00 12 in such a way that for any connection M on X with logarithmic singularities along D we have a natural isomorphism ψ * Res D,12 M → Res D ′ ,12 Res D,1 M .
Proof. The isomorphism ψ is essentially the isomorphism, existing on any object with two filtrations, Gr 12 ∼ = Gr 2 Gr 1 , applied to the filtrations we have. The isomorphism on the Res's is then a completely formal consequence of this.
Remark 2.7. To make very concrete the situation of the last Proposition, and to make it clear how it is going to be used, consider the simplest situation, X is the affine plane A 2 with coordinates x and y,
Clearly, N 1 , the tangent space to {x = 0}, is again isomorphic to A 2 , and we may consider on it the curve C which is the section x = 1. Proposition 2.6, together with the functoriality of the Res construction, allows us to get the following: Consider the fiber functor on connections on X with logarithmic singularities along D: First apply Res 1 , then restrict to C, finally consider the fiber functor at the tangential point 1 to C at y = 0. Then this fiber functor is naturally isomorphic to the fiber functor at the normal vector (1, 1) at the point (0, 0).
We now turn to the relation between the tangential theory described so far and the analytic continuation along Frobenius explained in § 1. Suppose then that K is a p-adic field with ring of integers O K and residue field κ. Let X be a smooth scheme over O K . and let D = D i be a divisor with relative normal crossings on X. We assume as before that the components D i are smooth. The schemes N 00 J are then also smooth over O K . Let (M, ∇) be an integrable connection on X K with logarithmic singularities along D K . Let x ∈ (X − D)(κ) and let y ∈ N 00 J (κ) be two points on the special fibers. Restricting (M, ∇) to U x and taking horizontal sections we obtain a fiber functor ω x as in § 1. Similarly, restricting Res DK ,J to the residue disk U y of y in N 00 J and taking horizontal sections we obtain a fiber functor ω y . Then we have the following result.
Theorem 2.8. Suppose that condition (2.1) below is satisfied.
(2.1)
Locally on X we can lift a Frobenius endomorphism of (X, D) κ to an algebraic endomorphism of (X, D)
Then, for any two points x and y as above there exists a canonical isomorphism (analytic continuation along a Frobenius invariant path), a x,y : ω x ∼ − → ω y which is compatible with analytic continuation along Frobenius on both X − D and N 00 J in the sense that for any two other points, x ′ ∈ (X − D)(κ) and y ′ ∈ N 00 J (κ), all possible compositions of isomorphisms leading, possibly via x or y, from x ′ to y ′ are identical. The Frobenius invariant path is functorial with respect to morphisms of pairs (X ′ , D ′ ) → (X, D) in the obvious sense.
Proof. Since the nerve of an affine covering is contractible, it is sufficient to prove the theorem in the affine case, where our assumption apply. So let φ : (X, D) → (X, D) be a morphism whose reduction is a Frobenius endomorphism. It then follows immediately from Lemma 2.5 that the reduction of N φ is also a Frobenius endomorphism. We may assume, by raising φ to a sufficiently high power, that the reductions of φ and N φ fix x and y respectively. We therefore have a natural isomorphism a x,y : ω x ∼ − → ω y . Verification of its properties is straightforward.
Remark 2.9. Theorem 2.8 should be true without the limiting assumption (2.1).
To prove it, one simply needs to mimic the algebraic constructions in this section in the rigid analytic category. Since assumption (2.1) will be satisfied in the situation we will need we did not bother to check this.
Remark 2.10. Theorem 2.8 allows us to extend Coleman functions to normal bundles under some hypothesis. Namely, suppose that in the situation of the Theorem that we have algebraic sections s : M → O X . A Coleman function (M, ∇, s, y) now extends to the normal bundles by keeping M and s, taking Res ∇ and extending the horizontal sections y as in the Theorem. Regarding the differential equations that these Coleman functions satisfy, we only list the following simple example: Suppose that we have the relation df = ω i g i with f and g i Coleman functions. Let D be a smooth divisor. Then the residual Coleman functions f (D) and g (D) i on its normal bundle satisfy the relation df (D) 
if ω is locally written as ω ′ + h dlog(t), with t the defining parameter for D, then Res D (ω) = ω ′ | D + h| D dlog(t). This can formally be read off the definitions if the relation above is used to define f but is easily established in general using minimal models for Coleman functions [Bes, §4] .
We can now give, in the p-adic case, a tangential basepoint interpretation of the constant term.
Proposition 2.11. In the situation of Definition 1.2 the constant term with respect to the parameters t 1 and t 2 of a horizontal section of a unipotent overconvergent isocrystal ∇ on T is the evaluation at the normal vectort 1 = 1,t 2 = 1 of the analytic continuation along Frobenius of this horizontal section.
Proof. We only prove the 1-dimensional analogue as the proof is similar. In fact, we prove something stronger. Suppose (using the notation of this section) that the connection is locally given by d+ Γ. Let f be a horizontal section for the connection ∇ and let v be its constant term. We claim that the analytic continuation of f is precisely the solution c(f ) := exp(Res P Γ ·t) · v (the result is then proved by specializing tot = 1). We already know that this is indeed a solution of Res P (∇). The association ∇ → (f → c(f )) is clearly compatible with direct sums and tensor products hence defines a path. To show that this is a Frobenius invariant path we may assume that φ is such that φ * (t) = t p The constant term of φ * (f ) remains v while φ * ∇ is associated with φ * Γ. It follows that
which proves our claim.
Iterated integrations and the KZ equation
We recall the definition of the two variable complex KZ equation and construct its fundamental solution.
Recall from the introduction that M 0,5 = {(x, y) ∈ A 2 }\{x = 0}∪{y = 0}∪{x = 1} ∪ {y = 1} ∪ {xy = 1} is the moduli space for curves of type (0, 5) and that its its Deligne-Mumford compactification is denoted by M 0,5 . The space M 0,5 classifies stable curves of (0, 5)-type and is the blow-up of (P 1 ) 2 (⊃ M 0,5 ) at (x, y) = (1, 1), (0, ∞) and (∞, 0). The complement M 0,5 − M 0,5 is a divisor with 10 components: {x = 0}, {y = 0}, {x = 1}, {y = 1}, {xy = 1}, {x = ∞}, {y = ∞} and 3 exceptional divisors obtained by blowing up at (x, y) = (1, 1), (∞, 0) and (0, ∞).
Consider the KZ equation 1 over M 0,5 (C):
Here g is an analytic function on M 0,5 (C) with values in the completed universal enveloping algebra U B 5C tensored with C of the braid Lie algebra B 5 with 5strings, where B 5 is the Lie algebra with generators {t 12 , t 13 , t 23 , t 24 , t 34 } satisfying the following braid relation:
We note that B 5 is isomorphic to the Malcev Lie algebra of π 1 (M 0,5 ). This KZ equation determines an algebraic unipotent integrable connection ∇ KZ5 on the infinite rank vector bundle O M0,5 ⊗U B 5 with log-singularity along the 10 divisors M 0,5 − M 0,5 :
We remark that the above braid relation (Br 5 ) is actually equivalent to the integrability condition of this connection.
Lemma 3.1. In a neighborhood of (x, y) = (0, 0), there exists a unique horizontal local section g KZ5 of O an M0,5(C) ⊗U B 5C , ∇ KZ5 which satisfies g KZ5 (x, y) ≈ x t12 y t12+t13+t23 as (x, y) → (0, 0) (x, y ∈ R 0 ), where ≈ means that g KZ5 (x, y) · x −t12 y −t12−t13−t23 has an analytic continuation in a neighborhood of (0, 0) with value 1. Namely the constant term of g KZ (x, y) is 1 ∈ U B 5C .
Proof . It was proved in [Dr, § 2.2] but the existence also follows from Lemma 3.3 below.
We denote Ω to be the C-vector space generated by dx x , dx 1−x , dy y , dy 1−y and xdy+ydx xy−1 . Let α : [0, 1] → M 0,5 (C) be a piecewise smooth curve. For ω 1 , · · · , ω r ∈ Ω, define α ω r • · · · • ω 1 = 1 0 ω r (α(t)) α| [0,t] ω r−1 • · · · • ω 1 . Such iterated integral can be taken as functions on a space of paths. The integral ω r •· · ·•ω 1 , taken to be a C-valued function on the set of paths in M 0,5 (C) from P to Q (P , Q ∈ M 0,5 (C)) will be written as Q P ω r • · · · • ω 1 . For various properties of iterated integrations, see [Ch] .
Let F 5 be the free Lie algebra of rank 5 with formal parameters T 12 , T 13 , T 23 , T 24 , T 34 , and let U F 5 be its universal enveloping algebra. There exists an obvious natural surjection p : U F 5 ։ U P 5 .
1 This is a normalization of the usual KZ equation (KZ 4 ) in [K] Definition XIX.3.1. We can recover this (KZ 4 ) by putting x = z 2 −z 1
Consider the following (non-integrable) connection on the infinite rank vector bundle O an M0,5(C) ⊗U F 5C ,
Set
where 'word' stands for a monic monomial element (not including 1) with respect to the algebraic base T 12 , T 13 , T 23 , T 24 and T 34 of U F 5 and where, for W = T r · · · T 2 T 1 (T 1 , · · · , T r ∈ {T 12 , T 13 , T 23 , T 24 , T 34 }), we define ω Tr • · · · • ω T1 .
We can easily verify the following result.
Lemma 3.3. The section g KZ5 is a horizontal section of ∇ KZ5 and p(g KZ5 ) = g KZ 5 .
Two variable multiple polylogarithms and the KZ equation
In this section we will define two variable multiple polylogarithms and show how they appear as coefficients of the fundamental solution g KZ5 of the KZ equation (KZ) in §3.
For a = (a 1 , · · · , a k ), b = (b 1 , · · · , b l ) (a 1 , · · · , a k , b 1 , · · · , b l ∈ Z 1 ), we define two variable multiple polylogarithm by
and one variable multiple polylogarithm by
It is easy to see that these functions satisfy, formally, hence where they converge, the following differential equations. 
The precise nature of the index set and of the choice of forms will not be needed here. All we need to know is the following result.
Proof . Follows directly by restricting the proof of [Z] Lemma 4.3 to M 0,5 (C).
Let L be the completion of the free Q-vector space with basis {1, e a,b , e ′ a , e ′′ a } a,b , with respect to deg(e a,b ) = a 1 + · · · a k + b 1 + · · · + b l , deg(e ′ a ) = a 1 + · · · + a k and deg(e ′′ a ) = a 1 + · · · + a k . Then, the fact that the multiple polylogarithms satisfy the differential equations (4.1) ∼ (4.3) is equivalent to 
We can show this equation easily by considering it block by block, where a block is a vector space with basis given by {e a,b , e ′ c , e ′′ c : k 1, l 1, a 1 + · · · + a k + b 1 + · · · + b l = N, c 1 + · · · + c l = N } (N 1) or {1}. Decompose Γ L = Γ 12 ω T12 + Γ 13 ω T13 + Γ 23 ω T23 + Γ 24 ω T24 + Γ 34 ω T34 . Then by Lemma 4.2, we see that {Γ 12 , Γ 13 , Γ 23 , Γ 24 , Γ 34 ∈ End L} satisfy the braid relation (Br 5 ). Denote p L : U F 5 → End L to be a map which sends each T ij to Γ ij . Then by the above differential equations we get ev 1 (p L (g KZ5 )) := p L (g KZ5 )(1) = g L ∈ L.
Therefore
Since Γ ij satisfy the braid relation (Br 5 ), we get Lemma 4.4. The map p L :: U F 5 → End L factors through U B 5 , i.e. there exists a map q L : U B 5 → End L such that p L = q L • p. 
s a,b (g KZ 5 ) = Li a,b (x, y), s ′ a (g KZ 5 ) = Li a (xy) and s ′′ a (g KZ 5 ) = Li a (y). From now on, we call these maps, s a,b , s ′ a and s ′′ a , by the s-projections.
Analytic continuation of two variable p-adic multiple polylogarithms
In this section, we work over a pentagon on M 0,5 , consisting of 5 edges, {x = 0}, {x = 1},{y = 0}, {y = 1} and the exceptional divisor obtained by blowing up at (x, y) = (1, 1) in the situation of Theorem 2.8 where X = M 0,5 , and the divisor D is the divisor at infinity, all taken over O Cp (or rather base changed from Z p ) with the rigid triple determined by the pair (M 0,5 , M 0,5 ). We will show that certain two variable p-adic multiple polylogarithms is constant and takes p-adic multiple zeta values on a horizontal line on the last divisor by examining the behavior of the analytic continuation of the fundamental solution g KZ p 5 of the p-adic KZ equation. First of all, we fix notations.
Notation 5.1. We denote {y = 0}, {x = 1}, the exceptional divisor at (0, 0), {y = 1} and {x = 0} by D 1 , D 2 , D 3 , D 4 and D 5 (or sometimes D 0 ) respectively. These five divisors form a pentagon and we denote each vertex D i ∩ D i−1 by P i . Around P i (1 i 5), we take a special coordinate (z i , w i ) reflecting the symmetry of M 0,5 each of whose coordinate is given by (z 1 , w 1 ) = (x, y), (z 2 , w 2 ) = (y, 1−x 1−xy ), Lemma 5.2. On the tubular neighborhood ](0, 0)[ M0,5(Cp) of (0, 0) in M 0,5 (C p ), there exists a unique horizontal local section
Proof . The local section g KZ5 (x, y) in Lemma 3.1 determines an element of Q[[x, y]][log x, log y] ⊗U B 5 , which gives g KZ p 5 (x, y) above. By Definition 1.3 we see that we may interpret g KZ p 5 (x, y) as an element of
(for simplicity we will simply write ∇ KZ p 5 ), where ω (0,0) is as fiber functor on Un(T ) giving the local solutions near (0, 0).
Notation 5.3. Suppose that g ∈ ω (0,0) (∇ KZ p 5 ). By Theorem 2.8, we can analytically continue g along Frobenius to residue discs on the normal bundle N Di (1 i 5). We mean g (Di) to be the horizontal section of Res Di ∇ KZ p 5 on the residue discs on N Di obtained by analytic continuation g along Frobenius. Especially we denote the analytic continuation of g KZ p 5 to N Di of Lemma 5.2 by g (Di) KZ p 5 and also each constant term at P i of this analytic continuation of g KZ p 5 (in Lemma 5.2) to M 0,5 (C p ) by v i ∈ U B 5Cp (1 i 5). We note that especially v 1 = 1 ∈ U B 5Cp . By considering the differential equations of Li a,b (x, y), Li a (xy) and Li a (y) in §4, we see that .
We now extend the Coleman functions described above as follows: We first extend to N 00
Di by applying the corresponding s projection to g (Di) . This gives us Coleman functions, Li At first, we consider the case for i = 1. The line L 1 does not reduce to 0 so we may restrict the resulting Coleman functions to L 1 (more precisely, we pullback along the integral model of the embedding of L 1 into N 00 D1 ) and obtain, via the general theory of [Bes] , Coleman functions Li Proof . We first compute the differential equations satisfied by these functions. As explained in Remark 2.10 we can easily recover these from the differential equations (4.1) ∼ (4.3). In this case it is easy to see that all we need to do is look at the z 1 derivatives and set w 1 = 0. We can do this starting from any g ∈ ω (0,0) (∇ KZ p 5 ). We have
Therefore, by Remark 2.10, we get
Especially considering the case for g = g KZ p 5 and restricting into L 1 , if we now show that the constant terms at Q 1 of the restriction to L 1 of all s ab (g
) are 0 our claim will immediately follows inductively, since at each stage we will get a Coleman function whose derivative is 0, implying that it is constant, and the fact that its constant term at Q 1 is 0 implies that it is identically 0.
Note that the constant terms at P 1 = (0, 0) for the s-projections of g (D1) KZ p 5 are simply the s-projections of the constant terms at P 1 of g (D1) KZ p 5 . We notice that by Proposition 2.11 the constant term is the evaluation of g (D1) KZ p 5 | L1 at the normal vector 1 of the point Q 1 on L 1 with respect to the local coordinatez 1 and that the fiber functor at that normal vector is the same as that on the normal vector (1, 1) at the point P 1 with respect to the local coordinate (z 1 , w 1 ) (see Remark 2.7). But this is just the constant term of g KZ p 5 at P 1 , which is v 1 = 1 ∈ U B 5Cp , and the s-projections of this are 0, so the result follows.
Corollary 5.6. We have s a,b (v 2 ) = 0, s ′ a (v 2 ) = 0 and s ′′ a (v 2 ) = 0.
Proof . The constant term at P 2 = (0, 1) is equal to the evaluation on the normal vector (1, 1) at P 2 with respect to the local coordinate (z 1 − 1, w 1 ) by Proposition 2.11 and then it is equal to the evaluation on the normal vector 1 of the point R 1 on L 1 with respect to the local coordinatez 1 − 1 on L 1 by Proposition 2.6 which is equal to the constant term at R 1 on L 1 again by Proposition 2.11. Therefore the constant term v 2 of g KZ p 5 at P 2 is equal to the constant term of g KZ p 5 | L1 at R 1 . By taking the s-projections and combining with the results of Lemma 5.5, we get the claim.
Next we consider the case for i = 2. The line L 2 does not reduce to 0 so we may restrict the Coleman functions Li Whereas we consider the rigid triple T 1 associated with the pair (M 0,4 , M 0,4 ), where M 0,4 = P 1 y \{0, 1, ∞} and M 0,4 = P 1 y . By considering the differential equations satisfied by Li a (y) in §4, we see that it is the pullback of a Coleman function Li M0,4 a (y) on T 1 via the projection on the y-coordinate.
Proof . We first compute the differential equations satisfied by these functions. Again we may start with any g ∈ ω (0,0) (∇ KZ p 5 ). By using dx = w2(1−w2) (z2w2−1) 2 dz 2 + z2−1 (z2w2−1) 2 dw 2 and dy = dz 2 , we obtain the followings from the differential equations 2 An index a = (a 1 , · · · , a k ) (a i ∈ N) is called admissible if a k > 1.
in (4.1) ∼ (4.3).
Especially considering the case for g = g KZ p 5 and restricting into L 2 , if we now show that the constant terms at Q 2 of the restriction to L 2 of all s ab (g
) are 0 our claim will immediately follows inductively by comparing the differential equation . We notice that by Proposition 2.11 the constant term is the evaluation of g (D2) KZ p 5 | L2 at the normal vector 1 of the point Q 2 on L 2 with respect to the local coordinatez 2 and that the fiber functor at that normal vector is the same as that on the normal vector (1, 1) at the point P 2 with respect to the local coordinate (z 2 , w 2 ) (see Remark 2.7). But this is just the constant term of g KZ p 5 at P 2 , which is v 2 ∈ U B 5Cp , By Corollary 5.6, the constant terms of the Coleman functions s ab (g In [F2] it was shown that the limit (in a certain way) to z = 1 of Li k1,··· ,km (z) exists when k m > 1 (loc. cit. Theorem 2.18) and p-adic multiple zeta value ζ p (k 1 , · · · , k m ) is defined to be this limit value (loc. cit. Definition 2.17), but by using the terminologie in §2 we reformulate its definition as follows.
Definition 5.8. For k m > 1, the p-adic multiple zeta value ζ p (k 1 , · · · , k m ) is the constant term of Li k1,··· ,km (z) at z = 1.
In the case for k m = 1, the constant term of Li k1,··· ,km (z) at z = 1 is actually equal to the (canonical) regularization (−1) m I p (BA km−1−1 B · · · A k1−1 B) of p-adic multiple zeta values by loc. cit. Theorem 2.22 (for this notation, see loc. cit. Theorem 3.30). By Lemma 5.7,
if a is admissible (i.e. a k > 1). Proof . By a similar argument to Corollary 5.6, we get the claim.
Finally we consider the case for i = 3. The line L 3 does not reduce to 0 so we may restrict the Coleman functions Li 
Proposition 5.10. The Coleman function Li Exactly as in the proof of Lemma 5.5 and Lemma 5.7 we find that the constant term of g KZ p 5 at P 3 is equal to the constant term of g (D3) KZ p 5 at P 3 and we see that this is equal to the constant term of g
By using the symmetry of M 0,5 , we also obtain the followings.
Lemma 5.11. We have Li 
The double shuffle relations
In this section, we prove double shuffle relations for p-adic multiple zeta values ( Definition 5.8). Firstly we recall double shuffle relations for complex multiple zeta values. Let a = (a 1 , · · · , a k ) and b = (b 1 , · · · , b l ) be admissible indices (i.e. a k > 1 and b l > 1). The series shuffle product formulae (called by harmonic product formulae in [F2] and first shuffle relations in [G1] ) are relations
which is obtained by expanding the summation on the left hand side into the summation which give multiple zeta values. Here Σ a,b stands for the set of regularized shuffle of a and b (for this definition, see [G2] §7.1). One of the easiest of (6.1) is (0.2). On the other hand, multiple zeta values admit an iterated integral expression
The well-known shuffle product formulae of iterated integration
where Σ k,l is the set of shuffles σ of {1, · · · , k} and {k + 1, · · · , k + l}, i.e. permutations σ such that σ(1) < · · · < σ(k) and σ(k + 1) < · · · < σ(k + l), induce the iterated integral shuffle produce formulae (called by shuffle product formulae simply in [F2] and second shuffle relations in [G1] ) for multiple zeta values
where W a = A a k −1 B · · · A a1−1 B and W b = A b l −1 B · · · A b1−1 B. For the definition of Z and •, see [F1] §3.2. One of the easiest of (6.2) is (0.4). The double shuffle relations for multiple zeta values are linear relations which are obtained by combining two shuffle relations (6.3), i.e. series shuffle product formulae (6.1) and iterated integral shuffle produce formulae (6.2) (6.3)
The following is the easiest example of the double shuffle relations obtained from (0.2) and (0.4):
for k 1 , k 2 > 1.
Theorem 6.1. p-adic multiple zeta values in convergent case (i.e. ζ p (k 1 , · · · , k m )'s for k m > 1) satisfy the series shuffle product formulae, i.e. Proof . Put a = (a 1 , · · · , a k ) and b = (b 1 , · · · , b l ). By the power series expansion of Li a,b (x, y) and Li a (x) in §4, we obtain the following formula (6.5) Li a (x) · Li b (y) = σ∈Σ a,b
Li σ a,b (x, y)
where Li σ a,b (x, y) := (m1,··· ,m k ,n1,··· ,n l )∈Z σ ++ x m k y n l m a1 1 · · · m a k k n b1 1 · · · n b l l (for the definition of Z σ ++ , see [G2] §7.1). Then for each σ ∈ Σ a,b , Li σ a,b (x, y) can be written Li a ′ ,b ′ (x, y), Li a ′ ,b ′ (y, x) or Li a ′ ,b ′ (xy) for certain indices a ′ and b ′ . We note that, if a and b are admissible (i.e. a k > 1 and b l > 1), then these a ′ and b ′ are also admissible. By Proposition 5.4, Proposition 5.10 and Proposition 5.13, we know that Li a,b (x, y), Li b,a (y, x), Li a,b (xy), Li a (x) and Li b (y) are all Coleman functions which are constant and take value ζ p (a, b), ζ p (b, a), ζ p (a, b), ζ p (a) and ζ p (b) on L 3 respectively when a and b are admissible. Therefore by taking an analytic continuation along Frobenius of both hands sides of (6.5) into M 0,5 (C p )⊕N 0 D3 (C p ) and restricting into L 3 , we obtain the series shuffle product formulae (6.4) for p-adic multiple zeta value in convergent case (i.e. for a and b: admissible).
By this theorem we say for example ζ p (k 1 ) · ζ p (k 2 ) = ζ p (k 1 , k 2 ) + ζ p (k 2 , k 1 ) + ζ p (k 1 + k 2 ) for k 1 , k 2 > 1. Corollary 6.2. p-adic multiple zeta values in convergent case (i.e. ζ p (k 1 , · · · , k m )'s for k m > 1) satisfy double shuffle relations:
where W a = A a k −1 B · · · A a1−1 B and W b = A b l −1 B · · · A b1−1 B with a k > 1 and b l > 1. For the definition of Z p , see [F2] Notation 3.28.
Proof . Since it was shown in [F2] Corollary 3.46 that p-adic multiple zeta values satisfy iterated integral shuffle product formulae, more generally (6.6) Z p (W ) · Z p (W ′ ) = Z p (W • W ′ ) for all W, W ′ by combining it with Theorem 6.1, we obtain double shuffle relations for p-adic multiple zeta values.
Therefore we say for example
for k 1 , k 2 > 1. A. Goncharov explained the first named author that in complex case there are two regularizations of multiple zeta values in divergent case, canonical regularization and power series regularization (see [G1] §2.9 and §2.10). The first ones satisfy iterated integral shuffle product formulae, the second ones satisfy series shuffle product formulae and actually they provide new type relations among multiple zeta values ([G1] §2.10). In the case of p-adic multiple zeta values, p-adic analogue of canonical regularization appear on coefficients of p-adic Drinfel'd associator (see [F2] ) and they satisfy iterated integral shuffle product formulae (6.6). On the other hand, it is not clear at all to say that p-adic analogue of power series regularization satisfy series shuffle product formulae. In complex case the definition of this regularization and the proof of their series shuffle product formulae essentially based on the asymptotic behaviors of power series expansions of multiple zeta values (see [G1] Proposition 2.19). Since generally Li a,b (x, y) is not constant on the edge L 3 if a and b are not admissible, our method of the proof of Theorem 6.1 does not look applicable in divergent case. To prove regularized double shuffle relations for p-adic multiple zeta values, we may need another idea.
