Abstract. In this paper an analysis of rational iterations for the matrix sign function is presented. This analysis is based on Pad6 approximations of a certain hypergeometric function and it is shown that local convergence results for "multiplication-rich" polynomial iterations also apply to these rational methods. Multiplication-rich methods are of particular interest for many parallel and vector computing environments. The main diagonal Pad6 recursions, which include Newton's and Halley's methods as special cases, are globally convergent and can be implemented in a multiplication-rich fashion which is computationally competitive with the polynomial recursions (which are not globally convergent). Other rational iteration schemes are also discussed, including Laurent approximations, Cayley power methods, and globally convergent eigenvalue assignment methods.
1. Introduction. It is a classical result that the algebraic Riccati equation can be solved by using an invariant subspace ofan associated Hamiltonian matrix. This motivated the introduction, by Roberts [21 in 197 l, of the matrix sign function as a means of finding the positive and negative invariant subspaces of any matrix X which does not have eigenvalues on the imaginary axis. This and subsequent work 9 showed that the matrix sign function could be used to solve many problems in control theory.
The sign of X can be defined constructively as the limit of the Newton sequence Newton's method has the pleasant feature that it is globally convergent; if X has no eigenvalues on the imaginary axis then the limit in 1.2) exists. As a definition, however, 1.2) does not reveal many of the important properties of the sign function. Because of this, it is useful to have an equivalent definition based on the Jordan canonical form of X (see [4] , [7] ). For a complex matrix X such that A(X) c C + tA C-(i.e., X has no eigenvalues on the imaginary axis) let T take X to Jordan form: 0 T, where P and N are in block diagonal Jordan form with, respectively, positive and negative real part eigenvalues. Then the sign of X is given by (1.5)
sgn (X)= T-'[I00I]T'
where I and -I in (1.5) have the same dimensions as P and N in (1.4). This shows immediately that the sign of X is a square root of the identity which commutes with X:
(1.6) S 2-I, XS SX, where S sgn (X).
Using (1.4) in 1.1 ), shows that the eigenvalues ))n) of Xn are decoupled from each other and obey the scalar recursions + x))= )(n) with lim,_ +o ,,j sgn ()j). This decoupling greatly simplifies the analysis of methods like 1.1 ).
Because of the need for pivoting, matrix inversions are sometimes not as amenable to parallel or vector implementation as matrix multiplications. Thus, a current trend in evaluating sgn (X) and related functions such as the polar decomposition [5] , [11 ] , [12] is to favor algorithms which are "multiplication-rich," such as the NewtonSchulz iteration (1.8)
X,,+ 1/2X,,(3I-X).
(The recursion (1.8) is obtained from (1.1) by using Schulz's approximation X Xn + (I-X2)X, as suggested in [12 ] .) This method avoids the matrix inversion in 1.1 and is quadratically convergent provided (1.9) III-X=ll < ,
where I]" is any reasonable matrix norm (see Theorem 5.2) . If (1.9) is not satisfied then a starter method such as 1.1 must be used until I-X < 1.
Higher-order polynomial recursions for the polar decomposition of a nonsingular matrix were developed independently by Kovarik 17 and Leipnik 18 and are applicable to the matrix sign function. These methods are based on polynomial approximations of the hypergeometric function and generate convergent matrix sequences provided that (1.9) is satisfied. The motivation for studying this function is that for nonzero real x, sgn x x Ix] x/( ()/2 where ( x2. In 3, we show that the sufficient condition (1.9) actually provides a rather good approximation to the true region of convergence for these methods. Consequently, we might feel that loss of global convergence is the price that must be paid in order to use multiplication-rich algorithms. Rather surprisingly, this is not the case.
For example, recursions based on rational (Padr) approximations of (1 ()-1/2 have much larger regions of convergence. In fact, the main diagonal approximations (those for which the degree m of the denominator is equal to or one greater than the [21, 1.3 ].) These methods are easily modified to allow exact one-step convergence of specified eigenvalues (much like the eigenvalue assignment schemes of Balzer in [3 ] ) while still remaining globally convergent. An analysis of the Halley family of algorithms of Gander [ 10 for the polar decomposition shows that these methods belong to this class of assignment procedures. The work in 10 can also be adapted to give a local convergence theory for general sign function iterations of the form Xn / F(Xn).
A second family of globally convergent multiplication-rich methods is based on the Cayley transform (. 2) Y=(I-X)(I+X) -, which takes the positive real part eigenvalues of X inside the unit circle and the negative real part eigenvalues of X outside the unit circle. If Y is multiplied by itself repeatedly, then these eigenvalues move toward zero and infinity, respectively. Transforming back to get X,, (1. 13) . (I-Y")(I+ y,,)-I moves these eigenvalues very near one and minus one, respectively. (If X has -1 as an eigenvalue, then I + X is singular and a modified version of (1.12), (1.13) must be used.)
A fascinating correspondence between the Cayley power method and the Pad6 approximation method is that if the power u in 1.13 is equal to 3 ? in 1.11 ), then Xn is equal to ),! This does not mean, however, that these two methods should be viewed as identical because in this case the Pad6 method requires n matrix inversions while the Cayley method requires only two. Similar equivalency results for different members of the Pad6 method can also be proved (see Theorem 3.4 ). An interesting sidelight on the Cayley power method is that (1.12) can be replaced by any transformation which is a rational or analytic function of X that takes the fight-and left-half complex planes inside and outside the unit disk, respectively. For example, if Y e -x then Y" is just the fundamental solution matrix to I2 -XY at time v: Y" e -"x and (I-e-"X)(I + c-x) -1. Note in this case that I + e -"x is never singular, since the eigenvalues of X are not on the imaginary axis.
In the next section we present the theory of the Pad6 approximants of )-/2 for k >_-rn 1, which is based on well-known results for hypergeometric functions. This theory is then used to analyze scalar sign function recursions in 3, where we also show how it can be adapted to give globally convergent eigenvalue assignment iterations. In 4 we consider other rational iterations including Laurent methods. These scalar results are useful because matrix convergence is predicated on the scalar convergence of the eigenvalues of X ( 5 ). This leads to local convergence results for k >_-m 1, and global convergence for the main diagonal approximants k m and k rn 1. First of all [13] , Qkm is related to the set of orthogonal polynomials over [ 
This identity is useful for convergence analysis, but a more convenient form is (2.6)
From [13] , ekm is given by (2.7) .0
The key to the local error analysis ofPad6 recursions is the following theorem, which was proved by Leipnik [18, Thm. and (3.2) are the inverses of those generated by the "regular" Newton method (3. 3)
x,,+== xn+--
Xn
The case k 1, rn gives Halley's method (see [10] for a related application). The next theorem generalizes the local convergence results of Leipnik 18 and Kovarik 17 ]. In order to assess how well the set S in (3.8) approximates the region of convergence for the recursions in (3.1), we define the basins of attraction for the fixed points +1 of h" Jkm--On-.
(See [19] for a very readable introduction to Julia sets and the properties of rational recursions such as (3.1); for a deeper study, see [6] .)
Computationally, Jkm can be approximated by starting with (almost) any point z0 C and then reversing 3.1 to solve for the predecessors of z0: 2 2 (3.12) Zn Zn+ 1Pkm( Zn+ 1)/ Qkm( Zn+ where Zn X-n in (3.1). Since (3.12) can be written as a polynomial in Zn + of order 1 max (2k + 1, 2m), there are 1 solutions n+'i) to (3.12) , one of which is selected at random to continue the iteration. This scheme takes advantage of the fact that for the forward recursion 3.1 ), the Julia set is repulsive; points near Jkm move to + 1. In reverse, under (3.12), the Julia set becomes attractive and nearly all orbits of points are dense in Jkm (see 6, Thm. 2.5 ). Thus by plotting { z n i) ) for n > 30 (to allow the initial points time to approach the Julia set) we obtain a good graphical approximation of Jkm and thus can assess easily the real region of convergence of (3.1) as compared to the set ]1 x 2 < 1. This was done for each of the recursions given in Table ( excluding the globally convergent main diagonal recursions), and the results are displayed in Figs. 1-9, along with the set x21 for comparison (this set looks like an "infinity" symbol centered at zero). In each of these figures, the principal domains of attraction of + are the largest connected regions, inside the Julia set, which contain + 1, respectively. The other connected regions nested within the Julia set map onto these principal domains after a finite number of steps in (3.1). For the multiplication-rich polynomial recursions (m 0), the set x21 < provides a rather good approximation to the actual region of convergence. However, as m increases toward k, that is, as we move toward the main diagonals k m or k m 1, the region of convergence becomes much larger than
We now show that along the main diagonals, the regions of convergence are as large as possible and we have, in fact, global convergence. That is, if Xo is not on the imaginary axis then lim_. + x, sgn (x0).
First note a rather remarkable property of (3. 21 . Similarly, if we take one step with (k 0, m followed by a step with (k 3, m 3) the result would be the same as one step with (k 6, m 7). 
Proof. Applying Theorem 3.2 for each individual step,
--Xr XO -l+Xr l+x0
Solving for X and 2e gives Xr 2f. If xo C-, use (3.14).
rq Downloaded 11/09/14 to 198.11.31.160. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 4. Other rational methods. In this section we consider other rational iterations, including eigenvalue assignment methods, Cayley transform methods, and Laurent series methods. Eigenvalue assignment methods were introduced by Balzer 3 ], in the form of scaled Newton methods which move specified real eigenvalues to x in one step.
These methods were shown to be globally but not quadratically convergent. By using the methods ofTheorem 3.2, it is easy to construct globally convergent methods ofarbitrarily high order that will move any selected set { k } of real or complex conjugate eigenvalues to x in one step.
For example, if we want a fourth-order method which assigns X 2, ),2 + i, and 3
to x 1, then we let -xp(x2) and q(x2) be, respectively, the odd and even terms in the expansion of x)4(2 x)( + x)( (1 +x)"-(1 -x)
The next lemma shows that the fight-hand side of (4.12) is well defined for any x which is not on the imaginary axis. Proof. Suppose to the contrary that (1 + x)" + (1 x)" 0. Then x 4 1, so + x)"/( x)" -1. This means that + x)/( x) is a th root of-1: + x)/ x) e i where 0 is not an odd multiple of 7r (else x + oe ). Solving for x we find x (sin 0/( + cos 0))i C + U C-, which is a contradiction.
We end this section with a short discussion ofLaurent methods, which These methods are multiplication-rich in the sense that they require one matrix inversion and + multiplies per step. However, they are not globally convergent and, in fact, the region of convergence for these two methods does not even include the set Ix 2 11 < 1, as do the Pad6 methods. This is illustrated in Figs. 10 and 11 , where the set Ix 2 11 is included for comparison.
5. Matrix convergence. In this section we show that convergence in the matrix case is determined by the scalar convergence of the eigenvalues. This allows us to apply the scalar convergence results of the previous sections to the matrix case.
The following general result is the key to this process. A=I+Xo and B=I-Xo. [3] and [4] ; for scaling related to the polar decomposition, see [11] . The choice of optimal and nearly optimal scaling constants for Newton's method is discussed at length in [15] and it is not hard to adapt these results to the main diagonal Pad6 recursions.
Similarly, the problem of estimating the sensitivity of the sign of a matrix is considered in [16] , based on the work in [8] , [14] , and [20] .
