Let G be the group of all Interval Exchange Transformations. Results of Arnoux-Fathi ([Arn81a]), Sah ([Sah79] ) and Vorobets ([Vor17] ) state that G 0 the subgroup of G generated by its commutators is simple.
Remark 1. Let J be a half-open subinterval of I, the subgroup of G [resp A, G] consisting of elements with support in J can be identified, by taking restriction, to G J [resp A J , G J ] which is conjugate by the homothecy that sends J to I to the group G [resp A, G].
Let G be a group, we recall that • a commutator in G is a element of G of the form [f, g] = f gf −1 g −1 with f, g ∈ G.
• G is perfect if G = [G, G] the subgroup of G generated by its commutators.
• G is simple if any normal subgroup of G is either G or trivial. It has been proved by Arnoux ([Arn81a] ), Sah ([Sah79] ) and Vorobets ([Vor17] ) that the subgroup G 0 of G generated by its commutators is perfect. In addition, G 0 and G are simple according to Sah ([Sah79] , see also [Vor17] ) and Arnoux ([Arn81b] ) respectively.
In this context, it is natural to ask about the simplicity of A and to raised the question of finding an upper bound for the minimal number of commutators that are needed for writing an element in the subgroup generated by the commutators. Definition 1.1. Let G be a group and g ∈ [G, G], the commutator length of g, denoted c(g), is the least number c such that g is a product of c commutators. We set c(G) = Sup{c(g), g ∈ [G, G]}, we say that G has bounded simplicity if c(G) is finite.
Next Theorem establishes the simplicity of A and it provides a bound for c(A).
Theorem 1.
(1) The group A consisting in all AIETs is simple.
(2) Any element of A is a product of at most 6 commutators, that is c(A) ≤ 6.
Item (2) of the above Theorem is proved in Section 3.3 by reproducing an argument of E. Ghys that uses a result of K. Dennis and L. Vaserstein ( [DV89] ).
As IETs preserve lengths, this argument doesn't work directly to conclude that c(G) and c(G) are finite. However, one first observes that Theorem 4 of [GL19] implies Proposition 1.1. Any periodic IET is a commutator in G.
The next step is to compose with suitable periodic maps, to obtain elements with arbitrary small support, and then, an iterated version of Proposition 1 of [DV89] leads to the two following statements.
Theorem 2. c(G) ≤ 6.
For the group G we are not able to decide if c(G) is finite. However, in the affirmative case, we give an explicit bound in the following Theorem 3. If G has bounded simplicity then c(G) ≤ 5.
In section 6, we will prove stronger results, Theorems 4 and 5, that only required bounded simplicity for some specific subsets of G.
Preliminaries.
The aim of this section is to fix notation and terminology, to collect a few results and to prove some basic results to be used in the sequel.
2.1. Rotations, restricted rotations and piecewise linear homeomorphisms. Definition 2.1.
A 2-IET is called a rotation and it is denoted by R a , where a is the image of 0. An IET g whose support is a half-open interval J = [a, b) ⊂ [0, 1) is a restricted rotation if there exists a direct affine map from J to [0, 1) that conjugates g |J to a rotation. We denote it
An AIET of J that is continuous except in at most one interior point is a piecewise linear homeomorphism or PL-homeomorphism. We denote by P L(J) the group of all P L-homeomorphisms of J, it is plain that P L(J) is isomorphic to P L(S 1 ).
Proposition 2.1. Any f ∈ A can be written as f = g • h where h ∈ P L(I) and g ∈ G.
Proof. Let f ∈ A, we denote by I 1 , · · · , I p the maximal intervals of continuity of f and we denote by J π(i) the interval f (I i ), where π = π(f ). We consider the IET E defined on the partition J i and whose associated permutation is π(E) = π −1 . It is easily seen that E • f is a PL-homeomorphism h then f = E −1 • h has the required form.
According to [Arn81b] , [Nov09] or [Vor17] , any interval exchange transformation g is a product of restricted rotations (see also Lemma 4.2 for a complete proof). Therefore, Proposition 2.1 has the following Consequence 1. The group A is generated by PL-homeorphisms and restricted rotations.
Conjugacy classes of involutions in A.
Lemma 2.1. Any non trivial involution i ∈ A is conjugated in A to either R1 2 or to RR1 2 the order 2 restricted rotation of support [ 1 2 , 1) that exchanges [ 1 2 , 3 4 ) and [ 3 4 , 1). Proof. As i is an involution, the interval I can be decomposed as a finite union of pairwise disjoint half-open intervals: I 1 , · · · , I p and J 1 , · · · , J q such that • i is continuous on these intervals, • p, q are integers, 1 ≤ p = 2k and q ≥ 0 (if q = 0 there is no J j ),
• J j ⊂ F ix(i) and • i(I j ) = I j+k . Let H be the AIET that sends affinely J j to [ j−1 2q , j 2q ) for j = 1, · · · , q, when q = 0 and that sends affinely I j to [ j−1 p , j p ) for j = 1, · · · , p if q = 0, [ 1 2 + j−1 2p , 1 2 + j 2p ) for j = 1, · · · , p if q = 0. We can check that H conjugates i to a map with support [0, 1) if q = 0 or [ 1 2 , 1) if q = 0 that is an IET (this can be verified by computing the slope of H • i • H −1 on any H(I j )). Moreover by definition, H • i • H −1 sends any two cyclic-consecutive intervals among H(I j ), j = 1, · · · , k to cyclic-consecutive ones so it is continuous except at 1 2 if q = 0 and at 1 2 and 3 4 if q = 0. In conclusion,
Conjugacy classes of finite order elements in G.
Lemma 2.2. Any finite order g ∈ G is conjugated in G to a product of finite order restricted rotations of disjoint support. This is showed by Novak in the proof of Corollary 5.6 of [Nov09] .
2.4. Special subgroups. Let J ⊂ I be a half-open interval.
We consider the following groups:
for a ∈ (0, 1).
The group A is simple and has bounded simplicity
3.1. The group A is perfect and generated by its involutions. According to Consequence 1 for proving that any f ∈ A is a product of commutators [resp. involutions] it suffices to prove this property for any h ∈ P L(I).
Indeed, the map, f → f | J , sends restricted rotations with the same support, J, in P L(J) and it is an isomorphism onto its image, the subgroup of P L(J) consisting of its rotations. Then writing a restricted rotation with support J, as product of commutators [resp. involutions] reduces to do that for a rotation in P L(J).
Theorem 3.2 of [Eps70] states that P L(S 1 ) is simple therefore it is generated by its commutators and also by its involutions, so
The group A is simple.
Let N be a non trivial normal subgroup of A. The problem reduces to prove that N contains a fix point free involution τ 1 and a non trivial involution having fixed points τ 2 . Indeed, by Lemma 2.1, the normal closure of τ 1 , τ 2 coincides with involutions = A.
Let f be a non trivial element of N, then there exists a non empty half-open interval J such that f (J) ∩ J = ∅, |J| < 1 2 and |f (J)| < 1 2 . Let i be an involution with support supp(i) = J. Therefore supp(f
is an involution that belongs to N. So we have proved that N contains a non trivial involution τ 1 having fixed points.
In order to construct a fix point free involution in N, we consider h 1 , h 2 in A such that
, 1).
As in the previous case, we consider involutions i j for j = 1, 2 such that supp(i j ) = J j and we get that [f j , i j ] is an involution of support J j ∪ f j (J j ) and it belongs to N.
Using (*), we obtain that supp([f 1 , i 1 ]) = [0, 1 4 )∪[ 1 2 , 3 4 ) and supp([f 2 , i 2 ]) = [ 1 4 , 1 2 )∪[ 3 4 , 1). Finally, τ 2 = [f 1 , i 1 ][f 2 , i 2 ] ∈ N is an involution of total support. So we have proved that N contains a fix point free involution τ 2 .
3.3. The group A has bounded simplicity. Definition 3.1. Two finite subsets S 1 and S 2 of a group G are commuting if any a ∈ S 1 commutes with any a ′ ∈ S 2 .
In this section, we use Proposition 1(c) of K. Dennis and L. Vaserstein ([DV89]) which asserts that: "If a group G contains two commuting subgroups H 1 and H 2 such that for each finite subset S of G there are elements g i ∈ G, i = 1, 2, such that g −1
Proof. Let f ∈ A. Consider I 1 an open subinterval of I and δ > 0 such that
It is easily seen that f 2 | I 1 = Id| I 1 and therefore f 2 ∈ baiet(a), for a ∈ I 1 .
Noting that all baiet(a) are isomorphic, for proving that c(A) ≤ 6, it remains to prove that c(baiet(0)) ≤ 3. This is given by the Dennis-Vaserstein argument and the following
Then H 1 and H 2 are two pairwise commuting subgroups of baiet(0) and for each finite
Proof. Indeed, given S = {f 1 , · · · , f p } there exists an interval [c, d), where 0 < c < d < 1 that contains the support of any f i . Therefore, there exists g i a map in baiet(0) that sends [c, d) into J i , for i = 1, 2. The required conclusion follows directly.
4.
Generalities on commutators in G and G.
Definitions and basic properties.
Property 1. Let G be a group and let a, b, a ′ , b ′ be in G.
(
Proof.
(1) As a ′ commutes with a and b,
Repeating this process with b ′ and then a ′−1 , we get
In particular, S θ,[0,1) = θ − x (mod 1) and it is denoted S θ . Proof. By conjugacy, it is sufficient to prove that
It is easily seen that I [0,1) is the product of the maps f 1 et f 2 which are conjugated by R1 2 , described as below :
Moreover, according to Property 2 any rotation is the product de 2 symmetries, that are conjugated by a rotation ; thus R α,[0,1) is a commutator.
Decomposition in involutions and restricted rotations.
Any f ∈ G can be written as the product of an element of G and an involution. Any g ∈ G m can be written as the product of m − 1 restricted rotations.
Proof. Let f ∈ G with defining intervals I i and flip-vector U = (u i ). It is easy to check that f • {i | u i =−1} I I i belongs to G. Moreover the I I i 's have disjoint supports, so they commute and i I I i is an involution.
Starting with f 1 , we define similarly R 2 and we get that
Extending the restricted rotations R i to [0, 1[ by the identity, we conclude that
A direct consequence of Lemmas 4.2 and 4.1 is In [GL19] Theorem 4, the authors proved that any periodic IET is reversible in G.
We briefly recall this argument. Let f be a periodic IET, by the Arnoux decomposition Theorem ([Arn81a]), the interval [0, 1) can be written as the union of finitely many fperiodic components M i , i = 1, .., n of period p i . In particular,
Eventually conjugating f by an IET, we can suppose that the J k 's are ordered consecutive intervals so the M i 's are intervals and π = π(f | M i ) = (1, 2, · · · , p i ).
We consider the IET h, that is defined on each M i by h is continuous on J k and h(J k ) = J τ (k) , where τ ∈ S p i is a permutation that reverses π. One has that
In addition, any periodic IET can be written as the square of another periodic element. Indeed, by Lemma 2.2, it is enough to prove this property for rotations ; this is obvious since R α = R 2 α 2 . So any periodic IET is the square of a reversible IET, we conclude by Properties 1 (3) that it is a commutator.
The adapted Dennis-Vaserstein argument.
Let n ∈ N * , we denote by H n [resp. H n ] the subgroup of G [resp. G] consisting of elements whose support is included in [1 − 1 n , 1). In particular, H 2 and H 2 consist of elements whose support is included in [ 1 2 , 1).
Proof. As the proofs of (a) and (b) are identical, changing G for G and H 2 for H 2 , we prove (a).
, first we note that c H 2 (g) is well defined, by Remark 2. We write c H 2 (g) = 2p − r with p positive integer and r = 0, 1. Therefore
in H 2 and the last commutator c 2p is eventually trivial. Let R be the rotation of angle 1 2 . We denote by f ′ = Rf R −1 . Note that if f ∈ H 2 then f and f ′ have disjoint supports and they commute.
. On one hand, by Properties 1 (1), we have that c i c ′ p+i , i = 1, ..., p, are commutators. On the other hand, by Properties 1 (2), it holds that
is a commutator since it is the product of (c p+1 ...c 2p ) and the conjugate by R of its inverse.
Finally, we have c G (g) ≤ p + 1, thus
Iterating Lemma 4.3, we get
As noted previously, we only prove (a).
Let t ∈ N * and g ∈ H 2 t ∩ [G, G]. By Lemma 4.3, we obtain that
It is easy to check, by induction, that for s = 1, · · · , t it holds that
Indeed, for s = 1, (E 1 ) it is the first identity. Fix s ∈ {1, · · · , t − 1} and suppose that (E s ) holds.
by induction hypothesis. Therefore
Finally, noting that H 1 = G and t j=1 1 2 j = 1 − 1 2 t < 1, the identity (E t ) leads to:
Lemma 4.4. Let g ∈ G m and let l = |F ix(g)| be the Lebesgue measure of F ix(g). Then, there exist h ∈ G m such that
, 1) (they can be empty) and
F 2k = [α 2k , α 2k+1 ), for k = 1, ..., p − 1.
The required map h ∈ G m is the IET whose combinatorial description is (λ, π), with λ i = |F i |, i = 0, · · · , 2p and π ∈ S({0, ..., 2p}), π(0) = 0, π(2k) = k and π(2k − 1) = k + p, k = 1, · · · , p.
Bounded simplicity of G.
The aim of this section is to prove Theorem 2. Definition 5.1. Let m be a positive integer, we define a metric on G m,π by
The translations of f are δ i (f ) = δ [a i ,a i+1 ) (f ) A map g ∈ G m,π is called rational if all its discontinuity points are rational. It is easy to see that rational IETs have finite order.
Properties 5.1. Let f and g in G m,π . Then
• d(f −1 , g −1 ) = d(f, g),
Proof.
• λ π(i) (f −1 ) = λ i (f ).
Proposition 5.1. Let n be a positive integer and let f ∈ G m . Then: There exists two periodic elements p, p ′ ∈ G such that
Proof. Let n be a positive integer and f ∈ G m,π . We set BP (f ) = {a i , i = 1 · · · m} and
This ends the proof of the claim which is summarize by the following picture.
.
We turn now on to the proof of Proposition 5.1.
If δ i = 0, we set R i = Id.
Suppose δ i > 0. We define R i as the finite order rotation of support [ a i , a i +r i δ i ) and of angle δ i , where r i is the greatest integer such that a i +r
In addition, by maximality of r i , either a i + (r i + 1)δ i is greater than
The case where δ i < 0 can be done similarly, using non positive integers r i .
Finally, the map g :
, the supports of the R i 's are disjoints and p ′ = m 1 R i is periodic and it is also a commutator in G, according to Proposition 1.1.
Proof of Theorem 2.
Let t ∈ N and f ∈ G m,π . Applying Proposition 5.1 to f and n = 2 t , we get that there exists two periodic elements p, p ′ ∈ G such that the support of g = p • f • p ′ ∈ G 5m has measure less than 1 2 t . By Lemma 4.4, the map g is conjugated to an element g ′ of H 2 t such that #BP (g ′ ) ≤ 15m. Therefore c G (f ) ≤ c G (g) + 2 = c G (g ′ ) + 2, since g and g ′ are conjugated. Then by Proposition 4.2,
2 t ,1) ) ≤ #BP (g ′ ) and using Proposition 4.1 and Remark 1, it holds that cH 2 t (g ′ ) ≤ 15m − 1. Finally for any t ∈ N * , one has
Choosing t large enough, we get c G (f ) ≤ 5.
We then have proved that any f ∈ G satisfies c G (f ) ≤ 5.
In conclusion, according to Lemma 4.2, any F ∈ G can be decomposed as the product of an involution and an element of G, therefore c G (F ) ≤ 1 + 5 = 6. 6. Conditions for bounded simplicity of G.
In this section we give two sufficient conditions for G to have bounded simplicity.
6.1. The commutator length is bounded by a function of the number of discontinuities. We prove the following statement that directly implies Theorem 3. Proof. Let f ∈ G, m = #BP (f ) and t ∈ N. Applying Proposition 5.1 and Lemma 4.4 to f and n = 2 t , we get that there exists two periodic elements p ′ , p ∈ G such that
, for any t ∈ N * , one has c G (f ) < C 15m 2 t + 5. Choosing t large enough, we get c G (f ) ≤ 5.
6.2. The commutator length is bounded by a function of the rank-group. Let p ∈ N * and α = (α 1 , · · · , α p ) ∈ [0, 1) p such that α 1 / ∈ Q.
6.2.1. Background material. Definition 6.1. We denote by ∆ α the abelian subgroup of R generated by α 1 , · · · , α p and 1. We define Γ α := {g ∈ G : BP (g) ⊂ ∆ α }, where BP (g) is the discontinuity set of g.
Note that the condition α 1 / ∈ Q insures that ∆ α is dense in [0, 1).
Properties 6.1.
(1) Let g ∈ Γ α , then the set of the lengths of the maximal continuity intervals of g and the set of the translations of g are both contained in ∆ α and ∆ α is called the rank-group of f . (2) Γ α is a subgroup of G.
(3) If an IET g belongs to Γ α then the endpoints of the connected components of its fix point set (and of its support) belong to ∆ α . (4) For any non periodic IET g, there exist p ∈ N * and α ∈ [0, 1) p such that g ∈ Γ α .
Proof. Let g ∈ G, we denote by (λ = λ(g), π(g)) the combinatorial description of g, that is λ is a k-dimensional vector whose coordinates are lengths of I 1 , ·, I k , the maximal continuity intervals of g and π(g) is the permutation on {1, · · · , k} that tells how the intervals I i are rearranged by g. Item (1). If g ∈ Γ α , the endpoints of the I i are the discontinuity set of g, so the λ i 's belong to ∆ α . The translations of g also belong to ∆ α , as linear combination of the λ i 's with coefficients in {−1, 0, 1}. Item (2). According to Item 1, any f ∈ Γ α preserves ∆ α and then Γ α is stable by taking inverse and composite, since BP (f −1 ) = f (BP (f )) and
Item (3). If g ∈ Γ α , by maximality of supp(g), the endpoints of the connected components of supp(g) are discontinuities of g and they coincide with the endpoints of F ix(g). Item (4). It is plain that either g is periodic or there exists an irrational number λ i ∈ λ(g).
Then g ∈ Γ α , where α is obtained from λ by permuting its coordinates.
Before stating our last Theorem, we give Definition 6.2. We say that G has partial bounded simplicity if for any p ∈ N * and α ∈ [0, 1) p it holds that C α (G) :
Theorem 5. If G has partial bounded simplicity then G has bounded simplicity.
A consequence of Theorems 4 and 5 is
Corollary 1. If G has partial bounded simplicity then c(G) ≤ 5.
Decomposition Proposition.
Proposition 6.1. Let n be a positive integer, we set s n = [ ln(n) ln(1.25) ] + 1. Let f ∈ Γ α then there exist g n ∈ H n ∩ Γ α , h ∈ Γ α and s n involutions i j ∈ Γ α , j = 1, 2, ...s n such that f = i 1 • ... • i sn • (h • g n • h −1 ). Lemma 6.1. Let ǫ ∈ (0, 1) and f ∈ Γ α then there exists an involution i ∈ Γ α such that |F ix(if )| ≥ 1 5 (1 − ǫ).
Proof. Let f ∈ Γ α and BP (f ) = {0 = a 1 , · · · , a m }, we set a m+1 = 1.
m−1} and let n i be the unique integer such that (n i −1)δ < |[a i , a i+1 )| ≤ n i δ, it holds that [a i , a i+1 ) is the union of n i intervals of length δ and an interval F i (eventually empty) of length less than δ.
Therefore the unit interval I can be decomposed as a finite union of pairwise disjoint half-open intervals I 1 , · · · , I n and F 1 , · · · , F m such that
• f is continuous on these intervals, • |I j | = δ, j = 1, ..., n and |F k | < δ, k = 1, ..., m; we have nδ + |J k | = 1,
Since for any x it holds that |f (x) − x| > δ, one has f (I j ) ∩ I j = ∅. Therefore we can construct an involution i 1 of support I 1 ∪ f (I 1 ) such that i 1 | I 1 = f | I 1 and then i 1 f | I 1 = Id| I 1 . Now, we want to construct a similar involution i 2 on a second interval I p 2 so that i 1 and i 2 have disjoint supports. This can be done if and only if (I p 2 ∪ f (I p 2 )) ∩ (I 1 ∪ f (I 1 )) = ∅. This means that I p 2 ⊂ I \ (I 1 ∪ f (I 1 ) ∪ f −1 (I 1 )). So such an I p 2 and thus i 2 exist provided that
As any half-open interval J of length δ meets at most 2 intervals I k , the condition (1) means that n > 5.
By induction, we can define s involutions i j with disjoint supports I p j ∪ f (I p j ) provided that
That is n > 5(s − 1). Let s be the largest integer such that n > 5(s−1), therefore the involutions i j , j = 1, ..., s can be constructed but n ≤ 5s.
By definition of the i j , the map g = i s · · · i 1 • f satisfies
In conclusion, since i j have disjoint supports, the map i = i s · · · i 1 is an involution and |F ix(i • f )| ≥ 1 5 (1 − ǫ). In addition, since the endpoints of I i and f (I i ) belong to ∆ α , the discontinuities of the involutions i j belong to ∆ α . Therefore, by definition, the maps i j ∈ Γ α . Finally i ∈ Γ α .
We conjugate f by an IET that sends F ix(f ) to an interval [0, a). As the endpoints of the connected components of F ix(f ) belong to ∆ α , it holds that a = |F ix(f )| ∈ ∆ α and the conjugating map h is in Γ α .
Let f 1 ∈ Γ α be the restriction of this conjugate of f to [a, 1). By construction, F ix(f 1 ) = ∅, applying Case 1 to f 1 (see Remark 3), there exists an involution j 1 ∈ Γ α such that
Thus,
Remark 3. Let f be an IET having support in J, a half-open interval of length L.
Conjugating by the homothecy that sends J to I, Lemma 6.1 still holds replacing the end of its conclusion by |F ix(i • f )| ≥ L 5 (1 − ǫ).
We turn now on to the proof of Proposition 6.1.
Let ǫ ∈ (0, 1) small enough such that 1 5 (1 − ǫ) ∈ ∆ α and f ∈ Γ α . If F ix(f ) = ∅, we conjugate f by an element of Γ α that sends F ix(f ) to an interval [0, a) where a = |F ix(f )| ∈ ∆ α . The restriction f 1 of this conjugate of f to [a, 1) belongs to Γ α .
If F ix(f ) = ∅, we set a = 0 and we consider f 1 = f . We set L 0 = a. Applying Lemma 6.1 to f 1 , there exists an involution j 1 ∈ Γ α of support in [L 0 , 1) such that |F ix(j 1 • f 1 )| ≥ 1−L 0 5 (1 − ǫ). We conjugate j 1 • f 1 by an IET E 1 ∈ Γ α that sends F ix(j 1 • f 1 ) to an interval containing [L 0 , L 1 ), where L 1 is defined by
Hence, |F ix(j 1 • f 1 )| ≥ L 1 − L 0 and |F ix(i 1 • f )| = |F ix(j 1 • f 1 )| + L 0 ≥ L 1 , where i 1 ∈ Γ α is the involution of I that coincides with j 1 on their common support. Note that the hypothesis on ǫ implies that L 1 ∈ ∆ α , then we can define f 2 ∈ Γ α as the restriction to [L 1 , 1) of the conjugate of j 1 • f 1 by E 1 .
Iterating this process s times, we get s maps f k ∈ Γ α and s involutions j k ∈ Γ α of support [L k−1 , 1) such that |F ix(j k •f k )| ≥ L k −L k−1 with L k = φ(L k−1 ), for k = 1, · · · , s. Therefore |F ix(i s • · · · • i 1 • f )| = |F ix(j s • f s )| + L s−1 ≥ L s , where i k ∈ Γ α is the involution of I that coincides with j k on their common support.
We now prove that L s ≥ 1 − 1 n provided that s ≥ s n = ln(n) ln(1.25) + 1. For this it is enough to determine s such that L s = φ s (L 0 ) = ( 4 + ǫ 5 ) s (L 0 − 1) + 1 ≥ 1 − 1 n L s = φ s (L 0 ) = −( 4 + ǫ 5 ) s (1 − L 0 ) ≥ − 1 n Using that L 0 ≥ 0, it suffices to find s satisfying ( 4 + ǫ 5 ) s ≤ 1 n s.ln( 4 + ǫ 5 ) ≤ ln( 1 n ) = −ln(n) s ≥ ln(n) ln( 5 4+ǫ ) Therefore, we can take s = ln(n) ln( 5 4+ǫ ) + 1. In addition, as ln(n) ln( 5 4 ) / ∈ N, we have ln(n) ln( 5 4+ǫ ) = ln(n) ln( 5 Finally i s • · · · • i 1 • f has a fix point set of length at least 1 − 1 n so it is conjugated to an element of H n by h ∈ Γ α , where h is the composite of the conjugating maps E k that come implicitly when iterating the process. 6.2.3. Proof of Theorem 5. We consider g 1 ∈ Γ α ∩ [G, G] that realizes C α (G). By Proposition 6.1, for n = 2, there exist i 1 , · · · , i s 2 involutions and g 2 ∈ H 2 ∩ Γ α such that g 1 = i 1 • ... • i s 2 • (hg 2 h −1 ), with s 2 = ln(2) ln(1.25) + 1 = 4.
Therefore g 1 = i 1 i 2 i 3 i 4 hg 2 h −1 and by Proposition 1.1 C α (G) = c G (g 1 ) ≤ 4 + c G (g 2 ).
According to Lemma 4.3, c G (g 2 ) ≤ 1 2 c H 2 (g 2 ) + 3 2 .
Using Remark 1, the group H 2 inherits the partial bounded simplicity of G and this implies that for any g ∈ [H 2 , H 2 ] ∩ Γ α 2 , one has c H 2 (g) ≤ C α (G). In particular since Γ α is a subgroup of Γ α 2 , we have c H 2 (g 2 ) ≤ C α (G). Hence, C α (G) ≤ 4 + 1 2 C α (G) + 3 2 1 2 C α (G) ≤ 4 + 3 2 = 11 2 C α (G) ≤ 11. Finally, since any IET g is either periodic or it belongs to some Γ α , we get that c G (g) ≤ 11, for all g ∈ [G, G]. This means that G has bounded simplicity.
