A novel method of determining the total uncertainty in the integrated intensity of fitted emission lines in multipeaked emission spectra is presented. The proposed method does not require an assumption of the type of line profile to be specified. The absolute difference between a fit and measured spectrum defines the uncertainty of the integrated signal intensity and is subsequently decomposed to determine the uncertainty of each peak in multiline fits. Decomposition relies on tabulating a weighting factor, which describes how each peak contributes to the total integral uncertainty. Applications of this method to quantitative approaches in laser-induced breakdown spectroscopy analysis are described.
Introduction
Researchers often use ratios of spectroscopic line intensities and/or integrated intensities of the same or different elements in laser-induced breakdown spectroscopic (LIBS) analytical methods as a means of acquiring quantitative information about sample composition or the plasma conditions at which the spectroscopic measurements were acquired. In LIBS measurements, this involves using a series of individual spectra, each of which are obtained from a single laser shot. [1] [2] [3] In such cases, uncertainty of the measurement is not trivial and, as a result, is often assumed to be negligible. This assumption results in erroneous analysis of data. Similarly, the determination of ratios of line emissions is not trivial due to the complex nature of laser material interactions and the resulting plasma emissions. Ratios are used to find the plasma temperature, density, and relative population ratios of two emitting species. [4] [5] [6] [7] Determining the uncertainty propagation is vitally important for reporting analytical LIBS results. For example, the ratio of relative ground state populations of two emitting species for plasma in local thermodynamic equilibrium can be used to verify sample composition and is given by 
where N 0 is the ground state population, " I is the integrated intensity, is the transition wavelength, A ki is the transition rate, g k and E k are the statistical weight and energy of the upper state, and the superscripts m and n indicate the energy states to which each transition pertains. 8 Proper reporting of uncertainty bars for analysis according to Eq. 1 requires consideration of uncertainties due to accuracy of the available atomic data, determining the plasma temperature, and finding integrated intensities. Stewards of databases often provide information regarding database accuracy, such as with the National Institute of Standards and Technology (NIST) Atomic Spectra Database (ASD). The accuracy of the plasma temperature inference is subject to the method employed to find the temperature. A common approach for determining the temperature in LIBS is the Boltzmann plot method which relies on linear fitting of measured line intensities against upper energy states. 4, 9 Standard uncertainty propagation in linear regression models characterizes the uncertainty of this inference.
Researchers often use line profile fitting to determine integrated line intensities; fitting is particularly useful in instances where the spectrum contains multiple lines. Uncertainty of parameter estimation when using fitting routines occurs due to measurement noise and model biases. In LIBS, model biases occur by approximating Stark, thermal, and instrument broadened lines with Lorentzian or Voigt profiles. Furthermore, a tolerance parameter determines convergence in nonlinear curve fitting routines and introduces an uncertainty that is expressed as a range of possible values associated with a local minimum. Fitting multiple, interfering line profiles introduces further complexity by increasing the potential local minima the routine may find. Researchers typically employ fitting of this nature for LIBS analysis of metal alloys, which are mired with high densities of lines in the ultraviolet (UV) and visual parts of the electromagnetic spectrum.
Uncertainties from parameter confidence intervals (CIs) can be directly evaluated for several nonlinear fitting routines, including Levenberg-Marquardt and Trust Region methods. 10, 11 One determines these uncertainties by using standard CI calculations to estimate parameter covariance. 12 Ideally, CIs describe the total uncertainty of a fit parameter relative to a physical model and corresponding data; however, statistical biases due to measurement noise and low signal to noise ratios often exist. Singleshot LIBS requires uncertainty assessments since statistical variances are the greatest. Changes in the sample surface roughness and homogeneity alter the laser material interaction at different ablation sites, most notably by changing the amount of laser energy that is absorbed-reflected by the sample. Lack of sample homogeneity also will alter the amounts of specific materials within the plasma. Alterations in the laser characteristics and laser material interaction produce variances in the plasma temperature and density, which affect the corresponding spectral emissions and reduce the reproducibility of single-shot LIBS measurements. The stability of the laser energy and pulse width also contributes to the reproducibility of single-shot LIBS measurements.
We seek an investigation of statistical variations of single-shot LIBS spectra. To accomplish this evaluation, we chose to quantify the uncertainty of integrated line profiles for applications in quantitative analysis in LIBS studies. Integrated line profiles are often useful for calculating plasma temperatures from Boltzmann plots and relative ground state population ratios. Here it is important to distinguish quantitative studies of LIBS measurements from multivariate approaches, such as application of machine learning algorithms for statistical analysis and sample discriminations, given the synonymous nature of the two. We propose a budget type analysis for finding the uncertainty in integrated intensities of individual line profiles in multipeak, spectral fits. The total integral of a measured spectrum is compared to the sum of the integrals of each line profile. While the concept of an uncertainty budget for uncertainty analysis is not novel, we hope to show that its application to determine line integral uncertainties in multiline fits will prove useful. Furthermore, we hope to elucidate the need for detailed accounting of uncertainties in singleshot LIBS configurations. The proposed uncertainty method was applied to 60 single-shot spectra collected following focused laser ablation of an aluminum alloy 7050 target. As an example, we consider the utility of the method to account for the statistical influence of selfabsorption of aluminum lines following line profile fitting two Al doublets.
Uncertainty Inferences
We seek to evaluate the uncertainty in integrated line profiles after fitting multipeaked spectroscopic measurements. This evaluation is accomplished by using an uncertainty budget analysis wherein the absolute difference between the integral of a spectrum and the integral of the corresponding fit are used to determine the contribution of each profile to the total uncertainty budget, i.e., the integral of each line in the multipeaked spectrum is compared to the integral of the measured spectrum. This assumption requires that the sum of the individual fitted line profiles sufficiently describes the spectral measurement. If this is the case, the sum of the integrals of each profile is equivalent to the integral of the fit. Standard uncertainty propagation rules now apply and uncertainties in summation add in quadrature as
where s int is the uncertainty in the integral of the fit and s pi are the integral uncertainties of each of the N line profiles. Traditionally, the uncertainties under the square root sign are known, either by consequence of measurement or analysis, but in this study they are not known. By calculating the absolute difference between the integrals of the fit and the data, we gain knowledge of s int . A weighted method is proposed to distribute s int to each of the s pi . Application of the weight alters Eq. 2 to
where w i is the weight to be determined. The weights are used to describe how much each line contributes to the absolute difference between the measured spectrum and the fit. The weights are tabulated as
where d i is a value related to the difference between the fit and data. It is noteworthy that the above definition automatically normalizes the sum of the weights on the interval 0 to 1. To determine the weights, we consider the sum of the absolute differences between the fit, f, and the spectrum, s, over the line kernel defined by the line width, Á i, of each profile
Initially, differences in the peak intensity between the measurement and the fit were considered as the weighting method; however, this weighting scheme is highly susceptible to noise. The decision to use the sum of the differences over the line kernel was based on reducing susceptibility to noise while preserving computational speed. If it is assumed that the weights are proportional to the squared ratio of the integral uncertainty to the total uncertainty, the individual integral uncertainties are
such that the sum of uncertainties in quadrature is preserved. Application of Eq. 6 and the corresponding assumption is necessary instead of directly solving Eq. 3. While Eq. 3 assigns the uncertainties to a normal distribution, additional information is required in the form of the assumption used to define Eq. 6 to find the s pi . Application of Eqs. 4 and 5 to determine weights to be used in conjunction with differences in measured and fitted spectrum integrals ðs int Þ will hereafter be referred to as the redistribution method. Alternatively, one could also construct a fitting routine using Markov Chain Monte Carlo (MCMC) simulation methods and produce a statistical description of the uncertainties from an ensemble of random parameter variations. 13, 14 This approach is not taken since MCMC simulation implementations require a fair amount of algorithmic tuning for parameter initialization, random walk step sizes, and convergence tests, whereas standard nonlinear fitting routines are more popular and are easily applied to different problems. Bootstrapping is also an alternative for uncertainty assessment, wherein one generates a random ensemble of data sets to infer optimal parameters, providing a statistical description of the estimated parameters. 15, 16 When fitting a large number of lines (>10) and the desired statistical ensemble is large (>10 3 variations), bootstrapping methods tend to come at a large computational cost.
Experiment
The intensity uncertainty redistribution method is applied to a LIBS spectrum to highlight the importance of uncertainty accounting in quantification of LIBS measurements. This quantification is accomplished by using integrated intensities in conjunction with Eq. 1 to infer the relative ratios of ground state populations of Al emissions and track changes in the emissions of two Al doublets. We consider spectra collected following ablation of aluminum alloy 7050 sample in ambient laboratory air following ablation with a single laser shot. The plasma was produced by ablating the Al sample using a Quantel neodymium-doped yttrium aluminum garnet (Nd:YAG) laser using fourth harmonic (266 nm), 6 ns laser pulses with an average energy per pulse of 80 mJ. Sixty single-shot, temporally and spatially integrated spectra were collected using an Ocean Optics LIBS 2500 þ fiber coupled spectrometer at CNS Y12, LLC. The laser spot size was 300 mm and plasma emissions were collected by the spectrometer array over a range of 200-800 nm.The sample was translated in between each shot such that a clean sample surface was ablated for each measurement. Figure 1 shows a sample of a single-shot emission spectrum on the 200-500 nm range. The insert details the laser pulse emission. Strong emission lines of magnesium (275-285 nm), copper (320-330 nm), zinc (320-340 and 465-482 nm), and molecular aluminum monoxide (480-500 nm), in addition to the high density of Al UV emissions, demonstrate the detailed nature of the alloy emission spectrum. All 60 single-shot spectra were calibrated for the wavelength and detector response. 
Results and Discussion
The integral uncertainty was applied to fits of two neutral Al doublets. Inc. ). The fitting model was defined as the sum of two Lorentzian profiles in addition to a linear offset with a parameter tolerance condition of 10 -8 . Figure 2 displays a fit to one of the Al 256.79 and 257.50 nm measurements. The nonlinear fitting routine produced a high-quality fit, as demonstrated by the R 2 goodness-of-fit metric of 0.993. However, there are differences between the fit and the data, most notably at the line peaks. Additional fitting inaccuracies occur due to the presence of an unresolved line due to the fine structure splitting of the upper state. While it is possible to include the unresolved line in the fitting model, this would require significant bounding of fit parameters to achieve a reasonable result. Rather, we evaluate the uncertainty associated by not including the unresolved line in the fitting model. Not including this line results in an uncertainty in the estimation of the integrated line intensity that will not be encapsulated by the fitting CI.
Before proceeding, a brief discussion and numeric comparison fitting uncertainties to the redistribution uncertainty for the Al 256.79 and 257.50 nm lines is presented. After line profile fitting, the uncertainty redistribution was applied according to Eq. 6. Tabulated differences between the fit and measurement integrals (s int ) were used in conjunction with weights for each line calculated from Eqs. 4 and 5. Table I contains these results for the fit shown in Fig. 2 . The uncertainty in the fitted area as calculated by the fitting routine is termed s fit and represents 1s uncertainty or 68% CI. 17 The uncertainty after applying the redistribution method using the indicated weights in the fourth column of Table I is s. The A Num term refers to the integral of each line determined following numeric integration using Gauss-Chebyshev quadrature. 18 Numeric integration of the fitted line profile is used for consistency since numeric integration is used to find the integral of the measurement. Integrals are calculated relative to the offset. The same nonlinear fit is applied to find both s fit and s. The redistribution uncertainty analysis is a post-processing analysis step.
The s fit uncertainty calculated as a part of the fitting routine is small in relation to the integrated line profiles, with values < 0.01% of those inferred from the fit. While the fit is of a comparatively high quality, it is unrealistic to expect parameter uncertainties of < 0.01%. Such a small value is likely due to the selection of the parameter tolerance of 10 -8
. The redistribution uncertainties, calculated from the same nonlinear fit, are 7.4% and 5.6% for the 256.79 and 257.50 nm lines, respectively, which are adequate descriptions of fitting uncertainties and are more useful for descriptions of subsequent analysis. The larger uncertainties also indicate that although a fit may be appear to be excellent by visual inspection, further investigation with the redistribution uncertainty analysis reveals more substantial uncertainty. Figure 3 shows the numerically Fig. 3 mirror each other well and show the uncertainties to be in the 4-8% range for all lines. The range of integrated line intensities presented in Fig. 3 represents a statistically significant spread of values and raises the question of which of the 60 laser shots to use of analysis. Of course, one could simply take the average and perform analysis, which is a common practice in LIBS. However, when only a single shot is available, such as in-depth profiling in geochemical applications or in forensics of biological tissues with limited amount of sample material, one needs to quantify the single-shot uncertainty.
As an example, we consider the two Al doublets. In principle, one can use uncertainties with standard error propagation methods to make calculations from the spectra. 12 For instance, when using Boltzmann plots to determine plasma temperature, one could use a weighted linear least squares fitting to account for line profile and atomic data uncertainties. Standard error propagation procedures can also be applied to determine individual contributions of the plasma temperature, integrated line profile, and atomic data to the total uncertainty in a calculation of relative ground state populations according to Eq. 1. We attempted to perform such an analysis using the two Al doublets; however analysis of the average of all 60 spectra showed that self-absorption of the both Al doublets was present. The averaged Al spectra are depicted in Fig. 4 by the central dip in the 396.15 nm line and the flattening one the blue side of the 257.50 nm line. The dashed lines indicate the line centers. Any plasma temperature that would have been determined would have been subject to significant error.
It is likely that each of the fitted 60 line profiles experience self-absorption due to the ground state interaction of the two Al doublets. Given the single-shot characteristic of the measurements, the absorption characteristics of the Al 256.79, 257.50, and 394.40 nm line shapes were not obvious under visual inspection. When the integrated intensity of the Al lines was greatest (as in shot 12) the Al 396.15 nm line showed evidence of a central dip while shots corresponding to the weaker line integral intensities showed similar line shape characteristics as the three other Al lines. Under the influence of self-absorption, the line profile distorts from a Lorentzian line shape and in moderate cases, peak flattening may not be noticeable. The distortion represents a deviation between the measurement and fit model. This difference was encapsulated by the uncertainty evaluation for the single-shot spectra, where the self-absorption could be considered moderate. Taking the average over all 60 spectra magnified the effect of the self-absorption. It should be noted that often times researchers will automatically exclude lines prone to selfabsorption from analysis, such those with ground state interactions, given the complications these lines cause in LIBS analysis. Quantification of self-absorption uncertainty, in this case, is interesting and if one were to carry out the analyses mentioned above in a time resolved study, one could envision assigning the uncertainty due to self-absorption throughout the analysis.
The major advantages of the proposed method are the ease with which it is applied and the number of cases it can be applied. The only assumptions that have been made are a sum of single peak spectral line profiles adequately models multipeaked spectra and the uncertainties follow normal distributions. Other works have addressed detailed statistical uncertainty assessments of line profile fitting parameters in which descriptions of the spectral components (line shape, instrument function, and noise distribution) are accounted for with single line profiles. [19] [20] [21] [22] These implementations assume a specific fitting model and assess the fitting uncertainty within the so-called Cramér-Rao framework for estimators, which gives the minimum uncertainty for a set of fitting parameters and provides a model dependent way for estimating parameter covariance. 23 The mentioned references made use of properties of this formalism to develop analytical expressions for the parameter uncertainties in terms of fitted parameter values.
The proposed method assesses the uncertainty of the spectrum fit relative to a model. No assumption of the type of line profile or any physical form of the offset has been specified. Rather, the uncertainty inherently accounts for poor choice of the line shape and offset model. Misapplication of the method would produce meaningless uncertainty. For example, the omission of any well resolved line will increase the difference between the integrals of the fit and the spectrum. As such, it is advisable to fit as many lines within a desired spectral range as possible. The proposed method does not seek to deter those who wish to pursue complete statistical descriptions of a multiple line profile fit. Instead, this method is a simple analysis to track integrated line profile uncertainties to preserve rigor in the reporting of uncertainties following quantitative LIBS analysis, especially for single-shot experimental configurations.
Conclusion
A method of inferring uncertainties of integrated intensities in multipeak fitting problems was presented. The absolute difference between the integrals of a measured spectrum and the corresponding fit defines the total uncertainty. The uncertainty is redistributed to determine the uncertainty in the integrated intensities of individual profiles contained in a multilined spectrum. A weighting parameter, defined as the absolute difference over the line kernel, controls the redistribution. This method was demonstrated on a single shot LIBS spectrum of an Al alloy sample. This analysis showed that a 95% CI calculation from the fitting routine was an insufficient method for describing the uncertainty of an integrated line profile. After analysis of 60 single-shot spectra of two Al doublets in an Al alloy 7050 sample, the uncertainty accounting showed the ability to account for uncertainties due to line profile distortions due to self-absorption. In the case of moderate self-absorption where line distortions may not be immediately noticeable, such an uncertainty accounting would be rather useful and showed the ability to account for the statistical influence of using a non-self-absorbed line profile for a selfabsorbed measurement. Application of the method allows for the researcher to delineate between competing sources of uncertainty and helps to ground interpretation of results in the physical description of a problem.
