ABSTRACT Using free-space optics (FSO) in the mobile fronthaul/backhaul networks is a promising solution that can potentially enhance the capacity of mobile networks. The main challenge of establishing FSO-based fronthaul/backhaul networks is the dynamic feature of the networks, i.e., the fragile links under adverse weather conditions and the dynamic traffic demands among small cells. Topology reconfiguration is proposed to dynamically rearrange the FSO links. In this paper, two types of network reconfigurations are investigated, in which the proactive network reconfiguration is to proactively optimize the topology of the FSO-based fronthaul/backhaul networks for each specific time period based on the statistics of the network, and the reactive reconfiguration is to actively adjust the topology when traffic demands and link states are changed. The proactive network reconfiguration is formulated as a mixed integer nonlinear programming (MINLP) problem, which jointly optimizes the network throughput and power consumption of the FSObased fronthaul/backhaul networks. A greedy algorithm is proposed to derive the solution of the proposed problem. After the network topology having been reconfigured by solving the MINLP problem, two reactive reconfiguration algorithms are designed to optimally adjust the network topology once a link failure and demand explosion occur, respectively, to further enhance the network throughput and reduce the power consumption. The performance of the algorithms is demonstrated via extensive simulations.
I. INTRODUCTION
In 5G+ wireless networks, applying networked flying platforms (NFPs), such as unmanned aerial vehicles (UAV), drones and unmanned balloons, as wireless fronthaul/ backhaul networks is a promising approach to enhance the network coverage and area capacity through microwave radio links and free space optics (FSO) links [1] . Microwave radio links incur the restricted data rate, severe interference, and insecure problems [2] . As compared to microwave radio, FSO has the advantages of higher data rate, longer transmission range, and less interference. It has been demonstrated that FSO can achieve 1.72 terabit per second data rate across a distance of 10.45km [3] . Thus, FSO can be considered as an alternative solution for microwave radio communications in the future. Fig.1 shows the FSO-based mobile fronthaul/backhaul framework, where NFPs are applied as a relay platform to assist the communications of ground small cells (SCs). Specifically, each SC is connected to a dedicated NFP. NFPs are considered as the FSO-based relay platform which can connect the mobile core network to the related ground SCs. Applying FSO in mobile access networks can significantly increase the capacity of ground SCs, thus preventing traffic congestion in hotspot areas, such as stadiums, conference center, railway stations, etc. In addition, NFPs can be employed in remote areas, where optical fibers or copper cables are infeasible to be deployed (thus base stations unable to communicate with the mobile core). That is, the NFPs can be deployed in the remote areas to help users (in the remote areas) deliver traffic by applying FSO networks [4] .
Although applying FSO to deliver traffic to ground SCs via NFPs is a promising solution for 5G+ wireless networks, challenges still exist. First, FSO links are sensitive to the weather conditions, i.e., adverse weather conditions (such as clouds, snow and fog) may obscure FSO links, thus significantly increasing the bit error rate (BER) and link congestion probability [5] , [6] . Second, the payload of each NFP is limited, i.e., an NFP can be equipped with a limited number of FSO transceivers, thus restricting the number of connections. Third, NFPs are powered by their portable batteries, and thus the power consumption is an important criterion for the NFP-based relay platform [7] . Fourth, the traffic demands of ground SCs exhibit spatial and temporal dynamics [8] , and thus NFPs may need to reconfigure their connections (i.e., reconfigure the topology of the NFP-based relay network) in order to satisfy the traffic demands of the SCs. However, frequently reconfiguring the network topology may increase the control cost, BER, and transmission delay [9] .
In our previous work [10] , we have studied the network topology formation problem for static networks during a period. In this paper, we address the network topology reconfiguration problem not only for the static network scenarios but also for the dynamic network scenarios (where link failures or traffic demand explosions may occur over time). In this network topology reconfiguration problem, we jointly consider power and payload constraints of NFPs, FSO link characteristics, and dynamic traffic demands among SCs. To best of our knowledge, we are the first to address this problem. Our proposed network topology reconfiguration solution comprises two parts. First, the proactive network topology reconfiguration is proposed, which proactively adjusts network topology based on the given average traffic demands and link states during every period (the traffic demands and link states are assumed to be fixed during the time period). Second, based on the established network topology (which are obtained by the proactive network topology reconfiguration), the reactive network topology reconfiguration is designed to actively optimize the network topology when certain events (i.e., a link failure or traffic demand explosion) occur.
The contributions of our paper are summarized as follows. First, in a static situation (i.e., the traffic demands and link states are assumed to be fixed during a time period), we formulate the proactive network topology reconfiguration as a multi-criteria optimization problem, and solve it based on Pareto-optimal theory. Second, we propose a greedy algorithm to solve the problem for a large-scale network scenario. Third, in a dynamic environment (i.e., the traffic demands and link states changes), two reactive network topology reconfiguration algorithms, i.e., reactive reconfiguration for link failures and reactive reconfiguration for traffic demand explosion, are designed to improve the network performance by rearranging FSO links. Finally, we demonstrate the performance of the proposed algorithms via extensive simulations.
The rest of the paper is organized as follows. Related works are reviewed in Section II. Section III introduces the link model and network model. Section IV proposes the multicriteria topology optimization model in the static situation and investigates the Pareto-optimal solution. In Section V, the heuristic algorithm GMB is presented and analyzed. In Section VI, two reactive topology algorithms, are investigated for a dynamic situation. In Section VII, simulation results are presented. Section VIII concludes the paper.
II. RELATED WORKS
Wired and wireless fronthaul/backhaul networks have their own pros and cons [11] . We have investigated approaches to improve the performance of the optical fronthaul networks in terms of network capacity and resource utilization in our previous works [12] , [13] . In adverse circumstances, wireless fronthaul/backhaul networks are considered as alternatives for wired fronthaul/backhaul networks owing to its advantages of easy-to-deploy and cost-effective [14] . Network topology configuration for wireless fronthaul/backhaul networks has been widely investigated to improve the performance of the network. Bor-Yaliniz and Yanikomeroglu [15] studied a novel framework of heterogeneous networks, where the operations and management of drone-Base Stations (BSs) were discussed. Chandrasekharan et al. [16] applied NFPs as aerial backhaul hubs and investigated the association problem of the NFPs and small cells. Since FSO communications can provide a high data rate and interference-free communications, FSO-based fronthaul/ backhaul framework has drawn much attention to enhance the network capacity. Alzenad et al. [17] proposed a vertical backhaul/fronthaul framework, where NFPs transmit traffic between the SCs and the core network through FSO links.
Due to the fragile feature of FSO links, FSO networks present many challenges in achieving reliable communications [18] . To improve the reliability, a bootstrapping algorithm was proposed to produce a degree constrained spanning tree with high algebraic connectivity [19] . For large-scale network topology management, proactive algorithms and reactive algorithms have been studied for topology discovery and link selection [18] . However, the dynamic traffic demands among SCs are not considered in the mentioned literatures when they tried to establish links among FSO nodes. By considering the spatial dynamics of traffic demands among small cells, Llorca et al. [20] proposed a network topology reconfiguration algorithm to balance the traffic loads among the small cells and reduce the network delay.
Power consumption is also a key factor to affect network performance of FSO-based fronthaul/backhaul networks. In free space, the NFPs are powered by batteries, and thus the energy of NFPs are limited. Kalantari et al. [21] proposed to decrease movements of drone-BSs to reduce the energy consumption of drone-BSs, thus prolonging the lifetime of the drone-BSs. Desai and Milner [22] tried to find the optimal drone placement while ensuring the surveillance of all the targets by jointly considering the energy consumption VOLUME 6, 2018 of drones. Different from the existing works, we investigate network topology reconfiguration algorithms by jointly considering FSO link status and the power consumption of NFPs.
III. SYSTEM MODEL
The FSO-based fronthaul/backhaul framework in 5G+ wireless network is as shown in Fig. 1 . A number of NFPs and FSO links constitute a relay network that connects SCs networks to the FSO gateway. Here, we assume that each SC can communicate with each other based on NFPs. We consider N NFPs hovering in the space, and the FSO transceivers are installed on NFPs. Denote N as the set of NFPs, and i and j are used to index these NFPs.
A. FSO SIGNAL ATTENUATION
In FSO communications, traffic is carried by a laser beam between two FSO transceivers. Denote l ij as the FSO link from NFP i to NFP j. Note that the FSO links are full duplex with symmetric capacity and link reliability.The laser beams are attenuated due to path loss and atmospheric turbulence during propagation. The path loss between NFP i and NFP j can be calculated as [23] :
where λ is the wavelength of the laser beam, d ij is the distance between the transmitter on NFP i and the receiver on NFP j, P R ij and P T ij are the optical power of receiver and transmitter, respectively. n T ij and n R ij are the efficiency of the FSO transmitter and the FSO receiver, respectively. G T ij and G R ij are the telescope gain of the FSO transmitter and the FSO receiver, respectively, and h ij is the FSO channel state, which is derived based on the atmospheric attenuation, the atmospheric turbulence and pointing errors [9] .
We assume that FSO receiver can successfully receive the information as long as the received optical power, denoted as P R ij , meets P 0 P R ij , where P 0 is the power threshold. Thus, the transmission power P T ij should satisfy Eq. (2) to establish a link between NFP i and NFP j.
In free space, due to path loss, a larger distance d ij between the NFP i and NFP j causes a higher transmission power to keep the link connecting.
B. LINK RELIABILITY
In free space, the FSO link performance is degraded by turbulent atmospheric conditions, and thus mitigating the impact of turbulent atmospheric is critical.
If each NFP is equipped with the automatic tracking system, pointing errors are not taken into account, and thus the probability density function of the received signal intensity (I ) follows the log-normal model [24] in the weak turbulence scenario, i.e.,
here, I 0 is the received average intensity without turbulence, and X ≈ 0.30545(2/)7/6 C2 nd11/6, where C 2 n is the index of refraction structure parameter.
The link reliability of link l ij is defined as the cumulative probability of received signal intensity I exceeding the threshold Ith [8] , i.e.,
To mitigate the impact of turbulent atmospheric, the links with high reliability will be selected to transmit traffic. The reliability of link γ ij is used to be the weight of link l ij , i.e.,
where γ th is defined as the threshold of reliability. We assume that only the links that meet γ ij γ th can be chosen to relay traffic.
C. NETWORK MODEL
As we mentioned previously, an NFP can be equipped a limited number of FSO transceivers. Here, the node degree of an NFP refers to the maximum number of FSO links of an NFP could have simultaneously. For example, if the degree of every NFP equals to three, as shown in Fig. 2 , NFP j cannot connect with NFP m anymore when it has already connected to NFP i, n, and k, where i, j, k, m, n, and p are NFPs in N . Denote b ij as the indicator function to imply link l ij is activated (i.e., b ij = 1) or not (i.e., b ij = 0). Assume that all the NFPs have the same maximum number of FSO links, which is denoted as th . For NFP i, we have,
Moreover, assume that each transmitter sends a laser beams with the same divergence angle θ . The angle between every two links (in terms of laser beams) from the same NFP should be larger than the divergence angle θ , in order to avoid the interference between two adjacent links. For instance, as shown in Fig. 2 , denote α <ij,ip> as the angle between link l ij and link l ip , and thus we have α <ij,ip> θ . Therefore, for any three NFPs, we have,
Denote the traffic from source NFP s to destination NFP d as f sd , and let the traffic flow f sd passing through link l ij be f sd ij . The aggregated flow on each FSO link should not exceed its link capacity, i.e.,
where R ij is the effective capacity of link l ij and E is the duration of a time slot. Note that value of R ij depends on the value of w ij (which is the weight of link l ij defined in Eq. (5)), i.e., R ij = R 0 ąďw ij , where R 0 is the normalized capacity of the FSO link [23] . Assume that multipath routing is applied, and so the traffic flow can be split into multiple subflows. Then, the flow conservation is described as
Denote the traffic demand between an NFP pair (
IV. MULTIOBJECTIVE OPTIMIZATION MODEL
NFPs are powered by their portable batteries, thus unable to serve SCs continuously. Here, we aim to optimize the network topology of the FSO-based relay platform (i.e., find the optimal value of B = {b ij |i, j ∈ N }) such that network cost is minimized and the network throughput is maximized. Note that the network cost is considered as the total transmission power of FSO transmitters in the FSO-based relay platform, i.e., C = i j c ij b ij ,where c ij = P R ij ; meanwhile, the network throughput T can be depicted as T = s d f sd .
A. PROBLEM FORMULATION
The proactive network reconfiguration problem is formulated as a multi-criteria optimization problem, which simultaneously optimize the network cost and throughput by adjusting the network topology (i.e., varying the value of b ij ) in each time slot. The problem is formulated as P1 : minimize C maximize T s.t. : Constraints (5), (6), (7), (8), (9), and (10).
Lemma 1: Problem P1 is NP-hard. Proof: We first relax the binary variable b ij to be the continuous variable, i.e., 0 ≤ b ij ≤ 1. Thus, Constraint (7) can be transformed into:
where
. Consider the case that if we only try to maximize the network throughput without minimizing the network cost and we assume that the maximum network cost is C 0 . Then P1 can be transformed into:
Constraints (5), (6), (8), (9), (10) and (11),
Assume that the link reliability threshold γ th → 0, the maximum number of laser beams th → +∞, and thus Constraint (5) and (6) are always satisfied. Meanwhile, suppose that the divergence angle of laser beams θ → 0 o , and thus constraint (11) always holds. Therefore, P1-I can be transformed into:
Constraints (8), (9), and (10),
Suppose that there is only one source node s (s ∈ N ) trying to transmit traffic to destination node d (d ∈ N ), and the traffic demand of the node pair is D sd . Assume that D sd → +∞, and so Constraint (10) always holds. Assume that there are only two hops from s to d, i.e., s → k, and k → d, where k ∈ N \{s, d}. Thus, Constraint (8) can be converted into f sd sk = b sk R sk E and f sd kd = b kd R kd E (which indicate that traffic loads of the two links reach their link capacities). Also, Constraint (9) can be converted into k∈N \{s,d} f sd sk = k∈N \{s,d} f sd kd . We suppose that the link capacities R sk = R kd , k ∈ N \{s, d}. Then, P1-II can be transformed into P1-III:
b sk ∈ {0, 1}, ∀k ∈ \{s, d}. VOLUME 6, 2018 P1-III is equal to a 0-1 knapsack problem, where link l sk (where k ∈ N \{s, d}) is considered as item k, R sk E is considered as value of item k, (c sk + c kd ) is considered as the weight of item k, the maximum network cost C 0 is considered as the capacity of the knapsack, and b sk indicates whether item k should be put into the knapsack (b sk = 1) or not (b sk = 0). Note that the 0-1 knapsack problem is a wellknown NP-hard problem [25] , [26] . Hence, the 0-1 knapsack problem is reducible to P1, and thus P1 is NP-hard.
To solve problem P1, we transform the MINLP problem into the mixed integer linear program (MILP) by defining a new variable t (5), (6), (8), (9), (10) , and (12),
Note that, different from P1, P2 is a MILP problem, which is much easier to be solved.
B. PARETO-OPTIMAL SOLUTION
The proposed proactive network reconfiguration problem has two conflicting objectives, i.e., minimizing the network cost and maximizing the network throughput. That is, there is a tradeoff between minimizing the network cost and maximizing the network throughput. Here, we try to transform the bi-objective problem into a single objective optimization problem by moving the first objective (i.e., C= i j c ij b ij ) into the constraint, which describes as
By varying C th from 0 to C max , we can maximize the network throughput while satisfying each network cost C th . Thus, P2 can be transformed into
P3 :
maximize T s.t. : Constraints (5), (6) , (8), (9), (10), (12) , and (13), In order to find the optimal solution of P3, we try to obtain the weak Pareto optimal solution [27] , i.e., a solution for which there is no possible alternative solution to improve the two objectives simultaneously. Based on the weakly and strictly efficient solutions [27] , we provide Definition 1.
Definition 1: Denote x * as a feasible solution of P3 and (C * , T * ) are the related objective values. Then, x * is called the weak Pareto optimal of P3 iff there is no other feasible solution x(x = x * ), whose objective values (denoted as (C, T )) satisfy C < C * and T > T * simultaneously. Accordingly, (C * , T * ) is called the weak Pareto-optimal point of P3.
Lemma 2: If x * is the weak Pareto optimal of P3, it is the optimal solution of the original problem P1.
Proof: Suppose x 0 is a feasible solution of P1, and its objective pair (C 0 , T 0 ), and C 0 < C * , T 0 > T * . Since x * is a weak Pareto optimal solution, for all the network cost less than C * , the maximization network throughout is not more than T * . Thus, if C 0 < C * , then the network throughout T 0 will not be more than T * , i.e., T 0 ≤ T * . This indicates that it is contradictory between T 0 > T * and T 0 ≤ T * . Therefore, it is a contradictory conclusion that there exist x 0 and the objective pair C 0 < C * , T 0 > T * . In summary, when x * is weak Pareto optimal solution, it is the optimal solution for problem P1.
By varying the network cost threshold C th from 0 to C max , we can obtain the related T . Note that, when the network cost is 0, i.e., there is no active link in the network, the throughput is T = 0. The throughput-network cost curve is illustrated in Fig. 3 , when network cost exceeds C s , the network throughout remains as T s . Based on the Pareto optimal theory, we can deduce that the saturation point (C s , T s ) is the weak Paretooptimal point.
V. HEURISTIC PROACTIVE RECONFIGURATION
P1 is an NP-hard problem, and thus we propose a heuristic algorithm to efficiently solve this problem. The basic idea of the proposed heuristic algorithm is to decompose the problem into two sub-problems. First, we propose a greedy matching based (GMB) algorithm to select the active links in order to build the optimal network topology of the FSO-based relay platform in a time period. Second, based on the derived network topology, we derive the flow route scheme based on the traditional augmenting-path approach in max-flow algorithm [28] .
A. GREEDY MATCHING BASED ALGORITHM
Given the traffic demands, the GMB algorithm is to select active links by jointly optimizing the network throughput and network cost. GMB is designed based on the Blossom algorithm, which is to maximum the matching of general graphs [29] , [30] . At each stage, GMB updates the active link set M by computing an extended path. We define a utility function to evaluate the selected extended paths. The utility function is depicted as
where D sd is the traffic demand between NFP s and NFP d, h sd is the minimum number of hops between NFP sandd in the current topology, i j b ij c ij indicates the whole network cost (in terms of power consumption). Accordingly, the difference of the utility function between the current topology and the topology modified by selecting an extended path can be derived as:
Proposition 1: Assume that the number of transceivers equipped by each NFP is same, and the traffic demands between each two NFPs are equal. For a network topology, when all the NFP pairs (s, d) have the minimum number of hops between NFPs s and d, the network throughput can be maximized.
Proof: Denote traffic between NFP s and NFP d as f sd , and h sd is the minimum number of hops between NFP sandd. Assume that the number of the NFPs in the whole network is N . The average hop distance of all the NFP pairs in the network is computed by (16) [31] ,
The network capacity is calculated as follow:
Substituting Eq. (16) into Eq. (17), the network capacity can be derived as
Assume that each NFP has the same degree , and all the link capacity is depicted as r. Then, the maximum capacity of this topology can be denoted as N r. Thus, we have Select one of the inactive links randomly 3: Update the set of active links M . 4: end while 5: for node degree i < th do 6: Find path L based on algorithm 2 7: Compute w, u
8:
if w > u then 9: update M 10: end if 11: if there is an extend path then 12: Turn to (6), find extend path 13: end if 14: if there is no extend path then 15: Find the optimal topology 16: end if 17 (15)) to see whether the selected path is able to improve the network performance (i.e., u > 0) or not (i.e., u ≤ 0). That is, if u > 0, the selected path can be add to the active link set M ; otherwise, the selected path will not be adopted. The iteration terminates if no extend path can be found to improve network performance. The active link set M will be used to establish the topology of the FSO-based relay platform. The procedure of GMB is summarized in Algorithm 1.
To find the active link set M and construct the optimal network topology. GMB mainly consists of two phases, i.e., finding the degree constrained extended paths to select the active links and evaluating the selected links whether they can update the network topology.
In the first phase, the process of obtaining degree constrained extended paths is summarized in Algorithm 2, which is similar with the process of finding the augmented path by applying Hungary algorithm [29] , where the augmented path comprises a number of alternating inactive and active links and begins and ends with inactive links. The extended paths start from an inactive link, traverse the graph by alternating between the active links and inactive links, finally, end up Extended-path (i) 3: Find NFP j (b ij = 1) 4: if NFP j (0 < j < th ) then 5: find k (b jk = 1) 6: if NFP k k = th then 7: Return to (3) 8: end if 9: if NFP k k < th then 10: if θ <jk,km> ≥ θ th (b km = 1) then 11: NFP p ( p < th &b kp = 1) 12: if {p} = ∅ then 13: if p = i then 14: Extended-path (k) 15: end if 16: if p = i then 17: Contract a blossom 18: k = j, turn to (4) 19:
end if 20: end if 21: end if 22: end if 23: end if 24 : end while 25: if extend-path=true then 26: Find the extended path 27: end if with another inactive link. To ensure active links not violating the node degree constraint (i.e., Eq. (7)), GMB evaluates the degree of the two NFPs of an active link. As mentioned previously, the node degree is set to be = 3, and thus both NFP cannot connect more than three NFPs. Note that if an extended path ends up at the NFP that is already in the extended path, it causes a cycle. When the cycle is oddlength, it is named as a blossom [29] . The odd-length cycle (i.e., the blossom) is generally hard to determine the ended link of the extended path. To extend the path, a blossom should be contracted and considered as an NFP. As shown in Fig. 4 , if the extended path from NFP 0, traverses NFP 2, 3, 4, 5, 6 and ends up at NFP 2, it causes an odd-length cycle (i.e., 2-3-4-5-6-2), which is a blossom. For this blossom, we contract it and consider it as NFP 2, then extends reversely from 2, traverses 6, 5, 4, 3, and finds NFP 7. Finally, the extended path 0-1-2-6-5-4-3-7 is found.
Once an extended path has been found, we evaluate the extended path based on Eq. (15) in the second phase. First, we modify the network topology by connecting the inactive links and interrupting the active links along the extended path. Second, the network topology is changed into a new topology. We calculate the difference of the utility function u, Find an augmenting path 8: Calculate the max-flow f ij for D ij
9:
T = T + f ij 10: end for if u > u, it means the extended path can improve the network performance. Otherwise (i.e., if u ≤ u), we will turn to the first phase by finding another extended path. The iteration continues until no extended path can improve the network performance.
B. FLOW ROUTING FOR CONSTRUCTED TOPOLOGY
After the optimal topology is calculated based on GMB, we employ the max-flow algorithm and greedily compute the traffic demand of each flow (i.e., f sd ij ). First, we rank the traffic demands according to the descending order. For the maximum traffic demand, the maximum flow is found by picking an augmenting-path based on the max-flow algorithm [32] . The augmenting-path comprises a number of alternating inactive and active links, begins and ends with inactive links. Second, the residual capacity of each FSO links is calculated. The iteration continues until there is no augmenting-path can be found. At last, the process can satisfy the maximum traffic demand for the finite network capacity. In other words, the throughput of the network is maximized applying the derived network topology. The procedure is summarized in Algorithm 3.
VI. REACTIVE RECONFIGURATIONS
Due to the spatial and temporal dynamics of traffic demands and atmospheric attenuation in the free space environment, if node degree of neighbors < th then 4: Connect one vertex to the neighbor of the other NFPs 5: Compute u based on equation (14) 6:
Find the maximum u 7:
Return M rec 8: end if 9: if node degree of neighbors = th then 10: Find link l ik with the minimum cost-capacity ratio 11: Connect l ik 12: Find the maximum µ kg with NFP k 13: if µ ik < µ kg then 14: Connect link l ik , interrupt link l kg 15: Return M rec 16: end if 17: if µ ik ≥ µ kg then 18: Return to (10) 19:
end if 20: end if 21: end while topology reconfigurations triggered by traffic events and link failures are investigated in this section. In addition to GMB, reactive network topology reconfiguration methods are studied to handle link failures and dynamic traffic events in the context of the FSO-based relay platform.
A. REACTIVE TOPOLOGY RECONFIGURATION FOR LINK FAILURES
In free space, the dynamics of environment leads to the variation of FSO link states. For instance, when the atmospheric turbulence increases, the reliability of link l ij varies. When the link reliability γ ij is lower than the threshold γ th , link l ij may be interrupted. In order to improve the network throughput and reduce the network cost, reactive topology reconfiguration algorithm for link failures (RTRLF) modifies the network topology by selecting the alternative links to improve the network performance.
RRFLF selects the alternative links based on node degree and the cost-capacity ratio µ ij , where µ ij = c ij /R ij . Specifically, when link l ij is interrupted, RTRLF first checks the degree of the NFP i, NFP j and the neighbor NFPs of NFP i and NFP j (i.e., the NFPs that are directly connected to NFP i and NFP j). If the degrees of neighbor NFPs (e.g., NFP k) of NFP i are small than the threshold th , RTRLF directly connects NFP j to NFP k (the neighbor NFP of NFP i) by adding link l kj . If the degrees of all the neighbor NFPs equal to th , the alternative link cannot be simply chosen. In this case, after connecting link l kj , to ensure the selected link not violating the NFPs degree constraint, all the links connected Determine whether link l sd is active 3 :
Judge the node degree of NFP s and d
5:
if node degree < th then 6: Find a neighbor NFP node degree < th
7:
Connect vertex to the neighbor NFP 8: if u > u then 9: Return M rec 10:
end if 11: end if 12: if node degree of neighbors = th then 13: Find neighbor NFPs node degree < th
14:
Connect the neighbor NFPs 15: if u > u then 16: Return M rec
17:
end if 18: end if 19: end if 20 :
Determine whether link l sd is active 22: if node degree < th then 23: Connect NFP s and d 24: end if 25: if node degree of neighbors = th then 26: Find the path from NFP s and d, compute µ of each link along this path 27: Interrupt the link l pq with the maximum µ max
28:
Connect NFP s and d 29: Find the neighbor NFPs and calculate µ 30: Interrupt l sm , l dn with the maximum µ max
31:
Connect the neighbors NFPs to the path endpoints respectively 32: Calculate the u of M rec end if 38: end while to NFP k should be evaluated. Supposed link l kq (i.e., NFP q connected to NFP k )has the maximum cost-capacity ratio, l kq is selected to be disconnected, then connect NFP q to NFP i. In short, to alternate the interrupted link l ij , link l qi and l kj are connected while link l kq is disconnected. The procedure of RTRLF is presented as algorithm 4.
B. REACTIVE TOPOLOGY RECONFIGURATION FOR TRAFFIC EVENTS
Although GMB presents the optimal network topology in a static situation, it may not always the optimal solution if traffic demands change dynamically, especially when busty traffic appears during a time slot. In other words, when the traffic demand varies dramatically, the reactive topology reconfiguration algorithm for traffic events (RTRTE) is required to modify the network topology accordingly. We denote the traffic demand D sd exceeding the threshold D th as exigency demands. When an exigency demand is detected, the reactive topology reconfiguration is triggered to modify the network topology to improve the network performance.
RTRTE selects active links to update the topology by jointly considering the cost-capacity ratio µ and node degree . If an exigency demand D sd has been detected, we try to satisfy the exigency demand by adding a new link based on the current network topology. RTRTE first determines whether link l sd is active. If link l sd already exists, we evaluate the node degree of the neighbor NFPs of NFP s and NFP d, and find the neighbor NFPs whose node degree are smaller than th . To satisfy the exigency demand, we connect NFP s (or NFP d) to the neighbor NFPs of NFP d (or NFP s). If link l sd is not exist, RTRTE links up NFP s and NFP d by adding link l sd , then adding link l sd will construct a temporary ring from NFP s to NFP d, since there is at least one path from NFP s to NFP d in current topology. Note that, in order to meet the node degree constraint of NFPs, add a new link, one link should be selected to be disconnected. The active links in the temporary ring are evaluated based on their cost-capacity ratios (i.e., µ ij = c ij /R ij ). The link with the maximum cost-capacity ratio is selected to be disconnected. RTRTE is summarized in algorithm 5.
VII. RESULRS AND ANALYSIS
In this section, we evaluate the performances of proactive reconfiguration and reactive reconfigurations in terms of network throughput and networks cost. To emulate the network environment, we consider an area of 10km × 10km, and the locations of NFPs are generated randomly based on a uniform distribution. Then, based on the NFP positions and the distances among them, the link capacity and cost can be calculated. The traffic demands in one period are generated randomly based on a normal distribution, in which the mean equals to 10 and the variance equals to 2. Other parameters are listed in Table 1 .
A. PROACTIVE RECONFIGURATION
In different network topologies, we compare the performance of GMB to GEA [33] . GEA is a topology formation algorithm for FSO networks in free space, it connects the NFPs with minimum spanning tree, and then iteratively adds links until node degree constrained is violated. We first solve the multi objective optimization problem in network with 6 NFPs and the solution is presented in Fig. 5 . We then analyze the performance in different scales of the FSO-based relay platform (i.e., 6, 8, 10, 12, 16 and 20 NFPs) . The numerical results of network cost and the network throughput are depicted in Fig. 6 and Fig.7 , respectively.
When the number of NFPs is 6, we observe that the network throughput of GMB and GEA is 90, which is close to the saturation point (0.102, 92) in Fig. 5 . Fig. 6 also shows that the network cost increases as network scale expends, and the cost of GEA is higher than that of GMB. This is because a larger scale FSO-based relay platform needs more links to ensure the network connectivity. From Fig. 7 , we can see that the throughput incurred by GMB increases when the network scale increases, whereas the throughput incurred by GEA does not significantly change when the network scale increases. This is because GMB selects the extended path which incurs the highest value of utility function u among other paths. Note that a higher value of utility function indicates a lower cost and higher throughput increment through adding the extended path in the network topology. On the other hand, GEA does not consider the network throughput when updating the network topology. Therefore, the network throughput of GEA does not increase while network cost rises.
B. REACTIVE RECONFIGURATION
Based on the proactive reconfiguration algorithm, the reactive topology reconfiguration algorithms are studied.
1) REACTIVE RECONFIGURATION FOR LINK FAILURE(RTRLF)
In free space, link reliability is affected by the atmospheric turbulence. Topology reconfiguration is triggered when link reliability is lower than the threshold. We assume that the variation of link reliability is rare, and thus the link interruption does not occur frequently. Here, the interrupted link l ij is randomly selected. We compare the performance of GMB, GMB+RTRLF, and GEA, and the results are shown in Fig. 8 and Fig.9 . Fig. 8 illustrates that when network scale expends, the network cost increases accordingly. Moreover, the network cost of RTRLF+GMB is nearly equal to GMB. This is because the reactive algorithm RTRLF modifies the topology generated by GMB when a link is interrupted. The reactive algorithm RTRLF improves the topology locally by selecting an alternative path for the failure link. As expected, the network cost of modified topology is less than that constructed by GEA. Fig. 9 shows the network throughput incurred by different methods. We can know that the throughput incurred by RTRLF+GMB is much higher than GMB and GEA. This is because, once a failure link is detected, RTRLF chooses an alternate link by calculating the minimum capacity-cost ratio and the maximum utility function u . This guarantees the modified network topology with the optimize throughput and network cost.
2) REACTIVE RECONFIGURATION FOR TRAFFIC EVENT(RTRTE)
Once an exigency demand is detected, RTRTE updates network topology to enhance the network throughput. As mentioned previously, the variation of network is not quite often, we assume that there is only one exigency demand exists during one period. Based on the traffic load, we randomly select an NFP (s, d) pair and increase its traffic demand D sd to be larger than the threshold D th . We compare the performance of GMB, GMB+RTRTE, and GEA, and the results are shown in Fig.10 and Fig. 11 .
As shown in Fig. 10 , although the network cost incurred by RTRTE+ GMB increases in big scale networks, it is still less than that incurred by GEA. Besides, the network cost incurred VOLUME 6, 2018 by RTRTE+GMB is close to GMB. This is because RTRTE adds a new path when an exigency demand D sd emerges. The alternative link is selected dependent on the degree of the source NFP and destination NFP. When link l sd is inactive and the NFPs degree are both smaller than 3, a new link can be added directly. Otherwise, a link with the maximum cost-capacity ratio is chose to interrupt to meet the node degree constraint. In this case, the network cost incurred by RTRTE+GMB is less than that incurred by GMB. Moreover, the throughput incurred by RTRTE+GMB is more than that incurred by GMB (as shown in Fig. 11 ). This indicates that RTRTE can efficiently enhance the network throughput when an exigency demand appears because RTRTE selects an alternative link with the minimum cost-capacity ratio, which can improve network throughput.
VIII. CONCLUSION
As FSO becoming an appealing low cost and high rate alternative for fibers in wireless communication systems. FSO-based fronthaul/backhaul framework presents new features in 5G+ wireless networks. In this study, proactive topology reconfiguration and reactive reconfiguration are studied in different environments. We first investigated the multicriteria optimization model to maximize the network throughput and minimize the network cost during a specific time period. The heuristic greedy algorithm GMB was proposed to derive the optimal topology for a large network scenario. When traffic demands and link states are changed during the time period, we proposed two reactive reconfiguration algorithms for link failures and demand explosion respectively to improve the network topology.
We compared the proactive reconfiguration algorithms and reactive reconfiguration algorithms in terms of network throughput and network cost for different scale FSO networks. Simulation results showed that GMB presents the optimal topology to improve the network throughput and reduce the cost. Also, the results demonstrated that the reactive algorithms RTRLF and RTRTE can improve network performance when link failures and traffic events are detected. VOLUME 6, 2018 
