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Abstract
Methods from algebraic topology are often used to relate the algebraic properties of the Riemann curvature tensor to the geometry
and topology of the underlying manifold. This paper provides a study of vector bundles over Grassmannians suitable for analyzing
the spectral geometry of the Riemann tensor. Primarily, we study bundles over Grk(m), k  3, which are sub-bundles of the trivial
bundle of rank m.
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1. Introduction
Methods of algebraic topology are often used in relating algebraic properties of the Riemann curvature tensor to
the geometry and the topology of the underlying manifold (see [4]). As the curvature tensor R of a Riemannian (or
a pseudo-Riemannian) manifold (M,g) is in general difficult to deal with, geometers study several natural operators
associated to R. We here list some of them; further details can be found in [4]. The following definitions apply to both
the Riemannian and pseudo-Riemannian settings.
• The Jacobi operator corresponding to a tangent vector x ∈ TPM is the operator J (x) :TPM → TPM satisfying:
g
(
J (x)y, z
)=R(y, x, x, z) for all y, z ∈ TPM.
The Jacobi operator plays a major role in curvature characterization of Riemannian rank-one symmetric spaces
(see [3,6]).
• Let {x, y} be an oriented, orthonormal basis for a non-degenerate plane π ⊂ TPM of dimension 2. The skew-
symmetric curvature operator associated to the oriented plane π , denoted R(π), is defined by(
R(π)z,w
)=R(x, y, z,w) for all z,w ∈ TPM;
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The 2-dimensional plane π is often required to be of specific signature (see [9,11]).
• Let ∇ be the Levi-Civita connection on TM and let ∇R be the covariant derivative of the Riemann curvature
tensor. The Szabó operator corresponding to v ∈ TPM is the operator S(v) :TPM → TPM defined by:(
S(v)x, y
)= ∇R(x, v, v, y;v) for all x, y ∈ TPM.
Szabó [8] used this operator to prove that any 2-point homogeneous Riemannian manifold is either flat or rank-one
symmetric space.
• The Jacobi operator can be generalized as follows. Let σ be a non-degenerate k-plane in TPM with orthonormal
basis {e1, . . . , ek}. The higher order Jacobi operator J (σ ) is defined by:
J (σ ) :=
k∑
i=1
g(ei, ei)J (ei).
The operator J (σ ) is well-defined, i.e. the expression on the right-hand side is independent of the choice of the
orthonormal basis. In the Riemannian setting the higher order Jacobi operator J (σ ) can be seen as the average of
the Jacobi operator over the sphere S(σ ) of unit vectors in σ :
J (σ )= k
vol S(σ )
∫
x∈S(σ )
J (x).
The higher-order Jacobi operator has been studied in the context of higher order Osserman manifolds, where the
family of operators{J (σ ) | σ ∈ Gr(r,s)(TPM)}
is of most interest. Here Gr(r,s)(TPM) denotes the Grassmannian of non-degenerate planes in TPM of signature
(r, s).
• The skew-symmetric curvature operator can also be generalized. Let σ be a non-degenerate k-plane in TPM with
orthonormal basis {e1, . . . , ek}. The higher order skew-symmetric curvature operator R(σ ) is defined by:
R(σ ) :=
k∑
i,j=1
g(ei, ei)g(ej , ej )R(ei, ej )
2.
The operator R(σ ) is well-defined, i.e. the expression on the right-hand side is independent of the choice of the
orthonormal basis. In the Riemannian setting R(σ ) can also be seen as the averaged skew-symmetric curvature
operator
R(σ )= k(k − 1)
vol Gr2(σ )
∫
π∈Gr2(σ )
R(π)2.
Here Gr2(σ ) stands for the Grassmannians of 2-planes in σ . The geometry of the higher order skew-symmetric
curvature operator is yet to be well understood.
A lot of effort has been put into understanding the geometric conditions imposed when one of the operators as-
sociated to R is assumed to have constant spectrum or constant Jordan normal form on the appropriate domain of
definition. Under such an assumption each operator induces a continuous map Ψ :X → Hom(TPM,TPM) such that
the rank of Ψ (x) is independent of the choice of x ∈ X. In particular, each operator gives rise to a vector bundle E
over X whose fibers are determined by
E|x = Im
(
Ψ (x)
)
.
When an operator associated to R is diagonalizable, it also gives rise to analogously defined “eigenbundles”.
We now present two examples to illustrate how vector bundles arise when one of these spectral assumptions is
made.
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eigenvalue structure of J (σ ) is the same for all k-dimensional subspaces σ ⊂ TPM . We now have a map
J : Grk(m) → Hom(TPM,TPM) which plays the role of the map Ψ above. In particular, we have a vector
bundle E over Grk(m) whose fibers satisfy
E|π = Im
(J (π)).
Note that this vector bundle is a sub-bundle of the trivial vector bundle 1m = Grk(m)× Rm. A similar approach
can be used in the study of the Jacobi operator J (x); this leads to a vector bundle over the projective space
RP(TPM). The situation is analogous and slightly more complicated in the pseudo-Riemannian setting, where
we restrict our attention to the Grassmannian Gr(r,s)(TPM) of planes of fixed signature (r, s).
(2) Consider the skew-symmetric curvature operator R(π) on a manifold of dimension m. Assume the manifold is
Riemannian to avoid technicalities involving the signature of the plane π . If the Jordan normal form of R(π) is
independent of the choice of 2-dimensional plane π , then we have a continuous map
R : Gr2(m)→ Hom(TPM,TPM)
such that the rank of the operator R(π) is constant over Gr2(m). Thus, we have a vector bundle E with fibers
E|π = Im(R(π)). Note that E is a sub-bundle of the trivial bundle 1m over Gr2(m). This approach can be gener-
alized to higher order skew-symmetric curvature operator.
The common theme here is vector bundles over projective spaces and, more generally, vector bundles over Grass-
mannians. While there is a fair amount of literature on vector bundles over projective spaces (see [1,4]), there is
far less literature concerning vector bundles over “higher” Grassmannians. For example, only partial results about
K˜O(Grk(m)) for k  2 have appeared (see [7]). The main goal of this paper is to provide a study of vector bundles
over Grassmannians which would be suitable for applications towards the spectral geometry of the Riemann tensor.
Further details regarding these applications can be found in [4,9], where techniques very similar to ours have been
applied to geometries of Jacobi, generalized Jacobi, and skew-symmetric curvature operators.
Vector bundles over the Grassmannian Gr2(m) have been studied in [9]. Here are the two main topological results
of that paper. In the statements that follow, as well as in the rest of the paper, γk denotes the tautological vector bundle
over Grk(m), Λi(γk) denotes the ith exterior power of γk and γ1 denotes the kth exterior power of γk . A reader
unfamiliar with these details of vector bundle theory should consult [5].
Theorem 1. Let V be a sub-bundle of the trivial bundle of rank m+ p over Gr2(m), where m 4. Let r be the rank
of V and let its total Stiefel–Whitney class w(V ) be of degree m−22 or less.
(1) There exist non-negative integers a and b such that
a + 2b r and w(V )=w(aγ1 ⊕ bγ2);
(2) If w(V )=w(aγ1 ⊕ bγ2) for some b 2 and a + 2b r , then p m;
(3) If w(V )=w(aγ1) for some 1 a  r , then
(a) r  p + a + 1,
(b) the set {m,m+ 1, . . . ,m+ p + a + 1 − r} contains a power of 2;
(4) If w(V )=w(aγ1 ⊕ γ2) for some 1 a  r − 2, then
(a) r  p + a + 2,
(b) the set {m+ 1,m+ 2, . . . ,m+ p + a + 3 − r} contains a power of 2.
Theorem 2. Let V be a vector bundle over Gr2(m),m 4 which is a sub-bundle of the trivial bundle of rank m. Let
r = rank(V ) satisfy r  m−22 . Then the possibilities for the total Stiefel–Whitney classes and the ranks of V are:
(1) We can have w(V )= 1 and arbitrary r ;
(2) We can have w(V )=w(γ2) and r = 2;
(3) If m+ 1 = 2l , then we can have w(V )=w(γ1) and r = 1;
(4) If m+ 1 = 2l , then we can have w(V )=w(2γ1) and r = 2;
(5) If m+ 1 = 2l , then we can have w(V )=w(γ1 ⊕ γ2) and r = 3;
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(7) If m= 2l , then we can have w(V )=w(γ1) and r = 2.
Remark. For an example of a bundle over Gr2(7) which satisfies case (5) of Theorem 2 see [10]. Examples of cases
(3)–(7) are not expected for higher m, but the proof presented in [9] does not specifically rule them out. This is also
the situation for Theorems 4 and 5 below.
This paper is mostly concerned with vector bundles over the Grassmannian Grk(m), k  3, which are also sub-
bundles of the trivial vector bundle of rank m. The main results of this study are the following three theorems. Note
that the assumption m  2k, which is made in two of the theorems, can be removed if we take into account that
Grk(m) ≈ Grm−k(m).
Theorem 3. Let V be a vector bundle over Grk(m). If the total Stiefel–Whitney class w(V ) is of degree m−k2 or less,
then there exists a k-tuple of non-negative integers (a1, a2, . . . , ak) such that:
w(V )=w(a1Λ1(γk)⊕ · · · ⊕ akΛk(γk)).
Theorem 4. Let V be a vector bundle over Gr3(m),m 6, which is a sub-bundle of the trivial bundle of rank m. Let
r = rank(V ) satisfy r  m−32 . Then the possibilities for the total Stiefel–Whitney classes and the ranks of V are:
(1) We can have w(V )= 1 and arbitrary r ;
(2) We can have w(V )=w(γ3) and r = 3;
(3) If m= 2l , then we can have w(V )=w(rγ1) and arbitrary r ;
(4) If m= 2l , then we can have w(V )=w(γ1 ⊕ γ3) and r = 4;
(5) If m= 2l or m+ 1 = 2l , then we can have w(V )=w(Λ2γ3) and r = 3;
(6) If m= 2l , then we can have w(V )=w(Λ2γ3) and r = 4.
Theorem 5. Let V be a vector bundle over Grk(m), k  4,m 2k which is a sub-bundle of the trivial bundle of rank
m. Let r = rank(V ) satisfy r  m−k2 . Then the possibilities for the total Stiefel–Whitney classes and the ranks of V
are:
(1) We can have w(V )= 1 and arbitrary r ;
(2) We can have w(V )=w(γk) and r = k;
(3) If m= 2l , then we can have w(V )=w(rγ1) and arbitrary r ;
(4) If m= 2l , then we can have w(V )=w(Λk−1γk) and r = k.
2. Cohomology rings of the Grassmannians
Consider the formal power series ring Z2ξ1, . . . , ξk, where the indeterminants ξi have degree i. The element
1 + ξ1 + · · ·+ ξk ∈ Z2ξ1, . . . , ξk is a unit. Thus, for all i  1 there exist polynomials w⊥i (ξ) of degree i such that the
following equation holds:
1 +w⊥1 (ξ)+w⊥2 (ξ)+ · · · =
1
1 + ξ1 + · · · + ξk . (1)
Polynomials w⊥q play a major role in the following description of H ∗(Grk(m);Z2), which appeared in the work of
Borel [2].
Theorem 6. Let the indeterminant ξi of the polynomial ring Z2[ξ1, . . . , ξk] have degree i, and let Jk,m be the ideal of
Z2[ξ1, . . . , ξk] generated by the polynomials wq⊥ for q m− k + 1. The map
Φ :Z2[ξ1, . . . , ξk]/Jk,m →H ∗
(
Grk(m);Z2
)
, determined by Φ(ξi + Jk,m)=wi(γk),
is an isomorphism of the two graded Z2-algebras.
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in a more convenient way. Our description uses the fibration πF : Flag(γk)→ Grk(m) given by the splitting principle.
Lemma 7. Let IRk,m be the ideal of the polynomial ring R(k) := Z2[x1, . . . , xk] generated by the polynomials:
pq(x1, . . . , xk)=
∑
i1+···+ik=q
x
i1
1 . . . x
ik
k , for q m− k + 1.
Let σq(x), for 1  q  k, be the qth elementary symmetric function in variables x = (x1, . . . , xk), and let Ik,m be
the ideal of the ring A(k) := Z2[σ1(x), . . . , σk(x)] generated by polynomials pq , for q m− k + 1. There exist line
bundles L1, . . . ,Lk over Flag(γk) such that:
(1) π∗F γk = L1 ⊕ · · · ⊕Lk ;
(2) The Z2-algebra H ∗(Flag(γk);Z2) is generated by elements αi :=w1(Li);
(3) The map
φR :R(k)/I
R
k,m →H ∗
(
Flag(γk);Z2
)
defined by φR
(
xi + IRk,m
)= αi
is an isomorphism;
(4) The map
φA :A(k)/Ik,m →H ∗
(
Grk(m);Z2
)
defined by φA
(
σi(x)+ Ik,m
)=wi(γk)
is an isomorphism.
Proof. Applying the splitting principle to the vector bundle γk over Grk(m) gives us line bundles L1, . . . ,Lk over
Flag(γk) such that π∗F γk = L1 ⊕ · · · ⊕Lk . Moreover, line bundles Li can be chosen so that{
α
i1
1 α
i2
2 . . . α
ik
k | ij  k − j
}
, where αi :=w1(Li), (2)
forms a basis for H ∗(Flag(γk);Z2) as a free π∗FH ∗(Grk(m);Z2)-module. By Theorem 6, elements wi(γk) gener-
ate H ∗(Grk(m);Z2) as a Z2-algebra. Since π∗Fwi(γk) = σi(α), we have that π∗FH ∗(Grk(m);Z2) is contained in
the Z2-algebra generated by {α1, . . . , αk}. Thus, the Z2-algebra H ∗(Flag(γk);Z2) is generated by {α1, . . . , αk}. In
particular, there is a surjection
ΦR :R(k)→H ∗
(
Flag(γk);Z2
)
, taking xi to αi.
We want to show the kernel of this map is the ideal IRk,m.
The algebra A(k) is isomorphic to the polynomial algebra Z2[ξ1, . . . , ξk] whose indeterminants ξi have degree i;
the isomorphism takes ith elementary symmetric function σi to the indeterminant ξi . By the theorem of Borel (see
Theorem 6), we have a surjection
ΦA :A(k)→H ∗
(
Grk(m);Z2
)
, taking σi(x) to wi(γk).
We now describe ker(ΦA). First, note that
w⊥q
(
σ1(x), . . . , σk(x)
)= pq(x); (3)
this is a consequence of the definition of polynomials w⊥q (see Eq. (1)) and
1
1 + σ1(x)+ · · · + σk(x) =
1
(1 + x1)(1 + x2) . . . (1 + xk)
=
( ∞∑
i1=0
x
i1
1
)
. . .
( ∞∑
ik=0
x
ik
k
)
=
∞∑
q=0
( ∑
i1+···+ik=q
x
i1
1 . . . x
ik
k
)
.
It now follows from the theorem of Borel that ker(ΦA) is the ideal generated by polynomials
w⊥q (σ1(x), . . . , σk(x)) = pq(x),
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ker(ΦA)= Ik,m.
Relation π∗Fwi(γk) = σi(α) implies that πF ◦ ΦA = ΦR ◦ i, where i :A(k)→ R(k) is the natural inclusion. Since
the map π∗F is injective, we now have
ker(ΦR)∩A(k)= ker(ΦA)= Ik,m. (4)
Thus ker(ΦA) ⊂ ker(ΦR). Since the polynomials pq , for q m− k + 1, belong to Ik,m = ker(ΦA), they also belong
to ker(ΦR). Consequently, IRk,m ⊂ ker(ΦR).
For the opposite inclusion, suppose P ∈ ker(ΦR). Since R(k) is a free A(k)-module with basis{
x
i1
1 . . . x
ik
k | ij  k − j
}
we may decompose
P =
∑
fi1...ik x
i1
1 . . . x
ik
k ,
where fi1...ik ∈A(k) and where the summation goes over all k-tuples (i1, . . . , ik) satisfying ij  k−j for all 1 j  k.
Recall that H ∗(Flag(γk);Z2) is a free module over π∗FH ∗(Grk(m);Z2) with basis given in Eq. (2). It follows from
ΦR
(
x
i1
1 . . . x
ik
k
)= αi11 . . . αikk ;
ΦR(fi1...ik )= π∗F
(
ΦA(fi1...ik )
) ∈ π∗FH ∗(Grk(m);Z2) (5)
that
P ∈ ker(ΦR) ⇔ fi1...ik ∈ ker(ΦR)∩A(k) ⇔ fi1...ik ∈ Ik,m,
for all coefficients fi1...ik . As elements of Ik,m, coefficients fi1,...,ik can be written as A(k)-linear combinations of
polynomials pq , for q m − k + 1. This in particular means that the polynomial P can be written as a R(k)-linear
combination of polynomials pq , for q m− k + 1. Thus ker(ΦR)⊂ IRk,m.
The proof of the last assertion is a consequence of ker(ΦA)= Ik,m. 
Remark. It follows from the proof of Lemma 7 that Ik,m = IRk,m∩A(k) and that the inclusion i :A(k)→R(k) induces
a monomorphism
I :A(k)/Ik,m →R(k)/IRk,m satisfying π∗F ◦ φA = φR ◦ I.
Therefore, the monomorphism I is in a certain sense “algebraic” version of the fibration πF : Flag(γk) → Grk(m),
while Lemma 7 can be thought of as an “algebraic version” of the splitting principle.
We now describe the action of the total Steenrod square Sq on the cohomology rings H ∗(Flag(γk);Z2) and
H ∗(Grk(m);Z2) and the corresponding ring homomorphisms of R(k)/IRk,m and A(k)/Ik,m.
Lemma 8. Let Sk :R(k)→R(k) be the unital ring homomorphism defined by xi → xi + x2i .
(1) The map Sk induces homomorphisms Sk :R(k)/IRk,m →R(k)/IRk,m and Sk :A(k)/Ik,m →A(k)/Ik,m. Moreover, if
I :A(k)/Ik,m →R(k)/IRk,m is the monomorphism induced by the inclusion i :A(k)→R(k), then Sk ◦I = I ◦Sk.
(2) The isomorphisms φR and φA of Lemma 7 satisfy the following intertwining relations
φR ◦ Sk = Sq ◦ φR and φA ◦ Sk = Sq ◦ φA.
Remark. Assertion (2) in essence says that the “algebraic version” of the total Steenrod square Sq is the homomor-
phism Sk . This homomorphism lifts to the algebras R(k) and A(k) by its construction. As the map I corresponds
to the “splitting” monomorphism π∗F , this result can be viewed as the naturality of the total Steenrod square Sq with
respect to pullbacks.
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Sq ◦ΦR(xi)= Sq(αi)= αi + α2i ,
ΦR ◦ Sk(xi)=ΦR
(
xi + x2i
)= αi + α2i .
As these relations hold for all xi , with 1 i  k, we obtain:
Sq ◦ΦR =ΦR ◦ Sk. (6)
Consequently,
Sk
(
IRk,m
)= Sk(ker(ΦR))⊂ ker(ΦR)= IRk,m.
As Ik,m = IRk,m ∩A(k) and as Sk preserves A(k), we have Sk(Ik,m)⊂ Ik,m. This proves assertion (1).
The relation φR ◦ Sk = Sq ◦ φR follows from Eq. (6) by passing to quotient. We use the naturality of Steenrod
squares and the intertwining relation π∗F ◦ φA = φR ◦ I to prove the rest of our claims. More precisely, we have:
π∗F ◦ Sq ◦ φA = Sq ◦ π∗F ◦ φA = Sq ◦ φR ◦ I = φR ◦ Sk ◦ I.
As Sk ◦ I = I ◦ Sk , we obtain
π∗F ◦ Sq ◦ φA = φR ◦ I ◦ Sk = π∗F ◦ φA ◦ Sk.
Assertion (2) now follows from the fact that π∗F is injective. 
There are two natural unital ring homomorphisms εi :R(k)→R(k − 1), which are defined by evaluation:
ε0(xi)= xi, for 1 i  k − 1, ε0(xk)= 0 and
ε1(xi)= xi, for 1 i  k − 1, ε1(xk)= 1. (7)
The evaluation map ε0 has a geometric background. Consider the natural embedding ι : Grk−1(m− 1)→ Grk(m);
it induces a homomorphism between the quotient rings A(k)/Ik,m and A(k − 1)/Ik−1,m−1. Since ι∗(γk) = γk−1 ⊕ 1,
we have ι∗(wi(γk))=wi(γk−1) for 1 i  k − 1 and ι∗(wk(γk))= 0. Consequently,
σi + Ik,m → σi + Ik−1,m−1 for 1 i  k − 1 and σk + Ik,m → 0. (8)
On the other hand, we have ε0(σi)= σi for 1 i  k−1 and ε(σk)= 0. Thus the evaluation ε0 lifts the map described
in Eq. (8). In other words, the map ε0 can be thought of as a pullback to Grk−1(m− 1).
Lemma 9. With the notation above, let p ∈R(k) have degree t .
(1) If p is coprime to xk and homogeneous, then deg(ε1(p)) = t . Furthermore, ε0(p) is homogeneous and
deg(ε0(p))= t ;
(2) The map ε1 is a bijection between the set of all homogeneous polynomials in R(k) of degree t and the collection
of all polynomials in R(k − 1) of degree at most t .
(3) We have the intertwining relations ε0 ◦ Sk = Sk−1 ◦ ε0 and ε1 ◦ Sk = Sk−1 ◦ ε0.
Proof. The proofs of the first two assertions are straightforward and will be omitted in the interests of brevity. For the
third assertion we only need to check that the maps in question agree on the generators xi . If 1 i  k − 1, the maps
clearly agree on xi . For xk we compute:
ε0 ◦ Sk(xk)= ε0
(
xk(1 + xk)
)= 0,
ε1 ◦ Sk(xk)= ε1
(
xk(1 + xk)
)= 0,
Sk−1 ◦ ε0(xk)= Sk−1(0)= 0. 
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In this section we prove a number of useful technical lemmas about the ideal Ik,m. We start by expressing its
generators pi :=∑i1+···+ik=i xi11 . . . xikk , in a more convenient way. To simplify the notation we set pi := 0, for i < 0
and
τi :=
∏
1jk,j =i
(xi + xj ), τ :=
∏
1i,jk,j =i
(xi + xj ). (9)
Note that τ is the least common multiple of polynomials τi . We use τi;j to denote the analogous elements of
Z2[x1, . . . , x̂j , . . . , xk].
Lemma 10. Let q  0 and let k  2. The following holds in Z2(x1, x2, . . . , xk):
k∑
i=1
x
q
i
τi
= pq−k+1.
In particular, if q < k − 1, then∑ki=1 xqiτi = 0.
Proof. We proceed by induction on q . Suppose first that q = 0. We must show that:∑
1ik
1
τi
= 0, i.e. 1
τ1
=
∑
2ik
1
τi
.
We prove this using induction on k. The base of induction, k = 2, is immediate. Now suppose k > 2. We have
1
(xi + xk−1)(xi + xk) =
1
xk−1 + xk
(
1
xi + xk +
1
xi + xk−1
)
, for i = k, k − 1
and thus
1
τi
= 1
xk−1 + xk
(
1
τi;k−1
+ 1
τi;k
)
, for i = k, k − 1.
In particular, we have:
1
τ1
= 1
xk−1 + xk
(
1
τ1;k
+ 1
τ1;k−1
)
.
In the first fraction, we apply the induction hypothesis to x1, . . . , xk−1; in the second fraction, we apply the induction
hypothesis to x1, . . . , xk−2, xk . We get
1
τ1
= 1
xk−1 + xk
( ∑
1ik,i =1,k
1
τi;k
+
∑
1ik,i =1,k−1
1
τi;k−1
)
= 1
xk−1 + xk
∑
2ik−2
(
1
τi;k
+ 1
τi;k−1
)
+ 1
(xk−1 + xk)τk−1;k +
1
(xk−1 + xk)τk;k−1
=
( ∑
2ik−2
1
τi
)
+ 1
τk−1
+ 1
τk
.
This establishes the case when q = 0.
We now assume that q > 0. We factor out xk to express:
pq−k+1(x1, . . . , xk)= xk · pq−k(x1, . . . , xk)+ pq−k+1(x1, . . . , xk−1).
Note that this relation holds even if q  k − 1. We use the induction hypothesis twice to compute:
I. Stavrov / Topology and its Applications 154 (2007) 2391–2411 2399pq−k+1 = xk ·
k∑
i=1
x
q−1
i
τi
+
k−1∑
i=1
x
q−1
i
τi;k
= x
q
k
τk
+
k−1∑
i=1
xk · xq−1i + xq−1i (xi + xk)
τi
=
k∑
i=1
x
q
i
τi
. 
It will be convenient to use the following notation for q  0,
Pq :=
k∑
i=1
x
q
i
τi
.
In addition, we set Pq := 0 when q < 0. We now have Pq = pq−k+1 for all integers q . The ideals Ik,m can also be
written as
Ik,m :=
∑
qm
PqA.
In the case when k = 2 we can additionally simplify the notation by setting u := x1 and v := x2. In this case
Pq = uq+vqu+v for q m. The following lemma describes the ideal I2,m explicitly; the reader is referred to [9] for the
proof. We denote by At the set of all homogeneous symmetric polynomials of degree t .
Lemma 11. Let I2,m be the ideal of A(2) generated by polynomials Pq = uq+vqu+v for q m.
(1) If t  2m− 3, then At ⊂ I2,m;
(2) If p ∈ I2,m is of degree at most m− 2, then p = 0;
(3) A polynomial p is an element of I2,m if and only if it is symmetric and every monomial uavb of (u+ v)p satisfies
max{a, b}m.
The following lemma can be used to see if the “max” condition discussed in part (3) of Lemma 11 is satisfied. The
proof can also be found in [9].
Lemma 12. Consider the polynomial (u + v)q+ε ∈ Z2[u,v]. Assume that every monomial uavb occurring in the
expansion of (u+ v)q+ε satisfies max{a, b} q . Then ε  0 and the set S := {q, q + 1, . . . , q + ε} contains a power
of 2.
The situation for the cases when k  3 is much more complicated and we are only able to give the following results.
Lemma 13. Assume k  3.
(1) If t  k(m− k)+ 1, then At ⊂ Ik,m;
(2) If q m− k, then Ik,m ∩Aq = {0}. Moreover, Ik,m ∩Am−k+1 = {0,Pm};
(3) Assume that σq1 ∈ Ik,m for some q ≤ 2(m − k). Then m q  2(m − k) and the set S := {m, . . . , q} contains a
power of 2.
Proof. Assertion (1) is a consequence of the fact that Grk(m) is of dimension k(m − k) and the fact that
Hi(Grk(m);Z2)= 0 for i  k(m− k)+ 1. Assertion (2) follows from degPν = ν − k + 1.
The proof of part (3) is rather complicated. We start by studying the polynomials
τPν =
k∑
xνi
τ
τi
, for ν m.i=1
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τPν can be thought of as the “numerator” of the generator Pν .
Consider a monomial xα11 x
α2
2 . . . x
αk
k occurring in the expansion of τPν . Since
degi
(
xνi
τ
τi
)
= ν m, degi
(
xνj
τ
τj
)
= k − 2m− 2 < ν
whenever i = j , we have the following two possibilities.
• If αi  ν, then the monomial xα11 xα22 . . . xαkk must come from the term xνi ττi , hence αi = ν;
• If α1 < ν, then the monomial xα11 xα22 . . . xαkk must come from combining the terms of the form xνj ττj for i = j ;
thus αi  k − 2.
Therefore we see that there are no monomials xα11 x
α2
2 . . . x
αk
k in the expansion of τPν (for ν  m) such that
k − 1 αi  ν − 1 for 1 i  k.
If σq1 ∈ Ik,m, then there exist polynomials fm,fm+1, . . . , fN such that
τσ
q
1 = fm · τPm + · · · + fN · τPN. (10)
Since τ,Pν and σ1 are all homogeneous, we may, without loss of generality, assume that the polynomials fi are
homogeneous. Moreover, we may assume that the degree of each summand on the right-hand side of Eq. (10) is the
same as the degree deg(τσ q1 ). We continue by studying the degrees of the polynomials fi . The degree of the left-hand
side of Eq. (10) is q + (k2). The degree of the polynomials τPi on the right-hand side is i − k + 1 + (k2). Therefore,
deg(fi)= q − i + k − 1 q −m+ k − 1. (11)
Recall that there are no monomials xα11 x
α2
2 . . . x
αk
k occurring in expansions of polynomials τPm, . . . , τPN such that
k − 1  α1  m − 1. We see from lines (10) and (11) that there are no monomials xα11 xα22 . . . xαkk in the expansion
of τσ q1 which satisfy q − m + 2k − 2  α1  m − 1. Note that by our assumption q  2(m − k) and consequently
q −m+ 2k − 2 <m− 1.
Now expand τσ q1 =
∑q+(k2)
α=0 x
α
1 Fα with x1 coprime to Fα and with
Fα = 0, for q −m+ 2k − 2 α m− 1. (12)
We can find the coefficients Fα . Let σi;1 denote the ith elementary symmetric function in x2, x3, . . . , xk . We have
τσ
q
1 =
τ
τ1
· τ1 ·
(
k∑
i=1
xi
)q
= τ
τ1
(
k∏
i=2
(x1 + xi)
)
(x1 + σ1;1)q
= τ
τ1
(
xk−11 + σ1;1xk−21 + σ2;1xk−31 + · · · + σk−1;1
)( q∑
j=0
(
q
j
)
x
j
1σ
q−j
1;1
)
,
where the binomial coefficient is taken modulo 2. We set
(
q
j
)= 0 for j < 0 or j > q , and compute:
Fα = τ
τ1
·
[(
q
α
)
σ
q−α
1;1 σk−1;1
+
(
q
α − 1
)
σ
q−α+1
1;1 σk−2;1 + · · · +
(
q
α − k + 3
)
σ
q−α+k−3
1;1 σ2;1
+
(
q
α − k + 2
)
σ
q−α+k−2
1;1 σ1;1 +
(
q
α − k + 1
)
σ
q−α+k−1
1;1
]
= τ
τ1
·
[(
q
α
)
σ
q−α
1;1 σk−1;1 +
(
q
α − 1
)
σ
q−α+1
1;1 σk−2;1
+ · · · +
(
q
)
σ
q−α+k−3
1;1 σ2;1 +
(
q + 1 )
σ
q−α+k−1
1;1
]
.α − k + 3 α − k + 2
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q
α
)
σ
q−α
1;1 σk−1;1 + · · · +
(
q
α − k + 3
)
σ
q−α+k−3
1;1 σ2;1 +
(
q + 1
α − k + 2
)
σ
q−α+k−1
1;1 = 0,
for all integers α satisfying q−m+2k−2 α m−1. As the set of elementary symmetric functions is algebraically
independent, all the binomial coefficients above must be zero. So,(
q
α
)
=
(
q
α − 1
)
= · · · =
(
q
α − k + 3
)
=
(
q + 1
α − k + 2
)
= 0
for all α satisfying q −m+ 2k − 2 α m− 1. These relations imply(
q
m− 1
)
=
(
q
m− 2
)
= · · · =
(
q
q −m+ k + 1
)
= 0.
Likewise, setting α = q −m+ 2k − 1 yields ( q+1
q−m+k+1
)= 0. Consequently, we have(
q
q −m+ k
)
=
(
q + 1
q −m+ k + 1
)
−
(
q
q −m+ k + 1
)
= 0
and (
q
m− 1
)
=
(
q
m− 2
)
= · · · =
(
q
q −m+ k
)
= 0. (13)
Now consider the expression (u+ v)q . As q −m+ k  q2 under our assumption q  2(m− k), relations (13) imply
that every monomial in the expansion of (u + v)q has an exponent which is at least m. By Lemma 12 we have that
q m and that the set S := {m, . . . , q} contains a power of 2. 
4. Proof of Theorem 3
We start with the following result, which is a consequence of the splitting principle. This proposition generalizes
a result used by Stong [10]; we will subsequently use it in a similar context. For the proof the reader is referred to
Lemma 4.3.19 in [4].
Theorem 14. Let V be a vector bundle over a space X and let t be such that wt(V ) = 0, while wi(V ) = 0 for i > t .
Then the total Steenrod square Sq satisfies:
Sq
(
wt(V )
)=wt(V )w(V ). (14)
The following result explores the algebraic side of Theorem 14 in the special case when X = Grk(m).
Lemma 15. Let V be a vector bundle over Grk(m). Let t be such that wt(V ) = 0, while wi(V ) = 0 for i > t . Let P
be a homogeneous symmetric polynomial of degree t such that φA(P + Ik,m) = wt(V ). If t  m−k2 , then P divides
Sk(P ). Moreover, the polynomial Q satisfying Sk(P ) = PQ also satisfies:
φA(Q+ Ik,m)=w(V ).
Proof. By assumption, w(V ) ∈ ⊕0it H i(Grk(m);Z2). Thus there is a polynomial Q of degree t such that
φA(Q+ Ik,m)=w(V ). We see from φA ◦ Sk = Sq ◦ φA that
φA
(
Sk(P )+ Ik,m
)= φA(PQ+ Ik,m).
Since deg(Sk(P )) = 2 deg(P ) = 2t m− k and deg(PQ) = 2t m− k, we have Sk(P )= PQ. 
Our next goal is to study those elements of P ∈ A(k) which divide Sk(P ); we are motivated by the result of
Lemma 15. An example of such a polynomial is
θi :=
∏
(xn1 + · · · + xni ).
1n1<···<nik
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λi :=
∏
1n1<···<nik
(1 + xn1 + · · · + xni ).
This example has a geometric interpretation, as seen in the following lemma.
Lemma 16. Let Λi(γk) denote the ith exterior power of the tautological k-plane bundle γk over the Grassmann
manifold Grk(m). Let P be a symmetric polynomial such that φA(P + Ik,m)=w(Λi(γk)). We then have
P ≡ λi mod Ik,m.
Proof. Consider πF : Flag(γk)→ Grk(m) of Lemma 7. We have
Λi(L1 ⊕ · · · ⊕Lk)∼=
⊕
1n1<···<nik
Ln1 ⊗ · · · ⊗Lni
and consequently
φR
(
P + IRk,m
)= π∗F (φA(P + Ik,m))=w(Λi(L1 ⊕ · · · ⊕Lk))
=
∏
1n1<···<nik
(
1 +w1(Ln1)+ · · · +w1(Lni )
)= φR(λi + IRk,m).
The lemma now follows from Ik,m = IRk,m ∩A(k). 
Corollary 17. Let A= (a1, . . . , ak) be any k-tuple of non-negative integers and let ΛA(γk) denote the direct sum
a1Λ
1(γk)⊕ · · · ⊕ akΛk(γk).
Let P be a symmetric polynomial such that φA(P + Ik,m)=w( ΛA(γk)). Then
P ≡ λA mod Ik,m,
where λA := λa11 . . . λakk . 
Theorem 18 below examines elements P ∈ A(k) such that P divides Sk(P ). The proof of the theorem is notation-
ally difficult. In order to simplify the notation we shall use the following.
Let θi;k and λi;k for 1 i  k − 1 denote the elements of R(k − 1) corresponding to elements θi and λi of R(k).
We shall also write θi;k, λi;k for the images of these elements under the inclusion R(k − 1) ⊂ R(k). It will also be
convenient to set θk;k = 1.
Theorem 18. If P ∈ A(k) is a non-zero homogeneous symmetric polynomial and if P divides the polynomial Sk(P ),
then there exists a k-tuple of non-negative integers A= (a1, . . . , ak) such that:
P = θA := θa11 . . . θakk . (15)
Proof. The proof is by induction on k. If k = 1, then there is nothing to show, as we have P = σ1 = θk. Assuming the
theorem is true for k = l − 1, we prove it for k = l. Our argument splits into two cases, depending on divisibility of P
by xk .
Case 1. The polynomial P is not divisible by xk . We start by studying the polynomial ε0(P ), where
ε0 :R(k) → R(k − 1) is the unital ring homomorphism defined in Eq. (7) of Section 2. By assumption, P divides
Sk(P ) and thus ε0(P ) divides ε0Sk(P ) = Sk−1ε0(P ); see Lemma 9. Since ε0(P ) ∈ A(k − 1) is homogeneous, non-
zero, and divides Sk−1(ε0(P )), we can apply our induction hypothesis. Hence for some (k − 1)-tuple B we have
ε0(P )= θB;k . (16)
Eq. (16), together with ε1 ◦ Sk = Sk−1 ◦ ε0, will allow us to learn the form of ε1(P ), from which we will be able to
deduce Eq. (15).
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ε1
(
Sk(P )
)= Sk−1(ε0(P ))= θB;kλB;k.
By assumption, P divides Sk(P ) and thus ε1(P ) ∈A(k−1) divides the element ε1(Sk(P )) = θB;kλB;k . The ring A(k−1)
is a UFD and the polynomials θi;k, λi;k are irreducible as elements of A(k−1). Consequently, there exist (k−1)-tuples
of non-negative integers C and D such that
ε1(P )= θC;kλD;k . (17)
We see from
λi;k = ε1
(
θi+1
θi+1;k
)
, 1 i  k − 1,
that ε1(P )= θC;kλD;k can also be written as
ε1(P )= θC;k · ε1
( θD′
θD′;k
)
= ε1
(
θC′;k ·
θD′
θD′;k
)
= ε1
(θ(C′−D′);k · θD′),
where C′ := (c1, . . . , ck−1,0) and D′ := (0, d1, . . . , dk−1). In addition, the polynomials P and θ(C′−D′);k · θD
′ have the
same degree; this follows from
deg
(
θi+1
θi+1;k
)
= deg(λi;k) and deg(P )= deg
(
ε1(P )
)= deg(θC;kλD;k).
The map ε1 is injective on the set of all homogeneous polynomials of fixed degree and we now see that
P = θ(C′−D′);k · θD
′
.
Since both P and θD′ are symmetric, so must be the rational function θ(C′−D′);k . This can only happen if both the
numerator and the denominator of the (reduced) fraction θ(C′−D′);k are symmetric. Since the polynomials θi;k do not
involve the variable xk , the numerator and the denominator of the fraction θ(C′−D′);k are symmetric if and only if
θ(C′−D′);k = 1. Thus P = θD
′
as desired.
Case 2. Suppose P is divisible by xk . Since P is symmetric, it must also be divisible by θ1. Thus there exists a
positive integer α so that P = θα1 · P ′, where the symmetric polynomial P ′ is homogeneous and coprime to xk . It
follows that
Sk(P )= θα1 λα1 · Sk(P ′).
By assumption P = θα1 · P ′ divides Sk(P ) = θα1 λα1 · Sk(P ′). As P ′ is homogeneous and the irreducible factors of
λ1 ∈ R(k) are not homogeneous, we have that P ′ and λα1 are coprime. Consequently, P ′ divides the polynomial
Sk(P
′).
The polynomial P ′ ∈ A(k − 1) is homogeneous, non-zero, coprime to xk and divides Sk(P ′). Thus by Case 1 we
have P ′ = θB for some k-tuple of non-negative integers B = (b1, . . . , bk). Therefore, settingA= (α+b1, b2, . . . , bk),
we have
P = θA. 
We are now ready to prove Theorem 3.
Proof of Theorem 3. Let Q ∈A(k) be the unique polynomial of degree at most m−k2 such that φA(Q+Ik,m)=w(V ).
Let Qt be the homogeneous component of Q of highest degree. By Lemma 15 the polynomial Qt divides the polyno-
mial Sk(Qt ) and in addition satisfies Sk(Qt ) = QtQ. By Theorem 18 there exists a k-tuple of non-negative integers
A such that Qt = θA and hence Sk(Qt ) = θAλA. The relation Sk(Qt ) = QtQ now implies Q = λA. Theorem 3 is
now an easy consequence of Corollary 17. 
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In this section we discuss an invariant used in conjunction with Stiefel–Whitney classes.
Definition 1. We say that a vector bundle V has SW-filtration d(V )= t if
w(V ) ∈
t⊕
i=0
Hi(X;Z2) but w(V ) /∈
t−1⊕
i=0
Hi(X;Z2).
In other words, d(V ) = t means that wt(V ) = 0, but wi(V ) = 0 for i > t. Many of our arguments are going to be
based upon the following properties of the SW-filtration.
Lemma 19. Let V and W be vector bundles over X and let V ⊥ and W⊥ be any vector bundles such that V ⊕V ⊥ and
W ⊕W⊥ are isomorphic to trivial vector bundles. Let T be any vector bundle over X such that w(T )= 1. We have
(1) d(T )= d(V ⊕ V ⊥)= 0;
(2) d(V ⊕W) d(V )+ d(W);
(3) d(T ⊕W)= d(V ⊥ ⊕ V ⊕W)= d(W);
(4) d(V ) rank(V );
(5) If f :X → Y is a continuous map, and if U is a vector bundle over Y , then we have d(f ∗(U)) d(U). Further-
more, if f ∗ :H ∗(Y ;Z2)→H ∗(X;Z2) is injective, then d(f ∗(U)) = d(U);
(6) If vector bundles V and W are stably equivalent, then d(V )= d(W);
(7) If w(V )=w(W), then we also have d(V ⊥)= d(W⊥).
The proofs of the properties stated above are straightforward from the axioms of Stiefel–Whitney classes and will
be omitted in the interests of brevity. We now focus on estimates for SW-filtrations of some vector bundles needed in
our study.
We start with the canonical line bundle γ1 over the projective space RPm−1 and its orthogonal complement γ⊥1 ;
the proof of the following result can be found in [9].
Lemma 20. Consider the vector bundle γ⊥1 over RPm−1. For arbitrary positive integer a, let l  0 be determined by
2l−1 < a  2l . Then
(1) d(γ⊥1 )=m− 1;
(2) d(aγ⊥1 )m− a;
(3) if m− a  d(aγ⊥1 )m− a + 1, then the set {m,d(aγ⊥1 )+ a} contains an element divisible by 2l .
We now briefly discuss vector bundles of the form αγ⊥2 ⊕ βγ⊥1 over the Grassmannian Gr2(m), where m  4.
Strictly speaking, these vector bundles are only defined up to stable equivalence class. However for our purposes this
will not be an issue; the SW-filtration of a vector bundle in which we are interested depends only on the bundle’s
stable equivalence class; see Lemma 19. The proof of the following result can also be found in [9].
Lemma 21. Consider the vector bundles γ⊥1 , γ⊥2 over Gr2(m), where m 4. We have the following:
(1) d(γ⊥2 ⊕ γ⊥2 )= 2m− 4;
(2) d(γ⊥2 )=m− 2;
(3) d(γ⊥1 )m− 2 and the set {m, . . . , d(γ⊥1 )+ 2} contains a power of 2;
(4) d(γ⊥1 ⊕ γ⊥2 )m− 3 and the set {m+ 1, . . . , d(γ⊥1 ⊕ γ⊥2 )+ 4} contains a power of 2.
As a corollary we have the following result.
Lemma 22. Consider the vector bundles γ⊥, γ⊥ over Grk(m), where m 2k.1 k
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(2) If m is a power of 2 and if k  4, then we have d(γ⊥1 ⊕ γ⊥k )m− k.
Proof. Assertion (1) is immediate from wi(γ⊥k ) = pi , where pi are the polynomials introduced in Section 2. In-
deed, the ideal Ik,m is generated by polynomials pi for i m − k + 1, making wm−k(γ⊥k ) = 0 and wi(γ⊥k ) = 0 for
i m− k + 1.
In order to show the second assertion we assume d(γ⊥1 ⊕ γ⊥k ) < m − k, and argue by contradiction. Let
ι : Gr2(m− k + 2) → Grk(m) be the embedding induced by the inclusion Rm−k+2 → Rm. We have that γ⊥1 ⊕ γ⊥2 is
stably equivalent to the pullback ι∗(γ⊥1 ⊕ γ⊥k ). Thus,
d
(
γ⊥1 ⊕ γ⊥2
)= d(ι∗(γ⊥1 ⊕ γ⊥k )) d(γ⊥1 ⊕ γ⊥k )<m− k.
On the other hand, the previous lemma implies that
m− k − 1 = (m− k + 2)− 3 d(γ⊥1 ⊕ γ⊥2 ).
Consequently, d(γ⊥1 ⊕ γ⊥2 )= m− k − 1. The previous lemma now also implies that
m− k + 3 = (m− k + 2)+ 1 = d(γ⊥1 ⊕ γ⊥2 )+ 4
is a power of 2. By our hypotheses m 2k and so m2 + 3m− k + 3m− 1. We have assumed that m is a power
of 2 and so m− k + 3 cannot be a power 2. Thus we have obtained the desired contradiction. 
In this paper we will need two additional estimates on SW-filtrations. To simplify the notation in the proofs we will
use polynomials
ρi := x1 + · · · + x̂i + · · · + xk.
We will need the following properties of the polynomials ρi .
Lemma 23. Let Pi be as defined in Section 3.
(1) We have
Pq(ρ1, . . . , ρk)=
q∑
α=0
(
q
α
)
Pq−α(x) · σ1(x)α;
(2) If k  3 and if q − 1 is a power of 2, then we have that
Pq(ρ1, . . . , ρk)=Pq(x)+Pq−1(x) · σ1(x);
(3) We have
Pq(σ1, ρ1, . . . , ρk)=
q∑
α=0
(
q
α
)
Pq−1−α(x) · σ1(x)α;
(4) If q is a power of 2, then we have that
Pq(σ1, ρ1, . . . , ρk)=Pq−1(x).
Proof. Since (xi + σ1)+ (xj + σ1)= xi + xj and since xi + σ1 = ρi , we have
τi(ρ1, . . . , ρk)= τi(x1, . . . , xk).
Therefore, Pq(ρ1, . . . , ρk) is equal to
k∑
i=0
ρ
q
i
τi
=
k∑
i=0
(xi + σ1)q
τi
=
k∑
i=0
∑q
α=0
(
q
α
)
x
q−α
i σ
α
1
τi
=
q∑
α=0
(
q
α
)
Pq−ασα1 .
This proves the first part of the lemma.
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(a + b)q = (aq−1 + bq−1)(a + b)= aq + aq−1b + abq−1 + bq,
and consequently
(
q
α
)
is even for all α /∈ {0,1, q − 1, q}. At the other hand, since k ≥ 3, Lemma 10 implies that
P0 =P1 = 0. The identity under (2) is now an immediate corollary of assertion (1).
To prove the third part of the lemma we apply the evaluation map ε0 to both sides of the identity in statement (1);
evaluation ε0 has been discussed in detail in Section 2. We obtain
Pq(ρ1;k, . . . , ρk−1;k, σ1;k)=
q∑
α=0
(
q
α
)
Pq−α−1;k · σα1;k,
where ρi;k and σ1;k are the naturally defined elements of A(k − 1). By replacing the ring A(k) by A(k + 1) we obtain
Pq(ρ1;k+1, . . . , ρk;k+1, σ1;k+1)=
q∑
α=0
(
q
α
)
Pq−α−1;k+1 · σα1;k+1, i.e.
Pq(ρ1, . . . , ρk, σ1)=
q∑
α=0
(
q
α
)
Pq−α−1 · σα1 .
Since the expression Pq(x1, . . . , xk) is symmetric in variables x1, . . . , xk , we have
Pq(ρ1, . . . , ρk, σ1)=Pq(σ1, ρ1, . . . , ρk)
and the identity under (3) follows.
The last part of the lemma is a consequence of assertion (3). We only need to observe that P−1 = 0, and that, since
q is a power of 2, the coefficient
(
q
α
)
is even unless α ∈ {0, q}. 
Lemma 24. Consider the vector bundles γ⊥1 , (Λk−1γk)⊥ over Grk(m), where k  3.
(1) If m is a power of 2, then d(γ⊥1 ⊕ (Λk−1γk)⊥)m− k;
(2) If m− 1 is a power of 2, then d((Λk−1γk)⊥)m− k + 1.
Proof. To prove the first estimate, we assume d(γ⊥1 ⊕ (Λk−1γk)⊥) < m−k and argue by contradiction. By Lemma 16
we have that
w
(
γ1 ⊕Λk−1γk
)= φA(λkλk−1 + Ik,m).
Since λkλk−1 = (1 + σ1)(1 + ρ1) · · · (1 + ρk), the following holds in the power series ring Z2x1, . . . , xk:
1
λkλk−1
= 1
1 + σ1 ·
1
1 + ρ1 · · ·
1
1 + ρk =
( ∞∑
i0=0
σ
i0
1
)
·
( ∞∑
i1=0
ρ
i1
1
)
· · ·
( ∞∑
ik=0
ρ
ik
k
)
=
∞∑
i=0
∑
i0+···+ik=i
σ
i0
1 ρ
i1
1 . . . ρ
ik
k =
∞∑
i=0
pi(σ1, ρ1, . . . , ρk).
Thus
w
(
γ⊥1 ⊕ (Λk−1γk)⊥
)= φA( k(m−k)∑
i=0
pi(σ1, ρ1, . . . , ρk)+ Ik,m
)
.
In order to have d(γ⊥1 ⊕ (Λk−1γk)⊥) < m− k, we must have
pm−k(σ1, ρ1, . . . , ρk)=Pm(σ1, ρ1, . . . , ρk) ∈ Ik,m.
Since the polynomial pm−k(σ1, ρ1, . . . , ρk) is of degree m− k and Ik,m ∩Am−k = {0} by Lemma 13, we have
Pm(σ1, ρ1, . . . , ρk)= 0.
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Pm(σ1, ρ1, . . . , ρk)=Pm−1(x)= pm−k(x).
Since pm−k is non-zero by its definition, we have reached the desired contradiction.
To prove the second estimate we assume d((Λk−1γk)⊥) < m− k + 1 and argue by contradiction. From Lemma 16
we have that
w
(
Λk−1γk
)= φA(λk−1 + Ik,m).
Since λk−1 = (1 + ρ1) . . . (1 + ρk), we have the following identities in the power series ring Z2x1, . . . , xk:
1
λk−1
= 1
1 + ρ1 · · ·
1
1 + ρk =
( ∞∑
i1=0
ρ
i1
1
)
· · ·
( ∞∑
ik=0
ρ
ik
k
)
=
∞∑
i=1
∑
i1+···+ik=i
ρ
i1
1 . . . ρ
ik
k =
∞∑
i=0
pi(ρ1, . . . , ρk).
Thus
w
(
(Λk−1γk)⊥
)= φA( k(m−k)∑
i=0
pi(ρ1, . . . , ρk)+ Ik,m
)
.
In order to have d((Λk−1γk)⊥) < m− k + 1, we must have
pm−k+1(ρ1, . . . , ρk)=Pm(ρ1, . . . , ρk) ∈ Ik,m.
Since pm−k+1(ρ1, . . . , ρk) is of degree m− k + 1 and Ik,m ∩Am−k+1 = {0,Pm} by Lemma 13, we have
Pm(ρ1, . . . , ρk)=Pm(x) or Pm(ρ1, . . . , ρk)= 0.
On the other hand, m− 1 is a power of 2 and therefore Lemma 23 yields
Pm(ρ1, . . . , ρk)=Pm(x)+Pm−1(x) · σ1(x).
Since Pm−1 · σ1 = 0, we must have Pm +Pm−1 · σ1 = 0, i.e. pm−k+1 = pm−k · σ1. Evaluating this identity at x1 = u,
x2 = v and x3 = x4 = · · · = xk = 0 produces the final contradiction since
pm−k+1 =
∑
a+b=m−k+1
uavb and
pm−k · σ1 =
( ∑
a+b=m−k
uavb
)
· (u+ v)= um−k+1 + vm−k+1. 
6. Proofs of Theorems 4 and 5
We start by studying the possible forms of the total Stiefel–Whitney class w(V ) of a vector bundle V over Grk(m)
satisfying d(V ) m−k2 .
Lemma 25. Let V be a sub-bundle of the trivial bundle 1m over Grk(m) and let r = rank(V ). Assume that k  3,
m 2k and that d(V ) m−k2 . Then there exist non-negative integers a, b, c such that
w(V )=w(aγ1 ⊕ bγk ⊕ cΛk−1γk), a + kb + kc = d(V ), and b + c ≤ 1.
Proof. It follows from Theorem 3 that there exists a k-tuple of non-negative integers A= (a1, . . . , ak) such that
w(V )=w( ΛA(γk)).
Moreover, we may assume that d(V ) =∑ki=1 (ki)ai . This is since the polynomial Q from the proof of Theorem 3
satisfies d(V )= deg(Q) = deg(λA)=∑k (k)ai.i=1 i
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ι∗γk = γ2 ⊕ 1k−2 and consequently:
ι∗
(
Λiγk
)= 2⊕
α=0
Λαγ2 ⊗Λi−α(1k−2)=
(
k − 2
i − 2
)
Λ2γ2 ⊕
(
k − 2
i − 1
)
γ2 ⊕
(
k − 2
i
)
1.
Here the binomial coefficient
(
a
b
)
is taken to be zero whenever b > a or b < 0. It follows that
ι∗ ΛA(γk)=Aγ1 ⊕Bγ2 ⊕ 1C
where
A=
k∑
i=2
ai
(
k − 2
i − 2
)
, B =
k−1∑
i=1
ai
(
k − 2
i − 1
)
, C =
k−2∑
i=1
ai
(
k − 2
i
)
, and
A+ 2B +C = rank(ι∗ ΛA(γk))= k∑
i=1
(
k
i
)
ai. (18)
We set W := ι∗V , n := m − k + 2, and p := k − 2. Thus W is a sub-bundle of the trivial bundle 1m = 1n+p
over Gr2(n). Such vector bundles have been studied in Theorem 1. To verify the conditions of Theorem 1 note that
d(W) d(V ) m−k2 = n−22 and that
w(W)= ι∗w(V )= ι∗w(ΛA(γk))=w(ι∗ΛA(γk))=w(Aγ1 ⊕Bγ2),
where A + 2B =∑ki=1 (ki)ai − C  d(V )  r. Since k − 2 < m − k + 2, i.e. p < n, part (2) of Theorem 1 implies
B  1.
Recall that B = a1 + a2
(
k−2
1
) + a3(k−22 ) + · · · + ak−2(k−2k−3) + ak−1. We have (k−2i−1) > 1 for all integers i satis-
fying 2  i  k − 2. Since B  1 we must have ai = 0 for all integers i satisfying 2  i  k − 2. In particular,
B = a1 + ak−1  1. Consequently
w(V )=w(a1γk ⊕ ak−1Λk−1γk ⊕ akγ1),
where ka1 + kak−1 + ak = d(V ) and a1 + ak−1  1. 
The following restricts possible values of the integers a, b, c which describe the total Stiefel–Whitney class w(V ).
Lemma 26. Let V be a sub-bundle of the trivial bundle 1m over Grk(m) and let r = rank(V ). Assume that k  3 and
m 2k. Furthermore, let a, b, c be non-negative integers satisfying
w(V )=w(aγ1 ⊕ bγk ⊕ cΛk−1γk), a + kb + kc = d(V ), b + c 1.
Then the following implications hold.
(1) If a  1, then r = d(V ) and m is a power of 2.
(2) If b = 1 and k  4, then a = c = 0. Moreover, if w(V )=w(γk) and k  3, then r = k.
(3) If c = 1, then a = b = 0.
Proof. Assume a  1 and set t := d(γ⊥1 ). It follows from
w
(
γ⊥1
)= φA( 11 + σ1 + Ik,m
)
= φA
( ∞∑
q=0
σ
q
1 + Ik,m
)
that σ t+11 ∈ Ik,m. We continue by proving that t + 1 2(m− k); this will allow us to apply Lemma 13.
Let V ⊥ denote the complementary bundle to V viewed as a sub-bundle of 1m. We use a  1, a + kb + kc = d(V )
and
d
(
aγ⊥ ⊕ bγ⊥ ⊕ c(Λk−1γk)⊥
)= d(V ⊥) rank(V ⊥)=m− r1 k
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t = d((aγ⊥1 ⊕ bγ⊥k ⊕ c(Λk−1γk)⊥)⊕ ((a − 1)γ1 ⊕ bγk ⊕ cΛk−1γk))
 d
(
aγ⊥1 ⊕ bγ⊥k ⊕ c(Λk−1γk)⊥
)+ d((a − 1)γ1 ⊕ bγk ⊕ cΛk−1γk)
 d(V ⊥)+ rank((a − 1)γ1 ⊕ bγk ⊕ cΛk−1γk)
 (m− r)+ (a − 1 + kb + kc)m− r + d(V )− 1.
By assumption m 2(m− k), and so t + 1m− r + d(V )m 2(m− k). We now may apply Lemma 13, which
implies that m− 1 t and that the set {m,m+ 1, . . . , t + 1} contains a power of 2. Therefore t = m− 1, r = d(V ),
and m must be a power of 2.
To prove assertion (2) we assume a  1 and argue by contradiction. By part (1), r = d(V ) and m is a power of 2.
Since b = 1 and c = 0 we have a = d(V )− k = r − k. It follows from d(aγ⊥1 ⊕ γ⊥k ) = d(V ⊥) rank(V ⊥) = m− r
that
d
(
γ⊥1 ⊕ γ⊥k
) = d((aγ⊥1 ⊕ γ⊥k )⊕ (a − 1)γ1)
 d
(
aγ⊥1 ⊕ γ⊥k
)+ d((a − 1)γ1)
 (m− r)+ (a − 1)=m− k − 1.
(19)
Since Eq. (19) implies that d(γ⊥1 ⊕ γ⊥k )m− k − 1, and since Lemma 22 implies d(γ⊥1 ⊕ γ⊥k )m− k, we obtain
a contradiction. Thus a = c = 0.
To complete the proof of part (2) we need to show that r = k whenever w(V )=w(γk). It is immediate that
r  d(V )= d(γk)= k.
On the other hand, d(γ⊥k )= d(V ⊥) rank(V ⊥)=m− r . By Lemma 22, we have that d(γ⊥k )=m−k. Consequently,
m− k m− r and r  k. Hence r = k.
The prove assertion (3) we assume a  1 and argue by contradiction. We again have that r = d(V ), that m is a
power of 2, and that a = d(V )− k = r − k. We see from d(aγ⊥1 ⊕ (Λk−1γk)⊥)= d(V ⊥) rank(V ⊥)=m− r that
d
(
γ⊥1 ⊕ (Λk−1γk)⊥
) = d((aγ⊥1 ⊕ (Λk−1γk)⊥)⊕ (a − 1)γ1)
 d
(
aγ⊥1 ⊕ (Λk−1γk)⊥
)+ d((a − 1)γ1)
 (m− r)+ (a − 1)=m− k − 1.
(20)
Since Eq. (20) implies that d(γ⊥1 ⊕ (Λk−1γk)⊥)m − k − 1, and since Lemma 24 implies d(γ⊥1 ⊕ (Λk−1γk)⊥)
m− k, we obtain a contradiction. Thus a = b = 0. 
We are now ready to prove our main results.
Proof of Theorem 4. From the work we have done so far, one of the following must hold.
(1) w(V )=w(1);
(2) w(V )=w(Λ2γ3);
(3) w(V )=w(γ3), where r = rank(V )= 3;
(4) w(V )=w(rγ1), where r = rank(V ) and where m is a power of 2;
(5) w(V )=w(aγ1 ⊕ γ3), where a  1, a + 3 = r and where m is a power of 2.
Thus to prove Theorem 4, we need to argue that a = 1 under (5) and we need to restrict the options under (2).
We first argue that a = 1 under (5). Consider the pullback along the embedding ι :RPm−3 → Gr3(m) induced by
the natural inclusion Rm−2 → Rm. Note that
ι∗(aγ1 ⊕ γ3)∼= (a + 1)γ1 ⊕ 12.
Set W := ι∗V . We have that W is a sub-bundle of the trivial bundle 1m over RPm−3 which satisfies
w(W)=w((a + 1)γ1), rank(W)= rank(V )= r = a + 3.
2410 I. Stavrov / Topology and its Applications 154 (2007) 2391–2411Let W⊥ denote a complementary bundle to W , viewed as a sub-bundle of 1m; we have that rank(W⊥)= m− r and
that
d
(
(a + 1)γ⊥1
)= d(W⊥) rank(W⊥)=m− r =m− a − 3 = (m− 2)− (a + 1).
Let l  0 be the integer determined by 2l−1 < a + 1 2l . It follows from Lemma 20 that m− 2 is divisible by 2l .
Since m is a power of 2 and m 6, the number m− 2 is even, but not divisible by 4. Thus, 2l  2 and a = 1.
We now study the case of the second exterior power. To do so we use the pullback along the natural embedding
ι : Gr2(m− 1)→ Gr3(m). Let W := ι∗V ; we have that W is a sub-bundle of the trivial bundle 1m over Gr2(m− 1) of
rank
r  d(V )= d(Λ2γ3)= 3.
Since ι∗(Λ2γ3)∼= γ1 ⊕ γ2, we have w(W)=w(γ1 ⊕ γ2). By Theorem 1, r  4 and the set {m,m+ 4 − r} contains a
power of 2.
If m + 1 is a power of 2, then m is not a power of 2 and consequently r = 4. Thus in the case when m + 1 is a
power of 2, we must have r = 3. If m is a power of 2 then we could have either r = 3 or r = 4. 
Proof of Theorem 5. From the work we have done so far, one of the following must hold.
(1) w(V )=w(1);
(2) w(V )=w(Λk−1γk);
(3) w(V )=w(γk), where r = rank(V )= k;
(4) w(V )=w(rγ1), where r = rank(V ) and where m is a power of 2.
To prove Theorem 5, we only need to restrict the options under (2).
We use the pullback along the natural embedding ι : Grk−1(m− 1)→ Grk(m). Set W := ι∗V . We have that W is a
sub-bundle of the trivial bundle 1m over Grk−1(m− 1) having rank
r  d(V )= d(Λk−1γk)= k.
Let W⊥ denote a complementary bundle to W viewed as a sub-bundle of 1m. We have that
d(W⊥) rank(W⊥)=m− r.
It follows from ι∗(Λk−1γk)∼= γ1 ⊕Λk−2γk−1 that
w(W)=w(γ1 ⊕Λk−2γk−1), i.e. d(γ⊥1 ⊕ (Λk−2γk−1)⊥)= d(W⊥).
We set t := d(γ⊥1 ) and compute:
t = d((γ⊥1 ⊕ (Λk−2γk−1)⊥)⊕ (Λk−2γk−1))
 d
(
γ⊥1 ⊕ (Λk−2γk−1)⊥
)+ d(Λk−2γk−1)
 (m− r)+ (k − 1)m− 1.
(21)
It follows from
w
(
γ⊥1
)= φA( 11 + σ1 + Ik−1,m−1
)
= φA
( ∞∑
q=0
σ
q
1 + Ik−1,m−1
)
that σ t+11 ∈ Ik−1,m−1. The assumption 2k m implies that
t + 1m 2((m− 1)− (k − 1)).
We now use Lemma 13 to see that t m − 2 and that the set {m − 1,m} contains a power of 2. More precisely, we
have the following two possibilities:
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• d(γ⊥1 )=m− 1 and either m− 1 or m is a power of 2.
We now show that m − 1 cannot be a power of 2. Let V ⊥ denote the complementary bundle to V viewed as a
sub-bundle of 1m. Then
m− r = rank(V ⊥) d(V ⊥)= d((Λk−1γk)⊥). (22)
If m− 1 was a power of 2, then Lemma 24 would imply that
d
(
(Λk−1γk)⊥
)
m− k + 1m− r + 1.
The last inequality is in contradiction with line (22). Therefore, m is a power of 2 and d(γ⊥1 ) = m − 1. Inequalities
(21) now show that r = k. 
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