Abstract
Introduction
For a while now there have been software "robots" roving the World Wide Web (WWW) collecting index information about the text documents they find. These robots extract indexing information that is later used to guide interactive searches. The scale of these databases is impressive. For instance, at this writing Hot Wired's HotBot provides a searchable index of over 50 million documents.
What is needed are equivalent web image search engines that crawl the web collecting information about the images they find, computing the appropriate image decompositions and indices, and storing this extracted information for searches based on image content [ l] .
Web image search engines could be applied profitably in many areas; e.g., in searching on-line catalogs of consumer goods and services, museums, libraries, and medical or other scientific data collections. Such engines might also be useful in the areas of erotica-on-demand, image copyright enforcement, forensics and intelligence gathering. Lastly, such a web image robot wouId be useful to machine vision researchers studying image databases, since it could provide a very large testbed for image database indexing methods.
Given the number of unsolved problems in image understanding building a web image robot seems overly ambitious. Fortunately, just as providing moderately useful text search tools need not require understanding the text's meaning, searching images need not require solving the image understanding problem. Due to the scale and unstructured nature of the WWW, even the most basic indexing tools would be welcome.
Lycos, and many others in the first generation of text engines extracted keywords using standard algorithms that consider statistics like word placement, word frequencies, etc. These indices did not provide more advanced tools for detecting word sense, synonymns, or word meaning; nor did they offer guarrantees that all WWW documents matching the search criteria would be found. Despite these drawbacks, users eagerly flocked to use these indices to navigate and sift through a burgeoning growth of web documents. Such text engines provided an important service for the WWW that was roughly akin to what Unix "grep" provides for searching ASCII text files. Subsequent generations of text engines were built on this humble foundation.
Similarly, the first generation of image engines need not require solving the image understanding problem. Instead, the general approach should be to provide an arsenal of decompositions and discriminants that can be precomputed for images: color histograms, edge orientation histograms, texture measures, shape invariants, eigendecompositions, etc. The resulting information is stored in vector form. At search time, users can select a weighted subset of these decompositions to be used for computing image similarity measurements 12; 3; 41. This approach is taken in ImageRover, the system described in this paper.
The resulting search tool provides a powerful method for data exploration or browsing. The user typically makes queries like "find more things like this." In exploration mode, interactivity is essential or the user looses interest. For large databases, we have found that greater interactivity can be achieved through the use of approximation algorithms for indexing. These approximate matches are acceptable because they yield improved interactivity with a predictable, graceful degredation of accuracy. Image Collection. In our experiments it has been observed that a single-threaded robot can traverse the web gathering images at am average rate of one image every 82 seconds. Galthering 10-30 million images has the potential to talke on the order of 25 years with a single-threaded robot on a single computer. We address this problem by eimploying a fleet of robots distributed across many machines. Experiments indicate that our framework can allow a modest fleet of 32 robots to collect over one million images monthly.
Image Digestion. As images are gathered, the robot then needs to digest each image, extract the needed image statistics and decompositions, and create a reduced resolution image thumbnail. While the computation time needed to accoimplish this dependends on the processor and algorithms employed, it is clear that a single computer cannot digest 10-30 million images in a reasonable amount of time. This hurdle can be cleared using our multi-processor approach.
Image Index and Search. For data navigation, we
consider it a requirement that user's queries are answered within a second. This places severe constraints on the methods and metrics employed in searching for matches in the high-dimensional vector space of extracted image si.atistics for millions of images. As pointed out by White and Jain [7] , search time is actually dependent on the "intrinsic dimensionality" of the space. Thiis intrinsic dimensionality can be approximated through a principal components analysis and a dimensionality reduction. Speed is further enhanced via use of an approximate k-nearest neighbors indexing scheme. the user can additionally use a preset toggle menu to specify th number of faces desired per image, and the desired camera shot (close-up, wide-angle).
If carefully extracted, keywords may help guide the search to basic categories. Unfortunately, keywords may not accurately or completely describe image content. Cues about image content need to come directly from the image, especially once the search hones in on a basic category, e.g., cats, cars. While the ImageRover approach is similar in spirit to that of WebSeer, it differs in that it allows searches of web images based direcly on image content. ImageRover's overall system architecture and underlying algorithms will now be described in detail. The Im- ageRover system consists of two main components: an image collection subsystem, and an image search subsystem.
Image Collection Subsystem
The image collection subsystem utilizes a distributed fleet of WWW robots running on different computers. These robots can be run on a number of computers at a single site (as has been the case in the development of our initial system) or across a number of geographically-distributed computers at volunteer sites.
As shown in the Figure 1 , robots can contain collection modules, digestion modules, and a local database. The collection modules recursively parse and traverse WWW documents, gathering images. The digestion modules then process these images to extract needed image indexing information and to compute a reduced resolution thumbnail image. The robots are dispatched and coordinated via a separate coordination layer, which also manages updates of the image index database.
In general, robots can contain either a collection module, a digestion module, or both. This allows the coordination layer to dispatch robots that operate alone andlor robots that operate in symbiosis, depending on the capabilities of available computers. The components of the digestion modules are described in the next section.
Image Digestion
Each image digestion module processes an input stream of image URLs. Processing begins with translating the image file format (e.g., GIF, TIFF, JPEG) to the internal format, and performing color transformations. A reduced resolution image thumbnail is computed for use as an icon during search.
With preprocessing completed, the digestor then executes a series of image analysis submodules that calculate information about the distributions of color, texture, orientation, faces, or other properties of the image. Each submodule computes distributions over N subimages. In the current implementation, N = 6 ; distributions are calculated over the whole image and over five image subregions: center, upper right, upper left, lower right, lower left. The resulting distribution information is then stored in vector form, with each of the modules contributing subvectors to an image index vector X. Given 121 modules and N subimages, the image index vector will have n = M x N subvectors:
The dimensionality of these subvectors is reduced significantly via a principal components analysis, as will be described in Section 4.
Image Analysis Submodules
At this writing there are two image analysis submodules fully-implemented in our system: color analysis and orientation analysis. Thus M = 2 in the current system. Efforts are currently underway to expand the system to include additional texture measures of multi-resolution simultaneous autoregressive models [ 141 and shift-invariant eigenvector models [ For each of the subimages, thle color distribution is then calculated using the histogram method 1191. Each histogram quantizes the color space into 64 (4 for each axis) bins. The over all histogram is normalized to have unit sum and then blurred.
The texture direction distribution is calculated using steerable pyramids [20; 211. Foir this application, a steerable pyramid of 4 levels was found to be sufficient. At each level, texture direction and stren,gth at each pixel is calculated using the outputs of seven X-Y separable, steerable quadrature pair basis filters. The separable basis set and interpolation functions for the second derivative of a Gaussiian were implemented directly using the nine-tap formulation provided in Appendix H (tables IV and VI) of [20] . The resulting basis is comprised of three G:! filters to steer the second derivative of a Gaussian, and four H2 filters to steer the Hilbert transform of the second derivative of a Gaussian.
At each level in the pyramid, the output of these filters is combined to obtain a first order approximation to the Fourier series for oriented energy E G~H~ as a function of angle 8:
where the terms CI,C~, Cs are as prescribed in [20] , Appendix I. The histogram is then normalizedl to have unit sum. Once computed, the histogram must be circularly blurred to obviate aliasing effects and to allow for "fuzzy" matching of histograms during image search [ 151.
In practice, there must be a lower bound placed on the accepted orientation strength allowed to contribute to the distribution. For the implementation described in this paper, all the points with the strength magnitude less than 0.005 were discarded and not counted in the overall direction histogram.
Image Query Subsystem
The image indexing vectors Xi stored by the robots have rather high dimension. In the current system, the vectors have dimension 768. As pointed out by White and Jain [7] , the data has intrinsic dimension that is significantly less than this. Furthermore, while it may be reasonable to assume a Gaussian distribution in the space, the distribution of samples may not be distributed uniformly across all dimensions. As a preliminary step, it is therefore useful to perform a dimensionality reduction via a principal components analysis (PCA) for each of the subvector spaces.
For each subvector space, we compute the eigenvectors and eigenvalues of their sample covariance matrix. The eigenvectors correspond to the principal axes of the subvector space, and the eigenvalues are the corresponding principal variances. For a very large database like that used for this application, it is only necessary to perform the PCA for a randomly selected subset of samples.
Although all eigenvectors are required to represent the distribution exactly, only a small number of vectors is generally needed to encode samples in the distribution within a specified tolerance. In practice, the first k eigenvectors are used, such that IC is chosen to represent the variance in the dataset within some error threshold 7. In our experiments setting T = 0.1 (10% error), resulted in a dimension reduction of over 85%.
Using this truncated basis, each original image index vectors X undergo the dimensionality reducing transform. producing a reduced vector x. This transform is performed once for all vectors in the database as a precomputation. It has the dual effect of 1.) concentrating the variance in a relatively small number of dimensions, and 2.) normalizing the principal directions by their inverse principal standard deviations, thus spreading samples more evenly within the k-dimensional space.
Query Server
The image query subsystem is based on a client-server architecture. At startup, the server first performs a dimensionality reduction, and then builds an optimized k-d tree [22] , maintaining the data structure in main memory if possible. If it is not possible to store the complete data structure in memory, then the vectors are organized in a file using the same disk block for all the records belonging to the same bucket. With disk caching, the performance should be almost the same as storing the data in memory [7; 221.
Due to the computational scaling properties of k-d search in high-dimensional spaces, expected performance of search in the optimized k-d tree is not better than bruteforce nearest neighbor search if k is significantly greater than Eog( number of records in database). Therefore, ImageRover employs an approximation factor in the optimized k-d search algorithm along the lines of [8] . The k-d tree "bounds overlap ball" test is modified to include an approximation factor E. The output of the approximate algorithm is a set of data points. It has been proven that each of these output points is at a distance from the query point that is at most a factor (1 + e) greater than the true nearest neighbor distances [8] .
Once initialized, the index server runs as a process separate from the database query server, possibly on a different computer. For each query, a client connects to the server to send the query data and then waits for the resulting k nearest neighbors. The server performs the query and returns the results to the client.
User Interface
As depicted in Figure 2 To get the search going, a set of randomly selected images are shown to the user. The user can ask the system for another set of random images, or he/she can mark example "relevant" images from those presented. Once the user finds and marks one or more images to guide the search, the user can initiate a query with a click on the search button. An example ImageRover search is shown in Figure 3 . The query image(s) are also shown in the top of the screen. Similar images (the number of returned images is a user chosen value) are then retrieved and shown to the user in decreasing similarity order. This gives users an opportunity to see the collection of example images used so far. The user can then select other relevant images to guide next search andor deselect one or more of the query images and iterate the query. There is no limit to the number of iterations in providing relevance feedback, nor in the number of example images.
Each thumbnail image is a hypertext link to the original image. By clicking on any thumbnail, the user can retrieve the desired image from its corresponding home WWW site.
Through the "search accuracy"' button, the user can specify the desired level of approximation factor employed in the k-nearest neighbors algorithm. Settings of "high," "medium," and "low" allow the user to control of the tradeoff between search speedaccuracy. In our experiments these settings correspond with E = 0.0, 5.0, and 10.0 respectively.
In a typical search, a user starts the session browsing the database in a random way. When the user finds something similar to what he/she is looking for, he/she checks the corresponding check-box and asks the system for similar images. The system usually retrieves relevant images and false matches, the user checks the images that are more relevant with respect to what he/she is looking for and reiterates the query until desired images are found. During a search, the user can deselect one or more of the example images and check some other images he/she finds more relevant.
Relevance Feedback
The ImageRover system employs a relevance feedback algorithm that selects appropriate L, Minkowski distance metrics on the fly. The formulation of this algorithm is as follows.
Let X and ? denote image index vectors in a database.
Let Zi and yi denote subvectors corresponding to the output of a particular image analysis module for a particular region in the image (as described in Section 3.1).
We define the normalized L, distance between two subvectors:
where the normalization factor is computed based on the probability distribution of the images contained in the database.
The expected value p,:) can be computed off-line over an entire database or a statistically significant subset of it. Moreover, if the database is reasonably large, we don't need to recompute this factor when new images are added to the archive. It is difficult to determine in advance which Em distance metric is best suited for a particiilar similarity detection task [23] . Therefore, our system selects the appropriate Em metric each time a query is made, based on relevance feedback from the user. Furthermore, instead of using the same metric for each image region and image measure, we allow selection of appropriate metrics for each of the various image index subvectors.
Assume that the user has specified a set S of relevant images. The appropriate value of m for the ith subvector should minimize the mean distance between the relevant images. The dimension of the distance metric is determined as follows: Queries by multiple examples are implemented in the following way. First, the mean query vector is computed for S. A k-nearest neighbor search of the image index then utilizes the following weighted distance metric:
(15)
where the wi are relevance weights;
(16)
The constant E is included to prevent a particular characteristic or a particular region from giving too strong a bias to the query.
The resulting relevance feedback mechanism allows the user to perform queries by example based on more than one sample image. The user can collect the images he or she finds during the search, refining the result at each iteration. The main idea consists of giving more importance to the elements of the feature vectors with the lowest variances. These elements very likely represent the main features the user is interested in. Experimental results have confirmed this behavior. Figure 3 shows an example search in the ImageRover system using relevance feedback. The user was searching for images of sports teams. The user first selected one picture of a soccer team. The search iterated twice, with the user providing relevance feedback by marking another sports team image. The user-selected relevant images appear in the upper row of the image in the figure. The next three rows contain the retrieved 15 nearest neighbors. Images are displayed in similarity rank order, right to left, top to bottom. In this particular example, ImageRover ranked five more sports team photographs as closest to the userprovided examples. As expected, the other returned images share similar color and orientation distributions.
Search Example
Due to space limitations, it is difficult to include more than one example of image search in the ImageRover system.
Readers are therefore invited to visit the ImageRover WWW site to try the system: http://www.cs.bu.edu/groups/ivc/ImageRover/.
Performance Experiments
In our experiments, the image collection subsystem has had the following performance characteristics. For all single-threaded robots, the average time needed to retrieve an image over the network from a remote server was 82 seconds. This number includes traversing the many text documents in search of images, and it includes waiting politely between document requests. Adherence to robot etiquette protocols dictates that a robot cannot flood a site with requests.
The average CPU time to compute X on Indigo2 R10000: 12 seconds. Performance is therefore not limited by computation time, but instead on time needed to request and receive image files.
On average, each single-threaded robot can collect 1044 images daily. It is therefore reasonable to expect that a modest fleet of 32 single-threaded robots can collect approximately 1 million images monthly. Multi-threaded robots should achieve significantly greater throughput.
The average space needed to store image thumbnail and X was 3K bytes. Based on this estimate, 28GB are needed to store an index for ten million images.
In simulation we have tested the performance of the approximate k-nearest neighbors search. Experimental searches were conducted on an SGI Indigo2 RlOK with 128MB of main memory, for a data set of size IL' = 500,000 and dimension k = 78.
In searches for 20 nearest neighbors with approximation factor E = 5.0, search averaged 1.02 CPU seconds per query in 1000 random trials. With the approximation level set at E = 10.0, nearest neighbor queries averaged 0.11 seconds. For comparison, brute-force nearest neighbors search averaged 1.82 seconds in the same experiment. Thus the approximation yielded a significant speed-up: up to 16 times faster, depending on the specified approximation factor.
The deviation of the approximate nearest neighbors from the true nearest neighbors was also measured. The mean deviation e from true nearest was computed using the following equation:
where q is the query vector, at and p, are the approximate and true nearest neighbors respectively.
Based on this equation, the mean deviation from true nearest neighbors was 1.4% for approximation level E = 5.0, and 8.6% for approximation level E = 10.0. In practice, it is expected that a user will set the approximation level high early in a search, decreasing E as the search "closes in" on images of interest.
Summary
ImageRover is a content-based image browser for the world wide web. Technical challenges associated with this project are due in part to the staggering scale and unstructured nature of the world wide web, and to the problem of developing fast and effective image indexing methods for fast image database queries.
Images are gathered via a system of distributed robots. This allows efficient and expedient collection, digestion, indexing, and storage of images on the world wide web. ImageRover's distributed robot framework can enable a modest fleet of 32 robots to collect and index over one million images monthly. Image statistics are extracted and stored as vectors in a high-dimensional space.
The system employs dimensionality reduction via a PCA on the original higher-dimensional vector space and then stores the result in an optimized Ic-d tree. An approximate k-d search algorithm [8] , can allow the user to specify an "approximation" level for the nearest neighbors. The user can specify the level of approximation desired, allowing control of the tradeoff between speed and accuracy. In experiments it has been shown that this indexing structure enables database search of 500,000 database records in less than one CPU second on standard Unix workstation.
A query by example interface has been developed and is accessible via a world wide web interface. The system employs a novel relevance feedback algorithm that selects the Minkowski L , distance metric, appropriate for a particular query. The resulting search tool provides a powerful method for data e-rploration or browsing of WWW images.
