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Abstract
We consider families of geometries of D–dimensional space, described by a finite
number of parameters. Starting from the De Witt metric we extract a unique integra-
tion measure which turns out to be a geometric invariant, i.e. independent of the gauge
fixed metric used for describing the geometries. The measure is also invariant in form
under an arbitrary change of parameters describing the geometries. We prove the ex-
istence of geometries for which there are no related gauge fixing surfaces orthogonal to
the gauge fibers. The additional functional integration on the conformal factor makes
the measure independent of the free parameter intervening in the De Witt metric. The
determinants appearing in the measure are mathematically well defined even though
technically difficult to compute.
1 Introduction
The aim of discrete formulations of quantum gravity is to regularize the theory by reducing
the degrees of freedom to a finite number. The underlying idea is to obtain the continuum
theory by letting go to infinity the number of degrees of freedom.
Quantum gravity in the functional approach is specified by an action invariant under
diffeomorphisms and an integration measure. If one follows the analogy with gauge theories
the analogous of the field Aµ is the metric field gµν and the analogous of the gauge invariant
metric is the De Witt supermetric, which is the unique ultra–local distance in the space of
the metrics. The requirement of ultra–locality i.e. the absence of derivatives in the metric is
dictated by the fact that the integration measure should not play a dynamical role but only
a kinematical one. While in dynamical triangulations one replaces the functional integral by
a discrete sum, a typical example of the reduction to a finite number of degrees of freedom is
provided by Regge gravity [1]. We shall consider here a general situation in which the class
of geometries described by a finite number of parameters is not necessarily the Regge model.
In previous papers [2], concerned with the D = 2 case, the breakdown to a finite number
of degrees of freedom was achieved by restricting the functional integral in the conformal
gauge to those conformal factors describing Regge surfaces.
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This was possible due to the simplifying feature occurring in D = 2 where all geometries
can be described by the conformal factor and a finite number of Teichmu¨ller parameters. In
D > 2, to which we shall address here, the scheme has to be enlarged.
Diffeomorphisms play a key role in the formulation of gravity and the viewpoint we
shall adopt is to treat them exactly at every stage. We shall consider a class of geometries
parameterized by a finite number of invariants li and described by a gauge fixed metric
g¯µν(x, l). The functional integration will be performed on the entire class [f
⋆g¯µν(l)](x) with
f denoting the diffeomorphisms [3]. In other words the reduction to a finite number of degrees
of freedom will involve the geometries only, not the diffeomorphisms. Since the integration
on the latter is infinite dimensional the related contribution will be a true functional integral
(the Faddeev–Popov determinant).
We recall that the differential structure of a manifold, i.e. the charts and the transition
functions, are to be given before imposing on the differential manifold a metric structure. In
other words if we consider families of metrics on the same differential manifolds the transition
functions have to be independent of the metric themselves. Such a feature is essential if we
want that the variations of the metric tensor appearing in the De Witt distance are to be
tensors under diffeomorphisms, or equivalently if the De Witt distance has to be an invariant
under diffeomorphisms.
In sect.2 after setting up the general framework we shall show that it is possible to obtain
from the De Witt supermetric a unique integration measure given by a functional of g¯µν(x, l).
This will be a geometric invariant that remains unchanged also under arbitrary l–dependent
diffeomorphisms. Thus while the De Witt metric is invariant only under l–independent
diffeomorphisms the final expression of the associated measure can be computed on charts
with l–dependent transition functions. In addition the approach turns out invariant in form
under an arbitrary change of the parameters which describe our geometries.
Great simplifications occur if it is possible to choose a gauge fixing surface in such a way
that the variations of the metric under a variation of the li result orthogonal to the gauge
fibers. On the other hand we shall show that this can be realized only for special classes of
geometries. In different words only for selected minisuperspaces this simplifying feature can
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be achieved.
Despite a gauge fixing procedure is necessary in order to factorize the infinite volume
of the diffeomorphisms we shall see that, provided the chosen parameters li are geometric
invariants, no Gribov phenomenon occurs. It is well known that in the De Witt supermetric
an arbitrary parameter C appears. Keeping the number of parameters li finite we shall show
that in general such a dependence does not disappear. In sect.3 we enlarge the integration
to the inclusion of the conformal factor in addition to a finite number of parameters τi which
describe deformations transverse (i.e. non collinear) to the orbits generated by the conformal
and the diffeomorphism groups. As a result of the functional integration on the conformal
factor the dependence on C disappears. In D = 2 the relevant functional determinant is
given by the exponential of the Liouville action [4]. The analogous functional determinant
in D > 2 is also perfectly defined, being the Lichnerowicz operator elliptic in any dimension.
On the other hand the usual technique which works in D = 2, based on the local variation
of the conformal factor [4], fails to work in D > 2 due to the lack of ellipticity of one of the
operators entering in the conformal variation.
2 Geometric invariant measure
In this paper we shall confine ourselves to Euclidean gravity, which allows a positive definite
De Witt supermetric. We shall consider a class of geometries parameterized by a finite
number N of parameters which we shall call l = {li}. In the case of Regge geometry one can
think of the li as the link lengths, but any other parameterization is equally possible, as our
treatment will be invariant under the change of parameterization. For a given l the geometry
is described by an infinite family of metrics, related by diffeomorphism transformations. With
g¯µν(x, l) we shall denote a special choice (gauge fixing) of the metric describing the given
geometries. The choice is widely arbitrary; we shall see that the result will be independent
of such a choice. The diffeomorphism transformations act on g¯µν(x, l) as follows
gµν(x, l, f) = [f
⋆g¯µν(l)](x) = g¯µ′ν′(x
′(x), l)
∂xµ
′
∂xµ
∂xν
′
∂xν
. (1)
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As explained in the introduction we shall consider the metric gµν(x) as the basic inte-
gration variable and as functional integration measure we adopt the one induced by the De
Witt supermetric [5]
(δg, δg) =
∫ √
g(x) dDx δgµν(x)G
µνµ′ν′(x)δgµ′ν′(x) (2)
with
Gµνµ
′ν′ = gµµ
′
gνν
′
+ gµν
′
gνµ
′ − 2
D
gµνgµ
′ν′ + Cgµνgµ
′ν′ . (3)
Eq.(2) is the most general ultra–local distance, invariant under diffeomorphisms. In fact
it must be a bilinear in δgµν ; the metric tensor G
µνµ′ν′(x, y) must have support in x = y
and should be formed only by the gµν excluding its derivatives. Introducing derivatives in
Gµνµ
′ν′ would give a dynamical role to the measure for the field gµν . The analogous metric
for Euclidean Yang-Mills theory is
(δA, δA) =
∫
dDx Tr(δAµ(x)δAµ(x)). (4)
Metric (2) will be requested to be positive definite, and this requirement puts a restriction
on C.
In fact after writing δgµν = δg
T
µν +
gµν
D
δgλλ, being δg
T
µν the traceless part, we have
(δg, δg) = 2
∫ √
g dDx δgTµνg
µµ′gνν
′
δgTµ′ν′ + C
∫ √
g dDx δgλλδg
ρ
ρ (5)
from which we see that C > 0 if we want a positive definite metric. The next problem is to
factor out from D[g] the infinite volume of the diffeomorphisms and leave an integral on the
dli multiplied by a proper Jacobian; the calculation of such a Jacobian is the most relevant
part in the process of the reduction of the integral on the metrics to the integral over the
geometries.
We have to generalize to an infinite dimensional space the usual procedure which relates
a distance (metric) to a volume element (measure). We stress that even in the case when
our parameters li are finite in number, the integration space on the metric is always infinite
dimensional due to the presence of the diffeomorphisms f . In a finite dimensional space
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t1, t2, . . . , tn with distance (δt, δt) = δtiM
ij(t)δtj the integration measure is given by
J(t)
∏
i
dti =
√
detM(t)
∏
i
dti (6)
and such J(t) can be computed by means of an integration on the tangent space at the point
t i.e.
1 =
J(t)
(2pi)N/2
∫ ∏
i
dδti e
− 1
2
(δt,δt). (7)
Similarly one proceeds on the infinite dimensional space generated by the diffeomorphisms
i.e. gµν(x, l, f) = [f
⋆g¯µν(l)](x) by writing, apart from an irrelevant multiplicative constant
1 =
∫
D[δg]e− 12 (δg,δg) = J(l, f)
∫ ∏
i
dδliD[ξ]e− 12 (δg,δg) (8)
where
δgµν(x) = f
⋆[∇µξ¯ν +∇ν ξ¯µ](x) +
[
f ⋆
∂g¯µν(l)
dli
δli
]
(x) = ∇µξν(x) +∇νξµ(x) + ∂gµν(x, l, f)
∂li
δli .
(9)
The first term in the variation can be understood as gµν(x, l, f1 · f) − gµν(x, l, f), where
f1 is the infinitesimal diffeomorphism x
µ → xµ + ξ¯µ(x); ∇µ is the covariant derivative in
the metric [f ⋆g¯µν(l)](x) = gµν(x, l, f). In eq.(8) D[ξ] is defined by adopting, analogously to
eq.(2) the diffeomorphism invariant distance
(ξ, ξ) =
∫ √
g(x) dDx ξµ(x)g
µν(x)ξν(x) (10)
i.e.
1 =
∫
D[ξ] e− 12 (ξ,ξ). (11)
Eq.(10) defines, analogously to what happens in Yang–Mills theory for the gauge transfor-
mations, the ultra–local distance between two diffeomorphisms. As a result J appearing in
eq.(8) is independent of f . To compute J we shall need to decompose δgµν in a part orthog-
onal to the gauge orbits generated by the diffeomorphisms and a remainder. In order to do
this we have to discuss in more detail the operator F defined by (Fξ)µν = ∇µξν + ∇νξµ.
F † is the adjoint of F according the positive definite metric (2). F acts on the vector
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fields ξµ whose Hilbert space, equipped with the norm provided by the Lebesgue measure
L2(
√
g dDx gµν), will be denoted by Ξ. The result of F acting on Ξ are symmetric tensor
fields. We shall denote by H the Hilbert space of the symmetric tensor fields h equipped
with the norm provided by the Lebesgue measure L2(
√
g dDxGµνµ
′ν′). It is well known that
H can be decomposed as H = Im(F )⊕Ker(F †) and Ξ as Ξ = Im(F †)⊕Ker(F ). In physical
terms Ker(F ) represents the Killing vector fields of the metric (if they exist) while Ker(F †)
corresponds to the true variations of the geometry. On a finite dimensional space the opera-
tor F †F acting on ImF † onto ImF † has a well defined inverse. With infinite dimensions, as
it is our case, some assumption is needed. Let us consider the equation
F †Fη = F †h (12)
with hµν =
∂gµν
∂li
. We can decompose h as h = h0 + h1 with h0 ∈ Ker(F †) and h1 ∈ Im(F ).
The regularity assumption will be that the family g¯µν(x, l) has been chosen so that h ∈
D(F †) and h1 ∈ Im(F ). Physically it means that the “gauge part” of h can be written
as ∇µξν + ∇νξµ = (Fξ)µν and not as a singular limit of gauge transformations. Then it
is immediate that the solution of eq.(12) in Im(F †) is given by η = ξ1 where ξ = ξ0 + ξ1
with ξ0 ∈ Ker(F ) and ξ1 ∈ Im(F †). Due to the positive definite metric (10) such solution is
unique.
We can now decompose the variation of the metric into two orthogonal parts as follows
δgµν = [(Fξ)µν + F (F
†F )−1F †
∂gµν
∂li
δli] + [1− F (F †F )−1F †]∂gµν
∂li
δli (13)
and (F †F )−1F † ∂gµν
∂li
δli can be absorbed in a shift of ξµ. Obviously the optimal choice for
g¯µν(x, l) would be such that
∂g¯µν
∂li
∈ Ker(F¯ †) (14)
in which case the two terms (Fξ)µν and
∂gµν
∂li
would be already orthogonal, saving the effort
to compute the inverse of F †F on Im(F †).
However in general this choice cannot be accomplished. In fact we show in Appendix
A that for a generic choice of geometries described by the parameters l there is no related
gauge fixing surface which is orthogonal to the gauge fibers.
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On the other hand if the class of geometries described by the l are such that eq.(14) is
satisfied, then such a property holds all along the gauge fiber f ⋆g¯µν(l).
Substituting eq.(13) into eq.(8) we have
J(l) = det(ti, tj)
1
2Det(F †F ) 12 (15)
with
tiµν = [1− F (F †F )−1F †]
∂gµν
∂li
. (16)
Det(F †F ) is a true functional determinant and it is the Faddeev–Popov corresponding to
the gauge fixing g¯µν(l). We notice in this connection that, provided the parameters l are
geometric invariants, no Gribov problem arises, as a diffeomorphism cannot connect two
different geometries. As F is a covariant operator the value of Det(F †F ) does not depend
on the diffeomorphism f i.e. Det(F †F ) = Det(F¯ †F¯ ), being F¯ the operator computed in the
metric g¯µν(l). The same invariance property holds for det(t
i, tj) with the result that J does
not depend on f . We remark that both determinants in eq.(15) depend on the parameter
C appearing in the De Witt supermetric. Such a dependence in general does not cancel
out (see Appendix B). Actually the dependence on C could also be taken as a index of the
approach to the continuum theory when the number of the parameters l becomes large. In
the next section we shall see how the integration over the conformal factor makes the result
C-independent.
As we pointed out at the beginning of this section, the De Witt metric eq.(2) is a diffeo-
morphism invariant provided the transition functions are independent of the metric. In fact
only in this case δgµν transforms like a tensor.
Having reached the two expressions Det(F †F ) and det(ti, tj) which are invariant un-
der rigid diffeomorphisms, it is of interest to consider l–dependent diffeomorphisms, which
modifies the gauge fixing surface in an l–dependent way. As the Faddeev–Popov term
Det(F †F ) does not depend on any derivative of gµν with respect to l, it is left invariant
under l–dependent diffeomorphisms. With regard to det(ti, tj) we first examine the behavior
of ∂g¯µν(x,l)
∂li
under such diffeomorphisms
g¯µν(x, l) = A
λ′
µ A
ρ′
ν g¯
′
λ′ρ′(x
′(x, l), l) (17)
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with Aλ
′
µ =
∂x′λ
′
(x, l)
∂xµ
. Consequently
∂g¯µν(x, l)
∂li
= Aλ
′
µ A
ρ′
ν
∂g¯′λ′ρ′(x
′(x, l), l)
∂li
(18)
+Aλ
′
µ A
ρ′
ν
∂x′α(x, l)
∂li
∂g¯′λ′ρ′(x
′(x, l), l)
∂x′α
+ 2
∂Aλ
′
µ
∂li
Aρ
′
ν g¯
′
λ′ρ′(x
′(x, l), l) ,
which shows that ∂g¯µν(x,l)
∂li
is not a tensor under this class of transformations.
Setting
F¯ (F¯ †F¯ )−1F¯ †
∂g¯µν
∂li
= B¯λρµν
∂g¯λρ
∂li
(19)
the second term in eq.(13) transforms as
(δλµδ
ρ
ν − B¯λρµν)
∂g¯λρ
∂li
= Aµ
′
µ A
ν′
ν (δ
λ′
µ′δ
ρ′
ν′ − B¯′λ
′ρ′
µ′ν′)(A
−1)αλ′(A
−1)βρ′ · (20)
·

Aα′α Aβ′β ∂g¯
′
α′β′
∂li
+ Aα
′
α A
β′
β
∂x′γ
′
∂li
∂g¯′α′β′
∂x′γ
′ + 2
∂Aα
′
α
∂li
Aβ
′
β g¯
′
α′β′

 =
Aµ
′
µ A
ν′
ν (δ
λ′
µ′δ
ρ′
ν′ − B¯′λ
′ρ′
µ′ν′)

∂g¯′λ′ρ′
∂li
+
∂x′γ
′
∂li
∂g¯′λ′ρ′
∂x′γ
′ + 2(A
−1)αλ′
∂Aα
′
α
∂li
g¯′α′ρ′

 =
Aµ
′
µ A
ν′
ν (δ
λ′
µ′δ
ρ′
ν′ − B¯′λ
′ρ′
µ′ν′)
[
∂g¯′λ′ρ′
∂li
+∇′λ′ξρ′ +∇′ρ′ξλ′
]
where ξρ
′
=
∂x′ρ
′
(x, l)
∂li
. But then the projector (δλ
′
µ′δ
ρ′
ν′ − B¯′λ
′ρ′
µ′ν′) annihilates the F¯
′ξ part and
we are left with
Aµ
′
µ A
ν′
ν (δ
λ′
µ′δ
ρ′
ν′ − B¯′λ
′ρ′
µ′ν′)
∂g¯′λ′ρ′
∂li
(21)
i.e. the same covariant expression as under a rigid diffeomorphism. We stress that this
invariance is due to the appearance of the projector (I − B¯). The larger freedom on the
diffeomorphism transformations may be useful in the difficult job of computing the functional
determinant of the Lichnerowicz operator on the manifold. Physically we found, starting
from the De Witt supermetric, a geometric invariant measure which depends only on the
geometries given by the li and not on the particular metric used in describing them. We
notice finally that a change of the parameters, i.e. li −→ l′i(l) leaves the result invariant in
form.
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3 Measure for the conformal factor
We pointed out in the previous section that the integration on the parameters l leaves a
dependence of the result on the constant C appearing in the De Witt supermetric. In this
section we want to enlarge the treatment replacing the integration variables li by a conformal
factor σ(x) [6] and a finite number of other parameters τi describing geometric deformations
transverse (i.e. non collinear) both to the diffeomorphism and to the Weyl group.
Thus the set of metrics we shall integrate on is given by
gµν(x, τ, σ, f) = [f
⋆e2σ gˆµν(τ)](x) . (22)
In the following we denote by g¯µν(x, τ, σ) the combination
g¯µν(x, τ, σ) = e
2σgˆµν(x, τ). (23)
We have to evaluate the Jacobian J(σ, τ) such that
D[g] = J(σ, τ)D[f ]D[σ]∏
i
dτi . (24)
We proceed as in sect.2. The general variation of the metric can be written as [4]
δgµν(x, τ, σ, f) = (Fξ)µν(x) + 2[f
⋆δσg¯µν ](x) + [f
⋆∂g¯µν
∂τi
δτi](x) . (25)
Defining the operator P by
(Pξ)µν = (Fξ)µν − gµν
D
gαβ(Fξ)αβ = (26)
= ∇µξν +∇νξµ − 2
D
gµν∇ · ξ
and the traceless tensor
kiµν =
∂gµν
∂τi
− gµν
D
gαβ
∂gαβ
∂τi
(27)
we can rewrite
δgµν(x, τ, σ, f) = (Pξ)µν(x)+f
⋆
[(
2δσ +
g¯αβ
D
∂g¯αβ
∂τi
δτi +
g¯αβ
D
(F¯ ξ¯)αβ
)
g¯µν(σ, τ)
]
(x)+kiµν(x)δτi.
(28)
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Setting now
ξ′µ = ξµ +
(
1
P †P
P †kiδτi
)
µ
(29)
and
δσ′ = δσ +
g¯αβ
2D
∂g¯αβ
∂τi
δτi +
g¯αβ
2D
(F¯ ξ¯)αβ (30)
we obtain
δgµν(x, τ, σ, f) = (Pξ
′)µν + f
⋆2δσ′g¯µν(τ, σ) +
(
1− P 1
P †P
P †
)
kiµνδτi. (31)
We remark that the three terms are mutually orthogonal and thus
1 =
∫
D[δg]e− 12 (δg,δg) = (32)
J(σ, τ)
∫
D[δσ]D[ξ]∏
i
dτie
− 1
2
(Pξ′,P ξ′) · e−2CD2(δσ′,δσ′) ·
·e− 12 ((1−P¯ 1P¯†P¯ P¯ †)k¯iδτi,(1−P¯ 1P¯†P¯ P¯ †)k¯jδτj) .
Exploiting invariance under translations of the integrals on the tangent space and the
definition of D[δσ] ∫
D[δσ]e− 12 (δσ,δσ) = 1 (33)
with (δσ, δσ) =
∫ √
g(x)dDxδσ(x)δσ(x) we have apart for a multiplicative constant
J(σ, τ) = Det(P¯ †P¯ ) 12
[
det
(
k¯i, (1− P¯ 1
P¯ †P¯
P¯ †)k¯j
)] 1
2
. (34)
The dependence on f has disappeared due to the invariance of the De Witt metric
under diffeomorphisms and thus in eq.(24) the infinite volume of the diffeomorphisms can
be factorized away.
We notice that in eq.(34) the dependence on C has been absorbed in an irrelevant mul-
tiplicative constant, as it happens in two dimensions. This is the result of having integrated
over all the conformal deformations. On the other hand the k¯iµν , depend both on τ and σ
and also the operators P¯ , P¯ † depend on τ and σ through the metric g¯µν
P¯ = e2σPˆ e−2σ, P¯ † = e−DσPˆ †e(D−2)σ, P¯ †P¯ = e−DσPˆ †eDσPˆ e−2σ. (35)
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For the subsequent discussion, it will be useful to examine Ker(P¯ ) and Ker(P¯ †). As already
mentioned, Ker(P¯ ) is given by the conformal Killing vectors of the geometry g¯µν(x, τ, σ). In
fact under the infinitesimal diffeomorphism generated by ξ¯
g¯µν → g¯µν + (∇µξ¯ν +∇ν ξ¯µ − 2
D
g¯µν∇ · ξ¯) + 2
D
g¯µν∇ · ξ¯ =
= g¯µν(1 +
2
D
∇ · ξ¯) + (P¯ ξ¯)µν = g¯µν(1 + 2
D
∇ · ξ¯) (36)
if (P¯ ξ¯)µν = 0. Contrary to what happens in two dimensions, where every topology carries
its own conformal Killing vectors (6 for the sphere, 2 for the torus and 0 for higher genus),
here we shall have no conformal Killing vectors for a generic gˆµν(τ), and thus the geometries
with KerP¯ 6= ∅ have zero relative measure. The null eigenvectors ξ¯ of P¯ are related to those
of Pˆ by ξ¯ = e2σ ξˆ where ξˆ are independent of σ. Similarly the null eigenvectors h¯ of P¯ † are
related to those of Pˆ † by h¯ = e(2−D)σhˆ. The Ker(P¯ †) is the analogous of the pure Teichmu¨ller
deformations in two dimensions. On the other hand we have
k¯i = e2σkˆj . (37)
We notice that given an orthonormal basis hˆn of Ker(Pˆ †), the vectors h¯n = e(2−D)σhˆn, even
though complete in Ker(P¯ †) do not remain orthogonal as
(h¯m, h¯n) = 2
∫ √
gˆ dDx e−Dσhˆmµν gˆ
µµ′ gˆνν
′
hˆnµ′ν′. (38)
On the other hand from eq.(37)
(h¯m, k¯i) = (hˆm, kˆi). (39)
The operator 1− P¯ 1
P¯ †P¯
P¯ † appearing in eq.(34) projects on Ker(P¯ †) and thus can be written
in terms of the h¯nµν as
(
1− P¯ 1
P¯ †P¯
P¯ †
)
µν,λρ
(x, x′) = h¯mµν(x)M¯
−1
mnh¯
n
λρ(x
′) (40)
where Mmn is the infinite matrix
Mmn = (h
m, hn). (41)
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The (1 − P¯ 1
P¯ †P¯
P¯ †)k¯i span an N–dimensional subspace of Ker(P¯ †). In fact if ai exist such
that (1− P¯ 1
P¯ †P¯
P¯ †)
∑N
i=1 aik¯
i = 0 then it would mean that
∑N
i=1 aik¯
i = P¯ ξ. Thus
∑N
i=1 ai
∂g¯µν
∂τi
would be the sum of a Weyl and a diffeomorphism transformation.
For σ = 0 we can choose the hn with the properties (hn, ki) = 0 for n > N and a non zero
determinant of the N ×N matrix (hn, ki) with i, n ≤ N . Such properties are maintained for
σ 6= 0, due to the independence on σ in eq.39, but all matrix elements of Mmn are needed
to compute the top left N × N sub-matrix of M−1mn whose determinant we shall denote by
detM−1N×N . The computation of such a sub-matrix and of the Faddeev–Popov determinant
Det(P¯ †P¯ ) are the two technically difficult points.
We now examine the functional dependence on σ of the two determinants. We notice
that
det
(
(1− P¯ 1
P¯ †P¯
P¯ †)k¯i, (1− P¯ 1
P¯ †P¯
P¯ †)k¯j
)
= [det(k¯i, h¯n)]2 det M¯−1N×N
= [det(kˆi, hˆn)]2 det M¯−1N×N
(42)
due to eq.(39). Thus the dependence on σ is restricted to Det(P¯ †P¯ ) and to det M¯−1N×N . We
want to stress at this point the main differences between D = 2 and D > 2. In D = 2,
Ker(P †) is finite dimensional (quadratic differentials), and thus the number of the ki is finite
and (1 − P (P †P )−1P †)ki span completely Ker(P †). As for Det(P¯ †P¯ ) its dependence on σ
in D = 2 is obtained by computing the variation under δσ and then integrating back as a
result one obtains the Liouville action. In D > 2 (referring to the generic case in which there
are no conformal Killing vectors) from
logDet(P¯ †P¯ ) = − d
ds
Z(0) = − d
ds
[
1
Γ(s)
∫ ∞
0
dt ts−1Tr(e−tP¯
†P¯ )
]
(43)
we have
− δ logDet(P¯ †P¯ ) = γEδZP¯ †P¯ (0)+Finiteǫ→0
∫ ∞
ǫ
dt{(2+D)Tr(e−tP¯ †P¯ δσ)−DTr′(e−tP¯ P¯ †δσ)},
(44)
where Tr′ excludes the 0-modes of P¯ †, which now (D > 2) are infinite in number. We notice
that Det(P¯ †P¯ ) is well defined because P¯ †P¯ is an elliptic operator [7].
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In fact
P †Pξν = −4[∇2ξν +∇µ∇νξµ − 2
D
∇ν∇ · ξ] (45)
and the determinant of the leading symbol [7]
4[k2δµ
′
µ + (1−
2
D
)kµk
µ′ ] (46)
vanishes only for k = 0. On the other hand
PP †hµν = −4(∇ν∇λhλµ +∇µ∇λhλν − 2
D
gµν∇ρ∇λhλρ) (47)
whose leading symbol
2[kνk
µ′δν
′
µ + kµk
µ′δν
′
ν + kνk
ν′δµ
′
µ + kµk
ν′δµ
′
ν ]−
8
D
δµνk
µ′kν
′
(48)
has zero determinant for k 6= 0 as it is immediately seen by applying it to a tensor of the form
hµν = vµwν+vνwµ with w ·v = w ·k = v ·k = 0. Thus the variation with respect to σ cannot
be computed in term of local quantities as the usual heat kernel technique is not available.
An exception is the variation with δσ = const. under which due to Tr(e−tP¯
†P¯ ) = Tr′(e−tP¯ P¯
†
)
the calculation can be reduced to the heat kernel of the elliptic operator P¯ †P¯ . For the
expression of such variation see [8].
4 Conclusions
Summarizing, for a class of metrics of the type f ⋆g¯µν(l) the De Witt supermetric induces
unambiguously the C–dependent measure eq.(15)
∏
k
dlk[det(t
i, tj)Det(F †F )] 12 . (49)
Similarly for the class f ⋆e2σ gˆµν(τ) we have the C–independent measure eq.(34)
∏
k
dτkD[σ]
[
Det(P †P ) det
(
ki, (1− P 1
P †P
P †)kj
)] 1
2
(50)
13
with D[σ] the measure induced by the distance
(δσ, δσ) =
∫
dDx
√
gˆ(x) eDσδσ(x)δσ(x) . (51)
In the first case we have a finite dimensional integral and as such more suitable to numerical
calculations. A finite dimensional approximation to eq.(50) is obtained by restricting to a
family of conformal factors parameterized by a finite numbers of parameters s = {si}. Thus
to the family f ⋆e2σ(s)gˆµν(τ) it is associated the measure
∏
k
dτk
∏
i
dsi
[
det(Jσij) det
(
ki, (1− P 1
P †P
P †)kj
)
Det(P †P )
] 1
2
, (52)
where Jσij =
∫
dDx
√
gˆ eDσ ∂σ
∂si
∂σ
∂sj
. If now we denote by l = {τi, sj} and use the first scheme
eq.(49), we get a different result (e.g. in the first scheme the result depends on C while in the
second it does not). The reason is that in deriving the measure (50) σ is a generic function,
for which the shift (30) is allowed. With σ depending on a finite number of parameters
si such shift will be the more accurate the higher the numbers of the parameters. In this
limit one expects complete equivalence of the measure (49) and (52) for metrics of the
type f ⋆e2σ(s)gˆµν(τ). As remarked in the sect.3 the dependence on C of the measure (49) is
expected to drop out for a large number of li describing the conformal deformations.
The measure (52), with the modifications due to the presence of the conformal Killing
vectors, has been adopted in [2] for the D = 2 Regge case. The τi are the Teichmu¨ller
parameters of the Riemann surfaces and the si parameterize the positions and the angular
defects of the conical singularities of the Regge geometries. An exact calculation of Det(P †P )
and an explicit form of Jsij were given.
In higher dimension D ≥ 3 the route leading to the measure (49) appears more proficient
as up to now we do not know how to extract analytically the dependence of Det(P¯ †P¯ ) and
det
(
k¯i, (1− P¯ 1
P¯ †P¯
P¯ †)k¯j
)
on σ(x).
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Appendix A. A geometric property of gauge fixing sur-
faces
In the text we remarked that whenever the gauge fixing surface gµν(x, l) satisfies the orthog-
onality condition, i.e.
F †
(
∂gµν(x, l)
∂li
)
≡ −4∇µ∂gµν(x, l)
∂li
− 2
(
C − 2
D
)
∂ν
[
gαβ(x, l)
∂gαβ(x, l)
∂li
]
= 0 (53)
great simplifications occur, because the inverse of F †F is not to be computed. If
F †
(
∂gµν(x, l)
∂li
)
6= 0 (54)
it is natural to ask for the existence of a family of diffeomorphisms f(l) such that
g′µν(x, l) = [f(l)
⋆gµν(l)](x) =
∂x′α(x, l)
∂xµ
gαβ(x
′(x, l), l)
x′β(x, l)
∂xν
(55)
satisfies
F ′†
(
∂g′µν(x, l)
∂li
)
≡ −4∇′µ∂g
′
µν(x, l)
∂li
− 2
(
C − 2
D
)
∂ν
[
g′αβ(x, l)
∂g′αβ(x, l)
∂li
]
= 0 . (56)
We shall prove that there exist gµν(x, l) transverse to the gauge fibers, violating eq.(53)
for which no f satisfying eq.(56) can be found. In particular we shall show that if an
f(l) : x → x′(x, l) satisfying eq.(56) is supposed to exist then the integrability condition
∂2x′(x,l)
∂li∂lj
= ∂
2x′(x,l)
∂lj∂li
leads to a contradiction.
Let us consider a metric gµν(x, l) on theD–dimensional torus represented by an hypercube
0 ≤ xµ < 1 with opposite faces identified, with the properties
gµν(x, 0) = δµν , δ
αβ ∂gαβ(x, l)
∂li
∣∣∣∣∣
l=0
= 0, δαβ∂α
∂gβν(x, l)
∂li
∣∣∣∣∣
l=0
= 0 , (57)
for a pair of indexes i and j. Suppose there exists x′µ = x′µ(x, l) such that
g′µν(x, l) =
∂x′α(x, l)
∂xµ
gαβ(x
′(x, l), l)
∂x′β(x, l)
∂xν
(58)
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satisfies eq.(56). As any finite l–dependent diffeomorphism can be written as f(l) = f1(l) ·
f(0) with f1(0) = identity and under an l–independent diffeomorphism (like f(0)) eq.(53) is
covariant, we can restrict ourselves to transformations with x′µ(x, 0) = xµ. For l = 0 eq.(56)
implies
2∂µ
∂g′µν(x, l)
∂li
∣∣∣∣∣
l=0
+
(
C − 2
D
)
∂ν
(
δαβ
∂g′αβ(x, l)
∂li
)∣∣∣∣∣
l=0
= 0 (59)
i.e. taking into account eq.(57)
∂µ
∂gµν(x, l)
∂li
∣∣∣∣∣
l=0
+ ∂2ξiν + (C + 1−
2
D
)∂ν∂ · ξi = 0 (60)
where we defined
ξi µ =
∂x′µ(x, l)
∂li
∣∣∣∣∣
l=0
. (61)
Thus because of eq.(57) we have ∂2ξiν + (C + 1− 2D )∂ν∂ · ξi = 0, which implies ∂2∂ · ξi = 0,
i.e. on the torus ∂ · ξi =const. Thus ∂2ξiµ = 0 and then ξiµ =const.
∂g′µν(x, l)
∂li
∣∣∣∣∣
l=0
=
∂gµν(x, l)
∂li
∣∣∣∣∣
l=0
. (62)
Eq.(56) becomes
0 = 2g′µµ
′
(x, l)
[
∂µ′
∂g′µν(x, l)
∂li
− Γ′ρµµ′(x, l)
∂g′ρν(x, l)
∂li
− Γ′ρνµ′(x, l)
∂g′µρ(x, l)
∂li
]
+
(C − 2
D
)∂ν
[
g′αβ(x, l)
∂g′αβ(x, l)
∂li
]
. (63)
We consider now the antisymmetric part in (i, j) of the derivative of eq.(63) with respect to
lj, for l = 0 i.e. using eq.(62)
0 = 2
∂gµµ
′
(x, l)
∂lj
∣∣∣∣∣
l=0
∂µ′
∂gµν(x, l)
∂li
∣∣∣∣∣
l=0
+ ∂ρ
(
δµµ
′ ∂gµµ′(x, l)
∂lj
∣∣∣∣∣
l=0
)
∂gρν(x, l)
∂li
∣∣∣∣∣
l=0
− (64)
∂ν
(
∂gµρ(x, l)
∂lj
∣∣∣∣∣
l=0
)
∂gµρ(x, l)
∂li
∣∣∣∣∣
l=0
+ (
C
2
− 1
D
)∂ν
[
∂gαβ(x, l)
∂lj
∣∣∣∣∣
l=0
∂gαβ(x, l)
∂li
∣∣∣∣∣
l=0
]
− (i↔ j).
Taking into account that the square bracket is simmetric in (i, j) and condition (57) we have
at last
0 =
∂gµµ
′
(x, l)
∂lj
∣∣∣∣∣
l=0
∂µ′
∂gµν(x, l)
∂li
∣∣∣∣∣
l=0
− 1
2
∂gµρ(x, l)
∂li
∣∣∣∣∣
l=0
∂ν
∂gµρ(x, l)
∂lj
∣∣∣∣∣
l=0
− (i↔ j). (65)
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Let us now choose
∂gµν(x, l)
∂li
∣∣∣∣∣
l=0
= kµεν + kνεµ = const. (66)
and
∂gµν(x, l)
∂lj
∣∣∣∣∣
l=0
= (ηµεν + ηνεµ) sin(k · x) (67)
with k · ε = η · ε = k · η = 0 with kµ = 2pinµ with nµ integers, to satisfy the torus boundary
conditions. Eqs.(66) and (67) satisfy the conditions (57) but if we substitute in eq.(65) we
find instead of zero the value −k2ε2ην cos(k · x) 6= 0.
Appendix B. Dependence on the C parameter
We give here a simple example to show that if one does not integrate on the conformal factor
the dependence on C in J(l) = det(tiµν , t
j
µν)
1
2Det(F †F ) 12 (see eq.(15)) does not cancel out.
Let us consider a flat torus in D dimensions with metric g¯µν = diag(l1, l2, . . . , lD). Being
the metric constant we have ∇µ ∂g¯µν
∂li
= 0 and the integration measure becomes
J = [det(
∂g¯µν
∂li
,
∂g¯µν
∂lj
)Det′(F¯ †F¯ )] 12/V , (68)
where the volume V = (l1 · · · lD) 12 is due to the presence of the D Killing vectors [4]. We
have
(
∂g¯µν
∂li
,
∂g¯µν
∂lj
) = (l1l2 . . . lD)
1
2 [2
δij
lilj
+ (C − 2
D
)
1
lilj
] (69)
whose determinant is linear in C and given by
2D−1(
D∏
i=1
li)
D
2
−2CD (70)
On the other hand, as Rµν = 0
F¯ †F¯ = 4[δd+ (C + 2− 2
D
)dδ] . (71)
Due to δddδ = dδδd = 0 we have that the non zero eigenvalues of F¯ †F¯ are either eigenvalues
of 4δd or of 4(C + 2− 2
D
)dδ and
Z(F¯ †F¯ )(s) = Z(4δd)(s) + Z(4(C+2− 2
D
)dδ)(s) . (72)
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Thus
Det′(F¯ †F¯ ) =
[
16(C + 2− 2
D
)
]Z(dδ)(0)
e
−2Z′
(dδ)
(0)
(73)
and thus such a power behavior cannot be canceled by the polynomial of eq.(70).
18
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