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A GLUING THEOREM FOR THE KAPUSTIN-WITTEN EQUATIONS
WITH A NAHM POLE
SIQI HE
Abstract. In the present paper, we establish a gluing construction for the Nahm pole
solutions to the Kapustin-Witten equations over manifolds with boundaries and cylin-
drical ends. Given two Nahm pole solutions with some convergence assumptions on the
cylindrical ends, we prove that there exists an obstruction class for gluing the two solu-
tions together along the cylindrical end. In addition, we establish a local Kuranishi model
for this gluing picture. As an application, we show that over any compact four-manifold
with S3 or T 3 boundary, there exists a Nahm pole solution to the obstruction perturbed
Kapustin-Witten equations. This is also the case for a four-manifold with hyperbolic
boundary under some topological assumptions.
1. Introduction
In [1], Witten proposed a gauge theory approach to the Jones polynomial and Khovanov
homology. Witten predicted that the coefficients of Jones polynomial should count certain
solutions to the Kapustin-Witten equations over R3 × (0,+∞) with singular boundary
conditions on R3 × {0}. See [2] for a physics approach of this program.
Given a smooth 4-manifold X with boundary, let P denote a principal SU(2) bundle over
X and let gP be the adjoint bundle. Let A be a connection over P and Φ be a gP valued
one-form. The Kapustin-Witten equations are:
FA − Φ ∧ Φ + ?dAΦ = 0,
d?AΦ = 0.
(1)
When the knot is empty, the singular boundary condition is called the Nahm pole bound-
ary condition and in [3], Mazzeo and Witten proved that there exists a unique Nahm pole
solution to (1) which corresponds to the Jones polynomial of the empty knot. For a general
4-manifold X with 3-manifold boundary Z, we hope to find ways to count the number of
solutions to the Kapustin-Witten equations with the Nahm pole boundary condition over
the boundary. This might lead to the discovery of some new invariants.
Therefore, a basic question to ask is whether there exists a solution to (1) with the Nahm
pole boundary condition over a general 4-manifold with boundary? In [4], the author
constructed some explicit solutions to the Kapustin-Witten equations over S3 × (0,+∞).
Kronheimer [5] constructed some explicit solutions to the Kapustin-Witten equations over
Y 3 × (0,+∞), where Y 3 is any hyperbolic closed 3-manifold.
Following Taubes [6] [7], in order to prove the existence of solutions, we hope to establish
a gluing theory for the Kapustin-Witten equations, such that the known Nahm pole model
solutions can be glued to general 4-manifolds with boundary to obtain new Nahm pole
solutions.
The main difference in gluing in the Nahm pole case compared to the gluing in the Yang-
Mills case and the Seiberg-Witten case is that the Nahm pole boundary is not a classical
non-degenerate elliptic boundary condition. However, it is a uniformly degenerate elliptic
problem, as studied by R.Mazzeo [8]. We mainly need the analytic tools developed in [8]
[3].
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2 SIQI HE
For i = 1, 2, let Xi be 4-manifolds with boundaries Zi and infinite cylindrical ends
identified with Yi × (0,+∞). Let (Ai,Φi) be solutions to the Kapustin-Witten equations
(1) over Xi with Nahm pole boundary conditions over Zi and convergence to flat SL(2;C)
connections (Aρi ,Φρi) over the cylindrical ends.
If Y1 = Y2, (Aρ1 ,Φρ1) = (Aρ2 ,Φρ2), we can define a new 4-manifold X
] and approximate
solutions (A],Φ]) by gluing together the cylindrical ends. See Figure 1, where the shaded
parts are glued together.
Figure 1. Gluing X1, X2 along the cylindrical ends
We prove the following theorem:
Theorem 1.1. Under the hypotheses above, if
(a)For some p0 > 2, limT→+∞ ‖(Ai,Φi)− (Aρ,Φρ)‖Lp01 (Yi×{T}) = 0,
(b) ρ is an acyclic flat SL(2;C) connection,
then for p ≥ 2 and λ ∈ [1− 1p , 1) and sufficiently large T , we have:
(1) for some constant δ, there exists a y
λ+ 1
pH1,p0 pair (a, b) ∈ Ω1X]T (gP )×Ω1X]T (gP ) with
‖(a, b)‖
y
λ+ 1p−1Lp1
≤ Ce−δT ,
(2) there exists an obstruction class h ∈ H2(A1,Φ1)(X1)×H2(A2,Φ2)(X2) such that h = 0 if
and only if (A] + a,Φ] + b) is a solution to the Kapustin-Witten equations (1).
In the statement of the theorem, ρ acyclic means that ρ is a regular point in the rep-
resentation variety, and H2(Ai,Φi) means the cokernel of the linearization operator of the
Kapustin-Witten equations over the point (Ai,Φi). Further, y
λ+ 1
pH1,p0 and y
λ+ 1
p
−1
Lp1 are
weighted norms which will be precisely introduced in Section 5.
In addition, in Section 8, we also prove a gluing theorem when ρ is reducible with a
different weighted norm.
The statement and proof of Theorem 1.1 are analogous to the statement and proof of the
gluing theorem for the ASD equation, due to C.Taubes [6], [7]; cf. also [9], [10], [11].
Moreover, for p ∈ (2, 4) and λ ∈ [1− 1p , 1), denote byMi the moduli space of solutions to
the Kapustin-Witten equations satisfying the assumption (a), (b) in Theorem 1.1 modulo
the gauge action. We have the following Kuranishi model for the gluing picture.
Theorem 1.2. Let (Ai,Φi) be a connection pair over a manifold Xi with a Nahm pole over
Zi. For sufficiently large T , there is a local Kuranishi model for an open set in the moduli
space over X]:
(1) There exists a neighborhood N of {0} ⊂ H1(A1,Φ1) ×H1(A2,Φ2) and a map Ψ from N to
H2(A1,Φ1) ×H2(A2,Φ2).
(2) There exists a map Θ which a homeomorphism from Ψ−1(0) to an open set V ⊂MX] .
Here Hk(Ai,Φi) is the k-th homology associated to the Kuranishi complex of (Ai,Φi) andMX] is the moduli space of Nahm pole solutions to the Kapustin-Witten equations over
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X]. See also the Kuranishi model construction in Seiberg-Witten theory by T.Walpuski
and A.Doan [12].
As for the model solutions, we don’t know whether the obstruction class vanishes or not
and right now we don’t have any transversality results for the Kapustin-Witten equations.
We just consider the obstruction class as a perturbation to the equation. See [13] for the
obstruction perturbation for ASD equations. We obtain the following theorem:
Theorem 1.3. Let M be a smooth compact 4-manifold with boundary Y . Assume Y is S3,
T 3 or any hyperbolic 3-manifold. When Y is hyperbolic, we assume that the inclusion of
pi1(Y ) into pi1(M) is injective. For a real number T0, we can glue M to Y × (0, T0] along
∂M and Y ×{T0} to get a new manifold, which denote as MT0. For T0 large enough, there
exists a SU(2) bundle P and its adjoint bundle gP over MT0 such that given any interior
non-empty open neighborhood U ⊂M , we have:
(1) There exist h1 ∈ Ω2MT0 (gP ), h2 ∈ Ω
0
MT0
(gP ) supported on U ,
(2) There exist a connection A over P and a gP -valued 1-form Φ such that (A,Φ) satisfies
the Nahm pole boundary condition over Y × {0} ⊂ MT0 and (A,Φ) is a solution to the
following obstruction perturbed Kapustin-Witten equations over MT0:
FA − Φ ∧ Φ + ?dAΦ = h1,
d?AΦ = h2.
(2)
Here is the outline of the paper. In Section 2, we introduce some preliminaries on the
Kapustin-Witten equations, including the Kuranishi complex and some examples of the
Nahm pole solutions. In Section 3, we introduce a gauge fixing condition and the elliptic
system associated to the equations. In Section 4, we study the gradient flow of the Kapustin-
Witten equations, and the structure of the linearization operator over Y ×R. In Section 5, we
establish the Fredholm theory for the linearization operator over manifolds with boundaries
and cylindrical ends. In Section 6, we build up a slicing theorem and Kuranishi model for
the Nahm pole solutions. In Section 7, after assuming the solution over cylindrical ends is
simple and Lp1 converges to a flat SL(2;C) connection over the cylindrical end for p > 2,
we prove that the solution will exponentially decay to the SL(2;C) flat connection in the
cylindrical ends. In Section 8, we describe the obstruction in the second homology group of
the Kuranishi complex to the existence of solutions when gluing along the cylindrical ends.
In Section 9, we build up a local Kuranishi model for the gluing picture. In Section 10,
we apply the gluing theorem and get some existence results for the Nahm pole solutions to
the perturbed equations. In Appendix 1, we introduce the Lp version of Mazzeo’s work for
a uniformly degenerate elliptic operator. In Appendix 2, we introduce a proof of a Hardy
type inequality for the weighted norm which is used to prove a slicing theorem.
2. Preliminaries of the Kapustin-Witten Equations and the Nahm Pole
Boundary condition
In this section, we introduce some preliminaries on the Kapustin-Witten equations and
the Nahm pole boundary condition.
2.1. Kapustin-Witten Map. Let Xˆ be a smooth compact connected four-manifold with
two connected boundary components Y and Z. Take X to be the four-manifold obtained by
gluing Xˆ and Y ×[0,+∞) along the common boundary Y , that is X := Xˆ∪Y (Y ×[0,+∞)).
For any positive real number T , we denote by YT the slice Y × {T} ⊂ X and X(T ) :=
Xˆ ∪Y (Y × (0, T )). For simplicity, the metric we always consider on X is cylindrical along
a neighborhood of Z and is the product metric over Y × [T,+∞) for some T big enough.
This is illustrated in Figure 2:
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Figure 2. The shape of manifold we study
Now suppose P is an SU(2) bundle over X, gP is the associated adjoint bundle and AP
is the set of all the SU(2) connections on P . We define the configuration space as follows:
CP := AP × Ω1(gP ), C′P := Ω2(gP )× Ω0(gP ).
The gauge-equivariant Kapustin-Witten map is the map KW : CP → C′P :
KW (A,Φ) : =
(
FA − Φ ∧ Φ + ?dAΦ
d?AΦ
)
.(3)
To be more explicit, denote by GP the gauge group of P . Then, the action of g ∈ GP on
(A,Φ) ∈ AP × Ω1(gP ) is given by
g(A,Φ) = (A− (dAg)g−1, gΦg−1).
Under this action, the Kapustin-Witten map is gauge equivariant, i.e.,
KW (A− (dAg)g−1, gΦg−1) = gKW (A,Φ)g−1.
2.2. Nahm Pole Boundary condition. In [1], Witten proposed a gauge theoretic ap-
proach to Jones polynomial. A key objective of this program is to study the solutions to
the Kapustin-Witten equations (1) satisfying the Nahm pole boundary condition.
To begin with, we introduce the Nahm pole boundary condition.
Given a 4-manifold X, with 3-dimensional boundary Z, a SU(2) bundle P over X and
the associated adjoint bundle gP , for integers a = 1, 2, 3, take {ea} to be any unit orthogonal
basis of TZ, the tangent bundle of Z, take {e?a} to be its dual and take {ta} to be section
of the adjoint bundle gP with the relation [ta, tb] = 2abctc. Identify a neighborhood of Z
with Z × (0, 1), denote the boundary of W by ∂W and identify it with Z ×{0}. We denote
by y as the coordinate on (0, 1).
Definition 2.1. A connection pair (A,Φ) ∈ CP over X satisfies the Nahm pole boundary
condition if there exist {ea}, {ta} as above such that the expansion of (A,Φ) in y → 0 of
Z× (0, 1) will be A ∼ A0 +yA1 + ... and Φ ∼
∑3
a=1 e
?
ata
y +Φ0 +yΦ1 + ..... In addition, we call
(A,Φ) ∈ CP a Nahm pole solution if (A,Φ) is a solution to the Kapustin-Witten equations
(1).
Remark. The definition of Nahm pole boundary condition depends on a choice of frame
{ea}, but locally up to gauge we can fixe a frame.
In fact, a Nahm pole solution to the Kapustin-Witten equation will have more restrictions
on the expansion, as pointed out in [3].
Proposition 2.2. [3] For a Nahm pole solution (A,Φ) to the Kapustin-Witten equation,
we have
(1) Φ0 = 0.
(2) Using
∑
e?ata to identify gP |Y with TY , A0 is the Levi-Civita connection of Z.
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2.3. Examples of Nahm Pole Solutions. Here are some examples of solutions to the
Kapustin-Witten equations satisfying the Nahm pole boundary condition.
Example 2.3. (Nahm [14])Nahm pole solutions on T 3×R+. Take the trivial SU(2) bundle
and denote (A,Φ) = (0,
∑
tidxi
y ). Then FA = 0 and Φ ∧ Φ =
∑
[ti,tj ]dxi∧dxj
2y2
. In addition,
dAΦ = −
∑
tidy∧dxi
y2
. Therefore, (A,Φ) is a Nahm pole solution to the Kapustin-Witten
equations FA − Φ ∧ Φ + ?dAΦ = 0.
Example 2.4. Nahm pole solutions on S3×R+. Equip S3 with the round metric and take
ω be Maurer–Cartan 1-form of S3. Then, if y is the coordinate of R+, denote
(4) (A,Φ) = (
6e2y
e4y + 4e2y + 1
ω,
6(e2y + 1)e2y
(e4y + 4e2y + 1)(e2y − 1)ω),
Theorem 6.2 in [4] shows that (A,Φ) is a Nahm-Pole solution to the Kapustin-Witten
equations. In addition, the solutions (4) will converge to the unique flat SL(2;C) connection
in the cylindrical end of S3 × R+.
Example 2.5. (Kronheimer [5]) Nahm pole solutions on Y 3×R+ where Y 3 is any hyperbolic
three manifold.
Let Y 3 be a hyperbolic three manifold equipped with the hyperbolic metric h. Consider
the associated PSL(2;C) representation of pi1(Y ). By Culler’s theorem [15], this lifts to
SL(2;C) and determines a flat SL(2;C) connection ∇flat. Denote by ∇lc the Levi-Civita
connection and by Alc the connection form. Take iω := ∇flat−∇lc. Then locally, ω = ∑ tie?i
where {e?i } is an orthogonal basis of T ?Y and {ta} are sections of the adjoint bundle gP
with the relation [ta, tb] = 2abctc. We also have ?Y ω = F∇lc . Therefore, by the Bianchi
identity, we obtain ∇lc(?Y ω) = 0.
Combining Fflat = 0 and the relation ∇flat − ∇lc = iω, we obtain F∇lc+iω = 0. Hence
Flc = ω ∧ ω, ∇lcω = 0.
Take y to be the coordinate of R+ in Y 3 × R+, set
f(y) :=
e2y + 1
e2y − 1 ,
and take
(5) (A,Φ) = (Alc, f(y)ω).
Clearly, f(y)→ 1 as y → +∞ and f(y) ∼ 1y as y → 0.
Let us check that the solution satisfies the Kapustin-Witten equations over Y 3×(0,+∞).
We compute
FAlc − Φ ∧ Φ = (1− f2)FAlc ,
dAlcΦ = dAlcω + f
′(y)dy ∧ ω = f ′(y)dy ∧ ω.
and
dAlc ?Y×(0,+∞) (f(y)ω) = dAlc(f(y)(?Y ω) ∧ dy) = f(y)dAlc(?ω) ∧ dy = f(y)(dAlcFAlc ∧ dy) = 0.
Combining this with the previous equations and using the relation 1− f2 + f ′ = 0, we see
that KW (A,Φ) = 0.
Since f(y)→ 1 as y → +∞, (5) converges to the SL(2;C) flat connection ρ.
Example 2.6. Nahm Pole solutions on the unit disc D4.
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This is an example from [4] of the Nahm pole solution to the Kapustin-Witten equations
(1) over a compact manifold with boundary. Identify the quaternions H with R4, x =
x1 + x2I + x3J + x4K ∈ H and let D4 be the unit disc of H. Now define:
(A,Φ) = (Im(
3
|x|4 + 4|x|2 + 1 x¯dx), Im(
3(|x|2 + 1)
(|x|4 + 4|x|2 + 1)(|x|2 − 1) x¯dx)).
It is shown in [4] that this solution is a Nahm pole solution to the Kapustin-Witten
equations over D4.
Example 2.7. (S.Brown, H.Panagopoulos and M.Prasad [16])Two-sided Nahm pole solu-
tions on (−pi2 , pi2 )× T 3
Consider the trivial SU(2) bundle P over (−pi2 , pi2 )×T 3 and let {ta} to be elements in gP
with the relation [ta, tb] = 2abctc and dxi to be three orthogonal basis of cotangent bundle
of T 3. Now define:
(6) (A,Φ) = (0,
1
cos(y)
dx1t1 +
1
cos(y)
dx2t3 +
sin(y)
cos(y)
dx3t3)
Then it is easy to check that KW (A,Φ) = 0.
Remark. All these solutions over manifolds with cylindrical ends decay exponentially to
flat SL(2;C) connections. The Φ terms in these examples do not have a dy component on
the cylindrical ends.
2.4. Kuranishi Complex. Now we will present the Kuranishi complex associated to the
Kapustin-Witten equations (1). See also [17] some similar computations for the Vafa-Witten
equations
Given a connection pair (A,Φ) ∈ CP satisfying (1), the complex associated to (A,Φ) is:
(7) 0→ Ω0(gP )
d0
(A,Φ)−−−−→ Ω1(gP )× Ω1(gP )
d1A,Φ−−−→ Ω2(gP )× Ω0(gP )→ 0,
where d0(A,Φ) is the infinitesimal gauge transformation and d
1
(A,Φ) is the linearization of KW
at the pair (A,Φ).
To be more explicit, denote the Lie algebra of GP by Ω0(gP ). Then, the corresponding
infinitesimal action of ξ ∈ Ω0(gP ) will be:
d0(A,Φ)(ξ) : Ω
0(gP )→ Ω1(gP )× Ω1(gP ),
d0(A,Φ)(ξ) =
( −dAξ[
ξ,Φ
] ) .(8)
The linearization of the Kapustin-Witten equations at a point (A,Φ) is given by:
d1(A,Φ) : Ω
1(gP )× Ω1(gP )→ Ω2(gP )× Ω0(gP ),
d1(A,Φ)
(
a
b
)
=
(
dAa− [Φ, b] + ?(dAb+ [Φ, a])
− ? [a, ?Φ] + d?Ab
)
.
(9)
The following result about this Kuranishi complex is classical:
Proposition 2.8. The connection pair (A,Φ) ∈ CP satisfies KW (A,Φ) = 0 if and only if
d1(A,Φ) ◦ d0(A,Φ)(ξ) = 0 ∀ξ ∈ Ω0(gP ).
Proof. The Ω2(gP ) component of the image of d
1
(A,Φ) ◦ d0(A,Φ)(ξ) equals:
− dAdAξ + [Φ, [Φ, ξ]] + ?(dA[ξ,Φ] + [Φ,−dAξ])
=− [FA, ξ] + [Φ ∧ Φ, ξ]− ?[dAΦ, ξ]
=− [FA − Φ ∧ Φ + ?dAΦ, ξ].
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While the Ω0(gP ) component is:
d?A[ξ,Φ]− ?[−dAξ, ?Φ]
=− ?dA[ξ, ?Φ] + ?[dAξ, ?Φ]
=− [ξ, ?dA ? Φ]
=[ξ, d?AΦ].
The statement follows immediately. 
Therefore, d0(A,Φ) and d
1
(A,Φ) in (7) will form a complex. We can define the homology
groups:
H0(A,Φ) = Ker d
0
(A,Φ), H
1
(A,Φ) = Ker d
1
(A,Φ)/Im d
0
(A,Φ), and H
2
(A,Φ) = Coker d
1
(A,Φ).
We denote the isotropy group of connection pair (A,Φ) as Γ(A,Φ) = {u ∈ G|u(A,Φ) =
(A,Φ)}. Recall that H0(A,Φ) is the Lie algebra of the stabilizer of (A,Φ) and H1(A,Φ) is the
formal tangent space.
The formal dual Kuranishi complex with respect to the L2 norm and Dirichlet boundary
condition is:
(10) 0→ Ω2(gP )× Ω0(gP )
d1,?
(A,Φ)−−−−→ Ω1(gP )× Ω1(gP )
d0,?
(A,Φ)−−−−→ Ω0(gP )→ 0,
Where
d1,?(A,Φ) : Ω
2(gP )× Ω0(gP )→ Ω1(gP )× Ω1(gP ),
d1,?(A,Φ)
(
α
β
)
=
(
d?Aα+ ?[Φ, α]− [Φ, β]
− ? dAα+ ?[Φ, ?α] + dAβ
)
.
(11)
and
d0,?(A,Φ) : Ω
1(gP )× Ω1(gP )→ Ω0(gP ),
d0,?(A,Φ)
(
a
b
)
=
( −d?Aa+ ?[Φ, ?b] ) .(12)
The Kapustin-Witten map also has the following structure:
Proposition 2.9. The map KW has an exact quadratic expansion:
KW (A+ a,Φ + b) = KW (A,Φ) + d1(A,Φ)(a, b) + {(a, b), (a, b)},
where
{(a, b), (a, b)} =
(
a ∧ a− b ∧ b+ ?[a, b]
− ? [a, ?b]
)
.(13)
Proof. We have the following direct computation:
FA+a − (Φ + b) ∧ (Φ + b) + ?dA+a(Φ + b)⊕ d?A+a(Φ + b)
=FA + dAa+ a ∧ a− Φ ∧ Φ− [Φ, b]− b ∧ b
+ ?dAΦ + ?dAb+ ?[Φ, a] + ?[a, b]
⊕ d?AΦ + d?Ab− ?[a, ?Φ]− ?[a, ?b]
=KW (A,Φ) + d1(A,Φ)(a, b) + {(a, b), (a, b)}.

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3. Gauge Fixing, Elliptic System and Inner Regularity
Recall that we consider a smooth 4-manifold X with boundary 3-manifold Z and cylin-
drical ends identified with Y × (0,+∞) and with an SU(2) bundle P over X. In this section
we will discuss the properties of solutions to the Kapustin-Witten equations (1) away from
the boundary Z.
Suppose that (A0,Φ0) is a fixed reference connection pair in CP and write (A,Φ) =
(A0,Φ0) + (a, b). Our Sobolev norms used in this section are defined in the usual way: for
example, for a ∈ Ω1(gP ), we write
‖a‖Lpk(X) := (
k∑
j=0
‖∇jA0a‖
p
Lp(X))
1
p ,
and for a pair (a, b) ∈ Ω1(gP )⊕ Ω1(gP ), we write
‖(a, b)‖Lpk(X) := (‖a‖
p
Lpk(X)
+ ‖b‖p
Lpk(X)
)
1
p ,
for any 1 ≤ p ≤ ∞ and non-negative integer k.
3.1. Gauge Fixing Condition. For gauge-invariant equations, in order to use elliptic
PDE theory, we need to define a suitable gauge fixing condition.
Given a reference connection pair (A0,Φ0), in our situation, we can considered the tradi-
tional Coulomb gauge or another gauge differing by lower order terms which is associated
by the operator d0,?(A0,Φ0) in (10).
Denote
(14) Lgf(A0,Φ0) := d
0,?
(A0,Φ0)
and we have the following definition:
Definition 3.1. Let (A,Φ) ∈ CP and denote (a, b) := (A,Φ)− (A0,Φ0). We say (A,Φ) is
in the Coulomb gauge relative to (A0,Φ0) if d
?
A0
a = 0. In addition, we say (A,Φ) is in the
Kapustin-Witten gauge relative to (A0,Φ0) if (a, b) satisfies Lgf(A0,Φ0)(a, b) = 0 or
d?A0a− ?[Φ0, ?b] = 0.
For the Coulomb gauge fixing, there are some known results in [18] for compact manifolds
with boundary:
Proposition 3.2. [18] Theorem 8.1 Suppose U is a compact submanifold of X, P is the
SU(2) bundle over X. Fixed a reference connection pair A0, there exists a constant C
depending on A0 such that if (A,Φ) ∈ CP and for p > 2,
‖A−A0‖Lp1(U) ≤ C
then there exists a gauge transformation u ∈ GP such that
d?A0(u(A)−A0) = 0,
? (u(A)−A0)|∂U = 0.(15)
We also prove a simple result on the existence of the Kapustin-Witten gauge representa-
tives, working over a closed base manifold.
Proposition 3.3. Let M be a closed 3 or 4-dimensional manifold and let P be an SU(2)
bundle over M , fix (A0,Φ0) ∈ CP := AP × gP . There exists a constant c(A0,Φ0) such that
if (A,Φ) ∈ CP and for some p > 2,
‖(A−A0,Φ− Φ0)‖Lp1(M) ≤ c(A0,Φ0),
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then there is a gauge transformation u ∈ GP such that u(A,Φ) is in the Kapustin-Witten
gauge relative to (A0,Φ0).
Proof. Denote a := A− A0 and b := Φ− Φ0, so by definition, for u ∈ GP , the gauge group
action on (A,Φ) will be:
u(A0 + a)−A0 = uau−1 − (dA0u)u−1,
u(Φ0 + b)− Φ0 = uΦ0u−1 + ubu−1 − Φ0.
The equation to be solved for u ∈ GP , is
(16) d?A0(uau
−1 − (dA0u)u−1)− ?[Φ0, ?(uΦ0u−1 − Φ0)]− ?[Φ0, ?ubu−1] = 0.
We write u = exp(χ) = eχ for a section χ ∈ gP , and define
G(χ, a, b) := d?A0(e
χae−χ − (dA0eχ)e−χ)− ?[Φ0, ?(eχΦ0e−χ − Φ0)]− ?[Φ0, ?eχbe−χ].
To solve the equation G(χ, a, b) = 0, we use the implicit function theorem. We extend
the domain of G to sections χ ∈ Lp2(M) and bundle valued 1-forms a, b ∈ Lp1(M). Since for
p > 2, Lp2(M) sections are continuous in 3-dimensions and 4-dimensions, we get G(χ, a, b)
in Lp(M). The derivative of G at χ = 0, a = 0, b = 0 is
DG(ξ, α, β)
=d?A0α− d?A0dA0ξ − ?[Φ0, ?[ξ,Φ0]]− ?[Φ0, ?β]
=− d?A0dA0ξ − ?[Φ0, ?[ξ,Φ0]] + d?A0α− ?[Φ0, ?β].
Denote H(ξ) := −d?A0dA0ξ − ?[Φ0, ?[ξ,Φ0]] and I(α, β) := d?A0α− ?[Φ0, ?β], then
DG(ξ, α, β) = H(ξ) + I(α, β).
Denote A0 = A0 + iΦ0 and define
d?A0(α+ iβ) := d
?
A0α− ?[Φ0, ?β] + i(d?A0β + ?[Φ, ?α]).
Obviously,
I(α, β) = Re(d?A0(α+ iβ)).
If we show that the operator H is surjective to the image of I, the implicit function
theorem will give a small solution χ to the equation G(χ, a, b) = 0. Thus we will study the
cokernel of the operator H.
If η ∈ Coker H, we have
〈H(ξ), η〉 = 0 for all ξ,
by taking ξ = η, we obtain
〈H(η), η〉 = −‖dA0η‖L2(M) − ‖[η,Φ0]‖L2(M).
Therefore, any element η in the cokernel of H satisfies ‖dA0η‖ = 0 and ‖[η,Φ0]‖ = 0, which
implies
dA0(η) = 0.
If for some α0, β0, I(α0, β0) is not in the image of H, we have dA0I(α0, β0) = 0 and we
know that:
0 =〈dA0Re(d?A0(α0 + iβ0)), α0 + iβ0〉
=〈Re(d?A0(α0 + iβ0)), d?A0(α0 + iβ0)〉
=〈Re(d?A0(α0 + iβ0)), Re(d?A0(α0 + iβ0))〉.
By taking the real part of the inner product, we get I(α0, β0) = 0.
Therefore, H is surjective to the image of I and by implicit function theorem, we prove
the result. 
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3.2. Elliptic System. Now, we will use the gauge fixing condition to get an elliptic system
associated to the Kapustin-Witten equations. This is also considered similarly for the
Vafa-Witten equations in [17]. We denote L(A0,Φ0) := d1(A0,Φ0). Here the d1(A0,Φ0) is the
linearization of the Kapustin-Witten map in (7).
Given (A0,Φ0) ∈ CP , by Proposition 2.9, for (a, b) ∈ Ω1(gP ) × Ω1(gP ), the equation
KW (A0 + a,Φ0 + b) = ψ0 is equivalent to
L(A0,Φ0)(a, b) + {(a, b), (a, b)} = ψ0 −KW (A0,Φ0).
To make the equation elliptic in the interior, it is natural to add the gauge fixing condition
Lgf(A0,Φ0)(a, b) = 0 or d?A0a = 0.
By adding the Kapustin-Witten gauge, we define the Kapustin-Witten operator D(A0,Φ0):
D(A0,Φ0) : Ω1(gP )× Ω1(gP )→ Ω2(gP )× Ω0(gP )× Ω0(gP )
D(A0,Φ0) := L(A0,Φ0) + Lgf(A0,Φ0)
(17)
Denote ψ = ψ0 −KW (A0,Φ0), then the elliptic system can be rewritten as :
(18) D(A0,Φ0)(a, b) + {(a, b), (a, b)} = ψ.
Similarly, for the Coulomb gauge, we can denote Dˆ(A0,Φ0) := L(A0,Φ0) + d?A0 , then we get
another elliptic system:
(19) Dˆ(A0,Φ0)(a, b) + {(a, b), (a, b)} = ψ.
3.3. Interior Regularity of the Elliptic System. Local interior estimates for the elliptic
system (18) are considered in [19] in the context of PU(2) monopoles.
Theorem 3.4. [19] Take a bounded open set Ω in the interior part of X and let P to be a
principal SU(2) bundle over X. Suppose that P |Ω is trivial and Γ is a smooth flat connection.
Suppose that (a, b) is an L21(Ω) solution to the elliptic system (18) over Ω and take the back
ground pair (A0,Φ0) = (Γ, 0), where ψ is in L
2
k(Ω) for k ≥ 1 an integer. There exist an
constant  = (Ω) such that for any precompact open subset Ω′ ⊆ Ω, if ‖(a, b)‖L4(Ω) ≤ 
we have (a, b) ∈ L2k+1(Ω′) and there is a universal polynomial Qk(x, y), with positive real
coefficients, depending at most on k,Ω,Ω′ with Qk(0, 0) = 0 and
‖(a, b)‖L2k+1(Ω′) ≤ Qk(‖ψ‖L2k(Ω), ‖(a, b)‖L2(Ω)).
In addition, if (ψ, τ) is in C∞(Ω) then (a, b) is in C∞(Ω′) and if (ψ, τ) = 0, then
‖(a, b)‖L2k+1(Ω′) ≤ C‖(a, b)‖L2(Ω).
By the previous theorem, we can get interior regularity for the solutions with Nahm pole
boundary conditions:
Corollary 3.5. If (A,Φ) is a solution to the Kapustin-Witten equations (1) over X, for
Ω ⊂ a bounded open set, if ‖(A,Φ)‖Lp1(Ω) is bounded, then for any proper open subset Ω′ ⊂ Ω,
(A,Φ) is smooth over Ω′.
Proof. Applying Proposition 3.2 and Theorem 3.4, the corollary comes out immediately.

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4. Gradient Flow
In this section, we will discuss the gradient flow associated to Kapustin-Witten equations
over a cylinder X := Y × R. See Taubes [20] for a general computation of the topological
twitsted equations. Denote the coordinate in R as y, then we use the product metric on X
and the volume form we specify is VolY ∧ dy, where VolY is a volume form over Y . In this
section, we denote by ?4 the 4-dimensional Hodge star operator of VolY ∧ dy and denote by
? the 3 dimensional Hodge star operator with respect to VolY .
4.1. Generalized Gradient Flow Equations. To begin, suppose P is an SU(2) bundle
over X and A is a given connection on P . Using parallel transport along the slice of Y into
Y ×R, we can consider A as a map from R to connections on P . Similarly, the field Φ can
be written as Φ = φ+ φydy. Here φ is a map from R to Ω1(gP ) and φy is a map from R to
the section of the adjoint bundle gP .
If (A,Φ) = (A, φ+ φydy) obeys the Kapustin-Witten equations (1), then we compute
FA − Φ ∧ Φ = − d
dy
Ady + FA + [φy, φ]dy − φ ∧ φ,
?4dAΦ = ?dAφy − ? d
dy
φ+ ?dAφ ∧ dy,
?4dA ?4 Φ =
d
dy
φy + ?dA ? φ = 0.
(20)
Thus the Kapustin-Witten equations (1) are reduced to the following flow equations:
d
dy
A− ?dAφ− [φy, φ] = 0,
d
dy
φ− dAφy − ?(FA − φ ∧ φ) = 0,
d
dy
φy − d?Aφ = 0.
(21)
These gradient flow equations are closely related to the complex Chern-Simons functional.
Denote A := A+ iφ, then the complex Chern-Simons functional CSC(A) on 3-manifold Y 3
is:
(22) CSC(A) :=
∫
Tr(A ∧ dA+ 2
3
A ∧ A ∧ A).
Now, we define the following functional for the flow equations (21)
Definition 4.1. Use the notation above, the extended Chern-Simons functional ECS is
denoted as follows:
(23) ECS(A, φ, φy) =
1
2
Im(CSC(A)) +
∫
Y
Tr(φ ∧ ?dAφy),
where the Im is taking the imaginary part of the complex Chern-Simons functional.
Then we have the following proposition:
Proposition 4.2. Equation (21) is the gradient flow for the extended Chern-Simons func-
tional.
Proof. Take A = A0 + a, φ = φ0 + b, φy = (φy)0 + c, then the linearization of
1
2 Im(CS
C(A))
is ∫
b ∧ (FA0 − φ0 ∧ φ0) +
∫
a ∧ dAφ.
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In addition, the linearization of
∫
Y Tr(φ ∧ ?dAφy) is∫
Y
Tr(b ∧ ?dA0(φy)0) +
∫
Y
Tr(a ∧ ?[(φy)0, φ0]) +
∫
Y
Tr(c ∧ ?d?A0φ0).
Therefore, the gradient of ECS at (A0, φ0, (φy)0) is
(24) ∇ECS(A0, φ0, (φy)0) = (−?dA0φ0−[(φy)0, φ0], −dA0(φy)0−?(FA0−φ0∧φ0), −d?A0φ0),
where the minus sign is coming from the inner product we take for s, s′ ∈ Ω0(gP ) is −Tr(ss′).
The result follows immediately. 
In addition, we can compute the Hessian operator H(A,φ,φy) of −ECS at point (A, φ, φy):
H(A,φ,φy) : Ω1Y (gP )× Ω1Y (gP )× Ω0Y (gP )→ Ω1Y (gP )× Ω1Y (gP )× Ω0Y (gP ),
H(A,φ,φy)
 ab
c
 =
 ?dAb+ ?[φ, a] + [φy, b]− [φ, c]?dAa− ?[φ, b] + dAc− [φy, a]
d?Ab− ?[a, ?φ]
 .(25)
Then we have the following expansion of the extended Chern-Simons functional ECS:
Proposition 4.3. For (a, b, c) ∈ Ω1Y (gP )×Ω1Y (gP )×Ω0Y (gP ), we have the following expan-
sions: (1) For the ECS, we have
ECS(A+ a, φ+ b, φy + c)− ECS(a, b, c)
=
∫
Y
(〈(a, b, c),∇ECS(A, φ, φy)〉 − 1
2
〈(a, b, c),H(A,φ,φy)(a, b, c)〉 − {a, b, c}3),
(26)
where ∇ECS(A, φ, φy) is the gradient of ECS defined in (24), H(A,φ,φy) is the Hessian
operator (25) and {a, b, c}3 are cubic terms of a, b, c.
To be explicit, if we denote B = a+ ib, then the cubic terms are
(27) {a, b, c}3 = 1
3
Im(B ∧ B ∧ B) + b ∧ ?[a, c].
(2) For ∇ECS, we have
∇ECS(A+ a, φ+ b, φy + c)−∇ECS(A, φ, φy)
=−H(A,φ,φy)(a, b, c)− {a, b, c}2,
(28)
where
{a, b, c}2 =
 ?[a, b] + [c, b][a, c] + ?(a ∧ a− ?b ∧ b)
− ? [a, ?b]
 .(29)
Proof. By a direct computation, we can verify these results. 
As we have the gauge action, we can formally defined the extended Hession operator for
ECS:
The extended Hession operator EH at the point (A, φ, φy) is defined as:
EH(A,φ,φy) : Ω1Y (gP )× Ω1Y (gP )× Ω0Y (gP )× Ω0Y (gP )→ Ω1Y (gP )× Ω1Y (gP )× Ω0Y (gP )× Ω0Y (gP ),
EH(A,φ,φy)

a1
b1
a0
b0
 =

?dAb1 + ?[φ, a1] + dAa0 − [φ, b0] + [φy, b1]
?dAa1 − ?[φ, b1] + dAb0 + [φ, a0]− [φy, a1]
d?Aa1 + ?[b1, ?φ] + [φy, b0]
d?Ab1 − ?[a1, ?φ] + [φy, a0]
 .
(30)
We have the following proposition of these two Hessian operators:
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Proposition 4.4. (1) EH(A,φ,φy)(a1, b1, 0, b0) = H(A,φ,φy)(a1, b1, b0).
(2) EH and H are self-adjoint operators.
Proof. By a direct computation, we can verify these results. 
In some case of 4-manifold with boundary and cylinderical ends, we can have some
simplification of the flow equations (21). Let X to be a 4-manifold with boundary Z and
cylindrical end which identified with Y × (0,+∞) and we denote y to be the coordinate of
(0,+∞).
Definition 4.5. Let (A,Φ) to be a solution to the Kapustin-Witten equations (1) over X.
Over the cylindrical end Y × (0,+∞), let φy be the dy component of φ. The solution (A,Φ)
is called simple if there exists T0 such that the restriction of φy over Y × (T0,+∞) is zero.
Here is an identity due to Taubes:
Lemma 4.6. ([20] Page 36) If (A, φ, φy) satisfies (21), we have the following identity:
1
2
(− ∂
2
∂y2
|φy|2 + d?d|φy|2) + | ∂
∂y
φy|+ |dAφy|+ 2|[φy, φ]|2 = 0.
With this identity, we have an immediate corollary by the maximum principle:
Corollary 4.7. Let (A,Φ = φ + φydy) be a solution to the Kapustin-Witten equations or
equivalently the flow equations (21) over Y × I where I ⊂ R. We have the following:
(1) Over Y ×R, if supY |φy| has limit zero in the non-compact directions of R, then φy = 0
over Y × R.
(2) Over Y × (0,+∞), let y be the coordinate of (0,+∞). If (A,Φ) satisfies the Nahm
pole boundary condition over Y × {0} ⊂ Y × (0,+∞) and converges under C0 norm to a
flat SL(2;C) connection when y → +∞, we have φy = 0.
Proof. (1) is an immediately corollary of the previous lemma and maximal principle.
For any (A,Φ = φ + φydy) in the assumption of (2), by the definition of Nahm pole
boundary condition and flat SL(2;C) connection, we know
lim
y→0
sup |φy|Y 3×{y} = 0, lim
y→+∞ sup |φy|Y 3×{y} = 0.
(2) also follows from an application of maximal principal. 
Therefore, we have the following simplification of the gradient flow equation:
Corollary 4.8. When φy = 0, (21) reduces to simple gradient flow equations:
d
dy
A− ?dAφ = 0,
d
dy
φ− ?(FA − φ ∧ φ) = 0,
d?Aφ = 0.
(31)
This will be the gradient flow to the functional Im(CSC(A)) along with the stability condition
d?Aφ = 0.
Proposition 4.9. If (A, φ) satisfies the first two equations of (31):
d
dy
A− ?dAφ = 0,
d
dy
φ− ?(FA − φ ∧ φ) = 0,
then ddy (dA ? φ) = 0.
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Proof. We compute:
d
dy
(dA ? φ) = d ?
d
dy
φ+ [
d
dy
A, ?φ]− [? d
dy
φ,A]
= dA(FA − φ ∧ φ) + ?dAφ ∧ ?φ− ?φ ∧ ?dAφ
= 0.

4.2. Acyclic Connection of the Characteristic Variety. Now, consider the behavior
of the complex Chern-Simons functional in a neighborhood of an SL(2;C) flat connection.
For a 3 manifold Y 3, let ρ : pi1(Y
3) → SL(2;C) be an SL(2;C) representation of Y 3’s
fundamental group and let A = A + iφ be the flat SL(2;C) connection associated to ρ.
For simplicity, we only consider simple solutions (Definition 4.5) to the Kapustin-Witten
equations.
A flat SL(2;C) connection will satisfy the equations:
FA − φ ∧ φ = 0,
dAφ = 0.
Denote gCP as the complexification of gP , then a flat SL(2;C) connection will bring in a
twisted de Rham complex:
(32) 0→ Ω0(gCP ) dA−→ Ω1(gCP ) dA−→ Ω2(gCP ) dA−→ Ω3(gCP )→ 0,
with the homology groups:
HkA :=
Ker(dA : Ω
k(gCP )→ Ωk+1(gCP ))
Im(dA : Ωk−1(gCP )→ Ωk(gCP ))
.
In addition, we have the natural identification given by the real part and imaginary part
of the bundle:
Ωk(gCP )
∼= Ωk(gP )⊕ Ωk(gP ).
To be explicit, given a+ ib ∈ Ωk(gCP ), we have the following maps:
dA : Ω
k(gCP )→ Ωk+1(gCP ),
dA(a+ ib) = dAa− [φ, b] + i(dAb+ [φ, a]),
d?A : Ω
k+1(gCP )→ Ωk(gCP ),
d?A(a+ ib) = d
?
Aa− ?[φ, ?b] + i(d?Ab+ ?[φ, ?a]).
Remark. Given s, s′ ∈ Ω0(gCP ), under the identification of Ω0(gCP ) ∼= Ω0(gP ) ⊕ Ω0(gP ),
there exist s1, s2, s
′
1, s
′
2 ∈ Ω0(gP ) such that s = s1 + is2 and s′ = s′1 + s′2. The inner product
we take is 〈s, s′〉 = −Tr(ss¯′) = 〈s1s′1〉 + 〈s2s′2〉 and d?A is the adjoint of dA with respect to
this inner product. This explains the sign of d?A(a+ ib).
Now we will discuss the Hessian for the complex Chern-Simons functional.
For the first two equations of (31), we have:
d
dy
A− ?dAφ = 0,
d
dy
φ− ?(FA − φ ∧ φ) = 0.
(33)
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By a direct computation, we define the Hessian for the functional at an SL(2;C) connec-
tion A = A+ iφ as:
QA : Ω
1
Y (g
C
P )→ Ω1Y (gCP ),
QA
(
a
b
)
=
(
?dAb+ ?[φ, a]
?dAa− ?[φ, b]
)
,
(34)
which is a y-independent linearization of (33).
In addition, it is not hard to see that the Hessian operator is horizontal, which means
QA can also be considered as an operator:
QA : Ker d
?
A → Ker d?A.
However, it is much eaiser to consider operators with gauge fixing conditions. We define
the extended Hessian Q̂A as follows:
Q̂A : Ω
1
Y (gP )× Ω1Y (gP )× Ω0Y (gP )× Ω0Y (gP )→ Ω1Y (gP )× Ω1Y (gP )× Ω0Y (gP )× Ω0Y (gP ),
Q̂A

a1
b1
a0
b0
 =

?dAb1 + ?[φ, a1] + dAa0 − [φ, b0]
?dAa1 − ?[φ, b1] + dAb0 + [φ, a0]
d?Aa1 + ?[b1, ?φ]
d?Ab1 − ?[a1, ?φ]
 .
(35)
Now we have the following proposition about the Hessian operator:
Proposition 4.10. (1) Q̂A = EH(A,φ,0) and it is a self-adjoint operator.
(2) Q̂A is an isomorphism if and only if H
1
A = 0 and H
0
A = 0.
Proof. (1) is an immediate corollary of Proposition 4.4.
For (2), using the Hodge theorem, we can decompose the 1-form as Ω1(gCP ) = Ker d
?
A ⊕
Im dA. Under this decomposition, the extended Hessian operator can be separated into two
parts, which we denote as Q̂A = QA ⊕ SA. Here SA is defined as follows:
SA : Im dA × Ω0(gP )→ Im dA × Ω0(gP ),
SA

a1
b1
a0
b0
 =

dAa0 − [φ, b0]
dAb0 + [φ, a0]
d?Aa1 − ?[φ, ?b1]
d?Ab1 + ?[φ, ?a1]
 .(36)
By Hodge theory, we know that Ker(QA) = Ker dA∩Ker d?A = H1A and Ker(SA) = H0A 
Therefore, we have the following terminology:
Definition 4.11. The flat connection A is called non-degenerate if H1A is zero and acyclic
if H1A and H
0
A is zero.
Now, we will discuss the relation of the extended Hessian and the linearization of the
Kapustin-Witten map. Let (A,Φ) be a solution to the Kapustin-Witten equations. Recall
the linearization
L(A,Φ) : Ω1X(gP )× Ω1X(gP )→ Ω2X(gP )× Ω0(gP ),
L(A,Φ)
(
a
φ
)
=
(
dAa− [Φ, b] + ?(dAb+ [Φ, a])
− ? [a, ?Φ] + d?Ab
)
,
(37)
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as well as the gauge fixing operator
Lgf(A,Φ) : Ω1(gP )× Ω1(gP )→ Ω0(gP ),
Lgf(A,Φ)
(
a
b
)
= d?Aa+ ?[b, ?Φ].
(38)
and define the following operator
D(A,Φ) := L(A,Φ) + Lgf(A,Φ) : Ω1(gP )× Ω1(gP )→ Ω2(gP )× Ω0(gP )× Ω0(gP ).
Let I to be an interval of R and denote y as the coordinate of I. Over Y × I, we have
the following identifications:
Ω1X(gP )
∼= Ω0Y (gP )⊕ Ω1Y (gP ),
α0dy + α1 → α0 ⊕ α1,
Ω2X(gP )
∼= Ω1Y (gP )⊕ Ω1Y (gP ),
α1dy + α2 → α1 ⊕ ?α2.
(39)
Take (a, b) ∈ Ω1X(gP )×Ω1X(gP ), under the previous identification, we denote a = a0dy+
a1, b = b0dy+b1, then we have the following relation of the operator D(A,Φ) and the extended
Hessian EH:
Proposition 4.12. For any connection (A,Φ = φ+φydy) over Y × I, if we choose a gauge
such that A don’t have dy component, then we have
L(A,Φ) = −
d
dy
+H(A,φ,φy),
D(A,Φ) = −
d
dy
+ EH(A,φ,φy).
Proof. Over Y × R with volume form VolY ∧ dy, under the identification (39), take a =
a0dy + a1 and b = b0dy + b1, we have the following computation:
dAa− [Φ, b] = (− d
dy
a1 + dAa0 − [φ, b0] + [φy, b1])dy + (dAa1 − [φ, b1]),
and
dAb+ [Φ, a] = (− d
dy
b1 + dAb0 + [φ, a0]− [φy, a1])dy + (dAb1 + [φ, a1]).
Therefore, we have
dAa− [φ, b] + ?4(dAb+ [φ, a])
=(− d
dy
a1 + dAa0 − [φ, b0] + [φy, b1] + ?(dAb1 + [φ, a1]))dy
+ ?(− d
dy
b1 + dAb0 + [φ, a0]− [φy, a1] + ?(dAa1 − [φ, b1])).
By our assumption, Φ doesn’t have dy component, we have the following computation:
d?4A b− ?4[a, ?4Φ] = d?Ab1 − ?[a1, ?Φ]−
d
dy
b0 + [φy, a0] = d
?
Ab1 + ?[Φ, ?a1]−
d
dy
b0 + [φy, a0].
Similarly, we have
d?4A a+ ?4[b, ?4Φ] = d
?
Aa1 + ?[b1, ?Φ]−
d
dy
a0 − [φy, b0] = d?Aa1 − ?[Φ, ?b1]−
d
dy
a0 − [φy, b0].
The result follows immediately from our computation.
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
5. Fredholm Theory
In this section, we will introduce the Fredholm theory for the Kapustin-Witten equations
with Nahm Pole boundary condition over manifold with boundary and cylindrical end. See
[9], [21] for the Fredholm theory of manifold with cylindrical end and see also [3],[8], for the
Fredholm theory on compact manifold with boundary.
5.1. Sobolev Theory on a Manifold with Boundary. In this subsection, we review
Sobolev theory on a manifold with boundary and cylindrical end.
We begin with a suitable functional space. Take Xˆ to be a compact four-manifold with
two boundary components Y and Z. Take X to be the four-manifold gluing Xˆ and Y ×
[0,+∞) along the common boundary Y , X = Xˆ∪Y Y ×[0,+∞). Denote by E a bundle over
X and fix a background connection ∇, let Lpk(X,E) be the completion of smooth E-valued
functions on X with respect to the norm
‖f‖Lpk =
( k∑
i=0
∫
X
|∇if |p) 1p ,
where ∇kf is the symmetric tensor product of ∇f .
For a manifold with boundary, we have the following Sobolev embedding theorem
Proposition 5.1. ([22], Thm 2.30, [18] Appendix) For a compact 4-manifold Xˆ (with
boundary), k ≥ l, q ≥ p and the indices p, q are related by
k − 4
p
≥ l − 4
q
,
then there is a constant CXˆ,p,q, such that for any section f of a unitary bundle over Xˆ, we
have
‖f‖Lql ≤ CXˆ,p,q, ‖f‖Lpk .
As a manifold with cylindrical ends has finite geometry, we have the parallel Sobolev
embedding theorem for a manifold with boundary and cylindrical ends.
Corollary 5.2. If X is a 4-manifold with boundary and cylindrical ends, k ≥ l, q ≥ p and
the indices p,q are related by
k − 4
p
≥ l − 4
q
,
then there is a constant CX,p,q, such that for any section f of a unitary bundle over X,we
have
‖f‖Lql ≤ ‖f‖Lpk .
Proof. After identifying the cylindrical ends with Y × [0,+∞), we can take open covers
{Ui} as follows: U0 := X/(Y × [1,+∞)) and for i ≥ 1, Ui := Y × (i− 1, i+ 1).
Given a function f , let fi be the restriction of the function to the open cover Ui, for
p ≤ q, we have the following inequality,
‖f‖Lql ≤ C(
+∞∑
i=0
‖fi‖qLql )
1
q ≤ C(
+∞∑
i=0
‖fi‖pLql )
1
p ≤ C(
+∞∑
i=0
‖fi‖pLpk)
1
p ≤ C‖f‖Lpk .

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5.2. Elliptic Weight and Nahm Pole Model. In this subsection, we will discuss the
elliptic weights and Fredhlom property of the Kapustin-Witten operator, which is first
introduced in [3],[8] .
Take X to be a manifold with boundary and cylindrical end, choose a cylindrical neigh-
borhood of X which we will denote as Y × (0, 1] ⊂ X, Y × {0} = ∂X.
Now we shall study the action of L on the weighted Sobolev space, and so we start by
giving the definition of these.
Choose a smooth function y : X → R, which is smaller than 1 and equals the distance
function d(x, ∂X) in a neighborhood of ∂X.
For any λ ∈ R, we can define the following weighted Sobolev space
yλLp(X,E) := {yλf |f ∈ Lp(X,E)}.
It is easy to see that a suitable norm on this space will be
‖f‖yλLp(X,E) := (
∫
X
y−λp|f |pdx) 1p .
Next, we have the following edged Sobolev space which was introduced in [8]. Using a
local coordinate on X and let y to be the coordinates locally orthogonal to the boundary,
we have
(40) Hk,p0 (X) = {f ∈ Lp(X)|(y∂~x)α(y∂y)jf ∈ Lp(X), ∀j + |α| ≤ k}.
To be explicit, a suitable norm on this space will be
‖f‖
Hk,p0 (X)
:= (
∫
X
∑
∀j+|α|≤k
|(y∂~x)α(y∂y)jf |p)
1
p .
We define the weighted edge Sobolev space as follows:
(41) yλHk,p0 = {f = yλf1|f1 ∈ Hk,p0 }.
Mazzeo and Witten in [3] have the following theorem for the Fredholm property of the
Kapustin-Witten operator D(A,Φ) with suitable weighted edge Sobolev spaces:
Theorem 5.3. ([3] Proposition 5.2) Let X be a manifold with boudary and (A,Φ) be a
Nahm pole solution to the Kapustin-Witten equations. Let D(A,Φ) be the Kapustin-Witten
operator (17) to the Nahm pole solution, and suppose that λ ∈ (−1, 1), then the operator
D(A,Φ) : yλ+
1
pH1,20 (X)→ yλ+
1
p
−1
L2(X)
is a Fredholm operator.
We also have the following modification of the Theorem for p ≥ 2 also due to R.Mazzeo:
Theorem 5.4. Let X be a manifold with boudary and (A,Φ) be a Nahm pole solution to the
Kapustin-Witten equations. Let D(A,Φ) be the Kapustin-Witten operator (17) to the Nahm
pole solution, and suppose that λ ∈ (−1, 1) and p ≥ 2, then the operator
D(A,Φ) : yλ+
1
pH1,p0 (X)→ yλ+
1
p
−1
Lp(X)
is a Fredholm operator. .
Proof. See Appendix 1. 
Now, we will introduce some basic properties of these weighted Sobolev spaces that will
be used in this paper.
Proposition 5.5. ylHk,p0 = {f ∈ Lp|f ∈ ylLp,∇f ∈ yl−1Lp, · · · ∇kf ∈ yl−kLp}.
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Proof. By (40), for g ∈ Hk,p0 , we know that g ∈ Lp,∇g ∈ y−1Lp, · · · ,∇kg ∈ y−kLp.
Therefore, by the definition of the weighted edge Sobolev space (41), for f ∈ ylHk,p0 , there
exist a g ∈ Hk,p0 such that f = ylg. For any positive integers m,n ≤ k, by the Leibniz rule,
we have
∇mx ∇nyf =
l∑
i=0
yl−i∇mx ∇n−iy g.(42)
By the definition of g, we have ∇mx ∇n−iy g ∈ yi−m−nLp, therefore yl−i∇mx ∇n−iy g ∈ yl−m−nLp.
So for m,n, we have ∇mx ∇nyf ∈ yl−m−nLp.
Therefore, for any integer j with 0 ≤ j ≤ k, we have ∇jf ∈ yl−jLp.

In addition, we have the following properties for these spaces.
Proposition 5.6. (1)(Different Weight Relation)For any positive integer p, if λ2 > λ1,
then
yλ2Lp(X) ↪→ yλ1Lp(X).
Here the ↪→ means the inclusion of Banach space.
(2)(Embedding to Usual Sobolev Space) yλHk,p0 ↪→ yλ−kLpk,
(3)(Ho¨lder inequality) ∀λ, λ1, λ2 ∈ R with λ ≤ λ1 + λ2, and positive real numbers p, q, r,
we have
‖fg‖yλLr(X) ≤ ‖f‖yλ1Lp(X)‖g‖yλ2Lq(X),
Proof. (1) Given a function f over a manifold X, we have the following inequality:
‖f‖yλ1Lp = (
∫
y−λ1p|f |p) 1p
= (
∫
y−λ2py(λ2−λ1)p|f |p) 1p
≤ (
∫
y−λ2p|f |p) 1p (here we use λ2 > λ1).
(2) Given f ∈ ylHk,p0 , by Prop 5.5, for any 0 ≤ j ≤ k, ∇jf ∈ yl−jLp and by (1), we have
the embedding yl−jLp ↪→ yl−kLp. The result follows immediately.
(3) Given two functions f and g over X, we have the following inequality:
‖fg‖yλLr(X) = (
∫
f rgry−rλ)
1
r
≤ (
∫
(fy−λ1)r(gy−λ2)r)
1
r
≤ (
∫
(fy−λ1)p)
1
p (
∫
(gy−λ2)q)
1
q
≤ ‖f‖yλ1Lp(X)‖g‖yλ2Lq(X).

Using these inequalities, we have the following two corollaries:
Corollary 5.7. (1) For any λ ∈ R, p ≥ 2, we have
y
λ+ 1
pH1,p0 (X) ↪→ yλ+
1
p
−1
Lp1(X) ↪→ yλ+
1
p
−1
L2p(X),
(2) For λ ≥ 1− 1p , we have
‖fg‖
y
λ+ 1p+1Lp(X)
≤ ‖f‖
y
λ+ 1pL2p(X)
‖g‖
y
λ+ 1pL2p(X)
.
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(3)For λ ≥ 1− 1p , p ≥ 2, we have ‖fg‖yλ+ 1p−1Lp(X) ≤ ‖f‖yλ+ 1p−1Lp1(X)
‖g‖
y
λ+ 1p−1Lp1(X)
.
Proof. For (1) this is immediate corollary of Proposition 5.6 combining with the Sobolev
embedding Lp1 ↪→ L2p with p ≥ 2.
(2) For λ ≥ 1 − 1p , we have λ + 1p + 1 ≤ λ + 1p + λ + 1p . By Proposition 5.6, the Holder
inequality implies the result.
(3) For λ ≥ 1− 1p , we have λ+ 1p − 1 ≤ λ+ 1p − 1 + λ+ 1p − 1. Using Proposition 5.6 and
Sobolev embedding Lp1 ↪→ L2p, the statement follows immediately. 
5.3. Fredholmness on Infinite Cylinder. In this section, we introduce the Fredholm
theory for the Kapustin-Witten operator D(A,Φ) (17) over the four-manifold W := Y 3 ×
(−∞,+∞).
Consider a smooth solution (A,Φ) to the Kapustin-Witten equations over W , which
converges in Lp1 norm to acyclic flat SL(2,C) connection over both sides, we have the
following proposition:
Proposition 5.8. Under the assumption above, the operator D(A,Φ) : Lp1(W ) → Lp(W ) is
a Fredholm operator.
Proof. By Proposition 4.12, we have D(A,Φ) = − ddy + EH. As we assume that (A,Φ)
converges to acyclic flat connections over both sides, for some p > 2, this is a classical
result of [23] Theorem 1.3. See [21] Proposition 2b.1 for the Yang-Mills case and also [24]
Proposition 14.2.1 for the p = 2 version.

5.4. The Kapustin-Witten Operator with Acyclic Limit. As before, denote by Xˆ a
compact four-manifold with two boundary components Y and Z. Take X to be the four-
manifold obtained by gluing Xˆ and Y × [0,+∞) along the common boundary Y , that
is X = Xˆ ∪Y Y × [0,+∞). Given an SU(2)-bundle P over X, and a solution (A,Φ) to
the Kapustin-Witten equations (1), with Nahm pole boundary condition on Z and which
converges in Lp1 norm to acyclic connections over the cylindrical ends for some p > 2, we
have the following theorem:
Proposition 5.9. Under the assumption as above, the Kapustin-Witten operator (17)
D(A,Φ) : yλ+
1
pH1,p0 (X)→ yλ−1+
1
pLp(X)
is a Fredholm operator.
Proof. We will use the parametrix method to prove this theorem. For simplicity, we denote
D(A,Φ) by D in this proof. To be more explicit, we hope to find two operators
P : y
λ−1+ 1
pLp(X)→ yλ+ 1pH1,p0 (X)
and
R : y
λ+ 1
pH1,p0 (X)→ yλ−1+
1
pLp(X)
such that Sl(ρ) := DP (ρ)− ρ, Sr(ρ) := RD(ρ)− ρ, are two compact operators.
Choose U0 := Y × (T,+∞) and let U1 be a compact cylindrical neighborhood of ∂X. By
Proposition 5.8, there exist P0, R0 such that over U0, we have DP0(ρ) = ρ and R0D(ρ) = ρ.
By the compactness of Xˆ, we can take a finite cover {Ui|i = 0 · · ·n}. In each open set Ui,
by Theorem 5.4 and the elliptic operator property on the inner open set of the manifold,
there exist Pi, Ri and compact operators S
l
i and S
r
i such that DPi(ρ) = ρ+S
l
i(ρ), RiD(ρ) =
ρ+ Sri (ρ).
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Denote X =
⋃n
i=0 Ui, take S
l
0(ρ) := 0 and S
r
0(ρ) := 0. We take a partition of unity {βi}
to these covers and define operators P (ρ) :=
∑n
i=0 βiPi(ρ) and R(ρ) :=
∑n
i=0 βiRi(ρ).
We have
DP (ρ) =
n∑
i=0
∇βi ? Pi(ρ) +
n∑
i=0
βiDPi(ρ)
=
n∑
i=0
∇βi ? Pi(ρ) + ρ+
n∑
i=0
βiS
l
i(ρ).
(43)
Here,
∑n
i=0 S
l
i(ρ) is a finite sum of compact operators and it will be compact.
For the terms
∑n
i=0∇βi ? Pi(ρ), recall that
Pi : y
λ−1+ 1
pLp(X)→ yλ+ 1pH1,p0 (X).
In addition, we know ∇βi is supported over Xˆ. For functions supported on Xˆ, the norm
y
λ+ 1
pH1,p0 (X) is equivalent to L
p
1(X) and y
λ−1+ 1
pLp(X) is equivalent to Lp(X). By the
compactness of the Sobolev embedding of Lp1(X) into L
p(X), we know that
∑n
i=0∇βi?Pi(ρ)
is also a compact operator.
For the right inverse, we have the following computation:
RD(ρ) =
n∑
i=0
βiRiD(ρ) =
n∑
i=0
βi(ρ+ S
r
i (ρ)) = ρ+
n∑
i=0
βiS
r
i (ρ).(44)
Here
∑n
i=0 βiS
r
i (ρ) is a finite sum of compact operator thus it is a compact operator.
To summarize, we proved that D is a Fredholm operator. 
5.5. Reducible Limit Connection. Given (A,Φ) a solution to the Kapustin-Witten
equations (1) over W := Y × (−∞,+∞), take t as the coordinate for (−∞,+∞). As-
sume that (A,Φ) L22 converges to a non-degenerate SL(2;C) flat connection (Aρ1 ,Φρ1)
when y → −∞ and a non-degenerate SL(2;C) flat connection (Aρ2 ,Φρ2) when y → +∞.
For i = 1, 2, if either of (Aρi ,Φρi) is reducible, Proposition 5.8 is not true since zero can be
in the spectrum of the extended Hessian operator Qˆ(Aρi ,Φρi ) (35).
Therefore, we hope to use a weight to get rid of the 0 spectrum and we need to introduce
the exponential weight in the cylindrical end. For any real positive number α and norm U,
given an arbitrary smooth function h which equals eαt over every cylindrical end [T,+∞)×Y
and Y × (−∞,−T ] when T is big enough, we can define the weighted norm by
‖f‖Uα = ‖hf‖U .
To be explicit, for a f , we denote ‖f‖
y
λ+ 1pHk,p0,α
:= ‖hf‖
y
λ+ 1pHk,p0
and ‖f‖
y
λ+ 1p−1Lpα
:=
‖hf‖
y
λ+ 1p−1Lp
.
Our operator D(A,Φ) can naturally defined over these weighted spaces:
D(A,Φ),α : yλ+
1
pH1,p0,α(W )→ yλ+
1
p
−1
Lpα(W ).
We have the following result:
Proposition 5.10. Under the assumption as above, we can choose α such that the operator
D(A,Φ),α : Lp1,α(W )→ Lpα(W ) is a Fredhom operator.
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Proof. Considering the operator D(A,Φ),α over a tube, acting on the weighted Sobolev space
with eαt as weight function. This is equivalent to an operator D′ acting on an unweighted
space with the relation
D′ = D(A,Φ),α − α.
Therefore, when α is not in the spectrum of the extended Hessian operator over the limit
flat connections Qˆ(Aρi ,Φρi ), this is a classical result of [23] Theorem 1.3. 
5.5.1. Sobolev Theory for weighted space. Recall that we denote by Xˆ a compact four-
manifold with two boundary components Y and Z. Take X to be the four-manifold obtained
by gluing Xˆ and Y ×[0,+∞) along the common boundary Y , that is X = Xˆ∪Y Y ×[0,+∞).
Take an SU(2)-bundle P over X, and a solution (A,Φ) to the Kapustin-Witten equations
(1), with Nahm pole boundary condition on Z which converges to a reducible SL(2;C)-
connections over the cylindrical ends.
Over this space X, for any real number α and norm U fix a smooth weight function h
which approximates eαt over the cylindrical end [T,+∞)× Y. When T is large enough, we
can define the weighted norm Uα as:
‖f‖Uα := ‖hf‖U .
Similarily, we have the Sobolev embedding theorem for the weighted norms.
Proposition 5.11. If X is a 4-manifold with boundary and cylindrical ends, k ≥ l, q ≥ p
and the indices p,q are related by
k − 4
p
≥ l − 4
q
,
for any given weighted function, there exists a constant C, such that for any section f of a
unitary bundle over X, we have
‖f‖Llq,α(X) ≤ C‖f‖Lkp,α(X).
Proof. This is immediate from the definition of the weighted norm and the usual Sobolev
embedding theorem. In addition, after fixing a weight function, we have the following
inequalities for these weighted edge norms:
Proposition 5.12. (1) For any λ ∈ R, we have
y
λ+ 1
pH1,p0,α(X) ↪→ yλ+
1
p
−1
Lp1,α(X),
(2) For λ ≥ 1− 1p , α > 0, we have the following inequality,
‖fg‖
y
λ+ 1p−1Lpα(X)
≤ ‖f‖
y
λ+ 1p−1L2pα (X)
‖g‖
yλ0−
1
2L2pα (X)
.
Proof. The statement in (1) is immediately using Corollary 5.7 and the definition of weighted
Sobolev space. By Corollary 5.7, we know
‖fg‖
y
λ+ 1p−1Lpα(X)
≤ ‖f‖
y
λ+ 1p−1L2p(X)
‖g‖
y
λ+ 1p−1L2pα (X)
.
In addition, as we assume α > 0, we know that
‖f‖
y
λ+ 1p−1L2p(X)
≤ ‖f‖
y
λ+ 1p−1L2pα (X)
.
The statement in (2) follows immediately. 
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5.5.2. Fredholm Property for the Reducible Limit.
Proposition 5.13. Under the assumpution above, there exist α such that the operator
D(A,Φ),α : yλ+
1
pH1,p0,α(X)→ yλ−1+
1
pLpα(X)
is a Fredhlom operator.
Proof. The main difference between the reducible limit and the acyclic limit is the behavior
of the operator D(A,Φ) over the cylindrical end. In the reducible case, we use Proposition
5.10 over the cylindrical ends to get a parametrix and the results follow similarly as Theorem
5.9. 
5.6. The Index. Now we will give an explicit computation of the index for a manifold with
cylindrical end.
For a compact manifold with boundary, in [3], Mazzeo and Witten have a computation of
the index of D(A,Φ) where (A,Φ) is a Nahm pole solution to the Kapustin-Witten equations
(1):
For our case, let X be a manifold with boundary Z and cylindrical end which is identified
with Y × [0,+∞). We finish a parallel computation for the index of a manifold with
boundary and cylindrical end. Under the previous assumption, by Proposition 5.9, 5.13, we
can define the index for these Fredholm operator.
If (A,Φ) has an acyclic limit, we denote by IndX(P ) the index of D(A,Φ) in the setting of
Theorem 5.9:
(45) IndX(P ) := dim KerD(A,Φ) − dim CokerD(A,Φ).
For compact manifold with Nahm pole boundary condition, Mazzeo and Witten has the
following computations:
Proposition 5.14 ([3] Proposition 4.2). Let X be a compact manifold with boundary, let
P be an SU(2) bundle over X, let (A,Φ) be a solution to the Kapustin-Witten equations
with acyclic limit which satisfies the Dirichlet boundary condition over the boundary, then
IndP = −3χ(X).
After a modification of their proof, we have the following computation for solutions have
irreducible limits:
Proposition 5.15. Let X be a manifold with boundary and cylinderical ends, let P be an
SU(2) bundle over X, let (A,Φ) be a solution to the Kapustin-Witten equations with acyclic
limit which satisfies the Dirichlet boundary condition over the boundary, then
IndP = −3χ(X).
Proof. Let (A,Φ) be a solution to the Kapustin-Witten equation with Dirichlet boundary
condition, then the index of the operator D(A,Φ) corresponds to the relative boundary con-
dition for the Gauss-Bonnet operator, which the index is equals to −3χ(X, ∂X) and by
Poincare duality, χ(X, ∂X) = χ(X).

Proposition 5.16 ([3] Proposition 4.3). Under the same assumption as Proposition 5.15,
let (A,Φ) be a solution to the Kapustin-Witten equations (1) with the Nahm pole boundary
condition over ∂X, then
IndP = −3χ(X).
Here χ(X) is the Euler characteristic of X.
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Proof. First consider the special case of (0, 1]×Z with the product metric. Let (A0,Φ0) be
a connection pair satisfying the Nahm pole boundary condition over {0} × Z and regular
over {1} × Z. Let DN ,R be the elliptic operator corresponding to this. By [3] (3.12), as
DN ,R is pseudo skew-Hermitian, we have Ind DN ,R=0.
Now consider a general (A,Φ) over X satisfying the Nahm pole boundary condition, we
choose a tubular neighborhood of X near the boundary and identify it with Y × (0, 1]. Let
DN ,R be the restriction of the operator D(A,Φ) to Y × (0, 1] and let DR be the restriction
of D(A,Φ) over the complement of Y × (0, 1] in X. By a standard excision theorem of index
[25], Prop 10.4, we obtain
Ind D(A,Φ) = Ind DN ,R + Ind DR.
By the previous argument, we have Ind DN ,R = 0 and by Proposition 5.15, we know
Ind DR = χ(X). Thus we have Ind D(A,Φ) = χ(X).

If (A,Φ) is a reducible but non-degenerate limit as in the case of Proposition 5.13, we
denote by IndX(P, α) the index of D(A,Φ),α with respect to weight α:
(46) IndX(P, α) := dim KerD(A,Φ),α − dim CokerD(A,Φ),α.
Take α+ to be a real number that is slightly bigger than 0 and below the positive spectrum
of Q̂Aρ and α
− to be a real number that is slightly smaller than 0 and above the negative
spectrum of Q̂Aρ , then we have two indices:
(47) Ind+X(P ) := Ind(P, α
+), Ind−X(P ) := Ind(P, α
−).
For i = 1, 2, suppose Xi is a manifold with boundary Zi and cylindrical end Yi× [0,+∞)
and Y1 = Y2, Pi is an SU(2) bundle over Xi. Let (Ai,Φi) ∈ CPi converge to the same
SL(2;C) flat connection ρ, then we can glue these two manifolds along the common bound-
ary Y to form X] and a bundle P ]. As it converges to the same flat connection ρ, we can
define a new pair (A],Φ]) on P ].
We denote by IndX](P
]) the index of the operator D(A],Φ]) on X].
If (Ai,Φi) both have acyclic limits, then we have the following gluing relation of these
indices:
Proposition 5.17. IndX](P
]) = IndX1(P1) + IndX2(P2).
Proof. See ([9] Proposition 3.9), the same arguments also work in our case. 
If (Ai,Φi) is reducible but non-degenerate, we can choose α1 = −α2 > 0 whose absolute
value is smaller than the smallest absolute value of eigenvalues of Q̂Aρ . We denote Ind
+
X1
(P1)
to be the index corresponding to the weight α1 and Ind
−
X2
(P2) to be the index corresponding
to the weight α2.
We have following Proposition:
Proposition 5.18. IndX](P
]) = Ind+X1(P1) + Ind
−
X2
(P2).
Proof. See ([9] Proposition 3.9), the same arguments also work in our case. 
Moreover, for the index over the same bundle with small positive and negative weights,
we obtain:
Proposition 5.19. ([9] Proposition 3.10) Ind+X(P )− Ind−X(P ) = −dim kerQ̂Aρ.
Now we will do some explicit computation of indices. Consider the model case W to be
the ’flask’ manifold obtained by gluing a punctured 4-sphere to a tube S3 × R. Consider
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the trivial bundle and the trivial connection over this space, we have the following Lemma
for indices:
Lemma 5.20. The indices for W are
Ind+W = −6, Ind−W = 0.
Proof. Obviously, W]W is diffeomorphic to S4. In addition, by Proposition 5.16, we know
the index of operators D(A,Φ) over S4 is -6. Therefore, by the gluing relation of the index
Proposition 5.18, we have
Ind+W + Ind
−
W = −6.
In addition, by Proposition 5.19, we have
Ind+W = Ind
−
W − 6.
Combining these two index formulas, we get the result we want. 
Corollary 5.21. If the cylindrical end of X has the form S3 × [0,+∞), we have
(48) Ind+X(P ) = −3χ(X)− 3, Ind−X(P ) = −3χ(X) + 3.
Proof. Denote by X¯ a smooth compactification of X over the tube S3× [0,+∞) and denote
by P¯ the extension of the bundle P.
By Proposition 5.18, we have
Ind+X(P ) + Ind
−
W = IndX¯(P¯ ),
Ind−X(P ) + Ind
+
W = IndX¯(P¯ ).
In addition, by Proposition 5.16, we know that
IndX¯(P¯ ) = −3χ(X¯) = −3χ(X)− 3.
We get the result we want. 
6. Moduli Theory
In this section, we will introduce the moduli theory for the solutions to the Kapustin-
Witten equations (1) with Nahm pole boundary condition.
6.1. Framed Moduli Space. In this section, we will give suitable norms to define the
moduli space.
LetX to be a smooth 4-manifold with 3-manifold boundary Z and cylindrical end which is
identified with Y ×(0,+∞). Now suppose P is an SU(2) bundle over X, gP is the associated
adjoint bundle, AP is the set of all SU(2) connections on P and CP := AP × Ω1(gP ).
For i = 1, 2, 3, fix an orthogonal frame {ei} ∈ T ?Y , choose a reference connection pair
(A0,Φ0) ∈ CP to the Kapustin-Witten equations (1). We require that (A0,Φ0) satisfies
the Nahm pole boundary condition for this frame, thus there exists {ti} ∈ gP such that
the expansion of Φ when y → 0 is Φ ∼
∑3
i=1 eit
i
y . In addition, fix a flat acyclic SL(2;C)
representation ρ. If we denote YT := {T} × Y ⊂ (0,+∞) × Y , we assume that (A0,Φ0)
convergence to ρ in Lp1 norm for some p > 2.
Now, we will introduce a suitable configuration space we hope to study.
Given real numbers p, λ with p > 2 and λ ∈ [1− 1p , 1) , we have the following definition:
Definition 6.1. Given a smooth Nahm pole solution (A0,Φ0), we define the framed config-
uration space Cfrp,λ as follows:
(49) Cfrp,λ := {(A0,Φ0) + (a, b) | (a, b) ∈ yλ+
1
pH1,p0 (Ω
1(gP )× Ω1(gP ))}.
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Here y
λ+ 1
pH1,p0 (Ω
1(gP ) × Ω1(gP )) is the completion of smooth 1-forms with respect to the
norm y
λ+ 1
pH1,p0 .
We have some basic properties of the framed configuration space:
Proposition 6.2. (1) Any (A,Φ) ∈ Cfrp,λ satisfies the Nahm pole boundary condition.
(2) Assume X has non-vanishing boundary and cylindrical end which identified with
Y × (0,+∞). Let P be an SU(2) bundle over it, let (A1,Φ1) be a connection pair satisfying
the Nahm pole boundary condition, denote
∑3
j=1 ejt
1
j
y is the leading part of Φ1. If (A1,Φ1 −∑3
j=1 ejt
1
j
y ) ∈ H1,p0 (X), then there exists a global gauge transformation g ∈ G such that
g(A1,Φ1) ∈ Cfrp,λ.
Proof. For (1), as for λ ∈ [1 − 1p , 1) ,p > 2, any differential form which blows-up as y−1 is
not contained in y
λ+ 1
pH1,p0 , the result follows immediately.
For (2), for i = 0, 1, (Ai,Φi) both satisfies the Nahm pole boundary condition (Definition
2.1). Then there exists orthogonal basis ej ∈ T ?Y and tij ∈ gP for j = 1, 2, 3 such that
[tij1 , t
i
j2
] = j1j2j3t
i
j3
where j1j2j3 is the Kronecker symbol of j1, j2, j3. In addition, let the
asymptotic expansion of Φi at y = 0 to be
∑3
j=1 ejt
i
j
y +O(y). By the commutation relation
of tij , there exists a gˆ : Z → SU(2) such that gˆ(
∑3
j=1 ejt
1
j
y )gˆ
−1 =
∑3
j=1 ejt
0
j
y . By the Hopf
theorem, the homotopy type of maps from Y 3 to SU(2) is totally determined by the degree.
Given gˆ : Z → SU(2), consider YT0 = Y × {T0} ⊂ X, we can choose a band to connect Z
and Y which is homeomorphic to Z]YT0 . We can choose a map gˆ
′ : YT0 → SU(2) whose
degree equals minus degree of g and extend these two maps to Z]YT0 and denote as g˜. Then
g˜ has degree zero and can be extended to whole X, which we denote as g.
By the assumption that (Ai,Φi) are smooth, we have g(A1,Φ1) − (A0,Φ0) ∈ yλ+
1
pH1,p0 .

Remark. For a general compact 4-dimensional manifold with boundary, Proposition 6.2 is
not true. For D4, the 4-dimensional unit disc, a choice of frame gives a map from S3 →
SO(3) which is pi3(SO(3)). Two frames corresponding to different elements in pi3(SO(3))
can not be globally gauge equivalent.
As we fixed a base connection (A0,Φ0) to define the framed configuration space, we can
also consider the gauge group that preserves the frame.
Definition 6.3. The framed gauge group Gfr is defined as follows:
(50) Gfr := {g ∈ Aut(P ) | g|Y = 1}.
Given g ∈ Gfr, the action of g on (A0,Φ0) will be
(51) g(A0,Φ0) = (A0 − dA0g g−1, gΦ0g−1).
Then, we have
(52) g(A0,Φ0)− (A0,Φ0) = (−dA0g g−1, [g,Φ0]g−1).
We consider the following weighted frame gauge group Gfrp,λ:
(53) Gfrp,λ = {g ∈ Gfr | dA0g g−1 ∈ yλ+
1
pH1,p0 (Ω
1), [g,Φ0]g
−1 ∈ yλ+ 1pH1,p0 (Ω1)}.
For convenience, we denote d0(ξ) := d0(A0,Φ0)(ξ) = (dA0ξ, [Φ0, ξ]) and we have the follow-
ing lemma on the weighted frame gauge group Gfrp,λ.
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Lemma 6.4. Gfrp,λ = {g ∈ Gfr | ∇0g ∈ yλ+
1
pLp, ∇20g ∈ yλ+
1
p
−1
Lp, [Φ0, g] ∈ yλ+
1
pLp, ∇0[Φ0, g] ∈
y
λ+ 1
p
−1
Lp}.
Proof. Obviously {g ∈ Gfr | d0g ∈ yλ+ 1pLp, ∇0(d0)g ∈ yλ+
1
p
−1
Lp} ⊂ Gfrp,λ. For the other
side, we argue as follows: take α := dA0gg
−1, then α ∈ yλ+ 1pH1,p0 ↪→ yλ+
1
p
−1
L2p. By
dA0g = αg, we have ∇0g ∈ yλ+
1
p
−1
L2p since the pointwise norm of g is 1. In addition,
∇0dA0g = (∇0α)g + α∇0g. As ∇0α ∈ yλ+
1
p
−1
Lp and the pointwise norm of g is 1, we have
∇0αg ∈ yλ+
1
p
−1
Lp. As α ∈ yλ+ 1p−1L2p, ∇0g ∈ yλ+
1
p
−1
L2p, we have α∇0g ∈ yλ+
1
p
−1
Lp.
For [g,Φ0]g
−1 ∈ yλ+ 1pH1,p0 (Ω1), we have [g,Φ0]g−1 ∈ yλ+
1
pLp. Letting β = [g,Φ0]g
−1,
then β ∈ yλ+ 1pLp implies βg = [g,Φ0] ∈ yλ+
1
pLp. In addition, β ∈ yλ+ 1pH1,p0 implies
∇0β ∈ yλ+
1
pLp and β ∈ yλ+ 1p−1L2p. In addition, we have∇0g ∈ yλ+
1
p
−1
Lp, thus∇0[g,Φ0] =
∇0(β g) = (∇0β)g + β∇0g ∈ yλ+
1
p
−1
Lp.
Therefore, Gfrp,λ ⊂ {g ∈ Gfr | ∇0g ∈ yλ+
1
pLp, ∇20g ∈ yλ+
1
p
−1
Lp}.

Thus we can rewrite Gfrp,λ as Gfrp,λ = {g ∈ Gfr | d0g ∈ yλ+
1
pLp, ∇0d0g ∈ yλ+
1
p
−1
Lp}.
Lemma 6.5. The space y
λ+ 1
p
+1
H2,p0 (gP ) is an algebra and y
λ+ 1
pH1,p0 (gP ) is a module over
this algebra.
Proof. For the algebra statement, we only need to prove u1u2 ∈ yλ+
1
p
+1
H2,p0 (gP ), or equiv-
alently, u1u2 ∈ yλ+
1
p
+1
Lp, ∇0(u1u2) ∈ yλ+
1
pLp, ∇20(u1u2) ∈ yλ+
1
p
−1
Lp.
Since ui ∈ yλ+
1
p
+1
H2,p0 , we have ui ∈ yλ+
1
p
+1
Lp, ∇0ui ∈ yλ+
1
pLp and ∇20ui ∈ yλ+
1
p
−1
Lp.
By Proposition 5.6, ui ∈ yλ+
1
p
+1
H1,p0 ↪→ yλ+
1
pLp1 ↪→ yλ+
1
pL2p. By Corollary 5.7, we have
u1u2 ∈ yλ+
1
p
+1
Lp. In addition, we know ∇0ui ∈ yλ+
1
pH1,p0 ↪→ yλ+
1
p
−1
L2p and ui ∈ yλ+
1
pL2p.
As λ ≥ 1− 1p , we have λ+ 1p + λ+ 1p − 1 ≥ λ+ 1p . By the Ho¨lder inequality in Proposition
5.6, we have ∇0u1u2 ∈ yλ+
1
pLp.
For ui ∈ yλ+
1
p
+1
H2,p0 , as p > 2 and λ ≥ 1 − 1p , we have ui ∈ yλ+
1
p
−1
Lp2 ↪→ C0 and
∇20u ∈ yλ+
1
p
−1
Lp. Therefore, we have ∇20u1u2 ∈ yλ+
1
p
−1
Lp.
The module statement can also be proved in a similar way. 
Fix a base point p0 ∈ X and define a system of neighborhoods of the identity in GP as
(54) U = {g ∈ Gfr | ‖d0g‖
y
λ+ 1pLp
≤ , ‖∇0d0g‖
y
λ+ 1p−1Lp
≤ , |g(p0)− 1| ≤ }.
This topology is independent of the base point p0.
With the previous lemma, we can establish a Lie group structure on Gfr:
Corollary 6.6. (1) Gfrp,λ is a Lie group with Lie algebra
Lie(Gfrp,λ) = yλ+
1
p
+1
H2,p0 (gP ).
(2) Gfrp,λ acts smoothly on Cfrp,λ.
Proof. This result follows immediately from Lemma 6.4 and Lemma 6.5. 
Now, we have the following proposition of the framed configuration space Cfrp,λ and the
framed gauge group Gfrp,λ:
Proposition 6.7. For any (A,Φ) ∈ Cfrp,λ, we have KW (A,Φ) ∈ yλ+
1
p
−1
Lp(Ω2 ⊕ Ω0),
28 SIQI HE
Proof. By the definition of Cfrp,λ, there exists (a, b) ∈ yλ+
1
pH1,p0 (Ω
1(gP )×Ω1(gP )) such that
(A,Φ) = (A0,Φ0) + (a, b).
By Proposition 2.9, we have KW (A,Φ) = KW (A0,Φ0) +L1(a, b) + {(a, b), (a, b)}. Here
{(a, b), (a, b)} is a quadratic term. By theorem 5.4, we have L1(a, b) ∈ yλ+ 1p−1Lp(Ω2 ×
Ω0). By the embedding y
λ+ 1
pH1,p0 ↪→ yλ+
1
p
−1
Lp1 ↪→ yλ+
1
p
−1
L2p, we have {(a, b), (a, b)} ∈
y
λ+ 1
p
−1
Lp. 
Now we will study the behavior of the gauge group (53) over the cylindrical end. We
have the following proposition which describes the limit behavior of the group Gfrp,λ. We
need the hypothesis that ρ is acyclic. Let (Aρ,Φρ) be the flat SL(2;C) connection associate
to ρ.
Recall that d0(A,Φ)(ξ) = (dAξ, [Φ, ξ]) and ρ acyclic implies Ker d
0
(Aρ,Φρ)
= 0 and the
connection dAρ itself may still be a reducible SU(2) connection.
We have the following lemma over the cylindrical end:
Lemma 6.8. Suppose X is a manifold with boundary and cylindrical end which is identified
with Y × (0,+∞), for (A0,Φ0) a reference connection which Lp1 converges to (Aρ,Φρ) over
the cylindrical end for p > 2, then for T is large enough, we have
(1) d0(A0,Φ0) : L
p
2(Y × (T − 1, T + 1))→ Lp1(Y × (T − 1, T + 1)) is injective,
(2) ‖ξ‖Lp2(Y×(T−1,T+1)) ≤ C‖d0(A0,Φ0)ξ‖Lp1(Y×(T−1,T+1)).
Proof. For convenience, during the proof, we write Lpk short for L
p
k(Y × (T − 1, T + 1)).
(1) Denote (a, b) = (Aρ,Φρ)− (A0,Φ0), then for any ξ ∈ Lp2, we have
‖d0(Aρ,Φρ)ξ − d0(A0,Φ0)ξ‖Lp1 ≤ C(‖[a, ξ]‖Lp1 + ‖[b, ξ]‖Lp1) ≤ C(‖a‖Lp1 + ‖b‖Lp1)‖ξ‖Lp2 .
If ξ ∈ Ker d0(A0,Φ0), we obtain
‖d0(Aρ,Φρ)ξ‖Lpk ≤ C(‖a‖Lp1 + ‖b‖Lp1)‖ξ‖Lp2 .
For T is large enough, C(‖a‖Lp1 +‖b‖Lp1) is smaller than the operator norm of d0(A0,Φ0), which
implies ξ = 0.
(2) If the inequality is not true, then there exists a sequence {ξn} with
‖ξn‖Lp1 = 1, limn→∞ ‖d
0
(A0,Φ0)
ξn‖Lp1 = 0,
which implies ‖ξn‖Lp2 is bounded.
Then, ξn weak converges to ξ∞ in L
p
2 and strongly converges to ξ∞ in L
p
1, which implies
‖d0(A0,Φ0)ξ∞‖Lp1 = 0 and ‖ξ∞‖Lp1 = 1. As Ker d0(A0,Φ0) = 0, we have ξ∞ = 0, contradicting
‖ξ∞‖Lp1 = 1.

We have the following corollary:
Corollary 6.9. If over the cylindrical end, (A0,Φ0) converges in L
p
1 norm to (Aρ,Φρ) and
(Aρ,Φρ) is an irreducible flat SL(2;C) connection, then Ker d0(A0,Φ0) = 0.
Proof. As before, we denote d0 := d0(A0,Φ0). By Kato inequality, we know for ξ ∈ Ω0, we
have the pointwise estimate
d|ξ| ≤ |dA0ξ| ≤ |d0(ξ)|.
Therefore, ξ ∈ Kerd0 implies |ξ| is a constant. In addition, by Lemma 6.8, we know ξ = 0
over Y × (T − 1, T + 1) when T is large enough, therefore, we have ξ is identically zero. 
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Proposition 6.10. If the limiting connection ρ is irreducible, then for T is large enough,
there is a constant C such that for any section ξ ∈ gP , with d0ξ ∈ Lp(Y × [T,+∞)) and
∇0d0ξ ∈ Lp(Y × [T,+∞)), we have
(1) |ξ| → 0 at the cylindrical end and sup |ξ| ≤ C(‖d0ξ‖Lp1(Y×[T,+∞))),
(2) Either |g(x)− 1| → 0 or |g(x) + 1| → 0 as x tends to infinity in X.
Proof. (1) For an integer k > T + 1, over a band Bk := Y × (k − 1, k + 1), we have
‖ξ‖C0(Bk) ≤ ‖ξ‖Lp2(Bk) ≤ C‖d
0ξ‖Lp1(Bk).
The statement follows immediately.
(2) Denote by gk the restriction of g to the band Bk. After identifying different bands
with Y 3×(−1, 1), we can consider {gk} a sequence of gauge transformation over Y 3×(−1, 1)
with ‖∇0d0gk‖Lp , ‖∇0gk‖Lp converging to zero. As the pointwise norm of g is always 1,
by Rellich lemma, gk strongly converges to g∞ in L
p
1 which implies d
0g∞ = 0. By our
assumption, we have g∞ = ±1. 
Now, we can define a framed quotient space as follows:
Definition 6.11. We define Bfrp,λ as the following weighted framed moduli space:
Bfrp,λ = Cfrp,λ/Gfrp,λ.
In addition, we have the following definition of the moduli space:
Definition 6.12. The framed moduli space Mfr,ρp,λ (X) is defined as follows:
(55) Mfr,ρp,λ (X) = {(A,Φ) ∈ Cfrp,λ|KW (A,Φ) = 0}/Gfrp,λ.
We have the following basic properties of the framed moduli space:
Proposition 6.13. (1) For any (A,Φ) ∈Mfr,ρp,λ satisfies the Nahm pole boundary condition.
(2) Any (A,Φ) ∈Mfr,ρp,λ converges to ρ in Lp1 norm.
Proof. (1) is an immediate consequences of Proposition 6.2. (2) is a consequence of the
definition of Cfrp,λ. 
6.2. Slicing Theorem. Now we study the local properties of the moduli space and we will
assign a suitable norm to the Kuranishi complex (7).
Define (Ω0, λ, k, p) as follows:
(Ω0, λ, k, p) := yλHk,p0 (Ω
0(gP )).
Here the notation yλHk,p0 (Ω
0(gP )) means the completion of the smooth sections of Ω
0(gP )
in the norm yλHk,p0 . Similarly, we define
(Ω1 × Ω1, λ, k, p) := yλHk,p0 (Ω1(gP )× Ω1(gP ))
and
(Ω2 × Ω0, λ, k, p) := yλHk,p0 (Ω2(gP )× Ω0(gP )).
Now we rewrite the Kuranishi complex (7) at the point (A0,Φ0) with respect to the new
norm as follows:
(56)
0→ (Ω0, λ+1+ 1
p
, 2, p)
d0
(A0,Φ0)−−−−−→ (Ω1×Ω1, λ+ 1
p
, 1, p)
L(A0,Φ0)−−−−−→ (Ω2×Ω0, λ+ 1
p
−1, 0, p)→ 0,
Here we only considered λ ∈ [1− 1p , 1).
We have the following Proposition for the operator d0(A0,Φ0):
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Proposition 6.14. The operator d0(A0,Φ0):
d0(A0,Φ0) : y
λ+1+ 1
pH2,p0 (Ω
0(gP ))→ yλ+
1
pH1,p0 (Ω
1(gP )× Ω1(gP ))
is a closed operator.
Proof. see Appendix 2. 
Corollary 6.15. y
λ+ 1
pH2,p0 (Ω
1(gP )× Ω1(gP )) = Im d0(A0,Φ0) ⊕ (Ker d
0,?
(A0,Φ0)
∩ yλ+ 1pH1,p0 )
Proof. Let x = (x1, x2) ∈ Ω1(gP )× Ω1(gP ), by definition of d0(A0,Φ0), we have
〈d0(A0,Φ0)ξ, x〉 = 〈dA0ξ, x1〉+ 〈[Φ0, ξ], x2〉
where 〈 , 〉 means the L2 inner product.
Integrating by parts, we have
〈dA0ξ, x1〉 = 〈ξ, d?A0x1〉 −
∫
∂X
tr(ξ ∧ ?x1).
As ξ ∈ yλ+ 1pH2,p0 (Ω0(gP )) and x1 ∈ yλ+
1
pH1,p0 (Ω
1(gP )×Ω1(gP )), we have x1|∂X = 0 and
ξ|∂X = 0. Therefore,
〈d0(A0,Φ0)ξ, x〉 = 〈ξ, d
0,?
(A0,Φ0)
x〉.
Suppose x ∈ Coker d0(A0,Φ0), then for ∀ξ ∈ y
λ+ 1
p
+1
H2,p0 , we obtain 〈d0(A0,Φ0)ξ, x〉 = 0. As
λ > −1, integrating by parts, we have 〈ξ, d0,?(A0,Φ0)x〉 = 0. Thus d
0,?
(A0,Φ0)
x = 0. Combining
this with Proposition 6.14, we finish the proof.

Fixe a reference connection pair (A0,Φ0) ∈ Cfrp,λ and  > 0. We set:
(57) T(A,Φ), := {(a, b) ∈ Ω1(gP )× Ω1(gP ) | d0,?(A,Φ)(a, b) = 0, ‖(a, b)‖yλ+ 1pH1,p0
< }.
Thus we have a natural map p : T(A,Φ), → Bfrp,λ, which is induced by the inclusion of
T(A,Φ), into Cfrp,λ composed with quotienting by the gauge group Gfrp,λ.
We have the following slicing theorem for the moduli space Bfrp,λ.
Theorem 6.16. Given a point (A,Φ) ∈ Cfrp,λ, denote by [(A,Φ)] ∈ Bfrp,λ the equivalence class
under the projection map. For small  > 0,
(1) if (A,Φ) is irreducible, then T(A,Φ), is a homeomorphism to a neighborhood of [(A,Φ)]
in Bfrp,λ.
(2) if (A,Φ) is reducible, then T(A,Φ),/Γ(A,Φ) is a homeomorphism to a neighborhood of
[(A,Φ)] in Bfrp,λ.
Proof. Consider the map
S : T(A,Φ), × GP /{±1} → CP ,
S(A+ a,Φ + b, g) = g(A+ a,Φ + b).
(58)
The map has derivative at a = 0, b = 0, g = 1 as:
DS :Ker d0,?(A,Φ) × Ω0(gP )→ Ω1(gP )× Ω1(gP ),
(a, b, ξ)→ (a, b) + d0(A,Φ)(ξ).
(59)
By Corollary 6.15, we know DS is always surjective.
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(1) If (A,Φ) is irreducible, then DS is injective, by the implicit function theorem, we
know for  small enough, S is a homeomorphism.
(2) If (A,Φ) is reducible, then DS has kernel H0(A,Φ). Let H
0⊥
(A,Φ) be the orthogonal of
H0(A,Φ) with respect to the L
2 inner product. Then this time the restriction map
S : T(A,Φ), × exp(H0⊥(A,Φ))/{±1} → CP
is a local diffeomorphism. In addition, the multiplication map Γ(A,Φ) × exp(H0⊥(A,Φ)) → GP
at the identity will have derivative 1. Thus for g ∈ GP close to 1, there exist l ∈ Γ(A,Φ)
and m ∈ exp(H0⊥(A,Φ)) such that g = ml and the splitting is unique. Therefore, we get a
homeomorphism from T(A,Φ),/Γ(A,Φ) to a neighborhood of [(A,Φ)] in Bfrp,λ.

6.3. Kuranishi Model. Given (A0,Φ0) a solution to the Kapustin-Witten equations, all
the other solutions within the slice T(A,Φ), are given by the set Z(Ψ) of zeros of the map
T(A,Φ),
Ψ−→ yλ+ 1p−1Lp(Ω2(gP )× Ω0(gP )),
Ψ(a, b) = KW (A0 + a,Φ0 + b) = L1(a, b) + {(a, b), (a, b)}.
(60)
By Theorem 5.9, DΨ is a Fredholm operator and for the homology associated to the Ku-
ranishi complex, we have the following identification:
H2(A,Φ)
∼= KerL? ∩ yλ+ 1p−1Lp,
H1(A,Φ)
∼= KerL ∩ (Kerd0,?(A0,Φ0) ∩ y
λ+ 1
p H1,p0 ).
(61)
Therefore, we have the following Kuranishi picture of the moduli space:
Proposition 6.17. [13] Proposition 8 For any solution (A,Φ) with KW (A,Φ) = 0, for 
sufficiently small, there is a map ρ from a neighborhood of the origin in the harmonic space
H1(A,Φ) to the harmonic space H
2
(A,Φ) such that if (A,Φ) is irreducible, a neighborhood of
[(A,Φ)] ∈Mfrp,λ is carried by a diffeomorphism onto
Z(ρ) = ρ−1(0) ⊂ H1(A,Φ)
and if (A,Φ) is reducible, then a neighborhood of [(A,Φ)] is modelled on
Z(ρ)/Γ(A,Φ).
7. Exponential Decay
In this section, we will prove the exponential decay over the cylindrical ends which is
identified with Y 3 × (0,+∞) with the convergence assumption. We denote y as the coor-
dinate of (0,+∞). As before, let VolY be a given volume form of Y . We denote ?4 by the
4-dimensional Hodge star operator with respect to the Volume form VolY ∧ dy and denote
? by the 3 dimension Hodge star operator with respect to VolY .
Theorem 7.1. Let (A,Φ) be a solution to the Kapustin-Witten equations over Y 3×(0,+∞),
and YT := Y
3×{T} ∈ Y 3×(0,+∞) is a slice. For a non-degenerate flat SL(2;C) connection
(Aρ, φρ) corresponding to the representation ρ.
Suppose for some p > 2, limT→+∞ ‖(A,Φ) − (Aρ, φρ)‖Lp1(YT ) = 0, then there exists a
positive number δ, such that ‖(A,Φ)− (Aρ, φρ)‖C∞(Y×[T,+∞)) ≤ Ce−δT .
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We follow the ideas in [9].
Over slice Yt, denote (A,Φ)|Yt = (A(t), φ(t) + φy(t)dy), denote γ(t) := (A(t), φ(t), φy(t)).
Recall the gradient of the extended Chern-Simons function is denoted as ∇ECS, then the
flow equations (21) can be rewrote as
(62)
d
dy
γ(t) +∇ECS(γ(t)) = 0.
Definition 7.2. The analytic energy is defined as Ean(t) := ∫Yt | ddyγ(t)|2+|∇ECS(γ(t))|2dVol.
Now we introduce some basic computation related to the analytic energy Ean(t). Let
ECS(ρ) to be ECS(Aρ, φρ, 0) and ECS(T ) to be ECS(γ(T )), then we have the following
proposition:
Proposition 7.3. Over Y ×(0,+∞), under the assumption of Theorem 7.1, denote (A,Φ =
φ+ φydy) and denote J(T ) :=
∫ +∞
T Ean(t)dt, then J(T ) = 2(ECS(T )− ECS(ρ)).
Proof. We have the following computations for the gradient flow equations (62):
0 =
∫
Y×[T,+∞)
| d
dy
γ(t) +∇ECS(γ(t))|2
=
∫
Y×[T,+∞)
| d
dy
γ(t)|2 + |∇ECS(γ(t))|2 + 2〈 d
dy
γ(t),∇ECS(γ(t))〉.
(63)
By definition of the gradient, we obtain
(64)
∫
Y×[T,+∞)
2〈 d
dy
γ(t),∇ECS(γ(t))〉 = 2(ECS(ρ)− ECS(T )).
Therefore, J(T ) = 2(ECS(T )− ECS(ρ)). 
Let (At,Φt = φt + (φy)tdy) be the restriction of the solution (A,Φ) to the slice Yt. Take
(at, bt, ct) = (At,Φt, (φy)t) − (Aρ, φρ, 0), denote Hρ(at, bt, ct) := H(Aρ,φρ,0)(at, bt, 0, ct) and
EHρ := EH(Aρ,φρ,0). Then we have the following lemma:
Lemma 7.4. Under the assumption of Theorem 7.1, then for t large enough, there exist
positive constant C1, C2 such that we have the following estimates:
(65) Ean(t) ≥ C1‖EHρ(at, bt, ct)‖2L2(Yt),
(66) ECS(Aρ + at, φρ + bt, ct)− ECS(Aρ, φρ, 0) ≤ C2‖EHρ(at, bt, ct)‖2L2(Yt),
where C2 is a number depends on the smallest absolute eigenvalue of EHρ.
Proof. As we assume ρ is nondegenerate, by Proposition 4.10, we have the following estimate
‖(at, bt, ct)‖L21(Yt) ≤ C‖EHρ(at, bt, ct)‖L2(Yt) over the slice Yt.
In addition, by the convergence assumption, (at, bt, ct) will have small L
p
1 norm when t
is large enough, by Proposition 3.3, in each slice Yt, we can make (A,Φ) in the Kapustin-
Witten gauge relative to (Aρ,Φρ):
Lgf(Aρ,Φρ)(at, bt) = 0.
To be explicit, we have
(67) d?Aρat − ?[Φρ, ?bt] = 0.
Under this gauge, we have
(68) Hρ(at, bt, ct) = EHρ(at, bt, ct).
Now, we have enough preparation for proving the estimate.
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Ean(t) ≥
∫
Yt
|∇ECS(At, φt, (φy)t)|2
≥
∫
Yt
|Hρ(at, bt, ct) + {(at, bt, ct)2}|2
≥
∫
Yt
|Hρ(at, bt, ct)|2 + |{(at, bt, ct)2}|2 + 2〈Hρ(at, bt, ct), {(at, bt, ct)2}〉.
(69)
Over 3 dimensional manifold, we have the Sobolev embedding L21(Yt)→ Lr(Yt) for r ≤ 6.
Then we have
‖{(at, bt, ct)2}2‖2L2(Yt) ≤ C‖(at, bt, ct)‖4L4(Yt) ≤ C‖EHρ(at, bt, ct)‖4L2(Yt),∫
Yt
〈Hρ(at, bt, ct), {(at, bt, ct)2}〉 ≤ C‖EHρ(at, bt, ct)‖3L2(Yt).
By the convergence assumption, we know limt→+∞ ‖EHρ(at, bt, ct)‖L2(Yt) = 0. Thus, for
inequality (69), ‖{(at, bt, ct)2}2‖2L2(Yt) and
∫
Yt
〈Hρ(at, bt, ct), {(at, bt, ct)2}〉 can be absorb by
the first term and by choosing t large enough, we get the estimate we want.
For the statement (2), under the gauge fixing condition (67), we have the following
estimate ∫
Yt
〈(at, bt, ct),Hρ(at, bt, ct)〉
=
∫
Yt
〈(at, bt, ct), EHρ(at, bt, ct)〉
≤1
δ
‖EHρ(at, bt, ct)‖2L2(Yt),
(70)
where δ is smallest absolute eigenvalue of the operator EHρ and by the non-degenerate
assumption, KerEHρ = 0 and δ is bounded blow away from 0.
Thus, we have
ECS(Aρ + at, φρ + bt, ct)− ECS(Aρ, φρ, 0)
≤− 1
2
∫
Yt
〈(at, bt, ct),Hρ(at, bt, ct)〉 −
∫
Yt
{(a, b, c)3}
≤C‖EHρ(at, bt, ct)‖2L2(Yt) + C‖EHρ(at, bt, ct)‖3L2(Yt)
≤C2‖EHρ(at, bt, ct)‖2L2(Yt).
(71)

Now we obtain the following proposition:
Proposition 7.5. With the assumption above, if Ean(t) is bounded, then there exists a
constant C such that
J(T ) ≤ Ce−δt.
Proof. By Lemma 7.4, we have the following:
J(t) = ECS(Aρ + at, φρ + bt, ct)− ECS(Aρ, φρ, 0)
≤ C2‖EHρ(at, bt, ct)‖2L2(Yt)
≤ C2
C1
Ean(t)
≤ −C2
C1
d
dt
J(t).
(72)
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Thus, take δ = C1C2 , we have:
δJ(t) +
dJ(t)
dt
≤ 0.
From here we get that J(t) ≤ Ce−δt. 
Using these corollaries, we can give the following estimate of the decay of solutions.
Proposition 7.6. For all T is large enough that we have ‖(At,Φt)−(Aρ,Φρ)‖2L2k(Y×[T,+∞)) ≤
Ce−δT .
Proof. Fixing a Kapustin-Witten gauge for (at, bt, ct) := (At, φt, (φy)t)− (Aρ, φρ, 0). By the
non-degenerate assumption, we have ‖(at, bt, ct)‖L21(Yt) ≤ C‖EHρ(at, bt, ct)‖L2(Yt).
In addition, by Lemma 7.4, for T is large enough, we have
‖EHρ(at, bt)‖2L2(Yt) ≤ CEan(t).
Therefore, we compute
‖(A,Φ)− (Aρ,Φρ)‖L21(Y×[T,+∞)) =
∫ +∞
T
‖(at, bt)‖L21(Yt)dt
≤C
∫ +∞
T
‖EHρ(at, bt)‖L2(Yt)dt
≤C
∫ +∞
T
Ean(t)dt
≤CJ(t).
(73)
By the exponential decay of J(t), we proved the result for k=1. Take bootstrapping
method, we get that the L2k norm exponentially decays. 
Proof of Theorem 7.1: We only need to show that for every integer k, we have ‖(at, bt)‖Ck ≤
Ce−δt. By the Sobolev embedding for L2k′ and C
k, the result follows immediately. 
8. Constructing Solutions
In this section, we will prove the gluing theorem for the Kapustin-Witten equations with
Nahm pole boundary condition.
For i = 1, 2, consider Xi to be a 4-manifold with boundary Zi and infinite cylindrical
end identified with Yi × (0,+∞) ⊂ Xi, let Pi to denote a SU(2) bundle and (Ai,Φi) ∈ CPi
be a solutions to the Kapustin-Witten equations over bundle Pi which approach to a flat
connection ρi and satisfies the Nahm pole boundary condition on the boundary Zi.
If Y1 = Y2, we can define a new family of 4-manifolds X
]T . To be precise, we fix an
isometry between Y1 and Y2, we first delete the infinite portions Y1×[2T,+∞) Y2×, [2T,+∞)
from the two ends, and then identify (y, t) ∈ Y1 × (T, 2T ) with (y, 2T − t) ∈ Y2 × (T, 2T ).
This is in Figure 3 and Figure 4:
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Figure 3. Two cylindrical-end manifold X1 and X2 with boundary
Figure 4. X1, X2 glued together to form X
]T
In addition, if the limit flat connections coincide, we denote ρ = ρ1 = ρ2, we can fix
an identification of these flat bundles and get a new bundle P ]T with a natural connection
(A],Φ]), which we will explicitly define in subsection 7.1.
Now we restate our theorem as follows:
Theorem 8.1. Under the hypotheses above, if
(a) limT→+∞ ‖(Ai,Φi)− (Aρi ,Φρi)‖Lp01 (Yi×{T}) = 0 for some p0 > 2,
(b) ρ is an acyclic SL(2;C) flat connection,
then for p ≥ 2 and λ ∈ [1− 1p , 1), we have:
(1) for some constant δ, there exists a y
λ+ 1
pH1,p0 pair (a, b) ∈ Ω1X]T (gP )×Ω1X]T (gP ) with
‖(a, b)‖
y
λ+ 1p−1Lp1
≤ Ce−δT ,
(2) there exists an obstruction class h ∈ H2(A1,Φ1)(X1)×H2(A2,Φ2)(X2) such that h = 0 if
and only if (A] + a,Φ] + b) is a solution to the Kapustin-Witten equations (1).
We break the proof of this theorem into several parts.
8.1. Approximate Solutions. Denote by (ai, φi) := (Ai,Φi) − (Aρi ,Φρi), the difference
between our solution and the limit flat connections.
Define a new pair (A′i,Φ
′
i) = (Aρi ,Φρi) +χ(t)(ai, φi), here χ(t) is a cut off function which
equals 0 on the complement of Yi× (T + 1,+∞) and 1 on Xi(T ) := Xi\Yi× (T,+∞). From
this construction, we know that KW (A′i,Φ
′
i) is supported on Y × (T, T + 1).
As (A′1,Φ′1) and (A′2,Φ′2) agree on the end, we can glue then together to get an approx-
imate solution (A],Φ]) on X]T , and we denote the new bundle as P ]. Using the above
process, we can define a map:
I : CP1 × CP2 → CP ]
I((A1,Φ1), (A2,Φ2)) := (A
],Φ]).
(74)
and this map depends on choice of T and the cut-off function we choose.
We have the following estimate for the approximate solution:
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Proposition 8.2. ‖KW (A],Φ])‖
y
λ+ 1p−1Lp(X]T )
≤ Ce−δT .
Proof. By construction, we know KW (A],Φ]) is only supported on a compact subset of
X]T and in this area the weight function is bounded. Combining this with the exponential
decay result: Theorem 7.1, we get the estimate we want. 
8.2. Gluing Regular Points. First, we assume that H2(A1,Φ1) = 0 and H
2
(A2,Φ2)
= 0 and
the limit flat connection is irreducible.
We use the previous notation from (17). Recall that L(Ai,Φi) is the linearization of
the Kapustin-Witten equations, we denote Li := L(Ai,Φi). Recall Lgfi := Lgf(Ai,Φi) is the
Kapustin-Witten gauge fixing operator (14). Now, we denote Di := Li ⊕Lgfi . By Theorem
5.9, we get a Fredholm operator over Xi:
Di : yλ+
1
pH1,p0 (Xi)→ yλ+
1
p
−1
Lp(Xi).
By assumption, we know Di is surjective, then there exists a right inverse
(75) Qi : y
λ+ 1
p
−1
Lp(Xi)→ yλ+
1
pH1,p0 (Xi),
such that DiQi = Id. Therefore, after restricting the domain of Qi to the image of Li, we
get a right inverse for Li and for simplicity, we still denote the right inverse as Qi and we
obtain LiQi = Id.
Take φi to be a cut off function supported in Xi(2T ), with φi(x) = 1 on Xi(T ) and
φ1 + φ2 = 1 on X
]T . The graph of cut-off function φ1 is in the following Figure 5:
Figure 5. The graph of cut-off function φ1
By definition, we chose φi with the estimate ‖∇φi‖L∞(Xi) ≤ (T ) ≤ CT .
Take ξ ∈ yλ+ 1p−1Lp(X]T ), denote by ξi the restriction of ξ on Xi(2T ), then we define a
new approximate inverse operator Qˆ(ξ) := φ1Q1(ξ1) + φ2Q2(ξ2), which can be written as
(76) Qˆ : y
λ+ 1
p
−1
Lp(Xi)→ yλ+
1
pH1,p0 (Xi).
Denoting L]T := L(A],Φ]) as follows:
L]T : yλ+ 1pH1,p0 (Xi)→ yλ+
1
p
−1
Lp(Xi).
After these preparations, we have the following relationship between these two operators:
Lemma 8.3. For L]T , Qˆ as above, and for ∀ξ ∈ yλ+ 1p−1Lp(X]T ), we have
‖L]T Qˆ(ξ)− ξ‖
y
λ+ 1p−1Lp(X]T )
≤ (T )‖ξ‖
y
λ+ 1p−1Lp(X]T )
.
A GLUING THEOREM FOR THE KAPUSTIN-WITTEN EQUATIONS WITH A NAHM POLE 37
Proof. For L]T Qˆ(ξ), by definition, we have the following computation:
L]T Qˆ(ξ) = L]T (φ1Q1(ξ1) + φ2Q2(ξ2))
=∇φ1 ? Q1(ξ1) +∇φ2 ? Q2(ξ2) + φ1L]TQ1(ξ1) + φ2L]TQ2(ξ2)
=∇φ1 ? Q1(ξ1) +∇φ2 ? Q2(ξ2) + φ1L1Q1(ξ1) + φ2L2Q2(ξ2)
+ φ1(L]T − L1)Q1(ξ1) + φ2(L]T − L2)Q2(ξ2).
(77)
For the term ∇φ1 ? Q1(ξ1) +∇φ2 ? Q2(ξ2), we know ‖∇φ‖L∞ < (T ).
Therefore, we obtain
‖∇φ1 ? Q1(ξ1)‖
y
λ+ 1p−1Lp(X]T )
≤ (T )‖Q1(ξ1)‖
y
λ+ 1p−1Lp(X]T )
.
By Proposition 5.5, y
λ+ 1
pH1,p0 (X
]T ) ⊂ yλ+ 1pLp(X]T ), and by Proposition 5.6, we ob-
tain y
λ+ 1
pLp(X]T ) ⊂ yλ+ 1p−1Lp(X]T ), therefore, yλ+ 1pH1,p0 (X]T ) ⊂ yλ+
1
p
−1
Lp(X]T ). In
addition, by (75), we know
‖Q1(ξ1)‖
y
λ+ 1pH1,p0 (X
]T )
≤ C‖ξ1‖
y
λ+ 1p−1Lp(X]T )
.
Therefore, we obtain
‖∇φ1 ? Q1(ξ1)‖
y
λ+ 1p−1Lp(X]T )
≤(T )‖Q1(ξ1)‖
y
λ+ 1p−1Lp(X]T )
≤(T )‖Q1(ξ1)‖
y
λ+ 1pH1,p0 (X
]T )
≤(T )C‖ξ‖
y
λ+ 1p−1Lp(X]T )
(Here the constant C is independent of T ).
(78)
Similarily, we have the same estimate for Q2:
(79)
‖∇φ2?Q2(ξ2)‖
y
λ+ 1p−1Lp(X]T )
≤ (T )C‖ξ‖
y
λ+ 1p−1Lp(X]T )
(Here the constant C is independent of T ).
For the term φ1(L]T − L1)Q1(ξ1) + φ2(L]T − L2)Q2(ξ2), by Theorem 7.1, we know that
the operators L]T −L1 and L]T −L2 are order zero and the operator norm will exponentially
decay as T →∞ . Therefore, we have
(80) ‖φ1(L]T − L1)Q1(ξ1) + φ2(L]T − L2)Q2(ξ2)‖
y
λ+ 1p−1Lp(X]T )
< (T )‖ξ‖
y
λ+ 1p−1Lp(X]T )
.
For the remaining terms, we have
φ1L1Q1(ξ1) + φ2L2Q2(ξ2) = φ1ξ1 + φ2ξ2 = ξ.(81)
Combining all the discussion above, we get the estimate we want.

Proposition 8.4. There exists an operator Q]T with
Q]T : yλ+ 1p−1Lp(X]T )→ yλ+ 1pH1,p0 (X]T ),
such that L]TQ]T = Id. In addition, there exists a constant C independent of T such that
for ∀ξ ∈ yλ+ 1p−1Lp(Xi), we have
‖Q]T (ξ)‖
y
λ+ 1pH1,p0 (X
]T )
≤ C‖ξ‖
y
λ+ 1p−1Lp(X]T )
.
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Proof. Take R(ξ) := L]T Qˆ(ξ)− ξ, by Proposition 8.3, we know when T is large enough, the
operator norm of R will be very small. Therefore, R+ Id is invertible.
Take Q]T := Qˆ(Id + R)−1 then by definition, we have that Q]T is an operator from
y
λ+ 1
p
−1
Lp(X]T ) to y
λ+ 1
pH1,p0 (X
]T ) and L]TQ]T = Id.
The operator norm of R+ Id is less than three and the operator norm of Qˆ is dominated
by the operator norm of Q1 plus the operator norm of Q2. Thus, the operator norm of Q]T
is independent of T .

Given an approximate solution (A],Φ]), for any connection (A,Φ), write
(A,Φ) = (A],Φ]) + (a, b),
we hope to find suitable (a, b) such that KW (A,Φ) = 0.
By Proposition 2.9, we have the following quadratic expansion:
KW (A,Φ) = KW (A],Φ]) + L]T (a, b) + {(a, b), (a, b)}.
We will solve the equations
(82) KW (A],Φ]) + L]T (a, b) + {(a, b), (a, b)} = 0.
Take η := −KW (A],Φ]) and replace (a, b) by Q]T (α), then the quadratic expansion
becomes
(83) η = α+ {Q]T (α),Q]T (α)}.
Now our target is to solve this equation for some α ∈ yλ+ 1p−1Lp(X]T ).
Take S(α) := {Q]T (α),Q]T (α)}, we have the following proposition for the operator S:
Proposition 8.5. For any λ0 ∈ [1− 1p , 1), S is an operator:
S : y
λ+ 1
p
−1
Lp(X]T )→ yλ+ 1p−1Lp(X]T )
satisfying S(0) = 0 and for two elements α, β ∈ Lp(X]T ), there exists a constant k inde-
pendent of T such that
‖S(α)− S(β)‖
y
λ+ 1p−1Lp
≤ k(‖α‖
y
λ+ 1p−1Lp
+ ‖β‖
y
λ+ 1p−1Lp
)(‖α− β‖
y
λ+ 1p−1Lp
).
Proof. First, we prove S is the suitable operator. AsQ]T : yλ+ 1p−1Lp(X]T )→ yλ+ 1pH1,p0 (X]T ),
using the Sobolev embedding y
λ+ 1
pH1,p0 (X
]T ) ↪→ yλ+ 1p−1Lp1(X]T )(Corollary 5.7), we can
consider Q]T as an operator from yλ+ 1p−1Lp(X]T ) to yλ+ 1p−1Lp1(X]T ).
Denote α = (α1, α2), from the definition of S, we have
S(α) = {(α1, α2), (α1, α2)}
=
( Q]T (α1) ∧Q]T (α1))−Q]T (α2) ∧Q]T (α2) + ?[Q]T (α1),Q]T (α2)]
− ? [Q]T (α1), ?Q]T (α2)]
)
.
(84)
As the terms appearing in S(α) are quadratic terms, using the Ho¨lder inequality for
λ ≥ 1− 1p such that ‖fg‖yλ+ 1p−1Lp(X]T ) ≤ ‖f‖yλ+ 1p−1Lp1(X]T )
‖g‖
y
λ+ 1p−1Lp1(X]T )
(Corollary 5.7),
we have that S is an operator
S : y
λ+ 1
pLp(X]T )→ yλ+ 1pLp(X]T ).
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Now, we will show that S has the desired estimate. Denote β = (β1, β2), from the
definition of S, we have the following computation:
S(α)− S(β)
={(α1, α2), (α1, α2)} − {(β1, β2), (β1, β2)}
=
( Q]T (α1) ∧Q]T (α1)−Q]T (α2) ∧Q]T (α2) + ?[Q]T (α1),Q]T (α2)]− ?[Q]T (β1),Q]T (β2)]
− ? [Q]T (α1), ?Q]Tα2] + ?[Q]T (β1), ?Q]Tβ2]
)
.
(85)
Now we make estimates for each term appearing in S(α)− S(β).
‖Q]T (α1) ∧Q]T (α1)−Q]T (β1) ∧Q]T (β1)‖
y
λ+ 1p−1Lp(X]T )
≤‖Q]T (α1) ∧ (Q]T (α1)−Q]T (β1))‖
y
λ+ 1p−1Lp(X]T )
+ ‖(Q]T (α1)−Q]T (β1)) ∧Q]T (β1)‖
y
λ+ 1p−1Lp(X]T )
≤‖Q]T (α1)‖
y
λ+ 1p−1Lp1(X]T )
‖Q]T (α1)−Q]T (β1)‖
y
λ+ 1p−1Lp1(X]T )
+ ‖Q]T (β1)‖
y
λ+ 1p−1Lp1(X]T )
‖Q]T (α1)−Q]T (β1)‖
y
λ+ 1p−1Lp1(X]T )
≤C‖α1‖
y
λ+ 1p−1Lp(X]T )
‖α1 − β1‖
y
λ+ 1p−1Lp(X]T )
+ C‖β1‖
y
λ+ 1p−1Lp(X]T )
‖α1 − β1‖
y
λ+ 1p−1Lp(X]T )
≤C(‖α1‖
y
λ+ 1p−1Lp(X]T )
+ ‖β1‖
y
λ+ 1p−1Lp(X]T )
)(‖α1 − β1‖
y
λ+ 1p−1Lp(X]T )
).
(86)
For another term, we have
‖ ? [Q]T (α1),Q]T (α2)]− ?[Q]T (β1),Q]T (β2)]‖
y
λ+ 1p−1Lp(X]T )
≤‖[Q]T (α1),Q]T (α2)]− [Q]T (α1),Q]T (β2)] + [Q]T (α1),Q]T (β2)]− [Q]T (β1),Q]T (β2)]‖
y
λ+ 1p−1Lp(X]T )
≤‖[Q]T (α1),Q]T (α2 − β2)]‖
y
λ+ 1p−1Lp(X]T )
+ ‖[Q]T (α1 − β1),Q]T (β2)]‖
y
λ+ 1p−1Lp(X]T )
≤C(‖α1‖
y
λ+ 1p−1Lp(X]T )
‖α2 − β2‖
y
λ+ 1p−1Lp(X]T )
+ ‖β2‖
y
λ+ 1p−1Lp(X]T )
‖α1 − β1‖
y
λ+ 1p−1Lp(X]T )
)
≤C(‖α‖
y
λ+ 1p−1Lp(X]T )
+ ‖β‖
y
λ+ 1p−1Lp(X]T )
)(‖α− β‖
y
λ+ 1p−1Lp(X]T )
).
(87)
Similarily, we have the following estimate:
‖ − ?[Q]T (α1), ?Q]T (α2)] + ?[Q]T (β1), ?Q]T (β2)]‖
y
λ+ 1p−1Lp(X]T )
≤C(‖α‖
y
λ+ 1p−1Lp(X]T )
+ ‖β‖
y
λ+ 1p−1Lp(X]T )
)(‖α− β‖
y
λ+ 1p−1Lp(X]T )
).
(88)
Combining the previous computations, we have the result we want. 
We have the following lemma about the operator S:
Lemma 8.6. ([10] Lemma 7.2.23) Let B be a Banach space and let ‖ ‖B be the norm on B.
Let S : B → B be a smooth map on the Banach space B with S(0) = 0 and ‖Sξ1−Sξ2‖B ≤
k(‖ξ1‖B + ‖ξ2‖B)(‖ξ1 − ξ2‖B), for some constant k > 0 and all ξ1, ξ2 in B,then for each
η ∈ B with ‖η‖B < 110k , there exists a unique ξ with ‖ξ‖B ≤ 15k such that
ξ + S(ξ) = η.
We now can complete the proof of Theorem 1.1.
Proof of Theorem 1.1 : Recall we hope to solve the equation (83), which is
η = α+ S(α).
40 SIQI HE
By Proposition 8.5, in Lemma 8.6, if we take the Banach space B as y
λ+ 1
p
−1
Lp(X]T ), we
know that the operator S satisfies the assumption in Lemma 8.6. Therefore, there exists
an solution α to equation (83) with α ∈ yλ+ 1p−1Lp(X]T ).
Let (a, b) := Q]T (α) where (a, b) ∈ Ω1 × Ω1, then (A],Φ]) + (a, b) is a solution to the
Kapustin-Witten equations (1).
Now we will prove the regularity statement of Theorem 1.1. By Proposition 8.4, we have
Q]T : yλ+ 1p−1Lp(X]T )→ yλ+ 1pH1,p0 (X]T ).
Therefore, we know (a, b) ∈ yλ+ 1pH1,p0 (X]T ).
As S satisfies
‖S(α)−S(β)‖
y
λ+ 1p−1Lp(X]T )
≤ k(‖α‖
y
λ+ 1p−1Lp(X]T )
+‖β‖
y
λ+ 1p−1Lp(X]T )
)(‖α−β‖
y
λ+ 1p−1Lp(X]T )
).
Take β = 0, we have ‖S(α)‖
y
λ+ 1p−1Lp(X]T )
≤ k‖α‖2
y
λ+ 1p−1Lp(X]T )
. By equation (83), we have
the following estimate:
‖α‖
y
λ+ 1p−1Lp(X]T )
≤‖η‖
y
λ+ 1p−1Lp(X]T )
+ ‖S(α)‖
y
λ+ 1p−1Lp(X]T )
≤‖η‖
y
λ+ 1p−1Lp(X]T )
+ k‖α‖2
y
λ+ 1p−1Lp(X]T )
.
(89)
WLOG, we can assume 1− k‖α‖
y
λ+ 1p−1Lp(X]T )
≥ 12 and we obtain
(90) ‖α‖
y
λ+ 1p−1Lp(X]T )
≤ 2‖η‖
y
λ+ 1p−1Lp(X]T )
.
As in Proposition 8.5, we use the estimate ‖Q]T (α)‖
y
λ+ 1p−1Lp1(X]T )
≤ C‖α‖
y
λ+ 1p−1Lp(X]T )
,
we have
(91) ‖(a, b)‖
y
λ+ 1p−1Lp1(X]T )
≤ C‖α‖
y
λ+ 1p−1Lp(X]T )
≤ 2C‖η‖
y
λ+ 1p−1Lp(X]T )
.
Applying Proposition 8.2, we get the estimate we want. 
We can say more about the regularity of solutions we get. Using the equations (82), we
have the following proposition.
Proposition 8.7. For p > 2 and T is large enough, suppose (a, b) satisfies the equations
(82) over X]T , then (a, b) is smooth in the interior of X]T .
Proof. Fix a interior open set U ⊂ X]T . By (91), for any given constant C, we can choose
T is large enough such that ‖(a, b)‖
y
λ+ 1p−1Lp1(X]T )
≤ C. Applying Theorem 3.2 over U , we
get a gauge fixing condition for (a, b). Combing this with equations (82) and using the
bootstrapping method, we get the regularity we want. 
Corollary 8.8. Under the assumption as Theorem 8.1, if H2(Ai,Φi) = 0 and the limiting
flat connection is irreducible, then for T is large enough, there exists a solution to the
Kapustin-Witten equations (1).
8.3. Gluing Singular Points in Moduli Space. In this subsection, we will deal with
the singular points (Ai,Φi) with H
2
(Ai,Φi)
6= 0. As before, we take the norm yλ+ 1pH1,p0 (Xi)
on Ω1Xi(gP ) and y
λ+ 1
p
−1
Lp(Xi) on Ω
0
Xi
(gP )⊕ Ω2Xi(gP ).
As before, we denote H2(Ai,Φi) := (Ω
2(gP )×Ω0(gP ))/ImLi. For any τ ∈ Ω2(gP )×Ω0(gP ),
we denote by [τ ] ∈ H2(Ai,Φi) the equivalence class of τ .
We have the following lemma for this cohomology group:
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Lemma 8.9. Given any bounded open set U ⊂ Xi, for any α ∈ H2(Ai,Φi), there exist a
β ∈ Ω2(gP )× Ω0(gP ), such that β is supported in U and [β] = α as cohomology class.
Proof. As the range of Li is closed in yλ+
1
p
−1
Lp(Ω2(gP ) × Ω0(gP ), we have the following
splitting:
(92) y
λ+ 1
p
−1
Lp(Ω2(gP )× Ω0(gP )) = ImLi ⊕ (KerL?i ∩ yλ+
1
p
−1
Lp),
where L?i is the L2 adjoint of Li.
Thus we have the identification H2(Ai,Φi)
∼= KerL?i ∩ yλ+
1
p
−1
Lp. By the classicial unique
continuation property of an elliptic operator on the interior [26], for any α ∈ KerL?i , we
have α nonvanishing on any interior open set. Denote l = dimH2(Ai,Φi), then for an integer
j, 0 ≤ j ≤ l, there exist a basis {aj} ∈ H2(Ai,Φi). In addition, we can choose {aj} orthogonal
to each other w.r.t the L2 inner product.
In order to prove the lemma, we only need to prove the statement for one of the base
aj . We claim that for any fixed aj , there exists a differential form f ∈ Ω2(gP ) × Ω0(gP )
such that 〈f, aj〉 6= 0 and f vanishes over the boundary, f |∂U = 0. If not, for any f ∈
C∞0 (Ω2(gP ) × Ω0(gP )), we have 〈f, aj〉 = 0. This will imply aj is identically 0 over an
interior open set which contradicts aj ∈ KerL?i .
By the Gram–Schmidt process and rescaling, we can find a function g which vanishes
over ∂U , 〈g, aj〉 = 1 and for s 6= j 〈g, as〉 = 0. By the splitting (92), we know there exist a
g0 ∈ ImLi, such that g = g0 + aj . 
By the previous lemma, we know there exist linear operators σi,
σi : H
2
(Ai,Φi)
→ Ω2Xi ⊕ Ω0Xi ,
such that the operators
Li ⊕ σi : Ω1Xi ⊕ Ω1Xi ⊕H2(Ai,Φi) → Ω2Xi ⊕ Ω0Xi
are surjective. By Theorem 5.9, we know that H2(Ai,Φi) is finite dimensional, therefore, we
can take the image of σi to be supported in Xi(T ) for T is large enough.
In the notation above, take H = H2(A1,Φ1) ⊕H2(A2,Φ2), we can define a map σ:
σ = σ1 + σ2 : H → Ω2X]T ⊕ Ω0X]T .
As Li ⊕ σi is surjective, there exists an operator Qi, such that (Li ⊕ σi)Qi = Id,
(93) Qi : Ω
2
Xi ⊕ Ω0Xi → H2(Ai,Φi) ⊕ Ω1Xi ⊕ Ω1Xi .
Composing Qi with the projection map into different part of the image, we get operators
pii and Pi. To be explicit, Qi := pii ⊕ Pi where
pii : Ω
2
Xi ⊕ Ω0Xi → H2(Ai,Φi),
and
Pi : Ω
2
Xi ⊕ Ω0Xi → Ω1Xi ⊕ Ω1Xi .
Therefore, by definition, for ∀ξ ∈ Ω2Xi ⊕ Ω0Xi , we have
ξ = LiPi(ξ) + σipii(ξ).
As before, we take φi be a cut off function supported in Xi(2T ) as in Figure 5, with
φi(x) = 1 on Xi(T ) and φ1 + φ2 = 1 on X
]T . We have the estimate ‖∇φi‖L∞(Xi) ≤ (T ).
Given ξ ∈ Ω2
X]T
⊕ Ω0
X]T
, denote by ξi the restriction of ξ to Xi(2T ), we can define two
approximate inverse operators as follows:
42 SIQI HE
Let Pˆ (ξ) := φ1P1(ξ1) + φ2P2(ξ2), pˆi(ξ) := φ1pi1(ξ1) + φ2pi2(ξ2). Similarly, we take L]T :=
L(A],Φ]), we have the following lemma:
Lemma 8.10. ‖L]T Pˆ (ξ) + σpˆi(ξ)− ξ‖
y
λ+ 1p−1Lp(X]T )
≤ (T )‖ξ‖
y
λ+ 1p−1Lp(X]T )
.
Proof. Compared to Lemma 8.3, we have some additional terms in computing L]T Pˆ .
We have the following computation:
L]T Pˆ (ξ) = L]T (φ1P1ξ) + L]T (φ2P2ξ)
= ∇φ1 ? P1(ξ) +∇φ2 ? P2(ξ) + φ1L]TP1(ξ) + φ2L]TP2(ξ)
= ∇φ1 ? P1(ξ) +∇φ2 ? P2(ξ) + φ1L1P1(ξ) + φ2L2P2(ξ)
+ φ1(L]T − L1)P1(ξ) + φ2(L]T − L2)P2(ξ).
(94)
For the terms φ1L1P1(ξ) + φ2L2P2(ξ), we have
φ1L1P1(ξ) + φ2L2P2(ξ)
=(φ1 + φ2)(ξ) + φ1σ1pi1(ξ) + φ2σ2pi2(ξ)
=ξ + σ ˆpi(ξ).
(95)
For the other terms in the final step of (94), the estimates are exactly the same as Lemma
8.3 and is bounded by (T )‖ξ‖
y
λ+ 1p−1Lp(X]T )
.
Combining all the arguement above, we get the estimate we want. 
Now we can construct the inverse of the operator L]T .
Corollary 8.11. For T is large enough, there exist operators P]T : Ω2
X]T
⊕Ω0
X]T
→ Ω1
X]T
⊕
Ω1
X]T
and pi]T : Ω2
X]T
⊕ Ω0
X]T
→ H such that ∀ξ ∈ Ω2
X]T
⊕ Ω0
X]T
, we have
(96) ξ = L]TP]T (ξ) + σpi]T (ξ).
In addition, the operator norm of P]T and pi]T is bounded independent of T .
Proof. By Lemma 8.10, denoting R := (L]T ⊕σ)(Pˆ ⊕ pˆi)− Id, we know that when T is large
enough, R has operator norm small. Therefore, Id+R is invertible and Q = (Pˆ⊕pˆi)(1+R)−1
will be the right inverse of L]T ⊕ σ. As the image of Q is H2
(A],Φ])
⊕ Ω1
X]T
⊕ Ω1
X]T
, we can
take P]T to be the projection to the Ω1⊕Ω1 part of image of Q and pi]T to be the projection
of H2 part of image of Q, then by definition, we have
ξ = L]TP]T (ξ) + σpi]T (ξ).
By classical functional analysis, we know the operator norm of Id+ R can be choose to
be smaller than 3 and the operator norm of Pˆ ⊕ pˆi is dominated by Qi (93). Therefore, the
operator norm is independent of T . 
For a pair (ξ, h) with ξ ∈ Ω2
X]T
⊕ Ω0
X]T
and h ∈ H2, consider the perturbation equation
(97) KW ((A],Φ]) + P]T (ξ)) + σ(h) = 0.
Therefore, we have
KW (A],Φ]) + L]TP]T (ξ) + {P]T (ξ),P]T (ξ)}+ σ(h) = 0,
KW (A],Φ]) + ξ − σpi]T (ξ) + {P]T (ξ),P]T (ξ)}+ σ(h) = 0.(Applying (96))(98)
Take h = pi]T (ξ), we obtain
(99) KW (A],Φ]) + ξ + {P]T (ξ),P]T (ξ)} = 0
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which is the equation (83) and it has solution ξ. As P]T is an operator mapping Ω2
X]T
⊕
Ω0
X]T
to Ω1
X]T
⊕ Ω1
X]T
, we can define (a, b) ∈ Ω1
X]T
⊕ Ω1
X]T
by (a, b) := P]T (ξ). Then if we
denote (A,Φ) := (A] + a,Φ] + b), (A,Φ) will solve the equation
KW (A,Φ) + σ(h) = 0.
By the previous arguments, we get the following corollary which completes the proof of
the second part of Theorem 1.1.
Corollary 8.12. For any interior open set U , there exists (a, b) ∈ Ω1
X]T
⊕ Ω1
X]T
and
h ∈ H2(A1,Φ1) ⊕H2(A2,Φ2) solve the equation KW (A] + a,Φ] + b) + σ(h) = 0 and satisfy (1)
(A] +a,Φ] + b) is a solution to the Kapustin-Witten equations over X]T if and only if h=0.
(2) We have the estimate:
‖(a, b)‖
y
λ+ 1p−1Lp1
≤ Ce−δT , ‖σ(h)‖ ≤ Ce−δT .
This two constants depend on the choice of the open set and δ is the positive constant in
Proposition 8.2.
(3) σ(h) is supported in U .
Proof. The first statement is obvious. For the second statement, by definition, we have
‖(a, b)‖
y
λ+ 1p−1Lp1
= ‖P]T (ξ))‖
y
λ+ 1p−1Lp1
≤ C‖ξ‖
y
λ+ 1p−1Lp1
(P]T is bounded)
≤ C‖KW (A],Φ])‖
y
λ+ 1p−1Lp1
(By (90))
≤ Ce−δT .(By Proposition 8.2)
(100)
Similarly,
‖σ(h)‖
y
λ+ 1p−1Lp1
= ‖σ(pi]T (ξ))‖
y
λ+ 1p−1Lp1
≤ C‖ξ‖
y
λ+ 1p−1Lp1
(pi]T and σ are bounded)
≤ Ce−δT (By Proposition 8.2)
(101)
The third statement is a direct corollary of lemma 8.9. 
Given (Ai,Φi), denote by Γi the isotropy group of (Ai,Φi), Γi = {g|g(Ai,Φi) = (Ai,Φi)}.
By Corollary 6.9, we know Γi = 1. We will combine the Kuranishi descriptin in Proposition
6.17 with the previous construction. Let Ni ⊂ H1(Ai,Φi) be a set parametrize a neighborhood
of (Ai,Φi) in the moduli space of Nahm pole solutions. If we denote N := N1 × N2, then
we have the following proposition:
Proposition 8.13. For large enough T and small enough Ni, given n ∈ N then we have
(1) A family of y
λ+ 1
pH1,p0 connections (A(n),Φ(n)) + (a(n), b(n)) parametrized by N .
(2) There exist a map Ψ : N → H2(A1,Φ1)×H2(A2,Φ2), such that (A(n),Φ(n)) + (a(n), b(n))
satisfies the Kapustin-Witten equations if and only if Ψ(n) = 0.
(3) Let MX]T be the moduli space of Nahm pole solutions to the Kapustin-Witten equa-
tions over X, then there exists a map Θ, whose image is the moduli space MX]T :
Θ : Ψ−1(0)→MX
n→ (A(n),Φ(n)) + (a(n), b(n)).(102)
44 SIQI HE
8.4. Gluing for Non-degenerate Limit. In this section, we will build the gluing theorem
for the reducible connection. For simplicity, in this subsection, we only consider the case
H2(Ai,Φi)(Xi) = 0. For the H
2 non-vanishing case, the result will follows similarly as in
subsection 7.3.
As before, we are dealing with manifolds X1, X2 with cylindrical ends and boundaries as
in Figure 3. We constructed X]T , identified the connecting region with Y × (−T2 , T2 ). This
will be more precisely shown in Figure 6.
Figure 6. The shaded part is Y × (−T2 , T2 )
For a positive real number α, take a smooth weighted function WT = e
α(T
2
−|t|) and over
a neighborhood of the boundary of X]T , let WT be the distance function to the boundary.
Over the manifolds with boundary and cylindrical endsX1 andX2, we have fixed weighted
functions W1 and W2, such that in the connected area W1 = e
α(T
2
+t), W2 = e
α(T
2
−t) and in
the neighborhood of the boundary, W1 and W2 are the distance functions to the boundaries.
It is easy to get that in the common area W1, W2 and WT dominated each other.
On 1-forms of X]T , use the norm y
λ+ 1
pH1,p0,α(X
]T ) given by the weighted norm given by
H1,p0 (X
]T ) and weight function WT . On the 2-forms of X
]T , use the norm y
λ+ 1
p
−1
Lpα(X]T )
given by Lp(X]T ) and weighted function WT . Respectively, we get y
λ+ 1
pH1,p0,α(Xi) and
y
λ+ 1
p
−1
Lpα(Xi) for Xi.
By these constructions, we get the following estimate for the approximate solution:
Proposition 8.14. ‖KW (A],Φ])‖
y
λ+ 1p−1Lpα(X]T )
≤ C(e(α−δ)T ).
Proof. By Theorem 7.1, we know the C∞ norm will decays as e−δt. In addition, we have
the weighte function that equals to eαt in the end. Therefore, we get the decay rate we
want. 
Therefore, we can take α < δ such that the approximate term exponentially decays as
T →∞.
For i = 1, 2, denoting Li := L(Ai,Φi), we can regard the operator as
Li,α : yλ+
1
pH1,p0,α(Xi)→ yλ+
1
p
−1
Lpα(Xi).
For the approximate solution (A],Φ]), we also have the Fredholm operator L]Tα for the
weighted norm
L]Tα : yλ+
1
pH1,p0,α(X
]T )→ yλ+ 1p−1Lpα(X]T ).
By our assumption H2(Ai,Φi)(Xi) = 0, we know there exists a right inverse Qi:
Qi : y
λ+ 1
p
−1
Lpα(Xi)→ yλ+
1
pH1,p0,α(Xi),
such that Li,αQi = Id.
As before, we take φi be a cut off function supported in Xi(2T ) as in Figure 5, with
φi(x) = 1 on Xi(T ) and φ1 + φ2 = 1 on X
]T and we can have the estimate ‖∇φi‖L∞(Xi) ≤
(T ).
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Take ξ ∈ yλ+ 1p−1Lpα(X]T ), denote by ξi the restriction of ξ on Xi(2T ), then we define a
new approximate inverse operator Qˆα(ξ) := φ1Q1(ξ1) + φ2Q2(ξ2), which can be written as
Qˆ : y
λ+ 1
p
−1
Lpα(Xi)→ yλ+
1
pH1,p0,α(Xi).
8.4.1. Right Inverse. Similarily, we have the following estimate for the operator L]Tα .
Lemma 8.15. For L]Tα , Qˆα as above, and for ∀ξ ∈ yλ+
1
p
−1
Lpα(X]T ), we have
‖L]Tα Qˆα(ξ)− ξ‖
y
λ+ 1p−1Lpα(X]T )
≤ (T )‖ξ‖
y
λ+ 1p−1Lpα(X]T )
.
Proof. After we choose α < δ, we still get the exponential decay result and the proof is
exactly the same as Lemma 8.3. 
Proposition 8.16. There exists an operator Q]Tα ,
Q]Tα : yλ+
1
p
−1
Lpα(X
]T )→ yλ+ 1pH1,p0,α(X]T )
such that L]Tα Q]Tα = Id. In addition, the operator norm of QSα is independent of T.
Proof. By Lemma 8.15, we know L]Tα Qˆα has an inverse and we just takeQ]Tα := Qˆα(L]Tα Qˆα)−1.
By definition, we get the inverse we want. For the independence of T from the operator
norm, the arguement is exactly the same as Proposition 8.4. 
8.4.2. Existence Theorem. Over X]T , for arbitary (A,Φ), we denote (a, b) := (A,Φ) −
(A],Φ]). We have the following expansion for the Kapustin-Witten map.
(103) KW (A,Φ) = KW (A],Φ]) + L]Tα (a, b) + {(a, b), (a, b)}.
Take Sα(a, b) = {(a, b), (a, b)}, then we have the following proposition.
Proposition 8.17. For any λ0 ∈ [1 − 1p , 1), Sα is an operator Sα : yλ+
1
p
−1
Lp(X]T ) →
y
λ+ 1
p
−1
Lp(X]T ) satisfying Sα(0) = 0 and for two elements β, γ ∈ yλ+
1
p
−1
L2α(X
]T ), there
exists a constant k such that
‖Sα(β)− Sα(γ)‖
y
λ+ 1p−1Lpα
≤ k(‖β‖
y
λ+ 1p−1Lpα
+ ‖γ‖
y
λ+ 1p−1Lpα
)(‖β − γ‖
y
λ+ 1p−1Lpα
).
Proof. The proof is basically the same as the proof of Proposition 8.5. We only need to check
the Sobolev inequality is still true in the weighted case and this is proved in Proposition
5.12. 
Now, we have a parallel theorem to Theorem 1.1:
Theorem 8.18. Under the gluing hypotheses in the beginning of the chapter, if
(a) limT→+∞ ‖(Ai,Φi)− (Aρi ,Φρi)‖Lp02 (Yi×{T}) = 0 for some p0 > 2,
(b) ρ is a non-degenerate SL(2;C) flat connection,
then for λ0 ∈ [1− 1p , 1), there exists a real number α > 0 such that we have
(1) for some constant δ, there exists a yλ0+
1
2H1,p0,α pair (a, b) ∈ Ω1X]T (gP )×Ω1X]T (gP ) with
‖(a, b)‖
yλ0−
1
2Lp1,α
≤ Ce(α−δ)T ,
(2) there exists an obstruction class h ∈ H2(A1,Φ1)(X1)×H2(A2,Φ2)(X2) such that h = 0 if
and only if (A] + a,Φ] + b) is a solution to the Kapustin-Witten equations (1).
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Proof. For the case that H2 vanishes, by Proposition 8.17, we know that the opertor Sα
satisfies the assumption for Lemma 8.6. By Proposition 8.14, we know we can choose η
small enough satifying Lemma 8.6. Therefore, by Lemma 8.6, there exists a solution to the
equation (103) and we get a solution to the Kapustin-Witten equations (1). The regularity
statements of the connections in the theorem will follows by the same way as in Chapter
8.1.
Similarly, we can follow exactly the same as Chapter 8.3 and prove the second statement
of the theorem.
9. Local Model for Gluing Picture
In this section, we will give a Kuranishi description of the gluing construction for the
Kapustin-Witten equations.
For the description for the anti-self-dual equations, see [9], [10], [6]. In this section, we
assume p ∈ (2, 4), λ ∈ [1− 1p , 1) and denote by q the real number satisfying the relationship
1 + 4q =
4
p .
9.1. Gauge Fixing Problem. For i = 1, 2, let Mi be the moduli space of Nahm pole
solutions to the Kapustin-Witten equations over Xi defined in (55). Let Ni be pre-compact
subsets of the moduli space Mi such that any element of Ni is regular in the moduli space
Mi. To be more explicit, for any (Ai,Φi) ∈ Ni, we have H0(Ai,Φi) = 0 and H2(Ai,Φi) = 0. By
Proposition 8.13, we know there exists a map ΘT defined as follows:
(104) ΘT : N1 ×N2 →MX
We have the following proposition on the map Θ:
Proposition 9.1. There exists a T0, such that for any T > T0, we have:
(1) For (Ai,Φi) ∈ Ni, let (A,Φ) := ΘT ((A1,Φ1), (A2,Φ2)), we have H2(A,Φ) = 0,
(2) ΘT is a diffeomorphism to its image.
Proof. (1) Let (A],Φ]) be the approximate solution, let (a, b) := (A,Φ) − (A],Φ]). By
Theorem 8.1, we have ‖(a, b)‖
y
λ+ 1p−1Lp1
≤ Ce−CT . Let L1
(A],Φ])
(L1(A,Φ) ) be the linearization
operator of (A],Φ]) (L(A,Φ)). By Proposition 8.4, there exists an operator Q] : yλ+
1
p
−1
Lp →
y
λ+ 1
pH1,p0 such that L1(A],Φ])Q] = Id. Therefore, we can choose T big enough such that
‖L1(A,Φ)Q]−L1(A],Φ])Q]‖yλ+ 1p−1Lp ≤
1
2 . This implies that L1(A,Φ) has a right inverse and it is
surjective.
(2) By the assumption that Ni is regular, we have dimNi = IndPi. By Proposition 5.17,
we have IndP = IndP1 + IndP2. Let Im(Θ) to be the image of Θ. we have dim(Im(Θ)) =
dimN1 + dimN2. Therefore, in order to prove ΘT is a diffeomorphism, we only need to
prove dΘ is injective. Choose an open subset U ⊂ X1 which is away from the gluing part.
By Proposition 8.7, we know over U , (A,Φ) is C1 close to (A1,Φ1) thus proves that dΘ is
injective. 
Now we will characterize the Nahm pole solutions we found by our gluing construction.
Given solutions (Ai,Φi). Let (A
],Φ]) be the approximate solution. Let dλq be the metric on
the space B given by
(105) dλq ([(A1,Φ1)], [(A2,Φ2)]) = inf
u∈G
‖(A1,Φ1)− u(A2,Φ2)‖
y
λ+ 1p−1Lq
.
Then, we can define an open neighborhood U() of (A],Φ]) by
(106) U(A],Φ])() = {(A,Φ) ∈ B|dλq ((A,Φ), (A],Φ]))| < , ‖KW (A,Φ)‖
y
λ+ 1p−1Lp
< }.
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Then we have the following theorem
Theorem 9.2. For ? = 0, 1, 2, if H?(Ai,Φi) = 0, then for small enough , any point (A,Φ) ∈
U() can be represented by the following form (A,Φ) = (A],Φ])+Qφ, where ‖φ‖
y
λ+ 1p−1Lp
≤
C and Q is the right inverse operator defined in Proposition 8.4.
We prove Theorem 9.2 by the method of continuation. We need a new interpretation of
the operator.
Given (Ai,Φ) satisfying the assumption of Theorem 9.2, let (A
],Φ]) to be the approx-
imate solution over X]T . In this section, for simplification, we denote L the linearization
operator of (A],Φ]) and let Q be the right inverse of L. Combining this with the embedding
y
λ+ 1
pH1,p0 ↪→ yλ+
1
p
−1
Lq, we have
L : yλ+ 1pH1,p0 (Ω1(gP )× Ω1(gP ))→ yλ+
1
p
−1
Lp(Ω2(gP )× Ω0(gP )),
Q : y
λ+ 1
p
−1
Lp(Ω2(gP )× Ω0(gP ))→ yλ+
1
p
−1
Lq(Ω1(gP )× Ω1(gP )).
(107)
Let B ∈ U(A],Φ])(), then WLOG, we assume B = (A],Φ]) + (a, b) and consider Bt which
is a path of connection pairs defined as follows:
Bt := (A
],Φ]) + t(a, b)
and we can define the following set S:
Definition 9.3. Given δ small enough, define S ⊂ [0, 1] to be the interval of all t ∈ [0, 1]
such that there exists gauge transform u : [0, t] → G and φ : [0, t] → Ω2(gP )× Ω0(gP ) such
that
(1) φ(0) = 0, u(0) = 1,
(2) ut(Bt) = (A
],Φ]) +Q(φt) with ‖φt‖
y
λ+ 1p−1Lp
< δ.
Our target is to prove S = [0, 1]. By definition of S, we have the following Proposition:
Proposition 9.4. S is non empty.
Proof. As B0 = (A
],Φ]), take φ0 = 0 and u(0) = 1, we know 0 ∈ S. 
Now, we are going to prove S is an open set and before the proving, we will need some
preparations.
Let d0 to be d0
(A],Φ])
in the Kuranishi complex (7), where for ξ ∈ Ω0(gP ), d0(ξ) =
(−dA]ξ, [ξ,Φ]]). For any ξ ∈ Ω0(gP ) and φ ∈ Ω2(gP )× Ω0(gP ), define the operator
Π :Ω0(gP )× Ω2(gP )× Ω0(gP )→ Ω1(gP )× Ω1(gP ),
(ξ , φ)→ d0(ξ) +Q(φ).(108)
Let V1 to be a norm over Ω
0(gP )× Ω2(gP )× Ω0(gP ) defined as follows:
‖(ξ, φ)‖V1 = ‖d0(ξ)‖
y
λ+ 1p−1Lq
+ ‖φ‖
y
λ+ 1p−1Lp
.
For (a, b) ∈ Ω1(gP )× Ω1(gP ), we define another norm V2 as
‖(a, b)‖V2 = ‖(a, b)‖
y
λ+ 1p−1Lq
+ ‖L(a, b)‖
y
λ+ 1p−1Lp
.
Then we have the following Proposition:
Proposition 9.5. Considering Π as operator from V1 to V2:
Π : V1 → V2,
we have
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(1) Π is a bounded operator from V1 to V2,
(2) There exist a constant C independent of T such that ‖(ξ, φ)‖V1 ≤ C‖Π(ξ, φ)‖V2.
Proof. (1) We have the following computation for the operator Π:
‖Π(ξ, φ)‖B2
≤‖d0(ξ) +Q(φ)‖
y
λ+ 1p−1Lq
+ ‖L ◦ d0(ξ) + L ◦Q(φ)‖
y
λ+ 1p−1Lp
(Here we use L ◦ d0(ξ) = [KW(A],Φ]), ξ] and L ◦Q = Id)
≤‖d0(ξ)‖
y
λ+ 1p−1Lq
+ ‖φ‖
y
λ+ 1p−1Lp
+ ‖[KW (A],Φ]), ξ]‖
y
λ+ 1p−1Lp
+ ‖φ‖
y
λ+ 1p−1Lp
≤‖d0(ξ)‖
y
λ+ 1p−1Lq
+ ‖φ‖
y
λ+ 1p−1Lp
(Here we use Proposition 8.2 and |ξ|C0 ≤ ‖d0(ξ)‖
y
λ+ 1p−1Lq
).
(109)
(2) Take α = d0(ξ)+Q(φ), then we have Lα = [KW (A],Φ]), ξ]+φ. We have the following
estimate:
‖d0(ξ)‖
y
λ+ 1p−1Lq
≤ ‖α−Qφ‖
y
λ+ 1p−1Lq
≤ ‖α‖
y
λ+ 1p−1Lq
+ ‖Qφ‖
y
λ+ 1p−1Lq
≤ ‖α‖
y
λ+ 1p−1Lq
+ ‖φ‖
y
λ+ 1p−1Lp
.
(110)
In addition, by the relation Lα = [KW (A],Φ]), ξ] + φ, we have
‖φ‖
y
λ+ 1p−1Lp
≤ ‖Lα‖
y
λ+ 1p−1Lp
+ ‖[KW (A],Φ]), ξ]‖
y
λ+ 1p−1Lp
≤ ‖α‖V2 + ‖ξ‖C0(Here we use Proposition 8.2)
≤ ‖α‖V2 + ‖d0(ξ)‖
y
λ+ 1p−1Lq
= ‖α‖V2 + ‖α−Qφ‖
y
λ+ 1p−1Lq
≤ ‖α‖V2 + ‖α‖
y
λ+ 1p−1Lq
+ ‖φ‖
y
λ+ 1p−1Lp
.
(111)
By taking  small enough, we get ‖φ‖
y
λ+ 1p−1Lp
≤ C‖α‖V2 .
By definition, ‖(ξ, φ)‖V1 = ‖d0(ξ)‖
y
λ+ 1p−1Lq
+ ‖φ‖
y
λ+ 1p−1Lp
. Combining equations (110),
(111), we obtain
‖(ξ, φ)‖V1 ≤ C‖α‖V2 = C‖Π(ξ, φ)‖V2 .
.
By this estimate, we get an immediate corollary:
Corollary 9.6. Π is an injective operator.
Proposition 9.7. For ? = 0, 1, 2, if H?(Ai,Φi) = 0, the operator Π is a surjective operator
from V1 to V2
Proof. As Q is the inverse of L, by the assumption H?(Ai,Φi) = 0, we know Ind Π =−Ind D(A,Φ) = 0. By Proposition 9.5, we know Π is injective, thus Π is surjective. 
Proposition 9.8. S is an open set in [0, 1].
Proof. By Proposition 9.7, Π is surjective. By the implicit function theorem, we get the
result immediately. 
Now, we hope to prove that the set S is a closed set. To begin with, we prove that the
condition (2) in Definition 9.3 is a closed condition:
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Lemma 9.9. For suitable δ and , we have ‖φt‖
y
λ+ 1p−1Lp
≤ 12δ.
Proof. By the relation ut(Bt) = (A
],Φ]) +Q(φt), we have:
(112) KW (ut(Bt)) = KW (A
],Φ]) + φt + {Q(φt), Q(φt)}.
Therefore, we have
‖φt‖
y
λ+ 1p−1Lp
≤ ‖KW (A],Φ])‖
y
λ+ 1p−1Lp
+ ‖KW (Bt)‖
y
λ+ 1p−1Lp
+ ‖Q(φt)‖2
y
λ+ 1p−1Lq
(Here we use Proposition 8.2 and definition (106))
≤ (T ) + + C2‖φt‖2
y
λ+ 1p−1Lq
(113)
For δ < 1
2C2
, (T ) ≤ 14δ and  ≤ 14δ, we have ‖φt‖ ≤ 12δ, so the open condition is also
closed. 
Proposition 9.10. For δ small enough and suitable parameter T and , S is a closed set
in [0, 1].
Proof. Now is routine to prove the set S is closed. Let assume a sequence ti ∈ S with
ti → t0. For simplification, we denote Bi := Bti and φi := φti . By the definition of S, we
have the relationship ut(Bi) = (A
],Φ]) +Q(φi).
By Lemma 9.9, we have the closed condition ‖φt‖
y
λ+ 1p−1Lp
≤ 12δ. By definition of Bi,
we have Bi = (A
],Φ]) + ti(a, b) and (a, b) ∈ yλ+
1
pH1,p0 ⊂ yλ+
1
p
−1
Lp1. We know Bi strongly
converges in y
λ+ 1
p
−1
Lp1.
By the uniform bound on the φi, the φi converges to a limit φ0 weakly in y
λ+ 1
p
−1
Lp. Define
Ai = (A
],Φ]) + Q(φi). Ai is uniformly bounded in y
λ+ 1
pH1,p0 ↪→ yλ+
1
p
−1
Lp1. Therefore, Ai
converges weakly in y
λ+ 1
p
−1
Lp1.
As ui is a gauge transformation, by the relation ui(Bi) = Ai, we have dui = uiAi −
Biui. By the boundedness of Ai and Bi, we know ui weakly converges to u0 in y
λ+ 1
p
−1
Lp2.
Therefore, by the Sobolev embedding theorem, ui strongly converges in y
λ+ 1
p
−1
Lp1 to u0.
Therefore, we have the relationship u0(B0) = A0 which imply t0 ∈ S. 
We get an immediate corollary from Proposition 9.4, Proposition 9.8 and Proposition
9.10:
Corollary 9.11. For the set S in definition 9.3, we have S = [0, 1].
The proof of Theorem 9.2 follows immediately.
9.2. Local Model for Regular Moduli Space. Now, we are able to construct a local
model for the gluing picture in the acyclic case without the assumption on H1.
Denote ni = Ind(Pi) and we don’t assume ni = 0. Denote M?Pi (M?P ) to be the moduli
space which only consists of solutions to the Kapustin-Witten equations over Xi (X
]T )
which have H2 = 0.
For i = 1, 2, given two solutions (Ai,Φi) ∈ M?Pi , there exists a open neighborhood Ui
such that we can find functions
χ : Ui ⊂M?Pi → Rni
which give local coordinates around (Ai,Φi) in the moduli spaces M?Pi . Denote
(114)
UP () = {(A,Φ) ∈ B|∃(A0,Φ0) ∈M?P with dλq ((A,Φ), (A0,Φ0)) < , ‖KW (A,Φ)‖
y
λ+ 1p−1Lp
< }.
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Then by the exponential decay result (Theorem 7.1), we know that by choosing suitable
compact sets Gi ⊂ Xi and cut-off functions, we have a natural inclusion Ui into M?Pi .
Choose yi ∈ Im(χi(Ui)) and define the cut-down moduli space
L = χ−11 (y1) ∩ χ−12 (y2) ∩M?P ⊂ UP ()
has virtual dimensional 0.
For T is large enough, recall I : CP1 × CP2 → CP is the operator defined in (74) that con-
structs the approximate solution. Denote by (A0,Φ0) := I(χ
−1
1 (y1), χ
−1
2 (y2)) the approxi-
mate solution constructed by χ−11 (y1) and χ
−1
2 (y2). Then we have the following Proposition.
Compare this to Theorem 9.2:
Proposition 9.12. For  small enough, there exists a unique solution (A′,Φ′) in L such
that U(A0,Φ0)() ∩ L = (A′,Φ′).
Now, we will define a distance to make a comparision between connection pairs (A0,Φ0)
over X]T and (Ai,Φi) over Xi.
We can define the norm d as
(115) d((A],Φ]); (A1,Φ1), (A2,Φ2)) = infu∈GP ‖(A0,Φ0)− I((A1,Φ1), (A2,Φ2))‖Lq(X]T ).
where the I is the operator that constructs the approximate solutions defined in (74).
Summarizing Proposition 9.1 and Theorem 9.2, we obtain the following statement:
Theorem 9.13. Denote by Ui the compact sets of regular points in the moduli space M?Pi.
There exist T0, 0 such that for T > T0 and  < 0, there exist open neighborhoods Ni of Ui
and a map
Θ : N1 ×N2 →M?P ,
such that
(1) Θ is a diffeomorphism to its image, and the image contains regular points,
(2) d(Θ((A1,Φ1), (A2,Φ2)); (A1,Φ1), (A2,Φ2))) ≤  for any (Ai,Φi) ∈ Ni,
(3) Any connection (A],Φ]) ∈ M?P with d((A],Φ]); (A1,Φ1), (A2,Φ2)) ≤  for some
(Ai,Φi) ∈ Ni lies in the image of Θ.
Now we will have a brief discussion of the local gluing picture in the general case the H2
is non-vanishing. For (Ai,Φi) ∈ Mi with H2(Ai,Φi) non-vanishing, we can do the trick as
in Section 8.3 by adding some finite dimensional linear space as the obstruction class and
have a similar obstruction type statement as in Theorem 9.13. We will precise by state the
theorem in general in the next subsection.
9.3. Conclusions. Now, we can summarize what we have proved and state the following
theorem
Theorem 9.14. Let (Ai,Φi) be connections pairs over manifolds Xi with Nahm poles over
Zi, for sufficiently large T , there is a local Kuranishi model for an open set in the moduli
space over X]T :
(1) There exists a neighborhood N of {0} ⊂ H1(A1,Φ1) ×H1(A2,Φ2) and a map Ψ from N to
H2(A1,Φ1) ×H2(A2,Φ2).
(2) There exists a map Θ which is a homeomorphism from Ψ−1(0) to an open set V ⊂
M?
X]
.
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10. Some Applications
In this section, we will introduce some applications of the gluing theorem 8.1.
As for the model solution in Section 2, we don’t know whether the obstruction class
vanish or not and right now we don’t have any transversality result for the Kapustin-
Witten equations. We just consider the obstruction class as a perturbation to the equation.
See [13] for the obstruction perturbation for ASD equations.
Consider a compact 4-dimensional manifold X4 with a cylindrical end which is identified
with Y 3 × [0,+∞), given any SL(2;C) representation ρ of pi1(X4):
ρ : pi1(X
4)→ SL(2;C),
denote by (Aρ,Φρ) the SL(2;C) flat connection associated to ρ. Then we know (Aρ,Φρ)
satisfies the following equations:
FAρ − Φρ ∧ Φρ = 0,
dAρΦρ = 0,
d?AρΦρ = 0.
(116)
Obviously, (Aρ,Φρ) is a solution to the Kapustin-Witten equations (1).
By gluing the suitable SL(2;C) flat connection, we have the following theorem:
Theorem 10.1. Consider a smooth compact 4-manifold M with boundary Y . Assume Y
is S3, T 3 or any hyperbolic 3-manifold. For Y is hyperbolic, we assume the inclusion of
pi1(Y ) into pi1(M) is injective. For a real number T0, we can glue M with Y × (0, T0] along
∂M and Y × {T0} to get a new manifold, which denote as MT0 := Y × (0, T0)∪M . For T0
large enough, there exists an SU(2) bundle P and its adjoint bundle gP over MT0 such that
given any interior non-empty open neighborhood U ⊂M , we have:
(1) There exist h1 ∈ Ω2MT0 (gP ), h2 ∈ Ω
0
MT0
(gP ) supported on U ,
(2) There exists a connection A over P and a gP -valued 1-form Φ such that (A,Φ)
satisfies the Nahm pole boundary condition over Y ×{0} ⊂MT0 and (A,Φ) is a solution to
the following obstruction perturbed Kapustin-Witten equations over MT0:
FA − Φ ∧ Φ + ?dAΦ = h1,
d?AΦ = h2.
(117)
Proof. By Example 2.4, 2.3 and 2.5, we know we have model Nahm pole solutions for
Y × (0,+∞) when Y is S3, T 3 or any hyperbolic manifold. Denote the limit of the model
solution as ρ which is a flat SL(2;C) connection. Here the model solution for hyperbolic
manifold has limit in cylindrical end to a irreducible flat SL(2;C) connection.
Let M∞ = Y × (0,+∞) ∪M , choose the flat connection ρ and this will give a solution
to the Kapustin-Witten equations over M∞. For Y hyperbolic, we use the assumption pi1
injective in order to obtain a flat SL(2;C) connection over M∞ with limit the irreducible
SL(2;C) connection over the cylindrical end coming from the hyperbolic metric.
Applying Theorem 8.1 and Theorem 8.18, we can glue these two solutions together and
by Corollary 8.12, we prove the statement for h1, h2. 
In addition, by gluing the model solutions (A0,Φ0) on Example 2.4, 2.3 and 2.5 with
themselves, we get the following corollary:
Corollary 10.2. For a 3-manifold Y 3 equals to S3, T 3 or any hyperbolic 3-manifold, for
T large enough, there exists a solutions (A,Φ) over Y 3 × (−T, T ) to the twisted Kapustin-
Witten equations
KW (A,Φ) + h = 0.
Here (A,Φ) satisfies the Nahm pole boundary condition over Y 3 × {−T} and Y 3 × {T}
and h can be choosen to be support on any interior open set.
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Appendix 1
In this Appendix, we will give a brief introduction to the Fredholm theory of uniformly
degenerate elliptic operators that is developed in [8] and [3]. We use the notation from [3]
for most of the definitions in this Appendix.
Let M be a compact smooth 4-manifold with 3-manifold boundary Y and choose co-
ordinates (~x, y) near the boundary where y ≥ 0 and ~x = (x1, x2, x3) ∈ R3. A differential
operator D0 is called uniformly degenerate if for α = (α1, α2, α3), in any coordinate chart
near the boundary, it has the form
(118) D0 =
∑
j+|α|≤m
Ajα(~x, y)(y∂y)
j(y∂x)
α,
where (y∂x)
α = (y∂x1)
α1(y∂x2)
α2(y∂x3)
α3 .
We define the leading term of D0 in this coordinate chart as
(119) Dm0 :=
∑
j+|α|=m
Ajα(~x, y)(y∂y)
j(y∂x)
α.
The operator D0 is called uniformly degenerate elliptic if D0 is elliptic at the interior
point and if in a neighborhood of the boundary and for (119), we replace each y∂xi and y∂y
by variables
√−1ki and
√−1k4 and it is invertible when (k1, · · · , k4) 6= 0.
There is a model operator over R4+, called the indicial operator
(120) I(D0) =
∑
j≤m
Aj0(~x, 0)λ
j .
The indicial root of I(D0) is the set of complex numbers λ such that s−λI(D0)sλ is not
invertible.
In [8], Mazzeo works in the class of pseudodifferential operators on M adapted to some
particular type of singularity which includes the Nahm pole bounary condition. The class
is called 0-pseudodifferential operators. Denote by Ψ?0(M) the elements which are described
by the singularity structure of their Schwartz kernels.
Given a pseudodifferential operatorA, we denote the Schwartz kernel ofA as κA(y, ~x, y, ~x
′)
which is a distribution over M2 := M×M . We allow κA to have the standard singularity of
pseudodifferential operator along the diagonal {y = y′, ~x = ~x′} and we will require some spe-
cial behavior over the boundary of M2, which in coordinates is described as {y = 0, y′ = 0}
and over the intersection of diagonal with the boundary, {y = 0, y′ = 0, ~x = ~x′}.
Let M20 be a real blow-up of M
2 at the boundary of diagonal, which is constructed by
replacing each point in {y = 0, y′ = 0, ~x = ~x′} with its inward-pointing normal sphere-
bundle. We can describe it in polar coordinates:
R = (y2 + (y′)2 + |~x− ~x′|2) 12 , ω = (ω0, ω′0, ωˆ) = (
y
R
,
y′
R
,
~x− ~x′
R
).
Each point at R = 0 is replaced by a quarter-sphere and (R,ω, x′) can be regarded as a
full set of coordinates. M20 is a manifold with corners, we call the surface corresponding to
R = 0 the front face. The surfaces corresponding to ω0 = 0 and ω
′
0 = 0 are called its left
and right faces. We have an obviously blow-down map pi : M20 →M2. We say A ∈ Ψ?0 if κA
is the push forward of a distribution on M20 by the blow-down map pi.
Take a cut-off function χ over M20 which is equals 1 over a small neighborhood of the
diagonal set {ω0 = ω′0, ωˆ = 0} and 0 outside of a larger neighborhood. Then κA = κ′A +κ′′A,
where κ′A = χκA and κ
′′
A = (1− χ)κA. Here κ′A supported away from the left and the right
faces and has a pseudodifferential singularity of order m along the lift diagonal area. If we
factor κ′A = R
−4κˆ′A, then κˆA extends smoothly of the front face of M
2
0 along the conormal
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diagonal singularity and R−4 only depends on the manifold’s dimension that corresponds
to the determinant of the blow-down map pi and κ′′A is smooth over the diagonal singularity.
Now we have the following definition of space Ψm,s,a,b0 (M):
Definition 10.3. For any real number s, a, b, we denote a psedudifferential operator A ∈
Ψm,s,a,b0 (M) if its Schwartz kernel κA has polyhomogeneous expansion with the terms R
−4+s
at the front face, ωa0 at the left face and ω
b
0 at the right face.
We denote A ∈ Ψ−∞,a,b(M) if its Schwartz kernels are smooth in the interior and poly-
homogeneous at two hypersurfaces (y = 0 and y′ = 0) of M2.
In this setting, the identity operator Id ∈ Ψ0,0,∅,∅0 , has zero order over the diagonal and its
Schwartz kernel δ(y−y′)δ(~x−~x′) is supported over the diagonal which has a trivial expansion
at the left and right faces. In polar coordinates, we have the following identification
(121) δ(y − y′)δ(~x− ~x′) = R−4δ(ω0 − ω′0)δ(ωˆ),
and this corresponds to zero in the second superscript.
Now, suppose P is an SU(2) bunlde over M and let (A,Φ) ∈ CP be a Nahm pole solution
to the Kapustin-Witten equations. For simplification, let D := D(A,Φ). We denote D0 = yD.
As pointed out in [3], D0 is a uniformly degenerate operator of order 1. Choose p ≥ 2 and
q satisfying 1p +
1
q = 1.
In [3] Section 5.3, Mazzeo and Witten prove the following result:
Theorem 10.4. [3] There exists operators S ∈ Ψ−1,1,λ¯,b0 (M), R1 ∈ Ψ−∞,λ¯,b(M) and R2 ∈
Ψ−∞,b,λ¯ such that
(122) D ◦ S = Id−R1, S ◦ D = Id−R2,
where λ¯ = 1 for the case this paper considered and b ≥ 1.
In [8], Mazzeo prove the following lemma about the distribution Ψm,s,a,b0 .
Lemma 10.5. [8] Theorem 3.25, Remark above Proposition 3.28
• For any real number δ and δ′, take A ∈ Ψ−∞,s,a,b and let A′ = yδ′Ay′−δ be its conjuga-
tion, then we have A′ ∈ Ψ−∞,s+δ−δ′,a−δ′,b+δ.
• For A ∈ Ψ−∞,s,a,b, if a > −1p , b > −1q , s ≥ 0, and u ∈ Lp, v ∈ Lq, we have
|〈Au, v〉L2 | ≤ ‖u‖Lp‖v‖Lq , which implies that A is a bounded operator from Lp to Lp.
We have the following proposition whose proof is slightly modified from [8] Section 3 due
to R. Mazzeo.
Proposition 10.6. For any real number λ and any p > 1, the operator D,
(123) D : yλ+ 1pH1,p0 (M)→ yλ+
1
p
−1
Lp(M)
is a bounded linear operator.
Proof. As D is a differential operator, the result follows immediately from the definition of
D. 
For the operator S, we have the following proposition:
Proposition 10.7. For λ ∈ (−1, 1), the operator S ∈ Ψ−1,1,1,b0 (M):
(124) S : yλ+ 1p−1Lp(M)→ yλ+ 1pH1,p0 (M)
is a bounded linear operator.
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Proof. Denote the Schwartz kernel of S as κS . By choosing a cut off function over the
diagonal, κS = κ
′
S + κ
′′
S where κ
′
S supported away from the left and the right faces and has
a pseudodifferential singularity of order m along the lift diagonal area and κ′′S is smooth
over the diagonal. Denote S′ (S′′) to be the operator corresponds to the Schwartz kernel
κ′S(κ
′′
S).
We first prove that S′ : yλ+
1
p
−1
Lp(M) → yλ+ 1pH1,p0 (M) is bounded. It is sufficient
to prove that S′y−1 is bounded operator from yλ+
1
pLp(M) to y
λ+ 1
pH1,p0 (M). We denote
A′ := S′y−1 and now the A′ is dilation invariant. Choose a Whitney decomposition of M
into a union of boxes Bi whose diameter in x and y directions is comparable to the distance
to ∂M . For each Bi, we can choose an affine map pi which identifies a standard box B
with Bi. For f ∈ yλ+
1
p
−1
Lp(M), denote by fi its restriction to Bi. Then ‖f‖
y
λ+ 1pH1,p0 (M)
and
∑
i y
−λ− 1
p
i ‖fi‖H1,p0 (Bi) are comparable to each other where yi can be the y coordinate
of any points in Bi and same for ‖f‖
y
λ+ 1p−1Lp
and
∑
i y
−λ− 1
p
i ‖fi‖Lp(Bi). We denote A′i to be
the restriction of A′ over Bi then we have p?i (A
′f)i = A′i(p
?
i fi). By the approximate dilation
invariance, we know A′i are a uniformly bounded family of psedodifferential operators. Then
we have
‖A′f‖
y
λ+ 1pH1,p0 (M)
≤ C
∑
i
y
−λ− 1
p
i ‖(A′f)i‖H1,p0 (Bi) ≤ C
∑
i
y
−λ− 1
p
i ‖p?i (A′f)i‖H1,p0 (Bi).
The classical Lp theory about pseudodifferential operators of order 1 in every box [27] gives
‖p?i (A′f)i‖H1,p0 (Bi) = ‖A
′
ip
?
i fi‖Lp1(B) ≤ C‖p
?
i fi‖Lp(B) = C‖fi‖Lp(Bi).
Summarizing the discussion above, we get
‖A′f‖
y
λ+ 1pH1,p0 (M)
≤ C‖f‖
y
λ+ 1pLp(M)
,
thus we get ‖S′f‖
y
λ+ 1p−1H1,p0 (M)
≤ ‖f‖
y
λ+ 1pLp(M)
.
Now, let’s consider the operator S′′, for some b > 1. For any integer k and k′, we will
show S′′ : yλ+
1
p
−1
Hk,p0 (M) → yλ+
1
pHk
′,p
0 (M) is a bounded operator. As S
′′ is an infinite
smoothing operator over the diagonal, we only need to prove S′′ is bounded from yλ+
1
p
−1
Lp
to y
λ+ 1
pLp. Denote A′′ = yλ+
1
pS′′y1−
1
p
−λ
, then after the shifting, on the left faces, A′′ will
be polyhomogenous with leading order b+λ+ 1p −1. In order to get bounds of the Schwartz
kernel, we require that b + λ + 1p − 1 > −1q . When λ > −1, this is automatically satisfied
as b > 1. The leading order on the right faces will be λ¯ − λ − 1p , as λ < 1 and λ¯ = 1, we
automatically get λ¯−λ− 1p < −1p . By applying the second bullet of lemma 10.5, we get A′′
is bounded from Lp to Lp which implies that S′′ is bounded from yλ+
1
p
−1
Lp to y
λ+ 1
pLp. 
For the operator R1, R2, we have the following proposition:
Proposition 10.8. For λ ∈ (−1, 1), i = 1, 2, and any λ′ ≤ 1, the operator Ri
(125) Ri : y
λ+ 1
pHk,p0 (M)→ yλ
′+ 1
pHk
′,p
0 (M)
is a bounded for any k, k′. In addition,
Ri : y
λ+ 1
pLp → yλ+ 1pLp
is a compact operator.
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Proof. We first prove the bounded statement. As R1 ∈ Ψ−∞,1,b, it is smooth over the
diagonal, we only need to prove that R1 is a bounded operator from y
λ+ 1
pLp to y
λ′+ 1
pLp.
Using the same trick as the previous proposition, we denote R′1 = yδ
′
R1y
−λ− 1
p . In order
to get C0 bound of the Schwartz kernel, now we require δ′ < 1p + 1 on the left face, which
implies λ′ ≤ 1, same argument works for R2.
By Arzela-Ascoli theorem, we get that Ri is compact operator. 
Appendix 2
Let X be a manifold with boundary Z and cylindrical end with a fixed limit SL(2;C) flat
connection, then for any connection pairs (A0,Φ0) satisfying the Nahm boundary condition
over Z and converges to SL(2;C) flat connection over the cylindrical end in Lp1 norm for
some p > 2, we will prove the closeness property of the operator d0(A0,Φ0). In this appendix,
we assume k ≥ 0 and λ ≥ −1.
We have the following lemma about bounded linear operators between Banach spaces:
Lemma 10.9. [18] Appendix E, Lemma E.3 Let D : X → Y be a bounded operator between
Banach spaces.
(i) The following are equivalent:
• D has a finite dimensional kernel and its image is closed.
• There exists a compact operator K : X → Z to another Banach space Z and a constant
C such that
(126) ‖u‖X ≤ C(‖Du‖Y + ‖Ku‖Z) ∀u ∈ X.
(ii) The following are equivalent:
• D is injectie and its image is closed.
• There exists a constant C such that
(127) ‖u‖X ≤ C‖Du‖Y ∀u ∈ X.
In particular, if a bounded linear operator satisfies (126) and it is injective, then it satisfies
(127).
Consider the operator dA0 associated with the following norms defined as:
(128) dA0 : y
λ+ 1
p
+1
H2,p0 (Ω
0(gP ))→ yλ+
1
pH1,p0 (Ω
1(gP )).
By the definition of the norm, dA0 is a bounded linear operator.
Let Ωodd(gP ) be the direct sum of odd differential forms and let Ω
even(gP ) be the direct
sum of even differential forms. Consider the following operator:
K : yλ+ 1p+1H2,p0 (Ωeven(gP ))→ yλ+
1
pH1,p0 (Ω
edd(gP )).(129)
We denote K0 = yK and we will study the semi Fredholm property of operators K and K0.
Proposition 10.10. K0 is a uniformly degenerate elliptic operator and 0 is the only indicial
root.
Proof. The statement of uniformly degenerate elliptic operator is obvious. The indicial
operator of K0 is I(K0, λ) = A10λ where A10 is an invertible matrix. Thus I(K0, λ) is not
invertible if and only if λ = 0. 
In [8] Theorem 6.1, Mazzeo proves the following semi Fredholm theory of uniformly
degenerate operator:
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Theorem 10.11. [8] Theorem 6.1 For any λ > 0, there exist operators G and P such that
GK0 = Id− P.
Here G is a bounded operator G : y
λ+ 1
pH1,p0 → yλ+
1
pH2,p0 and P is a compact operator.
Remark. As there is only one indicial root, the λ¯ in the original statement has to be 0.
The bounded operator statement and compact operator statement can be proved in a similar
way as Proposition 10.7 and Proposition 10.8.
An immediately corollary of this theorem is that
Corollary 10.12. When λ > 0, K0 has finite dimensional kernel and closed range.
Proof. By the previous theorem, as P is a compact operator and if f ∈ KerK0, we have
Pf = f . Therefore, the kernel of P is finite dimensional. By Lemma 10.9 and the boundness
property of G, we know K0 has closed range. 
We have the following proposition:
Proposition 10.13. For λ > −1, the dA0 : yλ+
1
p
+1
H2,p0 (Ω
0(gP ))→ yλ+
1
pH1,p0 (Ω
1(gP )) has
finite dimensional kernel and closed range.
Proof. WLOG, we can assume KerdA0 is zero and prove the closed range statement. As
Ω0(gP ) is a closed subset of Ω
even(gP ), the restriction of K0 over Ω0(gP ) which is ydA0 also
has closed image. By Lemma 10.9, we have the following inequality
(130) ‖u‖
y
λ+ 1p+1H2,p0 (Ω
0(gP ))
≤ C‖ydA0u‖
y
λ+ 1p+1H1,p0 (Ω
1(gP ))
,
which implies
(131) ‖u‖
y
λ+ 1p+1H2,p0 (Ω
0(gP ))
≤ C‖dA0u‖
y
λ+ 1pH1,p0 (Ω
1(gP ))
.
Thus dA0 has closed range. 
Remark. If Ker dA0=0, we have ‖ξ‖yλ+ 1
p
+1 ≤ C‖dA0ξ‖yλ+ 1
p
which is a gauge theory ver-
sion of the Lp Hardy inequality over R4+ for compact supported functions u and s = pλ+p+1:
(132) (
∫
R4+
yp−s|∂yu|p)
1
p ≥ n− 1
p
(
∫
R4+
y−s|u|p) 1p .
Now we have the following proposition:
Proposition 10.14. The operator
d0(A0,Φ0) : y
λ+1+ 1
pH2,p0 (Ω
0(gP ))→ yλ+
1
pH1,p0 (Ω
1(gP )× Ω1(gP ))
is a closed operator with finite dimensional kernel.
Recall the definition of d0(A0,Φ0) is d
0
(A0,Φ0)
(ξ) = (dA0(ξ), [Φ0, ξ]). Therefore, we obtain
Ker d0(A0,Φ0) ⊂ Ker dA0 and by Proposition 10.13, we know Ker d0(A0,Φ0) has finite dimension.
Without loss of generality, we assume Ker d0(A0,Φ0) = 0. By Proposition 10.13, there
exists a constant such that ‖u‖
y
λ+ 1p+1H2,p0 (Ω
0(gP ))
≤ C‖dA0u‖
y
λ+ 1pH1,p0 (Ω
1(gP ))
. By adding a
positive term on the right hand side of the inequality, we have
‖u‖
y
λ+ 1p+1H2,p0 (Ω
0(gP ))
≤C(‖dA0u‖
y
λ+ 1pH1,p0 (Ω
1(gP ))
+ ‖[Φ0, u]‖
y
λ+ 1pH1,p0 (Ω
1(gP ))
)
=C‖d0(A0,Φ0)u‖yλ+ 1pH1,p0
.
Applying Lemma 10.9, d0(A0,Φ0) is a closed operator. 
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