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Non-linear data assimilation for a wind-wave dynamical surrogate model in a reduced
space is presented. A dynamic artiﬁcial neural network is used for surrogate modeling. It
provides a fast emulation of a wind-wave model which is used for the evaluation of the sys-
tem states during a small period of time. The system state consists of wave height and
wave direction in the reduced space which is affected by the reduced space wind ﬁeld.
The projection from the full space to the reduced one is performed by a principal compo-
nent analysis. Ensemble methods require the evaluation of dynamics for a large number of
statistical ensembles, so coupling this surrogate (instead of a full model) with an Ensemble
Kalman Filter (EnKF) leads to computational efﬁciency. Application of the procedure is
demonstrated through 6 month hindcast study of wind waves over the Caspian Sea using
the third-generation wave model and the analysis of the ECMWF wind ﬁeld. The trained
network is embedded into the stochastic environment. Then, the EnKF is used to ﬁnd esti-
mate of the system states. Experiments show that the proposed data assimilation tech-
nique can correct the prediction of the wind-waves requiring just a modest execution time.
 2009 Elsevier Inc. All rights reserved.1. Introduction
Wave forecasting is important for a wide range of marine activities in oceanic and coastal seas. The dynamics of ocean
waves have been studied for a long time. Basics of the wave theory were developed in the 19th century, but it was not until
the 20th century that the ﬁrst practical laws were found and the ﬁrst wave models were built. Since then the knowledge of
the ocean waves has increased signiﬁcantly and the models have become more and more advanced. Nowadays state-of-the
art third-generation wave models [1–3] provide wave information and wave forecasts at regional or global scales.
In spite of great progress in the wind-wave modeling, these models are not perfect and it is not possible to represent all
the physical processes in the numerical wave model. In addition, the numerical wave model is dependent on the initial con-
ditions, boundary conditions and driving forces which all of them contain errors. The accuracy of wave forecast decreases
with time due to the aforementioned source of errors. Errors will accumulate during the execution of the wave model
and make the forecasts useless. Therefore the improvement of wave models output takes a prominent place in the wind-
wave forecasting. Whenever the observations are available, an improvement in the wave predictions can be obtained.. All rights reserved.
ax: +98 311 3912518.
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A. Zamani et al. / Applied Mathematical Modelling 34 (2010) 1984–1999 1985Application of the observations in order to improve the performance of a model is referred to as data assimilation (DA). In
DA, model results and observations are combined to calibrate the model parameters, to improve initial conditions for a new
model run or to correct the outputs of model. Two families of DA techniques are commonly used for wave models. The ﬁrst
family includes the variational method. This method is based on the minimization of the cost function which measures the
difference between the model results and measurements. The minimization problem is implemented by solving the adjoint
problem. This method adjusts the model solution to all available observations in a certain period. The adjustment should be
applied simultaneously to all time steps and all time steps are inﬂuenced by all observations. Derivation of adjoint is a te-
dious job. Especially the derivation of the non-linear interactions is very difﬁcult. Various authors [4,5] have developed ad-
joint model via an analytical adjoint with some simpliﬁcations. This has been done for WAM [1] model by De las Haras [4]
where the advection in the wave model was not taken into account. Also De Valk [5] left the non-linear wave interaction out
of the adjoint model. Giering and Kaminski [6] have developed a compiler (TAMC) which can generate the adjoint code auto-
matically. The TAMC compiler has been used by Hersbach [7] to obtain an adjoint version of wave model WAM. In another
research Vos [8] investigated the possibilities of operational wave forecasting with variational DA using a limited number of
control variables to avoid adjoint model. The wind ﬁeld was favored over other parameters such as model constants as it has
a signiﬁcant inﬂuence on the accuracy of forecasted wave ﬁeld. In total, ﬁve different wind correction methods were tried.
Sequential methods such as optimal interpolation and Kalman ﬁlter belong to the second family of methods. In these
methods, observations are used as soon as they are available to correct the present state of the model. At each time step
the model results are corrected in such a way that the model results agree with the latest observations as much as possible.
So they are suitable to improve the model’s skill for operational or real time forecasting.
Optimal interpolation [9–14] is a statistical interpolation technique which does not include any constraint posed by
numerical wave model. The error covariances are prescribed without using the model. The best or analyzed model results
at each assimilation step are obtained by a linear superposition of the ﬁrst guess vector (produced by model) and weighted
errors between the observed data and corresponding model data. The advantage of this method is that it is fast and only one
model run is needed. However a serious drawback is that the observations only inﬂuence the model results at later times and
not at pervious times. Another disadvantage is that the sequence of corrections is not consistent with the model dynamic.
The KF is similar to optimal interpolation, except that the error covariances are not a priori speciﬁed but are computed using
the numerical model. The technique is formulated by Kalman [15] for linear systems. Although the KF theory is designed for
linear systemsbut therearemanyvariantswhichcancopewithnon-linearmodels. Someof thesevariants include theExtended
Kalman Filter [16], Reduced Rank Square Root Filter [17], Ensemble Kalman Filter [18,19] and Sigma-point Kalman Filter [20].
The KF is an excellent technique for data assimilation as it takes maximum advantage of observations. On the other hand
this method has a few practical problems when it is used in operational applications for large non-linear models. In these
situations the computation of the forecast error covariance matrix and Kalman Gain can become enormous job both in com-
puter power and computer storage. For example for the non-linear extension of KF that use ensemble methods [31] it is re-
quired to evaluate the dynamics over statistical ensembles of at least 2nþ 1 members with n as the dimension of state-
space. As an example, evaluating of 2nþ 1 members with a 103 dimensional state and 20 min forward run time of model
will approximately take 2:4 106 s which is equivalent to 667 h.
The Kalman Filter has not been used extensively in wave data assimilation. Voorrips et al. [21] used an Extend Kalman
Filter with a truncated second order ﬁlter. Also in order to estimate wind corrections based on wave observations, the ﬁlter
has been extended with a ﬁxed lag smoother. They used limited number of grid points due to huge memory demands of KF.
Pinto et al. [22] applied the KF method in a two dimensional domain with deep water condition and relatively small area
without wind forcing or dissipation. The assimilation procedure is tested for swell propagation where the KF is used to
assimilate signiﬁcant wave height.
It has been demonstrated in literature how the non-linear regression models or artiﬁcial neural networks (ANN) can help
in building the DA models. Incorporation of artiﬁcial neural networks and data assimilation technique into a third generation
wind-wave model for wave forecasting is studied by [23]. In above reference, there are four ANN for four different location
which they mimic the relation between the model output and corrected output. The corrected output is calculated by opti-
mal interpolation.
Babovic et al. [24] provide a scheme for error correction of a predictive ocean wave model using local model approxima-
tion. The approach is based on application of a method inspired by chaos theory for building of local model. Local model acts
as an error correction tool (by combining the model predictions with the observations). This scheme is only used to correct
the model output for observation stations.
There are the following restrictions for direct implementation of EnKF or other ensemble based data assimilation methods
for large models:
– execution time of numerical model;
– calculation of Kalman gain;
– the wave model source code has to be changed for this purpose.
If we ignore the role of dynamic equation, then it is possible to use simple output correction methods such as optimal
interpolation, Ensemble optimal interpolation and optimal interpolation of partitions which are examined by various
authors. These methods need one model run for each updating of the model.
1986 A. Zamani et al. / Applied Mathematical Modelling 34 (2010) 1984–1999The present work is another approach to wave data assimilation using EnKF. It is based on the idea of a reduced dimen-
sion Kalman ﬁlter which recently was applied to non-linear dynamics encountered in benchmark estuarine ﬂows [25]. To
overcome the problems with the existing DA algorithms, an artiﬁcial neural network (ANN) surrogate is trained to approx-
imate the forward wave model. Also in order to be computationally feasible, the entire system operates on a low dimensional
subspace obtained by principal component projection of wave and wind ﬁelds. In this case the ANN emulates the physical
relationship between the wind and wave by recognition of the patterns in the data presented to the network. This ANN is fast
but its accuracy may deteriorate through time. Especially, in the test period, the ANN wave model should simulate the wind-
wave conditions which they have not seen beforehand. The quality of the ANN then is determined by the quality of the wind-
wave realizations in the training data sets. The use of fast ANN in combination with EnKF makes it possible to perform many
runs of the dynamic model during each time step of the assimilation.
Combination of ANN and EnKF has a number of additional attractive features important for practice. They allow for:
– Optimization of the location of existing measurement networks.
– Demonstration of the effect of number of measurement stations before deployment of wave measurement systems.
– Comparison of performance of Ensemble based methods with the same explicit dynamic equation. (ANN can provide
explicit dynamic equation for wind-waves and various data assimilations can be combined with it).
The data availability for this research was not optimal, so it should be seen as a study into feasibility of the approach. It
can be further extended for other research concerning the combination machine learning methods, wave models and data
assimilation methods.
The structure of the present paper is as follow. First, a brief introduction to spectral wave model and foundation of model
reduction are given. Then the dynamic ANN surrogate and EnKF algorithm are explained. Some technical issues of the prob-
lem are presented as well. In the following section, the results of wave model and its surrogate, type of observations and
their locations and effect of DA algorithm are speciﬁed. Finally, a conclusions are drawn and the further directions for future
research are outlined.2. Wave modeling
The spectral wave model calculates the evolution of the energy spectrum for ocean waves by solving action balance or
energy balance equation explicitly without any presumption on the shape of the wave spectrum. The wave spectrum de-
scribes the state of sea surface at certain time and location. The wind driving forces are not constant and the wave spectra
will therefore change according to changing forces. The energy balance equation becomes@
@t
Fðf ; h;~r; tÞ þ r  ð~CgFðf ; h;~r; tÞ þ @
@h
ð _hFðf ; h;~r; tÞÞ ¼ Stot ð1Þwhere F is the wave energy spectrum in terms of frequency f and propagation direction h at the position vector~r and at time
t. Also ~Cg is the group velocity. The ﬁrst term on the left hand side of Eq. (1) represents the local rate of change of energy
density in time. The second term represents propagation of energy in geographic space with propagation velocity of density
~Cg . The third term represents depth induced and current induced refraction with propagation velocity of h .The right hand
side source term Stot , represents all physical processes which affect the wave spectrum at position~r. This term includes wind
input, non-linear wave-wave interaction, dissipation due to wave breaking and bottom friction.
The energy balance Eq. (1) is solved in discretized form using a semi-implicit time integration scheme and a ﬁrst order
upwind advection scheme. Time is discretized with a constant time step for simultaneous integration of propagation term
and source terms. For small scale computations Cartesian coordinates can be used and geometric space is discretized with
rectangular grids with constant resolution.On solving Eq. (1) the direction wave spectrum in each spatial grid location at
every time step has been estimated. The wave parameters such as signiﬁcant wave height ðHsÞ, the mean wave period
ðTmÞ and mean wave direction ðhmÞ are obtained from spectrum analysis at each grid point. These parameters are ﬁrst guess
model values in full space for given wind ﬁeld. A detailed presentation of the theory can be found in Komen et al. [26] and
Holthuijsen [27].
In the present study, the hindcast wave data at the Caspian Sea [28] is used. The data set is generated by execution of
MIKE 21-SW wave model. MIKE 21-SW is a 3rd generation spectral wind-wave model that simulates the growth, decay
and transformation of wind generated waves and swell in offshore and coastal areas.3. Model in reduced space and EOF analysis
It is not possible to train the model surrogate in the full space. There are a number of methods to extract patterns with a
speciﬁc spatial scale out of the full space. Empirical Orthogonal functions (EOF) [29] are widely used for data analysis in
meteorology and oceanography. This technique can analyze the variability in the data set and decompose this information
into a set of orthogonal spatial patterns with time dependent amplitude. Most of the variance of the patterns is captured in
the ﬁrst few patterns. This is a very useful tool for data reduction because the original data can be reasonably well repre-
A. Zamani et al. / Applied Mathematical Modelling 34 (2010) 1984–1999 1987sented with only the ﬁrst few patterns. Use XðkÞ 2 Rn and XsðkÞ 2 Rr to denote the state space of the full numerical model
and states in subspace, respectively. Also k shows index of each time step. The EOF subspace achieved by the following
mappingXsðkÞ ¼ Pr  ðXðkÞ  lÞ X 2 Rn; Xs 2 Rr ð2Þ
Pr ¼ ½u1;u2; . . . ;ur  ð3Þ
where Pr is r  n EOF projection matrix. This matrix is characterized by the r leading eigen vectors ui of the covariance ma-
trix for a data set of state vectors XðkÞ. Also l is the mean of data set. It is possible to reconstruct the reduced space into the
full space asXðkÞ ¼ ½PTP ðXðkÞ  lÞ þ l þ e ð4Þ
with e is the reconstruction error.
The above mentioned procedure can be applied to both wind ðUðkÞÞ and wave ﬁelds ðXHðkÞÞ as below:UsðkÞ ¼ Pr1  ðUðkÞ  lUÞ ð5Þ
XHs ðkÞ ¼ Pr2  ðXHðkÞ  lHÞ ð6Þ
UðkÞ ¼ ½u1ðkÞ;v1ðkÞ; u2ðkÞ; v2ðkÞ; . . . ;unðkÞ;vn1ðkÞ ð7Þ
XHðkÞ ¼ ½H1ðkÞ; T1ðkÞ;H1ðkÞ;H2ðkÞ; T2ðkÞ;H2ðkÞ; . . . ;Hn2ðkÞ; Tn2ðkÞ;Hn2ðkÞ ð8Þ
where UsðkÞ and XHs ðkÞ are reduced space wind and wave ﬁelds with dimensions r1 and r2. Also lU and lH are the mean of
wind and wave ﬁeld data sets. In Eq. (7) the two components of wind velocity at each grid point denoted by ui and v i which
total number of grids are n1.
In a similar manner, in Eq. (8) the integral parameters of wave ﬁeld at each grid point are denoted by Hi, Ti and hi which
total number of grids is n2.
It is necessary to treat wind or wave direction in the EOF analysis. There is a discontinuity in the direction around the
north direction. For both of the wind and wave ﬁeld, we have used the components of wind velocity and wave height in
the east and north direction. On the other hand, a simple change of variables is done to avoid the problems encountered
in direct usage of direction.
Also, we have used integral wave parameters instead of spectrum. The reduction of the wave model space is to go from
integral parameters of 388 grid points to their EOFs. Also the reduction of wind 388 of u, v components of wind velocity to
their EOFs is done separately.
The reduction of space from full spectrum to reduced space spectrum can be used as another alternative which have not
considered here. In our hindcast data base there were no spectrum data and we have access to integral wave parameters.4. Surrogate model in subspace
Surrogate models (or emulators, or meta-models) are approximate models that mimic the behavior of large scale model
as closely as possible while being computationally cheap. Surrogate models are constructed using data driven methods. It is
assumed that only the input–output behavior is important. A surrogate is constructed based on modeling the response of
large scale model to a limited number of intelligently chosen data points. An artiﬁcial neural network (ANN) is normally used
to map random input vector into the corresponding output vector. The physics of underlying system need not to be known
beforehand. This feature makes ANN a suitable tool to approximate non-linear function relationships without a pre-existing
model and with only diminutive knowledge about the physics of the system. ANN assumes complicated function involving
multiple sums over some speciﬁed functions such as sigmoid function etc. See Haykin [30] for comprehensive foundation of
ANN.
In the context of ocean modeling, one interesting application of the ANN surrogate is described in [31,32]. They used ANN
surrogate that provides extremely fast and accurate emulation of dynamics of the large scale circulation model. Their circu-
lation code has large degree of freedom with high non-linearity. It was driven by ocean and atmospheric and river inﬂuences
in boundaries.
Some other applications of ANN to improve computational efﬁciency of the numerical oceanic models are studied by Kra-
snopolsky et al. [33] and Tolman et al. [34]. Although their networks were not used to emulate the dynamics of full system
state directly, but they, however, replaced some computational blocks of a high dimensional environmental models with an
ANN model which learn complex parameterization of several types of physical processes. Krasnopolsky [35], Krasnopolsky
et al. [36] developed ANN emulator of major components of climate models as well. The application of radial bias function
neural network is applied to emulate an Extened Kalman Filter (EKF) in a data assimilation scenario by Harter and Velho [37].
They used one dimensional shallow water equation in their study.
1988 A. Zamani et al. / Applied Mathematical Modelling 34 (2010) 1984–1999Looking at the wind-wave process as a dynamic system, the state of the system (wave ﬁeld) at time k depends on the
system’s state of one or more preceding time steps as well as present or preceding forcing of system (wind speed). To account
for temporal evolution, the dynamic model must be used in ‘state-space’ form. Such a state space form can be achieved by
designing a recurrent network. At the present work, the following time lagged ANN surrogate is used to build the relation-
ship between the wind and waves in reduced spaceX^Hs ðkþ 1Þ ¼ FNN½X^Hs ðkÞ; X^Hs ðk 1Þ; . . . ; X^Hs ðk sHÞ;UsðkÞ;Usðk 1Þ;    ;Usðk sUÞ ð9Þ
where FNN denotes the surrogate model. X^Hs ðkþ 1Þ is a predicted output of network, So the surrogate will lead to the one step
forecast. sU and sH are time embedding indexes. The other parameters are as deﬁned before.
The schematic representation of the network is shown in Fig. 1. According to this ﬁgure and Eq. (9), this network is a dy-
namic recurrent network with feedback from output to input. Input vectors consisting of current and past system states in
reduced dimension wind ﬁeld. The output of network X^Hs ðkþ 1Þ is fed back through a unit delay operator Z1 to the input of
the state delay line. The problem associated here is to forecast wave height with respect to the previous information about
the system. The available information can be wind speed vector and a priori knowledge of the wave height. This structure
makes it possible to include time-delay behavior into the data driven ANN model.
Furthermore, the proposed ANN is a standard multi layer percepteron with a single hidden layer with hyperbolic tangent
activation function and a linear output layer. This combination of activation functions is recommended for function approx-
imation problems [38].The output of network can re-embed into the full space in order to use for any application.
The third-generation wave models will produce full spectral data with much higher quality than the ANN. As far as qual-
ity is concerned, these models perform best in most situations. ANN is a model approximator (i.e. it is a model of a model).
Obviously its accuracy is lower than the main model but it can increase by using more data, clustering of data and using
modular learning methods. We have not used the spectral components, but integral wave parameters. The role of physics
is preserved in the wave ﬁeld which is computed directly from spectral components. Also this scheme is based on a data
driven model (ANN) and it is not sensitive to type of wave model. It means that, the scheme can be set up by using the data
of the second generation wave models.
5. Ensemble Kalman Filter for non-linear system
This section will brieﬂy review the mathematical formulation of EnKF for non-linear systems. Consider the system of a
general, non-linear stochastic model M and the observations [39]:xf ðkÞ ¼ M½xf ðk 1Þ;Uðk 1Þ þwðk 1Þ ð10ÞFig. 1. Schematic presentation of ANN surrogate.
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where xf ðkÞ 2 Rn denotes the forecast of the system state at time k, UðkÞ is forcing of the system and M represents one time
step of the model. A normal distributed system noise wðkÞ 2 Rn;wðkÞ  Nð0;QÞ is introduced to take the uncertainties of the
model into account. The vector yo 2 Rro represents the measurements which are supposed to be a linear combination of the
states represented by the operator H. The observation noise is represented by vðkÞ  Nð0;RÞ. In order to obtain an optimal
estimate, it is needed to combine the measurement taken from the actual system modeled by Eq. (11) with the information
given by the systemmodel (Eq. (10)). The forecast state at time k, denoted by xf , is the forecast from observation time k 1 to
observation time k by the following equation:xf ðkÞ ¼ M½xaðk 1Þ;Uðk 1Þ ð12Þ
where xaðk 1Þ is analyzed system state. At time k, observation yoðkÞ is available and the estimate is updated by the analysis
step:xaðkÞ ¼ xf ðkÞ þ K½yoðkÞ  HðkÞxf ðkÞ ð13Þ
whereKðkÞ ¼ Pf ðkÞHðkÞT ½HðkÞPf ðkÞHðkÞT þ R1 ð14Þ
is the minimum variance gain and Pf ðkÞ is the forecast error covariance matrix. In the EnKF method, the covariance can be
calculated by a ﬁnite number of randomly generated system states. This scheme introduced by Evensen [18] and later clar-
iﬁed by Burgers and Evensen [40]. It has been successfully implemented and used in different types of applications [19]. The
EnKF is a Monte Carlo approach based on the representation of the probability density of the state which is estimated by a
ﬁnite number of randomly generated system states.
For the initial state estimate x0, the uncertainty is expressed by an ensemble nai ; i ¼ 1; . . . ;N of randomly generated states.
The ensemble members are propagated from one time step to another using the original model operator:nfi ðkÞ ¼ M½nai ðk 1Þ;Uðk 1Þ þwiðk 1Þ ð15Þwith wiðkÞ realizations of the noise process wðkÞ, i.e. noise is added to the most uncertain parts of the model to estimate the
covariance between observations and the model variables. The ensemble meanxf ðkÞ ¼ 1
N
XN
i¼1
nfi ðkÞ ð16Þrepresents the state estimate at time k. Using this estimate the error covariance can be computed as:Ef ;ENðkÞ ¼ ½nf1ðkÞ  xf ðkÞ; . . . ; nfNðkÞ  xf ðkÞ ð17Þ
Pf ðkÞ ¼ 1
N  1 E
f ;ENðkÞ½Ef ;ENðkÞT ð18ÞWith the error covariance Pf calculated, the Kalman gain KðkÞ is obtained from Eq. (14) and the update equations for the
analyzed ensemble are:nai ðkÞ ¼ nfi ðkÞ þ KðkÞ½yoðkÞ  HðkÞnfi ðkÞ þ v iðkÞ ð19Þwhere v iðkÞ represents realizations of the measurement noise process vðkÞ.
In the standard form of EnKF as described in Eq. (10)–(19), we are dealing with time step k and kþ 1. The state vectors in
these steps are related by dynamic Eq. (10). On the other hand the ANN surrogate as described by Eq. (9) consists current and
time delayed system states. In the next section the new deﬁnition of system state will present.
6. Coupling of surrogate model and EnKF
In the combined method, the output of the ANN will be considered as state vectors. The state vectors are provided to the
data assimilation module. This module works based on EnKF. By help of the observations, the EnKF will correct the output of
the ANN to ﬁnd the best estimate of the system (or analyzed state). The analyzed state will return to the inputs of the ANN
for the next time step.
There is a different between inputs of network which come from forcing or from feedback loop. One should carefully note
that the inputs of the EnKF are different from inputs of the ANN. To deal with the time delayed states in Eq. (9), The Kalman
ﬁlter formulation proposed by Gibson et al. [41] is employed and an extend vector is taken as follows:vk ¼ ½XH;ks ;XH;k1s ; . . . ;XH;ksHs T ð20Þ
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ð21ÞIn Eq. (21), I is identity matrix and FNNð  Þ is described by Eq. (9). It can easily show that the compact form of the Eq. (21)
is in accordance with the general formulation of the Kalman Filter equations. Eq. (21) can be rewritten as:vkþ1 ¼ Ms½vk þWk ð22Þ
Wk ¼ ½wks ; 0;0; . . . ;0T ð23Þ
where Wk is the extend noise vector and Ms is a new dynamic operator.
In the standard KF, the observation is formulated by Eq. (11). On the other hand, the states are projected to the subspace.
Therefore the observation equation should be replaced with following equation:yoðkÞ ¼ HðkÞPTr2XH;ks þ vs ð24Þ
where v sðkÞ is measurement noise in the reduced space. CorrespondinglyvsðtkÞ  HðtkÞðXH;k PHr2ðPHr2ÞTXH;k þ lHÞ þ vðtkÞ ð25Þ
See Lu et al. [25] for derivation of the measurement noise in the reduced space. The data assimilation corrects the under-
lying model and makes the quality of the model less important. One extension of this work could be the design of scheme for
building a relationship between wave model and its corrected output from Coupling of ANN model and EnKF.
7. Results
In the present study, input–output patterns for training of a network are from a 6 month hindcast study at the Caspian Sea
[28]. A third generation MIKE 21-SW wave model is set up in the domain spanning longitude of 46.5–55 and latitude of
36.5–47.5 with the resolution of 0.125 for southern part of Caspian Sea and 0.5 for reminder region. The 6 hourly wind
ﬁelds are extracted from ECMWF with resolution of 0.5.
The period of available data is from January 7, 2000 to July 7, 2000. During the wave model execution the wave spectrum
is discretized in 16 equidistance directions and 25 frequency ranging from 0.052 to 0.60 Hz, on a logarithmically
equidistance.
The 3 hourly intervals were selected for the execution of wave model. So the total number of data sets is 1500. Also the
data of 388 grid points are selected for study. The wave model results are a proxy for true wave states. The forward run time
of the wave model takes 184 s. Fig. 2a shows the study area and location of selected grid points and observation points. Due
to limited number of available observation points in southern part of Caspian, we simulate the situation with approximate
location of buoys. Also the buoy data of other neighboring countries are not available and there is no information about their
networks. Also Fig. 2b shows the time series plot of wave height of two arbitrary grid points for 1500 time index. For other
grid points it is possible to produce similar ﬁgures, so one may say that indeed there are extreme events in the time series.
To illustrate the EOF method, an analysis is applied to both wind and wave ﬁelds on 1400 number of data set. Fig. 3 shows
the variance distribution of the EOF’s. According to this ﬁgure, the ﬁrst eigenvector contains the highest percentage of the
total variance followed by the second mode, and so on. The larger variances represent the large scale patterns with slowly
varying amplitudes, representing more stable signal in data set. Smaller variances are often connected to the smaller scale
patterns with highly varying amplitudes, representing more unstable signal in data set. To prepare the surrogate model, the
total data set is divided in two groups. The ﬁrst group is used for training which contains 1400 number of data sets. The sec-
ond group is used for test of network which contains 100 numbers of data sets.
In this study, 15 EOF’s for representing the reduced space of wind wave ﬁelds have been chosen. Also 3 time step lag has
been considered for input and outputs of network. The resulting network topology is 90 inputs and 15 outputs. The super-
vised algorithm of resilient back propagation is used for training of the network. The weights of ANN network are initialized
from zero. Due to limited number of data set and to prevent overﬁtting in training of network, the n-fold cross validation
method is used [42]. In this method n different sets of training-validation data should be prepared based on the original
training data with the length of Nt . In each set ðNt=nÞ number of data vectors is used for validation and the ð1 1nÞNt of them
for training. n models are built, and for each model training and validation sets are different. For model i the validation set
comprise ðNt=nÞ vectors starting from vector N
	
t ði1Þ
n þ 1, and the rest of the data set is used for training. The stopping criteria
were one of the following: minimum error in validation set, mean square error in training reaching threshold of 0.0001 or the
number of epochs reaching 25,000.
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Fig. 2. (a) Location of study area and grid points and validation points. (b) Time series plot of wave height for two arbitrary grid points.
A. Zamani et al. / Applied Mathematical Modelling 34 (2010) 1984–1999 1991Also the optimal size of the hidden layer was found by systematically increasing the number of hidden neurons until the
network performance on the validation sets did not improve signiﬁcantly. Results showed that there is no longer any
improvement in the performance of the model for more than 53 hidden neurons.
The test data set includes 100 data sets which have not been used during the training. In spite of the well trained network,
the surrogate could not predict the exact wave ﬁeld in the test period. To illustrate this, we investigate the real wave ﬁeld,
reconstructed wave ﬁled and simulated wave ﬁeld. Fig. 4 presents true wave ﬁeld at an arbitrary time index (k = 50) in the
test interval. It is assumed that we have an exact wind forecast during the test period.
This ﬁeld is projected into the reduced space and it can be re-embed to full space to reconstruct the original wave ﬁeld.
The reconstructed wave ﬁeld and its difference with the true wave ﬁeld are shown in Figs. 5 and 6, respectively. Fig. 7 also
shows the surrogate (simulated) wave ﬁeld which is not similar to true wave ﬁeld due to both reconstruction and simulation
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Fig. 3. Variance of individual EOF’s.
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Fig. 4. Wave height from wave model.
1992 A. Zamani et al. / Applied Mathematical Modelling 34 (2010) 1984–1999errors. To reduce the reconstruction and simulation errors, observations of wave height and wave direction at some selected
points are assimilated into the surrogate wave model. The locations of observation locations are indicated in Fig 2a. Time
series of the observed wave height and the observed wave direction are extracted from the true wave ﬁeld. The analysis
wave ﬁeld is presented in Fig 8. This ﬁgure is based on 5000 ensemble members and an assimilation-forecast cycle for
3 h. Difference between true wave ﬁeld and corrected wave ﬁeld can be seen in Fig 9. As expected, it can be seen that the
most of corrections occurred at the high resolution part of model and near the observation points.
Unfortunately the available hindcast data has different resolution. Also our study is limited to measurement points in the
southern part of Caspian Sea. In case of using higher resolution grid points and using more measurement stations through
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Fig. 5. Reconstructed wave height.
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Fig. 6. Errors in reconstructed wave ﬁeld.
A. Zamani et al. / Applied Mathematical Modelling 34 (2010) 1984–1999 1993the entire domain, the results can considerably improved. Having the true wave ﬁeld, it is possible to calculate the root mean
square error of the reconstructed wave ﬁeld, simulated wave ﬁeld and analyzed wave ﬁeld. Fig. 10 illustrates the root mean
square error for aforementioned ﬁelds for all time steps in the test interval. The horizontal axis is time and the vertical axis
belongs to average of error in signiﬁcant wave height in all grid points (the hole space).
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Fig. 7. Simulated wave ﬁeld.
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Fig. 8. Analysis wave ﬁeld.
1994 A. Zamani et al. / Applied Mathematical Modelling 34 (2010) 1984–1999Although the temporal behavior of the errors shows that the surrogate performing better in some time indexes, but there
are some regions with high errors. This problem is most likely caused by under regularization of the network due to the high
level of non-stationarities of the forcing in the regions with higher errors.
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Fig. 10. Root mean square errors for various wave ﬁelds.
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A. Zamani et al. / Applied Mathematical Modelling 34 (2010) 1984–1999 1995To see the effect of the data assimilation, all ﬁelds are shown for the small region in the Fig 11.
This region is selected close to the observation points and in the high resolution part of the model. It is clear that after
assimilation of the data, the magnitude of the wave height and wave direction goes towards the true waves.
The effect of the data assimilation can also be seen from the time series plot of wave height at each point. The time series
plot of the wave height for one of the observation points is shown in Fig 12. This plot shows the time variation of the true
wave, the reconstructed wave, the simulated wave and analyzed wave at point (A) of Fig 2a. Again in this ﬁgure the analyzed
wave obtained by EnKF algorithm with 5000 ensembles. It is obvious that the observation at this point has a large effect on
the predictions of the surrogate model. The effect of the assimilation can be studied also in other points than observation
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Fig. 11. Small region of study area for all wave ﬁelds.
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Fig. 12. Wave height time series at observation location (A).
1996 A. Zamani et al. / Applied Mathematical Modelling 34 (2010) 1984–1999points. This is done for point (B). The position of this point is shown in Fig 1. The time series of the wave height at this point is
plotted in Fig 13. This point is far from the observation points and the effect of the corrections is less than at the observation
points.
To ﬁnd the effect of the number of ensemble members the dynamic model is run with different number of ensembles for
point (C). Fig. 14 shows the effect of increasing the ensemble members. For this point the results of 100 ensembles and 50
ensembles are close to each other. The results of 100 ensembles are closer to the true wave.
Root mean squares error in the wave height for the model with different ensemble members also is listed in Table 1.
Increasing number of ensembles will increase the computational cost but it will create some acceptable results with lower
sensitivity even for noisy data.
Depending on the size of domain, the surrogate model is several times faster than full model. The CPU time for execution
of surrogate for different number of ensemble members listed in Table 2. Simulations were done at whole Caspian Sea on a
single processor Pentum-4 2 GHz PC with 2 Gb of memory.
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Fig. 13. Wave height time series at validation location (B).
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Fig. 14. Effect of ensemble members on wave height time series at validation location (C).
Table 1
Wave height root mean square error for different ensemble members of Fig 14.
Ensemble members Root mean square error (m)
5 1.387
50 0.126
100 0.110
Table 2
Required CPU time for propagation of surrogate model.
Ensembles members Wave model CPU time (s) Surrogate model CPU time (s)
5 925 29.19
50 9250 172.16
500 92,500 1624.40
5000 925,000 14240.45
A. Zamani et al. / Applied Mathematical Modelling 34 (2010) 1984–1999 1997
1998 A. Zamani et al. / Applied Mathematical Modelling 34 (2010) 1984–1999There is a trade off between the accuracy and speed of the surrogate model. Its accuracy is less than the full numerical
model but its computational speed is an important aspect to be taken account for wave data assimilation.8. Conclusions and future work
An approach to wind-wave data assimilation is presented. It is based on using an artiﬁcial neural network as a fast sur-
rogate model combined with an efﬁcient low rank approximation of the Kalman ﬁlter algorithm. The dynamic equation for
the relation between the state vector and the forcing of system is derived from data at the Caspian Sea in a reduced space.
ANN surrogate describes both the spatial and the temporal behavior of the wind waves in this area. This ANN data driven
prediction is updated using new observations as soon as they are available. The analyzed or corrected states will then be
used for next forecast of the wave ﬁeld.
In context of data assimilation, accelerating the simulation of the dynamics of the system via surrogate successfully re-
duce the time needed to propagate the ensemble forecasts. So, the approach based on the non-linear extension of Kalman
ﬁlter (EnKF) that requires the evolution of the dynamics of the system over a large number of ensembles becomes feasible
with widely available computing power. The experiments on the available data set, show that the error of the model forecast
can be reduced by incorporating the observed data and due to the predictor corrector behavior of the algorithm, the forecast
is more accurate than with the use of the surrogate alone.
In spite of the fact that the data availability for this research was not optimal, it can be concluded that the presented ap-
proach has a potential in wind-wave modeling, allowing for efﬁcient corrections of predictions.9. Future work
The scheme can be further improved. For example one can use the numerical wave model for preparing a lot of realiza-
tions of wind wave spectra for the area under study. These spectra can be used as states in the full space and the reduction of
space can be implemented directly on the spectral components. Evidently, the required number of modes necessary to
approximate the full space will be more. Under this condition, more accurate reduction methods which seek a good trade
off between the reconstruction error of the states and the preserved dynamics are required. In the model reduction phase,
it may be possible to use non-linear dimension reduction methods [43,44].
Another improvement can be done in the simulation phase. The development of ANN emulator for fast calculations of
physical processes depends signiﬁcantly on the ability to generate a representative training set. Owing to the high dimen-
sionality of the ANN input vector, it is rather difﬁcult to cover the entire domain, and especially its ‘‘far corners” associated
with rare events, even when we use model-simulated data for ANN training. Also the domain may change in time due to
climate variability. In this situation the emulating ANN may be forced to extrapolate beyond its generalization ability and
may lead to large errors in the outputs. Krasnopolsky et al. [36] developed a compound parameterization technique to ad-
dress this problem and make the emulation approach more suitable for numerical modeling applications. Adding this tech-
nique to the presented approach may increase it accuracy.
Another possibility is to generate wave data by numerical model according to predeﬁned strategies in the study area. This
task is not included in this research.
In the present work, the true wind ﬁeld was considered to be free of errors. However it is possible to study a more realistic
setting assuming the errors in the forcing. These errors can be corrected by using a Kalman-smoother.Acknowledgment
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