This paper describes a novel spectral conversion method for the voice transformation. We perform spectral conversion between speakers using a Gaussian Mixture Model (GMM) on joint probability density of source and target features. A smooth spectral sequence can be estimated by applying maximum likelihood (ML) estimation using dynamic features to the GMM-based mapping. However, the degradation of the converted speech quality is still caused due to an over-smoothing of the converted spectra, which is inevitable in the conventional ML-based parameter estimation. In order to alleviate the over-smoothing, we propose an ML-based conversion taking account of the global variance of the converted parameter in each utterance. Experimental results show that the performance of the voice conversion can be improved by using the global variance information. Moreover, it is demonstrated that the proposed algorithm is more effective than spectral enhancement by postfiltering.
INTRODUCTION
Voice conversion is a potential technique for flexibly synthesizing various types of speech. This technique can modify speech characteristics using conversion rules statistically extracted from a small amount of training data. A typical application of voice conversion is speaker conversion [1] . This conversion can be extended to the cross-language speaker conversion [2] [3] . Although we focus on the spectral conversion in this paper, prosodic conversion as well as spectral conversion is important to more properly realize speaker personality [4] .
As a typical spectral conversion method, a mapping algorithm using a Gaussian Mixture Model (GMM) has been proposed by Stylianou [5] . In this method, the mapping between source and target features is determined using the GMM on joint probability density of those features [6] . In each mixture, the conditional target mean vector for the given source vector is calculated by a simple linear conversion using the correlation between the source and target features. The converted vector is defined as the weighted sum of the conditional mean vectors, where the conditional probabilities that the source vector belongs to each one of the mixtures are used as weights. Although this mapping method can improve the conversion accuracy compared with the VQ-based mapping [1] , the performance of the conversion is insufficient. The converted speech quality is deteriorated by some factors, e.g., an excessive smoothing of converted spectra [7] and spectral discontinuities [8] .
In this paper, we perform the spectral conversion based on the maximum likelihood (ML) criterion. In order to alleviate the spectral discontinuities, we consider the correlation between frames by applying a parameter generation algorithm with dynamic features [9] to the GMM-based mapping. This conversion algorithm makes it possible to estimate a more appropriate spectral sequence compared with the conventional GMM-based algorithm. However, the over-smoothing problem of the converted spectra still remains to be solved. In order to address this problem, we propose an MLbased conversion algorithm taking account of the global variance of the converted spectra in each utterance. The effectiveness of using the global variance information is demonstrated by results of objective and subjective evaluations.
The paper is organized as follows. In Section 2, the ML-based spectral conversion is described. In Section 3, the ML-based spectral conversion considering the global variance is described. In Section 4, experimental evaluations are described. Finally, we summarize this paper in Section 5.
ML-BASED SPECTRAL CONVERSION
We use 2D-dimensional acoustic features X t = x t , ∆x t (source speaker's) and Y t = y t , ∆y t (target speaker's) consisting of D-dimensional static and dynamic features, where denotes transposition of the vector. As described in [6] , a GMM on joint probability p(X , Y |Θ) is trained in advance with training data consisting of time-aligned features determined by Dynamic Time Warping (DTW), where Θ denotes model parameters. The i-th mixture has a weight w i, mean vectors µ . In this paper, we use the diagonal covariance matrices.
Likelihood function for spectral conversion
be a time sequence of the source feature vectors and
be that of the target feature vectors. We perform the spectral conversion based on maximizing the following likelihood function,
where m = {mi 1 , mi 2 , · · · , mi T } is a mixture sequence. At frame t, p(mi|X t, Θ) and p(Y t|X t, mi, Θ) are given by
I -9 0-7803-8874-7/05/$20.00 ©2005 IEEE ICASSP 2005
where
The total number of mixtures is M . The normal distribution with µ
).
Spectral determination by maximizing likelihood
We consider the optimum mixture sequence m for maximizing the likelihood function. First, m is determined so that the output probability p(X |m, Θ) is maximized. Then, the logarithm of the likelihood function is written as
The constant K is independent of Y . The relationship between a sequence of the static feature vectors y = y 1 , y 2 , · · · , y T and a sequence of the static and dynamic feature vectors Y can be represented as a linear conversion,
where W is a transformation matrix described in [9] . We set coefficients of a delta window to (-0.5, 0, 0.5) in this paper. Under the condition (9), y that maximizes the logarithmic likelihood function is given by
We can also maximize the logarithm of the likelihood function p(Y |X , Θ) by employing the EM algorithm [9] . There was little difference between the conversion accuracy when using the optimum mixture sequence and that when using the EM algorithm in our preliminary experiments.
Results of our informal evaluations showed that the ML-based conversion causes the performance improvement of voice conversion compared with the conventional GMM-based conversion [5] . These results were similar to those described in [10] .
ML-BASED SPECTRAL CONVERSION
CONSIDERING GLOBAL VARIANCE
Global variance
The global variance of the static feature vectors in each utterance is written as
where y
is the d-th component of the target static feature vector at frame t. It can be observed that the global variances of the converted melcepstra are smaller than those of the natural mel-cepstra. Removed variance features are regarded as a noise in modeling acoustic probability density. Surely, this smoothing causes error reduction of the spectral conversion. However, it also causes the degradation of the converted speech quality because those removed features are still necessary for synthesizing high-quality speech.
Spectral conversion considering global variance
We define a new likelihood function consisting of two probabilities for a sequence of the target feature vectors and for the global variance of the target static feature vectors as follows:
where p(v(y)|Θv) is modeled by the normal distribution. A set of model parameters Θv consists of the mean vector µ (v) and the covariance matrix Σ (vv) for the global variance vector v(y). The constant ω denotes the weight for the likelihood of the target feature vector sequence. In this paper, ω is set to the ratio of the number of dimensions between v(y) and Y , i.e., 1/(2T ).
In order to maximize the likelihood L with respect to y, we employ a steepest descent algorithm using the first derivative,
where µ In this paper, we calculate µ (v) and the diagonal covariance matrix Σ (vv) using the target static feature vectors in the training data. We can also estimate these parameters in each utterance from other features, e.g., the global variance of the given source feature vectors or that of the converted vectors by Eq. (10). In our preliminary experiment, there was not the large difference between results when using the parameters directory extracted from the training data and when using the estimated parameters.
EXPERIMENTAL EVALUATIONS
In order to investigate the effectiveness of using the global variance information, we compared the proposed algorithm ("MLGV") with the ML-based conversion not considering the global variance ("ML") and the ML-based conversion with spectral enhancement by postfiltering ("ML+PF") [11] in the speaker conversion.
Experimental conditions
We performed male-to-female and female-to-male voice conversions using MOCHA database [12] consisting of 460 sentences in each speaker. We selected 50 sentences at random as an evaluation set. Then, we selected 50 sentences as a training set from remaining 410 sentences so that the diphone coverage for all sentences was maximized. The resulting diphone coverage of the training set was 91.4%. The total duration of the training data of which silence parts were removed was 2.7 minutes for the female speaker and 2.3 minutes for the male speaker.
We used mel-cepstrum as a spectral feature. The first through 24-th mel-cepstral coefficients were extracted from 16 kHz sampling speech data. The STRAIGHT analysis method [13] was employed for the spectral extraction.
We determined the optimum number of mixtures so that the mel-cepstral distortion between the converted and target mel-cepstra was minimized in the evaluation set. As a result, the number of mixtures was set to 128.
We performed objective evaluations based on the likelihood and subjective evaluations on the converted speech quality and the conversion accuracy for speaker individuality. We varied the coefficient β of the postfilter for mel-cepstrum [11] from 0.1 to 0.8. In order to measure only the performance of the spectral conversion, we synthesized the converted speech using the natural prosodic features automatically extracted from target speech as follows. A time-alignment for modifying duration was performed with DTW, and then at each frame, F 0 and total power of the converted linear spectrum were set to each target value. The STRAIGHT synthesis method [13] was employed as a speech synthesizer. Table 1 shows the logarithmic likelihood on the mel-cepstral sequence log p(Y |X , Θ), which is normalized by the number of frames. Results for the natural mel-cepstral sequence of the target are also shown in this table. It is reasonable that the likelihood decreases by applying the criterion on the global variance or the postfilter to the ML-based conversion. However, the likelihoods in those cases don't fall below those of the target mel-cepstrum. Table 1 also shows the logarithmic likelihood on the global variance log p(v(y)|Θ v ). It can be seen that the likelihoods in the ML-based conversion are very low. Although the likelihood can be improved by using the postfilter, the improved likelihood is much lower than that of the target. On the other hand, the likelihood when considering the global variance ("MLGV") is larger than that of the target. Fig. 2 . An example of spectra of (a) target speech, (b) converted speech by the ML, and (c) converted speech by the ML using global variance, for a sentence fragment "farmers grow oats."
Objective evaluation
These results demonstrate that the converted mel-cepstral sequence having similar characteristics to the target is estimated by applying the criterion on the global variance to the ML-based conversion. An example of spectra of the target and converted voices is shown in Fig. 2. 
Subjective evaluation
We performed a MOS test on speech quality and XAB test on speaker individuality. In the MOS test, an opinion score was set to a 5-point scale (5: excellent, 4: good, 3: fair, 2: poor, 1: bad). In the XAB test, an analysis-synthesized target speech was presented as X, and the converted voices were presented as A and B. Listeners were asked to choose either A or B as being more similar to X. We used 25 sentences in the evaluation set 1 . The number of listeners was five. Figure 3 shows results of the MOS test. The proposed algorithm can obviously improve the converted speech quality. Although the spectral enhancement by postfiltering is also effective for improving the quality, the improved quality is inferior to that by the proposed algorithm. In postfiltering, the mel-cepstral coefficients except for the first coefficient are basically emphasized at a constant rate [11] . Whereas, in the ML using the global variance, the emphasis rate is varied according to the conditional probability distribution at each of frames and dimensions. Therefore, more reasonable enhancement is performed compared with postfiltering. Results of XAB test on speaker individuality. Preference score shows the rate of judging that the converted speech by the ML using global variance is more similar to the target compared with that by the other methods. Figure 4 shows results of the XAB test. It is observed that the proposed algorithm can synthesize a more similar speech to the target than the other methods. It seems that these results are caused by the improvement of speech quality while keeping the characteristics of target spectra. Since it might be that the global variance feature itself contributes to the speaker individuality, we will further investigate the effect of using the global variance information on speaker conversion.
CONCLUSIONS
We proposed a spectral conversion method based on maximum likelihood considering the global variance of the converted parameter in each utterance. Experimental results demonstrated that the performance of voice conversion can be significantly improved by using the global variance information. Moreover, it was shown that the proposed algorithm is more effective than the postfilterbased spectral enhancement. We can apply the proposed method to both spectral and F 0 generation algorithms for the HMM-based Text-to-Speech synthesis [11] .
