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LARGE DEVIATION PRINCIPLE FOR
BENEDICKS-CARLESON QUADRATIC MAPS
YONG MOO CHUNG AND HIROKI TAKAHASI
Abstract. Since the pioneering works of Jakobson and Benedicks & Carleson and others,
it has been known that a positive measure set of quadratic maps admit invariant probability
measures absolutely continuous with respect to Lebesgue. These measures allow one to sta-
tistically predict the asymptotic fate of Lebesgue almost every initial condition. Estimating
fluctuations of empirical distributions before they settle to equilibrium requires a fairly good
control over large parts of the phase space. We use the sub-exponential slow recurrence con-
dition of Benedicks & Carleson to build induced Markov maps of arbitrarily small scale and
associated towers, to which the absolutely continuous measures can be lifted. These various
lifts together enable us to obtain a control of recurrence that is sufficient to establish a level
2 large deviation principle, for the absolutely continuous measures. This result encompasses
dynamics far from equilibrium, and thus significantly extends presently known local large
deviations results for quadratic maps.
1. Introduction
Let X = [−1, 1], and let fa : X 	 be the quadratic map given by fax = 1 − ax2, where
0 < a ≤ 2. The abundance of parameters in this family for which “chaotic dynamics” occur
has been known since the pioneering works of Jakobson [20] and Benedicks & Carleson [5, 6]:
there exists a set of a-values near 2 with positive Lebesgue measure for which the corresponding
f = fa admits an invariant probability measure µ that is absolutely continuous with respect
to Lebesgue (acip). By a classical theorem, for Lebesgue a.e. x the empirical distribution
δnx = (1/n)
∑n−1
i=0 δf ix converges weakly to µ. The theory of large deviations aims to provide
exponential bounds on the probability that δnx stays away from µ.
Large deviations questions have been addressed for various stochastic processes (see e.g.
[17, 18]). For dynamical systems, one cannot expect a full large deviation principle without
strong assumptions [15, 22, 28, 29, 32, 33, 36]. For the quadratic map, the enemy is the critical
point x = 0. Up to now, only local large deviations results are known [21, 24, 30], and a full
result which encompasses dynamics far from equilibrium is still unknown. Our aim here is to
provide a simple set of conditions satisfied on a positive measure set in parameter space and
to show that when these conditions are met, a full large deviation principle holds.
We formulate our conditions as follows: Let λ = 9
10
log 2 and α = 1
100
.
(A1) f = fa where a is sufficiently near 2;
(A2) |Dfn(f0)| ≥ eλn for every n ≥ 0;
(A3) |fn0| ≥ e−α√n for every n ≥ 1;
(A4) f is topologically mixing on [f 20, f0].
Benedicks & Carleson [6] proved the the abundance of parameters near 2 for which (A2)
holds. The abundance of parameters for which (A3) holds was proved by Benedicks & Young
[7], and previously by Benedicks & Carleson [5] under slightly different hypotheses. For their
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parameters, (A4) holds (see [37, Lem. 2.1]). The parameter sets they constructed have 2 as a
full Lebesgue density point. Hence, given a0 < 2 arbitrarily near 2, there is a set A ⊂ [a0, 2]
with positive Lebesgue measure such that (A2)-(A4) hold for all a ∈ A.
In what follows, we assume (A1)-(A4) for f = fa. Then f admits an acip µ. LetM denote
the space of Borel probability measures on X endowed with the topology of weak convergence.
LetMf denote the set of f -invariant Borel probability measures. Define a Lyapunov exponent
of ν ∈ Mf by λ(ν) =
∫
log |Df |dν. This is strictly positive for any ν ∈ Mf [9, 27]. Let h(ν)
denote the entropy of ν, and define a free energy function F : M→ R ∪ {−∞} by
F (ν) =
{
h(ν)− λ(ν) if ν ∈Mf ;
−∞ otherwise.
By Ruelle’s inequality [31], F (ν) ≤ 0 and the equality holds only if ν = µ [23]. It is known
[9] that the Lyapunov exponent is not lower semi-continuous, and so −F may not be lower
semi-continuous. Hence we introduce its lower-semi-continuous regularization I : M→ [0,∞]
by
I(ν) = − inf
G
sup{F (ξ) : ξ ∈ G},
where the infimum is taken over all neighborhoods G of ν in M. Let δnx = (1/n)
∑n−1
i=0 δf ix,
where δf ix is the Dirac measure at f
ix. Let log 0 = −∞.
Theorem. Let f = fa satisfy (A1)-(A4). Then the large deviation principle holds for (f, µ)
with I the rate function, namely
lim
n→∞
1
n
logµ{x ∈ X : δnx ∈ G} ≥ − inf{I(ν) : ν ∈ G}
for any open set G ⊂ M, and
lim
n→∞
1
n
logµ{x ∈ X : δnx ∈ K} ≤ − inf{I(ν) : ν ∈ K}
for any closed set K ⊂M.
We state a corollary which follows from the Contraction Principle in large deviations, and
use it to compare our result with the previous related ones. Let C(X) denote the space of all
continuous functions on X . For ϕ ∈ C(X), write Snϕ =
∑n−1
i=0 ϕ ◦ f i and define
cϕ = inf
x∈X
lim
n→∞
1
n
Snϕ(x) and dϕ = sup
x∈X
lim
n→∞
1
n
Snϕ(x).
The compactness of Mf implies cϕ = min{ν(ϕ) : ν ∈ Mf} and dϕ = max{ν(ϕ) : ν ∈ Mf},
where ν(ϕ) =
∫
ϕdν. We assume cϕ < dϕ, for otherwise it is meaningless to consider ϕ. Define
Fϕ : [cϕ, dϕ]→ R by
Fϕ(t) = sup{F (ν) : ν ∈Mf , ν(ϕ) = t},
which is concave and so continuous on (cϕ, dϕ).
Corollary 1. For all a, b ∈ [cϕ, dϕ] such that a < b we have
lim
n→∞
1
n
log µ
{
a ≤ 1
n
Snϕ ≤ b
}
= max
a≤t≤b
Fϕ(t).
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Our theorem is the first full large deviations result for a positive measure set of quadratic
maps, despite a large number of papers over the past thirty years dedicated to stochastic
properties of chaotic dynamics in one-dimensional maps. Up to now, only local results are
known, which claim the existence of the above limit in the case where ϕ is Ho¨lder continuous
and a, b are near the mean µ(ϕ) [21, 24, 30].
The next corollary follows from Varadhan’s integral lemma [16, p.137] and the convex
duality of the Fenchel-Legendre transforms [16, p.152].
Corollary 2. For any ϕ ∈ C(X), the limit
P (ϕ) = lim
n→∞
1
n
log µ(eSnϕ)
exists. In addition, (P, I) form a Legendre pair, namely the following holds:
P (ϕ) = max{ν(ϕ)− I(ν) : ν ∈ Mf} for ϕ ∈ C(X);
I(ν) = max{ν(ϕ)− P (ϕ) : ϕ ∈ C(X)} for ν ∈Mf .
For a broad class of nonuniformly hyperbolic systems including the quadratic maps we treat
here, towers (or inducing schemes) have been heavily used to draw their interesting properties
(see e.g. [3, 9, 38, 39]). A proof of the theorem also relies on the construction of induced
Markov maps and associated towers. There is a great deal of freedom and flexibility in the
construction of towers, and hence the issue is to construct a “nice tower” that captures relevant
information of the underlying system. This issue has been addressed in the literature, and
it is sometimes referred to as the liftability problem. A less emphasized issue deals with the
construction of a family of towers for a given single system, so that they altogether provide
relevant information. This type of approach can be found, for instance, in [11, 19, 29], and
appears to be successful when it is difficult to obtain necessary information just by considering
a single tower.
For our quadratic maps, towers have already been constructed (see e.g. [3, 10, 37, 38]), for
which the decay rate of the tail of return times is exponential. We emphasize that exponential
tails do not necessarily imply the full large deviation principle, primarily because probabilities
of rare events included in the tails are unaccounted for. For instance, for certain Markov
processes it is well known [4, 17, 18] that exponential tails of return times are in general not
sufficient to ensure a full large deviation principle. They only imply a local large deviation
result, which is similar to the results in [24, 30]. A full large deviation principle for stationary
processes has been established under very strong mixing conditions [12, 13], which cannot be
expected for dynamical systems.
In [14], sufficient conditions on the “shape” of towers were introduced to ensure a full large
deviation principle for Lebesgue measure. However, for our quadratic maps it is difficult
to construct such “ideal towers”, apart from very special cases (e.g. Misiurewicz maps).
Therefore, we abandon working with a single tower and instead construct various induced
Markov maps and associated towers. We use them together to obtain an upper exponential
bound, on the probability that time averages of continuous functions stay away from their
spatial averages. We establish the large deviation principle by comparing this upper bound
with a lower exponential one, which is obtained directly from [14, 26, 37]. The upper and lower
large deviation bounds were obtained in a very general setting in [36], and for nonuniformly
expanding maps in [1, 34]. These bounds are not comparable and hence insufficient to conclude
the large deviation principle.
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A proof of the theorem is briefly outlined as follows. Given d ≥ 1, functions ϕ1, . . . , ϕd on
X and b1, . . . , bd ∈ R, define
R (ϕ1, . . . , ϕd; b1, . . . , bd) = lim
n→∞
1
n
log µ
{
1
n
Snϕj ≥ bj , j = 1, . . . , d
}
,
and
R (ϕ1, . . . , ϕd; b1, . . . , bd) = lim
n→∞
1
n
logµ
{
1
n
Snϕj > bj , j = 1, . . . , d
}
.
All our effort is dedicated to proving the following proposition.
Proposition. Let f = fa satisfy (A1)-(A4). Let d ≥ 1 and let ϕ1, . . . , ϕd be a collection of
Lipschitz continuous functions on X, and let b1, . . . , bd ∈ R. For any ε > 0 there exists n0 ∈ N
such that if n ≥ n0 then there exists σ ∈Mf such that:
(1)
1
n
logµ
{
1
n
Snϕj ≥ bj , j = 1, . . . , d
}
≤ (1− ε1/5)F (σ) + 2ε1/5;
(2) σ(ϕj) ≥ bj − ε1/2, j = 1, . . . , d.
It then follows that
(3) R (ϕ1, . . . , ϕd; b1, . . . , bd) ≤ lim
ε→0
sup
{
F (ν) : ν ∈Mf , ν(ϕj) ≥ bj − ε1/2, j = 1, . . . , d
}
,
where we let sup ∅ = −∞ by convention. Meanwhile, by a result of [26, 37], the density of µ
is uniformly bounded away from zero on [f 20, f0]. Hence, the lower bound obtained in [14]
for Lebesgue translates into a lower bound for µ, namely
(4) R (ϕ1, . . . , ϕd; b1, . . . , bd) ≥ sup {F (ν) : ν ∈M, ν(ϕj) > bj , j = 1, . . . , d} .
Observe that the weak topology on M has a countable base generated by open sets of the
form {ν ∈M : ν(ϕj) > bj , j = 1, . . . , d} , where d ≥ 1, each ϕj is Lipschitz continuous and
bj ∈ R. Hence, (3) (4) imply the theorem.
Our strategy for the proof of the proposition is to construct a family of towers and use
them to construct various horseshoes carrying invariant measures with the properties as in
the statement. At this point, we make important use of the sub-exponential slow recurrence
condition (A3).
The rest of this paper consists of two sections. In Sect. 2 we develop preliminary estimates
and constructions. We modify the classical binding argument and the return time estimate
[5, 6], so that we can treat an arbitrarily small ε. In Sect. 3 we prove the proposition. A
crucial estimate is Lemma 3.11, which roughly states that any partition element of the tower
is approximated by points which quickly return to the base of the tower. To equip our tower
with this property, we construct an induced map on a Cantor set, which consists of points slow
recurrent to the critical point. This construction is inspired by that of Benedicks & Young for
He´non-like attractors [8].
To maintain the brevity of this paper we refrain from generalizations. Our arguments and
results may be generalized to C2 Collet-Eckmann unimodal maps with non-flat critical point,
for which the recurrence of the critical orbit is sub-exponential. It is known [2] that almost
every stochastic quadratic map satisfies these two conditions.
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2. Preliminary estimates and constructions
In this section, we develop preliminary estimates needed for the proof of the proposition.
We develop a binding argument for recovering expansion and prove a return time estimate.
Original ideas for these can be found in [5, 6]. We modify them to treat an arbitrarily small
ε > 0. We suppose that ε is given, and then choose sufficiently large integer N .
We use the following notations: c0 = f0 and cn = f
nc0 for n ≥ 1; | · | is the Lebesgue
measure on X ; for a set A ⊂ X , d(0, A) = inf{|x| : x ∈ A}; given a partition P of A ⊂ X and
B ⊂ A, P|B = {ω ∩B : ω ∈ P}.
2.1. Bounded distortion. For n ≥ 1, let
(5) Dn =
1
10
·
[
n−1∑
i=0
d−1i
]−1
, where di =
|ci|
|Df i(c0)| .
Lemma 2.1. For all x, y ∈ I = [1−Dn, 1],
Dfn(x)
Dfn(y)
≤ 2 and
∣∣∣∣Dfn(x)Dfn(y) − 1
∣∣∣∣ ≤ |x− y|Dn .
Proof. The first inequality would hold if for every 0 ≤ j ≤ n− 1 we have
(6) 0 /∈ f jI, |f
jI|
d(0, f jI)
≤ log 2 · d−1j
[
n−1∑
i=0
d−1i
]−1
.
Indeed, if this is the case, then for x, y ∈ I,
log
Dfn(x)
Dfn(y)
≤
n−1∑
j=0
log
Df(f jx)
Df(f jy)
≤
n−1∑
j=0
|f jI|
d(0, f jI)
≤ log 2.
The second inequality follows from |Df(x)| = 2a|x| and |D2f(x)| = 2a.
It is immediate to check (6) for j = 0. The rest of the proof is by induction on j. Let
k > 0 and assume (6) for every 0 ≤ j < k. Summing (6) over all 0 ≤ j < k implies
|Dfk(x)| ≤ 2|Dfk(y)| for all x, y ∈ I. Hence
(7) |fkI| ≤ 2|Dfk(c0)|Dn = 2|fkc0|d−1k Dn ≤ (1/5)|ck|,
and thus 0 /∈ fkI holds. For the second half of (6) we have
|fkI|
d(0, fkI)
≤ 2|Df
k(c0)|Dn
d(0, fkI)
=
2d−1k Dn · |ck|
d(0, fkI)
≤ 3
10
d−1k
[
n−1∑
i=0
d−1i
]−1
.
For the last inequality we have used |ck|
d(0,fkI)
≤ 3/2 which follows from (7).
For 0 ≤ i < n we have |ci|
d(0,f i[x,y])
≤ 3/2 and |f i[x, y]| ≤ 2|Df i(c0)||x − y|did−1i = 2|x −
y||ci|d−1i , and thus |f
i[x,y]|
d(0,f i[x,y])
≤ 3|x− y|d−1i . Therefore
log
Dfn(x)
Dfn(y)
≤
n−1∑
i=0
|f i[x, y]|
d(0, f i[x, y])
≤ 3
10
|x− y|
Dn
≤ 3
10
.
The second inequality of the lemma follows from the fact that ez ≤ 1+2z for 0 ≤ z ≤ 3/10. 
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2.2. Recovering expansion. For p ≥ 1, let δp =
√
e−εpDp. Here, ε > 0 is the small constant
in the statement of the proposition. Let δˆ = δ10. The proof of the next lemma is a slight
modification of that of [5, Lem. 1], and hence it is omitted; the next lemma ensures an
exponential growth of derivatives outside of (−δˆ, δˆ).
Lemma 2.2. If f = fa, x ∈ X, n ≥ 1 are such that |f ix| ≥ δˆ for every 0 ≤ i ≤ n − 1, then
|Dfn(x)| ≥ δˆeλn. Moreover, if |fnx| < δˆ then |Dfn(x)| ≥ eλn.
To deal with the loss of expansion due to returns to (−δˆ, δˆ), we mimic the binding argument
of Benedicks & Carleson [5, 6]: subdivide the interval into pieces, and deal with them inde-
pendently. Key ingredients are the notion of binding and an associated expansion estimate.
We develop them in a slightly different way from [5, 6] for our purpose.
Lemma 2.3. If p > 10 and δp ≤ |x| < δp−1 then:
(a) |Df p(x)| ≥ eλ3 p;
(b) p ≤ log |x|− 2λ .
Proof. We have
|Df p(x)| = |Df p−1(fx)||Df(x)| ≥ |Df p−1(c0)||x| ≥ |Df p−1(c0)|δp
≥ |Df p−1(c0)| 25 ≥ eλ3 p,
where the first inequality follows from the bounded distortion in Lemma 2.1. For the last two
inequalities we have used (A2) and p > 10. We also have
|x|2 ≤ Dp−1 ≤ (1/10)dp−2 ≤ (1/10)|Df p−2(c0)|−1 ≤ (1/10)e−λ(p−2) ≤ e−λp.
This yields the upper estimate of p. 
In the following two lemmas, for x ∈ X we consider a sequence
0 ≤ n1(x) < n1(x) + p1(x) ≤ n2(x) < n2(x) + p2(x) ≤ · · ·
of integers that is defined as follows: n1 = min{n ≥ 0: |fnx| < δˆ}. Given nk, define pk, nk+1
by δpk ≤ |fnkx| < δpk−1 and nk+1 = {n ≥ nk + pk : |fnx| < δˆ}. Lemma 2.2 and Lemma 2.3(a)
yield
(8) |Dfnk+1−nk−pk(fnk+pkx)| ≥ eλ(nk+1−nk−pk) and |Df pk(fnkx)| ≥ eλ3 pk .
Lemma 2.4. For all 0 ≤ i < j, |Df j−i(ci)| ≥ e−α
√
j .
Proof. Fix an integer M such that δˆeα
√
M ≥ 1. Fix a0 sufficiently near 2 such that |Df(ci)| ≥
3.5 for every 0 ≤ i < M , and the conclusion of Lemma 2.2 holds for all a ∈ [a0, 2]. We first
consider the case where |cn| ≥ δˆ for every i ≤ n ≤ j − 1. If j ≤ M , then the choice of a0
ensures |Df j−i(ci)| ≥ (3.5)j−i, which is stronger than what is asserted. If j > M , then by
Lemma 2.2 and
√
j − i ≥ √j −√i,
|Df j−i(ci)| ≥ δˆeλ(j−i) ≥ δˆeα
√
j−i ≥ δˆeα
√
j−α√i ≥ δˆeα
√
M−α√i ≥ e−α
√
i.
In the case where |cn| < δˆ for some i ≤ n ≤ j− 1, consider the sequence {nk, pk}k≥1 for the
orbit of ci. If nk + pk ≤ j ≤ nk+1 for some k, then (8) yields |Df j−i(ci)| ≥ δˆeλ3 (j−i), which is
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≥ e−α
√
i as proved in the first case. If nk + 1 ≤ j ≤ nk + pk for some k, then we have
|Df j−i(ci)| = |Dfnk−i(ci)| · |Df(cnk)| · |Df j−nk−1(cnk+1)|
≥ eλ3 (nk−i) · 2a|cnk | · 2−1eλ(j−nk) ≥ e
λ
3
(j−i)−α√nk ≥ e−α
√
j . 
Let N be a large integer, and set δ = δN ≪ δˆ. The next lemma on the growth of derivatives
outside of (−δ, δ) will be used to construct induced maps with arbitrarily small scale.
Lemma 2.5. The following holds for all sufficiently large N : if x ∈ X, n ≥ 1 are such that
|f ix| ≥ δ for every 0 ≤ i ≤ n − 1, then |Dfn(x)| ≥ δeλ3 n. Moreover, if |fnx| < δ then
|Dfn(x)| ≥ eλ3 n.
Proof. For the orbit of x consider the sequence {nk, pk}k≥1 and let s be such that ns ≤ n <
ns+1. (8) yields |Dfns(x)| ≥ eλ3ns. If ns + ps > n, then Lemma 2.1 yields |Dfn−ns(fnsx)| ≥
(1/2)|Df(fnsx)||Dfn−ns−1(c0)| ≥ aδeλ(n−ns−1) ≥ δeλ3 (n−ns). If ns + ps ≤ n, then Lemma 2.2
yields |Dfn−ns(fnsx)| ≥ δˆeλ3 (n−ns). Hence the first estimate of Lemma 2.5 holds.
Lemma 2.1 and the definition (5) yield |f ix − ci−ns−1| ≤ (1/5)|ci−ns−1| for every ns ≤ i ≤
ns + ps, and thus |f ix| ≥ (4/5)|ci−ns−1| ≥ (4/5)e−α
√
ps ≥ (4/5)e−α
√
2
λ
log |fnsx| > |fnsx| ≥ δ.
We have used (A3) for the second inequality and Lemma 2.3(b) for the third. The fourth
inequality holds because |fnsx| < δˆ ≪ 1. Hence, if |fnx| < δ then ns + ps ≤ n, and so the
factor δˆ above can be dropped by Lemma 2.2. 
2.3. Inducing to small scales. For each p > N , divide the interval [δp, δp−1) into [e3εp]-
number of subintervals of equal length and denote them by Ip,j (j = 1, 2, . . . , [e
3εp]), from the
right to the left. Let Ip,−j = −Ip,j, which is the mirror image of Ip,j with respect to 0.
Lemma 2.6. If N is sufficiently large, then for every Ip,j the following holds:
(a) |f pIp,j| ≥ e−5εp;
(b) |Ip,j| ≤ d(0, Ip,j)1+ ε3 ;
(c) for all x, y ∈ Ip,j, log Dfp(x)Dfp(y) ≤ |f px− f py|ε
2
.
Proof. We have
|fIp,j| ≥ e−3εp |δp−1 − δp| δp ≥ e−4εp
(
e
ε
2 − 1)Dp,
and thus
|f pIp,j| ≥ (1/2)|Df p−1(c0)||fIp,j| ≥ e−4εp
(
e
ε
2 − 1) |Df p−1(c0)|Dp.
Using (A3) and Lemma 2.4 to estimate the second factor we have
|Df p−1(c0)|−1D−1p =
p−1∑
j=0
|cj|−1 |Df
j(c0)|
|Df p−1(c0)| ≤ pe
2α
√
p ≤ e3α√p.
Taking reciprocals and plugging the result into the above inequality,
|f pIp,j| ≥ (e ε2 − 1)e−4εp−3α
√
p ≥ e−5εp.
Hence (a) holds.
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Using (A3) we have
(9)
δ2p−1
δ2p
≤ eε
(
1 +
dp−1
dp
)
= eε
(
1 +
|cp−1|
|Df(cp−1)||cp|
)
≤ 3eα√p.
Hence |Ip| ≤ δp−1 ≤ δp
√
3eα
√
p, and thus |Ip,j| ≤ e−3εp|Ip| ≤ e−εpδp. Since e−εp ≤ 10− εp3 ≤ δ
ε
3
p
we have |Ip,j| ≤ e−εpδp ≤ δ1+
ε
3
p ≤ d(0, Ip,j)1+ ε3 , and (b) holds.
We have |Df p(x)−Df p(y)| ≤ I + II, where
I = |Df p−1(fx)||Df(x)−Df(y)|, II = |Df(y)||Df p−1(fy)|
∣∣∣∣Df p−1(fx)Df p−1(fy) − 1
∣∣∣∣ .
By (b),
(10) I ≤ 8|Df p−1(c0)||x− y| ≤ 8|Df p−1(c0)|d(0, Ip,j)|x− y| ε3+ε .
The second inequality of Lemma 2.1 gives∣∣∣∣Df p−1(fx)Df p−1(fy) − 1
∣∣∣∣ ≤ |x− y|2Dp−1 ≤
|x− y|2
d(0, Ip,j)2
≤ |x− y| 2ε3+ε .
Using this and |Df(y)| ≤ 2 · d(0, Ip,j) which follows from (b) we get
(11) II ≤ 4d(0, Ip,j)|Df p−1(c0)||x− y| 2ε3+ε .
Combining (10) (11) with |Df p(y)| ≥ |Df p−1(c0)|d(0, Ip,j) yields∣∣∣∣Df p(x)Df p(y) − 1
∣∣∣∣ ≤ 8|x− y| ε3+ε ≤ |f px− f py| ε3+ε ≤ |f px− f py|ε2,
which implies (c). The last inequality is because |f px− f py| < 1 and ε
3+ε
> ε2. 
2.4. Combinatorics of partitions. Let Λ+ = IN,1 (the right extremal Ip,j-interval), Λ
− =
−Λ+ and Λ = Λ−∪Λ+. By induction on the number of iterations we construct a “decreasing”
sequence {P˜n}∞n=0 of partitions of Λ into intervals, and introduce the notion of bound/free
states. Start with P˜0 = {Λ+,Λ−}. We refer to Λ± and fNΛ± as free and to f iΛ± (1 ≤ i ≤
N − 1) as bound. Call p0(Λ±) = N a bound period of Λ± at time 0.
Set P˜0 = P˜1 = · · · = P˜N−1, and let n ≥ N . The fn-images of elements of P˜n−1 are in two
phases: either bound or free. If ω ∈ P˜n−1, fnω is free and d(0, fnω) < δ, then P˜n subdivides
ω. For each resulting element ω′ ∈ P˜n|ω with d(0, fnω′) < δ an integer pn(ω′) is attached;
this integer is called a bound period of ω′ at time n. We say n is a free return time of ω′.
Given ω ∈ P˜n−1, P˜n|ω is defined as follows. If fnω is free and contains at least two Ip,j-
intervals, then let P˜n subdivide ω according to the (p, j)-locations of its fn-image. In all other
cases, let P˜n|ω = {ω}. Partition points are inserted only to ensure that the fn-images of
P˜n-elements intersecting (−δ, δ) contain exactly one Ip,j. fn-images out of (−δ, δ) are treated
as follows. Let ω′ ⊂ ω be such that fnω′ is a component of fnω \ (−δ, δ). We let ω′ ∈ P˜n if
|fnω′| ≥ |Λ+|. Otherwise, we glue ω′ to the adjacent element whose fn-image contains Λ±.
The bound periods at time n of the elements of P˜n|ω are determined by the p-locations
of their fn-images. Namely, if P˜n subdivides ω, ω′ ∈ P˜n|ω and pn(ω′) makes sense, then
pn(ω
′) = p where p is such that fnω′ ⊃ Ip,j holds for some j. If P˜n|ω = {ω} and pn(ω) makes
sense, then pn(ω) = min{p : Ip ∩ fnω 6= ∅}.
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Let ω′ ∈ P˜n. We say fn+1ω′ is bound if there exists k ≤ n such that ω′ ∈ P˜k, pk(ω′) makes
sense and satisfies n + 1 < k + pk(ω
′). Otherwise, we say fnω′ is free.
We need a couple of lemmas on the elements of the partitions.
Lemma 2.7. There exist Cε > 1, Cδ > 1 such that if ω ∈ P˜n−1 and fnω is free, then the
following holds for all x, y ∈ ω:
(a) Df
n(x)
Dfn(y)
< Cδ;
(b) Moreover, if fn[x, y] ⊂ (−δ, δ), then Dfn(x)
Dfn(y)
≤ Cε.
Proof. Let n1 < · · · < ns < n denote all the free return times in the first n-iterates of ω, with
p1, . . . , ps the corresponding bound periods defined as above. We decompose the time interval
[nj + pj , n] into bound and free segments, and then apply Lemma 2.3 to each bound segment
and Lemma 2.5 to each free segment. This yields |fnj+pj [x, y]| ≤ δ−1e−λ3 (n−nj−pj)|fn[x, y]|. If
fn[x, y] ⊂ (−δ, δ), then δ can be dropped by the last assertion of Lemma 2.5.
For each bound segment, using this estimate and Lemma 2.6(c) we get
log
Df pj(fnjx)
Df pj(fnjy)
≤ |fnj+pj [x, y]|ε2 ≤ δ−ε2e−ε2 λ3 (n−nj−pj) · |fn[x, y]|ε2.
Therefore ∑
i∈∪sj=1(nj ,nj+pj)
log
Df(f ix)
Df(f iy)
≤ δ−ε2
∞∑
k=1
e−ε
2 λ
3
k · |fn[x, y]|ε2.
For free segments we have∑
i∈[0,n)\∪sj=1(nj ,nj+pj)
log
Df(f ix)
Df(f iy)
≤ 4δ−1
∑
i∈[0,n)\∪sj=1(nj ,nj+pj)
|f i[x, y]|
≤ 4δ−2|fn[x, y]|
n−1∑
i=0
e−
λ
3
(n−i).
Set Cδ = exp (δ
−3). Then (a) holds. If fn[x, y] ⊂ (−δ, δ), then the multiplicative constants
δ−ε
2
and δ−2 on the right-hand-sides can be replaced by 1 and δ−1 respectively. Set Cε =
exp
(
10
∑∞
k=1 e
−ε2 λ
3
k
)
. Then (b) holds. 
We define inductively a sequence F1,F2, . . . of partitions of a (full measure) subset of Λ and
a sequence S1, S2, . . . of stopping time functions for which the following holds for every k ≥ 1:
• Fk ⊂
⋃
n≥N P˜n;
• for each ω ∈ Fk, fSk(ω)ω = Λ+ or = Λ−, and fSk(ω) maps a neighborhood of ω
diffeomorphically onto 3Λ+ or 3Λ− (the intervals centered at the midpoint of Λ± and
three times its length).
Start with k = 1. Let n ≥ N and ω ∈ P˜n−1. If fnω is free and fnω ⊃ 3Λ+ or ⊃ 3Λ−,
then set ω′ = ω ∩ f−nΛ+ or ω′ = ω ∩ f−nΛ−, which is an element of P˜n. Let ω′ ∈ F1 and
S1(ω
′) = n. Subsequently we iterate the remaining parts fnω \Λ+ or fnω \Λ− and repeat the
same construction. By Lemma 2.8 below, F1,F2, . . . are partitions of a full measure subset of
Λ.
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Given Fk, Sk, let ω ∈ Fk. Without loss of generality we may assume fSk(ω)ω = Λ+. Define
Fk+1|ω to be the pull-back of F1|Λ+ under fSk(ω)|ω. For ω′ ∈ Fk+1|ω define Sk+1(ω′) =
Sk(ω) + S1(f
Sk(ω)ω′).
2.5. Inducing to large scales. Let m > 0 and ω ∈ P˜m−1 be such that fmω is free. Multiple
stopping times can occur in the first m-iterates of ω. Define
e(ω) = min{k ≥ 1: ω is not contained in an element of Fk},
and consider the conditional probability
|{Se(ω) ≥ m+ n|ω}| = 1|ω|
∣∣∣⋃{ω′ ∈ Fe(ω)|ω : Se(ω)(ω′) ≥ m+ n}∣∣∣ ∈ [0, 1].
Lemma 2.8. There exist n′0 > 0, C > 0 and ζ ∈ (0, 1) such that if m ≥ n′0, ω ∈ P˜m−1 and
fmω is free, then |{Se(ω) ≥ m+ n|ω}| ≤ Cζn for every n ≥ ε1/2m.
Proof. Let G = {ω′ ∈ Fe(ω)|ω : Se(ω)(ω′) ≥ m + n}. Let G ′ denote the set of all ω′ ∈ G for
which there exists m ≤ k < m + n such that d(0, fkω′k) < δ holds for the element ω′k ∈ P˜k
containing ω′. Let G ′′ = G \ G ′.
Each ω′ ∈ G ′ has an itinerary (n1, p1, j1), . . . , (ns, ps, js) that is defined as follows: m ≤
n1 < · · · < ns < m + n is a sequence of integers, associated with a nested sequence ω ⊃
ωn1 ⊃ · · · ⊃ ωns ⊃ ω′ of intervals such that for each i, ωni is the element of P˜ni containing
ω′ that arises out of the subdivision at time ni, with d(0, fniωni) < δ and (pi, ji) its (p, j)-
location. Let ns+1 ≥ m + n be such that P˜ns+1 partitions ωns. For any x ∈ ω′ we have
|Dfns+1(x)| ≥ δeλ3
∑s
i=1 pi|Dfm(x)| and |Dfm(x)| ≥ C−1δ |fmω|/|ω|, and thus |ω′| ≤ |ωns| ≤
Cδδ
−1e−
λ
3
∑s
i=1 pi|ω|/|fmω|. Then∑
ω′∈G′
|ω′| =
∑
s
∑
P
∑
{(ni,pi,ji)}
s
i=1∑s
i=1 pi=P
|ω′|
≤ Cδδ−1 |ω||fmω|
∑
s
∑
P
e−
λ
3
P#
{
{(ni, pi, ji)}si=1 :
s∑
i=1
pi = P
}
.
The integer s in the summand ranges up to [n/N ]. Since 1 ≤ |ji| ≤ e3εpj , the number of
all sequences {(pi, ji)}si=1 with
∑s
i=1 pi = P is ≤ 2s ( P+ss ) e3εP . Since there are at most ( ns )
number of ways of distributing n1, . . . , ns in [m,m+ n), by the Stirling formula for factorials
we get
(12) #
{
{(ni, pi, ji)}si=1 :
s∑
i=1
pi = P
}
≤
(
n
s
)
2s
(
P + s
s
)
e3εP ≤ eεne4εP .
Sublemma 2.9. For every 1 ≤ i ≤ s, ni+1 − ni ≤ 2pi.
Proof. Lemma 2.6(a) gives |fni+piωi| ≥ e−5εpi, and thus ni+1 − ni − pi ≤ 6εpiλ − log δ; for oth-
erwise, Lemma 2.2 would yield |fni+1ωi| > 2, which is a contradiction. A simple computation
shows − log δ < N ≤ pi, and thus ni+1 − ni ≤ 2pi. 
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It follows that n < ns+1 ≤ n1+2
∑s
i=1 pi. If n1 ≤ m+n/2 then
∑s
i=1 pi ≥ n/4, and therefore
(13)
∑
ω′∈G′
n1≤m+n/2
|ω′| ≤ Cδδ−1 n
N
∑
P≥n/4
e(8ε−
λ
3
)P |ω|
|fmω| ≤ e
− λ
13
n |ω|
|fmω| ,
where the last inequality holds provided m is sufficiently large because n ≥ ε1/2m.
For those ω′ ∈ G ′ with n1 > m+ n/2, a similar reasoning shows
|ω′| ≤ |ωn1| ≤ Cδδ−1e−λ(n1−m)
|ω|
|fmω| ≤ Cδδ
−1e−
λn
2
|ω|
|fmω| ≤ e
−λn
3
|ω|
|fmω| ,
and therefore
(14)
∑
ω′∈G′
n1>m+n/2
|ω′| ≤ Cδδ−1 n
N
∑
P≤n
e4εP+εn−
λ
3
n |ω|
|fmω| ≤ e
−λn
4
|ω|
|fmω| ,
where the last inequality holds provided m is sufficiently large because n ≥ ε1/2m.
We now treat elements of G ′′. Let r ≥ 0 denote the integer such that ω is subdivided at
time m + r. Since Ipj ⊃ fkω holds for some k < m we have |fmω| ≥ δe−5εm. If r ≥ ε1/2m,
then |fm+nω| ≥ δe−5εmeλε1/2m > 2 = |X|, which is a contradiction. Hence r < ε1/2m, and
thus r < n.
Let k ≥ m. Let us say that ω˜ ∈ P˜k|ω is an escaping component at time k if ω˜ arises out
of subdivision at time k and satisfies d(0, fkω˜) = δ. Let E1 denote the collection of escaping
components at time r. If E1 = ∅, then G ′′ = ∅. Hence we assume E1 6= ∅.
Each ω′ ∈ G ′′ has an itinerary (k1, ǫ1), . . . , (kt, ǫt) that is defined as follows: m ≤ k1 < · · · <
kt < m + n is a sequence of integers, associated with a nested sequence ω ⊃ ωk1 ⊃ · · · ⊃
ωkt ⊃ ω′ of intervals such that for each i, ωki is an escaping component at time ki and ǫi = +
(resp. εi = −) if fkiωki is at the right (resp. left) of the critical point. Call t the length of
the itinerary of ω′. Using the previous estimates and the fact that ωkt is not subdivided up
to time m+ n− 1, we have |ωkt| ≤ e−λn/2|ω|/|fmω|.
Let H = {ω′ ∈ G ′′ : The length of the itinerary is ≤ θn}. The number of all itineraries of
length t is ≤ ( nt ), and so by the Stirling formula one can choose a small constant θ > 0 such
that #H ≤ eλn/100. Then
(15)
∑
ω′∈H
|ω′| ≤ #He−λn/2 |ω||fmω| ≤ e
−λ
3
n |ω|
|fmω| .
To treat elements in H′ = {ω′ ∈ G ′′ : The length of the itinerary is ≥ θn}, for each t ≥ 1
define a collection Et of escaping components (at variable times) inductively as follows: each
ω ∈ Et is an escaping component at some time, say k = k(ω). Let k′ > k denote the time at
which ω is subdivided. Then ω contains no or at most two escaping components at time k′.
We let them in Et+1. Let Et =
⋃
ω∈Et ω. The bounded distortion in Lemma 2.7 implies that
there exists ζˆ ∈ (0, 1) such that for every t ≥ 1 and ω ∈ Et, |ω ∩ Ωt+1| ≤ (1 − ζˆ)|ω|. Hence
|Et+1| ≤ (1 − ζˆ)|Et|, and thus |Et| ≤ (1 − ζˆ)t|ω|. By definition, if the itinerary of ω′ ∈ H′ is
of length t, then ω′ is contained in an element of Et. Hence
(16)
∑
ω′∈H′
|ω′| ≤
∑
θn≤t≤n
|Et| ≤
∑
t≥θn
(1− ζˆ)t ≤ ζˆ−1(1− ζˆ)θn.
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Set C = 1+ ζˆ−1 and ζ = max{e− λ14 , (1− ζˆ)θ}. (13) (14) (15) (16) yield |{Se(ω) ≥ m+n|ω}| ≤
e−
λ
14
n + ζˆ−1(1− ζˆ)θn ≤ Cζn. 
3. Proof of the proposition
In this last section we prove the proposition. In Sect. 3.1 we construct a Cantor set Ω∞ of
positive Lebesgue measure. In Sect. 3.2 and Sect. 3.3 we construct an induced map F : Ω∞ 	
and then define an associated tower ∆. In Sect. 3.4 we show that this tower has a distinctive
property, and in Sect. 3.5 use this property to construct a certain convenient horseshoe. In
Sect. 3.6 we construct an invariant probability measure with the properties in the statement
of the proposition.
3.1. Construction of a positive measure set. We construct a subset Ω∞ of Λ with positive
Lebesgue measure. Let ΩN−1 = Λ. For n ≥ N we inductively define
Ωn = Ωn−1 \
⋃
{ω ∈ P˜n : d(0, fnω) < δe−εn},
and set Ω∞ =
⋂
n≥N−1Ωn. Any component of Ωn−1 \ Ωn is called a gap of order n.
Lemma 3.1. For any n ≥ 0 and ω˜ ∈ P˜n we have |ω˜ ∩ Ω∞| ≥ (1/2)|ω˜|. In particular,
|Ω∞| ≥ (1/2)|Λ|.
Proof. Choose a point x ∈ ω˜∩Ω∞. Since |f ix| ≥ δe−εi for every N ≤ i ≤ n, the element of P˜n
containing x, which is ω˜, belongs to Ωn. Let k ≥ n+1 and ω ∈ P˜k−1|ω˜ be such that ω ⊂ Ωk−1,
and suppose that some part of it is deleted at step k. We claim that fkω is free. Indeed, if
this is false then for the last free return time j of ω before k with bound period p we have
k < j + p. We also have |f j+1ω| ≤ 2δ2p, and thus |fkω| ≤ |Dfk−j−1(c0)|Dp ≤ (1/10)|ck−j|.
This yields
d(0, fkω) ≥ (9/10)|ck−j| ≥ (9/10)e−α
√
p ≥ (9/10)e−α
√
2
λ
(− log δ+εk) > (δ/2)e−εk,
which means that no part of ω is deleted at step k and a contradiction arises.
Sublemma 3.2. |fkω ∩ (−δ, δ)| ≥ δe− 10ε2λ k.
Proof. If fkω ⊂ (−δ, δ) then let i < k be such that f iω is free and contains some Ip,j. Since
p ≤ 2
λ
(− log δ + εk), Lemma 2.6(a) yields |f i+pω| ≥ e−5εp ≥ δ 10ελ e− 10ε2λ k. Since fkω is free
we obtain |fkω| ≥ |f i+pω| ≥ δe− 10ε2λ k. If fkω is not contained in (−δ, δ), then obviously
|fkω ∩ (−δ, δ)| ≥ δ(1− e−εk) > δe− 10ε2λ k. 
The subinterval of fkω to be deleted has length ≤ 3δe−εk. Taking distortions into consider-
ation when pulling back to ω, we have
|ω˜ ∩ (Ωk−1 \ Ωk)|
|ω˜ ∩ Ωk−1| ≤ 3Cεe
−
(
ε− 10ε2
λ
)
k
.
This yields
|ω˜ ∩ Ω∞|
|ω˜| ≥
∞∏
k=N
(
1− 3Cεe−
(
ε− 10ε2
λ
)
k
)
≥ 1
2
. 
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3.2. Construction of an induced map on the Cantor set. Lebesgue almost every x ∈ Ω∞
has an infinite number of stopping times, which we denote by S1(x) < S2(x) < · · · with a
slight abuse of notation. We define its subsequence R1(x) < R2(x) < · · · and a return time
R(x) to Ω∞ as follows. Start with R1(x) = S1(x). Given Ri(x), if fRi(x)x ∈ Ω∞ then let
R(x) = Ri(x). If f
Ri(x)x /∈ Ω∞, then let gi denote the order of the gap containing fRi(x)x and
define Ri+1(x) to be the smallest stopping time after Ri(x)+gi. Note that R is not necessarily
the first return time to Ω∞. The Ri(x) (i = 1, 2, . . .) are called regular return times of x ∈ Ω∞.
Let Ω±∞ = Λ
± ∩ Ω∞.
Lemma 3.3. There exists a countable partition Q of a full measure subset of Ω∞ such that
the following holds for every ω ∈ Q:
(a) R is constant on ω (denote this value by R(ω)) and fR(ω) maps ω bijectively onto Ω±∞.
In addition,
(b) for all x, y ∈ ω,
∣∣∣DfR(ω)(x)DfR(ω)(y) − 1
∣∣∣ ≤ 3|Λ+|−1|fR(ω)[x, y]|.
Proof. We construct Q by induction using the partitions Fk and the stopping times Sk. To
begin with, for all ω ∈ F1 intersecting Ω∞ let (fS1(ω)|ω)−1Ω∞ ∈ Q.
Sublemma 3.4. If ω ∈ F1 and ω ∩ Ω∞ 6= ∅, then (fS1(ω)|ω)−1Ω∞ ⊂ Ω∞.
Proof. Let x ∈ (fS1(ω)|ω)−1Ω∞. Since ω ∩Ω∞ 6= ∅, ω ⊂ ΩS1(ω)−1 holds, and thus x ∈ ΩS1(ω)−1.
Since fS1(ω)x ∈ Ω∞, x ∈ ΩS1(ω) holds. Since fS1(ω)x = y for some y ∈ Ω∞, for every n > 0
we have |fn+S1(ω)x| = |fny| ≥ δe−εn > δe−ε(n+S1(ω)), and thus x ∈ Ωn+S1(ω). This yields
x ∈ Ω∞. 
For ω ∈ F1 intersecting Ω∞, let G be a gap of order g with G ∩ fS1(ω)(ω ∩ Ω∞) 6= ∅. For
any k > 1 and ω′ ∈ Fk|ω such that: (i) ω′ ∩ Ω∞ 6= ∅; (ii) fS1(ω)ω′ ⊂ G; (iii) Sk(ω′) = R2(x)
for x ∈ ω′ ∩ Ω∞, let (fSk(ω′)|ω′)−1Ω∞ ∈ Q.
Sublemma 3.5. (fSk(ω)|ω′)−1Ω∞ ⊂ Ω∞.
Proof. Let x ∈ (fSk(ω)|ω′)−1Ω∞. Since ω′ ∩ Ω∞ 6= ∅, x ∈ ΩSk(ω)−1 holds. Since fSk(ω)x ∈ Ω∞,
x ∈ ΩSk(ω) holds. Reasoning as in the proof of Sublemma 3.4, for every n > 0 we have
|fn+Sk(ω)x| ≥ δe−εn > δe−ε(n+Sk(ω)), and thus x ∈ Ωn+Sk(ω). This yields x ∈ Ω∞. 
In subsequent steps we treat points sent into gaps in the previous steps. This completes
the construction of Q. (a) is a direct consequence of the construction. Since fR(ω) = 3Λ±
and fR(ω)|ω is extended to a diffeomorphism onto 3Λ±, the Koebe Principle [25, Chap. IV.1]
yields (b). 
Define an induced map F : Ω∞ 	 by F |ω = fR(ω) for ω ∈ Q. By Lemma 3.3 and [25,
Chap. V.2 Thm. 2.2], there exists an F -invariant probability measure ν0 that is absolutely
continuous with respect to the Lebesgue measure LebΩ∞ on Ω∞, with the density dν0/dLebΩ∞
uniformly bounded away from zero and infinity. The next measure estimate of the tail {R >
n} = {x ∈ Ω∞ : R(x) > n} implies that ν0 projects down to the acip µ for f .
Lemma 3.6. For all large n, |{R > n}| ≤ e− λ10n.
Proof. For 0 ≤ k ≤ n, let
P ′k = {ω ∈ P˜k : ω ∩ {R > n} 6= ∅}.
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Let ω ∈ P ′k. By construction, all points in ω share the same sequence of regular return times
up to time k, which we simply denote by 0 =: R0 < R1 < R2 < · · · ≤ k. For i ≥ 0 let ωi
denote the element of P˜Ri which contains ω.
Sublemma 3.7. Ri+1 − Ri ≥ N and |ωi+1|/|ωi| ≤ 3e−λ3 (Ri+1−Ri).
Proof. The first inequality follows from p(fRiωi) ≥ N and that fRi+1ωi is free. The mean
value theorem gives |Λ+| = |fRiωi| = |DfRi(x)||ωi| for some x ∈ ωi, and |fRiωi+1| =
|DfRi(y)||ωi+1| for some y ∈ ωi+1. The Koebe Principle implies |DfRi(x)| ≤ 3|DfRi(y)|, and
thus |ωi+1|/|ωi| ≤ 3|fRiωi+1|/|Λ+|. In addition |Λ+| = |fRi+1−Ri(fRiωi+1)| ≥ eλ3 (Ri+1−Ri)|fRiωi+1|,
and thus the second inequality holds. 
Let 1 ≤ j ≤ [n/N ]. For a j-string (k1, . . . , kj) of positive integers, let
Q(k1, . . . , kj) =
{
ω ∈ P ′∑j
i=1 ki
: Ri(ω) = k1 + k2 + · · ·+ ki for every 1 ≤ i ≤ j
}
,
and let |Q(k1, . . . , kj)| =
∑
ω∈Q(k1,...,kj) |ω|.
Sublemma 3.8. |Q(k1, . . . , kj)| ≤ e−λ4
∑j
i=1 ki.
Proof. For each 1 ≤ i < j and ωi ∈ Q(k1, . . . , ki), let
Q(ωi, ki+1) = {ωi+1 ∈ Q(k1, . . . , ki+1) : ωi+1 ⊂ ωi}.
Using the second inequality of Sublemma 3.7 and #Q(ωi, ki+1) ≤ e6εki+1 which follows from
the proof of Lemma 2.8 we get
|Q(k1, . . . , ki+1)| =
∑
ωi∈Q(k1,...,ki)
|ωi|
∑
ωi+1∈Q(ωi,ki+1)
|ωi+1|
|ωi|
≤
∑
ωi∈Q(k1,...,ki)
|ωi|e6εki+1 · 3e−λ3 ki+1
≤ e−λ4 ki+1
∑
ωi∈Q(k1,...,ki)
|ωi| = e−λ4 ki+1|Q(k1, . . . , ki)|.
Using this inductively, combining the result with |Q(k1)| ≤ e−λ4 k1 and then substituting
i = j − 1 we obtain the desired inequality. 
Sublemma 3.9. If
∑j
i=1 ki < [n/2], then |Q(k1, . . . , kj)| ≤ e−
λ
5
n.
Proof. Let ω ∈ Q(k1, . . . , kj). If fnω is bound, then let k < n denote the free return with
bound period p with k < n < k+p. Since ω intersects Ω∞, d(0, fkω) ≥ δe−εk, and thus k+p−
n ≤ 3ε
λ
n. Then for all x ∈ ω, |Dfn(x)| = |Dfk+p(x)|/|Dfk+p−n(fnx)| ≥ 4−(k+p−n)eλ3 (k+p) ≥
4−
3ε
λ
ne
λ
3
n ≥ eλ4 n, and thus |ω| ≤ e−λ4 n. If fnω is free, then |ω| ≤ e−λ4 n. Hence
|Q(k1, . . . , kj)| ≤ e−λ4 n#Q(k1, . . . , kj).
From the proof of Lemma 2.8 and the assumption
∑j
i=1 ki < [n/2] we have #Q(k1, . . . , kj) ≤
e5ε
∑j
i=1 ki ≤ e 5ε2 n, and so the desired inequality follows. 
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Returning to the proof of Lemma 3.6, let Qjn denote the collection of elements of P ′n for
which the number of regular return times up to time n is equal to j. Let |Qjn| =
∑
ω∈Qjn |ω|.
Sublemma 3.8 and Sublemma 3.9 yield
|Qjn| =
[n/2]−1∑
K=1
∑
k1+···+kj=K
|Q(k1, . . . , kj)|+
n∑
K=[n/2]
∑
k1+···+kj=K
|Q(k1, . . . , kj)|
≤ e−λ5n
[n/2]−1∑
K=1
#
{
(k1, . . . , kj) :
j∑
i=1
ki = K
}
+
n∑
K=[n/2]
e−
λ
4
K#
{
(k1, . . . , kj) :
j∑
i=1
ki = K
}
≤ e−λ5n
[n/2]−1∑
K=1
eβK +
n∑
K=[n/2]
e−(
λ
4
−β)K ,
where β → 0 as N →∞. Hence |Qjn| ≤ e−
λ
9
n and |{R > n}| ≤∑[n/N ]j=1 |Qjn| ≤ e− λ10n. 
3.3. Reduction to lower floors of the tower. Let
∆ = {(x, l) : x ∈ Ω∞, l = 0, 1, . . . , R(x)− 1},
which we call a tower, and define
fˆ(x, l) =
{
(x, l + 1) if l + 1 < R(x)
(fR(x)x, 0) if l + 1 = R(x).
The point (x, l) is considered to be climbing the tower in the first case and falling down
from the tower in the second case. Define a projection π : ∆ → X by π(x, l) = f lx. Let
∆l = {(x, l) ∈ ∆: R(x) > l}. Note that ∆0 = {(x, 0) : x ∈ Ω∞}. Let τl : {R > l} → ∆l denote
the canonical identification τl(x) = (x, l). Fix a measurable structure on ∆ such that π is
measurable, and define a probability measure µˆ on ∆ by
µˆ =
1
ν0(R)
∞∑
l=0
(τl)∗ν0|{R > l},
where ν0(R) <∞ by Lemma 3.6. Observe that π∗µˆ = µ.
We reduce the desired upper estimate in the proposition to an estimate on the lower floors
of the tower. For each l ≥ 0, let Pl = P˜l|{R > l}. Using τl we transplant the partition Pl
to ∆l and also denote it by Pl. Let D =
⋃
l≥0Pl denote the resultant partition of ∆. Let
ϕˆj = ϕj ◦ π. Let
Bn =
{
A ∈
n−1∨
i=0
fˆ−iD : 1
n
Snϕˆj(x) ≥ bj j = 1, . . . , d for some x ∈ A
}
.
If Bn = ∅ there is nothing to prove, and hence we assume Bn 6= ∅. We have
1
n
logµ
{
1
n
Snϕj ≥ bj
}
=
1
n
log µˆ
{
1
n
Snϕˆj ≥ bj
}
≤ 1
n
log µˆ(Bn),
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where µˆ(Bn) =
∑
A∈Bn µˆ(A). Define
B′n =
{
A ∈ Bn : A ⊂
⋃
0≤l≤30n
∆l
}
and B′′n =
{
A ∈ Bn : A ⊂
⋃
l>30n
∆l
}
.
Let p1 : ∆ → Λ denote the projection to the first coordinate. The next lemma enables us to
compare µˆ and LebΩ∞ .
Lemma 3.10. There exist 0 < C1 < C2 such that for any l ≥ 0 and any measurable set
A ⊂ ∆l we have C1|p1A| ≤ µˆ(A) ≤ C2|p1A|.
Proof. For any measurable A ⊂ ∆l we have µˆ(A) = ν0(p1A)/ν0(R), and the density of ν0 is
uniformly bounded away from zero and infinity. Hence the claim holds. 
By Lemma 3.6 and Lemma 3.10,
µˆ(B′′n) ≤ C2
∑
l>30n
|{R > l}| < 4−n,
and thus for any ν ∈Mf ,
lim
n→∞
1
n
log µˆ(B′′n) ≤ − log 4 ≤ F (ν).
For the proof of the proposition it suffices to show that for all large n such that B′n 6= ∅ there
exists σ ∈Mf satisfying (2) such that
(17)
1
n
log µˆ(B′n) ≤ (1− ε1/5)F (σ) + 2ε1/5.
For the rest of this paper we assume B′n 6= ∅.
3.4. Approximation by points quickly falling down from the tower. For n ≥ N and
ω ∈ Pn, let ω˜ denote the element of P˜n containing ω, namely ω = ω˜ ∩ {R > n}. Points in ω
may climb the tower for a very long period of time. The next lemma indicates that a positive
definite fraction of points in ω˜ quickly fall down to the ground floor ∆0.
Lemma 3.11. There exists n′′0 ≥ n′0 such that for every n ≥ n′′0 and ω ∈ Pn there exist
ω′ ⊂ ω˜ ∩ Ω∞ and r = r(ω′) ∈ [n, (1 + ε1/3)n] such that:
(a) |ω′| ≥ e−ε1/3n|ω˜|;
(b) f r maps ω′ bijectively onto Ω±∞.
Proof. Let nˆ = min{i ≥ n : f iω˜ is free}.
Sublemma 3.12.
∣∣{Se(ω˜) < nˆ + ε1/2n} ∩ ω˜ ∩ Ω∞∣∣ ≥ (1/3)|ω˜|.
Proof. If the reverse inequality were true, then using |ω˜ \ Ω∞| ≤ (1/2)|ω˜| which follows from
Lemma 3.1 we would get
∣∣{Se(ω˜) < nˆ+ ε1/2n|ω˜}∣∣ < 1/2 + 1/3. This yields a contradiction to∣∣{Se(ω˜) ≥ nˆ + ε1/2n|ω˜}∣∣ ≤ Cζn obtained from Lemma 2.8 provided n is sufficiently large. 
By Sublemma 3.12 and #
{
ω′ ∈ Fe(ω˜)|ω˜ : Se(ω˜)(ω′) < nˆ+ ε1/2n
} ≤ ∑[ε1/2n]i=0 2i+1 ≤ 3εn, one
can choose an integer r ∈ [nˆ, nˆ + ε1/2n] ⊂ [n, (1 + ε1/3)n] and ω0 ∈ Fe(ω˜)|ω˜ intersecting Ω∞
such that Se(ω˜)(ω0) = r and |ω0| ≥ (1/3)3−ε1/2n|ω˜|. Define ω′ ⊂ ω0 by ω′ = (f r|ω0)−1Ω±∞ if
f rω0 = Λ
±, respectively. Since ω0 ∩ Ω∞ 6= ∅, ω0 ⊂ Ωr. This and f rω0 = Λ± together imply
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ω0 ⊂ Ω∞. The bounded distortion in Lemma 2.7 and Lemma 3.1 yield |ω′| ≥ (C−1ε /2)|ω0| ≥
e−ε
1/3n|ω˜|. Hence (a) holds. (b) is obvious from the construction. 
3.5. Construction of a horseshoe. Let L1, . . . , Lq be a collection of pairwise disjoint closed
intervals in [f 20, f0] and m a positive integer. We say {Li}qi=1 generates a horseshoe for fm
if fm maps each Li (1 ≤ i ≤ q) diffeomorphically onto the same interval containing
⋃q
i=1Li
in its interior.
Lemma 3.13. For all large n there exist a collection L1, . . . , Lq of closed intervals and an
integer m ∈ [(1− ε1/5)n, (1 + ε1/5)n] such that:
(a) {Li}qi=1 generates a horseshoe for fm;
(b)
∑q
i=1 |Li| ≥ e−ε
1/5nµˆ(B′n);
(c) for all x ∈ ⋂∞j=0(fm)−j (⋃qi=1 Li), (1/m)Smϕj(x) ≥ bj − ε1/2, j = 1, . . . , d.
Proof. Let A ∈ B′n and lA ≥ 0 be such that A ⊂ ∆lA . In the first n-iterates under fˆ , the
set A continues climbing the tower, or else falls down from the tower several times. Hence,
there exists an integer kA ∈ [0, n − 1] ∪ {n + lA} such that fˆnA ∈ D|∆kA. Thus p1(fˆnA) is
an element of PkA, which we denote by ωA. If kA ≥ n′′0, then take ω′A ⊂ ω˜A ∈ P˜kA for which
the conclusions of Lemma 3.11 hold. Define an interval A˜ containing p1A so that: A˜ = ω˜A if
kA = n+ lA; f
n−kA+lAA˜ = ω˜A if n′′0 ≤ kA ≤ n− 1; fn−kA+lAA˜ = Λ± if kA < n′′0. Set
ℓA = min{j ≥ lA : f jA˜ is free},
and define
tA =
{
n− kA + r(ω′A)− ℓA + lA if kA ≥ n′′0;
n− kA − ℓA + lA if kA < n′′0.
Sublemma 3.14. For any A ∈ B′n,
(
1− ε1/2)n ≤ tA ≤ (1 + ε1/4)n.
Proof. Lemma 3.11 gives kA ≤ r(ω′A) ≤
(
1 + ε1/3
)
kA. By construction and Lemma 2.3(b),
lA ≤ ℓA ≤ (1 + 6ε) lA. Hence, if kA ≥ n′′0 then
tA ≤ n− kA + r(ω′A) ≤ n+ ε1/3kA ≤ (1 + 31ε1/3)n < (1 + ε1/4)n,
where the third inequality follows from kA ≤ n + lA and lA ≤ 30n. On the other hand,
tA ≥ n− 6εlA ≥ (1− 180ε)n ≥ (1− ε1/2)n.
If kA < n
′′
0, then clearly tA ≤ n, and
tA ≥ n− k − 6εlA ≥ (1− 180ε)n− n′′0 ≥ (1− ε1/2)n,
where the last inequality holds provided n is sufficiently large. 
By construction, for any A ∈ B′n one can choose a set A′ ⊂ ∆lA so that: p1(fˆnA′) = ω′A if
kA = n+ lA; p1(fˆ
n−kAA′) = ω′A if n
′′
0 ≤ kA ≤ n− 1; A ⊂ A′ and p1(fˆn−kAA′) = Ω±∞ if kA < n′′0.
Sublemma 3.15. For any A ∈ B′n, µˆ(A′) ≥ e−ε1/4nµˆ(A).
Proof. Lemma 3.10 gives
µˆ(A′)
µˆ(A)
≥ C1C−12
|p1A′|
|p1A| .
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As for the fraction of the right-hand-side, if kA = n + lA, then using ωA ⊂ ω˜A and Lemma
3.11 we have
|p1A′|
|p1A| =
|ω′A|
|ωA| ≥
|ω′A|
|ω˜A| ≥ e
−ε1/3(n+lA) ≥ e−31ε1/3n.
If n′′0 ≤ kA ≤ n− 1, then additionally using the bounded distortion we have
|p1A′|
|p1A| ≥ C
−1
ε
|p1(fˆn−kA′)|
|p1(fˆn−kA)|
= C−1ε
|ω′A|
|ωA| ≥ C
−1
ε
|ω′A|
|ω˜A| ≥ C
−1
ε e
−31ε1/3n.
If kA < n
′′
0, then
|p1A′|
|p1A| ≥ 1 because A ⊂ A′. Consequently the desired inequality holds provided
n is sufficiently large. 
Returning to the proof of Lemma 3.13, choose m0 ∈ [(1− ε1/2)n, (1 + ε1/4)n] such that
(18)
∑
A∈B′n:tA=m0
µˆ(A′) ≥ 1
2ε1/4n
∑
A∈B′n
µˆ(A′).
Set q = #{A ∈ B′n : tA = m0} and {Ai}qi=1 = {A ∈ B′n : tA = m0}. For each i ∈ [1, q]
let Kˆi denote the smallest closed interval containing p1A
′
i, and define Ki = f
ℓAi Kˆi. Then
Ki ⊂ (f 20, f0), and fm0Ki = Λ± because f tA(f ℓAA′) = Ω±∞ for any A ∈ B′n. By (A4) it
is possible to choose m1 > 0 and two closed intervals I
± ⊂ Λ± such that fm1 maps I±
diffeomorphically onto the same interval containing K1, . . . , Kq. Define Li = (f
m0 |Ki)−1I±
if fm0Ki = Λ
±, respectively. By construction, L1, . . . , Lq are pairwise disjoint. Then m =
m0 + m1 ∈ [(1 − ε1/5)n, (1 + ε1/5)n] holds for sufficiently large n, and {Li}qi=1 generates a
horseshoe for fm. In addition, by Lemma 3.10, (18) and Sublemma 3.15,
(19)
∑
A∈B′n:tA=m0
µˆ(A′) =
q∑
i=1
µˆ(A′i) ≥
1
2ε1/4n
e−ε
1/4nµˆ(B′n) ≥ e−ε
1/5nµˆ(B′n).
Since both f ℓAi Kˆi and Kˆi are free, |Df ℓAi | ≥ δ on Kˆi. Hence |Ki| = |f ℓAiKˆi| ≥ δ|Kˆi| ≥
δ|p1A′i| ≥ C−12 δ · µˆ(A′i). Using this and the bounded distortion we get |Li| ≥ C−1ε |I
+|
|Λ+| |Ki| ≥
C−1ε
|I+|
|Λ+|C
−1
2 δ · µˆ(A′i). Plugging this estimate into the left-hand-side of (19) yields Lemma
3.13(b).
For the proof of Lemma 3.13(c) it suffices to show Smϕˆj(x) ≥ (bj − ε1/2)m for all x ∈⋃q
i=1(fˆ)
li−lAiAi. Pick xi ∈ Ai ∈ Bn such that Snϕˆ(xi) ≥ bjn holds for j = 1, . . . , d. We have
|Smϕˆj(fˆ li−lAixi)− Snϕˆj(xi)| ≤ (2(li − lAi) + |m− n|)‖ϕj‖,
where ‖ϕj‖ = sup |ϕj|. Since |li − lAi | ≤ 3ελ lAi ≤ ε2/3n and |m− n| ≤ ε2/3n we have
Smϕˆj(fˆ
li−lAixi) ≥ Snϕˆj(xi)− (2(li − lAi) + |m− n|)‖ϕj‖ ≥ bjn− 2ε2/3n.
Hence, for each i = 1, . . . , q and j = 1, . . . , d,
(20) Smϕˆj(fˆ
li−lAixi) ≥
(
bj − ε1/2/2
)
m.
Sublemma 3.16. For any n ≥ 1 and ω ∈ P˜n−1,
∑n−1
i=0 |f iω| ≤ 10δ−1.
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Proof. Let n1 < · · · < ns < n denote all the free returns in the first n− 1-iterates of ω, with
p1, . . . , ps the corresponding bound periods. Let 1 ≤ i ≤ s. For each j ∈ [ni + 1, ni + pi − 1],
choose θj ∈ fniω such that |f jω| = |fniω| · |Df j−ni(θj)|. Then |f j−niθj − f j−ni0| ≤ e−ε(pi−1),
and by the bounded distortion during the bound period,
|Df j−ni−1(fθj)| ≤ 2 · |f
j−niθj − f j−ni0|
|fθj − f0| ≤ δ
−2
pi
e−ε(pi−1) ≤ 3δ−2pi−1e−ε(pi−1)eα
√
pi.
For the last inequality we have used (9). We also have |Df(θj)| ≤ 4δpi−1. Plugging these two
derivative estimates into the equality and summing the result over all j gives
ni+pi−1∑
j=ni+1
|f jω| ≤ |fniω|δ−1pi−1e−
ε
2
(pi−1).
Summing this over all i gives
s∑
i=1
ni+pi−1∑
j=ni+1
|f jω| ≤
s∑
i=1
|fniω|δ−1pi−1e−
ε
2
(pi−1) ≤
∑
p≥N
δ−1p−1e
− ε
2
(p−1) ∑
i : pi=p
|fniω|.
Let nij , j = 1, . . . , t denote the subsequence of returns with the same bound period equal to
p. By Lemma 2.3 and Lemma 2.5, for all θ ∈ fnijω we have |Dfnit−nij (θ)| ≥ eλp3 (t−j), and
thus |fnijω| ≤ e−λp3 (t−j)|fnitω|. We also have |fnitω| ≤ 2δp−1, and therefore
∑
i : pi=p
|fniω| =
t∑
j=1
|fnijω| ≤
t∑
j=1
e−
λp
3
(t−j)|fnitω| ≤ 2|fnitω| ≤ 4δp−1.
Substituting this estimate into the previous inequality gives∑
j∈∪si=1(ni,ni+pi)
|f jω| ≤
∑
p≥N
e−
ε
2
(p−1).
We use part of the estimates in the proof of Lemma 2.7 to get∑
j∈[0,n)\∪si=1(ni,ni+pi)
|f jω| ≤ 5δ−1|fnω| ≤ 10δ−1.
These two inequalities yield the desired one. 
By Sublemma 3.16, for any x ∈ fˆ li−lAiAi we have |Snϕˆj(fˆ li−lAixi) − Snϕˆj(x)| ≤ Lip(ϕj) ·
10δ−1, where Lip(ϕj) denotes the Lipschitz constant of ϕj . Hence we have
(21) |Smϕˆj(fˆ li−lAixi)− Smϕˆj(x)| ≤ Lip(ϕj) · 10δ−1 + 2‖ϕj‖(m− n) ≤ (ε1/2/2)m.
From (20), (21) we obtain Smϕˆj(x) ≥ (bj − ε1/2)m. 
3.6. Construction of a measure on the horseshoe. We construct a measure for which
(2) (17) hold under the assumption that B′n 6= ∅. Let L1, . . . , Lq be a collection of pairwise
disjoint closed intervals andm a positive integer for which the conclusions of Lemma 3.13 hold.
Set H =
⋂∞
j=0(f
m)−j (
⋃q
i=1 Li) and define g = f
m|H . The Koebe Principle implies that there
exist constants c > 0 and κ > 1 such that for any x ∈ H and every n ≥ 0, |Dgn(x)| ≥ cκn.
This implies that g : H 	 is Ho¨lder conjugate to the one-sided full shift on q-symbols. Define
a continuous function Φ: H → R by Φ(x) = log |Dg(x)|. Pick an equilibrium state of g for
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the potential −Φ and denote it by νΦ. Namely, νΦ is a g-invariant probability measure and
satisfies
hg(νΦ)− νΦ(Φ) = sup {hg(ν)− ν(Φ) : ν is g-invariant} .
Here, hg(ν) denotes the entropy of (g, ν). Let σ = (1/m)
∑m−1
i=0 (f
i)∗νΦ, which is f -invariant
and ergodic. From Lemma 3.13(c) it follows that Smϕj ≥ (bj − ε1/2)m νΦ-a.e. Hence σ(ϕj) =
(1/m)νΦ(Smϕj) ≥ bj − ε1/2, and (2) holds.
For k > 0 and a (k + 1)-string (a0, . . . , ak) of integers in [1, q], let
La0···ak = La0 ∩ g−1La1 ∩ · · · ∩ g−kLak .
By the Koebe Principle, there exists τ ∈ (0, 1) such that |La0···ak−1ak |/|La0···ak−1 | ≥ τ |Lak |.
Hence ∑
(a0,...,ak)
|La0···ak | =
∑
(a0,...,ak−1)
|La0···ak−1 |
∑
ak
|La0···ak−1ak |
|La0···ak−1 |
≥ τ
q∑
j=1
|Lj|
∑
(a0,...,ak−1)
|La0···ak−1 | ≥
(
τ
q∑
j=1
|Lj |
)k+1
.
This yields
(22) lim
k→∞
1
k
log
∑
(a0,...,ak)
|La0···ak | ≥ log
q∑
j=1
|Lj|+ log τ.
Let νa0···ak denote the atomic probability measure equally distributed on the periodic orbit
of g of period k + 1 in La0···ak . Define a g-invariant probability measure νk by
νk = ρk
∑
(a0,...,ak)
|La0···ak | · νa0···ak ,
where ρk is the normalizing constant. Pick an accumulation point of the sequence {νk}k
and denote it by ν∞. Taking a subsequence if necessary we may assume this convergence
takes place for the entire sequence. By the relation νk(La0···ak) = ρk|La0···ak | and |La0···ak | ≤
τ−1e−(k+1)νa0···ak (Φ) we have
log
∑
(a0,...,ak)
|La0···ak | =
∑
(a0,...,ak)
νk(La0···ak) (− log νk(La0···ak) + log |La0···ak |)
≤ −
∑
(a0,...,ak)
νk(La0···ak) log νk(La0···ak)− (k + 1)νk(Φ)− log τ.
Then the usual proof of the variational principle [35, Theorem 9.10] shows
(23) hg(ν∞)− ν∞(Φ) ≥ lim
k→∞
1
k
log
∑
(a0,...,ak)
|La0···ak |.
Combining (22) (23) and then using Lemma 3.13(b), for all large n we have
hg(ν∞)− ν∞(Φ) ≥ log
q∑
i=1
|Li|+ log τ ≥ −2ε1/5n+ log µˆ(B′n).
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Since F (σ) ≤ 0 and m ≥ (1− ε1/5)n we have
F (σ)n ≥ F (σ)m
1− ε1/5 =
hg(νΦ)− νΦ(Φ)
1− ε1/5 ≥
hg(ν∞)− ν∞(Φ)
1− ε1/5 ≥
−2ε1/5n+ log µˆ(B′n)
1− ε1/5 .
Rearranging this yields (17) and hence (1). 
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