Channel-factorization aided detector (CFAD) is one of the important low-complexity detectors used in multiple input, multiple output (MIMO) receivers. Through channel factorization, this method transforms the original MIMO system into an equivalent system with a betterconditioned channel where detection is performed with a low-complexity detector; the estimate is then transferred back to the original system to obtain the final decision. Traditionally, the channel factorization is done with the lattice reduction algorithms such as the Lenstra-Lenstra-Lovász (LLL) and Seysen's algorithms with no consideration of the low-complexity detector used. In this paper, we propose a different approach: the channel factorization is designed specifically for the minimum mean-square-error (MMSE) detector that is a popular low-complexity detector in CFADs. Two new types of factorization algorithms are proposed. Type-I is LLL based, where the well-known DLLL-extended algorithm, the LLL algorithm working on the dual matrix of the extended channel matrix, is a member of this type but with a higher complexity. DLLL-extended is the best-performed factorization algorithm found in the literature, Type-II is greedy-search based where its members are differentiated with different algorithm's parameters. Type-II algorithms can provide around 0.5-1.0 dB gain over Type-I algorithms and have a fixed computational complexity which is advantageous in hardware implementation.
Introduction
Multiple input, multiple output (MIMO) is a model for a range of communication problems including the multiple transmit and receive antenna systems [1] , code-division multiple-access systems [2] , inter-symbol interference channels [3] , etc. The canonical form of the model is given by * .
where
T ∈ C n are the received signal vector, transmitted signal vector, and noise vector, respectively, H is the channel matrix, and C is the set of complex numbers. For QAM constellations, it is easy to see that, after proper shifting and scaling, x = [x 1 · · · x m ] T ∈ Ω m , where Ω ⊂ Z, and Z is the set of complex integers.
The problem of detecting the MIMO signal in (1) is to find estimatex ∈ Ω m that minimizes the error probability P {x x}, given the received signal vector y and the channel matrix H. Maximum likelihood (ML) detector is the optimum detector that minimizes the error probability. Without a special structure on Ω m , however, the complexity of the ML detector grows exponentially with m and/or |Ω|, the cardinality of Ω, because all the signal vectors need to be searched exhaustively for optimum detection. For the case of Ω ⊂ Z, on the other hand, the complexity of the ML detector can be reduced by using the sphere decoding [4] , [5] , where the searching is limited to within a sphere around y, although its complexity may still be too demanding for some applications. In view of this, different reduced-complexity sub-optimal detectors have been proposed for practical systems, including the linear and nonlinear detectors [6] - [9] . For an ill-conditioned channel, unfortunately, the performance of these detectors is significantly inferior to that of the ML detector.
Recently, channel-factorization aided detectors (CF-AD) have been proposed to narrow the performance gap between the ML and traditional reduced-complexity detectors [10] - [19] , where channel factorization is done with latticereduction algorithms such as the Lenstra-Lenstra-Lovász (LLL) [20] , [21] and Seysen's algorithms [22] , [23] . Thus, the method is also called the lattice-reduction aided detector, LRAD. (In this paper, we prefer to use the term CFAD because the channel factorization is not necessarily done with a lattice-reduction algorithm.) In particular, in [10] - [13] , the LLL-based LRAD was proposed to improve performance over the conventional zero-forcing (ZF) MIMO detector. The authors of [14] - [16] proposed the MMSE-based LRAD to further improve its ZF counterpart. Later on, the LLL algorithm was proposed to operate on the dual lattice rather than the original lattice to reduce effective noise power [17] , [18] . In addition, the Seysen's algorithm [23] which simultaneously reduces lattice basis and its dual was proposed to improve the performance of the LLL algorithm. Lastly the authors of [19] conducted a comprehensive performance comparison on the reduction algorithms mentioned above.
Traditionally, the channel factorization algorithms in a lattice-reduction aided detector (LRAD) are designed somewhat intuitively; neither a specific detector nor a cost function is involved in search of good factorization algorithms. The LLL and Seysen's algorithms were employed in previous works to obtain a relatively short (orthogonal) basis with no consideration of the low-complexity detector used. In this work, a new approach is proposed: the factorization algorithm is designed specifically for the MMSE detector with the aim to minimize the cost function of sum mean-squared-error (MSE). Two new types of factorization algorithms are proposed. Type-I is LLL-based, where the best-performed factorization algorithm found in the literature, i.e., the DLLL-extended algorithm, is a member of this type but with a higher complexity. In this part, this work provides a theoretical foundation for the DLLL-extended algorithm. Type-II is greedy-search based, where its members are differentiated with different algorithm's parameters. Type-II algorithms can provide around 0.5-1.0 dB gain over Type-I algorithms and have a fixed computational complexity which is advantageous in hardware implementation.
The remainder of this paper is organized as follows. Section 2 gives the system model and a review on the MMSE detector. Section 3 discusses CFAD which can be viewed as an extension of LRAD. The proposed algorithms are presented in Sect. 4, and simulation results are in Sect. 5. Lastly, conclusions are given in Sect. 6. Figure 1 is the considered flat-faded MIMO channel with m transmit and n ≥ m receive antennas, where h i, j denotes the complex-valued gain from transmit antenna j to receive antenna i, 1 ≤ j ≤ m and 1 ≤ i ≤ n. Using the notations in (1), the channel matrix is [15] is adopted in this work, where F consists of zero-mean, uncorrelated complex Gaussian coefficients of unit variance, and J T and J R are the spatial correlation matrices at transmitter and receiver, respectively. Furthermore, as in [15] , we adopt the commonly used correlation matrices
System Model and MMSE Detector
and
with 0 ≤ ρ ≤ 1. Note that ρ = 0.0 gives the uncorrelated channel and ρ = 1.0 gives the fully correlated one. The signal vector x ∈ Ω m has independent and identical distributed (i.i.d.) entries with the power constraint E[
x , where · 2 denotes the squared Euclidean norm, and
T is a circularly symmetric complex Gaussian vector with the correlation matrix E[ww H ] = σ 2 w I n . x and w are independent of each other, and I n denotes the n × n identity matrix.
Basically, a linear detector is to find an x ∈ Ω m that is closest to the filtered vector B H y, i.e.,
where B H is the receive filter, and Q[·] is the operation of rounding its argument to the nearestx ∈ Ω m . For the MMSE linear detector,
- [9] . Without considering the effect of noise, i.e., σ 2 w /σ 2 x = 0, the detector degenerates to ZF linear detector, where intersymbol interference in y is cancelled completely. It is well known that linear detectors suffer from severe noise enhancement in an ill-conditioned channel and have diversity order of n − m + 1 which is less than the full diversity order n [6] - [9] .
Channel-Factorization Aided Detection
In the literature, LRAD has been proposed to improve the performance of the traditional reduced-complexity detectors while retains a low complexity [10] - [19] . It was shown in [17] , [18] that LRAD achieves full diversity order. Recall that in this paper LRAD will be viewed as a special case of a more general class of detectors, CFAD, where channel factorization can be done with any algorithms including the LLL and Seysen's lattice-reduction algorithms.
Let
, where {h 1 , h 2 , · · · , h m } is a set of linearly independent vectors in C n . The set of points
is the generator matrix. It is clear that Clearly, D −1 is also a unimodular matrix. In (1), the noiseless received signal vector is a lattice point in Λ H . Therefore, the detection problem is to find a lattice point in Λ H that is as close as possible to the received signal vector y.
A block diagram of the channel-factorization aided MMSE detector (CFAD-MMSE) is shown in Fig. 2 ; the original system in (1) is transformed into an equivalent one by factorizing the channel matrix into H = H D, where D is a unimodular matrix. That is,
where z = Dx is a symbol vector in the transform domain.
If the channel factorization is done with a lattice-reduction algorithm, then it is the well-known LRAD. The key idea of CFAD is firstly to find a factorization such that H is betterconditioned than H, then a reduced-complexity detection, i.e., "Slicer," is performed in the z-domain to obtain an initial estimate z. The "Slicer" in Fig. 2 performs the operation of element-wise rounding after a proper shifting and scaling as that given in [16] . Eventually, the estimate is transformed back to the original x-domain to obtain the final estimate
The LLL algorithm is well-known for searching a good factorization H = H D. Through size reduction and reordering of the sequence of basis vectors, a relatively short (orthogonal) basis can be found with a polynomial time complexity [20] , [21] . The complex version of the LLL algorithm in [24] is summarized in Table 1 . The LLL algorithm can be applied to the primal lattice [10] - [16] generated by the generator matrix H, the dual lattice [17] , [18] [14] . Seysen's algorithm (SA) is another popular lattice-reduction algorithm for the channel factorization [22] , [23] . Since SA reduces the primal and dual lattices simultaneously, it has a similar performance as that of LLL applied to the dual lattice, as to be shown in Sect. 5. Very recently, it was reported in [19] that the LLL algorithm applying on the dual lattice H # and the SA algorithm on H give the best performance if the MMSE detector is used as the low-complexity in Fig. 2 to obtain the initial estimate z. In Fig. 2 , the slicer is used to lower the detection complexity [16] , which is perfectly fine for an infinite constellation because z = Dx ∈ Z m for x ∈ Z m . For a finite constellation, however, there is boundary error effect; that is, D −1 z may not belong to Ω m . This explains why (6) is needed for the final detection.
The Proposed Factorization Algorithms for CFAD-MMSE Detector
Traditionally, the LLL and Seysen's algorithms are used in CFAD for the channel factorization H = H D with no consideration of which type of low-complexity detector is used in the z-domain detection. In this section, we propose a different approach: channel factorization is designed specifically for the CFAD-MMSE detector, and thus improve the detector performance of the detector either in bit error rate or detector complexity over other channel factorization methods in the literature.
MMSE Criterion
Let G MMS E be the MMSE filter for the initial detection in the z-domain, given the factorization H = H D. It can be shown that
where G is the receiver matrix. From Appendix A, the covariance matrix of the error vector G MMS E y − z is
is a positive definite matrix, and the sum MSE (mean square error) is
where tr (·) denotes the sum of the diagonal elements of a square matrix. Using (8) and (9), our goal is to find the factorization H = H D opt by solving the following optimization problem
Note that there are infinite numbers of unimodular matrices in (10) , and thus finding the optimal solution by exhaustive search is not possible. Here, two types algorithms are proposed to obtain approximate solutions efficiently: one is LLL-based, and the other is greedy-search based with column-wise optimization.
Type-I Algorithms (LLL Based)
By applying singular-value-decomposition (SVD), the channel matrix H can be expressed as
where U and V are unitary matrices with dimension of n × n and m × m, respectively, and
where Υ = Γ 1/2 V H is an m × m nonsingular matrix, and
More generally, we have the following lemma. Proof: For the if part,
For the only if part, using (12), one gets
, the proof is done. In addition, C = PΥ is full column-ranked due to that Υ is nonsingular and P is full column-ranked.
Define
H . Using A = C H C, the sum MSE becomes
where independent since D H is unimodular and C is full columnranked, and therefore {Cd k } m k=1 is a basis of the lattice Λ C . Consequently, the optimization problem in (10) becomes to find the basis of Λ C that has the smallest sum squared norm Table 2 .
Notice that the matrix A can also be rewritten as
where E = σ w H(H H H) −1 and H is extended channel matrix in [14] , [19] . In fact, E is the dual matrix of H scaled by σ w , i.e., E = σ w [(H H H) − = HT used in [19] is a member of the proposed Type-I algorithms. But, since H # has the dimension of (n + m) × m, the complexity of applying LLL algorithm on H # is more complex than the one on C, which has the dimension m × m.
Type-II Algorithms (Greedy-Search Based)
A greedy-search algorithm is proposed here as an alternative to Type-I to obtain an approximate solution of (10) . As to be shown in Sect. 5, this algorithm performs better than Type-I and has a fixed computational complexity which is considered to be advantageous in hardware implementation.
Using
, the sum MSE can be rewritten as 
where {α m } m k are parameters to be optimized to lower 
H . The matrix R can be partitioned as
and (18) becomes
] and S 1,1 = R 2,2 . By differentiating mse k,new with respect to α k and setting the result equal to zero, the optimal vector of α k , α k,opt , is obtained by
Furthermore, define
]
T be the matrix obtained by deleting the k-th row of the matrix D. Then
Since D k has full row-rank (because D has full row-rank), from Appendix D, S 2,2 is positive definite. Thus,
Generally, the elements of α k,opt ar not complex integers and thus need to be rounded to ones in order to keep D H new a unimodular matrix (see Appendix C). Denote α k , opt j be the rounding operation on the jth element of the vector α k,opt , where more than one rounded values can be retained in order to improve performance, ψ [α k ] j be the set of retained complex integers in the rounding α k , opt j , and
Then, the final α to be used in updating can be obtained by
In our experience with extensive simulations, Table 3 , where the algorithm is terminated if the maximum number of iteration N I is reached. It is worthy to note that since at each step of updating mse k,upd ≤ mse k and the minimal mse k is bounded below, the algorithm converges, although it may not converge to the minimal mse k .
Complexity Analysis
The complexity of the proposed algorithms is analyzed in this sub-section based on the parameters of m, n, N I , |ψ [α k ] j | = κ, and |Ω|. Since the detailed complexity calculation is quite tedious, only the final results are summarized here. Table 4 summaries the complexity analysis along with that of other algorithms considered in this work. In this analysis, the complexity of an algorithm is divided into two parts: the initialization and main-body parts, where the complexity of Cholesky decomposition, Gram Schmidt Orthogonalization (GSO) and matrix inversion are those given in [27] . Note that for Type-I algorithm, because the QR decomposition [26] for the upper triangular matrix C is readily available with Q = I m , and R = C the complexity of GSO operation is reduced significantly. Table 5 gives the complexity for obtaining d k,upd in Type-II algorithms which is used to calculate the main-body complexity of the Type-II algorithm. Since the updating needs to done m times in each iteration, the complexity of the main-body part is m · N I times of that given in Table 5 . The complexity of the MMSE detector is also calculated where the calculation is divided into three parts as given in Table 6 .
Simulation Results
This section provides simulations to compare the proposed algorithms and those in the literature in the aspects of performance and complexity for the CFAD-MMSE detector. In the simulations, the data vectors x are transmitted on a frame-by-frame basis, with 200 data vectors per frame. To- Table 4 Computational complexity of different channel factorization algorithms. tal of 10 4 frames are simulated. Signal constellation is fixed to 16QAM for easy comparisons between cases with different antenna numbers, although similar conclusions can be drawn for other constellation sizes according to our results not shown here. The channel is block faded; that is, H remains unchanged over a frame and changes independently from frame to frame. Signal to noise power ratio (SNR) is defined as m · σ 2 x /σ 2 w . A total of five factorization algorithms are considered, including the LLL (LLL-extended [14] ) and Syesen's algorithms (SA-extended [19] , [23] ) working on H, the LLL algorithm working on the dual matrix of H (DLLL-extended [18] , [19] ), and the proposed Type-I and Type-II algorithms. It has been shown in [19] that reduction working on H outperforms that on H. Therefore, only those algorithms working on H are compared here. The complex version of the LLL algorithm in Table 1 (with δ = 0.999) is used in all channel factorization methods that use LLL, where [[·] ] stands for the operation of rounding its element to the nearest complex integer. The Cholesky decomposition is used to obtain A = C H C in Type-I algorithm, and
The bit-error-rate (BER) for uncorrelated MIMO chan- nels (ρ = 0.0) are compared first. Figure 3 shows the effect of iteration number N I on the BER performance of Type-II Algorithm for the case of m = n = 6. As can be seen, there is almost no performance improvement with N I > 3.
As a result, we use N I = 3 for the subsequent comparisons. Figures 4, 5, 6 and 7 show the comparisons between different channel factorizations for the cases of m = n = 2, m = n = 4, m = n = 6, and m = n = 8 respectively. In these figures, the performance of conventional (non-factorized) MMSE detector and optimum maximum-likelihood (ML) is also provided for reference. With smaller numbers of antennas, e.g., m = n = 2, 4, all the considered channel factorization algorithms perform similarly especially for m = n = 2; the CFAD, however, provides significant improvement over the conventional MMSE detector. As expected, DLLL-extended and Type-I have the same performance because DLLL-extended is a member of the Type-I algorithms, as discussed in Sect. 4. SA-extended performs closely to Type-I and outperforms LLL-extended by about 1.5-2.5 dB at BER = 10 −4 for m = n = 6, 8. Type-II has the best performance with a 0.5 dB gain margin over Type-I (DLLL-extended) and SA-extended. In addition, it is evidently that CFAD detectors are capable of attaining the same diversity order, i.e., the slope of BER curve at high SNR region, as that of ML. In Figs. 5, 6 and 7, the perfor- mance of the best-performed pre-coder for un-coded † system proposed in [25] is also given for comparison purpose. Clearly, the pre-coder's performance is inferior to that of the proposed CFAD methods. In [25] , [29] , the performance improvement with pre-coding was shown to be much higher for the cases of m > n.
The comparisons over the correlated MIMO channels (ρ = 0.6) are shown in Fig. 8 for the case of m = n = 8. As shown in the figure, the channel correlation degrades the performance of the conventional MMSE detector very dramatically. In addition, Type-II outperforms Type-I (DLLLextended) and SA-extended by about 0.7 dB. In Fig. 9 Figure 10 is an example of computational complexity comparison between different channel factorizations, where the empirical CDF (cumulative density function) of the number of real multiplications is shown for m = n = 6, SNR = 28 dB, ρ = 0.0. Since the hardware implementation cost of a multiplication is much higher than that of an addition [28] , only multiplications is taken into consideration here for complexity comparison. Noticeably, the LLL-based methods (LLL-extended, DLLL-extended and Type-I) and SA-extended all have a variable complexity; Type-I has the less complexity, then, LLL-extended, DLLL-extended and SA-extended. The same order of complexity is observed for other cases not shown here. In this specific example, Type-II is more complex than LLL and SA-based algorithms for about 35% of the channel realizations. Nevertheless, Type-II has a fixed computational complexity which is considered to be advantageous in hardware implementation.
In this following, the complexity of MIMO receiver (channel factorization plus MMSE detection) is compared specifically when Type-I, SA-extended and DLLL-extended are employed as the factorization algorithm. Recall that these algorithms have a similar BER performance as shown in Figs. 4-8 . The comparison is made from two aspects: hardware complexity and computational complexity per data vector. For data vectors where pilots are located, both channel factorization and MMSE detection are required to be performed, and, therefore, for a fixed hardware clock rate, extra circuitry is needed for the computation of the factorization algorithm, and that increases hardware complexity. Table 7 shows the hardware complexity ratio of channel factorization to overall MIMO receiver for the considered factorization algorithms, where N c f and N MIMO stand for number of real multiplications needed for channel factorization and MIMO MMSE detector, respectively. As is seen, the ratio ranges from 44% to 74%. Therefore, how to reduce the complexity of channel factorization algorithm is an important issue. In addition, from Table 7 , it can be shown that the saving of hardware complexity of overall MIMO receiver offered by Type-I ranges from 21% to Table 7 Hardware complexity ratio of channel factorization algorithm to overall MIMO receiver, i.e., The computational complexity per data vector, evaluated by the number of real multiplications per data vector (N c f /p) + N MIMO , is also employed for comparisons, where p is the number of data vectors in a frame. Figure 11 is such a comparison for P{Q ≤ q} = 0.9. Similar results are observed for 10 and 50 percentiles although they are not shown here for brevity. As is shown, the complexity saving by Type-I is quite significant for small p. For example, for p = 6 the savings are (4307 − 3479)/4307 = 19% and (3887 − 3479)/3887 = 11% for SA-extended, and DLLLextended respectively. As expected, the complexity saving becomes smaller for larger p.
In practical mobile cellular systems, channel estimation is usually done for every 0.5 to 1 ms in order to cover mobility up to 350 km/hour [30] , [31] . For example, in the 3GPP-LTE specification, there are 7 (OFDM) symbols in a slot (0.5 ms) where time-frequency multiplexed pilots are used for the cell-specific channel estimation [30] . Also, in the IEEE 802.16 m specification, there are 5 to 7 (OFDM) symbols in a sub-frame (around 1 ms) where time-frequency multiplexed pilots are used for channel estimation. In this type of systems, Type-I algorithm is particular useful. In wireless LAN systems, on the other hand, the so-called preamble-based training is employed where pilot signals are placed at the beginning of a data packet. In this case, if the packet size p is large, says over 30, the saving provided by Type-I becomes quite small.
Conclusions
A new channel factorization design is proposed for the channel-factorization aided detectors, where effective factorization algorithms are sought to minimize the sum meansquared-error of the MMSE detector. Two new types of factorization algorithms are devised; the first type is LLL based, where the best-performed factorization algorithm found in the literature, i.e., the DLLL-extended algorithm, is a member of this type but with a higher complexity. The second type is greedy-search based which can provide around 0.5-1.0 dB gain over the first type and has a fixed computational complexity which is advantageous in hardware implementation. The computational complexity of the proposed methods was analyzed and compared to the existing methods.
