MapReduce is a commonly used framework for executing data-intensive tasks on distributed server clusters. We present "Coded MapReduce", a new framework that enables and exploits a particular form of coding to significantly reduce the inter-server communication load of MapReduce. In particular, Coded MapReduce exploits the repetitive mapping of data blocks at different servers to create coded multicasting opportunities in the shuffling phase, cutting down the total communication load by a multiplicative factor that grows linearly with the number of servers in the cluster. We also analyze the tradeoff between the "computation load" and the "communication load" of the Coded MapReduce.
I. INTRODUCTION
MapReduce [1] is a programming model that enables the distributed processing of large-scale datasets on a cluster of commodity servers. The desirable features of MapRuduce, such as scalability, simplicity and fault-tolerance [2] , [3] , have made this framework popular to perform data-intensive jobs in text/graph processing, machine learning and bioinformatics. Simply speaking, in MapReduce framework, each of the input data blocks is maps by one or more servers into some intermediate (key,value) pairs. In the next step, referred as data shuffling, the intermediate (key,value) pairs are transferred between servers to be reduced to the output results.
The data shuffling phase is one of the key bottlenecks for improving the runtime performance of MapReduce. In fact, as observed in [4] , using a Hadoop [5] cluster, 33% of the job execution time is spent on data shuffling. As a result, many optimization methods including combining intermediate (key,value) pairs before shuffling [6] , optimal flow scheduling across network paths [7] , [8] and employment of distributed cache memories [9] , [10] , have been proposed to accelerate the data shuffling phase of MapReduce programs.
In this paper, we introduce "Coded MapReduce", a new framework that enables and exploits a particular form of coding to significantly reduce the communication load of the shuffling phase. Compared to the conventional MapReduce approach, we demonstrate that Coded MapReduce can substantially cut down the inter-server communication load by a multiplicative factor that grows linearly with the number of servers in the system. The proposed Coded MapReduce exploits the repetitive mappings of the same data block at This work is in part supported by NSF grants CAREER 1408639, CCF-1408755, NETS-1419632, EARS-1411244, ONR award N000141310094, a research gift from Intel, and an Okawa Foundation Research Grant. different servers, in order to enable coding. More specifically, for a server cluster with K servers, interconnected through a multicast LAN network, and repetitive mapping of each data block on r fraction of the servers, we propose a particular strategy to assign the Map tasks, such that in the shuffling phase the data demand of each group of approximately rK > 1 servers can be satisfied by a single coded transmission, which we call a coded multicast opportunity. This would provide a multiplicative coding gain of rK, which scales linearly with the number of servers. Furthermore, even if repetition of data blocks is very small (for example, if each data block is mapped over only one other server, i.e. rK = 2), we demonstrate that Coded MapReduce can still substantially reduce the communication load (for example by more than 50%). As a result, a minor increase in the replication of mapping data blocks at different servers can largely impact the shuffling load of MapReduce.
The idea of Coded MapReduce is inspired by recent results on cache networks, arguing that cache memories can be used not only to deliver part of the contents locally, but also to create some coding opportunities and reduce the traffic significantly [11] , [12] . Surprisingly the gain of coding in reducing the traffic is significantly larger than the gain of local delivery, and indeed it can grow with the size of the network. This result has been further generalized to various cache networks in [13] , [14] . Interestingly, we demonstrate that similar coding opportunities can also be created in the MapReduce framework via a careful assignment of repetitive Map tasks across servers.
The efficiency of Coded MapReduce in data shuffling builds upon the repetitive executions of the Map tasks, which however requires more processing time for the server cluster to compute the intermediate results. We analytically and numerically evaluate the tradeoff between the Map tasks processing time and the inter-server communication load using Coded MapReduce, based on which clients can choose appropriate operating points to minimize the overall execution time.
II. PROBLEM STATEMENT
We consider a job of processing an input file to generate Q output (key,value) pairs, denoted by {(W q , u q )} Q q=1 . The keys W q , q ∈ {1, . . . , Q} are given. The corresponding output values u 1 , . . . , u Q are evaluated from the input file. Step 1: Map Tasks Assignment
To start a MapReduce execution, a master controller (Job-Tracker) assigns the tasks of mapping the N subfiles among the available K servers. Each server will focus on processing its assigned subfiles (see details in Step 2) . For a given design parameter p ∈ 1 K , 2 K , . . . , 1 , the assignment is done such that each subfile is assigned to be mapped at pK servers and each server is assigned pN subfiles (assuming that pN is an integer). While conventional MapReduce implementations require each subfile to be mapped at exactly one server (p = 1 K ), the master controller can repetitively schedule two or more servers to map the same subfile.
We denote the set of indices of the subfiles assigned to Server k as M k and the set of indices of the servers Subfile n is assigned to as A n . Either
completely specifies the Map tasks assignment. Example (Word-Counting: Map Tasks Assignment). For the word-counting job, the master controller can for instance set pK = 2, and employ a naive assignment that assigns each of the first pN (6 in this case) chapters to each of the first pK servers, each of the second pN chapters to each of the second pK servers and so forth. As a result, Server 1 and 2 are assigned to map Chapters 1, 2, 3, 4, 5, 6 and Server 3 and 4 are assigned to map Chapters 7, 8, 9, 10, 11, 12.
Step Conventionally, the Map tasks execution continues until that each of the N subfiles has been mapped to (key,value) pairs at one server. Here we introduce a key design parameter r, r ∈ 1 K , . . . , p and enforce that for all n ∈ {1, . . . , N }, as soon as rK servers finish mapping Subfile n, the rest of the servers in A n abort the task of mapping Subfile n. Thus each subfile is mapped at rK servers by the end of Map tasks execution. We denote the set of indices of the servers that finish mapping Subfile n as A n ⊆ A n , where |A n | = rK for all n. r reflects the redundancy of mapping the same subfile across different servers, and larger r can cause additional delay to the Map tasks execution. However, as we demonstrate later, having repetitive mapping outcomes at distinct servers can help to significantly reduce the communication load of the shuffling phase between Map and Reduce tasks. Example (Word-Counting: Map Tasks Execution). Having adopted the naive Map tasks assignment, the master controller sets r = p = 1 2 such that each server has to finish mapping all of the assigned chapters. As illustrated in Fig . As an example, a n represents the number appearances of the word A in Chapter n.
Step 3: Reduce Tasks
The goal of this step is to evaluate the final output (key, value) pairs, in a distributed fashion, from the intermediate (key,value) pairs evaluated in Step 2, i.e. Map tasks execution. One reducer is responsible for evaluating one of the Q keys, and thus a total of Q reducers are required to be executed on K servers. The reducers are evenly distributed across K servers and we denote the indices of the keys evaluated at Server k as W k . For simplicity, we assume that Q K is an integer and
To evaluate the key W q for q ∈ W k , the corresponding reducer at Server k needs the intermediate values of W q in all N subfiles {v qn } N n=1 . By the end of the Map tasks execution, Server k has mapped the subfiles in M k and knows the values {v qn : n ∈ M k }, thus the remaining values {v qn : n / ∈ M k } are needed from other servers. We consider a multicast LAN network where the K servers are interconnected through a shared link. Next, we formally define the data shuffling scheme to exchange the required values for reduction and the resulting communication load.
Definition 1 (Data Shuffling). A data shuffling scheme for a MapReduce job with N subfiles, Q keys, K servers and parameters p, r, {M k } K k=1 , is defined as follows: indicates that A appears 10 times in Chapter 1.
• At each time slot t ∈ N, one of the K servers, say Server k, creates a message of F bits as a function of the intermediate values known by that server after the Map tasks execution, denoted by X k,t = φ k,t ({v qn : q ∈ {1, . . . , Q}, n ∈ M k }), and sends it via the multicast network to all other servers. • The communication process continues for T times slots, until Server k, for all k ∈ {1, . . . , K}, is able to successfully construct the intermediate values needed to execute the reducers for the keys in W k , based on the messages it receives from other servers and its own Map outcomes for the keys in W k (i.e., {v qn : q ∈ W k , n ∈ M k }). • The communication load of a data shuffling scheme, denoted by L, is defined as L E{T }, i.e., the average number of communication time slots required for that scheme, where the average is taken over all possible Map tasks execution outcomes (i.e., which of the rK servers out of the pK servers have mapped each subfile).
As a baseline, we can consider the conventional MapReduce approach where each subfile is assigned to and mapped at only one server (pK = rK = 1). In this setting, each server maps N K subfiles, obtaining N K intermediate values for each of its assigned keys. Since each server reduces Q K keys, the communication load for the conventional approach is
By increasing p and r beyond 1 K , each subfile is now repeatitively mapped at rK > 1 servers and the total number of executed Map tasks increases by rK times: . After the communication every server knows the values of its interested word in all 12 chapters. The shuffling phase lasts for 24 time slots and thus the communication load of the uncoded scheme is 24, which is consistent with (2) for N = 12, Q = 4 and r = 1 2 . Notice that, if we had employed the conventional MapReduce approach where each subfile is mapped at only one server, the communication load of this particular job would have been 36 (setting N = 12 and Q = K = 4 in (1)).
Comparing equations (1) and (2), we notice that by repeatedly mapping the same subfile at more than one server, the communication load of the shuffling phase in MapReduce can be improved by a factor of 1− 1 K 1−r , when using a simple uncoded scheme. This improvement in the communication load results from the fact that by mapping each subfile repeatedly at multiple servers, the servers know rK times more intermediate values than the conventional approach, thus requiring less amount of communication during the shuffling phase. We denote this gain as the repetition gain, which is due to knowing more intermediate values locally at each server.
As we will show next, in addition to the repetition gain, repeatedly mapping each subfile at multiple servers can have (BC,40) [3, 1] (AC,26) [7, 2] (AB,39) [8, 4] (AB,40) [10, 6] (C,15) [1] (B,25) [3] (BD,31) [5, 1] (CD,21) [5, 3] (D,6) [1] (B,25) [5] (D,6) [3] (C,15) [5] (AD,16) [9, 2] (CD,21) [9, 7] (A,11) [7] (C,15) [2] (A,10) [9] (D,6) [2] (D,5) [7] (C,16) [9] (B,21) [11] (B,21) [12] (C,17) [10] (A,14) [8] (B,25) [4] (A,15) [11] (D,6) [4] (A,10) [12] (C,15) [6] (A,15) [10] (B,25) [6] (AD,21) [11, 4] (BD,26) [11, 8] (D,5) [8] (AC,25) [12, 6] (BC,38) [12, 10] a much more significant impact on reducing the communication load of the data shuffling, which can be achieved by a more careful assignment of Map tasks to servers and exploiting coding in the data shuffling phase. We will next illustrate this through a motivating example, which forms the basis of the general Coded MapReduce framework that we will later present in Section IV.
III. CODED MAPREDUCE: A MOTIVATING EXAMPLE
In this section we motivate Coded MapReduce via a simple example. In particular, we demonstrate through this example that, by carefully assigning Map tasks to the servers, there will be novel coding opportunities in the shuffling phase that can be utilized to significantly reduce the inter-server communication load of MapReduce.
We consider the same job of counting 4 words in a book with 12 chapters using 4 servers. While maintaining the same number of chapters to map at each server (6 in this case), we consider a new Map tasks assignment as follows.
Map Tasks Assignment
Instead of using the naive assignment, the master controller assigns the Map tasks such that M 1 = {1, 2, 3, 4, 5, 6}, M 2 = {1, 2, 7, 8, 9, 10}, M 3 = {3, 4, 7, 8, 11, 12}, M 4 = {5, 6, 9, 10, 11, 12}. Notice that in this assignment each chapter is assigned to exactly two servers and every two servers share exactly two chapters.
Map Tasks Execution
The master controller sets r = p such that each server has to finish mapping all assigned chapters. The execution of the Map tasks is different from that of the naive assignment such that after generating 4 intermediate (key,value) pairs for each of the assigned chapters, each server generates 3 coded (key,value) pairs as follows (see Fig. 3 ):
• Server 1 adds up the values of (B, 25) [3] and (C, 15) [1] to generate a pair (BC, 40) [3, 1] , adds up the values of (B, 25) [5] and (D, 6)[1] to generate another pair (BD, 31) [5, 1] , and adds up the values of (C, 15) [5] and (D, 6) [3] to generate a third pair (CD, 21)[5, 3], • Server 2 adds up the values of (A, 11) [7] and (C, 15) [2] to generate a pair (AC, 26) [7, 2] , adds up the values of (A, 10) [9] and (D, 6)[2] to generate another pair (AD, 16) [9, 2] , and adds up the values of (C, 16) [9] and (D, 5) [7] to generate a third pair (CD, 21)[9, 7], • Server 3 adds up the values of (A, 14) [8] and (B, 25) [4] to generate a pair (AB, 39) [8, 4] , adds up the values of (A, 15) [11] and (D, 6)[4] to generate another pair (AD, 21) [11, 4] , and adds up the values of (B, 21) [11] and (D, 5) [8] to generate a third pair (BD, 26) [11, 8] , • Server 4 adds up the values of (A, 15) [10] and (B, 25) [6] to generate a pair (AB, 40) [10, 6] , adds up the values of (A, 10) [12] and (C, 15)[6] to generate another pair (AC, 25) [12, 6] , and adds up the values of (B, 21) [12] and (C, 17) [10] to generate a third pair (BC, 38) [12, 10] .
A coded pair (W 1 W 2 , x)[n 1 , n 2 ] has key W 1 W 2 and value x, and it indicates that there are x occurrences in total of Word W 1 in Chapter n 1 and Word W 2 in Chapter n 2 .
Data Shuffling
The Reduce tasks are distributed the same as before. To fulfill the data requests for reduction, the shuffling process is carried out such that each server sends the 3 coded pairs generated during Map tasks execution.
Having received all coded pairs, each server performs an additional decoding operation before executing the final Reduce functions: [10] from the values of (BC, 40) [3, 1] , (BD, 31) [5, 1] , (AB, 39) [8, 4] , (BD, 26) [11, 8] , (AB, 40) [10, 6] and (BC, 38) [12, 10] respectively to decode 6 pairs it needs to count B: (B, 25) [3] , (B, 25) [5] , (B, 25) [4] , (B, 21) [11] , (B, 25) [6] and (B, 21) [12] , 3) Server 3 subtracts the values of (B, 25) [3] , (D, 6) [3] , (A, 11) [7] , (D, 5) [7] , (A, 10) [12] and (B, 21) [12] from the values of (BC, 40) [3, 1] , (CD, 21) [5, 3] , (AC, 26) [7, 2] , (CD, 21) [9, 7] , (AC, 25) [12, 6] and (BC, 38) [12, 10] from the values of (BD, 31) [5, 1] , (CD, 21) [5, 3] , (AD, 16) [9, 2] , (CD, 21) [9, 7] , (AD, 21) [11, 4] and (BD, 26) [11, 8] We notice that having successfully communicated the required intermediate values for the Reduce functions, the communication load of the proposed Coded MapReduce is 66% less than that of the conventional MapReduce approach, and 50% less than that of the naive assignment and uncoded shuffling scheme. The savings in the communication load result from the fact that each of the coded pairs (W 1 W 2 , v 1n1 + v 2n2 )[n 1 , n 2 ] simultaneously delivers v 1n1 and v 2n2 , given that v 1n1 is known at the server counting W 2 and v 2n2 is known at the server counting W 1 prior to data shuffling. For example since b 3 is known at Server 3 and c 1 is known at Server 2 before the shuffling phase, having Server 1 send (BC, b 3 + c 1 )[3, 1] simultaneously delivers b 3 to Server 2 and c 1 to Server 3. We call such opportunities of effectively communicating multiple values through a single use of the shared link as Coded Multicast. Similar ideas of optimally creating and exploiting the coding opportunities have been first used in caching problems [11] - [13] . This type of coding is closely related to the network coding [15] problem and the index coding problem [16] , [17] . More detailed discussion about the connections between these problems can be found in [11] .
We shall point out here that beyond the word-counting job, for a general MapReduce job with sufficiently large number of subfiles, our general Coded MapReduce scheme, which is presented in the next section, can reduce the communication load from the conventional MapReduce approach by a factor that scales linearly with the number of servers in the system.
IV. CODED MAPREDUCE: GENERAL DESCRIPTION AND PERFORMANCE ANALYSIS
In this section we present our general Coded MapReduce scheme in detail and analyze its communication load in the data shuffling phase.
To demonstrate the substantial reduction in communication load of Coded MapReduce, we first compare analytically compare its performance with that of the conventional MapReduce approach, which is formally stated in the following Theorem:
Consider a MapReduce job of using K servers to evaluate Q keys in an input file consisting of N subfiles, where each subfile is repetitively assigned to pK servers according to the Coded MapReduce scheme, which will be described in Subsection IV-A, and is randomly and uniformly mapped at rK of those servers for some r ∈ { 1 K , . . . , p}. Then, the communication load of the proposed Coded MapReduce scheme L CMR (r) satisfies
where L conv is the communication load of the conventional MapReduce approach, as defined in (1). Remark 1. The first term on the right hand side of (3) (i.e., 1−r 1− 1 K ) can be viewed as the repetition gain, which is due to knowing intermediate values from more subfiles locally at each server, and the second term (i.e., 1 rK ) can be viewed as the coding gain, which scales linearly with the number of servers. Note that 1−r 1− 1 K ≥ 1 − r, hence the repetition gain does not scale with K, so the overall gain of Coded MapReduce is mostly due to coding. Remark 2. As an example, we have numerically compared the communication loads of the conventional MapReduce approach, the uncoded shuffling scheme and the Coded MapReduce for a specific set of parameters in Fig. 4 . One can note that for an input file consisting of 1200 subfiles (N = 1200), when each subfile is repeatedly assigned to 7 servers and actually mapped at 2 of them (rK = 2), we observe a repetition gain of 1.125×, a coding gain of 1.81× over the uncoded scheme, and an overall 2.03× reduction in communication load from the conventional approach by Coded MapReduce. When rK is increases to 7, i.e., every server has to finish mapping all its assigned subfiles, the repetition gain increases to 3×, the coding gain increases to 7× and Coded MapReduce achieves an overall 21× reduction in communication load. Lastly, we notice that the coding gain for this particular job is proportional to rK, which is consistent with (3). Remark 3. We believe that the Coded MapReduce (approximately) achieves the lower bound on the communication load of any data shuffling scheme, and the detailed proof is under preparation.
A. Coded MapReduce (proof of Theorem 1)
Before proceeding to detailed descriptions of the Coded MapReduce scheme, we recall that M k indicates the set of subfiles mapped at Server k, and A n indicates the set of servers that have mapped Subfile n.
Map Tasks Assignment
We assume that N is sufficiently large and N = g K pK for some integer g 1 . The master controller partitions the subfiles into K pK equal-sized batches, each containing g unique subfiles. For each batch, the master controller chooses a distinct subset of pK servers, and assign all g subfiles in that batch to each of these pK servers.
Because each server belongs to K − 1 pK − 1 subsets of size pK, each server is assigned g K − 1 pK − 1 = pN subfiles, satisfying the assignment requirement. For the motivating example in Section III, N = 12, Q = K = 4, pK = 2, thus we have g = 2. Every 2 servers are assigned 2 unique chapters.
Map Tasks Execution
After the Map tasks assignment, each server starts to map all of its assigned subfiles simultaneously. We assume that the times the K servers spend mapping their assigned subfiles are i.i.d. across servers and subfiles. Thus the probability that any subset of rK servers in A n has mapped Subfile n by the end 1 Otherwise we can introduce enough empty subfiles to have an integervalued g.
of Map tasks execution is 1 pK rK , for all n ∈ {1, . . . , N }.
Since each group of rK servers are assigned g K − rK pK − rK subfiles, the expected number of subfiles mapped at any group of rK servers is
By law of large numbers and the fact that N = g K pK > g K − rK pK − rK , for sufficiently large N the actual number of subfiles mapped at any group of rK servers is
with high probability.
Before proceeding to describe the Reduce tasks, we define an important quantity V k S for k ∈ {1, . . . , K} and S ⊆ {1, . . . , K} such that V k S is a set of information bits required by Server k and known exclusively at all servers in S. More precisely, V k S {v qn : q ∈ W k , k / ∈ A n = S}.
Data Shuffling
The inter-server communication is carried out as follows to exchange the missing values for Reduce functions: 1) For each subset S of {1, . . . , K} such that |S| = rK +1 and each k ∈ S, arbitrarily partition V k S\{k} into rK disjoint segments each containing |V k S\{k} | rK bits:
where V k S\{k},i is the segment associated with Server i. Since each server evaluates Q K keys and by (4) we have
for all k ∈ S. 2) For each i ∈ S, Server i zero-pads all associated segments V k S\{k},i : k ∈ S\{i} to the length of the longest one and sends the following coded segment:
where ⊕ denotes bitwise XOR. Due to (5) and (6), the length of each coded segment is
Consider the the motivating example in Section III. In the subset of servers S = {1, 2, 3},
These sets of values are segmented such that [8, 4] . After Server k, k ∈ S\{i} receives the coded segment (7) from Server i, because Server k knows all the information bits in V k S\{k },i for all k ∈ S\{i, k}, it can cancel them from the coded segment and recover the intended bits in V k S\{k},i . Since the intermediate values of all keys in each subfile is known exactly at rK servers, the above shuffling scheme satisfies all data requests for reduction.
Remark 4. The idea of efficiently creating and exploiting coded multicasting was initially proposed in the context of cache networks in [11] , [12] , and extended in [13] , [14] , where caches pre-fetch part of the content in a way that coding opportunities can be optimally exploited to reduce network traffic during the content delivery. We notice that interestingly, such opportunities exist in a general MapReduce environment if each subfile is repeatedly mapped at different servers, and we propose Coded MapReduce to utilize them to significantly reduce the shuffling load.
Continuing for a total of K rK + 1 iterations, the shuffling phase of Coded MapReduce achieves a communication load
where (a) is because that N = g K pK .
Compared with the conventional MapReduce approach:
as stated in Theorem 1.
V. MAP PROCESSING TIME VS. COMMUNICATION LOAD OF CODED MAPREDUCE As Coded MapReduce slashes the inter-server communication load through repetitive Map operations across servers, processing more Map tasks incurs extra delay to the job execution. In this section, we analytically and numerically investigate this effect and the tradeoff between the processing time of the Map tasks and the inter-server communication load of Coded MapReduce.
A. Map Processing Time of Coded MapReduce
We first recall that after the Map tasks assignment, each server starts to process the assigned pN subfiles until each of the N subfiles has been mapped at rK distinct servers. We assume that all subfiles are of the same size and are simultaneously available for processing. We employ the processor-sharing (PS) model in [18] , [19] as our service discipline where the processing rate of each server, denoted as µ, is evenly distributed among all assigned pN Map tasks. We assume that the K servers start their respective Map tasks at the same time and the Map processing times of the subfiles within and across servers are i.i.d. exponential random variables with rate µ pN 2 . Suppose that the Map tasks are carried out error-free, then the Map processing time of a single subfile say Subfile n, S n is the rKth-order statistic of pK i.i.d. exponential random variables with rate µ pN , and the probability density function of S n by [20] is
where f (s) = µ pN e − µ pN s and F (s) = 1 − e − µ pN s are the PDF and CDF of an exponential random variable with rate µ pN respectively.
We can further derive the CDF of the processing time of Subfile n (i.e., S n ) as 
The average processing time to map Subfile n, i.e., the expected value of S n , is (see e.g. [21] )
Since the Map tasks execution continues until each of the N subfiles is mapped at rK servers, the overall Map processing time, S = max{S 1 , . . . , S N }, where S 1 , . . . , S N are i.i.d. random variables with the probability density function in (11) and the cumulative distribution function in (12) .
The CDF S can be calculated as F S (s) = 
VI. CONCLUSION
In this paper, we propose Coded MapReduce, a joint framework that aims to improve the performance of data shuffling in a MapReduce environment. We demonstrate through analytical analysis that, by carefully assigning repetitive Map tasks onto different servers and smartly coding the transmitted message bits across keys and data blocks, Coded MapReduce can slash the inter-server communication load by a factor that grows linearly with number of servers in the system. We also explore the inherent tradeoff of Coded MapReduce between the computation load of the Map tasks and the communication load of the data shuffling, shedding light on optimizing Coded MapReduce to minimize the overall job completion time.
