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Abstract 
This paper presents a method for designing semi-supervised classifier trained on labeled and unlabeled instances. We 
explore the trade-off maximizing a generative likelihood of labeled and unlabeled data. Moreover, mixture models 
are an interesting and flexible model family. The different uses of mixture models include for example generative 
models and density estimation. This paper investigates semi-supervised learning of mixture models using a unified 
objective function taking both labeled and unlabeled data into account. We conducted experiments on the WebKB 
and 20NEWSGROUPS. The results show that unlabeled data results in improvement in classification accuracy over 
the supervised model. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of [name organizer] 
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1.  Introduction  
Over the past decade, the Web is a popular and interactive medium to disseminate information today. 
The Web is huge, diverse, and dynamic and thus raises the scalability, multimedia data, and temporal 
issues respectively. On the Web, classification plays a vital role. Web page classification is the process of 
assigning a Web page to one or more predefined category labels. Classification is traditionally posed as a 
supervised learning problem in which a set of labeled data is used to train a classifier which can be applied 
to label future examples. The general problem of Web page classification can be divided into more specific 
problems: subject classification, functional classification, sentiment classification, and other types of 
classification. Subject classification is concerned about the subject or topic of a Web page. Functional 
classification cares about the role that the Web page plays. Sentiment classification focuses on the opinion 
that is presented in a Web page, that is, the author’s attitude about some particular topic. Other types of 
classification include genre classification search engine spam classification and so on. Classification of 
page content is essential to focused crawling, to the assisted development of web directories, to topic-
specific Web link analysis, to contextual advertising, and to analysis of the topical structure of the Web [1].  
Classification based on density estimators is one of the basic methods used in machine learning (see e.g. 
[2] for an introduction to the subject). Among the non-parametric density estimation methods, the most 
popular is the Mixture Model. Mixture modeling is an effective and widely practiced density estimation 
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method, capable of representing the phenomena that underlie many real-world datasets. Model selection 
methods treat the number of components as an unknown constant and set its value based on the observed 
data.  
The semi-supervised learning (SSL) problem has recently drawn large attention in the machine learning 
community, mainly due to its significant importance in practical applications. Semi-supervised learning 
algorithms based on probabilistic approaches have been proposed for generative and discriminative 
classifiers. Generative classifiers learn the joint probability model ( , )p x y  of the feature vector x and 
class label y of a data sample and make their predictions by using Bayes rule to compute ( | )p y x and 
then taking the most probable label y. For semi-supervised learning of the classifier, unlabeled samples are 
dealt with as a missing class label problem and are incorporated in a mixture of joint probability models [3]. 
Markov chain methods for sampling from the posterior distribution of a Dirichlet process mixture model. 
One new approach is to make Metropolis-Hastings updates of the indicators specifying which mixture 
component is associated with each observation, perhaps supplemented with a partial form of Gibbs 
sampling. The other new approach extends Gibbs sampling for these indicators by using a set of auxiliary 
parameters [4]. Semi-supervised learning algorithms are desired when there are insufficient labeled 
samples to obtain good supervised classifiers with generalization ability. In supervised learning cases, it 
has been shown that discriminative classifiers often achieve better performance than generative classifiers 
but that generative classifiers often provide better generalization performance than discriminative 
classifiers when trained with few labeled samples [5]. Therefore, we explore generative approaches to 
benefit from their respective advantages and, thus, obtain semi-supervised classifiers with good 
performance. 
With the ultimate goal of applying semi-supervised learning in Web content classification, this paper 
investigates the learning capability of algorithms within Dirichlet Mixture Models because DMM is the 
basic model inside a MCMC, therefore 1) the update equations derived for the parameters of DMM can be 
conveniently extended to EM for Web content classification. 2) DMM can serve as point to help us 
understand more details about the semi-supervised learning process. 
This paper makes the following contribution: 
x It studies the impact of model complexity on learning of algorithms. 
x It studies the impact of the amount of unlabeled data on learning of algorithms. 
The rest of this article is organized as follows: In Section2, SSL and mixture models are introduced. In 
Section3, show the algorithm for web page classification using SSL. We report experimental results on 
WEBKB and 20Newsgroup in Section4. Finally, conclusions and future work are presented in Section5. 
2. Semi-supervised learning and Mixture model 
Traditionally, there have been two fundamentally different types of tasks in statistical machine learning. 
The first one is unsupervised learning. The second task is supervised learning. 
A. Semi-supervised Learning 
Semi-supervised learning (SSL) is halfway between supervised and unsupervised learning. In addition 
to unlabeled data, the algorithm is provided with some supervision information -- but not necessarily for all 
examples. Often, this information will be the targets associated with some of the examples. In this case, the 
data set [ ]( )i i NX x   can be divided into two parts: the points 1, ,( )mlX x x " , for which labels 
1( , ,l yY  "  )my are provided, and the points 1( , ),u m n mX x x  " , the labels of which are not 
known. The difference to standard classification lies in the available data: a small labeled sample 
1{ , }
M
ml mmx yD   is extended by a larger unlabeled sample | ,{ }1 ,u M j jD x n   " drawn from the 
marginal ( )p x . 
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B. Semi-supervised Classification with EM  
In the semi-supervised setting with labeled and un-labeled data, we would still like to find the 
maximum a posteriori (MAP) parameter estimates. Using the Expec-tation Maximization (EM) technique, 
we can find locally MAP parameter estimates for the generative model. 
The EM technique as applied to the case of labeled and unlabeled data with naive Bayes yields a 
straight-forward and appealing algorithm.  This algorithm is summarized in Table 1. .[6] 
TABLE I. The basic EM algorithm for semi-supervised learning of a web page classifier 
Inputs: Collections lX of labeled instance and uX  of unlabeled instance.  
• Build an initial naive Bayes classifier, Tˆ , from the labeled instance, lX , only. Use maximum a 
posteriori parameter estimation to find ˆ arg max ( | )lp XTT T  ( )p T  . 
 • Loop while classifier parameters improve, as measured by the change in ,( )|l X YT (the log 
probability of the labeled and unlabeled data, and the prior) (see Equation 1): 
• (E-step) Use the current classifier, Tˆ , to estimate component membership of each unlabeled 
instance, i.e., the probability that each mixture component (and class) generated each instance, 
;( )ˆ|j ixp c T .  
• (M-step) Re-estimate the classifier, Tˆ , given the estimated component membership of each 
instance. Use maximum a posteriori parameter estimation to find (ˆ arg max , | ) ( )p X Y pTT T T  . 
• Output: A classifier, Tˆ  , that takes an unlabeled instance and predicts a class label.  
More formally, learning a classifier is approached as calculating a maximum a posteriori estimate of T , 
i.e. arg max ( ) ( , | )p p X YT T T , which is equivalent to maximizing the log of the same. Consider the 
second term of the maximization, the probability of all the observable data. The probability of an 
individual unlabeled document is a sum of total probability over all the classes, as in Equation 1. For the 
labeled data, the generating component is already given by label iy  and we do not need to refer to all 
mixture components—just the one corresponding to the class. Using uX to refer to the unlabeled examples, 
and lX to refer to the examples for which labels are given, the expected log probability of the full data is:  
[ ]
| , log( ( ))
log ( | ) ( | ; )
log( ( | ) ( | ; ))
( )
i u
i l
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X Y p
p c p x c
p y
l
c p x y c
T T
T T
T T
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

  
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¦
ҏ                               (1) 
The algorithm iterates until it converges to a point where Tˆ  does not change from one iteration to the 
next. Algorithmically, we determine that convergence has occurred by observing a below-threshold change 
in the log-probability of the parameters (Equation 1), which is the height of the surface on which EM is 
hill- climbing.  
502   Bai JingHua et al. /  Physics Procedia  25 ( 2012 )  499 – 505 
 
C. The Dirichlet Model 
The Dirichlet distribution is defined for a random vector, 1, ,( )Vp pp p " on a simplex of V 
dimensions. Elements of a random vector on a simplex sum to 1. We interpret p as word occurrence 
probabilities on V words of a vocabulary, so that the Dirichlet distribution models word occurrence 
probabilities. The model is summarized in figure 1.The density function of the Dirichlet for p is: 
1
1
( )( ; )
( )1
v
V
D v
v
v
p
V
v
P D
D
D

 
* 
* 

p Į                                                     (2) 
where 1( , , )VD D Į " is a parameter vector, 0vD ! and 1 v
V
v
D D  ¦ . 
The Dirichlet mixture distribution [7] with M components is defined as the following: 
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where 1( , , )mO O Ȝ "  is a weight vector for each component Dirichlet distribution and m mvvD D ¦ . 
When the random vector p as parameters of a multinomial is drawn from the DM, the compound 
distribution for discrete outcomes 1( , , )Vy y y "  is:  
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where v
v
y y ¦  
Each vy  means occurrence frequency of the v-th word in a document. This distribution is called the 
Dirichlet-multinomial mixture. The Polya mixture is used to estimate parameters for the DM, Į  andȜ .  
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Figure 1. Graphical models for Dirichlet mixture model 
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3. Algorithm 
Web page classification methods for estimating parameters were introduced for the DMM with a 
maximum likelihood estimator of the Polya mixture model.  
Given the i-th training document, outcomes can be determined for words 1( , , )i i iVd d d " . For N 
training documents, the log likelihood function for the training documents 1( , , )NdD d "  is: 
 1 1
1
log(D;Ȝ ; ), ) ( Ȝ,
N
M M
PM i
i
P dD D
 
 ¦$     (5) 
The Ȝ  and D  that maximize the above likelihood function are also DM parameters. 
Assuming 1( , , )i i iVZ z z " and iz is a hidden variable that denotes a component generating the i-th 
document, the log likelihood for the complete data is: 
 1 1
1
(D,Z;Ȝ, ) Ȝ,log ( , ; )
N
M M
i i
i
P d zD D
 
 ¦$      (6) 
The DM model with parameters estimated using the above methods is regarded as a prior for the 
distribution of word occurrence probabilities. The following formula is a posterior distribution for word 
occurrence probability given the data history 1( , , )Vdd d " , assuming a multinomial distribution for 
count data y, with parameter p distributed according to a DM with parameter D  as a prior:  
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Expectation of occurrence probability of the w-th word in a vocabulary, ( * | )P w y , is: 
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Finally, taking the product of the marginal probabilities of single documents, we obtain the probability 
of a corpus. We employ the corpus to estimate classifier: 
 ˆˆˆ arg max ( | , ) ( )y PM my p x p yD O      (9) 
4. Empirical evaluation 
In order to evaluate the properties of semi-supervised learning algorithms for Dirichlet mixture model, 
we have conducted experiments on two real-world datasets, WebKB and 20Newsgroup. 
The WebKB1 dataset contains Web pages that were collected from the computer science departments 
of universities. The pages are divided seven categories: student, faculty, staff, course, project, department 
and other. In this paper, we used only four categories: course, faculty, project, and student. There were 
4,199 Web pages in these categories. We removed tags and links from the pages. We called this selected 
WebKB dataset as WebKB top-4 dataset. 
The 20 newsgroups2 dataset is a collection of approximately 20,000 documents that were collected 20 
different newsgroups with about 1000 messages from each newsgroup. This collection consists of 19,974 
non-empty documents distributed evenly across 20 newsgroups and we selected 19,946 non-empty 
documents which are all the same after feature selection. 
We fixed the size of labeled dataset (5% of training set). For these two datasets, we performed stop 
word removal, stemming, and case-conversion to lower case before feature selection was applied on the 
training set. Furthermore, we apply Documents Frequency (DF) feature selecting method to the documents 
of both WebKB and 20NG datasets.   
TABLE II. Experimental Results on the WebKB top-4 
 SSL-DMM-EM NB/EM SSL- EM 
Macro-averaging 
precision 0.795 0.755 0.783 
Macro-averaging recall 0.732 0.703 0.714 
Marco-averaging F1 0.768 0.751 0.732 
TABLE III. Experimental Results on the 20NG dataset 
 SSL-DMM-EM NB/EM SSL- EM 
Macro-averaging 
precision 0.779 0.682 0.693 
Macro-averaging recall 0.726 0.653 0.634 
Marco-averaging F1 0.765 0.645 0.656 
5. Conclusion And Future Work 
                                                          
1 http://www.cs.cmu.edu/afs/cs.cmu.edu/project/theo-51/www/co-training/data/ 
2 http://www.cs.cmu.edu/afs/cs.cmu.edu/project/theo-20/www/data/news20.html 
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Regardless of the dataset and the training objective type on labeled data, there are some general 
properties about the semi-supervised learning algorithms studied in this work. First, while limited amount 
of labeled data can at most train models of lower complexity well, the addition of unlabeled data makes the 
updated models of higher complexity much improved and sometimes performs better than less complex 
models. Second, there is a trend that more unlabeled data results in more improvement in classification 
accuracy over the supervised model. 
In the future, we will apply co-training learning to web page classification. At the same time, we will 
show that web-link and web-page content using mixture models to co-training learning. Also, thorough 
comparative study of co-training and other learning methods that employ unlabeled data would be 
beneficial for the Machine Learning community. 
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