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Abstract
This thesis is devoted to the study of dynamical symmetry enhancement of black hole horizons
in string theory. In particular, we consider supersymmetric horizons in the low energy limit
of string theory known as supergravity and we prove the horizon conjecture for a number of
supergravity theories. We first give important examples of symmetry enhancement in D = 4 and
the mathematical preliminaries required for the analysis. Type IIA supergravity is the low energy
limit of D = 10 IIA string theory, but also the dimensional reduction of D = 11 supergravity
which itself the low energy limit of M-theory. We prove that Killing horizons in IIA supergravity
with compact spatial sections preserve an even number of supersymmetries. By analyzing the
global properties of the Killing spinors, we prove that the near-horizon geometries undergo a
supersymmetry enhancement. This follows from a set of generalized Lichnerowicz-type theorems
we establish, together with an index theory argument. We also show that the symmetry algebra
of horizons with non-trivial fluxes includes an sl(2,R) subalgebra. As an intermediate step in the
proof, we also demonstrate new Lichnerowicz type theorems for spin bundle connections whose
holonomy is contained in a general linear group. We prove the same result for Roman’s Massive IIA
supergravity. We also consider the near-horizon geometry of supersymmetric extremal black holes
in un-gauged and gauged 5-dimensional supergravity, coupled to abelian vector multiplets. We
consider important examples in D = 5 such as the BMPV and supersymmetric black ring solution,
and investigate the near-horizon geometry to show the enhancement of the symmetry algebra of
the Killing vectors. We repeat a similar analysis as above to prove the horizon conjecture. We
also investigate the conditions on the geometry of the spatial horizon section S.
i
Acknowledgements
Firstly, I would like to express my gratitude to Jan Gutowski for his guidance in my research, and
for his patience and understanding.
I would also like to thank my PhD mentor, Geoffrey Cantor, who has guided me through the trials
and tribulations and Jean Alexandre for all his support in helping me cross the finish line.
Finally, I would like to thank my family and friends, especially my parents, for all their support
over the years and throughout my education and life.
ii
“Black holes provide theoreticians with an important theoretical laboratory to test ideas.
Conditions within a black hole are so extreme, that by analyzing aspects of black holes we see
space and time in an exotic environment, one that has shed important, and sometimes perplexing,
new light on their fundamental nature.”
Brian Greene
iii
Table of Contents
Abstract i
Acknowledgements ii
1 Introduction 1
1.1 Black holes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1.1 Other solutions: Reisser-Nordstro¨m metric (1918) . . . . . . . . . . . . . . 7
1.1.2 Kerr metric (1963) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.1.3 The Kerr-Newman geometry (1965) . . . . . . . . . . . . . . . . . . . . . . 10
1.1.4 The no-hair theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.1.4.1 Higher dimensional black holes . . . . . . . . . . . . . . . . . . . . 11
1.1.5 The laws of black hole mechanics and entropy . . . . . . . . . . . . . . . . . 12
1.2 Symmetry in physics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.2.1 Noether’s theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.2.2 Poincare´ symmetry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.3 Quantum gravity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.3.1 Kaluza-Klein unification and compactification . . . . . . . . . . . . . . . . . 18
1.3.2 Supersymmetry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
1.3.3 Super-poincare´ symmetry . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
1.3.4 Superstring theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
1.3.4.1 The first superstring revolution . . . . . . . . . . . . . . . . . . . . 23
1.3.4.2 The second superstring revolution . . . . . . . . . . . . . . . . . . 23
1.4 Supergravity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
1.4.1 D = 4, N = 8 supergravity . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
1.4.2 D = 11, N = 1 supergravity . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
1.5 Summary of Research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
1.5.1 Plan of Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
1.6 Statement of Originality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
1.7 Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2 Killing Horizons and Near-Horizon Geometry 39
2.1 Killing horizons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
iv
TABLE OF CONTENTS v
2.2 Gaussian null coordinates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.2.1 Extremal horizons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
2.3 The near-horizon limit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.3.1 Examples of near-horizon geometries . . . . . . . . . . . . . . . . . . . . . . 46
2.3.2 Curvature of the near-horizon geometry . . . . . . . . . . . . . . . . . . . . 49
2.3.3 The supercovariant derivative . . . . . . . . . . . . . . . . . . . . . . . . . . 50
2.4 Field strengths . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
2.5 The maximum principle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
2.6 The classical Lichnerowicz theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3 Supergravity 55
3.1 D = 11 to IIA supergravity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.2 IIA to Roman’s massive IIA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.3 D = 11 to D = 5, N = 2 supergravity . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.3.1 Ungauged . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.3.2 Gauged . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4 D = 10 IIA Horizons 68
4.1 Horizon fields and KSEs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.1.1 Near-horizon fields . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.1.2 Horizon Bianchi identities and field equations . . . . . . . . . . . . . . . . . 69
4.1.3 Integration of KSEs along the lightcone . . . . . . . . . . . . . . . . . . . . 71
4.1.4 Independent KSEs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.2 Supersymmetry enhancement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.2.1 Horizon Dirac equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.2.2 Lichnerowicz type theorems for D(±) . . . . . . . . . . . . . . . . . . . . . . 75
4.2.3 Index theory and supersymmetry enhancement . . . . . . . . . . . . . . . . 77
4.3 The sl(2,R) symmetry of IIA horizons . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.3.1 Construction of η+ from η− Killing spinors . . . . . . . . . . . . . . . . . . 78
4.3.2 Killing vectors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.3.3 sl(2,R) symmetry of IIA-horizons . . . . . . . . . . . . . . . . . . . . . . . . 81
4.4 The geometry and isometries of S . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
5 Roman’s Massive IIA Supergravity 83
5.1 Horizon fields and KSEs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
5.1.1 Horizon Bianchi identities and field equations . . . . . . . . . . . . . . . . . 84
5.1.2 Integration of KSEs along lightcone . . . . . . . . . . . . . . . . . . . . . . 86
5.1.3 The independent KSEs on S . . . . . . . . . . . . . . . . . . . . . . . . . . 88
5.2 Supersymmetry enhancement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.2.1 Horizon Dirac equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.2.2 Lichnerowicz type theorems for D (±) . . . . . . . . . . . . . . . . . . . . . 90
5.2.3 Index theory and supersymmetry enhancement . . . . . . . . . . . . . . . . 91
TABLE OF CONTENTS vi
5.3 The sl(2,R) symmetry of massive IIA horizons . . . . . . . . . . . . . . . . . . . . 91
5.3.1 η+ from η− Killing spinors . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
5.3.2 Killing vectors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.3.3 sl(2,R) symmetry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.4 The geometry and isometries of S . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
6 D = 5 Supergravity Coupled to Vector Multiplets 95
6.1 Near-horizon geometry of the BMPV black holes and black rings . . . . . . . . . . 96
6.2 Horizon fields and KSEs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
6.2.1 Near-horizon fields . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
6.2.2 Horizon Bianchi indentities and field equations . . . . . . . . . . . . . . . . 103
6.2.3 Gauge field decomposition . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
6.2.4 Integration of the KSEs along the lightcone . . . . . . . . . . . . . . . . . . 106
6.2.5 The independent KSEs on S . . . . . . . . . . . . . . . . . . . . . . . . . . 108
6.3 Supersymmetry enhancement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
6.3.1 Horizon Dirac equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
6.3.2 Lichnerowicz type theorems for D (±) . . . . . . . . . . . . . . . . . . . . . . 110
6.3.3 Index theory and supersymmetry enhancement . . . . . . . . . . . . . . . . 111
6.4 The sl(2,R) symmetry of D = 5 horizons . . . . . . . . . . . . . . . . . . . . . . . 112
6.4.1 Algebraic relationship between η+ and η− spinors . . . . . . . . . . . . . . 112
6.4.2 Killing vectors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
6.4.3 sl(2,R) symmetry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
6.5 The geometry and isometries of S . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
6.5.1 Classification of the geometry of S in the ungauged theory . . . . . . . . . 116
6.5.2 Analysis of the geometry of S in the gauged theory . . . . . . . . . . . . . . 119
7 Conclusion 122
Appendices 127
A Regular Coordinate Systems and Curvature 127
A.1 Gaussian null coordinates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
A.2 Other regular co-ordinate systems . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
A.3 Curvature of near-horizon geometries . . . . . . . . . . . . . . . . . . . . . . . . . . 129
B Clifford Algebras and Gamma Matrices 131
C IIA Supergravity Calculations 134
C.1 Integrability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
C.2 Alternative derivation of dilaton field equation . . . . . . . . . . . . . . . . . . . . 137
C.3 Invariance of IIA fluxes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
C.4 Independent KSEs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
C.4.1 The (4.25) condition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
C.4.2 The (4.28) condition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
C.4.3 The (4.21) condition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
C.4.4 The + (4.27) condition linear in u . . . . . . . . . . . . . . . . . . . . . . . 144
C.4.5 The (4.22) condition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
C.4.6 The (4.23) condition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
C.4.7 The + (4.24) condition linear in u . . . . . . . . . . . . . . . . . . . . . . . 145
C.5 Calculation of Laplacian of ‖ η± ‖2 . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
C.6 Lichnerowicz theorem for D(−) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
D Massive IIA Supergravity Calculations 157
D.1 Integrability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
D.2 Alternative derivation of dilaton field equation . . . . . . . . . . . . . . . . . . . . 160
D.3 Invariance of massive IIA fluxes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
D.4 Independent KSEs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
D.4.1 The (5.24) condition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
D.4.2 The (5.27) condition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
D.4.3 The (5.20) condition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
D.4.4 The + (5.26) condition linear in u . . . . . . . . . . . . . . . . . . . . . . . 167
D.4.5 The (5.21) condition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
D.4.6 The (5.22) condition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
D.4.7 The + (5.23) condition linear in u . . . . . . . . . . . . . . . . . . . . . . . 168
D.5 Calculation of Laplacian of ‖ η± ‖2 . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
E D = 5 Supergravity Calculations 173
E.1 Supersymmetry conventions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
E.2 Integrability conditions of D = 5 supergravity . . . . . . . . . . . . . . . . . . . . . 174
E.2.1 Inclusion of a U(1) gauge term . . . . . . . . . . . . . . . . . . . . . . . . . 178
E.3 Scalar orthogonality condition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180
E.4 Simplification of KSEs on S . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180
E.4.1 The condition (6.64) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
E.4.2 The condition (6.65) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182
E.4.3 The condition (6.68) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183
E.4.4 The condition (6.71) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183
E.4.5 The condition (6.66) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184
E.4.6 The positive chirality part of (6.67) linear in u . . . . . . . . . . . . . . . . 185
E.4.7 The positive chirality part of condition (6.70) linear in u . . . . . . . . . . . 185
E.5 Global analysis: Lichnerowicz theorems . . . . . . . . . . . . . . . . . . . . . . . . 186
F sl(2,R) Symmetry and Spinor Bilinears 190
Bibliography 192
vii
List of Figures
1.1 Event horizon of a black hole enclosing a singularity (credit: https://goo.gl/
CAXqfD) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2 Light cones tipping near a black hole (credit: https://goo.gl/riTdG1) . . . . . . 5
1.3 Penrose diagram of a collapsing star where i+, i− denote future and past timelike
infinity respectively and i0 is spacelike infinity . . . . . . . . . . . . . . . . . . . . . 6
1.4 Diagram showing where quantum gravity sits in the hierarchy of physical theories
(credit: https://goo.gl/9RmT3Z) . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.5 Theory Of Everything . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.6 Kaluza-Klein compactification (credit: https://goo.gl/cXymk1) . . . . . . . . . . 18
1.7 The Standard Model and Supersymmetry (credit: https://goo.gl/QcqXih) . . . 19
1.8 A diagram of string theory dualities. Yellow lines indicate S-duality. Blue lines
indicate T-duality. (credit: https://goo.gl/j771v7) . . . . . . . . . . . . . . . . 24
1.9 Open strings attached to a pair of D-branes (credit: https://goo.gl/nvdmgM) . . 24
1.10 A schematic illustration of the relationship between M-theory, the five superstring
theories, and eleven-dimensional supergravity. (credit: https://goo.gl/5Q4Aw4) . 28
1.11 Compactification/Low energy limit . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.1 Roman’s massive IIA deformation . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
viii
Chapter 1
Introduction
1.1 Black holes
A black hole is a region of spacetime that has such strong gravitational effects that nothing, not
even light can escape. This literally makes the region black as no photons or massive particles
are able to escape this region, and hence we cannot observe it. In other words, it is the region
where light rays cannot escape to infinity. They can be formed from the gravitational collapse of
massive stars but are also of interest in their own right, independently of how they were formed.
Far from being hungry beasts devouring everything in their vicinity as shown in popular culture,
we now believe certain (supermassive) black holes actually drive the evolution of galaxies [122].
In 2016, the Laser Interferometer Gravitational-Wave Observatory (LIGO) made the first detection
of gravitational waves from a binary black hole merger [1] which was a milestone in physics
and astronomy. It confirmed a major prediction of Einstein’s general theory of relativity and
marked the beginning of the new field of gravitational-wave astronomy. Gravitational waves carry
information about their origins and about the nature of gravity that cannot otherwise be obtained.
The gravitational waves were produced in the final moments before the merger of two black holes,
14 and 8 times the mass of the sun to produce a single black hole 21 times the mass of the
sun. During the merger, which occurred approximately 1.4 billion years ago, a quantity of energy
roughly equivalent to the mass of the sun was converted into gravitational waves. The detected
signal comes from the last 27 orbits of the black holes before their merger. In 2017, another
observation by LIGO and Virgo gravitational-wave detectors of a binary neutron star inspiral
signal, called GW170817 [4] and associated to the event a gamma-ray burst [2] was independently
observed [3]. These led to new bounds and constraints for fundamental physics, such as the
stringent constraint on the difference between the speed of gravity and the speed of light, a
1
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new bound on local Lorentz invariance violations and a constraint on the Shapiro delay between
gravitational and electromagnetic radiation which enabled a new test of the equivalence principle
[2]. As a result, these bounds also constrain the allowed parameter space of the alternative theories
of gravity that offer gravitational explanations for the origin of dark energy or dark matter.
Black hole research is at the forefront of modern physics because much about black holes is still
unknown. Currently, the best two theories we have that describe the known universe are the
Standard Model of particle physics (a quantum field theory) and general relativity (a classical
field theory). Most of the time these two theories do not talk to each other, with the exception of
two arenas: the singularity before the Big Bang and the singularity formed within a black hole.
The singularity is a point of infinite density and thus the physical description necessarily requires
quantum gravity. Indeed Roger Penrose and Stephen Hawking also showed 48 years ago that,
according to general relativity, any object that collapses to form a black hole will go on to collapse
to a singularity inside the black hole [85]. This means that there are strong gravitational effects
on arbitrarily short distance scales inside a black hole and such short distance scales, we certainly
need to use a quantum theory to describe the collapsing matter.
General relativity is not capable of describing what happens near a singularity and if one tries
to quantize gravity naively, we find divergences that we can’t cancel because gravity is non-
renormalizable1 [61]. String theory is a broad and varied subject that attempts to remedy this
and to address a number of deep questions of fundamental physics. It has been applied to a
variety of problems in black hole physics, early universe cosmology, nuclear physics, and condensed
matter physics, and it has stimulated a number of major developments in pure mathematics.
Because string theory potentially provides a unified description of gravity and particle physics, it
is a candidate for a theory of everything, a self-contained mathematical model that describes all
fundamental forces and forms of matter.
In the currently accepted models of stellar evolution, black holes are thought to arise when massive
stars undergo gravitational collapse, and many galaxies are thought to contain supermassive black
holes at their centers. Black holes are also important for theoretical reasons, as they present
profound challenges for theorists attempting to understand the quantum aspects of gravity. String
theory has proved to be an important tool for investigating the theoretical properties of black
holes because it provides a framework in which theorists can study their thermodynamics, aided
in particular by properties such as supersymmetry.
When we talk about the masses of black holes, we usually compare them with the mass of our
Sun (also known as a solar mass denoted by M). Based upon the length of the year, the distance
from Earth to the Sun (an astronomical unit or AU), and the gravitational constant (G), one solar
1In particular, the number of counterterms in the Lagrangian, required to cancel the divergences is infinite and
thus the process of renormalization fails.
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mass is given by:
M =
4pi2 × (1 AU)3
G× (1 yr)2 = (1.98855± 0.00025)× 10
30kg . (1.1)
There are three types of black holes that can arise:
• Stellar black holes are formed from the gravitational collapse of a massive star. They have
masses ranging from about 5-99M
• Supermassive black holes are the largest type, on the order of 102 − 1012M
• Miniature black holes, also known as quantum mechanical black holes are hypothetical tiny
black holes, for which quantum mechanical effects play a role. These will have masses about
the same as Mount Everest.
The first person to come up with the idea of a black hole was John Mitchell in 1783, followed
(independently) by Pierre-Simon Laplace in 1796. These prototypical black objects, called ’dark
stars’, were considered from the point of view of Newton’s law of motion and gravitation. In
particular, Mitchell calculated that when the escape velocity at the surface of a star was equal to
or greater than lightspeed, the generated light would be gravitationally trapped, so that the star
would not be visible to a distant astronomer. The event horizon is the boundary of this region,
also known as the ‘point of no return’ because once you go past this point it is impossible to turn
back. To see this, consider an object of mass m and a spherically symmetric body of mass M and
radius R. The total energy is,
E =
1
2
mv2 − GmM
r
, (1.2)
where r is the distance from the centre of mass of the body to the object. We can also write this
as r = R + h, where h is the distance from the surface of the body to the object, but the region
we will consider is at r ≥ R or h ≥ 0. An object that makes it to r →∞ will have E ≥ 0 as the
kinetic energy will dominate for large r. This implies,
v ≥ ve(r) ≡
√
2GM
r
, (1.3)
where ve(r) is the escape velocity, which is the lowest velocity which an object must have in order
to escape the gravitational attraction from a spherical body of mass M at a given distance r. By
energy conservation, we have at the surface of the body (r = R),
v ≥ ve(R) =
√
2GM
R
. (1.4)
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This is independent of the mass of the escaping object, by the equivalence of inertial and gravita-
tional masses. Now the escape velocity at the surface is greater than the speed of light, ve(R) > c
if
R < rs ≡ 2GM
c2
. (1.5)
The radius rs is now understood in terms of the Schwarzschild radius. The surface r = rs acts as an
“event horizon” if the body fits inside this radius. Of course, there is nothing particularly special
about the speed of light c in the Newtonian (non-relativistic) gravity. Objects in principle could
move faster than c which means that they may always escape the would-be black hole. Moreover,
a photon emitted from such an object does leave the object, although it would eventually fall
back in. Thus there are no real black holes (a body from which nothing can escape) in Newton’s
gravity.
As we now understand photons to be massless, so the naive analysis described above is not
physically realistic. However, it is still interesting to consider such objects as a starting point.
The consideration of such “dark stars” raised the intriguing possibility that the universe may
contain a large number of massive objects which cannot be observed directly. This principle turns
out to be remarkably close to our current understanding of cosmology. However, the accurate
description of a black hole has to be general relativistic. Isaac Newton was to be overturned
Figure 1.1: Event horizon of a black hole enclosing a singularity (credit: https://goo.gl/CAXqfD)
by Albert Einstein with his special theory of relativity in 1905, which showed that the speed of
light was constant in any reference frame and then his general theory of relativity in 1915 which
describes gravity as the curvature of space-time [40];
Rµν − 1
2
Rgµν =
8piG
c4
Tµν . (1.6)
The theory relates the metric tensor gµν , which defines a spacetime geometry
2, with a source of
gravity that is associated with mass or energy and Rµν is the Ricci tensor. Black holes arise in
general relativity as a consequence of the solution to the Einstein field equations found by Karl
2This can also be written as a line element with ds2 = gµνdxµdxν and µ = 0, 1, 2, 3
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Schwarzschild in 1916. Although the Schwarzschild solution was originally formulated in order to
describe the gravitational field of the solar system, and to understand the motion of objects passing
through this field, the idea of a black hole remained as an intriguing possibility. Einstein himself
thought that these solutions were simply a mathematical curiosity and not physically relevant. In
fact, in 1939 Einstein tried to show that stars cannot collapse under gravity by assuming matter
cannot be compressed beyond a certain point.
The Schwarzschild radius can also be realized by considering the Schwarzschild solution in general
relativity i.e any non-rotating, non-charged spherically-symmetric body that is smaller than its
Schwarzschild radius forms a black hole. This idea was first promoted by David Finkelstein
in 1958 who theorised that the Schwarzschild radius of a black hole is a causality barrier: an
event horizon. The Schwarzschild solution is an exact solution and was found within only a few
months of the publication of Einstein’s field equations. Instead of dealing only with weak-field
corrections to Newtonian gravity, full nonlinear features of the theory could be studied, most
notably gravitational collapse and singularity formation. The Schwarzschild metric written in
Schwarzschild Coordinates (t, r, θ, φ) is given by,3
ds2 = −f(r)c2dt2 + f(r)−1dr2 + r2dΩ22 , (1.7)
where f(r) = 1 − rs/r. In this form, the metric has a coordinate singularity at r = rs which is
removable upon an appropriate change of coordinates. The Kretschmann scalar K for this metric
elucidates the fact that the singularity at r = 0 cannot be removed by a coordinate transformation,
K ≡ Rµν,ρσRµν,ρσ = 48G
2M2
c4r6
, (1.8)
where Rµν,ρσ is the Riemann tensor. A more accurate general relativistic description of the event
horizon is that within this horizon all light-like paths and hence all paths in the forward light cones
of particles within the horizon are warped as to fall farther into the hole. In order to define the
Figure 1.2: Light cones tipping near a black hole (credit: https://goo.gl/riTdG1)
3dΩ22 = dθ
2 + sin2 θdφ2 is the metric of the unit 2-sphere S2
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black hole region and event horizon in a concrete way, we will need to consider some definitions.
Let (M, g) be an asymptotically flat manifold.
Definition 1.1. The causal past of U ⊂M is
J−(U) =
{
p ∈M : ∃ a future directed causal curve from p to some q ∈ U} .
Let us denote I + as future null infinity, the limit points of future directed null rays in M.
Definition 1.2. The black hole region B is the region of spacetime in M that is not contained
in the Causal past of future null infinity J−(I +), B =M\ J−(I +) i.e
B =
{
p ∈M : @ a future directed casual curve from p to I +} .
Definition 1.3. The event horizon H is the boundary of B in M i.e the boundary of the causal
past of future null infinity J−(I +) in M, H = ∂B = ∂J−(I +)
Figure 1.3: Penrose diagram of a collapsing star where i+, i− denote future and past timelike infinity respectively
and i0 is spacelike infinity
Definition 1.4. A hypersurface H defined by a smooth function S(xµ) = 0, where S ∈ C∞(M) is
called a null hypersurface if the normal vector field ξµ ∼ gµν∂νS is null, g(ξ, ξ) = gµνξµξν = 0
on H.
For such surfaces one can show that
ξν∇νξµ = κξµ , (1.9)
where κ is a measure to the extent to which the parametrization is not affine. In the context of
Killing horizons, κ can physically be interpreted as the surface gravity, which we will see in the
next section. If we denote l to be the normal to H which corresponds to an affine parametrization,
i.e lν∇ν lµ = 0 and ξ = f(x)l for some f(x) then κ = ξµ∂µ ln |f |.
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One can also show that the event horizon H is a null hypersurface since all its normals are null
on H. The advantage of the event horizon H is that the boundary of a past set is always a null
hypersurface and is ruled by null geodesics which stay on the boundary. This allows one to prove
general properties of the horizon. The disadvantage is that the event horizon cannot be determined
locally and one needs the entire future of the spacetime to know where the event horizon is. For
practical reasons, one might a consider a more local definition of a horizon.
1.1.1 Other solutions: Reisser-Nordstro¨m metric (1918)
The existence of the Schwarzschild solution set in motion a search for other exact solutions and in
1918, Reissner and Nordstro¨m solved the Einstein-Maxwell field equations for charged spherically-
symmetric non-rotating systems. Gravity coupled to the electromagnetic field is described by the
Einstein-Maxwell action
S =
1
16piG
∫ √−g(R− FµνFµν)d4x , (1.10)
where Fµν = ∇µAν −∇νAµ and Aµ is the electromagnetic (four-)potential. The normalisation of
the Maxwell term is such that the Coulomb force between two charges Q1 and Q2 separated by a
sufficiently large distance r is
FCoulomb = G
|Q1Q2|
r2
. (1.11)
This corresponds to geometrised units of charge. The equations of motion derived from the
variation of the Einstein-Maxwell action are
Rµν − 1
2
Rgµν = 2
(
FµλFν
λ − 1
4
gµνFρσF
ρσ
)
,
∇µFµν = 0 . (1.12)
They admit the spherically symmetric solution,
ds2 = −
(
1− rs
r
+
r2Q
r2
)
c2dt2 +
(
1− rs
r
+
r2Q
r2
)−1
dr2 + r2dΩ22
= −
(
1− r+
r
)(
1− r−
r
)
c2dt2 +
(
1− r+
r
)−1(
1− r−
r
)−1
dr2 + r2dΩ22 , (1.13)
where we define the length-scale corresponding to the electric charge Q as,
r2Q =
κeQ
2G
c4
, (1.14)
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where κe is the Coulomb constant. This is known as the Reissner-Nordstro¨m solution and the
two horizons given by r± = rs2 ± 12
√
r2s − 4r2Q and the extremal limit where the horizons coin-
cide corresponds to Q = M in natural units4. The electric potential is At =
Q
r and the other
components of Aµ vanish. We therefore interpret Q as the electric charge of the black hole and
M as its mass. Without loss of generality we assume that Q > 0. By a theorem analogous to
Birkhoff’s theorem, the Reissner-Nordstrom solution is the unique (stationary and asymptotically
flat) spherically symmetric solution to the Einstein-Maxwell equations with cosmological constant
Λ = 0.
Gravitatational theories coupled to Maxwell but also dilaton fields Φ emerge from several more
fundemental theories such with Kaluza-Klein reduction and compactification. The addition of the
dilaton field and the dynamics of the black hole in this theory display interesting properties when
compared to the standard Reissner-Nordstro¨m black hole. For this reason, we briefly consider
an Einstein-Maxwell gravity coupled to a dilaton field Φ with dilaton coupling constant α. The
action is [55],
S =
1
16piG
∫ √−g(R− 2∇µΦ∇µΦ− e−2αΦFµνFµν)d4x . (1.15)
The equations of motion derived from this variation are
Rµν − 1
2
Rgµν = 2
(
FµλFν
λ − 1
4
gµνFρσF
ρσ
)
+ 2∇µΦ∇νΦ− gµν∇λΦ∇λΦ ,
∇µ(e−2αΦFµν) = 0 ,
∇µ∇µΦ = 1
2
αe−2αΦFρσF ρσ . (1.16)
The parameter α is a dimensionless constant and the behaviour of the theory shows non-trivial
dependence on α. The spherically symmetric black hole solutions of this action are given by [55],
ds2 = −
(
1− r+
r
)(
1− r−
r
) 1−α2
1+α2
dt2 +
(
1− r+
r
)−1(
1− r−
r
)α2−1
1+α2
dr2
+ r2
(
1− r−
r
) 2α2
1+α2
dΩ22 , (1.17)
where the two inner and outer horizons are located at (in natural units),
r+ = M +
√
M2 − (1− α2)Q2, r− =
(
1 + α2
1− α2
)
(M −
√
M2 − (1− α2)Q2) . (1.18)
The extremal limit where the two horizons coincide corresponds to Q = M
√
1 + α2 which is
4G = c = ~ = 1
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singular for generic α. The Maxwell and dilaton fields are,
At =
Q
r
, e2αΦ =
(
1− r−
r
) 2α2
1+α2
. (1.19)
For α < 1 in order to preserve reality one must have | QM | ≤ 1√1−α2 but for α > 1 we do not have
this restriction.
1.1.2 Kerr metric (1963)
Already in 1918, Lense and Thirring had found the exterior field of a rotating sphere to the first
order in the angular momentum, but many were after a simple exact solution that was physically
relevant. Astrophysically, we know that stars (and for that matter planets) rotate, and from
the weak-field approximation to the Einstein equations we even know the approximate form of
the metric at sufficiently large distances from a stationary isolated body of mass M and angular
momentum J , given by (in natural units),
ds2 = −
[
1− 2M
r
+O
(
1
r2
)]
dt2 −
[
4J sin2 θ
r
+O
(
1
r2
)]
dφdt
+
[
1 +
2M
r
+O
(
1
r2
)](
dr2 + r2dΩ22
)
. (1.20)
This metric is perfectly adequate for almost all solar system tests of general relativity, but there are
well-known astrophysical situations for which this approximation is inadequate and so a “strong
field” solution required physically. Furthermore, if a rotating star were to undergo gravitational
collapse, then the resulting black hole would be expected to retain some portion of its initial
angular momentum. Thus suggesting on physical grounds that there should be an extension of the
Schwarzschild geometry to the situation where the central body carries angular momentum. From
the weak-field metric (1.20), we can clearly see that angular momentum destroys the spherical
symmetry and this lack of spherical symmetry makes the calculations more difficult. It took
another 45 years to find another exact solution and in 1963, Kerr solved the Einstein vacuum field
equations for uncharged symmetric rotating systems, deriving the Kerr metric. The Kerr metric
describes the geometry of a spacetime for a rotating body with mass M and angular momentum
J and is given by,
ds2 = −
(
1− rsr
Σ
)
c2dt2 +
Σ
∆
dr2 + Σdθ2
+ (r2 + a2 +
rsra
2
Σ
sin2 θ) sin2 θ dφ2 − 2rsra sin
2 θ
Σ
c dt dφ , (1.21)
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where the coordinates r, θ, φ are standard spherical coordinate system, which are equivalent to the
cartesian coordinates,
x =
√
r2 + a2 sin θ cosφ ,
y =
√
r2 + a2 sin θ sinφ ,
z = r cos θ , (1.22)
and rs is the Schwarzschild radius, and where a,Σ and ∆ are given by,
a =
J
Mc
,
Σ = r2 + a2 cos2 θ ,
∆ = r2 − rsr + a2 . (1.23)
The horizons are located at r± = rs2 ± 12
√
r2s − 4a2 and the extremal limit corresponds to taking
a = M in natural units.
Astrophysical black holes have a null charge Q and they all belong to the Kerr family (when a = 0
it reduces to the Schwarzschild solution). In contrast to the Kerr solution, the Reissner-Nordstro¨m
solution of Einstein’s equation is spherically symmetric which makes the analysis much simpler.
Now that another 55 years have elapsed, we can see the impact of this exact solution. It has
significantly influenced our understanding of general relativity and in astrophysics the discovery
of rotating black holes together with a simple way to treat their properties has revolutionized the
subject.
1.1.3 The Kerr-Newman geometry (1965)
The Kerr-Newmann solution is the most general metric that describes the geometry of spacetime
for a rotating charged black hole with mass mass M , charge Q and angular momentum J . The
metric is
ds2 = −
(
dr2
∆
+ dθ2
)
Σ + (c dt− a sin2 θ dφ)2 ∆
Σ
− ((r2 + a2)dφ− ac dt)2 sin
2 θ
Σ
, (1.24)
where the coordinates (r, θ, φ) are standard spherical coordinate system, and where,
∆ = r2 − rsr + a2 + r2Q ,
Σ = r2 + a2 cos2 θ . (1.25)
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The horizons are located at r± = rs2 ± 12
√
r2s − 4a2 − 4r2Q and the extremal limit is Q2 = M2−a2
in natural units. In this metric, a = 0 is a special case of the Reissner-Nordstro¨m solution, while
Q = 0 corresponds to the Kerr solution.
1.1.4 The no-hair theorem
In 1967, Werner Israel [94] presented the proof of the no-hair theorem at King’s College London.
After the first version of the no-hair theorem for the uniqueness of the Schwarzschild metric in
1967, the result was quickly generalized to the cases of charged or spinning black holes [95, 25]. In
D = 4 these imply that the Einstein equations admit a unique class of asymptotically flat black
hole solutions, parametrized by only three externally observable classical parameters (M,Q, J).
A key step is to establish the horizon topology theorem, which proves that the event horizon of a
stationary black hole must have S2 topology [82], which was shown in 1972. All other information
about the matter which formed a black hole or is falling into it, “disappears” behind the black-hole
event horizon and is therefore permanently inaccessible to external observers.
1.1.4.1 Higher dimensional black holes
The proof the no-hair theorem relies on the Gauss-Bonnet theorem applied to the 2-manifold
spatial horizon section and therefore does not generalize to higher dimensions. Thus for dimensions
D > 4, uniqueness theorems for asymptotically flat black holes lose their validity. Indeed, the
first example of how the classical uniqueness theorems break down in higher dimensions is given
by the five-dimensional black ring solution [43, 41]. There exist (vacuum) black rings with the
same asymptotic conserved charges as the Myers-Perry black hole5 but with a different horizon
topology. Even more exotic solutions in five dimensions are now known to exist, such as the
solutions obtained in [91], describing asymptotically flat black holes which possess a non-trivial
topological structure outside the event horizon, but whose near-horizon geometry is the same as
that of the BMPV solution6.
The known black hole solutions in four dimensions have also been generalised to higher dimensions
[44]. For instance, there exists a solution to the Einstein equations in any dimension D, which
is a generalization of the Schwarzschild metric which was discovered by Tangherlini [132]. In D
dimensions, a generalisation of the Reissner-Nordstro¨m black hole has the metric,
ds2 = −
(
1− 2µ
rD−3
+
q
r2(D−3)
)
dt2 +
(
1− 2µ
rD−3
+
q
r2(D−3)
)−1
dr2 + r2dΩ2D−2 , (1.26)
5This is a vacuum solution in D = 5 [116] analogous to the Kerr solution in D = 4
6The BMPV solution in D = 5 is a stationary, non-static, non-rotating black hole with angular momentum J
and electric charge Q [18].
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where dΩ2D−2 is the line element on the unit S
D−2 sphere and,
µ =
8piGM
(D − 2)AD−2 , q =
8piGQ2
(D − 3)(D − 2) , AN−1 =
2pi
N
2
Γ(N2 )
, (1.27)
whereAN−1 is the area of the sphere SN−1 and the horizons are located at r± = (µ±
√
µ2 − q)
1
D−3 .
Furthermore, the generalisation of the Kerr metric to higher dimensions was found by Myers and
Perry [116]. The Myers-Perry solution is specified by the mass M and a set of angular momenta Jr,
where r = 1, . . . , rank[SO(D−1)], and the horizon topology is SD−2. In D = 5, for solutions which
have only one non-zero angular momentum J1 = J 6= 0, they found the bound J2 ≤ 32GM3/(27pi),
which is a generalisation of the known four dimensional Kerr bound J ≤ GM2. However for
D > 5, the momentum is unbounded, and the black hole can be ultra-spinning. Different black
hole solutions can also have the same near-horizon geometry, for example in D = 5 the extremal
self-dual Myers-Perry black hole and the extremal J = 0 Kaluza-Klein black hole.
1.1.5 The laws of black hole mechanics and entropy
In 1972 Stephen Hawking proved that the area of a classical black hole’s event horizon cannot
decrease and along with James Bardeen, Brandon Carter [12], they derived four laws of black hole
mechanics in analogy with the laws of thermodynamics.
Zeroth Law: The surface gravity κ is constant over the event horizon of a stationary black
hole.
First Law:
dM =
κ
8pi
dA+ ΩdJ + ΦdQ ,
where M is the total black hole mass, A the surface area of the horizon, Ω is the
angular velocity, J is the angular momentum, Φ is the electrostatic potential and Q is
the electric charge. For the Reissner-Nordstro¨m black hole one has,
κ =
r+ − r−
2r2+
, Φ =
Q
r+
, A = 4pir2+ , (1.28)
Second Law: dA ≥ 0
Third Law: κ = 0 is not achievable by any physical process.
Also in 1972, Jacob Bekenstein [13] conjectured that black holes have an entropy proportional
to their surface area due to information loss effects. Stephen Hawking was able to prove this
conjecture in 1974, when he applied quantum field theory to black hole spacetimes and showed that
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black holes will radiate particles with a black-body spectrum, causing the black hole to evaporate
[83]. We can describe the interaction of some quantum matter with gravity by quantising the
matter on a fixed, classical gravitational background. That is, we can try quantising the matter,
but not gravity. This will work only if the gravitational field is weak, outside a large black hole, but
not near the singularity. Using this approach, Hawking showed that by studying quantum matter
fields on a classical black hole background, we find that, when the matter fields are initially in the
vacuum, there is a steady stream of outgoing radiation, which has a temperature determined by
its mass and charge, known as Hawking radiation. This decreases the mass of the black holes, so
eventually, the black hole will disappear and the temperature increases as the black hole shrinks,
which implies that the black hole will disappear abruptly, in a final flash of radiation. The black
hole emits a blackbody radiation with temperature,
TBH =
κ~
2pi
=
~c3
8piGMkB
, (1.29)
where ~ is the reduced Planck constant, c is the speed of light, kB is the Boltzmann constant, G
is the gravitational constant, and M is the mass of the black hole. For the Reisnner-Nordstro¨m
metric we have,
TRN =
~c3
√
G2M2 − κeGQ2
2piκB(2GM(GM +
√
G2M2 − κeGQ2)− κeGQ2)
. (1.30)
where κe is the Coulomb constant. There is also an analogy between the classical laws governing
black holes, and the laws of thermodynamics. Thermodynamics is just an approximate description
of the behaviour of large groups of particles, which works because the particles obey statistical
mechanics. Since black holes have a non-zero temperature, the classical laws of black holes can
be interpreted in terms of the laws of thermodynamics applied to black holes. We expect there
to be some more fundamental (quantum) description of black holes, which in particular would
give some understanding of black hole microstates and whose statistical properties give rise to the
classical laws governing black holes in terms of statistical mechanics.7 The entropy of the black
hole can be computed in terms of the area as;
SBH =
kBA
4`2P
, (1.31)
where A = 4pir2+ is the area of the event horizon and `P =
√
G~/c3 is the Planck length. For the
Reisnner-Nordstro¨m metric we have,
SRN =
piκB
G~c
(GM +
√
G2M2 − κeGQ2)2 . (1.32)
7String theory and the AdS/CFT correspondence provide a way to understand black hole entropy [131] by
matching the Bekenstein-Hawking entropy with counting black hole microstates Ω, SBH = Smicro ≡ log Ω
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1.2 Symmetry in physics
At the centre of fundamental physics stands the concept of symmetry, often implemented using
the mathematics of group theory and Lie algebras. A symmetry transformation is a mathematical
transformation which leaves all measurable quantities intact. Spacetime symmetries correspond
to transformations on a field theory acting explicitly on the spacetime coordinates
xµ → x′µ(xν), µ, ν = 0, 1, 2, . . . , d− 1 . (1.33)
A Killing vector X defined by,
(LXg)µν = ∇µXν +∇νXµ = 0 (1.34)
is a coordinate independent way of describing spacetime symmetries. There is a certain maximal
amount of symmetry that the geometry can have in a given number of dimension and the number
of linearly independent Killing vectors N ≤ d(d+1)2 tells you what amount of symmetry you have.
The space of all Killing vector fields form the Lie algebra g = Lie(G) of the isometry group
G = Isom(M) of a (semi) Riemannian manifoldM. The group of isometries of such a connected
smooth manifold is always a Lie group. However, a Lie group can also include subgroups of
discrete isometries that, cannot be represented by continuous isometries and thus they have no
associated Killing vectors. For example, R3 equipped with the standard metric has a Lie group of
isometries which is the semidirect product of rotations O(3) and space translations R3 around a
fixed point. The first subgroup of isometries, O(3), admits a discrete subgroup given by {I,−I},
but the spatial inversion −I cannot be associated with any Killing field.
Internal symmetries correspond to transformations of the different fields of the field theory,
Φa(x)→MabΦb(x) . (1.35)
The indices a, b label the corresponding fields. If Mab is constant then then we have a global
symmetry, if Mab(x) is spacetime dependent then we have a local symmetry. The process of
making a global symmetry into a local symmetry with Mab → Mab(x) is known as gauging. If
the Lagrangian (or the action) of the theory is invariant under the symmetry transformation we
say that the theory has the symmetry. This doesn’t necessarily mean that the solution has that
symmetry - there are a variety of ways to break a symmetry. Suffice to say, that the solution has
a symmetry if it is invariant under the symmetry transformation. Consider as an example the
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massless complex scalar field φ with Lagrangian,
L = ∂µφ∂µφ¯ . (1.36)
This theory has a U(1) symmetry, acting as constant phase shift on the field φ as,
φ(x)→ eiΛφ(x) (1.37)
To construct a theory with local symmetry, we promote Λ → Λ(x) which allows the phase to
depend on the space time coordinate. (1.37) is no longer a symmetry of the Lagrangian (1.36), in
order to repair the symmetry we need to introduce the covariant derivative of a gauge field over
the spacetime manifold,
Dµφ(x) ≡ ∂µφ(x)− iAµφ(x) , (1.38)
where Aµ transforms under a local U(1) gauge transformation as,
Aµ → Aµ + ∂µΛ(x) , (1.39)
and we can thus replace the ordinary derivative with this covariant derivative in the Lagrangian
(1.36) to get,
L = DµφDµφ¯ . (1.40)
1.2.1 Noether’s theorem
Noether’s theorem, which was proven by Emmy Noether in 1915, relates the global symmetries
of the action of a physical system to the conservation laws. The actions used in the original work
can have any number of derivatives and still under certain conditions one finds a conservation of
the Noether current, once the Euler-Lagrange field equations are satisfied. This is true even when
the relevant actions have an infinite number of derivatives [133]. Noether transformations laws
acting on the fields can be linear or nonlinear, or some combination of these. As a consequence
of Noether’s theorem, symmetries label and classify particles according to the different conserved
quantum numbers identified by the spacetime and internal symmetries (mass, spin, charge, colour,
etc.). In this regard symmetries actually, define an elementary particle according to the behaviour
of the corresponding field with respect to the corresponding symmetry. This property was used
to classify particles not only as fermions and bosons but also to group them in multiplets.
1.3. Quantum gravity 16
1.2.2 Poincare´ symmetry
The Poincare group corresponds to the basic symmetries of special relativity, it acts on spacetime
coordinates xµ as follows:
xµ → x′µ = Λµνxν + aµ , (1.41)
where Λµν correspond to the Lorentz transformations, and a
µ the translations. The Poincare´
algebra is the Lie algebra of the Poincare´ group. More specifically, the proper (det Λ = 1),
orthochronous (Λ00 ≥ 1) part of the Lorentz subgroup, SO+(1, 3), connected to the identity.
Generators for the Poincare´ group are Mµν and Pµ and the Poincare algebra is given by the
commutation relations:
[Pµ, Pν ] = 0 ,
[Mµν , Pρ] = i(ηµρPν − ηνρPµ) ,
[Mµν ,Mρσ] = i(ηµρMνσ − ηµσMνρ − ηνρMµσ + ηνσMµρ) . (1.42)
To include new symmetries we extend the Poincare´ group via new anticommuting symmetry gener-
ators, and postulate their anticommutation relations. To ensure that these unobserved symmetries
do not conflict with experimental results obtained thus far we must assume that supersymmetry
is spontaneously broken, allowing the superpartners to be more massive than the energy scales
probed thus far.
1.3 Quantum gravity
Quantising matter fields on a black hole background teaches us a lot about black holes. However,
we need a quantum theory of gravity to understand the fundamental principles underlying black
hole thermodynamics. On short distance scales, such as near the singularity, we certainly need
to use a quantum theory to describe the collapsing matter as general relativity provides no basis
for working out what happens next as the equations no longer make sense or have any predictive
power. It is hoped that this failure of the classical theory can be cured by quantising gravity. A
complete quantum theory of gravity would also be able to explain the nature of the end-point of
black hole evaporation. The same problem crops up when trying to explain the big bang, which
is thought to have started with a singularity.
Another motivation for quantum gravity would be for the unification of the laws of nature. The
standard model describes strong, weak and electromagnetic force with gauge group SU(3) ×
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Figure 1.4: Diagram showing where quantum gravity sits in the hierarchy of physical theories (credit: https:
//goo.gl/9RmT3Z)
Figure 1.5: Theory Of Everything
SU(2) × U(1) and the experimental verification of quantum electrodynamics has been the most
stringently tested theories in physics. General relativity which describes gravity is another theory
which has been rigorously tested in the very strong field limit, observing to date no deviations
from the theory. Naive attempts at reconciling these theories have failed, yet a true unified theory
of everything must include all the forces of nature. In Figure 1.5, each unification step leads one
level up and electroweak unification occurs at around 100 GeV, grand unification is predicted to
occur at 1016 GeV, and unification of the GUT force with gravity is expected at the Planck energy,
roughly 1019 GeV.
Formulating a theory of quantum gravity has turned out to be one of the hardest problems of
theoretical physics. Attempts to incorporate gravity into the quantum framework as if it were
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just another force like electromagnetism or the nuclear forces have failed; such models are riddled
with infinities since gravity is non-renormalizable in quantum field theory [61] and do not make
any sense physically. Until now, the question of how a proper quantum theory of gravity should
look has not found a complete answer. One theory which offers some hope, particularly for
understanding black holes8, is string theory.
1.3.1 Kaluza-Klein unification and compactification
Figure 1.6: Kaluza-Klein compactification (credit: https://goo.gl/cXymk1)
The Kaluza-Klein theory is a classical unified field theory of gravitation and electromagnetism.
The crucial idea of compactification is built around the idea of a fifth dimension beyond the usual
four of space and time is considered an important precursor to string theory and supergravity.
Compactification is one way of modifying the number of dimensions in a physical theory, where
some of the extra dimensions are assumed to “close up” on themselves to form circles. In the limit
where these curled up dimensions become very small, one obtains a theory in which spacetime
effectively has a lower number of dimensions.
The original idea came from Theodor Kaluza in 1919 which included extension of general relativity
to five dimensions [98]. The metric for this theory gˆAB has 15 components, ten components are
identified with the four-dimensional spacetime metric gµν , four components with the electromag-
netic vector potential Aµ, and one component with an unidentified scalar field Φ sometimes called
the “dilaton”. More precisely we have,
gˆµν = gµν + Φ
2AµAν , gˆ5ν = gˆν5 = Φ
2Aν , gˆ55 = Φ
2 . (1.43)
Kaluza also introduced the “cylinder condition”, which states that no component of the five-
dimensional metric depends on the fifth dimension. Without this assumption, the field equations
of five-dimensional relativity become intractable as they grow in complexity. The five-dimensional
(vacuum) Einstein equations yield the four-dimensional Einstein field equations, the Maxwell
8It turns out that electrically charged extreme D = 4 black holes are approximate descriptions of higher dimen-
sional (D = 5) fundamental string backgrounds [93].
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equations for the electromagnetic field Aµ, and an equation for the scalar field Φ given by,
Rµν − 1
2
gµνR =
1
2
Φ2
(
FµαFν
α − 1
4
FαβF
αβ
)
+ Φ−1
(
∇µ∇νΦ− gµν∇λ∇λΦ
)
,
∇β(Φ3Fαβ) = 0 ,
∇µ∇µΦ = 1
4
Φ3FαβF
αβ . (1.44)
The Einstein equation and field equation for Aµ has the form of the vacuum Maxwell equations if
the scalar field is constant. It turns out that the scalar field cannot be set to a constant without
constraining the electromagnetic field Aµ. The earlier treatments by Kaluza and Klein did not
have an adequate description of the scalar field Φ, and did not realize the implied constraint.
1.3.2 Supersymmetry
Figure 1.7: The Standard Model and Supersymmetry (credit: https://goo.gl/QcqXih)
Supersymmetry introduces a symmetry between fermions and bosons and is an attractive solution
to the dark matter problem [97]. As a consequence of supersymmetry, all fermion particles get
their own boson superpartner, and all boson particles get their own fermion superpartner. It turns
out that it is possible to have symmetry transformations where the symmetry parameter is not a
phase shift or some Lorentz scalar, but actually a spinor. The matter fields of the fermions are
spinors, so when we take the symmetry parameter to be a spinor, the symmetry transformation
necessarily relates the bosons to fermions, and vice versa. Schematically this can be represented
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as,
δ1B ∼ ¯1F, δ2F ∼ ∂B2 , (1.45)
where F and B denote the fermionic and bosonic fields respectively. The anticommuting parameter
 known as a spinor must have dimension [] = − 12 in mass units since [B] = 1 and [F ] = 32 , which
implies the presence of the derivative operator in the second transformation to ensure dimensional
consistency. If we consider the effect of successive supersymmetry variations,
{δ1, δ2} ∼ aµ∂µB, aµ = 2γµ¯1 (1.46)
Supersymmetry is not just a symmetry between bosons and fermions, it is also an extension of
the Poincare´ symmetry, which is the symmetry of Minkowski spacetime. When talking about
supersymmetry, one frequently considers rigid supersymmetry which is a global symmetry, whose
symmetry parameters do not depend on the point in spacetime. If we gauge it and make the global
symmetry into a local one with  → (x), it is possible to supersymmetrize general relativity by
combining the standard bosonic metric with a gravitino, as well as more general bosonic and
fermionic matter terms.
For this reason, rather than talking about local supersymmetry or gauged supersymmetry, the
established term is supergravity. In supergravity theories, the vanishing of the supersymmetry
variations when we set the fermions to zero are known as the Killing spinor equations. Similarly
to symmetry, there is a maximum amount of possible supersymmetry, and the number of linearly
independent Killing spinors determines how much of that supersymmetry is realized for a given
bosonic solution.
1.3.3 Super-poincare´ symmetry
In order to have a supersymmetric extension of the Poincare´ algebra, we first introduce graded
algebras. Let Oa be operators of a Lie algebra, then
OaOb = (−1)ηaηbObOa = iCeabOe , (1.47)
where the gradings take the values ηa = 0 for a bosonic generator Oa and ηa = 1 for a fermionic
generator Oa. For supersymmetry, generators are the Poincare´ generators Mµν , Pµ and the spinor
generators QAα , Q¯
A
α˙ where A = 1, . . . ,N . The simplest supersymmetric extension with N = 1 is
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defined by the following commutation relations,
[Qα, P
µ] = 0 ,
{Qα, Q¯β˙} = 2(σµ)αβ˙Pµ , (1.48)
where Pµ are the generators of translation as before and σ
µ are Pauli matrices. As before µ is a
spacetime index, but α is a spinor index and has α = 1, 2 where a dot over the index transforms
according to an inequivalent conjugate spinor representation. Combined with the Poincare´ algebra,
this is a closed algebra since all the super-Jacobi identities are satisfied. For the case of N > 1, it
is known as extended supersymmetry where each of the generators will be labelled by the index
A and will contain additional (anti)-commutation relations with central charges ZAB given by,
{QAα , Q¯Bβ˙ } = 2(σµ)αβ˙PµδAB ,
{QAα , QBβ } = αβZAB . (1.49)
The central charges are anti-symmetric ZAB = −ZBA and commute with all the generators. For
model building, it has been assumed that almost all the supersymmetries would be broken in
nature leaving just N = 1 supersymmetry.
1.3.4 Superstring theory
String theory is a theoretical framework in which the point-like particles are replaced by one-
dimensional objects called strings. It describes the dynamics of these strings; how they propagate
through space and interact with each other. On distance scales larger than the string scale which
on the order of the Planck length (∼ 10−35 meters), are where effects of quantum gravity become
significant. A string looks just like an ordinary particle, with its mass, charge, and other properties
determined by the vibrational modes of the string. One of the many vibrational states of the string
corresponds to the graviton, a quantum mechanical particle that carries gravitational force, which
makes it a perfect candidate for a theory of quantum gravity. String theory was first studied
in 1969-1970 in the context of the strong nuclear force, however, this description made many
predictions that directly contradicted experimental findings and it was abandoned in favour of
quantum chromodynamics.
The earliest version of string theory was known as bosonic string theory which was discovered by
Schwarz and Scherk [125], and independently Yoneya [142] in 1974. It was realized that the very
properties that made string theory unsuitable to describe nuclear physics, as it contained a bosonic
field of spin-2, made it a promising candidate for a quantum theory of gravity. They studied the
boson-like patterns of string vibration and found that their properties exactly matched those of
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the graviton. In order to detail the action, we recall that the dynamics of a point-like particle of
mass m moving in Minkowski spacetime is described by the action,
S = −m
∫
ds . (1.50)
Consider now a string of length `s moving in Minkowski spacetime. The dynamics are governed
by the Nambu-Goto action,
S = −T
∫
dA , (1.51)
where dA is the infinitesimal area element of the string world-sheet. The Polyakov action which
is classically equivalent describes a two-dimensional sigma model given by,
S = −T
∫
d2σ
√−γγabgµν∇aXµ∇bXν (1.52)
where σa are coordinates on the string world-sheet with metric γab and spacetime metric gµν . The
requirement that unphysical states with negative norm disappear implies that the dimension of
spacetime is 26, a feature that was originally discovered by Claud Lovelace in 1971 [111] but the
open string spectrum still contained a tachyon as a ground state. Furthermore, any unified theory
of physics should also contain fermions and it turns out including fermions provides a way to
eliminate the tachyon from the spectrum. Investigating how a string theory may include fermions
in its spectrum led to the invention of supersymmetry [57]. It was later developed into superstring
theory and its action looks like,
S = −T
∫
d2σ
√−γ
(
γabgµν∇aXµ∇bXν − igµνψ¯µΓa∇aψν
)
, (1.53)
where ψµ is a fermion, and Γa the gamma matrices in the 2-dimensional world-sheet. Quantum
mechanical consistency now requires that the dimension of spacetime be 10 for superstring theory,
which had been originally discovered by John H. Schwarz in 1972 [126].
Consider a closed bosonic string in a more general background consisting of massless states
(Φ, hµν , Bµν) generated by closed strings in the bulk [23]. The resulting action is called the
non-linear sigma model,
S = −T
∫
d2σ
[(√−γγabgµν − abBµν)∇aXµ∇bXν − α′√−γΦR(2)] , (1.54)
where the background metric is given by gµν = ηµν + hµν and R(2) is the Ricci-scalar of the
worldsheet metric γ. The β-functionals associated to the “coupling constants” Φ, hµν and Bµν
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vanish and in the lowest order in α′ are given by [23],
β(Φ) = R+
1
12
HµνρH
µνρ − 4∇ρ∇ρΦ + 4∇ρΦ∇ρΦ +O(α′) = 0 ,
β(h)µν = Rµν −
1
4
HµρσHν
ρσ + 2∇µ∇νΦ +O(α′) = 0 ,
β(B)µν =
1
2
∇ρHρµν −Hµνρ∇ρΦ +O(α′) = 0 , (1.55)
where Rµν is the Ricci tensor of the space-time, and Hµνρ = 3∇[µBνρ]. The form of these equations
suggests they can be interpreted as equations of motion for the background fields. Indeed they
can also be obtained from the following low energy effective action,
S =
∫
d26x
√−ge−2Φ
(
R+ 4∇µΦ∇µΦ− 1
12
HµνρH
µνρ +O(α′)
)
. (1.56)
So far this is only for bosonic string theory and in D = 26, but this can be extended to the
supersymmetric case in D = 10. It turns out that the low energy effective descriptions of super-
string theories in D = 10, except type I, have one part in common known as the ‘common sector’,
which is the Neveu-Schwarz (NS-NS) sector given by the ten dimensional analogue of (1.56). Five
consistent versions of superstring theory were developed before it was conjectured that they were
all different limiting cases of a single theory in eleven dimensions known as M-theory. The low
energy limits of these superstring theories coincide with supergravity.
1.3.4.1 The first superstring revolution
The first superstring revolution began in 1984 with the discovery of anomaly cancellation in type I
string theory via the Green-Schwarz mechanism [69] and the subsequent discovery of the heterotic
string was made by David Gross, Jeffrey Harvey, Emil Martinec, and Ryan Rohm in 1985 [70].
Also in the same year, it was realized by Philip Candelas, Gary Horowitz, Andrew Strominger,
and Edward Witten that to obtain N = 1 supersymmetry, the six extra dimensions need to
be compactified on a Calabi-Yau manifold [24]. By then, five separate superstring theories had
been described: type I, type II (IIA and IIB) [68], and heterotic (SO(32) and E8 ×E8) [70]. Eric
Bergshoeff, Ergin Sezgin, and Paul Townsend in 1987 also showed the existence of supermembranes
instead of superstrings in eleven dimensions [14].
1.3.4.2 The second superstring revolution
In the early 90s, Edward Witten and others found strong evidence that the different superstring
theories that were discovered a decade earlier were different limits of an 11-dimensional theory
that became known as M-theory [141, 38]. The different versions of superstring theory were
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Figure 1.8: A diagram of string theory dualities. Yellow lines indicate S-duality. Blue lines indicate T-duality.
(credit: https://goo.gl/j771v7)
unified, by new equivalences from dualities and symmetries. These are known as the S-duality,
T-duality, U-duality, mirror symmetry, and conifold transitions. In particular, the S-duality shows
the relationship between type I superstring theory with heterotic SO(32) superstring theory, and
type IIB theory with itself. The T-duality also relates type I superstring theory to both type
IIA and type IIB superstring theories with certain boundary conditions and the U-duality is a
combination of the S-duality and T-duality transformations. The mirror symmetry also shows that
IIA and IIB string theory can be compactified on different Calabi-Yau manifolds giving rise to the
same physics and the conifold transitions details the connection between all possible Calabi-Yau
manifolds.
Figure 1.9: Open strings attached to a pair of D-branes (credit: https://goo.gl/nvdmgM)
In 1995, Joseph Polchinski discovered that the theory requires the inclusion of higher-dimensional
objects, called D-branes9[120]. These are the sources of electric and magnetic Ramond–Ramond
(R-R) fields that are required by the string duality. A brane is a physical object that generalizes
the notion of a point particle to higher dimensions. A point particle can be viewed as a brane of
9Where “D” in D-brane refers to a Dirichlet boundary condition on the system
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dimension zero or a 0-brane, while a string is a brane of dimension one or a 1-brane. It is also
possible to consider higher-dimensional branes and in dimension p, they are known as p-branes.
The word brane comes from the word “membrane” which refers to a two-dimensional brane or
2-brane. Branes are dynamical objects which can propagate through spacetime according to the
rules of quantum mechanics, and they have mass and can have other attributes such as charge.
A p-brane sweeps out a (p + 1)-dimensional volume in spacetime called its world volume. D-
branes are an important class of branes that arise when one considers open strings, and it when
propagates through spacetime, it’s endpoints are required to lie on a D-brane.
Another important discovery, known as the AdS/CFT correspondence, relates string theory to
certain quantum field theories and has led to many insights in pure mathematics. It was first
conjectured in 1997-1998 by Juan Maldacena [5, 113]. In particular, he conjectured a duality
between type IIB string theory on AdS5 × S5 and N = 4 supersymmetric Yang-Mills theory, a
gauge theory in four-dimensional Minkowski spacetime. An interesting property of the AdS/CFT
correspondence is the duality between strong and weak coupling; both theories describe the same
physics through a dictionary that relates quantities in one theory to quantities in the other, so
both can be used to calculate the same physical quantities e.g calculating quantities in a strongly
coupled regime of one theory by doing a calculation of the desired dual quantity in the weakly
coupled regime of the other theory. It is also a realization of the holographic principle10 which
is believed to provide a resolution of the black hole information paradox [114] and has helped
elucidate the mysteries of black holes suggested by Stephen Hawking.
1.4 Supergravity
Supergravity is often called a “square root” of general relativity. Indeed, a supersymmetric ex-
tension of the Poincare´ algebra is reminiscent of Dirac’s procedure of obtaining a spin- 12 wave
equation from the scalar wave equation. Supergravity has played an important role in theoret-
ical physics, merging the theory of general relativity and supersymmetry. In fact, supergravity
arises naturally when we promote supersymmetry to a local (gauge) symmetry [138]. A bosonic
sector of extended supergravities, apart from the graviton, contains scalar and vector fields. In
N = 2, D = 4 supergravity, the bosonic sector is the usual Einstein-Maxwell theory. Supergravity
is also understood to be the low-energy limit of string theory, that is if we truncate to the massless
modes. In supergravity theories, supersymmetry transformations are generated by a set of spinors
I(x) for I = 1, . . . N , where N is the number of supersymmetries of the given supergravity. In
D = 4, the spinors I(x) can be taken to be Weyl or Majorana, and we have 2N complex or 4N
10Describing a (d+ 1)-dimensional gravity theory in terms of a lower d-dimensional system is reminiscent of an
optical hologram that stores a three-dimensional image on a two dimensional photographic plate
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real associated charges. Such transformations schematically have the form [139, 137, 7],
δB = ¯(B + F¯F )F, δF = ∂+ (B + F¯F )F , (1.57)
where F and B denote the fermionic and bosonic fields respectively. Since all Supergravity theories
will contain at least a graviton g, which is a bosonic field, it will also have a corresponding gravitino
ψ, which is a fermionic field. Such theories will have the transformations,
δeaM = α¯Γ
aψM , δψM = ∇M + ΨM , α ∈ C , (1.58)
and possibly additional transformations for the other bosonic and fermionic fields of the super-
gravity theory in question, where α depends on the particular supergravity and ΨM depends on
the fluxes of that theory. When looking for classical supergravity solutions, we will not get any
constraints from the variation of the bosons since these correspond to vanishing fermion fields and
become trivial, but the variation of fermions gives us differential and possibly algebraic equations
for the spinor  which are called Killing spinor equations (KSEs) and take the form,
δψM ≡ DM  = 0, δλI ≡ AI = 0 , (1.59)
where DM is known as the supercovariant derivative and δλI collectively denote the variations
of the additional fermions in theory pertaining to the algebraic conditions. The integrability
conditions of the KSEs of a particular Supergravity theory can also be written in terms of the
field equations and Bianchi identities of that theory. Also, if  is a Killing spinor, one can show
for all supergravity theories using a Spin-invariant inner product that,
K = 〈,Γµ〉∂µ , (1.60)
is a Killing vector. If we take the inner product given by 〈,Γµ〉 = ¯Γ0Γµ with  6= 0, then the
vector K is not identically zero. As an example, let us consider these for Heterotic supergravity;
the bosonic fields are the metric g, a dilaton field Φ, a 3-form H and a non-abelian 2-form field F
and the fermionic fields are the gravitino ψµ, the dilatino λ and gaugino χ which we set to zero.
Let us first consider the integrability conditions for the KSEs. The field equations and Bianchi
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identities are,
Eµν = Rµν + 2∇µ∇νΦ− 1
4
Hµλ1λ2Hν
λ1λ2 = 0 ,
FΦ = ∇µ∇µΦ− 2∇λΦ∇λΦ + 1
12
Hλ1λ2λ3H
λ1λ2λ3 = 0 ,
FHµν = ∇ρ(e−2ΦHµνρ) = 0 ,
FFµ = ∇ν(e−2ΦFµν)− 1
2
e−2ΦHµνρF νρ = 0 ,
BHµνρσ = ∇[µHνρσ] = 0 ,
BFµνρ = ∇[µFνρ] = 0 . (1.61)
and the KSEs are,
Dµ = ∇µ− 1
8
HµνρΓ
νρ = 0 ,
A = ∇µΦΓµ− 1
12
HµνρΓ
µνρ = 0 ,
F = FµνΓµν = 0 , (1.62)
One can also show that the dilaton field equation FΦ is implied by the other field equations and
Bianchi identities by establishing,
∇ν(FΦ) = −2Eνλ∇λΦ +∇µ(Eµν)− 1
2
∇ν(Eµµ)− 1
3
BHν
λ1λ2λ3Hλ1λ2λ3 +
1
4
FHλ1λ2Hν
λ1λ2 .
(1.63)
The integrability conditions of the KSEs can be expressed in terms of the field equations and
Bianchi identities as follows,
Γν [Dµ,Dν ]− [Dµ,A] =
(
− 1
2
EµνΓ
ν − 1
4
e2ΦFHµνΓ
ν − 1
6
BHµνρλΓ
νρλ
)
 ,
Γµ[Dµ,A]− 2A2 =
(
FΦ− 1
4
e2ΦFHµνΓ
µν − 1
12
BHµνρλΓ
µνρλ
)
 ,
Γµ[Dµ,F ]+ [F ,A] =
(
− 2e2ΦFFµΓµ +BFµνρΓµνρ
)
 . (1.64)
To show that K is a Killing vector in heterotic supergravity, we consider the supercovariant
derivative for a 1-form Kµ is given by,
DµKν = ∇µKν + 1
2
Hµν
ρKρ . (1.65)
If we compute the supercovariant derivative directly from the inner product we have,
DµKν = Dµ〈,Γν〉 = 〈Dµ,Γν〉+ 〈,ΓνDµ〉 = 0 , (1.66)
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since  is a Killing spinor, this implies,
∇µKν = −1
2
Hµν
ρKρ , (1.67)
and hence K is a Killing vector since H is skew-symmetric and we have,
∇(µKν) = 0 . (1.68)
Investigations into supergravity first began in the mid-1970’s through the work of Freedman,
Van Nieuwenhuizen and Ferrara, at around the time that the implications of supersymmetry
for quantum field theory were first beginning to be understood [52]. Supergravity means that
Figure 1.10: A schematic illustration of the relationship between M-theory, the five superstring theories, and
eleven-dimensional supergravity. (credit: https://goo.gl/5Q4Aw4)
we have a symmetry whose symmetry parameter is a spinor that depends on the position in
the spacetime. We are looking for supersymmetric geometries, and we get them by insisting
that the solution is invariant under the supersymmetry transformation and if it is we call the
supersymmetry parameter a Killing spinor. On a bosonic background, the Killing spinor is a
solution to the KSEs, which are given by demanding that the fermions vanish. In the limit where
quantum gravity effects are small, the superstring theories which are related by certain limits and
dualities, give rise to different types of supergravity. The focus of this work has been type IIA,
massive IIA and D = 5 (gauged and ungauged) supergravity coupled to an arbitrary number
of vector multiplets. Type IIA supergravity is a ten-dimensional theory which can be obtained
either by taking a certain limit in type IIA string theory or by doing a dimensional reduction of
D = 11 supergravity on S1. D = 5 ungauged supergravity can be obtained from reducing D = 11
supergravity on a T 6, or more generally a Calabi-Yau compactification [22] and D = 5 gauged
supergravity can be obtained from reducing IIB supergravity on S5 [80].
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1.4.1 D = 4, N = 8 supergravity
In D = 4, the N = 8 Supergravity is the most symmetric quantum field theory which involves
gravity and a finite number of fields. It can be obtained from D = 11 supergravity compactified on
a particular Calabi Yau manifold. The theory was found to predict rather than assume the correct
charges for fundamental particles, and potentially offered to replicate much of the content of the
standard model [135] and Stephen Hawking once speculated that this theory could be the theory
of everything [84]. This optimism, however, proved to be short-lived, and in particular, it was not
long before a number of gauge and gravitational anomalies were discovered; seemingly fatal flaws
which would render the theory inconsistent [69]. In later years this was initially abandoned in
favour of String Theory. There has been renewed interest in the 21st century with the possibility
that the theory may be finite.
1.4.2 D = 11, N = 1 supergravity
D = 11 supergravity generated considerable excitement as the first potential candidate for the
theory of everything. In 1977, Werner Nahm was able to show that 11 dimensions are the largest
number of dimensions consistent with a single graviton, and more dimensions will manifest parti-
cles with spins greater than 2 [117] and are thus unphysical. In 1981 Edward Witten also showed
D = 11 as the smallest number of dimensions big enough to contain the gauge groups of the
Standard Model [140]. Many techniques exist to embed the standard model gauge group in super-
gravity in any number of dimensions like the obligatory gauge symmetry in type I and heterotic
string theories, and obtained in type II string theory by compactification on certain Calabi–Yau
manifolds. The D-branes engineer gauge symmetries too.
In 1978 Cremmer, Julia and Scherk (CJS) found the classical action for an 11-dimensional su-
pergravity theory [34]. This remains today the only known classical 11-dimensional theory with
local supersymmetry and no fields of spin higher than two. Other 11-dimensional theories which
are known and quantum-mechanically inequivalent reduce to the CJS theory when one imposes
the classical equations of motion. In 1980 Peter Freund and M. A. Rubin showed that compact-
ification from D = 11 dimensions preserving all the SUSY generators could occur in two ways,
leaving only 4 or 7 macroscopic dimensions [53]. There are many possible compactifications, but
the Freund-Rubin compactification’s invariance under all of the supersymmetry transformations
preserves the action. Finally, the first two results to establish the uniqueness of the theory in
D = 11 dimensions, while the third result appeared to specify the theory, and the last explained
why the observed universe appears to be four-dimensional. For D = 11 supergravity, the field
content has the graviton, the gravitino and a 3-form potential A(3).
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Initial excitement about the 10-dimensional theories and the string theories that provide their
quantum completion diminished by the end of the 1980s. After the second superstring revolu-
tion occurred, Joseph Polchinski realized that D-branes, which he discovered six years earlier,
corresponds to string versions of the p-branes known in supergravity theories.
In ten dimensions a class of solutions of IIA/IIB string theory, satisfying Dirichelet boundary
conditions in certain directions. These solutions are called Dp-branes (or just D-branes) and the
charge of the Dp-brane is carried by a RR gauge field. Dp-branes exist for all values 0 ≤ p ≤ 9
and are all related by T duality where p is even for IIA and odd for IIB. The Dp-brane solution
in type II theories in D = 10 is given by [129] [92],
ds2 = H(r)−
1
2 ηµνdx
µdxµ +H(r)
1
2 δijdy
idyj
F(p+2) = −d(H−1) ∧ ω(1,p), eΦ = H
3−p
4
H(r) = 1 +
ΛDp
r7−p
, ΛDp = (2
√
pi)5−pΓ
(
7− p
2
)
gsα
′ 12 (7−p)N , (1.69)
where xµ and yi are the parallel and transverse dimensions with µ = 0, · · · , p, i = 1, · · · , 9 − p
and r is the radial coordinate defined by r2 = yiy
i.
String theory perturbation didn’t restrict these p-branes and thanks to supersymmetry, supergrav-
ity p-branes were understood to play an important role in our understanding of string theory and
using this Edward Witten and many others could show all of the perturbative string theories as
descriptions of different states in a single theory that Edward Witten named M-theory [141], [38].
Furthermore, he argued that M-theory’s low energy limit is described by D = 11 supergravity.
Certain extended objects, the M2 and M5-branes, which arise in the context D = 11 supergravity,
but whose relationship with the ten-dimensional branes was unclear, was then understood to play
an important role in M-theory related by various dualities.
Both the M-brane and the D-brane solutions are characterized by a harmonic function H which
depends only on the coordinates transverse to the brane and is harmonic on this transverse space.
This suggests that the M-brane and D-brane solutions are related, and indeed one finds that
direct dimensional reduction of M2-brane and a double-dimensional reduction of the M5-brane
in D = 11 leads to branes in IIA supergravity e.g Fundemental strings (F1-branes) and D2-
branes are simply M2-branes wrapped or not wrapped on the eleventh dimension and similarly
the D4-branes and NS5-branes both correspond to M5-branes.
It is a general feature that in the presence of branes, the flat space supersymmetry algebras are
modified beyond the super Poincare´ algebra by including terms which contain topological charges
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of the branes. For individual brane configurations these take the form,
1
p!
(CΓµ1...µp)αβZ
µ1...µp , (1.70)
where C is the charge conjugation matrix, Xµ are spacetime coordinates and Γµ1...µp an antisym-
metric combination of p Dirac Gamma matrices in a particular supergravity theory. For example
in D = 11 supergravity, the theory contains the M2 and M5-Brane which have the 2-form Zµν
and 5-form Zµ1...µ5 charges respectively and the SUSY algebra therefore takes the form,
{Qα, Qβ} = (CΓµ)αβPµ + 1
2!
(CΓµ1µ2)αβZ
µ1µ2 +
1
5!
(CΓµ1...µ5)αβZ
µ1...µ5 . (1.71)
Therefore, supergravity comes full circle and uses a common framework in understanding features
of string theories, M-theory, and their compactifications to lower spacetime dimensions.
Figure 1.11: Compactification/Low energy limit
In string theory, black holes can be constructed as systems of intersecting branes. In particular,
solutions of five-dimensional ungauged supergravity can be uplifted to solutions of D = 11 super-
gravity [119], while solutions in D = 5 gauged supergravity can be uplifted to solutions in D = 10
type IIB supergravity [27] e.g the supersymmetric black ring becomes a black supertube when
uplifted to higher dimensions [42] and is reproduced in M-theory as a system of intersecting M2-
and M5-branes. Another way to construct a black hole solution is to construct a configuration
of wrapped branes which upon dimensional reduction yields a black hole spacetime [112] [96] e.g
type IIB theory on T 5 with a D1-D5-PP system such that ND5 D5-branes are wrapped on the
whole of T 5; ND1 D1-branes wrapped on S
1 of length 2piR and momentum N = NW /R carried
along the S1. A D = 5 solution is obtained if five of the dimensions of the D = 10 IIB theory are
sufficiently small upon compactification on S1×T 4 and a supergravity analysis can be used if the
black holes are sufficiently large [112].
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1.5 Summary of Research
It has been known for some time that the black hole solutions of 4-dimensional theories with
physical matter couplings have event horizons with spherical topology [82]. As a result, black
holes have a spherical shape and they describe the gravitational field of stars after they have
undergone gravitational collapse. In addition in four dimensions, several black hole uniqueness
theorems [95, 25, 33] have been shown which essentially state that black holes in four dimensions
are determined by their mass, angular momentum and charge. In recent years most of the proposed
unified theories of all four fundamental forces of nature, like string theory or supergravity, are
defined in more than four dimensions. Many such theories have black hole solutions [44] and
as a result, the shape, as well as the uniqueness theorems for black holes as we have mentioned
earlier, need re-examining. It is known that in five dimensions that apart from the spherical
black holes, there are solutions for which the event horizon has ring topology. Moreover, there
are known examples of five-dimensional black objects with spherical horizon topology [103], which
nevertheless has the same asymptotic charges with spherical horizon cross sections such as the
BMPV solution [18], [56]. As a result, the uniqueness theorems of black holes in four do not
extend to five and possibly higher dimensions [89].
Supergravity theories are gravitational theories coupled to appropriate matter, including fermionic
fields, and describe the dynamics of string theory at low energies. One way to investigate the geom-
etry of black holes is to assume that the solutions have a sufficiently large number of commuting
rotational isometries. However, in this thesis, we shall instead consider supersymmetric black
holes. This means that in addition to field equations the black holes solve a set of first-order
non-linear differential equations which arise from the vanishing of the supersymmetry transfor-
mations of the fermions of supergravity theories. These are the so-called Killing spinor equations
(KSEs). The understanding of supersymmetric black holes that it is proposed is facilitated by the
recent progress that has been made towards understanding the geometry of all supersymmetric
backgrounds of supergravity theories. In particular, we shall exploit the fact that an extremal
black hole has a well-defined near-horizon limit which solves the same field equations as the full
black hole solution. Classifying near-horizon geometries is important as it reveals the geometry
and hence the topology and isometries of the horizon of the full black hole solution. It also be-
comes simpler to solve as we can reduce it to (D − 2)-dimensional problem on a compact spatial
manifold. The classification of near-horizon geometries in a particular theory provides important
information about which black hole solutions are possible.
The enhancement of supersymmetry near to brane and black hole horizons has been known for
some time. In the context of branes, many solutions are known which exhibit supersymmetry
enhancement near to the brane [59, 127]. For example, the geometry of D3-branes doubles its
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supersymmetry to become the maximally supersymmetric AdS5 × S5 solution. The bosonic sym-
metry of the near-horizon region is given by the product of the symmetry groups of the constituent
factors of the metric, an SO(2, 4)-factor for AdS5 and a factor SO(6) for the S
5. Similarly for the
M2- and M5 branes, we have an AdS4 × S7 near-horizon geometry for the M2 and a AdS7 × S4
for the M5. Both these near-horizon geometries have enhanced supersymmetry and allow for 32
real supercharges. The M2-brane had a bosonic symmetry group SO(2, 3) × SO(8) while the
M5-branes near-horizon geometry has a symmetry SO(2, 6)× SO(5).
This phenomenon played a crucial role in the early development of the AdS/CFT correspondence
[5]. Black hole solutions are also known to exhibit supersymmetry enhancement; for example
in the case of the five-dimensional BMPV black hole [18, 28, 30]. Further recent interest in the
geometry of black hole horizons has arisen in the context of the Bondi-Metzner-Sachs (BMS)-type
symmetries associated with black holes, following [86, 87, 10, 37]. In particular, the analysis of
the asymptotic symmetry group of Killing horizons was undertaken in [6]. In that case, an infinite
dimensional symmetry group is obtained, analogous to the BMS symmetry group of asymptotically
flat solutions.
Another important observation in the study of black holes is the attractor mechanism [45]. This
states that the entropy is obtained by extremizing an entropy function which depends only on
the near-horizon parameters and conserved charges, and if this admits a unique extremum then
the entropy is independent of the asymptotic values of the moduli. In the case of 4-dimensional
solutions the analysis of [8] implies that if the solution admits SO(2, 1) × U(1) symmetry, and
the horizon has spherical topology, then such a mechanism holds. In D = 4, 5 it is known that
all known asymptotically flat black hole solutions exhibit attractor mechanism behaviour which
follow from near-horizon symmetry theorems [107] for any Einstein-Maxwell-scalar-CS theory. In
particular, a generalization of the analysis of [8] to five dimensions requires the existence of a
SO(2, 1) × U(1)2 symmetry, where all the possibilities have been classified for D = 5 minimal
ungauged supergravity [19]. Near-horizon geometries of asymptotically AdS5 supersymmetric
black holes admitting a SO(2, 1)× U(1)2 symmetry have been classified in [105, 101].
It remains to be determined if all supersymmetric near-horizon geometries fall into this class.
There is no general proof of an attractor mechanism for higher dimensional black holes (D > 5)
as it depends largely on the properties of the geometry of the horizon section e.g for D = 10
heterotic, it remains undetermined if there are near-horizon geometries with non-constant dilaton
Φ.
We shall consider the following conjecture concerning the properties of supersymmetric regular
near-horizon geometries:
Theorem 1 (The Horizon Conjecture). Assuming all fields are smooth and the spatial cross
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section of the event horizon, S, is smooth and compact without boundary,
• The number of Killing spinors N , N 6= 0, of Killing horizons H in supergravity11 is given by
N = 2N− + Index(DE) , (1.72)
where N− ∈ N>0 and DE is a Dirac operator twisted by a vector bundle E, defined on the
spatial horizon section S, which depends on the gauge symmetries of the supergravity theory
in question,
• Horizons with non-trivial fluxes and N− 6= 0 admit an sl(2,R) symmetry subalgebra.
One simple motivational example of (super)symmetry enhancement which we will consider in the
next chapter is the R× SO(3) isometry group of the Reissner-Nordstro¨m black hole which in the
extremal near-horizon limit enhances to SL(2,R)×SO(3) with near-horizon geometry AdS2×S2.
In addition, viewing the extreme Reissner-Nordstrom black hole as a solution of the N = 2, D = 4
minimal supergravity, the N = 4 supersymmetry of the solution also enhances to N = 8 near the
horizon.
The main focus of this thesis is to prove the horizon conjecture for supersymmetric black hole
horizons of IIA, massive IIA and D = 5 (gauged and ungauged) supergravity with vector mul-
tiplets. In particular, the first part of the horizon conjecture as applied to these theories will
establish that there is supersymmetry enhancement, which gives rise to symmetry enhancement
in the form of the sl(2,R) symmetry, as mentioned in the second part of the horizon conjecture.
Such symmetry enhancement also produces additional conditions on the geometry of the solution.
The methodology used to investigate these problems involves techniques in differential geometry,
differential equations on compact manifolds, and requires some knowledge on general relativity
and supergravity. Algebraic and differential topology are also essential in the analysis.
The proofs that we establish in this thesis for (super)symmetry enhancement rely on establishing
Lichnerowicz-type theorems and an index theory argument. A similar proof has been given for
supergravity horizons in D = 11, IIB, D = 5 minimal gauged and D = 4 gauged [77, 63, 71, 75].
We shall also prove that the near-horizon geometries admit a sl(2,R) symmetry algebra. In general,
we find that the orbits of the generators of sl(2,R) are 3-dimensional, though in some special cases
they are 2-dimensional. In these special cases, the geometry is a warped product AdS2×w S. The
properties of AdS2 and their relationship to black hole entropy have been examined in [130, 128].
Our results, together with those of our previous calculations, implies that the sl(2,R) symmetry is
a universal property of supersymmetric black holes. This has previously been observed for generic
non-supersymmetric extremal horizons [102].
11Generated by a Killing vector X with XµXνgµν = 0 on H as introduced in the following section
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Unlike most previous investigations of near horizon geometries, e.g [78, 121, 76], we do not assume
the vector bilinear matching condition, which is the identification of the stationary Killing vector
field of a black hole with the vector Killing spinor bilinear; in fact we prove this is the case for the
theories under consideration. In particular, we find that the emergence of an isometry generated
by the spinor, from the solution of the KSEs, is proportional to Killing vector which generates the
Killing horizon. Thus previous results which assumed the bilinear condition automatically follow
for the theories that we consider e.g for D = 5 ungauged supergravity, the analysis of [78] classifies
the possible near-horizon geometries which we also revisit in Chapter 6 from the conditions that
we establish. This also allows us to investigate the properties of the near-horizon geometry in
D = 5 gauged supergravity and eliminate certain solutions.
The new Lichnerowicz type theorems established in this thesis are of interest because they have
certain free parameters appearing in the definition of various connections and Dirac operators on
S. Such freedom to construct more general types of Dirac operators in this way is related to the
fact that the minimal set of Killing spinor equations consists not only of parallel conditions on the
spinors but also certain algebraic conditions. These algebraic conditions do not arise in the case
of D = 11 supergravity. Remarkably, the Lichnerowicz type theorems imply not only the parallel
transport conditions but also the algebraic ones as well. The solution of the KSEs is essential to
the investigation of geometries of supersymmetric horizons. We show that the enhancement of
the supersymmetry produces a corresponding symmetry enhancement, and describe the resulting
conditions on the geometry. The only assumptions we make are that the fields are smooth (or at
least C2 differentiable) and the spatial horizon section S is compact without boundary.12
1.5.1 Plan of Thesis
In Chapter 2, we describe the properties of Killing Horizons and introduce Gaussian Null Coor-
dinates (GNC), and we explicitly state important examples in D = 4 in these coordinates, paying
particular attention to extremal horizons. We also introduce the Near-Horizon Limit (NHL) and
give explicit examples for the extremal Reissner-Nordstro¨m, Kerr, and Kerr-Newman to demon-
strate the symmetry enhancement with the sl(2,R) Lie algebra of the Killing vectors. We then give
an overview of the curvature of the near-horizon geometry, field strengths in the near-horizon limit,
the supercovariant derivative, the maximum principle, and the classical Lichnerowicz theorem.
In Chapter 3, we summarize the various types of supergravity theories which we will consider
in this thesis. We begin with an overview of D = 11 supergravity stating the action, the su-
persymmetry variations and the field equations, which we will do for every supergravity theory
12This is an assumption which can be relaxed. To extend the proof to horizons with non-compact S, one has to
impose boundary conditions on the fields.
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that we consider. We also give the details for dimensional reduction on M10 × S1 which gives
D = 10 IIA supergravity on M10. We also give the Romans Massive IIA which give extra terms
that depend on the mass parameter m. Next, we consider the dimensional reduction of D = 11
supergravity on M5 × CY3 and give the details for D = 5 (ungauged) supergravity coupled to
an arbitrary number of vector multiplets on M5 and the Very Special Geometry associated with
the Calabi Yau manifold. Finally, we summarize the details for D = 5 gauged supergravity with
vector multiplets, which give extra terms that depend on the gauging parameter χ.
We begin the general analysis of supersymmetric near-horizon geometries by solving the KSEs
along the lightcone direction, identifying the redundant conditions and stating the independent
KSEs, field equations and Bianchi identities given as the restriction on the spatial horizon section.
By an application of the Hopf maximum principle, we establish generalised Lichnerowicz theorems
relating the zero modes of the horizon Dirac equation with the KSEs. Using the index theorem, we
then establish the enhancement of supersymmetry and show that the number of supersymmetries
must double. Finally, by identifying the isometries generated by the Killing vectors of the Killing
spinor bilinear with the solution along the light cone, we show the enhancement of symmetry with
the sl(2,R) lie subalgebra.
In Chapter 4, we give the details of the general analysis in proving the horizon conjecture for
IIA supergravity. In particular, we give the near-horizon fields, the horizon Bianchi identities
and field equations. We then solve the KSEs of IIA supergravity along the lightcone and identify
the independent conditions. We then prove the supersymmetry enhancement by identifying the
horizon Dirac equation, establishing the Lichnerowizc theorems and using the index theory. We
also give the details of the sl(2,R) symmetry enhancement for IIA horizons. In Chapter 5 we
repeat the general analysis with the addition of the mass parameter m.
In Chapter 6 we give a brief introduction into the near-horizon geometry of the BMPV and black
ring solution in Gaussian Null Coordinates, and explicitly show how the symmetry enhancement
in the near-horizon limit produces Killing vectors which satisfy the sl(2,R) Lie algebra. We then
repeat the same general analysis as previous chapters, for D = 5 supergravity (gauged and un-
gauged) with vector multiplets. We also highlight differences in the gauged and ungauged theories,
particularly in counting the number of supersymmetries and the conditions on the geometry of S.
In the appendices, we give the calculations required for the analysis of the various supergravity
theories we have considered. In particular, Appendix A gives the details for the derivation of
Gaussian null coordinates, other regular coordinate systems and we explicitly give the expressions
used in computing the spin connection, Riemann curvature tensor and Ricci tensor for near-
horizon geometries in terms of the frame basis. Appendix B gives the details for the gamma
matrices and Clifford algebra conventions for arbitrary spacetime dimensions. In Appendix C
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we give the calculations for IIA supergravity; first giving the integrability conditions from the
KSEs which give rise to the field equations. We give a derivation of the Dilaton field equation
which is implied by the other field equations. We then give a proof that the bilinears constructed
from Killing spinors give rise to isometries and preserve all the fluxes. Next we give the details
in establishing the conditions that we get from the solution along the lightcone in terms of the
independent KSEs. We also give a proof of the Lichneorwicz principle using a maximum principle
by calculating the Laplacian of the norm of the spinors. We also give an alternative derivation
using a partial integration argument. In Appendix D and Appendix E, we repeat these details
for Massive IIA, D = 5 ungauged and gauged supergravity. Finally in Appendix F we give
the generic calculations that are required for the analysis of the sl(2,R) symmetry and spinor
bilinears.
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Chapter 2
Killing Horizons and
Near-Horizon Geometry
In this section we describe the properties of Killing Horizons and introduce Gaussian Null Coor-
dinates which are particularly well adapted for such geometries, illustrated by certain important
examples in D = 4.1 As the purpose of this thesis is to investigate the geometric properties
of supersymmetric near-horizon geometries, it will be particularly advantageous to work in a
co-ordinate system which is specially adapted to describe Killing Horizons.
In what follows, we will assume that the black hole event horizon is a Killing horizon. Rigidity
theorems imply that the black hole horizon is Killing for both non-extremal and extremal black
holes, under certain assumptions, have been constructed, e.g. [32, 54, 90, 88]. The assumption
that the event horizon is Killing enables the introduction of Gaussian Null co-ordinates [115, 54] in
a neighbourhood of the horizon. The analysis of the near-horizon geometry is significantly simpler
than that of the full black hole solution, as the near-horizon limit reduces the system to a set of
equations on a co-dimension 2 surface, S, which is the spatial section of the event horizon.
2.1 Killing horizons
Definition 2.1. A null hypersurface H is a Killing Horizon of a Killing vector field ξ if it is
normal to H i.e ∃ a Killing vector field ξ everywhere on the spacetime M which becomes null only
on the horizon H.
If ξ is a Killing vector then the Killing horizon H can be identified with the surface given by
g(ξ, ξ) = 0. A Killing horizon is a more local description of a horizon since it can be formulated
1We use natural units with G = c = ~ = 1
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in terms of local coordinates. For an example, consider the Schwarzchild metric,
ds2 = −
(
1− 2M
r
)
dt2 +
(
1− 2M
r
)−1
dr2 + r2(dθ2 + sin2 θdφ2) . (2.1)
The Killing horizon is generated by the timelike Killing vector ξ = ∂t which becomes null on the
horizon r = 2M since g(ξ, ξ) = −(1− 2Mr ).
Associated to a Killing horizon is a geometrical quantity known as the surface gravity κ. If the
surface gravity vanishes, then the Killing horizon is said to be extreme or degenerate. The surface
gravity κ is defined as,
ξν∇νξµ
∣∣
H = κξ
µ . (2.2)
This can be rewritten as
∇µ(ξ2)
∣∣
H = −2κξµ . (2.3)
By Frobenius theorem, a vector ξµ is hyperspace orthogonal if,
ξ[µ∇νξρ] = 0 . (2.4)
Since ξ is Killing, we can rewrite this as,
ξρ∇µξν = −2ξ[µ∇ν]ξρ . (2.5)
By contracting with ∇µξν and evaluating on H we get,
ξρ(∇µξν)(∇µξν) = −2(∇µξν)(ξ[µ∇ν]ξρ) = −2κξµ∇µξρ = −2κ2ξρ . (2.6)
Thus we can write,
κ2 = −1
2
(∇µξν)(∇µξν)
∣∣
H . (2.7)
The surface gravity of a static Killing horizon can be interpreted as the acceleration, as exerted at
infinity, needed to keep an object on the horizon. For the Schwarzchild metric the surface gravity
is κ = 14M which is non-vanishing.
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2.2 Gaussian null coordinates
In order to study near-horizon geometries we need to introduce a coordinate system which is
regular and adapted to the horizon. We will consider a D-dimensional stationary black hole
metric, for which the horizon is a Killing horizon, and the metric is regular at the horizon. A
set of Gaussian Null coordinates [115, 54] {u, r, yI} will be used to describe the metric, where
r denotes the coordinate transverse to the horizon as the radial distance away from the event
horizon which is located at r = 0 and yI , I = 1, . . . , D−2 are local co-ordinates on S. The metric
components have no dependence on u, and the timelike isometry ξ = ∂∂u is null on the horizon at
r = 0. As shown in [54] (see Appendix A) the black hole metric in a patch containing the horizon
is given by,
ds2 = 2dudr + 2rhI(y, r)dudy
I − rf(y, r)du2 + ds2S . (2.8)
The spatial horizon section S is given by u = const, r = 0 with the metric
ds2S = γIJ(y, r)dy
IdyJ . (2.9)
where γIJ is the metric on the spatial horizon section S and f, hI and γIJ are smooth functions
of (r, yI) so that the spacetime is smooth. We assume that S, when restricted to r = const. for
sufficiently small values of r, is compact and without boundary. The 1-form h, scalar ∆ and metric
γ are functions of r and yI ; they are smooth in r and regular at the horizon. The surface gravity
associated with the Killing vector ξ can be computed from this metic, to obtain κ = 12f(y, 0).
It is instructive to consider a number of important 4-dimensional examples. In each case the
co-ordinate transformation used to write the metric in regular coordinates around the horizon,
GNC and Kerr coordinates, which removes the co-ordinate singularity at the horizon.
Example 1. Consider the Schwarzschild solution (2.1) and make the change of coordinates
(t, r, θ, φ)→ (u, r, θ, φ) with t→ u+ λ(r) and
λ(r) = −r − 2M ln(r − 2M) . (2.10)
Thus in GNC the metric can be written as,
ds2 = −r(r + 2M)−1du2 + 2dudr + (r + 2M)2(dθ2 + sin2 θdφ2) . (2.11)
where we have also made shift r → 2M+r so that the horizon is now located at r = 0. We remark
that the derivation of the Gaussian null co-ordinates for the Schwarzschild solution is identical to
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that of the standard Eddington-Finkelstein co-ordinates.
Example 2. It is also straightforward to consider Reisser-Nordstro¨m solution (1.13). We make
the same co-ordinate transformation as for the Schwarzschild analysis, but take
λ(r) = −r −M ln(r2 − 2Mr +Q2) +
(
Q2 − 2M2√
Q2 −M2
)
arctan
(
r −M√
Q2 −M2
)
. (2.12)
This produces the following metric
ds2 = −
(
1− 2M
r
+
Q2
r2
)
du2 + 2dudr + r2(dθ2 + sin2 θdφ2) . (2.13)
The event horizon is located at the outer horizon r = r+ ≡ M +
√
M2 −Q2. We can also make
the shift r → r+ + r so that the horizon is now located at r = 0.
Example 3. For the Kerr metric, given in (1.21), we make the change of co-ordinates (t, r, θ, φ)→
(u, r, θ, φ˜) with t→ u+ λ1(r), φ→ φ˜+ λ2(r) and take
λ1(r) = −r −M ln(r2 − 2Mr + a2)−
(
2M2√
a2 −m2
)
arctan
(
r −M√
a2 −M2
)
,
λ2(r) = −
(
a√
a2 −m2
)
arctan
(
r −M√
a2 −M2
)
. (2.14)
which produces the metric
ds2 = −
(
r2 − 2Mr + a2 cos2 θ
r2 + a2 cos2 θ
)
du2 + 2dudr − a sin2 θdrdφ︸ ︷︷ ︸
(∗)
−
(
2aMr sin2 θ
r2 + a2 cos2 θ
)
dudφ
+ (r2 + a2 cos2 θ)dθ2 +
(
sin2 θ(a2(a2 − 2Mr + r2) cos2 θ + (2Mr + r2)a2 + r4)
r2 + a2 cos2 θ
)
dφ2 ,
(2.15)
where the tildes have been dropped. The event horizon is located at the outer horizon r = r+ ≡
M +
√
M2 − a2. We can also make the shift r → r+ + r so that the horizon is now located at
r = 0.
Example 4. For the Kerr-Newman metric, given in (1.24), on making the change of coordinates
(t, r, θ, φ)→ (u, r, θ, φ˜) with t→ u+ λ1(r), φ→ φ˜+ λ2(r) and taking
λ1(r) = −r −M ln(r2 − 2Mr +Q2 + a2) +
(
Q2 − 2M2√
Q2 −M2 + a2
)
arctan
(
r −M√
Q2 −M2 + a2
)
,
λ2(r) = −
(
a√
Q2 −M2 + a2
)
arctan
(
r −M√
Q2 −M2 + a2
)
, (2.16)
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the following metric is found
ds2 = −
(
r2 − 2Mr + a2 cos2 θ +Q2
r2 + a2 cos2 θ
)
du2 + 2dudr − a sin2 θdrdφ︸ ︷︷ ︸
(∗)
+
(
a sin2 θ(Q2 − 2Mr)
r2 + a2 cos2 θ
)
dudφ+ (r2 + a2 cos2 θ)dθ2
+
(
sin2 θ(a2(a2 +Q2 − 2Mr + r2) cos2 θ + (2Mr + r2 −Q2)a2 + r4)
r2 + a2 cos2 θ
)
dφ2 , (2.17)
where the tildes have been dropped. The event horizon is located at the outer horizon r = r+ ≡
M +
√
M2 −Q2 − a2. We can also make the shift r → r+ + r so that the horizon is now located
at r = 0.
The resulting metric for both Kerr and Kerr-Newman are expressed in terms of regular coordinates
around the horizon, known as Kerr coordinates. These are evidently different from the usual
coordinates in GNC since it contains a non-zero drdφ term (*) and the Killing vector ∂u is not
null on the horizon. Nonetheless, this extra term will disappear in the near-horizon limit for
extreme horizons as we shall see (see Appendix A).
2.2.1 Extremal horizons
Since the near-horizon geometry is only well defined for extremal black holes, with vanishing
surface gravity, it will be useful to consider some examples. The two examples of particular
interest are the extremal Reisser-Nordstro¨m solution and the extremal Kerr-Newman solution.
Example 5. For the case of Reisser-Nordstro¨m, the extremal solution is obtained by setting
Q = M . On taking the metric given in (2.13) and setting Q = M , and also shifting r →M + r so
that the horizon is now located at r = 0, we find the metric in GNC,
ds2 = −r2(M + r)−2du2 + 2dudr + (M + r)2(dθ2 + sin2 θdφ2) . (2.18)
Example 6. For the case of the Kerr-Newman, the extremal solution is obtained by setting
Q2 = M2−a2 in the metric (2.17), and also shifting r →M +r so that the horizon is now located
at r = 0, we find the metric the following metric in Kerr coordinates,
ds2 = −
(
r2 − a2 + a2 cos2 θ
(r +M)2 + a2 cos2 θ
)
du2 + 2dudr − a sin2 θdrdφ
−
(
a sin2 θ(a2 +M2 + 2Mr)
(r +M)2 + a2 cos2 θ
)
dudφ+ ((r +M)2 + a2 cos2 θ)dθ2
+
(
sin2 θ(a2r2 cos2 θ + a4 + (r2 + 4Mr + 2M2)a2 + (r +M)4)
(r +M)2 + a2 cos2 θ
)
dφ2 . (2.19)
2.3. The near-horizon limit 44
The extremal Kerr (Q = 0, a = M) and the extreme RN is obtained by the extreme Kerr-Newman
by setting a = M and a = 0 respectively.
2.3 The near-horizon limit
Having constructed the Gaussian null co-ordinates, we shall consider a particular type of limit
which exists for extremal solutions, called the near-horizon limit [121]. This limit can be thought
of as a decoupling limit in which the asymptotic data at infinity is scaled away, however the
geometric structure in a neighbourhood very close to the horizon is retained.
We begin by considering the Gaussian null co-ordinates adapted to a Killing horizon H associated
with the Killing vector ξ = ∂u, identified with the hypersurface given by r = 0. The Killing vector
becomes null on the horizon, since g(ξ, ξ) = −rf(y, r).
ds2 = 2(dr + rhI(y, r)dy
I − 1
2
rf(y, r)du)du+ γIJ(y, r)dy
IdyJ . (2.20)
As we have mentioned earlier, the surface gravity associated to the Killing vector ξ is given by
κ = 12f(y, 0). To take the near-horizon limit we first make the rescalings
r → rˆ, u→ −1uˆ, yI → yI , (2.21)
which produces the metric (after dropping the hats),
ds2 = 2(dr + rhI(y, r)dy
I − 1
2
r−1f(y, r)du)du+ γIJ(y, r)dyIdyJ . (2.22)
Since f is analytic in r we have an expansion
f(y, r) =
∞∑
n=0
rn
n!
∂nr f
∣∣
r=0
, (2.23)
and a similar expansion for hI and γIJ . Therefore,
−1f(y, r) =
∞∑
n=0
n−1
rn
n!
∂nr f
∣∣
r=0
=
f(y, 0)

+ r ∂rf
∣∣
r=0
+
∞∑
n=2
n−1
rn
n!
∂nr f
∣∣
r=0
. (2.24)
The near-horizon limit then corresponds to taking the limit  → 0. This limit is clearly only
well-defined when f(y, 0) = 0, corresponding to vanishing surface gravity. Hence the near-horizon
limit is only well defined for extreme black holes. Thus, for extremal black holes, after taking the
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near-horizon limit we have the metric,
ds2NH = 2(dr + rhIdy
I − 1
2
r2∆du)du+ γIJdy
IdyJ , (2.25)
where we have defined ∆ = ∂rf
∣∣
r=0
and hI , γIJ are evaluated at r = 0 so that the r-dependence is
fixed on H. {∆, hI , γIJ} are collectively known as the near-horizon data and depend only on the
coordinates yI . In Appendix A consider an arbitrary metric written in the coordinates (u, r, yI)
which is regular around the horizon r = 0 generated by a Killing vector ∂u. We consider the
conditions on the metric components for the near-horizon limit to be well defined and show that
the metric under a certain condition can be written as (2.25) upon identification of the near-horizon
data.
The near-horizon metric (2.25) also has a new scale symmetry, r → λr, u → λ−1u generated by
the Killing vector L = u∂u−r∂r. This, together with the Killing vector V = ∂u satisfy the algebra
[V,L] = V and they form a 2-dimensional non-abelian symmetry group G2. We shall show that for
a very large class of supersymmetric near-horizon geometries, this further enhances into a larger
symmetry algebra, which will include a sl(2,R) subalgebra. This has previously been shown for
non-supersymmetric extremal black hole horizons [102].
Supersymmetric black holes in four and five dimensions are necessarily extreme. To see why this
is to be expected, we recall that Killing spinors are the parameters of preserved supersymmetry of
a solution, so a supersymmetric solution to any supergravity theory necessarily admits a Killing
spinor . The bilinear Kµ = ¯Γµ is a non-spacelike Killing vector field i.e. K2 ≤ 0. Suppose
a supersymmetric Killing horizon H is invariant under the action of K, then K must be null
and dK2 = −2κK on the horizon. It follows that K2 attains a maximum on the horizon, and
therefore dK2 = 0 which implies that the horizon is extremal. It is also known in five dimensions
that there exists a real scalar spinor bilinear f , with the property that K2 = −f2. Assuming that
the Killing spinor is analytic in r in a neighbourhood of the horizon, this implies that K2 ∼ −r2
in a neighbourhood of the horizon and this also implies that the horizon is extremal. A similar
argument holds in four dimensions.
A near-extremal black hole is a black hole which is not far from the extremality. The calculations
of the properties of near-extremal black holes are usually performed using perturbation theory
around the extremal black hole; the expansion parameter known as non-extremality [20, 118]. In
supersymmetric theories, near-extremal black holes are often small perturbations of supersym-
metric black holes. Such black holes have a very small surface gravity and Hawking temperature,
which consequently emit a small amount of Hawking radiation. Their black hole entropy can often
be calculated in string theory, much like in the case of extremal black holes, at least to the first
order in non-extremality.
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To extend the horizon into the bulk away from the near-horizon limit, one has to consider the full
r-dependence of the near-horizon data [109, 50], which are evaluated at r = 0 and thus depend
only the coordinates yI of the spatial horizon section S in the near-horizon decoupling limit. We
thus extend the data {∆(y), hI(y), γIJ(y)} → {∆ˆ(y, r), hˆI(y, r), γˆIJ(y, r)}, taylor expand around
r = 0 and consider the first order deformation of the horizon fields, where the usual near-horizon
data is given by,
∆ˆ(y, 0) = ∆, hˆI(y, 0) = hI , γˆIJ(y, 0) = γIJ . (2.26)
2.3.1 Examples of near-horizon geometries
Now we will give examples of near-horizon geometries for the extremal Reisser-Nordstro¨m, Kerr
and Kerr-Newman solution to illustrate the emergence of an extra isometry which forms the
sl(2,R) algebra [102],
Example 7. It is instructive to consider the case of the extremal Reisser-Nordstro¨m solution with
metric written in Gaussian null co-ordinates as:
ds2 = −r2(M + r)−2du2 + 2dudr + (M + r)2(dθ2 + sin2 θdφ2) . (2.27)
On taking the near-horizon limit as described previously, the metric becomes
ds2 = 2(dr − 1
2
r2∆du)du+ γ11dθ
2 + γ22dφ
2 (2.28)
with the near-horizon data,
∆ =
1
M2
, γ11 = M
2, γ22 = M
2 sin2 θ , (2.29)
which is the metric of AdS2 × S2. The isometries of AdS2, denoted by {K1,K2,K3} are given by
K1 = ∂u, K2 = −u∂u + r∂r, K3 = −u
2
2
∂u + (M
2 + ur)∂r , (2.30)
which satisfy the sl(2,R) algebra
[K1,K2] = −K1, [K1,K3] = K2, [K2,K3] = −K3 , (2.31)
and the isometries of the S2 are given by {K4,K5,K6}, with
K4 = ∂φ, K5 = sinφ∂θ + cosφ cot θ∂φ, K6 = cosφ∂θ − sinφ cot θ∂φ , (2.32)
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which satisfy the Lie algebra so(3),
[K4,K5] = K6, [K4,K6] = −K5, [K5,K6] = K4 . (2.33)
Example 8. Now let us consider the extremal Kerr metric. In the usual NHL we first take the
extremal limit (a = M) in Kerr coordinates,
ds2 = −
(
r2 −M2 +M2 cos2 θ
(r +M)2 +M2 cos2 θ
)
du2 + 2dudr −M sin2 θdrdφ
−
(
2M2(r +M) sin2 θ
(r +M)2 +M2 cos2 θ
)
dudφ+ ((r +M)2 +M2 cos2 θ)dθ2
+
(
(M2r2 cos2 θ + 4M4 + 8M3r + 7M2r2 + 4Mr3 + r4) sin2 θ
(r +M)2 +M2 cos2 θ
)
dφ2 , (2.34)
and then the near-horizon limit
r → rˆ, u→ −1uˆ, φ→ φˆ+ uˆ
2M
−1, → 0 , (2.35)
and subsequently drop the hats and repeat this after we make the change,
r →
(
2
cos2 θ + 1
)
rˆ , (2.36)
to get the metric into the form,
ds2 = 2(dr + rh1dθ + rh2dφ− 1
2
r2∆du)du+ γ11dθ
2 + γ22dφ
2 , (2.37)
and the near-horizon data given by,
∆ =
(cos4 θ + 6 cos2 θ − 3)
M2(cos2 θ + 1)3
,
h1 =
2 cos θ sin θ
cos2 θ + 1
, h2 =
4 sin2 θ
(cos2 θ + 1)2
,
γ11 = M
2(cos2 θ + 1), γ22 =
4M2 sin2 θ
cos2 θ + 1
. (2.38)
The Killing vectors K1,K2,K3,K4 of this near-horizon metric are given by,
K1 = ∂u, K2 = −u∂u + r∂r − ∂φ ,
K3 = −u
2
2
∂u + (2M
2 + ur)∂r − u∂φ ,
K4 = ∂φ , (2.39)
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with the Lie algebra sl(2,R)× u(1),
[K1,K2] = −K1, [K1,K3] = K2, [K2,K3] = −K3 . (2.40)
Example 9. Finally, we consider the Kerr-Newman metric in Kerr coordinates. We take the
extremal limit (Q2 = M2 − a2)
ds2 = −
(
r2 − a2 + a2 cos2 θ
(r +M)2 + a2 cos2 θ
)
du2 + 2dudr − a sin2 θdrdφ
−
(
a(a2 +M2 + 2Mr) sin2 θ
(r +M)2 + a2 cos2 θ
)
dudφ+ ((r +M)2 + a2 cos2 θ)dθ2
+
(
(a2r2 cos2 θ + a4 + (r2 + 4Mr + 2M2)a2 + (r +M)4) sin2 θ
(r +M)2 + a2 cos2 θ
)
dφ2 , (2.41)
and then the near-horizon limit,
r → rˆ, u→ −1uˆ, φ→ φˆ+ auˆ
(a2 +M2)
−1, → 0 , (2.42)
after which we also make the change
r →
(
(a2 +M2)
a2 cos2 θ +M2
)
rˆ , (2.43)
and dropping the hats after each coordinate transformation to get the metric into the form,
ds2 = 2(dr + rh1dθ + rh2dφ− 1
2
r2∆du)du+ γ11dθ
2 + γ22dφ
2 , (2.44)
with the near-horizon data,
∆ =
(a4 cos4 θ + 6a2M2 cos2 θ − 4a2M2 +M4)
(a2 cos2 θ +M2)3
,
h1 =
2a2 cos θ sin θ
a2 cos2 θ +M2
, h2 =
2aM(a2 +M2) sin2 θ
(a2 cos2 θ +M2)2
,
γ11 = a
2 cos2 θ +M2, γ22 =
(a2 +M2)2 sin2 θ
a2 cos2 θ +M2
. (2.45)
The Killing vectors K1,K2,K3,K4 of this near-horizon metric are given by,
K1 = ∂u, K2 = −u∂u + r∂r −
(
2aM
a2 +M2
)
∂φ ,
K3 = −u
2
2
∂u + (a
2 +M2 + ur)∂r −
(
2aMu
a2 +M2
)
∂φ ,
K4 = ∂φ , (2.46)
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with the Lie algebra sl(2,R)× u(1),
[K1,K2] = −K1, [K1,K3] = K2, [K2,K3] = −K3 . (2.47)
As we have previously remarked, the isometries K1 and K2 are generic for all near-horizon ge-
ometries. In these cases, an additional isometry K3 is present; which also follow from known
near-horizon symmetry theorems [102] for non-supersymmetric extremal horizons. We shall show
that the emergence of such an extra isometry, in the near-horizon limit, which forms the sl(2,R)
algebra is generic for supersymmetric black holes.
2.3.2 Curvature of the near-horizon geometry
As we will see, geometric equations (such as Einstein’s equations) for a near-horizon geometry can
be equivalently written as geometric equations defined purely on a (D − 2)-dimensional spatial
cross section manifold S of the horizon. It is convenient to introduce a null-orthonormal frame
for the near-horizon metric, denoted by (eA), where A = (+,−, i), i = 1, . . . , D − 2 and
e+ = du, e− = dr + rh− 1
2
r2∆du, ei = eiIdy
I , (2.48)
so that ds2 = gABe
AeB = 2e+e−+ δijeiej , where ei are vielbeins for the horizon metric δij . The
dual basis vectors are frame derivatives which are expressed in terms of co-ordinate derivatives as
e+ = ∂+ = ∂u +
1
2
r2∆∂r , e− = ∂− = ∂r , ei = ∂i = ∂˜i − rhi∂r . (2.49)
The spin-connection 1-forms satisfy deA = −ΩAB ∧ eB and are given by
Ω+− = −r∆e+ + 1
2
hie
i ,
Ω+i = −1
2
r2(∂i∆−∆hi)e+ − 1
2
hie
− +
1
2
rdhije
j ,
Ω−i = −1
2
hie
+ , Ωij = Ω˜ij − 1
2
rdhije
+ , (2.50)
where Ω˜ij are the spin-connection 1-forms of the (D− 2)-manifold S with metric δij and basis ei.
Here we have made use of the following identities:
de+ = 0, de− = e− ∧ h+ rdh+ 1
2
e+ ∧ (−r2∆h+ r2d∆ + 2r∆e−) . (2.51)
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The non-vanishing components of the spin connection are
Ω−,+i = −1
2
hi , Ω+,+− = −r∆, Ω+,+i = 1
2
r2(∆hi − ∂i∆),
Ω+,−i = −1
2
hi, Ω+,ij = −1
2
rdhij , Ωi,+− =
1
2
hi, Ωi,+j = −1
2
rdhij ,
Ωi,jk = Ω˜i,jk . (2.52)
The curvature two-forms defined by ρAB = dΩAB + ΩAC ∧ ΩCB give the Riemann tensor in this
basis using ρAB =
1
2RABCDe
C ∧eD and are given in Appendix A. The non-vanishing components
of the Ricci tensor with respect to the basis (2.48) are
R+− =
1
2
∇˜ihi −∆− 1
2
h2 , Rij = Rˆij + ∇˜(ihj) − 1
2
hihj ,
R++ = r
2
(
1
2
∇˜2∆− 3
2
hi∇˜i∆− 1
2
∆∇˜ihi + ∆h2 + 1
4
(dh)ij(dh)
ij
)
,
R+i = r
(
1
2
∇˜j(dh)ij − (dh)ijhj − ∇˜i∆ + ∆hi
)
, (2.53)
where Rˆ is the Ricci tensor of the metric δij on the horizon section S in the ei frame. The
spacetime contracted Bianchi identity implies the following identities [102] on S:
R++ = −1
2
r(∇˜i − 2hi)R+i ,
R+i = r
(
− ∇˜j [Rji − 1
2
δji(R
k
k + 2R+−)] + h
jRji − hiR+−
)
, (2.54)
which may also be verified by computing this directly from the above expressions.
2.3.3 The supercovariant derivative
We can also decompose the supercovariant derivative of the spinor  given by2,
∇µ = ∂µ+ 1
4
Ωµ,νρΓ
νρ , (2.55)
with respect to the basis (2.48), which will be useful later for the analysis of KSEs. After expand-
ing each term and evaluating the components of the spin connection with (2.52) and the frame
derivatives with (2.49) we have,
∇+ = ∂u+ 1
2
r2∆∂r+
1
4
r2(∆hi − ∂i∆)Γ+i− 1
4
hiΓ
−i− 1
2
r∆Γ+−− 1
8
r(dh)ijΓ
ij ,
∇− = ∂r− 1
4
hiΓ
+i ,
∇i = ∇˜i− r∂rhi − 1
4
r(dh)ijΓ
+j+
1
4
hiΓ
+− . (2.56)
2We use the Clifford algebra conventions with mostly positive signature and {Γµ,Γν} = 2gµν
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The integrability condition for (2.55) can be written in terms of the Riemann and Ricci tensor as,
[∇µ,∇ν ] = 1
4
Rµν,ρσΓ
ρσ, Γν [∇µ,∇ν ] = −1
2
RµσΓ
σ . (2.57)
Similarly, the covariant derivative of a vector ξρ can be written in terms of the spin connection
as,
∇µξρ = ∂µξρ + Ωµ,ρλξλ , (2.58)
and for a Killing vector ξ we can write the integrability condition associated with the covariant
derivative in terms of the Riemann and Ricci tensor as,
[∇µ,∇ν ]ξρ = Rρλ,µνξλ, ∇µ∇νξµ = Rρνξρ . (2.59)
2.4 Field strengths
Consider a p-form field strength, F(p). Suppose that the components of this field strength, when
written in the Gaussian null co-ordinates are independent of u and smooth (or at least C2) in r,
and furthermore that it admits a well-defined near-horizon limit. Such a field strength, after taking
the near-horizon limit, can always be decomposed with respect to the basis (2.48) as follows:
F(p) = e
+ ∧ e− ∧ L(p−2) + re+ ∧M(p−1) +N(p), p > 1 . (2.60)
where L(p−2), M(p−1) and N(p) are p − 2, p − 1 and p-forms on the horizon spatial cross-section
which are independent of u and r. On taking the exterior derivative one finds3
dF(p) = e
+ ∧ e− ∧ (dhL(p−2) −M(p−1)) + re+ ∧ (−dhM(p−1) − dh ∧ L(p−2)) + dN(p) . (2.61)
If F(p) = dA(p−1) with gauge potential A(p−1) then dF(p) = 0 as with the common Bianchi
identities, we get the following conditions;
M(p−1) = dhL(p−2), dhM(p−1) = −dh ∧ L(p−2), dN(p) = 0 . (2.62)
The third implies N(p) is a closed form on the spatial section S. The second condition is not
independent as it is implied by the first.
We will now give a reminder of the maximum principle and the classical Lichnerozicz theorem,
3dhα = dα− h ∧ α
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which are crucial in establishing the results of (super)symmetry enhancement.
2.5 The maximum principle
In the analysis of the global properties of near-horizon geometries, we shall obtain various equations
involving the Laplacian of a non-negative scalar f . Typically f will be associated with the modulus
of a particular spinor. Such equations will be analysed either by application of integration by parts,
or by the Hopf maximum principle. The background manifold N is assumed to be smooth and
compact without boundary, and all tensors are also assumed to be smooth.
In the former case, we shall obtain second order PDEs on N given by,
∇i∇if + λi∇if +∇i(λi)f = α2 , (2.63)
where λi is a smooth vector and α ∈ R. This can be rewritten as,
∇iVi = α2 , (2.64)
with Vi = ∇if +λif . By partial integration over N , the LHS vanishes since it is a total derivative
and we have,
α = 0, ∇iVi = 0 . (2.65)
In the latter case, we shall obtain PDEs of the form
∇i∇if + λi∇if = α2 , (2.66)
and an application of the Hopf maximum principle, which states that if f ≥ 0 is a C2-function
which attains a maximum value in N then,
f = const, α = 0, . (2.67)
2.6 The classical Lichnerowicz theorem
A particularly important aspect of the analysis of the Killing spinor equations associated with the
near-horizon geometries of black holes is the proof of certain types of generalized Lichnerowicz
theorems. These state that if a spinor is a zero mode of a certain class of near-horizon Dirac
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operators, then it is also parallel with respect to a particular class of supercovariant derivatives, and
also satisfies various algebraic conditions. These Dirac operators and supercovariant connections
depend linearly on certain types of p-form fluxes which appear in the supergravity theories under
consideration. Before attempting to derive these results it is instructive to recall how the classical
Lichnerowicz theorem arises, in the case when the fluxes are absent.
On any spin compact manifold N , without boundary, one can establish the equality
∫
N
〈Γi∇i,Γj∇j〉 =
∫
N
〈∇i,∇i〉+
∫
N
R
4
〈, 〉 . (2.68)
To show this, we let
I =
∫
N
〈∇i,∇i〉 − 〈Γi∇i,Γj∇j〉 . (2.69)
This can be rewritten as4,
I =
∫
N
−∇i〈,Γij∇j〉+
∫
N
〈,Γij∇i∇j〉 . (2.70)
The first term vanishes since the integrand is a total derivative and for the second term we use
Γij∇i∇j = − 14R, thus we have
I = −
∫
N
R
4
〈, 〉 , (2.71)
where ∇ is the Levi-Civita connection, 〈·, ·〉 is the real and positive definite Spin-invariant Dirac
inner product (see Appendix B) identified with the standard Hermitian inner product and R is the
Ricci scalar. On considering the identity (2.68), it is clear that if R > 0 then the Dirac operator
has no zero modes. Moreover, if R = 0, then the zero modes of the Dirac operator are parallel
with respect to the Levi-Civita connection.
An alternative derivation of this result can be obtained by noting that if  satisfies the Dirac
equation Γi∇i = 0, then
∇i∇i ‖  ‖2= 1
2
R ‖  ‖2 +2〈∇i,∇i〉 . (2.72)
This identity is obtained by writing
∇i∇i ‖  ‖2= 2〈,∇i∇i〉+ 2〈∇i,∇i〉 . (2.73)
4The gamma matrices are Hermitian (Γi)† = Γi with respect to this inner product.
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To evaluate this expression note that
∇i∇i = Γi∇i(Γj∇j)− Γij∇i∇j = 1
4
R . (2.74)
On considering the identity (2.72), if R ≥ 0, then the RHS of (2.72) is non-negative. An application
of the Hopf maximum principle then implies that ‖  ‖2 is constant, and moreover that R = 0 and
∇ = 0.
Chapter 3
Supergravity
In this section we summarize the properties of various types of supergravity theories, whose near-
horizon geometries will be considered later.
3.1 D = 11 to IIA supergravity
It will turn out to be a rewarding path to begin with the eleven dimensional supergravity the-
ory. Supersymmetry ensures that this theory is unique. Furthermore the IIA ten-dimensional
supergravity has to be the dimensional reduction of this higher-dimensional theory, since the two
theories have the same supersymmetry algebras. D = 11 supergravity on the spacetimeM10×S1
is equivalent to IIA supergravity on the 10-dimensional manifoldM10 where masses proportional
to the inverse radius of S1 are eliminated.
The field content of this theory is rather simple: for the bosons there are just graviton GMN
with 9×102 − 1 = 44 components and a three-form potential A(3) with 9×8×73! = 84 components,
in representation of the SO(9) little group of massless particles in eleven dimensions. There is
also the gravitino ψM with its 16× 8 degrees of freedom, in representation of the covering group
Spin(9). This is indeed the same number as the number of massless degrees of freedom of the
type II string theory.
The bosonic part of the action is
(16piG(11)N )S
(11) =
∫
d11x
√−GR− 1
2
∫
F (4) ∧ ?11F (4) − 1
3!
∫
A(3) ∧ F (4) ∧ F (4) ,
=
∫
d11x
√−G
(
R− 1
48
FM1M2M3M4F
M1M2M3M4
)
− 1
6
∫
A(3) ∧ F (4) ∧ F (4) ,
(3.1)
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where F (4) is the U(1) field strength of the three-form potential F (4) = dA(3). This leads to the
field equations
RMN =
1
12
FML1L2L3FN
L1L2L3 − 1
144
GMNFL1L2L3L4F
L1L2L3L4 ,
d ? F =
1
2
F ∧ F . (3.2)
The supersymmetry variations of 11-dimensional supergravity for the bosons1 are given by2,
δeaM = i¯Γ
aψM , δAM1M2M3 = 3i¯Γ[M1M2ψM3] , (3.3)
while for the fermions we have,
δψM = ∇M +
(
− 1
288
ΓM
L1L2L3L4FL1L2L3L4 +
1
36
FML1L2L3Γ
L1L2L3
)
 . (3.4)
To dimensionally reduce it, write the eleven-dimensional metric as
GMN = e
− 23Φ
gµν + e2ΦAµAν e2ΦAµ
e2ΦAν e
2Φ
 , (3.5)
where we use M,N,· · · = 0, 1,· · · , 10 to denote the eleven-dimensional and µ, ν,· · · = 0, 1,· · · , 9 the
ten-dimensional directions. We also reduce the three-form potential A
(3)
MNP as Cµνρ when it has
no “leg” in the 11-th direction and as A
(3)
MN10 = Bµν and H = dB when it does. Under this field
redefinition, and truncating all the dependence on the eleventh direction, the action reduces to3
S(IIA) = SNS + S
(IIA)
R + S
(IIA)
C-S ,
2κ2SNS =
∫
d10
√−g e−2Φ
(
R+ 4∂µΦ∂
µΦ− 1
2
|H|2
)
,
2κ2S
(IIA)
R = −
1
2
∫
d10x
(|F |2 + |G|2) ,
2κ2S
(IIA)
C-S = −
1
2!
∫
B ∧ dC ∧ dC , (3.6)
where F is the field strength of the Kaluza-Klein gauge field A and G is the field strength modified
by the Chern-Simons term. This is the bosonic action for the type IIA supergravity that we want
to construct. The bosonic field content of IIA supergravity are the spacetime metric g, the dilaton
Φ, the 2-form NS-NS gauge potential B, and the 1-form and the 3-form RR gauge potentials A and
C, respectively. In addition, the theory has non-chiral fermionic fields consisting of a Majorana
gravitino and a Majorana dilatino but these are set to zero in all the computations that follow.
1These are trivial when we consider a classical background and set the fermions to zero
2The frame fields eaM are defined as g
MNeaMe
b
N = η
ab where a labels the local spacetime and ηab is the Lorentz
metric
3We use the notation |F(p)|2 = 1p!Fµ1···µpFµ1···µp
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The bosonic field strengths of IIA supergravity in the conventions of [15] are
F = dA , H = dB , G = dC −H ∧A . (3.7)
These lead to the Bianchi identities
dF = 0 , dH = 0 , dG = F ∧H . (3.8)
The bosonic part of the IIA action in the string frame is
S =
∫ √−g(e−2Φ(R+ 4∇µΦ∇µΦ− 1
12
Hλ1λ2λ3H
λ1λ2λ3
)
− 1
4
FµνF
µν − 1
48
Gµ1µ2µ3µ4G
µ1µ2µ3µ4
)
+
1
2
dC ∧ dC ∧B . (3.9)
This leads to the Einstein equation
Rµν = −2∇µ∇νΦ + 1
4
Hµλ1λ2Hν
λ1λ2 +
1
2
e2ΦFµλFν
λ +
1
12
e2ΦGµλ1λ2λ3Gν
λ1λ2λ3
+ gµν
(
− 1
8
e2ΦFλ1λ2F
λ1λ2 − 1
96
e2ΦGλ1λ2λ3λ4G
λ1λ2λ3λ4
)
, (3.10)
the dilaton field equation
∇µ∇µΦ = 2∇λΦ∇λΦ− 1
12
Hλ1λ2λ3H
λ1λ2λ3 +
3
8
e2ΦFλ1λ2F
λ1λ2
+
1
96
e2ΦGλ1λ2λ3λ4G
λ1λ2λ3λ4 , (3.11)
the 2-form field equation
∇µFµν + 1
6
Hλ1λ2λ3Gλ1λ2λ3ν = 0 , (3.12)
the 3-form field equation
∇λ
(
e−2ΦHλµν
)
= − 1
1152
µνλ1λ2λ3λ4λ5λ6λ7λ8Gλ1λ2λ3λ4Gλ5λ6λ7λ8 +
1
2
Gµνλ1λ2Fλ1λ2 ,
(3.13)
and the 4-form field equation
∇µGµν1ν2ν3 + 1
144
ν1ν2ν3λ1λ2λ3λ4λ5λ6λ7Gλ1λ2λ3λ4Hλ5λ6λ7 = 0 . (3.14)
This completes the description of the dynamics of the bosonic part of IIA supergravity. Now let us
consider the supersymmetry variations of the fields. We denote Γ11 the chirality matrix, defined
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as
Γµ1...µ10 = −µ1...µ10Γ11 . (3.15)
The supersymmetry transformations of all fields to lowest order in the fermions are
δea = ¯Γaψ ,
δB(2) = 2¯Γ11Γ(1)ψ ,
δφ =
1
2
¯ λ ,
δC(1) = −e−φ¯Γ11ψ + 1
2
e−φ¯Γ11Γ(1)λ ,
δC(3) = −3e−φ¯Γ(2)ψ + 1
2
e−φ¯Γ(3)λ+ 3C(1)δB(2) , (3.16)
for the bosons, while the fermions transform according to4
δψµ = ∇µ+ 1
8
Hµν1ν2Γ
ν1ν2Γ11+
1
16
eΦFν1ν2Γ
ν1ν2ΓµΓ11
+
1
8 · 4!e
ΦGν1ν2ν3ν4Γ
ν1ν2ν3ν4Γµ , (3.17)
δλ = ∂µΦ Γ
µ+
1
12
Hµ1µ2µ3Γ
µ1µ2µ3Γ11+
3
8
eΦFµ1µ2Γ
µ1µ2Γ11
+
1
4 · 4!e
ΦGµ1µ2µ3µ4Γ
µ1µ2µ3µ4 = 0 . (3.18)
The KSEs of IIA supergravity are the vanishing conditions of the gravitino and dilatino super-
symmetry variations evaluated at the locus where all fermions vanish. These can be expressed
as
Dµ ≡ δψµ = 0 , (3.19)
A ≡ δλ = 0 . (3.20)
where  is the supersymmetry parameter which from now on is taken to be a Majorana, but not
Weyl, commuting spinor of Spin(9, 1). We use the spinor conventions of [66, 65], see Appendix
B and D for the Clifford algebra. The Dirac spinors of Spin(9, 1) are identified with Λ∗(C5) and
the Majorana spinors span a real 32-dimensional subspace after imposing an appropriate reality
condition.
Suppose that a D = 11 background has a symmetry generated by a vector field X with closed
orbits. The spinorial Lie derivative LX associated with a Killing vector X is given by,
LX ≡ Xµ∇µ+ 1
4
∇µXνΓµν . (3.21)
4In the case of the fermions, we leave the index structure explicit since contractions are involved.
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The D = 11 spinors are related to IIA spinors after an appropriate rescaling with the dilaton.
To our knowledge, a supersymmetry generated by a Killing spinor  survives the reduction from
D = 11 to IIA along X iff,
LX = 0 , (3.22)
3.2 IIA to Roman’s massive IIA
Figure 3.1: Roman’s massive IIA deformation
The bosonic fields of massive IIA supergravity [123] are the spacetime metric g, the dilaton Φ, the
2-form NS-NS gauge potential B, and the 1-form and the 3-form RR gauge potentials A and C,
respectively. The theory also includes a mass parameter m which induces a negative cosmological
constant in the theory. In addition, fermionic fields of the theory are a Majorana gravitino ψµ and
dilatino λ which are set to zero in all the computations that follow. The bosonic field strengths
of massive IIA supergravity [123] in the conventions of [17] are
F = dA+mB , H = dB , G = dC −H ∧A+ 1
2
mB ∧B , (3.23)
implying the Bianchi identities
dF = mH , dH = 0 , dG = F ∧H , (3.24)
The bosonic part of the massive IIA action in the string frame is
S =
∫ [√−g(e−2Φ(R+ 4∇µΦ∇µΦ− 1
12
Hλ1λ2λ3H
λ1λ2λ3
)
− 1
4
FµνF
µν − 1
48
Gµ1µ2µ3µ4G
µ1µ2µ3µ4 − 1
2
m2
)
+
1
2
dC ∧ dC ∧B + m
6
dC ∧B ∧B ∧B + m
2
40
B ∧B ∧B ∧B ∧B
]
. (3.25)
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This leads to the Einstein equation
Rµν = −2∇µ∇νΦ + 1
4
Hµλ1λ2Hν
λ1λ2 +
1
2
e2ΦFµλFν
λ +
1
12
e2ΦGµλ1λ2λ3Gν
λ1λ2λ3
+ gµν
(
− 1
8
e2ΦFλ1λ2F
λ1λ2 − 1
96
e2ΦGλ1λ2λ3λ4G
λ1λ2λ3λ4 − 1
4
e2Φm2
)
, (3.26)
and the dilaton field equation
∇µ∇µΦ = 2∇λΦ∇λΦ− 1
12
Hλ1λ2λ3H
λ1λ2λ3 +
3
8
e2ΦFλ1λ2F
λ1λ2
+
1
96
e2ΦGλ1λ2λ3λ4G
λ1λ2λ3λ4 +
5
4
e2Φm2 , (3.27)
the 2-form field equation
∇µFµν + 1
6
Hλ1λ2λ3Gλ1λ2λ3ν = 0 , (3.28)
the 3-form field equation
∇λ
(
e−2ΦHλµν
)
= mFµν +
1
2
Gµνλ1λ2Fλ1λ2 −
1
1152
µνλ1λ2λ3λ4λ5λ6λ7λ8Gλ1λ2λ3λ4Gλ5λ6λ7λ8 ,
(3.29)
and the 4-form field equation
∇µGµν1ν2ν3 + 1
144
ν1ν2ν3λ1λ2λ3λ4λ5λ6λ7Gλ1λ2λ3λ4Hλ5λ6λ7 = 0 , (3.30)
The supersymmetry transformations of all fields to lowest order in the fermions are
δea = ¯Γaψ ,
δB(2) = 2¯Γ11Γ(1)ψ ,
δφ =
1
2
¯ λ ,
δC(1) = −e−φ¯Γ11ψ + 1
2
e−φ¯Γ11Γ(1)λ ,
δC(3) = −3e−φ¯Γ(2)ψ + 1
2
e−φ¯Γ(3)λ+ 3C(1)δB(2) , (3.31)
for the bosons, while the fermions transform according to
δψµ = ∇µ+ 1
8
Hµν1ν2Γ
ν1ν2Γ11+
1
16
eΦFν1ν2Γ
ν1ν2ΓµΓ11
+
1
8 · 4!e
ΦGν1ν2ν3ν4Γ
ν1ν2ν3ν4Γµ+
1
8
eΦmΓµ , (3.32)
δλ = ∂µΦ Γ
µ+
1
12
Hµ1µ2µ3Γ
µ1µ2µ3Γ11+
3
8
eΦFµ1µ2Γ
µ1µ2Γ11
+
1
4 · 4!e
ΦGµ1µ2µ3µ4Γ
µ1µ2µ3µ4+
5
4
eΦm = 0 . (3.33)
3.3. D = 11 to D = 5, N = 2 supergravity 61
The KSEs of massive IIA supergravity are the vanishing conditions of the gravitino and dilatino
supersymmetry variations evaluated at the locus where all fermions vanish. These can be expressed
as
Dµ ≡ δψµ = 0 , (3.34)
A ≡ δλ = 0 , (3.35)
where  is the supersymmetry parameter which again is taken to be a Majorana, but not Weyl,
commuting spinor of Spin(9, 1).
3.3 D = 11 to D = 5, N = 2 supergravity
3.3.1 Ungauged
In this section, we briefly summarize some of the key properties of D = 5, N = 2 ungauged super-
gravity [36], coupled to k vector multiplets. We will also give the details of the compactification
of D = 11 supergravity on a Calabi-Yau [22]. The bosonic part of the action is associated with a
particular hypersurface N of Rk defined by
V (X) =
1
6
CIJKX
IXJXK = 1 . (3.36)
For M-theory compactifications on a Calabi-Yau threefold CY3 with Hodge numbers h(1,1), h(2,1),
and intersection numbers CIJK , V (X) represents the intersection form of the Calabi-Yau threefold
related to the overall volume of the Calabi-Yau threefold and belongs to the so-called universal
hypermultiplet. The scalars XI correspond to the size of the 2-cycles of the Calabi-Yau threefold.
The massless spectrum of the theory contains h(1,1) − 1 vector multiplets with real scalar compo-
nents defined by the moduli at unit volume. Including the graviphoton, the theory has h(1,1) vector
bosons. In addition to the universal hypermultiplet present in any Calabi-Yau compactification,
the theory also contains h(2,1) hypermultiplets.
To obtain the five-dimensional supergravity action, we first have to do a Kaluza-Klein reduction of
eleven-dimensional supergravity, which is straightforward. We start with the eleven-dimensional
supergravity action (3.1) which is completely fixed by N = 1 supersymmetry in D = 11 and
F4 = dA3 is the field strength of the three-form gauge field.
Recall that electric and magnetic charges are defined by integrating over the 4-sphere S4 and
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7-sphere S7,
Qmagnetic = QM5 ∝
∫
S4
F4 ,
Qelectric = QM2 ∝
∫
S7
∗11F4 , (3.37)
with ∗11 being the eleven-dimensional Hodge star. To reduce on the compact manifold M6, we
split the metric naturally into
ds211 = ds
2
5 + ds
2
M6 . (3.38)
Besides the five-dimensional metric, we will find a number of gauge fields and scalar fields from
the reduction. For the generic N = 2 case, the gauge fields come from reduction of A3, and the
scalars come from the CY3 moduli, of which there are two types,
• Ka¨hler moduli, which combine into D = 5, N = 2 vector multiplets,
• Complex structure moduli, which yield D = 5, N = 2 hypermultiplets.
The hypermultiplet scalars [35, 21] are dynamically decoupled for the purposes of investigating
stationary solutions since they do not mix with the other fields (apart from the graviton) at the
level of the equations of motion [16, 46], and it is therefore consistent to set them to a constant
value.5
They are also normally neglected in black hole physics [26]; at least in two-derivative gravity [110]
they are just constants by no-hair theorems, and thus decouple effectively, a fact which is also
elucidated by the attractor mechanism [45, 108]. We will thus neglect them in the following. One
example is the overall size of M6, which we will just set to be a fixed constant, which we choose
to be Vol(M6) = 1 in units of κ211 = 2pi2.
To carry on, we expand the Ka¨hler form J on M6 in a complete basis of (1, 1)-forms {JI},
J =
∑
I
XIJI , I = 1, . . . , h
(1,1) , (3.39)
XI are then the real Ka¨hler moduli. The three-form gauge field can also be expanded using the
following ansatz,
A3 =
∑
I
AI ∧ JI , (3.40)
5This is no longer true in gauged supergravities, where some of the hypermultiplets become charged under the
vectors. [31]
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with AI being five-dimensional gauge fields. The four-form field strength thus decomposes as,
F4 = dA3 =
∑
I
F I ∧ JI , (3.41)
yielding a collection of U(1) gauge fields in five dimensions. The eleven-dimensional Chern- Simons
term then reduces as
∫
A3 ∧ F4 ∧ F4 =
∫
M6
JI ∧ JJ ∧ JK
∫
M5
AI ∧ F J ∧ FK
= CIJK
∫
M5
AI ∧ F J ∧ FK , (3.42)
with CIJK being the ’triple intersection numbers’. Three two-cycles in a six-dimensional manifold
generically intersect in a finite number of distinct points, which are counted by CIJK . Also, since
we set the volume of the internal manifold to one and the volume form is given by J ∧ J ∧ J , we
enforced the ‘very special geometry’ [36] on the Ka¨hler moduli,
V (X) = Vol(M6) = 1
3!
∫
M6
J ∧ J ∧ J = 1
3!
CIJKX
IXJXK = 1 . (3.43)
It is straightforward to show that the kinetic term for the five-dimensional gauge fields is generated
by |F4|2, and the kinetic terms for the Ka¨hler moduli comes from R(11). Putting all the pieces
together, one arrives at the D = 5, N = 2 action,
S5 = − 1
4pi2
∫
d5x
√−g
(
R−QIJ∂µXI∂µXJ − 1
2
QIJF
I
µνF
Jµν
)
+
CIJK
24pi2
∫
M6
AI ∧ F J ∧ FK , (3.44)
with,
QIJ =
1
2
∫
M6
JI ∧ ∗6JJ = −1
2
∂
∂XI
∂
∂XJ
(lnV )|V=1 = −1
2
CIJKX
K +
9
2
XIXJ . (3.45)
We shall assume that the gauge coupling QIJ is positive definite. (3.44) is the action of D =
5, N = 2 supergravity coupled to an arbitrary number of abelian vector multiplets and the whole
action can be derived as the supersymmetric completion of the Chern-Simons term. Note that the
fact that the metric on the scalar manifold, QIJ , is the same metric contracting the kinetic terms
for the gauge fields, is forced upon us by supersymmetry. All known asymptotically flat BPS black
hole solutions can be embedded in this theory. The fields {XI = XI(φ) , I = 0, . . . , k−1} are also
standard coordinates on Rk; and where XI , the dual coordinate is defined by,
XI =
1
6
CIJKX
JXK , (3.46)
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and CIJK are constants which are symmetric in IJK. This allows us to express the hypersurface
equation V = 1 as XIXI = 1 and one can deduce that
∂aXI =
1
3
CIJK∂aX
JXK
XI∂aXI = XI∂aX
I = 0 . (3.47)
The bosonic part of the supergravity action can also be re-expressed as [36],
Sbos =
∫
d5x
√−g
(
R− 1
2
QIJ(φ)F
I
µνF
Jµν − hab(φ)∂µφa∂µφb
)
+
1
24
eµνρστCIJKF
I
µνF
J
ρσA
K
τ , (3.48)
where F I = dAI , I, J,K = 0, . . . , k − 1 are the 2-form Maxwell field strengths, φa are scalars,
µ, ν, ρ, σ = 0, . . . , 4, and g is the metric of the five-dimensional spacetime.where VI are constants.
The metric hab on N is given by,
hab = QIJ
∂XI
∂φa
∂XJ
∂φb
|V=1 , (3.49)
where {φa , a = 1, . . . , k− 1} are local coordinates of N . We shall assume that the gauge coupling
QIJ is positive definite. In addition, the following relations also hold:
XI =
2
3
QIJX
J
∂aXI = −2
3
QIJ∂aX
J . (3.50)
The Einstein equation is given by
Rµν −QIJ
(
F IµλF
J
ν
λ +∇µXI∇νXJ − 1
6
gµνF
I
ρσF
Jρσ
)
= 0 . (3.51)
The Maxwell gauge equations for AI are given by
d(QIJ ?5 F
J) =
1
4
CIJKF
J ∧ FK , (3.52)
or equivalently, in components:
∇µ(QIJF Jµν) = − 1
16
CIJKe
νµρστF JµρF
K
στ . (3.53)
where eµνρσκ =
√−gµνρσκ. The scalar field equations for φa are LI∂aXI = 0 with
LI = ∇µ∇µXI +
(
− 1
6
CMNI +XMX
PCNPI
)(
1
2
FMµνF
Nµν +∇µXM∇µXN
)
. (3.54)
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We remark that if LI∂aX
I = 0 for all a = 1, . . . , k − 1, then LI = fXI where f = XJLJ . This
result is established in Appendix E. Using this, the scalar field equation can be rewritten as
∇µ∇µXI +∇µXM∇µXN
(
1
2
CMNKXIX
K − 1
6
CIMN
)
+
1
2
FMµνF
Nµν
(
CINPXMX
P − 1
6
CIMN − 6XIXMXN + 1
6
CMNJXIX
J
)
= 0 . (3.55)
The KSEs are defined on a purely bosonic background, and are given as the vanishing of the
supersymmetry transformations of the fermions at lowest order in fermions. The number of
linearly independent Killing spinors determines how much supersymmetry is realised for a given
solution. The KSEs [99] can be expressed as,
Dµ ≡ ∇µ+ i
8
XI
(
Γµ
νρ − 4δµνΓρ
)
F Iνρ = 0 (3.56)
AI ≡
[(
δJI −XIXJ
)
F JµνΓ
µν + 2iΓµ∂µX
I
]
 = 0 . (3.57)
On decomposing F I as
F I = FXI +GI , (3.58)
where
XIF
I = F, XIG
I = 0 . (3.59)
the KSEs can then be rewritten in terms of F and GI as
Dµ ≡ ∇µ+ i
8
(
Γµ
νρ − 4δµνΓρ
)
Fνρ = 0 , (3.60)
and
AI ≡
[
GIµνΓ
µν + 2iΓµ∂µX
I
]
 = 0 , (3.61)
where  is the supersymmetry parameter which is a Dirac spinor of Spin(4, 1) and we use the
spinor conventions of [71], see Appendix B and E for the Clifford algebra.
3.3.2 Gauged
The D = 5 gauged supergravity with vector multiplets can be obtained by gauging the U(1)
subgroup of the SU(2) automorphism group of the N = 2 supersymmetry algebra, which breaks
SU(2) down to U(1) [73], [74]. The gauging is achieved by introducing a linear combination of
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the abelian vector fields with VIA
I
µ and coupling constant χ. The D = 5 gauged supergravity
can also be obtained from type IIB supergravity compactified on S5 [80]. In gauged supergravity
theories, the action, field equations and supersymmetry transformations also get modified by χ-
dependent terms. In a bosonic background, these additional terms give rise to a scalar potential
U [73]. In particular the terms which get modified are,
Sbos =
∫
d5x
√−g
(
R− 1
2
QIJ(φ)F
I
µνF
Jµν − hab(φ)∂µφa∂µφb + 2χ2U
)
+
1
24
eµνρστCIJKF
I
µνF
J
ρσA
K
τ , (3.62)
where U is the (gauge) scalar potential which can be expressed as,
U = 9VIVJ
(
XIXJ − 1
2
QIJ
)
. (3.63)
Where VI are constants. We shall again assume that the gauge coupling QIJ is positive definite,
and also that the scalar potential is non-negative, U ≥ 0. The Einstein equation is given by
Rµν −QIJ
(
F IµλF
J
ν
λ +∇µXI∇νXJ − 1
6
gµνF
I
ρσF
Jρσ
)
+
2
3
χ2Ugµν = 0 . (3.64)
The Maxwell gauge equations for AI are the same as the ungauged theory. The scalar field
equations for φa become,
[
∇µ∇µXI +
(
− 1
6
CMNI +XMX
PCNPI
)(
1
2
FMµνF
Nµν +∇µXM∇µXN
)
+
3
2
χ2CIJKQ
MJQNKVMVN
]
∂aX
I = 0 , (3.65)
which as before implies,
∇µ∇µXI +∇µXM∇µXN
(
1
2
CMNKXIX
K − 1
6
CIMN
)
+
1
2
FMµνF
Nµν
(
CINPXMX
P − 1
6
CIMN − 6XIXMXN + 1
6
CMNJXIX
J
)
+ 3χ2VMVN
(
1
2
CIJKQ
MJQNK +XI(Q
MN − 2XMXN )
)
= 0 . (3.66)
The KSEs [99] can be expressed as,
Dµ ≡ ∇µ+ i
8
XI
(
Γµ
νρ − 4δµνΓρ
)
F Iνρ+
(
− 3i
2
χVIA
I
µ +
1
2
χVIX
IΓµ
)
 = 0 ,(3.67)
AI ≡
[(
δJI −XIXJ
)
F JµνΓ
µν + 2iΓµ∂µX
I − 6iχ
(
QIJ − 2
3
XIXJ
)
VJ
]
 = 0 . (3.68)
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On decomposing F I = FXI +GI as before with,
XIF
I = F, XIG
I = 0 , (3.69)
the KSEs can then be rewritten in terms of F and GI as
Dµ ≡ ∇µ+ i
8
(
Γµ
νρ − 4δµνΓρ
)
Fνρ+
(
− 3i
2
χVIA
I
µ +
1
2
χVIX
IΓµ
)
 = 0 , (3.70)
AI ≡
[
GIµνΓ
µν + 2iΓµ∂µX
I − 6iχ
(
QIJ − 2
3
XIXJ
)
VJ
]
 = 0 . (3.71)
Chapter 4
D = 10 IIA Horizons
In this chapter, we present the local, and global, analysis of the Killing spinor equations for type
IIA supergravity and investigate the resulting enhancement of supersymmetry. This establishes
the horizon conjecture for this theory.
The results presented for horizons in IIA supergravity do not follow from those that have been
obtained for M-horizons in [77]. Although IIA supergravity is the dimensional reduction of 11-
dimensional supergravity, the reduction, after truncation of Kaluza-Klein modes, does not always
preserve all the supersymmetry of 11-dimensional solutions; for a detailed analysis of these issues
see [11], [39]. As a result, for example, it does not directly follow that IIA horizons preserve an
even number of supersymmetries because M-horizons do as shown in [77]. However, as we prove
that both IIA and M-theory horizons preserve an even number of supersymmetries, one concludes
that if the reduction process breaks some supersymmetry, then it always breaks an even number
of supersymmetries.
4.1 Horizon fields and KSEs
4.1.1 Near-horizon fields
The description of the metric near extreme Killing horizons as expressed in Gaussian null coordi-
nates [115, 54] can be adapted to include all IIA fields. In particular, one writes
G = e+ ∧ e− ∧X + re+ ∧ Y + G˜ ,
H = e+ ∧ e− ∧ L+ re+ ∧M + H˜ ,
F = e+ ∧ e−S + re+ ∧ T + F˜ , (4.1)
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where we use the frame (2.48), and the dependence on the coordinates u and r is explicitly given.
Moreover Φ and ∆ are 0-forms, h, L and T are 1-forms, X, M and F˜ are 2-forms, Y, H˜ are 3-forms
and G˜ is a 4-form on the spatial horizon section S, which is the co-dimension 2 submanifold given
by the equation r = u = 0, i.e. all these components of the fields depend only on the coordinates
of S. It should be noted that one of our assumptions is that all these forms on S are sufficiently
differentiable, i.e. we require at least C2 differentiability so that all the field equations and Bianchi
identities are valid.
4.1.2 Horizon Bianchi identities and field equations
Substituting the fields (4.1) into the Bianchi identities of IIA supergravity, one finds that
M = dhL , T = dhS , Y = dhX − L ∧ F˜ − SH˜ ,
dG˜ = H˜ ∧ F˜ , dH˜ = dF˜ = 0 , (4.2)
where dhθ ≡ dθ − h ∧ θ for any form θ. These are the only independent Bianchi identities, see
Appendix A. Similarly, substituting the horizon fields into the field equations of IIA supergravity,
we find that the 2-form field equation (3.12) gives
∇˜iF˜ik − hiF˜ik + Tk − LiXik + 1
6
H˜`1`2`3G˜`1`2`3k = 0 , (4.3)
the 3-form field equation (3.13) gives
∇˜i(e−2ΦLi)− 1
2
F˜ ijXij +
1
1152
`1`2`3`4`5`6`7`8G˜`1`2`3`4G˜`5`6`7`8 = 0 (4.4)
and
∇˜i(e−2ΦH˜imn)− e−2ΦhiH˜imn + e−2ΦMmn + SXmn − 1
2
F˜ ijG˜ijmn
− 1
48
mn
`1`2`3`4`5`6X`1`2G˜`3`4`5`6 = 0 , (4.5)
and the 4-form field equation (3.14) gives
∇˜iXik + 1
144
k
`1`2`3`4`5`6`7G˜`1`2`3`4H˜`5`6`7 = 0 (4.6)
and
∇˜iG˜ijkq + Yjkq − hiG˜ijkq
− 1
12
jkq
`1`2`3`4`5X`1`2H˜`3`4`5 −
1
24
jkq
`1`2`3`4`5G˜`1`2`3`4L`5 = 0 , (4.7)
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where ∇˜ is the Levi-Civita connection of the metric on S. In addition, the dilaton field equation
(3.11) becomes
∇˜i∇˜iΦ− hi∇˜iΦ = 2∇˜iΦ∇˜iΦ + 1
2
LiL
i − 1
12
H˜`1`2`3H˜
`1`2`3 − 3
4
e2ΦS2
+
3
8
e2ΦF˜ijF˜
ij − 1
8
e2ΦXijX
ij +
1
96
e2ΦG˜`1`2`3`4G˜
`1`2`3`4 . (4.8)
It remains to evaluate the Einstein field equation. This gives
1
2
∇˜ihi −∆− 1
2
h2 = hi∇˜iΦ− 1
2
LiL
i − 1
4
e2ΦS2 − 1
8
e2ΦXijX
ij
− 1
8
e2ΦF˜ijF˜
ij − 1
96
e2ΦG˜`1`2`3`4G˜
`1`2`3`4 , (4.9)
and
R˜ij = −∇˜(ihj) + 1
2
hihj − 2∇˜i∇˜jΦ− 1
2
LiLj +
1
4
H˜i`1`2H˜j
`1`2
+
1
2
e2ΦF˜i`F˜j
` − 1
2
e2ΦXi`Xj
` +
1
12
e2ΦG˜i`1`2`3G˜j
`1`2`3
+ δij
(
1
4
e2ΦS2 − 1
8
e2ΦF˜`1`2 F˜
`1`2 +
1
8
e2ΦX`1`2X
`1`2 − 1
96
e2ΦG˜`1`2`3`4G˜
`1`2`3`4
)
.
(4.10)
Above we have only stated the independent field equations. In fact, after substituting the near-
horizon geometries into the IIA field equations, there are additional equations that arise. However,
these are all implied from the above field equations and Bianchi identities. For completeness, these
additional equations are given here. We remark that there are a number of additional Bianchi
identities, which are
dT + Sdh+ dS ∧ h = 0 ,
dM + L ∧ dh− h ∧ dL = 0 ,
dY + dh ∧X − h ∧ dX + h ∧ (SH˜ + F˜ ∧ L) + T ∧ H˜ + F˜ ∧M = 0 . (4.11)
However, these Bianchi identities are implied by those in (4.2). There is also a number of additional
field equations given by
−∇˜iTi + hiTi − 1
2
dhijF˜ij − 1
2
XijM
ij − 1
6
YijkH˜
ijk = 0 , (4.12)
−∇˜i(e−2ΦMik) + e−2ΦhiMik − 1
2
e−2ΦdhijH˜ijk − T iXik − 1
2
F˜ ijYijk
− 1
144
k
`1`2`3`4`5`6`7Y`1`2`3G˜`4`5`6`7 = 0 , (4.13)
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−∇˜iYimn + hiYimn − 1
2
dhijG˜ijmn +
1
36
mn
`1`2`3`4`5`6Y`1`2`3H˜`4`5`6
+
1
48
mn
`1`2`3`4`5`6G˜`1`2`3`4M`5`6 = 0 , (4.14)
corresponding to equations obtained from the + component of (3.12), the k component of (3.13)
and the mn component of (3.14) respectively. However, (4.12), (4.13) and (4.14) are implied by
(4.3)- (4.7) together with the Bianchi identities (4.2). Note also that the ++ and +i components
of the Einstein equation, which are
1
2
∇˜i∇˜i∆− 3
2
hi∇˜i∆− 1
2
∆∇˜ihi + ∆h2 + 1
4
dhijdh
ij = (∇˜i∆−∆hi)∇˜iΦ
+
1
4
MijM
ij +
1
2
e2ΦTiT
i
+
1
12
e2ΦYijkY
ijk , (4.15)
and
1
2
∇˜jdhij − dhijhj − ∇˜i∆ + ∆hi = dhij∇˜jΦ− 1
2
Mi
jLj +
1
4
M`1`2H˜i
`1`2
− 1
2
e2ΦSTi +
1
2
e2ΦT jF˜ij − 1
4
e2ΦYi
`1`2X`1`2
+
1
12
e2ΦY`1`2`3G˜i
`1`2`3 , (4.16)
are implied by (4.8), (4.9), (4.10), together with (4.3)-(4.7), and the Bianchi identities (4.2). To
summarize, the independent Bianchi identities and field equations are given in (4.2)–(4.10).
4.1.3 Integration of KSEs along the lightcone
In what follows, we shall refer to the D operator as the supercovariant connection. Supersymmetric
IIA horizons are those for which there exists an  6= 0 that is a solution of the KSEs. To find
the conditions on the fields required for such a solution to exist, we first integrate along the two
lightcone directions, i.e. we integrate the KSEs along the u and r coordinates. To do this, we
decompose  as
 = + + − , (4.17)
where Γ±± = 0. To begin, we consider the µ = − component of the gravitino KSE (3.19) which
can be integrated to obtain,
+ = φ+(u, y) , − = φ− + rΓ−Θ+φ+ , (4.18)
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where ∂rφ± = 0. Now we consider the µ = + component; on evaluating this component at r = 0
we get,
φ− = η− , φ+ = η+ + uΓ+Θ−η− , (4.19)
where ∂uη± = ∂rη± = 0 and,
Θ± =
1
4
hiΓ
i ∓ 1
4
Γ11LiΓ
i − 1
16
eΦΓ11(±2S + F˜ijΓij)
− 1
8 · 4!e
Φ(±12XijΓij + G˜ijklΓijkl) , (4.20)
and η± depend only on the coordinates of the spatial horizon section S. As spinors on S, η± are
sections of the Spin(8) bundle on S associated with the Majorana representation. Equivalently, the
Spin(9, 1) bundle S on the spacetime when restricted to S decomposes as S = S−⊕S+ according
to the lightcone projections Γ±. Although S± are distinguished by the lightcone chirality, they
are isomorphic as Spin(8) bundles over S. We shall use this in the counting of supersymmetries
of IIA horizons.
Substituting the solution of the KSEs along the lightcone directions (4.18) back into the gravitino
KSE (3.19) and appropriately expanding in the r, u coordinates, we find that for the µ = ±
components, one obtains the additional conditions
(
1
2
∆− 1
8
(dh)ijΓ
ij +
1
8
MijΓ11Γ
ij + 2
(1
4
hiΓ
i − 1
4
LiΓ11Γ
i
− 1
16
eΦΓ11(−2S + F˜ijΓij)− 1
8 · 4!e
Φ(12XijΓ
ij − G˜ijklΓijkl)
)
Θ+
)
φ+ = 0 , (4.21)
(
1
4
∆hiΓ
i − 1
4
∂i∆Γ
i +
(− 1
8
(dh)ijΓ
ij − 1
8
MijΓ
ijΓ11
−1
4
eΦTiΓ
iΓ11 +
1
24
eΦYijkΓ
ijk
)
Θ+
)
φ+ = 0 , (4.22)
(
− 1
2
∆− 1
8
(dh)ijΓ
ij +
1
8
MijΓ
ijΓ11 − 1
4
eΦTiΓ
iΓ11
− 1
24
eΦYijkΓ
ijk + 2
(− 1
4
hiΓ
i − 1
4
Γ11LiΓ
i
+
1
16
eφΓ11(2S + F˜ijΓ
ij)− 1
8 · 4!e
φ(12XijΓ
ij + G˜ijklΓ
ijkl)
)
Θ−
)
φ− = 0 . (4.23)
Similarly the µ = i component of the gravitino KSEs gives
∇˜iφ± ∓ 1
4
hiφ± ∓ 1
4
Γ11Liφ± +
1
8
Γ11H˜ijkΓ
jkφ± − 1
16
eΦΓ11(∓2S + F˜klΓkl)Γiφ±
+
1
8 · 4!e
Φ(∓12XklΓkl + G˜j1j2j3j4Γj1j2j3j4)Γiφ± = 0 , (4.24)
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and
∇˜iτ+ +
(
− 3
4
hi − 1
16
eΦXl1l2Γ
l1l2Γi − 1
8 · 4!e
ΦG˜l1···l4Γ
l1···l4Γi
−Γ11(1
4
Li +
1
8
H˜ijkΓ
jk +
1
8
eΦSΓi +
1
16
eΦF˜l1l2Γ
l1l2Γi)
)
τ+
+
(
− 1
4
(dh)ijΓ
j − 1
4
MijΓ
jΓ11 +
1
8
eΦTjΓ
jΓiΓ11 +
1
48
eΦYl1l2l3Γ
l1l2l3Γi
)
φ+ = 0 . (4.25)
where we have set
τ+ = Θ+φ+ . (4.26)
All the additional conditions above can be viewed as integrability conditions along the lightcone
and mixed lightcone and S directions. We shall demonstrate that upon using the field equations
and the Bianchi identities, the only independent conditions are (4.29).
Substituting the solution of the KSEs (4.18) into the dilatino KSE (3.20) and expanding appro-
priately in the r, u coordinates, one obtains the following additional conditions
∂iΦΓ
iφ± − 1
12
Γ11(∓6LiΓi + H˜ijkΓijk)φ± + 3
8
eΦΓ11(∓2S + F˜ijΓij)φ±
+
1
4 · 4!e
Φ(∓12XijΓij + G˜j1j2j3j4Γj1j2j3j4)φ± = 0 , (4.27)
−
(
∂iΦΓ
i +
1
12
Γ11(6LiΓ
i + H˜ijkΓ
ijk) +
3
8
eΦΓ11(2S + F˜ijΓ
ij)
− 1
4 · 4!e
Φ(12XijΓ
ij + G˜ijklΓ
ijkl)
)
τ+
+
(
1
4
MijΓ
ijΓ11 +
3
4
eΦTiΓ
iΓ11 +
1
24
eΦYijkΓ
ijk
)
φ+ = 0 . (4.28)
We shall show that the only independent ones are those in (4.29).
4.1.4 Independent KSEs
The substitution of the spinor (4.17) into the KSEs produces a large number of additional condi-
tions. These can be seen either as integrability conditions along the lightcone directions, as well
as integrability conditions along the mixed lightcone and S directions, or as KSEs along S. A
detailed analysis, presented in Appendix C, of the formulae obtained reveals that the independent
KSEs are those that are obtained from the naive restriction of the IIA KSEs to S. In particular,
the independent KSEs are
∇(±)i η± = 0 , A(±)η± = 0 , (4.29)
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where
∇(±)i = ∇˜i + Ψ(±)i , (4.30)
with
Ψ
(±)
i =
(
∓ 1
4
hi ∓ 1
16
eΦXl1l2Γ
l1l2Γi +
1
8.4!
eΦG˜l1l2l3l4Γ
l1l2l3l4Γi
)
+ Γ11
(
∓ 1
4
Li +
1
8
H˜il1l2Γ
l1l2 ± 1
8
eΦSΓi − 1
16
eΦF˜l1l2Γ
l1l2Γi
)
, (4.31)
and
A(±) = ∂iΦΓi +
(
∓ 1
8
eΦXl1l2Γ
l1l2 +
1
4.4!
eΦG˜l1l2l3l4Γ
l1l2l3l4
)
+ Γ11
(
± 1
2
LiΓ
i − 1
12
H˜ijkΓ
ijk ∓ 3
4
eΦS +
3
8
eΦF˜ijΓ
ij
)
. (4.32)
Evidently, ∇(±) arise from the supercovariant connection while A(±) arise from the dilatino KSE
of IIA supergravity as restricted to S . Furthermore, the analysis in Appendix C reveals that if
η− solves (4.29) then
η+ = Γ+Θ−η− , (4.33)
also solves (4.29). This is the first indication that IIA horizons admit an even number of super-
symmetries. As we shall prove, the existence of the η+ solution is also responsible for the sl(2,R)
symmetry of IIA horizons.
4.2 Supersymmetry enhancement
To prove that IIA horizons always admit an even number of supersymmetries, it suffices to prove
that there are as many η+ Killing spinors as there are η− Killing spinors, i.e. that the η+ and η−
Killing spinors come in pairs. For this, we shall identify the Killing spinors with the zero modes
of Dirac-like operators which depend on the fluxes and then use the index theorem to count their
modes.
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4.2.1 Horizon Dirac equations
We define horizon Dirac operators associated with the supercovariant derivatives following from
the gravitino KSE as
D(±) ≡ Γi∇(±)i = Γi∇˜i + Ψ(±) , (4.34)
where
Ψ(±) ≡ ΓiΨ(±)i = ∓
1
4
hiΓ
i ∓ 1
4
eΦXijΓ
ij
+ Γ11
(
± 1
4
LiΓ
i − 1
8
H˜ijkΓ
ijk ∓ eΦS + 1
4
eΦF˜ijΓ
ij
)
. (4.35)
However, it turns out that it is not possible to straightforwardly formulate Lichnerowicz theorems
to identify zero modes of these horizon Dirac operators with Killing spinors. To proceed, we shall
modify both the KSEs and the horizon Dirac operators. For this first observe that an equivalent
set of KSEs can be chosen by redefining the supercovariant derivatives from the gravitino KSE as
∇ˆ(±)i = ∇(±)i + κΓiA(±) , (4.36)
for some κ ∈ R, because
∇ˆ(±)i η± = 0 , A(±)η± = 0⇐⇒ ∇(±)i η± = 0 , A(±)η± = 0 . (4.37)
Similarly, one can modify the horizon Dirac operators as
D (±) = D(±) + qA(±) , (4.38)
for some q ∈ R. Clearly, if q = 8κ, then D (±) = Γi∇ˆ(±)i . However, we shall not assume this in
general. As we shall see, there is an appropriate choice of q and appropriate choices of κ such that
the Killing spinors can be identified with the zero modes of D (±).
4.2.2 Lichnerowicz type theorems for D(±)
First let us establish that the η+ Killing spinors can be identified with the zero modes of a D (+). It
is straightforward to see that if η+ is a Killing spinor, then η+ is a zero mode of D (+). So it remains
to demonstrate the converse. For this assume that η+ is a zero mode of D (+), i.e. D (+)η+ = 0.
Then after some lengthy computation which utilizes the field equations and Bianchi identities,
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described in Appendix C, one can establish the equality
∇˜i∇˜i ‖ η+ ‖2 −(2∇˜iΦ + hi)∇˜i ‖ η+ ‖2= 2 ‖ ∇ˆ(+)η+ ‖2 +(−4κ− 16κ2) ‖ A(+)η+ ‖2 , (4.39)
provided that q = −1. 〈·, ·〉 is the Dirac inner product of Spin(8), see Appendix B, which can be
identified with the standard Hermitian inner product on Λ∗(C4) restricted on the real subspace
of Majorana spinors and ‖ · ‖ is the associated norm. Therefore, 〈·, ·〉 is a real and positive
definite. The Spin(8) gamma matrices are Hermitian with respect to 〈·, ·〉. It is clear that if the
last term on the right-hand-side of the above identity is positive semi-definite, then one can apply
the maximum principle on ‖ η+ ‖2 as the fields are assumed to be smooth, and S compact. In
particular, if
−1
4
< κ < 0 , (4.40)
then the maximum principle implies that η+ are Killing spinors and ‖ η+ ‖= const. Observe that
if one takes D (+) with q = −1, then D (+) = Γi∇ˆ(+)i provided that κ = −1/8 which lies in the
range (4.40). To summarize we have established that for q = −1 and − 14 < κ < 0,
∇(+)i η+ = 0 , A(+)η+ = 0 ⇐⇒ D (+)η+ = 0 . (4.41)
Moreover ‖ η+ ‖2 is constant on S.
Next we shall establish that the η− Killing spinors can also be identified with the zero modes of
a modified horizon Dirac operator D (−). It is clear that all Killing spinors η− are zero modes
of D (−). To prove the converse, suppose that η− satisfies D (−)η− = 0. The proof proceeds by
calculating the Laplacian of ‖ η− ‖2 as described in Appendix C, which requires the use of the
field equations and Bianchi identies. One can then establish the formula
∇˜i(e−2ΦVi) = −2e−2Φ ‖ ∇ˆ(−)η− ‖2 +e−2Φ(4κ+ 16κ2) ‖ A(−)η− ‖2 , (4.42)
provided that q = −1, where
V = −d ‖ η− ‖2 − ‖ η− ‖2 h . (4.43)
The last term on the RHS of (4.42) is negative semi-definite if − 14 < κ < 0. Provided that
this holds, on integrating (4.42) over S and assuming that S is compact and without boundary,
one finds that ∇ˆ(−)η− = 0 and A(−)η− = 0. Therefore, we have shown that for q = −1 and
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− 14 < κ < 0,
∇(−)i η− = 0 , A(−)η− = 0 ⇐⇒ D (−)η− = 0 . (4.44)
This concludes the relationship between Killing spinors and zero modes of modified horizon Dirac
operators.
4.2.3 Index theory and supersymmetry enhancement
The analysis developed so far suffices to prove that IIA horizons preserve an even number of
supersymmetries. Indeed, if N± is the number of η± Killing spinors, then the number of super-
symmetries of IIA horizon is N = N+ +N−. Utilizing the relation between the Killing spinors η±
and the zero modes of the modified horizon Dirac operators D (±) established in the previous two
sections, we have that
N± = dim KerD (±) . (4.45)
Next let us focus on the index of the D (+) operator. As we have mentioned, the spin bundle of
the spacetime S decomposes on S as S = S+ ⊕ S−. Moreover, S+ and S− are isomorphic as
Spin(8) bundles and are associated with the Majorana non-Weyl 16 representation. Furthermore
D (+) : Γ(S+)→ Γ(S+), where Γ(S+) are the sections of S+ and this action does not preserve the
Spin(8) chirality. Since the principal symbol of D (+) is the same as the principal symbol of the
standard Dirac operator acting on Majorana but not-Weyl spinors, the index vanishes1 [9]. As a
result, we conclude that
dim KerD (+) = dim Ker (D (+))† , (4.46)
where (D (+))† is the adjoint of D (+) with respect to the symmetric Spin(8)-invariant inner product
〈 , 〉. Furthermore observe that
(
e2ΦΓ−
)(
D (+)
)†
= D (−)
(
e2ΦΓ−
)
, (for q = −1) , (4.47)
and so
N− = dim Ker (D (−)) = dim Ker (D (+))† . (4.48)
1This should be contrasted to IIB horizons where the horizon Dirac operators act on the Weyl spinors and map
them to anti-Weyl ones. As a result, the horizon Dirac operators have the same principal symbol as the standard
Dirac operator acting on the Weyl spinors and so there is a non-trivial contribution from the index.
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Therefore, we conclude that N+ = N− and so the number of supersymmetries of IIA horizons
N = N+ +N− = 2N− is even. This proves the first part of the conjecture (1.72) for IIA horizons.
4.3 The sl(2, R) symmetry of IIA horizons
4.3.1 Construction of η+ from η− Killing spinors
In the investigation of the integrability conditions of the KSEs, we have demonstrated that if η−
is a Killing spinor, then η+ = Γ+Θ−η− is also a Killing spinor, see (4.33). Since we know that
the η+ and η− Killing spinors appear in pairs, the formula (4.33) provides a way to construct the
η+ Killing spinors from the η− ones. However, this is the case provided that η+ = Γ+Θ−η− 6= 0.
Here, we shall prove that for horizons with non-trivial fluxes
Ker Θ− = {0} , (4.49)
and so the operator Γ+Θ− pairs the η− with the η+ Killing spinors. We shall prove Ker Θ− = {0}
using contradiction. For this assume that Θ− has a non-trivial kernel, i.e. there is η− 6= 0 such
that
Θ−η− = 0 . (4.50)
If this is the case, then the last integrability condition in (4.21) gives that
〈η−,
(
− 1
2
∆− 1
8
dhijΓ
ij +
1
8
MijΓ
ijΓ11 − 1
4
eΦTiΓ
iΓ11 − 1
24
eΦYijkΓ
ijk
)
η−〉 = 0 . (4.51)
This in turn implies that
∆〈η−, η−〉 = 0 , (4.52)
and hence
∆ = 0 , (4.53)
as η− is no-where vanishing. Next the gravitino KSE ∇(−)η− = 0 implies that
∇˜i〈η−, η−〉 = −1
2
hi〈η−, η−〉+ 〈η−,Γ11
(
− 1
2
Li +
1
8
eΦF˜`1`2Γi
`1`2
)
η−〉
+ 〈η−,
(
1
4
eΦXi`Γ
` − 1
96
eΦG˜`1`2`3`4Γi
`1`2`3`4
)
η−〉 , (4.54)
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which can be simplified further using
〈η−,ΓiΘ−η−〉 = 1
4
hi〈η−, η−〉+ 〈η−,Γ11
(
− 1
4
Li +
1
16
eΦF˜`1`2Γi
`1`2
)
η−〉
+ 〈η−,
(
1
8
eΦXi`Γ
` − 1
192
eΦG˜`1`2`3`4Γi
`1`2`3`4
)
η−〉 = 0 , (4.55)
to yield,
∇˜i ‖ η− ‖2= −hi ‖ η− ‖2 . (4.56)
As η− is no-where zero, this implies that
dh = 0 . (4.57)
Substituting, ∆ = 0 and dh = 0 into (4.15), we find that
M = dhL = 0 , T = dhS = 0 , Y = dhX − L ∧ F˜ − SH˜ = 0 , (4.58)
as well. Returning to (4.56), on taking the divergence, and using (4.9) to eliminate the ∇˜ihi term,
one obtains
∇˜i∇˜i ‖ η− ‖2 = 2∇˜iΦ∇˜i ‖ η− ‖2 +
(
L2 +
1
2
e2ΦS2 +
1
4
e2ΦX2 +
1
4
e2ΦF˜ 2 +
1
48
e2ΦG˜2
)
‖ η− ‖2 .
(4.59)
Applying the maximum principle on ‖ η− ‖2 we conclude that all the fluxes apart from the dilaton
Φ and H˜ vanish and ‖ η− ‖ is constant. The latter together with (4.56) imply that h = 0. Next
applying the maximum principle to the dilaton field equation (4.8), we conclude that the dilaton
is constant and H˜ = 0. Combining all the results so far, we conclude that all the fluxes vanish
which is a contradiction to the assumption that not all of the fluxes vanish. This establishes (4.49).
Furthermore, the horizons for which Θ−η− = 0 (η− 6= 0) are all local products R1,1 ×S, where S
up to a discrete identification is a product of Ricci flat Berger manifolds. Thus S has holonomy,
Spin(7) or SU(4) or Sp(2) as an irreducible manifold, and G2 or SU(3) or Sp(1)×Sp(1) or Sp(1)
or {1} as a reducible one.
It remains to prove the second part of the conjecture that all IIA horizons with non-trivial fluxes
admit an sl(2,R) symmetry subalgebra. As we shall demonstrate, this in fact is a consequence of
our previous result that all IIA horizons admit an even number of supersymmetries. The proof is
very similar to that already given in the context of M-horizons in [77].
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4.3.2 Killing vectors
To begin, first note that the Killing spinor  on the spacetime can be expressed in terms of η± as
 = η+ + uΓ+Θ−η− + η− + rΓ−Θ+η+ + ruΓ−Θ+Γ+Θ−η− , (4.60)
which is derived after collecting the results of section 4.1.3. Since the η− and η+ Killing spinors
appear in pairs for supersymmetric IIA horizons, let us choose a η− Killing spinor. Then from
the results of the previous section, horizons with non-trivial fluxes also admit η+ = Γ+Θ−η− as a
Killing spinors. Using η− and η+ = Γ+Θ−η−, one can construct two linearly independent Killing
spinors on the spacetime as
1 = η− + uη+ + ruΓ−Θ+η+ , 2 = η+ + rΓ−Θ+η+ . (4.61)
To continue, it is known from the general theory of supersymmetric IIA backgrounds that for any
Killing spinors ζ1 and ζ2 the dual vector field of the 1-form bilinear
K(ζ1, ζ2) = 〈(Γ+ − Γ−)ζ1,Γaζ2〉 ea , (4.62)
is a Killing vector and leaves invariant all the other fields of the theory. Evaluating, the 1-form
bilinears of the Killing spinor 1 and 2 and expanding with a = (+,−, i), we find that
K1(1, 2) = (2r〈Γ+η−,Θ+η+〉+ u2r∆ ‖ η+ ‖2) e+ − 2u ‖ η+ ‖2 e− + Viei ,
K2(2, 2) = r
2∆ ‖ η+ ‖2 e+ − 2 ‖ η+ ‖2 e− ,
K3(1, 1) = (2 ‖ η− ‖2 +4ru〈Γ+η−,Θ+η+〉+ r2u2∆ ‖ η+ ‖2)e+ − 2u2 ‖ η+ ‖2 e− + 2uViei ,
(4.63)
where we have set
Vi = 〈Γ+η−,Γiη+〉 . (4.64)
Moreover, we have used the identities
−∆ ‖ η+ ‖2 +4 ‖ Θ+η+ ‖2= 0 , 〈η+,ΓiΘ+η+〉 = 0 , (4.65)
which follow from the first integrability condition in (4.21), ‖ η+ ‖= const and the KSEs of η+.
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4.3.3 sl(2,R) symmetry of IIA-horizons
To uncover the sl(2,R) symmetry of IIA horizons it remains to compute the Lie bracket algebra
of the vector fields associated to the 1-forms K1,K2 and K3. For this note that these vector fields
can be expressed as
K1 = −2u ‖ η+ ‖2 ∂u + 2r ‖ η+ ‖2 ∂r + V i∂˜i ,
K2 = −2 ‖ η+ ‖2 ∂u ,
K3 = −2u2 ‖ η+ ‖2 ∂u + (2 ‖ η− ‖2 +4ru ‖ η+ ‖2)∂r + 2uV i∂˜i , (4.66)
where we have used the same symbol for the 1-forms and the associated vector fields. These
expressions are similar to those we have obtained for M-horizons in [77] apart form the range of
the index i which is different. Using the various identities we have obtained, a direct computation
reveals that the Lie bracket algebra is
[K1,K2] = 2 ‖ η+ ‖2 K2 , [K2,K3] = −4 ‖ η+ ‖2 K1 , [K3,K1] = 2 ‖ η+ ‖2 K3 , (4.67)
which is isomorphic to sl(2,R). This proves the second part of the conjecture and completes the
analysis.
4.4 The geometry and isometries of S
First suppose that V 6= 0. Then the conditions LKag = 0 and LKaF = 0, a = 1, 2, 3, where F
denotes collectively all the fluxes of IIA supergravity, imply that
∇˜(iVj) = 0 , L˜V h = L˜V ∆ = 0 , L˜V Φ = 0 ,
L˜VX = L˜V G˜ = L˜V L = L˜V H˜ = L˜V S = L˜V F˜ = 0 , (4.68)
i.e. V is an isometry of S and leaves all the fluxes on S invariant. In addition, one also finds the
useful identities
−2 ‖ φ+ ‖2 −hiV i + 2〈Γ+φ−,Θ+φ+〉 = 0 , iV (dh) + 2d〈Γ+φ−,Θ+φ+〉 = 0 ,
2〈Γ+φ−,Θ+φ+〉 −∆ ‖ φ− ‖2= 0 , V+ ‖ φ− ‖2 h+ d ‖ φ− ‖2= 0 , (4.69)
which imply that LV ‖ φ− ‖2= 0. There are further restrictions on the geometry of S which
will be explored elsewhere. A special case arises for V = 0 where the group action generated by
K1,K2 and K3 has only 2-dimensional orbits. A direct substitution of this condition in (4.69)
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reveals that
∆ ‖ φ− ‖2= 2 ‖ φ+ ‖2 , h = ∆−1d∆ . (4.70)
Since dh = 0 and h is exact such horizons are static and a coordinate transformation r → ∆r
reveals that the horizon geometry is a warped product of AdS2 with S, AdS2 ×w S.
Chapter 5
Roman’s Massive IIA
Supergravity
In this chapter, we present a similar local and global analysis of the Killing spinor equations for
Roman’s Massive type IIA supergravity and a proof for the horizon conjecture for this theory.
It was initially unclear if the horizon conjecture would work in the same way for massive IIA
supergravity, because of the presence of a negative cosmological constant. The proof of the
conjecture relies on the application of the maximum principle to demonstrate certain Lichnerowicz
type theorems. In turn the application of the maximum principle requires the positive semi-
definiteness of certain terms which depend on the fluxes. The existence of a negative cosmological
constant in the theory has the potential of invalidating these arguments as it can contribute with
the opposite sign in the expressions required for the application of the maximum principle. We
show that this is not the case and therefore the conjecture can be extended to massive IIA horizons.
Additional delicate analysis was required to establish this result, which we therefore consider as a
separate case.
Nevertheless many of the steps in the proof of the conjecture for massive IIA horizons are similar
to those presented for IIA horizons in the previous section. Because of this, we shall only state
the key statements and formulae required for the proof of the conjecture.
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5.1 Horizon fields and KSEs
5.1.1 Horizon Bianchi identities and field equations
This expression for the near-horizon fields is similar to that for the IIA case in the previous
chapter and [62] though their dependence on the gauge potentials is different. The massive theory
contains an additional parameter m, the mass term, and the fields and both the gravitino and
dilatino KSEs depend on it. The dependence on the coordinates u, r is given explicitly and all the
fields depend on the coordinates yI of the spatial horizon section S defined by u = r = 0.
Adapting Gaussian null coordinates [115, 54] near massive IIA Killing horizons, one finds
G = e+ ∧ e− ∧X + re+ ∧ Y + G˜ ,
H = e+ ∧ e− ∧ L+ re+ ∧M + H˜ ,
F = e+ ∧ e−S + re+ ∧ T + F˜ , (5.1)
where ∆ is a function, h, L and T are 1-forms, X, M and F˜ are 2-forms, Y, H˜ are 3-forms and G˜
is a 4-form on the spatial horizon section S. The basis introduced in (2.48) is used. The dilaton Φ
is also taken as a function on S. Substituting the fields (5.1) into the Bianchi identities of massive
IIA supergravity, one finds that
M = dhL , T = dhS −mL , Y = dhX − L ∧ F˜ − SH˜ ,
dG˜ = H˜ ∧ F˜ , dH˜ = 0, dF˜ = mH˜ , (5.2)
where dhθ ≡ dθ−h∧θ for any form θ. The Bianchi identities relate some of the components of the
near-horizon fields; in particular, M , T and Y are not independent. Similarly, the independent
field equations of the near-horizon fields are as follows. The 2-form field equation (3.28) gives
∇˜iF˜ik − hiF˜ik + Tk − LiXik + 1
6
H˜`1`2`3G˜`1`2`3k = 0 , (5.3)
the 3-form field equation (D.7) gives
∇˜i(e−2ΦLi)−mS − 1
2
F˜ ijXij +
1
1152
`1`2`3`4`5`6`7`8G˜`1`2`3`4G˜`5`6`7`8 = 0 , (5.4)
and
∇˜i(e−2ΦH˜imn)−mF˜mn − e−2ΦhiH˜imn + e−2ΦMmn + SXmn − 1
2
F˜ ijG˜ijmn
− 1
48
mn
`1`2`3`4`5`6X`1`2G˜`3`4`5`6 = 0 , (5.5)
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and the 4-form field equation (3.30) gives
∇˜iXik + 1
144
k
`1`2`3`4`5`6`7G˜`1`2`3`4H˜`5`6`7 = 0 , (5.6)
and
∇˜iG˜ijkq + Yjkq − hiG˜ijkq − 1
12
jkq
`1`2`3`4`5X`1`2H˜`3`4`5 −
1
24
jkq
`1`2`3`4`5G˜`1`2`3`4L`5 = 0 , (5.7)
where ∇˜ is the Levi-Civita connection of the metric on S. In addition, the dilaton field equation
(3.27) becomes
∇˜i∇˜iΦ− hi∇˜iΦ = 2∇˜iΦ∇˜iΦ + 1
2
LiL
i − 1
12
H˜`1`2`3H˜
`1`2`3 − 3
4
e2ΦS2
+
3
8
e2ΦF˜ijF˜
ij − 1
8
e2ΦXijX
ij +
1
96
e2ΦG˜`1`2`3`4G˜
`1`2`3`4
+
5
4
e2Φm2 . (5.8)
It remains to evaluate the Einstein field equation. This gives
1
2
∇˜ihi −∆− 1
2
h2 = hi∇˜iΦ− 1
2
LiL
i − 1
4
e2ΦS2 − 1
8
e2ΦXijX
ij
− 1
8
e2ΦF˜ijF˜
ij − 1
96
e2ΦG˜`1`2`3`4G˜
`1`2`3`4 − 1
4
e2Φm2 , (5.9)
and
R˜ij = −∇˜(ihj) + 1
2
hihj − 2∇˜i∇˜jΦ− 1
2
LiLj +
1
4
H˜i`1`2H˜j
`1`2
+
1
2
e2ΦF˜i`F˜j
` − 1
2
e2ΦXi`Xj
` +
1
12
e2ΦG˜i`1`2`3G˜j
`1`2`3
+ δij
(
1
4
e2ΦS2 − 1
4
e2Φm2 − 1
8
e2ΦF˜`1`2 F˜
`1`2 +
1
8
e2ΦX`1`2X
`1`2 − 1
96
e2ΦG˜`1`2`3`4G˜
`1`2`3`4
)
,
(5.10)
where R˜ denotes the Ricci tensor of S. There are additional Bianchi identities and field equations
which however are not independent of those we have stated above. We give these because they are
useful in many of the intermediate computations. In particular, we have the additional Bianchi
identities
dT + Sdh+ dS ∧ h+mdL = 0 ,
dM + L ∧ dh− h ∧ dL = 0 ,
dY + dh ∧X − h ∧ dX + h ∧ (SH˜ + F˜ ∧ L) + T ∧ H˜ + F˜ ∧M = 0 . (5.11)
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There are also additional field equations given by
−∇˜iTi + hiTi − 1
2
dhijF˜ij − 1
2
XijM
ij − 1
6
YijkH˜
ijk = 0 , (5.12)
−∇˜i(e−2ΦMik) + e−2ΦhiMik − 1
2
e−2ΦdhijH˜ijk − T iXik − 1
2
F˜ ijYijk
−mTk − 1
144
k
`1`2`3`4`5`6`7Y`1`2`3G˜`4`5`6`7 = 0 , (5.13)
−∇˜iYimn + hiYimn − 1
2
dhijG˜ijmn +
1
36
mn
`1`2`3`4`5`6Y`1`2`3H˜`4`5`6
+
1
48
mn
`1`2`3`4`5`6G˜`1`2`3`4M`5`6 = 0 , (5.14)
corresponding to equations obtained from the + component of (3.28), the k component of (D.7)
and the mn component of (3.30) respectively. However, (5.12), (5.13) and (5.14) are implied by
(5.3)- (5.7) together with the Bianchi identities (5.2). Note also that the ++ and +i components
of the Einstein equation, which are
1
2
∇˜i∇˜i∆− 3
2
hi∇˜i∆− 1
2
∆∇˜ihi + ∆h2 + 1
4
dhijdh
ij = (∇˜i∆−∆hi)∇˜iΦ
+
1
4
MijM
ij +
1
2
e2ΦTiT
i
+
1
12
e2ΦYijkY
ijk , (5.15)
and
1
2
∇˜jdhij − dhijhj − ∇˜i∆ + ∆hi = dhij∇˜jΦ− 1
2
Mi
jLj +
1
4
M`1`2H˜i
`1`2
− 1
2
e2ΦSTi +
1
2
e2ΦT jF˜ij
− 1
4
e2ΦYi
`1`2X`1`2 +
1
12
e2ΦY`1`2`3G˜i
`1`2`3 , (5.16)
are implied by (5.8), (5.9), (5.10), together with (5.3)-(5.7), and the Bianchi identities (5.2).
5.1.2 Integration of KSEs along lightcone
The KSEs of massive IIA supergravity can be solved along the lightcone directions. The solution
is
 = + + − , + = φ+(u, y) , − = φ− + rΓ−Θ+φ+ , (5.17)
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and
φ− = η− , φ+ = η+ + uΓ+Θ−η− , (5.18)
where
Θ± =
1
4
hiΓ
i ∓ 1
4
Γ11LiΓ
i − 1
16
eΦΓ11(±2S + F˜ijΓij)
− 1
8 · 4!e
Φ(±12XijΓij + G˜ijklΓijkl)− 1
8
eΦm , (5.19)
Γ±± = 0, and η± = η±(y) depend only on the coordinates y of the spatial horizon section S.
Both η± are sections of the Spin(8) bundle over S associated with the Majorana representation.
Substituting the solution (5.17) of the KSEs along the light cone directions back into the gravitino
KSE (3.34), and appropriately expanding in the r and u coordinates, we find that for the µ = ±
components, one obtains the additional conditions
(
1
2
∆− 1
8
(dh)ijΓ
ij +
1
8
MijΓ11Γ
ij + 2
(1
4
hiΓ
i − 1
4
LiΓ11Γ
i
− 1
8 · 4!e
Φ(12XijΓ
ij − G˜ijklΓijkl)
− 1
16
eΦΓ11(−2S + F˜ijΓij) + 1
8
eΦm
)
Θ+
)
φ+ = 0 , (5.20)
(
1
4
∆hiΓ
i − 1
4
∂i∆Γ
i +
(− 1
8
(dh)ijΓ
ij − 1
8
MijΓ
ijΓ11
−1
4
eΦTiΓ
iΓ11 +
1
24
eΦYijkΓ
ijk
)
Θ+
)
φ+ = 0 , (5.21)
(
− 1
2
∆− 1
8
(dh)ijΓ
ij +
1
8
MijΓ
ijΓ11 − 1
4
eΦTiΓ
iΓ11 − 1
24
eΦYijkΓ
ijk
+2
(− 1
4
hiΓ
i − 1
4
Γ11LiΓ
i +
1
16
eφΓ11(2S + F˜ijΓ
ij)
− 1
8 · 4!e
φ(12XijΓ
ij + G˜ijklΓ
ijkl)− 1
8
eΦm
)
Θ−
)
φ− = 0 . (5.22)
Similarly the µ = i component of the gravitino KSEs gives
∇(±)i φ± = 0 (5.23)
and
∇˜iτ+ +
(
− 3
4
hi − 1
16
eΦXl1l2Γ
l1l2Γi − 1
8 · 4!e
ΦG˜l1···l4Γ
l1···l4Γi − 1
8
eΦmΓi
−Γ11(1
4
Li +
1
8
H˜ijkΓ
jk +
1
8
eΦSΓi +
1
16
eΦF˜l1l2Γ
l1l2Γi)
)
τ+
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+
(
− 1
4
(dh)ijΓ
j − 1
4
MijΓ
jΓ11 +
1
8
eΦTjΓ
jΓiΓ11 +
1
48
eΦYl1l2l3Γ
l1l2l3Γi
)
φ+ = 0 ,
(5.24)
where we have set
τ+ = Θ+φ+ . (5.25)
We shall demonstrate that all the above conditions are not independent and follow upon using
the field equations and the Bianchi identities from those in (5.31). Similarly, substituting the
solution of the KSEs (5.17) into the dilatino KSE (3.35) and expanding appropriately in the r and
u coordinates, we find
∂iΦΓ
iφ± − 1
12
Γ11(∓6LiΓi + H˜ijkΓijk)φ± + 3
8
eΦΓ11(∓2S + F˜ijΓij)φ±
+
1
4 · 4!e
Φ(∓12XijΓij + G˜j1j2j3j4Γj1j2j3j4)φ± +
5
4
eΦmφ± = 0 , (5.26)
−
(
∂iΦΓ
i +
1
12
Γ11(6LiΓ
i + H˜ijkΓ
ijk) +
3
8
eΦΓ11(2S + F˜ijΓ
ij)
− 1
4 · 4!e
Φ(12XijΓ
ij + G˜ijklΓ
ijkl)− 5
4
eΦm
)
τ+
+
(
1
4
MijΓ
ijΓ11 +
3
4
eΦTiΓ
iΓ11 +
1
24
eΦYijkΓ
ijk
)
φ+ = 0 . (5.27)
Again, these are not independent of those in (5.31).
5.1.3 The independent KSEs on S
To describe the remaining independent KSEs consider the operators
∇(±)i = ∇˜i + Ψ(±)i , (5.28)
with
Ψ
(±)
i =
(
∓ 1
4
hi ∓ 1
16
eΦXl1l2Γ
l1l2Γi +
1
8 · 4!e
ΦG˜l1l2l3l4Γ
l1l2l3l4Γi +
1
8
eΦmΓi
)
+ Γ11
(
∓ 1
4
Li +
1
8
H˜il1l2Γ
l1l2 ± 1
8
eΦSΓi − 1
16
eΦF˜l1l2Γ
l1l2Γi
)
, (5.29)
and
A(±) = ∂iΦΓi +
(
∓ 1
8
eΦXl1l2Γ
l1l2 +
1
4 · 4!e
ΦG˜l1l2l3l4Γ
l1l2l3l4 +
5
4
eΦm
)
+ Γ11
(
± 1
2
LiΓ
i − 1
12
H˜ijkΓ
ijk ∓ 3
4
eΦS +
3
8
eΦF˜ijΓ
ij
)
. (5.30)
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These are derived from the naive restriction of the supercovariant derivative and the dilatino KSE
on S.
Theorem: The remaining independent KSEs are
∇(±)i η± = 0 , A(±)η± = 0 . (5.31)
Moreover if η− solves the KSEs, then
η+ = Γ+Θ−η− , (5.32)
is also a solution.
Proof: The proof is given in Appendix D.4. 
5.2 Supersymmetry enhancement
5.2.1 Horizon Dirac equations
To proceed with the proof of the first part of the conjecture define the modified horizon Dirac
operators as
D (±) = D(±) −A(±) , (5.33)
where
D(±) ≡ Γi∇(±)i = Γi∇˜i + Ψ(±) , (5.34)
with
Ψ(±) ≡ ΓiΨ(±)i = ∓
1
4
hiΓ
i ∓ 1
4
eΦXijΓ
ij + eΦm
+ Γ11
(
± 1
4
LiΓ
i − 1
8
H˜ijkΓ
ijk ∓ eΦS + 1
4
eΦF˜ijΓ
ij
)
, (5.35)
are the horizon Dirac operators associated with the supercovariant derivatives ∇(±).
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5.2.2 Lichnerowicz type theorems for D (±)
Theorem: Let S and the fields satisfy the conditions for the maximum principle to apply, e.g. the
fields are smooth and S is compact without boundary. Then there is a 1-1 correspondence between
the zero modes of D (+) and the η+ Killing spinors, i.e.
∇(+)i η+ = 0 , A(+)η+ = 0 ⇐⇒ D (+)η+ = 0 . (5.36)
Moreover ‖ η+ ‖2 is constant.
Proof: It is evident that if η+ is a Killing spinor, then it is a zero mode of D (+). To prove the
converse, assuming that η+ is a zero mode of D (+) and after using the field equations and Bianchi
identities, one can establish the identity, see Appendix D,
∇˜i∇˜i ‖ η+ ‖2 −(2∇˜iΦ + hi)∇˜i ‖ η+ ‖2= 2 ‖ ∇ˆ(+)η+ ‖2 +(−4κ− 16κ2) ‖ A(+)η+ ‖2 , (5.37)
where
∇ˆ(±)i = ∇(±)i + κΓiA(±) , (5.38)
for some κ ∈ R. Provided that κ is chosen in the interval (− 14 , 0), the theorem follows as an
application of the maximum principle.
Let us turn to investigate the relation between Killing spinors and the zero modes of the D(−)
operator.
Theorem: Let S be compact without boundary and the horizon fields be smooth. There is a 1-1
correspondence between the zero modes of D (−) and the η− Killing spinors, i.e.
∇(−)i η− = 0 , A(−)η− = 0 ⇐⇒ D (−)η− = 0 . (5.39)
Proof: It is clear that if η− is a Killing spinor, then it is a zero mode of D (−). To prove the
converse, if η− is a zero mode of D (−), then upon using the field equations and Bianchi identities
one can establish the formula, see Appendix D,
∇˜i(e−2ΦVi) = −2e−2Φ ‖ ∇ˆ(−)η− ‖2 +e−2Φ(4κ+ 16κ2) ‖ A(−)η− ‖2 , (5.40)
where V = −d ‖ η− ‖2 − ‖ η− ‖2 h. The theorem follows after integrating the above formula over
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S using Stokes’ theorem for κ ∈ (− 14 , 0).
5.2.3 Index theory and supersymmetry enhancement
To prove the first part of the conjecture, we shall establish the theorem:
Theorem: The number of supersymmetries preserved by massive IIA horizons is even.
Proof: Let N± be the number of η± Killing spinors. As a consequence of the two theorems we
have established in the previous section N± = dim KerD (±). The Spin(9, 1) bundle over the
spacetime decomposes as S+ ⊕S− upon restriction to S. Furthermore S+ and S− are isomorphic
as Spin(8) bundles as both are associated with the Majorana representation. The action of
D (+) : Γ(S+)→ Γ(S+) on the section Γ(S+) of S+ is not chirality preserving. Since the principal
symbol of D (+) is the same as the principal symbol of the standard Dirac operator acting on
Majorana but not-Weyl spinors, the index vanishes [9]. Therefore
N+ = dim KerD
(+) = dim Ker (D (+))† , (5.41)
where (D (+))† is the adjoint of D (+). On the other hand, one can establish
(
e2ΦΓ−
)(
D (+)
)†
= D (−)
(
e2ΦΓ−
)
, (5.42)
and so
N− = dim Ker (D (−)) = dim Ker (D (+))† . (5.43)
Therefore, we conclude that N+ = N− and so the number of supersymmetries of massive IIA hori-
zonsN = N++N− = 2N− is even. 
5.3 The sl(2, R) symmetry of massive IIA horizons
5.3.1 η+ from η− Killing spinors
We shall demonstrate the existence of the sl(2,R) symmetry of massive IIA horizons by directly
constructing the vector fields on the spacetime generated by the action of sl(2,R). In turn the
existence of such vector fields is a consequence of the property that massive IIA horizons admit an
even number of supersymmetries. We have seen that if η− is a Killing spinor, then η+ = Γ+Θ−η−
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is also a Killing spinor provided that η+ 6= 0. It turns out that under certain conditions this is
always possible.
Lemma: Suppose that S and the fields satisfy the requirements for the maximum principle to
apply. Then
Ker Θ− = {0} . (5.44)
Proof: We shall prove this by contradiction. Assume that Θ− has a non-trivial kernel, so there is
η− 6= 0 such that Θ−η− = 0. In such a case, (5.22) gives ∆〈η−, η−〉 = 0. Thus ∆ = 0, as η− is
no-where vanishing. Next the gravitino KSE ∇(−)η− = 0 together with 〈η−,ΓiΘ−η−〉 = 0 imply
that
∇˜i ‖ η− ‖2= −hi ‖ η− ‖2 . (5.45)
On taking the divergence of this expression, eliminating ∇˜ihi upon using (5.9), and after setting
∆ = 0, one finds
∇˜i∇˜i ‖ η− ‖2 = 2∇˜iΦ∇˜i ‖ η− ‖2 +
(
L2 +
1
2
e2ΦS2 +
1
4
e2ΦX2 +
1
4
e2ΦF˜ 2
+
1
48
e2ΦG˜2 +
1
2
e2Φm2
)
‖ η− ‖2 . (5.46)
The maximum principle implies that ‖ η− ‖2 is constant. However, the remainder of (5.46) can
never vanish, due to the quadratic term in m. So there can be no solutions, with m 6= 0, such
that η− 6= 0 is in the Kernel of Θ−, and so Ker Θ− = {0}.
5.3.2 Killing vectors
5.3.3 sl(2,R) symmetry
Using η− and η+ = Γ+Θ−η− and the formula (5.17), one can construct two linearly independent
Killing spinors on the spacetime as
1 = η− + uη+ + ruΓ−Θ+η+ , 2 = η+ + rΓ−Θ+η+ . (5.47)
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It is known from the general theory of supersymmetric massive IIA backgrounds that for any
Killing spinors ζ1 and ζ2 the dual vector field K(ζ1, ζ2) of the 1-form bilinear
ω(ζ1, ζ2) = 〈(Γ+ − Γ−)ζ1,Γaζ2〉 ea , (5.48)
is a Killing vector and leaves invariant all the other fields of the theory. Evaluating, the vector
field bilinears of the Killing spinors 1 and 2, we find that
K1(1, 2) = −2u ‖ η+ ‖2 ∂u + 2r ‖ η+ ‖2 ∂r + V˜ ,
K2(2, 2) = −2 ‖ η+ ‖2 ∂u ,
K3(1, 1) = −2u2 ‖ η+ ‖2 ∂u + (2 ‖ η− ‖2 +4ru ‖ η+ ‖2)∂r + 2uV˜ , (5.49)
where we have set
V˜ = 〈Γ+η−,Γiη+〉 ∂˜i , (5.50)
is a vector field on S. To derive the above expressions for the Killing vector fields, we have used
the identities
−∆ ‖ η+ ‖2 +4 ‖ Θ+η+ ‖2= 0 , 〈η+,ΓiΘ+η+〉 = 0 , (5.51)
which follow from the first integrability condition in (5.20), ‖ η+ ‖= const and the KSEs of η+.
Theorem: The Lie bracket algebra of K1, K2 and K3 is sl(2,R).
Proof: Using the identities summarised in Appendix D, one can demonstrate after a direct com-
putation that
[K1,K2] = 2 ‖ η+ ‖2 K2, [K2,K3] = −4 ‖ η+ ‖2 K1, [K3,K1] = 2 ‖ η+ ‖2 K3 . (5.52)
This proves the theorem and the last part of the horizon conjecture. 
5.4 The geometry and isometries of S
It is known that the vector fields associated with the 1-form Killing spinor bilinears given in (5.48)
leave invariant all the fields of massive IIA supergravity. In particular for massive IIA horizons
we have that LKag = 0 and LKaF = 0, a = 1, 2, 3, where F denotes collectively all the fluxes of
massive IIA supergravity, where Ka are given in (5.49). Solving these conditions by expanding in
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u, r, one finds that
∇˜(iV˜j) = 0 , L˜V˜ h = L˜V˜ ∆ = 0 , L˜V˜ Φ = 0 ,
L˜V˜X = L˜V˜ G˜ = L˜V˜ L = L˜V˜ H˜ = L˜V˜ S = L˜V˜ F˜ = 0 . (5.53)
Therefore V is an isometry of S and leaves all the fluxes on S invariant. Furthermore, one can
establish the identities
−2 ‖ η+ ‖2 −hiV˜ i + 2〈Γ+η−,Θ+η+〉 = 0 , iV˜ (dh) + 2d〈Γ+η−,Θ+η+〉 = 0 ,
2〈Γ+η−,Θ+η+〉 −∆ ‖ η− ‖2= 0 , V˜+ ‖ η− ‖2 h+ d ‖ η− ‖2= 0 , (5.54)
which imply that LV˜ ‖ η− ‖2= 0. These conditions are similar to those established for M-theory
and IIA theory horizons in [77] and [62], respectively, but of course the dependence of the various
tensors on the fields is different. In the special case that V˜ = 0, the horizons are warped products
of AdS2 with S.
Chapter 6
D = 5 Supergravity Coupled to
Vector Multiplets
In this section, we will establish the horizon conjecture for black holes in five dimensional gauged,
and ungauged, supergravity coupled to an arbitrary number of vector multiplets.
Five dimensional supergravity is interesting from several points of view. It can be constructed by
compactifying the eleven dimensional supergravity, on some six dimensional manifolds e.g. CY3
or T 6. There are several interesting supersymmetric solutions for the ungauged five dimensional
supergravity which preserve half of the supersymmetry. In particular, there are various types of
half-BPS black objects corresponding to black holes, black strings, black rings, black lens and
solutions with a topologically non-trivial S2-cycle outside the horizon [18] [56] [41] [104] [103] [91].
Most recently all the possible solutions of the minimal theory with a U(1)2 isometry, generated
by two commuting rotational Killing fields have been classified [19], of which there are infinitely
many solutions.
The black hole near-horizon geometry is the maximally supersymmetric near-horizon BMPV so-
lution, which in the case of static black holes is simply AdS2 × S3. The near-horizon geometry
of both the black string and the black ring is the maximally supersymmetric AdS3 × S2 solution.
Each of these solutions has a specific charge configuration. A black hole has only electric charges, a
black string has only magnetic charges, while a black ring has both electric and magnetic charges.
The black ring solution can be uplifted to D = 11 supergravity. From this point of view, the
electric and magnetic charges correspond to M2 and M5-branes respectively wrapping nontrivial
cycles of the internal space. The black ring is the first example of a black object with a compact
horizon spatial section, which has non-spherical horizon topology. It is asymptotically flat and
carries angular momentum. Furthermore, the existence of this solution implies that the black hole
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uniqueness theorems can not be extended to five dimensions, except in the static case [60].
The analysis for ungauged D = 5 supersymmetric horizons determines the near-horizon geometry
to be either that of the BMPV solution, with either a squashed or round S3 horizon spatial cross-
section [18, 124, 29]; or AdS3 × S2, which is near-horizon geometry of the black ring (also the
black string), with S1 × S2 horizon spatial cross section [30, 41, 58]; or R4,1 with spatial horizon
cross-section T 3.
Previous work has also been done on the classification of near-horizon geometries for five dimen-
sional ungauged supergravity in [78, 121]. However there an additional assumption was made on
assuming the vector bilinear matching condition i.e the black hole Killing horizon associated with
a Killing vector field is identified as a Killing spinor bilinear. We do not make this assumption
here, and we prove the results on (super)symmetry enhancement in full generality. The only as-
sumptions we make are that all the fields are smooth (or at least C2 differentiable) and the spatial
horizon section S is compact, connected and without boundary. These assumptions are made in
order that various global techniques can be applied to the analysis.
6.1 Near-horizon geometry of the BMPV black holes and black rings
Before proceeding with the analysis of the Killing spinor equations, we shall briefly summarize
properties of the two key solutions which arise in the minimal ungauged theory, which are the
BMPV black hole [18], [56] and the supersymmetric black ring [41]. The general form for the
black hole and black ring solutions is given by the following metric
ds2 = −f2(dt+ ω)2 + f−1ds2(M4) . (6.1)
Here V = ∂t is a timelike Killing vector which can be constructed as a bilinear of the preserved
supersymmetry parameter, andM4 is a hyper-Ka¨hler space and f and ω are a scalar and one-form
on M4, which satisfy,
dG+ = 0, ∆f−1 =
4
9
(G+)2 , (6.2)
where G+ = 12f(dω + ?dω) with ? the Hodge dual on M4 and ∆ is the Laplacian on M4. The
two-form field strength is given by,
F =
√
3
2
d[f(dt+ ω)]− 1√
3
G+ . (6.3)
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We will only be interested in the case when M4 is flat space, R4, and it will be useful to use the
following coordinates.
ds2(R4) = H[dxidxi] +H−1(dψ + χidxi)2
= H[dr2 + r2(dθ2 + sin2(θ)dφ2)] +H−1(dψ + cos(θ)dφ)2 , (6.4)
with H = 1/r. We will also demand that the tri-holomorphic vector field ∂ψ is a Killing vector
of the five-dimensional metric (6.1). This will allow us the express the most general solution in
terms of harmonic functions K,L and M on R3 as,
f−1 = H−1K2 + L , (6.5)
and
ω =
(
H−2K3 +
3
2
H−1KL+M
)
(dψ + cos θdφ) + ωˆ , (6.6)
where ωˆ is a 1-form on R3 which satisfies,
∇× ωˆ = H∇M −M∇H + 3
2
(K∇L− L∇K) . (6.7)
For a single black-ring solution, by writing f and ω in Gibbons-Hawking coordinates (r, θ, ψ, φ)
we can determine the harmonic functions K,L and M . They can be expressed in terms of a single
harmonic function h1 given by,
h1 =
1
|x− x1| , (6.8)
with a single centre on the negative z-axis given by x1 = (0, 0,−R2/4). In particular we have,
K = −q
2
h1 ,
L = 1 +
Q− q2
4
h1 ,
M =
3q
4
− 3qR
2
16
h1 , (6.9)
with x = x1 a coordinate singularity corresponding to the event horizon of the black ring with
topology S1 × S2. The radius of the S2 is q/2 and that of the S1 is l defined by,
l ≡
√
3
[
(Q− q2)2
4q2
−R2
]
, (6.10)
where we demand that l > 0 to ensure that the solution does not contain closed time-like curves.
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We can also write (6.7) explicitly in terms of h1 as,
∇× ωˆ = 3
4
q
(
∇h1 −∇
(
1
r
))
− 3q
16
R2
(
1
r
∇h1 − h1∇
(
1
r
))
. (6.11)
The ADM charges of this solution are given by
MADM =
3pi
4G5
Q ,
J1 =
pi
8G5
q[6R2 + 3Q− q2] ,
J2 =
pi
8G5
q(3Q− q2) . (6.12)
where we write the metric on R4 as two copies of the metric on R2;
1
r
(
dr2 + r2dθ2 + r2 sin2 θdφ2
)
+ r
(
dψ + cos θdφ
)2
= dr21 + r
2
1dφ
2
1
+ dr22 + r
2
2dφ
2
2 , (6.13)
and the angular momenta J1 and J2 are the asymptotic charges associated with the isometries
∂
∂φ1
and ∂∂φ2 .
Example 10. For the BMPV black hole we have R = 0 with h1 = 1/r and the solution can be
written explicitly as,
f−1 = 1 +
Q
4r
, (6.14)
and from (6.11) we also have ωˆ = 0 and,
ω =
q
16r
(q2 − 3Q)(dψ + cos θdφ) . (6.15)
The angular momentum also coincide J1 = J2 = J and the ADM charges are given by,
MADM =
3pi
4G5
Q,
J =
pi
8G5
q[3Q− q2] . (6.16)
The metric is explicitly given as,
ds2 = −r
(
r +
Q
4
)−2(
dt+
q
16r
(q2 − 3Q)(dψ + cos θdφ)
)2
+
(
r +
Q
4
)(
1
r2
dr2 + dθ2 + sin2 θdφ2 +
(
dψ + cos θdφ
)2)
. (6.17)
This be written in Gaussian null coordinates under the transformation (t, r, θ, φ, ψ)→ (u, r, θ, φ, ψ˜)
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with t→ u+ λ1(r), ψ → ψ˜ + λ2(r) and taking
λ1(r) =
1
16
∫
p(r)r−2dr
λ2(r) = −q(3Q− q2)
∫
p(r)−1r−1dr , (6.18)
with
p(r) = (−q6 + 6Qq4 − 9Q2q2 + 4Q3 + 48Q2r + 192Qr2 + 256r3) 12 . (6.19)
The geometry of the spatial horizon cross section is that of a squashed S3. Now we take the NHL
with
r → r, u→ −1u, yI → yI , → 0 , (6.20)
and making the further change with,
r → −
(
(Q− q2)√(4Q− q2)
4Q
)
r . (6.21)
The near-horizon metric can be written in GNC as,
ds2 = 2(dr + rh2dφ+ rh3dψ − 1
2
r2∆du)du+ γ11dθ
2 + γ22dφ
2 + γ33dψ
2 + 2γ23dφdψ ,
(6.22)
with the near-horizon data is given by,
∆ =
(Q− q2)2(4Q− q2)
Q4
h2 = −q(3Q− q
2)(Q− q2)√(4Q− q2)
4Q3
h3 = −q cos θ(3Q− q
2)(Q− q2)√(4Q− q2)
4Q3
γ11 =
Q
4
γ22 =
(Q− q2)2(4Q− q2)
16Q2
γ23 =
cos θ(Q− q2)2(4Q− q2)
16Q2
γ33 =
4Q3 − q2 cos2 θ(3Q− q2)2
16Q2
, (6.23)
which is known as the BMPV near-horizon geometry. The Killing vectors {K1, . . . ,K7} of the
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near-horizon metric are given by,
K1 = ∂u, K2 = −u∂u + r∂r +
(
q(3Q− q2)
(Q− q2)√(4Q− q2)
)
∂φ,
K3 = −u
2
2
∂u +
(
Q
4
+ ur
)
∂r +
(
q(3Q− q2)u
(Q− q2)√(4Q− q2)
)
∂φ ,
K4 = ∂φ, K5 = ∂ψ ,
K6 = sinψ∂θ − cosψ(sin θ)−1∂φ + cosψ cot θ∂ψ ,
K7 = cosψ∂θ + sinψ(sin θ)
−1∂φ − sinψ cot θ∂ψ , (6.24)
with the Lie algebra u(1)× sl(2,R)× so(3),
[K1,K2] = −K1, [K1,K3] = K2, [K2,K3] = −K3,
[K5,K6] = K7, [K5,K7] = −K6, [K6,K7] = K5 (6.25)
The isometries {K1,K2,K3} generate a sl(2,R) algebra, whereas the isometries {K5,K6,K7}
generate a so(3) algebra.
Example 11. Now we will consider the black ring solution with R 6= 0, here we will state the
result given in [41]. We first make the coordinate transformation,
dt = du−B(r)dr, dφ = dφ′ − C(r)dr, dψ = dψ′ − C(r)dr , (6.26)
where
B(r) =
B2
r2
+
B1
r
+B0 ,
C(r) =
C1
r
+ C0 . (6.27)
The constants Bi and Ci are chosen so that all metric components remain finite as r → 0. We
choose,
B0 =
q2l
8R3
+
2l
3R
− R
2l
+
3R3
2l3
+ 3
(Q− q2)3
16q2Rl3
,
B1 =
(Q+ 2q2)
4l
+
l(Q− q2)
3R2
,
B2 =
q2l
4R
, (6.28)
and
C0 = − (Q− q
2)3
8q3rl3
,
C1 = − q
2l
. (6.29)
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The metric becomes
ds2 = −16r
4
q4
du2 +
2R
l
dudr +
4r3 sin2 θ
Rq
dudφ′ +
4Rr
q
dudψ′ +
3qr sin2 θ
l
drdφ′
+ 2
(
ql
2R
cos θ +
3qR
2l
+
(Q− q2)(3R2 − 2l2)
3qRl
)
drdψ′
+ l2dψ′2 +
q2
4
[dθ2 + sin2 θ(dφ′ − dψ′)2] + ... , (6.30)
where the dots are terms which involve subleading powers of r in all the metric components given
explicitly, as well as terms in grr starting at O(r). The spatial horizon cross section clearly has
the geometry S1 × S2. Now we take the NHL with,
r →
(
l
R
)
r, u→ −1u, → 0 . (6.31)
The near-horizon metric can be written as,
ds2 = 2(dr + rh3dψ)du+ γ11dθ
2 + γ22dχ
2 + γ33dψ
2 , (6.32)
where χ ≡ φ′ − ψ′ = φ− ψ and the near-horizon data,
h3 =
2l
q
, γ11 =
q2
4
, γ22 =
q2
4
sin2 θ, γ33 = l
2 . (6.33)
This metric is that of AdS3×S2, where the co-ordinates {r, u, ψ} parametrize the AdS3, and {θ, χ}
are spherical polar co-ordinates on S2. The Killing vectors {K1, . . . ,K9} of the near-horizon metric
are given by,
K1 = ∂u, K2 = −u∂u + r∂r − q
2l
∂ψ,
K3 = −u
2
2
∂u +
(
q2
4
+ ur
)
∂r − qu
2l
∂ψ ,
K4 = e
−2lψ
q ∂r ,
K5 = e
2lψ
q
(
q2
4
∂u +
1
2
r2∂r − qr
2l
∂ψ
)
,
K6 =
q
2l
∂ψ, K7 = ∂χ ,
K8 = sinχ∂θ + cosχ cot θ∂χ ,
K9 = cosχ∂θ − sinχ cot θ∂χ , (6.34)
Since ψ is periodic and K4,K5 are not globally defined, the Lie algebra is u(1)× sl(2,R)× so(3),
[K1,K2] = −K1, [K1,K3] = K2, [K2,K3] = −K3 ,
[K7,K8] = K9, [K7,K9] = −K8, [K8,K9] = K7 , (6.35)
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We obtain a sl(2,R) algebra generated by the isometries {K1,K2,K3} and the isometry K6 gener-
ates the residual u(1) broken from sl(2,R) due to the periodicity of ψ. The isometries {K7,K8,K9}
generate an so(3) algebra.
The BMPV black hole and the supersymmetric black ring preserve 4 out of 8 preserved real
supersymmetries, but their near-horizon geometries are maximally supersymmetric. This is due
to the mechanism of supersymmetry enhancement which occurs on the horizon and it is known
that all D = 5 supergravity black holes undergo supersymmetry enhancement in the near-horizon
limit from the classification of [121].
6.2 Horizon fields and KSEs
We shall consider the horizon conjecture in the context of both gauged and ungauged 5-dimensional
supergravities, coupled to arbitrary many vector multiplets. These theories are summarized in
Chapter 3. We next proceed to consider how the bosonic fields and their associated Bianchi
identities and field equations are written in the near-horizon limit, prior to solving the Killing
spinor equations.
Example 12. In the case of the STU model, which has C123 = 1, and X
1X2X3 = 1, the
non-vanishing components of the gauge coupling are given by
Q11 =
1
2(X1)2
, Q22 =
1
2(X2)2
, Q33 =
1
2(X3)2
, (6.36)
with scalar potential
U = 18
(
V1V2
X3
+
V1V3
X2
+
V2V3
X1
)
. (6.37)
When considering near-horizon solutions for the gauged theory, conditions which are sufficient to
ensure that U ≥ 0 are that VI ≥ 0 for I = 1, 2, 3, and also that there exists a point on the horizon
section at which XI > 0 for I = 1, 2, 3.1
6.2.1 Near-horizon fields
For N = 2, D = 5 supergravity, in addition to the metric, there are also gauge field strengths
and scalars. We will assume that these are also analytic in r and regular at the horizon, and that
1As we shall assume that the scalars are smooth functions on (and outside of) the horizon, this implies that
XI > 0 everywhere on the horizon.
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there is also a consistent near-horizon limit for these matter fields:
AI = −rαIe+ + A˜I
F I = e+ ∧ e−αI + re+ ∧ βI + F˜ I , (6.38)
where F I = dAI and we use the frame introduced in (2.48).
We can also express the near-horizon fields F and GI (3.58) in this frame as
F = e+ ∧ e−α+ re+ ∧ β + F˜
GI = e+ ∧ e−LI + re+ ∧M I + G˜I , (6.39)
where XIL
I = XIM
I = XIG˜
I = 0 and we set α = XIα
I , F˜ = XI F˜
I and β = XIβ
I .
6.2.2 Horizon Bianchi indentities and field equations
Substituting the fields (6.38) into the the Bianchi identity dF I = 0 implies
βI = (dhα
I), dF˜ I = 0 , (6.40)
and
dβI + αIdh+ dαI ∧ h = 0 . (6.41)
Note that (6.41) is implied (6.40). Similarly, the independent field equations of the near-horizon
fields are as follows. The Maxwell gauge equations (3.52) are given by,
dh(QIJ ?3 F˜
J)−QIJ ?3 βJ = 1
2
CIJKα
J F˜K . (6.42)
In components this can be expressed as,
∇˜j(QIJ F˜ Jji)−QIJhjF˜ J ji +QIJβJ i + 1
4
CIJKi
`1`2αJ F˜K`1`2 = 0 , (6.43)
which corresponds to the i-component of (3.53). There is another equation given by the +-
component of (3.53) but this is implied by (6.43) and is not used in the analysis at any stage. The
+− and ij-component of the Einstein equation (3.51) gives
−∆− 1
2
h2 +
1
2
∇˜i(hi) = −QIJ
(
2
3
αIαJ +
1
6
F˜ I `1`2 F˜
J`1`2
)
− 2
3
χ2U , (6.44)
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and
R˜ij = −∇˜(ihj) + 1
2
hihj − 2
3
χ2Uδij
+ QIJ
[
F˜ I i`F˜
J
j
` + ∇˜iXI∇˜jXJ + δij
(
1
3
αIαJ − 1
6
F˜ I `1`2 F˜
J`1`2
)]
. (6.45)
The scalar field equation (3.55) gives
∇˜i∇˜iXI − hi∇˜iXI + ∇˜iXM ∇˜iXN
(
1
2
CMNKXIX
K − 1
6
CIMN
)
+
[
1
2
F˜M`1`2 F˜
N`1`2 − αMαN
](
CINPXMX
P − 1
6
CIMN − 6XIXMXN + 1
6
CMNJXIX
J
)
+3χ2VMVN
(
1
2
CIJKQ
MJQNK +XI(Q
MN − 2XMXN )
)
= 0 . (6.46)
We remark that the ++ and +i components of the Einstein equations, which are
1
2
∇˜i∇˜i∆− 3
2
hi∇˜i∆− 1
2
∆∇˜ihi + ∆h2 + 1
4
dhijdh
ij −QIJβI `βJ` = 0 , (6.47)
and
1
2
∇˜jdhij − dhijhj − ∇˜i∆ + ∆hi +QIJαIβJ i −QIJβI `F˜ J i` = 0 , (6.48)
are implied by (6.44), (6.45), (6.46), together with (6.43). and the Bianchi identities (6.40).
6.2.3 Gauge field decomposition
Using the decomposition F I = FXI +GI with F = XIF
I , XIG
I = 0 and dF I = 0 implies
dF = −XIdGI ,
(δIJ −XIXJ)dGJ = −dXI ∧ F . (6.49)
We write the near-horizon fields as
αI = αXI + LI ,
βI = βXI +M I ,
F˜ I = F˜XI + G˜I . (6.50)
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where XIL
I = XIM
I = XIG˜
I = 0 and α = XIα
I , F˜ = XI F˜
I , β = XIβ
I . By using (6.50) we
can express the Bianchi identities (6.40) as
β = dhα− LIdXI ,
dF˜ = −XIdG˜I ,
(δIJ −XIXJ)(dhLJ −MJ) = −dXIα ,
(δIJ −XIXJ)dG˜J = −dXI ∧ F˜ , (6.51)
and corresponding to (6.41)
dM I − h ∧M I + LIdh+ dXI ∧ β = 0 ,
dβ − h ∧ β + αdh+ dXI ∧M I = 0 . (6.52)
However, (6.52) is implied by (6.51). The field equations can also be decomposed using (6.50) as
follows. The Maxwell gauge equation (6.43) gives
3
2
XI∇˜j(F˜ji) + ∇˜j(QIJG˜J ji) + 3
2
∇˜jXI F˜ji − 3
2
XIh
jF˜ji +
3
2
XIβi +QIJM
J
i −QIJhjG˜J ji
+
1
4
i
`1`2
(
6XIαF˜`1`2 − 2QIJαG˜J`1`2 − 2QIJ F˜`1`2LJ + CIJKLJG˜K`1`2
)
= 0 , (6.53)
where we have used the identity ∇˜i(QIJ)XJ = 3∇˜iXI . By contracting with XI this gives,
∇˜j(F˜ji) + ∇˜j(XJ)G˜J ji − hjF˜ji + βi + i`1`2αF˜`1`2 −
1
3
QIJi
`1`2LIG˜J`1`2 = 0 . (6.54)
The Einstein equation (6.44) gives
−∆− 1
2
h2 +
1
2
∇˜i(hi) = −
[
α2 +
1
4
F˜`1`2 F˜
`1`2 +
2
3
χ2U +QIJ
(
2
3
LILJ +
1
6
G˜I `1`2G˜
J`1`2
)]
,
(6.55)
and (6.45)
R˜ij = −∇˜(ihj) + 1
2
hihj +
3
2
F˜ikF˜j
k + δij
(
1
2
α2 − 1
4
F˜`1`2 F˜
`1`2 − 2
3
χ2U
)
+ QIJ
[
G˜I i`G˜
J
j
` + ∇˜iXI∇˜jXJ + δij
(
1
3
LILJ − 1
6
G˜I `1`2G˜
J`1`2
)]
. (6.56)
The scalar field equations (6.46) give,
∇˜i∇˜iXI − hi∇˜iXI + ∇˜iXM ∇˜iXN
(
1
2
CMNKXIX
K − 1
6
CMNI
)
+
2
3
QIJ
(
2αLJ − F˜`1`2G˜J`1`2
)
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− 1
12
[
G˜M`1`2G˜
N`1`2 − 2LMLN
](
CMNI −XICMNJXJ
)
+3χ2VMVN
(
1
2
CIJKQ
MJQNK +XI(Q
MN − 2XMXN )
)
= 0 . (6.57)
Furthermore (6.47) gives
1
2
∇˜i∇˜i∆− 3
2
hi∇˜i∆− 1
2
∆∇˜ihi + ∆h2 + 1
4
dhijdh
ij =
3
2
β2 +QIJM
I
`M
J` , (6.58)
and (6.48) gives
1
2
∇˜jdhij − dhijhj − ∇˜i∆ + ∆hi = 3
2
(
β`F˜i
` − αβi
)
+QIJ
(
M I `G˜
J
i
` − LIMJ i
)
. (6.59)
The conditions (6.58) and (6.59) correspond to the ++ and +i-component of the Einstein equation
and we remark that these are both implied by (6.55), (6.56), (6.57), together with (6.53) and (6.54)
and the Bianchi identities (6.51).
6.2.4 Integration of the KSEs along the lightcone
For supersymmetric near-horizon horizons we assume there exists an  6= 0 which is a solution to
the KSEs. In this section, we will determine the neccessary conditions on the Killing spinor. To
do this we first integrate along the two lightcone directions i.e. we integrate the KSEs along the
u and r coordinates. To do this, we decompose  as
 = + + − , (6.60)
where Γ±± = 0. To begin, we consider the µ = − component of the gravitino KSE (3.70) which
can be integrated to obtain,
+ = φ+(u, y) , − = φ− + rΓ−Θ+φ+ , (6.61)
where ∂rφ± = 0. Now we consider the µ = + component; on evaluating this component at r = 0
we get,
φ− = η− , φ+ = η+ + uΓ+Θ−η− , (6.62)
where ∂uη± = ∂rη± = 0 and,
Θ± =
1
4
hiΓ
i − i
8
(F˜jkΓ
jk ± 4α)− 1
2
χVIX
I , (6.63)
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and η± depend only on the coordinates of the spatial horizon section S. Substituting the solu-
tion (6.61) of the KSEs along the light cone directions back into the gravitino KSE (3.70), and
appropriately expanding in the r and u coordinates, we find that for the µ = ± components, one
obtains the additional conditions
(
1
2
∆− 1
8
(dh)ijΓ
ij − i
4
βiΓ
i +
3i
2
χVIα
I
)
φ+
+2
(
1
4
hiΓ
i − i
8
(−F˜jkΓjk + 4α) + 1
2
χVIX
I
)
τ+ = 0 , (6.64)
(
1
4
∆hiΓ
i − 1
4
∂i∆Γ
i
)
φ+ +
(
− 1
8
(dh)ijΓ
ij +
3i
4
βiΓ
i +
3i
2
χVIα
I
)
τ+ = 0 , (6.65)
(
− 1
2
∆− 1
8
(dh)ijΓ
ij − 3i
4
βiΓ
i +
3i
2
χVIα
I
+2
(− 1
4
hiΓ
i − i
8
(F˜jkΓ
jk + 4α)− 1
2
χVIX
I
)
Θ−
)
φ− = 0 . (6.66)
Similarly the µ = i component of the gravitino KSEs gives
∇˜iφ± +
(
∓ 1
4
hi ∓ i
4
αΓi +
i
8
F˜jkΓi
jk − i
2
F˜ijΓ
j − 3i
2
χVIA˜
I
i +
1
2
χVIX
IΓi
)
φ± = 0 , (6.67)
and
∇˜iτ+ +
(
− 3
4
hi − i
4
αΓi − i
8
F˜jkΓi
jk +
i
2
F˜ijΓ
j − 3i
2
χVIA˜
I
i − 1
2
χVIX
IΓi
)
τ+
+
(
− 1
4
(dh)ijΓ
j − i
4
βjΓi
j +
i
2
βi
)
φ+ = 0 , (6.68)
where we have set
τ+ = Θ+φ+ . (6.69)
Similarly, substituting the solution of the KSEs (6.61) into the algebraic KSE (3.61) and expanding
appropriately in the u and r coordinates, we find
[
G˜I ijΓ
ij ∓ 2LI + 2i∇˜iXIΓi − 6iχ
(
QIJ − 2
3
XIXJ
)
VJ
]
φ± = 0 , (6.70)
[
G˜I ijΓ
ij + 2LI − 2i∇˜iXIΓi − 6iχ
(
QIJ − 2
3
XIXJ
)
VJ
]
τ+ + 2M
I
iΓ
iφ+ = 0 . (6.71)
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In the next section, we will demonstrate that many of the above conditions are redundant as
they are implied by the independent KSEs2 (6.72), upon using the field equations and Bianchi
identities.
6.2.5 The independent KSEs on S
The integrability conditions of the KSEs in any supergravity theory are known to imply some of
the Bianchi identities and field equations. Also, the KSEs are first order differential equations
which are usually easier to solve than the field equations which are second order. As a result, the
standard approach to find solutions is to first solve all the KSEs and then impose the remaining
independent components of the field equations and Bianchi identities as required. We will take a
different approach here because of the difficulty of solving the KSEs and the algebraic conditions
which include the τ+ spinor given in (6.69). Furthermore, we are particularly interested in the
minimal set of conditions required for supersymmetry, in order to systematically analyse the
necessary and sufficient conditions for supersymmetry enhancement. In particular, the conditions
(6.64), (6.65), (6.68), and (6.71) which contain τ+ are implied from those containing φ+, along with
some of the field equations and Bianchi identities. Furthermore, (6.66) and the terms linear in u in
(6.67) and (6.70) from the + component are implied by the field equations, Bianchi identities and
the − component of (6.67) and (6.70). Details of the calculations used to show this are presented
in Appendix E. On taking this into account, it follows that, on making use of the field equations
and Bianchi identities, the independent KSEs are
∇(±)i η± = 0, AI,(±)η± = 0 , (6.72)
where
∇(±)i = ∇˜i + Ψ(±)i , (6.73)
with
Ψ
(±)
i = ∓
1
4
hi ∓ i
4
αΓi +
i
8
F˜jkΓi
jk − i
2
F˜ijΓ
j − 3i
2
χVIA˜
I
i +
1
2
χVIX
IΓi , (6.74)
and
AI,(±) = G˜I ijΓij ∓ 2LI + 2i∇˜iXIΓi − 6iχ
(
QIJ − 2
3
XIXJ
)
VJ . (6.75)
2These are given by the naive restriction of the KSEs on S.
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These are derived from the naive restriction of the supercovariant derivative and the algebraic
KSE on S. Furthermore, if η− solves (6.72) then
η+ = Γ+Θ−η− , (6.76)
also solves (6.72). However, further analysis using global techniques, is required in order to
determine if Θ− has a non-trivial kernel.
6.3 Supersymmetry enhancement
6.3.1 Horizon Dirac equation
To proceed further we shall now define the horizon Dirac operators associated with the superco-
variant derivatives following from the gravitino KSE as
D(±) ≡ Γi∇(±)i = Γi∇˜i + Ψ(±) , (6.77)
where
Ψ(±) ≡ ΓiΨ(±)i = ∓
1
4
hiΓ
i ∓ 3i
4
α− 3i
8
F˜`1`2Γ
`1`2 − 3i
2
χVIA˜
I
iΓ
i +
3
2
χVIX
I . (6.78)
We can generalise the gravitino KSE and define an equivalent set of KSEs to (6.72) as,
∇ˆ(±)i η± = 0, AI,(±)η± = 0 , (6.79)
where
∇ˆ(±)i = ∇(±)i + κIΓiAI,(±) (6.80)
and a modified horizon Dirac operator as
D (±) = D(±) + qIAI,(±) (6.81)
for some κI , qI ∈ R. Clearly if qI = 3κI then D (±) = Γi∇ˆ(±)i . However, we shall not assume this
in general and qI , κI will be generic. As we shall see in the following section, qI will be fixed
by the requirement of the analysis and there will be appropriate choices of κI such that the zero
modes of D (±) satisfy (6.79) and are Killing spinors on S.
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6.3.2 Lichnerowicz type theorems for D (±)
Theorem: Let S and the fields satisfy the conditions for the maximum principle to apply, e.g. the
fields are smooth and S is compact without boundary. Then there is a 1-1 correspondence between
the zero modes of D (+) and the η+ Killing spinors, i.e.
∇(+)i η+ = 0 , AI,(+)η+ = 0 ⇐⇒ D (+)η+ = 0 . (6.82)
Moreover ‖ η+ ‖2 is constant.
Proof: It is evident that if η+ is a Killing spinor, then it is a zero mode of D (+). To prove the
converse, assuming that η+ is a zero mode of D (+) and after using the field equations and Bianchi
identities, one can establish the identity, see Appendix E,
∇˜i∇˜i ‖ η+ ‖2 −hi∇˜i ‖ η+ ‖2 = 2 ‖ ∇ˆ(+)η+ ‖2
+
(
1
16
QIJ − 3κIκJ
)
Re〈AI,(+)η+,AJ,(+)η+〉 , (6.83)
provided that qI = 0. For the details of the symmetric and positive definite Spin(3)-invariant
inner product see Appendix B and E. The maximum principle can only be applied for sufficient
choices of κI such that the second term in (6.83) is non-negative. This is clearly true for κI = 0,
which is the case with D (±) = Γi∇ˆ(±)i .
For such choices of κI , the maximum principle thus implies that η+ are Killing spinors i.e ∇ˆ(+)η+ =
0, AI,(+)η+ = 0 and ‖ η+ ‖= const. Let us turn to investigate the relation between Killing spinors
and the zero modes of the D (−) operator.
Theorem: Let S be compact without boundary and the horizon fields be smooth. There is a 1-1
correspondence between the zero modes of D (−) and the η− Killing spinors, i.e.
∇(−)i η− = 0 , A(−)η− = 0 ⇐⇒ D (−)η− = 0 . (6.84)
Proof: It is clear that if η− is a Killing spinor, then it is a zero mode of D (−). To prove the
converse, if η− is a zero mode of D (−), then upon using the field equations and Bianchi identities
one can establish the formula, see Appendix E.4,
∇˜i
(
∇˜i ‖ η− ‖2 + ‖ η− ‖2 hi
)
= 2 ‖ ∇ˆ(−)η− ‖2
+
(
1
16
QIJ − 3κIκJ
)
Re〈AI,(−)η−,AJ,(−)η−〉 , (6.85)
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provided that qI = 0. On integrating this over S and assuming that S is compact and without
boundary, the LHS vanishes since it is a total derivative and one finds that η− are Killing spinors
i.e ∇ˆ(−)η− = 0, AI,(−)η− = 0.
6.3.3 Index theory and supersymmetry enhancement
In this section we will consider the counting of the number of supersymmetries, which will dif-
fer slightly in the ungauged and gauged case. We will denote by N± the number of linearly
independent (over C) η± Killing spinors i.e,
N± = dimC Ker{∇(±),AI,(±)} . (6.86)
Consider a spinor η+ satisfying the corresponding KSEs in (6.72). In the ungauged theory, the
spinor C ∗ η+ also satisfies the same KSEs, and C ∗ η+ is linearly independent from η+, where C∗
denotes charge conjugation3 for which the details are given in Appendix E. So in the ungauged
theory, N+ must be even. However, in the gauged theory C ∗ η+ is not parallel and so N+ need
not be even. It is straightforward to see this from the KSEs, in particular4
∇(+)i (C ∗ η+) = C ∗
(∇˜iη+ + Σiη+)
AI,(+)(C ∗ η+) = C ∗ P Iη+ (6.87)
where,
Σi = −1
4
hi − i
4
αΓi +
i
8
F˜jkΓi
jk − i
2
F˜ijΓ
j +
3i
2
χVIA˜
I
i − 1
2
χVIX
IΓi (6.88)
and
P I = G˜I ijΓ
ij − 2LI + 2i∇˜iXIΓi + 6iχ
(
QIJ − 2
3
XIXJ
)
VJ (6.89)
For the ungauged theory with χ = 0 we have Σi = Ψ
(+)
i and P
I = AI,(+) and therefore,
∇(+)i (C ∗ η+) = C ∗ ∇(+)i η+ = 0, AI,(+)(C ∗ η+) = C ∗ AI,(+)η+ = 0 (6.90)
Thus C ∗ η+ satisfies the KSEs for the ungauged theory. This is clearly not the case of the gauged
theory since the extra terms which depend on χ have the wrong sign in the last two terms of
(6.88) and the last term of (6.89).
3This corresponds to a complex conjugation and a matrix multiplication by C
4The charge conjugation matrix satisfies ΓµC ∗+C ∗ Γµ = 0
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The spinors in the KSEs of N = 2, D = 5 (un)gauged supergravity horizons with an arbitrary
number of vector multiplets are Dirac spinors. In terms of the spinors η± restricted to S, for
the ungauged theory the spin bundle S decomposes as S = S+ ⊕ S− where the signs refer to the
projections with respect to Γ±, and S± are Spin(3) bundles. For the gauged theory, the spin
bundle S ⊗ L, where L is a U(1) bundle on S, decomposes as S ⊗ L = S+ ⊗ L ⊕ S− ⊗ L where
S± ⊗L are Spinc(3) = Spin(3)×U(1). To proceed further, we will show that the analysis which
we have developed implies that the number of real supersymmetries of near-horizon geometries
is 4N+. This is because the number of real supersymmetries is N = 2(N+ + N−) and we shall
establish that N+ = N− via the following global analysis. In particular, utilizing the Lichnerowicz
type theorems which we have established previously, we have
N± = dim KerD (±) . (6.91)
Next let us focus on the index of the D (+) operator. Since D (+) is defined on the odd dimensional
manifold S, the index vanishes [9]. As a result, we conclude that
dim KerD (+) = dim Ker (D (+))† , (6.92)
where (D (+))† is the adjoint of D (+). Furthermore observe that
Γ−(D (+))† = D (−)Γ− , (6.93)
and so
N− = dim Ker (D (−)) = dim Ker (D (+))† . (6.94)
Therefore, we conclude that N+ = N− and so the number of (real) supersymmetries of such
horizons is N = 2(N+ +N−) = 4N+.
6.4 The sl(2, R) symmetry of D = 5 horizons
6.4.1 Algebraic relationship between η+ and η− spinors
We shall exhibit the existence of the sl(2,R) symmetry of gauged D = 5 vector multiplet horizons
by directly constructing the vector fields on the spacetime which generate the action of sl(2,R).
The existence of these vector fields is a direct consequence of the doubling of the supersymmetries.
We have seen that if η− is a Killing spinor, then η+ = Γ+Θ−η− is also a Killing spinor provided
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that η+ 6= 0. It turns out that under certain conditions this is always possible. To consider this
we must investigate the kernel of Θ−.
Lemma: Suppose that S and the fields satisfy the requirements for the maximum principle to
apply, and that
Ker Θ− 6= {0} . (6.95)
Then the near-horizon data is trivial, i.e. all fluxes vanish and the scalars are constant.
Proof: Suppose that there is η− 6= 0 such that Θ−η− = 0. In such a case, (6.66) gives
∆Re〈η−, η−〉 = 0. Thus ∆ = 0, as η− is no-where vanishing. Next, the gravitino KSE ∇(−)η− = 0,
together with Re〈η−,ΓiΘ−η−〉 = 0, imply that
∇˜i ‖ η− ‖2= −hi ‖ η− ‖2 . (6.96)
On taking the divergence of this expression, eliminating ∇˜ihi upon using (6.55), and after setting
∆ = 0, one finds
∇˜i∇˜i ‖ η− ‖2 =
(
2α2 +
1
2
F˜ 2 +
4
3
QIJL
ILJ +
1
3
QIJG˜
I`1`2G˜J`1`2 +
4
3
χ2U
)
‖ η− ‖2 .
(6.97)
As we have assumed that QIJ is positive definite, and that U ≥ 0, the maximum principle implies
that ‖ η− ‖2 is constant. We conclude that α = F˜ = LI = G˜I = U = 0 and from (6.70) that XI
is constant. Also U = 0 implies VI = 0. Furthermore, (6.96) implies that dh = 0, and then (6.58)
implies that β = M I = 0. Finally, integrating (6.55) over the horizon section implies that h = 0.
Thus, all the fluxes vanish, and the scalars are constant.
We remark that in the ungauged theory, if Ker Θ− 6= {0}, triviality of the near-horizon data
implies that the spacetime geometry is R1,1 × T 3. In the case of the gauged theory, imposing
Ker Θ− 6= {0} leads directly to a contradiction. To see this, note that the condition U = 0 implies
that
VIVJ(X
IXJ − 1
2
QIJ) = 0 . (6.98)
However the algebraic KSE imply that
VIVJ(Q
IJ − 2
3
XIXJ) = 0 . (6.99)
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These conditions cannot hold simultaneously, so there is a contradiction. Hence, to exclude both
the trivial R1,1× T 3 solution in the ungauged theory, and the contradiction in the gauged theory,
we shall henceforth take Ker Θ− = {0}.
6.4.2 Killing vectors
Having established how to obtain η+ type spinors from η− spinors, we next proceed to determine
the sl(2,R) spacetime symmetry. First note that the spacetime Killing spinor  can be expressed
in terms of η± as
 = η+ + uΓ+Θ−η− + η− + rΓ−Θ+η+ + ruΓ−Θ+Γ+Θ−η− . (6.100)
Since the η− and η+ Killing spinors appear in pairs for supersymmetric horizons, let us choose
a η− Killing spinor. Then from the previous results, horizons with non-trivial fluxes also admit
η+ = Γ+Θ−η− as a Killing spinor. Taking η− and η+ = Γ+Θ−η−, one can construct two linearly
independent Killing spinors on the spacetime as
1 = η− + uη+ + ruΓ−Θ+η+ , 2 = η+ + rΓ−Θ+η+ . (6.101)
It is known from the general theory of supersymmetric D = 5 backgrounds that for any Killing
spinors ζ1 and ζ2 the dual vector field K(ζ1, ζ2) of the 1-form bilinear
ω(ζ1, ζ2) = Re〈(Γ+ − Γ−)ζ1,Γaζ2〉 ea (6.102)
is a Killing vector which leaves invariant all the other bosonic fields of the theory, i.e.
LKg = LKXI = LKF I = 0 . (6.103)
Evaluating the 1-form bilinears of the Killing spinor 1 and 2, we find that
ω1(1, 2) = (2rRe〈Γ+η−,Θ+η+〉+ 4ur2 ‖ Θ+η+ ‖2) e+ − 2u ‖ η+ ‖2 e−
+ (Re〈Γ+η−,Γiη+〉+ 4urRe〈η+,ΓiΘ+η+〉)ei ,
ω2(2, 2) = 4r
2 ‖ Θ+η+ ‖2 e+ − 2 ‖ η+ ‖2 e− + 4rRe〈η+,ΓiΘ+η+〉ei ,
ω3(1, 1) = (2 ‖ η− ‖2 +4ruRe〈Γ+η−,Θ+η+〉+ 4r2u2 ‖ Θ+η+ ‖2)e+
− 2u2 ‖ η+ ‖2 e− + (2uRe〈Γ+η−,Γiη+〉+ 4u2rRe〈η+,ΓiΘ+η+〉)ei . (6.104)
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Moreover, we can establish the following identities
−∆ ‖ η+ ‖2 +4 ‖ Θ+η+ ‖2= 0 , Re〈η+,ΓiΘ+η+〉 = 0 , (6.105)
which follow from the first integrability condition in (6.64), ‖ η+ ‖= const and the KSEs of η+.
Further simplification to the bilinears can be obtained by making use of (6.105). We then obtain
ω1(1, 2) = (2rRe〈Γ+η−,Θ+η+〉+ ur2∆ ‖ η+ ‖2) e+ − 2u ‖ η+ ‖2 e− + V˜iei ,
ω2(2, 2) = r
2∆ ‖ η+ ‖2 e+ − 2 ‖ η+ ‖2 e− ,
ω3(1, 1) = (2 ‖ η− ‖2 +4ruRe〈Γ+η−,Θ+η+〉+ r2u2∆ ‖ η+ ‖2)e+ − 2u2 ‖ η+ ‖2 e− + 2uV˜iei ,
(6.106)
where we have set,
V˜i = Re〈Γ+η−,Γiη+〉 . (6.107)
6.4.3 sl(2,R) symmetry
To uncover explicitly the sl(2,R) symmetry of such horizons it remains to compute the Lie bracket
algebra of the vector fields K1, K2 and K3 which are dual to the 1-form spinor bilinears ω1, ω2
and ω3. In simplifying the resulting expressions, we shall make use of the following identities
−2 ‖ η+ ‖2 −hiV˜ i + 2Re〈Γ+η−,Θ+η+〉 = 0 , iV˜ (dh) + 2dRe〈Γ+η−,Θ+η+〉 = 0 ,
2Re〈Γ+η−,Θ+η+〉 −∆ ‖ η− ‖2= 0 , V˜+ ‖ η− ‖2 h+ d ‖ η− ‖2= 0 . (6.108)
We then obtain the following dual Killing vector fields:
K1 = −2u ‖ η+ ‖2 ∂u + 2r ‖ η+ ‖2 ∂r + V˜ ,
K2 = −2 ‖ η+ ‖2 ∂u ,
K3 = −2u2 ‖ η+ ‖2 ∂u + (2 ‖ η− ‖2 +4ru ‖ η+ ‖2)∂r + 2uV˜ . (6.109)
As we have previously mentioned, each of these Killing vectors also leaves invariant all the other
bosonic fields in the theory. It is then straightforward to determine the algebra satisfied by these
isometries:
Theorem: The Lie bracket algebra of K1, K2 and K3 is sl(2,R).
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Proof: Using the identities summarised above, one can demonstrate after a direct computation
that
[K1,K2] = 2 ‖ η+ ‖2 K2, [K2,K3] = −4 ‖ η+ ‖2 K1, [K3,K1] = 2 ‖ η+ ‖2 K3 . (6.110)
6.5 The geometry and isometries of S
It is known that the vector fields associated with the 1-form Killing spinor bilinears given in (6.102)
leave invariant all the fields of gauged D = 5 supergravity with vector multiplets. In particular
suppose that V˜ 6= 0. The isometries Ka (a = 1, 2, 3) leave all the bosonic fields invariant:
LKag = 0, LKaF I = 0, LKaXI = 0 . (6.111)
Imposing these conditions and expanding in u, r, and also making use of the identities (6.108),
one finds that
∇˜(iV˜j) = 0 , LV˜ h = LV˜ ∆ = 0 , LV˜XI = 0 ,
LV˜ F˜ = LV˜ α = LV˜ LI = LV˜ G˜I = 0 . (6.112)
Therefore V˜ is an isometry of S and leaves all the fluxes on S invariant. In fact,V˜ is a spacetime
isometry as well. Furthermore, the conditions (6.108) imply that LV˜ ‖ η− ‖2= 0.
6.5.1 Classification of the geometry of S in the ungauged theory
Here we will consider further restrictions on the geometry of S for the ungauged theory with
χ = 0, which will turn out to be sufficient to determine the geometry completely. In fact, as
the isometry K2 generated by the spinor 2 is proportional to
∂
∂u , it follows from the analysis of
[78] that the near-horizon geometries are either those of the BMPV solution (rotating, or static),
or AdS3 × S2, which corresponds to the black ring/string near-horizon geometry, or Minkowski
space R1,4. However, it is also possible to derive this classification by making direct use of the
conditions we have obtained so far, and we will do this here. We begin by explicitly expanding
out the identities established in (6.105) in terms of bosonic fields and using (6.108) along with the
field equations (6.53)-(6.59) and Bianchi identities (6.51). On expanding (6.105) we obtain,
∆ ‖ η+ ‖2= Re〈η+,
(
1
4
h2 +
1
8
F˜ 2 + α2 − i
4
F˜`1`2h`3Γ
`1`2`3
)
η+〉 , (6.113)
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and
Re〈η+,ΓiΘ+η+〉 = Re〈η+,
(
1
4
hi − i
8
F˜`1`2Γi
`1`2
)
η+〉 = 0 . (6.114)
Contracting (6.114) with hi and substituting in (6.113) we get,
∆ ‖ η+ ‖2=
(
− 1
4
h2 +
1
8
F˜ 2 + α2
)
‖ η+ ‖2 . (6.115)
Since η+ 6= 0 the norm is non-vanishing, thus
∆ = −1
4
h2 +
1
8
F˜ 2 + α2 . (6.116)
Using (E.6) with (6.114) we obtain,
hi =
1
2
i
`1`2 F˜`1`2 ⇐⇒ F˜`1`2 = hii`1`2 =⇒ h2 =
1
2
F˜ 2 . (6.117)
Substituting (6.117) into (6.116) we obtain,
∆ = α2 . (6.118)
Using (6.55) we have,
1
2
∇˜ihi = −QIJ
(
2
3
LILJ +
1
6
G˜I `1`2G˜
J`1`2
)
. (6.119)
Integrating both sides over S the left hand side vanishes and we obtain,
∫
S
QIJ
(
2
3
LILJ +
1
6
G˜I `1`2G˜
J`1`2
)
= 0 . (6.120)
This implies that
LI = 0 , G˜I `1`2 = 0 , and ∇˜ihi = 0 . (6.121)
Substituting this into the algebraic KSE (6.70), we obtain ∇˜iXI = 0 i.e XI is constant. The third
line of the Bianchi identity (6.51) or the condition (6.71) also gives that M I = 0. This implies that
we have GIµν = 0 and F
I = XIF thus we are reduced to the minimal theory and the algebraic
KSE is satisfied trivially. Now let us consider the third condition in (6.108). In components we
have
V˜i+ ‖ η− ‖2 hi + ∇˜i‖ η− ‖2 = 0 . (6.122)
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On taking the divergence, and using the fact that V˜ is an isometry as established in the previous
section and (6.121) we get
∇˜i∇˜i‖ η− ‖2 + hi∇˜i‖ η− ‖2 = 0 . (6.123)
The maximum principle implies that ‖ η− ‖2 is a (nonzero) constant. Thus h is an isometry and
a symmetry of the full solution where,
V˜i = − ‖ η− ‖2 hi , (6.124)
on using (6.117) and (6.118) with the Einstein equation (6.56) the Ricci tensor of S simplifies to,
R˜ij = −hihj + δij
(
1
2
∆ + h2
)
, (6.125)
and hence
R˜ = 2h2 +
3
2
∆ ≥ 0 . (6.126)
Since S is a spatial 3-manifold, this completely determines the curvature of S. The second condi-
tion in (6.108), using (6.124), gives
∇˜i(h2 + 2∆) = 0 . (6.127)
Now let us consider the gauge field equation (6.54). On substituting (6.117) and (6.121) we obtain
−1
2
i
`1`2(dh)`1`2 + ∇˜iα+ αhi = 0 . (6.128)
On taking the divergence and using (6.121) we obtain,
∇˜i∇˜iα+ hi∇˜iα = 0 (6.129)
On multiplying by α, and integrating both sides over S using integration by parts, we conclude
that α is constant. From (6.118) this implies that ∆ is constant. Finally on using (6.127), we also
conclude that h2 is constant. Hence all the scalars are constant on S which confirms the attractor
behaviour.
Having obtained these results, it is now possible to fully classify the near-horizon geometries.
There are a number of possible cases:
(I) ∆ 6= 0, h 6= 0. Then S is a squashed S3. This corresponds to the near-horizon geometry of
6.5. The geometry and isometries of S 119
the rotating BMPV solution.
(II) ∆ 6= 0, h = 0. In this case, S is a (round) S3, which corresponds to the near-horizon geometry
AdS2 × S3 of the static BMPV solution.
(III) ∆ = 0, h 6= 0. The condition (6.128) implies that dh = 0 and thus h is covariantly constant,
i.e ∇˜h = 0. The Ricci tensor of S is then given by
R˜ij = −hihj + δijh2 . (6.130)
In this case S = S1×S2. The near-horizon geometry is locally AdS3×S2 which corresponds
to the geometry of both the black string, and also the supersymmetric black ring solution.
(IV) ∆ = 0, h = 0. In this case, all the fluxes vanish, with S = T 3. The near-horizon geometry is
locally isometric to Minkowski space R1,4.
6.5.2 Analysis of the geometry of S in the gauged theory
It is also possible to investigate properties of the geometry of S in the gauged theory, with χ 6= 0.
In particular, it is useful to define the 1-form Z as
Zi =‖ η+ ‖−2 Re〈η+,Γiη+〉 . (6.131)
The covariant derivative of Z is then given by
∇˜iZj = −Zihj − 1
2
αijkZ
k + δijhkZ
k + 3χVIX
I
(
ZiZj − δij
)
, (6.132)
and hence the divergence is
∇˜iZi = 2Zihi − 6χVIXI . (6.133)
Using these identities it is straightforward to show that there are no near-horizon geometries for
which h = 0, in contrast to the case of the ungauged theory. To see this, if h = 0, then on
integrating (6.133) over S one obtains the condition
∫
S
−6χVIXI = 0 . (6.134)
So there must exist a point on S at which VIXI = 0. However, at such a point U = − 92QIJVIVJ <
0, in contradiction to our assumption that U ≥ 0 on S. Hence, it follows that there are no near-
horizon geometries with h = 0 in the gauged theory.
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Similar reasoning can be used to prove that there are also no solutions with V˜ = 0 in the gauged
theory. In this case, the group action generated by K1,K2 and K3 has only 2-dimensional orbits.
A direct substitution of this condition in (6.108) reveals that
∆ ‖ η− ‖2= 2 ‖ η+ ‖2 , h = ∆−1d∆ . (6.135)
Since h is exact, such horizons are static. A coordinate transformation r → ∆r reveals that the
geometry is a warped product of AdS2 with S, AdS2 ×w S. We note that (6.135) implies that ∆
is positive everywhere on S. On making use of (6.133) and (6.135) to eliminate h in terms of d∆,
one obtains the condition
∇˜i(∆−2Zi) = −6∆−2χVIXI , (6.136)
on setting Z2 = 1, which follows on making use of a Fierz identity. Integrating this expression
over S gives
∫
S
∆−2χVIXI = 0 . (6.137)
As before this is in contradiction to our assumption that U ≥ 0 on S. Hence, it follows that there
are no near-horizon geometries in the gauged theory for which V˜ = 0. For the gauged theory we
also find,
∆ = α2 , LI = 0 , M I = αdXI , β = dhα , (6.138)
and
V˜i =
[
χVIX
I
(
Zi +Wi
)
− hi
]
‖ η− ‖2 , (6.139)
with
Wi =‖ η− ‖−2 Re〈η−,Γiη−〉 , (6.140)
and we can also write the gauge field F˜ I = XI F˜ + G˜I as,
F˜ I = ∗3
(
dXI + hXI − 3χQIJVJZ
)
. (6.141)
It would be interesting to determine if the supersymmetry enhancement automatically produces
rotational isometries. A full classification of the possible geometries of S will be given elsewhere.
We remark that in the case of the minimal gauged theory, such a classification has been constructed
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in [72], and supersymmetric black rings in this theory have been excluded. However, as noted in
[101], by considering solutions with two commuting rotational isometries, it may be the case that
there exist solutions in the gauged theory coupled to vector multiplets which cannot be reduced
to solutions of the minimal theory. In particular, it is known that there exists a case for which
S = S1 × S2 which could correspond to the near-horizon geometry of an inherently non-minimal
supersymmetric black ring. It would be interesting to investigate this further.
Chapter 7
Conclusion
In this thesis we have investigated the conditions on the geometry of regular supersymmetric
Killing horizons in various supergravity theories which arise as a consequence of supersymme-
try. This analysis was performed in the near-horizon limit. A given near-horizon geometry may
not necessarily extend into to bulk uniquely to give a well-defined full black hole solution. In
some cases, such as for various theories in five dimensions, it is also possible to fully classify the
near-horizon solutions. For more complicated higher dimensional supergravities, such a complete
classification has yet to be found. However, the conditions obtained on the near-horizon geometry
produce restrictions on the types of possible black hole solutions.
We have demonstrated that smooth IIA horizons with compact spatial sections without bound-
ary always admit an even number of supersymmetries. This result also applies to the massive
IIA case. In addition, the near-horizon resolutions with non-trivial fluxes admit an sl(2,R) sym-
metry subalgebra. The above result together with those obtained in [71, 77] and [63] provide
further evidence in support the conjecture of [63] regarding the (super)symmetries of supergrav-
ity horizons. It also emphases that the (super)symmetry enhancement that is observed near the
horizons of supersymmetric black holes is a consequence of the smoothness of the fields. Apart
from exhibiting an sl(2,R) symmetry, IIA horizons are further geometrically restricted. This is
because we have not explored all the restrictions imposed by the KSEs and the field equations of
the theory – in this thesis we only explored enough to establish the sl(2,R) symmetry. However,
the understanding of the horizons admitting two supersymmetries is within the capability of the
technology developed so far for the classification of supersymmetric IIA backgrounds [67] and it
will be explored elsewhere.
The understanding of all IIA horizons is a more involved problem. As such spaces preserve an even
number of supersymmetries and there are no IIA horizons with non-trivial fluxes preserving 32
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supersymmetries, which follows from the classification of maximally supersymmetric backgrounds
in [49], there are potentially 15 different cases to examine. Of course, all IIA horizons preserving
more than 16 supersymmetries are homogenous spaces as a consequence of the results of [47]. It
is also now known that there exist no supersymmetric near-horizon geometries preserving exactly
N supersymmetries for 16 < N < 32 in all D = 10 and D = 11 supergravities, as a consequence
of the analysis of the superalgebras associated with such solutions in [64]. Hence, it remains to
classify the solutions with N ≤ 16 supersymmetries, for even N , which is an avenue for future
research.
We have also investigated the supersymmetry preserved by horizons in N = 2, D = 5 gauged,
and ungauged, supergravity with an arbitrary number of vector multiplets. Making use of global
techniques, we have demonstrated that such horizons always admit N = 4N+ (real) supersymme-
tries. Furthermore, in the ungauged theory, we have shown that N+ must be even. Therefore, all
supersymmetric near-horizon geometries in the ungauged theory must be maximally supersym-
metric. We have also shown that the near-horizon geometries possess a sl(2,R) symmetry group.
The analysis that we have conducted is further evidence that this type of symmetry enhancement
is a generic property of supersymmetric black holes. In fact, the complete classification of the
geometries in the ungauged theory is quite straightforward, because the identity
K2 = −2 ‖ η+ ‖2 ∂u , (7.1)
implies that the timelike isometry ∂u can be written as a spinor bilinear. All supersymmetric
near-horizon geometries in the ungauged theory for which ∂u can be written as a spinor bilinear
in this fashion have been fully classified in [78]. In particular, the solutions reduce to those of
the minimal ungauged theory and the scalars are constant. The supersymmetry enhancement in
this case therefore automatically imposes an attractor-type mechanism, whereby the scalars take
constant values on the horizon. The possible near-horizon geometries in the ungauged theory are
therefore R1,1×T 3; and AdS3×S2, corresponding to the near-horizon black string/ring geometry
[30, 58, 41]; and the near-horizon BMPV solution [18, 124].
For near-horizon solutions in the gauged theory, the total number of supersymmetries is either 4 or
8. In the case of maximal supersymmetry, the geometry is locally isometric to AdS5, with F
I = 0
and constant scalars.1 It remains to classify the geometries of N = 4 solutions in the gauged
theory; details of this will be given elsewhere. By analysing the conditions on the geometry, we
demonstrated that there are no static solution in the gauged theory for h = 0 and there exists
at least one Killing vector on the horizon section as we have also shown there are no solutions
with V˜ = 0. The analysis in [101] provides a complete classification of near-horizon geometries
1As observed in [48], there also exist discrete quotients of AdS5 preserving 6 out of 8 supersymmetries. In this
case, the spinors which are excluded are not smooth due to the periodic identification.
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of supersymmetric black holes of U(1)3-gauged supergravity with vector multiplets, assuming the
existence of two rotational isometries on the horizon section. It would be interesting to determine
if, in the case of supersymmetric near-horizon geometries, the supersymmetry enhancement auto-
matically produces such rotational isometries. The classification for the geometry of the horizon,
in the cases for which such isometries are assumed, shows that it is either spherical S3, S1 × S2
or a T 3 [101] - the last two have no analogue in the minimal gauged theory, corresponding to the
near-horizon geometry AdS3 × S2 and AdS3 × T 2. The difference between the minimal theory
and the STU theory in this context is encoded in the parameter
λ = QIJVIVJ − (VIXI)2 . (7.2)
The near-horizon geometries constructed in [101] for which S1×S2 arises as a solution are required
to have λ > 0 as a consequence of the analysis of the geometry. This condition can be satisfied
in the STU theory, but not in minimal gauged supergravity. In fact, supersymmetric AdS5 black
rings have been excluded from minimal gauged supergravity in [71]. This analysis did not assume
the existence of two commuting rotational isometries which had been done earlier [106], rather
it derived the existence of such isometries via the supersymmetry enhancement mechanism. The
possibility of an AdS5 black ring remains for the gauged STU theory. As we have noted, a regular
supersymmetric near-horizon geometry with S1 × S2 event horizon topology is known to exist in
the gauged STU theory. There are no known obstructions, analogous to the stability analysis
considered in [109], to extending the near-horizon solution into the bulk, and it is unknown if a
supersymmetric AdS5 black ring exists. Although supersymmetric black rings have been excluded
from minimal gauged supergravity in [71], it is still not known if there exists a supersymmetric
black ring in a non-minimal gauged supergravity.
Another avenue for further research is higher derivative supergravity. In general, higher deriva-
tive supergravity theories have extremely complicated field equations, which makes a systematic
analysis of the near-horizon geometries challenging e.g α′ corrections of D = 11, type IIA and
IIB supergravity are not easy to deal with. One theory for which the field equations are rela-
tively simple is heterotic supergravity with α′ corrections, the near-horizon analysis in this theory
has already been considered in [51]. In the context of D = 5 theories, higher derivative theories
have been constructed in [81], and the near-horizon analysis has been considered in [79], how-
ever the analysis in this case assumes that the black hole timelike isometry ∂∂u arises as a Killing
spinor bilinear. The analysis of the KSEs is relatively straightforward, because the gravitino
equation has the same form as in the 2-derivative theory. However, the 2-form which appears
in the gravitino equation is an auxiliary field which is related to the Maxwell field strengths via
highly nonlinear auxiliary field equations. This makes the analysis of the geometric conditions
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particularly involved. Despite these difficulties, it would nevertheless be interesting to investigate
supersymmetry enhancement of near-horizon geometries in higher derivative supergravity.
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Appendix A
Regular Coordinate Systems and
Curvature
In this Appendix, we derive the form for the GNC and consider other regular coordinate systems
around the horizon. For a full derivation for this coordinate system, see [54]. We also summarize
the Riemann curvature of generic near-horizon geometries.
A.1 Gaussian null coordinates
Let (M, g) be a D dimensional spacetime and H be a smooth co-dimension 1 null hypersurface
in M. Let V be a vector field normal to H such that the integral curves of V are future directed
null geodesic generators of H. Let S be a smooth spacelike co-dimension 2 cross-section of H
such that each integral curve of V crosses exactly once, we can assign local coordinates (yI) with
I = 1, .., D − 2 to S.
Starting from point p ∈ S we assign a point q ∈ H lying a parameter (need not be affine) value
u away along the integral curve of V the coordinates (u, yI), keeping the functions yI constant
along the curve. Thus (u, yI) describe the coordinate system on H in the neighbourhood of the
integral curves of N through S with V = ∂∂u .
Recall that V is normal H and is null on H, so we have the metric functions guu = V.V = 0
and guI = V.XI = 0 with XI = ∂I =
∂
∂yI
on H. Now at every point q ∈ H, let W be a unique
past directed null vector satisfying the normalisation V.W = 1 and orthogonality W.XI = 0.
Starting from the point q, the point s ∈M lying affine parameter value r along the null geodesic
with tangent W is assigned coordinates (u, r, yI) with functions u and yI kept constant along the
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geodesic as they are extended into M.
Therefore (u, r, yI) describe a coordinate system into the neighbourhood of H in M, where the
null hypersurface H is located at r = 0 and W = ∂∂r . Using these coordinates, we can also extend
the definitions of the vector fields V,W,XI into M, and since these are coordinate vector fields,
they all commute. By construction W is null and ∇WW = 0 as the integral curves of W are null
geodesics, so we have grr = W.W = 0 everywhere. Consider the directional derivatives,
∇W (W.V ) = W.∇WV = W.([W,V ] +∇VW ) = 1
2
∇V (W.W ) = 0 ,
∇W (W.XI) = W.∇WXI = W.([W,XI ] +∇IW ) = 1
2
∇I(W.W ) = 0 . (A.1)
Therefore we also have gur = V.W = 1 and grI = W.XI for all r in the open set where the
coordinates are defined, not only on H. Nevertheless, guu = V.V and guI = V.XI need not vanish
outside H. Hence the metric in Gaussian null coordinates takes the form [54],
ds2 = −rf(y, r)du2 + 2dudr + 2rhI(y, r)dyIdu+ γIJ(y, r)dyIdyJ . (A.2)
A.2 Other regular co-ordinate systems
Consider an arbitrary metric which is regular at the horizon r = 01 written in the coordinates
(u, r, yI) with a Killing vector V = ∂u generating the Killing horizon,
ds2 = guu(y, r)du
2 + grr(y, r)dr
2 + 2gur(y, r)dudr
+ 2guI(y, r)dudy
I + 2grI(y, r)drdy
I + gIJ(y, r)dy
IdyJ , (A.3)
where GNC corresponds to making the choice,
guu(y, r) = −rf(y, r), grr(y, r) = 0, gur(y, r) = 1,
guI(y, r) = rhI(y, r), gIJ = γIJ . (A.4)
Here we will not consider this choice, but we will see what the necessary conditions are on the
metric components for the near-horizon limit to be well defined. If we take the near-horizon limit
with (A.3), we get,
ds2 = guu(y, r)
−2du2 + grr(y, r)2dr2 + 2gur(y, r)dudr
+ 2guI(y, r)
−1dudyI + 2grI(y, r)drdyI + gIJ(y, r)dyIdyJ . (A.5)
1All the metric components are smooth functions in r
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The near-horizon limit only exists when,2
guu(y, 0) = 0, ∂rguu(y, 0) = 0, guI(y, 0) = 0 , (A.6)
and in this case the metric becomes,
ds2 =
r2
2
∂2rguu(y, 0)du
2 + 2gur(y, 0)dudr + 2r∂rguI(y, 0)dudy
I + gIJ(y, 0)dy
IdyJ . (A.7)
If we have gur(y, 0) = 1 then this is the near-horizon metric of the black hole solution (2.25)
expressed in GNC if we identify with the near-horizon data,
∆ = −1
2
∂2rguu(y, 0), hI = ∂rguI(y, 0), γIJ = gIJ(y, 0) . (A.8)
A.3 Curvature of near-horizon geometries
We now summarize the Riemann curvature of generic near-horizon geometries, with components
with respect to the basis (2.48). The spin connection written as,
ΩAB = ΩC,ABe
C , (A.9)
satisfies
de+ + Ω+B ∧ eB = Ω−,+−e+ ∧ e− + (Ω+,−i + Ωi,+−)e+ ∧ ei + Ω−,−ie− ∧ ei ,
+ Ωi,−jei ∧ ej = 0
de− + Ω+B ∧ eB = (r∆ + Ω+,+−)e+ ∧ e− +
(
1
2
r2(∇˜i∆−∆hi) + Ω+,+i
)
e+ ∧ ei ,
+ (hi + Ωi,+− − Ω−,+i)e− ∧ ei +
(
1
2
r(dh)ij + Ωi,+j
)
ei ∧ ej = 0
dei + ΩiB ∧ eB = δ`i
[
(Ω+,`− − Ωj,`+)e+ ∧ e− + (Ω+,`j − Ωj,`+)e+ ∧ ej
+ (Ω−,`j − Ωj,`−)e− ∧ ej + (Ωk,`j − Ω˜k,`j)ek ∧ ej
]
= 0 . (A.10)
With respect to the basis introduced in (2.48), the curvature 2-forms of an extremal near-horizon
geometry are given by
ρAB = dΩAB + ΩAC ∧ ΩCB =
1
2
RABCDe
C ∧ eD , (A.11)
2The first and third are always true in GNC, while the second is satisfied for an extremal black hole
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with components
ρij = ρ˜ij + ∇˜[ihj]e+ ∧ e−
+ r
(
− hl∇˜[ihj] + ∇˜l∇˜[ihj] + 1
2
hi∇˜[jhl] − 1
2
hj∇˜[ihl]
)
e+ ∧ el,
ρ+− =
(
1
4
h2 + ∆
)
e+ ∧ e− + r
(
∂j∆−∆hj − 1
2
hi∇˜[ihj]
)
e+ ∧ ej + 1
2
∇˜[ihj]ei ∧ ej ,
ρ+i = r
2
[(
1
2
∇˜l − hl
)
(∂i∆−∆hi)− 1
2
∆∇˜[ihl] + ∇˜[khi]∇˜[khl] − 1
2
h[i∇˜l]∆
]
e+ ∧ el
+ r
(
∂i∆− hi∆− 1
2
hj∇˜[jhi]
)
e+ ∧ e− + 1
2
(
∇˜ihj − 1
2
hihj
)
e− ∧ ej
+ r
(
− ∇˜l∇˜[ihj] + 1
2
hi∇˜[lhj] − 1
2
hj∇˜[ihl]
)
ej ∧ el,
ρ−i =
1
2
(
∇˜jhi − 1
2
hihj
)
e+ ∧ ej , (A.12)
where ρ˜ab is the curvature of Ω˜ab on S.
Appendix B
Clifford Algebras and Gamma
Matrices
In this Appendix, we will consider Clifford algebras and gamma matrices of arbitrary spacetime
dimensions d = t+ s or as a signature (t, s), with t timelike directions and s spacelike directions
using the conventions [100, 136]. We will focus on the cases where we have (t, s) = (0, d) known as
the Euclidean signature and (t, s) = (1, d− 1) for the Lorentz signature for spinor representations
of Spin(d) and Spin(1, d− 1) which are double coverings of SO(d) and SO(1, d− 1) respectively.
The Clifford algebra is defined as,1
{Γµ,Γν} = ΓµΓν + ΓνΓµ = 2gµν , (B.1)
In order to define these in arbitrary spacetime dimensions, we first introduce the Hermitian Pauli
matrices given by,
σ1 =
 0 1
1 0
 σ2 =
 0 −i
i 0
 σ3 =
 1 0
0 −1
 . (B.2)
The only relevant properties are that they square to 1 and σ1σ2 = iσ3 with cyclic
2. Let us define
the 2k + 1 matrices of size 2k × 2k by the tensor products of k Pauli matrices and the identity 1
1We use the mostly positive signature (−+ · · ·+) for Lorentzian.
2σiσj = δijI2 + iijkσk, i = 1, 2, 3
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as,
Σ1 = σ1 ⊗ 1⊗ 1⊗ . . .⊗ 1⊗ 1︸ ︷︷ ︸
k−1
,
Σ2 = σ2 ⊗ 1⊗ 1⊗ . . .⊗ 1⊗ 1 ,
Σ3 = σ3 ⊗ σ1 ⊗ 1⊗ . . .⊗ 1⊗ 1 ,
Σ4 = σ3 ⊗ σ2 ⊗ 1⊗ . . .⊗ 1⊗ 1 ,
Σ5 = σ3 ⊗ σ3 ⊗ σ1 ⊗ . . .⊗ 1⊗ 1︸ ︷︷ ︸
k−3
,
· · ·
Σ2k−3 = σ3 ⊗ σ3 ⊗ σ3 ⊗ . . .︸ ︷︷ ︸
k−2
⊗ σ1 ⊗ 1 ,
Σ2k−2 = σ3 ⊗ σ3 ⊗ σ3 ⊗ . . .⊗ σ2 ⊗ 1 ,
Σ2k−1 = σ3 ⊗ σ3 ⊗ σ3 ⊗ . . .⊗ σ3 ⊗ σ1 ,
Σ2k = σ3 ⊗ σ3 ⊗ σ3 ⊗ . . .⊗ σ3 ⊗ σ2 ,
Σ2k+1 = σ3 ⊗ σ3 ⊗ σ3 ⊗ . . .⊗ σ3 ⊗ σ3 , (B.3)
where ⊗ is the Kronecker product with the properties,
(A⊗B)† = A† ⊗B† ,
(A⊗B)(C ⊗D) = AC ⊗BD . (B.4)
In a Euclidean signature (0, d) the representation of the Clifford algebra can be given by the
gamma matrices defined as,
Γi = Σi, i = 1, · · · , d . (B.5)
These gamma matrices are Hermitian, with respect to the (Euclidean) Dirac Spin-invariant inner
product, and the generators of rotations in Spin(d) are given by Γij which satisfy the so(d) Lie
algebra. For even and odd dimensions we let d = 2k and d = 2k+ 1 respectively. It is easy to see
that any of two gamma matrices anti-commute, while the square of any one is the identity matrix
1. Therefore for even dimensions, this gives a representation of Clifford algebra for Spin(2k). In
fact, for odd dimensions this is a representation of Clifford algebra for Spin(2k + 1) as well, by
including Γ2k+1 = Σ2k+1 ≡ Γ∗.
In the Lorentzian signature (1, d− 1) the representation is given by,
Γ0 = iΣ1,
Γk = Σk, k = 1, · · · , d− 1 , (B.6)
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Γ0 are anti-Hermitian and the other gamma matrices are Hermitian. This can also be expressed
collectively as,
(Γµ)† = Γ0ΓµΓ0, µ = 0, · · · , d− 1 . (B.7)
This preserves the Spin(1, D − 1)-invariant Dirac inner product 〈 , 〉 with,
〈ψ, φ〉 = ψ¯φ, ψ¯ = ψ†Γ0 . (B.8)
We note that the Spin(1, d−1)-invariant inner product restricted to the particular representation
is positive definite and real, and so symmetric. The generators of rotations in Spin(1, d − 1) are
given by Γµν which satisfy the so(1, d−1) Lie algebra. Similar to the Euclidean signature, for even
spacetime dimensions d with signature (1, d−1), this gives a representation of Clifford algebra for
Spin(1, 2k − 1) and odd dimensions for Spin(1, 2k) by including Γ2k+1 = Σ2k+1 ≡ Γ∗.
We can define Weyl spinors when d is even in both signatures, but Majorana and Majorana-Weyl
spinors occur in different dimensions to the Euclidean signature case. Now we state some useful
identities for calculations in arbitrary dimensions [134]; for either signature (t = 0, 1) we can write
Γ∗ as,
Γ∗ = (−i)bd/2c+tΓ1 · · ·Γd, (Γ∗)2 = 1 . (B.9)
The anti-symmetrised product of gamma matrices in terms of the Levi-Civita tensor  as
Γa1···an =
1
(d− n)!a1···adi
bd/2c+t(Γ∗)d−1Γad···an+1 . (B.10)
For a product of two anti-symmetrized gamma matrices we have,
Γi1···inΓ
j1···jm =
min(n,m)∑
k=0
m!n!
(m− k)!(n− k)!k!Γ
[jk+1···jm
[i1···in−k δ
j1···
in
δ
jk]
in−k+1]
. (B.11)
Appendix C
IIA Supergravity Calculations
In this Appendix, we present technical details of the analysis of the KSE for the near-horizon
solutions in IIA supergravity.
C.1 Integrability
First we will state the supercovariant connection Rµν given by,
[Dµ,Dν ] ≡ Rµν , (C.1)
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where,
Rµν = 1
4
Rµν,ρσΓ
ρσ +
1
192
eΦΓν
ρσκλ∇µGρσκλ + 1
192
eΦGρσκλΓνρσκλ∇µΦ
− 1
48
eΦΓρσκ∇µGνρσκ − 1
48
eΦGν
ρσκΓρσκ∇µΦ− 1
192
eΦΓµ
ρσκλ∇νGρσκλ
− 1
192
eΦGρσκλΓµρσκλ∇νΦ + 1
48
eΦΓρσκ∇νGµρσκ + 1
48
eΦGµ
ρσκΓρσκ∇νΦ
− 1
8
Hµ
ρσHνρ
κΓσκ − 1
64
eΦF ρσHµ
κλΓνρσκλ +
1
8
eΦF ρσHµνρΓσ
+
1
32
eΦF ρσHµρσΓν +
1
32
eΦFν
ρHµ
σκΓρσκ +
1
18432
e2ΦGρσκλGτhijΓµνρσκλτhij
− 1
4608
e2ΦGν
ρσκGλτhiΓµρσκλτhi − 1
384
e2ΦGν
ρσκGρ
λτhΓµσκλτh
− 1
256
e2ΦGρσκλGρσ
τhΓµνκλτh +
1
384
e2ΦGµ
ρσκGρ
λτhΓνσκλτh
+
1
128
e2ΦGν
ρσκGρσ
λτΓµκλτ − 1
128
e2ΦGµ
ρσκGρσ
λτΓνκλτ
+
1
192
e2ΦGν
ρσκGρσκ
λΓµλ +
1
768
e2ΦΓµνG
2 − 1
192
e2ΦGµ
ρσκGρσκ
λΓνλ
+
1
96
e2ΦGµν
ρσGρ
κλτΓσκλτ +
1
4608
e2ΦGµ
ρσκGλτhiΓνρσκλτhi
+
1
64
eΦF ρσHν
κλΓµρσκλ − 1
32
eΦF ρσHνρσΓµ − 1
128
e2ΦF ρσFκλΓµνρσκλ
+
1
64
e2ΦFν
ρFσκΓµρσκ +
1
32
e2ΦFν
ρFρ
σΓµσ +
1
64
e2ΦΓµνF
2 − 1
32
e2ΦFµ
ρFρ
σΓνσ
− 1
32
eΦFµ
ρHν
σκΓρσκ − 1
64
e2ΦFµ
ρFσκΓνρσκ
+ Γ11
(
1
8
Γρσ∇µHνρσ − 1
16
eΦΓν
ρσ∇µFρσ − 1
16
eΦF ρσΓνρσ∇µΦ + 1
8
eΦΓρ∇µFνρ
+
1
8
eΦFν
ρΓρ∇µΦ− 1
8
Γρσ∇νHµρσ + 1
16
eΦΓµ
ρσ∇νFρσ + 1
16
eΦF ρσΓµρσ∇νΦ
− 1
8
eΦΓρ∇νFµρ − 1
8
eΦFµ
ρΓρ∇νΦ + 1
768
eΦGρσκλHµ
τhΓνρσκλτh
− 1
48
eΦGρσκλHµνρΓσκλ − 1
64
eΦGρσκλHµρσΓνκλ − 1
192
eΦGν
ρσκHµ
λτΓρσκλτ
+
1
32
eΦGν
ρσκHµρσΓκ − 1
768
eΦGρσκλHν
τhΓµρσκλτh +
1
64
eΦGρσκλHνρσΓµκλ
− 1
384
e2ΦF ρσGν
κλτΓµρσκλτ +
1
96
e2ΦF ρσGρ
κλτΓµνσκλτ
− 1
768
e2ΦFµ
ρGσκλτΓνρσκλτ − 1
64
e2ΦF ρσGνρ
κλΓµσκλ − 1
192
e2ΦFµ
ρGρ
σκλΓνσκλ
+
1
64
e2ΦF ρσGνρσ
κΓµκ +
1
768
e2ΦFν
ρGσκλτΓµρσκλτ +
1
192
e2ΦFν
ρGρ
σκλΓµσκλ
+
1
384
e2ΦFµνG
ρσκλΓρσκλ +
1
192
eΦGµ
ρσκHν
λτΓρσκλτ − 1
32
eΦGµ
ρσκHνρσΓκ
+
1
384
e2ΦF ρσGµ
κλτΓνρσκλτ − 1
64
e2ΦF ρσGµν
κλΓρσκλ +
1
64
e2ΦF ρσGµρ
κλΓνσκλ
− 1
64
e2ΦF ρσGµρσ
κΓνκ +
1
32
e2ΦF ρσGµνρσ
)
, (C.2)
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we can also relate the field equations to the supersymmetry variations. Consider,
Γν [Dµ,Dν ] − [Dµ,A]+ ΦµA
=
[(
− 1
2
EµνΓ
ν − 1
48
eΦFGλ1λ2λ3Γµ
λ1λ2λ3 +
1
16
eΦFGµλ1λ2Γ
λ1λ2
− 5
192
eΦBGµλ1λ2λ3λ4Γ
λ1λ2λ3λ4 +
1
192
eΦBGλ1λ2λ3λ4λ5Γµ
λ1λ2λ3λ4λ5
)
+ Γ11
(
1
16
eΦBFλ1λ2λ3Γµ
λ1λ2λ3 − 3
16
eΦBFµλ1λ2Γ
λ1λ2 − 1
8
eΦFFλΓµ
λ
+
1
8
eΦFFµ − 1
6
BHµλ1λ2λ3Γ
λ1λ2λ3 − 1
4
FHµλΓ
λ
)]
 , (C.3)
where,
Φµ =
(
1
192
eΦGλ1λ2λ3λ4Γ
λ1λ2λ3λ4Γµ
)
+ Γ11
(
1
4
Hµλ1λ2Γ
λ1λ2 − 1
16
eΦFλ1λ2Γ
λ1λ2Γµ
)
,
(C.4)
and
Γµ[Dµ,A] + θA
=
(
FΦ− 1
24
eΦFGλ1λ2λ3Γ
λ1λ2λ3 +
1
96
eΦBGλ1λ2λ3λ4λ5Γ
λ1λ2λ3λ4λ5
)

+ Γ11
(
3
4
eΦFFλΓ
λ − 3
8
eΦBFλ1λ2λ3Γ
λ1λ2λ3 +
1
12
BHλ1λ2λ3λ4Γ
λ1λ2λ3λ4
+
1
4
FHλ1λ2Γ
λ1λ2
)
 , (C.5)
and
θ =
(
− 2∇µΦΓµ
)
+ Γ11
(
1
12
Hλ1λ2λ3Γ
λ1λ2λ3 − 1
2
eΦFλ1λ2Γ
λ1λ2
)
. (C.6)
The field equations and Bianchi identities are
Eµν = Rµν + 2∇µ∇νΦ− 1
4
H2µν −
1
2
e2ΦF 2µν −
1
12
e2ΦG2µν
+ gµν
(
1
8
e2ΦF 2 +
1
96
e2ΦG2
)
= 0 , (C.7)
FΦ = ∇2Φ− 2(dΦ)2 + 1
12
H2 − 3
8
e2ΦF 2 − 1
96
e2ΦG2 = 0 , (C.8)
FFµ = ∇λFµλ − 1
6
Hλ1λ2λ3Gλ1λ2λ3µ = 0 , (C.9)
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FHµν = e
2Φ∇λ
(
e−2ΦHµνλ
)
− 1
2
e2ΦGµνλ1λ2F
λ1λ2
+
1
1152
e2Φµν
λ1λ2λ3λ4λ5λ6λ7λ8Gλ1λ2λ3λ4Gλ5λ6λ7λ8 = 0 , (C.10)
FGµνρ = ∇λGµνρλ − 1
144
µνρ
λ1λ2λ3λ4λ5λ6λ7Gλ1λ2λ3λ4Hλ5λ6λ7 = 0 . (C.11)
BFµνρ = ∇[µFνρ] = 0 , (C.12)
BHµνρλ = ∇[µHνρλ] = 0 , (C.13)
BGµνρλκ = ∇[µGνρλκ] − 2F[µνHρλκ] = 0 . (C.14)
C.2 Alternative derivation of dilaton field equation
The dilaton field equation is implied by the Einstein equation and all other field equations and
Bianchi identities, up to a constant.
R = −2∇2Φ + 1
4
H2 − 3
4
e2ΦF 2 − 1
48
e2ΦG2 . (C.15)
On taking the Divergence of (C.7)1,
∇µRµν = −2∇2∇νΦ + 1
4
∇µH2µν +
1
2
∇µ(e2ΦF 2µν) +
1
12
∇µ(e2ΦG2µν)
− 1
8
∇ν(e2ΦF 2)− 1
96
∇ν(e2ΦG2) , (C.16)
We can rewrite the first term as
−2∇2∇νΦ = −2∇ν∇2Φ− 2Rµν∇µΦ
= −2∇ν∇2Φ + 2∇ν(dΦ)2 − 1
2
H2µν∇µΦ− e2ΦF 2µν∇µΦ
− 1
6
e2ΦG2µν∇µΦ +
1
4
e2ΦF 2∇νΦ + 1
48
e2ΦG2∇νΦ . (C.17)
1For a p-form ω we write ω2 = ωλ1···λpω
λ1···λp and ω2µν = ωµλ1···λp−1ων
λ1···λp−1
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Where we have used (C.7) again. This gives,
∇µRµν = −2∇ν∇2Φ + 2∇ν(dΦ)2 + 1
4
e2Φ∇µ(e−2ΦH2µν) +
1
2
e2Φ∇µ(F 2µν)
+
1
12
e2Φ∇µ(G2µν)−
1
8
∇ν(e2ΦF 2) + 1
4
e2Φ∇νΦF 2
− 1
96
∇ν(e2ΦG2) + 1
48
e2Φ∇νΦG2 . (C.18)
On the other hand,
∇µRµν = 1
2
∇νR
= −∇ν∇2Φ + 1
8
∇νH2 − 3
8
∇ν(e2ΦF 2)− 1
96
∇ν(e2ΦG2) . (C.19)
Rearranging the Einstein equation we obtain,
∇ν∇2Φ = 2∇ν(dΦ)2 − 1
8
∇νH2 + 1
4
e2Φ∇µ(e−2ΦH2µν) +
1
2
e2Φ∇µ(F 2µν)
+
1
4
∇ν(e2ΦF 2) + 1
4
e2Φ∇νΦF 2 + 1
12
e2Φ∇µ(G2µν) +
1
48
e2Φ∇νΦG2) . (C.20)
We can compute certain terms by using the Field equations (3.12)-(3.14) and Bianchi identities
(C.12)
1
2
e2Φ∇µ(F 2µν) =
1
2
e2Φ∇µ(Fµλ)Fνλ + 1
2
e2ΦFµλ∇µFνλ , (C.21)
1
4
e2Φ∇µ(e−2ΦH2µν) =
1
4
e2Φ∇µ(e−2ΦHµλ1λ2)Hνλ1λ2 +
1
4
Hµλ1λ2∇µHνλ1λ2 , (C.22)
1
12
e2Φ∇µ(G2µν) =
1
12
e2Φ∇µ(Gµλ1λ2λ3)Gνλ1λ2λ3 +
1
12
e2ΦGµλ1λ2λ3∇µGνλ1λ2λ3 . (C.23)
The Bianchi identities (C.12) imply,
Fµλ∇µFνλ = 1
4
∇νF 2 , (C.24)
Hµλ1λ2∇µHνλ1λ2 =
1
6
∇νH2 , (C.25)
Gµλ1λ2λ3∇µGνλ1λ2λ3 =
1
8
∇νG2 + 5
2
gνκGµλ1λ2λ3F
[µκHλ1λ2λ3] . (C.26)
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Substituting this back into (C.20) we obtain,
∇ν∇2Φ = ∇ν
(
2(dΦ)2 − 1
12
H2 +
3
8
e2ΦF 2 +
1
96
e2ΦG2
)
+
1
2
e2Φ∇µ(Fµλ)Fνλ + 1
4
e2Φ∇µ(e−2ΦHµλ1λ2)Hνλ1λ2
+
1
12
e2Φ∇µ(Gµλ1λ2λ3)Gνλ1λ2λ3 +
5
24
gνκGµλ1λ2λ3F
[µκHλ1λ2λ3] . (C.27)
On applying the field equations (3.12)-(3.14),
∇ν∇2Φ = ∇ν
(
2(dΦ)2 − 1
12
H2 +
3
8
e2ΦF 2 +
1
96
e2ΦG2
)
. (C.28)
This implies the dilaton field equation (3.11) up to a constant. In terms of the field equations and
Bianchi identities, one gets
∇µRµν − 1
2
∇νR = −∇ν(FΦ)− 2Eνλ∇λΦ +∇µ(Eµν)− 1
2
∇ν(Eµµ)
− 1
3
BHν
λ1λ2λ3Hλ1λ2λ3 +
1
4
FHλ1λ2Hν
λ1λ2 − 3
4
e2ΦBFν
λ1λ2Fλ1λ2
− 1
2
e2ΦFFλFν
λ − 5
48
e2ΦBGν
λ1λ2λ3λ4Gλ1λ2λ3λ4
− 1
12
e2ΦFGλ1λ2λ3Gν
λ1λ2λ3 = 0 . (C.29)
C.3 Invariance of IIA fluxes
In this Appendix we will give a proof to show that the bilinears constructed from Killing spinors
are Killing vectors and preserve all the fluxes. We will make use of the Killing spinor equations,
field equations and Bianchi identities. We will use the following notation for the bilinears,
αIJµ1···µk ≡ B(I ,Γµ1···µkJ) ,
τ IJµ1···µk ≡ B(I ,Γµ1···µkΓ11J) , (C.30)
with the inner product B(I , J) ≡ 〈Γ0C ∗ I , J〉, where C = Γ6789, is antisymmetric,
i.e. B(I , J) = −B(J , I) and all Γ-matrices are anti-Hermitian with respect to this inner
product, i.e. B(Γµ
I , J) = −B(I ,ΓµJ). The bilinears have the symmetry properties
αIJµ1···µk = α
JI
µ1···µk k = 1, 2, 5
αIJµ1···µk = −αJIµ1···µk k = 0, 3, 4 (C.31)
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and
τ IJµ1···µk = τ
JI
µ1···µk k = 0, 1, 4, 5
τ IJµ1···µk = −τJIµ1···µk k = 2, 3 . (C.32)
First we show that the 1-form bi-linears whose associated vectors are Killing. We use the gravitino
KSE to replace covariant derivatives with terms which are linear in the fluxes. The 1-form bilinears
associated with the Killing vectors are αIJµ e
µ, we let ∇µ = −Ψµ from the KSEs, and compute;
∇µαIJν = ∇µB(I ,ΓνJ)
= B(∇µI ,ΓνJ) +B(I ,Γν∇µJ)
= −B(ΨµI ,ΓνJ)−B(I ,ΓνΨµJ)
= B(Γν
J ,Ψµ
I)−B(I ,ΓνΨµJ)
= −B(J ,ΓνΨµI)−B(I ,ΓνΨµJ)
= −2B((I ,ΓBΨµJ))
=
(1
8
eΦGµν
λ1λ2αIJλ1λ2 +
1
96
eΦGλ1λ2λ3λ4αIJµνλ1λ2λ3λ4
+
1
4
eΦFµντ
IJ − 1
2
Hµν
λτ IJλ +
1
8
eΦFλ1λ2τ IJµνλ1λ2
)
. (C.33)
Since the resulting expression is antisymmetric in its free indices we find that ∇(µαIJν) = 0 and
hence the vectors associated with αIJµ e
µ are Killing. Note that the dilatino KSE (3.20) imply that
0 = B((I ,AJ)) = αIJµ ∂µΦ , (C.34)
and hence iKdΦ = 0, where K = α
IJ
µ e
µ denotes the 1-forms associated with the Killing vectors
with the IJ indices suppressed. With this relation it follows that the Killing vectors preserve the
dilaton:
LKΦ := iKdΦ + d(iKΦ) = 0 , (C.35)
since iKΦ ≡ 0. To see that the 3-form flux H is preserved we need to analyse the 1-form bi-linears
which are not related to the Killing vectors, i.e. τ IJµ e
µ. As above, we find that
∇[µτ IJν] = −2B((I ,Γ11Γ[µΨν]J)) = −
1
2
Hµν
λαIJλ , (C.36)
where we have indicated the degree of the form τ and suppressed the indices labelling the Killing
spinors. By taking the exterior derivative of (C.36), and using the Bianchi identity for H with
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dH = 0, it follows that
LKH = 0 , (C.37)
and hence the Killing vectors preserve also the H flux. We now turn to the 2-form flux F .
Computing the covariant derivative of the scalar τ IJ , and making use of the gravitino KSE as
above, we find
∇µτ IJ = (iKF )µ . (C.38)
Acting with another derivative on (C.38), and re-substituting (C.38) into the resulting expression,
we obtain
LKF = iK(dF ) = 0 , (C.39)
where in the second step we have used (C.36) and the Bianchi identity for F , i.e. dF = 0. For
the field strength G computing the covariant derivative of αIJµν leads to
∇[µαIJνρ] =
1
3
(iKG)µνρ +
1
3
τ IJHµνρ − F[µντ IJρ] . (C.40)
Acting with an exterior derivative on (C.40) and re-substituting (C.40) into the resulting expres-
sion, and using (C.36), (C.38) and the Bianchi identity for F we obtain,
LKG = iK(dG) + iKF ∧H + F ∧ iKH = 0 , (C.41)
where in the second step we have used the Bianchi identity for G, i.e. dG = F ∧H.
C.4 Independent KSEs
It is well known that the KSEs imply some of the Bianchi identities and field equations of a theory.
Because of this, to find solutions it is customary to solve the KSEs and then impose the remaining
field equations and Bianchi identities. However, we shall not do this here because of the complexity
of solving the KSEs (4.21), (4.22), (4.25), and (4.28) which contain the τ+ spinor as expressed in
(4.26). Instead, we shall first show that all the KSEs which contain τ+ are actually implied from
those containing φ+, i.e. (4.24) and (4.27), and some of the field equations and Bianchi identities.
Then we also show that (4.23) and the terms linear in u from the + components of (4.24) and
(4.27) are implied by the field equations, Bianchi identities and the − components of (4.24) and
(4.27).
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C.4.1 The (4.25) condition
The (4.25) component of the KSEs is implied by (4.24), (4.26) and (4.27) together with a number
of field equations and Bianchi identities. First evaluate the LHS of (4.25) by substituting in (4.26)
to eliminate τ+, and use (4.24) to evaluate the supercovariant derivative of φ+. Also, using (4.24)
one can compute
(∇˜j∇˜i − ∇˜i∇˜j)φ+ = 1
4
∇˜j(hi)φ+ + 1
4
Γ11∇˜j(Li)φ+ − 1
8
Γ11∇˜j(H˜il1l2)Γl1l2φ+
+
1
16
eΦΓ11(−2∇˜j(S) + ∇˜j(F˜kl)Γkl)Γiφ+
− 1
8 · 4!e
Φ(−12∇˜j(Xkl)Γkl + ∇˜j(G˜j1j2j3j4)Γj1j2j3j4)Γiφ+
+
1
16
∇˜jΦeΦΓ11(−2S + F˜klΓkl)Γiφ+
− 1
8 · 4!∇˜jΦe
Φ(−12XklΓkl + G˜j1j2j3j4Γj1j2j3j4)Γiφ+
+
(1
4
hi +
1
4
Γ11Li − 1
8
Γ11H˜ijkΓ
jk +
1
16
eΦΓ11(−2S + F˜klΓkl)Γi
− 1
8 · 4!e
Φ(−12XklΓkl + G˜j1j2j3j4Γj1j2j3j4)Γi
)∇˜jφ+ − (i↔ j) .
(C.42)
Then consider the following, where the first terms cancels from the definition of curvature,
(
1
4
R˜ijΓ
j − 1
2
Γj(∇˜j∇˜i − ∇˜i∇˜j)
)
φ+ +
1
2
∇˜i(A1) + 1
2
ΨiA1 = 0 , (C.43)
where
A1 = ∂iΦΓiφ+ − 1
12
Γ11(−6LiΓi + H˜ijkΓijk)φ+ + 3
8
eΦΓ11(−2S + F˜ijΓij)φ+
+
1
4 · 4!e
Φ(−12XijΓij + G˜j1j2j3j4Γj1j2j3j4)φ+ (C.44)
and
Ψi = −1
4
hi + Γ11(
1
4
Li − 1
8
H˜ijkΓ
jk) . (C.45)
The expression in (C.44) vanishes on making use of (4.27), as A1 = 0 is equivalent to the +
component of (4.27). However a non-trivial identity is obtained by using (C.42) in (C.43), and
expanding out the A1 terms. Then, on adding (C.43) to the LHS of (4.25), with τ+ eliminated in
favour of η+ as described above, one obtains the following
1
4
(
R˜ij + ∇˜(ihj) − 1
2
hihj + 2∇˜i∇˜jΦ + 1
2
LiLj − 1
4
H˜il1l2H˜j
l1l2
− 1
2
e2ΦF˜ilF˜j
l +
1
8
e2ΦF˜l1l2 F˜
l1l2δij +
1
2
e2ΦXilXj
l − 1
8
e2ΦXl1l2X
l1l2δij
− 1
12
e2ΦG˜i`1`2`3G˜j
`1`2`3 +
1
96
e2ΦG˜`1`2`3`4G˜
`1`2`3`4δij − 1
4
e2ΦS2δij
)
Γj = 0 . (C.46)
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This vanishes identically on making use of the Einstein equation (4.10). Therefore it follows that
(4.25) is implied by the + component of (4.24), (4.26) and (4.27), the Bianchi identities (4.2) and
the gauge field equations (4.3)-(4.7).
C.4.2 The (4.28) condition
Let us define
A2 = −
(
∂iΦΓ
i +
1
12
Γ11(6LiΓ
i + H˜ijkΓ
ijk) +
3
8
eΦΓ11(2S + F˜ijΓ
ij)
− 1
4 · 4!e
Φ(12XijΓ
ij + G˜ijklΓ
ijkl)
)
τ+
+
(
1
4
MijΓ
ijΓ11 +
3
4
eΦTiΓ
iΓ11 +
1
24
eΦYijkΓ
ijk
)
φ+ , (C.47)
where A2 equals the expression in (4.28). One obtains the following identity
A2 = −1
2
Γi∇˜iA1 + Ψ1A1 , (C.48)
where
Ψ1 = ∇˜iΦΓi + 3
8
hiΓ
i +
1
16
eΦXl1l2Γ
l1l2 − 1
192
eΦG˜l1l2l3l4Γ
l1l2l3l4
+Γ11
(
1
48
H˜l1l2l3Γ
l1l2l3 − 1
8
LiΓ
i +
1
16
eΦF˜l1l2Γ
l1l2 − 1
8
eΦS
)
. (C.49)
We have made use of the + component of (4.24) in order to evaluate the covariant derivative in
the above expression. In addition we have made use of the Bianchi identities (4.2) and the field
equations (4.3)-(4.8).
C.4.3 The (4.21) condition
In order to show that (4.21) is implied from the independent KSEs we can compute the following,
(
− 1
4
R˜− Γij∇˜i∇˜j
)
φ+ − Γi∇˜i(A1)
+
(
∇˜iΦΓi + 1
4
hiΓ
i +
1
16
eΦXl1l2Γ
l1l2 − 1
192
eΦG˜l1l2l3l4Γ
l1l2l3l4
+ Γ11(−1
4
LlΓ
l − 1
24
H˜l1l2l3Γ
l1l2l3 − 1
8
eΦS +
1
16
eΦF˜l1l2Γ
l1l2)
)
A1 = 0 , (C.50)
where
R˜ = −2∆− 2hi∇˜iΦ− 2∇˜2Φ− 1
2
h2 +
1
2
L2 +
1
4
H˜2 +
5
2
e2ΦS2
−1
4
e2ΦF˜ 2 +
3
4
e2ΦX2 +
1
48
e2ΦG˜2 , (C.51)
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and where we use the + component of (4.24) to evaluate the covariant derivative terms. In order to
obtain (4.21) from these expressions we make use of the Bianchi identities (4.2), the field equations
(4.3)-(4.8), in particular in order to eliminate the (∇˜Φ)2 term. We have also made use of the +−
component of the Einstein equation (4.9) in order to rewrite the scalar curvature R˜ in terms of
∆. Therefore (4.21) follows from (4.24) and (4.27) together with the field equations and Bianchi
identities mentioned above.
C.4.4 The + (4.27) condition linear in u
Since φ+ = η+ + uΓ+Θ−η−, we must consider the part of the + component of (4.27) which is
linear in u. On defining
B1 = ∂iΦΓiη− − 1
12
Γ11(6LiΓ
i + H˜ijkΓ
ijk)η− +
3
8
eΦΓ11(2S + F˜ijΓ
ij)η−
+
1
4 · 4!e
Φ(12XijΓ
ij + G˜j1j2j3j4Γ
j1j2j3j4)η− , (C.52)
one finds that the u-dependent part of (4.27) is proportional to
−1
2
Γi∇˜i(B1) + Ψ2B1 , (C.53)
where
Ψ2 = ∇˜iΦΓi + 1
8
hiΓ
i − 1
16
eΦXl1l2Γ
l1l2 − 1
192
eΦG˜l1l2l3l4Γ
l1l2l3l4
+Γ11
(
1
48
H˜l1l2l3Γ
l1l2l3 +
1
8
LiΓ
i +
1
16
eΦF˜l1l2Γ
l1l2 +
1
8
eΦS
)
. (C.54)
We have made use of the − component of (4.24) in order to evaluate the covariant derivative in
the above expression. In addition we have made use of the Bianchi identities (4.2) and the field
equations (4.3)-(4.8).
C.4.5 The (4.22) condition
In order to show that (4.22) is implied from the independent KSEs we will show that it follows
from (4.21). First act on (4.21) with the Dirac operator Γi∇˜i and use the field equations (4.3) -
(4.8) and the Bianchi identities to eliminate the terms which contain derivatives of the fluxes and
then use (4.21) to rewrite the dh-terms in terms of ∆. Then use the conditions (4.24) and (4.25)
to eliminate the ∂iφ-terms from the resulting expression, some of the remaining terms will vanish
as a consequence of (4.21). After performing these calculations, the condition (4.22) is obtained,
therefore it follows from section C.4.3 above that (4.22) is implied by (4.24) and (4.27) together
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with the field equations and Bianchi identities mentioned above.
C.4.6 The (4.23) condition
In order to show that (4.23) is implied by the independent KSEs we can compute the following,
(
1
4
R˜+ Γij∇˜i∇˜j
)
η− + Γi∇˜i(B1)
+
(
− ∇˜iΦΓi + 1
4
hiΓ
i +
1
16
eΦXl1l2Γ
l1l2 +
1
192
eΦG˜l1l2l3l4Γ
l1l2l3l4
+ Γ11(−1
4
LlΓ
l +
1
24
H˜l1l2l3Γ
l1l2l3 − 1
8
eΦS − 1
16
eΦF˜l1l2Γ
l1l2)
)
B1 = 0 , (C.55)
where we use the − component of (4.24) to evaluate the covariant derivative terms. The expression
above vanishes identically since the − component of (4.27) is equivalent to B1 = 0. In order to
obtain (4.23) from these expressions we make use of the Bianchi identities (4.2) and the field
equations (4.3)-(4.8). Therefore (4.23) follows from (4.24) and (4.27) together with the field
equations and Bianchi identities mentioned above.
C.4.7 The + (4.24) condition linear in u
Next consider the part of the + component of (4.24) which is linear in u. First compute
(
Γj(∇˜j∇˜i − ∇˜i∇˜j)− 1
2
R˜ijΓ
j
)
η− − ∇˜i(B1)−ΨiB1 = 0 , (C.56)
where
Ψi =
1
4
hi − Γ11(1
4
Li +
1
8
H˜ijkΓ
jk) , (C.57)
and where we have made use of the − component of (4.24) to evaluate the covariant derivative
terms. The resulting expression corresponds to the expression obtained by expanding out the
u-dependent part of the + component of (4.24) by using the − component of (4.24) to evaluate
the covariant derivative. We have made use of the Bianchi identities (4.2) and the field equations
(4.3)-(4.7).
C.5 Calculation of Laplacian of ‖ η± ‖2
In this Appendix, we calculate the Laplacian of ‖ η± ‖2, which will be particularly useful in the
analysis of the global properties of IIA horizons in Section 3. We shall consider the modified
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gravitino KSE (4.36) defined in section 3.1, and we shall assume throughout that the modified
Dirac equation D (±)η± = 0 holds, where D (±) is defined in (4.38). Also, Ψ
(±)
i and A(±) are defined
by (4.31) and (4.32), and Ψ(±) is defined by (4.35). To proceed, we compute the Laplacian
∇˜i∇˜i||η±||2 = 2〈η±, ∇˜i∇˜iη±〉+ 2〈∇˜iη±, ∇˜iη±〉 . (C.58)
To evaluate this expression note that
∇˜i∇˜iη± = Γi∇˜i(Γj∇˜jη±)− Γij∇˜i∇˜jη±
= Γi∇˜i(Γj∇˜jη±) + 1
4
R˜η±
= Γi∇˜i(−Ψ(±)η± − qA(±)η±) + 1
4
R˜η± . (C.59)
It follows that
〈η±, ∇˜i∇˜iη±〉 = 1
4
R˜ ‖ η± ‖2 +〈η±,Γi∇˜i(−Ψ(±) − qA(±))η±〉
+ 〈η±,Γi(−Ψ(±) − qA(±))∇˜iη±〉 , (C.60)
and also
〈∇˜iη±, ∇˜iη±〉 = 〈∇ˆ(±)iη±, ∇ˆ(±)i η±〉 − 2〈η±, (Ψ(±)i + κΓiA(±))†∇˜iη±〉
− 〈η±, (Ψ(±)i + κΓiA(±))†(Ψ(±)i + κΓiA(±))η±〉
= ‖ ∇ˆ(±)η± ‖2 −2〈η±,Ψ(±)i†∇˜iη±〉 − 2κ〈η±,A(±)†Γi∇˜iη±〉
− 〈η±, (Ψ(±)i†Ψ(±)i + 2κA(±)†Ψ(±) + 8κ2A(±)†A(±))η±〉
= ‖ ∇ˆ(±)η± ‖2 −2〈η±,Ψ(±)i†∇˜iη±〉 − 〈η±,Ψ(±)i†Ψ(±)i η±〉
+ (2κq − 8κ2) ‖ A(±)η± ‖2 . (C.61)
Therefore,
1
2
∇˜i∇˜i||η±||2 = ‖ ∇ˆ(±)η± ‖2 + (2κq − 8κ2) ‖ A(±)η± ‖2
+ 〈η±,
(
1
4
R˜+ Γi∇˜i(−Ψ(±) − qA(±))−Ψ(±)i†Ψ(±)i
)
η±〉
+ 〈η±,
(
Γi(−Ψ(±) − qA(±))− 2Ψ(±)i†
)
∇˜iη±〉 . (C.62)
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In order to simplify the expression for the Laplacian, we shall attempt to rewrite the third line in
(C.62) as
〈η±,
(
Γi(−Ψ(±) − qA(±))− 2Ψ(±)i†
)
∇˜iη±〉 = 〈η±,F (±)Γi∇˜iη±〉+W (±)i∇˜i ‖ η± ‖2 ,
(C.63)
where F (±) is linear in the fields and W (±)i is a vector. This expression is particularly advan-
tageous, because the first term on the RHS can be rewritten using the horizon Dirac equation,
and the second term is consistent with the application of the maximum principle/integration by
parts arguments which are required for the generalized Lichnerowicz theorems. In order to rewrite
(C.63) in this fashion, note that
Γi(Ψ(±) + qA(±)) + 2Ψ(±)i†
=
(∓ hi ∓ (q + 1)Γ11Li + 1
2
(q + 1)Γ11H˜
i
`1`2Γ
`1`2 + 2q∇˜iΦ)
+
(± 1
4
hjΓ
j ± (q
2
+
1
4
)Γ11LjΓ
j
− ( q
12
+
1
8
)Γ11H˜`1`2`3Γ
`1`2`3 − q∇˜jΦΓj
)
Γi
∓ 1
8
(q + 1)eΦX`1`2Γ
iΓ`1`2 +
1
96
(q + 1)eΦG˜`1`2`3`4Γ
iΓ`1`2`3`4
+ (q + 1)Γ11
(
± 3
4
eΦSΓi − 3
8
eΦF˜`1`2Γ
iΓ`1`2
)
. (C.64)
One finds that (C.63) is only possible for q = −1 and thus we have
W (±)i =
1
2
(2∇˜iΦ± hi) , (C.65)
F (±) = ∓1
4
hjΓ
j − ∇˜jΦΓj + Γ11
(
± 1
4
LjΓ
j +
1
24
H˜`1`2`3Γ
`1`2`3
)
. (C.66)
We remark that † is the adjoint with respect to the Spin(8)-invariant inner product 〈 , 〉. In order
to compute the adjoints above we note that the Spin(8)-invariant inner product restricted to the
Majorana representation is positive definite and real, and so symmetric. With respect to this the
gamma matrices are Hermitian and thus the skew symmetric products Γ[k] of k Spin(8) gamma
matrices are Hermitian for k = 0 (mod 4) and k = 1 (mod 4) while they are anti-Hermitian for
k = 2 (mod 4) and k = 3 (mod 4). The Γ11 matrix is also Hermitian since it is a product of the first
10 gamma matrices and we take Γ0 to be anti-Hermitian. It also follows that Γ11Γ
[k] is Hermitian
for k = 0 (mod 4) and k = 3 (mod 4) and anti-Hermitian for k = 1 (mod 4) and k = 2 (mod 4).
This also implies the following identities
〈η+,Γ[k]η+〉 = 0, k = 2 (mod 4) and k = 3 (mod 4) , (C.67)
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and
〈η+,Γ11Γ[k]η+〉 = 0, k = 1 (mod 4) and k = 2 (mod 4) . (C.68)
It follows that
1
2
∇˜i∇˜i||η±||2 = ‖ ∇ˆ(±)η± ‖2 + (−2κ− 8κ2) ‖ A(±)η± ‖2 +W (±)i∇˜i ‖ η± ‖2
+ 〈η±,
(
1
4
R˜+ Γi∇˜i(−Ψ(±) +A(±))−Ψ(±)i†Ψ(±)i + F (±)(−Ψ(±) +A(±))
)
η±〉 .
(C.69)
It is also useful to evaluate R˜ using (4.10) and the dilaton field equation (4.8); we obtain
R˜ = −∇˜i(hi) + 1
2
h2 − 4(∇˜Φ)2 − 2hi∇˜iΦ− 3
2
L2 +
5
12
H˜2
+
7
2
e2ΦS2 − 5
4
e2ΦF˜ 2 +
3
4
e2ΦX2 − 1
48
e2ΦG˜2 . (C.70)
One obtains, upon using the field equations and Bianchi identities,
(
1
4
R˜ + Γi∇˜i(−Ψ(±) +A(±))−Ψ(±)i†Ψ(±)i + F (±)(−Ψ(±) +A(±))
)
η±
=
[(± 1
4
∇˜`1(h`2)∓
1
16
H˜i`1`2Li
)
Γ`1`2 +
(± 1
8
∇˜`1(eΦX`2`3)
+
1
24
∇˜i(eΦG˜i`1`2`3)∓
1
96
eΦhiG˜i`1`2`3 −
1
32
eΦX`1`2h`3 ∓
1
8
eΦ∇˜`1ΦX`2`3
− 1
24
eΦ∇˜iΦG˜i`1`2`3 ∓
1
32
eΦF˜`1`2L`3 ∓
1
96
eΦSH˜`1`2`3 −
1
32
eΦF˜ i`1H˜i`2`3
)
Γ`1`2`3
+ Γ11
((∓ 1
4
∇˜`(eΦS)− 1
4
∇˜i(eΦF˜i`) + 1
16
eΦSh` ± 1
16
eΦhiF˜i` ± 1
4
eΦ∇˜`ΦS
+
1
4
eΦ∇˜iΦF˜i` + 1
16
eΦLiXi` ∓ 1
32
eΦH˜ij`Xij − 1
96
eΦG˜ijk`H˜ijk
)
Γ`
+
(∓ 1
4
∇˜`1(L`2)−
1
8
∇˜i(H˜i`1`2) +
1
4
∇˜iΦH˜i`1`2 ±
1
16
hiH˜i`1`2
)
Γ`1`2
+
(± 1
384
eΦG˜`1`2`3`4L`5 ±
1
192
eΦH˜`1`2`3X`4`5
+
1
192
eΦG˜i`1`2`3H˜i`4`5
)
Γ`1`2`3`4`5
)]
η±
+
1
2
(
1∓ 1)(hi∇˜iΦ− 1
2
∇˜ihi
)
η± . (C.71)
Note that with the exception of the final line of the RHS of (C.71), all terms on the RHS of
the above expression give no contribution to the second line of (C.69), using (C.67) and (C.68),
since all these terms in (C.71) are anti-Hermitian and thus the bilinears vanish. Furthermore,
the contribution to the Laplacian of ‖ η+ ‖2 from the final line of (C.71) also vanishes; however
the final line of (C.71) does give a contribution to the second line of (C.69) in the case of the
Laplacian of ‖ η− ‖2. We proceed to consider the Laplacians of ‖ η± ‖2 separately, as the analysis
of the conditions imposed by the global properties of S differs slightly in the two cases. For the
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Laplacian of ‖ η+ ‖2, we obtain from (C.69):
∇˜i∇˜i ‖ η+ ‖2 −(2∇˜iΦ + hi)∇˜i ‖ η+ ‖2= 2 ‖ ∇ˆ(+)η+ ‖2 −(4κ+ 16κ2) ‖ A(+)η+ ‖2 . (C.72)
This proves (4.39). The Laplacian of ‖ η− ‖2 is calculated from (C.69), on taking account of the
contribution to the second line of (C.69) from the final line of (C.71). One obtains
∇˜i(e−2ΦVi) = −2e−2Φ ‖ ∇ˆ(−)η− ‖2 +e−2Φ(4κ+ 16κ2) ‖ A(−)η− ‖2 , (C.73)
where
V = −d ‖ η− ‖2 − ‖ η− ‖2 h . (C.74)
This proves (4.42) and completes the proof. It should be noted that in the η− case, one does
not have to set q = −1. In fact, a formula similar to (C.72) can be established for arbitrary q.
However some terms get modified and the end result does not have the simplicity of (C.72). For
example, the numerical coefficient in front of the ‖ A(−)η− ‖2 is modified to −2−4κq+16κ2 +2q2
and of course reduces to that of (C.72) upon setting q = −1.
C.6 Lichnerowicz theorem for D(−)
In this section we shall give the proof of the Lichnerowicz type theorem decribed in section 4.9.
∇(−)i η− = ∇˜iη− + Ψ(−)i η− = 0 , (C.75)
where
Ψ
(−)
i =
(
1
4
hi +
1
16
eΦX`1`2Γ
`1`2Γi +
1
8.4!
eΦG˜`1`2`3`4Γ
`1`2`3`4Γi
)
+ Γ11
(
1
4
Li +
1
8
H˜i`1`2Γ
`1`2 − 1
8
eΦSΓi − 1
16
eΦF˜`1`2Γ
`1`2Γi
)
, (C.76)
and
A(−)η− = ∇˜iΦΓiη− + ρ(−)η− = 0 , (C.77)
where
ρ(−) =
(
1
8
eΦX`1`2Γ
`1`2 +
1
4.4!
eΦG˜`1`2`3`4Γ
`1`2`3`4
)
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+ Γ11
(
− 1
2
LiΓ
i − 1
12
H˜ijkΓ
ijk +
3
4
eΦS +
3
8
eΦF˜ijΓ
ij
)
. (C.78)
We also rewrite the associated horizon Dirac equation (4.3) as
D(−)η− = Γi∇˜iη− + Ψ(−)η− = 0 , (C.79)
with
Ψ(−) ≡ ΓiΨ(−)i =
1
4
hiΓ
i +
1
4
eΦXijΓ
ij
+ Γ11
(
− 1
4
LiΓ
i − 1
8
H˜ijkΓ
ijk + eΦS +
1
4
eΦF˜ijΓ
ij
)
.
(C.80)
We define
I =
∫
S
( ‖ ∇(−)η− ‖2 − ‖ D(−)η− ‖2 ) , (C.81)
and decompose
I = I1 + I2 + I3 , (C.82)
where
I1 =
∫
S
〈∇˜iη−, ∇˜iη−〉 − 〈Γi∇˜iη−,Γj∇˜jη−〉 . (C.83)
and
I2 = 2
(∫
S
〈∇˜iη−,Ψ(−)iη−〉 − 〈Γi∇˜iη−,Ψ(−)η−〉
)
, (C.84)
and
I3 =
∫
S
〈Ψ(−)i η−,Ψ(−)iη−〉 − 〈Ψ(−)η−,Ψ(−)η−〉 . (C.85)
where 〈·, ·〉 is the Dirac inner product of Spin(8) which can be identified with the standard Her-
mitian inner product on Λ∗(C4) restricted on the real subspace of Majorana spinors and ‖ · ‖ is
the associated norm. Therefore, 〈·, ·〉 is a real and positive definite. The Spin(8) gamma matrices
are Hermitian with respect to 〈·, ·〉. Then, on integrating by parts, one can rewrite
I1 =
∫
S
−∇˜i〈η−,Γij∇˜jη−〉+
∫
S
〈η−,Γij∇˜i∇˜jη−〉 , (C.86)
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and
I2 =
∫
S
∇˜i〈η−, (Ψ(−)i − ΓiΨ(−))η−〉
+
∫
S
〈η−, (Γi∇˜iΨ(−) − (∇˜iΨ(−)i ))η−〉
+
∫
S
〈η−,
(
(Ψ(−)i)† −Ψ(−)i − (Ψ(−)† −Ψ(−))Γi)∇˜iη−〉
+
∫
S
〈η−,
(
ΓiΨ(−) −Ψ(−)Γi)∇˜iη−〉 , (C.87)
and
I3 =
∫
S
〈η−,
(
Ψ
(−)†
i Ψ
(−)i −Ψ(−)†Ψ(−)
)
η−〉 . (C.88)
Let us now define
∇ˆ(−)i η− = ∇(−)i η− + κΓiA(−)η−
= ∇˜iη− + (Ψ(−)i + κΓiA(−))η− , (C.89)
and
Dˆ(−)η− = D(−)η− + qA(−)η−
= Γi∇(−)i η− + (Ψ(−) + qA(−))η− , (C.90)
Iˆ =
∫
S
( ‖ ∇ˆ(−)η− ‖2 − ‖ Dˆ(−)η− ‖2 ) , (C.91)
Replacing Ψ(−) and Ψ(−)i with Ψˆ
(−) = Ψ(−) + qA(−) and Ψˆ(−)i = Ψ(−)i + κΓiA(−) in (5.60),(5.61)
and (5.62) one obtains
Iˆ = I + 2(κ− q)
∫
S
〈η−,A(−)†Dˆ(−)η−〉+ (8κ2 + q2 − 2qκ)
∫
S
‖ A(−)η− ‖2 ,
= I1 + I2 + I3 ,
+ 2(κ− q)
∫
S
〈η−,A(−)†Dˆ(−)η−〉+ (8κ2 + q2 − 2qκ)
∫
S
‖ A(−)η− ‖2 . (C.92)
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It is straightforward to evaluate I1, to obtain
I1 =
∫
S
−∇˜i〈η−,Γij∇˜jη−〉 − 1
4
∫
S
hi∇˜i〈η−, η−〉
+
∫
S
〈η−,
(
− 1
8
h2 +
1
2
∇˜2Φ + 1
8
L2 − 1
16
H˜2 +
1
8
e2ΦF˜ 2 − 1
8
e2ΦX2 − 1
2
e2ΦS2
)
η−〉 ,
=
∫
S
−∇˜i〈η−,Γij∇˜jη−〉 − 1
4
∫
S
hi∇˜i〈η−, η−〉
+
∫
S
〈η−,
(
− 1
8
h2 + (∇˜Φ)2 + 1
2
hi∇˜iΦ + 3
8
L2 − 5
48
H˜2 − 7
8
e2ΦS2 +
5
16
e2ΦF˜ 2
− 3
16
e2ΦX2 +
1
192
e2ΦG˜2
)
η−〉 , (C.93)
where we have used the Einstein equations (4.10) to compute
R˜ = −∇˜i(hi) + 1
2
hih
i − 2∇˜i∇˜iΦ− 1
2
LiLi +
1
4
H˜`1`2`3H˜
`1`2`3
− 1
2
e2ΦF˜`1`2 F˜
`1`2 +
1
2
e2ΦX`1`2X
`1`2 + 2e2ΦS2 , (C.94)
and the dilaton field equation to eliminate the ∇˜2Φ term, and we recall. Now we evaluate,
Γij∇˜i∇˜jη− = −1
4
R˜η− . (C.95)
(Ψ(−)†iΨ
(−)i −Ψ(−)†Ψ(−)) = − 5
16
eΦhiXilΓ
l +
1
384
eΦG˜`1`2`3`4h`5Γ
`1`2`3`4`5
+
1
16
e2ΦX`1`2X`3`4Γ
`1`2`3`4 − 1
16
e2ΦX2
− 1
4608
e2ΦG˜`1`2`3`4G˜`5`6`7`8Γ
`1`2`3`4`5`6`6`8 +
1
192
e2ΦG˜2
+
1
8
L2 +
3
16
LiH˜i`1`2Γ
`1`2 − 1
16
eΦSLiΓ
i
− 1
8
eΦF˜`1`2L`3Γ
`1`2`3 +
1
16
eΦLiF˜ilΓ
l
+
1
8
H˜i`1`2H˜i`3`4Γ
`1`2`3`4 − 1
16
H˜2
− 3
64
eΦF˜`1`2H˜`3`4`5Γ
`1`2`3`4`5 +
13
32
eΦF˜ ijH˜ijlΓ
l − 7
8
e2ΦS2
+
1
16
e2ΦF˜`1`2 F˜`3`4Γ
`1`2`3`4 − 1
16
e2ΦF˜ 2
+ Γ11
(
1
8
Lihi +
3
32
eΦF˜`1`2h`3Γ
`1`2`3 +
1
32
eΦL`1X`2`3Γ
`1`2`3
+
11
32
eΦH˜i`1`2Xi`3Γ
`1`2`3 +
1
8
e2ΦF˜`1`2X`3`4Γ
`1`2`3`4
− 1
8
e2ΦF˜ ijXij − 1
768
eΦG˜`1`2`3`4H˜`5`6`7Γ
`1`2`3`4`5`6`7
+
1
4
eΦLiXilΓ
l − 1
64
eΦG˜ij`1`2H˜
ij
`3Γ
`1`2`3
− 1
96
eΦLiG˜i`1`2`3Γ
`1`2`3 +
1
8
LihjΓ
ij +
1
16
H˜`1`2`3h`4Γ
`1`2`3`4
)
,
(C.96)
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I3 =
∫
S
〈η−,
(
− 1
16
e2ΦX2 +
1
192
e2ΦG˜2 +
1
8
L2 − 1
16
H˜2 − 7
8
e2ΦS2 − 1
16
e2ΦF˜ 2
+ (− 5
16
eΦhiXil − 1
16
eΦSLl +
1
16
eΦLiF˜il +
13
32
eΦF˜ ijH˜ijl)Γ
l
+ (
1
16
e2ΦX`1`2X`3`4 +
1
8
H˜i`1`2H˜i`3`4 +
1
16
e2ΦF˜`1`2 F˜`3`4)Γ
`1`2`3`4
+ (
1
384
eΦG˜`1`2`3`4h`5 −
3
64
F˜`1`2H˜`3`4`5)Γ
`1`2`3`4`5
− 1
4608
e2ΦG˜`1`2`3`4G˜`5`6`7`8Γ
`1`2`3`4`5`6`7`8
)
η−〉
+
∫
S
〈η−,Γ11
(
1
8
Lih
i − 1
8
e2ΦF˜ ijXij + (
3
32
eΦF˜`1`2h`3 +
1
32
eΦL`1X`2`3
+
11
32
eΦH˜i`1`2Xi`3 −
1
64
eΦG˜ij`1`2H˜ij`3 −
1
96
eΦLiG˜i`1`2`3)Γ
`1`2`3
+ (
1
8
e2ΦF˜`1`2X`3`4 +
1
16
H˜`1`2`3h`4)Γ
`1`2`3`4 − 1
768
G˜`1`2`3`4H˜`5`6`7Γ
`1`2`3`4`5`6`7
)
η−〉 ,
(C.97)
where we have made use of the identities
〈η−,Γ`1`2η−〉 = 〈η−,Γ`1`2`3η−〉 = 0 , (C.98)
and
〈η−,Γ11Γlη−〉 = 〈η−,Γ11Γ`1`2η−〉 = 0 , (C.99)
Γi∇˜iΨ(−) − (∇˜iΨ(−)i ) =
1
4
∇˜i(hj)Γij + 3
16
∇˜i(eΦX`1`2)Γi`1`2 +
5
8
∇˜i(eΦXil)Γl
− 1
8.4!
∇˜i(eΦG˜`1`2`3`4)Γi`1`2`3`4 +
1
2.4!
∇˜i(eΦG˜i`1`2`3)Γ`1`2`3
+ Γ11
(
1
4
∇˜i(Lj)Γij + 1
8
∇˜i(H˜`1`2`3)Γi`1`2`3
+
1
4
∇˜i(H˜i`1`2)Γ`1`2 −
7
8
∇˜i(eΦS)Γi
− 3
16
∇˜i(eΦF˜`1`2)Γi`1`2 −
5
8
∇˜i(eΦF˜il)Γl
)
. (C.100)
In order to compute I2 we note that
〈η−,
(
Γi∇˜iΨ(−) − (∇˜iΨ(−)i )
)
η−〉 = 〈η−,
(
5
8
∇˜i(eΦXil)Γl − 1
8.4!
∇˜i(eΦG˜`1`2`3`4)Γi`1`2`3`4
)
η−〉
+ 〈η−,Γ11
(
1
8
∇˜i(H˜`1`2`3)Γi`1`2`3
− 3
16
∇˜i(eΦF˜`1`2)Γi`1`2
)
η−〉 . (C.101)
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On imposing the Bianchi identities and the field equations,
∇˜i(eΦXil)Γl = eΦ∇˜iΦXilΓl + eΦ∇˜i(Xil)Γl ,
= eΦ∇˜iΦXilΓl − 1
144
eΦG˜`1`2`3`4H˜`5`6`7Γ11Γ
`1`2`3`4`5`6`7 , (C.102)
∇˜i(eΦG˜`1`2`3`4)Γi`1`2`3`4 = eΦ∇˜iΦ G˜`1`2`3`4Γi`1`2`3`4 + 2eΦH˜`1`2`3 F˜`4`5Γ`1`2`3`4`5 , (C.103)
∇˜i(eΦF˜`1`2)Γ`1`2 = eΦ∇˜iΦF˜`1`2Γi`1`2 , (C.104)
One obtains the following expression
〈η−, (Γi∇˜iΨ(−) − (∇˜iΨ(−)i ))η−〉 = 〈η−,
(
5
8
eΦ∇˜iΦXil − 1
8.4!
eΦ∇˜iG˜`1`2`3`4Γi`1`2`3`4
− 1
4.4!
eΦH˜`1`2`3 F˜`4`5Γ
`1`2`3`4`5
)
η−〉
+ 〈η−,Γ11
(
− 5
1152
eΦG˜`1`2`3`4H˜`5`6`7Γ
`1`2`3`4`5`6`7
− 3
16
eΦ∇˜iF˜`1`2Γi`1`2
)
η−〉 , (C.105)
(Ψ(−)i† −Ψ(−)i − (Ψ(−)† −Ψ(−))Γi) = − 1
16
eΦX`1`2(Γ
iΓ`1`2 + Γ`1`2Γi)
+
1
2
eΦX`1`2Γ
`1`2Γi
+
1
8.4!
eΦG˜`1`2`3`4(Γ
iΓ`1`2`3`4 − Γ`1`2`3`4Γi)
+ Γ11
(
− 1
2
LjΓ
jΓi − 1
4
H˜i`1`2Γ
`1`2
+
1
4
eΦSΓi − 1
16
eΦF˜`1`2(Γ
iΓ`1`2 − Γ`1`2Γi)
+
1
2
eΦF˜`1`2Γ
`1`2Γi
)
, (C.106)
(ΓiΨ(−) −Ψ(−)Γi) = 1
4
hj(Γ
iΓj − ΓjΓi) + 1
4
eΦX`1`2(Γ
iΓ`1`2 − Γ`1`2Γi)
+ Γ11
(
1
4
Lj(Γ
iΓj + ΓjΓi) +
1
8
H˜`1`2`3(Γ
iΓ`1`2`3 + Γ`1`2`3Γi)
− 2eΦSΓi − 1
4
eΦF˜`1`2(Γ
iΓ`1`2 + Γ`1`2Γi)
)
. (C.107)
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Also one has
(Ψ(−)i† −Ψ(−)i − (Ψ(−)† −Ψ(−))Γi)∇˜iη− + (ΓiΨ(−) −Ψ(−)Γi)∇˜iη−
=
((− 1
2
hjΓ
j +
3
8
eΦX`1`2Γ
`1`2 − 1
4.4!
eΦG˜`1`2`3`4Γ
`1`2`3`4
+ Γ11(
1
4
H˜`1`2`3Γ
`1`2`3 − 7
4
eΦS +
5
8
eΦF˜`1`2Γ
`1`2)
)
Γi
+
1
2
hi +
3
4
eΦXilΓ
l + Γ11(
1
2
LjΓ
ij +
1
4
H˜`1`2`3Γ
i`1`2`3
− 1
4
H˜i`1`2Γ
`1`2 − 5
8
eΦF˜`1`2Γ
i`1`2)
)
∇˜iη− . (C.108)
Note that
∫
S
〈η−, hi∇˜iη−〉 = 1
2
∫
S
hi∇˜i〈η−, η−〉 . (C.109)
On integrating by parts
∫
S
〈η−, eΦXilΓl∇˜iη−〉 = −1
2
∫
S
〈η−, ∇˜i(eΦXil)Γlη−〉 . (C.110)
The Algebraic KSE gives
A(−)†A(−) = (∇˜Φ)2 + 1
2
eΦ∇˜iXi`Γ` + 1
48
eΦ∇˜iΦG˜`1`2`3`4Γi`1`2`3`4
− 1
64
e2ΦX`1`2X`3`4Γ
`1`2`3`4 +
1
32
e2ΦX2 − 1
48
e2ΦG˜i`1`2`3Xi`4Γ
`1`2`3`4
+
1
9216
e2ΦG˜`1`2`3`4G˜`5`6`7`8Γ
`1`2`3`4`5`6`7`8 − 1
128
e2ΦG˜ij`1`2G˜ij`3`4Γ
`1`2`3`4
+
1
384
e2ΦG˜2 +
1
4
L2 − 1
12
H˜`1`2`3L`4Γ
`1`2`3`4
− 3
4
eΦSL`Γ
` − 3
4
eΦLiF˜i`Γ
` − 1
16
H˜i`1`2H˜i`3`4Γ
`1`2`3`4 +
1
24
H˜2
+
1
16
eΦF˜`1`2H˜`3`4`5Γ
`1`2`3`4`5 − 3
8
eΦF˜ ijH˜ij`Γ
` +
9
16
e2ΦS2
− 9
64
e2ΦF˜`1`2 F˜`3`4Γ
`1`2`3`4 +
9
32
e2ΦF˜ 2
+ Γ11
(
∇˜iΦLi + 1
6
∇˜iΦH˜`1`2`3Γi`1`2`3 −
3
4
eΦ∇˜iΦF˜`1`2Γi`1`2 +
1
8
eΦL`1X`2`3Γ
`1`2`3
− 1
8
eΦH˜i`1`2Xi`3Γ
`1`2`3 − 3
32
F˜`1`2X`3`4Γ
`1`2`3`4 +
3
16
e2ΦF˜ ijXij
+
1
24
eΦLiG˜i`1`2`3Γ
`1`2`3 − 1
576
eΦG˜`1`2`3`4H˜`5`6`7Γ
`1`2`3`4`5`6`7
+
1
16
eΦG˜ij`1`2H˜ij`3Γ
`1`2`3 +
1
64
e2ΦSG˜`1`2`3`4Γ
`1`2`3`4
+
1
16
e2ΦF˜ i`1G˜i`2`3`4Γ
`1`2`3`4
)
. (C.111)
Upon comparing terms with ‖ A(−)η− ‖2 as above, one obtains the following expression
Iˆ = (−1− 2κq + 8κ2 + q2)
∫
S
‖ A(−)η− ‖2 +(κ− q)
∫
S
〈η−,ΨDˆ(−)η−〉 . (C.112)
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where
Ψ = −1
2
hjΓ
j + 2q∇˜jΦΓj + (−q
8
− 1
8
)eΦX`1`2Γ
`1`2 + (
q
4.4!
+
1
4.4!
)eΦG˜`1`2`3`4Γ
`1`2`3`4
+ Γ11
(
(
3q
4
+
3
4
)eΦS + (−3q
8
− 3
8
)eΦF˜`1`2Γ
`1`2 + (q +
1
2
)LjΓ
j + (
q
6
+
1
4
)H˜`1`2`3Γ
`1`2`3
)
.
(C.113)
κ and q are arbitrary but we require −1−2κq+8κ2 +q2 < 0 so that the coefficient of the first term
is negative and thus we are able to prove the required result. The value of q was fixed in section
4.11 by requiring that certain terms can be written as field bilinears. If we now take q = −1 we
obtain
Iˆ = (2κ+ 8κ2)
∫
S
‖ A(−)η− ‖2 +(κ+ 1)
∫
S
〈η−,ΨDˆ(−)η−〉 , (C.114)
where
Ψ = −1
2
hjΓ
j − 2∇˜jΦΓj + Γ11
(
− 1
2
LjΓ
j +
1
12
H˜`1`2`3Γ
`1`2`3
)
. (C.115)
Now we require 2κ + 8κ2 < 0 and thus we have − 14 < κ < 0. If we now choose κ = − 18 so that
q = 8κ and the Dirac operator is associated with the covariant derivative.
Iˆ = −1
8
∫
S
‖ A(−)η− ‖2 +7
8
∫
S
〈η−,ΨDˆ(−)η−〉 . (C.116)
Now supppose that we impose the improved horizon Dirac equation (5.61), Dˆ(−)η− = 0. Then
(5.102) implies that
∫
S
‖ ∇ˆ(−)η− ‖2= −1
8
∫
S
‖ A(−)η− ‖2 . (C.117)
As the LHS is non-negative and the RHS is non-positive, both sides must vanish. Therefore η− is
a Killing spinor, ∇ˆ(−)η− = A(−)η− = 0 which is equivalent to ∇(−)η− = A(−)η− = 0.
Appendix D
Massive IIA Supergravity
Calculations
In this Appendix, we present technical details of the analysis of the KSE for the near-horizon
solutions in massive IIA supergravity.
D.1 Integrability
First we will state the supercovariant connection Rµν given by,
[Dµ,Dν ] ≡ Rµν , (D.1)
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where,
Rµν = 1
4
Rµν,ρσΓ
ρσ +
1
8
eΦmΓν∇µΦ + 1
192
eΦΓν
ρσκλ∇µGρσκλ
+
1
192
eΦGρσκλΓνρσκλ∇µΦ− 1
48
eΦΓρσκ∇µGνρσκ − 1
48
eΦGν
ρσκΓρσκ∇µΦ
− 1
8
eΦmΓµ∇νΦ− 1
192
eΦΓµ
ρσκλ∇νGρσκλ − 1
192
eΦGρσκλΓµρσκλ∇νΦ
+
1
48
eΦΓρσκ∇νGµρσκ + 1
48
eΦGµ
ρσκΓρσκ∇νΦ− 1
8
Hµ
ρσHνρ
κΓσκ
− 1
64
eΦF ρσHµ
κλΓνρσκλ +
1
8
eΦF ρσHµνρΓσ +
1
32
eΦF ρσHµρσΓν
+
1
32
eΦFν
ρHµ
σκΓρσκ +
1
32
e2ΦΓµνm
2 +
1
384
e2ΦmGρσκλΓµνρσκλ
− 1
192
e2ΦmGν
ρσκΓµρσκ +
1
18432
e2ΦGρσκλGτhijΓµνρσκλτhij
− 1
4608
e2ΦGν
ρσκGλτhiΓµρσκλτhi − 1
384
e2ΦGν
ρσκGρ
λτhΓµσκλτh
− 1
256
e2ΦGρσκλGρσ
τhΓµνκλτh +
1
384
e2ΦGµ
ρσκGρ
λτhΓνσκλτh
+
1
128
e2ΦGν
ρσκGρσ
λτΓµκλτ − 1
128
e2ΦGµ
ρσκGρσ
λτΓνκλτ
+
1
192
e2ΦGν
ρσκGρσκ
λΓµλ +
1
768
e2ΦΓµνG
2 − 1
192
e2ΦGµ
ρσκGρσκ
λΓνλ
+
1
96
e2ΦGµν
ρσGρ
κλτΓσκλτ +
1
192
e2ΦmGµ
ρσκΓνρσκ
+
1
4608
e2ΦGµ
ρσκGλτhiΓνρσκλτhi +
1
64
eΦF ρσHν
κλΓµρσκλ
− 1
32
eΦF ρσHνρσΓµ − 1
128
e2ΦF ρσFκλΓµνρσκλ +
1
64
e2ΦFν
ρFσκΓµρσκ
+
1
32
e2ΦFν
ρFρ
σΓµσ +
1
64
e2ΦΓµνF
2 − 1
32
e2ΦFµ
ρFρ
σΓνσ
− 1
32
eΦFµ
ρHν
σκΓρσκ − 1
64
e2ΦFµ
ρFσκΓνρσκ
+ Γ11
(
1
8
Γρσ∇µHνρσ − 1
16
eΦΓν
ρσ∇µFρσ − 1
16
eΦF ρσΓνρσ∇µΦ
+
1
8
eΦΓρ∇µFνρ + 1
8
eΦFν
ρΓρ∇µΦ− 1
8
Γρσ∇νHµρσ + 1
16
eΦΓµ
ρσ∇νFρσ
+
1
16
eΦF ρσΓµρσ∇νΦ− 1
8
eΦΓρ∇νFµρ − 1
8
eΦFµ
ρΓρ∇νΦ + 1
32
eΦmHµ
ρσΓνρσ
+
1
768
eΦGρσκλHµ
τhΓνρσκλτh − 1
48
eΦGρσκλHµνρΓσκλ − 1
64
eΦGρσκλHµρσΓνκλ
− 1
192
eΦGν
ρσκHµ
λτΓρσκλτ +
1
32
eΦGν
ρσκHµρσΓκ − 1
32
eΦmHν
ρσΓµρσ
+
1
16
e2ΦmFµν − 1
768
eΦGρσκλHν
τhΓµρσκλτh +
1
64
eΦGρσκλHνρσΓµκλ
− 1
384
e2ΦF ρσGν
κλτΓµρσκλτ +
1
96
e2ΦF ρσGρ
κλτΓµνσκλτ
− 1
768
e2ΦFµ
ρGσκλτΓνρσκλτ − 1
64
e2ΦF ρσGνρ
κλΓµσκλ − 1
192
e2ΦFµ
ρGρ
σκλΓνσκλ
+
1
64
e2ΦF ρσGνρσ
κΓµκ +
1
768
e2ΦFν
ρGσκλτΓµρσκλτ +
1
192
e2ΦFν
ρGρ
σκλΓµσκλ
+
1
384
e2ΦFµνG
ρσκλΓρσκλ +
1
192
eΦGµ
ρσκHν
λτΓρσκλτ
− 1
32
eΦGµ
ρσκHνρσΓκ +
1
384
e2ΦF ρσGµ
κλτΓνρσκλτ − 1
64
e2ΦF ρσGµν
κλΓρσκλ
+
1
64
e2ΦF ρσGµρ
κλΓνσκλ − 1
64
e2ΦF ρσGµρσ
κΓνκ +
1
32
e2ΦF ρσGµνρσ
+
1
32
e2ΦmFν
ρΓµρ − 1
32
e2ΦmFµ
ρΓνρ
)
, (D.2)
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We can relate the field equations to the supersymmetry variations. Consider,
Γν [Dµ,Dν ] − [Dµ,A]+ ΦµA
=
[(
− 1
2
EµνΓ
ν − 1
48
eΦFGλ1λ2λ3Γµ
λ1λ2λ3 +
1
16
eΦFGµλ1λ2Γ
λ1λ2
− 5
192
eΦBGµλ1λ2λ3λ4Γ
λ1λ2λ3λ4 +
1
192
eΦBGλ1λ2λ3λ4λ5Γµ
λ1λ2λ3λ4λ5
)
+ Γ11
(
1
16
eΦBFλ1λ2λ3Γµ
λ1λ2λ3 − 3
16
eΦBFµλ1λ2Γ
λ1λ2 − 1
8
eΦFFλΓµ
λ
+
1
8
eΦFFµ − 1
6
BHµλ1λ2λ3Γ
λ1λ2λ3 − 1
4
FHµλΓ
λ
)]
 , (D.3)
where,
Φµ =
(
1
8
eΦmΓµ +
1
192
eΦGλ1λ2λ3λ4Γ
λ1λ2λ3λ4Γµ
)
+ Γ11
(
1
4
Hµλ1λ2Γ
λ1λ2 − 1
16
eΦFλ1λ2Γ
λ1λ2Γµ
)
, (D.4)
and
Γµ[Dµ,A] + θA
=
(
FΦ− 1
24
eΦFGλ1λ2λ3Γ
λ1λ2λ3 +
1
96
eΦBGλ1λ2λ3λ4λ5Γ
λ1λ2λ3λ4λ5
)

+ Γ11
(
3
4
eΦFFλΓ
λ − 3
8
eΦBFλ1λ2λ3Γ
λ1λ2λ3 +
1
12
BHλ1λ2λ3λ4Γ
λ1λ2λ3λ4
+
1
4
FHλ1λ2Γ
λ1λ2
)
 , (D.5)
and
θ =
(
− 2∇µΦΓµ − eΦm
)
+ Γ11
(
1
12
Hλ1λ2λ3Γ
λ1λ2λ3 − 1
2
eΦFλ1λ2Γ
λ1λ2
)
. (D.6)
The field equations and Bianchi identities are
Eµν = Rµν + 2∇µ∇νΦ− 1
4
H2µν −
1
2
e2ΦF 2µν −
1
12
e2ΦG2µν
+ gµν
(
1
8
e2ΦF 2 +
1
96
e2ΦG2 +
1
4
e2Φm2
)
= 0 , (D.7)
FΦ = ∇2Φ− 2(dΦ)2 + 1
12
H2 − 3
8
e2ΦF 2 − 1
96
e2ΦG2 − 5
4
e2Φm2 = 0 , (D.8)
FFµ = ∇λFµλ − 1
6
Hλ1λ2λ3Gλ1λ2λ3µ = 0 , (D.9)
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FHµν = e
2Φ∇λ
(
e−2ΦHµνλ
)
− 1
2
e2ΦGµνλ1λ2F
λ1λ2 − e2ΦmFµν
+
1
1152
e2Φµν
λ1λ2λ3λ4λ5λ6λ7λ8Gλ1λ2λ3λ4Gλ5λ6λ7λ8 = 0 , (D.10)
FGµνρ = ∇λGµνρλ − 1
144
µνρ
λ1λ2λ3λ4λ5λ6λ7Gλ1λ2λ3λ4Hλ5λ6λ7 = 0 , (D.11)
BFµνρ = ∇[µFνρ] − 1
3
mHµνρ = 0 , (D.12)
BHµνρλ = ∇[µHνρλ] = 0 , (D.13)
BGµνρλκ = ∇[µGνρλκ] − 2F[µνHρλκ] = 0 . (D.14)
D.2 Alternative derivation of dilaton field equation
The dilaton field equation is implied by the Einstein equation and all other field equations and
Bianchi identities, up to a constant.
R = −2∇2Φ + 1
4
H2 − 3
4
e2ΦF 2 − 1
48
e2ΦG2 − 5
2
e2Φm2 . (D.15)
On taking the Divergence of (D.7),1
∇µRµν = −2∇2∇νΦ + 1
4
∇µH2µν +
1
2
∇µ(e2ΦF 2µν) +
1
12
∇µ(e2ΦG2µν)
− 1
8
∇ν(e2ΦF 2)− 1
96
∇ν(e2ΦG2)− 1
4
∇ν(e2Φm2) . (D.16)
We can rewrite the first term as
−2∇2∇νΦ = −2∇ν∇2Φ− 2Rµν∇µΦ
= −2∇ν∇2Φ + 2∇ν(dΦ)2 − 1
2
H2µν∇µΦ− e2ΦF 2µν∇µΦ
− 1
6
e2ΦG2µν∇µΦ +
1
4
e2ΦF 2∇νΦ + 1
48
e2ΦG2∇νΦ + 1
2
e2Φm2∇νΦ . (D.17)
1For a p-form ω we write ω2 = ωλ1···λpω
λ1···λp and ω2µν = ωµλ1···λp−1ων
λ1···λp−1
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Where we have used (D.7) again. This gives,
∇µRµν = −2∇ν∇2Φ + 2∇ν(dΦ)2 + 1
4
e2Φ∇µ(e−2ΦH2µν) +
1
2
e2Φ∇µ(F 2µν)
+
1
12
e2Φ∇µ(G2µν)−
1
8
∇ν(e2ΦF 2) + 1
4
e2Φ∇νΦF 2 − 1
96
∇ν(e2ΦG2) + 1
48
e2Φ∇νΦG2 .
(D.18)
On the other hand,
∇µRµν = 1
2
∇νR
= −∇ν∇2Φ + 1
8
∇νH2 − 3
8
∇ν(e2ΦF 2)− 1
96
∇ν(e2ΦG2)− 5
4
∇ν(e2Φm2) . (D.19)
Rearranging the Einstein equation we obtain,
∇ν∇2Φ = 2∇ν(dΦ)2 − 1
8
∇νH2 + 1
4
e2Φ∇µ(e−2ΦH2µν) +
1
2
e2Φ∇µ(F 2µν)
+
1
4
∇ν(e2ΦF 2) + 1
4
e2Φ∇νΦF 2 + 1
12
e2Φ∇µ(G2µν) +
1
48
e2Φ∇νΦG2 + 5
4
∇ν(e2Φm2) .
(D.20)
We can compute certain terms by using the Field equations (3.28)-(3.30) and Bianchi identities
(D.12)
1
2
e2Φ∇µ(F 2µν) =
1
2
e2Φ∇µ(Fµλ)Fνλ + 1
2
e2ΦFµλ∇µFνλ , (D.21)
1
4
e2Φ∇µ(e−2ΦH2µν) =
1
4
e2Φ∇µ(e−2ΦHµλ1λ2)Hνλ1λ2 +
1
4
Hµλ1λ2∇µHνλ1λ2 , (D.22)
1
12
e2Φ∇µ(G2µν) =
1
12
e2Φ∇µ(Gµλ1λ2λ3)Gνλ1λ2λ3 +
1
12
e2ΦGµλ1λ2λ3∇µGνλ1λ2λ3 . (D.23)
The Bianchi identities (D.12) imply,
Fµλ∇µFνλ = 1
4
∇νF 2 − 1
2
mHνλ1λ2F
λ1λ2 , (D.24)
and
Hµλ1λ2∇µHνλ1λ2 =
1
6
∇νH2 , (D.25)
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and
Gµλ1λ2λ3∇µGνλ1λ2λ3 =
1
8
∇νG2 + 5
2
gνκGµλ1λ2λ3F
[µκHλ1λ2λ3] . (D.26)
Substituting this back into (D.20) we obtain,
∇ν∇2Φ = ∇ν
(
2(dΦ)2 − 1
12
H2 +
3
8
e2ΦF 2 +
1
96
e2ΦG2 +
5
4
e2Φm2
)
+
1
2
e2Φ∇µ(Fµλ)Fνλ + 1
4
e2Φ∇µ(e−2ΦHµλ1λ2)Hνλ1λ2 −
1
4
mHνλ1λ2F
λ1λ2
+
1
12
e2Φ∇µ(Gµλ1λ2λ3)Gνλ1λ2λ3 +
5
24
gνκGµλ1λ2λ3F
[µκHλ1λ2λ3] . (D.27)
On applying the field equations (3.28)-(3.30),
∇ν∇2Φ = ∇ν
(
2(dΦ)2 − 1
12
H2 +
3
8
e2ΦF 2 +
1
96
e2ΦG2 +
5
4
e2Φm2
)
. (D.28)
This implies the Dilaton field equation (3.27) up to a constant. In terms of the field equations
and Bianchi identities, one gets
∇µRµν − 1
2
∇νR = −∇ν(FΦ)− 2Eνλ∇λΦ +∇µ(Eµν)− 1
2
∇ν(Eµµ)
− 1
3
BHν
λ1λ2λ3Hλ1λ2λ3 +
1
4
FHλ1λ2Hν
λ1λ2 − 3
4
e2ΦBFν
λ1λ2Fλ1λ2
− 1
2
e2ΦFFλFν
λ − 5
48
e2ΦBGν
λ1λ2λ3λ4Gλ1λ2λ3λ4
− 1
12
e2ΦFGλ1λ2λ3Gν
λ1λ2λ3 = 0 . (D.29)
D.3 Invariance of massive IIA fluxes
In this Appendix we will give a proof to show that the bilinears constructed from Killing spinors
are Killing vectors and preserve all the fluxes. The proof will rely on the Killing spinor equations.
In addition to the Killing spinor equations the proof will also rely on the field equations and
Bianchi identities, and the result will thus hold in general for all supersymmetric supergravity
solutions. It is convenient to introduce the following notation
αIJµ1···µk ≡ B(I ,Γµ1···µkJ) ,
τ IJµ1···µk ≡ B(I ,Γµ1···µkΓ11J) , (D.30)
with the inner product B(I , J) ≡ 〈Γ0C ∗ I , J〉, where C = Γ6789, is antisymmetric,
i.e. B(I , J) = −B(J , I) and all Γ-matrices are anti-Hermitian with respect to this inner
D.3. Invariance of massive IIA fluxes 163
product, i.e. B(Γµ
I , J) = −B(I ,ΓµJ). The bilinears have the symmetry properties
αIJµ1···µk = α
JI
µ1···µk k = 1, 2, 5
αIJµ1···µk = −αJIµ1···µk k = 0, 3, 4 . (D.31)
and
τ IJµ1···µk = τ
JI
µ1···µk k = 0, 1, 4, 5
τ IJµ1···µk = −τJIµ1···µk k = 2, 3 . (D.32)
First we verify that there is a set of 1-form bi-linears whose associated vectors are Killing. We
use the gravitino KSE to replace covariant derivatives with terms which are linear in the fluxes.
The 1-form bilinears associated with the Killing vectors are αIJµ e
µ, and we let ∇µ = −Ψµ from
the KSEs
∇µαIJν = ∇µB(I ,ΓνJ)
= B(∇µI ,ΓνJ) +B(I ,Γν∇µJ)
= −B(ΨµI ,ΓνJ)−B(I ,ΓνΨµJ)
= B(Γν
J ,Ψµ
I)−B(I ,ΓνΨµJ)
= −B(J ,ΓνΨµI)−B(I ,ΓνΨµJ)
= −2B((I ,ΓBΨµJ))
=
(1
4
meΦαIJµν +
1
8
eΦGµν
λ1λ2αIJλ1λ2 +
1
96
eΦGλ1λ2λ3λ4αIJµνλ1λ2λ3λ4
+
1
4
eΦFµντ
IJ − 1
2
Hµν
Cτ IJC +
1
8
eΦFλ1λ2τ IJµνλ1λ2
)
. (D.33)
Since the resulting expression is antisymmetric in its free indices we find that ∇(µαIJν) = 0 and
hence the vectors associated with αIJµ e
µ are Killing. Note that the dilatino KSE (3.35) imply that
0 = B((I ,AJ)) = αIJµ ∂µΦ , (D.34)
and hence iKdΦ = 0, where K = α
IJ
µ e
µ denotes the 1-forms associated with the Killing vectors
with the IJ indices suppressed. With this relation it follows that the Killing vectors preserve the
dilaton:
LKΦ := iKdΦ + d(iKΦ) = 0 , (D.35)
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since iKΦ ≡ 0. To see that the 3-form flux H is preserved we need to analyse the 1-form bi-linears
which are not related to the Killing vectors, i.e. τ IJµ e
µ. As above, we find that
∇[µτ IJν] = −2B((I ,Γ11Γ[µΨν]J))
= −1
2
Hµν
λαIJλ , (D.36)
where we have indicated the degree of the form τ and suppressed the indices labelling the Killing
spinors. By taking the exterior derivative of (D.36), and using the Bianchi identity for H with
dH = 0, it follows that
LKH = 0 , (D.37)
and hence the Killing vectors preserve also the H flux. We now turn to the 2-form flux F .
Computing the covariant derivative of the scalar τ IJ , and making use of the gravitino KSE as
above, we find
∇µτ IJ = (iKF )µ −mτ IJµ . (D.38)
Acting with another derivative on (D.38), and re-substituting (D.38) into the resulting expression,
we obtain
LKF = iK(dF ) +mdτ IJµ ∧ dyµ = 0 , (D.39)
where in the second step we have used (D.36) and the Bianchi identity for F , i.e. dF = mH. For
the field strength G we compute the covariant derivative of αIJµν leads to
∇[µαIJνρ] =
1
3
(iKG)µνρ +
1
3
τ IJHµνρ − F[µντ IJρ] . (D.40)
Acting with an exterior derivative on (D.40) and re-substituting (D.40) into the resulting expres-
sion, and using (D.36), (D.38) and the Bianchi identity for F we obtain,
LKG = iK(dG) + iKF ∧H + F ∧ iKH = 0 , (D.41)
where in the second step we have used the Bianchi identity for G, i.e. dG = F ∧H. Also since
the mass parameter m is constant, we have LKm = 0.
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D.4 Independent KSEs
D.4.1 The (5.24) condition
The (5.24) component of the KSEs is implied by (5.23), (5.25) and (5.26) together with a number
of field equations and Bianchi identities. First evaluate the LHS of (5.24) by substituting in (5.25)
to eliminate τ+, and use (5.23) to evaluate the supercovariant derivative of φ+. Also, using (5.23)
one can compute
(∇˜j∇˜i − ∇˜i∇˜j)φ+ = 1
4
∇˜j(hi)φ+ + 1
4
Γ11∇˜j(Li)φ+ − 1
8
Γ11∇˜j(H˜il1l2)Γl1l2φ+
+
1
16
eΦΓ11(−2∇˜j(S) + ∇˜j(F˜kl)Γkl)Γiφ+
− 1
8 · 4!e
Φ(−12∇˜j(Xkl)Γkl + ∇˜j(G˜j1j2j3j4)Γj1j2j3j4)Γiφ+
+
1
16
∇˜jΦeΦΓ11(−2S + F˜klΓkl)Γiφ+
− 1
8 · 4!∇˜jΦe
Φ(−12XklΓkl + G˜j1j2j3j4Γj1j2j3j4)Γiφ+
− 1
8
eΦ∇˜jΦmΓiφ+ +
(1
4
hi +
1
4
Γ11Li − 1
8
Γ11H˜ijkΓ
jk
+
1
16
eΦΓ11(−2S + F˜klΓkl)Γi
− 1
8 · 4!e
Φ(−12XklΓkl + G˜j1j2j3j4Γj1j2j3j4)Γi −
1
8
eΦmΓi
)∇˜jφ+ − (i↔ j) .
(D.42)
Then consider the following, where the first terms cancel from the definition of curvature,
(
1
4
R˜ijΓ
j − 1
2
Γj(∇˜j∇˜i − ∇˜i∇˜j)
)
φ+ +
1
2
∇˜i(A1) + 1
2
ΨiA1 = 0 , (D.43)
where
A1 = ∂iΦΓiφ+ − 1
12
Γ11(−6LiΓi + H˜ijkΓijk)φ+ + 3
8
eΦΓ11(−2S + F˜ijΓij)φ+
+
1
4 · 4!e
Φ(−12XijΓij + G˜j1j2j3j4Γj1j2j3j4)φ+ +
5
4
eΦmφ+ , (D.44)
and
Ψi = −1
4
hi + Γ11(
1
4
Li − 1
8
H˜ijkΓ
jk) . (D.45)
The expression in (D.44) vanishes on making use of (5.26), as A1 = 0 is equivalent to the +
component of (5.26). However a non-trivial identity is obtained by using (D.42) in (D.43), and
expanding out the A1 terms. Then, on adding (D.43) to the LHS of (5.24), with τ+ eliminated in
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favour of η+ as described above, one obtains the following
1
4
(
R˜ij + ∇˜(ihj) − 1
2
hihj + 2∇˜i∇˜jΦ + 1
2
LiLj − 1
4
H˜il1l2H˜j
l1l2
− 1
2
e2ΦF˜ilF˜j
l +
1
8
e2ΦF˜l1l2 F˜
l1l2δij +
1
2
e2ΦXilXj
l − 1
8
e2ΦXl1l2X
l1l2δij
− 1
12
e2ΦG˜i`1`2`3G˜j
`1`2`3 +
1
96
e2ΦG˜`1`2`3`4G˜
`1`2`3`4δij − 1
4
e2ΦS2δij +
1
4
e2Φm2δij
)
Γj = 0 .
(D.46)
This vanishes identically on making use of the Einstein equation (5.10). Therefore it follows that
(5.24) is implied by the + component of (5.23), (5.25) and (5.26), the Bianchi identities (5.2) and
the gauge field equations (5.3)-(5.7).
D.4.2 The (5.27) condition
Let us define
A2 = −
(
∂iΦΓ
i +
1
12
Γ11(6LiΓ
i + H˜ijkΓ
ijk) +
3
8
eΦΓ11(2S + F˜ijΓ
ij)
− 1
4 · 4!e
Φ(12XijΓ
ij + G˜ijklΓ
ijkl)− 5
4
eΦm
)
τ+
+
(
1
4
MijΓ
ijΓ11 +
3
4
eΦTiΓ
iΓ11 +
1
24
eΦYijkΓ
ijk
)
φ+ , (D.47)
where A2 equals the expression in (5.27). One obtains the following identity
A2 = −1
2
Γi∇˜iA1 + Ψ1A1 , (D.48)
where
Ψ1 = ∇˜iΦΓi + 3
8
hiΓ
i +
1
16
eΦXl1l2Γ
l1l2 − 1
192
eΦG˜l1l2l3l4Γ
l1l2l3l4 − 1
8
eΦm
+ Γ11
(
1
48
H˜l1l2l3Γ
l1l2l3 − 1
8
LiΓ
i +
1
16
eΦF˜l1l2Γ
l1l2 − 1
8
eΦS
)
. (D.49)
We have made use of the + component of (5.23) in order to evaluate the covariant derivative in
the above expression. In addition we have made use of the Bianchi identities (5.2) and the field
equations (5.3)-(5.8).
D.4.3 The (5.20) condition
In order to show that (5.20) is implied by the independent KSEs we can compute the following,
(
− 1
4
R˜− Γij∇˜i∇˜j
)
φ+ − Γi∇˜i(A1)
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+
(
∇˜iΦΓi + 1
4
hiΓ
i +
1
16
eΦXl1l2Γ
l1l2 − 1
192
eΦG˜l1l2l3l4Γ
l1l2l3l4 − 1
8
eΦm
+ Γ11(−1
4
LlΓ
l − 1
24
H˜l1l2l3Γ
l1l2l3 − 1
8
eΦS +
1
16
eΦF˜l1l2Γ
l1l2)
)
A1 = 0 ,
(D.50)
where
R˜ = −2∆− 2hi∇˜iΦ− 2∇˜2Φ− 1
2
h2 +
1
2
L2 +
1
4
H˜2 +
5
2
e2ΦS2
− 1
4
e2ΦF˜ 2 +
3
4
e2ΦX2 +
1
48
e2ΦG˜2 − 3
2
e2Φm2 , (D.51)
and where we use the + component of (5.23) to evaluate the covariant derivative terms. In order to
obtain (5.20) from these expressions we make use of the Bianchi identities (5.2), the field equations
(5.3)-(5.8), in particular in order to eliminate the (∇˜Φ)2 term. We have also made use of the +−
component of the Einstein equation (5.9) in order to rewrite the scalar curvature R˜ in terms of
∆. Therefore (5.20) follows from (5.23) and (5.26) together with the field equations and Bianchi
identities mentioned above.
D.4.4 The + (5.26) condition linear in u
Since φ+ = η+ + uΓ+Θ−η−, we must consider the part of the + component of (5.26) which is
linear in u. On defining
B1 = ∂iΦΓiη− − 1
12
Γ11(6LiΓ
i + H˜ijkΓ
ijk)η− +
3
8
eΦΓ11(2S + F˜ijΓ
ij)η−
+
1
4 · 4!e
Φ(12XijΓ
ij + G˜j1j2j3j4Γ
j1j2j3j4)η− +
5
4
eΦm η− , (D.52)
one finds that the u-dependent part of (5.26) is proportional to
−1
2
Γi∇˜i(B1) + Ψ2B1 , (D.53)
where
Ψ2 = ∇˜iΦΓi + 1
8
hiΓ
i − 1
16
eΦXl1l2Γ
l1l2 − 1
192
eΦG˜l1l2l3l4Γ
l1l2l3l4 − 1
8
eΦm
+ Γ11
(
1
48
H˜l1l2l3Γ
l1l2l3 +
1
8
LiΓ
i +
1
16
eΦF˜l1l2Γ
l1l2 +
1
8
eΦS
)
. (D.54)
We have made use of the − component of (5.23) in order to evaluate the covariant derivative in
the above expression. In addition we have made use of the Bianchi identities (5.2) and the field
equations (5.3)-(5.8).
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D.4.5 The (5.21) condition
In order to show that (5.21) is implied by the independent KSEs we will show that it follows from
(5.20). First act on (5.20) with the Dirac operator Γi∇˜i and use the field equations (5.3) - (5.8)
and the Bianchi identities to eliminate the terms which contain derivatives of the fluxes and then
use (5.20) to rewrite the dh-terms in terms of ∆. Then use the conditions (5.23) and (5.24) to
eliminate the ∂iΦ-terms from the resulting expression, some of the remaining terms will vanish
as a consequence of (5.20). After performing these calculations, the condition (5.21) is obtained,
therefore it follows from section D.4.3 above that (5.21) is implied by (5.23) and (5.26) together
with the field equations and Bianchi identities mentioned above.
D.4.6 The (5.22) condition
In order to show that (5.22) is implied by the independent KSEs we can compute the following,
(
1
4
R˜+ Γij∇˜i∇˜j
)
η− + Γi∇˜i(B1)
+
(
− ∇˜iΦΓi + 1
4
hiΓ
i +
1
16
eΦXl1l2Γ
l1l2 +
1
192
eΦG˜l1l2l3l4Γ
l1l2l3l4 +
1
8
eΦm
+ Γ11(−1
4
LlΓ
l +
1
24
H˜l1l2l3Γ
l1l2l3 − 1
8
eΦS − 1
16
eΦF˜l1l2Γ
l1l2)
)
B1 = 0 ,
(D.55)
where we use the − component of (5.23) to evaluate the covariant derivative terms. The expression
above vanishes identically since the − component of (5.26) is equivalent to B1 = 0. In order to
obtain (5.22) from these expressions we make use of the Bianchi identities (5.2) and the field
equations (5.3)-(5.8). Therefore (5.22) follows from (5.23) and (5.26) together with the field
equations and Bianchi identities mentioned above.
D.4.7 The + (5.23) condition linear in u
Next consider the part of the + component of (5.23) which is linear in u. First compute
(
Γj(∇˜j∇˜i − ∇˜i∇˜j)− 1
2
R˜ijΓ
j
)
η− − ∇˜i(B1)−ΨiB1 = 0 , (D.56)
where
Ψi =
1
4
hi − Γ11(1
4
Li +
1
8
H˜ijkΓ
jk) , (D.57)
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and where we have made use of the − component of (5.23) to evaluate the covariant derivative
terms. The resulting expression corresponds to the expression obtained by expanding out the
u-dependent part of the + component of (5.23) by using the − component of (5.23) to evaluate
the covariant derivative. We have made use of the Bianchi identities (5.2) and the field equations
(5.3)-(5.7)
D.5 Calculation of Laplacian of ‖ η± ‖2
To establish the Lichnerowicz type theorems in 5.2.2, we calculate the Laplacian of ‖ η± ‖2. For
this let us generalise the modified horizon Dirac operator as D (±) = D(±) + qA(±) and assume
throughout that D (±)η± = 0; in section 5.2.2 we had set q = −1.
To proceed, we compute the Laplacian
∇˜i∇˜i||η±||2 = 2〈η±, ∇˜i∇˜iη±〉+ 2〈∇˜iη±, ∇˜iη±〉 . (D.58)
To evaluate this expression note that
∇˜i∇˜iη± = Γi∇˜i(Γj∇˜jη±)− Γij∇˜i∇˜jη±
= Γi∇˜i(Γj∇˜jη±) + 1
4
R˜η±
= Γi∇˜i(−Ψ(±)η± − qA(±)η±) + 1
4
R˜η± . (D.59)
It follows that
〈η±, ∇˜i∇˜iη±〉 = 1
4
R˜ ‖ η± ‖2 +〈η±,Γi∇˜i(−Ψ(±) − qA(±))η±〉
+ 〈η±,Γi(−Ψ(±) − qA(±))∇˜iη±〉 , (D.60)
and also
〈∇˜iη±, ∇˜iη±〉 = 〈∇ˆ(±)iη±, ∇ˆ(±)i η±〉 − 2〈η±, (Ψ(±)i + κΓiA(±))†∇˜iη±〉
− 〈η±, (Ψ(±)i + κΓiA(±))†(Ψ(±)i + κΓiA(±))η±〉
= ‖ ∇ˆ(±)η± ‖2 −2〈η±,Ψ(±)i†∇˜iη±〉 − 2κ〈η±,A(±)†Γi∇˜iη±〉
− 〈η±, (Ψ(±)i†Ψ(±)i + 2κA(±)†Ψ(±) + 8κ2A(±)†A(±))η±〉
= ‖ ∇ˆ(±)η± ‖2 −2〈η±,Ψ(±)i†∇˜iη±〉 − 〈η±,Ψ(±)i†Ψ(±)i η±〉
+ (2κq − 8κ2) ‖ A(±)η± ‖2 . (D.61)
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Therefore,
1
2
∇˜i∇˜i||η±||2 = ‖ ∇ˆ(±)η± ‖2 + (2κq − 8κ2) ‖ A(±)η± ‖2
+ 〈η±,
(
1
4
R˜+ Γi∇˜i(−Ψ(±) − qA(±))−Ψ(±)i†Ψ(±)i
)
η±〉
+ 〈η±,
(
Γi(−Ψ(±) − qA(±))− 2Ψ(±)i†
)
∇˜iη±〉 . (D.62)
In order to simplify the expression for the Laplacian, we shall attempt to rewrite the third line in
(D.62) as
〈η±,
(
Γi(−Ψ(±) − qA(±))− 2Ψ(±)i†
)
∇˜iη±〉 = 〈η±,F (±)Γi∇˜iη±〉+W (±)i∇˜i ‖ η± ‖2 ,
(D.63)
where F (±) is linear in the fields and W (±)i is a vector. This expression is particularly advan-
tageous, because the first term on the RHS can be rewritten using the horizon Dirac equation,
and the second term is consistent with the application of the maximum principle/integration by
parts arguments which are required for the generalised Lichnerowicz theorems. In order to rewrite
(D.63) in this fashion, note that
Γi(Ψ(±) + qA(±)) + 2Ψ(±)i† = (∓ hi ∓ (q + 1)Γ11Li + 1
2
(q + 1)Γ11H˜
i
`1`2Γ
`1`2 + 2q∇˜iΦ)
+
(± 1
4
hjΓ
j ± (q
2
+
1
4
)Γ11LjΓ
j
− ( q
12
+
1
8
)Γ11H˜`1`2`3Γ
`1`2`3 − q∇˜jΦΓj
)
Γi
+ (q + 1)
(
∓ 1
8
eΦX`1`2Γ
iΓ`1`2 +
5
4
eΦmΓi
+
1
96
eΦG˜`1`2`3`4Γ
iΓ`1`2`3`4
)
+ (q + 1)Γ11
(
± 3
4
eΦSΓi − 3
8
eΦF˜`1`2Γ
iΓ`1`2
)
. (D.64)
One finds that (D.63) is only possible for q = −1 and thus we have
W (±)i =
1
2
(2∇˜iΦ± hi) , (D.65)
and
F (±) = ∓1
4
hjΓ
j − ∇˜jΦΓj + Γ11
(
± 1
4
LjΓ
j +
1
24
H˜`1`2`3Γ
`1`2`3
)
. (D.66)
We remark that † is the adjoint with respect to the Spin(8)-invariant inner product 〈 , 〉. The
D.5. Calculation of Laplacian of ‖ η± ‖2 171
choice of inner product is such that
〈η+,Γ[k]η+〉 = 0, k = 2 (mod 4) and k = 3 (mod 4) ,
〈η+,Γ11Γ[k]η+〉 = 0, k = 1 (mod 4) and k = 2 (mod 4) , (D.67)
where Γ[k] denote skew-symmetric products of k gamma matrices. For a more detailed explanation
see [62]. It follows that
1
2
∇˜i∇˜i||η±||2 = ‖ ∇ˆ(±)η± ‖2 + (−2κ− 8κ2) ‖ A(±)η± ‖2 +W (±)i∇˜i ‖ η± ‖2
+ 〈η±,
(
1
4
R˜+ Γi∇˜i(−Ψ(±) +A(±))−Ψ(±)i†Ψ(±)i + F (±)(−Ψ(±) +A(±))
)
η±〉 .
(D.68)
Using (5.10) and the dilaton field equation (5.8), we get
R˜ = −∇˜i(hi) + 1
2
h2 − 4(∇˜Φ)2 − 2hi∇˜iΦ− 3
2
L2 +
5
12
H˜2
+
7
2
e2ΦS2 − 5
4
e2ΦF˜ 2 +
3
4
e2ΦX2 − 1
48
e2ΦG˜2 − 9
2
e2Φm2 . (D.69)
One obtains, upon using the field equations and Bianchi identities,
(
1
4
R˜ + Γi∇˜i(−Ψ(±) +A(±))−Ψ(±)i†Ψ(±)i + F (±)(−Ψ(±) +A(±))
)
η±
=
[(± 1
4
∇˜`1(h`2)∓
1
16
H˜i`1`2Li
)
Γ`1`2 +
(± 1
8
∇˜`1(eΦX`2`3)
+
1
24
∇˜i(eΦG˜i`1`2`3)∓
1
96
eΦhiG˜i`1`2`3 −
1
32
eΦX`1`2h`3 ∓
1
8
eΦ∇˜`1ΦX`2`3
− 1
24
eΦ∇˜iΦG˜i`1`2`3 ∓
1
32
eΦF˜`1`2L`3 ∓
1
96
eΦSH˜`1`2`3 −
1
32
eΦF˜ i`1H˜i`2`3
)
Γ`1`2`3
+ Γ11
((∓ 1
4
∇˜`(eΦS)− 1
4
∇˜i(eΦF˜i`) + 1
16
eΦSh` ± 1
16
eΦhiF˜i` ± 1
4
eΦ∇˜`ΦS
+
1
4
eΦ∇˜iΦF˜i` + 1
16
eΦLiXi` ∓ 1
32
eΦH˜ij`Xij − 1
96
eΦG˜ijk`H˜ijk ± 1
16
eΦmL`
)
Γ`
+
(∓ 1
4
∇˜`1(L`2)−
1
8
∇˜i(H˜i`1`2) +
1
4
∇˜iΦH˜i`1`2 ±
1
16
hiH˜i`1`2
)
Γ`1`2
+
(± 1
384
eΦG˜`1`2`3`4L`5 ±
1
192
eΦH˜`1`2`3X`4`5
+
1
192
eΦG˜i`1`2`3H˜i`4`5
)
Γ`1`2`3`4`5
)]
η±
+
1
2
(
1∓ 1)(hi∇˜iΦ− 1
2
∇˜ihi
)
η± . (D.70)
Note that with the exception of the final line of the RHS of (D.70), all terms on the RHS of the
above expression give no contribution to the second line of (D.68), using (D.67), since all these
terms in (D.70) are anti-Hermitian and thus the bilinears vanish. Furthermore, the contribution to
the Laplacian of ‖ η+ ‖2 from the final line of (D.70) also vanishes; however the final line of (D.70)
does give a contribution to the second line of (D.68) in the case of the Laplacian of ‖ η− ‖2. We
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proceed to consider the Laplacians of ‖ η± ‖2 separately, as the analysis of the conditions imposed
by the global properties of S differs slightly in the two cases. For the Laplacian of ‖ η+ ‖2, we
obtain from (D.68):
∇˜i∇˜i ‖ η+ ‖2 −(2∇˜iΦ + hi)∇˜i ‖ η+ ‖2= 2 ‖ ∇ˆ(+)η+ ‖2 −(4κ+ 16κ2) ‖ A(+)η+ ‖2 . (D.71)
This proves (5.37). The Laplacian of ‖ η− ‖2 is calculated from (D.68), on taking account of the
contribution to the second line of (D.68) from the final line of (D.70). One obtains
∇˜i(e−2ΦVi) = −2e−2Φ ‖ ∇ˆ(−)η− ‖2 +e−2Φ(4κ+ 16κ2) ‖ A(−)η− ‖2 , (D.72)
where
V = −d ‖ η− ‖2 − ‖ η− ‖2 h . (D.73)
This proves (5.40) and completes the proof.
Appendix E
D = 5 Supergravity Calculations
In this Appendix, we present conventions [71] for D = 5 supergravity coupled to vector multiplets,
as well as technical details of the analysis of the KSE for the near-horizon solutions.
E.1 Supersymmetry conventions
We first present a matrix representation of Cliff(4, 1) adapted to the basis (2.48). The space of
Dirac spinors is identified with C4 and we set
Γi =
 σi 0
0 − σi
 , Γ− =
 0 √2 I2
0 0
 , Γ+ =
 0 0√
2 I2 0
 (E.1)
where σi, i = 1, 2, 3 are the Hermitian Pauli matrices σiσj = δijI2 + iijkσk. Note that
Γ+− =
−I2 0
0 I2
 , (E.2)
and hence
Γ+−123 = −iI4 . (E.3)
It will be convenient to decompose the spinors into positive and negative chiralities with respect
to the lightcone directions as
 = + + − , (E.4)
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where
Γ+−± = ±± , or equivalently Γ±± = 0 . (E.5)
With these conventions, note that
Γij± = ∓iijkΓk± , Γijk± = ∓iijk± . (E.6)
The Dirac representation of Spin(4, 1) decomposes under Spin(3) = SU(2) as C4 = C2⊕C2 each
subspace specified by the lightcone projections Γ±. On each C2, we have made use of the Spin-
invariant inner product Re〈, 〉 which is identified with the real part of the standard Hermitian inner
product. On C2 ⊕ C2, the Lie algebra of Spin(3) is spanned by Γij , i, j = 1, 2, 3. In particular,
note that (Γij)
† = −Γij . We can also introduce a non-degenerate Spin(4, 1)×U(1) invariant inner
product B by,
B(, η) = 〈(Γ+ − Γ−), η〉 . (E.7)
The charge conjugation operator C can be chosen to be
C =
 iσ2 0
0 − iσ2
 = iΓ2 (E.8)
and satisfies C ∗ Γµ + ΓµC∗ = 0.1 Furthermore, if  is any Dirac spinor then
〈, C ∗ 〉 = 0 . (E.9)
E.2 Integrability conditions of D = 5 supergravity
In this Appendix, we summarize the integrability conditions for the five dimensional supergravity
coupled to arbitrarily many vector multiplets. We begin with the ungauged theory first, and
then consider the effect of including a U(1) gauge term. First we will state the supercovariant
connection Rµν given by,
[Dµ,Dν ] ≡ Rµν , (E.10)
1C∗ refers to taking the complex conjugate then a matrix multiplication by C
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where,
Rµν = 1
4
Rµν,ρσΓ
ρσ +XI
(
i
2
Γρ∇νF I µρ − i
2
Γρ∇µF I νρ − i
8
Γµ
ρσ∇νF I ρσ
+
i
8
Γν
ρσ∇µF I ρσ + 1
8
F IνρF
J
σκXJΓµ
ρσκ
)
+XIXJ
(
− 3
8
F I µ
ρF J ν
σΓρσ
− 1
8
F I µ
ρF J ρ
σΓνσ − 1
8
F I µ
ρF JσκΓνρσκ +
1
8
F I ν
ρF J ρ
σΓµσ
+
1
16
F IρσF J ρσΓµν
)
+
i
2
F I µ
ρΓρ∇νXI − i
2
F I ν
ρΓρ∇µXI
− i
8
F IρσΓµρσ∇νXI + i
8
F IρσΓνρσ∇µXI . (E.11)
To proceed, we consider the identity
Γν [Dµ,Dν ] + ΦIµAI
= −1
2
EµνΓ
ν+ iXI
(
− 3
4
BF IµνρΓ
νρ +
1
8
BF IνρλΓµ
νρλ
)

+ iXI
(
− 1
6
FFIνΓµ
ν +
1
3
FFIµ
)

= −1
2
EµνΓ
ν+ iXJ
(
− 1
2
QIJBF
J
µνρΓ
νρ +
1
12
QIJBF
J
νρλΓµ
νρλ
− 1
6
FFJνΓµ
ν +
1
3
FFJµ
)
 , (E.12)
where,
ΦIµ =
3i
8
∇µXI +QIJ
(
− 1
6
F JµνΓ
ν +
1
24
F JνρΓµ
νρ
)
, (E.13)
and
i
3
Γµ[Dµ,AI ] + θIJAJ
= FXI+
i
3
[(
QIJ − 3
2
XIXJ
)
BF JµνρΓ
µνρ − 2
(
δJI −XJXI
)
FFJµΓ
µ
]
 ,
(E.14)
where,
θIJ = XI
(
− 3i
4
∇µXJΓµ + 1
12
QJKF
K
µνΓ
µν
)
+
1
24
CIJKAK , (E.15)
The field equations and Bianchi identities are
Eµν = Rµν −QIJ
(
∇µXI∇νXJ + F IµρF Jνρ − 1
6
gµνF
I
ρλF
Jρλ
)
= 0 , (E.16)
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FXI = ∇µ (∇µXI)−∇µXM∇µXN
(
1
6
CIMN − 1
2
CMNKXIX
K
)
+
1
2
FMµνF
Nµν
(
CINPXMX
P − 1
6
CIMN − 6XIXMXN + 1
6
CMNJXIX
J
)
= 0 ,
(E.17)
FFIµ = ∇ν(QIJF Jµν)− 1
16
µ
νρλκCIJKF
J
νρF
K
λκ = 0 , (E.18)
BF Iµνρ = ∇[µF Iνρ] = 0 , (E.19)
We can decompose F I as
F I = FXI +GI , (E.20)
Where
XIF
I = F ,
XIG
I = 0 . (E.21)
The KSEs (3.56) and (3.57) become
Dµ ≡ ∇µ+ i
8
(
Γµ
νρ − 4δµνΓρ
)
Fνρ = 0 , (E.22)
AI = GIµνΓµν+ 2i∇µXIΓµ = 0
AI = QIJGJµνΓµν− 3i∇µXIΓµ = 0 , (E.23)
The field equations (E.16), (E.17) and (E.18) can also be decomposed as:
Eµν = Rµν − 3
2
FµρFν
ρ +
1
4
δµνF
2
− QIJ
(
∇µXI∇νXJ +GIµρGJνρ − 1
6
δµνG
I
ρdG
Jcd
)
= 0 , (E.24)
FXI = ∇µ∇µXI −
(
1
6
CMNI − 1
2
CMNKXIX
K
)
∇µXM∇µXN
− 2
3
QIJFµνG
Jµν − 1
12
(
CMNI −XICMNJXJ
)
GMµνG
Nµν = 0 , (E.25)
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and
FFIµ = XIFFµ + FGIµ = 0 , (E.26)
with
FFµ =
3
2
∇νFµν − 3
8
µ
νρλκFνρFλκ +
3
2
GI µν∇νXI − 1
16
CIJKX
Kµ
νρλκGIνρG
J
λκ = 0 ,
(E.27)
FGIµ = QIJ∇νGJ µν + 3
2
Fµ
ν∇νXI −GJ µν∇νXK
(
2QJKXI +
1
2
CIJK
)
− µ νρλκ
[
1
16
GJ νρG
K
λκ
(
CIJK − CJKLXIXL
)
+
1
8
CIJKFνρG
J
λκX
K
]
= 0 ,
(E.28)
and
FFµ = X
IFFIµ ,
XIFGIµ = 0 . (E.29)
Similarly the Bianchi identity (E.19) can be decomposed as:
BF Iµνρ = X
IBFµνρ +BG
I
µνρ = 0 , (E.30)
with
BFµνρ = ∇[aFνρ] −GI [µν∇ρ]XI = 0 , (E.31)
BGIµνρ =
(
δIJ −XIXJ
)
∇[µGJνρ] + F[µν∇ρ]XI = 0 (E.32)
and
BFµνρ = XIBF
I
µνρ ,
XIBG
I
µνρ = 0 . (E.33)
The integrability conditions (6.64) and (6.65) become:
Γν [Dµ,Dν ] + ΦIµAI
= −1
2
EµνΓ
ν+ i
(
− 3
4
BFµνρΓ
νρ +
1
8
BFνρλΓµ
νρλ − 1
4
FFνΓµ
ν +
1
2
FFµ
)
 ,
(E.34)
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where,
ΦIµ =
3i
8
∇µXI +QIJ
(
− 1
6
GJµνΓ
ν +
1
24
GJνρΓµ
νρ
)
, (E.35)
and
i
3
Γµ[Dµ,AI ] + θIJAJ ,
= FXI+ i
(
1
3
QIJBG
J
µνρΓ
µνρ − 2
3
FGIµΓ
µ
)
 , (E.36)
where,
θIJ = XI
(
− 3i
4
∇µXJΓµ + 1
12
QJKG
K
µνΓ
µν
)
+
1
24
CIJKAK . (E.37)
E.2.1 Inclusion of a U(1) gauge term
Having considered the analysis of the integrability conditions for the ungauged theory, we next
summarize the integrability conditions on including a SU(1) gauge term.
Again, we proceed by first stating the supercovariant connection Rµν given by,
[Dµ,Dν ] ≡ Rµν , (E.38)
where,
Rµν = 1
4
Rµν,ρσΓ
ρσ +XI
(
i
2
Γρ∇νF I µρ − i
2
Γρ∇µF I νρ − i
8
Γµ
ρσ∇νF I ρσ
+
i
8
Γν
ρσ∇µF I ρσ + 1
8
F IνρF
J
σκXJΓµ
ρσκ
)
+XIXJ
(
− 3
8
F I µ
ρF J ν
σΓρσ
− 1
8
F I µ
ρF J ρ
σΓνσ − 1
8
F I µ
ρF JσκΓνρσκ +
1
8
F I ν
ρF J ρ
σΓµσ
+
1
16
F IρσF J ρσΓµν
)
+ iχXJXI
(
1
2
F I µ
ρVJΓνρ − 1
2
F I ν
ρVJΓµρ
+
1
4
F IρσVJΓµνρσ
)
+
i
2
F I µ
ρΓρ∇νXI − i
2
F I ν
ρΓρ∇µXI
− i
8
F IρσΓµρσ∇νXI + i
8
F IρσΓνρσ∇µXI − 1
2
χVIΓµ∇νXI + 1
2
χVIΓν∇µXI
+
3i
2
χVI∇νAI µ − 3i
2
χVI∇µAI ν + 1
2
χ2VIVJX
IXJΓµν . (E.39)
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Now consider,
Γν [Dµ,Dν ] + ΦIµAI
= −1
2
EµνΓ
ν+ iXI
(
− 3
4
BF IµνρΓ
νρ +
1
8
BF IνρλΓµ
νρλ
)

+ iXI
(
− 1
6
FFIνΓµ
ν +
1
3
FFIµ
)

= −1
2
EµνΓ
ν+ iXJ
(
− 1
2
QIJBF
J
µνρΓ
νρ +
1
12
QIJBF
J
νρλΓµ
νρλ
− 1
6
FFJνΓµ
ν +
1
3
FFJµ
)
 , (E.40)
where
ΦIµ =
3i
8
∇µXI +QIJ
(
− 1
6
F JµνΓ
ν +
1
24
F JνρΓµ
νρ
)
+
1
4
iχVIΓµ , (E.41)
and
i
3
Γµ[Dµ,AI ] + θIJAJ ,
= FXI+
i
3
[(
QIJ − 3
2
XIXJ
)
BF JµνρΓ
µνρ − 2
(
δJI −XJXI
)
FFJµΓ
µ
]
 ,
(E.42)
where
θIJ = XI
(
− 3i
4
∇µXJΓµ + 1
12
QJKF
K
µνΓ
µν
)
+
1
24
CIJKAK
+
i
2
χ
(
XIVJ + CIJLQ
LMVM
)
. (E.43)
The field equations and Bianchi identities are
Eµν = Rµν −QIJ
(
∇µXI∇νXJ + F IµρF Jνρ − 1
6
gµνF
I
ρλF
Jρλ
)
+
2
3
χ2V (X)gµν = 0 , (E.44)
with the scalar potential given by V (X) = 9VIVJ(X
IXJ − 12QIJ)
FXI = ∇µ (∇µXI)−∇µXM∇µXN
(
1
6
CIMN − 1
2
CMNKXIX
K
)
+
1
2
FMµνF
Nµν
(
CINPXMX
P − 1
6
CIMN − 6XIXMXN + 1
6
CMNJXIX
J
)
+ 3χ2VMVN
(
1
2
CIJKQ
MJQNK +XI(Q
MN − 2XMXN )
)
= 0 , (E.45)
FFIµ = ∇ν(QIJF Jµν)− 1
16
µ
νρλκCIJKF
J
νρF
K
λκ = 0 (E.46)
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BF Iµνρ = ∇[µF Iνρ] = 0 . (E.47)
E.3 Scalar orthogonality condition
In this section, we shall prove that if LI∂aX
I = 0 for all values of a = 1, . . . , k − 1, i.e if LI is
perpendicular to all ∂aX
I , then it must be parallel toXI . To establish the first result, it is sufficient
to prove that the elements of the set {∂aXI , a = 1, . . . , k − 1} are linearly independent. Given
this, the condition LI∂aX
I = 0 for all values of a = 1, . . . , k − 1 implies that LI is orthogonal to
all linearly independent k−1 elements of this set, and hence must be parallel to the 1-dimensional
orthogonal complement to the set, which is parallel to XI .
It remains to prove the following Lemma.
Lemma: The elements of the set {∂aXI , a = 1, . . . , k − 1} are linearly independent.
Proof: Let Na for a = 1, . . . , k − 1 be constants, where at least one is non-zero and suppose
Na∂aX
I = 0, then we have from (3.49)
habN
a = QIJ∂aX
I∂bX
JNa = 0 , (E.48)
as hab is non-degenerate, this implies that N
a = 0 for all a = 1, . . . , k−1, which is a contradiction
to our assumption that not all are zero and thus the elements of the set are linearly independent.
We remark that an equivalent statement implied by the above reasoning is that if LI∂aXI = 0 for
all a = 1, . . . k − 1 then LI must be parallel to XI .
E.4 Simplification of KSEs on S
In this Appendix we show how several of the KSEs on S are implied by the remaining KSEs,
together with the field equations and Bianchi identities. To begin, we show that (6.64), (6.65),
(6.68), and (6.71) which contain τ+ are implied from those containing φ+, along with some of the
field equations and Bianchi identities. Then, we establish that (6.66) and the terms linear in u in
(6.67) and (6.70) from the + component are implied by the field equations, Bianchi identities and
the − component of (6.67) and (6.70). A particular useful identity is obtained by considering the
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integrability condition of (6.67), which implies that
(∇˜j∇˜i − ∇˜i∇˜j)φ± =
(
± 1
4
∇˜j(hi)∓ 1
4
∇˜i(hj)± i
4
∇˜j(α)Γi ∓ i
4
∇˜i(α)Γj
+
i
2
∇˜j(F˜i`)Γ` − i
2
∇˜i(F˜j`)Γ` − i
8
∇˜j(F˜`1`2)Γi`1`2
+
i
8
∇˜i(F˜`1`2)Γj`1`2 ∓ αF˜j`Γi` ±
1
4
αF˜i
`Γj
` +
1
8
F˜j
λF˜λ`Γi
`
− 1
8
F˜i
λF˜λ`Γj
` − 3
8
F˜i`1 F˜j`2Γ
`1`2 − 1
8
α2Γij +
1
16
F˜ 2Γij
+
1
2
χ2VIVJX
IXJΓij ∓ i
2
χVIX
IαΓij − χVIΓ[i∇˜j](XI)
− 3i
2
χVI F˜
I
ij + iχVIX
I F˜[i|`|Γj]`
)
φ± . (E.49)
This will be used in the analysis of (6.64), (6.66), (6.68) and the positive chirality part of (6.67)
which is linear in u. In order to show that the conditions are redundant, we will be considering
different combinations of terms which vanish as a consequence of the independent KSEs. However,
non-trivial identities are found by explicitly expanding out the terms in each case.
E.4.1 The condition (6.64)
It can be shown that the algebraic condition on τ+ (6.64) is implied by the independent KSEs.
Let us define,
ξ1 =
(
1
2
∆− 1
8
(dh)ijΓ
ij − i
4
βiΓ
i +
3i
2
χVIα
I
)
φ+
+ 2
(
1
4
hiΓ
i − i
8
(−F˜jkΓjk + 4α) + 1
2
χVIX
I
)
τ+ , (E.50)
where ξ1 = 0 is equal to the condition (6.64). It is then possible to show that this expression for
ξ1 can be re-expressed as
ξ1 =
(
− 1
4
R˜− Γij∇˜i∇˜j
)
φ+ + µIAI1 = 0 , (E.51)
where the first two terms cancel as a consequence of the definition of curvature, and
µI =
3i
16
Γi∇˜iXI −QIJ
(
7
24
LJ +
5
48
G˜J`1`2Γ
`1`2
)
+
i
8
χVI , (E.52)
the scalar curvature is can be written as
R˜ = −2∆− 1
2
h2 +
7
2
α2 +
5
4
F˜ 2 − 2
3
χ2U +QIJ
(
7
3
LILJ +
5
6
G˜I`1`2G˜J`1`2 + ∇˜iXI∇˜iXJ
)
,
(E.53)
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and
AI1 =
[
G˜I ijΓ
ij − 2LI + 2i∇˜iXIΓi − 6iχ
(
QIJ − 2
3
XIXJ
)
VJ
]
φ+ . (E.54)
The expression appearing in (E.54) vanishes because AI1 = 0 is equivalent to the positive chirality
part of (6.70). Furthermore, the expression for ξ1 given in (E.51) also vanishes. We also use (E.49)
to evaluate the terms in the first bracket in (E.51) and explicitly expand out the terms with AI1.
In order to obtain (6.64) from these expressions we make use of the Bianchi identities (6.51), the
field equations (6.53) and (6.54). We have also made use of the +− component of the Einstein
equation (6.56) in order to rewrite the scalar curvature R˜ in terms of ∆. Therefore (6.64) follows
from (6.67) and (6.70) together with the field equations and Bianchi identities mentioned above.
E.4.2 The condition (6.65)
Here we will show that the algebraic condition on τ+ (6.65) follows from (6.64). It is convenient
to define
ξ2 =
(
1
4
∆hiΓ
i − 1
4
∂i∆Γ
i
)
φ+ +
(
− 1
8
(dh)ijΓ
ij +
3i
4
βiΓ
i +
3i
2
χVIα
I
)
τ+ , (E.55)
where ξ2 = 0 equals the condition (6.65). One can show after a computation that this expression
for ξ2 can be re-expressed as
ξ2 = −1
4
Γi∇˜iξ1 + 7
16
hjΓ
jξ1 = 0 , (E.56)
which vanishes because ξ1 = 0 is equivalent to the condition (6.64). In order to obtain this, we
use the Dirac operator Γi∇˜i to act on (6.64) and apply the Bianchi identities (6.51) with the field
equations (6.53), (6.54) and (6.57) to eliminate the terms which contain derivatives of the fluxes,
and we can also use (6.64) to rewrite the dh-terms in terms of ∆. We then impose the algebraic
conditions (6.70) and (6.71) to eliminate the ∇˜iXI -terms, of which some of the remaining terms
will vanish as a consequence of (6.64). We then obtain the condition (6.65) as required, therefore
it follows from section E.4.1 above that (6.65) is implied by (6.67) and (6.70) together with the
field equations and Bianchi identities mentioned above.
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E.4.3 The condition (6.68)
Here we will show the differential condition on τ+ (6.68) is not independent. Let us define
λi = ∇˜iτ+ +
(
− 3
4
hi − i
4
αΓi − i
8
F˜jkΓi
jk +
i
2
F˜ijΓ
j − 3i
2
χVIA˜
I
i − 1
2
χVIX
IΓi
)
τ+
+
(
− 1
4
(dh)ijΓ
j − i
4
βjΓi
j +
i
2
βi
)
φ+ , (E.57)
where λi = 0 is equivalent to the condition (6.68). We can re-express this expression for λi as
λi =
(
− 1
4
R˜ijΓ
j +
1
2
Γj(∇˜j∇˜i − ∇˜i∇˜j)
)
φ+ +
1
2
Λi,IAI1 = 0 , (E.58)
where the first terms again cancel from the definition of curvature, and
Λi,I =
3i
8
∇˜iXI +QIJ
(
1
24
G˜J`1`2Γi
`1`2 − 1
6
G˜J ijΓ
j − 1
12
LJΓi
)
+
i
4
χVIΓi . (E.59)
This vanishes as AI1 = 0 is equivalent to the positive chirality component of (6.70). The identity
(E.58) is derived by making use of (E.49), and explicitly expanding out the AI1 terms. We
can also evaluate (6.68) by substituting in (6.69) to eliminate τ+, and use (6.67) to evaluate the
supercovariant derivative of φ+. Then, on adding this to (E.58), one obtains a condition which
vanishes identically on making use of the Einstein equation (6.56). Therefore it follows that (6.68)
is implied by the positive chirality component of (6.67), (6.69) and (6.70), the Bianchi identities
(6.51) and the gauge field equations (6.53) and (6.54).
E.4.4 The condition (6.71)
Here we will show that the algebraic condition containing τ+ (6.71) follows from the independent
KSEs. We define
AI2 =
[
G˜I ijΓ
ij + 2LI − 2i∇˜iXIΓi − 6iχ
(
QIJ − 2
3
XIXJ
)
VJ
]
τ+ + 2M
I
iΓ
iφ+ ,
(E.60)
and also set
AI,2 = QIJAJ2 , (E.61)
where AI2 = 0 equals the expression in (6.71). The expression for AI,2 can be rewritten as
AI,2 = −1
2
Γi∇˜i(AI,1) + ΦIJAJ1 , (E.62)
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where,
ΦIJ =
(
− 3
4
QJKXI − 1
8
CIJK
)
Γ`∇˜`XK + i
2
(
1
4
QJKXI +
1
8
CIJK
)(
G˜K`1`2Γ
`1`2 − 2LK
)
+ QIJ
(
i
16
F˜`1`2Γ
`1`2 − i
8
α+
3
8
h`Γ
` +
3i
4
χVKA˜
K
`Γ
` − 3
4
χVKX
K
)
+ χ
(
− 3
8
CIJKQ
KM − 3
4
XIδ
M
J
)
VM , (E.63)
and AI,1 = QIJAJ1. In evaluating the above conditions, we have made use of the + component
of (6.67) in order to evaluate the covariant derivative in the above expression. In addition we
have made use of the Bianchi identities (6.51) and the field equations (6.53), (6.54) and (6.57). It
follows from (E.62) that AI,2 = 0 as a consequence of the condition AI,1 = 0, which as we have
already noted is equivalent to the positive chirality part of (6.70).
E.4.5 The condition (6.66)
In order to show that (6.66) is implied by the independent KSEs, we define
κ =
(
− 1
2
∆− 1
8
(dh)ijΓ
ij − 3i
4
βiΓ
i +
3i
2
χVIα
I
+ 2
(− 1
4
hiΓ
i − i
8
(F˜jkΓ
jk + 4α)− 1
2
χVIX
I
)
Θ−
)
φ− , (E.64)
where κ equals the condition (6.66). Again, this expression can be rewritten as
κ =
(
1
4
R˜+ Γij∇˜i∇˜j
)
η− − µIBI1 = 0 , (E.65)
where we use the (E.49) to evaluate the terms in the first bracket, and
µI =
3i
16
Γi∇˜iXI −QIJ
(
− 7
24
LJ +
5
48
G˜J`1`2Γ
`1`2
)
+
i
8
χVI . (E.66)
The expression above vanishes identically since the negative chirality component of (6.70) is equiv-
alent to BI1 = 0. In order to obtain (6.66) from these expressions we make use of the Bianchi
identities (6.51) and the field equations (6.53),(6.54) and (6.57). Therefore (6.66) follows from
(6.67) and (6.70) together with the field equations and Bianchi identities mentioned above.
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E.4.6 The positive chirality part of (6.67) linear in u
Since φ+ = η+ + uΓ+Θ−η−, we must consider the part of the positive chirality component of
(6.67) which is linear in u. We begin by defining
BI,1 =
[
G˜I ijΓ
ij + 2LI + 2i∇˜iXIΓi − 6iχ
(
QIJ − 2
3
XIXJ
)
VJ
]
η− . (E.67)
We then determine that BI,1 satisfies the following expression
(
1
2
Γj(∇˜j∇˜i − ∇˜i∇˜j)− 1
4
R˜ijΓ
j
)
η− +
1
2
Λi,IBI1 = 0 , (E.68)
where BI,1 = QIJBJ1, and
Λi,I =
3i
8
∇˜iXI +QIJ
(
1
24
G˜J`1`2Γi
`1`2 − 1
6
G˜J ijΓ
j +
1
12
LJΓi
)
+
i
4
χVIΓi . (E.69)
We note that BI,1 = 0 is equivalent to the negative chirality component of (6.70). Next, we use
(E.49) to evaluate the terms in the first bracket in (E.68) and explicitly expand out the terms
with BI1. The resulting expression corresponds to the expression obtained by expanding out the
u-dependent part of the positive chirality component of (6.67) by using the negative chirality
component of (6.67) to evaluate the covariant derivative. We have made use of the Bianchi
identities (6.51) and the gauge field equations (6.53) and (6.54).
E.4.7 The positive chirality part of condition (6.70) linear in u
Again, as φ+ = η+ + uΓ+Θ−η−, we must consider the part of the positive chirality component of
(6.70) which is linear in u. One finds that the u-dependent part of (6.70) is proportional to
−1
2
Γi∇˜i(BI,1) + ΦIJBJ1 , (E.70)
where
ΦIJ =
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CIJK
)
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QJKXI +
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8
CIJK
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G˜K`1`2Γ
`1`2 + 2LK
)
+ QIJ
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χVKA˜
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`Γ
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4
χVKX
K
)
+ χ
(
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8
CIJKQ
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4
XIδ
M
J
)
VM (E.71)
and where we use the (E.49) to evaluate the terms in the first bracket. In addition we have made
use of the Bianchi identities (6.51) and the field equations (6.53), (6.54) and (6.57).
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E.5 Global analysis: Lichnerowicz theorems
To establish the Lichnerowicz type theorems, we first calculate the Laplacian of ‖ η± ‖2. Here we
will assume throughout that D (±)η± = 0,
∇˜i∇˜i||η±||2 = 2Re〈η±, ∇˜i∇˜iη±〉+ 2Re〈∇˜iη±, ∇˜iη±〉 . (E.72)
To evaluate this expression note that
∇˜i∇˜iη± = Γi∇˜i(Γj∇˜jη±)− Γij∇˜i∇˜jη±
= Γi∇˜i(Γj∇˜jη±) + 1
4
R˜η±
= Γi∇˜i(−Ψ(±)η± − qIAI,(±)η±) + 1
4
R˜η± . (E.73)
Therefore the first term in (E.72) can be written as,
Re〈η±, ∇˜i∇˜iη±〉 = 1
4
R˜ ‖ η± ‖2 +Re〈η±,Γi∇˜i(−Ψ(±) − qIAI,(±))η±〉
+ Re〈η±,Γi(−Ψ(±) − qIAI,(±))∇˜iη±〉 . (E.74)
For the second term in (E.72) we write,
Re〈∇˜iη±, ∇˜iη±〉 = Re〈∇ˆ(±)iη±, ∇ˆ(±)i η±〉 − 2Re〈η±, (Ψ(±)i + κIΓiAI,(±))†∇˜iη±〉
− Re〈η±, (Ψ(±)i + κIΓiAI,(±))†(Ψ(±)i + κJΓiAJ,(±))η±〉
= ‖ ∇ˆ(±)η± ‖2 −2Re〈η±,Ψ(±)i†∇˜iη±〉 − 2κIRe〈η±,AI,(±)†Γi∇˜iη±〉
− Re〈η±, (Ψ(±)i†Ψ(±)i + 2κIAI,(±)†Ψ(±) + 3κIκJAI,(±)†AJ,(±))η±〉
= ‖ ∇ˆ(±)η± ‖2 −2Re〈η±,Ψ(±)i†∇˜iη±〉 − Re〈η±,Ψ(±)i†Ψ(±)i η±〉
+ (2κIqJ − 3κIκJ)Re〈AI,(±)η±,AJ,(±)η±〉 . (E.75)
Therefore using (E.74) and (E.75) with (E.72) we have,
1
2
∇˜i∇˜i||η±||2 = ‖ ∇ˆ(±)η± ‖2 + (2κIqJ − 3κIκJ)Re〈AI,(±)η±,AJ,(±)η±〉
+ Re〈η±,
(
1
4
R˜+ Γi∇˜i(−Ψ(±) − qIAI,(±))−Ψ(±)i†Ψ(±)i
)
η±〉
+ Re〈η±,
(
Γi(−Ψ(±) − qIAI,(±))− 2Ψ(±)i†
)
∇˜iη±〉 . (E.76)
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In order to simplify the expression for the Laplacian, we shall attempt to rewrite the third line in
(E.76) as
Re〈η±,
(
Γi(−Ψ(±) − qIAI,(±))− 2Ψ(±)i†
)
∇˜iη±〉 = Re〈η±,F (±)Γi∇˜iη±〉
+ W (±)i∇˜i ‖ η± ‖2 , (E.77)
where F (±) is linear in the fields and W (±)i is a vector.2 After a computation, one finds that this
is only possible for qI = 0, thus we obtain
Γi(−Ψ(±))− 2Ψ(±)i† = ±hi +
(
∓ 1
4
hjΓ
j ± i
4
α+
i
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F˜`1`2Γ
`1`2 − 3i
2
χVIA˜
I
`Γ
` − 5
2
χVIX
I
)
Γi ,
(E.78)
where
W (±)i = ±1
2
hi , (E.79)
F (±) = ∓1
4
hjΓ
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4
α+
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F˜`1`2Γ
`1`2 − 3i
2
χVIA˜
I
`Γ
` − 5
2
χVIX
I . (E.80)
We remark that † is the adjoint with respect to the Spinc(3)-invariant inner product Re〈 , 〉.3 We
also have the following identities
Re〈η+,Γ`1`2η+〉 = Re〈η+,Γ`1`2`3η+〉 = 0 , (E.81)
and
Re〈η+, iΓ`η+〉 = 0. (E.82)
It follows that
1
2
∇˜i∇˜i||η±||2 = ‖ ∇ˆ(±)η± ‖2 − 3κIκJRe〈AI,(±)η±,AJ,(±)η±〉 +W (±)i∇˜i ‖ η± ‖2
+ Re〈η±,
(
1
4
R˜+ Γi∇˜i(−Ψ(±))−Ψ(±)i†Ψ(±)i + F (±)(−Ψ(±))
)
η±〉 .
(E.83)
2This expression is useful since we can eliminate the differential term Γi∇˜iη± by using the modified horizon
Dirac equation (6.80) and write it in terms of an algebraic condition on η±. The second term gives a vector which
is consistent when you apply the maximum principle and integration by parts arguments in order to establish the
generalised Lichnerowicz theorems.
3Where Spinc(3) = Spin(3) × U(1) and in order to compute the adjoints above we note that the Spinc(3)-
invariant inner product is positive definite and symmetric.
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It is also useful to evaluate R˜ using (6.56); we obtain
R˜ = −∇˜i(hi) + 1
2
h2 +
3
2
α2 +
3
4
F˜ 2 − 2χ2U +QIJ
(
∇˜iXI∇˜iXJ + LILJ + 1
2
G˜I `1`2G˜
J`1`2
)
.
(E.84)
One obtains, upon using the field equations and Bianchi identities,
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1
4
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(
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One can show that the third line in (E.85) can be written in terms of the Algebraic KSE (6.75),
in particular we find,
1
16
QIJAI,(±)†AJ,(±)η± =
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1
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QIJG˜
I`1`2G˜J`1`2 +
1
4
QIJL
ILJ +
9
4
χ2VIVJQ
IJ
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2
χ2VIVJX
IXJ +
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QIJ∇˜`XI∇˜`XJ − 3
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χVI∇˜`XIΓ`
+
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G˜I `1`2∇˜`3XIΓ`1`2`3 +
3i
4
χVIG˜
I
`1`2Γ
`1`2
)
η± . (E.86)
Note using (E.81) and (E.82) all the terms on the RHS of the above expression, with the exception
of the final two lines, vanish in the second line of (E.83) since all these terms in (E.85) are anti-
Hermitian. Also, for η+ the final line in (E.85) also vanishes and thus there is no contribution
to the Laplacian of ‖ η+ ‖2 in (E.83). For η− the final line in (E.85) does give an extra term in
the Laplacian of ‖ η− ‖2 in (E.83). For this reason, the analysis of the conditions imposed by the
global properties of S is different in these two cases and thus we will consider the Laplacians of
‖ η± ‖2 separately.
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For the Laplacian of ‖ η+ ‖2, we obtain from (E.83):
∇˜i∇˜i ‖ η+ ‖2 −hi∇˜i ‖ η+ ‖2 = 2 ‖ ∇ˆ(+)η+ ‖2
+
(
1
16
QIJ − 3κIκJ
)
Re〈AI,(+)η+,AJ,(+)η+〉.
(E.87)
The maximum principle thus implies that η+ are Killing spinors on S, i.e.
∇(+)η+ = 0, AI,(+)η+ = 0 , (E.88)
and moreover ‖ η+ ‖= const. The Laplacian of ‖ η− ‖2 is calculated from (E.83), on taking
account of the contribution to the second line of (E.83) from the final line of (E.85). One obtains
The Laplacian of ‖ η− ‖2 is calculated from (E.83), on taking account of the contribution to the
second line of (E.83) from the final line of (E.85). One obtains
∇˜i
(
∇˜i ‖ η− ‖2 + ‖ η− ‖2 hi
)
= 2 ‖ ∇ˆ(−)η− ‖2
+
(
1
16
QIJ − 3κIκJ
)
Re〈AI,(−)η−,AJ,(−)η−〉 .
(E.89)
On integrating this over S and assuming that S is compact and without boundary, the LHS
vanishes since it is a total derivative and one finds that η− are Killing spinors on S, i.e
∇(−)η− = 0, AI,(−)η− = 0 . (E.90)
This establishes the Lichnerowicz type theorems for both positive and negative chirality spinors
η± which are in the kernels of the horizon Dirac operators D (±): i.e.
{ ∇(±)η± = 0, and AI,(±)η± = 0 } ⇐⇒ D (±)η± = 0 . (E.91)
Appendix F
sl(2,R) Symmetry and Spinor
Bilinears
In this Appendix we present some formulae which are generic in the analysis of the sl(2,R)
symmetry
 = η+ + uΓ+Θ−η− + η− + rΓ−Θ+η+ + ruΓ−Θ+Γ+Θ−η− . (F.1)
Since the η− and η+ Killing spinors appear in pairs, let us choose a η− Killing spinor. Then from
the results of the previous chapters, horizons with non-trivial fluxes also admit η+ = Γ+Θ−η−
as a Killing spinors. Using η− and η+ = Γ+Θ−η−, one can construct two linearly independent
Killing spinors on the spacetime as
1 = η− + uη+ + ruΓ−Θ+η+ , 2 = η+ + rΓ−Θ+η+ . (F.2)
Now consider the spinor bilinear,
K(ζ1, ζ2) = 〈(Γ+ − Γ−)ζ1,Γaζ2〉 ea . (F.3)
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In order to evaluate this bilinear explicitly in our analysis, it is useful to note the following
identities:
Γ+1 = Γ+η− + 2urΘ+η+ ,
Γ−1 = uΓ−η+ ,
Γi1 = Γiη− + uΓiη+ − urΓ−ΓiΘ+η+ ,
(Γ+ − Γ−)1 = Γ+ + 2urΘ+η+ − uΓ−η+ , (F.4)
and
Γ+2 = 2rΘ+η+ ,
Γ−2 = Γ−η+ ,
Γi2 = Γiη+ − rΓ−ΓiΘ+η+ ,
(Γ+ − Γ−)2 = 2rΘ+η+ − Γ−η+ . (F.5)
By expanding the above in (F.3) and using the identities (F.4) and (F.5), one can compute the
1-form bilinears of the Killing spinors 1 and 2
K1(1, 2) = (2r〈Γ+η−,Θ+η+〉+ u2r∆ ‖ η+ ‖2) e+ − 2u ‖ η+ ‖2 e− + Viei ,
K2(2, 2) = r
2∆ ‖ η+ ‖2 e+ − 2 ‖ η+ ‖2 e− ,
K3(1, 1) = (2 ‖ η− ‖2 +4ru〈Γ+η−,Θ+η+〉+ r2u2∆ ‖ η+ ‖2)e+ − 2u2 ‖ η+ ‖2 e− + 2uViei ,
(F.6)
where we have set
Vi = 〈Γ+η−,Γiη+〉 . (F.7)
Note that given a 1-form
X = Xae
a = X+e
+ +X−e− +Xiei . (F.8)
One can rewrite the corresponding vector field as,
X˜ = X˜a∂a = X˜
+∂+ + X˜
−∂− + X˜i∂i (F.9)
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Note in this case with the given metric one has X˜+ = X− and X˜− = X+. One can also express
the frame derivatives in terms of co-ordinates as
∂+ = ∂u +
1
2
r2∆∂r
∂− = ∂r
∂i = ∂˜i − rhi∂r . (F.10)
Now the vector field (F.9) can be expressed as
X˜ = X−∂u +
(
1
2
r2∆X− +X+ − rXihi
)
∂r +X
i∂˜i . (F.11)
In particular, the components of LXg with respect to the basis (2.48) are then given by:
(LXg)++ = 2∂uX+ + r2∆∂rX+ − 2r∆X+ + r2(∆hi − ∇˜i∆)Xi ,
(LXg)−− = ∂rX− ,
(LXg)+− = ∂uX− + 1
2
r2∆∂rX− + ∂rX+ + r∆X− − hiXi ,
(LXg)+i = ∂uXi + 1
2
r2∆∂rXi + ∂˜iX+ − rhi∂rX+
− 1
2
r2(∆hi − ∇˜i∆)X− + hiX+ − r(dh)ijXj ,
(LXg)−i = ∂rXi + ∂˜iX− − rhi∂rX− ,
(LXg)ij = ∇˜iXj + ∇˜jXi . (F.12)
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