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ABSTRACT
Channel-based pruning has achieved significant successes
in accelerating deep convolutional neural network, whose
pipeline is an iterative three-step procedure: ranking, pruning
and fine-tuning. However, this iterative procedure is com-
putationally expensive. In this study, we present a novel
computationally efficient channel pruning approach based
on the coarse ranking that utilizes the intermediate results
during fine-tuning to rank the importance of filters, built
upon state-of-the-art works with data-driven ranking criteria.
The goal of this work is not to propose a single improved
approach built upon a specific channel pruning method, but
to introduce a new general framework that works for a se-
ries of channel pruning methods. Various benchmark image
datasets (CIFAR-10, ImageNet, Birds-200, and Flowers-
102) and network architectures (AlexNet and VGG-16) are
utilized to evaluate the proposed approach for object classifi-
cation purpose. Experimental results show that the proposed
method can achieve almost identical performance with the
corresponding state-of-the-art works (baseline) while our
ranking time is negligibly short. In specific, with the pro-
posed method, 75% and 54% of the total computation time
for the whole pruning procedure can be reduced for AlexNet
on CIFAR-10, and for VGG-16 on ImageNet, respectively.
Our approach would significantly facilitate pruning practice,
especially on resource-constrained platforms.
Index Terms— neural network acceleration, channel
pruning, coarse ranking, deep neural network
1. INTRODUCTION
The over-parameterization of deep convolutional neural net-
works (DCNN) has become a widely-recognized problem,
while they have achieved significant success in a wide range
of tasks [1, 2, 3, 4, 5, 6]. In recent years, channel pruning
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[7, 8, 9, 10, 11] has been proved to be an effective technique to
reduce the size of a DCNN while sustaining its performance.
It can remove the entire filters, as well as their corresponding
feature maps [8, 9, 12], so that no customized hardware are
needed [7, 13]. A typical channel pruning procedure is as fol-
lows. Given a pre-trained DCNN, all the filters in the DCNN
are ranked with a certain criterion and then the lowest ranked
(i.e., least important) filters are pruned. Finally, the remaining
sub-network is finetuned to alleviate performance loss. The
ranking, pruning and fine-tuning are processed iteratively un-
til a target (e.g., a desired pruning ratio or the maximal per-
formance degradation) is satisfied, shown in Fig. 1(top).
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Fig. 1: Comparison of the typical channel pruning pipeline (top) and
the proposed innovative pipeline (bottom).
An appropriate criterion for ranking filters is considered
as playing a dominant role in a successful channel pruning ap-
proach. Numerous criteria have been proposed [8, 12, 9, 14],
among which, a significant branch is based on data-driven cri-
teria. These approaches usually require a large number of
training samples to be fed into the neural network in order
to obtain reasonable ranking results, which can be computa-
tionally expensive. Our concurrent work shows that a pre-
cise filters ranking may not be necessary, since with a cer-
tain ranking criterion, pruning relative low-ranked filters can
achieve almost identical performance as pruning the lowest-
ranked ones. In this paper, we also verify this observation in
the experiments (Section 3.1). Inspired by this finding, we
propose a novel channel pruning approach based on coarse
ranking, which embeds the ranking step into the fine-tuning
step by utilizing the intermediate computation results during
fine-tuning for ranking purpose. Consequently, ranking time
can be significantly reduced. The proposed pipeline is illus-
trated in Fig. 1(bottom).
We evaluate our approach with various benchmark archi-
tectures and datasets for object classification purpose. Exper-
imental results demonstrate that the proposed approach can
achieve comparable performance as the baseline, i.e. state-of-
the-art approaches with precise ranking in a separate phase.
Meanwhile, our ranking time can be reduced to less than 0.01
second, which is negligibly short, and the overall pruning time
is reduced by 75% on AlexNet and around 60% on VGG-16.
These results demonstrate that our method can significantly
speed up the channel pruning procedure, and can facilitate the
pruning practice, especially on resource-limited platforms.
2. METHODOLOGY
2.1. The Overall Proposed Innovative Framework
Given a pre-trained DCNN, most existing channel pruning
approaches follow an iterative three-step pipeline shown in
Fig. 1(top): (1) ranking filters with an importance-based
criterion, (2) pruning the least important filters, and (3) fine-
tuning the remaining sub-network to alleviate performance
loss. With this pipeline, most existing channel pruning meth-
ods are devoted to developing sophisticated ranking criteria.
Among the numerous criteria, a significant branch is data-
driven based criteria that calculate the importance of filters
based on the values obtained in the feed-forward, back-
propagation, or both passes of the neural network. In order to
obtain a precise ranking results, lots of training samples have
to be fed into the DCNN and corresponding feed-forward and
back-propagation are processed expensively.
Even though we call step (1) as ranking, it actually in-
cludes two sub-steps, calculating the importance scores of fil-
ters with a certain criterion, and ranking the filters with their
scores. What is computationally costly is not ranking a set of
values but the process of feed-forward and back-propagation
which are required for calculating the importance-based score
of filters. Since the feed-forward and back-propagation are
also processed during the fine-tuning phase, it is potential to
borrow the computation results from fine-tuning instead of
calculating them in a separate ranking phase.
Hence, we propose to calculate the importance-based
scores of filters with the intermediate computation results
from the fine-tuning phase and use these scores to rank fil-
ters. We name this ranking approach as coarse ranking. This
approach would inevitably result in an imprecise ranking due
to the dynamic network weights, which raises concerns that
pruning performance would be degraded. However, based on
our empirical study, a slightly imprecise ranking can actually
achieve comparable performance with precise ranking. More
experimental details are presented in Section 3.1. This finding
provides a fundamental building block for the proposed inno-
vative framework for channel pruning. The overall proposed
framework is shown in Fig. 1(bottom).
2.2. Channel PruningMethods with Data-drivenCriteria
The proposed computationally efficient channel pruning
framework works for a series of existing state-of-the-art
methods using data-driven criteria for ranking. In the follow-
ing paragraphs, we introduce several state-of-the-art channel
pruning methods. We also present to use Spearmans rank
correlation coefficient [15] to measure the correlation be-
tween the baseline (precise ranking) and the proposedmethod
(coarse ranking).
Taylor expansion [9]. Consider a DCNNwithL convolu-
tional layers, parameterized byW = {w11 , w
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L }, where Ci is the number of filters
in the i-th layer. Given a training set D, the loss function is
C(D,W ). The objective of this pruning method is to mini-
mize the loss change |∆C| when there are at mostB non-zero
filters in the network, parameterized byW ′:
minimize
W ′
|C(D,W ′)− C(D,W )| s.t. ||W ′||0 ≤ B.
SupposeH = {h11, h
2
1, · · · , h
CL
L } are the feature maps of
the corresponding filters w, then the loss change of removing
hi can be calculated with Eq. 1.
|∆C(hi)| = |C(D,hi = 0)− C(D,hi)|, (1)
where C(D,hi = 0) and C(D,hi) are the losses when hi is
and is not pruned, respectively. The first-order Taylor poly-
nomial at hi = 0 is:
C(D,hi = 0) = C(D,hi) +
δC
δhi
hi +R1(hi = 0),
where the higher order residual R1(hi = 0) =
δ2C
δ(h2
i
=ξ)
h2
i
2 ,
and ξ ∈ (0, hi). Since this approach only consider the first
order estimation, R1 is neglected. Thus, Eq. 1 can be rewrit-
ten as:
|∆C(hi)| = |C(D,hi) +
δC
δhi
hi − C(D,hi)| = |
δC
δhi
hi|.
hi and
δC
δhi
can be obtained in the feed-forward and back-
propagation passes by feeding a batch of samples to the
DCNN. |∆C(hi)| represents the importance of the filter cor-
responding to hi.
Mean activation [12]. Suppose ai is the activation values
of the feature map hi after ReLU. This approach considers
the average ℓ1-norms of the associated feature maps, Ai, cal-
culated by Eq. 2 as the importance scores.
Ai =
1
|a|
∑
i
ai, (2)
where |a| is the dimensionality of the feature map.
Rankings correlation. We use the Spearman’s rank cor-
relation coefficient [15] calculated with Eq. 3 to measure the
correlation between the proposed coarse ranking and the base-
line (precise ranking). This coefficient takes values between
[−1,+1], where −1 and +1 indicate absolute negative and
positive correlations, respectively.
rs = 1−
6×
∑N
i=1 d
2
i
N(N2 − 1)
, (3)
where N is the number of filters and di is the rank difference
between the i-th filters of two ranking results.
3. EXPERIMENTAL RESULTS
We evaluate the proposed approach with various benchmark
network architectures and datasets, including AlexNet [16]
on CIFAR-10 [17], VGG-16 [18] on Birds-200 [19], Flowers-
102 [20], and ImageNet [21] for image classification purpose.
We verify the generality of the proposed approach with two
widely-used channel pruning approacheswith data-driven cri-
teria for ranking, including Taylor expansion and mean acti-
vation, illustrated in Section 2.2. Work [9] demonstrated that
Taylor expansion is the state-of-the-art work and outperforms
mean activation significantly. Hence, without loss of gener-
ality, we mainly utilize Taylor expansion as the baseline and
use mean activation as supplementary in the following exper-
iments. For AlexNet, we prune 10 filters and finetune the sub-
network for 100 batches at each run; for VGG-16, we prune
50 filters and finetune the sub-network for 500 batches. For
all cases, a learning rate of 0.0001 with an SGD optimizer,
and a batch size of 64 are used for fine-tuning. We run each
experiment 5 times and report the average results and asso-
ciated standard deviation. Experiments are conducted with
Pytorch [22] on 4 NVIDIA Quadro P6000 GPUs and Intel
Core i7-6850K CPU (3.60GHz).
3.1. Study of Imprecise Ranking
Our proposed method is built upon the observation that prun-
ing relatively less important filters results in comparable per-
formance with pruning least important filters. Here we ver-
ify this finding with comparative study. In specific, we apply
Taylor expansion-based criterion to rank filters. In each run
of pruning, we compare the performance of different filters
selection strategies, including pruning the filters with lowest
ranks 1-10 (baseline), and those with relatively low ranks 11-
20, 21-30, and 31-40 for AlexNet. Similarly, for VGG-16,
the options are filters with ranks 1-50 (baseline), 21-70, 51-
100, 81-130, and 101-150. All the other hyper-parameters
and configurations remain identical for each pruning strategy.
Experimental results are shown in Fig. 2. It is observed that
the performances of different filter selection strategies are al-
most identical with various structures and datasets. These re-
sults indicate that it is not necessary to strictly prune the low-
est ranking filters, since pruning relatively low ranked filters
results in comparable performance. Thus, the overall pruning
procedure can be potentially accelerated with a coarse rank-
ing strategy.
3.2. Evaluation with Classification Accuracy
In this subsection, we evaluate our proposed approach that
embeds the filter ranking phase into the fine-tuning phase
by borrowing the intermediate results of feed-forward and
back-propagation from the fine-tuning phase. The Taylor
expansion approach is still used as the baseline. In the first
run of ranking, since the network has not been through a
fine-tuning phase, we randomly select filters to be pruned.
After that, we record the intermediate activation values and
the corresponding gradients calculated in the feed-forward
and back-propagation passes during fine-tuning and use the
average results to calculate the importance scores of filters
with the Taylor expansion criterion. Therefore, we avoid
re-feeding the whole training set to the neural network and
re-processing feed-forward and back-propagation in a sepa-
rate ranking phase, which can save computation significantly.
Experiment results in Fig. 3 show that the proposed ap-
proach can achieve almost identical performance with the
baseline with various architectures and datasets.
3.3. Evaluation with Computation Time
Furthermore, we evaluate the efficiency of the proposed
approach from the perspective of computation time. Specif-
ically, we compare the computation time of the proposed
method and the Taylor expansion method in a single iter-
ation of ranking and a complete run of ranking, pruning
and fine-tuning, respectively. Since the time used in each
run decreases as the pruning procedure goes on, comparing
standard deviation is trivial. Therefore, we only report the
average computation time in this set of experiments.
The experimental results are shown in Table 1. In all sce-
narios, the ranking time of our proposed approach is neg-
ligibly short, i.e., less than 0.01 second. Specifically, with
AlexNet on CIFAR-10, our method only needs 0.002 second
for one run of ranking while the baseline needs 5.27 seconds.
Moreover, our ranking time increases slightly even though the
model growsmuch deeper (fromAlexNet to VGG-16) and the
dataset becomes much larger (from CIFAR-10 to ImageNet).
However, the corresponding computation time of the baseline
method increases significantly.
Model RT (ours) RT (TE) TT (ours) TT (TE)
A-C 0.002 5.27 171 692
V-B 0.005 40.18 3098 8027
V-F 0.007 18.89 1894 5023
V-I 0.006 112.39 11458 24903
Table 1: Comparison of computation time (in seconds). RT: ranking
time, TT: total pruning time. A-C: AlexNet on Cifar-10, V-B: VGG-
16 on Birds-200, V-F: VGG-16 on Flowers-102, V-I: VGG-16 on
ImageNet.
For a complete run of ranking, pruning and fine-tuning,
the total computation time of our approach is 171 seconds
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Fig. 2: Performance comparison with different filter selection strategies on various architectures and datasets.
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Fig. 3: Performance comparison with the proposed approach (Rank in Finetune) and its corresponding baseline (Taylor expansion).
while the baseline needs 692 seconds with AlexNet on
CIFAR-10. Our method reduces 75% of the computation
time, compared with the baseline. For VGG-16, our approach
can reduce around 60% of the overall computation time. The
percentages of reduced time are different because in the fine-
tuning phase, the number of updates varies according to the
specific task. For VGG-16, more updates are required to
achieve competitive performance.
3.4. CorrelationAnalysis of Coarse and Precise Rankings
The goal of this section is to study the correlation between
the coarse ranking results calculated with our approach and
the precise ranking results with Taylor expansion. The Spear-
man’s rank correlation coefficient described in Section 2.2 is
utilized as the measurement.
Firstly, we study the variation of two precise rankings
with the same set of hyperparameters, and the results are
shown in Table 2 (rightmost column). It is observed that the
difference of two precise ranking is noticeable, especially
with VGG-16 on ImageNet. This is because training samples
are shuffled and are fed into the network with mini-batches.
This variation can be considered as a correlation baseline
when we evaluate the correlation between precise ranking
and coarse ranking in the following paragraph.
We report the correlation between the proposed coarse
ranking and the precise ranking in different scenarios, fine-
tuning with learning rate 10−5 and 10−4, respectively, shown
in Table 2 (2nd and 3rd column). We can observe that the rank
correlation between the proposed coarse ranking and precise
ranking is close to the correlation baseline (two precise rank-
ings). In specific, the correlation with smaller learning rate
is bigger since smaller learning rate leads to smaller change
of the network. Besides, the correlation on ImageNet is rela-
tively smaller compared with other datasets, and the probable
reason is that ImageNet is a huge dataset containing millions
of samples, so it is challenging to achieve an appropriate rank-
ing even with the precise ranking [9].
Model Corr (1e-5) Corr (1e-4) Variation
A-C 0.81 ± 0.17 0.30 ± 0.23 0.96 ± 0.06
V-B 0.42 ± 0.05 0.37 ± 0.04 0.78 ± 0.17
V-F 0.73 ± 0.19 0.46 ± 0.16 0.88 ± 0.17
V-I 0.32 ± 0.14 0.17 ± 0.07 0.69 ± 0.23
Table 2: Correlation comparison.
3.5. Supplementary Verification with Mean Activation
To verify the generality of our proposed methodology, we
evaluate the proposed approach with another widely-used
channel pruning approach, i.e., the mean activation approach.
Experimental results on classification accuracy are shown in
Fig. 4. Once again, it is observed that our approach achieves
almost identical performance with the baseline while our
computation time for ranking is negligibly shot since we do
not need to redo feed-forward process in a separate phrase.
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Fig. 4: Performance comparison of the proposed approach (Rank in
Finetune) and its corresponding baseline (mean activation).
4. CONCLUSION
In this paper, we proposed a novel channel pruning frame-
work that integrates the ranking phase and the fine-tuning
phase by sharing intermediate computation results. Exten-
sive experiments showed that our approach can significantly
reduce the ranking time while achieving almost identical clas-
sification accuracy with the state-of-the-art channel pruning
methods with data-driven filter ranking criteria. The proposed
approach would significantly facilitate the pruning practice,
especially on resource-constrained platforms.
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