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2ABSTRACT
This is a comparison study of sales forecasting models for
cigarette sales in Hong Kong. The study aims at finding out the most
desirable sales forecasting model for sales of total industry and five
leading brands in cigarette trade of Hong Kong from the four selected
models, namely, moving average model, exponential smoothing model,
time series analysis model and multiple regression model. The deter-
mining factors of comparison are-accuracy, costs and easiness of appli-
cation. The historical values of cigarette sales of all brands in Hong
Kong were provided by a local cigarette company within a period from
October 1968 to August 1974. However, these sales values and the rela-
ting data are broken up into two parts of which the first part consists
of sixty months ranging from January 1969 to December 1973, while the
second part consists of eight months ranging from January 1974 to August
1974. According to the methodology of the study, the first part of data
is used to find out the underlying pattern of sales or relationship of
sales with other factors and then forecasts are made by this recognized
pattern or relationship for the period from January 1974 to August 1974.
These forecast values are then used to compare with the corresponding
actual sales in order to determine the accuracy of the model. After
comparing the accuracy of each model, the most accurate model is found
3and other determining factors are incorporated for final decision.
As shown in the conclusion of the study, the most desirable sales
forecasting model for cigarette sales of total industry and selected
brands is time series analysis model which, although meeting rivalry
with multiple regression model in accuracy, outmatches all other
selected models because of the combined effect of higher accuracy,
lower costs and easier application.
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11.0 INTRODUCTION
The major revenue of a company comes from sales. Without
sales, there would be no revenue and without revellue, there would
be no business operation.. In daily operation of business, manage-
ment has to face the problem of decision making. A key aspect of
any decision-making situation is being able to predict the circum-
stances that surround the decision and situation. Owing to the risk
reduction reasons, company management has to work carefully on its
planning, execution, controlling and evauation.
A sales forecast is an estimate of the problem sales volume
which can be obtained by a business over a specified period. Its
prime aim is, usually, to reduce the area of risk in business
decisions. Thus sales firecasting is the foundation of company
planning. It provides ground for company budgetary programming,
financial control, sales, production and purchasing plans. The
fundamental object of the budget as a whole is to allow management
to have control over all the executive works of different departments
of the company. Therefore, once the management works out and permits
the sales forecast, it is logical to have the full budget prepared.
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1.1 How Sales Forecasting is Used in Management
In marketing, the salces forecast allows the best judge-
ment of the manager to face to the mere fact. A definite business
objective is thus guarded by undue optimism. It helps in the plan-
ning of advertising, direct sales and other promotional efforts.
Having sales forecast, management is thus able to study its market,
market sizes, market characteristics and to disclose ways and means
to strengthen and enlarge the business, so that adequate marketing
efforts can be directed into the most urofitable channels.
In finance and accounting, sales forecasting has been
valuable because it provides an estimate of the income to be derived
from sales and thus makes possible the framing of the financial
programme of the business. The most apparent instance is the cash
flow budget from sales revenue such that the management can obtain
sufficient funds when cash is not adequately supplied.
In production, the major need for forecast is in the area
of sales by product. So that the firm can plan its production
schedule and inventories to meet that sales demand at a reasonable
cost and help to avoid the violent fluctuations which could be
caused by a sudden demand. Many of the other areas related to
production that need sales forecasting are material requirements,
trends in availability of material and labour, maintainance require-
ments, and plant capacity for production.
Even personnel planning requires a sales forecast to help
3
decide the number of workers on each category to be hired and plan
the need for additional traning programme.
In general, a well-prepared and accurate sales forecast,
which is respected and accepted from the top to bottom within a
company, enables the whole machine to function smoothly and to be
under control all the time.
1.2 The General Condition of Cigarette
Trade in Hong Kpng
Hong Kong is a free trade city. Most of the products
that are produced either locally or imported are tax-free. However,
cigarettes are one of the five taxable items1 and many times when
there was a tax increase, cigarette were among the items listed.
Nevertheless, cigarette prices in Hong Kong are still cheaper than
in adjacent countries. In Hong Kong most of the cigarette prices
range from HK$1.00 to HK$2.20 and the price is rather stable except
in days just after tax increase announcement. Also the product
seems to be price inelastic2, especially for imported cigarettes
(2, p. 16).
Regarding the variety of products, one finds that there
are over one hundred brands of cigarettes available in Hong Kong.
Every year, new brands of cigarettes are introduced and some are
1The five taxable items are Imported Hydrocarbon Oils,
Imported Intoxicating Liquor, Imported Liquor Other Than Intoxi-
cating Liquor, Locally Manufactured Liquor, Imported and Locally
Manufactured and Unmanufactured Tobacco.
2Simply speaking, it means price change has not much
effect on sales.
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withdrawn but the market still absorbs and maintains this huge
number. Most of these brands are imported from the United States
of America, the United Kingdom and China. These brands can also
be classified by tobacco content (Virginia and blended), size (re-
gular, king-size and super king-size), filter (plain and filter),
tip (cork and white) and package (hinge-lid and soft cup).
In Hong Kong there are three cigarette manufacturers and
nine importers all the cigarettes consumed locally are traded
through their services. Besides these manufacturers and importers,
there are over thirty distribution companies which help to provide
cigarettes for over 10,000 retailers. Because of this wide network
of market channels, people can buy a pack of cigarettes at almost
every street corner in town.
In recent years cigarette consumption is in an upward
trend (FIGURE 1.1). The tendency is the result of population in-
crease, cigarette consumption rate increase and more people taking
up smoking (2, p. 18). This consumption picture is shown in TABLE
loll TABLE 1.2 and TABLE 1.3. Therefore, the cigarette trade in
Hong Kong is growing prosperously and it is estimated that more new
brands will join the market in the near future.
1.3 Sales Forecasting in Hong Kong
Cigarette Industry
Since there is an increasing market and a great variety
of products from which customers can choose, keen competition among
brands is inevitable. This competitive process can clearly be seen
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8in daily advertising media. Besides, the spiralling increase of
costs and the duty levied on cigarettes exceed their price increase,
which means the cigarette manufacturers and wholesalers in Hong
Kong have aborbed part of the cost increase and thus reduced their
profit.
In order to survive, to maintain their position and to
further grasp an increasing portion of the market, cigarette manu-
facturers and wholesalers have to do careful and accurate planning
to direct their business efforts into more effective and profitable
channels. Sales forecasting, which provides a fundation for busi-
ness planning and execution, is therefore indispensable to them.
1.4 The Obectives of the study
According to the above mentioned function of sales fore-
casting and the situation of the cigarette industry, the present
study serves two objectives which are:
1) To obtain the most desirable forecasting model for
total industry sales
2) To obtain the most desirable forecasting model for
some leading cigarette brands.
Forecasting industry sales is necessary because it re-
veals and defines the frame of the total market, from which every
individual cigarette manufacturer or importer can find relative
position and share for their products. Forecasting some leading
brands is important, too, because it may show how the industry
leaders will perform in the future. Thus each member within the
9
industry could prepare and react to the coming competition.
However, as major concern of the study is to obtain the
most desirable sales forecasting model for predicting cigarette
sales, data are fitted to different models for processing. After
a comparison of the accuracy and predicting power of the models,
the most desirable one is then chosen.
1.5 The Limitation of the Study
Generally speaking, sales forecasts are based directly or
indirectly on data available from past history. The data for this
study were provided through the courtesy of a local cigarette com-
pany. The results, of course, depend upon its quantity and quality.
In the present study, the quality of the data provided is assumed
to be reliable, but the quantity is limited to a period 1968 to
August 1974. In designing forecasting models ten to fifteen years
of data is usually necessary to both formulate the model and test
it.
l06 Summary of the Thesis
The thesis consists of six chapters. This chapter started
with a general description of the use of sales forecast and the ciga-
rette trade in Hong Kong, and ended with outling the objectives and
limitations-of the study.
Chapter Two describes the methodology used for the study.
Discussions are made to explain the basic ideas, mathematical repre-
sentation, characteristics and the practical use of different models.
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Chapter Two also discusses the choice of model and various aspects
about data.
Chapter Three describes the analyese and results of moving
average model and exponential smoothing model. They are put toge-
ther becasue of similar natures.
Chapter Four describes the analyses and results of time
series analysis model and multiple regression model.
Chapter Five discusses the individual evaluation of the
four models for total industry and selected brands. An overall
evaluation which also serves as the conclusion on accuracy of models
is placed at the end of the chapter.
Chapter six discusses the factors other than accuracy
when comparing the sales forecasting models and then the conclusion
is drawn as all of the influencial factors are incorporated.
11
2.0 METHODOLOGY
The underlying rationale and methodology for sales fore-
casting have varied during the past three or four decades from the
almost crystal ball approach to the use of highly sophisticated
mathematical models stemming from computer technology. Even today,
one can find examples of use of forecasting concepts and methods
from all parts of this spectrum. The Present chapter, which con-
sists of eight sections, aims at discussing the research method of
the study. Within the eight sections, three of them concern with
basic concepts of model, data sources and reliability. Four of them
concern with discussion of selected models, their basic ideas, mathe-
matical representation, characteristics and how to use them. The
last section describes the summary of the entire methodology.
20l Rationaleof Model Selection
In discussing sales forecasting methods, one can hardly
get rid of using the term model. In general, a sales forecasting
model is an attempt to describe sales activities in terms of a
system of mathametical equations. These equations define the rela-
tionships taetween sales and the various factors which are considered
to influence sales (5, p. 69).
There are a number of models of sales forecasting that
have been developed during the last two decades. They can be
12
seperated into two broad classes: quantitative and qualitative.
This distinction generally reflects the extent to which a forecast
can be based on historical data in a mechanical way. Those models
that start with a series of past data values and then, following
a certain set of equations, develop a prediction of future values
are called quantitative while those in which the data are not
readily available or applicable and in which much more management
judgement must be emphasized are generally considered qualitative.
Between the two classes of sales forecasting models, the
quantitative ones have gained wider acceptance in the last decade
for at least two reasons. One has been that they developed a re-
cord of accuracy as means of preparing forecasts. Thus users have
had increasing confidence in them. The other reason has been the
development and adoptation of computers by many companies. The
computer can be used not only to make the many computations that
quantitative forecasting models require but also to store historical
data and then retrieve them rapidly and efficiently when it is needed
for the preparation of a new forecast. Thus it seems that the state
of art in qualitative sales forecasting methods is not nearly so
well developed as it is in quantitative ones.
Owing to the reasons states above, the sales forecasting
models adopted throughout the study are all quantitative ones, and
they are, namely, Moving Average Model, Exponential Smoothing Model,
Time Series Analysis Model and Multiple Regression Model. Of course,
there are other models which could be mentioned (1, pp. 45-74), there
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is a rationale behind the choice of these four. Firstly, the four
selected models represent two major types of quantitative model,
that is, time series analysis and projection type and causal type
(l, p. 4+9). Secondly, the four models involve an increasing mathe-
matical sophistication, that is there is a decreasing tendency in
easy of application as regard to mathematical knowledge from Moving
Average Model to Multiple Regression Model. Thirdly, the four
chosen models should be somewhat familiar to local users and thus
have wider applicability in terms of knowledge, cost and effort
involved.
In the following sections, various kinds of data, charac-
teristics of each model and a summary of the methodology will be
discussed.
2.2 Source and Reliability of Data
In studying cigarette sales forecasting, the most impor-
tant data are, of course, the sales figures of all brands available
in Hong Kong. This set of data, which ranged from October 1968 to
August 1974 in monthly form, was provided by the courtesy of a
leading local cigarette company. More than this, the company also
kindly provided another two important sets of data monthly adver-
tising expenditure from October 1970 to August 1974, and price
change from October 1968 to September 1974- of all cigarette brands
in Hong Kong. These data were all obtained by the Market Research
Department of the company through regular market research studies.
Since it is out of the scope of the present study to discuss the
14
method and process of data collection of the company, and moreover,
the company has gained a good reputation in research, reliability
of the data is assumed.
Besides the three sets of data that are provided, there
are also several other sets of data (which are mainly concerned
with the general social and economical conditions of Hong Kong)
employed in the multiple regression model. These additional series
are Adult Population, General Consumer Price Index, Alcoholic Drink
and Tobacco Index, Total External Trade, Value of Imported Cigarettes,
Advertising Expenditure of Individual Brand, Sales of Individual
Brand and Individual Brand Price Change Index. They were obtained
from the Hong Kong Monthly Digest of Statistics. As this monthly
report is the official publication of the Census and Statistics
Department of Hong Kong Government, its reliability is assumed to be
acceptable.
2.3 Variable Selection and Data Preparation
In preparing a forecast with a quantitative models, one
almost always has a number of data sets in which, each data set is
a series of historical observations or observed values. These
observations may range from a point of time to another certain
point of time.
In dealing with moving average model, exponential smooth-
ind model and time series model, only two-,variables are required,
namely, time and sales. In multiple regression model the variables
involved are Total Sales, Advertising Expenditure, Adult Population,
15
General Consumer Price Index, Total External Trade, Individual
Brand Sales, Individual Brand Advertising Expenditure and Individual
Brand Price Change. All these variables are to be discussed in
follows.
Time
Time is used as one of the two variables in time series
analysis model. Its use lies in identifying the chronological
order. In the other three models, the time variable is also involved
but in an implicit manner.
Sales
Sales data are the most important set of data throughout
the study and were provided by a leading local cigarette company
in the form of monthly individual brand sales. All brands were in
special codes for the sake of security, and the unit used was Mille
which denoted one thousand sticks of cigarette. In order to calcu-
late industry sales figures, summations of the brand sales figures
were made by computer. This was necessary because there were dif-
ferent numbers of individual brands within a year (TABLE 2.1) during
the period covered by the study.
In addition to the monthly sales of total industry, five
leading brands were extracted from the total picture in order to
find out the most desirable sales forecasting model for each of
them. The five selected brands were 1D1B1CN 31004, 2D1B1CN 31057,
3D1B1WN 31068, 4J2B1CN 31091 and 1J2B1CN 31034. They are selected
because they were the best selling brands within the study period
16
TABLE 2.1
N.F INDIVIDUAL BRANDS 1969- 1973
No. of






Source: Data provided by a local cigarette company
aThis number refers to the total amount of cigarette
brands which have slaes records during the year.
bThis number refers to the total amount of cigarette
brands that withdrawn from the local market during the year.
(TABLE 2.2) and also represented the two main price categories:
high and 1owe.
Advertising Expenditure
Doubtlessly, advertising can create a tavouranle ciLimaze
for selling in a general sense. Whether sales enables the spending
of advertising or advertising promotes sales, it is hard to give
-These brands are expressed in special codes for the sake
of security. Each character in the code carries meaning to specify
the characteristics of the brand and the explanation of these
specifications are listed in Appendix 1.
?-By common practice of retailers, high priced cigarettes




MARKET SHARE OF THE FIVE SELECTED BRANDS 1969-1973 (96)
Brand 1969 1970 1971 1972 1973
16.52 21.5918.89 23.40 2e701D1B1CN 31004
11.31 12.282D1B1CN 31057 5.15 7.23 9.81
6.87 6.845.32 7.114J2B1CN 31091 7.26
0.68 1.38 8.003DlB1WN 31068 3.70 5.84
1+.026.00 6.09 6.091J2B1CN 31034
Source: Data provided by a local cigarette company.
an answer. However, advertising expenditure in general consumer
products may somehow serve as an indicator of sales and becomes the
main reason being selected as variable for the study.
In Hong Kong, advertising expenditure on cigarettes plays
a very important role in the total advertising industry. Every
year, millions of dollars has been spent by cigarette manufacturers
and importers to promote their sales. The data used in this study
was provided in the form of monthly individual brand expenditure on
four major media, namely, Television, Broadcast, Cinema and News-
paper. Thus calculations were made to add the expenditure to
derive a total monthly sum of each individual brand, and the total
monthly advertising expenditure of the cigarette industry.
Since the advertising data were in a period from September
1970 to August 1974, which was twenty three months shorter than the
sales and price change data provided by the same company, a missing
4.96
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data method was used to generate the unmatched part. The method
is part of the facilities that provided by the ICL Statistical Package
Programme of which a multiple regression method involved, and will be
discussed in the later section of the chanter.
Adult Population
Usually, cigarettes are a consumer product that are used
by adults. People younger than fifteen years of age were thus ex-
cluded from the scope of the study. In Hong Kong, the population
figure by age group can be obtained from the Hong Kong Monthly
Digest of Statistics. However, these data were given in estimated
mid-year figures and no monthly data were available from any source.
In the present study, which needed monthly data of all variables, the
monthly adult population figures were derived from the difference be-
tween two consecutive estimated mid-year figures. This was done by
dividing the difference in twelve equal shares and then adding to each
month within the year an equal share. For example, the estimated mid-
year adult population of 1970 and 19?1 were 2,482,700 and 2,589,300
respectively, the difference between-them was 106,600. This difference
was then divided by 12, and each equal share that represented the
monthly increase was 8,883. Suppose, the mid-year figure of 1970
represented the adult population of June 1970, the figure in July
1970 would then become 2,491,583 which was the addition result of
2,482,700 and 8,883, and the figures for other months were obtained
in similar steps.
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Although the true number of adult population would not
exist in such an equal increase assumption, it is believe that the
seasonal influence of monthly population increase would cause very
slight effect to the whole picture.
General Consumer Price Index
The Index, as its name points out, is intended to be an
indicator of the effect of price change on household expenditure.
The Index which is compiled monthly by the census and Statistics
Department, is based on a sampling survey carried out during the
period between September 1963 to August 1964. Details of the com-
modities and services included, together with the derivation of
their weights and the method of calculation are available in the
Report The Household Expenditure Survey 1963- 1964 and the Con-
sumer Price Index published by the Hong Kong Government Printer.
The main reason for selecting this variable are, firstly,
it represents the spending pattern of the households whose monthly
expenditure ranges from HK$100 to HK$1,999 and the households repre-
sented are the averaged ones that can illustrate the true local
situation1, secondly, it reflects the purchasing power, or value of
money of the local society, thirdly, the index is in monthly series
which is obtainable from the Hong Kong Monthly Digest of Statistics,
published by the Census and Statistics Department, Hong Kong Govern-
ment. Thus, the Index was selected as a variable to indicate the
general economic conditions.
1According to the report, 97% of the sampled household
are within this income group.
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Alcoholic Drink and Tobacco Index
The Alcoholic Drink and Tobacco Index, as the name implied,
represents the general price change of these commodities that are
consumed in Hong Kong. It is one of the nine items that are included
in the General Consumer Price Index and also carries a weight of 3.39
of all items. The Index can be.obtained from the Hong Kong Monthly
Digest of Statistics together with the General Consumer Price Index.
The Index was selected as a supplimentary variable to indicate the
general price of the two commodities in the local society.
Total External Trade
Hong Kong, as the largest city in Southeast Asia, is by
no means a mere consumption centre. Every year, Hong Kong imports
commodities from all over the world and at the same time exports
local manufactured products to outside markets. Exports and re-
exports, bring a handsome sum.of earnings and contributes to the
continuous properity of the city. The total external trade, here,
represented the total value of imports, exports and re-exports of
Hong Kong and were obtained from the Hong Kong Monthly Digest of
Statistics in a monthly series. In fact, the statistics comprise
movements of cargo between Hong Kong and other countries by land,
air and water, and to a limited extent by post, with exception of
certain classes of goods. The trade accounts relate to movement of
merchandise only and do not include those of bullion and specie.
Of all the fiures, imports are c.i.f. (cost, insurance and freight)
values exports and re-exports are f.o.b. (free on board) value.
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This variable was selected as an addition way of illustrating the
general economic activities of Hong Kong. This function usually
performed by using Gross National Product or Gross Domestic Product
in most forecasting methods. However, since there is no gross
national product value published for Hong Kong and the gross domestic
product figures are too crude to be used2, the total external trade
value is thus adopted as a substitute. Moreover, the total external
trade statistics are obtainable from the Hong Kong Monthly Digest of
Statistics in a monthly series form and they are also regarded as
almost twice the size of gross national product (11, p. 1).
Value of Imported Cigarette
In Hong Kong, over Hall ox zne cigaretites consumeu are
imported from foreign countries including China. All these figures
are obtainable from the Hong Kong Trade Statistics- Imports, a
monthly publication by the Census and Statistics Department, Hong
Kong Government. This variable was selected to reveal the quantity
of cigarettes that are imported for local consumption.
Individual Brand Sales
This is the variable that shows the monthly sales of a
selected brand. On the other hand, this variable is also the one
See Paul A. Samuelson, Economics An Introductory
Analysis (NewYork: McGraw-Hill, 196'77, pp. 170-192 for detailed
discussion.
In the report The 1975-76 Budget: Economic Background
by Hong Kong Government, the Gross National Product values from
1969-1974 are annual figures, of which the 1973 value is a pre-
liminary figure and the 1974 one is a forecast value.
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This variable is the advertising expenditure by selected
brand and is used in the multiple regression model as one of the
independent variabless
Price Change Index of Individual
Brand
This variable is an index which is calculated from the
price change list of individual brands during the period January
1969 to August 1974. The list was provided by a local cigarette
company from which the five leading brands were selected. In con-
structing the index, the price of each leading brand in January
1969 was used as the base. The index number of the brand in rests
subsquent months was then found by dividing each month's price by
the price in January 1969 and multiplying by 100. Thus, the index
number were obtained in the form of percentage and were interpreted
in terms of the base period.
For example, the price of 1D1B1CN 31004 in January 1969
and December 1973 were HK$1.30 and HK$1.40 respectively, Since the
former was the base period, the latter was, therefore,-interpreted










After examining all the variables that are to be used in
the study, another point about data worth mentioning is the time
span of study. According to the data provided, which ranged from
October 1968 to August 1974, there were altogether seventy one
monthly data values. In the present study, only sixty eight of them
were used and thus made the study cover a period from January 1969
to August 1974. Discarding the first three months, the first sixty
months were five complete years of data which was one of the re-
quirements of time series analysis model programme1 to be used. In
other words, the time span of all variables involved was split into
two parts. The first part consisted of sixty months, ranging from
January 1969 to December 1973. The second part consisted of eight
months, ranging from January 1974 to August 1974. The first part
was used to identify the pattern or relationship that assumed to
exist in what has gone before (7, p. 15) or model fitting stage.
While the second part was used to compare with the predicted values
which were generated by the pattern or relationship. For example,
the sixty months data were first used in the multiple regression
LTo be discussed in later section.
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model to find out the best multiple regression equation, and then
by using the equation, the subsequent eight predicted values could
be generated. The eight months data, which were actual figures,
were used to compare with the generated predictions and thus the
differences between them could be used as accuracy measurement of
the mnclp7
2.4 Moving Average Model
Basic idea
A moving average model may be considered as an artifi-
cially constructed time series in which each periodic figure is
replaced by the mean of the value of that period and those of a
number of the preceding and succeeding periods (3, P. 556). The
basic idea inherent in the model is that there is some underlying
pattern in the value of the variable, which is the cigarette sales
in the present study, to be forecast and that the historical ob-
servations of the variable represent the underlying pattern as well
as random fluctuations. The model thus distinguishes between the
random fluctuation and the basic underlying pattern by smoothing
the historical values. This amounts to eliminating the extreme
values found in the historical sequence and basing a forecast on
some smoothed intermediate values (7, p. 30). In a practical sense,
the moving average model incorporates the above mentioned notions
by taking a set of observed value of sales, finding their average,
and then using that average as a forecast for the coming period.
The actual number of observations included in the average can be
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specified or found out by the comparison of different numbers. The
term moving is used because as new observation becomes available
a new average can be computed andused as_a forecast.
Mathematical representations
According to the basic ideas, the model can be represented
in mathematical terms as follows:
i=t-N+1
where St= the forecast for time t,
X.= the actual value at time t,
N= the number of values included
in the average,
Since
therefore the first formula can be simplified into
Characteristics
Looking at the above equations, we can see that the new
forecast based on moving average model is an adjustment of the
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preceding moving average forecast and therefore the smoothing
effect increases as N becomes larger because a much small adjustment
is being made between each forecast. To extend this characteristic,
one can also find that the shorter the N period, the faster the
response of the forecast to the original actual values. In the
practical use of this characteristic, if one finds a lot of random-
ness, or there is little change in the underlying pattern, a large
number of observations should be used to compute the moving average
forecast. On the other hand, if the underlying pattern is changing,
or there is little randomness in the observed values, a much smaller
number of observations should be used to compute the moving average
(7 p• 32)•
The second characteristic of the model is that, before
any forecast can be made the user must have as many historical ob-
servations as are needed for the moving average. This means not
until the end of period 10 that a ten month roving average can be
prepared to forecast the period 11. This characteristic also extend
to a point that in computing the moving average, some months at the
first end will be lost because they are used for computing. For
example, in computing moving average with a N value of 5 to find
the sixth prediction, the first five values will not be present in
the forecast series as they have been lost in computing process.
The third characteristic of the model is that all observed
values which enter into the N period will be treated as equal weight.
This means the values within the period are of same importance regard-
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less to their sequence of occurrence.
The fourth characteristic of the model is there is no
general rule to find the optimal value for N. Since the number of
period may vary according to the assignment of user or according
to the accuracy of each period, the only way to find the optimal
one is to try and compare the result one by one until the most
accurate one appears. This method is rather lengthy and time con-
suming, however, it does increase accuracy.
The fifth characteristic of the model is about its nature,
that is, the model as defined is not capable of objective projection
into the distant future.. This characteristic implies that the fore-
casting function of the model is limited to shorter range purpose.
It can be clearly seen that when the last actual value enters the
formula, all subsequent ones that are generated are all based on
forecasts themselves.
How the model was used in the study
Upon using the model in the study, total industry sales
and each individual brand sales ranging from January 1969 to Decem-
ber 1973 were adopted. Since there is not a rule of thumb to find
the best N Period, a trial and error type method in which N from 2
to 12 was then tried. With the N spectrum 2 to 12, the least
extreme represented the fastest reponse of the model to forecast
while the largest extreme represented a more smoothing effect of
one year (twelve months). In fact, N larger than 12 still could be
used but owing to the limited total number of sixty, 12 was reason-
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ably long enough to have sufficient smoothing effect.
A computer programme was written-to perform the calcula-
tion work and data inputs were then punched onto cards for process-
ing,
In light of determining the beat N within each eleven
trials for a single brand, a mean squared error method was used for
measurement. This yardstick was actually the average of the squared
error between the observed value and forecast value and could be
renresented in mathematical form as follows:
MSE
where MSE= Mean Squared Error
Yi= actual value at period i
YCi= forecast value at period i
n= total number of observation
N= number of period included in
moving average model
A computer programme was also written to perform the cal-
culation work of MSE. After all MSEs were found, the least one was
selected as the most accurate model in identifying the sales pattern
and would also be used in comparing with other models.
2.5 Exponential Smoothing Model
Basic Idea
In principle, exponential smoothing model operates in a
nature and manner analogous to moving average model by smoothing
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historical observations to eliminate randomness. The basic dis-
tinction between them is the weighting scheme which applies the
most weight to the most recent observed values and decreasing
weights to the older values. This idea is based on the idea that
since the most recent observation contains the most information
about what will happen in the future, they should be given rela-
tively more weight than the older observation (7, p. 36).
Mathematical representation
The mathematical procedure of the model can oe aevelopea
by using the equation for computing the moving average model.
Suppose there were only available the most recent observed value
and the forecast made for that same period. In such a situation,
+rp final fermuln stated in last section miht be modified so that
in place of the observed value in period k t..Li, an approximatie vas.uc
could be employed. A reasonable estimate would be forecast value
from the perceeding period. Thus, the equation could be modified
into:
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This equation can be rewritten as:
In the above equation, the forecast is the one that weights the
most recent observation with the weight of value (1/N) and the most
recent forecast with the value of (1-11N). If a symbol called
alpha is used to replace (1/N), the equation will then turn to
7, p• 37)
Characteristics
it is quite c.Lear znaz zae exponenzi.ai smool r Lng moues is
analogous to moving average model but with some exceptions. First-
ly, all the historical data need not be stored as moving average
does and only the most recent observation, the most recent forecast
and a value for alpha are required to prepare a new forecast.
The second characteristic is the model carries a weighting
scheme. As stated earlier in the model, decreasing weights are
being given to the older values. This characteristic can be seen
through the following equations
Since
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then substitute St in the equation, and it will turn to
If this substitution process is carried out even further, the
general relationship will present as
As alpha is a number between o and 1, thus (1-&) is also a number
between 0 and 1, and the weights &, &(1-&), &(1-&) 2, etc.
hnvF± A reaming magnitude7. p. 37).
In the moving average model, the first part of forecast
values will lose and the losing part is equivalent to the value of
N. However, in exponential smoothing model, only the earliest fore-
cast value is lost. that is, in n values, only (n-1) forecast values
are obtained. Also, the first observed value is used as the first
forecast value since no earlier forecast value is available for the
first period.
In exponential smoothing model, the new forecast prepared
is simply the old forecast plus & times the error in the old fore-
cast; that is the term (Xt-St) is simply the error in that earlier
forecast. It is thus, evident that when & has a value close to 1
the new forecast will include a substantial adjustment for any error
that occurred in the preceeding forecast. Conversely, when & is
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close to 0, the new forecast will not show much adjustment for the
error from the one before. As a result, the effect of a large and
small alpha is analogous to the effect of including a small number
of observations in computing a moving average versus including a
large number of observations in a moving average.
Not unlike moving average model, exponential smoothing
model has greater error in forecasting longer period when no more
actual value entering the model. There is not a rule to determine
the best value of in exponential smoothing model as well as the
best period, N. in moving average model. Most often this is done
experimentally by trying different values to see which is the most
appropriate.
How to use the model in the study
As stated earlier, there is not a rule of thumb to find
the optimal value of alpha (o(,) in the model. Therefore, the trial
and error type method was used as in last section, finding the best
period N in moving average model. In this method values ranged
from 0.1 to 1.0, of which the least representing smallest adjustment
for the new forecast from error while the largest representing
greatest adjustment for the new forecast from preceeding actual and
forecast value.
A computer programme was used to perform the calculation
work and data from monthly total industry sales and selected indivi-
dual brands were punched onto cards for computer processing.
Just as moving average model, the mean squared error method
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was also used to determine the best value in the ten trials for
a single brand. Here, the equation was somewhat different because
there were fifty nine forecast values in the model and the equation
was:
MSE=
A computer programme was written in order to perform the
calculation of MSE. After all MSEs were found, the least one was
selected as the exponential smoothing model with the beat value in
accurately identifying the sales pattern and would also be used in
comparing with other models.
e.b Time Series Analysis Model
Basic idea
The rationale underlying time series analysis moae.L is
the assumption that the actual values of the historical data have
been influenced simultaneously by four factors: long-term trend
factor, cyclical factor, seasonal factor and irregular factor. The
component patterns can be viewed as additive or multiplicative of
which the latter is generally accepted as more realistic. Given the
idea, the objective of the model is to break down an observed series
of sales figures into components reflecting the effect of seperate
economic forces. The basic patterns (trend, cyclical and seasonal),
once established, are projected forward, and combined to form a
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single projection (8, p. 247)e
Mathematical representation
Given the above idea and objective, the usual starting
point is to isolate the seasonal and irregular components of the
data, and check for the stability of the calculated seasonals.
This operation is performed using a centered twelve months moving
average and ratio or percentage to moving average methodl. The
seasonal index that is formed by the above operation shows how that
monthly value relates to the average annual value.
Having isolated and checked the seasonals for stability,
the next procedure is to isolate the underlying trend component.
This is usually done by deseasonalizing the data and fitting the
appropriate trend equation to the deseasonalized series. Deseason-
alized, here, means decomposing the seasonal component from original
data and this can be done by dividing the original data by appro-




Fitting in trend equation, a simple linear or non-linear model is
adopted.2 After finding the trend component, the right procedure
For discussion of detailed mathematical procedure and
implication, see Ya-lun Chou, Statistical Analysis with Business
and Economic Application (New York: Holt, Rinehart and Winston,
1969)q pp. 567.
4or detailed mathematical procedure and implications,
see Ya-lun Chou, Statistical Analysis with Business and Economic
Applications (New York: Holt, Rinehart and Winston.-1969), pp. 595
32.
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is to find the cyclical component. This can be done by dividing
the twelve months moving average by trend and multiplying by 100.




When seasonal, trend and cyclical components are found, the fore-
cast can then be calculated as:
Forecast= seasonal x trend x cyclical
Characteristics
The time series analysis modei is more sopnu.stiicatiea tinan
the two earlier mentioned models in terms of mathematical implication
and procedure. The breakdown helps to explain why the historical
data varies.
As the forecast can be projected by simple linear or non-
linear regression method, the results are thus statistical in nature,
which means that accuracy can be approximated by facilitating the
development of confidence limits and test of significance. Also,
as a result of statistical nature, the forecast can then be projected
further into future which means the model is more suitable for longer-
term forecast than the earlier mentioned models. On the other hand,
the model assumes a time series pattern which means that ohly two
variables considered are the. one being forecast and the independent
variable time. This characteristic limits the casual relationships
which may incur in the sales and other factors.
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In light of cost incurred, the time series analysis model
is more expensive since it requires greater costs in development
stages. Once the components have been computed, the preparation
of a forecast is a simple and inexpensive matter as long as there is
no change in the time-series pattern.
How to use the model in the study
In calculating the various factors and making forecast,
a computer programme was employed. This programme was originally
written by Randell R. Carey but the present version was by Dr. Frank
J. Carmone, Jr. The mathematical procedures described above is the
in body of the programme.
The programme requires monthly data of at least five com-
plete years (no partial year data are permitted) and up to twenty
years for input and forecasts are automatically generated for five
years. The output consists of the following items:
1) Printout of the original data
2) Plot of the original data
3) Year over year chart of the original data
4) Plot of percentages of centered 12 month moving
average
5) Printout of percentages of centered 12 month moving
average
6) Printout of deseasonalized data
7) Plot of deseasonalized data
8) Printout of trend data
9) Plot of original data and trend line
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10) Printout of seasonalized trend data and 5 year fore-
cast
11) Printout of data with cyclical and residual variation
only
12) Plot of data with cyclical and residual variation
only
Upon using the programme, monthly data ranging from Jan-
uary 1969 to December 1973 were punched onto cards, together with
programme input control cards input for processing. Since the pro-
gramme permits higher degree form of trend line projection, there-
fore, first and second degree simple regression models were tried
for each brand. A MSE method was also adopted to determine the
best trend line and forecast as listed in output item 10).
2.? Multiple Regression Model
Basic idea
In the aforementioned sales rorecasting moaeis, tney are
intrisic or time series models of which time itself is taken to be
the sole independent variable or predictor variable1 and sales is
the criterion variable or dependent variable2. In these models,
the pattern of sales generated over time are taken as function of
`Independent variable or predictor variable usually re-
fers to the variable that used to predict the dependent variable,
for example, in the present study advertising expenditure, adult
population and general consumer price index etc. are of this type.
2Dependent variable or criterion variable usually refers
to the variable that is being predicted by independent variables,
for example, sales in the present study.
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time itself and the future behavior of sales is predicted from an
analysis of its pattern in the past. The multiple regression model,
however, is considered differently as extrinsic model of which past
causal relationship between sales and other relevant external vari-
ables are utilized to predict the sales and the relationship can be
projected into future. In this model, sales is the dependent vari-
able while the independent variable are relevant external variables
which may be marketing, economic and social factors. Using this
model, forecasters seek to represent the causal relationship of
sales to independent variables through a mathematical equation in
which sales is a function of the independent variable (8, p. 261).
Mathematical representation
Generally, a multiple regression model can be represneted
mathematically in a functional form as
of which, in the study, Y represents the dependent variable sales
and Xl, X29 X3 and Xn represent relevant independent variables.
Such functional form can also be written in linear multiple re-
gression equation at any given period of time as
The coefficients as b, c, d,...... i are the constants which deter-
mine to what extent the value of Y will be affected by the value of
each Xn except for the level constant, a. Thus the multiple regres-
sion equation measures the nature and extent of the covariation of
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Y with each Xn, and makes projection possible. The coefficient of
multiple correlation, on the other hand, measures the closeness
with which Y and all Xn co-vary (8, p. 261).
When the linear multiple regression model is used for
forecasting, the method of least squares is to be adopted to find
the values of regression coefficients1. After the coefficient are
found, estimated or actual value of each independent variable will
be put accordingly with regression coefficient into the equation to
find the line of best fit. The rationale of the method of least
square is that the distance between the actual observations.and
corresponding points on the line should be minimized. More pre-
cisely, the oriterion is that the sum of the squared deviations
should be made as small as possible in choosing the regression
coefficients (7, p. 67). Thus, when the coefficients are found,
the straight line that is drawn from the calculated values should
be the best fit to observations and could be used as forecasting
tool.
In order to find the best fit line, the computation and
mathematics become quite complicated, although the basic concept
seems easy to understand. The computations required are quite time
consuming and that is the reason why one generally would not even
'For detailed discussion of multiple regression and its
related mathematical implication and procedures, see Ya-lun Chou,
Statistical Anal sis with Business and Economic Applications (New
York: Holt, Rinehard and Winston, 1969), pp. 639- 8•
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consider the use of multiple regression model unless some kind of
computer equipment were available.
In a multiple regression model, the apparent finding is,
of course, the regression coefficients from which the regression
line can be found. The other equally important information relating
to the model are: coefficient of determination, error sum of squares,
simple correlation coefficients, t-test, F-statistics, standard error
of forecast etc. All these information are directly related to the
model in aspects of explanation of association and tests of signi-
ficance. Since the computation and mathematics concerning the in-
formation are beyond the scope of the present study1, brief descrip-
tions descriptions are given in the following paragraphs.
The coefficient of determination, generally denoted by R2,
tells the closeness and strength of association between dependent
variable and independent variables. It is simply the ratio of ex-
plained variation to the total variation. It takes value from 0 to
1, the latter representing a situation in whith all the variation is
explained.
Error sum of squared is basically the sum of squared error
between each actual observation and corresponding forecast values.
It can be used to check the accuracy of the model when divided by
+ha rmhav of total observation. As this is done, the error sum of
For detailed discussion of the information, please see
Ya-lun Chou, Statistical Analysis with Business and Economic
A lications, New York: Holt, Rinehart and Winston, 19 9, PP•
693--
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squared becomes the mean squared error of which the larger value
denotes the smaller accuracy.
Other than multiple correlation, which is the square root
of coefficient of determination, it is possible to compute the
individual coefficient of correlation for each pairs of variables.
These pairs may be the dependent variable and any independent vari-
able or any two individual independent variables. They are of value
to the model users because they tell how the different variables are
related.
The t-test is usually used to determine the significance
of regression coefficient, whether the value of each regression co-
efficient in a model is significantly different than 0, that is,
not a chance relationship. The rule for determining whether a co-
efficient is significantly different than 0 at the 95% confidence
level is that when the sample size is between 5 and 15, the value
of t-test must be greater than 3 to have significance, and when the
number of observations in the sample is greater than 15, the t-test
must have a value greater than 2 in order to be significant1.
The F-statistics is a test that indicates the overall
significance in the multiple regression equation. This value can
be used to show the applicability of the equation even though the
coeffieient of determination was high enough. Generally, the appro-
priate decision rule concerning significance at 95% confidence level
1The critical values of 3 and 2 in this sentence are
approximate figures. For exact values, users should consult the
t-test Table in common statistics books.
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is: if the sample size is between 6 and 10, the F-statistic must
exceed a value of 6 to be significant, and if the sample size exceeds
10, then F-statistics must have a value of 5 or greater to indicate
significance.
The standard error of forecast allows the users to develop
a confidence interval arround forecasts based on the regression line.
Generally, a 95% confidence interval is used. Once the value has been
obtained, the users can use it for developing a confidence interval
arround any forecast. Practically specaking, this means the users
can be 95% confident that the actual value will lie within plus or
minus 2 standard errors of forecast arround the forecast value, and
of course, the smaller the standard error, the better the regression
result.
Characteristics
The most outstanding characteristic of the model above the
others is its statistical nature which makes the forecast value and
its reliability statistically measurable. Thus, when the forecast
values are generated in farther ahead periods, the reliability is
still maintained. This characteristic enables the model suitable
for longer range forecast.
The model includes input information from various aspects
of which broader consideration of the real situational factors are
accounted. This broader consideration also makes the explanation
more meaningful.
Since the model needs information from various aspects,
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the time and efforts involved in the development stage are thus
much longer and greater than the other models. Moreover, due to
complicated computation, the use of computer is necessary. All
these make the application more expensive than other models.
Using multiple regression model, users have to find and
identify the relevant independent variables which may be an exten-
sive search. But this does not mean the result or the coefficient
of determination a optimal one. The users, on the other hand, must
have accurate values of independent variables for inserting into
the equation.
Although the assumed causal relationship between dependent
and independent variables is still valid as long as they are linear-
ly related, this relationship may change over time. Therefore, when
the relationship is found changed, it is necessary to collect an
entirely new set of data drawn from the period when the new relation-
ship existed and to redetermine the most appropriate regression
equation.
There are four basic assumptions inherent in the multiple
regression model1. The assumption of linearity states that the de-
pendent variable is linearly related to each of the independent
variables. The assumption of homoscedasticity states the constant
variance of the errors. The assumption of no autocorrelation exis-
'For detailed discussion of these assumptions and their
correcting procedures, see Jan W. Elliott, Economic Analysis for
Mara ement Decisions (Homewood, Illinois: Richard D. Irwin, 1973),
pp. 2 -69.
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tance which states each residual value of the equation is independent
of those values coming before and after it. The final assumption is
the normal distribution of residual value which means the residual
values should be randomly distributed. If these assumptions are not
met, the appropriate steps should be taken to correct them, otherwise,
the equation will become invalid eventhough everything is going well.
How to use the model in the study
Since the model requires complicated computational proce-
dures, a computerized multiple regression analysis programme was used1.
The programme is one of the facilities in the ICL Statistical Analysis
Package which calculates all the necessary statistics that were dis-
cussed in earlier subsections. Before the programme was used, date
had to be punched onto cards in an acceptable format, and then to-
gether with control cards input for processing. One additional thing
should be mentioned about the programme. In the present study, the
advertising expenditure data was limited in a period from October 1970
to August 1974. In order to keep all sets of data in an equal time
span, a missing value method was thus used to generate unmatched part
of the advertising expenditure. The missing value method is also one
of the facilities in the ICL Statistical Analysis Package from which
the missing values were replaced by values calculating using a first
order regression nrocedure2. All these procedures were performed in
For detailed discussion of the programme about the
mathematical implication and procedure, see the Manual, ICL Stati-
stical Analysis Mark 2, 1900 Series 3rd ed., 1971, pp. 3- 57.
2lbid., pp• 25- 26, p. 29, p. 37, p• 53•
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a programme run. Since the programme output contained all necessary
statistics, it was not necessary to compute the MSE. The best pre-
dicting regression equation was used to calculate the forecast
values for subsequent comparison.
2.8 The Summary of the Methodology
In the present chapter, discussions are made to explain
the related data and the basic ideas of the four selected models
which are moving average model, exponential smoothing model, time
series analysis model and multiple regression model. The related
data that fitted into these selected models are broken into two parts:
that is, the first sixty months as part one while the remaining eight
months as part two. The parameters for these four selected models
can then be determined by using the first part of related data and
then applying that model to part two of related data to test its
accuracy. Thus the whole chapter is centered on the conceptual
framework of the methodology. The actual analysis work by the selected
model will be presented in the following two chapters.
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3.0 DATA ANALYSES USING MOVING AVERAGE MODEL AND
EXPONENTIAL SMOOTHING MODEL
Since the value of a forecasting model in a given period
is a function of how accurately predictions can be made by that
period, the analysis of data is thus concentrated on the accuracy
testing. The entire testing process is divided into two parts. The
first part deals with testing of parameters of the models because
some of them may have different results. The aim of this part is to
select the most accurate form within each model for subsequent fore-
casting and at the same time to identify the sales pattern. The
second part is to produce forecast values from different models for
each brand and then compare them with the actual sales figures in
order to find the most accurate forecasting model for each brand.
The time period involved in part one ranges from January 1969 to
December 1973 while in part two is from January 1974 to August 1974.
The computer is employed to perform calculation work in part one.
In the present chapter, discussions will be made to data analyses
using moving average model and exponential smoothing model in total
industry and selected brands respectively.
3.1 Data Analysis Using Moving Average Model
As discussed in Chapter 2.3 changing the parameters of the
moving average model changes the forecast results of this model.
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Thus, the task in the first part of the analysis work is to find
out the moving period, N, which can produce the most accurate fore-
cast results from January 1969 to December 1973 for total industry
and each selected brand. In a more precise way, this can be inter-
preted as: there are different sets of forecast results in each
brand according to different moving period when using moving average
model. Since there is not a rule of thumb to find the best moving
period, a trial and error type method in which N from 2 to 12 is
then tried. To determine the best moving period with the eleven
trials for a single brand, a mean squared error method is used.
After the forecast results in part one are calculated, their cor-
responding MSEs can be calculated. Simultaneously, the best moving
period for the brand can be determined as its corresponding mean
squared error is the least one.
When the best period of total industry and selected brands
have been determined respectively, they are then used in the second
part of analysis to produce forecast values for the period of Jan-
uary 1974 to August 1974. These forecast values are used in later
stage to compare with forecast values produced by other models.
Since the computer was used to perform calculations in the
part one of analysis, sales figures of total industry and selected
brands had to be punched onto cards. These data cards ranged from
January 1969 to December 1973, together with the moving average model
programme cards, comparised the inputs for computer processing. After
the forecast results from different moving periods of total industry
and selected brands were obtained, calculation of their corresponding
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mean squared errors were started to find the best moving period.
This programme was also performed by computer for which a MSE pro-
gramme was employed.
TABLE 3.1 presented the mean squared error of different
moving periods of total industry and selected brands using moving
average model. After examining the table, the best moving period
for total industry and selected brands (which is underlined in the
table) could be found and were then used to calculate the forecast
values for the period from January 1974 to August 1974. In cal-
culating these forecast values, actual sales figures would enter
the equation1 so that forecast values could be produced and thus
moved on accordingly. After these forecast values were generated,
they were then used to compare with the actual sales values. The
MSE method was used to find the mean squared errors of the produced
forecast values which were for comparison of accuracy with other
model's MSEs. TABLE 3.2 presented the forecast values and their
MSEs of total industry and selected brands using moving average
model.
In the following discussion, attempts were made to see how
the best forecast results of total industry and selected brands
using moving average model react to actual sales. In other words,
these discussions tried to enable users to see how the model fits
actual sales of total industry and selected brands.
1Chapter 2.4 contains the equation.
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TABLE 3.1
MEAN SQUARED ERRORS OF DIFFERENT MOVING PERIODS
FOR TOTAL INDUSTRY AND SELECTED BRANDS
USING MOVING AVERAGE MODEL
1J2B1CN4,J2B1CN2D1B1CN1D1B1CN 3D1B1WNTOTAL
310343106831091INDUSTRY 3105731004
16,534,48310,844,389 6,849,569118,296,3111,232,643,942 5, 4x46, 313N=2
14,237,66911,186,102 6,488,372105,846,143 7,412,989N=3 1,299, 711, 780
159097,09813,404,167 6,511,8301,154,714,269 9,880,700N-4 98,514,156
15,244,36412,959,87515,018,891 6,300,102101,734,8161,181,97k,273N=5
15,323,261107,460,831 17,299,3011,178,108,007N=6 16,452, 3785,921,073
20,336,013 15,663,33820, 618, 498N_7 1,194,812,306 107,429,318 5,926,805
15,362,07924,932,084104,235,422 24,599,2241,202,877,571N=8 5,841,759
29,743,757N=9 1,196,390,162 146,481,944 29,014,395 15, 376, 9785,897,763
N= 10 1,243,872,329 123,869,925 15,503,80035,809,91034,192,969 5,913,316
N_ 11 1,202,791,579 130,393,561 41,072,50540,057,355 6,035,117 15,633, 364
N= 12 1,131,648,243 139,988,324 46,404,466 47,853,241 15,014,5915.8949497
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TABLE 3.2
FORECAST VALUES AND MSE OF TOTAL INDUSTRY AND




41,175 23, 75056,200147, 202 77,000January 1974 559,750
41,625 3975059,25079,250February 158, 361562,457
4,25041,625157,949 59,85078,000March 565,064
21975041,o6369,500149,409 56,350April 560,895




6.316.821.517 473.566.397 35.290.938 6.698.297 10.554.063 19.195.313MSE
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Total industry
In TABLE 3.1, it can be seen that N=12 is the best moving
period for total industry when using moving average model because
the corresponding MSE is the least one. Among the eleven MSEs, the
range between the highest values and the lowest values is not large.
This may result from the fact that the actual sales did not fluctuate
drastically except in January and February over time (FIGURE 3.1).
In most months, the sales moves stably within the limit of 500 to
600 thousand mille. This is also the reason why N=12 suits best in
predicting sales and identifying sales pattern because, in sales
having little change in underlying pattern as the total industry
case, the large moving period value can smooth out the fluctuations
and produce better results than small moving period value. As il-
lustrated in FIGURE 3.1, the forecast values of total industry, using
moving average model with N=12, moves in a rather smooth pattern and
passes through the ups and downs of the actual sales figures. Thus,
the deviations are less significant than results produced by other
Ns.
Regard to the forecast values January 1974 to August 1974
which are produced by the best moving period, they move in a way
below the actual sales. This pattern is mainly due to the drastic
fluctuations in January, February and March which formulate a great
lagged effect to the later forecast values.
1D1B1CN 31004
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brand when using moving average model is N=4. This smaller moving
period produces forecast values in a faster responsive pattern to
the actual sales. Unlike the total industry sales, the actual
sales of 1D1B1CN 31004 has an apparent increase, and the sales
also has greater fluctuations in January and February (FIGURE 3.2).
This type of pattern is suitable for smaller moving period values
because the produced forecast value can follow the actual sales in
an immediate way. For larger moving period values, they will pro-
duce smoother forecast values and then deviate more from the actual
sales due to the greater lagged effect. These situations can be
summarized by TABLE 3.1 which shows the larger moving period values
produce greater MSEs.
The forecast values of the period January 1974 to August
1974 show a levelling pattern,. This is because the actual sales
figures in this later part no longer enter the forecast equation
and thus produce rather close values by forecast values themselves 1
2D1B1CN 31057
As shown in TABLE 3.1, the best moving period for the
brand is N=2. Apart from the moving periods mentioned in total
industry and 1D1B1CN 31004, the moving period of the brand is the
smallest. This smallest moving period produces the fastest respon-
sive forecast values to the actual sales. FIGURE 3.3 illustrates
the situation and it can be seen from the figure that the forecast
values are keeping very close paces to the actual sales. In fact,
1See earlier part of this section.
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the actual sales of the brand formulates a fast growing pattern and
there is an apparent increase in nearly every consecutive months.
Therefore, the smallest period is especially suitable for forecasting
the brand. If the moving period is large, the forecast values will
become levelling which may then enhence the lagged effect and cause
drastic deviation as shown in TABLE 3.1. However, as the figure
illustrated, the forecast values shows a slight lagged effect
regardless of the fastest response to the actual sales.
The forecast values of the period January 1974 to August
1974, which are similar to the situation of 1D1B1CN 31004, show a
levelling pattern but in a position well above the actual sales.
In fact, this levelling patern is caused by the smallest N period
which makes the forecast values replacing the actual values in the
equation. On the other hand, the higher value in January 1974 to-
gether with the smallest moving period form the high position of
forecast values above the actual ones.
4J2B1CN 310 1
The best moving period of the brand, as shown in TABLE
3.1, is N=8 which represents a different situation. In the table,
it can be seen that the NSEs of the brand in small value end are
larger than those in large value end. This reveals the fact that
large moving period is more suitable to be used in making forecast.
However, as FIGURE 3.4 shows, the sales pattern of the actual
figures is not that stagnant as total industry, and both slight
increasing and decreasing trend can be seen. The best moving period
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N=8 produces lagged forecast values in most months but pass through
the big waves of ups and downs.
The forecast values of the period January 1974 to August
1974 also show a levelling pattern as other aforementioned brands.
This may result from the rather stable sales figures around the end
of the year 1973 and thus stable forecast values are produced and
entered into the equation to replace the actual ones.
3D1B1WN 31068
As shown in TABLE 3.1, the small MSEs appear in small
moving period values among which the best value for the brand is
N=2. This smallest moving period produces the fastest responsive
forecast values and thus having close paces to the actual sales
(FIGURE 3.5). In fact, the actual sales figures formulate a fast
growing pattern and there are consecutive increases in most months.
The type of sales pattern is similar to 2D1B1CN 3105? and hence the
rationale of adopting moving period N=2 is also the same.
Regard to forecast values of the period January 1974 to
August 1974, they show a levelling pattern which deviates from the
actual sales. This pattern is resulted from the build-in charac-
teristic of the model using smallest moving period eventhough the
sales is increasing around the end of the year 1973•
1J2B1CN 31034
The best moving period of the brand, as shown in TABLE
3.1, is N=4. This moving period produces rather fast responsive
forecast values. Due to rather uneven sales pattern, it is not
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suitable for both smallest and largest moving period to forecast.
As shown in FIGURE 3.6, there are ups and downs in both large and
small scale over the entire time span. The forecast values move
in a lagged pattern through the big waves. Although the forecast
values cannot keep close to the actual sales value, still it can
be seen that the deviation between both values is not great.
The forecast values of the period January 1974 to August
1974 show a levelling pattern which is close to actual sales except
in February. The levelling pattern is partly caused by the rela-
tively small moving period value and partly by the stable sales in
ending months of the year 1973.
3.2 Data Analysis Using Exponential Smoothing Model
Similar to moving average model, there are, too, different
forecast results from exponential smoothing model when using dif-
ferent o( values. The task in first part of analysis is to find
out from these different X values the best one which can produce
the most accurate results. By using the best v( value for the model,
the forecast value of each selected brand and total industry for the
period from January 1974 to August 1974 could be obtained.
Upon using the model, a computer programme was written
and used to perform the calculation work, and sales figures of total
industry and each selected brand were punched onto cards for computer
processing. When forecast values of different,( values were gene-
rated, a mean squared error method was used to find the best o( for
the model to calculate the forecast values. Here, the MSE equation
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was somewhat different from that used in last section because there
were uniformly fifty-nine forecast figures by the model. The equa-
tion was:
MSEi-
A computer programme of MSE was used to perform calculation work.
TABLE 3.3 in the following shows all the mean squared errors for
different X values for total industry and selected brands using
exponential smoothing model.
As shown in TABLE 3.3, the best o value of total industry
and selected brands for exponential smoothing model are underlined.
These best of values were then used in the model to produce forecast
values for the period of January 1974 to August 1974. These fore-
cast values of total industry and selected brand were grouped to-
gether in TABLE 3.4 as well as their MSEs for subsequent comparison
with forecast values from other models.
Since actual sales values were used in the equation to
calculate forecast values in the second part of the analysis, these
actual sales would then produce the forecast values of the period
accordingly. These produced forecast values were presented in
TABLE 3.4 and also plotted in figures against actual sales values.
In the following subsections, attempts were made to dis-
cuss the forecast results of total industry and selected brands
uuinrr the best X value in exponential smoothing model.
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TABLE 3.3
MEAN SQUARED ERRORS OF DIFFERENT & VALUES FOR




16,721,3k77,951, 49482,447,533 72,423,956179,247,6631,101,695,151= 0.1
27,906,03534.399.65224,957,33347.885,952= 0.2 6,337,361,107 309,027,196
27,165,10668,175,24385,617,439285,277,965= 0.3 34,561,6275,335,043,061
113,977,733130,634,610= 0.4 36,226,6566,228,361,434 32,350,223376,091,028
158,285,229289673,404176,361,811 36,845,689442,234,8166,614,112,961= 0.5
27,593,390207,355,298483,989,784 31,977,939200,499,5716,482,654,793= 0.6
45,987,912241,398,511501, 286,089 237,313,8436,975,838,037 33,934,197= 0.7
49,804,417283,820,700= 0.8 279,956,6786,853,804,333 38,792,251577,380,158
= 0.9 756,095,658 54,735,088326,512,94638,257,7387,560,148,420 328,735,148
41,243,317 61,750,475364.883.672= 1.0 850,924,174 378,955,5437,954,752,194
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TABLE 3.4
FORECAST VALUES OF TOTAL INDUSTRY AND SELECTED
BRANDS USING EXPONENTIAL SMOOTHING MODEL
1J2B1CN4J2B1CN2D1B1CN1DlB1CN 3D1B]WNTotal
3103431091 31068Industry 3105731004
28,86441,387143, 212January 1974 50,53-74,030569,033
25,58741,608147,368610,023February 52,80975,4+49
41,447 25, 620609,307March 53,78775,359147, 908
40,592 24,9458144,339April 54,03073,087596,208
24,31240,970144,083May 54,624729870594,740
41,016 24,581145,498June 73,076 55,599597,374
24943241,1641459669July 56,67973,262597,358
August 41,448 24,481146,207599,536 ?3,610 57t823
MSE 498329474,457 415,052,394 24,538,796 6,293,673 33,269,591 19,477,492
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Total industry
As shown in TABLE 3.3, the best oc value for total industry
using exponential smoothing model is 0.1. This smallest. value has
a smoothing effect similar to using large moving period for moving
average model. In fact, small oc- value means small adjustment to the
error term between the preceeding forecast and actual values1. In
other words, the forecast values produced by small of value are in a
rather smooth pattern which is suitable for stable sales pattern.
FIGURE 3.7 illustrates the forecast values of total industry using
=0.1 in exponential smoothing model, from which the forecast values
are in a considerably smoothed way. Because of the lagged effect, the
path they are moving on is lower than the actual sales except in dras-
tic ups and downs.
The forecast values of the period January 1974 to August in
a rather smoothed pattern in which the range of value among them is
small. These forecast values pass through the big wave in January and
February but are close to the actual values in the rests months.
1D1BlCN 31004
As shown in TABLE 3.3, the best & value for the brand using
exponential smoothing model is 0.1 because its corresponding MSE is the
lease one. In FIGURE 3.8, it can be seen that the forecast values are
rather smooth and moving well below the actual sales in most months due
to the lagged effect.
See Chapter 2.5 for detailed discussion.
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As to the forecast values of the period January 1974 to
August 1974, they show a pattern of slight fluctuations. This pat-
tern is mainly caused by the small & value for the model which
means only small adjustment between actual sales and forecast
value is adopted.
2DlBlCN 31057
As shown in TABLE 3.3, the best & value for the brand
using exponential smoothing mdoel is 0.2. This & value produces
rather smoothing forecast results (FIGURE 3.9) which running con-
stantly below the actual sales. This pattern of forecast values
is mainly caused by the lagged effect of the model and small
value.
Regard to forecast values of the period from January 1974
to August 1974, they appear in a levelling pattern that caused by
the build-in characteristic of-the model.
4J2BlCN 3109.
As shown in TABLE 3.3, the best of & value for the brand
using exponential smoothing model is 0.1. This smallest & value
should, theoretically, produce smooth forecast values. However,
due to considerable fluctuations in actual sales, the forecast
values are running in a pattern which substantially outline the
basic underlying pattern of the actual sales (FIGURE 3.10).
Regard to forecast values of the period January 1974 to
August 1974, they show a levelling pattern which is the result of
the characteristic of the model.
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FIGURE 3.10
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3DlBlWN 31068
As shown in TABLE 3.3, the best & value for the brand
using exponential smoothing model is 0.2. This & value produces
rather smooth forecast values which can substantially outline the
basic underlying pattern of actual sales in a lagged fashion. The
produced forecast values keep close paces in the first two years to
actual sales and then lagged off due to the very rapid increase in
subsequent months (FIGURE 3.11).
As to the forecast values of the period January 1974 to
August 1974, they show an upward trend pattern but still lying below
the actual sales due to the lagged effect of the model.
1J2B1CN 31034
As shown in TABLE 3.3, the best & value for the brand
using exponential smoothing model is 0.1. This & value produces
smooth forecast values. The smoothing effect is quite apparent as
the forecast values in the first half running below the actual sales
and then, in the second half, running above the actual sales (FIGURE
3.12). This smooth pattern shows evidently the fact that the actual
sales drops in the second half over the time span.
Regard to forecast values of the period January 1974 to
August 1974, they appear in a slightly downward trend which runs
well above the actual sales in Janauary and February but is rather
close actual sales around the ending months.
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3.3 Summary
This chapter presents the discussion of forecast values
produced by best moving period and best (Y- value for total industry
and selected brands using moving average model and exponential
smoothing model respectively. TABLE 3.1 and 3.3 summarize all the
MSEs for total industry and selected brands using moving average
model and exponential smoothing model and from them, the best
parameters can be determined. TABLE 3.2 and 3.4 summarize the
forecast values of the period January 1974 to August 1974 using the
best moving average model and exponential smoothing model for total
industry and selected brand as well as their corresponding MSEs.
Other than these tables, FIGURE 3.1 to 3.6 are drawn to illustrate
the actual sales values against forecast values that produced by
the best moving average model for total industry and selected brands
FIGURE 3.7 to 3.12 are for the same purpose but the forecast values
are produced by the best exponential smoothing model.
In the following chapter, discussions will be made to
cater for the same purpose as this chapter but focus will be turned
to time series analysis model and multiple regression model.
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4.0 DATA ANALYSIS USING TIME SERIES ANALYSIS
MODEL AND MULTIPLE REGRESSION MODEL
In Chapter 3, discussions were made to data analysis
using moving average model and exponential smoothing model. In the
present Chapter, discussions will be centered on data analysis
using time series analysis model and multiple regression model.
Since these two models are more sophisticated in mathematical
nature, attentions will be centered on some statistical aspects of
the model,
4.1 Data Analysis Using Time. Series Analysis Model
In analysing the data using time series analysis model,
the procedures involved are much more complicated than the two
models discussed in last chapter. As described earlier in Chapter
2.6, sales were broken down into seasonal, cyclical, trend and ir-
regular factors. When these factors are found, forecast can be
made accordingly. A computer aid programme was used to perform all
the calculation works of the model1.
Upon using the programme, monthly data ranging from Jan-
uary 1969 to December 1973 of total industry and selected brands
were punched onto cards, together with programme control cards, for
1See Chapter 2.6 for details of the model and computer
output items.
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computer processing. The employed programme permits the first and
second degree of trend line projection to be used in forecasting.
Therefore, there were two sets of forecast results ranging from
January 1969 to December 1973 for total industry and each selected
brand. The first part of the analysis, here, was to determine which
set was the more accurate one. This determination process was car-
ried out by using MSE method1. TABLE 4.1 in follow shows the MSEs
of first and second degree trend line projection by time series
analysis model.
After examining the table, the more accurate time series
analysis model could be determined (which is underlined in TABLE
4.1). As stated earlier, five years monthly forecast would be
generated automatically by the programme. Hence, the forecast
values of total industry and selected brands from January 1974 to
August 1974 could be obtained from the appropriate set accordingly
and they were presented in TABLE 4.2 with their MSEs.
In the following subsections, attempt were made to dis-
cuss the best time series analysis model for total industry and
selected brands. Figures were also drawn for illustrating purposes.
Total industry
As shown in TABLE 4.1, the more accurate time series
analysis model is the one that using first degree trend equation.
The equation, which was calculated from original data, is used to
'LThis MSE method is similar to the one in Chapter 2.5
except the denominator is 60 instead of 59.
7TABLE 4.1
MEAN SQUARED ERRORS OF FIRST AND SECOND
DEGREE TREND LINE PROJECTION FOR TOTAL
INDUSTRY AND SELECTED BRANDS USING
TIME SERIES ANALYSTS MODEL














project the forecast values in the next five years after 1973 and
then seasonalized by the seasonal indices to obtain the final fore-
cast values. As listed in Chapter 2.6, there are twelve items in
.the computer output of the time series analysis model programme.
Among these items, the most important ones are: the adjusted seasonal
indices from which users can identify the seasonality of the actual
sales, the trend equation from original data by which the basis of
the final seasonalized trend data and 5 year forecast are defined,
and the seasonalized trend data and 5 year forecast which are ob-
tained from multiplying the trend data and forecast by the corres-
ponding seasonal indices.
The first degree trend equation calculated from original
data of the brand is:
Y= 52840.3968887+ 128.628845(x)
where Y is the calculated trend value and (X) is the independent
variable time. The value of (X) depends on the chronological order
of the month, for example the value of X of January 1969 is 1 while
the value of December 1973 is 60. In forecast values of January
1971+, the value of (X) is 61.
In FIGURE 4.1, it can be seen that the actual sales has
a slightly increasing trend over the entire time span. However, a
seasonal pattern can also be seen in the actual sales of the total
industry in which stronger seasonal tendency are present in January,
May, September and December each year while lower seasonal tenden-
79
TABLE 4.2
FORECAST VALUES AND MEAN SQUARED ERROR FOR
TOTAL INDUSTRY AND SELECTED BRANDS
USING TIME SERIES ANALYSIS MODEL
2D1B1CN 4J2B1CN 1J2B1CNTotal 1DlB1CN 3D1B1WN
Industry 31004 3106831057 31091 31034
(2nd d.) (2nd d.)(1st do) (1st d.) (2nd do) (2nd do)
46,274January 1971 154,052686,001 86,298 62,865 28,735
46,587February 608,404 192,639 82,966 13,71463.j584
March 128,079 42,18765,565 15,223557,872 51,217
April 419873116,379 14,270567,375 74,582 58,550
May 169,891 43085623,553 17,79767,59175,013
June 140,922 43,582 16,64769,200597,420 73,052
July 607,953 180,468 45,53478,673 53,860 15, 319
August 622,315 197,772 43,35285,807 15,917470,023
MSE 1,148,263,163 6,438,719,644 23,159,570 5,947,994 40,667,110 69,777,563
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cies are present in February, March, April and November each year.
For the rest months, there is not a clear seasonal pattern. The
forecast values, which are produced by the time series analysis
model, keep very close paces to the actual sales in most months
except in every January and February when the actual sales fluctua-
ting more violent than the calculated values.
Regard to forecast values of the period January 1974 to
August 1974, they still move in a pattern close to actual ones
except in January and February. TABLE 4.2 presents these calculated
values and the corresponding MSE for the period.
IDIBICN 31004
As shown in TABLE 4.1, the more accurate time series
analysis model for the brand is the one using second degree trend
equation. The equation that calculated from original data is:
Y= 8085.0444421+ 119.0575802+ 0.1065732(X) 2
After the equation is derived, it is used to calculate the trend
data and the five years forecast and then deseasonalized by their
corresponding seasonal indices to obtain the seasonalized trend
data and forecast.
In FIGURE 4.2, it can be seen that there is an increasing
trend in the actual sales of the brand over times. Regard to
seasonality, there are strong seasonal tendencies in January and
December each year, especially in every January the actual sales
show remarkable increase. The sales in February, unlike some
82
selected brand, does not show definite drops. The other months in
each year show irregular performances from which no conclusion can
be drawn. The forecast values which are produced by the time series
analysis programme are very close to the actual one especially in
months of 1970, 1971 and 1972. The produced forecast values are
less accurate in months of 1969 and 1973 of which over-optimistic
values appear in up times and over-pessimistic value in down times.
Regard to forecast values of the period January 1974 to
August 1974, they are rather accurate except in July and August
where over-optimistic forecasts appeared. TABLE 4.2 presents these
forecast values and the MSE of the period.
2D1B1CN 31057
As shown in TABLE 4.1, the better time series analysis
model for the brand is the one using second degree trend equation.
The trend equation that calculated from original sales is:
Y= 19028.0971098+ 1346.1491727(x)- 6.1586952(x)2
In FIGURE 4.3, it can be seen that the original sales
shows a distinctive trend pattern in which sales increases very
rapidly. Since the increasing trend is so strong that seasonality
of the sales is hardly discernable except the slightly higher value
in January each year. The forecast values which are produced by
the time series analysis programme are close to the actual sales in
general except some over-optimistic values in months arround the
end of 1973.
Regard to forecast values of the period January 1974 to
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August 1974, they seem to be over-optimistic because the values
are larger than actual ones. This situation may be caused by the
fact that the growth of actual sales has slowed down during the
period and thus the forecast value cannot cope with. TABLE 4.2
presents these forecast values and the MSE of the period.
4J2BlcN 31091
As shown in TABLE 4.1, the better time series analysis
model for the brand is the one using first degree trend equation.
The trend eauation that calculated from original sales is:
Y-- 35693.8650422+ 125.2284686(X)
As FIGURES4.4 illustrated, the actual sales of the brand has a
slight increase trend in the first four years and them drops
slightly in 1973. In terms of seasonality, there are higher seasonal
tendency in September, October, November, December and January and
lower in the rest months. The difference of sales in January and
February is quite drastic. The forecast values which are produced
by the time series analysis programme seem less accurate in the year
1971 and 1972 where the forecast values are below actual ones.
Regard to forecast values of the period January 1974 to
August 1974, they show somewhat optimistic results. This may be
caused by the fact that the actual sales in this period has dropped
so that the forecasts cannot reflect in time. These forecast values
are present in TABLE 402 as well as MSE of the period.
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3D1B1WN 31068
The more accurate time series analysis model for the
brand, as shown in TABLE 4.1, is the one using second degree trend
equation. This equation is:
Y= 23.6228130+ 337.6596515(x)+ 10.1673950(x)2
As shown in FIGURE 4.5, the actual sales of the brand
has a strong trend tendency of which sales increases very rapidly.
There is also seasonality in the actual sales in which November,
December and January are higher. The forecast values which are
produced by the time series analysis programme are rather accurate
in most months.
The forecast values of the period January 1974 to August
1974 seem less accurate than before and also they fluctuate more
than the actual values in both ups and downs within the period.
These forecast values are presented in TABLE 4.2 with the correspond-
ing MSE.
1J2B1CN 31034
As shown in TABLE 4.1, the more accurate time series
analysis model is the one using second degree trend equation. The
equation, which is calculated from the original data of the brand
is:
Y= 29571.1157093+ 416.211869(x)- 9.4210730(x)2
In FIGURE 4.6, it can seem that the actual sales of the
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brand shows a slightly decreasing trend. However, seasonality can
also be seen that January, May, August, November and December are
higher seasonal while February has remarkable low seasonality. The
forecast values that produced by the time series analysis programme
are rather close to actual values in most months.
Regard to forecast values of the period January 1974 to
August 1974, they are not that accurate as before and show lower
values than actual ones. This may be caused by the fact that the
actual sales has climbed rapidly back to higher position after the
remarkable drop in February and thus leaves the forecast values far
below. These forecast values of the brand in the period are con-
tained in TABLE 4.2 as well as.the MSE.
4.2 Data Analysis Using Multiple Regression Model
Unlike the models that have discussed, the multiple
regression model in the present study provided the definite and
unique equation to calculate forecast results for period January
1969 to December 1973. This was achieved by a computer aided step-
wise multiple regression analysis programme. The programme not
only handled all computations, but also selected the significant
independent variables in a step by step way to enter the equation
until the best equation appeared. The programme employed in the
present study is one of the facilities in the ICL Statistical
Analysis Package of the 1900 Series 1* Before the programme could
The Manual ICL Statistical Analysis, Mark 2, 1900 Series
3rd ed., (London: ICL, 1971), pp. 3- 57 contains a detailed dis-
cussion of the programme.
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be used, monthly sales figures of total industry and selected brands
had to be punched onto cards in an acceptable format, and together
with control cards input for processing. The mean squared error
used in comparison of model can be obtained by dividing the ESS
(error sum of squares) by sixty. The best regression equation,
which is the one associated with the highest multiple correlation
coefficient is used to predict the sales of the period January 1974
to August 1974. These forecast values are presented in TABLE 4.3
which also contains the corresponding MSE. Regard to the forecast
values of the period January 1969 to December 1973 of total industry
and selected brands, they are obtained in the corresponding computer
output together with the relevant information.
There are several criteria in determining a good regression
equation as discussed in Chapter 2.7. However, the most relevant
ones contained in the outputs of multiple regression analysis pro-
gramme are extracted, calculated and presented in the following
paragraphs. They are, for total industry and selected brands, the
best regression equation, the calculated t-test values of each in-
dependent variable in the equation, error sum of squares, multiple
correlation coefficient, coefficient of determination, multiple corre-
lation coefficient test, mean squared error, and the calculated
Durban-Watson Statistic. The multiple correlation coefficient test
is an alternative test of the overall significance of a regression
equation instead of F-test. It is used because the present computer
programme does not provide the F-test value. Thus, adopting the R
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TABLE 4.3
FORECAST VALUES AND MEAN SQUARED ERROR FOR
TOTAL INDUSTRY AND SELECTED BRANDS
USING TIME SERIES ANALYSIS MODEL
1J2B1CN4J2B1CN2D1B1CN 3D1B1WN1D1B1CNTotal
31034310683109131057Industry 31004









1,148,263,163 6,438,719,644 23,159,570 5*947,994 40,667,110 69,777,563MSE
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test is more convenient since it only requires checking to the R-test
tablet. The mean squared error is the measure of the accuracy of the
forecast values by the best regression equation. It is the quotient
of error sum of squares divided by sixty. The calculated Durban-
Watson statistic is used to identify the existance of cutocorrelation
which may overrule the result of favourable significance test of the
regression equation 2.
In the following subsections, discussions will be made for
total industry and selected brands, their forecast values produced
by the best regression in equation in the period January 1969 to
December 1973.
Total industry
From the output of the computer programme, the best mul-
tiple regression equation and other relevant information of total
industry in the period January 1969 to December 1973 are summarized
as follows:
Y= -97924.4513016 + 1.1995688(X2) - 0.6002842(X3)
(0.43)(3.59)




1See Jan Walter Elliott, Economic Analysis for Management
Decisions, (Homewood, Illinois: Richard D. Irwin, 1973), pp. 33
36, for detailed discussion.
2Ibid, pp. 49 - 56 contains detailed discussion.
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where Y= calculated forecast value
X2= advertising expenditure of total industry
X3= adult population
Xk= general consumer price index
X5= alcoholic drink and tobacco index
X6= total external trade
X,= value of imported cigarettes
In the above equation, Xk and X5 are index numbers with 100 as base
while the other independent variables are expressed in different
units due to the acceptable format for input data of the programme.
For these independent variables, Y is in unit of mills, X2 in unit
of ten dollar, X3 in unit of ten people, X6 in unit of million
dollar and X? in unit of thousand dollar. Since they are expressed
in different unit terms, some of them may have larger regression
coefficient than the others. But this larger coefficient does not
mean the larger degree of impact of the independent variable to the
forecast value. The t-test value is thus used to signify the signi-
ficance of each individual independent variable to the calculated
values and they are computed in the output of the programme and
quoted in parenthesis under each regression coefficient of the
equation. The other relevant information which are extracted from
the computer output are as follows:
= 40,526,900,000Error Sum of Squares
= 670,948,333Mean Squared Error
= 0.717Multiple Correlation Coefficient
95
Coefficient of Determination= 0.5141
Calculated Durban-Watson Statistic= 1.9670





As inferred by these information, there is a positive
multiple correlation between the calculated forecast and the inde-
pendent variables. The derived multiple regression explains about
51% of the variation in forecast values through associated variation
in the independent variables. As to the table values at five per-
cent level of R-test and t-test, they are 0.4535 and 2.0024 respec-
tively. Since the calculated R of 0.717 is larger than the table R
value of 0.4534 at five percent level, it can be said that the cal-
culated R value is significantly different from zero beyond the five
percent level and indicating the best regression equation is an
important explanatory mechanism for fluctuations in forecast values.
The table t-test value of 2.0024 has drawn a dividing line to dis-
tinguish the importance of independent variable in the equation, that
is, when the calculated individual t-test value of the independent
variable is larger than thetable t-test value, it is said to be
important to the equation. According to this dividing line, the
1These values are obtained from related tables at five
percent level.
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important independent variables in the equation of total industry are:
advertising expenditure of total industry, value of imported ciga-
rettes and general consumer price index. The rest independent vari-
able with smaller than 2.0024 t-test values are thus considered les
important. The table Durban-Watson statistics at five percent level
for the equation are dl= 1.33 and d= 1.69 respectively. Comparing
the table Durban-Watson statistics with the calculated Durban-Watson
value d= 1.9670, the equation is accepted as no autocorrelation
existed. This is because the calculated d value falls in the accep-
tance region when d u d 4- d u .1
Statistically, the regression equation is accepted and the
forecast values of the period January 1969 to December 1973 are pro-
duced accordingly. These forecast values are plotted in FIGURE 4.7
against the actual values. The forecast values of the period January
1974 to August 1974 are calculated from the equation with monthly
data inserted appropriately. These forecast values are also plotted
in FIGURE 4.7 and presented in TABLE 4.4 with the corresponding MSE.
As shown in FIGURE 4.7, the forecast values of total in-
dustry by the model are rather close to the actual ones in most months.
However, in the period January 1974 to August 1974, they are higher
than the actual values and the accuracy, thus, seems lower. This
situation may be caused by the joint effect of the moderate multiple
correlation coefficient and greater fluctuation occurred in the period
See Jan Walter Elliott, Economic Analysis for Mana ement
Decisions, (Homewood, Illinois: Richard D. Irwin, 1973)9 Pp* 9-
56, for detailed discussion.
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which makes the equation less capable to make forecast.
1D1BlCN 31004
As indicated in the computer output of the programme, the
best regression equation and other relevant information of the brand
in the period January 1969 to December 1973 are summarized as follows:








where Y = forecast values of sales of the selected brand
X1 = sales of total industry
X8 = advertising expenditure of the selected brand
X9 = price change index of the selected brand
In the above equation, Y is expressed in unit of mille, X1 in
thousand dollar, X8 in unit of dollar and X9 in index number. The
values of X1 are assumed to be taken from the forecast values of
total industry which was discussed in the last subsection. The
other relevant information are:
= 1,541,640,000Error Sum of Squares
= 26,766,000Mean Squared Error
= 0.975Multiple Correlation Coefficient
= 0.9487Coefficient of Determination
Calculated Durban-Watson Statistic = 1.6286
and the related table values are:
Critical R.05 = 0.504
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Critical t.05 = 2.008
Critical dl.05 = 1.33
Critical du.05 = 1.69
As inferred by these information, there is a very high
positive correlation between the calculated forecast and the in-
dependent variables. The derived regression equation explains
about 95% of the variation in forecast values through associated
variation in the independent variables. The critical R value im-
plies that the calculated multiple correlation coefficient value
is significantly different from zero beyond the five percent level
and thus indicating the best regression equation is an important
explanatory mechanism for fluctuations in forecast values. The
critical t-test values tells that the important independent varia-
bles in the equation are adult population, sales of total industry,
price change index of the brand, alcoholic drink and tobacco index,
total external trade and sales of the total industry. Regard to
the Durban-Watson statistic, the autocorrelation problem is con-
sidered as inclusive, which means no conclusion could be drawn on
the acceptance or rejection of autocorrelation existance. This is
because the calculated value falls in the region between acceptance
and rejection when dl<d<du.
Statistically, the regression equation of the brand il-
lustrates a very high degree of goodness of fit to the actual sales.
However, great caution is needed in adopting the result because of
+ha IuRivp indication of autocorrelation existence.
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As shown in FIGURE 4.8, the forecast values of the brand
by the model are very close to the actual ones especially in the
period January 1969 to December 1973. In the period of January 1974
to August 1974, the forecast values seem less accurate than prior
months. This situation may be caused by the fact that the fluctuation
in these months are much greater than that of the prior months, so
that the model is, thus, less capable to handle the forecast. These
forecast value are presented in TABLE 4.3 with the corresponding MSE.
2D1B1CN 31057
As shown in the computer output of the programme, the best
regression equation and other relevant information of the brand in
the period January 1969 to December 1973 are summarized as follows:
y= -367714.270458 + 0.o498833(X1) - 0.o444297(X2)
(2.03)(4.85)




The other relevant information are:
= 252,064,oocError Sum of Squares
4,201,067Mean Squared Error
= 0.993Multiple Correlation Coefficient
0.9860Coefficient of Determination
Calculated Durban-Watson Statistic = 1.2722
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Critical du.05 = 1.69
As inferred by these information, there is a very high
positive correlation between the forecast values and the indepen-
dent variables. The derived regression equation explains about
98.6% of the variation in forecast values through associated varia-
tion in the independent variables. The ciritcal R value implies
that the calculated multiple correlation coefficient value is
significantly different from zero beyond the five percent level
and thus indicating the best regression equation is an important
explanatory mechanism for fluctuations in forecast values. The
critical t-test value tells that the important independent vari-
able in the equation are adult population, alcoholic drink and
tobacco index, sales of total industry, total external trade, ad-
vertising expenditure of the brand and advertising expenditure of
total industry. Regard to Durban-Watson statistic, the table vales
point out that significant positive autocorrelation1 is present in
the error term at five percent level. This is because the calcu-
lated d value falls in rejection region when dl> d.
Although most of the statistics indicate a very high de-
free of goodness of fit of the equation to the brand, the Durban-
Simply speaking, the existance of positive autocorreia
tion means the occurence of a positive (Negative) error term raises
the probability above 0.5 that the next successive error term will
have a positive (negative) value.
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Watson statistic overrules these favourable conditions and suggests
that positive autocorrelation does occur in error terms. This re-
sult may be caused by the absence of an influencial independent
variable in the equation and thus conclusions drawn from R and t-
tests are likely to be unreliable. Actions that should be taken
to remedy the situation are possible, yet it is out of the context
of the present study.
Apart from the above statistical conclusion, FIGURE 4.9
is drawn to show how these forecast values, which are produced by
the model, react to actual sales. As shown in the firure, the
forecast values of the period January 1969 to December 1973 are
very close to the actual ones. The forecast values of the period
January 1974 to August 1974, too, show high accuracy in forecasting.
These forecast values are presented TABLE 4.3 with the corresponding
MSE.
4J2BlCN 31091
As shown in the computer output of the programme, the
best regression equation and other relevant information of the
brand in the period January 1969 to December 1973 are summarized
as follows:
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= 435,948,000Error Sum of Squares
Mean Squared Error = 7,265,800
= 0.708Multiple Correlation Coefficient
= 0.5013Coefficient of Determination
Calculated Durban-Watson Statistic = 2.0982





As inferred by these information, there is a positive
correlation between the forecast values and the independent vari-
ables. The derived regression equation explains about 50% of
variation in forecast values through associated variation in the
independent variables. The critical R value implies that the cal-
culated multiple correlation coefficient value is significantly
different from zero beyond the five percent level and thus indi-
cating the best regression equation is an important explanatory
mechanism for fluctuations in forecast values. The critical t-test
value tells that the important independent variable in the equation
are the price change index of the brand and alcoholic drink and
tobacco index. Regard to Durban-Watson statistic, the table d
values indicate that no autocorrelation exists in the equation.
This because the claculated d value falls in the region of accep-
tance when d1 du d.
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Statistically, the regression equation is accepted and
the forecast values are produced and plotted in FIGURE 4.10 accord-
ingly. The forecast values of the period January 1974 to August
1974 are then calculated from the equation with monthly data inserted
appropriately. These forecast values are also plotted in FIGURE 4.10
and presented in TABLE 4.3 with the corresponding MSE.
As indicated by FIGURE 4.10, the forecast values of the
brand by the model are always below the actual sales. This situa-
tion is also true to forecast values in the period January 1974
to August 1974. The comparatively lower accuracy may be attributable
to the moderate value of multiple correlation coefficient.
3D1B1WN 31068
As shown in the computer output of the programme, the best
regression equation and other relevant information of the brand in
the period January 1969 to December 1973 are summarized as follows:
Y = -361712.375717 + 0.0409346(X1) + 1.52649497 (X3)
(8.62)(3.93)




The other relevant information are:
= 285,154,000Error Sum of Squares
= 4,752,567Mean Squared Error
= 0.972Multiple Correlation Coefficient
= 0.9441Coefficient of Determination
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Calculated Durban-Watson Statistic = 0.8186
and the related table values are:
Critical R.05 = 0.4516
Critical t.05 = 2.007
Critical d1 05 = 1.33
Critical du.05 = 1.69
As inferred by these information, there is a positive
multiple correlation between the forecast values and the independ-
ent variables. The derived regression equation explains about
94.490 of variation in forecast values through associated variation
in the independent variable. The critical R values implies that
the calculated multiple correlation coefficient value is signifi-
cantly different from zero beyond the five percent level and thus
indicating: the best regression equation is an important explanatory
mechanism for fluctuations in forecast values. The critical t-test
value tells that the important independent variable in the equation
are adult population, the price change index of the brand and sales
of total industry. Regard to Durban-Watson statistic, the table d
values indicate that significant prositive autocorrelation is pre-
sent in the error term at five percent level. This is because the
calculated d value falls in rejection region when d1 > d.
Statistically, most of the significance tests indicate a
very high degree of goodness offit of the equation to the brand.
Yet, the Durban-Watson statistic overrules these favourable con-
ditions and suggest that positive autocorrelation does occur in
109
error terms. Thus, conclusions drawn from R and t-tests are likely
to be unreliable.
Apart from the above statistical conclusion, FIGURE 4.11
is drawn to illustrate how these forecast values, which are pro-
duced by the model, react to actual sales. As shown in the figure,
the forecast values of the period January 1969 to December 1973 are
very close to the actual ones. As to forecast values of the period
January 1974 to August 1974, they are higher than that of the actual
values. This situation may be caused by the fact that the actual
sales in-this period has reduced its rapid growth rate and thus the
forecast values are then becoming over-optimistic.
1J2B1CN 31034
As shown in the computer output of the programme, the
best regression equation and other relevant information of the brand
in the period January 1969 to December 1973 are summarized as follows:





The other relevant information are:
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Calculated Durban-Watson Statistic= 1.2212





As inferred by these information, there is a positive
multiple correlation between the forecast values and the independent
variables. The derived regression equation explains about 67% of
variation in forecast values through associated variation in inde-
pendent variables. The critical R values points out that the cal-
culated multiple correlation coefficient value is significantly
different from zero beyond the five percent level and thus indicating
the best regression equation is an important explanatory mechanism
for fluctuations in forecast values. The critical t-test value tells
that the important independent variable in the equation are the price
change index of the brand, sales of total industry, advertising ex-
penditure of the brand and adult population. Regard to Durban-Watson
statistic, the table d values indicate that positive autocorrelation
is present in the error term at five percent level. This is because
the calculated d value falls in rejection region when dl>d.
Statistically, most of the significant tests indicate the
degree of goodness of fit of the equation is acceptable. However,
the Durban-Watson statistic overrules these conclusions because of
the existance of the positive autocorrelation in error terms. Thus,
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conclusions drawn from R and t-tests are likely to be unreliable.
Apart from the above statistical conclusions, FIGURE 4.12
is drawn to illustrate the forecast values of the brand by the model.
The forecast values of the period January 1969 to December 1973 show
moderate accuracy of which the forecast values are not close enough
to the actual sales. As to the forecast values in period January
1974 to August 1974, they even show a lower accuracy of which fore-
cast values are far below actual values. This may be caused by the
joint.effect of relatively lower multiple correlation coefficient
of the equation and the rapid retrieval of the actual sales after
drastic drop in February 1974.
403 Summary
This chapter presented the discussion of forecast values
produced by time series analysis model and multiple regression model
for total industry and selected brands. TABLE 4.1 summarizes all
the MSE for total industry and selected brand of the period January
1969 to December 1973, using time series analysis model with lst and
2nd degree trend equation. TABLE 4.2 and 4.3 summarize the forecast
values of the period January 1974 to August 1974 using the best time
series analysis model and multiple regression model for total in-
dustry and selected brands as well as their corresponding MSEs.
Regard to the statistical information of the multiple regression
model for totla industry and selected brands, they are summarized
and presented in the content of the chapter. Other than these
tables, FIGURE 4.1 to 4.6 are drawn to illustrate the actual sales
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values against forecast values that are produced by the time series
analysis model for total industry and selected brands; FIGURE 4.7
to 4.12 are for the same purpose but the forecast values are pro-
duced by the multiple regression model.
In the following chapter, discussions will be centered
on the findings of the analysis in Chapter 3 and 4 from which eva-
luations can be made accordingly.
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5.0 EVALUATION OF ACCURACY OF MODELS
After analysing the data by various models in the last two
chapters, results can then be derived to'find the most accurate model.
However, this objective cannot be achieved until an overall evaluation
of accuracy is made to compare the results from different models for
total industry and selected brands. In the following sections, dis-
cussions are made to cater for this purpose, which at the same time
serve as the conclusion on accuracy of model. Mean squared errors
method is to be used as the yardstick to measure the accuracy of
models throughout the chapter. After the individual evaluation of
the models, a section of overall evaluation on accuracy of model is
plced before the ending.
5.1 The Evaluation of Models for Total Industry
and Selected Brands
Before checking the mean squared errors which. are calcu-
lated from different models, an examination of sales pattern of total
industry and selected brands may give some hints to find the most
accurate model. TABLE 5.1 to 5.6 and FIGURE 5.1 to 5.6 are con-
structed for visualizing respectively the actual sales and forecast
values by the four models.
Evaluation of models for total industry
As FIGURE 5.1 indicates, the actual sales, which is drawn
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TABLE 5.1
MEAN SQUARED ERROR OF TOTAL INDUSTRY








2,493,604,096**19,573,129,220 9,548,612,089*January. 1974 31,041,858,970
January 1974
1,148,212,794**4, 832, 474, 457 8,599,082,949*6,316,821,517August 1974
The most accurate model of the period
The second accurate model of the period
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in black line with crosses have a rather distinctive seasonal pattern.
Starting from January 1969 to August 1974, there were high values
every January and low values every February. As to the other months
of each year, there were slight ups and downs usually, no three con-
secutive months show continuous ups and downs. The whole sales pat-
tern could then be summarized as: except big waves in every January
and February, there was a slight upward trend in the sales of total
industry during the period.
TABLE 5.1 contains all the mean squared errors by the four
models. There are three rows of mean squared error in the table.
In each row, double asterisk(**) is given to signify the most
accurate model due to its least values while the single asterisk
(*) signifies the second accurate model. The first row indicates
the mean squared error by the four models in the period January 1969
to December 1973. The second row indicates the mean squared error
of the first forecast period, that is, January 1974. The last row
indicates the mean squared error of the forecast period January 1974
to August 1974. These three rows represent respectively the accuracy
of the model in different periods of which the first one is for the
first sixty months the second one is for the immediate forecast by
the recognized sales pattern the last one is for the longer period
forecast. In the first row of TABLE 5.1, the most accurate model is
time series analysis model while the second accurate one is the
multiple regression model. In the second row, the most accurate
model is time series analysis model while the second accurate one
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is the multiple regression model. In the third row, the most accu-
rate model is time series analysis model while the second accurate
model is the exponential smoothing model. Conclusively speaking,
time series analysis model is the ost accurate model in different
forecast periods. The multiple regression model is the second
accurate model in the first and second in the first and second row
but is less accurate in longer period forecast.
The findings of the accuracy of the model for total in-
dustry proves that the more sophisticated and flexible models are
suited better to sales with seasonal pattern. The great difference
between the time series analysis model and the rest of the models is
distinguished by its capability to predict total industry sales.
However, one thing should be mentioned about the multiple regression
model: the coefficient of determination is only 0.5141 which means
only 51.41% of the variance in sales is associated or related to variance
in the accounted independent variables of the best regression equation
(8, p. 291). This also implies that if a better regression equation
which could improve the coefficient of determination has been found,
the predicting power of the model may well be better accordingly.
Evaluation of models for 1D1B1CN 31004
In FIGURE 5.2, the actual sales is represented by black
line with crosses which depicts an upward trend with less distinctive
seasonal pattern. The pattern shows higher values every December
and January especially clear in the latter. In the remaining months
each year. Seutember also shows a higher than average seasonality
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but it is less significant than the combined effect of the December
and January. However, the upward trend of the sales is much greater
than that existed in total industry sales.
As grouped together in TABLE 5.2, all mean squared errors
are calculated from forecast values of the four models for the brand
The first row, which represents the accuracy of the first sixty
months forecast values, reveals that the multiple regression model
is by far the most accurate one while the time series analysis
model is the second accurate model. In the second row, the multiple
regression model shows distinctive accuracy over the other models
in forecasting the period of January 1974 which is the immediate
forecast after the pattern has been identified. In the third row,
however, the most accurate model is the moving average model while
the second accurate model is the exponential smoothing model.
Doubtlessly, the multiple regression model and the time
series analysis model should be the better forecasting models than
the other two in the first and second rows because the actual sales
pattern,in the first sixty months has a combined trend and seasonal
effect which the moving average model and exponential smoothing mbdel
could not handle properly. This situation is especially true when
the coefficient of determination in the multiple regression model
is as high as 0.9506. However, in the longer period forecast, both
models produce greater values than actual values and thus obtain
correspondingly greater deviations. These reverse outcomes are due
to inconsistancy or abnormal values in some independent variables
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TABLE 5*2
MEAN SQUARED ERROR OF 1D1BlCN 31004





2Model(ot =0.1) (R =o.9506)(2nd d.)(N=12)
January 1969
179,247,663 85,020,7k9* 25,694,800**98,514,156December 1973




The most accurate model of the period
The second accurate model of the period
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happened in the multiple regression model and the over-enlarged
magnifying effect of the seasonality occurred in the time series
analysis model. On the other hand, the moving average model and ex-
ponential smoothing model are rather stable in January 1974 to Augus-
1974. Yet, they obtain smaller deviaions because they are along the
middle of the actual sales curve. TABLE 5.2 shows that their mean
squared errors during the period are even worse than the value of
the first and second row. Therefore, a concluding remark can be
drawn that the multiple regression model and time series analysis
are best for immediate forecasting- that is, for one month fore-
casting. The moving average model and the exponential smoothing
model, although having least mean squared error values in the third
row, are not as satisfactory for forecasting in any period mentioned.
Evaluation of models for 2D1B1CN 31057
In comparing the forecast values with actual values of the
brand, TABLE 5.3 and FIGURE 5.3 are drawn. The actual sales which
is presented in black line with crosses in FIGURE 5.3 depicts the
distinctive upward trend and less significant seasonal pattern.
Judging from the figure, sales increases rapidly and consistantly,
and only minor seasonality are found every January and Febuary.
As revealed in TABLE 5.3, the mean squared errors of the
four models for the brand indicate simultaneously that the multiple
regression model is the most accurate model in different forecast
periods. The time series analysis model is the second accurate
model in different periods. The super-fitness of the multiple re-
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TABLE 5 .3
MEAN SQUARED ERROR OF 2D1B]CN 31057









28.068.804459832,900January 1974 160000000 5,116,6+4**
January 1974-
24,538,796 23,159,570* 10,337,750**35,290,938August 1974
The most accurate Model of the period
The second accurate Model of the period
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gression model is attributed greatly to the extremely high value of
coefficient of determination. The time series analysis model, al-
though having a less significant predicting power, is rather accurate
because of combined effect of trend and seasonal pattern. The moving
average model shows substantial closeness to the actual sales values
but is deferred somehow by the lagged effect of the model. The ex-
ponential smoothing model which has greatest smoothing effect is un-
able to given accurate forecasts because of its correspondingly
larger lagged effect. This can clearly be seen from the figure that
the green line is always lying below, on the right hand side of the
black line. In conclusion, multiple regression model is better in
forecasting the sales of the brands while time series analysis model
is the second accurate one.
Evaluation of models for 4J2B1CN 31091
As depicted in FIGURE 5.4, the actual sales of the brand
shows distinctive seasonality in December, January, Feburary and
4arch of which the former two months represent the ups while the
later represent the downs. The difference existed between these ups
and downs is so large that the February and March of each year are
the troughs and the following months are on their way to the peak
in December and January.
TABLE 5.4 contains all the information about the mean
squared errors of the four models in different forecast periods.
In the first row of the table, time series analysis model is the
most accurate model, while the second accurate one is the moving
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FIGURE 5.4
ACTUAL SALES AND FORECAST VALUES
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TABLE 5.4
MEAN SQUARED ERROR OF 4J2B1CN 31091





Model(lst d.) (R 0.5013)(N=8) (L=0.1)
January 1969-
7,265.800?,951,494 3,827,395'5,841,759'December 1973
5.880.625 416.025**January 1974 7,150, 2764,897,369*
January 1974
17,120,0665,946,686,698,297 6,293,673August 1974
The most accurate model of the period
I The second accurate model of the period
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average model. In the second row, multiple regression model is the
most accurate model and the exponential smoothing model is the
second. In the third row, time series analysis model and exponen-
tial smoothing model are the most accurate models.
In TABLE 5.4, the mean squared errors of the four models
indicate that the more sophisticated model are better in predicting
the sales of the brand. Within the two more sophisticated models,
time series analysis model is better than multiple regression model
in identifying the sales pattern of the brand and making better
longer period forecast, but fails to produce the best forecast in
immediate term. The multiple regression model, with relatively
lower value of coefficient of determination, gives the most accurate
forecast in immediate term yet cannot give good forecasts in the
first and third row. In regard to. the less sophisticated models,
both moving average model and exponential smoothing model fail to
produce the best forecast values but the forecasts they made in the
three rows are rather close to the most accurate ones. This outcome
may be caused by the fact that the sales pattern of the brand is
relatively stable and the range of the fluctuations is thus rela-
tively small except in the big waves.
In conclusion, the time series analysis model is recom-
mendable to find the forecast values. However, the two less sohpis-
ticated models can be regarded as second choice.
Evaluation of models for 3D1B1CN 31068
As indicated in FIGURE 5.5, the actual sales of the brand
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FIGURE 9-9
ACTUAL SALES AND FORECAST VALUES
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which is drawn in black line with crosses shows a very distinctive
upward trend. The trend denotes remarkable growth of sales and
the seasonality is thus hardly discernable.
The accuracy of the models is shown in TABLE 5.5 which
contains all the mean squared errors in different forecast periods.
In the table, the mean squared errors of the multiple regression
model show the superior predicting power. The time series analysis
model is also good at predicting in the first and second row. How-
ever, the time series analysis model loses its.second accurate model
position to moving average model in the third row. Themoving aver-
age model, although inferior to the aforementioned models, is better
than the exponential smoothing model because the latter has greateD
lagged effect.
Conclusively speaking, the multiple regression model is
the most accurate model in predicting the sales of the brand in
different periods.. The accuracy may be due the strong trend pattern
and extremely high value of coefficient of determination. Lastly,
the moving average model in predicting the sales of the brand is
also worths mentioning. The model with shorter moving period, such
as N=2, in predicting sales is rather accurate because of the steady
growth of trend pattern. If the lagged effect is taken into account
and then giving adjustment to the forecast for example, giving
additional allowance to offset the lagged period, the predicting
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4,077,5o4*January 1974 131,997,121 7k8,225**33,640,000
January 19?4
10,554,063* k3.709.61033,269591 5,735,787**August 1974
The most accurate model of the period
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Evalusation of models for 1J2B1CN 31034
The actual sales of the brand, which is indicated in FIGURE
506 by black line, shows an uneven pattern. The range between ups
and downs are rather small except every February and March. In these
two months, slaes usually drops drastically and then climbs back to
the general level. However, there exists a downward trend in the
sales.
Regard to the mean squared errors, TABLE 5.6 contains the
result that is different from the last sections'. In this table-
except time series analysis model- is the most accurate model in
the first row the moving average model shows its superiority in
predicting sales in the three rows, and the exponential smoothing
model is the second accurate model in both the second and third row.
The low predicting power of the multiple regression model
could be explained as the result of relatively low value of co-
efficient of determination. A better regression equation may help to
increase the predicting power if possible. The time series analysis
model is the most accurate model in the first sixty months yet loses
its position to the less sophisticated ones in second and.third row.
This failure to predict may be ascribed to the sales pattern in which
the sales of March and April 1974 climb back to its original level
rapidly and thus leaves the predicted values well behind. The superb
performance of the moving average model and exponential smoothing
model can be greatly attributed to their smoothing effects in pre-
dicting. They are especially good in forecasting the brand because
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FIGURE 9-6
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TABLE 5.6
MEAN SQUARED ERROR OF 1J2B1CN 31034
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the sales pattern is somehow in a slight downward trend, and hence
the predicted values gain smaller deviation when passing through
the ups and downs.
5.2 Overall Evaluation of the Accuracy
of Selected Models
In the last section of the chapter, there were evaluactions
for the accuracy of different forecast models for total industry and
selected brands. An attempt is made in this section to bring all
individual evaluations together to see whether there is a most accu-
rate model for all forecast works. TABLE 5.7 is constructed for this
purpose and contains all mean squared errors. Asterisks are given in
this table to indicate the most and second accurate model in different
periods.
As indicated in TABLE 5.7, it is quite clear that the mul-
tiple regression model and time series analysis model are far better
in identifying sales pattern and making both immediate and longer
term monthly sales forecast. In multiple regression model, the pre-
dicting power is high whenever the value of coefficient of deter-
mination is high. Brands 1D1B1CN 31004, 2D1B1CN 31057 and 3D1B1WN
31068.are good examples. When the value of coefficient is low, the
predicting power are low correspondingly. However, when the statis-
tical inferences are incorporated in these forecast results as shown
in Chapter 4.2, the accuracy of the multiple regression model may be
discounted by the presence of autocorrelation in some brands of which
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series analysis model, although seems less significant than the former
in predicting, shows wider applicability to all brands. This may due
to the fact that all sales are more or less of seasonal and trend
pattern. Thus the model can be effective unless that pattern is no
longer consistent or the ups and downs are so large that the fore-
cast apttern cannot handle. Comparing the time series analysis
model with multiple regression model under the situation that statis-
tical inferences are considered in the latter, the time series
analysis model is better in forecasting. The moving average model
and exponential smoothing model, on the other hand, are less effective
in most cases except when the sales are stagnant and the seasonal
and trend pattern are not so distinctively identified. Brands 4J2B1CN
31091 and 1J2B1CN 31034 are good examples to illustrate the situation.
5.3 Summary
This chapter presented discussion of evaluation of accuracy
of the four models for total industry and selected brands. In the
entire evaluation process, individual evaluations of models for total
industry and selected brands are presented first and followed by an
overall evaluation of all models. The evaluation works are visualized
and illustrated by corresponding figures and tables in which con-
clusions can be drawn.
In the individual evaluation part, except brand 1J2B1CN 31034,
the best forecast models for' total industry and selected brands are
time series analysis model and multiple regression model. The less
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sophisticated models only show good performance in the exceptional
brand. However, as the consideration of statistical significance
testa is incorporated in the multiple regression model, the accuracy
of this model is discounted because of the existence of autocorre-
lation in some certain brands. As a conclusion in the overall
evaluation of the four selected models, the most recommendable one
in the present study in terms of accuracy is time series analysis
model.
In the following chapter, considerations other than accuracy
will be introduced and incorporated to find the most desirable sales
forecasting model in which the conclusion of the study will be made
accordingly.
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6.0 DISCUSSION AND CONCLUSION
As far as the study concerned, emphasis has been put on
the accuracy test of the selected sales forecasting models and the
workds that have done are mainly concentrated in this factor. In
the final stage, other considerations are introduced and incorporated
in comparing the models so that the most desirable sales forecasting
model can be found.
6.1 Other considerations in Comparing Sales
Forecasting models
Although accuracy is the prime factor in comparing dif-
ferent models, there are many other considerations which should be
incorporated in practical use. The most influencial ones among
them are costs and. easiness of application.
Coat factor
The cost factor can be divided into: development costs,
storage costs and operating costs. The development costs include
manpower costs required for development of model and computer time
for debugging the application. The development of model may take
less than an hour in moving average model or may take man-months
with multiple regression model. However, this type of costs may
be reduced if the package programme is to he used. The storage
costs include the storage cost of the programme and the storage
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cost of the data. These storage costs are involved because when
utilizing the computer programme of a forecast model, the pro-
gramme as well as the data must be stored in the memory device
of a computer. The operating costs include each run that is made
with computer programme to obtain a forecast or to modify the work-
ing model. Thus, this kind of cost represents both the cost of the
computer time and the manpower cost involved in making each computer
run. TABLE 6.1 has summarized the costs of these three categories
for the four selected models. Hence, users can, obtain a true pic-
ture of comparison of the total expenses involved in utilizing a
given forecasting model for a specific situation. Of course, these
costs are based on the assumption that computer is employed.
Factor of easiness of application
This factor includes the intuitive appeal (7, p. 211)
and time availability for applying the model. Intuitive appeal
means how well the user can understand the model and how useful the
results are to him personally. Usually, when there is more know-
ledge about the model, there is greater intuitive appeal to the
user. It is seldom to find a user who will utilize the sophis-
ticated model that he does not know and cannot pass judgement on.
The time availability for applying the model means how much time
is assigned or left to the use of the model. Usually, the more
sophisticated models need more training time. This factor is im-
portant because the user may have a limited amount of time in which
to make a decision, thus, he may select a less sophisticated model
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TABLE 6.1
A COMPARISON OF FORECASTING MODELS ON
COSTS, ACCURACY APPLICABILITYa
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that is much easier to develop for his application. A scale of 0
to 10 has been used in TABLE 6.1 to illustrate the comparison of
the easiness of application among the four selected models.
Other factor
Besides the above mentioned factors, another factor that
should pay attention to is the recognition of sales pattern. This
consideration is not a factor that influences directly the desir-
ability of a sales forecasting model. It is a consideration that
may affect the use of model and then the accuracy and costs incurred
in forecast. As described in Chapter 2, different models have dif-
ferent characteristics which may influence the ability of the model
to make forecast in a specific situation. In Chapter 3, 4 and 5,
the concluding remarks on the accuracy of the models point out that
sophisticated models can handle more flexible sales pattern and give
more accurate results while the less sophisticated model can handle
stagnant sales pattern well. Therefore, an examination of sales
pattern before the forecast may suggest some cues to the use of
model and may then save cost and time but still maintain an accept-
able level of accuracy.
When combining the above considerations together, users
may understand why accuracy is, sometimes, offset by the expensive
costs and limited time budge. This situation is especially true
whenever costs exceed the benefits derived from the accuracy.
6.2 Conclusion
The four sales forecasting models which employed in the
144
study produce different values for forecasting, involve different
lead time in development and incur different costs in operation.
However, in regard to accuracy, multiple regression model and time
series analysis are both recommendable. The multiple regression
model, although shows higher accuracy than the time series analysis
model in general, is less attractive in the present study because of
the presence of autocorrelation in some certain brands. Unless the
regression equation and the relevant information have been
proved to be acceptable statistically and, the users have got
very strong support in computer, the multiple regression model
should be regarded as second choice to the time series analysis
model in forecasting the cigarette sales. The time series analysis
model, which has been considered as better model than multiple
regression model, also shows shortcomings in sales forecasting
because it cannot be tested the significance of its forecast re-
sults. Moreover, the model cannot reflect the influence of some
certain important factors to the sales as multiple regression model.
Therefore, if the cost and time constraints can be disregarded, the
most ideal situation and method to forecast sales is to use both
models through which the accuracy of forecast results are guarded
by dual assurance. When the results from the multiple regression
model show significant statistical tests and the value of coeffi-
cient of determination is high enough, these results should be
adopted. Reversely, if the regression results cannot meet with
the statistical significance tests or the value of coefficient
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of determination is low, the forecast results from time series
analysis model should be adopted.
On the other hand, if strict cost and time constraints are
present and must be incorporated, the situation is different. Under
this circumstance, users should examine very carefully the pattern
of sales and then apply time series analysis model for the brands
with strong seasonal and trend pattern and moving average model
for brands with stagnant sales pattern. The multiple regression
model is discarded because it takes longer period of time for de-
velopment and higher costs for operation. The product life cycle
concept1 may be useful in this situation to help decide which brand
should apply more flexible model, provided the sales history of the
brand is long enough for examination.
Finally, the moving average model and exponential smooth-
ing model, though less significant in terms of accuracy, should be
considered in forecasts of lower value because they are less costly
and taking less lead time in development stage. However, as limited
by the build-in characteristic of the models, these two models are
more suitable for making immediate term forecasts.
1See Theodore Levitt, Exploit the Product Life Cycle,
Harvard Business Review, Volume 43, No. 6 (November- December,
1965)9 11-2 and John C. Chambers, Satiner K. Mullick, and Donald
D. Smith, How to Choose the Right Forecasting Technique, Harvard
Business Review, Volume 49, No. 4 (July- August, 1971), 45--75 for
detailed discussion and uses of the concept.
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SPECIFICATION FOR CODING OF INDIVIDUAL BRANDS
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Source: Provided by a local cigarette comDanv
aThe alphanumeric code of each individual brand consists of 12 characters in most case. The 13th
character denotes that the brand has withdrawn from the market during the year.
bFor the sake of security, the manufacturer's name has to be masked*
cAll in Hong Kong Dollar.
dSC=soft cup, HL=hinge-lid.
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