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Abstract
For the Narain-Horvitz-Thompson estimator to have usual asymptotic properties such as
consistency, some conditions on the sampling design and on the variable of interest are needed.
Cardot et al. (2010) give some sufficient conditions for the mean square consistency, but one
of them is usually difficult to prove or does not hold for some unequal probability sampling
designs. We propose alternative conditions for the mean square consistency of the Narain-
Horvitz-Thompson estimator. A specific result is also proved in case when a martingale sampling
algorithm is used, which implies consistency under a fast algorithm for the cube method.
Keywords: Cube method; Martingale algorithm; Mean-square consistency; Multinomial sampling; Sen-Yates-
Grundy conditions.
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1 Introduction
When a random sample S is selected inside a finite population U , the Narain (1951)-Horvitz-
Thompson (1952) estimator tˆypi if often used for the total ty =
∑
k∈U yk of some variable of interest.
For the Narain-Horvitz-Thompson estimator to have usual asymptotic properties, such as asymp-
totic normality or consistency, some conditions on the sampling design and on the variable of inter-
est are needed. Following the approach in Robinson and Sa¨rndal (1983) and Breidt and Opsomer
(2000), Cardot et al. (2010) give sufficient conditions for the mean square consistency. However,
one of these conditions is related to the second-order inclusion probabilities and is usually difficult
to prove for unequal probability sampling designs.
In this note, we propose alternative conditions for the mean square consistency of the Narain-
Horvitz-Thompson estimator, i.e. under which
E
{
N−1(tˆypi − ty)
}2
= O(n−1) (1)
with N the population size. The proposed conditions are usually easier to prove, and are known to
hold for several sampling designs with unequal probabilities. We also give conditions under which
the Narain-Horvitz-Thompson is consistent in mean square under a martingale sampling algorithm,
which implies consistency under a fast algorithm for the cube method (Deville and Tille´, 2004). Our
asymptotic framework is that described in Isaki and Fuller (1982). We assume that the population
U belongs to a nested sequence {Ut} of finite populations with increasing sizes Nt, and that the
population vector of values yUt = (y1t, . . . , yNt)
⊤ belongs to a sequence {yUt} of Nt-vectors. For
simplicity, the index t will be suppressed in what follows and all limiting processes will be taken as
t→∞.
2
2 Finite population framework
We note pi = (pi1, . . . , piN )
⊤ a N -vector of probabilities. Let p(·) denote a sampling design in U
with parameter pi, that is, such that the expected number of draws for unit k in the sample equals
pik > 0. Let n =
∑
k∈U pik denote the integer average sample size. A random sample S, with or
without repetitions, is selected in U by means of the sampling design p(·). The total ty is unbiasedly
estimated by
tˆy =
∑
k∈U
yk
pik
Ik, (2)
with I = (I1, . . . , IN )
⊤ and Ik the number of times that unit k is selected in the sample. The
variance of tˆy is
V
(
tˆy
)
=
∑
k,l∈U
yk
pik
yl
pil
Cov(Ik, Il). (3)
If p(·) is a without-replacement sampling design, a same unit k may appear only once in the
sample and Ik is a sample membership indicator. Formula (2) yields the Narain-Horvitz-Thompson
estimator tˆypi whose variance is
V
(
tˆypi
)
=
∑
k∈U
(
yk
pik
)2
pik(1− pik) +
∑
k 6=l∈U
yk
pik
yl
pil
(pikl − pikpil), (4)
with pikl the probability that units k and l are selected jointly in S. Poisson sampling (Ha´jek,
1964) is a particular without-replacement sampling design, obtained when the vector I of sample
membership indicators is obtained from N independent Bernoulli trials. In such case, the variance
of the Narain-Horvitz-Thompson estimator is
V
(
tˆpoypi
)
=
∑
k∈U
(
yk
pik
)
2
pik(1− pik), (5)
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which is the first term of the variance in (4) for any without-replacement sampling design.
If p(·) is a with-replacement sampling design, a same unit k may appear several times in the sample
and formula (2) yields the Hansen and Hurwitz (1953) estimator tˆyHH . Multinomial sampling is
a particular with-replacement sampling design, obtained when the sample S is obtained from n
independent draws, some unit k being selected with probability n−1pik at each draw. In such case,
the variance of the Hansen-Hurwitz estimator is
V
(
tˆmultyHH
)
=
∑
k∈U
pik
(
yk
pik
−
ty
n
)
2
. (6)
With-replacement sampling designs are less common in surveys. We therefore confine our atten-
tion to without-replacement sampling designs and to the Narain-Horvitz-Thompson estimator tˆypi.
However, the variance obtained under multinomial sampling will be a useful benchmark to prove
the mean square consistency.
3 Sufficient conditions for mean-square consistency
From (4), we obtain
V
(
tˆypi
)
≤ N2
(
1
N minl∈U pil
+
maxk 6=l∈U |pikl − pikpil|
(minl∈U pil)2
)
×
1
N
∑
k∈U
y2k. (7)
This directly leads to Proposition 3.1 below.
Proposition 3.1 (Cardot et al., 2010). Assume that the following conditions hold:
H1. We assume that limt→∞
n
N
= f ∈]0, 1[.
H2. We assume that mink∈U pik ≥ λ1 > 0.
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H3. The variable y has a bounded second moment, i.e. there exists some constant C1 such
that N−1
∑
k∈U y
2
k ≤ C1.
H4: We have lim supt→∞ nmaxk 6=l∈U |pikl − pikpil| <∞.
Then (1) holds and the Narain-Horvitz-Thompson estimator is consistent in mean square.
The assumptions in Proposition 3.1 are essentially the same as that in Cardot et al. (2010), except
for the assumption (H3) which was replaced with
H3b. The variable y is bounded, i.e. there exists some constant C1 such that |yk| ≤ C1.
Cardot et al. (2013) noticed however that (H3b) could be weakened to (H3). As noted by Breidt and Opsomer
(2000), the assumption (H4) holds for stratified simple random sampling. This property also holds
for rejective sampling (Ha´jek, 1964, Boistard et al., 2012) and its Sampford-Durbin modification
(Ha´jek and Dupac, 1981). However, this property is rather difficult to prove for other sampling
designs with unequal probabilities.
When the variable y has non-negative values, a first proposal is to replace (H4) with
H4b: there exists some constant a ≥ 0 such that for any vector pi of inclusion probabilities,
we have for any k 6= l ∈ U :
pikl ≤
(
1 +
a
n
)
× pikpil. (8)
From (4), this leads to
V (tˆypi) ≤ N
2
(
1
N minl∈U pil
+
a
n
)
×
1
N
∑
k∈U
y2k. (9)
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Proposition 3.2 Assume that (H1)-(H3) and (H4b) hold, and that the variable y has non-negative
values. Then (1) holds and the Narain-Horvitz-Thompson estimator is consistent in mean square.
The assumption (H4) will hold in particular with a = 0 when the sampling design satisfies the
so-called Sen (1953)-Yates-Grundy (1953) conditions , namely pikl ≤ pikpil for any k 6= l ∈ U .
This property holds for stratified simple random sampling, and for several sampling algorithms
with unequal probability such as Poisson sampling; the Midzuno method, the elimination method,
Chao’s method and the pivotal method (Deville and Tille´, 1998); the Sampford design (Gabler,
1981, 1984); the conditional Poisson sampling design (Chen et al., 1994).
In the case when the variable of interest may take both negative and non-negative values, we can
consider the alternative condition that
H4c: for any vector pi of inclusion probabilities, the variance of the Narain-Horvitz-Thompson
estimator under the sampling design p(·) with parameter pi is no greater than the variance of
the Hansen-Hurwitz estimator under multinomial sampling with parameter pi.
Under (H4c), it follows from (6) that for any variable y
V
(
tˆy
)
≤
∑
k∈U
pik
(
yk
pik
)
2
≤
N
minl∈U pil
×
1
N
∑
k∈U
y2k. (10)
Proposition 3.3 Assume that (H1)-(H3) and (H4c) hold. Then (1) holds and the Narain-Horvitz-
Thompson estimator is consistent in mean square.
The assumption (H4b) holds for simple random sampling, and for several sampling algorithms
with unequal probability such as the Sampford design (Gabler, 1981, 1984), the conditional Pois-
son sampling design (Qualite´, 2008), Chao’s method (Sengupta, 1989), the elimination method
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(Deville and Tille´, 1998) and pivotal sampling (Chauvet and Ruiz-Gazen, 2014). Note that in
case of pivotal sampling, numerous second-order inclusion probabilities are usually equal to zero
(Deville and Tille´, 1998), so that assumption (H4) does not hold while (H4b) and (H4c) are re-
spected.
4 Consistency for a martingale sampling algorithm
A martingale sampling algorithm proceeds in steps i = 0, . . . , T from pi(0) = pi the vector of in-
clusion probabilities to pi(T ) = I the final vector of sample membership indicators, such that the
sequence {pi(i)}i=0,...,T is a discrete-time martingale with pi(i) ∈ [0, 1]
N for any i = 0, . . . , T ; see
Tille´ (2011) and Breidt and Chauvet (2011).
Under a martingale sampling algorithm, we have I − pi =
∑T
i=0 δ(i), where {δ(i)}i=0,...,T are the
innovations of the martingale. Since these innovations are not correlated, we have
V (I − pi) =
T∑
i=0
V [δ(i)] = E
[
T∑
i=0
δ(i)δ(i)⊤
]
. (11)
We can write tˆy − ty = yˇ
⊤(I − pi) where yˇ = (pi−1
1
y1, . . . , pi
−1
N yN )
⊤. From (11), we obtain
V (tˆy − ty) = E

 T∑
i=0
∑
k,l∈U
yk
pik
yl
pil
δk(i)δl(i)

 . (12)
We note
Ui = {k ∈ U ; δk(i) 6= 0} (13)
the random subset of units in U that are affected by step i. Also, we note C = maxi=0,...,T Card(Ui).
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From (12), we obtain
V (tˆy − ty) = E

 T∑
i=0
∑
k,l∈Ui
yk
pik
yl
pil
δk(i)δl(i)


≤ E

 T∑
i=0
∑
k,l∈Ui
∣∣∣∣ ykpik
∣∣∣∣×
∣∣∣∣ ylpil
∣∣∣∣


≤
(
maxk∈U |yk|
mink∈U pik
)
2
× C2 ×E(T ). (14)
Proposition 4.1 Assume that assumptions (H1)-(H2) and (H3b) hold. Assume that C = O(1)
and that E(T ) = O(N). Then (1) holds and the Narain-Horvitz-Thompson estimator is consistent
in mean square.
Note that in Proposition 4.1, the stronger condition (H3b) on the variable y is needed. Propo-
sition 4.1 is in particular useful when the sample S is selected by means of the cube method
(Deville and Tille´, 2004). Suppose that a q-vector xk of auxiliary variables is known at the design
stage for any unit k ∈ U . The N × q matrix A = (xk/pik)k∈U is called the matrix of constraints.
The cube method enables to select samples such that the set of balancing equations
∑
k∈S
xk
pik
= tx (15)
is respected, at least approximately. A fast procedure for balanced sampling proposed by Chauvet and Tille´
(2006, 2007) is described in Algorithm 1. At any step i, Ui ⊂ {1, . . . , N} denotes the set of the
q + 1 first columns of A such that uk(i) is not an integer. This is also the set of the q + 1 first
units in the population U that are still neither selected nor rejected at step i. Also, Ai denotes the
sub-matrix of A containing the columns in Ui. From the definition of u(i) and δ(i) in Algorithm
1, we have C ≤ q + 1. Also, it is easily shown that [(q + 1)−1N ] ≤ T ≤ N , with [(q + 1)−1N ] the
largest integer smaller than (q + 1)−1N . Proposition 4.2 below is thus an immediate consequence
of Proposition 4.1.
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Algorithm 1 A fast procedure for the cube method
First initialize at pi(0) = pi. Next, at time i = 0, · · · , T , repeat the following steps:
1. If there exists some vector v(i) 6= 0 such that v(i) ∈ Ker(Ai), then:
(a) Take any such vector v(i) (random or not), and take u(i) such that
uk(i) =


vk(i) if k ∈ Ui,
0 otherwise.
Compute λ∗
1
(i) and λ∗
2
(i), the largest values of λ1(i) and λ2(i) such that
0 ≤ pi(i) + λ1(i)u(i) ≤ 1 and 0 ≤ pi(i) − λ2(i)u(i) ≤ 1.
(b) Take pi(i+ 1) = pi(i) + δ(i), where
δ(i) =


λ∗
1
(i)u(i) with probability λ∗
2
(i)/{λ∗
1
(i) + λ∗
2
(i)},
−λ∗
2
(i)u(i) with probability λ∗
1
(i)/{λ∗
1
(i) + λ∗
2
(i)}.
2. Otherwise, drop the last column from the matrix Ai and go back to Step 1.
Proposition 4.2 Assume that assumptions (H1)-(H2) and (H3b) hold. Assume that the sample
S is selected by means of Algorithm 1, and that q = O(1). Then V
{
N−1(tˆy − ty)
}
= O(n−1) and
the Narain-Horvitz-Thompson estimator is consistent in mean square.
Other implementations of the cube method are possible, for which Proposition 4.1 may not be
suitable to obtain the mean-square consistency. For the general balanced procedure described in
Algorithm 8.3 in Tille´ (2011), we have Ui = {k ∈ U ; pik(i− 1) /∈ {0, 1}} which means that all the
units that are still neither selected nor definitely rejected at step i− 1 are possibly affected at step
i. This leads to C = N , so that the assumptions for Proposition 4.1 are not fulfilled.
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