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Preface 
 
Dear Participants, 
 
Confronted with the ever-increasing complexity of technical processes and the growing demands on their 
efficiency, security and flexibility, the scientific world needs to establish new methods of engineering design and 
new methods of systems operation. The factors likely to affect the design of the smart systems of the future will 
doubtless include the following: 
• As computational costs decrease, it will be possible to apply more complex algorithms, even in real 
time. These algorithms will take into account system nonlinearities or provide online optimisation of the 
system’s performance. 
• New fields of application will be addressed. Interest is now being expressed, beyond that in “classical” 
technical systems and processes, in environmental systems or medical and bioengineering applications. 
• The boundaries between software and hardware design are being eroded. New design methods will 
include co-design of software and hardware and even of sensor and actuator components. 
• Automation will not only replace human operators but will assist, support and supervise humans so 
that their work is safe and even more effective. 
• Networked systems or swarms will be crucial, requiring improvement of the communication within 
them and study of how their behaviour can be made globally consistent. 
• The issues of security and safety, not only during the operation of systems but also in the course of 
their design, will continue to increase in importance. 
The title “Computer Science meets Automation”, borne by the 52nd International Scientific Colloquium (IWK) at 
the Technische Universität Ilmenau, Germany, expresses the desire of scientists and engineers to rise to these 
challenges, cooperating closely on innovative methods in the two disciplines of computer science and 
automation. 
The IWK has a long tradition going back as far as 1953. In the years before 1989, a major function of the 
colloquium was to bring together scientists from both sides of the Iron Curtain. Naturally, bonds were also 
deepened between the countries from the East. Today, the objective of the colloquium is still to bring 
researchers together. They come from the eastern and western member states of the European Union, and, 
indeed, from all over the world. All who wish to share their ideas on the points where “Computer Science meets 
Automation” are addressed by this colloquium at the Technische Universität Ilmenau. 
All the University’s Faculties have joined forces to ensure that nothing is left out. Control engineering, 
information science, cybernetics, communication technology and systems engineering – for all of these and their 
applications (ranging from biological systems to heavy engineering), the issues are being covered.  
Together with all the organizers I should like to thank you for your contributions to the conference, ensuring, as 
they do, a most interesting colloquium programme of an interdisciplinary nature. 
I am looking forward to an inspiring colloquium. It promises to be a fine platform for you to present your 
research, to address new concepts and to meet colleagues in Ilmenau. 
 
 
 
 
 
Professor Peter Scharff     Professor Christoph Ament  
Rector, TU Ilmenau             Head of Organisation 
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Multicoordinate Positioning System Design and Simulation 
 
ABSTRACT 
 
The approach of multicoordinate positioning control system with parallel kinematics level 
division is described in the paper. By such system hierarchy definition, the information 
integrity is achieved. One of the most effective motion program building approaches is 
based on holonomic automatic systems, whereas this approach presupposes some 
definite structure of differential analyzer working-out. This structure enables motion 
program building in a uniform and transparent form enabling affix dynamics control. 
 
TRIPLANAR CONTROL SYSTEM HIERARCHY 
 
Triplanar [1] is a multicoordinate complex positioning system with 6 degrees of freedom. 
Like any other complex equipment’s control system, Triplanar’s one is divided into 
several levels aiming to represent the information and functional integrity of each of 
them. Each control level is based on the lower one, so by such means the information 
integrity is achieved. Fig. 1 represents the block-diagram of Triplanar control system. 
 
     
 
 
Fig. 1 Triplanar Control Levels 
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The general upper level software aims to bring user commands to the lower level. The 
input interface of the general software is user interface. The Motion Program Building 
level is supposed to build motion program basing on user input data and pass control 
signals to the lower system. While plenty of motion program building algorithms exist, 
the current work discusses one which is based on holonomic automatic systems. 
 
MOTION PROGRAM BUILDING 
 
The motion program building is based on differential analyzers synthesis. This approach 
enables easy parameterization of initial equations connecting system variables and 
therefore, it enables position demands generation on any topological manifold which is 
described with the help of equation: 
 mjxxxtF nj ,...2,1;0),...,,,( 21 ==  (1) 
The first-order system of differential equations: 
 ,,...,2,1, nif
d
dx
i
i ==ϕ  (2) 
the solution of which satisfies the equation (3) in established range of variables M is built 
according to the following parameterization condition: 
 ∑
=
=∂
∂n
i
i
i d
dx
x
F
1
0ϕ  (3) 
This problem has a solution set, at that functions fi in all cases depend on partial 
derivatives
idx
dF
. For analytical algorithm simplification it is concerned that functions fi are 
linear functions of mentioned above partial derivatives. This method of differential 
analyzers synthesis has an essential advantage: the argument ϕ, which is concerned to 
be a system parameter, can be any analytical function, what specifically lets realize the 
argument control, which is necessary for differential analyzer structure simplification.  
The building of multi-coordinate control systems based on differential analyzers gives 
such advantages as: 
• Simplification of control algorithm and automatic control system structure; 
• Possibility to control the speed of affix movement without considerable 
complication of structure of automatic control system; 
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• Possibility of change-over of control system parameters for reproduction of affix 
movement on different topological manifold without considerable complication of 
structure of automatic control system; 
• Possibility of optimal curves programming, i.e. such control design that provides 
maximum performance of manufacturing equipment while surface treatment; 
• Possibility of universal software development for machines control for surface 
treatment. 
Therefore, the motion program building level is built on the basis of differential analyzers, 
the block diagram of worked out control system and several examples of generated 
trajectories are presented on fig. 2. 
 
  
Fig. 2 Motion Program Building Block Diagram and Simulation Results 
 
As it is depicted on fig. 2, the motion progr
on quadric surfaces with predefined velocity profile [4]. 
 
BFR3 determine the variety of 
near stepper motors positions R1,R2,R3 on the stator. 
Therefore, the rse kinematic 
am building procedure generates trajectories 
INVERSE KINEMATIC CALCULATION ALGORITHM 
 
The inverse kinematic problem is based on geometrical Triplanar model presented on 
fig. 3. The appropriate secant planes CDR1, AER2 and 
li
following equations are built for the purposes of inve
problem solution: 
 01111 =+++ DzCyBxA  (4) 
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where AB xxA −=1 ; AB yyB −=1 ; AB zzC −=1 ; D DDD zCyBxA 1111 −−= − . 
 
Fig. 3 Geometrical Triplanar Model 
 
Taking into account z-coordinate of LSM, z=0 it is possible to build a system of equation 
which gives the following equations the solution of which is inverse kinematic problem 
solution: 
)( ) ( ) ( ⎪⎩⎨ =+⋅+⋅ .011111 DyBxA RR
⎪⎧ −+−+−= ,212121 zzyyxxl RDRDRD  (5) 
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The worked out inverse kinematic problem solution algorithm enables to implement real-
time calculation structure which is based on analytical solution of equations (5…7). 
 
LSM MODEL DESIGN AND VERIFICATION 
 
d 
erified. The mathematical model of LSM was constructed of three basic sub models 
including electrical, e b model describes 
e appropriate energy conversion with non-linear transformation laws. 
For the purposes of closed loop control system implementation, the mathematical, 
computer models of linear stepper motors (LSM) LSM PF–211.HS was worked out an
v
lectromagnetic and mechanical parts. Every su
th
The model is based on description of electromagnetic module of LSM, the cross-section 
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of which is presented on fig. 4. 
 
Fig. 4 The Electromagnetic Module Cross-Section 
 
Based on physical electromagnetic module description, the following equation was found 
for the purposes of LSM PF–211.HS force description: 
 ⎟⎠
⎞⎜⎝ ΦΦ−ΦΦ=
π
τ
π ⎛
τ
π xxkF 224  (8) 
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The state space mathematical model was build on the basis of the following equations: 
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 (9) 
Basing on these equations, one can mention that variables Φ23, Φ67, x and v are state 
pace variables of direct drive. While the number of states are unique for each system, 
should be emphasized that the choice of variables that are declared as state variables is 
rather a matter of convenience [1]. Using these equations, it is possible carry out 
computer simulation of direct drive. The inputs of the system are power amplifier 
()),(,((,(,( 2323123 RRixRf kjAii ΦΦΦ=Φ KK&
B
6723367. txftvFRxRi dkjjBiBpm ΦΦ=ΦΦΦΦ K
s it 
currents iA and iB. The outputs which are to be monitored depends entirely on the 
application. In case presented x, v and F are output variables. 
To verify worked out model, Identification Toolbox of MATLAB was used. This tool helps 
verify mathematical model with high accuracy. During experiments, the model of motor 
LSM-211PF.HS was verified. Identification Toolbox needs some input and output data 
which represent control signals and system response. Basing on these data, the transfer 
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function of the system is built, and, using one of identification techniques, the model 
ta and 
ematic 
roblem algorithm built on the basis of analytical geometry approaches used for 
procedure simplification, and LSM c ign and verification with the help of 
ATLAB software set. 
 Karpovich S. Analysis and Synthesis of Differential Analyzers for Holonomic Automatic 
 Vol.1. - Aachen: Shaker Verlag, 2004. - p.246-251 
S. Investigating the Ability of Holonomic Automatic Systems` Dynamics Control // 
roceedings of 50th International Scientific Colloquium, Ilmenau (Germany), September 19-23, 2005. - TU-Ilmenau, 2005. - 
m Identification: Theory for the User. Prentice-Hall, Englewood Cliffs, NJ, 1998. 150P 
mts@bsuir.unibel.by 
ni. prof. Dr,-ing. habil. Klaus Zimmermann 
niversity Ilmenau 
transfer function is constructed. For the case of LSM-PF.211.HS motor verification a 
hall-effect sensor was used, as this is a standard option of this class of drives. 
For the purposes of experimental data acquisition, a test bench was implemented, and 
direct drive transient process signals were measured and processed. The signals were 
measured and processed with different acceleration, velocity and travel tasks, to provide 
as much as possible information for analysis. The measurements were carried out using 
specified equipment on Ruchservomotor enterprise. Basing on experimental da
data acquired during computer simulation, transfer functions of direct drive were built. 
The analysis of model adequacy was carried out using ARX and PEM methods [6]. 
Transient responses of model worked out and real direct drive were acquired and 
compared. As the result, the built mathematical model is adequate up to 91%. 
 
CONCLUSION 
 
The hierarchical control system of Triplanar is described in the paper. It includes motion 
program building level based on holonomic automatic systems, inverse kin
p
ontrol system des
M
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