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ABSTRACT
The aim of this study is to survey reading habits of users
of an online news portal. The assumption motivating this
study is that insight into the reading habits of users can be
helpful to design better news recommendation systems. We
estimated the transition probabilities that users who read
an article of one news category will move to read an article
of another (not necessarily distinct) news category. For this,
we analyzed the users' click behavior within plista data set.
Key ndings are the popularity of category local, loyalty of
readers to the same category, observing similar results when
addressing enforced click streams, and the case that click
behavior is highly inuenced by the news category.
Categories and Subject Descriptors
H.3.3 [Information Search and Retrieval]: selection pro-
cess
Keywords
Click Behavior, News Category, User Modeling
1. INTRODUCTION
Newspapers have established digital news portals to pro-
vide the audience news contents. These portals attract more
and more visitors. This might be due to the digital news por-
tals' ability to provide breaking news amongst other factors.
The volume of available news confronts visitors with a se-
lection problem. Digital news portals have introduced news
recommendation services to support users in such situations.
News recommendation exhibits some particularities com-
pared to other domains. According to Billsus and Pazzani
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[2], these particularities include dynamic contents, required
novelty, shifting user preferences, and brittleness. In ad-
dition, news recommender systems face highly sparse data.
Most users interact with a small fraction of available news
items. This scenario becomes especially severe when users
visit the news portal for the rst time. In such settings, the
system has to infer user preference based on the initially
visited article.
Due to the high sparsity, news recommenders typically in-
corporate various types of additional knowledge into their
systems (see Section 2). We suggest to incorporate dynamic
data into news recommender systems that take general read-
ing habits into account. The reason is that reading news
article is a sequential process. At each point the reader de-
cides which article to read next. We consider this sequential
decision process in a more coarser setting. Digital news por-
tals { as their analog counterparts { have grown accustomed
to group articles into categories such as, for example, poli-
tics, sports, and local. The sequential decision process we
consider reduces to the level of news categories rather than
to the article level. Considering all readers, the question at
issue is, how likely it is that a random reader moves from
one news category to the next.
We model this sequential process as a Markov process
and estimate the transition probabilities between news cate-
gories. Then we analyze user behavior using the plista data
set [10]. The survey shows that the transition probabilities
are not uniformly distributed. The implication of this nd-
ing is that incorporating users' reading habits in terms of
estimated transition probabilities between news categories
can improve news recommender systems. The latter issue,
however, is out of scope of this contribution.
This paper begins with Section 2 as a brief review of the
related works. In Section 3, we outline the plista data set
and the methods which we used. Results of our preliminary
ndings of on-going work are discussed in Section 4. Finally,
we conclude our study and discuss our future work in Sec-
tion 5.
2. RELATEDWORKS
In this section, we present existing work on the use of
transition matrices for recommender systems. Additionally,
Figure 1: Heat map illustration of the matrix which denotes the number of transitions.
we mention approaches suggested for news recommendation.
Paparrizos et al. [11] investigate transition between job posi-
tions. Chen et al. [7] suggest to model the recommendation
task as random walk. Hereby, transition probability matrix
plays a central role. The authors evaluate their framework
on movie ratings. Agarwal [1] investigates learning to rank
methods applied to graphs. Providing ranked lists of enti-
ties, recommender systems can adopt learning to rank. The
author mentions transition matrices incorporated to random
walks as suited input to learning to rank procedures. Neither
of these works target news recommendation.
Recommending news articles represents a challenge. Col-
laborative ltering techniques typically suer from high spar-
sity which is apparent in the news domain. Thus, previ-
ous works suggest to augment the available data from other
sources. These additional data sources include contents [3],
semantic data repositories [4, 5, 6], location data [12], and
micro-blogs data [8].
3. METHODS
This section describes the plista data set we use in our
survey and formalizes the sequential decision process of a
reader in terms of a Markov process.
3.1 Data Set
The plista data set has been released as a part of the
ACM RecSys'13 Challenge on News Recommender Systems
[13], in order for researchers to be able to develop novel rec-
ommendation algorithms due to this data set. The data set
contains all interactions on 13 news portals corresponding to
a time frame of one month ranging from June 1 - 30, 2013.
The data ought to support researchers who are interested
in cross-domain news recommendation, user modeling, and
other related research topics. For further details about the
evaluation scenario, the reader is referred to [9].
In order to start our investigation, we restricted our fo-
cus on an individual news domain1 among 13 news domain.
1According to statistics of Alexa.com, the domain is amongst
the top 500 German web pages with respect to trac.
385,635 transitions in total (see Figure 1) were generated
from 4,258,277 impressions2 which occurred in a time frame
of one week ranging from June 1-7, 2013. All impressions
of this individual news domain were classied into eleven
main categories in order to be able to extract the users' click
streams and set the transition matrix by means of these click
streams. We have also drawn 162,192 items of click3 collec-
tion in total { stored between 1st and 30th of June, 2013
{ and then set a transition matrix (see Figure 2) based on
click collection so as to compare it with the transition matrix
based on impression collection.
3.2 FiniteMarkov Chains for News Categories
We are interested in how likely it is that a random reader
decides to move from reading an article of one news category
to reading an article of another news category. We model
this process as a time discrete random process satisfying the
Markov property.
The states S of the Markov process form a nite set con-
sisting of the dierent news categories, such as, for example,
politics, sports, and local. The states represent the relevant
information we have about the reader.
The transition function of our Markov chain describes the
probability that a random user who is reading an article of
news category st at time t will move to read an article of
news category st+1 at time t+ 1. According to the Markov
property, the transition probability takes the form
P (Xt+1 = sjX1 = s1; : : : ; Xt = st) = P (Xt+1 = sjXt = st);
where the Xi are random variables at time i taking values
from the nite set S of new categories. We call the current
state at time t source news category and the next state at
time t+ 1 clicked news category hereafter.
2Whenever a user clicks on a news in news portal, an im-
pression item is created in plista data set.
3Whenever a user clicks on a news in the recommended news
list, a click item is created in plista data set.
Figure 2: Heat map illustration of transition matrix based on click collection of plista data set.
Figure 3: Heat map illustration of transition matrix based on impression collection of plista data set.
4. RESULTS & DISCUSSIONS
4.1 Chi-squared Test of Independence
Figure 3 represents the transition matrix, and shows the
estimated transition probabilities. As can be easily seen
from Figure 3, there is not a uniform distribution. So as to
determine whether users' click behavior is inuenced by the
category of source news in a click stream of user's reading list
(for example, in click streams, some users mostly read arti-
cles from category politics at rst, and then articles from cat-
egory sports.), we applied chi-squared test of independence.
We deal with the matrix shown in Figure 1 as if it is a 11x11
contingency table. According to chi-squared test of indepen-
dence, chi-squared test statistic is 214,427.55, while critical
value for chi-squared distribution equals 140.169 where sig-
nicance level is 0.005 and degree of freedom is 100. We
therefore reject the null hypothesis that users' click behav-
ior is independence and assume that the next news category
depends on the current news category; since 214,427.55 is
greater than the critical value of 140.169, and P-value is less
than signicance level of 0.005.
4.2 Popularity of Category Local
As can be seen from the transition matrices, for each cat-
egory except sports, a great majority of audience clicks on a
news which belongs to category local after reading a news.
4.3 Loyalty to the Same Category
Figure 1 shows the remarkable high value of the total
number of the transitions (i.e., 227,355 transitions among
385,635) where source news category and clicked news cat-
egory are the same. It presents that the source news and
the clicked news are in the same category, with a percent-
age of 58%. We can observe in Figure 3, audience of sports
and local categories are more loyal to their category than
the other categories (that is, they insistently read the news
in the same category as sports and local, respectively); on
the other hand, audience of some categories, such as culture,
could be very open to new categories.
4.4 Similar Results with Enforced Streams
In addition to transition matrix based on the impression
collection of the plista data set, we have also generated the
transition matrix (see Figure 2) which depends on the click
collection of plista data set. This is because we wanted to
compare the transition matrices in order to analyze the dif-
ferences arising from the fact that we get a click stream
which is enforced by the recommender system indeed, when
we address the click collection of plista data set instead of
impression collection. As a result of this comparison, we
have noticed that transition matrices are so similar; which
means that although a recommender system forces the users
for clicking recommended news, users' click behaviors seems
not to be inuenced by the system, i.e., they keep on reading
the news in accordance with their interests.
5. CONCLUSION & FUTUREWORKS
This preliminary study of our ongoing work aims to in-
vestigate the users' news reading habits and the relations
between the category of source news and the category of
clicked news in plista data set. Within this study, we pre-
sented that the categories of the news have a strong inuence
on the users' click behavior. That is to say, news read by
users follow certain patterns; for example, some users rst
read news from category politics, and then news from cate-
gory sports.
As a part of future work, by making use of the transi-
tion matrix based on impressions, we are going to develop a
model which represents "the role of news categories on users'
click behavior" in order to mitigate the eects of cold-start
problem due to short click histories of new users. This model
will be used to suggest a recommendation list based on the
transition matrix until a system gets enough past data about
new users who have rated a few items yet. The most impor-
tant issue for future work is going to be the construction and
evaluation of a recommender system that uses our ndings.
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