Adaptive guaranteed-performance consensus control problems for multi-agent systems are investigated, where the adjustable convergence speed is discussed. This paper firstly proposes a novel adaptive guaranteed-performance consensus protocol, where the communication weights can be adaptively regulated. By the state space decomposition method and the stability theory, sufficient conditions for guaranteed-performance consensus are obtained, as well as the guaranteed-performance cost. Moreover, since the convergence speed is usually adjusted by changing the algebraic connectivity in existing works, which increases the communication burden and the load of the controller, and the system topology is always given in practical applications, the lower bound of the convergence coefficient for multi-agent systems with the adaptive guaranteed-performance consensus protocol is deduced, which is linearly adjustable approximately by changing the adaptive control gain. Finally, simulation examples are introduced to demonstrate theoretical results.
Introduction
In recent years, by the incentive effects of spacious applications, such as synchronization [1, 2] , formation control [3] [4] [5] , cluster flight [6] [7] [8] and other fields [9] [10] [11] , there is considerable attention in distributed cooperative control of multi-agent systems. As a significant topic in cooperative control, consensus, which means that all agents in a multiagent system achieve an agreement on some factors by designing reasonable consensus control protocols, arouses extensive interest from investigators, and some meaningful relevant works have been developed in [12] [13] [14] [15] , where the consensus performance is not taken into account.
In some practical complex multi-agent systems, except for the requirements of achieving consensus, the consensus performance also need to be taken into consideration. There is a representative example in [16] , and it is shown that when a particular task is carried out by multiple mobile vehicles, the distance performance is likely to be a critical factor due to restricted resource. Generally speaking, when consensus should be achieved in multi-agent aerospace are constrained by limited energy. However, this method is not available in [12] [13] [14] [15] . Secondly, the communication weights are regulated by both state errors and the adaptive control gain, while the communication weights cannot be regulated in [12] [13] [14] [15] . Thirdly, in view of the given system topology and the huge communication burden, by changing the adaptive control gain rather than the algebraic connectivity related to the topology network, the convergence speed can be adjusted in this paper, but the adjustable convergence speed is not mentioned in [12] [13] [14] [15] .
The remainder of the paper is organized as follows. Section 2 states several important conclusions of graph theory and the problem description in which the adaptive guaranteedperformance consensus protocol is proposed. Section 3 shows sufficient conditions which can ensure the guaranteed-performance consensus of multi-agent systems and the convergence coefficient associated with the convergence speed. The theoretical results are illustrated via simulation examples in section 4. Finally, section 5 draws the conclusion. 
Materials and Methods

Preliminaries and problem description
This section mainly introduces some basic concepts of graph theory and presents the problem description.
A. Algebraic graph theory
A connected undirected graph   , , G V E W  can be used to describe the information interchange among agents in a multi-agent system, where 
B. Problem description
Consider a complex multi-agent system with M nodes with each node modeled as
where ( ) k x t  R is the state of the k th node to be coordinated and ( ) k u t  R is the control input of the k th node to be designed according to the information of its neighboring nodes. The system topology among nodes is modeled as a connected undirected graph.
The following adaptive guaranteed-performance control protocol is proposed:
where  is the adaptive control gain,  represents the performance coefficient with 
, then a compact form of system (1) with control protocol (2) is produced as follows
where ( ) w t L stands for the Laplacian matrix of G . The definition of the adaptive guaranteed-performance consensus for multi-agent system (1) is described as follows.
Definition1
. Combined with control protocol (2), multi-agent system (1) is said to achieve adaptive guaranteed-performance consensus if there exists  such that lim ( ( ) 
 is known as the guaranteed-performance cost.
Remark 1.
The aim of this paper is to obtain a suitable adaptive control gain and the guaranteed-performance cost, so that multi-agent system (1) can achieve adaptive guaranteed-performance consensus. Moreover, there are two main features in adaptive guaranteed-performance control protocol (2) . Firstly, the guaranteed-performance function r J associated with the performance coefficient and state errors is proposed. In this case, the consensus performance of multi-agent systems is guaranteed, which is more meaningful compared with [12] [13] [14] [15] . Secondly, the adaptive control gain is designed, and it can effectively regulate the time-varying communication weights, which plays an important role in the consensus analysis for multi-agent systems. However, this factor is not referred in [12] [13] [14] [15] .
Main results
In the following theoretical analysis, sufficient conditions for multi-agent system (1) to achieve adaptive guaranteed-performance consensus are obtained by designing the adaptive control gain  , then the guaranteed-performance cost r J  is determined. Moreover, the consensus convergence speed is discussed, and the lower bound of the convergence coefficient is presented to indicate the convergence speed. We prove that it is an effective way to linearly regulate the consensus convergence speed by changing  .
C. adaptive guaranteed-performance consensus analysis
In the first place, the state space decomposition approach is proposed to transform the dynamics of multi-agent system (1). Denoted by
L .Then according to matrix theory, one can find that there exists an orthogonal matrix
where
, then one can get that multi-agent system (3) can be rewritten as
denote M -dimensional unit vectors with the i th element 1 and 0 elsewhere. Define
Due to
one can obtain from (8) that
Similar to the above analysis, it follows from (9) 
According to the definition of orthogonal matrices, one can see that Q is nonsingular. Thus it holds that ( ) c t x and ( ) c t x are linearly independent with each other by (11) and (12) . ; in other words, subsystems (6) and (7) are presented respectively to indicate the consensus motion and relative state motion of multi-agent system (1).
In the following theorem, sufficient conditions for adaptive guaranteed-performance consensus are obtained, which means that distributed guaranteed-performance consensus design for multi-agent system (1) is derived. Theorem 1. Multi-agent (1) with control protocol (2) achieves adaptive guaranteedperformance consensus if 2    . In this case, the guaranteed-performance cost satisfies that
Proof. To begin with, we prove lim μ( )
Consider a Lyapunov function candidate as follows.
Because of ( ) kjm kj w w t  , one can get that ( ) 0 V t  in spite of the value of  . Furthermore, taking the time derivative of ( ) V t along the trajectory of subsystem (7), one has
Due to the assumption of the undirected connected graph G , it can be seen that ( )
Then since equation
, where M L stands for the Laplacian matrix of a complete graph with the weights of all edges 1 M . Moreover, one has
Then by (2) and (16),it can be seen that
In addition, it can be also obtained that
Substituting (17) and (18) into (15), it can be deduced that
2 ) ( ).
Moreover, it should be pointed that
,then if    , the following inequality holds
Accordingly, ( ) t μ converges to 0 ; that is, multi-agent system (1) under control protocol (2) can be adaptively consensualizable.
In the following discussion, the guaranteed-performance cost is determined. Firstly, One can obtain from (15) that
Substituting (21) into (22) 
from (23), (24) and (25) that
From (26) to (28), the proof of Theorem 1 is completed.□ Remark 2. It can be seen from Theorem 1 that the relationship between the adaptive control gain and the performance coefficient is obtained, and the guaranteed-performance cost related to the adaptive control gain is determined, which means that the guaranteedperformance cost can be regulated by changing the adaptive control gain. Then by the adaptive control strategy, the impacts of time-varying communication weights can be reduced in the adaptive guaranteed-performance consensus analysis. However, the performance function is not mentioned in [12] [13] [14] [15] , let alone the guaranteed-performance cost. In this case, the consensus performance of multi-agent systems cannot be guaranteed, which has less significance in practical applications. Furthermore, although time-varying communication weights is considered in [13] and [14] , there is no effective method to overcome its impacts; that is, the consensus analysis is more complicated affected by time-varying communication weights.
D. Convergence speed analysis
It should be noted that the Laplacian matrix L related to the undirected graph G is a semidefinite matrix. Then being the minimum nonzero eigenvalue of L , 2  is also said to be the algebraic connectivity satisfying
According to [23] , one can see that in case there is no gain matrix in the consensus control protocol, the convergence speed is associated with the minimum nonzero eigenvalue 2  . In other words, the larger the value of 2  is, the faster the convergence speed is.
For the sake of verifying the assumption that the proposed method can effectively regulate the convergence speed of multi-agent system (1), we give the definition of the convergence coefficient as follows.
Definition 2. For multi-agent system (1), the convergence coefficient ( 
where ( ) V t is the Lyapunov function, ( ) V t  is the time derivative of ( ) V t , and ( ) ( ) ( )
Then the lower bound of ( ) t  is shown as min  which means the minimum convergence speed of multi-agent system (1).
As a matter of fact, equation (28) originates from Definition 2. Then with regard to multiagent system (1) under the standard control protocol in [23] , where ( ) ( ) ( )
It can be seen that min 2 2    ; that is, the lower bound of ( ) t  is directly associated with the algebraic connectivity. Since there exists the relationship between min  and the algebraic connectivity, it is rational and convenient to use min  to describe the convergence speed to some extent.
In the following, we determine the convergence coefficient of multi-agent system (1) under control protocol (2) and compare it with the convergence coefficient under the standard consensus protocol. In order to ensure the effectiveness of this comparison, the control gain  is also considered in the standard consensus protocol as a reference, which means that
. In this case, one can directly obtain that min,1
Then substituting (17) into (19) , the convergence coefficient of multi-agent system (1) under control protocol (2) can be described as
Therefore, the following theorem can be obtained. 
Remark 3.
As the improvement of the convergence speed can save working time of multiagent systems in practice to some degree, it is significant to investigate how to improve the convergence speed when multi-agent systems achieve consensus. Thus, the adjustable convergence speed is deduced, and the lower bound of the convergence coefficient under control protocol (2) is derived in this paper, which means that one can regulate the convergence speed by changing the adaptive control gain or the algebraic connectivity. However, in [12] [13] [14] [15] , the convergence speed is not considered; that is, one cannot regulate the consensus convergence according to the requirements in different environment. that  can play a more important role in achieving the adjustable convergence speed. In other words, with the increase of the value of  , min,2  is increased obviously, and is less affected by the minimum nonzero eigenvalue of L . In this case, the convergence speed can be promoted more quickly. Furthermore, min,2  is linearly associated with  on account of fixed 2  . As a result, the convergence speed of multi-agent system (1) can be linearly regulated approximately. However, although many approaches have been used to adjust the convergence speed in [33] [34] [35] [36] [37] [38] , all of them depend on the minimum nonzero eigenvalue of L associated with the system topology.
Results and Discussion
In this section, a simulation example is given to demonstrate the theoretical results shown in the previous analysis. is much less; that is, the convergence speed is faster. Fig. 4 
Conclusions
A new adaptive guaranteed-performance consensus scheme for multi-agent systems with an adjustable convergence speed was proposed in this paper. The adaptive guaranteedperformance consensus protocol was presented by adjusting the communication weights among agents in the system topology. Sufficient conditions for adaptive guaranteedperformance consensus was obtained and the guaranteed-performance cost was deduced. Then in order to indicate the convergence speed of multi-agent systems, the convergence coefficient was defined, and it was proved that the convergence speed can be approximately linear adjustable by changing the adaptive control gain. Furthermore, another interesting work in the following years is to consider the external disturbance for the guaranteedperformance consensus of multi-agent systems.
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