The parameters of popular multivariate GARCH (MGARCH) models are restricted so that their estimation is feasible in large systems and covariance stationarity and positive definiteness of conditional covariance matrices are guaranteed. These restrictions limit the dynamics that the models can represent, assuming, for example, that volatilities evolve in an univariate fashion, not being related neither among them nor with the correlations. This paper updates previous surveys on parametric MGARCH models focusing on their limitations to represent the dynamics observed in real systems of financial returns. The conclusions are illustrated using simulated data and a five-dimensional system of exchange rate returns.
commodity futures and Kavussanos and Visvikis (2004) analyze the interaction between spot and forward returns and volatilities in the shipping freight markets. MGARCH models have also been implemented in agricultural economics; see Gardebroek and Hernandez (2013) and Haixia and Shiping (2013) for some references. Finally, MGARCH models are also useful when modeling and forecasting non-economic time series. For example, Cripps and Dunsmuir (2003) and Jeon and Taylor (2012) fit bivariate vector autoregressive moving average (VARMA) models with MGARCH errors to model the wind speed and direction.
The original MGARCH models, which were direct generalizations from their univariate counterparts, were rather flexible allowing all volatilities and conditional covariances in the model to be related with each other. However, in practice, the empirical implementation of MGARCH models was limited due to two main limitations. First, due to the need of estimating a large number of parameters, their implementation was originally restricted to systems with very few series. Second, their parameters need to be restricted to guarantee covariance stationarity and positive definiteness of conditional covariance matrices. Consequently, many popular MGARCH models implemented to represent the dynamic evolution of volatilities, covariances and correlations of real systems are restricted in a such way that parameter estimation is feasible and it is easy to guarantee covariance stationarity and positiveness. The corresponding restrictions are often based on assuming that volatilities depend on their own past without interrelations neither among them nor with covariances. However, if these restrictions are not satisfied, the estimated conditional variances, covariances and correlations may suffer from strong biases; see Kroner and Ng (1998) , Ledoit et al. (2003) , Caporin and McAleer (2008) , Rossi and Spazzini (2010) and Amado and Teräsvirta (2014) for consequences of misspecifying conditional variances, covariances and correlations. Engle (2009) argues that, although it seems important to allow for square and cross-products of one asset to help forecasting variances and covariances of other assets, in fact, there are few striking examples of these interrelations in the literature. On the contrary, several works conclude that allowing for interrelations among conditional variances and correlations may be important. First, empirical evidence on volatility feedbacks is plentiful; see Granger et al. (1986) , Engle et al. (1990) , Comte and Lieberman (2000) , Hafner and Herwartz (2006, 2008b) , Bai and Chen (2008) , Diebold and Yilmaz (2009) , Nakatani and Teräsvirta (2009) , Conrad and Karanasos (2010) , Beirne et al. (2013) and Aboura and Chevallier (2015) for studies related with volatility feedbacks. Therefore, it seems important to allow for volatility interactions when specifying MGARCH models. Second, it has often been found that volatilities and cross-correlations across assets move together over time and, consequently, they cannot be estimated separately. For example, Ramchand and Susmel (1998) , Longin and Solnik (2001) and Okimoto (2008) find that cross-correlations between markets are higher during unstable periods when the markets are more volatile. Kasch and Caporin (2013) also describe correlations between conditional correlations and variances, while Bauwens and Otranto (2013) have a very complete description of the literature on volatility as a determinant of correlations. Finally, we did not find empirical evidence in the related literature about the influence of correlations on volatilities.
The choice of a particular MGARCH model can lead to substantially different conclusions when forecasting dynamic covariance matrices. However, in empirical applications, the particular specification fitted to the data is often chosen on an ad hoc basis; see the discussion by Caporin and McAleer (2012) . In many cases, the easy of estimation is the primary factor affecting the selection of the model; see Kroner and Ng (1998) for an early reference. In this paper, we survey the main developments of parametric MGARCH models, updating previous surveys by Bauwens et al. (2006) , Engle (2009) and Silvennoinen and Teräsvirta (2009a) . The objective is to analyze the empirical implications of the restrictions imposed on MGARCH models to reduce the number of parameters and/or to guarantee covariance stationarity and/or positiveness.
Comparisons between alternative MGARCH specifications have been previously carried out by Rossi and Spazzini (2010) , who compare a smaller number of MGARCH models, and Caporin and McAleer (2014) who focus on the effect of the dimension of the system. The rest of this paper is organized as follows. Section 1 describes several popular MGARCH specifications often implemented in empirical applications when estimating conditional variances, covariances and correlations. Section 2 compares their finite sample performance by carrying out
Monte Carlo experiments to analyze the effect of restrictions on the estimation of conditional covariance matrices. An empirical application to a five-dimensional system of daily exchange rate returns of the Euro, British Pound, Swiss Franc, Australian Dollar and Japanese Yen against the US Dollar is carried out in Section 3. Finally, Section 4 concludes.
Multivariate GARCH models
This section describes several popular MGARCH models often implemented to represent the dynamic evolution of conditional variances, covariances and correlations of multivariate conditionally heteroscedastic time series.
The VECH model
Assuming zero conditional mean, the original multivariate GARCH model, proposed by Bollerslev et al. (1988) and denoted by VECH, is given by 1
vech(H t ) = C + A vech(r t−1 r t−1 ) + B vech(H t−1 ),
where r t is the N × 1 vector of returns 2 observed at time t, for t = 1, . . . , T , H t is the N × N conditional covariance matrix of r t and ε t is a serially independent multivariate white noise process with covariance matrix I N , the identity matrix of order N . The operator vech(·) stacks the columns of the lower triangular part of a square matrix. Finally, C is an N (N + 1)/2 vector of constants and A and B are square N (N + 1)/2 parameter matrices. The initial condition for H t is given by H 1 = Σ = E(r t r t ), the unconditional covariance matrix of returns. The VECH model is covariance stationary if the moduli of the eigenvalues of A + B are less than one;
see Engle and Kroner (1995) . Furthermore, Hafner (2003) derives analytical expressions of the fourth order moments of returns and Hafner and Preminger (2009) establish sufficient conditions for geometric ergodicity. Although there are not known necessary conditions for the positivity of H t , Gourieroux (1997) provides sufficient conditions.
The VECH model in equations (1) and (2) is very flexible to represent symmetric responses of conditional variances and covariances to past square returns and cross-products of returns.
The conditional variances depend on each other and on past conditional covariances. Similarly, the conditional covariances depend not only on past cross-products of returns but also on past conditional variances. However, the main limitation of the VECH model appears when trying to estimate their parameters in relatively large systems. The most popular estimator is Gaussian quasi-maximum likelihood (G-QML) based on maximizing the Gaussian log-likelihood function.
Provided the conditional mean vector and the conditional covariance matrix are well specified, Bollerslev and Wooldridge (1992) show that the G-QML estimator is consistent even if the Data Generating Process (DGP) is not conditionally Gaussian. Hafner and Preminger (2009) establish consistency and asymptotic normality of the G-QML estimator under the existence of sixth-order moments; see also Hafner and Herwartz (2008a) who provide analytical expressions of the score and the Hessian. It is important to note that the dimension of the covariance matrix of the parameter estimator is at least of order N 2 . Consequently, the asymptotic covariance matrix of the parameter estimator, computed as the average of the T outer-products of the score, will not be full rank for large N . This is a feature inherent to all MGARCH models and all their estimators; see Palandri (2009) .
As argued by Bauwens and Laurent (2005) and Rossi and Spazzini (2010) , among many others, the MGARCH models combined with Gaussian innovations could be inadequate once conditional financial returns exhibit fat tails and are often skewed. A natural alternative to the G-QML estimator is based on maximizing the Student-ν likelihood; see Fiorentini et al. (2003) , Hafner and Herwartz (2006) and Bai and Chen (2008) . The corresponding estimator will be denoted by S-QML. When compared with the Gaussian likelihood, the Student-ν likelihood has an extra scalar parameter, the degrees of freedom, ν, so that the complexity of the estimation process increases. Bauwens and Laurent (2005) further propose a multivariate skew-Student distribution and show empirically that it provides better, or at least not worse, out-of-sample
Value at Risk (VaR) forecasts than a symmetric density. Other distributions used in MGARCH models are the fat-tailed multivariate Laplace of Rombouts et al. (2014) and the Multiple Degrees of Freedom t of Serban et al. (2007) ; see Rossi and Spazzini (2010) for a comparison of the performance of these distributions associated with different MGARCH specifications.
Regardless of the particular distribution assumed, the estimation procedure is computationally demanding and could be unfeasible when the dimension of the system is relatively large.
Indeed, the log-likelihood function is nonlinear on the parameters and, in each iteration of its maximization algorithm, the matrix H t needs to be inverted T times. Another difficulty of estimating the VECH model is that their parameters need to be subjected to nonlinear constraints to ensure the existence of covariance stationary solutions and the positive semidefinite character of the conditional covariance matrices. Chrétien and Ortega (2014) solve the estimation problem by incorporating these non-linear constraints in an efficient and natural way, using a Bregmanproximal trust-region method. They fit the VECH model for real systems of stock returns for dimensions up to eight and, with considerable computational effort, find a superior performance of the estimated VECH model in relation to other traditional parsimonious models.
The parameters of the VECH model can also be estimated using the two-step covariance targeting (VT) procedure proposed by Engle and Mezrich (1996) ; see Kristensen and Linton (2004) and Francq et al. (2011) for the properties of the VT estimator in the univariate case as well as for a comparison with the standard G-QML estimator and Caporin and McAleer (2012) for a general description. The extension of VT to the multivariate case is theoretically straightforward. The VT estimator can be implemented after rewriting equation (2) in terms of the unconditional covariance matrix as follows
The estimation procedure is then divided into two steps. First, the unconditional covariance matrix, Σ, is estimated by the sample unconditional covariance matrix of r t and substituted in (3).
Then, the remaining parameters are estimated by G-QML, conditional on the sample estimates of the unconditional covariances. Hence, in the second step, there are less free parameters to be estimated compared with G-QML. However, even for moderate systems, one still has to estimate a large number of parameters.
As an illustration, we generate a bivariate system of size T = 1000 by a VECH model with when dealing with real data and to guarantee covariance stationarity and positiveness of the covariance matrices; see, for example, Bai and Chen (2008) and Conrad and Karanasos (2010) . 3 The first two rows of Figure 1 plot the simulated conditional standard deviations for each of the two variables in the system, while the last two rows plot the conditional covariances and correlations, respectively. It is important to point out that, although we estimate the parameters by G-QML 4 and by VT without restricting them to ensure positivity and covariance stationarity, the estimated parameters satisfy the corresponding conditions. The estimated conditional standard deviations, covariances and correlations are also plotted in the first column of Figure   1 , while the second column plots the simulated values (x-axis) versus the estimated values (yaxis) corresponding to the estimates obtained with the two procedures. In the second column plots, the errors can be measured as the Euclidean distance between the points and the identity line. Note that, as the fitted model is the true DGP, the errors plotted in Figure 1 can be attributed to parameter estimation. This figure illustrates that the errors have means close to zero and relatively small dispersion. Furthermore, there are not large differences when estimating the parameters using G-QML or VT, but both procedures tend to overestimate the conditional standard deviations when they are small.
Alternative models have been proposed in the literature to overcome the main problems in estimating the VECH model. The restricted models should be parsimonious enough not to hamper the estimation and interpretation of their parameters and simultaneously ensuring covariance stationarity and positive definiteness of the conditional covariance matrices. The later issue can be solved in two ways: either finding conditions under which the conditional covariance matrices implied by the model are positive definite and guarantee covariance stationarity, or defining a model whose conditional covariance matrices are positive definite and/or stationary by the model structure. The second approach is preferred, at least when dealing with positiveness, since as mentioned above, the conditions to guarantee positivity are only partially known and sometimes are non-linear on the parameters; see Gourieroux (2007) . Moreover, it is important to point out that although the restrictions are usually imposed on the matrices of parameters that govern the dynamic evolution of the conditional covariances, A and B, very recently, Caporin and Paruolo (2015) propose a model with restrictions on the unconditional covariance matrix.
In any case, the restricted models may fail to represent the rich dynamics of real systems of financial returns.
The most popular restricted parametric MGARCH models can be divided basically into two categories: models for conditional covariance matrices and for conditional correlation matrices.
The first category is related with the early parametric MGARCH models based on directly restricting the parameters in equation (2). The most popular ones are the diagonal VECH (DVECH) and the BEKK models. The second category includes models that represent the conditional variances and correlations rather than directly modeling the conditional covariance matrices. Examples of these models are the CCC and the dynamic conditional correlation (DCC) models. Next, we briefly describe each of these two families of models.
1.2 Restricted models for conditional covariance matrices
Diagonal VECH model
The diagonal VECH (DVECH) model, suggested by Bollerslev et al. (1988) , assumes that the A and B matrices in equation (2) 
where C * , A * and B * are N × N symmetric parameter matrices and • denotes the Hadamard product. Ding and Engle (2001) Ledoit et al. (2003) argue that it is not computationally feasible for systems of dimension N > 5. The DVECH model still has too many parameters that interact in a complex way and, as a consequence, it is difficult to obtain convergence using existing optimization algorithms. Moreover, the estimation of the DVECH model does not necessarily yield positive semidefinite conditional covariance matrices. To solve these issues, Ledoit et al. (2003) propose estimating the DVECH model using a flexible two-step procedure, hereafter denoted by LSW (after Ledoit-Santa Clara-Wolf) . In the first step, the volatilities are estimated by fitting univariate GARCH models and the conditional covariances by fitting bivariate GARCH models.
These estimates do not necessarily yield positive conditional covariance matrices. Consequently, in the second step, the estimated matrices,Ĉ * ,Â * andB * , are transformed in such a way that they guarantee positive semi-definite conditional covariance matrices with the transformation being the least disruptive. Finally, standard errors of the parameters could be obtained by bootstrapping.
Next, we illustrate the biases incurred when estimating conditional variances, covariances and correlations after fitting the DVECH model to the bivariate system generated by the DGP described in subsection 1.1. The pseudo-parameters of the DVECH model are estimated by the G-QML, VT and LSW procedures. The first column of Figure 2 plots the simulated and estimated conditional standard deviations, covariances and correlations, while in the second column are the scatter plots of the simulated values versus the estimated values. We can observe that, first, the estimates of the conditional standard deviations, covariances and correlations obtained when implementing the three alternative estimators considered are very similar. Second, as expected, the errors in the conditional standard deviations and covariances are larger than when the true VECH model is fitted. Finally, the conditional covariances are underestimated when they are large. Therefore, in the particular DGP considered in this illustration and for the particular time series generated, the restrictions imposed by the DVECH model have greater influence on the estimation of the conditional standard deviations and covariances than on conditional correlation estimates. Engle and Kroner (1995) propose the BEKK (after Baba-Engle-Kraft-Kroner) model that guarantees positivity of the conditional covariance matrices. The BEKK(1,1,K) is given by
BEKK models
where C, A k and B k are square N × N parameter matrices, with C being a positive definite symmetric matrix and K determines the generality of the process. The positivity of H t is guaranteed by the parametrization of the model. 5 Denoting by ⊗ the Kronecker product of two matrices, the BEKK model is covariance stationary if and only if the eigenvalues of
are less than one in modulus; see Engle and Kroner (1995) . The conditions for strict stationarity and geometric ergodicity can be found in Boussama et al. (2011) . Engle and Kroner (1995) show that all BEKK models are representable as VECH models and that the BEKK parametrization eliminates very few if any interesting model allowed by the VECH representation. Indeed, Scherrer and Ribarits (2007) and Stelzer (2008) show that, when N = 2, both specifications are equivalent. Nonetheless, when N > 3, the VECH model allows for more flexibility than the BEKK model; see, for example, Stelzer (2008) who presents a three-dimensional VECH model with no BEKK representation. It is important to note that the equivalence between the BEKK and VECH models can be established when K > 1. However, the version of the BEKK model predominantly fitted in practice restricts K = 1; 6 see, for instance, Hafner and Herwartz (2006) , Silvennoinen and Teräsvirta (2009a) , Rossi and Spazzini (2010) , Caporin and McAleer (2012) , Laurent et al. (2012) , Pedersen and Rahbek (2014) and Burda (2015) . In this case, the VECH and BEKK models are not equivalent even if N = 2. Comte and Lieberman (2003) and Hafner and Preminger (2009) (as a special case of the VECH model) prove consistency and asymptotic normality for the G-QML estimator under eighth and sixth finite moments of the observed variables, respectively. Avarucci et al. (2013) argue that finite fourth order moment restrictions for the G-QML estimator cannot be relaxed, even in the simple ARCH form of the BEKK model. However, the G-QML estimation is computationally demanding due to the need for several matrix inversions and, since the model is not linear on the parameters, it is difficult to obtain convergence. Alternatively, Boudt and Croux (2010) show the good robustness properties of an M-estimator with a fat-tail Student-ν loss function.
Pedersen and Rahbek (2014) study the asymptotic properties of the VT estimator of the following specification of the BEKK model
and establish its strong consistency under finite second-order moments and asymptotic normality under finite sixth-order moments. Note that these conditions are identical to those of the G-QML estimator; see Hafner and Preminger (2009) . However, as pointed out by Caporin and McAleer (2012) , when estimating the BEKK model by VT, it is extremely complicated imposing positive definiteness and covariance stationary restrictions. Recently, Burda (2015) deals with this shortcoming and suggests an approach based on Constrained Hamiltonian Monte Carlo that solves both the nonlinear constraints resulting from BEKK targeting and the complex form of the BEKK likelihood in relatively large dimensions. They conclude that the BEKK model estimated by VT presents an effective way of reducing dimensionality without compromising the model fit.
Alternatively, Noureldin et al. (2014) propose a rotated version of the BEKK model, denoted by rotated BEKK (RBEKK), based on fitting a covariance-targeting BEKK-type specification to the rotated returns, e t = Σ −1/2 r t , as follows
where G t is the conditional covariance matrix of e t and G 1 = I N . The RBEKK model can be written as a restricted BEKK model with parameters A = Σ 1/2 AΣ −1/2 , B = Σ 1/2 BΣ −1/2 and
The RBEKK model can be easily estimated by VT, ensuring positiveness and covariance stationary. In the first step, Σ is estimated by the sample unconditional covariance matrix of r t , denoted byΣ. Using the spectral decomposition of this estimate, e t is computed. The second step is based on estimating the parameters in (7) by G-QML, conditional on the estimates of e t obtained in the first step.
As mentioned above, even if K is restricted to be 1, fully parametrized BEKK models are only feasible for small systems. Two restricted popular versions of the BEKK model that reduce the number of parameters are the diagonal BEKK (DBEKK) and the scalar BEKK (SBEKK) models, which are obtained by restricting the A k and B k matrices in (5) to be diagonal and scalar, respectively; see Ding and Engle (2001) . The DBEKK model is representable as a DVECH model; see Bauwens et al. (2006) . Consequently, the variances only depend on their own lags and past squared returns and the covariances only depend on their own lags and past cross products Consider again the same simulated system described in subsection 1.1. Figure 
Conditional correlation models
Instead of modeling directly the conditional covariance matrix, H t , many authors propose specifying it as the following product of conditional variances and correlations
where diag(H t ) = diag(h 11,t , · · · , h N N,t ) is a diagonal matrix whose elements are the conditional variances of each series and R t contains the conditional correlations between the series.
In this way, assuming that conditional variances and correlations are not related, it is possible to simplify the estimation, estimating first the conditional variances and second the conditional correlations. This two-step (2s) estimation procedure is relatively simple allowing working with high dimensional systems. Carnero and Eratalay (2014) show that, if the innovations are Gaussian, estimating the parameters in multiple steps has a very similar performance to that of the QML estimator.
The original conditional correlation models, like the CCC and DCC, assume that each conditional variance has a GARCH-type specification. Of course, it is very important to choose accurate GARCH-type specifications for these individual volatilities. For example, Audrino (2006) and Laurent et al. (2012) compare different specifications focusing on their impact on the accuracy of the conditional covariance estimates. In this paper, we focus on the GARCH (1,1) model.
There are two main types of models for conditional correlations depending on whether they are assumed to be constant or time-varying, namely the CCC and DCC models.
CCC models
Bollerslev ( Allowing for feedback among volatilities, Jeantheau (1998) proposes an extension of the original CCC model, the extended CCC (ECCC) model, whose individual volatilities are fitted by a vector GARCH(1,1) model, as follows
where c is an N -dimensional vector, A and B are N ×N parameter matrices, r 2 t−1 = (r 2 11,t . . . r 2 N N,t ) and h t = (h 11,t . . . h N N,t ) ; see also Caporin (2007) The first column of Figure 5 plots the estimated conditional standard deviations, covariances and correlations obtained after fitting the CCC and ECCC models to the same simulated system described in subsection 1.1, while the second column plots the real values versus the estimated values considering alternative procedures. The errors in the conditional correlation estimates of the CCC and ECCC models are notably greater than the errors of the full model. However, when compared with the errors plotted in Figure 3 , we can observe that the errors are smaller than when the BEKK model is fitted and similar to those plotted in Figure 4 for the DBEKK and SBEKK models. Furthermore, Figure 5 illustrates that the errors when fitting the CCC and ECCC models are similar when looking at conditional correlations, but the ECCC model have smaller errors than the CCC model for the conditional standard deviations of the second series and for the conditional covariances. Conrad and Karanasos (2010) propose a further extension that also allows for negative feedback among volatilities and derive necessary and sufficient conditions for the positive definiteness of the covariance matrix. It is important to point out that Conrad and Karanasos (2010) claim that their results are also valid for models in which the correlations are time-varying which will be considered latter in this paper. Most of the results obtained by them are referred to bivariate models. Whether they are useful in large systems is an open question.
DCC models
Assuming constant conditional correlations is not reasonable in many practical situations; see, for example, Longin and Solnik (1995) and Tse (2000) for early references. Consequently, several authors suggest models in which the correlations are time-varying; see Engle (2002) , Tse and Tsui (2002) and Silvennoinen and Teräsvirta (2009b) .
Because of its popularity, in this paper, we focus on the (scalar) DCC model of Engle (2002) and its consistent correction by Aielli (2013) , known as cDCC, which is given by
where Q t is an N × N positive definite matrix, u t = (u 1t , · · · , u N t ) with u it = r it / √ h iit being the standardized correlated returns, S is the unconditional covariance matrix of diag(Q t−1 ) 1/2 u t and a and b are scalars. In order for H t to be a positive definite matrix, it is sufficient that all conditional variances be positive, a, b > 0 and a + b < 1. Aielli (2013) also proves that if S is positive definite and a + b < 1, the correlated and the standardized return process are strictly and covariance stationary. The cDCC model in equations (10)- (11) is very popular to describe and forecast multivariate conditional heteroscedastic time series; see, for example, Engle and
Kelly (2012), , Aielli and Caporin (2014) and Audrino (2014) for empirical applications.
The comparison of the scalar versions of the BEKK and DCC models has been carried out by Caporin and McAleer (2008) . Empirically, they found that both models are very similar in forecasting conditional variances, covariances and correlations. Latter, Caporin and McAleer (2012) compare the BEKK and DCC models from a theoretical point of view and conclude that the BEKK model could be used to obtain consistent estimates of the DCC model with a direct link to the indirect DCC model suggested in Caporin and McAleer (2008) ; see also Caporin and McAleer (2014) who carry out an empirical comparison.
The parameters in equations (8)- (11) can be estimated by the three-step (3s) estimator described by Aielli (2013) ; see also Caporin and McAleer (2012) for a description of available asymptotic results on the estimation of the parameters of DCC models. Although the cDCC model avoids the bias problem when estimating S, the three-step estimator is downward biased. Pakel et al. (2014) propose the composite likelihood (CL) estimator which is based on summing up the quasi-likelihood functions of subsets of assets, allowing to estimate models even when the cross-sectional dimension is larger than the sample size. Alternatively, Hafner and Reznikova (2012) suggest a reduction of the bias by using shrinkage techniques applied to the sample covariance matrix of the standardized residuals. Noureldin et al. (2014) also apply the rotation technique to the DCC model of Engle (2002), resulting in the rotated DCC (RDCC) model. They conclude empirically that the RDCC model, which is feasible in large dimensions, performs better than the orthogonal GARCH (OGARCH)
of Alexander (2001) , the generalized OGARCH (GOGARCH) of Boswijk and van der Weide (2011) and the RBEKK models.
Next, we illustrate the performance of the cDCC and RDCC models when fitted to the simulated system described in subsection 1.1. The first column of Figure 5 plots, together with the simulated conditional standard deviations, covariances and correlations and the estimates of the CCC and ECCC models, the corresponding estimates obtained after fitting the cDCC and RDCC models, while the second column plots the real values versus the estimated values.
Note that the conditional standard deviations of the CCC, cDCC and RDCC models are exactly the same given that they are estimated separately in the first step. The cDCC and RDCC models seem to have slightly larger errors than the VECH model, but lower errors than the CCC and ECCC models. Also, the RDCC and cDCC models tend to underestimate the correlations when they are large and underestimate when they are small. On the other hand, the estimated conditional covariances of the cDCC and RDCC models seem to be robust to the misspecification.
Equation (11) Trojani (2011) and Audrino (2014) . Also, Teräsvirta (2009b, 2015) propose the smooth transition conditional correlation (STCC) model allowing the correlations to vary smoothly between two different states.
The cDCC model has been extended by Bauwens and Otranto (2013) in the experiments, since there is a growing literature on multivariate conditionally heteroscedastic factor models 7 . In the cases where the constraints to ensure covariance stationarity and/or positivity are non-linear in the parameters, we do not restrict the parameters to maximize the likelihood. In the cDCC and RDCC models, we restrict the maximization by imposing a + b < 1 and 0 < a, b < 1 in equation 11, in addition to the usual restrictions to estimate the GARCH models. In the DBEKK model estimated by QML, it is imposed a 2 ii + b 2 ii < 1, 0 < a ii , b ii < 1, for i = 1, 2, and C > 0, where a ii and b ii are the diagonal elements of the A 1 and B 1 matrices in (5).
In the SBEKK model estimated by QML, it is imposed that a 2 + b 2 < 1, 0 < a, b < 1 and C > 0, where a and b are given in (5), when the A 1 and B 1 matrices are replaced by these scalars. In the R-DBEKK model, it is imposed a 2 ii + b 2 ii < 1 and 0 < a ii , b ii < 1, for i = 1, 2, where a ii and b ii are the diagonal elements of the A and B matrices in (7). Finally, in the S-RBEKK model, it is imposed a 2 + b 2 < 1 and 0 < a, b < 1, where a and b are given in (7), when A and B matrices are replaced by these scalars. All restrictions mentioned above are sufficient conditions to ensure covariance stationarity and positivity of the corresponding models.
After estimating the parameters, Table 1 reports the number of replicates in which stationarity and positivity of covariances matrices are not empirically satisfied. We consider that a fitted model is not positive for some replicate if at least one of the conditional covariance matrices is not positive defined. On the other hand, we verify whether the parameter estimates satisfy the sufficient restrictions to ensure covariance stationarity. Note that, the estimated parameters of all rotated models, the (G)O-GARCH model and the models based on representing conditional correlations, except for the ECCC model, always satisfy the stationarity and positivity restrictions, as we impose it in the estimation process. Moving on to the results of the VECH, BEKK and ECCC models, the stationarity conditions are violated in a relatively large number of replicates if the parameters are estimated by QML. The number of violations of covariance stationarity increases when the DGP is Student, regardless of whether the Gaussian or the Student likelihoods are maximized. Still, the number of covariance stationarity violations decreases with the sample size. One alternative to ensure covariance stationarity of the VECH model would be to consider the Bregman divergences based optimization method defined in Chrétien and Ortega (2014) . However, we do not consider it because of the high computational effort.
On the other hand, when the parameters of the VECH, BEKK and ECCC models are estimated by VT, the estimates always satisfy the covariance stationarity, except for one particular case in the ECCC model. However, the estimates of covariance matrices by VT are not positive in a relative large number of replicates, while QML estimates are in the majority of the cases. Finally, when the DVECH, DBEKK or SBEKK models are fitted, we can observe that, regardless of the estimator, they always satisfy covariance stationarity and positivity restrictions, except when the DGP is Student and the DVECH model is estimated by QML-G or QML-S, where covariance stationarity conditions are violated in some cases. It is important to emphasize that although the BEKK, DBEKK and SBEKK models are positive by definition, when they are estimated by VT without restrictions, positivity is not ensured; see Caporin and McAleer (2012) . An alternative procedure to estimate BEKK models by VT would be to consider the Constrained Hamiltonian Monte Carlo defined by Burda (2015) . Table 1 also reports the average computer time involved in the estimation. In each estimation that does not converge for an initial value, we try alternative initial values until it converges; see Asai (2013) and Chrétien and Ortega (2014) for methods to choose initial values for the BEKK and VECH models, respectively. 8 It is obvious that VT is faster than G-QML and S-QML with G-QML being faster than S-QML. In the DVECH model, the LSW estimator is even faster and does not have problems with convergence. When comparing the DBEKK and SBEKK models with their rotated versions, we can observe that the computer time involved in the estimation of the rotated cases is lower and, in addition, they ensure positivity and stationarity. Therefore, it seems that it is worth using the rotated BEKK models rather than non-rotated BEKK models.
For each replicate and estimator considered, the performance of the estimated conditional covariance and correlation matrices is measured by the following Frobenius norms
whereĤ t andR t are the estimated conditional covariance and correlation matrices at time t; We also note that the performance of the DVECH model is similar to the restricted BEKKtype models when estimating covariances and better when estimating correlations. Third, the rotation of BEKK-type models only improves marginally the estimated covariance matrices of the DBEKK and SBEKK models. However, it is important to note that the computer time involved in the estimation of the rotated cases is lower and the rotated models ensure positivity of covariance matrices and covariance stationarity; see Table 1 . Finally, when the O-GARCH and GO-GARCH models are fitted, we observe that the restrictions imposed in these models generate estimates of conditional variances, covariances and correlations with larger distances than those of the DVECH or restricted BEKK-type models.
Turning now to the results of the models that represent the dynamics of conditional correlations, we can see that the errors corresponding to the cDCC and RDCC models are very similar between them and similar, in terms of correlations, to the DVECH model. On the other hand, the cDCC and RDCC are much better than the DVECH model and BEKK-type models in terms of covariances. When estimating covariances, the ECCC and cDCC models are comparable and the difference with respect to the true DGP is 50%. Finally, when estimating correlations, the cDCC and RDCC models remarkably outperform the constant correlation models.
As conclusion, for the set of parameters considered in the simulation, the restrictions imposed by a misspecified model are much more relevant than the choice of the estimation method.
Moreover, all alternative models have notably inferior performances in relation to the VECH model, specially when T = 2000, and among the alternative models, the cDCC and RDCC models have, in general, a superior performance. Indeed, Laurent et al. (2012) conclude empirically that it is very difficult to outperform the DCC model after comparing 125 models fitted to forecast the correlations of a system of 10 assets from the New York Stock Exchange. Caporin and McAleer (2014) also support empirically the preference for correlation models over covariance models when analyzing different cross-sectional dimensions from 5 up to 89 assets.
Empirical application
In this section, we compare empirically the performance of several MGARCH models fitted to a system of five exchange rate returns, namely Euro (EUR), British Pound (GBP), Swiss Franc (CHF), Australian Dollar (AUD) and Japanese Yen (JPY) against the US Dollar (USD). The data are daily closing exchange rates observed at 12:00 AM (New York time) from January 2, 2004 to December 31, 2013, with a total of 2582 daily observations. The full-sample period is split into estimation in-sample and forecast out-of-sample periods. We consider three different splits in such way that the out-of-sample periods are the last one, six and five years, respectively.
In the first case, the in-sample period contains the crises period and has large heteroscedasticity and the out-of-sample period is very calm and has low heteroscedasticity. In the second split, the estimation period is a low volatility period and has low heteroscedasticity, whereas the forecasting period has extreme market conditions and large heteroscedasticity. Finally, in the last split, both the in-sample and out-of-sample periods have periods of low and high volatilities. We define the exchange rate returns as usual by r t,j = 100 × log(y t,j /y t−1,j ), j = 1, 2, · · · , 5, where y t,j is the daily exchange rate of the j-th series at time t. Figure 6 plots the returns for the full sample returns. The vertical lines show the three splits considered. Table 3 cDCC and RDCC models estimated by Gaussian and Student multi-step procedures. As an illustration, Figure 7 plots the estimated pairwise conditional correlation after fitting the R-DBEKK and cDCC models. We can observe that the correlations estimated by these models are rather similar, which is consistent with Caporin and McAleer (2008, 2014) .
The out-of-sample predictions are evaluated using a the rolling window procedure as proposed by Giacomini and White (2006 In order to compare the out-of-sample forecasts, we consider the out-of-sample negative loglikelihood (NL), used by Audrino (2014) , which is given by
where L(.; .) is the conditional likelihood, n pred,h is the number of h-step-ahead predictions,θ i+1
is the parameter estimate of the window which includes r T +i in the last five observations of the sample, andĤ T +i (h) is the h-step-ahead forecast of H T +i+h . The predictionĤ T +i (h) is obtained using observations up to the T + i and evaluated atθ i+1 . This method is reasonable to compare the predictive accuracy of models since the parameters of the models are estimated in-sample using the same functions. Furthermore, the NL has the strength of not considering any proxies for the unobservable covariance matrices.
The comparison of models is also carried out using the following Frobenius loss
As the true covariance and correlation matrices, H t and R t , respectively, are unobservable, we use the realized covariances and correlations as a proxy. The LF has the advantage of belonging to the class of loss functions robust to noises in volatility proxy; see Patton and Sheppard (2009) .
It is widely recognized that the estimation of realized covariances and correlations suffers from asynchronous trading and market microstructure noise, causing the covariance and correlation estimators to be biased and inconsistent; see, for instance, Medeiros (2008), Patton (2011) and Corsi and Audrino (2012) . We sample the intraday returns into 288 five-minute intervals 9 to avoid the asynchronous effect and compute the realized covariance by the Realized Outlyingness Weighted Covariance (rOWCov) of Boudt et al. (2011) 10 ; see Barndorff-Nielsen et al. (2011), Corsi and Audrino (2012) and Boudt et al. (2012) for alternative proxies.
Finally, we perform the superior predictive ability (SPA) test of Hansen (2005) and the model confidence set (MCS) of Hansen et al. (2011) to verify whether the performance of alternative models and methods are significantly different according to the NL and LF criteria. 11 The first test allows for multiple comparison against a pre-specified benchmark model, with the null hypothesis being that each model is not outperformed by at least one of the other competing models. The second one chooses from an initial set, a subset of forecasts that outperforms all the other alternatives. one-and twenty-step-ahead. The SBEKK estimated by S-QML has the best performance for one-and five-step-ahead, while the RDCC estimated by S-3s is the better for twenty-step-ahead.
The CCC estimated by G-QML and the DVECH estimated by LSW are the worst fits. Table 4 also reports the performance of the models and methods based on the LF statistics.
Although the models estimated by Student likelihood have in general a better performance in relation to the models estimated by Gaussian likelihood, the difference between the estimation methods are not so large as in the case of LF . Contrary to the NL statistics, the time-varying conditional correlation models and the R-DBEKK model have the better performance according to the LF 1 criterion and the time-varying conditional correlation models according to the LF 2 criterion. Furthermore, using the LF 1 and LF 2 criteria, the only model included in the MSC for all forecasting horizons is the RDCC estimated by S-2s. Table 5 reports the performance of the alternative models and estimators considered when implemented to forecast volatilities, covariances and correlations during the out-of-sample periods corresponding to the second and third splits. Given that we do not have high frequency data for these periods, Table 5 only reports the results corresponding to the out-of-sample negative log-likelihood. Once again, all the models estimated by maximizing the Student likelihood have notably better performances than those estimating by maximizing the Gaussian likelihood. The SBEKK model estimated by S-QML has the best performance for the three horizons considered and is the only model included in the MCS for all forecasting horizons in the third split and for the 1-step-ahead in the second split. Considering 5-and 20-step-ahead in the second period, the SBEKK estimated by S-QML has again the better performance, but the R-DBEKK model estimated by S-VT is also included in the MSC.
Therefore, it seems that regardless of the particular split analyzed and, consequently, of the behavior of the volatility in the in-sample and out-of-sample periods, the SBEKK model estimated by S-QML has a reasonable forecast performance when this is measured used the negative log-likelihood criterion; see also the empirical results of Burda (2015) . However, when the forecasting performance is measured using the LF criteria, it seems that the R-DCC model is better during the low-volatility out-of-sample period. This result is in concordance with our simulation results.
Concluding Remarks
In this paper we discuss the main strengths and limitations of the most popular symmetric multivariate GARCH models available in the literature. A simulation study is carried out to compare different restricted specifications and estimators, when the series are generated by the general VECH model. The R-SBEKK, R-DBEKK, DCC and R-DCC models explain adequately the evolution of volatilities, conditional covariances and correlations generated by the general model.
However, the BEKK fails to estimate conditional covariances and correlations. Furthermore, the performance of the forecasts of volatilities, conditional covariances and correlations are similar for a given model regardless of the particular procedure used to estimate the parameters. Therefore, it seems that the estimation method should be chosen using computational advantages. An empirical application to a five-dimensional system of exchange rates returns is carried out. We conclude that the SBEKK model estimated by S-QML has a reasonable forecast performance according to the negative log-likelihood criterion, while the R-DCC model outperforms the other models according to the LF criteria during the low-volatility out-of-sample period.
It is also of interest to compare the models considered in these paper with those based on copulas; see, for example, Patton (2006) Notes 1 For the sake of simplicity, in this paper, we focus on the simplest specification which only includes one lag of past returns, conditional variances and covariances.
2 We refer to the observed vector of time series as vector of returns. Nevertheless, it should be understood that we may also refer to the residuals of a multivariate model fitted to represent the conditional means when dealing with non-financial data.
3 All the programming used in this paper has been developed by the first author using MATLAB codes.
4 Note that, as the DGP has Gaussian errors, the QML is in fact ML.
5 Kawakatsu (2006) proposes an alternative model based on exp{Ht} that also guarantees positivity. Other models that guarantee the symmetry and positive definiteness of the conditional covariance matrices are given in
Tsay (2002) and Bai and Chen (2008) , who consider a Cholesky decomposition of Ht, and Hendrych and Cipra (in press), who propose a formulation based on the LDL decomposition.
6 Hereafter, the BEKK model refers to the BEKK(1,1,1) model. 8 See Engle and Sheppard (2008) for methods that ensure that the conditional variance, covariance and correlation estimates are not biased due to the use of parameter estimates located at local rather than global optima.
9 We also compute the realized covariances using ten-minute and thirty-minute intervals with similar results.
10 The proxies are estimated in R by the package highfrequency.
11 We compute the SPA test and MSC using the Sheppard's MFE Toolbox package, written in MATLAB, by considering 10,000 bootstrap replications and block length of 6. The results do not change when we change the block length to 3 or 9. The MSC is constructed using the R method within the MFE Toolbox package. 
