Abstract -Handwritten digit recognition is used for communicating and recording information. [6] Machine recognition of handwriting has practical implementations like reading handwritten notes in PDA, postal address on envelopes, amounts in bank cheques, handwritten fields in forms etc. This paper describes the work done on MNIST dataset using FFNN (Feed forward Neural network) method and RNN(Recurrent Neural Network) and the difference in their results.
I. INTRODUCTION
An Artificial Neural Network (ANN) is similar to that of human brain in processing of information. The key element of the NN paradigm is the structure of the information processing system. It is composed of a large number of highly interconnected processing elements (neurons) that work together to solve specific problems. A NN is configured for a specific application, such as digit recognition or data classification, through a learning process. NN Architecture has been broadly classified as single layer feed forward networks, multilayer feed forward networks and recurrent networks. The training pattern is applied randomly, and the weights are adjusted using back propagation. Application of the training set patterns is called a cycle. You continue to apply the patterns until the error rate is acceptable. Once the network is trained it can accept another input. Artificial Neural Network has been developed as generalization of mathematical model of human cognition or neural biology based on the [7] assumption that: a) Information processing occurs in neuron. b) Signals are passed between the neurons that are connected via link. Each connected link has a weight, which in typical neural net multiply the signals transmitted. c) Each neuron applies to its activation function its net input to determine the output signal.
The ANN model needs to be trained in-order to be intelligent and for training algorithms are used. The most important task in ANN is adjusting the weights for which ANN algorithm [6] is used, these weights are adjusted for better performance of the ANN models.
ANN Algorithm
Assign all network input and output Initialize all weights with random numbers between -1 and 1 repeat for every pattern in training set present the pattern to network // propagate the i/p forward through the n/w for each layer in the network for every node in the layer 1.
Calculate the weight sum of the i/p to the node 2.
Add the threshold to the sum 3.
Calculate the activation for the node End End // propagate the error backwards through the n/w for every node in the output layer calculate the error signal end for all the hidden layers for every node in the layer 1.
Calculate the nodes signal error 2.
Update each nodes weight in the n/w End End //Calculate global error Calculate the error function End While ((maximum number of iterations < specified)) AND (Error Function > specified)
II.
MODELS/TECHNIQUES
FFNN(Feed Forward Neural Network)
FFNN is an ANN based model where the connected links do not form a cycle. The neurons are grouped into the layers, that are connected to the direction of passing signal. There are no lateral or Feed backward connections within the network. In FFNN flow of information is only in forward direction. FFNN is trained with Back Propagation algorithm. In FFNN the neurons are arranged into different layers, First layer is input layer and the last layer is output layer, the layers in between these two are called hidden layers. If there are more than one hidden layers then the model is called Deep Neural Network. In FFNN the flow of information is only forward so the output value is compared with predefined error functions to calculate the error. Then this information is fed back to the network and the weights are adjusted to reduce the error rate.
RNN (Recurrent Neural Network)
RNN is also ANN based model but as opposed to FFNN takes temporal aspect or the order of events into consideration. Unlike FFNN where the order is not important but in real world the order of events plays a very important role. For ex If there is a sentence say Harrison killed Billy then in traditional NN it wont matter whether Harrison killed Billy or Billy killed Harrison it is all the same, but the order does matter and this is the reason that RNN is used extensively where the order is important especially in speech. In traditional NN say you have 3 inputs x1, x2, x3 it does not matter in which order it is fed to a cell (neuron), but in case of RNN the order is important the output of x1 is fed as input to x2 and so on, so RNN helps to solve this sequential temporal problem of traditional NN.
Comparison of Models
Now we will see a study of comparison between the accuracy of prediction of both the Models FFNN and RNN carried out on the MNIST dataset which consists of around 60K digits from 0-9 in different forms.
Output of FFNN
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As you can see it is clearly visible that the results obtained in FFNN is less accurate i.e. (90%) than RNN which has (98%) accuracy.
III. LITERATURE REVIEW
S.P. Kosbatwa, S.K. Pathan [1] : In this paper, use of artificial neural network in applications can simplify the code and improve quality of recognition while achieving good performance. Another benefit of using neural network in application is its ability to recognize more character sets than initially defined. Pattern association using back propagation algorithm is essential and helpful to optimize the association of input pattern to output pattern in the neural network. This approach can be used for pattern classification.
Rakesh Kumar Mandal [2] : In this paper, to improve the performance of the previously applied methods. The input image matrix is compressed into a lower dimension matrix in order to reduce non -significant elements of the image matrix. Compared to the previously tried methods of segmentation Column-wise segmentation is a better approach than the row-wise segmentation as segmentation of the matrix column-wise produces more variation in the patterns and helps to obtain a sharp eye in the identification of the pattern Yoshimasa Kimura presented [3] a work on how to select features for Character Recognition Using Genetic Algorithm. The author proposes a novel method of feature selection for character recognition using genetic algorithms (GA). The proposed method selects only the genes for which the recognition rate of training samples exceeds than the predetermined threshold as a candidate of the parent gene and adopts a reduction ratio in the number of features used for recognition as the fitness value.
R. Bajaj, L. Dey, S. Chaudhari et al [4] , employed three different kinds of features, namely, the density features, moment features and descriptive component features for classification of Devanagari Numerals. They proposed multi classifier connectionist architecture for increasing the recognition reliability and they obtained 89.6% accuracy for handwritten Devanagari numerals.
Pooja yadav, Nidhika Yadav presented [5] an algorithm can be used for recognize Hindi, Punjabi, Urdu and many more languages. We can use Back propagation algorithm to improve the efficiency and correctness of the algorithm. This algorithm can be used to recognize the word and paragraph also.
IV
. CONCLUSION This review paper shows the difference between two ANN (Artificial Neural Network) models FFNN (Feed forward Neural Network) and RNN (Recurrent Neural Network) by comparing their accuracy results on the MNIST dataset. From the results it is clear that the order and temporal aspect is equally important for right prediction , and thus proving that RNN is the better amongst the two Models.
