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Efficient Collaborative Multi-Agent Deep
Reinforcement Learning for Large-Scale Fleet
Management
Kaixiang Lin, Renyu Zhao, Zhe Xu and Jiayu Zhou
Abstract—Large-scale online ride-sharing platforms have substantially transformed our lives by reallocating transportation resources
to alleviate traffic congestion and promote transportation efficiency. An efficient fleet management strategy not only can significantly
improve the utilization of transportation resources but also increase the revenue and customer satisfaction. It is a challenging task to
design an effective fleet management strategy that can adapt to an environment involving complex dynamics between demand and
supply. Existing studies usually work on a simplified problem setting that can hardly capture the complicated stochastic demand-supply
variations in high-dimensional space. In this paper we propose to tackle the large-scale fleet management problem using reinforcement
learning, and propose a contextual multi-agent reinforcement learning framework including three concrete algorithms to achieve
coordination among a large number of agents adaptive to different contexts. We show significant improvements of the proposed
framework over state-of-the-art approaches through extensive empirical studies.
Index Terms—Multi-agent Reinforcement Learning; Deep Reinforcement Learning; Fleet Management
F
1 INTRODUCTION
Large-scale online ride-sharing platforms such as Uber [1],
Lift [2], and Didi Chuxing [3] have transformed the way
people travel, live and socialize. By leveraging the advances
in and wide adoption of information technologies such
as cellular networks and global positioning systems, the
ride-sharing platforms redistribute underutilized vehicles
on the roads to passengers in need of transportation. The
optimization of transportation resources greatly alleviated
traffic congestion and calibrated the once significant gap
between transport demand and supply [4].
One key challenge in ride-sharing platforms is to balance
the demands and supplies, i.e., orders of the passengers
and drivers available for picking up orders. In large cities,
although millions of ride-sharing orders are served every-
day, an enormous number of passengers requests remain
unserviced due to the lack of available drivers nearby. On
the other hand, there are plenty of available drivers looking
for orders in other locations. If the available drivers were
directed to locations with high demand, it will significantly
increase the number of orders being served, and thus si-
multaneously benefit all aspects of the society: utility of
transportation capacity will be improved, income of drivers
and satisfaction of passengers will be increased, and market
share and revenue of the company will be expanded. fleet
management is a key technical component to balance the
differences between demand and supply, by reallocating
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available vehicles ahead of time, to achieve high efficiency
in serving future demand.
Even though rich historical demand and supply data
are available, using the data to seek an optimal allocation
policy is not an easy task. One major issue is that changes
in an allocation policy will impact future demand-supply,
and it is hard for supervised learning approaches to capture
and model these real-time changes. On the other hand, the
reinforcement learning (RL) [5], which learns a policy by
interacting with a complicated environment, has been nat-
urally adopted to tackle the fleet management problem [6],
[7], [8]. However, the high-dimensional and complicated dy-
namics between demand and supply can hardly be modeled
accurately by traditional RL approaches.
Recent years witnessed tremendous success in deep re-
inforcement learning (DRL) in modeling intellectual chal-
lenging decision-making problems [9], [10], [11] that were
previously intractable. In the light of such advances, in this
paper we propose a novel DRL approach to learn highly
efficient allocation policies for fleet management. There are
significant technical challenges when modeling fleet man-
agement using DRL:
1) Feasibility of problem setting. The RL framework is reward-
driven, meaning that a sequence of actions from the policy is
evaluated solely by the reward signal from environment [12].
The definitions of agent, reward and action space are essen-
tial for RL. If we model the allocation policy using a central-
ized agent, the action space can be prohibitively large since
an action needs to decide the number of available vehicles
to reposition from each location to its nearby locations. Also,
the policy is subject to a feasibility constraint enforcing that
the number of repositioned vehicles needs to be no larger
than the current number of available vehicles. To the best of
our knowledge, this high-dimensional exact-constrain satis-
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faction policy optimization is not computationally tractable
in DRL: applying it in a very small-scale problem could
already incur high computational costs [13].
2) Large-scale Agents. One alternative approach is to instead
use a multi-agent DRL setting, where each available vehicle
is considered as an agent. The multi-agent recipe indeed
alleviates the curse of dimensionality of action space. How-
ever, such setting creates thousands of agents interacting
with the environment at each time. Training a large number
of agents using DRL is again challenging: the environment
for each agent is non-stationary since other agents are learn-
ing and affecting the environment at same the time. Most
of existing studies [14], [15], [16] allow coordination among
only a small set of agents due to high computational costs.
3) Coordinations and Context Dependence of Action space Fa-
cilitating coordination among large-scale agents remains a
challenging task. Since each agent typically learns its own
policy or action-value function that are changing over time,
it is difficult to coordinate agents for a large number of
agents. Moreover, the action space is dynamic changing over
time since agents are navigating to different locations and
the number of feasible actions depends on the geographic
context of the location.
In this paper, we propose a contextual multi-agent DRL
framework to resolve the aforementioned challenges. Our
major contributions are listed as follows:
• We propose an efficient multi-agent DRL setting for large-
scale fleet management problem by a proper design of
agent, reward and state.
• We propose contextual multi-agent reinforcement learning
framework in which three concrete algorithms: contextual
multi-agent actor-critic (cA2C), contextual deep Q-learning
(cDQN), and Contextual multi-agent actor-critic with linear
programming (LP-cA2C) are developed. For the first time
in multi-agent DRL, the contextual algorithms can not
only achieve efficient coordination among thousands of
learning agents at each time, but also adapt to dynamically
changing action spaces.
• In order to train and evaluate the RL algorithm, we
developed a simulator that simulates real-world traffic
activities perfectly after calibrating the simulator using
real historical data provided by Didi Chuxing [3].
• Last but not least, the proposed contextual algorithms
significantly outperform the state-of-the-art methods in
multi-agent DRL with a much less number of repositions
needed.
The rest of paper is organized as follows. We first give
a literature review on the related work in Sec 2. Then the
problem statement is elaborated in Sec 3 and the simulation
platform we built for training and evaluation are introduced
in Sec 6. The methodology is described in Sec 4. Quantitative
and qualitative results are presented in Sec 7. Finally, we
conclude our work in Sec 8.
2 RELATED WORKS
Intelligent Transportation System. Advances in machine
learning and traffic data analytics lead to widespread appli-
cations of machine learning techniques to tackle challenging
traffic problems. One trending direction is to incorporate
reinforcement learning algorithms in complicated traffic
management problems. There are many previous studies
that have demonstrated the possibility and benefits of re-
inforcement learning. Our work has close connections to
these studies in terms of problem setting, methodology and
evaluation. Among the traffic applications that are closely
related to our work, such as taxi dispatch systems or traffic
light control algorithms, multi-agent RL has been explored
to model the intricate nature of these traffic activities [17],
[18], [19]. The promising results motivated us to use multi-
agent modeling in the fleet management problem. In [6], an
adaptive dynamic programming approach was proposed to
model stochastic dynamic resource allocation. It estimates
the returns of future states using a piecewise linear function
and delivers actions (assigning orders to vehicles, reallocate
available vehicles) given states and one step future states
values, by solving an integer programming problem. In [7],
the authors further extended the approach to the situations
that an action can span across multiple time periods. These
methods are hard to be directly utilized in the real-world
setting where orders can be served through the vehicles
located in multiple nearby locations.
Multi-agent reinforcement learning. Another relevant re-
search topic is multi-agent reinforcement learning [20]
where a group of agents share the same environment, in
which they receive rewards and take actions. [21] compared
and contrasted independent Q-learning and a cooperative
counterpart in different settings, and empirically showed
that the learning speed can benefit from the cooperation
among agents. Independent Q-learning is extended into
DRL in [16], where two agents are cooperating or compet-
ing with each other only through the reward. In [15], the
authors proposed a counterfactual multi-agent policy gra-
dient method that uses a centralized advantage to estimate
whether the action of one agent would improve the global
reward, and decentralized actors to optimize the agent
policy. Ryan et al. also utilized the framework of decentral-
ized execution and centralized training to develop multi-
agent multi-agent actor-critic algorithm that can coordinate
agents in mixed cooperative-competitive environments [14].
However, none of these methods were applied when there
are a large number of agents due to the communication cost
among agents. Recently, few works [22], [23] scaled DRL
methods to a large number of agents, while it is not appli-
cable to apply these methods to complex real applications
such as fleet management. In [24], [25], the authors studied
large-scale multi-agent planning for fleet management with
explicitly modeling the expected counts of agents.
Deep reinforcement learning. DRL utilizes neural network
function approximations and are shown to have largely im-
proved the performance over challenging applications [9],
[11]. Many sophisticated DRL algorithms such as DQN [9],
A3C [26] were demonstrated to be effective in the tasks in
which we have a clear understanding of rules and have easy
access to millions of samples, such as video games [27], [28].
However, DRL approaches are rarely seen to be applied
in complicated real-world applications, especially in those
with high-dimensional and non-stationary action space, lack
of well-defined reward function, and in need of coordina-
tion among a large number of agents. In this paper, we show
that through careful reformulation, the DRL can be applied
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to tackle the fleet management problem.
3 PROBLEM STATEMENT
In this paper, we consider the problem of managing a
large set of available homogeneous vehicles for online ride-
sharing platforms. The goal of the management is to maxi-
mize the gross merchandise volume (GMV: the value of all
the orders served) of the platform by repositioning available
vehicles to the locations with larger demand-supply gap
than the current one. This problem belongs to a variant
of the classical fleet management problem [29]. A spatial-
temporal illustration of the problem is available in Figure 1.
In this example, we use hexagonal-grid world to represent the
map and split the duration of one day into T = 144 time
intervals (one for 10 minutes). At each time interval, the
orders emerge stochastically in each grid and are served by
the available vehicles in the same grid or six nearby grids.
The goal of fleet management here is to decide how many
available vehicles to relocate from each grid to its neighbors
in ahead of time, so that most orders can be served.
To tackle this problem, we propose to formulate the
problem using multi-agent reinforcement learning [20]. In this
formulation, we use a set of homogeneous agents with small
action spaces, and split the global reward into each grid.
This will lead to a much more efficient learning procedure
than the single agent setting, due to the simplified action
dimension and the explicit credit assignment based on split
reward. Formally, we model the fleet management problem
as a Markov game G for N agents, which is defined by
a tuple G = (N,S,A,P,R, γ), where N,S,A,P,R, γ are
the number of agents, sets of states, joint action space,
transition probability functions, reward functions, and a
discount factor respectively. The definitions are given as
follows:
• Agent: We consider an available vehicle (or equivalently
an idle driver) as an agent, and the vehicles in the same
spatial-temporal node are homogeneous, i.e., the vehicles
located at the same region at the same time interval are
considered as same agents (where agents have the same
policy). Although the number of unique heterogeneous
agents is always N , the number of agents Nt is changing
over time.
• State st ∈ S : We maintain a global state st at each
time t, considering the spatial distributions of available
vehicles and orders (i.e. the number of available vehicles
and orders in each grid) and current time t (using one-
hot encoding). The state of an agent i, sit, is defined as the
identification of the grid it located and the shared global
state i.e. sit = [st,gj ] ∈ RN×3+T , where gj is the one-hot
encoding of the grid ID. We note that agents located at
same grid have the same state sit.
• Action at ∈ A = A1× ...×ANt : a joint action at = {ait}Nt1
instructing the allocation strategy of all available vehicles
at time t. The action space Ai of an individual agent
specifies where the agent is able to arrive at the next time,
which gives a set of seven discrete actions denoted by
{k}7k=1. The first six discrete actions indicate allocating the
agent to one of its six neighboring grids, respectively. The
last discrete action ait = 7 means staying in the current
grid. For example, the action a10 = 2 means to relocate the
1st agent from the current grid to the second nearby grid
at time 0, as shown in Figure 1. For a concise presentation,
we also use ait , [g0,g1] to represent agent i moving from
grid g0 to g1. Furthermore, the action space of agents
depends on their locations. The agents located at corner
grids have a smaller action space. We also assume that the
action is deterministic: if ait , [g0,g1], then agent i will
arrive at the grid g1 at time t+ 1.
• Reward function Ri ∈ R = S × A → R: Each agent
is associated with a reward function Ri and all agents in
the same location have the same reward function. The i-th
agent attempts to maximize its own expected discounted
return: E
[∑∞
k=0 γ
krit+k
]
. The individual reward rit for the
i-th agent associated with the action ait is defined as the
averaged revenue of all agents arriving at the same grid as
the i-th agent at time t + 1. Since the individual rewards
at same time and the same location are same, we denote
this reward of agents at time t and grid gj as rt(gj).
Such design of rewards aims at avoiding greedy actions
that send too many agents to the location with high value
of orders, and aligning the maximization of each agent’s
return with the maximization of GMV (value of all served
orders in one day). Its effectiveness is empirically verified
in Sec 7.
• State transition probability p(st+1|st, at) : S × A × S →
[0, 1]: It gives the probability of transiting to st+1 given
a joint action at is taken in the current state st. Notice
that although the action is deterministic, new vehicles
and orders will be available at different grids each time,
and existing vehicles will become off-line via a random
process.
To be more concrete, we give an example based on the
above problem setting in Figure 1. At time t = 0, agent 1
is repositioned from g0 to g2 by action a10, and agent 2 is
also repositioned from g1 to g2 by action a20. At time t = 1,
two agents arrive at g2, and a new order with value 10 also
emerges at same grid. Therefore, the reward r1 for both a10
and a20 is the averaged value received by agents at g2, which
is 10/2 = 5.
It’s worth to note that this reward design may not lead to
the optimal reallocation strategy though it empirically leads
to good reallocation policy. We give a simple example to
illustrate this problem. We use the grid world map as show
in Figure 1. At time t = 1, there is an order with value 100
emerged in g1 and another order with value 10 emerged in
g0. Suppose we have two agents that are available in grid
g0 at time t = 0. The optimal reallocation strategy in this
case is to ask one agent stay in g0 and another go to g1, by
which we can receive the total reward 110. However, in the
current setting, each agent trys to maximize its own reward.
As a result, both of them will go to g1 and receive 50 reward
and none of them will go to g1 since the reward they can
receive is less than 50. However, we show that there are few
ways to approximate this global optimal allocation strategy
using the individual action function of each agent.
4 CONTEXTUAL MULTI-AGENT REINFORCEMENT
LEARNING
In this section, we present two novel contextual multi-agent
RL approaches: contextual multi-agent actor-critic (cA2C)
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g0
g1
t = 0 t = 1
g2
Time
a01=[g0, g2]
a02=[g1, g2]



Repositions/OrdersThe Grid World
An order with
value 10
Reward r1 =5
Fig. 1: The grid world system and a spatial-temporal illus-
tration of the problem setting.
and contextual DQN (cDQN) algorithm. We first briefly
introduce the basic multi-agent RL method.
4.1 Independent DQN
Independent DQN [16] combines independent Q-
learning [21] and DQN [9]. A straightforward extension
of independent DQN from small scale to a large number
of agents, is to share network parameters and distinguish
agents with their IDs [22]. The network parameters can be
updated by minimizing the following loss function, with
respect to the transitions collected from all agents:
E
[
Q(sit, a
i
t; θ)−
(
rit+1 + γmax
ait+1
Q(sit+1, a
i
t+1; θ
′)
)]2
, (1)
where θ′ includes parameters of the target Q network up-
dated periodically, and θ includes parameters of behavior
Q network outputting the action value for -greedy policy,
same as the algorithm described in [9]. This method could
work reasonably well after extensive tunning but it suffers
from high variance in performance, and it also repositions
too many vehicles. Moreover, coordination among massive
agents is hard to achieve since each unique agent executes
its action independently based on its action values.
4.2 Contextual DQN
Since we assume that the location transition of an agent
after the allocation action is deterministic, the actions that
lead the agents to the same grid should have the same
action value. In this case, the number of unique action-
values for all agents should be equal to the number of grids
N . Formally, for any agent i where sit = [st,gi], a
i
t , [gi,gd]
and gi ∈ Ner(gd), the following holds:
Q(sit, a
i
t) = Q(st,gd) (2)
Hence, at each time step, we only need N unique action-
values (Q(st,gj),∀j = 1, . . . , N ) and the optimization of
Eq (1) can be replaced by minimizing the following mean-
squared loss:[
Q(st,gd; θ)−
(
rt+1(gd) + γ max
gp∈Ner(gd)
Q(st+1,gp; θ
′)
)]2
.
(3)
This accelerates the learning procedure since the output
dimension of the action value function is reduced from
R|st| → R7 to R|st| → R. Furthermore, we can build a
centralized action-value table at each time for all agents,
which can serve as the foundation for coordinating the
actions of agents.
Geographic context. In hexagonal grids systems, border
grids and grids surrounded by infeasible grids (e.g., a lake)
have reduced action dimensions. To accommodate this, for
each grid we compute a geographic context Ggj ∈ R7, which
is a binary vector that filters out invalid actions for agents
in grid gj . The kth element of vector Ggj represents the
validity of moving toward kth direction from the grid gj .
Denote gd as the grid corresponds to the kth direction of
grid gj , the value of the kth element of Ggj is given by:
[Gt,gj ]k =
{
1, if gd is valid grid,
0, otherwise, (4)
where k = 0, . . . , 6 and last dimension of the vector repre-
sents direction staying in same grid, which is always 1.
Collaborative context. To avoid the situation that agents are
moving in conflict directions (i.e., agents are repositioned
from grid g1 to g2 and g2 to g1 at the same time.), we
provide a collaborative context Ct,gj ∈ R7 for each grid gj at
each time. Based on the centralized action values Q(st,gj),
we restrict the valid actions such that agents at the grid gj
are navigating to the neighboring grids with higher action
values or staying unmoved. Therefore, the binary vector
Ct,gj eliminates actions to grids with lower action values
than the action staying unmoved. Formally, the kth element
of vector Ct,gj that corresponds to action value Q(st,gi) is
defined as follows:
[Ct,gj ]k =
{
1, if Q(st,gi) >= Q(st,gj),
0, otherwise. (5)
After computing both collaborative and geographic context,
the -greedy policy is then performed based on the action
values survived from the two contexts. Suppose the original
action values of agent i at time t is Q(sit) ∈ R7≥0, given
state sit, the valid action values after applying contexts is as
follows:
q(sit) = Q(s
i
t) ∗Ct,gj ∗Gt,gj . (6)
The coordination is enabled because that the action values
of different agents lead to the same location are restricted to
be same so that they can be compared, which is impossible
in independent DQN. This method requires that action
values are always non-negative, which will always hold
because that agents always receive nonnegative rewards.
The algorithm of cDQN is elaborated in Alg 2.
4.3 Contextual Actor-Critic
We now present the contextual multi-agent actor-critic
(cA2C) algorithm, which is a multi-agent policy gradient
algorithm that tailors its policy to adapt to the dynamically
changing action space. Meanwhile, it achieves not only a
more stable performance but also a much more efficient
learning procedure in a non-stationary environment. There
are two main ideas in the design of cA2C: 1) A centralized
value function shared by all agents with an expected update;
2) Policy context embedding that establishes explicit coordi-
nation among agents, enables faster training and enjoys the
flexibility of regulating policy to different action spaces. The
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Algorithm 1 -greedy policy for cDQN
Require: Global state st
1: Compute centralized action value Q(st,gj),∀j =
1, . . . , N
2: for i = 1 to Nt do
3: Compute action values Qi by Eq (2), where (Qi)k =
Q(sit, a
i
t = k).
4: Compute contexts Ct,gj and Gt,gj for agent i.
5: Compute valid action values qit = Q
i
t ∗Ct,gj ∗Gt,gj .
6: ait = argmaxkq
i
t with probability 1 −  otherwise
choose an action randomly from the valid actions.
7: end for
8: return Joint action at = {ait}Nt1 .
Algorithm 2 Contextual Deep Q-learning (cDQN)
1: Initialize replay memory D to capacity M
2: Initialize action-value function with random weights θ
or pre-trained parameters.
3: for m = 1 to max-iterations do
4: Reset the environment and reach the initial state s0.
5: for t = 0 to T do
6: Sample joint action at using Alg. 1, given st.
7: Execute at in simulator and observe reward rt and
next state st+1
8: Store the transitions of all agents
(sit, a
i
t, r
i
t, s
i
t+1,∀i = 1, ..., Nt) in D.
9: end for
10: for k = 1 to M1 do
11: Sample a batch of transitions (sit, a
i
t, r
i
t, s
i
t+1) from
D, where t can be different in one batch.
12: Compute target yit = r
i
t + γ ∗
maxait+1 Q(s
i
t+1, a
i
t+1; θ
′).
13: UpdateQ-network as θ ← θ+∇θ(yit−Q(sit, ait; θ))2,
14: end for
15: end for
centralized state-value function is learned by minimizing
the following loss function derived from Bellman equation:
L(θv) = (Vθv (s
i
t)− Vtarget(st+1; θ′v, pi))2, (7)
Vtarget(st+1; θ
′
v, pi) =
∑
ait
pi(ait|sit)(rit+1 + γVθ′v (sit+1)). (8)
where we use θv to denote the parameters of the value
network and θ′v to denote the target value network. Since
agents staying unmoved at the same time are treated ho-
mogeneous and share the same internal state, there are
N unique agent states, and thus N unique state-values
(V (st,gj),∀j = 1, ..., N ) at each time. The state-value out-
put is denoted by vt ∈ RN , where each element (vt)j =
V (st,gj) is the expected return received by agent arriving
at grid gj on time t. In order to stabilize learning of the
value function, we fix a target value network parameterized
by θ′v , which is updated at the end of each episode. Note
that the expected update in Eq (7) and training actor/critic
in an offline fashion are different from the updates in n-step
actor-critic online training using TD error [26], whereas the
expected updates and training paradigm are found to be
more stable and sample-efficient. This is also in line with
prior work in applying actor-critic to real applications [30].
Algorithm 3 Contextual Multi-agent Actor-Critic Policy for-
ward
Require: The global state st.
1: Compute centralized state-value vt
2: for i = 1 to Nt do
3: Compute contexts Ct,gj and Gt,gj for agent i.
4: Compute action probability distribution qvalid(sit) for
agent i in grid gj as Eq (10).
5: Sample action for agent i in grid gj based on action
probability pi.
6: end for
7: return Joint action at = {ait}Nt1 .
Furthermore, efficient coordination among multiple agents
can be established upon this centralized value network.
Policy Context Embedding. Coordination is achieved by
masking available action space based on the context. At each
time step, the geographic context is given by Eq (4) and
the collaborative context is computed according to the value
network output:
[Ct,gj ]k =
{
1, if V (st,gi) >= V (st,gj),
0, otherwise, (9)
where the kth element of vector Ct,gj corresponds to the
probability of the kth action pi(ait = k|sit). Let P(sit) ∈ R7>0
denote the original logits from the policy network output
for the ith agent conditioned on state sit. Let qvalid(s
i
t) =
P(sit) ∗Ct,gj ∗Ggj denote the valid logits considering both
geographic and collaborative context for agent i at grid gj ,
where ∗ denotes an element-wise multiplication. In order
to achieve effective masking, we restrict the output logits
P(sit) to be positive. The probability of valid actions for all
agents in the grid gj are given by:
piθp(a
i
t = k|sit) = [qvalid(sit)]k =
[qvalid(s
i
t)]k
‖qvalid(sit)‖1
. (10)
The gradient of policy can then be written as:
∇θpJ(θp) = ∇θp log piθp(ait|sit)A(sit, ait), (11)
where θp denotes the parameters of policy network and the
advantage A(sit, a
i
t) is computed as follows:
A(sit, a
i
t) = r
i
t+1 + γVθ′v (s
i
t+1)− Vθv (sit). (12)
The detailed description of cA2C is summarized in Alg 4.
5 EFFICIENT ALLOCATION WITH LINEAR PRO-
GRAMMING
In this section, we present the proposed LP-cA2C that uti-
lizes the state value functions learned by cA2C and compute
the reallocations in a centralized view, which achieves the
best performance with higher efficiency.
From another perspective, if we formulate this problem
as a MDP where we have a meta-agent that controls the
decisions of all drivers, our goal is to maximize the long
term reward of the platform:
Qc(s,a) = E[
∞∑
t=1
γt−1rt(st,at)|s0 = s,a0 = a, pi∗].
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Fig. 2: Illustration of contextual multi-agent actor-critic. The
left part shows the coordination of decentralized execution
based on the output of centralized value network. The right
part illustrates embedding context to policy network.
Algorithm 4 Contextual Multi-agent Actor-Critic Algorithm
for N agents
1: Initialization:
2: Initialize the value network with fixed value table.
3: for m = 1 to max-iterations do
4: Reset environment, get initial state s0.
5: Stage 1: Collecting experience
6: for t = 0 to T do
7: Sample actions at according to Alg 3, given st.
8: Execute at in simulator and observe reward rt and
next state st+1.
9: Compute value network target as Eq (8) and ad-
vantage as Eq (12) for policy network and store the
transitions.
10: end for
11: Stage 2: Updating parameters
12: for m1 = 1 to M1 do
13: Sample a batch of experience: sit, Vtarget(s
i
t; θ
′
v, pi)
14: Update value network by minimizing the value
loss Eq (7) over the batch.
15: end for
16: for m2 = 1 to M2 do
17: Sample a batch of experience:
sit, a
i
t, A(s
i
t, a
i
t),Ct,gj ,Ggj , where t can be different
one batch.
18: Update policy network as θp ← θp +∇θpJ(θp).
19: end for
20: end for
The pi∗ in above formulation denotes the optimal global
reallocation strategy. Although the sum of immediate re-
ward received by all agents is equal to the total reward
of the platform, maximizing the long term reward of each
agent is not equal to maximize the long term reward of
the platform, i.e.
∑
imaxai Q(s
i, ai) 6= maxaQc(s,a). In
cooperative multi-agent reinforcement learning, the sum of
rewards of multiple agents is the global reward we want to
maximize. In this case, given a centralized policy (pi∗) for all
agents, the summation of long term reward should be equal
to the global long term reward.
N∑
i=1
Qi(si, ai) =
N∑
i=1
Epi∗
[ ∞∑
t=1
γt−1rit
∣∣∣si0 = si, ai0 = ai
]
= Epi∗
[ ∞∑
t=1
γt−1
N∑
i=1
rit
∣∣∣s0 = s,a0 = a
]
= Epi∗
[ ∞∑
t=1
γt−1rt
∣∣∣s0 = s,a0 = a
]
= Qc(s,a)
However, in this work, this simple relationship does not
hold mainly since the number of agents (Nt) is not static.
As shown in Eq (13), the global reward at time t + 1 of
the platform is not equal to the sum of all current agents’
reward (i.e.
∑Nt
i=1 r
i
t+1 6=
∑Nt+1
i=1 r
i
t+1 = rt+1) even given a
centralized policy pi∗.
Nt∑
i=1
Q(sit, a
i
t) =
Nt∑
i=1
Epi∗ [r
i
t+1 + γmax
ait+1
Q(sit+1, a
i
t+1)] (13)
Ideally, we would like to directly learn the centralized action
value function Qc while it’s computational intractable to
explore and optimize the Qc in the case we have substan-
tially large action space. Therefore, we need to leverage the
averaged long term reward of each agent to approximate the
maximization of the centralized action-value function Qc.
In cDQN, we approximate this allocation by avoiding the
greedy allocation with −greedy strategy even during the
evaluation stage. In cA2C, the policy will allocate the agents
in the same location to its nearby locations with certain
probability according to the state-values. In fact, we uses
this empirical strategy to better align the joint actions of each
individual agent with the action from optimal reallocation.
However, both of the cA2C and cDQN try to coordinate
agents from a localized view, in which each agent only
consider its nearby situation when they are coordinating.
Therefore, the redundant reallocation still exists in those
two methods. Other methods that can approximate the
centralized action-value function such as VDN [31] and
QMIX [32] are not able to scale to large number of agents.
In this work, we propose to approximate the centralized
policy by formulating the reallocation as a linear program-
ming problem.
max
y(st)
(
v(st)
TAt − cTt
)
y(st)− λ‖D (ot+1 −Aty(st)) ‖22
(14)
s.t. y(st) ≥ 0
Bty(st) = dt
where the vector y(st) ∈ RNr(t)×1 denotes the feasible
repositions for all agents at current time step t. Each element
in y(st) represents one reposition from current grid to its
nearby grid. Nr(t) is the total number of feasible reposition
direction. The number of feasible repositions depends on
the current state values in each grid since we reallocate
agents from location with lower state value to the grid with
higher state value. A ∈ RN×Nr(t) is a indicator matrix
that denotes the allocations that dispatch drivers into the
grid, i.e. Ai,j ∈ {0, 1}. Ai,j = 1 means the j-th reposition
reallocates agents into the i-th grid. Similarly,B ∈ RN×Nr(t)
is the indicator matrix that denotes the allocations that
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dispatch drivers out of the grid. D ∈ {0, 1}N×N is the
adjacency matrix denotes the connectivity of the grid world.
ot+1 denotes the estimated number of orders in each grid at
next time step. ct ∈ RNr(t)×1 denotes the cost associated
with each reposition and s(st) ∈ RN×1 denotes the state
value for each grid in time step t.
The first term in Eq (14) approximates our goal that we
want to maximize the long term reward of the platform.
Since the state value can be interpreted as the averaged
long term reward one agent will receive if it appears in
certain grid, the first term represents the total reward minus
the total cost associated with the repositions. However,
optimizing the first term will lead to a greedy solution that
reallocates all the agents to the nearby grid with highest
state value minus the cost. To alleviate this greedy realloca-
tion, we add the second term to regularize the number of
agents reallocated to each grid. Since the agent in current
grid can pick up the orders emerged in nearby grids, we
utilize the adjacency matrix to regularize the number of
agents reallocated into a group of nearby grids should
be close to the number of orders emerged in a group of
nearby grids. From another point of view, the second term
more focus on the immediate reward since it prefer the
solution that allocates right amount of agents to pick-up the
orders without consider the future income that an agent can
receive by that reposition. The regularization parameter λ
is used to balance the long term reward and the immediate
reward. The two flow conservation constrains requires the
number of repositions should be positive and the number of
repositions from current grid should be equal to the number
of available agents in current grids.
Ideally, we need to solve a integer programming prob-
lem where our solution satisfies y(st) ∈ ZNr . However,
solving integer programming is NP-hard in worst case while
solving its linear programming relaxation is in P. In practice,
we solve the linear programming relaxation and round the
solution into integers [33].
6 SIMULATOR DESIGN
A fundamental challenge of applying RL algorithm in real-
ity is the learning environment. Unlike the standard super-
vised learning problems where the data is stationary to the
learning algorithms and can be evaluated by the training-
testing paradigm, the interactive nature of RL introduces
intricate difficulties on training and evaluation. One com-
mon solution in traffic studies is to build simulators for
the environment [8], [18], [19]. In this section, we introduce
a simulator design that models the generation of orders,
procedure of assigning orders and key driver behaviors such
as distributions across the city, on-line/off-line status control
in the real world. The simulator serves as the training envi-
ronment for RL algorithms, as well as their evaluation. More
importantly, our simulator allows us to calibrate the key
performance index with the historical data collected from a
fleet management system, and thus the policies learned are
well aligned with real-world traffics.
The Data Description The data provided by Didi Chuxing
includes orders and trajectories of vehicles in two cities
including Chengdu and Wuhan. Chengdu is covered by a
hexagonal grids world consisting of 504 grids. Wuhan con-
tains more than one thousands grids. The order information
includes order price, origin, destination and duration. The
trajectories contain the positions (latitude and longitude)
and status (on-line, off-line, on-service) of all vehicles every
few seconds.
Timeline Design. In one time interval (10 minutes), the
main activities are conducted sequentially, also illustrated
in Figure 4.
• Vehicle status updates: Vehicles will be stochastically set
offline (i.e., off from service) or online (i.e., start working)
following a spatiotemporal distribution learned from real
data using the maximum likelihood estimation (MLE).
Other types of vehicle status updates include finishing
current service or allocation. In other words, if a vehicle
is about to finish its service at the current time step, or
arriving at the dispatched grid, the vehicles are available
for taking new orders or being repositioned to a new
destination.
• Order generation: The new orders generated at the current
time step are bootstrapped from real orders occurred in
the same time interval. Since the order will naturally
reposition vehicles in a wide range, this procedure keeps
the reposition from orders similar to the real data.
• Interact with agents: This step computes state as input to
fleet management algorithm and applies the allocations
for agents.
• Order assignments: All available orders are assigned
through a two-stage procedure. In the first stage, the
orders in one grid are assigned to the vehicles in the same
grid. In the second stage, the remaining unfilled orders are
assigned to the vehicles in its neighboring grids. In reality,
the platform dispatches order to a nearby vehicle within a
certain distance, which is approximately the range covered
by the current grid and its adjacent grids. Therefore, the
above two-stage procedure is essential to stimulate these
real-world activities and the following calibration. This
setting differentiates our problem from the previous fleet
management problem setting (i.e., demands are served
by those resources at the same location only.) and make
it impossible to directly apply the classic methods such
as adaptive dynamic programming approaches proposed
in [6], [7].
Calibration. The effectiveness of the simulator is guaranteed
by calibration against the real data regarding the most im-
portant performance measurement: the gross merchandise
volume (GMV). As shown in Figure 3, after the calibration
procedure, the GMV in the simulator is very similar to that
from the ride-sharing platform. The r2 between simulated
GMV and real GMV is 0.9331 and the Pearson correlation is
0.9853 with p-value p < 0.00001.
7 EXPERIMENTS
In this section, we conduct extensive experiments to evalu-
ate the effectiveness of our proposed method.
7.1 Experimental settings
In the following experiments, both of training and evalu-
ation are conducted on the simulator introduced in Sec 6.
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Fig. 3: The simulator calibration in terms of GMV. The red
curves plot the GMV values of real data averaged over 7
days with standard deviation, in 10-minute time
granularity. The blue curves are simulated results averaged
over 7 episodes.
For all the competing methods, we prescribe two sets of
random seed that control the dynamics of the simulator for
training and evaluation, respectively. Examples of dynamics
in simulator include order generations, and stochastically
status update of all vehicles. In this setting, we can test the
generalization performance of algorithms when it encoun-
ters unseen dynamics as in real scenarios. The performance
is measured by GMV (the total value of orders served in
the simulator) gained by the platform over one episode (144
time steps in the simulator), and order response rate (ORR),
which is the averaged number of orders served divided by
the number of orders generated. We use the first 15 episodes
for training and conduct evaluation on the following ten
episodes for all learning methods. The number of available
vehicles at each time in different locations is counted by a
pre-dispatch procedure. This procedure runs a virtual two-
stage order dispatching process to compute the remaining
available vehicles in each location. On average, the simula-
tor has 5356 agents per time step waiting for management.
All the quantitative results of learning methods presented
in this section are averaged over three runs.
7.2 Performance comparison
In this subsection, the performance of following methods
are extensively evaluated by the simulation.
• Simulation: This baseline simulates the real scenario with-
out any fleet management. The simulated results are cali-
brated with real data in Sec 6.
• Diffusion: This method diffuses available vehicles to
neighboring grids randomly.
• Rule-based: This baseline computes a T × N value table
Vrule, where each element Vrule(t, j) represents the av-
eraged reward of an agent staying in grid gj at time step
t. The rewards are averaged over ten episodes controlled
by random seeds that are different with testing episodes.
With the value table, the agent samples its action based
on the probability mass function normalized from the
values of neighboring grids at the next time step. For
example, if an agent located in g1 at time t and the
current valid actions are [g1,g2] and [g1,g1], the rule-
based method sample its actions from p(ait , [g1,gj ]) =
Vrule(t+1, j)/(Vrule(t+1, 2)+Vrule(t+1, 1)),∀j = 1, 2.
• Value-Iter: It dynamically updates the value table based
on policy evaluation [5]. The allocation policy is computed
based on the new value table, the same used in the rule-
based method, while the collaborative context is consid-
ered.
• T-Q learning: The standard independent tabular Q-
learning [5] learns a table qtabular ∈ RT×N×7 with -
greedy policy. In this case the state reduces to time and
the location of the agent.
• T-SARSA: The independent tabular SARSA [5] learns a
table qsarsa ∈ RT×N×7 with same setting of states as T-Q
learning.
• DQN: The independent DQN is currently the state-of-
the-art as we introduced in Sec 4.1. Our Q network is
parameterized by a three-layer ELUs [34] and we adopt
the -greedy policy as the agent policy. The  is annealed
linearly from 0.5 to 0.1 across the first 15 training episodes
and fixed as  = 0.1 during the testing.
• cDQN: The contextual DQN as we introduced in Sec 4.2.
The  is annealed the same as in DQN. At the end of each
episode, the Q-network is updated over 4000 batches, i.e.
M1 = 4000 in Alg 2. To ensure a valid context masking, the
activation function of the output layer of the Q-network is
ReLU + 1.
• cA2C: The contextual multi-agent actor-critic as we intro-
duced in Sec 4.3. At the end of each episode, both the
policy network and the value network are updated over
4000 batches, i.e. M1 = M2 = 4000 in Alg 2. Similar to
cDQN, The output layer of the policy network uses ReLU
+ 1 as the activation function to ensure that all elements in
the original logits P(sit) are positive.
• LP-cA2C: The contextual multi-agent actor-critic with lin-
ear programming as introduced in Sec 5. During the
training state, we use cA2C to explore the environment
and learn the state value function. During the evaluation,
we conduct the policy given by linear programming.
Except for the first baseline, the geographic context is con-
sidered in all methods so that the agents will not navi-
gate to the invalid grid. Unless other specified, the value
function approximations and policy network in contextual
algorithms are parameterized by a three-layer ReLU [35]
with node sizes of 128, 64 and 32, from the first layer to the
third layer. The batch size of all deep learning methods is
fixed as 3000, and we use ADAMOPTIMIZER with a learning
rate of 1e− 3. Since performance of DQN varies a lot when
there are a large number of agents, the first column in the
Table 1 for DQN is averaged over the best three runs out of
six runs, and the results for all other methods are averaged
over three runs. Also, the centralized critics of cDQN and
cA2C are initialized from a pre-trained value network using
the historical mean of order values computed from ten
episodes simulation, with different random seeds from both
training and evaluation.
To test the robustness of proposed method, we evaluate
all competing methods under different numbers of initial
vehicles accross different cities. The results are summarized
in Table 1, 2, 3. The results of Diffusion improved the perfor-
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Fig. 4: Simulator time line in one time step (10 minutes).
mance a lot in Table 1, possibly because that the method
sometimes encourages the available vehicles to leave the
grid with high density of available vehicles, and thus the
imbalanced situation is alleviated. However, in a more re-
alistic setting that we consider reposition cost, this method
can lead to negative effective due to the highly inefficient
reallocations. The Rule-based method that repositions vehi-
cles to the grids with a higher demand value, improves the
performance of random repositions. The Value-Iter dynami-
cally updates the value table according to the current policy
applied so that it further promotes the performance upon
Rule-based. Comparing the results of Value-Iter, T-Q learning
and T-SARSA, the first method consistently outperforms the
latter two, possibly because that the usage of a centralized
value table enables coordinations, which helps to avoid
conflict repositions. The above methods simplify the state
representation into a spatial-temporal value representation,
whereas the DRL methods account both complex dynam-
ics of supply and demand using neural network function
approximations. As the results shown in last three rows of
Table 1, 2, 3, the methods with deep learning outperforms
the previous one. Furthermore, the contextual algorithms
largely outperform the independent DQN (DQN), which
is the state-of-the-art among large-scale multi-agent DRL
method and all other competing methods. Last but not least,
the lp-cA2C acheive the best performance in terms of return
on investment (the gmv gain per reallocation), GMV, and
order response rate.
7.3 On the Efficiency of Reallocations
In reality, each reposition comes with a cost. In this sub-
section, we consider such reposition costs and estimated
them by fuel costs. Since the travel distance from one grid to
another is approximately 1.2km and the fuel cost is around
0.5 RMB/km, we set the cost of each reposition as c = 0.6.
In this setting, the definition of agent, state, action and
transition probability is same as we stated in Sec 3. The only
difference is that the repositioning cost is included in the
reward when the agent is repositioned to different locations.
Therefore, the GMV of one episode is the sum of all served
order value substracted by the total of reposition cost in one
episode. For example, the objective function for DQN now
includes the reposition cost as follows:
E
[
Q(sit, a
i
t; θ)−
(
rit+1 − c+ γmaxait+1 Q(sit+1, ait+1; θ′
)]2
,
(15)
where ait , [go,gd], and if gd = go then c = 0, otherwise
c = 0.6. Similarly, we can consider the costs in cA2C.
However, it is hard to apply them to cDQN because that
the assumption, that different actions that lead to the same
location should share the same action value, which is not
held in this setting. Therefore, instead of considering the
reposition cost in the objective function, we only incorporate
the reposition cost when we actually conduct our policy
based on cDQN. Under this setting, the learning objective of
action value of cDQN is same as in Eq (3) while the context
embedding is changed from Eq (4) to the following:
[Ct,gj ]k =
{
1, if Q(st,gi) >= Q(st,gj) + c,
0, otherwise. (16)
For LP-cA2C, the cost effect is naturally incorporated in
the objective function as in Eq (14). As the results shown in
Table 4, the DQN tends to reposition more agents while the
contextual algorithms achieve better performance in terms
of both GMV and order response rate, with lower cost.
More importantly, the LP-cA2C outperforms other methods
in both of the performance and efficiency. The reason is
that this method formulate the coordination among agents
into an optimization problem, which approximates the max-
imization of the platform’s long term reward in a centralized
version. The centralized optimization problem can avoid
lots of redundant reallocations compared to previous meth-
ods. The training procedures and the network architecture
are the same as described in the previous section.
To be more concrete, we give a specific scenario to
demonstrate that the efficiency of LP-cA2C. Imaging we
would like to ask drivers to move from gridA to nearby grid
B while there is a grid C that is adjacent to both grid A and
B. In the previous algorithms, since the allocation is jointly
given by each agent, it’s very likely that we reallocate agents
by the short path A → B and longer path A → C → B
when there are sufficient amount of agents can arrive at
B from A. These inefficient reallocations can be avoided by
LP-cA2C naturally since the longer path only incurs a higher
cost which will be the suboptimal solution to our objective
function compared to the solution only contains the first
path. As shown in Figure 5 (a), the allocation computed
by cA2C contains many triangle repositions as denoted by
the black circle, while we didn’t observe these inefficient
allocations in Figure 5 (b). Therefore, the allocation policy
delivered by LP-cA2C is more efficient than those given by
previous algorithms.
7.4 The effectiveness of averaged reward design
In multi-agent RL, the reward design for each agent is
essential for the success of learning. In fully cooperative
multi-agent RL, the reward for all agents is a single global
reward [20], while it suffers from the credit assignment
problem for each agent’s action. Splitting the reward to
each agent will alleviate this problem. In this subsection,
we compare two different designs for the reward of each
agent: the averaged reward of a grid as stated in Sec 3
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TABLE 1: Performance comparison of competing methods in terms of GMV and order response rate under the setting
that each reposition doesn’t incur any cost. For a fair comparison, the random seeds that control the dynamics of the
environment are set to be the same across all methods.
100% initial vehicles 90% initial vehicles 10% initial vehicles
Normalized GMV ORR Normalized GMV ORR Normalized GMV ORR
Simulation 100.00± 0.60 81.80%± 0.37% 98.81± 0.50 80.64%± 0.37% 92.78± 0.79 70.29%± 0.64%
Diffusion 105.68± 0.64 86.48%± 0.54% 104.44± 0.57 84.93%± 0.49% 99.00± 0.51 74.51%± 0.28%
Rule-based 108.49± 0.40 90.19%± 0.33% 107.38± 0.55 88.70%± 0.48% 100.08± 0.50 75.58%± 0.36%
Value-Iter 110.29± 0.70 90.14%± 0.62% 109.50± 0.68 89.59%± 0.69% 102.60± 0.61 77.17%± 0.53%
T-Q learning 108.78± 0.51 90.06%± 0.38% 107.71± 0.42 89.11%± 0.42% 100.07± 0.55 75.57%± 0.40%
T-SARSA 109.12± 0.49 90.18%± 0.38% 107.69± 0.49 88.68%± 0.42% 99.83± 0.50 75.40%± 0.44%
DQN 114.06± 0.66 93.01%± 0.20% 113.19± 0.60 91.99%± 0.30% 103.80± 0.96 77.03%± 0.23%
cDQN 115.19± 0.46 94.77%± 0.32% 114.29 ±0.66 94.00% ±0.53% 105.29± 0.70 79.28%± 0.58%
cA2C 115.27 ±0.70 94.99% ±0.48% 113.85± 0.69 93.99%± 0.47% 105.62 ±0.66 79.57% ±0.51%
TABLE 2: Performance comparison of competing methods in terms of GMV, order response rate (ORR), and return on
invest (ROI) under the setting that each reposition is associated with a cost.
100% initial vehicles 90% initial vehicles 10% initial vehicles
Normalized GMV ORR ROI Normalized GMV ORR ROI Normalized GMV ORR ROI
Simulation 100.00± 0.60 81.80%± 0.37% - 98.81± 0.50 80.64%± 0.37% - 92.78± 0.79 70.29%± 0.64% -
Diffusion 103.02± 0.41 86.49%± 0.42% 0.5890 102.35± 0.51 85.00%± 0.47% 0.7856 97.41± 0.55 74.51%± 0.46% 1.5600
Rule-based 106.21± 0.43 90.00%± 0.43% 1.4868 105.30± 0.42 88.58%± 0.37% 1.7983 99.37± 0.36 75.83%± 0.48% 3.2829
Value-Iter 108.26± 0.65 90.28%± 0.50% 2.0092 107.69± 0.82 89.53%± 0.56% 2.5776 101.56± 0.65 77.11%± 0.44% 4.5251
T-Q learning 107.55± 0.58 90.12%± 0.52% 2.9201 106.60± 0.52 89.17%± 0.41% 4.2052 99.99± 1.28 75.97%± 0.91% 5.2527
T-SARSA 107.73± 0.46 89.93%± 0.34% 3.3881 106.88± 0.45 88.82%± 0.37% 5.1559 99.11± 0.40 75.23%± 0.35% 6.8805
DQN 110.81± 0.68 92.50%± 0.50% 1.7811 110.16± 0.60 91.79%± 0.29% 2.3790 103.40± 0.51 77.14%± 0.26% 4.3770
cDQN 112.49± 0.42 94.88%± 0.33% 2.2207 112.12± 0.40 94.17%± 0.36% 2.7708 104.25± 0.55 79.41%± 0.48% 4.8340
cA2C 112.70± 0.64 94.74%± 0.57% 3.1062 112.05± 0.45 93.97%± 0.37% 3.8085 104.19± 0.70 79.25%± 0.68% 5.2124
LP-cA2C 113.60 ±0.56 95.27% ±0.36% 4.4633 112.75±0.65 94.62%±0.47% 5.2719 105.37 ±0.58 80.15% ±0.46% 7.2949
TABLE 3: Performance comparison of competing methods
in terms of GMV, order response rate and return on invest-
ment in Wuhan under the setting that each reposition is
associated with a cost.
Normalized GMV ORR ROI
Simulation 100.00± 0.48 76.56%± 0.45% -
Diffusion 98.84± 0.44 80.07%± 0.24% -0.2181
Rule-based 103.84± 0.63 84.91%± 0.25% 0.5980
Value-Iter 107.13± 0.70 85.06%± 0.45% 1.6156
T-Q learning 107.10± 0.61 85.28%± 0.28% 1.8302
T-SARSA 107.14± 0.64 84.99%± 0.28% 2.0993
DQN 108.45± 0.62 86.67%± 0.33% 1.0747
cDQN 108.93± 0.57 89.03%± 0.26% 1.1001
cA2C 113.31± 0.54 88.57%± 0.45% 4.4163
LP-cA2C 114.92 ±0.65 89.29% ±0.39% 6.1417
TABLE 4: The effectiveness of contextual multi-agent actor-
critic considering dispatch costs.
Normalized GMV ORR Repositions
DQN 110.81± 0.68 92.50%± 0.50% 606932
cDQN 112.49± 0.42 94.88%± 0.33% 562427
cA2C 112.70± 0.64 94.74%± 0.57% 408859
LP-cA2C 113.60± 0.56 95.27%± 0.36% 304752
and the total reward of a grid that does not average on
the number of available vehicles at that time. As shown in
table 5, the methods with averaged reward (cA2C, cDQN)
largely outperform those using total reward, since this de-
sign naturally encourages the coordinations among agents.
Using total reward, on the other hand, is likely to reposition
an excessive number of agents to the location with high
demand.
7.5 Ablations on policy context embedding
In this subsection, we evaluate the effectiveness of context
embedding, including explicitly coordinating the actions
of different agents through the collaborative context, and
eliminating the invalid actions with geographic context. The
TABLE 5: The effectiveness of averaged reward design. The
performance of methods using the raw reward (second
column) is much worse than the performance of methods
using the averaged reward.
Proposed methods Raw Reward
Normalized GMV/ORR Normalized GMV/ORR
cA2C 115.27±0.70/94.99%± 0.48% 105.75± 1.17/88.09%± 0.74%
cDQN 115.19±0.46/94.77%±0.32% 108.00± 0.35/89.53%± 0.31%
TABLE 6: The effectiveness of context embedding.
Normalized GMV/ORR Repositions
Without reposition cost
cA2C 115.27± 0.70/94.99%± 0.48% 460586
cA2C-v1 114.78± 0.67/94.52%± 0.49% 704568
cA2C-v2 111.39± 1.65/92.12%± 1.03% 846880
With reposition cost
cA2C 112.70± 0.64/94.74%± 0.57% 408859
cA2C-v3 110.43± 1.16/93.79%± 0.75% 593796
following variations of proposed methods are investigated
in different settings.
• cA2C-v1: This variation drops collaborative context of
cA2C in the setting that does not consider reposition
cost.
• cA2C-v2: This variation drops both geographic and
collaborative context of cA2C in the setting that does
not consider reposition cost.
• cA2C-v3: This variation drops collaborative context of
cA2C in the setting that considers reposition cost.
The results of above variations are summarized in Ta-
ble 6 and Figure 6. As seen in the first two rows of Table 6
and the red/blue curves in Figure 6 (a), in the setting of zero
reposition cost, cA2C achieves the best performance with
much less repositions (65.37%) comparing with cA2C-v1.
Furthermore, collaborative context embedding achieves sig-
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(a) cA2C (b) LP-cA2C
Fig. 5: The illustration of allocations of cA2C and LP-cA2C at 18:40, 19:40, 20:40, 21:40, and 22:40, respsectively. The black
circles in the left column highlight the redundant repositions in the allocation policy given by cA2C. In the right column,
there are no such inefficient repositions given by LP-cA2C since we compute the repositions in a global view.
Fig. 6: Convergence comparison of cA2C and its variations
without using context embedding in both settings, with
and without reposition costs. The X-axis is the number of
episodes. The left Y-axis denotes the number of conflicts
and the right Y-axis denotes the normalized GMV in one
episode.
(a) Without reposition cost (b) With reposition cost
nificant advantages when the reposition cost is considered,
as shown in the last two rows in Table 6 and Figure 6 (b). It
not only greatly improves the performance but also acceler-
ates the convergence. Since the collaborative context largely
narrows down the action space and leads to a better policy
solution in the sense of both effectiveness and efficiency, we
can conclude that coordination based on collaborative con-
text is effective. Also, comparing the performances of cA2C
and cA2C-v2 (red/green curves in Figure 6 (a)), apparently
the policy context embedding (considering both geographic
and collaborative context) is essential to performance, which
greatly reduces the redundant policy search.
7.6 Ablation study on grouping the locations
This section studies the effectiveness of our regularization
design for LP-cA2C. One key difference between our work
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and traditional fleet management works [6], [7] is that we
didn’t assume the drivers in one location can only pick up
the orders in the same location. On the contrary, one agent
can also serve the orders emerged in the nearby locations,
which is a more realistic and complicated setting. In this
case, we regularize the number of agents repositioned into a
set of nearby grids close to the number of estimated orders
at next time step. This grouping regularization in Eq (14) is
more efficient than the regularization in Eq (17) requiring
the number of agents repositioned into each grid is close
to the number of estimated orders at that gird since lots of
reposition inside the same group can be avoided. As the
results shown in Table 7, using the group regularization
in Eq (14) reallocates less agents while achieves same best
performance as the one in Eq (17) (LP-cA2C’).
max
y(st)
(v(st)
TAt − cTt )y(st)− λ(ot −Aty(st))2 (17)
TABLE 7: The effectiveness of group regularization design.
The results are averaged over three runs.
Normalized GMV ORR Repositions ROI
LP-cA2C 113.56± 0.61 95.24%± 0.40% 341774 3.9663
LP-cA2C’ 113.60± 0.56 95.27%± 0.36% 304752 4.4633
7.7 Qualitative study
In this section, we analyze whether the learned value func-
tion can capture the demand-supply relation ahead of time,
and the rationality of allocations. To see this, we present a
case study on the region nearby the airport. The state value
and allocation policy is acquired from cA2C that was trained
for ten episodes. We then run the well-trained cA2C on one
testing episode, and qualitatively exam the state value and
allocations under the unseen dynamics. The sum of state
values and demand-supply gap (defined as the number of
orders minus the number of vehicles) of seven grids that
cover the CTU airport is visualized. As seen in Figure 8,
the state value can capture the future dramatic changes of
demand-supply gap. Furthermore, the spatial distribution
of state values can be seen in Figure 7. After the midnight,
the airport has a large number of orders, and less available
vehicles, and therefore the state values of airport are higher
than other locations. During the daytime, more vehicles
are available at the airport so that each will receive less
reward and the state values are lower than other regions,
as shown in Figure 7 (b). In Figure 7 and Figure 8, we can
conclude that the value function can estimate the relative
shift of demand-supply gap from both spatial and temporal
perspectives. It is crucial to the performance of cA2C since
the coordination is built upon the state values. Moreover,
as illustrated by blue arrows in Figure 7, we see that the
allocation policy gives consecutive allocations from lower
value grids to higher value grids, which can thus fill the
future demand-supply gap and increase the GMV.
8 CONCLUSIONS
In this paper, we first formulate the large-scale fleet manage-
ment problem into a feasible setting for deep reinforcement
learning. Given this setting, we propose contextual multi-
agent reinforcement learning framework, in which two
(a) At 01:50 am. (b) At 06:40 pm.
Fig. 7: Illustration on the repositions nearby the airport at
1:50 am and 06:40 pm. The darker color denotes the higher
state value and the blue arrows denote the repositions.
Fig. 8: The normalized state value and demand-supply gap
over one day.
contextual algorithms cDQN and cA2C are developed and
both of them achieve the large scale agents’ coordination in
fleet management problem. cA2C enjoys both flexibility and
efficiency by capitalizing a centralized value network and
decentralized policy execution embedded with contextual
information. It is able to adapt to different action space in
an end-to-end training paradigm. A simulator is developed
and calibrated with the real data provided by Didi Chux-
ing, which served as our training and evaluation platform.
Extensive empirical studies under different settings in sim-
ulator have demonstrated the effectiveness of the proposed
framework.
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