Zero-dynamics principle for perfect quantum memory in linear networks by Yamamoto, Naoki & James, Matthew R.
ar
X
iv
:1
40
3.
16
98
v2
  [
qu
an
t-p
h]
  2
9 A
ug
 20
14
Zero-dynamics principle for perfect quantum
memory in linear networks
Naoki Yamamoto1 and Matthew R. James2,3
1 Department of Applied Physics and Physico-Informatics, Keio University, Hiyoshi
3-14-1, Kohoku, Yokohama 223-8522, Japan
2 Research School of Engineering, The Australian National University, Canberra,
ACT 0200, Australia
3 ARC Centre for Quantum Computation and Communication Technology, The
Australian National University, ACT 0200, Australia
E-mail: yamamoto@appi.keio.ac.jp, Matthew.James@anu.edu.au
Abstract.
In this paper, we study a general linear networked system that contains a tunable
memory subsystem; that is, it is decoupled from an optical field for state transportation
during the storage process, while it couples to the field during the writing or reading
process. The input is given by a single photon state or a coherent state in a pulsed
light field. We then completely and explicitly characterize the condition required on
the pulse shape achieving the perfect state transfer from the light field to the memory
subsystem. The key idea to obtain this result is the use of zero-dynamics principle,
which in our case means that, for perfect state transfer, the output field during the
writing process must be a vacuum. A useful interpretation of the result in terms
of the transfer function is also given. Moreover, a four-nodes network composed of
atomic ensembles is studied as an example, demonstrating how the input field state is
transferred to the memory subsystem and how the input pulse shape to be engineered
for perfect memory looks like.
1. Introduction
Quantum memory is, in a wide sense, a device that stores or freezes a quantum state
both spatially and in time. A highly successful example is that a light pulse is frozen
in a cloud of atoms [1, 2, 3, 4, 5]. Also quantum memory is of technological importance
particularly in quantum information science, such as the quantum repeater for quantum
communication [6, 7, 8]. Because of these scientific/technological importance, the field
of quantum memory has experienced significant progress in both theory and experiment.
We refer to for instance [9, 10, 11] for reviewing the current situation of this very active
research area.
Now let us see a basic and general schematic of an ideal quantum memory in an
abstract way. First of all, we assume that the system contains a subsystem that can store
any quantum state without loss in a long period of time; we call this specific component
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Figure 1. Basic schematic of an ideal quantum memory. aM denotes the mode
of the memory subsystem used for the storage, while aB is the mode of the buffer
subsystem, which transports the input state to (from) the memory subsystem from
(to) the optical field with mode b (b˜). The system structure can be switched from
the stage (a) to (b), or from (b) to (c), by tuning some controllable parameters. In
the stage (b), aM is decoupled from aB and thus the optical field, implying that aM is
decoherence free. In the stages (a) and (c), on the other hand, aM couples to the field
for state transportation.
the memory subsystem. Ideally, the memory subsystem should be completely decoupled
from the other system components and surrounding environment during it stores the
state; i.e., it is decoherence free (DF) [12, 13, 14, 15]. Note that, in this storage stage,
the memory subsystem is decoupled even from the channel used for transferring an input
state or retrieving the stored state. Hence, the second assumption is that, during the
writing/reading process, the system can be tuned so that the memory subsystem couples
to that transportation channel. That is, the system should be the one that contains
a tunable port switching the opening/closing of the memory subsystem. Indeed this
basic schematic is employed in each specific memory device. In the case of atoms
based on the electromagnetic induced transparency (EIT) effect, an isolated memory
subsystem is served by a set of metastable collective atomic states, and an external
control field (with Rabi frequency ω(t)) can switch ON/OFF of the coupling between
the metastable states and the optical field for state transportation [1, 2, 3, 4, 16, 17]. We
also find successful demonstrations in optical cavity or optomechanical oscillator arrays
[18, 19, 20, 21, 22], where the switching mechanism is served by adiabatic frequency
detuning of the memory subsystem. Further, a similar switching procedure is employed
in the photon echo quantum memory [10]. Note that, if the system does not contain a
switching mechanism, it is generally impossible to perfectly transfer an unknown state
to a memory subsystem (i.e. DF subsystem) [23].
The above-mentioned basic schematic for quantum memory is illustrated in Fig. 1.
In the writing stage (a), an input state is sent to the system over an input channel with
mode b(t). Let us here assume that, by devising a “certain nice procedure”, all the
input state is transferred to the memory subsystem with mode aM. We then close the
port, and aM becomes decoherence free. In this storage stage (b), ideally, the memory
subsystem can store the state for a long time. Finally, in the reading stage (c), by
opening again the port we can retrieve the state at any later time, which is sent over
the output channel with mode b˜(t).
3So what is a “certain nice procedure” to achieve the best or hopefully perfect state
transfer? For some typical quantum memories such as EIT and off-resonant Raman
memories, we can explicitly formulate this problem; that is, the question is what is
the optimal temporal shape of the pulsed light field carrying the input state. This
optimization problem is very important and actually has been deeply investigated in
several papers; for instance, towards the most efficient atomic memory with EIT, in
[24, 25, 26, 27] the input wave packet as well as the controllable Rabi frequency ω(t)
(see the second paragraph) are carefully designed, although the method is a heuristic
one based on iterative tuning of the parameters. It is also notable that the so-called
rising exponential type function is found as an effective pulse shape [28, 29, 30]. This
is a pulse with exponential increase of e.g. the probability density of photon counting
or the amplitude of a coherent field, which can be physically implemented [31, 32, 33].
Motivated by these results and further the fact that a large-scale quantum memory is
required for constructing practical quantum communication architecture, the following
questions naturally arise. Is there a pulse shape for achieving perfect state transfer
for general and large-scale quantum memory networks? Is there a general yet simple
guideline for synthesizing such desirable pulse shape? What is the fundamental origin
of the rising exponential function as a desirable pulse shape? Is the rising exponential
pulse optimal in a certain sense? Also, is it effective even for a large-scale network?
Solving these problems should accelerate the progress of the quantum memory research
in its deeper understanding and practical implementation.
In this paper, we consider a general passive linear system, which models a wide
variety of systems such as optical systems [18, 19, 20, 22, 34, 35], nano-mechanical
oscillators [21, 36, 37], vibration mode of a trapped particle [38, 39], and atomic
ensembles [24, 25, 26, 27, 28, 29, 40, 41, 42, 43, 44, 45]. As mentioned before, the
system is assumed to contain a tunable memory subsystem; that is, by tuning a certain
parameter, we can switch opening/closing of the memory subsystem, which is DF during
the storage period. Note that in our case this DF subsystem corresponds to a system
having the so-called dark mode [46, 47]. Another assumption is that an unknown
input state to be transferred is encoded in a continuos-mode single-photon field or
a coherent field. With these setups, we give answers to all the questions posed in
the above paragraph. The essential idea is the use of zero-dynamics principle. This
concept originates from the classical notion of “zero” of a transfer function, which is a
fundamental tool used in systems and control theory [48]. More precisely, for a general
linear classical system
x˙ = Ax+Bu, y = Cx+Du,
where u is the input, y is the output, and (A,B,C,D) are matrices, its input-output
relation is simply characterized by a transfer function H [s] = D + C(sI − A)−1B as
y[s] = H [s]u[s] (see Section 4.3 for detailed description); then, if the input is given
by u(t) = ezt, where z is a zero of the transfer function (meaning H [z] = 0), we have
y(t) = H [z]ezt = 0 under some additional conditions. That is, the zero-dynamics is
4a system whose output is always zero. In fact, the concept of zero-dynamics is very
important in analysis and synthesis for even general nonlinear systems [49, 50].
Actually, the zero-dynamics principle described above can be directly applied to
general quantum memory problem; if the state transfer is perfectly carried out, the
input field must be completely absorbed in the system, and the output field must not
contain any small pieces of the input field. That is, as a principle, the output should be
“zero” during the writing and storage stages. Surprisingly, this simple zero-dynamics
principle leads us to prove, very easily, that a rising exponential function is a unique
pulse shape achieving the perfect state transfer for general (and thus large-scale) linear
passive networks. Moreover, based on this first main result, we give an explicit, simple,
and general procedure for designing the wave packet carrying an unknown state that is
as a result perfectly absorbed in the memory subsystem.
This paper is organized as follows. Section 2 provides some preliminaries, describing
general passive linear systems, optical field states, and linear DF subsystems. Also the
problem is explicitly formulated in Section 2.4. In Section 3, we study a simple single-
mode oscillator as a memory system, to show the fact that a rising exponential function
appears as a unique pulse shape achieving the perfect state transfer; based on this
result, the idea of zero-dynamics principle is discussed. Section 4 provides our first
main result; for general passive linear systems, we derive the rising exponential pulse
from the zero-dynamics principle. Also we give a useful interpretation of this fact in
terms of the transfer function. In Section 5, we present our second main result, showing
the concrete procedure for perfect writing, storage, and reading; this explicitly shows
the pulse shape to be synthesized for perfect state transfer from the optical field to
the memory subsystem. Section 6 is devoted to derive the time evolution equations of
some statistical quantities of the dynamics, which is useful for numerical simulation. In
Section 7, we study a linear network composed of atomic ensembles trapped in a cavity,
which contains a tunable memory subsystem; this example shows how the designed
pulse actually looks like and how the state transfer from the optical field to the atomic
ensembles evolves in time. Section 8 summarize the paper and discusses some future
works. In Appendix A, we briefly examine the case of an active linear memory system.
Appendix B provides a case study comparing the zero-dynamics principle and the so-
called dark state principle.
Notation: We use the following notations: for a matrix A = (aij), the symbols
A†, A⊤, and A♯ represent its Hermitian conjugate, transpose, and complex conjugation
in elements of A, respectively; i.e., A† = (a∗ji), A
⊤ = (aji), and A
♯ = (a∗ij). For a matrix
of operators we use the same notation, in which case a∗ij denotes the adjoint to aij . For
a time-dependent variable x(t), we denote x˙(t) = dx(t)/dt.
52. Preliminaries and problem formulation
2.1. Passive linear systems
In this paper, we study a general linear open system composed of n oscillators with
mode a = [a1, . . . , an]
⊤ that couples to an optical field with continuous mode b(t);
hence they satisfy [ai, a
∗
j ] = δij and [b(s), b
∗(t)] = δ(s − t). The system is driven
by a quadratic Hamiltonian H = a†Ωa with Ω an n-dimensional Hermitian matrix.
The system and the field instantaneously couple through the interaction Hamiltonian
Hint(t) = i[b
∗(t)Ca− a†C†b(t)] with C an n-dimensional complex row vector. Then the
unitary operator
U(t0, t) =
←−exp
[
− i
∫ t
t0
(
H +Hint(s)
)
ds
]
(1)
(t0 is the initial time) produces the Heisenberg equations of ai(t) = U
∗(t0, t)ai(t0)U(t0, t)
and b˜(t) = U∗(t0, t)b(t)U(t0, t) as follows;
a˙(t) = Aa(t)− C†b(t), b˜(t) = Ca(t) + b(t), (2)
where a(t) = [a1(t), . . . , an(t)]
⊤ and A = −iΩ − C†C/2. The second term in A stems
from the Ito-correction. Note also that, due to the ideal Markov property, the optical
field b(t) does not have its own dynamical time evolution; rather b˜(t) represents the
output of the system.
The above open system with input b(t) and output b˜(t) is called the passive linear
system in the sense that it does not contain any active component such as an optical
parametric amplifier in optics case. As mentioned in Section 1, a passive linear system
can model a wide variety of systems. The main reason why we focus on this class of
general systems is that it preserves the total energy during the interaction between the
system and the field. This implies that the perfect state transfer is equivalent to the
perfect energy transfer, which as a result allows us to use the zero-dynamics principle
to characterize the perfect memory; this will be discussed in detail in Section 4. Also in
Appendix A, we show a brief case study where the system contains an active component.
For a general treatment of passive linear systems, see [35, 51, 52]; the notation used in
this paper follow these references, where in general C is an m × n complex matrix
representing m input optical fields.
2.2. Input field states
In this paper, we consider the case where the input is given by a single photon state or
a coherent state, which is carried by an optical pulse field with continuous-mode b(t).
They are described as follows.
Single photon field state: The single photon state in a single mode system is,
as is well known, produced by acting a creation operator a∗ to the ground state |0〉; i.e.
|1〉 = a∗|0〉.
6To describe the continuous-mode single photon field state, we define the annihilation
and creation process operators
B(ξ) =
∫ ∞
−∞
ξ∗(t)b(t)dt, B∗(ξ) =
∫ ∞
−∞
ξ(t)b∗(t)dt. (3)
ξ(t) is an associated function in C, representing the shape of the optical pulse field.
Also ξ(t) satisfies the normalization condition
∫∞
−∞
|ξ(t)|2dt = 1. Due to this, B(ξ) and
B∗(ξ) satisfy the usual CCR; [B(ξ), B∗(ξ)] = 1. The single photon field state is, in a
similar way as above, produced by acting the creation process operator on the vacuum
field |0〉F as follows [53, 54, 55, 56, 57]:
|1ξ〉F = B∗(ξ)|0〉F =
∫ ∞
−∞
ξ(t)b∗(t)dt|0〉F . (4)
Due to the normalization condition of ξ(t), we find that F 〈1ξ|1ξ〉F = 1. Also note the
relation F 〈1ξ|b∗(t)b(t)|1ξ〉F = |ξ(t)|2; thus, ξ(t) has the meaning of the wave function
with |ξ(t)|2 the probability of photo detection per unit time. Let us now assume that
the pulse shape ξ(t) can be expanded as
ξ(t) =
n∑
k=1
skγk(t). (5)
The coefficient sk ∈ C represents (unknown) classical information encoded in the optical
field, which satisfies
∑
k |sk|2 = 1, and {γk(t)}k=1,...,n is a set of orthonormal functions
satisfying ∫ ∞
−∞
γ∗j (t)γk(t)dt = δjk. (6)
Note that n is the number of modes of the system. Then the single photon field state
(4) can be written as
|1ξ〉F =
n∑
k=1
sk
∫ ∞
−∞
γk(t)b
∗(t)dt|0〉F =
n∑
k=1
skB
∗(γk)|0〉F =
n∑
k=1
sk|1γk〉F . (7)
|1γk〉F is called the single photon code state with pulse shape γk(t) [54]; from the
condition (6), they are orthonormal, i.e. F 〈1γj |1γk〉F = δjk. Also the field operator
B(γk) satisfies the CCR [B(γj), B
∗(γk)] = δjk.
Coherent field state: Another important state is a coherent state. A coherent
state in a single mode system is generated by acting a displacement operator eαa
∗−α∗a
on the ground state as follows;
|α〉 = eαa∗−α∗a|0〉,
where α ∈ C denotes the amplitude of |α〉. Likewise, a coherent field state is defined in
terms of the creation and annihilation process operators as follows;
|f〉F = eB∗(f)−B(f)|0〉F = exp
[ ∫ ∞
−∞
(
f(t)b∗(t)− f ∗(t)b(t)
)
dt
]
|0〉F ,
where f(t) is a complex-valued function, representing the amplitude of the state; that
is, this is a coherent pulse field modulated with envelope function f(t). Note that f(t)
7is not necessarily normalized, but its power
∫∞
−∞
|f(t)|2dt is finite. Now we assume that
f(t) is given, in terms of the orthonormal functions {γk(t)}k=1,...,n, by
f(t) =
n∑
k=1
αkγk(t), (8)
where αk ∈ C represents (unknown) classical information to be stored. The power
of |f〉F , i.e. the mean photon number in unit time, is then given by
∫∞
−∞
|f(t)|2dt =∑
k |αk|2. The coherent field state is as a result described by
|f〉F = e
∑
k αkB
∗(γk)−α
∗
kB(γk)|0〉F = exp
[ n∑
k=1
∫ ∞
−∞
(
αkγk(t)b
∗(t)− α∗kγ∗k(t)b(t)
)
dt
]
|0〉F . (9)
Note that this is not a superposition of the coherent field states |γk〉F , unlike the single
photon field state (7).
2.3. Decoherence-free subsystem as a memory
Let us reconsider the linear system (2), which is composed of n oscillators. Note
again that this is an open system with b(t) representing the environment field.
Therefore, during the system works as a memory, ideally some of its component,
the memory subsystem with mode aM = [am+1, . . . , an]
⊤, must be decoupled from
the field b(t); this means that the memory subsystem is exactly a decoherence-free
subsystem [12, 13, 14, 15]. But the other component, the buffer subsystem with mode
aB = [a1 . . . , am]
⊤, still couples to b(t). In contrast to aM, the state of the buffer
subsystem decoheres due to the coupling to b(t). As a result, in the storage stage, the
dynamical equation of the system, Eq. (2), should be of the form
d
dt
[
aB(t)
aM(t)
]
=
[
AB O
O O
][
aB(t)
aM(t)
]
−
[
C†B
O
]
b(t), b˜(t) = CBaB(t) + b(t). (10)
This equation clearly shows that aM(t) is decoherence free, and its state is preserved.
Note that aM(t) does not appear in the output equation, implying that the energy
contained in the memory subsystem does not leak out into the field.
The general theory of DF subsystems states that, if a DF subsystem exists, then the
system Hilbert space H is decomposed to H = (H1⊗H2)⊕H3, where any observable in
H2 evolves unitarily. In our case, the decomposition is of the form H = HB ⊗ HM;
thus the system variables are, more precisely, represented by aB ⊗ I and I ⊗ aM.
This special class of continuous-variable DF subsystems appears in several situation
[46, 47, 58, 59, 60]. Also for a general theory of the linear DF subsystem, including a
necessary and sufficient condition for a given linear system to have a DF mode, see [61].
2.4. Problem description
Here we describe the problem discussed throughout the paper.
Our system is the general passive linear system (2), and it is assumed to be tunable;
that is, by appropriate tuning of its parameter(s), a part of the system, the memory
8subsystem, couples or decouples to the optical field carrying the information. Hence the
memory subsystem can be switched to be a DF or a non-DF subsystem. As mentioned
in Section 2.3, the memory subsystem stores the state during it is in the DF mode, while
it should be in the non-DF mode when we transfer the input state or retrieve the stored
state. In particular, we assume that the matrix A = −iΩ−C†C/2 in the writing/reading
stages is Hurwitz, i.e., the real parts of all the eigenvalues of A are negative; as will be
shown later, this condition is necessary for perfect state transfer. On the other hand, in
the storage stage, the dynamical equation takes the form (10), thus A is not Hurwitz.
The field’s initial state is given by |1ξ〉F in the case of single photon input field or
|f〉F in the case of coherent input field. The system’s initial state |φ〉S is assumed to be
separable, hence it is given by |φ〉S = |φ1〉S1 ⊗ · · · ⊗ |φn〉Sn . In particular, we will set it
to be the ground state |φi〉Si = |0〉Si satisfying ai|0〉Si = 0.
At time t0, the system and the field start to interact, via the unitary operator
U(t0, t) given in Eq. (1). The composite state at time t1 is then given by |Ψ(t1)〉 =
U(t0, t1)|φ〉S|1ξ〉F or |Ψ(t1)〉 = U(t0, t1)|φ〉S|f〉F . In this writing stage, the memory
subsystem is in the non-DF mode, so it couples to the field. But once the state
transfer has been completed, then we switch the system parameters so that the memory
subsystem becomes decoherence free, and its state is preserved during the storage stage.
Hence, it would be desirable if the state |Ψ(t1)〉 is of the separable form
|Ψ(t1)〉 = |φ′(t1)〉B|φ′′(t1)〉M|ψ(t1)〉F ,
and the memory subsystem’s state |φ′′(t1)〉M contains the full information of the input
field state |1ξ〉F or |f〉F . Therefore, our goal is to appropriately synthesize the pulse
shape ξ(t) or f(t), or more precisely their basis functions {γk(t)}k=1,...,n, so that the
above desirable transition from the field’s initial state to |φ′′(t1)〉M occurs.
Lastly we remark on the switching configuration. In general, the system matrices
Ω and C (and thus A) can change in time (i.e. time varying) in order to realize high
quality quantum memory. For instance in [24, 25, 26, 27], the authors consider the time
varying system matrices depending on the control field with frequency ω(t), which is
optimized via a heuristic method. On the other hand, in this paper, we assume that Ω
and C are time varying, but they are constant in each stage of the memory procedure;
that is, they are piecewise constant. In particular, we will take the same system matrices
in the writing and reading stages.
3. Perfect state transfer in a single-mode passive linear system
In this section, we examine a simple case where the memory system is given by a single-
mode passive linear system. As will be shown later, this system does not contain a
tunable DF component, so it does not work as a perfect storage device. Rather the
purpose here is that, by focusing only on the writing stage, requiring perfect state
transfer uniquely determines the pulse shape of the input optical field. Based on this
result, we then derive the explicit form of the output field, and show the notion of
9zero-dynamics in this case. Here we study only the single-photon input case, but it is
straightforward to obtain a similar result in the case of coherent field state.
3.1. Pulse shaping for perfect state transfer
Let us consider the following single-mode (i.e. n = 1) linear system interacting with an
optical field, which is obtained by setting Ω = 0 and C =
√
κ in Eq. (2):
a˙(t) = −κ
2
a(t)−√κb(t), b˜(t) = √κa(t) + b(t), (11)
where κ is the interaction strength; in optics case, this system is typically given by an
optical cavity with κ proportional to the transmissivity of the coupling mirror. The goal
is to send a single photon state over the input pulse field and write it perfectly down
to the system. Note that, however, clearly this system does not contain a tunable DF
component, hence our interest here is only in the state transfer.
The input state is given by Eq. (7), which is now essentially |1ξ〉F = |1γ1〉F . Thus
in this case let us take a superposition of the vacuum and the single photon field state
α|0〉F + β|1ξ〉F ,
where α, β ∈ C are the encoded (unknown) classical information. Recall that the
system’s initial state is set to the ground state |0〉S.
The dynamical equation (11) has the following solution:
a(t1) = e
−κ(t1−t0)/2a(t0)−
√
κe−κt1/2
∫ t1
t0
eκs/2b(s)ds,
where t = t1 is the time we stop the interaction. This can be rewritten as
a∗(t1) = e
−κ(t1−t0)/2a∗(t0) +
√
1− e−κ(t1−t0)
∫ t1
t0
ν(s)b∗(s)ds, (12)
where
ν(t) = −
√
κ
eκt1 − eκt0 e
κt/2 (t0 ≤ t ≤ t1), ν(t) = 0 (t ≤ t0, t1 ≤ t).
Note that
∫∞
−∞
|ν(t)|2dt = ∫ t1
t0
ν(t)2dt = 1. Equation (12) can be further represented as
U∗(t0, t1)a
∗(t0)U(t0, t1) = e
−κ(t1−t0)/2a∗(t0)⊗ IF +
√
1− e−κ(t1−t0)IS ⊗ B∗(ν). (13)
B∗(ν) is the field creation operator with pulse shape ν(t), which is defined in Eq. (3),
and U(t0, t1) is the unitary operator given in Eq. (1). From the above equation we find
that, in the limit t0 → −∞, the field creation operator B∗(ν) is completely mapped to
the system creation operator a∗(t1). This means that the perfect state transfer from
the optical pulse field to the system mode can be carried out as shown below. In the
Schro¨dinger picture, the whole state at time t = t1 is given by
|Ψ(t1)〉 = U(t0, t1)|0〉S(α|0〉F + β|1ξ〉F ) = U(t0, t1)
[
αIS ⊗ IF + βIS ⊗ B∗(ξ)
]
|0〉S|0〉F
= U(t0, t1)
[
αIS ⊗ IF + βIS ⊗B∗(ξ)
]
U∗(t0, t1)U(t0, t1)|0〉S|0〉F
=
[
αIS ⊗ IF + βU(t0, t1)(IS ⊗B∗(ξ))U∗(t0, t1)
]
|0〉S|0〉F ,
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where in the last equality U(t0, t1)|0〉S|0〉F = |0〉S|0〉F is used. Let us now set the input
pulse shape to be ξ(t) = ν(t). Then, from Eq. (13), we have
|Ψ(t1)〉 =
[
αIS ⊗ IF + β√
1− e−κ(t1−t0)a
∗(t0)⊗ IF
− βe
−κ(t1−t0)/2
√
1− e−κ(t1−t0)U(t0, t1)a
∗(t0)U
∗(t0, t1)
]
|0〉S|0〉F
=
[
α|0〉S + β√
1− e−κ(t1−t0) |1〉S
]
⊗ |0〉F
− βe
−κ(t1−t0)/2
√
1− e−κ(t1−t0)U(t0, t1)a
∗(t0)U
∗(t0, t1)|0〉S|0〉F .
Therefore, in the limit t0 → −∞, we have
|Ψ(t1)〉 =
[
α|0〉S + β|1〉S
]
⊗ |0〉F ,
which means that the input field state is completely transferred to the system state. In
particular, in the case t0 → −∞ and t1 = 0, the input pulse shape is given by
ξ(t) = −√κeκt/2 (t ≤ 0), ξ(t) = 0 (0 < t). (14)
This is called the rising exponential pulse [24, 28, 29, 30, 31, 32, 33]. It is clear from the
above discussion that the rising exponential is the unique pulse shape for perfect state
transfer from the single photon field to the system.
3.2. Explicit form of the output field
Let us further study the final state |Ψ(t1)〉 = U(−∞, t1)|0〉S(α|0〉F + β|1ξ〉F ), where the
input pulse shape is now set to
ξ(t) = −√γeγt/2 (t ≤ 0), ξ(t) = 0 (0 < t). (15)
It is possible to obtain the explicit solution:
|Ψ(t1)〉 = |0〉S|ψ(1)(t1)〉F + |1〉S|ψ(0)(t1)〉F ,
where
|ψ(1)(t1)〉F = α|0〉F + β|1ξ〉F − β
∫ t1
−∞
ξ′(s)b∗(s)ds|0〉F , |ψ(0)(t1)〉F = − β√
κ
ξ′(t1)|0〉F ,
with
ξ′(t) =
−2κ√γ
κ + γ
eγt/2 (t ≤ 0), ξ′(t) = −2κ
√
γ
κ + γ
e−κt/2 (0 < t).
First, at t1 = 0, we have
|Ψ(0)〉 = |0〉S ⊗
[
α|0〉F + βκ− γ
κ + γ
|1ξ〉F
]
+
2κβ
κ+ γ
√
γ
κ
|1〉S|0〉F ,
which becomes |Ψ(0)〉 = (α|0〉S+β|1〉S)⊗|0〉F only when κ = γ. That is, the frequency
bandwidth of the input pulse shape has to be exactly equal to that of the memory system
to attain the perfect state transfer. This is a form of the so-called impedance matching
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for efficient energy transfer; in Section 7, we will discuss the matching condition in a
more practical setup where the system is composed of a cavity and atomic ensembles.
Next, in the limit t1 →∞, the whole state again becomes separable:
|Ψ(∞)〉 = |0〉S ⊗ (α|0〉F + β|1ξ˜〉F ),
where
ξ˜(t) =
κ− γ
κ + γ
√
γeγt/2 (t ≤ 0), ξ˜(t) = 2κ
κ+ γ
√
γe−κt/2 (0 < t).
This ξ˜(t) represents the pulse shape of the output optical field over the whole period.
Hence, if κ = γ, the output field is vacuum in the writing stage t ≤ 0; this means that
the single photon input field is completely absorbed into the system, and the output
field does not contain any pieces of the input state. In the optics case where the system
is given by a cavity, a physical meaning of this fact is that it happens destructive
interference between the light field reflected at the coupling mirror and the transmissive
light field leaking from the cavity; as a result, the output field of the cavity is always
in vacuum, i.e. “zero”, while the system’s state still dynamically changes in time. In
general, the dynamics of a system whose output is always zero is called the zero dynamics
[48, 49, 50]. Hence in this case the cavity dynamics during the writing process is exactly
a zero dynamics.
4. Zero-dynamics principle for perfect state transfer
In this section, based on the so-called energy-balanced identity, we show the notion
of zero-dynamics principle as a guideline for perfect state transfer in general passive
linear systems. Then, we prove that the zero-dynamics principle readily leads to the
rising exponential function as a unique pulse shape. Further, a useful view of the zero-
dynamics principle in terms of the transfer function is provided.
Note that the zero-dynamics principle is essentially equivalent to the so-called dark
state principle; this idea was first employed in [62] for the application to a lossless node-
to-node state transfer in a cavity QED network, and later several applications have been
developed, e.g. lossless gate operation [63]. Appendix B provides a detailed case study
comparing the zero-dynamics principle and the dark state principle and then discusses
their difference.
4.1. Input-output relation of the pulse shape
First we remark that the pulse shape of the single-photon input field, ξ(t), and that of
the output field, say ξ˜(t), can be connected through a dynamical equation having the
same form as Eq. (2). Actually, by multiplying |φ〉S|1ξ〉F by Eq. (2) from the right hand
side and using the relation b(t)|1ξ〉F = ξ(t)|0〉F , we find that the mean photon number
of the output field is given by
n˜(t) = 〈φ, 1ξ|b˜∗(t)b˜(t)|φ, 1ξ〉 =
∣∣∣ξ(t)− CeAt ∫ t
−∞
e−AsC†ξ(s)ds
∣∣∣2.
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By definition this should be written as n˜(t) = |ξ˜(t)|2, hence ξ(t) and ξ˜(t) are related
through the following dynamics:
η˙(t) = Aη(t)− C†ξ(t), ξ˜(t) = Cη(t) + ξ(t), (16)
where η(t) is a n-dimensional c-number vector. Note that η(t) does not have a particular
physical meaning, unlike the vector m(t) appearing just below.
The same classical dynamical equation holds for the case of coherent input field;
noting that 〈φ, f |b(t)|φ, f〉 = f(t), we readily see that the vector of mean amplitudes,
m(t) = [〈a1(t)〉, . . . , 〈an(t)〉]⊤ with 〈ai(t)〉 = 〈φ, f |ai(t)|φ, f〉, follows
m˙(t) = Am(t)− C†f(t), f˜(t) = Cm(t) + f(t), (17)
where f˜(t) is the amplitude of the output field b˜(t). This equation has the same form
as Eq. (16), hence in what follows we use Eq. (16) when discussing the input-output
relation of the corresponding wave packets.
4.2. The zero-dynamics principle and rising exponential pulse
To pose the zero-dynamics principle, it is important to first remember that, for the
general passive linear system (2), the following energy balance identity [64] holds:∫ t
t0
b˜∗(s)b˜(s)ds+ a†(t)a(t) =
∫ t
t0
b∗(s)b(s)ds+ a†(t0)a(t0). (18)
This indicates that the total energy contained in the system and the field is preserved
for all time. Indeed, from Eq. (18) we immediately have∫ t
t0
|ξ˜(s)|2ds+ 〈a†(t)a(t)〉 =
∫ t
t0
|ξ(s)|2ds+ 〈a†(t0)a(t0)〉,
where the mean is taken for the state |φ, 1ξ〉. Now we assume 〈a†(t0)a(t0)〉 = 0. Then,
for the energy of the input pulse field to be completely transferred to the system, we
need ξ˜(t) = 0 for ∀t ∈ [t0, t1] with t1 the stopping time of the writing process. This
is a rigorous description, in the case of passive linear systems, of the zero-dynamics
principle; that is, for the general quantum memory problem with a passive system, the
output field must be vacuum (i.e. “zero”) for perfect state transfer. Surprisingly, this
simple condition uniquely determines the form of the input pulse shape ξ(t) as shown
below.
First, from the requirement ξ˜(t) = Cη(t)+ ξ(t) = 0, we have C†Cη(t)+C†ξ(t) = 0,
which further leads to
η˙(t) = (A+ C†C)η(t) =
(
− iΩ+ 1
2
C†C
)
η(t) = −A†η(t). (19)
This has the solution η(t) = e−A
†(t−t1)η1, with η1 a fixed vector. Thus, again from the
condition Cη(t) + ξ(t) = 0, we have
ξ(t) = −Cη(t) = −η(t)⊤C⊤ = −η⊤1 e−A
♯(t−t1)C⊤.
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Note that the input is sent during the writing stage t ≤ t1, and ξ(t) = 0 in the storage
and reading stages in t1 ≤ t. Taking this into account, we end up with the expression
ξ(t) = −η⊤1 e−A
♯(t−t1)C⊤Θ(t1 − t), (20)
where Θ(t) is the Heaviside step function taking 1 for t ≥ 0 and 0 for t < 0. Since A
is Hurwitz, as assumed in Section 2.4, the real parts of all the eigenvalues of −A♯ are
strictly positive. Hence Eq. (20) is a generalization of the rising exponential function.
In fact, this immediately recovers the result (14) in the example, where A = −κ/2,
C =
√
κ, and particularly t1 = 0. Lastly we remark that the zero dynamics is given by
Eq. (19), which is defined up to time t1.
4.3. Transfer function approach
Let us define the (two sided) Laplace transform of a signal x(t) by
x[s] =
∫ ∞
−∞
x(t)e−stdt, s ∈ C.
Note that, when s = iω (ω ∈ R), this represents the Fourier transformation. Then the
Laplace transformation of Eq. (16) gives
ξ˜[s] = G[s]ξ[s], G[s] = 1− C(sI − A)−1C†. (21)
The transfer function G[s] characterizes the input-output relation of the linear system
(16) in the Laplace domain. As explained in Section 1, the zero-dynamics principle
originates from the classical notion of “zero” of a transfer function [48], and we can now
explicitly describe this fact.
First, to see the idea let us return to the example studied in Section 3. The input
pulse shape is given by Eq. (14), whose Laplace transformation is ξ[s] =
√
κ/(s− κ/2).
Also in this case the transfer function is given by
G[s] = 1− κ
s+ κ/2
=
s− κ/2
s+ κ/2
. (22)
Hence, the output is computed as
ξ˜[s] =
s− κ/2
s+ κ/2
·
√
κ
s− κ/2 =
√
κ
s+ κ/2
,
and its inverse Laplace transform then yields
ξ˜(t) = 0 (t ≤ 0), ξ˜(t) = √κe−κt/2 (0 < t).
Thus, we again see that the input field is completely absorbed in the system during
t ≤ t1 = 0; i.e. the perfect state transfer has been carried out. The most notable point
is clearly that the zero of G[s] is erased (in general, if for a transfer function H [z] there
exists a z satisfying H [z] = 0, then z is called a zero).
Now we can generalize the above fact; for simplicity, we set t1 = 0. The transfer
function of the general passive linear system is given by Eq. (21). Also the Laplace
transformation of the rising exponential function (20) is given by
ξ[s] =
∫ 0
−∞
−η⊤1 e−A
♯tC⊤e−stdt = C(sI + A†)−1η1.
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Therefore, the output is computed as
ξ˜[s] = G[s]ξ[s] =
[
1− C(sI −A)−1C†
]
C(sI + A†)−1η1
= C(sI + A†)−1η1 − C(sI − A)−1
[
(sI − A)− (sI + A†)
]
(sI + A†)−1η1
= C(sI − A)−1η1.
Since A is Hurwitz, the output ξ˜[s] does not contain a zero, implying ξ˜(t) = 0, ∀t ≤ 0.
In general, if a transfer function contains a (transmission) zero, then there alway
exists an input signal such that the corresponding output takes zero [48]. Therefore, we
have the following interpretation of the zero-dynamics principle for quantum memory
in terms of transfer function; in general, a linear memory system needs to have a zero
for perfect state transfer, and the input state is sent over an optical field whose pulse
shape is characterized by that zero. This view would be useful particularly in the case
of multi input channels.
5. Perfect memory procedure in passive linear system
In this section, we provide a detailed procedure to achieve the perfect memory, which
is composed of the following three stages; the perfect state transfer from the input field
to the memory subsystem (writing), decoherence-free preservation of the transferred
state (storage), and the appropriate retrieving of the system state into the output field
(reading). The setup was described in Section 2.4; note again that the system matrices Ω
and C (thus A) change depending on the memory stage, but they are piecewise constant.
Also, as motivated by the result obtained in Section 3, we will take t0 → −∞, while
keeping general t1.
One of the main questions is as follows; although we have derived the rising
exponential function (20) from the zero-dynamics principle, it still contains some
parameters that should be chosen appropriately; more precisely, it is given by ξ(t) =
−η⊤1 e−A♯(t−t1)C⊤Θ(t1 − t), and we need to determine η1 so that the input field state is
completely transferred to the memory subsystem. In this section, we will see that this
synthesis problem is clearly solved.
5.1. The writing stage
The solution of the general linear equation (2) is explicitly given by
a(t) = eA(t−t0)a(t0)− eAt
∫ t
t0
e−AsC†b(s)ds.
Since A is Hurwitz, we can take the limit t0 → −∞, which yields
a♯(t1) = −eA♯t1
∫ t1
−∞
e−A
♯sC⊤b∗(s)ds,
where again t1 is the stopping time of the writing process. Let us now define the following
vector of rising exponential functions:
ν(t) = −e−A♯(t−t1)C⊤Θ(t1 − t). (23)
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Then the above solution of a♯(t1) can be expressed as
a♯(t1) =
∫ ∞
−∞
ν(t)b∗(t)dt = [IS ⊗B∗(ν1), . . . , IS ⊗B∗(νn)]⊤.
This is a vector of creation operators a∗k(t1), implying that it has to satisfy the canonical
commutation relation aa† − (a♯a⊤)⊤ = I; actually, we have
aa† − (a♯a⊤)⊤ =
∫ ∞
−∞
∫ ∞
−∞
ν(s)♯[b(s), b∗(τ)]ν(τ)⊤dsdτ =
∫ ∞
−∞
ν(s)♯ν(s)⊤ds
= eAt1
[ ∫ t1
−∞
e−AsC†Ce−A
†sds
]
eA
†t1 = eAt1
[ ∫ t1
−∞
d
ds
(
e−Ase−A
†s
)
ds
]
eA
†t1 = I.
This relation shows that νi(s) are orthonormal;
∫∞
−∞
ν∗i (s)νj(s)ds = δij .
Case I: Single photon state. We consider the case where the input is the single
photon field state (7). Also the system is assumed to be in the separable ground state
at the initial time t0. Then, through the interaction (see Fig. 2 (a)) the whole state
changes to
|Ψ(t1)〉 = U(−∞, t1)|0, . . . , 0〉S|1ξ〉F = U(−∞, t1)|0, . . . , 0〉S ⊗
∑
k
skB
∗(γk)|0〉F
= U(−∞, t1)
[∑
k
skIS ⊗B∗(γk)
]
|0, . . . , 0〉S|0〉F
=
∑
k
skU(−∞, t1)[IS ⊗ B∗(γk)]U∗(−∞, t1)|0, . . . , 0〉S|0〉F ,
where U(t0, t1) denotes the unitary time evolution (1). We here set the basis functions
γk(t) to the rising exponential functions νk(t) given in Eq. (23), meaning that the input
pulse shape (5) is chosen as
ξ(t) =
∑
k
skνk(t). (24)
Then, noting that a∗k(t1) = U
∗(−∞, t1)a∗k(−∞)U(−∞, t1) = IS ⊗B∗(νk), we obtain
|Ψ(t1)〉 =
∑
k
ska
∗
k(−∞)|0, . . . , 0〉S|0〉F =
[∑
k
sk|1(k)〉S
]
⊗ |0〉F , (25)
where |1(k)〉S = |0, . . . , 1, . . . , 0〉S with 1 appearing only in the kth entry. Therefore,
through the interaction, at time t = t1 the system completely acquires the input code
state with coefficient {sk}; the resulting system state is highly entangled among the
nodes (see Fig. 2 (b)). The optimal input pulse shape is given by the rising exponential
function of the form (20), as expected in Section 4.2. But the point here is that we now
know that the parameter vector η1 in Eq. (20) exactly corresponds to the superposition
coefficients {sk}. Together with the structure of the memory subsystem, this fact tells
us how we should design the input pulse shape ξ(t); this will be more precisely discussed
in the next subsection.
Case II: Coherent state. Next, let us consider the case where the input is the
coherent field state (9). Again the system is in the ground state at t0 → −∞. Then,
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through the interaction the whole state becomes
|Ψ(t1)〉 = U(−∞, t1)|0, . . . , 0〉S ⊗ e
∑
k αkB
∗(γk)−α
∗
kB(γk)|0〉F
= U(−∞, t1)e
∑
k αkB
∗(γk)−α
∗
kB(γk)U∗(−∞, t1)|0, . . . , 0〉S|0〉F .
Therefore, by setting the basis functions γk(t) to the rising exponential (23) i.e.
f(t) =
∑
k
αkνk(t) = α
⊤ν(t) = −α⊤e−A♯(t−t1)C⊤Θ(t1 − t), (26)
and again noting that a∗k(t1) = U
∗(−∞, t1)a∗k(−∞)U(−∞, t1) = IS ⊗B∗(νk), we obtain
|Ψ(t1)〉 = e
∑
k αka
∗
k(−∞)−α
∗
kak(−∞)|0, . . . , 0〉S|0〉F = |α1, . . . , αn〉S|0〉F . (27)
That is, the system state is changed to the product of coherent states |αk〉. Hence,
similar to the single photon case, the perfect state transfer is possible by sending the
information {αk} over the rising exponential pulse field.
5.2. The storage stage
As mentioned in Sections 1 and 2.4, the key architecture of an ideal memory device is
that the system contains the tunable memory subsystem that can be switched to DF
mode in the storage stage or non-DF mode in the other two stages; now we are in the
storage stage. Especially to describe the idea explicitly, let us consider the case n = 5
only in this subsection and assume that, after the writing process has been completed
at time t = t1, the system can be immediately switched so that its dynamical equation
is of the following form:
d
dt
[
aB
aM
]
=
[
AB O
O O
][
aB
aM
]
−
[
C†B
O
]
b(t), b˜(t) = CBaB(t) + b(t),
where aB = [a1, a2]
⊤ is the buffer mode and aM = [a3, a4, a5]
⊤ is the memory mode.
Clearly, aM constitutes a DF subsystem. Hence, in the single photon input case, the
whole state
∑5
k=1 sk|1(k)〉S cannot be preserved, but only its (3, 4, 5) components can
be. This means that the original field state |1ξ〉F with s1 = s2 = 0 can be perfectly
transferred and stored in the memory subsystem; hence the input pulse shape should be
synthesized by multiplying the classical information (s3, s4, s5) with the basis functions
(ν3(t), ν4(t), ν5(t)), generating as a result ξ(t) = s3ν3(t) + s4ν4(t) + s5ν5(t). Indeed, in
this case, the whole state just after the writing process is given by
|Ψ(t1)〉 = |0, 0〉 ⊗
[
s3|1, 0, 0〉+ s4|0, 1, 0〉+ s5|0, 0, 1〉
]
⊗ |0〉F ,
and thus the state s3|1, 0, 0〉+ s4|0, 1, 0〉+ s5|0, 0, 1〉 is preserved; see Fig. 2 (c).
The idea is the same for the coherent input case. That is, the state
|Ψ(t1)〉 = |0, 0〉 ⊗ |α3, α4, α5〉 ⊗ |0〉F
can be perfectly transferred and stored in the memory subsystem.
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Figure 2. The perfect memory procedure for the single photon input state in a
5-nodes passive linear network. The system can be tuned so that the (3, 4, 5) nodes
become decoherence free; hence these nodes constitute the memory subsystem. The (1,
2) nodes does the buffer subsystem. (a) The single photon code state with s1 = s2 = 0
is sent through the input optical field with pulse shape ν(t). (b) At time t = t1, the
perfect state transfer has been completed. The system is then modulated and the
memory subsystem is decoupled. (c) The transferred state is preserved during the
period [t1, t2]. (d) At t = t2 the memory subsystem is again coupled to the buffer
subsystem and thus the optical field. (e) The perfect copy appears in the output
optical field with pulse shape ν˜(t).
5.3. The reading stage
Suppose that the state has been perfectly stored during the period [t1, t2]; hence the
reading stage starts at time t = t2 with the initial state |Ψ(t2)〉 =
∑
k sk|1(k)〉S ⊗ |0〉F
for the single photon input case or |Ψ(t2)〉 = |α1, . . . , αn〉S ⊗ |0〉F for the coherent input
case; see Fig. 2 (d). Note that, as described in Section 5.2, only some elements of {sk}
or {αk}, which represents the classical information of the stored state, are not zero. To
retrieve this initial state, we switch the system matrices so that the memory subsystem
again couples to the buffer subsystem and thus the optical field; in particular, we take
the same system matrices Ω and C (and thus A) as in the writing stage. Thus note that
A is Hurwitz.
To describe the reading stage, first, we particularly focus on the following quantity:∫ ∞
t2
eA
†(t−t2)C†b˜(t)dt =
∫ ∞
t2
eA
†(t−t2)C†
(
Ca(t) + b(t)
)
dt
=
∫ ∞
t2
eA
†(t−t2)C†
[
C
(
eA(t−t2)a(t2)− eAt
∫ t
t2
e−AsC†b(s)ds
)
+ b(t)
]
dt
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=
[ ∫ ∞
t2
eA
†(t−t2)C†CeA(t−t2)dt
]
a(t2)−
∫ ∞
t2
eA
†(t−t2)C†CeAt
[ ∫ t
t2
e−AsC†b(s)ds
]
dt
+
∫ ∞
t2
eA
†(t−t2)C†b(t)dt.
The first term is a(t2). For the second and the third terms, by defining K(t) :=∫ t
t2
e−AsC†b(s)ds, which leads to dK(t)/dt = e−AtC†b(t), we find that they become
−
∫ ∞
t2
eA
†(t−t2)C†CeAtK(t)dt +
∫ ∞
t2
eA
†(t−t2)eAt
dK(t)
dt
dt
= e−A
†t2
∫ ∞
t2
d
dt
[
eA
†teAtK(t)
]
dt = −eAt2K(t2) = 0.
As a result, we have
a♯(t2) =
∫ ∞
t2
eA
⊤(t−t2)C⊤b˜∗(t)dt =
∫ ∞
−∞
ν˜(t)b˜∗(t)dt, (28)
where
ν˜(t) = eA
⊤(t−t2)C⊤Θ(t− t2). (29)
As in the previous case, ν˜i(t) are orthonormal;
∫∞
−∞
ν˜∗i (t)ν˜j(t)dt = δij . Note that ν˜(t) is
a generalization of a decaying exponential function. Moreover, Eq. (28) leads to
U(t2,∞)a♯(t2)U∗(t2,∞) =
∫ ∞
−∞
ν˜(t)U(t2,∞)b˜∗(t)U∗(t2,∞)dt
=
∫ ∞
−∞
ν˜(t)U(t2,∞)U∗(t2, t)b∗(t)U(t2, t)U∗(t2,∞)dt
=
∫ ∞
−∞
ν˜(t)U(t,∞)b∗(t)U∗(t,∞)dt =
∫ ∞
−∞
ν˜(t)b∗(t)dt
= [IS ⊗B∗(ν˜1), . . . , IS ⊗B∗(ν˜n)]⊤.
Case I: Single photon state. The initial state is now |Ψ(t2)〉 =
∑
k sk|1(k)〉S ⊗
|0〉F . Then, through the interaction, this state changes to:
|Ψ(∞)〉 = U(t2,∞)
[∑
k
sk|1(k)〉S
]
⊗ |0〉F = U(t2,∞)
[∑
k
ska
∗
k(t2)
]
|0, . . . , 0〉S|0〉F
= U(t2,∞)
[∑
k
ska
∗
k(t2)
]
U∗(t2,∞)|0, . . . , 0〉S|0〉F
=
∑
k
sk[IS ⊗ B∗(ν˜k)]|0, . . . , 0〉S|0〉F = |0, . . . , 0〉S ⊗
∑
k
sk|1ν˜k〉F .
Therefore, certainly the field state recovers the input state (7), which is now carried by
the output field with pulse shape (29). The system state returns to the ground state;
see Fig. 2 (d,e).
Case II: Coherent state. The initial state is |Ψ(t2)〉 = |α1, . . . , αn〉S ⊗ |0〉F .
Then, through the interaction, this state changes to:
|Ψ(∞)〉 = U(t2,∞)|α1, . . . , αn〉S ⊗ |0〉F = U(t2,∞)e
∑
k αka
∗
k(t2)−α
∗
kak(t2)|0, . . . , 0〉S|0〉F
= U(t2,∞)e
∑
k αka
∗
k(t2)−α
∗
kak(t2)U∗(t2,∞)|0, . . . , 0〉S|0〉F
= e
∑
k αkB
∗(ν˜k)−α
∗
kB(ν˜k)|0, . . . , 0〉S|0〉F = |0, . . . , 0〉S ⊗ |f˜〉F ,
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where |f˜〉F is a coherent field state with pulse shape
f˜(t) =
∑
k
αkν˜k(t).
Thus, similar to the single photon input case, the stored coherent states |α1, . . . , αn〉S
leaks into the output field with pulse shape (29), and we can retrieve the full information
about {αk} contained in the coherent field state |f˜〉F .
6. Statistical equations in the writing stage
Here we derive the time evolution equations of the statistics in the writing stage. These
equations are useful for numerical simulation, as demonstrated in the next section.
Case I: Single photon state. In the case of single photon state, we evaluate the
following matrix of operators:
N = a♯a⊤ =


a∗1
...
a∗n

 [a1, . . . , an].
The photon is distributed in the system according to the statistics represented by the
correlation matrix 〈N〉11 = (〈0, 1ξ|a∗iaj |0, 1ξ〉). The time-evolution equation of 〈N〉11 is,
together with the vector 〈a♯〉10 = [〈0, 1ξ|a∗1|0, 0〉, . . . , 〈0, 1ξ|a∗n|0, 0〉]⊤, given by
d
dt
〈N〉11 = A♯〈N〉11 + 〈N〉11A⊤ − ξ∗(t)C⊤〈a♯〉†10 − ξ(t)〈a♯〉10C♯, (30)
d
dt
〈a♯〉10 = A♯〈a♯〉10 − C⊤ξ∗(t). (31)
The solution of Eq. (31) is readily obtained as
〈a♯(t)〉10 = −eA♯t
∫ t
t0
e−A
♯sC⊤ξ∗(s)ds,
where 〈a♯(t0)〉10 = 0 is used. In general, the Lyapunov differential equation dQ/dt =
AQ +QA† +R, with R(t) = R†(t) time varying, has the solution of the form
Q(t) = eA(t−t0)Q(t0)e
A†(t−t0) + eAt
(∫ t
t0
e−AsR(s)e−A
†sds
)
eA
†t.
If A is Hurwitz, in the limit of t0 → −∞, this becomes
Q(t) = eAt
(∫ t
−∞
e−AsR(s)e−A
†sds
)
eA
†t.
Using this result and the expression (23), we have
〈N(t1)〉11 =
(∫ ∞
−∞
ξ(t)ν(t)†dt
)†( ∫ ∞
−∞
ξ(t)ν(t)†dt
)
.
If we send the single photon code state over the input field with rising exponential pulse
shape ξ(t) =
∑
k skνk(t), then we have 〈N(t1)〉11 = (s∗i sj) due to
∫∞
−∞
ν∗i (t)νj(t)dt = δij .
This means that the input single photon state is distributed among the network so that
the kth node has the mean photon number |sk|2 at time t1.
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Figure 3. The passive linear network composed of three large atomic ensembles
and a ring cavity. a1 denotes the cavity mode, and ak (k = 2, 3, 4) is the annihilation
operator approximating the collective lowering operator of the kth atomic ensemble.
Case II: Coherent state. In this case the statistics is more convenient, because
a coherent state is completely charactered only by its mean and variance. In particular,
the dynamics of the mean, m(t) = 〈a(t)〉, was already obtained in Eq. (17), with f(t)
particularly given by f(t) = −Ce−A†(t−t1)αΘ(t1 − t) in Eq. (26). Hence it is immediate
to obtain the solution in t ≤ t1:
m(t) = eA(t−t0)m(t0)− eAt
∫ t
t0
e−AsC†f(s)ds
= eA(t−t0)m(t0) + e
At
(∫ t
t0
d
ds
(e−Ase−A
†s)ds
)
eA
†t1α
= eA(t−t0)m(t0) + e
−A†(t−t1)α− eA(t−t0)eA†(t1−t0)α.
Hence, by taking the limit t0 → −∞, we have m(t1) = α; i.e. 〈ak(t1)〉 = αk.
Also, we evaluate the covariance matrix V = 〈∆a♯∆a⊤〉 with ∆a = a − 〈a〉, which
takes zero if and only if the state is a coherent state. Similar to the single photon
case, we find that V (t) obeys dV (t)/dt = A♯V (t) + V (t)A⊤, which readily yields
V (t) = eA
♯(t−t0)V (t0)e
A⊤(t−t0) → O as t0 → −∞. As a result, the kth node becomes
the coherent state |αk〉 at time t = t1. We note that the mean of the output field is
f˜(t) = Cm(t) + f(t) = 0 for all t ≤ t1; thus the zero-dynamics principle is certainly
satisfied.
7. Example: Perfect memory network with atomic ensembles
This section is devoted to study a passive linear network composed of atomic ensembles,
which contains a tunable DF component. A numerical simulation will demonstrate how
the input field state is transferred to the memory subsystem and how the input pulse
shape to be engineered for perfect memory looks like.
7.1. The atomic ensembles trapped in a cavity
The system is three large atomic ensembles trapped in a single-mode cavity, depicted in
Fig. 3; a detailed description of this system is found in e.g. [40, 41, 42, 43, 44, 45].
The annihilation operator a1 represents the cavity mode, and ak (k = 2, 3, 4) is
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the annihilation operator approximating the collective lowering operator of the kth
ensemble. The internal cavity light field and the kth ensemble interact with each
other through external pulse lasers with Rabi frequencies ωk and ω
′
k. The coupling
Hamiltonian is given by
Hac =
√
Nµ
2δ
4∑
k=2
[
a∗1(ωke
iφkak + ω
′
ke
iφ′ka∗k) + H.c.
]
, (32)
where φk ∈ [0, 2π) is the laser phase, N is the number of atoms in each ensemble,
µ is the coupling strength, and δ is the detuning. The spontaneous emission of each
atom is negligible for typical atoms such as 87Rb. We also assume that the second and
third ensembles can be manipulated via external magnetic fields, which introduce the
self Hamiltonian Ha = ∆a
∗
2a2 − ∆a∗3a3 with ∆ denoting the tunable strength of the
magnetic field. We here set the parameters as ωk = ω > 0, ω
′
k = 0 and φk = π/2 for
k = 2, 3, 4, and define g =
√
Nµω/2δ; then, the total system Hamiltonian is given by
H = Ha +Hac = ∆a
∗
2a2 −∆a∗3a3 + iga∗1(a2 + a3 + a4)− ig(a∗2 + a∗3 + a∗4)a1
= [a∗1, a
∗
2, a
∗
3, a
∗
4]


0 ig ig ig
−ig ∆ 0 0
−ig 0 −∆ 0
−ig 0 0 0




a1
a2
a3
a4

 = a†Ωa.
The cavity field couples to an external optical field with continuous mode b(t) used for
state transfer, at the beam splitter with transmissivity proportional to κ; this means
that the system-field coupling Hamiltonian Hint(t) = i[b
∗(t)Ca − a†C†b(t)], which was
defined above Eq. (1), is specified with Ca =
√
κa1. Consequently, the system matrices
are given by
A = −iΩ− 1
2
C†C =


−κ/2 g g g
−g −i∆ 0 0
−g 0 i∆ 0
−g 0 0 0

 , C = [√κ, 0, 0, 0].
Note that this passive linear system can be physically realized in some other systems,
such as a mechanical oscillator array connected in a single mode cavity.
7.2. The perfect memory procedure
We can prove that, when ∆ 6= 0, the matrix A is Hurwitz; i.e. the real part of all the
eigenvalues of A is negative. A convenient way to see this fact is to use the property
that the controllability matrix [C†, AC†, . . . , An−1C†] is of full rank iff A is Hurwitz [52].
Thus the system does not contain a DF component when ∆ 6= 0. On the other hand, if
we turn off the magnetic field and set ∆ = 0, then a DF subsystem appears, as shown
22
below. Let us take the following unitary matrix:
U =


1 0 0 0
0 1/
√
3 2/
√
6 0
0 1/
√
3 −1/√6 1/√2
0 1/
√
3 −1/√6 −1/√2

 .
This transforms the system equation to
a˙′(t) = A′a′(t)− C ′†b(t), b˜(t) = C ′a′(t) + b(t),
where
a′ = U †a =


a1
(a2 + a3 + a4)/
√
3
(2a2 − a3 − a4)/
√
6
(a3 − a4)/
√
2

 ,
A′ = U †AU =


−κ/2 √3g 0 0
−√3g 0 −√2i∆/2 √6i∆/6
0 −√2i∆/2 −i∆/2 −√3i∆/6
0
√
6i∆/6 −√3i∆/6 i∆/2

 ,
C ′ = CU = [
√
κ, 0, 0, 0]. (33)
Therefore, when ∆ = 0, the system takes a form of Eq. (10). That is, aM = [a
′
3, a
′
4]
⊤ is
not affected by the incoming field b(t) and it does not appear in the output field b˜(t);
hence aM = [a
′
3, a
′
4]
⊤ is the memory subsystem that can be switched to a DF or non-DF
subsystem, just by controlling the external magnetic field. This two-mode subsystem
works as a perfect memory that preserves any state of the form s3|0, 0, 1, 0〉+s4|0, 0, 0, 1〉
in the case of single photon state or |0, 0, α3, α4〉 in the case of coherent state. Note
that a′3 and a
′
4 depend on the atomic modes (a2, a3, a4) and not on the cavity mode
a1, implying that the state is indeed stored in the atomic ensembles. Also it should
be remarked that a′3 and a
′
4 take the form of continuous-variable syndromes used for
quantum error correction [65, 66].
Here we describe the concrete procedure of the writing, storage, and reading
processes, in the case of single photon input; see Fig. 4.
• A single photon field state is prepared in the form s3|1ν′
3
〉+ s4|1ν′
4
〉, where ν ′3(t) and
ν ′4(t) are the third and fourth elements of the vector of rising exponential functions
ν ′(t) = −e−A′♯(t−t1)C ′⊤Θ(t1− t) with A′ and C ′ given in Eq. (33). Note in this stage
the magnetic field is ON; ∆ 6= 0.
• The field couples to the system until t ≤ t1. The perfect state transfer is achieved in
the end, at t = t1, by sending the input state over the optical field with pulse shape
ν ′(t) described above. The whole state changes to |0, 0〉⊗ (s3|1, 0〉+s4|0, 1〉)⊗|0〉F .
• We turn off the magnetic field and set ∆ = 0; then the memory subsystem with
modes (a′3, a
′
4) becomes decoherence free and its state s3|1, 0〉+ s4|0, 1〉 is preserved
during an arbitrary time interval [t1, t2].
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(a) (b)
(c)
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4
0| >
ν (t)
Figure 4. The memory procedure for the passive linear network composed of
three atomic ensembles trapped in a single-mode cavity. The number k′ indicates
the subsystem with mode a′
k
. (a) The single photon state is sent through the input
optical field with pulse shape ν′(t), where in this stage the magnetic field is turned on
(∆ 6= 0). (b) At time t = t1 the system acquires the state s3|0, 0, 1, 0〉 + s4|0, 0, 0, 1〉;
that is, the input state is perfectly transferred into the 3rd and 4th nodes. (c) Then
the magnetic field is turned off (∆ = 0) so that the memory subsystem with modes
(a′3, a
′
4) is decoupled from the buffer subsystem with modes (a
′
1, a
′
2) and the input-
output optical field; hence it becomes decoherence free and the transferred state is
perfectly preserved. (d) At t = t2 we again set ∆ 6= 0. The memory subsystem again
couples to the buffer subsystem and the optical field. (e) The perfect copy appears in
the output field with the pulse shape ν˜′(t).
• At a later time t2, we turn on the magnetic field (i.e. set ∆ 6= 0) to retrieve the
stored state. Then the memory subsystem again couples to the optical field, and
the perfect copy s3|1ν˜′
3
〉 + s4|1ν˜′
4
〉 appears in the output field with the pulse shape
specified by ν˜ ′(t) = eA
′⊤(t−t2)C ′⊤Θ(t− t2).
Recall that the optimal input pulse shape is determined by the properties (zeros)
of the memory system and this corresponds to the impedance matching mentioned in
Section 3.2. Now we should note that an additional matching condition is not imposed
on the interaction between the cavity mode and the atomic ensembles, although perfect
state transfer from the former to the latter is certainly achieved. This result seems to
be inconsistent with the fact obtained in [68, 69, 70, 71], showing that perfect state
transfer from a cavity to an inhomogeneously broadened (IB) atomic ensemble requires
a strict impedance matching between them. But there is a clear difference between our
case and those studies; in the case dealing with the IB ensemble, due to the matching
condition, an input field state with arbitrary (yet within a finite band-width) temporal
shape is allowed to be completely absorbed into the ensemble (see e.g. [10, 72] for
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Figure 5. (a) Time evolutions of the absolute value of ν′
3
(t) (red) and ν′
4
(t)
(green). (b) Time evolution of the mean photon number at the ith nodes, 〈n′
i
(t)〉 =
〈a′
i
∗(t)a′
i
(t)〉. The blue, black, red, and green lines represent the time evolutions of
〈n′
1
(t)〉, 〈n′
2
(t)〉, 〈n′
3
(t)〉, and 〈n′
4
(t)〉, respectively.
the recent experimental results), while in our case the optimal pulse shape has to be
strictly specified. Exploring a combined schematic of these two memory procedures,
which would allow weaker pulse shaping and weaker impedance matching, should be an
interesting future work.
7.3. Numerical simulation
Here we demonstrate a numerical simulation of the writing stage of the above memory
procedure. The parameters are set to κ = 2, g = 1, and ∆ = 1; note again in this stage
∆ 6= 0 and there is no DF subsystem. The input is a single photon field state with
coefficients s3 = s4 = 1/
√
2, which is carried by the optical field with pulse shape ν ′3(t)
and ν ′4(t) as mentioned above. The initial time is κt0/2 = −40 and the stopping time is
t1 = 0.
First, Fig. 5 (a) shows the absolute value of ν ′3(t) and ν
′
4(t). These are the pulse
shapes we need to correctly engineer for the desirable perfect state transfer. A notable
point is that they are not anymore of a rising exponential shape such as Eq. (14);
particularly they take the value zero at the stopping time t1 = 0. A similar non-rising
exponential pulse function was also found in [67], achieving perfect state transfer in an
integrated quantum memory system. It looks that we can realize this kind of pulse
shape by combining some Gaussian wave packets, which might be a desirable feature
from the engineering viewpoint.
Next, Fig. 5 (b) shows the time-evolutions of the mean photon number of each node,
i.e. 〈n′i(t)〉 = 〈a′i∗(t)a′i(t)〉 (i = 1, 2, 3, 4), which can be computed by numerically solving
Eqs. (30) and (31). As expected from the theory, the memory subsystem with modes
(a′3, a
′
4) perfectly acquires the photon with mean photon number 〈n′3(0)〉 = 〈n′4(0)〉 = 0.5
at t1 = 0. We should note that the transportation of the photon from the input
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field to the memory subsystem occurs rapidly only in the last few period; in fact,
almost all the energy contained in the input pulses ν ′3(t) and ν
′
4(t) is confined in this
short period. Hence, we need to be very careful to stop the writing process at the
accurate time t1 = 0, because the desired state |0, 0〉 ⊗ (|1, 0〉 + |0, 1〉)/
√
2 is fragile in
the following sense. For instance if we turn off the magnetic field a bit earlier than
t1 = 0, say t1 = κt1/2 = −1, then the whole system’s state generated is roughly
0.1|1, 0, 0, 0〉+0.1|0, 1, 0, 0〉+0.52|0, 0, 1, 0〉+0.4|0, 0, 0, 1〉 (unnormalized); thus the state
of the memory subsystem becomes a mixed state (unnormalized)
ρ3′4′ = 0.01|0, 0〉〈0, 0|+
(
0.52|1, 0〉+ 0.4|0, 1〉
)(
0.52〈1, 0|+ 0.4〈0, 1|
)
due to the decoherence added to the buffer subsystem with modes (a′1, a
′
2) during the
storage period. Hence, an important future work is to find a suitable set of parameters
(κ, g,∆) so that the time-evolutions of the mean photon numbers of the memory
subsystem become as flat as possible at the stopping time t1.
8. Conclusion
In this paper, for a general passive linear system, we have provided a designing method
of input pulse shape that perfectly transports a single photon or coherent field state
to a memory subsystem, which can be switched to a DF subsystem. The method is
general and simple, so it can be directly applied to a large-scale network; in fact, in
the example studied in Section 7, we found that the explicit form of ν ′3(t) and ν
′
4(t) are
readily obtained. The results are based on the zero-dynamics principle. Although in this
paper this principle was used only for synthesizing the input pulse shape, it is indeed a
wide concept that works in a more general situation. For example, the zero-dynamics
principle can be applied to the case where, instead of pulse shaping of the input field,
some time-varying controllable parameters of the system should be engineered due to
practical limitation; also the system can be nonlinear; further, we could deal with an
inhomogeneously broadened atomic ensemble memory that allows an arbitrary temporal
shape for perfect state transfer, which was discussed in Section 7.2. In any case, following
the zero-dynamics principle, we should design the system so that the output is zero or
more generally the output is minimized. Moreover, the zero-dynamics corresponds to
the time-evolution of a state free from any energy loss, thus it represents a coherent, yet
non-unitary, gate operation on the system state for quantum information processing;
that is, designing a desired manipulation of a state in an open system is no more than
designing a desired zero-dynamics. All these problems will be addressed in future works.
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Appendix A. Active memory system
In this paper, we thoroughly study a passive linear system, but there are many systems
containing an active component. In general, for such an active system the energy balance
identity (18) does not hold, hence the zero-dynamics principle does not anymore mean
the perfect energy transfer. Hence, it should be worth doing a case study to see if an
active system could allow perfect state transfer.
Let us consider the following active system:
d
dt
[
a
a∗
]
= −1
2
[
κ −ǫ
−ǫ κ
][
a
a∗
]
−√κ
[
b
b∗
]
.
In optics, this represents the dynamics of an optical parametric oscillator, where ǫ
denotes the squeezing strength [34, 35]. Note that the system becomes passive if ǫ = 0.
The above equation can be explicitly solved:
a∗(t1) = e
−κ(t1−t0)/2
[
a(t0) sinh(ǫ(t1 − t0)/2) + a∗(t0) cosh(ǫ(t1 − t0)/2)
]
−√κ
∫ t1
t0
e−κ(t1−s)/2
[
sinh(ǫ(t1 − s)/2)b(s)ds+ cosh(ǫ(t1 − t0)/2)b∗(s)ds
]
.
Unlike the passive case, the field annihilation operator b∗(t) appears in the equation.
Then under the same setting taken in Section 3 where the input field state is given by a
superposition of the vacuum and |1ξ1〉F with the pulse shape function ξ1(t) given below,
we obtain (t0 → −∞ and t1 = 0)
|Ψ(t1)〉 = U(t0, t1)|0〉S(α|0〉F + β|1ξ1〉F )
=
[
α|0〉S + β
√
2(κ2 − ǫ2)
2κ2 − ǫ2 |1〉S
]
⊗ |0〉F − βǫ√
2κ2 − ǫ2U(t0, t1)B(ξ2)U
∗(t0, t1)|0〉S|0〉F ,
where
ξ1(t) = −
√
2κ(κ2 − ǫ2)
2κ2 − ǫ2 e
κt/2 cosh(ǫt/2), ξ2(t) =
√
2κ(κ2 − ǫ2)
ǫ2
eκt/2 sinh(ǫt/2).
This equation implies that, when ǫ 6= 0, the perfect state transfer is impossible due to
the third term, which clearly stems from the active element of the system. To carry
out efficient state transfer, we need some approximation; in the above case, if κ is much
bigger than ǫ, then the system state becomes approximately the desired one to be stored.
Another example is found in [28], where the system is an atomic ensemble containing an
active component, but by introducing a fast oscillating magnetic field it is approximated
by a passive one, which was further shown to be a perfect memory.
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Appendix B. Dark state principle
The basic idea of dark state principle is as follows. For a system coupled to a probe
field, we continuously monitor the system by a photo detector measuring the output
field; then if the detector counts no photon, this means that the system is in a dark
state and has a time evolution without loss of energy. Here we apply this dark state
principle to the writing problem discussed in Section 3 and derive the same result; that
is, in this sense, the zero-dynamics principle and the dark state principle are equivalent,
though there is a big difference in practice as shown below.
First let us consider the case where we want to send a coherent field state to the
system. In general, if we use a photon counter to estimate the system observables, our
state (knowledge) conditioned on the measurement results is updated by the following
stochastic master equation [73, 74] (the scattering operator is now set to be the identity):
dρ = (Lρ+ [ρ, L∗]α + [L, ρ]α∗)dt+
[ 1
N (LρL
∗ + α∗Lρ+ αρL∗ + |α|2ρ)− ρ
]
(dY −N dt),
where
Lρ = −i[H, ρ] + LρL∗ − L∗Lρ/2− ρL∗L/2, N = Tr
[
ρ(L∗L+ α∗L+ αL∗ + |α|2)
]
.
α(t) is the pulse shape of the input coherent light field and dY (t) is the measurement
result (0 or 1) obtained during the small time interval [t, t + dt). Also H and L
are the system operators. Now since the ensemble averaging over the measurement
results leads to a standard master equation, we have E(dY − N dt) = 0. Then,
the counting probability of the measurement result “1” during [t, t + dt) is given by
P1(dt) = E(dY ) = N dt. Hence if N = 0 ∀t, the system is in a dark state and loses
no energy into the output field; the state satisfying this condition is called the dark
state. In our case where the system is the single-mode passive linear system with H = 0
and L =
√
κa, the dark state can be specified to a coherent state ρ(t) = |β(t)〉〈β(t)|
because we now know that the system’s state is always a coherent state. The condition
N = 0 then becomes κ|β|2+√κ(αβ∗+α∗β)+ |α|2 = 0, which yields β = −α/√κ. Now,
under the dark state condition the time evolution of the conditional state is identical
to that of the averaged one, which consequently leads to β˙ = −κβ/2 − √κα. These
two equations yield α˙ = κα/2, thus the input pulse shape must be a rising exponential
function α(t) = eκ(t−t0)/2α0.
Next let us consider the case where the input is a single photon field state. As in
the above case, the dark state principle is represented in terms of the conditional state
subjected to the single-photon stochastic master equation; see Eq. (43) in [74]. In this
case the probability to obtain the measurement result “1” during [t, t+ dt) is given by
P1(dt) = N dt, N = Tr(ρ11L∗L) + Tr(ρ10L)ξ∗ + Tr(ρ01L∗)ξ + Tr(ρ00I)|ξ|2,
where ξ(t) is the temporal pulse shape of the single photon field. ρij(t) are the operators
characterizing the conditional state. Under the dark state condition N = 0, they obey
ρ˙11 = Lρ11 + [ρ01, L∗]ξ + [L, ρ10]ξ∗, ρ˙10 = Lρ10 + [ρ00, L∗]ξ, ρ˙00 = Lρ00,
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and ρ01 = (ρ10)∗, which are identical to the single-photon master equation [53]. The
initial conditions are ρ11(0) = ρ00(0) = |0〉〈0| and ρ10(0) = ρ01(0) = 0. In our case
H = 0 and L =
√
κa, these differential equations can be explicitly solved, yielding
ρ11 = (1− x)|0〉〈0|+ x|1〉〈1|, ρ01 = z|0〉〈1|, and ρ00 = |0〉〈0|, where x(t) and z(t) satisfy
x˙ = −κx − √κ(ξz + ξ∗z∗) and z˙ = −κz/2 − √κξ∗. Substituting these solutions ρij(t)
for the dark state condition N = 0, we have κx+√κ(ξz + ξ∗z∗) + |ξ|2 = 0. Combining
these three equations, we end up with the relation ξ˙ = κξ/2 and thus see that the input
pulse shape has to be a rising exponential function ξ(t) = eκ(t−t0)/2ξ0.
Summarizing, we have recovered the same result obtained in Section 3, showing that
the dark state principle is equivalent to the zero-dynamics principle. Both principles
require no energy leaking from the system into the output field, but their approaches
are different; the dark state principle is represented in the Schro¨dinger picture, while
the Heisenberg picture is used to describe the zero-dynamics principle. As a result, in
the former case we need to solve the master equation, which is sometimes a hard task
as demonstrated above especially in the single photon field case. On the other hand, we
have seen in Section 4.2 that the zero-dynamics principle allows us to derive the rising
exponential function very easily, even in the general setup; also the transfer-function-
based treatment of the principle is notable and possibly very useful from the viewpoint
of the applicability of the linear response theory to quantum memory. Of course these
special advantages appear particularly in the linear case, and for more general nonlinear
memory systems we should be careful in choosing the approach.
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