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Abstract
We propose a novel composite framework that enables finding unknown fields in the context of
inverse problems for partial differential equations (PDEs). We blend the high expressibility of
deep neural networks as universal function estimators with the accuracy and reliability of existing
numerical algorithms for partial differential equations. Our design brings together techniques of
computational mathematics, machine learning and pattern recognition under one umbrella to seam-
lessly incorporate any domain-specific knowledge and insights through modeling. The network is
explicitly aware of the governing physics through a hard-coded PDE solver layer in contrast to exist-
ing methods that incorporate the governing equations in the loss function; this subsequently focuses
the computational load to only the discovery of the hidden fields and enables incorporating more so-
phisticated neural network architectures in the scientific computing domain. In addition, techniques
of pattern recognition and surface reconstruction are used to further represent the unknown fields in
a straightforward fashion. Most importantly, our inverse-PDE solver enables effortless integration
of domain-specific knowledge about the physics of the underlying fields, such as symmetries and
proper basis functions. We call this architecture Blended inverse-PDE networks (hereby dubbed
BiPDE networks) and demonstrate its applicability on recovering the variable diffusion coefficient
in Poisson problems in one and two spatial dimensions, as well as the diffusion coefficient in the
time-dependent and nonlinear Burgers’ equation in one dimension. We also show that this approach
is robust to noise.
Keywords: inverse problems, differential equations, deep learning, scientific machine learning,
numerical methods
1. Introduction
Inverse differential problems, where given a set of measurements one seeks a set of optimal
parameters in a governing differential equation, arise in numerous scientific and technological do-
mains. Some well-known applications include X-ray tomography [17, 50], ultrasound [71], MRI
imaging [32], and transport in porous media [31]. Moreover, modeling and control of dynamic
complex systems is a common problem in a broad range of scientific and technological domains,
with examples ranging from understanding the motion of bacteria colonies in low Reynolds num-
ber flows [59], to the control of spinning rotorcrafts in high speed flights [26, 27], or to network
control systems with large number of nodes. However, solving inverse problems poses substantial
computational and mathematical challenges that makes it difficult to infer reliable parameters from
limited data and in real time; this task is usually mitigated by off-line pre-processing strategies, at
the expense of necessarily discarding new data acquired during the pre-processing time [36].
The problem can be mathematically formulated as follows. Let the values of u = u(t, x1, . . . , xn)
be given by a set of measurements, which may include noise. Knowing that u satisfies the partial
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differential equation:
f
(
t, x1, . . . , xn;u,
∂u
∂x1
, . . .
∂u
∂xn
;
∂2u
∂x1∂x1
, . . .
∂2u
∂x1∂xn
; . . . ; c
)
= 0,
find the hidden fields stored in c, where the hidden fields can be constant or variable coefficients
(scalars, vectors or tensors).
Deep neural networks have, rather recently, attracted considerable attention for data modeling
in a vast range of scientific domains, in part due to freely available modern deep learning libraries
(in particular TensorFlow [1]). For example, deep neural networks have shown astonishing suc-
cess in emulating sophisticated simulations [25, 78, 77, 9, 64], discovering governing differential
equations from data [56, 6, 43, 61], as well as potential applications to study and improve simula-
tions of multiphase flows [22]. However, these architectures require massive datasets and extensive
computations to train numerous hidden weights and biases. Therefore, reducing complexity of
deep neural network architectures for inverse problems poses a significant practical challenge for
many applications in physical sciences, especially when the collection of large datasets is a pro-
hibitive task [55]. One remedy to reduce the network size is to embed the knowledge from existing
mathematical models [68] or known physical laws within a neural network architecture [42, 20].
Along these lines, semantic autoencoders were recently proposed by Aragon-Calvo [2], where they
replaced the decoder stage of an autoencoder architecture with a given physical law that can re-
produce the provided input data given a physically meaningful set of parameters. The encoder is
then constrained to discover optimal values for these parameters, which can be extracted from the
bottleneck of the network after training. We shall emphasize that this approach reduces the size of
the unknown model parameters, and that the encoder can be used independently to infer hidden
parameters in real time, while adding interpretability to deep learning frameworks. Inspired by
their work, we propose to blend traditional numerical solver algorithms with custom deep neural
network architectures to solve inverse PDE problems more efficiently, and with higher flexibility
and robustness.
Recent methods for solving forward and inverse partial differential equations using neural net-
works can be viewed as constrained optimization techniques. These algorithms augment the cost
function with terms that describe the PDE, its boundary and its initial conditions, while the neural
network is a surrogate for the solution field. Depending on how the derivatives in the PDEs are
computed, there may be two general classes of methods that we review below.
In the first class, spatial differentiations in the PDE are performed exclusively using automatic
differentiation, while temporal differentiation may be handled using the traditional Runge-Kutta
schemes (called discrete time models) or using automatic differentiations (called continuous time
models) [57]. In these methods, automatic differentiation computes gradients of the output of a
neural network with respect to its input variables. Hence, the input must always be the independent
variables, i.e. the input coordinates x, the time and the free parameters. In this regard, network
optimization aims to calibrate the weights and biases such that the neural network outputs the
closest approximation of the solution of a PDE; this is enforced through a regularized loss function.
This idea was first proposed by Lagaris et al. (1998) [40] and was recently popularized and applied
to time-dependent PDEs by Raissi et al. (2017) [57, 58] under the name physics informed neural
networks or PINNs. Other authors have adopted this approach, see e.g. [65, 4], while Xu and Darve
[76] examined the possibility of directly using pre-existing finite discretization schemes within the
framework of constrained optimization.
In the present work, we discard the framework of constrained optimization altogether and instead
choose to explicitly blend fully traditional finite discretization schemes as another layer in the
existing deep neural network architectures. In our approach, the loss function is only composed
of the difference between the actual data and the predicted solutions by the solver layer. This
approach has the potential to naturally recover robustness, predictability, accuracy and consistency
of traditional numerical methods for solving inverse-PDE problems.
We apply this idea to stationary and time-dependent PDEs, discuss computational challenges
and present a novel neural network architecture that mitigates the computational costs in two (and
three) dimensions by taking advantage of techniques developed in pattern recognition and shape
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reconstruction. Most importantly, our architecture learns an approximation of the inverse transform
that can be used to evaluate the hidden fields from data only in a self-supervised fashion. Moreover,
the proposed framework is versatile as it allows for straightforward consideration of domain-specific
knowledge to further reduce the computational cost. The advantages of this framework are:
• seamlessly blends existing efficient and reliable PDE solvers with established neural network
architectures, such as those at the intersection of computer vision and deep learning,
• lowers the computational cost as a result of reusing classical numerical algorithms for PDEs
during the learning process, which ensures best use of provided data, i.e. to infer the actual
unknowns in the problem,
• enables the user to incorporate domain-specific physical knowledge about the unknown fields,
such as symmetries or specialized basis functions, within the neural network,
• benefits from a homogeneous design by treating the PDE solver as another layer that can be
stacked with various neural network architectures. This point also improves the performance
by allowing vectorized operations accelerated by GPUs, as well as allowing the deep learning
backend to perform back propagations internally,
• is essentially mesh-free. Hence the proposed architecture can be easily generalized to accom-
modate custom data structures by adding interpolation layers or through design of mesh-free
numerical methods for solving PDEs,
• a unique aspect is that after training, the initial layers of the architecture prior to the solver
layer can be used independently as a real-time estimator of unknown fields, i.e. without
further optimization. In other words, the network can be pre-trained and then used to infer
unknown fields in real-time applications.
In section 2, we present the proposed architecture and show its performance on one-dimensional
inverse-PDE problems. In section 3, we provide a one-dimensional problems before extending it to
two-dimensional problems by embedding special basis functions that are used successfully in image
reconstruction. We also demonstrate the performance of our approach on two-dimensional case
studies and illustrate that the trained encoder actually estimates the inverse transform operator.
In section 4, we extend these results to the case of the time dependent nonlinear Burgers’ equation
by introducing two distinct solvers: (1) based on finite differences on regular grids, (2) based on
a meshless scheme that is applicable to noisy data on unstructured grids. Finally, we conclude by
discussing some potential future research directions.
2. Blended inverse-PDE architecture (BiPDE-Net)
The overarching idea is to embed a numerical solver into a deep learning architecture to recover
unknown functions in inverse-PDE problems. In this section we describe our proposed architectures
for inverse problems in one and two spatial dimensions.
2.1. Deep neural networks (DNN)
The simplest neural network is a single layer of perceptron that mathematically performs a
linear operation followed by a nonlinear composition applied to its input space,
N = σ(Wx+ b), (1)
where σ is called the activation function. Deep neural networks are multiple layers stacked together
within some architecture. The simplest example is a set of layers connected in series, known
as feedforward neural networks (FNN). Therefore, the action of a FNN is simply the successive
compositions of previous layer outputs with the next layers, i.e.,
Nl = σ
(
WlNl−1(x) + bl
)
, (2)
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where l indicates the index of a layer. This compositional nature of NNs is the basis of their vast
potential as universal function estimators of any arbitrary function on the input space x, see e.g.
[69, 14, 12].
Many architectures have been proposed, such as convolutional neural networks (CNNs) [41, 39],
Long-short term memory networks (LSTM) [29]. In the present work, we pay a particular attention
to CNNs, owing to their ability to extract complicated spatial features from high dimensional input
datasets.
2.2. Blended neural network architectures
The basic idea of our approach is to represent the unknown coefficients with a proper DNN
as input to a traditional PDE solver. This is in contrast to recent attempts in the literature
where the entire PDE, its boundary and its initial conditions are reproduced by the output of a
neural network through adding them to the loss function. The main motivation for this composite
scheme is to leverage the existing knowledge developed in the scientific computing community to
improve the efficiency and accuracy of the solution process. Our framework suggests a means
to circumvent numerical errors that persist in the solutions provided by alternative existing deep
learning frameworks that incorporate PDEs within the loss function of their optimizer. Here we
introduce two models that are suitable for solving a variety of stationary and time-dependent inverse
PDE problems.
2.2.1. Basic BiPDE
BiPDE-Net is a two-stage architecture, with the first stage responsible for learning the unknown
coefficients and the second stage performing numerical operations as in traditional numerical solvers
(see figure 1); the basic procedure of this composite approach is described in Algorithm 1. To achieve
higher performance, it is essential to use GPU-parallelism. We leverage the capability provided by
the publicly available library TensorFlow [1] by implementing our PDE-solver as a custom layer
into our network using the Keras API [11]. Details of this includes vectorized operations to build
the linear system associated by the PDE discretization.
2.2.2. Semantic BiPDE
For many applications, it is desirable to have a mechanism that enables incorporating existing
domain-specific knowledge about the hidden fields into the model of the unknown field in terms of
hidden parameters, e.g. in terms of some eigenfunction expansion where the unknown coefficients
are to be found. In that case, the task is to discover the optimal values for the parameters of the
proposed hidden model.
In addition, more often than not, real-world datasets are noisy and inverse solvers must pro-
vide some provision to handle noise. In the context of machine learning, encoders can be viewed
as compression algorithms that produce lower dimensional representations of the input data by
removing unnecessary details, such as noise, etc. In this view, decoders are generating algorithms
that transfer the reduced representation to a higher dimensional space, e.g. space of input data.
Many applications of interest in medicine, navigation, manufacturing, etc. require machines to
return the unknown parameters in real-time, e.g. in electroporation [79, 48], the pulse optimization
has to be informed about tissue parameters in microsecond time. Obviously tuning and training a
neural network for different working states of the system (as exercised by PINNs) is not a feasible
approach to these problems.
To address these requirements, we propose a semantic autoencoder architecture as proposed by
Aragon-Calvo (2019) [2] with hidden parameters being represented at the bottleneck of the autoen-
coder. Figure 2 illustrates the architecture for the proposed semantic autoencoder. Depending on
static or time dependent nature of the governing PDE, one may train this network over pairs of
input-output solutions that are shifted p steps in time, such that for a static PDE we have p = 0
4
Procedure The BiPDE-Net algorithm for inverse PDE problems
1 Construct a deep neural network for the unknown coefficients θˆ. Note that the dimension of
the output layer must match the sum of the dimensions for all unknown coefficients.
2 Construct a traditional PDE solver layer in TensorFlow with the output of the previous
layers as its coefficients.
3 Define the loss function as the difference between the data and the output of PDE solver.
4 Train to minimize the loss function by optimizing the weights and biases of DNN of coefficients.
Table 1: Proposed algorithm.
Figure 1: Two-stage architecture of BiPDE networks. The first stage learns the hidden fields and the second
stage performs numerical computation defined within a TensorFlow custom layer. Note that depending on
the problem, a variety of architectures, such as FNN or CNN, can be used for the first stage to represent
the coefficients.
Figure 2: Architecture of the semantic BiPDE to infer unknown parameters of hidden fields. Here the loss
function is the mean squared error between data and output of the autoencoder, however other choices for
loss function may be used depending on the nature of data.
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while dynamic PDEs correspond to p ≥ 1. We call this parameter the shift parameter, which will
control the accuracy of the method (cf. see section 4).
A fundamental distinction between basic and semantic architectures is that the input to the
basic model are coordinates, while the input to a semantic BiPDE is the solution field itself. In
other words the neural network in a basic BiPDE is approximating the hidden field directly,
NN b : x→ hidden field, (3)
while the neural network in a semantic BiPDE is approximating the inverse transform,
NN s : {u} → hidden field, (4)
where {u} indicates an ensemble of solutions, e.g. solutions obtained with different boundary
conditions or with different hidden fields. Note that in other competing methods such as PINNs
the input is sanctioned to be the coordinates in order for automatic differentiation to compute
spatial and temporal derivatives; as a consequence PINNs can only be viewed as surrogates for the
solution of the differential problem defined on the space of coordinates. However, we emphasize
that semantic autoencoders are capable to approximate the inverse transformation from the space
of solutions to the space of hidden fields, a feature that we exploit in section 3.3.
In section 3, we demonstrate the performance of BiPDEs on stationary inverse problems in
one and two spatial dimensions. Then in section 4, we consider dynamic nonlinear inverse partial
differential problems.
3. BiPDEs for stationary problems
We consider a variable coefficient Poisson problem in one and two spatial dimensions to demon-
strate that BiPDEs are capable to discover the hidden fields and the hidden model parameters from
data.
3.1. One-dimensional case studies
We consider the governing equation for diffusion dominated processes in heterogeneous media:
∇ · (D(x)∇u(x))+ f(x) = 0, x ∈ Ω (5)
u(x) = u0(x), x ∈ ∂Ω (6)
To solve the corresponding inverse problem, we consider the standard central difference discretiza-
tion in space for approximating the PDE portion in the interval [xmin, xmax]:
Di+1/2(ui+1 − ui)−Di−1/2(ui − ui−1)
∆x2
+ fi = 0,
Di+1/2 =
Di +Di+1
2
,
where ui refers to the numerical solution at grid point xi = xmin + (i − 1) ∆x with ∆x =
(xmax − xmin) /(n− 1), where n is the number of discretization points. This discretization leads to
a linear system Au = b, where the matrix A is tridiagonal. Next, we show that shallow feedforward
neural networks suffices for approximating the variable coefficient D(x) accurately.
We use a feedforward neural network with four hidden layers composed of 20, 70, 40, 100
neurons respectively. The activation function of the first three layers is set to the standard ReLU
[23], i.e. a piecewise linear function that only outputs positive values: ReLU(x) = max(0, x). For
the last layer, we defined a scaled sigmoid custom activation function given by:
σ˜(x) = ασ(x), σ(x) =
1
1 + exp(−x) , (7)
where α is a constant scalar value chosen to support the possible range of diffusion coefficients;
the purpose being to compensate the range of pure sigmoid function that is limited to (0, 1). Even
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though there exists other activation functions such as SoftPlus that are essentially boundless and
positive, we found that a scaled sigmoid function provides better performance as long as α is chosen
properly to cover the possible range. Otherwise, we observed that the predictions follow the true
profile except close to the upper bound of the scaled sigmoid function where the prediction values
become saturated with values close to α. In each layer, we also added an L1-norm regularization
to improve the results. We used the Adam optimizer [38] with mean absolute error loss function,
and we trained the network for 100 epochs.
Figure 3 depicts the learned diffusion coefficients given a known source term f(x) = sin(pix). We
considered four different cases that cover a broad range of possible functional forms for the variable
coefficient function. The results indicate excellent agreement between predictions and ground truth.
We emphasize that the training is performed on a single snapshot with 100 uniformly distributed
grid points along the x-axis. These results corroborate the applicability of our proposed framework
in learning complex unknown fields from limited data.
3.2. Two spatial dimensions and a moment-based approach
For the two-dimensional case, we examined both a feedforward architecture and a convolutional
neural network to recover the unknown diffusion map. In our experiments, we found that even
though evaluating every pixel value of the hidden fields is computationally very expensive, a CNN
is more robust than a FNN. This is because a CNN promotes construction of smoother manifolds
by application of successive convolutions while a FNN suffers from noisy outputs, unless aided by
proper regularization. Furthermore, to build a FNN we need to flatten the coordinates into large
one-dimensional arrays that substantially increases the training time and the number of unknown
parameters. This is because in a convolutional layer one only optimizes for a single kernel per
channel (as well as the bias parameters), which amounts to exponentially less unknown parameters.
We conclude that a direct reconstruction strategy is not the best strategy when treating inverse
problems in higher dimensions. In what follows, we propose an alternative approach to tackle this
challenge.
The method presented in section 3.1 relies on the idea of reconstructing every pixel value for
unknown fields directly. Alternatively, one can decompose the hidden fields into a finite number of
eigenfunctions and search for their optimal coefficients. This is also advantageous from a physics
point of view, for that domain’s knowledge of hidden fields can be naturally formulated in terms
of basis functions into this framework. One such family of series expansions are the moment-based
methods that have been largely exploited in image reconstruction [37, 5, 53, 3]. In particular, Zernike
moments [72] provide a linearly independent set of polynomials defined on the unit circle/sphere in
two/three spatial dimensions. Zernike moments are well-suited for such a task and are commonly
used for representing optical aberration in astronomy and atmospheric sciences [54], for image
reconstruction and for enhanced ultrasound focusing in biomedical imaging [16, 45, 35].
Zernike moments are advantageous over regular moments in that they intrinsically provide
rotational invariance, higher accuracy for irregular patterns, and are orthogonal, which reduces
information redundancy in the different coefficients. Zernike polynomials capture deviations from
zero mean as a function of radius and azimuthal angle. Furthermore, the complete set of orthogonal
bases provided by Zernike moments can be obtained with lower computational precision from input
data, which enhances the robustness of the reconstruction procedure.
Odd and even Zernike polynomials are given as a function of the azimuthal angle θ and the
radial distance ρ between 0 and 1 measured from the center of image,[
Zonm(ρ, θ)
Zenm(ρ, θ)
]
= Rnm(ρ)
[
sin(mθ)
cos(mθ)
]
,
with
Rnm(ρ) =
{∑(n−|m|)/2
l=0
(−1)l(n−l)!
l![(n+|m|)/2−l]![(n−|m|)/2−l]!ρ
n−2l for n−m even,
0 for n−m odd,
7
(a) 0.5 cos(2pix) + 0.5 (b) 0.25 sin(pix) + 1 + x2
(c) 0.5 exp(x2) (d) 2(1 + x)(1− x) + 2 sin(3pix)2
Figure 3: Discovered variable diffusion coefficients in the one dimensional case of section 3.1.
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n |m| Rnm Zonm Zenm Aberration/Pattern
0 0 1 0 1 Piston
1 1 ρ ρ sin(θ) ρ cos(θ) Tilt
2 0 2ρ2 − 1 0 2ρ2 − 1 Defocus
2 ρ2 ρ2 sin(2θ) ρ2 cos(2θ) Oblique/Vertical Astigmatism
3 1 3ρ3 − 2ρ (3ρ3 − 2ρ) sin(θ) (3ρ3 − 2ρ) cos(θ) Vertical/Horizontal Coma
3 ρ3 ρ3 sin(3θ) ρ3 cos(3θ) Vertical/Oblique Trefoil
4 0 6ρ4 − 6ρ2 + 1 0 6ρ4 − 6ρ2 + 1 Primary Spherical
2 4ρ4 − 3ρ2 (4ρ4 − 3ρ2) sin(2θ) (4ρ4 − 3ρ2) cos(2θ) Oblique/Vertical Secondary Astigmatism
4 ρ4 ρ4 sin(4θ) ρ4 cos(4θ) Oblique/Vertical Quadrafoil
Table 2: First 15 odd and even Zernike polynomials according to Noll’s nomenclature. Here, the ordering is deter-
mined by ordering polynomial with lower radial order first, cf. [74].
where n and m are integers with n ≥ |m|. A list of radial components is given in table 2 (from
[73]). For an extensive list of Zernike polynomials in both two and three spatial dimensions, we
refer the interested reader to [46]. Furthermore, each Zernike moment is defined by projection of
the hidden field f(x, y) on the orthogonal basis,[
Anm
Bnm
]
=
n+ 1
2mnpi
∫
x
∫
y
f(x, y)
[
Zonm(x, y)
Zenm(x, y)
]
dxdy, x2 + y2 ≤ 1,
where for m = 0, n 6= 0 we defined 0n = 1/
√
2 and mn = 1 otherwise. Finally, superposition of
these moments expands the hidden field in terms of Zernike moments:
fˆ(x, y) =
Nmax∑
n=0
n∑
|m|=0
[
AnmZ
o
nm(r, θ) +BnmZ
e
nm(r, θ)
]
. (8)
3.2.1. Semantic autoencoder for inverse-PDE problems
In order to identify the coefficients in the Zernike expansion (8) for hidden fields, we use a
semantic autoencoder architecture with Zernike moments being represented by the code at the
bottleneck of the autoencoder. Figure 4 illustrates the architecture for the proposed semantic
autoencoder. As a test problem, we consider the Poisson equation
∇ · (D(x)∇u) = −f(x), (9)
in a rectangular domain, with Dirichlet boundary conditions.
Discretization. In our architecture, we used the standard 5-point stencil finite difference
discretization of the Poisson equation in the solver layer, i.e.
Di−1/2,jui−1,j − (Di−1/2,j +Di+1/2,j)ui,j +Di+1/2,jui+1,j
∆x2
+
Di,j−1/2ui,j−1 − (Di,j−1/2 +Di,j+1/2)ui,j +Di,j+1/2ui,j+1
∆y2
+ fi,j = 0,
and we use the linear algebra solvers implemented in TensorFlow to solve for the solution field.
Architecture. In the training process of a CNN, the kernels are trained at each layer such
that several feature maps are extracted at each layer from input data. The CNN is composed of
3 convolutional blocks with 32, 64, 128 channels respectively and kernel size 3 × 3. Moreover, we
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Figure 4: Architecture of the semantic autoencoder to infer hidden fields. Zernike moments are discovered
at the bottleneck of the architecture.
use the MaxPooling filter with kernel size (2, 2) after each convolutional block to downsample the
feature maps by calculating the maximum values of each patch within these maps. We use the ReLU
activation function in the convolutional layers, followed by a Sigmoid activation in dense layers and
a scaled Sigmoid activation at the final layer,
σ˜(x) = Dmin + (Dmax −Dmin)σ(x), (10)
such that the actual values of the diffusion coefficient are within the range (Dmin, Dmax), known
from domain specific knowledge. After each dense layer, we apply Dropout layers with a rate of
0.2 to prevent overfitting [28, 66] (a feature that is most useful in estimating the inverse transform
operator) and avoid low quality local minima during training.
3.2.2. Solving the inverse Poisson problem in two spatial dimensions
We use two test cases to assess the performance of the proposed solution in two spatial dimen-
sions:
Case I. A tilted plane. In the first example we consider a linear diffusion model given by
D(x, y) =
√
2 + 0.1(y − x)
with the boundary condition function uBC and the source field f are given by
uBC(x, y) = 0.01 cos(pix) cos(piy) and f(x, y) = sin(pix) cos(piy)
Figure 5 depicts the results obtained by the proposed scheme. The diffusion map is discovered with
a maximum relative error of only 2%, while the error in the solution field is 1%. It is noteworthy
to mention that the accuracy of the results in this architecture are influenced by the accuracy of
the discretizations used in the solver layer. While we used a second-order accurate finite difference
discretization, it is possible to improve these results by using higher order discretizations instead.
We leave such optimizations to future work.
Case II. superimposed Zernike polynomials. We consider a more complicated hidden
diffusion field given by
D(x, y) = 4 + a0 + 2a1x+ 2a2y +
√
3a3(2x
2 + 2y2 − 1).
The boundary condition function uBC and the source field f are given by
uBC(x, y) = cos(pix) cos(piy) and f(x, y) = x+ y.
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(a) Comparison of learned (left) versus true diffusion coefficient (right).
(b) Learned solution. (c) True solution.
(d) Error in learned solution u− uˆ. (e) Error in learned diffusion coefficient.
Figure 5: Results for the two dimensional linear case.
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(a) Learned diffusion. (b) True diffusion.
(c) Learned solution. (d) True solution.
(e) Error in learned solution u− uˆ. (f) Error in learned diffusion coefficient.
Figure 6: Results in the two dimensional parabolic case.
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Figure 6 illustrates the performance of the proposed Zernike-based network using a mean absolute
error measure for the loss function. We trained the network for 100 epochs using an Adam optimizer.
Resilience to noise. We also assess the performance of our scheme on noisy datasets. We
consider a Gaussian noise with standard deviation 0.025 superimposed to the solution field. Figure
7 depicts the solution learned from a noisy input image. The network succeeds in discovering the
diffusion field with comparable accuracy as in the noise-free case. Interestingly, this architecture
naturally removes the added noise from the learned solution, a feature that is similar to applying
a low-pass filter on noisy images.
3.3. Learning the inverse transform
In the previous sections, we have applied BiPDE to find the variable diffusion coefficient from a
single input image. Another interesting feature of the proposed semantic autoencoder architecture
is its ability to train neural networks in order to discover the inverse transform for the underlying
hidden fields in a self-supervised fashion. In this view, the trained encoder learns the inverse
transform function that outputs the hidden parameters given a solution field as input. In this
scenario, the network learns the inverse transform, T−1, defined as Dˆ = T−1(u). In this section
we train an encoder over an ensemble of solution images that learns to estimate hidden Zernike
moments of diffusion coefficient underlying unseen solution fields.
3.3.1. one dimensional inverse transform
We build a one dimensional semantic autoencoder using 3 feedforward layers with 100, 40, and
2 neurons respectively. We used the ReLU activation function for the first two layers and a Sigmoid
activation function for the last layer representing the hidden parameters. A linear solver is then
stacked with this encoder. However, the diffusion map is internally reconstructed using the hidden
parameters before feeding the output of the encoder to the solver. We emphasize that in this
example, we input the solution fields directly into the network instead of the coordinates.
As a test problem, we consider the one dimensional Poisson problem with a generic linear form
for the diffusion coefficient,
D(x) = 1 + a0 + a1x.
We consider identical left and right Dirichlet boundary conditions of 0.2 for all images and let the
source term be f(x) = sin(pix). We consider random diffusion coefficients a0 and a1 with a uniform
distribution in [0.25, 0.75] and we generate 1000 solutions over the domain x ∈ [−1, 1]. We train
a semantic autoencoder over 900 images from this dataset and validate its performance over the
remaining 100 images using a mean absolute error loss function for 1000 epochs. We used a batch
size of 100 in our experiments using the Adam optimizer. Figure 8 compares the learned and the
true coefficients over two independent test samples containing 1000 solutions, with and without
a Gaussian noise with standard deviation 0.025, i.e. amounting to < 13% added noise over the
images. We hypothesise that the observed discrepancies, even though at ∼ 10% for a0 and a1,
partially stem from the relatively small sample size in our experiments and could be improved by
enlarging it. Furthermore, the predicted values for a0 exhibit a systematic increase towards the
lower and upper bounds on output of the Sigmoid activation function, and hence may be improved
by properly scaling the activation functions for the last layer. This hypothesis is also supported by
the improved accuracy at the middle of output range, i.e. around a0, a1 ∼ 0.5, indicative of the
influence of the Sigmoid activation function used in the last layer.
3.3.2. Two dimensional inverse transform
We consider an example of variable diffusion coefficients parametrized as D(x, y) = 1 + a1x,
with a1 randomly chosen in range a1 ∈ [0.05, 0.95]. The equations are solved on a square domain
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(a) Learned diffusion. (b) True diffusion.
(c) Learned solution. (d) Noisy input solution.
(e) Error in learned solution u− uˆ. (f) Error in learned diffusion coefficient.
Figure 7: Results in the two dimensional case with added noise. After 300 epochs the network discovers
the hidden diffusion field with a maximum relative error of 5%. Interestingly the learned solution is resilient
to added noise and the network approximates a noise-free solution.
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(a) comparison of learned and true values for a0 (b) comparison of learned and true values for a1
(c) comparison of learned and true values for a0 with
added noise
(d) comparison of learned and true values for a1 with
added noise
Figure 8: The top panel depicts the performance of the semantic-autoencoder over 1000 randomly chosen
one-dimensional images after 100 epochs. The bottom panel depicts performance of the trained network
on the same dataset but with added Gaussian noise with standard deviation 0.025 to our test sample. The
hidden diffusion coefficient is D(x) = 1 + a0 + a1x.
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(a) Without noise. (b) With Gaussian noise.
Figure 9: Left figure depicts performance of semantic-autoencoder over 1000 randomly chosen 2D images
after 100 epochs, and the right panel shows performance of the same network on noisy images given a
Gaussian noise with standard deviation 0.025.
Ω ∈ [− 1√
2
, 1√
2
]2 governed by the Poisson equation:
∇ · ([1 + a1x]∇u)+ x+ y = 0, (x, y) ∈ Ω,
uBC = cos(pix) cos(piy), (x, y) ∈ ∂Ω.
We trained our autoencoder over 900 generated solutions with randomly chosen parameter a1
and validated its performance on 100 independent solution fields for 100 epochs using a mean
absolute error loss function. Then we tested the trained model over another set of 1000 images
with randomly generated diffusion maps independent of the training dataset. Furthermore, we
repeated this exercise over 1000 images with added Gaussian noise with standard deviation 0.025.
In each case, the learned parameters are in good agreement with the true values, as illustrated in
figure 9. We note that in two spatial dimensions, learning additional hidden parameters requires
convolutional layers with higher number of channels in order to discover the independent signatures
of each unknown parameter on the solution field; this subsequently makes training more expensive.
Therefore, in this example we only considered a single unknown parameter to demonstrate the
applicability of this approach in two spatial dimensions.
4. BiPDEs for dynamic problems
High resolution data-sets describing temporal evolution of complex systems at multiple length
scales are increasingly accessible from advanced multi-scale numerical simulations (see e.g. [48,
47]). These advances have become possible partly due to recent developments in discretization
techniques for nonlinear partial differential equations with sharp boundaries (see e.g. the reviews
[22, 21]). These applications repose on principled and high precision algorithms for approximating
the governing equations. The wealth of such advanced numerical discretization techniques can be
integrated with BiPDEs to reliably infer parameters of effective models from complex datasets while
benefiting from the robustness, accuracy and predictability of modern numerical methods.
In this section, we demonstrate the applicability of BiPDEs on time-dependent nonlinear partial
differential equations, and we use those results to illustrate the consistency and accuracy of the
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proposed framework. Similar to previous works [58], we consider the nonlinear Burgers’ equation
in one spatial dimension,
∂u
∂t
+ u
∂u
∂x
= ν
∂2u
∂x2
x ∈ [−1, 1], t ∈ [0, 1) (11)
u(−1, t) = u(1, t) = 0 u(x, 0) = − sin(pix) (12)
where ν = 1/Re with Re being the Reynold’s number. Notably, Burgers’ equation is of great
practical significance for understanding evolution equations as it is nonlinear. Burgers’ equation
has been used as a model equation for the Navier-Stokes equations and by itself can be used to
describe shallow water waves [15], turbulence [8], traffic flow [49], and many more.
4.1. BiPDE on regular grids using finite differences
In our design we adopted the 6th-order compact finite difference scheme proposed by Sari and
Gurarslan (2009) [60] for its simplicity of implementation, its high accuracy and because it leads to
a linear system with narrow band and subsequently ensures computational efficiency. This scheme
combines a tridiagonal2 sixth-order compact finite difference scheme (CFD6) in space with a low-
storage third-order accurate total variation diminishing Runge-Kutta scheme (TVD-RK3) for its
time evolution ([63]). In particular, the high-order accuracy associated with this discretization
provides highly accurate results on coarse grids. This is an important aspect of BiPDEs as a data-
efficient inverse solver, which stems from their capacity to seamlessly blend highly accurate and
sophisticated discretization methods with deep neural networks.
The first-order spatial derivatives are given at intermediate points by
αu′i−1 + u
′
i + αu
′
i+1 = b
ui+2 − ui−2
4h
+ a
ui+1 − ui−1
2h
, i = 3, · · · , N − 2 (13)
where
a =
2
3
(α+ 2), b =
1
3
(4α− 1), (14)
and h = xi+1 − xi is the mesh size, with grid points identified by the index i = 1, 2, · · · , N . For
α = 1/3 we obtain a sixth order accurate tridiagonal scheme. The boundary points (for non-periodic
boundaries) are treated by using the formulas [19, 60],
u′1 + 5u
′
2 =
1
h
[
− 197
60
u1 − 5
12
u2 + 5u3 − 5
3
u4 +
5
12
u5 − 1
20
u6
]
2
11
u′1 + u
′
2 +
2
11
u′3 =
1
h
[
− 20
33
u1 − 35
132
u2 +
34
33
u3 − 7
33
u4 +
2
33
u5 − 1
132
u6
]
2
11
u′N−2 + u
′
N−1 +
2
11
u′N =
1
h
[
20
33
uN +
35
132
uN−1 − 34
33
uN−2 +
7
33
uN−3 − 2
33
uN−4 +
1
132
uN−5
]
5u′N−1 + u
′
N =
1
h
[
197
60
uN +
5
12
uN−1 − 5uN−2 + 5
3
uN−3 − 5
12
uN−4 +
1
20
uN−5
]
This can be easily cast in the matrix form
BU ′ = AU (15)
where U = [u1, u2, · · · , uN ]T is the vector of solution values at grid points. Furthermore, second
order derivatives are computed by applying the first-order derivatives twice3,
BU ′′ = AU ′ (16)
2Tridiagonal systems of equations can be obtained in O(N) operations.
3From implementation point of view this is a very useful feature of this scheme, because A and B are constant ma-
trices that do not change through training it is possible to pre-compute them using numpy’s [51] basic data structures,
and then simply import the derivative operators into TensorFlow’s custom solver layer using tf.convert to tensor()
command.
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Burgers’ equation are thus discretized as:
dU
dt
= LU, LU = ν U ′′ − U ⊗ U ′, (17)
where ⊗ is the element-wise multiplication operator and L is a nonlinear operator. We use a low
storage TVD-RK3 method to update the solution field from time step k to k + 1,
U (1) = Uk + ∆tLUk (18)
U (2) =
3
4
Uk +
1
4
U (1) +
1
4
∆tLU (1) (19)
Uk+1 =
1
3
Uk +
2
3
U (2) +
2
3
∆tLU (2) (20)
with a CFL coefficient of 1. Note that this method only requires two storage units per grid point,
which is useful for large scale scientific simulations in higher dimensions.
• Architecture. We used a semantic BiPDE with a specialized protocol for training. Obvi-
ously, one can choose a single neuron to represent the unknown parameter ν and in a few
iterations an approximate value can be achieved. However, our goal is to train a general pur-
pose encoder that is capable of predicting the unknown value from an input solution pair with
arbitrary values of ν and without training at new observations (cf. see part 4.3). Therefore,
we consider a semantic BiPDE that is composed of a feedforward encoder with 3 layers of
80, 40, 20 neurons respectively, with tanh activation function and Adam optimizer. We use a
mean absolute error measure for the loss function.
• Training protocol. For training, we first solve Burgers’ equation for M time steps, then we
construct two shifted solution matrices that are separated by a single time step, i.e.,
U−1 = [U1 U2 · · · UM−1] U+1 = [U2 U3 · · · UM ] (21)
Basically, one step of TVD-RK3 maps a column of U−1 to its corresponding column in U+1
given an accurate prediction for the hidden parameter. Hence, a semantic BiPDE is trained
with U−1 and U+1 as its input and output respectively. The unknown diffusion coefficient is
discovered by the code at the bottleneck of the architecture.
• Numerical setup. We consider νtrue = 0.01/pi and integrate Burgers’ equation up to tfinal =
0.2, which suffices to accurately discover the unknown parameter; the ultimate merit of an
inverse algorithm is the to recover the unknown parameters from least amount of data.
• Accuracy tests. First, we perform a sensitivity analysis for 500 epochs with different num-
bers of spatial grid points, as well as different time steps. In each case, we measure the error
between the learned value of ν with its true value νtrue = 0.01/pi. Due to random initializa-
tion of the network parameters, every training provides a slightly different result (fluctuations
with ∼ 1% standard deviation) in the unknown parameter; we thus repeat every experiment
(Nx,∆t) pair 5 times. Figure 10 depicts the average relative error of the learned values as
well as the standard deviation of our 105 experiments. We observe that for Nx > 40, the
hidden value is recovered up to 1% in relative error; increasing the number of grid points (i.e.
the resolution) or decreasing the time step improves the accuracy up to the best accessible
accuracy provided by the current fixed architecture and optimization strategy.
4.2. Meshless BiPDE: Multi-Quadratic Radial Basis Functions
Not only direct computations of partial derivatives from noisy data is extremely challenging, in
many real world applications, measurements can only be made on scattered point clouds. Tikhonov
regularization type approaches have been devised to avoid difficulties arising from high sensitivity of
differencing operations on noisy data [13, 10, 67]; for neural network based approaches, see [44, 62].
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(a) Average relative error. (b) Standard deviation of relative error.
Figure 10: Sensitivity analysis of the proposed framework on finding the unknown value of νtrue = 0.01/pi
in Burgers’ equation at different levels of resolution.
Recently, Trask et al. [70] have proposed an efficient framework for learning from unstructured data
that is based on the Generalized Moving Least Squares (GMLS) technique. They show performance
of GMLS-Nets to identify differential operators and to regress quantities of interest from unstruc-
tured data fields. Another interesting approach had been put forth in the late 80s by [7, 52] that
designed neural networks based on Radial Basis Functions (RBF) to perform functional interpo-
lation tasks. In these networks, the activation function is defined as the radial basis function of
interest and the training aims to discover the weights of this network, which interestingly coincide
with the coefficients in the corresponding radial basis expansion.
Since the early 70s, RBFs have been used for highly accurate interpolation from scattered data.
In particular, Hardy [24] introduced a special kind of RBF called the multiquadratic series expansion,
that provides superior performance in terms of accuracy, stability, efficiency, simplicity and memory
usage [18]. Kansa (1990) [33, 34] pioneered the use of radial basis functions to solve time dependent
partial differential equations through deriving a modified multi-quadratic scheme. In 1998, Hon
and Ma [30] applied multiquadratics as a spatial discretization method for the nonlinear Burgers’
equation and solved it for a wide range of Reynold’s numbers (from 0.1 to 10,000). Their scheme was
later enhanced to second-order accuracy in time by Xie and Li (2013) [75] via introducing a compact
second-order accurate time discretization. Interestingly, the accuracy of these mesh-free methods
can be improved by fine-tuning distributions of collocation points or their shape parameters. For
example, Hon and Mao devised an adaptive point to chase the peak of shock waves, which improved
their results. Fortunately, such fine-tuning of parameters can be automated using BiPDE networks;
we demonstrate this in this section.
We chose to blend the second-order accurate method of Xie and Li, briefly described next and
we leave further details to their original paper [75]. Initially, one can represent a distribution u(x)
in terms of a linear combination of radial basis functions,
u(x) ≈
Ns∑
j=0
λjφj(x) + ψ(x), x ∈ Ω ⊂ Rdim, (22)
where φ(x) is the radial basis function that we adopt,
φj(x) =
√
r2j + c
2
j , r
2
j = ||x− xj ||22, (23)
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and cj is the shape parameter that has been experimentally shown to follow cj = Mj + b with
j = 0, 1, · · · , Ns (Ns is number of seed points). Moreover M and b are tuning parameters for which
we train a semantic BiPDE to discover them on-the-fly. In equation (22), ψ(x) is a polynomial to
ensure solvability of the resulting system when φj is only conditionally positive definite. To solve
PDEs, one only needs to represent the solution field with an appropriate form of equation (22). In
the case of Burgers’ equation the solution at any time step n can be represented by
un(x) ≈
Ns∑
j=0
λnj φj(x) + λ
n
Ns+1x+ λ
n
Ns+2 (24)
over a set of reference points for the basis functions that are given by xj = j/Ns, j = 0, 1, · · · , Ns.
Xie and Li derived the following compact second-order accurate system of equations[
1 +
∆t
2
unx(xˆj)
]
un+1(xˆj) +
∆t
2
un(xˆj)u
n+1
x (xˆj)−
ν∆t
2
un+1xx (xˆj) = u
n(xˆj) +
ν∆t
2
unxx(xˆj) (25)
over a set of Nd + 1 distinct collocation points xˆj = (1 + j)/(Nd + 2) with j = 0, 1, · · · , Nd. Two
more equations are obtained by considering the left and right boundary conditions un+1(xL) =
un+1(xR) = 0. Note that spatial derivatives are directly computed by applying derivative operator
over equation (24). At every time step, one solves for the N+3 coefficients λn0 , · · · , λnN+2, while the
spatial components of the equations remain intact (as long as points are not moving). The solution
is obtained over the initial conditions given by u0(xˆj).
For implementation purposes, we represent the system of equations (25) in a matrix notation
that is suitable for tensorial operations in TensorFlow. To this end, we first write equation (24) as
Un(xˆ) = A(xˆ)Λn, (26)
where
Un(Nd+1)×1 =

un(xˆ0)
un(xˆ1)
...
un(xˆNd)
 , Λn(Ns+1)×1 =

λn0
λn1
...
λnNs
 , (27)
[
Aij(xˆ)
]
(Nd+1)×(Ns+1)
=
[
φj(xˆi)− φj(xL)− φj(xR)− φj(xL)
xR − xL (xˆi − xL)
]
, (28)
with i = 0, 1, · · · , Nd and j = 0, 1, · · · , Ns. Note that we already injected the homogeneous bound-
ary conditions into equation (26). Therefore, equation (25) can be written as,[
A+ (gx 1
T )⊗A+ (g 1T )⊗Ax − ν∆t
2
Axx
]
Λn+1 =
[
A+
ν∆t
2
Axx
]
Λn, (29)
where 1T = [1, 1, · · · , 1]1×(Ns+1), ⊗ is component-wise multiplication, and
g =
∆t
2
AΛn, gx =
∆t
2
AxΛ
n, (30)
(Ax)ij = φ
′
j(xˆi)−
φj(xR)− φj(xL)
xR − xL , (Axx)ij = φ
′′
j (xˆi). (31)
• Architecture. Note that both the collocation points and the interpolation seed points can
be any random set of points within the domain and not necessarily a uniform set of points as
we chose above. In fact, during training we allow BiPDE to find a suitable set of interpolation
points as well as the shape parameters on its own, while the input data is calculated using
aforementioned uniform points and shape parameters (and later interpolated on a random
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point cloud to produce another sample of solutions on unstructured grids for training). Thus,
in our architecture the last layer of the encoder has 2Ns + 1 neurons with sigmoid activation
functions representing the 2Ns shape parameters and seed points, as well as another neuron
for the unknown diffusion coefficient. Note that for negative coordinates we simply use the
negative value of Ns number of activation functions in the solver layer. We use the mean
squared error between data and predicted solution at time-step n+p as the loss function. We
used the Adam optimizer to minimize the loss function.
• Training protocol. As in the previous case, we apply successive steps of MQ-RBF scheme
to march the input data forward to a future time step. Not surprisingly, we observed that
taking higher number of steps improves the results because erroneous guess of the diffusion
coefficient leads to more pronounced discrepancy after longer periods of time. Hence, we map
the data U−p to U+p, which is p time-steps shifted in time,
U−p = [U1, U2, · · · , UM−p] U+p = [U1+p, U2+p, · · · , UM ] (32)
In our experiments a value of p = 10 was sufficient to get satisfactory results at the absence
of noise. However, at the presence of Gaussian noise and for smaller values of the diffusion
coefficient (such as for νtrue = 0.01/pi) we had to increase the shift parameter to p = 100.
• Numerical setup. Once again, we let νtrue = 0.01/pi ≈ 0.00318 and integrate Burgers’
equation up to tf = 0.2 with a fixed time step of ∆t = 0.001. We use the finite difference
method of the previous section to generate the datasets. We then interpolate the solution
on 80 data points, uniformly distributed in the range (−1, 1) with 20 interpolation seed
points. For this experiment, we set the batch size to 1. We trained the network using
Adam optimizer. The results after 50 epochs are given in figure 11. Interestingly, for every
pair of input-output, the network discovers a distinct value for the diffusion coefficient that
provides a measure of uncertainty for the unknown value. We report the average value of all
diffusion coefficients as well as the probability density of these values. We observe that for all
pairs of solutions, the predicted value for the diffusion coefficient is distributed in the range
0.00305 ≤ νˆ ≤ 0.00340 with an average value of < νˆ >= 0.00320, which is in great agreement
with the true value, indeed with 0.6% relative error. Interestingly, we observe that the BiPDE
network has learned to concentrate its interpolation seed points around the origin where the
solution field varies more rapidly. Furthermore, around x = ±0.5, the interpolation points
are more sparse, which is in agreement with the smooth behavior of the solution field at these
coordinates. Therefore, this network may be used as an automatic shock tracing method to
improve numerical solutions of hyperbolic problems with shocks and discontinuities as was
shown by Hon and Ma.
• Resilience to noise on unstructured grids. We consider several cases to assess robustness
to noise. In each case, we pick 80 randomly distributed points along the x-axis and linearly
interpolate the solution field on this set of points; hence with second-order interpolation
accuracy. Then, we add a Gaussian noise with a given standard deviation. This noisy and
unstructured data field is then fed into the MQ-RBF based BiPDE of this section. We use a
batch size of 10, with 10% of each sample for validation during training. A summary of our
results follows:
1. Let νtrue = 0.1/pi, p = 10, Nd = 80, Ns = 20, ∆t = 0.001, and consider a Gaussian noise
with a standard deviation of 1%. After 100 epochs, we obtain the results in figure 12.
2. Let νtrue = 0.1/pi, p = 100, Nd = 200, Ns = 20, ∆t = 0.001, and consider a Gaussian
noise with a standard deviation of 5%. After 150 epochs, we obtain the results in figure
13.
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(a) True solution generated by finite differences (input
data).
(b) Learned solution generated by MQ-RBF BiPDE
(output data).
(c) Error in solution. (d) Discovered seeds and shape parameters.
(e) Distribution of diffusion coefficients. (f) Evolution of mean squared error during training.
Figure 11: Results of applying the RBF-BiPDE to Burgers’ equation with a true diffusion coefficient of
νtrue = 0.003183. The average value of the predicted diffusion coefficients is νˆ = 0.00320.
22
(a) True solution generated by finite differences and
with added noise. Solution is interpolated on a ran-
dom grid.
(b) Learned solution generated by MQ-RBF BiPDE
(output data).
(c) Error in solution. (d) Discovered seeds and shape parameters. Er-
ror bars indicate one standard deviation.
(e) Probability density of diffusion coefficients. (f) Evolution of mean squared error versus number of
epochs.
Figure 12: Results of applying the RBF-BiPDE to Burgers’ equation with a true diffusion coefficient of
νtrue = 0.03183. The average value of the predicted diffusion coefficients is νˆ = 0.0331. The data is provided
on a scattered point cloud with added Gaussian noise with 1% standard deviation.
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(a) True solution generated by finite differences and
with added noise. Solution is interpolated on a ran-
dom grid.
(b) Learned solution generated by MQ-RBF BiPDE
(output data).
(c) Error in solution. (d) Discovered seeds and shape parameters. Er-
ror bars indicate one standard deviation.
(e) Probability density of diffusion coefficients. (f) Evolution of mean squared error versus number of
epochs.
Figure 13: Results of applying the RBF-BiPDE to Burgers’ equation with a true diffusion coefficient of
νtrue = 0.03183. The average value of the predicted diffusion coefficients is νˆ = 0.03160. The data is
provided on a scattered point cloud with added Gaussian noise with 5% standard deviation.
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(a) True solution generated by finite differences and
with added noise. Solution is interpolated on a ran-
dom grid.
(b) Learned solution generated by MQ-RBF BiPDE
(output data).
(c) Error in solution. (d) Discovered seeds and shape parameters. Er-
ror bars indicate one standard deviation.
(e) Probability density of diffusion coefficients. (f) Probability density of diffusion coefficients.
Figure 14: Results of applying the RBF-BiPDE to Burgers’ equation with a true diffusion coefficient of
νtrue = 0.003183. The average value of the predicted diffusion coefficients is νˆ = 0.00352. The data is
provided on a scattered point cloud with added Gaussian noise with 1% standard deviation.
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< νˆ > ∆t = 0.001 ∆t = 0.0005 ∆t = 0.00025
# epochs 50 25 12
Nx = 80 0.03173± 3.4× 10−4 0.03196± 4.2× 10−4 0.03188± 2.8× 10−4
Nx = 160 0.03186± 5.8× 10−5 0.03191± 3.6× 10−4 0.03137± 1.2× 10−4
Table 3: Discovered values of the diffusion coefficient for νtrue = 0.03183 at different time steps and grid sizes.
< νˆ > ∆t = 0.001 ∆t = 0.0005 ∆t = 0.00025
# epochs 50 25 12
Nx = 80 0.003326± 5.1× 10−5 0.003162± 2.2× 10−4 0.003155± 1.2× 10−4
Nx = 160 0.003264± 1.0× 10−4 0.003151± 1.3× 10−4 0.003192± 1.2× 10−4
Table 4: Discovered values of the diffusion coefficient for νtrue = 0.003183 obtained with different time steps and
grid sizes.
3. Let νtrue = 0.01/pi, p = 100, Nd = 80, Ns = 20, ∆t = 0.001, and consider a Gaussian
noise with a standard deviation of 1%. After 200 epochs, we obtain the results in figure
14.
4. Let νtrue = 0.01/pi, p = 100, Nd = 200, Ns = 20, ∆t = 0.001, and consider a Gaussian
noise with a standard deviation of 5%. After 150 epochs, we obtain the results in figure
15.
We observe that this architecture is generally robust to noise. However, at higher noise values
require more tuning of hyperparameters, as well as longer training.
• Accuracy tests. We report the values of the discovered diffusion coefficients in the Burgers’
equation for different grid sizes and different time-steps. We use the same setting as that
detailed in the numerical setup part in this section. Particularly, the interpolation seeds are
determined by the network and the training data is on a uniformly distributed set of points
computed by the finite difference method of the previous section. We consider three different
time steps, ∆t = 0.001, 0.0005, 0.00025, and two diffusion coefficients of νtrue = 0.01/pi, 0.1/pi
over grids of size Nx = 80, 160. At each time step, for all experiments with different grid sizes,
we choose to stop the training when the mean squared error in the solution field reaches a
plateau with when increasing number of epochs; this roughly corresponds to 50, 25, 12 epochs
for each of the training time steps, respectively. Furthermore, we use an Adam optimizer with
a learning rate of 0.001.
The results of the accuracy tests are tabulated in tables 3–4. We observe, for all experiments,
that the discovered coefficient is in great agreement with the true values. Due to adaptivity
of the interpolation seed points and their shape parameters for different experiments, the
observed error values do not seem to follow the trend of traditional finite difference methods,
as depicted in previous sections. This could also be due to lower order of accuracy of the
MQ-RBF method, i.e. being a second-order accurate method, compared to the higher-order
accurate finite difference method used in the previous section.
4.3. Estimating the inverse transform with RBF-BiPDEs
As we emphasized before, an exciting advantage of BiPDE is to produce self-supervised pre-
trained encoder models for inverse differential problems that are applicable in numerous applications
where hidden values should be estimated in real-time. We train an encoder over a range of values
ν ∈ [0.1/pi, 1/pi] and assess the performance of the trained model on new data with arbitrarily
chosen ν values. We choose 50 diffusion coefficients that are distributed uniformly in this range,
then integrate the corresponding Burgers’ equation up to tf = 0.2 with a constant time step of
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(a) True solution generated by finite differences and
with added noise. Solution is interpolated on a ran-
dom grid.
(b) Learned solution generated by MQ-RBF BiPDE
(output data).
(c) Error in solution. (d) Discovered seeds and shape parameters. Er-
ror bars indicate one standard deviation.
(e) Probability density of diffusion coefficients. (f) Probability density of diffusion coefficients.
Figure 15: Results of applying the RBF-BiPDE to Burgers’ equation with a true diffusion coefficient of
νtrue = 0.003183. The average value of the predicted diffusion coefficients is νˆ = 0.003677. The data is
provided on a scattered point cloud with added Gaussian noise with 5% standard deviation.
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Figure 16: Topology of data points for training and testing of the semantic BiPDE. Along the ν dimension,
we depict 10 (out of 50) of the selected data points, while along the time dimension we illustrate the actual
8 data points. Training pairs of U−p and U+p are color coded by black and orange dots, respectively; testing
pairs are depicted by blue and red crosses. On the right panel, we illustrate the training data for three
nominal values of the diffusion coefficient, highlighted by green shades. Green arrows indicate the direction
of time.
∆t = 0.0005 on a grid with Nx = 100 grid points using the aforementioned finite difference method.
There are 4000 time steps in each of the 50 different realizations of Burgers’ equation. For a fixed
value of p = 20, we draw 10 solution pairs for each value of ν at uniformly distributed time instances
and discard the first two instances to improve convergence of the network. Hence, the training data
uniformly samples the space of solutions over a 8× 50 grid of (t, ν), as illustrated in figure 16. We
use the resulting 400 pairs in training of a semantic BiPDE, with 320 pairs used for training and
80 pairs for validation.
Architecture. Given an arbitrary input, the signature of the hidden physical parameters will
be imprinted on the data in terms of complex patterns spread in space and time. We use a CNN
layer as a front end unit to transform the input pixels to internal image representations. The CNN
unit has 32 filters with kernel size of 5. The CNN is followed by max pooling with pool size of 2,
which is then stacked with another CNN layer of 16 filters and kernel size of 5 along with another
max pooling layer. The CNN block is stacked with two dense layers with 100 and 41 neurons,
respectively. CNN and dense layers have ReLU and Sigmoid activation functions, respectively.
Overall, there are 42, 209 trainable parameters in the network. Conceptually, the CNN extracts
features on every snapshot that characterizes the evolution of the solution field through time steps
with a proper physical parameter. This parameter is enforced to be the diffusion coefficient through
the PDE solver decoder stage. We train this network for 500 epochs using an Adam optimizer.
Resilience to noise. Even though the encoder is trained on ideal datasets, we demonstrate
a semantic BiPDE still provides accurate results on noisy datasets. In contrast to other methods,
we pre-train the network in a self-supervised fashion on clean data and later we apply the trained
encoder on unseen noisy data4. In figure 17, we provide the performance of this network on training
4Note that the network could also be trained on noisy data as we showed before; however training would take
longer in that case.
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(a) Performance of encoder on training data set. (b) Distribution of interpolation points and shape pa-
rameters discovered by the network.
(c) Performance of the encoder on unseen data. (d) Performance of the encoder on unseen data with
Gaussian noise with standard deviation 0.01.
Figure 17: Semantic autoencoder learns how to discover hidden variables from pairs of solutions. These
results are obtained after 500 epochs on 50 data points along the ν-axis.
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as well as on unseen clean/noisy data-sets. Furthermore, the network determines optimal parame-
ters of the MQ-RBF method by evaluating interpolation seed points as well as their corresponding
shape parameters to obtain the best approximation over all input data.
5. Conclusion
We introduced BiPDE networks, a natural architecture to infer hidden parameters in partial
differential equations describing complex systems, given a limited number of observations. The
main advantage of BiPDEs is their ability to seamlessly incorporate domain specific knowledge. We
showed that this approach is versatile as it can be easily applied to arbitrary static or nonlinear time-
dependent inverse-PDE problems, and is particularly data-efficient. We showed the performance
of this design on multiple inverse Poisson problems in one and two spatial dimensions as well
as on the non-linear time-dependent Burgers’ equation in one spatial dimension. Moreover, our
results indicate BiPDEs are robust to noise and can be adapted for data collected on unstructured
grids by resorting to traditional mesh-free numerical methods for partial differential equations. We
also showed the applicability of this framework to the discovery of inverse transforms for different
inverse-PDE problems.
There are many areas of research that could be further investigated, such as considering diffusion
maps with discontinuities across subdomains, using more sophisticated neural network architectures
for more complex problems, using higher-order numerical solvers and finally tackle more complicated
governing PDE problems with a larger number of unknown fields or in higher dimensions.
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