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Abstract
We propose two parsimonious autoregressive conditional interval-valued (ACI)
models to forecast crude oil prices. The ACI models are a new class of time
series models proposed by Han et al. (2009). They can characterize the dy-
namics of economic variables in both level and range of variation in a unified
framework and hence facilitate informative economic analysis. A minimum
DK-distance estimation method can also simultaneously utilize rich informa-
tion of level and range contained in interval-valued observations, thus enhanc-
ing parameter estimation efficiency and model forecasting ability. Compared
to other existing methods, the ACI models deliver significantly better out-of-
sample forecasts, not only for interval-valued prices but also for point-valued
highs, lows, and ranges. In particular, we find that the oil price range in-
formation is more valuable than the oil price level information in forecasting
crude oil prices, which is consistent with observed facts of price movements
in crude oil markets. We also find that speculation has predictive power for
oil prices in our interval framework.
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1. Introduction
A large number of econometric models have been proposed to forecast
crude oil prices (e.g., Kaufmann, 1995; Kaufmann et al., 2004, 2008; Ye
et al., 2002; Ye et al., 2005; Morana, 2001; Knetsch, 2007; Yu et al., 2008;
Hamilton, 2009a,b; Chevillon & Rifflart, 2009; Alquist & Kilian, 2010; Wang
& Yang, 2010). Close-to-close daily or monthly average point-valued oil prices
are widely used, where a point-valued price observation is obtained for each
time period. Obviously, point-valued data of this kind can capture the level
feature of crude oil prices. However, averaging prices or use of the prices
at the end of each time period, may not be a perfect approach in the sense
that they throw away the oil price variation information within a given time
period.
In practice, a sequence of oil prices is usually available at various time
points (e.g., days) of a given time period (e.g., a month). We can thus collect
the maximum and minimum prices within the given time period, construct-
ing an interval-valued time series. An interval can be characterized by two
pairs of attributes: the lower (low) and upper (high) bound, or equivalently
the midpoint and range. Information of these attributes is quite valuable for
market participants to make decisions about expenditure plans, risk man-
agement and investment. Highs and lows are points of inflection for prices.
Knowing in advance these values is of particular interest. In essence, the
price range gives the width of the band within which the price fluctuates. It
is regarded as a viable measure of variability among many other alternative
measures. This measure has been captured increasing attention in finan-
cial econometrics (e.g., Parkinson, 1980; Chou, 2005; Brownlees & Gallo,
2010). Besides, highs, lows and ranges are popular technical trading indi-
cators, commonly used in the construction of candlestick charts, stochastic
oscillators and channel strategies (Cheung et al., 2009; He et al., 2010).
Many studies in the literature have considered forecasting interval vari-
ables when both the explanatory and dependent variables are interval-valued.
Univariate and bivariate methods were proposed. For a pair of attributes of
interval variables (e.g., midpoint and range), one can estimate a regression
model for one of the attributes (e.g., midpoint) and applies this model to the
other attribute (e.g., range). This one attribute-based estimation method
has been widely used (e.g., Billard & Diaday, 2000; de Carvalho et al., 2004;
Neto & de Carvalho, 2008; Hu & He, 2007; Xu et al., 2008; Cheung et al.,
2009). Alternatively, one can consider separate models for two attributes and
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separately estimate them (e.g., de Carvalho et al., 2004; Maia et al., 2006,
2008; He & Hu, 2007; Neto & de Carvalho, 2008; He et al., 2010). These
two aforementioned methods are classified in the literature as the univari-
ate method, using only one attribute point-valued information in estimating
model parameters. To account for possible interdependence between a pair
of attributes, bivariate modeling and estimation are considered (e.g., Che-
ung et al., 2009; He et al., 2010; Garćıa-Ascanio & Maté, 2010; Arroyo et
al., 2011). In particular, cointegration between highs and lows is usually
found, and thereby vector error correction (VEC) models of highs and lows,
which are the representative of bivariate modeling in the literature, are usu-
ally constructed. Unlike the univariate approach, VEC models can use both
the high and low information jointly to estimate model parameters. He et al.
(2010) find that the VEC model of daily highs and lows of crude oil prices
can significantly improve range forecasts over univariate models that are es-
timated separately. In contrast, Cheung et al. (2009) find the VEC-based
range forecasts cannot beat the univariate model forecasts that are estimat-
ed using the range data only. VEC models tend to suffer from the problem
of overparameterization. Moreover, separately estimated univariate models
and VEC models allow different parameters in the two equations for a given
pair of attributes. These models have many parameters to estimate and thus
may not be preferable for out-of-sample forecasts.
In this paper, we propose two parsimonious autoregressive conditional
interval (ACI) models of monthly crude oil prices, which are estimated by
the minimum DK-distance method proposed in Han et al. (2009). Com-
pared to other existing methods, ACI models and the minimum DK-distance
method have serval features. First, ACI models describe the dynamics of
interval-valued oil price and its relationship with other interval-valued eco-
nomic variables in a parsimonious unified framework. Second, the minimum
DK-distance method can simultaneously utilize both midpoint and range in-
formation to estimate model parameters. In addition, a kernel K is used to
assign the relative weights to the midpoint and range information, thus en-
hancing model parameter efficiency. Moreover, this estimation method, when
choosing a specific kernel, includes the individual models that are estimated
based on only one attribute information. It is found by Han et al. (2009)
that estimation using both midpoint and range information is more efficient
than the one attribute-based estimation method. Hence, more accuracy fore-
cast is expected. On the other hand, the ACI model is more parsimonious
than the VEC model. The overparameterization problem may be alleviated.
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In this paper, we find that more accurate parameter estimation and more
parsimonious modelling provide better forecasts for oil prices.
Our results show that the two ACI models deliver significantly improved
interval and point forecasts over other existing models, including one attribute-
based models, separate models of two attributes, VEC models, a naive in-
terval model and predictive interval forecasts provided by a GARCH model
of monthly average crude oil prices. In particular, we find that the weights
assigned to the range information should be greater than the weights given
to the midpoint information for better forecasts. It is consistent with the fact
that intra-month fluctuation is much higher than the month-to-month level
changes. We also find that speculation has predictive power for oil prices in
our interval models.
This paper is organized as follows. Section 2 describes the data and
presents some basic analysis. Section 3 proposes two ACI models, briefly
introduces the minimum DK-distance method, and reports the in-sample es-
timation results. Section 4 introduces the design of an out-of-sample forecast-
ing competition, including other competing models and forecast evaluation
criteria. Forecasting results are presented in Section 5. Section 6 concludes.
2. Data description and preliminary analyses
The data we will analyze in this paper are the observed monthly interval-
valued WTI crude oil futures prices Ft, which are constructed using daily
closing prices from Energy Information Administration.2 That is, the mini-
mum and maximum daily oil futures prices within a month form a monthly
interval-valued oil price observation in that month. Spanned from January
1993 to December 2008, the daily price data are expressed in log scale.
Figure 1 presents the plots of series of monthly log high (Ht) and log low
(Lt), whereHt and Lt form the interval-valued series of oil price Ft = [Lt, Ht].
Meanwhile, the interval-valued series can be decomposed to another two
point-valued time series, namely the midpoint (Mt =
Ht+Lt
2
) and the range
(Rt = Ht−Lt). The midpoint measures the level of oil prices, and the range
measures the fluctuation of oil prices. Figure 1 shows that ranges have many
sporadic spikes, indicating that price fluctuations are dramatic and frequent
in crude oil markets.














93 94 95 96 97 98 99 00 01 02 03 04 05 06 07 08
L H R
Figure 1: Highs, lows and ranges of the WTI crude oil futures price
Table 1: Some basic statistics
Mt Rt ∆Lt ∆Ht ∆FAt
Mean 3.4018 0.1274 0.0028 0.0047 0.0040
Std. 0.5813 0.0627 0.0913 0.0847 0.0821
Min 2.4450 0.0400 -0.3819 -0.3585 -0.3100
Max 4.8950 0.4500 0.2572 0.2814 0.2000
A summary of statistical characteristics of Mt, Rt and the first differences
of Ht, Lt and the monthly average futures price FAt, is provided in Table 1.
This table shows that the intra-month fluctuation measured by the sample
mean of monthly ranges is about 45 times higher than the month-to-month
change in highs measured by the sample mean of ∆Ht, 26 times higher than
the month-to-month change in lows measured by the sample mean of ∆Lt,
and even 31 times higher than the month-to-month change in monthly av-
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erage price level measured by the sample mean of ∆FAt. These results are
consistent with those for daily highs and lows of WTI crude oil prices in He
et al. (2010), suggesting the range data may contain more information about
oil price movements than the middle point data. On the other hand, the
dispersion of ranges is a little smaller than the changes in highs, lows and
average prices.
Table 2: Cointegration test results
Hypothesis EIGEN TRACE Ht Lt Lag
r = 0 30.21∗∗∗ 30.26∗∗∗ 1
r ≤ 1 0.05 0.05 1
Cointegration parameters 1 -1.0395
Notes: The maximal eigenvalue and trace statistics are presented in the columns
denoted by ‘EIGEN’ and ‘TRACE’ respectively. ‘Lag’ is the lag length in the
VECM. There is no deterministic trend in the data. Asterisks ∗∗∗, ∗∗, and ∗
indicate significance at the 1%, 5% and 10% levels respectively.
Augmented Dickey-Fuller test results find that Ht and Lt are nonstation-
ary in levels but stationary in first differences.3 Following He et al. (2010)
and Cheung et al. (2009), we test whether there exists cointegration between
Ht and Lt. Table 2 presents the results of Johansen’s trace and maximal
eigenvalue tests. Cointegration of rank 1 is present between Ht and Lt, and
the lagged error correction term ECt−1 contains valuable information for
future movement of crude oil prices.
In order to forecast future crude oil prices, we include an explanatory
variable called speculation SPEt, which is based on weekly data of long
positions held by non-commercials of oil, gasoline and heating oil in the fu-
tures market of NYMEX. The data is sourced from U.S. Commodity Futures
Trading Commission (CFTC). Minimum and maximum weekly positions for-
m a monthly interval-valued speculation observation in a given month. The
point-valued speculation, average either at monthly or weekly level, has been
shown to be significant in explaining the dynamics of crude oil prices in Wang
3These results are not reported here for space, but they are available from the authors
upon request.
6
(2003), Merino & Ortiz (2005) and Bu & He (2010). It is possible that specu-
lation interval variable is also useful for forecasting oil price interval. This is
confirmed in this paper. A number of other variables, like surplus production
capacity and OECD petroleum inventory, may be also helpful to forecast oil
prices, but we do not consider them in this paper.
3. ACI models of crude oil prices
In this paper, we propose two autoregressive conditional interval (ACI)
models of crude oil prices:
∆Ft = α0 + β0I0 + γ1ECt−1 + γ2∆Ft−1 + ut, (1)
and
∆Ft = α0 + β0I0 + γ1ECt−1 + γ2∆Ft−1 + γ3∆SPEt−2 + ut, (2)
where I0 = [−12 ,
1
2
] is a constant unit interval, and α0 + β0I0 is a constant
interval intercept where α0 determines its midpoint and β0 determines its







interval-valued error correction term, which ensures that ECt−1 has the same
coefficient in the midpoint equation (5) and the range equation (6); SPEt is
the interval-valued speculation; ut is a an interval regression disturbance.
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Model (1) is an extension of the conventional point-valued autoregressive
models. It only includes lagged crude oil prices, while model (2) additionally
includes lagged of speculation. Thus, the predictability of speculation can be
evaluated by comparing models (1) and (2). As shown in Section 2, the error
correction term ECt is useful to explain movements of both highs and lows.
Its information may be still useful in forecasting oil price intervals. Thus, we
include its corresponding interval-valued variable ECt in our interval models.
Since an interval can be characterized by its attributes of high and low,
or equivalently by midpoint and range, we can derive two groups of point-
valued models from an interval model. Take model (2) for example. A group
of high and low models can be derived from model (2):






γ1ECt−1 + γ2∆Lt−1 + γ3L∆SPE,t−2 + uL,t, (3)
4∆ denotes the first difference in the sense of Hukuhara. For example, ∆Ft = [Ht −
Ht−1, Lt − Lt−1].
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and






γ1ECt−1 + γ2∆Ht−1 + γ3H∆SPE,t−2 + uH,t, (4)
where L∆SPE,t and H∆SPE,t are the lower and upper bounds of SPEt respec-
tively; uL,t and uH,t are the lower and upper bounds of ut respectively. By
simple arithmetics, we can derive another group of point-valued models for
midpoint and range:
∆Mt = α0 + γ1ECt−1 + γ2∆Mt−1 + γ3M∆SPE,t−2 + uM,t, (5)
and
∆Rt = β0 + γ1ECt−1 + γ2∆Rt−1 + γ3R∆SPE,t−2 + uR,t, (6)
whereM∆SPE,t and R∆SPE,t are the midpoint and range of SPEt respectively;
uM,t and uR,t are the midpoint and range of ut respectively.
Like one attribute-based method which estimates model parameters based
on the midpoint (or range) data and uses the parameter estimates to predict
the range (or midpoint), the ACI model assumes same coefficients in the
equations of midpoint and range, except for the intercept. It is relatively
parsimonious compared to VEC models that allow different coefficients in
the equations of two attributes.
3.1. Estimation methods
In order to estimate the interval model (2), it is natural to use the one
attribute-based method with conventional conditional least squares (CLS)
estimation. However, the CLS estimation does not simultaneously utilize all
information of two attributes, say the midpoint and range, contained in the
interval-valued data. Instead, the minimum DK-distance estimation method
proposed in Han et al. (2009) can utilize the information of both attributes.
To estimate the parameter vector θ = (α0, β0, γ1, γ2, γ3)
′ in model (2), the





where F̂t(θ) = α0+ I0β0+γ1ECt−1+γ2∆Ft−1+γ3∆SPEt−2, and D
2
K(A,B)
denotes the square of the distance between two intervals A and B. When






, a, b ∈ R and a ≥ 0,
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we have
D2k(A,B) = 2(a− b)(MA −MB)2 +
1
2
(a+ b)(RA −RB)2. (8)
This actually is a weighted sum of the squared distance between the mid-
points and the squared distance between the ranges of intervals A and B.
The kernel K assigns different weights to the midpoint and range observa-
tions. When b
a
= 1, the minimum DK-distance estimator θ̂ is actually the
CLS estimator θ̂r that only uses the range information; when b
a
= −1, the
minimum DK-distance estimator θ̂ boils down to the CLS estimator θ̂
m that
only uses the midpoint observations. For other choice of b
a
, the minimum
DK-distance estimator θ̂ utilizes both the midpoint and range information
contained in the interval sample. Under regularity conditions, θ̂ is consis-
tent and asymptotically normal distributed (see Han et al., 2009). We note
that the DK distance is also more general than the distance dθ proposed in
Blanco-Fernández et al. (2011):
d2θ(A,B) = (MA −MB)2 + θ(RA −RB)2, θ ∈ [0, 1]. (9)
In fact, parameter estimates of same variable in the midpoint and range
models may have different signs if they are estimated using midpoint and
range data respectively. For oil prices in our sample, we find that, based on
the CLS method, midpoints of the regressor Ft−1 and regressand Ft are found
to be negatively correlated, while ranges of them are positively correlated.
Under such a circumstance, models (1) and (2) are no longer tenable. A
simple data transformation of Ft−1 is necessary here. Let us construct an
interval variable Zt−1 = [−Ht−1,−Lt−1] to replace Ft−1 = [Lt−1, Ht−1]. Then,
models (1) and (2) are transformed to
ACI: ∆Ft = α0 + β0I0 + γ1ECt−1 + γ2∆Zt−1 + ut, (10)
and
ACIX: ∆Ft = α0 + β0I0 + γ1ECt−1 + γ2∆Zt−1 + γ3∆SPEt−2 + ut, (11)
respectively. The coefficients of Zt−1 in the models of midpoint and range
now have the same sign. Therefore, models (10) and (11) based on data
transformation will be more sensible. Sometimes economic theories can help
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us to check signs of some parameters. When economic theories do not ex-
ist, we can still check θ̂r and θ̂m by separate CLS estimation, based on the
original interval sample data. This approach is plausible because the CLS
estimator that only based on one attribute information is consistent though
not efficient.
In model (10), if the kernel K with b
a
= −1 is used, then the minimum
DK-distance estimator boils down to
∆Mt = α0 + γ1ECt−1 + γ2∆MZ,t−1 + uM,t. (12)
. This midpoint-based CLS method is used in Billard & Diaday (2000), de
Carvalho et al. (2004), Neto & de Carvalho (2008), and Xu et al. (2008)
Similarly, if the kernel K with b
a
= 1 is used, then the minimum DK-distance
estimator becomes the CLS estimator for the range model
∆Rt = β0 + γ1ECt−1 + γ2∆RZ,t−1 + uR,t. (13)
This range-based CLS method is used in Cheung et al. (2009) and He et al.
(2010).
For model (11), if the kernel K with b
a
= −1 is used, the minimum
DK-distance estimator becomes the CLS estimator for the midpoint model
∆Mt = α0 + γ1ECt−1 + γ2∆MZ,t−1 + γ3∆MSPEC,t−2 + uM,t, (14)
. And if the K with b
a
= 1 is used, the minimum DK-distance estimator
becomes the CLS estimator for the range model
∆Rt = β0 + γ1ECt−1 + γ2∆RZ,t−1 + γ3∆RSPEC,t−2 + uR,t. (15)
3.2. Estimated results
Table 3 provides the estimated results of the interval model (11) by using
the minimum DK-distance method over the whole sample period. Following
Han et al. (2009), we use a bootstrap method to obtain standard errors
for parameter estimates. After obtaining parameter estimates, we calculate
estimated residuals ût are calculated. Then, we generate 500 replications of
ut via the naive bootstrapping from ût. For each replication, we construct
a bootstrap sample for oil price intervals using the bootstrap residuals and
parameter estimates based on real data, and reestimate parameters with
the minimum DK-distance method. The 500 bootstrap parameter estimates
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Table 3: Estimated results of model (11)
α0 β0 γ1 γ2 γ3
coefficient 0.0007 0.0007 −0.2367∗∗∗ −0.3351∗∗∗ −0.0265∗∗∗






is used here, after some calibration (see results on out-of-
sample forecasts using different kernels in Section 5).
are then used to compute the estimated standard error of each parameter
estimate and the corresponding t-statistic.
From Table 3, we can see that intercepts α0 and β0 are insignificant,
implying the constant interval intercept is not significantly different from zero
which is a trivial interval. Lagged values of three interval-valued predictors
ECt, Zt and SPEt are all significant at 1% level. In particular, γ1 is negative
indicating oil prices move towards an equilibrium level implied by highs and
lows. Negative γ2 implies that a positive change in the range over the past
month tends to diminish, while a positive change in the level over the past
month tends to persist.
4. Forecasting competition design
It is well known that although in-sample analysis is important and can
reveal useful information on economic relationships for oil prices, it may suf-
fer from problems like overfitting and data snooping bias. Out-of-sample
prediction evaluation can alleviate these problems and capture the true pre-
dictability of a model. Therefore, we assess the out-of-sample performance
of models (10) and (11) for both interval- and point-valued forecasts. For
comparison, we also include several alternative models which are popularly
used in the literature.
4.1. Alternative forecasting models
AR Model. This method uses two separate models of two attributes
(e.g., midpoints and ranges) without considering the possible interrelations
between the two attributes in estimation. In this paper, we consider the
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following AR(1) models for midpoint and range:
PT:
{
∆Mt = α0 + γm2∆Mt−1 + uM,t,
∆Rt = β0 + γr2∆Rt−1 + uR,t.
(16)
Here, the two equations of PT allow different coefficients, which is d-
ifferent from the ACI model. Like the one attribute-based CLS estimation
method, PT does not simultaneously utilize rich information of midpoint and
range contained in the interval sample when estimating model parameters.
PT models are used to forecast various interval-valued variables in de Carval-
ho et al. (2004), Maia et al. (2006), Maia et al. (2008), Neto & de Carvalho
(2008), He et al. (2010), and Arroyo et al. (2011), etc.5




∆Mt = α0 + γm2∆Mt−1 + γm3∆MSPEC,t−2 + uM,t,
∆Rt = β0 + γr2∆Rt−1 + γr3∆RSPEC,t−2 + uR,t.
(17)
VEC Model. This forecasts the two attributes of highs and lows by using
bivariate model that can explore correlations between them when estimating
model parameters. It also assumes different coefficients in the equations of
the two attributes, so it is less parsimonious than our ACI models. The VEC
model is written as
VEC:∆Yt = αECt−1 + Γ1∆Yt−1 + εt, (18)
where Yt = (Ht, Lt)
′, Γ1 and α are unknown parameters, and εt is the bivari-
ate disturbance. VEC models are used to forecast stock prices or crude oil
prices in Cheung et al. (2009), He et al. (2010) and Arroyo et al. (2011).
Naive Model. The naive model is a simple model of an interval martin-
gale sequence, which can be viewed as the interval version of a point-valued
martingale or random walk model. The point-valued martingale or random
walk model often outperforms alternative models in out-of-sample forecasts
of economic time series. Here, for our naive interval model, interval-valued
oil prices are assumed to follow a stochastic process such that the expected
value of price at time t+ 1 conditional on all available information set It up
5ARIMA models are sometimes used in the literature. In the present paper we do not
consider moving average terms because the AR model is adequate.
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to time t is equal to the actual interval value of the oil price at time t. It is
denoted as NAIV. No fitting process is required.
GARCH Model. A conventional prediction interval (or confidence inter-
val) forecast consists of an upper and a lower bound between which a future
price is expected to lie with a prescribed probability. We consider a point-
valued GARCH(1,1) model of the monthly average oil price:
GARCH:

∆FAt = c+∆FAt−1 + εt,
ht = δ0 + δ1ε
2
t−1 + δ2ht−1,
(εt|εt−1, εt−2, · · · ) ∼ (0, ht).
(19)
Similar to PTX, we can also include the lagged monthly average speculation
variables in the GARCH model and obtain a GARCHX model. PT and
GRACH are used to compare with the ACI model (10), while PTX and
GRACHX are used to compare with the ACIX model (11).
Note that model (19) describes the dynamics of monthly average oil prices.
Theoretically, the corresponding prediction intervals reflect uncertainty of
future average price forecasts. They are different from forecasting interval-
valued prices featured by highs and lows. However, following He & Hu (2007)
and Xu et al. (2008), we still use model (19) to assess whether GARCH-based
prediction intervals can directly provide good forecasts of interval-valued oil
prices.
Predictive intervals may be calculated for any convenient level of proba-
bilities, for example 50% and 95%. As indicated by Granger (1996), academic
researchers have concentrated almost exclusively on 95% intervals, whereas
more practical, professional forecasters, if intervals are used, seem to prefer
50% intervals, or something similar which statisticians would interpret as a




4.2. Out-of-sample forecasting procedures
For each interval model except the naive model, we estimate parameters
using the minimum DK-distance method. We put a = 10. Parameter esti-
mate θ̂r of the ranged-based CLS can be obtained by b
a
= 1, while θ̂m of the
midpoint-based CLS can be obtained by b
a





, · · · ,± 1
10
because there have been no theory on how to
choose an optimal K. After model parameters are estimated, out-of-sample
forecasts can be produced. Different values of b
a
assign different weights on
the midpoint and the range information when estimating model parameters.
13
Rolling estimation is used. The first out-of-sample forecast was made
in January 2001. To construct this forecast, we estimate model parameters
using observations from February 1993 to December 2000, then compute
one-step-ahead forecasts and re-estimate the model using the rolling window
observations from March 1993 to January 2001. Repeat the exercise until
the last rolling window from January 2001 to November 2008. Overall, S =
96 forecasts are obtained under the rolling scheme for each model and an
estimation method.
4.3. Evaluating criteria
To compare forecasting results, six criteria are considered. Two of them,
ω1 and ω2, directly evaluate the forecasting interval as a whole. Let F̂t =

















respectively, where 1(·) = 1 if FAt ∈ [L̂t, Ĥt] and 1(·) = 0 otherwise, and
the summations are taken over the forecast periods.
ω1 measures the percentage of monthly average crude oil prices which fall
into the forecasted oil price intervals, while ω2 measures the overlapping area
of the actual and forecasted oil price intervals. Larger ω1 and ω2 implies
better interval forecasts.
The other four criteria are RMSE of the four attributes, i.e., Mt, Rt, Lt






























[Ût − Ut]2. (25)
5. Empirical Results
5.1. Forecasting results of ACI models
Table 4 reports the out-of-sample forecasting results of model (10) which
is estimated by the minimumDK-distance method with different kernels. Ta-
ble 5 reports the out-of-forecasting results of model (11). Forecasts using the
kernel K with b
a
= −1 corresponds to the midpoint-based CLS estimation,
while forecasts using the kernel K with b
a
= 1 corresponds to the range-based




, · · · ,± 9
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use both midpoint
and range information with different weighs. Generally, the ACIX model
Table 4: Forecasting results of model (10)(a = 10)
b -10 -9 -8 -7 -6 -5 -4 -3 -2 -1
ω1 0.4792 0.4792 0.4792 0.4792 0.4896 0.4896 0.4896 0.5000 0.5104 0.5208
ω2 0.3633 0.3638 0.3645 0.3651 0.3658 0.3664 0.3670 0.3677 0.3686 0.3696
ωM 0.0859 0.0857 0.0855 0.0852 0.0850 0.0847 0.0844 0.0841 0.0838 0.0835
ωR 0.0627 0.0624 0.0621 0.0617 0.0614 0.0610 0.0606 0.0603 0.0599 0.0594
ωL 0.0969 0.0968 0.0967 0.0966 0.0965 0.0964 0.0963 0.0962 0.0961 0.0959
ωH 0.0857 0.0853 0.0848 0.0843 0.0838 0.0832 0.0826 0.0820 0.0814 0.0807
b 1 2 3 4 5 6 7 8 9 10
ω1 0.5000 0.5000 0.5312 0.5417 0.5312 0.5312 0.5625 0.5521 0.5625 0.5625
ω2 0.3716 0.3727 0.3733 0.3742 0.3755 0.3768 0.3782 0.3787 0.3790 0.3777
ωM 0.0829 0.0825 0.0822 0.0819 0.0815 0.0812 0.0810 0.0809 0.0809 0.0813
ωR 0.0586 0.0581 0.0577 0.0573 0.0570 0.0567 0.0565 0.0566 0.0571 0.0582
ωL 0.0957 0.0955 0.0954 0.0952 0.0951 0.0950 0.0948 0.0947 0.0945 0.0943
ωH 0.0794 0.0787 0.0780 0.0773 0.0766 0.0761 0.0757 0.0757 0.0761 0.0776
Notes: Forecast evaluation criteria ω1, ω2, ωM , ωR, ωL and ωH are defined in
equations (20), (21), (22), (23), (24), (25), respectively. Rolling estimate is used.
a and b are two components in kernelK which takes the form as in (3.1). The whole
sample period covers from January 1993 to December 2008, while the forecasting
period covers from January 2001 to December 2008.
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outperforms the ACI model. We also see that different Ks deliver different





based on the of six evaluating criteria. In particular, it performs much better
than the midpoint-based CLS estimation ( b
a
= −1), and a bit better than
the range-based CLS estimation ( b
a






Table 5: Forecasting results of model (11)(a=10)
b -10 -9 -8 -7 -6 -5 -4 -3 -2 -1
ω1 0.5104 0.5104 0.5104 0.5104 0.5104 0.5104 0.5208 0.5312 0.5312 0.5417
ω2 0.3691 0.3698 0.3704 0.3709 0.3715 0.3721 0.3727 0.3734 0.3741 0.3748
ωM 0.0827 0.0826 0.0824 0.0822 0.0820 0.0818 0.0816 0.0814 0.0812 0.0810
ωR 0.0655 0.0651 0.0647 0.0642 0.0638 0.0633 0.0628 0.0622 0.0616 0.0611
ωL 0.0947 0.0947 0.0946 0.0946 0.0945 0.0944 0.0944 0.0943 0.0943 0.0942
ωH 0.0841 0.0836 0.0831 0.0825 0.0819 0.0813 0.0806 0.0799 0.0792 0.0785
b 1 2 3 4 5 6 7 8 9 10
ω1 0.5521 0.5833 0.5938 0.6042 0.5833 0.5833 0.5625 0.5833 0.5729 0.5729
ω2 0.3767 0.3774 0.3781 0.3791 0.3803 0.3811 0.3812 0.3803 0.3793 0.3747
ωM 0.0807 0.0805 0.0804 0.0802 0.0802 0.0802 0.0803 0.0806 0.0811 0.0822
ωR 0.0598 0.0592 0.0585 0.0579 0.0573 0.0568 0.0564 0.0562 0.0564 0.0574
ωL 0.0941 0.0941 0.0940 0.0940 0.0940 0.0940 0.0940 0.0940 0.0940 0.0941
ωH 0.0771 0.0766 0.0761 0.0756 0.0753 0.0751 0.0752 0.0757 0.0769 0.0794
Notes: Forecast evaluation criteria ω1, ω2, ωM , ωR, ωL and ωH are defined in
equations (20), (21), (22), (23), (24), (25), respectively. Rolling estimate is used.
a and b are two components in kernelK which takes the form as in (3.1). The whole
sample period covers from January 1993 to December 2008, while the forecasting
period covers from January 2001 to December 2008.
To confirm the relative performance of competing forecast models of relat-
ed forecasting, we use the test proposed in Diebold and Mariano (1995, DM)
to examine whether they deliver statistically different point-valued forecasts
of Mt, Rt, Lt and Ht. The DM test tests the null hypothesis of no difference
between the forecast errors produced by two forecasting models. Table 6 re-
ports the values of the DM statistic with forecast errors measured by MSE.
A negative DM statistic for Method 1/Method 2 implies that on average,
method 1 has smaller forecasting errors than Method 2, and vice versa.
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Table 6: Diebold-Mariano test results of interval forecas models
L H M R
ACI( 7
10
)/ACI(−1) -0.92 −1.77∗∗ −1.27∗ −1.85∗∗
ACI( 7
10
)/ACI(1) 0.44 -0.68 -0.14 -0.81
ACIX( 6
10
)/ACIX(−1) -0.46 −1.74∗∗ -0.93 −2.43∗∗∗
ACIX( 6
10





) -1.03 -0.76 -1.15 0.32
Notes: ACI( ba) denotes the ACI model (10) based on K with a and b, and ACIX(
b
a)
denotes the ACIX model (11) based on K with a and b. We only consider one-
sided tests. Asterisks ∗∗∗, ∗∗, and ∗ indicate significance at the 1%, 5% and 10%
levels respectively.
For the ACI model (10), the first two rows in Table 6 shows that the






than the midpoint-based CLS method with b
a
= −1 in forecastingMt, Rt, and
Ht respectively. However, the point-valued forecasting performance based on






no difference with that of the range-based CLS estimation with b
a
= 1. It
is interesting to observe that the midpoint-based CLS estimation method
does not provide best forecasts for midpoint. With respect to the ACIX






statistically better than the midpoint-based CLS estimation in forecasting
Rt, and Ht, and is statically better than the range-based CLS estimation
in terms of Ht. Although utilizing both midpoint and range information
cannot statistically improve forecasts uniformly over all the four criteria,
the one attribute-based estimation method does not perform statistically
better for any criterion. This suggests that it is important to jointly use
the midpoint and range information for better estimation and forecasts of oil
prices. We also see that more weight should be given to the squared distance
between ranges to generate both better interval and point forecasts. This
suggests that the range observations contain more valuable information than
the midpoint observations.
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5.2. Comparison with alternative methods
To evaluate the merits of the interval-valued models proposed in this
paper, we compare their out-of-sample forecasting performance with various
existing forecasting models given by Section 3.
Table 7: Diebold-Mariano test results of various forecast models
Lt Ht Mt Rt
ACI( 7
10
)/PT -0.77 −1.45∗ -1.16 −1.51∗
ACI( 7
10
)/VEC -1.20 −1.27∗ −1.27∗ -0.74
ACI( 7
10
)/NAIV -1.26 −1.85∗∗ −1.43∗ −2.18∗∗
ACI( 7
10
)/GARCH −1.27∗ −1.61∗ -1.22 −2.30∗∗
ACIX( 6
10
)/PTX -0.77 −1.50∗ -1.24 −1.98∗∗
ACIX( 6
10
)/VEC −1.41∗ −1.47∗ −1.53∗ -0.47
ACIX( 6
10
)/NAIV −1.41∗ −1.92∗∗ −1.55∗ −2.26∗∗
ACIX( 6
10
)/GARCHX −1.52∗ −1.73∗∗ −1.43∗ −2.34∗∗






10 for model (10) and (11) respec-
tively. One-sided tests are performed. Asterisks ∗∗∗, ∗∗, and ∗ indicate significance
at the 1%, 5% and 10% levels respectively.
From Table 7, the superiority of ACI forecasts over the naive martingale
forecasts is almost significant for all of the four attributes, i.e., midpoints,
ranges, highs and lows. ACI forecasts are also significantly better than the
PT forecasts in forecasting highs and ranges, and the VEC forecasts in fore-
casting highs and midpoints. Moreover, ACIX is robustly superior to the
naive martingale benchmark. It also statistically improves upoin the PTX
forecasts in terms of highs and ranges, and statistically improves upon the
VEC forecasts in forecasting lows, highs and midpoints.
For the GARCH model, predictive intervals should be calculated based on
a confidence or a bandwidth. Table 8 reports the interval forecasting results
based on several representative bandwidths. We find that the predictive
interval, generated by the commonplace band ±
√
ĥt, can capture much more
actual average oil prices. However, as a forecast for the interval formed by
high and low, the predictive interval performs pretty poorly in terms of the
other five evaluation criteria. In particular, its RMSE of range forecasts is
0.1708, which is much higher even than the worst forecast of the ACI model.
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Table 8: Forecasting results of the GARCH model (19)
Bandwith ω1 ω2 ωM ωR ωL ωH
±
√
ĥt 0.9167 0.3178 0.0873 0.1708 0.1249 0.1192
±0.5
√
ĥt 0.8021 0.4078 0.0873 0.1029 0.1053 0.0971
±0.1
√
ĥt 0.5833 0.3860 0.0873 0.0683 0.0986 0.0886
Notes: Forecast evaluation criteria ω1, ω2, ωM , ωR, ωL and ωH are defined in
equations (20), (21), (22), (23), (24), (25), respectively. Rolling estimate is used.
The whole sample period covers from January 1993 to December 2008, while the
forecasting period covers from January 2001 to December 2008.
The narrower the bandwidth is, the weaker its ability of capturing average
oil prices is.
We choose interval forecasts generated by the band of ±0.1
√
ĥt to com-
pare with those of interval-valued models. The corresponding DM test re-
sults are reported in Table 7. We see that the superiority of ACI and ACIX
forecasts are generally significant. If forecast errors are Gaussian, ±0.1
√
ĥt
corresponds to a 8% probability, which is too small to rely on.
Although the interval models (10) and (11) do not statistically outperfor-
m alternative models uniformly in terms of all six forecast evaluation criteria,
they are always not worse than alternative models. Taken in conjunction,
substantial forecast accuracy can be improved through the interval models
based on the relatively efficient minimum DK-distance estimation method.
Although ACIX forecasts are not statistically better than ACI forecasts as
indicated in Table 6, the ACIX model (11) tends to provide significantly bet-
ter forecasts than those of other alternative methods. From this perspective,
the ACIX model outperforms the ACI model, implying that speculation has
predictive power for oil prices in terms of interval forecasts.
5.3. Interpretations and discussions
The interval models (10) and (11) of crude oil prices with minimum DK-
distance estimation provide the best performance in both interval- and point-
valued attribute forecasts when compared to the other competing models.
This is apparently due to the important features of ACI models.
The one attribute-based univariate model is exactly same with the ACI
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model in model specification. The only difference is estimation methods.
That is, the one attribute-based model with the CLS estimation just uses
information of the midpoint or range in estimating model parameters, while
the ACI model simultaneously uses both information on midpoint and range
and provides more efficient estimates (Han et al., 2009). Different estimation
methods leads to different out-of-sample forecasts. Our study shows that
more efficient estimator produces better forecasts.
The group of separate univariate models (denoted as PT) and the VEC
models are different with the ACI models. The PT model allows different
parameters for the model of each attribute and so it is less parsimonious.
Furthermore, the PT model does not exploit the correlations between the at-
tributes of interval oil prices and thereby fails to deliver best forecasts. The
VEC model includes the interaction between the pair of attributes in estima-
tion. However, like the PT model, the VEC model has many parameters to
estimate and some of them may be insignificant. This overparameterization
problem leads to inefficient estimates and large out-of-sample forecast errors.
Our results document the importance of simultaneously taking into ac-
count the midpoint and range information for both interval- and point-valued
crude oil price forecasting. In particular, we find that the weight assigned to
the range information should be greater than the weight to the midpoint in-
formation. This is consistent with oil price movements in the market. Indeed,
a roughly same price level in different time periods may be accompanied by d-
ifferent degrees of flutuations. For example, midpoints in January and March
2003 are almost same, i.e., $32.6 per barrel and $32.4 per barrel respectively.
However, the range is $4.05 in January, and is $10.92 in March. As shown
in Section 2, the intra-month fluctuation measured by the sample mean of
monthly ranges is much higher than the month-to-month changes in highs,
lows and average price levels. This may explain why range information is
more valuable in forecasting both interval- and point-valued crude oil prices.
We also find that speculation has predictive power in interval oil price
forecasts. Speculation is driven not only by the current situation of oil mar-
kets, but also by expectations about future disequilibrium in fundamentals.
It is actually a total of long positions taken by non-commercials considered
as speculators. According to risk premium theory, speculators will charge
a premium as a reward for accepting the futures price risk which hedgers
sought to transfer. This will result in a correlation between speculation and




In practice, interval-valued crude oil prices are of interest for market par-
ticipants to make decisions about expenditure plans, risk management and
investment. In this paper, we propose two parsimonious ACI models to fore-
cast crude oil prices estimated by a minimum DK-distance method. These
models describe the dynamics of interval-valued oil price and its relationship
with other economic variables in a parsimonious unified framework.
We find that the the two ACI models with minimum DK-distance estima-
tion significantly outperform other existing models in both interval and point
forecasts for oil prices. This indicates the importance of simultaneously tak-
ing into account both the midpoint and range information in estimation and
forecasts. Relative to the midpoint information, more weight should be giv-
en to the range information than the midpoint information. It is consistent
with the facts that there are more intra-month fluctuations than the month-
to-month level changes in crude oil markets. Therefore, range data contain
more valuable information than midpoint data in forecasting oil prices. We
also find that speculation has predictive power in interval forecasts for oil
prices.
We point out that we neither examine the link between range and return
volatility in detail nor the practical relevancy of using high and low forecasts.
This is left for subsequent work.
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