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Abstract 
Dispersion-corrected Density Functional Theory (DFT) and MP2 quantum chemical methods are used to 
examine homodimers of temozolomide (TMZ).  Of the twelve dimer configurations found to be minima, 
the antarafacial stacked dimer is the most favored, lower in energy than coplanar dimers which are 
stabilized by H-bonds.  The comparison between B3LYP and B3LYP-D binding energies points to 
dispersion as a primary factor in stabilizing the stacked geometries.  CO(π)→CO(π*) charge transfers 
between amide groups in the global minimum are identified by NBO, as well as a pair of weak CH∙∙N H-
bonds.  AIM analysis of the electron density provides an alternative description which includes N∙∙O, N∙∙N 
and C∙∙C noncovalent bonds. 
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1. Introduction 
The temozolomide (TMZ) molecule, pictured in Fig 1, continues to attract the attention of numerous 
research groups owing to its vast pharmaceutical importance via its antitumor activity [1–3]. It is an orally 
administered alkylating agent, used largely in the therapy of malignant brain tumors including glioblastoma 
multiforme (GBM) and astrocytoma, which are the most common and devastating primary malignant 
intracranial tumors in adults. Nevertheless, the prognosis is still relatively poor, with a median overall 
survival of only 14.6 months; median progression free survival is 6.9 months and the 5-year overall 
survival rate is below 4% [4–6].  Currently, TMZ is the sole frontline adjuvant for GBM [7]. However, 
since GBM is commonly refractory to anti-neoplastic therapy, research into the mechanisms of acquired 
chemoresistance is an area of extensive research [8]. Thus, laboratory studies and clinical trials are 
investigating how to augment the anticancer potency of TMZ such as by combining it with other 
pharmacologic agents [9-13].   
Because of the ubiquitous role of noncovalent interactions in many biological processes [14–29] and as 
TMZ is a polyfunctional heterocyclic base containing a total of five N atoms, as well as a carbonyl and a 
carboxamide group, a complementary way to probe the reactivity of this molecule is to analyze its 
fundamental noncovalent bonding properties.  Such an examination logically begins with studies of TMZ 
homodimers. 
 
  
Figure 1.  Structure of Temozolomide (TMZ)  
  
Among the most important noncovalent interactions are hydrogen bonds (HBs), stacking, X-H∙∙∙π, 
cation∙∙∙anion, and cation∙∙∙π.  The high value of the dipole moment of TMZ monomer, 3.497 D [30], makes 
it favorable for electrostatic interactions as well.  Nonetheless, an extensive literature survey reveals that 
little work has been carried out concerning the noncovalent forces involving TMZ [31-37]. In addition to 
our own studies of the regioselectivity of the interactions of TMZ with water, borane, boron trifluoride, and 
HCl  [31-33], Lowe et al. [34] had earlier reported a crystal structure of TMZ characterized by lattice 
parameters of 17.332, 7.351, and 13.247 Å, and with an angle between the unit cell edges of 109.56°. The 
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latter belongs to the P21/c space group. A doubly H-bonded dimer constitutes the asymmetric unit.  One 
carboxamide group forms an additional intermolecular NH∙∙∙O HB; in both molecules the carboxamide 
group is coplanar with the heterocycle and its NH2 group interacts with the imidazole nitrogen atom. This 
structure was supported by the HB propensity method of the Cambridge Structural Database (CSD) of 
TMZ showing an intermolecular N-H∙∙∙O=C distance of 1.943 Å, suggesting a strong interaction between 
the carbonyl and amine groups [35]. Furthermore, investigations on TMZ hydrochloride dihydrate [36] and 
polymorphs and polymorphic cocrystals of TMZ [37] support the notion that in the crystal structure, both 
TMZ molecules are H-bonded by their carboxamide groups. Along the same line, in a combined 
experimental and theoretical study of the structure, vibrational and electronic spectra of TMZ recently 
performed by Bhat et al. [30], the effects of the intermolecular interactions on the vibrational spectra were 
discussed by considering geometrical parameters (bond lengths and bond angles) of three possible dimers 
of TMZ. 
In spite of the biological importance of this polyfunctional heterocyclic base, as far as we know, there is 
unfortunately a dearth of current information regarding the energetics of binding within the TMZ dimer, 
and whether forces beyond simple HBs may play a role. It is not certain, for example, whether the H-
bonding structure observed in the crystal [34-37] is inherently the most favorable geometry.  That is, crystal 
packing forces are well known to exert a strong force on the intermolecular structures, forces that would 
not be present in other phases.  Given the presence of a fused pair of aromatic rings in the TMZ molecule, 
π∙∙π forces with a stacked arrangement must be considered as an alternate and competing structure. 
The present study is designed to provide answers to some of these questions via quantum chemical 
calculations that can focus on the fundamentals of the intermolecular forces. One goal is a determination of 
the intrinsically most stable geometry of a pair of TMZ molecules, as well as the nature of the forces within 
this dimer.  We are also concerned with the relative stabilities of secondary minima, which control the 
contributions they might make in a statistical distribution.  Analysis of the wave function permits a 
thorough dissection of the forces present in each structure, and their characterization. 
2. Computational Methods 
Twelve TMZ dimer structures resulted after consideration of numerous different possibilities of 
optimization starting points. The equilibrium geometries of dimers were fully optimized using B3LYP-
D3/6-311++G(d,p) method. Vibrational analysis using B3LYP-D3/6-31+G(d,p) method showed each 
structure to be a true minimum. Single point calculations of these TMZ dimers were carried out using 
B3LYP/6-31+G(d,p), B3LYP-D3/6-31+G(d,p), B3LYP/6-311++G(d,p), B3LYP-D3/6-311++G(d,p), 
MP2/6-31+G(d,p), M062X/6-31+G(d,p) and ωB97XD/6-31+G(d,p) protocols [38-47].  The binding energy 
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BE of each TMZ dimer was derived as an electronic energy difference between the optimized dimer and 
the sum of the relaxed monomers in their optimized geometries. This binding energy was corrected for 
basis set superposition error (BSSE) [48] using the Boys-Bernardi counterpoise correction [49].  
The dispersion energy was estimated as the difference in binding energy between B3LYP-D3 and 
B3LYP data as described by Equation (1). The molecular electronic energies E were computed by 
dispersion-corrected DFT given by Equation (2), in which EDFT is the (all-electron) KS-DFT SCF energy 
for a particular density functional, E(2)disp is the standard atom pair-wise London dispersion energy from D3 
theory [50] (using Becke-Johnson damping [51-53]), and E(3)disp is a three-body dispersion term (of 
Axilrod-Teller-Mutto type [54,55]), which was calculated as described in reference [50] using  program 
DFT-D3 [56].  
 
Disp = BE(B3LYP-D3) – BE(B3LYP)  (1) 
E= EDFT+ E
(2)
disp + E
(3)
disp  (2) 
 
Calculations were performed using the Gaussian 09 software package [57,58]. Atomic charges and 
charge transfer energies were assessed by NBO 6.0 software [59]. GaussView and Chemcraft programs 
were used for visualization [60].  The (AIM) procedure [61,62] was applied to determine the presence of 
bond paths and the associated position and densities of bond critical points, using the AIMALL software 
[62] at the M062X/6-31+G(d,p) method.  
3. Results and Discussion 
Geometries and Energetics  
The optimized structures of the TMZ homodimer fall into two clearly defined categories.  There is a set 
of five stacked geometries where one TMZ molecule lies above the other, facilitating interactions between 
their respective π systems.  The other set contains seven coplanar pairs of TMZ molecules, engaged in 
some form of H-bonding.  Fig 2 depicts the two most stable stacked structures, and the two H-bonding 
structures of lowest energies are illustrated in Fig 3; the remaining dimers are displayed in the Supporting 
Information.  The important characteristics of all twelve minima are reported in Tables 1 and 2 for the 
stacked and coplanar dimers respectively.  The structures are numbered in descending order of binding 
energy computed at the B3LYP-D3/6-31+G** level.  With some minor deviations, these orders remain 
intact at other levels as well. 
Considering first the stacked structures in Table 1, the binding energies vary from a maximum 
approaching 80 kJ/mol down to something in excess of 60 kJ/mol.  All methods concur that S1 is the most 
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stable, and that S4 and S5 the least. The latter pair are fairly close in energy, as are S2 and S3.  The NBO 
data in Table 1 explain the most favorable status of S1 via the largest charge transfer energies, with two 
π(CO)→π*(CO) E(2) values of nearly 8 kJ/mol.  (The atomic numbering scheme in Table 1 is described in 
Scheme 1.)  These quantities are supplemented by transfers from N lone pairs into a different π*(CO) 
antibonding orbital, and Olp→σ*(CH) transfers, typical of CH∙∙O HBs.  Summed together, these various 
charge transfer energies amount to more than 27 kJ/mol.  This quantity is twice that of the E(2) sum for S2 
which arises from a variety of interactions.  Indeed, the sums of the E(2) energies in Table 1 follows the 
same pattern as do the relative energies of all five stacked geometries. 
 
 
Scheme 1.  Atomic numbering scheme of TMZ 
 
The coplanar dimers in Table 2 span a wider range of binding energies, between roughly 20 and 65 
kJ/mol.  Within this set of seven dimers, there is essential unanimity concerning their ordering, from C1 
down to C7, although there are of course disagreements as to the absolute magnitudes.  The B3LYP-D3 and 
ωB97-XD DFT methods yield similar binding energies, generally larger  than either M06-2X or MP2.  C1 
is universally agreed to be the most stable coplanar dimer.  This stability is not surprising, based as it is 
upon a pair of strong R(O∙∙H)=1.86 Å), nearly linear (within 7°) NH∙∙O HBs between the two amide 
groups.  The strength of these two HBs is verified by large Olp→σ*(NH) E(2) values of 86 kJ/mol.  One of 
these NH∙∙O HBs is traded for a NH∙∙N HB to the imidazole N atom in C2, which also contains a more 
strained (21° from linear) NH∙∙O HB.  The weaker nature of these two HBs is underscored by the smaller 
values of E(2) in C2.  The latter structure is hence considerably less stable than C1, by roughly 20 kJ/mol.  
Moving down the stability list, C3 is characterized by a pair of equivalent NH∙∙N HBs to the imidazole N, 
whereas there is a NH∙∙O and CH∙∙N HB in C4. It is interesting that NBO data in Table 2 suggests that the 
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latter HB is stronger than the former.  The dominant HB in C5 occurs between the amide NH and imidazole 
N, with two weaker supplementary HBs present as well.  C6 is held together entirely by CH∙∙O HBs and C7 
by CH∙∙N.  As in the stacked structures, the E(2) data nicely parallel the overall stabilities of the coplanar 
geometries as well.   
Dispersion Contribution 
One would expect there to be a fairly large dispersion contribution to the stacked structures.  A simple 
means to approximate this quantity is by a comparison of the standard B3LYP data with B3LYP-D3 where 
the dispersion is explicitly added.  The relevant data are reported in Table 3 for both the 6-311++G** and 
the somewhat smaller 6-31+G** basis sets.  The increases in binding energy that arise by addition of the 
D3 correction are enormous.  Taking the most stable S1 configuration as an example, the binding energy 
rises from 15 to 78 kJ/mol, a five-fold increase.  The increment amounts to 64 kJ/mol.  Indeed, inspection 
of the entire Table 3 suggests that dispersion accounts for the major portion of the binding energy, far 
exceeding the binding energy computed without due account of dispersion.  It also may be noted that the 
various quantities in Table 3 are quite insensitive to the size of the basis set. 
One can next draw comparisons with the coplanar structures, which are largely H-bonded in nature. As 
is evident in Table 4, dispersion makes a much smaller contribution to the binding energies of these 
complexes.  In comparison to dispersion energies in the 38-65 kJ/mol range in the stacked structures, this 
quantity is less than 18 kJ/mol for the coplanar analogues.  The dispersion energies are a bit larger for 
structures C2, C3, and C5 which contain NH∙∙N HBs, and smaller for the CH∙∙O HBs in C6, but these are 
not strong differences.  As in the stacked geometries, there is little basis set sensitivity for the coplanar 
structures as well. 
These data reinforce the notion that standard DFT methods are poorly designed for accounting for 
dispersive effects, and that some form of correction is necessary.  This weakness makes it an absolute 
necessity that such corrections be included in any study of noncovalent interactions, and in particular the 
stacked configurations of systems such as those considered here.  The challenges to adapting affordable 
wave function and DFT methods for dispersion are amply reviewed in the literature [63-68]. Grimme [39] 
has argued that quantum chemical methods such as B3LYP-D3 based on London dispersion-corrected 
density functional theory (DFT-D3) provides accurate interaction energies for large complexes. The typical 
DFT-D3 error for the basic gas-phase interaction energy has been estimated to be <5% in several studies 
[39]. 
Electron Density Analysis 
The NBO data reported in Table 1 attribute the attraction to a variety of local intermolecular 
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interactions.  These include a variety of π→π* charge transfers, as well as  transfers from lone pairs to π*, 
π, and σ* orbitals.  Focusing on the global minimum S1 configuration, this dimer is stabilized by 
π(CO)→π*(CO) transfers, plus Nlp→π(CO) and Olp→σ*(CH) transfers.  An alternate picture of specific 
attractive forces is made possible by the AIM formalism which analyzes the total electron density for bond 
paths.  The AIM bond paths of the S1 structure are displayed by the blue lines in Fig 4.  The black numbers 
on each path refers to the interatomic distance while the red numbers report the value of the electron 
density at the corresponding bond critical point. 
The AIM picture of the bonding in S1 is different in a number of respects from the NBO description.  In 
the first place, the π(CO)→π*(CO) transfers which NBO holds responsible for a large share of the bonding 
is not in evidence in the AIM data.  This attraction is due instead to a pair of N∙∙O bonds, one such pair on 
each end of the dimer.  The largest of these (0.0138) lies between the amide O and the N atom of the six-
membered ring.  The N atom of this same amide interacts with the carbonyl of the same ring (0.0055).  
Also making substantial contributions are interactions between the two imidazole rings: a C∙∙C bond 
(0.0088) and a N∙∙N bond (0.0061). AIM does not provide any evidence of the CH∙∙O HBs that are 
indicated by NBO. 
A perhaps more objective means of examining the intermolecular bonding can be achieved by studying 
the perturbations in the electron density of one subunit caused by the introduction of the second.  The 
electron density shift (EDS) illustrated in Fig 5 represents the difference between the density of the full 
dimer, and the sum of densities of the two unperturbed monomers in the same positions they occupy in the 
dimer.  Purple regions of Fig 5 indicate density increases caused by the interaction, while losses are shown 
in green.  The largest domains in Fig 5 represent a purple region of gain above the amide O atom and a 
corresponding green loss below the N atom directly above this O.  This pair corresponds to the N∙∙O bonds 
of Fig 4.  On the other hand, the AIM C∙∙C and N∙∙N bonds of Fig 4 are  not well represented by density 
shifts in Fig 5.  Neither NBO nor AIM account for the fairly large purple charge gain around the C-C bonds 
of Fig 5.  While AIM showed no indication of a CH∙∙O HB, such a bond is supported by the green density 
loss around the terminal methyl H atoms, coupled with the purple gain by the carbonyl O. 
Coulombic interactions between the two monomers can be expected to play a major role in stabilizing 
any dimer.  The molecular electrostatic potential (MEP) surrounding the TMZ monomer is depicted in Fig 
6 where the most positive regions are indicated in blue and highly negative potentials are shown in red.  
The superposition of the potentials of the two monomers in the various coplanar dimers clearly indicates 
dominating electrostatic attraction as the blue regions of one unit line up with red areas of its partner.  This 
favorable alignment is true whether the HBs are of NH∙∙O, NH∙∙N, CH∙∙N, or CH∙∙O type. 
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The electrostatic interactions are not as obvious in the stacked dimers.  In S1, for example, the red 
negative region surrounding O1 of one molecule lies directly above the blue region above C5 of the partner 
molecule, a favorable interaction.  But the situation is not as clear for the remainder of the system.  
Considering S2, there is a favorable interaction between O1 of one molecule and the pendant C6 methyl 
group of the other.  Another attraction exists between O1 of the other molecule and the C4H group.  But 
again, some of the other electrostatic interactions are not as easy to interpret.  The difficulty of relying 
exclusively upon interactions between MEPs, particularly for π-systems, to determine stable structures was 
noted recently [69] when HCN was allowed to interact with a series of aromatic systems.  Dispersive 
attraction, coupled with polarization, was able to overcome repulsive forces between electrostatic potentials 
of the two monomers to form stable dimers.   
Clearly, there are substantial discrepancies between the interpretations about specific noncovalent 
bonds that are active in the NBO, AIM, and EDS analyses.  On the other hand, these discrepancies are not 
as disturbing as they might be otherwise since such a large proportion of the intermolecular attraction in the 
stacked dimers is attributed to dispersion.  The latter can be thought of as a delocalized phenomenon 
involving the entire molecule, rather than any particular pair of atoms.  Another perspective [70] views 
dispersion as Coulombic in nature, a sort of polarization.  A similar view has been expressed concerning 
charge transfer, which is difficult to separate from polarization.   
 
4. Conclusions 
A search of the potential energy surface of the TMZ homodimer reveals the presence of 12 different 
minima.  These structures fall into one of two categories: there are five stacked geometries and seven 
coplanar structures which are characterized by H-bonds between the pair of monomers.  The most stable 
coplanar geometry corresponds to the previously determined X-ray structure of the crystal.  The 
stabilization arises from a pair of NH∙∙O H-bonds between the amide groups, with a binding energy of 
some 60 kJ/mol relative to a pair of monomers.  The most stable of all dimers is of the stacked variety, 
bound by roughly 80 kJ/mol.  The strongest attractive component is dispersion.  Within the context of 
charge transfer, NBO analysis suggests a pair of intermolecular CO(π)→ CO(π*) interactions, augmented 
by Nlp→CO(π), and a pair of weak C.  AIM dissection of the total electron density attribute binding to a 
number of N∙∙O noncovalent bonds, with weaker N∙∙N and C∙∙C attractions. 
It is worth noting finally that the stacked TMZ dimers observed in our calculations are quite new, as 
they have not been considered in the literature to date.  With respect to coplanar structures, only C1, C3 and 
C7 have been reported by Bhat et al. [30], but without any energetic data. Their geometrical parameters are 
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in close agreement with our own for these three dimers. 
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Table 1. Binding energy BE and NBO second-order perturbation energy E(2) (kJ/mol) in stacked TMZ 
dimers  
 
 
 
Dimer 
BE   
charge transfer 
TMZ1∙∙∙TMZ2 
NBO 
E(2)  
 
B3LYP-D3/ 
6-31+G** 
 
MP2/ 
6-
31+G** 
 
M06-2X/ 
6-31+G** 
 
ωB97XD/ 
6-31+G**  
B3LYP-D3/ 
6-
311++G** 
S1 78.67 74.64 83.17 79.66 78.43 C1-O1(π)→ C5-O2(π*) 
N3(LP) →   C1-O1(π) 
O1(LPs) →C6-H(σ*) 
C5-O2(π*)← C1-O1(π)  
C1-O1(π)  ←  N3(LP) 
C6-H (σ*) ←O1(LPs) 
7.91 
2.89 
2.85 
7.91 
2.89 
2.85 
S2 71.75 69.69 73.26 71.52 71.97 C1-O1(π)→N4-N5(π*) 
N6(LP) →C2-C3(π*) 
N4-N5(π*)←C1-O1(π) 
C5-O2(π*)← C1-O1(π) 
C6-H(σ*) ←N2(LP) 
2.43 
2.38 
2.13 
2.68 
2.84 
S3 70.33 71.87 72.64 72.21 70.54 C1-O1(π)→ C5-O2(π*)       
O1(LPs)→ C6-H(σ*) 
C5-O2(π*) ← C1-O1(π)  
C6-H(σ*) ← O1(LPs) 
4.90 
2.65 
4.90 
2.65 
S4 65.97 64.56 68.66 68.40 65.84 C5-O2(π)→N1-H(σ*)   
N4-N5(π)→C2-N2(σ*) 
O1(LPs)→ C6-H(σ*)  
C4-N2(π*) ←N1(LP) 
C5-O2(π*)← N2(LP) 
2.59 
3.77 
2.59 
2.18 
2.47 
S5 63.77 66.53 68.41 64.87 64.17 N2(LP)→ C6-H(σ*) 
C4-N2 (π) →N4-N5(π*) 
C1-O1(π) →C5-O2(π*) 
C6-H(σ*) ←O1(LPs) 
1.54 
1.46 
1.42 
3.51 
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Table 2. Binding energy BE and NBO second-order perturbation energy E(2) (kJ/mol) in coplanar TMZ  
dimers  
 
 
 
 
Dimer 
BE   
 
NCI 
TMZ1…TMZ2 
NBO 
E(2)  
 
B3LYP-
D3/6-
31+G** 
 
MP2/6-
31+G** 
 
M062X/6-
31+G** 
 
ωB97XD/6
-31+G**  
B3LYP-
D3/6-
311++G** 
C1 65.42 52.36 59.30 61.94 64.34 O1(LPs)→ N1-H(σ*)   
N1-H(σ*)  ← O1(LPs) 
86.11 
86.36 
C2 44.64 36.42 43.88 42.25 44.30 O1(LPs) → N1-H(σ*) 
N1-H(σ*)←N2(LP) 
61.38 
60.96 
C3 32.60 28.76 26.94 32.15 33.30 N2(LP)→ N1-H(σ*) 
N1-H(σ*)←N2(LP) 
53.76 
53.72 
C4 28.68 22.13 22.22 26.63 28.51 O1(LPs)→ N1-H(σ*) 
C4-H (σ*)←N2(LP) 
25.02 
33.30 
C5 25.33 21.20 17.91 24.84 25.40 C4-H (σ*) ←N2(LP) 
N1-H(σ*) ←N1(LP) 
N2(LP) → N1-H(σ*) 
5.10 
6.02 
50.17 
C6 26.33 20.05 20.80 23.01 26.53 O2(LPs)→ C4-H(σ*)   
C4-H(σ*) ← O2(LPs) 
26.28 
26.28 
C7 22.20 18.17 24.01 21.63 22.18 N2(LP)→C4-H(σ*)   
C4-H(σ*)← N2(LP 
15.31 
15.31 
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Table 3. Comparison between B3LYP and B3LYP-D3 binding energies (kJ/mol) of stacked TMZ dimers. 
 
 6-311++G** 6-31+G** 
 B3LYP B3LYP-D3 ΔBE B3LYP B3LYP-D3 ΔBE 
S1 14.85 78.43 63.58 14.63 78.67 64.04 
S2 8.02 71.97 63.95 7.02 71.75 64.73 
S3 23.03 70.54 47.51 22.63 70.33 47.70 
S4 0.91 65.84 64.93 1.04 65.97 64.93 
S5 25.34 64.17 38.83 24.52 63.77 38.25 
 
 
Table 4. Comparison between B3LYP and B3LYP-D3 binding energies (kJ/mol) of coplanar TMZ dimers. 
 
 6-311++G** 6-31+G** 
 B3LYP B3LYP-D3 ΔBE B3LYP B3LYP-
D3 
ΔBE 
C1 52.34 64.34 12.00 53.46 65.42 11.96 
C2 29.80 44.30 14.50 30.22 44.64 14.42 
C3 15.74 33.30 17.56 15.55 32.60 17.05 
C4 14.69 28.51 13.82 14.92 28.68 13.76 
C5 9.61 25.40 15.79 9.70 25.33 15.63 
C6 16.36 26.53 10.17 16.20 26.33 10.13 
C7 9.46 22.18 12.72 9.54 22.20 12.66 
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Fig 2. Geometrical disposition of two most stable stacked geometries of TMZ dimer.  Distances in Å.   
 
 
 
 
 
Fig 3. Geometrical disposition of two most stable coplanar geometries of TMZ dimer.  Distances in 
Å.   
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Fig 4. Interatomic distances (Å) in S1 structure of TMZ dimer.  Red numbers refer to electron 
density at indicated bond critical points (x 103 au). 
 
 
 
 
 
Fig 5. Changes in electron density that accompany formation of S1 TMZ dimer.  Purple and green 
regions correspond respectively to increases and decreases; contour shown is ±0.001 au. 
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Fig 6. Molecular electrostatic potential (MEP) surrounding TMZ on surface representing 1.5 times 
the van der Waals radius of each atom.  Blue color indicates a potential of +0.05 au, and red 
corresponds to -0.05. 
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