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Abstract
We introduce a multicomponent Cahn–Hilliard system with multiple reversible chemical reactions. We derive
the conservation laws of the multicomponent system within the thermodynamical constraints. Furthermore,
we consider multiple chemical reactions based on the mass action law. This coupling reproduces phase
separation under spinodal decomposition as a chemical reaction between the species takes place. Finally,
we perform a numerical simulation to show the robustness of the model as well as the resulting patterns.
Keywords: Multicomponent Cahn–Hilliard, Chemical Reactions, Isogeometric Analysis, Spinodal
Decomposition
1. Introduction
Cahn and Hilliard [1] originally proposed a model that describes the phenomena associated with spon-
taneous phase separation of immiscible fluids. Such processes occur below a critical temperature, where
the phase separation forms spatial domains rich in each component. To date, modified versions of the
model are widely used to describe biological entities [2, 3, 4], water filtration in porous media [5], wetting
[6], image processing [7], binary alloys [8], and tumor-growth [9, 10, 11, 12]. An important open research
topic in science and engineering is the evolution of multicomponent systems under spinodal decomposition.
Nonetheless, such an effort requires a comprehensive treatment that characterizes the dynamic behavior of
each component as the system evolves. A generalized Cahn–Hilliard system, accounting for multiple phases,
was first formulated by Morral and Cahn [13], and De Fontaine [14]. The generalized Cahn–Hilliard system
is useful in materials science, particularly in alloy manufacturing, where the primary alloys used in engineer-
ing structures have multiple phases in their microstructure. Additionally, in some specific applications, the
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microstructure may be the result of the phase transformation itself [15]. Thus, the generalized Cahn-Hilliard
equation can model the kinetics of multicomponent systems and, most importantly, track the microstruc-
ture evolution of the resulting phases to enhance the understanding of the resulting material properties. For
instance, Honjo et al. [8], using the generalized Cahn-Hilliard equation, carried out a numerical simulation
of phase separation in binary alloys as well as reviewed its extension towards ternary alloys. Hawkins et
al. [16, 17], Gomez et al. [18], and Wu et al. [9] discussed this approach at length from a numerical point
of view. Alternatively, the coupling of the Cahn-Hilliard equation with the law of mass action, allows one
to model the spinodal decomposition and chemical reaction between the species. Modeling of the reactive
Cahn-Hilliard equation has repeatedly been reported in the literature. For instance, Glotzer et al. [19] study
a reversible chemical reaction that takes place simultaneously with spinodal decomposition. This interaction
leads to a spatially periodic pattern when the demixing, caused by the diffusion, and the reactive mixing
processes balance. Following this line, Christensen et al. [20] investigate steady-state pattern formation for
a chemically reactive mixture that undergoes spinodal decomposition. The authors highlight the influence
of the reaction rates upon the emerging pattern. Polymerization-induced phase segregation and its mor-
phology can be described using the reactive Cahn-Hilliard equation whereby the chemical reaction inhibits
the system evolution upon phase separation and restrict the domains rich in each component to microscopic
length scale as suggested by Luo et al. [21]. Herein, we extend in a thermodynamically-consistent manner
the Cahn-Hilliard reactive equation to include multicomponent systems. Elliot and Luckhaus [22] show the
former Cahn-Hilliard equation can be recovered by assuming the gradient energy parameters matrix to be
diagonal positive definite. We recover the Cahn-Hilliard equation using negative-definite gradient energy
parameters with null diagonal. The outline of this work reads as follows. Section 2 defines of the free energy
of the system. We use a logarithmic multi-well potential together with a multi-gradient-type potential. Sec-
tion 3 introduces the expressions for the chemical potentials whereby n−1 chemical potential differences are
identified. Section 4 outlines the general expression for the mass flux taking into account the off-diagonal
terms in the Onsager reciprocal relations, followed by sections 5 and 6, which encompass the governing
equations and reaction terms of the diffusion-reaction process. In section 7, we carry out a theoretical anal-
ysis of the first and second law of thermodynamics for the coupled multicomponent Cahn-Hilliard system
with chemical reaction. The latter suggests the free energy may increase since the reaction term acts as a
source/sink of energy. Finally, in section 8, we perform a simulation that showcases the evolution of a four
phases system that undergoes a reversible chemical reaction. Particularly, when the forward reaction rate
is greater than the backward one, we show the changes in interfacial energy.
2. Free Energy
We consider n-species, where ϕa denotes the concentration of the a-th species. The concentration of





To simplifly the notation, we define the following set of functions,
ϕ̃ = {ϕ1, . . . , ϕn} (2a)
grad ϕ̃ = {gradϕ1, . . . , gradϕn} (2b)








where ϕ̃ and grad ϕ̃ account for the concentration of each component, and their gradients, respectively. The
sets ϕ and grad ϕ incorporate the constraint (1) by setting ϕn = 1 -
∑n−1
a=1 ϕa , which is only possible in
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the case of perfect mixture solutions. As a consequence, we rewrite the system without considering one of
the species, for instance ϕn. The tilde stands for quantities evaluated on ϕ̃ and grad ϕ̃.
As suggested by the pioneering work of Cahn and Hilliard[1], the nature of phase separation undergoing
spinodal decomposition is governed by the Ginzburg-Landau free energy. In a multicomponent framework,
we assume that the Ginzburg-Landau free energy for an isotropic physical domain Ω with a non-uniform
concentration is










ψ̃ϕ(ϕ̃) + ψ̃s(grad ϕ̃)
]
dΩ, (3)































(ωab + ωnn − ωan − ωnb)ϕaϕb +
n−1∑
a=1
(ωan + ωna − 2ωnn)ϕa
)
(4b)
where Nv is the number of molecules per unit volume, kB is the Boltzmann constant, and ωab represents
the interaction energy between the mass fraction of the species a and b, where the interaction between the
phase ϕa over ϕb is reciprocal, thus ωab is symmetric. The interaction energy is positive and is related to the
critical temperature for each pair of species, θcab, (between phases a and b). Following standard convention,
we assume ωab = 0 when a = b and ωab = kBθcab when a , b [23, 22, 24, 25, 26].
The interfacial free energy is defined as





γab grad (ϕa) · grad (ϕb) (5a)





(γab + γnn − γan − γnb)grad (ϕa) · grad (ϕb) (5b)
where γab = σablab [force] (no summation implied by repeated indexes) represents the magnitude of the
interfacial energy between the phases ϕa and ϕb. The parameters σab and lab are the interface tension
[force/length] and the interfacial thickness8 for each pair of species (between phases ϕa and ϕb) [length],
respectively. In [27], the authors define the force γab as Nvωabl2ab. For example, from the previous expressions
we can recover the Cahn-Hilliard equation by setting n = 2 and γab = −0.5γ for a , b and γab = 0 for a = b.
We then show the Cahn-Hilliard equation can also be recovered using a negative definite gradient energy
parameters with null diagonal. Similarly for ω, keeping the same structure as γ, ωab = ω/2 for a , b and
ωab = 0 for a = b.
Applying the constraint (1) to the equations (4a) and (5a), we obtain a new form for the free energies,
which is given in the equations (4b) and (5b), respectively.
Remark 1 (The nature of γab). Let λab be a fully populated matrix with the same entity, κ for all a and






gradϕa = 0a, (6)
8This expression corresponds to the root mean square effective ”interaction distance,” as suggested by the former work of
Cahn and Hilliard [27].
3
the inner product between the rows (which are constant for this particular case) and the grad ϕ is always










gradϕa(γab + λab)gradϕb. (7)
We conclude then that any statement about the positive definiteness of γab could be misleading.
















gradϕa(γab + γnn − γan − γnb︸                           ︷︷                           ︸
γ̄ab
)gradϕb. (9)
That is, this results in an unconstrained space of dimension n− 1 with the mapping F : γ 7→ γ̄ defined by
γ̄ab = γab + γnn − γan − γnb, for 1 ≤ a, b ≤ n− 1. (10)
We thus postulate that the problem is well-posed if γ̄ab is positive-definite. Moreover, γab can be positive-
or negative-definite.
Moreover, let ea be a basis (of a vector space V ) of dimension n, êa be a basis (in the dual space V ∗),
and γab be a diagonal matrix defined as follows
γab = κêa · eb. (11)
γab can be rewritten as
γab = −κ(1− êa · eb). (12)
Although the matrix (12) has a null diagonal, it produces the same mapping as the diagonal matrix (11)
for all vectors that live in the constrained vector space.
3. Chemical potential
The conserved field obeys a non-Fickian diffusion driven by the chemical potential differences between
the species. The chemical potential is the variational derivative of the free energy functional with respect
to the selected species concentration, and models the n-well and interfacial contributions to the exchange












= η̃a − η̃n, (14)
for a = 1, . . . , n− 1.
As mentioned above, we split the chemical potential into the n-well ηϕ and interfacial ηs chemical
potentials, related to the n-well and interfacial free energies, respectively. The n-well term is


































(γab − γnb)4ϕb. (18)
Finally, ηa
def= ηϕa + ηsa.
4. Generalized Fick’s law






Lab grad η̃b, a = 1, . . . , n, (19)




ja = 0, (20)
which implies the relation
n∑
b=1
Lab = 0, ∀a. (21)























Lab grad (η̃b − η̃n)
(22)
We use the standard assusmption that the mobility coefficients depend on the phase composition. In
particular, we express this dependency in terms of the concentration of each species. We use the definition
Lab = ϕa(δab − ϕb) with no sum on a and b, where δab is the Kronecker delta of dimension n [23]. Finally,




Lab grad ηb, (23)
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5. Mass action law











where the number of reactants and the number of products are given by the number of non-zero entries
in αa and βa [28]. The stoichiometry coefficients αa and βa balance the chemical reaction and k− and k+
account for the reaction rates in the forward and backward reactions, respectively. Aa stands for the species
in the forward and backward chemical equations. As mentioned above, n corresponds to the total number
of species involved in the chemical process. For instance, if one considers the formation of water from its
elements, hydrogen and oxygen, the chemical reaction reads
2H2(g) +O2(g)→ 2H2O(g). (25)
Using equation (24) to describe the aforementioned chemical reaction, the total number of species corre-
sponds to n = 3 and the chemical species A1, A2 and A3 relates H2(g), O2(g) and H2O(g), respectively.
Moreover, the stoichiometry coefficients in left-hand side of the chemical reaction are given by (α1, α2, α3)
= (2, 1, 0). Analogously, the stoichiometry coefficients in the right-hand side of the chemical reaction are
(β1, β2, β3) = (0, 0, 2).
Consider now the mass fractions of the a-th speciesAa denoted by [Aa], with ϕ̃
def= [Aa], i.e., (ϕ1, . . . , ϕn)
def=


















For convenience, we rewrite the general reaction term as follows:
Ra = −(αa − βa)(r+c − r−c ), (28)














(αac − βac)(r+c − r−c ), (31)
where αac and βac are the a-th are the stoichiometry coefficient (with the index a for each component)
for the c-th chemical reaction, while k+c and k−c are the forward and backward reaction rates for the c-th
chemical reaction, respectively.
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6. Governing Equations in Primal Form
The temporal evolution of the conserved field undergoing spinodal decomposition with chemical reaction
is governed by
ϕ̇a = Ra − div ja for each species a. (32)
We denote H2 as the Sobolev space of square integrable functions with square integrable first and second
derivatives and (·, ·)Ω as the L2 inner product over the physical domain Ω with boundary Γ. By multiplying
the governing equation (32) by a test function wa, which belongs to H2, using the definition for the mass
fluxes (19) and integrating by parts, the primal variational formulation can then be given by:
(%a, ϕ̇a)Ω =(%a,Ra)Ω − (%a, ∂ijai)Ω
=(%a,Ra)Ω + (∂i%a, jai)Ω − (%a, jaini)Γ
=(%a,Ra)Ω + (∂i%a,−Lab∂i(ηϕb + ηsb))Ω − (%a,−Lab(∂iηb)ni)Γ
=(%a,Ra)Ω − (∂i%a, Lab∂iηϕb )Ω − (∂i%a, ∂i(Labηsb))Ω + (∂i%a, (∂iLab)ηsb)Ω
+ (%a, Lab(∂iηb)ni)Γ
=(%a,Ra)Ω − (∂i%a, Lab∂iηϕb )Ω + (∂ii%a, Labηsb)Ω + (∂i%a, (∂iLab)ηsb)Ω
+ (%a, Lab(∂iηb)ni)Γ − (∂i%ani, Labηsb)Γ
(33)
7. First and second law of thermodynamics
We derive the first law of thermodynamics using the governing equation of mass evolution. The product
between the temporal derivative of the concentration and the chemical potential yields the balance between
the external and internal chemical powers provided by diffusion. Additionally, the product between the
chemical potential and the law of mass action accounts for the chemical power provided by the chemical











(−div (ηaja − ϕ̇aγ gradϕa)− ηaRa) , (34b)
where ẇint and ẇext stand for the internal and external chemical powers, respectively, cf. [29, 30]. Thus,
the governing equation yields ẇint = ẇext.






∂ϕa ψ̃ϕ̇a + ∂gradϕa ψ̃ · grad ϕ̇a
)
(35)
which leads to ẇint = ˙̃ψ −∑na (grad ηa · ja).
The first law of thermodynamics accounts for the energy balance between the internal energy ėint and
the rate at which chemical (diffusion and reaction) power is expended ẇext. Thereby, the latter statement
leads to the following expression
ėint = ˙̃ψ −
n∑
a
(grad ηa · ja) . (36)
The second law of thermodynamics, in the form of the Clausius-Duhem inequality, states that the rate
of growth of the entropy s is at least as large as the entropy flux q/θ added to the entropy supply q/θ, i.e.,
ṡ ≥ 1
θ
(−div q + 1
θ
div θ · q + q) (37)
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where q, q and θ stand for heat flux, heat supply, and temperature, respectively. Using the Legrende
transform of the free energy and taking the temporal derivative of the resulting expression, we end up with
the following expression
˙̃ψ = ėint − θ̇s− θṡ, (38)
and considering the absence of a heat flux, the entropy imbalance reads
ėint − ˙̃ψ ≥ 0 (39)




(grad ηa · ja) ≥ 0 (40)
8. Numerical Simulations
We perform a numerical simulation of a two-dimensional multicomponent Cahn-Hilliard reactive equation
that showcases the temporal evolution and interactions of a four species system A1, A2, A3 and A4 as
expressed by the model we propose in the previous sections. Herein, we consider a reversible chemical
reaction with forward k+ and backward k− reaction rates of 1000 and 10, respectively. The chemical
reaction in our formulation is general. Therefore, modeling a specific chemical process does not generate
neither implementation nor theoretical difficulties. By inserting the corresponding stoichiometry coefficients








where the stoichiometry vectors αa and βa are given by
αa = (5, 1, 0, 0), and βa = (0, 0, 2, 1). (42)
In a reversible chemical reaction, the reactant and product species are never totally consumed. For
instance, in equation (41), the species A1 and A2 react to form the species A3 and A4 which in turn react
to form back the species A1 and A2 until the system reaches equilibrium. In general, such reactions do
not need to have the same reaction rates. Thereby, we seek to model a system which follows a reversible
chemical reaction such as (41).




0.0 0.5 0.7 0.6
0.5 0.0 0.4 0.7
0.7 0.4 0.0 0.7
0.6 0.7 0.7 0.0
 (43)
Moreover, the magnitude of the interfacial energy between ϕa and ϕb is
γab =

0.0 −0.5 −0.75 −0.75
−0.5 0.0 −0.45 −0.65
−0.75 −0.45 0.0 −0.75
−0.75 −0.65 −0.75 0.0
 (44)
For instance, the magnitude of the interfacial energy between ϕ1 and ϕ3 corresponds to −0.75.
The parameters NvkBθ and Nv take the values of 9000 and 6000, respectively. Furthermore, the initial
condition for each component is set such that ϕa takes random values between ϕ̄a ± 0.05, assuming that
ϕ̄a is 1/n. As discussed above, we calculate ϕn by applying at each time-step the constraint defined by (1),
which guarantees the consistency of the process. The coupled system of partial differential equations for our
8
(a) Initial condition
(b) t = 6 x 10−5
(c) t = 1 x 10−3
(d) t = 5 x 10−3
(e) t = 1 x 10−2
(f) t = 3 x 10−2
Figure 1: Temporal evolution of the concentration for species 1, 2, 3 and, 4, respectively.
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example computes four coupled concentrations corresponding to [Aa] = ϕa, for a = 1, . . . , 4, that evolve in
time, is
ϕ̇1 = −5k+ϕ51ϕ2 + 5k−ϕ23ϕ4 − div j1, (45a)
ϕ̇2 = −k+ϕ51ϕ2 + k−ϕ23ϕ4 − div j2, (45b)
ϕ̇3 = 2k+ϕ51ϕ2 − 2k−ϕ23ϕ4 − div j3, (45c)
ϕ̇4 = k+ϕ51ϕ2 − k−ϕ23ϕ4 − div j4, (45d)
We form and solve the system of equations using PetIGA [31], an open soure framework for high-
performance computing which has proven flexible, robust and highly scalable. This framework was applied
to various multiphysics and multiscale proceeses, in particular phase-field modeling applications [32, 33, 34,
35, 29, 36, 17, 37, 30]. Following [18], we use isogeometric analysis to discretize in space equation (33). This
technique successfully solves the standard Cahn–Hilliard equation in primal form as it allows for high-order,
and highly-continuous basis functions, i.e., H2-conforming spaces. We use a square domain Ω = [0, 1]2,
using 64 C1-quadratic elements with periodic boundary conditions. In order to control possible numerical
instabilities induced by the time discretization, we use the generalized-α method as suggested by Vignal et
al. [38].
Figure 1 presents the temporal evolution of the concentration of each component. The randomly per-
turbed initial condition goes through spinodal decomposition during the early stages and is followed by
coarsening. Our results highlight these phenomena including the reaction process. Figures 1b and 1c depict
the early stages of the process, t < 10−3, when chain structures are formed by components 1 and 4, whereas
the components 2 and 3 play an interstitial role. Later on, t > 10−3, a merging process takes place to form
large and rounded structures. When the system reaches steady state, the component 1 forms a bridge at the
interface of the two elliptical structures defined by component 4. Furthermore, the component 2 becomes
the interstitial component, while the component 3 forms a circular structure, surrounded by the component
4.
Figure 2 depicts the interfacial energy pair (solid black lines) and the masses of each component (red
and blue dashed lines). The chemical reactions occur mainly in the range 10−3 < t < 10−2, and outside
this range the mass of each component remains roughly constant. Since the backward reaction plays no
substantial role in the process, due to the fact that k+ >> k−, components 1 and 2 react decreasing their
initial masses. Consequently, this reaction increases the masses of the components 3 and 4 as a function of
the consumption of reactant components. The nature of a system undergoing chemical reactions can create
(destroy) the interface between the phases. Thus, the interfacial energy must also change according to this
evolution process. Particularly, Figure 2d illustrates this process, whereby the interfacial energy grows as
a result of the emerging product phase. On the contrary, when considering the early stages of each phase,
Figure 2 suggests that the spinodal decomposition controls the interfacial energy evolution since the chemical
process plays no substantial role during this early process. The relation between the free-energy and the
external power, ˙̃ψ −∑na(grad ηa · ja) = ẇext, bearing in mind that the use periodic boundary conditions
renders ẇext = −∑na ηaRa, suggests the reaction term may act as either source or sink of energy, explaining
the growth observed in the free-energy. Therefore, this reaction may increase the free energy. Figure 3
provides a picture of such behavior.
The spinodal decomposition controls the early stages since the phases start separating (unmixing) from
each other. Later on, the system favors the growth of regions rich in each component caused by either phase
merging or Ostwald ripening. Figure 3 shows the evolution over time of the total free-energy functional
depicting the concentration fields at four stages, that is, the initial condition, spinodal decomposition,













































































































(f) Interfacial energy for components 3 and 4.
Figure 2: Temporal evolution of interfacial energy and mass.
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Figure 3: Temporal evolution of free energy.
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9. Conclusions
We derive a set of conservation laws within the appropriate thermodynamic constraints for a multicom-
ponent Cahn–Hilliard system with multiple reversible chemical reactions. For binary systems, we recover
the standard Cahn–Hilliard equation. Additionally, we couple the multi-phase framework with chemical
reactions using the mass action law. We perform a numerical simulation with four components and one re-
versible chemical reaction with different chemical reaction rates that showcases the robustness of the model
we propose. The simulation also shows consistency with expected spinodal decomposition as well as the
reversible chemical reaction.
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