ABSTRACT In this paper, we present a uniform mathematical framework based on a robust kernel-based regression for the task of simultaneous single-image super-resolution and denoising. The given model is formulated as a convex 1 sparse optimization problem, which can be efficiently solved by the alternating direction method of multipliers (ADMM). Especially, the proposed method is applied to image patches to reduce computational time. Additionally, an iterative strategy is also incorporated into the approach to refine more image details. The extensive experiments on simulated natural images with additional sparse noise and real time-of-flight (ToF) images demonstrate the ability of simultaneously removing sparse noise and enhancing image resolution.
I. INTRODUCTION
Image denoising is an important application in image processing, and it is quite crucial to the subsequent tasks of image processing, e.g., segmentation, recognition, detection, analysis, etc. In last few decades, many image denoising approaches have been proposed, see e.g., [1] - [7] . In [5] , Liu et al. proposed a novel method to solve total variation (TV) model that was first proposed by Rudin et al. [8] for the application of multiplicative noise removal. Wang et al. [7] proposed a modified minimization model for image deblurring and denoising. This model was related to 1 minimization model and an efficient algorithm was designed to solve the given model. Especially, so far too many works about image denoising are proposed and readers can find more references from the mentioned papers. For image denoising problems, the goal is to recover the clean (or noise-free) image from the noisy input. In what follows, we will detailedly introduce some representative
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super-resolution literature, since the main difficulty of the proposed work is related to image super-resolution. Recently, Chen et al. [9] proposed a weighted couple sparse representation dictionary learning method with classified regularization to remove impulse noise. The approach divided image pixels into clear, slightly corrupted and heavily corrupted ones, and imposed different data-fidelity regularizations to the pixels. This method obtained promising results, especially for heavy impulse noise. Besides, Yin et al. [10] presented an accurate image denoising method by semisupervised learning on big data. The related approach was to use a devised cost function which involved semisupervised learning on largescale corrupted noisy images only with a few labeled training samples. From the perspective of experimental results on salt & pepper noise and random valued noise, the presented method obtained the excellent results. In [11] , Yuan and Ghanem developed a fast image denoising algorithm for the model of 0 regularization + TV regularization (L0TV). It first transferred the L0TV model to an equivalent mathematical program with equilibrium constraints (MPEC), then solve the MPEC by a designed proximal alternating direction VOLUME 7, 2019 This method of multipliers (PADMM) . Extensive experimental results demonstrate the effectiveness and efficiency of this method.
Image super-resolution (SR) is currently a quite active field in image processing. It is to calculate a high-resolution (HR) image from one or multiple low-resolution (LR) images, where HR means more details and LR indicates less details. However, because of the limitation of hardware devices and high cost, it sometimes only collects low-resolution images. Therefore, proposing an accurate and fast super-resolution approach is quite crucial to image super-resolution. Existing super-resolution approaches can be roughly divided into several categories, i.e., interpolation-based methods, statisticsbased methods and learning-based and others. Interpolation is a quite popular way to address image super-resolution problem, and its two classical methods include nearestneighbor interpolation and bicubic interpolation. Additionally, some recent state-of-the-art interpolation methods have been proposed, see e.g., [12] - [15] . For instance, in [12] , Li and Orchard proposed a new edge-directed interpolation to estimates local covariance coefficients from a low-resolution image, then to interpolate the high-resolution image by the estimated coefficients. Besides, some statistics-based methods are also quite effective in resolution enhancement. Two important categories are Maximum a Posterior (MAP) based methods and Maximum Likelihood estimator (MLE) based methods, see e.g., [16] - [18] . For instance, Fattal [18] utilized statistical edge dependency to relate edge features in low-and high-resolution images to preserve sharp edges of the latent high-resolution image. Recently, learning-based approaches become a quite powerful strategy to address image super-resolution problems, see e.g., [19] - [24] . This type of methods usually starts from two large training data sets, including one set of low-resolution images and one set of high-resolution images. By learning the relation between these low-resolution and high-resolution images, then it may apply the estimated relation to a given low-resolution image to obtain a high-resolution outcome. Leaning based methods could normally yield quite competitive results, however, they encounter some difficulties, for example, the heavy computation.
In practical applications, the acquired images from real devices sometimes not only inevitably contain sparse noise but also only have a low-resolution display. For instance, time-of-flight (ToF) images 1 are sometimes corrupted by some sparse outliers that can be viewed as sparse noise, besides its resolution is usually not high due to the consideration of cost, see g in Fig. 1 . In particular, people like to take individual processing of denoising and super-resolution when super-resolving a noisy image, since it is easy to implement. However, this strategy may cause many drawbacks, e.g., noise amplification, blurring and super-resolution performance reduction. Therefore, how to develop a novel method with a uniform mathematical framework to simultaneously remove sparse noise and enhance image resolution is quite important and challenging to the practical case. In this work, we mainly focus on proposing a new method to address this problem. Up to now, only limited literature about simultaneously removing sparse noise and enhancing image resolution are published, see e.g., [25] - [29] . In [25] , [27] , Xie et al. proposed a single depth image super-resolution and denoising approach by utilizing coupled dictionary learning which employs local constraints and shock filtering. The incorporated adaptive regularized shock filter could simultaneously reduce the noise and sharpen the edges of the super-resolution image. In [28] , Lee et al. presented a new self-learning technique for joint super-resolution and denoising of noisy images. The given approach combined principal component analysis (PCA) for denoising with a self-learning method for super-resolution into a uniform framework to realize the joint super-resolution and denoising. In [26] , authors utilized a dataset with lowresolution and high-resolution patch pairs to learn a nonnegative sparse linear representation. The process of finding the representation can be modeled as a nonnegative quadratic programming problem. In summary, most of joint superresolution and denoising methods are related to either learning based approaches that need extra datasets or joint depth (or natural) image super-resolution and denoising. In this paper, we mainly focus on the joint image superresolution and denoising under a uniform framework of reproducing kernel Hilbert space (RKHS) representation for real ToF images, see the flowchart of the proposed method in Fig. 1 . The formulated optimization model is based on a 1 regularization to depict the sparse noise. The basis coefficients of RKHS which distribute unstructured are constrained by a 2 term. An alternating direction method of multipliers (ADMM) based algorithm is designed to efficiently solve the proposed convex model. Furthermore, we apply our method to image patches, aiming to save the computation. Additionally, to enhance the performance of the given approach, an iterative strategy is properly incorporated into the proposed framework and gets competitive results. Numerical experiments on simulated noisy low-resolution images verify the effectiveness of the proposed method. Especially, the experiments on real ToF images demonstrate that the given method can indeed work for real ToF images and yield promising results. In summary, this paper has the following main contributions: 1) The proposed method puts two image applications, i.e., image super-resolution and denoising, into a uniform mathematical framework of RKHS that is a promising way to model image super-resolution and denoising.
2) An outer iterative strategy, inspired by two previous works [30] , [31] , is utilized to enhance the performance of the proposed method. 3) Our approach indeed works for real ToF images and gets competitive visual performance.
Especially, Fig. 2 gives a simple example of how the proposed method jointly removes the sparse noise and increases image resolution effectively. Fig. 2(a) is the low-resolution image that is degraded from the high-resolution clean image Fig. 2(d) . Fig. 2(b) is the input low-resolution and noisy image that is obtained by adding sparse noise to Fig. 2(a) . The result of our method is displayed in Fig. 2(c) , which verifies the ability of joint super-resolution and denoising of the proposed framework.
The organization of the paper is presented as follows. In Section II, a brief introduction of problem formulation and related works is given. Section III presents the proposed model and the corresponding solving algorithms, including one ADMM based algorithm to solve the given convex model and the final iterative algorithm. In Section IV, the results on simulated and real ToF images are reported and show the effectiveness of our method. Finally, some conclusions are drawn in Section V.
II. PROBLEM FORMULATION AND RELATED WORKS
The paper is mainly focusing on the image problem of simultaneous resolution enhancement and noise removal. For the image with the size of m 1 ×n 1 , it has the relation of n = m 1 n 1 . We may consider this problem from the perspective of finite set of points (g k , x i ), i = 1, 2, · · · , n, with y i ∈ R and x i ∈ R m , which can be mathematically formulated as follows,
where g i ∈ R is an observed point 2 , u i ∈ R and η i ∈ R are usually assumed as sparse noise (or sparse outliers) and model error, respectively. In the case of f being a linear function, the problem (1) will be limited in computing the representation coefficients of the corresponding basis. In more general cases, the function f is a nonlinear one and we may assume it belonging to a ''smooth'' function space H which is generally considered by so called reproducing kernel Hilbert space (RKHS). The RKHS has two key properties about the reproducing kernel function and the inner product induced norm definition:
• The reproducing kernel function κ : R m × R m → R is a symmetric one, and for any x ∈ R m the function κ(·, x) belongs to Hilbert space.
• There exists the reproducing relation f (x) = f , κ(·, x) H and the norm definition · H = √ ·, · H . By imposing 0 regularization to sparse noise (outliers) u whose element is u i , the authors in [32] presented the following nonconvex minimization problem:
which admits the representation
where α i is the unknown coefficient. Especially, λ > 0 and ε ≥ 0 are two constant parameters.
In (2), due to the RKHS representation of
, for every set of points x i and x j , , σ > 0, see [33] . Typically, we choose Gaussian kernel in this work because of its simple scheme and excellent property to represent smooth features.
In practice, the better assumption is actually that the estimated function f can be represented by the linear combination of reproducing kernel functions and the inevitable bias c, which can be written as follows
According to [32] , instead of solving the minimization problem (2), the new target task becomes min u,α,c u 0
where the Gram matrix K ∈ R n×n , α ∈ R n , 1 ∈ R n , u ∈ R n , g ∈ R n and c ∈ R. Although the minimization problem presented in (4) is a nonconvex (also NP-hard) problem, there exist some greedy selection algorithms to efficiently solve it under proper model parameters. In particular, for the solution of (4), the authors in [32] used an orthogonal matching pursuit (OMP) algorithm to solve. We mainly follow the work of [32] which focuses on the image noise removal and extend it to the application of joint super-resolution and denoising. In what follows, we will give our framework of simultaneous image super-resolution and denoising base on the work of [32] . Especially, we have to point out that there exist limited literature about how to apply RKHS to image super-resolution. Readers are recommended to find more information about it from the work of [30] .
III. THE PROPOSED METHOD A. THE PROPOSED MODEL
In this section, we may give the proposed framework of simultaneous image resolution and denoising. For the part of image noise removal, we still keep the minimization model (2) that is designed for denoising. However, due to the nonconvexity of (2) mainly caused by the 0 term, here we prefer to utilize 1 regularization to approach to 0 term, which will lead to a convex relation and guarantee the global convergence by many existing efficient algorithms such as ADMM algorithm.
By imposing the 1 regularization, the new minimization problem for noise removal can be rewritten as follows min u,α,c
where λ and β are two positive parameters to balance each terms. As the mentioned above, (5) is a convex 1 minimization problem which can be solved by many algorithm, such as primal-dual method [34] and alternating direction method of multipliers (ADMM) [30] , [31] , [35] . Here, we choose ADMM to solve the 1 minimization problem (5). In particular, the global convergence of convex minimization problem by ADMM method can be guaranteed by many works, e.g., [36] , [37] .
B. THE SOLUTION
For the ADMM method, the augmented Lagrangian of the problem (5) can be written as follows if we use the substitution d = u for the 1 term of (5),
where γ is a positive parameter, p contains a Lagrangian multiplier. In particular, the problem of minimizing L(α, u, c, d, p) can be solved by iteratively and alternatively solving the following few subproblems. Note that, these subproblems from (6) all have closed-form solutions according to the ADMM scheme.
a) The α-subproblem is given as follows:
which can be solved by least squares method to get the closed-form solution:
where the matrix K T K + λI is actually not illconditioned and has its inverse. b) The c-subproblem is given by minimizing the following function:
which is also solved by least squares method to get the closed-form solution:
where n is the number of pixels (see definition from the beginning of Section II). c) The u-subproblem has the following form:
which can be also solved by least squares method to get the closed-form solution:
d) Similarly, the d-subproblem is extracted as follows:
which can be solved by soft-thresholding algorithm [38] to get the following closed-form solution for each point,
where shrink (a, b) = sign(a)max(|a − b|, 0) with the definition of 0/0 = 0, and sign represents the sign function for a real number. e) By ADMM method, we finally update the Lagrangian multiplier p by the following formula:
The steps a) -e) stands for one iteration of ADMM scheme that is to decompose the difficult minimization problem (6) with multiple variables into four simpler subproblems, i.e., α-, c-, u-and d-subproblems. Fortunately, these four subproblems all have closed-form solutions which can promise the fast speed and the competitive accuracy to solve the problem. Especially, the whole ADMM procedure can be summarized in Algorithm 1.
Algorithm 1 The Summarized Algorithm to Solve (5) by ADMM
Input: The input noisy image g (vector form), parameters λ, β, γ and stopping tolerance tol and maximum iteration M iter Output: The coefficient α * and bias c * Initialize: 
Output the coefficient α * and bias c * when achieving the stopping criterion After getting the coefficient α * ∈ R n and bias c * ∈ R, we may get the denoised image 3 f de ∈ R n by the formula of f de = Kα * + c * 1 which is from (3) after giving the points for x.
C. EXTEND TO SUPER-RESOLUTION AND THE ITERATIVE REFINEMENT
In Section III-A and III-B, we give an efficient method to solve the noise removal problem by utilizing the RKHS 3 For notation simplicity, we interchangeably use vector to represent 2D image.
representation of f (x) = n i=1 α i κ(x i , x). As the mentioned above, when we specify the points for x in the reproducing kernel κ(x k , x), such as x = (x 1 , x 2 , · · · , x n ), we may obtain the denoised outcome by f de = Kα * + c * 1 where the Gram matrix K ∈ R n×n from the discretization of Gaussian reproducing kernel.
In this work, due to the powerful representation ability of RKHS, we tend to increase the number of points of x, such as x = (x 1 , x 2 , · · · , x N ) where N = m 2 n 2 , m 2 = sm 1 , n 2 = sn 1 with a positive integer scale factor s. By the new points of x, it may construct a new Gram matrix K ∈ R N ×n similarly by the discretization of Gaussian reproducing kernel. Therefore, it is easy to get the joint super-resolution and denoising image based on the framework of RKHS by the following formula:
where here 1 ∈ R N Although Algorithm 1 and (16) can get relatively good image super-resolution and denoising results, it fails to completely overcome blur effect along edges. According to some previous iterative refinement for RKHS based method, see [30] , [31] , [39] , we naturally follow their iterative strategy only with minor revisions to formulate the final iterative refinement for our method, aiming to pick up more image details. The detailed description of the modified algorithm can be found in Algorithm 2. 
= g (i) − g 5) Take g (i+1) into step 1) until reaching the maximum iteration τ EndFor Output the final high-resolution and denoising image:
Note that, for notation simplicity, we interchangeably use vectors to represent 2D images. Readers could convert these vectors to matrix forms for better understanding if necessary. The related parameters in step 1 are shown in Algorithm 1. The interpolation method in step 3 is bicubic interpolation which is a very classical method. The maximum iteration τ may be set as a small number under the consideration of balancing computation and image quality (see the parameter section at the beginning of results section). Especially, due to the consideration of reducing computation and storage, we also apply Algorithm 2 to image patches that have a very small size. By this implementation, the related matrix inverse in (8) will become an easy and smallscale problem to compute. In the work, we empirically set patch size as 10 × 10 with 8 pixels overlap.
IV. RESULTS
In this section, we compare the proposed method with two recent competitive image super-resolution methods. One is a classical interpolation method called as ''bicubic'' interpolation, the other that is also a RKHS based method (denoted as ''RKHS'' [30] ) is similar to the proposed method thus we also compare our approach with ''RKHS''. Besides, we also compare the proposed method with some recent state-of-theart image denoising methods, including two learning based methods (denoted as ''SLBD'' [10] 4 and ''WCSR'' [9] 5 ), and one sparse modeling method (denoted as ''L0TV'' [11] 6 ). All experiments in this paper are executed on the platform of MATLAB(R2016a) on a laptop of 8Gb RAM and Intel(R) Core(TM) CPU i5-4590: @3.30GHz.
For gray images, we directly apply the proposed method to gray images. Similarly, for color images, we independently apply the proposed method to each channel. The experiments include two kinds of images. The first kind is to downsample the high-resolution noise-free ground-truth images by ''bicubic'' downsample then add extra sparse noise (salt&pepper noise) and Gaussian noise to generate experimental lowresolution and noisy images. The second kind is from the real ToF images which are obtained by a real machine. Particularly, for the simulated experiments, we use peak signal-noise ratio (PSNR) and structural similarity (SSIM) index 7 [40] to evaluate the performance of different methods.
For the parameters in the proposed method, we empirically set λ = 1 × 10 −1 , β = 1 × 10 −3 , γ = 1 × 10 −1 , M iter = 500, and τ = 10. If we set different parameters for different test images, our method may get better quantitative and visual performance, but here we uniform parameters for all test examples to illustrate the stability of the given method.
A. COMPARISONS WITH SOME SUPER-RESOLUTION METHODS
In Fig. 3 , we show some natural gray images used in the experiments. Fig. 4 reports the results of different methods on the simulated images which are obtained by downsampling the high-resolution clean images (shown in the first row of Fig. 3 ) and adding different level of sparse noise. From Fig. 4 , it is easy to know that the proposed method is able to jointly remove the sparse noise and significantly enhance image resolution. The classical bicubic interpolation and the RKHS method fail to remove the spars noise when enhancing image resolution. The reason why the bicubic and RKHS method fails to remove sparse noise is that they are both superresolution methods but without the ability of simultaneously removing noise. Additionally, we also report the quantitative performance for the compared methods in Tab. 1, which also indicates that our approach holds the best performance.
B. COMPARISONS WITH SOME STATE-OF-THE-ART DENOSING METHODS
Additionally, we also compare the proposed method with some recent state-of-the-art image denoising approaches, including two learning based methods, i.e., SLBD and WCSR, and one sparse based method L0TV. Note that since the three compared methods are not able to jointly remove noise and increase image resolution, thus we need to make an interpolation to the denoised images obtained by these methods. Here we choose a fast and classical bicubic interpolation to implement for fair comparisons, because if we choose the best super-resolution methods such as some of deep learning based methods, which will be somewhat tricky.
For the experiments, we first downsample the clean images (shown in the second row of Fig. 3 ) to low-resolution scale, then add the different level noise, e.g., sparse salt&pepper noise (SPN), to the low-resolution images. The goal of the comparisons is to see which method could obtain VOLUME 7, 2019 the best visual and quantitative performance for jointly removing noise and increasing resolution. Fig. 5 shows the visual performance of the compared methods for the case of adding different levels of sparse salt&pepper noise.
It is clear that the proposed method could obtain sharper images, especially on the image edges and textures, while the other three compared methods seem to perform similarly on the quality of image recovery. The quantitative results in Tab. 2 for two popular metrics, i.e., PSNR and SSIM, also support the better performance of the proposed method.
Furthermore, we also test the performance of the compared methods when the added noise is mixed by sparse salt&pepper noise and less Gaussian noise. From Fig. 6 , VOLUME 7, 2019 it is easy to know that the proposed method also gets the best visual performance while the methods of ''SLBD'' and ''L0TV'' still get relatively good visual results. However, the method ''WCSR'' fails to remove the mixed sparse and Gaussian noise, it may be due to the poor ability of the given model in ''WCSR'' for the removal of mixed noise. The results of PSNR and SSIM in Tab. 3 also verify the conclusion of our guess.
C. MORE DISCUSSIONS 1) THE PERFORMANCE OF THE PROPOSED METHOD ON THE LARGE SCALE DATASET
To show the performance of compared methods on the large scale dataset, Tab. 4 reports the PSNR and SSIM results with the corresponding standard deviations (std) on the 40 object images selected from the Cave Dataset 8 . From the table, it easy to know that the proposed method could obtain the best average PSNR and SSIM metrics, also hold the smallest std for the most of all 40 test images, which demonstrates the effectiveness of our method.
2) THE ABILITY OF THE GIVEN ITERATIVE SCHEME IN ALGORITHM 2
In this section, we also investigate the role of the outer iterative strategy in Fig. 7 . From the figure, it is clear that if we increase the outer iterative number in Algorithm 2, the quantitative performance of the proposed method will be better. However, with the increasing iterations, the computational 8 http://www1.cs.columbia.edu/CAVE/software/softlib/coil-100.php time also will increase significantly. Therefore, to balance the quantitative results and the computational time, we only take a few iterations in Algorithm 2 (default: 10 iterations).
3) PARAMETER SELECTION
The proposed method mainly involves five parameters, i.e., λ, β, γ , M iter and τ . In the work, they are easy to select because the results are not sensitive to the selection of parameters, see the parameter description at the beginning of this section. Actually, choosing the best parameters for many algorithms is always a challenging task. The most popular way is to tune empirically to determine the parameters. In this paper, we also follow this way. In this part, we mainly discuss how to choose the parameter λ and β. Since M iter and τ do not affect the results significantly when setting as the default M iter = 500, and τ = 10. In the meanwhile, γ = 1 × 10 −1 that is the parameter of augmented Lagrangian equation is not sensitive to the final results.
In Fig. 8 , we present the PSNR result of the proposed method with varying λ and β. From this figure, it is clear that the proposed method could obtain the almost best quantitative results around λ = 1 × 10 −1 and β = 1 × 10 −3 . Note that, fine-tuning parameters may get slightly better results, but to make the parameter selection simpler, we set λ = 1 × 10 −1 and β = 1 × 10 −3 roughly for all test examples. By this setting, the results are already good enough for comparisons.
4) COMPUTATIONAL COMPLEXITY
In this work, we actually apply the proposed method to the small image patches with an overlap. Therefore, here we first analyze the computational complexity for a patch by ADMM method. Assume the gray image size is n × n, and the patch size is m × m (m < n) with w pixels overlap between patches. As a result, the computation for a m × m patch by ADMM method is about O(m 6 ) as its dominant cost is the inverse in (8) under the assumption of finite outer iterations in Algorithm 2. Additionally, there are about ( n m−w ) 2 patches in an n × n image with w pixels overlap between patches. Therefore, the final computational complexity for an n × n image by the proposed method is about O( n 2 (m−w) 2 )O(m 6 ). VOLUME 7, 2019 Note that although there is a term O(m 6 ) in the final output, m is only set as 10 in the work which will result in not high real computation.
5) CONVERGENCE CURVE
The proposed method is based on the ADMM method to solve a convex kernel-based sparse model. Actually, the ADMM method is a very classical method and can guarantee the global convergence for a convex model. We may find many works related to the convergence of the ADMM method, see e.g., [41] and [42] . Besides, we also plot the energy curve of the augmented Lagrangian equation (6), see Fig. 9 . From the figure, it is clear that the proposed method is converged.
D. RESULTS ON REAL TOF DATA
Besides, we also apply the proposed method to real ToF image resolution and denoising, see visual results from Fig. 10 . The proposed method still performs better than the other two compared methods, especially on the ability to remove sparse noise. Once again, the bicubic interpolation and the RKHS method fail to simultaneously remove sparse noise and enhance image resolution which is a quite challenging problem just like the mentioned before. In addition, we also compare the proposed method with the three state-ofthe-art denoising methods, i.e., SLBD, WCSR, and L0TV, in the last example. From the figure, we know that the proposed method could remove the noise in the ToF image better, while the results of SLBD and WCSR still leave some noise in the image (see the bottom part of the recovered images by SLBD and WCSR). Especially, L0TV method fails to remove the noise in the image, since this method developed for impulse noise removal requires to estimate the location of pixels corrupted by impulse noise.
V. CONCLUSION
In the paper, we proposed a uniform mathematical framework that is based on RKHS representation and iterative strategy to address a challenging task, i.e., simultaneous (or joint) single image super-resolution and denoising. The proposed 1 model could be solved by an efficient ADMM based algorithm. Furthermore, an iterative strategy which could refine the image details was considered to the proposed method. Results on simulated data verified that our method could simultaneously remove sparse noise and enhance image resolution. Especially, the results for real ToF images demonstrated the effectiveness of the proposed method. Actually, the given method in this paper also has drawbacks. For instance, the computation of our method is still heavy comparing with some classical interpolations or reconstruction based super-resolution methods. The resolution enhancement and denoising image by the proposed method are sometimes oversmoothing on some regions as removing the sparse noise. In the future, we will focus on how to address the mentioned two drawbacks.
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