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I. Introduction1
T
he least squares linear model (OSL) is one of the most used tools in Polit-
ical Science (Kruger & Lewis-Beck, 2008). As long as its assumptions
are respected, the estimated coefficients from a random sample give the
best linear unbiased estimator of the population’s parameters (Kennedy, 2005).
Unbiased because it does not systematically over or underestimates the parame-
ter’s value and because it gives the smallest variance among all possible esti-
mates (Lewis-Beck, 1980).
What about when assumptions are violated? In that case, we must adopt
techniques better suited to the nature of the data. For instance, imagine a study
that investigates the impact of campaign spending on the chance of a candidate
being elected or not. Since the dependent variable is binary, some assumptions
of the least squares model are violated (homoscedasticity, linearity, and normal-
ity) and the estimates may be inconsistent. A logistic regression is the best tool
to handle dichotomous dependent variables, that is, when y can only take on two
categories: elected or not-elected; adopted the policy or did not adopt the policy;
voted for president Bolsonaro or not. Lottes, DeMaris, and Adler (1996) argue
that, despite logistic regression’s popularity in the Social Sciences, there is still
a lot of confusion regarding its correct use. Given our pedagogical experience,
this difficulty is explained by the lack of intuitive teaching materials. Moreover,
many undergraduate and graduate programs, as well as textbooks, end their
content at linear regression, shortening the dissemination of other data analysis
techniques.
To fill this gap, this paper presents an introduction to logistic regression.
Our goal is to facilitate the understanding of its practical application. As far as
audience, we write to students in the early stages of training and teachers who
need materials for quantitative methods courses. Methodologically, we repro-
duce data from Castro and Nunes (2014) regarding the relationship between in-
volvement in corruption scandals (Mensalão2 and Sanguessugas3 scandals) and
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By the end, the reader should be able to identify when a logistic regression
should be used, computationally implement the model, and interpret the results.
We are aware that this paper does not replace a detailed reading of primary
sources on the subject and more technical materials. Nevertheless, we hope to
make understanding logistic regression easier to you and to disseminate repli-
cability as data analysis teaching tool.
The remainder of the paper is divided as follows: the next section explains
the underlying features logistic regression. The third identifies the main techni-
cal conditions that must be met to ensure that the model’s estimates are consis-
tent. The fourth section describes the main statistics that must be observed.
Lastly, we provide some recommendations on how to improve the quality of
methodological training offered to Political Science undergraduate and gradu-
ate students in Brazil.
II. The logic of logistic regression5
The use of binary categorical dependent variables is common in Political
Science empirical research. For example: voted or not (Nicolau, 2007; Soares,
2000), won or lost the electoral contest (Speck & Mancuso, 2013; Peixoto,
2009), adhered to the policy or not (Furlong, 1998), democracy or not-democ-
racy (Goldsmith, Chalup & Quinlan, 2008), started a war or not (Henderson &
Singer, 2000), appealed a judicial ruling or not (Epstein, Landes & Posner,
2013). For all these situations, a logistic regression is the best suited technique
to model the dependent variable’s variation given a set of independent vari-
ables.
In a logistic regression, the dependent variable only has two categories6.
Generally, the occurrence of the event is coded as 1 and its absence as 0. Keep-
ing in mind that codification changes the coefficients’ signal and, therefore,
their substantive interpretation. To better understand how a logistic regression
works, it is necessary to understand the logic of regression analysis as a whole.
Let’s look at the linear model’s classic notation:
Y X     (1)
Y represents the dependent variable, that is, what we are trying to under-
stand/explain/predict. X represents the independent variable. The intercept, (),
represents the value of Y when X equals zero. The regression coefficient, (),
represents the variation observed in Y associated with the increase of one unit of
X. The stochastic term, (), represents the error of the model. Technically, it is
possible to estimate if there is a linear relationship between a dependent variable
(Y) and different independent variables. Moreover, the model allows the obser-
vation of the effect magnitude and to test the coefficients’ statistical signifi-
cance (p-value and confidence intervals).
A logistic regression can be interpreted as a particular case of generalized
linear models (GLM)7, in which the dependent variable is dichotomous. Figu-
re 1 compares the linear and logistic models.
Because the dependent variable in the logistic model takes on only two val-
ues (0 or 1), the probability predicted by the model must also be limited to that
interval. When X (independent variable) takes on lower values, the probability
approaches zero. Conversely, as X increases, the probability approaches 1. For
Kleibaum and Klein (2010), that logistic functions vary between 0 and 1 ex-
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plains the model’s popularity. Given that the dependent variable’s binary nature
violates some the linear model’s assumptions (homoscedasticity8, linearity9,
normality), using a linear model to analyze binary variables may generate inef-
ficient and biased coefficients10. To better understand the relationship between
linear and logistic models, we reproduced the data from Hosmer, Lemeshow,
and Sturdivant (2013) on the association between age and coronary disease
(Graph 1)11.
The vertical dashed line represents the age mean: 44,38 years old. The cases
were coded as 1 (developed coronary disease) and 0 (did not develop it). The
trend is very clear: as age increases, the amount of people diagnosed with coro-
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Source: The authors, based on Hair, A. et al. (2019).
Figure 1 - Linear regression line versus logistic curve
Source: The authors based on and Hosmer, Lemeshow, and Sturdivant (2013).
Graph 1 - Age x coronary disease
8Hair et al. (2009) state that
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assumption that the dependent
variable displays equal levels
of variance over a range of the
predictor variable (Hair et al.,
2009, p. 83). 2013, p. 77
9For Hair et al. (2009), an
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The important thing is to
understand what each of them
are for, when they should be
used, and how the coefficients
must be interpreted.
nary disease grows. An intuitive way to observe this pattern is to examine the
number of cases using the mean as a parameter for comparison. For example,
for people above the mean there more illness cases, while for people below the
mean, the larger concentration is in the “did not develop it” category. That is,
the graph is stating that there is an association between age and coronary dis-
ease. It is in that sense that a logistic regression informs the probability of the
event coded as 1 occurring, in the case at hand, developing coronary disease.
Table 1 presents the data by age group.
Simply observe the last column to reach the same conclusion presented by
Graph 1: the higher the age, the higher the chance to develop coronary diseases.
An additional option to visualize the relationship between these variables is to
graphically represent the percentage of people who are ill for each age group
(Graph 2).
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Table 1 - Age group x coronary disease
Disease
Age Group N Yes No Yes (%)
20-29 10 1 9 0.1
30-34 15 2 13 0.13
35-39 12 3 9 0.25
40-44 15 5 10 0.33
45-49 13 6 7 0.46
50-54 8 5 3 0.63
55-59 17 13 4 0.76
60-69 10 8 2 0.8
Total 100 43 57
Source: The authors, based on Hosmer, Lemeshow, and Sturdivant (2013)
Source: The authors based on Hosmer, Lemeshow, and Sturdivant (2013).
Graph 2 - Age group x coronary disease
We observe a positive correlation between age (axis X) and the probability
to develop cardiac diseases (axis Y) is observed. A logistic regression will in-
form the direction, magnitude, and the statistical significance level of this rela-
tionship. In a nutshell, the researcher must use a logistic regression when the
dependent variable is categorical and binary. Given that many variables in the
Humanities are categorical, the analytical benefits associated with the correct
application and interpretation of a logistic regression are evident12.
III. Planning a logistic regression
Table 2 describes the five stages that should be observed.
The first stage is to identify a research question for which the dependent
variable is naturally dichotomous. For example, given the popularity of logistic
regression in health research, commonly used variables are: lived/died; sick/not
sick; smoker/ non-smoker. Usually, a researcher must forgo from recoding a
continuous or discrete variable into a dichotomous categorical one. More
clearly, let’s say the interest variable is income per capita. It is wrong to recode
income to produce two categories: rich versus poor. Technically, recoding a
quantitative variable into a categorical one implies loss of information and that
reduces the estimates’ consistency (Fernandes et al., 2019)13.
At the second stage, the technical requirements must be observed. Despite
being more flexible than other statistical techniques, logistic regression is sensi-
tive to, for example, problems of multicollinearity (high levels of correlation
between independent variables)14. There are different procedures to minimize
this problem. The simplest is to increase the number of observations (Kennedy,
2005). An additional option is to use some data reduction technique to create a
synthetic measure from the variance of the original variables. We must not sim-
ply exclude one of the independent variables, under the risk of producing errors
in the model specification. In a logistic regression, the size of the sample is key
(Hair et al., 2009). Small samples tend to produce inconsistent estimates. On the
other hand, excessively large samples increase the power of statistical tests in
such a way that any effect tends to be statistically significant, regardless of mag-
nitude. Hosmer and Lemeshow (2000) suggest a minimal n of 400 cases. Hair et
al. (2009) suggest a ratio of 10 cases for each independent variable included in
the model. Pedhazur (1982) recommends a ratio of 30 cases for each estimated
parameter.
Another eventual source for problems is outliers. Extreme cases produce di-
sastrous results in data analysis and in the case of a logistic regression, the pres-
ence of atypical observations may harm the model’s fit. Once aberrant cases are
detected, a researcher must decide what to do with them. Sometimes an extreme
case is nothing more than a typo and can be easily solved. One option is to ex-
clude outliers from the model’s estimation and measure the impact of its inclu-
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Table 2 - Planning a logistic regression in five stages
Stage Description
1st Identify the dependent variable
2nd Note the technical requirements
3rd Estimate and fit the model
4th Interpret the results
5th Validate the results
Source: the authors, based on Hair et al. (2009).
12A logistic regression also
supports variables with more
than two categories. When
there is no hierarchy between
the category, such as with the
distribution of civil status, we
should use a multinomial
regression. On the other hand,
an ordinal logistic regression
is ideal to model the
distribution of ordinal
variables, that is, when there is
a structure of intensity
between the categories.
13Categorizing variables tends
to produce biased and
inefficient estimates (Taylor &
Yu, 2002). Given this, we
emphasize the term “originally
dichotomous”, and
recommend never reducing the
level of measurement for
continuous, discrete, or ordinal
variables with the aim of
applying logistic regression
models. Still in doubt? Check
Fernandes et al. (2019).
14When the correlation is very
high (some use the golden rule
of r  0,90), the coefficients’
standard error is large,
hindering the evaluation of the
relative importance of the
explanatory variables. To
better understand the problems
that high levels of correlation
among independent variables
may generate, see Figueiredo,
Silva, and Domingos (2015).
sion on the coefficients. Another procedure commonly adopted is to recode the
case, giving it a less extreme value, the mean for example. In any case, it is im-
portant to describe in detail what was done to deal with eventual extreme obser-
vations15.
At stage three, the researcher must estimate the model. Here, two procedures
are essential: a) report the software and b) and share replication materials, which
include the original data, the manipulated data, and the computational scripts16.
These procedures increase transparency and make replicability of results easier
(King, 1995; Paranhos et al., 2013; Janz, 2016; Figueiredo Filho et al., 2019).
After estimating the model, the next step is evaluating the goodness of the fit.
This can be done by comparing the null model (just the intercept) with the
model that incorporates the independent variables. A statistically significant
difference between the models indicates that the explanatory variables help to
predict the occurrence of the dependent variable. Figure 2 shows the underlying
logic of model comparison when we are using logistic regression.
Comparatively, model B has a better fit than model A. This can be observed
given the difference in discriminatory power. While model A presents high
variability, model B is more precise. For Tabachnick, Fidell, and Ullman,
[...] “logistic regression, like multiway frequency analysis, can be used to fit and
compare models. The simplest (and worst-fitting) model includes only the con-
stant and none of the predictors. The most complex (and ‘best’-fitting) model in-
cludes the constant, all predictors, and, perhaps, interactions among predictors.
Often, however, not all predictors (and interactions) are related to the outcome.
The researcher uses goodness-of-fit tests to choose the model that does the best
job of prediction with the fewest predictors.” (Tabachnick, Fidell & Ullman,
2007, p. 439).
The fourth stage is the interpretation of results. Unfortunately, many works
limit themselves to analyzing the statistical significance of the estimates and do
not pay attention to the coefficients’ magnitude. We suggest that researchers in-
terpret the coefficients and substantively discuss how results are related to the
research hypothesis. Unlike a linear regression, in which coefficients are easy to
interpret, the estimates produced in the logistic model are less intuitive17. This is
because the logit transformation informs the independent variable’s effect on
the variation of the dependent variable’s natural logarithm of the odds. For ex-
ample, when considering a coefficient of 0.6, an increase of 0.6 units is ex-
pected in the logit of Y every time X increases by one unit. This approach’s
main disadvantage is its lack of intelligibility. To state that the amount in logit
in18 creased 0.6 units is not very intuitive and does not help to understand the re-
lationship between the variables.
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Source: Hair et al. (2009).
Figure 2 - Comparing the fit of logistic models
15For an introduction on how
to detect outliers, see
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18Readers unfamiliar with the
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consult the Methodological
Appendix of this article before
reading further. For a more
detailed treatment, see Hilbe
(2009).
A second possibility is to analyze the independent variables’ impact on the
odds of Y. To do so, a researcher must get the exponent of the coefficient itself.
In our example, the exponential of 0.6 is 1.82. This means that for each addi-
tional unit in X, an increase of 1.82 is expected in the chance of Y occurring,
keeping other variables constant. Graph 3 illustrates the distribution of a simu-
lation’s exponential function, in which x varies between -5 and 5.
In a logistic regression, the exponential of a positive value (+) produces a
coefficient larger than 1. Conversely, a negative coefficient (-) returns a Exp ()
smaller than 1. A coefficient with a value of zero produces an Exp () equal to 1,
indicating that the independent variable does not affect the chance of the de-
pendent variable’s occurrence. So, write it down in your notebook: the farther
the coefficient is from one, regardless of the direction, the greater the impact of
a given independent variable on the chance of the event of interest occurring19.
The third possibility is to estimate the percentage increase in the chance of
the occurrence of Y. To do so, one must subtract one unit from the exponen-
tiated regression coefficient and multiply the result by 100, in this case (1.82-1 *
100). Then we have that the increase in one unit of X is associated with an in-
crease of 82% in the chance of Y occurring (ceteris paribus). The interpretation
of the logistic regression’s coefficients may become a little more complicated
when the chance is smaller than 1, that is, when the coefficient () is negative.
One solution is to invert the coefficient (1/coefficient’s value), which makes the
interpretation easier. For example, a coefficient of 0.639, when inverted, indi-
cates that when the independent variable decreases by in one unit, an average in-
crease of 1.56 is expected in the chance of the dependent variable occurring.
Lastly, the researcher must validate the results observed with a subsample of
its original dataset. This procedure gives the research results more reliability,
especially when working with small samples. According to Hair et al. (2009),
“the most common approach for establishing external validity is the assessment
of hit ratios through either a separate sample (holdout sample) or utilizing a pro-
cedure that repeatedly processes the estimation sample. External validity is sup-
ported when the hit ratio of the selected approach exceeds the comparison
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Source: The authors, based on Hosmer, Lemeshow, and Sturdivant (2013).
Graph 3 - Exponential function
19When interpreting the
statistical significance of the
confidence interval of the odds
regression coefficient, we
must observe if the interval
includes the value one (1). If
so, we are faced with a
non-significant result. For
example, in a confidence
interval in which the
coefficient varies between 0,8
and 1,6, it is not possible to
reject the null hypothesis.
standards that represent the predictive accuracy expected by chance.” (Hair et
al., 2014, p. 329).
Unfortunately, this procedure is rarely used by political scientists. We sus-
pect that the reduced use of validation is in part explained by the lack of training
on the specificities of logistic regression. The next section presents an applied
example of logistic regression and explains how the results should be inter-
preted.
IV. An applied example
To illustrate the application of the logistic regression, we replicated the data
from Castro and Nunes (2014) on corruption and reelection20. However, since
our focus is purely methodological, we will not explore the substantive meaning
of the conclusions reported by the authors. According to the planning from the
previous section, the first step is to identify the dependent variable that will take
value “1” for candidates reelected in 2006 and “0” if otherwise21.
The second step is to verify the technical requirements to estimate the logis-
tic regression. During this step, it is important to observe the presence of outli-
ers, the occurrence of high correlation between independent variables, and an
adequate sample size. Due to space limitations, we will reproduce only one of
the models presented by Castro and Nunes (2014). Specifically, the sample used
to estimate model 5 from Table 6 (p. 41), which has a total of 217 observations
and a proportion of 19 cases for each independent variable. We do not find devi-
ant cases and the level of correlation between the variables included in the
model is acceptable. Thus, we can move on to the next phase.
The third stage consists of the model’s estimation:22
logit(Y) X X X X X X X
X
       

       

1 1 2 2 3 3 4 4 5 5 6 6 7 7
8 8    X X X9 9 10 10 11 11   
(2)
Chart 1 summarizes how the variables were measured.
We will test three hypotheses:
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Chart 1 - Variables measurement level
Variables Description
Sex (Control) Dummy: Female (0); Male (1)
Age (Control) Continuous: age at election.
Education (Control) Categorical ordinal: Read and write (0); Elementary School incomplete (1); Elementary
School complete (2); High School incomplete (3); High School complete (4); Tertiary
education incomplete (5); Tertiary Education (6).
Poverty (Control) Continuous: percentage of poor people in the state.
Ideology (Control) Categorical: Left (0); Center (1); Right (2).
Vote Increase 2006 (Control) Dummy: Increased (1); Lowered (0).
Change (Control) Dummy: Changed parties (1); Did not (0).
Pork (Control) Continuous: success rate of execution of parliamentary amendments.
Seats per state (Control) Continuous: number of seats for each state at the Chamber of Deputies.
Expenditures (Control) Continuous: campaign expenditures
Scandal (IV) Dummy: Involved in a scandal (1); Not involved in a scandal (0).
Reelection (DV) Dummy: Reelected (1); Not-reelected (0).
Source: the authors, based on Castro and Nunes (2014, p. 38-40).
20Following best scientific
practices, the authors made the




21The main advantage of using
0/1 coding is that the
distribution’s mean will be
equal to the proportion of 1
cases in the sample. In a
distribution with 100
occurrences, in which 25 cases
have been coded as 1, the
mean will be 0.25, which
represents exactly the
proportion of events coded as
1.
22Castro and Nunes (2014)
estimated the regression model
from a probit link function.
The logit function is better
suited for small samples (n <
20) given that it presents a
higher convergence rate. For
large samples, on the other
hand, there are no significant
H1: being involved in a corruption scandal reduces the probability of reelec-
tion;
H2: the higher campaign spending, the higher the probability of reelection;
H3: the higher the execution of amendments, the higher the probability of re-
election.
V. Results
The first step is to analyze the distribution of the dependent variable. Table 3
summarizes this information.
There is information for 451 cases. From this total, 60.53% of the federal
deputies were reelected in 2006, which means 273 occurrences23. We can say
then that the probability for reelection is of 0.605. Alternatively, the chance of
being reelected can be calculated by the division between the probabilities
(yes/no), here, 0.605/0.395 = 1.53. Table 4 illustrates this information.
Considering only candidates involved in corruption scandals, the reelection
rate was 17.86%, since 10 out of 56 representatives got a new term24. This
means that, for this group, the probability for reelection is 0.179 and the chance
for reelection is 0.22. For the candidates not involved in corruption scandals, the
chance of being reelected is 1.9. Ultimately, in our replication example, the lo-
gistic regression consists of the comparative analysis of the reelection percent-
age of candidates involved in corruption scandals and those not involved25.
In terms of the model’s general fit, one of the main tests used is the Hosmer
and Lemeshow (2000). This test is considered more robust than a common
chi-square, especially when there are continuous independent variables or when
the sample’s size is small (Garson, 2011). Table 5 summarizes the information
of interest (value of the test, degrees of freedom, and statistical significance) for
Hosmer and Lemeshow tests, and Table 6 shows the same for the Omnibus test
of model coefficients.
A non-significant result (p > 0.05) suggests that the model estimated with
the independent variables is better than the null model. The estimated model has
a chi-square (2) of 6.832 and a p-valor of 0.555, suggesting an adequate fit. An-
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Table 4 - Comparison of reelection rate (involved x not-involved) (%)
Involved in a scandal Reelected Total
Yes No
Yes 10 (17.86) 46 (82.14) 56 (100.0)
No 263 (66.58) 132 (33.42) 395 (100.0)
Total 273 (60.53) 178 (39.47) 451 (100.0)
Source: The authors.
23The researcher must make
sure that no category has a
distribution smaller than 5%.
This is due to the phenomenon
being then categorized as rare,
and specific corrections to deal
with this situation are needed.
For interested readers, see
King and Zeng (2001).
24These finds diverge
residually from the
information reported in Tables
4 and 5 by Castro and Nunes
(2014), which indicate 9
reelections out of a total of 50
representatives, equaling 18%.
25And this can be calculated
from the odds ratio, which is
calculated by the dividing the
chances of reelection for each
group, in this case, 1.9/0.22.
That is, candidates not
involved in corruption
scandals have an 8 times
higher chance of being
reelected when compared to
the deputies named in the
Mensalão and/or
Sanguessugas schemes, as
measured by Castro and Nunes
(2014).
differences among these link
functions. For more
information on the topic, see
Freitas (2013).
other commonly used adjustment measure is the Omnibus test of model coeffi-
cients. It is a chi-square test comparing the model’s variance with the indepen-
dent variables and the null model (just the intercept).
Unlike the Hosmer and Lemeshow test, a significant result (p < 0.05) sug-
gests an adequate fit. According to the data, the model has a chi-square of
56.356 (p-value < 0.001), that is, the fitted model is better than the null model.
The, we should conclude that the independent variables influence the dependent
variable’s variation26. We do not find these tests in Castro and Nunes’s paper
(2014), nor the computational scripts. Table 7 summarizes the coefficients esti-
mated by the logistic regression model in an attempt to reproduce the results re-
ported in Table 6 of Castro and Nunes (2014).
As with a linear regression, the first step is to analyze the estimated coeffi-
cients (). Here, the research must observe the sign of the estimates and com-
pare them with the direction expected in their hypotheses. X11 (Scandal) has a
negative effect (-1.677) on the probability of reelection. Unlike a linear model,
logistic regression coefficients does not have an direct interpretation.
10/19 Revista de Sociologia e Política v. 28, n. 74








Table 7 - Logistic regression model coefficients*
 Standard error Z(Wald) Sig. Exp() (exp()-1) x 100
(Intercept) 0.552 1.568 0.352 0.725 1.737 73.734
Poverty 1.171 1.419 0.825 0.409 3.224 222.386
Male -0.005 0.560 -0.009 0.993 0.995 -0.484
Age -0.014 0.017 -0.830 0.406 0.986 -1.409
Education -0.060 0.161 -0.370 0.712 0.942 -5.789
Ideology -0.125 0.224 -0.561 0.575 0.882 -11.782
Vote Increase 0.908 0.341 2.663 0.008 2.480 148.030
Change 0.078 0.382 0.205 0.838 1.081 8.136
Parlamentary amendments -0.272 0.639 -0.425 0.671 0.762 -23.785
Candidate/seats -0.005 0.009 -0.516 0.606 0.995 -0.469
Campaign spending 0.000 0.000 3.920 0.000 1.000 0.000
Scandal -1.677 0.528 -3.176 0.001 0.187 -81.299
Source: The authors.
Dependent variable: reelected.
* As with any regression model, the unstandardized coefficients of variables in different scales cannot be directly compared.
STATA has a command (listcoef, std help) which produces standardized coefficients in the independent, dependent, and both
variables. Menard (2004) presents six different ways to standardize coefficients in a logistic regression.
26For Garson (2011), the
omnibus test can be
interpreted as a test for the
joint capacity of all the
predictors in the model to
predict the response
(dependent) variable. A
significant result indicates that
the fit is adequate to the data,
suggesting that at least one of
the predictors is significantly
There are two main ways of reading the coefficients: a) analyze the odds ra-
tio and b) turn the odds ratio into a percentage. With the former, we conclude
that involvement in corruption scandals reduces the chances of being elected. In
terms of percentages, being involved in corruption diminishes in 81.2% the
probability of being reelected, as theoretically expected by hypothesis 1. When
considering campaign expenses, the effect was null, with an Exp () = 1.000.
As in Castro and Nunes (2014), we did not find significant effects of the par-
liamentary amendment variable on the chance of reelection, considering the
magnitude of the p-value and the standard error twice as large as the estimate of
the impact itself27.
After analyzing the coefficients associated with the variables of interest, the
next step is to evaluate the quality of the model’s fit. Table 8 summarizes some
goodness-of-fit measures typically reported in models estimated by the maxi-
mum likelihood28.
It is common for statistical packages to show in the output the number of it-
erations used by the computer to estimate the model. Informing that the model
converged after iteration 5 means that the coefficients were estimated via maxi-
mum likelihood. Generally, the faster a model converges (less iterations), the
better. If the model does not converge, the coefficients are unreliable. One of the
main factors that explain a model’s non-convergence is the insufficiency of
cases in relation the number of independent variables included in the model.
According to Menard (2002), the log likelihood is a measure of parameter
selection in the logistic regression model. However, most statistical packages
report the -2 log likelihood (-2LL) and its interpretation is as follows: the larger
it is, the worse is the model’s explanatory/predictive capacity. Intuitively, it can
be interpreted as a measure of the error when trying to use a determined set of
independent variables (model) to explain the dependent variable’s variation.
The researcher can request the iteration history of the estimation. The procedure
will produce the -2 log likelihood of the null and the fitted models. The differ-
ence between them is measured with a chi-square. As it is an error measure, the
larger the chi-square, the larger is the error reduction of the fitted model (with
the independent variables), in relation to the null model.
Table 8 presents the value of -2LL to make comparing the models easier. In
the null model the -2LL was 3,057,559 and the model with independent vari-
ables was 237,4225. In this case, we observe a considerable reduction. This
means that the model with the independent variables has a superior fit to the null
model. Similarly, the BIC (Bayesian Information Criterion) is another measure
based on maximum likelihood. The smaller, the better. The model tested has a
BIC of 301.891, while the null model’s was 3,066.105. We can extrapolate that
and compare several models, not just the null model.
Unlike the linear model, a logistic regression does not have a synthetic mea-
sure of the variation in the dependent variable explained by the model, such as
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Cox & Snell R2 Nagelkerke R2 BIC
3,057,559 237,4225 0.229 0.308 301,891
Source: The authors.
* The - 2 log likelihood (-2LL) statistic is a fit measure. The smaller it is, the better the fit.
The researcher may use it to compare the fit of different models (including and removing
independent variables, but keeping the same dependent variable).
27In the original, “the
successful allocation of pork
does not present, subverting
expectations, positive
association with reelection.
The result seems to be null and
irrelevant to explain the
chances of reelection in 2006,
also when socioeconomic and
institutional variables are
included in the model”.
(Castro & Nunes, 2014, p. 42).
28The maximum likelihood
method is an iterative process
that aims to fit the model
through several repetitions.
However, sometimes the
model simply does not
converge. This can happen for
several reasons, from
problems in the algorithms
uses to estimate the link
function to a strongly
asymmetrical distribution of
the independent variables.
related to the response
variable.
the coefficient of determination29. However, some measures were developed to
guide the researcher regarding the explanatory/predictive power of the model30.
The most commonly used are Cox & Snell’s pseudo R2 of and Nagelkerke’s31
pseudo R2. For Menard (2002),
Ri2 is a proportional reduction in -2LL or a proportional reduction in the absolute
value of the log-likelihood measure, where () the quantity being minimized to se-
lect the model parameters – is taken as a measure of ‘variation’(Menard, 2002,
p. 25).
For the purposes of this paper, we adopted the following interpretation: the
closer to zero, the smaller is the difference between then null model (without
any independent variables) and the estimated model. The closer to one, the
larger is the difference between the null model and model proposed by the re-
search. At an extreme, a pseudo R2 of zero indicates that the independent vari-
ables included do not help to explain the variation of the dependent variable. A
pseudo R2 of 1 suggests that the variables explain/predict the variation in Y per-
fectly. Keeping in mind that we should be less demanding of a logistic model
than a linear model in terms of variance explained by the R2.
Lastly, a researcher must analyze the classification table. This report is par-
ticularly interesting because it gives a measure of the model’s predictive capac-
ity. Table 9 illustrates the information of interest.
The classification table is frequently referred to as a confusion table. For
Garson (2011),
Although classification hit rates (percent correct) as overall effect size measures
are preferred over pseudo-R2 measures, they to have some severe limitations for
this purpose. Classification tables should not be used exclusively as good-
ness-of-fit measures because they ignore actual predicted probabilities and in-
stead use dichotomized predictions based on a cutoff (ex.: 0.50). For instance, in
binary logistic regression, predicting a 0-or-1 dependent, the classification table
does not reveal how close to 1.0 the correct predictions were nor how close to 0.0
the errors were. A model in which the predictions, correct or not, were mostly
close to the .50 cutoff does not have as good a fit as a model where the predicted
scores cluster either near 1.0 or 0.0. Also, because the hit rate can vary markedly
by sample for the same logistic model, use of the classification table to compare
across samples is not recommended. (Garson, 2011, p. 173).
Our classification matrix uses the conventional standard of 50% to allocate
cases as 1 (if the predicted probability is higher than 0.5) or 0 (smaller than 0.5).
We can evaluate this table using three concepts: accuracy, sensibility, and spec-
ificity. The accuracy of the model is the proportion of true positive and true neg-
ative cases. According to Table 9, the accuracy of our model was of 71.89%
(23.50% + 48.29%). However, the accuracy of a model is not always the most
important aspect. In certain cases, what is important is maximizing the rate of
true positives or true negatives.
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Table 9 - Classification table
Predicted Total
Not reelected Reelected
Real Not reelected 23.50 17.51 41.01
Reelected 10.60 48.39 58.99
Total 34.10 65.90 100.00
Source: The authors.
29There is a debate on the
advantages and limitations of
r2 as a synthetic measure to
evaluate the quality of fit of
logistic regression models. To
our knowledge, King (1986) is
the first systematic alert on the
issue in empirical research in
Political Science. Figueiredo
Filho, Silva Júnior, and Rocha
(2012) have a pedagogical
discussion on the topic.
30Hair et al. (2009) state that a
logistic model’s fit can be
evaluated by two main
procedures: (1) pseudo r2s,
similarly to a linear regression
and (2) by estimating the
predictive capacity of the
model.
31 There are also McFadden's
pseudo R2, McKelvey and
Savoina pseudo R2, McFadden
pseudo R2, Cragg and Uhler
pseudo R2 and Efron pseudo
R2. For the reader interested in
deepening their knowledge on
the subject, see Hagle and
Mitchell (1992) and Menard
(2000).
Moving on to sensibility. It is the percentage of cases that has the feature of
interest (was reelected) that were accurately predicted by the model (true
positives / false positives + true positives). In our example, 48.39% of reelected
candidates were correctly classified, out of a total of 58.99% that were actually
reelected. This gives us a sensibility of 82.03% (48.39%/58.99%). The specific-
ity of the model is the percentage of cases that do not have the feature of interest
(were not reelected), that were correctly classified by the model, that is (true
negatives / false negatives + true negatives). As we can see, 23.50% of non-re-
elected candidates were correctly identified out of a total of 41.01% of non-re-
elected. This gives us a specificity of 57.30% (23.50%/41.01%). There is a
trade-off between sensibility and specificity. When increasing one, the other di-
minishes. Although sometimes the sensibility of the model is more important
(predicting an illness, since one would be able to treat it), at other times it is best
to increase specificity (keep corrupt politicians from being elected).
VI. Conclusion
We hope to help students and teachers to better understand how logistic re-
gression works. The absence of calculus, linear and matrix algebra, and ad-
vanced statistics limits our ability to understand more advanced data analysis
techniques. For this reason, our approach focused on the intuitive exposition of
results. We also believe that understanding the intuitive logic of logistic regres-
sion is the first step to better understanding the different procedures that exist to
deal with categorical data. Computational advances allow researchers with less
specific training in Mathematics and Statistics to benefit from the advantages
associated with the different multivariate techniques. Given that many variables
in Political Science are categorical, the analytical benefits associated with the
correct application and interpretation of a logistic model are evident. With this
paper, we hope to disseminate the use of logistic regression.
And how to improve the quality of methodological and technical training of-
fered to Political Science undergraduate and graduate students in Brazil? We
recommend the following: (1) incorporate of replication as a pedagogical tool in
data analysis disciplines; (2) mandatory disciplines on mathematics, calculus,
probability, and statistics in undergraduate and graduate curricula. In addition,
students must receive training in some programming language; (3) conduct
practical exercises involving data analysis with topics typical of Political Sci-
ence. The emphasis onABSTRACT problems reduces students’ interests on the
topic; (4) incentivize student participation in winter/summer courses such as
MQ-UFMG and IPSA-USP; (5) promote epistemology and philosophy of sci-
ence disciplines. The definition of research methods and techniques depend on
the epistemological view of what is scientific knowledge and how it should be
implemented; (6) diffuse critical reading of papers that use advanced data anal-
ysis techniques; (7) keep up with the academic production of journals special-
ized in methodology such as, for instance, Political Analysis and Political
Science Research and Methods; (8) encourage the publication of methodologi-
cal papers in national journals; (9) foster the creation of research groups and
round-tables on methodology and data analysis techniques in professional con-
ferences; (10) fund research projects especially devoted to deepening the
knowledge on the main feature of science: method.
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Appendix
In this section, we present some information that can help researchers to in-
terpret logistic regression coefficients. In particular, we examine the interpreta-
tion of the odds ratio. In addition, we list some learning tools.
• Understanding the odds ratio32
The term odds ratio is not as disseminated in Political Science applied re-
search as are mean or probability. Usually, since the researcher is comparing
groups/categories, they are interested in analyzing which group/category has a
better chance of occurring in relation to another group/category. Consider the
following example: suppose that the probability (p) of a certain event occurring
is 0,9. Thus, when calculating the complementary event, q = 1 – p, we have 1 –
0,9 = 0,1. Chance is the division of the probability of occurrence (p) by the prob-
ability of non-occurrence (q). Consequently, 0,9/0,1 = 9. It is stated, then, that
the chance for success is 9 to 1. Alternatively, the chance for failure is 0,1/0,9 =
0,11. We say then that the chance for failure is 1 to 9. Unlike probability, which
can only take on values between 0 and 1, chance can vary between 0 and infin-
ity. When the probability of an event occurring is greater than the probability of
it not occurring, its chance will be greater than 1. When the probability of it not
occurring is greater, chance will be smaller than 1. When probabilities are equal
(e.g., tossing a coin), chance is equal to 1. Given the pedagogical purposes of
this paper, it is relevant to replicate the data from Schawb (2002), to better grasp
this concept (Table 1A).
Table 1A - Frequency
Sentence N %
Death penalty 50 34
Life in prison 97 66
Total 147 100.0
Source: Schwab (2002).
Table 1A shows that 34% of inmates were sentenced to the death penalty
(n = 50/147). This means that the probability of this event occurring is 0f 0,34.
Alternatively, the chance of being given capital punishment is 0,516 (50/97).
Another way of saying this is that the chances are approximately half of being
sentenced to capital punishment in relation to spending life in prison. Lastly, it
is possible to invert the interpretation and consider life in prison roughly two
times more likely than the death penalty.
So far, there are no independent variables. What the logistic model will in-
form is the impact of a given variable on the chance of a dependent variable oc-
curring. For example, consider the relationship between race and sentence type
(Table 2A).
Table 2A – Sentence type by color
Sentence Black Non-black Total
Death penalty 28 22 50
Life in prison 45 52 97
Total 73 74 147
Source: Schwab (2002).
It is possible, then, to calculate the chance for each specific group: black
people and non-black people. For black people, we have 28/45 = 0,622. For
non-black people, we have 22/52 = 0,423. The impact of being black can be rep-
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32This section was based on
Schwab (2002).
resented by the division of a black person receiving the death penalty and a
non-black person receiving capital punishment (0,423). 0,622/0,423 = 1,47. For
the interpretation: a) black people have 1,47 higher chance of receiving the
death penalty than non-black people; b) being black increases by 47% the
chances of receiving capital punishment (1,47-1*100).
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