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Systems biologists often distance themselves from reductionist approaches and formulate
their aim as understanding living systems “as a whole.” Yet, it is often unclear what kind
of reductionism they have in mind, and in what sense their methodologies would offer a
superior approach. To address these questions, we distinguish between two types of re-
ductionism which we call “modular reductionism” and “bottom-up reductionism.” Much
knowledge in molecular biology has been gained by decomposing living systems into func-
tional modules or through detailed studies of molecular processes. We ask whether systems
biology provides novel ways to recompose these findings in the context of the system as a
whole via computational simulations. As an example of computational integration of mod-
ules, we analyze the first whole-cell model of the bacterium M. genitalium. Secondly, we
examine the attempt to recompose processes across different spatial scales via multi-scale
cardiac models. Although these models rely on a number of idealizations and simplifying
assumptions as well, we argue that they provide insight into the limitations of reductionist
approaches. Whole-cell models can be used to discover properties arising at the interfaces
of dynamically coupled processes within a biological system, thereby making more appar-
ent what is lost through decomposition. Similarly, multi-scale modeling highlights the
relevance of macroscale parameters and models and challenges the view that living systems
can be understood “bottom-up.” Specifically, we point out that system-level properties
constrain lower-scale processes. Thus, large-scale modeling reveals how living systems at
the same time are more and less than the sum of the parts.
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Editorial introduction: This contribution from Fridolin Gross and Sara Green focuses on
the promises and possible pitfalls of large-scale modelling in systems biology, from both a
practical and a theoretical point of view. As readers will be aware, molecular biology has
often been accused of being “reductionist.” Systems biology has been presented as a poten-
tial response to this reductionism. Gross and Green distinguish two types of reductionisms:
“modular reductionism” (the claim that living systems consist of individual functional sub-
units) and “bottom-up reductionism” (the claim that biological phenomena can and should
be studied at the molecular level, understood as the “fundamental” biological level). They
show how systems biology questions both forms of reductionism. To this end, they use
two examples: whole-cell modelling of a very “simple” bacterium (from a piece published
in 2012), and multi-scale computer modelling of the human heart. Without masking the
limitations of these models, Gross and Green show the insights they can yield for anyone
interested in ontologies of the living world.
As with some of the other contributions in this special issue (e.g. Fagan’s, and Kendig
and Eckdahl’s), a virtue of this paper is to illustrate how research strategies—particularly
modelling strategies—can influence our ontological categorizations of living things. More
specifically, this paper raises the following interesting point: When a scientific approach
fails, what does it tell us (if anything) about the world? Reality is often understood as
what resists our representations. If so, then the examples given by Gross and Green could
be particularly revealing. They suggest that purely bottom-up approaches in biology often
fail, because they neglect higher-level or “systemic” factors, and must therefore be comple-
mented by systemic approaches. (This is related to the challenge of the “tyranny of scales,”
analysed by Robert Batterman and others, which rests on the idea that no single math-
ematical model can capture behaviours within all spatial scales). Does it suggest that we
should believe in a form of ontological emergence and/or in downward causation? Gross
and Green also insist—following physiologist Denis Noble, and others—that decades of
cardiac modelling have shown that the failures were probably more important than the suc-
cesses, since they reveal unanticipated links between components previously thought to be
independent. Does that tell us something about the existence of “intrinsic” constraints and
modularity in living things?
Ultimately, the main question raised by Gross and Green is very similar to that of more
metaphysically-inclined contributors to this special issue, such as Rory Madden, Chris-
topher Shields, and Stéphane Chauvier: To what extent is the whole the sum of its parts,
and how should we define “wholes” and “parts” in the first place? Gross and Green show
that, in biological systems, the whole is both more and less than the sum of the parts: it is
more, insofar as system-level properties cannot be predicted from properties of components
alone; at the same time, it is less, insofar as systemic constraints prevent the components
from exhibiting some of the properties and degrees of freedom that they can possess in
other contexts. There is no doubt systems biology will continue to play a major role at the
interface of epistemological and ontological considerations in the near future. –af/tp
1 Introduction
Over the second half of the last century, molecular biologists have developed ingenious strategies
to unravel the mechanisms underlying cellular and organismal behavior by intervening on in-
dividual types of molecules or by modifying the structure of DNA in a cell. The approach of
molecular biology has often been called “reductionistic” because it attempts to understand phe-
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nomena in terms of entities and processes at a lower level, or as subsystems in isolation from
the system as a whole. For some people the undeniable success of molecular biology is evid-
ence that living systems are organized in a particular way that lends itself to such reductionistic
approaches. There is a risk, however, that our simplifying strategies will underestimate or hide
the actual complexity of a system, and that our idea of biological organization is partly an arti-
fact of our methods. Systems biologists have recently pointed to the limitations of reductionist
approaches pursued in molecular biology (Kitano 2002; Green and Wolkenhauer 2013). In
this paper we examine more closely what is meant by reductionism in this context and what
alternatives systems biology may have to offer.
We approach the question of what it means to “study a system as a whole” by examining
heuristic strategies in systems biology in comparison to those of molecular biology. By heuristics
we understand rules of thumb that are employed to reduce the complexity of a scientific task by
making specific assumptions about the system under study (Simon 1962; Wimsatt 2007). Im-
portant heuristics in molecular and cell biology are what Bechtel and Richardson ([1993] 2010)
identified as the twin strategies of decomposition and localization. Decomposition starts from
the idea that the activity of a system is a product of component functions. Localization then
consists in mapping those component functions on structural parts of the system. Drawing on
historical case studies, Bechtel and Richardson show that biologists often decompose biological
phenomena into component parts and operations and localize these as parts of a mechanism.
These heuristics thus rely on a guiding assumption about functional decomposition of biological
systems, akin to how “a machine is a composite of interrelated parts, each performing its own
functions, that are combined in such a way that each contributes to producing a behavior of the
system” (Bechtel and Richardson [1993] 2010, 17). Acknowledging that organisms in many
ways are unlike modular machines, Bechtel and Richardson emphasize the biases inherent in
such heuristics but also highlight their productivity in the context of the cognitive and technical
constraints that research must operate within.
Some of these constraints change over time, however. New methodological strategies can
give rise to new ways of triangulating evidence from different sources, enabling researchers to
revisit the underlying assumptions of their research practices (Bechtel and Richardson [1993]
2010, xxxvii, see also Wimsatt 2007). In the introduction to the 2010 edition to Discovering
Complexity, Bechtel and Richardson emphasize the need for strategies of recomposition that have
become possible with the availability of large datasets and computational models. Recompos-
ition refers to the investigation of whether the postulated component operations, given appro-
priate information about organizational features and environmental conditions, will yield the
systemic behavior. In this context they highlight the increasing application of network models
and computational simulations that are central methods in systems biology. Does this expansion
of research strategies via computational modeling offer a less reductionistic way to understand-
ing biological complexity? In this paper we aim to throw light on this question through an
examination of some of the most advanced models developed in systems biology. We focus
on large-scale simulations of a whole cell and the human heart, respectively. We investigate
whether and to what extent these modeling projects manage to overcome the limitations of the
traditional approach, and whether such approaches have ontological implications for our view
of biological organization and complexity.
To clarify what we understand by reductionism in the context of systems biology, we distin-
guish in Section 2 between “modular reductionism” and “bottom-up reductionism” and examine
two types of corresponding recompositional strategies. Section 3 analyzes the first whole-cell
model as an example of an effort to recompose all processes within a cell that before had only
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been studied as independent modules. Section 4 examines an attempt to recompose processes
across different spatial and temporal scales, focusing on multi-scale cardiac modeling. We shall
argue that although neither of these strategies offers an unbiased and comprehensive method-
ology, large-scale modeling provides novel insight into biological complexity. Specifically, it
can teach us about the dynamic interfaces that are lost in modular decomposition and reveal the
limitations of bottom-up reductionism (Section 5). Section 6 offers concluding remarks.
2 Reductionism and Its Limits inMolecular Biology
Systems biologists often define their approach in contrast to reductionistmethodologies (e.g. Kit-
ano 2002). To what extent molecular biology is a purely reductionistic endeavor is debatable,
however. Rather than a discipline, it is more of a “technique-based field” (Burian 1993) that
contributes to a variety of biological investigations and is often complemented with methods
of cell biology or physiology that take into account higher level structures and processes. Yet
it is undeniable that the advent of molecular biology has resulted in a tendency to privilege the
molecular level and to look for well-delineated mechanisms with a small number of component
parts. In what follows we will make this notion of reductionism more precise.
Biological systems are undeniably complex. Organisms, such as ourselves, consist of an
incredibly large number of parts—organs, cells, molecules—that are organized and interact in
intricate ways. In order to explain living phenomena, biologists have to find ways to cope with
this complexity. The strategies adopted are often influenced by the ideas they have about the
structure and organization of living systems. With attempts to grasp biological complexity,
questions arise as to what extent complex “higher-level” phenomena can be understood through
the properties of underlying components.
Biologists nowadays agree that in order to explain the phenomena of life one does not need
to invoke forces or substances that are different from those known to physics and chemistry.
Thus, a weak form of ontological reductionism, often called “physicalism,” according to which
living things consist of the same kind of stuff as all other objects in the material world, is basic-
ally uncontroversial (Brigandt and Love 2017). There is disagreement, however, about stronger
forms of reductionism that make more specific claims about biological organization or explan-
ation. What seems to be at issue when systems biologists criticize the approach of molecular
biology are varieties of part-whole reductionism (Kaiser 2015). Part-whole reductionism as-
sumes that there is a “higher level” of the system as a whole and a “lower” level of the parts of
the system, and it is often summarized by saying that the system is “nothing but the sum of its
parts.” However, this can be spelled out in different ways, and we think that it is productive to
distinguish between two varieties of part-whole reductionism that are often tacitly equated in
discussions around systems biology.
One way of understanding part-whole-reductionism is the idea that the behavior of the
whole system is decomposable into the activities of its parts. It is closely related to the heur-
istics of decomposition and localization mentioned in the beginning. A fully decomposable
system is one that consists of subsystems, such that the interactions between the subsystems
are negligible with respect to the interactions within each of the subsystems. That is, one can
study each of the subsystems as if it was isolated from the others (Simon, 1962). Since decom-
posability presupposes a modular organization of the system, we refer to this idea as modular
reductionism. Modularity is a rich concept, and different kinds of modules have been discussed
in different fields of biology (Callebaut and Rasskin-Gutman, 2005). Winther (2001) distin-
guishes between structural, physiological, and developmental modules. Modular reductionism,
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as we understand it, concerns modularity both in a structural and a physiological sense since
it assumes that the behavior of a system is produced by the individual activities of structurally
distinct parts.
Modular reductionism thus concerns the relationship among the parts (ormodules) of a system.
It can be distinguished from bottom-up reductionism which concerns the relationship between
spatial scales or levels and can be understood as the claim that higher-level causes are nothing
but aggregates of lower-level causes.1 Strong forms of bottom-up reductionism exclude the
possibility that higher-level causes can somehow act on or constrain entities or processes at the
lower-level, which is sometimes referred to as “downward causation” (see e.g. Kim 1999). If
top-down effects can be neglected in the development of biological models and explanation, we
should be able to understand the system “bottom-up” from detailed lower-level descriptions.
Modular and bottom-up reductionism both have ontological, explanatory and methodolo-
gical versions that are logically independent, although the relations between them have at times
been controversially discussed in the philosophical literature. For instance, advocating method-
ological reductionism does not entail a commitment to the corresponding forms of explanatory
or ontological reductionism but can be argued for on purely pragmatic grounds. Bechtel and
Richardson ([1993] 2010) have shown that the reductionistic strategies of structural decompos-
ition and functional localization can lead to sophisticated mechanistic explanations. These can
take into account non-trivial forms of biological organization even if underlying assumptions,
such as modularity, are not justified. However, it is debated whether methodological reduction
can lead to oversimplified ontological accounts of living systems (cf. Green 2015; Nicholson
2013). In spite of their success in 20th Century biology, it has been argued that reductionist
strategies are inherently limited and lead to partial or incomplete accounts of living phenomena,
either because some organizational features of biological systems are irreducible to the lower
level (e.g. Mitchell 2003), or because they neglect the role of the context in which a mechanism
is embedded (e.g. Gilbert and Sarkar 2000).
Developments over the last decades have increased skepticism regarding reductionistic strat-
egies, but at the same time created the hope that their limitations can be overcome. Massive
amounts of data have been accumulated following advances in experimental techniques and
provide a glimpse of the actual complexity of biological systems. Moreover, biological research-
ers today have access to a variety of analytical and computational tools that can better account
for the dynamics of complex mechanisms.
Systems biology has been proposed as an approach that provides alternative and superior
strategies to deal with biological complexity. For instance, systems biology offers new ways of
investigating biological modularity through studies of genes and proteins that are associated in
large organized networks (e.g. Hartwell 1999; Ravasz et al. 2002).2 In this paper, we focus on
the strategy to develop large-scale simulations for computational integration of various orches-
trated processes. In what follows we look at two examples to ask whether large-scale modeling
can provide alternatives to the two forms of reductionism introduced above: a whole-cell model
of the bacteriumM. genitalium, and multi-scale modeling of the human heart.
1We shall refer to levels when talking about functional organization into cells, tissues, organs etc.
but refer to scales when parsing systems into organizational levels is less clear or when talking about
multi-modeling strategies used in both physics and biology.
2For a philosophical discussion of the implications of network modeling for investigating modular-
ity and hierarchical organization in the context of network modeling in systems biology, see Green et
al. (2016). For a discussion of modularity in the context of synthetic biology, see Kendig and Eckdahl
(this issue).
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One important driving force behind the whole-cell model is the aim to go beyond partial
mechanistic models and to take into account how different mechanisms within a cell are in-
tegrated in their cellular context. Can whole-cell models recompose insights about subsystems
studied in isolation and thus counteract the biases of modular reductionism? In a similar manner,
we investigate whether multi-scale cardiac modeling can overcome the limitations of bottom-up
reductionism. In more general terms, we ask whether large-scale simulations provide a way to
obtain a more adequate representation of a biological system as a whole.
3 TheWhole-Cell Model
As defined above, “modular reductionism” is based on the idea that an organism or a cell is
composed of a number of processes or mechanisms that can be studied and understood in isol-
ation. Traditional molecular biology with its focus on individual mechanisms is clearly based
on the assumption that biological systems are near-decomposable. However, recent studies of
biological networks (e.g. gene regulatory, neural and metabolic networks) show a high level of
interconnectivity, questioning to what extent such interactions and the systemic context can be
neglected. Thus, the necessity of recomposing insights about specific mechanisms into a whole
to study the effects of interconnected pathways and processes is becoming ever more pressing
(Bechtel and Abrahamsen 2010). Even if a decomposition strategy successfully illuminates
biological phenomena based on isolated representations of parts of a system, recomposition is
important to ensure that the assumptions underlying modular reductionism are in fact justified.
Furthermore, it might be a fruitful strategy to reveal errors in accounts of component mechan-
isms and to detect biases introduced by reductionist strategies. Recomposition, however, is not
a trivial task. It typically requires that the component mechanisms of the system are fairly well
understood, and that strategies are available for integrating data and models into a consistent
and intelligible representation of the whole system. A natural aim for recomposition strategies
in systems biology is to integrate all cellular processes that are separately well understood and
to build a model of a whole cell.
3.1 The Idea of a Whole-Cell Model
The dream of a complete whole-cell model is not new (Crick 1973), but it is only recently that
the required resources, such as biological information and computational power, have become
available to turn it into a serious research project. This idea has been central for many proponents
of systems biology from the outset. Around the turn of the millennium the Japanese biologist
Masaru Tomita considered whole-cell models as one of the “grand challenges of the 21st century”
(Tomita 2001). He argues that in order to understand cellular behavior and to answer the most
pressing questions of molecular biology and medicine, one needs a complete simulation of a
living cell. Around the same time, his colleague Hiroaki Kitano advocated that such a project
should be funded at the same scale as projects like the Human Genome Project. He called this
the “Systeome” project:
The goal of the human systeome project, if it is realized at all, shall be defined as
to complete a detailed and comprehensive simulation model of human cells at an
estimated error margin of 20% by the year 2020 and to finish the identification
of the system profile for all genetic variations, drug responses, and environmental
stimuli by the year 2030. (Kitano 2002, 9)
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However, such bold claims have also been met with skepticism, and the purpose of such pro-
jects has been put into question. Philosophers and scientists have typically accepted a tradeoff
between the virtues of a plurality of different models because all aspects of a complex system
cannot be modeled and analyzed simultaneously (Levins 1966). Ulrich Krohs and Werner Cal-
lebaut lump Kitano’s Systeome proposal together with other “omic” or data-mining projects
that collect data without providing strategies to turn the information into explanatory models.
Specifically, they write:
We [criticize] the project of a “realistic” representation of all metabolic processes in
a 1:1 manner as lacking explanatory power and, more generally, as being epistem-
ologically misguided. It regresses to the “omic” approach by once again offering
“complete” but physiologically uninterpreted data sets. (Krohs and Callebaut 2007,
209)
They argue that models have to be simplified or idealized in order to be informative. If one
simply reproduces everything that happens inside the cell on a computer, then the model will be
as intractable as the system itself. Such projects have been criticized also by scientists, including
systems biologists themselves. They argue that it is doubtful whether one could incorporate, in
practice or even in principle, the “astronomical” number of individual interactions, given the
computational demands this would entail (Noble 2012). To get a rough idea, Bassingthwaighte
et al. (2009) estimate that if determined via quantum mechanical calculations, the process of
protein folding inside a cell would by itself require months of computation on the fastest parallel
computers currently available.
In order to better assess the potential merits and limitations of whole-cell modeling, we
believe it is useful to look at concrete examples of projects pursuing the goal of completeness.
Recently, in July 2012, the first complete model of a living cell was published in the scientific
journal Cell (Karr et al. 2012). Taking into account the current state of the art of whole-cell-
modeling might allow for a more grounded perspective on the potential role of such models in
the life sciences. Based on our discussion we want to argue that such models can play a very
specific epistemic role, even if they may not solve all the riddles of life. Although being the first
of its kind, the example points to several general problems that every such modeling project
will have to face, and the conclusions we wish to draw in the end have implications beyond the
particular case at hand.
3.2 A Model of Mycoplasma genitalium
The first whole-cell model (WCM) describes the life-cycle of the pathogen Mycoplasma gen-
italium and includes all known molecular components and interactions (Karr et al. 2012). M.
genitalium is a small parasitic bacterium residing in the urogenital and respiratory tracts of prim-
ates. The choice of this organism is not arbitrary: Its genome, which consists of only 525 genes,
is the smallest of any living organism found in nature. Already in the late 1950s, a group around
the biophysicist Harold Morowitz considered Mycoplasma as the paradigm organism to study
the logic of life in a minimal system. As Morowitz recalls:
Just as the hydrogen atom, the smallest and simplest member of the periodic table,
had served to sharpen many of the fundamental questions of spectroscopy and
quantum mechanics, so, we reasoned, would a minimum biological system play
an analogous role. (Morowitz 1984, 750)
 open access - ptpbio.org
gross & green: the sum of the parts 8
The geneticist Craig Venter, several decades later, followed Morowitz’s path using Mycoplasma
bacteria as model organisms for his “minimal genome project” (Glass et al. 2006) and for his
experiments of synthesizing and transplanting entire genomes (Gibson et al. 2010). Systematic
efforts by a consortium of European research groups have recently accumulated vast amounts
of system-wide data about the molecular constituents of Mycoplasma (Ochman and Raghavan
2009). The information necessary for attempting to build a complete model was therefore avail-
able.
Differently from what some might perhaps expect from a “complete” model, the research-
ers did not simply lump all the molecular components together to create one big system of
equations. There is no single modeling framework that can encompass the variety of biolo-
gical processes from transcription to metabolism to protein folding. Moreover, the data from
experimental measurement of the different processes have different degrees of specificity and
uncertainty stemming from the different experimental techniques used. The researchers had
to develop strategies for integrating in one system the outputs of Boolean, probabilistic, and
constraint-based submodels, among others. Thus, for modeling the diversity of biological pro-
cesses there must be a division of labor among different model types, and a key challenge is to
integrate these while accounting for interdependencies between the processes.
Karr et al. constructed the model by first putting together sub-assemblies, each compris-
ing a substantially smaller number of parts in comparison with the whole system. They func-
tionally decomposed the system into 28 modules, corresponding to different cellular functions
(right column of Figure 1). The submodels correspond to processes that describe six areas of
cell biology: transport and metabolism, replication and maintenance of DNA, synthesis and
maturation of RNA molecules, synthesis and maturation of proteins, cytokinesis (the physical
division of the cytoplasm at the end of the cell cycle), and interaction with the host organism.
Essentially, each process can be represented as a set of chemical reactions that convert chemical
substrates (inputs) into products (outputs) using enzymatic catalysts.
The modular approach allowed the researchers to construct the model by choosing for each
module the most adequate style of mathematical representation and to build, parameterize, and
test the modules independently. But despite being involved in different functions, most of the
processes are interconnected by having common metabolites as inputs or outputs. For example,
the replication process, which describes the duplication of the genome, requires nucleotides (cor-
responding to the letters A, T, C, G of the genetic code) that are provided by the metabolism
process. Such interactions leading to interdependency between modules are represented by up-
dating shared state variables (cellular variables in the left column on Figure 1). These state
variables hold the information about the different kinds of entities inside the cell and their
configurations.
In the process of model integration, Karr et al. drew on the assumption that the processes
by which different functional modules interact can be described on a longer time scale than the
processes occurring within each module. Thus, the modeling strategy is based on a temporal
decomposition of functional modules but only for short time-scales:
We began with the assumption that the submodels are approximately independent
on short timescales (less than 1 s). Simulations are then performed by running
through a loop in which the submodels are run independently at each time step
but depend on the values of variables determined by the other submodels at the
previous time step. (Karr et al. 2012, 390)
In the supplementary material to the article, the authors compare their method to the numer-
ical algorithms that are used to solve systems of ordinary differential equations (ODEs). The
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Figure 1: Illustration of the principles behind the whole-cell model of M. genitalium. The
left column lists the 16 types of cell variables according to 28 submodules representing specific
processes assumed to be independent on short timescales. The number of genes associated with
the submodels is given in parentheses. Reprinted by kind permission of Elsevier, from Karr et
al. 2012.
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gross & green: the sum of the parts 10
28 cellular processes can be considered as “meta-equations” that are solved independently for
each time step, while the 16 state variables figure in different processes, like variables in a set
of equations, and therefore represent interfaces between these processes. The state variables are
not simply real numbers as in the case of “ordinary” ODEs. The Chromosome state, for instance,
“represents the polymerization, winding, modification, and protein occupancy of each nucle-
otide of each strand of each copy of the M. genitalium chromosome, and the (de)catenation
status of the two sister chromosomes following replication” (Karr et al. 2012, S10). Mathemat-
ically speaking, this object is a set of 12 tensors (multi-dimensional arrays of numbers), each of
which stores specific information about every nucleotide of theM. genitalium genome. Most of
the other states, such as the RNA, Metabolite, or Polypeptide states, are of similar complexity.
3.3 The Role and Limits of Whole-Cell Modeling
Karr et al. consulted over 900 primary sources, reviews, and databases in order to gather as
much information as possible about their model system. More than 1900 observed parameters
were incorporated to specify the organization of the M. genitalium chromosome, the structure
and function of each gene product, metabolite, and their interactions and reactions. The sheer
amount of detail should, however, not lead to the impression that the model is complete with
respect to molecular detail. “Completeness” in the case of the whole-cell model should not
be understood as fulfilling the reductionist ideal of deriving cellular behavior from the laws of
physics and chemistry. It should rather be understood as “functional completeness,” that is, as
the attempt to take into account and integrate all known biological activities of the cell in one
model.
Importantly, the way in which the individual modules are represented is not necessarily more
advanced than the partial models of other systems biologists, and the model recapitulates bio-
logical processes only to the extent that they are currently understood. Many processes in the
whole-cell model are simply “black-boxed” or represented in very coarse-grained ways. To illus-
trate, the Protein Folding process represents the three-dimensional configuration of each protein
as a two-state Boolean variable: “folded” or “unfolded.” The folding rate is a probabilistic func-
tion that increments the copy number of folded proteins depending on the amount of unfolded
protein, of metabolites, and of chaperones that assist the folding. Thus the physical process of
folding that ultimately determines the function of a protein is not simulated at all. A virtual
protein’s function does not derive from its virtual molecular configuration but from a set of rules
that are explicitly formulated in the model. Processes that are better understood, such as chro-
mosome replication, are modeled in considerable detail. Every single process is implemented
according to the best available modeling strategy, but all of them heavily rely on idealizations,
and many gaps remain in the overall picture.
While this might come as a disappointment to those who dream of virtual organisms as
perfect in silico replicas, a functionally complete model may still have the potential to overcome
some of the reductionist biases of decomposition and localization. Models in molecular biology
typically depict a mechanism as an individual module and treat the rest of the organism as at
most providing an input for, and receiving an output from it. In this way, the epistemic task is
considerably simplified because any complexity that results from the communication between
the modules of the system is ignored. In Karr et al.’s model, by contrast, the inter-module
communication is explicitly taken into account. It allows biologists to see what happens when
they connect all the pieces in the way they currently understand them, and thereby provides a
consistency check of their idea of cellular organization. This is similar to what alreadyMorowitz
had in mind:
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At 600 steps [his estimation of the number of genes in the Mycoplasma genome],
a computer model is feasible, and every experiment that can be carried out in the
laboratory can also be carried out on the computer. The extent to which these
match, measures the completeness of the paradigm of molecular biology. (Morow-
itz 1984, 752)
Another way to put this is to say that an integrated representation of a whole organism imposes
additional constraints on the included models of individual processes. The synthesis of enzymes,
for instance, consists of several steps each of which involves a number of chemical reactions that
require the presence of particularmetabolites. Thesemetabolites themselves have to be produced
by other processes that require the presence of particular enzymes. The organism as a whole can
sustain itself only if all of the different processes occur in a coordinated fashion such that the
output of each process matches the demand of those processes that depend on it. It is precisely
this coordination and closure of processes for which a whole-cell model can account.
With regard to integrated behavior, the model makes some interesting predictions that the
authors refer to as model-driven discoveries. They noticed, for instance, that the overall length
of the cell cycle in the simulation showed considerably less variability than the single stages
of the cycle alone. Thus cell cycle length appears to be regulated in some way, even though
no regulation has explicitly been incorporated in the model. By analyzing the output of their
simulations, Karr et al. found that the availability of single DNA nucleotides seemed to be
responsible for the phenomenon. They observed that the lengths of two stages of the cell cycle,
replication initiation and replication, are inversely related to each other. If replication initiation
is slow, a large pool of nucleotides builds up which in turn speeds up the subsequent replication
process. In this context the British systems biologist Mark Isalan notes:
So perhaps the most exciting thing about a whole-cell model is that it may allow us
to look beyond the direct molecular “cogs and wheels” that drive biology and into
the emergent properties of biological systems. (Isalan 2012, 41)
Note that in this context Isalan does not seem to understand “emergent” in a strong sense as
something that cannot be explained or predicted on the basis of underlying molecular processes.
Instead, he seems to refer to the fact that the cell cycle control can be understood only when
different modules of the system are integrated. This suggests that what systems biologists mean
by “emergent” might refer to those behaviors that are left out of the traditional picture of mo-
lecular biology due to the biases of decomposition and localization. While predictions of this
kind will have to be further investigated experimentally, they point to a way in which whole-cell
modeling might not only correct scientists’ ideas about specific mechanisms, but lead to a re-
vised picture of biological organization. Even though the model is based on strong assumptions
of modularity itself, it can reveal forms of “distributed functionality” that do not coincide with
decompositions into structural modules (Krohs, 2009). It is conceivable that such integrated
behavior is ubiquitous in living systems and has up to now largely slipped through the cracks of
the framework of modular reductionism. Whole-cell models can be highly valuable by offering
educated guesses on where to look for it.
Karr et al. further tested their model by comparing its “phenotypic” behavior against direct
experimental observations. The most impressive result in this regard seems at first glance to
be the model’s ability to predict the essentiality of genes with 79% accuracy. However, this
result has to be put into perspective: given that the large majority of genes inM. genitalium are
essential, it is maybe not so surprising that the model does a good job in this respect.3 This is not
3Among the experimentally tested genes, about 85% turned out to be essential for the bacterium,
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to say that Karr et al.’s result isn’t highly statistically significant (that is, it cannot be explained
by chance alone), but it is probably not as striking as it might seem at first. Rather than to
celebrate this as a big predictive success of the model, it might be more useful to focus on the
reasons for deviations between the model and the real system that can be used as tools for further
discoveries. The researchers, for instance, looked more closely at three genes whose disruption
resulted in discrepancies between model prediction and observation. In one of the cases this
prompted them to consider an additional enzymatic reaction that had not been included in the
model before, while the other cases suggested slight parameter changes, consistent with the
rest of the model’s performance. However, such discrepancies can usually be solved only by
performing additional experiments. Thus, having a whole-cell model does not dispense with
traditional experimental biology.
In summary, the real strength of whole-cell modeling might lie in its ability to accelerate
biological discovery by including additional constraints that are invisible when looking at indi-
vidual chunks of a system. However, it also holds the potential to change our ideas of biological
organization. Karr et al.’s model provides one of the few examples of an attempt to completely
recompose the information generated in molecular biology, biochemistry and systems biology.
Such models carry the potential for uncovering aspects of systems that are hidden by partial
representations, or what some systems biologists call “dynamic interfaces” between processes.
Important aspects of such interfaces are often discovered through model failure, i.e. through
failed attempts to directly integrate different processes. It is thus important to consider the
value of such models not as a representational end product but as an epistemic tool with which
biologists can arrive at new discoveries and probe their ideas of biological organization.
4 Multi-Scale Modeling
In parallel with the attempt of building whole-cell models of bacteria, several large-scale mod-
eling projects take up the astonishing challenges of modeling human cells, organs or even the
whole human body in detail. Cardiac modeling benefits from several decades of efforts to com-
bine experimental, mathematical and computational strategies, starting with Noble’s first simu-
lation of the pacemaker in the early 60s (Noble 1960, 1962; Kohl and Noble 2009). Since the
heart is currently the most developed “virtual organ,” cardiac modeling will be the focus in this
section.
To better understand the implications of the strategies used in such models, we first clarify a
challenge for multi-scale modeling in general, known as the “tyranny of scales” problem in the
context of physics (Oden 2006; Batterman 2012). The problem refers to the observation that no
single mathematical model is sufficient to capture behaviors at all spatial scales. Many physical
properties and the concepts used to describe them vary with scale. For instance, whereas sur-
face properties are typically negligible when developingmacroscale chemical models due to their
minor impact at this scale, they dominate the dynamics of materials and particles at the nano-
scale (Bursten 2015). Because the significance and conceptual stability of aspects such as surface
tension is multi-valued across scales (Wilson 2012), the modeler must combine mathematical
models that rely on different theoretical assumptions about the target system. The problem
has so far not received much attention in the philosophy of biology (see however Lesne 2013;
Green and Batterman 2017), but it has important implications for biological research as well as
compared to 71% in the model. If one randomly assigned the genes in the model to the two groups
“essential”/“non-essential,” while keeping group sizes constant, one would obtain an accuracy of 65%
purely by chance!
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for philosophical accounts of reductionism.
Bottom-up reductionism, as introduced in Section 1, assumes that it is possible to account
for macroscale features through modeling of lower-scale processes. Interestingly, however, this
strategy meets limitations even when modeling apparently simple physical system such as a steel
beam. Batterman (2012) highlights how the structure and behavior of steel is scale-dependent.
Accounting for the regular lattice structure at the atomic scale requires structural models, but
at higher scales the material exhibits elastic behavior that is best accounted for through con-
tinuum models that ignore the micro-scale structure. At the mesoscale more diverse structures
can be observed such as cracks and grain boundaries. Importantly, there is no manageable way
to capture all scale-dependent behaviors in one model. A complete understanding of the bend-
ing properties of steel thus requires that the gap between the scales can be bridged through a
combination of models that account for different aspects of the system.
Life scientists must also account for scale-dependency when modeling structures like the
human heart in which the relevant processes span several spatial scales, from nanometers to
centimeters, and which is functionally integrated within the human body as a whole. Like
in the steel example, some aspects of biological systems require continuum models whereas
other aspects require that the structural diversity of the system is accounted for. Continuum
models are typically used at higher scales where the effects of many constituents average out, and
the models aggregate discrete entities in a continuous variable (typically via partial differential
equations). Even though this is clearly an idealization of the system, such idealizations are often
required for solving the equations, and they are justified when the macroscopic behaviors are
relatively independent of micro-scale properties (Batterman 2017). Sometimes, however, the
system behavior is sensitive to microscopic processes. In such cases, continuum models have
to be combined with lower-scale discrete models. A major challenge is therefore to connect
models that make different assumptions about the system because they target processes at a
specific scale.4
The discrepancy between continuum and discrete models is coupled to the additional chal-
lenge that processes modelled at different scales usually operate on different time-scales. Model-
ing of processes at the subcellular scale, such as fluxes of ions across the cell membrane, typically
requires stochastic models because the dynamics at this scale is “dominated by random and short
time fluctuations” (Qu et al. 2011, 22). At higher scales, coarser-grained deterministic models
typically give more robust predictions. Because different aspects of the system dominate the
behavior at characteristic scales, multi-scale modeling requires the combination of models that
rely on conflicting idealizations and often make different predictions about what will happen
with the same system over time. Bridging the gap between continuum and structural models,
and between deterministic and stochastic models, is a hard challenge. At the same time, how-
ever, the requirement for and the success of coarser-grained macroscale models suggests the
relative independence of some macroscale properties on lower-scale details (see also Batterman
2017). Accordingly, the tyranny of scales problem presents a severe challenge to bottom-up
reductionism by offering resistance to the idea that models of processes at the lowest scale are
sufficient for understanding the system as a whole.
In the following, we shall draw on recent collaborative efforts to develop multi-scale sim-
4Another important challenge is that the functioning of the heart involves multiple orchestrated pro-
cesses that require what researchers call “multi-physics” models. This challenge is faced already in whole-
cell modeling but the challenge is greater when the modeling task involves the combination of highly
diverse models such as biomechanical models of tissue-scale deformations and gene regulation. Clarify-
ing this challenge in detail is, however, beyond the scope of this paper.
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Figure 2: Cardiac modeling at different scales. Reprinted by kind permission from the Amer-
ican Physiological Society, from Carusi et al. 2012.
ulations of the human heart. Developing a detailed and predictive model of a human heart is
a challenging task because of the multitude of processes occurring at different scales that are
coupled via complex feedback mechanisms between scales. We draw on the example to show
how these computational models are inherently multi-scale (temporally and spatially), integ-
rating different models of processes at the subcellular, cellular, tissue, and organ level into 3D
anatomical models in organ-level simulations. Sections 4.2 and 5 further discuss the epistemic
and ontological implications of scale-dependency for the debate on reductionism.
4.1 Modeling the Human Heart
Multi-scale cardiac models are to some extent constructed in a bottom-up fashion. Ionic current
models (molecular level) provide inputs to action potential models (cell-level), and these in turn
provide inputs to propagation models (tissues or whole organ) (Carusi et al. 2012; Southern et
al. 2008). Figure 2 illustrates the direction of such inputs in a simplified representation of the
relations between selected models at different scales.5 Furthermore, it illustrates the require-
ment for meso- and macroscale parameters and models. A closer examination of the modeling
procedure reveals that the models are intertwined in iterative loops with important feedback
from higher-scale models to lower scales.
The reductionist may assume that detailed knowledge of all micro-level parameters and vari-
ables is sufficient. Some have even argued that including higher-level or top-down effects leads
to causal overdetermination and possibly a violation of physical laws governing the lowest level
5For a comprehensive overview ofmodels used at different scales, see (Southern et al. 2008; Chabiniok
et al. 2016).
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(e.g., Kim 1998). However, the central issue here is that some lower-scale processes are im-
possible to model and understand without including constraints imposed by the higher-scale
system or subsystem in which these are embedded. Modeling a multi-scale system bottom-up
is not possible because microscale processes operate differently than they would outside the
context of the system (see below). Importantly, understanding top-down effects as constrain-
ing relations on the organization and degree of freedom of lower-scale processes does not lead
to the problems associated with downward causation understood as efficient causation between
ontologically different domains (Kim 1998; see also Emmeche et al. 2000).
The notion of downward causation we have in mind does not violate physicalism as outlined
in the introduction. What is rejected instead is the idea that the multi-scale system can be
modeled and explained purely in a bottom-up fashion (see also Love and Hütteman 2012). In
the case examined here, the heart rhythm is generated by electrical potential in nerve cells and
is constituted by the so-called Hodgkin cycle of oscillating ionic current across a membrane.
Oscillations occur via gating of protein channels. However, the gating of ion channels is also
determined by the cell voltage (a cell-level parameter) that is influenced by intercellular coupling
and the dynamics of other processes across the membrane. Accordingly, the behavior of the
system cannot be understood from an analysis of the constituents in isolation or at the lowest
scale. Patch-clamp techniques allow for measurement of the stochastic behavior of single ion
channels, but modeling of these processes must account for the constraints imposed by the
coupled cells and biases associated with the isolation procedure (Carusi et al. 2011). To account
for such biases, modelers incorporate measurements of the cell voltage via microelectrodes or
draw on indirect estimations of current conductance in tissue preparations where cell membranes
and coupling are intact, by measuring the effects of blocking of ionic currents. Noble (2012)
highlights that such difficulties are not only practical challenges for bottom-upmodeling but are
also evidence for top-down constraints in biological systems. We clarify his argument below.
Ionic current models are typically ordinary differential equations capturing the kinetics of
each component (e.g. individual ion channels). Intuitively, it should be possible to model the
heart rhythm bottom-up, given enough information on the protein mechanisms involved in the
gating of ion channels. However, the equations cannot be solved without defining the state
of the components (the initial conditions) and the boundary conditions. Boundary conditions
are mathematically defined restrictions that specify the domains and conditions under which a
given mathematical model holds. Imposing boundaries on the domain of the model or specify-
ing the value of the solution are often required for solving mathematical equations. However,
these are not just imposed to make models more tractable. Attention to boundary conditions
is often important for understanding boundary behaviors, e.g. for understanding which aspects
can be ignored when modeling processes at characteristic scales. In this context, boundary con-
ditions are used to represent physical constraints that limit the degree of freedom of a lower scale
process (e.g. cell voltage, tissue stiffness etc.). Noble (2012) argues that without such boundary
conditions, biological functions like the heart rhythm would not exist. In support of this view,
he refers to the result of a computer experiment with a simple model of the heart rhythm. The
simulation allowed him to computationally remove the feedback from the cell voltage with the
result that the oscillations in the flow of ions ceased.
The same lesson can be drawn when we move up to the scale of cells, where action poten-
tial models require inputs from models of the dynamics and constraints of tissue-structures,
e.g. via partial differential equations representing propagation of electrical currents through tis-
sues (Figure 2; see also Carusi et al. 2012). To model how electrical currents propagate through
the heart as a whole, the researchers must determine the relevant tissue boundaries and biomech-
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Figure 3: Illustration of the feedback between differential equations and initial and boundary
conditions. Adapted from Noble (2012).
anical properties that influence the electrophysiological properties of the organ. The parameters
required for this type of model include fiber conductivity and fiber architecture (the local direc-
tion of the conductivity tensor), tissue stiffness etc. Such parameters cannot be determined in
a bottom-up fashion but involve optimal mapping techniques (e.g. diffusion tensor-MRI) and
biomechanical modeling of the complete tissue structures or even the whole organ.
Figure 3 offers a simple illustration of the relations between differential equations, initial
and boundary conditions. Noble (2012) represents initial conditions as operating at the same
level as the differential equations because they describe the inputs to a kinetic model in terms of
the state of the system at time t. Boundary conditions, on the other hand, define the constraints
imposed on the system from the environment (e.g. the extracellular matrix) or from the systemic
context of the mechanism or multi-scale system (e.g. the context of the cell or tissue structure).
Boundary and initial conditions are, however, not fixed once and for all but can change during
the dynamic process. For instance, the stiffness of a cell or tissue structure can change in response
to expression of specific proteins. There is therefore a complex and continuous feedback between
processes at different scales.
Importantly, Noble considers the need for higher-scale boundary conditions and parameters
as a form of downward causation (Noble 2012; see also Emmeche et al. 2000). In the following,
we clarify the central role of boundary conditions in connecting levels and showwhy higher-level
and top-down relations are indispensable.
4.2 Connecting Levels
Modeling of a multi-scale system requires that processes at different levels are connected. Re-
composing models at different scales while accounting for the nonlinear feedback across scales
is rendered difficult by the tyranny of scales problem and the diversity and complexity of the
processes involved. As mentioned, no single experimental or mathematical strategy is sufficient,
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and modelers must integrate data acquired at different levels, drawing on different preparations
and techniques andmathematical models relying on different and often conflicting assumptions.
Continuum models and discrete models, as well as stochastic and deterministic models, must
be combined through careful attention and decision-making on which aspects are dominant (or
can be neglected) at different scales. Boundary conditions play a crucial role for this purpose.
As described in the literature on multi-scale modeling in physics and nanoscience, models need
to be combined at the point where boundary conditions for one model can no longer be ignored
(e.g. Batterman 2012). Drawing on examples from nanoscience, Bursten (2015) describes such
relations as non-reductive model interactions.
To understand this concept better, we must elaborate further on the tyranny of scales prob-
lem. As Noble himself acknowledges, accounting for the influence of higher scale processes via
initial and boundary conditions for differential equations is not enough. Differential equations
are useful for describing the kinetics of component parts or pathways, but they face limitations
when the aim is to model the electrophysiological or biomechanical properties of tissues. As we
have seen, tissue-scale models typically consist of continuum models (partial differential equa-
tions) that are not straightforwardly integrated with the discrete cellular and subcellular models
(Figure 2). Moreover, different physical and biological processes at intermediate scales require
a variety of modeling procedures that cannot easily be combined. Merging different modeling
styles by incorporating all parameters into one unified framework is typically not possible. In-
stead, modelers combine models by using the results of one model as input for another while
taking into account which models are most appropriate for specific scale-dependent processes
and their relative levels of uncertainty. For instance, modelers may formulate initial and bound-
ary conditions for one spatial scale via the results of another model at a higher or lower scale
(Southern et al. 2008). Ultimately, the aim is to develop an integrated system of models into a
whole heart simulation.
In practice, simulations of the heart are performed using finite element methods on an
anatomical 3D mesh based on MRI imaging.6 The mesh on one hand integrates and solves
equations for the component models but also incorporates anatomical information about fiber
architecture and tissue conductance at separate mesh points. A common strategy in cardiac
modeling is to develop a bidomain model that relates the discrete models of ion channels and
cells to a continuum model that models cardiac cells as a continuous network of resistors. Par-
tial differential equations in the bidomain model, together with physical laws of conductance,
resistance and charge conservation, are used to integrate the electrical potentials and current
flow in the different tissue nodes. The bidomain model relates the electrical potential to current
flow in two domains (the intracellular and extracellular media) by using the discrete subcellu-
lar and cell models as inputs to a continuous model (Carusi et al. 2012; Southern et al. 2008).
Via the mesh, the bidomain equations are solved numerically and integrated as discrete models
(finite elements) using a simulation software. Thus, the mesh mediates between models and
6Finite element methods divide complex structures into finite element subunits. They are commonly
used in engineering and biomechanical analysis to find approximate solutions for partial differential equa-
tions representing spatial structures. 3D anatomical meshes used in cardiac modeling can consist of over
thirty million finite elements (Carusi et al. 2012).
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simulations.7
Asmentioned above, the integration cannot happen in a straightforward bottom-up fashion
because of the feedback across scales. Carusi et al. (2012) describe the construction of a multi-
scale model as a continuous process. The dependence on parameters that cannot be accounted
for in one type of measurement or by one modeling framework makes it is very difficult to
validate models at each scale separately. Moreover, they add that even if this were possible
“there is inevitably a further level of complexity in the integration of levels, and it is difficult, if
not impossible, to draw the boundaries of this complexity in advance” (Carusi et al. 2012, H150).
Despite these difficulties, the approach is justified because it is the only way to account for the
ways in which the whole exerts constraints on the behavior of the parts. Multi-scale modeling
thus reveals how biological systems are at the same time more and less than the sum of the parts.
They are more in the sense that system-level properties cannot be predicted from properties of
component parts alone. But they are less in the sense that the organization and constraints of the
system prevent the components from exhibiting some of the properties and degrees of freedom
that they may have in different contexts (Morin 2008). Without such constraints, biological
functions may not be possible at all (Noble 2012).8
5 Can Large-Scale Modeling Conquer Biological Complexity?
Large-scale modeling can be seen as a response to biological complexity and as an attempt to
account for the biases of traditional reductionistic strategies. Karr et al.’s whole-cell model chal-
lenges the assumption of modular reductionism according to which different cellular activities
can be studied separately. The example of cardiac modeling, by contrast, illustrates a way of
recomposing insights about processes at different scales. In this case the indispensable roles of
meso- and macroscale parameters and models question the assumption of bottom-up reduction-
ism that multi-scale systems can be understood from information at the molecular level alone.
Both case studies suggest that important features of biological systems may be lost at the inter-
faces of different modules or scales, and they provide novel insights into biological organization.
At the same time, the examples show that even themost advancedmodels in systems biology
rely on a number of simplifying strategies and are far from unbiased themselves. The WCM
makes important progress towards building a more integrated representation of a living cell but
itself relies on an assumption of modularity. Is this assumption justified? While some degree of
modularity seems necessary for the evolution of complex organisms (e.g. Simon 1962; Wagner
and Altenberg 1996), it has also been argued that modularity comes with a cost and that in
certain contexts evolutionmay favor more integrated architectures (Wimsatt 2007; Krohs 2009).
Karr et al. do not provide any further justification for their particular interpretation of biological
modularity and confine themselves in this regard to the following statement:
7It is interesting to note that modeling the heart involves the construction of continuum models via
inputs from discrete models, but computational simulation requires a final discretization procedure to
solve the complex equations of the bidomain model. While these aspects may be considered mainly as
methodological strategies to deal with biological complexity, they call for modesty with respect to one
unifying or prioritized level of causation and explanation.
8As mentioned in Section 4.a., Noble (2012) highlights that functions like the heart rhythm are
constituted by cellular and tissue-level constraints on the pulse-generating oscillations of ionic flow. The
idea that organisms are less than the sum of the parts has also been expressed by other systems biologists.
For instance, Hofmeyr (2017) has used this expression in arguing that enzyme activity is dependent on
constraints given by the cellular and environmental context.
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Because biological systems are modular, cells can be modeled by the following: (1)
dividing cells into functional processes; (2) independently modeling each process
on a short timescale; and (3) integrating process submodels at longer timescales.
(Karr et al. 2012, 399)
It is not obvious whether modularity necessarily implies the separation of time scales that this
approach is based on. One might argue, however, that in analogy with the numerical solution of
a differential equation approximating the true analytical solution, the WCM will approximate
the true integrated nature of the target system. But it is probably difficult to assess at what time
resolution this approximation will be accurate enough and whether the kind of computational
power needed is realistically available. The accuracy will be limited by the degree of resolution
of the individual sub-models which, as we have seen, can be of very different types. Moreover,
even if it is true that a biological system is modular, it is an altogether different question of
whether a particular decomposition into modules is appropriate. To construct their model, Karr
et al. had to build on a particular cellular decomposition stemming from the results of previous
biological research. For this reason, the model may have inherited some of the biases of modular
reductionism. It is difficult to imagine how one couldmake themodel sensitive enough to detect
all of these biases, unless all the molecular properties in their cellular context were known with
very high precision. As we have seen, this is not the case, and many processes are represented
in very crude ways or even completely black-boxed.
Another way in which the whole-cell model is clearly still reductionistic is that it neglects
or at least simplifies the environmental context of the bacterium. Systems biologists have to
answer the question of what actually the relevant systems are that they should study (cf. Dupré
and O’Malley 2005), which can be understood as a higher level question about modularity and
system boundaries. Is the most relevant system necessarily the cell or are interactions between
cells and organisms equally relevant for a functionally complete model?
Similarly, an important aspect of multi-scale cardiac modeling is to define the relevant
boundaries of a system. To what extent is the predictive and explanatory power of multi-
scale cardiac models dependent on inclusion of feedback beyond the organ system—such as
the whole cardiac system, the whole human body, the environment and other organisms? The
direct and easily measurable impact of other systems and environmental influences on the heart
rate is a powerful reminder of the integrated and responsive nature of living systems. A natural
progression from whole organ models is therefore the construction of a “virtual physiological
human” (VPH) aiming for an integrated and systematic understanding of biological processes
spanning all relevant levels and time-scales through the use of mathematical modeling (Hunter
et al. 2013; Southern et al. 2008).9 The goal of such models is, however, not to build the most
detailed model possible, but to investigate how much knowledge we need to integrate in order
to develop more predictive models. As a review article on multi-scale cardiac modeling states,
“it could be by incorporating more detail that we will eventually find it possible to derive the
most useful mathematical reductions. This might be a case of exploring more to focus on less”
(Davies et al. 2016, 936)
9The VPH was launched in October 2011 by the European Commission as a project to set out a
roadmap for the “digital patient,” a computer simulation that will generate a virtual version or “3D avatar”
of individual patients with the aim of simulating disease processes and drug responses to make medically
relevant predictions at the level of the individual patient. The European Virtual Physiological Human
project is an integral part of the international Physiome Project (www.physiome.org.nz), initiated in
1997 by the first international efforts to provide database resources for integrating experimental data and
computational models.
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Increasing the size and complexity of models inevitably leads to an increase in the sources of
error, variability, and artifacts, and to complications for model validation (Carusi 2014). Despite
the amount of empirical information that went into building the WCM, the parameter values
for many processes are still not known well enough. These parameters, therefore, have to be fit
or adjusted in order to fulfill certain basic observational constraints and to be consistent with the
other processes. For example, the metabolism process, which describes the import of nutrients
and their conversion into building blocks for macromolecules, was fit to match the observed
mass doubling time ofM. genitalium by means of a method called flux balance analysis (FBA).
When models with free parameters reach a certain degree of complexity, there is the general
risk that one will always find changes in some of the parameter values to obtain a fit with the
empirical data, even if the actual cause of a deviation lies in the structure of the model. One
might expect in this regard that the in-built modularity of Karr et al.’s model can facilitate the
“debugging,” but as we have just shown modularity itself remains an assumption in the model
that needs more work in order to be justified. It is thus crucial to determine the relevant level
of detail in order to minimize the problem of overparameterization.
Whereas some systems biologists have argued that large-scale modeling breaks with the
principle of Occam’s razor (Kolodkin and Westerhoff, 2011), others working on whole-organ
models stress that: “Occam’s principle must be applied at each level to avoid parameter accumu-
lation” (Carusi et al. 2012, H149). Similarly, Kohl and Noble (2009, 4) draw the lesson that
“theoretical models of biological behavior are most efficient when they are as complex as neces-
sary, yet as simple as possible.” It might be tempting to say that large models are simply better
and more powerful than smaller models, but there are in fact important trade-offs between the
level of complexity that is captured by a model and its ability to lead to successful inferences. A
large and very detailed model of a system can be useless or even misleading if we do not have the
right kind of data to specify its free parameters. So perhaps most importantly, the level of model
complexity has to be balanced against the amount and quality of available empirical informa-
tion (Gross and MacLeod 2017). Occam’s razor remains valid as a methodological principle
for modeling, even if we do not expect the underlying systems to be simple.
While validation clearly is a problem for all computational models, large-scale modeling
projects face this problem in a more aggravated way since it involves both the validity of the in-
dividual sub-models and the validity of their integration. Moreover, both the whole-cell and the
multi-scale simulation consist of several models drawing on data from multiple target systems
(and different experimental preparations of these). For this reason the boundaries between tar-
get and model, and between experiment and simulation, often become blurred (see also Carusi
2012).
Despite these challenges, large-scale modeling may be worthwhile because there may be
no other way to gain insight into the integrated nature of living systems and to understand
complex diseases. Moreover, the challenges just described can be seen in a more positive light,
as providing new opportunities to grasp biological organization and complexity. As we have
seen in the case of the WCM, important insights often result from model failure when there
are deviations between predictions of different models, or between models and experimental
results. Similarly, challenges faced in cardiac modeling have led to increasing acknowledgement
of how complex the orchestrated feedback loops between scales are. Looking back at nearly
50 years of cardiac modeling, Kohl and Noble (2009, 3) state that the accumulating body of
insights “derived as much from the ‘failures’ as from the ‘successes’ of theoretical prediction
and experimentation validation.” They regard the contradiction of predictions as often being
more instructive than their confirmation in leading to new advances of the field. Recent years
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of detailed modeling efforts have for instance revealed that entities previously thought to be
linked in a simple one-directional way exhibit significant cross-talk, e.g. between ion channels
and tissue behavior, electrophysiology, and mechanics (see Carusi et al. 2012, H150, for further
examples). Obstacles to model integration in large-scale simulations may therefore uncover
limitations in our assumptions about functional isolation of modular components or processes.
As argued in Section 4, the strategies used in the construction of multi-scale cardiac models
reveal problems for the reductionist ideal of bottom-up construction. It is simply not possible
to model a complex system like the human heart bottom-up because macroscale parameters
and models are required to account for the higher-level constraints such as cell voltage, tissue
stiffness and geometry etc. Thus, multi-scale modeling reveals the limitations of reductionism
and the explanatory relevance of top-down effects.
Insofar as the limitations arise because “the principal physics governing events often change
with scale” (Oden 2006, 2930), the requirement for different mathematical models has deep
ontological implications. Scientists interested in constraints on form and function in biology
have long been aware of the implications of scale-dependency.10 As we study physical processes
across multiple scales, the significance of gravity, surface tension, inertia, electrical charges, the
viscosity of the medium etc. changes (Purcell 1977; Thompson 1917/1992; Vogel 2009). As
we have seen, the applicability of deterministic and stochastic modeling also depends on spatial
and temporal scaling (Qu et al. 2011). Accordingly, there seems to be no privileged ontological
level from which all relevant aspects of a multi-scale system can be studied (Noble 2012).
The most fruitful way of defining the system boundaries and the relevant level of detail
depends on the specific biological question and the biological complexity that continuously
forces modelers and experimentalists to draw on strategies of simplification. As Woodward
emphasizes, this view “contrasts with the common philosophical tendency to think there is a
single, universal level of causal description that is most appropriate” (Woodward 2010, 297).
This does not preclude that some approaches are more appropriate given a specific question
or a specific system. For instance, some cardiac conditions may be well understood through a
genetic analysis whereas others require a multi-scale analysis (Noble 2012). Thus, the relevant
scale for studying living systems can typically not be predicted in advance but depends on the
research question, the causal structure of the specific system, as well as on the methodological
constraints.
6 Conclusion
Systems biologists often highlight the need to overcome the reductionist approach of molecu-
lar biology. In this paper we have discussed two different ways in which reductionism can be
understood in this context. We have distinguished between modular reductionism, which is the
position that living systems consist of or can be understood and studied by looking at individual
functional sub-units, and bottom-up reductionism, which refers to the idea that biological phe-
nomena can be understood and studied by focusing on the molecular level. We have looked
at two detailed case studies in systems biology in order to investigate the strategies that are
proposed to go beyond the reductionistic approach.
We have discussed how the WCMmanages to take into account the interfaces between the
28 cellular processes modeled for the simple bacterium. It reveals that certain processes, such
10Already Galilei (Discorsi, 1638) recognized that the relation between the bone structure and animal
size is disproportionate because the weight increases with a higher magnitude than the strength of the
material.
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as cell cycle regulation, might be more integrated into the overall machinery of the cell than
previously assumed and suggests a way to understand one sense in which systems biologists speak
of “emergent” properties. Our second example, multi-scale cardiac modeling, shows how scale-
dependency forces modelers to adopt scale-specific modeling strategies and makes clear why a
single level of analysis is insufficient for systems that span multiple spatial scales. Since macro-
scale parameters are needed to account for the ways in which the environmental and systemic
contexts constrain lower-scale processes, multi-scale modeling questions the reductionist ideal
of bottom-up modeling. Moreover, multi-scale modeling can reveal which parts of the system
influence the state of the system as a whole. Large-scale modeling thus illuminates a sense in
which living systems are more than the sum of their parts, but also how their functions are a
result of the constrained organization of these processes. We have argued that this has important
philosophical implications for bottom-up reductionism but also practical implications if the aim
is to develop predictive cardiac models with biomedical applications.
We have also highlighted the challenges that are involved in large modeling projects, and we
are far from recommending such models as the only true approach to systems biology. A model,
even if it has the appearance of completeness, is never an all-purpose tool but is designed and
limited to address certain questions. Even though realizing the dream of a complete model is
sometimes presented as a goal in itself, like sending a man on the moon, scientists themselves
are usually aware of the limitations, and they work on large-scale models with specific goals in
mind. For instance, in the report of the STEP Consortium (Structuring the Europhysiome),
more than 300 stakeholders involved in the realization of the VPH explicitly state that the
roadmap of VPH: “[…] must not be taken as a promise to deliver an all-inclusive mathematical
model of the human organism, a goal which is not only unrealistic technically (and will be for
the foreseeable future) but also, it can be argued, is unrealisable even in principle—the only
complete model is the organism itself.” (STEP Consortium 2007, 34).
Similarly, it can be asked whether the idea of a whole-cell model remains realistic if we go
beyond a small parasitic bacterium with a near-minimal genome. It might simply exceed any
available computational power in the foreseeable future to scale up fromM. genitalium to more
complex organisms. An obvious next project for whole-cell modelers would be the standard
model bacterium E. coli.11 Yet, this step already corresponds to a tenfold increase in genome
size which gives an impression of the complexity that the corresponding model would have to
capture. Importantly, however, the utility of large-scale models should not be evaluated on their
ability to capture all processes in detail but on the extent to which they provide novel insights
to biological complexity and increase our ability to explain and predict living systems. Complex
cardiac models developed so far provide reasons for optimism regarding the use of computer
simulations for testing for the effects of drugs and surgical interventions, and may in time be
useful also for disease prediction and prevention (Noble 2008; Clermont et al. 2011; Chabinio
et al. 2016).
Both case studies indirectly inform us about biological organization and complexity by re-
vealing how difficult it is to find adequate representations of biological processes when going
beyond the simplifications of reductionist strategies. They require sophisticated ways of combin-
ing and integrating different types of mathematical models and rely on alternative simplifying
strategies to arrive at tractable research problems. Furthermore, they both rely on knowledge
that has been accumulated in more detailed investigations of individual processes or at specific
levels.
11It appears that the some of the people who built the M. genitalium model are now working on a
whole-cell model of E. coli. See https://simtk.org/projects/ecoli.
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We conclude from our analysis that large modeling projects should be seen as specific tools
that hold the potential to assess and test our assumptions about biological organization and
complexity. They can be used to detect reductionistic biases even though they are not without
bias themselves. They do not obviate the need for small scale experiments and partial models,
but they can complement more traditional techniques in order to get closer to the way in which
biological systems function as wholes.
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