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В настоящее время Арбитражным судом Республики Татарстан в год 
принимается 25–30 тысяч судебных решений, которые относятся к 38 категори-
ям споров, таким как преддоговорные споры, взыскание задолженности, оспа-
ривание решений административных органов и др. С целью повышения эффек-
тивности судебного документооборота необходима разработка механизма ав-
томатической классификации судебных актов в соответствии с категориями 
споров. Данный механизм позволит в автоматическом режиме определять кате-
горию и сложность судебных актов для их более равномерного распределения 
между отделами, а также улучшить сбор и обработку статистических данных о 
работе суда и исключить в статистической отчетности недостоверных сведений 
о категориях рассмотренных дел. 
Согласно [1], большинство методов классификации текстов, так или ина-
че, основаны на предположении, что документы, относящиеся к одной катего-
рии, содержат одинаковые признаки (слова или словосочетания). Наличие или 
отсутствие таких признаков в документе говорит о его принадлежности или 
непринадлежности к той или иной категории. В данной работе для представле-
ния текста в форме, удобной для анализа, используется терм-документная мат-
рица (term-document matrix – TDM), представляющая собой таблицу, где каждая 
строка соответствует термину, а столбец – документу в наборе данных [2]. На 
пересечении строк и столбцов хранятся значения весов терминов в документе. 
Каждый вес представляется статистической мерой TF-IDF [3], позволяющий 
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 где nt – количество раз встречаемого слова t документа d, 
k
kn  – длина данно-
го документа (количество слов в документе), D – общее количество докумен-
тов, idt  – количество документов, в которых содержится слово t. 
Термины формируются на этапе предварительной обработки, где основ-
ными приемами являются токенизация текста, фильтрация стоп-слов, стэмминг 
(лемматизация), приведение регистра. 
  
В качестве примера рассмотрим 4 категории судебных споров: оспарива-
ние действий судебных приставов, оспаривание решений антимонопольных ор-
ганов, привлечение к ответственности за нарушение условий поставок, привле-
чение к ответственности за нарушение условий лицензирования. В исходном 
множестве документов первая категория содержит 37 судебных акта, вторая – 
32, третья – 63, четвертая – 36. На этапе предварительного анализа сформиро-
вана терм-документная матрица размерностью 3996*168, т. е. 3996 полученных 
терминов в 168 документах. Фрагмент матрицы представлен в табл. 1. 
Таблица 1 
Фрагмент терм-документной матрицы 
Класс 
Термин 
Class_1 Class_2 Class_3 Class_4 
Антиконкурентн 0 0.0037 0 0 
Антикризисн 0.0095 0 0 0 
Антимонопольн 0.0057 0.5934 0 0 
Апелляцион 0.0059 0.0025 0.0102 0.0057 
Среди 3996 терминов необходимо выявить наиболее значимые для своей 
категории, так как подача всего их числа в качестве входных данных на клас-
сификаторы вызовет затруднения при вычислении в виду временных затрат на 
обучения данных классификаторов и загрузки памяти. Для выделения наиболее 
информативных признаков в данной работе применяется два подхода. Первым 
из них является статистическая мера TF-IDF. В данном подходе оба множителя, 
TF и IDF, имеют значение при подсчете веса термина во всем множестве доку-
ментов. Так как TF является частотой термина в документе, то чем чаще термин 
встречается в одном акте, тем значение TF выше. Таким образом, TF играет 
роль повышающего множителя в анализе. Однако возникает необходимость от-
сеять термины, которые встречаются в каждой категории судебных актов и, со-
ответственно, имеют большое значение TF. Для отсеивания применяется вто-
рой множитель IDF, являющийся понижающим. Чем больше документов, со-
держащих один и тот же термин, тем значение IDF ниже. 
При построении терм-документной матрицы, столбцы, соответствующие 
документам, были объединены по своим категориям, а значения в них просум-
мированы по каждому термину. Такой подход наглядно позволяет выявить 
наиболее информативные термины для каждого из 4 классов (см. табл. 2). 
Таблица 2 
Значения TF-IDF терминов, 



















0.593 истц 0.947 автобус 0.727 
взыскател 0.4 уфас 0.211 накладн 0.622 перевозок 0.724 
арест 0.386 проект 0.21 неустойк 0.513 маршрут 0.531 
  
Вторым подходом при отборе информативных признаков выбрано вы-







 ,    (2) 
где p(xi) – вероятность того, что переменная X примет значение xi. В сформиро-
ванной терм-документной матрице данная вероятность определяется как отно-
шение числа вхождений термина в документы к общему количеству терминов. 
Взаимная информация определяется следующим образом: 
I(Y|X) = H(Y) – H(Y|X),      (3) 







,    (4) 
где H(Y|X=xi) – частная условная энтропия H(Y) относительно отдельного тер-
мина xi. При отборе признаков наиболее значимыми являются те, что имеют 
наибольшее значение взаимной информации I(Y|X) [5]. 
В табл. 3 представлены значимые термины, определенные при помощи 
взаимной информации. 
Таблица 3  
Значения взаимной информации терминов, 




























0.02 рубл 0.033 пассажир 0.013 
должник 0.019 размещен 0.016 
обяза-
тельств 
0.022 перевозок 0.01 
исполни-
тельн 
0.049 конкуренц 0.015 накладн 0.02 транспорт 0.01 
 
Представленные выше методы актуальны при решении задач классифи-
кации, кластеризации и поиска подобных текстовых документов. Термины, 
отобранные при помощи данных методов, позволяют эффективно определить 
категорию судебного документа. При подаче на вход классификатора, постро-
енного на базе нейронной [6, 7] или нечеткой нейронной сети [8, 9], будет за-
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