Abstract-The multi-player Pursuit-Evasion (PE) game problem has recently received a lot of attention. Hierarchical decomposition is previously proposed for multi-player differential game for a suboptimal solution [5] . Furthermore, optimization based on limited look-ahead is used to improve such a suboptimal solution [4] . However, it requires intensive computation. In this paper, through the further study on the properties of the suboptimal value function of a cooperative pursuit game, it becomes evident that the performance improvement by limited look-ahead results from the structure relaxation on pursuers' strategies when optimization is conducted. Based on a problem with certain objective and dynamics, we prove a linear structure of the improving strategies in terms of the structured controls associated with the suboptimal solution, and then optimization is parameterized by the linear weights. The problem is further transformed into a nonlinear programming problem. It is shown that computation can be reduced the decentralized implementation is possible.
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I. INTRODUCTION
T HE increasing use of autonomous assets and robots in modem military operations has led to a renewed interest in the subject of Pursuit-Evasion (PE) games [5] - [10] . A typical scenario is that a group of autonomous vehicles is tasked to suppress a cluster of adversarial moving targets, and it can be modeled naturally as a multi-player PE game. In [7] - [8] , Hespanha et al formulated PE games under a probabilistic framework, in which greedy and one-step Nash equilibrium strategies are solved to maximize the probability of detecting evaders. Antoniades, Kim and Sastry studied several heuristic solutions in [9] and various implementation issues of PE strategies by a team of autonomous vehicles are addressed in [6] and [10] . All of these results deal with discrete-time problems, and problem of search and pursuit are intertwined. In spite of these existing results, further studies of general multi-player PE differential games are still needed.
Complete solution of a general multi-player PE differential game is formidable. In [5] , a hierarchical decomposition is used to solve a differential cooperative pursuit game. The solution is suboptimal due to the hierarchical structure imposed on the pursuers' control strategies. Based [4] , and it can be extended to PE (zero-sum) games. Although an optimal solution can be approached in the limit, the method requires solving a centralized dynamic optimization problem iteratively, which is computationally intensive. In this paper, we further study the optimization with limited look-ahead to reduce the computation in one step. Through the further study on the properties of the suboptimal value function, it becomes evident that this performance improvement by limited look-ahead results from the structure relaxation on pursuers' strategies. Besides, we transform the problem into a nonlinear programming problem and based on which decentralized implementation is possible.
The paper is organized as follows. In the next section, a general dynamic PE game is formulated. In section III, the hierarchical method and the improvement by the optimization over limited look-ahead intervals is briefly summarized. In section IV, properties of solutions by the hierarchical approach are derived, based on which a linear structure of an improving cooperative control is derived. Conclusions are given in section V with suggestions for future work. 
At the terminal of a game, z = 0, and T = inf{t Iz(t) = O}.
Use the subscript to denote time, and the objective function is (5) In (5), u e {u(.) ismeasurable, O<t<T,u(t)eUa} and similar for v. Function G: X x Ua x VXZM XZ LR is the cost rate, and here we assume 0 < S <G C M for some S , M >O . 
Here, V (V ) is called the upper (lower) value. We adopt the notations in [1] (pp. 425) in (6)- (7), where in (6) ( (7)), evaders (pursuers) have the informatiosnal advantage. Here, we assume that the optimum is attainable by some strategy (a*,,*). If V(x)=V(x)= V(x), V(x) is called the value function, which is called the Isaacs condition [1] . If it is not true, the upper value function in (6) is often of interest.
III. STRUCTURED APPROACH AND ITERATIVE IMPROVEMENT
Due to the difficulty of determining the terminal states of a multi-player PE game, a hierarchical approach is proposed in [5] to decompose a multi-player game into distributed games of two players by finding an optimal engagement scheme between pursuers and evaders. As argued in [5] , this method can be generalized as to solve a modified problem that is almost same to (6) except that the optimization of the pursuers is taken over a subset of A , As . Here, the superscript indicates the additional structure S imposed on pursuers' strategies. Note that As may depend on state x0.
V(x)= min maX({ G(xt,Ut1vt1Zt)dt+Q(xT)} (8) The structure S is only considered for pursuers. Clearly, The set of all possible states from t to t + At < T; V' (x; a) : Performance evaluation under the engagement a;
At =a a =argmin{JV(x;a)},forxcXt}; that in the optimization of pursuers in (11) , all possible controls over the entire space A are considered instead ofthe restricted control set As in (8) . This relaxation on the xo control structure enables a better coordination ofpursuers and this is argued as follows. Consider the dynamics of pursuers and evaders given in (12) and according to [5] , the optimal strategy of the pursuer in a two-player PE game is to move towards the evader. In a PE game as shown in Fig.3, pursuer i has two possible engagements, such that it has two potential orientations, ul and u , according to the hierarchical approach. It is hard to imagine that an optimal strategy falls into the restricted set with only two possible alternatives. To this end, the following theorem provides the structure of improving cooperative strategies. The analysis is based on the players' dynamics in (12) . First, let m = m (Xt ) .
Theorem IV.8: 1) For every pursuer i, the optimal control at time t can be written in thefollowingform. The structured controls u' ( k = 1, 2 ) are shown in Fig. 3Fig ., where the arc 12 is the control space spanned by structured controls u' and u' as in (14) , where the angle between vectors uli and ul is no larger than ;T. With the objective function in (13), any control Uz' outside the region 12 is dominated by u' for some k = 1, 2. In particular, here Uz' is dominated by u2 with respect to chasing both evader el and e2. Thus, ul is strictly better than Uz in the optimization problem (11) . Since u' ( 12, the statement is proven for
2) The proof is similar to part 1) by considering evader j . E Theorem IV.8 specifies the structure of the improving control. It has a potential of reducing computation of optimization (11) in the following aspects: 1) the search space for possible cooperative controls is restricted to a small region, as 12 in Fig.3; 2 The following numerical example verifies Theorem IV.8.
In Example 111.1, the states xl =(6.9,1.8) , x =(2.1,1.5)T, xl =(4.1,2.2)' , x2 =(4.9 -0.2)T are along the trajectories shown in Fig.2 . Given that a2= 0, the performance of the cooperative controls by limited look-ahead with the linear weight a' for pursuer 1 is plotted in Fig.4 . Clearly, when a'-0.15 , the (cooperative) control by pursuer 1 is optimal. By introducing a slack variable and using Karush-KuhnTucker conditions [12] on problem (P2), we can transform the bi-level programming problem (P1)-(P2) into a nonlinear programming problem. Thus, extensive results in relevant field are applicable. Due to the limited space of the paper, we will introduce the details in the subsequent paper.
Finally, consider a game with the objective function and dynamics ofplayers in Example 111. 1 Based on the previous work on the performance improvement of the (structured) suboptimal approach to multi-player PE games, we further study the properties and structure of one-step limited look-ahead. In this paper, a linear structure of improving strategies is investigated on a problem with a certain objective and dynamics. The improving strategy over the limited look-ahead interval is linear combination of the structured controls. Thus, it becomes evident that the performance enhancement by optimization over limited look-ahead results from the control structure relaxation. The problem is further transformed into a nonlinear programming problem. In this way, the computation of the look-ahead can be reduced and extensive results in nonlinear programming are applicable. Distributed implement may also be possible.
The study in this paper is still preliminary, where no realistic constraints are considered in the problem. The future work includes: 1) study the nonlinear programming problem on the linear weights; 2) study the problem in a more general setting; 3) extend the method to distributed implementation.
