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The high fidelity generation of strongly entangled states of many particles, such as cat states, is a
particularly demanding challenge. One approach is to drive the system, within a certain final time,
as adiabatically as possible, in order to avoid the generation of unwanted excitations. However,
excitations can be generated also by the presence of dissipative effects such as dephasing. Here we
compare the effectiveness of Local Adiabatic and the FAst QUasi ADiabatic protocols in achieving
a high fidelity for a target superposition state both with and without dephasing. In particular we
consider trapped ions set-ups in which each spin interacts with all the others with the uniform
coupling strength or with a power-law coupling. In order to mitigate the effects of dephasing, we
complement the adiabatic protocols with dynamical decoupling and we test its effectiveness. The
protocols we study could be readily implemented with state-of-the-art techniques.
I. INTRODUCTION
The possibility of generating many-body entangled
states has important consequences in metrology [1–4] and
in quantum computation [5]. One approach to produce
such states is to first prepare the system in a ground state
easy to obtain with high fidelity, e.g. in the presence of a
strong magnetic field, and then adiabatically transfer the
state to the target ground state of a modified Hamilto-
nian, e.g. by ramping down the magnetic field. However,
in such approach, one encounters two main difficulties:
the first is the presence of small avoided crossings, what
makes it difficult to follow the ground state adiabatically
without producing excitations in a finite time; the sec-
ond is the presence of sources of dissipation which may
also excite the system. To counter the first point, one
could choose to evolve the system very slowly. However,
for practical applications, it would be ideal to be able to
prepare target states in times as short as possible. More-
over, it is clear that the longer the preparation of a state
takes, the longer the dissipation will affect the system,
thus driving it away from the target state. It is therefore
necessary to use a strategy that allows, simultaneously,
both to prepare a target state quickly, reducing the pos-
sible excitations from the Hamiltonian driving, and to
protect the system from the effects of dissipation.
In our work we consider a system of spins coupled to
each other via phonon-mediated interactions, a very tun-
able model for a quantum simulator. In fact, such a
model can be realized both in cavity QED systems [6, 7]
and with trapped ions [8–11]. The fact that the interac-
tions are mediated by the phonons significantly increases
the tunability of the set-ups, but it also introduces a
source of dissipation, which is the dephasing due to the
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phonons themselves. The preparation of target cat states
in a trapped ion set-up was recently studied in [12]. In
this work they studied, both theoretically and experi-
mentally, the evolution of ions in a Penning trap. They
prepared a system in a product state in the presence of
a large magnetic field, and then reduced the magnetic
field to drive it to a cat state. In particular, they showed
that tuning the magnetic field following a so-called local
adiabatic (LA) approach [13] could significantly improve
the fidelity of the target state, compared to a linear or
an exponential ramp.
Here we aim to continue this line of research by com-
bining two techniques: the use of a different method to
design the time evolution of the magnetic field, namely
the fast quasi adiabatic (FAQUAD) protocol [14], and the
use of dynamical decoupling [15, 16] to tame the effects
of dephasing. We will also consider both the scenarios
of trapped ions in a two-dimensional Penning trap [17]
which results in equal interaction between all spins, and
that of a linear Paul trap in which the interaction as a
function of distance follows a power-law decay [9, 11].
The manuscript is structured in the following manner:
In Sec. II we describe the methods of shortcuts to adia-
baticity [18] to design the optimized adiabatic protocols
that we will use. In Sec. III we focus on a spin sys-
tem with uniform all-to-all interactions, and we study
the effectiveness of LA and FAQUAD protocols both for
unitary and dissipative evolution. For the latter, we will
also consider the effect of dynamical decoupling. In Sec.
IV we focus on a spin system with power-law interactions,
and in Sec. V we draw our conclusions.
II. LOCAL ADIABATIC AND FAQUAD
PROTOCOLS
As mentioned in the introduction, it is possible to re-
duce the amount of excitation in the prepared state by de-
signing an appropriate protocol for the time-dependence
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2of the Hamiltonian control parameters. Here we give an
introduction to the Local Adiabatic (LA) [13] and the
FAst QUasi-ADiabatic (FAQUAD) [14] protocols. The
main idea is to start from the adiabaticity condition
which imposes that the change in a state should be much
smaller when the energy gap between this states and an-
other relevant state. This translates to
~
∣∣∣∣ 〈ψa(t)|∂tψb(t)〉Ea(t)− Eb(t)
∣∣∣∣ 1, (1)
where the |ψi〉 are two eigenstates, and the Ei the corre-
sponding eigenenergies. The relevant states to consider
are, for our application, the ground state and the first
excited state which is coupled by the changing Hamilto-
nian (which, due to symmetries, could for instance be the
second excited state of the instantaneous Hamiltonian
H(t)). It is thus possible to distribute homogeneously in
time the probability of transition between the two energy
levels involved in the equation by imposing the following
condition
~
∣∣∣∣ |ψa(t)| ∂tψb(t)〉Ea(t)− Eb(t)
∣∣∣∣ = ~
∣∣∣∣∣
〈
ψa(t)
∣∣∂H
∂t
∣∣ψb(t)〉
[Ea(t)− Eb(t)]2
∣∣∣∣∣ = c. (2)
Then, rewriting the time vector as a function of the con-
trol parameter, t = t(Bµ) (we label the control parameter
as Bµ because in the following the control parameter will
be the magnetic field Bµ, by µ we indicate a particular
time-dependence/protocol to vary it), Eq.(2) gives the
FAQUAD protocol
B˙F = ∓ c~
∣∣∣∣∣∣ [Ea(BF )− Eb(BF )]
2〈
ψa(BF )
∣∣∣ ∂H∂BF ∣∣∣ψb(BF )〉
∣∣∣∣∣∣ . (3)
By simply integrating this equation, one could obtain the
control parameter BF as a function of time [14]. Given
the size of the systems we will study, the protocols will be
evaluated numerically. The LA method, see [13], stems
from Eq.(3), with an additional assumption that simpli-
fies the calculation of the protocol. The assumption is
that
〈
ψa(B)
∣∣∂H
∂B
∣∣ψb(B)〉 = 1 for all times, which results
in the equation for the parameter BL(t)
B˙L = ∓ c~
∣∣∣[Ea(BL)− Eb(BL)]2∣∣∣ (4)
Since FAQUAD uses the adiabaticity condition more ac-
curately, the ensuing protocol distributes the loss of adi-
abaticity better along the time evolution. In the follow-
ing we will also consider a modification of the FAQUAD
protocol. In Eq.(3) we only considered the ground state
and the first relevant excited state. However, the time-
dependent Hamiltonian could couple, in a non-negligible
manner, the instantaneous ground state to a few excited
levels. We thus obtain
B˙K =
c
~
 K∑
k=1
∣∣∣∣∣∣
〈
ψg(BK)
∣∣∣ ∂H∂BK ∣∣∣ψk(BK)〉
[Eg(BK)− Ek(BK)]2
∣∣∣∣∣∣
−1 , (5)
where the subscript g indicates the ground state, while
the k = 1→ 5 enumerates the lowest excited states cou-
pled to the instantaneous ground state. In this paper we
considered up to K = 5 relevant transitions to design the
protocols, and we refer to the FAQUAD protocols that
consider K relevant transitions as FAQUAD-K.
III. UNIFORM ALL-TO-ALL INTERACTIONS
We consider N ions in a trap with spins degrees of
freedom coupled to a normal mode of the system via
a spin-dependent optical dipole force. In particular, we
focus on the case in which the optical dipole force is tuned
such that the center of mass mode is uniformly coupled
to all the ions/spins. This setup, with the addition of
an external magnetic field Bµ(t) can be described by the
Dicke Hamiltonian [19–21]
Hˆ Dicke = − ~g0√
N
(
aˆ+ aˆ†
)
Sˆz +Bµ(t)Sˆx − ~δaˆ†aˆ, (6)
where a, a† are the bosonic annihilation and creation op-
erators, Bµ(t) is the time-dependent transverse magnetic
field from the protocol µ = F,L,K (see Eqs.(3,4,5)), g0
is the coupling between the spins and the center of mass
mode, and δ is the detuning between the optical dipole
force and the center of mass mode. In Eq. (6) we have
used the collective operator Sˆα = (1/2)
∑
j σˆ
α
j , being j
the label for each spin, and σˆαj the Pauli matrices for
α = x, y, z.
At this point it is possible to rewrite the Hamiltonian
(6) as
Hˆ(t) = −~δbˆ†bˆ+ J
N
Sˆ2z +Bµ(t)Sˆx, (7)
where bˆ = aˆ −
[
g0/(
√
Nδ)
]
Sˆz and J = ~g20/δ. Here the
term ∼ bˆ†bˆ describes the phonons in a displaced poten-
tial, with a spin dependent displacement. In the limit of
large detuning, |δ|  g0/
√
N , the bosonic mode can be
adiabatically eliminated, leaving a purely spin system
HˆLM(t) =
J
N
Sˆ2z +Bµ(t)Sˆx, (8)
which, for δ < 0 is known as the ferromagnetic Lipkin
model Hamiltonian. The Lipkin and the Dicke Hamilto-
nians show a similar behavior: for large magnetic field,
the ground state is such that the spins are polarized in
the x direction, while for small magnetic field they are in
a symmetric superposition of all spins pointing up plus
all spins pointing down in the z direction. However, in
the latter case, the energy gap is small and it is thus
difficult to prepare such state via adiabatic driving.
Using the Lipkin model to describe the physical setup
has two important advantages that significantly simplify
the study. First it eliminates the bosonic degree of free-
dom, and second it allows to further reduce the relevant
3Hilbert space as the spin states will belong to the Dicke
manifold composed of N + 1 states only, each a sym-
metric of superposition of the spin states with the same
magnetization.
More precisely, for N spins and n¯ maximum bosonic
occupation, the size of the relevant Hilbert space for the
Dicke Hamiltonian in Eq. (6) is DD = 2
N (n¯ + 1), while
for the Lipkin model Eq. (8) it is DLM = 2
N . However,
if the initial condition is in the symmetric sector in which
all spins are prepared in the same state, we notice that
the state will only evolve within this symmetry sector.
Hence the dimensionality of the relevant Hilbert spaces
can be reduced to DsD = (N+1)(n¯+1) and D
s
L = N+1.
The experimental realization of such a setup, however,
comes with dissipative effects. Following [12], we will
consider that the open dynamics is mostly subject to
dephasing, which can be described by a master equa-
tion of the Gorini-Kossakowski-Sudarshan-Lindblad form
[22, 23]
dρˆ
dt
= − i
~
[
Hˆ, ρˆ
]
+
Γ
2
N∑
i=1
(σˆzi ρˆσˆ
z
i − ρˆ) , (9)
such that the dephasing is produced by single site σz
operators.
A. Closed system scenario
We first consider an ideal case in which there is no dis-
sipation, i.e. Γ = 0. We take the protocols designed using
the FAQUAD and LA methods in Eqs. (3) to (5), and
calculate the corresponding time evolution solving the
Schro¨dinger equation using a Runge-Kutta solver. We
start from the paramagnetic ground state for a large ini-
tial magnetic field (B0/(2pi) = 7 KHz), and aim to reach
the ferromagnetic superposition state at final time when
Bµ = 0. As a representative case, we run a simulation
for N = 6 spins in the Lipkin model (8), with parame-
ters that can be reproduced in state-of-the-art labs [12].
The dependence on time of the magnetic field for the
FAQUAD and LA protocols are depicted in Fig. 1(a) re-
spectively by the blue solid line and the red dashed line.
The thick lines in Fig. 1(b) depict the fidelities obtained
after the evolution following the LA (dashed red line) and
FAQUAD (solid blue line) approaches as a function of fi-
nal time. More precisely, we evolve the initial state with
a protocol determined by the chosen final time, and for
each of these final times we measure the final fidelity. We
define the fidelity as F = tr(ρ|ψTarget〉〈ψTarget|) where ρ
is the actual state reached at final time tf , and ψTarget is
the superposition ground state of the Lipkin Hamiltonian
at Bµ = 0 [24].
Unlike for the LA protocol, in which case the fidelity in-
creases monotonously with the final time, for FAQUAD-
based protocols the fidelity shows an oscillatory behavior.
This implies that while FAQUAD allows to reach high fi-
delities at shorter times [14], it is also possible to find
final times for which LA performs better. However, since
the general objective is to obtain as good fidelities as
possible in the shortest possible final time, we can state
that FAQUAD already brings a clear improvement with
respect to LA. For instance, if we fix a target fidelity of
F = 0.99, we see that using FAQUAD protocol it is pos-
sible to reach such value at final times tf ∼ 4.8 ms, while
using LA protocol only reaches that same fidelity only at
tf = 12.4 ms. It is thus possible to reach the same level
of fidelity in a time 2.6 times shorter. This result can be
further improved, for instance, we have found that for the
same number of spins, by varying the system parameters
in the vicinity of the values used in Fig.1(b) FAQUAD
can require a time which is even 4 times shorter compared
to LA.
B. Performance of the unitary protocols in the
open system scenario
In experimental set-ups, dephasing can affect the fi-
delity in a detrimental way. Since the FAQUAD protocol
[Eq. (3)] can reach higher fidelities in a shorter time, it
could potentially perform better than the LA protocol,
Eq. (4). However, one protocol could drive the state
for longer periods to states more easily affected by dis-
sipation, and thus result in worse performance. Here we
analyze quantitatively the effect of dephasing on the re-
sulting fidelity when using the FAQUAD or LA protocols
described in Eqs.(3,4).
Since the Lindblad dissipator acts independently on
the local spins, unlike the unitary Dicke or Lipkin Hamil-
tonians [Eqs. (6) and (8)], which are purely functions of
the collective spins, the evolution of the system cannot
be solely described by the symmetric subspaces analyzed
in Sec.III A. Due to this, in order to have an accurate de-
scription of the system evolution using the Dicke Hamil-
tonian (6), one would need a vector space of dimension
22N (n¯+ 1)2, or of dimension 22N when using the Lipkin
Hamiltonian (8). In the following we will concentrate on
the latter.
We apply again the theory in Sec. II for the Lipkin
model (8), and use it to solve the open dynamics de-
scribed by the master equation (9). While the protocols
are computed only taking into account the unitary part
of the master equation, if they are effective over a short
evolution they should also be less affected by dissipation.
In particular, since dephasing is a cumulative effect, we
expect that at short times the protocols will perform sim-
ilarly to the closed system scenario. For longer times
instead, we expect a decay in the fidelity caused by de-
phasing. The thin lines in Fig. 1(b) show precisely this,
where the results with protocols from FAQUAD are de-
picted by a thin blue solid line, while from LA by the
thin red dashed line. At short final times tf , the evo-
lution of fidelity versus tf is identical for the dynamics
in a closed (thick lines) or open system scenario (thin
lines), but at around 2ms the respective curves diverge
4FIG. 1: Fidelity F after evolving the master equation (9)
using the Lipkin Hamiltonian (8). Solid blue lines are for
FAQUAD and dashed red lines for LA. Thick lines show the
fidelities for the unitary evolution, i.e. Γ = 0 s−1, whereas
the thin lines are for the open system with dephasing Γ = 120
s−1. The inset shows the protocols derived from Eqs. (3, 4).
The rest of the parameters are, N = 6, B0/(2pi) = 7 KHz,
J = 0.55N KHz, and δ/(2pi) = −4 KHz.
FIG. 2: Maximum fidelity Fmax vs the value of the dephasing
Γ after evolving the master equation (9) using the Lipkin
Hamiltonian (8). Solid blue lines are for FAQUAD and dashed
red lines for LA, and the increasing thickness of the lines mean
increasing system size, namely N = 4, N = 6 and N = 8.
The remaining parameters are, B0/(2pi) = 7 KHz, J = 0.55N
KHz, and δ/(2pi) = −4 KHz.
and the peak of fidelity for open systems occurs at much
lower values of tf . After this maximum, the fidelity for
the open system case decays almost monotonously vs the
final time, whereas the one for the closed system ap-
proaches unit fidelity. For the parameters simulated in
Fig. 1(b), the maximum fidelity with the FAQUAD pro-
tocol is FF = 0.7628, whereas the maximum fidelity for
the LA protocol is FLA = 0.6514, which implies that the
use of the FAQUAD protocol results in a 11% increase
in fidelity.
In Fig. 2 we show how the value of the maximum
fidelity attainable Fmax depends on the magnitude of
FIG. 3: Fidelity F after evolving the master equation (9) us-
ing the dynamically decoupled Lipkin Hamiltonian (12). (a)
shows the maximum value of the fidelity at the first peak for
each value of ω between 0 KHz and 0.55 KHz, and (b) dis-
plays the fidelity vs final time tf for the value of ω with best
absolute fidelity (thick lines) and for the case without dy-
namical decoupling (thin lines). Both panels compare results
for the FAQUAD (solid blue) and LA (dashed red) protocols.
Parameters are, N = 6, B0/(2pi) = 7 KHz, J = 0.55N KHz,
and δ/(2pi) = −4 KHz, Γ = 120 s−1.
dephasing for different system sizes and on the protocol
used, in particular FAQUAD [Eq. (3)] or LA [Eq. (4)]. In
Fig. 2 we notice that for a given system size, protocols
from FAQUAD (blue solid lines), perform better than
from LA (red dashed lines). However, we also observe
that as the system size increases (N = 4, 6 and 8, from
thinner to thicker lines) the maximum fidelity decreases.
C. Dynamical decoupling of the dephasing
In [15, 16] it was shown that the use of additional terms
to the Hamiltonian could result in filtering out unwanted
effects of the system-bath interactions, what is known as
“dynamical decoupling”. In this case, because in our ef-
fective Hamiltonian (8) we have a term proportional to
S2z , we will add a dynamical decoupling term, propor-
tional to S2y . For the Lipkin Hamiltonian with dephas-
ing, and inspired by [25], we notice that the addition of
a term proportional to S2y can be effective for dynamical
decoupling.
To effectively obtain such S2y term, we propose to in-
troduce an independent spin-boson field using a new pair
of lasers. The Dicke Hamiltonian with the new term (cˆ)
will take the form
Hˆ ′Dicke/~ =−
g0√
N
(
aˆ+ aˆ†
)
Sˆz +Bµ(t)Sˆx − δaˆ†aˆ
− g0√
N
(
cˆ+ cˆ†
)
Sˆy − δ′cˆ†cˆ. (10)
5If we now rewrite the bosonic mode as in Sec. III, we get
Hˆ(t) =− δbˆ†bˆ+ J
N
Sˆ2z +B(t)Sˆx
− δdˆ†dˆ+ J
′
N
Sˆ2y , (11)
where, as in Sec. III, bˆ = aˆ −
[
g0/(
√
Nδ)
]
Sˆz and
J = ~g20/δ, and for the additional introduced field dˆ =
cˆ−
[
g0/(
√
Nδ′)
]
Sˆy and J
′ = ~g20/δ′ ≡ Nω sin
(
pit
tf
)
. We
introduced the final equivalence so that the dynamical
decoupling term will have an optimizing constant ω, and
we chose a sinusoidal time-dependence so that the dy-
namical decoupling term will be zero at initial and final
times. The large detuning limit for the new field will re-
quire ω sin
(
pit
tf
)
 g0√
N
, so for a small ω we can always
rewrite the Hamiltonian in the Lipkin model form
Hˆ ′LM(t) =
J
N
Sˆ2z + ω sin
(
pit
tf
)
Sˆ2y +B(t)Sˆx. (12)
We use this Hamiltonian in Fig. 3, mapping the op-
timizing parameter in the range ω ∈ [0, 0.55] KHz. In
Fig. 3(a) we show the fidelity vs final time tf , both with-
out dynamical decoupling (ω = 0 KHz, thin lines) and
with dynamical decoupling (ω = 0.55 KHz), both for
FAQUAD (solid blue lines) and for LA (red dashed lines).
In Fig. 3(b) we plot the maximum value of the fidelity at
the highest peak vs the optimizing parameter ω. Again
the blue solid line reflects the results for FAQUAD, while
the red dashed line those for LA. Here we observe that
the maximum fidelity we can obtain for ω = 0.55 KHz is
FFAQ = 0.8968 for the FAQUAD protocol, a 13.5% im-
provement, and FLA = 0.7234 for LA, corresponding to a
7% improvement. We note that we chose not to explore
beyond ω = 0.55 KHz because otherwise the Hamiltonian
that we use may not satisfying the condition to adiabat-
ically eliminate the bosonic mode [see discussion before
Eq. (12)].
In Fig. 4, we study the effect of the chain size. Sim-
ilarly to Fig. 3 we plot the maximum fidelity Fmax vs
the dynamical decoupling magnitude ω for chains of size
ranging between N = 4 and N = 10. As the size grows,
the maximum fidelity with no dynamical decoupling de-
creases with the system size. However, for the FAQUAD
protocols studied we observe that the fidelity can (some-
times significantly) be increased thanks to dynamical de-
coupling.
IV. POWER-LAW INTERACTIONS
Until now we have considered the scenario in which the
interaction between the spins is uniform. In trapped ions
setups the interaction can also be of power-law form with
a tunable exponent. For instance, in [10, 11] the authors
FIG. 4: Maximum value of the fidelity after evolving the
master equation (9) using the dynamically decoupled Lipkin
Hamiltonian (12) vs parameter ω. We compare the fidelities
for the FAQUAD (solid blue) and LA (dashed red) protocols
for different chain sizes, ranging from N = 4 to N = 10.
Parameters are, B0/(2pi) = 7 KHz, J = 0.55N KHz, and
δ/(2pi) = −4 KHz, Γ = 120 s−1.
were able to realize the long range Ising Hamiltonian
HˆIsing =
∑
i<j
Ji,j σˆ
x
i σˆ
x
j +Bµ(t)
∑
i
σˆyi , (13)
where Ji,j =
Jmax
|i−j|α . As mentioned, the exponent of
the long range interaction α can be tuned within a
certain range. Here we will consider the two values
α = 1.2 and α = 0, the latter for comparison pur-
poses with the previous results using the Lipkin Hamil-
tonian (8). For a clearer comparison with previous re-
sults, we will choose similar values of the parameters,
so that the transverse magnetic field Bµ will decay from
an initial value Bµ(0)/(2pi) = 7 KHz to a final value
Bµ(tf ) = 0 KHz, and we will also choose a similar in-
teraction Jmax = −0.55 KHz. Similar to the Spin-Boson
model, in the presence of a dominant transverse field, the
ground state is initialized with all spins aligned in the y
direction. As the magnetic field is decreased to 0, the
ground state becomes a degenerate ferromagnetic state
(we consider J to be negative) in the x direction.
To account for the external noise, in this system we will
consider a local dephasing σˆxi which is in the same direc-
tion of the spin-spin interaction, with a master equation
dρˆ
dt
= − i
~
[HˆIsing, ρˆ] +
Γ
2
N∑
i=1
(σˆxi ρˆσˆ
x
i − ρˆ) . (14)
We will study the performance of the LA and FAQUAD
protocols designed for the unitary Hamiltonian (13). As
we did before for the Lipkin model, we will also add a
dynamically decoupling term. For this case we will add
6FIG. 5: Fidelity F after evolving the master equation (14)
using the dynamically decoupled Ising Hamiltonian (15) for
α = 0 (upper panels) and α = 1.2 (lower panels). (a) and (c)
show the maximum value of the fidelity at the first peak for
each value of ω between 0 KHz and 0.75 KHz, while (b) and
(d) display the fidelity vs final time tf for the value of ω with
best absolute fidelity (thick lines) and for the case without
dynamical decoupling (thin lines). In panels (a-c) the solid
blue lines are results for FAQUAD and dashed red lines for
LA. In panel (c) we additionally have dash-dotted yellow lines
for FAQUAD-4, the FAQUAD protocol that considers up to 4
relevant energy level transitions. In panel (d), solid blue lines
are for FAQUAD4, and dashed red lines for LA. Parameters
are, N = 6, B0/(2pi) = 7 KHz, Jmax = 0.55 KHz, α˜ = 0, and
Γ = 120 s−1.
an oscillating term proportional σˆzi σˆ
z
j such that
Hˆ ′Ising =
∑
i<j
Ji,j σˆ
x
i σˆ
x
j +Bµ(t)
∑
i
σˆyi
+ ω sin
(
pit
tf
)∑
i<j
1
|i− j|α˜
σˆzi σˆ
z
j , (15)
where we consider in principle a different decay rate α˜ as
for the unitary Hamiltonian.
In Fig. 5 we depict the fidelities after the evolutions
using LA and FAQUAD protocols obtained for the uni-
tary Hamiltonian (13), with and without a dynamically
decoupling term. In panels (a,c) we plot the maxi-
mum fidelity vs the magnitude of dynamical decoupling
ω ∈ [0, 0.75] KHz for FAQUAD (blue solid line), LA (red
dashed line) and FAQUAD-4 (yellow dot-dashed line).
In panels (b,d) we show only the results corresponding
to no dynamical decoupling (thin lines) and with ω cor-
responding to the highest fidelity (note that for panel
(b) the maximum fidelity for LA is obtained already for
ω = 0). Panels (a,b) are for α = 0, while panels (c, d) for
α = 1.2, i.e. with a power-law potential. For α = 0, the
best fidelities obtained before applying dynamical decou-
pling with a dephasing Γ = 120 s−1 are FF = 0.8813
and FL = 0.7234, about 16% better for the FAQUAD
protocol. Once we introduce the dynamical decoupling
FIG. 6: Maximum fidelity Fmax vs ω for the FAQUAD
protocols considering a different number of meaningful tran-
sitions for α˜ = 1.2 in panel (a) and α˜ = 0 in panel (b).
Blue diamonds are for FAQUAD-1, red dash-dotted line for
FAQUAD-2, yellow dotted line for FAQUAD-3, solid green
line for FAQUAD-4 and magenta dashed line for FAQUAD-5.
Parameters are, N = 6, B0/(2pi) = 7 KHz, Jmax = 0.55 KHz,
and Γ = 120 s−1.
term, the FAQUAD protocol can reach a maximum fi-
delity up to a 7% higher FF = 0.9523 when ω = 553.7
Hz, whereas the result for LA does not improve for the
parameters explored.
Until this point, we have considered uniform all-to-all
interactions, and for all these cases, the use of FAQUAD-
K, see Eq.(5), would not result in sizeable improvements
in the fidelities. However, with a decaying long range
interaction with α = 1.2, we have tested for up to 5 rel-
evant levels and the best fidelities are obtained for the
FAQUAD protocol that considers up to 4 meaningful
level transitions, i.e. FAQUAD-4 (more details given in
the discussion of Fig. 6). Without dynamical decoupling,
the highest fidelities are F4 = 0.7367 and FL = 0.6674,
almost a 7% better for the FAQUAD-4 protocol. In-
troducing dynamical decoupling, the best results are ob-
tained for ω = 337.25 Hz and ω = 448 Hz respectively,
reaching maximum fidelities of F4 = 0.7582, 2% improve-
ment, and FL = 0.7298, 6% improvement.
The analysis of the dynamical decoupling for different
types of protocols FAQUAD-K, for K = 1 to 5 is done
in Fig. 6. In Fig. 6(a) we show the comparison of the
maximum fidelity of the different FAQUAD-K protocols
vs the parameter ω when the interaction in the dynami-
cally decoupling term α˜ is the same as the interaction in
the unitary Hamiltonian, i.e. α˜ = α = 1.2. In Fig. 6(b)
we consider the case in which the spatial dependence of
the interaction is different for the dynamical decoupling
compared to the interaction term. In fact we compare
the performance of the different FAQUAD-K protocols
when α˜ = 0, an analysis closely connected to Fig. 5(c).
Interestingly, for both α˜ = 1.2 and α˜ = 0, FAQUAD-K
protocols with larger K reach a smaller maximum fidelity
(Fmax) in the absence of dynamical decoupling (ω = 0),
but they perform much better with the dynamical decou-
pling term in Eq.(15). By comparing panels (a) and (b)
in Fig. 6 we also can clearly observe that in this case
7a non decaying interaction for the dynamical decoupling
performs, for this set-up and parameters, better than im-
plementing the same space-dependence of the interaction
as in the unitary Hamiltonian.
V. CONCLUSIONS
We have studied the effectiveness of different protocols
in producing cat states with good fidelity. We have con-
sidered setups that can be realized experimentally with
trapped ions, both with uniform and power-law interac-
tions. We have shown that FAQUAD protocols perfom
better than LA protocols in providing final states with
high fidelity in shorter times. Moreover, we have shown
how important this is when considering the effect of de-
phasing too. In fact, since FAQUAD protocols result in
higher fidelities at short final times, the system has been
under the influence of dephasing for a shorter period.
This improvement is specially notable in the uniform in-
teraction case. For instance, for the study case in the
Lipkin model we observed an improvement of an 11% in
fidelity. In the power law interaction case, we observed
an improvement of 7% with respect to the LA protocol.
We were also able to further improve the fidelity of
the target states by introducing an additional field per-
pendicular to the coupling to the bath to dynamically
decouple the system from the environment. Notably, the
presence of this additional term improves the fidelity for
both FAQUAD and LA based protocols. In the cases
studied here, we obtain an increase in fidelty up to 13%
fidelity. Additionally, these larger maximum fidelities are
reached at even shorter final times.
We have also considered models with spin interaction
decaying as a power law, instead of a uniform all-to-all
coupling. In this cases, we have observed that higher
maximum fidelities can be reached with FAQUAD-K pro-
tocols, which is an extension of the FAQUAD protocol
that takes into account the first K relevant excited states.
We have observed that protocols with higher K can lead
to an important improvement of the performance, espe-
cially in presence of dynamical decoupling. Interestingly,
the dependence in space of the interaction for the dy-
namical decoupling term could be different from that of
the spin-interactions in the Hamiltonian, and we have ob-
served that a more uniform interaction in the dynamical
decoupling term could help increase the fidelity.
In future works we could study larger system sizes.
While the simulation of the dissipative dynamics is par-
ticularly demanding for a large number of spins, the com-
putation of the protocol for the magnetic field only de-
pends on the Hamiltonian (e.g. unitary evolution), and
hence one can compute it for larger system sizes so that
it could be tested in experiments.
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