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a b s t r a c t
In the model of sequential order statistics, prior distributions are considered for the model
parameters, which, for example, describe increasing load put on remaining components.
Gamma priors are examined as well as priors out of a class of extended truncated Erlang
distributions (ETED), which is introduced along with some properties. The choice of
independent priors in both set-ups leads to respective independent, conjugate posterior
distributions for the model parameters of sequential order statistics. Since, in practical
applications, the model parameters will often be increasingly ordered, a multivariate prior
is applied being the joint distribution of common ETED-order statistics. Whatever baseline
distribution of the sequential order statistics is chosen, the joint posterior distribution turns
out to be a Weinman multivariate exponential distribution. Posterior moments are given
explicitly, and HPD credible sets for the model parameters are stated.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
As a model for ordered data, sequential order statistics (SOSs) allow for the description of failure situations, where,
upon a failure of some component, the remaining components are supposed to have a possibly different underlying lifetime
distribution (cf. [1,2]). When choosing these distributions F1, F2, . . . according to Fi(t) = 1 − (1 − F(t))αi , i = 1, 2, . . . ,
with some baseline distribution F and parameters α1, α2, . . ., the model coincides with generalized order statistics in the
distribution theoretical sense. In the modelling of a k-out-of-n-system, this particular choice of distributions leads to the
interpretation that, after the ith component failure, the hazard rate of (remaining) components will change from αi
f
1−F to
αi+1 f1−F , i = 1, 2, . . ..
Random variables X∗1 ≤ · · · ≤ X∗r are called SOSs in a sample of size n, r ≤ n, if their joint density function is given by
f X
∗
1 ,...,X
∗
r (x1, . . . , xr) = n!
(n− r)!
(
r∏
j=1
αj
) (
r−1∏
j=1
(1− F(xj))mj f (xj)
)
(1− F(xr))αr (n−r+1)−1 f (xr) (1.1)
on the cone F−1(0+) < x1 < · · · < xr < F−1(1), with mj = (n − j + 1) αj − (n − j) αj+1 − 1, 1 ≤ j ≤ r − 1, and an
absolutely continuous distribution function F with density f .
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Distribution theory for SOSs in the above set-up may be found in [3,4]. There are many topics concerning SOSs and
generalized order statistics which have been addressed by various authors. In the reliability context, for example, stochastic
orderings and aging properties are topics of major interest. Among others, we refer to [5–12].
In particular, statistical notions are important. For a review we refer to [13]. More recent literature is [14–19]. Since the
parametersα1, α2, . . .describe the load or stress put on the components, itwill be necessary to havedifferent tools at hand to
estimate them based on samples of SOSs. In [20,21,13], maximum likelihood estimators of the model parameters α1, α2, . . .
are presented in different sampling situations alongwith several useful properties. In practical applications,where themodel
parameters reflect increasing stress, the ordering α1 ≤ α2 ≤ · · · should be incorporated in the statistical model. Order
restricted inference with SOSs is considered in [14] and the respective effect of maximum likelihood estimation compared
with the unrestricted case is illustrated.
Alternatively, the problemcanbe addressedwith a Bayesian approach,whichhas not been considered so far. TheBayesian
approach is appealing for incorporating additional (prior) information about themodel parameters αj (j = 1, . . . , r) of SOSs
that might be available in concrete situations. This will be helpful in particular in cases of poor data, in the sense that only
one or a few samples with a few observations of failures each are available. Additionally, the Bayesian frameworkmay serve
in differentways. Besides incorporating prior information about themodel parameters in terms of univariate ormultivariate
prior distributions, an ordering of these parameters can be assumed in advance.
In this paper, we develop the Bayesian set-up by considering reasonable convenience priors, so that explicit posterior
distributions are derived along with their moments. Hence, Bayesian point estimates under the commonly used squared-
error loss function as well as High Posterior Density (HPD) sets are obtained for the model parameters. The main aim
of the present article is to develop the conjugate family for the SOS model. We focus on the conjugate prior approach,
which requires a limited amount of information and can be considered as a starting point in any Bayesian analysis. Of
course, alternatively non-informative or subjective priors (according to prior information availability) can be used and
should be analyzed in some further work by applying MCMC methods. In this setting, conjugate priors will provide a first
approximation to the adequate prior distribution (cf. [22]).
First, we examine independent conjugate priors for the model parameters, which lead to explicit posterior distributions,
convenient to handle. In Section 2 we consider independent gamma priors for the αj’s (j = 1, . . . , r) leading to independent
posterior gamma variables. If, however, for modeling and normalizing reasons, the first model parameter is set to 1,
i.e., α1 = 1, and the others are supposed to be larger or equal to one, then the support of the prior distribution should be
[1,∞). For this, in Section 3,we focus on left-truncated Erlang distributions and extend the respective family of distributions
in a natural way, resulting in the so-called ETED-class. In Section 4, we show that independent prior distributions out of this
ETED-class lead to ETED posteriors. The consideration of independent prior distributions for the model parameters so far
does not take into account any ordering of the αj’s. For increasingly ordered model parameters, in Section 5, we consider a
multivariate prior distribution which is chosen to be the joint distribution of common order statistics from amember of the
ETED-class; i.e., the model parameters are viewed as outcomes of common order statistics, and thus their increasing order
is incorporated in the model. Finally, HPD regions for the model parameters are considered in Section 6.
As mentioned above, except for Section 2, we assume for simplicity α1 = 1, i.e., up to the first failure of a component,
the underlying lifetime distribution is just F . If α1 6= 1, then G = 1 − (1 − F)α1 may be regarded as the baseline
distribution.
In what follows, we consider a multiple sample situation with s independent samples of SOSs with r observations, each.
These SOSs are denoted by (X∗ij )1≤i≤s, 1≤j≤r , and their realizations by (xij)i,j.
Introducing the notationA1, . . . , Ar for the prior variables, the joint conditional density of (X∗ij )i,j givenA1 = α1, . . . , Ar =
αr can be written as
f (X
∗
ij )i,j|A1=α1,...,Ar=αr
(
(xij
)
i,j
)
=
(
n!
(n− r)!
)s ( r∏
j=1
αj
)s ( r∏
j=1
exp{−αjv·j}
) (
s∏
i=1
r∏
j=1
f (xij)
1− F(xij)
)
, (1.2)
where v·j = (n− j+ 1) ∑si=1(log(1− F(xi,j−1))− log(1− F(xij))), 1 ≤ j ≤ r.
It is well known that the maximum likelihood estimators of α1, . . . , αr based on (1.2) are given by α∗j = sv·j , 1 ≤ j ≤ r
(cf. [20]).
2. Sequential order statistics with independent gamma priors
We start the analysis of posterior distributions for model parameters of SOSs without any restriction by choosing
independent gamma priors.
Let A1, . . . , Ar be independent gamma distributed rv’s with
Aj ∼ Γ (aj, bj), aj, bj > 0, 1 ≤ j ≤ r. (2.1)
Hence their joint prior density function is
f A1,...,Ar (α1, . . . , αr) = c
r∏
j=1
α
aj−1
j e
−bjαj , α1, . . . , αr > 0
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with the respective constant c.
Then, for the posterior density of A1, . . . , Ar given the data (X∗ij )i,j = (xij)i,j (see (1.2)), we find
f A1,...,Ar |(X
∗
ij )i,j=(xij)i,j (α1, . . . , αr) ∝
r∏
j=1
α
s+aj−1
j e
−αj(v·j+bj), α1, . . . , αr > 0, (2.2)
which coincides with the density of r independent Γ (s+ aj, v·j + bj)-distributed rv’s.
The jth marginal posterior mean reads
E
(
Aj|(X∗ij )i,j = (xij)i,j
) = s+ aj
v·j + bj =
s+ aj
s
α∗j
+ bj =
(
s
s+ aj
1
α∗j
+ aj
s+ aj
1
aj/bj
)−1
which is a weighted harmonic mean of the MLE α∗j of αj and the expected value E(Aj) of the jth prior, 1 ≤ j ≤ r .
For the improper priors f Aj(αj) = α−1j , αj > 0, i.e., aj = bj = 0, 1 ≤ j ≤ r , the marginal posterior means coincide with
the MLEs.
The marginal posterior variances are given by
Var
(
Aj|(X∗ij )i,j = (xij)i,j
) = s+ aj
(v·j + bj)2 , 1 ≤ j ≤ r.
The above results remain valid when considering only α2, . . . , αr , with α1 = 1 supposed to be fixed.
Hence, in the unrestricted case, independent gamma priors constitute a conjugate family for the model parameters
α1, . . . , αr , regardless of the baseline distribution F of SOSs.
To derive an inference on the αj’s, the values of the hyperparameters aj and bj (j = 1, . . . , r) of the prior distributions
(2.1) have to be determined. The easiest andmost natural way to do so is to use the corresponding priormoments, the values
of which reflect the prior knowledge. Thus, ifµj and σ 2j are the assumed prior mean and variance, respectively, then aj =
µ2j
σ 2j
and bj = µj
σ 2j
. In an empirical Bayes analysis, the data are used to approximate these hyperparameters.
3. Extended truncated Erlang distributions (ETED)
For simplicity of modeling, α1 may be chosen as a fixed number α, e.g. α = 1. Then, up to the first failure, F itself is the
underlying distribution function of the components. If thenαj ≥ α, j = 2, . . . , r , is assumed for the othermodel parameters,
the corresponding prior distributions need to be left-truncated at α > 0.
Erlang distributions are particular gamma distributions with non-negative integer shape parameter. They are defined by
their density functions
gn,µ(y) = µ
n
(n− 1)! y
n−1 e−µy, y > 0, µ > 0, n ∈ N = {1, 2, . . .},
and we denote these Erlang distributions as ED(n, µ).
The distribution function of the rv Y ∼ ED(n, µ) is thus
Gn,µ(y) = 1− e−µy
(
n−1∑
j=0
(µy)j
j!
)
, (3.1)
and its expectation and variance are given by
EY = n
µ
and Var Y = n
µ2
.
We now consider left-truncated versions of Erlang distributions with truncation point α > 0.
Let TED(α, n, µ) denote the distribution of Y truncated on the left at α > 0 with density function
gα,n,µ(y) = gn,µ(y)1− Gn,µ(α) ∝ y
n−1 e−µy, y > α > 0.
The moments of Z ∼ TED(α, n, µ) are given by
EZk =
∫ ∞
α
yk
gn,µ(y)
1− Gn,µ(α)dy =
1
G¯n,µ(α)
∫ ∞
α
µn
(n− 1)! y
n+k−1 e−µy dy
= 1
G¯n,µ(α) µk
(n+ k− 1)!
(n− 1)!
∫ ∞
α
µn+k
(n+ k− 1)! y
n+k−1 e−µy dy
= G¯n+k,µ(α)
G¯n,µ(α) µk
(n+ k− 1)!
(n− 1)! , (3.2)
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where G¯ = 1− G. In particular,
EZ =
n∑
j=0
(µα)j
j!
n−1∑
j=0
(µα)j
j!
· n
µ
=
1+ (µα)n
n!
(
n−1∑
j=0
(µα)j
j!
)−1 n
µ
, and
EZ2 =
1+ ( (µα)n
n! +
(µα)n+1
(n+ 1)!
) (n−1∑
j=0
(µα)j
j!
)−1 n(n+ 1)
µ2
,
which leads to an expression for the variance of Z .
In order to have a rich class of prior distributions at hand, we extend the family {TED(α, n, µ);α > 0, n ∈ N, µ > 0}
by allowing for non-positive integer values for the distribution parameter n as well, thus to have n ∈ Z = {· · · −
2,−1, 0, 1, 2, . . .}.
In case of n ∈ {0,−1,−2, . . .}, we define the density function gα,n,µ as
gα,n,µ(y) = 1
Ψn,µ(α)
yn−1 e−µy, y > α > 0, (3.3)
where
Ψn,µ(α) = (−1)1−n µ
−n
(−n)! Ei(−µα)+ e
−µα
−n∑
k=1
(−1)k−1µk−1
α1−n−k(−n) · · · · · (1− n− k) ,
with Ei denoting the exponential integral defined by
Ei(−µz) = −Ψ0,µ(z) = −
∫ ∞
z
e−µx
x
dx, z > 0
(cf. [23], formula 3.351).
The respective distribution function is represented by
Gα,n,µ(y) = 1− Ψn,µ(y)
Ψn,µ(α)
, y > α > 0 (3.4)
(cf. [23], formula 2.324).
In [24, Chapter 5], the functions Em(·) are introduced by
Em(z) =
∫ ∞
1
e−zt
tm
dt, m ∈ N0, z > 0.
Thus, the connection to Ψn,µ(·) is given as
αn E1−n(αµ) = Ψn,µ(α), α > 0.
Moreover, formula 5.1.45 of [24] leads to the representation
Ψn,µ(α) = µ−n Γ (n, αµ),
where Γ (·, ·) denotes the incomplete gamma function.
A recurrence relation in terms of Em+1(·) and Em(·) in [24, formula 5.1.14] directly leads to identity
Ψn−1,µ(α) = 11− n
(
αn−1 e−αµ − µ Ψn,µ(α)
)
, n ∈ {0,−1,−2, . . .}. (3.5)
This family of extended truncated Erlang distributions, defined here by the densities gα,n,µ, α > 0, µ > 0, and n ∈ Z,
is denoted as {ETED(α, n, µ); α > 0, n ∈ Z, µ > 0}. To the best of our knowledge, this family of distributions has not
been considered so far in the literature.
Let the rv Z ∼ ETED(α, n, µ) for some n ≤ 0. For the moments EZk, k ∈ N, of Z , we find the following expressions:
If k ∈ Nwith k < 1− n, then
EZk =
∫ ∞
α
1
Ψn,µ(α)
yn+k−1 e−µy dy = Ψn+k,µ(α)
Ψn,µ(α)
, (3.6)
and for k = 1− n
EZk = e
−µα
µΨn,µ(α)
.
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By using formula 3.351 in [23] once again, we find
EZk = 1
Ψn,µ(α)
e−αµ
k+n−1∑
j=0
(k+ n− 1)!
j!
αj
µk+n−j
, if k > 1− n. (3.7)
This representation remains valid in the case k = 1−n. The latter expressionmay alternatively be derived directly bymeans
of left truncated Erlang distributions.
If k ≥ 1− n and n ≤ 0 , then
EZk = 1
ψn,µ(α)
∫ ∞
α
yn+k−1 e−µy dy = G¯n+k,µ(α)
Ψn,µ(α)
(n+ k− 1)!
µn+k
, (3.8)
since we deal with a TED(α, n+ k, µ)-density. Upon using (3.1), we arrive at representation (3.7).
Example 3.1. In the particular case α = 1 and n = 0 we find the density and distribution function to be
g1,0,µ(y) = 1
Ψ0,µ(1)
e−µy
y
= 1−Ei(−µ)
e−µy
y
, y > 1, and
G1,0,µ(y) = 1− Ei(−µy)Ei(−µ) , y > 1,
respectively, and for the moments we obtain
EZk = − (k− 1)!
Ei(−µ) e
−µ
k−1∑
j=0
1
j! µ
j−k, k ∈ N.
In Sections 4 and 5wewill utilize the ETED-class as a family of prior distributions for themodel parameters of SOSs. If we
are interested in modeling increasing αi’s, then, with α1 set to 1, we are concerned with prior distributions ETED(1, n, µ)
on (1,∞).
For numerical aspects of the function Ψn,µ(·)we refer again to [24, Ch. 5]. From there, we obtain the series expansion
Ψn,µ(α) = (−µ)
−n
(−n)!
(
Ψ˜ (1− n)− ln(αµ)
)
− αn
∞∑
k=0
k6=−n
(−αµ)k
(k+ n)k! , α ∈ R, (3.9)
with Ψ˜ (1) = −γ , Ψ˜ (m) = −γ +∑m−1k=1 1k , m > 1, and Euler’s constant γ = 0.5772 . . ..
As an example, we have
Ψ0,µ(1) = −γ − lnµ−
∞∑
k=1
(−µ)k
k · k! .
In order to visualize the ETED family and the influence of its parameter values on the shape of the distribution, we provide
in Fig. 1 some plots of the density gα,n,µ for α = 1, n ∈ {−6,−2,−1, 0, 1, 2, 6} and characteristic choices of µ-values. For
the same choices of µ, the mean EZ and variance Var Z are plotted in Fig. 2 as functions of n. We observe that mean and
variance are increasing in nwhile their degree of increase decreases in µ.
The IFR and DFR behavior of {ETED(α, n, µ)} is easily established by inspecting its density function.
Remark 3.2. The density gα,n,µ of an ETED(α, n, µ)-distribution is log-concave (log-convex) iff n ≥ (≤)1. Consequently,
the corresponding hazard rate
gα,n,µ(y)
1− Gα,n,µ(y) , y > α > 0,
is increasing (decreasing) in y for n ≥ (≤)1 (cf. [25, p. 77]).
4. Sequential order statistics with independent ETED priors
As in Section 2 we deal with independent priors, now taken from the ETED-class of distributions while assuming α1 = 1
and α2, . . . , αr ≥ 1.
Let Aj ∼ ETED(1, pj, µj), 2 ≤ j ≤ r , be independent rv’s which give the (r − 1)-dimensional prior density
f A2,...,Ar (α2, . . . , αr) = c
r∏
j=2
α
pj−1
j e
−µjαj , α2, . . . , αr > 1,
with p2, . . . , pr ∈ Z, µ2, . . . , µr > 0, and normalizing constant c.
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Fig. 1. Graphs of ETED density functions g1,n,µ for different values of µ and n. The bold line is for n = 0, the fine dashed, dashed and solid lines are for
|n| = 1, 2 and 6, respectively. The densities for n < 0 are in the left column while for n > 0 in the right one.
The posterior density of A2, . . . , Ar given
(
X∗ij
)
i,j
= (xij)i,j is then given by
f A2,...,Ar |(X
∗
ij )i,j=(xij)i,j(α2, . . . , αr) ∝
r∏
j=2
α
s+pj−1
j e
−αj(v·j+µj), α2, . . . , αr > 1, (4.1)
which coincides with the density of r − 1 independent ETED(1, s+ pj, v·j + µj)-distributed rv’s. Hence, independent ETED
priors for the αj’s (j = 2, . . . , r) lead to independent ETED posteriors.
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Fig. 2. Graphs of EZ and Var Z for Z ∼ ETED(1, n, µ) as functions of n ∈ (−10, 10) for different values of µ.
In terms of truncated Erlang distributions we thus find the following structure of conjugate distributions with respect to
jth marginal distributions.
Prior Posterior
TED(1, pj, µj) TED(1, pj + s, v·j + µj)
ETED(1, pj, µj) TED(1, pj+ s, v·j+µj) if pj+ s ≥ 1, and
ETED(1, pj + s, v·j + µj) if pj + s ≤ 0
The jth marginal posterior mean is given by
E
(
Aj|(X∗ij )i,j = (xij)i,j
) =

1+ (v·j + µj)s+pj
(s+ pj)!
(s+pj−1∑
l=0
(v·j + µj)l
l!
)−1 s+ pj
v·j + µj , if s+ pj ≥ 1(
−(v·j + µj) Ei(−(v·j + µj))
)−1
e−(v·j+µj), if s+ pj = 0
Ψs+pj+1,v·j+µj(1)
Ψs+pj,v·j+µj(1)
, if s+ pj ≤ −1,
2 ≤ j ≤ r , with Ψ as defined in (3.3).
The latter ratio may alternatively be expressed upon using recurrence relation (3.5).
From the respective representations of moments (cf. (3.2), (3.6)–(3.8)), expressions for higher moments of posterior
distributions can be derived.
5. ETED order statistics prior
In statistical models with SOSs, the model parameters α1, . . . , αr may describe an increasing load put on the remaining
components; i.e., it will be assumed that α1 ≤ α2 ≤ · · · ≤ αr . This assumption should then be reflected within a model in
view of a better fit.
In [14], maximum likelihood estimators of these parameters are presented under the simple order restriction based on s
samples of SOSs from an absolutely continuous distribution function F .
Here, in the context of assuming prior distributions for the model parameters, their increasing order is incorporated in
the model by choosing the multivariate prior distribution for α2, . . . , αr as being the joint distribution of common order
statistics based on an ETED distribution.
As in the preceding section, we fix α1 = 1, which can be done without loss of generality. Let s independent samples of
SOSs be given as in (1.2), and A2, . . . , Ar be iid rv’s with distribution ETED(1, p, µ) for some p ≤ 0 and µ > 0, along with
their respective order statistics A2,r−1 ≤ · · · ≤ Ar,r−1.
In order to derive an explicit posterior density function, the particular case p = 1− s is considered. This situation leads
to:
Theorem 5.1. Given SOSs as in (1.2) and an order statistics prior distribution, i.e., A2,r−1 ≤ · · · ≤ Ar,r−1 are order statistics
from ETED (1, p, µ)with p = 1− s, then the posterior distribution of A2,r−1, . . . , Ar,r−1 coincides with the distribution of r − 1
SOSs with parameters β2, . . . , βr given by βl = 1r−l+1
∑r
j=l(v·j + µ), 2 ≤ l ≤ r, from a shifted exponential distribution with
location parameter 1.
Proof. Starting with the (r − 1)-dimensional prior density
f A2,r−1,...,Ar,r−1 (α2, . . . , αr) ∝
r∏
j=2
α
p−1
j e
−µαj
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on the cone 1 = α1 ≤ α2 ≤ · · · ≤ αr , i.e., the joint density of the order statistics A2,r−1, . . . , Ar,r−1, their posterior density
given (X∗ij )i,j = (xij)i,j is given by
f A2,r−1,...,Ar,r−1|(X
∗
ij )i,j=(xij)i,j (α2, . . . , αr) ∝
r∏
j=2
exp
{−αj(v·j + µ)} ∝ r∏
j=2
exp
{−(αj − 1)(v·j + µ)}
=
r∏
l=2
exp
{
−(αl − αl−1)
r∑
j=l
(v·j + µ)
}
=
r∏
l=2
exp
{−(r − l+ 1) βl(αl − αl−1)}, 1 ≤ α2 ≤ · · · ≤ αr ,
noticing that
r∑
j=2
(αj − 1)(v·j + µ) =
r∑
j=2
(
j∑
l=2
(αl − αl−1)
)
(v·j + µ) =
r∑
l=2
(αl − αl−1)
r∑
j=l
(v·j + µ).
Thus the assertion follows. 
Remark 5.2. (i) The posterior distribution in Theorem 5.1 is always given by the joint density of SOSs from a shifted
standard exponential distribution whatever baseline distribution function F is chosen. The respective F appears in the
posterior model parameters β2, . . . , βr .
(ii) It has been mentioned in [21,13] that the joint density of SOSs from an exponential distribution coincides with the
joint density of order statistics from a Weinman multivariate exponential distribution (cf. [26], p. 388–391). In the
notation used in [21,13], the result of Theorem 5.1 is for short: A2,r−1, . . . , Ar,r−1 | (X∗ij )i,j = (xij)i,j ∼ OSs from
WMEr−1(1, 1, β˜)with β˜ = (β2, . . . , βr). Related entropymeasures for this distribution have been provided by Zografos
and Nadarajah [27].
(iii) The joint posterior density in Theorem5.1 ismultivariate log-concave (cf. [28], Remark 4.7(i) or [29]). In particular, every
marginal density is also log-concave.Moreover, all univariatemarginal distributions are unimodal. These properties can
be exploited for obtaining Bayesian credible sets.
Moments of themarginals of the posterior distribution arewell known (cf. [26] or [13]). For the posteriormarginalmeans
and variances we obtain:
E
(
Aj,r−1 | (X∗ij )i,j = (xij)i,j
) = 1+ j∑
l=2
1
(r − l+ 1)βl = 1+
j∑
l=2
(
r∑
i=l
(v·i + µ)
)−1
and
Var
(
Aj,r−1 | (X∗ij )i,j = (xij)i,j
) = j∑
l=2
(
1
(r − l+ 1)βl
)2
=
j∑
l=2
(
r∑
i=l
(v·i + µ)
)−2
.
The posterior marginal means are decreasing in µ and naturally ordered as can be easily verified by the recursive formula
E
(
Aj+1,r−1 | (X∗ij )i,j = (xij)i,j
) = E (Aj,r−1 | (X∗ij )i,j = (xij)i,j)+
(
r∑
i=j+1
(v·i + µ)
)−1
,
for j = 2, . . . , r − 1. Furthermore, they can be expressed in terms of the MLEs α∗j of α as
E
(
Aj,r−1 | (X∗ij )i,j = (xij)i,j
) = 1+ j∑
l=2
(
r∑
i=l
(
s
α∗i
+ µ
))−1
.
6. Multivariate HPD credible sets
In practice, interest often lies on finding regions that enclose the unknown parameters with high probability. In the
Bayesian framework, the HPD credible regions are commonly applied, since they can be seen as optimal regions in terms of
minimizing the volume (cf. [30]). All considered prior distributions in this paper yield explicit unimodal posterior densities,
which in turn lead to connected HPD regions.
For the gamma prior set-up of Section 2, let
CΓr (k) =
{
(α1, . . . , αr) ∈ Rr : f A1,...,Ar | (X∗ij )i,j=(xij)i,j (α1, . . . , αr) ≥ k
}
(6.1)
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be the corresponding credible set with the posterior density f A1,...,Ar | (X
∗
ij )i,j=(xij)i,j provided by (2.2). Let also
IΓr (k) =
∫
CΓr (k)
f A1,...,Ar | (X
∗
ij )i,j=(xij)i,j (α1, . . . , αr) dλr(α1, . . . , αr), (6.2)
where λr denotes the r-dimensional Lebesguemeasure, be the related probability that (α1, . . . , αr) ∈ CΓr (k). For  ∈ (0, 1),
a joint 100(1− )% HPD credible set for α1, . . . , αr is given by CΓr (k∗), where k∗ satisfies IΓr (k∗) = 1− .
Due to the independence of the priors (and thus the posteriors) we have further
IΓr (k) =
r∏
j=1
∫ αΓj
αΓj
f Aj | (X
∗
ij )i,j=(xij)i,j (αj) dλ(αj) =
r∏
j=1
IΓr(j)(k), say.
In this case k∗ = ∏rj=1 k∗j , with k∗j (j = 1, . . . , r) satisfying IΓr(j)(k∗j ) = (1 − ) 1r . Thus, a joint 100(1 − )% credible set for
α1, . . . , αr is defined by the intersection of the 100(1− ) 1r % HPD credible intervals (αΓj , αΓj ) for the αj’s (j = 1, . . . , r).
The 100(1− )% HPD credible set CETEDr−1 (k∗) for α2, . . . , αr in case of ETED independent priors is derived analogously by
replacing the posterior density in (6.1) by (4.1). The dimension is reduced to r − 1 (in (6.2) as well), since now α1 = 1.
If order restrictions are imposed on the αj’s, then HPD credible sets based on independent priors will not be useful, since
the order is not reflected. Thus, in the sequel, wewill focus on constructing a joint 100(1−)%HPD credible set based on the
multivariate prior distribution as in Section 5, so that the credible set is consistent with the order restrictions of the model
parameters.
For the posterior density derived in Theorem 5.1 we define
Cr−1(k) =
{
(α2, . . . , αr) ∈ Rr−1 : f A2,r−1,...,Ar,r−1 | (X∗ij )i,j=(xij)i,j (α2, . . . , αr) ≥ k
}
and
Ir−1(k) =
∫
Cr−1(k)
f A2,r−1,...,Ar,r−1 | (X
∗
ij )i,j=(xij)i,j (α2, . . . , αr) dλr−1(α2, . . . , αr).
As above, for  ∈ (0, 1), a joint 100(1 − )% HPD credible set for α2, . . . , αr is given by Cr−1(k∗), where k∗ satisfies
Ir−1(k∗) = 1− .
Let us first consider the case r = 3. The posterior density equals
f A2,2,A3,2 | (X
∗
ij )i,j=(xij)i,j (α2, α3) = 2β2β3 · exp
{−(α2 − 1)(v·2 + µ)} · exp{−(α3 − 1)(v·3 + µ)}, 1 ≤ α2 ≤ α3,
with its mode 2β2β3 obtained at α2 = α3 = 1. Therefore, we obtain for k ∈ (0, 2β2β3] that
C2(k) =
{
α3 ≥ α2 ≥ 1 : (v·2 + µ)(α2 − 1)+ (v·3 + µ)(α3 − 1) ≤ ln
(
2β2β3
k
)}
.
For k > β2β3, C2(k) = ∅.
The posterior density along with C2(k) is illustrated in Fig. 3. The logconcavity of the posterior density implies that C2(k)
is a convex set (cf. [31], p. 53). The corresponding integral I2(k) can be written as
I2(k) =
∫ α˜2
1
∫ α˜3(α2)
α2
f A2,2,A3,2 | (X
∗
ij )i,j=(xij)i,j (α2, α3) dα3 dα2
with the bounds of C2(k) being
α˜2 =
ln
(
2β2β3
k
)
v·2 + v·3 + 2µ + 1, α˜3(α2) =
ln
(
2β2β3
k
)
− (v·2 + µ)(α2 − 1)
v·3 + µ + 1.
Solving this integral yields
I2(k) = 1− k2β2β3
(
1+ ln
(
2β2β3
k
))
.
In principle, the function Ir−1(k) can be obtained in a similar manner for r ≥ 4 via somewhat lengthy calculations. However,
the proof of the following general result for HPD credible sets reveals that a direct derivation is possible by utilizing some
distribution theoretical results for SOSs.
Theorem 6.1. Let  ∈ (0, 1). Under the assumptions of Theorem 5.1, the joint 100(1− ) % HPD credible set for the parameters
α2, . . . , αr is given by
Cr−1(k∗) =
{
αr ≥ αr−1 ≥ · · · ≥ α2 ≥ 1 :
r∑
l=2
(v·l + µ)(αl − 1) ≤ ln
(
dr−1
k∗
)}
,
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Fig. 3. Intersection of the posterior density with the α2 − α3-plane at level z = k. The density is rendered with a wireframe surface. The area displayed at
level z = 0 corresponds to the set C2(k).
where k∗ ∈ (0, dr−1) is the unique solution of the equation Ir−1(k) = 1−  with
Ir−1(k) = 1− kdr−1
r−2∑
j=0
1
j!
(
ln
(
dr−1
k
))j
, dr−1 = (r − 1)!
r∏
l=2
βl, r ≥ 2.
Proof. The posterior density function is given by
f A2,r−1,...,Ar,r−1 | (X
∗
ij )i,j=(xij)i,j (α2, . . . , αr) = (r − 1)!
(
r∏
l=2
βl
)
r∏
l=2
exp
{−(r − l+ 1) βl(αl − αl−1)}
= dr−1 exp
{
−
r∑
l=2
(v·l + µ)(αl − 1)
}
, 1 ≤ α2 ≤ · · · ≤ αr .
In particular, the mode of the posterior density is attained for α2 = · · · = αr = 1, and it is equal to dr−1. Furthermore, the
set Cr−1(k) is given by
Cr−1(k) =
{
αr ≥ αr−1 ≥ · · · ≥ α2 ≥ 1 :
r∑
l=2
(v·l + µ)(αl − 1) ≤ ln
(
dr−1
k
)}
.
Thus, we obtain
Ir−1(k) = P
(
r∑
l=2
(v·l + µ)(Al,r−1 − 1) ≤ ln
(
dr−1
k
)∣∣∣∣∣ (X∗ij )i,j = (xij)i,j
)
.
It follows from Theorem 5.1 and results in [4] that
A2,r−1, . . . , Ar,r−1 | (X∗ij )i,j = (xij)i,j ∼ V2, . . . , Vr
with random variables
Vl = 1+
l∑
ν=2
Zν
(r − ν + 1)βν , 2 ≤ l ≤ r,
and independent standard exponentially distributed random variables Z2, . . . , Zr . Because of
(r − ν + 1)βν =
r∑
j=ν
(v·j + µ), 2 ≤ ν ≤ r,
the following relation can be shown:
r∑
l=2
(v·l + µ)(Vl − 1) =
r∑
l=2
(v·l + µ)
l∑
ν=2
Zν
(r − ν + 1)βν
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=
r∑
ν=2
(
r∑
l=ν
(v·l + µ)
)
Zν
(r − ν + 1)βν =
r∑
ν=2
Zν .
Since the sum of iid exponential random variables is distributed according to an Erlang distribution, we conclude
Ir−1(k) = P
(
r∑
ν=2
Zν ≤ ln
(
dr−1
k
))
= 1− k
dr−1
r−2∑
j=0
1
j!
(
ln
(
dr−1
k
))j
.
Hence, the result is proven. 
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