Abstract. This study investigates the number of non-linear and multi-modal relationships between observed variables in three real-world professional growth data sets in order to find how much they weaken the robustness of linear statistical methods. Bayesian theory is discussed and Bayesian dependency models for discrete data is introduced as it is a model family capable of describing non-linearities. Investigation of an empirical dataset (n=762) showed that only 22 percent of all dependencies between variables were purely linear (linear mode, linear mean, unimodal). 16 percent of dependencies were purely non-linear (non-linear mode, non-linear mean, multimodal). The results prove that Bayesian networks capture non-linear dependencies in real-world growthoriented atmosphere data, as 57 percent of pairwise (unconditional) dependencies of the models are vaguely, and 29 percent severely, non-linear. The conclusion is that descriptive power of traditional linear models is at least in this domain insufficient as they are technically unable to analyze non-linear dependencies between variables.
Introduction
Traditional linear Gaussian models are widely used in the research field of vocational education (Nokelainen 2002) . There is also an extensive literature describing use of various methods, such as regression and factor analysis. Unfortunately linear models are statistically inadequate for understanding non-linear dependencies between variables.
In this study we first investigate the number of non-linear and multi-mo dal relationships between variables in various real-world professional growth data sets in order to find how much they weaken the robustness of linear statistical methods. Next we discuss about Bayesian theory and introduce Bayesian dependency models for discrete data as it is a model family capable of describing non-linearities. Bayesian theory gives a simple criterion, i.e. probability of the model, to select among such models.
Theoretical Background

Growth-oriented Atmosphere
Important factors in the development of growth orientation are support and rewards from the management, the incentive value of the job itself, the operational capacity of the team and work related stress (Ruohotie, 2000; Argyris, 1990; Dubin, 1990; Hall, 1990; Kaufman, 1990) :
• Management and leaders face such challenges as how to develop and reward learning, how to empower people, how to support development of professional identity, create careers based on interaction, set goals for learning and how to plan development, evaluate learning and its development and how to create commitment to the job and the organization.
• The incentive value of the job depends on the opportunities it offers for learning, i.e. developmental challenges, the employees' chances to influence, opportunities to collaborative learning and dignity of the job.
• The operational capacity of a team or a group can be defined by its members' capability to operate and learn together, by the work group co-operation and by the reputation for effectiveness.
• Work related stress might become an obstacle for professional growth as a too heavy mental load and demand for continuous alterations may stress people and suppress organizational growth and development.
The dimensions of growth-oriented atmosphere are operationalized on the basis of our previous research work (Table  1) . 
Types of Non-linearities Studied
The term non-linear is not very informative since it seems to include many different dependency patterns between random variables. As a mathematical concept, linearity (of a mapping) is of course well defined. In statistics, when describing the relationship between two variables as linear we usually assume that the mean of the variables is a linear function of the means of some other variables (possibly in some special context, i.e. when certain variables are fixed). However, there are many situations where describing only these linear relationships of variables misses important aspects of dependencies. The most self-evident shortcoming is naturally that the dependencies between variables may be very non-linear. Moreover, if some variables are measured in nominal scale, the concept of linearity is not meaningful at all and in ordinal scale linearity (based on means) is also often considered dubious. Linearity may also be a conceptually misleading notion even if the dependencies are mathematically linear. For example in case of multimodality the relationship between means may be linear, but the mean of the dependent distribution may lie in a low probability region (i.e values close to the mean are rare).
Discrete Bayesian networks operate on nominal scale, thus it is trivial that these networks are capable of modeling this type of non-linearity. Any dependency between variables one of which is measured in nominal scale is non-linear. Consequently, non-linearity due to the scale is not studied in this paper. However, it is worth emphasizing that when data contains nominal scale variables that are not totally independent of all the other variables of the data, the answer to the question of the title is positive.
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In this paper we study two different kinds of "non-linearities", (1) Non-linear relationships between continuous variables and (2) Multi-modal relationships between continuous variables.
Mathematically, linearity is well defined between two sets of continuous variables. However, in this paper, we only study simple non-linear relationships between two variables. In our study, the dependency between variables X and Y is considered non-linear if the mean of the conditional distribution of Y is not a monotonous (i.e. increasing or decreasing) function of X. Similarily, the dependency between variables X and Y is considered multi-modal if the mode of the conditional distribution of Y is not a monotonous function of X. 
Bayesian Dependency Models
This study resembles to some extent the work by Hofmann and Tresp (Hofmann and Tresp, 1996; 1998) in which they use method of Parzen windows to allow non-linear dependencies between continuous variables. The emphasis in their work was to demonstrate the possibility to build Bayesian networks that can capture non-linear relationships. By using discretized variables this possibility comes trivially, but our objective is to find out to what extent this possibility is used i.e. how many and what kind of non-linearities are captured by discrete Bayesian networks.
Given the identically and independently distributed multivariate data set D over variables V and the prior probability distribution π over Bayesian networks (Pearl, 1998) , Bayesian probability theory allows us to calculate the probability P(G | D, π) of any Bayesian network G . Different networks can then be compared by their probability. Finding the most probable Bayesian network for any given data is known to be NP-hard (Chickering, 1996) , which practically ruins the hopes for the automatic discovery of the most probable network. However, stochastic search methods have proven to be successful in finding high probability networks . Once the network G has been constructed using data D, we can use it to calculate predictive joint distributions P(V | G, D). Bayesian network structure can be used to effectively calculate conditional marginals of the predictive joint distribution for single variables i.e. P(V i | A, G, D), where A is any subset of variables of V. In this paper we only study the marginals, where A is a singleton {V j } and there is either an arrow from V i to V j or an arrow from V j to V i (we say that V i and V j are adjacent in G).
Experimental Setup
Empirical Data
The empirical data (N=726) was collected during year 2001 with a 92-item Likert-scale self-report questionnaire. This measurement instrument (see Appendix) is developed and tested in the field of Finnish vocational education research (see e.g., Ruohotie, 1996; Nokelainen, Ruohotie & Tirri, 2002) .
The data consists of adult employees from three Finnish vocational polytechnic institutes (n=447; n=208; n=71). Respondents had three different kind of job profiles (with 4% missing data, N=31): Managers (6%, N=46), teachers (61%, N=462), and administrative personnel (29%, N=223). Respondents nature of contract was categorized into three classes (with 3%, N=26 missing data): Established (70%, N=533), temporary (22%, N=169), and part-time (5%, N=34) employees.
We tested applicability of the data for linear statistical analysis. Distribution of respondents ratings on the scale from 1 to 5 was analyzed by plotting the mode values of the over all data to a histogram. Mode frequencies that sum up to the number of items in the questionnaire show, that the students' have not used all the five options in their answers, but only ratings from 2 to 5. This low value avoidance, named "leniency" by Kerlinger (1973) , is common issue concerning self-rating assessment tools.
Means range between 2.1 and 4.5 supporting the conclusion that items of the measurement instrument have enough discriminating power for further analysis. Standard deviations of the observed variables were also satisfactory ranging between 0.7 and 1.3. We found that skewness values of only twenty variables were within acceptable limits (-.22 -.22) when tested against "two-times standard error" -rule. 
Measuring Non-linearities
To measure non-linear dependencies captured by Bayesian networks, we tested every variable in each network by conditioning it one by one with its immediate neighbours in the network. We then observed whether the modes and means of the conditional distributions were "linear" and whether the conditional distributions were "unimodal". Linearity of modes and means was simply tested by recording whether the means and modes were increasing or decreasing (not necessarily strictly so) functions of conditioning variable, thus even clear departures from line like behaviour were accepted as linear as long as the direction of correlation (positive, negative) did not change. Therefore, in these experiments, "linear" means "relationship that can be more or less adequately modelled by line describing how central tendency of the dependent variable varies as a function of the independent variable". In measuring unimodality of conditional distributions, we judged the dependency to be unimodal if (and only if) none of the conditional distributions P(Y|X) were clearly multimodal.
Results
Research evidence based on Bayesian network modeling of three independent empirical data describing dimensions of growth-oriented atmosphere shows that only 22 percent of all dependencies are purely linear (linear mode, linear mean, unimodal). This is the best data for traditional linear analysis as no information is lost due to non-linearity. 16 percent of dependencies are purely non-linear (non-linear mode, non-linear mean, multimodal). The results prove that Bayesian networks capture non-linear dependencies in real-world growth-oriented atmosphere data, as 57 percent of pairwise (unconditional) dependencies of the models are vaguely, and 29 percent severely, non-linear. These dependencies are missed or poorly modeled using simple linear models. (Table 2 .) Next we compare Spearman's correlation matrix and Bayesian network modeling derived from the dataset D1. Results of both linear and nonlinear analysis should be the same if the level of nonlinearity has no practical effect. The strongest correlations between variables are bolded in the Table 3 . In order to investigate non-linear relationships between variables, we build a Bayesian dependency network with fourteen dimension solution measuring growth-oriented atmosphere. The rationale for this procedure is to examine dependencies between dimensions by both their visual representation and probability ratio of each dependency.
A Bayesian network is a representation of a probability distribution over a set of random variables, consisting of an directed acyclic graph (DAG), where the n odes correspond to domain variables, and the arcs define a set of independence assumptions which allow the joint probability distribution for a data vector to be factorized as a product of simple conditional probabilities. Graphical visualization of Bayesian network contains two components: (1) observed variables visualized as ellipses and (2) Variable is considered as independent of all other variables if there is no line attached to it. We have proved in our earlier research work that Bayesian networks are useful for explorative analysis of causal structures between observed variables (see e.g., Ruohotie & Nokelainen, 2000) .
When Bayesian modeling approach is compared to classical frequentist linear methods, following major differences should be considered (Kontkanen, Lahtinen, Myllymaki, Silander & Tirri, 2000) : (1) Bayesian approach is parameterfree and the user input is not required, instead, prior distributions of the model offer a theoretically justifiable method for affecting the model construction, (2) Bayesian methods work with probabilities and can hence be expected to produce smooth and robust visualizations with discrete data containing nominal and ordinal attributes, (3) Bayesian approach has no limit for minimum sample size, and (4) it assumes no multivariate normal model. Bayesian modeling allows researcher to analyze both linear and non-linear relationships between variables.
Bayesian network solution is presented in Table 4 . Left hand side shows visualization of the network where nodes represent variables and arches dependencies between them. Strength of dependency is indicated with color, darker color means stronger statistical relationship. The model shows nine strong and seven weaker relationships between variables. Importance ranking of the arcs in the final model is described in the middle part of the table. Column in the right hand side contains results of the previously presented correlation matrix. The Bayesian network model is generally congruent with the correlation matrix. However, non-linear modeling found fifteen relevant dependencies between variables when linear correlational analysis found eight. Nonlinear model provides new knowledge by stressing on strong relationship between "Rewarding know-how" (REW) and "Strategic leadership" (STR), and "Commitment to work and organization" (COM) and "Psychic stress of the job" (PSY). Table 4 shows that the relationships between "Team spirit" (TES) and "Student teacher attitudes" (STA), and "Development of know-how" (DEV) and "Growth motivation" (GRM) would have been left unattendent in linear model.
Conclusion
This study investigated the number of non-linear and multi-modal relationships between observed variables in three real-world professional growth data sets. The main goal was to find out quantity of non-linearities exist and how much they weaken the robustness of linear statistical methods, in this case Spearman correlation analysis. Bayesian theory was discussed and Bayesian dependency models for discrete data introduced as Bayesian model family is capable of describing non-linearities.
Investigation of an empirical dataset (n=762) showed that only 22 percent of all dependencies between variables were purely linear (linear mode, linear mean, unimodal). 16 percent of dependencies were purely non-linear (non-linear mode, non-linear mean, multimodal). The results prove that Bayesian networks capture non-linear dependencies in realworld growth-oriented atmosphere data, as 57 percent of pairwise (unconditional) dependencies of the models are vaguely, and 29 percent severely, non-linear.
Our conclusion is that descriptive power of traditional linear models (e. 
