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Abstract. We calculate the Hilbert action for the Bondi-Sachs metrics. It yields the
Einstein vacuum equations in a closed form. Following the Dirac approach to constrained
systems we investigate the related Hamiltonian formulation. For regular null surfaces
the Hamiltonian defines an energy which coincides with the Bondi mass and is positive.
PACS number: 4.20
1 Introduction
This paper is a follow up of Refs [1][2] in which we studied the Bondi-Sachs metrics
[3][4] in relation to the Penrose conformal approach to the asymptotic flatness [5][6].
Here we consider the Lagrangian and Hamiltonian formulation of the Einstein theory
(in vacuum) for these metrics. This formalism is related to a null slicing of spacetime.
We derive the exact Einstein equations and we single out those of them which are
constraints from the point of view of an evolution with respect to the Bondi time u.
We perform also a preliminary study of the related canonical formulation in a manner
similar to that of Goldberg [7][8] (see also [9], where the Ashtekar variables are used for
a null foliation). Our approach differs from that of Torre [10] and from the canonical
formalism on asymptotically null hyperboloids (see e.g. [11] [12] and references therein).
In the last section we investigate relations between the Hamiltonian and the Bondi mass
(also called Trautman-Bondi energy).
Unlike in [1][2], in this paper we consider Bondi-Sachs metrics using the affine dis-
tance instead of the luminosity one. Thus, we assume that spacetime metric g˜ of signa-
ture +−−− takes the form
g˜ = du(g˜00du+ 2dr + 2ω˜Adx
A) + r2gABdx
AdxB . (1)
The coordinates u and r are interpreted, respectively, as a retarded time and a distance
from matter sources and xA, A = 2, 3, are coordinates on the 2-dimensional sphere
S2 with the standard metric sAB. The function g˜00, the form ω˜Adx
A and the tensor
gABdx
AdxB are regular on [a, b] × [r0,∞] × S2. In order to guarantee the asymptotic
flatness of g˜ at null infinity these objects are assumed to admit the following expansions
with respect to Ω = r−1
g˜00 = 1− 2MΩ +O(Ω2) , (2)
ω˜A = ψA + ΩκA +O(Ω
2) , (3)
1
gAB = −sAB + ΩnAB +O(Ω2) , (4)
with coefficients depending on u and xA. In accordance with the Einstein equations we
also assume that
sABnAB = 0 . (5)
Above properties of g˜ assure that the conformally equivalent metric g = Ω2g˜ is well
defined up to the scri I + [6], where Ω = 0.
Equation (5) is a reminiscent of the luminosity condition
det gAB = det sAB (6)
considered in original papers of Bondi et al [3] and Sachs [4]. In this paper we replace
(6) by (5) and
g˜01 = 1 (7)
in order to simplify the Lagrangian formulation. Now r is the affine parameter for null
geodesics generating surfaces u =const,
g˜αβu|α∂β = ∂r , (8)
but M differs from the Bondi mass aspect. Under assumptions (1)-(5) one can always
pass from (7) to (6) by means of the transformation
r = ar′ , (9)
where
a = (
det sAB
det gAB
)1/4 = 1 + bΩ2 +O(Ω3) (10)
and b does not depend on r. Under this transformation the fields nAB and ψA do not
change and
M ′ = M − b,0 , (11)
κ′A = κA + b,A . (12)
Note that M ′ is the Bondi mass aspect.
Substituting (1)-(5) into the Einstein vacuum equations yields
ψA = −1
2
nBA|B , (13)
gAB = −(1 + 1
8
Ω2n2)sAB + ΩnAB +O(Ω
3) (14)
(hence b = 1
16
n2) and the following relations between the u-derivatives, denoted by a
dot, of the coefficients M , nAB and κA
˙ˆ
M = −1
8
n˙ABn˙AB , (15)
2
κ˙A = (
1
4
nn˙− 2
3
M),A − 1
3
nABn˙
BC
|C + (
1
6
n˙ACn
C
B −
1
3
nC[A|B]C)
|B . (16)
Here
Mˆ = M − 1
8
nn˙ +
1
4
nAB|AB , (17)
n2 denotes nABn
AB and the metric −sAB is used to lower and raise the indices A,B
and to define the covariant derivatives |A (note that this convention changes in the next
sections).
Concerning a physical meaning of different fields on I + we note that Mˆ can be used
instead of the Bondi mass aspect to describe the total energy related to a section Σ of
the scri I + [13][2]
E(Σ) =
1
4π
∫
Σ
Mˆdσ . (18)
Equation (15) is responsible for the energy loss formula [14][3][4]. The traceless tensor
n˙AB corresponds to the Bondi news function. Functions κA play an important role in a
description of the angular momentum at null infinity (see e.g. [6] and references therein).
2 Lagrangian and equations
In this section we consider the Hilbert action for metrics (1)
− γ
∫
d4x
√
|g˜|R˜ , (19)
where γ = 1/16π in the units c = G = 1. Since the metric components g˜1µ are fixed the
variational principle for (19) yields all the Einstein equations except G˜1µ = 0, where G˜µν
is the Einstein tensor of g˜. The lacking equations are also fulfilled provided all other
Einstein equations are satisfied as well as asymptotic conditions (2)-(5) and equations
(15), (16) (see [4] [15] and discussion at the end of this section). The boundary equations
(15), (16) require a separate treatment. For instance, one can obtain them from a
Lagrangian defined on I + with a help of Lagrange multipliers. Another possibility is
to treat boundary equations (15), (16) as definitions of functions M and κA in terms of
their initial values and functions nAB. A more detailed discussion of these possibilities
would be required if the Hamiltonian formalism based on (19) proves to be useful.
In order to express the action (19) in a form corresponding to the ADM action [16]
we proceed as follows. First we complete the metric by the term −ǫdr2, where ǫ is a
positive parameter. Then we find the ADM action related to the spacelike foliation by
surfaces u =const. It contains terms which are singular at ǫ = 0. Since (19) is not
singular these terms have to be total derivatives. After removing them from the ADM
action we take its limit when ǫ → 0. One can check directly that the resulting action
differs from (19) by a boundary term. Instead of the 3-dimensional scalar curvature
present in the ADM action our action contains the scalar curvature of the metric g˜AB
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integrated over the coordinates xA. This term can be removed due to the Gauss-Bonnet
theorem. Finally, we obtain the following action integral
I = γ
∫
d4x σ˜[ ˙˜gABp˜AB − λ˜(p˜AA,1 + p˜AB p˜AB)− 2ω˜Ap˜ |BAB −
1
2
g˜ABω˜
A
,1ω˜
B
,1 ]. (20)
Here x1 = r, σ˜ =
√
det g˜AB and all operations on indices A,B, including covariant
derivatives, are defined by g˜AB. Function λ˜ is related to g˜00 via
g˜00 = λ˜+ ω˜Aω˜
A (21)
and functions p˜AB are given by
p˜AB = −1
2
g˜AB,1 + (ln σ˜),1g˜AB . (22)
In order to control behavior of fields at null infinity it is convenient to express the
action (20) in terms of the unphysical metric g = Ω2g˜
g = du[(λ+ ωAω
A)du− 2dΩ+ 2ωAdxA] + gABdxAdxB . (23)
Then one obtains
I = γ
∫
d4x σ˜[g˙ABpAB + λ(p
A
A,1 − pABpAB)− 2ωAp |BAB −
1
2
gABω
A
,1ω
B
,1 ] , (24)
where now x1 = Ω = 1
r
, all operations on indices A,B correspond to the metric gAB,
pAB =
1
2
gAB,1 − (ln σ),1gAB (25)
and σ =
√
det gAB. We notice that ω
A = ω˜A, λ = Ω2λ˜, gAB = Ω
2g˜AB and pAB =
p˜AB − Ωg˜AB. Conditions (2) and (3) are equivalent to
λ = Ω2 − 2MΩ3 +O(Ω4), (26)
ωA = Ω
2ψA + Ω
3κA +O(Ω
4). (27)
The asymptotic behavior of gAB is governed by (4) and (5).
Let us consider the action I as a function of λ, ωA and gAB. The variable λ appears
in (24) as a Lagrange multiplier, in a similar way as the lapse function in the ADM
formalism. The variation of I with respect to λ yields the equation
pAA,1 − pABpAB = 0 (28)
which is equivalent to the Einstein equation G˜11 = 0. Equation (28) is a constraint from
the point of view of the evolution with respect to u . In terms of gµν it reads
1
4
gAB,1g
AB
,1 − (lnσ),11 = 0. (29)
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Equation (29) reduces the number of independent degrees of freedom in gAB to two.
The variation of (24) with respect to ωA leads to constraints
(σ˜gABω
B
,1),1 − 2σ˜p |BAB = 0 (30)
which are equivalent to the Einstein equations G˜1A = 0 (we keep σ˜ instead of σΩ
−2
in order to shorten notation). It follows from (30) that fields ωA can be defined by a
double integration of some functions of gAB and their derivatives tangent to the surfaces
of constant u. In this procedure the coefficients κA appear as the integration constants
(hence, condition (16) can be imposed).
The variation of (24) with respect to gAB yields dynamical equations equivalent to
G˜AB = 0. They read
g˙AB,1 +
σ˜
,1
2σ˜
g˙AB +
σ˙
2σ
gAB,1 + g
CDgC(A,1(ωB)|D − g˙B)D − λ2gB)D,1)− 12(ωCgAB,1)|C
+ 1
σ˜
(λ
2
σ˜gAB,1 − σ˜ω(A|B)),1 − 12gACgBDωC,1ωD,1 + [λ2S + 14(g˙CD − 2ωC|D)gCD,1
−1
4
gCDω
C
,1ω
D
,1 + ω
C(ln σ),1C +
1
σ˜
(σ˜ωC|C),1 − 12σ˜ (λσ˜),11 − 1σ˜ ˙˜σ,1 − ( σ˙σ ),1]gAB = 0, (31)
where S denotes the l.h.s. of (29).
Under conditions (2)-(5) expanding equations (30) and (31) into powers of Ω implies
relations (13) and (14). It follows from them and from equations (15) and (16) that
Ω−2G˜0µ = 0 on I
+ (equivalently, Ω−2G˜1µ = 0 on I + ). By virtue of the Bianchi iden-
tities these boundary conditions assure that G˜1µ = 0 everywhere. Thus, the variational
principle for (19) yields a complete set of the Einstein equations under assumptions (15)
and (16).
The Einstein equation G˜01 = 0 follows from (29)-(31) independently of the boundary
equations (15) and (16). It takes the form
1
2
gABω
A
,1ω
B
,1 − (ωA,1 )|A + σ˜−1(2σ˜ωA|A − 2σ˜,0−λσ˜,1 ),1−R(2) = 0 , (32)
where R(2) is the Ricci scalar of the metric gAB. Equation (32) can be used to eliminate
one of equations (31) and to express λ in terms of other quantities (eventually one can
reduce (31) to two equations for two components of gAB). It is also important for the
Hamiltonian description in the next section.
3 Hamiltonian
In this section we consider a canonical formulation based on the Lagrangian density
L = γσ˜[g˙ABpAB + λ(pAA,1 − pABpAB)− 2ωAp |BAB −
1
2
gABω
A
,1ω
B
,1 ] (33)
corresponding to the action (24). This formulation differs substantially from other
approaches (see eg. [12] and references therein) since in metric (1) there is no more
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freedom of the lapse and shift functions. Due to this fact a structure and interpretation
of constraints is violated. Probably the biggest advantage of this formalism is a relative
simplicity of the Lagrangian and the corresponding Hamiltonian. Also results of the
next section can be interesting . Nevertheless, this section has rather purely informative
character without definite conclusions about applications to the light cone quantization
or characteristic initial value problem.
It follows from (33) that λ is a Lagrange multiplier. For this reason we take the space
of fields (gAB, ωA) as the configuration space. Elements of the phase space are given
by (gAB, ωA, πAB,ΠA), where πAB and ΠA are the momenta conjugate, respectively, to
gAB and ωA. Since the Lagrangian density L is linear in g˙AB the inverse Legendre
transformation is not well defined. Following the standard procedure of Dirac [17][18]
we treat equations
πAB − γσ˜pAB = 0 (34)
as constraints which should follow from a total Hamiltonian. Apart from that, since L
contains no time derivative of ωA we must add further constraints
ΠA = 0. (35)
Constraints (34), (35) together with (29) are primary constraints of the theory. Taking
them into account leads to the following completion of the canonical Hamiltonian density
πAB g˙
AB − L
H = γσ˜[2ωAp |BAB +
1
2
gABω
A
,1ω
B
,1 − λS] + µABφAB + νAΠA, (36)
where µAB, νA are Lagrange multipliers and φAB denotes the l.h.s. of constraint (34).
The Hamiltonian functional is defined as H =
∫
d3xH.
The next step of Dirac’s algorithm is to assure a proper propagation of all constraints.
From
{φAB, H} = 0 (37)
we get complicated equations which do not involve time derivatives and can be treated as
conditions imposed on the multipliers µAB and λ. By virtue of the Hamilton equations
g˙AB =
δH
δπAB
= µAB , ω˙A =
δH
δΠA
= νA (38)
equations (37) become equivalent to (31) (using this fact one can easily reconstruct an
explicit form of (37)). Thus, the dynamical equations (31) are encoded in the conditions
on the Lagrange multipliers.
The propagation of the constraint (29) gives another condition on µAB
µAB,1gAB,1 − µAB,1gAB,1 + 2µAA,11 = 0 , (39)
whereas constraint (35) leads to equation (30). Since (30) does not contain any Lagrange
multiplier it is a secondary constraint of the theory. Its time derivative yields equations
1
σ˜
[σ˜gABν
B
,1 − σ˜ωB,1(µAB + 12µgAB)],1 + (µAB,1 − µ CB gAC,1 + 12µgAB,1)|B
−1
2
gBC,1µ
BC
|A − µ,1A − µ(lnσ),1A = 0, (40)
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(here µ = µAA) which can be considered as conditions on the multipliers ν
A.
Thus, we end up with conditions (37), (39), (40) on the Lagrange multipliers and
with constraints (29), (30), (34), (35) on the fields gAB, ωA and their momenta πAB,ΠA.
All these constraints are second class in Dirac’s terminology (the lack of first class
constraints is related to fixing coordinates in metric (1)). The non vanishing Poisson
brackets of the constraints are given by
γ−1{φAB, φ(αCD)} = σ˜αAB,1 + 12αABσ˜,1 + 14ασ˜gAB,1 − σ˜αC(AgB)C,1
−[1
4
σ˜αCDgCD,1 + σ˜α,1 +
1
2
ασ˜,1]gAB (41)
{φAB, S(β)} = −12gABβ,11 + 12β,1gAB,1 + 12β(gAB,11 − gCDgAC,1gBD,1) (42)
{ψA, φ(αBC)} = − 1σ˜ [σ˜ωB,1(αAB + 12αgAB)],1 + (αAB,1 − α CB gAC,1 + 12αgAB,1)|B
−1
2
gBC,1α
BC
|A − α,1A − α(lnσ),1A (43)
{ΠA, ψ(γB)} = −(σ˜gABγB,1),1. (44)
Here ψA denotes the l.h.s. of (30) and α
AB, β, γA are smooth smearing functions (e.g.
ψ(γA) =
∫
d3xψAγ
A and α = αAA).
An alternative possibility of the Hamiltonian formulation is to treat the variables
ωA in the Lagrangian (32) as functions of gAB defined by equations (30) (the resulting
expressions for ωA are still simpler than those for νA in the previous formulation). The
corresponding Euler-Lagrange equations remain equivalent to the Einstein equations.
Now the phase space consists of elements (gAB, πAB). The total Hamiltonian density
is given by (36) with νA = 0. Equations (29) and (34) are the primary constraints.
Their propagation yields equations (37) and (39) which define the Lagrange multipliers
λ and µAB. In this formulation the number of constraints and Lagrange multipliers is
substantially reduced but still the Hamiltonian picture remains quite complicated.
4 Energy
We notice that the Hamiltonian density (36) is not a sum of constraints, unlike in the
ADM calculus. When the field equations are satisfied then H takes the value
H = γ(σ˜ωAωA,1 ),1−γ
2
σ˜gABω
A
,1ω
B
,1 . (45)
(Thus, it may be appealing to add the term −γ(σ˜ωAωA,1 ),1 in (36) to obtain Hamilto-
nian which is nonnegative for fields satisfying the Einstein equations.) Due to identity
(32) ’on shell’ value of H can be expressed in the following way
H = γ[f,1+2(σ˜ωA|A),1−σ˜(ωA,1 )|A − 2Ω−2σs − σ˜R(2)], (46)
where σs =
√
det sAB and
f = σ˜ωAω
A,1−2σ˜,0−λσ˜,1−2Ω−1σs . (47)
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Integrating (46) over a part of the null hypersurface u =const contained between the
scri I + and the surface Ω =const yields
∫ Ω
0
H = E + γ
∫
Σ
f(Ω) , (48)
where E is the energy (18) related to the section u =const of I + and the integral
on the r.h.s. is taken over the coordinates xA (note that the integral of the last two
terms in (46) vanish due to the Gauss-Bonnet theorem). Thus, as in standard Hamilto-
nian formulations [19], H becomes a boundary integral for fields satisfying the Einstein
equations.
Assume that the surface u =const has topology of a light cone in Minkowski space
with vertex at r = Ω−1 = 0. If f = 0 at r = 0 then the integral of H over the cone
coincide with the energy (18). Moreover, it follows from (45) and (48) that
E ≥
∫
Σ
f˜(Ω) (49)
where
f˜ = 2σ˜,0+λσ˜,1+2Ω
−1σs . (50)
If f˜ = 0 at r = 0, or e.g. f˜ ≥ 0 for some Ω, then the total energy has to be nonnegative
(in accordance with known results [20][21]). For instance, the functions f and f˜ vanish
at r = 0 if g˜AB is of order r
2 and ω˜A of order r near the vertex. These assumptions are
difficult to control in the framework of the Bondi-Sachs approach. Perhaps spacetime
can be sliced by ’good cones’ due to a matter source and then the BMS group is reduced
to the Poincare group. Note that inequality (49) and its consequences are independent
of our choice of the Hamiltonian.
5 Concluding remarks
We transformed the Hilbert action for the Bondi-Sachs metrics to the forms (20) and
(24) similar to the ADM action. The variational principle for the action (24) yields
equations (29)-(31) which are equivalent to the Einstein vacuum equations provided the
r-independent equations (15), (16) are satisfied. Equations (29), (30) are constraints
from the point of view of the evolution with respect to the Bondi time u. They can be
solved in terms of integrals over Ω (or r).
We analyzed briefly the corresponding Hamiltonian formulation. The Dirac method
for constrained systems leads to the Hamiltonian (36) (or its truncation with νA = 0)
with the Lagrange multipliers which carry the main information about dynamics of the
system. The Lagrange multipliers are defined implicitly via a complicated system of dif-
ferential equations. There are six second class constraints and no first class constraints.
The Hamiltonian does not vanish when the Einstein equations are satisfied however
it becomes a boundary integral. One can modify the Hamiltonian density in order to
obtain an expression which takes nonnegative ’on shell’ values. Under some assumptions
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about a structure of surfaces u =const the total energy is also nonnegative in accordance
with known results.
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