We give a brief account of the numerical radius of a linear bounded operator on a Hilbert space and some of its better-known properties. Both finite-and infinitedimensional aspects are discussed, as well as applications to stability theory of finite-difference approximations for hyperbolic initial-value problems.
A. In this section we discuss further bounds for r as well as ways to evaluate it. this will imply the desired result.
MOSHE GOLDBERG AND EITAN TADMOR
In the finite-dimensional case the proof is simple: if A is an eigenvalue of A with a corresponding unit eigenvector x, then so In the infinite-dimensional case we have
A(A)=II(A)UI'(A), 265
where II(A) and lY( A) are the approximate point spectrum and the compression spectrum, respectively. If X EII(A) (i.e., A is an eigenvalue or generalized eigenvalue of A), then there exists a sequence of unit vectors {xi} such that (A--A)xi-+O, j-cc; hence which implies
WA& W(A).
On the other hand, if h E I( A), then x is an eigenvalue of the adjoint operator A*, and as shown in the finite-dimensional case, i E W( A*). Thus, X E W(A) and the proof is complete. n In particular, if y is a unit vector in the direction of Ax, then 1 (Ax,y)] = 1) AxI], and substituting in (1.7) the theorem follows. 
0.9)
Following Halmos [ 111, we say that A is spectral if By (1.9), therefore, normal operators are spectral. The converse, however, is false, as shown in Example 2.1 below; the class of normal operators is a proper subclass of the spectral ones. Characterizations of spectral operators were given by Furuta and Takeda [4] ; Goldberg, Tadmor, and Zwas [8] ; and Goldberg [5] . Wintner [22] (see also [ll] ) has shown that operators satisfying r(A)= ]I A ]I are spectral as well.
Having (1.9), we should perhaps mention a shorter proof of the left-hand side of (1.6): We write A as a sum of normal operators, A=;(A+A*)+i(A-A*), and observe that r(A)=r(A*); so by (1.3) IIAII+IIA+A*ll+$lA-A*II=$r(A+A*)+&r(A-A*) which gives the desired result.
Two additional results, often useful in evaluating r(A), are given in the following theorem. (i) The numerical radius is invariant under unitary similurities, i.e., for any unitary operator U, r(U*AU)=r(A).
(1.10)
(ii) ZfH=H,@H, is a direct sum and A, E%(H,), As ~?h(Hs), then r(A1~A2)=max{r(A,),r(A2)}.
( 
THE FINITE-DIMENSIONAL CASE
We come now to discuss concrete computations of r(A) in the finitedimensional case where we may of course restrict attention to H=C", the space of complex n-tuples with some inner product, and to %(H)=C,,,, the algebra of complex nXn matrices.
Indeed, let (x,y) be an inner product on C"; let e,, . . . ,e, be the standard basis of C"; and set pii =(ei,ei), l~i, 1 '< n. Then the matrix P =( pii) is Hermitian, and for any two vectors x= X1'...,X")" ( y=(Y1,...,Yn)'EC" (prime denoting the transpose), we have Since (x,x)>0 for x#O, we obtain the known result that (x, y) is an inner product on C" if and only if it is of the form (x,y) = (x,y)p=y*px ( 
2.1)
So we see that in the finite-dimensional case it suffices to study numerical radius Temporarily denoting the vector norm and the numerical radius of A, corresponding to the inner product in (2.1), by llxll p and rp(A), we find that r,(A)=sup{~(Ax,x),~:llxll~=1}=sup{~(~Ax,x),~:(Px,x)~=1}
which by compactness of the unit sphere in C" is usually written as
With this observation in mind we write from now on (x,y), Ilxll, and r(A) instead of (~,y)~, llxll I9 and r,(A), whenever x,y~C" and AEC,,,.
An almost trivial result in the finite-dimensional case is that if M is a principal submatrix of A, then
we use the notation A+=(laiil), then
These two results (an easy exercise), as well as the previous ones, do not relieve us, however, from the need to actually compute r(A) at least for simple matrices. Since most examples in the literature can be written in terms of positive matrices, i.e., matrices with nonnegative entries, the following theorem [9] provides a useful tool that often answers our needs. Similarly, since Re A is positive, then r(ReA)=max{(ReAx,x):xER", (x,x)=1}. Now, since it is not hard to see that (ReAx,x) = (Ax,x) for all x ER", then r(A)= r(ReA), and (1.9) implies (i).
For part (ii) we mention again that r(A)=max{(ReAx,x):xER",(x,x)=l}.
Hence, r(A)= (I for some (I >O, if and only if (ReAx,x)G a(x,x) for all xER" with equality for some x,ER". That is, r(A)= u only if the real symmetric matrix S(u) = OZ -Re A is positive semidefinite but not positive definite, or in other words, if the eigenvalues of S(u) are nonnegative and at least one of them vanishes. Thus, part (ii) is now an immediate consequence of Sylvester's law of inertia, and the proof is complete. n EXAMPLE 2.1. Often in examples we encounter 2 X 2 positive matrices of the form
This result also follows from the known fact that if a,, u2, and b in (2.4a) are any complex numbers, then the numerical range, W(A), is the (possibly degenerate) elliptic disc &(a,, u2, lbl) with foci at a,, a2 and minor axis Ibl. As Halmos puts it, however, the proof of this assertion (e.g. Mumaghan [15] , Donoghue [3] ) is analytic geometry at its worst; hence our direct computation of r(A) in (2.4b) is indeed much shorter.
We can now easily answer a question raised in Section 1: Using (1.11) and (2.4), we find that the nXn nonnormal matrix satisfies r(A)=p( A)= 1, showing how far from normal a spectral operator can be.
We note that since any matrix is unitarily similar to a triangular matrix and since both the numerical radius and the spectrum are invariant under unitary similarities, then it is easy to see that a 2X2 matrix is spectral if and only if it is normal. for AZO, (3.ld) then N is a norm on a(H), which may or may not be related to the given operator norm.
Having the above definitions, the relations (l.l)-(1.3) imply that r is a seminorm on %3(H). In fact we can easily show more: THEOREM 3.1. The numerical radius is a rwrm on a(H).
Proof. We have to check (3.ld), or alternatively to show that r(A)=0 implies A=O. But then, by (1.6), IIAIIG2r(A)=O; so IIAIl=O and our claim follows. n What is true with respect to multiplicativity, however, is the following remarkable result, conjectured by Halmos and first proved by Berger [l] . The above proof is due to Pearcy [16] . We note that the rather interesting evolution of Berger's theorem is described in [2] and [5] .
It might be useful to remark that by (1.6) and (3.3), so we have Although the numerical radius is nonmultiplicative, a simple multiplication by a scalar may correct this situation, as shown in our next result [6] . THEOREM 
Let v>O befixed, and consider thefunction r,(A)-VT(A). Then: (i) r, is a rwrm on '%3(H).
(ii) r, is multiplicative on %3(H) if and only if ~24.
Proof. The statement in (i) is trivial and holds for NV -vN, N being any norm on a(H).
To prove (ii), fix some ~24. Then for ail A, BE'%(H), (1.6) implies i.e., r, is multiplicative. Conversely, to show that v = 4 is the least factor for which r, is multiplicative, consider the matrices A=(; ;), Z3=(': 8).
By (2.4), r(A)= r(B)=+,
r(AB)= 1. Hence for these matrices r, satisfies if and only if ~24, and the theorem follows.
It is worth noting that if N is an arbitrary norm on a finite-dimensional algebra, then multiplicativity factors, i.e. constants v>O for which NV G vN is multiplicative, always exist [6] . This, however, is not always true in the infinite-dimensional case [7] .
APPLICATIONS: STABLE LAX-WENDROFF SCHEMES
Consider the first-order, linear, 2space-dimensional hyperbolic system of partial differential equations u, =Au, +Bu,, -WcO(x~W, -wocycw, t20, (4.la) where u=(u,(x, y, t) ,..., u,(x, y, t))' is an unknown vector; A and B fixed n X n Hermitian coefficient matrices; and u x, u y, and u t the partial derivatives of u with respect to the independent variables x, y, and t. It is well known (e.g. [17] ) that the solution of (4.la) is uniquely determined and well posed in L2 ( -co, Traditionally (e.g. [17] ) this definition is stated with the spectral norm rather than an arbitrary IV. However, since all norms on C,,, are equivalent, it makes no difference with respect to which norm the estimate in (4.5) is taken, and in particular we may use the numerical radius. Now, it is well known (e.g. [13] , [17] ) that our Lax-Wendroff scheme is convergent if and only if it is stable; thus the question of convergence is reduced to that of stability. This leads to our final result [19] , whose proof employs the numerical radius and some of its previously discussed properties. In their original paper, Lax and Wendroff [13] were the first to utilize numerical-radius techniques for stability purposes, proving that the scheme (4.3) is stable if (4.13) Evidently, the condition (4.6)-allowing a larger time step-is an improvement over (4.13) unless hp(A)= pp(B), in which case the two conditions coincide.
It is a straightforward matter to follow the construction in (4.2)-(4.5) and obtain a scheme, analogous to (4. respectively. Thus as in the 2dimensional case, the advantage of (4.15) over (4.16) is evident, unless the h,p(A,) are all equal.
In case A and B in (4.6) are real and symmetric, Turkel [21] has improved (4.6), showing that the scheme (4.3) is stable if which again coincides with (4.6) and (4.13) when Xp(A)= pp(B). It seems, however, that Turkel's interesting result for (4.3) does not go over to the general &dimensional case. We remark that Livne [14] and Iusim [12] have used similar techniques to successfully investigate the stability of other difference schemes for hyperbolic systems of type (4.1) and (4.14) with d ~3.
