This paper studies the fundamental problem of how to reroute k unsplittable flows of a certain demand in a capacitated network from their current paths to their respective new paths, in a congestion-free manner and fast. This scheduling problem has applications in traffic engineering in communication networks and has recently received much attention in software-defined networks, in which updates are distributed over an asynchronous network by a software controller. However, existing algorithms for this problem either have a super-polynomial runtime or only compute feasible schedules, which do not provide any guarantees on the length of the rerouting schedule. This paper presents the first polynomial-time algorithm for computing shortest update schedules to reroute flows in a congestion-free manner. We contribute an almost tight characterization of the polynomial-time tractability of the problem: We present the first polynomial-time solution for this problem for two flows, but also show that even the question whether a feasible update schedule exists, is already NP-hard for six flows.
Introduction
Emerging software-defined communication networks provide direct and "algorithmic" control over the forwarding rules of nodes (i.e., routers and switches) and hence the network routes. The resulting routes are not restricted to follow only shortest paths and moreover, they can be flexibly adapted over time, e.g., depending on certain events in the dataplane. Indeed, there are many reasons why flows may need to be rerouted [10] , including security and policy changes (e.g., suspicious traffic is rerouted via a firewall), traffic engineering optimizations, reactions to changes in the demand, maintenance work, failures, etc. Implementing route changes however is challenging, since updating a route usually involves the distribution of new (forwarding) rules across the asynchronous communication network, and since even during such route changes, it is important to maintain certain safety properties. In particular, the routes of flows should be changed without causing any congestion or introducing temporary forwarding loops. For example, in a Software Defined Network (SDN), rules are communicated by the remote software controller. Therefore, updates have to be distributed in rounds, in which switches acknowledge the next batch of updates [22, 23, 25] .
This introduces a scheduling problem: In which order to update the different forwarding rules for the different flows and switches over time, such that these safety properties are maintained at any time? And how to schedule these updates such that the rerouting time (and number of controller interactions) is minimized? Figure 1 gives an example of the flow rerouting problem. We want to schedule the rerouting of 2 flows in a 5-node network, connecting nodes {s, u, v, w, t} with 7 edges {{s, u}, {s, w}, {u, w}, {u, v}, {v, w}, {v, t}, {w, t}}. In this example, both flows originate at s and end at t: The first flow is indicated in red and the second flow in blue.
A Simple Example
Each of the two flows has an original ("old") route and a new route, which it should be updated to. We indicate the original route with a solid line and the new route with a dotted line. For example, the original route of the red flow is (s, u, v, t) and needs to be updated to (s, w, t). The original route of the blue flow is (s, w, t) and needs to be updated to (s, u, w, v, t).
In other words, each flow defines an update pair, consisting of two routes (the original and the new one): Acordingly, updates are denoted using tuples, i.e., (v, B) means that we activate all inactive (dotted) outgoing blue edges (the new forwarding rules) of vertex v and deactivate all of its active (solid) outgoing edges (the old forwarding rules).
In this example, we assume that both flows consume 1 unit of bandwidth on each link they traverse. Both flows are unsplittable. Accordingly, we annotate the network edges in the figure with two numbers, x y , where x denotes the bandwidth consumed by the two flows on the corresponding edge before rerouting and y denotes the edge capacity.
How to reroute the two flows from their old paths to their new paths in a congestion-free manner? In this example, initially, we cannot perform the update (s, R), since the edge (s, w) has a capacity of 1 which is currently used by the blue flow. So the first part of an update schedule could look like this, where the updates in this sequence are performed one-by-one:
(u, B), (s, B), (s, R), . . .
In this case the red flow would be routed along the edge (s, w). However, from there, it could not reach t anymore, after performing the update (s, R): the schedule is invalid. In fact, no valid update sequence can start like the example above.
One valid sequence is the following:
(u, B), (s, B), (w, R), (s, R), (u, R), (v, R), (v, B), (w, B)
But this schedule requires 8 rounds, updating only one vertex for one flow at a time.
A faster update sequence schedules multiple updates in a single round, if possible without introducing congestion: Updates that are scheduled for the same round are asynchronous and can occur in any order, and hence, need to be performed carefully. The following schedule requires 4 rounds and is the shortest valid congestion-free flow rerouting solution for our example:
A rigorous formal model for this problem will be given later in this paper.
Our Contributions
This paper initiates the study of polynomial-time scheduling algoritms to reroute flows in a congestion-free manner and fast. In particular, we contribute the, to the best of our knowledge first, polynomial-time algorithm to compute shortest rerouting schedules for two flows. In fact, our algorithm runs in (deterministic) linear time; its runtime is hence asymptotically optimal. Moreover, our algorithm is elegant.
We show that this is almost as good as one can hope for when investing only polynomial time algorithms: we rigorously prove that even deciding whether a congestion-free reroute schedule exists is NP-hard, already for 6 flows. In other words, we provide an almost tight characterization of the polynomial-time solvability of the problem.
In addition to our formal results, we also show empirically that the schedules produced by our algorithm are significantly shorter than the state-of-the-art algorithms focusing on feasibility [1].
Paper Organization
The remainder of this paper is organized as follows. Section 2 presents a formal model for the problem studied in this paper. Section 3 describes and analyzes a polynomial-time update scheduling algorithm for two flows and Section 4 presents the hardness proof for six flows. We present a nonpolynomial-time algorithm to compute optimal schedules in Section 5 and present simulation results in Section 6. After reviewing related work in Section 7, we conclude our contribution in Section 8.
A Rigorous Formal Model
This section presents a rigorous formal model for the fast congestion-free flow rerouting problem introduced intuitively in Figure 1 . The problem can be described in terms of edge capacitated directed graphs. In what follows, we will assume basic familiarity with directed graphs and we refer the reader to [4] for more details. We denote a directed edge e with head v and tail u by e = (u, v). For an undirected edge e between vertices u, v, we write e = {u, v}; u, v are called endpoints of e.
For ease of presentation and without loss of generality, we consider directed graphs with only one source vertex (where flows will originate) and one terminal vertex (the flows' sink). We call this graph a flow network. The forwarding rules that define the paths considered in our problem, are best seen as flows in a network. We will be interested in rerouting flows such that natural notions of consistency are preserved, such as loop-freedom and congestion-freedom. In particular, we will say that a set of flows is valid if the edge capacities of the underlying network are respected.
Definition 1 (Flow Network, Flow, Valid Flow Sets). A flow network is a directed capacitated graph G = (V, E, s, t, c), where s is the source, t the terminal, V is the set of vertices with s, t ∈ V , E ⊆ V × V is a set of ordered pairs known as edges, and c : E → N a capacity function assigning a capacity c(e) to every edge e ∈ E. An (s, t)-flow F of capacity d ∈ N is a directed path from s to t in a flow network such that d ≤ c(e) for all e ∈ E(F ). Given a F of (s, t)-flows F 1 , . . . , F k with demands d 1 , . . . , d k respectively, we call F a valid flow set, or simply valid, if c(e) ≥ i : e∈E(Fi) d i .
Recall that we consider the problem of how to reroute a current (old) flow to a new flow, and hence we will consider such flows in "update pairs": Definition 2 (Update Flow Pair). An update flow pair P = (F o , F u ) consists of two (s, t)-flows F o , the old flow, and F u , the update (or new) flow, each of demand d.
The update flow network is a flow network (the underlying edge capacitated graph) together with a valid family of flow pairs. For an illustration, recall the initial network in Figure 1 : The old flows are presented as the directed paths made of solid edges and the new ones are represented by the dashed edges.
A flow can be rerouted by updating the outgoing edges of the vertices along its path (the forwarding rules), i.e., by blocking the outgoing edge of the old flow and by allowing traffic along the outgoing edge of the new flow (if either of them exists). If these two edges coincide, there are no changes. In order to ensure transient consistency, the updates of these outgoing edges need to be scheduled over time: this results in a sequence which can be partitioned into update rounds. Definition 3 (Resolving Updates, Update Sequence). Given G = (V, E, P, s, t, c) and an update flow pair P = (F o , F u ) ∈ P of demand d, we consider the activation label α P :
and a set of updates U ⊆ V × P, α P is defined as follows:
The graph:
is called the U -state of G and we call any update in U resolved.
An update sequence R = (r 1 , . . . , r ) is an ordered partition of V × P. For every such i we define U i = i j=1 r i and consider the activation label α i P (e) = α P (e, U i ) for every update flow pair P = (F o , F u ) ∈ P of demand d and edge
Let (u, P ) be some update. When we say that we want to resolve (u, P ), we mean that we target a state of G in which (u, P ) is resolved. In most cases this will mean to add (u, P ) to the set of already resolved updates. With a slight abuse of notation, let define
). In the definition of an update sequence, r i for i ∈ [ ] is a round . We define the initial round r 0 = ∅. Recall that we consider unsplittable flows which travel along a single path. The following will clarify how active edges are to be used.
Definition 4 (Transient Flow, Transient Family). The flow pair P is called transient for some set of updates U ⊆ V × P, if α P (U, G) contains a unique valid (s, t)-flow T P,U . If there is a valid family P = {P 1 , . . . P k } of update flow pairs with demands d 1 , . . . , d k respectively, we call P a transient family for a set of updates U ⊆ V × P, if and only if every P ∈ P is transient for U .
In short, the transient flows look like a path of active edges for flow F , which starts at the source vertex and ends at the terminal vertex. Note that there may be some active edges connected to this path, but they cannot be used to route the flow since T P,U is unique after resolving U . The collection of the transient flows corresponding to the transient family is a snapshot of a valid updating scenario. Whenever we say a path p "routes" a flow F , we mean that all edges of path p are active for flow F .
In each round r i , any subset of updates of r i resolved without considering the remaining updates of r i should allow a transient flow for every flow pair. This models the asynchronous nature of the implementation of the update commands in each round.
Definition 5 (Consistency Rule). Let R = (r 1 , . . . , r ) be an update sequence and i ∈ [ ]. We require that for any S ⊆ r i , U Definition 6 (Valid Update). An update sequence R is valid, or feasible, if every round r i ∈ R obeys the consistency rule.
Note that we do not forbid any edge e ∈ E(F o i ∩ F u i ) and we never activate or deactivate such an edge. Starting with an initial update flow network, these edges will be active and remain so until all updates are resolved. Hence there are vertices v ∈ V with either no outgoing edge for a given flow pair F at all; or v has an outgoing edge, but this edge is used by both the old and the update flow of F . We will call such updates (v, P ) empty.
Empty updates do not have any impact on the actual problem since they never change any transient flow. Hence they can always be scheduled in the first round and thus w.l.o.g. we can ignore them in the following. Let us now define the main problem which we consider in this paper.
Definition 7 (k-Network Flow Update Problem). Given an update flow network G with k update flow pairs, is there a feasible update sequence R? The corresponding optimization problem is: What is the minimum such that there exists a valid update sequence R using exactly rounds?
Finally, we introduce some preliminaries. Let G = (V, E, P, s, t, c) be an update flow network consisting of two flow pairs P 1 , P 2 , such that each flow pair is an acyclic graph. For a flow pair P i (i ∈ {1, 2}), let ≺ i be a topological order on its vertices V = {v 1 , . . . , v n }. We may write ≺ for ≺ i whenever i is clear from the context.
The following applies to both feasible and shortest schedules, and hence, we use the same terminology as Amiri et al. [1] . We only slightly modify the terminology as unlike Amiri et al., we do not require that the sum of updates forms a DAG (but only the pairs). Let be the order on
, is called the jth block of the update flow pair F i , or simply the jth i-block. We will denote this block by b i j . For a block b, we define S (b) to be the start of the block, i.e., the smallest vertex w.r.t. ≺ i ; similarly, E (b) is the end of the block : the largest vertex w.r.t. ≺ i . Let G = (V, E, P, s, t, c) be an update flow network with P = {P 1 , . . . , P k } and let B be the set of its blocks. We define a binary relation < between two blocks as follows. For two blocks b 1 , b 2 ∈ B, where b 1 is an i-block and
Let b be an i-block and P i the corresponding update flow pair. For a feasible update sequence R, we will denote the round R(S (b), P i ) by R(b). We say that i-block b is updated, if all edges in b ∩ F 
A Fast Scheduling Algorithm
This section presents an elegant, linear-time and deterministic and deterministic algorithm to compute shortest update schedules for two flows.
Let G = (V, E, P, s, t, c) be an update flow network where (V, E) is the union of the DAGs implied by the flow pairs. Let P = {B, R} be the two update flow pairs with B = (B o , B u ) and R = (R o , R u ) of demands d B and d R . As in the previous section, we identify B with blue and R with red.
We say that an
In fact, to update b 1 , we either violate capacity constraints, or we update b 2 first in order to prevent congestion. In this case, we write b 1 → b 2 and say that b 1 requires b 2 . A block that does not depend on any other block is called free.
We say a block b is a free block, if it is not dependent on any other block. We propose the following algorithm to check the feasibility of the flow rerouting problem. ii Delete all of the current sink vertices from D.
Recall that empty updates can always be scheduled in the first round, even for infeasible problem instances. So for Algorithm 1 and all following algorithms, we simply assume these updates to be scheduled together with the non-empty updates of round 1. Figure 2 gives an example of an update flow network on a DAG and illustrates the block decomposition and its value to finding a feasible update sequence.
Suppose R is a feasible update sequence for G. We say that a c-block b w.r.t. R = (r 1 , . . . , r ) is updated in consecutive rounds, if the following holds: if some of the edges of b are activated/deactivated in round i and some others in round j, then for every i < k < j, there is an edge of b which is activated/deactivated. Proof. In the following, we will implicitly assume flow c, and will not mention it explicitly everywhere. We will write F o and B u meet again at w and at t. We observe that b 2 can only be updated after r 1 has been updated; similarly, r 1 can only be updated after b 1 has been updated. An update sequence respecting these dependencies can be constructed as follows. We can first prepare the blocks by updating the following two out-edges which currently do not carry any flow: (w, red), (u, blue), and (v, blue). Subsequently, the three blocks can be updated in a congestion-free manner in the following order: Prepare the update for all blocks in the first round. Then, update b 1 in the second round, r 1 in the third round, b 2 in the fourth round. 
we can deactivate all remaining such edges in this round. This is a contradiction to the choice of R, and hence there is always a feasible sequence R satisfying the requirements of the lemma.
In particular, the above algorithm is correct.
From the above lemmas, we immediately derive a corollary regarding the optimality in terms of the number of rounds: the 3 rounds feasible update sequence. Then it is not possible to update b in less than 3 rounds: otherwise it is not possible to update b in less than 2 rounds.
Next we show that if there is a cycle in the dependency graph, then it is impossible to update any flow.
Lemma 11.
If there is a cycle in the dependency graph, then there is no feasible update sequence.
Proof. Suppose that there exists a cycle in the dependency graph. Without loss of generality, we can assume that this is the only cycle in the dependency graph as we can always remove vertices without creating new dependencies. Then it is not possible to update the cycle. For the sake of contradiction, suppose that there is a feasible update order; then there is a feasible update order in which blocks are updated in consecutive (distinct) rounds. But in this order, one of the vertices in the dependency graph (a block) should be earlier than the others. This is impossible due to dependency on other vertices.
We will now slightly modify Algorithm 1 to create a new algorithm which not only computes a feasible sequence R for a given update flow network in polynomial time, whenever it exists, but which also ensures that R is as short as possible (in terms of number of rounds). For any block b, let c(b) denote its corresponding flow pair. Proof. Let G denote the given update flow network. In the following, for ease of presentation, we will slightly abuse terminology and say that "a block is updated in some round", meaning that the block is updated in the corresponding consecutive rounds as in the proof of Lemma 9.
We proceed as follows. First, we find a block decomposition and create the dependency graph of the input instance. This takes linear time only. If there is a cycle in that graph, we output impossible (cf Lemma 11). Otherwise, we apply Algorithm 2. As there is no cycle in the dependency graph (a property that stays invariant), in each round, either there exists a free block which is not processed yet, or everything is already updated or is in the process of being updated. Hence, if there is a feasible solution (it may not be unique), we can find one in time O(|G|).
For the optimality in terms of the number of rounds, consider two feasible update sequences. Let R Alg be the update sequence produced by Algorithm 2 and let R Opt be a feasible update sequence that realizes the minimum number of rounds. According to Lemma 8, any block b is processed only in round S (b).
Suppose there is a block b such that r Opt (b ) < r Alg (b ). Then let b be the block with the smallest such r Opt (b). Hence, for every block b with r Opt (b ) ≤ r Opt (b), r Opt (b ) ≥ r Alg (b ) holds. Since S (b) is updated in round r Opt (b), there are no dependencies for b that are still in place in this round. Thus, according to the sequence R Opt , b is a sink vertex of the dependency graph after round r Opt (b) − 1. Furthermore, by our previous observation, every start of some block has been updated up to this round in the optimal sequence, and hence it is also already updated in the same round in R Alg . This means that after round r Opt 
NP-hardness for More Flows
This section shows that the polynomial-time result derived above cannot be generalized much further: it is NP-hard to compute a shortest schedule already for six flows, and even if the pair of old and new path forms a DAG. In fact, we show that already the decision problem, i.e., whether a feasible schedule exists, is NP-hard.
Theorem 13. Deciding whether a feasible network update schedule exists for a given update flow network in which each flow pair forms a DAG is N P -hard for 6 flows.
We use a reduction from 3-SAT. Let C be any 3-SAT formula with n variables x 1 , . . . , x n and m clauses C 1 , . . . , C m . The resulting update flow network is denoted as G(C).
We will create 6 flow pairs: X, X, D 1 , D 2 , D 3 and B, each having demand 1. Bis the blocking pair: it can by updated only if all clauses are satisfied. Flows X and X contain gadgets for all literals, X for positive ones and X for negative ones. Updating a variable gadget in X corresponds to assigning the variable value 1 in C. Flow B prevents the variable gadget to be updated in both X and X, unless all clauses are satisfied.
Flows D 1 , D 2 and D 3 encode clauses of C. Each of these flows contains a clause gadget linking a clause to one of its literals. This gadget can be updated only if the literal is satisfied. Updating a clause gadget in one of those flows will allow B to be updated. Now we proceed with the detailed description of the reduction. To X u and X u we add edge (w j 1 , w j 2 ). To X o we add the following edges:
) for all i ∈ {1, . . . , k j },
) for all i ∈ {1, . . . , k j − 1},
) and (v
We proceed similarly with X o and clauses containing x j .
Blocking flow:
The goal of flow B is to block update of w j 1 , for any j ∈ [n], in both X and X.
To do that we add to B o the following edges:
We also add the following edges to B u :
4. Source and Terminal: Now we need to connect all the gadgets in the flows. The source and the terminal of all flows will be s and t.
To D o j and D u j , for j ∈ {1, 2, 3}, we add the following edges:
• (s, u 1 ) and (v m , t).
To X o , X u , X o and X u we add the following edges:
• (s, w We also add edges (s, w 
For every r ≥ R(s, B) and i
Proof. Note that B o and B u have no common nodes apart from s and t. That means that for any r either T B,Ur = B o or T B,Ur = B u . Now we prove both conditions. Proof. Now we are ready to prove Theorem 13. First, let us assume that C is satisfiable and we will construct valid update sequence for G(C). Let σ be an assignment satisfying C. Then the update sequence for G(C) is as follows. Now let us assume that there is a valid update sequence σ for G(C). We will show that C is satisfiable by constructing satisfying assignment σ.
Let us consider round r = σ(s, B). We assign values in the following way. For j ∈ [n], if σ(w 1 , X) < r then σ(x j ) := 1 and if σ(w 1 , X) < r then σ(x j ) := 0. If both σ(w 1 , X) > r and σ(w 1 , X) > r we assign to x j a random value. By Condition 1 of Lemma 14 this is a correct assignment, that is no variable is assigned two values.
We want to prove that this assignment satisfies σ. Let us consider any clause C i . By Condition 2 of Lemma 14 at least one of (
) is updated before round r. That m0eans that at least for one of variables x j in C i σ(w j 1 , X) < r, if C i contains literal x j , or σ(w j 1 , X) < r, if C i contains literal (x) j . This means that C i is satisfied by x j in σ.
Optimal Scheduling of Arbitrary Problems
Since the problem is generally NP-hard, for completeness and in order to investigate the runtime of such an approach, we in the following describe an optimal scheduling algorithm for a general model and arbitrary number of flows, which runs in super-polynomial time. The algorithm is based on mixed integer linear programming.
The formulation first reserves variables for all possible rounds during which a node can update a flow (Constraints (1)). Henceforth, we refer to them as schedule variables. Schedule variables are constrained so that a node updates each of its flows only once. The remaining constraints ensure the following feasibility criteria:
1. Constraints (3) to (11) prepare the variables used in the consistency checks.
2. Assuming a value assignment to the schedule variables, Constraints (12) to (15) emulate the update with respect to the schedule and ensure no flow is interrupted during any update round r. That is, for any link that receives a new flow during r, the incident node must have been already updated in an earlier round (< r). Also, any node that removes a flow from an outgoing link must postpone this to a later round (> r). However, there is an exception for nodes that are incident to both old and new flow links (denoted by fork nodes). This criteria accounts for the fact that node updates occur asynchronously and the flows must not be interrupted in any case.
3. With the last set of constraints, we ensure that during the emulation all capacities are respected.
Next, we describe the formulation in detail.
• (2): Each schedule variable x r v,i indicates whether a node v is scheduled to update flow i in round r.
• (5): Repeat the embraced lines for every pairs P i and each round r ∈ ROUNDS.
• (9),(10): y r (u,v),i indicates whether the link (u, v) is active for pair i immediately after round r (i.e. active graph).
• (11): fork nodes are the nodes at which old and update paths split. A fork node v acts as a source, doubling its incoming transient flow i, when it updates the flow during round r (i.e. if fork r v,i is 1).
• (14): join nodes are nodes at which the old and update paths meet once again. A join node acts as a sink (if join r v,i is 1) when the two in-links both carry the transient flow i in the transient state of round r.
• (12),(13): f r u,v,i specifies the transient flow i on a link (u, v). The first terms on the r.h.s. constrains together state that the link is allowed to be utilized in the transient state of round r, if it is active before round r and it remains active during the round. Alternatively, if the link is deactivating in round r due to the updating fork node u, then the second term allows the link to be usable in the transient state. (This, along with Constraint (15) guarantees there will be no loops on the old out-branch of any updating fork node.)
• (15): Runs a variable-size transient flow i from s to t in order to impose st-connectivity in the worst-case transient state. The flow produced at s is of size 1 and it arrives at t with the same size. In the meanwhile, any active fork node (including possibly s) adds one unit to this flow and splits it into two unit-size flows along both its out-links. Later, a join node consumes this extra flow by taking away the 1 unit.
• (16): The capacity constraints.
Minimize R
(1) Because of a possible cleanup round after a fork node updates, it is necessary to maintain st-connectivity via both (old and update) out-links of the fork node, which is ensured by (15) . In other words, no cleanup (i.e. removal of old flow rules) should occur on the old branch of the fork node in the same round it reroutes to the new branch.
Empirical Results
In order to gain insights into the actual number of rounds needed to reroute flows in real networks, we conducted a simulation study on real network topologies.
In particular, we want to compare the length of the schedules produced by our algorithm (which provably provides shortest schedules) to the state-of-the-art algorithm presented in [1] (which only computes feasible schedules). In order to study the need for fast algorithms, we compare the runtime of our algorithm to the mathematical programming approach, as it is frequently used in the literature [10] .
We implemented Algorithm 2 using standard C++ libraries and performed a exhaustive evaluation on over 100 topologies provided by [18] and ≈ 136 million records in total. The graphs were chosen so that the runtime would be practical. In another, but similar implementation we evaluated Algorithm 1 on the same input cases and compared the number of rounds obtained from these algorithms in Figure 4 .
We observe that our Algorithm 1 is a simpler feasibility algorithm than [1] , for two flows: it employs basic batching, which leads to shorter schedules compared to [1] . In the following, we hence use Algorithm 1 as a baseline and lower bound on the number of rounds needed by the more complex algorithm in [1] .
The input data does not provide any capacity on the links. Capacities determine the block dependency and an insufficient capacity allocation can lead to a cyclic D which renders an instance infeasible. On the other hand, examining all possible allocations is not practical. Hence, in order to capture the maximum rounds in each graph efficiently, we take into account also the infeasible instances. Later, we explain how infeasible instances are handled. In a preprocessing step, the evaluation takes the raw graph and allocates minimal capacities: set the capacity to 2 for links that carry the old/update flow paths of both pairs, otherwise set the capacity to 1.
The program, for every pair of source and destination (s, t), first computes all the paths from s to t. Next, it iterates over all possible path pairs (i.e. old and update paths) chosen independently for each of the two flows (dismissing identical path pairs). Each iteration does the following.
1. Perform Line 1 on the path pairs and generates a block dependency graph D.
2. Enumerate all paths in D and each path P is weighted as follows.
(a) Initialize w(P ) = |P |.
(b) Let b 1 be the block that corresponds to the last vertex of P . Set
(c) Let b 2 be the block that corresponds to the first vertex of P . Set
3. Find the path P max = max P w(P ) (ties broken arbitrarily). Let = w(P max ).
For each block b corresponding to a vertex in
At the end, will hold the actual number of rounds it takes in the optimal schedule produced by Algorithm 2. The case 2b accounts for the preparation (i.e. adding new flow rules) round of the block scheduled earliest in a chain of dependent blocks (i.e. current path P ). Similarly, 2c accounts for the cleanup round (i.e. removal of old flow rules) of the block scheduled the latest in that chain. Eventually, is determined either by the chain of dependent blocks that corresponds to the longest weighted path in D, or by some single block at Line 4 due to extra preparation/cleanup rounds consumed by that block.
Any infeasible instance, i.e. with cyclic block dependency, can be turned feasible by increasing the capacity of some link from 1 to 2, hence breaking the cycle. Therefore, starting from minimal capacity allocation is always sufficient to preserve the worst case in any topology.
The results show that the optimal number of rounds on the subject networks vary between 2 and 6 (see Figure 4a) . Table 4c lists the numbers obtained from some of the examined graphs (numbers are rounded to the nearest integer, except those close to 0).
In the second implementation (i.e. feasibility only), we evaluated Algorithm 1 on the same input data and obtained feasible schedules under worst case capacity allocations. The number of rounds spread between 2 and 14 (see Figure 4b) .
We also implemented the MIP in Figure 3 . The runtime even for 2 flows are usually in few seconds, much longer compared to the results from the first implementation (≈ 100 microseconds, see Figure 5a and Figure 5b ). D a ta x c h a n g e A ir te l G a r r 1 9 9 9 0 1 G a r r 1 9 9 9 0 5 G a r r 2 0 0 1 0 9 G a r r 2 0 0 1 1 2 B e ln e t2 0 0 3 B e ln e t2 0 0 4 B tE u r o p e G a r r 1 9 9 9 0 4 G a r r 2 0 0 4 0 4 N a v ig a ta S p r in t A n s A r n e s E s n e t G a r r 2 0 1 1 0 4 G a r r 2 0 1 1 0 7 G e a n t2 0 0 1 I n te r n o d e P e e r 1 C e s n e t2 0 1 0 0 6 C w ix 
Related Work
The fundamental problem of how to reroute flows has recently received much attention in the networking community and we refer the reader to the recent survey by Foerster et al. [10] for an overview of the field. Yet, today, and in contrast to the classic problem of how to route flows [2, 9, 16, 17, 20, 30] , we still know surprisingly little about useful algorithmic techniques for efficient flow rerouting.
There exist several empirical studies motivating our model [15, 19] , however, this literature is orthogonal to ours. Moreover, many existing consistent network update algorithms such as [7, 15, 21, 25, 28] require packet tagging and additional forwarding rules, which render the problem different in nature. Mahajan and Wattenhofer [25] initiated the study of flow rerouting algorithms which schedule updates over time. The authors also presented first algorithms to quickly updates routes in a transiently loop-free manner [3, 11, 12] , by maximizing the number of updates per round. A second line of research focuses on minimizing the number of rounds of loop-free updates [8, [22] [23] [24] .
As congestion is known to negatively affect application performance and user experience, it has also been studied intensively in the context of flow rerouting problems. The seminal work by Hongqiang et al. [21] on congestion-free rerouting has already been extended in several papers, using static [6, 13, 29, 35] , dynamic [33] , or time-based [26, 27] approaches. Vissicchio et al. presented FLIP [32] , which combines per-packet consistent updates with order-based rule replacements, in order to reduce memory overhead: additional rules are used only when necessary. Moreover, Hua et al. [14] recently initiated the study of adversarial settings, and presented FOUM, a flow-ordered update mechanism that is robust to packet-tampering and packet dropping attacks. However, none of these papers present polynomial-time algorithms for rerouting flows without requiring packet tagging.
Our work on polynomial-time algorithms is motivated in particular by the negative result by Ludwig et al. [23] who showed that deciding whether a loopfree 3-round update schedule exists is NP-hard, even in the absence of capacity constraints. Given this negative result, much prior work typically resorts to heuristics [34] , which however do not come with any formal guarantees on the quality of the computed schedule, or to algorithms which have a superpolynomial runtime [22] . The only exception is the polynomial-time algorithm by Amiri et al. [1] for acyclic flow graphs, which however is limited to computing feasible (possibly very long) update schedules. There are various differences between this paper and the recent work of Amiri et al.: (1) In contrast to our work where only flow pairs need to form a DAG, [1] considers a much more restricted model where the union of all flows must be acyclic. This restriction allows the authors to design an FPT algorithm for k flows, whereas in our model the problem is NP-complete already for six flows. Hence, different techniques are required to show hardness. (2) Similarly to [1] , our algorithm relies on a dependency graph that explains the relation between flows. However, since we aim to compute schedules only for two flows, we do not require the big machinery introduced for k flows instead we provide a more elegant algorithm. (3) At the same time, since in contrast to prior work, we focus on an optimal solution, our model is more chalelnging and requires new algorithmic ideas.
Finally, our problem is situated in the larger context of combinatorial re-configuration theory, which has recently received much attention, e.g., in the context of games [31] . In this respect, the reconfiguration model closest to ours is by Bonsma [5] who studied how to perform rerouting such that transient paths are always shortest. However, the corresponding techniques and results are not applicable in our model where we consider flows of certain demands, and where different flows may interfere due to capacity constraints in the underlying network.
Conclusion and Future Work
This paper presented the first polynomial-time and optimal scheduling algorithm to quickly reroute two flows in a congestion-free manner. In particular, the algorithm can be used to minimize the number of required (asynchronous) interactions between switches and controller in a software-defined network. We also prove that our result cannot be generalized much further as the problem becomes NP-hard already for six flows. One of the main open question of our work concerns the polynomial-time tractability for 2 < k < 6 flows. These cases might be very challenging, and currently, we do not have any insights on how to deal even with three flows.
In this paper we assumed that every pair of flows forms a DAG, and we did not constrain the underlying network topology which can be general. However, many real-world networks are sparse, and feature nice topological or combinatorial structures. The study of such networks introduces another interesting direction for future research. We currently do not know what is the complexity of the problem even on planar graphs, one of the most interesting classes of sparse graphs.
