We consider the well known NP-hard teacher/class timetabling problem. Variable neighborhood search and tabu search heuristics are developed based on idea of the Formulation Space Search approach. Two types of solution representation are used in the heuristics. For each representation we consider two families of neighborhoods. The first family uses swapping of time periods for teacher (class) timetable. The second family bases on the idea of large Kernighan-Lin neighborhoods. Computation results for difficult random test instances show high efficiency of the proposed approach.
INTRODUCTION
In this paper we consider the teacher/class timetabling problem for the Specialized Physical-Mathematical School which is a part of the Novosibirsk State University. All students in this school are gathered into classes. Each class has its own list of subjects with prescribed teachers. The teachers in this school are, in fact, the scientific researchers. They are working at the Novosibirsk State University and at the Physical and Mathematical Institutes of the Novosibirsk Scientific Center. So, the teachers have a lot of restrictions for teaching time. Each teacher has a list of available time periods. Moreover, some time periods in this list actually are inconvenient for him (her). The managers of the school try to create the most suitable timetable for the teachers, i.e. a timetable without time gaps and with classes in the most appropriate time for the teachers.
In this paper we describe the mathematical model for this timetabling problem and develop local search heuristics based on idea of the Formulation Space Search approach (FSS) [4] , [7] . In Section 2 we present an exact mathematical formulation for
PROBLEM FORMULATION
In the teacher/class timetabling problem we are given the following finite sets: J is the set of subjects, K is the set of classes, L is the set of teachers, T is the set of time periods. All periods are distributed in 6 week days. By l T T ⊆ we denote the set of time periods which are available for teacher l L ∈ . We suppose that classes are disjoint sets of students. All students in each class have the same subjects, and correspondence between subjects and teachers for a chosen class is one-to-one. Without loss of generality we may assume that for each subject j J ∈ it is known class ( ) k j and teacher ( ) l j . By j a we denote the number of lessons for subject j J ∈ . We assume that there is sufficient number of rooms in the School and it is possible to find an appropriated room for each class for any time period. Let us introduce the decision variables: , .
The goal is to find a feasible timetable with minimal number of violations of the following soft constraints:
1. each teacher has no time gaps; 2. each teacher has no lessons in inconvenient time periods; 3. each class has no double lessons. This is a multi criteria discrete optimization problem. We reduce it to the well known timetable design problem (see [1] , page 243) by a penalty function. More exactly, we wish to minimize the following objective function:
where positive α, β, and γ are the penalties and ( ) i f X is the number of violations of the soft restriction i, i = 1, 2, 3.
The optimization problem is NP-hard. Moreover, the decision problem on existence of a feasible solution is NP-complete [1] . So, we introduce semi feasible solutions to enlarge the search space and apply metaheuristics to find near optimal solutions.
SOLUTION REPRESENTATIONS
We introduce two types of semi feasible solutions. 
Definition 2. A timetable is a semi feasible solution of type a if it satisfies the restrictions (b) and (c).

Class\Period
Definition 3. A timetable is a semi feasible solution of type b if it satisfies the restrictions (a) and (c).
In a similar way we represent such a semi feasible solution as a × L T matrix
, with values in { 1,0,1,..., } − J [10] . Entries of the matrix mean subjects for the teacher l at the time period t if means that the time period t is unavailable for the teacher l. In Figure 2 we present an example of ( ) The advantage of this representation is that it eliminates conflicts for teachers. The occurrence of conflicts in column happens when in a given period t more than one teacher is allocated to a class.
We say that a matrix S , but the inverse statement is not true. For a semi feasible solution X let us introduce the following penalty function:
where min(λ,µ) > max(α,β,γ) and the function 
STARTING SOLUTION
In order to get a starting semi feasible solution for the local search methods we use the well known assignment problem [8] . We apply it for each time period t one by one with adaptation of the problem parameters. As a result we create a semi feasible solution of type b.
Let us introduce auxiliary variables 
0, otherwise,
where H is large number. Now, the assignment problem for the time period t T ∈ is the following: 
In order to get a semi feasible solution of type b we should define a subject j for each positive entry of the matrix ( ) lt S . By definition of the parameters t kl H , the set of appropriated subjects is not empty. We select one of them at random.
NEIGHBORHOODS
Now we introduce four families of neighborhoods: consists of i elements and can be described by the following steps [5] 
PROBABILISTIC TABU SEARCH
The Tabu Search method [2] is one of the powerful approaches for solving difficult combinatorial problems. We develop a probabilistic variant of this method where the solution representations are systematically changed during the search (PTSR for short). Let 
VARIABLE NEIGHBORHOOD SEARCH
We adjust the framework of the Variable Neighborhood Search (VNS) metaheuristic [3] for our problem and change not only the neighborhoods but solution representations as well. 
VNSR Algorithm
COMPUTATIONAL RESULTS
The developed software are tested on random benchmarks with real dimensions for the School: K = 44, L = 120, Table 1 shows the optimal values (Opt) for 5 instances and frequency (%Opt) of finding this values by metaheuristics. We solve each instance 100 times and present the average values of the best found solutions (Aver) and the worst values (Worst). Note that the difference between these columns is quite small. So, we have robust local search methods. For all instances we find the optimal solutions by CPLEX software in about 1.5 hours. The metaheuristics discover these solutions in 1.5 min in average. For comparing, we present the result for VNS algorithm without changing representations. For easy instances (all except 4) the both variants VNS and VNSR show the same results. But for the difficult instance 4, where the frequency of finding the optimal solution is small, we observe some advantages of VNSR against VNS. The same effect we can see for another class of test instances. We test the algorithms for benchmarks with the same dimensions but now each teacher has 30% of available time periods and 20% of them are inconvenient for teaching. In other words, the teachers are busier. Table 2 shows the computational results for this case. Sure, it is more difficult class. The frequency of finding the optimal solutions is not so optimistic as for previous case but the difference between Average values and Optimal values is small again. So, we may conclude that the local search methods are efficient and effective. Change of the solution representation is a useful idea for both methods. We hope it may be successfully applied for other approaches as well.
CONCLUSIONS
In this paper we consider the teacher/class timetabling problem and develop local search heuristics based on idea of FSS approach. Two types of solution representations are used in the heuristics and systematically alternate during the search process. We show by computational experiments that idea of two equivalent but not identical solution representations is useful for this timetable problem. We believe that the FSS approach can improve the local search heuristics for other NP-hard problems.
