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Настоящее учебное пособие посвящено междисциплинарному 
изложению основ новой научной дисциплины – информатики, вклю-
чающей ознакомление с информационными технологиями, и историче-
ски давней научной дисциплины – классической механики, в том числе, 
аналитической механики, а также неклассической механики, в частно-
сти, аналитической наномеханики. Оно подготовлено для студентов спе-
циальностей «Компьютерные науки», «Механика» и «Прикладная мате-
матика» инженерно-физического факультета НТУ «ХПИ». 
Пособие можно использовать как практическое руководство для 
приобретения опыта и навыков в освоении новейших технологий при 
решении инженерных задач механики. С появлением объектно-
ориентированных языков программирования и современных сред визу-
ального проектирования программ стали создаваться проблемно-
ориентированные пакеты, использующие символьную или аналитиче-
скую информацию об объекте исследования. В них имеются встроенные 
системы аналитических вычислений, осуществляющие символьные вы-
числения. 
В 1-й части пособия приведены общие сведения об информаци-
онных технологиях и аналитической механике, включая основные поня-
тия информационных, компьютерных и Интернет-технологий, информа-
ционных и сетевых технологий, а также теоретические положения ана-
литической механики. Здесь же дан словарь ключевых понятий аналити-
ческой механики, изложены сведения об аналитических алгоритмах ком-
пьютерной алгебры и представлено краткое описание программного 
комплекса «КИДИМ» для компьютерного анализа кинематики, статики 
и динамики машин и механизмов, созданного на кафедре теоретической 
механики НТУ «ХПИ». На его основе создан и электронный практикум 
по теоретической механике, который инсталлируют как непосредственно 
на ЭВМ, так и с использованием сети Интернет. Приведенные материа-
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лы отражают опыт применения новых информационных технологий при 
составлении уравнений Лагранжа 2-го рода в обобщенных координатах 
и анализе движения механических систем с одной и двумя степенями 
свободы. Все эти средства апробированы в вузах Украины в течение 
нескольких лет, их можно увидеть на ряде серверов сети Интернет, ука-
занных в настоящем пособии, с помощью любого персонального компь-
ютера, имеющего доступ к сети. 
Для самостоятельной работы студентам предложены варианты 
заданий по двум модулям курса лекций и практических занятий по тео-
ретической механике. Скорее эта часть пособия представляет собой 
практическое руководство, в котором авторы попытались систематизи-
ровать свой собственный опыт освоения современных технологий. 
2-я часть пособия ориентирована на тех, кто хочет ознакомиться 
с информационными технологиями программирования для многопро-
цессорных вычислительных систем, а также с их приложениями к реше-
нию задач как классической, так и неклассической механики, в частно-
сти, аналитической механики и аналитической наномеханики. 
Рекомендуется преподавателям, аспирантам и студентам естест-
веннонаучных факультетов университетов, занимающихся компьютер-
ным моделированием и решением объемных вычислительных задач. 
Авторы признательны доцентам Ю.М. Андрееву, Е.И. Дружи-
нину, А.А. Ларину – авторам разработанных программных средств, ко-
торые использованы в 1-й части пособия, профессорам В.М.Адашев-
скому и Тарсису Ю.Л., доцентам Ю.В. Ромашову и А.С. Беломытцеву, 
студентам и аспирантам – коллегам по кафедре теоретической механики, 
принимавшим участие в разработке заданий и в проведении лаборатор-
ных практикумов на ПЭВМ на протяжении 1997-2007 г.г. 
Авторы благодарны профессорам Ольшанскому В.П. и Аврамо-
ву К.В. за рецензирование пособия, профессору Бреславскому Д.В., до-
центу Ромашову Ю.В. и канд. техн. наук Соболю В.Н за помощь в под-
боре примеров и участие в обсуждении текстов отдельных разделов, 
инженеру Грабовской И.Р. за создание компьютерной версии и графиче-
ского оформления работы. 
 












В пособии отражено современное состояние информатики как 
науки и информационной индустрии, которые базируются на примене-
нии компьютеров и зависят от возможностей сети Интернет. Развитие 
производства, бизнеса, образования и общества в целом ученые, полити-
ки, бизнесмены во многом связывают с широким использованием ин-
формационных ресурсов Интернет и нарастающими интеллектуальными 
возможностями вычислительных машин, особенно наиболее распро-
страненного их вида – персональными компьютерами IBM PC. 
Изучение принципов обработки информации и организации вы-
числений проведено в пособии на примерах рассмотрения проблем ме-
ханики, при этом решение задач доведено до получения результатов на 
ЭВМ путем использования программных разработок. С этой целью ин-
форматика представлена практикумом на ЭВМ, который может быть 
выполнен студентом самостоятельно в вузе или дома. 
Прошло немногим более 50 лет с момента появления первых 
электронных вычислительных машин – компьютеров. За это время сфера 
их применения охватила практически все области человеческой деятель-
ности. Сегодня невозможно представить себе эффективную организацию 
работы без применения компьютеров в таких областях, как планирова-
ние и управление производством, проектирование и разработку сложных 
технических устройств, издательскую деятельность, образование – сло-
вом, во всех областях, где возникает необходимость в обработке боль-
ших объемов информации. Однако наиболее важным по-прежнему оста-
ется использование компьютеров в том направлении, для которого они 
собственно и создавались, а именно, для решения больших задач, тре-
бующих выполнения громоздких объемов вычислений. Такие задачи 
возникли в середине прошлого века в связи с развитием атомной энерге-
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тики, авиастроения, ракетно-космических технологий и ряда других об-
ластей науки и техники. 
В пособии представлен вводный курс в технологии высокопро-
изводительных расчетов, исходя из того, что читатель является пользо-
вателем, занимающимся прикладным программированием, а не специа-
листом по компьютерным архитектурам. Авторам хотелось познакомить 
читателя с основными принципами работы вычислительных систем вы-
сокого уровня и особенностями программирования для них. Кроме того, 
эта часть дает возможность оценить трудоемкость такого программиро-
вания и осознать, требуется ли в действительности суперкомпьютер, а 
если требуется, то какой путь к получению конечного результата будет 
самым оптимальным. 
Для примера, в котором обоснована необходимость в парал-
лельных вычислительных системах, выбрана аналитическая наномеха-
ника – современная фундаментальная наука для нанотехнологий. Кроме 
того, дан обзор архитектур многопроцессорных вычислительных систем 
и средств их программирования. Здесь не обсуждаются сложные теоре-
тические вопросы параллельного программирования и наномеханики. 
Краткие сведения о ней включает введение в классическую наномехани-
ку, основанную на понятиях о потенциальных функциях энергии взаи-
модействия атомов, сохраняющих ограничения классической аналитиче-
ской механики. Рассматриваются также вопросы составления уравнений 
движения нанообъектов, схемы их интегрирования, в частности, вычис-
ления в узлах сеток и решеток. Коротко сообщается о нанотехнологиях, 
их научных основах и объектах, продуктах и инструментах, дальнейших 
перспективах развития. С появлением нанотехнологий круг задач, тре-
бующих для решения применения мощных вычислительных ресурсов, в 
настоящее время еще более расширился. Это связано с тем, что значи-
тельно возросли потребности в численном моделировании и численном 
эксперименте. Численное моделирование, заполняя промежуток между 
физическими экспериментами и аналитическими подходами, позволяет 
изучать явления, которые либо слишком сложны для исследования ана-
литическими методами, либо слишком дорогостоящи или опасны для 
экспериментального изучения. При этом численный эксперимент спо-
собствует значительному удешевлению процесса научного и технологи-
ческого поиска. Стало возможным в реальном времени моделировать 
процессы интенсивных физико-химических и ядерных реакций, гло-
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бальные атмосферные явления, процессы экономического и промыш-
ленного развития регионов и т.д. Очевидно, что решение таких мас-
штабных задач требует значительных вычислительных ресурсов. 
Стремительное развитие отраслей наук как фундаментальных, 
так и прикладных, использующих сложные реалистические (многомер-
ные, многопараметрические) математические модели или требующих 
громоздкой, но быстрой обработки информации, и технологический 
прогресс привели к тому, что значительно возросла потребность в при-
менении мощных вычислительных средств. К этим отраслям относятся: 
● квантовая физика: физика элементарных частиц, ядерная фи-
зика, квантовая теория поля; 
● статистическая физика; 
● физика молекул (исследование и предсказание молекулярных 
свойств материалов); 
● физика плазмы (моделирование поведения плазмы на ЭВМ); 
● квантовая химия (структура молекул и кристаллов, химиче-
ские реакции); 
● наука о Земле: физика атмосферы, метеорология, климатоло-
гия (предсказание погоды и изменения климата), геофизика (движение 
Земной коры и землетрясения), физика океана; 
● биология, экология (прогнозирование развития экосистем); 
● экономика и эконометрия: вычислительная экономика (новая 
развивающаяся наука о применении компьютерного моделирования к 
исследованию сложных, реалистичных моделей процессов, происходя-
щих в экономике); макроэкономика; теория массового обслуживания 
(например, моделирование развития транспортной системы страны, гру-
зопотоков и пассажиропотоков); теория оптимального управления; фи-
нансовая деятельность (моделирование рынка ценных бумаг, банковской 
деятельности); 
● социальные науки (моделирование демографической ситуации 
в стране, миграции, занятости населения, социального поведения); 
● математическая лингвистика (распознавание речи, анализ тек-
ста и автоматический перевод); 
● информатика (введение баз данных, распознавание образов, 
распределенные вычислительные системы); 
● механика сплошных сред: гидро- и газодинамика (корабле-, 
самолето-, турбостроение),  теория сопротивления материалов (устойчи- 
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вость конструкций, их нагрузочная способность); 
● баллистика (наведение баллистических снарядов, управление 
реактивным движением); 
● медицина; фармацевтика (моделирование лекарственных пре-
паратов); 
● промышленность, в том числе автомобиле- и авиастроение, 
нефте- и газодобыча, промышленный дизайн. 
Во всех вышеперечисленных отраслях часто возникают вычис-
лительные задачи и проблемы обработки информации, требующие 
больших затрат вычислительных ресурсов. Создание сети суперкомпью-
терных центров коллективного пользования может отчасти решить во-
прос доступа к ресурсам суперкомпьютеров. Следует иметь, однако, в 
виду, что эффективное использование суперкомпьютеров требует доста-
точно высокой квалификации пользователя-программиста. Программи-
рование на суперкомпьютере – это далеко не простая задача, и простой 
перенос программы на многопроцессорную вычислительную систему 
может не дать ожидаемого выигрыша в производительности программы. 
Может произойти и так, что в результате переноса программа будет ра-
ботать медленнее, чем на компьютере с традиционной архитектурой. 
В компьютерных технологиях применение компьютеров для 
вычислений всегда оставалось основным двигателем прогресса. Поэтому 
в качестве основной характеристики компьютера используют такой по-
казатель, как производительность – величина, показывающая, какое ко-
личество арифметических операций он может выполнить за единицу 
времени. Именно этот показатель с наибольшей очевидностью демонст-
рирует масштабы прогресса, достигнутого в компьютерных технологиях. 
Так, например, производительность одного из самых первых компьюте-
ров EDSAC составляла всего около 100 операций в секунду, тогда как 
пиковая производительность самого мощного на сегодняшний день су-
перкомпьютера Earth Simulator оценивается в 40 триллионов операций в 
секунду. Быстродействие увеличилось в 400 миллиардов раз. Невозмож-
но назвать другую сферу человеческой деятельности, где прогресс был 
бы столь очевиден и так велик. Примерно 1000-кратное увеличение про-
изводительности происходит за счет увеличения скорости работы элек-
тронных схем. Другой причиной роста быстродействия является макси-
мально широкое распараллеливание обработки данных. 
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Идея параллельной обработки данных, как мощного резерва 
увеличения производительности вычислительных аппаратов, была вы-
сказана Чарльзом Бэббиджем примерно за 100 лет до появления первого 
электронного компьютера. Однако уровень развития технологий середи-
ны XIX века не позволил ему реализовать свою идею. С появлением 
первых электронных компьютеров она неоднократно становилась от-
правной точкой при разработке самых передовых и производительных 
вычислительных систем. Без преувеличения можно сказать, что вся ис-
тория развития высокопроизводительных вычислительных систем – это 
история реализации идей параллельной обработки данных на том или 
ином этапе развития компьютерных технологий, естественно, в сочета-
нии с увеличением частоты работы электронных схем. 
Принципиально важными решениями в повышении производи-
тельности вычислительных систем были такие механизмы: введение 
конвейерной организации выполнения команд; включение в систему 
команд векторных операций, позволяющих одной командой обрабаты-
вать целые массивы данных; распределение вычислений на множество 
процессоров. Сочетание этих трех механизмов в архитектуре суперком-
пьютера Earth Simulator, состоящего из 5120 векторно-конвейерных про-
цессоров, и позволяет достигать рекордной производительности, которая 
в 20000 раз превышает производительность современных персональных 
компьютеров. Очевидно, что такие системы чрезвычайно дороги и изго-
тавливаются в единичных экземплярах. Сегодня в мире в промышлен-
ных масштабах производят широкое разнообразие компьютеров, кото-
рые с большой степенью условности можно разделить на четыре класса: 
персональные компьютеры (Personal Computer – PC), рабочие станции 
(WorkStation – WS), суперкомпьютеры (Supercomputer– SC) и кластер-
ные системы. 
Условность разделения, в первую очередь, связана со стреми-
тельным прогрессом в развитии микроэлектронных технологий. В по-
следние годы производительность компьютеров в каждом из классов за 
18 месяцев примерно удваивается (закон Мура). В связи с этим супер-
компьютеры начала 90-х годов зачастую уступают в производительности 
современным рабочим станциям, а персональные компьютеры начинают 
успешно конкурировать по производительности с рабочими станциями. 
Тем не менее, попытаемся каким-то образом произвести их классифика-
цию. 
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Под персональными компьютерами, как правило, подразуме-
вают однопроцессорные системы на платформе Intel или AMD, рабо-
тающие под управлением однопользовательских операционных систем 
(Microsoft Windows и др.). Применимы в основном как персональные 
рабочие места. 
Рабочие станции – это чаще всего компьютеры с RISC процес-
сорами, имеющими многопользовательские операционные системы, 
относящиеся к семейству ОС UNIX. Они содержат от одного до четырех 
процессоров, поддерживают удаленный доступ и могут обслуживать 
вычислительные потребности небольшой группы пользователей. 
Отличительной особенностью суперкомпьютеров являются, как 
правило, большие и чрезвычайно дорогие многопроцессорные системы. 
В большинстве случаев в них используют те же серийно выпускаемые 
процессоры, что и в рабочих станциях. Поэтому зачастую различие меж-
ду ними не столько качественное, сколько количественное. Например, 
можно говорить о 4-х процессорной рабочей станции фирмы SUN и о 
64-х процессорном суперкомпьютере фирмы SUN. Скорее всего, в том и 
другом случае применимы одни и те же микропроцессоры. 
В последние годы во всем мире широкое распространение полу-
чили кластерные системы – дешевая альтернатива суперкомпьютерам. 
Систему нужной производительности собирают из готовых серийно 
выпускаемых компьютеров, объединенных с помощью некоторого также 
серийно выпускаемого коммуникационного оборудования. 
Таким образом, многопроцессорные системы, которые ранее ас-
социировались в основном с суперкомпьютерами, в настоящее время во 
всем диапазоне производимых вычислительных систем, начиная от пер-
сональных компьютеров и заканчивая суперкомпьютерами, прочно ут-
вердились на базе векторно-конвейерных процессоров. Это обстоятель-
ство, с одной стороны, увеличивает доступность суперкомпьютерных 
технологий, а, с другой, – повышает актуальность их освоения, посколь-
ку для всех типов многопроцессорных систем требуется использование 
специальных технологий программирования для того, чтобы программа 
могла в полной мере использовать ресурсы высокопроизводительной 
вычислительной системы. Обычно этого достигают благодаря разделе-
нию программы с помощью того или иного механизма на параллельные 
ветви, каждая из которых выполняется на отдельном процессоре. 
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Суперкомпьютеры разрабатывают, в первую очередь, для того, 
чтобы с их помощью решать сложные задачи, требующие огромных 
объемов вычислений. При этом подразумевается, что может быть созда-
на единая программа, для выполнения которой будут задействованы все 
ресурсы суперкомпьютера. Однако не всегда такая единая программа 
может быть создана или целесообразна. В самом деле, для многопроцес-
сорной системы при разработке параллельной программы мало разбить 
ее на параллельные ветви. Для эффективного использования ресурсов 
необходимо обеспечить равномерную загрузку всех процессоров, а это, в 
свою очередь, означает, что все ветви программы должны выполнить 
примерно одинаковый объем вычислительной работы, но иногда этого 
можно и не достичь. Например, при решении некоторой параметриче-
ской задачи для разных значений параметров время поиска решения 
может значительно отличаться. В таких случаях, видимо, разумнее вы-
полнять независимо расчеты для каждого параметра с помощью обыч-
ной однопроцессорной программы. Но даже в таком простом случае 
могут потребоваться суперкомпьютерные ресурсы, поскольку время 
полного расчета на однопроцессорной системе может оказаться слишком 
длительным. Параллельное выполнение множества программ для раз-
личных значений параметров позволяет существенно ускорить решение 
задачи. Наконец, следует отметить, что для обслуживания вычислитель-
ных потребностей большой группы пользователей применение супер-
компьютеров всегда более эффективно, чем эквивалентного количества 
однопроцессорных рабочих станций, так как с помощью некоторой сис-
темы управления заданиями легче обеспечить равномерную и более эф-
фективную загрузку вычислительных ресурсов. 
В отличие от обычных многопользовательских систем для дос-
тижения максимальной скорости выполнения программ операционные 
системы суперкомпьютеров, как правило, не позволяют разделять ресур-
сы одного процессора между разными одновременно выполняющимися 
программами. Поэтому возможны, как два крайних варианта, следующие 
режимы использования n-процессорной системы: 
1) все ресурсы отдают для выполнения одной программы и то-
гда правомерно ожидать n-кратное ускорение ее работы по сравнению с 
однопроцессорной системой; 
2) одновременно выполняют n обычных однопроцессорных про-
грамм,  при этом пользователь вправе рассчитывать,  что на скорость 
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работы его программы не будут оказывать влияния другие программы. 
Из перечисленных четырех классов вычислительных систем 
достаточное распространение получили персональные компьютеры и 
технологии работы с ними. Компьютерный парк систем, относящихся к 
классу мультипроцессорных рабочих станций и особенно к классу су-
перкомпьютеров, чрезвычайно мал. Вследствие этого наметилось суще-
ственное отставание в подготовке специалистов в области программиро-
вания для таких систем, без которых, в свою очередь, невозможно эф-
фективное использование даже имеющегося компьютерного парка. 
В завершение остановимся на некоторых понятиях, используе-
мых в литературе по технологиям высокопроизводительных вычисле-
ний. 
Единицы измерения объема данных: 
байт – минимальная адресуемая единица информации, 
1 байт = 8 бит; 
килобайт, 1 Кб = 1024 байт; 
мегабайт, 1 Мб = 1024 Кб; 
гигабайт,  1 Гб  = 1024 Мб. 
Единицы измерения производительности современных вычис-
лительных систем: 
1 Mflops (мегафлопс) – 1 миллион операций/сек; 
1 Gflops (гигафлопс)  – 1 миллиард операций/сек; 
1 Tflops (терафлопс)  – 1 триллион операций/сек. 
Разработка эффективных программ для многопроцессорных 
систем, особенно с распределенной памятью, представляет собой доста-
точно трудную задачу. Решение ее значительно облегчают готовые па-
раллельные подпрограммы для решения стандартных задач численными 
методами. Как правило, библиотеки таких подпрограмм разрабатывают 
ведущие специалисты в области численных методов и параллельного 
программирования. Однако их использование не освобождает програм-
миста от необходимости четкого и ясного понимания принципов парал-
лельного программирования и само по себе далеко не тривиально. 
В список дополнительной литературы включены материалы на 
Интернет-ссылки библиотек параллельных подпрограмм. Он, конечно, 
не исчерпывает все имеющиеся в мире библиотеки. Выбор именно этих 
подпрограмм обусловлен их универсальностью и тем, что они реально 




1. ИНФОРМАЦИОННЫЕ ТЕХНОЛОГИИ 
И АНАЛИТИЧЕСКАЯ МЕХАНИКА 
 
1.1. Основные понятия информационных технологий 
 
Технология – это процесс переработки исходных материалов в 
продукцию, целенаправленно организуемый человеком с целью обеспе-
чения своих потребностей. 
Информация (informatio) – один из ценнейших ресурсов обще-
ства наряду с известными традиционными материальными видами ре-
сурсов, как нефть, газ, полезные ископаемые и др. С появлением элек-
тронно-вычислительной техники среди технологий появился их новый 
вид – информационные технологии, в которых «исходным материа-
лом» и «продукцией» является информация [1, 2]. 
Термином «информационная технология» (IT, Information 
Technology) обозначают любую технологию, при помощи которой соз-
дается, хранится, используется, обрабатывается и передается информа-
ция. По аналогии с процессами переработки материальных ресурсов к 
технологиям можно отнести и процессы переработки информации. При-
чем, не зависимо от вида носителя информации в информационной тех-
нологии главная роль отводится информации. 
Информационные технологии (ИТ) – это процессы, использую-
щие совокупность средств и методов сбора, обработки и передачи дан-
ных (первичной информации) для получения информации нового каче-
ства о состоянии объекта, процесса или явления (информационного про-
дукта). ИТ представляет собой процесс, состоящий из четко регламенти-
рованных правил выполнения операций, действий, этапов разной степе-
ни сложности над данными, хранящимися в компьютерах. 
Информационные технологии, по принятому ЮНЕСКО опреде-
лению, являются комплексом взаимосвязанных научных, технологиче-
ских, инженерных дисциплин, изучающих методы эффективной органи-
зации труда людей, занятых обработкой и хранением информации. В ИТ 
включают вычислительную технику, методы организации и взаимодей-
ствия компьютерных средств с людьми и производственным оборудова-
нием, их практические приложения, а также связанные со всем этим 
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социальные, экономические и культурные проблемы. ИТ требуют слож-
ной подготовки, больших первоначальных затрат и наукоемкой техники. 
Их введение должно начинаться с создания математического обеспече-
ния, формирования информационных потоков в системах подготовки 
специалистов. 
Переработка информации ИТ выполняется с целью анализа и 
принятия решения человеком для обеспечения своих потребностей. Чем 
шире используются компьютеры, тем выше их интеллектуальный уро-
вень, тем больше возникает видов ИТ, к которым относятся технологии 
планирования и управления, научных исследований и разработок, экспе-
риментов, проектирования, денежно-кассовых операций, криминалисти-
ки, медицины, образования и т.п. 
Многочисленным разновидностям конкретных ИТ присущи об-
щие атрибуты: носители информации, каналы связи, информационные 
контуры, сигналы информации, данные, сведения и т.д. Их описывают 
такими характеристиками, как надежность, эффективность, избыточ-
ность и др. 
Современные информационные технологии создают с использо-
ванием трех основных принципов, которые включает: 
■ интерактивность – диалоговый режим работы; 
■ интегрируемость – стыковка и взаимосвязь с различным про-
граммным обеспечением; 
■ гибкость – обеспечение процесса изменения, как данных, так 
и постановок задач. 
Современные ИТ обладают свойствами миниатюризации и мо-
бильности. Эти свойства обеспечиваются последними достижениями 
микроэлектроники и беспроводной связи, возможности которых чрезвы-
чайно велики. Развитие ИТ происходит с целью повышения потреби-
тельских свойств продукта и сопровождается тенденцией к интеграции и 
взаимопроникновению. Интенсивно развиваются технологии класса 
multimedia, соединяющие базовые черты разных ИТ и позволяющие 
немедленно предоставлять интересующую информацию с различной 
степенью детализации. 
В настоящее время имеются основания для утверждения о том, 
что произошло становление новой науки – науки об информационных 
технологиях – ИТ-науки или итологии. Основные черты итологии: 
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■ междисциплинарность, что характерно для общезначимых 
дисциплин аналогично математике и философии; 
■ эффективность, как метода познания, так и инструмента, 
усиливающего интеллектуальные возможности человека; 
■ фундаментальность для развития по существу всех областей 
знания и видов деятельности; 
■ целевая направленность на преображение человеческой прак-
тики и бытия; 
■ способность проникновения во все аспекты жизни и деятель-
ности человека. 
Основными видами информационных технологий являются: 
● Internet-технологии (сетевые); 
● компьютерные технологии (аппаратные средства, программ-
ное обеспечение). 
Носители информации. Исторически первым носителем чело-
веческой информации и знаний была речь, представлявшая изначально 
кодированные звуки для координации действий в человеческом сообще-
стве. Затем появились следующие носители: наскальное письмо камен-
ного века; пиктограммы бронзового века («иконы»); иероглифическое 
письмо, сохраненное, например, в Китае, до наших дней; обычное пись-
мо – конкатенация букв алфавита в слоги («слоговое письмо») и т.д. 
Объединение систем, процессов, связанных с понятиями «ин-
формация» и «управление» привело к появлению в 40-е годы ХХ века 
новой дисциплины – «кибернетики», науки об управлении в живых ор-
ганизмах и автоматах, изучающей информационные процессы в орга-
низмах и машинах (автоматах). 
Кибернетика явилась одной из важных предпосылок появления 
и развития информатики. В последнее время, кибернетика, очевидно, 
понемногу «поглощается» информатикой. Но при этом информатика не 
зачеркивает кибернетику, которая теперь может развиваться и далее, 
используя результаты, методы и технологии информатики. 
Информационные системы – ИС. ИС – это организационно-
упорядоченная взаимосвязанная совокупность средств и методов ИТ, 
используемых для хранения, обработки и выдачи информации, в интере-
сах достижения поставленной цели. ЭВМ и средства связи применяются 
в качестве основных технических средств переработки информации, 
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реализующих информационные процессы и выдачу данных, необходи-
мых в процессе принятия решений задач в любой области. ИС – это сре-
да, составляющими элементами которой являются компьютеры, компь-
ютерные сети, программные продукты, базы данных (БД), люди, различ-
ного рода технические и программные средства связи и т.д. Хотя сама 
идея ИС и некоторые принципы их организации возникли задолго до 
появления компьютеров, компьютеризация повысила эффективность ИС 
в десятки и сотни раз, расширила сферы их применения. 
ИТ может существовать и вне сферы ИС. Реализация функций 
ИС невозможна без знания ориентированной на нее ИТ. Таким образом, 
ИТ является более емким понятием, отражающим современное пред-
ставление о процессах преобразования информации в информационном 
обществе. ИС могут очень значительно отличаться в зависимости от 
конкретной области применения по своим функциям, архитектуре, реа-
лизации. 
Подлинная информационная революция связана, прежде всего, с 
созданием ЭВМ в конце 40-х годов. С этого же времени исчисляется эра 
развития ИТ, материальное ядро которых образует микроэлектроника. 
Она формирует элементную базу всех современных средств приема, 
передачи и обработки информации, систем управления и связи. Сама 
микроэлектроника возникла первоначально именно как технология – в 
едином кристаллическом устройстве оказалось возможным сформиро-
вать все основные элементы электронных схем. 
 
1.2. Компьютерные технологии 
 
Компьютеры первого поколения создавались именно как элек-
тронные вычислительные машины для автоматизации сложнейших вы-
числений оборонного и научного характера. Вместе с ними появились 
первые профессиональные программисты и первые теоретические рабо-
ты по математической лингвистике, теории искусственного интеллекта и 
теоретическому программированию. Бурное развитие получила вычис-
лительная и дискретная математика, образующая математическую базу 
информатики и вычислительных наук. 
Компьютеры второго поколения создавались в качестве универ-
сальных вычислительных машин, предназначенных для решения задач 
обработки и накопления информации с использованием устройств ввода 
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и вывода. Их стали использовать для решения различных научных, эко-
номических, оборонных и инженерных задач. Для этих машин были 
созданы первые операционные и диалоговые системы, а также системы 
программирования. В этот же период программирование определилось 
как профессия, появились первые языки программирования и первые 
инструментальные программы – компиляторы и интерпретаторы для 
ЭВМ. 
Третье поколение компьютеров – первые серийные вычисли-
тельные машины для автоматизации обработки и накопления информа-
ции. Для них был создан целый спектр устройств ввода, вывода и накоп-
ления информации. С помощью этих машин создавались первые экспе-
риментальные вычислительные системы и сети. Компьютеры третьего 
поколения стали широко использоваться в качестве технической базы 
для самых различных автоматизированных систем: бухгалтерских и бан-
ковских систем, банков данных, систем автоматизации проектирования и 
производства. В это время появились первые администраторы баз дан-
ных и информационные службы по эксплуатации автоматизированных 
систем. 
Четвертое поколение – это компьютеры, создаваемые на базе 
серийных микропроцессоров. С этого поколения ЭВМ началось массо-
вое производство и распространение персональных компьютеров (ПК) 
которые могут устанавливаться на любом рабочем столе: дома, в учеб-
ном классе или в офисе. ПК широко используются для написания писем, 
книг и отчетов, составления бухгалтерской документации и экономиче-
ских расчетов, проведения научных и маркетинговых исследований, 
сочинения стихов и музыки, переписки с коллегами и друзьями, учебы и 
игр. Современные ПК, прежде всего, открывают возможность выхода в 
сеть Интернет и оперативного поиска, получения различной информа-
ции в форме электронной почты, электронных журналов, газет и библио-
тек из самых различных стран и регионов, электронной коммерции –
покупок и продаж по всему миру. 
В серии ЭВМ четвертого поколения применяют и более мощные 
компьютеры, получившие название серверов – вычислительных машин с 
большим объемом памяти, используемых для постоянного хранения 
информации. Именно такие серверы получили распространение в каче-
стве узлов связи в вычислительных системах и сети Интернет. 
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В континентальной Европе первый компьютер был создан в Ук-
раине. В первом поколении компьютеров были использованы вакуумные 
лампы, на смену которым пришли транзисторы, меньшие по размерам и 
более эффективные. 
Современный компьютер представляет собой набор электрон-
ных переключателей, которые используются как для представления в 
двоичном коде (в виде двоичных единиц – битов), так и для управления 
обработкой информации. Они могут находиться в двух состояниях: 
«включено» и «выключено», что позволяет им сохранять двоичную ин-
формацию. В 1948 году транзистор был изобретен в Bell Laboratories 
инженерами Джоном Бардином, Уолтером Браттейном и Уильямом 
Шокли. Потребляемая транзисторами мощность незначительна, постро-
енные на их основе компьютеры имели гораздо меньшие размеры и от-
личались более высоким быстродействием и эффективностью. Появле-
ние транзистора послужило началом миниатюризации компьютеров, эта 
тенденция сохраняется и в настоящее время. 
В 1973 году были разработаны первые микропроцессорные ком-
плекты на основе микропроцессора 8008. В конце 1973 года Intel выпус-
тила микропроцессор 8080, быстродействие которого было в десять раз 
выше, чем у 8008, и который адресовал память объемом до 64 Кбайт. 
Созданный в 1975 году комплект Altair фирмы MITS можно 
считать персональным компьютером. Комплект состоял из процессора 
8080, блока питания, лицевой панели с индикаторами и запоминающим 
устройством емкостью 256 байт. Этот ПК был построен по схеме с от-
крытой шиной (разъемами), что позволяло другим фирмам разрабаты-
вать дополнительные платы и периферийное оборудование. Появление 
нового процессора стимулировало разработку различного программного 
обеспечения, включая операционную систему СР/М (Control Program for 
Microprocessors) и первый язык программирования – BASIC (Beginners 
All-purpose Simbolic Instruction Code) фирмы Microsoft. 
В этом же году IBM впервые выпустила то, что можно было бы 
назвать ПК. Модель 5100 имела память емкостью 16 Кбайт, встроенный 
дисплей на 16 строк по 64 символа, интерпретатор языка BASIC и кас-
сетный накопитель DC-300. До появления известного сейчас IBM РС 
(модель 5150) были разработаны модели 5110 и 5120. IBM РС был боль-
ше похож на модель System/23 DataMaster, выпущенную в 1980 году для 
применения в офисах. 
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В 1976 году фирма Apple Computers вышла на рынок с компью-
тером Apple II. Его системная плата была привинчена к куску фанеры, а 
корпуса и блока питания не было вообще. Появившийся в 1977 году 
компьютер Apple II стал прообразом большинства последующих моде-
лей, включая и IBM РС. 
К 1980 году на рынке микрокомпьютеров доминировали две ба-
зовые модели компьютерных систем. Это был Apple II и несколько дру-
гих моделей, происходивших от комплекта Altair. Эти компьютеры были 
совместимы друг с другим, имели одну операционную систему (СР/М) и 
стандартные разъемы расширения с шиной S-100 (по 100 контактов на 
разъем). Однако они не были совместимы ни с одним из двух основных 
современных стандартов ПК – ни с IBM, ни с Mac. B конце 1980 года 
для разработки нового компьютера фирма IBM основала в городе Бока-
Ратон (штат Флорида) отделение Entry Systems Division. Небольшую 
группу из 12 человек возглавил Дон Эстридж, а главным конструктором 
был Левис Эггебрехт (Lewis Eggebrecht). Именно эта группа и разрабо-
тала первый настоящий IBM РС. 
Многое в конструкции IBM РС было заимствовано от 
DataMaster. Так, например, скопированы раскладка и электрическая схе-
ма клавиатуры, правда, в IBM РС дисплей и клавиатура были автоном-
ны, в отличие от DataMaster, где они объединялись в одно устройство. 
Были заимствованы и некоторые другие компоненты, включая систем-
ную шину (разъемы ввода-вывода), причем использовались не только те 
же самые 62-контактные разъемы, но и разводка контактов. В IBM РС 
применялись те же контроллеры прерываний и прямого доступа к памя-
ти, что и в DataMaster. При этом платы расширения, разработанные для 
DataMaster, можно было использовать и в IBM РС. Однако в DataMaster 
применен процессор 8085 фирмы Intel, который мог адресовать 64 Кбай-
та памяти, имел 8-разрядные внутреннюю и внешнюю шины данных. 
Из-за этих ограничений в IBM РС использовался процессор 8088, кото-
рый имел адресное пространство 1 Мбайт, 16-разрядную внутреннюю 
шину данных, но внешняя шина данных была 8-разрядной. 
IBM создала компьютер менее, чем за год, максимально внедрив 
в него имевшиеся разработки и компоненты других производителей. 
Языки программирования и операционную систему для IBM РС разраба-
тывала фирма Microsoft. 
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С рождением IBM РС 12 августа 1981 года в мире микрокомпь-
ютерной индустрии появился новый стандарт. Современный РС является 
простым и одновременно сложным компьютером по сравнению со свои-
ми предшественниками, так как многие его компоненты, применяемые 
для сборки системы, были интегрированы с другими компонентами, и 
поэтому количество элементов уменьшилось. Он стал сложнее, так как 
каждая часть современной системы выполняет намного больше функ-
ций, чем те же части в более старых системах. 
Работа ЭВМ основана на использовании программ. Программы 
для ЭВМ – это форма представления данных и команд, предназначенных 
для получения определенных результатов или способа функционирова-
ния ЭВМ. Совокупность программ для данного типа ЭВМ определяет 
все многообразие их применения. В персональных компьютерах наибо-
лее часто используют редакторы текстов, базы данных, информацион-
ные системы, электронные таблицы, системы программирования и т.п. 
Главной среди программ является операционная система, которая посто-
янно хранится в долговременной памяти компьютера. Работа ПК начи-
нается с загрузки операционной системы, а все остальные программы 
запускаются с помощью операционной системы. 
Операционная система – это главная программа, управляющая 
работой компьютера в целом. В ПК типа IBM PC используются в основ-
ном операционные системы MS DOS и Windows, в Macintosh –
операционная система OS/7. 
Операционная система MS DOS – простая операционная систе-
ма, используемая на всех моделях IBM PC младшего поколения, но мо-
жет применяться на старших моделях компьютеров этого же типа. Опе-
рационная система Windows – современная операционная система для 
старших моделей IBM PC, которая может использоваться только в ком-
пьютерах с оперативной памятью более 2 Мбайт и памятью на жестких 
дисках не менее 80 Мбайт. 
В персональных компьютерах IBM PC находит применение не-
сколько версий операционной системы Windows, созданных всемирно 
известной фирмой Microsoft: Windows 3.1, Windows-95, Windows-98, 
Windows-2000, Windows-XP, которые отличаются своими функциями и 
возможностями. 
Основными объектами во всех операционных системах на ЭВМ 
являются файлы, программы и каталоги. Все программы представлены 
отдельными файлами или наборами файлов, хранящихся в определенном 
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каталоге. Файлы – это последовательность записей на машинных носи-
телях: магнитных или оптических дисках, магнитных или перфолентах и 
т.п. Все данные и программы на ЭВМ записывают в виде файлов или 
наборов файлов, которым присваивают уникальные имена. 
Совокупности файлов в памяти ЭВМ объединяют в каталоги и 
подкаталоги. Каждый каталог также имеет свое уникальное имя. Имя 
подкаталога образуется из его собственного имени и имени каталога, в 
котором он находится. Имена каталогов – оглавлений, записывают боль-
шими (прописными) буквами, а имена файлов – малыми строчными бук-
вами. 
В операционных системах MS DOS и Windows имена файлов 
образуют из латинских букв и цифр с добавлением трехбуквенных окон-
чаний после точки. Эти окончания соответствуют следующему: *.ехе – 
программа, готовая к выполнению; *.com – программа, готовая к выпол-
нению; *.bat – командный файл операционной системы; *.txt – тексто-
вый файл; *.doc – текстовый файл. 
Работа с любыми операционными системами представляет со-
бой в основном работу над каталогами файлов и программ, размещен-
ными на магнитных и оптических дисках, и заключается в просмотре 
каталогов и подкаталогов, копировании файлов и запуске тех или иных 
программ. В любой современной операционной системе работа с ЭВМ 
происходит в основном с помощью менеджеров программ и файлов и 
позволяет человеку в диалоге с компьютером просматривать каталоги 
программ и файлов во внешней памяти. Подготовка и редактирование 
текстов – одно из наиболее частых применений ПК, простота и удобство 
которых привели к тому, что для подобных работ практически перестали 
использовать пишущие машинки. 
Редакторы текстов на ЭВМ – это специальные программы, 
позволяющие вводить, искать, редактировать и сохранять различные 
тексты на ЭВМ, вплоть до научных отчетов и литературных произве-
дений, а также личных и служебных архивов. Редакторы текстов наибо-
лее удобны, как средство для подготовки различного рода документов и 
создания архивов на ЭВМ. Ведение такого рода архивов составляет ос-
нову работы большого круга специалистов: бизнесменов, юристов, писа-
телей, ученых, журналистов, инженеров, секретарей, референтов. 
Документом на ПК считается информация, зафиксированная на 
материальном носителе, который имеет реквизиты, позволяющие его 
идентифицировать. К числу реквизитов документа относят фамилию 
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автора (исполнителя) и дату его создания (подписания), а также входя-
щую или исходящую регистрацию при размещении его в архивах. 
В IBM PC наибольшее распространение получили редакторы 
текстов Word и Лексикон. Word – лучший редактор для операционной 
системы Windows. Лексикон – один из лучших отечественных редакто-
ров текстов для ПК с операционной системой MS DOS. 
Создание и развитие языка Си (C). Язык Си (C) был создан в 
начале 70-х годов Дэннисом Ритчи, который работал в компании Bell 
Telephone Laboratories. Родословная этого языка берет начало от языка 
Алгол и включает в себя Паскаль и ПЛ/I. Он был разработан для про-
граммирования в новой по тем временам операционной системе Unix, 
написанной на языке ассемблера для ЭВМ PDP-7 и перенесенной затем 
на PDP-11. Значительное влияние на язык Си (C) оказал его предшест-
венник, язык Би, созданный Кэном Томпсоном, который, в свою оче-
редь, является последователем языка BCPL. Последний был создан в 
1969 году Мартином Ричардсом в рамках проекта «Комбинированный 
язык программирования» в Кэмбриджском университете Лондона. Вско-
ре система Unix была переписана на языке Си (C), и в 1974-1975 г.г. OC 
Unix фирмы Bell Laboratories стала первым коммерческим продуктом, 
реализующим идею о том, что операционная система может быть ус-
пешно написана на языке высокого уровня, если этот язык является дос-
таточно мощным и гибким.  
В 1978 году Брайан Керниган и Дэннис Ритчи написали книгу 
«Язык программирования Си (C)» (издательство Prentice-Hаll). Эта рабо-
та, которая в своем кругу называлась «белой книгой» и «K & R» в ос-
тальном мире, стала стандартом описания языка Си (C). На момент соз-
дания «K & R» существовали компиляторы языка Си (C) для ЭВМ PDP-
11, Interdata 8/32, Honeywell 6000 и IBM 370. В дальнейшем список был 
продолжен. 
Компиляторы языка Си (C). В конце 70-х прошлого столетия 
начали появляться трансляторы Си (C) для микро-ЭВМ на процессорах 
8080 и Z80 с операционной системой СР/M. Скотт Газери и Джим Гиб-
сон разработали и пустили в продажу Тiny-C («Крошечный Си (C)») – 
интерпретатор, основанный на подмножестве языка Си (C). Его интерак-
тивная среда программирования очень похожа на ту, что имеет чрезвы-
чайно популярный транслятор Basic фирмы Microsoft. В 1980 году Рон 
Кэйн создал свой компилятор Small-C («Малый Си (C)») для ОС СР/М и 
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микропроцессора 8080. Компилятор Small-C, основанный на подмноже-
стве языка Си (C), был написан на самом Small-C. Проблема «курицы и 
яйца» была решена, когда Р.Кэйн предложил 1-ю версию компилятора 
на основе интерпретатора Тiny-C. Затем Small-C методом раскрутки соз-
дал самого себя, когда автор вместе с другими, используя ранние версии 
компилятора, сделал его более совершенным. Small-C компилирует ис-
ходный модуль на языке Си (C) в модуль на языке ассемблера процессо-
ра 8080. Следует отметить, что Р.Кэйн предоставил свой компилятор и 
его исходный текст в общественную собственность.  
Примерно в это же время Лео Золман предложил компилятор 
BDS-C для СР/М, также основанный на подмножестве языка Си (C). 
Достоинствами компилятора были высокая скорость и возможность со-
вместной компоновки перемещаемых объектных модулей в загрузочном 
модуле. Вскоре после BDS-C созданы компиляторы, предназначенные 
для СР/М и основанные на полном множестве языка Си (C). Это дало 
импульс развитию программирования на Си (C) для микро-ЭВМ. В 1981 
году, в связи с созданием IBM PC, в мире микро-ЭВМ сделан значитель-
ный скачок вперед. 
После появления IBM PC стали появляться и компиляторы 
Си (C) для этих ПЭВМ. Одни компиляторы получены путем преобразо-
вания соответствующих компиляторов для процессора 8080, другие –
разработаны специально для IBM PC. В настоящее время на рынке пред-
ставлено, по меньшей мере, 17 компиляторов языка Си (C) для IBM PC. 
В 1983 году Американский Институт Стандартов (ANSI) сформировал 
Технический Комитет, устав которого предусматривает создание стан-
дарта языка Си (C). Стандартизация распространяется не только на язык, 
но и на программную среду компилятора, а также на библиотеку стан-
дартных функций. В работе комитета участвуют представители основ-
ных фирм – поставщиков компиляторов Си (C), в том числе и для IBM 
PC, а также многие другие светила из мира программирования на языке 
Си (C). Усилия комитета привлекли внимание средств массовой инфор-
мации. Предложенный стандарт был опубликован, для того чтобы все 
заинтересованные стороны могли ознакомиться с ним и внести свои 
предложения. (Сомнительно, что выдающийся программист заинтересу-
ется языком, который создан комитетом, но, по-видимому, комитет де-
лает хорошее дело, совершенствуя язык, созданный выдающимся про-
граммистом). Поскольку большинство поставщиков компиляторов для 
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IBM PC участвуют в работе комитета, разрабатываемые ими новые вер-
сии компиляторов будут вписываться в рамки этого стандарта. (Турбо 
Си (C), один из последних компиляторов для IBM PC, подчиняется 
большинству требований стандарта на язык и библиотеку). 
Особенности языка Си (C). Си (C) является языком функций, 
типов данных, операторов присваивания и управления последовательно-
стью вычислений. Программируя на Си (C), можно осуществить обра-
щение к функциям, и большинство функций возвращают некоторые зна-
чения. Значение, возвращаемое функцией, будь то значение переменной 
или константа, может использоваться в операторе присваивания, кото-
рый изменяет значение другой переменной. После дополнения операто-
рами управления последовательностью вычислений (while, for, do, 
switch) Си (C) превращается в язык высокого уровня, способствующий 
хорошему стилю программирования. Он имеет небольшой набор типов 
данных: целые числа, числа с плавающей запятой, битовые поля и пере-
числяемый тип. В языке Си (C) можно описать переменную типа «указа-
тель», которая связывается с объектом, принадлежащим любому типу 
данных. Адресная арифметика языка Си (C) является чувствительной к 
типу данных того объекта, с которым связан используемый указатель. 
Разрешены также указатели к функциям. Можно расширить список ти-
пов данных путем создания структур с иерархической зависимостью 
входящих в него типов данных. Каждый тип данных может принадле-
жать либо к основному типу, либо к ранее описанному структурному 
типу. Объединения напоминают структуры, но определяют различные 
виды иерархических зависимостей, в которых данные разных типов рас-
полагаются в памяти. 
Допустимо описание массивов данных различных типов, вклю-
чая структуры и объединения. Массивы могут быть многомерными. 
Функции Си (C) являются рекурсивными по умолчанию. Можно, правда, 
создать функцию, которая не будет рекурсивной, но сам язык по своей 
природе стремится поддерживать рекурсивность и требует минимальных 
усилий при программировании рекурсий. 
Программа функции на языке Си (C) разбивается на блоки, в 
каждом из которых могут быть определены свои собственные локальные 
переменные. Блоки можно выбирать для исполнения по результату вы-
полнения оператора управления последовательностью вычислений, их 
можно вкладывать друг в друга. Переменные и функции могут быть 
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глобальными для программы, глобальными для исходного модуля или 
локальными для блока, в котором они описаны. Локальные переменные 
могут быть описаны таким образом, что они будут сохранять свои зна-
чения при всех обращениях внутри данного блока (статические пере-
менные) или же будут восприниматься как новые объекты при каждом 
обращении (автоматические переменные). 
Модульный принцип создания программ на Си (C). Си (C) по-
зволяет создавать программу в виде нескольких исходных модулей, ко-
торые будут транслироваться независимо. Перемещаемые объектные 
модули, соответствующие исходным модулям, компонуются в единый 
загрузочный модуль. Эта особенность позволяет компилятору поддер-
живать объектные библиотеки многократно используемых функций и 
создавать большие программы из множества небольших исходных мо-
дулей. 
В языке Си (C) нет операторов ввода/вывода, весь ввод/вывод 
выполняется с помощью функций. Вследствие такой особенности языка 
Си (C) разработана стандартная библиотека функций. Существование 
этого стандарта и составляет главную привлекательность языка Си (C), 
ибо делает программы на Си (C) переносимыми. 
Графический пакет AUTOCAD – универсальная векторная 
графическая система, в основу которой положен принцип открытой ар-
хитектуры, позволяющий адаптировать и развивать многие функции. В 
разных версиях AutoCAD реализованы практически все возможности 
графического интерфейса пользователя, характерные для ОС Windows. В 
более поздних версиях получена возможность применять все функции 
AutoCAD с помощью графических экранных средств. 
AutoCAD используется для изготовления технологических схем 
и диаграмм, графического представления функций и изготовления чер-
тежей для машиностроительных, химических электронных, строитель-
ных и других предприятий. Поздние версии AutoCAD хорошо сочетает-
ся с другими пакетами, например, AutoDesk-3D Studio, AutoDesk 
Animator, позволяют создавать собственные меню для автоматизации 
часто выполняемых действий, пакетные файлы для автоматизации вы-
полнения длинных последовательностей команд, собственные шрифты, 
типы линий, образцы штриховок, рисунки-прототипы. 
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AutoCAD обеспечивает возможность использования DXF и JGS-
файлов для передачи данных из рисунков в другие программы и наобо-
рот, создания файлов-слайдов с рисунками для включения в документы 
иных OC типа «настольной типографии», выполнение внешних команд 
во время редактирования рисунков, а также АВТОЛИСП для расчётов и 
автоматизации часто повторяющихся действий. AutoCAD совместим с 
предыдущими его версиями, позволяет обращаться к рисункам, слайдам 
и .dxf-файлам, созданным значительно раньше. Но все изображения, 
отредактированные AutoCAD, могут быть применены только в более 
ранних версиях. При обновлении рисунок сохраняется в старом формате, 
но его расширение меняется с .dwg на .old. 
Одной из важнейших задач, стоящих перед обществом, является 
создание, внедрение и реализация новых методов управления производ-
ством товаров и услуг. В этом плане особый интерес представляют ин-
формационные технологии (ИТ) и системы, которые основываются на 
компьютеризации и информатизации производства. С некоторым опо-
зданием, по сравнению с Западом, в Украине начинают понимать всю 
важность комплексного подхода в автоматизации бизнес-процессов 
предприятий и организаций. В последнее время увеличивается интерес к 
ИТ, которые неразрывно связаны с понятием информационной системы 
корпоративного уровня и способны обеспечить эффективное управление 
предприятиями, объединениями, корпорациями, холдингами и т.д. На 
собственном опыте и благодаря множеству публикаций в прессе многие 
менеджеры осознали, что эффективность автоматизации, в первую оче-
редь, зависит от того, насколько широко она охватывает все сферы дея-




Неотъемлемой чертой современных корпоративных информа-
ционных систем (КИС) стало применение Internet-технологий. Исполь-
зование Internet / Internet-технологий в качестве базиса для построения 
КИС открывает новые возможности. Основной проблемой реализации 
подобной стратегии в рамках КИС является тот факт, что большинство 
данных, с которыми работает информационная система, относится к 
операционной деятельности в узких рамках самой компании, а накопле-
ние и анализ всесторонних данных о круге потребителей представляет 
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собой задачу, выходящую из этих рамок. Учитывая указанный факт, 
необходимо при выборе составляющих КИС отдавать предпочтение 
программам, которые поддерживают полноценную работу из обычного 
браузера, т.е. фактически имеют специальное серверное программное 
обеспечение, для функционирования данного клиента. Такое техниче-
ское решение позволяет использовать стандартные хранилища данных 
из локальных, корпоративных и глобальных сетей, не требуя существен-
ных затрат на дополнительное администрирование и поддержание цело-
стности, надежности и безопасности хранения данных. 
Использование Internet-технологий позволяет организовать в се-
ти Internet полнофункциональное виртуальное представительство, т.е. 
полный спектр информационной поддержки всех поставщиков, дист-
рибьюторов и потребителей продукции компании. Таким образом, осу-
ществляется функция полной обратной связи по всему жизненному цик-
лу изделий – управление сбытом/поставкой. Дистрибьюторы и потреби-
тели продукции могут напрямую заказывать продукцию через Internet. 
При этом заказ, после его ввода и подтверждения, является документом 
в КИС и становится в очередь на обработку. Заказчик в любое время 
может контролировать этапы выполнения заказа, вплоть до отгрузки. 
Поставщики сырья и материалов, могут незамедлительно информиро-
вать КИС о переносах сроков поставки тех или иных комплектующих, 
для того чтобы система успела переформировать производственный 
план и (или) запустить в работу имеющиеся запасы комплектующих. 
Поддержка продукции на протяжении всего жизненного цикла 
осуществляется через сервер виртуального представительства. Потреби-
тели продукции могут получать любую техническую и информационную 
поддержку, заполнять заказы на гарантийное и постгарантийное обслу-
живание, вносить предложения и замечания, участвовать в дискуссиях, 
касающихся обсуждения тех или иных изделий. Кроме того, может быть 
организована оперативная «горячая» линия поддержки всех потребите-
лей, как по электронной почте, так и online. На основании анализа пред-
ложений и материалов дискуссии оперативно могут быть сделаны выво-
ды о выпуске новых видов продукции или смене конфигурации сущест-
вующих, может осуществляться налаживание тесного взаимодействия с 
сетью распределения, контроль всей цепочки поставок. 
Одним из самых тривиальных и действенных методов конку-
рентной борьбы является снижение конечной цены продукции за счет 
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снижения различных элементов спектра затрат, влияющих на ее себе-
стоимость. Однако, если предприятие даже и добилось существенного 
уменьшения затрат, очень часто случается, что до конечного потребите-
ля продукция доходит по прежней цене, а весь выигрыш в рентабельно-
сти распределяется замысловатым образом по цепочке распределения. 
Тем самым, обороты предприятия-изготовителя не растут, а адекватной 
информации о том, почему это происходит, у руководства нет. Исходя из 
этого, очень важно налаживать регулярный обмен информацией между 
всеми участниками логистической цепочки, чтобы четко представлять 
все ее элементы, вызывающие дополнительное ценообразование. С по-
мощью виртуальных представительств может быть налажен оператив-
ный мониторинг движения товара по всей цепочке поставок и проанали-
зирована эффективность данного канала распределения в целом. 
Применения Internet-технологий требует обеспечения информа-
ционной безопасности. Для предотвращения несанкционированного 
доступа к документам встроенных средств недостаточно. Поэтому в 
состав КИС обязательно должны войти специальные программно-
аппаратные средства защиты. Они, в частности, позволяют шифровать 
данные, поддерживают электронную цифровую подпись и могут прово-
дить на ее основе аутентификацию пользователей. Все это обеспечивает 
достоверность и целостность информации внутри КИС. Эффективность 
программных средств защиты может быть существенно повышена за 
счет применения аппаратных и биометрических средств: аппаратных 
ключей, смарт-карт, устройств распознавания отпечатков пальцев, сет-
чатки глаза, голоса, лица, оцифрованной подписи. В дополнение к ним 
на стыке сегментов локальных сетей и Internet желательна установка 
брандмауэров – средств контроля за внешними (входящими и исходя-
щими) соединениями, позволяющими отслеживать передачу информа-
ции практически всех известных на сегодняшний день протоколов 
Internet. 
Экспертные интеллектуальные ИС. Использование ИТ в раз-
личных сферах человеческой деятельности сдерживается экспоненци-
альным ростом объемов информации и необходимостью оперативно 
реагировать в любых ситуациях, что требует поиска эффективных путей 
решения возникающих проблем. Эффективнейшим из них является путь 
интеллектуализации ИТ. Под интеллектуальными информационными 
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технологиями обычно понимают такие ИТ, в которых предусмотрены 
следующие возможности: 
– наличие баз знаний, отражающих опыт конкретных людей, 
групп, обществ, человечества в целом и направленные на решение твор-
ческих задач в выделенных сферах деятельности, традиционно считав-
шихся прерогативой интеллекта человека. К таким, например, относятся 
плохо формализуемые задачи типа принятия решений, проектирования, 
извлечения смысла, объяснения, обучения и т.п.;  
– существование моделей мышления на основе баз знаний: пра-
вил и логических выводов; аргументации и рассуждений; распознавания 
и классификации ситуаций; обобщения и понимания и т.д.;  
– умение формировать вполне четкие решения на основе нечет-
ких, нестрогих, неполных, недостаточно определенных данных; 
– способность объяснять выводы и решения, т.е. наличие меха-
низма объяснений;  
– обучение и переобучения, а, следовательно, дальнейшее раз-
витие. 
Уникальная особенность интеллектуальных информационных 
технологий (ИИТ) – их «универсальность». Они практически не имеют 
ограничений по применению, например, в таких областях, как управле-
ние, проектирование, машинный перевод, диагностика, распознавание 
образов, синтез речи. Важность ИТТ, и, прежде всего, экспертных сис-
тем и нейронных сетей, состоит в том, что данные технологии сущест-
венно расширяют круг практически значимых задач, которые можно 
решать на компьютерах, а их решение приносит значительный экономи-
ческий эффект. В то же время технология экспертных систем является 
важнейшим средством в решении глобальных проблем традиционного 
программирования. Это длительность и, следовательно, высокая стои-
мость разработки приложений; высокая стоимость сопровождения слож-
ных систем; повторная используемость программ. Кроме того, объеди-
нение технологий экспертных систем и нейронных сетей с технологией 
традиционного программирования добавляет новые качества к коммер-
ческим продуктам за счет обеспечения динамической модификации при-
ложений пользователем, а не программистом, большей «прозрачности» 
приложения. Например, знания хранятся на ограниченном естественном 
языке, что не требует комментариев к ним, упрощая обучение и сопро-
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вождение, лучших графических средств, пользовательского интерфейса 
и взаимодействия. 
Применение ИИТ. Широкое применение также находят ИИТ 
для распределенного решения сложных задач, совместного проектиро-
вания изделий, построения виртуальных предприятий, моделирования 
больших производственных систем и электронной торговли, электрон-
ной разработки сложных компьютерных систем, управления системами 
знаний и информации. Еще одно эффективное применение – поиск, 
структуризация и доставка заказчику информации из Internet и других 
глобальных сетей. 
Актуальной задачей в информационном плане для крупных со-
временных предприятий на сегодняшний день является обеспечение 
надежного управления всем объемом разнородных данных, которые 
порождаются, хранятся и используются в различных информационных 
системах, существующих на предприятиях и связанных с информацион-
ной поддержкой продукции в течение ее жизненного цикла (ЖЦ). Ради-
кальным средством решения информационной интеграции процессов, 
протекающих в ходе ЖЦ продукции, являются информационные техно-
логии, получившие название CALS. Это методология поддержки ЖЦ 
ИС. Позже они были реализованы в виде соответствующих CALS-
технологий. 
CALS-технологии – инструмент организации и информацион-
ной поддержки всех участников создания, производства и пользования 
продуктом. Целью применения CALS-технологии является повышение 
эффективности деятельности за счет: ускорения процессов исследования 
и разработки продукции; придания изделию новых свойств; сокращения 
издержек в процессе производства и эксплуатации продукции; повыше-
ния уровня сервиса в течении ее эксплуатации и технического обслужи-
вания. 
Во многих промышленно развитых странах CALS-технологии 
рассматривают как стратегию выживания в рыночной среде, позволяю-
щую расширить области деятельности предприятий (рынки сбыта) за 
счет кооперации с другими предприятиями, которая обеспечивает стан-
дартизацию представления информации на разных стадиях и этапах ЖЦ. 
Новые возможности информационного взаимодействия позволяют стро-
ить кооперацию в форме виртуальных предприятий, действующих в 
течение ЖЦ продукции. 
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Одновременно CALS-технологии дают возможность повысить 
эффективность бизнес-процессов, выполняемых в течение ЖЦ, за счет 
информационной интеграции и сокращения затрат на бумажный оборот 
документов, повторного ввода и обработки информации, что обеспечи-
вает преемственность результатов работы в комплексных проектах и 
изменение состава участников без потери уже достигнутых результатов. 
Кроме того, эти технологии позволяют повысить «прозрачность» и 
управляемость бизнес-процессов путем их реинжениринга, а также при-
влекательность и конкурентоспособность изделий, спроектированных и 
произведенных в интегрированной среде с использованием современных 
компьютерных технологий, на основе интегрированных моделей ЖЦ и 
выполняемых бизнес-процессов. Имеющиеся средства информационной 
поддержки на этапе эксплуатации, кроме того, обеспечивают заданное 
качество продукции в интегрированной системе поддержки ЖЦ путем 
электронного документирования всех процессов и процедур. 
Процессы мировой глобализации охватили практически все 
сферы человеческой деятельности: экономику, культуру, информацион-
ное пространство, технологию, управление и др. Это дало возможность 
говорить о развитии открытого информационного общества. Ему при-
сущ сетевой способ взаимодействия между людьми по всем направлени-
ям их деятельности. Результатом такого процесса стало создание вирту-
альных компаний, работники которых могут находиться в разных угол-
ках мира и вести общий бизнес с помощью «виртуального офиса». 
Появились средства массовой информации нового типа, полу-
чила развитие электронная коммерция, возникла «персонифицированная 
реклама», улучшилась социальная адаптация инвалидов за счет возмож-
ности работать, не выходя из собственного дома. Чтобы воспользоваться 
результатами, которые предоставляет открытое информационное обще-
ство, необходимо быть членом информационной сети, иметь соответст-
вующую инфраструктуру и современные средства коммуникации. Поль-
зователи сети должны быть осведомленными в сфере, которая для боль-
шинства непрофессионалов является новой.  
Приведенные факторы, наряду с определенной психологической 
инертностью, оказываются сдерживающими на пути присоединения к 
очевидным достижениям мировой цивилизации для многих практиче-
ских работников, в том числе для значительной части научных работни-
ков и преподавателей. 
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Рассмотрим проблемы использования ИТ, в частности, в Украи-
не. 
 
1.4. Информационные и сетевые технологии 
 
Информационные сети стали неотъемлемой составляющей раз-
витого общества. Во всех передовых странах мира происходят процессы 
наращивания темпов развития информационных и сетевых технологий. 
Причем, рынок ИТ в этих странах ежегодно возрастает на 10 %, более 
чем втрое расширяется компьютерная сеть Internet. Благодаря Internet-
технологиям, международным и национальным академическим компью-
терным сетям стало возможным дистанционное обучение и разработка 
научных проектов, в которых одновременно принимают участие тысячи 
исследователей из десятков стран (например, проект в области физики 
ядерных частиц – CERN). 
Академик НАН Украины М.Згуровский, ректор Национального 
технического университета Украины «КПИ», анализируя состояние ис-
пользования сетевых технологий в большинстве академических учреж-
дений и учебных заведений страны, отмечает, что сегодня они, как пра-
вило, не имеют своих корпоративных сетей. В лучшем случае им выде-
лено несколько телефонных линий для работы с провайдерами Internet. 
Скорость передачи данных по этим линиям не превышает 56 Кбит/с, что 
значительно ниже минимальных нужд для обмена информацией научно-
го характера. При этом не гарантируется ни качество передачи данных, 
ни эффективность поиска информации, а номенклатура сервисов сетей 
практически сводится лишь к электронной почте. 
Использование в такой ситуации возможностей вычислительных 
ресурсов международных научных центров, осуществление научных 
исследований в режиме виртуальных лабораторий, проведение дистан-
ционного обучения исключено, поскольку все это предусматривает об-
мен и обработку аудио-, видео- и графической информации больших 
объемов в интерактивном режиме. Необходимое условие присоединения 
Украины к мировым достижениям и созданию открытого информацион-
ного общества – это наличие развитой телекоммуникационной инфра-
структуры, проведение исследований как технических, так и социальных 
аспектов ее применения. 
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Компьютерные сети по показателю универсальности и масшта-
бам распространения условно делят на три группы: 
1) глобальная компьютерная сеть Internet, представляющая со-
бой всемирную сеть, информационное и интеллектуальное наполнение 
которой охватывает все сферы человеческой деятельности; 
2) национальные компьютерные сети Internet, как правило, 
строящиеся в пределах границ одной страны и наполняющиеся инфор-
мацией и знаниями, которые относятся к определенной сфере деятельно-
сти этой страны. Наиболее распространенными примерами таких сетей 
во многих развитых странах мира являются национальные сети науки и 
образования, сети, относящиеся к космической деятельности, сети спе-
циального назначения и пр. В частности, в Европе насчитывается 23 
научно-просветительские сети, объединенные в общеевропейские науч-
ные сети, например, такие как GEANT и SINSEE (Scientific Information 
Network South East Europe); 
3) корпоративные компьютерные сети, создаваемые для группы 
компаний или организаций и наполняемые данными и знаниями, кото-
рые принадлежат к специфической сфере их деятельности. 
Масштабы распространения мировой информационной сети 
Internet характеризуются сегодня общим количеством ее индивидуаль-
ных пользователей. Их число к концу 2003 года превысило 800 млн., а 
количество хост-серверов (главных серверов) составило 197 млн. При-
чем, среди географических доменов высочайшего уровня их количество 
оказалось наибольшим в США, Японии, Великобритании, Германии. К 
сожалению, Украина, в которой был создан первый в континентальной 
Европе компьютер, по этим показателям уступает России в десятки раз, 
Германии почти на два порядка, а сравнение с США вообще теряет 
смысл. Мировое распределение главных серверов по категориям пользо-
вателей показывает, что коммерческие организации, провайдеры услуг, 
учреждения науки и образования, вместе взятые, владеют более, чем 90 
% этих систем по сравнению с любыми другими категориями. 
Европейский рынок в области ИТ и электронной коммерции 
представляет лишь треть соответствующего рынка США. Ситуация 
ухудшается весьма высокими тарифами на коммуникации в Европе, а 
также возрастающим недостатком подготовленных специалистов. 
Internet – это лишь один из видов сетей, наряду с ним развитые 
страны дополнительно вынуждены создавать национальные или корпо-
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ративные телекоммуникационные сети в определенных сферах деятель-
ности, что диктуется следующим. Национальные и корпоративные сети 
имеют собственную информационную среду в определенной сфере дея-
тельности, которая характерна для конкретной страны или определенной 
группы компаний или организаций. 
В связи с тем, что национальные и корпоративные сети не нуж-
даются в использовании серверов и каналов связи глобальных сетей, 
объемы информации, которыми обмениваются пользователи, могут быть 
значительными, а стоимость этого обмена подвергается существенному 
снижению. В этих сетях степень защиты информации значительно выше, 
чем в глобальной сети Internet. 
Для обеспечения оптимального доступа к информации, которая 
размещена на информационных серверах национальных или корпора-
тивных сетей, их информационная и техническая (телекоммуникацион-
ная) составляющие создаются по единым принципам, на единой техно-
логической платформе. Вместе с тем, пользователям национальных и 
корпоративных сетей автоматически обеспечен доступ к глобальной 
сети Internet. 
Построение Украинской научно-образовательной информа-
ционной сети. Необходимость в построении украинской информацион-
ной сети в сфере науки и образования остро обозначилась еще в начале 
90-х годов прошлого столетия. Но реальная возможность начала этих 
работ появилась лишь в 1995 году, когда Национальный технический 
университет Украины «КПИ» (НТУУ «КПИ») выиграл конкурс по про-
грамме «Темпус-Тасис» на создание такой сети в Украине при участии 
Аахенского технического университета (Германия) и Университета 
«Дельфт» (Голландия). Проект был активно поддержан Национальной 
академией наук и Министерством образования Украины. Перечислим 
лишь несколько главных этапов работ над проектом.  
В 1996 году разработана программа создания Национальной те-
лекоммуникационной сети учреждений науки и образования, получив-
шей название «URAN» (URAN – Ukrainian Research and Academic Net-
work). Год спустя основана ассоциация пользователей URAN, утвержден 
ее устав, создан «Центр европейской интеграции», который начал вы-
полнять функции оператора сети. В программу информатизации внесены 
задачи по созданию информационной сети учреждений науки и образо-
вания Украины с опорными узлами в наибольших образовательных и 
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научных центрах городов: Киева, Днепропетровска, Донецка, Харькова, 
Одессы, Львова. В октябре 1998 года проект URAN был одобрен Меж-
дународным конгрессом ЮНЕСКО «Образование и информатика». 
В 1998-2000 г.г. создана 1-я очередь опорной сети (бекбон) с ба-
зовыми узлами в этих же городах. В 2001 году начато построение 2-й 
очереди URAN – создание региональных узлов в Симферополе, Черни-
гове, Луганске, Сумах, Запорожье, Ивано-Франковске. 
Назначение сети URAN – построение Национальной научно-
образовательной информационной сети Украины, что является необхо-
димым этапом дальнейшего развития сфер науки и образования. Она 
предназначена иметь значительное интеллектуальное наполнение, вме-
щать базы данных и знаний из разных направлений науки и образования, 
содержать электронные библиотеки, системы поиска информации, обес-
печивать общее отдаленное пользование мощными вычислительными 
ресурсами, проводить работу в режиме виртуальных научных и образо-
вательных лабораторий, осуществлять мультисервисную обработку ин-
формации (графическую, видео- и аудиоинформацию). 
Архитектура сети. Выбор архитектуры сети URAN связан с 
географическими, техническими и информационными аспектами. Она 
создавалась по модели мощнейших научно-образовательных сетей Гер-
мании (DFN) и Голландии (Surfnet). Поэтому архитектура сети URAN – 
трехуровневая. К 1-м двум уровням принадлежит центральный узел в 
Киеве, который имеет магистральные оптоволоконные и спутниковые 
каналы передачи данных, связанные с глобальной сетью Internet, и опор-
ными узлами сети. 3-й уровень включает собственную информационную 
инфраструктуру и кампусовые сети университетов, академических уч-
реждений, научных библиотек, которые являются коллективными поль-
зователями всех ресурсов сети URAN. Центральный узел осуществляет 
общее администрирование сети и подключает пользователей Киевского 
региона. Подобные функции на своем уровне должны выполнять базо-
вые узлы в других областных центрах Украины. 
Центральный узел URAN является распределительным и вклю-
чает центры управления сетью, которые расположены в Министерстве 
образования и науки Украины, в Кибернетическом центре НАН Украи-
ны и НТУУ «КПИ». Топология сегмента сети URAN в Киеве включает 
как академические учреждения, так и университеты. Киевский сегмент 
охватывает Академгородок с узлом в Институте металлофизики НАНУ, 
Западный узел в Институте электродинамики НАНУ, Южный узел в 
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Кибернетическом центре и Центральный узел в Министерстве образова-
ния и науки Украины и в НТУУ «КПИ». 
Топология URAN относится к звездообразной с резервными 
сегментами, что обусловлено применением сетевой технологии ATM 
(Asynchronous Transfer Mode), и является базовой в высокоскоростных 
мировых сетях. Кроме того, по ней строятся магистральные каналы пе-
редачи данных национального провайдера телекоммуникационных услуг 
– Укртелекома, а также наибольшие кампусовые (корпоративные) сети, 
что обусловливает единство технологических платформ сети URAN. Она 
строится по единой идеологии и по единому проекту, которые основаны 
на оптимальном отборе программно-аппаратных платформ и сбаланси-
рованном региональном распределении информационных ресурсов. 
Исходя из международного опыта, URAN использует разные 
типы каналов связи. Прежде всего, – это магистральные наземные кана-
лы Укртелекома. Вместе с тем, сети, подобные URAN, должны исполь-
зовать свои собственные спутниковые каналы и так называемые комму-
никации «последней мили», построенные на микроволновых технологи-
ях, для подключения коллективных пользователей в регионах Украины, 
особенно отдаленных. В таких местностях в связи с отсутствием назем-
ных каналов связи могут применяться отечественные микроволновые 
системы передачи данных. 
Информационное и интеллектуальное наполнение сети URAN 
представляет собой объединение информационных научно-образова-
тельных ресурсов, включающее свыше 50 университетов и научных уч-
реждений, которые содержатся на информационных серверах этих уч-
реждений во всех регионах Украины. Задача URAN – создание и предос-
тавление собственных информационных ресурсов и ресурсов Internet 
пользователям сети. Однако, учитывая необходимость развития системы 
дистанционного обучения Украине и ее методического обеспечения, 
ресурсы региональных узлов URAN объединяют с сетью и ресурсами 
региональных центров дистанционного обучения. Кроме того, задачей 
региональных центров является интеграция ресурсов электронных биб-
лиотек для создания единой национальной библиотечной сети с мощны-
ми справочно-информационными системами. Ныне воплощается в 
жизнь международный проект по созданию электронных библиотек при 
участии Национальной библиотеки им. В.Вернадского, научно-
технической библиотеки НТУУ «КПИ», Венской национальной библио-
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теки, библиотек университетов г.Аахен (Германия) и г.Дельфт (Голлан-
дия). 
Принципиальным для научно-образовательных сетей есть также 
предоставление мультисервисных услуг, которые включают: много-
абонентскую доставку данных (Data multicast) с одного источника мно-
гим потребителям (типичным примером этого вида сервиса есть прове-
дения видеоконференций); предоставление сетевых новостей; буфериза-
цию или временное хранение (caching) информационных ресурсов (это 
разрешает экономить ресурсы каналов связи, в частности, внешних ка-
налов); подключение к отдаленным мощным вычислительным ресурсам; 
обеспечение услуг электронной почты; функционирование адресной 
книги (справочника), которая позволяет проводить поиск людей в режи-
ме «белые страницы» или организаций в режиме «желтые страницы» и 
др. 
Защита информации в URAN. Отдельно взятые ресурсы сети 
URAN, конечно, не содержат информации, которая может представлять 
государственную тайну. Но ресурсы пользователей сети могут сохранять 
разнообразную информацию, в том числе и с ограниченным доступом. 
Поэтому обобщенная информация по всей сети или по ее характерному 
сегменту не желательна для несанкционированного доступа. Именно по 
этим причинам организация научно-образовательной сети, как нацио-
нальной (установление прямых каналов связи между узлами сети, при-
менение соответствующего специализированного программного обеспе-
чения и технических средств), является необходимым условием предот-
вращения возможного несанкционированного доступа к информации. 
Вообще в процессе создания системы национальной безопасности в ин-
формационном пространстве государства сети, подобные URAN, долж-
ны рассматриваться как сегменты этой системы. 
Использование сетевых технологий в научных исследованиях. 
Обобщая многочисленные направления применения современных ИТ в 
Украине, можно произвести их классификацию: государственное управ-
ление и экономика; экология, охрана окружающей среды, медицина и 
биология; научные исследования и критические технологии; образова-
ние; культура; средства массовой информации; Internet-технологии. Сре-
ди научных сфер, в которых происходит непосредственное применение 
сетевых технологий, выделяются ИТ в области экологии, охраны окру-
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жающей среды, медицины и биологии. В этой сфере решаются важные 
проблемы, связанные с методами оценки параметров окружающей сре-
ды, с анализом и прогнозированием катастроф, с технологиями оценки 
риска экологически опасных производств и принятием решений, вы-
званных с чрезвычайными ситуациями. С этим связаны системы проек-
тирования экологического оборудования, создания систем диагностики и 
последующих мероприятий в медицине и биологии, в том числе с при-
менением телемедицинских технологий. 
К разработкам, которые непосредственно объединяют примене-
ние сетевых технологий в научных исследованиях и направлены на ин-
теллектуализацию сетей, подобных URAN, относится проект создания 
агентно-ориентированных технологий поиска, хранения, обработки и 
передачи информации, которые внедряются Кибернетическим центром 
НАН Украины. Агентские платформы актуальны именно для научно-
образовательной сетевой среды. 
Важное направление применения сетевых технологий в науке – 
организация работы виртуальных лабораторий, к работе которых воз-
можно привлечение ученых из разных уголков мира,  проводящих ис-
следования непосредственно в своих лабораториях, для последующего 
обмена информацией через компьютерную сеть. Примером организации 
такого рода деятельности с помощью сети URAN может служить общая 
работа Института кибернетики им. В.Глушкова с американским универ-
ситетом во Флориде над проектом дискретной оптимизации в задачах 
кодирования информации. 
Еще одним практическим направлением применения сетевых 
технологий является электронная коммерция, в том числе на рынке тех-
нологий (ноу-хау) научной продукции. Этот вид деятельности особенно 
важен для науки, промышленности и технологий Украины, которые 
должны занять соответствующее место в структуре мирового рынка. В 
совокупности с электронной коммерцией трансфер высоких технологий 
разрешит ей выйти на мировую арену как равноправному партнеру. 
Использование сетевых технологий в образовательных це-
лях. Непосредственное применение компьютерных сетей в сфере обра-
зования связано с разработкой новейших образовательных и учебных 
программ, c привлечением Internet-технологий в учебном процессе, c 
созданием электронных библиотек, справочно-информационных систем, 
систем менеджмента в образовании, c автоматизацией и информацион-
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ным сопровождением документов об образовании (система «Образова-
ние»), с использованием специализированных банков данных и знаний, 
дистанционным обучением. Одной из наиболее характерных образова-
тельных технологий, с точки зрения необходимости применения инфор-
мационных сетей, есть дистанционное обучение. 
Дистанционная форма обучения не является альтернативной, а 
дополняет традиционную. Она не знает географических и политических 
границ, является массовой, но в то же время и индивидуальной. Каждый 
пользователь приобретает необходимые знания со скоростью, присущей 
ему самому. Эта форма обучения имеет исключительно мотивационную 
основу и эффективна для людей, заинтересованных приобрести знания 
как «товар» с целью дальнейшей их реализации для осуществления 
профессиональной карьеры. С точки зрения развития экономики и миро-
вого разделения труда эта технология обучения привлекательна тем, что 
является высоко динамичной по отношению к быстроизменяющимся 
потребностям рынка работы; значительно превосходит традиционную 
форму по возможностям получения неограниченных объемов знаний из 
мировых баз данных и знаний; отличается непревзойденной скоростью 
обновления знаний. 
На национальном уровне в систему дистанционного обучения 
входят: координирующие и обеспечивающие организации, центры дис-
танционного обучения и профессиональной ориентации, учебные заве-
дения и научные учреждения, разработчики и слушатели, инфраструкту-
ра информационной сети URAN, единые каталоги, банки данных и зна-
ний, информационные ресурсы. Системная методология дистанционного 
обучения строится на принципах оболочек, которые представляют собой 
систему со своей внутренней структурой и связями. В оболочке изменя-
ется только содержательная часть – информационное наполнение и ор-
ганизационная информация, а другие общесистемные модули оболочки 
остаются без перемен. 
Постоянно увеличивающийся спрос на дистанционное обучение 
в области технических и научных дисциплин позволяет повышать ква-
лификацию сотрудников производственных и исследовательских орга-
низаций без отрыва от производства. Возрастание стоимости высшего 
образования вынуждает и студентов дневных отделений всё чаще пере-
ходить в режим интерактивного общения студент-преподаватель, осво-
бождая время для работы с неполным рабочим днем. Общение происхо-
 41
дит в двух режимах: в синхронном (on-line) – в форме дискуссии, семи-
нара, конференции; в асинхронном (off-line) – в форме электронной пе-
реписки (e-mail) или путем проведения форумов. Студент при этом мо-
жет находиться дома, на рабочем месте или в компьютерном классе, 
получая лекционный материал, проходя тестирование, общаясь с препо-
давателями через телекоммуникационную сеть. Непосредственными 
элементами очного общения остаются лишь лабораторные сессии (для 
отдельных учебных программ); экзаменационные сессии (экзамены, 
зачеты) и защита дипломных проектов. Следует отметить, что создание 
дистанционных курсов связано с выполнением сложной, творческой и, с 
методической точки зрения, нетривиальной работы. Поэтому на миро-
вом рынке стоимость разработки одного такого курса колеблется от 15 
до 30 тысяч американских долларов. Внедрение дистанционного обуче-
ния предусматривает соответствующую технологическую оснащенность, 
связанную с требованиями к телекоммуникационным сетям обмена ин-
формацией, которые должны обеспечивать скорость передачи данных не 
меньше 1 Мбит/с для использования мультимедийных средств. Эту 
функцию для украинского сегмента дистанционного обучения может в 
полном объеме взять на себя сеть URAN. 
Проблемы и перспективы развития информационных сетей 
в науке и образовании. Мировой опыт развития научно-образовательных 
компьютерных сетей довольно богатый. Известнейшими из них есть 
сети DFN, B-WIN в Германии, Super Janet в Великобритании, SURFNET 
в Голландии, Renater-2 во Франции, CANET-2 в Канаде. Россия, которая 
еще не входит в число стран с развитой информационной инфраструкту-
рой, имеет несколько мощных научно-образовательных национальных и 
региональных сетей (RBNET, RUNET, RELARN, RSSI, MSUNET, 
FREENET, PAH/ORC). 
Объединение национальных научно-образовательных сетей яв-
ляется мировой тенденцией. Так, в Европе функционировала трансна-
циональная сеть TEN-155 (скорость передачи данных 155 Мбит/с), кото-
рая трансформировалась в научно-образовательную сеть GEANT, пере-
ходящую уже к использованию оптоволоконных каналов передачи дан-
ных со скоростью до 1 Терабит/с. Быстрое развитие приобретает также 
одна из информационных научных сетей стран Южной и Восточной 
Европы – SINSEE. Важной задачей является интеграция сети URAN, 
которая международными организациями уже признана как националь-
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ная научно-образовательная сеть Украины, к трансъевропейским науч-
ным сетям передачи данных GEANT и SINSEE. Следующий шаг в этом 
направлении – создание украинского сегмента Internet и развитие маги-
стральных оптоволоконных каналов передачи данных. В этом сегменте 
сеть URAN является одним из наиболее существенных элементов. Бла-
годаря нему суммарная пропускная способность внешних каналов Укра-
инского сегмента Internet возросла, начиная с середины 2000 года, с 80 
Мбит/с до 100 Мбит/с и выше (2001 год). Однако на сегодняшний день 
этот показатель нельзя считать удовлетворительным. 
 
1.5. Теоретические положения аналитической механики 
 
При составлении уравнений движения механической системы 
обычно используют выражения ее кинетической и потенциальной энер-
гий [5-7]. 
Механическая (материальная) система – совокупность матери-
альных точек (или тел), для которой движение каждой отдельной точки 
(или тела) из этой совокупности зависит от движения и положения ос-
тальных точек (или тел). Это значит, что между точками, составляющи-
ми механическую систему, существуют связи и силы взаимодействия 
(внутренние силы). На нее могут действовать и внешние силы. Связи, 
наложенные на систему, ограничивают произвольные положения или 
скорости ее точек при движении. Систему с наложенными на нее связя-
ми называют несвободной. Положение механической системы опреде-
ляют декартовыми координатами xν, yν, zν (ν = 1, 2,…, N), где N – число 
точек системы. Заметим, что если в механическую систему включены 
абсолютно твердые тела, то для них можно использовать, по меньшей 
мере, декартовы координаты трех точек при пространственном движе-
нии или двух точек – при плоском движении. В простейшем случае ма-
териальное тело представляют в виде материальной точки. 
Связи, наложенные на систему, аналитически записывают в ви-
де неравенств или равенств для функции от координат (голономные свя-
зи) и от скоростей (неголономные), если они неинтегрируемые, а воз-
можно и от времени (реономные). Неравенство отвечает связи, которую 
называют неудерживающей. Равенство записывают для связи, называе-
мой удерживающей. 
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В дальнейшем будем рассматривать лишь удерживающие голо-
номные (геометрические) связи, явно независящие от времени. Несво-
бодные механические системы с наложенными голономными связями 
будем называть голономными склерономными механическими систе-
мами. Принятые ограничения не существенны для большого класса ме-
ханических систем, встречающихся на практике. Однако для вывода 
уравнений движения можно использовать уравнения Лагранжа 2-го рода 
в обобщенных, в общем случае, недекартовых координатах. 
Обобщенными координатами механической системы называ-
ют параметры любой размерности, полностью определяющие ее поло-
жение, т.е. положение каждой точки системы. Независимые (истинные) 
обобщенные координаты – это те, которые выбирают из всех параметров 
в минимальном количестве и которыми взаимно однозначно определяют 
положение материальных точек системы. 
При наложенных на механическую систему геометрических свя-
зях, представленных независимыми уравнениями связей, количество 
которых равно k, число независимых обобщенных координат будет рав-
ным 3N – k. В самом деле, если на 3N координат наложено k независи-
мых уравнений связей, то, разрешив эти уравнения относительно каких-
либо k координат, можно выразить их через остальные 3N – k координат, 
и тем самым определить положения точек механической системы через 
произвольные их значения (вариации обобщенных координат). 
По определению числом степеней свободы системы материаль-
ных точек называют число независимых вариаций обобщенных коор-
динат. При наличии голономных стационарных связей координаты то-
чек системы однозначно определяют через независимые обобщенные 
координаты: 
( ) ( ) ( )1 2 1 2 1 2, ,..., ; , ,..., ; , ,..., ;v s v s v sx x q q q y y q q q z z q q q= = =  
1, 2,...,v N= . 
где s – число степеней свободы системы, s = 3N – k, k – число независи-
мых уравнений связей. Величины ),1( siqi =  называют обобщенными 
скоростями, а ),1( siqi =  – обобщенными ускорениями. 
Кинетическую энергию голономной склерономной системы 
можно представить в виде однородной функции 2-й степени (квадратич-









1  .                                          (1.1) 
Эта форма всегда является невырожденной и положительно определен-
ной, причем равна нулю только тогда, когда все ),1( siqi =  равны нулю. 
Если внешние силы, действующие на точки голономной склеро-
















ν ,               (1.2) 
где  – потенциальная энергия системы материальных 
точек в поле потенциальных сил; F
),,( ννν zyxΠ=Π
xν, Fyν, Fzν – проекции на координат-
ные оси сил, действующих на материальные точки системы. 
Каждой обобщенной координате qi соответствует обобщенная 






























ν .                       (1.3) 





Необходимым и достаточным условием равновесия материаль-
ной системы при наличии идеальных связей является равенство нулю 
обобщенных сил [5-7]. Условие равновесия голономной системы в слу-




Π∂ .                                        (1.4) 
Отсюда следует, что в положении равновесия потенциальная энергия 
голономной системы имеет экстремальное значение. 











В общем случае, помимо потенциальных сил, определяемых потенциа-
лом Π, на систему действуют непотенциальные силы, которые называют 
гироскопическими, если их мощность равна нулю, и диссипативными, 







iiqQW  , 
где ( jjii qqtQQ ,, )~~ =  – непотенциальные силы, действующие на систему. 
 Полная энергия системы равна сумме кинетической и потенци-
альной энергий 
E = T + Π. 
 Кинетическим потенциалом или функцией Лагранжа назы-
вают разность кинетической и потенциальной энергий 
L = T – Π. 
При движении голономной склерономной системы, когда потенциальная 
энергия явно не зависит от времени, производная от полной энергии по 









~  . 
Систему называют консервативной, если она является голо-
номной склерономной механической и на нее действуют лишь потенци-
альные силы, а потенциальная энергия явно не зависит от времени. В 
этом случае полная энергия консервативной системы не изменяется, т.е. 
сохраняется при ее движении 
0=
dt
dE ;   T + Π = T0 + Π0 = const,                          (1.5) 
где T0 и Π0 – начальные значения кинетической и потенциальной энер-
гий. 
Для голономной склерономной системы при действии непотен-
циальных гироскопических сил, мощность которых равна нулю, также 
имеет место закон сохранения полной энергии при ее движении, что 
соответствует записанной сумме T + Π = const. Если же на такую систе-
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му действуют диссипативные силы, то ее полная энергия убывает во 








dE  , 
Действие диссипативных сил вызывает рассеивание (диссипацию) энер-
гии. 
Если к точкам механической системы приложены силы сопро-








,1,β~  , 
где βik = βki – коэффициенты сопротивления (трения) вязкой среды, то 










i qqqQ  . 
Силы являются диссипативными, поэтому их мощность не будет поло-










kiik qqR  , 
будет положительно определенной. Нетрудно увидеть, что диссипатив-








∂−=  .                                    (1.6) 
Если голономная склерономная система движется под действи-
ем потенциальных и непотециальных диссипативных сил, а потенциаль-
ная энергия не зависит явно от времени, то удвоенная функция Релея 
равна скорости убывания полной энергии системы, т.е. 
R
dt
dE 2−= .                                             (1.7) 
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Последнее равенство указывает на физический смысл функции Релея. 
 Мощность потерь механической энергии из-за наличия сил вяз-









где µi – коэффициенты вязкого трения среды; vi – скорости движения 
точек. Для одномерного распределения материальных точек вдоль неко-






W v z= − µ∫ dz ,                                       (1.8) 
где µ* – значение плотности коэффициента вязкого сопротивления сре-
ды, которое при равномерной плотности соответствует µ* = µl/l. 
Уравнения Лагранжа 2-го рода в независимых обобщенных ко-
ординатах представляют собой уравнения движения голономных меха-













 .                                 (1.9) 











через независимые обобщенные координаты и обобщенные скорости. 
Обобщенные силы, стоящие в правых частях уравнений, могут быть 
найдены или непосредственно по формулам, которыми эти силы опреде-
ляются, или как коэффициенты при вариациях обобщенных координат в 










Отметим, что размерность обобщенной силы равна отношению размер-
ностей работы и обобщенной координаты. 
 Для склерономных голономных систем при действии потенци-
















 .                          (1.10) 
Уравнения Лагранжа 2-го рода представляет собой систему s 
обыкновенных дифференциальных уравнений 2-го порядка относитель-
но независимых обобщенных координат, где s – число независимых 
обобщенных координат или число степеней свободы. Интегрированием 
этих уравнений получают обобщенные координаты 
sitqq ii ,1),( == , 
как функции времени, и 2s произвольных постоянных. Поэтому для за-
дачи о движении несвободной механической системы данное решение с 
2s произвольными постоянными является окончательным и может быть 
конкретизировано заданием начальных условий, число которых должно 
быть равным 2s. 
В общем случае уравнения могут быть нелинейными. Для задач 
о движении механических систем около устойчивого положения их рав-
новесия рассматривают малые движения. Тогда обобщенными коорди-
натами определяют отклонения системы от ее устойчивого равновесного 
положения. Отклонения называют малыми, если выполняется условие:  
siqqqq iiii ,1,,
22 =<<  . 
В этом случае уравнения движения, как правило, будут линейными диф-
ференциальными уравнениями 2-го порядка с постоянными коэффици-
ентами. 
Теоремой Лагранжа-Дирихле [3-5] – «Если для материальной 
механической системы, находящейся в потенциальном силовом поле 
и подчиненной склерономным голономным связям, потенциальная 
энергия в положении равновесия имеет минимум, то это положение 
равновесия устойчиво» – дается строгое доказательство того, что ми-
нимум потенциальной энергии является достаточным признаком устой-
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чивого равновесия механической системы. Поэтому при малых движе-
ниях голономных склерономных систем в потенциальном поле сил око-
ло устойчивого положения равновесия обобщенные координаты прини-










Наконец, в этом случае достаточно рассмотреть в выражениях 
для кинетической T, потенциальной Π и диссипативной R энергий лишь 
те слагаемые относительно обобщенных координат и скоростей, которые 
имеют меньший порядок малости. Слагаемые, имеющие более высокий 
порядок, отбрасывают. Обычно это достигается разложением указанных 
энергий в ряды Тейлора-Маклорена при сохранении в них членов не 
выше 2-го порядка малости или использованием формул для прибли-
женных вычислений с малыми величинами также при сохранении в них 
членов не выше этого порядка малости. 
Заметим, что по теореме Ляпунова – «Если отсутствие мини-
мума потенциальной энергии в исследуемом положении равновесия 
обнаруживается уже по членам второго порядка (или вообще по чле-
нам наименьшего порядка) в разложении Π в ряд Тейлора, то равно-
весие неустойчиво» – оказывается оправданным сформулированный 
ранее подход для изучения малых движений. 
 
1.6. Словарь аналитической механики 
 
Активные силы. Силы ( ), ,F r r t , для которых известна зависи-
мость от времени t и состояния, и на эту зависимость наложение или 
снятие механических связей не оказывает влияния. 
Материальная точка. Точка, которой поставлено в соответст-
вие положительное число, – масса m. 
Механическая система. Механической системой называют вы-
деленное каким-либо способом из пространства множество материаль-
ных точек и твердых тел, взаимодействующих между собой и с окру-
жающим пространством. 
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Замкнутая система. Механическая система, материальные 
точки которой взаимодействуют только с точками, принадлежащими 
системе. 
Конечномерная механическая система. Система, состоящая 
из конечного числа материальных точек и конечного числа твёрдых тел. 
Механические связи. Связи, которые имеют ограничения 
, наложенные на состояния механической системы, спра-
ведливые для начальных состояний и во время ее движения. 
( ), , 0l i if t r V ≤
Геометрическая связь (голономная, конечная). Механическая 
удерживающая связь ( ),..., 0l Nf r r = , уравнение которой можно пред-
ставить в виде функции от времени и от положения точек системы. 
Голономная связь. То же, что и геометрическая связь. 
Кинематические связи (дифференциальные). Механические 
связи, условия ( ), , 0l i if t r V =  которых содержат скорости материальных 
точек. 
Интегрируемая дифференциальная связь. Дифференциальная 
связь, уравнение ( ), , 0l i if t r V = , которой допускает эквивалентную заме-
ну уравнением геометрической связи. Например, уравнение 1 2 0V V− =  
можно заменить уравнением 1 2 0r r c− − = . 
Идеальная связь. Идеальная – геометрическая связь, когда 
обобщённые силы, соответствующие реакциям связи, равны нулю. Эк-
вивалентное определение: на любом виртуальном перемещении системы 
элементарная работа реакций связи равна нулю. 
Голономная система. Голономная – механическая система, на 
которую наложены геометрические (голономные, конечные) связи. 
Нестационарно заданная система. Механическая система, 
положение точек  которой является вектор-функцией не только 
обобщенных координат, но и явно зависящей от времени t . 
( , )ir t q
Нестационарная связь (реономная). Механическая связь, усло-
вия которой явно содержат время . ( , , ) 0l i if t r V ≤ t
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Неудерживающая связь. Связь – ограничение типа неравенства 
, наложенное на состояния механической системы. ( , , ) 0l i if t r V <
Виртуальные перемещения точки. Перемещения – это диффе-
ренциал радиус-вектора, не противоречащий уравнениям механических 
связей при фиксированном в этих уравнениях времени t. 
Возможные скорости. Скорости точек системы при движении, 
не нарушающем наложенные на систему механические связи. 
Возможные перемещения. Перемещения – это дифференциал 
радиус-вектора, не противоречащий уравнениям механических связей. 
Действительные перемещения. Перемещения – это дифферен-
циал радиус-вектора, не противоречащий уравнениям механических 
связей и согласованный с действительной скоростью. 
Геометрическая связь (голономная, конечная). Механическая 
удерживающая связь, уравнение которой ( ), ,..., 0l Nf t r r = , которое 
можно представить в виде функции от времени и от положения точек 
системы. 
Гироскопическая система. Механическая система, для кото-
рой выполняются следующие условия: система стационарно задана. по-
тенциальная энергия зависит только от обобщенных координат, мощ-
ность непотенциальных сил равна нулю. 
Консервативная система. Система, для которой выполняются 
следующие условия: система стационарно задана, потенциальная энер-
гия зависит только от обобщенных координат, непотенциальные силы 
отсутствуют. 
Положение равновесия. Положение, при котором точки систе-
мы, помещённые в это положение с нулевыми скоростями, продолжают 
в нем же оставаться. 
Принцип виртуальных перемещений. То же, что общее урав-
нение статики. 
Принцип возможных перемещений. То же, что критерий рав-
новесия стационарно заданной системы. 
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1.7. Аналитические алгоритмы компьютерной алгебры 
 
С появлением электронных вычислительных машин создавались 
компьютерные программы для решения инженерных задач, в частности, 
задач механики, реализующие вычислительные алгоритмы для возмож-
ности разрешения уравнений. Современное состояние вычислительной 
техники позволяет моделировать инженерные объекты, автоматизиро-
вать вывод уравнений и получение их решений, перепоручив многое 
непосредственно компьютеру. Широкое развитие нашли так называемые 
системы компьютерной алгебры, позволяющие производить символь-
ные вычисления. В настоящее время реализуются два направления. В 1-
м применяют универсальные математические пакеты программ, напри-
мер, широко известные REDUCE, MAPLE, MATHCAD, MATLAB, 
MATHEMATICA. Во 2-м создают специализированные пакеты про-
грамм, направленные на решение проблемно-ориентированных задач 
механики, например, получившие наибольшее распространение ком-
плексы NASRTAN, ANSYS, COSMOS, MSC.ADAMS, APM 
WINMACHINE. Недостатком этих пакетов является их ориентация на 
дискретное представление входной и выходной информации об объекте 
исследования. С появлением объектно-ориентированных языков про-
граммирования и современных сред визуального проектирования про-
грамм стали предлагать новые пакеты, использующие символьную или 
аналитическую информацию об объекте исследования. В них имеются 
встроенные системы аналитических вычислений, осуществляющие сим-
вольные вычисления. Представителем таких пакетов является про-
граммный комплекс (ПК) КИДИМ, разработанный на кафедре теорети-
ческой механики НТУ «ХПИ» [6, 9]. Он был создан как инженерный 
пакет в начала 80-х годов, а с 1996 года существует его учебная версия. 
Программный комплекс КИДИМ. Название комплекса состав-
лено из слов «кинематика», «динамика», «машин». Он предназначен для 
проведения динамических и статических расчетов, необходимых при 
анализе процессов, происходящих в машинах, и их синтезе. 
Особенностью комплекса по отношению к большинству других, 
применяемых в инженерной практике, является наличие встроенной 
системы аналитических вычислений (САВ). Это существенно облегчает 
работу инженера-исследователя, повышает надежность получаемых ре-
зультатов и дает следующие возможности: 
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 – использовать гибкость ввода и корректировки аналитической 
и числовой входной информации; 
 – организовать диагностику исходных данных; 
 – унифицировать требования к подготовке исходных данных для 
типичных видов кинематического, статического и динамического анали-
за; 
 – полностью автоматизировать процесс вывода уравнений дви-
жения механической модели и поиска их решения, определения характе-
ристик кинетических и динамических процессов; 
 – исключить возникновение ошибок при громоздких аналитиче-
ских преобразованиях, дифференцировании сложных функций и пр. 
ПК КИДИМ функционирует в операционной системе 
WINDOWS, хотя ядро (САВ) и вычислительные модули реализованы 
как 16-битные приложения DOS, выполняемые в окне DOS под 
WINDOWS. Подготовка исходных данных, располагаемых в текстовых 
файлах с ASCII (DOS) кодировкой, их редактирование, просмотр резуль-
татов расчетов, печать проводятся в 32-битных приложениях 
WINDOWS. Языки реализации: PASCAL, BORLAND C++ 3.1, 
BORLAND BILDER C++ 5.0. В САВ комплекса реализованы современ-
ные методы аналитической механики и вычислительной математики. 
Подробное представление комплекса КИДИМ выходит за рамки на-
стоящего пособия, поэтому кратко остановимся на практических прие-
мах в использовании его для формирования заданий к исследованию 
движения дискретных моделей механических систем. 
Файл исходных данных ПК КИДИМ представляет собой обыч-
ный ASCII файл (текстовый файл), который может быть подготовлен 
любым текстовым редактором, в том числе и встроенным в комплекс. 
Название файла исходных данных может быть любым, а для расширения 
рекомендуется аббревиатура «.KDM». Информация в файле должна быть 
представлена в виде набора синтаксических конструкций языка ком-
плекса КИДИМ («инструкция», «формула», «элемент», «оператор», 
«комментарий», «массив»), каждая из которых, кроме комментария, за-
канчивается символом ‘;’ (точка с запятой) и разделена любым количе-
ством пробелов, символов табуляций, пустых строк. Комментарий об-
рамляется знаками ‘#’ слева и справа (или ‘\’ внутри имен). 
Последовательность записи структурных единиц языка не имеет 
значения и может быть любой, кроме двух исключений: 
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– инструкции вида расчета РАСЧЕТ := <вид расчета>;, которая 
должна завершать блок информации, относящийся к этому расчету, 
– инструкции КОНЕЦ;, которая должна завершать воспринимае-
мую программой информацию в файле. 
Список обобщенных координат программа формирует само-
стоятельно, анализируя весь список переменных. Те переменные, кото-
рым не присвоено значений или формул, считаются обобщенными. 
Инженерное образование предполагает проведение практиче-
ских и лабораторных занятий. В настоящее время распространение по-
лучают современные электронные конспекты лекций, электронные вер-
сии методических указаний, мультимедийные продукты (виртуальные 
лабораторные работы, лекционные демонстрации и т.п.), специализиро-
ванные базы данных и лабораторные практикумы. Задачей таких разра-
боток является оказание помощи студенту и преподавателю в том, чтобы 
с минимальными затратами на освоение информационных технологий 
убедиться в полноценности полученных знаний. Наибольшей привлека-
тельностью обладают программные продукты, содержащие текстовый, 
математический и графический процессоры. 
В сборнике научных трудов [7] представлено сопоставление ис-
пользования информационных технологий на кафедрах теоретической 
механики в НТУ «ХПИ» и НМетАУ (Национальная металлургическая 
академия Украины, г. Днепропетровск) на примере лабораторной рабо-
ты, выполняемой при изучении раздела «Статика». Условие решаемой 
задачи приведено в сборнике заданий [8], широко известном и повсеме-
стно используемом при изучении курса «Теоретическая механика». При-
ведем фрагменты решения задачи по определению реакций опор твёрдо-
го тела с использованием информационных технологий, основанных на 
методических разработках, которые предложены на кафедрах теоретиче-
ской механики НТУ «ХПИ» [6, 9] и НМетАУ [10], подобно тому, как 
рассмотрен этот вопрос в сборнике [8]. 
На рис. 1.1 изображена конструкция, представляющая собой 
вертикально установленный в подшипниковых узлах А и В вал весом G. 
Нужно найти реакции опор изображенной конструкции. 
Исходные данные. На верхний диск радиусом R намотан трос, 
переброшенный через блок С, на конце которого закреплён груз P. Ниж-
ний диск радиусом r с помощью клиноременной передачи связан с при-
водным двигателем. Натяжение ведущей ветви T вдвое больше натяже-
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ния t ведомой ветви. Конструктивные характеристики клиноременной 
передачи таковы, что направление ведомой ветви составляет угол α с 
направлением ведущей. Направление ведущей ветви передачи парал-
лельно направлению оси участка троса, соединяющего верхний диск с 
блоком С. В расчетах принимаются следующие значения: а = 0.15 м, 












Рисунок 1.1 – Общий вид исследуемой конструкции 
 
Изображение действующих сил. Для определения реакций 
подшипниковых узлов конструкции рассмотрим равновесие системы 
«вал–верхний диск–нижний диск». Будем считать, что исследуемая сис-
тема – это абсолютно твёрдое тело (АТТ), на которое действуют задан-
ные силы и реакции связей. К этому АТТ приложены силы: G, T, t (из-
вестные) и P, , AR BR  (рис. 1.2). Направления и точки приложения сил G, 
T, t и P известны (вертикальная линия действия силы тяжести G совпа-
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дает с осью вала, а линии действия сил натяжения в горизонтальной час-
ти троса и ветвях клиноременной передачи совпадают с соответствую-
щими осями отброшенных связей). Направления реакций связей отбро-
шенных подшипниковых узлов неизвестны. Поэтому целесообразно 
представить последние составляющими, линии действия которых совпа-
дают по направлению с осями декартовой прямоугольной системы коор-
динат (ДПСК), ось z которой совмещена с осью вала, а начало координат 



























Рисунок 1.2 – Система действующих сил 
Составление уравнений равновесия. Для равновесия рассмат-
риваемого АТТ необходимо и достаточно, чтобы главный вектор и глав-
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ный момент системы сил, действующие на это тело, были равны нуле-
вым векторам. Это означает, чтобы выполнялись условия R = 0, 0 0M = . 
Но векторы R и 0M  равны нулю тогда и только тогда, когда равны нулю 
их проекции 0x y zR R R= = =  и 0x y zM M M= = = . Следовательно, рав-
новесие рассматриваемого тела определяется шестью уравнениями: 
– проекций сил на оси координат 
            cos 0A BP X X T t+ + − − α = ; 
sin 0A BY Y t+ − α = ;                                                        (1.11) 
            0AZ G− = ; 
– моментов сил относительно координатных осей 
( )sin 0Bat a b Yα − + = ; 
( ) ( ) ( )cos 0Ba b c P a b X a T t+ + + + − + α = ;              (1.12) 
( ) 0RP r T t− − = . 
Формирование компьютерной модели. Для компьютерного 
моделирования в НТУ «ХПИ» используют ПК КИДИМ, который разме-
щен на жестких дисках ПЭВМ. В средствах и языке программирования 
применяют специально разработанную систему символьных преобразо-
ваний с аналитическими выражениями. Последние отражают основные 
понятия аналитической и теоретической механики, легко могут быть 
представлены в файлах исходных данных в форме синтаксических кон-
струкций – элементов языка программного комплекса. 
Далее приведем два варианта файлов исходных данных для 
комплекса «КИДИМ». В 1-м варианте, используя моделирование равно-
весия рассматриваемой системы на основе принципа Лагранжа [3-5], 
составим уравнение Лагранжа для рассматриваемой конструкции: 
( ) ( ) ( )cos sinA B A B AP+X X T t dx Y Y t dy+ Z G dz++ − − α + + − α −  
( )( )sin B+ at a + b Y dfixα − +  
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( ) ( ) ( )cosBa +b +c P+ a + b X a T + t dfiy+ −⎡ ⎤⎣ ⎦α +  
( ) 0.PR r T t dfiz=  + − −⎡ ⎤⎣ ⎦  
Следуя методическим указаниям [6, 9], используем в описании 
системы обобщенные координаты: dxA, dyA, dzA – возможные поступа-
тельные перемещения в координатных направлениях x, y, z  и dfix, dfiy, 
dfiz – возможные углы поворота вокруг осей координат. Теперь силовые 
элементы и структуры представим так: 
– для силы P 
( ); ;PdxP= P  dxP= dxA+dfiy* a+b+c +dfiz*R  
– для силы Т 
; ;PTdxT = T  dxT =dxA+dfiy*a+dfiz*r−  
– для силы t 
( ) ( )
( ) ( )
cos ; cos ;
sin ; sin ;
Ptx dxt= t* alfa   dxt=dxA+dfiy*a dfiz*r* alfa
Pty dyt= t* alfa   dyt=dyA dfix*a dfiz*r* alfa
⋅ − −
⋅ − − −
 
– для сил : , , ,A A AG X Y Z
 ; = ; ; ;A A A A APG dzA G PX dxA X PY dyA Y PZ dzA Z⋅ − ⋅ = ⋅ = ⋅ = A
– для силы BX  
 ; ( )*;B APX dxB X dxB dxA dfiy a b⋅ = = + +
– для силы BY  
( )*;B BPY dyB Y dyB dyA dfix a b⋅ = = − + . 
  Значения реакций в подшипниковых узлах определим по фор-
мулам: 
2 2 2 2 2;A A A A B BR X Y Z R X Y= + + = + B . 
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Для оценки нагруженности подшипниковых узлов введем ме-








Определяя неизвестные силы, проведем исследование их зави-
симости от высоты установки нижнего диска а, при разных значениях 
угла α, который образует направление ведомой ветви с направлением 
ведущей ветви. 
Текст исходного файла для ПК КИДИМ представлен ниже. 
 
РАБОТА:= №1; 
ВЫПОЛНИЛА:= Ксения Рябова; 
а = 0.15; b = 0.20; c = 0.15; R = 0.15; r = 0.10; # геометриче-
ские размеры, в м# 
T = 4; t0 = T/2; # натяжения ведущей и ведомой ветвей – T, t0, в 
кН # 
G = 3; # Вес вала – G, в кН # 
# Описание сил через силовые элементы: # 
P.dxP = P;  dxP = dxA+dfiy*(а+b+c)+dfiz*R; 
PT.dxT = –T;  dxT = dxA+dfiy*a+dfiz*r; 
Ptx.dxt = –t0*cos(alfa);  dxt = dxA+dfiy*a-dfiz*r*cos(alfa); 
Pty.dyt = –t0*sin(alfa); dyt = dyA-dfix*a-dfiz*r*sin(alfa); 
PG.dzA = –G;  PXA.dxA = XA; PYA.dyA = YA; PZA.dzA = ZA; 
PXB.dxB = XB; dxB = dxA+dfiy*(a+b); 
PYB.dyB = YB; dyB = dyA-dfix*(a+b); 
# Значение реакций в подшипниковых узлах # 
RA = sqrt(XA^2+YA^2+ZA^2); RB = sqrt(XB^2+YB^2); 
# Различие в нагруженности подшипниковых узлов, в % # 
re = 100*(RA-RB)/RA; 
НЕИЗВЕСТНЫЕ:= P, XA, YA, ZA, XB, YB; 
ПЕЧАТАТЬ:= RA, RB, re; 
Alfa = alfaG*PI/180; alfaG = 30; # перевод градусов в радианы # 




Поясним текст файла исходных данных: символом «;» отделены 
инструкции к выполнению программы и операторы для вычисления пе-
ременных; строки со словами: РАБОТА: =, ВЫПОЛНИЛ: =, ВАРЬИРОВАТЬ: 
=, ПЕЧАТАТЬ: =, РАСЧЕТ: =, КОНЕЦ представляют собой «инструкции»; 
операторы записаны  «формулами» для переменных, с их помощью за-
даны списки переменных и алгоритмы вычислений для расчета. 
Вначале файла записывают его заглавие: 
ЛАБОРАТОРНАЯ РАБОТА: = № (тема); 
ВЫПОЛНИЛ: = ( имя и фамилия студента); 
В конце программного файла заданы инструкции: 
ВАРЬИРОВАТЬ: =.; # здесь задают идентификатор переменной, 
нижнюю и верхнюю границы интервала ее варьирования # 
ПЕЧАТАТЬ:=.; # здесь перечисляют идентификаторы величин 
для табличного и графического представления в отчете и на мониторе # 
РАСЧЕТ: = ДИАГНОСТИКА; # запускает подпрограмму для диагно-
стики ошибок в тексте программы # 
РАСЧЕТ: = СТАТИКА; 
КОНЕЦ; # инициирует выполнение программы # 
В комментариях, отмеченных символами # #, по желанию, 
можно дать пояснения к различным блокам программы. Правила записи 
списка переменных, в том числе и зависящих от времени (структуры), 
обозначения стандартных функций и арифметических действий вполне 
очевидны при внимательном их рассмотрении в тексте файла.  
В результате выполнения программы автоматически создается 
система уравнений статики, которая в соответствии с инструкциями раз-
решается относительно неизвестных сил для варьируемых величин. От-
чет воспроизводит исходный файл, составленные программными сред-
ствами уравнения равновесия и графическое представление расчетных 
параметров. 
На кафедре теоретической механики НМетАУ в процессе вы-
полнения лабораторных работ с использованием ПЭВМ применяют по-
лучивший широкое распространение программный продукт MathCAD. 
Записанные ранее выражения (1.1), (1.2), определяющие условия равно-
весия, составляют систему линейных уравнений, для решения которой 
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универсальная математическая система MathCAD предлагает несколько 
различных схем их нахождения. 
Решение системы линейных уравнений матричным мето-
дом. В этом случае система линейных уравнений должна быть представ-
лена в матричной форме: 
А.Х = В, 
где А – матрица системы; В – вектор, представляющий правые части 
уравнений системы; X – вектор решения. Если матрица А обратима, то, 
как известно, решение матричного уравнения определяется следующим 
образом 
1X A B−= ⋅ , 
где 1A− – матрица, обратная матрице A. 
Использованием оператора присвоения, который может быть 
введен в текущее окно либо путём применения готового шаблона из 
палитры математических символов и операторов системы MathCAD, или 
введением его с помощью клавиатуры осуществляется формирование 
блока исходных данных задачи, матрицы системы и вектора правой час-
ти. Затем с помощью того же оператора присвоения формируется зада-
ние по вычислению вектора решения, а вводом оператора вывода реше-
ния после символа X вектора решения осуществляется операция вывода 
результатов решения системы. После присвоения численных значений 
составляющим реакций опор и формирования выражений для определе-
ния модулей реакций опор оператором вывода решения выводятся их 
численные значения. Анализ одного из этапов решения задачи [7] позво-
лил отдать предпочтение программной среде MathCAD, хотя емкость ее 
существенно превышает объем затрат для среды КИДИМ. Возможности 
современных ПЭВМ позволяют игнорировать этот показатель. Подго-
товка и использование материалов для получения решений в программ-
ной среде MathCAD очень близка к выполнению такого вида работ 
«вручную», что, как показала практика, является решающим фактором 
при принятии решения о выборе программного продукта. Легкость ос-
воения побуждает студентов к выполнению дальнейших исследований, 
например, оптимизировать конструкцию с целью равномерного нагру-
жения подшипниковых опор. Эта задача решается при использовании 
элементов символьной математики. 
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Приведем фрагмент задания исходных данных и элементы мат-
рицы для получения решения, выполненный в среде MathCAD: 
Ta : 0.15 b : 0.2 c : 0.15 R : 0.15 r : 0.1 : G : 3 T : 4 t :
6 2
π= = = = = α = = = = ; 




T t cos( )1 1 1 0 0 0
t sin( )0 0 0 1 1 0
G0 0 0 0 0 1
A : B :
t sin( ) a0 0 0 0 (b a) 0
T t cos( ) a(c b a) 0 (b a) 0 0 0
T t rR 0 0 0 0 0
+ ⋅ α⎡ ⎤⎡ ⎤ ⎢ ⎥⎢ ⎥ ⋅ α⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥= = ⎢ ⎥⎢ ⎥ − ⋅ α ⋅− + ⎢ ⎥⎢ ⎥ ⎢ ⎥⎢ ⎥ + ⋅ α ⋅+ + + ⎢ ⎥⎢ ⎥ − ⋅⎢ ⎥⎢ ⎥⎣ ⎦ ⎣ ⎦
; 











⎡ ⎤⎢ ⎥⎢ ⎥⎢ ⎥= ⋅ = ⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦
; 
 
Xa: = 3.847 Xb: = 0.552 Ya: = 0.571 Yb: = 0.429 Za: = 3 Ra: = 4.912 Rb: = 0.699. 
 
Эти же значения усилий и реакций в подшипниковых узлах кон-
струкции получены и в программной среде КИДИМ. 
Нахождение решения с помощью оператора символьной ма-
тематики Solve. Для выполнения символьных операций процессору 
необходимо указать как выражение, с которым должны производиться 
операции, так и наметить переменную, относительно которой выполня-
ется операция. В рассматриваемом примере использования оператора 
Solve таким выражением является система уравнений, описывающая 
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состояние равновесия АТТ, а переменной – блок неизвестных величин 
. , , , , ,A B A B AP X X Y Y Z






P Xa Xb T t cos P
Ya Yb t sin Xa
Za G Ya
solve,
a t sin Yb (a b) Za
P (a b c) Xb (a b) a T t cos Xb
YbP R (T t) r
⎡ + + − − ⋅ α ⎤ ⎡ ⎤⎢ ⎥ ⎢ ⎥+ − ⋅ α⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥+⎢ ⎥ →⎢ ⎥⋅ ⋅ α − ⋅ +⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⋅ + + + ⋅ + − ⋅ + ⋅ α⎢ ⎥ ⎢ ⎥⎢ ⎥ ⎢ ⎥⋅ − − ⋅ ⎣ ⎦⎣ ⎦
 
 
В результате работы оператора Solve для составляющих реакций 
опор возвращается решение в виде аналитических выражений. Дополнив 
приведенный блок аналитических зависимостей значениями исходных 
данных и выражениями для определения модулей реакций опор, пользо-
ватель получает величины этих реакций. 
Решение задачи в символьной форме имеет вид: 
 
( )T R b t cos( ) R b r T c r t c1Xa :
(a b) R
− ⋅ ⋅ − ⋅ α ⋅ ⋅ − ⋅ ⋅ + ⋅ ⋅−= ⋅+  
1Ya : t sin( ) b
(a b)
= ⋅ ⋅ α+ ⋅  
Za : G=  
( )
( )( )
r T a r T b r T c r t a r t b r t c a R T a R t cos( )
Xa :
a b R
− ⋅ ⋅ − ⋅ ⋅ − ⋅ ⋅ + ⋅ ⋅ + ⋅ ⋅ + ⋅ ⋅ + ⋅ ⋅ + ⋅ ⋅ ⋅ α= + ⋅
aYb : t sin( )
(a b)
= ⋅ α ⋅ + . 
Полученный набор аналитических зависимостей может быть 
использован не только для выбора подшипников и назначения диамет-
ров вала данной конструкции, но и для выполнения исследований конст-
руктивных особенностей системы. Из анализа приведенных выше реше-
ний следует, что нагрузки на подшипники, установленные в опорных 
узлах вала, существенно различаются. Например, можно установить 
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зависимость значений реакций опор или их составляющих от соотноше-
ний расстояний между опорами или опорами и дисками. Расстояние от 
нижней опоры до приводного шкива определяется параметром а.  
 Ниже представлен вариант файла исходных данных для той же 
задачи, отличающегося от предыдущего тем, что в нем, как и в среде 
MathCAD, с помощью оператора Solve в программной среде КИДИМ 
формируется лишь система уравнений для ее разрешения относительно 
неизвестных. Далее приведены результаты, полученные в виде отчета 
после выполнения программы КИДИМ. 
 
РАБОТА:= №6; 
ВЫПОЛНИЛА:= Ксения Рябова; 
# геометрические размеры в м: # 
а = 0.15; b = 0.20; c = 0.15; al = π/6; R = 0.15; r =0.1; T = 4; 
t0 = T/2; G = 3; 
# запись уравнений равновесия в проекциях на оси координат #  
P.x = P+Xa+(Xb-T)-t0*cos(al); 
P.y = Ya+Yb-t0*sin(al); 
P.z = Za-G; 
P.fx = a*t0*sin(al)-(a+b)*Yb; 
P.fy = (a+b+c)*P+(a+b)*Xb-a*(T+t0*cos[al]); 
P.fz = R*P-r*(T- t0); 
RA = √(Xa^2+Ya^2+Za^2); RB = √(Xb^2+Yb^2); 
re=100*(RA-RB)/RA; # различие реакций в подшипниковых узлах в % # 
НЕИЗВЕСТНЫЕ:= P,Xa,Ya,Za,Xb,Yb; 
ПЕЧАТАТЬ:= t0,RA,RB,re; 




Анализ исходных данных 
Обобщенные координаты: x, y, z, fx, fy, fz 
Число степеней свободы = 6 
Неизвестные величины: P, Xa, Xb, Ya, Yb, Za 
Число неизвестных = 6 
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Уравнения равновесия 
Уравнение[1] = P+Xa+(Xb-T)-t0*cos(al); 
Уравнение[2] = Ya+Yb-t0*sin(al); 
Уравнение[3] = Za-G; 
Уравнение[4] = a*t0*sin(al)-(a+b)*Yb; 
Уравнение[5] = (a+b+c)*P+(a+b)*Xb-a*(T+t0*cos[al]); 
Уравнение[6] = R*P-r*(T-t0). 
Формулы для переменных, не равных нулю: 
а = 0.15; b = 0.20; c = 0.15; al = π/6; R = 0.15; r = 0.10; 
T = 4; t0 = 2;  P = 3. 
 
Графические результаты выполненного анализа по влиянию 
удаления нижней опоры от приводного шкива на нагруженность под-





Рисунок 1.3 – Различие реакций в подшипниковых узлах 






Рисунок 1.4 – Изменение реакций в подшипниковом узле А 





Рисунок 1.5 – Изменение реакций в подшипниковом узле В 
при удалении нижней опоры от приводного шкива 
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Проведенные исследования позволяют подсказать инженеру на-
правление оптимизации конструкции из чисто экономических соображе-
ний, если он примет во внимание тот факт, что равнонагруженность 
подшипниковых узлов и равноизнашиваемость агрегата в целом – одни 
из самых распространенных требований. Поэтому, если ставится именно 
такая задача, то целесообразно провести дополнительные исследования, 
заключающиеся в сравнении не только значений модулей реакций опор 
А и В, но и в сравнении с реакцией опоры В горизонтальной составляю-
щей реакции опоры А. 
В методических указаниях [10] приведено еще два варианта 
конструктивных решений, обеспечивающих выполнение требования 
равнонагруженности опор при изменении параметров b и c. 
В качестве источников исходных данных можно использовать 
отечественный аналог сборника [11] – разработку [8]. Если же студент-
дистанционник предложит свою конструкцию для её исследования в 
процессе выполнения лабораторной работы, то эффективность усвоения 
материала существенно возрастёт. 
 
Вопросы для самоконтроля 
 
Информационные технологии 
1) Что включают в понятия технология, информация, информа-
ционная технология и какова связь между ними?  
2) Каковы три основных принципа современных информацион-
ных технологий? 
3) Каковы основные виды информационных технологий, в чем 
общность и различия между Internet-технологиями и компьютерными 
технологиями?  
4) Как охарактеризовать носители информации в древности и 
информационные системы современности? 
5) Может ли существовать информационная технология вне 
сферы информационных систем?  
Основные этапы развития компьютерной техники 
1) Что представляли собой компьютеры первого поколения, где 
был создан первый компьютер? 
2) Что представляли собой компьютеры второго поколения? 
3) Что представляли собой компьютеры третьего поколения? 
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4) Что представляли собой компьютеры четвертого поколения? 
5) Где и когда был создан первый персональный компьютер? 
6) В чем заключается сущность стандарта в компьютерной ин-
дустрии, кем продиктован этот стандарт? 
Формы представления информации для ЭВМ 
1) Что такое программы для ЭВМ и как называется главная сре-
ди программ?  
2) Какие существуют операционные системы для персональных 
компьютеров типа IBM PC и для персональных компьютеров Macintosh?  
3) Что такое файлы, каталоги и подкаталоги, как записывают их 
имена? 
4) Что означают окончания имен файлов в операционных систе-
мах MS DOS и Windows: *.ехе ; *.com; *.bat ; *.txt; *.doc? 
5) С какой целью создают редакторы текстов на ЭВМ и какие 
имена редакторов для операционных систем Windows и MS DOS?  
Язык программирования Си (C) 
1) Является ли язык Си (C) языком программ под операционную 
систему Unix? 
2) Для каких целей используют компиляторы языка Си (C)? 
3) Каковы основные особенности языка Си (C)? 
4) В чем суть модульного принципа создания программ на языке 
Си (C)? 
Графический пакет AUTOCAD 
1) Что представляет собой графический пакет AUTOCAD? 
2) Чем отличаются версии графического пакета AUTOCAD? 
Корпоративные информационные системы (КИС), 
Internet и Internet-технологии 
1) В чем заключается суть стратегии в рамках КИС? 
2) С какой целью обеспечивается информационная безопасность 
в Internet-технологиях? 
3) Что понимают под интеллектуальными информационными 
технологиями и экспертными интеллектуальными системами? 
4) В чем состоит уникальность интеллектуальных информаци-
онных технологий (ИИТ)? 
5) Где применяются ИИТ? 
6) Для чего и где применяются CALS-технологии? 
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7) Чем можно охарактеризовать процессы мировой глобализа-
ции? 
8) Что такое информационное пространство, открытое информа-
ционное общество, «виртуальные компаний и офисы»?  
Аналитические алгоритмы компьютерной алгебры 
1) Для чего создают системы компьютерной алгебры? 
2) Как расшифровать название программного комплекса КИ-
ДИМ? 
3) Каковы особенности программного комплекса КИДИМ? 
4) В какой операционной системе функционирует программный 
комплекс КИДИМ? 
5) В какой операционной системе функционирует ядро (САВ) и 
вычислительные модули программного комплекса КИДИМ? 
6) На каких языках программирования реализована система ана-
литических вычислений в программном комплексе КИДИМ? 
7) Каким редактором представляют и как записывают расшире-
ние в имени файла исходных данных программного комплекса КИДИМ? 
8) Что означают синтаксические конструкции программного 
комплекса КИДИМ: РАБОТА:=, ВЫПОЛНИЛ:=, ВАРЬИРОВАТЬ:=, ПЕЧА-
ТАТЬ:=, РАСЧЕТ:=СТАТИКА, РАСЧЕТ:=ДИАГНОСТИКА, КОНЕЦ? 
9) Обязательно ли начинать текст файла исходных данных про-
граммного комплекса КИДИМ с инструкций: РАБОТА: = №… (тема); 
ВЫПОЛНИЛ: = (имя и фамилия) и заканчивать его инструкцией КОНЕЦ? 
Аналитическая механика 
1) Какие силы называют активными? 
2) Чем отличается материальная точка от геометрической точки? 
3) Что включают в понятия: механическая система, замкнутая 
система, конечномерная механическая система? 
4) Как определяют понятия механической связи, механической 
удерживающей и неудерживающей связей? 
8) Что означают понятия геометрической (голономной, конеч-
ной, интегрируемой дифференциальной), кинематической (дифференци-
альной) и неголономной связей? 
6) В чем заключается различие в понятиях идеальной и неиде-
альной связей?  
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7) Что означают термины: голономная, нестационарно заданная 
система? 
8) Что означают термины: нестационарные (реономные), удер-
живающие и неудерживающие связи? 
9) Определите понятия: виртуальное, возможное и действитель-
ное перемещение точки? 
10) Что означает термин – возможные скорости точек системы 
при движении?  
11) Что включают в понятия: гироскопическая, консервативная 
системы? 
12) Как устанавливают положение равновесия механической 
системы? 
Принципы механики 
1) Как формулируют принцип виртуальных перемещений? 
2) Как формулируют принцип возможных перемещений, и чем 
его формулировка отличается от критерия равновесия стационарно за-
данной системы? 
3) Как определяют диссипативную функцию Релея, а с ее помо-
щью диссипативные силы сопротивления среды? 
4) Каков физический смысл функции Релея? 
5) Что представляет собой мощность потерь механической энер-
гии из-за наличия сил вязкого трения? 
Уравнения Лагранжа 2-го рода 
1) Как записать уравнения Лагранжа в независимых обобщен-
ных координатах для склерономных голономных систем при действии 
потенциальных и диссипативных сил? 
2) Какой порядок имеет система уравнений Лагранжа 2-го рода?  
3) Могут ли уравнения Лагранжа 2-го рода быть нелинейными? 
4) Как записать условия для малых движений механических сис-
тем около устойчивого положения их равновесия? 
5) Как сформулировать теорему Лагранжа-Дирихле? 
6) Чем определяют понятие неустойчивости равновесия механи-






2. УРАВНЕНИЯ ДВИЖЕНИЯ СИСТЕМ  
С ОДНОЙ СТЕПЕНЬЮ СВОБОДЫ 
 
В данном разделе рассмотрены вопросы моделирования движе-
ния механических систем с одной степенью свободы. К исследованию 
движения такого класса систем часто сводят многие практические зада-
чи анализа и синтеза машин и механизмов. В дальнейшем в качестве 
объекта исследования принята механическая система, приведенная на 


















Рисунок 2.1 – Механическая система с одной степенью свободы 
 
При движении системы груз 3 весом P3 опускается вниз, приво-
дя в движение цилиндр 1 весом P1 с помощью жесткого невесомого тро-
са, перекинутого через блок 2. Цилиндр, раскручивая трос, движется по 
наклонной грани неподвижной призмы. Ось цилиндра соединена упру-
гой связью с неподвижной опорой. Жесткость упругой связи – c. Движе-
нию цилиндра оказывает сопротивление вязкая среда, создающая силу 
сопротивления, пропорциональную скорости его поступательного дви-
жения (скорости движения центра тяжести цилиндра) 1тр µ xF x −= , и мо-
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мент сопротивления тр 1M ϕ= −µ ϕ , пропорциональный скорости его вра-
щательного движения. Углы наклона граней призм – α и β, грани иде-
ально гладкие; радиусы цилиндра и блока – r1 и r2  соответственно. 
Для механической системы (см. рис. 2.1) необходимо составить 
уравнения движения в обобщенных координатах, воспользовавшись 
уравнениями Лагранжа 2-го рода; решением полученных уравнений при 
начальных условиях 30033003 , vxxx tt == ==   установить характер и закон 
движения во времени цилиндра 1; выполнить анализ полученного реше-
ния. 
 Рассмотрим решение сформулированной задачи. Согласно опи-
санию системы в ней выделены три тела, совершающие движения: плос-
копараллельное – цилиндр 1, вращательное – блок 2 и поступательное – 
груз 3. Поэтому обобщенные координаты, характеризующие движение 
каждого из рассмотренных тел, будут следующими: для 1-го тела – x1, 
ϕ1; для 2-го – для 3-го – ϕ2; x3. Этими координатами (их положительные 
направления показаны на рис. 2.1), представленными функциями време-
ни, однозначно определяется положение любой точки механической 
системы. Вместе с тем, не все из перечисленных координат являются 
независимыми, так как на элементы системы наложены связи. 
Для такой системы выберем обобщенные координаты и установим 
уравнения связи и конкретизируем уравнение Лагранжа. Получим его 
аналитическое решение и выполним анализ движения элементов систе-
мы. Затем с использованием компьютерных технологий выполним пол-
ное исследование, что позволит сопоставить данные анализа движения 
системы. 
 
2.1. Уравнения связи и обобщенные координаты для систем  
с одной степенью свободы 
 
Рассмотрим связи между координатами, описывающими движе-
ние системы.  Так как скорость точки A1 цилиндра, касающейся грани 
неподвижной призмы, равна нулю, то эта точка является мгновенным 
центром скоростей при плоскопараллельном движении. С другой сторо-
ны, если принять скорость точки O1 цилиндра равной , то скорость 
точки A
1x
1 можно вычислить согласно теореме о скорости точки тела при 
плоскопараллельном движении, как сумму 
 73
1 1 1 1A
v x r= + ϕ . 
Учитывая, что 0
1
=Av , получим связь между координатами цилиндра 
1 1 1x r= − ϕ .                                                 (2.1) 
 Поскольку трос на участке касания с цилиндром 1 и блоком 2 
нерастяжим, скорость точки B1 будет равна скорости точки A2
1 2 1 21 1 2 2
; 2 ;B A B Av v v r v r= = ϕ = ϕ  , 






ϕ = ϕ  .                                              (2.2) 
 Так как трос на участке касания блока 2 и груза 3 нерастяжим, 
то скорость точки A2 будет равна скорости точки A3 
2 3 2 32 2 3
; ;A A A Av v v r v x= = ϕ = −  . 





ϕ = −  .                                             (2.3) 
Уравнения связи (2.1) – (2.3) записаны относительно скоростей коорди-
нат, но интегрируются с учетом начальных условий: 
1






x r= − ϕ ϕ = ϕ = ϕ ,                          (2.4) 
что свидетельствует о голономности рассматриваемой системы. 
Поскольку число обобщенных координат, определяющих дви-
жение механической системы, равно четырем (x1, ϕ1, ϕ2, x3), а число на-
ложенных на них связей – трем, можно сделать вывод о том, что незави-
симая координата у системы лишь одна. Поэтому система имеет и одну 
степень свободы. 
В качестве независимой обобщенной координаты можно при-
нять следующую линейную комбинацию координат системы 
1 1 1q x r= − ϕ .                                            (2.5) 
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3x x qr r
ϕ = − ϕ = − = = .                        (2.6) 
Существуют и другие возможности для выбора независимой обобщен-
ной координаты. Например, если 1q x= , то 
1 2 3
1 2
2; ;q q 2x q
r r
ϕ = − ϕ = − = . 
 
2.2. Уравнения Лагранжа для систем с одной степенью 
свободы 
 
 Заметим, что рассматриваемая механическая система со стацио-
нарными голономными связями, внешние силы которой являются по-
тенциальными (силы упругости пружины и силы тяжести элементов), 
относится к диссипативным системам, так как цилиндр 1 по условию 
задания движется в вязкой среде. Уравнение Лагранжа для диссипатив-












∂ ,                                         (2.7) 
где L = T – П (T – кинетическая энергия, П – потенциальная); R – функ-
ция Релея (функция диссипации или рассеивания). 
Функцию Релея вычисляют как половину мощности сил рассея-
ния WR
2
1−= . Мощность сил трения для твердого тела (цилиндра 1) 
можно подсчитать так: 
1тр1тр ω
GGGG ⋅+⋅= MvFW , 
что с учетом направлений векторов можно преобразовать следующим 
образом 
тр 1 тр 1W F x M= − − ϕ . 
Далее воспользуемся связью модулей силы и момента трения вязкой 
среды с модулями соответствующих скоростей 
тр 1 тр 1µ , µxF x M ϕ= = ϕ , 
 75
что позволит записать 
( )2 21 11 µ µ 0, µ ,µ2 x xR x ϕ ϕ 0= + ϕ ≥ ≥ . 
Примем в качестве независимой обобщенной координаты вели-
чину q (2.5), тогда, учитывая (2.6), получим 
2µ
2











ϕ  – обобщенный коэффициент вязкого трения. 
 Кинетическую энергию рассматриваемой системы вычислим как 
сумму кинетических энергий ее элементов. Для цилиндра 1, совершаю-
щего плоскопараллельное движение, это 
2 2
1 1 1 1
1 1
2 2
T m x J 1= + ϕ , 
где m1 – масса цилиндра, J1 – осевой момент инерции цилиндра, которые 













1 == . 
Перепишем полученное выражение для кинетической энергии цилиндра 






PT = . 
Блок 2 совершает вращательное движение и, следовательно, его 
кинетическую энергию запишем в виде: 
2 2 22 2
2 2 2 2 2
1 1 1
2 4 4
P PT J r 2q
g g
= ϕ = ϕ =   . 















PxmT  === . 
Кинетическую энергию всей рассматриваемой системы оконча-





PPPT ++= .                                     (2.9) 
 Потенциальная энергия системы включает энергию пружины, а 
также потенциал сил тяжести цилиндра 1 и груза 3, изменяющих свое 
положение при движении. Для вычисления этих составляющих потенци-
альной энергии системы считаем, что в начальном положении пружина 
находится в растянутом состоянии под действием силы натяжения, соз-
данной цилиндром 1 и грузом 3, а система в целом – в устойчивом ста-
тически равновесном состоянии. Движение цилиндра 1 отсчитываем от 
положения статического удлинения пружины δ. Поэтому потенциаль-


















а при учете связи x1 с независимой обобщенной координатой q запишем 
так: 
qcqcc δ28
2 +=Π . 
Потенциал сил тяжести определим как работу этих сил, необходимую 
для подъема цилиндра 1 и груза 3 на величину их опускания, 
βsinαsin 331113 xPxP −−=Π , 








Принимая потенциальную энергию системы в виде суммы потенциаль-
ной энергии пружины, а также потенциала сил тяжести цилиндра 1 и 









Величину δ определим из условия, что в статическом равнове-












1 PPc += . 
С учетом последнего равенства получим 
2
8
qc=Π .                                              (2.10) 
 Функцию Лагранжа для рассматриваемой системы запишем с 





PPPTL −++=Π−=  .                          (2.11) 
Далее перепишем уравнение Лагранжа (2.7), учитывая формулы (2.8) и 
(2.11), 

















⎛ +=++= ϕµ . 
 Уравнение (2.12) рассматриваем как уравнение движения систе-
мы в обобщенных координатах. По его виду можно сделать заключение 
о том, что движение изучаемой системы в обобщенных координатах 
эквивалентно движению точки массой M, на которую действуют восста-
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навливающие силы упругости с жесткостью с и вязкое сопротивление с 
коэффициентом вязкости µ. 
 
2.3. Решение уравнения Лагранжа и его анализ 
 
Воспользуемся численными данными параметров рассматри-
ваемой механической системы, приведенными в табл. 2.1. 
Таблица 2.1 – Параметры системы  
Элементы 
  системы 
Р, кН r, м с, Н/м µx, Н⋅с/м ,Н с мϕµ ⋅ ⋅  
Цилиндр 1 0.2 0.8 – – – 
Блок 2  0.1 0.2 4000 75 48 
Груз 3 0.5 – – – – 
 Посчитаем следующие величины: 
2
1
1 1 4875 37.5 Н с/м
4 4 0.64x r
ϕµ⎛ ⎞ ⎛ ⎞µ = µ + = + = ⋅⎜ ⎟ ⎜ ⎟⎝ ⎠⎝ ⎠
; 










−µ= = ≅⋅ ; 




−ω = = ≅⋅ ; 
13.962 сC
M
−ω = ≅ . 
Из полученных значений видно, что для рассматриваемой системы усло-








движение соответствует затухающим колебаниям вида: 
( ) ( )*sinhtq t ae t−= ω + γ ,                                    (2.13) 
где  и γ – амплитуда и фаза затухающих колебаний соответственно, 
определяемые из начальных условий: 
htae−
0000 , qqqq tt  == == (  – задан-
ные величины, вычисляемые по начальным значениям отклонения и 
скорости координаты системы). Так, например, если принять начальные 
значения отклонения и скорость груза 3 в виде 
00 ,qq 
30033003 , vxxx tt == ==  , то 
получим 300300 , xqxq  == . По начальным значениям обобщенной коор-
динаты нетрудно найти величины: 
2




q hq q Ca q tg h
q hq M
⎛ ⎞+ ω= + γ = ω = ω − ω =⎜ ⎟ω +⎝ ⎠

 .       (2.14) 
Движение, отвечающее уравнению (2.12), будет апериодическим (неко-
лебательным), затухающим, если h > ω. Тогда система асимптотически 
(t→ ∞) стремится вернуться в положение равновесия. 
В случае затухающих колебаний (2.13) закон движения цилинд-




( ) sin(ω γ); ( ) sin(ω γ)
2
ht htax t ae t t e t
r
− −
*= + ϕ = − + . 
Аналогично, воспользовавшись равенствами (2.6) и (2.13), можно уста-
новить законы движения блока 2 и груза 3. Круговую частоту затухаю-
щих колебаний вычислим так: 
122
* c951.30866.0696.15ωω
−≅−=−= h . 




T π π= = ≅ω . 
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 Груз 3 – тело, для которого заданы начальные условия: 
0,м02.0 3030 == xx   – это координата центра тяжести и его скорость 
соответственно. Пересчитаем заданные условия в обобщенных коорди-
натах: 




0.29431 0.02 1 0.0201м
3.951
ha q
⎛ ⎞ ⎛ ⎞= + = + ≅⎜ ⎟ ⎜ ⎟ω ⎝ ⎠⎝ ⎠
; 




ωγ = = ≅ γ = = ≅ . 
Угол γ находится в 1-й четверти и равен 0.476π рад. 
 Теперь определим закон затухающих колебаний цилиндра 1, 
который будет иметь вид: 
0.2943
1( ) 0.01 sin(3.951 0.476 ) м
tx t e t−= ⋅ + π ; 
0.2943
1( ) 0.0125 sin(3.951 0.476 )рад
tt e t−ϕ = − + π . 
Анализ полученного решения позволяет установить, что максимальные 
значения отклонения оси цилиндра 1 и его угла поворота имеют место в 
начальный момент времени 
1max 0.01sin(0.476 ) 0.01мx = π = ; 
1max 0.0125sin(0.476 ) 0.0125радϕ = − π ≅ − . 
Вычислим логарифмический декремент колебаний, характеризующий 
уменьшение амплитуд колебаний за период для цилиндра 1 
468.059.12943.0η ≅⋅== hT . 
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Заметим, что амплитуды колебаний груза 3 оказываются в два раза 
большими, чем амплитуды колебаний центра цилиндра 1. 
Так как все координаты системы согласно выражению (2.6) про-
порциональны независимой обобщенной координате q, а последняя из-
меняется во времени по закону затухающих колебаний (2.13), то и все 
элементы системы будут совершать затухающие колебания. 
 
2.4. Использование информационных технологий для систем 
с одной степенью свободы 
 
В подразделах 2.2 и 2.3 было составлено и решено аналитически 
уравнение движения системы с одной степенью свободы. В современных 
условиях для решения специалисту необходимо уметь использовать ин-
формационные технологии. Существует обширная программная продук-
ция, которую применяют для решения задач механики, к ней относится и 
программный комплекс КИДИМ, разработанный на кафедре теоретиче-
ской механики НТУ «ХПИ», который позволяет решать задачи теорети-
ческой и аналитической механики. Он основан на общих принципах 
механики. Правила работы с комплексом КИДИМ подробно рассмотре-
ны в лабораторном практикуме [4].  
Далее приведен пример непосредственно задания файла исход-
ных данных и решения уравнений движения для системы с одной степе-
нью свободы, рассмотренной в подразделе 2.3. 
 
1. РАБОТА: = № 1; 
2. ВЫПОЛНИЛ: = ст. Игорь Иванов, гр. И-10а; 
3. # Обобщенная координата – q # 
4. # Инерционные элементы: # 
5. J.x1 = m1; J.fi1 = J1; 
6. J.fi2 = J2; 
7. J.x3 = m3; 
8. # Упругие элементы: # 
9. C.x1 = c; 
10. # Диссипативные элементы: # 
11. D.x1 = ux1; 
12. D.fi1 = ufi1; 
13. # Связи между координатами системы: # 
 82
14. x1 = q/2; 
15. fi1 = – q/(2*r1); 
16. fi2 = – q/r2; 
17. x3 = q; 
18. # Эквивалентная масса, жесткость и коэффициент вязкости: # 
19. M = 3*m1/8 + m2/2 + m3; 
20. C = c/4; 
21. u = (ux1+ufi1/(r1^2))/4; 
22. # Коэффициент сопротивления: # 
23. h = u/2/M; 
24. # Собственная частота системы: # 
25. omega = sqrt(C/M); 
26. # Круговая частота затухающих колебаний системы: # 
27. omega1 = sqrt(omega^2-h^2); 
28. # Условный период затухающих колебаний системы: # 
29. T = 2*PI/omega1; 
30. # Инерционные параметры: # 
31. m1 = 200/g; m2 = 100/g; m3 = 500/g; 
32. J1 = m1*r1*r1/2; J2 = m2*r2*r2/2; 
33. # Параметры системы # 
34. r1 = 0.8; r2 = 0.2; g = 9.81; c = 4000; ux1 = 75; ufi1 = 48; 
q0 = 0.02; 
35. # Инструкции: # 
36. НАЧАЛЬНЫЕ УСЛОВИЯ: = t(0), q(0.02), q't(0.0); 
37. КОНЕЧНЫЕ УСЛОВИЯ: = t(15); 
38. # Инструкции видов расчета: # 
39. ПЕЧАТАТЬ: = q, x1, fi1, fi2, x3, h, M, C, omega, omega1, T; 
40. РАСЧЕТ: = ПЕЧАТЬ УРАВНЕНИЙ; 
41. КОНЕЦ; 
 
В приведенном примере файла исходных данных строки прону-
мерованы для удобства дальнейших пояснений, но при записи файла на 
персональном компьютере этого делать не следует. Строки 1, 2, 36, 37, 
39, 40 являются инструкциями, задающими номер работы, фамилию 
студента, начальные условия, конечный момент времени, перечень  
функций и параметров, информация о которых станет доступной в ре-
зультате решения задачи, вид расчета. Строки 3, 4, 8, 10, 13, 18, 22, 24, 
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26, 28, 30, 33, 35, 36 – это комментарии к тексту файла исходных дан-
ных. Их использование не является обязательным, однако, они способст-
вует лучшему чтению файла. В строках 5-7, 9, 11, 12 определяют инер-
ционные, упругие и диссипативные элементы исходной системы. Строки 
14-17 описывают структуры или связи между координатами элементов 
исходной системы и обобщенной координатой в соответствии с форму-
лами (2.6). В строках 19-21, 23, 25, 27, 29 записаны выражения, опреде-
ляющие параметры эквивалентной системы с одной степенью свободы. 
В строках 31, 32, 34 заданы числовые значения параметров исходной 
системы. 
Приведенный текст файла исходных данных можно использо-
вать как образец при выполнении задания для самостоятельной работы. 
Результатом работы ПК КИДИМ является разнообразная число-
вая и графическая информация. Далее приведены графики изменения во 
времени обобщенной координаты системы с одной степенью свободы 
(рис. 2.2.), линейного отклонения оси цилиндра 1 (рис.2.3) и угла пово-
рота цилиндра 1 (рис.2.4). Графики представлены в формате постпроцес-









Рисунок 2.3 – Закон отклонения оси цилиндра 
fi1  
 
Рисунок 2.4 – Закон изменения угла поворота цилиндра 
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Анализ представленных графиков позволяет сделать следующие 
выводы, подтверждающие результаты, которые получены в подразде-
ле 2.3. Обобщенная координата q системы с одной степенью свободы 
изменяется по закону затухающих колебаний, что соответствует форму-
ле (2.13). Линейные отклонения оси и углы поворота цилиндра 1 также 
изменяются по закону затухающих колебаний, что тоже соответствует 
выводам подраздела 2.3. Формат графического постпроцессора комплек-
са КИДИМ позволяет проводить не только качественный, но и количест-
венный анализ решения. Значения максимальных по модулю линейных 
отклонений оси и углов поворота цилиндра 1 совпадают со значениями, 
полученными аналитически в подразделе 2.3, и имеют место в началь-
ный момент времени. 
Таким образом, ПК КИДИМ может быть применен для состав-
ления и решения уравнений движения сложных механических систем 
























3. ДВИЖЕНИЕ СИСТЕМ С ДВУМЯ СТЕПЕНЯМИ СВОБОДЫ 
 
В данном разделе рассмотрены вопросы моделирования движе-
ния механических систем с двумя степенями свободы. К исследованию 
движения такого класса систем часто сводят многие практические зада-
чи анализа и синтеза машин и механизмов. В дальнейшем в качестве 






















Рисунок 3.1 – Механическая система с двумя степенями свободы 
Груз 3 весом P3 с прикрепленным к нему стержнем 4 весом P4 
опускается вниз, приводя в движение цилиндр 1 весом P1 с помощью 
жесткого невесомого троса, перекинутого через блок 2. Цилиндр, рас-
кручивая трос, движется по наклонной грани неподвижной призмы. Ось 
цилиндра соединена с неподвижной опорой упругой связью, жесткость 
которой с. Сопротивление движению цилиндра оказывает вязкая среда, 
создающая силу сопротивления, пропорциональную скорости его посту-
пательного движения (скорости движения центра тяжести цилиндра) 
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1тр µ xF x −= , и момент сопротивления тр lМ ϕ= −µ ϕ , пропорциональный 
скорости его вращательного движения. Вязкая среда, в которой движется 
стержень 4 длиной l, создает силы сопротивления, пропорциональные 
скоростям точек стержня, с коэффициентом, равным µl. Углы наклона 
идеально гладких граней призм α и β, радиусы цилиндра и блока – r1 и r2 
соответственно. 
Для механической системы, схема которой приведена на 
рис. 3.1, нужно составить уравнения ее движения в обобщенных коорди-
натах для малых колебаний около положения устойчивого равновесия, 
воспользовавшись уравнениями Лагранжа 2-го рода. Затем решением 
полученных уравнений, пренебрегая в частном случае силами сопротив-
ления среды, при начальных условиях 
3 0 30 3 0 30 4 0 40 4 0 40, , ,t t t tx x x v= = = == = ϕ = ϕ ϕ = ω  
следует установить характер и закон движения во времени цилиндра 1 и 
выполнить анализ полученного решения. 
Рассмотрим сформулированное задание. Выделим в системе че-
тыре тела, совершающих движения: плоскопараллельное – цилиндр 1, 
вращательное – блок 2, поступательное – груз 3, плоскопараллельное – 
стержень 4. Координаты, характеризующие движение каждого из пере-
численных тел, следующие: x1, ϕ1 – для 1-го тела; ϕ2 – для 2-го, x3 – для 
3-го; x3, ϕ4 – для 4-го. Этими координатами, положительные направления 
которых показаны на рис. 3.1 и которые представлены функциями вре-
мени, можно однозначно определить положение любой точки механиче-
ской системы. Вместе с тем, не все из перечисленных координат являют-
ся независимыми, так как на элементы системы наложены связи. 
Тело 4 – это стержень с равномерно распределенной по его дли-
не массой, совершающий плоскопараллельное движение. Центр масс 
стержня находится в точке O4, и, следовательно, в декартовой системе 






Lx x= β + ϕ ; 4 3 4
cos
2sin
Ly x= β + ϕ .               (3.1) 
Отсюда следует, что координаты центра масс 4-го тела одно-
значно определяются значениями двух обобщенных координат механи-
ческой системы: x3 – 3-го тел и ϕ4 – 4-го. Вместе с тем, так как на эле-
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менты системы наложены связи, то не все введенные выше обобщенные 
координаты являются независимыми. 
 
3.1. Уравнения связи и обобщенные координаты для систем 
с двумя степенями свободы 
 
Рассмотрим связи между координатами системы. Так как ско-
рость точки A1 цилиндра, касающейся грани неподвижной призмы, равна 
нулю, то эта точка является мгновенным центром скоростей при плоско-
параллельном движении. С другой стороны, если принять скорость точ-
ки O1 цилиндра, равной , то скорость точки A1x 1 можно вычислить со-
гласно теореме о скорости точки тела при плоскопараллельном движе-
нии, как сумму 
1 1 1A
v x r= + ϕ . 
Учитывая, что 0
1
=Av , получим связь между координатами цилиндра 
1 1 1x r= − ϕ .                                               (3.2) 
 Так как трос на участке касания с цилиндром 1 и блоком 2 не-
растяжим, то скорость точки B1 равна скорости точки касания A2 троса с 
блоком 
1 2 1 21 1 2 2
; 2 ;B A B Av v v r v r= = ϕ = ϕ  , 






ϕ = ϕ  .                                               (3.3) 
 Поскольку трос на участке касания блока 2 и груза 3 нерастя-
жим, скорость точки A2 равна скорости точки A3 
2 3 2 32 2 3
, ,A A A Av v v r v x= = ϕ = −  . 





ϕ = −  .                                                 (3.4) 
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Уравнения связи (3.2)-(3.4) записаны относительно скоростей координат, 
но их интегрируют с учетом начальных условий: 
1






x r= − ϕ ϕ = ϕ = ϕ                            (3.5) 
что свидетельствует о голономности уравнений связи системы. 
Так как число обобщенных координат, определяющих движение 
механической системы, равно пяти (x1, ϕ1, ϕ2, x3, ϕ4), а число наложен-
ных на них связей – трем, то можно сделать вывод о том, что независи-
мых координат у системы лишь две, а, значит, система имеет две степе-
ни свободы. В качестве независимых обобщенных координат можно 
принять следующую линейную комбинацию координат системы: 
1 1 1 1 2,q x r q 4= − ϕ = ϕ .                                       (3.6) 
Теперь, учитывая уравнения (3.4), получим 
1 1 1
1 2 1 3 1 4
1 2
, , , ,
2 2
q q q
2x x q qr r
ϕ = − ϕ = − = = ϕ =  .              (3.7) 
Существуют и другие возможности для выбора независимых 








ϕ = − ϕ = − = . 
 
3.2. Уравнения Лагранжа для систем с двумя степенями сво-
боды 
 
 Так как цилиндр 1 и стержень 4 по условию задания движутся в 
вязкой среде, рассматриваемая механическая система со стационарными 
голономными связями, внешние силы которой являются потенциальны-
ми (силы упругости пружины и силы тяжести элементов), относится к 
классу диссипативных. Уравнения Лагранжа для диссипативной систе-
мы, имеющей две степени свободы, запишем в виде 
1 1 1 2 2 2
; ,d L L R d L L R
dt q q q dt q q q
∂ ∂ ∂ ∂ ∂ ∂− = − − = −∂ ∂ ∂ ∂ ∂ ∂                      (3.8) 
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где L – функция Лагранжа, L = T – П, а T и П – кинетическая и потенци-
альная энергия системы соответственно; R – функция Релея (функция 
диссипации или рассеивания). 
 Функцию Релея вычисляют в виде половины мощности сил рас-
сеивания ( 412
1 WWR +−= ) . Мощность сил трения для твердого тела (ци-
линдра 1) можно посчитать так: 
1 тр 1 тр 1W F v M= ⋅ + ⋅ω
G G GG  
и с учетом направлений векторов записать в виде 
1 тр 1 тр 1W F x M= − −  ϕ . 
Далее воспользуемся связью модулей силы и момента трения вязкой 
среды с модулями соответствующих скоростей: 
т р 1 т р 1,xF x M ϕ= µ = µ ϕ , 
что позволит определить ( )2 21 1xW x ϕ 1= − µ +µ ϕ . 
Для независимых обобщенных координат примем равенства 







ϕµ⎛= − µ +⎜⎝ ⎠
1q
⎞⎟ .                                      (3.9) 
 Мощность сил трения, распределенных по длине стержня 4, 







= − µ∫ z dz
3 r
,                                        (3.10) 
где z ∈ [0, l] – координата точки, отсчитываемая вдоль стержня (z = 0 
соответствует точке шарнирного крепления O3). Абсолютную скорость 
точки стержня 4 определим с помощью теоремы о скоростях точек тела 
при плоскопараллельном движении из выражения 
34 4
( ) O Ov z v r v v= +ω × = +GG G G G G ,                                (3.11) 
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где  – скорость точки подвеса O
3Ov 3;  – скорость точки стержня при 
вращении его вокруг точки O
rv
3. Теперь вычислим квадрат абсолютной 
скорости точки стержня 4 
3 3
2 2 2
4 4 4( ) ( ) ( ) 2 cosO r O rv z v z v z v v v v= ⋅ = + + ψG G , 
где .Учтем, что 4ψ = β+ ϕ 33 xvO = , 4rv z= ϕ , и окончательно получим 
2 2 2 2
4 3 4 3 4( ) 2 cos( ).v z x z zx 4= + ϕ + ϕ β+ ϕ    
 Подставляя выражение (3.11) в равенство (3.10), определим 
мощность диссипативных сил стержня 
2
2 2
4 3 4 3 4 cos( )3l
lW x lx 4
⎡ ⎤= −µ + ϕ + ϕ β+ ϕ⎢ ⎥⎣ ⎦
    
и далее, используя обобщенные координаты (3.6), запишем 
2
2 2
4 1 2 1 2 cos( )3l
lW q q q q l q2
⎡ ⎤= −µ + + β+⎢ ⎥⎣ ⎦
    .                      (3.12) 
Выражения (3.9) и (3.12) позволяют установить для системы общий вид 
функции Релея 
( 2 211 1 22 2 12 1 212R q q q= ξ + ξ + ξ    )q ,                               (3.13) 
где 
2
11 22 12 22







ϕµ⎛ ⎞ µξ = µ + µ + ξ = ξ = µ β +⎜ ⎟⎝ ⎠
) . 
 Для рассмотрения малых движений необходимо преобразовать 
функцию Релея, где коэффициенты ξ11 и ξ22 постоянны в отличие от ко-
эффициента ξ12, который зависит от обобщенной координаты q2. Разло-
жим этот коэффициент по степеням координаты q2 возле положения 
устойчивого равновесия стержня (q2  = 0) и подставим полученное выра-
жение в функцию Релея (3.13), сохраняя слагаемые одного порядка ма-
лости 
R = R0 + (∗), 
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где значком (∗) обозначены слагаемые, имеющие более высокий порядок 
малости, чем слагаемое R0. Чтобы записать выражение для R0, сначала 
преобразуем коэффициент 
12 2 2 2cos( ) (cos cos sin sin )l ll q l qξ = µ β+ = µ β − β q , 
и при малых q2 
2
2
2cos 1 , sin2
qq q
⎛ ⎞≈ − ≈⎜ ⎟⎝ ⎠2 2
q  получим 
2 2
02 2
12 2 12 2cos cos sin cos sin2 2l l
q ql q l
⎛ ⎞ξ = µ β − β − β = ξ −µ β −µ β⎜ ⎟⎝ ⎠ l
lq , 
где . 012 cosl lξ = µ β
 Теперь перепишем функцию Релея 
( )2 2 0 211 1 22 2 12 1 2 2 1 2 2 1 21 sin cos2 2ll lR q q q q l q q q q qµ= ξ + ξ + ξ −µ β − β       q . 
Заметим, что два последних подчеркнутых слагаемых имеют больший 
порядок малости относительно обобщенных координат и их скоростей, 
чем 1-е. Сохраняя лишь 2-й порядок малых членов, получим функцию 
Релея в виде положительно определенной квадратичной формы обоб-
щенных скоростей с постоянными коэффициентами 
( )2 20 11 1 22 2 12 11 22R R q q q q≈ = µ +µ + µ   2
.5
,                       (3.14) 
где . 011 11 22 22 12 12; ; 0µ = ξ µ = ξ µ = ξ
 Кинетическую энергию рассматриваемой системы вычислим как 
сумму кинетических энергий ее элементов. Определим кинетическую 
энергию цилиндра 1, совершающего плоскопараллельное движение, 
2 2
1 1 1 1
1 1
2 2
T m x J 1= + ϕ , 
где m1 – масса цилиндра, 11
Pm
g









1 == . 
 93
Перепишем полученное выражение для кинетической энергии цилиндра 







PT = . 
 Блок 2 совершает вращательное движение, его кинетическая 
энергия: 
2 2 22 2
2 2 2 2
1 1 1
2 4 4
P PT J r 21qg g
= ϕ = ϕ =   . 
















PxmT  === . 











2 2 2 4
4 3 4 3 4 4 4
2
( ) cos( );
4 1O lz
m llv v z x lx J
=
= = + ϕ + ϕ β+ ϕ =  
2
. 
Для принятых обобщенных координат (3.6) имеем 
2
2 2 24 4
4 1 2 1 2 2cos( )2 4 24
P PlT q q q q l q l
g g
⎡ ⎤= + + β+ +⎢ ⎥⎣ ⎦
    22q . 
Теперь вычислим кинетическую энергию рассматриваемой сис-
темы 
( )21122222211121 qqaqaqaT  ++= ,                               (3.15) 
где 
2
1 2 3 4 4 4
11 22 12 2
3 4 8 8
; , cos(
8 3
P P P P P l P la a a
g g g
+ + += = = ).qβ+  
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Представим кинетическую энергию, как это было сделано для функции 
Релея, в виде: 
T = T0 + (∗), 
где значком (∗) обозначены слагаемые, имеющие более высокий порядок 
малости по сравнению с величиной T0. Пренебрегая слагаемыми более 
высокого порядка, запишем кинетическую энергию как положительно 
определенную квадратичную форму обобщенных скоростей 
( )2112222221110 221 qqmqmqmTT  ++=≈ ,                       (3.16) 
где 411 11 22 22 12, , 2
P lm a m a m
g
= = = cosβ . 
 Потенциальная энергия системы включает энергию пружины и 
потенциал сил тяжести цилиндра 1, груза 3, стержня 4, изменяющих свое 
положение при движении. Для того чтобы вычислить все составляющие, 
будем считать, что в начальном положении пружина находится в растя-
нутом устойчивом статически равновесном состоянии под действием 
силы натяжения, созданного цилиндром 1, грузом 3 и стержнем 4. От-
клонения цилиндра 1 при движении отсчитываем от положения статиче-
ского удлинения пружины δ. Найдем ее потенциальную энергию 
1
2 2 2
1 1( )2 2c x
c ccxdx x x c x
δ
δ+
⎡ ⎤Π = − = + δ − δ = + δ⎣ ⎦∫ 1 . 
С учетом связи x1 с независимыми обобщенными координатами q1 и q2 
можно записать, что 
2
1 18 2c
c cq qΠ = + δ . 
 Потенциал сил тяжести определим как работу этих сил, необхо-
димую для подъема цилиндра 1, груза 3 и стержня 4 на величину их 
опускания 
4
134 1 1 3 3 4 3 4sin sin sin (1 cos )2
P lP x P x P xΠ = − α − β− β + − ϕ , 
что с учетом связей x1, x3 и ϕ4 с независимыми обобщенными координа-
тами q1 и q2 дает возможность вычислить его так: 
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( )1 4134 3 4 1 2sin sin (1 cos )2 2
P PP P q q⎡ ⎤Π = − α + + β + −⎢ ⎥⎣ ⎦
l . 
 Принимая потенциальную энергию системы в виде суммы энер-
гии пружины и потенциала цилиндра 1, груза 3, стержня 4, получим 
( )2 1 41 3 4 1sin sin (1 cos )8 2 2 2
P Pc cq P P qδ⎡ ⎤Π = + − α − + β + −⎢ ⎥⎣ ⎦ 2
l q , 






qq −≈ , и, со-
храняя слагаемые одного порядка малости, находим потенциальную 
энергию следующим образом: 
( )2 24 11 2 3 4sin sin8 2 2 2
P l Pc cq q P Pδ 1q⎡ ⎤Π = + + − α − + β⎢ ⎥⎣ ⎦ . 
 Будем иметь в виду, что в положении, соответствующем нуле-
вым значениям обобщенных координат, система находится в равнове-
сии, следовательно, 
1 2 1 21 20 0
0; 0
q q q qq q= = = =
∂Π ∂Π= =∂ ∂ .                         (3.17) 
Заметим, что 2-е условие (3.17) выполняется тождественно. Из 1-го ус-
ловия найдем величину δ по формуле 
( )1 3 4sin sin2 2
Pc P Pδ = α + + β . 
С учетом последнего равенства получим выражение для потенциальной 
энергии системы в виде положительно определенной квадратичной фор-
мы обобщенных координат 







lPCcC == . 
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 Функция Лагранжа для рассматриваемой системы с учетом ра-
венств (3.16) и (3.18) имеет вид: 
( ) ( )22222111211222222111 21221 qCqCqqmqmqmL +−++=  .             (3.19) 
Окончательно запишем уравнения Лагранжа (3.7) после подстановки в 
них выражений (3.14) и (3.19). Они представляют собой дифференци-
альные уравнения движения с известными коэффициентами: 
11 1 12 2 11 1 12 2 11 1
12 1 22 2 12 1 22 2 22 2
0;
0.
m q m q q q C q
m q m q q q C q
+ +µ +µ + =
+ +µ +µ + =
   
   
                  (3.20) 
Вычислим коэффициенты, входящие в систему уравнений (3.20). Для 
этого воспользуемся численными данными параметров системы (см. рис. 
3.1), приведенными в табл. 3.1. 
Таблица 3.1 – Исходные данные 
Элементы 
системы 
Вес, кН Размер, м Коэффициент 
трения 
Цилиндр 1 P1 = 0.2  r1 = 0.8  750Н с/мxµ = ⋅  
Блок 2 P2 = 0.1  r2 = 0.2  480Н с/мxµ = ⋅  
Груз 3 P3 = 0.5 – 100Н с/мxµ = ⋅  
Стержень 4   P4 = 0.15  l = 0.4 – 
Учитывая, что жесткость пружины с = 4000 Н/м, а углы наклона 
опорных поверхностей  и , подсчитаем значения коэффи-
циентов, входящих в уравнения (3.20): 
0 030α = 60β =
( ) 21 2 3 4
11
3 200 4 100 8 500 1503 4 8 8 Н с79
8 8 9.81 м
P P P Pm
g




150 0.4 Н с0.815 м
3 3 9.81 м
P lm
g




150 0.4 Н сcosβ cos 60 1.529 м
2 2 9.81 м
P lm
g




4000 150 0.41000Н /м; 3 Н /м
4 4 2 2
P lcC C ⋅= = = = = = 0 ; 
11 2 2
1 1 480750 100 475Н с /м
4 4 0.8x lR




100 0.4 5.333Н с м
3 3
l lµ ⋅µ = = ≅ ⋅ ⋅ ; 
0
12
1 1cos 100 0.4 cos 60 100 Н с
2 2l
lµ = µ β = ⋅ ⋅ ⋅ = ⋅ . 
 Окончательно запишем уравнения Лагранжа 2-го рода или урав-
нения малых движений для системы, представленной на рис. 3.1, в виде: 
1 2 1 2 1
1 2 1 2 2
79 1.529 475 100 1000 0;
1.529 0.815 100 5.333 30 0.
q q q q q
q q q q q
+ + + + =
+ + + + =
   
   
                 (3.21) 
К этим уравнениям необходимо добавить начальные условия: 
2002200210011001 ,,, qqqqqqqq tttt  ==== ==== , 
где  – заданные величины, определяемые начальными 
отклонениями и скоростями координат системы. Так, например, если 
задать начальные отклонения и скорости груза 3 и стержня 4 такими 
20201010 ,,, qqqq 
3 0 30 3 0 30 4 0 40 4 0 40; ; ;t t t tx x x v= = = == = ϕ = ϕ ϕ = ω , 
то с учетом соотношений (3.6) получим 
10 30 10 30 20 40 20 40; ; ;q x q x q q= = = ϕ =   ω . 
Для начальных отклонений обобщенных координат, приведенных в 
табл. 3.2, нужно переписать предыдущие равенства в виде: 
3
10 10 20 202 10 м; 0.2м / с; 0.01рад; 1.5рад / с.q q q q
−= ⋅ = = = −    (3.22) 
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Таблица 3.2 – Начальные условия 
Номер элемента системы Задаваемая величина* Значение величины 
3 Координата ЦТ, м     0.002 
3 Скорость ЦТ, м/с 0.2 
4 Угол поворота, рад   0.01 
4 Угловая скорость, рад/с             –1.5 
Примечание*. ЦТ – центр тяжести тела. 
Таким образом, уравнения (3.21) и (3.22) полностью определяют 
движение механической системы. Окончательно после интегрирования 
их по времени можно установить законы движения элементов системы. 
 
3.3. Решение задачи анализа свободных колебаний 
 
Рассмотрим частный случай, описанный уравнениями (3.21) и 
(3.22), но, когда в системе отсутствуют силы сопротивления среды, что 




79 1.529 1000 0;







                           (3.23) 
Решение данной системы дифференциальных уравнений будем искать в 
виде: 
1 1 1 2 2( ) sin( ); ( ) sin( )q t A t q t A t 2= ω + γ = ω + γ .            (3.24) 
Подставив (3.24) в систему (3.23), после приведения подобных слагае-
мых получим однородную линейную алгебраическую систему уравне-







1000 79 1.529 0
1.529 30 0.815 0.
A A
A A
⎧ − ω − ω =⎪⎨⎪− ω + − ω =⎩
                  (3.25) 
Известно, что ненулевое решение системы (3.25) будет иметь место, 







− − =− −
.                           (3.26) 
Преобразовывая (3.26), запишем алгебраическое уравнение относитель-
но параметра ω 
4 262.047ω 3185ω 30000 0− + = ,                           (3.27) 
которое называют характеристическим уравнением. Решение его 





3185 3185 4 62.047 30000ω
2 62.047
± − ⋅ ⋅= ⋅ . 





ω 12.428c ; ω 38.904c ;






                 (3.28) 
 Далее определим ненулевые решения системы (3.25), соответст-









⎧ − =⎪⎨⎪− + =⎩
 
Нетрудно проверить, что одно из уравнений системы является следстви-
ем другого и что она вообще имеет бесчисленное множество решений. 




2 957.0 AA = .                                       (3.29) 




2 857.34 AA −= .                                     (3.30) 
 Решение системы (3.23) запишем в общем виде: 
 100
(1) (2)
1 1 1 1 1 2 1 2 2
(1) (2)
2 1 2 1 1 2 2 2 2
( ) sin( ) sin( );
( ) sin( ) sin( ),
q t B A t B A t
q t B A t B A t
= ω + γ + ω + γ
= ω + γ + ω + γ
 
где B1, , γ2В 1, γ2 – некоторые постоянные, подлежащие определению из 
начальных условий (3.22). Принимая, что , получим 1)2(1
)1(
1 == AA
1 1 1 2 2
2 1 1 2
( ) sin(3.525 ) sin(6.237 );
( ) 0.957 sin(3.525 ) 34.857 sin(6.237 ).
q t B t B t
q t B t B t
= + γ + + γ
2= + γ − + γ
 
Далее определим постоянные B1, , γ2В 1, γ2, записывая выражения для 
значений обобщенных координат при t = 0, 
10 1 1 2 2
20 1 1 2 2
sin sin ;
0.957 sin 34.857 sin .
q B B
q B B
= γ + γ
= γ − γ
 













где D1 = B1sinγ1; D2 = B2sinγ2, которые имеют численные значения: 
D1 = 2.226⋅10-3; . 42 10258.2 −⋅−=D
Для обобщенных скоростей аналогично определим 
10 1 1 2 2
20 1 1 2 2
3.525 sin 6.237 sin ;
0.957 3.525 sin 34.857 6.237 sin .
q B B
q B B
= γ + γ


















где D3 = B1cosγ1;   D4 = B2cosγ2, которые имеют численные значения: 
D3 = 4.316⋅10-2; D4 = 7.675⋅10-3. 









2.226 10arctg arctg 5.153 10 ;
4.316 10












⋅γ = = ≅ ⋅⋅






4.316 10 4.322 10
cos cos 0.05153
−






7.675 10 7.678 10
cos cos( 0.02941)
−
−⋅= = ≅ ⋅γ −
DB . 
Окончательно установим законы изменения обобщенных коор-










Воспользовавшись этими законами, с учетом (3.6) определим закон дви-
жения цилиндра 1: 
);02941.0237.6sin(003839.0)05153.0525.3sin(02161.01 −++= ttx  
1 0.02701sin(3.525 0.05153) 0.004799sin(6.237 0.02941).t tϕ = − + − −  
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Теперь проанализируем решение, полученное при отсутствии в 
исходной системе сил сопротивления. Во-первых, закон движения ци-
линдра 1 представляет собой сложные незатухающие малые колебания 
около положения устойчивого равновесия при заданных начальных ус-
ловиях. Во-вторых, колебания цилиндра 1 являются результатом нало-
жения двух главных колебаний. Причем, в начальный момент времени 
цилиндр 1 сместится на расстояние x10 = 1 мм, а также повернется на 
угол 10 0.00125радϕ = − . При этом стержень 4 будет совершать сложные 
гармонические колебания по закону 
4 0.04136sin(3.525 0.05153) 0.2676sin(6.237 0.02941)t tϕ = + − − , 
а точка его подвеса вместе с грузом 3 – по закону 
)02941.0237.6sin(007678.0)05153.0525.3sin(04322.03 −++= ttx . 
 
3.4. Использование информационных технологий для систем 
с двумя степенями свободы 
 
Рассмотрим возможности ПК КИДИМ для решения, как задач 
анализа движения, так и задач о собственных колебаниях систем с не-
сколькими степенями свободы. Для примера рассмотрим механическую 
систему с двумя степенями свободы, для которой в подразделах 3.2 и 3.3 
представлены аналитические решения обеих задач.  
Сначала рассмотрим численное решение задачи анализа движе-
ния рассматриваемой системы. Ограничимся частным случаем, когда в 
системе отсутствуют силы сопротивления среды. Для этого случая в 
подразделе 3.3 приведена система уравнений (3.23) с начальными усло-
виями (3.22) и получено аналитическое решение задачи свободных коле-
баний исследуемой системы. С этой целью воспользуемся ПК КИДИМ, 
подробно рассмотренным в лабораторном практикуме [4], и использо-
ванным на ранее приведенном примере решения задачи динамики сис-
темы с одной степенью свободы. Правила работы с программным ком-
плексом те же, что были рассмотрены в предыдущих разделах. 
Далее приведен пример непосредственно задания файла исход-
ных данных и решения уравнений движения для системы с двумя степе-
нями свободы, рассмотренной в подразделе 3.2. 
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РАБОТА:= №1; 
ВЫПОЛНИЛ:= аспирант Соболь В.Н.; 
# Обобщенные координаты - q1,q2 # 





















# Аналитическое решение # 
FI4=0.04136*sin(3.525*t+0.05153)-0.2676*sin(6.237*t-0.02941); 
X3=0.04322*sin(3.525*t+0.05153)+0.007678*sin(6.237*t-0.02941); 
# Инерционные параметры: # 
m1=200/g; m2=100/g; m3=500/g; m4=150/g; 
J1=m1*r1*r1/2; J2=m2*r2*r2/2; J4=m4*l^2/12; 
# Параметры системы # 
r1=0.8; r2=0.2; g=9.81; c=4000; l=0.4; 
q0=0.02; beta=PI/3; alfa=PI/6; 
# Инструкции: # 
НАЧАЛЬНЫЕ УСЛОВИЯ:= t(0),q1(0.002),q1't(0.2),q2(0.01),q2't(-1.5); 
КОНЕЧНЫЕ УСЛОВИЯ:= t(25); 
# Инструкции видов расчета: # 
СРАВНИТЬ:=a(q1,X3),a1(q2,FI4); 
ПЕЧАТАТЬ:= q1,q2,x1,fi1,fi2,x3,x4,y4,fi4,FI4,X3; 
РАСЧЕТ:= ПЕЧАТЬ УРАВНЕНИЙ; 
КОНЕЦ; 
 
Заметим, что инструкцией СРАВНИТЬ:=a(q1,X3),a1(q2,FI4); 
выполняется построение графиков для сравниваемых функций, перечис-
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ленных в скобках. В приведенном файле задания для сравнения приняты 
численные значения обобщенных координат и аналитические решения, 
ранее полученные в подразделе 3.3. 
Приведем отдельные результаты расчетов задания, иллюстри-
руемые рис. 3.2-3.4, где даны сопоставления численных и аналитических 
решений. 
 
q1(t) ,  X3(t)
  t




q2(t) , FI  4(t)
  t
Рисунок 3.3 – Данные сравнения и 2 ( )q t 4 ( )tϕ  
X4(t)  
  t




Рисунок 3.4 – Закон изменения координаты  4 ( )y t
Для решения задачи о собственных колебаниях необходимо 
предварительно линеаризовать структуры (3.1), (3.6), (3.7). В рассматри-
ваемом задании только координаты центра масс 4-го элемента системы 





Lx x= β + ϕ ; 4 3 4
cos
2sin
Ly x= β + ϕ .             (3.31) 
Для их линеаризации при малых значениях угла отклонения этого эле-
мента, когда 24ϕ << 4ϕ , примем, что , а из зависимо-
стей (3.31) получим 
4 4cos 1, sinϕ ≈ ϕ ≈ ϕ4
4 3 sin 2




Ly x= β+ ϕ .                (3.32) 
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Файл исходных данных следует задать в виде, представленном 
ниже. 
РАБОТА:= №1; 
ВЫПОЛНИЛ:= аспирант Соболь В.Н.; 
# Обобщенные координаты: - q1,q2 # 








# Упругие элементы: # 
C.q1=c/4; 
C.q2=m4*g*L/2; 








# Инерционные параметры: # 
m1=200/g; m2=100/g; m3=500/g; m4=150/g; 
J1=m1*r1*r1/2; J2=m2*r2*r2/2; J4=m4*L^2/12; 
# Параметры системы # 
r1=0.8; r2=0.2; g=9.81; c=4000; L=0.4; beta=60*PI/180; 
# Инструкции: # 
НАЧАЛЬНЫЕ УСЛОВИЯ:= t(0),q1(0.002),q1't(0.2),q2(0.01),q2't(-1.5); 
КОНЕЧНЫЕ УСЛОВИЯ:= t(25); 
# Инструкции видов расчета: # 
РАСЧЕТ:= СВОБОДНЫЕ КОЛЕБАНИЯ; 
КОНЕЦ; 
 
Инструкцией: РАСЧЕТ:= СВОБОДНЫЕ КОЛЕБАНИЯ; выполняется 
расчет системы, совершающей свободные колебания, включая определе-
ние значений собственных частот и форм колебаний. Информация о 
собственных частотах (табл. 3.3) и о формах колебаний (табл. 3.4) полу-
чена по завершению расчета. 
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Таблица 3.3 – Собственные частоты системы 
Единицы измерения Номер  
собственной частоты рад/с Гц об/мин 
1 3,524649 0,560965 33,657915 
2 6,234141 0,992194 59,531658 
Таблица 3.4 – Формы колебаний системы 
Номер  
собственной частоты 
Форма  1q Форма  2q
1 1,000000 0,956604 
2         –0,028698 1,000000 
Численные значения собственных частот и форм собственных 
колебаний системы с двумя степенями свободы с достаточной степенью 
точности совпадают с соответствующими значениями, найденными ана-
литически по формулам (3.28)-(3.30). 
ПК КИДИМ позволяет не только получать результаты, анало-
гичные представленным, но и проводить анализ чувствительности слож-
ных механических систем, совершающих собственные колебания. С его 
помощью можно приобрести информацию о том, на сколько велико 
влияние того или иного инерционного либо упругого элемента на значе-
ние собственной частоты. 
В табл. 3.5, 3.6 приведены результаты анализа чувствительности 
для 1 и 2-й собственных частот. В рамках анализа чувствительности 
также представлена информация об амплитудных значениях углов пово-
ротов и перемещений исходной системы. В последнем столбце этих таб-
лиц под вкладом подразумевают степень влияния того или иного эле-
мента исходной системы на параметры колебательного процесса на со-
ответствующей собственной частоте. 
Из приведенных данных следует, что наибольшее влияние на 
параметры колебательного процесса на 1-й собственной частоте оказы-
вают инерционный элемент J.x3, которым описан груз 3, и упругий эле-
мент C.q1, которым описана упругая связь цилиндра 1. Влияние всех 
остальных инерционных и упругих элементов системы в сумме не пре-
вышает 21 %. На параметры колебательного процесса на 2-й собствен-
ной частоте наибольшее влияние оказывают инерционные элементы 
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J.fi4, J.x4, J.y4 и квазиупругий элемент C.q2, которыми описан стер-
жень 4. 
Таблица 3.5 – Анализ чувствительности элементов исходной 
системы на 1-й собственной частоте 
Элемент Числовое 
значение элемента 
Амплитуда Вклад, % 
J.x1 20.395260 0.100000 3.09 
J.fi1 6.526483 –0.125000 1.55 
J.fi2 0.203953 –1.000000 3.09 
J.x3 50.988150 0.200000 30.92 
J.fi4 0.203953 0.191321 0.11 
J.x4 15.296445 0.171193 6.80 
J.y4 15.296445 0.138264 4.43 
C.q1 1000.000000 1.000000 48.66 
C.q2 30.000000 0.956604 1.34 
Таблица 3.6 – Анализ чувствительности элементов исходной 
системы на 2-й собственной частоте 
Элемент Числовое 
значение элемента
Амплитуда Вклад, % 
J.x1 20.395260    –0.014349 0.20 
J.fi1   6.526483 0.017936 0.10 
J.fi2   0.203953 0.143491 0.20 
J.x3 50.988150     –0.028698 1.96 
J.fi4   0.203953  1.000000 9.52 
J.x4 15.296445     –0.137142         13.43 
J.y4 15.296445  0.185651         24.61 
C.q1   1000.000000     –0.028698 1.34 







4. ВАРИАНТЫ ЗАДАНИЙ 
ДЛЯ САМОСТОЯТЕЛЬНОЙ РАБОТЫ 
 
4.1. Задания к модулю 1 
 
Варианты задания представлены в табл. 4.1 схемами механиче-
ских систем. В табл. 4.2 приведены исходные данные, а в табл. 4.3 – на-
чальные условия, а также указан номер элемента системы, для которого 
необходимо определить закон движения. 
Воспользовавшись уравнением Лагранжа 2-го рода для механи-
ческой системы (см. табл. 4.1), необходимо составить уравнения движе-
ния в обобщенных координатах, установить закон движения указанного 
элемента при начальных условиях (см. табл. 4.3), а затем, используя 
компьютерные технологии, выполнить полное исследование системы. 
  
















































































Таблица 4.2 – Исходные данные 
Параметры механической системы* Вариант 
1m , кг 2m , кг 3m , кг 4m , кг 0r , м 1r , м zρ , м 
1 6 0.2 2 – – – 0.1 
2 3 0.5 2*** –   0.1   0.2 0.15 
3 4 1 3 –   0.1   0.2 0.15 
4 3 1.5 4 –   0.3 – 0.3 
5 4 1 3*** –   0.25 – 0.3 
6 2 1 2 –   0.3 – 0.4 
7 5 1 1 2   0.2   0.25 0.25 
8 5 1.5 2 4   0.25   0.3 0.4 
9 3 0.5 5 –   0.2   0.3 0.4 
10 4 0.5 1 –   0.15   0.2 0.3 
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 Продолжение табл. 4.2 
Параметры механической системы* Вариант 
1m , кг 2m , кг 3m , кг 4m , кг 0r , м 1r , м zρ , м 
11 2 1 1.5*** –   0.2   0.3 0.35 
12 3 1.5 1.5 4   0.2 – 0.25 
13 4 1 3 –   0.2 – 0.3 
14 2 1 3*** –   0.1   0.3 0.25 
15 4 1 4 –   0.1   0.4 0.3 
16 3 0.5 2 –   0.3 – 0.4 
17 2 0.5 3 –   0.15   0.3 0.3 
18 5 1.5 4 –   0.2   0.4 0.5 
19 4 0.5 0.5 3   0.2 – 0.35 
20 5 1 1 4   0.3   0.4 0.4 
21 3 0.5 0.5 2   0.3 – 0.3 
22 4 0.5 1 3   0.1   0.25 0.3 
23 2 0.5 1.5 5   0.2   0.4 0.4 
24 3 0.1 2 3   0.25 – 0.25 
Продолжение табл. 4.2 
Параметры механической системы*  









Н с/м⋅  
ϕµ , 
Н с м⋅ ⋅
с, 
Н/м 
1 0.1     0.4 – 30 160 10** 1500 
2 0.1     0.2 – 60 120 15 2000 
3 0.05 – – – 750 500 1500 
4 0.05 – – – 600 250 1000 
5 0.1     0.25 – 25 600 710 3000 
6 0.05     0.2 – 30 150 110 2500 
7 0.1     0.1 – – 600 180 1500 
8 0.1     0.15 – – 150 100 2500 
9 0.15 – – – 200 140 2000 
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 Продолжение табл. 4.2 










Н с/м⋅  
ϕµ , 
Н с м⋅ ⋅
с, 
Н/м 
10 0.05     0.15 25 60 400 200 2500 
11 0.1     0.2 30 60 170 100 2000 
12 0.05     0.1 – – 110 50 1500 
13 0.1     0.3 20 45 100 0 3000 
14 0.05     0.3 14 55 140 10 2000 
15 0.15     0.2 10 45 180 4 4000 
16 0.1 – 20 50 120 50 3500 
17 0.05 – 15 40 70 10 2000 
18 0.15 – 25 55 160 8 4000 
19 0.05     0.05 – – 180 2 1500 
20 0.1     0.1 – – 100 0 3000 
21 0.05     0.05 – – 200 1 2000 
22 0.05     0.1 45 – 140 8 2500 
23 0.05     0.15 55 – 150 7 3500 
24 0.1     0.15 30 – 170 4 2500 
 Примечания: 
*  – массы тел 1-4, соответственно;  – радиусы 
внутреннего и внешнего шкивов тела 1; 
1 2 3 4, , ,m m m m 0 1,r r
zρ  – его радиус инерции;  – 
радиусы тел 2 и 3; с – жесткость пружины; 
2 3,r r
zµ  – коэффициент, связы-
вающий силы сопротивления среды со скоростью центра масс тела 1; ϕµ  
– коэффициент, связывающий момент сил сопротивления среды с угло-
вой скоростью тела 1 (или тела 2 в зависимости от условий задания); 
 **   момент сил сопротивления приложен к телу 2; 






Таблица 4.3 – Начальные условия 











1 Координата ЦТ, м 0.01 1 2 Угловая скорость,  -1c 0.2 
3 
1 Координата ЦТ, м 0 2 3 Угловая скорость,  -1c 10 
1 
2 Угол поворота, рад 0 3 3 Скорость ЦТ, м/с 1.2 1 
2 Угол поворота, рад 0.1 4 1 Угловая скорость,  -1c 0 
1 
3 Угол поворота, рад 0.2 5 1 Скорость ЦТ, м/с 0 1 
3 Координата ЦТ, м 0.02 6 2 Угловая скорость,  -1c 0.3 
1 
1 Угол поворота, рад 0.15 7 3 Скорость ЦТ, м/с 0.4 1 
3 Угол поворота, рад 0.5 8 2 Угловая скорость,  -1c 0.25 
1 
1 Координата ЦТ, м 0.03 9 1 Угловая скорость,  -1c 1.2 
1 
1 Угол поворота, рад 1.5 10 2 Угловая скорость,  -1c 0.6 
1 
3 Угол поворота, рад 2 11 1 Скорость ЦТ, м/с 1.4 1 
4 Координата ЦТ, м 0 12 1 Угловая скорость,  -1c 2.5 
3 





 Продолжение табл. 4.3 











2 Угол поворота, рад 0.5 14 1 Угловая скорость,  -1c 0 
1 
2 Угол поворота, рад 3 15 1 Скорость ЦТ, м/с 1.6 1 
3 Координата ЦТ, м 0.01 16 1 Угловая скорость,  -1c 3.2 
1 
2 Угол поворота, рад 2.1 17 1 Угловая скорость,  -1c 1.5 
1 
3 Координата ЦТ, м 0 18 1 Угловая скорость,  -1c 5.1 
1 
3 Координата ЦТ, м 0.01 19 2 Угловая скорость,  -1c 4.7 
1 
4 Координата ЦТ, м 0 20 2 Угловая скорость,  -1c 3.5 
3 
3 Координата ЦТ, м 0.025 21 2 Угловая скорость,  -1c 4.1 
3 
4 Координата ЦТ, м 0.03 22 1 Угловая скорость,  -1c 2.5 
1 
1 Координата ЦТ, м 0.01 23 1 Угловая скорость,  -1c 6.2 
3 
2 Координата ЦТ, м 2.3 24 1 Угловая скорость,  -1c 5.4 
3 
 Примечание. * Координата и скорость ЦТ (центра тяжести) от-
считываются от положения устойчивого равновесия: положительное 
направление – в сторону, соответствующую растяжению пружины; по-
ложительное направление векторов угла поворота и угловой скорости – 
вверх, перпендикулярно плоскости рисунка. 
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 4.2. Задания к модулю 2 
 
Варианты задания представлены в табл. 4.4 схемами механиче-
ских систем. В табл. 4.5 приведены исходные данные, в табл. 4.6, 4.7 – 
начальные условия, а также указан номер элемента системы, для которо-
го необходимо определить закон движения. 
Воспользовавшись уравнением Лагранжа 2-го рода для механи-
ческой системы (см. табл. 4.4), необходимо составить уравнения движе-
ния в обобщенных координатах, выполнить анализ свободных колеба-
ний системы при начальных условиях (см. табл. 4.6, 4.7), а затем провес-
ти полное исследование свойств системы при свободных колебаниях с 
использованием компьютерных технологий. 





















































































Таблица 4.5 – Исходные данные 
Параметры механической системы*  
Вариант 1m , кг 2m , кг 3m , кг 4m , кг 0r , м 1r , м zρ , м 
1 6 0.2     2 4 – – – 
2 3 0.5    2*** 5 0.1 0.2 0.15 
3 4     1     3 3 0.1 0.2 0.15 
4 3 1.5     4 1 – 0.3    0.3 
5 4     1    3*** 9 –   0.25    0.3 
6 2     1     2   3.5 – 0.3    0.4 
7 5     1     1 2 0.2   0.25 0.25 
8 5 1.5     2 6   0.25 0.3    0.4 
9 3 0.5     5   4.5 0.2 0.3    0.4 
10 4 0.5     1 3 0.2 0.3 0.35 
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 Продолжение табл. 4.5 
Параметры механической системы* Вариант 
1m , кг 2m , кг 3m , кг 4m , кг 0r , м 1r , м zρ , м 
11 2     1    1*** – 0.2 0.3   0.35 
12 3 1.5 1.5 1.5 – 0.2   0.25 
13 4     1     3 3.5 – 0.2 0.3 
14 2     1    3*** 1 0.1 0.3   0.25 
15 4     1     4 2.5 0.1 0.4 0.3 
16 3 0.5     2 1.5 – 0.3 0.4 
17 2 0.5     3 3   0.15 0.3 0.3 
18 5 1.5     4 1 0.2 0.4 0.5 
19 4 0.5 0.5 3 – 0.2   0.35 
20 5     1     1 4 0.3 0.4 0.4 
21 3 0.5 0.5 2 – 0.3 0.3 
22 4 0.5     1 3 0.1   0.25 0.3 
23 2 0.5 1.5 5 0.2 0.4 0.4 
24 3 0.1     2 3 –   0.25   0.25 
Продолжение табл. 4.5 
Параметры тел основной системы*  
Вариант 2r ,  
м 








xµ ,  
Нс/м 






1 0.1 0.4 0.3 – 30 160   10    10** 1500 
2 0.1 0.2 0.2 – 60 120   26   15 2000 
3 0.05 – 0.3 – – 750   71 500 1500 
4 0.05 – 0.45 – – 600   15 250 1000 
5 0.1 0.25 0.2 – 25 600   18 710 3000 
6 0.05 0.2 0.3 – 30 150   56 110 2500 
7 0.1 0.1 0.3 – – 600 400 180 1500 
8 0.1 0.15 0.1 – – 150   12 100 2500 
9 0.15 – 0.1 – – 200 135 140 2000 
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 Продолжение табл. 4.5 
Параметры тел основной системы* Вариант 
2r ,  
м 








xµ ,  
Нс/м 






10    0.05 0.15 0.1 25 60 400 64 200 2500 
11 0.1 0.2 0.3 30 60 170   7 100 2000 
12 0.05 0.1 0.4 – – 110 12   50 1500 
13 0.1 0.3 0.25 20 45 100 36     0 3000 
14  0.05 0.3 0.35 14 55 140   5   10 2000 
15  0.15 0.2 0.15 10 45 180   0.2     4 4000 
16  0.1 – 0.2 20 50 120   0.6   50** 3500 
17  0.05 – 0.4 15 40  70 54   10 2000 
18  0.15 – 0.4 25 55 160 14     8 4000 
19  0.05 0.05 0.35 – – 180 18     2 1500 
20  0.1 0.1 0.1 – – 100 86     0 3000 
21  0.05 0.05 0.2 – – 200 11     1 2000 
22  0.05 0.1 0.3 45 – 140 92     8 2500 
23  0.05 0.15 0.1 55 – 150 23     7 3500 
24  0.1 0.15 0.25 30 – 170 24     4 2500 
 Примечания:  
*  – массы тел 1-4, соответственно;  – радиусы 
внутреннего и внешнего шкивов тела 1, 
1 2 3 4, , ,m m m m 0 1,r r
zρ  – его радиус инерции;  – 
радиусы тел 2 и 3; l – длина тела 4; с – жесткость пружины; 
2 3,r r
xµ  – коэф-
фициент пропорциональности между силой сопротивления и скоростью 
центра масс тела 1; lµ  – коэффициент, связывающий распределенные по 
длине тела 4 силы сопротивления, со скоростями его точек; ϕµ  – коэф-
фициент пропорциональности для момента сил сопротивления среды и 
угловой скорости тела 1 (или тела 2 в зависимости от условий задания);  
** момент сил сопротивления, приложенный к телу 2; 
*** тело в виде кольца, масса которого распределена по ободу. 
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Таблица 4.6 – Начальные условия для тел основной системы 
Вариант Номер тела, для которого определяется
закон движения  
 
Номер тела с начальными условиями* 
1 Координата ЦТ – 0.01 м 1 3 
2 Угловая скорость – 0.2  -1c
1 Координата ЦТ – 0.0 м 2 1 3 Угловая скорость – 10  -1c
2 Угол поворота – 0 рад 3 1 3 Скорость ЦТ – 1.2 м/с 
2 Угол поворота – 0.1 рад 4 1 1 Угловая скорость – 0.0  -1c
3 Угол поворота – 0.2 рад 5 1 1 Скорость ЦТ – 0.0 м/с 
3 Координата ЦТ – 0.02 м 6 1 2 Угловая скорость – 0.3  -1c
1 Угол поворота – 0.15 рад 7 1 3 Скорость ЦТ – 0.4 м/с 
3 Угол поворота – 0.5 рад 8 1 2 Угловая скорость – 0.25  -1c
1 Координата ЦТ – 0.03 м 9 1 1 Угловая скорость – 1.2  -1c
1 Угол поворота – 1.5 рад 10 1 2 Угловая скорость –  0.6  -1c
3 Угол поворота – 2 рад 11 1 1 Скорость ЦТ – 1.4 м/с 
1 Координата ЦТ – 0.0 м 12 3 1 Угловая скорость –  2.5  -1c
1 Координата ЦТ – 0.05 м 13 1 2 Угловая скорость – 4.2  -1c
2 Угол поворота – 0.5 рад 14 1 1 Угловая скорость – 0.0  -1c
2 Угол поворота – 3 рад 15 1 1 Скорость ЦТ – 1.6 м/с 
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Продолжение табл. 4.6 
Вариант Номер тела, для которого определяется 
закон движения  
 
Номер тела с начальными условиями* 
3 Координата ЦТ – 0.01 м 16 1 1 Угловая скорость – 3.2  -1c
2 Угол поворота – 2.1 рад 17 1 1 Угловая скорость – 1.5  -1c
3 Координата ЦТ – 0.0 м 18 1 1 Угловая скорость – 5.1  -1c
3 Координата ЦТ – 0.01 м 19 1 2 Угловая скорость – 4.7  -1c
1 Координата ЦТ – 0.0 м 20 3 2 Угловая скорость – 3.5  -1c
3 Координата ЦТ – 0.025 м 21 3 2 Угловая скорость – 4.1  -1c
1 Координата ЦТ – 0.03 м  22 1 1 Угловая скорость – 2.5  -1c
1 Координата ЦТ – 0.01 м  23 3 1 Угловая скорость – 6.2  -1c
2 Координата ЦТ – 2.3 м  24 3 1 Угловая скорость – 5.4  -1c
 Примечание. * Начальные условия для тела 4 даны в табл. 4.7 . 
Таблица 4.7 – Начальные условия для тела 4 
Варианты Угол отклонения от вертикали  
40ϕ , рад* 
Угловая скорость 
40 ,ω рад* 
1-4  0.01 2 
5-8 –0.025 1.5 
  9-12                          –0.1                 –1.2 
13-16 0.01                 –2.5 
17-20 0.02 2.5 
21-24                          –0.01                   1 
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 Примечание. * Положительное направление поворота и угловой 
скорости тела в плоскости рисунка – против хода часовой стрелки. 
ЧАСТЬ II 
 
1. СУПЕРКОМПЮТЕРНЫЕ ТЕХНОЛОГИИ 
И АНАЛИТИЧЕСКАЯ НАНОМЕХАНИКА 
 
В настоящее время все чаще можно прочитать или услышать 
слова нанонаука, нанотехнология, наноструктурированные материалы 
и нанообъекты. Ими обозначают приоритетные направления научно-
технической политики в развитых странах. Так, в США действует про-
грамма «Национальная нанотехнологическая инициатива», бюджет ко-
торой в 2001 году составил 485 млн. долларов. Евросоюз недавно принял 
рамочную программу развития науки, шестую по счету, в которой нано-
технологии занимают главенствующие позиции. По оценкам специали-
стов в области стратегического планирования сложившаяся сейчас си-
туация во многом аналогична той, что предшествовала тотальной ком-
пьютерной революции, однако, последствия нанотехнологической рево-
люции будут еще обширнее и глубже. 
Стремительное развитие наук, как фундаментальных, так и при-
кладных, использующих сложные математические модели или требую-
щих громоздкой, но быстрой обработки информации, а также прогресс 
новых технологий, привели к заметному росту потребности в примене-
нии производительных вычислительных систем – суперкомпьюторов. К 
таким научным направлениям относятся квантовая и статистическая 
физика, наномеханика, нанохимия, нанобиология, наноэкология, инфор-
матика, механика сплошных сред (гидродинамика и газодинамика), ме-
дицина, фармацевтика и др. Во всех этих отраслях все чаще появляются 
вычислительные задачи и проблемы обработки информации, требующие 
значительных затрат вычислительных ресурсов. 
Создание сети суперкомпьютерных центров коллективного 
пользования отчасти решает проблему доступа к имеющимся ресурсам. 
Следует иметь в виду, однако, что эффективное использование супер-







1.1. Введение в параллельное программирование 
 
Приведем некоторые сведения об основных принципах про-
граммирования с использованием суперкомпьютеров – высокопроизво-
дительных вычислительных систем. 
 Традиционная архитектура ЭВМ была последовательной. Это 
означало, что в любой момент времени выполнялась только одна опера-
ция и только над одним операндом. Совокупность приемов программи-
рования, структур данных, отвечающих последовательной архитектуре 
компьютера, называют моделью последовательного программирова-
ния. Ее основными чертами являются применение стандартных языков 
программирования (как правило, это ФОРТРАН-77, ФОРТРАН-90, 
С/С++), достаточно простая переносимость программ с одного компью-
тера на другой и невысокая производительность. 
 В середине прошлого века появились первые компьютеры клас-
са суперЭВМ и новой – векторной – архитектуры ЭВМ. Суперкомпью-
тером принято называть высокопроизводительный векторный компь-
ютер. Идея, заложенная в основу новой архитектуры, заключалась в 
распараллеливании процесса обработки данных, когда одна и та же опе-
рация применяется одновременно к массиву (вектору) значений. В этом 
случае можно надеяться на определенный выигрыш в скорости вычисле-
ний. Идея параллелизма оказалась плодотворной и нашла воплощение на 
разных уровнях функционирования компьютеров. 
Существуют два подхода к распараллеливанию вычислений: па-
раллелизм данных (data parallel) и параллелизм задач (message passing). В 
основе обоих подходов лежит распределение вычислительной работы по 
доступным пользователю процессорам параллельного компьютера. Про-
блемы, которые следует решить при организации параллельных вычис-
лений – это сбалансированная работа процессоров и скорость обмена 
информацией между процессорами. 
 Подход, основанный на параллелизме данных, заключается в 
том, что одна операция выполняется сразу над всеми элементами масси-
ва данных. Различные фрагменты массива обрабатываются на векторном 
процессоре или на разных процессорах параллельной машины. Распре-
делением данных между процессорами занимается программа, уже ком-
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пилированная на этапе компиляции – перевода исходного текста про-
граммы в машинные команды. При разработке программ используют 
базовый набор операций: управления данными; операции над массивами 
в целом и их фрагментами; условные операции; операции приведения; 
операции сдвига; операции сканирования; операции, связанные с пере-
сылкой данных. При программировании сложных вычислительных алго-
ритмов можно использовать библиотеки подпрограмм, специально раз-
работанных с учетом конкретной архитектуры компьютера и оптимизи-
рованных для этой архитектуры. 
 При программировании на основе параллелизма данных часто 
используют специализированные языки: CM FORTRAN, C*, 
FORTRAN+, MPP FORTRAN, Vienna FORTRAN, а также HIGH 
PERFORMANCE FORTRAN (HPF). 
Стиль программирования, основанный на параллелизме подра-
зумевает, что вычислительная задача разбивается на несколько относи-
тельно самостоятельных подзадач, и каждый процессор загружается 
своей собственной подзадачей. Компьютер при этом представляет собой 
MIMD-машину. Аббревиатура MIMD обозначает в известной классифи-
кации архитектур ЭВМ компьютер, одновременно выполняющий мно-
жество различных операций над множеством, вообще говоря, различных 
и разнотипных данных. Для каждой подзадачи пишут свою собственную 
программу на обычном языке программирования, чаще это ФОРТРАН 
или С. Чем больше подзадач, тем большее число процессоров можно 
использовать, тем большей эффективности можно добиться. Важно то, 
что все эти программы должны иметь возможность обмена результатами 
своей работы. Практически такой обмен осуществляется вызовом проце-
дур специализированной библиотеки. Очевидно, что в этом случае тре-
буется определенная работа для того, чтобы обеспечить эффективное 
совместное выполнение различных программ. По сравнению с подхо-
дом, основанным на параллелизме данных, данный подход более трудо-
емкий. 
 Привлекательными особенностями его являются значительная 
гибкость и большая свобода, предоставляемая программисту в разработ-
ке программы, эффективно использующей ресурсы параллельного ком-
пьютера и, как следствие, возможность достижения максимального бы-
стродействия. Примерами специализированных библиотек являются 
библиотеки MPI (Message Passing Interface) и PVM (Parallel Virtual Ma-
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chines). Эти библиотеки существуют в исходных кодах и свободно рас-
пространяются. Библиотека MPI разработана в Аргоннской Националь-
ной Лаборатории (США), а PVM – в Окриджской Национальной Лабора-
тории университетов штата Теннеси и Эмори (Атланта). 
 
1.2. Архитектура ЭВМ для суперкомпьютеров 
 
В информатике используют три термина, связанных с устройст-
вом ЭВМ. Первый термин – архитектура компьютера – это описание его 
компонент и их взаимодействия. Второй термин – организация компью-
тера – это описание конкретной реализации архитектуры, ее воплощение 
«в железо». Компьютеры CRAY, например, имеют сходную архитекту-
ру. С точки зрения программиста у них одинаковое число внутренних 
регистров, используемых для временного хранения данных, одинаковый 
набор машинных команд, одинаковый формат представления данных. 
Организация же компьютеров Cray различных моделей существенно 
отличается: у них может быть разное число процессоров, неодинаковый 
размер оперативной памяти, различное быстродействие и т.д. Третий 
термин – это схема компьютера, детальное описание его электронных 
компонент, их соединений, устройств питания, охлаждения и пр. Про-
граммисту довольно часто требуется знание архитектуры компьютера, 
реже его организации и никогда схемы компьютера. 
Преимуществом использования языков программирования вы-
сокого уровня является универсальность программ и их простая перено-
симость между различными компьютерами. При разработке программ 
для параллельных ЭВМ часто используют специализированные библио-
теки, позволяющие организовать обмен данными между отдельными 
подзадачами и их синхронизацию. Для эффективной организации обме-
на данными необходимо знать, как происходит пересылка информации 
между процессорами, какова ее скорость и т.д. 
Классификация Флинна. В литературе используют классифи-
кации компьютерных архитектур. Таксономия Флинна является одной из 
наиболее популярных. В ее основу положено описание работы компью-
тера с потоком команд и потоком данных. По Флинну принято класси-
фицировать все возможные архитектуры компьютеров четырьмя катего-
риями: 
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■ SISD (Single Instruction Stream-Single Data Stream) – один по-
ток команд и один поток данных; 
■ SIMD (Single Instruction Stream-Multiple Data Stream) – один 
поток команд и множество потоков данных; 
■ MISD (Multiple Instruction Stream-Single Data Stream) – множе-
ство потоков команд и один поток данных; 
■ MIMD (Multiple Instruction Stream-Multiple Data Stream) – мно-
жество потоков команд и множество потоков данных. 
SISD компьютеры – обычные, «традиционные» последователь-
ные компьютеры, в которых в каждый момент времени выполняется 
лишь одна операция над одним элементом данных (числовым или ка-
ким-либо другим). Большинство современных персональных ЭВМ, на-
пример, попадает именно в эту категорию. Иногда сюда относят и неко-
торые типы векторных компьютеров, это зависит от того, что понимать 
под потоком данных. 
 SIMD компьютеры состоят из одного командного процессора 
(управляющего модуля), называемого контроллером, и нескольких мо-
дулей обработки данных, называемых процессорными элементами. 
Управляющий модуль принимает, анализирует и выполняет команды. 
Если в команде встречаются данные, контроллер рассылает на все про-
цессорные элементы команду, и эта команда выполняется на нескольких 
или на всех процессорных элементах. Каждый процессорный элемент 
имеет свою собственную память для хранения данных. Одним из пре-
имуществ данной архитектуры считается то, что благодаря ей наиболее 
эффективно реализована логика вычислений. Около половины логиче-
ских инструкций обычного процессора связано с управлением выполне-
ния машинных команд, а остальная их часть относится к работе с внут-
ренней памятью процессора и с выполнением арифметических операций. 
В SIMD компьютере управление выполняет контроллер, а «арифмети-
ка» отдана процессорным элементам. Векторные компьютеры представ-
ляют собой пример архитектуры SIMD. 
MISD компьютеров практически нет и трудно привести пример 
их успешной реализации. Один из немногих – это систолический массив 
процессоров, в котором процессоры находятся в узлах регулярной ре-
шетки, а роль ребер играют межпроцессорные соединения. Все процес-
сорные элементы управляет общий тактовый генератор. В любом цикле 
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работы каждый процессорный элемент получает данные от своих сосе-
дей, выполняет одну команду и передает результат соседям. 
MIMD компьютеры – категория архитектуры вычислительных 
машин, наиболее «богатая», если иметь в виду примеры ее успешной 
реализации. В нее попадают симметричные параллельные вычислитель-
ные системы, рабочие станции с несколькими процессорами, кластеры 
рабочих станций и т.д. Довольно давно появились компьютеры с не-
сколькими независимыми процессорами, но вначале с их помощью был 
реализован только параллелизм заданий, т.е. на разных процессорах од-
новременно выполнялись разные и независимые программы. Разработке 
первых компьютеров для параллельных вычислений были посвящены 
проекты под условным названием CM* и C.MMP в университете Карне-
ги (США). Технической базой для этих проектов послужили процессоры 
DEC PDP-11. В начале 90-х годов именно MIMD компьютеры выходят в 
лидеры на рынке высокопроизводительных вычислительных систем. 
Архитектура традиционных последовательных компьютеров ос-
нована на идеях Джона фон Неймана и включает в себя центральный 
процессор, оперативную память – адресное пространство с линейной 
адресацией – и блок управления. Последовательность команд применяют 
к последовательности данных. Быстродействие такого традиционного 
компьютера определяет быстродействие его центрального процессора и 
временя доступа к оперативной памяти. Быстродействие центрального 
процессора может быть выше за счет увеличения тактовой частоты, ко-
торое зависит от плотности элементов в интегральной схеме, способа их 
«упаковки» и быстродействия микросхем оперативной памяти. Другие 
методы повышения быстродействия последовательного компьютера 
основаны на расширении традиционной неймановской архитектуры, а 
именно, на применении RISC процессоров, т.е. процессоров с сокращен-
ным набором команд. В RISC процессорах большая часть команд вы-
полняется за 1-2 такта с применением суперскалярных процессоров и 
конвейеров. 
 В высокопроизводительных вычислительных системах исполь-
зуют традиционные элементы архитектуры и ее расширения, а также 
новые элементы, например, такие как векторные процессоры и др. Рас-
смотрим важнейшие концепции организации высокопроизводительных 
вычислительных систем: векторную обработку данных, конвейеры, ме-
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тоды и типы межпроцессорных коммуникаций, организацию оператив-
ной памяти. 
Термин «конвейер» в компьютерной архитектуре употреблен из-
за сохранения привычной идеи любого конвейера. При движении объек-
тов по конвейеру на разных его участках выполняются различные опе-
рации, а при достижении каждым объектом конца конвейера он окажет-
ся полностью обработанным. Конвейеры применяют как при обработке 
команд, так и в арифметических операциях. Для эффективной реализа-
ции конвейера должны выполняться следующие условия: система вы-
полняет повторяющуюся операцию; эта операция может быть разделена 
на независимые части, степень перекрытия которых невелика; трудоем-
кость подопераций примерно одинакова. 
Количество подопераций называют глубиной конвейера. Важ-
ное условие нормальной работы его – это отсутствие конфликтов, т.е. 
данные, подаваемые в конвейер, должны быть независимыми. В том 
случае, когда очередной операнд зависит от результата предыдущей 
операции, в работе конвейера возникают периоды, называемые «пузы-
рями», когда он пуст. 
 Увеличение быстродействия, которое можно получить с помо-
щью конвейера приблизительно определяют формулой ( ) ( )n d / n d× + , 
где n – количество операндов, загружаемых в конвейер; d – глубина кон-
вейера. Пусть требуется выполнить операцию сложения над двумя од-
номерными массивами по 200 элементов, для чего необходимо пять опе-
раций. Ускорение составит при этом (200*5)/(200+5) = 4.88. Разумеется, 
что речь идет об идеальной ситуации, но в реальной жизни она недости-
жима. В конвейерах команд могут возникать простои, источником кото-
рых является зависимость между командами. Такие обстоятельства 
имеют место в циклах при наличии ветвлений, т.е. условных операторов. 
Суперскалярные процессоры могут выполнять несколько опера-
ций за один такт, что отличает их от обычных последовательных (ска-
лярных) процессоров. Основные компоненты суперскалярного процес-
сора – это устройства для интерпретации команд, снабженные логикой, 
позволяющей определить, являются ли команды независимыми, и доста-
точно ли число исполняющих устройств, в которых тоже могут быть 
конвейеры. Суперскалярные процессоры реализуют параллелизм на 
уровне команд. 
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Примером компьютера с суперскалярным процессором является 
IBM RISC/6000. Тактовая частота процессора была 62.5 МГц, а быстро-
действие системы на вычислительных тестах достигало 104 Mflop (Mflop 
– единица измерения быстродействия процессора, равная миллиону опе-
раций с плавающей точкой в секунду). Суперскалярный процессор не 
требует специальных векторизующих компиляторов, хотя они должны в 
этом случае учитывать особенности архитектуры. 
Векторный процессор «умеет» одной командой обрабатывать не 
одно единственное значение, а сразу массив (вектор) значений. Пусть 
A1, A2 и P – три массива одинаковой размерности и одинаковой длины, 
и имеется оператор P = A1 + A2. Векторный процессор за один цикл вы-
полнения команды осуществит попарное сложение элементов массивов 
A1 и A2, присвоит полученные значения соответствующим элементам 
массива P. Каждый операнд при этом хранится в особом, векторном 
регистре. Обычному последовательному процессору пришлось бы не-
сколько раз выполнять операцию сложения элементов двух массивов. 
Векторный процессор выполняет лишь одну команду. Разумеется, реали-
зация такой команды будет более сложной. 
Очевидно, за счет векторизации можно получать высокую про-
изводительность. Кроме того, векторным ЭВМ присущи и другие инте-
ресные особенности. Количество команд, необходимых для выполнения 
одной и той же программы, использующей векторизуемые операции, 
меньше в случае векторного процессора, чем обычного скалярного. 
Уменьшение потока команд позволяет снизить требования к устройст-
вам коммуникации, в том числе между процессором и оперативной па-
мятью компьютера. Другой факт заключается в том, что при соответст-
вующей организации оперативной памяти в процессор будут переда-
ваться данные на каждом такте, что даст значительный выигрыш в про-
изводительности компьютера. 
Следует заметить, что векторные ЭВМ были первыми высоко-
производительными компьютерами (например, компьютер С.Крэя). Тра-
диционно именно ЭВМ с векторной архитектурой называют суперком-
пьютерами. Векторные компьютеры различают по тому, как передают-
ся операнды командам процессора. Здесь можно выделить следующие 
основные схемы. Первая – из памяти в память – операнды извлекаются 
из оперативной памяти, загружаются в арифметическое устройство и 
результат возвращается в оперативную память. Вторая – из регистра в 
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регистр – операнды вначале загружаются в векторные регистры, затем 
передаются в арифметическое устройство и результат возвращается в 
один из векторных регистров. 
Преимущество 1-й схемы заключается в том, что она дает воз-
можность работать с векторами произвольной длины, тогда как во 2-м 
случае требуется разбиение длинных векторов на части, длины которых 
соответствуют возможностям векторного регистра. Кроме того, имеется 
определенное время запуска между инициализацией команды и появле-
нием в конвейере первого результата. Если конвейер уже загружен, ре-
зультат на его выходе можно получать в каждом такте. Примером ЭВМ с 
такой архитектурой являются компьютеры серии CYBER-200, время 
запуска которых составляло до 100 тактов. Это очень большая величина, 
даже при работе с векторами длиной 100 элементов, вышеупомянутые 
компьютеры достигали лишь половины от своей максимально возмож-
ной производительности, что, в конце концов, их и погубило. 
Векторные компьютеры, работающие по схеме из регистра в ре-
гистр, в настоящее время доминируют на рынке компьютеров. Наиболее 
известными представителями являются машины семейства Cray, NEC, 
Fujitsu и Hitachi. В векторных компьютерах, работающих по такой схеме, 
длина вектора гораздо меньше. Для компьютеров серии Cray она равна 
64. Однако существенно меньшее время запуска позволяет добиться 
хороших показателей по быстродействию. Правда, если работать с 
длинными векторами, которые приходится разбивать на части меньшей 
длины, то быстродействие снижается. 
В качестве примера рассмотрим архитектуру типичного вектор-
ного суперкомпьютера старой модели Cray-1. Процессор имеет восемь 
векторных регистров, каждый из которых может хранить 64 слова по 64 
бита каждое. Есть также восемь скалярных регистров для 64-битовых 
слов и восемь регистров для адресации 20-битовых. Вместо кэш-памяти 
используют специальные регистры, управление которыми осуществляют 
программным путем из выполняющейся программы. Всего компьютер 
Cray-1 содержал до 12 конвейеризованных процессоров, имевших от-
дельные конвейеры для различных арифметических и логических опера-
ций. Скорость работы процессора строго согласована со скоростью ра-







1.3. Процессоры для параллельных компьютеров 
 
Принято выделять в компьютерах четыре уровня параллелизма: 
■ параллелизм заданий – каждый процессор загружается своей 
собственной вычислительной задачей, независимой от других, скорее 
представляющий интерес для системных администраторов, чем рядовых 
пользователей; 
■ параллелизм на уровне программы – вычислительная про-
грамма разбивается на части, которые могут выполняться одновременно 
на различных процессорах; 
■ параллелизм команд – реализовывается обычно на низком 
уровне, как например, конвейеры и т.д.; 
■ параллелизм на уровне машинных слов и арифметических 
операций – выполняется одновременным сложением всех их двоичных 
разрядов в некоторых ситуациях, например, при сложении двух операн-
дов. 
Оперативная память. Характеристики оперативной памяти и 
особенности ее устройства являются важнейшим фактором, от которого 
зависит быстродействие компьютера. Ведь даже при наличии быстрого 
процессора скорость выборки данных из памяти может оказаться невы-
сокой, и, именно эта невысокая скорость работы с оперативной памятью 
будет определять быстродействие компьютера. Время цикла работы с 
памятью tm обычно заметно больше, чем время цикла центрального про-
цессора tc. Если процессор инициализирует обращение к памяти, она 
будет занята в течение времени tc + tm, и в течение этого промежутка 
времени ни никакое другое устройство, в том числе и сам процессор, не 
смогут работать с оперативной памятью. Таким образом, возникает про-
блема доступа к памяти. 
Эту проблему решают специальной организацией оперативной 
памяти. Принята следующая классификация параллельных компьютеров 
по архитектуре подсистем оперативной памяти. Это системы с разделяе-
мой памятью, у которых имеется одна большая виртуальная память, все 
процессоры имеют одинаковый доступ к данным и командам, храня-
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щимся в этой памяти; системы с распределенной памятью, у которых 
каждый процессор имеет свою локальную оперативную память, и к ней  
у других процессоров доступа нет. 
Такое различие проявляется в структуре виртуальной памяти, 
т.е. в памяти, которая «видна» процессору. Физически память обычно 
делится на части, доступ к которым может быть организован независи-
мо. Различие между разделяемой и распределенной памятью заключает-
ся в способе интерпретации адреса. Его проще пояснить на следующем 
примере. Пусть один из процессоров выполняет команду вида load r1, i 
– «загрузить в регистр r1 данные из ячейки памяти i». Если команда 
выполняется на компьютере с разделяемой памятью, номер ячейки i 
имеет один и тот же смысл для всех процессоров, так как i является гло-
бальным адресом. В случае системы с распределенной памятью, ячейка i 
имеет разный смысл для различных процессоров и в регистры r1 по этой 
команде будут загружены разные значения. 
Программисту часто бывает важно знать тип оперативной памя-
ти компьютера, на котором он работает. Ведь архитектура памяти опре-
деляет способ взаимодействия между различными частями параллельной 
программы. Программа перемножения матриц, например, при выполне-
нии на компьютере с распределенной памятью должна создавать копии 
перемножаемых матриц на каждом процессоре, что осуществляется тех-
нически передачей на эти процессоры сообщения, содержащего необхо-
димые данные. В случае системы с разделяемой памятью достаточно 
лишь один раз задать соответствующую структуру данных и разместить 
их в оперативной памяти. Остановимся подробнее на различных архи-
тектурах подсистемы памяти. 
Чередуемая память. Память разделяется на банки памяти. При-
нято соглашение о том, что ячейка памяти с номером i находится в бан-
ке памяти с номером i mod n, где n – количество банков памяти. Таким 
образом, если имеется 8 банков памяти, то 1-му банку будут принадле-
жать ячейки с номерами 0, 8, 16; 2-му – 1, 9, 17, ... и т.д. Запросы к раз-
личным банкам памяти могут обрабатываться одновременно. При их 
достаточном количестве скорость обмена данными между памятью и 
процессором может быть близка к идеальному значению – одно машин-
ное слово за один такт работы процессора. 
 Ячейки памяти могут быть перенумерованы и непрерывным 
образом, т.е., скажем, в 1-м банке находятся ячейки с номерами от 0 до 
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255, во 2-м от 256 до 511 и т.д. В векторных компьютерах обычно ис-
пользуется 1-й способ адресации, а в многопроцессорных комплексах с 
разделяемой памятью – 2-й. 
Разделяемая память. Простейший способ создать многопро-
цессорный вычислительный комплекс с разделяемой памятью – взять 
несколько процессоров, соединить их с общей шиной, а ее с оперативной 
памятью. Однако способ не очень удачный, поскольку между процессо-
рами возникает борьба за доступ к шине и, если один процессор прини-
мает команду или передает данные, все остальные процессоры вынуж-
дены будут перейти в режим ожидания. Это приводит к тому, что, начи-
ная с некоторого числа процессоров, быстродействие системы переста-
нет увеличиваться при добавлении нового процессора. 
Несколько улучшить картину может применение кэш-памяти 
для хранения команд. При наличии локальной команды, принадлежащей 
данному процессору, следующая команда, необходимая ему, будет, ве-
роятно, находиться в кэш-памяти. В результате этого уменьшается коли-
чество обращений к шине и быстродействие системы возрастает. Вместе 
с тем возникает новая проблема – проблема кэш-когерентности. Она 
заключается в том, что если, скажем, двум процессорам для выполнения 
различных операций понадобилось значение V, то оно будет храниться в 
виде двух копий в кэш-памяти обоих процессоров. Один из процессоров 
может изменить это значение в результате выполнения своей команды, и 
оно будет передано в оперативную память компьютера. Но в кэш-памяти 
другого процессора все еще хранится старое значение, и, следовательно, 
необходимо обеспечить своевременное обновление данных в кэш-
памяти всех процессоров компьютера. 
Имеются и другие реализации разделяемой памяти. Это, напри-
мер, память с дискретными модулями. Физическая память состоит из 
нескольких модулей, хотя виртуальное адресное пространство остается 
общим. Вместо общей шины в этом случае используется переключатель, 
направляющий запросы от процессора к памяти и одновременно обраба-
тывающий несколько запросов. Поэтому, если все процессоры обраща-
ются к разным модулям памяти, быстродействие возрастает. Одним из 
примеров, успешно работающих вычислительных систем с разделяемой 
памятью, является компьютер KSR-1 фирмы Kendall Square Research. 
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Распределенная память. В вычислительных системах с распре-
деленной памятью каждый процессор располагает оперативной памятью, 
но имеет доступ только к своей. В этом случае отпадает необходимость в 
шине или переключателе. Нет и конфликтов по доступу к памяти, так 
как каждый процессор работает только со своей собственной. Нет при-
сущих системам с разделяемой памятью ограничений на число процес-
соров, нет, разумеется, и проблемы с кэш-когерентностью. Однако, с 
другой стороны, возникают проблемы с организацией обмена данными 
между процессорами. Обычно он осуществляется при помощи обмена 
сообщениями-посылками, содержащими данные. Для формирования 
посылки, получения и считывания данных требуется определенное вре-
мя. Дополнительные затраты времени – плата за все те преимущества, о 
которых шла речь. 
 Программирование для систем с распределенной памятью пред-
ставляет собой более сложную задачу, требующую разбиения исходной 
вычислительной задачи на подзадачи, выполнение которых может быть 
разнесено на разные процессоры. Одним из наиболее известных компь-
ютеров с распределенной памятью является вычислительная система 
CM-5 фирмы Thinking Machines. Она состоит из процессорных элемен-
тов, построенных на основе микропроцессора SPARC и соединенных 
сетью со специальной топологией типа «дерево». Каждый процессорный 
элемент имеет локальную память объемом 32 МГБ. Пропускная способ-
ность шины больше у корня дерева и меньше у ветвей. 
 
1.4. Связь между элементами параллельных 
вычислительных систем 
 
Важнейшим элементом архитектуры высокопроизводительных 
вычислительных систем являются средства обмена данными между про-
цессором и оперативной памятью, между одним и другим процессорами, 
между процессором и другими устройствами и т.д. Организацию внут-
ренних коммуникаций вычислительной системы называют ее топологи-
ей. Многопроцессорные компьютеры принято рассматривать как набор 
узлов (процессорных элементов, модулей памяти, переключателей) и 
соединений между узлами. 
Два узла называют соседними, если между ними имеется прямое 
соединение. Порядком узла называют количество его соседей. Диа-
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метром сети (фактически это локальные сети) называют максимальный 
путь между двумя любыми узлами. Возрастание сложности соедине-
ний при добавлении в конфигурацию новых узлов характеризует мас-
штабируемость. Если система обладает высокой степенью масштаби-
руемости, ее сложность будет незначительно изменяться при наращива-
нии, неизменным будет диаметр сети. Распространенной является хоро-
шо масштабируемая топология – «гиперкуб», показанный на рис. 1.1. 
а) б) в)  
Рисунок 1.1 – Топологии гиперкуба 
а) 1-мерная, б) 2-мерная, в) 3-мерная 
Для адресации узлов в гиперкубе каждому узлу присваивается 
свой идентификационный номер, при этом двоичные представления 
идентификационных номеров соседних узлов отличаются одним битом. 
Алгоритм пересылки сообщения от одного узла к другому в этом случае 
достаточно простой и основан на побитовом сравнении двоичных пред-
ставлений идентификационных номеров текущего узла и адресата. 
Существует два вида топологии. «Двумерная решетка» – это 
обычная квадратная решетка с граничными соединениями разного рода. 
«Плоская решетка» – тип коммуникации, который дается многоступен-
чатым соединением, когда на одном его конце находятся процессоры, а 
на другом – процессоры или узлы, в середине располагаются переключа-
тели. При передаче данных от узла к узлу переключатели устанавлива-
ются таким образом, чтобы обеспечить требуемое соединение. 
 Важнейшим атрибутом системы коммуникаций является страте-
гия управления, переключения и синхронизации. В управлении можно 
выделить две альтернативы: централизованное управление единым кон-
троллером (модулем управления) и распределенное управление. Приме-
ром распределенного управления является работа многоступенчатых 
соединений, где каждый узел принимает решение, как поступить с полу-
ченным сообщением: оставить его себе или передать соседу. Использу-
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ется и другой вариант, например, в соединениях типа «звезда» каждое 
сообщение пересылается в контроллер, который определяет его даль-
нейшую судьбу. 
 Синхронизация тоже может быть глобальной, когда последова-
тельность импульсов передается всем узлам вычислительной системы, 
но может быть и локальной, когда каждый узел имеет свой собственный 
генератор. Последний вариант называют асинхронной работой. Пре-
имущество глобальной синхронизации, характерной для SIMD машин, 
заключается в более простой аппаратной и программной реализации. 
Асинхронные системы же, чаще всего это MIMD-компьютеры, более 
гибкие. 
 Стратегия переключения также бывает двух видов. Во-первых, 
это пакетное переключение, когда сообщение разбивается на более мел-
кие пакеты, пересылаемые по сети на очередной узел, который опреде-
ляет, куда этот пакет должен быть отправлен, и должен ли быть он от-
правлен вообще. Пакеты должны прибыть на узел-адресат, причем пути 
их могут быть различными. На последнем узле пакеты собираются, и 
затем восстанавливается переданное сообщение. Во-вторых, возможно 
цепное переключение, когда между отправителем и адресатом создается 
магистраль, по которой и передается сообщение целиком. 
Кластеры рабочих станций. Кластеры представляют собой со-
вокупность достаточно мощных компьютеров, но не суперкомпьютеров, 
соединенных в локальную сеть, обычно, в масштабе отдела, факультета 
или института. Такой кластер можно рассматривать как некую вычисли-
тельную систему с распределенной памятью, распределенным управле-
нием и т.д. Действительно, такие кластеры применяют для параллельных 
вычислений. Одно из преимуществ подобной гетерогенной вычисли-
тельной системы то, что отдельные части программы могут выполняться 
на наиболее подходящих для этого компьютерах.  
 Для того чтобы это сделать, необходимо решить ряд вопросов. 
Прежде всего, следует иметь в виду, что довольно часто в сеть объеди-
няются компьютеры разных фирм-производителей, имеющие разную 
архитектуру, работающие под управлением различных операционных 
систем, которые имеют разные файловые системы и т.д. Другими слова-
ми, возникают проблемы совместимости и доступа, так как для входа в 
любой компьютер может потребоваться разрешение на его использова-
ние. Может быть и так, что время счета измеряется днями, а то и неде-
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лями, а некоторые из рабочих станций кластера время от времени долж-
ны быть загружены своей собственной работой, т.е. особенно важным 
оказывается управление такой вычислительной системой, очень дина-
мичной и специфической. Некоторые из перечисленных проблем могут 
быть решены административным образом, для решения других требует-
ся специальное программное обеспечение, реже – специальная аппара-
тура, так как оборудование, включающее процессоры и сети, уже есть. В 
качестве примеров приведем систему управления гетерогенными кла-
стерами рабочих станций CONDOR, коммерческие системы – CODINE, 
Load Leveler (IBM) и некоторые другие. 
В заключение укажем на выигрыш и издержки при реализации 
параллельных и векторных вычислений. 
 Векторная ЭВМ с длиной векторного регистра в 128 элементов 
или параллельная ЭВМ с таким же числом процессоров теоретически 
может выполнить программу в 128 раз быстрее, чем аналогичная по бы-
стродействию однопроцессорная скалярная ЭВМ. Однако этот предел 
обычно недоступен, но к нему нужно стремиться. 
Реальный выигрыш в быстродействии программ обусловлен ря-
дом причин. Так, например, любая программа, написанная на языке вы-
сокого уровня, может быть оттранслирована в коды любой ЭВМ и ис-
полнена как на скалярной, так и на векторной или параллельной машине, 
а результаты работы всех программ, скорее всего, будут близки. Самый 
простой вариант попробовать ускорить работу имеющейся программы – 
это воспользоваться встроенными в транслятор (обычно с ФОРТРАНа 
или Си) средствами векторизации или распараллеливания. При этом 
никаких изменений в программу вносить не придется. Все же вероят-
ность существенного ускорения (в разы или десятки раз) невелика. 
Трансляторы в ФОРТРАН и Си очень аккуратно векторизуют и 
распараллеливают программы, и независимо от обрабатываемых данных 
оптимизация не проводится. Поэтому не приходится ожидать ошибок от 
компилятора, если программист явно не указывает ему на выполнение 
оптимизации (векторной или параллельной) какой-либо части програм-
мы. Наиболее весомыми по затратам в программах являются циклы, и 
усилия компилятора направлены, прежде всего, на векторизацию и рас-
параллеливание циклов. Диагностика компилятора поможет установить 
причины, мешающие векторизовать и распараллелить циклы. Простое 
исправление стиля программы, перестановка местами операторов (цикла 
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и условных), разделение одного цикла на несколько, удаление из крити-
ческих частей программы лишних операторов (типа отладочной печати) 
позволят устранить эти причины и дать весьма существенный выигрыш 
в быстродействии. 
Способы написания программ, оптимальных с точки зрения бы-
стродействия, существенно отличаются двумя парадигмами программи-
рования: последовательной и параллельной (векторной). Поэтому про-
грамма, оптимальная для скалярного процессора, с большой вероятно-
стью не может быть векторизована или распараллелена. В то же время 
программа для векторных или параллельных ЭВМ, написанная специ-
альным образом, будет исполняться на скалярных машинах довольно 
медленно. Дополнительные возможности предоставляют специальные 
векторные и параллельные библиотеки подпрограмм. Используя библио-
течные функции, которые оптимизированы для конкретной ЭВМ, можно 
упростить задачу по написанию и отладке программы. Единственный 
недостаток данного подхода состоит в том, что программа может стать 
не переносимой на другие машины (даже того же класса), если на них не 
окажется аналогичной библиотеки. 
 Программа, специально написанная для векторных или парал-
лельных ЭВМ, даст наибольшее ускорение при ее векторизации и распа-
раллеливании. Самая существенная из всех «издержек» связана с одно-
временным использованием скалярных, векторных и параллельных ма-
шин. 
Значительным фактором при адаптации готовых программ к ра-
боте на параллельных и векторных ЭВМ является не только стиль напи-
сания программы, но и сам использованный язык программирования. 
Векторные машины – это машины с векторными регистрами. 
Векторный процессор выполняет математические операции сразу над 
всеми элементами векторного регистра. Принято считать, что предель-
ное повышение эффективности векторных программ равно числу эле-
ментов в векторном регистре ЭВМ (часто это 128 или 256). 
Параллельные ЭВМ – это машины с многими процессорами. 
Они могут запускать программу или на всех процессорах сразу, или на 
ограниченном их числе. Поскольку все процессоры в параллельных 
ЭВМ одинаковые (без учета специализированных процессоров вво-
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да/вывода), то можно ожидать, что программа будет выполняться во 
столько раз быстрее, сколько процессоров будут проводить вычисления. 
 В любой программе существуют две части: векторизуемая и не 
векторизуемая. Например, алгоритмы построения последовательностей, 
заданных рекуррентным отношением, нельзя векторизовать, так как ка-
ждый последующий элемент зависит от предыдущих и, соответственно, 
не может быть вычислен ни ранее, ни одновременно с предыдущими. 
Другие невекторизуемые части программ – это ввод/вывод, вызов под-
программ или функций, организация циклов, разветвленные алгоритмы, 
работа со скалярными величинами. Сюда входит довольно широкий 
класс подзадач, который гораздо шире класса векторизуемых алгорит-
мов, так как каждую программу можно представить последовательно-
стью векторизуемых и скалярных блоков. При векторизации программ 
на самом деле ускоряется выполнение только части программы. 
 Время обмена данными зависит от архитектуры параллельной 
ЭВМ. Оно может быть равно нулю для многопроцессорных рабочих 
станций с общей оперативной памятью и организацией распараллелива-
ния в пределах одного процесса или составлять значительную величину 
при обмене в кластерах ЭВМ, связанных компьютерной сетью. В связи с 
этим можно сделать вывод о том, что объем данных, предназначенных 
для обмена, должен быть по возможности меньше, а последовательная 
часть программы должна выполняться как можно быстрее. При испол-
нении вложенных циклов эффективно распараллеливаются самые внеш-
ние циклы, а векторизуются только внутренние. Однако практически все 
действия с матрицами (сложение, умножение, умножение на вектор, 
прямое произведение) могут быстро выполняться на супер-ЭВМ. Мно-
гие алгоритмы линейной алгебры (но не все) могут быть эффективно 
векторизованы и распараллелены. Некоторые библиотеки подпрограмм 
существуют для параллельных и векторных машин. 
Еще одним важным фактором, влияющим на ускорение работы 
параллельных программ, является равномерность загрузки процессов. 
Неэффективно использовать векторные ЭВМ для работы с матрицами 
размерностью 3x3, но можно переписать алгоритм для одновременной 
обработки нескольких (к примеру, 1000) матриц: обращение, поиск соб-
ственных чисел и т.д. При увеличении размера матриц растет эффектив-
ность работы программы, но увеличивается и размер требуемой памяти 
для их хранения. При работе на векторной машине с небольшим объе-
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мом ОЗУ (128-512 Мбайт) это может стать причиной общего снижения 




2. ВВЕДЕНИЕ В АНАЛИТИЧЕСКУЮ НАНОМЕХАНИКУ 
 
Современная картина мира представлена человеком – частью 
этого мира, – пытающегося понять, как мир устроен. Из собственного 
опыта люди знают, что мир познаваем и многое известно об основных 
физических законах, приводящих к многообразию явлений окружающе-
го мира. Как известно, все тела состоят из атомов. Материю, построен-
ную из комбинации атомов разных видов, называют веществом, а ма-
лейшую частицу вещества – молекулой. Исключение составляют Солнце 
и звезды, где вещество находится в состоянии плазмы. Простые молеку-
лы состоят из двух-трех атомов, однако, существуют и такие, которые 
имеют в своем составе тысячи атомов, соединенных друг с другом в 
сложной последовательности. Атомы находятся в беспрерывном движе-
нии, притягиваются на больших расстояниях, но отталкиваются, когда 
их стремятся приблизить их друг к другу. Форма молекул может быть 
так же самой разнообразной: одни из них представляют собой длинные 
нити, другие – закрученные спирали, третьи свернуты в клубочек, напо-
минающий футбольный мяч. 
 
 
Рисунок 2.1 – Молекула воды 
Например, молекула воды
состоит из двух атомов водорода и
одного атома кислорода (рис. 2.1) Ато-
мы и молекулы, размеры которых боль-
ше порядка нанометра (1 нм = 10
2H O
-9 м),
являются основными объектами «нано-
мира». Приставка «нано» означает одну
миллиардную часть чего-либо, напри-
мер, один нанометр меньше обычного
метра в один миллиард раз. 
Для сравнения возьмем яблоко. Если его молекулы увеличить до 
размеров Земли, то атомы яблока сами станут размером с яблоко. Все 
объекты в наномире имеют нанометровый размер. Можно ли увидеть 
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атом? В обычный микроскоп атомы увидеть нельзя, так как нельзя уви-
деть объект, размеры которого меньше длины световой волны 
. Однако это можно сделать, воспользовавшись туннельным 
микроскопом, предложенным в 1981 году (рис. 2.2). Туннельный ток 
зависит от расстояния между иглой и поверхностью. «Глядя» в такой 
микроскоп, можно пересчитывать атомы поштучно. 
λ 50 нм=
 
Рисунок 2.2. – Туннельный микроскоп 
Исходя из того, что 
мир состоит из атомов, можно 
понять, почему существуют 
твердые, жидкие и газообраз-
ные тела, с какой скоростью 
распространяется звук, поче-
му летит самолет, что такое 
температура и многое, многое 
другое. А из чего же состоят 
атомы? Атомы состоят из 
положительно заряженного 
ядра и движущихся вокруг 
него отрицательно заряжен-
ных электронов. 
Размер электрона не поддается измерению, и известно лишь, что 
радиус электрона заведомо меньше 10–9 нм. Атомы очень малы – их раз-
меры порядка 10–10…10–9 м, а размеры ядра атома примерно в 100000 раз 
меньше (10–15…10–14 м). В свою очередь, ядра состоят из протонов и 
нейтронов. Вся масса атома сосредоточена в ядре, плотность ядерного 
вещества почти постоянна: 100000 . Электрон почти в 2000 раз 
легче протона и нейтрона, 
3т/мм
241.67 10p nm m
−≈ = ⋅ г. Протоны и нейтроны 
состоят из кварков, а электрон сам по себе, он ни из чего не состоит. 
Атом пуст, и если ядро атома увеличить до размеров яблока, то расстоя-
ние от ядра до других электронов будет порядка 1 км. Если бы электро-
ны и ядра не были заряжены, атомы спокойно проходили бы друг через 
друга, нисколько не мешая соседям. 
 




Неотделимым понятием от атомов является взаимодействие. В 
настоящее время в природе обнаружено четыре основных вида взаимо-
действия: электромагнитное, гравитационное, сильное и слабое. Первое 
обусловливает взаимодействие между заряженными частицами, и когда 
тела давят друг на друга, это взаимодействие электромагнитной приро-
ды. Есть притяжение и отталкивание. В последнее время благодаря уси-
лиям теоретиков удалось объединить электромагнитное и слабое взаи-
модействия в одно, что уменьшает число основных взаимодействий до 
трех. Сравнительная сила этих взаимодействий такова: если считать, что 
относительная величина взаимодействия нуклонов (протонов и нейтро-
нов) в ядре равна единице, то следующим по силе будет более слабое 
электромагнитное взаимодействие (10–2), затем еще слабее (10–5). И са-
мым слабым в этом смысле является гравитационное взаимодействие, 
приблизительно равное 10–40. 
Гравитационное взаимодействие, основным проявлением кото-
рого является закон всемирного тяготения, – это всегда притяжение 
(гравитационное отталкивание пока не обнаружено). Притяжение между 
Землей и Солнцем заставляет Землю двигаться по круговой орбите во-
круг Солнца. Сила тяжести – это сила, которая заставляет загораться 
звезды. Она сообщает ядрам атомов необходимую для сближения кине-
тическую энергию (для преодоления силы электрического отталкива-
ния), чтобы началась реакция термоядерного синтеза – основной источ-
ник энергии большинства звезд во Вселенной. 
Сильное взаимодействие, в отличие от первых двух, является 
короткодействующим. Радиус его действия порядка 10–14…10–15 м, т.е. 
порядка размеров ядра атома. Это взаимодействие между нуклонами, 
протонами и нейтронами, всегда имеющее характер притяжения. 
Одним из важнейших понятий, введенных в современную физи-
ку, является понятие «поля». Пространство, в котором нет частиц и ко-
торое поэтому можно назвать «пустым» (от частиц), на самом деле та-
ковым не является. В пустом пространстве могут существовать различ-
ные поля, примером которых является электромагнитное поле. Эти поля 
могут существовать и вполне самостоятельно, независимо от частиц, их 
породивших. Эта форма существования – хорошо известные волны. На-
пример, благодаря электромагнитным волнам радио и телевидение ка-
жутся нам столь же естественными, как и автомобиль. 
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Гравитационные волны пока еще экспериментально не обнару-
жены, но их существование уверенно предсказывает общая теория отно-
сительности Эйнштейна. Уже сейчас реально создание сверхчувстви-
тельных детекторов гравитационных волн, которые способны зарегист-
рировать взрыв, сверхновой в галактике, удаленной от нас на расстояние 
в миллионы световых лет. И тогда одновременно со вспышкой света до 
нас дойдет гравитационная волна, которая тоже распространяется со 
скоростью света. Совпадение этих событий во времени было бы убеди-
тельным доказательством существования гравитационных волн. 
Гравитационное взаимодействие является очень слабым, тяготе-
ние важно в том смысле, что оно удерживает на поверхности Земли во-
ду, воздух и нас с вами. Ядерные силы на Земле проявляются не слиш-
ком сильно, иначе связанная с ними гигантская энергия уничтожила бы 
все живое. Таким образом, основной движущей силой почти всех проис-
ходящих на Земле процессов являются электромагнитные силы и явле-
ния, ими вызываемые. Знание этих сил является основой для понимания 
химических реакций, биологических процессов, а значит и жизни, дви-
жения воздуха, воды и даже происхождения землетрясений. В последних 
трех случаях гравитационные силы, несомненно, играют важную роль, 
как, например, конвективные потоки воздуха в атмосфере. И все это 
скрывается в такой крошечной частичке, как атом, который состоит из 
положительно заряженного ядра и движущихся вокруг него отрицатель-
но заряженных электронов. Но электроны не падают на ядро, хотя к не-
му притягиваются. Дело в том, что законы, управляющие движением 
электрона относительно ядра атома, – это не те законы классической 
механики, которые управляют движением Земли вокруг Солнца. В атоме 
действуют законы квантовой механики. Квантовая (волновая) механика 
описывает законы движения частиц в микромире, т.е. движения частиц 
малой массы (электрона или атома) в малых участках пространства. 
Теоретические исследования биологических молекул предпола-
гают рассмотрение отношений между структурой, функцией и динами-
кой на атомном уровне. Так как многие из проблем в биологических 
системах вовлекают много атомов, их рассматривают как системы, ис-
пользуя не квантовую (волновую) механику, а классическую. Проблемы 
становятся доступными для решения благодаря использованию эмпири-
ческих потенциальных функций энергии, которые в вычислительном 
отношении требуют намного меньше ресурсов, чем квантовая механика. 
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Текущие силовые поля или потенциальные функции энергии ра-
зумно обеспечивают хороший компромисс между точностью и вычисли-
тельной эффективностью. При этом допускаются многочисленные при-
ближения, которые приводят к определенным ограничениям. Чтобы по-
лучить функциональные формы и параметры для потенциальных функ-
ций энергии общей применимости, например, для биологических моле-
кул, привлекаются квантовые вычисления маленьких образцовых соста-
вов молекул. Хорошо известна способность потенциальных функций 
энергии воспроизводить физические свойства, измеренные эксперимен-
тально. Эти свойства включают структурные данные, полученные от 
кристаллографии рентгена и ЯМР, динамические данные, полученные от 
спектроскопии и неэластичного рассеивания нейтрона, и термодинами-
ческие данные. 
Есть определенные ограничения в применении эмпирических 
силовых полей. Одно из самых важных – это то, что никакие изменения 
в электронной структуре не могут быть смоделированы. Эмпирическая 
потенциальная функция энергии дифференцируема относительно атом-
ных координат, что дает величину и направление силы, действующей на 
атом, и таким образом потенциальная функция энергии может использо-
ваться в моделировании молекулярной динамики. Эта функция имеет 
несколько ограничений, которые приводят к погрешностям в расчетах 
потенциальной энергии. 
Одно ограничение происходит из-за неизменного набора типов 
атомов, используемых для определения параметров силового поля. Вме-
сто того чтобы представлять каждый атом в молекуле как уникальный, 
описанный уникальным набором параметров, используют группы ато-
мов с определенным их количеством, чтобы минимизировать число ти-
пов атомов, что может привести к определенным ошибкам. Свойства 
определенных атомов менее чувствительны к их среде, и единственный 
набор параметров может весьма хорошо описывать их поведение. В то 
же время ряд других атомов имеет иную чувствительность к окружаю-
щей среде соединения, что требует большего числа групп атомов с раз-
личными типами и параметрами. 
Приближение, введенное, чтобы уменьшить вычислительные 
ресурсы, – это взаимодействие атома с атомом и тогда энергию взаимо-
действия между одним атомом и остальной частью системы вычисляют 
как сумму парных взаимодействий. Как будто бы пара взаимодействую-
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щих атомов не видит другие атомы системы. Одновременное взаимодей-
ствие между тремя или большим количеством атомов не предусматрива-
ется. Таким образом, в силовое поле не включаются определенные эф-
фекты поляризации, что может привести к различиям между расчетными 
и экспериментальными результатами. 
Другое важное приближение – это то, что потенциальная функ-
ция энергии не включает эффекты энтропии, т.е. минимальная величина 
энергии, вычисленной как сумма потенциальных функций, не обязатель-
но соответствует равновесию или самому вероятному состоянию. Это 
приближение отвечает минимуму свободной энергии. Заметим, что экс-
перименты вообще выполняются при изотермических – изобарических 
условиях (постоянное давление, неизменный размер системы, постоян-
ная температура), когда состоянию равновесия соответствует минимум 
свободной энергии. Вместе с тем, как только при вычислении энергии 
игнорируются эффекты энтропии, то они и не могут быть включены в 
молекулярное моделирование динамики. 
 
2.2. Ограничения классической аналитической механики 
 
Механика – это наука о движении и равновесии тел. Однако в 
механике под движением понимают только простейшую его форму, а 
именно, перемещение тела относительно других тел. Принципы механи-
ки были впервые сформулированы И.Ньютоном (1643-1727 гг.) в его 
основном труде «Математические начала натуральной философии» 
(1687 год). После него механика начала быстро развиваться, но до нача-
ла XX века это развитие в основном шло в направлении совершенство-
вания математических методов механики и применения ее законов к все 
новым и новым областям знания. Несомненные в то время успехи меха-
ники привели к представлению того, что законов механики для объясне-
ния всех явлений природы достаточно (механистический взгляд на при-
роду вещей). 
Отказ от механистических представлений произошел в начале 
XX века с открытием электрических и магнитных явлений, особенно с 
открытием электромагнитных волн. Первое, что выяснилось, – это то, 
что механика Ньютона применима лишь к сравнительно медленным 
движениям со скоростями, заметно меньшими скорости света в вакууме 
м/с. Движения, скорости которых приближаются к скорости с ≈ 93 10⋅
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света, называют релятивистскими. Что касается скорости света, то она 
огромна. В повседневной жизни мы имеем дело со скоростями, заметно 
меньшими. Так, скорость реактивного самолета в 2-3 раза (обычно не 
больше) превышает скорость звука в воздухе, 300v =  м/с = 0,3 км/с. 
Скорость спутника или космического корабля порядка 10 км/с. Такого 
же порядка скорость движения Земли по орбите вокруг Солнца (30 км/с). 
Наконец, скорость движения Солнца по своей орбите вокруг центра на-
шей Галактики (кстати, ее называют Млечным путем) порядка 300 км/с, 
что меньше скорости света в 1000 раз. 
Второе ограничение классической механики заключается в ее 
неприменимости к описанию явлений микромира, т.е. к движениям тел 
малой массы в малых участках пространства. Более общей наукой, опи-
сывающей такие движения, является квантовая механика, согласно кото-
рой неопределенность в знании значений координат и импульса опреде-
ляется соотношением неопределенности Гейзенберга x p∆ ⋅∆ ≥
2
h . В при-
менении к движущимся обычным телам с достаточно хорошей точно-
стью применима классическая механика. Так, если скорость определена 
с точностью большей чем 310v −∆ =  мкм/с, а 310x −∆ =  мкм (10 Å), то 
x p∆ ⋅∆ 125 10−≈ ⋅  эрг·сек, что намного больше 2710h −≈  эрг·сек. Таким 
образом, классическая механика Ньютона изучает медленные движения 
макроскопических тел. 
Аналитическая механика, тесно связанная с именем великого 
Лагранжа, представляет собой совокупность методов, позволяющих бы-
стро написать уравнения движения какой-либо системы, если известен 
набор параметров, знания которых достаточно для однозначного опреде-
ления ее положения в каждый момент времени. 
Среди подходов, существующих в аналитической механике, 
можно выделить два основных метода: Лагранжа и Гамильтона. Они 
приводят к двум хорошо известным системам уравнений движения: 
уравнениям Лагранжа и уравнениям Гамильтона. При их написании ме-
тод Лагранжа отличается от метода Гамильтона тем, что в первом кине-
тическая энергия системы выражена через обобщенные скорости, т.е. 
через производные по времени от параметров, определяющих положение 
системы, тогда как во 2-методе она выражена как функция обобщенных 
импульсов. 
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В рамках классических представлений импульсы всегда опреде-
ляют через скорости и поэтому можно очень просто перейти от обоб-
щенных скоростей к обобщенным импульсам и обратно. Поэтому урав-
нения Лагранжа и Гамильтона, как показывает их анализ, полностью 
эквивалентны и отличаются друг от друга лишь формой записи. 
Что же касается квантовой (волновой) механики, то уравнения 
Гамильтона, записанные соответствующим образом, сохраняют свое 
значение, чего нельзя сказать об уравнениях Лагранжа. Это объясняется 
тем, что в квантовой механике импульс является вполне автономной 
величиной и динамические понятия сохраняют свое значение, тогда как 
кинематические понятия, вообще говоря, теряют свой смысл. Согласно 
классическим воззрениям, импульс представляет собой величину, выво-
димую из скорости, а в квантовой механике – это автономная величина, 
не зависящая от скорости. В принципе не во всех случаях вполне опре-
делено само понятие скорости. 
С точки зрения рассматриваемых вопросов очень важен и инте-
ресен раздел аналитической механики, посвященный теории Якоби, ко-
торая позволяет классифицировать различные виды движения матери-
альной точки в заданных полях способом, который как бы подготавлива-
ет переход от классической механики к волновой. Не вдаваясь в подроб-
ный анализ теории Якоби, требующий довольно сложного математиче-
ского аппарата, ограничимся лишь результатами, которые получают в 
частном случае статических не зависящих от времени силовых полей. 
Вся совокупность возможных траекторий материальной точки в таком 
поле сил зависит от шести параметров, поскольку каждая из этих траек-
торий определяется начальным положением и начальной скоростью точ-
ки. Однако все траектории можно объединить в семейства кривых, кото-
рые зависят только от трех параметров. Причем траектории одного и 
того же семейства образуют множество кривых, ортогональных некото-
рым поверхностям. Ортогональные кривые к одной из таких поверхно-
стей будут возможными траекториями материальной точки. Теория Яко-
би дает возможность найти множество таких поверхностей также с по-
мощью решения некоторого дифференциального уравнения в частных 
производных 1-го порядка и уравнения 2-й степени, которое называют 
уравнением Якоби. Вывод этого уравнения основан на гамильтоновом 
выражении энергии материальной точки в каждый момент времени как 
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на функции компонент ее импульса и координат в тот же момент време-
ни. 
Теория Якоби позволяет разбить 6-мерное множество траекто-
рий материальной точки на семейства, каждое из которых содержит в 
себе 3-мерное множество траекторий и соответствует некоторому семей-
ству ортогональных поверхностей. Каждое семейство траекторий и со-
ответствующее ему семейство ортогональных поверхностей находятся 
точно в таком же отношении друг к другу, как лучи и волновые поверх-
ности при рассмотрении волн в рамках геометрической оптики. Еще 
более века назад шотландский геометр Гамильтон отметил эту аналогию 
в механике и геометрической оптике, но только развитие квантовой тео-
рии позволило увидеть в ней нечто большее, чем простое сходство ма-
тематического описания. 
С точки зрения классической механики материальной точки 
связь частицы с волной, следующая из теории Якоби, не имеет физиче-
ского смысла. Действительно, в рамках классических представлений 
материальная точка, имеющая в каждый момент времени вполне опреде-
ленное положение и скорость, описывает в поле сил единственную, 
вполне определенную траекторию, вид которой определяется начальны-
ми условиями. Поэтому бесконечная совокупность траекторий, класси-
фицированная согласно теории Якоби в семейства, представляет собой 
лишь возможные траектории, но только одна из них действительно реа-
лизуется в каждом конкретном случае. Эти семейства имеют скорее аб-
страктное математическое значение, поскольку они отображают сово-
купность возможностей, из которых осуществляется одна и только одна. 
Тем не менее, им все же можно придать конкретный смысл, если пред-
ставить себе, что имеется бесконечное число одинаковых материальных 
точек, не взаимодействующих друг с другом. Тогда можно предполо-
жить, что разные точки описывают различные траектории семейств, 
которые таким образом приобретают конкретное содержание. Следова-
тельно, теорию Якоби можно рассматривать в некотором смысле как 
статистическую теорию, так как она одновременно рассматривает ан-
самбли из различных траекторий. Благодаря этому можно увидеть как 
бы в зародыше вероятностное и статистическое толкование волновой 
механики. 
При обобщении теории Якоби на случай системы материальных 
точек, взаимодействующих друг с другом, возникает одна особенность, 
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важная для волновой механики систем. Если система состоит из N мате-
риальных точек, то необходимо ввести в рассмотрение некоторое абст-
рактное так называемое конфигурационное пространство, образующих 
систему из 3N координат N частиц. Действительно, если написать урав-
нение Якоби для системы, исходя из гамильтонова выражения для ее 
энергии, то получим дифференциальное уравнение в частных производ-
ных 1-го порядка и 2-й степени. Это уравнение содержит 3N независи-
мых переменных, являющихся координатами N материальных точек 
системы, и определяет некоторые семейства поверхностей в конфигура-
ционном пространстве, а не в обычном 3-мерном. Очевидно, что каждая 
конфигурация характеризуется заданием 3N координат точек, входящих 
в систему, и может быть геометрически представлена в виде точки в 
конфигурационном пространстве, с чем и связано название пространст-
ва. Последовательности же различных состояний системы иллюстриру-
ются кривыми в конфигурационном пространстве – траекториями, изо-
бражающими точки системы. Эти условные траектории зависят от 6N 
параметров – шести начальных условий для каждой из N точек. Теория 
Якоби так же, как и в случае одной материальной точки, позволяет раз-
делить 6N-мерное множество траекторий на ряд семейств. Каждое из 
семейств определяется 3N параметрами и образует семейство кривых, 
ортогональных семейству поверхностей, которые, в свою очередь, явля-
ются интегральными поверхностями уравнения Якоби. Именно такой 
случай 3N-мерного конфигурационного пространства находит аналогию 
в распространении волн. Можно предвидеть, что при трактовке вопросов 
динамики систем волновая механика, согласно теории Якоби, должна 
следовать этому пути и рассматривать распространение волн в конфигу-
рационном пространстве. Это приводит к тому, что волны в волновой 
механике не только имеют вероятностный и статистический смысл, но 
также носят отвлеченный и символический характер, сильно отличаясь 
от тех волн, с которыми имела дело классическая физика. 
Уравнения динамики материальной точки в поле сил, обладаю-
щих потенциалом, можно получить, исходя из принципа, который в об-
щем виде носит название принципа Гамильтона или принципа стацио-
нарного действия. Согласно этому принципу: «Из всех движений мате-
риальной точки, которые она может совершить за тот же самый 
промежуток времени t2 – t1 между теми же начальными и конечны-
ми положениями, в действительности осуществляется то движе-
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ние, для которого интеграл от разности кинетической и потенци-
альной энергий этой материальной точки по времени от t1 до t2, 
принимает экстремальное значение». Пользуясь известными метода-
ми вариационного исчисления, нетрудно показать, что из этого принци-
па вытекают классические уравнения движения. 
Принцип стационарного действия справедлив и для систем ма-
териальных точек. Для его формулировки удобно ввести конфигураци-
онное пространство, соответствующее рассматриваемой системе. В ка-
честве примера ограничимся случаем, когда потенциальная энергия сис-
темы не зависит явно от времени. Это, например, изолированная систе-
ма, на которую не действуют внешние силы, поскольку потенциальная 
энергия ее сводится только к энергии взаимодействия и не зависит явно 
от времени. В этом случае, вводя 3N-мерное конфигурационное про-
странство и вектор в этом пространстве, 3N компонент которого совпа-
дает с компонентами векторов количества движения N материальных 
точек системы, принцип наименьшего действия можно сформулировать 
в форме Мопертю. Он также основан на теории Якоби и его можно запи-
сать следующим образом: «Траектория изображающей точки систе-
мы, проходящая в конфигурационном пространстве через две задан-
ные точки A и B, делает минимальным криволинейный интеграл от 
введенного 3N-мерного вектора, взятый по отрезку траектории ме-
жду точками A и B, по сравнению с такими же интегралами, взя-
тыми по отрезкам других кривых, проходящих через те же точки A 
и B в конфигурационном пространстве». 
Известный в оптике принцип Ферма по аналогии следует из воз-
можности представления траекторий изображающей точки в конфигура-
ционном пространстве в виде лучей волны, распространяющейся в этом 
пространстве. Итак, для систем материальных точек переход от класси-
ческой механики к волновой можно осуществить лишь в рамках абст-
рактного конфигурационного пространства. 
Количество движения системы материальных точек определяют 
просто как сумму (геометрическую) количеств движения всех входящих 
в нее материальных точек. Оно выражается в виде суммы произведений 
масс на соответствующие скорости и также использует понятие скоро-
сти. Что касается энергии системы, то она всегда содержит слагаемое, 
соответствующее кинетической энергии и равное сумме кинетических 
энергий всех материальных точек, т.е. полусумме произведений массы 
 155
каждой материальной точки на квадрат ее скорости. Если же система 
консервативна, то полная энергия включает в себя также потенциальную 
энергию, которая, в свою очередь, состоит из двух слагаемых. Первое 
равно сумме потенциальных энергий всех материальных точек во внеш-
нем поле, действующем на систему, если таковое имеется. Второе – это 
энергия взаимодействия материальных точек. Это слагаемое отличное от 
нуля, в том случае, когда внешнее поле отсутствует, и равно сумме вза-
имных потенциальных энергий каждой пары частиц. 
Весьма существенно, что взаимную потенциальную энергию 
нельзя представить в виде суммы энергий, соответствующих каждой 
материальной точке в отдельности. Каждая пара взаимодействующих 
материальных точек дает вклад в полную энергию. Следовательно, ин-
дивидуальность материальной точки выражена тем слабее, чем сильнее 
взаимодействие между точками. Наличие этой взаимной энергии харак-
терно для систем взаимодействующих материальных точек и отличает 
их, например, от ансамбля невзаимодействующих материальных точек, 
находящихся в заданном внешнем поле. 
Динамика систем материальных точек – основа динамики твер-
дых тел, поскольку последние можно представить в виде системы мате-
риальных точек, расстояния между которыми остаются неизменными из-
за сил взаимодействия, чрезвычайно быстро возрастающих при отклоне-
нии точек от своего положения равновесия. Тот факт, что взаимное рас-
положение материальных точек в твердом теле остается неизменным, 
позволяет определить его положение в каждый момент времени задани-
ем всего лишь шести параметров. Такими параметрами могут служить, 
например, три координаты какой-либо произвольной точки тела и три 
угла, определяющих его ориентацию относительно некоторой системы 
координат. Если имеет место задача о движении нескольких твердых 
тел, каким-либо образом связанных между собой, то число параметров, 
необходимых для описания такой системы, возрастает. Однако при на-
писании уравнений движения всегда можно исходить из уравнений для 
системы материальных точек, предполагая при этом, что твердые тела 
представляют собой некоторую совокупность таких материальных то-
чек. 
Механика твердых тел, предвосхищая развитие атомной физики, 
строилась, исходя из предположения о дискретности материи. Заметим, 
что в обычных экспериментах имеют дело, как правило, с крупномас-
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штабными телами, а не с материальными точками. Большинство методов 
измерения пространства и времени, необходимых для изучения различ-
ных явлений, основано на использовании свойства твердых тел. 
Именно понятия пространства и времени, взятые из повседнев-
ной жизни и наблюдений над крупномасштабными телами, в частности 
твердыми, служат для определения законов движения материальных 
точек. Понятия пространства и времени, возникшие из наблюдений над 
твердыми телами, можно без изменений использовать при изучении 
процессов, происходящих с нанообъектами – молекулами и атомами. В 
этом случае материальную точку можно определить как частицу мате-
рии, имеющую пренебрежимо малые размеры, но содержащую все же в 
себе чрезвычайно большое число элементарных частиц. Иное дело в 
атомной физике, где недопустимо применять классические законы меха-
ники материальной точки или какие-либо другие законы, предполагаю-
щие справедливость обычных понятий пространства и времени. 
 
2.3. Уравнения движения нанообъектов 
 
Развитие вычислительной техники позволило на новом уровне, 
по сравнению с традиционными походами, подойти к проблемам изуче-
ния наноструктур (сред с микроструктурой). Очевидна невозможность 
решения проблем, связанных с механикой нанообъектов, без ее допол-
нения компьютерным моделированием на аналитическом уровне, зани-
мающим промежуточное положение между теорией и реальным экспе-
риментом. Не имея возможности существовать независимо от теории 
аналитической наномеханики, создающей расчетную модель, и экспери-
мента, обеспечивающего соответствие между моделью и реальностью, 
компьютерное моделирование оказывается важным звеном, объединяю-
щим теорию и эксперимент. 
В данной ситуации большие перспективы могут быть связаны с 
использованием принципиально дискретного метода – метода частиц. 
Он состоит в представлении атомов макромолекулы совокупностью 
взаимодействующих частиц, движущихся в силовом поле эмпирического 
атом-атомного потенциала. Основу метода составляет численное реше-
ние классических уравнений Ньютона для системы нанообъектов и та-
ким образом моделируется детальная микроскопическая картина нано-
мира. Одним из наиболее хорошо разработанных вариантов этого метода 
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является метод молекулярной динамики, на протяжении последних деся-
тилетий интенсивно использующийся для исследования физико-
химических свойств материалов. В классической молекулярной динами-
ке в качестве частиц выступают атомы и молекулы, составляющие мате-
риал. В настоящее время потенциалы межатомного взаимодействия для 
важнейших материалов достаточно хорошо известны, что позволяет 
моделировать динамику молекулярных соединений с высокой степенью 
точности. В связи с открытием принципиально новых механических и 
физических свойств материалов, имеющих структурные элементы нано-
метрового масштаба, чрезвычайно повысился интерес к их моделирова-
нию на микроскопическом масштабном уровне. Метод молекулярной 
динамики при сегодняшнем развитии вычислительной техники позволя-
ет рассматривать объемы материала размером до кубического микро-
метра, что соответствует примерно миллиарду частиц, т.е. это куб 
1000х1000х1000 частиц. Таким образом, практически любые нанострук-
туры могут быть смоделированы на современных многопроцессорных 
вычислительных системах с чрезвычайно высокой степенью точности. 
Поэтому данный метод является важнейшим теоретическим инструмен-
том для разработки нанотехнологий в механике материалов. 
Рассмотрим совокупность из n взаимодействующих материаль-
ных точек (атомов), находящихся под действием некоторого внешнего 
силового поля. Уравнения движения частиц имеют вид 
1 1
Φ( ) Ψ( ) ( ) ψ( , ), 1,2,...,
n n
ij ij ij ij i i i
j ji
mr r r r r r r r i n
= =
= + + ϕ + =∑ ∑ G GG G G G G G   ,       (2.1) 
где m – масса частицы (атома); ,i ir r
G G , ,ij i j ij i jr r r r r r= − = −G G G G G G    – радиус-
векторы положения и векторы скорости, относительные смещения и 
скорости частиц (атомов). Входящие в уравнения (2.1) слагаемые описы-
вают: 
– консервативную и неконсервативную составляющие поля сил, 
действующих на i-ю частицу (атом) со стороны остальных частиц 
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G  ; , 
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– внешнее консервативное и неконсервативное силовое поле 
( ); ( , )i ir r rϕ ψ iG GG G G . 
Величина ( )ijrΦ
G
 является важнейшим силовым фактором во 
многих задачах по моделированию нанообъектов. Зачастую все осталь-
ные силовые факторы в уравнениях (2.1) отбрасывают и рассматривают 
чисто консервативную систему взаимодействующих частиц. Неконсер-
вативная составляющая взаимодействия  предназначена для опи-
сания внутренней диссипации в материале, во многих задачах она вооб-
ще может отсутствовать. Внешние силовые поля 
( )ijrΨ
G 
( ); ( , )i ir r rϕ ψ iG GG G G  обычно 
используют для двух целей: задания внешних массовых силовых воздей-
ствий (гравитационного, электромагнитного) и задания силовых гранич-
ных условий. В 1-м случае указанные силы распределены по всему объ-
ему пространства, где проводится расчет, во 2-м случае они локализова-
ны вблизи некоторых поверхностей, часто являющихся границами об-
ласти расчета. Кроме того, неконсервативное воздействие ( , )i ir rψG G G  часто 
используют для отвода энергии из системы посредством внешней дисси-
пации, например, для поддержания определенного уровня теплового 
движения. Простейшим вариантом являются силы вязкого трения 
. ( , ) , 0i i ir r Br Bψ = − >G G G G 
Рассмотрим уравнения движения атомов макромолекулы в си-
ловом поле эмпирического атом-атомного потенциала. Для расчета нью-
тоновских траекторий атомов необходимо интегрировать более простые, 
чем (2.1), уравнения, которые можно записать так 
( ), 1, 2,...,iimr F r i n= =







G  – суммарная сила, действующая на i-й атом со стороны 
остальных частиц; U – потенциал силового поля, отвечающий основным 
видам структурных взаимодействий атомов. Так моделируется детальная 
микроскопическая картина внутренней тепловой подвижности макромо-
лекулы в субнаносекундных интервалах времени. Основу метода состав-
ляет численное решение классических уравнений Ньютона для системы 
взаимодействующих частиц вида (2.2). 
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Задав координаты и скорости всех частиц в начальный момент 
времени, числено решают уравнения движения, вычисляя на каждом 
шаге все силы, новые координаты и скорости частиц. Температуру опре-
деляют как среднюю кинетическую энергию, приходящуюся на одну 










T t m v v
Nk dt−
= =∑
GG G , 
где N – полное число степеней свободы молекулы; Bk  – постоянная 
Больцмана. В случае изолированной системы N = 3n – 6, поскольку со-
храняется ее полный импульс и момент импульса. Кроме того, в этом 
случае сохраняется полная энергия системы, а температура получается 
усреднением ее мгновенных значений T(t) на некотором интервале вре-
мени. 
Для примера рассмотрим молекулу с основными видами струк-
турных взаимодействий, показанных на рис. 2.3. 
 
   
r










Рисунок 2.3 – Модель молекулы и виды структурных взаимодействий 
Потенциальную энергию молекулы запишем как сумму слагае-
мых 
( ) b ij elU r U U U U Uψ hb= + + + +G , 
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где соответственно потенциальные энергии: Ub – валентных связей и 
валентных углов; Uψ  – торсионных углов, плоских групп и псевдотор-
сионных углов; Uij – взаимодействий Ван-дер-Ваальса; Uel – кулоновских 
сил; Uhb – водородных связей. 
Для каждого типа взаимодействий вводится свой феноменоло-
гический закон. Потенциальная функция энергии ( )U rG  является функ-
цией  – атомных положений всех атомов в системе, которые обычно 
выражаются в декартовых координатах. Первая составляющая 
rG
( )U rG  – 
это гармонический потенциал, представляющий собой взаимодействие 













− + ϑ−ϑ∑ ∑ , 
где  – коэффициенты жесткости связи, равновесных ва-
лентных длин и углов, текущих длин и углов связей, их суммирование 
проводится по всем химическим связям; N
0 0, , , , ,bk k r rϑ ϑ ϑ
b, Nϑ  – полные числа валент-
ных связей и валентных углов. Оба слагаемых описывают энергию взаи-
модействия: функцию смещения от идеальной длины связи – b0 и изме-
нение углов связи ϑ  от идеальных значений 0− ϑ . Постоянные kb,  
определяют величины сил взаимодействия. Идеальные длины связи и 
углы r
kϑ
0, , а также постоянные k0ϑ b, kϑ  являются вполне определенными 
для каждой пары связанных атомов и атомов, составляющих угол, зави-
сят от химического типа элементов атомов, часто оцениваются экспери-
ментальными данными (типа инфракрасных частот протяжения) или 
квантовомеханическими вычислениями. Величины длины связи могут 
быть получены с высокой разрешающей способностью структур кри-
сталла или микроволновых данных спектроскопии. 
Потенциал  описывает отклонение от идеальной геометрии и 
в совершенно оптимизированной структуре должен быть близок к нулю. 
Вторая составляющая 
bU
( )U rG  представляет функцию потенциала угла 
скрученности, которая моделирует присутствие стерических барьеров 
между атомами, отделенными в соответствии с ковалентными связями 
пары. Потенциальные энергии для торсионных углов, плоских групп и 
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псевдоторсионных углов отличаются константами, поэтому их задают 
общим выражением, представляющим собой ряд Фурье. 
Потенциал, отвечающий торсионным двугранным углам φ , за-








U k g n
Φ
φ φ φ φ
φ
φ= α+∑∑ , 
где Kφ,l – константа; φ , l – номера торсионного угла и гармоники; gφ,l – 
вклад гармоники в потенциал торсионного угла (–1 < gφ,l < 1); nφ,l – крат-
ность гармоники. 
В исследованиях было установлено, что во всех случаях доста-
точно оставлять не более четырёх членов ряда, включая нулевой. Дви-
жение, связанное с этой составляющей энергии – вращение, описывае-
мое углом, образуемым двумя пересекающимися плоскостями, и коэф-
фициентом симметрии (n = 1,2,3). По предположению этот потенциал 
является периодическим и часто выражается как функция косинуса. 
Ван-дер-Ваальсовые взаимодействия атомов, разделенных тремя 






U = −∑ . 
Параметры потенциала A и B – константы, определяющие глубину по-
тенциальной ямы и расположение её минимума и зависящие от типов 
атомов i и j, участвующих во взаимодействии;  – расстояние между 
этими атомами. Вид потенциала зависит от свойств атомов, участвую-
щих в образовании Ван-дер-Ваальсовых связей. 
ijr








= ε∑ , 
где  – парциальные заряды на атомах; ε – диэлектрическая прони-
цаемость среды (для вакуума ε = 1); 
,i jq q
|| ||ij i jr r r= −G G . 
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Водородные связи в процессе движения атомов возникают и ис-
чезают между теми из них, которые имеют донорно-акцепторный статус. 
Водородная связь относится к специальному типу связи и обусловлена 
тем, что радиус иона H+ на порядок меньше, чем у других ионов. Функ-






U = −∑ , 
где a, b – постоянные параметры для потенциалов взаимодействий, оп-
ределяющие глубину потенциальной ямы и расположение её минимума. 
Существуют наборы параметров, значения которых устанавли-
вают, учитывая различные типы экспериментальных данных (спектраль-
ных, калориметрических, кристаллографических) и беря во внимание 
квантовомеханические расчеты. Ван-дер-Ваальсовое взаимодействие 
между двумя атомами является результатом баланса между отталки-
вающими и притягивающими силами. Отталкивающая сила возникает на 
коротких расстояниях, где электрон-электронное взаимодействие вели-
ко. Притягивающая сила вследствие дисперсии представляет собой ре-
зультат колебаний в распределении нагрузки в электронных облаках. 
Колебание в электронном распределении на одном атоме или на молеку-
лах дает начало мгновенному диполю, который, в свою очередь, вызыва-
ет диполь в другом атоме или молекуле, способствующий началу взаи-
модействию. Каждый из этих двух эффектов в бесконечном атомном 
разделении r равен нулю и становится существенным, как только рас-
стояния уменьшаются. Притягивающее взаимодействие имеет более 
длинный диапазон, чем отталкивание. 
Потенциал взаимодействия в динамике частиц играет такую же 
роль, как и определяющие уравнения в механике сплошной среды. Од-
нако структура потенциала неизмеримо проще, чем у этих уравнений, 
так как он представляет собой скалярную функцию расстояния, в то 
время как определяющие уравнения – это операторы, в которые входят 
тензорные характеристики напряженного состояния и деформирования, 
а также термодинамические величины.  
Конкретный вид потенциала взаимодействия частиц определяют 
из сравнения механических свойств компьютерного и реального мате-
риалов. Для простейших характеристик, таких, например, как упругие 
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модули, сравнение может быть проведено аналитически. В остальных же 
случаях соответствие устанавливают на основе тестовых компьютерных 
экспериментов. 
 
2.4. Интегрирование уравнений движения 
 
Моделирование методом частиц с математической точки зрения 
ничто иное, как решение задачи Коши с помощью уравнений (2.1). На-
чальные условия включают в себя координаты и скорости каждой части-
цы. Генерация начальных условий является отдельной и весьма нетриви-
альной задачей, так как начальное расположение частиц и их скорости 
существенно влияют на свойства полученного компьютерного материа-
ла. Задание начальных условий происходит на двух масштабных уров-
нях, которые условно можно назвать макро- и микроскопическим. На 
макроскопическом уровне задают внешнюю форму объектов моделиро-
вания и их макроскопические скорости; на микроскопическом – вид упа-
ковки частиц (структуру материала) и скорости хаотического движения 
(тепловое движение). Скорость каждой частицы в начальный момент 
времени складывается из макроскопической скорости, мало изменяю-
щейся от частицы к частице, и случайной компоненты, получаемой при 
помощи генератора случайных чисел. Последняя характеризуется задан-
ным значением дисперсии или среднеквадратического отклонения, оп-
ределяющим интенсивность хаотического (теплового) движения. 
Существует множество способов численного интегрирования 
уравнений движения (2.1). Специфика метода частиц состоит в необхо-
димости интегрирования чрезвычайно большого числа уравнений, что 
налагает определенные требования на экономию компьютерной памяти. 
Кроме того, при расчетах основное время уходит на вычисление силы, 
действующей на данную частицу – правая часть уравнений (2.1). Это 
связано с существенной нелинейностью силы взаимодействия и необхо-
димостью суммирования большого числа слагаемых, прежде всего, сил 
взаимодействия с соседними частицами. Указанное обстоятельство сни-
жает эффективность методов, требующих многократного вычисления на 
каждом шаге правой части уравнений (2.1). С этим, в частности, связано 
то, что методы Рунге-Кутта редко применяют в методе частиц. Одним из 
наиболее простых и распространенных методов является алгоритм Вер-
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ле, согласно которому вычисление положения частицы осуществляют по 
двум ее предыдущим положениям 
2( ) 2 ( ) ( ) ( )r t r t r t r t+ τ = − − τ + τG G G G , 
где τ – шаг интегрирования; ( )r tG  – ускорение частицы, получаемое в 
результате подстановки рассчитанных значений ( )r tG  в правую часть 
уравнений (2.1). Такой алгоритм не требует вычисления скоростей и 
удобен, если в уравнениях (2.1) отсутствуют неконсервативные силы. 
Иначе используют метод Виньярда, в котором на каждом шаге опреде-
ляют координаты, а для промежуточных моментов времени – скорости 
частиц. Более точного расчета позволяют добиться методы типа предик-
тор-корректор, которые дают значительно более высокую точность при 
малых шагах интегрирования, чем метод Верле и родственные ему мето-
ды. 
При расчете методом частиц большая часть компьютерного вре-
мени уходит на вычисление сил взаимодействия между ними. Для час-
тиц, находящихся в некоторой ячейке, рассматривают взаимодействие 
только с частицами из пограничных с ней ячеек. Таким образом удается 
добиться того, что число операций оказывается пропорциональным чис-
лу частиц. Данный метод допускает эффективное распараллеливание 
при использовании многопроцессорных вычислительных систем. Схема 
распараллеливания показана на рис. 2.4. 
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Ячейки в области      Область для процессора 
Область для расчета  
 
Рисунок 2.4 – Разделение области расчета между процессорами 
и разбиение области, отведенной для каждого процессора, на ячейки 
2.5. Вычисления в узлах сеток и решеток 
 
Вся область рассматриваемого пространства разделяется между 
процессорами, и на каждом шаге интегрирования процессор проводит 
вычисление внутри отведенной ему области с захватом граничных ячеек 
из соседних областей, а затем происходит обмен информацией о части-
цах, находящихся в пограничных ячейках. Для ускорения расчета потен-
циал взаимодействия обычно обрезается на некотором заданном рас-
стоянии acut. Тогда, если расстояние между частицами превосходит acut, 
то считается, что взаимодействие между частицами пренебрежимо мало, 
и оно не учитывается в расчетах. Однако при большом количестве час-
тиц даже вычисление расстояния между ними требует слишком большо-
го времени, так как число необходимых операций пропорционально 
квадрату числа частиц. Поэтому для расчетов пространство разбивается 
на кубические ячейки с ребром acut (см. рис.2.4). 
Для описания материалов больших объемов, а тем паче макро-
скопических объектов, уже невозможно придерживаться молекулярной 
концепции. Частицы должны представлять собой элементы более круп-
ного масштабного уровня (мезоуровня), такие, например, как зерна ма-
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териала. Данный подход интенсивно развивается в механике как альтер-
натива континуальному описанию материалов при сильном деформиро-
вании и разрушении. Подобный метод часто, по традиции, называют 
молекулярной динамикой, хотя более правильно говорить о динамике 
мезочастиц. 
Несомненное преимущество метода частиц по сравнению с ме-
тодами, основанными на концепции сплошной среды, заключается в том, 
что он требует значительно меньше априорных предположений о свой-
ствах материала. Действительно, использование только простейшего 
потенциала взаимодействия (например, типа Леннарда-Джонса) позво-
ляет моделировать такие сложнейшие эффекты, как пластичность, обра-
зование трещин, разрушение, температурное изменение свойств мате-
риала, фазовые переходы. Для описания каждого из этих эффектов в 
рамках сплошной среды требуется отдельная теория, в то время как при 
моделировании методом частиц эти эффекты получаются автоматиче-
ски, в результате интегрирования уравнений движения. В частности, 
необратимость механических процессов достигается за счет перехода 
механической энергии длинноволновых движений материала в тепловую 
энергию хаотического движения частиц. 
В разных областях знаний встречаются задачи, которые сводятся 
к вычислению эволюции объектов, расположенных в дискретных точках 
и взаимодействующих с ближайшими соседями. Многие модели движе-
ния нанообъектов строятся по принципу узлов или ячеек в кубической 
решетке. Атомы молекулы могут располагаться только в ячейках. Взаи-
модействия молекул в соседних ячейках определяют их ориентацию (для 
несферических молекул) и предпочтительность переходов в соседние 
пустые ячейки. В задачах по динамике сплошных сред (аэро- и гидроди-
намике) также применяют метод разбиения всего пространства на ма-
ленькие объемы и моделирования перемещения этих объемов при дви-
жении твердых тел или при обтекании средой неподвижных предметов. 
Инженерные расчеты по распределению нагрузок в сложных 
конструкциях также могут проводиться в рамках сеточных моделей. Всю 
конструкцию рассматривают как сетку, в которой каждое соединение 
узлов имеет определенные силовые коэффициенты и предельные на-
грузки на сжатие и растяжение. Таким образом можно моделировать 
деформацию конструкции и предельную нагрузочную способность при 
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приложении силы в любой точке конструкции. Класс задач, использую-

















3. КОРОТКО О НАНОТЕХНОЛОГИЯХ 
 
Сама десятичная приставка «нано» происходит от греческого 
слова «nanos», что переводится как «карлик» и означает одну милли-
ардную часть чего-либо. Таким образом, чисто формально в сферу этой 
деятельности попадают объекты с размерами R, измеряемыми наномет-
рами (хотя бы вдоль одной координаты). Реально диапазон рассматри-
ваемых объектов гораздо шире – от отдельных атомов (R < 0.1 нм) до их 
конгломератов и органических молекул, содержащих свыше 109 атомов 
и имеющих размеры гораздо более 1 мкм в одном или двух измерениях. 
Принципиально важно, что они состоят из счетного числа атомов, и, 
следовательно, в них уже в значительной степени проявляются дискрет-
ная атомно-молекулярная структура вещества и (или) квантовые законо-
мерности его поведения. Удовлетворяя стремление к миниатюризации, к 
снижению энергоемкости и материалоемкости, такие объекты имеют 
еще один козырь. В силу действия различных причин (как чисто геомет-
рических, так и физических) вместе с уменьшением размеров падает и 
характерное время протекания разнообразных процессов в системе, т.е. 
возрастает ее потенциальное быстродействие. Пока в серийно произво-
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димых компьютерах достигнуто быстродействие (время, затрачиваемое 
на одну элементарную операцию) около 1 нс, и его можно уменьшить на 
несколько порядков для ряда наноструктур. Однако существующие мас-
совые технологии производства практически достигли теоретических 
пределов и нуждаются в кардинальном обновлении. 
 
3.1. Научные основы и объекты нанотехнологии 
 
Новая парадигма в технологии «снизу вверх», вытесняющая и 
дополняющая старую «сверху вниз», т.е. от большой заготовки – к гото-
вому изделию путем отсечения лишнего материала, базируется на глу-
боких знаниях свойств каждого атома из таблицы Менделеева и исполь-
зует силы притяжения между ними при нанометровых расстояниях. В 
результате действия этих сил могут образовываться атомные конфигура-
ции, стабильность которых определяется типом и прочностью внутрен-
них связей, абсолютной температурой и характером окружения. Чем 
меньше частица и ниже температура, тем сильнее проявляются ее кван-
товые качества. Свойства наночастиц значительно изменяются по срав-
нению с макрочастицами того же вещества, как правило, уже при разме-
рах Rc = 10…100 нм. Для различных механических, электрических, маг-
нитных, химических характеристик этот критический размер может быть 
разным, как и характер их изменений (монотонный – немонотонный) 
при R < Rc. Ввиду резкой зависимости свойств вещества от числа одина-
ковых атомов в кластере эту зависимость иногда аллегорически называ-
ют даже третьей координатой таблицы Менделеева. 
В наномасштабных объектах среди причин размерных эффектов 
есть вполне очевидные. Например, ясно, что доля атомов a, находящихся 
в тонком приповерхностном слое (~1 нм), растет с уменьшением размера 
частички вещества R, поскольку a ~ S/V ~ R2/R3 ~ 1/R (здесь S – поверх-
ность частички, V – ее объем). Также общеизвестно, что поверхностные 
атомы обладают свойствами, отличающимися от «объемных», поскольку 
они связаны с соседями по-иному, нежели в объеме. В результате на 
поверхности может произойти атомная реконструкция и возникнет дру-
гой порядок расположения атомов. Для атомов, оказавшихся на краях 
моноатомных террас, уступов и впадин на них, где координационные 
числа значительно ниже, чем в объеме, возникают совершенно особые 
условия. Взаимодействие электронов со свободной поверхностью поро-
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ждает специфические приповерхностные состояния (уровни Тамма). Все 
это вместе взятое заставляет рассматривать приповерхностный слой как 
некое новое состояние вещества. 
Заметим также, что поверхность служит стоком (причем почти 
бесконечной емкости) для большинства дефектов кристаллической 
структуры благодаря действию «сил изображения» и других причин. 
Эти силы получили свое название по методу расчета электрических по-
лей, который заключается в мысленном помещении симметрично за 
границей раздела точно такого же объекта, но противоположно заряжен-
ного. Они убывают по мере удаления от поверхности, но если размер 
частички достаточно мал, то могут «высосать» из объема на поверх-
ность большинство дефектов и сделать его более совершенным в струк-
турном и химическом отношениях. 
Рассматривая любой процесс переноса (протекание электриче-
ского тока, теплопроводность, пластическую деформацию и т.п.), носи-
телям приписывают некоторую эффективную длину свободного пробега 
Rf. При R >> Rf рассеяние (захват и гибель) носителей происходит в объ-
еме и слабо зависит от геометрии объекта. При R < Rf ситуация ради-
кально меняется и все характеристики переноса начинают больше зави-
сеть от размеров образца. Наконец, если объект имеет атомарный мас-
штаб в одном, двух или трех направлениях, его свойства могут резко 
отличаться от объемных в случае одного и того же материала вследствие 
проявления в поведении квантовых закономерностей. Например, когда 
хотя бы один из размеров объекта становится соизмеримым с длиной 
волны де Бройля для электронов, вдоль этого направления начинается 
размерное квантование. Для анализа свойств нанообъектов используют 
широкий спектр физических подходов и методов. 
 Области механики для изучения процессов различного мас-
штабно-временного уровня проиллюстрированы рис. 3.1. 
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Рисунок 3.1 – Области механики для изучения процессов 
различного масштабно-временного уровня 
 
 3.2. Продукты нанотехнологии 
 
К настоящему времени разработаны сотни наноструктурирован-
ных продуктов конструкционного и функционального назначения, реа-
лизованы десятки способов их получения, вплоть до серийного произ-
водства. Можно выделить несколько основных областей их применения. 
Среди них имеются такие как высокопрочные нанокристаллические и 
аморфные материалы, тонкопленочные и гетероструктурные компонен-
ты нового поколения микроэлектроники и оптотроники, магнитомягкие 
и магнитотвердые материалы. Нанопористые материалы используют в 
химической и нефтехимической промышленности – это катализаторы, 
адсорбенты, молекулярные фильтры и сепараторы. К ним можно доба-
вить еще интегрированные микроэлектромеханические устройства, не-
горючие нанокомпозиты на полимерной основе, топливные элементы, 
электрические аккумуляторы и другие преобразователи энергии, биосо-
вместимые ткани для трансплантации, лекарственные препараты. 
Наноматериалы. Производство высокопрочных конструкцион-
ных материалов, главным образом металлов и сплавов, является наибо-
лее крупнотоннажным (после строительных). Потребность в них и мате-
риалоемкость изделий из них зависят от механических свойств: упруго-
сти, пластичности, прочности, вязкости разрушения и др. Известно, что 
прочность материалов определяется химическим составом и реальной 
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атомарной структурой, т.е. наличием (отсутствием) определенной кри-
сталлической решетки и всем спектром ее несовершенств. Высоких 
прочностных показателей можно добиваться двумя прямо противопо-
ложными способами: снижая концентрацию дефектов структуры (при-
ближаясь в пределе к идеальному монокристаллическому состоянию) 
или наоборот, увеличивая ее вплоть до создания мелкодисперсного на-
нокристаллического или аморфного состояния. Оба пути широко ис-
пользуют в современном физическом материаловедении и производстве. 
 
Рисунок 3.2 – Схематическая зависимость прочности 
(G – модуль сдвига) от плотности атомарных дефектов в материале 
Разработаны составы и технологии нанесения сверхтвердых по-
крытий толщиной около 1 мкм, которые уступают только алмазу. При 
этом резко увеличивается износостойкость режущего инструмента, жа-
ростойкость и коррозионная стойкость изделия, сделанного из сравни-
тельно дешевого материала. По пленочной технологии можно создавать 
не только сплошные или островковые покрытия, но и щетинообразные, с 
упорядоченным расположением нановорсинок одинаковой толщины и 
высоты. Они могут работать как сенсоры, элементы экранов высокого 
разрешения и в других приложениях. 
Для создания синтетических полимеров и разнообразных пласт-
масс человеком используется природная способность углерода образо-
вывать цепочки – С–С–С. В 1985 году Х.Крото со своими сотрудниками 
обнаружил в парах графита, полученных его испарением под лазерным 
пучком, кластеры (многоатомные молекулы) углерода. Наиболее ста-
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бильными из них оказались С60 и С70. Как выяснилось в результате 
структурного анализа, первый из них имел форму футбольного мяча, а 
второй – мяча для регби. Позднее их стали называть фуллеренами в 
честь американского архитектора Р.Фуллера, получившего в 1954 году 
патент на строительные конструкции в виде многогранных сфероидов 
для перекрытия больших помещений. Шарообразные (дынеобразные) 
молекулы имеют необычную симметрию и уникальные свойства. Все 
ковалентные связи в них насыщены, между собой они могут взаимодей-
ствовать только благодаря слабым Ван-дер-Ваальсовым силам. При этом 
последних хватает, чтобы построить из сферических молекул кристал-
лические структуры (фуллериты). К каждой такой молекуле можно 
«привить» другие атомы и молекулы, поместить чужеродный атом в 
центральную полость фуллереновой молекулы, как в суперпрочный кон-
тейнер, или полимеризовать их, раскрыв внутренние связи, и т.д. 
Впоследствии научились выращивать однослойные и много-
слойные углеродные нанотрубки. Крайне важно, что свойствами нанот-
рубок удается управлять, изменяя их хиральность – скрученность ре-
шетки относительно продольной оси. При этом легко можно получить 
проволоку нанометрового диаметра, как с металлическим типом прово-
димости, так и с запрещенной зоной заданной ширины. Соединение двух 
нанотрубок образует диод, а трубка, лежащая на поверхности окислен-
ной кремниевой пластинки, – канал полевого транзистора. Такие нано-
электронные устройства уже созданы и показали свою работоспособ-
ность. Нанотрубки с регулируемым внутренним диаметром служат ос-
новой идеальных молекулярных сит высокой селективности и газопро-
ницаемости, применяемых как контейнеры для хранения газообразного 
топлива и катализаторы. Кроме того, нанотрубки могут использоваться 
как сенсоры, атомарно острые иголки, элементы экранов дисплеев 
сверхвысокого разрешения. 
Основные методы создания тонкопленочных структур можно 
разбить на два больших класса, базирующихся на физическом (в первую 
очередь, молекулярно-лучевой эпитаксии) и химическом осаждении. 
При малой толщине (до нескольких атомных слоев) двумерная подвиж-
ность осаждаемых на подложку атомов может быть очень высокой. В 
результате быстрой диффузии происходит самосборка нанообъектов по 
поверхности. Существуют способы получения объемно упорядоченных 
структур (квазирешеток) из квантовых ям или точек, называемых гете-
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роструктурами, что позволяет сделать на их основе лазерные источни-
ки света, фотоприемники (в том числе инфракрасного излучения в об-
ласти длин волн 8–14 мкм, соответствующей максимуму теплового из-
лучения человеческого тела), накопители информации. Вся современная 
микроэлектроника базируется на планарных полупроводниковых техно-
логиях, которые дают возможность создавать самые разнообразные мно-
гослойные тонкопленочные структуры с функциями сенсоров, с логиче-
ской и арифметической обработкой сигнала, его хранения и передачи по 
электронным или оптическим линиям связи. 
Наноэлектроника и информационные технологии. Любые 
достижения в нанонауке вначале рассматривают под углом их примени-
мости к информационным технологиям. Можно выделить несколько 
крупных направлений использования наноэлектроники в информацион-
ных технологиях: 
■ устройства, созданные на углеродных нанотрубках; 
■ одноэлектроника, спинтроника и джозефсоновская электрони-
ка для квантовых компьютеров; 
■ молекулярная электроника, в частности, использующая фраг-
менты ДНК; 
■ зондовые методы для сканирования. 
Несмотря на нарастающий уровень трудностей, в течение трех 
последних десятилетий поддерживается неизменный и очень высокий 
темп роста всех характеристик, существенных в микроэлектронике. Наи-
более революционные достижения приближаются к квантовым преде-
лам, положенным в основу самой Природой – работает один электрон, 
один спин, один квант магнитного потока и т.д. Это сулит быстродейст-
вие порядка ТГц (~1012 операций в секунду) и плотность записи инфор-
мации ~103 Тбит/ , что на много порядков выше, чем достигнутые 
сегодня, а энергопотребление одновременно – на несколько порядков 
ниже. При такой плотности записи на жестком диске размерами с наруч-
ные часы можно было бы разместить громадную библиотеку националь-
ного масштаба или фотографии, отпечатки пальцев, медицинские карты 
и биографии абсолютно всех жителей Земли. Действительно, с принци-
пиальной точки зрения для оперирования в двоичной системе исчисле-
ния необходимы элементы, которые способны реализовывать два устой-
чивых (стабильных во времени и не разрушаемых термическими флук-
туациями) состояния, соответствующие «0» и «1», и производить бы-
2см
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строе их переключение. Такие функции может выполнять электрон в 
двухуровневой системе (например, в двухатомной молекуле перейти с 
одного атома на другой), что реализовало бы заветную мечту – одно-
электронное устройство. К сожалению, пока лучшие современные элек-
тронные средства неэкономно «тратят» сотни, тысячи электронов на 
одну операцию. Иная возможность заключается в переориентировании 
спин электрона из одного устойчивого состояния в другое при воздейст-
вии, например, магнитным полем, чем и занимается спинтроника. 
Многими специалистами как реальная альтернатива «кремние-
вой» электронике в недалеком будущем рассматривается молекулярная 
электроника. За миллионы лет эволюции природа создала самые разно-
образные молекулы, выполняющие все необходимые для сложного ор-
ганизма функции: сенсорные, логически-аналитические, запоминающие, 
двигательные, и имеющие оптимальную конфигурацию, структуру и 
нанометровые размеры. Существующих фундаментальных знаний и 
нанотехнологий в настоящее время достаточно лишь для демонстрации 
принципиальных возможностей создания практически всех структур, 
необходимых для информационных технологий и микроробототехники. 
Однако нет сомнений, что в ближайшем будущем они будут играть важ-
ную роль во многих приложениях. Молекулярная электроника входит 
составной частью в более крупную отрасль – нанобиотехнологию, зани-
мающуюся биообъектами и биопроцессами на молекулярном и клеточ-
ном уровнях и имеющую ключи к решению многих проблем экологии, 
медицины, здравоохранения, сельского хозяйства, национальной оборо-
ны и безопасности. 
 
 
3.3. Инструменты для нанотехнологии 
 
Появление наноструктур потребовало новых методов и средств, 
позволяющих изучать их свойства. С момента изобретения Г.Биннингом 
и Г.Рорером первого варианта сканирующего туннельного зондового 
микроскопа в 1982 году он превратился в один из мощнейших инстру-
ментов нанотехнологии. Сейчас известны десятки различных вариантов 
зондовой сканирующей микроскопии (SPM – scanning probe microscopy). 
Как видно из названия, общее этих методов – наличие зонда (чаще всего 
это хорошо заостренная игла с радиусом при вершине ~10 нм) и скани-
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рующего механизма, способного перемещать его над поверхностью об-
разца в трех измерениях. Типовая схема осуществления сканирующих 
зондовых методов исследования и модификации поверхности в нанотех-
нологии иллюстрируется рис. 3.3. 
 
Рисунок 3.3 – Типовая схема сканирующих зондовых методов 
На рис. 3.4 показаны три основных типа приборов, используе-
мых для применения сканирующих зондовых методов. 
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а)                                           б)                                       в)  
 
Рисунок 3.4 – Типы микроскопов 
а) – туннельный, б) – атомно-силовой, в) – ближнепольный оптический 
Грубое позиционирование осуществляют трехкоординатными 
моторизированными столами. Тонкое сканирование реализуют с помо-
щью трехкоординатных пьезоактюаторов, позволяющих перемещать 
иглу или образец с точностью в доли ангстрема на десятки микрометров 
по осям х и y и на единицы микрометров – по z. Известные в настоящее 
время методы SPM можно условно разбить на три основные группы: 
– сканирующая туннельная микроскопия, в которой между элек-
тропроводящим острием и образцом приложено небольшое напряжение 
(~0.01…10 В) и регистрируется туннельный ток в зазоре, зависящий от 
свойств и расположения атомов на исследуемой поверхности; 
– атомно-силовая микроскопия, в которой регистрируются из-
менения силы притяжения иглы к поверхности от точки к точке. Игла 
расположена на конце консольной балочки (кантилевера), имеющей 
известную жесткость и способной изгибаться под действием небольших 
ван-дер-ваальсовых сил, возникающих между поверхностью и кончиком 
острия. Деформацию кантилевера регистрируют по отклонению лазер-
ного луча, падающего на его тыльную поверхность, или с помощью пье-
зорезистивного эффекта, возникающего в кантилевере при изгибе; 
– ближнепольная оптическая микроскопия, в которой зондом 
служит оптический волновод (световолокно), сужающийся на том конце, 
который обращен к образцу, до диаметра, меньшего длины волны света. 
Световая волна при этом не выходит из волновода на большое расстоя-
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ние, а лишь слегка «вываливается» из его кончика. Лазер и приемник 
света, отраженного от свободного торца, установлены на другом конце 
волновода. При малом расстоянии между исследуемой поверхностью и 
кончиком зонда амплитуда и фаза отраженной световой волны меняют-
ся, что и служит сигналом, используемым при построении трехмерного 
изображения поверхности. 
В лучших модификациях туннельной и атомно-силовой микро-
скопии удается обеспечить атомное разрешение, за которое пучковая 
электронная микроскопия боролась более полувека и сейчас достигает 
его в крайне редких случаях. Размеры и стоимость зондовых микроско-
пов значительно ниже, чем традиционных электронных, а возможностей 
намного больше. Они могут работать при комнатной, повышенной и 
криогенной температуре, на воздухе, в вакууме и в жидкости, в условиях 
действия сильных магнитных и электрических полей, СВЧ- и оптическо-
го облучения и т.п. Зондовыми методами без трудоемкой подготовки 
образцов можно исследовать самые разнообразные материалы: прово-
дящие, диэлектрические, биологические и др. Их можно использовать 
для локального определения атомных конфигураций, магнитных, элек-
трических, тепловых, химических свойств поверхности. Особенно инте-
ресны попытки зарегистрировать спин-зависимые явления, определяю-
щие величину туннельного тока в зависимости от поляризации одного-
единственного электрона в атоме на исследуемой поверхности. Это пря-
мой путь к решению задач одноэлектроники и спинтроники. Очень важ-
но, что помимо исследовательских, сканирующая туннельная микроско-
пия может выполнять еще и активные функции – обеспечивать захват 
отдельных атомов и перенос их в новую позицию, атомарную сборку 
проводников шириной в один атом, локальные химические реакции, 
манипулирование отдельными молекулами. 
Обычно используют два основных способа манипуляции атома-
ми с помощью иглы: горизонтальный и вертикальный, которые отлича-
ются друг от друга. В случае вертикальной манипуляции нужный атом 
отрывают после захвата от поверхности, поднимая зонд на несколько 
ангстрем. Это, разумеется, требует больше усилий, чем «перекатыва-
ние» атома по поверхности, но зато потом процесс переноса не зависит 
от встречающихся на этой поверхности препятствий (ступеней, ям, ад-
сорбированных атомов). Процесс отрыва атома от поверхности контро-
лируют по скачку тока. После перемещения в необходимое место его 
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«сбрасывают», приближая острие к поверхности и переключая напря-
жение на игле. Пока это лишь демонстрация возможности достижения 
теоретического предела в оперировании веществом при конструирова-
нии полезных человеку устройств. Осуществление атомных манипуля-
ций в массовом масштабе, пригодном для производства, требует преодо-
ления многих сложностей (необходимость криогенных температур и 
сверхвысокого вакуума, низкая производительность и надежность) и т.д. 
Значительных успехов зондовые методы достигли в нанолито-
графии – «рисовании» на поверхности различных наноструктур с харак-
терными размерами в десятки нм. Ближе всего к практическим приложе-
ниям подошли процессы трех типов: химического окисления поверхно-
сти, индуцируемого движущимся острием; осаждения с острия наноост-
ровков металла на поверхность за счет скачка напряжения; контроли-
руемого наноиндентирования, и наноцарапания. Минимальные размеры 
элементов, создаваемых этими способами, составляют около 10 нм, что 
позволяет в принципе осуществлять плотную запись, но производитель-
ность и надежность при этом оставляют желать лучшего. Для литогра-
фии диапазон от 1 до 10 нм не освоен даже в лабораторных условиях. 
Развитие зондовых методов в направлении силового наноте-
стинга поверхности дает возможность исследовать механические свой-
ства тонких приповерхностных слоев в нанообъемах, а также атомные 
механизмы наноконтактной деформации при сухом трении, абразивном 
износе, механическом сплавлении и пр. Кантилеверы, первоначально 
создававшиеся для нужд атомно-силовой микроскопии, демонстрируют 
высокую чувствительность не только к приложенным силам, но и к хи-
мическим реакциям на поверхности, магнитному полю, теплу, свету. 
Массивы кантилеверов из кремния, хорошо разработанные в полупро-
водниковой промышленности с помощью новых технологий и содержа-
щие несколько десятков (иногда даже сотен) отдельных датчиков, по-
зволяют реализовать на одном чипе функции «электронного носа» или 
«электронного языка» для химического анализа газов и жидкостей, воз-
духа, продуктов питания. Так, предложен сенсор, представляющий со-
бой кантилевер с химически «пришитой» биомолекулой на кончике ост-
рия. Эта молекула (например, антитело или энзим) может селективно 
вступать в химическое взаимодействие только с избранными вещества-
ми, которые находятся в многокомпонентном растворе. Захват опреде-
ленной молекулы из раствора и связывание ее на кончике острия приво-
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дит к изменению резонансной частоты кантилевера на известную вели-
чину, что расценивается как доказательство присутствия детектируемых 
молекул в пробе. Отсюда понятно, что чувствительность и избиратель-
ность таких сенсоров позволяет обнаруживать и регистрировать отдель-
ные молекулы в растворе. 
Зондовая техника стремится повысить плотность записи инфор-
мации. В частности, компания IBM финансирует проект «Millipede» (в 
переводе с латинского – тысяченожка), возглавляемый Г.Биннингом, 
одним из нобелевских лауреатов 1986 года. Использование атомно-
силового микроскопа делает процесс записи и считывания малопроизво-
дительным. Для увеличения производительности предлагается использо-
вать одновременно несколько тысяч кантилеверов, собранных в матри-
цу. В опытном образце каждый кантилевер имеет длину 70 мкм, ширину 
10 мкм и толщину 0.5 мкм. На его свободном конце сформировано ост-
рие высотой 1.7 мкм и радиусом в вершине менее 20 нм. 
Для уменьшения усилий, требуемых при наноиндентировании, 
чтобы снизить массу кантилевера и увеличить стойкость острия, послед-
нее нагревают до 300-400 С короткими импульсами тока, что локально 
размягчает пластиковую пленку, на которую записывают информацию. 
Например, так достигают общую производительность в несколько сотен 
Мбайт/с как при записи, так и при считывании. За несколько лет иссле-
довательская группа предполагает преодолеть терабитный барьер (име-
ется в виду ~Тбайт/дюйм2) и приблизиться к атомной плотности записи 
(~103 Тбайт/см2), что может быть достигнуто благодаря методам атомно-
силовой микроскопии. Следует отметить, что, помимо IBM, и другие 
компании («Hewlett-Packard», «Hitachi», «Philips», «Nanochip») ведут 
интенсивные разработки устройств со сверхвысокой плотностью записи. 
Так что сейчас трудно сказать, какие из этих продуктов ждет коммерче-
ский успех, но интуиции нобелевских лауреатов, видимо, стоит дове-
рять, как это делают такие гиганты, как IBM. 
Таким образом, зондовые методы стали универсальным средст-
вом исследования, атомарного дизайна, проведения химических реакций 
между двумя выбранными атомами (молекулами), записи и хранения 
информации с предельно возможным в природе разрешением ~10÷10 м 




3.4. Перспективы нанотехнологии 
 
Дальнейшее развитие нанотехнологии предусматривает переход 
от отдельных элементов и их сборок к интегрированию сенсорной, логи-
чески-аналитической, двигательной и исполнительной функций в одном 
устройстве. Первый шаг в этом направлении – это создание микро-нано-
электромеханических систем (MEMS/NEМS). И наноострие, и нанокан-
тилевер, и просто нанопроводник могут быть очень чувствительными и 
селективными сенсорами, расположенными на одном чипе с электрони-
кой. К ним можно добавить нанонасосы, в чего результате получится 
аналитическая химическая лаборатория, размещающаяся на пластине 
площадью ~1 см2. Уже существуют анализаторы боевых отравляющих 
веществ и биологического оружия, искусственный нос и искусственный 
язык для аттестации пищевых продуктов (вин, сыров, фруктов, овощей). 
Создаются специальные микророботы – «доктора», которые будут соче-
тать функции диагноста, терапевта и хирурга, перемещаясь по кровенос-
ной, лимфатической или другой системе человека. Уже изготовлены 
образцы таких роботов, имеющих все функциональные узлы и размеры 
около 1 мм, и существует реальная перспектива уменьшения их размеров 
до микронного и субмикронного уровня. 
Подводя итоги сказанного, можно согласиться с прогнозами 
специалистов о том, что ждет человечество в недалеком будущем: 
■ наноэнергетика сделает мир более чистым в результате разра-
ботки новых типов двигателей, топливных элементов и транспортных 
средств; 
■ новая экономика, которая сформируется, будет основана на 
нанотехнологиях и нанопродуктах. При этом Е-бизнес (электронно-
информационный) уступит лидирующие позиции NT-бизнесу (нанотех-
нологическому); 
■ быстрое развитие нанопромышленности потребует коренной 
перестройки системы образования на всех уровнях; 
■ потребительские и промышленные товары станут более дол-
говечными, качественными и компактными, а вместе с тем и дешевыми; 
■ медицинское обслуживание будет более доступным и эффек-
тивным, появятся новые лекарственные препараты и диагностические 
средства. Нанобиотехнология сделает жизнь людей более здоровой и 
продолжительной; 
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■ новые устройства, подключенные к Интернету и сочетающие 
функции телефона, телевизора и компьютера, образуют глобальную 
систему связи, которая сможет объединить всех, везде и всегда; 
■ мир окружающих вещей станет «интеллектуальным» за счет 
встраивания чипов во все предметы быта и производства; 
■ общество будет более свободным и высокоразвитым. 
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http://www.cs.sandia.gov/CRF/aztec1.html. 
34. Aztec User's Guide. Version 1.1: 
http://rsusu1.rnd.runnet.ru/ncube/aztec/index.html. 
35. Специализированные параллельные библиотеки: 
http://parallel.ru/tech/tech_dev/par_libs.html. 
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