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Abstract 
 
Theoretical Study of Topics in the Interaction of Laser and Underdense 
Plasma: THz Radiation by Counter Pulses, Plasma Diagnostics by Raman 
Scattering, and Electron Injection in Laser Wakefield Acceleration 
 
Myung Hoon Jo(Cho) 
Department of Physics in UNIST 
 
Laser-plasma interaction is an interesting field with numerous practical and scientific 
applications. In this thesis, I will present three topics in the system of laser and underdense plasma: 
terahertz (THz) generation by a current driving near cutoff of plasma, plasma diagnostics by Raman 
scattering, and particle injection in laser wake field acceleration. For the first issue, I will present a 
new mechanism of generating THz using colliding laser pulses in a magnetized plasma. In this 
scheme, a THz radiation with a monochromatic feature and high power of 0.1MW was observed.  
Every aspect of the phenomena was analyzed successfully by a new theory. From this study, I and my 
collaborators found a new physics of growing electromagnetic field in the range of cut-off frequency. 
As a 2nd topic, a new diagnosing method of magnetized plasmas is presented. A simple theory of X-
mode dispersion relation indicates that frequency shift of Raman backward scattering is much 
sensitive to the magnetic field than the Raman forward scattering. It is shown that such a difference 
between RBS and RFS can be used for measuring the magnetic field and plasma density 
simultaneously. The result is compared with 1D PIC simulation. In the final topic, I will discuss an 
improved theoretical condition of electron trapping into the ellipsoidal bubble in laser wake field 
acceleration. The improved theory describes better the electron injection in a more generally shaped 
bubble than just the previous spherical bubble model, and also exhibits good agreement with the 3D 
PIC simulations. In addition these topics require different PIC techniques. I will also briefly introduce 
various numerical techniques used in simulating those topics. 
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Chapter 1  
Introduction  
Light-matter interaction is one of the most critical topics in physics. In particular, laser-plasma 
interaction is definitely an important field because of various and vast applications such as energy 
fusion, particle acceleration, plasma diagnosis, radiation sources, and so on. In the area of particle 
acceleration, electron and ion acceleration are hot issues. Laser driven and particle driven wake field 
accelerations (LWFA and PWFA) are representatives of electron acceleration. Though many studies 
show the great efficiency of high electron energy, the charge of electrons (~pC) and shot to shot 
stability are not good for real applications. So it still needs more studies. Ion acceleration is done by 
irradiating a high power laser at various targets like gas and thin film. Many researchers are trying to 
enhance ion energy, but it still limited to under 100MeV. As a radiation source, X-rays and Terahertz 
generation are widely studied. X-rays can be generated by betatron oscillation of trapped electrons in 
the plasma wake bubble or can be generated by the Compton scattering from a laser and accelerated 
electrons. Terahertz radiation (1-10THz) is also possible by controlling plasma’s density, since it 
relates to the plasma oscillation. In Tokamak, plasma diagnostics are important for controlling 
plasmas. Confinement of magnetized plasmas is an especially hot issue, so measuring plasma is 
prerequisite to study plasma instability. Applications have become realistic with development of laser 
technology and moreover the laser intensity has been increased enormously, as high as 1022𝑊/𝑐𝜇2. 
This thesis will cover three topics of laser-plasma interaction: Terahertz generation, plasma 
diagnostics, and LWFA. These topics have many differences such as analysis methods, theory, laser 
features and condition of plasmas. 
Basically, theories of laser-plasma interaction consider the factors of applied external field, 
temperature, particles’ collision, ions’ and electrons’ motion, and so on. If the laser is strong enough 
compared to the external field or temperature and at the same time not interacting with enough ions, 
the situation becomes much simpler. The plasma can be treated as ‘cold’ plasma composed of 
electrons only. Even though the conditions are well confined, theoretical calculations are often 
complicated and moreover many phenomena need non-linear analyses. In addition to the complexity 
of analysis, because laser-plasma interaction lasts a very short time ranging from the order of femto 
second (fs) to pico second (ps), computer simulation has become an important tool for research. 
This thesis is organized as follows. Chapter 2 describes various PIC techniques. As the first topic, 
Terahertz radiation by colliding lasers in magnetized plasmas is introduced in Chapter 3. Chapter 4 is 
about plasma diagnosis using Raman scattering, and LWFA is in Chapter 5. Before discussing these 
topics, in this Chapter, I will introduce some basic theories. 
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1.1 Maxwell equation 
To describe laser-plasma interaction, various forms of Maxwell equations are customarily employed. 
The basic form of Maxwell’s equations is: 
 ∇ ∙ E = e𝑛𝑖 − 𝑛𝑒
𝜀0
, (1.1) 
 ∇ × E + ∂B
∂t = 0, (1.2) 
 ∇ × B − 1
𝑐2
∂E
∂t = − e𝜀0𝑐2 (𝑛𝑒𝑣𝑒 + 𝑛𝑖𝑣𝑖) (1.3) 
, where e, 𝑛𝑖, 𝑛𝑒, 𝑣𝑒, 𝑣𝑖, and 𝜀0 are electron charge, ion density, electron density, electron velocity, 
ion velocity, and vacuum permittivity, respectively. If the electric field is not strong enough to affect 
ion motion, the ion velocity becomes 𝑣𝑖~0 and the ion density is assumed to be the background 
density (𝑛𝑖 = 𝑛0).  
Defining electric and magnetic fields E and B as the vector and scalar potentials A and φ, 
respectively, the scalar-vector-potential form of Maxwell’s equation follows : 
 B = ∇ × A, (1.4) 
 E = −∇φ− ∂A
∂t . (1.5) 
Using Eq. (1.4) and (1.5), Eq. (1.1) and (1.3) are rewritten as : 
 ∇2(𝐴𝑥 − 𝜑) = 1 − n �1 − 𝑝𝑥𝛾 � + � 𝜕𝜕𝜕 + 𝜕𝜕𝑑� (∇ ∙ 𝐴) + 12 ∂∂t � 𝜕𝜕𝜕 − 𝜕𝜕𝑑� (𝐴𝑥 − 𝜑), (1.6) 
 ∇ × ∇ × 𝐴 + n 𝑝
𝛾
+ ∂
∂t �𝜕𝐴𝜕𝜕 + 𝜕𝜑𝜕𝑑� = 0 (1.7) 
, where p and 𝛾 are the momentum and the relativistic gamma factor of electron, respectively. All 
units are dimensionless by normalizing the time to 1/𝜔𝑝, the lengths to c/𝜔𝑝, the velocity to c, the 
vector potential to mc/𝑒, the scalar potential to mc2/𝑒, the momentum to mc and the density to 𝑛0.  
These different forms of Maxwell’s equations are used for different analyses. The basic form (Eq. 
(1.1)-(1.3)) is useful for the Terahertz generation in Chapter 3 and plasma diagnostics in Chapter 4, 
while the potential form (Eq. (1.6) and (1.7)) is for the LWFA in Chapter 5. 
 
1.2 Bubble formation of the laser wake field 
When a high power laser pulse propagates in plasmas, the laser pulse pushes electrons away and 
as the laser pulse passes through plasmas, expelled electrons try to get back to the original position 
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because of the electric field induced by the charge separation. This process makes a wake field or a 
“bubble” when the laser pulse is strong enough (See Chapter 5 Fig. 5.5). This wake field is a kind of 
static electric field and it has a very high electric field amplitude in the range of 10 − 100GV/m. An 
LWFA uses this strong electric field to accelerate electrons. For comparison, a conventional Radio 
Frequency(RF) cavity has the range of 10 − 100MV/m (Fig. 1-1). So an LWFA has more than 1000 
times the efficiency of the RF cavity. To use a wake field to accelerate electrons, the process of 
electron injection into the wake bubble is necessary. Therefore it is important to make bubble 
formation and understand the mechanism of electron injection. 
 
 
 
Figure 1.1 : When a high power laser propagates in plasmas, a wake field is generated behind the laser. 
This wake field is a kind of electro static field and has a very strong electric field amplitude. 
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If we assume the quantities x and t depend on ξ = 𝑑 − 𝑣0𝜕, Eq. (1.6) and (1.7) are reduced to the 
form : 
 ∇2𝛷 = 32 (1 − 𝑛) + 12𝑛 𝑝𝑥𝛾 − 12 ∂∂ξ (∇⊥ ∙ A⊥), (1.8) 
 ∇⊥2A⊥ − ∇⊥(∇⊥ ∙ A⊥) = n 𝑝⊥𝛾 + 12∇⊥ ∂𝛷∂ξ  (1.9) 
, where 𝛷 ≡ 𝐴𝑥 − 𝜑 is defined as the wake potential, and the terms which are proportional to 
𝛾0
−2 ≪ 1 are neglected.  
Inside the bubble with the assumption of 𝑛 = 0 and A⊥ = 0, the solution of Eq. (1.8) is 
 𝛷 = 1 − 𝑅24 + 𝑟24 , 𝐴𝑥 = −𝜑 = 𝛷2. (1.10) 
As indicated in Eq. (1.10), the wake potential has a sphere shape which is ‘the spherical bubble 
model’[3]. Moreover, the wake field is composed of an electric field and a magnetic field.  
When 𝑛 ≠ 0 and A⊥ = 0, Eq. (1.6) reduces to the form 
 
∂⊥
2𝛷 = 1 − 𝑛 + 𝑛 𝑝𝑥
𝛾
= 1 − 𝑛 + 𝑛𝑣𝑥 
∂𝑦
2𝛷 = ∂𝑦2𝛷 = 12 (1 − 𝑛 + 𝑛𝑣𝑥) = 12𝑛2 (1.11) 
and the remain term ∂ξ
2𝛷 is obtained by inserting Eq. (1.11) into Eq. (1.8) : 
 ∂ξ
2𝛷 = 12 (1 − 𝑛 − 𝑛𝑣𝑥) = 12 𝑛1. (1.12) 
So the solution is : 
 𝛷 = 𝛷0 + 𝑛1 ξ24 + 𝑛2 𝑦24 + 𝑛2 𝑧24 . (1.13) 
This has an ellipsoid shape which is ‘the ellipsoidal bubble’ [4]. 
From the theoretical aspect, the spherical and ellipsoidal bubble have a fast velocity, close to the 
speed of light, as long as low density plasma is used. Because plasma’s motion is governed by plasma 
wave length or plasma frequency, a spherical bubble is formed when the laser spot size is comparable 
to the plasma wave length. Moreover, the ellipsoidal bubble is possible when the laser spot size is 
bigger than the plasma wave length. 
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1.3 Electron injection into the spherical bubble 
If we assume that a spherical electron cavity is formed behind a laser, it can be modeled as a 
moving spherical potential with a velocity of 𝑣0. The trapping condition is introduced in Ref. [5]. 
Here I will show the detailed derivation of the trapping condition. 
As shown in Eq. (1.10), the potential and longitudinal vector potential are given 
 𝐴𝑥 = −𝜑 = 𝑟28 . (1.14) 
Then from the Hamiltonian : 
 𝐻(𝑟, 𝜕) = �1 + (𝑃�⃑ + 𝐴)2 − 𝑣0𝑃𝑥 − 𝜑 (1.15) 
, where P is the canonical momentum of electrons. The equations of motion in terms of the canonical 
momentum are given as follows : 
 
𝑑𝑃𝑥
𝑑𝜕
= −𝑣𝑥 𝜕𝐴𝑥𝜕𝜕 − 𝑣𝑦 𝜕𝐴𝑦𝜕𝜕 + 𝜕𝜑𝜕𝜕 = −𝑣𝑥 𝜕4 − 𝜕4, 
𝑑𝐴𝑥
𝑑𝜕
= 𝜕𝐴𝑥
𝜕𝜕
𝑑𝜕
𝑑𝜕
+ 𝜕𝐴𝜉
𝜕𝑦
𝑑𝑦
𝑑𝜕
= 𝜕4 (𝑣𝑥 − 𝑣0) + 𝑦4 𝑣𝑦, 
𝑑𝑃𝑦
𝑑𝜕
= −𝑣𝑥 𝜕𝐴𝑥𝜕𝑦 − 𝑣𝑦 𝜕𝐴𝑦𝜕𝑦 + 𝜕𝜑𝜕𝑦 = −𝑣𝑥 𝑦4 − 𝑦4. 
(1.16) 
Using Eq. (1.16), the equations of motion in terms of the kinetic momentum have the forms: 
 
𝑑𝑝𝑥
𝑑𝜕
= 𝑑𝑃𝑥
𝑑𝜕
+ 𝑑𝐴𝑥
𝑑𝜕
= −(1 + 𝑣0) 𝜕4 + 𝑦4 𝑝𝑦𝛾  
𝑑𝑝𝑦
𝑑𝜕
= 𝑑𝑃𝑦
𝑑𝜕
= −�1 + 𝑝𝑥
𝛾
�
𝑦4 
𝑑𝜕
𝑑𝜕
= 𝑝𝑥
𝛾
− 𝑣0 = 𝑣𝑥 − 𝑣0 
𝑑𝑦
𝑑𝜕
= 𝑝𝑦
𝛾
= 𝑣𝑦 
(1.17) 
, where p is the kinetic momentum. Using γ = �1 + 𝑝𝑥2 + 𝑝𝑦2 in 2D, we can set up the equation: 
 
𝑑(𝛾 − 𝑣0𝑝𝑥)
𝑑𝑝𝑥
= 𝜕(𝛾 − 𝑣0𝑝𝑥)
𝜕𝑝𝑥
+ 𝜕(𝛾 − 𝑣0𝑝𝑥)
𝜕𝑝𝑦
𝑑𝑝𝑦
𝑑𝑝𝑥
= 𝑑𝜕
𝑑𝜕
+ 𝑝𝑦
𝛾
𝑑𝑝𝑦
𝑑𝑝𝑥
. (1.18) 
Then the x directional electron motion is given: 
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𝑑(𝛾 − 𝑣0𝑝𝑥) = 𝑑𝑝𝑥𝑑𝜕 𝑑𝜕 + 𝑝𝑦𝛾 𝑑𝑝𝑦                                                                               = �−(1 + 𝑣0) 𝜕4 + 𝑦4 𝑝𝑦𝛾 � 𝑑𝜕 + 𝑝𝑦𝛾 𝑑𝑝𝑦 
                            = −(1 + 𝑣0) 𝜕4𝑑𝜕 + 𝑦4 𝑝𝑥𝛾 𝑑𝑦 − 𝑣0 𝑦4 𝑑𝑦 + 𝑝𝑦𝛾 𝑑𝑝𝑦. 
 
 
 
 
(1.19) 
Similarly, the y directional electron motion has the form: 
 𝑑𝛾
𝑑𝑝𝑦
= 𝜕𝛾
𝜕𝑝𝑦
+ 𝜕𝛾
𝜕𝑝𝑥
𝑑𝑝𝑥
𝑑𝑝𝑦
= 𝑑𝑦
𝑑𝜕
+ 𝑝𝑥
𝛾
𝑑𝑝𝑥
𝑑𝑝𝑦
  (1.20) 
 
𝑑𝛾 = 𝑑𝑝𝑦
𝑑𝜕
𝑑𝑦 + 𝑝𝑥
𝛾
𝑑𝑝𝑥                           
 = −𝑦4 𝑑𝑦 − 𝑦4 𝑝𝑥𝛾 𝑑𝑦 + 𝑝𝑥𝛾 𝑑𝑝𝑥 . 
 
 
(1.21) 
Then Eq. (1.19) and (1.21) reduce to the form: 
 𝑑(𝛾 − 𝑣0𝑝𝑥) = −(1 + 𝑣0) 𝜕4𝑑𝜕 − (1 + 𝑣0)𝑦4 𝑑𝑦 (1.22) 
, where the relationship is used as follows 
 𝑑𝛾 = 𝑝𝑦
𝛾
𝑑𝑝𝑦 + 𝑝𝑥𝛾 𝑑𝑝𝑥 . (1.23) 
The solution of Eq. (1.22) is given 
 𝛾 − 𝑣0𝑝𝑥 − 1 = −(1 + 𝑣0)�𝜕28 + 𝑦28 − 𝑅28 � ≈ −2�𝑟28 − 𝑅28 �. (1.24) 
This gives the information of an electron’s position and momentum in the spherical bubble potential. 
The trajectory of trapped electrons goes from the top of the bubble with zero velocity to the tail of the 
bubble with high velocity. At the moment of trapping, electrons may have zero momentum in the y 
direction, 𝑝𝑦 = 0 as shown in Fig. 1.2. Then the initial conditions are 
 
𝑦(𝜕 = 0) = 𝑅 
𝑝𝑥(𝜕 = 0) = 𝑝𝑦(𝜕 = 0) = 𝑝𝑦(𝜕 = 𝑇) = 0 
γ(𝜕 = 𝑇) = �1 + 𝑝𝑥2 
(1.25) 
, where T is the time when electrons start to be trapped at the tail of the bubble.  
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Figure 1.2 : The trapping trajectory of an electron in a spherical potential.  
The electron starts to interact with the potential at the top of the bubble (white dot)  
and starts to be trapped at the tail of the bubble (black dot). 
 
Because 𝑝𝑥(𝑇) ≫ 1, γ and 𝑣0 can use the approximated form 
 
𝛾(𝑇) ≈ 𝑝𝑥 + 12𝑝𝑥 
𝑣0 ≈ 1 − 12𝛾02. 
(1.26) 
The electron trapping may occur when 𝑟 < 𝑅, so using Eq. (1.26), Eq. (1.24) gives the trapping 
condition as follows 
 
𝑝𝑥(𝑇)2𝛾02 + 12𝑝𝑥(𝑇) > 1 (1.27) 
The rest of the process is well described in Ref. [5] and the relation is 𝑝𝑥(𝑇)~𝑅2. The resultant 
trapping condition is 
 𝛾0 < 𝑅
√2. (1.28) 
As shown in Fig. 1.2, the initially motionless electron is accelerated by the bubble potential while 
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moving around the back of the bubble. When the relativistic gamma factor of the bubble is lower than R/√2, the electrons catch up to the bubble’s velocity (𝑣0). In other words, the electrons are become 
trapped.  
This theory is about a stationary potential, but in real situations the bubble shape changes and the 
bubble size also expands or shrinks with time. The injection theory with bubble expansion is 
introduced in Ref. [6] as a non-stationary potential. In this thesis, I will use a stationary bubble 
potential, especially I will cover an ellipsoidal potential case in Chapter 5. 
 
1.4 Raman scattering 
Various instabilities of plasmas can be occurred by irradiating lasers into plasmas. When the laser 
pulse length is effectively larger than plasma wavelength, the laser light scatters plus an electron 
plasma wave (the Raman instability) or an ion acoustic wave (the Brillouin instability). Now let’s 
assume the laser intensity is not high enough to interact with ions, so let Brillouin scattering be 
neglected. Raman scattering can be explained by using simple frequency and wave number matching 
condition which comes from momentum conservation 
 ω0 = ω𝑠 + ω𝑝 
𝑘0 = 𝑘𝑠 + 𝑘𝑝 (1.29) 
, where subscripts ‘s’, ‘0’, and ‘p’ indicates scattered, incident and plasma waves, respectively. 
Both of Eq. (1.29) are connected by the dispersion relationship, which has different forms 
depending on external conditions like plasma density, temperature, magnetic field, etc. The 
temperature condition gives the Bohm-Gross wave 
 ω2 = ω𝑝2 + 32𝑘2𝑣𝑡ℎ2 (1.30) 
, where 𝑣𝑡ℎ is the thermal velocity of electrons. 
The external magnetic field condition gives alternative waves when the laser field is parallel to a 
magnetic field 
 ω2 = ω𝑝2 + 𝑐2𝑘2 (1.31) 
. This is so called ‘O(Ordinary)-mode’, which is the same as the case of a plasma density only. 
Alternatively, when the laser field is perpendicular to the magnetic field, the wave is given as 
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𝑐2𝑘2
𝜔2
= 1 −𝜔𝑝2
𝜔2
𝜔2 − 𝜔𝑝
2
𝜔2 − 𝜔ℎ2
 (1.32) 
. This is so called ‘E(Extraordinary)-mode’.  
The scattered wave can be expressed as a frequency shift of the incident wave (Fig. 1.3 (a)) and 
can be used for diagnosing various plasma specifications of density, temperature, and magnetic field. 
 
 
Figure 1.3 :  (a) A typical backscattered spectrum from capillary discharge experiment. 
The central frequency indicates that the average interaction density is 1.5 × 1018 cm−3. [1] 
(b) A forward and backward frequency shift in the amount of temperature dependency. [2] 
 
The density case has the same frequency shift for the forward and backward scattering of the plasma 
frequency. In the temperature case, the frequency shifts the plasma frequency for the forward 
scattering which is the same as the density case. However, the backward case has a shifted frequency 
of the plasma frequency plus alpha which is dependent on temperature (Fig. 1.3 (b)). This is how the 
density and temperature of plasma can be predicted by measuring the frequency shift from the 
incident wave. The effect of magnetic fields will be studied in Chapter 4. 
 
1.5 Ponderomotive force 
When the high power laser is irradiated onto plasmas, the plasmas are affected by the radiation 
pressure, so called the ponderomotive force. As a kind of nonlinear or secondary motion of electrons 
the ponderomotive force can be derived from Maxwell’s equations and the Lorentz force. It is 
expressed as a time-averaged electron force.  
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Assuming a wave electric field of the form 
 𝐸 = 𝐸𝑠(𝑟)𝑒−𝑖𝑖𝑡 , (1.18) 
the resultant ponderomotive force of one electron is [7] 
 𝐹𝑝 = −14 𝑒2𝜇𝜔2 ∇𝐸𝑠2 = −14𝜇𝑐2∇|𝑎|2 (1.19) 
, where a is the normalized vector potential.  
When one laser propagates in plasmas, the ponderomotive force is 
 𝐹𝑝 = −14𝜇𝑐2∇(𝑎02) (1.20) 
, where 𝑎 = 𝑎0(𝑟)𝑒𝑖𝑖∙𝑟 in 3D. So the ponderomotive force is derived by the gradient of the laser 
pulse. 
In the case of counter laser pulses, the ponderomotive force of laser collision is 
 
𝐹𝑝 = −14𝜇𝑐2∇[(𝑎1 + 𝑎2)(𝑎1 + 𝑎2)∗]      = −14𝜇𝑐2∇�𝑎1_02 + 𝑎2_02� − 14𝜇𝑐2∇[𝑎1𝑎2∗ + 𝑎1∗𝑎2]      = −14𝜇𝑐2∇�𝑎102 + 𝑎202� −𝜇𝑐2𝑘𝑅𝑒[𝑖𝑎1𝑎2∗]. 
 
 
 
(1.21) 
Because the first term of Eq.(1.21) is very small compared to the second term due to wave number k, 
the ponderomotive is given as 
 𝐹𝑝 ≈ −𝜇𝑐2𝑘𝑅𝑒[𝑖𝑎1𝑎2∗]. (1.22) 
Usually when electrons oscillate following the laser’s field, the averaged electric force has nonlinear 
motion like the ponderomotive force. Eq. (1.22) is a useful expression for the Terahertz generation 
scheme in Chapter 3 and Eq. (1.20) is used for LWFA in Chapter 5. 
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Chapter 2 
Particle In Cell (PIC) simulation 
 
Theoretical studies on the laser-plasma interaction involve Maxwell’s equation and the force 
equation like the Lorentz force. For most of cases, finding solution of those equations is extremely 
hard. However, the numerical calculation offers the perfect solution and reduces the consumption of 
energy, time and efforts. Though plasma simulation methods have several classes such as kinetic, fluid, 
and hybrid method, I will treat PIC code as a kinetic method. A PIC code is composed of the field 
solver, applying the field value to each particle, the particle movement and the current calculation, 
which form one calculation loop [8]. Various techniques for the calculations can be imported in a code 
like a high order calculation, field ionization, PML, new field solver, and Lorentz boosted frame. Fig. 
2.1 summarizes the calculation process. 
 
 
Figure 2.1 : The numerical loop for a PIC simulation methods with various techniques. 
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2.1 High order calculation 
Because a calculation is performed on discretized mesh cells, the continuity is broken slightly 
during interpolating the fields to each particle, and the current calculation. Those make a kind of 
numerical errors which result in a numerical heating. Even though the numerical heating can be 
reduced by increasing resolution of meshes, heavy costs of calculation cannot be avoided. To reduce 
the numerical heating, the spline method can be a solution [9]. Using a high order spline method, 
errors can be reduced dramatically.  
The main target of the spline method is to obtain the form factors of each adjacent mesh as 
shown in Fig. 2.2. 2D and 3D calculations are also just done by multiplying the form factor following 
y and z direction, so calculations become simpler than others interpolation methods like bi-cubic or 
tri-cubic spline. Because the sum of all adjacent mesh’s form factors must be ‘1’, multiplying 1D form 
factors of x, y and z coordinates also guarantees the sum as ‘1’. The interpolation is applicable for the 
part of applying field to particle and the calculating current.  
 
 
Figure 2.2 : 1D spline method with several orders of calculations.  
𝐹(𝑗) is the form factor and sum of 𝐹(𝑗) of adjacent meshes gives 1. 
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Figure 2.3 : (a) Numerical heating in different types of interpolation. Initial temperature of plasma is 
given as 100eV. Simulation parameters are 𝑑𝑑 = 𝜆 20�  (𝜆 = 1𝜇𝜇) and particle number in one cell is 
2 at the plasma density 1.0 × 1027𝜇−3. An example of ion acceleration with (b) 1st interpolation and 
(c) 3rd interpolation. Simulation parameters are the maximum plasma density 7.0 × 1027𝜇−3 , 
𝑑𝑑 = 𝜆 500�  (𝜆 = 1𝜇𝜇) and particle number in one cell is 5. 
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For example, 2D current calculation of the 2nd order is done by following. The current function 
is given 
 𝐽𝑥 = 𝑞𝑛𝑣𝑥 × 𝑓(𝑗) × 𝑔(𝑖) 𝐽𝑦 = 𝑞𝑛𝑣𝑦 × 𝑓(𝑖) × 𝑔(𝑗) 
𝐽𝑧 = 𝑞𝑛𝑣𝑧 × 𝑓(𝑖) × 𝑓(𝑗) (2.1) 
, where i, j, 𝑓, and 𝑔 are the index of x,y coordinate, quadratic, and linear spline form factor,  
respectively. As shown in Fig. 2.2, a linear spline uses 2 meshes i.e. i and i+1, however a quadratic 
spline needs 3 adjacent meshes i.e. i-1, i and i+1. Likewise, the 3rd order calculation has one-
increased meshes. 
Fig. 2.3 shows a numerical heating and an example of the ion acceleration with different order 
calculations. Real physical situations have a constant or decreasing temperature. When given initial 
temperature, however, Fig. 2.3(a) shows the increasing plasma temperature with time. So it is a non-
physical situation. In Fig. 2.3(b), numerical errors exceed the laser field interaction, hence it is not 
clear to see the laser effect. However, Fig. 2.3(c) shows clear laser-plasma interaction like a hole 
boring.  
 
2.2 New field solver (Field split method) 
Though there are various numerical methods to solve Maxwell’s equation, Yee solver has been 
thought as one of standard methods because of the simplicity of applications and the efficiency of low 
memory costs [10]. The original Yee solver has one problem of numerical dispersion of 2D and 3D 
calculations, which can arise in the direction of coordinate axes such as x, y and z [11]. To improve 
the numerical dispersion, several modified Yee solvers are introduced [12-14]. Here I will introduce 
‘Field Split Method’ [8, 15]. 
In 2D, Maxwell’s equation Eq. (1.2) and (1.3) can be rearranged as following: 
 
𝜕𝐸𝑥
𝜕𝜕
= 𝜕𝐵𝑧
𝜕𝑦
− 2𝜋𝐽𝑥 
�
𝜕
𝜕𝜕
+ 𝜕
𝜕𝑑
�𝑃𝑟 = 12𝜕𝐸𝑥𝜕𝑦 − 𝜋𝐽𝑦 
�
𝜕
𝜕𝜕
−
𝜕
𝜕𝑑
�𝑃𝑙 = −12𝜕𝐸𝑥𝜕𝑦 − 𝜋𝐽𝑦 
(2.2) 
, where 𝑃𝑟 = �𝐸𝑦 + 𝐵𝑧�/2,   𝑃𝑙 = �𝐸𝑦 − 𝐵𝑧�/2. All units are dimensionless by normalizing the time 
to 1/𝜔0, the lengths to 𝜆0, the velocity to c, the electric field to mc𝜔0/𝑒, the magnetic field to m𝜔0/𝑒, and the current to e𝑛0𝑐.  
15 
 
The numerical equation of Eq. (2.2) is given as  
 
𝑃𝑟
𝑖+
1
2,𝑗+12𝑛+
1
2 = 𝑃𝑟
𝑖−
1
2,𝑗+12𝑛−
1
2 + 12 ∆𝜕∆𝑦 �𝐸𝑥𝑖,𝑗+1𝑛 − 𝐸𝑥𝑖,𝑗𝑛 � − 𝜋∆𝜕𝐽𝑦𝑖,𝑗+12𝑛                                  
𝑃𝑙
𝑖−
1
2,𝑗+12𝑛+
1
2 = 𝑃𝑙
𝑖+
1
2,𝑗+12𝑛−
1
2 −
12 ∆𝜕∆𝑦 �𝐸𝑥𝑖,𝑗+1𝑛 − 𝐸𝑥𝑖,𝑗𝑛 � − 𝜋∆𝜕𝐽𝑦𝑖,𝑗+12𝑛                                 
𝐸𝑥𝑖,𝑗𝑛+1 = 𝐸𝑥𝑖,𝑗𝑛 + ∆𝜕2∆𝑦 �𝐵𝑧𝑖+12,𝑗+12𝑛+12 + 𝐵𝑧𝑖−12,𝑗+12𝑛+12 − 𝐵𝑧𝑖+12,𝑗−12𝑛+12 − 𝐵𝑧𝑖−12,𝑗−12𝑛+12 �
− 𝜋∆𝑦 �𝐽𝑥
𝑖+
1
2,𝑗𝑛+
1
2 + 𝐽𝑥
𝑖−
1
2,𝑗𝑛+
1
2 � 
𝑃𝑟𝑖+12,𝑗+12𝑛+1 = 𝑃𝑟𝑖−12,𝑗+12𝑛 + 12 ∆𝜕∆𝑦 �𝐸𝑥𝑖,𝑗+1𝑛+12 − 𝐸𝑥𝑖,𝑗𝑛+12� − 𝜋∆𝜕𝐽𝑦𝑖,𝑗+12𝑛+12                             
𝑃𝑙𝑖−12,𝑗+12𝑛+1 = 𝑃𝑙𝑖+12,𝑗+12𝑛 − 12 ∆𝜕∆𝑦�𝐸𝑥𝑖,𝑗+1𝑛+12 − 𝐸𝑥𝑖,𝑗𝑛+12� − 𝜋∆𝜕𝐽𝑦𝑖,𝑗+12𝑛+12                              
𝐸𝑥𝑖,𝑗𝑛+12 = 𝐸𝑥𝑖,𝑗𝑛−12 + ∆𝜕2∆𝑦 �𝐵𝑧𝑖+12,𝑗+12𝑛 + 𝐵𝑧𝑖−12,𝑗+12𝑛 − 𝐵𝑧𝑖+12,𝑗−12𝑛 − 𝐵𝑧𝑖−12,𝑗−12𝑛 �
− 𝜋∆𝑦�𝐽𝑥𝑖+12,𝑗𝑛 + 𝐽𝑥𝑖−12,𝑗𝑛 � 
(2.3) 
, where n is the index of time step. These are for description of P polarized field calculation. As shown 
in Eq.(2.2), the calculation is done in 2 steps for one simulation time step. Note that the current 
memories become double compared with Yee mesh solver.  
The S Polarized field is also obtainable similarly  
 
𝜕𝐵𝑥
𝜕𝜕
= 𝜕𝐸𝑧
𝜕𝑦
 
�
𝜕
𝜕𝜕
−
𝜕
𝜕𝑑
� 𝑆𝑙 = −12𝜕𝐵𝑥𝜕𝑦 − 𝜋𝐽𝑧 
�
𝜕
𝜕𝜕
+ 𝜕
𝜕𝑑
� 𝑆𝑟 = −12𝜕𝐵𝑥𝜕𝑦 − 𝜋𝐽𝑧 
(2.4) 
, where 𝑆𝑙 = �𝐸𝑧 + 𝐵𝑦�/2,   𝑃𝑙 = �𝐸𝑧 − 𝐵𝑦�/2. The numerical equations of Eq. (2.4) are given as 
following 
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𝑆𝑟
𝑖+
1
2,𝑗+12𝑛+
1
2 = 𝑆𝑟
𝑖−
1
2,𝑗+12𝑛−
1
2 −
12 ∆𝜕∆𝑦 �𝐵𝑥𝑖,𝑗+1𝑛 − 𝐵𝑥𝑖,𝑗𝑛 � − 𝜋2 ∆𝜕 �𝐽𝑧𝑖,𝑗+1𝑛 + 𝐽𝑧𝑖,𝑗𝑛 �              
𝑆𝑙
𝑖−
1
2,𝑗+12𝑛+
1
2 = 𝑆𝑙
𝑖+
1
2,𝑗+12𝑛+
1
2 −
12 ∆𝜕∆𝑦 �𝐵𝑥𝑖,𝑗+1𝑛 − 𝐵𝑥𝑖,𝑗𝑛 � − 𝜋2 ∆𝜕 �𝐽𝑧𝑖,𝑗+1𝑛 + 𝐽𝑧𝑖,𝑗𝑛 �             
𝐵𝑥𝑖,𝑗𝑛+1 = 𝐵𝑥𝑖,𝑗𝑛 − ∆𝜕2∆𝑦 �𝐸𝑧𝑖+12,𝑗+12𝑛+12 + 𝐸𝑧𝑖−12,𝑗+12𝑛+12 − 𝐸𝑧𝑖+12,𝑗−12𝑛+12 − 𝐸𝑧𝑖−12,𝑗−12𝑛+12 � 
𝑆𝑟𝑖+12,𝑗+12𝑛+1 = 𝑆𝑟𝑖−12,𝑗+12𝑛 − 12 ∆𝜕∆𝑦 �𝐵𝑥𝑖,𝑗+1𝑛+12 − 𝐵𝑥𝑖,𝑗𝑛+12� − 𝜋2 ∆𝜕 �𝐽𝑧𝑖,𝑗+1𝑛+12 + 𝐽𝑧𝑖,𝑗𝑛+12�         
𝑆𝑙𝑖−12,𝑗+12𝑛+1 = 𝑆𝑙𝑖+12,𝑗+12𝑛 − 12 ∆𝜕∆𝑦 �𝐵𝑥𝑖,𝑗+1𝑛+12 − 𝐵𝑥𝑖,𝑗𝑛+12� − 𝜋2 ∆𝜕 �𝐽𝑧𝑖,𝑗+1𝑛+12 + 𝐽𝑧𝑖,𝑗𝑛+12�         
𝐵𝑥𝑖,𝑗𝑛+12 = 𝐵𝑥𝑖,𝑗𝑛−12 − ∆𝜕2∆𝑦 �𝐸𝑧𝑖+12,𝑗+12𝑛 + 𝐸𝑧𝑖−12,𝑗+12𝑛 − 𝐸𝑧𝑖+12,𝑗−12𝑛 − 𝐸𝑧𝑖−12,𝑗−12𝑛 �. 
(2.5) 
 
The subscriptions of ‘r’ and ‘l’ of 𝑃𝑟,𝑃𝑙 ,𝑆𝑟, and 𝑆𝑙  indicate ‘right’ and ‘left’, respectively. The 
numerical equations Eq. (2.3) and (2.5) address that the field values of a whole mesh are just moved 
to the next grid points in each simulation time step. This transferring field information has an 
advantage of numerical dispersion as free. Maxwell’s equation can also be expanded in 𝑃𝑢 and 𝑃𝑑 
such as ‘up’ and ‘down’. These mean the propagating direction of field, so the method is called 
‘directional split’ or ‘field split’. Even though the cell size is large, because the calculation is done by 
transferring field values, the distortion of laser field does not happen. Moreover, it does not give a 
field reflection at the simulation boundary, so it does not need PML boundary. For these reasons this 
method is used for the scattering problem (Chapter 4). Fig. 2.4 is an example of Field split method. 
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Figure 2.4 : Comparison between Yee and Field split method. Field split method does not have field 
reflection at the boundary. When running significantly long distance, Yee solver reveals retarded 
propagation, however Field split method has numerical dispersion free. 
 
2.3 Lorentz boosted frame 
Lorentz boosted frame was developed for particular cases of particle acceleration. Being contrast 
to traditional simulations of the view of lab frame, this frame works on the view of the moving frame 
following accelerated particles. Because Maxwell’s equation and the Lorentz force keep their forms in 
the boosted frame, the simulation process does not need to change its own procedure except of initial 
simulation settings such as a laser frequency, cell size, simulation’s domain size and plasma 
conditions. Table 1.1 is the comparison of initial parameter settings between the lab frame and the 
boosted frame. The boosted frame can reduce the simulation time significantly [11, 16, 17] with tens 
of simulation speed, so it now has become an important simulation technique especially in the field of 
Laser Wake Field Acceleration (LWFA) and Particle driven Wake Field Acceleration (PWFA). Since 
the simulation size is affected by the plasma wave length, when doing in lower plasma density, it 
needs bigger simulation domain size. For example, when it is done for 3D simulation of the plasma 
density 1.0 × 1025𝜇−3 and 1mm propagation, the case of 1.0 × 1024𝜇−3 would need 37-fold 
simulation time! 
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 Lab frame Boosted frame 
Wave length 𝜆 𝛾(1 + 𝛽)𝜆 
Wave frequency 𝜔 𝜔/𝛾(1 + 𝛽) 
Cell size dx 𝛾(1 + 𝛽)𝑑𝑑 
Time step dt 𝛾(1 + 𝛽)𝑑𝜕 
Laser amplitude 𝑎0 𝑎0/𝛾(1+𝛽) 
Domain size D 𝛾(1 + 𝛽)𝐷 
Plasma density 𝑛0 𝛾𝑛0 
Plasma velocity 0 −𝑐𝛽 
Plasma length or position L or x 𝐿/𝛾 𝑜𝑟 𝑑/𝛾 
 
Table 1.1 The parameter comparison between lab frame and boost frame.  
𝛾 is moving frame’s relativistic gamma factor. 
 
Even though the process of boosted frame is the same as the lab frame calculation, the backward 
signal field has significant noises and the reasons are given as following. From the Lorentz transform,  
 𝐸𝑦′ = 𝛾�𝐸𝑦 − 𝑣𝐵𝑧� (2.6) 
, when the field goes backward, the magnetic field becomes as 
 𝐵𝑧 = −𝐸𝑦𝑐   �𝑓𝑜𝑟𝑓𝑎𝑟𝑑 𝑐𝑎𝑐𝑒 𝑖𝑐 𝐵𝑧 = 𝐸𝑦𝑐  �. (2.7) 
Then Eq. (2.6) has the form 
 𝐸𝑦′ = 𝛾(1 + 𝛽)𝐸𝑦. (2.8) 
As described in Eq. (2.8), the amplitude of backward fields diverse with simulation time.  
To delete this noise, the binomial filtering method was used [11, 18] as following. 
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 𝛷𝑖 = 𝛼𝜑𝑖 + (1 − 𝛼)𝜑𝑖−1 + 𝜑𝑖+12  (2.9) 
𝑓ℎ𝑒𝑛 𝛼=0.5, 𝑐𝜇𝑜𝑜𝜕ℎ𝑒𝑛𝑖𝑛𝑔 (𝑓𝑖𝑙𝜕𝑒𝑟𝑖𝑛𝑔) 
𝑓ℎ𝑒𝑛 𝛼=1.5, 𝑐𝑜𝜇𝑝𝑒𝑛𝑐𝑎𝜕𝑖𝑜𝑛 (𝑐𝑜𝜇𝑝𝑒𝑛𝑐𝑎𝜕𝑖𝑛𝑔 𝑙𝑜𝑓𝑒𝑟𝑒𝑑 𝑣𝑎𝑙𝑢𝑒 𝑏𝑦 𝑐𝜇𝑜𝑜𝜕ℎ𝑒𝑛𝑖𝑛𝑔) 
When doing filtering i.e. 𝛼=0.5, original fields lose their own values slightly. When doing the 
calculation with 𝛼=1.5, it compensates lost values. Therefore as a final filter function, combination of 
the filtering and the compensation was used. 
 𝐹𝑖 = 𝛷𝑖(𝛼 = 0.5)𝛷𝑖(𝛼 = 1.5). (2.10) 
Fig. 2.5 shows an example of filtering 1D calculation. 
The last thing for the boosted frame is to convert data from the boosted frame to the lab frame. 
Here is useful Lorentz transform for converting data. 
 𝜕′ = 𝛾 �𝜕 −
𝛽
𝑐
𝑑� 
𝑑′ = 𝛾(𝑑 − 𝑣𝜕) 
𝑦′ = 𝑦 
𝑧′ = 𝑧 
(2.11) 
 
 
𝐸𝑥
′ = 𝐸𝑥 
𝐸𝑦
′ = 𝛾�𝐸𝑦 − 𝑣𝐵𝑧� 
𝐸𝑧
′ = 𝛾�𝐸𝑧 + 𝑣𝐵𝑦� 
𝐵𝑥
′ = 𝐵𝑥  
𝐵𝑦
′ = 𝛾 �𝐵𝑦 + 𝛽𝑐 𝐸𝑧� 
𝐵𝑧
′ = 𝛾 �𝐵𝑧 − 𝛽𝑐 𝐸𝑦� 
(2.12) 
To obtain values for a certain lab frame time, it needs information of different time steps in boosted 
frame. It need to find the profit x position corresponding to the targeted lab frame time in every time 
step using Eq. (2.11). Then the result data is completed by gathering all field information using Eq. 
(2.12). Particle or density data is also obtainable using Eq. (2.11) and proper Lorentz transformation. 
Fig. 2.6 is an example of 1D boosted frame. 
2D or 3D calculation is also same as 1D except for treating laser, because of transversal space 
component such as y and z direction. The method for multi-dimension’s laser treatment is introduced 
in Ref. [17]. 
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Figure 2.5 : The example of binomial filtering by Eq. (2.9). 
 
 
 
Figure 2.6 : Simulation of boosted frame and lab frame in 1D after 50000 time step. When 𝜸 = 𝟓, 
simulation speed was 31 times faster than lab frame. 
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2.4 Field ionization 
When a high power laser passes neutral gas, the plasma is generated by ionization from the laser 
field. Sometimes the simulation results between ionization and non-ionization are quite different. 
Especially the field ionization method is important for the 2 color laser scheme [19] for Terahertz 
generation and ion target acceleration. Although there are other field ionization theories, I used ADK 
model [20] which is assumed that atoms are hydrogen-like. This model shows the ionization rate for 
one electron, so using the ionization rate the electrons and ions are generated every simulation time 
step from given ionization energies. The ionization rate has the form 
 𝜔𝐴𝐴𝐴[𝑐−1] = 𝜔𝑎 18𝜋𝜋 𝐸𝐸𝑎 �4𝑒 𝜋3𝑛∗ 𝐸𝑎𝐸 �2𝑛∗ 𝑒𝑑𝑝 �−23𝐸𝑎𝐸 �𝑈𝑖𝑈𝐻�3/2� (2.13) 
, where 𝜔𝑎 = 4.134 × 1016[𝑐−1] , 𝐸𝑎 = 5.142 × 1011[𝑉/𝜇] , ionization energy of Hydrogen 
𝑈𝐻 = 2.180 × 10−18[𝐽] , euler number  𝑒 = 2.718 ,  ion number 𝜋  and  effective quantum 
number 𝑛∗ = 𝜋/�𝑈𝑖/𝑈𝐻. Table 2.1 is a useful ionization energy table. 
 
Atom 
Ion number 
1 2 3 4 5 6 7 8 
H 13.6        
He 24.6 54.4       
Li 5.4 75.6 122.4      
Be 9.3 18.2 153.9 217.7     
B 8.3 25.1 37.9 259.3 340.2    
C 11.3 24.4 47.9 64.5 392.0 489.8   
N 14.5 29.6 47.4 77.5 97.9 551.9 666.8  
O 13.6 35.1 54.9 77.4 113.9 138.1 739.2 871.3 
F 17.4 35.0 62.7 87.1 114.2 157.1 185.1 953.6 
Ne 21.6 41.1 63.5 97.0 126.2 158.0   
Na 5.1 47.3 71.6 98.9 138.4 172.0 208.5 266.0 
Mg 7.6 15.0 80.1 109.3 141.2 186.5 224.9 266.0 
 
Table 2.1 Ionization table [eV] 
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Chapter 3 
Terahertz radiation by colliding lasers in magnetized plasmas 
 
1. Introduction 
Far-infrared light sources have long been the poor relation of electromagnetic sources for probing 
and imaging the structure and dynamics of matter. Enormous effort is now being made to fill the 
perceived terahertz (THz) gap, with the development of high power THz sources, because of their 
potential high impact applications in science and technology. Diverse sources have been developed 
using both electronic and optical methods, for example the laser-plasma-based schemes [19, 21-38] 
which promise compact THz sources with notably high field amplitude over a wide range of 
frequencies, and conventional beam driven vacuum sources such as gyrotrons, backward wave 
oscillators etc.  
Linear mode conversion [28, 39] and the two-color schemes are known to yield short duration 
and wide-band THz pulses with remarkably high amplitude, up to MV/cm level. The latter is 
attractive because of its high conversion efficiency and moderate laser requirement [34, 35]. 
While the peak power of these wide band THz sources is increasing rapidly, the average power 
of available narrow band THz sources remains very low. A monochromatic THz source based on 
laser-plasma interactions and wake fields is feasible [25]. By converting the longitudinal current of 
the wake field to a transverse one using an external magnetic field, this Cherenkov wake scheme may 
extend the pulse duration and increase the emission power [36-38]. However, the field amplitude or 
power from such a monochromatic THz source is still low, compared with wide-band schemes. 
Considering the numerous important applications such as the high-contrast imaging [40-42] or the 
interferometry of Tokamak plasmas [43, 44], it is necessary to provide suitable monochromatic 
sources that have high tunability, compactness, and most of all high power. 
In this chapter, it is proposed a new mechanism of generating high intensity and monochromatic 
THz radiation from laser-plasma interactions. The fundamental idea is to evoke a strong, localized, 
long-lasting electron oscillation in plasma, which acts as a radiating antenna emitting a continuous 
THz wave. Practically the radiation current source can be generated by the strong ponderomotive 
force from two short laser pulses colliding at a desired position inside the plasma [44]. Then the 
longitudinal oscillation induced in this way is converted to a transverse one by a weak transverse 
external magnetic field. Because the radiation from this current source oscillates at the plasma 
frequency, the electromagnetic fields are usually cut-off by the ambient plasma in a normal condition, 
which is indeed the very reason why plasma oscillations cannot be easily converted to transverse 
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electromagnetic waves in laser-plasma systems. However, it has been discovered that when 
electromagnetic wave is constantly driven near cut-off, as in this case, the field grows as its energy is 
fed by the driving current. Furthermore, both electric and magnetic components of the field diffuse 
strongly into the plasma. As a consequence, the diffusing electromagnetic field eventually propagates 
across the plasma-vacuum boundary and is converted to an emitted electromagnetic wave into free 
space. This concept of THz generation is shown schematically in Fig. 2.1. 
 
 
Figure 3.1 : Schematic of terahertz emission from a current source generated 
by two counter-propagating laser pulses. 
 
As the plasma frequency can be easily controlled in the few THz regime, this mechanism can be 
utilized as a new THz radiation source. As I will show later through numerical simulations, the 
resultant amplitudes of the THz emission reach tens of MV/m and has a sub-nano-second pulse 
duration. Such high amplitude and long duration waves in the few THz frequency regime cannot be 
readily obtained using conventional methods in compact systems. 
 
2. Electromagnetic diffusion and growing near cut-off frequency 
The diffusion of the electromagnetic field, which is a key factor for enhanced THz emission in 
this scheme, is apparent in the field evolution modelled by a constantly driven complex diffusion 
equation. Such diffusion of the electromagnetic wave is quite different from the well-known magnetic 
field diffusion into conducting material, where just the slowly varying magnetic component diffuses 
while the electric component remains negligibly small. To describe electromagnetic diffusion near 
cut-off, we start from the wave equation: 
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∂2𝐸𝑦
∂x2 − 1𝑐2 ∂2𝐸𝑦∂t2 = 4𝜋𝑐2 𝜕𝐽𝑦𝜕𝜕                                                                      = 4𝜋
𝑐2
𝜕
𝜕𝜕
�−𝑛0𝑒𝑣𝑦 + 𝐽0𝑒−𝑖𝑖𝑡�                                                                             = 4𝜋
𝑐2
𝜕
𝜕𝜕
�−𝑛0𝑒
−𝑒𝐸𝑦
𝜇
+ 𝐽0𝑒−𝑖𝑖𝑡� 
                                                             = 𝜔𝑝2
𝑐2
𝐸𝑦 + 𝜕𝜕𝜕 �𝐽0𝑒−𝑖𝑖𝑡� 
 
 
 
 
   
(3.1) 
Note that the first term on the right-hand-side is the self-current induced by 𝐸𝑦 itself, while the 
second term is a constant driving current. By assuming that the electric field amplitude evolves slowly, 
the electric field 𝐸𝑦 can be written as 𝐸�𝑒−𝑖𝑖𝑡, where 𝐸� is a slowly evolving function of time. Since 
ω ≅ 𝜔𝑝, i.e. 𝐸𝑦 is nearly at cut-off, the first term on the right-hand-side is cancelled out by the 
second time derivative of 𝑒−𝑖𝑖𝑡 on the left-hand-side. Neglecting the second time derivative of 𝐸� 
from the slowly varying assumption, we obtain a constantly driven diffusion-like equation of the 
electric field: 
 ∂
2𝐸�
∂x2 + 𝑖2𝜔𝑝𝑐2 ∂2𝐸�∂t2 = − 𝑖4𝜋𝜔𝑝𝑐2 𝐽0(𝑑) (3.2) 
Note that Eq. (3.2) takes the usual form of a driven diffusion equation, except that the diffusion 
coefficient, which is −i𝑐2/2𝜔𝑝, is complex. 
From the Laplace transform 
 𝑓(𝜕) = � 𝑓(𝜕)𝑒−𝑠𝑡𝑑𝜕∞
0
, (3.3) 
Eq. (3.2) has the form of  
 ∂
2E
∂x2 + 𝑖2𝑐𝜔𝑝𝑐2 E = − 𝑖4𝜋𝜔𝑝𝑐𝑐2 𝐽0(𝑑). (3.4) 
If all variables are normalized by the value corresponding to 𝜔𝑝 (refer to Chapter1 1.1), Eq. (3.4) 
becomes  
 
∂2𝑎𝑝
∂𝜕2
+ 𝑖2𝑐
𝜔𝑝
𝑎𝑝 = − 𝑖𝑐 𝑗0(𝜕) (3.5) 
, where 𝜕 is the normalized length and 𝑎𝑝 is the normalized vector potential. Using Green function 
method 
 �
𝑑2
𝑑𝑑2
+ 𝑘2�G(𝑑 − 𝑑′) = −δ(𝑑 − 𝑑′)   ⇒ G(𝑑 − 𝑑′) = 𝑖2𝑘 𝑒𝑖𝑖�𝑥−𝑥′�, (3.6) 
to solve Eq. (3.5), the solution of Eq. (3.5) is 
25 
 
 
𝑎𝑝(𝑐) = −�𝜔𝑝2𝑖 12𝑐3/2 � 𝑒𝑖𝑖�𝜉−𝜉′�𝑗0𝑑𝜕′∞−∞  
µ ≡ �2𝑖𝑐/𝜔𝑝. (3.7)  
And using inverse Laplace transform 
 𝑓(𝜕) = 12𝜋𝑖� 𝑒𝑠𝑡𝑓(𝜕)𝑑𝑐𝛾+𝑖∞𝛾−𝑖∞ , (3.8) 
The final solution of Eq. (3.2) can be represented as follows: 
 𝑎�𝑝(𝜕, 𝜏) = 1 + 𝑖8𝜋 � 𝑑𝜕′𝚥0̂𝑒−�𝜉−𝜉′�2/𝜎2∞−∞ � 𝑑𝑐 𝑒𝑠𝑠+𝑖√2𝑖𝑠�𝜉−𝜉′�𝑐3/2𝛾+𝑖∞𝛾−𝑖∞  (3.9) 
, where τ is the normalized time and the current is assumed as 𝚥0̂(𝜕) = 𝚥0̂𝑒−𝜉2/𝜎2. Approximated 
solutions of Eq. (3.9) can be obtained by using the steepest descent method (saddle point method) as 
follows 
 𝑝(𝑐) ≡ 𝑐𝜏 + 𝑖√2𝑖𝑐|𝜕 − 𝜕′|, (3.8) 
 𝑝(𝑐0)′ = 0  ⇒  𝑐0 = |𝜕 − 𝜕′|2𝑖2𝜏2 , (3.9) 
 𝑝(𝑐0)′′ = 𝜏3|𝜕 − 𝜕′|3 𝑒𝑖𝑖/2. (3.10) 
To avoid the rising area of complex plane, the phase direction is chosen by the steepest descent 
argument 
 z = 𝑧0 + 𝑇eiα (3.11) 
 α = 𝜋2 − 12𝑎𝑟𝑔[𝑝(𝑐0)′′] = 𝜋4, (3.12) 
then ‘s’ becomes 
 s ≈ 𝑐0 + 𝑇𝑒𝑖𝑖/4, (3.13) 
and 𝑝(𝑐) is 
 𝑝(𝑐) ≈ 𝑖 |𝜕 − 𝜕′|22𝜏 − 𝜏32|𝜕 − 𝜕′|2 𝑇2. (3.14) 
The approximated form of Eq. (2.9) is represented as 
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𝑎�𝑝(𝜕, 𝜏)
= √28𝜋 𝑒𝑖𝑖/2 � 𝑑𝜕′𝚥0̂𝑒−𝜉′2/𝜎2𝑒𝑖�𝜉−𝜉′�2/2𝑠∞−∞ � 𝑑𝑇 𝑒
𝑠
2�−
𝑠2|𝜉−𝜉′|2�|𝜕 − 𝜕′|3
√2𝑖3 �1 + √2𝑖𝜏|𝜕 − 𝜕′|𝑇𝑒𝑖𝑖/4�3/2
∞
−∞
. (3.17) 
More reduced form of Eq. (3.17) can be obtained in certain limits. First, for |𝜕 − 𝜕′|/τ ≫ 1, i.e. far 
from the current source position and temporally in the early stage which leads to 
 𝑎�𝑝(𝜕, 𝜏) = −𝜎𝚥0̂
√2 𝜏3/2𝜕2 𝑐𝑜𝑐 �𝜕22𝜏 + 𝜋4�. (3.18) 
Second, for = 0 , i.e. at the oscillation center of the current, Eq. (3.17) is represented as follows, 
which have assumptions of �𝜉−𝜉
′�
𝑠
= 1 because the wave propagates the distance 𝜕′ with time τ 
after colliding laser each other 
 
𝑎�𝑝(0, 𝜏) = √28𝜋 𝑒𝑖𝑖2 √2𝑖3 
                   × � 𝑑𝜕′𝚥0̂𝑒−𝜉′2𝜎2 𝑒𝑖𝜉′2∞
−∞
�� 𝑑𝑇
𝑒−
𝑠
2𝑇
2
�1 + √2𝑖𝑇�3/20−∞ + � 𝑑𝑇 𝑒−
𝑠
2𝑇
2
�1 + √2𝑖𝑇�3/2∞0 � (3.19) 
           = √28𝜋 𝑒𝑖𝑖2 √2𝑖3 � 𝑑𝜕′𝚥0̂𝑒−�𝜉′2𝜎2 −𝑖𝜉′2 �∞−∞  
                           × �𝜏2�
⎣
⎢
⎢
⎢
⎡
𝑒−𝑦
�1 − 𝑖 2
√𝜏
𝑦1/2�3/2 + 𝑒−𝑦�1 + 𝑖 2
√𝜏
𝑦1/2�3/2
⎦
⎥
⎥
⎥
⎤
𝑦−1/2𝑑𝑦∞
0
 
 
 
 
(3.20) 
, where 𝑦 ≡ 𝑠
2
𝑇2. When assuming early stage (𝜏 is relatively small), the terms in bracket of Eq.(3.20) 
can be expanded with the orders of y 
 
𝑦−1/2 �1 − 𝑖 2
√𝜏
𝑦1/2�−3/2 ≈ 𝑦−1/2 �1 − 32 𝑖 2√𝜏 𝑦1/2 + ⋯� 
𝑦−1/2 �1 + 𝑖 2
√𝜏
𝑦1/2�−3/2 ≈ 𝑦−1/2 �1 + 32 𝑖 2√𝜏 𝑦1/2 + ⋯�. (3.21) 
So 𝑛 = 1 terms are deleted. Using Watson lemma 
 𝑓(𝜕)~ �𝑎𝑛𝜕𝜆𝑛−1∞
𝑛=0
 (3.22) 
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� 𝑒−𝑧𝑡𝑓(𝜕)𝑑𝜕∞
0
~ �𝑎𝑛 𝛤(𝜆𝑛)𝑧𝜆𝑛∞
𝑛=0
 
, where 𝜆𝑛 > 0, 𝑛 = 0 term becomes 
 
� 𝑒−𝑦𝑦−1/2 �1 − 𝑖 2
√𝜏
𝑦1/2�−3/2 𝑑𝑦∞
0
~𝛤(𝜆0)(1)𝜆0 = 𝛤 �12� = √𝜋. (3.23) 
Consequently Eq. (3.20) is reduced to an asymptotic form as a function of 𝜏 as follows 
 
𝑎�𝑝(0, 𝜏) = −(1 + 𝑖) 𝚥0̂𝜎2 √𝜏𝑒−𝜎2/16. (3.24) 
Fig. 3.2 (a) is snapshot of the diffusing fields at different time, obtained from numerical 
integration of Eq. (3.2). As the field diffuses, its modulation length shrinks with increasing distance 
for fixed time, while growing at a fixed position as can be predicted from the cosine term in Eq. (3.18). 
Such a temporal behavior is presented in Fig. 3.2 (b), where the numerical integration of Eq. (3.2) is 
plotted at 𝜔𝑝𝑑/𝑐 = 0 (current center), 5, and 10. The central field increases monotonically by √𝜕 as 
expected from Eq. (3.24), while the off-central field initially follows t3/2 obeying Eq. (3.18), but 
eventually reduces to √𝜕 as the central peaked region of the field expands. 
The diffusing-growing nature of the field can be utilized as a method to convert the plasma 
oscillation into an electromagnetic wave in free space. As the growing field eventually hits the 
plasma-vacuum boundary through diffusion, radiation will be emitted into free space with temporally 
increasing amplitude. Indeed, such a field growth driven by this diffusion mechanism is the major 
advantage of our scheme in producing strong THz emission. To confirm this scenario of THz 
radiation, we have performed one- and two-dimensional particle-in-cell (PIC) simulations. A 
trapezoidal shape has been chosen for the plasma density profile, where the densities of the flat part 
are 1.25 × 1018𝑐𝜇−3  and 5.0 × 1018𝑐𝜇−3  (10 and 20 THz, respectively). To reduce any 
mismatch of radiation impedance, a density ramp-up over 100µm is added to the flat plasma. 
Another important effect of the density gradient is that the field growth indicated by Eq. (3.18) is 
sustained for a longer time, eventually leading to stronger THz emission. The two counter-pulses are 
arranged so that they collide at 25µm or 50µm from the knee of the density gradient. The 
wavelength of one of the pulses is 870nm, which is typical for Ti:sapphire lasers and the other is 
detuned so that their beat resonantly drives the plasma oscillation. In the two-dimensional simulation, 
the pulses focus at the colliding point with 50µm spot radius. The normalized vector potential of the 
pulse is 0.05, for which 𝐼~5 × 1015 𝑊/𝑐𝜇2 and 𝑃~0.2 𝑇𝑊. 
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Figure 3.2 : (a) Spatial profile of the diffusing field at different times  
and (b) its temporal growth at different positions. 
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Fig. 3.3 (a) is an image of the THz emission obtained from two-dimensional PIC simulations. 
The diffusion and growth of the field measured on the axis [Fig. 3.3 (b)] takes on a very similar shape 
to the theoretical model. To observe the long time behavior of the signals, several one-dimensional 
PIC simulations have also been performed with the same parameters, varying the distance from the 
plasma edge to the pulse collision point as shown in Fig. 3.3 (c). In this figure, THz emission grows as t3/2 initially, but soon evolves into √𝜕 dependence, which is exactly the same feature as shown in 
Fig. 3.2 (b). When the pulse collision occurs further into the plasma, it takes longer for the emission to 
grow, but eventually it reaches a comparable level (red and blue). Note that, due to the density 
gradient, a strong, but short duration emission by linear mode conversion [29] emerges 
simultaneously in the early stage. Though not fully plotted in the figure, the emission usually lasts up 
to an order of hundred pico-seconds, which produces quite a monochromatic frequency spectrum as 
shown in Fig. 3.3 (d). 
 
3. Scaling of the THz amplitude 
To obtain a scaling law for the field strength of the THz emission as a function of the driving 
pulse amplitude, I calculated the radiation current source, i.e. the 𝐽0 term in Eq. (3.2). Since the 
current is driven by the beat of two counter-propagating pulses, the electron oscillation is spatially 
fast-varying, where a linear portion of the oscillation is averaged out. However, the remaining smooth, 
nonlinear component can still be strong [45], forming a bunched longitudinal current oscillating at the 
plasma frequency. Once this averaged longitudinal current is generated, it induces a transverse current 
oscillation via the external magnetic field. 
When the right- and left-going laser pulses are represented by 
 
𝑎+ = 𝑎�+𝑒𝑖𝑖+𝑥−𝑖𝑖+𝑡 , 
𝑎− = 𝑎�−𝑒−𝑖𝑖−𝑥−𝑖𝑖−𝑡 (3.25) 
, respectively, their beat is proportional to 𝑒𝑖(𝑖++𝑖−)𝑥−𝑖(𝑖+−𝑖−)𝑡 = 𝑒𝑖(𝑖++𝑖−)𝑥−𝑖∆𝑖𝑡. Thus, it exerts 
the ponderomotive force on the electrons, in the same way, to yield the density perturbation 
 𝑛1 = 12 �𝑛�1𝑒𝑖(𝑖++𝑖−)𝑥−𝑖∆𝑖𝑡 + 𝑐. 𝑐. � (3.26) 
Because the spatial average of 𝑛1 disappears, the linear current −e𝑛0𝑣1 does not contribute 
significantly to the electromagnetic radiation. However, a non-vanishing second-order current remains 
given by 
 〈𝐽2〉 = − 𝑒4 (𝑛�1𝑣�1∗ + 𝑛�1∗𝑣�1) = − 𝑒𝜔𝑝8𝑘𝑛0 |𝑛1|2 (3.27) 
And here, we have used the linearized continuity relation between 𝑛�1 and 𝑣�1 
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Figure 3.3 : (a) Diffusion of the transverse electromagnetic field inside a magnetized plasma (B = 2T) 
and THz radiation with 𝑛0 = 5.0 × 1018𝑐𝜇−3, 𝑎0=0:05, and σ =  4µm. The snapshot was captured 
at 1.3 ps after the pulse collision. (b) The field measured on the axis. (c) Temporal growth and 
saturation of the THz field for different collision points (L), and (d) the corresponding power spectra, 
with 𝑛0 = 1.25 × 1018𝑐𝜇−3, σ =  4µm (red, blue) and 5.0 × 1018𝑐𝜇−3, σ =  4µm (green). 
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 𝑣�1 = ∆ω2𝑘𝑛0 𝑛�1 (3.28) 
and assumed resonant driving, i.e. ∆ω ≅ 𝜔𝑝. This spatially smooth nonlinear current, together with a 
linear self-current, drives the longitudinal electric field oscillations via the relation of  
 ∂E𝑥,𝑠𝑠𝑠𝑠𝑡ℎ
∂t = −4𝜋�𝐽1,𝑠𝑒𝑙𝑠 + 〈𝐽2〉�. (3.29) 
After applying time derivative to both sides of Eq. (3.29), it is obtained the wave equation as follows 
 � 𝜕2𝜕𝜕2 + 𝜔𝑝2�E𝑥,𝑠𝑠𝑠𝑠𝑡ℎ = −4𝜋 𝜕𝜕𝜕 〈𝐽2〉                                             = 𝜋𝑒𝜔𝑝2𝑘𝑛0 𝜕𝜕𝜕 |𝑛�1|2 (3.30) 
Note that 𝑘+ ≅ 𝑘− = 𝑘, so 𝑘+ + 𝑘− = 2𝑘. To obtain the solution of Eq. (3.30) we evaluate the 
temporal evolution of 𝑛�1 driven by the beat of the counter pulses. The process of the temporal 
evolution of 𝑛�1 follows: 
From the equation of motion excepting magnetic force term with the reason of weakly magnetized 
plasma, i.e. 𝜔𝑐 = 𝑒𝐵0/𝜇 ≪ 𝜔𝑝 
 ∂v1∂t = − 𝑒𝜇 E1 + 𝐹𝑝(𝑝𝑜𝑛𝑑𝑒𝑟𝑜𝜇𝑜𝑣𝑖𝑣𝑒 𝑓𝑜𝑟𝑐𝑒)𝜇 = − 𝑒𝜇 E1 + 𝑐24 𝜕|𝑎|2𝜕𝑑          = − 𝑒
𝜇
E1 − 𝑐2𝑘[𝑅𝑒{𝑖𝑎+𝑎−∗}]  (3.31) 
and Poisson’s equation 
 ∂E1
∂x = −4πe𝑛1, (3.32) 
resultant another form of wave equation can be derived as 
 � 𝜕2
𝜕𝜕2
+ 𝜔𝑝2�E1 = −4𝜋𝑒𝑛0𝑐2𝑘 𝜕𝜕𝑑 [𝑅𝑒{𝑖𝑎+𝑎−∗}]. (3.33) 
Using Eq. (3.32), the amplitude part 𝑛�1 corresponding to the terms of ei(2𝑖𝑥−∆ωt) is expressed as 
 ∂𝑛�1
∂t = −𝑖 𝑛0𝑐2𝑘2𝜔𝑝 𝑎+𝑎−∗, (3.34) 
where the terms of second times derivatives to 𝑛�1 are neglected. For laser pulses assumed to be 
longitudinally Gaussian with the same amplitude 𝑎0 and pulse duration τ, the pulse amplitude can 
be written as 
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 𝑎�± = 𝑎0𝑒𝑑𝑝 �− �𝜕 ∓ 𝑑 ± 𝐿𝑐 �2𝜏2 �. (3.35) 
Note that it is arranged for the peaks of the pulses to overlap at x = 0 after propagation by distance L. 
Then, applying the Green function method 
 � 𝑑2
𝑑𝜕2
+ 𝜔𝑝2�G(𝜕, 𝜕′) = δ(𝜕 − 𝜕′)   ⇒ G(𝜕, 𝜕′) = 𝑒𝑖𝑖𝑝�𝑡−𝑡′�2𝑖𝜔𝑝  (3.36) 
 to Eq. (3.30), we obtain 
 𝐸𝑥,𝑠𝑠𝑠𝑠𝑡ℎ =
𝐴(𝑑)𝜏2√𝜋
𝑖4𝜔𝑝 � 𝑑𝛼𝑒𝑖𝑖𝑝�𝑡−𝛼𝑠√2+𝐿𝑐�𝛷(𝛼)∞−∞  
                   = 𝐴(𝑑)𝜏2√𝜋
𝑖4𝜔𝑝 ��� 𝑑𝛼√2𝑠 (𝑡−𝐿/𝑐)−∞ + � 𝑑𝛼∞√2𝑠 (𝑡−𝐿/𝑐) �𝑒𝑖𝑖𝑝�𝑡−�𝛼𝑠√2+𝐿𝑐��𝛷(𝛼)� 
(3.37) 
,where α ≡ √2
𝑠
(𝜕′ − 𝐿/𝑐), 
 𝛷(𝛼) ≡ 𝑒−𝛼2
√𝜋
� 𝑑𝑑𝑒−𝑥
2
𝛼
−∞
 (3.38) 
and  
 𝐴(𝑑) ≡ 2𝜋𝑒𝑛0𝑐4𝑘3
𝜔𝑝
𝑎�0+
2𝑎�0−
2e−4𝑥2/𝑠2𝑐2 (3.39) 
By fitting using error function 𝛷(𝛼) can be approximated as  𝛷(𝛼) ≈ B𝑒−(𝛼−𝑥0)2/𝑏2 (3.40) 
,where B = 0.61,𝑑0 = 0.36 and 𝑏 = 0.82. If t is sufficiently large enough, second term of Eq. (3.37) 
is neglected, then Eq. (3.37) is reduced to a finally approximated form 
 𝐸𝑥,𝑠𝑠𝑠𝑠𝑡ℎ = 𝐴(𝑑)𝜏2√𝜋𝐵𝑖4𝜔𝑝 𝑒𝑖𝑖𝑝𝑡 � 𝑑𝛼𝑒−(𝛼−𝑥0)2/𝑏2𝑒−𝑖𝑖𝑝�𝛼𝑠√2+𝐿𝑐�∞−∞ . (3.41) 
Then finally the spatially averaged longitudinal oscillation amplitude becomes 
 𝑒𝐸𝑥,𝑠𝑠𝑠𝑠𝑡ℎ
𝜇𝜔0𝑐
= 𝜋16𝜎2𝑘2𝑎�0+2𝑎�0−2e−4𝑥2/𝜎2𝑒−0.08405𝑖𝑝2𝑠2𝑐𝑖𝑛 �𝜔𝑝𝜕 − 𝜔𝑝𝜏𝑑0√2 � (3.42) 
,where 𝜔0  is the laser’s angular frequency. An interesting feature of this equation is that the 
longitudinal field depends only weakly on the plasma density via the exponential term, which is quite 
a different feature from the single-pulse-driven wake field.  
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By applying an external magnetic field in the transverse direction, the longitudinal electric field 
given by Eq. (3.42) can be partially converted to the transverse field oscillating with the same 
frequency 𝜔𝑝. Here the ratio of the transverse oscillation to the longitudinal one is given by  
 𝐸𝑦 = 𝜔𝑐𝜔𝑝 𝐸𝑥,𝑠𝑠𝑠𝑠𝑡ℎ (3.43) 
, which yields 
 𝑒𝐸𝑦
𝜇𝜔0𝑐
≅
𝜋16 𝜔𝑐𝜔𝑝 𝜎2𝑘2𝑎04𝑒−0.08405𝑖𝑝2𝑠2  (3.44) 
, where the assumption is 𝑎�0+ = 𝑎�0− = 𝑎0. Then the radiation source current is calculated from the 
relation  
 −4𝜋𝐽𝑦 = ∂E𝑦∂t  (3.45) 
When the plasma-vacuum boundary is sharp, and the pulse collision point is located exactly at 
the edge of the plasma, the transverse field given by Eq. (3.44) is coupled to the vacuum without 
experiencing the diffusion and growth. Thus Eq. (3.44) gives the scaling of the minimum THz 
amplitude as a function of the driving pulse amplitude. An interesting point in this scaling is that the 
THz amplitude is proportional to 𝑎04, corresponding to 𝑃2, where P is the power of the driving laser 
pulse. This is significantly different from the single-pulse driven systems, where the emission 
amplitude is proportional just to P. From this different scaling, and due to the 𝑘2factor, one of which 
is replaced by a much smaller value 𝜎−1 in the single-pulse case, we expect the counter-propagating 
pulse scheme to generate a much stronger THz wave than the single-pulse driven schemes, even with 
very moderate laser power. More detailed comparison between Eq. (3.44) and the single-pulse scaling 
shows that the counter-pulse effect dominates the single-pulse effect, when a0 > a𝑡ℎ, where 
 a𝑡ℎ~0.42 1
√𝑁
𝜔𝑝
𝜔0
 (3.46) 
and the single-pulse scaling is 
 
𝑒𝐸𝑥,𝑠𝑖𝑛𝑠𝑙𝑒
𝜇𝜔0𝑐
≅
√𝜋8 𝑎02 𝜔𝑝𝜔𝑐𝜔0 𝜏𝑒−𝑖𝑝2𝑠2/4. (3.47) 
Here N represents the number of oscillations of the laser field within the pulse duration, usually > 10, 
and 𝜔𝑝/𝜔0 ≪ 1, thus this condition is satisfied even for a small 𝑎0. 
Fig. 3.4 shows the theoretical curves of the THz amplitude from those two different schemes for 
𝑛0 = 5 × 1018 𝑐𝜇−3 and 𝑛0 = 1.25 × 1018 𝑐𝜇−3, corresponding to 20 and 10 THz, respectively. In 
Fig. 3.4, the simulation data (circles) exhibits saturation, which arises from wave-breaking of the  
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Figure 3.4 : Amplitude of the terahertz emission as a function of a0 for the counter-propagating pulse 
scheme and the single-pulse scheme with magnetic field B = 2T. (a) The case for 𝑛0 = 5.0 ×1018𝑐𝜇−3 (20 THz) and σ =  4µm. (b) The case for 𝑛0 = 1.25 × 1018𝑐𝜇−3 (10 THz) and 
σ =  8µm. The vertical bars represent the theoretical wave-breaking points from Eq. (3.51) 
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spatially fast varying wave. One major effect of wave-breaking is the suppression of the plasma 
current by kinetic detuning [46]. From the fact that it occurs when the electron fluid velocity, which is  
 𝑣�1 ≅ �𝜋8 𝑎02 𝜔0σ2  (3.48) 
from the linearized continuity equation, exceeds the phase velocity of the plasma wave 
 𝑣�𝑝ℎ = 𝜔𝑝2𝑘 (3.49) 
, we estimated the laser amplitude for saturation to be 
 𝑎𝑠𝑎𝑡 = �8𝜋�1/4 � 𝜔𝑝𝜔0𝜎𝑘. (3.50) 
In addition, the scaling for very low a0 obeys a02 rather than a04, though not as apparent in the 
figure, when a0 < a𝑡ℎ . As a consequence, operating with a0  between a𝑡ℎ  and a𝑡ℎ  may yield 
optimum energy conversion from laser to THz emission. 
As mentioned above in Fig. 3.3 (b), the density gradient helps the diffusing field to grow and to 
yield much stronger THz emission than for the sharp boundary case. Such a feature is verified by the 
PIC simulations, as shown in Fig. 3.5, where a significant enhancement due to the density gradient is 
apparent. Indeed, the positive effect of the density gradient is one of the advantages of the field 
diffusion mechanism. Because the every realistic plasma from a gas-jet or capillary discharge used for 
laser-plasma interactions has a natural density ramp-up, the experimental conditions can be greatly 
relaxed in our diffusion-growth scheme. Furthermore, even though a varying density is employed, the 
radiation frequency is not influenced much by that since our scheme is based on the local oscillation 
of the plasma. Note that, for a density gradient, the THz frequency is usually chirped leading to broad-
band emission when driven by a single pulse. 
 
4. Conclusion 
In summary, we have proposed and investigated a novel method for obtaining strong THz 
emission based on a driven-diffusion mechanism. We obtain, analytically, the temporal growth of the 
diffusing electromagnetic field by solving the constantly driven complex diffusion equation. For the 
driving term of the diffusing field, a long lasting, localized current source for the radiation can be 
evoked by two counter-propagating laser pulses colliding in the weakly magnetized plasma. From 
analytic theory, we found that the THz amplitude scales with 𝑃2 of the driving pulse, which is 
verified by one-dimensional PIC simulations. This scaling gives much stronger emission than for 
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Figure 3.5 : Dependence of the amplitude of THz emission on the length of the density gradient  
for 𝑛0 = 1.25 × 1018𝑐𝜇−3 (10 THz), 𝑎0 = 0.05, σ = 8µm, and B = 2T. 
 
single-pulse-driven systems, which is proportional just to P. Such significant enhancement of the THz 
amplitude arises from two factors: one is the stronger ponderomotive force produced by counter-
propagating pulses compared with a single pulse for a given total energy of the pulses. The other is 
the growth of the emission by a driven-diffusion mechanism of the electromagnetic field. 
Finally, we confirmed the feasibility of the proposed scheme for experimental realization by 
showing that it does not require any strict condition for the plasma or lasers such as the sharp plasma 
edge or the exact pulse collision point. Moreover, we discover that the density gradient positively 
enhances the emission amplitude. From such results, we note the experimental condition can be 
significantly relaxed. We suggest the following proof-of-principle experimental parameters: a couple 
of millimeter plasma with density of order 1018 𝑐𝜇−3 and density-ramp-up over 100µm, which is 
readily available from gas jet or capillary discharge. The intensity of the laser pulses used in our 
simulation is 5 × 1015𝑊/𝑐𝜇2, which yields 50 MV/m of the THz amplitude. Therefore we expect a 
few TW pulses with 200µm spot radius may yield THz power of order 0.1MW. 
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Chapter 4 
Measuring the magnetic field of a magnetized plasma using Raman 
scattering 
 
1. Introduction 
Raman Scattering in plasma is a prominent non-linear process in high power laser plasma 
interaction and is considered as an important diagnostic tool for various plasma applications such as 
plasma-based electron acceleration and inertial confinement fusion (ICF). These plasma-based 
applications are highly dependent on the status of plasma such as the homogeneity of plasma density, 
the temperature, and magnetic field. For example, both of the Raman forward scattering (RFS) and 
the Raman backward scattering (RBS) were used to measure the plasma density in under-dense 
plasmas [1, 47, 48]. It was also shown by particle-in-cell (PIC) simulations that the temperature and 
density of an homogeneous plasma are simultaneously detectable by measuring RBS and RFS 
together [2]. Meanwhile, one recent experimental result has shown that the spatial information of a 
plasma density is extractable using the Raman backward amplification technique based on stimulated 
Raman scattering [44]. Properties of laser propagation in magnetized plasmas have been also studied 
widely, where most of the works are focused on self-generated high magnetic field or Cerenkov wake 
radiation [36, 38, 49, 50]. Theoretical works for the case of X-mode [51, 52] showed that RBS 
spectroscopic peak shifts from the incident laser’s frequency by an amount of upper hybrid frequency 
ωℎ and the scattering growth rate decreases as the magnetic field increases. However, there has been 
almost no experimental or simulation study on the effects of external magnetic field on RBS and RFS. 
The reason may be partially that in the regime of short-wavelength laser pulse (𝜆~1𝜇𝜇), a huge 
magnetic field reaching a few hundred Tesla is required to clearly see its effects. Fortunately, the 
development of highly intense lasers with tens-of-micrometer-wavelength like a maser can give a 
more chance of studying experimentally the Raman scattering in magnetized plasma; for instance, 
terawatt-level and 5-ps pulse of 10 µm CO2 lasers are now available [53]. 
In a previous publication by one of the authors of this chapter, they proposed a method to 
measure the plasma density and temperature simultaneously utilizing the different sensitivities of the 
RBS and RFS to the plasma temperature [2]. Specifically, the thermal frequency shift of the Bohm-
Gross wave, 𝑣𝑡ℎ2𝑘2, depends on the wave number, so the RBS, which has a large wave number, is 
influenced more significantly by the plasma temperature than the RFS which has only a small wave 
number. By detecting and comparing the RFS and RBS frequency shifts simultaneously, the plasma 
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density and temperature information can be extracted together. 
In this chapter, it is suggested another method to measure simultaneously the time- and space-
averaged magnetic field as well as the plasma density utilizing the different behaviors of the RBS and 
RFS in a magnetized plasma. 
 
2. Theory 
When a pump laser pulse is irradiated onto magnetized plasma, it can be Raman-scattered into 
another electromagnetic waves and plasma waves. Theoretically, the plasma wave in such an 
environment is not purely electrostatic, but it contains an electromagnetic component. So the three 
waves, i.e., the pump, scattered, and the plasma waves, follow the X-mode dispersion relation as 
follows [7]: 
 𝑐2𝑘2
𝜔2
= 𝑐2
𝑣𝜑2
= 1
𝛽𝜑
2 = 1 −𝜔𝑝2𝜔2 𝜔2 − 𝜔𝑝2𝜔2 − 𝜔ℎ2 (4.1) 
, where 𝑣𝜑 is the phase velocity. Note that we assumed the relativistic effect can be neglected and the 
ions are stationary in the time scale of the scattering. In this scattering process, RFS yields two 
sidebands: one is the upshifted, and the other is the downshifted by an amount of plasma wave 
frequency. On the other hand, RBS yields only a downshifted sideband [54]. Usually, such a scattering 
occurs with a maximum growth rate, when the three waves, i.e., the pump (𝜔0,𝑘0), scattered (𝜔𝑠,𝑘𝑠), and the plasma (𝜔,𝑘) waves, satisfy the resonance condition. When the forward-scattering 
is relevant, the resonance condition between the three waves is  𝑘0 = 𝑘𝑠 + 𝑘𝑠𝑠, 𝜔0 = 𝜔𝑠 + 𝜔𝑠𝑠 (4.2) 
Here, the subscripts s and f represent the “scattered” and “forward,” respectively. For this case, the 
phase velocity of the plasma wave is fast, i.e.,  
 𝛽𝜑,𝑠 = 1𝑐 𝑑𝜔𝑠𝑑𝑘𝑠 ≅ 1𝑐 �𝜔0 − 𝜔𝑠𝑠��𝑘0 − 𝑘𝑠𝑠� ≈ 1 (4.3) 
, which is nothing but a group velocity of the high-frequency pump wave. On the contrary, the wave 
number of the plasma wave for an exactly backward scattering is roughly twice the pump’s wave 
number  𝑘𝑏 = 𝑘0 + 𝑘𝑏𝑠 ≅ 2𝑘0, 𝜔𝑏 = 𝜔0 − 𝜔𝑏𝑠 (4.4) 
Therefore, the RBS induces a slow plasma wave with  
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 𝛽𝜑,𝑏 ≈ 1𝑐 |𝜔0 − 𝜔𝑏𝑠|2𝑘0 ≪ 1. (4.5) 
Note that all those resonance condition can be interpreted as results of energy and momentum 
conservation between the photons and plasmons. 
As the phase velocities of the plasma waves involved in RFS and RBS are hugely different to 
each other, the spectral dependence of the scattered waves on the magnetic field shows a significantly 
different behavior. Such a point can be easily seen by representing the frequency of the plasma wave 
as a function of the phase velocity from Eq. (4.1) as follows: 
 𝜔2
𝜔𝑝2
= 1 + 𝐴 + 𝜔𝑐2/𝜔𝑝22 + ��1 + 𝐴 + 𝜔𝑐2/𝜔𝑝22 �2 − 𝐴 (4.6) 
, where 
 A ≡ 11 − 1/𝛽𝜑2. (4.7) 
For the case of RFS, 𝛽𝜑,𝑠~1, so the frequency of the plasma wave from Eq. (4.6) becomes, up to the 
first order of A−1 
 𝜔𝑠2 ≅ 𝜔𝑝2 �1 − 1𝐴�1 + 𝜔𝑐2𝜔𝑝2��. (4.8) 
In Eq. (4.8), the magnetic field effect is only a small term because |𝐴| ≫ 1, so the forward plasma 
wave frequency is very close to the plasma frequency 𝜔𝑝 . Therefore we can expect the RFS 
frequency is not affected significantly by the external magnetic field. Especially when the driving 
pump pulse is short enough to leave a wake-field behind, it is called the Cerenkov wake [36]. In the 
case of RBS, however, 𝛽𝜑,𝑏 ≪ 1, so A in Eq. (4.7) approaches to zero yielding 
 𝜔𝑏2 ≅ 𝜔ℎ2 = �𝜔𝑐2 + 𝜔𝑝2. (4.9) 
Then from Eq. (4.8) and (4.9), and the resonance conditions aforementioned, the plasma wave 
frequency can be represented as a function of the magnetic field both for RFS and RBS as in Fig. 4.1, 
where it is shown that the plasma wave frequency for the RBS case is more strongly influenced by the 
magnetic field than that for the RFS. As a consequence, it is expected that the RBS shows more 
frequency shift by the magnetic field effect than the RFS. Since there is almost no magnetic field 
information contained in RFS signal, it can be used as a reference to measure the plasma density. 
Then the magnetic field information can be extracted by measuring the additional frequency shift of 
RBS. 
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Figure 4.1 : Plasma wave frequency depending on magnetic field obtained from Eq. (4.8) and (4.9). 
 
Experimentally, the intensity and direction of the magnetic field as well as the plasma density can 
probably be measured by irradiating the pump pulse in various different angles, and detecting 
simultaneously the for- and back-scattered signals. 
 
3. Simulation 
As a test of such an idea, we performed a series of one-dimensional PIC simulations of the 
Raman scattering in magnetized plasma. For separation of the backscattered and forward-scattered 
signals, we employed the directional field split method for the field solver [8]. In the simulations, the 
external magnetic field was perpendicular to the propagation of the pump laser pulse. Then a 
longitudinally Gaussian pump laser pulse with the wavelength 10µm and pulse duration τ = 10ps 
was launched. The peak value of the normalized vector potential of the pump pulse was 𝑎0 =
𝑒𝐸0𝑦/𝜇𝜔0𝑐 = 0.3. We also loaded a cold, magnetized plasma with densities 𝑛0 = 1.0 × 1015𝑐𝜇−3 
and 1.0 × 1017𝑐𝜇−3, which corresponded to 𝜔𝑝/𝜔𝑐 = 0.0095 and 0.095, respectively. Here, we 
used a linearly polarized laser field in y direction. The plasma was magnetized by a z-directional 
various DC external magnetic fields. The laser pulse propagated to the right x-direction in the 
simulation window, so the right going and left-going fields contained the RFS and RBS signals, 
respectively. 
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Fig. 4.2 is the simulation result for the magnetic field 20Tesla measured at 𝜕 =  43.3 𝑝𝑐. Fig. 4.2 
(a)–(c) show the right going field, the left going field, and the k-spectra of the RFS and RBS signals, 
respectively. In the case of RFS spectrum, only the lower sideband is presented for comparison with 
the downshifted RBS frequency. From Fig. 4.2 (c), it is clearly seen that the additional frequency shift 
by the magnetic field in RBS is large enough compared to the bandwidth of each peak, so it can be 
readily utilized to get the magnetic field strength. Note that the RFS signal is superposed by the 
original pump wave, so it is not distinguishable in the figure, while the backscattered signal can be 
separately observed as in Fig. 4.2 (b). 
In Fig. 4.3, it is shown that the Raman peak shift for different magnetic fields measured from the 
simulations agree well with the theory. Because of the low growth rate of RFS in low plasma density, 
we could not detect the RFS in the case 𝑛0 = 1.0 × 1015𝑐𝜇−3. However in real experiments, the 
RFS signal might be detected more easily by using a longer pump pulse. In the case of higher plasma 
density of 𝑛0 = 1.0 × 1017𝑐𝜇−3, Fig. 4.3 (b) shows a good agreement between the theory and the 
simulations even in extremely high magnetic field. To get more confidence in the simulation results, 
we measured the growth rate of the backscattering and compared it with the theory. The previous 
theoretical study of RBS growth rate(𝛾) in a cold, magnetized plasma [51] shows  
 γ = 12𝑘0𝑉0� 𝜔𝑝2𝜔0𝜔ℎ (4.1015) 
, where 𝑉0 is the pump wave induced velocity of the electrons. When the external magnetic field is 
small i.e. 𝜔𝑐 ≪ 𝜔𝑝, 
 𝑎0 ≅ 𝑉0𝑐 . (4.11) 
To compare the growth rates from Eq. (4.10) and simulations, we used the fact that the intensity of the 
scattered wave is proportional to 𝑒𝑑𝑝�𝛾𝑒𝑠𝑠𝜏𝑒𝑠𝑠� . Here, we approximated the Gaussian pulse 
durations and peak amplitude 𝑎0 used in the simulations to the square shape with 𝜏𝑒𝑠𝑠 = 𝜏/2 and 
𝑎0eff = 𝑎0/√𝜋. Because Eq. (4.10) is valid for an infinitely long homogeneous laser pulse, the 
simulation results can directly compared to it only after such averaging and approximating the 
Gaussian shape to the square shape. It is shown in Fig. 4.4 that the ratio of the spectral peak intensity 
of the scattered wave to that for B = 0 is matched well with the theoretical expectation. 
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Figure 4.2 : Measured (a) right going field and (b) left going field at t = 43.3ps and for magnetic field 
B=20T using a directional field splitting method. 
 (c) The frequency spectra for RFS (black) and RBS (red) are also shown. 
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Figure 4.3 : Frequency shifts of RBS and RFS depending on the external magnetic field for (a) the 
plasma density 𝑛0 = 1.0 × 1015𝑐𝜇−3, where the RFS was too weak to be detectable in the given 
simulation range, and (b) 𝑛0 = 1.0 × 1017𝑐𝜇−3, where both RBS and RFS could be measured. 
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Figure 4.4 : The RBS peak intensity and the theoretical growth rate depending on the external 
magnetic field. The solid line indicates γ/γ0 and the dot indicates measured peak intensity 
, where γ0 is the growth rate for B=0. 
 
4. Discussion and conclusion 
Here, we discuss a potential experimental application of the suggested idea. The proposed 
diagnostic method, along with the previous one to measure the plasma temperature [2], can be 
realized in the experiments by simultaneously detecting RBS and RFS spectra of the pump laser pulse 
irradiated in various angles. Though the plasma diagnostics by Raman scattering is usually applied to 
a relatively high-density plasma above 1018𝑐𝜇−3, we showed the suggested idea can also be used 
even in a low density plasma such as 1015𝑐𝜇−3 or below. In that sense, one of the good applications 
of the proposed method might be the diagnostics of Tokamak plasma density and magnetic field, 
where the density is in the range of 1013 − 1015𝑐𝜇−3 and the magnetic field at the core can reach 
up to a few or more than 10T depending on the operating regime. In that case the electron temperature 
can be as high as 𝑇 ≤ 10 𝑘𝑒𝑉 [55], so the currently proposed method probably should be combined 
with the previous method [2] of temperature measurement. To get a high enough growth rate in such a 
low density plasma, a longer duration of the laser pulse may be required. However, the pulse duration 
and focal spot are still very small compared to the length scale of the Tokamak plasma. Furthermore, 
the scattered signals may come dominantly from the focal spot of the 
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pump pulse, where the laser intensity is the maximum. Since the spot size is also small compared to 
the plasma, any boundary effects can be neglected. So our method may provide a good way of pin-
pointing the local plasma parameters. In that sense, though our method can be applied to 
homogeneous plasmas most effectively, such a limitation does not seem to diminish much the 
applicability of the suggested method. Note that when the dimensions of the plasma and the pump 
pulse are similar to each other, the plasma inhomogeneity may result in the bandwidth broadening of 
the scattered signals. On the other hand, the studies about the effects of density gradient on the growth 
of RBS can be found in Refs. [56, 57]. 
Before we summarize the works, it may be inspiring to compare the proposed idea with the 
Faraday rotation [58, 59], which is a well-known, robust method of measuring the magnetic field of a 
magnetized plasma. The rotation angle of the electric field polarization induced by the phase velocity 
difference of right-handed- and left-handed circularly polarized waves is described by   𝛷[𝑟𝑎𝑑] = 2.62 × 10−17𝜆2𝑛𝑒𝐵𝑑,   𝑖𝑛 𝑐𝑔𝑐 𝑢𝑛𝑖𝜕 (4.1216) 
, where 𝜆 and d are the wave length and propagation distance of the pump pulse, respectively. Then, 
to obtain the rotation by 1° under the parameters of Fig. 4.3 (a), the pulse propagation length should 
be at least 3cm, which is larger than the Raman growth length by an order of magnitude: the RBS 
growth length is 𝜏𝑒𝑠𝑠 ≅ 5𝑝𝑐, corresponding to 1.5mm. 
In conclusion, it is proposed and studied a method to measure the density and the magnetic field 
of magnetized plasma utilizing the different frequency shifts of RFS and RBS for a given magnetic 
field. The idea was verified theoretically and also by one-dimensional PIC simulations. To clearly 
separate the back- and forward scattered signals, we employed the directional field splitting method 
for the field solver in the PIC simulations. We showed that the additional frequency shift of RBS by 
the magnetic field was large enough to distinguish the magnetic field effect. Furthermore, the growth 
rate of RBS measured from the simulations agreed well with theoretical predictions. And finally a 
potential experimental application regarding Tokamak plasma diagnostics was discussed. 
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Chapter 5 
Electron trapping by a transversely ellipsoidal bubble in the laser wake-
field acceleration 
 
1. Introduction 
Since Tajima and Dawson first suggested the concept of the plasma-based laser wake-field 
acceleration and calculated the efficiency of the acceleration comparing it to commercial acceleration 
methods [60], many people have investigated that field by theory, computer simulations, and 
experiments [61-68]. Recently, significant experimental results came out showing quasi-
monoenergetic dense bunches of relativistic electrons with up to GeV-class energy [62, 63].  
The generation of the accelerating wake-field comes from the ponderomotive force of the driving 
laser pulse. In this mechanism, electrons are first expelled by the ponderomotive force of the laser 
pulse and then are attracted back to their origins by the electric field induced by the charge separation. 
When the power of the driving laser pulse exceeds a certain threshold value, i.e., P > P 𝑐  =30[GW] × (τ[fs]/λ[µm])2, this process forms a bubble, which is a spherically shaped electron-free 
region, having a sheath of higher electron density than that of the background in its rim. The bubble 
formed in this way propagates with the group velocity of the laser pulse so that   𝑣0/c ≃ 1 − 1/2γ02(γ0 ≃ ω0/ω𝑝) (5.1) 
, where ω𝑝 = �4πn 0e2/m  is the electron plasma frequency, ω𝑝 is the laser frequency and 𝑣0, n 0, m, γ0 are the laser group velocity, the background electron density, the electron mass, and the 
relativistic factor of the bubble, respectively. 
Differently from conventional accelerators, in many experiments and simulations of the electron 
acceleration in the bubble regime, people do not use a separate beam injector, but instead the electrons 
are mostly self-injected into the bubble from the background plasma. Depending on the position and 
duration of such self-injection, most of the important beam parameters like the beam energy, energy 
spread, emittance, and beam charge are determined. Thus, understanding the self-injection mechanism 
is the key point in the laser plasma acceleration study. In other contexts, to make a large amount of 
electrons be self-injected, various additional techniques have been proposed such as two counter 
propagating laser pulses [64, 69], density transition [70, 71], ionization injection [72],  etc. 
From the numerical studies, it has been observed that electrons can be trapped by a large bubble 
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with R > 4, where R is the normalized bubble radius to c/ω𝑝 [61]. After that Kostyukov et al. 
derived the trapping condition for a spherical bubble, γ0 < R/√2, where γ0 is the gamma-factor of 
the bubble's backside [5]. As another mechanism of the electron trapping, it was theoretically 
suggested that the bubble deformation (usually the bubble's expansion) also traps electrons [6]. 
Moreover, it was shown in the same reference that subsequent bubble shrinking after the expansion 
makes a quasi-monoenergetic energy peak in the electron beam. Such a bubble expansion is actually 
dominant in longitudinal direction, so a longitudinally ellipsoidal bubble theory was introduced [73].  
 
 
Figure 5.1 : Electron trapping as the bubble evolves temporally in its longitudinal (R𝑥) and transverse 
(R𝑦) sizes during an entire simulation. The solid box indicates the trapping region of an ellipsoidal 
shaped bubble, and the dashed box indicates that of a spherically shaped bubble. The previous 
spherical bubble model is not sufficient to explain the electron trapping in the ellipsoidal region. 
 
In this chapter we describe the electron trapping condition in a transversely elongated ellipsoidal 
bubble, comparing it with the spherical one. As an overall feature, we show the evolution of the 
ellipsoidal bubble in Fig. 5.1, where we traced the longitudinal and transverse bubble size separately, 
and also the electron trapping by a three dimensional particle-in-cell (PIC) simulation. As can be seen 
from Fig. 5.1, the bubble starts with a transversely long ellipsoidal shape R𝑦 > R𝑥 and then it slowly 
changes into a sphere (R𝑦 ≅ R𝑥). Here, the PIC simulation suggests that the trapping of electrons 
occurs not only in the spherical regime but also in the ellipsoidal regime, which is not explained by 
the previous spherical bubble model. To explain this, we generalized the bubble shape in the spherical 
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bubble theory in Ref [5]. First, we introduce the relationship between the ratio of the longitudinal 
bubble size to the transverse one and the ratio of the longitudinal field slope inside the bubble to that 
in the transverse direction. By numerically integrating particle trajectories around such an ellipsoidal 
bubble potential, we obtained a modified trapping condition for an ellipsoidal bubble. Then, the newly 
obtained condition was verified by three-dimensional PIC simulations. 
 
2. Model of the ellipsoidal bubble fields 
The electromagnetic field in a bubble has a linearly increasing region around the center and a 
thin sheath region near the bubble's edge. Such a field shape is well approximated by the following 
function [3, 5]:  
 𝐹(𝑟) = 𝑘 𝑟4 �1 − 𝜕𝑎𝑛ℎ 𝑟 − 𝑅𝑑 � (5.2) 
,where R is the bubble radius, d the sheath thickness at the bubble boundary and k the scale factor of 
the field slope of the bubble. Then, the electromagnetic field inside the bubble becomes  
 𝐸𝑥 = 𝐹(𝑟) 
𝐸𝑦 = −𝐻𝑧 = 𝐹(𝑟)2 . (5.3) 
 
It is actually observed that Eq. (5.2) matches well the results from three-dimensional PIC simulations 
for a long enough simulation time. Integrating Eq. (5.2) with r, we obtain the bubble potential Φ as 
follows: 
 𝛷(𝑟) = 𝑘 �
𝑟28 − 14 𝑟𝑑 𝑙𝑛 �exp �𝑟 − 𝑅𝑑 � + exp �− 𝑟 − 𝑅𝑑 ��  
+ 14𝑑� 𝑙𝑛 �exp (𝑟′ − 𝑅𝑑 ) + exp (−𝑟′ − 𝑅𝑑 )�𝑑𝑟′𝑟
0
�. (5.4) 
Actually the bubble potential is defined as 𝛷 = 𝐴𝑥 − 𝜙 using the gauge of 𝐴𝑥 = −𝜙, where 𝐴𝑥  
and 𝜙 are the x component of a vector potential and a scalar potential, respectively (see Sec. 3). By 
splitting the integration range at 𝑟 = 𝑅, the final form of the potential for the region of 𝑟 ≤ 𝑅   
becomes 
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 𝛷(𝑟) = 𝑘 �𝑟24 − 𝑟𝑑4 𝑙𝑛 �1 + exp�2(𝑟 − 𝑅)𝑑 �� − 𝑑28 𝐿𝑖2�−exp�2(𝑟 − 𝑅)𝑑 ��+ 𝑑28 𝐿𝑖2 �−exp �−2𝑅𝑑 ��� + 𝛷0 (5.5) 
and for the region of 𝑟 > 𝑅 
 𝛷(𝑟) = 𝑘 �𝑅24 + 𝑑2𝜋248 + 𝑑28 𝐿𝑖2 �−exp �−2𝑅𝑑 �� − 𝑟𝑑4 𝑙𝑛 �1 + exp�−2(𝑟 − 𝑅)𝑑 ��+ 𝑑28 𝐿𝑖2�−exp�−2(𝑟 − 𝑅)𝑑 ��� + 𝛷0 (5.6) 
,where  
 𝐿𝑖2(𝑑) = � 𝑑𝜕0
𝑥
𝑙𝑛(1 − 𝜕)
𝜕
 (5.7) 
is di-logarithm function and 
 𝛷0 = 1 − 𝑅24  (5.8) 
Is the potential at 𝑟 = 0 to make the potential unity at 𝑟 = 𝑅. When an ellipsoidal potential is 
assumed, we use different values for the radii in x and y directions in Eq. (5.6) , being marked by R𝑥 
and R𝑦. Then by assuming that the potential is constant around the bubble rim, we can set the 
potential as follows:  𝛷(𝑅𝑥 + 2𝑑𝑥;𝑘 = 𝑘𝑥) = 𝛷�𝑅𝑦 + 2𝑑𝑦;𝑘 = 𝑘𝑦�. (5.9) 
Here the multiplying factor of 2 in front of the sheath thickness d is just to ensure that the distance is 
far enough from R. We also use separate values for the field slopes in x and y directions, i.e., 𝑘𝑥 and 
𝑘𝑦. Then from Eq. (5.6) and (5.9), we obtain the relationship between the field slopes and the bubble 
sizes in x and y directions as follows: 
 𝑅𝑦 = �𝑘𝑥𝑘𝑦 𝑅𝑥, (5.10)  
𝑑𝑦 = �𝑘𝑥𝑘𝑦 𝑑𝑥 , (5.11) 
Eq. (5.10) tells us that the elongation of the ellipsoidal bubble is determined by the ratio of the 
bubble's field slope in each direction. This relation is well justified in Fig. 5.2, where it is shown that 
the measured values 𝑅𝑥, 𝑅𝑦, 𝑘𝑥 and 𝑘𝑦 from a three-dimensional PIC simulation satisfy well the 
theoretical relationship, Eq. (5.10) . Here, we notice that the scale factor 𝑘𝑥 or 𝑘𝑦 is obtained as the 
ratio of the slope of corresponding electric field component and the maximal value of the field slope 
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(1/2 for 𝐸𝑥 and 1/4 for 𝐸𝑦, see Ref. [61]). Note that 𝑘𝑥 and 𝑘𝑦 do not exceed unity.  
Eq. (5.5) and (5.10) along with appropriate 𝑘(𝜃) (see Eq. (14)) yield the following potential that, 
in turn, corresponds to elliptical shape of the bubble 
 𝛷 = 𝑘𝑥4 𝑑2 + 𝑘𝑦4 𝑦2 + 𝛷0 (5.12) 
In Eq. (5.12), we neglected the screening terms that are important only near the bubble rim. Even 
though this result comes from phenomenological field slopes, the potential shape matched well the 
PIC simulation result as shown in Fig. 5.2 and 5.5. 
 
3. Electron trapping in an ellipsoidal bubble 
In this section, we describe the electron trapping condition under the general shape of the bubble 
described above, i.e., 𝑅𝑥 ≠ 𝑅𝑦. When the group velocity of the driving laser pulse is close to the 
speed of light so that γ02 = 1/(1 − 𝑣02/c2) ≫ 1, the averaged electron motion in a slowly varying 
electromagnetic field is determined by the averaged Hamiltonian [74] 
 H = �1 + (1 + 𝑃)2 + 𝑎�2 − 𝑣0𝑃𝑥 − 𝜙 (5.13) 
, where P is the canonical momentum of the electron, 𝑎� the vector potential of the laser field, and A 
and 𝜙 the slowly varying vector and scalar potentials, respectively. We change the variables from (𝑑,𝑃𝑥) to �𝜕,𝑃𝜉� using ξ = 𝑑 − 𝑣0𝜕 and 𝑃𝜉 = 𝑃𝑥. The gauge is chosen as 𝐴𝑥 = −𝜙. Then, by 
defining the wake potential 𝛷 = 𝐴𝑥 − 𝜙, the Hamiltonian equation of motion is given by [3] 
 𝑑𝑃𝑥
𝑑𝜕
= −𝑣𝑥 𝜕𝐴𝑥𝜕𝜕 − 𝑣𝑦 𝜕𝐴𝑦𝜕𝜕 + 𝜕𝜙𝜕𝜕 = −12 (𝑣𝑥 + 1) 𝜕𝛷𝜕𝜕  (5.14)  𝑑𝑃𝑦
𝑑𝜕
= −𝑣𝑥 𝜕𝐴𝑥𝜕𝑦 − 𝑣𝑦 𝜕𝐴𝑦𝜕𝑦 + 𝜕𝜙𝜕𝑦 = −12 (𝑣𝑥 + 1)𝜕𝛷𝜕𝑦  (5.15)  𝑑𝜕
𝑑𝜕
= 𝑝𝑥
𝛾
− 𝑣0 = 𝑣𝑥 − 𝑣0 (5.16)  𝑑𝑦
𝑑𝜕
= 𝑝𝑦
𝛾
= 𝑣𝑦 (5.17) 
where p is the kinematic momentum, and γ = �1 + 𝑝𝑑2 + 𝑝𝑦2. Here, we assume that 𝐴𝑦 and 𝑎�    
are negligible. To represent an ellipsoidal potential Φ for Eq. (5.14)–(5.17), we introduce angle 
dependence of k in Eq. (5.5) and (5.6) such that   𝑘(𝜃) = 𝑘𝑥𝑐𝑜𝑐2𝜃 + 𝑘𝑦𝑐𝑖𝑛2𝜃, (5.18) 
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Figure 5.2 : Evolution of (a) the bubble sizes in longitudinal and transverse directions, and (b) the 
bubble field slopes in longitudinal and transverse directions. The “calculated 𝑅𝑦” is calculated from 
𝑅𝑥�𝑘𝑥/𝑘𝑦. For this simulation, the laser pulse spot size is 𝑟𝐿 = 1.9𝑘𝑝. 
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Figure 5.3 : Trajectories of electrons in (a) the ellipsoidal and (b) the spherical bubble potentials.  
The gamma factor of the bubble is γ0 = 4.5, the bubble radius is 𝑅𝑥 = 4.2, and the field slopes are 
(a) 𝑘𝑥 = 1, 𝑘𝑦 = 0.3, and (b) 𝑘𝑥 = 𝑘𝑦 = 1.0, for which the condition is non-trapping in the 
spherical bubble model. 
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, where θ is the angle measured from the x-axis. Then we numerically integrated Eq. (5.5), (5.6) and 
(5.14)–(5.17) to calculate the electron trajectories around the bubble potential to examine the trapping 
or non-trapping of electrons depending on the initial conditions of the bubble. Fig. 5.3 shows one 
example of such integration, where it is shown that an electron, which traces a non-trapping route 
around a spherical bubble, can actually be trapped if the bubble is elongated transversely for the same 
longitudinal bubble conditions such as the bubble speed and the longitudinal bubble size. 
 
To obtain a trapping condition for the ellipsoidal bubble, we performed a series of trajectory 
calculations numerically, where we tried to determine the maximum value of γ0 to trap the electron 
for a given 𝑘𝑦 and 𝑅𝑥. Note that as γ0 decreases, electrons can be trapped more easily. Those 
numerical results are shown in Fig. 4.4 for diverse values of 𝑘𝑦 and 𝑅𝑥. Then finally the fitting of 
those numerical results yielded the following condition for electron trapping: 
 γ0 ≤ 𝑅𝑥
�2𝑘𝑦 = 𝑅𝑦√2 (5.19) 
with parameters 𝑘𝑥 = 1 and 𝑑  =  0.05 (here we ignore d). Interestingly, the trapping condition is 
determined by just the transverse radius (𝑅𝑦). When 𝑅𝑥 < 𝑅𝑦 , even though the focusing field 
becomes weaker than that of a spherical bubble, i.e., 𝑘𝑦 < 1, the electrons can still be trapped. 
This result could be verified from the test potential calculation with more diverse 𝑘𝑦 and 𝑅𝑦  
as shown in Table I. In this table, note that a 𝑘𝑥 is fixed as unity, 𝑅𝑥 decreases with decreasing 𝑘𝑦  
for a given 𝑅𝑦. Table 5.1 shows that the trapping condition does not change much as long as 𝑅𝑦 is 
fixed though 𝑅𝑥 changes, which is indicated in Eq. (5.19). This point provides us with an important 
insight regarding the trapping, since the transversely elongated ellipsoidal bubble appears quite often 
in the early stage of the bubble formation, which is the regime that the spherical theory does not 
explain the trapping. 
Unfortunately we could not find more general relation of 𝑘𝑥, 𝑘𝑦 and bubble radius except 
𝑘𝑥 = 1, so we confine the theory for the case of sufficiently large 𝑘𝑥∼1. However this is a good 
approximation, since usually the longitudinal field slope reaches the maximum value earlier than the 
transverse field. 
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Figure 5.4 : The numerical calculation of the electron’s trapping condition. The red solid line is the 
condition from the spherical model and the black solid line is a fitting curve with 𝑅𝑥/�2𝑘𝑦 for 
𝑅𝑥 = 4 and 𝑅𝑥 = 7. Other parameters are 𝑑 = 0.05 and 𝑘𝑥 = 1. 
 
    𝑘𝑦     
𝑅𝑦 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 
5.0 … … 3.1 3.2 3.2 3.1 3.1 3.1 
6.0 … 3.9 3.9 3.9 3.9 3.8 3.8 3.8 
7.0 4.5 4.7 4.6 4.6 4.6 4.6 4.6 4.6 
8.0 5.5 5.5 5.4 5.4 5.4 5.4 5.4 5.4 
9.0 6.2 6.3 6.3 6.3 6.2 6.2 6.2 6.2 
 
Table 5.1 : Maximum value of 𝛾0 obtained from the test potential calculations with fixed 𝑘𝑥 = 1 
and varying 𝑘𝑦 and 𝑅𝑦. 
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4. Numerical simulation 
We carried out three-dimensional PIC simulations to verify the theoretical result in Eq. (5.19). A 
detailed explanation and some benchmarks of the PIC code are described in Ref. [75]. To generate an 
ellipsoidal bubble, we used a pulse spot size larger than the plasma wavelength, i.e.1.9λ𝑝. It is clearly 
observed in Fig. 5.5 that the bubble takes a transversely elongated shape in the early stage. Simulation 
parameters were as follows; the plasma density was 𝑛0 = 1.0 × 1019𝑐𝜇−3, the laser pulse was 
linearly polarized in the y direction with a Gaussian envelope, the wavelength was 𝜆 = 0.8 𝜇𝜇, the 
normalized vector potential of the laser pulse was 𝑎0 =  3, and the pulse duration was 26.6fs. The 
simulation stopped when the laser pulse passed the distance of 769λ inside the plasma. 
As the pulse propagates through the plasma, the field slope of bubble starts to increase. When the 
spot size of the pulse is larger than the plasma wavelength, the transverse field slope is somewhat 
tardy in growth in comparison with the longitudinal field slope, because the edge field of the laser 
pulse makes it hard for the electrons to gather around the bubble's sides. In this way, the retarded 
growth of the transverse field slope forms a transversely elongated ellipsoidal bubble. However as the 
transverse field slope eventually catches up with the longitudinal field slope, the bubble deforms to 
the sphere and subsequently the longitudinally elongated bubble. 
To compare the theoretical trapping condition Eq. (5.19) with the PIC simulations, the gamma 
factor γ0 of the bubble should be calculated. For that purpose, we tracked all the individual particles 
for an entire simulation period. Trapped particles were initially positioned at the vertical (transverse) 
edge of a bubble with a low momentum, and they began to be trapped near the backside of the bubble. 
Then, the gamma factor of the backside of the bubble can be calculated by [5] 
 γ0 ≅ � −12𝑑𝑑/𝑑𝑑0 (5.20) 
,where x is the last position and 𝑑0 the initial position of the trapped electrons in the trapping process. 
From the measured slope in x vs. 𝑑0 graphs as in Fig. 5.6 (b) , and using Eq. (5.20), the gamma 
factor of the bubble's backside can be calculated, which is the grey solid line in Fig. 5.6 (d) . The 
dashed line in Fig. 5.6 (d) indicates the threshold value for the trapping in the spherical bubble model, 
i.e., 𝑅𝑥/√2. If we follow 𝑅𝑥/√2, γ0 is larger than this value during the time t from 100 through 250, 
so there should be no trapping according to the spherical model, while significant particle trapping 
was observed as in Fig. 5.6 (c) . However that range is actually the ellipsoidal regime, and γ0 is 
located at the similar level of or below the modified threshold value 𝑅𝑦/√2, so the electron trapping 
in that temporal range is well explained by the ellipsoidal trapping condition. After the pulse passes 
through the non-trapping range around t = 260, the bubble took the spherical shape and satisfied both  
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Figure 5.5 : The distribution of the electron density in the x–z plane from a three-dimensional PIC 
simulation. The measured laser pulse spot sizes are (a) 𝑟𝐿 = 1.9λ𝑝, and (b) 𝑟𝐿 = 0.95λ𝑝, when the 
laser pulse passes through 340λ in the plasma. 
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Figure 5.6 : (a) The distribution of the electron density in the x–z plane from a three-dimensional PIC 
simulation. (b) The last position x of trapped electrons as a function of 𝑑0. (c) The number of trapped 
electrons scaled in an 𝑑0 coordinate. (d) The gamma factor of the bubble’s backside calculated from 
Eq. (5.20) and the measured slope of (b). The grey solid line is the gamma factor of the bubble’s 
backside, the red solid line is 𝑅𝑦/√2, and the dashed line is 𝑅𝑥/√2 which is the same as the 
spherical model. 
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the original and the modified trapping conditions. 
5. Conclusion 
We have demonstrated by the theory and simulations the self-injection of electrons in the 
ellipsoidal bubble. Such a transversely elongated bubble appears commonly in the early stage of the 
pulse propagation, when the pulse spot size is larger than the plasma wavelength. Numerically we 
found a trapping condition for such ellipsoidal bubbles, where the trapping threshold of γ0 is 
described more appropriately by 𝑅𝑥/�2𝑘𝑦 instead of 𝑅𝑥/√2 and consequently is just described by 
𝑅𝑦/√2. We have confirmed this result by numerical integration of test electron trajectories and full 
three-dimensional PIC simulations. Our result also implies that increasing the spot size of the driving 
laser pulse enhances early trapping of the electrons. However a more systematic study is required for 
the optimal bubble and pulse shapes, and the analytic origin of 𝑘𝑥 and 𝑘𝑦 relating the bubble 
density and Maxwell's equation, which are actually under progress. 
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Chapter 6  
Summary and Future work 
 
In this thesis the laser-plasma interaction is confined for the cold and electron only plasma. The 
theoretical models were studied and successfully verified from using PIC simulation for three 
applications of Terahertz generation, Raman scattering, and LWFA.  
Through studying our new terahertz scheme theoretically, to the best of our knowledge, new 
physical phenomenon of diffusing and growing field have been first introduced by our group. Our 
scheme uses two lasers and an external magnetic field, so it is controllable to decide the current 
position and to make specific current shape like curved one. In a sense of user friendly application, 
this control parameter gives advantages of our scheme. If we can make curved current, the generated 
field may have a focusing effect. This multi-dimensional effect may give another aspect of 
applications which would be our future work. Even though we used an external magnetized field to 
make a diffusing and growing electromagnetic field, other new schemes would be possible for our 
new phenomenon. Because the current with cut-off frequency makes diffusing and growing fields, 
previously well-known terahertz schemes like 2 color laser scheme also have a chance to show 
diffusing and growing effects and it would be another future work.  
We showed that Raman scattering can be a diagnostic tool for measuring external magnetic fields.  
We started with X-mode dispersion relation and derived that the plasma wave’s phase velocity is a 
function of an external magnetic field. Though the forward scattering is non-sensitive to the magnetic 
field, it does not say that the forward scattering is not affected by the magnetic field. If the cyclotron 
frequency is big enough comparing the plasma frequency, the magnetic field effect starts to affect 
slightly. Although this thesis used Raman scattering for a diagnostic tool, the result of effectiveness of 
magnetic field gives an interesting consideration in LWFAs. Because the phase velocity of the 
plasma’s wave is being small as the external magnetic field is getting stronger, the bubble’s velocity 
has a lowered value than that of velocity in the case of non-magnetized plasma. As shown in Chapter 
5, the bubble with a slow velocity has more chances to trap electrons, so the trapping effect of the 
magnetized plasma is also an interesting research. This thesis focused on 1D calculation, however, 
real situations have to be considered with multi-dimensional effects. Even though expanding to 2D 
and 3D calculation, the frequency shift of Raman scattering does not change. One considering point is 
the growth rate of scattering, which is a function of laser position and amplitude. Because the 
scattered wave’s amplitude is sensitive to the laser’s amplitude, a multi-dimensional effect like 
focusing is an interesting topic and is a subsequent study. 
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For LWFAs, the analysis for an ellipsoidal bubble potential was introduced. The theory was 
limited for a stationary potential, however, the 3D PIC simulation result says the bubble is changeable. 
For an accurate analysis, a non-stationary potential must be assumed. Nevertheless, as shown in our 
study, the bubble shape itself does affect the electron trapping. An ellipsoidal potential traps electrons 
at the initial stage than a spherical potential, so the large size of laser’s spot may help increasing the 
number of accelerated electrons. We tested our result of relatively high plasma density for a real 
experimental situation. When the plasma density is low, it is hard to make an ellipsoidal bubble, 
because it needs really a high laser power for a big spot size. Although high energy of electrons needs 
the low plasma density, our result may still valuable for the other acceleration scheme like using multi 
plasmas of a high density plus a low density. The high density part of the plasma is used to make 
initial electron seeds, then these seed electrons are accelerated in the part of the low density plasma. 
So the ellipsoidal bubble is still useful for seeding electrons. Even though a real experiment is not 
easy to make an ellipsoidal bubble, it is curious as ever for the low density case. The bubble field 
enhances its strength as the laser passes through the plasmas, however, the rate of enhancement is low 
in a low plasma density and it is interesting to study the rate of the field strength of the ellipsoidal 
bubble.  
Various PIC techniques were introduced like high-order interpolation, new field solver, field 
ionization and boosted frame. High-order interpolation is useful for any application to reduce 
numerical errors. In other words, if simulations are done in a proper mesh resolution, we can lighten 
the number of particles drastically. Since numerical errors diverse with simulation time, the case of 
initially given temperature or externally given fields really needs the high-order calculation. It may be 
helpful studying temperature effects of some applications like Terahertz generation and Raman 
scattering. Boosted frame technique is useful for LWFAs since it can save simulation time 
dramatically. But there are arguments of using this technique because it needs field filtering and 
enlarged mesh size. So it has to be checked in various directions. Other groups use the boosted frame 
to predict the final electron energy and charges and it still well-matches with experimental results. It is 
also valuable to check the bubble theory using the boosted frame. This is another interesting research 
topic. 
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전합니다. 여러 동생들 덕에 그동안 즐겁게 웃으며 지낼 수 있었고 즐거운 추억도 만들 
수 있었습니다. 
저의 연구주제가 이론적인 부분에 치중이 되어 있어 실전감각을 키우는데 많은 도움을 
준 광주과기원의 남인혁, 김민석, 장도근, 김진주에게도 감사하다는 말을 전하고 싶습니
다. 자주 만나고 여러 정보를 공유하고 도움을 주고받을 수 있었습니다. 
학교생활하면서 많은 도움을 준 양현모, 류민우, 김성국, 김동성, 이인근, 최문석에게 
고마움을 전합니다. 
저의 연구를 마무리하고 이 논문을 내는데 많은 분들의 도움이 있었다는 것을 새삼스레 
다시 깨닫게 됩니다. 마지막으로 이때껏 힘을 낼 수 있게 묵묵히 옆에서 지켜준 아내 김
지애, 딸 조수아, 조수민, 어머니 권필녀 여사, 돌아가시 아버지 조복택 가족들에게 사
랑한다는 말을 전합니다. 
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