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Abstract
This paper generalizes existing approaches for free-surface wave damping via
momentum sinks for flow simulations based on the Navier-Stokes equations.
It is shown in 2D flow simulations that, to obtain reliable wave damping,
the coefficients in the damping functions must be adjusted to the wave pa-
rameters. A scaling law for selecting these damping coefficients is presented,
which enables similarity of the damping in model- and full-scale. The in-
fluence of the thickness of the damping layer, the wave steepness, the mesh
fineness and the choice of the damping coefficients are examined. An efficient
approach for estimating the optimal damping setup is presented. Results of
3D ship resistance computations show that the scaling laws apply to such
simulations as well, so the damping coefficients should be adjusted for every
simulation to ensure convergence of the solution in both model and full scale.
Finally, practical recommendations for the setup of reliable damping in flow
simulations with regular and irregular free surface waves are given.
Keywords: Damping of free surface waves, absorbing layer, volume of fluid
(VOF) method, damping coefficient, scaling law
1. Introduction
In free surface flow simulations based on the Navier-Stokes equations, it
is often required to model an infinite domain, which basically means min-
imizing undesired wave reflections at wave-maker and domain boundaries,
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while choosing the solution domain as small as possible in order to lower
the computational effort. Since such simulations are among the computa-
tionally most effortful techniques to solve numerical flow problems, they are
employed when simpler approaches (e.g. potential flow methods) cannot be
used or when higher accuracy is required. As the schemes contain numer-
ical errors (discretization, iteration, modelling (in some cases)), to achieve
the required accuracy it is necessary to minimize avoidable uncertainties; of
these, the performance of the wave damping approach is often among the
most critical.
The elimination of wave reflections at the domain boundaries is commonly
achieved by
(i) increasing the domain size
(ii) beaches (e.g. Lal and Elangovan (2008)): a slope in the domain bottom
leads to wave breaking and energy dissipation as in experiments
(iii) grid damping (e.g. Kraskowski (2010), Peric´ and Abdel-Maksoud (2015)):
continuously increasing the cell size towards the corresponding domain
boundary increases numerical discretization and iteration errors, thus
damping the wave (this approach is also called numerical beach or grid
extrusion)
(iv) active wave absorption techniques (e.g. Cruz (2008); Higuera et al.
(2013); Scha¨ffer and Klopman (2000)): a boundary-based wave-maker
generates waves which eliminate the incoming waves via destructive
interference
(v) solution-forcing or solver-coupling (e.g. Ferrant et al. (2008), Guignard
et al. (1999), Kim et al. (2012), Kim et al. (2013), Wo¨ckner-Kluwe
(2013)): the flow is forced to a known solution in the vicinity of the
boundary or the Navier-Stokes-based flow solver is coupled to another
(e.g. potential flow based) solver
(vi) damping layer approaches (e.g. Cao et al. (1993); Choi and Yoon
(2009); Ha et al. (2011); Israeli and Orszag (1981); Park et al. (1999)):
the damping layer (also called sponge layer, absorbing layer, damping
zone, porous media layer) is a zone set up next to the corresponding
boundaries, in which momentum sinks are included in the governing
equations to damp the waves propagating through the zone
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Apart from the above methods, further approaches have been developed for
other governing equations, like potential flow with boundary element method
or Boussinesq-type equations (see e.g. Grilli and Horrillo (1997) and ref-
erences therein). However, many of these approaches have not yet been
transferred to Navier-Stokes-type equations. From the above mentioned ap-
proaches, (i) is the least feasible due to its (in many cases enormous) inherent
increase in computational effort. With (ii) it is difficult to minimize reflec-
tions to less then 10% of the incoming wave, which is a problem in experi-
ments as well. Approaches (iv) and (v) have recently attracted much interest
and produced good results; however, since they are often used to simultane-
ously generate and damp waves, it is likely that their damping performance
varies depending on the kind of waves they are currently generating. At the
time of writing, (iii) and (vi) are the most widely-used wave damping ap-
proaches in Navier-Stokes-type equation flow solvers, implemented in most
commercial and research codes. Although both approaches have been used
with success, the disadvantage of (iii) is that its performance depends on
grid, time step, temporal/spatial discretization schemes, etc., which for suf-
ficiently fine discretization is not the case for (vi), as the results in this work
suggest. Thus (iii) is less predictable than (vi) regarding the damping qual-
ity. This work focuses exclusively on damping layer approaches (vi) based
on momentum source terms, since a detailed investigation and comparison
of all previously mentioned approaches was not possible in the scope of this
study.
This paper discusses momentum source terms based on linear or quadratic
damping functions as defined in Sect. 3. The amount and character of
the damping is controlled by coefficients in the damping functions and the
thickness of the damping layer. Such approaches are widely used and already
implemented in several open source as well as commercial computational fluid
dynamics (CFD) solvers. Section 3 shows how the existing implementations
can be generalized. Two of the most widely used implementations, the ones
from CD-adapco STAR-CCM+, based on Choi and Yoon (2009), and ANSYS
Fluent, based on Park et al. (1999), are discussed in Sect. 4. Various other
implementations of linear or quadratic damping exist, see e.g. Cao et al.
(1993) and Ha et al. (2011).
The nomenclature from Sect. 4 is used throughout the work. For all
simulations in this study, the damping function from Choi and Yoon (2009)
is used, since it is rather generic and can be set up to act similar to the
other approaches mentioned. Thus the results are easily applicable to all
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damping approaches used in other CFD codes which can be generelized as
described in Sect. 3. Although widely used, much about the damping func-
tions remains unknown at the time of writing. It has been observed that the
coefficients in the damping functions, and thus the damping performance, are
case-dependent. In the above mentioned codes, these damping coefficients
can be modified by the user. However, no guidelines seem to exist for this.
Thus in practice, either the default settings or values from experience are
used as coefficients in the damping functions. If during or after the simula-
tion it is observed that the damping does not work satisfactorily, then the
damping coefficients are modified by trial and error and the simulation is
restarted. This procedure is repeated until acceptable damping is obtained,
a process which requires human interaction and can cost considerable addi-
tional time and computational effort. Especially in the light of the increased
automation of CFD computations, it would be preferable to be sure about the
damping quality before the simulation. Similar to wave damping in experi-
ments, where according to Lloyd (1989) seldom data on beach performance is
published, also with CFD simulations, the performance of the wave damping
is often not sufficiently accounted for. Thus with most CFD publications,
it is difficult to judge on the damping quality even if the damping setup is
given.
The aim of the present work is to clarify how the damping functions
work, on which factors the damping quality depends and how reliable wave
damping can be set up case-independently, so that no more fine-tuning of
the damping coefficients is necessary.
In Sect. 3, the generalized forms of linear and quadratic damping func-
tions are given. In the following Sect. 4, the damping approach used in
this work is described. Moreover, it is shown exemplarily for two widely
used damping functions how these can be generalized to the equations given
in Sect. 3 and how results from one implementation can be transferred to
another.
Starting from the analogy of the damped harmonic oscillator, Sect. 5
attempts to show similarities to damping phenomena outside the hydrody-
namics field and constructs scaling laws for wave damping based on this
information. These scaling laws are fully formulated and verified in Sects.
13 and 14. Furthermore, recommendations for selecting the damping coeffi-
cients are given.
Sections 8 to 12 investigate via 2D flow simulations how the damping qual-
ity and behavior is influenced by the choice of the coefficients in the damping
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functions, the thickness of the damping layer, the computational grid and
the wave steepness. As the investigations so far have been mainly concerned
with regular, monochromatic waves, recommendations for the damping for
irregular waves are given in Sect. 15 and illustrated with simulation results.
Since wave damping is also widely used to speed up convergence for ex-
ample in ship resistance computations, it is verified in Sect. 16 via 3D flow
simulations that the presented scaling laws hold for such cases as well.
2. Governing Equations and Solution Method
The governing equations for the simulations are the Navier-Stokes equa-
tions, which consist of the equation for mass conservation and the three
equations for momentum conservation:
d
dt
∫
V
ρ dV +
∫
S
ρv · n dS = 0 , (1)
d
dt
∫
V
ρui dV +
∫
S
ρuiv · n dS =∫
S
(τijij − pii) · n dS +
∫
V
ρgii dV +
∫
V
qi dV . (2)
Here V is the control volume (CV) bounded by the closed surface S, v is the
velocity vector of the fluid with the Cartesian components ui, n is the unit
vector normal to S and pointing outwards, t is time, p is the pressure, ρ and µ
are fluid density and dynamic viscosity, τij are the components of the viscous
stress tensor, ij is the unit vector in direction xj, g comprises the body forces
and qi is an optional momentum source term. For the present simulations,
the only body force considered was the gravitational acceleration, i.e. g=
(0, 0,−9.81 m
s2
)T . Only incompressible Newtonian fluids are considered in this
study. Thus τij takes the form
τij = µ
(
∂ui
∂xj
+
∂uj
∂xi
)
.
No turbulence modeling was applied to the above equations since, unless
waves break, the flow inside them can be considered practically laminar and
all structures of interest can be resolved with acceptable computational ef-
fort. For all simulations, the software STAR-CCM+ 8.02.008 was used. The
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volume of fluid (VOF) method implemented in the STAR-CCM+ software
is used to account for the two phases (air and water). Further details on the
method can be found in Muzaferija and Peric´ (1999). The governing equa-
tions are applied to each cell and discretized according to the Finite Volume
Method (FVM). All integrals are approximated by the midpoint rule. The
interpolation of variables from cell center to face center and the numerical
differentiation are performed using linear shape functions, leading to ap-
proximations of second order. The integration in time is based on assumed
quadratic variation of variables in time, which is also a second-order approx-
imation. Each algebraic equation contains the unknown value from the cell
center and the centers of all neighboring cells with which it shares common
faces. The resulting coupled equation system is then linearized and solved
by the iterative STAR-CCM+ implicit unsteady segregated solver, using an
algebraic multigrid method with Gauss-Seidl relaxation scheme, V-cycles for
pressure and volume fraction of water, and flexible cycles for velocity cal-
culation. For each time step, one iteration consists of solving the governing
equations for the velocity components, the pressure-correction equation (us-
ing the SIMPLE method for collocated grids to obtain the pressure values
and to correct the velocities) and the transport equation for the volume frac-
tion of water. For further information on the discretization of and solvers for
the governing equations, the reader is referred to Ferziger and Peric´ (2002)
or the STAR-CCM+ software manual.
3. General Formulation for Linear and Quadratic Damping
Linear wave damping is obtained by inserting the momentum source term
qd,lini for qi in Eq. (2):
qd,lini = ρCi,linui , (3)
with coefficient Ci,lin, which usually depends on the spatial location. Ci,lin reg-
ulates the strength of the damping and is used to provide a smooth blending-
in of the damping, by increasing the amount of damping from weak damping
where the waves enter the damping layer to strong damping at the end of
the damping layer. This is to prevent undesired reflections at the entrance
to the damping layer as shown in Sects. 8 and 9. Commonly, the blending-in
is realized in an exponential or quadratic fashion.
Quadratic wave damping takes the form
qd,quadi = ρCi,quad|ui|ui , (4)
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with coefficient Ci,quad, which regulates strength and blending-in of the damp-
ing. In contrast to Eq. (3), fluid particles with higher velocities experience
disproportionately high damping.
In most CFD codes, Ci,lin and Ci,quad can be adjusted by the user. Usually,
but not necessarily, the momentum source terms are only applied to the
equation for the vertical velocity component.
4. Common Implementations of Linear and Quadratic Wave Damp-
ing
A widely used approach is the one in Choi and Yoon (2009), which is e.g.
implemented in the commercial software code STAR-CCM+ by CD-adapco.
It features a combination of linear and quadratic damping, which allows the
use of either one or a combination of both approaches. Taking z as the
vertical direction (i.e. perpenticular to the free surface) and w as the vertical
velocity component, then the following source term appears for qi in Eq. (2):
qdz = ρ(f1 + f2|w|)
eκ − 1
e1 − 1w , (5)
κ =
(
x− xsd
xed − xsd
)n
. (6)
Here x stands for the wave propagation direction with xsd being the start
and xed the end x-coordinate of the damping layer, thus the thickness of the
damping layer xd = |xed − xsd|. f1 is the damping constant for the linear
part and f2 is the damping constant for the quadratic part of the damping
term. The default values are f1 = 10.0 s
−1 and f2 = 10.0 m−1 according to
the STAR-CCM+ manual (release 8.02.008). The term e
κ−1
e1−1 blends in the
damping term, i.e. it is zero at xsd, and it equals one at xed. κ describes
via n the character of the blending functions, i.e. for n = 1 the blending
is nearly linear. When increasing n, the blending becomes smoother at the
entrance to the damping layer and at the same time more abrupt at xed, see
Fig. 1.
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Figure 1: The function e
κ(x)−1
e1−1 evaluated for n = 1, n = 2 and n = 4 over the dimensionless
distance x−xsdxed−xsd ; a wave enters the damping layer at
x−xsd
xed−xsd = 0 and is damped during
propagation towards x−xsdxed−xsd = 1, where the damping layer ends
Another widely used approach was presented by Park et al. (1999), which
is implemented in ANSYS Fluent.:
qdz = ρ(0.5f3|w|)κ
(
1− z − zfs
zb − zfs
)
w , (7)
with damping constant f3, κ as given in Eq. (6) with n = 2, vertical coordi-
nate z and z-coordinates of the domain bottom zb and the free water surface
zfs. The default value for f3 is 10.0 m
−1.
This approach can be generalized to a quadratic damping function accord-
ing to Eq. (4). It corresponds to the quadratic part of Eq. (5), except for a
quadratic instead of exponential blending in x-direction and an added verti-
cal fade-in. The latter term is a linear fade between domain bottom, where
no damping is applied, to free surface level, where full damping is applied;
for practical deep water conditions of several wavelengths water depth, the
influence of the z-fading term on the applied damping becomes small, since
most wave energy is concentrated in the vicinity of the free surface. Thus for
such cases, this damping approach can be modeled using Eqs. (5) and (6)
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with accordingly adjusted coefficients. In a similar manner, also the other
damping layer approaches from Sect. 1 (vi) can be modeled. Therefore in the
following, only the approach by Choi and Yoon (2009) will be considered to
study wave damping. Thus the findings in this work can easily be transferred
to other damping approaches.
5. Dependence of Damping Coefficients
For gravity waves, all scaling laws should be consistent with Froude scal-
ing. Thus to obtain similar wave damping for waves of different scale, the
blending part of Ci,lin and Ci,quad from Eqs. (3) and (4) must be geomet-
rically similar. Therefore, the thickness xd of the damping layer must be
directly proportional to the wavelength λ. For the remaining part of Ci,lin
and Ci,quad, which regulates the magnitude of the damping, the scaling laws
can be obtained by dimensional analysis. Due to its dimension of [s−1], Ci,lin
is directly proportional to the wave frequency ω, whereas Ci,quad has the di-
mension [m−1] and is thus directly proportional to λ−1 (or ω2 in deep water).
Thus to achieve similar damping when changing scale and/or wave, it is nec-
essary to:
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Scaling Laws
1. Set the damping thickness xd so that it is geometrically similar to the
damping layer thickness xd,ref of the reference case (i.e. scale xd with
the percentual change in wavelength)
xd = xd,ref · λ
λref
, (8)
2. For linear damping, scale f1 with the change of wave frequency ω
f1 = f1,ref · ω
ωref
, (9)
with wave frequency ωref of the reference case. This holds for all damp-
ing formulations that can be generalized by Eq. (3).
3. For quadratic damping, scale f2 with the change of wavelength λ to the
power of minus one
f2 = f2,ref · λref
λ
, (10)
with wavelength λref of the reference case. This holds for all damping
formulations that can be generalized by Eq. (4).
6. Numerical Simulation Setup
Figure 2 shows the solution domain, a 2D deep water wave tank with
length Lx = 6 λ and height Lz = 4.5 λ, given in relation to wavelength
λ. It is filled with water to a depth of d = 4 λ, the rest of the tank is
filled with air. The origin of the coordinate system is set in the bottom left
front corner of the tank in Fig. 2. The top boundary (i.e. z = Lz) is a
pressure outlet boundary, i.e. the pressure there is set constant and equal
to atmospheric pressure. This corresponds to an open water tank, where air
can flow in and out through the tank top. The x = Lx boundary is a pressure
outlet, where volume fraction and hydrostatic pressure are prescribed for an
undisturbed free surface. The waves are generated by prescribing velocities
and volume fraction of a 5th-order Stokes waves according to Fenton (1985)
at the x = 0 boundary. The wave damping layer extends over a distance of
xd = 2 λ in boundary-normal direction from the x = Lx boundary. Thus the
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waves are created at x = 0, propagate in x-direction, enter the damping layer
at x = Lx − xd, are subjected to damping until x = Lx is reached, where
the remaining waves are reflected and, while further subjected to damping,
propagate back to x = Lx − xd. If the damping was set up correctly, then
the reflected waves are either completely damped or their height is decreased
so much, that their influence on the simulation results can be neglected.
Otherwise they will be evident in the simulation results as additional error,
which can be substantial as will be shown in the following sections.
Figure 2: 2D wave tank filled with water (light gray) and air (white). The damping layer
is shown in dark grey
Local mesh refinement is used, so that the grid is finest in the vicinity
of the free surface, where the waves are discretized by roughly 100 cells per
wavelength and 16 cells per wave height, as seen in Fig. 3. The temporal
discretization involved more than 500 time steps ∆t per wave period T , thus
in all investigated cases the Courant number C = (ui∆t) /∆xi remains well
below 0.5 for every cell with size ∆xi and corresponding fluid velocity ui.
Waves were generated for over 12 wave periods with 8 iterations per time
step and under-relaxation of 0.4 for pressure and 0.9 for all other variables.
The discretization is based on the grid convergence study conducted by Peric´
(2013).
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Figure 3: Computational grid for the whole domain (right), and a close up of the dis-
cretization around free surface level (left)
The numerical setup is the same for all simulations in this study, only
that the scale, wave and damping parameters are varied. Variations of the
setup are mentioned where they occur.
7. Assessing the Damping Performance for Regular, Monochro-
matic Waves
When wave reflections occur within a damping zone, the waves will prop-
agate back into the solution domain with a diminished height. Due to the
resulting superposition of the partly reflected wave and the original wave,
the original wave will seem to grow and shrink in a time-periodic fashion.
For regular, monochromatic waves, this occurs uniformly in all parts of the
domain where the two wave systems are superposed as seen later e.g. in
Sect. 11 from Fig. 9. In the present work, this phenomenon is called a
partial standing wave, since the more the damping deviates from the optimal
value, the more does the phenomenon resemble a standing wave, until for the
bounding cases (i.e. zero damping or infinitely large damping) there is 100%
reflection, and a standing wave occurs.
Assessing the amount of reflections for regular monochromatic waves is
an intricate issue. Since only a single wave period occurs, a wave spectrum
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cannot be constructed. As seen from Fig. 9, the wave height envelope changes
over space. However, this cannot be predicted since it is not known in advance
at which point in the damping layer the reflection mainly occurs. Thus
from the recordings of a single wave probe, the height of the reflected wave
cannot be determined. However, the surface elevation in close vicinity to
the boundary to which the damping zone is attached shows how much of
the incident wave reaches the domain boundary despite the damping, since
a maximum amplification occurs at the domain boundary when the wave is
reflected.
Thus in this study, first the free surface elevation is recorded at x = 5.75λ,
i.e. next to the domain boundary. The average wave height at this location is
obtained and plottet in relation to the average wave height of the undamped
wave, to show how much the wave height is reduced after propagating from
the entrance to the outer boundary of the damping layer. As shown in Sects.
8 and 9, this is a good criterion for insufficient to optimal wave damping,
where wave reflections occur mainly at the outer boundary of the damping
layer, at x = Lx; however, this criterion will not detect reflections if the
damping is too strong, since then the waves will be reflected at the entrance
to the damping layer.
Therefore, secondly a reflection coefficient CR is computed as proposed
by Ursell et al. (1960). CR corresponds to the ratio of the heights of the
incident wave to the reflected wave. It can be written as
CR = (Hmax −Hmin) / (Hmax +Hmin) , (11)
where Hmax is the maximum and Hmin the minimum value of the wave height
envelope. It holds 0 ≤ CR ≤ 1, so that CR = 1 for perfect wave reflection
and CR = 0 for no wave reflection.
As explained above, the wave height for a partial standing wave is not
constant, but oscillates around a mean value. This occurs uniformly in all
domain parts where the partial standing wave has fully developed. Thus
Hmax and Hmin are obtained in the following fashion in this work: The free
surface elevation in the whole tank is recorded at 40 evenly timed instances
per wave period starting at 10 periods simulation time for 2 wave periods.
For each recording j, the average wave height H¯j is calculated for the inter-
val 2λ ≤ x ≤ 4λ, which is adjacent to the damping zone but not subject to
wave damping and sufficiently away from the inlet; furthermore, the partial
standing wave at this location is fully developed during this time interval,
13
while wave re-reflections at the wave-maker have not yet developed signifi-
cantly. Therefore, the maximum H¯max and minimum H¯min of all H¯j values
can be taken as Hmax and Hmin, respectively. This approach detects all wave
reflections that propagate back into the solution domain. The accuracy of
the scheme can be increased if the surface elevation in the tank is recorded in
smaller time intervals, however this also increases the computational effort
significantly. Furthermore, the above procedure requires undisturbed regular
monochromatic waves. Yet in many applications, fluid-structure interactions
create flow disturbances, so the above scheme cannot be applied directly in
the simulations, but an additional 2D simulation of undisturbed wave prop-
agation and damping for otherwise the same setup is required to obtain CR.
As long as this process is not fully automized, running and post-processing
the 2D simulation requires additional human effort. Overall, this procedure
is rather effortful, which explains why CR is rarely computed in practice.
With the two presented approaches, it is possible to distinguish between
those wave reflections, which occur mainly at the entrance to the damping
zone, and those reflections which occur mostly at the boundary to which the
damping zone is attached. Furthermore, the influence of wave reflections on
the solution can be quantified.
8. Variation of Damping Coefficient for Linear Damping
To investigate which range for the linear damping coefficient according
to Eq. (5) produces satisfactory wave damping, waves with wavelength λ =
4 m and height 0.16 m are investigated. Only linear damping is considered,
so f2 = 0. Simulations are performed for damping coefficient f1 between
f1 ∈ [0.625 s−1, 1000 s−1]. The recorded surface elevations near the end of the
damping layer in Fig. 4 show that the damping is strongly influenced by the
choice of f1, while the wave phase and period remain nearly unchanged.
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Figure 4: Surface elevation scaled by height H of the undamped wave over time scaled by
the wave period T ; recorded at x = 5.75λ for simulations with f1 ∈ [0.625 s−1, 80 s−1] and
f2 = 0
Figure 5 shows how a variation of f1 affects the reflection coefficient CR,
which describes the amount of reflected waves that are present in the solution
domain outside of the damping zone, and the mean measured wave height
Hmean recorded in close vicinity to the boundary to which the damping layer
is attached.
• For smaller damping coefficients (f1 . 20 s−1), wave reflections occur
mainly at the domain boundary to which the damping zone is attached.
Here, the both show the same trend, with CR < Hmean/(2H) since the
reflected waves loose further height until they leave the damping zone
at x = 4λ. For f1 < 1.25 s
−1, the influence of the damping is so small
that a partial standing wave (as described in Sect. 7) higher than the
initial wave appears even inside the damping layer.
• For stronger damping (f1 > 20 s−1), wave reflection occurs mainly at
the entrance to the damping zone. Thus Hmean continually decreases
when increasing f1, since less of the incoming wave can pass through
the damping zone, so the water surface will be virtually flat near the
domain boundary. This is also visible later in Figs. 13 from Sect.
13. The aforementioned increase in the amount of wave reflections
detectable in the solution domain can be seen in the curve for CR. This
shows that, for a given fade-in function and damping layer thickness,
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there is an optimum for f1 so that the wave reflections propagating
back into the solution domain are minimized. The best damping was
achieved for f1 = 10 s
−1, in which case the effects of wave reflections
on the wave height within the solution domain are less than 0.7%.
Figure 5: Mean wave height Hmean recorded at x = 5.75λ scaled by twice the height H of
the undamped wave and reflection coefficient CR over damping coefficient f1, while f2 = 0
This provides the following conclusions: Hmean is not a suitable indicator
for damping quality if the damping is stronger than optimal, however it is
useful to characterize where the reflections originate from: if CR shows that
noticeable reflections are present within the solution domain, while at the
same time Hmean is negligibly small, then the reflections cannot occur at the
domain boundary, but must occur closer to the entrance to the damping layer.
Significant reflections (CR > 2%) in form of partial standing waves appear for
roughly f1 < 5 s
−1 and f1 > 80 s−1. The height of the partial standing wave
increases the more f1 deviates from the regime where satisfactory damping
is observed; however, the increase is slower if the damping is stronger than
optimal instead of weaker.
9. Variation of Damping Coefficient for Quadratic Damping
To investigate which range for the quadratic damping coefficient accord-
ing to Eq. (5) produces satisfactory wave damping, waves with wavelength
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λ = 4 m and height 0.16 m are investigated. Only quadratic damping is con-
sidered, so f1 = 0. Simulations are performed for damping coefficient f2
between f2 ∈ [0.625 m−1, 10240 m−1]. The recorded surface elevations near
the end of the damping layer in Fig. 6 show that the damping is strongly
influenced by the choice of f2, while the wave phase and period remain nearly
unchanged.
Figure 6: Surface elevation scaled by height H of the undamped wave over time scaled by
the wave period T ; recorded at x = 5.75λ for simulations with f2 ∈ [0.625 m−1, 10240 m−1]
and f1 = 0
Figure 7 shows how a variation of f2 affects the reflection coefficient CR
and the mean wave height Hmean recorded in close vicinity to the boundary
to which the damping layer is attached.
The results show the same trends as the ones in Sect. 8. For the given
fade-in function and damping layer thickness, there is an optimum for f2
so that the wave reflections propagating back into the solution domain are
minimized. The best damping was achieved for f2 = 160 m
−1, in which case
the effects of wave reflections on the wave height within the solution domain
are less than 0.7%. The effects of wave reflections increase the further f2
deviates from the optimum. For smaller f2 values, the waves are reflected
mainly at the domain boundary, for larger f2 values the reflection occurs
mainly at the entrance to the damping zone. Significant reflections (CR >
2%) in form of partial standing waves appear for roughly f2 < 80 m
−1 and
f2 > 640 m
−1.
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Figure 7: Mean wave height Hmean recorded at x = 5.75λ scaled by twice the height H of
the undamped wave and reflection coefficient CR over damping coefficient f2, while f1 = 0
Compared to the linear damping functions from the previous section, the
use of quadratic damping functions does not offer a significant improvement
in damping quality. With an optimal setup, both approaches provide roughly
the same damping quality if the setup is optimized. However, the range of
wave frequencies that are damped satisfactorily is narrower for quadratic
damping.
10. Influence of Computational Mesh on Achieved Damping
The simulations from Sect. 8 are rerun with same setup except for a grid
coarsened by factor 2. Thus whereas the fine mesh simulations discretize the
wave with 100 cells per wavelength and 16 cells per wave height, the coarse
mesh simulations have 50 cells per wavelength and 8 cells per wave height.
All coarse grid reflection coefficients differ from their corresponding fine grid
reflection coefficient by CR, coarse = CR, fine ± 0.8%. This is also visible in Fig.
8. Thus for sufficient resolution, the damping effectiveness can be considered
grid-independent. This is expected since the damping-related terms in Eqs.
(2) to (4) do not depend on cell volume. The used grids in this study are
thus adequate.
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Figure 8: Reflection coefficient CR over damping coefficient f1 for coarse and fine mesh
simulations, with f2 = 0
11. Influence of the Thickness of the Damping Layer
The simulation for λ = 4.0 m, H = 0.16 m and f1 = 10 s
−1 from Sect.
8 is repeated for xd = 0λ, 0.25λ, 0.5λ, 0.75λ, 1.0λ, 1.25λ, 1.5λ, 2.0λ, 2.5λ with
otherwise the same setup. The evolution of the free surface elevation in the
tank over time in Fig. 9 shows that xd has a strong influence on the achieved
damping. Setting xd = 0λ deactivates the damping and produces at first
a nearly perfect standing wave, which then degenerates due to the influ-
ence of the pressure outlet boundary, since prescribing hydrostatic pressure
establishes an oscillatory in-/outflow of water through this boundary which
disturbs the standing wave. For xd = 0.5λ, a strong partial standing wave oc-
curs, and for xd = 1.0λ only slight reflections are still observable CR ≈ 1.6%.
For larger xd, the influence of wave reflections continues to decrease. This is
evident from the plot of CR for the simulations shown in Fig. 10.
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Figure 9: Free surface elevation over x-location in tank shown for 40 equally spaced
time instances over one period starting at t = 16 s; from top to bottom xd =
0λ, 0.5λ, 1.0λ, 1.5λ, 2.0λ, 2.5λ; the damping zone is depicted as shaded gray
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Figure 10: Reflection coefficient CR over damping zone thickness xd
Subsequently, the simulations from Sect. 8 have been rerun with the
damping thickness set to xd = 1λ. Comparing the resulting curves for CR
over f1 shows that increasing xd not only improves the damping quality; it
also widens the range of damping coefficients for which satisfactory damping
is obtained; thus the wave damping then becomes less sensitive to ω the more
xd increases. However, this also increases the computational effort.
Figure 11: Reflection coefficient CR over damping coefficient f1 for xd = 1λ and xd = 2λ,
while f2 = 0
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The results show that, if the damping coefficients are set up close to the
optimum and it is desired that CR < 2%, then xd = 1λ suffices. This knowl-
edge is useful, since by reducing xd the computational domain can be kept
smaller and thus the computational effort can be reduced. However, if better
damping is desired or when complex flow phenomena are considered, espe-
cially when irregular waves or wave reflections from bodies are present, then
the damping layer thickness should be increased to damp all wave compo-
nents successfully. The present study suggests that a damping layer thickness
of 1.5λ ≤ xd ≤ 2λ can be recommended.
12. Influence of Wave Steepness on Achieved Damping
The simulations in this section are based on those from Sect. 8, i.e.
λ = 4.0 m, H = 0.16 m and varying f1 in the range [0.625 s
−1, 1000 s−1]. The
simulations were rerun with the same setup except for two modifications: The
wave height was changed to H = 0.4 m, resulting in a steepness of H/λ = 0.1
instead of the previous H/λ = 0.04. Furthermore, the grid was adjusted to
maintain the same number of cells per wave height as well as per wavelength,
so that both results are comparable.
As can be seen from Figure 12, the influence of the increased wave steep-
ness is comparatively small, except for the cases with significantly smaller
than optimum damping (f1 ≤ 2.5 s−1). For the rest of the range, i.e. 5 ≤ f1 ≤
1000 s−1, the difference in reflection coefficients is only CR (H/λ = 0.1) =
CR (H/λ = 0.04)± 1.7%. Therefore, although the damping performs slightly
better for waves of smaller steepness, the influence of wave steepness can be
assumed negligible for most practical cases. If stronger wave steepness is con-
sidered and less uncertainty is required, then the thickness of the damping
layer can be further increased to decrease CR .
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Figure 12: Reflection coefficient CR over damping coefficient f1 for waves of same period
but differing steepness H/λ = 0.04 and H/λ = 0.1, while f2 = 0
13. The Scaling Law for Linear Damping
In order to verify the assumed scaling law for linear damping from Sect.
5, the simulation setup with the best damping performance (f1 = 10.0 s
−1)
from Sect. 8 was scaled geometrically and kinematically so that the generated
waves are completely similar, for wavelengths λ = 0.04 m, 4 m, 400 m and thus
corresponding heights of H = 0.0016 m, 0.16 m, 16 m. This corresponds to a
realistic scaling, since geometrically scaling by 1 : 100 is common in both
experimental and computational model- and full scale investigations. As
necessary requirement to obtain similar damping (i.e. similarity of CR and
surface elevation), the damping length xd is scaled directly proportional to
the wavelength, according to Eq. (8).
At first, the simulations are run with no scaling of f1, so that f1 = 10 s
−1 in
all cases. Figure 13 shows the free surface in the tank after the simulations. In
the vicinity of the inlet (0 < x/λ < 1) the effects of wave reflections have not
yet fully established, thus the differences between the curves are small. This
shows that the wave-maker generated similar waves in the three simulations.
As the plot shows an arbitrarily selected time instant, the effects of wave
reflections cannot be judged from it, since the partial standing waves were
not captured at their maximum amplification. Therefore, for λ = 400 m
no noticeable difference to the reference case λ = 4 m is seen outside the
damping zone (0 < x/λ < 4), whereas obvious reflections are visible for
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λ = 0.04 m. However regarding the surface elevation within the damping
zone (4 < x/λ < 6), the three curves differ considerably, and thus the wave
damping also does not act in a similar fashion. A close look at the surface
elevation in the damping zones shows that wave reflections will mostly occur
at domain boundary x/λ = 6 for λ = 0.04 m, in contrast to λ = 400 m, where
they will mostly occur close to the entrance to the damping zone at x/λ = 4.
Figure 13: Surface elevation in the whole domain after ≈ 12.6 periods; for similar waves
with wavelengths λ = 0.04 m, 4 m, 400 m; no scaling of f1, thus f1 = 10 s
−1 and f2 = 0 for
all cases
Subsequently, based on the findings in Sect. 5, the simulations are rerun
with f1 scaled with wave frequency ω according to Eq. (9), based on reference
case λref = 4 m. It is apparent from Fig. 14, that the surface elevations are
similar everywhere in the tank and that the proposed scaling law is correct.
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Figure 14: Surface elevation in the whole domain after ≈ 12.6 periods; for similar waves
with wavelengths λ = 0.04 m, 4 m, 400 m; scaling of f1 according to Eq. (9), thus f1 =
10 s−1, 3.16 s−1, 1 s−1 and f2 = 0
Table 1 compares the reflection coefficients CR for both unscaled and
correctly scaled f1. When f1 is held constant, an up- or down-scaling of
the wave with factor 100 will lead to a significant increase in reflections.
Therefore without adjusting f1, it is not possible to obtain similar damping
in model- and full scale.
If instead f1 is scaled according to Eqs. (8) and (9), CR stays nearly
the same; slight fluctuations of CR are due to the scheme for obtaining CR.
Therefore, the damping quality can be reliably reproduced when the scaling
law is applied.
This is even evident in the CR values for fixed f1: For the scaled waves
considered, f1 is either roughly 10 times larger (λ = 400 m) or smaller (λ =
0.04 m) than the optimum value; compared with the 10 times larger or smaller
than optimal f1 values from Fig. 5, the CR values coincide.
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Table 1: Reflection coefficient CR for unscaled and correctly scaled simulations
λ CR(fixed f1) CR(scaled f1)
0.04 m 39.8% 1.1%
4 m 0.7% 0.7%
400 m 2.4% 0.6%
Practical Recommendation
When using linear damping according to Eqs. (5) and (6), the following
damping setup can be recommended based on the results from Sects. 8 to
15:
f1 = Ψ1ω , (12)
with Ψ1 = pi, wave frequency ω, f2 = 0, xd = 2λ and n = 2.
14. The Scaling Law for Quadratic Damping
In order to verify the assumed scaling law for quadratic damping from
Sect. 5, the simulation setup with the best damping performance (f2 =
160.0 m−1) from Sect. 9 was scaled geometrically and kinematically so that
the generated waves are completely similar, for wavelengths λ = 0.04 m, 4 m, 400 m
and thus corresponding heights of H = 0.0016 m, 0.16 m, 16 m. As in the pre-
vious section, the damping length xd is scaled directly proportional to the
wavelength, according to Eq. (8).
At first the simulations are run with no scaling of f2, so that f2 = 160 m
−1
in all cases. Subsequently, based on the findings in Sect. 5, the simulations
are rerun with f2 scaled with wave frequency ω squared according to Eq.
(10), based on reference case λ = 4 m. It is apparent from Fig. 15, that the
surface elevations are similar everywhere in the tank and that the proposed
scaling law is correct.
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Figure 15: Surface elevation in the whole domain after ≈ 12.6 periods; for similar waves
with wavelengths λ = 0.04 m, 4 m, 400 m; scaling of f2 according to Eq. (10), thus f2 =
160 m−1, 16 m−1, 1.6 m−1 and f1 = 0
Table 2 compares the reflection coefficients CR for both unscaled and
correctly scaled f2. When f2 is held constant, an up- or down-scaling of
the wave with factor 100 will lead to a significant increase in reflections. If
instead f2 is scaled according to Eqs. (8) and (9), CR stays nearly the same;
slight fluctuations of CR are due to the scheme for obtaining CR. This shows
that the damping quality can be reliably reproduced when the scaling law is
applied.
Table 2: Reflection coefficient CR for unscaled and correctly scaled simulations
λ CR(fixed f2) CR(scaled f2)
0.04 m 65.9% 1.1%
4 m 0.6% 0.6%
400 m 17.7% 0.5%
The present results show that if the damping parameters are not ad-
justed when performing model- and full-scale simulations, then unsatisfac-
tory damping can be expected.
27
Compared to linear wave damping, quadratic damping has a narrower
range of wave frequencies for which satisfactory damping is obtained. There-
fore, since the damping performance is more sensitive to changes in wave
frequency for quadratic (or higher order) damping functions, and since with
optimum set up the damping performance is the same as with linear damp-
ing, it is recommended to use linear damping functions. For this reasons,
only linear damping was examined in the following Sects. 15 and 16.
Practical Recommendation
When using quadratic damping according to Eqs. (5) and (6), the following
damping setup can be recommended based on the results from Sect. 9:
f2 = Ψ2λ
−1 , (13)
with Ψ2 = 2pi · 102, wavelength λ, f1 = 0, xd = 2λ and n = 2.
15. Damping of Irregular Free-Surface Waves
The previous results indicate that, to simulate irregular waves, the damp-
ing setup should be based on the wave component with the longest wave-
length. If the damping setup is optimal for the longest wave component, then
on the one hand the damping coefficient for all shorter wave components will
be smaller then optimal, which has a negative effect on the damping perfor-
mance for the corresponding wave component as seen in Sect. 8. On the
other hand, the damping layer thickness relative to the wavelength will be
larger for these wave components, which has a positive effect on the damping
performance as shown in Sect. 11. From the previous results, the latter effect
is expected be the prevailing influence on the damping quality. Furthermore,
the shorter wave components are discretized with less cells per wavelength,
so the discretization errors are stronger for these wave components, which
provides a faster wave energy dissipation for these components which is also
beneficial in this respect.
Exemplarily, linear damping of three superposed wave components with
same steepness Hi
λi
= 0.03 and wavelengths differing by 400% is demonstrated
in the following. At the wave-maker, the following surface elevation is pre-
scribed
η(t) =
3∑
i=1
Hi
2
cos(−ωi(t+ 1.19 s) + φi) , (14)
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with wave height Hi, wave frequencies ωi, phase shifts φi and time t. The
actual parameters are shown in Table 3.
Table 3: Parameters of the wave components
i λi(m) Hi(m) ωi(
rad
s
) φi(rad)
1 4.0 0.12 3.926 0.0
2 2.0 0.06 5.551 −0.9176
3 1.0 0.03 7.851 3.543
Velocity and volume fraction corresponding to Eq. (14) are taken from
linear wave theory and are applied at the inlet boundary x = 0 as linear
superposition. The domain length is Lx = 3λ1. The grid dimensions in free
surface zone are ∆x = 0.0195 m and ∆z = 0.0024 m with a time step of
∆t = 0.001 s.
The damping setup is based on the wave component with the longest
wavelength according to Eq. (12): The damping layer thickness is xd = 2λ1
and the damping coefficients are f1 = 20 s
−1 and f2 = 0. With this setup, all
wave components were damped satisfactorily without noticeable reflections.
As can be seen from Fig. 16, the waves enter the damping layer at x = 4 m
and after propagating a distance of 2λ1 into the damping layer, the wave
height is reduced by two orders of magnitude. Thus linear damping seems
well suited for the damping of irregular waves. Although the approach from
Sect. 5 to determine CR cannot be applied in this case, the results from
Sect. 8 show that for all wave components reflections will mostly occur at the
domain boundary, and not at the entrance to the damping layer. Thus in this
case, measuring the surface elevation in close vicinity to the corresponding
domain boundary is enough to evaluate the damping performance.
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Figure 16: Free surface elevation in the solution domain after 20 s; top: whole domain;
bottom: close up of the last part of the damping layer
However, for realistic wave spectra the above approach is not feasible, as
these consist of wave components over a broad range of wavelengths. Thus
selecting the component with the longest wavelength for the damping zone
setup would not be practical, since this would require a very large damping
zone and increase the total amount of grid cells and computational effort
substantially (possibly one or more orders of magnitude if the mesh size is
not changed).
For practical purposes, an efficient approach is outlined in the following.
According to Lloyd (1989), most realistic sea spectra are narrow banded.
This means that most wave energy is concentrated in a narrow band of wave
frequencies around a peak frequency. Although larger wavelengths occur as
well, these carry a comparatively small amount of energy. Thus we propose
to set up the wave damping based on the peak wave frequency. As seen in
Sect. 11 the range of frequencies that are damped can be modified with the
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damping zone thickness, so the broader-banded the spectrum is, the larger
has xd to be.
Exemplarily, this approach is investigated for the widely used JONSWAP
spectrum, which was originally developed by Hasselmann et al. (1973). Ir-
regular waves are prescribed at the inlet boundary, with parameters peak
wave period Tp = 1.6 s, significant wave height Hs = 0.12 m, peak shape pa-
rameter γ = 3.3, spectral width parameter σ = 0.07 for ω ≤ ωp and σ = 0.09
for ω > ωp. The wave spectrum was discretized into 100 components.
The choice of xd = 2λpeak, with wavelength λpeak corresponding to the
peak wave frequency, seems adequate for such cases. No visible disturbance
effects were noted in the simulation. The wave heights over time are shown
recorded close to the wave-maker in Fig. 17 and recorded close to the bound-
ary to which the damping zone is attached in Fig. 18. This shows that the
average wave height is reduced by roughly two orders of magnitude.
Figure 17: Surface elevation over time recorded directly before the wave-maker
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Figure 18: Surface elevation over time recorded in close vicinity to the boundary, to which
the damping layer is attached
From the surface elevation in the tank in Fig. 19 no undesired wave
reflections can be noticed. Although a more detailed study of the error of
this approximation regarding different parameters of the spectrum was not
possible in the scope of this study, the proposed approach seems to work
reasonably well for practical purposes. Further research in this respect is
recommended to reduce uncertainties regarding the reflections.
Figure 19: Surface elevation in the whole domain at t ≈ 15.6 s
16. Application of Scaling Law to Ship Resistance Prediction
This section compares results from model and full scale resistance compu-
tations in 3D of the Kriso Container Ship (KCS) at Froude number 0.26. The
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simulations in this section are based on the simulations reported in detail in
Enger et al. (2010). For detailed information on the setup and discretiza-
tion, the reader referred to Enger et al. (2010). In the following, only a brief
overview of the setup and differences to the original simulations are given for
the sake of brevity. The present model scale simulation differs only in the
damping setup (and slight modifications of the used grid) from the fine grid
simulation in Enger et al. (2010). The KCS is fixed in its floating position
at zero speed. To simulate the hull being towed at speed U , this velocity
is applied at the inlet domain boundaries and the hydrostatic pressure of
the undisturbed water surface is applied at the outlet boundary behind the
ship. The domain is initialized with a flat water surface and flow velocity U
for all cells. As time accuracy is not in the focus here, first-order implicit
Euler scheme is used for time integration. Apart from the use of the k-
turbulence model by Launder and Spalding (1974), the computational setup
is similar to the one used in the rest of this work. The computational grid
consists of roughly 3 million cells. For comparability, we compare only the
pressure components of the drag and vertical forces, which are obtained by
integrating the x-component for the drag and z-component for the vertical
component of the pressure forces over the ship hull. The simulation starts
at 0 s and is stopped at tmax = 90 s simulation time. The Kelvin wake of the
ship can be decomposed into a transversal and a divergent wave component.
The wave damping setup is based on the ship-evoked transversal wave (wave-
length λt ≈ 3.1 m), the phase velocity of which equals the service speed U .
Wave damping according to Eqs. (5) and (6) has been applied to inlet, side
and outlet boundaries with parameters xd = 2.3λt, f1 = 22.5 s
−1, f2 = 0,
and n = 2. This setup provided satisfactory convergence of drag and vertical
forces in model scale. The wake pattern for the finished simulation is shown
in Fig. 20 and the results are in agreement with the findings from Enger et
al. (2010). The obtained resistance coefficient CT,sim = 3.533 ·10−3 compares
well with the experimental data (CT,exp = 3.557 · 10−3, 0.68% difference to
CT,sim) by Kim et al. (2001) and to the simulation results by Enger et al.
(2001) (CT,Enger = 3.561 · 10−3, 0.11% difference to CT,exp).
33
Figure 20: Wave profile for model scale ship with f1 = 22.5 s
−1 at t = 90 s
Additionally, full scale simulations are performed with Froude similarity.
The scaled velocity and ship dimensions are shown in Table 4. The grid is
similar to the one for the model scale simulation except scaled with factor
31.6. Assuming similar damping can be obtained with the presented scaling
laws, xd was scaled according to Eq. 8 by factor 31.6 as well. Otherwise the
setup corresponds to the one from the model scale simulation.
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Table 4: KCS parameters
scale waterline length L (m) service speed U (m/s)
model 7.357 2.196
full 232.5 12.347
Figure 21 shows drag and vertical forces over time when both model and
full scale simulations are run with the same value for damping coefficient
f1. In contrast to the model scale forces, the full scale forces oscillate in a
complicated fashion. Therefore without a proper scaling of f1, no converged
solution can be obtained for the full scale case.
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Figure 21: Drag (top image) and vertical (bottom image) pressure forces on ship over time
for model (red) and full scale (grey); no scaling of f1, thus f1 = 22.5 s
−1 is the same in
both simulations
Finally, the full scale simulation is rerun with f1 scaled according to Eq. 9
to obtain similar damping as in the model scale simulation with f1 = 22.5 s
−1.
The correctly scaled value for the full scale simulation is thus f1, full = f1,model·
ωfull/ωmodel = 22.5 s
−1 · 1/√31.6 ≈ 4 s−1. The resulting drag and vertical
forces in Fig. 22 show that indeed similar damping is obtained, since in
both cases the forces converge in a qualitatively similar fashion. Note that a
perfect match of the curves in Fig. 22 is not expected, since Froude-similarity
is given, but not Reynolds-similarity. Thus although the pressure components
of the forces on the ship will converge to the same values (if scaled by L3), the
way they converge (amplitude and frequency of the oscillation) may not be
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exactly similar, since this depends on the solution of all equations. However,
the tendency of the convergence will be qualitatively similar as shown in the
plots.
Figure 22: Drag (top image) and vertical (bottom image) pressure forces on ship over time
for model and full scale; the damping setup for the full scale simulation is obtained by
scaling the model scale setup according to Eqs. 8 and 9
17. Discussion and Conclusion
In order to obtain reliable wave damping with damping layer approaches,
the damping coefficients must be adjusted according to the wave parameters,
as shown in Sects. 8, 9, 13 and 14. It is described in Sect. 7 that the
procedure to quantify the damping quality is quite effortful, and thus it
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is seldom carried out in practice. This underlines the importance of the
present findings for practical applications, since unless the damping quality
can be reliably set to ensure that the influence of undesired wave reflections
are small enough to be neglected, a large uncertainty will remain in the
simulation results. The optimum values for damping coefficients f1 and f2
can be assumed not to depend on computational grid, wave steepness and
thickness xd of the damping layer as shown in Sects. 10, 11 and 12. As shown
in Sect. 11, the damping layer thickness has the strongest influence on the
damping quality. If it increases, the range of waves that will be damped
satisfactorily broadens and the reflection coefficient for the optimum setup
shrinks; unfortunately, the computational effort increases at the same time as
well, thus optimizing the damping setup is important. In contrast, Sect. 12
shows that the wave steepness has a smaller effect on the damping, with the
tendency towards better damping for smaller wave steepness. For sufficiently
fine discretizations, Sect. 10 shows that the damping can be considered not
affected by the grid. A practical approach for efficient damping of irregular
waves has been presented in Sect. 15. The scaling laws in Sect. 5 and
recommendations given in Sects. 13 and 14 provide a reliable way to set
up optimum wave damping for any regular wave. Moreover, similarity of
the wave damping can be guaranteed in model- and full-scale simulations as
shown in Sects. 13, 14 and 16. The findings can easily be applied to any
implementation of wave damping which accords to Sect. 3.
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