A Genetic Algorithm (GA) is an optimization process inspired by natural systems ability of surviving in many different environments through the mechanisms of natural selection and genetics. The pairing of GA-based optimization techniques with dynamic energy models is a common and effective practice to find energy efficient design solutions. In this paper is implemented an optimization tool that use a GA and a dynamic energy model. Efficiency of GAs depends largely on the coding strategy and on the parameters selection. In order to test the code and to find the best combination of parameters, a parametric analysis of GA's performances is carried out. The algorithm, coded in Matlab, works with populations of strings. Each string, that represents a complete design solution, is initially randomly generated by the GA and evaluated in terms of energy performances by the dynamic thermal simulator. A new population is then generated using three different GA stochastic operators: reproduction, crossover and mutation, by selecting, mixing and randomly modifying the fittest solutions of the previous generation. Each generation is energetically evaluated and thus the fitness of the strings, that represent the energy efficiency of the design solutions, improves every cycle till eventually converge to the best solution. This whole methodology is well documented and applied in residential buildings design but can be easily extended to livestock housing. In this paper the algorithm is coded to be applied on a simple sheepfold model in order to optimize only passive design solutions.
Introduction

Objectives of the research
In this work is investigated the interaction between various parameters of an implemented Genetic Algorithm (GA) for the analysis of the energy efficiency of the external envelope of sheepfolds, with the aim to identify the best combinations of these parameters.
The interaction between the parameters depends mainly on the type of function to be optimized (Hart W.E. and Belew R.K., 1991). Many studies have been conducted to find the optimal parameter setting of GAs (De Jong K., 2007), some of them take into consideration the interaction between only two parameters and analyze the variations that the pairing generates in the algorithm performance (Goldberg D.E. et al., 1992) . In some cases, empirical studies have been conducted (Wu. A. et al., 1997) or complex stochastic models like the Markov chains (Chakraborty U. et al. 1996 ; Chakraborty U and Janikow C.Z., 2003) have been used.In this paper, which is inspired by a work of Kalyanmoy Deb (1998), we addressed the effects induced by five parameters of the GA: population size, crossover probability, mutation probability, encoding and reproduction strategy.
Genetic Algorithm
The GAs are research and optimization systems which are inspired by the evolution of natural systems and by their ability to adapt to many and varied external conditions in effective and efficient manner.
Their strength, compared to other search systems, is given by three factors: the GA do not operate on individual points but on populations of points, reducing the likelihood of running into local minima; they act directly on the code and not on the functions, making them difficult to deceive; they make use of semi probabilistic operators, enabling a highly exploratory research (Goldberg D.E., 1989) .
Before a GA can be developed it is necessary to choose the type of encoding to be used for the representation of the chromosome's parameters. The quality of a GA depends largely on the coding strategy adopted and on its interaction with the operators of crossover and mutation, in respect of the variables and constraints of the problem. Binary type is one of the most used encodings.
As schematically represented in Figure 1 , the basic element of a GA, the individual, is constituted by a string, chromosome, containing a set of sequenced parameters, said genes. Each individual represents a possible solution to the given problem, more individuals form a population.
The algorithm is initialized with the random generation of the first population. The iterative loop begins with the evaluation of the quality of an individual (that is how good the solution is to the problem) which is measured by a fitness function.
At each generation, the individuals of the population are stochastically selected in agreement with the value of the fitness function and are paired to generate better individuals.
The evolutionary process is carried out by three basic operators: reproduction, crossover and mutation: -with the reproduction the strings are selected according to their fitness value and are copied to the mating pool to generate the next population; -through crossover couples of chromosomes are randomly paired to generate new individuals;
[ -finally, the mutation involves the random variation of values of the genes of the individual and has the important task to prevent the premature convergence and therefore the loss of important genetic material (Haupt R. and Haupt S.E., 2004). The purpose of the GA is the identification of chromosomes that optimize the fitness function.
Materials and methods
Flowchart of working methodology
The methodology adopted for the performance analysis of the implemented GA is shown in Figure 2 .
The work can be divided into three main steps: -analysis of the energy performance of the building; -implementation of the GA; -encoding of the statistical cycle and parametric analysis of the GA performance.
In optimizing the energy efficiency of building envelopes, the coupling between thermal simulation models and optimization algorithms is a widely tested practice(Caldas L.G. and Norford L.K., 2002; Znouda E. et al., 2007) . One of the most common methodologies involves the continuous exchange of data between the simulation and the optimization models, where the first carries out the task of calculating the energy performance of the building, and therefore the values assumed by the objective function, while the second identify the best technological and constructive solutions. In this study has been adopted a simplified interaction methodology between the simulation model and the energy optimization algorithm. In our case, in fact, using the simulation energy model, all the different construction types examined have been simulated in advance, analyzing the effects of a single construction element at a time, not taking into account the interaction between the different components of the building envelope. The different energy consumption values thus obtained were subsequently placed inside the optimization algorithm GA through a legend function that associates to each type of construction a corresponding sequence of integers.
Not considering the interactions between the various types of casing and being the simulation model and the optimization algorithm unable to exchange data in real time, make it impossible to conduct a rigorous analysis of the energy performance of the building, but only a qualitative analysis of the energy efficiency of three types of coating (vertical wall, windows and roof). However, for the purpose that has been set in this work, namely the analysis of the performance of the GA varying some significant parameters, the use of this simplified approach is more than justified, not going to affect any of the obtained results.
Energy simulation software and building model
The chosen software for the energy performance analysis of the building is Energy Plus, that can be downloaded from the following site: http://apps1.eere.energy.gov/buildings/energyplus/energyplus_down-load.cfm.
This software has been selected as it is free downloadable and is one of the most complete software for dynamic simulation of the energy performance available. In the present work it was decided to act only on existing sheepfolds, choosing between the range of passive solutions available, the most simple and immediate interventions on the exterior of the building. The building model includes the definition of its exact geographical location, its orientation, the geometric characteristics (3D model), a detailed description of the materials (properties and thickness) that compose the opaque and transparent surfaces, the modeling of infiltration, the description of the gain / consumption factors (people, animals, lights, electric equipment, air conditioning sys- tems). Between all the parameters listed above, those chosen to be varied are the genes of the GA developed in this work. The first step concerns the choice of the number of parameters to be varied in energy simulations (number of genes) and, for each parameter, the number of changes (for example the gene "wall's insulation" may differ depending on type, thickness or position of the insulation layer). The existence of an ideal HVAC system has been hypothesized to evaluate the energy savings that can be achieved by the introduction of an intervention on the building enclosure. The different Site Energy values, that are generated by the Energy Plus run varying the individual parameters, are the input values for the genes of the GA, according to which the chromosomes and the population are formed.
GA implementation
The GA developed for this study was coded using Matlab (MATLAB Version 7.1.0.124 (R14)), a programming language that works with matrices, strings and numeric operations. For the main functions of the GA a toolbox for Matlab developed by the University of Sheffield was used (Chipperfield A. et al., 1995) .
The first step is to choose the encoding strategy, in our specific case, having to deal with numbers that vary in discrete terms and that are included in well-defined intervals, was chosen a binary type encoding. All evolutionary processes take place through the manipulation of binary strings that represent, through sequences of integers, different configurations of the outer shell ( Figure 3) .
In this step, in addition to the type of encoding, all the data that characterize the structure of the population, such as the number and the length of the individuals are inserted. Following the coding of the population, the algorithm is initialized with the random generation of the first population. The iterative cycle begins with the assignment, to each gene, of the corresponding value of Site Energy, so that the value of the objective function can be calculated and its fitness assigned. The objective function was defined as the average of the three values of Site Energy associated with the genes of each chromosome, a function that the GA has the aim to minimize. The next step is the selection of individuals for the reproduction via Stochastic Universal Sampling, a selection method consisting of a semi-probabilistic roulette with X equally spaced arms, that, at every cycle, select X individuals arranged in sectors whose size is proportional to the owned fitness (Baker E., 1987 ). The selected individuals are then mated through single point crossover, a type of crossover through which the strings are broken in a single point and the resulting segments are crossed together. Following the crossover operator there is the mutation one which, randomly varying bits of individuals, introduce new genetic material. Both crossover and mutation do not automatically apply to every individual, but in accordance with determined probabilities.
To facilitate the algorithm convergence has been adopted an elitist reproduction strategy, that consists in keeping the best individuals of each generation and to insert them directly into the next one. This allows to avoid the destruction of valuable genetic material, thus improving the performance of the algorithm (Dumitrescu D. et al, 2000) . In the implemented GA a 10% of individuals go directly to the next generation, the selection of these individuals is carried out based on the fitness value, in order to retain only those most efficient. The cycle ends when it reaches a predetermined number of generations.
Parametric analysis
In this paper we addressed the effects induced by five parameters of the GA: population size, crossover probability, mutation probability, encoding and reproduction strategy. Since in actual optimization and research problems, as in the case of energy optimization, the main source of expenditure of computational resources is the evaluation of the values of the objective function (Deb K. and Agrawal S., 1998), the maximum number of evaluations to be performed in the various cycles of the GA needed to reach the optimal solution is fixed in advance (S).
If S is such a number, a GA with a population of N individuals requires a maximum of T = S / N generations, since at each generation are evaluated N functions. The value of S depends essentially on the complexity of the function to be solved and on the length of the string, as evidenced by Heinz Muhlenbein (1992) .
Since the global optimal solution is known beforehand (given, for each variable in the GA, by the sum of genes that have the lower value of Site Energy), is possible to set up a statistical analysis of the effectiveness of the implemented GA, by reiterating several times (Cs) the basic cycle of the GA, consisting of T generations, and then evaluate a performance factor, called R, and a Utilization Factor, called U.
R is an indicator of the ability of the algorithm to find the optimum solution within the predetermined number of T generations and is calculated as: R = O / Cs, where O is the number of times that the algorithm is able to identify the optimal solution.
U studies the degree of utilization of the evaluations of the objective function, since not all S evaluations are always used to find the optimal solution, and is given by: U = 1 -F / S, where F is the number of evaluations actually carried out to reach the optimal solution.
R is calculated at the end of the Cs iterations of the statistical loop, while U is calculated at the end of every GA cycle. Once the GA cycle is repeated Cs times, it is possible to calculate the average utilization factor Um, which represents the U average for the Cs simulations. R can vary between 0 and 1 where R = 1 means that the algorithm always found the optimal solution in the Cs carried out simulations and 0 that it has never succeeded.
U can also vary between 0 and 1, with U = 1, the algorithm is able to identify the optimal solution in the first generation, while U = 0 means that S evaluations were not enough to identify the optimal solution.
Results
This section presents the results of the parametric analysis performed. The zero-building is a sheepfold located in central Italy, at an altitude of 974 meters above sea level (Figure 4) . The building houses 200 sheep at full capacity and has two births periods per year, the operators are 2. The characteristics of the envelope are described in Table  1 .
The GA structure was coded to represent the problem under consideration. The evaluation of the GA was made by varying, for the zerobuilding, the materials used for windows and for the insulation of the walls and cover, as shown in Table 2 , in which are also reported the values of the Site Energy generated from different simulations, using the weather file of Perugia. From the dynamic energy simulation, the solution for the building which presents the best conditions for energy saving has shown that the best materials, respectively for glazed surfaces, insulation of the vertical walls and insulation of the roof are: aerogel, mineralized wood and polyurethane.
The 3 variables represented in table 2 are the 3 input variables in the GA. Each chromosome has then 3 genes of which the first, the windows, with values between 1 and 4, the second, the wall's insulation, and the third, the cover's insulation, with values between 1 and 8. Since with 2 bits is possible to represent 2 2 elements, and with 3 bits 2 3 elements, we have strings of 8 bits. Therefore 8 is the length of the population (L). The simulations were conducted varying the number of the population N (4, 8, 12, 16, 20, 30 , 60, 100, 150) and for various combinations of mutation probability (Pm) and crossover probability (Pc) respectively: 1/L -0; 0.5/L -0 ; 0 -0.9; 1 / L -0.9 ; 0.5 / L -0.9 and 0.1 / L -0.9. The combinations were selected so as to investigate the effects of the application of only crossover (for example the 0-0.9 combination), mutation alone (for example the 1/L -0 combination), or combinations of the two. S was set at 300, Cs at 600, this means that for each combination of N, Pc, Pm studied were carried out, for the calculation of R and Um, 300x600 = 180,000 evaluations of the objective function. From the analysis of the parameter R performance ( Figure 5 ) it is possible to derive the algorithm's ability to identify the optimal solution: the algorithms with a high Pm behave very well and evenly from small to medium-high populations, 4 -60 individuals, finding the optimal solution in 90% of cases. With decreasing of Pm, the curve loses its uniformity by presenting lower performance values, especially for medium-low populations. The algorithms based on crossover (high Pc) begin to give good results passed the threshold of 20 individuals, reaching peak performance, more than 90% success rate, at around the 60 individuals. Passed the peak the number of successes returns to decline with the increase of the population. This behavior can be explained considering that the crossover-based GA can rely solely on the genetic variability of the initial population, that clearly increases with a higher number of individuals present at the beginning of the simulation. All the analyzed types have a performance drop for large populations since, remaining unchanged the maximum number of evaluations of the objective function, decreases the number of cycles available to apply evolutionary operators, turning essentially from a semi-probabilistic to a random research method. The analysis of the U (Figure 6 ) enables to assess the efficiency of the algorithm in terms of speed (number of generations) of finding the optimal solution. For small populations (N = 4) all combinations have poor results (Um > 0.3). The combinations with low Pm tend to improve passed the threshold of 16 individuals, confirming previous observations. On the other hand, the combinations with high Pm tend to worsen with increasing number of individuals going from about 0.7, for 16 individuals, to about 0.57, for over 60 individuals. The best performances (Um > 0.7) were obtained by combining high Pc and Pm, in a population range between 8 and 30 individuals.
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Further analysis was conducted on the effectiveness of the elitist strategy adopted (Table 3) . Two series of simulations were carried out, one for a medium-low population (12) and another for a medium-high (60) one, in the absence of elitist strategy, that is letting participate to the processes of selection, reproduction and mutation all individuals of a given generation.
The parameters of performance and utilization were then compared with the relative series in the presence of elitist strategy. In both cases, the lack of this arrangement has led to a considerable decrease of the operating parameter, as shown in with high Pm (1 / L). The effect tends to diminish in the series with the largest population, but it remains significant. Finally, an analysis was performed on the type of encoding used. In general, the binary coding presents problems related to the so called Humming Cliff (Schaffer J.D. et al., 1989) . A coding problem that consists in phenotypic values (the values that assume the bit sequences of binary strings,) close to each other, described by totally different genotypic structures (the bit sequences of binary strings). To overcome the Humming Cliff problems is commonly used the Gray encoding (Caruana R.A. and Schaffer J.D., 1988), in which to variations of adjacent bits correspond minimal deviations of the values which those bits assume. In order to assess the effects of the binary encoding type on the performance of the algorithm, simulations were repeated in Gray code and then the performance and use of the parameters were compared with the relative simulations carried out in standard binary code. Going from a standard binary encoding to a Gray coding (tab.4) there are, for small and medium small populations (N = 4-16), improvements in both the performance and parameters utilization, in almost all the studied combinations. The improvement effect lowers with the increase of the population. With a population of 30 individuals are not observed substantial differences. The best results have been reported for small Pm (Pm = 0.5 / L or 0. 1 / L).
