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The problem of parameter estimation is considered by using the 
entropy of the error as the criterion function. The described entropy 
analysis is applicable to a larger class of problems than is usually 
studied through the use of mean square error analysis, and yields the 
classical results when applied to Gaussian-linear systems. An impor- 
tant aspect of the derivation of the minimum error entropy solution 
is that optimum bounds may be evaluated without first determining 
the optimum estimators. The potential importance of an entropy 
approach is demonstrated with a very simple parameter estimation 
problem. 
INTRODUCTION 
The  use of entropy as a criterion function for analysis is a departure 
f rom the mean square error criterion generally used in the current litera- 
ture (Lee 1964, Deutch  1965). Intuitively, it seems obvious that the 
prob lem of determining unknown parameters is very similar in structure 
to the problem of decoding messages. Therefore, it is not iILadvised to 
seek solutions to the identification problem by using the established tech- 
niques of information theory, especially when this theory has already 
successfully analyzed the coding problem (Shannon 1963, Fano 1963). 
The extension of the original theory to parameter estimating systems is 
not tortuous and yet several important benefits result from the new point 
of view. Basically, the entropy approach enables ystem performance to 
be obtained without 
1. constraining the form of the opt imum data processor, or 
2. determining the optimum data processor, or 
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3. restricting signals to have Gaussian probability density func- 
tions, or 
4. requiring any  of the operators to be linear. 
DEF IN IT IONS AND NOTATION 
The  entropy of a K dimensional random vector, X, whose  coordi- 
nates, xl, x2 , . . . ,  xK have the joint probability density function 
p~ (xl, x2, ... , x~) is defined as 
i" i" H(X) -- -- dxl dx2 . . .  dx~p~(x~,x2, " . . ,  xK) 
• log~ p~(xl,x2, . " ,x~)  (1) 
f = -- dXp~(X) log~ p,(X) 
where for the last equation an obvious vector notation has been used. 
When R~ is the covariance matrix of the vector X, the entropy H (X) 
satisfies a very important inequality 
H(X) __< ½ log. ~ (2~e) K det [R~]} (2) 
This equation when expressed as 
e2H(X)--K 
det [Rx] > - -  (3) (2~)~ 
provides the connection between an entropy analysis which  yields H (X) 
and a mean square error analysis which  yields Rx.  The  relations in equa- 
tions (2) and (3) are equalities when X is a Gaussian random variable and  
therefore, because of the one-to-one property of the logarithm function, 
the conditions that yield min imum error entropy corresponds to the con- 
dltions yielding mi r / imum det [R~]. Thus,  an entropy analysis of linear 
combinations of Gaussian variables will always agree with a mean square 
analysis. 
The  entropy of X ~- A where  A is a non- random vector is H (X). This 
implies that if A is a bias on an error vector X, the error entropy is in- 
variant. This is undesirable since it is generally accepted that a constant 
bias corresponds to poor estimation. Since no systematic procedure for 
excluding bias effects has been obtained this paper will concern itself 
with zero mean processes and unbiased estimators. 
The  mutua l  information between two random vectors, X and Y is 
often as valuable as the entropy function. This scalar quantity is de- 
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fined as 
F I(X; Y) -- ~ dX ~ dYp~y(X, Y) loge p~(X)p~(Y)" (4) 
Notice that the vectors X and Y need not have the same dimension. 
PROBLEM DESCRIPTION 
The general problem of parameter estimation is shown schematically 
in Fig. 1. The estimating system concerns itself with determining the 
numerical values of certain parameters used in a mathematical model 
representing a given dynamical object. The unknown parameters, 
~1, as, • • • , a~ have a joint probability density function 
p.  (~1,  as ,  - . .  , ~)  
so that the samples of the output (or motion) of the object form a 
random sequence over k, k = 1, 2, • • • , K. Usually the output is a non- 
linear function of both the known and the unknown model parameters 
and can be expressed as 
y~ = O(a l ,as ,  
or  
• ' ' ,aM,k )  k= 1 ,2 , . . . ,K  
yk = 0(a, k). (5) 
The output sequence {yk}, is measured by an appropriate sensor, to 
produce the measurements {zk}, which are usually noisy and are some- 
times nonlinear functions of {ykl. A typical sensor that might be used for 
this application is shown in Fig. 2. B and C are prefiltering and post- 
filtering operations respectively, while the sequence Ink/ is additive noise 
that is not necessarily white, Gaussian, or statistically independent of the 
signal but which is quite definitely a corruption of the measurement 
process. 
The resulting set of K measurements are used by the data processor, 
F, to produce an R dimensional vector, V, which in some sense is an 
estimate of D (~), an arbitrary but specific function of ~. The estimation 
error for this system is given as 
X = D(~) -- V -- D(~) -- F(Z) .  
The general parameter estimation problem is to determine the func- 
tion Y (Z) which will produce an optimum estimate. Herein, the opti- 
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FIG. 1. The  general parameter  est imat ion  problem. 
mum system performance will correspond to minimum error entropy. 
The filter or estimating algorithm accomplishing this is denoted by F, 
and the achieved optimum entropy performance is/~0, i.e., 
miniF } {H(X)} ~ /~0. 
The operation of a discrete system using K measurements to estimate 
an R valued function of the M unknown parameters, may be described 
using the following vector notation and equations: 
With this notation 
= co l{a l ,a2 , . .  
g = col{y,, y~, ." 
Z = col{zl,z2, "" 
V = col{vi,v~, .. 
U = col{ul,u~, "
X = col{x~, x2, "" 
D(a) =[d2(al,a2,! - . . ,au)  j=  
LdR(~l, a2, --- ,  aM)  
v = F(Z) 
~} 
vR} 
uR} 
xR} 
l d2(~) l = u2 
r = o(~)  = col {0( , ,  1), - . . ,  0 ( , ,  k)} 
= u (6) 
(7) 
(8) 
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and 
X = U - V. (9) 
The properties of the transformations 0(a), D (~) and F (Z), and of 
the measuring sensor are completely unconstrained. Any and all of the 
operations may be nonlinear, time varying and/or nom'ealizable, (in the 
sense that an output may depend on future values of the input). In fact, 
the only real constraint is that the mutual information, I (~; Z), between 
the parameters, ~, and the sensor output vector (the measurements) Z 
be finite and known. This particular informational quantity is defined 
herein as the Sensor Channel Transmittance of the parameters. I (~; Z) 
resembles greatly the Shannon Channel Capacity but it is distinct from 
channel capacity and must be treated as such. 
Under certain conditions the transformation D (~) will possess the 
property that for any arbitrary random vector 
I(~; ~) = I(~; 2) (~)) ,  
This is information preservation. When a transformation D (~) does not 
preserve information 
I(~; ~) > I(~; D(~)). 
The following theorem may now be proven for the system of Fig. 1 
F (Z), 0 (~) and D (~) are specified, but unconstrained transformations. 
THEOREM 1. The Entropy Theorem for Identification a) The entropy of 
the error vector X, is always bounded from below according to 
H(X) _-> H0 (10) 
where 
Bo = H(U) - I(V; Z). (11) 
Ho is a function of known informational quantities and does not depend on 
the filter function F (Z). 
b) Minimizing the mutual information I (X; Z ) is equivalent to minimiz- 
ing the error vector entropy. I f  the estimating filter F (Z) can be chosen so as 
to cause X and Z to be independent, then the error vector entropy achieves its 
lowest possible bound which is: 
min[p~ {H(X)} = /t0 -- H(U) -- l (U;  Z) = Ho (12) 
c) Whether the transformation D (~) preserves information or not, the 
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reduction in the processed parameter entropy H (U), because of the use of a 
feed-forward estimating procedure is always bounded from above by I (~; Z), 
the Sensor Channel Transmittance of the parameters, i.e., 
H(D(~) )  - H(X)  <= I (a;  Z). (13) 
The equality will hold when D (Z) preserves information and when the op- 
timum filter ~ is used. 
Proof. a) Based on the system equations (6) through (9), it follows 
that the joint probability density function of the vectors X and Z is 
p~(x, z) = p~(x + y(z),  z) 
and therefore 
H(X, Z) = H(U, Z) = H(D~[) ,  Z) (14) 
This entropy equation is true regardless ofthe specific forms taken by the 
functions F (Z) and D (I'). 
The mutual information between the error vector and the measure- 
ment vector may now be expanded and rewritten using equation (14): 
I(X; Z) = H(X) -t- H(Z) - H(X, Z) 
= H(X) - }/(U) + • (u)  + H(Z)  - H(U, Z) (25) 
= H(X) -- H(U) -t- I(U; Z). 
Since mutual information is always nonnegative, 
I(X; Z) _-- 0, (16) 
equation (15) reduces to the inequality 
H(X) > H(U) - I(U; Z). (17) 
a) The proof that the minimum error entropy corresponds to the 
minimum mutual information between the error and the measurements 
follows from a direct examination of equation (15), for in that equation 
only I (X; Z) and H (X) depend on F (Z). 
The minimum possible entropy attainable by X is its lowest bound, 
H0, i.e., 
minl~} {H(X)} = H(U) -- I(U; Z). (18) 
According to equation (15) this can only occur if 
z(x; z) = o. 
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Since the mutual information between two random vectors is zero, if, 
and only if, the vectors are statistically independent, i  must follow that 
the optimum estimating filter F (Z), required to achieve the minimum 
error vector entropy is the filter that causes the error and the measure- 
ments to be independent. 
c) It  is convenient to rewrite equation (17) as 
H(D(~)  - -  H(X) < I(U; Z) -- I (D(~);  Z) 
This last equation together with the information destroying property 
of D (.), 
I(U; Z) < I(~; Z) 
yields the important inequality 
H(D(o~))  - H(X) < I ( . ;  Z). (19) 
In this equation the equality will hold when X and Z are independent, 
i .e. ,  
I(x; z) = o, 
and when the transformation D(~) preserves information. Since 
H(D (~)) is the a pr ior i  entropy of the processed parameters, before 
estimation and H (X) represents the uncertainty after estimation, then 
H(D(~) )  - -  H(X) must be the reduction in entropy that is due exclu- 
sively to the use of a feed-forward estimating path. The extent of the 
entropy improvement is always bounded from above by the Sensor 
Channel Transmittance of the parameters. This completes the proof of 
the theorem. 
DISCUSSION 
Because the bound in equation (13) depends only on the Sensor 
Channel Transmittance, it is not particularly important what type of 
model is used to represent the sensor. Therefore, the theorem is applicable 
to an extremely broad class of measuring devices and parameter esti- 
mating systems. Moreover, even when the sensor defies conventional 
mathematical nalysis, such as with human operators, the value of the 
Sensor Channel Transmittance used for the performance bounds can be 
obtained from experimentally derived data. 
The bounds described by the various equations depend only on given 
data (i.e., quantities either knowaa in advance or measm-able) and do not 
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depend on explicitly defining P (Z) (or even F (Z) in the sub-optimal 
case), so that they are quite easy to obtain. Thus, entropy analysis pro- 
vides a convenient "back door" to systems evaluation by completely by- 
passing the very difficult and often impossible task of determining the 
optimal filter. This peculiar advantage of entropy analysis has been ob- 
served before in the context of the coding problem. In particular, Shan- 
non has shown that even when the optimal coding procedure is not 
known, the optimum performance may still be determined. But unlike 
the coding theorem the entropy theorem is not constructive and, there- 
fore, it is not clear how/~ is to be constructed, and except for the case of 
Gaussian signals (where F is linea~) the existence of/~ is yet to be proven. 
The independence of the error vector with respect to the measurement 
vector is reminiscent of the orthogonality condition encountered in the 
linear-Gaussian estimation problem. This is not too much of a surprise 
since the entropy identification theorem must always reduce to the 
accepted results of classical mean square error analysis in the special 
case of Gaussian-linear estimation. The similarity is made even more 
apparent by considering the following corollary to the Identification 
Theorem. 
COROLLhRY 1. The optimum error vector entropy equals the entropy of the 
processed parameters conditioned on the measurements, i.e., 
minlFI {H(X)} = H(D(a) /Z) .  (20) 
Notice the resemblance between this entropy equation and the corresponding 
equation derived by mean square error analysis, i.e., 
min~vl {var (X)} -- var (D(a)/Z) (21) 
Proof. The proof follows using the fundamental identity 
I(U; Z) = H(U) - H(U/Z), (22) 
in conjunction with equation (18), so that 
minlF~ {H(X)} = H(U) - I(U; Z) -- H(U/Z) 
= H(D(~) /Z)  Q.E.D. 
THE ADDITIVE NOISE SENSOR 
When the signal sensor takes the specific form shown in Fig. 2, and 
when the operations C, B, ~, and D preserve information, the following 
corollary may be proven. 
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FIG. 2. An example of an additive noise sensor. 
COROLLARY 2. For the additive noise sensor, constrained as described 
above, and used in an estimating system of the form shown in Fig. 3, the 
improvement in the system entropy performance, because of the use of a 
feed-forward estimating procedure, is bounded from above by 
H(D(a))  - H(X) < H(B(Y) + N) - H(N) (23) 
The equality holds when F (Z) may be chosen so as to cause X and Z to be 
independent. 
Proof. Let 
and 
S = B(0(~) )  = B(Y)  
W=S+N 
z = c (w)  
It is well known that 
I (S ;  W) = H(S  + N)  - H(N)  
(24) 
= H(B(Y) + N) -- H(N). 
Since B, C and D preserve information, 
I(S; W) = I ( r ;  W) = I(a; W) 
= I (~;z )  (25) 
Using this last equality as to rewrite equation (19) proves the corollary. 
Example. A simple example is chosen to demonstrate he unique per- 
formance predicting capabilities of entropy analysis. The results can 
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FIo. 3. The addit ive noise sensor used in a parameter  est imat ing system. 
then be compared with linear and nonlinear techniques applied to the 
same problem. The problem is to estimate the scalar parameter a, which 
has the rectangular probability density function 
1 ( ) -  < 
p. a 2a - -a < a a 
p, (a )  = 0 Elsewhere. 
The measurements made of a are corrupted by additive white noise, n~, 
having a probability density function 
1 
p~(n~) 2b -b  <= n~ <= b 
p~ ( n~ ) = 0 Elsewhere. 
Estimates of a are to be made using the N noisy measurements 
z i=a+n~ i= 1 ,2 , . . . ,N .  
Thus, for this example B, C, D and 0 are identity operations. Con- 
ventional mean square error analysis assumes either 
1 ) The signal and the noise are Gaussian, or 
2) The optimum estimator is to be linear. 
Both assumptions lead to 
2 tr a 2 x~ 
o~ - -  ~=1 Zi 52 2 ,  Z~ ~ 2 + N~,2 .= + Na  2 i=1 
_ c?b  ~ var {a*} - o-,~ o',~ 1 
c~ 2 + N(~. ~ 3 b ~ + Na  2 
where a* is the linear m.s.e, estimation algorithm and var {x*} is the 
variance of the error due to that estimator. 
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I f  an optimum m.s.e, estimator is derived for N = 3, it is found to be 
nonlinear and depends on the relationship between a and b: 
a>~b 
zl --[- a - -  b 
2 
z~- [ -b - -  a 
2 
Zl "~- Zs 
2 
b<=a 
z~ 6 [a -- b, a -~- b] 
z, 6 [ - - (a+ b) , - - (a - -  b)] 
Elsewhere. 
zz+a-b  
2 
z~--~-b-  a 
dz= 
2 
~=0 
Zl "Jr Zs 
2 
z~ 6 [ - - (b - -  a ) ,b~-  a] 
} 
z~ 6 [ - (b  + a), (b a)] 
f z, 6 [ - (b -  a ) ,b - -  a] z~ 6 [ - - (b a), b a] 
{zz E [b -- a, b + a] } 
z~ 6 [ - (b  + a ) , - (b - -  a)] 
where z~ and zz are the smallest and largest measurements respectively. 
The error variance obtained by using the nonlinear estimator is 
b 2 
var /2}  = ~ (3a -- b) 
fo ra  >_ b, and 
2 a 3 a t a 5 
var {2} a 3 1 
= -3  - -  2-b ~-  10 b 2 15 b 3 
for a < b. 
is 
The entropy of the error when an opt imum entropy estimator is used 
t t (~)  = I-I(~) + H(n l ,  n2, n3) - H(z l ,  z2, z3) 
b 5 
(in (2b) 4a 6 a >= bl 
=t : a ~ a ~ 3a In (2a) -- 12b-- ~ -~- 2b ~ 2b a _-_ b 
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with 
H(a) = LN(2a) 
H(N) = 3LN(2b) 
b 5 
4--a -F ~ -/- In ( 2a) -F 2 In ( 2b ) a >= b 
H(Z)  = 
a 3 a 2 3 a 
3 in (2b) + 1253 252 -F 2-b a < b 
The curves representing the performances of the linear, nonlinear and 
entropy estimators are shown in Figs. 4 and 5. As anticipated, it is true 
that 
H(x*) > H(£c) 
and 
var {x*} > = var {~} = > var {~c}. 
Clearly for low signal to noise ratios, the entropy bound, var {~} is very 
close to the variance actually achieved with nonlinear estimation. The 
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FIG. 4. Error entropy vs. "signal" to noise ratio. 
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entropy derived bound on the error variance is obtained from 
2~r(;:)-i 
e 
var {&/ > 27r 
The interpretation f the entropy graph is not very difficult especially 
since the scale factor relationship 
H(Kx) = g(x)  4- lnK  
is true for all distributions of x. Tlms, an error entropy difference of .693 
hats between two estimating procedures represents an error ratio of 2. 
CONCLUSIONS 
A new analysis concept has been presented which leads to an informa- 
tional interpretation f parameter stimation. This interpretation is more 
general than conventional techniques and because it leads to the opti- 
mum performance bounds without any intermediate calculation it has 
important applications for preliminary design analysis. One particular 
application for the entropy derived performance bounds is to judge the 
aeceptability of simple suboptimal estimating procedures. 
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