In this paper, new three-point eighth-order iterative methods for solving nonlinear equations are constructed. It is proved that these methods have the convergence order of eight requiring only four function evaluations per iteration. In fact, we have obtained the optimal order of convergence which supports the Kung and Traub conjecture. Kung and Traub conjectured that the multipoint iteration methods, without memory based on n evaluations, could achieve optimal convergence order 2 n−1 . Thus, we present new iterative methods which agree with the Kung and Traub conjecture for n = 4. Numerical comparisons are included to demonstrate exceptional convergence speed of the proposed methods using only a few function evaluations.
Introduction
Finding the root of nonlinear equations is one of important problem in science and engineering. In this paper, we consider iterative methods to find a multiple root α of multiplicity m, i.e., f (j) (α) = 0, j = 0, 1, ..., m − 1 and f (m) (α) = 0, of a nonlinear equation:
f (x) = 0,
where f : I ⊂ R → R is a scalar function on an open interval I and it is sufficiently smooth in the neighbourhood of α. In recent years, some modifications of the Newton method for multiple roots have been proposed and analysed [1, 2, 4, 6, 10, 11, 12, 13, 14, 17, 18, 19, 20, 21, 24] . However, there are not many methods known to handle the case of multiple roots. Hence we present new higher order methods for finding multiple zeros of a nonlinear equation which use only four evaluations of the function per iteration. In addition, the new methods have a better efficiency index than the second and sixth order methods given in [1, 2, 4, 6, 10, 11, 12, 13, 14, 17, 18, 19, 20, 21, 24] , in view of this fact, the new methods are significantly better when compared with the established methods.
The well-known Newton's method for finding multiple roots is given by:
which converges quadratically [8] . For the purpose of this paper, we use (21) and transform Thukral fourthorder method [21] to construct new eighth-order methods for finding multiple roots of nonlinear equations. In order to construct the new eighth-order method for finding multiple roots we use the new concept applied in [20] . The prime motive of this study is to develop a new class of three-step methods for finding multiple roots of nonlinear equations. The eighth-order methods presented in this paper only use four evaluations of the function per iteration. In fact, we have obtained the optimal order of convergence which supports the Kung and Traub conjecture [9] . Kung and Traub conjectured that the multipoint iteration methods, without memory based on n evaluations, could achieve optimal convergence order 2 n−1 . Thus, we present new derivative-free methods which agree with the Kung and Traub conjecture for n = 4 Furthermore, the few eighth-order methods have a better efficiency index than existing the two-step and three-step order methods presented in [1, 2, 4, 6, 10, 11, 12, 13, 14, 17, 18, 19, 20, 21, 24] . In view of this fact, the new methods are significantly better when compared with the established methods.
Contents of the paper are summarized as follows. Some basic definitions relevant to the present work are presented in the section 2. In section 3, we describe the new three-point methods of optimal order. Convergence analysis is provided to establish the eighth-order convergence. Finally, in section 4 several numerical examples are given to demonstrate the performance of the new methods for different values of b.
Basic definitions
In order to establish the order of convergence of the new eighth-order methods, we state some of the definitions:
Definition 2.1. Let f (x) be a real function with a simple root α and let {x n } be a sequence of real numbers that converge towards α. The order of convergence p is given by
where ζ is the asymptotic error constant and p ∈ R + . Definition 2.2. Let e k = x k − α be the error in the k th iteration, then the relation:
is the error equation. If the error equation exists then p is the order of convergence of the iterative method.
Definition 2.3. Let r be the number of function evaluations of the new method. The efficiency of the new method is measured by the concept of efficiency index [5, 22] and defined as
where p is the order of the method.
Definition 2.4. Suppose that x n−1 , x n and x n+1 are three successive iterations closer to the root α of (1). Then the computational order of convergence [23] may be approximated by
Development of the methods and analysis of convergence
In this section, we define new eighth-order methods for finding multiple roots of a nonlinear equation. In fact, the new iterative methods are based on the fourth-order method presented recently in [21] and is improved by introducing a weight-function in the third step of the method.
We start with the Thukral et al. eighth-order iterative scheme, which is presented in [15] and given by:
where u (t) is the arbitrary real function satisfying the conditions:
and a and b are real parameters. The function u (t) in (9) can take many forms satisfying the conditions (10) . Hence, the following two functions (which are depending on King's parameter b) are given by
and
where
and satisfy the conditions at equation (10).
The above formula is an optimal eighth-order convergence method and is very efficient in obtaining a simple root of a nonlinear equation. However, in the case of multiple roots the formula loses its eighth-order convergence. For the purpose of this paper we shall introduce new parameters to achieve the optimal eighth-order convergence for obtaining multiple roots.
We apply the new concept recently introduced by Thukral [20, 21] to the formula (9) and obtain the new eighth-order methods for finding multiple roots of nonlinear equations. The transformed form of (9) is given by:
n ∈ N, a ∈ R,x 0 is the initial guess and provided that the denominator of (14)- (16) are not equal to zero.
In order to obtain the optimal order of convergence of the new iterative methods, we have modified the u (t) function used in (9) . In this case the following two functions (depending on King's parameter b) are given by:
where n ∈ N, b ∈ R + . In order to examine the convergence property of the new iterative method (16), we prove the following theorem. Proof. Let α be a multiple root of multiplicity m of a sufficiently smooth function f (x), e = x − α and e = y − α, where y is defined in (8) . Using the Taylor expansion of f (x) about α, we have:
where n ∈ N and
Moreover by (8), we have
The expansion of f (y n ) about α is given as
Simplifying (23), we get:
Furthermore, we have
Since from (8) we have:
Substituting appropriate expressions in (26) and after simplification we obtain the error equation:
It is well established that the order of convergence of the first step of the presented method (14) is two and we have shown that the order of convergence of second step (15) is four. In order to establish eighth order convergence of (16) we use the following principle.
The order of convergence of the first step is given by:
and the order of convergence of the second step is determined by:
where in this case
Hence, the error equation of the first step is expressed as:
Substituting (29) into (28), the error equation of the second step x n+1 = G (G (x n )) is:
where k 1 , k 2 , k 3, ... are constants.
We repeat the process to obtain the error equation of the third step of the method (16) . Therefore, the error equation of (16) is given by:
The error equation (34) establishes the eighth-order convergence of the new method defined by (16).
Application of the new eighth-order iterative method
The present eighth-order methods given by (16) We can see that the efficiency index of the new eighth-order method is better than the other similar methods. The test functions and their exact root α are displayed in Table 1 . The difference between the root α and the approximation x n for test functions with initial guess x 0 , b = 0 (1) 4 and a = 0 are displayed in tables. In fact, x n is calculated by using the same total number of function evaluations (TNFE) for all methods. In the calculations, 12 TNFE are used by each method. Furthermore, the computational order of convergence (COC) are displayed in tables. From the tables we observe that the COC perfectly coincides with the theoretical result. However, this is the case when initial guess are reasonably close to the sought zeros. For finding simple root different methods were formed from the King's method (8) . The special cases are; when b = 0, Ostrowski method is obtained, when b = 1 Kou's method [8] and when b = 2 Chun's method [1] , and further eighth-order methods were developed [15, 16] . Hence, for different values of b we list the new eighth-order methods for finding multiple roots in the following tables. 
Functions
m Roots Initial guess 
Remarks and Conclusion
In this paper, we have introduced new eighth-order iterative methods for solving nonlinear equations with multiple roots. Convergence analysis proves that the new methods preserve their order of convergence. By simply introducing new parameters in (16) we have achieved eighth-order of convergence. The prime motive for presenting these new methods was to establish a higher order of convergence method than the existing two to six order methods [1, 2, 4, 6, 10, 11, 12, 13, 14, 17, 18, 19, 20, 21, 24] . We have examined the effectiveness of the new methods by showing the accuracy of the multiple roots of several nonlinear equations. After an extensive experimentation, it can be concluded that the convergence of the tested multipoint methods of the eighth order is remarkably fast. Furthermore, in most of the test examples, empirically we have found that the best results of the new method (16) are obtained when b = 0. The main purpose of demonstrating the new methods for different types of nonlinear equations was purely to illustrate the accuracy of the approximate solution, the stability of the convergence, the consistency of the results and to determine the efficiency of the new iterative method. We have shown numerically and verified that the new methods converge to the optimal order eight. The major advantages of the new eighth-order iterative method are; first, able to evaluate simple and multiple roots, secondly, simple formula when compared to existing methods containing long expressions of m ( see [1, 2, 4, 6, 10, 11, 12, 13, 14] ), thirdly, have achieved a first optimal eighth-order method. Finally, we conjecture that new concept introduced by Thukral [20, 21] may be applied to transform the iterative methods used for finding simple root of nonlinear equations.
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