on behalf of the CMS Computing project Abstract-After a successful first run at the LHC, and during the Long Shutdown (LS1) of the accelerator, the workload and data management sectors of the CMS Computing Model are entering into an operational review phase in order to concretely assess area of possible improvements and paths to exploit new promising technology trends. In particular, since the preparation activities for the LHC start, the networks have constantly been of paramount importance for the execution of CMS workflows, exceeding the original expectations -as from the MONARC model -in terms of performance, stability and reliability. The low-latency transfers of PetaBytes of CMS data among dozens of WLCG Tiers worldwide using the PhEDEx dataset replication system is an example of the importance of reliable networks. Another example is the exploitation of WAN data access over data federations in CMS. A new emerging area of work is the exploitation of Intelligent Network Services, including also bandwidth on demand concepts. In this paper, we will review the work done in CMS on this, and the next steps.
I. INTRODUCTION
A T the CERN [1] laboratory in Geneva, the LHC accelerator [2] started operations in 2010 and the first data taking period (Run-1) completed in 2013. Over many years, the Computing project of the CMS experiment [3] designed, deployed and tested a Computing Model [4] based on experiment-specific tools on top of Grid-compliant services from EGEE/EGI [5], OSG [6], Nordugrid [7] middleware providers, and has run such model on a worldwide infrastructure coordinated by the WLCG (Worldwide LHC Computing Grid) Collaboration [8] . Many lessons were learned in running CMS workflows over WLCG computing centers (Tiers) during Run-1 [9] : as we enter into the first Long Shutdown (LS-1) period, the Computing project has a unique opportunity to explore and evolve the model to get prepared for LHC Run-2, which is foreseen to start in 2015 [10] . Among the many areas of work, the work plan on an evolutionary path in the sector of network-aware systems in CMS, with main focus on data management and transfers [11] , is outlined in the following.
A. CMS Computing Model and WLCG Tiers
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T. Wildish is with Princeton University, Princeton, NJ, United States of America (email: awildish@princeton.edu). different services to the experiments. WLCG for the LHC experiments consists today of a Tier-0 (T0) centre located at CERN, 12 Tier-1 (T1) centers, more than 140 Tier-2 (T2) centers and a large number of Tier-3 (T3) centers. The overall infrastructure offers more than 50 PB of disk resources and about 150k CPU cores to the LHC experiments, on which they run more than 1 million jobs per day on a stable basis. Out of this large infrastructure, the CMS experiment can exploit the Tier-0, 8 Tier-1 centers 1 , about 50 Tier-2 centers and more than 60 Tier-3 centers.
The CMS Computing Tier levels and the services they offer are described in the CMS Computing Technical Design Report [13] , with only relatively minor modifications since then and before the start of LHC. In a nutshell, the T0 at CERN performs prompt processing, archival storage on tape systems, and data serving to the subsequent level. The T1 centers perform organized processing, data storage on tape systems, simulated event production, and data serving to the subsequent level. The Tier-2 centers perform physics data analysis and simulated event production on a roughly 50%-50% basis. The Tier-3 are mainly focussed on physics analysis.
In the MONARC model, the network was perceived as insufficient and/or unreliable at that time. This had a deep impact in the way the data and workload management were designed and implemented for all LHC experiments at the application layer. In the CMS Computing model, the data is pre-placed based on experiment-specific policies, with jobs being sent to the data, and no data moving in response to job submissions. Consequently, the most important transfer links had to be defined a-priori (e.g. T0-T1 and T1-T2) and relatively static data placement policies and techniques had to be adopted. As a result, a "protective" transfer topology was implemented, in which only few routes were identified as necessary and they were the only ones to be tested and commissioned. For example, the T0-T1 traffic was guaranteed by the LHCOPN infrastructure, and the T1-T2 traffic within a nation relied on the national NREN to dimension the bandwidth appropriately. On the other hand, routes like T2-T2 were expected not to be needed and this traffic to happen in a multi-hop manner via an intermediary T1. In order to guarantee that every physicist could be granted low-latency access to any needed data, the CMS data placement policies foresaw since the beginning the existence of multiple static data replicas over the infrastructure.
B. The CMS PhEDEx system
The need for a robust CMS data placement system emerged very early, almost 10 years before the start of LHC. For this purpose, CMS developed PhEDEx (Physics Experiment Data Export) [14] . The PhEDEx system is a reliable and scalable dataset replication system. It is not a CMS-specific system, but it has been used in production by CMS as a data placement system since 2004 and it still stands today as the longest production-quality computing tool in the history of the CMS Computing project. Its basic architecture in a nutshell consists of a transfer management DB (implemented with an Oracle backend) plus a set of highly-specialized, loosely-coupled, stateless, location-independent software agents [15] .
After a massive commissioning effort through regular testing activities [16] , dedicated tests during cosmic runs [17] , and wide computing challenges in preparation for the LHC data taking phase (e.g. DC'04 [18] , CSA'06 [19] , CCRC'08 [20] , STEP'09 [21] ), PhEDEx matured over years and has been stably and successfully used in LHC Run-1 [9] .
PhEDEx controls bulk data-flows over a defined transfer topology: a transfer request to a destination triggers the selection of its "best" source, and the system deals with a "guaranteed" delivery with no concept of deadlines and the possibility of "re-routing" the traffic as needed. PhEDEx by design tends to keep the network full anyway and implement gentle retry algorithms.
Currently, the overall PhEDEx traffic among all WLCG Tiers averages at more than 2 GB/s CMS-wide, with a total of about 500k file transfer successes per week. The system deals in total with more than 10 millions distinct files (not counting replicas, otherwise this number more than doubles).
These rates have been sustained for more than 4 years now (see e.g. Fig. 1 ).
It is worth noting that commissioning such an infrastructure and maintaining it stably performing at this quality level is not straightforward. To allow this, the PhEDEx system is organized in two separate instances, one for production traffic and another one for commissioning and links testing, accounting for 2/3 and 1/3 of the total traffic respectively. A not negligible amount of the total traffic is hence triggered by the system itself just to make sure that links do work, due to a lack of knowledge of the network state information inside PhEDEx itself. This is a key point in this paper, and it will be tackled in the next paragraphs. 
C. From a hierarchy to a full mesh
Over the years, the PhEDEx topology has evolved beyond the MONARC model, thanks to a game changer: the networks -despite being considered an unreliable/insufficient resource at MONARC times -have actually been demonstrating to be one of the most reliable resource available to LHC experiments. From the architecture standpoint, on one side the LHCOPN (LHC Optical Private Network) [22] reliably deployed among the T0 and the T1 centers and fully redundant (see Fig. 2 ) is an example of this, and on another side the work in progress on the LHCONE (LHC Open Network Environment) [23] is planning to logically extend the scope of the LHCOPN to the T2/3 level at some scale. From the computing operations standpoint, the experience in the LHC Run-1 was decisive: we measured traffic on many links exceeding 1 Gbps, bandwidth has been abundant in most cases and rarely saturated in operation times, and most transfer errors experienced in operations were actually at the Storage Element level on-site or indeed within a site and not between pairs of sites. Over years, and especially during Run-1 itself, MONARC was acknowledged to have been serving the LHC community extremely well, and being mature enough to start considering an evolutionary path from MONARC-like models to less hierarchical ones, exploiting the networks as opportunities rather than limitations.
As a consequence of this, we started moving far from a hierarchical rigid model and started evolving towards a fullmesh model (see Fig. 3 ). More links (Tier-X to Tier-Y) were commissioned over time, and we started to evolve towards a topology with less boundaries and smoother distinction between Tier levels. In the currently deployed and operational topology, the T0 has 60 PhEDEx links, almost all outbound; the T1s can exploit almost the full set of links, i.e. about 120; the vast majority of the T2s have about 100-110 links commissioned and operational (half inbound, half outbound). Needless to say, a huge Tier-to Tier-Y commissioning plan was prepared and executed to achieve this, and mainly involved the T2 level: this was organized and run with a primary goal in mind, i.e. to explore ways to serve the physics community better and better, by reducing any latency observed by physics end-users. Some of this link commissioning effort partially overlapped with computing challenges and preparatory activities before Run-1, but also expanded into the Run-1 operations period. It is remarkable that it was sustained simultaneously to the standard daily Computing operations load during a successful Run-1, especially if one considers the complexity of a quasifull mesh, as the operational load roughly scales up as the number of links (see Fig. 4 ).
During the work to commission links in the full mesh, the high-potential of this work was perceived by the Computing project but it was not possible a-priori to quantitatively predict at which scale users would have exploited such flexibility. Now it is possible a-posteriori to dig into PhEDEx-internal historical traffic statistics, and measure this. The PhEDEx production data volume between different routes on a monthly basis since 2010 is shown in Fig. 5 . It can be seen that the T1-T2 traffic dominates on a regular basis, competing with T0-T1 traffic in some data-taking months. But it is evident how the T2-T2 routes is used much more than originally anticipated as from the MONARC model, demonstrating that i) the aggregate Tier-X to Tier-2 traffic (i.e. the traffic aimed at populating the "analysis Tier-2" level with data useful to the physics analysis groups) is dominant in PhEDEx activity plots, and ii) without such focussed full mesh (including T2-T2) commissioning work, PhEDEx operations could not have served the physics community as good as they actually did in Run-1 [9] .
The rest of this paper hence focuses on how to improve further, i.e. evolve PhEDEx and enable it to serve the physics community even better in the future. There is plenty of work- in-progress on this (see e.g. [24] , [25] , [26] ); in this context, we will focus in particular on a passive and/or active use of network information. On the latter, a more exhaustive description can be found in [27] .
D. Network information and analysis throughput
As summarized in the previous sections, the experience of the last few years showed us that a "displaced" MONARC model is actually used for LHC physics analyses: CMS could support this in a successful LHC Run-1, and it is planning to explore existing margins of improvements to explore while preparing for Run-2. In this paper we focus on the use of network information.
PhEDEx today does not make optimal use of network information. Currently, the PhEDEx metrics are dataflow-or workflow-centric, e.g. the time to transfer a dataset (based on internal statistics, or on past performance), the amount of data on a site (groups quotas, number of replicas). PhEDEx routing and retry algorithms base their decisions on metrics related e.g. to the use of hardware, definitely not to the only metrics that would make sense, i.e. the actual analysis throughput. So the question becomes "how can we focus and use the network information to improve the analysis throughput?".
There is work in progress on this in CMS Computing, in several sub-areas of the project, which cannot be covered in details in this paper but are referenced in the following. In terms of near-term improvements, the enabling of analysis fallback to xrootd-based WAN access upon failure -as from the AAA project (Any data, Any time, Anywhere) [28] -is of particular relevance in this context. Additionally, the data popularity service is monitoring the data access via CRAB (the CMS distributed analysis tool, see e.g. [29] , [30] ), identifying idle/hot data and suggesting what to clean/replicate. The two aforementioned activities are already running: despite relatively young in CMS Computing, they are growing fast and both of them will be consolidated before LHC resumes operations. In terms of longer term improvement, in this context CMS plans to adiabatically evolve PhEDEx into a more dynamic and responsive data placement system, through a coherent set of diverse improvements in PhEDEx: they are diverse in nature and scope, but all aim at maximizing the analysis throughput.
Among the possible improvements in the longer terms, the exploitation of external sources of information on the overall network state was identify as a key area of work. Being able to become aware of the overall network state on a given link in a given moment, and avoid to make transfer choices on the basis of PhEDEx-internal statistics instead, as well as refraining from running real-time heartbeat-like tests, it would offer large dividends: PhEDEx could "passively" access and use network information (e.g. PerfSONAR [31] , MonaLISA [32] ) and use them to tune its transfer activity. On the other hand, CMS could "actively" use the network information, i.e. manage the network actively and explicitly by scheduling the use of bandwidth across PhEDEx, or across all CMS, reserve network resources, virtual circuits, etc. This would open PhEDEx to a new realm of possibilities:
• PhEDEx transfers could become deterministic: an improved knowledge of bulk data delivery time to a destination could be achieved, ETA prediction becomes possible, and ultimately co-scheduling jobs with data placement could become a reality.
• PhEDEx could increase its responsiveness, as it would react to real network conditions. This would be especially important across different Virtual Organizations, e.g. in running simultaneous transfer operations with ATLAS on the same network links.
• PhEDEx could perform JIT replication of datasets, i.e. automatically trigger replications in response to AAA traffic, and go as far as coordinating PhEDEx with AAA on the bandwidth usage.
• PhEDEx could be ready for a wider utilization of opportunistic storage/computing resources (through the capability to pump the data in fast, use CPUs, them pump the data out fast), thus increasing the potential usability of non-CMS-controlled resources, which CMS is pursuing [33] , [34] )
E. How to get there?
In order to get there, PhEDEx would need to be refactored to disentangle the actual dual role it is fulfilling now, as a CMSmanaged data-store on one side, and as a data movement tool which could evolve into a CDN.
The CMS site storage as a whole, logically glued in PhEDEx, represent a CMS-managed static repository of data. This PhEDEx role could expand with dynamic creation/deletion of sites (from single SE's to single machines, affecting anything with at least a few TB's of disk), and could accept user-defined datasets, not just official CMS data.
In terms of the CDN role, PhEDEx would hence allow the rapid movement of small volumes of data (e.g. of the order of 1 TB), it could book network circuit for better performance, thus allowing the desired determinism.
The work in progress is currently being pursued in the collaboration with ANSE project ("Advanced Networking Services for LHC Experiments"
2 ) [35] . The ANSE project aims at integrating network-awareness into both the CMS PhEDEx software stack and into ATLAS Computing, at the PanDA level, by building on top of existing services at the network fabric level (e.g. DYNES2) and as part of the LHCONE prototype. Virtual circuits technology can be integrated in PhEDEx in several ways, e.g. i) per transfer-job (this is already possible now, via Fast Data Transfer (FDT) [36] ); ii) per destination, i.e. a circuit for all files from a given source (not possible yet, there is work in progress on this); iii) CMS-wide, i.e. book and manage circuits centrally upon need. In order for this to work at the CMS scale, plenty of work in ahead of us. First of all, we need to develop all the network management part in CMS: this includes the policy for use of circuits (when it is worth / not worth using a circuit, the needed API's, mature the concept of network budget, advance reservation, etc), as well as integrating this with AAA and other existing activities. Another area of work is how to deploy and operate robust virtual circuits across the CMS VO (as this is a multi-domain effort, with many players involved). Ultimately, a coherent planning and use of network resources (including paths, circuit duration, occupancy, etc) would allow to work towards the integration and unique coordination of network/CPU/storage together.
II. CONCLUSION
An adiabatic expansion of CMS PhEDEx towards a more responsive, deterministic system is desirable to get prepared for next LHC challenges. It would extend the data management to a broader range of resources, and it would bring efficiency improvements, and a major focus on maximizing the analysis throughput. In this work, the network awareness (and control) would takes this effort to a new level: the network state knowledge would allow for smarter application-level routing decisions; the network control would bring greater flexibility and responsiveness, and more determinism; ultimately, a coscheduling of CPU/storage/network would be a reality. There is work in progress but most of the challenge is in front of us in the next years, and covers different areas: the networkfabric layer (for which a close work with network communities and other experiments is crucial), the experiment application layer (in which we need to work in a testbed-like approach and test different approaches on top of the solutions we will be granted access to by the network communities), and the network-related policy and management layer.
