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ABSTRACT
The study of carrier dynamics in wide band gap semiconductors is of great im-
portance for UV detectors and emitters which are expected to be the building blocks
for optoelectronic applications and high voltage electronics. On the experimental
side, the progress made in the past two decades in generating subpicosecond laser
pulses, resulted in numerous experiments that gave insight into the carrier dynamics
in semiconductors. From the theoretical standpoint, the study of carrier interac-
tions together with robust simulation methods, such as Monte-Carlo, provided great
progress toward explaining the experimental results. These studies immensely im-
prove our understanding of time scales of carrier recombination, relaxation and trans-
port in semiconductor materials and devices which lead to optimizing the operation
of optoelectronic devices, more specifically, emitters and detectors.
Wide band gap materials having high breakdown field, wide band gap energy and
high saturation velocity are among the most important semiconductors employed in
the active layer of LEDs and lasers. GaN , its alloys, and ZnO are among the most
important materials in semiconductor devices. Moreover, the use of lattice matched
v
layers based on InAlN or InAlGaN is an alternative design approach which could
mitigate the effect of polarization and enable growing thicker layers due to the higher
structural quality.
We first perform the study of carrier dynamics generated by ultrafast laser pulses
in bulk GaN and ZnO materials to investigate the temperature dependent lumines-
cence rise time. The obtained results are compared to the experimental results which
show an excellent agreement. In this work, we use Monte Carlo method to evaluate
the distribution of carriers considering the interaction of carriers with other carri-
ers and also with polar optical phonons in the system. Considering the ongoing
research about the advantages of lattice matched nitride based material systems, we
also studied the properties of GaN layers lattice matched to InAlN and InAlGaN. As
an application, we utilized the GaN/InAlGaN material system to study the carrier
dynamics in Quantum Cascade Lasers. Furthermore, due to the superior properties of
GaN which makes it an excellent candidate in power electronic applications, we also
design and simulate an advanced vertical trench power MOSFET using drift diffusion
and Monte Carlo models and characterize the performance of the device.
vi
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1Chapter 1
Introduction
In this work we study the optical properties of wide band gap semiconductors and
transport properties of lattice matched nitride material systems. The large band gap
energy offered by wide bandgap semiconductors makes them an excellent candidate for
optical devices. Typical wide bandgap semiconductors exhibit emission/absorption
wavelength that covers the visible spectrum as well as ultraviolet region. Therefore,
they have become increasingly important in the electronics as an optical source for
full color display. These material systems are particularly important in LEDs, laser
diodes, photo-diodes and UV detectors. Optoelectronic devices fabricated using wide
bandgap semiconductors are light weight, ultra small and very efficient (Takahashi
et al., 2007).
To understand the performance of wide bandgap optoelectronic devices, it is very
important to study the optical properties of their material systems, particularly, pho-
toluminescence properties. Time-resolved Photoluminescence experiments provide
valuable information on the lifetime and exciton effects in semiconductors (Mair et al.,
2000). It is a unique technique that combines temporal information with spectral data
and therefore, provides insight into the dynamics of carriers involved in optical tran-
sitions. Eventually, a clear understanding of the correlation of electron and hole pairs
in photo-excited semiconductors as well as the recombination mechanism is important
in optimizing the performance of optoelectronic devices (Reynolds et al., 2000).
2The three most important wide bandgap material systems are:
• Group III nitrides such as GaN
• Group II oxides such as ZnO
• Group II chalcogenides such as ZnSe
GaN and ZnO are the two common and important material systems in opto-
electronic applications. The former has attracted much attention due to its unique
material properties such as high bond strengths and very high melting temperature,
and the latter has become a subject of interest recently, mostly due to its large exci-
ton binding energy (60 meV) and the availability of bulk ZnO bulk crystals (Djuris˘ic`
et al., 2010; Lo, 1997). In this work, we study the dynamics of photo-excited carriers
in GaN and ZnO.
Nitride material systems, in addition to their application in optoelectronic de-
vices, are promising materials for high power, high temperature and high frequency
electronics due to their large bandgap, high dielectric breakdown field, good electron
transport properties and favorable thermal conductivity. GaN and its alloys offer a
bandgap energy between 1.9 to 6.2 eV which covers a wide spectrum region from IR
to UV (Ren and Zolper, 2003). The room temperature bandgap of nitride compound
semiconductors in comparison with other direct and indirect bandgap semiconductor
materials is shown in Figure 1·1 (Zhu et al., 2013).
As shown in the figure, at certain composition of In and Al, the lattice constant
of AlInN will be equal to that of GaN. This superior property of nitride alloys allows
the growth of lattice matched heterostructures to mitigate strain effects. Despite
being eligible to be grown perfectly lattice matched to GaN, properties of InAlN is
much less known compared to other alloys, AlGaN and InGaN (Butte´ et al., 2007).
Understanding the charge transport properties in semiconductor material sheds light
3Figure 1·1: Room temperature bandgap of nitride material system
in comparison with other direct and indirect bandgap materials (Zhu
et al., 2013).
on the fundamental physical properties of the material such as electronic interactions
in crystals, band structure and lifetimes. A through and sophisticated knowledge of
charge transport properties remarkably improves the device design and optimization.
The charge transport properties in semiconductors is generally described by Boltz-
mann Transport Equation which is a tough problem to solve both from the math-
ematical and physical points of view. It is a seven dimensional integro-differential
equation that cannot be described by an analytical solution unless in very few cases
where certain boundary condition and approximations apply. An exact solution of
BTE was first presented at the Kyoto Semiconductor Conference in 1966 by Kurosawa
and Budd (Kurosawa, 1966; Budd, 1966) who suggested the use of Monte Carlo tech-
nique. With the aid of fast and modern computers, this approach attracted many
researchers who improved the model and added various aspects to it (Rees, 1968;
4Fawcett et al., 1969; Lebwohl and Price, 1971). In this work we employ an Ensemble
Monte Carlo method which consist of the simulation of an ensemble of electrons in-
side the crystal which are subject to an external applied electric field and scattering
mechanisms. Scattering mechanism are selected stochastically which relies on the
generation of uniformly distributed random numbers between 0 and 1. The dynamics
of the system is let to evolve until convergence is reached and eventually, the transport
properties such as mobility and velocity of carriers are calculated using appropriate
models (Jacoboni and Reggiani, 1983). In this work we present a model to calculate
the mobility and drift velocity of carriers in InAlN lattice matched to GaN including
the alloy scattering mechanism. Also we report the temperature effects on the carrier
mobilities.
GaN lattice matched structures are very attractive in high power and high fre-
quency applications to mitigate the detrimental strain effects. For instance, in Al-
GaN/GaN high electron mobility transistors, the strain induced due to the lattice
constant mismatch between the two layer in the heterostructure, the mobility of the
carriers within the 2D electron gas decreases significantly when the Al content exceeds
30% while a high content of aluminum is favorable in achieving high carrier confine-
ment (Arulkumaran et al., 2003). On the contrary, InAlN/GaN HEMTs provide su-
perior polarization-induced charges provided by spontaneous polarization, with lower
strain (Kuzmı´k, 2001; Gonschorek et al., 2006; Xie et al., 2007). Another example, is
the application of lattice matched structures in GaN/AlInN superlattices suitable for
applications in near-infrared based on intersubband transition (Nicolay et al., 2005).
Intersubband transition is very important in quantum cascade lasers (Capasso, 2010)
and the use of lattice matched layers in the structure of a QCL which in addition
to offering a high performance, enables the fabrication of thick and reliable quantum
5cascade structure thanks to the strain eliminations. In this work we study a AlInGaN
lattice matched to GaN. It is a quaternary alloy which provides an extra degree of
freedom which results in an independent control of the band gap and lattice constant.
In addition to the previously mentioned devices, GaN material systems have sig-
nificant applications in power electronics ranging from home appliances to automotive
industry, particularly, due to the development and improvement of hybrid and elec-
tric vehicles which require high electric power inverters to drive high power motors
(Uesagi and Kachi, 2009). Compared to the current generation of power electronic
devices which are mostly based on Si and SiC, nitride-based power switching devices
offer dramatically improved performance. Some of the important improvements in-
clude the use of thin active region for a given blocking voltage, the ability of working
at higher junction temperature and having an efficient heat dissipation. Among the
various GaN-based device architectures that have been explored and reported in the
literature (Boutros et al., 2009; Ikeda et al., 2010a), such as MOSFETs and HFETs,
GaN MOSFETs have much lower leakage current due to the presence of the oxide
layer. Moreover, certain designs have the ability to achieve positive threshold volt-
ages that make them more favorable and reliable in high power switching applications
compared to the normally-on devices. In this work we design and simulate an ad-
vanced vertical trench GaN MOSFET structure using Monte Carlo simulations and
Finite Element Method.
This thesis is organized in five chapters. The current chapter describes the mo-
tivation and goals of this thesis as well as providing an introduction to materials,
devices and numerical model used in this thesis. Chapter 2 describes the material
properties of wide bandgap semiconductors which includes two sections. Section 2.1
6provides a detailed study of sub-picosecond kinetics of photo-excited carriers in GaN
and ZnO material systems. In the theoretical model, the interaction with the laser
pulse is treated coherently, and a generalized Monte Carlo model is used to account
for various scattering mechanisms. The simulated results are then compared with the
experimental time-resolved photoluminescence studies carried out at Army Research
Lab. The transport properties of the GaN lattice matched structures are presented
in Section 2.3 where a theoretical model is described to account for the effect of alloy
scattering on the mobility and velocity of electrons and holes. A full band Monte
Carlo model is used to obtain the results. Furthermore, the effect of temperature and
dislocation on the mobilities are studied. Chapter 3 presents the two most important
simulation models used in device simulation. Both models are based on the solution
of Boltzmann Transport Equation. Drift-Diffusion model which is a deterministic
models derived from BTE under certain assumptions is described in Section 3.1 along
with the Finite Element Method which is the most common method used for the
discretization of the set of partial differential equations. The other simulation model,
Monte Carlo device simulator is presented in Section 3.2. As mentioned earlier, Monte
Carlo is a statistical method that provides an exact solution of BTE. It relies on the
self-consistent solution of Poisson equation and the dynamics of the ensemble of car-
riers. Chapter 4 presents two examples of GaN-based optoelectronic and electronic
devices. A practical application of nitride lattice matched structures is studied in
Section 4.1.2 where a GaN/InAlGaN quantum cascade laser structure is suggested
and the benefits of the lattice matched structure is compared with other structures.
An advanced vertical trench GaN MOSFET is designed and simulated in Section 4.2.
The effect of polarization charge on the I-V characteristics are studied and the inter-
action of channel carriers with oxide surface roughness is modeled. Finally Chapter 5
presents the conclusions and future work.
7Chapter 2
Material Properties1
2.1 Luminescence Properties of GaN and ZnO
The study of carrier dynamics in wide band gap semiconductors is of great impor-
tance for UV detectors and emitters which are expected to be the building blocks
for optoelectronic applications and high voltage electronics. On the experimental
side, the progress made in the past two decades in generating subpicosecond laser
pulses, resulted in numerous experiments that gave insight into the carrier dynamics
in semiconductors. From the theoretical standpoint, the study of carrier interac-
tions together with robust simulation methods, such as Monte-Carlo, provided great
progress toward explaining the experimental results. These studies immensely im-
prove our understanding of time scales of carrier recombination, relaxation and trans-
port in semiconductor materials and devices which lead to optimizing the operation
of optoelectronic devices, more specifically, emitters and detectors.
Wide band gap materials having a high breakdown field, wide band gap energy
and high saturation velocity are among the most important semiconductors employed
in the active layer of LEDs and lasers. GaN, its alloys, and ZnO are among the most
important materials in semiconductor devices. Moreover, the use of lattice matched
layers based on InAlN or InAlGaN is an alternative design approach which could
mitigate the effect of polarization and enable growing thicker layers due to the higher
1This chapter was previously published as (Shishehchi et al., 2013b), (Shishehchi et al., 2013c),
(Shishehchi et al., 2014a) and (Shishehchi et al., 2014b)
8structural quality.
We first perform the study of carrier dynamics generated by ultrafast laser pulses
in bulk GaN and ZnO materials to investigate the temperature dependent lumines-
cence rise time. The obtained results are compared to the experimental results which
show an excellent agreement. In this work, we use Monte Carlo method to evaluate
the distribution of carriers considering the interaction of carriers with other carri-
ers and also with polar optical phonons in the system. Considering the ongoing
research about the advantages of lattice matched nitride based material systems, we
also studied the properties of GaN layers lattice matched to InGaN and InAlGaN. As
an application, we utilized the GaN/InAlGaN material system to study the carrier
dynamics in Quantum Cascade Lasers (QCL).
The progress made during the past two decades in generating ultra short laser
pulses along with the detection possibilities at this short time scale led to a number
of experiments that provided valuable information on the microscopic carrier dynam-
ics in semiconductors (Kuhn and Rossi, 1992; Elsaesser et al., 1991). The theoretical
study of ultrafast dynamics of carriers in semiconductors together with robust numer-
ical tools for microscopic device simulation, such as Monte-Carlo techniques based on
microscopic scattering mechanisms, gives deep insight into the role of various scat-
tering mechanisms for the carrier thermalization and relaxation process. Detailed
understanding of this process requires a modeling of the distribution functions of the
carriers and interband polarization. Due to the characteristics of the laser pulse,
a strong degree of coherence will be created in the system. In the simulation, this
phenomenon is taken into account as the interband polarization. This coherence is
destroyed by phase relaxation due to scattering mechanisms (Fischetti and Laux,
1998; Rossi and Kuhn, 2002). In order to include the coherent effect, instead of a
traditional Monte-Carlo method which simply provides a solution of the Boltzmann
9Transport Equations (BTE), a generalized Monte-Carlo method, which provides the
solution of the semiconductor Bloch equations, is used. In this method, besides re-
taining the advantages of the conventional Monte-Carlo method, coherent effects are
also considered. In fact, such an approach has a self-consistent description of the car-
rier generation process which takes place in two steps: First, the light field creates a
polarization, and second, as a result of the coupling between the polarization and the
light field, carriers will be generated. Dealing with the distribution functions of the
carriers and considering the carriers as classical particles undergoing scattering mech-
anisms enables the implementation of the Pauli exclusion principle which is briefly
described in Section 2.2.
On the experimental side, essentially two different classes of experiments have
been used to study the dynamics of the carriers: time-resolved photoluminescence
(TRPL) (Izumi et al., 2000), and pump-probe experiments. In both methods a pump
pulse is used to generate a non-equilibrium carrier distribution that is then followed
as a function of time on a sub-picosecond time scale. The former method observes
the product of the distribution functions in the conduction and valence bands, while
the latter one measures the sum of the distribution functions (Kurz, 1992). In this
work, we focus on modeling the direct electron-hole recombination as seen in TRPL
and as most relevant to light emitting devices while generalizations of the pump-
probe techniques are useful for observing other coherent effects (Atanasov et al.,
1996; Planken et al., 1993).
In this work, we report the results of theoretical modeling of the optical excita-
tion in bulk GaN and ZnO and, using an advanced simulation model, we elucidate
the underlying physics that govern the experiments. More specifically, we study the
effect of scattering mechanisms on the carrier densities and also present the temper-
ature dependent normalized luminescence intensity. Furthermore, we compare the
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theoretical results with the experimental photoluminescence data obtained through
a sub-picosecond TRPL method (Shah, 1988). Section 2.2 will review and describe
the theoretical framework used to study the light-material interaction which includes
the interaction mechanisms as well as the numerical model used in this work. The
luminescence results obtained from GaN and ZnO will be presented in section 2.2.3
and 2.2.4 respectively.
GaN and its alloys enable a wide range of novel devices especially high power and
high speed electronics, light emitting diodes (LEDs) and lasers. We aim to study
the carrier dynamics to calculate the population inversion in nitride based Quantum
Cascade Lasers (QCLs). QCLs are high power, compact, continuous wave solid state
sources of radiation that have gained a lot of attention and rapidly developed during
the past decade (Kumar et al., 2011). Their design is based on the intersubband
(ISB) transitions in quantum wells (QWs). However, spontaneous polarization in
nitride materials which is due to a built-in electric polarization and piezoelectric
polarization that arises from the lattice mismatch between the two layers of different
nitride alloys, tend to spoil the efficiency of optoelectronic devices based on multi
quantum well (MQW) structures (Piprek, 2007). With the current progress in nitride
ternary and quaternary alloys, the band gap and internal field engineering becomes
more important in optoelectronic devices. The use of lattice matched layers based on
InAlN or InAlGaN is an alternative design approach which could mitigate the effect
of polarization and enable growing thicker layers due to the higher structural quality.
More specifically, the InxAlyGa1−x−yN material system, providing an extra degree of
freedom allows the independent control of the band gap and lattice constant (Park
et al., 2008; Shishehchi et al., 2013b). Therefore, first we will present a study about
the material properties of lattice matched nitride structures in Section 2.3 and then
we will investigate the advantage of utilizing lattice matched nitride layers on the
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population inversion of QCL structures.
2.2 Carrier Dynamics in Bulk GaN and ZnO
In this work we consider bulk wide band gap material described by an isotropic non-
parabolic conduction band and an isotropic parabolic heavy hole band. Considering
non-parabolicity for the conduction band increases the accuracy of the band structure.
In the valence band we only consider the heavy holes since within the energy regions
considered in this work, holes will be confined to the heavy hole band due to their
higher effective mass that results in a higher density of states compared to that of the
light hole band. Furthermore, the excitation energies that we consider in this work
are lower than the secondary minima, therefore, the particles will not be accelerated
or excited to energy states outside the Γ valley.
Figure 2·1 (1): (a) and (b) show the energy surfaces for conduction band at an
energy of 750 meV above the conduction band minima, and the energy surfaces for
the valence band at 100 meV below the valence band maxima, respectively in GaN
at room temperature. Figure 2·1 (2): (a) and (b) show the same results in ZnO at
room temperature. These results are calculated using an empirical pseudopotential
model (Goano et al., 2000). From these figures we can conclude that this simple
two-band model is a good approximation of the realistic electronic structure for the
range of energies considered in this work. However, the method can be extended to
multiple valleys or full band structures.
The system is described by a Hamiltonian that contains two parts: H0 which
is the unperturbed Hamiltonian and includes the parts that can be treated exactly
using a single particle model, and H1 which is the Hamiltonian of perturbation due
to various interactions and dephasing processes which will be treated with some level
of approximations. In this work we consider the interaction of carriers and interband
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(1) (2)
Figure 2·1: (1): Constant energy surfaces of GaN conduction band (a)
at an energy of 750 meV, and valence band (b) at an energy of 100 meV
at 300 K. (2): Constant energy surfaces of ZnO conduction band (a) at
an energy of 750 meV, and valence band (b) at an energy of 50 meV at
300 K.
polarization with polar optical and acoustic phonons, and the carrier-carrier inter-
actions via Coulomb potential. We describe the dynamics of the system using the
density matrix method (Kuhn and Rossi, 1992). The single particle Hamiltonian that
describes the interaction of free carriers with the incoming light field and free phonons
is given by:
H0 =
∑
k
ekc
†
kck +
∑
k
hkd
†
kdk +
∑
q
~ωqb†qbq +
∑
k
[
MkE0(t)e
−iωLtc†kd
†
−k
+M∗kE
∗
0(t)e
iωLtd−kck
] (2.1)
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where ek(1 + α
e
k) = ~2k2/(2me) and hk = ~2k2/(2mh) are the non-parabolic and
parabolic energy states for electrons and holes, and me and mh are electron and hole
effective masses respectively. c†k,d
†
k, b
†
q (ck, dk, bq) are creation (annihilation) operators
of electrons, holes and phonons, respectively. ωq is the phonon frequency, Mk is the
interband dipole matrix element, and E0(t) is the amplitude of the Gaussian shaped
laser pulse with a frequency centered at ωL and is defined as: E0(t) = ELexp(−t2/τ 2),
where EL is the peak electric field and τ can be related to the full width at half
maximum (FWHM) of the measured field intensity by τ = τI/(
√
2ln2). The external
light field is treated semi-classically within the rotating wave approximation.
To describe the dynamics of the system, we need to obtain the distribution func-
tion of the carriers and polarization as well as the rate of change of these functions.
Using the Heisenberg equations of motion for the electron and hole operators and in-
corporating appropriate commutation relations, we obtain the equation of motion for
particles and polarization which represent the generation rate for a non-interacting
system (Kuhn and Rossi, 1992; Haas et al., 1996):
d
dt
f ek =
d
dt
fh−k = g
0
k(t) (2.2)
d
dt
pk =
1
i~
[
ek + 
h
−k +MkE0(t)e
−iωLt(1− f ek − fh−k)
]
(2.3)
with the generation rate:
g0k(t) =
1
i~
[
MkE0(t)e
−iωLtp∗k −M∗kE∗0(t)eiωLtpk
]
(2.4)
where f ek , f
h
k and pk are the distribution functions of electrons, holes and polarization,
respectively. We include various interaction mechanisms by taking into account the
perturbing Hamiltonian. For each interaction mechanism, we consider a Hamiltonian
H i1 where i represents the specific interaction mechanism. In this work we consider
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polar optical and acoustic phonons, and carrier-carrier interactions. A number of
suitable approximations are also included to overcome the complexity of the equa-
tions which is due to the many-body nature of these interactions. The carrier-carrier
interaction Hamiltonian is given by:
Hcc1 =
∑
k,k′,q
Vq
[
1
2
c†kc
†
k′ck+qck−q +
1
2
d†kd
†
k′dk′+qdk−q −c†kd†−k′d−k′+qck−q
]
(2.5)
where the first and second terms are the repulsive electron-electron and hole-hole in-
teractions, and the third term is the attractive interaction of electrons and holes, and
Vq is the screened Coulomb potential. The first order approximation in the Heisen-
berg’s equations of motion leads to a renormalization of the carrier energies by a
self-energy factor and renormalization of the light field by an internal field (Kuhn
and Rossi, 1992). After obtaining the first order correction, using the Heisenberg
equation of motion again, one can derive the equations of the second order con-
tribution of carrier-carrier interaction. The equation for expectation values of four
operators involve the strings of six operators. We use factorizations to truncate these
chains of equations (Haas et al., 1996). The Markov approximation (Kuhn and Rossi,
1992; Haas et al., 1996) is used to avoid time integral equations and to neglect the
retardation effects. This approximation also implies that the electric field and the dis-
tribution functions vary slowly compared to the oscillation of the exponential terms
of the laser pulse, therefore, it eliminates the effect of initial correlations and dynamic
memory. Furthermore, the validity of this approach is limited to the range of carrier
densities considered in this work and may need to be revised for higher densities. In
this work we consider the second order contribution of the carrier-carrier interaction.
The result of the second order carrier-carrier interaction excluding the Hartree-Fock
terms are given in Eqs. 2.6 and 2.7.
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d
dt
f ik
∣∣(cc,2) = −∑
q
[
W
i(cc)
k−q,kf
i
k −W i(cc)k,k−qf ik−q
]
(2.6)
d
dt
pk
∣∣(cc,2) = −∑
q
[
Wp(cc)k−q,kpk −Wp(cc)k,k−qpk−q
]
(2.7)
where the index i represents either electrons or holes and
We,h(cc)k−q,k =
pi
~
|Vq|2
∑
ν′=e,h
∑
k′
P(e,hk−q + ν
′
k′+q − ν
′
k′ − e,hk )
[
f ν
′
k′ (1− f ν
′
k′+q)− p∗k′+qpk′
]
×(1− f e,hk−q) + c.c.
(2.8)
Wp(cc)k−q,k =
pi
~
|Vq|2
∑
ν′=e,h
∑
k′
P(νk−q + ν
′
k′+q − ν
′
k′ − νk)
×
[
−p∗k′+qpk′ + f ν
′
k′ (1− f ν
′
k′+q)(1− f νk−q) +f ν
′
k′+qf
ν
k−q(1− f ν
′
k′ )
] (2.9)
where the function P() is defined as follows:
P() = δ(x) + 1
ipi
P
x
(2.10)
and P denotes the principal value, and c.c. stands for the complex conjugate. Due
to the presence of free carriers, the Coulomb potential is screened (Schmitt-Rink and
Chemla, 1986). We use a static screening potential
Vq =
e2
0s
1
q2 + k2s
(2.11)
where 0 and s are the vacuum permittivity and static dielectric constant, respec-
tively, the screening wave vector is calculated according to the following equation (Os-
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man and Ferry, 1987).
ks =
e2
0sV
∑
k
−
[
∂
∂k
]−1 [
∂fk
∂k
]
(2.12)
where  is the carrier energy state and V is the volume of the material. Besides
the interaction of carriers with each other, in this work we take into account the
interaction with polar optical and acoustic phonons as well. The structure of the
Hamiltonian describing these interactions is independent of the type of the phonon
branch. The only difference is the interaction matrix element that describes the type
of lattice deformation, in the case of acoustic phonons, and the long range electric
field when polar optical modes are considered. The Hamiltonian that describes the
carrier-phonon interaction is:
Hcp1 =
∑
k,q
[
γeqc
†
k+qbqck + γ
e
q
∗c†kb
†
qck+q + γ
h
q d
†
k+qbqdk + γ
h
q
∗
d†kb
†
qdk+q
]
(2.13)
where γe,hq is the interaction matrix element. Due to the opposite charge of electrons
and holes, the matrix elements in the case of a polar interaction are: γeq = −γhq =
γq. The procedure of obtaining the second order contribution of the carrier-phonon
interaction to the equations of motion is similar to that of carrier-carrier interaction.
We derive Heisenberg equations of motion using Markov approximation. The second
order contribution to the equations of motion, excluding the internal field terms, are
the same as Eqs. 2.6 and 2.7, however, instead ofWe,h(cc) andWp(cc), the contribution
of phonons, We,h(cp) and Wp(cp), must be substituted.
We,h(cp)k−q,k =
2pi
~
∑
±
|γq|2 δ(e,hk−q − e,hk ± ~wq)(nq +
1
2
± 1
2
)(1− f e,hk−q) (2.14)
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Wp(cp)k−q,k =
2pi
~
∑
ν=e,h
∑
±
|γq|2P(νk−q − νk ± ~wq)
[
(nq +
1
2
∓ 1
2
)f νk−q
+(nq +
1
2
± 1
2
)(1− f νk−q)
] (2.15)
where nq is the number of phonons with wave number q at a specific temperature
which is calculated using the Bose-Einstein distribution and wq is the phonon fre-
quency.
To obtain the distribution functions, two sets of calculations are considered. One
part is the coherent part which includes the generation rate equations according to
Eqs. 2.3 and 2.4 for interband polarization and particles respectively. The distribution
functions at this part can be treated exactly through a direct integration over the
generation rate equations. This part accounts for the unperturbed system. However,
the presence of the interaction mechanisms changes the distribution of the carriers
and polarization created by the coherent part. In the second set of calculations, a
generalized Monte-Carlo method which is very similar to the traditional Monte-Carlo
method is used to account for the dephasing processes. At each time step through the
simulation process, the distribution functions are calculated and stored and later on,
are used to obtain the normalized luminescence intensity. The scattering rates for each
interaction mechanism employed in the Monte-Carlo procedure is calculated based on
Fermi’s golden rule. One of the most important scattering mechanisms is the carrier-
carrier interaction. The screening potential affects not only the interaction of carriers
with other carriers but also with phonons. Therefore, the carrier-phonon interaction
is weakened by the screening potential. The screened carrier-carrier scattering is
calculated based on the model presented in Refs. (Osman and Ferry, 1987; Jacoboni
and Lugli, 1989) which take into account the static screening wave vector as shown in
Eq. 2.11. The matrix element of the interaction of the electrons with the polar optical
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phonons via the Frohlich interaction is as follows (Ridley, 1999):
γq =
[
e2~ω0
0
(
1
∞
− 1
s
)]
Ie(k, k + q) (2.16)
where ∞ is the high frequency dielectric constant, q is the wave vector of phonons,
~ω0 is the polar optical phonon energy, and I(k, k′) is the overlap integral. The
overlap integral for the conduction band is defined by the following equation:
Ie(k, k′) =
1
[(1 + 2αk)(1 + 2αk′)]1/2
[
(1 + αk)
1/2(1 + αk′)
1/2 + α(kk′)
1/2cosθkk′
]
(2.17)
where θkk′ is the angle between the initial and the final momenta. For the holes,
we consider the ordinary polar optical scattering rate for parabolic band structures
presented in Ref. (Jacoboni and Lugli, 1989).
The deformation potential acoustic scattering rate for isotropic parabolic and non-
parabolic bands is calculated based on the method presented in Ref. (Jacoboni and
Lugli, 1989). For the parabolic bands, only longitudinal modes contribute to the
scattering. The scattering rate is calculated considering the acoustic deformation
potentials (De and Dh), longitudinal sound velocity (VL), density of the material (ρ)
and the phonon number, nq, which is calculated based on Bose-Einstein distribution.
For the non-parabolic conduction band, the average value of the longitudinal and
transverse sound velocity (VT ) is used. The transferred energy is calculated based on
energy and momentum conservation.
The calculated polar optical scattering rate at room temperature including the
effect of screening is shown in Figure 2·2 (1) and (2) for GaN and ZnO respectively.
The excess photon energy, the amount of photon energy after subtracting the band gap
energy, is 750 meV in GaN and 380 meV in ZnO and the electric field of the external
light in both of them is 0.6×107 Vm−1. The solid lines show the phonon emission rates
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and the dashed lines show the rate for the phonon absorption processes. Since the
laser pulse has a Gaussian shape and the peak of the pulse is present at 0 fs, therefore
we report negative values for time. The black lines (topmost solid and dashed lines)
show the calculated scattering rate at −100 fs. At this time, the generation process
has just started. The blue lines (center solid and dashed lines) show the scattering
rates at 0 fs where the density of electrons is higher than the previous step. The
increased generation rate results in higher carrier density which changes the screening
wave vector as the simulated system evolves. Therefore, the polar optical scattering
will be screened and eventually, the scattering rate will decrease. This effect is more
pronounced when the time is 100 fs and even more carriers are generated as shown
by the red lines (bottom solid and dashed lines). In this case, the electron-phonon
scattering rate is at its lowest value. Without the screening effect, the polar optical
scattering rate will not change during the simulation run.
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Figure 2·2: Calculated polar optical scattering rate for the non-
parabolic conduction band including the screening effect (1): in GaN
when The electric field of the light is 0.6×107 Vm−1 and the excess
photon energy is 750 meV and (2): in ZnO when the electric field of
the light is 0.6×107 Vm−1 and the excess photon energy is 380 meV.
In both figures, the solid lines show the phonon emission rate and the
dashed line show the phonon absorption rate.
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The material parameters that have been used in this work are listed in Table 2.1.
The values of the parameters are the same as those used in Refs. (Goano et al., 2000;
Farahmand et al., 2001; Chiaria et al., 2010; Bertazzi et al., 2007).
Table 2.1: Parameters used in the simulation for GaN and ZnO. The
values have been obtained from (Goano et al., 2000; Farahmand et al.,
2001; Chiaria et al., 2010; Bertazzi et al., 2007). m0 is the electron
mass in vacuum.
Parameter definition GaN ZnO unit
me electron effective mass 0.22m0 0.21m0 kg
mh hole effective mass 0.88m0 0.59m0 kg
∞ high frequency dielectric constant 5.350 4.070 Fm−1
s static dielectric constant 8.90 8.270 Fm
−1
~ω0 phonon energy 91.2 72.9 meV
Eg band gap 3.39 3.373 eV
M dipole moment 2.12 2 A˚
α non-parabolicity factor 0.37 0.4 eV−1
De electron deformation potential 8.3 7.5 eV
Dh hole deformation potential 22 22 eV
ρ density 6.15 6.10 gcm−3
VL longitudinal sound velocity 7.96 6.59 10
5cms−1
VT transverse sound velocity 4.13 2.79 10
5cms−1
τ FWHM of the laser pulse 85 85 fs
2.2.1 Numerical Model
This section describes the numerical approach used to evaluate the distribution func-
tions based on the model presented in Section 2.2. Based on this model (Kuhn and
Rossi, 1992; Haas et al., 1996), the ensemble of the carriers is described by means of
a number representation. This means that the number of super-particles represent-
ing the carriers is defined at each cell in k space, therefore, the occupation of each
cell is decreased or increased by one depending on the mechanism that takes place.
Furthermore, the maximum occupancy of each cell is limited by the density of states.
The distribution function is then defined by dividing the occupation number of each
cell by the density of state. The distribution function of electrons and holes are real
variables whereas that of the polarization is complex. Consequently, the magnitude
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and the phase of polarization are assigned to a two vector matrix. The simulation
process initiates with the vacuum state of the distribution of carriers and polariza-
tion; in other words, the distribution functions and polarization are equal to zero.
Subsequently, the ensemble of the carriers and polarization evolve as time elapses as
a result of the laser pulse taking the system out of equilibrium. The simulation period
is divided into a number of time steps. At each time step, first the coherent part is
calculated. The generation rate for the carriers is evaluated by a direct analytical
integration and the time evolution of the polarization is obtained by integrating the
coupled differential equations 2.2 and 2.3 employing a Runge-Kutta algorithm. The
obtained distributions until this point are then transformed into a many-body parti-
cle distribution which can be efficiently used to implement the ensemble Monte-Carlo
calculation. Specifically, we use N super-particles for each kinetic variable (Hockney
and Eastwood, 1988). These particles are generated randomly according to the dis-
tribution function calculated during the coherent part of the time step. Since the
polarization distribution function is complex, the phase is discretized according to
the complex values of pk. Next, the scattering rates are calculated. Due to the de-
pendence of the screening length on the distribution functions which are updated at
each time step, scattering rates should be recalculated once the new distributions are
available. Then, a traditional Monte-Carlo simulation is performed using the newly
calculated scattering rates. It should be noted that after each scattering event, the
number of super-particles in the initial cell is decreased by one and the number in the
final cell is increased by one.
In this work, we also include the effect of Pauli’s exclusion principle. Although
Monte-Carlo method treats the electrons and holes as semi-classical particles, they
should obey the Pauli exclusion principle, especially at high carrier densities where the
distribution of the particles is highly influenced by their fermionic properties. After
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Figure 2·3: A schematic representation for time-resolved photolumi-
nescence through optical gating by frequency down conversion. Exci-
tation laser provides pulses tunable from 3.26 to 5.33 eV, suitable for
studying GaN and ZnO samples with generated electron-hole pairs up
to 1020 cm−3. (Courtesy of Dr. Gregory Garrett)
the scattering process, once the final state is defined, a random number between 0
and 1 is generated to evaluate whether the transition is accepted or rejected (Lugli
and Ferry, 1985). In this method, the distribution function, fi at each cell i in the k
space is compared to the random number, r. If r > fi, the transition is accepted and
the occupancy of that cell is increased by one, otherwise, the transition is denied and
the particle goes through a self scattering event. Eventually, the distribution function
is updated according to the exclusion principle after scattering by each mechanism.
2.2.2 Experiment
We will compare the outcome of our numerical simulation to our experimental re-
sults. A schematic representation of the experimental setup is shown in Figure 2·3. A
250 kHz regeneratively amplified Ti:Sapphire laser produces 150 fs pulses at 800 nm
wavelength. Part of this beam is split off, acting as a gating pulse, and the other part
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pumps an optical parametric amplifier tunable from 760 to 465 nm. Output from the
amplifier is again doubled in a nonlinear optical crystal (2Xtal) to produce pulses
tunable from 380 to 232.5 nm. The pump pulse, compressed to a width of approx-
imately 80 fs is focused onto the sample where it photo-excites electron-hole pairs.
The luminescence from the sample is collected using non-dispersive optics and fo-
cused on another nonlinear crystal (NLXtal), where it is mixed with the gating pulse
to yield a up-converted signal that is spatially and spectrally separated from the other
beam. The up-converted signal is passed through a spectrometer and detected with
a photomultiplier tube in photon counting mode. The GaN sample was a 2µm thick
heteroepitaxial GaN film deposited by MOCVD with a fully graded AlGaN layer on
bulk AlN. The sample was unintentionally doped to 1016− 1017 cm−3. The ZnO sam-
ple was 350µm thick, 5mm square free-standing substrate. The sample was grown
by a seeded chemical vapor transport method (hydrogen assisted sublimation) and it
was unintentionally doped to 1016−1017 cm−3. The experiment was performed on the
Zn-polar side (c-plane sample). The arrival time of the near-IR gate pulse relative to
the UV photoluminescence maps the TRPL with 350 fs resolution as determined by
the group velocity dispersion between the two beams in the nonlinear crystal. The
energy range of the carrier distribution monitored is a function of the acceptance
angle of the phase matching condition in the non-linear crystal.
2.2.3 GaN Results
In this section we present and compare the theoretical and the experimental results
on GaN samples. In particular, we will look at the time evolution of the electron and
hole densities as a function of the electric field strength and intensity of the exter-
nal pulse. Subsequently, we present the effect of various scattering mechanisms on
these results, with particular emphasis on the analysis of the phenomena that lead
to the disruption of the coherence in the system. In this context, to highlight the
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Figure 2·4: Calculated time evolution of the electron (a) and hole
(b) number density functions at room temperature. The excess photon
energy is 750 meV and the electric field of the external light pulse is
0.6×107 V m−1. The number density function n(E) is defined as the
product of the density of states and the carrier distribution: n(E) =
g(E) f(E). The energy in (a) is measured from the bottom of the
conduction band. The energy in (b) is measured from the top of the
valence band.
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role of polar optical phonon scattering, we consider two excitation energies, one with
an excess photon energy of 750 meV which is higher than the polar optical phonon
energy (91.2 meV), and the other one with excess photon energy of 50 meV, which
is lower than polar optical phonon energy. For the case of excitation with the lower
energy, LO emission processes are significantly suppressed and do not drive the en-
ergy relaxation in the system. Finally we consider the calculated luminescence for
both values of the excess photon energies. Moreover, we study the effect of temper-
ature on the normalized luminescence intensity and compare it with the measured
values. Figure 2·4(a) shows the calculated time evolution of the electron number den-
sity function at room temperature when the excess photon energy is 750 meV and
the electric field of the laser pulse is 0.6×107 V m−1. The number density function
n(E) is defined as the product of the density of states and the carrier distribution:
n(E) = g(E) f(E). Figure 2·4(b) provides the same information for holes. The time
scale has been chosen so that the peak of the Gaussian laser pulse occurs at 0 fs. The
particle distribution results are shown at the instants corresponding to −50 fs, 0 fs,
50 fs, 100 fs, 150 fs and 500 fs. As the time elapses and more carriers are generated,
the carrier number densities increase while the scattering processes relax the carrier
energies and change the shape of the distribution. The dashed black line shows the
normalized electron density at −50 fs. At this time step, the generation process has
just started. Since the excess photon energy of 750 meV is divided between the con-
duction and valence bands, based on the respective effective masses and considering
non-parabolicity factor for the conduction band, we observe that the maximum of the
electron distribution occurs below the excess photon energy. On the other hand, due
to the energy-time uncertainty, sum of the energies corresponding the peak densities
of electrons and holes (600 meV and 190 meV, respectively) result in an energy higher
than the excess photon energy.
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Figure 2·5: Calculated effect of scattering mechanisms on the inte-
grated density of electrons in GaN versus electric field of the exter-
nal light at 300 K when the excess photon energy is 50 meV (a), and
750 meV (b)
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In this work, since the generation process is considered self-consistently, it auto-
matically accounts for the broadening of the finite pulse duration. Due to energy-time
uncertainty, the linewidth is much larger at the beginning of the pulse compared to
that at the later time. In this work, the energy uncertainty at the initial time steps
varies between 20-45 meV. The dot-dashed green line shows the results at 0 fs, the time
at which the laser pulse intensity is maximum. At this time, another peak emerges
at an energy about 91 meV which corresponds to the optical phonon energy. When
the energy of the particles reaches the threshold of the polar optical scattering mech-
anism, they are immediately relaxed to a lower energy below which the polar optical
scattering energy condition can no longer be satisfied, therefore, a shoulder is formed
at an energy almost equal to polar optical phonon energy. At later times, 100 fs and
150 fs, the shoulder at ≈91 meV becomes more and more pronounced. Eventually,
at 500 fs when the laser pulse is extinguished, the distribution is completely relaxed
and carriers accumulated in a region close to the band edge energy. From the time
evolution of the carrier number density functions it is possible to garner additional
information on the coherent processes in the system. The coherent effects can be an-
alyzed either as a function of the electric field at a given time, or for a given electric
field intensity, as a function of time. Figure 2·5(a) and Figure 2·5(b) show the calcu-
lated normalized total electron density as a function of the electric field of the external
light for the case that the excess photon energy is 50 meV and 750 meV respectively.
In this case, the lattice temperature is 300 K and the density values are obtained after
the systems has reached steady-state, long after the laser pulse is finished (1.5 ps).
Furthermore, the integrated number of the electrons in the whole k space has been
calculated, then the data have been normalized to the maximum value obtained at
each field value.
The various curves in Figures 2·5(a) and 2·5(b) illustrate the effect of various
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scattering mechanisms on the density of the carriers and degree of coherence in the
system. The dashed black line shows the coherent case where no dephasing process
is included. In this case, the Monte-Carlo part of the numerical model is excluded
and the results are obtained by just taking into account the first order solution of the
equations of motion. Since no dephasing process is present, the distribution functions
of electrons and holes are highly correlated. Furthermore, Rabi oscillations (Haug
and Koch, 1994) can be seen in the result. The oscillation is more pronounced when
the excitation energy is higher (750 meV in Figures 2·5(a)). Figure 2·6 presents the
Rabi oscillation in the time domain for the two excess energy values. The normalized
electron density at room temperature as a function of time for the previous excitation
energies when the electric field is equal to 108Vm−1 is shown in Figure 2·6. The excess
photon energies for the solid line and dashed line is 750 meV and 50 meV respectively.
It can be seen that the Rabi oscillation becomes stronger as the excitation energy
increases.
Besides the case in which no dephasing is present, Figure 2·5 shows the effects
of various scattering processes on the coherence in the system. The presence of
interactions with phonons and other carriers changes the picture of the correlation
between electrons and holes. The dot-dashed green lines in Figures 2·5(a) and 2·5(b)
show the case that only phonon scattering mechanisms are included. The phonon
scattering process includes both the polar optical and acoustic scattering mechanisms.
In polar optical phonon interaction, the carriers emit or absorb an integer number
of phonons and the distribution relaxes toward lower energy states. Consequently, if
the excitation energy is lower than the polar optical energy, the polar optical phonon
emission process is less probable. However, acoustic phonon processes, having a
much lower energy than polar optical phonons, can occur at any excitation energy.
The dashed blue lines represent the case when only the carrier-carrier interaction is
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Figure 2·6: Calculated normalized electron density versus time at
room temperature in GaN. The electric field of the light pulse is
108Vm−1 for two values of excess photon energy. These curves have
been computed only considering the coherent effects as described in
equations 2.2, 2.3 and 2.4, and neglecting the dephasing due to scat-
tering mechanisms. The values are normalized to the maximum of the
curve corresponding to 750 meV.
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included in the system. The role of this process is to basically re-distribute the energy
in the system, therefore, as a result of this relaxation mechanism, the peaks of the
carrier distribution function broadens. Eventually, the solid red line represents the
case that all the above mechanisms are included. The broadening effect due to the
carrier-carrier scattering is dominant when the excess photon energy is 50 meV since
the polar optical is no longer the dominant energy loss mechanism. To summarize,
according to Figure 2·5(a), for the case that the excess photon energy is less than
the polar optical phonon energy, since the polar optical phonon emission is no longer
dominant, the total density of electrons, where all the interactions are present, follows
the shape of the carrier-carrier dephasing curve. In fact, the phonon curve retains the
oscillatory behavior of the coherent case more compared to the carrier-carrier curve.
In other words, the phonon interaction is weaker in changing the correlation between
the electrons and holes which is introduced by the coherent part. This suggests
that in this case, the carrier-carrier scattering mechanism is the dominant process.
However, in Figure 2·5(b) where the photon excess energy is higher than the polar
optical phonon energy, polar optical phonon emission is a strong process in relaxing
the carriers, therefore, the final density of electrons follows the phonon dephasing
curve. In this figure, the electron density values of the carrier-carrier dephasing case
at each electric field seem to be larger than the values of the curve where all the
scattering rates are included. However, care must be taken in comparison since these
are the normalized values. The actual values of the carrier density at each electric
field in the case where all the scattering mechanisms are included exceeds the values
of all the other cases. In fact, the presence of each scattering mechanism affects the
distribution of polarization which has a major role in the carrier generation rate.
To compare the results obtained from the numerical model with the experimental
data we have computed the energy resolved time dependent luminescence. To cal-
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Figure 2·7: The normalized luminescence intensity in GaN at room
temperature (300 K) calculated for different energy regions. The excess
photon energy is 750 meV and the electric field of the external light
pulse is 0.6×107 V m−1. The inset of the figures shows the results up
to 0.6 ps which shows the curves in more details.
culate the luminescence at various energies of interest, once the system reaches the
steady state condition, we select specific ranges of photon energies. For example, we
consider narrow energy regions close to the band gap energy, the polar optical phonon
energy, twice the polar optical phonon energy and other multiples. Subsequently, we
multiply the electron and hole number density functions at each energy within the
narrow band and sum all these partial products over the selected energy region. After
that, we normalize the luminescence data to the respective maximum values. Fig-
ure 2·7 shows the calculated energy resolved time dependent photo-luminescence for
the case that the excess photon energy is 750 meV. The electric field of the external
pulse is 0.6×107 Vm−1 and the lattice temperature is 300 K. The peak of the laser
pulse is located at the origin of the time axis and the time evolution of the carrier
ensembles has been collected up to 8 ps. The inset of the figure shows the results up to
0.6 ps where the details and the sequence of the curves are more distinguishable. The
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solid black line shows the results when the photo-luminescence energy is collected at
band edge energy which is the slowest process. The dotted red line, the dot-dashed
green line and the dashed blue line show the results when the selected energy is equal
to one, two, and three polar optical phonon energies (1LO, 2LO, 3LO) above the band
gap, respectively. The 3LO case is the fastest process, then the 2LO and afterwards,
1LO curves reach the steady state.
Figures 2·8(a) and 2·8(b) present the calculated normalized luminescence intensity
results from GaN when the temperature is equal to 150 K and 50 K respectively. The
electric field and the excess photon energy are the same as the ones in Figure 2·7. The
normalized luminescence intensity is calculated for the energy regions equal to band
edge, 1LO, 2LO and 3LO above the band gap. As the temperature increases, the rise
time for all the curves decreases. More specifically, the rise time for the band edge
energy region changes significantly. This effect is more pronounced in figure 2·9(a) and
2·9(b) where the results of the normalized luminescence intensity at the band edge
energy region for the temperature values ranging from 150 K to 300 K are obtained by
experiment and simulation, respectively, when the excess photon energy is 750 meV.
It clearly shows that as the lattice temperature increases, the luminescence rise time
decreases. This is due to the fact that at lower temperatures, the polar optical
scattering rate is lower and therefore, this process is weaker in relaxing the carrier
distributions.
Although we have endeavored to develop our simulation models to provide the best
description of the physical phenomena that emerge from the experiment, a quanti-
tative comparison is not always possible. In fact, the simplified band structure and
neglecting the internal field and the imaginary part of the self energy arising from the
second order correction to the carrier-carrier and carrier-phonon interactions (Kuhn
and Rossi, 1992) may lead to simulation results that in some cases can only be in
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Figure 2·8: The normalized luminescence intensity in GaN collected at
different energy regions at 150 K (a), and 50 K (b). The excess photon
energy is 750 meV and the electric field of the external light pulse is
0.6×107 V m−1 in both cases.
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qualitative agreement with the experiment.
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Figure 2·9: The normalized luminescence intensity of GaN at different
temperatures collected at band edge energy region. The excess photon
energy is 750 meV. Figure (a) shows the experimental results and figure
(b) presents the simulated results for an electric field of the external
light pulse of 0.6×107 V m−1.
We note that, because of the specific experimental conditions, it is not always pos-
sible to directly correlate the beam power used in the measurements with the electric
field magnitude employed in the simulations. In fact, for the model we have employed,
as opposed to the case of a semiclassical generation model, the number of generated
carriers depends on the interplay between the coherent and dephasing phenomena.
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Nevertheless, the numerical model predicts the correct trend of the experimental re-
sults. It is important to appreciate this point, since the experimental condition under
which the results in Figure 2·9(a) were obtained are not the same as the ones consid-
ered in computing the values presented in Figure 2·9(b). In order to show that this
is still a valid comparison, even if the power of the beam in the experiment and the
electric field magnitude in the numerical model can not be directly correlated, we
have computed the luminescence as a function of the electric field strength. Accord-
ing to the experimental results shown in Figure 2·10(a) the luminescence rise time
is independent of the power of the laser pulse. In both Figure 2·10(a) and (b), the
luminescence results from GaN obtained at band edge energy region are shown over
a range of laser pulse powers in which the rise times are approximately the same. In
this figure, the lattice temperature is 150 K and the excess photon energy is 750 meV.
Figure 2·10(b) shows that the numerical simulation results deliver the same trend as
the experiment. On the basis of this result, we can justify the comparison made in
Figure 2·9(a) and 2·9(b) where we presented the temperature dependent experimental
and simulated luminescence rise time.
Figure 2·11 shows the normalized luminescence intensity calculated at the band
edge energy region when the electric field of the light is 0.6×107 Vm−1 and the excess
photon energy is 50 meV. The results are just for the band edge energy since the
higher energies are less important due to the fact that in this case the excess photon
energy is lower than the polar optical phonon energy. The solid black line shows
the results when the temperature is 50 K, the dashed red line is for the case that the
temperature is 150 K, and finally, the dot-dashed green line shows the result when the
temperature is 300 K. As seen in the figure, when the temperature decreases, the rise
time of the luminescence increases. Figure 2·12 shows the results of the luminescence
intensity from GaN integrated over the entire energy regions within the first 8 ps
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Figure 2·10: The normalized luminescence intensity of GaN at dif-
ferent laser powers collected at band edge energy region. The excess
photon energy is 750 meV and the lattice temperature is 150 K. Figure
(a) shows the experimental results and figure (b) presents the simulated
results. In figure (a) E represent the baseline power used in the exper-
iment. In figure (b) E is the baseline values of electric field employed
in the simulation.
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Figure 2·11: The effect of temperature on the rise time of the normal-
ized luminescence intensity from GaN calculated at band edge energy
region. The excess photon energy is 50 meV and the electric field of the
external light pulse is 0.6×107 V m−1.
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Figure 2·12: The result of the luminescence intensity from GaN inte-
grated over the entire spectral range of the emission and within the first
8 ps after excitation as a function of the electric field of the laser pulse.
The black solid line shows the simulation result and the red marker
points present the experimental results. The excess photon energy is
750 meV and the lattice temperature is 150 K.
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after the excitation. The lattice temperature is 150 K and the excess photon energy
is 750 meV. The results are shown versus the normalized electric field of the laser
pulse. The solid line shows the results of the theory and the marker points show
those of experiment. The figure clearly shows a reasonable agreement in the results.
As the power increases, due to the generation of more carriers, the intensity of the
luminescence increases. Since the luminescence is in fact the product of the electron
and hole densities within a desired energy, the shape of this figure is similar to the
shape of Figure 2·5 (b) where all the interactions are included.
2.2.4 ZnO Results
In this section we present and compare the normalized luminescence intensity results
in ZnO obtained by theory and experiment. More specifically, we will compare the
luminescence rise times and the effect of temperature on them. The results are ob-
tained in a range of excitation energies and temperature values. Figure 2·13 (a) and
(b) show the results of the normalized luminescence intensity obtained by experiment
and simulation respectively. The excess photon energy is 380 meV at room tempera-
ture. The solid black line shows the result of the luminescence obtained for photon
energies near the band edge transition. The dashed red line, dot-dashed green line
and double-dot-dashed blue line show the same results obtained at 0.5, 1 and 1.5
polar optical phonon energy in excess of the band edge optical energy transition,
respectively. The rise time at the band edge is approximately 2 ps and there is a
very good agreement between the experiment and simulated results. The rise time
for the dashed red line is almost the same as the solid black line mainly because
the 0.5LO energy region is below one polar optical energy region suggesting that
the polar optical interaction which is the dominant process in relaxing the system at
excess photon energies higher than 1LO energy (380 meV as considered here) is no
longer effective due to the fact that the energy threshold to activate the polar optical
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Figure 2·13: The result of the normalized luminescence intensity from
ZnO obtained by experiment (a) and simulation (b). The excess photon
energy is 380 meV at room temperature.
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emission scattering is no longer satisfied. However, in the dot-dashed green curve and
double-dot-dashed blue line where the luminescence is obtained at energy regions well
above 1LO energy, the polar optical scattering mechanism is strong and the system
is relaxed faster resulting in a much shorter rise time.
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Figure 2·14: The result of the normalized luminescence intensity from
ZnO obtained by experiment (dashed line) and simulation (solid line).
The excess photon energy is 40 meV, the electric field of the laser pulse
is 0.6×107 Vm−1 and the lattice temperature is 75 K.
Figure 2·14 shows the result of the normalized luminescence intensity from ZnO
obtained at the band edge energy region. The dashed line represents the experimental
result and the simulated result is shown by the solid line. In this case, the excess
photon energy is 40 meV and the lattice temperature is 75 K. The sharp peak around
0 ps in the experiment is due to the scattered light from the tail of the excitation pulse
that is also collected and time-resolved. We note that, because of the specific experi-
mental conditions, it is not always possible to directly correlate the beam power used
in the measurements with the electric field magnitude employed in the simulations.
Nevertheless, to show that this is still a valid comparison, even if the power of
the beam in the experiment and the electric field magnitude in the numerical model
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Figure 2·15: The normalized luminescence intensity from ZnO ob-
tained at band edge energy region at different laser powers . The
excess photon energy is 40 meV and the lattice temperature is 75 K.
Figure (a) shows the experimental results and figure (b) presents the
simulated results. E represents the baseline value of electric field of the
laser pulse.
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Figure 2·16: The normalized luminescence intensity from ZnO at
different temperature values calculated at band edge energy region. The
excess photon energy is 380 meV and the electric field of the external
light pulse is 0.6×107 Vm−1
can not be directly correlated, we have computed the normalized luminescence in-
tensity for different electric field values of the laser pulse as shown in figure 2·15. In
figure 2·15(a) we present the calculated normalized luminescence intensity for energy
transition close to the band edge for the case where the excess photon energy is
40 meV and the lattice temperature is 75 K. E represents the baseline value of the
electric field of the laser light. The obtained results are compared with the experi-
mental results shown in figure 2·15(b). These results suggest that the luminescence
rise time in ZnO at 75 K is independent of the electric field of the laser pulse. Besides
the results of the rise time, we also investigated the effect of temperature on the rise
time. Figure 2·16 shows the results of the normalized luminescence intensity, when
the excess photon energy is 380 meV, calculated at the band edge energy region over
a range of lattice temperature values from 150 K to 300 K. It clearly shows that as
the lattice temperature increases, the luminescence rise time decreases. Similar to
the GaN sample, this is due to the fact that at lower temperatures, the polar optical
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Figure 2·17: Normalized luminescence at band edge in GaN with
and without spontaneous recombination. The excess photon energy is
750 meV.
scattering rate is weaker than at room temperature and therefore, this process is not
as effective in relaxing the carrier distributions.
2.2.5 Spontaneous Recombination
Another important relaxation process is the spontaneous recombination. Within the
Monte Carlo simulation, we treated this process as a scattering mechanism with the
following rate (Hess and Kuhn, 1996):
Γsp(k) =
4n3r
~4pic3
|dcv(k)|2
(
Eg +
~2k2
2m∗
)3
(2.18)
where nr is the refractive index, c is the speed of light and dcv(k) denotes the dipole
matrix element between valence band and conduction band states. The effect of the
spontaneous recombination on the simulated normalized luminescence from GaN at
room temperature and an excess photon energy of 750 meV is shown in Figure 2·17.
The red line shows the result including spontaneous recombination where the black
line shows the result without spontaneous recombination. As seen in the result, the
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recombination process causes a decay in the carrier density.
2.3 Nitride Alloys Lattice Matched to GaN
The III-Nitride material system is rapidly becoming a contender in device appli-
cations for which silicon and conventional III-V semiconductors are currently the
established choice. In particular, InN based compounds make it possible to extend
the operating range of III-Nitride-based optoelectronic devices down to the infrared
(IR) spectral region. At the same time, AlGaN alloys give the device designer the
ability to access the ultraviolet (UV) domain (Nakamura and Fasol, 1997). Fur-
thermore, the desirable properties of GaN and its alloys, such as high carrier drift
velocity and high breakdown field, will inevitably make them the materials of choice
for power electronic devices (Ikeda et al., 2010c). However, due to their wurtzite
crystal structure and prevalent material growth along the [0001] (c-axis) crystallo-
graphic direction, both spontaneous and piezoelectric polarizations (Bernardini and
Fiorentini, 1998) are present in these semiconductors. While this poses additional
constraint on the design of optoelectronic devices that are not a factor for conven-
tional III-Vs, for electronic devices, such as hetero-structure filed effects transistors
(HFETs), the polarization is exploited to form the two-dimensional electron gas. An
effective approach to overcome this problems caused by the polarization effects is the
use of lattice-matched (LM) layers. In this case, it is possible to eliminate the effect of
piezoelectric polarization, and with a suitable choice of alloy composition, reduce the
total impact of spontaneous polarization. Critical to the success of this approach is
the development of ternary, namely InAlN, and quaternary AlInGaN alloys that are
LM to GaN substrates or templates grown on silicon carbide or sapphire. Further-
more, the availability of a large gap alloy which is LM to GaN could also potentially
improve structural stability issues due to the reduction of internal stresses in multi
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quantum well (MQW) devices.
In this work, first we study the properties of bulk InAlN lattice matched to GaN
as explained in Section 2.3.1. The low field transport properties are also discussed.
Section 2.3.2 discusses low field mobility and the effects of dislocation scattering on
the mobility is presented in Section 2.3.3. Low field drift velocity is discussed in
Section 2.3.4. After that, in Section 4.1.2 we aim to utilize the AlInGaN layers lattice
matched to GaN as the gain medium of a quantum cascade laser to investigate the
population inversion.
2.3.1 Bulk Properties of InAlN
The growing importance of InAlN stems from the fact that it can be grown lattice
matched to GaN and at the same time provides an energy gap (≈ 4.4eV, larger than
GaN) that offers potential applications in a large number of electronics and optoelec-
tronic devices. In spite of significant research effort, InAlN remains technologically
immature and a very limited amount of information is available about its charac-
teristics. In this work we employed a full band Monte Carlo (FBMC) approach to
study the carrier transport properties of In0.18Al0.82N which is lattice matched to
GaN. We have computed the temperature and doping dependent electron and hole
mobilities and drift velocities. Furthermore, for both sets of transport coefficients we
have developed a number of analytical expressions that can be easily incorporated in
drift-diffusion type simulation codes.
The FBMC model employed in this study was described in Refs. (Bertazzi et al.,
2009b; Moresco et al., 2009) and we will only summarize its most important features
and emphasize the issues that are more closely related to the modeling of In1−xAlxN
alloys. The two key ingredients of our model are the material electronic structure
and the carrier interaction with phonons, other carriers, defects and alloy inhomo-
geneities. The electronic structure of the In1−xAlxN alloy employed in this study has
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been computed using the approach that we have used in our recent study (Bellotti and
Bertazzi, 2012). In our model, the electronic structure of InN and AlN is first com-
puted using a nonlocal empirical pseudopotential method (NL-EPM) (Goano et al.,
2000). Specifically, the screened atomic potentials are selected to accurately repro-
duce the main energy gaps, effective masses, charge density and dielectric function as
obtained from experiments and from ab initio calculations. The electronic structure
of the ternary alloy has been obtained on the basis of a modified virtual crystal ap-
proximation (VCA) scheme, which incorporates compositional disorder as an effective
potential (Bellotti and Bertazzi, 2012). We assume that the lattice constant of the
wurtzite crystal a and c and the internal parameter u vary linearly with the aluminum
molar fraction x. The alloy potential is computed as (Bellotti and Bertazzi, 2012):
VInAlN = V
V CA
InAlN + V
dis
InAlN =
ΩInN
ΩInAlN
(1− x)VInN + ΩAlN
ΩInAlN
xVAlN−
Px (1− x) 1
ΩInAlN
(ΩInN VInN − ΩAlN VAlN)
where ΩInN , ΩAlN and ΩInAlN are the volumes of the Brillouin zones of the binary
compounds InN, AlN and of the ternary compound InAlN, respectively. We account
for the compositional disorder empirically introducing an effective potential whose
effect is controlled by a parameter P . The value of this parameter is selected to re-
produce the dependence of the energy gap on the aluminum molar fraction. Although
this approach may not be able to describe the microscopic structural characteristics of
the alloy (Bernard and Zunger, 1987), because of its computational efficiency it can be
used directly in the transport model. The calculated band structure of In0.18Al0.82N
is shown in Figure 2·18
To reproduce the experimental energy gap as a function of the aluminum mo-
lar fraction we employ a value of P = 1.25 which leads to a bowing parameters of
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Figure 2·18: Calculated band structure of In0.18Al0.82N.
bInAlN = 4.5 eV. Additional information on the calculated electronic structure is pre-
sented in Table 2.2. The table on the top presents the effective masses of electrons and
holes evaluated along different crystallographic directions. The table on the bottom
presents the calculated transition energies at different high symmetry points in the
Brillouin zone.
Carrier-phonon scattering rates are determined from Fermi’s golden rule, account-
ing for the full-band structure. The acoustic and non-polar carrier-phonon high energy
interaction rates have been computed directly using the energy eigenvalues and eigen-
function for each alloy composition using the formulation described in Ref. (Bertazzi
et al., 2009b) (see Eqs. 6 and . 7). The numerical approach and the methodology
employed to compute the scattering rates for studying In0.18Al0.82N are the same as
the ones we employed in our recent study of AlGaN (Bellotti and Bertazzi, 2012).
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Table 2.2: Carrier effective masses (top) and transition energies (bot-
tom) obtained from the calculated electronic structure of In0.18Al0.82N.
Masses
Γ→ M Γ→ K Γ→ A
me/m0 0.175 0.175 0.202
mv1/m0 1.54 1.54 1.78
mv2/m0 1.54 1.54 1.78
mv3/m0 0.182 0.182 0.21
Energy [eV] Energy [eV]
Γ6v - Γ
1
v -0.048 M
6
c - Γ
6
v 8.02
Γ6v - Γ
3
v 6.31 K
6
c - Γ
6
v 7.98
Γ1c - Γ
6
v 4.39 A
6
c - Γ
6
v 7.25
Γ3c - Γ
6
v 7.19 L
6
c - Γ
6
v 7.35
Γ6c - Γ
6
v 14.19 H
6
c - Γ
6
v 9.61
To increase the accuracy and reduce the convergence time at low applied fields,
we have used energy dependent analytical formulations to represent the scattering
rates for low carrier energy. These analytical approximations are obtained matching
the values computed directly from the realistic band structure using Fermi’s golden
rule. Furthermore, due to the absence of accurate data, we have employed the defor-
mation potentials for acoustic and non-polar interaction that were derived for GaN in
Ref. (Bertazzi et al., 2009b). Specifically, for holes we have used the following values
Dac = 20.2 eV and DtK = 2×109 eV/cm. In the case of electrons we have used two dif-
ferent values for the acoustic deformation potential, D1ac = 7 eV and Dac = 8.3 eV, for
the first and higher conduction bands respectively, while for the optical deformation
potential a single value of DetK = 0.5×109 eV/cm has been used. The presence of com-
position fluctuations in the InAlN alloy leads to random atomic potential variations
that scatter carriers and randomize their momentum. To quantify this phenomenon
we have include an alloy scattering mechanism based on the model we have previously
developed for AlGaN and InGaN (Bellotti and Bertazzi, 2012). Specifically, in this
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work we have used a scattering potential of 3.51 eV for electrons and 1.89 eV for holes,
respectively. These values are consistent with the assumption that the difference in
energy gap is partitioned 70% / 30% between conduction and valence band offset re-
spectively. Furthermore, this choice of the alloy scattering potential for electrons is
consistent with the results that we have obtained using the formalism developed in
Ref. (Bellotti et al., 2007) in which the alloy scattering was computed using a rigor-
ous approach based on the electronic structure and the corresponding screened atomic
potentials.
2.3.2 Low-Field Transport Coefficients: Carrier Mobilities
We have evaluated the carrier drift mobilities using a full band Monte-Carlo model in a
In0.18Al0.82N bulk-like system. The scattering mechanisms included within the model
are: polar optical phonon scattering, non polar optical phonon scattering, acoustic
phonon scattering, ionized impurity scattering and alloy scattering. As mentioned
earlier, for the mobility calculations we have employed an energy dependent analytical
formulation to represent the scattering rates for low carrier energy. The parameters
used in the analytical fitting of the scattering rates are reported in Table 2.3.
Table 2.3: Material parameters used for analytical fitting of the scat-
tering rates.
Parameter ⊥c-axis ‖c-axis
~ωLO(eV ) 0.105 0.103
r 9.328 9.562
∞ 4.6356 4.824
vs(cm/s) 3.251×105 8.379×105
ρm(cm/s) 3.874
For the carrier mobility analysis we have used two ensembles of particles, one of
5000 electrons and a second one of 5000 holes. The particles are launched according
to a thermal distribution and their dynamics evolve under a uniform electric field
until the steady state condition is reached. For the low field mobility calculation we
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have used a zero electric field. At this field strength convergence is typically reached
in several hundred picoseconds. In this work, first we have evaluated the diffusion
coefficients and then, using Einstein’s relation, we calculated the mobilities. To com-
pute the diffusion coefficients, the particle’s trajectory is tracked during the Monte
Carlo run and the instantaneous velocities and positions are stored as a function of
time. Once the simulation has converged, the diffusion coefficients are computed us-
ing the velocity autocorrelation function in the absence of the electric field as shown
in Eq. 2.19 (Jacoboni and Reggiani, 1983).
Dij = lim
t→∞
t∫
0
< δ vi(t) δ vj(t− t′) > dt′− < δxi(0)δvj(t) > (2.19)
Where x, v and t are the position, velocity and time respectively. The second term in
Eq. 2.19 goes to zero in the long-time limit and the integrand becomes only a function
of t′. Once the diffusion coefficient is known, the mobility is calculated using:
µe,h =
q De,h
KB T
. (2.20)
Where D, µ, KB, T and q are the diffusivity, mobility, Boltzmann constant, tem-
perature and elementary charge respectively. We have evaluated the low field carrier
mobility in In0.18Al0.82N as a function of the temperature and for three different dop-
ing levels both for holes and electrons.
Figure 2·19 (1) presents the calculated electron mobility as a function of the tem-
perature for three different ionized donor concentrations equal to 1015cm−3, 1016cm−3
and 1017cm−3. For each doping concentration, both the cases with (w/a) and without
(wo/a) alloy scattering are included. The solid, dashed and dash-dot lines represent
the calculated electron mobility values when the alloy scattering is not present. In
all the cases, the mobility decreases as the temperature increases and at low temper-
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Figure 2·19: (1): Calculated electron mobility as a function of the
temperature for different values of ionized donor densities. (2): Calcu-
lated hole mobility as a function of the temperature for different values
of ionized acceptor densities.
52
atures, below 300 K, impurity scattering limits the maximum mobility value. We can
also notice that, in the absence of alloy scattering, the impurity scattering dominates
and the mobility decreases as the donor density increases, especially at low temper-
ature. At higher temperatures, above 300 K, the effect of the impurity scattering on
the electron mobility is minimal and its value is determined by the strength of the
phonon scattering. We also notice that at 300 K and for a donor concentration of
1017cm−3, the electron mobility is close to 1500 cm2V−1s−1, which is above the value
that is predicted for GaN. However, if we consider the effect of the alloy scattering,
we observe a significant change in the outcome. Due to the strength of the alloy scat-
tering, whose rate is higher than the corresponding phonon scattering, the electron
mobility decreases significantly. The dash-two-dot, dash-three-dot and two-dash-two
dot lines represent the calculated electron mobility values when the alloy scattering
is taken into account. In this situation, because of the overwhelming effect of the
carrier interaction with the alloy disorder the mobility shows little dependence on the
donor concentration. Furthermore, the calculated electron mobility at 300 K is close
to 175 cm2V−1s−1 which is typical of what it is measured in AlGaN with comparable
energy gap.
Figure 2·19 (2) presents the low field mobility for holes as a function of temperature
and impurity level both with and without alloy scattering. Also in this case, the
solid, dashed and dash-dot lines represent the calculated hole mobility values when
alloy scattering is not present. Due to the large hole effective masses, their mobility
is significantly smaller than the mobility of electrons. In this case, the predicted
room temperature hole mobility is around 20 cm2V−1s−1. As expected when the alloy
scattering is included, this value decreases. The dash-two-dot, dash-three-dot and
two-dash-two dot lines in Figure 2·19 represent the calculated hole mobility values
when the alloy scattering is taken into account. We can observe that the presence of
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the alloy fluctuations, nearly halves the value of the mobility at room temperature,
reducing it to a value close to 10 cm2V−1s−1.
To facilitate the use of these results, we have fitted the curves obtained from the
Monte-Carlo model with standard mobility models (Arora et al., 1982) that can be
readily implemented in commercial simulation packages Eq. 2.21 has been used to fit
the calculated mobility values.
µ(T,Nd) = Am
(
T
300
)αm
+
Ad
(
T
300
)αd
1 +
[
Nd
AN ( T300)
αN
]Aa ( T300)αa . (2.21)
In Equation 2.21 the different variables and parameters are defined as follows:
T , µ and Nd are the temperature, mobility and impurity concentration respectively.
Am, αm, Ad, αd, AN , αN , Aa and αa have been extracted by a least square fit of
the mobility data which have been calculated with the Monte-Carlo method. The
extracted parameters for holes and electrons for both of the cases in which alloy
scattering is included and excluded are listed in Table 2.4.
Table 2.4: Extracted parameters for the low field mobility model in
Eq. 2.21
Parameter Electrons Holes Electrons Holes
(with alloy) (with alloy) (without alloy) (without alloy)
Am 119.47 0.73 114.23 0
αm -1.05 -1.44 0.6 1.09
Ad 69.56 6.17 2800 19.78
αd -0.81 -1.25 -4.11 -2.27
AN 1.14×1018 1.14×1018 2.36×1017 1.96×1018
αN 4 2.33 8.02 5.24
Aa 0.61 1.54 0.46 1.21
αa 0.18 1.05 -0.07 0.78
2.3.3 Dislocation Scattering Effects
In addition to considering the effect of the alloy scattering on the electron mobility,
we have also investigated the effect of dislocations. In fact, although In0.18Al0.82N can
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be grown lattice matched to GaN, as a result of the presence of treading dislocations
in the GaN underlayer these can propagate in the In0.18Al0.82N LM overlayers. To
quantify the impact of these dislocation in In0.18Al0.82N we employ the model that we
have developed and applied to the study of mobility in ZnO (Bertazzi et al., 2009a)
and GaN (Bertazzi et al., 2009b) . Assuming that close to the band edge the bands
can be treated as parabolic, it is possible to write a closed-form expression of the
scattering rate:
1
τdislo(k⊥)
=
Ndisloe
4mnλ
4
20
2
rc
2~3
1 + 2λ2k2⊥
(1 + 4λ2k2⊥)3/2
(2.22)
and of the relaxation time:
τˆdislo(k⊥) =
20
2
rc
2~3
Ndisloe4mn
(1 + 4λ2k2⊥)
3/2
λ4
(2.23)
where Ndislo is the areal density of dislocation lines, and k⊥ is the electron wavevec-
tor component perpendicular to the dislocation, λ is the screening length. Although
Equation 2.23 is similar to the one proposed by (Po´do´r, 1966), the closed-form expres-
sion for the scattering rate, Equation 2.22 was presented for the first time in (Bertazzi
et al., 2009a).
we have evaluated the mobility degradation as a function of the areal disloca-
tion density for two values of the donor doping concentration. Figure2·20 presents
the calculated electron mobility as a function of the temperature for a donor dop-
ing concentration of 1015 cm3 and areal dislocation densities of Nd=10
7 cm2, 108 cm2,
109 cm2.
We can notice that for Nd=10
7 cm2 the mobility calculated neglecting the effect
of the alloy scattering is higher than the case in which the alloy interaction is in-
cluded. At a lattice temperature of 100 K the presence of both dislocation and alloy
scattering reduce the electron mobility of a two orders of magnitude. Comparing this
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Figure 2·20: Calculated electron mobility as a function of the tem-
perature for a donor level concentration of 1017cm−3 and an areal dis-
location density of Nd = 10
7cm−2 and Nd = 108cm−2.
result to what was presented in Figure 2·19, we conclude that at 100 K the effect of
the dislocations is negligible compared to the effect of the alloy. This is also true
for higher temperature, although above 300 K the difference becomes progressively
smaller (blue dashed curve and browm dash-dot curve). If the areal dislocation den-
sity is further increased to 108 cm2 and 109 cm2 , we can immediately appreciate the
fact that addition of the alloy scattering does not change appreciably the electron
mobility. Furthermore, the calculated mobility values for temperatures above 150 K
are below the 100 cm2V1s1 threshold. At 300 K the effect of the inclusion of the alloy
scattering when the interaction with dislocation is present, leads to a negligible change
in the mobility indicating that above an areal concentration of 108 cm2, dislocations
are responsible for the mobility degradation. Additional evidence can be garnered by
looking at the case in which the donor doping concentration of 1017 cm3 and the areal
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Figure 2·21: Calculated electron mobility as a function of the tem-
perature for a donor level concentration of 1018cm−3 and an areal dis-
location density of Nd = 10
7cm−2 and Nd = 108cm−2.
dislocation density is Nd=10
8 cm2. We have chosen this dislocation density value,
since it may be considered as an upper bound of what it can be obtained on free
standing gallium nitride substrates (Perillat-Merceroz et al., 2013). From Figure 2·21
we can evince that regardless of the presence of alloy scattering (dash-one-dot and
dash-two-dot lines, black and brown) the mobility is dominated by the dislocation
interaction. When the temperature decreases the effect of dislocations becomes less
and less pronounced and the mobility increases to the value obtained when only the
alloy scattering is included.
2.3.4 Carriers Drift Velocities
Electron and hole drift velocities as a function of the electric field have also been
calculated for In0.18Al0.82N. We have considered the case of a lattice temperature
equal to 300 K and an ionized impurity density equal to 1017cm−3. Figure 2·22 (1)
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presents the calculated values of the electron drift velocity when the alloy scattering
is neglected (solid line) and included (dashed line). As it can be immediately no-
ticed there is a significant change when the alloy scattering is present. Similarly to
the situation encountered analyzing the mobility results, the alloy scattering is the
dominant process also in limiting the maximum drift velocity. Furthermore, when
the alloy scattering is included, the peak velocity occurs at a slightly higher applied
electric field (≈275 kV cm−1) compared to the case when there is no alloy scattering
(≈400 kV cm−1). In absence of the alloying effect, electrons can potentially reach a
significant peak drift velocity, in excess of 3.0 107cm s−1. Once gain, the presence of
the interaction of electrons with the alloy leads to a significant, up to a factor of
two, reduction in the drift velocity. Figure 2·22 (2) presents the calculated hole drift
velocity in In0.18Al0.82N. Even without taking into account the alloy scattering, the
hole drift velocity never reaches 1.0 107cm s−1 and saturates at a value just shy of
0.8 107cm s−1. When the effect of the alloy scattering is included, the velocity is re-
duced and the magnitude of the velocity saturates just above 0.5 107cm s−1. It is also
noteworthy to notice that the calculated electron velocity is always greater than the
respective holes values. This is clearly due to, not only to the higher holes effective
masses, but also to the significantly larger valence band density of states compared
to the conduction band density of states, that leads to a higher total scattering rate
that holes experience compared to electrons.
As for the mobility data we have fitted the calculated drift velocities using two
analytical expressions, one for electrons and a separate one for holes. These are
usually employed in standard drift diffusion type simulators. For electrons we have
used the following expression (Farahmand et al., 2001) for the field dependent drift
velocity:
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Figure 2·22: Calculated electron (1) and hole (2) drift velocity as a
function of the applied electric field strength.
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ve(E) =
µ0E + Vsat
(
E
Ecr
)β
α +
(
E
Ecr
)β
+ δ
(
E
Ecr
)γ , (2.24)
Where for holes we have employed a conventional Caughey-Thomas expres-
sion (Caughey and Thomas, 1967):
vh(E) =
µE[
α +
(
µE
Vsat
)β]1/β , (2.25)
Where ve(E) and ve(E) are field dependent drift velocities of electrons and holes,
respectively. µ, Vsat, and E are mobility, saturation velocity and applied electric
field respectively. The critical field, Ecr is the field at which the velocity reaches its
maximum value. β, γ, δ and αh are fitting parameters. We used the least square
method to fit the drift velocity data that are extracted from Monte Carlo simulations
to the above equations. The fitting parameters for an impurity level of 1017cm−3 and
at 300 K are listed in Table 2.5.
Table 2.5: fitting parameters for the electron and hole drift velocities
Parameter Electrons Holes Electrons Holes
(with alloy (with alloy) (without alloy) (without alloy)
µ(cm2/V.s) 175.96 6.70 1742.7 18.80
β 2.87 1.3 3.75 1.38
γ 0.75 - 0.83 -
δ 1.97 - 11.75 -
Vsat(cm/s) 4.35× 106 5.8× 106 1× 107 8× 106
α 1 0.16 1 0.11
As a conclusion we have studied the carrier transport properties of In0.18Al0.82N
using a full band Monte Carlo model. We employed a full band structure and de-
veloped a transport model for this alloy that is lattice matched to GaN. Using this
approach, we evaluated the electron and hole mobilities and drift velocities. Accord-
ing to the results, the mobilities of both types of carriers are limited by the alloy
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scattering mechanism. Electron mobility at room temperature is predicted to be
≈175 cm2V −1s−1 and the hole mobility at room temperature is ≈7 cm2V −1s−1. Both
values are similar to what is observed in AlGaN with similar band gap. Further-
more, we studied the effect of dislocation on the mobility. At low areal dislocation
density and below 200 K, alloy scattering is the dominant mechanism to reduce the
mobility and at higher dislocation densities, mobility is mainly reduced by dislocation
scattering. Also, we have computed the carrier drift velocities. These parameters are
very important in the analysis of the performance of electronic devices especially high
electron mobility devices based on lattice matched structures.
61
Chapter 3
Semiconductor Device Simulation Models
The formulation of the characteristics of semiconductor devices almost started with
the basic semiconductor theory that Schokley provided. Since then, people started
using the analytical method to analyze the semiconductor devices. Analytical models
are based on some assumptions and in most cases, based on many simplifications that
provide a mathematical description on physics and characteristics of semiconductors.
Although these models are very convenient and proved to be efficient in many ex-
periments, they are not applicable to all possible devices, especially advanced and
complicated designs. First of all, it is much more difficult to obtain a general math-
ematical description of an advanced device and second, due to many simplifications,
these models may not be accurate and they are not capable of including various
physical phenomena. On the other hand, analytical models mostly provide an effi-
cient solution only in a one dimensional scheme. Describing a complicated device in
a two or three dimensional scheme using analytical models is extremely complicated
if not impossible. A robust alternative to the analytical model, is the numerical sim-
ulation of semiconductor devices. Numerical models start from basic semiconductor
models, follow the boundaries of the geometry structure and construct strict math-
ematical description of a certain device. Then using numerical analysis, obtain the
device characteristics (GSS, 2008).
Computer-based simulations provide a fast and cost effective to design and optimiza-
tion of electronic devices. Also, they enable the investigation of parameters that
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cannot be observed or measured experimentally. Furthermore, they provide a deep
insight into the physics of semiconductor devices which is a very important feature
in novel devices where the technology is still in its initial stage. The theoretical
description of charge transport in the simulation of electronic devices can be gener-
ally categorized into three sections: (1) the quantum mechanical formulation where
the Schrodinger equation and Heisenberg equations of motion are considered, (2) the
semiclassical approach which is described by Boltzmann Transport Equations and (3)
the classical description which can be derived from the semiclassical description using
certain assumptions and approximations (Bufler, 1998). In this work, we consider
the last two methods. Monte Carlo model can be used to obtain the exact solution
of Boltzmann Transport Equations. The most important models to study the clas-
sical models are drift-diffusion and hydrodynamic model. These two methods are
deterministic models where the results are based on the solution of partial differen-
tial equations whereas, Monte Carlo method is based on the probability distribution
model where the kinematics and dynamics are described through the energy bands
and scattering mechanisms (Moresco, 2011).
3.1 Drift Diffusion Model
Scharfetter and Gummel (Scharfetter and Gummel, 1969) pioneered the numerical
simulation of a semiconductor device based on partial differential equations where
all the regions of the device were considered in a unified manner. The simple one
dimensional bipolar transistor suggested by Scharfetter and Gummel was further
developed and applied to a p-n junction by De Mari et al. (De Mari, 1968). After
that, various groups performed two dimensional solution of Poisson’s equation in
Metal-Oxide-Semiconductor (MOS) and Junction Field Effect Transistors (JFETs)
(Loeb et al., 1968; Schroeder and Muller, 1968). Later on, the model was evolved to
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include continuity equations as well (Slotboom, 1969; Selberherr, 1984).
Drift Diffusion equations are the simplest and most commonly used equations
in the simulation of semiconductor devices. They can be derived from Boltzmann
Transport Equations (BTE) considering a steady-state condition, however, here we
neglect the derivation and simply present the final equations (Vasileska et al., 2010;
Morgan and Williams, 1991).
∇2φ = q

(p− n+N+D −N−A ) + ρtrap (3.1)
∂n
∂t
= Gn −Rn + 1
q
∇.Jn (3.2)
∂p
∂t
= Gp −Rp − 1
q
∇.Jp (3.3)
Equation 3.1 is Poisson’s equation and equations 3.2 and 3.3 are the continuity
equation that are derived from Boltzmann equations. In the above equations, φ is
the electrostatic potential, p and n are the hole and electron densities respectively, in
units of cm−3, N+D and N
−
A are the ionized donor and acceptor densities respectively,
in units of cm−3, ρtrap is the trap density however we neglected it in our model. q is
the elemental charge in units of C and  is the dielectric constant in units of Fm−1. G
and R in the continuity equations are the generation and recombination rates defined
for electrons and holes by lower subscripts n and p respectively. Jn and Jp are the
electron and hole current densities defined by the following equations:
Jn = qµnnE + qDn∇n (3.4)
Jp = qµppE− qDp∇p (3.5)
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µn and µp are the electron and hole mobilities in the unit of cm
2V s−1 and Dn and
Dp are the Debye length for electrons and holes and E is the electric field (Schus-
ter, 2014). Continuity equations represent the conservation laws for the carriers. A
numerical method that solves the continuity equation should assure that the elec-
tron and hole densities are positive definite quantities since negative densities are
not physical (Vasileska et al., 2010). Various numerical methods can be used for the
discretization of these equations in the domain of the device structure. Each method
has advantages and disadvantages. In this work we consider Finite Element Method
(FEM) to solve the model. According to (Bellotti, 1989) the numerical analysis of a
device can be divided into three parts. The first part is to define a grid with mesh
points and elements according to the domain of the device. The second part is to
approximate the solution of the problem inside each element of the grid by defining
an algebraic expression containing the values of different quantities at each node. The
third part consists of solving the system of algebraic equations previously obtained.
To define the geometry of the device in this work, we used a Graphical User
Interface (GUI) developed my Matlab tools. The GUI provides the necessary tools
to draw the structure of the device and assign physical values to it. The domain
of the device is then discretized using a simple regular meshing method. The mesh
size is very important in the accuracy of the results and the ability of the code to
converge. The mesh size is generally limited by the Debye length and should be
dense enough along the interfaces (e.g. along the channel area of a MOSFET). The
grid structure should also assure that the elements or grid points are not overlapping
while completely covering the entire domain of the device. In this work, the domain
is discretized by triangular mesh elements. Further details on the discretization of the
equations using FEM and appropriate approximations can be found in (Selberherr,
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1984; Schuster, 2014; Silvester and Ferrari, 1996). However, the most important
facts in approximating the BTE in obtaining continuity equations and the boundary
conditions are listed below:
• All collisions are assumed to be elastic, therefore both energy and momentum
are conserved
• Effects due to band degeneracies are neglected
• A simple parabolic band structure is considered for electrons and holes therefore,
effective masses are constant. Consequently, this model can be used within a low
electric field regime where a higher-order band to fully describe the transport
properties of the carriers is not required.
• All contacts are assumed to be ideal. This means that there is an infinite surface
recombination velocity with the condition of charge neutrality.
• Dirichlet boundary condition is applied to contacts. The devices is assumed to
be at thermodynamic equilibrium and the quasi-Fermi levels equal the applied
voltage.
• All other boundaries are modeled using ideal Neumann boundary condition
where the normal component of the potential current densities equals zero.
• Maxwell-Boltzmann statistics and complete ionization is used to obtain the
carrier and impurity densities.
• Newton iteration method is used to reach conversion.
Figure 3·1 shows an example of a lateral GaN MOSFET structure where the do-
main is discretized using the GUI model explained above. The simulation of the
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devices and the results are discussed in section 4.2 where a more dense mesh struc-
ture is used to increase the accuracy. The figure shown here is only representing the
mesh structure model. In Figure 3·1, the yellow sections are the contacts. The drain
and source contacts are treated as ideal ohmic contacts whereas the gate contact is
treated as a Schottky contact where a thermionic emission over the top of the barrier
is considered (Schroeder, 1994). The blue area is the oxide layer, the green sections are
the n-GaN source and drain areas and the orange section is the p-type GaN substrate.
Figure 3·1: Mesh structure of a lateral GaN MOSFET.
After the structure of the device is defined and the mesh is obtained, it is necessary
to obtain the parameters of the equilibrium condition such as electron and hole den-
sities and the reference potential. The electron affinity model was used to explain the
barrier heights of metal-semiconductor contact and also semiconductor-semiconductor
junctions. This method is in agreement with experimental measurements (Anderson,
1962; Schubert, 2015). Boltzmann statistics along with Poisson equation are used to
obtain the equilibrium parameters. The equilibrium results are then used as initial
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condition for the solution of Poisson and continuity equations to obtain the electro-
static potential and carrier densities of the biased device. Due to the presence of oxide
layer, an optimized design structure is needed in order to reach convergence with the
continuity equations. Figure 3·2 shows the potential profile of the device shown in
Figure 3·1 at equilibrium. There is no applied voltage on gate or drain contacts.
Figure 3·2: Potential profile of the lateral MOSFET.
An important parameter to study devices using drift-diffusion model is the mobil-
ity. In fact, in the drift-diffusion approach, the electron transport is mainly governed
by the electron mobility, µ. Physically, under the influence of an external electric field,
E, mobility describes the velocity of carriers, v as follows (Roschke and Schwierz,
2001):
v = µ× E (3.6)
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At low electric field, the mobility is almost constant since the velocity increases
almost linearly with the electric field. In that case the diffusion length is calculated
using Einstein’s relation where the diffusive current is balanced with a linear drift
(Blickle et al., 2007):
D = kBTµ (3.7)
Where kBT is the thermal energy. In this work we employ a widely used analytical
expression for mobility which is a more accurate description of mobility. This model
which is known as Caughey-Thomas mobility model depends on doping density and
field strength (Caughey and Thomas, 1967):
µ =
µ0
1 + (E/Ec)β
1/β
(3.8)
Where Ec is the critical electric field and E is the external electric field which is
a vector component. In a lateral device, the component of the Electric field along
the x-axis is considered and in a case of a vertical channel, the y-axis component is
considered. β is a fitting parameter that is equal to 2 in the case of electrons and 1
in the case of holes.
3.2 Monte Carlo Model
In addition to bulk semiconductor, Monte Carlo methods can also be used to analyze
semiconductor devices. There are several possibilities to apply Monte Carlo methods
to device simulation as follows (Jacoboni and Lugli, 1989):
• Self-consistent simulations (Fischetti and Laux, 1998; Ravaioli and Ferry, 1986)
• One particle simulations on a fixed potential distribution
• Ensemble simulations on a fixed potential
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• Hybrid self-consistent simulations
In this work we are using a self-consistent Monte Carlo models where the motion
of the particles is controlled by a field distribution that is defined by self-consistently,
through the solution of Poisson’s equation in accordance with the particle distribu-
tion. In addition to the potential calculation in a device Monte Carlo solver, contrary
to the bulk Monte Carlo methods, the motion of the particles should be spatially
restricted to the device model. Therefore, suitable boundary conditions should be
defined for particles that reach the device surface or contact areas. A particle might
exit enter a device area through the contact terminals or be reflected from the sur-
faces of the device model. The boundary conditions applied to the carrier dynamics
should be consistent with that of Poisson equation (Tomizawa, 1993).
In this work, we employ the same meshing structure that was already describe in
Section 3.1. However, in the case of Monte Carlo simulator, since the Poisson equa-
tion is solved using Finite Difference method, only the rectangular mesh is sufficient.
The triangular subdivision of the rectangular mesh will be only considered in Drift
Diffusion analysis where a finite element method is used instead. Appropriate bound-
ary conditions are also assigned to the segments of surface, oxide and contact area as
explained above by defining a boundary index matrix. All the required mesh data is
then transfered to the Monte Carlo simulator. This data file includes: node index,
element index, boundaries, contact type, geometrical parameters, doping concentra-
tions, material type of each region, applied voltage and reference potential.
All the particles initially are distributed in the device based on thermal distribu-
tion. The self-consistent Monte Carlo device simulation is then performed by iterative
calculation of carrier dynamics in a small time increment, ∆t together with the po-
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tential calculations. This process is shown in Figure 3·3 (Tomizawa, 1993). In the
figure, each horizontal solid line shows the trace of each particle. The vertical dashed
lines show the time when the Poisson equation is solved and the × on the solid lines
shows the scattering time. The time increases to the right.
Figure 3·3: Flowchart of Monte Carlo device simulation.
In order to have a stable Monte Carlo simulation, the time step, ∆t and the mesh
size should be chosen carefully. Time step, ∆t must be relate to the plasma frequency
as follows:
ωp =
√
e2n
sm∗
(3.9)
where e is electron charge, s is the dielectric constant of the material, m
∗ is the
effective mass and n is the carrier density. To achieve numerical stability, ∆t must be
much smaller than the inverse of plasma frequency, ∆t 1/ωp. To estimate the time
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step, the highest carrier density specified in the device model and the smallest effective
mass within the entire band structure should be considered. The mesh size should be
smaller than the smallest wavelength of the charge variation which is approximately
equal to the Debye length λD as follows:
λD =
√
skBT
e2n
(3.10)
The mesh size should be chosen smaller than the value calculated above and the
highest carrier density specified in the device model should be considered. Although
the time step and mesh size seem to be separate parameters, but in fact they correlate
with each other in connection with the numerical stability. The chosen ∆t must be
checked with the distance, lmax as (Tomizawa, 1993):
lmax = vmax ×∆t (3.11)
where vmax is the maximum carrier velocity that can be approximated by the
maximum groupd velocity of electrons in semiconductor material. Therefore, lmax <
∆x.
The flowchart of the Monte Carlo device simulation in shown in Figure 3·4. As
the simulation evolves, charge will flow in and out of the contacts and the depletion
regions within the device will form until convergence achieved. The injection of
the carriers is performed through the ohmic contacts using the velocity-weighted
Maxwellian distribution. According to this model, the ohmic contact is considered
as a thermal gas touching the boundary of the device, with its electrons escaping
into the cells adjacent to the contact (Gonzalez and Pardo, 1996). The charge The
device output current is determined using Ramo-Shockley theorem as follows (He,
2001; Nonner et al., 2004):
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I =
∑
j
qjW(rj).vj (3.12)
where vj and rj are the instantaneous velocity and position vectors of the particle
j, respectively. qj is the charge of the jth particle and W is the applied electric field.
Figure 3·4: Flowchart of Monte Carlo device simulation.
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Within the simulation, 100,000 electrons were considered initially as super parti-
cles with a maximum 500,000 electrons. In the device considered in this thesis, most
of the device is n-type therefore, less holes were considered to save simulation time.
A total of 5000 holes were considered initially as super particles and a maximum of
9000 holes were included. The program as shown in the flowchart is run for every
single super particle.
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Chapter 4
Semiconductor Devices1
4.1 Quantum Cascade Lasers
QCLs are high power, compact, continuous wave solid state sources of terahertz ra-
diation that have gained a lot of attention and rapidly developed during the past
decade (Kumar et al., 2011). QCLs whose design is based on the intersubband (ISB)
transitions in quantum wells (QWs) have been studied and reported for several ma-
terial systems such as GaAs/AlGaAs (Sirtori et al., 1998) and InGaAs/AlInAs (Ajili
et al., 2005). However, at higher temperatures, due to the thermal excitation of
electrons to higher energy states within the upper laser subband, which results in
thermally activated LO-phonon emission process, the population inversion between
the laser states reduces (Bellotti et al., 2009). Therefore, the operation of these de-
vices is limited to less than 200 K (Fathololoumi et al., 2012). An effective approach
to rapidly depopulate the lower laser state is to utilize the near resonant LO-phonon
emission scattering (Williams et al., 2003). However, in GaAs-based material sys-
tems, the energy separation between the ground state and the lower laser state is just
above the LO-phonon energy (36 meV), which is close to the thermal energy at room
temperature (26 meV). This can activate the LO-phonon absorption which results
in the backfilling of the lower laser state. This implies that a material system with
higher LO-phonon energy is more efficient at high temperature operation (Bellotti
et al., 2009). Furthermore, the wavelength coverage of the GaAs-based systems can-
1This chapter was previously published as (Shishehchi et al., 2013a)
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not be extended to the high-frequency range of terahertz region. GaN-based systems,
having a large LO-phonon energy (90 meV) are attractive candidates to decrease the
thermal depopulation of the lower laser states. Furthermore, the strong electron-LO
interaction in nitride materials results in extremely short ISB relaxation time which
is very crucial in designing high speed ISB optoelectronic devices (Vardi et al., 2008).
Properly designed nitride-based QCL structures enable terahertz emission at room
temperature; however, their design is more complex than conventional structures due
to the spontaneous and piezoelectric polarizations and the lattice mismatch. With the
current progress in nitride ternary and quaternary alloys, the band gap and internal
field engineering becomes more important in optoelectronic devices. The use of lattice
matched layers based on InAlN or InAlGaN is an alternative design approach which
could mitigate the effect of polarization and enable growing thicker layers due to the
higher structural quality. More specifically, the InxAlyGa1−x−yN material system,
providing an extra degree of freedom allows the independent control of the band gap
and lattice constant (Park et al., 2008; Shishehchi et al., 2013b).
In this work we use an ensemble Monte Carlo method to study the carrier in-
teractions and population inversion characteristics of a GaN/InAlGaN-based gain
media and compare it to previous results we have obtained for GaN/AlGaN and
GaAs-based quantum cascade lasers structures. More specifically, we consider a
GaN/Al0.318In0.0707Ga0.6113N and a GaN/Al0.15Ga0.85N structure. The former is a
latticed matched structure whereas the latter is not lattice matched. The results
of the simulation are then used to determine the population inversion of each laser
system. We take into account the interaction of electrons with other electrons and
also LO phonons. The manuscript is organized as follows: Section 4.1.1 presents the
design of the device structure as well as the Monte Carlo method for the simulation
of carrier distributions and Section 4.1.2 discusses the obtained scattering rates and
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Table 4.1: AlInGaN Quaternary Lattice Matched to GaN
L-M to GaN Egap (eV) ∆Ec (eV) ∆Ev (eV)
Al0.318In0.0707Ga0.6113N 3.736 0.2 0.0857
population inversion results.
4.1.1 Device Design and Simulation
In a QCL structure that employs a quaternary InAlGaN alloy, in order to determine
the Al and In content of the barrier layers, we assume that the lattice constants
and the band gap energy of InxAlyGa1−x−yN are interpolated by using the following
expression (Sakalauskas et al., 2011):
QAlInGaN(x, y) = (1− x− y)×QGaN + x×QAlN + y ×QInN (4.1)
where QInN , QGaN and QAlN correspond to InN, GaN, and AlN lattice constant or
band gap energy. The desired x and y value for our design is the one that satisfies
the lattice match condition and a conduction band offset of approximately 200 meV.
The values of x and y composition, band gap and band offsets in the lattice matched
condition are listed in Table 4.1. For this composition, the QC gain medium is de-
signed using a Schro¨dinger-equation solver based on the effective mass approximation
as explained in details in Ref. (Bellotti et al., 2009). This method employs periodic
boundary conditions which requires that the intrinsic voltage drop across each re-
peat unit is equal to zero. Figure 4·1(a) presents the conduction band profile of the
structure and the five subbands in each repeat unit. As a comparison, Figure 4·1(b)
presents a GaN/AlGaN QCL structure that we have analyzed in a previous work (Bel-
lotti et al., 2009).
We consider three repeat units and each unit contains five energy states. The layer
thicknesses of a single repeat unit, starting from the injection barrier, indicated by the
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arrow, to the rightmost well layer within the unit are: 25/39/19/30/22/53/18/29
where the bold numbers represent the barrier layers. As shown in Figure 4·1(a), the
energy levels are labeled as |1 >, the highest energy state, |5 > the second highest
energy state, |4 >, |3 >, and finally |2 >, the lowest energy state. The external electric
field is selected to obtain maximum gain. In this case, the energy drop for each unit is
189 meV. Figure 4·1(b) shows the conduction band profile of the GaN/Al0.15Ga0.85N
structure where the layer thicknesses are: 26/37/22/31/26/59 starting from the
leftmost barrier downstream to the rightmost well. In this structure there are four
subbands in each repeat unit and two repeat units are simulated. The energy level
labeled as |1 > is the highest energy state, |4 > is the second highest and |3 > and|2 >
are the two lower energy states.
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Figure 4·1: Conduction band profile and squared envelope functions
of (a) GaN/Al0.318 In0.0707Ga0.6113 gain medium simulated in this work
and (b) GaN/Al0.15Ga0.85 N gain medium obtained from Ref (Bellotti
et al., 2009).
In the quaternary structure, the optical transition occurs between subbands |5, 4 >
and |3, 2 > in each repeat unit in the gain medium. The lower lasing states rapidly
depopulate through tunneling and resonant LO-phonon scattering mechanisms. To
accelerate the latter process, the energy separation between subbands |3, 2 > and
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subband |1 > of the next period is close to the LO-phonon energy of GaN. Since the
quaternary material is lattice matched to GaN, in order to determine the internal
electric fields, only the spontaneous polarizations are taken into account.
In the GaN/Al0.15Ga0.85N structure, the optical transition occurs between the
subbands labeled |4 > and |3 > in each repeat unit. The lower laser states depopulate
rapidly trough relaxation into state |2 > downstream and tunneling into state |1 >
through LO-phonon emission. Therefore, the energy separation between subbands
|2 > and |1 > is close to the polar optical phonon energy of the well material.
We use an ensemble Monte Carlo method (Bellotti et al., 2009; Bonno et al., 2005)
to calculate the steady state carrier distribution of each laser subband as a function of
temperature. Typically, several thousand particles are distributed, in equal numbers,
in each subband according to the thermal distribution. The ensemble then is allowed
to evolve and the simulation is terminated when the population of each subband is
unchanged after a given number of iterations. The convergence condition is checked
both in each subband in each repeating unit and within identical subbands in different
units. The distributions of the subbands are stored in a number of subhistories after
each iteration step. The subhistories are then updated after a given time step. The
model for the device structure studied in this work consists of three repeat units, each
one containing five subbands. According to the periodic boundary conditions applied
to the system, when a particle exits the last repeat unit, a new particle is injected to
the first unit.
The interactions included in the simulation are the interaction of electrons with
LO phonons and with other electrons. The k-vector dependent LO scattering rates
are computed for each temperature and the results are imported to the Monte Carlo
simulation where an interpolation is used to determine the scattering rates at any
given initial energy. The same procedure is used to evaluate and store the form fac-
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tors of both electron-phonon and electron-electron interactions. Once convergence is
reached, the population of the desired subbands are computed and used for calculating
the inversion.
The two dimensional LO-phonon scattering rate between subbands ν and ν ′ is
given by (Bellotti et al., 2009):
1
τLOνν′
~ki
=
mce
2~ωLO
8pi~30
(
1
∞
− 1
s
)
×
NLO 2pi∫
0
Sνν′(~qabs)dθ + (NLO + 1)
2pi∫
0
Sνν′(~qemi)dθ

(4.2)
where mc is electron effective mass, ~ is the reduced Planck constant, ωLO is the LO-
phonon energy, ∞ and s are the high frequency and static dielectric constants of the
well material respectively, e is the electron charge, NLO is the average phonon number
and q is the exchanged wave vector. In Eq. 4.2, the integral on the left account for
the absorption and the integral on the right accounts for the emission process. In this
work we consider zero screening limit (Bellotti et al., 2009), therefore, the arguments
in both integrals in Eq. 4.2 is given by:
Sνν′(~q) =
1
q
+∞∫
−∞
dz
+∞∫
−∞
dz′ρνν′(z)ρ∗νν′(z
′)e−(q|z−z
′|) (4.3)
where z is the position along the growth axis, ρνν′ is the product of the envelope
functions associated with the subbands ν and ν ′ which are obtained from the solution
of Schro¨dinger equation. The magnitude of q is:
q =
√
2k2ν − 2
mc∆E
~2
cosθ (4.4)
where θ is the angle between the initial and final k-vectors of electrons and the
quantity of ∆E is equal to Eν′−Eν−~ω for an absorption process and Eν′−Eν +~ω
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for an emission process. During the Monte Carlo simulation, the final energy of the
scattered electron in its selected final subband is determined by the scattering angle
using a direct rejection technique applied to the integrand of Eq. 4.2. The final state of
the electrons after being scattered is determined based on the conservation of energy
and momentum.
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Figure 4·2: Polar optical (LO) emission scattering rate from subband
(a) |3 > and (b) |4 > to subbands |5 >, |4 >, |3 > and |2 > in the
same repeat unit, and to subband |1 > of the next repeat unit.
Figure 4·2 (a) and (b) show the LO-phonon emission scattering rates from subband
|3 > and |4 >, respectively, to subbands |5 >, |4 >, |3 > and |2 > in the same repeat
unit, and to subband |1 > of the next repeat unit. The horizontal axis corresponds
to the initial energy states and the bottom of subbands |3 > and |4 > are considered
as the zero-energy reference.
In order to evaluate the electron-electron scattering, we consider the interaction
of a primary electron with wave vector ~k in subband ν with a secondary electron with
wave vector ~p in subband µ. The final subband of each particle after the scattering
is labeled as ν ′ and µ′ with wave vectors ~k′ and ~p′. The electron-electron scattering
rate can be evaluated according to the Fermi’s golden rule as follows (Bellotti et al.,
2009; Bonno et al., 2005):
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Table 4.2: Material parameters used in the simulation in this work
AlN InN GaN GaN/Al0.15Ga0.85N AlxInyGa1−x−yN
Psp(Cm
−2) -0.090 -0.042 -0.034 -0.0368 -0.034-0.056x-0.008y
r 9.14 15.3 8.9 10.28 8.9+0.24x+6.4y
inf 4.84 8.4 5.35 5.35-0.51x+3.05y
me/m0 0.4 0.11 0.2 0.22 1/(5-2.5x+4.09y)
Al0.318In0.0707Ga0.6113N
-0.0523
9.428
5.403
0.222
1
τ eeνν′(
~k)
=
mc
4~3piA
∑
µµ′~p
fµ(~p)
2pi∫
0
|Mνµν′µ′(~q)|2dθ (4.5)
where ~q = ~k − ~k′, A is the sample area, and θ is the angle between the vectors
~p−~k and ~p′−~k′. Mνµν′µ′(~q) is the electron-electron interaction matrix element which
is calculated in Ref. (Bonno et al., 2005). fµ(~p) is the distribution of the secondary
electron which is unknown before the Monte Carlo simulation. During the simulation,
a rejection technique is used to calculate the correct scattering rate which is explained
in details in Refs.(Bellotti et al., 2009; Goodnick and Lugli, 1988). The required
parameters for the simulation are listed in table 4.2 which shows the value of the
parameters for InN, AlN, GaN, Al0.15Ga0.85N and a quaternary with arbitrary x and
y compositions. Also on the first column on the right, the value of the required
parameters are listed for the composition used in this work explicitly.
4.1.2 Results
Using the simulation model described in 4.1.1, we have obtained the steady state car-
rier distribution of the two mentioned laser structures. For the quaternary laser
structure, we have calculated the population inversion using Eq. 4.6 and for the
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GaN/Al0.15Ga0.85N we have used Eq. 4.7. In both equations ni represents the popu-
lation of the ith subband and ntot is the total electron density per period.
∆n =
(n4 + n5)− (n2 + n3)
ntot
(4.6)
∆n =
n4 − n3
ntot
(4.7)
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Figure 4·3: Population inversion for 4 different QCL structures versus
temperature.
Figure 4·3 shows the calculated fractional population inversion of four different
laser structures versus temperature(Bellotti et al., 2009). The green dot-dashed line
shows the results for the quaternary structure and the solid blue line shows the results
for the GaN/Al0.15Ga0.85N structure considered in this work. The red dashed line and
the black dot-dashed line show the results for ZnO/MgZnO and GaAs/AlGaAs struc-
ture respectively. The results for ZnO/MgZnO and GaAs/AlGaAs structure were
obtained from Ref. (Bellotti et al., 2009) where a detailed study on these structures
was presented.
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The first outcome that emerges from these results is that as the temperature
increases, the population inversion decreases which is due to the stronger phonon
emission scattering mechanism, and also the backfilling of the lower laser states from
the states downstream due to the phonon absorption process. Second, as opposed
to the GaAs/AlGaAs QCL, the population inversion for the structures based on the
wide band gap materials stays relatively constant up to temperature close to 300 K.
Moreover, for the structures based on the wide band gap materials, and specifically,
the one designed using the quaternary alloy, the population inversion should be large
enough to allow for a sufficient gain needed to overcome the cavity losses, as pointed
out in Ref.(Bellotti et al., 2009). The thermal degradation of population inversion is
stronger in GaAs based structure which indicates that this material system is fun-
damentally precluded from room temperature operation. On the contrary, it can be
noted that the lattice matched structure has the highest population inversion. How-
ever, it should be mentioned that the structure of the quaternary QCL is different
from the others since its design is based on five subbands instead of four subbands.
Nevertheless, the quaternary systems offers high temperature performance as good as
GaN/AlGaN structure and besides, the practical advantages of lattice matched sys-
tem enables the high quality growth of thick quantum cascade structures to overcome
the structural issues related to the GaN/AlGaN material system.
84
4.2 Vertical Trench Power MOSFETs
The invention of silicon transistors at Bell Telephone Laboratories in 1948 was the
first revolution in electronics. Modern electronic technology relied and evolved from
those silicon semiconductors over the years. Silicon bipolar devices such as bipolar
power transistors and thyristors gained a lot of attention by the displacement of
vacuum tubes by solid state devices in 1950s. The development of a commercial
thyristor by the General Electric Company in 1958 was the second revolution in
electronics which resulted in a new era of power electronics. Power semiconductor
devices can be categorized into two main groups. The first group serves as switches
whereas the second group serves as amplifiers. Power switches are used to control the
power delivered to a load. Therefore, only the on-state which is a short, and the off-
state which is an open, are very important. The function of the power amplifiers is to
amplify the ac signals where the transconductance of the device is critical. A thyristor
is a good example of a power switch, however, due to its nonlinear effects, it is not
suitable for amplifying applications. The development of power silicon Metal Oxide
Semiconductor Field Effect Transistors (MOSFETs) in the 1970s enabled numerous
applications in high power and high frequency electronics. Power transistors, having a
smooth I − V characteristics are good candidates both for switching and amplifying.
Another class of power devices were introduced in 1980s by integrating MOS and
bipolar physics. One of the most important devices of this class is the Insulated Gate
Bipolar Transistor (IGBT). Due to their higher efficiency and lower losses, power
semiconductor devices have numerous applications ranging from microwave ovens to
high-voltage dc transmissions. These devices have revolutionized the control of power
and energy and the current improvements in technology is further expanding the
application of power devices. Almost all new electrical or electromechanical systems
from air conditioners and computers to industrial power suppliers and motor controls
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contain power electronic circuits (Rashid, 2011; Baliga, 2008; Sze and Ng, 2011).
Silicon has long been the material of choice for power electronic applications.
However, power electronic devices made from material systems with band gap energies
larger that of silicon has attracted much attention due to the better performance.
Wide band gap power devices offer potential advantages over silicon devices which
includes higher achievable junction temperatures and thinner drift regions due to the
higher critical electric field value of wider band gap materials. The superior physical
properties of these semiconductors also offer low intrinsic carrier concentration, high
thermal conductivity and high saturated electron drift velocity. These properties
result in much lower on-resistance than that of silicon-based devices which is a very
crucial parameter in the performance of power electronic circuits. Another important
advantage of wider band gap material is that the coefficient of thermal expansion of
these materials is a closer match to the ceramics used in the packaging technology
which makes them be easily adapted for high temperature and high power applications
compared to their silicon counterparts (Chow et al., 2000; Hudgins et al., 2003).
Figure 4·4: Cross section of an Al2O3/GaN MOSFET (Wu et al.,
2006).
Majority of nitride power devices are planar GaN/AlGaN Heterostructure Field
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Effect Transistors(HFET) fabricated on Si, SiC or sapphire. The most important
feature of these devices is the presence of a two dimensional electron gas (2DEG)
at the interface of the GaN/AlGaN heterostructure due to the polarization effects
in nitrides. This results in a high electron mobility and high carrier density which
eventually results in a high current density and low channel resistance. Therefore,
these class of devices are also known as High Electron Mobility Transistors (HEMTs)
(Ikeda et al., 2010b; Derluyn et al., 2009; Visalli et al., 2009; Mishra et al., 2008).
The first AlGaN/GaN HEMT was demonstrated by (Khan et al., 1994) in 1994 with
a gate length of 0.25µm and a current density of 60mA/mm. Today’s advanced
HFETs perform at higher power densities however, these devices suffer from gate
leakage current and the AlGaN/GaN based heterostructures, which are the most
common heterostructures in HFETs, suffer from a poor ohmic contact resistance
due to the Al molar fraction (Keller et al., 2001). The presence of the thick oxide
layer in MOSFETs prevents the dark leakage gate current and improves the device
performance. Majority of current GaN MOSFETs are normally-on lateral devices
(Huang et al., 2008). Figure 4·4 shows an example of a normally-on lateral MOSFET
with a 1µm p-channel length (Wu et al., 2006). Al2O3 is used as the oxide layer and
Si is used as the dopant in n-GaN layer. In lateral devices, the distance between the
gate and drain electrode, LGD is a limiting factor in the performance of the device.
Increasing LGD increases the breakdown voltage however, at the same time, increases
the on-resistance as well. There has been efforts to overcome current collapse and
breakdown voltage problems in the lateral devices however, the suggested structures
require a more complex fabrication process (Saito et al., 2010).
In this thesis, an advanced vertical trench GaN MOSFET is introduced. The
design of the device enables normally-off, or enhancement mode, operation which is
very desirable and reliable in high power applications. The structure of the device is
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Figure 4·5: GaN based trench MOSFET structure.
shown in Figure 4·5. The oxide layer is SiO2 and its thickness is 0.1µm and the contact
metal is gold. The trench of the device is designed in a curved shape to uniformly
distribute the electric field at the edge of the trench and prevent early breakdown.
The structure is symmetric; the contact on top of the oxide layer is the gate, the
two contacts on the top are the source contacts and the contact at the bottom is the
drain contact. The 0.75µm long channel is n type and the doping profile is shown
in table 4.3. The device structure is designed using Matlab Graphical User Interface
(GUI) tools. After that, using the drift-diffusion model explained in Chapter 3.1, the
mesh structure, geometry properties, electron and hole concentration and potential
are obtained. Then, this data is saved and transfered to Monte Carlo simulator as an
initial state.
The results of the conduction and valence band structures when the drain voltage
is zero and the gate voltage is zero and 8 V is shown is Figure 4·6 (1) and (2). When
the gate voltage is zero, the channel is blocked, however, applied voltage of 8 V on
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Table 4.3: doping profile of the vertical MOSFET structure show in
Figure 4·5
Region Doping (cm−3)
n-GaN 1017
n−-GaN 7×1015
n+-GaN 1018
p-GaN 3×1016
the gate, opens the channel area. Now, we will investigate the effect of polarization
charge on the performance of the device.
To achieve an enhancement mode operation, it is necessary to control the threshold
voltage, Vth within a certain voltage range depending on doping or heterostructure
engineering. Using a metal/high-k dielectric stack instead of a Schottky gate is a
potential approach to control Vth (Coan et al., 2012). The presence of a thick SiO2
layer in the device suggested here, with a reported band gap of 9 eV (Adamchuk
and Afanasev, 1992) and the adjacent p-GaN region well satisfies this condition.
Therefore, it is very important to understand the band alignment of the interface of
GaN and dielectric material. There has been very little research performed on the
interface of nitride and high-k semiconductor material systems.
Esposto et al. (Esposto et al., 2011) reported the properties of band alignment
in the interface of n-type GaN and Al2O3. They considered a Si doped n-type GaN
with a doping density of 1018 cm−3 adjacent to a 100 nm Al2O3 oxide layer and Ni
has been used as the metal contact. They observed a positive fixed charge at the
interface of Al2O3/GaN. Since there is a high doping concentration in GaN layer, the
Fermi level is nearly at the conduction band edge of GaN and therefore, the positive
states causing this fixed charge cannot be attributed to the mid-gap states in GaN.
The presence of this positive fixed charge could be either attributed to the presence
of Ga-O or Ga-Al bonds at the interface or the spontaneous polarization of GaN. The
polarization charge calculated in the paper, is very close to the measured amount.
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Figure 4·6: (1): Constant energy surfaces of GaN conduction band (a)
at an energy of 750 meV, and valence band (b) at an energy of 100 meV
at 300 K. (2): Constant energy surfaces of ZnO conduction band (a) at
an energy of 750 meV, and valence band (b) at an energy of 50 meV at
300 K.
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Figure 4·7: Qualitative energy band diagram and charge distribution
with either ionized donor charge (the graph on the left) or polarization
charge inversion (the graph on the right) at the Al2O3/GaN interface
(Esposto et al., 2011).
Figure 4·7 shows the band alignment of the considered structure with either ionized
donor charge (on the left) or polarization charge (on the right). In another work
reported by Cook et al. (Cook et al., 2003) the positive charge at the interface of
GaN and SiO2 is associated with the polarization charge at the interface which is
caused by the spontaneous polarization of GaN along (0001) growth direction. In a
similar way, the polarization charge has been considered in this thesis.
4.2.1 Polarization Charge in MOSFETs
The asymmetric crystal structure of wurtzite GaN combined with the epitaxial growth
that is often performed along the (0001) direction results in spontaneous and piezo-
electric polarization fields respectively. Figure 4·8 shows the spontaneous polariza-
tion in the Ga faced wurtzite GaN structure grown along (0001) direction (Yu et al.,
1999). In the absence of external electric field, the total polarization,
−→
P tot is the
sum of the spontaneous,
−→
P SP , and piezoelectric,
−→
P PE, polarization. The direction of
the spontaneous polarization depends on the crystal polarity and the direction of the
piezoelectric polarization depends on the stress applied on the material layer, whether
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Figure 4·8: Crystal structure and spontaneous polarization field in
GaN (Yu et al., 1999).
it is tensile or compressive stress (Shi and Gan, 2003).
P = PSP + PPE (4.8)
PGaNSP = −0.029(C/m2) (4.9)
PPE = 2
a− a0
a0
(
e31 − e33C13
C33
)
(4.10)
In the above equation, considering an isotropic in-plane strain, a and a0 are the
lattice constants of the strained layer and the buffer layer. e31 and e33 are the piezo-
electric coefficients and C13 and C33 are elastic constants. The gradient of polarization
in space results in a polarization induced charge density. At an abrupt interface of two
layers along the growth direction (top layer and bottom layer), a fixed polarization
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charge density will be formed as follows (Ambacher et al., 2000):
σ(PSP + PPE) = Ptot(bottom)− Ptot(top) = {PSP (bottom) + PPE(bottom)}
−{PSP (top) + PPE(top)} = {PPE(bottom)− PPE(top)}+ {PSP (bottom)− PSP (top)}
= σ(PPE) + σ(PSP )
(4.11)
In the device shown in Figure 4·5, the only polar material is GaN which in the
gate area is adjacent to a non polar oxide layer. Therefore, there is no piezoelec-
tric polarization, and the induced sheet charge density is caused by the spontaneous
polarization in GaN. Since the growth direction is along (0001) therefore, the inter-
faces parallel to the growth direction will not have any polarization charge, instead,
the bottom part of the trench which is extended in to the n−-GaN region will have
polarization charge. In the simulation model, polarization charge is calculated in
the common nodes between the semiconductor/oxide interface taking into account
the inner product of the growth direction and the interface vector. This charge is
then implemented as fixed charge in the Poisson equation both in the Drift Diffusion
model and Monte Carlo. The effect of the polarization charge on the potential profile
is shown in Figure 4·9.
The presence of the polarization charge at the interface attracts electrons to the
interface. This results in the raised potential as seen in the figure. Using the Monte
Carlo device simulator, the I-V characteristics of the device with and without polar-
ization charge is obtained as shown in Figure 4·10. The drain voltages spans from
0 to 50 V as the gate voltage increases from 2 to 10 V. The solid lines represent the
case where polarization charge is not included and the dashed lines include the ef-
fect of polarization charge. Due to the presence of more electrons at the bottom of
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(1)
(2)
Figure 4·9: Potential profile of the vertical trench MOSFET at
Vg=0 V and Vd=0 V (1): without polarization charge and (2): with
polarization charge.
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the channel which is a result of the presence of a positive polarization sheet charge,
the current cunduction is stronger compared to the case where polarization charge is
neglected. Therefore, for a given gate voltage, there is more current density if polar-
ization charge is included. However, this results in a reduction of the early voltage due
to the increase of the I-V slope. Another important factor in device characterization
is the transconductance properties which is shown in Figure 4·11 with and without
polarization charge.
Figure 4·10: I-V characteristics of the vertical trench MOSFET
with polarization charge (dashed lines) and without polarization charge
(solid lines).
4.2.2 Surface Roughness Scattering
One of the important parameters to study device performance is the electron mobility
in the channel area of the devices. In a pure and defect-free semiconductor, mobility
is mainly limited by the polar optical phonon scattering mechanism. However, the
presence of defects and dislocations further reduces the mobility (Gurusinghe et al.,
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(1)
(2)
Figure 4·11: (1) Drain current versus gate voltage and (2) transcon-
ductance properties. in both graphs, the solid lines are without polar-
ization and the dashed lines include polarization charge effects.
96
2005). In the case of a MOSFET device structure, space charge layers exist in the
interface between a semiconductor and oxide which is expected to alter the disper-
sion of phonons and scattering mechanisms especially at high carrier concentrations
(Fischetti and Laux, 1993; Ando et al., 1982). Since the oxide layer is adjacent to
the channel area of the device, it plays an important role in the transport properties,
especially mobility, of the carriers in the channel area. The exact nature of the sur-
face roughness is not well-known however, there has been some theoretical models to
explain it. Ezawa et al. (Ezawa et al., 1974) considered an ideal representation of the
oxide layer which is an infinitely soft medium. Then they obtained the eigenmodes of
surface acoustic modes assuming a stress-free boundary. However, since this method
considers an ideal description of the oxide layer, it overestimates the mobility sup-
pression. In addition to surface acoustic modes, there exists also surface polar modes
in SiO2. Moore et al. (Moore and Ferry, 1980) studied electron transport properties
in a Si quasi-two dimensional inversion layer considering three energy levels. They
studied the longitudinal polar optical phonons within the inversion layer, known as
remote interface phonons, caused by the neighboring silicon dioxide layer. However,
the effect of these polar modes was found to be small due to the weak coupling of
the high energy modes with the low energy electrons. Therefore, the mobility is not
largely affected by them. On the other hand, since the surface optical scattering
rate decreases with the electron energy, higher energy electrons are not much affected
(Fischetti and Laux, 1993). Another theoretical method considers surface roughness
scattering in layered structures in form of well width fluctuations or alloy fluctua-
tions which results in the perturbation of the electron confinement energy. Before
explaining the mathematical model, it is worthy to understand the potential profile
of the oxide/semiconductor interface in more details. Figure 4·12 shows the conduc-
tion band profile of the device structure shown in Figure 4·5 along the horizontal axis
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at the mid point of the vertical channel when the applied gate voltage is 4 V. The
blue lines show the conduction band and the red lines show the valence bands. Due
to the band alignment, a quantum well is formed in the area between the oxide and
the p-GaN region. This quantum well can be approximated by a triangular quantum
well with a slope of eFx where e is the electron charge, F is the electric field and x is
the distance on the horizontal axis. A qualitative representation of the energy levels
and the corresponding wave functions are depicted as green and orange lines in the
figure.
Figure 4·12: Cross section of the vertical device along the horizontal
axis at the mid point of the channel area. The blue lines are the conduc-
tion band and the red lines are the valence bands. The dashed black line
is the oxide interface. The green lines are qualitative representations of
the energy levels formed in the triangular well, and the orange lines are
the corresponding wave functions of the first and second energy levels.
The interface roughness could be represented as fluctuations in the interface po-
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sition. These fluctuations are randomly correlated spatially, and this correlation can
be described as a Gaussian distribution. Due to these fluctuations, the potential that
the electrons experience is based on a first order Taylor expansion of the confining
potential (Zanato et al., 2004). Therefore, roughness ∆(r) is a change in the z di-
rection, which is also the growth direction, at position r where r is the coordinate
vector along the interface. Therefore, it can be characterized as the roughness height,
∆ and the lateral size, Λ as a Gaussian form (Gurusinghe et al., 2005; Sakaki et al.,
1987; Xiao et al., 2013).
〈∆(r)∆(r′)〉 = ∆2exp
(
−|r − r
′|2
Λ2
)
(4.12)
Fourier transform of ∆(r) to ∆(q) gives the following result:
〈∆(q)2〉 = pi∆2Λ2exp
(
−q
2Λ2
4
)
(4.13)
Where q is the scattering wave vector and q = k1 − k2 where k1 and k2 are
the initial and final wave vectors of the electrons. Assuming an elastic scattering,
|k1| = |k2| = k and q = 2ksin θ2 ≈ 2kF sin θ2 where θ is the scattering angle between
k1 and k2 and kF =
√
2piNs is the Fermi wave vector and Ns is the 2DEG density.
The aquare of the matrix element for two-dimensional interface roughness scattering
M2 can be expressed as the following equation:
M2j = ∆(q)
2
 ∞∫
0
dxψ(x)ψ∗(x)
∂V
∂x
2 (4.14)
Where V is the potential of the well and ψ(x) is the wave function of the selected
energy level within the well. The energy dependent scattering rate, τ−1(E) due to
interface roughness scattering is given by:
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1
τj(E)
=
m∗
(2pi)2
(
2pi
~
) ∫
θ,k′
M2j
S2(q, T )
(1− cosθ)δ(Ek′ − Ek)d2k′ (4.15)
Where j denotes the various possible scattering mechanisms, m∗ is the effective
mass and S(q, T ) is the screening function defined as:
S(q, T ) = 1 +
e2F (q)Π(q, T, E)
2εq
(4.16)
Where ε is the static dielectric constant. The form factor, F (q) and the polariz-
ability function, Π(q, T, E) are defined as:
F (q) =
∞∫
0
∞∫
0
ψ2(x)ψ2(x′)exp(−q|x− x′|)dxdx′ (4.17)
Π(q, T, E) =
m∗
4pi~2kBT
∞∫
0
1−Θ(q − 2kF )[1− (2kF/q)2]1/2
cosh2((EF − E)/2kBT ) dE (4.18)
In this equation Θ(x) is representing the usual step function. Next, the total
scattering is calculated from time constant values as a function of energy, E.
τ(E) =
(∑
j
τ−1j (E)
)−1
(4.19)
To include the surface roughness scattering in the Monte Carlo device simula-
tor, first the elements adjacent to the interface were identified. Then the total
out-scattering rate from each quantum energy level to other levels was calculated.
These results were then used as a look-up table within the Monte Carlo simulation.
Figure 4·13 shows the wave function distribution of the 3rd energy level within the
elements adjacent to the oxide layer around the trench. In this figure, the gate voltage
is 2 V and there is no voltage on the drain contact.
Figure 4·14 shows the total interface roughness out-scattering rate from the 3
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Figure 4·13: Wavefunction distribution of the 3rd energy level within
the adjacent elements along the oxide/semiconductor interface.
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lowest energy levels of the quantum wells within 2 different elements when the gate
voltage is 2 V and the drain voltage is 0 V. The top 3 curves belong to an element in
the mid point of the right side of the channel and the bottom 3 curves belong to the
bottom element on the left side of the channel. As seen in the figure, the scattering
rate decreases as the electron energy increases. The scattering rate from the higher
energy level is slightly stronger than the lower energy levels. However, this difference
is more pronounced within the small range of electron energies.
Figure 4·14: Total surface roughness out-scattering rates from each
energy state. The top 3 curves are the rates within a cell in the mid
area of the right side of the channel and the bottom 3 curves are the
rates within a cell at the bottom left of the channel.
The surface roughness scattering however, is weaker than all other scattering
mechanisms considered within the simulation, specifically the polar optical scatter-
ing which is the dominant scattering mechanism in the system. Surface roughness
scattering is stronger at low energy and low temperature condition. In the MOSFET
structure considered here, since the quantum well is too wide, the number of confined
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energy levels is very high. Near 50 energy levels exist within the quantum well and
the calculation of out-scattering according to the above model is very cumbersome
and computationally expensive. On the other hand, considering only the lower energy
levels greatly underestimates the role of the scattering mechanism. This model could
be very useful in a device where the number of confined energy levels is limited to less
than a few. An example of this kind could be the quantum well within the HFET
structures. Watling et al. (Watling et al., 2004) suggested a scattering model that
could be more effective in MOSFETs. According to their model, the surface rough-
ness scattering is taken into account based on the probability of specular scattering,
PF and the angular probability for diffuse scattering, PDif where both PF and PDif
depend on the physical parameters of the surface, ∆ and Λ as explained above. The
probability for specular scattering is:
PF = exp(−4∆2k2cosθIN) (4.20)
Where k represents the k-vector of the scattering particle and θIN represents the
incident angle of the scattering particle. In case of a diffuse scattering mechanism,
the angular probability distribution function, PDif is given by:
PDif ∝ (cosθIN + cosθEX)
2
1 + Λ
2k2(sinθIN+sinθEX)2
2
(4.21)
Further investigation on this model and the effects of the scattering mechanism
on the mobility of the carriers in the channel area are left for a future work.
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Chapter 5
Conclusions
In this work, semiconductor material properties and device performance have been
studied using numerical models. Material properties are important parameters in de-
vice design. Most commercial device simulation packages rely on exact determination
of the semiconductor material properties. Since wide band gap semiconductor mate-
rial are of special importance in research and technology, the properties of GaN and
its alloys, and ZnO have been the focus of this thesis. These semiconductor materials
are still in the early stages of technology development, therefore, accurate calculation
of material parameters provides excellent estimation of device performance. Robust
numerical methods such as Monte Carlo simulation model, provides deep insight in
to the physics of material and devices.
In the first section of this work, material properties were studied, and in the
second part, semiconductor devices were simulated. The material studies consists
of the dynamics of photo-excited carriers in wide band gap semiconductors, GaN
and ZnO, and the transport properties of nitride alloys lattice matched to GaN. The
former is used to determine the luminescence properties of material which is of special
importance in UV detectors and the latter is crucial in lattice matched heterostructure
devices. In the device section, quantum cascade lasers and power MOSFETs were
simulated and their performance was characterized.
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5.1 Materials
To study the subpicosecond dynamics of photo-excited carriers a bulk semiconductor
model with an isotropic parabolic heavy hole band and an isotropic non-parabolic con-
duction band was considered. In the theoretical model, interaction with an external
ultrafast laser pulse was treated coherently and to include the scattering mechanisms
and dephasing processes, a generalized Monte-Carlo simulation model was used. The
scattering mechanisms included were: carrier interactions with polar optical phonons
and acoustic phonons, and carrier-carrier Coulomb interactions. The results of the
integrated density of electrons was shown in GaN for two different excess photon en-
ergies. In the case where the excess photon energy (50 meV) was less than the polar
optical phonon energy, carrier-carrier scattering was the dominant process. However,
when the excess photon energy (750 meV) was greater than optical phonon energy,
the polar optical phonon scattering was the most significant relaxing process. Besides
the carrier densities, temperature dependent normalized luminescence intensities were
calculated in both GaN and ZnO. For all values of the excess photon energies, as the
temperature decreased, the luminescence rise time increased. This effect is due to
the lower polar optical scattering rate which results in the fact that this process is no
longer strong enough to relax the carriers. For comparison, the experimental time-
resolved photoluminescence studies on GaN samples were reported. In conclusion,
we have shown that we can explain the dynamics of the photo-excited carriers by
including only carrier-carrier and carrier-phonon interactions and a relatively simple
two-band electronic structure model.
to study the transport properties of nitride alloys lattice matched to GaN a full
band Monte Carlo model was used. These transport properties are crucial in ad-
vanced HFETs where the heterostructure consists of lattice matched GaN structure
to mitigate strain effects. Among transport properties, velocity and mobility of car-
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riers are particularly important in analysis of devices. In this work, the mobility of
carriers in In0.18Al0.82N has been investigated using a full band Monte Carlo model.
A simulation model was developed to include the effect of alloy scattering to study
its effect on the mobility of carriers. It was shown that alloy scattering plays an im-
portant role in decreasing the mobility of electrons and holes. We concluded that the
room temperature mobility of both type of carriers in In0.18Al0.82N is similar to that
of AlGaN already reported in literature. In addition to alloy effects, the degradation
of the electron mobility due the presence of dislocations was evaluated. According to
the results, for an areal dislocation density lower than 107 cm2, the alloy scattering is
the the main factor in reducing the electron mobility. For higher values of the areal
dislocation density the scattering with dislocations will limit the maximum mobility
values. Another important transport property, carrier drift velocity, was also calcu-
lated. The peak electron velocity for electron is 1.9×107cm s−1 that is reached at an
electric field strength of ≈400 kV cm−1. In the case of holes, we predict a saturation
velocity just above 0.5×107cm s−1. Alloy scattering was shown to reduce the peak ve-
locity of electrons and saturation velocity of holes as opposed to the case where alloy
scattering is neglected. Also, alloy scattering caused the electric field corresponded
to maximum electron drift velocity shift to a slightly higher field.
5.2 Devices
The first device studied in this thesis was a quantum cascade laser. A comparison be-
tween GaN/AlGaN and GaN/Al0.318In0.0707Ga0.6113N QCL structures was presented.
The former structure is not lattice matched whereas the latter one is lattice matched.
A Schro¨dinger-equation solver based on effective mass approximation was used to
obtain the conduction band profile and the energy states of the gain media and an
ensemble Monte Carlo simulation was used to calculate the carrier distribution of
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the structures. The results obtained from the simulation were then used to calculate
the population inversion versus temperature. Within the simulation, the interaction
of electrons with other electrons and LO-phonons were considered. The calculated
results showed a much higher population inversion in the lattice matched structure
where the piezoelectric polarization does not exist. Moreover, the degradation of pop-
ulation inversion in the lattice matched structure versus temperature was much less
compared to the lattice mismatched structure. Specifically, the population inversion
in the lattice matched structure was 1.25-1.5 times higher than the GaN/AlGaN and
ZnO/MgZnO structures when the temperature ranged between 50 K to 450 K which
suggests that the lattice matched structure could be the most appropriate structure
for lasing. The GaAs based structure showed the lowest population inversion and at
a temperature higher than 250 K the inversion was not adequate for lasing.
In the last section of this thesis, a vertical power MOSFET was simulated. Power
MOSFETs are very important in many applications ranging from home applications
to high power switching and control systems. A vertical n-channel GaN MOSFET
with SiO2 oxide layer was designed using Matlab GUI tools. Drift-diffusion model in-
cluding a Caughey-Thomas mobility model was used to evaluate potential profile and
carrier densities. The device structure and mesh data obtained from the GUI design
were used to simulate the MOSFET using a full band Monte Carlo model calculated
self-consistently with Poisson equation. Due to the spontaneous polarization of GaN
layer, polarization charge which exists at the oxide-semiconductor interface, was in-
cluded inside the Poisson equation. The presence of polarization charge increased the
current conduct compared to the case where the polarization charge was neglected.
In addition to polarization effects, it is very important to study the effect of chan-
nel scatterings on the carrier mobility. Surface roughness scattering mechanism is
one of the important factors in affecting the mobility. In this work, the quantum
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levels within the channel area were calculated and the intersubband scattering rates
were pre-calculated and used as a look-up table in Monte Carlo simulation. Another
method of including surface roughness scattering mechanism is to calculate the re-
flection probability of carriers in the channel. The study of scattering mechanism on
the mobility is left to be investigated in a future work.
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