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Special issue in memory of Philippe Smets (1938–2005)This special issue is dedicated to the memory of Philippe Smets (1938–2005), whose inﬂuence in the ﬁeld of
uncertainty modeling and handling cannot be overestimated [4]. Philippe Smets will long be remembered as
one of the main contributors to the theory of belief functions, and as one of its best and most enthusiastic
advocates. He was also an editor and a regular contributor to this journal [35,9,20,10,23,37,7,1,2,30,33,32].
Although Philippe Smets wrote noticeable papers in fuzzy logic and possibility theory [35,9], his name is
primarily associated with the ‘‘Transferable Belief Model” (TBM), a subjectivist and non-probabilistic view
of the Dempster–Shafer (DS) theory of evidence [34,28]. As recalled in [4], ‘‘some of the main ideas underlying
the TBM are:
 the interpretation of belief functions as representing weighted opinions held by an agent, irrespective of any
underlying probabilistic model [20,26];
 a clear separation between the credal level, where beliefs are entertained, and the decision level where stan-
dard utility theory applies, the belief functions being converted into probabilities using the pignistic trans-
formation [16,24,31];
 the notions of unnormalized belief function and unnormalized conjunctive rule of combination, and the
interpretation of the mass mð;Þ assigned to the empty set, under the open-world assumption, as a degree
of belief in the event that the frame of discernment does not contain the true value of the variable of interest
[15,19].
(...) Philippe Smets contributed more than 100 papers to this theory, and to its comparison with alternative
approaches to uncertainty reasoning such as Bayesian probability theory [14], imprecise probabilities [26], ran-
dom sets [21], possibility theory [17,5], default reasoning [3] and modal logics [18,25].”
The seven peer-reviewed contributions presented in this issue have strong connections with diﬀerent facets
of Philippe Smets’ work.
The ﬁrst paper, with title A deﬁnition of subjective probability, was written by Didier Dubois, Henri Prade
and Philippe Smets. It solves the problem of ﬁnding the least informative belief function having a given pig-
nistic probability. As this belief function is consonant, it is equivalent to a possibility distribution, thus pro-
viding a new subjectivist semantics to possibility theory. This paper is an extensively revised version of a
contribution that appeared in a publication of the University of Wroclaw, Poland, in 2003 [6].
The next two papers deal with the application of belief functions to statistics. As noticed by Kohlas and
Monney in this issue, statistical applications were one of the major concerns of Smets, starting from his
Ph.D dissertation [13].
In The Dempster–Shafer calculus for statisticians, Arthur P. Dempster presents a semantics of Dempster–
Shafer theory whereby every formal assertion is associated with a triple (p,q, r), where p is the probability
‘‘for” the assertion, q is the probability ‘‘against” it, and r is the probability of ‘‘don’t know”. This frame-
work is applied to inference and prediction from Poisson counts, and its relation to signiﬁcance testing is
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Monney present another approach to statistical inference using assumption-based reasoning, another interpre-
tation of Dempster–Shafer theory. The approach starts with functional models, describing how data is gener-
ated in statistical experiments. This theory covers Bayesian and Fisher type inference as two extreme cases.
The development of algorithmic tools for the easy computational handling of belief functions was another
major concern of Philippe Smets. Among his contributions in this area, one may cite the Fast Mo¨bius Trans-
form [8] and algorithms for reasoning in evidential networks [37,36]. In particular, he showed that conditional
belief functions can be propagated in evidential networks using two complementary mechanisms: the general-
ized Bayesian theorem (GBT) and the disjunctive rule of combination (DRC) [23]. This topic is revisited in the
paper, Inference in directed evidential networks based on the Transferable Belief Model by Boutheina Ben Yagh-
lane and Khaled Mellouli, who propose new algorithms based on the GBT and the DRC for the propagation
of belief functions in singly and multiply directed evidential networks.
The next three contributions in this issue concern real-world engineering applications. As noticed in [4],
Philippe Smets attached a great importance to practical applications during all his life [29]. His initial moti-
vation for studying uncertain reasoning was the modeling of medical diagnosis [13], but he later became
increasingly interested by a wide range of applications including reliability analysis [22], data association
[11], target tracking and identiﬁcation [12], etc.
The Least committed basic belief density induced by a multivariate Gaussian: Formulation with applications
by Francois Caron, Branko Ristic, Emmanuel Duﬂos and Philippe Vanheeghe gives an explicit formulation of
the least committed basic belief density associated to a multivariate Gaussian probability distribution, which
makes it possible to extend the tools introduced by Smets in [32] to a multidimensional setting. Two applica-
tions are presented, related to the classiﬁcation of non-cooperative ﬂying objects in the joint speed–accelera-
tion feature space, and to the joint tracking and classiﬁcation of targets.
In Deﬁning belief functions using mathematical morphology – Application to image fusion under imprecision,
Isabelle Bloch presents an original approach for deﬁning belief functions for multi-source classiﬁcation appli-
cations in image processing, using tools from mathematical morphology. The method assigns belief masses to
disjunctions of hypotheses, taking into account the imprecision inherent to images and the considered classes
or objects. This approach is demonstrated using synthetic and real images and applied to multi-source brain
image classiﬁcation.
The last paper in this issue, Clustering decomposed belief functions using generalized weights of conﬂict by
Johan Schubert revisits the problem of clustering belief functions that concern diﬀerent events where the belief
functions are mixed up. This problem arises when handling intelligence reports whose uncertainty is repre-
sented by belief functions. A methodology previously proposed by the author in the case of simple support
functions is extended to all types of belief functions using the canonical decomposition introduced by Philippe
Smets in [27]. This makes the methodology applicable to the management of complex intelligence reports such
as provided by humans or advanced sensors.
Altogether, these seven contributions show the vitality of research on belief functions, along the lines drawn
by Arthur P. Dempster, Glenn Shafer and Philippe Smets. We are grateful to the authors and the reviewers
who contributed to this publication. As emphasized in [4], Philippe Smets ‘‘was primarily a researcher com-
bining a vast culture and interest on classical and non-classical approaches to uncertainty (ranging from sta-
tistics to non-standard logics), with a will to develop original lines of research that signiﬁcantly depart from
traditional views”. There is no doubt that he would have been proud to see his name associated to the work
presented in this issue.
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