Abstract-Monte Carlo methods are considered to compute, first, the partition function of graphical models, and second, the information rate of source/channel models, in both cases for factor graphs with cycles. The convergence of two basic Monte Carlo methods is improved by sampling only a cycle breaking subset of the variables and using exact sum-product computations for the remaining variables. The methods are demonstrated by their application to a two-dimensional Ising model and to a two-dimensional intersymbol interference channel.
I. INTRODUCTION
Let X be a finite set and let f be a nonnegative function f : X N → R. Let R be a finite collection of subsets of {1, 2, . . . , N} and assume that f can be factored as
where x (x 1 , . . . , x N ) and where f R (x R ) is a function of those variables whose indices appear in R. Note that f may be viewed as an unnormalized version of the probability mass function
with
The quantity (3) (called partition function in statistical physics) and its inverse Γ 1/Z are of interest in many different contexts including statistical physics and Bayesian inference.
For example, the simulation-based methods of [1] to compute the information rate of source/channel models with memory need to compute (the logarithm of) the probability p(y) of simulated channel output y. If x is the channel input, we have
Note that, for any fixed y, the right-hand side of (4) has the form (3). We will work out an example of this type in Section IV. If the factorization (1) yields a cycle-free factor graph, Z can be computed by the sum-product algorithm [2] , [3] . In this paper, however, we are interested in the case where the factor graph of (1) has cycles. In this case, the computation of Z, or of useful approximations of it, remains an area of research [5] .
In this paper, we begin with the following two Monte Carlo methods to estimate Z and Γ = 1/Z, respectively. These methods do not use the factorization (1).
Method A1 (Importance Sampling [4] , [5] ) 1) Draw samples x (1) , x (2) , . . . , x (K) from X N according to some probability distribution q(x).
It is easy to verify that E(Ẑ A1 ) = Z. Importance sampling is a standard technique, but its suitability to the computation of information rates does not seem to have been noticed before.
2
It is easy to verify that E(Γ B1 ) = Γ. A main issue with this method is the generation of the samples x (1) , . . . , x (K) . An obvious idea is to use Gibbs sampling [5] , [7] , [8] , with all its problems of slow convergence.
Both of the above methods have issues with slow and erratic convergence (see the simulation results in Sections III and IV). In the next section, we propose a modification of these two methods that uses sampling over a subset of the variables (with weaker coupling) and exact sum-product computations over the remaining variables. These methods are then applied to two specific examples: the partition function of an Ising model in Section III and the information rate of a two-dimensional intersymbol interference channel in Section IV. These examples demonstrate that the modification improves the convergence.
II. COMBINING MONTE CARLO METHODS WITH SUM-PRODUCT MESSAGE PASSING ON CYCLE-FREE SUBGRAPHS
In the following, we partition x into x = (u, v) and we define
and
It then follows that
In other words, f (u) has the same partition function as f (x). This observation suggests the following modifications of methods A1 and B1.
Method A2
1) Draw samples u (1) , . . . , u (K) according to some probability distribution q(u).
2
The difference to Method A1 is that the computation of
is required for each sample u (k) .
Method B2
where M is the number of variables in u. Again, the difference to Method B1 is that the computation of (12) is required for each sample u (k) . We now choose the partition of x into x = (u, v) such that, for fixed u, the factor graph representation of (1) (considered as a function of v) has no cycles. In this case, we call the set of variables in u a cycle breaking set. With such a choice of u, the sum (12) can be computed efficiently by the sum-product algorithm.
We will see in the following examples that the modified methods A2 and B2 converge faster and more smoothly than the basic methods A1 and B1.
III. EXAMPLE: PARTITION FUNCTION OF ISING MODELS
In this section, we demonstrate the use of methods B1 and B2 to compute the partition function of the Ising model of statistical physics. In this model, we have X = {+1, −1} and
where β r and β s,t are real parameters and where E is a set of index pairs corresponding to a rectangular grid as shown in Figures 1 and 2 [9] . For the experiments reported here, a 9 × 9 grid (with N = 81) was used. However, the method can be used for much larger grids. For Method B2, the Fig. 1 . Factor graph / junction graph of a 3 × 3 Ising model. cycle breaking set (i.e., the variables in u) was chosen as shown in Fig. 2 for a 5 × 5 grid. For Method B1, the samples x (k) , k = 1 . . . K, were obtained by Gibbs sampling. Specifically, a new sample x (k) was obtained from the previous sample x (k−1) as follows:
For Method B2, the samples u (k) , k = 1 . . . K, can be obtained by creating samples x (k) as above and keeping only their u-parts. Alternatively, a new sample u (k) may be obtained from the previous sample u (k−1) as follows. sample u
This method was used for all the simulations in this paper. Note that the evaluation of v f (. . .) requires a sum-product computation (over a cycle-free factor graph).
Some numerical results are shown in Figures 3 and 4 . Both figures show the logarithm of 1/Γ vs. the number of samples for a 9 × 9 Ising model and for several independent simulations. The occasional sharp drops are due to rare high-probability configurations. Note that the number of samples in Fig. 4 is 200 times smaller than in Fig. 3 .
IV. EXAMPLE: INFORMATION RATE OF 2D ISI CHANNELS
In this section, we demonstrate the use of methods A1 and A2 to compute the information rate of twodimensional intersymbol interference channels used with i.u.d. (independent and uniformly distributed) input. In such channels, the observed channel output Y = {Y i,j } is given by
where X = {X i,j } is the channel input and h k, are the coefficients (assumed to be known) of the channel impulse response. All quantities in (16) are real. The random variables Z i,j , which model the channel noise, are assumed to be i.i.d. zero-mean Gaussians with variance σ 2 . The range of k and depends on the application. We will assume that X is memoryless (although some generalizations are straightforward). We thus have
(18) We are here interested in the information rate
of such channels for some fixed channel input distribution p(x). The computation of this quantity (to any useful accuracy) remains a problem despite recent progress [10] , [11] .
With the stated assumptions, we have
The difficulty thus lies in computing
Following [1] , we approximate this expectation by the empirical averagê
over a list of samples y ( ) . Creating these samples is easy: create samples x ( ) and z ( ) and compute y ( ) from (16). The remaining problem lies in computing
which has the form (3). This problem is a natural candidate for Methods A1 and A2 because the sample x ( ) (which gave rise to y ( ) ) can be used in defining the auxiliary distribution q(x) that is required by these methods.
In our numerical experiments, we assumed that the channel input X i,j takes values in X = {+1, −1}, and we used a distribution q(x) = i,j q(x i,j ) with
for some ε > 0.
In the simulations, we focussed on the channel model with
and h k, = 0 otherwise. A graphical model of this channel is shown in Fig. 5 . We used a 9 × 9 grid (with N = 81), but the method can handle much larger grids. Channel input symbols X i,j outside the grid were set to −1. The plots are all for σ 2 = 2 (i.e., for a signal-tonoise ratio of 0 dB) and we used ε = 0.25. For Method A2, the cycle breaking set u was chosen as indicated in number of samples for a 9 × 9 ISI channel as defined before and for several independent simulations. (The sample y ( ) in Fig. 8 differs from that in Fig. 7 .) Note that the number of samples in Fig. 8 is 200 times smaller than the number of samples in Fig. 7 .
The convergence of the i.u.d. information rate estimation based on (23) is illustrated in Fig. 9 .
V. CONCLUSION
We considered two well-known Monte Carlo methods to compute the partition function of graphical models with cycles. We proposed modifications of these methods that combine sampling of a subset of the variables with exact sum-product computations for the remaining variables. We demonstrated these methods by two applications: (i) a two-dimensional Ising model and (ii) the information rate of a two-dimensional intersymbol interference channel. The latter can be handled by importance sampling. Our preliminary numerical results look promising.
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