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1. Introduction
For an integer d ≥ 3, let Sd−1 = {x ∈ Rd : ‖x‖ = 1} ⊂ Rd be the euclidean
unit sphere of dimension d− 1 and denote by Ẑd the set of primitive vectors in
Zd. Let us start by recalling Linnik’s problem concerning the equidistribution
of the finite set
(1)
1√
D
(
Ẑd ∩
√
DSd−1
)
⊂ Sd−1
as D → ∞ (and assuming that this set is nonempty). The hardest case of this
problem concerns the case d = 3 and was resolved by Duke [Duk88] (building on
a breakthrough of Iwaniec [Iwa87]).
Following Maass [Maa56, Maa59] and W. Schmidt [Sch98] (see also [Mar10]
and [EMSS15, Conjecture 1.5]) we are interested in the following refinement of
Linnik’s problem. Fix a positive integer D. For any v ∈ Ẑd with ‖v‖2 = D we
introduce the orthogonal lattice of v,
Λv = v
⊥ ∩ Zd
and study the joint equidistribution of the vector 1√
D
v belonging to the set
in (1) and the ‘shape of the lattice’ Λv. More precisely we let SLd(R) act from
the right on Rd (considered as the space of row vectors) and choose a rotation
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kv ∈ SOd(R) such that 1√Dvkv equals the last standard basis vector of Rd and
hence Λvkv ⊂ Rd−1 × {0}. Moreover, we let
av = diag
(
D−1/2(d−1), . . . ,D−1/2(d−1),D1/2
)
∈ SLd(R)
and note that it rescales the lattice Λvkv ⊂ Rd−1 of covolume
√
D by a homothety
to covolume 1 without changing its shape (see Section 2.1). Denote by [Λv] the
right SOd−1(R)-orbit of Λvkvav. We identify the space of unimodular lattices in
Rd−1 with SLd−1(Z)\SLd−1(R) so that [Λv] is an element of
Xd−1 = SLd−1(Z)\SLd−1(R)/SOd−1(R).
Finally we note kv SOd−1(R) is uniquely defined by the above requirement on kv
and hence [Λv] is canonically attached to the vector v. We refer to [Λv] as the
shape of the lattice associated to v.
We let mSd−1 denote the normalised rotation invariant Lebesgue probability
measure on the sphere and let mXd−1 denote the probability measure on the
space of shapes of unimodular lattices induced from Haar measure on SLd−1(R).
Aka, Shapira and the first name author proved in [AES16a, Thm. 1.2] and
[AES16b, Thm. 1.2] the following equidistribution of projected integer points
jointly with the shapes of their associated lattices.
Theorem 1.1 (AES). Let d ≥ 3 and for any positive integer D, define
QD =
{(
v
‖v‖ , [Λv]
)
: v ∈ Ẑd, ‖v‖2 = D
}
⊂ Sd−1 × Xd−1.
Then the normalized counting measure mQD on QD converges to mSd−1×mXd−1
in the weak∗ topology as D → ∞, provided that the set QD is non-empty and
that in addition one has the following condition on the number D:
• If d = 3, D is square free and there are two distinct fixed odd primes p, q
such that −D is a square in (Fp)× and in (Fq)×.
• If d = 4, 5, there exists a fixed odd prime p such that p ∤ D.
In fact, for d ≥ 4 a stronger claim is proven in [AES16a] (where instead of
the shape of the lattice the ‘grid’ ASLd−1(Z)gvkvav SOd−1(R) associated to the
vector v is considered). The congruence condition for the lower dimensions is an
artefact of the proof and should not be necessary. The purpose of this paper is
to remove this condition1 in the case where d ∈ {4, 5}. Moreover, in these cases
we will prove an effective version of Theorem 1.1.
Theorem 1.2. Let d = 4 or d = 5 and for any positive integer D, let mQD
denote the normalized counting measure on QD. Then there exists an absolute
constant κ1 > 0 such that for any f ∈ C∞c (Sd−1 × Xd−1)∣∣mQD(f)−mSd−1 ×mXd−1(f)∣∣≪ D−κ1S∞(f),
provided that the set QD is non-empty.
We note that the equidistribution result follows from this as smooth functions
are dense in the space of continuous functions, so that together with Theorem 1.1
we obtain the following
1We note that the case d = 3 is fundamentally different and cannot be handled by the
methods of this paper.
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Corollary 1.3. Theorem 1.1 holds without any congruence condition on D for
all d ≥ 4.
Let us add a few remarks. For two quantities A,B the notation “A ≪ B”
stands for A ≤ cB, where c is some absolute constant independent of D. We
will also write A ≍ B for A ≪ B ≪ A (where two different implicit absolute
constants are allowed). The space C∞c (Sd−1 × Xd−1) denotes as usual smooth2
functions of compact support. Also S∞ denotes the Sobolev norm
(2) S∞(f) =
∑
D
‖(1 + ht(·))d2Df‖22,
where the sum is taken over partial derivatives of order less than d2 ≪ 1 with
respect to a fixed basis of the tangent space, ht(x) denotes a height function on
the non-compact space Xd−1 (see Definition 3.2) and ‖ · ‖2 denotes the L2 norm
on Sd−1 × Xd−1 with respect to the natural measures. For a further discussion
on Sobolev norms, we refer to Section 3.4.
Finally, we note that by a theorem of Legendre, a positive integer can be
written as a sum of three squares if and only if it is not of the form 4n(8k + 7)
for some integers k and n; and Lagrange proved that every positive integer can
be written as a sum of four squares. This implies that for d = 4, the set QD
is non-empty if D is not divisible by 8; and that it is never empty for d = 5.
Throughout the paper we will assume that D is chosen such that QD is non-
empty.
1.1. Unipotent Dynamics and the Splitting Condition. The proof of The-
orem 1.1 in the case of d ≥ 4 in [AES16a] uses a p-adic analogue of the Mozes-
Shah theorem [MS95] as provided by Gorodnik and Oh in [GO11]. Hence it can
be seen as a corollary of Ratner’s measure classification theorem for unipotent
flows on S-arithmetic quotients, see [Rat98] and [MT94]. However, for these
theorems to be useful one needs to find unipotent flows related to the equidistri-
bution problem. While it is easy to relate the problem at hand to the dynamics
of a semi-simple subgroup, it is not immediate that this semi-simple subgroup is
non-compact and so contains unipotent subgroups – via this ‘splitting condition’
the condition that p does not divide D enters into the proof of Theorem 1.1.
We also refer to [EV08] where the same method has been applied before and the
same splitting condition in low dimensions appears.
In [EMV09] Margulis, Venkatesh, and the first named author made certain
cases of the Mozes-Shah theorem on real homogeneous spaces effective. In
[EMMV15] Margulis, Mohammadi, Venkatesh, and the first named author used
similar arguments to prove an effective equidistribution on an adelic quotient.
Relying on Prasad’s volume [Pra89] formula this effective theorem does not re-
quire the splitting condition. However, the main result of [EMMV15] is re-
stricted to maximal semi-simple subgroups. For our application this means that
the equidistribution on Sd−1 or the equidistribution on Xd−1 can be obtained di-
rectly from [EMMV15] without the congruence condition on D but not the joint
equidistribution on Sd−1×Xd−1. Our main argument applies the same technique
2More precisely we identify functions on the orbifold Xd−1 with SOd−1(R)-invariant func-
tions on SLd−1(Z)\SLd−1(R) and say that a function is smooth if it is smooth on the mani-
fold SLd−1(Z)\SLd−1(R).
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but by limiting to the cases d = 4, 5 we can reduce the input from algebraic ge-
ometry and Bruhat-Tits theory to its minimum and at the same time avoid the
use of Prasad’s volume formula. In fact we will not assume Bruhat-Tits theory
and prove what is needed along the way. As one motivation of the current paper
was also to provide an introduction to the adelic equidistribution theorem in
[EMMV15] we hope that this helps some readers.
2. Reformulation within Homogeneous Dynamics
In this section we are going to recall the argument from [AES16a] that relates
Theorem 1.1 to an equidistribution result on a p-adic cover of a homomgeneous
space. By doing so, we introduce some notation that is used throughout the
paper. We adopt most of the notation from [AES16a] but for the fact that lattices
appear to the right in loc cit. and we confirm in this point with [EMMV15] by
having the lattices on the left. Another change to [AES16a] concerns that we
only prove equidistribution on the space of shapes of lattices instead of the space
of grids (which leads to some changes in the notation). We will also prove in
this section a few preliminary results and deductions.
We fix throughout the paper some integer D > 1 and some vector v ∈ Ẑd
of norm ‖v‖ = √D. We will refer to D as the discriminant as it equals the
discriminant of the integer quadratic form obtained by restricting ‖ · ‖2 to Λv,
see Section 2.1 below. Depending on D we will also fix some prime number p as
in Section 2.2.
2.1. The covolume. We start by recalling from [AES16a] that Λv = v
⊥ ∩ Zd
is a lattice of covolume
√
D = ‖v‖ in v⊥. In fact, since v ∈ Zd is primitive,
there exists a vector w ∈ Zd with 〈v,w〉 = 1, which implies with 〈v,Λv〉 = 0 that
Zd = Λv + Zw and that w has distance D
− 1
2 from v⊥. As the covolume of Zd
is 1 we see that Λv has covolume
√
D in the hyperplane v⊥. In particular, this
shows that Λvkvav has covolume 1 as claimed in the introduction.
2.2. Choosing the prime. Throughout the paper p always denotes a prime
number, which we will now find to satisfy the congruence condition of Theo-
rem 1.1 in the case of d = 4, 5. The crucial difference to Theorem 1.1 in [AES16a]
is that in Theorem 1.1 the prime is fixed and D is assumed to satisfy p ∤ D while
here we allow D to vary freely (always assuming that QD is non-empty) and
choose3 p according to D by using the prime number theorem as follows.
Proposition 2.1. For any M > 0 there exists DM such that for all positive
integers D ≥ DM there exists a prime M ≤ p≪ log(D)2 satisfying the following
conditions:
• p ≡ 1 (mod 4),
• p ∤ D.
Proof. Define πM (x; 4, 1) to be the number of primes M ≤ p ≤ x with p ≡ 1
(mod 4). As removing the primes below M is irrelevant for the asymptotics the
3This means that to some extend the ambient space or at least the dynamics considered varies
with D, which is the reason why the ineffective measure classification results for unipotent flows
and their corollaries are insufficient.
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prime number theorem for primes in arithmetic progressions gives
lim
x→∞
πM (x; 4, 1) log(x)
x
=
1
2
.
In particular we have
πM (x; 4, 1) ≥ x
3 log(x)
for all sufficiently large x (depending only on M).
Let x satisfy this estimate and set k = πM (x; 4, 1). Suppose that {p1, . . . , pk}
are all the primes satisfying M ≤ p ≤ x and p ≡ 1 (mod 4) and that all these
primes divide D. Since these are pairwise different primes, D is also divisible by
the product p1 . . . pk. But this implies that
D ≥ p1 . . . pk > k! = πM (x; 4, 1)!
Using the fact that k! ≥ ek once x (and hence k) is sufficiently large and also
that k ≥ x3 log(x) ≫
√
x we have that
(logD)2 > log
(
(πM (x; 4, 1))!
)2 ≫ x.
Thus if all primes congruent 1 (mod 4) between M and x were to divide D and
x is sufficiently large, then (logD)2 > c1x for some constant c1 > 0.
We now set x = 1c1 log(D)
2, and assume that D is sufficiently big so that x
satisfies all of the above estimates. It follows that there exists a primeM ≤ p < x
which does not divide D and such that p ≡ 1 (mod 4). 
2.3. Ambient spaces. For an algebraic group G, we write G∞ = G(R) and
Gp = G(Qp), and for S = {p,∞} we set GS = G∞ × Gp. Moreover, let G+p be
the finite index subgroup of Gp which is generated by unipotent elements (we
will see that G and p have this property) and put G+S = G∞ × G+p . As for the
real place, we note that for the algebraic groups we consider (namely SOd and
SLd) the group of all R-points will be connected in the Hausdorff topology. If a
group H embeds in both groups G1 and G2, we write ∆H = {(h, h) : h ∈ H} for
the diagonally embedded subgroup.
From now on we let either d = 4 or d = 5 and introduce the groups
G1 = SOd, G2 = SLd−1 and Gjoint = G1 ×G2.
We refer to these groups as the ambient groups as these define the homogeneous
spaces on which we study dynamical and equidistribution properties. Implicit
constants are allowed to depend on these algebraic groups (but not on the chosen
prime p). Let Γ = Gjoint(Z[
1
p ]) be diagonally embedded in Gjoint,S . Recall that
by a theorem of Borel and Harish-Chandra (see e.g. [Mar91, Sect. I.3.2]), Γ is a
lattice and define the ambient spaces
Yi = ΓGi,S and Yjoint = ΓGjoint,S ∼= Y1 × Y2,
for i = 1, 2 as well as
Y∞ = Gjoint(Z)\Gjoint,∞, Y+i = ΓG+i,S and Y+joint = Y+1 × Y2
for i = 1, 2. Note that G+2,p = G2,p and so Y+2 = Y2. Since the orbit ΓG(QS)
is isomorphic to G(Z[1p ])\G(QS), we keep writing Γ for G(Z[1p ]) for any G ∈
{G1,G2,Gjoint}. For x ∈ Γ\G(QS) and g ∈ G(QS) we denote the natural action
by g.x = xg−1.
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2.4. The orbits of the stabilizing subgroups. Recall from Section 2.1 that
Λv = v
⊥ ∩ Zd = Zw1 + · · · + Zwd−1 has covolume
√
D and Zd = Zw1 + · · · +
Zwd−1 + Zw. We define the matrix gv with rows w1, . . . , wd−1, w such that
Zd−1gv = Λv. We may also suppose that det gv > 0 so that gv ∈ SLd(Z) and
note that gvkv sends R
d−1 to itself. By the covolume calculation in Section 2.1
gvkvav belongs to ASLd−1(R) where
ASLd−1 =
{(
θ 0
w′ 1
)
: θ ∈ SLd−1
}
.
If θv denotes the upper left d−1 by d−1 block matrix of gvkvav, then the shape
of Λv is given by
[Λv] = SLd−1(Z)θv SOd−1(R).
We also define the stabilizer group
Hv = {g ∈ SOd : vg = v} = StabG1(v) and HΛv = gvHvg−1v ,
where the latter is the projection of gvHvg
−1
v < ASLd−1 to SLd−1. We note
that Hv is semi-simple and so intersects the unipotent kernel of this projection
trivially, which shows that Hv and HΛv are isomorphic algebraic groups. Finally
we define their diagonal embedding and its projection
L˜v = (e, gv)∆Hv(e, g
−1
v ) ≤ G1 ×ASLd−1 and Lv < Gjoint.
Inside the space Y+joint, we consider the joint orbit
ΓL+v,S (kv , e, θv, e) = Γ (kv, e, θv , e)∆SOd−1(R)×H+v (Qp),
where e is the identity element in the corresponding group. Let
µv,S = mΓL+
v,S
(kv,e,θv,e)
be the Haar measure on this orbit and let mY+joint be the Haar measure on Y
+
joint
both normalized to be probabilty measures. If πi : Yjoint → Yi denotes the
natural projection for i = 1, 2 then (πi)∗µv,S is the probability orbit measure on
ΓH+v,S(kv, e) if i = 1 respectively ΓH
+
Λv,S
(θv, e) if i = 2.
As we will show in the bulk of the paper these orbits equidistribute in the
corresponding ambient spaces with respect to the Haar measures mY+joint , resp.
πi∗mY+joint = mY+i for i = 1, 2. For the connection to Theorem 1.2 the following
version is most useful.
Theorem 2.2. There exist some absolute constant κ2 > 0 and d2 ≥ 1 such that
for any large enough D there exists a prime number p such that for all v ∈ Ẑd
with ‖v‖2 = D and for any f ∈ C∞c (Yjoint)∣∣∣µFullv,S (f)−mYjoint(f)∣∣∣≪ D−κ2Sd2(f)
where µFullv,S = mΓLv,S(kv,e,θv,e). The analogous statement holds for functions on
Yi for i = 1, 2.
The notion of smoothness of a function on Yjoint and properties of the S-adic
Sobolev norm Sd2 of degree d2 will be discussed in Section 3.4. We note however
that using e.g. the homogeneous space SOd(R)×SLd−1(Z)\SLd−1(R) and a fixed
basis of the Lie algebra of SOd× SLd−1 it is easy to define a Sobolev norm S∞
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on C∞c (Sd−1 × Xd−1) by the formula (2) (see also the discussion right after (3)
below). The remainder of the section is devoted to the proof that Theorem 2.2
implies Theorem 1.2 (which will follow [AES16a] closely).
2.5. Principal genus and Hecke friends. First, note that StabG1(ed)(R) =
k−1v Hv(R)kv with kv defined as in the introduction. We refer to this group as the
standard embedding of SOd−1(R) in SOd(R) and call it H∞. We will identify
the sphere Sd−1 with G1,∞/H∞ via the right action of G1,∞ on Sd−1. We can
also embed H∞ into G2,∞ in an obvious way. We define Sd−1 = G1(Z)\Sd−1
by identifying points on the sphere on the same G1(Z)-orbit and let ρ be the
projection from Y∞ → Sd−1 × Xd−1 by dividing by H∞ × H∞ from the right.
Let K = Gjoint(Zp) and define the clopen orbit U = Γ(Gjoint,∞×K)∩Yjoint. The
projection π from Γ(Gjoint,∞ ×K) to Y∞ is defined by dividing from the right
by {e}×K. Finally, there is also a projection to the first factor π1 : Yjoint → Y1.
Summarising some of the notation we have
(3) Y1 π1←− Yjoint ı←− Γ(Gjoint,∞ ×K) ∩ Yjoint π−→ Y∞ ρ−→ Sd−1 × Xd−1.
Here ı is the inclusion map of the clopen orbit U ⊂ Yjoint. Using this inclusion
we may think of every function f on Sd−1×Xd−1 as a function on Yjoint: indeed
precomposing f with ρ ◦ π we obtain a function on U , which we may extend to
Yjoint by setting it equal to zero on the complement Yjoint \ U . The restriction
of the Sobolev norm Sd2 to the functions in C∞c (Yjoint) agrees with the Sobolev
norm S∞.
By Theorem 5.1 in [PR94], there exists a finite set M ⊂ Hv,p such that
(4)
⋃
h∈H+v (Qp)
ΓhHv(Zp) =
⊔
h∈M
ΓhHv(Zp).
Note that for each h ∈ M , the double coset ΓhHv(Zp) is either contained in
π1(U), or it is disjoint from π1(U). Set
M0 = {h ∈M : ΓhHv(Zp) ⊂ π1(U)} .
By definition, M0 ⊂ ΓG1(Zp) and for h ∈ M0 we can write h = γ1(h)c1(h)
with γ1(h) ∈ Γ and c1(h) ∈ G1(Zp). Since G2 is simply connected, a similar
statement is true for every element of G2,p. In fact, for any h ∈M0 we can project
gvhg
−1
v to SLd−1(Qp) and then write the image as γ2(h)c2(h) with γ2(h) ∈ Γ and
c2(h) ∈ G2(Zp).
We define the shorthand Ẑd = G1(Z)\Ẑd and write v for the G1(Z)-orbit of
a vector v ∈ Ẑd. Notice that [Λv] only depends on v and so we also denote it
by [Λv]. Clearly, the projection Ẑ
d → Sd−1, v 7→ v‖v‖ descends to a projection
Ẑd → Sd−1, v 7→ v‖v‖ . Therefore, the double coset
Gjoint(Z)(kv , θv)H∞ ×H∞
represents the pair (
v
‖v‖ , [Λv]
)
∈ Sd−1 × Xd−1.
We define a relation ∼ on
{
v ∈ Ẑd : ‖v‖2 = D
}
in the following way: v ∼ w
(is a Hecke friend) if and only if there exist γ ∈ G1(Z[1p ]) and b ∈ G1(Zp) such
that w = vγ = vb (and so bγ−1 ∈ Hv,p).
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Lemma 2.3 ([AES16a, Section 5]). The relation ∼ is an equivalence relation
and it descends to an equivalence relation on
{
v ∈ Ẑd : ‖v‖2 = D
}
.
For v ∈ Ẑd we define
Pv = {w : w ∼ v} , Rv =
{(
w
‖w‖ , [Λw]
)
: w ∈ Pv
}
and QD =
⋃
‖v‖=D
Rv.
Proposition 2.4 ([AES16a, Proposition 6.2]). For h ∈ M0, define ϕ(h) =
G1(Z)γ1(h)kvH∞. Then ϕ is a bijection from M0 to {G1(Z)kuH∞ : u ∈ Pv}.
For any h ∈ M0 we have that ϕ(h) corresponds to u = vγ1(h)−1 and we may
identify the double coset G2(Z)γ2(h)θvH∞ with the shape [Λu].
2.6. Proof of Theorem 1.2. We first introduce the relevant probability mea-
sures and discuss their relation to each other. For a measure ν we denote by
ν|A the normalized restriction defined by ν|A(B) = ν(A∩B)ν(B) for any measurable
B. Let mSd−1×Xd−1 be the natural probability measure on S
d−1 × Xd−1. Fur-
ther, let mQD denote the pushforward of the normalized counting measure mQD
on QD obtained by taking the quotient by G1(Z), which makes mQD a weighted
counting measure on QD. Moreover, note that (ρ ◦ π)∗mYjoint |U = mSd−1×Xd−1
and define
µv = (ρ ◦ π)∗µFullv,S |U and νv = mQD |Rv
which are both measures on Sd−1 × Xd−1. By Proposition 6.1 in [AES16a],
π∗µFullv,S |U is a probability measure on⊔
h∈M0
Gjoint(Z)(γ1(h)kv , γ2(h)θv)H∞ ×H∞
so that by Proposition 2.4 both µv and νv have support in Rv.
We say that two probability measures µ and ν on Yjoint are D−κ close if
they satisfy |µ(f) − ν(f)| ≪ D−κSd2(f) for all f ∈ C∞c (Yjoint). This notion
also has a natural extension to probability measures on Sd−1 × Xd−1 and other
related spaces. We note that the Sobolev norm Sd2 (as defined in Section 3.3)
restricted to function in C∞c (Sd−1×Xd−1) agrees with S∞, which is a real Sobolev
norm modified by the weight function (1 + ht(x))d2 to ensure that the Sobolev
embedding theorem holds in a convenient form on the non-compact space Xd−1.
Theorem 2.2 implies that µv is D
−κ2 close to mSd−1×Xd−1 and we will show
in Lemma 2.7 below that µv is D
−κ3 close to νv for some absolute constant
κ3 > 0. Since this is true for any equivalence class Rv it follows also that
mQD is D
−min(κ2,κ3) close to mSd−1×Xd−1 . Finally, consider the average f˜ =
1
G1(Z)
∑
γ∈G1(Z) γ.f for f ∈ C∞c (Sd−1×Xd−1) and note that both mSd−1 ×mXd−1
and mQD are G1(Z)-invariant. Theorem 1.2 therefore follows from
|mQv(f)− (mSd−1 ×mXd−1)(f)| = |mQv (f˜)−mSd−1 ×mXd−1(f˜)|
and the triangle inequality for S∞ by setting κ1 = min(κ2, κ3).
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2.7. Relating µv and νv. It remains to verify that µv and νv are D
−κ3-close.
For u ∈ Sd−1 let S(u) = ∣∣StabG1(Z)(u)∣∣ for some u ∈ u and define E = E˜×Xd−1,
where
E˜ =
{
u ∈ Sd−1 : S(u) > 1
}
.
The following lemma shows that the weights of the measures µv and νv are
constant on the complement of E and uniformly bounded on E.
Lemma 2.5 (Lemma 5.3 [AES16a]). We define Mv = maxx∈Rv µv(x), Nv =
maxx∈Rv νv(x) and a = |G1(Z)|. For every x ∈ Rv, we have
Mv
a
≤ µv(x) ≤Mv and Nv
a
≤ νv(x) ≤ Nv.
Furthermore, equality holds on the right hand side of both inequalities when x ∈
Rv \ E.
We need to replace [AES16a, Lemma 6.4] with the an effective version of the
statement that E is a null set.
Lemma 2.6. There exists κ3 > 0 such that
|E ∩Rv| ≪ D−κ3 |Rv |.
Proof. As G1(Z) consists up to signs of permutations, any fixed point lies in a
hyperplane of the form {w ∈ Rd : wi = ±wj} for some 1 ≤ i 6= j ≤ d. Let F
denote the (G1(Z)-invariant) union of such planes intersected with S
d−1 so that
E˜ ⊂ F . For any ε > 0 there exists a function f ∈ C∞(Sd−1) with 1F ≤ f and
mSd−1(f)≪ ε such that S∞(f)≪ ε−d2 . Indeed, we may write
F =
n⋃
ℓ=1
gℓ{‖x‖ = 1 : xd = 0}
for some finite G1(Z)-invariant list {g1, . . . , gn} ⊂ SOd(R). Fix some nonnegative
function χ ∈ C∞c ((−1, 1)) with χ(0) = 1 and define
Jε(y) =
{
χ(ε−1y) if |y| < ε
0 otherwise
and note that Jε(xd) ≥ 1{xd=0}. Then f(x) =
∑n
ℓ=1 gℓ.Jε(x) satisfies the re-
quirements.
Precomposing f with the projection from Sd−1×Xd−1 to Sd−1 and the projec-
tions ρ◦π from (3) we may identify f with a smooth function on Yjoint. Applying
Theorem 2.2 we obtain
µv(E) ≤ µv(f)≪ |µv(f)−mSd−1(f)|+ ε≪ D−κ2S∞(f) + ε≪ D−κ2ε−d2 + ε.
Choosing ε = D
−κ2
2d2 we get µv(E)≪ D−κ3 for κ3 = κ22d2 . Using Lemma 2.5, we
see that
1
a
|E ∩Rv|
|Rv| =
Mv
a |E ∩Rv|
Mv |Rv| ≤
µv(E ∩Rv)
µv(Rv)
= µv(E)≪ D−κ3 .

Combining both lemmata will give the remaining step.
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Lemma 2.7. For any f ∈ C∞c (Sd−1 × Xd−1) we have
|µv(f)− νv(f)| ≪ D−κ3S∞(f).
Proof. We start by controlling M = Mv = maxx∈Rv µv(x) with respect to |Rv|.
Applying Lemma 2.5 we see that
M |Rv \ E| ≤ µv(1) = 1,
which implies that M ≤ (|Rv | − |E ∩ Rv|)−1. By Lemma 2.6 we have |E ∩
Rv| ≤ cD−κ3 |Rv| for some c > 0. Note that there exists some constant c′ with
(1 − cD−κ3)−1 ≤ 1 + c′D−κ3 for all sufficiently large D. Therefore, we obtain
the upper bound in
1
|Rv| ≤M ≤ 1|Rv|(1 + c′D−κ3),
where the lower bound follows by using the definition of M in Lemma 2.5.
Let λv denote the normalized counting measure on Rv. Then
|λv(f)− µv(f)| ≤
∣∣∣∣∣∣
∑
x 6∈E
f(x)( 1|Rv| −M) +
∑
x∈E
f(x)( 1|Rv| − µn(x))
∣∣∣∣∣∣
≪ ‖f‖∞ |Rv ∩ E
c|
|Rv| D
−κ3 + ‖f‖∞ |Rv ∩ E||Rv| ≪ S∞(f)D
−κ3
having used Lemma 2.6 and Lemma 2.5 once more and the Sobolev embedding
theorem (that is, property (S1) of Section 3.4) for S∞.
Since Lemma 2.5 holds for both measures, the same calculation holds with µv
replaced by νv so that the lemma follows. 
As explained in Section 2.6 this finishes the proof of Theorem 1.2 assuming
Theorem 2.2.
3. Further Setup and Equidistribution on a Single Factor
We recall that we choose p throughout the paper depending on D as in
Lemma 2.2 and that p is implicitly appearing in the definition of our ambient
space Yjoint.
We will start to discuss the dynamical argument in this section. For this
argument it is far better to work with the orbits of the subgroups L+v,S and the
corresponding measure µv,S on the ambient space Y+joint (or the corresponding
orbits and measures on the factors Y+i for i = 1, 2). In other words we will give
a dynamical proof of the following result.
Theorem 3.1. There exists absolute constants κ4, κ5 > 0 and d2, d
′
2 ≥ 1 such
that for any v ∈ Ẑd with ‖v‖2 = D and for any f ∈ C∞c (Y+i )∣∣∣πi∗µv,S(f)−mY+i (f)∣∣∣≪ D−κ4Sd2(f)
for i = 1, 2 and for any f ∈ C∞c (Y+joint)∣∣∣µv,S(f)−mY+joint(f)∣∣∣≪ D−κ5Sd′2(f).
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Theorem 3.1 implies equidistribution of the full orbit as in Theorem 2.2 after
discussing the properties of the Sobolev norm in Section 3.3. The remainder of
the paper will then be devoted to proving Theorem 3.1.
To prove equidistribution of the orbit ΓL+v,S(kv, e, θv , e) (whose normalized
Haar measure is given by µv,S) in the joint space Y+joint our first step will be to
show equidistribution on the factor spaces. In this section, we reduce the first
statement of Theorem 3.1 to a purely dynamical result (Proposition 3.9), whose
proof will be completed in Section 8. As most of the steps will also be used
for the joint equidistribution in Section 9 we will formulate these steps in the
necessary generality.
3.1. Height and invariant metric. For a matrix (or product of matrices)
g = (g∞, gp) in the space Matn,m(QS) = Matn,m(R)×Matn,m(Qp) we define the
height by
‖g‖S = ‖g∞‖∞‖gp‖p,
where both norms are chosen to be the maximum over the real respectively p-
adic absolute values among the coefficients of g∞ respectively gp. Recall that
‖ · ‖p is bi-GLd(Zp)-invariant when defined on Matd,d(Qp).
The Lie group SLd(R) carries a left-invariant metric d∞ induced from a left-
invariant Riemannian metric. We let Bd∞r denote the ball
4 of radius r with
respect to d∞.
We may define a left-invariant metric dp on SLd(Qp) by taking the metric
induced by ‖ · ‖p on K = SLd(Zp) and declare it to have distance 2 between
different K-cosets g1K 6= g2K. Let dS denote the resulting product metric on
SLd(QS).
For a subset L ⊂ SLd(R × Qp) we denote the conjugation with g by Lg =
g−1Lg. If gs ∈ SLd(Qs) for s ∈ S then Lgs will denote the conjugation with gs
embedded in SLd(R×Qp) = SLd(QS) and we agree on the analogous convention if
translating an orbit in SLd(Z[
1
p ])\SLd(QS), taking intersections or doing similiar
operations.
3.2. Height. Fix a group G ∈ {G1,G2,Gjoint} and denote its Lie algebra by
g. We define gZ = g ∩ Matd(Z) and note that Z[1p ] ⊗Z gZ = gZ[1/p] = g ∩
Matd,d(Z[
1
p ]) is a discrete subgroup of g(QS)
∼= Qdim(G)S that is invariant under
the adjoint action of G(Z[1p ]). This becomes important in the following definition
of measuring the complexity of a point in Γ\G(QS).
Definition 3.2. The height of a point x ∈ Γ\G(QS) is
ht(x) = sup
{‖Ad(g−1)w‖−1S : x = Γg,w ∈ gZ[1/p]}.
By the invariance of gZ[1/p], the height is independent of the chosen represen-
tative x = Γg. This notion is only relevant for Y2, where g = Lie(G2) = sld−1
and we may take gZ to consist of traceless matrices with integer coefficients.
Indeed, Y1 is compact (because G1 is anisotropic at ∞, [Mar91, Thm. I.3.2.4]).
For the same reason, also the orbit ΓL+v,S (kv , e, θv, e) (recall that L is obtained
4We note that in Section 4 we are also going to use B
SLd(Qp)
ℓ , the ball of radius p
ℓ with
respect to the matrix norm ‖ · ‖p.
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from L˜v = (e, gv)∆Hv(e, g
−1
v ) by projection from G1×ASLd−1 to G1× SLd−1) is
compact (which is the reason for (4)).
By the generalized Mahler’s compactness criterion ([KT07, Thm. 7.10]) the
set
ΣGjoint(R) = {x ∈ Y+joint : ht(x) ≤ R}
is compact and we wish to choose R large enough in the sense that it covers a
large part of the support of µv,S = mΓL+
v,S
(kv,e,θv,e)
. This is the context of the
following theorem, which relies on the non-divergence results of Margulis and
Dani ([Dan81], Kleinbock-Margulis [KM98]) or rather its S-adic generalization
due to Kleinbock-Tomanov [KT07].
Lemma 3.3 (Non-Divergence). There exists absolute constants κ6, κ7 > 0 such
that for every v ∈ Ẑd with ‖v‖2 = D,
µv,S(Y+joint \ ΣGjoint(R))≪ pκ6R−κ7 .
As remarked before, ΣGjoint(R) = Y+1 × ΣG2(R) for R large enough, so that
µv,S(ΣGjoint(R)) = π2∗µv,S(ΣG2(R)) which reduces it to the maximal case and
we may cite [EMMV15, Lemma 7.2] for the above formulation. Making the same
choice as in [EMMV15] we put
Xcpt = ΣGjoint
(
p(κ6+20)/κ7
)
.
This gives µv,S(Xcpt) > 1 − 2−20 if p is sufficiently large (which we may as-
sume by Proposition 2.1) to take care of the implicit (and absolute) constant in
Lemma 3.3.
3.3. S-adic Sobolev norms. Let G < SLd be a semisimple Q-group. The space
of smooth functions C∞c (X) on X = Γ\G(QS)+ consists of compactly supported
functions that are invariant under
K[m] = {g ∈ G(Zp) : ‖g − e‖p ≤ p−m}
for some m and are smooth at the real place. The latter requirement means
that for f ∈ C∞c (X), for any monomial D in dim(G) variables, and for any basis
Xi of Lie(G(R)), D(X1, . . . ,Xdim(G))f exists. We will use the following S-adic
Sobolev norms Sd of degree d on C∞c (X), a variant of this already having been
introduced in [Ven10]:
Sd(f)2 =
∑
m≥0
(
pmd
∑
D
∥∥∥pr[m](1 + ht(x))dDf∥∥∥2
L2mX
)
The inner sum runs over all monomials D in the elements of a fixed basis of
Lie(G(R)) of degree less than d. The operator pr[m] is defined to be the difference
Avm−Av(m−1) where Avm denotes average operator over K[m] for m ≥ 0 and
Av(−1) = 0. We will think of pr[m] as the projection operator to the ”space of
functions of pure level m”. Let us summarize the properties given in [EMMV15,
Section 7.4].
Proposition 3.4 (Properties of Sobolev Norms). The following properties hold:
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(S1) (∞-Norm) There exists d0 ≥ 1 depending on dim(G) only such that for
all d′ ≥ d0 we have
‖f‖∞ ≪d′ Sd′(f).
(S2) (Trace) For every d′ ≥ d0 there exist integers d2 > d1 > d′ and an
orthonormal basis {ek} of the completion C∞c (X) with respect to Sd2
which is orthogonal with respect to Sd1 so that∑
k
Sd1(ek)2 <∞ and
∑
k
Sd′(ek)2
Sd1(ek)2
<∞.
(S3) (Translation) For any g ∈ G(QS) and d′ ≥ 1 we have
Sd′(g.f)≪d′ ‖g‖4d′S Sd′(f).
If g ∈ K[0] then
Sd′(g.f) = Sd′(f).
(S4) (Lipschitz) If g ∈ K[m] and d′ ≥ d0 then
‖g.f − f‖∞ ≪ p−mSd′(f).
(S5) (Product) If f1, f2 ∈ C∞c (X) and d′′ = d′ + d0 + 1, then
Sd′(f1f2)≪d′ Sd′′(f1)Sd′′(f2).
The last property is not formulated in [EMMV15] and is proven below.
Proof of (S5). Let d′ ≥ 0 and let D0 be a monomial of degree at most d′. Then
by the proof of the Sobolev inequality (S1) in [EMMV15, Section A.5],
(5)
∣∣∣(1 + ht(x))d′D0 pr[k]f(x)∣∣∣2 ≪ p−k(d′+1)Sd0+d′+1(f)2
for all k ≥ 0 and x ∈ X. We are going to use the decompositions
f1 =
∑
k≥0
pr[k]f1 and f2 =
∑
ℓ≥0
pr[ℓ]f2
for f1 and f2. Moreover, note that (pr[k]f1)(pr[ℓ]f2) is a function of level at
most max(k, ℓ), and that (pr[k]f1)(pr[ℓ]f2) has pure level exactly max(k, ℓ) if
k 6= ℓ. More formally, pr[m]((pr[k]f1)(pr[ℓ]f2)) vanishes if k, ℓ < m, or if k 6= ℓ
and max(k, l) 6= m. This implies that
pr[m](f1f2) = pr[m]
∑
k,ℓ≥0
(pr[k]f1)(pr[ℓ]f2)
= pr[m]
∑
k≥m
(pr[k]f1)(pr[k]f2) + (pr[m]f2)
m−1∑
k=0
pr[k]f1 + (pr[m]f1)
m−1∑
ℓ=0
pr[ℓ]f2.
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Together with the definition of the Sobolev norm, the Leibniz rule, and the
estimate 1 + ht(x)≪ ht(x) for all x ∈ X this gives
Sd′(f1f2)2 ≪
∑
m≥0
pmd
′
∑
D1,D2
∥∥∥pr[m](1 + ht(x))d′D1f1D2f2∥∥∥2
L2mX
≪
∑
m≥0
pmd
′
∑
D1,D2
∥∥∥pr[m]∑
k≥m
(
pr[k] ht(x)d
′D1f1
)(
pr[k] ht(x)d
′D2f2
)
+
(
pr[m] ht(x)d
′D2f2
) ∑
0≤k<m
pr[k] ht(x)d
′D1f1
+
(
pr[m] ht(x)d
′D1f1
) ∑
0≤k<m
pr[k] ht(x)d
′D2f2
∥∥∥2
L2mX
,
where the inner sum runs over all monomials D1,D2 of degree at most d′. Let
d′′ = d0 + d′ + 1 and use (5) for each of the six projections to obtain
Sd′(f1f2)2 ≪
∑
m≥0
pmd
′
∑
D1,D2
(∑
k≥m
p−
1
2
k(d′+1)Sd′′(f1)p−
1
2
k(d′+1)Sd′′(f2)
+ p−
1
2
m(d′+1)Sd′′(f2)
∑
0≤k<m
p−
1
2
k(d′+1)Sd′′(f1)
+ p−
1
2
m(d′+1)Sd′′(f1)
∑
0≤k<m
p−
1
2
k(d′+1)Sd′′(f2)
)2
≪
∑
m≥0
pmd
′
(
p−m(d
′+1) + p−
1
2
m(d′+1)
)2Sd′′(f1)2Sd′′(f2)2
≪
∑
m≥0
p−mSd′′(f1)2Sd′′(f2)2 ≪ Sd′′(f1)2Sd′′(f2)2.

3.4. Proof of Equidistribtion of Full Orbit.
Proof of Theorem 2.2. Let us start by recalling that the groups G+joint,S and L
+
v,S
are normal inGjoint,S resp. Lv,S (see the argument of Lemma 4.8) and are of index
4 (see [AES16a, Lemma 3.6] for an argument using the spinor norm resp. our
concrete discussions in Lemma 4.9 and Lemma 4.11). Let ℓvj = (e, h
v
j , e, (h
v
j )
gv)
and (e, gj , e, e) for j = 1, . . . , 4 denote coset representatives in Lv,S resp. Gjoint,S.
By the argument at the end of [AES16a, Section 3.5] we may even suppose that
hvj ∈ gjG+1,p for j = 1, . . . , 4. Hence we may define the orbit measures µjv,S and
mYjjoint corresponding to
ΓL+v,S
(
kv, h
v
j , θv, (h
v
j )
gv
) ⊂ Yjjoint = Γ(e, gj , e, e)G+joint,S.
Normality immediately implies that 14
∑
µjv,S = µ
Full
v,S and the analoguous state-
ment for the ambient Haar measure ([AES16a, Lemma 3.8]).
Theorem 2.2 will therefore follow if we can get the statement of Theorem 3.1
but with µv,S replaced by µ
j
v,S and mY+joint by mYjjoint for every j = 1, . . . , 4. Let
f ∈ C∞c (Yjoint), and decompose it into f =
∑
fj where fj is the restriction of f
to Yjjoint. By translating fj with ℓvj , we get functions f˜j ∈ C∞c (Y+joint).
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Note also that (by normality) µjv,S is the push forward measure of µv,S by ℓ
v
j ,
and mYjjoint is the push forward measure of mY+joint by gj . In fact, we might as
well push mY+joint by ℓ
v
j to get mYjjoint . This gives∣∣∣µjv,S(fj)−mYjjoint(fj)∣∣∣≪ D−κ5Sd2(f ℓvjj ).
Finally, the representatives can be choosen to satisfy ‖hvj‖p ≤ p (with two ele-
ments of norm 1 corresponding to the square and non-square representatives of
F×p , and the other two of norm equal to p), see the proof of Lemma 4.9 for the
rank one case and Lemma 4.11 for the rank two case. Thus, Theorem 2.2 follows
by using (S3) of the Sobolev properties and the bound on p in Lemma 2.2 (and
setting e.g. κ2 = κ5/2 to absorb the (logD)
2-term). 
The remainder of the paper is devoted to proving Theorem 3.1.
3.5. The principal SL2. For the dynamical argument we will use a unipotent
flow in SL2(Qp) sitting inside each simple factor of L˜v,p, which we will define
now. As will be shown in Corollary 4.3 there exists hv ∈ GLd(Zp) such that
conjugation by hv sends Hv(Qp) < SLd(Qp) to
5 SO(2, 1)(Qp) < SLd(Qp) if d = 4
and to either SO(2, 2)(Qp) < SLd(Qp) or SOη(3, 1)(Qp) < SLd(Qp) if d = 5.
In the following we will say that a homomorphism φ : H → G between two
algebraic groups over Qp (each endowed with a concrete realization as a matrix
group) is defined over Zp if φ
−1(G(Zp)) = H(Zp).
There exists a surjective algebraic homomorphism defined over Zp
SL2 → SO(2, 1)
corresponding to the adjoint representation of SL2 (which naturally extends to
one into SOη(3, 1)). In the split case SO(2, 2) for d = 5 we consider the repre-
sentation
SL2× SL2 → SO(2, 2)
as described in Section 4.5 that maps SL2(Qp) × SL2(Qp) onto SO(2, 2)(Qp)+.
In this case we consider the image of SL2 embedded diagonally in SL2× SL2.
Again, this is defined over Zp and since also gv ∈ GLd(Z) we may summarise the
above by the next lemma.
Lemma 3.5 (Principal SL2). For H ∈ {Hv,HΛv ,Lv} there exists a homomor-
phism defined over Zp
SL2(Qp)→ H+p
which projects non-trivially to the isotropic almost direct factors of H+p over Qp.
Actually, we will give the sl2-triples in h associated to this principal SL2
concretely in Section 7. We denote by {ut} the image of the upper unipotents
in SL2(Qp) under the homomorphism in Lemma 3.5.
5Even though the notion of signature of a quadratic form is meaningless over Qp, we use
the standard notation (slightly decorated) as this makes the definitions easy to remember.
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3.6. Spectral Gap. We begin with the following which is a classical conse-
quence from the strong approximation property of a semisimple Q-group that is
isotropic over Qp (see [Mar91, Chapters II.6, II.7]).
Proposition 3.6. For i = 1, 2, G+i,p acts ergodically on L
2
m
Y
+
i
. For H ∈
{Hv,HΛv ,Lv} and the corresponding µ ∈ {π1∗µv,S , π2∗µv,S , µv,S}, H+p acts er-
godically on L2µ.
The next property of the Sobolev norm is the deepest input of this paper,
namely we need a form of property (τ). This is the following result about the
spectral isolation of the regular representation of congruence quotients and is
also the reason for working with the subgroups H+v,S ,H
+
Λv,S
, L+v,S and the homo-
geneous spaces Y+1 ,Y+joint. See [EMMV15, Theorem 4.1 and Equation (4.1)] and
the ambient section for the history of this theorem.
Theorem 3.7. Let H′ be a simply connected algebraic semisimple Q-group that
is isotropic over Qp. Let H be an algebraic Q-group such that there is an isogeny
H′ → H defined over Qp. If K is a good maximal subgroup of H′(Qp) then there
exists some κ8 > 0 which only depends on dimH such that for any f1, f2 ∈
L20(H(Z[
1
p ])\H(QS)+) and gp ∈ H′(Qp) we have
|〈gp.f1, f2〉 | ≤ dim (Kf1)
1
2 dim (Kf2)
1
2 ‖f1‖2‖f2‖2ΞH′(Qp)(gp)κ8 ,
where ΞH′(Qp) is the Harish-Chandra spherical function of H
′(Qp).
The prototypical example of a good maximal subgroup is SL2(Zp) < SL2(Qp),
see e.g. [Oh02, Chapter 2.1] and Appendix A. The Harish-Chandra function
ΞH′(Qp)(gp) can be bounded from above in terms of ‖gp‖−κp for some κ > 0 which
only depends on dimH (see for instance [GMO08, Thm. 1.11] and the references
therein).
We want to apply this to H ∈ {Hv,HΛv ,Lv} where H′ will be the simply
connected cover (studied in Section 4.4 and 4.5) of one of the model groups
SO(2, 1)(Qp), SOη(3, 1)(Qp) or SO(2, 2)(Qp) classified in Proposition 4.2. More-
over, the isomorphism is in fact defined over Zp and is given in Corollary 4.3. A
proof that for these groups and the ambient groups G1 and G2, their Zp-points
define good maximal compact subgroups is provided in Appendix A.
Since H+p acts ergodically on ΓH
+
S g, where g ∈ {kv , θv, (kv , θv)} and since
SL2(Qp) projects non-trivially onto each simple factor of H
+
p , the one-parameter
subgroup {ut : t ∈ Qp} of the principal SL2 also acts ergodically by the Mautner
phenomenom ([Mar91, Proposition II.3.3]). Property (τ) of H implies that the
SL2(Qp)-action is also
1
m -tempered for some absolute m ≥ 1. Using that one
deduces the following (see [EMMV15, Appendix A.8]):
(S5) (Decay of Matrix Coefficients) There exists κ9 > 0 such that for all
d′ ≥ d0∣∣∣〈ut.f1, f2〉L2µ − µ(f1)µ(f2)∣∣∣≪ (1 + |t|p)−κ9Sd′(f1)Sd′(f2).
We consider now one of the factors, say Y+i for i ∈ {1, 2}. In the following
we will use the Hecke operator Tt = AvL ⋆ δu(t) ⋆ AvL on L
2
m
Y
+
i
introduced in
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[EMMV15]. As above the operator AvL denotes convolution with the character-
istic function of G+i (Qp) ∩K[L] and δu(t) is the action of ut from the principal
SL2 (in Hv,p respectively HΛv,p). Using the Mautner phenomenon once more, ut
acts also ergodically on L2m
Y
+
i
and this representation is 1m -tempered.
(S6a) (Convolution on the ambient space)
|Tt(f)(x)−mY+i (f)| ≪ p
d2L ht(x)d2‖Tt‖2Sd2(f).
(S6b) There exists κ10 > 0 such that ‖Tt‖2 ≪ |t|−κ10p p2d2L where ‖Tt‖2 denotes
the operator norm of Tt on L
2
m
Y
+
i
,0.
We refer to [EMMV15, Appendix A] for a proof of (S1) to (S6).
3.7. Almost invariance. We recall some more terminology from [EMV09]. Re-
call that g.x = xg−1 and let µg denote the push forward with respect to the map
x 7→ g.x.
Definition 3.8 (Almost invariant measures). The measure µ on Y is called
ε-almost invariant w.r.t. Sd′ under
• g ∈ G(Qp) if |µg(f)− µ(f)| ≤ εSd′(f) for all f ∈ C∞c (Y),
• a subgroup L < K if it is ε-almost invariant under all g ∈ L,
The main ingredient for the proof of the first half of Theorem 3.1 is the
following dynamical result:
Proposition 3.9. There exists κ11 > 0, d2 > 0 such that πi∗µv,S is D−κ11-
almost invariant w.r.t. Sd2 under Gi(Qp)+ ∩K[1] for i = 1, 2.
As mentioned before since πi(ΓL
+
v,S(kv , e, θv, e)) are MASH sets in the sense of
[EMMV15], this and the results in Section 8 are already implied by [EMMV15,
Theorem 1.5]. However, we provide the argument as the case at hand is quite a
bit easier and as the framework will also be needed in Section 9.
3.8. Proof of Theorem 3.1 - Single Factor. We now upgrade almost invari-
ance of πi∗µv,S under G+i (Qp)∩K[1] produced by Proposition 3.9 to saying that
µ must be close to the Haar measure. This is identically to [EMMV15, Section
7.9] (and as such a variant of [EMV09, Proposition 15.1]). We will be using the
Hecke operator Tt introduced below Theorem 3.7, satisfying the two properties
(S6a) and (S6b) which we combine to say that
(S6) |Tt(f)(x)−mY+i (f)| ≪ ht(x)
d2 |t|−κ10p p3d2LSd2(f).
We will now prove the first half of Theorem 3.1 assuming that there exists κ4 > 0
and d2 > 0 such that µ = πi∗µv,S
• is D−κ11-almost invariance under G+i (Qp) ∩ K[1] with respect to the
Sobolev norm Sd2 and
• satisfies the non-divergence estimate µ(X \ΣGi,S(R))≪ pκ6R−κ7 (as in
Lemma 3.3).
Proof of Theorem 3.1 - Single Factor. Let π+ denote integration with respect to
mY+i and µ = πi∗µv,S . Then
(6)
ˆ
f dµ− π+(f) =
(ˆ
f dµ−
ˆ
Tt(f) dµ
)
+
ˆ (
Tt(f − π+(f))
)
dµ
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and we treat the two terms separately. As we will see the first term will be small
because µ is almost invariant, and for the latter we deduce an estimate from the
fact (S6) concerning the operator Tt.
We split Y into ΣG(R) and its complement. For all x ∈ ΣG(R) we have
|Tt(f − π+(f))(x)| ≪ Rd2 |t|−κ10p p3d2LSd2(f)
by property (S6). Using the non-divergence estimate and that Tt does not in-
crease the supremums norm we obtain∣∣∣ˆ (Tt(f − π+(f))) dµ∣∣∣≪ (p3d2LRd2 |t|−κ10p + pκ6R−κ7)Sd2(f).
Note that the first term on the right hand side of (6) equalsˆ
f dµ−
ˆ
Av1 ⋆f dµ+
ˆ
Av1 ⋆f dµ−
ˆ
Av1 ⋆(δu(t) ⋆Av1 ⋆f) dµ.
Since δu(t)⋆Av1 does change Sobolev norms (controlled by (S3) and ‖ut‖p ≪ |t|dp)
we find by almost invariance of µ under K[1] and invariance of µ under u(t) that∣∣∣ˆ f dµ− ˆ Tt(f) dµ∣∣∣ ≪ D−κ11(Sd2(f) + Sd2(δu(t) ⋆ Av1 ⋆f))
≪ D−κ11(1 + |t|4d2dp )Sd2(f).
The expression in (6) we can therefore estimate by∣∣∣ˆ f dµ−π+(f)∣∣∣≪ε (D−κ11+β4d2d +D(3d2L+κ10)ε+d2α−κ10β +Dκ6ε−ακ7)Sd2(f),
where we have set R = Dα, |t|p ∈ [p−1Dβ,Dβ], and ε > 0 is used to bound
p = Oε(D
ε) in terms of D. We now choose in turn β > 0 such that the first
exponent of D is negative, α > 0 such that d2α − κ10β < 0, and finally ε > 0
such that the second and the third exponent of D are negative. Fixing one such
definition of α, β, ε in terms of κ6, κ7, κ10, κ11, d, and d2, we obtain an upper
bound of the form D−κ4Sd2(f) as required. 
4. Quadratic Forms, Discriminants, and Orthogonal Groups
As the main dynamical argument will happen on the p-adic factor using the
principal SL2, we need to show the existence of the principal SL2 and in particular
that the corresponding groups are non-compact. We will also analyze the volume
growth within SOQ(Qp) by studying the transitive action on a regular tree H/K
or on a product of such trees. As all of these facts are well known, we postpone
some parts of the argument to Appendix B.
4.1. Non-compactness of the orthogonal group. For the convenience of
the reader, we provide a proof of the following well known statement: Whenever
a quadratic form in at least three variables is anisotropic over Qp for some prime
number p 6= 2, then its discriminant is divisible by p. Recall that the discrimi-
nant of a quadratic form is defined to be the determinant of the corresponding
symmetric matrix.
We also note that the orthogonal group is never compact if the quadratic form
has at least five variables, because every such quadratic form is isotropic (see for
example [Ser73, Thm. IV.2.2.6]). This is the reason why Theorem 1.1 has no
congruence condition for d ≥ 6 and we can restrict ourself to the cases d = 4,
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Proposition 4.1. Let p 6= 2 be prime and let Q be a quadratic form over Qp in n
variables and let A = (aij) ∈ Matn (Qp) be the symmetric matrix corresponding
to Q. Then Q is Zp-equivalent to a diagonal form
c1x
2
1 + c2x
2
2 + . . .+ cnx
2
n,
i.e. after a GLd(Zp)-coordinate change Q has the above form. Moreover, we have
that maxk |ck|p = maxi,j |aij |p.
For an element g ∈ Matn(Qp) recall that ‖g‖p = maxi,j |gi,j|p, which satisfies
‖gh‖p ≤ ‖g‖p ‖h‖p
for any two g, h ∈ Matn.n(Qp). In particular g ∈ Matd(Qp) 7→ ‖g‖p is bi-
invariant under the compact subgroup GLn(Zp). We prove Proposition 4.1 in
Appendix B.1.
Notice that a coordinate change corresponding to a matrix in GLn(Zp) (as in
the proof of Proposition 4.1) does not change the valuation of the discriminant
of Q with respect to p. In fact by definition the discriminant changes by the
square of the determinant of the coordinate change matrix.
By construction of p we have p ≡ 1 mod 4 so that by Hensel’s Lemma −1 is
a square in Zp and 2 is invertible in Zp. We write Q1 ∼ Q2 for two quadratic
forms Q1, Q2 if they differ by a change of basis over Zp, or equivalently if their
corresponding matrices are in the same GLn(Zp)-orbit. If Q˜
′
2 = aQ2 for some
a ∈ Z×p , then the special orthogonal group for Q2 and Q′2 are identical and we
also say that the special orthogonal groups for Q1 and Q2 are Zp-conjugate to
each other.
We denote the special orthogonal group of a quadratic form Q by SOQ, and
in the special case of Q =
∑n
i=1 x
2
i , write SOn.
Proposition 4.2. Let Q(x, y, z) be a ternary quadratic form over Zp with p ∤
disc(Q). Then SOQ(Qp) is Zp-conjugate to SO2xy+z2(Qp) and so is isotropic.
If Q(x, y, z, w) is a quaternary quadratic form over Zp with p ∤ disc(Q), then
either SOQ(Qp) is Zp-conjugate to SO2xy+z2+ηw2(Qp) for a non-square η ∈ Z×p
or to SO2xy+2zw(Qp). In both cases, SOQ(Qp) is once more isotropic.
Proof. We only prove the quaternary case as the same calculation will work for
a form in three variables. The proof relies on the following easy observations:
• If a ∈ (Z×p )2 then ax2 ∼ x2.
• x2 + y2 ∼ x2 − y2 ∼ 2xy (since −1 ∈ (Z×p )2).
• xy ∼ cxy for any c ∈ Z×p .
• If a, b are both non-squares in Z×p then ab is a square (by Hensel’s Lemma
and the structure of F×p , see e.g. [Ser73, II.3.3]).
Applying Proposition 4.1, we may assume that Q is of the form d1x
2
1 + d2x
2
2 +
d3x
2
3 + d4x
2
4 with d1, d2, d3, d4 ∈ Zp. Since p ∤ disc(Q) = d1d2d3d4, we even have
d1, d2, d3, d4 ∈ Z×p . We prove the proposition by going through a case by case
study of how many of the coefficients of Q are non-squares.
If all coefficients are squares, then d1x
2
1+d2x
2
2+d3x
2
3+d4x
2
4 ∼ x21+x22+x23+x24 ∼
2x1x2 + 2x3x4.
If only (say) d4 is a non-square, then d1x
2
1 + d2x
2
2 + d3x
2
3 + d4x
2
4 ∼ x21 + x22 +
x23 + d4x
2
4 ∼ 2x1x2 + x23 + d4x24.
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If d3 and d4 are non-squares, then d1x
2
1+d2x
2
2+d3x
2
3+d4x
2
4 ∼ 2x1x2+d3(x23+
d4
d3
x24) ∼ 2x1x2 + d32x3x4 ∼ 2x1x2 + 2x3x4.
The remaining cases can be reduced to the above by multiplying the quadratic
form with a non-square in Z×. 
Let us denote the above three model groups by H = SO(2, 1)(Qp), H =
SOη(3, 1)(Qp) and H = SO(2, 2)(Qp). We will also think of H as a subgroup of
SL4(Qp) respectively of SL5(Qp) by identifying H with{(
h 0
0 1
)
: h ∈ H
}
≤ SLd(Qp), d = 4 or 5.
The previous propositions culminate in the following uniform description of
the stabilizer groupsHv,p defined in Section 2. It will allow us to restrict ourselves
to the study of the model groups since the isomorphism to Hv,p is via GLd(Zp)
and so also isometric with respect to the p-adic maximum norm.
Corollary 4.3. Let d = 4, 5. For any vector v ∈ Zd and our choice of p (with
p ∤ D = ‖v‖2) there exists an hv ∈ GLd(Zp) such that
Hv,p = hvHh
−1
v ,
where H is one of our three model groups seen as a subgroup of SLd(Qp).
Proof. Denote by Qv the restriction of the quadratic form
∑d
i=1 x
2
i to the lattice
Λv ⊂ v⊥ and let be a Z-basis of Λv. Since the covolume of Λv can be calculated as
the square root of the determinant of the matrix consisting of all inner products
〈wi, wj〉 we see from Section 2.1 that the discriminant of Qv is D. Also note that
Hv,p is the orthogonal group of Qv. Using the matrix consisting of the integer
rows w1, . . . , wd−1, v (and determinant D ∈ Z×p ) we may conjugate Hv,p into a
block matrix form (of the same form as H as a subgroup of SLd(Qp)). Applying
the previous proposition and using p ∤ D again, we see that Hv,p is Zp-conjugate
to one of the model groups. 
4.2. The norm balls. For any subgroup H < GL2(Qp) we define the following
balls and spheres
Bℓ = B
H
ℓ = {h ∈ H : ‖h‖p ≤ pℓ} and ∂Bℓ = {h ∈ H : ‖h‖p = pℓ}
for any ℓ ≥ 0. For H = SOQ(Qp) we define the ‘standard’ compact subgroup of
H by
K = SOQ(Zp) = B
H
0 .
For the three cases of our model groups we also define the ‘standard’ diagonal
subgroup A = A+A
−1
+ ≤ H, where
A+ =
{
diag(p−m, pm, 1) : m ∈ Z≥0
} ≤ SO(2, 1)(Qp),
A+ =
{
diag(p−m, pm, 1, 1) : m ∈ Z≥0
} ≤ SOη(3, 1)(Qp),
A+ =
{
diag(p−m, pm, p−n, pn) : m ≥ n ∈ Z≥0
} ≤ SO(2, 2)(Qp)
is the positive Weyl chamber in A.
In Appendix B.2 we will state and prove the Cartan decomposition H =
KA+K for the three model groups. Let us note here a few immediate corollaries
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of this decomposition. For instance since ‖a‖p = ‖a−1‖p for all a ∈ A it follows
that
‖h‖p = ‖h−1‖p for all h ∈ H.
The Cartan decomposition of H and the bi-invariance of the norm under K also
gives immediately the shape of ∂Bℓ as we now explain.
For the rank one groups SO(2, 1)(Qp) and SOη(3, 1)(Qp) we define ap =
diag
(
p−1, p, 1
)
and ap = diag
(
p−1, p, 1, 1
)
respectively. Then
∂Bℓ = Ka
ℓ
pK
for any ℓ ≥ 0.
For SO(2, 2)(Qp) we have a second parameter and set ap = diag
(
p−1, p, 1, 1
)
and bp = diag
(
1, 1, p−1, p
)
. Then,
∂Bℓ =
⊔
0≤j≤ℓ
Kaℓpb
j
pK ∪
⊔
0≤i≤ℓ
Kaipb
ℓ
pK.
Since ω =
(
1 0
0 1
1 0
0 1
)
∈ K and ω−1apω = bp, this is the same as
∂Bℓ =
⊔
0≤j≤ℓ
Kaℓpb
j
pK.
4.3. The geometric structure of the rank one groups. With the obser-
vations above and by counting the number of left cosets of K in the level sets
KaℓpK (which is done in Appendix B), we are now able to calculate the volume
of the norm balls in the rank one cases. For this we always normalize the Haar
measure m of H such that m(K) = 1.
Proposition 4.4 (Volume of norm balls). The Haar measure of BHℓ is equal to
1+ p+1p−1(p
ℓ−1) for SO(2, 1)(Qp) and equal to 1+ p2+1p2−1(p2ℓ−1) for SOη(3, 1)(Qp).
Proof. For SO(2, 1)(Qp), we decompose
m(BHℓ ) =
ℓ∑
k=0
m(∂BHk ) =
ℓ∑
k=0
m(KakpK).
By the normalization assumption m(Ka0pK) = m(K) = 1 and therefore we have
for the first sphere m(KapK) = p+1 (see Lemma B.3 and Lemma B.4). On the
other hand, by applying Lemma B.5, we also see thatm(KakpK) = pm(Ka
k−1
p K)
and consequentially
m(BHℓ ) = 1 + (p+ 1)
ℓ−1∑
k=0
pk = 1 + p+1p−1(p
ℓ − 1).
The case SOη(3, 1)(Qp) follows upon replacing p by its square. 
Let H = SOη(3, 1)(Qp) (H = SO(2, 1)(Qp)). We define a metric on H/K as
follows:
d(gK, hK) = logp
∥∥g−1h∥∥
p
for g, h ∈ H.
If we define an incidence relation by gK ∼ hK if d(gK, hK) = 1 then H/K is
a p2 +1-regular (p+1-regular) tree on which H acts transitively and neighbour
preserving. A more detailled discussion of the tree structure of H/K is given in
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Appendix B.4. We are going to use this geometric action later in the paper to
find lattice points with a certain property.
Lemma 4.5. The subset AK = {anpK : n ∈ Z} describes a geodesic inside
the tree through the point K. Translating by an element g ∈ H moves AK
to another geodesic gAK. More specifically, if h = gamg−1 ∈ H for a ∈ A,
m ∈M = K ∩CH(A), and g ∈ H, where CH(A) denotes the commutator group
of A inside H, then h preserves the geodesic F = gAK. The element g can be
chosen to satisfy d(gK,K) = d(F,K).
Proof. Since d(amp K,a
n
pK) = |m− n| for all m,n ∈ Z we see that AK is indeed
a geodesic in H/K. Since the action by H is isometric, the same holds for gAK
for any g ∈ H.
Let us suppose now h = gamg−1 and a = anp for some n. Then hgAK =
gamAK = gAK because m ∈ CH(A) ∩K. Finally, if g conjugates h to a ∈ A
then any other element of gA does as well and we may replace g with ganp where
n satisfies d(ganpK,K) = d(F,K). 
Now recall that the adjoint representation of SL2 acts on sl2 (consisting of
matrices with zero trace), which we may equip with the determinant quadratic
form. This defines a map from SL2(Qp) into SO(2, 1)(Qp), which can be used to
prove the following result (we omit the details).
Proposition 4.6. SL2(Qp) acts transitively on vertices of even distance on a
p+ 1-regular tree and SL2(Zp) stabilizes a vertex. For ℓ ≥ 1 we have
mSL2(Qp)
(
SL2(Zp)a
ℓ
p SL2(Zp)
)
= (p+ 1)p2ℓ−1
mSL2(Qp)
(
B
SL2(Qp)
ℓ
)
= 1 + pp−1(p
2ℓ − 1),
where ap = diag(p, p
−1) and mSL2(Qp) denotes the Haar measure on SL2(Qp)
normalized such that mSL2(Qp)(SL2(Zp)) = 1.
4.4. The simply connected cover in the rank one cases. As defined in
Section 2, H+ is the subgroup of H generated by its unipotent elements. An
alternative description can be given for SO(2, 1) by considering the adjoint rep-
resentation SL2 → SO(2, 1). Here and also in the other cases below we have that
the index of H+ in H equals [Q×p : (Q×p )2] = 4.
Lemma 4.7. The group SO(2, 1)(Qp)
+ is a normal subgroup of index 4 in
SO(2, 1)(Qp), namely the image of SL2(Qp) under the adjoint representation.
We skip the proof (which is similar to the following). In the case SOη(3, 1)
we may use the sporadic isogeny ψ : SL2(Qp(
√
η)) → SOη(3, 1)(Qp) (both con-
sidered as Qp-groups) given by
ψ(g)x = gxg∗ acting on V =
{
x ∈ Mat2,2(Qp(√η)) : x = x∗
}
,
where for x = [ x1 x2x3 x4 ] we denote x
∗ =
[
x1 x2
x3 x4
]T
and xi is the Galois conjugate of
xi in Qp(
√
η). We note that ψ preserves Q(x) = det(x).
We choose the basis of V consisting of
e1 = [ 2 00 0 ] , e2 = [
0 0
0 1 ] , e3 = [
0 ε
ε 0 ] , e4 =
[
0
√
η
−√η 0
]
,
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where ε ∈ Qp is a square root of −1. Then Q(x, y, z, w) = 2xy+ z2+ ηw2 agrees
with the defining form of SOη(3, 1). If we introduce the notation ℜ(x) = x+x2 ,
ℑ(x) = x−x2√η and |x|2 = xx for x ∈ Qp(
√
η) then for g =
[
a b
c d
] ∈ SL2(Qp(√η))
we have for instance
ψ(g)e1 = ge1g
∗ =
[
2|a|2 2ac
2ac 2|c|2
]
= |a|2e1 + 2|c|2e2 + 2εℜ(ac)e3 + 2ℑ(ac)e4
We will prove now that ψ is 2 to 1 and the image of ψ agrees with SOη(3, 1)(Qp)
+.
Lemma 4.8. The image of SL2(Qp(
√
η)) under ψ is a normal subgroup that
agrees with SOη(3, 1)(Qp)
+.
Proof. We first note that SL2(Qp(
√
η)) and so also its image ψ
(
SL2(Qp(
√
η))
) ⊂
SOη(3, 1)(Qp) is generated by unipotent matrices. Moreover, since ψ has finite
kernel, the image has the same Lie algebra as SOη(3, 1)(Qp). Now note that every
unipotent element of SOη(3, 1)(Qp) belongs to a unique one-parameter unipotent
subgroup which is also uniquely determined by a single nilpotent element of the
Lie algebra. Together we see that ψ
(
SL2(Qp(
√
η))
)
is the subgroup generated by
all unipotent matrices of SOη(3, 1)(Qp), which is normal because the generating
set is invariant under conjugation. 
Lemma 4.9. The kernel of ψ is {±e} and its image SOη(3, 1)(Qp)+ has index
4 in SOη(3, 1)(Qp).
Proof. We will simplify an arbitrary element of SOη(3, 1)(Qp) using the pro-
cedure of Proposition B.1 as much as possible and will see that the isotropic
part and the anisotropic part each have two cosets under the image of diagonal
matrices under ψ. For g =
[
a b
c d
] ∈ SL2(Qp(√η)), ψ(g) takes the form
|a|2 12 |b|2 εℜ(ab) ηℑ(ab)
2|c|2 |d|2 2εℜ(cd) 2ηℑ(cd)
−2εℜ(ac) −εℜ(bd) ℜ(ad+ bc) −εηℑ(ad− bc)
2ℑ(ac) ℑ(bd) εℑ(ad+ bc) ℜ(ad− bc)
 .
With this one also checks that the unipotents introduced in the beginning of
Proposition B.1 satisfy
u3 (t) = ψ
([
1 0
− εt2 1
])
, v3 (t) = ψ
([
1 −εt
0 1
])
,
u4 (t) = ψ
([
1 0
ε
√
ηt
2 1
])
, v4 (t) = ψ
([
1 −ε√ηt
0 1
])
.
and the element ψ
([
0 −1
1 0
])
=
[
0
1
2 0 0
2 0 0 0
0 0 1 0
0 0 0 −1
]
may replace the role of ω in that
proposition to deduce that after multiplying an arbitrary g ∈ SOη(3, 1)(Qp)
with elements of SOη(3, 1)(Qp)
+ on the left and right, we can assume it to be of
the form [
A 0 0 0
0 D 0 0
0 0 X Z
0 0 Y W
]
.
We note that in the upper diagonal block we must have D = A−1 and so the
lower block matrix defines an element in SOz2+ηw2(Zp). A calculation reveals
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that the lower block is of the form
[ ℜ(s) −εηℑ(s)
εℑ(s) ℜ(s)
]
for some s ∈ Qp(√η) with
|s|2 = 1. We also see that this matrix is diagonal if and only if s = ±1.
Let us study the image of ψ now. If ψ(g) is of the above block form, then in
particular b = c = 0 and g is diagonal.
In fact, we also see that ψ(g) itself is diagonal if and only if g is diagonal and
either g or
√
ηg has entries in Qp. The image{
ψ(diag(a, a−1)) : a ∈ √ηµQ×p , µ ∈ {0, 1}
}
of these matrices agrees with{
diag(a, a−1, (−1)µ, (−1)µ) : a ∈ Q×p , logp |a|p ∈ 2Z, µ ∈ {0, 1}
}
,
which is of index two in the group of all diagonal matrices of SOη(3, 1)(Qp).
On the other hand, for tt = 1, the image of diag(t, t) is[
1 0 0 0
0 1 0 0
0 0 ℜ(t2) −εηℑ(t2)
0 0 εℑ(t2) ℜ(t2)
]
and thus forms (when restricted to the lower block) an index two subgroup of
SOz2+ηw2(Zp) because [F
×
p : (F
×
p )
2] = 2. Together, this shows that SOη(3, 1)(Qp)
+
has index 4 in SOη(3, 1)(Qp).
Finally, we can deduce from the above also that ψ(g) = e if and only if
g = ±e. 
It will also be necessary to understand subgroups of SOη(3, 1)(Qp)
+ that are
locally isomorphic to SO(2, 1)(Qp).
Lemma 4.10. Any algebraic subgroup H of SOη(3, 1)(Qp) over Qp that is locally
isomorphic to SO(2, 1)(Qp) is conjugate to any other such group in SOη(3, 1)(Qp).
Proof. The Lie algebra of H is sl2, and the preimage L of H in the simply-
connected cover SL2(Qp(
√
η)) must be isomorphic to SL2(Qp). Fix some Qp-split
torus in L. After conjugation, we may assume that this torus coincides with the
Qp-split part of the diagonal subgroup of SL2(Qp(
√
η)) and so the Borel subgroup
of L is a subgroup of the upper diagonal matrices in SL2(Qp(
√
η)). The unipotent
radical N of the Borel subgroup of L then forms a one-dimensional subgroup in
the two-dimensional (over Qp) subgroup of the upper unipotent subgroup U in
SL2(Qp(
√
η)). Thus there exists β such that Nβ = {
[
1 βx
0 1
]
: x ∈ Qp}. We may
assume without loss of generality that |β|p = 1. Also note that the torus and the
subgroup Nβ uniquely determine the subgroup L (e.g. by the Jacobson-Morozov
theorem).
Let us now consider a second subgroup H ′ with cover L′. As above we may
conjugate L′ and arrive at another subgroup Nβ′ with |β′|p = 1. Notice that
conjugating by a diagonal element diag
(
α,α−1
)
in SL2(Qp(
√
η)) commutes with
the Qp-split torus considered above and normalizes U . In particular, the con-
jugation class of the group associated to β are the groups associated to α2β,
for α of norm one. We see that there are two conjugation classes depending on
whether β is a square in Zp(
√
η)× or not.
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On the other hand, Nβ where β = β1 +
√
ηβ2 is mapped under the isogeny ψ
to
ψ(Nβ) =


1 x
2
2 εxβ1 −ηxβ2
0 1 0 0
0 −εxβ1 1 0
0 β2x 0 1
 | x ∈ Qp
 .
We now conjugate the elements of this subgroup by the block matrix consisting of
the identity in the upper left block and the lower right block
[ ℜ(s) −εηℑ(s)
εℑ(s) ℜ(s)
]
where
ss = 1 (which does not necessarily belong to SOη(3, 1)(Qp)
+). Conjugating
ψ(Nβ) by this element gives, after a short calculation, ψ(Nsβ).
We conclude that the two different conjugates classes merge when allowing
conjugation by elements of SOη(3, 1)(Qp) (instead of just the elements of the
index 4 subgroup SOη(3, 1)(Qp)
+). 
4.5. The group SO(2, 2)(Qp). In this subsection we will consider SO(2, 2) but
note that for some of the arguments it will be more convenient to use a different
but Zp-equivalent quadratic form. In fact let us define SO(2, 2)(Qp) by using the
quadratic form
Q = 2det on V = Mat2,2(Qp).
We will also use the standard basis
e1 = [ 1 00 0 ] , e2 = [
0 1
0 0 ] , e3 = [
0 0
1 0 ] , e4 = [
0 0
0 1 ] ,
and note that this means that instead of looking at the quadratic form 2xy+2zw
we consider now the quadratic form 2xw − 2yz ∼ 2xy + 2zw.
We consider the action of (g, h) ∈ SL2(Qp)× SL2(Qp) on v ∈ V given by
ψg,h : v 7→ gvh−1.
Clearly, ψg,h defines an element in H = SO2 det(Qp) ≃ SO(2, 2)(Qp) and the
kernel of the map (g, h) 7→ ψg,h is {±(e, e)}. Fix the unipotents
u1(t) =
[
1
t 1
1
t 1
]
, u2(t) =
[
1
1
t 1
t 1
]
, v1(t) = u1(t)
T , v2(t) = u2(t)
T
which are the images of (e,
[
1 −t
1
]
), ([ 1t 1 ] , e) and their transposes. Denote by
SO(2, 2)(Qp)
+ the image of ψ and similiarly the image of SL2(Zp) × SL2(Zp)
by SO(2, 2)(Zp)
+ (it is easy to see that the Zp-points are mapped to Zp-points,
see also Lemma 4.12). Clearly, the argument of Lemma 4.8 applies again and it
agrees with our usual definition of SO(2, 2)(Qp)
+.
Lemma 4.11. The subgroup SO(2, 2)(Qp)
+ has index 4 in SO(2, 2)(Qp).
Proof. We will use the above unipotent matrices as row (column) operations by
multiplying with them on the left (right). Let g ∈ H. Multiplying with v1(1),
v2(1) or v2(1)v1(1) on the left as needed, we may assume that the upper left
entry does not vanish. We now can multiply with suitable u1(t1), u2(t2) from
the left and v1(t1), v2(t2) from the right to get a matrix whose first row and first
column is of the form (∗, 0, 0, ∗) respectively (∗, 0, 0, ∗)T . Since the first entry is
nonzero, but Q(e1) = 0, invariance of the quadratic form forces the last entry of
the first column to vanish. Since the symmetric matrix corresponding to Q is its
own inverse, H = HT and we may argue similarly for the first row vector.
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Applying the matrix to e2 and e3 (satisfying Q(e2) = Q(e3) = 0) we see that
the matrix is now of the form[ ∗ 0 0 0
0 ∗ 0 ∗
0 0 ∗ ∗
0 ∗ ∗ ∗
]
or
[ ∗ 0 0 0
0 0 ∗ ∗
0 ∗ 0 ∗
0 ∗ ∗ ∗
]
.
Continue by applying the matrix to e1 + e2 and e1 + e3 (once more with Q(e1 +
e2) = Q(e1 + e3) = 0) to see that the last column of either matrix must vanish
but for the very last entry, doing the same for its transpose gives us the possible
matrices [ ∗ 0 0 0
0 ∗ 0 0
0 0 ∗ 0
0 0 0 ∗
]
or
[ ∗ 0 0 0
0 0 ∗ 0
0 ∗ 0 0
0 0 0 ∗
]
.
Apply the matrix to e1 + e4 and e2 + e3 (with Q(e1 + e4) = −Q(e2 + e3) = 1)
to see that the (1, 1) and (4, 4) entries, respectively the other pair, are inverses
to each other. The latter matrix then has determinant −1 and thus is not an
element of H, so that the matrix must be of the form diag
(
s, t, t−1, s−1
)
. The
matrix ψha,hb is diagonal if and only if ha and hb are diagonal, and if ha =
diag
(
a, a−1
)
and hb = diag
(
b, b−1
)
then ψha,hb = diag
(
ab, ab−1, a−1b, a−1b−1
)
.
There exists a, b ∈ Q×p such that ψha,hb = diag
(
s, t, t−1, s−1
)
if and only if st
is a square. As
∣∣Q×p /(Q×p )2∣∣ = 4 for p > 2 we get that the index of the image
subgroup is 4. 
In view of this it suffices to work with SO(2, 2)(Qp)
+ from now on. Before we
calculate the volume, let us make the following remark.
Lemma 4.12. ψ preverses the Cartan decomposition in the following sense. Let
m,n ≥ 0, then the image of
SL2(Zp)× SL2(Zp)
{
(amp , a
n
p ), (a
n
p , a
m
p )
}
SL2(Zp)× SL2(Zp)
is
Kam+np b
|m−n|
p K ∩ SO(2, 2)(Qp)+.
Proof. It is easy to see that ψg,h ∈ K if g, h ∈ SL2(Zp). Because of this we next
take the image of (amp , a
n
p ). Calculating the matrix representation of ψamp ,anp we
see that it corresponds to the tensor product amp ⊗ anp with eigenvalues p±m±n.
This shows that the image of SL2(Zp)a
m
p SL2(Zp) × SL2(Zp)anp SL2(Zp) is con-
tained in Kam+np b
|m−n|
p K. Since this holds for every m,n ≥ 0 and since the
element a ∈ A+ in the Cartan decomposition in Proposition B.2 is unique, the
lemma follows. 
Lemma 4.13. If we normalise the Haar measure of SO(2, 2)(Qp)
+ such that
m(SO(2, 2)(Zp)
+) = 1 then
m
(
∂B
SO(2,2)(Qp)+
ℓ
)
= (2(p + 1)p + (p + 1)2(ℓ− 1))p2ℓ−2 for ℓ ≥ 1.
In particular, for any ε > 0 we have p2ℓ ≤ m
(
B
SO(2,2)(Qp)+
ℓ
)
≪ε p(2+ε)ℓ.
Proof. Let mSL be the Haar measure on SL2(Qp), which we normalise so that
mSL(SL2(Zp)) = 1. Since the kernel of ψ is contained in SL2(Zp) × SL2(Zp), a
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disjoint union of SL2(Zp) × SL2(Zp) cosets remain disjoint in the image. Thus
by Lemma 4.12, ∂B
SO(2,2)(Qp)+
ℓ is the image of⋃
m+n=ℓ
SL2(Zp)× SL2(Zp)
{
(amp , a
n
p ), (a
n
p , a
m
p )
}
SL2(Zp)× SL2(Zp)
=
ℓ⊔
m=0
SL2(Zp)× SL2(Zp)(amp , a(ℓ−m)p ) SL2(Zp)× SL2(Zp).
Using the coset decomposition for the summands, we see by Proposition 4.6 that
for ℓ ≥ 2,
m
(
∂B
SO(2,2)(Qp)+
ℓ
)
= (p+ 1)p2ℓ−1 +
ℓ−1∑
m=1
(p + 1)2p2m−1p2(ℓ−m)−1 + (p+ 1)p2ℓ−1
=
(
(p + 1)p + (p+ 1)2(ℓ− 1) + (p+ 1)p)p2ℓ−2
≤ (4p2 + 4p2(ℓ− 1))p2ℓ−2 = 4ℓp2ℓ ≪ p(2+ε)ℓ
since p+ 1 ≤ 2p and ℓ≪ε 2ℓε ≤ pℓε. The lemma follows from this easily. 
5. Notation and Tools from Homogeneous Dynamics
5.1. Injectivity radius and small neighborhoods. Depending on the point
x ∈ Γ\G(QS) the map g 7→ g.x is injective on the ball Bd∞r ×G(Zp) for sufficiently
small r. The supremum over such r is called injectivity radius at x and can be
bounded from below in terms of the height, see e.g. [EMMV15, Equation (7.3)])
Lemma 5.1 (Relationship of injectivity radius and height). There exists κ12 > 0
such that for all x ∈ Γ\G(QS) the map g 7→ g.x is injective on{
g = (g∞, gp) ∈ G(QS) : d∞(g∞, e)≪ ht(x)−κ12 , gp ∈ G(Zp)
}
.
In particular it follows that every point x ∈ Xcpt has injectivity radius at least
p−κ13 for some constant κ13 > 0. For the following we fix the neighborhood
ΩS = Ω∞ ×Gjoint(Zp)+
in Gjoint(QS)
+ where Ω∞ is an open set such that ΩS ∋ g 7→ xg is injective
for all x ∈ Xcpt. Furthermore, we also want to assume that Ω∞Ω−1∞ Ω∞Ω−1∞ ×
Gjoint(Zp)
+ is injective in that sense. By the above this holds if
Ω∞ = {g ∈ Gjoint,∞ : d∞(g, e) ≤ p−κ13/4}.
Assuming that the Riemannian metric on sld−1(R) is invariant under the adjoint
action of SOd−1(R) we obtain that Ω∞ is invariant under conjugation by all
elements of the compact subgroup SOd−1(R). We note that Ω∞ depends on p
and so also on D.
5.2. Normalization of measure on ambient space. The natural measures
mY+i are taken to be probability measures and the Haar measures mG+i,S are
normalized to be compatible with respect to the projections G+i,S → Y+i . The
analoguous normalization of mG+joint,S
gives rise to mG+joint,S
= mG+1,S
× mG2,S .
Since Y2 = ΓG2,∞ × G2(Zp), the set F × G2(Zp) is a fundamental domain for
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Y2 if F is a fundamental domain for G2(Z)\G2(R). Indeed, any (g∞, gp) ∈ G2,S
decomposes into
(g∞, gp) = (g∞, γh) = γ(γ−1g∞, h) = γ(γ′f, h) = γγ′(f, h′)
where h, h′ ∈ G2(Zp), f ∈ F , γ ∈ G2(Z[1p ]) and γ′ ∈ G2(Z). Thus mG2,S is
normalized such that mG2,S (F ×G2(Zp)) = 1 and mG2,∞(F ) = mG2,p(G2(Zp)) =
1 would give natural choices on how do that.
5.3. Definition of Volume. Next we deal with orbits of closed unimodular
subgroups H < G+joint,S to which we attach a volume as done in [EMMV15, Sec-
tion 2.3]. Consider a finite volume orbit Γg1Hg2 in Y+joint = Γ\G+joint,S. The set
Γg1Hg2 is an orbit of the group H
g2 and we may rewrite this orbit as Γg1g2H
g2 .
It suffices therefore consider the case ΓgH, where we call H the acting subgroup.
For g ∈ G+joint,S , the orbit ΓgH is naturally identified with
Xg = StabH(Γg)\H = (H ∩ Γg)\H
and is equipped with an H-invariant probability measure mXg . We may assume
that the orbit measure mΓgH of the orbit ΓgH is the push-forward of mXg under
the isomorphism Xg ∋ StabH(Γg)h 7→ Γgh. The Haar measure mH of H is now
normalized to be compatible with mXg under the natural projection. We define
the volume of ΓgH to be
vol(ΓgH) = (mH(Θ))
−1,
where Θ = Θ∞ × Gjoint(Zp) and Θ∞ ⊂ G+joint,∞ is a fixed precompact open
neighbourhood of the identity element. Clearly, the volume notion V = VΘ
depends on the choice of Θ∞ but for any other fixed choice Θ′∞ we have VΘ ≪
VΘ′ ≪ VΘ by precompactness (see [EMMV15, Section 2.3]). We will assume that
Θ∞ is invariant under conjugation by H∞ and such that Θ intersects trivially
with Γ and this is still true for Θ2 = ΘΘ
−1. We note that the volume of the
ambient space Y2 is independent of p (since SLd−1 is simply connected), and that
the volume of Y+1 (and of Y+joint) are bounded from above and below by some
constants independent of p since the corresponding adelic orbit G1(Q)\G1(A) is
compact and so is a finite union of G1(R×
∏
p′ Zp′)-orbits.
In the context of the orbit ΓHv(QS)(kv , e) and ΓL
+
v,S (kv, e, θv , e) the acting
group is SOd−1(R) × Hv(Qp) resp. a diagonally embedded copy of SOd−1(R) ×
Hv(Qp). Since Θ∞ ∩ SOd−1(R) can be covered by at most ≪ pdim(SOd−1)κ13
many translates of Ω∞∩SOd−1(R) (and contains at least≫ pdim(SOd−1)κ13 many
disjoint translates), VΩ ≍ pκ14VΘ where p−κ14 = p− dim(SOd−1)κ13 is (up to a
scalar multiple) the Haar measure of Ω∞ ∩ SOd−1(R) with respect to the Haar
measure on SOd−1(R).
Let us note the following lemma which will be helpful.
Lemma 5.2. Let Γ′ < Γ be a finite index subgroup of a lattice Γ < GS. Let
H < GS be a subgroup that has a finite volume orbit ΓgH and suppose that
H ′⊳H has finite index. Then the ratio of the volume of ΓgH and the volume of
Γ′gH ′ is bounded from above and below by some constants that depend only on
the set Θ used in the definition of the volumes, the index [Γ : Γ′], and [H : H ′].
If Θ is invariant under conjugation by a subgroup K ⊂ GS, then the volume of
ΓgH equals the volume of ΓgHk = ΓgkHk.
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Proof. Let us first compare the volumes of ΓgH and ΓgH ′. For this notice that
the Haar measure of H ′ can be obtained by restricting the Haar measure of H to
H ′. More precisely, we normalize the Haar measure mH on H to be compatible
with the orbit measure on ΓgH and the Haar measure mH′ on H
′ with the
probability orbit measure on ΓgH ′. If now ΓgH = ΓgH ′⊔Γgh2H ′⊔· · ·⊔ΓghℓH ′
is the decomposition of the H-orbit into disjoint H ′-orbits, then ℓ ≤ [H : H ′] and
multiplying ΓgH ′ on the right by hi gives ΓghiH ′ since H ′ ⊳ H. This already
gives mH′ = ℓmH |H′ and
mH′(Θ) = ℓmH(Θ ∩H ′) ≤ [H : H ′]mH(Θ),
which gives the first inequality between the volumes by taking inverses.
For the converse we let h1 = e, h2, . . . , h[H:H′] ∈ H be a complete set of
representatives of the equivalence modulo H ′ and obtain
Θ ∩H = Θ ∩ (H ′ ⊔ h2H ′ ⊔ . . . ⊔ h[H:H′]H ′).
For a given hi the intersection Θ ∩ (hiH ′) could of course be empty. However,
if it is not empty then there exists some h′ ∈ H ′ with hih′ ∈ Θ ∩ (hiH ′) and so
also
mH(Θ ∩ (hiH ′)) = mH((hih′)−1(Θ ∩ (hiH ′))) ≤ mH((Θ−1Θ) ∩H ′).
This now gives
mH(Θ) ≤ [H : H ′]mH′(Θ−1Θ).
However, as the ratio of two notions of volume defined using Θ resp. Θ−1Θ can
be bounded from above and below by constants the second inequality between
the volumes follows.
Switching from Γ to Γ′ we note that [Γg ∩H : Γ′g ∩H] ≤ [Γ : Γ′] is the factor
by which the normalization of the Haar measure on H changes if we study the
orbit Γ′gH instead of ΓgH. Together with the above, this gives the first claim
in the lemma.
Assume now that Θ is invariant underK conjugation then Θ∩Hk = (Θ∩H)k.
If mH is the compatible Haar measure for ΓgH then k∗mH is the compatible
Haar measure of Hk for ΓgkHk where k∗ denotes the push forward under the
conjugation map. Measuring the volume gives
mHk(Θ) = k∗mH(Θ) = mH(kΘk
−1) = mH(Θ).

5.4. Lie algebras - First encounter. We recall notation and facts presented
in [EMMV15, Section 6.5]. We let K = Gjoint(Zp)
+ and
K[m] = {k ∈ K : ‖k − e‖p ≤ p−m} and Ω[m] = Ω∞ ×K[m].
Denote by h1 = LieHv,p respectively h2 = LieHΛv,p the Lie algebras obtained
when projecting to the first respectively second factor. By semi-simplicity there
exists invariant complements r1 and r2 of h1 respectively h2 such that
g1 = h1 ⊕ r1 and g2 = h2 ⊕ r2.
We say that ri is undistorted if
gi[m] = hi[m]⊕ ri[m]
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for all m. Here, V [m] = {X ∈ V (Qp) : ‖X‖p ≤ p−m} for any subspace V ⊂ g.
We will be able to find undistorted complements in Section 7 using that Hv,p
and HΛv,p are Zp-conjugates to the model groups.
The exponential map is an isometry on g[1] if p > 2, and in fact maps sub
algebras of the form g[m] to subgroups. In fact,
K[m] = exp g[m] for all m ≥ 1.
This also implies that exp(·) is measure preserving up to a scalar. From the
implicit function theorem one also obtains the following decomposition lemma.
Lemma 5.3 (Decomposition, [EMMV15, Lemma 6.5]). We have
(H+v,p ∩K[m]) exp r1[m]× (H+Λv,p ∩K[m]) exp r2[m] = K[m] for all m > 0.
See Lemma 7.6 for a related statement.
We let H < GS = G
+
i,S denote the acting group H
+,kv
v,S resp. H
θv
Λv,S
for the
orbit ΓkvH
+
v,S respectively ΓθvHΛv,S in ΓGS and note that H∞ = SOd−1. We
cite the following lemma, which can easily be deduced from the property that
the exponential map is measure preserving.
Lemma 5.4 (Adjustment Lemma [EMMV15, Lemma 6.6]). Given two subsets
A1, A2 ⊂ K[1] ∩Hp of relative measure > 12 and g ∈ K[m], there exist αi ∈ Ai
so that α−11 gα2 = exp r for some r ∈ r[m].
5.5. Pigeon Hole Principle. The following will give points that do not lie on
the same local orbit, i.e. we obtain two nearby points x, y = xg on the same H-
orbit with smallest displacement g 6∈ H. For a set N ⊂ GS , define the doubled
sets N2 = NN−1 and N4 = N2N2. We let µ denote µv,S on Y+joint or πi∗µv,S on
Y+i and let V denote its associated volume defined using Θ.
Lemma 5.5 (Pigeon Hole Principle, [EMMV15, Lemma 7.6]). Suppose that
E ⊂ Γ\GS is a measurable set with µ(E) > 34 . Let N ⊂ GS be open and
assume that N4 ⊂ Ω[1] and mGS (N ) > 2V −1. Then there exist x, y ∈ E, so that
y = xg ∈ xN4 and g ∈ N4 \H.
Proof. We follow [EMMV15] verbatim. Let {xi : 1 ≤ i ≤ I} be a maximal
set of points in Xcpt such that xiN are disjoint. Then I ≤ mGS(N )−1 and
Xcpt ⊂
⋃
i xiN2 and therefore there is some i0 so that
µ(xi0N2 ∩ E) ≥
1
2I
.
Let y1 ∈ xi0N2 ∩ E then any y2 ∈ xi0N2 ∩ E is of the form y1g where g ∈ N4.
Suppose contrary to the lemma that this implies g ∈ H. That is, y2 always is
on the same local H-orbit of y1 in the sense that y2 ∈ xi0N2 ∩E ⊂ y1(H ∩N4).
Thus
mGS(N ) ≤
1
I
≤ 2µ(xi0N2 ∩ E) ≤ 2µ(y1(H ∩ N4))
≤ 2mH(H ∩ Ω[1]) ≤ 2mH(Θ) = 2V −1
contradicting the assumption mGS(N ) > 2V −1. 
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5.6. Stabilizer Lemma. The following results incorporate [EMMV15, Lemma
2.2], which identifies the stabilizer group stab µ of the orbit measure µ of H as
a subset of the normalizer NGS (H) of H in GS . We will show in our case that
small elements of NGS (H) necessarly lie in H and consequentially we will be
able to bypass the need of [EMMV15, Section 5.12] (and the work of Borel and
Prasad [BP89]) which shows that the orbit associated to stab µ also has large
volume.
Lemma 5.6. The normalizer NSOd(R)(SOd−1(R)) consists of all g ∈ SOd(R)
that satisfy edg = ±ed. Moreover, NSLd−1(R)(SOd−1(R)) = SOd−1(R).
Proof. Let n ∈ NSOd(R)(SOd−1(R)). If edn 6= ±ed, then there exists some k ∈
SOd−1(R) such that ednk 6= edn. However, this implies ednkn−1 6= ed and
equivalently nkn−1 /∈ SOd−1(R) which contradicts the definition of n.
For the second case, we want to use the real Cartan decomposition H∞A∞H∞
of SLd−1(R). From it, we deduce immediately that if g = k1ak2 normalizes H∞
then a = diag (a1, . . . , ad−1) must normalize H∞ too. Using e.g. the Lie algebra
elements corresponding to rotations in planes we see that amust satisfy ai/aj = 1
for all 1 ≤ i < j ≤ d− 1. This forces a = e if we insist that A only contains
positive diagonal matrices as we may. 
Corollary 5.7 (No purely real transversal displacement). Assume that two ut-
generic points x, y ∈ Γg0H (for g0 ∈ {kv , θv} respectively) satisfy xg = y with
g = g∞ ∈ Bd∞1/2, then we have g ∈ H.
Proof. The assumptions imply that g ∈ stabµ. Indeed, since g commutes with
ut then for any continuous f ∈ Cc(Γ\GS)
|µ(f)− µg(f)| =
∣∣∣∣ limℓ→∞
 
Bℓ
f(xut)dt− lim
ℓ→∞
 
Bℓ
f(xutg)dt
∣∣∣∣
=
∣∣∣∣ limℓ→∞
 
Bℓ
f(xut)dt− lim
ℓ→∞
 
Bℓ
f(yut)dt
∣∣∣∣ = |µ(f)− µ(f)| = 0,
where
ffl
Bℓ
dt denotes the normalized integral over the ball of radius pℓ in Qp with
respect to the Haar measure determined by | · |p.
However, g ∈ stabµ implies Γg0Hg = Γg0H or equivalently Γg0Hg = Γg0H
so that also g ∈ Γg0H. Let the corresponding decomposition be g = γh1 with
h1 ∈ H and γ ∈ Γg0 then γHγ−1 = gHg−1 ⊂ Γg0Hg−1 = Γg0H. The connected
Hausdorff component of the identity in the set Γg0H ⊂ GS is H∞ and consequen-
tially γH∞γ−1 ⊂ H∞. By definition we obtain g ∈
(
N(H∞) ∩G(Z[1p ])g0
)
H.
Therefore g ∈
(
NG∞(H∞) ∩G(Z[1p ])g0
)
H∞, and we can apply Lemma 5.6.
This concludes the discussion already for GS = G2,S because in that case
N(H∞) = H∞. For the first factor, we need the assumption that g is small:
If g belongs to the normaliser but not to H∞, then the (d, d)-coefficient of g is
−1 and thus g cannot lie in Bd∞1/2. 
5.7. Torsion free lattice. To avoid technical complications in the next section
we show that there is a torsion free finite index subgroup
Γ4 = Γ ∩ (Γ′4 × Γ′4) with Γ′4 = ker
(
SLd(Z[
1
p ])→ SLd(Z[1p ]/4Z[1p ])
)
.
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Lemma 5.8. Γ′4 is a torsion-free subgroup of index bounded by 4d
2
in SLd(Z[
1
p ]).
Proof. We embed SLd(Z[
1
p ]) diagonally in SLd(Qp) × SLd(Z2). Then Γ′4 = Γ ∩
SLd(Qp) × U4 where U4 = {g ∈ SLd(Z2) : g − e ∈ Matd(4Z2)} is a subgroup of
SLd(Z2) of index ≤ 4d2 without torsion since U4 is clopen and does not contain
finite subgroups. The latter follows since the logarithm map is well-defined on
U4 and the Lie algebra of SLd(Q2) has no torsion (see also Section 8.2). 
6. Volume and Discriminant
The aim of this section is to relate a geometric invariant (the volume) and an
arithmetic invariant (the discriminant D) of the orbit ΓL+v,S(kv , e, θv , e). We will
show that
(7) D∗ ≪ vol
(
ΓL+v,S(kv , e, θv, e)
)
≪ D∗,
where D∗ denotes a power of D with some absolute exponent (and we allow
different powers on the left and the right). We will deduce this from the corre-
sponding statement of ΓH+v,Skv . For ΓH
+
Λv,S
θv we will be content with a mere
lower bound since the upper bound will only be needed for the joint orbit to
deduce equidistribution from the single orbit cases. The methods used here are
outlined for real quotients in [EMV09, Sect. 17] and replaces for our special case
the use of Prasad’s volume formula [Pra89] in [EMMV15].
For the lower bound we begin by noting that there exists a lattice element
bounded in norm in terms of the volume by simply comparing the growth of
a ball to the size of the fundamental domain. We will take advantage of the
concrete definition of the group Hv = StabSOd(v), so that these lattice elements
must satisfy the (S-adic) integer equation γv = v. Finding sufficiently many
different such γ, v is the unique common eigenvector and gives restriction on
the size of v (and so on D) from above. To find such elements, we harvest our
preparations from Section 4: Hv(Zp) is open and therefore Hv(Qp)/Hv(Zp) is a
discrete set endowed (in the rank one cases) with the structure of a regular tree
(Section 4.3). The volume of the quotient Hv(Z[
1
p ])\Hv(Qp)/Hv(Zp) - a finite
graph - agrees with the number of its vertices.
6.1. Existence of small lattice elements in Hv,S. We will exploit the geo-
metric structure we obtained for the model groups to which any Hv,p is Zp-
conjugated to (say by an element hv) by Corollary 4.3. The important property
is that Zp-points are mapped to Zp under this conjugation, so that we also ob-
tain a decomposition of Hv,p into K = Hv(Zp)-cosets. It is further mapping the
norm balls in the one group to the same norm balls in the other group, imply-
ing that also the tree structure introduced in Section 4.3 is invariant under the
conjugation. Geodesics as described in Lemma 4.5, will correspond to the image
of the Cartan group A (of the model group) conjugated by hv.
To establish lower bounds for the volume of the orbit ΓHv,Skv , we start by
establishing the existence of sufficiently many small lattice elements. Recall that
by Lemma 5.8, Γ4 has finite index in Γ and is torsion free, and we will formulate
the following for Γ4 until we eventually bound V4 = vol (Γ4Hv,Skv) ≍ V =
vol (ΓHv,Skv) (see Lemma 5.2).
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Proposition 6.1. (1) If Hv,p = SO(2, 1)(Qp)
hv then there exist γ1, γ2 ∈
Γ4 ∩Hv,S such that their common eigenspace of eigenvalue 1 is spanned
by v,
‖γi‖∞ ≪ 1 and ‖γi‖p ≤ p4V 24 for i = 1, 2.
(2) If Hv,p = SOη(3, 1)(Qp)
hv then there exist γi ∈ Γ4 ∩Hv,S for i = 1, 2, 3
whose common eigenspace for the eigenvalue 1 is spanned by v,
‖γi‖∞ ≪ 1 and ‖γi‖p ≤ p4V 24 for i = 1, 2, 3.
(3) If H+v,p = SO(2, 2)(Qp)
+,hv then there exists a lattice element γ ∈ Γ4 ∩
Hv,S that only fixes the span of v with
‖γ‖∞ ≪ 1 and ‖γ‖p ≪ p2V4.
Notice that in the split case it is more convenient to work with the subgroup
H+v,p and we will see that it suffices to find a single element γ = γ1 = γ2 = γ3.
6.1.1. Proof of Proposition 6.1, part (1). We give a detailed proof of the first
part of Proposition 6.1, and shall regard the method of finding lattice points in
tree-like graphs in a quantitatively fashion to be at our disposal thereafter. The
Haar measure associated to the orbit
Γ4Hv,Skv = Γ4kvH
kv
v,S = Γ4kv(H∞ ×Hv,p)
is m
Hkv
v,S
= mH∞ × mHv,p satisfying mH∞(Θ∞)mHv,p(K) = V −14 . By Corol-
lary 4.4,
m
Hkv
v,S
(Θ∞ ×BHpℓ ) =
(
1 + (pℓ − 1)p + 1
p − 1
)
V −14 > p
ℓV −14 .
We choose the integer ℓ ≥ 1 minimal such that pℓV −14 > 1. This implies that
Θ∞ ×BHpℓ cannot be an injective set when projected to Γ4kv(H∞ ×Hv,p), that
is, there exists γ ∈ Γ4 \ {e}, h1, h2 ∈ Θ∞ × BHpℓ such that γkvh1 = kvh2. Thus
we found e 6= γ ∈ (Θ∞)2 × BHv,p2ℓ ∩ (Hv,S ∩ Γ4) for ℓ ≤ logp(V4) + 1, and the
latter gives
‖γ‖p ≤ p2V 24 .
Since Hv(R) ∼= SO3(R) is compact, we also see that γ must be diagonalizable
over the algebraic closure of Q. Moreover, recall that any special rotation in R3
has an axis of rotation, i.e. an eigenvector for eigenvalue one. Hence, it follows
that the eigenvalues of γ are λ, λ−1, 1 for some algebraic number λ. Since γ ∈ Γ4
and Γ4 is torsion-free and discrete in GS , it also follows that |λ|p 6= 1. However,
this implies that λ and λ−1 cannot be Galois conjugated over Qp, which shows
that λ ∈ Qp. Since a maximal Qp-split torus in a simple algebraic group over
Qp is unique up to conjugation, there exists some g ∈ Hv,p that conjugates γ
to the element h−1v diag(λ, λ−1, 1)hv . (This shows unfortunately also that γ by
itself does not yet satisfy the statement of the proposition since we consider
Hv ∼= SO(2, 1) as a subgroup of SL4 and so γ has a two-dimensional eigenspace
for the eigenvalue 1.)
We set γ1 = γ and wish to apply the same argument to find a different lattice
element satisfying almost the same estimate. For this we define the Dirichlet set
F1 =
{
h ∈ H+,kvv,S ∩Θ : d(hK,K) < d(hK, γℓ1K) for all ℓ ∈ Z \ {0}
}
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for the group 〈γ1〉 (and the origin K). Recall that γ1 is acting on the p + 1-
regular tree by a translation along a certain geodesic within the tree. There are
two cases to consider.
It could be that the geodesic goes through K, in which case F1 might be as
small as K and p− 1 rooted trees branching out at K (with the remaining two
branches leading to γ1K and γ
−1
1 K) but it has to contain at least these p − 1
rooted trees.
It could be that the geodesic does not go through K, in which case one of the
branches starting at K leads to that geodesic (and some of the points of this
branch may belong to F1) and the remaining p branches give p rooted trees that
completely belong to F1.
Hence in the worst case F1 contains the set F
′
1 consisting of K and of p − 1
out of the p+ 1 branches out of K. This shows that we have
m
Hkv
v,S
((
Θ∞ ×BHpℓ+1
)
∩ F ′1
)
=
(
1 + (p− 1)pℓ
)
V −14 > p
ℓV −14 > 1
and so that
(
Θ∞ × BHpℓ+1
)
∩ F ′1 cannot be an injective set for the projection to
Γ4kv(H∞ ×Hp). Hence there exists γ2 ∈ Γ4 \ {e}, h′1 6= h′2 ∈ (Θ∞ ×BHpℓ+1) ∩ F ′1
such that γ2kvh
′
1 = kvh
′
2. It follows just as before that ‖γ2‖2 ≤ p4V 24 and that
γ2 is diagonalizable over Qp.
Suppose that γ1 and γ2 have the same common eigenvector w ∈ v⊥ for the
eigenvalue 1. This shows that γ2 maps {v,w}⊥ into itself. This forces γ1 and γ2
to commute which in turn implies that they act by translation along the same
geodesic on the p+1-regular tree. However, this is impossible as any translation
along this geodesic maps F ′1 to a disjoint set and γ2 maps an element of F ′1 back
to F ′1. This concludes the proof of the first part of Proposition 6.1. 
6.1.2. Proof of Proposition 6.1, part (2). Let K denote the standard compact
subgroup of Hv,p. Let L < Hv be a subgroup that is Zp-conjugated to SO(2, 1) <
SOη(3, 1). In particular we may consider the p+1-regular tree Lp/(Lp∩K) inside
the p2 + 1-regular tree Hv,p/K. Applying the same argument as in the proof of
the first part of the proposition for the set (B
Hv,p
ℓ ∩ Lp)K we find an element
γ1 ∈ Γ\{e} with ‖γ1‖p ≤ p2V 24 . As in that proof γ1 must be diagonalizable over
the algebraic closure of Qp with at least one eigenvalues of absolute value bigger
than one and one with absolute value smaller than one. We may assume that
v1, v2, v3, v4 are the eigenvectors with the eigenvalues λ1, λ2, λ3, λ4 respectively.
If all eigenvalues are different from 1, then we simply set γ1 = γ2 = γ3. So
assume now that λ4 = 1, which implies that we may choose v4 ∈ Q4p and that γ1
lies in a subgroup that is conjugated to Lp (see Lemma 4.10).
Hence we may apply the second part of the argument above to find γ2 with
the estimate ‖γ2‖p ≤ p4V 24 . If γ1 and γ2 do not have a common eigenvector for
eigenvalue 1 (other than v) we set γ3 = γ2. Hence we are reduced to the case
where γ1, γ2 belong to a subgroup conjugated to Lp. In this case there exists an
embedded p + 1-regular subtree inside our p2 + 1-regular tree so that both γ1
and γ2 preserve that subtree, act via certain isometries on the subtree, and all
remaining vertices move isometrically along. The following argument for finding
γ3 is quite similar to the second step finding γ2. In fact, we consider two cases
and define immediately a subset F ′2 of an appropriate Dirichlet set.
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The subtree could contain K and in that case we define F ′2 to consist of
K and of the (p2 + 1) − (p + 1) = p2 − p branches at K that do not belong
to the subtree. Note that any γ ∈ 〈γ1, γ2〉 preserves the subtree. Moreover
any nontrivial element of Γ that preserves the subtree must be moving K to a
different vertex in that subtree, which implies γF ′2 ∩ F ′2 = ∅.
Or the subtree could be disjoint to K and in that case we define F ′2 to consist
of K and the p2-many branches at K that point away from the subtree. As
before γF ′2 ∩ F ′2 = ∅ for any nontrivial γ ∈ Γ that preserves the subtree.
We now calculate
m
Hkv
v,S
((
Θ∞ ×BHpℓ+1
)
∩ F ′2
)
≥
(
1 + (p2 − p)p
ℓ+1 − 1
p2 − 1
)
V −14
=
(
1 + p
pℓ+1 − 1
p+ 1
)
V −14 >
1
2
pℓ+1V −14 > p
ℓV −14 > 1.
This implies the existence of a γ3 that does not preserves the subtree and satisfies
the estimate
‖γ3‖p ≤ p4V 24 .
The three elements γ1, γ2, γ3 cannot have any common eigenvector for eigenvalue
1 other than v since the common eigenspace for γ1, γ2 was 2-dimensional and if
γ3 has the same eigenspace it would belong to the same conjugate of Lp and so
preserve the same subtree. 
6.1.3. Proof of Proposition 6.1, part (3). In Section 4.5 we constructed a surjec-
tive group homomorphism ψ from SL2(Qp)×SL2(Qp) to SO(2, 2)(Qp)+ preserv-
ing the Cartan decomposition by Lemma 4.12. In particular, we can identify the
quotient
SL2(Qp)/SL2(Zp)× SL2(Qp)/SL2(Zp)
with SO(2, 2)(Qp)
+/SO(2, 2)(Zp)
+. This gives H+v,p/K the structure of a prod-
uct of two graphs as in Proposition 4.6. Also by Lemma 5.2 we may switch from
studying Γ4Hv,Skv to studying Γ4H
+
v,Skv and know that the volume changes at
most by an absolutely bounded multiplicative factor. Below we let V+ denote
the volume of Γ4H
+
v,Skv.
We now construct a single lattice element belonging to the image of SL2(Qp)×
SL2(Zp). In fact we consider the image B of B
SL2(Qp)
ℓ × SL2(Zp) which satisfies
m
H+,kv
v,S
(Θ∞ ×B) =
(
1 + pp−1(p
2ℓ − 1)
)
V −1+ ≥ p2ℓV −1+ .
We now choose ℓ such that the latter is > 1 which implies the existence of
some γ ∈ Γ4 ∩ (B2) that is in the image of (g1, g2) ∈ SL2(Qp) × SL2(Zp) with
‖g1‖p ≤ p2ℓ. Recall that the Jordan-Chevalley decomposition of elements in
algebraic groups is uniquely determined and well behaved under algebraic ho-
momorphisms. Hence, if we consider the Jordan-Chevalley decomposition of g1
and g2 and recall that the kernel of ψ is finite, then we see that the image of
(g1, g2) cannot be diagonalizable unless g1 and g2 itself are diagonalizable. By
construction, the eigenvalues of g1 are λ1, λ
−1
1 with 1 ≤ |λ1|p ≤ p2ℓ and the
eigenvalues of g2 are λ2, λ
−1
2 with |λ2|p = 1. However, by the properties of the
homomorphism ψ in Section 4.5 the eigenvalues of γ are λ±11 λ
±1
2 . By the same
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argument as in the proof of the first part of the proposition one of the eigen-
values must be of norm 6= 1, which implies |λ1|p > 1 (and a fortiori that g1 is
diagonalizable over Qp) and so that none of the eigenvalues of γ is equal to 1.
Finally ‖γ‖p ≤ ‖g1‖p ≤ p2ℓ ≤ p2V+ ≪ p2V4. 
6.2. Lower bound for vol
(
ΓH+v,Skv
)
. We can now establish the first relation
between ‖v‖2 = D and the volume of the orbit ΓH+v,Skv. By Lemma 5.2, the
volume V of ΓH+v,Skv is bounded by above and below in terms of the volume of
Γ4Hv,Skv and we therefore may bound the lattice elements γi from the previous
section with ‖γi‖S ≪ p4V 2.
Proposition 6.2. There exists κ15 > 0 such that
Dκ15 ≪ vol
(
ΓH+v,Skv
)
.
Proof. Using Proposition 6.1 we find d− 2 elements γ1, . . . , γd−2 ∈ Γ ∩ SLd(Qp)
satisfying ‖γi‖S ≪ p4V 2 for i = 1, . . . , d−2 such that the common eigenspace for
eigenvalue 1 is spanned by v only. Consider now the following system of d(d−2)
linear equations (γi−e)v′ = 0 for an undetermined vector v′. As v is (up to scalar
multiplication) the only solution by construction, the system has rank d−1. Pick
d− 1 linear independent rows rj of this system. Now form the square matrix R
consisting of these rows and another row with indeterminant entries t1, . . . , td.
Taking the determinant of R and expanding it in terms of the coefficients of the
last row we get a nontrivial linear expression a1t2+· · · adtd, where the coefficients
aj are minors of R. Note that the determinant of R vanishes if we set the last
row equal to one of the vectors rj . Hence v
′ = (a1, . . . , ad)T is a solution to the
above linear equations and hence must be equal to v up to a scalar.
As ‖γi‖∞ ≤ 1 for all i, it is easy to see that ‖v′‖ ≪ 1. For the p-adic norm
we have ‖γi‖p ≪ p4V 24 and so we obtain from the above ‖v′‖p ≪ (p4V 24 )d−1. For
all other primes v′ is integral. Hence the primitive vector v is up to sign the
vector ‖v′‖pv′ and has norm ≪ (p4V 24 )d−1. Using ‖v‖2 = D and |p| ≪ε Dε by
Proposition 2.1 the proposition follows. 
6.3. Upper bound for vol
(
ΓH+v,Skv
)
. The following uses that integers are one
apart.
Proposition 6.3. There exists κ16 > 0 such that
vol (ΓHv,Skv)≪ Dκ16 .
Proof. Since the notion of volume changes at most a bounded amount if we
change the precompact open neighborhood Θ that is used to define vol (ΓHv,Skv),
we may as well assume that Θ = G1,∞ ×G1(Zp). Using in addition that Γ4 has
finite index in Γ (as in Lemma 5.2) we see that vol (ΓHv,Skv) ≍ N , where N is
the number of disjoint H∞ ×Hv(Zp)-orbits in ΓHv,Skv.
By the discussion in Section 2.5 (especially (4) and Proposition 2.4) the num-
ber of disjoint H∞×Hv(Zp)-orbits in ΓG1,∞×G1(Zp) is bounded by the number
of integer points on the sphere of radius
√
D, i.e. by ≪ D d−12 .
The number of disjoint H∞×Hv(Zp)-orbits in ΓgpG1,∞×G1(Zp) for different
gp ∈ G1(Qp) can be handled in the same way as these correspond to integer
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points on certain ellipsoids. Since the adelic quotient G1(Q)\G1(A) is compact,
it is a finite union of orbits of G1(R ×
∏
p′ Zp′). Hence there are only finitely
many ellipsoids to consider, which gives the lemma with κ16 =
d−1
2 . 
6.4. Upgrading to ΓL+v,S(kv , e, θv , e).
Proposition 6.4. The joint orbit measure satisfies
Dκ15 ≪ vol
(
ΓL+v,S(kv , e, θv, e)
)
≪ Dκ16 .
Proof. We claim that vol
(
ΓL˜+v,S(kv , e, gvkvav, e)
)
= vol
(
ΓH+v,S(kv , e)
)
. For this
first notice that the image of the Haar measure m
H+,kv
v,S
on H+,kvv,S = H∞ ×H+v,p
under the push forward of (h∞, hp) 7→ (h∞, hp, h∞, hg
−1
v
p ) defines a Haar measure
on the acting group for the orbit ΓL˜+v,S(kv , e, gvkvav, e) (see Section 2.4 for the
notation L˜v). Moreover, this map is consistent with the map
Γh(kv , e) ∈ ΓH+v,S(kv, e) 7→
Γ(h(kv , e), (gv , gv)h(kvav, g
−1
v )) ∈ ΓL˜+v,S(kv , e, gvkvav, e),
which induces the normalized Haar measure on the second orbit from the nor-
malized Haar measure of the first. Finally we may assume that the set Θ ⊂
G1,S × SLd(R×Qp) has the form Θ1,∞×G1(Zp)×Θ2,∞× SLd(Zp) and satisfies
Θ1,∞ ∩H∞ = Θ2,∞ ∩H∞. Together with the definition of the volume, this gives
the claim.
On the other hand it is clear that projecting the orbit ΓL˜+v,S(kv , e, gvkvav, e)
within the quotient corresponding to ASLd−1 to the orbit ΓL+v,S(kv, e, θv , e) ⊂ Y2,
volume can only decrease. Hence, we obtain
vol
(
ΓL˜+v,S(kv, e, θ
′
v , e)
)
≥ vol
(
ΓL+v,S(kv , e, θv, e)
)
≥ vol
(
ΓH+v,S(kv , e)
)
,
where the last inequality follows by the same argument using the projection
to Y1. Hence the result follows from Propositions 6.2–6.3. 
6.5. A variant calculation for ΓHΛv,Sθv. We now modify the previous argu-
ments of Section 6.1 and Section 6.2 to calculate a lower bound for the volume
of the orbit ΓHΛv,Sθv. We have shown that certain small lattice elements {γi}
of Hv = StabG1(v) have 〈v〉 as their common eigenspace for eigenvalue 1. The
group HΛv = gvHvg
−1
v on the other hand is the orthogonal group of the quadratic
form associated to Av = (g
T
v gv)i,j<d ([AES16a, Equation (3.3)]), that is, it is the
stabilizer subgroup of G2 acting on the space Symd−1 of symmetric matrices by
γ 7→ Ψγ where ΨγA = γAγT for A ∈ Symd−1. We show that again there exist
small lattice elements (in terms of the volume) {γi} whose unique fixed point is
Av. This is implied if the group generated by {γi} is Zariski dense since the spe-
cial orthogonal group determines the orthogonal form uniquely up to scalar (see
e.g. [AES16a, Lemma 3.3]). This is the formulation of the effective Borel-Wang
density theorem as discussed in [EMV09, Section 17.3].
Let us begin by noting that the proof of Corollary 4.3 also gives the same result
for HΛv,S , i.e. the group HΛv,p is conjugate over Zp to one of the model groups
of Section 4. In particular, we can again use the same geometric structures.
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Proposition 6.5. In all cases HΛv,p (isomorphic to SO(2, 1)(Qp), SOη(3, 1)(Qp),
or SO(2, 2)(Qp)) there exists elements γ1, . . . , γ4 ∈ Γ4 ∩HΛv,S with
‖γi‖p ≪ p∗ vol(ΓHΛv,Sθv)∗ for i = 1, . . . , 4.
such that 〈γ1, . . . , γ4〉 is Zariski-dense in HΛv .
Proof. Since the acting group at ∞ is H∞ (and in particular not changing) the
volume of ΓHΛv,Sθv is ≍ N , where N is the number of disjoint H∞ × HΛv,p-
orbits needed to cover ΓHΛv,Sθv. In other words, the situation again reduces to
a purely p-adic problem.
Next we claim that in the cases of SO(2, 1)(Qp) and SOη(3, 1)(Qp) the elements
that we found by the argument in the proof of Proposition 6.1 (conjugated by
gv) already satisfy the Zariski density stated in the proposition.
For this let L denote the Zariski-closure of the group generated by γ1, γ2, (and
γ3). Since L < Hv is defined over Q and Hv is anisotropic over Q, it follows that
L cannot have a unipotent radical.
In the case of SO(2, 1)(Qp) the proof of Proposition 6.1 gives two diagonal-
izable non-commuting elements γ1, γ2 with eigenvalues that do not have p-adic
absolute value one and belong to Qp. However, this implies that the reductive
non-abelian subgroup L has Qp-rank one and forces L = Hv.
In the case of SOη(3, 1)(Qp) we found 3 matrices γ1, γ2, γ3 that each have at
least one eigenvalue in Qp of absolute value not equal to 1 and that together
do not have a common eigenvector for eigenvalue 1 other than v. We again
see that the reductive group L has Qp-rank one. By the structure of reductive
subgroups of SOη(3, 1)(Qp) (which is similar to the more well known statement
for SL2(C) and follows also from the finite-dimensional representation theory
of sl2) it follows that L is either a torus, conjugated to SO(2, 1)(Qp), or all of
SOη(3, 1)(Qp). By the eigenvalue statement we see that we must be in the last
case.
As the last case is similar to the cases considered before, we will only sketch
it. So suppose HΛv,p is isomorphic to SO(2, 2)(Qp). We again consider instead
SL2(Qp)×SL2(Qp) and argue as in the third part of the proof of Proposition 6.1
to find a nontrivial element γ1 ∈ Γ4 that is the image of some (g1, g2) ∈ SL2(Qp)×
SL2(Zp) and with g1 being diagonalizable over Qp with eigenvalues not of p-adic
absolute value one. As the geometric structure of SL2(Qp)×SL2(Zp)/SL2(Zp)×
SL2(Zp) is very similar to that of a tree (see Proposition 4.6 for the precise
structure) we can argue as in the first part of the proof of Proposition 6.1 to
find a second element γ2 that is the image of (g
′
1, g
′
2) ∈ SL2(Qp)×SL2(Zp) of the
same type so that g1 and g
′
1 do not commute. Repeating the argument using
the subgroup SL2(Zp) × SL2(Qp) we find γ3, γ4 in the same way. All of these
elements satisfy the same type of estimate on their p-adic norm.
Let L < SL2× SL2 be the Zariski-closure of the preimage of the group gener-
ated by γ1, . . . , γ4. As above L is defined over Q and cannot have a unipo-
tent radical, i.e. L is a reductive Q-group. By Chevalley’s theorem there
exists a representation ρ of SL2× SL2 and a vector v in the associated rep-
resentation space Vρ such that L is the stabilizer of the line spanned by v.
Let (g1, g2) ∈ SL2(Qp)× SL2(Zp) be as in the construction of γ1. As (g1, e) and
(e, g2) commute, ρ(g1, e) and ρ(e, g2) commute and are simultaneously diagonal-
izable by the Jordan decomposition within algebraic groups. If λi, λ
−1
i are the
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eigenvalues of gi for i = 1, 2, then the eigenvalues of ρ(g1, e) are also powers
of λ1 and similarly for ρ(e, g2). Since λ
m1
1 λ
m2
2 = λ
n1
1 λ
n2
2 implies m1 = n1 and
λm22 = λ
n2
2 for any m1,m2, n1, n2 ∈ Z, it follows that any sum of joint eigenvec-
tors that is an eigenvector for ρ(g1, g2) must also be an eigenvector of ρ(g1, e) and
of ρ(e, g2). For the vector v this shows that (g1, e), (e, g2) ∈ L and similarly for
γ2, γ3, γ4. This implies L = SL2× SL2 as in the case of SO(2, 1)(Qp) considered
above. 
6.6. Lower bound for vol
(
ΓH+Λv,Sθv
)
.
Proposition 6.6. There exists κ17 > 0 such that
Dκ17 ≪ vol(ΓH+Λv,Sθv).
Proof. Let γ1, . . . , γ4 be as in Proposition 6.5. We consider the system of linear
equations on the space of symmetric matrices Symd−1 (where each element A
induces a quadratic form) given by ΨγiA = A for i = 1, 2, 3, 4 where Ψγi denotes
the natural action of γi ∈ SLd−1 on the space of quadratic forms, i.e. composing
the quadratic forms with γi.
If A is a Q-solution then the group HΛv stabilizes A since the group generated
by the four lattice elements is Zariski dense by Proposition 6.5. Since the special
orthogonal group determines its quadratic form uniquely up to scalar multiples
([AES16a, Lemma 3.4]), the matrix A must be a Q-multiple of Av = (g
T
v gv)i,j<d
that defines HΛv = gvHvg
−1
v ([AES16a, Equation 3.3]). We see from this that
the system of linear equations (Ψγi − e)A = 0, i = 1, 2, 3, 4, has rank r =
dim(Symd−1)− 1.
We continue just as before (except for a somewhat unexpected complication).
We may take r linear independent rows and argue as in the proof of Proposi-
tion 6.2 to obtain a solution A with coefficients in Z[1p ] satisfying the estimate
‖A‖p ≪ p∗V ∗ by the properties of γ1, . . . , γ4. However, here we have the addi-
tional difficulty that we do not yet know a bound for
s = max
i=1,...,4
‖γi‖∞
(since here γi ∈ HΛv(Z[1p ]) does not belong to H∞ = SOd−1(R) and the conjuga-
tion takes place within the noncompact group SLd−1(R)). Ignoring the value of
s for now, we obtain ‖A‖∞ ≤ s∗ by using again the argument that defines A as
the vector of certain minors of the above linear equations. Multiplying A by its
denominator ‖A‖p we obtain an integer solution A′ with ‖A′‖∞ ≪ s∗p∗V ∗. We
may assume that A′ is primitive (as otherwise we simply divide A′ by its common
divisor and obtain the same estimate for the new matrix). By [AES16a, Lemma
3.3] the quadratic form φv attains the value 1 on the integers, which implies that
Av is primitive as a (d − 1) × (d − 1) matrix. Therefore, A′ = ±Av and taking
the determinant (see Section 2.1, [AES16a, Lemma 3.3]) we obtain
D = detAv ≪ s∗p∗V ∗,
which becomes utterly useless we have a reasonable estimate for s (e.g. s≪ Dε
for some small ε would suffice).
The relation between γi and H∞ is quite simple: the lattice elements γi are
conjugated via θv to elements of H∞. Also recall that θv is the matrix that
describes the shape of the lattice Λv. Hence in an attempt to optimize s we
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therefore do not choose any basis w1, . . . , wd−1 of Λv in the definition of gv as
in Section 2.4, but instead use the Minkowski basis of Λv. However, as the
covolume of Λv is
√
D this may still result after normalizing the covolume e.g. in
one vector of length D−1/2(d−1) and one vector of length D1/2(d−1) (which would
not give a sufficiently strong estimate for s). To overcome this problem we note
that this problematic case corresponds to a lattice rather deep in the cusp.
So assume for the moment that the lattice corresponding to v belongs to Xcpt.
This shows that (after normalizing the covolume) we have the upper estimate
≪ p∗ for the length of the Minkowski basis vectors and so max(‖θv‖∞, ‖θ−1v ‖∞) ≤
p∗. Using this estimate we obtain s≪ p∗ and hence
D = detAv ≪ p∗V ∗
Using now that p ≪ Dε for a sufficiently small ε > 0 by our choice of p in
Proposition 2.1 we can rephrase the last estimate to give us D∗ ≪ V .
Of course, for the given vector v it may not be true that the lattice correspond-
ing to v belongs to Xcpt. However, by the estimate after Lemma 3.3 we know
that there are many points in the orbit of ΓH+Λv,S(θv, e) that belong to Xcpt.
Suppose therefore that Γ(θv, hp) ∈ Xcpt and hp = γ−1h′p for some hp ∈ H+Λv,p,
γ ∈ SLd−1(Z[1p ]) and h′p ∈ SLd−1(Zp). This shows that A˜ = γAvγT = h′pAvh′pT
is both rational with only p in the denominator and a p-adic integer, i.e. A˜ is
integral. Reversing the equation we also show that if A˜ is divisible by some
k ≥ 2, then the original matrix Av is also divisible by k, hence A˜ is a primitive
integral matrix. Clearly the determinant of Av and the determinant of A˜ agree,
so it sufficies to estimate det A˜. It is also clear that the orthogonal group of A˜
equals γHΛvγ
−1 and that
ΓH+Λv,S(θv, e) = ΓH
+
Λv,S
(θv, hp) = ΓγHΛv(R ×Qp)+γ−1(γθv, h′p).
The last expression is quite similar to our original description of the orbit, except
that we consider the orthogonal group of A˜ and use the initial point Γ(γθv, h
′
p) ∈
Xcpt. Moreover, we have obtained the same assumptions for the new data, we
have the same determinant and the same volume (as we did not change the
orbit but only expressed it in a different form). Now we can apply the above
arguments and the proposition follows. 
7. Lie Algebras and Invariant Complements
We continue our discussion of invariant complements from Section 5.4. Recall
that h1 = LieHv,p ⊆ g1 and h2 = LieHΛv,p ⊆ g2 and that we say that ri is an
undistorted invariant complement of hi within gi (for i = 1, 2) if
gi[m] = hi[m]⊕ ri[m]
for all m ≥ 0 and ri is invariant under the adjoint action of hi. Having fixed
the principal PGL2 over Qp, whose Lie algebra we denote by sl2 < hi, we will
define in this section ri and decompose it into irreducible subspaces for the
adjoint represenation of the principal sl2. We note that this will also give us the
invariant complement g1 ⊕ r2 of the Lie algebra lv = LieLv,p.
The knowledge which irreducible components appear in the two invariant com-
plements will be used for the joint equidistribution. It will be sufficient to un-
derstand the Lie algebras of the model groups for this purpose.
DISTRIBUTION OF SHAPES OF ORTHOGONAL LATTICES 41
For r ∈ ri we denote by rhw and rlw the projection of r onto the heighest
respectively lowest weight space of the largest dimensional irreducible represen-
tation (there will be exactly one). We will finish by finding a finite set of group
elements F in Hv,p respectively HΛv,p of norm one, such that for every r ∈ ri
there exists g ∈ F with ‖(Adg r)lw‖p = ‖Adg r‖p = ‖r‖p. The significance of
this is that the highest degree term of the polynomial Adut(Adg r) in the variable
t (appearing prominently in the dynamical argument of the following sections)
will then also have one of the largest coefficient.
7.1. Decomposition of hi into irreducible subrepresentations. For con-
venience of the calculation we take the model groups associated to the quadratic
forms −2xz+y2, −2xw+y2+ηz2 and 2xw−2yz which are all equivalent over Zp
to those used to define SO(2, 1), SOη(3, 1) and SO(2, 2) in Section 4. We begin
by giving a basis of each of so(2, 1), soη(3, 1), and of so(2, 2), and by picking a
principal sl2-triple. After this we decompose the Lie algebras with respect to the
adjoint action of sl2.
Recall that for each natural number n there exists a unique representation
V (n) of SL2 of dimension n+ 1 and highest weight n under the torus in SL2.
Lie algebra so(2, 1). The Lie algebra of SO(2, 1) (defined using −2xz + y2) is
determined by solving XJ + JXT = 0 with J =
[
0 0 −1
0 1 0−1 0 0
]
. Hence
so(2, 1) = sl2 = span
{
H =
[
2 0 0
0 0 0
0 0 −2
]
, X =
[
0 1 0
0 0 1
0 0 0
]
, Y =
[
0 0 0
2 0 0
0 2 0
]}
.
Lie algebra soη(3, 1). The following diagram shows the representation soη(3, 1)
with one V (2) at the top and the other on the bottom. The action by M flips
the highest and lowest weight vectors respectively. Another sl2-triple (X2,H, Y2)
has been added.
adY
adY
adMadY2
XHY
X2MY2
The Lie algebra soη(3, 1) of SOη(3, 1) (defined using the quadratic form−2xw+
y2 + ηz2) is determined by solving the equation XJη + JηX
T = 0 where Jη =[ 0 0 0 −1
0 1 0 0
0 0 η 0
−1 0 0 0
]
. This leads to the following basis of soη(3, 1), starting with the
principal sl2-triple
H =
[
2 0 0 0
0 0 0 0
0 0 0 0
0 0 0 −2
]
, X =
[
0 1 0 0
0 0 0 1
0 0 0 0
0 0 0 0
]
, Y =
[
0 0 0 0
2 0 0 0
0 0 0 0
0 2 0 0
]
and the additional matrices
M =
[ 0 0 0 0
0 0 −2 0
0 2η 0 0
0 0 0 0
]
, X2 =
[
0 0 1 0
0 0 0 0
0 0 0 η
0 0 0 0
]
, Y2 =
[ 0 0 0 0
0 0 0 0−2η 0 0 0
0 0 −2 0
]
.
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We note that M,X2, Y2 are eigenvectors for adH and eigenvalues 0, 2,−2 respec-
tively. The relations
adY X2 = −M, adY M = 2Y2, adX Y2 =M, adX M = −2X2
show that X2 generates another copy of V
(2). The relation adY2 X2 = ηH shows
that H,X2, Y2 would (after rescaling Y2 say) also be a choice of an sl2-triple.
Finally we note the action of M on these elements:
adM X = 2X2, adM X2 = −2ηX, adM Y = −2Y2, adM Y2 = 2ηY.
Lie algebra so(2, 2). This diagram shows the two V (2)-representations of the
diagonal sl2. We also draw the action of the two sl2-factors on the element H of
the principal sl2.
adY
adY
adX2adY2
adX1adY1
X1H1Y1
X2H2Y2
H
The quadratic form for so(2, 2) corresponds to (twice) the determinant form used
in Proposition B.2 with the associated matrix
[
0 0 0 1
0 0 −1 0
0 −1 0 0
1 0 0 0
]
. We identify the two
sl2 in so(2, 2) ∼= sl2 × sl2 as
sl2 ⊗ Id = span
{
H1 =
[
1 0 0 0
0 −1 0 0
0 0 1 0
0 0 0 −1
]
, X1 =
[
0 1 0 0
0 0 0 0
0 0 0 1
0 0 0 0
]
, Y1 =
[
0 0 0 0
1 0 0 0
0 0 0 0
0 0 1 0
]}
and
Id⊗sl2 = span
{
H2 =
[
1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1
]
, X2 =
[
0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0
]
, Y2 =
[
0 0 0 0
0 0 0 0
1 0 0 0
0 1 0 0
]}
.
We make the choice of the principal sl2 by setting
H =
[
2 0 0 0
0 0 0 0
0 0 0 0
0 0 0 −2
]
, X =
[
0 1 1 0
0 0 0 1
0 0 0 1
0 0 0 0
]
, Y =
[
0 0 0 0
1 0 0 0
1 0 0 0
0 1 1 0
]
.
Lemma 7.1. With respect to the principal sl2 in each of the above Lie algebras,
we have that
so(2, 1) = V (2), soη(3, 1) = V
(2) ⊕ V (2), so(2, 2) = V (2) ⊕ V (2).
In each case the first V (2) corresponds to the principal sl2 itself. For soη(3, 1),
the other is the vector space spanned by {X2,M, Y2}. For so(2, 2) we may choose
the second V (2) to be one of the direct factors of so(2, 2) ∼= sl2 × sl2.
7.2. Invariant complement. We choose the quadratic form in the ambient
space defining SO(d) such that the original group forms the stabilizer group
of ed, i.e. we add λu
2 to the above quadratic forms for some λ ∈ Z×p . The
complement of so(4) in so(5) can then be given by the subspace of matrices of
the form [
0 0 0 0 a
0 0 0 0 b
0 0 0 0 c
0 0 0 0 d∗ ∗ ∗ ∗ 0
]
,
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where the last row is uniquely determined by the vector (a, b, c, d) (and the
underlying quadratic form). The same holds similarly for so(3) within so(4).
In particular, the adjoint action by so(d − 1) on the complement within so(d)
corresponds to the standard representation. We denote the complement of the
model Lie algebras in so(d) by s1 and in sld−1 by s2. The calculations that
follow will also define s2 concretely and will give the weight classification of si
for i = 1, 2.
Lemma 7.2. For d = 4 we have s1 = V
(2) and s2 = V
(4).
Complement s1 < so(4). We introduce the shorthand
(a, b, c) =
[
0 0 0 a
0 0 0 b
0 0 0 c
λc −λb λa 0
]
∈ so(4),
then it is easy to verify that
adX(a, b, c) = (b, c, 0), ad
2
X(a, b, c) = (c, 0, 0),
adY (a, b, c) = (0, 2a, 2b), ad
2
Y (a, b, c) = (0, 0, 4a).
Complement s2 < sl3. If z =
[
0 0 1
0 0 0
0 0 0
]
∈ sl3 then
adY z = 2
[
0 −1 0
0 0 1
0 0 0
]
, ad2Y z = 4
[
1 0 0
0 −2 0
0 0 1
]
,
ad3Y z = 24
[
0 0 0
1 0 0
0 −1 0
]
, ad4Y z = 96
[
0 0 0
0 0 0
1 0 0
]
.
Hence these vectors span a 5-dimensional subspace s2. It is easy to check that z is
an eigenmatrix for the adjoint action of the diagonal element H ∈ sl2 and in the
kernel of adX , which implies by the structure of finite dimensional representations
of sl2 that the other vectors are also eigenmatrices for adH and that s2 ∼= V (4)
is indeed an invariant complement to the principal sl2.
Lemma 7.3. For d = 5 we have s1 = V
(0)⊕V (2) and s2 ∼= V (0)⊕V (2)⊕V (4) for
the adjoint representation of the principal sl2. Moreover, si is irreducible under
soη(3, 1) respectively so(2, 2) for i = 1, 2.
Complement s1 < so(5) - Quasi split. We again introduce the shorthand
(a, b, c, d) =
[ 0 0 0 0 a
0 0 0 0 b
0 0 0 0 c
0 0 0 0 d
λd −λb −λc/η λa 0
]
∈ so(5),
and calculate
adX(a, b, c, d) = (b, d, 0, 0), ad
2
X(a, b, c, d) = (d, 0, 0, 0),
adY (a, b, c, d) = (0, 2a, 0, 2b), ad
2
Y (a, b, c, d) = (0, 0, 0, 4a).
In particular, sl2 acts trivially on the subspace {(0, 0, c, 0)} ∼= V (0) and we have
{(a, b, 0, d)} ∼= V (2). Furthermore,
adX2(a, b, c, d) = (c, 0, ηd, 0), ad
2
X2(a, b, c, d) = (ηd, 0, 0, 0),
adY2(a, b, c, d) = (0, 0,−ηa,−2c), ad2Y2(a, b, c, d) = (0, 0, 0, 4ηa),
which shows invariance of s1 = {(a, b, c, d)} under soη(3, 1). In particular these
relations also show that the two non-isomorphic but irreducible subrepresenta-
tions of s1 with respect to sl2 are not invariant under soη(3, 1) and so s1 must
be irreducible with respect to soη(3, 1). Finally, we note that
(8) [(1, 0, 0, 0), (0, 1, 0, 0)] = −λX,
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which we will use to generate g1 starting with s1.
Complement s2 < sl4 - Quasi split. The following diagram depicts the rep-
resentation V (4), V (2) and V (0) and their relations. Note that it includes a
V (4)-representation of the second sl2-triple from Section 7.1.
adY
adY
adM
adY2 adY2
zT Y
′
1 H4 X
′
1 z
Y ′2 S X ′2
Ht−H4 + 2Ht Ht + H4
Since sl4 consists of traceless matrices, we see that a linear complement to
soη(3, 1) can be obtained by taking the linear hull of
z =
[
0 0 0 1
0 0 0 0
0 0 0 0
0 0 0 0
]
, X ′1 =
[
0 1 0 0
0 0 0 −1
0 0 0 0
0 0 0 0
]
, H4 =
[−1 0 0 0
0 2 0 0
0 0 0 0
0 0 0 −1
]
, Y ′1 =
[
0 0 0 0
1 0 0 0
0 0 0 0
0 −1 0 0
]
,
X ′2 =
[
0 0 1 0
0 0 0 0
0 0 0 −η
0 0 0 0
]
, S =
[
0 0 0 0
0 0 1 0
0 η 0 0
0 0 0 0
]
, Y ′2 =
[ 0 0 0 0
0 0 0 0
η 0 0 0
0 0 −1 0
]
, Ht =
[
1 0 0 0
0 1 0 0
0 0 −3 0
0 0 0 1
]
,
and the vector zT . As before, z is an eigenvector for adH and satisfies adX z = 0,
i.e. it is a heighest weight vector. In fact adH z = 4z and z together with
adY z = −2X ′1, adY X ′1 = 2H4, adY H4 = −6Y ′1 , adY Y ′1 = 4zT
span an irreducible subrepresentation for sl2 isomorphic to V
(4). Moreover,
from adH X
′
2 = 2X
′
2 and adX(X
′
2) = 0 we see that X
′
2, adY X
′
2 = 2S, and
adY S = −2Y ′2 together span an irreducible sl2-subrepresentation isomorphic
to V (2). Finally we also find a trivial representation isomorphic to V (0) since
adX(Ht) = adY (Ht) = 0.
For the action of the additional vectors X2, Y2 and M we first note that
adM z = adM z
T = 0, adM X
′
1 = 2X
′
2, adM X
′
2 = −2ηX ′1
adM Y
′
1 = 2Y
′
2 , adM Y
′
2 = −2nY ′1 , adM H4 = 4S
adM S = −4η
3
(H4 +Ht), adM Ht = 8S.
Since soη(3, 1) is generated by sl2 and M these show that the span of the above
vectors gives an invariant complement s2 < sl4. Moreover, we again see (e.g.
from the last three equations) that the three nonisomorphic subrepresentations
for sl2 are not invariant under soη(3, 1) and neither is the sum of any two of the
three subrepresentations. Hence it follows that the invariant complement s2 is
irreducible under soη(3, 1). Let us also note the identities
(9)
adY2 z = 2X
′
2, adY2 X
′
2 =
2η
3
(−H4 + 2Ht), adY2(−H4 + 2Ht) = −18Y ′2 ,
adY2 Y
′
2 = −4ηzT , adY2 Ht = −8Y ′2 , adX2(Ht) = −4X ′2.
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Complement s1 < so(5) - Split. We introduce the shorthand
(a, b, c, d) =
[ 0 0 0 0 a
0 0 0 0 b
0 0 0 0 c
0 0 0 0 d
−λd λc λb −aλ 0
]
∈ so(5).
With this notation we have
adX(a, b, c, d) = (b+ c, d, d, 0), ad
2
X(a, b, c, d) = (2d, 0, 0, 0),
adY (a, b, c, d) = (0, a, a, b + c), ad
2
Y (a, b, c, d) = (0, 0, 0, 2a).
In particular, sl2 acts trivially on {(0, b,−b, 0)} ∼= V (0), and the invariant com-
plement to this subspace is isomorphic to V (2). Moreover,
(10)
adY1(a, b, c, d) = (0, a, 0, c), adX1(a, b, c, d) = (b, 0, d, 0),
adY2(a, b, c, d) = (0, 0, a, b), adX2(a, b, c, d) = (c, d, 0, 0),
together show that s1 is invariant under so(2, 2) and irreducible. Finally we note
that
(11)
[(1, 0, 0, 0), (0, 0, 1, 0)] = λX1,
[(1, 0, 0, 0], (0, 1, 0, 0)] = λX2,
which we will use to generate g1 out of s1.
Complement s2 < sl4 - Split. We define
z =
[
0 0 0 1
0 0 0 0
0 0 0 0
0 0 0 0
]
∈ sl4 and s2 =
{[
w a b x
e −w c −b
f d −w −a
y −f −e w
]}
.
The following diagram shows the action on z (and adY2 z, ad
2
Y2 z) by Y1 moving
horizontally and the corresponding vertical action of Y2.
z
adY2
adY1
zT
Similarly to the previous case z generates an irreducible representation for
the principal sl2. It is easy to check that s2 = {v ∈ sl4 : v = JvTJ−1} is
invariant under so(2, 2) (which is defined by the quadratic form associated to
the symmetric matrix J). Moreover, we could also repeat the detailed analysis
to show that there are two more irreducible subrepresentations contained in s2
that are isomorphic to V (2) and V (0) respectively. However, this follows in fact by
noticing that the case at hand and the previous case become isomorphic over the
algebraic closure of Qp (and since the principal sl2 correspond to each other as
subgroups of the isomorphic subgroups soη(3, 1) resp. so(2, 2) over the algebraic
closure). As we have seen above the three irreducible subrepresentations resp.
also sums of two out of the three subrepresentations are not invariant under
soη(3, 1), which implies also that s2 is irreducible for the adjoint representation
restricted to so(2, 2).
Irreducibility now implies that starting with z one can obtain a basis of s2 by
taking finitely many commutators with elements of so(2, 2)(Z). Even without
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doing this concretely6 we find finitely many integer matrices (independent of p)
that give also a Zp-basis of s2[0] for all but possibly a finite list of primes. By
Proposition 2.1 we may assume that this holds for our chosen prime p.
7.3. Undistorted complement of h1 and h2. The study of undistorted com-
plements of the model groups also gives complements for our acting groups.
In fact, the acting group for the first factor G1 is precisely the stabilizer
subgroup Hv. By our choice of p and Corollary 4.3 we know that it is Zp-
conjugated to one of our model groups. Now set λ = D and extend the quadratic
form Q0 (in the variables x, y, z and possibly w) that defines the model group
(and is conjugated to the sum of d squares restricted to v⊥) by the variable u
to obtain Q0 + Du
2. It follows that the group SOd with the subgroup Hv is
Zp-conjugated to another orthogonal group in d variables with the model group
as its subgroup acting on the first d − 1 variables. The latter case we studied
above and hence we may conjugate the above invariant complement s1 to obtain
an invariant complement r1 within the standard so(d).
Similarly, the acting group HΛv for the second factor G2 is the group H
g−1v
v
projected to SLd−1 (with Hv and gv as defined in Section 2). Alternatively we
may also conjugate Hv by the matrix g
′
v consisting of a Z-basis of Λv and the
vector v (and determinant D ∈ Z×p ) to obtain HΛv (without the need of the
projection operation). By Corollary 4.3 this group is now Zp-conjugated (via
some hv ∈ SLd−1(Zp)) to one of our model groups. Hence we only have to apply
the inverse conjugation to the invariant complement s2 to obtain the invariant
complement r2 of h2 within sld−1.
It is easy to see from the concrete description of si for i = 1, 2 (resp. in the
split rank two case from our choice of p) that these complements are undistorted
complements of the model Lie algebras. As the above conjugation is taking place
over Zp the same follows for ri and i = 1, 2.
7.4. Definition of the set F. For r ∈ {r1, r2} let rlw denote the lowest weight
space and let rhw be the highest weight space where weights are defined using
the diagonal subgroup of the principal sl2. We also write (·)hw : r → rhw and
(·)lw : r→ rlw for the projection maps whose kernels consist of the other weight
spaces. For any unipotent flow nt = exp (Zt) of the acting group Hp with
Z ∈ h[0] and any r ∈ r[0] we have that
(12) Adnt r = r + t adZ r +
t2
2 ad
2
Z r +
t3
3! ad
3
Z r +
t4
4! ad
4
Z r
is a polynomial in t with Zp coefficients (because p ≥ 5) of degree at most dr
(dr = 2 if r = r1 and dr = 4 if r = r2).
Given a vector r in the complement, we can apply Zp-unipotents to maximize
the norm of its lowest weight component corresponding to (0, . . . , 0, 1) ∈ s1 and
zT ∈ s2 in the above notation.
Lemma 7.4. There exists a finite set F(v) respectively F(Λv) of uniformly
bounded cardinality consisting of unipotent elements in Hv,p ∩K[0] respectively
HΛv,p∩K[0] such that for any r1 ∈ r1 and r2 ∈ r2 there exists h1 ∈ F(v) and h2 ∈
F(Λv) such that ‖Adh1 r1‖p = ‖(Adh1 r1)lw‖p and ‖Adh2 r2‖p = ‖(Adh2 r2)lw‖p
6We did this concretely for so(2, 1) because it was easy and for soη(3, 1) because it does not
seem completely impossible that the parameter η (that depends on p) might affect the outcome.
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Proof. It suffices to work with the invariant complements s1 respectively s2 for
our model groups. In the case of s ∈ s1 (and so either s = (a, b, c) or s =
(a, b, c, d)), assume first that its maximal coefficient does not lie in V (0) which
always holds for d = 4. For d = 5 this assumption says max (|a|p, |b|p, |d|p) = ‖s‖p
if Hv,p is quasi-split respectively max (|a|p, |b+ c|p, |d|p) = ‖s‖p if Hv,p is split.
Then Adexp(tY ) = (∗, . . . , P (t)) where P (t) = c+ 2bt+ 2at2, d + 2bt+ 2at2 and
d+ (b+ c)t+ at2 in the three cases. It follows that there exists t ∈ {0, 1, 2} such
that ‖P (t)‖p is as large as ‖s‖p (so that there is no accidental cancellation in
the lowest weight term). If on the other hand d = 5 and the projection of s to
V (0) dominates, then we can use Adexp (tY2) whose adjoint action on s has lowest
weight d − 2ct + 2ηat2 (in the quasi-split case) respectively d + bt (split) and
evaluation at t = 1 suffices.
For s ∈ s2, we may use again exp (tY ) if the largest coefficient of s belongs
to a basis vector in V (4). Since Adexp (tY ) s is now of degree four, we can ensure
that for p ≥ 16 there exists some t ∈ {0, 1, 2, 3, 4} with ‖P (t)‖p = ‖s‖. For d = 4
this finishes the argument.
If on the other hand d = 5 and the maximal coefficient is in either V (0) or V (2)
and HΛv,p is quasi-split we use the elements Y and Y2 together: If the largest
coefficient of s corresponds to X ′2 or Y
′
2 (belonging to the representation isomor-
phic to V (2)) or Ht (spanning V
(0)) we use the same argument for the irreducible
representation generated by z with respect to the sl2-triple H,X2, Y2, see (9).
If the largest coefficient appears in S (belonging to the representation isomor-
phic to V (2)), we first apply Adexp(Y ) to achieve that afterwards the norm of the
coefficient of Y ′2 is just as big and afterwards apply Adexp(tY2) as before. Conse-
quentially, a finite set of products of exp (tY ) and exp (tY2) for t ∈ {0, 1, 2, 3, 4}
might be used to define F(Λv).
If HΛv,p is split then we may apply first Adexp(tY1) for t ∈ {0, 1, 2} and after-
wards Adexp(tY2) for t ∈ {0, 1, 2} which leads to the conclusion (e.g. by studying
the weight diagram of s2). 
7.5. Effective Generation. Starting with a vector in rhti one can obtain in a
sense all other vectors using the lower unipotents of hi. Since the Lie algebra h2
is maximal in g2, we can upgrade this to generate g2 from r2.
Lemma 7.5. There exist a finite setsM and N of uniformly bounded cardinality
satisfying7
(1) M is a subset of H+v,p ∩ K[0] respectively H+Λv,p ∩ K[0] such that for
r ∈ rhti [0] with ‖r‖p = 1 the set {Adm r}m∈M forms a Zp-basis of ri[0].
(2) N is a subset of H+Λv,p ∩K[0] such that for r ∈ rht2 [0] with ‖r‖p = 1 and
s ∈ rlw2 [0] with ‖s‖p = 1 the set {AdnAdexp s r}n∈N ∪{Adm r}m∈M forms
a Zp-basis of g2[0].
In particular, in both bases we only need to take the exponential of nilpotent
elements, where the exponential is simply a polynomial with coefficients in Zp
(since p ≥ 10).
Proof. For (1) let nt = exp (tY ) be the unipotent defined by the element Y of
the principal sl2 and t ∈ Qp. Then we deduce immediately from equation (12)
7We will need the second part only for the proof of the joint equidistribution in Section 9.
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and the Vandermonde determinant that {Adnt r : t ∈ {0, . . . , dr}} are linearly
independent and therefore span V (2) for i = 1 respectively V (4) for i = 2.
In fact, the Vandermonde determinant is independent of p so that the linear
independence also holds for the vectors modulo p over Fp (as we may choose p
large enough). This proves the claim for d = 4.
For d = 5 and i = 1 we apply the above argument and see that by adding
AdexpY2 r to the list we can span all of r1[0].
Assume now d = 5 and i = 2 so that r is Z×p -multiple of z. If HΛv,p is
quasi-split we apply the above argument and add Adexp Y2t r for t = 1, 2, 3 and
(Adexp Y ◦AdexpY2)r. Given our concrete formulas for the image of z under
adY resp. adY2 this proves the lemma in this case. If HΛv,p is split, we use
AdexpY1t1 expY2t2 r for t1, t2 = 0, 1, 2 together with the same Vandermonde argu-
ment.
For the proof of (2) we begin with d = 4. From (1), we can produce a Zp-basis
of r2[0]. On the other hand, if we take z
T ∈ rlw2 [0] (or any other Z×p -multiple of
zT ) then we have adzT z = −12H which implies
Adexp zT z = z − 12H − zT .
Acting by an element h ∈ Hv,p, we have by invariance that
πh2 AdhAdexp zT z = −12 AdhH.
Now act by the principle unipotents expX and expY , to produce three elements
whose projection to h2 are (up to scalar multiple) H, AdexpX H = e +H −X
and Adexp Y H = e+H + Y . In particular, complementing these three elements
with the Zp-basis of r2[0] we conclude by setting N = {expX, exp Y }. If d =
5 and Hv,p is quasi-split then we may apply AdexpX2 to Adexp zT z to get an
element whose projection is a sum of a Zp-multiple of H and a Z
×
p -multiple
of X2 (see the diagram, going in the reverse direction of Y2). Then applying
AdexpY again we get the second V
(2) in h2 modulo r2[0]. Thus we set N =
{expX, exp Y, exp Y expX2, expY expY expX2}.
The analogous study of the diagram for the split case shows that we may take
N = {njui : i = 1, 2 j = 0, 1, 2} where n = expY and ui = expXi. 
We end with the following implicit function theorem.
Lemma 7.6 (Implicit function theorem). Assume that g has a Zp-basis {vi}i≤k ⊂
g[0] consisting of nilpotent elements. Define ui(t) = exp tvi for all i ≤ k, t ∈ Qp,
and define u(t) = u1(t1) . . . uk(tk) for all t ∈ pZkp. Then exp g[m] = u(pmZkp) for
all m ≥ 1.
This is of course well known, but for the convenience of the reader we outline
the proof.
Proof. In the following we let a ∈ pZkp and t ∈ pnZkp for some n ≥ 1. We define
u(a) = u1(a1) · · · uk(ak) and notice that uj(aj + tj) ≡ uj(aj) + tjvj (mod pn+1)
and uj(aj+ tj) ≡ e (mod p) for j = 1, . . . , k. Taking the product we obtain from
this
u(a+ t) ≡ u(a) +
∑
tjvj (mod p
n+1).
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Also fix some arbitrary g ∈ K[m] with m ≥ 1. Using g−1 ≡ e (mod p) we obtain
g−1u(a+ t) ≡ g−1u(a) +
∑
tjvj (mod p
n+1).
The lemma now follows inductively using Hensel’s lifting procedure. Recall
that exp g[n] = K[n] for all n ≥ 1 (since p ≥ 2) and that exp(·) has the inverse
log(·) which is defined on K[1] and takes values in g[1]. For n = m we can
solve g−1u(a) ∈ K[n] by putting a = 0. Assume therefore that n ≥ m and we
have already found some a ∈ g[m] that solves g−1u(a) ∈ K[n], or equivalently
log g−1u(a) = w ∈ g[n]. Using the power series of log(·) we obtain now for any
t ∈ pnZkp that
log g−1u(a+ t) ≡ w +
∑
tivi mod p
n+1
and we may solve for w+
∑
tivi = 0 by using the assumption of the lemma. This
concludes the induction step and taking the limit n→∞ proves the lemma. 
8. The Dynamical Argument
We let
(G,H,Y, µ, r,F)
to mean one of the data sets
(G1,H
+,kv
v,S ,Y+1 , (π1)∗µv,S , r1,F(v)),
(G2,H
+,θv
Λv,S
,Y2, (π2)∗µv,S , r2,F(Λv)),
or
(Gjoint, L
+,(kv,e,θv,e)
v,S ,Y+joint, µv,S , g1 × r2,F(Λv)),
where in the last case the set F(Λv) is diagonally embedded so that it belongs
to the acting group. In the case of G = G1 we also define Xcpt = Y+1 , and in
the case of G = G2 or Gjoint we define Xcpt as after Lemma 3.3. Denote by V
the volume of Y as defined in Section 5.3. Recall that in Section 7 we defined
heighest and lowest weight spaces of ri for the principal sl2 and discussed the
shearing behaviour of the unipotent one-parameter subgroup {u(t) : t ∈ Qp} in
the principal SL2. Recall in particular that F is a finite set that will allow us
to arrange elements in the invariant complement to have maximal lowest weight
vectors (see Lemma 7.4).
8.1. Quantitative Ergodic Theorem. We start by recalling and extending
the definition of almost invariance given in Section 3:
Definition 8.1 (Almost invariant measures). The measure µ on Y is called
ε-almost invariant w.r.t. a Sobolev norm Sd′ under
• g ∈ G(Qp) if |µg(f)− µ(f)| ≤ εSd′(f) for all f ∈ C∞c (Y),
• a subgroup L < K if it is ε-almost invariant under all g ∈ L,
• v ∈ g[1] (or a nilpotent v ∈ g[0]) if it is ε-almost invariant under
exp (Zpv).
There are some easy tools concerning the notion of almost invariance. Indeed,
if µ is invariant under h and ε-almost invariant under g w.r.t. Sd′ then∣∣∣µhg0h−1(f)− µ(f)∣∣∣ = ∣∣∣µg0h−1(f)− µh−1(f)∣∣∣≪ εSd′(h−1.f)≪ ε‖h‖4d′S Sd′(f).
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Similarly, if µ is ε-almost invariant under two elements g0 and g1 then
|µg0g1(f)− µ(f)| = |µg0g1(f)− µg1(f) + µg1(f)− µ(f)|
≤ εSd′(g1.f) + εSd′(f)≪ ε‖g1‖4d′S Sd′(f).
Finally, by the Lipschitz property (S4) of the Sobolev norm, any measure is
p−m-invariant under all elements of K[m]. We collect those facts in the next
lemma.
Lemma 8.2. Let d′ > 0. If µ is an ε-almost invariant measure under g0 and g1
w.r.t. Sd′ , and invariant under h. Then µ is
• ≪ ε‖h‖4d′S -almost invariant under hg0h−1 w.r.t. Sd′ ,
• ≪ ε‖g1‖4d′S -almost invariant under g0g1 w.r.t. Sd′ ,
• ≪ p−m-almost invariant under K[m] w.r.t. Sd′ for all m ≥ 0 and d′ ≥ d0.
In what follows, we denote the Haar measure on Qp by dt or |B| for any
measurable B ⊂ Qp and normalize it such that |Zp| = 1.
Definition 8.3 (Discrepancy and generic points). Fix some integer M ≥ 5κ9 +6
(where κ9 is the rate of the decay of matrix coefficients of ut specified in (S5)
after Theorem 3.7). We denote the p-adic ball in Qp at ap
−Mℓ with a ∈ Z×p and
radius p(M−1)ℓ by
Bℓ(a) =
{
t ∈ Qp | |t− ap−Mℓ|p ≤ p(M−1)ℓ
}
and note that |Bℓ(a)| = p(M−1)ℓ. Using these balls we define the discrepancy of
the average of ut over Bℓ(a) by
Da,ℓ(f)(x) =
1
p(M−1)ℓ
ˆ
Bℓ(a)
f(xut) dt− µ(f),
where we used the abbreviation µ(f) =
´
Y f dµ. A point x ∈ X is called ℓ0-
generic w.r.t. a Sobolev norm Sd′ for some ℓ0 ≥ 1 if for any integer ℓ ≥ ℓ0, any
a ∈ Z×p and any smooth f ∈ C∞c (Y) we have
|Da,ℓ(f)(x)| ≤ p−ℓSd′(f).
We say that a point x ∈ X is [ℓ0, ℓ1]-generic w.r.t. Sd′ for some 1 ≤ ℓ0 ≤ ℓ1 if
the above condition holds for all integers ℓ0 ≤ ℓ ≤ ℓ1 (where ℓ1 =∞ corresponds
to ℓ0-generic). A point x ∈ X is called (ℓ0, ℓ1,F)-generic if xg is [ℓ0, ℓ1]-generic
for all g ∈ F .
We note that it suffices to consider real-valued functions in the above defini-
tions. The following is an effective version of a pointwise ergodic theorem and is
an adaptation of [EMV09, Sect. 9] or [EMMV15, Sect. 7.5] to our setting.
Proposition 8.4 (Quantitative Ergodic Theorem). Let s be a Lie algebra con-
taining h and suppose that µ is p−L-almost invariant under exp(s[1]) w.r.t. Sd′
for some d′ > d0 and L > 0. Then there exists β ∈ (0, 1/2) and d2 = d2(d′) > d′,
so that the measure of the fraction of points (x, s) ∈ X × exp(s[1]) (w.r.t. the
product measure of µ and the Haar measure on exp(s[1])) for which x.s is not
([ℓ0, βL] ,F)-generic with respect to Sd2 is ≪ p−ℓ0.
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Notice that this Proposition implies in particular that the µ-measure of the set
of points that are not (ℓ0,F)-generic for µ w.r.t. Sd2 is ≪ p−ℓ0 . In the following
proof we will use the integers d0 ≤ d′ < d′′ < d1 < d2 with d′′ = d′ + d0 + 1 and
the orthonormal basis {ek} of the completion of C∞c (Y) with respect to Sd2 as
in property (S2) of Proposition 3.4 (applied to d′′).
Proof. We defined S[1] = exp(s[1]). The proposition will follow from Cheby-
chev’s inequality after estimating
A =
1
mS(S[1])
ˆ
X×S[1]
Da,ℓ(f)(xs)
2 dµ(x) dmS(s),
=
1
mS(S[1])
ˆ
S[1]
ˆ
X
Da,ℓ(f)
2 dµs(x) dmS(s)
=
1
mS(S[1])
ˆ
S[1]
ˆ
X
F dµs(x) dmS(s) + µ(f)
2,(13)
where µs denotes the push-forward measure obtained from µ with respect to the
map x 7→ xs and
F (x) = Da,ℓ(f)(x)
2 − µ(f)2
=
( 1
p(M−1)ℓ)
ˆ
Bℓ(a)
f(xut) dt
)2
− 2µ(f)
p(M−1)ℓ
ˆ
Bℓ(a)
f(xut) dt
is a compactly supported smooth function satisfyingˆ
F dµ =
ˆ
Da,ℓ(f)
2 dµ− µ(f)2.
By the assumed almost invariance of µ (defined via smooth functions of com-
pact support) the first summand in (13) equals
´
F dµ + O(p−LSd′(F )), and
hence we now obtain
(14) A≪
ˆ
X
|Da,ℓ(f)|2 dµ+ p−LSd′(F ).
We start bounding the L2-norm of Da,ℓ(f). Using invariance of µ under ut and
Fubini’s theorem we see that
‖Da,ℓ(f)‖2L2(µ) =
“ (〈us−t.f, f〉 − µ(f)2) d(s, t),
where
›
denotes the normalized integral over the box Bℓ(a)×Bℓ(a) with respect
to the product measure for the Haar measure on Qp. We want to apply Theo-
rem 3.7 to those (s, t) for which |s − t|p ≥ pαℓ with α > 0 as below. The set of
points (s, t) in the box for which |s− t|p < pαℓ has measure at most p(M−1)ℓpαℓ.
Splitting the above normalized integral accordingly we see therefore that
‖Da,ℓ(f)‖2L2(µ) ≪ p−κ9ℓαSd0(f)2 +
pℓα
p(M−1)ℓ
Sd0(f)2
by Proposition 3.4 (S1) and (S4) after Theorem 3.7. If we choose α = 5κ9
and
use our choice of M ≥ α+ 6 we arrive at the bound ≪ p−5ℓSd0(f)2.
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We now estimate the second expression on the right hand side of (14). Using
Proposition 3.4 (S1), (S3), and (S5), there exists a constant κ > 0 such that
Sd′(F )≪ Sd′′
( 1
p(M−1)ℓ
ˆ
Bℓ(a)
f(xut) dt
)2
+ µ(f)Sd′′
( 1
p(M−1)ℓ
ˆ
Bℓ(a)
f(xut) dt
)
≪
( 1
p(M−1)ℓ
ˆ
Bℓ(a)
Sd′′(ut.f) dt
)2
+ ‖f‖∞
( 1
p(M−1)ℓ
ˆ
Bℓ(a)
Sd′′(ut.f) dt
)
≪ pℓκd′′Sd′′(f)2.
This implies that the second expression on the right hand side of (14) is
≪ p−Lpℓκd′′Sd′′(f)2.
Now choose β ∈ (0, 1/2) so that p−Lpℓκd′′ ≤ p−5ℓ whenever pℓ ≤ pβL. There-
fore, with pℓ ≤ pβL,
A = 1mS(S[1])
ˆ
S[1]
ˆ
X
|Da,ℓ(f)|2 dµs(x) dmS(s)≪ p−5ℓSd′′(f)2.
Chebychev’s inequality now gives
1
mS(S[1])
µ×mS({(x, s) : |Da,ℓ(f)(xs)| ≥ λ})≪ λ−2p−5ℓSd′′(f)2
for any λ > 0. Note that given ℓ, there are (p− 1)pℓ−1 mutually disjoint balls of
the form Bℓ(a). Let Aℓ be a set of representatives of these < pℓ many different
midpoints a ∈ Zp. We apply the above inequality to the set
B =
⋃
ℓ,a∈Aℓ,k≥1
{
(x, s) : |Da,ℓ(ek)(xs)| ≥ cSd1(ek)p−ℓ
}
,
where the union runs over all ℓ with ℓ0 ≤ ℓ ≤ βL and we define the absolute
constant c below. This gives
1
mS(S[1])
µ×mS(B)≪ c−2
⌊βL⌋∑
ℓ=ℓ0
∑
k
pℓp2ℓp−5ℓ
Sd′′(ek)2
Sd1(ek)2
.
By Proposition 3.4 (S2) the sum over k is finite and thus 1mS(S[1])µ×mS(B)≪
c−2p−ℓ0 . This implies the claim of the proposition as follows: Recall that ek is an
orthonormal basis with respect to Sd2 , let (x, s) 6∈ B and f =
∑
fkek ∈ C∞c (Y),
and apply Cauchy-Schwarz to obtain
|Da,ℓ(f)(xs)| =
∣∣∣∑ fkDa,ℓ(ek)(xs)∣∣∣ ≤ cp−ℓ (∑ f2k) 12 (∑Sd1(ek)2) 12 .
Putting c =
(∑Sd1(e′′k)2)− 12 implies therefore that for all (x, s) 6∈ B
|Da,ℓ(f)(xs)| ≤ p−ℓSd2(f).
It is now easy to obtain the conclusion of the proposition using the measure
preserving action of the elements g ∈ F on X × S[1] defined by g.(x, s) 7→
(xg−1, gsg−1). It follows that B′ =
⋃
g∈F g.B satisfies essentially the same es-
timate as B and that (x, s) ∈ Y × S[1] \ B′ implies that xs is ([ℓ0, βL] ,F)-
generic. 
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8.2. Tuples of generic points in a single factor. Recall that V denotes the
volume of ΓH+v,Skv respectively ΓH
+
Λv,S
θv which we defined as V = mH(Θ)
−1.
Combining the adjustment claim in Lemma 5.4 and the existence of generic
points in Proposition 8.4 gives rise to nearby generic points (see also [EMMV15,
Lemma 7.7]).
Proposition 8.5 (Nearby generic points). There exists ℓ0 > 0 and d2 > 0
such that for any m > 0 with 2mGS (Ω[m])
−1 < V there exist z1, z2 ∈ Xcpt and
g ∈ Ω[m] satisfying
• z2 = z1g,
• z1, z2 are both ℓ0-generic for µ w.r.t. Sd2 ,
• gp = exp r where r ∈ r satisfies ‖r‖p = ‖rlw‖p > 0.
Proof. Let E ⊂ Y be the set of (ℓ0,F)-generic points from Proposition 8.4 (ap-
plied with s = h) so that µ(Ec)≪ p−ℓ0 . Hence we may choose ℓ0 such that µ(E)
exceeds measure 0.99 (independent of p). Then the µ-measure of the set
E′ =
{
x ∈ Xcpt : mHp
({
hp ∈ K[1] ∩Hp : xhp ∈ E
})
> 34mHp(K[1])
}
exceeds 34 by applying Chebychev’s inequality and Fubini’s theorem to the func-
tion 1Xcpt\E(xhp) in (x, hp) ∈ X ×K[1] ∩Hp.
We are now in the position to use the pigeon hole principle in Lemma 5.5 to
E′ and Ω[m] and deduce that there are y1, y2 ∈ E such that y2 = y1g0 where
g0 ∈ Ω[m] and g0 6∈ H. By definition of E′, there are sets Ai ⊂ K[1] for yi such
that yiAi ⊂ E and are of relative measure > 34 . By the adjustment statement in
Lemma 5.4 we deduce that there are xi = yiαi ∈ E where αi ∈ Ai is such that the
new displacement g′ = α−11 g0α2 between x1 and x2 satisfies g
′
p ∈ exp r[m]. Since
α1, α2 ∈ Hp but g0 6∈ H, we also have g′ 6∈ H and can exclude the possibility
that g′p = e by Lemma 5.7. We now use the additional property for genericity
concerning F . By definition of F in Lemma 7.4 and the set E there exists some
n ∈ F such that zi = xin are ℓ0-generic and have a displacement g = n−1g′n
satisfying ‖r‖p = ‖rlw‖p where gp = exp r. 
In the following we will always work with the ℓ0 as in Proposition 8.5.
8.3. Additional Invariance. The next lemma shows the existence of an ad-
missible polynomial in the sense of [EMMV15, Section 6.8]. Here we have the
additional assumption that the projection to the lowest weight space is large,
which ensures optimal behaviour with respect to the ‘time lapse’ appearing in
the next lemma.
Lemma 8.6. Let r ∈ r[0] and assume that ‖r‖p = ‖rlw‖p. Then there exists a
constant κ18 > 0, some T ∈ Qp with ‖r‖−1/drp ≥ |T |p ≥ p−1‖r‖−1/drp , and an rhw-
valued monomial q of homogeneous degree dr ≤ 4 satisfying maxt∈Zp ‖q(t)‖p ∈
[p−dr , 1] and
Adut(r) = q(t/T ) +O(‖r‖1/drp ) for all t ∈ TZp.
Proof. Write P (t) = Adut(r) then P (t) =
∑ tℓ
ℓ! ad
ℓ
v r where v ∈ g[0] \ g[1] is
chosen such that exp tv = ut. The coefficient for the highest degree term of P is
cdr =
1
dr!
addrv (r) =
1
dr!
addrv (r
lw).
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Since dr ≤ 4 and we may assume p ≥ 5, |dr!|p = 1 and
‖cdr‖p = ‖ addrv (rlw)‖p = ‖rlw‖p = ‖r‖p.
We note that P (0) = r and that for t with |t|p > 1 we have ‖P (t)‖p = ‖cdrtdr‖p =
‖r‖p|t|drp . Moreover, ‖P (t) − cdrtdr‖p = O(‖rtdr−1‖p).
We define T by taking j with 0 ≤ j < dr such that T =
(
pj
‖cdr‖p
)1/dr
exists in
Qp. For t ∈ Zp this gives that
P (tT ) = pjtdrwhw +O
(
‖r‖1/drp
)
where whw is a vector in rhw of norm one and we set q(t) = pjtdrwhw. 
The following step may be viewed as an effective version of the shearing prop-
erties appearing in Ratner’s measure classification theorem (see [Rat98, MT94]).
Proposition 8.7. There exist absolute constants κ19, κ20 > 0 with the following
property. Let d2 > 0 and assume that x1, x2 = x1g ∈ Y with g ∈ Ω[1] are
[ℓ0, ℓ1]-generic for µ w.r.t. the Sobolev norm Sd2 , that gp = exp r with r ∈ r[0]
and ‖rlw‖p = ‖r‖p and ℓ1 ≥ 1drM logp(‖r‖−1p ). Then there exists w ∈ rhw of norm
‖w‖p = 1 under which µ is ≪ pκ19‖r‖κ20p -almost invariant, i.e.
|µ(f)− exp (tw)∗µ(f)| ≪ pκ19‖r‖κ20p Sd2(f)
for all t ∈ Zp and f ∈ C∞c (Y).
Proof. We divide the proof into several steps following [EMMV15, Section 6.9
and 7.8].
Step 1, Applying Lemma 8.6. If g = g∞ exp r then we may write x2ut =
x1utg∞ expAdut(r). If t0 = ap−Mℓ is a midpoint of Bℓ(a) (introduced in Defini-
tion 8.3) then for any t ∈ Bℓ(a) we have∣∣∣tdr − tdr0 ∣∣∣
p
=
∣∣∣(tdr − tdr0 + tdr0 )− tdr0 ∣∣∣
p
≪ |t− t0|p|t0|dr−1p ≤ |t0|dr−1/Mp .
Let now T and q be as in Lemma 8.6 applied to r. Thus for any t0 with |t0|p ≤
|T |p we obtain
Adut(r) = q(t/T ) +O(‖r‖1/drp ) = q(t0/T ) +O(|T |−1/Mp + ‖r‖1/drp )
= q(t0/T ) +O(p‖r‖1/Mdrp )
since |T |p ≥ p−1‖r‖−1/drp . This gives expAdut(r) = exp q(t0/T )g˜ with g˜ ∈
K[c− logp(p‖r‖1/Mdrp )] for some constant c > 0 coming from the O-notation. We
will see below that we can set κ20 = (2Mdr)
−1 and note that if ‖r‖κ20p ≥ c′ for
some absolute constant c′, then the conclusion of the proposition holds trivially
by the Sobolev embedding claim in Proposition 3.4(S1) and adjusting the implicit
constant in the conclusion. Hence we may assume that ‖r‖p is sufficiently small
such that g˜ ∈ K[1], and so we can apply the Lipschitz property of Proposition 3.4
(S4) to see that
(15) f(x2ut) = f(x1utg∞ exp q(t0/T )) +O(p‖r‖1/Mdrp Sd2(f)).
We distinguish between the two cases |t0|p ≥ |T |1/2p and |t0|p ≤ |T |1/2p . If
t0 is small in the sense that |t0|p ≤ |T |1/2p then also ‖q(t0/T )‖p ≤ |T |−dr/2p ≤
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‖r‖1/2p , which by the third property of Lemma 8.2 implies that µ is ‖r‖1/2p -almost
invariant under exp q(t0/T ).
In the former (and more interesting) case, we have
pMℓ = |t0|p ≥ |T |1/2p ≥ p−1‖r‖−1/2drp .
As before, we may assume that ‖r‖p ≤ p−2drM(ℓ0+1), for otherwise we may in-
crease κ19 to ensure that p
κ19‖r‖κ20p ≥ 1 and apply the Sobolev embedding
again. Therefore, we are reduced to the case ℓ ≥ ℓ0. Recall now that Da,ℓ(f)(x)
from Definition 8.3 is the discrepancy between
´
f dµ and the normalized in-
tegral over xu(Bℓ(a)) and by assumption on [ℓ0, ℓ1]-genericity, |Da,ℓ(f)(xi)| ≤
p−ℓSd2(f) for i = 1, 2 and ℓ0 ≤ ℓ ≤ ℓ1. Using this for both points together with
(15) we obtain
µ(f) = µ(f g∞ exp q(t0/T )) +O(p‖r‖1/2Mdrp Sd2(f) + p‖r‖1/Mdrp Sd2(f)).
as long as |t0|p ≤ pMℓ1 and thus for all |t0|p ≤ |T |p if pMℓ1 ≥ ‖r‖−1/drp ≥ |T |p.
Step 2, Removing the real displacement for |t0|p ≥ |T |1/2p .
The above shows that µ is≪ ε = p‖r‖κ20p -almost invariant for κ20 = (2Mdr)−1
under the element g∞ exp(q(t0/T )) whenever |t0|p ≥ |T |1/2p . Applying this also
to 2t0 we obtain that µ is ≪ ε-almost invariant under g∞ exp(q(2t0/T )) =
g∞ exp(2drq(t0/T )). Applying Proposition 3.4(S3) and Lemma 8.2 we can take
the quotient and obtain that µ is≪ ε-almost invariant under exp((2dr−1)q(t0/T )).
In the trivial first case |t0|p ≤ |T |1/2p we can repeat the argument for (2dr −
1)q(t0/T ) instead of q(t0/T ). As we only will need the almost invariance and
not how we came to the polynomial we will simply write again q for the polyno-
mial (2dr − 1)q.
Step 3, Rescaling q.
The coefficient of the monomial q from Lemma 8.6 might have p-adic norm
that is only as large as p−dr . However, since q is rhw-valued, we may conjugate
by the diagonal element a of the principal SL2(Qp) satisfying ‖a‖p = p to obtain
elements of norm bigger than 1. Let m ≤ 1 be such that Adma q(1) 6∈ r[1] and
let n ∈ {0, . . . , dr} such that pn = ‖Adma q(1)‖p, or equivalently pnAdma q(1) ∈
r[0] \ r[1]. Apply the first point of Lemma 8.2 to h = a and g0 = exp q(t)
to see ≪ p4drd2ε-almost invariance under expAdma q(t) and the second point
(applied pn-times to g0 = g1 = expAd
m
a q(t)) to obtain ≪ pnp4d2p4drd2ε-almost
invariance under (expAdma q(t))
pn = exp pnAdma q(t) for all t ∈ Zp. We may
replace therefore q with pnAdma q(t) which is a scalar multiple of q.
Step 4, From q to linear displacement.
Write q(t) = tdrq(1) and using the Hilbert-Waring theorem ([Hil09]) that says
that any integer can be written as sum of dr-powers with at most g(dr) < ∞
terms, we see that
Zq(1) ⊂

g(dr)∑
i=1
q(ti) : ti ∈ Zp for i = 1, . . . , dr

has dense image in Zpq(1). By the second property of Lemma 8.2 we get ≪
g(dr)p
np4d2p4drd2ε-almost-invariance under expZq(1). Using density and the last
property of Lemma 8.2 we may fill the gaps to deduce ≪ pnp4d2p4drd2ε-almost
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invariance under µ. Collecting the p terms we deduce the promised pκ19‖r‖κ20p -
almost invariance of µ under w = q(1). 
With that we are now ready to finish the proof of the equidistribution on the
single factors (i.e. the first statement of Theorem 3.1) in Section 3.
Proof of Proposition 3.9. We want to maximize m in Proposition 8.5, which is
supposed to satisfy 2mGi,S (Ω[m])
−1 < V . Recall from Section 5.1 that Ω[0] =
ΩS = Ω∞ ×K[0] was chosen to be injective for the orbit map for all points in
Xcpt, and we remarked that for Ω∞, a ball of radius ≫ p−κ13 suffices which
implies that mGi,S(Ω[0]) ≫ p−κ13 dim(Gi). In view of Section 6, we also have
Dκ15 ≪ V (resp. Dκ17 ≪ V for i = 2). Combining these two, we want the
following inequality to hold:
mGi,S (Ω[m])
−1 = pmdimGimGi,S (Ω[0])
−1 ≤ c0p(m+κ13) dim(Gi)
!≤ c1Dκ15 ≤ V
resp. with κ15 replaced by κ17. But we can find κ > 0 such any m for which
pm ≤ Dκ will satisfy the above (assuming, as we may, that D is suffiently big).
We apply Proposition 8.5 for the maximalm such that pm ≤ Dκ from which we
get a tuple of generic points with p-adic displacement r. Applying Proposition 8.7
produces z ∈ rhwi [0] for which µ is≪ pκ19+1D−κ20κ-almost invariant, and we use
the bound on p one more time to deduce that µ is ≪ D−κ11-almost invariant.
By Lemma 7.5, we can conjugate z by elements of Hv,p∩K[0] (resp. HΛv,p∩K[0])
to form a Zp-basis {zj} of ri[0]. Note that by the first bullet point of Lemma 8.2,
µ is D−κ11-almost invariant under each zj . As µ is already invariant under Hv,p
(resp. HΛv,p), the second bullet point of Lemma 8.2 combined with the implicit
function theorem in Lemma 7.6(1) we conclude that µ is D−κ11-almost invariant
under Gi(Qp)
+ ∩K[1] w.r.t. Sd2 . 
9. Proof of Joint Equidistribution
9.1. Almost Invariance for Joint equidistribution. The aim of this sub-
section is to prove almost invariance of ΓL+v,S(kv, e, θv , e) ⊂ Y+joint under G+p .
To achieve this, we use equidistribution of (π1)∗µv,S and (π2)∗µv,S to produce
closeby generic points that differ “significantly” along the invariant complement
h1⊕ r1⊕ r2 which arguing as before leads to almost invariance under a Lie alge-
bra f < g1 ⊕ g2. We then iterate the argument relying on the almost invariance
under f in order to create a new direction under which we are almost invariant.
For this we have to work with the more general notion of generic points (using
a lower bound ℓ0 as before but also an upper bounds ℓ1 as in Definition 8.3),
which allows us to work with points outside the orbit (see Proposition 8.4). This
is the reason why we have to produce a “significant” displacement as we are not
any longer allowed to use the shearing argument arbitrarily far from the original
points. Eventually we obtain almost invariance under the full Lie algebra g1⊕g2.
This will allow us to repeat the convolution step from Section 3.8.
To allow for the above mentioned iteration of the argument we suppose that
the measure µv,S is≪ pκ21D−κ22 almost invariant under a Lie algebra f < g1⊕g2
for some κ21 > 0, κ22 > 0 and some choice of Sobolev norm Sd′ . We may
assume that f contains the p-adic Lie algebra ∆h of the acting group Lv,p and
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let f′ < g1⊕ g2 be an undistorted complement such that g1⊕ g2 = f⊕ f′. We will
start the iteration with the complement
V = h1 ⊕ r1 ⊕ r2
to the Lie algebra ∆h and will see in the inductive step that whenever we can
increase f the new algebra still has an undistorted complement.
Proposition 9.1. Suppose f 6= g1 ⊕ g2. There exists κ23 > 0, κ24 > 0 (which
depend on κ21, κ22) and w ∈ (f′)hw of norm ‖w‖p = 1 under which µv,S is
≪ pκ23D−κ24-almost invariant, i.e.
|µv,S(f)− exp (tw)∗µv,S(f)| ≪ pκ23D−κ24Sd2(f)
for all t ∈ Zp and f ∈ C∞c (Y+joint) and some fixed d2 = d2(d′) > d′.
Proof. Recall that r2 is irreducible w.r.t. the adjoint action of h and that g
contains only one subspace isomorphic to r2. Hence we have r2 < f
′ or r2 < f.
We first assume that f′ = f′1 ⊕ r2 for some f′1 < g1. Below we will choose a
small δ > 0 (only depending on the parameters in the assumed almost invariance,
the effective equidistribution on Y2, and derived parameters). Using this number
δ, the volume V of ΓL+v,S(kv , e, θv , e) ⊂ Y+joint and the sets Ω[·] as in Section 5.4,
we define the maximal integer m such that
mG+joint,S
(Ω[m]) ≥ V − dim(Gjoint)δ.
We note that mG+jointS
(Ω[m]) ≍ p−mdimGjoint . By maximality of m this gives
(16) mG+joint,S
(Ω[m])≪ pdimGjointV −dim(Gjoint)δ and p−1V δ ≪ pm ≪ V δ.
We start by showing that there exists ℓ0 > 0, z1, z2 = z1g ∈ Xcpt, g ∈ Ω[m]
such that
• z1, z2 are both [ℓ0, β(logp(D)κ21 − κ22)]-generic for µv,S with respect to
Sd2 , where β is chosen as in Proposition 8.4.
• gp = exp r where r = (r1, r2) ∈ f′1 ⊕ r2 satisfies ‖rlw2 ‖p > p−10m.
• we further have Dβκ21p−βκ22 ≥ p10m/6 dim f (which will allow us to com-
bine the first two bullets).
We closely follow Proposition 8.5 to deduce the existence of closeby generic
points.
We first note that the third bullet is always satisfied (for D sufficiently large)
as long as δ is chosen small enough (which will force m to be small) as the other
parameters are fixed throughout, and using Proposition 6.4 to relate volume and
discriminant, Dκ15 ≪ V ≪ Dκ16 .
The reader is invited to go over Proposition 8.5 once more to recall that
we defined E, the set of (ℓ0,F)-generic points where ℓ0 is chosen such that
µv,S(E) > 0.99 and a set E
′ for which also most translates along Hp ∩K[1] are
in E. Here we use the subgroup F [1] = exp(f[1]) to define the set E consisting
of all (x, f) ∈ Xcpt × F [1] such that xf is (ℓ0, β(logp(D)κ21 − κ22),F)-generic
w.r.t. the Sobolev norm Sd2 . Next we define the set
E′ =
{
x ∈ Xcpt : mF [1]
({
f ∈ F [1] : (x, f) ∈ E}) > 34mF [1](F [1])}.
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We note that the Fubini argument concerning the set E′ and the adjustment
claim in Lemma 5.4 work equally well after replacingK[1]∩Hp with the subgroup
F [1]. Therefore, µv,S(E
′) > 34 and by choice ofm (assuming δ <
1
dimGjoint
) we are
able to apply the pigeonhole principle Lemma 5.5 as before. More specifically,
recall from the proof of Lemma 5.5, that we cover Xcpt with I ≤ mG+joint,S (N )
−1
many translates Pi = ziN2 for i = 1 . . . I to find y1 and y2 in a common set
Pi ∩ E′ satisfying y2 ∈ y1(Ω[m])4.
By Lemma 5.4 for y1, y2 ∈ E′ with y2 ∈ y1(Ω[m])4 there exists α1, α2 ∈ F [1]
such that the translates x1 = y1α1 and x2 = y2α2 have their displacement of the
form
(17) (g∞, (exp r1, exp r2)) ∈ (Ω∞)4 × exp(f′1[m]⊕ r2[m]).
If we find a pair of points such that the displacement satisfies
‖r2‖p > p−10m,
then we argue just as in the proof of Proposition 8.5 using the set F ⊂ Lv,p to
find new points for which the new replacement satisfies
‖rlw2 ‖p > p−10m,
which gives the claim from the beginning of the proof.
In the following we will assume indirectly that the displacement in (17) of
the points x1, x2 never satisfies the desired inequality, i.e. that we have ‖r2‖p ≤
p−10m or equivalently
x2 ∈ x1
(
(Ω∞)4 × exp(f′1[m]⊕ r2[10m])
)
,
which we will use to derive a contradiction. We now describe what this means
for the original points y1 and y2. For this recall first that Adα2 is an isometry
on g1 ⊕ g2 and that
α2, α1α
−1
2 ∈ F [1] ⊂ Hp[1] × gvHpg−1v [1].
Together with the indirect assumption this gives
y2 = y1α1(g∞, (exp r1, exp r2))α−12
= y1(g∞, α1α−12 (expAdα2 r1, expAdα2 r2)) ∈ y1Ω˜[m],(18)
where we use the shorthand
Ω˜[m] = (Ω∞)4 × exp(g1[1]⊕ h2[1]⊕ r2[10m]).
Also note that K˜[m] = exp(g1[1] ⊕ h2[1] ⊕ r2[10m]) is actually a subgroup
of G+joint,p. Hence our indirect assumption gives that for every Pi either Pi ∩ E′
is empty or there exists some y1,i with
Pi ∩ E′ ⊂ Qi = y1,iΩ˜[m].
For each such Qi we choose a smooth “upper bound” fi ∈ C∞c (Y2) of the
characteristic function 1π2(Qi) in the following way. In fact let us shrink Ω
slightly so that we may assume that g ∈ Ω8 7→ xg is injective for all x ∈ Xcpt,
which allows us to construct one function on G2 that will be used to define fi
for all i. We fix some f∞ ∈ C∞c (G2,∞) with 1(Ω2,∞)4 ≤ f∞ ≤ 1(Ω2,∞)8 such
that the derivatives Df∞ are bounded by ≪ p⋆ for all monomials D of order
≤ d2 as in the definition of the Sobolev norm. We also set fp = 1K˜[m] so that
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f((g∞, gp)) = f∞(g∞)fp(gp) satisfies f ≥ 1Ω˜[m]. If we now set fi(π2(y1,i)g) =
f(g) for all g ∈ G2 ∩Ω8 and define fi to be zero outside of π2(y1,i)(G2 ∩Ω8) we
have
SG2d2 (fi)≪ p⋆p10d2m.
By construction we also have
mY2(π2(Qi)) ≤
ˆ
fi dmY2 ≪ mG2,S (Ω˜[m] ∩G2)≪ p−10m dim(r2).
By Theorem 3.1 on the second factor (proven in Section 3–8) we obtain from
this
µv,S(Pi ∩ E′) ≤ π2∗µv,S(π2(Qi))
≪ mY2(π2(Qi)) + SG2d2 (fi)D−κ4
≪ p⋆V −10 dim(r2)δ + p⋆V 10d2δD−κ4 ,
where we also used (16). By Proposition 6.4 we also have Dκ15 ≪ V ≪ Dκ16
so that D−κ4 ≪ V −κ4/κ16 . Choosing δ very small makes the sets Qi “almost
macroscopic” in the sense that the error term in the above estimate becomes less
than the first term. For that reason we may and will drop the error term in the
further discussion.
This implies, with I ≪ V dim(Gjoint)δ, that
3/4 < µv,S(E
′) =
∑
i≤I
µv,S
(
Pi ∩ E′
)
≪ Ip⋆V −10 dim(r2)δ ≪ p⋆V δ(dim(Gjoint)−10 dim(r2)).
We note that the exponent of V is now equal to −14δ for d = 4 resp. −65δ for
d = 5. As the implicit constants are absolute and p⋆ = Oε(D
ε) for all ε > 0 we
may now choose δ small enough to fulfil the above requirements, choose ε even
smaller, and obtain a contradiction for sufficiently large D.
Having found the [ℓ0, ℓ1]-generic points as claimed in the beginning of the
proof, we verify that ℓ1 = β(logp(D)κ21−κ22) ≥ 10m/6 dim f ≥ logp(‖r‖−1/6 dim fp )
so that we can use Proposition 8.7 to deduce pκ23D−κ24-almost invariance under
a vector w ∈ (f′)hw with ‖w‖p = 1.
In the case r2 < f we have g2 < f as r2 generates g2. As also r1 generates g1
and we have f 6= g1 ⊕ g2, the invariant complement r1 does not belong to f.
As r1 is irreducible and its isomorphism type appears only once in g1 ⊕ g2 we
see that r1 < f
′. Switching the roles of the first and the second factor makes no
difference in the above argument (except for the precise exponents in the final
estimates, which now are −16δ for d = 4 and −15δ for d = 5). 
In order to apply Proposition 9.1 iteratively, we need to show that a vector
under which µv,S is almost invariant generates a Lie algebra in an effective way
that still leaves the measure almost invariant. In particular, we need the following
notion of almost invariance under an element of a Lie algebra.
Definition 9.2. Let w ∈ g[0] and8 ℓ ≥ 0. The measure µv,S is called ε-almost
invariant of level ℓ under w if µv,S is ε-almost invariant under exp(tw) for all
8The case ℓ = 0 is only allowed if w ∈ g[1] or if w is nilpotent, as in these case exp(tw) exists
for all t ∈ Zp).
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t ∈ pℓZp. Moreover, µv,S is called ε-almost invariant under w if it is ε-almost
invariant of level 1 under w.
We start by collecting some useful facts concerning almost invariant Lie alge-
bras.
Lemma 9.3. Let w ∈ g[0] and assume that exp(tw) exists for all t ∈ Zp. If
µv,S is ε-almost invariant under exp(w) w.r.t. some Sobolev norm Sd′ , then µv,S
is
√
ε-almost invariant under exp(nw) w.r.t. Sd′ for all integers n ≤ ε−
1
2 . In
particular, µv,S is ≪ p
√
ε-almost invariant of level 0 under w in the sense of
Definition 9.2.
Proof. Using the almost invariance under exp(w), we get that for any f ∈ Cc(Y),
|µv,S(exp(nw)f)− µv,S(exp((n− 1)w)f)|
= |µv,S(exp(w) exp((n − 1)w)f)− µv,S(exp((n − 1)w)f)|
≤ εSd′(exp((n − 1)w)f).
Moreover, by property (S3) of the Sobolev norm in Proposition 3.4 we have
that the latter Sobolev norm equals Sd′(f). Therefore, we may use the triangle
inequality n-times and obtain
|µv,S(exp(nw)f)− µv,S(f)| ≤ nεSd′(f)
as desired. Since {0, 1, . . . , ⌊ε− 12 ⌋} is pε 12 dense in Zp the proposition follows
from the last two properties in Lemma 8.2. 
Lemma 9.4 (Removing small portions). Let w1, w2 ∈ g[0] and assume that µv,S
is ε-almost invariant (of level 1) under w1 + p
ℓw2, where p
ℓ ≥ ε−κ for some
κ ∈ (0, 1]. Then, µv,S is ≪ εκ-almost invariant under w1.
Proof. By Lemma 8.2 the measure µ is also ≪ εκ-almost invariant under any
element of g[ℓ]. Now note that the Campbell-Baker-Hausdorff formula shows for
every t ∈ pZp that
exp(tw1) exp(−(tw1 + pℓw2)) = exp(w′)
for some w′ ∈ g[ℓ], and apply Lemma 8.2 to obtain that µ is ≪ εκ-almost
invariant under exp(w′) exp(t(w1 + pℓw2)) = exp(tw1). 
Lemma 9.5 (Weight Splitting). Suppse that µv,S is ε-almost invariant under
w ∈ g and let w = ∑Jj=1wj so that w1, . . . , wJ are weight vectors of different
weights with respect to some sl2 contained in the Lie algebra h of the acting
group. Assume furthermore that [wj1 , wj2 ] = 0 for all j1, j2 = 1, . . . , J . Then
there exists an absolute constant q such that µv,S is ≪ p⋆ε-almost invariant of
level q under wj for j = 1, . . . , J . If the weight of wj is zero, we also have almost
invariance of level 0. Moreover, there exists some κ > 0 such that if the weight
of wj is nonzero and ‖wj‖ ≤ p−r for some r ≥ 0, then µv,S is ≪ pκrp⋆ε-almost
invariant of level 0 under p−rwj.
Proof. Using conjugation by the element a of the acting subgroup corresponding
to the diagonal matrix with eigenvalues p, p−1 and the first part of Lemma 8.2 we
see that µv,S is ≪ p⋆ε-almost invariant under exp(t
∑
j p
kmjwj) for all t ∈ pZp
and k = 0, . . . , J − 1. Here mj are the weights of wj . Let
L = −min{0,mj : j = 1, . . . , J} ≥ 0.
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Using the second part of Lemma 8.2 we now see that µv,S is ≪ p⋆ε-almost
invariant under
exp
(
t0
∑
j
wj
)
exp
(
t1p
L
∑
j
pmjwj
) · · · exp(tJ−1p(J−1)L∑
j
p(J−1)mjwj
)
=
exp
( J∑
j=1
J−1∑
k=0
(tkp
(L+mj)k)wj
)
for all t1, . . . , tJ ∈ pZp. By assumption the weights mj are different which
makes the Vandermonde matrix implicitly appearing in the above exponential
invertible. Hence the sum
∑J
j=1
∑J−1
k=0(tkp
(L+mj)k)wj can be made to agree
with any linear combination of the vectors w1, . . . , wJ if we were to use coef-
ficients t1, . . . , tJ ∈ Qp. In particular this applies to any multiple of wj0 for
some fixed index j0 ∈ {1, . . . , J}. The restriction to coefficients t1, . . . , tJ ∈ pZp
amounts to the restriction that all vectors in pqZpwj0 can be obtained, where q
only depends on the Vandermonde determinant.
Suppose now w1 has nonzero weight, then we can apply the first part of
Lemma 8.2 with g0 = exp(tw1) for t ∈ pqZp and h = ar for some r ∈ Z. This
gives us that µv,S is ≪ p⋆‖a‖4d′rε-almost invariant under exp(tprmw1). I.e. we
can use this to lower the level to 0 (if rm < 0) and divide w1 by p
r at the
cost of increasing the error term in the almost invariance by a fixed power of p
resp. of pr. 
9.2. The case d = 4. We are going to prove that the almost invariance of µv,S
under a highest weight vector w implies that µv,S is also almost invariant under a
Lie algebra containing w. This then allows us to iteratively apply Proposition 9.1
until µv,S is finally almost invariant under all of g1⊕g2. In what follows, ε⋆ always
denotes a positive power of ε, where the exponent only depends on the dimension
and on the Sobolev norm. We will keep writing ε⋆ even though the exponent will
change in the course of the proof. As discussed in Section 7, we have g1 ∼= sl2×sl2
over Qp. By Proposition 9.1, there exists a vector w = (w1, w2, 0, w4) ∈ V ⊆
sl2× sl2×{0}× r2 of highest weight and with ‖w‖ = 1, under which µv,S is≪ ε-
almost invariant, where ε = pκ25D−κ26 for some positive constants κ25, κ26 > 0.
If w4 satisfies ‖w4‖ ≥ ε1/(2κ), we may apply Lemma 9.5 to get ≪ p⋆ε1/2-almost
invariance under the element p−rw4 of norm one. Using both parts of Lemma 7.5
and Lemma 7.6 it follows that µv,S is ≪ p⋆ε⋆-almost invariant under g2. We
then choose fnew = f⊕ g2 and if necessary apply Proposition 9.1 again with fnew
and f′new = f′ ∩ (r1 ⊕ {0}).
We now assume that w4 is of size less than ≪ ε1/(2κ). Using Lemma 9.4, this
implies that µv,S is also ≪ ε⋆-almost invariant under the vector w1X1+w2X2 ∈
h1 × r1. Also recall that the principal sl2 was defined in Section 7 such that
X1 +X2 ∈ h1. Consider the element (which will bring [Y,w] into the argument)
w′ = log
(
exp
(
pℓY
)
exp
(
pℓw
)
exp
(
−pℓY
)
exp
(
−pℓw
))
,
where the integer ℓ ≥ 1 will be chosen later. Since∥∥∥exp(pℓY )∥∥∥
p
=
∥∥∥exp(pℓw)∥∥∥
p
= 1,
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we get by Lemma 8.2 that µv,S is ≪ ε⋆-almost invariant under w′. Notice
however that by the Campbell-Baker-Hausdorff formula (applied twice), we also
have
w′ ∈ log
(
exp
(
pℓY + pℓw + 12p
2ℓ [Y,w] + g[3ℓ]
)
exp
(
−pℓY − pℓw + 12p2ℓ [Y,w] + g[3ℓ]
))
⊆ p2ℓ [Y,w] + g[3ℓ].
Therefore, there exists an element v′ ∈ g[3ℓ] so that µv,S is≪ ε⋆-almost invariant
under exp(w′) with w′ = p2ℓ [Y,w] + v′.
Now, consider the element
w′′ = log
(
exp
(
p2ℓw
)
exp
(
w′
)
exp
(
−p2ℓw
)
exp
(−w′)) .
Applying Lemma 8.2 as before, µv,S is ≪ ε⋆-almost invariant under exp(w′′).
Notice however that by the Campbell-Baker-Hausdorff formula,
w′′ = p4ℓ [w, [Y,w]] + v′′
for some v′′ ∈ g[5ℓ]. Consider the element a in the principal SL2 corresponding to
the diagonal matrix with eigenvalues p, p−1, which has norm ‖a‖p = p4 (since 4
is the largest weight appearing in g = g1 × g2). Lemma 8.2 implies that µv,S is
≪ p16d′ℓε⋆-almost invariant under the conjugated element
a−2ℓ exp(w′′)a2ℓ = exp([w [Y,w]] + v′′′) = exp(−2(w21X1 + w22X2) + v′′′)
for some v′′′ ∈ g[ℓ]. If we now choose ℓ ≥ 1 maximal so that
p16d
′ℓε⋆ ≤ p−ℓ,
Lemma 9.4 and Lemma 9.3 imply that µv,S is ≪ p⋆ε⋆-almost invariant under
[w, [X,w]] = −2(w21X1+w22X2). In particular, there exists an absolute constant
κ27 > 0, so that µv,S is p
⋆εκ27 -almost invariant under w1X1 + w2X2 and under
w21X1 + w
2
2X2.
We now consider the matrix A =
(
w1 w21
w2 w22
)
and its determinant
T = w1w2(w2 − w1).
We distinguish the following four cases, using κ > 0 as in Lemma 9.5:
Case 1: |w1| ≤ εκ27/6κ. This means that |w2| = 1 and Lemma 9.4 applied to
the vector w1X1 + w2X2 implies that µv,S is p
⋆εκ27/6κ-almost invariant under
X2. We now apply conjugation by exp(Y ), where Y is the opposite nilpotent
element in the principal sl2. This shows that µv,S is also ≪ p⋆εκ27/6κ-almost
invariant under Adexp(Y )X2 and Ad
2
exp(Y )X2. However, these three give a basis
of {0} × sl2 and we may apply Lemma 7.6 to see that µv,S is almost invariant
under {0} × sl2. We define fnew = f ⊕ (0 × sl2) and f′new = f′ ∩ (sl2 × {0} ⊕ r2)
and go back to Proposition 9.1 if necessary.
Case 2: |w2| ≤ εκ27/6κ. As in the previous case, we see that µv,S is ≪ p⋆ε⋆-
almost invariant under the Lie algebra sl2 × 0 and we set fnew = f⊕ (sl2 × 0) in
Proposition 9.1.
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Case 3: |w2−w1| ≤ εκ27/6κ. This means that there exists w′ ∈ g with ‖w‖ ≤
εκ27/6κ so that µv,S is ε
κ27/6κ-almost invariant under w1(X1 +X2) +w
′. More-
over, ‖w1‖ = 1 since ‖w‖ = 1. Lemma 9.4 then implies that µv,S is p⋆εκ27/6κ-
almost invariant under (X1+X2) and thus, arguing as in the first case, it is also
ε⋆-almost invariant under the Lie algebra h1. We may therefore set fnew = f⊕h1,
f′new = f′∩((sl2×{0})⊕r2), and apply Proposition 9.1 again with fnew if necessary.
Case 4: |T | > εκ27/2κ. Since X1 and X2 commute, we see that µv,S is p⋆εκ27-
almost invariant under
exp
(
t1(w1X1 + w2X2) + t2(w
2
1X1 + w
2
2X2)
)
= exp
(
(t1w1 + t2w
2
1)X1 + (t1w2 + t2w
2
2)X2)
for all t1, t2 ∈ pZp. As T is the determinant of A we see that using t1, t2 ∈ pZp
we obtain almost invariance under all elements in pTZpX1 + pTZpX2 – which
amounts to a level restriction depending on T . Using the last claim in Lemma 9.5
we can lift that restriction at the cost of increasing the error term. We have set
up the cases in a way so that this now gives that µv,S is ≪ p⋆εκ27/2-almost
invariant of level 0 under all vectors in ZpX1+ZpX2. Arguing as in the previous
cases, we see that µv,S is ε
⋆-almost invariant under all of sl2 × sl2 = g1 and we
set fnew = f⊕ g1.
As before, we go back to Proposition 9.1 if necessary, i.e. if fnew 6= g1 × g2.
9.3. The case d = 5, split. As in the case for d = 4, we may assume that µv,S
is ε-almost invariant under a highest weight vector w = (w1, w2, 0, 0) ∈ V =
h1 × r1 × 0 × r2 with ‖w‖p = 1. Indeed, if w had a significant component in
the highest weight direction of w4, we can apply Lemma 9.5 to get ε
⋆-almost
invariance under g2 as argued before.
Recall from Section 7 that h1 = V
(2)⊕V (2) and write w1 = (w1,1, w1,2) for the
corresponding decomposition. In this notation w = ((w1,1, w1,2), w2, 0, 0). As we
are in the split case, we may also consider one of the direct factor sl2 of the Lie
algebra of the acting group. Using this sl2 instead of the principal sl2 we see that
the three remaining components of w all have different weights. Hence we can
apply Lemma 9.5 again to see that µv,S is almost invariant under all w1,1, w2,2, w2
seperately and of level 0. One of the three vectors has norm 1. If ‖w1,1‖ = 1
or ‖w1,2‖ = 1, then we obtain that µv,S is almost invariant under one of the
direct factors of h1 and define fnew accordingly.
So suppose w2 has norm 1. In the notation of Section 7 this means that w2
is a Z×p -multiple of (1, 0, 0, 0) ∈ r1. Using the nilpotent element Y1 of the acting
group and the first relation in (10) we see as before that µv,S is also almost
invariant under
AdexpY1(1, 0, 0, 0) = exp(adY1)(1, 0, 0, 0) = (1, 0, 0, 0) + (0, 1, 0, 0).
However, these are of different weights for the sl2-factor of the acting group
that corresponds to Y1, which shows by Lemma 9.5 that we also have almost
invariance of level 0 under (0, 1, 0, 0). Using the third relation in (10) in the
same way, we obtain almost invariance under (0, 0, 1, 0) and (0, 0, 0, 1). We can
now use the first part of (11) to see almost invariance under
Adexp(1,0,0,0)(0, 0, 1, 0) = exp(ad(1,0,0,0))(0, 0, 1, 0) = (0, 0, 1, 0) + λX1
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Once more the two vectors on the right have different weights for the sl2-factor of
the acting group corresponding to X1 and we obtain almost invariance underX1.
Using the second part of (11) we also obtain almost invariance under X2. Ap-
plying AdY to these two twice we obtain a basis of g1 and can apply Lemma 7.6
to obtain that µv,S is ≪ p⋆ǫ⋆-almost invariant under g1. We define fnew = f+ g1
and apply Proposition 9.1 if necessary.
9.4. The case d = 5, quasi-split. As in the previous cases, we may assume
that µv,S is ε-almost invariant under a highest weight vector w = (w1, w2, 0, 0) ∈
V = h1 × r1 × 0× r2 with ‖w‖p = 1.
Applying conjugation by the element exp(pM) of the acting group we have
also almost invariance under
Adexp(pM)(w1, w2, 0, 0) = exp(adpM )(w1, 0, 0, 0) + (0, w2, 0, 0).
Using that this vector together with the original vector (w1, w2, 0, 0) span an
abelian Lie algebra, we can take the difference and obtain almost invariance
under the vector
p adM (w1, 0, 0, 0) + p
2 1
2
ad2M (w1, 0, 0, 0) + · · ·
which belongs to the linear span of X and X2 and has norm equal to ‖pw1‖.
If ‖w1‖ ≥ εκ27/2κ we use the last claim in Lemma 9.5 to obtain ≪ p⋆εκ27/2-
almost invariance of level 0 under some element of norm 1 in the linear hull of
X and X2. We can use this, the element M as above, and also the element Y
to generate h1 effectively, define fnew = f+ h1, and go back to Proposition 9.1 if
necessary.
So suppose ‖w1‖ < εκ27/2κ. Applying Lemma 9.4 we obtain almost invariance
under the element (0, w2, 0, 0) of norm one, or using the abbreviation used in
Section 7 equivalently under (1, 0, 0, 0). As in the split case we can use Y and
Y2 to obtain almost invariance under r1 from this. Moreover, using (8) (instead
of (11)) as in the split case we obtain almost invariance under X. From this we
can again generate h1 and hence even g1. We define fnew = f+ g1, and go back
to Proposition 9.1 if necessary.
9.5. Summary. Iteratively applying this procedure finitely many times and ar-
guing as in the proof of Proposition 3.9, we have proved the following.
Proposition 9.6. There exist κ28 > 0 and κ29 > 0 such that µv,S is p
κ28D−κ29-
almost invariant under Gjoint(Qp) ∩K[1]
9.6. Proof of Theorem 3.1. In order to upgrade almost invariance of µv,S
under Gjoint(Qp)∩K[1] to saying that µv,S is close to the Haar measure on Y+joint,
we use the same convolution step as in Section 3.8. Note that the property (S6)
of the Sobolev norm also holds in this setting, i.e.∣∣∣Tt(f)(x)−mY+joint(f)∣∣∣≪ ht(x)d2 |t|κ10 p3d2LSd2(f),
where Tt = AvL ⋆ δu(t) ⋆ AvL is the Hecke operator on L
2
m
Y
+
joint
and AvL de-
notes convolution with the characteristic function on G+(Qp) ∩K[L]. We may
now follow the proof in Section 3.8 line by line to obtain an upper bound∣∣∣´ f dµ− ´ f dmY+joint∣∣∣≪ D−κ30Sd2(f) for some κ30 > 0 as required. 
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Appendix A. Good Subgroups
In order to apply Theorem 3.7, we have to verify that for these groups and the
ambient groups G1 and G2, their Zp-points indeed define good maximal compact
subgroups.
Lemma A.1. The groups SL2(Zp), SL2(Zp(
√
η)) and SL2(Zp) × SL2(Zp) are
good maximal subgroups in SL2(Qp), SL2(Qp(
√
η)) and SL2(Qp) × SL2(Qp) re-
spectively.
Proof. The following will introduce the notation of [Oh02, Chapter 2.1] imme-
diately applied to the simple case SL2. We let k denote either Qp or Qp(
√
η),
O the ring of integers Zp resp. Zp(√η) and | · |p the (extended) p-adic absolute
value. Let A be the diagonal group of G = SL2(k) (a maximal k-split torus
of G), B the group of upper diagonal matrices (a minimal parabolic subgroup
of G containing A) and K = SL2(O). The upper nilpotent matrix z = [ 0 10 0 ]
gives rise to a character χ on A by Ada z = χ(a)z where χ(diag
(
λ, λ−1
)
) = λ2.
We call χ a positive root, and together with χ−1 defines the simple root system
Ψ = Ψ(SL2, A). Denote by Ψ
+ the one-point set containing χ (the set of positive
roots with respect to the choice of B).
Let X(A) denote the set of characters on A and X(A)+ the set of positive
characters with respect to the ordering above. Let k0 = {pn : n ∈ Z} and
k̂ = {p−n : n ∈ N}. Set
A0 = {a ∈ A : α(a) ∈ k0 for each α ∈ X(A)} = {diag (pn, p−n) : n ∈ Z}
and the positive Weyl chamber (with respect to B)
A+ = {a ∈ A : α(a) ∈ k̂ for each α ∈ Ψ+} = {diag (p−n, pn) : n ∈ N}.
The centralizer Z = ZG(A) of A in SL2(k) is A and we define the subsets
Z0 = {a ∈ Z : |α(a)|p = 1 for each α ∈ X(A)+} = A ∩K
and
Z+ = {a ∈ Z : |α(a)|p ≥ 1 for each α ∈ X(A)+} = {diag
(
λ, λ−1
)
: |λ|p ≥ 1}.
Let NG(A) denote the normalizer of A. The group K is a good maximal compact
subgroup of G if the following conditions hold.
(1) NG(A) ⊂ KA.
(2) G = K(Z+/Z0)K andG = K(Z/Z0)Ru(B) where Ru(B) is the maximal
unipotent radical of B (the set of upper unipotent matrices).
(3) For any subset ∆ of Ψ, let M = ZG({a ∈ A : α(a) = 1 for all α ∈ ∆})
then (M,K ∩M,A ∩M) satisfies (1) and (2) (just as (G,K,A)).
Since NG(A) is generated by ω =
[
0 −1
1 0
] ∈ K and AZ0, we have (1). The sec-
ond property asks for the Iwasawa and Cartan decomposition, which for SL2 is
easily obtained. We first note that (Z+/Z0) ∼= A+ and (Z/Z0) ∼= A+(A+)−1.
Let g =
[
a b
c d
] ∈ G be arbitrary. For the Cartan decomposition, we may per-
mute rows and columns (with some sign changes) by multiplying g with ω
from the right and from the left as necessary to ensure |a|p = ‖g‖p. Then
we may multiply by
[
1 0
−c/a 1
]
∈ K from the left to reduce g to [ a b
0 a−1
]
and
multiplying by
[
1 −b/a
0 1
]
∈ K from the right, we obtain g ∈ K diag (a, a−1)K.
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Since diag
(
a|a|p, (a|a|p)−1
) ∈ K we get g ∈ KA+K. For the second decom-
position, we may exchange rows by multiplying by ω from the left to have
−c/a ∈ O. Then multiplying again by the above lower unipotent we are reduced
to
[
a b
0 a−1
]
=
[
a|a|p 0
0 (a|a|p)−1
] [
|a|−1p
0 |a|p
] [
1 ba−1
0 1
]
and the Iwasawa decomposition
follows.
For the final condition, we have the possibilities ∆ = {χ},∆ = {χ−1} and
∆ = {}. In the first two cases we have M = G (which we already considered
above). In the last case we obtain M = ZG(A) = Z, where (1) and (2) both
reduce to Z = Z0A.
The first two properties for SL2(Zp)× SL2(Zp) from from the statement for a
single factor. In the third part more subsets ∆ are possible, but here again all
cases follow from the case SL2 that we already considered. 
Appendix B. Regular Trees
B.1. Proof of Proposition 4.1. Denote by ei the ith standard basis vector in
Qnp . We have
2aij = Q (ei + ej)−Q (ei)−Q (ej)
and since p 6= 2 also
max
i,j
|aij|p = maxi,j |Q (ei + ej)−Q (ei)−Q (ej)|p .
Notice that by the strong triangle inequality for the p-adic norm, there ex-
ists a v ∈ Znp of the form ei or ei + ej for some i, j ∈ {1, 2, . . . , n}, such that
maxi,j |aij|p = |Q(v)|p. Since v ∈ Znp is primitive, we can extend it to a Zp-
basis v1 = v, v2, v3, . . . , vn of Z
n
p . Using this, we see that Q is Zp-equivalent to a
quadratic form
Q˜ (x) =
∑
i,j
bijxixj
with |b11|p ≥ |b1j|p for all j ∈ {1, 2, . . . n}. If b11 = 0 then Q = 0 and the
conclusion of the proposition already holds, so we assume that b11 6= 0.
Hence we can write
Q˜ (x) = b11
(
x1 +
b12
b11
x2 + . . .+
b1n
b11
xn
)2
+ F (x2, . . . , xn) ,
where F is a quadratic form in n−1 variables with coefficients in Qp. Moreover,
b1j
b11
∈ Zp, since |b11|p ≥ |b1j |p. Therefore, Q is Zp-equivalent to
b11x
2
1 + F (x2, . . . , xn) .
Now the first claim follows by induction. For the second notice diag(c1, . . . , cn) =
gAgT for some g ∈ GLn(Zp) and the bi-invariance of the norm under GLn(Zp).

B.2. Cartan Decomposition of the Model Groups.
Proposition B.1. Let g ∈ H = SOη(3, 1)(Qp) with e1g = (w1, w2, w3, w4).
Then we have that
max(|w1|p , |w2|p) ≥ max(|w3|p , |w4|p).
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Moreover, if we set K = SOη(3, 1)(Zp) and
A+ =
{
diag(p−m, pm, 1, 1) : m ∈ Z≥0
}
,
then every element g ∈ H can be written as g = k1ak2 with k1, k2 ∈ K and some
uniquely determined a ∈ A+.
For the proof of Proposition B.1 it will be useful at times to work over the
finite field Fp. We denote the reduction map modulo p from Zp to Fp by η 7→ η
and extend its definition to integral matrices.
Proof of Proposition B.1. Let g ∈ H be arbitrary with e1g = (w1, w2, w3, w4)
and assume that max (|w1|p, |w2|p) < max (|w3|p, |w4|p). Then we can multiply
e1g with p
k, such that afterwards pk(w1, w2, w3, w4) is integral and both p
kw1
and pkw2 vanish after reduction modulo p. Since e1 is isotropic, we obtain that
(pkw3, pkw4) defines a non-zero isotropic vector for the anisotropic quadratic
form z2 + η¯w2 over Fp, which is a contradiction. For this recall that for η ∈ Z×p
the conditions η ∈ Z2p and η¯ ∈ F2p are equivalent by Hensel’s Lemma.
For the Cartan decomposition, we define the following unipotent elements
u3 (t) =

1
−t2/2 1 t
−t 1
1
 , v3 (t) =

1 −t2/2 t
1
−t 1
1

u4 (t) =

1
−t2η/2 1 ηt
1
−t 1
 , v4 (t) =

1 −t2η/2 ηt
1
1
−t 1
 .
A direct calculation shows that these elements belong toH for all t ∈ Qp and that
they belong to K for all t ∈ Zp. Let g ∈ H and w1, w2, w3, w4 be as above and let
e2g = (x1, x2, ∗, ∗). Multiplying g on the left and right with ω =
[ −1
1
1
1
]
∈ K
if necessary, we may assume that |w1|p ≥ max(|w2|p , |x1|p , |x2|p). Below we will
keep multiplying g on the left and the right by elements of K with the goal to
obtain an element of A+. To simplify the notation we will keep writing g also
for the matrix after multiplication.
We now multiply with v3(t) from the right to obtain
e1gv3(t) =
(
w1,− t22 w1 + w2 − tw3, tw1 +w3, w4
)
and choose t ∈ Qp such that tw1+w3 = 0. Note that |t|p ≤ 1, since |w3|p ≤ |w1|p
by the first part of the proposition. Multiplying from the right with v4(t) for
some t ∈ Zp, we may assume that e1g = (w1, w2, 0, 0). Note that the entry w2
may have changed, but since 0 = Q(e1) = Q(ge1) = 2w1w2, we now have that
w2 = 0.
We would like to use a similar argument to simplify the first column of g. To
do so, let AQ be the symmetric matrix corresponding to Q and note (by taking
the inverse of the equation below) that
(19) g ∈ SOQ if and only if gAQgT = AQ if and only if gT ∈ SOQ˜,
68 MANFRED EINSIEDLER, RENE´ RU¨HR, AND PHILIPP WIRTH
where Q˜ corresponds to the quadratic form defined by A−1Q . Therefore, multiply-
ing g with u3(t), u4(t) on the left corresponds to multiplying g
T with v3(t), v4(t)
on the right and applying the above argument, we may assume that g is of block
form
g =

w1 0 0 0
0
0 ∗
0
 .
Note that e1g = w1e1 also implies that e
⊥
1 g = e
⊥
1 . Here, e
⊥
1 denotes the
orthogonal complement of e1 with respect to the inner product defined by Q,
which is three dimensional and spanned by e1, e3 and e4. But this implies that
e3g and e4g are in e
⊥
1 as well and therefore, ge
T
2 = (0, x2, 0, 0)
T . Using gT again,
we see that also e2g = (0, x2, 0, 0), so we may assume that g is of the form
g =

w1 0 0 0
0 x2 0 0
0 0 y3 y4
0 0 z3 z4
 .
We claim that g3,4 = [
y3 y4
z3 z4 ] ∈ SOz2+ηw2(Qp) = SOz2+ηw2(Zp). For otherwise we
would multiply e3g or e4g with a positive power of p and taking the so obtained
integral vector modulo p we would again find an isotropic vector for z2 + η¯w2
over Fp. Hence we can multiply with one more element of K from the left to
obtain diag(p−m, pm, 1, 1) ∈ A+ for some integer m ≥ 0. 
We note that since SO(2, 1) < SOη(3, 1) the first statement also applies to
g ∈ SO(2, 1)(Qp) (and w4 = 0). Moreover, an analoguous statement of the
Cartan decomposition of SO(2, 1) is well known to be true and follows in the
same way.
We also state the Cartan decomposition of our model group in the split case.
Proposition B.2. Let H = SO(2, 2)(Qp), K = SO(2, 2)(Zp) and
A+ =
{
diag(p−m, pm, p−n, pn) : m ≥ n ∈ Z≥0
}
.
Then, every element g ∈ H can be written as g = k1ak2 with k1, k2 ∈ K and
some uniquely determined a ∈ A+.
Proof. For any t ∈ Qp we define the following unipotent elements in H
u3 (t) =

1
1 −t
t 1
1
 , v3 (t) =

1 −t
1
1
t 1

u4 (t) =

1
1 −t
1
t 1
 , v4 (t) =

1 −t
1
t 1
1
 .
Also fix some element g ∈ H and let e1g = (w1, w2, w3, w4). Once more we will
multiply g from the left and from the right with elements from K until we end
up with an element in A+. First, notice that ω1 =
[
0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0
]
and ω2 =
[
0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0
]
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are in K. We may therefore assume that |w1|p is maximal under the norms of all
entries of g by multiplying g with ω1 and ω2 from the left and right as necessary.
Now we may argue exactly as in the proof of Proposition B.1 using the above
unipotent elements with t ∈ Zp to reduce g to the form
g =

w1 0 0 0
0 y1 0 0
0 0 z1 z2
0 0 z3 z4
 ,
where g3,4 = [
z1 z2
z3 z4 ] ∈ O2wz(Qp). However, this shows that there are only two
possibilities for g3,4, namely
g3,4 =
[
δ−1 0
0 δ
]
or g3,4 =
[
0 δ
δ−1 0
]
for some δ ∈ Qp. Applying another element of K (from the left or from the
right) gives g = diag(p−m, pm, p−n, pn) for some m,n ∈ Z≥0. Recall that ‖w1‖ =
‖g‖ = ‖p−m‖ which also implies n ≤ m.
For the uniqueness note that ‖g‖p = ‖a‖p = pm determines m uniquely.
Similarly ‖∧2 g‖p = ‖∧2 a‖p = pm+n uniquely determines m + n and so also
n. 
B.3. Coset Calculations. We now prove the facts about counting left cosets
of K in the level sets KaℓpK that were used to determine m(Bℓ) in Section 4.3.
Lemma B.3. For any a ∈ H the number of left cosets of K in KaK equals the
number of left cosets of aKa−1 ∩K in K.
Proof. Assume the coset decomposition K =
⊔n
j=1 hj(aKa
−1 ∩K). If now g =
hik ∈ K for some i ∈ {1, . . . , n} and with k ∈ aKa−1 ∩K, then
gaK = hikaK = hia(a
−1ka)K = hiaK
so that {hiaK : i = 1, . . . , n} contains all possible K-cosets within KaK. On
the other hand, if hja = hiak for some k ∈ K, then hj = hiaka−1 which implies
i = j and the lemma. 
Lemma B.4. For SO(2, 1)(Qp) the number of left cosets of (apKa
−1
p ∩K) in K
is p+ 1 and for SOη(3, 1)(Qp), the number of left cosets of (apKa
−1
p ∩K) in K
is p2 + 1.
Proof. Once more we refrain from doing calculations for both groups as the
ternary case follows from the same ideas. Hence we set Q = 2xy + z2 + ηw2
for a non-square η ∈ Z×p . We will prove the lemma by explicitely finding p2 + 1
disjoint left cosets of (apKa
−1
p ∩K) in K and showing that their union is all of
K. Let k ∈ K with first column vector equal to (w1, w2, w3, w4)T . We define the
following unipotent elements:
ui,j =

1 0 0 0
− i2+j2η2 1 −i −jη
i 0 1 0
j 0 0 1
 ∈ K.
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Moreover, we note that the elements of (apKa
−1
p ∩K) are precisely the elements
of the shape 
∗ ∗ ∗ ∗
p2∗ ∗ p∗ p∗
p∗ ∗ ∗ ∗
p∗ ∗ ∗ ∗

where we denote an entry by p∗ (or p2∗) if it belongs to pZp (or p2Zp). We claim
that if w1 is invertible in Zp, then ui,jg is of that shape and thus in (apKa
−1
p ∩K)
for some i, j ∈ {0, . . . , p− 1}.
Multiplying ui,j from the left corresponds to row operations and we pick i and
j such that
w1i+ w3 ∈ pZp and w1j + w4 ∈ pZp.
By this choice the last two rows of ui,jk are of the right form and it remains
to check that the second row vector of ui,jk, say v = (v1, v2, v3, v4), is of the
form (p2∗, ∗, p∗, p∗). Considering its first entry v1 we use the following trick:
The first standard vector e1 is isotropic for the quadratic form Q˜(x, y, z, w) =
2xy + z2 + η−1w2 as in (19), i.e. Q˜(e1) = 0 and thus
0 = Q(e1(ui,jke1)
T ) = 2w1v1 + (w1i+ w3)
2 + η−1(w1j + w4)2.
But the last two summands are in p2Zp and w1 is invertible in Zp, so v1 must
be in p2Zp as well.
To obtain that v3, v4 ∈ pZp, we recall that Q(e2) = 0 and so also
Q(e2(ui,jg)) = 0 = 2v1v2 + v
2
3 + ηv
2
4 .
The first summand has norm at most p−2, and thus this is also a bound for
the norm of v23 + η
−1v24 . This implies, after reducing to Zp/pZp = Fp that the
square v23 = v
2
3 (p) equals the non-square ηv
2
4, unless v3 = v4 = 0 which proves
our claim.
Now if w1 is not invertible, we apply Proposition B.1 to conclude that w2 must
be in Z×p . Apply ω =
[
0 1 0 0
1 0 0 0
0 0 −1 0
0 0 0 1
]
∈ K to k from the left to essentially interchange
the first and second rows. We again see that
Q˜(e1(ωk)
T ) = 0 = 2w2w2 + w
2
3 + η
−1w24
with w1w2 ∈ pZp forces w3, w4 ∈ pZp by reducing modulo p and using that
η is a non-square. Using the same argument as above we now obtain ωg ∈
(apKa
−1
p ) ∩K as claimed.
Finally, the p2 + 1 elements ui,j and ω are all inequivalent to each other
with respect to apKa
−1
p ∩K, so they give a representative system for the coset
decomposition of (apKa
−1
p ∩K) in K. In other words,
K = ω(apKa
−1
p ∩K) ⊔
⊔
i,j
ui,j(apKa
−1
p ∩K)
and the lemma follows. 
Lemma B.5. For SO(2, 1)(Qp) it holds that
[aℓpKa
−ℓ
p ∩K : aℓ+1p Ka−(ℓ+1)p ∩K] = p
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and for SOη(3, 1)(Qp) one has
[aℓpKa
−ℓ
p ∩K : aℓ+1p Ka−(ℓ+1)p ∩K] = p2.
Observe that the first row vector of some g ∈ aℓpKa−ℓp ∩ K is of the shape
(w1, p
2ℓ∗, pℓ∗, pℓ∗) which implies that w1 must always be invertible and one al-
ways is in a case similar to the first case treated in the previous lemma - whose
proof we can follow essentially line by line.
B.4. Regular Trees. We define an incidence relation by setting gK ∼ hK to
be neighbours if d(gK, hK) = 1. This gives H/K the structure of a p2 + 1-
regular tree on which H acts transitively and neighbour preserving. Explicitely,
the neighbours of gK are gui,jK and gωK, and if g /∈ K then gωK is the unique
neighbour of distance less than d(eK, gK) to eK. We focus on SOη(3, 1)(Qp) but
this discussion easily implies the structure for SO(2, 1)(Qp) as well. Note that by
combining the proofs of Lemma B.3 and Lemma B.4, the coset decomposition
of KapK is given by ωK
⊔
i,j ui,jK with
ω =

p
p−1
1
−1
 and ui,j =

p−1
− i2+ηj22 p−1 p −i −ηj
ip−1 1
jp−1 1

for i, j = 0, . . . , p− 1. Set S = {ui,j : i, j ∈ {0, . . . , p− 1}} and denote by Sℓ the
set of words of length ℓ, by which we simply mean that the elements m ∈ Sℓ are
matrix products of the form m1 . . . mℓ for mi ∈ S.
Lemma B.6. The words of length ℓ in Sℓ together with words of the form ωm
for m ∈ Sℓ−1 exhaust a representative system of the right-cosets of K in KaℓK.
Proof. We know by Lemma B.4 that the number of K-cosets in KaℓK is given
by p2(ℓ−1)(p2 +1) which is also the number of words we have at our disposal. It
suffices therefore to show that the corresponding cosets are all inequivalent.
Claim. Let m,n ∈ Sℓ. Then ‖m‖p = pℓ and mK = nK implies that m = n.
Let m = ui1,j1 . . . uiℓ,jℓ and n = ua1,b1 . . . uaℓ,bℓ and notice that p
ℓm and pℓm
are integral. Then, mK = nK implies that
(pui1,j1) . . . (puiℓ,jℓ)Z
4
p = (pua1,b1) . . . (puaℓ,bℓ)Z
4
p mod p
or equivalently, Fp(1,− i
2
1+ηj
2
1
2 , i1, j1)
T = Fp(1,−a
2
1+ηb
2
1
2 , a1, b1)
T and therefore,
i1 = a1 and j1 = b1. Inductively, we conclude that m = n. In particular, this
argument also shows that the integral matrix pℓm is not divisible by p and so
‖m‖ = pℓ.
Using the claim for ℓ−1, we also see that ωmK = ωnK implies m = n, where
m,n ∈ Sℓ−1.
Claim. Let m ∈ Sℓ and n ∈ Sℓ−1. Then the cosets mK and ωnK are disjoint.
As before, let m = ui1,j1 . . . uiℓ,jℓ and n = ua1,b1 . . . uaℓ−1,bℓ−1 . Once again, p
ℓm
and pℓωn are integral and therefore, mK = ωnK would imply
(pui1,j1) . . . (puiℓ,jℓ)Z
4
p = (pω)(pua1,b1) . . . (puaℓ−1,bℓ−1)Z
4
p mod p
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or equivalently, Fp(1,− i
2
1+ηj
2
1
2 , i1, j1)
T = Fp(0, 1, 0, 0)
T , which is a contradiction.

Note that the metric on H/K defined in Section 4.4 satisfies d(gK,K) = ℓ if
g = m ∈ Sℓ is a word of length ℓ as in the previous lemma. Moreover, we have
the following
Corollary B.7. Let gK = mK and hK = nK, where m = m1m2 . . . and
n = n1n2 . . . are words and denote by |m| = logp ‖g‖p and |n| = logp ‖h‖ the
word lengths of m and n. Set j0 = max {j : ni = mi for all i < j}. Then,
d(gK, hK) =
∣∣nj0 . . . n|n|∣∣+ ∣∣mj0 . . . m|m|∣∣ .
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