We study the Bayesian problem of sequential testing of two simple hypotheses about the parameter α > 0 of a Lévy gamma process. The initial optimal stopping problem is reduced to a free-boundary problem, where at the unknown boundary points, separating the stopping and continuation set, the principles of the smooth and/or continuous fit hold and the unknown value function satisfies on the continuation set a linear integro-differential equation. Due to the form of the Lévy measure of a gamma process, determining the solution of this equation and the boundaries is not an easy task. Hence, instead of solving the problem analytically, we use a collocation technique: the value function is replaced by a truncated series of polynomials with unknown coefficients, that, together with the boundary points, are determined by forcing the series to satisfy the boundary conditions and, at fixed points, the integro-differential equation. The proposed numerical technique is finally employed in well understood problems to assess its efficiency.
Introduction
Establishing the correct distributional properties of a sequentially observed stochastic process is of fundamental importance in many practical problems, as well as a challenging task from a theoretical view point. In this paper it is assumed that at time t = 0 we begin to follow the evolution of a Lévy gamma process X = (X t ) t≥0 with parameter α > 0: its sequential testing consists of picking a stopping time τ of X and a decision function d, expressing which of the two simple hypotheses initially formulated about α might be accepted at time τ , so that a risk value function is minimized. The problem is analyzed within the Bayesian framework, where a priori distribution on the correctness of the hypotheses is given and the goal is the minimization of the sum between the expected cost of the observation process and the expected loss one suffers if a final wrong decision is made.
Problems of sequential testing for continuous time processes have been widely studied in the literature and can be distinguished in two areas depending on the sample paths of the observed process: the first area contains the works of Shiryaev [24, sec. 4 .2], Gapeev and Peskir [10] , Gapeev and Shiryaev [11] and Shiryaev and Zhitlukhin [25] , where solutions to the Bayesian sequential testing for the drift of a Wiener process or a more general diffusion process are provided; the second area includes the works of Peskir and Shiryaev [21] , Gapeev [9] , Dayanik and Sezer [5] , Dayanik et al. [4] , Dayanik and Sezer [6] and Ludkovski and Sezer [19] , who study problems of sequential testing for jumping processes of compound Poisson type. Hence, while in the first area the analyzed processes have continuous patterns, in the second one the observed processes show the feature to jump a finite number of times on any finite time interval.
The novelty of this paper is the analysis of the Bayesian sequential testing for a gamma process, which is a purely jump process with infinitely many positive jumps on any finite time interval. The value function and the optimal stopping boundaries of the initial optimal stopping problem for the posterior probability process are shown to be the solution of a free-boundary problem: the value function satisfies at the stopping boundaries the principles of the smooth and/or continuous fit and solves on the continuation set a linear integro-differential equation. Unfortunately a complication arises: determining an explicit solution of the free-boundary problem appears to be extremely complex. This requires devising a suitable numerical technique.
The successive approximation scheme adopted in Dayanik and Sezer [5] for the sequential testing of a compound Poisson process cannot be applied, since the gamma process is not a compound Poisson process. A collocation approach is thus developed. It relies on replacing the value function in the free-boundary problem with a truncated series of polynomials with unknown coefficients (in particular, the Chebyshev polynomials are used) and forcing it to solve the boundary conditions and, at a fixed number of points, the integro-differential equation. The number of points is chosen so that, taking into account the boundary conditions, the number of equations coincides with the number of the unknown variables, that is, the coefficients of the series and the stopping boundaries. This approach is a modification of the well known collocation method, widespread in mathematical physics and engineering for solving boundary value problems (that is, the boundary points are known in advance), and is another interesting feature of our work. Its efficiency is illustrated in problems where exact solutions are available.
The paper is organized as follows: in Section 2, after having recalled the main properties of a gamma process and having defined more formally the problem initially introduced, the original optimal stopping problem for the posterior probability process is reduced to a free-boundary problem; in Section 3, we show how its numerical solution can be accurately derived by a collocation approach; in Section 4, we compare exact and collocation solutions of well understood sequential testing problems. Section 5 contains a summary discussion. The proofs of the results provided in Section 2 are deferred to the Appendix, as well as a basic introduction on the collocation method and Chebyshev polynomials.
The sequential testing for a gamma process was already thought by Dvoretzky et al. [7, p. 255] , but, to the best of our knowledge, a solution has never been provided. Our study is a natural continuation of the arguments contained in Buonaguidi and Muliere [3] and is motivated by the extensive use of the gamma process in risk theory (Dufresne et al. [8] ), degradation and failure models (Lawless and Crowder [17] , Park and Padgett [20] ), maintenance and reliability (Van Noortwijk [26] ).
Sequential Testing of a Gamma Process
In this section, we begin the analysis of the sequential testing for a gamma process. The interest in this problem was raised in Buonaguidi and Muliere [3, p. 69] .
A gamma process X = (X t ) t≥0 of parameter α > 0 is a Lévy process with Lévy-Khintchine
where v(dx) = x −1 e −αx 1 (0,∞) (dx) is the so called Lévy measure. Using standard arguments based on Sato [23, ch. 4] , the following properties are easily inferred from (2.1): 1) X is a purely jump process; 2) X is not a compound Poisson process and its jumping times are countable and dense in [0, ∞) a.s.; 3) X is a subordinator, that is t → X t is increasing (in particular this map is strictly increasing and not continuous anywhere a.s.); 4) X has sample paths of finite variation; 5) X t , t ≥ 0, has gamma distribution, whose density is given by
The second property means that for any t > 0 X has infinitely many jumps on (0, t) and is a direct consequence of v(R) = ∞, while the fourth one arises from
For a deeper investigation on the properties of the gamma process we refer to Kyprianou [14, sec. 1.2 and 2.6], James et al. [13] and Yor [27] . Figure 1 below shows two simulated paths of a gamma process. 
Formulation of the Problem
On the filtered statistical space (Ω, F , (F t ) t≥0 , {P 1 , P 0 }) the process X = (X t ) t≥0 is defined and is assumed to be a gamma process of parameter α i > 0 under P i , i = 0, 1. Let α be an F 0 -measurable random variable independent of X; under the probability measure P π , defined by
3) α takes value α 1 , with probability π, and α 0 , with probability 1 − π, where π is given. In order to test the two simple hypotheses
we are allowed to sequentially observe X. Let F X t = σ{X s : 0 ≤ s ≤ t} and denote by (τ, d) a sequential decision rule, where τ is a stopping time of X, that is an F X t -measurable random variable, t ≥ 0, and d, called decision function, is an F X τ -measurable random variable, which, at the time τ , takes value i, if H i , i = 0, 1, must be accepted.
The Bayesian problem of sequentially testing (2.4) requires computing 
where (π t ) t≥0 , with π t = P π (α = α 1 |F X t ), is the posterior probability process, g a,b (π) = aπ∧b(1−π) and the π-Bayes decision rule is Let (ϕ t ) t≥0 be the likelihood ratio process, defined by 
where we used under the appropriate assumptions the well-known Frullani's formula
For further reference set
A simple application of Bayes theorem shows that
, be the measure of jumps of the process X; then, the expressions (2.7) and (2.10), together with a straightforward application of Itô's formula for purely jump Lévy processes, lead to the following stochastic differential equations:
Reduction of the Optimal Stopping Problem to a Free-Boundary Problem
We reduce the optimal stopping problem (2.6) to a free-boundary problem for the value function V (π) and the boundaries A and B defining the stopping region D. To accomplish this task we need to determine the infinitesimal operator of (π t ) t≥0 and show some properties of the function V (π).
where L is the infinitesimal operator of (π t ) t≥0 defined by
and M = (M t ) t≥0 , given by
is a local martingale with respect to (F X t ) t≥0 and P π , ∀π ∈ [0, 1]. The next two propositions state that value function V (π) is continuous and that is smooth from the right at A, whenever the interval (A, B) = ∅. Proposition 2.3. If the optimal stopping boundary A is strictly less than c = b/(a + b), then V (π) from (2.6) is differentiable from the right at A and we have
Proposition 2.2 and 2.3 formally justify the so called principles of the smooth and continuous fit, stating that the value function V (π) must be smooth at A and just continuous at B. The discovery of the continuous fit condition as variational principle alike the smooth fit is due to Peskir and Shiryaev [21] : it can be explained by noticing that the process (π t ) t≥0 , defined through (2.10) and (2.12), creeps downwards and jumps upwards, so that the boundary A is continuously crossed, while B, at which the smooth fit breaks down, is passed by jumps only (see Figure 2) .
The above facts, the strong Markov property of (π t ) t≥0 , evident from (2.12), and the general theory of optimal stopping (see, e.g., Peskir and Shiryaev [22, naturally lead to the formulation of the following free-boundary problem, for the unknown function V and the unknown boundaries A and B:
Existence, Uniqueness and Optimality of the Solution
We are going to see that if a solution to the free-boundary problem (2.17)-(2.22) exists, then it is unique and coincides with the one of the optimal stopping problem (2.6). For a fixed B > c, consider on the interval I B = (0, B] the integro-differential equation defined by (2.14) and (2.17). Denote by V (π; B), π ∈ I B , its solution. Notice that the function
appearing in (2.14), is increasing in x, lim x→∞ S(π, x) = 1 and, according to (2.18) and (2.22), leads us to set V (S(π, x); B) = b(1 − S(π, x)), whenever π ∈ I B and x ≥ log
where L B is the operator defined by In this case we have
28)
where the map π → V (π; B), π ∈ I B , is the unique continuously differentiable solution of (2.24)-(2.25) and A ⋆ and B ⋆ uniquely solve
Finally, the next theorem connects the free-boundary problem (2.17)-(2.22) with the optimal stopping problem (2.6).
for the sequential testing of the two simple hypotheses (2.4) concerning the parameter α of a gamma process:
The stopping boundaries 0 < A ⋆ < c < B ⋆ < 1 and the value function V in (2.6) are given by means of (2.28) and (2.29); II) if (2.27) does not hold, becomes trivial:
The proofs of all the above results can be found in Appendix A.
A Collocation Method for the Free-Boundary Problem
As seen in Subsection 2.3, the solution to the free-boundary problem (2.17)-(2.22) requires evaluating the map π → V (π; B), solving (2.24)-(2.25), and, if the condition (2.27) is satisfied, determining the smooth and continuous fit points A ⋆ and B ⋆ , respectively. The problem is that explicitly finding V (π; B) is not an easy task. This is due to presence of the integration variable x at the denominator of the fraction in the last integral of (2.26), which makes the integro-differential equation (2.24) extremely difficult to solve: one can observe that the source of this complication is the Lévy measure of a gamma process.
In this section we approach the free-boundary problem (2.17)-(2.22) numerically. In particular, we propose a modified version of the collocation method based on Chebyshev polynomials: this technique will allow us to get very accurate solutions. We refer to Appendix B for an introduction on the collocation method and Chebyshev polynomials.
Identifying the Continuation Set
Denote {T ⋆ i } i≥0 the family of shifted Chebyshev polynomials on the interval I = [0, 1], that is,
2. For a fixed B > c and a sufficiently large n ≥ 0, consider an approximation V n (π; B) of V (π; B) given by
As discussed in Appendix B.1 and according to (2.24)-(2.25), the n + 1 coefficients w i (B) can be determined as solution of the following linear system of n + 1 equations
where L B is defined in (2.26) and {π 1 , .., π n } are n collocation nodes in I B = (0, B]. As n increases, the uniform convergence of V n (π; B) to V (π; B) on any compact interval is ensured by the Waierstrass approximation theorem and the continuity of V (π; B), as stated in Proposition 2.4; the latter also guarantees that the coefficients w i (B), solution to (3.2)-(3.3), are well identified, due to the uniqueness of V (π; B). Solving the problem (3.2)-(3.3) for several values of B allows us to check if (2.27) is satisfied and, in this case, to have a plausible idea on the continuation set (A ⋆ , B ⋆ ). Let us explain this claim by means of two examples.
In the first one, we set a = b = 0.5 (hence c = 0.5), α 0 = 5, α 1 = 1 and we fix n = 8 in (3.1); the Figure 3 -a shows that even for values of B very close to c (we used B = 0.51, 0.55, 0.59), the maps π → V n (π; B), π ∈ I B = (0, B], obtained as solutions of (3.2)-(3.3) (we used as collocation nodes a set of n equally spaced nodes in [0.1, B]), never intersect the map π → aπ. It means that (2.27) fails to hold: the free-boundary problem does not admit a solution and the solution of the optimal stopping problem (2.6) becomes trivial (see point (II) of Theorem 2.1).
In the second example, we set a = b = 5 (hence c = 0.5), α 0 = 5, α 1 = 1 and n = 8 in (3.1); then, the system (3. 
Extension of the Collocation Method
Once we have checked the free-boundary problem (2.17)-(2.22) admits a solution (that is, (2.27) is satisfied), we have to compute the optimal boundary points A ⋆ , B ⋆ and the map π → V (π; B ⋆ ), π ∈ (A ⋆ , B ⋆ ). This task requires an extension of the collocation method presented in Appendix B and adopted in the previous subsection, because the interval (A ⋆ , B ⋆ ) on which V (π; B ⋆ ) is defined is unknown, as well as V (π; B ⋆ ) itself. For a sufficiently large n ≥ 0, let V n (π; B ⋆ ) be an approximation of V (π; B ⋆ ), expressed as linear combination of the first n + 1 shifted Chebyshev polynomials on [0, 1]:
where L B ⋆ is defined by (2.26) and the n collocation nodes {π 1 , .., π n } are chosen so that they are less than B ⋆ . We observe that even though B ⋆ is not known, the procedure developed in Subsection 3.1 for identifying the continuation set allows us to reasonably establish an open neighbourhood of B ⋆ , say (k 1 , k 2 ). Then, we can fix π i ≤ k 1 , i = 1, .., n. The system (3.5)-(3.8) can be handled by means of standard numerical techniques: the n + 1 coefficients w i (B ⋆ ) and A ⋆ n and B ⋆ n , approximating the true values A ⋆ and B ⋆ , are well identified and rapidly computed, as consequence of the uniqueness argument of Proposition 2.5.
Once the solution to (3.5)-(3.8) has been determined , according to Theorem 2.1 point (I), the following approximated π-Bayes decision rule can be used to test the two simple hypotheses (2.4) for a gamma process of parameter α:
The value function V (π) from (2.6) and (2.28) can be approximated by
Similarly to Appendix B.3, we can assess the quality of the approximation in two ways: the first one relies on the fact that V n (π;
The second one is based on the convergence of {V n }: defining by
the maximum relative distance between V n and V n−1 , we can increase n until ρ n < δ, δ > 0. To illustrate the above procedure, let us continue the analysis of the second example described in the previous subsection, where we checked that the free-boundary problem (2.17)-(2.22) admits a unique solution when a = b = 5, α 0 = 5 and α 1 = 1; further, we observed that A ⋆ ∈ (0.2, 0.3) and B ⋆ ∈ (0.64, 0.67). For different values of n in (3.4) and n equally spaced collocation nodes in the interval I, the next table shows the values of A ⋆ n , B ⋆ n , obtained as solution of (3.5)-(3.8), M n and ρ n (the latter expresses the maximum relative distance between the value functions V n associated to two consecutive n of Table 1 ). Table 1 n From Table 1 we notice that the value function V n and the boundaries A ⋆ n and B ⋆ n are almost the same when n = 8 and n = 40: this is due to the rapid convergence of the series of Chebyshev polynomials. Figure 4 -a below shows the maps π → V n (π; B ⋆ n ) and π → V n (π) when n = 8; Figure  4 -b shows that (LV )(π) ≈ (LV n )(π) is decreasing on (0, A ⋆ n ): then, Theorem 2.1 point (I) applies. 
Sequential Testing of a Wiener Process
Let X = (X t ) t≥0 be a Wiener process with drift γ, that is, X t = γt + σW t , where σ > 0 and W = (W t ) t≥0 is a standard Wiener process. The two hypotheses to sequentially test are
It is well known that π t is given by (2.10), with Y t replaced by 2) and that the infinitesimal generator If we approximate V (π; B ⋆ ) by V n (π; B ⋆ ) as in (3.4) , the problem reduces to determining the n + 1 coefficients of V n (π; B ⋆ ), A ⋆ and B ⋆ , that is, the following system of n + 3 non-linear equations must be solved:
We notice that the expressions (4.3) and (4.5) require evaluating the second derivative of the shifted Chebyshev polynomials, which is given by (B.14) and (B.16) in Appendix B.2; moreover, the absence of jumps in the paths of X implies that the operator (4.3) does not involve integrals of the function which is applied to and this allows us to fix the n − 1 collocation nodes π i in the entire interval [0, 1]. Finally, once (4.5)-(4.9) has been solved, the approximated value function V n (π) is given by (3.11). 
the maximum relative distance between the exact value function V and its approximation V n , we get ||V, V n || = 9.08 × 10 −4 .
Sequential Testing of a Poisson Process
Let X = (X t ) t≥0 be a sequentially observed Poisson process with intensity λ > 0; the aim is to test
The posterior probability π t takes the expression (2.10), with Y t substituted by
The optimal stopping problem (2.6) can be reduced to the free-boundary problem (2.17)-(2.22) (with L λ in place of L): its analytical solution was derived by Peskir and Shiryaev [21] . Let us describe how the proposed collocation approach can be applied. Let π → V (π; B), π ∈ I B = (0, B] and B > c, be the map solving the difference-differential equation defined by (2.17), (2.18), (2.22) and (4.13); if we define the "step" and "distance" functions
, π ∈ I B , (4.14) 
Conclusions
We considered the sequential testing of two simple hypotheses for a Lévy gamma process. Our study represented an attempt to extend the existing literature on sequential testing to processes with infinite jump activity on finite time intervals. Initially, we approached the problem from a probabilistic-analytic view point: we shown some properties of the value function, like the smoothness and/or continuity at the stopping boundaries, and we constructed the free-boundary problem that the value function and the boundaries must satisfy. Then, we verified that if the free-boundary problem admits a solution, it is unique and coincides with that of the original optimal stopping problem.
Since deriving an explicit solution of the free-boundary problem was very hard, we proposed a numerical collocation approach. The value function was approximated by a linear combination of Chebyshev polynomials: we shown that its coefficients and the two stopping boundaries can be determined as solution of a system of non-linear equations, obtained by forcing the linear combination to solve a complex integro-differential equation, at fixed and properly chosen collocation nodes, and to satisfy the boundary conditions, which are in accordance with the smooth and continuous fit principles. The performances of our approximation method were finally evaluated in explicitly solved sequential testing problems, where we obtained very good approximations of the exact solutions.
We remark that the presented collocation approach can be adapted to other optimal stopping problems (like sequential detection and optimal prediction problems), whose solutions are difficult to determine.
