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A REGION-ORIENTED IMAGE-ANALYSIS　SYSTEM BY COMPUTER
Yu-ichi Ohta
ABSTRACT
　　　　　Inthis　thesis, we study ａ region analyzer　for　color　scenes. The
major　Issues　addressed　and described here are　the following：(1) the
role　of　color　information in region　segmentation;　(2) the　technique
of　partitioning an image　into　ａ set of regions; (3) the　technique of
managing　the　regions　in　ａ　symbolic　data　structure;　and (4) the
modeling and　control　scheme　for obtaining　the ”best” match between
the model ０ｆａ　task　world　and　the set　of　regions　obtained　from an
input　Image。
　　　　　Systematic　exper：tments　have been performed　to ｅｌｘ°”lineth role
of　color　information in region　segmentation.　Ａ segmentation scheme.
called　”dynamic･　　K. L. transformation”，　　was　developed　for　this
purpose.　　We have found ａ new set of　color　features　effective　for
region segmentation。
　　　　　Ａpowerful　segmentation program was developed　for preliminarily
partitioning　an image　data Into　ａ set　of regions.　　The　result　of
segmentation　１Ｓ　organized　into　　ａ well-structured　symbolic　data
network, named ”Patchery Data　Structure”, with retrieving facilities。
　　　　　The　knowledge　of　the　task　world　is represented　as ａ　set　of
rules.　　Bottom-up　control and　top-down　control are combined　in the
rule―based　region　analyzer.　Ａ plan　is　generated by the　bottom-up
control　as　ａ representation　of　the rough　structures　in an input
scene.　Ａ symbolic　description　of　the scene　is made in the　top-down
analysis.　The top-down　process　is　constructed by using ａ production
system architecture。
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three-dimensional　(3-D) scene.　The　task of　an image analysis　system
１Ｓ　tomake ａ description of　the scene from its　image.　Ａ complete ３“Ｄ
description　of　the scene, of　course, can not be reproduced　from the
image　data　alone.　　The　information　contained　・ １ｎan image １Ｓnot
sufficient　to　determine　all　the　”parameters”　necessary　for　the
reproduction。
　　　　　Inorder　to make　the reproduction　actually　solvable.　we must
reduce the number of　the parameters. One way １Ｓ　torestrict the world
of　the scene in which the　image analysis　system works. The restricted
world　１Ｓ　called ａ task.　　Within the task world, we can find ａ　１０ｔ　of
”rewriting　rules” from the　：image features　to　the scene ｌdescription.
These　ｌrewriting　rules are called　the ”knowledge” of　the task world
and　ｔﾆhey are represented　in　the model。
　　　　　This　　thesis　　is　devoted to　develop　　ａ scheme　for　model
representation　and control　structure for　image analysis.　As well　as
these　”higher　level” problems　dealing with　representation and use of





analysis　system.　The region ａｎａ:Lysis　techniqueand　the edge analysis
technique　are　two　of　the　major　methods　employed　in　analyzing
pictures;　　regions and　edges　are complementary　to　each other.　Yet,
region　analysis　has　not　been　studied　as well as　edge　analysis.
Recently,　the region analysis　technique are　captμΓing　attentions　for
several　reasons.　　One of　the most　significant　reasons　1S　that　the
regions　can　solve　some problems which are difficult　for　the edges ｡
　　　　　Inthis　thesis.　we study ａ region　analyzer　for color　scenes.
Outdoor　scenes　are mainly used as　ａ　taskof　the analyzer.　　This　is
because　the outdoor　scenes　include such objects　as　trees, sky, etc..
which are naturally　defined by the properties　of regions rather　than
of　edges. The placement　relations among　the objects　can be dealt with
easily by using　the regions。The major　Issues　addressed　and described
in this　thesis are　the following:　(1) the role of　color　information
in region　segmentation;　(2) the technique　of　partitioning an image
into ａ　set　of　regions;(3) the technique of managing　the regions　in ａ
symbolic data　structure;　and (4) the modeling and control　scheme　for
obtaining　the ”best”match between　the model of ａ　task world and　the
set of　regions obtained from an input　image.
I-l. Aspects　of Region Analysis
　　　　Ａregion analysis　system covers ａ wide range of　subjects varying
from　the digitization of pictures　to　their　semantic　interpretation･
In this　thesis, we assume　that　an input　color　image　is　given as　ａ　set




(1) Color　工nfomation for Region Segmentation
　　　　　The　subject　of　color　image　segmentation　might be studied　as ａ
simple extension of　the　segmentation for black and white images.　Many
researchers　have　recognized　the importance of　color　information in
image　segmentation.　　However,　how effectively we can use chromatic
information　in　the segmentation　process and what　color　coordinate
systems are most appropriate has not been much studied. We have　tried
to　obtain　　ａ　solution　for　these　problems　in the case of　region
segmentation.　　Ａ　set　of　color　features　１Ｓ　derived　through an
experiment　of　computing　effective　color　features by means　of　the
Karhunen-Loeve transformation　at every　step of　segmenting ａ region.
Comparisons are made among the　segmentation results obtained by using
the various　sets　of　color　features　which are usually used　in image
analysis.　Probably, this　is one of　the first　systematic　experiments
actually　performed　to　search　the effective　color　information　in
segmentation. Chapter　II describes　this　issue　in detail.
(2) Region Segmentation Technique
　　　　Theregion　segmentation　is ａ process which　partitions an image
into　ａ　set　of　regions.　　Each　region　１Ｓ　characterized　by　some
consistent　features　such as　color or　texture.　and　such regions are
often　called ”coherent”or　”homogeneous”regions. Regions　in an　image
correspond　to　surfaces　of　objects　in ａ real　world.　　The region
segmentation is　thus based on　the assumption that　characteristics　of
ａ　surface are usually　consistent.　　The　”coherent”　regions　are not
always　equal　to ”meaningful”　regions　in many cases, but　they are　the
atomic　elements　for　constructing ａ description of　the scene。
　　　　Region　segmentation　　techniques　can　be　divided　into　three
classes：(1) region　splitting, (2) region merging, and (3) combined
use of　splitting and merging・
３
　　　　　Theregion splitting technique　partitions　an image into regions
in ａ　top-to-bottom　manner.　It　starts with　the entire　image and works
toward　the set　of　"coherent”　regions.　　The　distribution　of　image
features　in　the spectral　domain十is often used　to obtain criteria for
the　splitting　operation［Tomlta et al., 1973;　Ohlander,　1975].　The
method １Ｓ　suited to extract　global　structures　in the image, but　is
usually weak in detecting detailed ones。
　　　　　Theregion　segmentation　based　on region merging　operations　is
alternative:1-y　called region growing.　　It　starts with atomic　regions.
ｅ・ｇ・ pixels　or　tiny　square　regions.　and works　toward　the　set of
"coherent”regions　in ａ bottom-to-top manner.　Local spatial　features,
such as　the contrast　at　boundaries　between　regions,　are used as
criteria　for　the merging　operation［Brice et al., 1970].　The method
１Ｓgood　in　extracting detailed　structures　in the image, but　is rather
sensitive　to noise。
　　　　　Thespatial　resolution　of　segmented　regions　can be defined　as
the　ratio　of　the　size of　the atomic　region　to　that of　the　whole
image.　　The region　growing　with high　spatial-resolution　tends　to
require ａ far more computational　cost　than　the region　splitting which
achieves the　same resolution。
　　　　　Thesplit-and-merge method［Horowitz and Pavlidis, 1974］alms　to
gain　computational　efficiency　preserving　the　merits　of both　the
ｓＰ１ﾆittingand merging methods.　Ａ pyramidal　data structure　[Tanimoto
and　Pavlidis,　　1975］　provides　　ａ working　　environment　for　this
spllt-and-merge method［Pavlidis, 1979]。
　　　　　工ｆ　theregions are used as　atomic　elements　for　image　analysis,
they　must　have　sufficient　spatial　resolution　to　evaluate　shape
parameters　of　objects.　There are ａ lot of algorithms　to　obtain ａ　set
of　regions.　　but actually　only ａ　few algorithms　can　produce　the
segmentﾆation　of an　image　with　　satisfactory　　resolution.　　The
segmentation　algorithm　developed　in our　system is of　the　splitting
type.　It　can　extract　the detailed　structures　in　the image as well as




(3) Symbolic Representation of　Regions
　　　　Ａ　region　　segmentation　　process　　produces　　as　　ａresult　ａ
two-dimensional･　array which Indicates　the region numbers：　the points
in the same　region　retain　the same　number.　　Any data　about　the
segmented　Image　can　be derived　from this　array and　the　original
image.　The computation　needed for　the derivation.　however, is　time
consuming, because　it must deal with the　image arrays directly.
　　　　When　regions,　　not pixels.　are used　as atomic　elements　for
analysis.　we　can perfomn ｌthe　analysis　without　dealing　with the
two-d imens ional　image arrays at all. The data needed　for　the analysis
can　be described by using　the regions　as descriptive　elements.　工ｎ
order　to　support　the high-speed　retrieval ０ｆany kind of data about
the segmented　image, the description should be ａ well-organized　data
structure.　Various database schema, such as　the network model ０ｒ　the
relationa:Ｌ　model, can provide ａ model ０ｆ　thedata　structure.　　Data
retrieving　facilities　for　the data　structure are also　essential　to
enable the flexible retrieval of　plctoria:Ｌdata.
　　　　Wehave defined ａ structured data network.　named ”Patchery Data
Structure”，　together with ａ set of retrieving　functions.　　Regions,
boundary　segments.　vertices,　ｅｔｃ・　　are　used　as　the　descriptive
elements. This　subj ect　１Ｓalso　described　in chapter 工工工．
(4) Modeling and Control for Region Analysis
　　　　　Themodel　In an image analysis　system　represents　the knowledge
of　the world　in which the　system works.　Obj ects and various concepts
are　defined　in　the model by using　the　similar　terms　In　the real
world.　But　it must be noted　that　the knowledge in the mode:L　1S valid
５
only in　the world　given as ａ　task.　　That　is.　the objects　and　the
various　concepts　in the model are defined within the restricted　task
world, and　they are not always usable　in the unrestricted real world。
　　　　　It　１Ｓwell knovrti that　there are　two　complementary　methods　for
model representation：　procedural and declarative。
　　　　　In　theprocedural　method.　　the knowledge　１Ｓ　embedded　in the
program which performs　the Image analysis.　The control　structure of
the method　is　defined　implicitly in the control ０ｆ　theprogram.　Given
ａ　task,　the ｐｒｏとedural method provides　ａ flexible scheme　to　construct
an efficient　image analysis　system.　But　the structure of　the analysis
mechanism is　rather　unclear.　and ａ　slight　change of　the　task often
demands comp:Lete changes　of　the system.　Ａ successful　example of　the
procedural method can be found　in the face-analysis program developed
by Kanade [Sakai et al., 1972;　Kanade, 1977]。
　　　　　１ｎ　the　declarative･　method,　　the model　１Ｓ　represented as　ａ
collection of　the descriptions of　properties　of　or relations　between
the　objects.　　The　model has ･ａ modular　structure　and　the　control
structure　・１Ｓ　clear.　　However,　１ｔ １Ｓvery　difficult　to　develop　ａ
modeling and　control　scheme in　ａ declarative　fashion when the task
world　１Ｓrather complex。
　　　　　Recently,　rule-based　architectures, such as production systems･
[Davis　and King･，　1975],　are often　employed　to　construct　expert
systems　in Artificial Intelligence・　･工ｎ these architectures, the model
１Ｓ　represented　as　ａ collection of　simple　modules・　･and　the　control
structure　１Ｓ　also　simple.　They aim to　combine　the merits　of both　the
procedural　and　declarative　methods.　We have employed ａ rule-based
architecture　in region analysis。
　　　　　Thecontrol　structure　in an image　analysis　system defines　the
way　to　search　for　the ”best"　match　between　ａ model and an input
image.　In　region analysis.　　the input　image　is　preliminarily
partitioned　into ａ･set　of　”coherent”　regions　based on　intensity
information.　If　the coherent regions have one-to-one　correspondence
with the obj ects defined　in　the model, i.e., the coherent regions　are
６
the　meaningful　ones, it　is an easy problem to　search for　the ”best”
match between　the regions　and　the objects.　It　１Ｓalmost　impossible,
however,　to obtain ａ　set　of meaningful　regions　by using　only the
”low-level”　image　information　(i.e.　　intensity or　color), and　the
control　structure must　search for many-to-one　correspondence between
the regions　and　the obj ects 。
　　　　　The　depthof　the　search　tree　in the image　Interpretation　is
determined　by　the number　of　regions.　　The　branching　factor　１Ｓ
determined by the number of objects.　The search space is prohibitedly
large.　but　the situation １Ｓａ　little　better　than the ordinary　tree
search in game problems.　　Scenes have ａ　favorable　property which we
call　”locality”．　By applying　this property to　the search scheme, it
１Ｓ　possibleto reduce　the search space drastically。
　　　　　Thed tails of　our modeling and　control　scheme are described　in
chapter IV.　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　’
1-2. Overview of　the Region Analyzer
　　　　　This　section　provides　thereaders with an outline of　the region
analyer　which we have　developed.　　The main Issues and　the detailed
descriptions　are　included　in the following chapters. Figure 1－１　shows
two　major　steps　of　the　analysis　　mechanism:　　the　　prell皿inary
segmentation　and　the　rule-based　analysis.　　The　system　receives
red-green-blue　intensity arrays of　ａdigitized　Image and constructs ａ
semantic description of　the　scene.
Preliminary　　segmentation　　－一一　　This　　step　　is　　basically
”nonpurposive”, and　it　can be applied　to ａ wide range of　tasks・
The primary　objective of　the preliminary　segmentation is not
７
the reduction but　the structuring of raw Image data　into usable




structures　from the　：image　data.　The regions　obtained by　the
preliminary　segmentation　are used as　the atomic　elements　to
make　the description　of　the ･scene.　They are organized　into　ａ
fully-structured　symbolic data network.　named　”Patchery Data
Structure”，　with　powerful　retrieving　　facilities.　　In　the
rule-based　analysis.　　all picture-processing　operations　are
performed on　this Patchery Data　Structure　rather　than　the raw
image　data.　This　enables　the rule-based　analysis　to have ａ
clear-cut　scheme　for　modeling　and　control.　and　to　perform




ごｒepｒｅsentａtion of regions (chapter ＪＪ刀
←region segmentation (ｏｈａｐｔｅｒｌ、
ｆ｀～color feature selection　(chapter I刀
Figure　1-1.　Two　steps　in region analysis;　from an　input
　　　　　　　　　　　　color　Image　to　the'scene　description.
８
ｋRule-based　analysis －一一Figure １－２　shows　the schematic diagram
of　the rule-based　architecture　in our　system.　　It　employs both
of　the bottom-up and　top-down control　schemes. The knowledge of
the　task world　１Ｓ represented by　two　sets of　rules：　one １Ｓ　for
the bottom-up　process and　the other　for　the　top-down　process.
The　rules　for　the bottom-up　process　make ａ plan as ａ rough
interpretation of　the　scene. The rules　for　the top-down process
make ａ detailed　semantic description of　the scene。
　　　　An　approximate　reasoning　scheme　is　employed　for　plan
evaluation to ｄｅａ:Ｌwith the uncertainty which exists　in both of
knowledge and pictorial features. The plan manager　controls　the
evaluation of plan。
　　　　The top-down　analysis　works　in　the framework of　region
growing.　　But　the process　is not ａ　simple　Iteration　of　the







Figure　1-2.　Schematic diagram of　the　rule-based analysis.
９
as　the　result of　the　top-down　analysis.　The knowledge used　in
the　top-down　process　is represented　as　ａ set of　production
rules. The　agenda　controls　the　production　system.　　Each
production　rule　is ａ pair of　ａ condition　and　an action.　The
”condition”　１Ｓａ fuzzy　predicate　［Lee and Chang,　1971].　It
checks　the　state of　the database　and　decides　whether　the
associated　action can be executed.　Each ”action”describes　the
operations　to build　the scene　description.　　Every　executable
action　１Ｓ　given　ａ　score to　indicate　its　priority　and　is
registered　on　the agenda.　The action with　the highest　score　is
executed　at　each　context　of　analysis,　and as　ａresult　the
database １Ｓ　changed.　　Production　rules　are activated again　to
examine　the database.　In order　to reduce　the computation.　the
agenda　controls　the activation of　production rules　according ’ｔｏ
ｔｈｅ・changesnewly made　in　the database。
　　　　　The　analysis　process　completes　when　ａ１１　regions　are
interpreted and assembled　into　the　scene description.
1-3. Related Works
　　　　　Inthis　section we present ａ brief　survey of　analysis　systems




in general　can be found　elsewhere [Kanade, 1978],
a) Barrow　and Popplestone　[1971］　constructed　ａ　system　which
　　　interpretes　isolated simple obi ects ， such as　cup, spectacles,
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Ｓcylinder, etc. The　image data is　first partitioned　into ａ　set
of regions.　The set of　regions　is　then described　in the form
of　ａ graph　which　represents　properties　of　and　relations
between　the regions. The description　１Ｓmatched against ａ　set
of　models　which　describe　typical　views　of　obi ects.　　Ａ
１:imitation of　this work is　that　It requires　the regions　to be
meaningful ones ．　However, it　１Ｓvery difficult　to obtain　the
meaningful partitions based　only on pictorial　features.
b) Preparata and Ｒａｙ［1972］　tried　to　interpret　simple　outdoor
　　　scenesby using ａ　similar　graph　matching　scheme to　thatﾆ　of
　　　Barrowand Popplestone.　In their work, the Image １Ｓmanually
　　　partitioned　into　regions　to　avoid　　difficulties　in　the
　　　automaticregion segmentation.
c) Yakimovsky and Feldman [1973] integrated　the segmentation and
　　　interpretation　phases ．　　The　input　im万ageis　preliminarily
　　　segmented　into　coherent　regions.　　Labels　of　obj ects　are
　　　assigned　to　eachregion by using　the knowledge　of　the　task
　　　world,　and　theregions　which are assigned　with same labels
　　　are　merged.　　The　know:Ledge　is　represented　by　ａ　set　of
　　　probabilities.　The Interpretation １Ｓperformed by　ｍａｘ:Imizing
　　　thejoint probability that regions have correct labels.　They






knowledge is represented　as ａ　set　of　constraints　and Waltz's
filtering　algorithm is　employed　to　search ａ globally correct
interpretation.
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e) Rubin and Reddy [1977］represented the knowledge in the form
　　of　ａ pixel-level　constraint　ｎｅｔ二work.　　Ａ:Ｌ１　images　that are
　　admissible in ａ　task world are precompiled　into　the network.
　　Given an　input　image, the system searches　through the network
　　for ａ path which　corresponds　to　the ”best” match between　the
　　model and　the Image data.
f) Baj CSV and Lieberman ［1974］analyzed simple outdoor　scenes by
　　　using　top-downcontrol　structure.　The knowledge is　embedded
　　　inthe procedures which extract obi ects　from Image data.
g) Sloan [1977】　employed　ａ production　system　architecture　to
　　　represent　theknowledge of　outdoor　scenes.　Each　production




h) Freuder［1977］　represented　the knowledge by ａ set of modular
　　　procedures and organized them into　ａ semantic　network. Each
　　　module has　its　ＯＷｎ･duty and　it activates　other　modu:Les when
　　　necessary.　Ａ simple ”hammer” scene １Ｓused as　the task world.
i) Rlseman et ａ１．［1977]　tried　to　construct：　ａ　scene　analysis
　　　system　named　VISIONS.　　The knowledge　is represented　in ａ
　　　hierarchical　structure with layers, such as　obj ects ， volumes,
　　　surfaces,　regions,　etc.　At each level ０ｆ　thehierarchy,　ａ
　　　hypothes is-and-1es t　paradigm　１Ｓ used　to　construct　ａ･ scene
　　　description from the Image data.
　　　　There　are　two　complementary　control　schemes,　bottom-up　and




systems　described　above　into　two groups：　a) through e) employ　the
bottom-up　scheme.　and　f) through １）　the　top-down.　The first group
relies　on　　ａ bottom-up　control　structure　　together　with　global
optimization mechanisms. On the other hand, the second group utilizes
ａ　top-down　control　scheme with or without ａ bottom-up　mechanism to
trigger　the　top-down　scheme.　　Notice the　big difference　that　the
mechanisms　to　search　for　　ａ globally　(sub)optimal　solution　are
included　in the first　group.　whereas　the second group　searches　for
one　solution in ａ depth first　manner.　Our　system　described　in this
ｔ：hesis　employs both of　the top-down　control　and bottom-up　control







COLOR INFORMATION FOR REGION SEGMENTAT工ON
　　　　　Incolor　Image processing, the color of　ａ pixel is usually given
as　three values　corresponding　to　the　trlst：Imulus　values R (red), G
(green),　and B (blue).　　Various　kinds　of　color　features.　such as
intensity (D),　saturation　(S), and hue (H), can be calculated　from
{R, G, B} by using either linear　or nonlinear　transformations.　Each
color　feature has　its　own characteristics.　　For　instance,　the set
{D, S,　H} is　convenient　for representing　the human color　perception:
the　set {Y, I, Q} is used　to　efficiently　encode color　information　In
TV signals;　　and　the normalized　color set {r, g, b} is　convenient　to
represent　the color plane。
　　　　　It　seems　that　in computer　processing　of　color　images,　color
features　which were　developed　for other　purposes have been used　in
different　　combinations　for　different　purposes.　　Nevatia　［1976］
extended　the Hueckel　operator for　color edge　extraction.　He　stated
ｔ：hat　theresult　obtained　using　intensity　(D=R+G十B) and normalized
colors　(r=R/D and g=G/D) was better　than that　obtained　using R, G,
and　B. Ohlander　［1975］employed nine redundant　color　features R, G,
B, Y, I, Q, D,・S, and Ｈ for　color　image　segmentation.　　He reported
that Ｈ was most useful and　that Y, I, and Ｑ were rarely used.
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　　　　　Kender　［1976］　presented　　ａvery　careful　discussion　of　the
behavior　of　the linear and nonlinear　color　transformations　used　to
obtain color features　such as hue.　saturation.　and norma万lized　color
from R, G, and Ｂ．　Hisdiscussion amounts　to　two points：(1) Nonlinear
transformations･such as hue,　saturation,　and normalized color have
nonremovable　singularities.　near which ａ　small　perturbation of　the
input R,　G.　andＢ can cause ａ large jump　in　the　transformed　values:
(2) the distribution of　the nonlinearly　transformed　values　can show
spurious modes　and gaps.　For　these reasons and　from the　computational
point of view,　he　concluded　that linear　transformations　such as Y. I,
and Ｑ would be preferable　to nonlinear　ones。
　　　　　It　１Ｓ　aninteresting　and　important　problem to　find　color
features　which are　suited　for　the segmentation　of　color　images by
computer.　　One way　to　get　such　color　features　１Ｓ　to　execute　the
segmentation　by using various　sets　of　color　features　and　to　compare
the results.　However, this　allows us　to　examine only predefined　sets
of　color　features.　　In this　chapter　we attempt　to derive ａ set of
effective　　color　features　by　systematic　　experiments　in　region
segmentation.　An Ohlander-type　segmentation　algorithm by recursive
thresholding　is　employed as　ａtool　for　the experiments.　At　each　step
of　segmenting ａ region.　new color　features　are calculated　for　the
pixels　in　that region by　the Karhunen-Lo eve　transformation of　the Ｒ，
G, and Ｂ data. By analyzing　the　color　features　obtained　in segmenting
eight kinds　of　color pictures, we have found ａ set of effective color
features.　　The effectiveness　of　our　color feature　set　１Ｓproved by ａ
comparative　study with various　other　sets　of　color　features which are
commonly used in ：Image ana:Lysis,
16
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●II-2. Selection of　Effective Color Features
II-2-1. Segmentation Algorithm
　　　　　Firstof all, we briefly describe a segmentation algorithm which
is　ｅｍｐ:LovedIn　the experiments ．　The basic scheme is almost　the same
as　the segmentation　algorithm　described　in chapter　III.　Figure 2－1
shows　ａ schematic　diagram of　the segmentation　algorithm.　The basic
idea　of　the　process　１Ｓ　as　follows:　The　whole　Image　１Ｓ　first
partitioned　into　sub-images　each of which １Ｓａ connected region;　then
each　sub-image 1S　further　partitioned　if　it 1S possible;　and　this
process　iterates. Because of　the recursive nature of　the algorithm, a
picture　stack　Is used　to　store　the　region　masks.　Ａ region　mask
represents　ａ connected region (the area without hatching in Fig.　2-1)
which １Ｓ　tobe examined　for　segmentation.　　The arrows with numbers
shovm in Fig.　2－1represent　the following operations.
(Ｏ)Ａ mask　corresponding　to　the whole　Image is placed at　the
　　　bottom of　the stack.
(１)･ One mask １Ｓ　taken　from the　top of　the stack.　Let Ｓ　denote
　　　the　region　represented　by　the　mask　(the　area　without
　　　hatching)・
(2) Histograms of　color　features　in the region Ｓ are computed.
(3) If any of　the histogra万ms　sho■ｗｓconspicuous　peaks, a pair of
　　　cutoff　values which　separate　the peak in the histogram are
　　　determined at　the position of valleys.　and　the Image of　the
　　　color feature corresponding　to　that histogram １Ｓ　thresholded
　　　using　the cutoff values;　　thus　the region Ｓ　Is　partitioned.
　　　Otherwise, region Ｓ　is not partitioned further.
(4) Connected regions　are extracted.　For　each connected region,




empty.　In　the operation　(3), the cutoff ｖａ:Luesare selected by the
following　two　criteria:　Candidate　cutoff　values　are　selected by
evaluating　the　shape of peaks on　the histograms:　bad　cutoff values





Figure　2-1.　Schematic diagram of　the　segmentation algorithm.
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Iエー2-2. Computation of　Color Features Using　the K- L. Transformation
　　　　　At　the　step　（２）　in Fig. 2-1, it　is　important　to　know　the
histograms　of what　color　features　are　to be computed･．　We could use
features　such as R, G, and Ｂ　throughout　the　segmentation　process・
However,　　the　color　feature　which　has　the deepest　valley on　its
histogram　and　that　which　has　the largest　discriminant　power　to
separate　the　clusters　In ａ given　region need not be the same.　In
feature　selection of　the pattern　recognition　theory,　ａ feature　１Ｓ
said　to have large discriminant power　if　its variance　１Ｓ large.　Thus
we　tried　to　derive　color　features with large　discriminant　power by
using　the Karhunen-Loeve (K. L.) transformation。
　　　　　More　specifically,　let　Ｓ　be　the region to be segmented, and　let
Σ　be　the covariance matrix of　the distributions of R, G, and Ｂ　in Ｓ．




corresponding　tｏ’λ1，1respectively.　The color　features χ1，χ2, and χ3
are defined as　　　　　　　　.I
Xi = V゛Ri°Ｒ十゛゛Ｇｉ゛Ｇ十゛゛Ｂｉ゛Ｂ　(ilwill゜１’１°１’２ and ３） (2-1)
It　is　well known that χ１，χ2, and χ３are uncorrelated,　and χ１　１Ｓ　the
”best”　feature in　the sense　that　it has　the largest　variance　(the
value　is　λ1). X2　１ｓ　thebest one among　the orthogonal　ones　to χ1. At
each　step　of　segmenting ａ region,　three new color　features χ1, X2,
and χ３　are calculated　for　ｔｈｅ･pixels　in that　region　and used　to
compute　the histograms.　　We call　this　scheme　”segmentation　by the
dynamic K. L. transformation” 。
　　　　　Theight　scenes　shown in Fig.　２－２were used　In the experiments.
The names of　the scenes are (a) cylinder, (b) building, (c) seaside.
(d) girl.　(e) room, (f) home, (g) auto.　and (h) face.　　They were
digitized　with　　２５６ × ２５６　spatial　　resolution　and　6-bit　density
resolution　for each of　R, G, and　Ｂ．　Scenes　(a), (b),　and (c) in
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Fig.　２－２were　digitized at Kyoto　University.　　(d) is from Southern
California　University, and (e) through (h) are from　Carnegie-Mellon
University.　　Scene (a) is ａ cylinder with color　stripes　Illuminated
from　the front.　　Scenes　(e), (g).　and (h) are　the images　which
Ohlander used　in　his　experiment　［Ohlander,　1975],　except　that　the
size and density resolution are reduced　for　our system.　Scene (f) is
almost　the　same as Ohlander's　”home” scene except that　there are　some
clouds　in　the　ｓｋｙ。
　　　　　Figure　２－３　shows　theresults　of　segmentation　by　the　dynamic
K. L.　transformation.　　We can notice　that use of　the ”best”　color
features　calculated　adaptively　at　each step of　segmenting ａ region
gives　satisfying　results.　In the cylinder　scene, for　ｅχample,　the
horizontal　color　stripes　are　separated　almost　completely,　and　the
vertical cracks which split　the color　stripes　vertically　because of
differences　in intensity are relatively　few. However, using　the K. L.
transformation on　the fly requires　costly computation and　is not very
practical. Our goal　１Ｓ　to　discoverａ　set of　color　features with which
we can achieve　segmentations as good as　those based on the dynamic Ｋ．
L. transformation.
II-2-3. A Set of Effective Color Features
　　　　Table　2－1　shows　the eigenvectors　of　Σ　for　the whole　Image of
each of　the eight　color　scenes　in Fig.　2-2. It　1S　interesting　to note
that　Wl　is　approximately　(1/3 1/3　1/3)ｔ　for every　scene. W2 1ｓ
dominated　　by　　｡(1/2 0 －1/2)t　　or　　(-1/2 0 1/2)t，　and　W3　　by
(-1/A 172　－1/4)ｔ．　　Then　it　1S　possible　to　say　that　the　three






































































normalized by ｗＧ≧0, |wj十|wgI十lｗBト1
　　　　　To　prove　　this　　exper:imentally.　　we　analyzed　　the　linear
combinations　of R, G, and B, which are used　to　find　the cutoff values
for　thresholding　in segmentation by　the dynamic K. L.　transformation
for　the eight　scenes.　Only those cases are examined　In which regions
with an area larger　than 1000 are　split　into regions　larger　than 200．
The　number　of　linear　combinations　thus　gathered　is 109　1n this
experiment‘　　Those　weight　vectors　are plotted on ａ ｗＲ‾ｗＢplane as
shown　in Fig.　2-4. The weight　vectors have been　normalized　so　that
w>0　and　I"J十I≫gI十I"bI°１°　For simplicity゛　each　vector　is　plotted
with　the first　letter of　the name of　the scene for which　that　color
feature was used.　The weight vectors　corresponding　to {II, 12, 13},
{Y, I, Q}, {X, Y, Z}, {U, V, W},　and　{r, g, b}　are　indicated　for
reference.　　Contour　lines are drawn to　show　equidistance　from　the
reference　　points　　工l=(R+G+B)/3,　　工2＝(Ｒ-Ｂ)/2　　0ｒ　　(B－Ｒ)/2，　and











































Figure　2-4.　Plots　of　the weight vectors　of　１０９　color　features used




























　　　　　　(e=l/81, 1/27, 1/9, 1/6). (2-2)
　　　　Color　features　in the first　quadrant have weight　vectors　such
that ｗＲ ｗ゛Ｇ ｗ゛Ｂ＞Ｏ°They correspond mainly to the intensity component
and 11= (R十Ｇ十Ｂ)／３１Ｓ the most typical feature of this quadrant. In the
second and fourth ｑｕａｄｒａｎｔｓ゛ｗＲand "b have opposite　signs, and　the
color　features　in these　quadrants　represent　the difference of　the Ｒ
and Ｂ　components.　Most color features are　in the first　quadrant. This
means　that　the intensity　１Ｓ　the most　important　feature even In color
Image　processing。
　　　　The　weight　vector of　Ｉ１　１ｓnearly at　the center　of　the weight
vectors　in　the　first　quadrant　as　shown　In Fig.　2-4.　１２　can be
regarded　as being at　the center of　the weight　vectors　in the second
and　fourth quadrants. 13 will be ａ　typical color feature　in the　third
quadrant.　Thus, It　is possible　to　assume that every weight vector　in
the four quadrants　can　be approximated　by the weight vectors of　the
three　color features.　II, 12, and　13. The numbers of weight vectors
in the first.　second/fourth, and　third quadrants　in Fig.　２－４　are８３，
２２，　and　4, respectively.　　Ｓ０，　　II, 12, and　工３　are assumed　to be
significant　In this order.




(1) Segmentation by using　three　color　features II, 12', and 131
　　　　Figure　２－５　shows　theresults　obtained by using　the set of　three
fixed color features II, I2'=(R-B), and工3'=(2G-R-B)/2. They seem not
to　be degraded　compared　with　those　obtained by　the dynamic Ｋ．　Ｌ．
transformation.　　This　verifies　the argument　that　the　set of　three
color　features　工1，工2', and ｌ３゛ can approximate　ａ１:Ｌcolor features
which　are calculated　as　the ”best”ones at　each　important　step　in
segmenting　the eight　color　scenes.
(2) Segmentation by using　two color features　II and ｌ２゛
　　　　InFig.　2’4　the imrnber of　color　features　in the　third　quadrant
１Ｓ　only　four.　They　are considerably　fewer　than　those　in the other
quadrants. Thus　the omission of　13' will not　significantly affect　the
quality of　the segmentation.　This　１Ｓ verified by the results　shown in
Fig.　2－６ which are obtained by using only　the　two　color features. II
and　12'. A picture　indicating　the missing boundaries　from Fig.　2－5　to
Fig.　2－６　１Ｓ　shownin Fig.　2－7 for　the Ｉcylinder　scene　in order　to　help
visual　comparison. Even in the cylinder　scene which has　two weight
vectors　in　the　third　quadrant,　　the results　of　Fig.　2-5-a　and
Fig.　2-6-a are almost　the same　except　that　the fifth and　sixth color
stripes　from top.　　golden yellow and orange.　　　are not separated　in
Fig.　2-6-a.　　　　　　　/　　　　　　　・　　　　　　　　　　　　　▽
(3) Segmentation by using only one color feature １１
　　　　　What　quality　of　segmentation　can be achieved by using only one
color　feature　工1, i.e.　intensity　information?　　　　In the case of　the
cylinder　scene, the fraction of　the nvimber of weight　vectors　in the
first　quadrant　Is　１０　out of　２２ weight ’vectors.　　and　there are １０
weight　vectors　in the second and　fourth　quadrants.　　Therefore　the
quality　of　　the　segmentation　　for　the　cylinder　scene　will　be































other　scenes,・however,　only ａ　few weight　vectors are in the second
and fourth　quadrants and　the degradation will not be so　significant.
The　results　obtained by using only II are　shown in Fig.　2-8. Figure
2－9　shows　the　missing　boundaries　from　Fig.　2-5-a to Fig.　2-8-a.
Separation of　the color　stripes　in the cylinder　scene １Ｓvery poor as
expected.　　　It　　１Ｓ　　　ａ　natural　　　consequence　　of　　losing　　the
dlstinguishability　of　color　difference by omitting l2 ゛and　l3 ．゛　In
the case of　the room scene.　however,　the quality of　segmentation　Is
not　so　much　　degraded　　though　there　　appears to　be　a　little




II-3-1. Segmentation by Various　Sets of　Color Features
　　　　In order　to　test　the effectiveness　of　the color　feature　set
obtained　in　the previous　section,　　the eight　scenes　used　in the
previous　exper:iments　were also　segmented　using　seven sets of　color
features　which are commonly　used　in image　analysis.　　The sets are
{R, G, B>, {X, Y, Z}, {Y, I, Q}, {L, a, b}, {U*, V*. W*}, {il, S, H},
and {II, r, g}.　R, Gy and Ｂ are　the original　trist：lmulus　values 。χ，
Y, and Ｚ correspond　to　the C.I.E.　χ-Y-Z　primary　color　coordinate
system.　Y-I-Q １Ｓ　the color　coordinate　system for　television signals.
The L-a-b　color　coordinate　system　Is designed　to agree　with the
Munsell　color　system.　　Ｕ大_v*-v
for which unit shifts　In luminance　and　chrominance　are　uniformly
perceptible　　[Platt,　19781.　　１１，　　Ｓ，　and　Ｈ　are　the　intensity.
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saturation, and hue, respectively, r and ｇ are the normalized　colors.
Other　sets　Ｏ町　color　features　such　as {U, V, W},ﾚ{S, 0,･W*}, and
{u, V, V} are　not examined　because　they　are　slmlにLar to　the sets
｛χ, Y, Z},･{II, S, H}, and {II, r, g}, respective:1-y.　　　　　　上






















The　transformation　matrices are not the standard　ones;　the weights
for　I, Q,　χ, and Ｚ　are rescaled to　normalize　the　range　of　the
transformed　values　to be　the same　as　the original　R.，・G, and B．
{L, a, b} and {U*, V大, W*} are defined as




V* = 13(W*)(v-vO) , (2-5)
where u0=0.199. v0=0.308. u=4X/(X+15Y+3Z). v=6Y/(X+15Y+3Z). and ｘ0，
YO, ZO are　the χ-Y-Z　values　for the reference　white.　　Normalized





H = arctan2(>^(G-B),(2R-G-B)) . (2-6)
　　　　　Thereare　two problems　in using　these color　features　for region
segmentation.　　One １Ｓ　theinstability of nonlinear　transformations.
Normalized　　color,　　Ｕ大，　Ｖ火，　and saturation　become　unstable　and
meaningless　when Ｒ十Ｇ十B　1S　small.　　Therefore, In segmenting ａ region
they are not used　to compute histogra万”ISIf R十{}4･BIs less　than 30. Hue
1S　unstable　when　saturation　is　near　zero.　and is　not used　if
S X (R十{}トB)is　less　than　9. The other　problem １Ｓcaused by the fact
that　the inputﾄR, G, and B data are digitized.　The histograms of　the
transformed values　from digital　input may have ａ comb-like structure.
In　order .　to　avoid　　this,　　the Input　Ｒ，　　Ｇ，　and　B values　・are
”undigltized”　by adding a random number uniformly　selected from the
unit　Interval[Render,1976].。
　　　　　Figures　2－10　through　2-16　show　the results　of　segmentation
obtained by using　the seven sets of　color　features.　　Comparison　of
these results will be given in the　succeeding section.
II-3-2.　Comparison of　Color Features
　　　　　The　effectiveness　of　ａ　set　of　color　features　used　In　the
segmentation　process　can　be evaluated　In terms of　the quality of
segmentation　results and　the behavior of　the transformation from the
input　trist：Imulus Ｖａ:LuesR, G, and Ｂ。
　　　　　Evaluation　of　thequality　of　segmentation　results　：is　very
difficult.　No quantatlve　evaluation　procedure has been established
for　the segmentation of natural　scenes.　We adopted ”eyeballs” as　the
most　reliable tool at present. Pictures which Indicate ｔｈｅ･difference
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between ａ pair　of　segmentation　results　are generated　to help visual
comparison　as　shown　in　Figs ．　２－７　and2-9.　　We　think　that　the
under-segmentation　(failures　in splitting　the regions　that must be
separated)　　affects　later　　processings　more　seriously　than　the
over-segmentation　(failures which split　the regions　that need not be
separated).・So　the evaluation criteria are　set more severely against
under-segmentations　than over-segmentations.
{R, G, B}
　　　・Useof　the color feature set {r, G, B} for segmentation requires
no　transformation. But, R, G, and Ｂ have ａ strong factor of　intensity
and　are heavily　correlated.　　Thus,　spurious　segmentations　tend　to
occur because of　differences　in intensity. Ｉ　This　tendency　１Ｓ　clearly
observed ．１ｎFig.　2-10-a.　It　１Ｓnoted　that　the vertical　splitting of
color　stripes　　occurs　more　　frequently　in　　Fig.　2-10-a than　in
Fig.　2-5-a which　is　segmented by using　the set of　ｌ１，12', and ｌ３゛．
{X, Y, Z}
　　　　The　weight　vectors　of X, Y, and Ｚ　are located　in the　first
quadrant　of the ＷＲ“ＷＢplane　as shown in Fig. 2-4; 1°ｅ”　all have ａ
strong　factor　of　intensity.　　This　Implies　that　the use of　this　set
will results　in　the similar　segmentation to　that obtained by using Ｒ，
G, and B (see Figs.　2-10-a and　2-11-a).　　The separation of　the color
stripes　In Fig.　2-11-a　１Ｓworse　than Fig.　2-10-a, because　the weight
vectors　of ｘ and Ｙ　are closer　to　the white　point　(II) in Fig.　2－4
than those of Ｒ and Ｇ．
{Y, I, Q}





ｌ　　　　　　　　　　　　　Figure　2-10.　Segmentation　result二ｓ　by　us ine　R, G, and　Ｂ
　　　　　　　(a) cylinder　　　　　　　　(b) liome




Figure　2-12.　　Segmentation resultﾆＳ　by using Ｙ，工, and Ｑ
　　(a) cylinder　　　　　　　　（ｂ）ｈｏｍｅ
Figure 2-13 ．　Segmentation results by using Ｌ，a, and ｂ
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(a) cylinder (b) home
Figure　2-14.　Segmentation　results　by　using U*, V*, and Ｗ穴
，　　　　　　　(a) cylinde・　　　　　　　　(b) home
Ｉ　　　　　　　　　　　　Figure　2-15.　Segmentﾆａtﾆion　ｒｅｓしｄじs




Figure　2-16 ．　Segmentatﾆion resultﾆＳ by using　工1, S, and Ｈ
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―??????
using {Y, I, Q} (Fig. 2-12)　are similar　to　those by {II, 12', 13'}
(Fig.　2-5). In Fig.　2-12-a　the uppermost　two　color　stripes　are not
separated, while　they are separated　in Fig.　2-5-a. The reason　is　that
the weight vector of　color　feature 工, located at ａ biased position in
the　fourth　quadrant.　　１Ｓ not　ａ good　approximation　of　the　color
features　in　the second　quadrant.　Ａ more important difference between
{Y. I, 0} and {II, I2' I3'} is in the calculation of　these features
from　ｌ{R, G, B}.　The computation　of {Y,工, Q} from {R, G, B}　needs
floating-point multiplications. Furthermore, there　１Ｓ　the possibility
that　spurious　combs　appear　in　the histograms　of Y, I, and Ｑ．　In
contrast.　all　coefficients of　the　transformation　from {R, G, B} to
{II.工2', 13'}　are　of　the form　1/(integer).　　This　means　that ａ
comb-like　structure　never appears　in the histogra万万”lｓ　ofｌ:L, 12', and
13'.　The calculation of {II, 12',工3'} from　R, G, B　is　far　simpler
than　that　of　　{Y, I, Q}.　It　can　be performed　by　addition　and
subtraction　of　integer numbers　together　with　shifting　or　simple
ｔ：able-lookup operations　for　scaling・
{L, a, b} and {U大，Ｖ大，Ｗ大｝
　　　　　Figure　2-13　shows　the　result　　obtained　by　using　the　set
{L, a, b}, and Fig.　2-14　1S　the result by using　the set {U*, V*, W*}.
Both　color coordinate systems　use cube-root　features for luminance as
shown　in Eq.　2-5. This results　in　the good　performance In separation
of　the color stripes at　the left　side of　the cylinder where intensity
1S　dark and gradually changes ．　Ｌ，a, and ｂ　are based on the Y, (X-Y),
and (Y-Z) color　features which are located　in　the first.　third, and
fourth quadrant.　respectively. On　the other hand, U大，Ｖ大,and Ｗ大　are
based　on　the u-v-V　normalized　color　coordinate　system　which １Ｓ
derived　from the u-v-w system, and U, V, and Ｗ are ａ１１　located　in　the
first　quadrant　in Fig.　2－4．　Thiscauses　the missegmentation　at　the
border of　pale-yellow and yellow stripes and　the missegmentatlon　at
the　border　of　golden-yellow　and　orange　stripes　In the　strongly
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illuminated　part of　the　cylinder　surface　in Fig.　2-14‘a, while　in




｛ｴ1, r, g} and {II, S, H}
　　　　Theset　of　color　features {il, r, g} produces　the result　shown
in Fig.　2-15.　The use　of　color　features　normalized　by　intensity
results　in good　segmentation　at　the dark part of　the cylinder　scene
as well　as　the results　obtained by using {L, a, b) or {U大，Ｖ大，Ｗ大｝．
　　　　　　　　　　　　　　　　　　●Highly 1:Lluminated part of　the border between　the pale-yellow　and
yellow　stripes　is　not　separated　as　in the result　for {U大，Ｖ大，Ｗ大｝．
Figure　２－:Ｌ６　１Ｓ　theresult　for {II, S, H}. It seems　to be　degraded
than　that　obtained by using {II, r, g} shown in Fig.　2-15. One reason
１Ｓ　that　thehue can　be meaningful　only　in limited cases.　From the
computational　point　of view, these nonlinear　transformations　incur
far more cost　than linear　transformations.
　　　　　Table　2－2　shows　the variances, Oj.≒（JI2≒　ａｎｄ（yl3≒　of　the
three　components　of　ａ color　Image　represented　in the I1-I2-I3　c010「









image.　　This　relation　corresponds　to　the fact　that (the nijmber of
color　features　in the　first　quadrant) > (the number of　color features
in the second/fourth quadrant) > (the number　of　color　features　in the
third quadrant) in Ｆ４･ｇ．　２－４．　Thus,it can be said that　color features































components.　　We　think　that　the usefulness　of ａ color　feature　is
greatly　influenced　by　the　structure　of　the color　scenes　to be
segmented.　　For　instance,　　the variance　of ｌ２　１Ｓonly　6．5　1n the
cylinder　scene　where l2 plays　an :Important　role In　segmentation.
while　the　variance　of　l2　1ｓ　19.5　1n　the home　scene　which　was
segmented well by using II alone. This phenomenon can be ｅｘp:Lainedby
the difference in the structures　of　the ｃｙ:Under and home scenes. The
cylinder　scene　consists of　ａ　curved　surface.　while　the home　scene
includes mainly planar objects.　The intensity　gradually　changes on
the　curved　surfaces,　　and　does　not work as ａ useful　feature　for
segmenting　the color　stripes　across　it. This　causes　the chromatic
information　was used　frequently in　the segmentation of　the cylinder
scene.
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II-4. Two　Component Representation of Color Images
　　　　　Table　2－3　shows　　the　eigenvalues,　　λ1，λ2, andλ3，　0f　the
covariance　TTia trix Σ　obtained　for　the R, G, and Ｂ data in the whole
image of　each color　scene.　The values　have been　scaled　such　that
λ1＋λ2十λ3=100.　λ３　１ｓvery small　for every　scene;　the maximum value　is
3.6.　This implies　that　each color　Image　can　be approximated　by two
features χ:Ｌand χ２with ａ mean-square error of　３．６at maximum：　χ１and
ｘ２are　the linear　combinations　of R, G, and Ｂ with　weights　λ１ aiid
　λ２，　respectively.　　We　tried　to　compose　color　Images　from only two
features　XI and ｘ２by using　the　imcomplete　inverse　of　the Ｋ．　Ｌ．
transformation.




























(c) image　of　ｘ1 (d) image of　ｘ２
(b) original image
・
(e) image of ｘ３








(d) image　of　ｘ２ (e) image　of　ｘ３






(d) image　of　ｘ２ (e) image　of　ｘ３
Figure　２－２０．　Reproduction of　color　images　by using χ１and χ２：
　　　　　　　　　　　　Ｅχample　４．　Home.
48








variance　of χ３１１ｓ　small.　　Here,　Ｍ３　isthe mean value of χ３　for　the
whole　Image.　Then we can consider ａ reproduced　color　Image by this
inverse mapping from the two features χ１，χ2, and constant Ｍ３　forχ３．
The color　components of　each pixel are given by
(Ｒ゛Ｇ゛Ｂ゛)ｔ°w"-'-(xi ×２ Ｍ３)ｔ (2-9)
We　compared　the ｃｏ:Lor　Images　defined　by　Ｒ･ ，G', and B' with the
original color images.　Figures 2-17　through 2-20 show the resu:Us of
the　experiments.　In each figure, (a) is　the reproduced　color Image
and (b) is　the original　color　linage.　Images　(c).　（d），　and (e)
represent χ1，χ2, and χ3，･respectively.　The following　two facts were
observed:　（1）　Although　tｈｅヽR'-G'-B*　color images are composed by
using　only two　spectral　features, they are good reproductions of　the
origina:Ｌ　color　Images.　(2) The clarity of color in ａ small area in
the color　Image tends　to be heavily　degraded.　　The　first fact means
that　the color　information　in the scenes we have used ･１Ｓalmost　two
dimensional.　The second fact can be explained by examining the Images
corresponding　to X3. The remarkable １０Ｗcontrast　is due t0　its　small
variance.　　However, there exist noticable small areas with different
gray value from the average.　These areas have vivid colors, and　they
can not be fully represented by　the　two principal features χ1 and　χ2．
Thus,　their colors are　spoiled　by neglecting　X3. To　sum up, color
　　　　　　　－
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　Images can be represented by using only　two　spectral . features at　the
　cost　of　spoiling　the　clarity　of　the colors of　small　areas.ダThe
　experiments by Land [Land,　1959】tells us　that　the colors　in natural
images　are　”perceptually”　almost　two　dimensional;　.｀　our eyes　can
　perceive　fｕ1:Ｌ　ＣＯ:Lorsby mixing　two　spectral　stimuli　1n the context of
　natural　Images.　The experiment･described here　shows- that　the color　in
　natural　scenes　are ”physically”almost　two　dimensional.
II-5. Conclusion
　　　　Wehave　considered　the role of　color　informat:ion in　the region
segmentation　process・ ・By means of　systematic ・　experiments　inregion
segmentation.　　we　尚found　　a　set　of　effective　　color l　features
I1=(R+G十B)/3,　I2'=(R-B), and I3'=(2G-R-B)/2.・The three features are
significant　in　this　order　and　In many cases　good ’segmentations　can be
achieved by using only　the first　two.　　The transformation　to derive
them from the R, G, and Ｂ data １Ｓ　simpleand　it does not behave badly
ｅ寸enwhen digitized input　１Ｓused. ・　.　■I　　　　　　　　.　　・　　．
　　　　Comparisons　are made ｌ　experimentally　between　various　sets　of
color　features　which　are　commonly　used　in image　analysis.　　The
characteristics　.０ｆ　each set　can be observed　through　the comparative
experiments.　　The　difference　among　segmentation　results　clearly
appears　in　the　case of　the cylinder　scene　in which the separation of
the color　stripes　is　difficult.　The color　feature　sets‘{L, a, b} and
{II, 12' 13'} give　good　results　in　our　experiments.　　But, in many
other　scenes, no　significant difference　is　observed among　the results






reproduction by using only two　color　features.　That　is, every　set of
color　features　can represent　the color　Information　for many scenes
with　　ａ fairly　large　margin　and　therefore　can　provide　　enough
information　for region　segmentation.　　When different　sets of　color
features　make little　difference　in　segmentation　of ａ scene.　the
calculation involved　in the coordinate　transformation from the R-G-B
system becomes an　important　factor　to　consider　the effectiveness of
the color coordinate system for region segmentation. The set of　color
features　derived　in this　chapter　１Ｓ　good　inthis point as well as　in
the segmentation　result.　We think that　it　１Ｓａ useful color　feature
set　for color　Image　segmentation。
　　　　　Inthis　chapter.　　the effectiveness　of　color　feature　set was








PRELIMINARY SEGMENTATION OF COLOR IMAGES
III-l-l. Nonpurposive Segmentation
　　　　　We describe　two　topics　in　this　chapter.　One　is　the　segmentation
of　ａ　color　image　into ａ　set of　regions　based on spectral　information.
The　other　１Ｓ　the organization　of　the　segmentation　result　:into　ａ
symbolic　data structure.
　　　　　Generally　speaking.　　two processes are necessary for analyzing
　　　　　　　　　　　　　　　　　　　　　　　　　　　　｜　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　’image patterns：（１）Ｔｈｅ low-level process which performs segmentation
of　input image　and　extraction of　useful　features　from the segmented
image; (2) the higher-level　process which performs　semantic　analysis
of　the　：image　patterns　based　on　the　features　extracted　in　the
low-level　process.　　In order　to　achieve　good　performance　in　the
segmentation,　１ｔ has been　recognized　as being useful　ｔ０　import　task



















structured description of im<
　　　　　↑
犀器忿
(c) feedback scheme　　　　　(d) nonpurpos:ive Ｓ･egmentation scheme
Figure　3-1.　　Four　schemes　importing knowledge into　image analysis.
extracted　features　are matched　with the models which　describe the
knowledge　about　the patterns　to　be analyzed.　　The　task　specific
knowledge １Ｓused only in the higher-level matching process.　When the






process　as well as　the higher-level　process as shown in Fig.　3-1-b‘．
The　segmentation　process　can　be　tuned　ｕｐ･ to　the patterns　to be
analyzed.　This　scheme works well when variation of　input patterns　１Ｓ
limited.　But, some defects are　inevitable.　First,　the segmentation
algorithms　in this　scheme are　special　purpose　ones and they often
turn out　to be powerless when applied　to　the task slightly　differentﾆ
from the one　for which　the　algorithms　were　originally　designed.
Secondly,　1t　1S defficult　to　apply　this　scheme to　the・tasks　in which
sufficient a priori knowledge about　input patterns　１Ｓnot available.
(c) Feedback scheme
　　　　Whenthe input patterns are very　complicated or noisy, a ｓ：Imple
top-down scheme cannot　cope with　them. It　is difficult　to extract　the
features necessary for　the analysis all at once.・The feedback scheme
shown　in Fig.　3-1-c has been　developed　to　overcome this　difficulty.
The results of partial analysis are fed back to the low-level　process
to　guide it　in searching　for more　detailed　features.　　This　scheme
works　effectively when important features which determine the overall
structure　of　input　patterns　can be extracted　rather　easily at　the
initial　stage of analysis.　　Otherwise,　the costly　operations which
deal with the raw image data are apt　to be iterated wastefully due　to
the　ｔ･rial-and-errors between the higher and lower level processes.
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(d) Nonpurposlve segmentation scheme
　　　　Thefeedback scheme tries　to　extract　the features　directly from
the flood　of data,　the raw image.　by　the　top-down　control.　If　the
feature extraction can be performed on ａ well-organized database, the
inefficiency of　the feedback scheme will be fairly　improved.　One way
to　construct　such ａ database　is　to　segment　the input　image into ａ set
of　edges　or　regions　and　to　organize　　them　into　ａ　structured
description. It keeps　in ａ symbolic manner rich　information extracted
from the signals, the raw image.　Figure 3-1-d　illustrates　this　Idea.
The merits of making　such descriptions　ａｒｅ：
1) It　１Ｓ　convenient　tomanipulate　the descriptions　by high-level
　　　language　such as Lisp or FORTRAN.　This helps　in　implementing
　　　ｔ：hehigher-level process ．
2) The picture processing　functions　can be executed　in high　speed
　　　withoutdealing with the raw Image.
　　　　Oncewe　take　this view, the main role of　the segmentation　is not
necessarl:1-y　to　”reduce"　the amount of　data but　to　”structure”　the
data　into　usable　information.　　Furthermore,　the algorithm must be ａ
”nonpurposive"　one;　１ｔ must　be applied　to　ａ wide　range of　tasks.
Marr's　”Primal　Sketch”　［Marr,　1975] is　one way　of making　・such ａ
”nonpurposive”　symbolic description of　Image data. He extracted　edge
segments　in the　image by means　of various　kinds of　local　filtering
and　organized　them into ａ set of　symbols.
　　　　Wehave developed an image analysis　system based on this　scheme.
Regions　are　employed　to make　the description　of image data.　･The
description Is named　”Patchery Data Structure”．
III-1-2. Specifications for Segmentation and ･Symbolic Description




description process.　The　segmentation process extracts　the　structural
Information　of　the image　by partitioning　it　Into　coherent　regions
using　the spectral　information.　　The　description　of　the　segmented




　　(a)It deals with color ：images of ２５６×２５６pixels.
　　(b)It must　extract　the　detailed　structures　as　well as　the
　　　　　global　structures　inthe image　・




　　(e)The textural･ areas should be kept　from being broken into･ too
　　　　　manytiny fragments・
　　(f)The partition　must　be performed　such that we can assume ａ





　　(g) The description　is to　be　constructed　　using　regions.
　　　　　boundaries, vertices, etc. as　the descriptive elements.　The
　　　　　relationships between the regions must be described.
　　(h) High-speed derivation of　the pictorial　information from the
　　　　　description must be possible.
　　(i) The storage size　necessary　for　the description　should be　　．
　　　　　small.
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(j) The features ｅｘp:Licitly Included in the description should
　　be　limited　to　the basic　ones.　other　features　are derived
　　from the described　ones when they become necessary・
III-2. Region Splitting Using Multihistograms
III-2-1. The Algorithm
　　　　We　adopted　an　algorithm　which　uses　multlhlstograms　of one
dimension　to　find　the features　to be used for region　splitting.　The
basic　idea of　the algorithm　is　as　follows:　The whole image　is　first
partitioned　into　sub-Images　each of which　is ａ connected region:　then
each　sub-image　is further　partitioned　if　it　１Ｓ possible;　and　this
process　Iterates.　　This algorithm has been applied by Tomita et ａ１．
［1973］to　the　segmentation of　artificial　textural patterns.　Ohlander
[1975] applied it to the segmentation of color scenes。
　　　　Becausethe algorithm uses　the histograms　to find the cues for
segmentation.　１ｔ　is　suitable for　the extraction of global structures
in input　images.　０ｎ the other　hand.　１ｔ　is weak　in detecting　the
detailed　structures.　　Some　improvements　are　needed　to realize ａ
segmentation process which satisfies　the specifications　described　in
the previous　section。
　　　　Figure　３－２　shows　　ａschematic　diagram　of　the　segmentation
algorithm using ゛万lltlhistograms・　．Because of the recursive nature of
the algorithm,　ａ picture　stack is used　to　store　the region masks.　Ａ
region mask represents ａ connected　region (the area without hatching
in　　Fig.　3-2) which　is to　be　examined　　へfor　segmentation.　　The




　　　　Figure 3-2.　Region splitting using multihistograms.
１．　The textural areas are first　extracted (see III-2-2). A mask
　　　　corresponding　to　the un-textural area　１Ｓ　placed　at　the
　　　　bottom of　the stack. -一一The arrow ０　１ｎFig.　3-2.
２．　１ｆ　the stack １Ｓ　empty, the algorit：hm stops. (Segmentation　１Ｓ
　　　　finished.)
３．　One mask １Ｓ　taken　from the　top of　the stack.　Let Ｓ denote
　　　　the　region　represented　by　ｔｈｅダmask　(the　area　without
　　　　hatching).　－一一The arrow １　１ｎFig.　3-2.
４．　１ｆ　the region Ｓ　１Ｓ　small　(i.e., the number of　the pixels　in
　　　　Ｓ　１Ｓless　than ａ　threshold　Tl),　no　splitting　１Ｓ　tried　to　Ｓ
　　　　further. S　is memorized as ａ resultant region.
　　　　GO TO ２．
５．　Histograms of　color　features　in the region Ｓ are　computed・
　　　　－一一The arrow ２　１ｎFig.　3-2.
６．　１ｆ all histograms are monomodal, the algorithm skips　to　９・
７．　If any of　the hlstogra万”1万ｓshow　conspicuous　peaks, a pair of
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　　　cutoff　values which　separate　the peak in the histogram are
　　　determined at　the position of valleys.　and　the Image of　the
　　　color　feature corresponding to　that histogram 1S　thresholded
　　　using　the cutoff　values;　thus　the region S　1S partitioned.
　　　”-The arrow 3　1n Fig.　3-2.
8.　Connected regions　(with area　greater　than ａ threshold　T2）
　　　areextracted.　For each connected　region。ａ region mask is
　　　generated, and　it　is pushed dovm. on the stack.一一- The arrow
　　　41n Fig. 3-2.
　　　GOT0 2．
9．　If　the area　of　the region　S　is　not　large　(less　than ａ
　　　threshold　T3),　the region Ｓ　１Ｓmemorized　as ａ　resultant
　　　region, and GO Ｔ０２．
10. Extraction of　detailed　structures　in the region S　is tried
　　　by　thewindow scanning method (see 工II-2-5). If　it　succeeds.
　　　theregion S　is partitioned, GO TO　8. Otherwise, the region
　　　Ｓ　１Ｓmemorized as ａ resultant region.
　　　GOTO ２．
　　　　The　threshold Tl is　determined　to avoid　exhaustive　trials　for
splitting　small　regions.　　The threshold T2　1ｓ used　to rej ect noisy
regions　and　to prevent meaningless　fragmentation.　The threshold Ｔ３　１Ｓ
determined　in connection　with the size of　the small windows.　In the
case of　segmenting color　images with 256 × 256 pixels, the　thresholds
Tl, T2, and Ｔ３　are　set　t0　50, 8, and 1536,　respectively.　　Admitting









　　　(a)Laplacian operator　　（ｂ）９ × ９ window operator
Figure ３－３．　Laplacian operator and　ｇｘ　ｇwindow operator.
Ill-2-2. Pre-extractlon 'ｏｆTextural Parts
　　　　The　textural　parts (busy　parts) in Input　Images are apt　to be
divided　into ａ１０ｔ　ofmeaningless　fragments.　　In order to prevent
this, the textural　parts are first　extracted from the image and　the
segmentation　process　is　applied　only to　the parts　without　textural
property.　　The extraction of　the　textural　parts　is performed by the
following steps.
(1) The Laplacian　operator (Fig. 3-3-a) is applied to　the green
　　　Image　to produce ａ Laplacian image.　Thresholding　１Ｓ executed
　　　atａ cutoff value Ｔ　to yield an edge image.　The green image
　　　１Ｓ　　used　　because　　it　is　　the　most　　Ｓ:imilar　　to　the
　　　black-and-white image among　the three component　images.　The
　　　cutoff　value Ｔ　１Ｓdetermined　from the mode　value and　the
　　　standard deviation of　the histogram for　the Laplacian image.
T = (mode value)十(standard deviation) x １．４
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(3-1)
(2) Utilizing　the　ｇ ｘｇ window.　shown　in Fig.　3-3-b, on　the
　　　binary　picture, if more than ８０ｆ　ｇsubwlndows (3×3) have
　　　at　least　one”１”，　　thec ntral　pixel　is considered　to be
　　　textural.　The　textural pixels which　form connected　regions






III-2-3. Selection of　Cutoff Values Using Histograms




histograms　are detected　and ａ score　１Ｓ　calculated　for　each peak (see
Fig. 3-5).
score = ((2P-Va-Vb)/2P) x ((W-Np/P)/W) , (3-2)
where, Np　is　the number of　pixels　contained　in the peak.
The first　tﾆerm　represents　the relative depth of　the valleys　and　the
second　the　sharpness　of　the peak.　The deeper valleys and　the　sharper
peak are more　desirable.　The best　three　peaks　are　ｓｅ:Lected　through
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Figure ３－５．　Score　for ａ peak in ａ histogram.
III-2-4. Verification of　Cutoff Values by Spatial Evaluation
　　　　　Ａpair of cutoff　values with ａ high score does not　necessarily
produce　ａ partition　with good quality;　　an accidental　partition may
occur.　It　１Ｓ necessary to　test　the quality of　the partitions　that
will be　obtained by using　the candidate　cutoff values　selected　in the








寮Roughly speaking, the looseness　is related　to　the ratio of　the number
of　boundary　points　at which　１゛Ｓneighbor　with O's,　to　the total
number of　l's;　but　it　canbe calculated faster　than the strict　ratio.
The way to　calculate　the looseness　Is　Illustrated　in Fig.　3-6. For
each partition, the looseness　is　calculated for both binary pictures.
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Figure 3-6.　Calculation of　"looseness”for ａ binary mask.
　　　　　　　　　　　ⅣO is　ｔ力ｅ number of ２″ｓ in と力ｅ mask.
　　　　　　　　　　　NF is　と力e number of ２ ″ｓ after　"fusion" operation.
　　　　　　　　　　　ＮＳ ｉｓ　ｔｈｅ ｎｕｍｂｅｒ･ｏｆ １゛Ｓ ａｆｔｅｒ　ｌ・ｓｈｒｉｎｋｉｎｇ”ｏｐｅｒａｔｉｏｎ．
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III-2-5. Detection and Extraction of Detailed Structures
　　　　　The　segmentation　　algorithm uses　histograms　to　detect　the
structures　in ａ region to be　examined.　In the case of　large regions.
sometimes　no valleys　can be detected in　any histogram　even when the
region contains　some　structures.　This　is because small valleys　in ａ
histogram　are veiled by dominant　peaks or because　many　small peaks
overlap with each other.　To　cope with such cases.　regions with area
greater　than ａ　threshold are　scanned using ａ window, and it is　tested
whether･　the histograms　for each window have valleys.　This operation
is　illustrated　in Fig.　3-7. The window　size　is　set　to　３２×３２when














Figure　３－７．　　Schema of　the window-scanning method・
　（ａ）工ｎ ｌａｒｇｅ ｒｅｇｉｏｎｓ　ｓｏｍｅｔｉｍｅｓ ｎｏ ｖalleリｃａｎ ｂｅ ｄｅｔｅｃｔｅｄ ｉｎ ａｎリ
　　　　hiｓｔｏｇｒａｍ ｅｖｅｎ ｗｈｅｎ ｔｈｅ ｒｅｇｉｏｎ ｃｏｎｔａｉｎｓ　ｓｏｍｅ ｓｔｒｕｃｔｕｒｅｓ。
　(ｂ) Ｌａｒｇｅ ｒｅｇｉｏｎｓ　ａｒｅ ｓｃａｎｎｅｄ ｂリ　ａ ｓｍａｌｌ ｗｉｎｄｏｗ ａｎｄ ｔｈｅ
　　　　ｈｉｓｔｏｇｒａｍｓ　ｆｏｒ ｅａｃｈ ｗｉｎｄｏｗ ａｒｅ ｔｅｓｔｅｄ．
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　　　　This method works well　in detecting　the detailed　structures　in
large　regions.　but　the partition　shou:Ld be performed with caution.
Strictly　speaking, the cutoff values　selected from ｔﾆhe histogram for
ａ particular　window are valid　only for　the local area　in the window.
If　the　cutoff　values　are applied　to　the whole　region,　undesirable
partitions　may happen　as　illustrated　in Fig.　３－８．　１ｎorder　ｔﾆｏavoid
this, after app:Lying　the cutoff values　to　the whole region,　only the
extracted　segments which　intersect　the window　corresponding　to　the





Figure　3-8.　Simple application of ａ threshold obtained by　the
　　　　　　　　　　　　window-scanning method may cause accidental partitions.
　　　Ｔｈｅ ｖalｕｅ ｏｆ ｔｈｅ ｆｅａｔｕｒｅ ｆｎ ｓｍｏｏｔhlリｃｈａｎｇｅｓ in ｔｈｅ　ｌｅｆｔ ｐａｒｔ ｏｆ
　　　亡万ｅ region, whi1e ｊとｃ力anges abruptly in　the right part.　If the
　　　ｃｕｔｏｆｆ ｖalｕｅｓ　ｓｅｌｅｃｔｅｄ ｏｎ　ｔｈｅ ｈｉｓｔｏｇｒａｍ ｆｏｒ ｔｈｅ ｗｉｎｄｏｗ in ｔｈｅ
　　　ｒｉｇｈｔ ｐａｒｔ iｓ ａｐｐｌｉｅｄ ｔｏ ｔｈｅ ｗｈｏｌｅ　ｒｅｇｉｏｎ，　ａｎａｃｃｉｄｅｎｔａｌ
　　　parti tion ｍａ!７ happen in　the left part.
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工工1-3. Representation of　Segmented　Image
IIエー3-1. Patchery Data Structure
as




pictorial　features　related　to　the properties　of and　the relations
between　the regions ．　　Thedata　structure　is named　”Patchery　Data
Structure”。
　　　　　Fewworks have been reported yet on ａ structured　description of
image data　for　the purpose of retrieving　the ･pictorial　information.
Kunii et ａ１．［1974］reported ａ system which uses　the relational model
to　represent　the　pictorial　information.　　The primary aim of　their
system is　to build an ：image　database　with　an ability　to　retrieve
images by　specifying　their　contents ．　In our case, the primary aim is
to　retrieve　features　of an image based on regions.　　Relationships
among　regions　must　be represented　by ordered　sets with　variable
number of　elements;　for　ｅχample,a set of boundary　segments　forms　the







considered　by 4-neighbors.　　The boundary　segments　are defined on the
mesh placed on　the　intex-val of　the Ｐｉχｅ:Ls.　　Each　boundary　segment
corresponds　to　the border　between two regions and　it　is represented
by chain codes (with　４ directions)　from the　start vertex　to　the end
vertex.
between
　Each　vertex is ａ　start　orend point of a boundary　segment
two regions ．　Ａvertex　is　the　corner point at which three or
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four regions　encounter。
　　　　Holesand　line　segments are also　the descriptive　elements.　Ａ
hole １Ｓ　ａgroup of　regions which　is　surrounded by another　region.　Ａ
line segment　corresponds　to ａ　linear　section of ａ boundary　segment.
The iterative　end-point　fits method［Duda and Hart,1973] Is used　to
fit line　segments　to　the chain code of　ａboundary　segment.　　Figure
3-10　illustrates　the line fitting　operations.
III-3-2. Primary Features and　Secondary Features
　　　　　Thedescription　must　support　high-speed　derivation of various
kinds　of　features when they become necessary in the analysis process・
One　possible　scheme is　that　every　feature　needed　in the　analysis
process　is calculated beforehand and　entered in the description.　But
this １Ｓinfeasible　for the following two reasons：(1) It １Ｓwasteful
to　calculate　the　features　which　may not be used　in the　analysis
process;　（２）ａlarge amount of　storage ｉｓ‘necessary to　store all　the
calculated features。
　　　　　Features　used　inthe image　analysis　can　be divided　into　two
classes:　primary features and　secondary features.　The calculation of
ａ　primary　feature　deals　with　the　image　arrays　directly,　and.
generally.　１ｔ　１Ｓ　time　consuming.　　０ｎthe other hand, the secondary
features,　such as compactness　of ａ region, can be calculated　from ａ
set of ｐｒ：tmary　features,　and　their　calculation can be performed　in
high-speed.　Based on such　considerations,　only the primary features
are　entered　in　our description.　　The　secondary　features　will be
calculated　from the primary features of　the descriptive　゛ｅ:Lements　and








































Figure 3-10.　　The　iterative end-point　fits method.
　　ｊ'１　and Ｂ are　と力ｅ end-ｐｏｉｎｔｓ　(ｖｅｒｔｉｃｅｓ)　ｏｆ ｔｈｅ ｂｏｕｎｄａｒ!Ｊ
　　ｓｅｇｍｅｎｔ．　The line AB is initiaヱヱ!7 fi ｔ to　the boundar!7・
　　The distances from each point on　ｔ力e boundary to　と瓦
　　ｌｉｎｅ ａｒｅ ｃｏｍｐｕｔｅｄ， ａｎｄ ｉｆ ａｌｌ　ｔｈｅ ｄｉｓｔａｎｃｅｓ ａｒｅ ｌｅｓｓ
　　ｔｈａｎ ａ　ｔｈｒｅｓｈｏｌｄ ｔｈｅ ｐｒｏｃｅｓｓ iｓ　finiｓｈｅｄ.　工ｆ ｎｏｔ．
　　と力ｅ point C, furthest from the line AB ， ｊｓ found and





　　　　　Theproperties of　regions.　boundary segments.　vertices, holes.
and line　segments　are described　in each　descriptive　element.　Table
3－１　shows　thefeatures used　for　the description as　the properties of
descriptive　elements.　　For ａ　region.　　the following　features　are
described (Fig. 3-11).
(1) Area -一一The number of　pixels　included　in the region.
(2) Mean intensities of R, G, and Ｂ data.
(3) Degree of　texture －一一The mean value of　the operator　in Ｆｉｇ・
　　　3-3-b.
(4) Contour lengh一一The total :Length of　the boundaries　which
　　　surround　the region.
Table 3-1.　Primary　features　for each descriptive　element 。
descriptive
element primaryfeatures
region area;　mean　intensities　ofR, G, and B;
degree of texture;　contourlength;
position of the mass center; number of holes;
scatter matrix of pixel　positions;
minimum bounding rectangle（MBR）.
boundarysegment chain codes;　length;　contrast.




distance from origin (p);　orientation(6);
length;　positions of end points.
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(5) Position of　the mass　center －一一The position　vector　M=(Mχ，





where, N is　the number of pixels　in the region.
　　　　　　　P1　1S　theposition vector of　i-th pixel.
(6) Minimum bounding rectangle (MBR) The MBR is defined as ａ
　　　set　of　four　figuresXMIN, XMAX, YMIN, and YMAX. They are the
　　　maximum and minimum values of　the χ and Ｙ coordinates of　the
　　　pixel positions　in　the region.
(7) Scatter　matrix　－一一　The　scatter　matrix　　represents　the
　　　elliptical area which　approximates　the shape of　the region.
　　　It　１Ｓmore useful　than the minimum bounding　rectangle.　The




where, N　is　the number　of pixels　in the region.
　　　　　　Pidenotes　the position vector of　i-th pixel.
　　　　　・Ｍ　denotes　themass center of　the region.
　　　　　Figure3-12　illustrates　the　features　described　for boundary
segments.　　The contrast　１Ｓ　themean　difference of R, G, and Ｂ values
across　the boundary　segment。
　　　　　Figure3-13　shows　the features　for　line　segments.　　The polar
coordinates　system ( p-9 system) Is used to representﾆａ line　segment.






























pointers　used　in the Patchery　Data　Structure.　　The meaning of　the
pointers will be clear　from the figure.　The boundary　segments which
form the　contour of　ａregion or a hole are ordered　counter-clockwise.
According　to　the considerations　in section III-3-2, only　the ”Pｒ:Imary
relations”are explicitly represented. Other relations　can be derived
from the primary ones when they become　necessary.　For example.　the
set of regions　touching ａ certain region can be obtained as　follows:
(1) The set　，０ｆboundary　segments　surrounding　the　region 1S first
derived;　（2）　the regions on the left side or the right side of each
boundary segment are gathered as　the obi ective set.
lｅｆｔ "ｓｉｄｅ
right side
　 ａ ･ ■ ■ - - ･ ･ 　 ･ - ･ - ■ ･ ●
m e e t a t
－ ｄ ｒ ¶ － － ■ Ｊ ７
Figure 3-14.　Description of　topological relations.
7.4
III-3-4-2. Color Relations
　　　　　工ｔis useful　to describe　the　relationships　among the regions
which have similar　colors.　The basic operation of　the　segmentation
algorithm using multihlstograms,　which we employed in our syste”1,Is
to　extract regions with ａ　similar spectral　property.　Ａ segmentation
tree　which　records　the　history　of　segmentation　can　be used　to
describe the color　relations　among　the regions.　　Figure 3-15　１Ｓan
example of　the segmentation　tree.　Each node in the tree corresponds
to ａ region.　　The root-node　corresponds　to　the whole image and　the
leaf-nodes　correspond　to　the elementary regions obtained as　the final
result of　the　segmentaion.　　Every node except　the leaf-node has　its
child-nodes which correspond　to　the regions obtained by splitting the
region corresponding　to　that node. There are two kinds of　child-node：
sons　and daughters.　　The sons　correspond　to　the regions which are
extracted　by　the cutoff　operation　from　the parent　region.　　The



















to　separate the region is recorded　in the corresponding node。
　　　　Thedistance　ｂｅｔﾆween　two nodes　in　the　segmentation tree　is
defined as　the path length between　them.　The regions　which are near
in　the segmentation tree have similar　colors.　But　it　can not be　said
ｔﾆhatdistant nodes have very different　colors.　Furthermore,　the color
relation　represented by　the entire segmentation tree　depends　on the
color　features which are used　for　the segmentation process;　i.e., the
segmentation　tree created by using R, G, and Ｂ　isdifferent　from that
created by using Y, I, and Ｑ．　Inspite of　such difficulties, we　think
that　the　segmentation tree will be ａ useful　tool　for retrieving　the
regions based　on the similarity of　color.
III-4. Manipulation of　the Patchery Data Structure
I工工-4-1. Merging of Regions
　　　　　In　region-oriented　Image　analyses,　１ｔ is　often　necessary to
merge seve‘ralregions　into　one. In such ａ case, the features　in Table
３－１　０ｆａ new region should be calculated from the ones of　０１ｄregions
without　dealing　with the　image　arrays.　In　our　system,　it can be
performed as follows 。
(1) Mean　intensities　of R, G, and Ｂ data,　degree of　texture,
　　　position　of mass　center 一一-･The feature ｆ　of　thenew region







where. Si and　fi denote, respectively, the area and




(2) Minimum bounding　rectangle　(MBR)一一The MBR (XMIN,　XMAX,
　　　YMIN,　YMAX) of　the new region can be obtained as　the MBR of
　　　theMBRs of 01d regions.
XMIN = min {XMINi}, XMAX = max {XMAXi},
YMIN = min {YMINi}, YMAX = max {YMAXi}, (3-7)
where, (XMINl, XMAXi. YMINl, YMAXi) denotes the MBR
　　　of the i-th 01d region.
(3) Scatter　matrix　－－－ Let Ｃ１，　Mi, and　Si (1=1...n)　denote
　　　　individually　the scatter matrix, the position vector of　the
　　　　mass　center.　and　the area of　the i-th　０１ｄ region.　　Let Ｍ
　　　　denote　the　position　vector of　the mass　center of　the new
　　　　region,which １Ｓ　calculated by Eq.　３－６．　Thenthe new scatter









　　　　　Variouskinds of　features　are used in region analysis　systems　to
represent　the　properties of and　the relations　between the regions.
Table　３－２　shows　thetypical　features which we used. We will　show how
we can derive those　secondary　features　easily from the primary ones
entered　in　the Patchery　Data　Structure.　　The　computational　time
necessary　to derive　them from the data　structure　１Ｓ　shorter　than
computing them directly on　the Image arrays.
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(1) Normalized　colors　（ｒ，　　9，　and　b), intensity,　hue.　and
　　　saturation　of　ａregion －一一They can be calculated　from the
　　　mean　intensities　ofR, G, and Ｂ of　the region.
r = R/(R十Ｇ十B), g･= G/(R-ﾄＧ＋Ｂ)･, b = B/(R-HH-B),
intensity = (R+G十B)/3,
saturation = 1-3・min(r,g,b) .
hue = arctan2(/3(G-B),(2R-G-B))・ (3-9)
(2) Compactness　of　ａ region　一一 It　can　be calculated　from the
　　　area　and　thecontour　length of ａ region.
compactness °47r*area/ (contour　ｌｅｎｇｔｈ)２ (3-10)
(3) Crude　shapes　of　　ａ region　such　　as　vertically-long or
　　　　horizontally‘long　一一“　They　can　bedefined　based　on the
　　　　VH-ratiowhich is　computed using the scatter matrix.
VH-ratio = log(Cll/C22) , (3-11)
where, Cll and Ｃ２２are the diagonal components of
　　　　　　thescatter matrix Ｃ．
(4) Effect：ive　width　and　effective　MBR　of　ａ　region一一The
　　　effective width and ･the effective MBR are both computed from
　　　the　scattermatrix.　　When the scatter matrix of ａ region is
　　　Ｃ１１Ｃ１２　，the effective MBR (XMIN, XMAX, YMIN, YMAX) is ａ
　　　（ｃ２１ｃ２２）
rectangle　which has　ａscatter matrix 　C11　　0　．　　And　the（　　
O C22/
effective width (XW, YW) is the width of the effective MBR.
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contrast of the border;
orientation of the border;
linearity of the border:
T-ratio (touching ratio);
0-ratio (overlapping ratio);




YW = 2/3*C22 ,
XMAX = XC十XW/2,
YMAX = YC+YW/2, (3-12)
where, (χC, YC) Is　the mass center of　the region.
(5) The　contrast　at　the border of　two regions　一一－エｔ　canbe
　　　　computedby averaging　the　contrast of　the boundary　segments
　　　　included　in　theintersection　of　the contours　of　the　two
　　　　regions.
(6) The degree　that ａ region　touches　another region　(T-ratlo)
　　　　－一一The-ratio of region-1　to reglon-2　1ｓ calculated　from
　　　　thel ngth of　the border　between　the　two regions　and　the
　　　　contour　lengthof　the reglon-1.
T-ratio = (border length)/(contour length of region-1)・
　　　　　　　　　　　　　　　　　　　　　　　(3-13)
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(7) The degree of　ａregion being　surrounded　by another　region
　　　　(0-ratio)　一一　The　0-ratio　0f-　region-1　to　region-2　1ｓ
　　　　computedas　the ratio of　the overlapped　area of　the MBRs of
　　　　thetwo　regions　to　the　whole　area　of　the　MBR of　the
　　　　region-1.
0-ratio = (overlapped area)/(whole area). (3-14)
(8) The linearity and　the orientation of　the border between　two
　　　regions　･－一一　These　can　bederived　from　the　set of　line
　　　segments　Included　in the boundary of　the　two　regions.
(9) Positional relationships　between two regions　such as　above.
　　　below.　left, or right －－－These can be derived by using　the
　　　mass　centers and　the MBRs of　the　two regions. Let (XCl, YCl)
　　　and(XC2, YC2) be the mass　centers　of region-1 and region-2.
　　　respectively.　　Let (XMINl, XMAXl, YMINl, YMAXl) and (XMIN2,
　　　XMAX2,　YMIN2,　YMAX2)　be　the effective　MBRs　of　the　two
　　　regions　　Illustrated　　in　　Fig.　3-16. Then　the　　relation
　　　”region-1　1Sabove region-2”1ｓ defined as　follows:
XMIN1<(XMIN2十XC2)/２ Ａ XMAXKXC2∧YMIN2<YC:LくYMAX2. (3-15)
Actually, we defined "above" as ａ fuzzy predicate;　the　truth
value　１Ｓaffected by the degree　that YCl　is　out of　the range










　　　　Whenthe analysis　１Ｓperformed by means of　ａtop-down　strategy.
1t　is necessary　to　retrieve　regions　out　of　the Image　data　by
specifying　the properties　they should have;　for example.　”fetch a11
the　regions　that　are vertically　long and have ａ yellow one on their
left”． The computation　for　such ａ retrieval 1S usually very large.
Only ａ well-s tructured　symbolic description can allow such ａ function
to be of practical use.　工ｎ our　system, the following　three ｐｒ：imltive
functions are　for　this purpose (cf.　Table ４－３　１ｎp.126).
ALL-FETCH (<to-set>, <from-set>, <fuzzy-predicate>) ,
THERE-ｴS (<region>, <froin-set>, <fuzzy-predicate>)
T-FETCH (<to-set>, <region>) .
　　　　　ALL-FETCH　selects　fromａ set of　regions.　which is　specified by
<from-set>.　all　ｔhe･regions　that　satisfy the condition　described by
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　81
〈fuzzy-predicate>,　　and　assigns　　them to　〈to-set>.　　THERE-IS,
existential　fetch, se:Lects only one region first found. Nested use of
these functions　ｒｅａ:Lizes　arbitrarily　complicatedretrievals.　T-FETCH
selects all　the regions　that are　touching <region>. This　function, of
course. can be realized by using　ALL-FETCH,　but T-FETCH is faster
because　it utilizes　the　relational　pointers　in　the Patchery　Data
Structure,　　Figure　3-17　illustrates　　ａ function　defined by using
ALL-FETCH and THERE-ｴＳ　to perform the retrieval ０ｆ　theabove example.






Figure 3-17 ．　The　function to　”fetch all regions　that are vertically
　　　　　　　　　　　　long　andhave ａ yellow one on　their　left”．
III-5. The Results
　　　　　Thesegmentation　process　and　the　structuring　process described
in this　chapter　have been　applied　・ to　ａ１０ｔof　color　scenes.　and
produced　successful　results.　This　section presents　the results　for
two　scenes　　for　１１:Lustration,　　other　results　can　be seen In the
append：Ｌχ．
　　　　　Figure　3-18-a　Is　an outdoor　scene.　　The　input　picture　is










































R, G, and Ｂ data.　Figure 3-18-b　shows　the result of　segmentation.　Ｒ，
Ｇ．　and Ｂ are used as　the color　features　for　histogramming　in the
segmentation algorithm.　The detailed　structures, such as the windows
of　the building, are extracted　successfully.　The fragmentation of　the
textural part like trees　is　suppressed.　　Conceivably, the quality of
this　segmentation is　sufficient as　the ”nonpurposive”　segmentation.
Figure　3-18-c　shows　the straight　line　segments　fit on the boundary
segments ．　　Figure　3-18-d　１Ｓ ａ color　Image　reconstructed　from the
structured description final:Ly obtained.　Mean intensity values of Ｒ，
G, and Ｂ　are assigned　to　each region.　In this　ｅχample the number of
regions　is　339, the number of boundary segments　Is　914, the number　of
vertices　is　612,　　the number　of holes　is　37, and　the number of　line
segments　is　268.　The storage ‘ necessary　for this　data　structure is
about　９０ kilo-bytes。
　　　　　Figure　3-19　shows　the result of another　color　scene.　In this
case.　the input　picture １Ｓdigitized　with ２５６× ２５６　sizeand　6-bit
density　resolution.　Three　color　features　（Ｒ十Ｇ＋Ｂ）／３，　（Ｒ－Ｂ），　and
(2G-R-B)/2　are used　in　the　segmentation　process.　　The　numbers of
regions.　boundary segments.　vertices.　holes, and　line ･segments are
391, 1121, 742, 11, and　368, respectively.
III-6, Conclusion
　　　　　Inthis　chapter, a　system which makes ａ structured　description
of　　ａcolor　image　based　on　regions　is　described.　　Ａ　powerful
segmentation process has been developed by　improving　the segmentation
algorithm which uses multlhistograms　to obtain the cues　for　splitting
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ａ、region.　　The segmentation 、results are organized into ａ structured
symbolic　ｄａ!二ａ　network. It　contains　rich　information　of　the input
image　and　supplies　the　analysis　　process　　　with　the　pictorial
information in ａ　tractable form.










（4）　The meaningless　fragmentation　of　the textural area in the
　　　　input　sceneis　avoided by the pre-extraction of　that area.
（5）　It works well　for various kinds　of　images.
As　for　the structured description:
(6)　Because it is region-based, the properties of　surfaces　such
　　　　as　colors　or　textural　features　can　be described　in ａ
　　　　naturalway.
(7)　The features　entered in the description are limited to　the
　　　　prim万゛万ryones.　This realizes ａ compact description.
(8)　Various kinds　of　features　can be derived　in high speed from
　　　　thedescription.
(9)　The　region　fetch　　functions　　which　　retrieve　　regions
　　　　satisfying　certain　properties　from the input　image can be
　　　　realizedon the description for practial use.
(10)Ｔｈｅ merging　operation　of　the regions　can　be performed on
　　　　thedescription without referring　to　the image arrays.
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　　　　　Thereare ａ few unsolved problems. First, our description cannot
support　the Ｓｐ１ﾆItting　operationof regions.　This　problem.　however,
can　be　almost　　avoided　　by　over-segmenting　　the　image　in　the
segmentation process.　Secondly, the segmentation process　takes　ａlot
of　time.　This point will be fairly improved by employing the　specla:L
purpose hardwares which can perform high-speed　parallel　computation





A BOTTOM-UP AND TOP-DOWN REGION ＡＮＡ】:.YZER
　　　　　Ther gion　analysis　technique　is often　employed　in analysis
systems　for natural　scenes.　Regions are better　than edges In dealing
with　the properties　of　the surfaces　and　in obtaining　the global
structures　in the scenes. A region analyzer　tries　to　segment an input
image　into　meaningful　regions and　assigns －　objectlabels　to　each of
them.　The･term ”meaningful”　means　that each region corresponds　to ａ
surface of　the obj ects　in the input　scene.　　The homogeneity ．of　colo「
or　texture　is used as　the criteria　to divide　the image into　regions.
Ａ meaningful　segmentation.　however, Is hardly achieved by using only
such　image properties.　Various kinds of additional　constraints have
to be　employed　to obtain　the meaningful　regions.　There are several
attempts　for　this。
　　　　　Briceet　ａ１．［1970］segmented　block-world　scenes by the region
growing　technique.　’ They　employed　the　”phagocyte”　heuristic　in
addition to　the ”weakness”　heuristic　which evaluates　the similarity
of brightness. Even if　the boundary between　two regions　is weak, they
are ｊoined　only if　the resulting　boundary　does not grow too　fast・
Thus,　the phagocyte　heuristic　constrains　the region growing process
to　obtain well-shaped　regions. It worked well　for　the block scenes。




ｐ‘rocesswith　the　segmentation process, and analyzed road　scenes which
include　sky, roads, grass　strips, trees, and cars. The input　image １Ｓ
preliminarily! divided into　small‘fragments based on　the similarity of
color.　Every　fragment　１Ｓ　interpreted by using　the properties　of and
the relations between the fragments. The fragments which are assigned
an　identical　interpretation are merged as　ａmeaningful region.　Their
scheme utilizes　the restrictions　on the kinds　of　objｅｃｔﾆｓ　inthe　task
world as　the　constraints　to　guide　the segmentation.　Tenenbaum et ａ１．
[1976] analyzed a　room　scene by　　ａmethod　　which　they　call
”Interpretation-Guided　Segmentation".　These two methods　are usually
called　”semantic　region analysis”。
－　　　The semantic region analysis　systems have succeeded in analyzing
road　scenes　and　simple room　scenes.　　But, they cannot　deal with the
scenes　which　contain　objects　for　whose　　recognition　ａ‘certain
structure has　to be　identified.　For example。１ｔ　１Ｓ　difficult　to　deal
with ａ set　of　regions.　such　as windows　of　ａ building,　which are
located　separately,　　but which are　to　be　identified　as ａ　whole
according　to some　placement　　rules.　　The　evaluation　of　shapes
comprising　severa:Ｌ　regions　１Ｓ　also　hard.　　The　reason　for　this
difficulty can be understood as　follows. The semantic region analysis
has been developed as an improvement of　the region growing　technique・
Thus, it　still relies　entirely on the bottom-up　control　scheme of　the
region growing, and　the　semantic　information　１Ｓ used　in the　same way
as　the local pictorial　information.　In consequence, even　though the
segmentation　１Ｓ　evaluated by ａ certﾆain　score.　゛the usable　features
which　evaluate　the　semantic　constraints　are limited　ｔ０　local ones：
ｅ・ｇ・　　ヽcolor.　orientation　of　ａ boundary　segment.　crude　shape of　ａ
boundary　segment.　etc.　　Such ａ prob:Lem stems　from the fact　that　the






●approach seems‘ essential.・It　is well known that, when the structure
of　the　input　scene ・１Ｓ．known, the　top-down　control　scheme provides　an
efficientよand reliable, analysis.　　。Under, the・top-down・contro:Ｌ，　１ｔ
becomes　possible　to　deal with ａ　set of regions locatedレseparately　in
the　image　such as windows of ゛ａbuilding・=　・But when, the structure　１Ｓ
not known, ' the。top-down……scheme　１Ｓ　powerless.　上ｌｎ･　contrast.　the
bottom-up control･ is- usually not so　efficient, but.it　１Ｓ more･robust;
１ｔworks　well evenづwhen the　structure. , of the input　image　is not
known.　We　think that we 。can build ａ powerfu:L analysis　mechanism by
combining　the merits of　the　two　complementary　control　schemes　in　the
following way: (1) The bottom-up　control　scheme extracts　information
about　the　crude　structure　of　the input scene.　　(2) Based on the
information　provided by　the bottom-up analysis, the top-down control
scheme performs　an efficient analysis by focussing　its attention。
　　　　　The　taskworld　selected　is　campus　scenes of Kyoto　University;
the　scenes　include　sky,　trees,　　buildings.　　roads,　windows　of
buildings, and cars on roads.　　　　　　上　犬
IV-2. A Bottom-up and Top-down Region Analyzer
IV-2-1. Patches and Regions
　　　　　Figure４－１　shows　the outline of　our region　analyzer.　　An input
color　image　１Ｓ　first　partitioned　into　ａ　set　of　coherent　regions
according　to　the color　information. The partition is performed　to　the
state　of over-segmentation.　that　is, we can assume ａ　single　region
does　not　span　over more　than　one object.　but　one obj ect　might be
divided into multiple regions.　The segmented　image　is organized　Into
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ａ　structured　data network which　１Ｓ　called　Patchery Data　Structure.
Regions,　boundary　segments,　vertices.　holes,　and (straight) line
segments are used as　the descriptive elements. This process　is　called
the preliminary segmentation。
　　　　　In　this　chapter.　　theregions　obtained　in　the　preliminary
segmentation are denoted by the　term ”patches”. The　term ”regions”１ｓ
used only　for　the regions　which　are obtained by merging　the patches
according　to　ａ certain criterion. The patches are　the atomic　elements












IV-2-2. Bottom-up　Control and Top-down Control
　　　　　Decidingwhere　to　locate the　interface between the bottom-up and
top-down　processes　is　an Important　problem.　　In Fig.　A-1, the part
enclosed by dotted lines　is performed under bottom-up　control　in our
system.　　Ａ　”plan” １ｓ　generated　in　the　bottom-up　process　as ａ
representation of　the crude structure of　the　input　scene. The plan　is
ａ　set of　object　labels and　their　degree　of　correctness　assigned　to
each of　the　large patches　In　the preliminarily　segmented　image.　The
plan　provides　the　top-down　process with･ the　clues　concerning　what
knowledge　can be applied　to what part of　the scene。
　　　　　The　top-down　process　fixes　the interpretation　for　the　large
patches　referring　to　the plan　generated in　the bottom-up　process・
Also,　　１ｔanalyzes　　the　detailed　　structures　　of　the　scene　by
interpreting　small patches　in　the context of　the large patches which
have been already　interpreted.　　When the　top-down　process　makes ａ
significant　decision　(such as　the position　of　the scene　horizon)
which might have an effect on　the　interpretation of　the whole scene,
the　decision　is fed back to　the bottom-up　process and　the plan　is
ｒｅ‘evaluated.　　In this way　the bottom-up　process and　the　top-down
process work cooperatively　to achieve　the semantic description of　the
scene.
IV-2-3. Rule-based Analysis
　　　　The　knowledge of　the　task world　is　represented　by two　sets of
rules　in our region　analyzer:　　one　is used　In　the bottom-up　process
and the other　in the　top-down　process.　　Figure　4－2　illustrates　the
control　mechanism of　the region analyzer.　　Because　the knowledge　1S











Figure　4-2.　　Control mechanism of　the rule-based analysis.
organizing　an analysis　system for　complex　scenes,　such as outdoor
scenes, which　include various kinds of　objects。
　　　　Eachrule　for　the bottom-up　process has ａ fuzzy predicate which
describes　properties　of　or relations between obj ects ．　It　also has ａ
weight which　indicates　the uncertainty of　the knowledge　it relies on.
The plan　manager　controls　evaluation　of　the rules and performs an
approximate reasoning based　on the fuzzy truth-values。
　　　　The　top-downprocess　１Ｓ　organizedas　ａproduction　system.　Each
rule　is　ａpair　of　ａcondition and an action. The condition is　ａfuzzy
predicate　which　examines　the　situation of　the database.　The action




IV-2-4. Plan Generation by Bottom-up Analysis
IV-2-4-1. Plan Image
　　　　Inorder　to generate　the plan, patches with large area are first
selected from the preliminarily　segmented　image.　It　is reasonable　to
assume･ that most of　them　correspond　to　large parts of　objects in the
scene　and　that　they can　be extracted　from the image　data･　rather
stably in the segmentation process.　We call　those patches keypatches.
It　should　be possible　to　grasp　the rough　structure　of　the scene by
assigning　the　object　labels　to　the keypatches.　　The labels ｌhave
multiple　values, and ａ　score　indicating the degree of　correctness　is
assosiated　to　each label value;　for example,
label-of-a-keypatch =[(sky=0.5)(building=0.2)(tree=0.2)(road=0.1)]．
The　score　is　computed　by　evaluating　the　properties　of　and　the
relations between the keypatches。
　　　　Smallpatches　in　the preliminarily　segmented　image may disturb
the　evaluation of　the relations　between　the keypatches.　　Thus, we
tentatively merge ａ１:Ｌthe small patches　to one of　the keypatches.　We
call　the resultant　image ａ ”plan image”．　The ”plan”１ｓ　the　labeled
plan　image;　　that　is, each region in the plan image are assigned with
labels。
　　　　Figure４－３－ｂ　shows　theplan　image　generated　from the segmented
image　in Fig.　　A-3-a.　　工ｔmust　be noted　that　the plan　：image　１Ｓ
represented　symbolically　on　the Patchery　Data　Structure,　and　the
image (2-D array) in Fig.　4-3-b １Ｓgenerated only for the purpose of
display.｡
　　　　No　semantic　information　１Ｓused　in　the merge operation.　When ａ
small patch touches more　than　two keypatches, a score is　computed　for
each　keypatch based　on　the　similarity of　color and　the compactness of
the　region　which　would　be obtained　If　the small　patch　and　the








evaluate　the　global relations　between regions, the　smooth boundaries
are　rather　convenient.　The keypatch which obtaines　the highest　score
is　selected.　　The　merge　operation　is.　of　course,　performed　by
manipulating　the Patchery Data Structure.
IV-2-4-2. Rules and Plan Manager
　　　　　Each　rule　used　in　the plan　generation　process　has　ａ　fuzzy
predicate　which　describes　　ａ　property　of　ａ　certain　object　or　ａ





predicate can also　examine the　scene description which is constructed
in　the　top-down　process.　In this way, the information　ｅχtracted　in
the　top-down　process, such as　the position of　the scene horizon, can
be reflected　in the plan generation process。
　　　　　Inorder　to　evaluate　the plan, the plan manager　ａｃｔ：ivates　every
rule to examine　every region in the plan　image.　For　every combination
of rules　and regions, the plan manager receives ａ fuzzy　truth-value.
Based　on　the set of　fuzzy　truth-values.　the plan　manager　assigns
obi ect　labels　to　each of　the regions　and　computes　their　degree of
correctness。
　　　　　An　approximate　reasoning　scheme Is　employed　for　evaluation of
the　plan to　deal　with　the　uncertainty　existing　in both of　the
knowledge and　the pictorial　features.　Detailed　description of　this
scheme is　Included　in section IV-3.
IV-2-5.　Top-down Analysis of Patches
IV-2-5-1. A Production System Architecture
　　　　　The　top-down　　analysis　process　１Ｓ　constructed　by　using　ａ




rule　is　ａpair of ａ condition　and　an action,　and　１Ｓ”watching”　the
database.　Whenever　the predicate　in　the condition part　is　satisfied.
the system evaluates　the action part and modifies　the database.
　　　　As　illustrated　inFig.　4-2, the database stores
(1) the preliminarily　segmented　image and　the plan　image represented
on the Patchery Data Structure,
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(2) the plan, and
(3) the scene description so ｆ尽ｒobtained.
　　　　　There･are　two　types　of　production　rules in　our　system：　　to-do
rules　and　if-done　rules.　They　correspond　to　the consequent　and
antecedent　theorems of PLANNER［Hewitt, 1968], respectively.　Ａ to-do
rule performs　basic　operations　in the region　growing･･　process.　　It
examines　each　patch　which　has　not　been　interpreted　yet　in the
segmented　image by　the fuzzy　predicate　in　its　condition　part and
determines　whether　the associated action can be executed　for　it. The
executable　actions　are added　into　the agenda with ａ　score　indicating
their priority, whose computation will be explained soon.　The agenda
controls　， the　production　system.　　It　manages　actions　which are
゛｀゛:ecutable in ａ context of analysis　through　their　attached scores.
The action with the highest score　is　executed,　and, as　the result,
the agenda　１Ｓ updated.
　　　　　Anif-done rule　is ａ demon.　It　is　triggered by the execution of
ａ certain　action of　to-do rules.　　　　　　　　　　　　＜　　　　　　．・，　　　　上
　　　　　Inthe production system architecture, interactions of　the　to-do
rules　and　if-done　　rules上as　modifying　the database　　embody　ａ
heterarchical　control　structure.　This　enables　the top-down analysis
process　to have ａ flavor of　data-driven　control so　that　the order　of
analysis　is　determined　　according　to ，　the reliability　　of the
interpretation　of　each part of　the image, which is　given as　the plan
generated　by the bottom-up analysis.
IV-2-5-2. Structure of　Scene Description
　　　　Howto　describe　the analysis　result　is　essential.　especially to













１ｔaccording　to　the status　of　the results　so　far obtained. Figure ４－4
illustrates　the　structure of　the scene　description which １Ｓbuilt as
the result of　the top-down　analysis　in our　system.　　Scene,　object.
region, sub-region, patch, and pixel are　the important　concepts which
constitute　the　structure of　the description. The patches　are　the ones
obtained as　the output of　the preliminary segmentation.　They are the
atomic　elements　in the rule-based analysis.　The scene represents　the
whole　：image　being　analyzed.　　The　objects　stand for　the　objects
extracted　in　the scene.　　The regions　represent　the main parts　of
objects　such as　the walls　of buildings.　and　they　are ob tained　by
merging　the patches　which are　given the same　interpretation.　　The
sub-regions　are much the same as　the regions, but　they correspond　to
the subjective part：Ｓof objects such as the windows of buildings.　The
difference　between犬(sub-)regions　and patches　１Ｓ　that　theformer　are
the entities　given consistent　semantic　interpretation,　whereas　the
latter　are　the　entitles having consistent pictorial　properties.　Ａ１１






IV-3. Mode:Ling and Control Structure for Plan Generation
IV-3-1. Model Representation
IV-3-1-1. Knowledge Block Organization of Model
　　　　　In　ａcomputer　vision　system.　　ａ model　which　describes　the
properties　of and　the relations　between　the　obi ects　is　the most
important　knowledge　representation　about　the task　world.　　In our
system,　the model　１Ｓ　organized　asａ semantic　network as　illustrated
in Fig.　4-5. Each node of　the network １Ｓ　calledａ knowledge block In
our　model.　　１ｔ holds　ａ chunk　of　knowledge　about　an entity　In the
world;　　for　instance,　object ”sky".　material　”concrete”，　property
”blue”，　relation　”linear-boundary”，　etc.　Ａ knowledge block for an
obj ect　or material　includes ａ set of rules which describe　properties
Figure ４－５．　Ａsemantic network for knowledge　organization.
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１ｔmust　satisfy and relations　it has with other blocks.　and ａ　set of
production rules which belong　to　it. A knowledge block for ａ property
or relation　includes　its　definition。
　　　　The　most　valuable　advantage　of　our representation　over　an
ordinary　semantic　network is　that　it has ａ mechanism　to　represent
both　the universal　knowledge,　such　as property　inheritance　from
material　to　object,　and　the ”active"　rules.　such as　the production
rules, that　the　interpretation　process　can use in ａ specific context
of　analysis.
IV-3-1-2. Rules Describing Properties and Relations
　　　　　The　knowledge　block　for　an　object　or　material　holds　the
description　of　the properties　which must　be satisfied by ａ region
corresponding　to　that　obj ect　or　material.　　１ｔ　also　holds　the
description　of　the relations　which must　be　satisfied　between the
regions　　corresponding　to　that　object　and　other　objects.　　The
properties　and　the relaltions　are represented as ａ set of　declarative




itself.　Its　syntax is as much the　same as　the　form in Lisp　language・
Figure　４－６　shows　the syntax　defined　by　the　BNF notation.　　Some
explanatory examples are given later　in this　section。
　　　　　Ｔｈｅ〈var-list>is　ａ list of　external variables used　in the fuzzy
predicate.　　There　is　exactly　one　variable　in　the <var-list>　of
property rules　and　two　in relation　rules.　The control program binds
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参each of　the external variables　to　the ：regions（ｏｒpatches) which must
be examined by　the predicate.　The fuzzy　predicate　evaluates　the
property of　the region or　the relatﾆion between the two　regions.　and
returns　ａ fuzzy truth-value。
　　　　The　<weight>上１ｓ　ａdotted　pair of　two figures　(W1.W2).　　It
indicates　the uncertainty of the knowlegde　the rule relies　on. Let Ａ
be the property　represented　by the rule, and let ｘ be ｔ：heobject to
which　the rule belongs.　Then the first　figure Wl corresponds　to　the ａ
priori　probability　Ｐ［Ａ］that　ａ region　satisfies　the property A. W2
corresponds　to　the conditional probability Ｐ［ＡＩＸ］thatａ region known
to be　the obi ect ｘ satisfies　the property Ａ｡
　　　　The<type>　discriminates　types of knowledge　the rule relies on.
There　are　two types:　GEN　(GENeral)　and　STR (STeReotyped).　　The
GEN-type　rule　corresponds　to ａ general　type of knowledge.　such as
”sky　isblue or grey”．　The STR-type　rule　represents　the knowledge
about ａ　stereotype,　such as ”the region which touches　the lower　side
of　the picture frame may be ａ part of　road”；　of　course,we cannot　say
that　ａregion is not ａ part　of　road unless　it　touches　the lower　side.
The difference between the two　types　１Ｓnot very essential. But, this
taxonomy is helpful in making　the rules and in determining the weight
values。
　　　　The<label>　specifies the obi ect with which the relation should
hold.
　　　　　Thefollowing are　typical　examples of　the property rules　and　the
relation rules.
（ａ）A property rule　in　the knowledge block ”Ｓｋｙ”；
　　　　knowledge:　The sky　is blue or　grey・
　　　　rule　　　:［(GEN (OR (*BLUE *SK)(大GREY *SK)) (1.0 . 0.2)) (大SK）］
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（b）Ａ relation rule in the knowledge block "building";
　　　　knowledge:　The boundary between the building and the sky has　ａ
　　　　　　　　　　　　　１０tof　linear parts, and the building　1S not on the
　　　　　　　　　　　　　upper　sideof　that boundary.
rule ＝［(GEN (AND (*LINEAR-BOUNDARY *BL *SK)
　　　　　(NOT (POSITION UP 大ＢＬ*SK)) )
















　　　Ａ＜ｂｌｏｃｋ ｎａｍｅ＞　used as ａ <argument〉　１Ｓ ａ <varialλ2e>.
　　　Ａ＜leｔｔｅｒ＞＜leｔｔｅｒｓ＞　used as ａ　<arguinent> is ａ ＜ｃｏｎｓｔａｎｔ＞．
　　　A <block name>　ｕｓｅｄ ａｓ ａ　<function name> corresponds　to ａ




IV-3-1-3. Definition of Fuzzy Predicates
　　　　　Wedefined various pictorial properties　such as "green", "grey!ｌ，
”textural”，　etc. as　fuzzy predicates　in the model.　Those predicates
are　defined　by using　the corresponding　pictorial　features.　　For
instance.　”green”　１Ｓ　defined　by　the　feature　”ｈｕｅ” ，　”grey”　by
”saturation” ，　　and ”textural”　by ”degree of　texture”．　We use　three
functions.　FUZZYl,　FUZZY2, and FUZZY3, to map　the pictorial　feature
values　onto　the fuzzy　truth-values.　　Figure　４－７　illustrates　the
mapping schemes. FUZZYl and FUZZY2 have four arguments. The first one
１ｓ　the pictorial　feature.　　The　second　and　third ones　are the
thresholds Tl and Ｔ２which are　shown In Fig.　A-7. Pictorial　features
taking　values　between Tl and Ｔ２are mapped onto　fuzzy　truth-values
between the ｍｉｎ：imumand ｍａｘ：imtnntruth-values.　The fourth argument　is
used　to reflect　the uncertainty of　the pictorial feature to　the fuzzy
truth-value.　　Let us consider　the fuzzy　predicate *GREY for　”grey”・
When　the　color　of　　ａ region　１Ｓ　very　dark,　　its　saturation　Is
unreliable.　In such ａ　case, the fuzzy truth-value must be 0.5, which
means　”nothing　is　said about　the property　' grey'”，　regardless of　its
saturation.　　Then FUZZYl and FUZZY2 adjust　their ｍａｘ：Lmumand minimum
truth-values　according to　the fuzzy　truth-value given in its　fourth
argument.
ｍａｘ：imumtruth-value = 0.5十(value of　the fourth argument)/2　，１
minimum truth-value = 0.5-(value of　the fourth argument)/2　。　(4-1)
　　　　　Whenthe fourth　argument　１Ｓ　omitted,　the maximum and minimum








































textural:[ (*X)(FUZZYl (TEXTURE-DEGREE *X) 1.0･4.0 (*BRIGHT *X))］
grey:　　［ひＸ］(FUZZY2 (SATURATION大Ｘ）0．05 0．15（大BRIGHT大Ｘ））］
green:　［(*X)(FUZZY3 (HUE *X) 0.5 1．0 2．5 3.0 (NOT (*GREY *x)))］
IV-3-2. Evaluation of Plan
　　　　Theevaluation of　the plan means　the evaluation of　the degree of
correctness　of　the labels　assigned to　each region in the plan image・
In order　to　evaluate　the plan, the plan.manager　activates　the rules
for plan　generation to　examine the regions　in the plan image.　Three
kinds　of　figures　are used　to compute　the degree　of　correctness　of ａ
label assigned to ａ region.　They are (:L) the ａ priori probability of
the　label, (2) the results of　the property　rules　evaluated with the
region, and (3) the results　of　the　relation rules　evaluated　between
the region and other　regions;　　these figures　are used in this order.
The ａ priori　probability given in the model ｌfor each obj ect label １Ｓ
used　as　the base　value of　the degree　of　correctness.　First,　the
property rules　are used　to revise the correctness　values.　Then, the
relation　rules are used　for further　revision.　　This　is because the
evaluation　of　ａ relation can　take place only after　the labels of　the
partner regions are assigned with some confidence.
IV-3-2-1. Calculation of Revision Factor
　　　　　According　to　theBayes　rule　of　conditional　probabilities,　the
following Eq.　4－2holds. Let Ｐ[χin]　be　theａ priori probability　that ａ
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label　χｍ matches　with ａ region.　Let Ｐ［XmlA］be the ａ　posteriori
probability　that ａ label Xm matches with ａ region after ａ property Ａ
１Ｓobserved with the region. Let Ｐ［Ａ］denote the ａ priori probability
that　　ａ region　　satisfies　the　property　Ａ．　　Ｌｅt･ Ｐ［AlXm］　be　the
conditional probability that ａ region with the label Xm satisfies the
property Ａ．.
P[XmJA]＝Ｐ[ｘｍ]・Ｐ[A|Xm]/Ｐ[Ａ]・ (4-2)
In our region　analysis,　Equation ４－２　canbe interpreted　that when ａ
region Qi　satisfies ａ fuzzy-predicate-A in ａ property rule Ｒｴnk
　　[(〈type> fuzzy-predicate-A〈weight>)(〈var-list>)]，
the　correctness　value　of　the label　χｍ for　the region　Ｑ１ can be
Ｐ[A|Xm]／Ｐ[Ａ]　times　reinforcec!．　　Recall　that‘ the figures Ｐ[ＡＩｘｍ]and
Ｐ[Ａ]are given as　the 〈weight>･in the ｒＵ:LeＲｍｋ。
　　　　Let Timk be　the fuzzy　truth-value of　the fuzzy-predicate-A　in
the rule　Rmk evaluated for　the region　Q1．　Timk takes ａ value of　the
range [0, 1]；　Timk equal　to　:L or　ｏmeans　that　the fuzzy　predicate is
or　１Ｓ　not　satisfied　totally;　Timk　between ｏ and ｌ means　that　the
satisfaction　is ambiguous;　Timk equal　t0　0.５ means　that nothing is
said　about　the existence of　the property.　　Then, it　is necessary　to
adjust　the revision of　the correctness　value　Cim according　to　the
value of Timk. For　this　purpose, a･ revision　factor Fimk １Ｓ　derived
from the Ｐ[AlXm]，－　Ｐ[Ａ],and Timk.　The Cim １Ｓrevised by multiplying
Fimk in stead　of P[A|Xm]/Ｐ[Ａ]．　　Figure　4－８ shows　the relation　of
revision factor vs. fuzzy truth-value。
　　　　For the GEN-type rule when the fuzzy　truth-value Timk is　１０ｒo
(i.e..　　the property　either　does　or does not　exist　totally),　the
correctness　value Cim becomes　Ｐ[AlXm]/P[A]　or　P[AlXm]/Ｐ[Ｘ]t:imes
reinforced　or weakened. When Timk １Ｓ　0.5(i.e., nothing　１Ｓ　said about
the　property),　the Cim does　not　change at　all (Fimk=l).　　For　the
STR-type rule.　the correctness　value Cim is kept unchanged when　the














Figure ４－８．　Relation of　the revision　factﾆor vs. the
　　　　　　　　　　　　fuzzy　truth-value.




properties　which must be satisfied by ａ region with label χm. Let Km
be　the number of　the property rules　for　the label Xin. The computation
of　ａcorrectness　value　is performed　sequentially;　　１ｔ　１Ｓrevised as
the　rules　are　evaluated　one by one.　Let Flmk　(k=l...Km)　be the
revision factor obtained by evaluating the k-th property rule Rmk for
８ region Qi. Let ｄ２）　be the correctness　value of １：helabel ×m for
the region Qi after　evaluating　all　the property rules (the relation









where, P［χｍ］Is　theａ priori probability of　the label Xm.
Notice that?? Eq.　4－3　includes　the normalization　of （jO）ｓｕｃｈ that
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　lm
c5°^ = 1, where Ｍ is the numb er of　labels (objects) in the model.
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IV-3-2-3. Evaluation of Relation Rules
　　　　The　correctness　value C12）iｓｎｏｗ revised by evaluating　the
relation rules Rmnk (k=l...Kmn)　which describe　the relations between
ａ region with label Xm and another　region with label　Xn.　Let Timjnk
be　the fuzzy　t:ruth-value　obtained by　evaluating　the k-th rule Rmnk
for ａ region　Qi with the label Xm and ａ region Qj with the label Xn.
Then the correctness　value Cim of　the label χｍfor　the region Ｑ１can
be　revised　by　multiplying　the　revision　factor　Fimjnk　which　is
calculated　from　Timjnk　and　the weight　of　the rule　Rmnk.　But　t:he
situation　1S　a little different　from the case of property rules.　　The
correctness　value　Cjn of　the label　Xn in　the region　Qj　must be
considered.　　Actually, Cjn takes a 0-to-l value. When Cin is near　0，
the　evaluation　of　the rule Rmnk between the regions Qi and Qj　makes
no　sense.　Then, the revision factor Fimjnk must be adjusted according
to　the value of　Cjn, as well as Timjnk, when revising　the correctness





　n {(Fimjnk －１）・Cjn + 1} ,
j=ln=lk=l
where, J　１Ｓ　thenumber of regions　in the plan image,
　　　　　　Ｎ１Ｓ　the number of　labels　in the model,.
　　　　　　Kmn１Ｓ　the number of relation rules　described
　　　　　　　　　betweenthe labels χｍand χｎ.
(4-4)
The　revision　is　performed　for all pairs　of　the region Qi and other
regions　Qj　in the plan　image.　for a11 labels Xn in Qj ，and　for a11
relation　rules　between　the labe:Ls Xm and　Xn.　The Cin in the right
side of　Eq.　４－４　１ｓ　also　revised　byevaluating　the relation　rules.
Then we would　need　　to　solve　Ｊ χＮ equations　to obtain　the exact
















　　　　　　　　　　　　(i=l...J and m=l...N) .　(4-5)
The Initial values　for Ｃ（ｈ‾１）ａｒｅ　Ｃ（Ｏ）　whichare the　correctness
values　obtained by using the Ｐｒｏｐｅｒｔｙｊ;ｕｌｅｓ．　When　Ｃ２）ｏｒ　p(h-l)
１ｓsmall, the values of Fimink are not sufficiently　reflected to the
revision of　the Cim.　This means　the evaluation of　relation rules　to
obtain　Fimjnk's　in such　ａ situation　does　not　pay much　from the
computational　point of view. In our　system, Fimjnk　is　evaluated only
when　Ｃ２）！　０．１ and　p(h-l)　１０．５．　　Consequently,　　the number　of
relation　rules which need　to be actua:Lly　evaluated　is rather ｓｍ万all,
and　the　computation　of　Eq.　4－５ becomes　feasible.　　Two or　three
iterations　of Eq.　4－5 are enough to produce approximate　solutions　of
Cira.　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　－
IV-4. A Production System for　Region Growing
IV-4―1. Representing Knowledge by Production Rules
　　　　　When　weimport　the　production　system　architecture　ｔ０　image
analysis.　it　１Ｓ　an important　problem to　determine　the ”size”of
knowledge which can be represented by one production rule. An example
of　”large”　knowledge size　１Ｓ　ａ　systemin which each　production rule
corresponds　to one obiect　to　be extracted　and has whole　knowledge
about　the obi ect.　This　enables　the performance of　skillful　analysis
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according　to　the characteristics　of　each object.　０ｎ the ｏther hand ，
the rules　become　large　and complex,　which makes　it difficult　to
manage　them。
　　　　Inour　system the size of know:Ledge represented by ａ single rule
is　ヽfairly　small.　　Each　rule　describes　　ａ combination　of　basic
operations　in region　growing:　　selecting ａ patch which has not been
interpreted　yet　from the segmented　image.　assigning ａ label　ｔ０　１ｔ，
and　assembling　it　into　the　scene　description.　　This scheme has　the
following　merits：　Each rule　is　simple and easy to write and modify;
the　interaction　among rules　can be performed　in ａ･ｃ:Learway because
the access method　to　the database　is uniform。
　　　　０ｎthe other　hand,　　the patch-by-patch　analysis　in our　scheme
gives rise　to ａ certain difficulty　in dealing with global constraints
such as　object　shapes　or relations among objects. We　took three steps
to resolve　this　difficulty.　　First,　we generate ａ plan as　ａrough
interpretation of　the input　scene.　The plan　１Ｓ　put　into　thedatabase
and　each　production　rule　can　freely see　it. This　enables　the
production rules　to catch　information about global structures　of　the
scene. Secondly,　ａ set of　patches　can be ｄｅａ:Ltwith at one　time, as
well　as　individual　patches,　and　it becomes　possible　to　extract　an
object　which is　defined as　ａ combination　of　mutually　constrained
patches　such as windows of buildings　or ａ car on roads.　　Lastﾆ1ｙ，　we
have　devised　special　rules　which　extract　information　from　the
segmented　image　without　sticking to　the patch-by-patch　analysis.






IV-4-2-1. Scene Phase and Object Phａｓｅ
Conceptually,　each　production　rule in　the production　system
architectures　concurrently、checks　the status of　the database
Actually, however, the control　program examines one by one every pair
of production　rules and patches which have not been interpreted ｙｅｔ・
The pair which　seems　to　give　the most reliable　Interpretation　Is　to
be　selected　for　execution.　　An　agenda　is used　to　schedule　the
executable　pairs at any moment　in　the analysis.　The agenda must be
updated　whenever　the database　１Ｓchanged.　　Roughly　speaking,　the
number of　tests　to be done each　time　is　estimated as
number of tests = (the number of un-lnterpreted patches)
　　　　　　　　　　　　X (the number of production rules), (4-6)
which　become several　thousand.　　Testing　them all is　computationally
unfeasible。
　　　　　It　Isnecessary　to　reduce　the　number　of　the　patches　and
production rules which must be actually examined at ａ time. For　this,
the structure of　scenes must be considered。
　　　　　Ａscene usually has　two different　properties　from the view point
of　Image analysis:　　”Globality”and ”Locality”．　　Resultsof analysis
such as　the determination　of　scene　horizon　or　the detection　of
objects　can have significant　influence　on the analysis of　the overall
structure of　the scene.　This　property　is　called　”Globality”・　－On the
other　hand, results of　analysis　in ａ　small part of an obiect　scarcely





properties ，　the control program works　in two phases：　scene phase and
object phase.　The scene phase is　for analyzing the overall structure
of　the　input　scene without　sticking　to　details.　　Since, it　is　almost
meaningless　to　examine　small patches　in this　scene phase.　only　the
keypatches　are examined.　　Whenever ａ keypatch is　labeled, the agenda
activates　the　scene　phase　and　all keypatches　that have not been
labeled yet　are re-examined.　　In the obi ect　phase, the analysis　of
detailed　structures　proceeds under　the context of　the results　in the
scene phase.　When ａ patch which belongs　to　an obj ect　is　labeled.・the
agenda　activates　the object phase　corresponding to　that　object, and
those　patches　touching　the patch　just　labeled　are　examined or
re-examined。
　　　　　Thes t　of　production　rules　can be divided　into　subsets　to be
used　in the　scene phase and　the obi ect phase.　　The production　rules
for　the obj ect phase are further　divided　into　subsets　corresponding
to　each　object.　　In each　phase,　only　the　production　rules　in
appropriate　subsets　are　activated　by　the agenda　to　examine　the
patches which have not been interpreted ｙｅｔ。




Basically, the analysis　iterates　the following three　steps.
1. An executable action registered on the agenda is　selected and





2。１ｆａ keypatch　is　interpreted　in step　1, the control　program
　　　enters　into　thescene　phase.　　The production　rules　for　the
　　　scene　phase,　which　are described　in　the knowledge　block
　　　SCENE,are activated　to (re-)examine　the keypatches not yet
　　　Interpreted.The agenda　is updated.
3. The　　control　　program　　enters　　into　　the　obj ect　　phase
　　　corresponding　to　the obi ect as which　the patch(es) has been
　　　just　Interpreted　in step　１．　The production　rules　in the





production system　architecture;　　each production rule　independently
checks　the database　and　modifies　it　whenever　the　condition　is
satisfied.　　However, two problems need　to be considered　to make　this
mechanism　actually　work：　　scheduling or　focussing of attention (a
method to direct　the analysis　to ａ goal) and conflict　resolution　（ａ
method　to　resolve　conflict　among　executable　actions　which are





database.　In our system, each production rule individually　tries　to
assign ａ　label to ａ patch whenever　the patch　satisfies　the condition
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attached　to　the rule.　　Then it　is usually　the case　that　ａ patch
simultaneously　satisfies　the conditions　of　several　production rules
whose associated actions　try　to assign different　labels　to　the patch。
　　　　　Sincethe basic　operation　which　changes　the　database　in our
system　is　assignment of　an obi ect label　to ａ patch. the detection of
the　inconsistent actions　is　quite　straightforward.　Our　solution for
the problem of　conflict resolution is　as　ｆ０１:Lows.
(1) Actions which are determined　to be executable are registered
　　　onthe agenda.　The agenda　schedules　the eχecution of　the
　　　registered　actions by　the　scheduling　method which will be
　　　explained next.
(2) Whenever ａ patch　is　interpreted　by　executing　an　action.
　　　every　　action　　which　　is　　going　to　give　ａ　　different




agenda with　its　score,　and　the action which has　the highest　score　is
executed　to actually　change　the database.　　Thus, the score plays　an
important　role　in directing the analysis　toward the goal.　The score
given to　an　executable　action　is　calculated　as　the sum of ａ base
value and　ａpremium value。
　　　　　Thebase value is ａ constant　given to　each production　rule.　It
plays ａ role　in　specifying　the order　of　analysis.　　In the outdoor








boundaries　between obi ects　and　analysis of detailed structures　of　the
objects, (3) analysis of occlusion。
　　　　　Thepremium value depends　on the degree　of　satisfaction　of　the
condition　part of　the production　rule　when　the　action　part was
determined　to be executable.　It plays ａ role In guiding the analysis
toward　the correct　interpretation. The fuzzy　truth-value of　the fuzzy
predicate　in　the condition　part and　the correctness　value of　the
label ０ｎ　theplan １Ｓ often used as ａ premium value。
　　　　　To　sumup, the analysis　proceeds　toward　the goal, guided　by the
premium values　following　the strategy specified by the base values.
IV-4-3. Description of Production Rules
IV-4-3-1. Knowledge Blocks　and Production Rules
　　　　　Themodel　in our　system　is described　as ａ network of knowledge
blocks which define　the obi ects. materials, and　concepts　in the world
given as ａ　task.　As well as　the rules　for　the plan　generation,'　the
production　rules are arranged and　stored　in the network of knowledge
blocks ．　The production　ｒｕ:Les　aredivided　Into　subsets　according　to
the role　they play　in the analysis process.　Each subset　is　stored　In
ａ particular knowledge block corresponding　ｔ０　itsrole;　for　instance,
the　subset　for　the　scene　phase　analysis　is　stored　in the　knowledge
block　SCENE,　the subset　to analyze　the ”ｓｋｙ”in the obj ect　phase １Ｓ
in　the knowledge　block SKY, and　so　on. This　enables　the agenda　to
pick up and activate only　the appropriate　and　effective　production
rules　according　to　the phases　in　the analysis process.
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IV-4-3-2. Format of Production Rules
The production rules　in our　system have　the following　format.
［(ACT〈fuzzy-predicate> (THEN〈action-list>))〈var-list>］
The　ACT　indicates　that　the　rule　is　　ａ production　　rule.　　The
<fuzzy-predicate>　is　the condition part of　the production　rule.　It
examines　the database and produces　ａ 0-to-l　fuzzy　truth-value.　　Its
syntax　is　the　same as　that　of　fuzzy　predicates　in　the GEN-　and
STR-type rules used　for　the plan generation。
　　　　　The(THEN　<action-list>)　１ｓ　the action part of　the　production
rule. The　<action-:List>　１ｓ　ａset　of　actions　to　manipulate　the
database　to build　the scene description.　Each action is　described as
ａ form in Lisp,　ｉ．ｅ・，ａlist of ａ function　name and　its　arguments.
The <action-llst> of　to-do rules　includes　ａ function to calculate the
score　to be associated　to　the action。
　　　　　The　<var-list>is　the list of　external　variab:Les　to be used　in
the fuzzy　predicate and　the actions.　　Before　evaluating　the fuzzy
predicate.　the control　program　binds　those　external　variables　to
regions　or　patches to　be examined　by　the rule.　　The　number of
variables　in　the <var-list>　is　0, 1, or　２．　The <var-list>　in the
to-do rules　for　the　scene phase　analysis　has　exactly one　variable,
and ａ keypatch　is　assigned　to　it.　The <var-list>　in the to-do rules
for　the object　phase has　two variables;　　the first variable is bound
to ａ patch which has not been　interpreted yet, and　the second one　to
ａ region belonging　to　the obj ect　corresponding　to　that phase.　In the
case of　if-done　rules, the variables,　if any, are bound　to　the　same





IV-4-3-3. Description of Actions




　　Ａ patch is assigned with a labe:L －一一(P-LABEL <label>)・
(2) Region-level operation
　　The patch １Ｓmerged with ａ region －一一(R-MERGE <region>)・
　　If the description of the region has not been created yet, a
　　new region １Ｓcreated －一一(R-CREATE).
（3）Ｏｂｊect-level operation
　　When ａ new region is created at the region-level　operation,
　　the　region　１Ｓ　associated　　with　an　obi ect.　　Ａ　pointer
　　representing a relation between the region and other regions
　　belonging to that obj ect １Ｓset 一一(0-MERGE WITH <relation>
　　<region>).
　　If the description of the obi ect has ｎｏｔ･been created yet. ａ
　　new obj ect １Ｓcreated and the region　１Ｓ associated　with it
　　一一(0-CREATE)・
(4) Scene-level operation
　　When ａ new obj ect is created at the obi ect-level　operation,
　　the obj ect 1S registered to the scene －一一(S-MERGE).
When　ａpatch　is　interpreted,　one of　the following　three combinations
of actions actually　takes place.
(a) P-LABEL & R-MERGE　，
(b) P-LABEL &［R-CREATE］& 0-MERGE ，
(c) P-LABEL &［R-CREATE］＆［0-CREATE］＆［S-MERGE］．
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The actions　enclosed by [] are defaulted and　they are not　explicitly
described　in the model‘．　In　the action-list　of ａ production　rule.
those　actions are described as　the arguments　of　the functions　which
register　them on the agenda.　We use　ｔ：wo　functions　for　this　purpose：
CONCLUDE and MUST-BE.　　The function　CONCLUDE　registers　the action
specified　in　its arguments　on　the agenda　with ａ score which　is
calculated by　the SCORE-IS　function in the action-list.　The function
MUST-BE　registers　an action which must be executed　when the action
registered　by CONCLUDE in the same　action-list　is　executed.　　The
MUST-BE function allows defining an operation which manipulates ａ　set
of　patches　at ａ　time (see the next　section for an example).
IV-4-3-4. Examp:Les
　　　　　Figure　４－９　showsa to-do　rule to be used for　the scene　phase
analysis.　It has responsibily to　detect ａ keypatch　corresponding　to
”Ｓｋｙ”，　and　toassemble －it　into　the scene　description.　　The fuzzy
predicate　in　the condition　part　is ａ fuzzy　logical-product　of　two
predicates　PROBABLY and NOTFOUND.　The predicate PROBABLY refers　the













●predicate　NOTFOUND　produces 1.0 (i.e.　true), if　the description of
the obj ect　SKY has not been Included　in the scene description ｙｅt。
　　　　　The　action-list of　the rule contains　two actions:　labeling the
patch, and creating　the description of　the obi ect　SKY.　The function
SCORE-IS　calculates ａ score　attached　to　the action to be registered
on　the agenda.　　The base value 1S 4.0 and the premium　value is　the
degree of　confidence of　the label　SKY for　the keypatch 大PCH。
　　　　　Figure4-10 Illustrates　another example.　It　１Ｓ ａ　to-do rule　to
be evaluated　in the object phase to analyze an object　”building”． It
has　the responsibility of　interpreting　”windows”，ａ substructure of
the ”building”．　In order　t０　interprete　the ”windows”，1t　１Ｓnecessary
to assign the label　”window” to　the all patches　that are of rectangle
shape　and are arranged　in ａ particular　way within the area which has
been　interpreted as　”building”　(see Fig. 4-10-a). This operation １Ｓ
described　by　the　rule　in　　Fig. 4-10-b.　The functions,　GET-SET,
ALL-FETCH, and THERE-IS, employed In the rule actively fetch ａ region
(patch) or ａ set of regions (patches) from the database。
　　　　　Thecontrol　program　binds ａ patch not　yet interpreted　to　the
external　variable *PCH, and ａ region　interpreted as ａ ”building”to
the ｅχternal　variable　*MRGN.　Ｔｈｅ‘ fuzzy　predicate in the condition
part　of　the rule takes　two roles:（1）　It examines　the status of　the
patch　*PCH,　and (2)　1t fetches ａ set　of patches　which　match the
condition specified in the predicate. The meaning of each part of　the
predicate is as　follows Z
(1) The　predicate　IS-PLAN　checks　whether　i二he patch　*PCH is
　　　included　in　the　plan　region　of　*MRGN.　　The　predicate
　　　*VERTICALLY-LONG examines　the crude shape of　the patch *PCH.
(2) The function GET-SET fetches all the patches that are merged
　　　Into the plan region　corresponding to the region *MRGN.　As
　　　theresult, a set of patches　which are Included　in the area
　　　around *MRGN Is assigned　to　the variable *PLSET.






















［(ACT (IF (AND (IS-PLAN *PCH *MRGN)
　　　　　（゛VERTICALLY-LONG ゛PCH））
　　　（THEN（GET-SET ゛PLSET（PLAN刎RGN）PATCHES）















(SCORE-IS (ADD 2.1 (DIV｡(NUMBER-OF ゛WIND)100.0)))))
　　　　　　　　　　　　　(゛PCH *MRGN)]
(b) listing of　the　to-do rule　for　”window”detection




　　　beeninterpreted yet and whose shape satisfies　the predicate
　　　*VERTICALLY-LONG.　　The　patches　are fetched out of　the set
　　　*PLSET, and　the selected patches are assigned　to　大WLIKE.
（4）The function　ALL-FETCH fetches all the patches that have at
　　　leastone partner patch within the set *WLIKE with which the
　　　relation　*W-RELATION　holds.　　The　predicate　　大W-RELATION
　　　examines　the placement　relation　which　1S　illustrated　in
　　　Fig.　4-10-a.A set of patches are fetched out of　the patches
　　　inthe set *WLIKE and assigned　to the variable *WIND.
　　　　Theaction part　Includes　the following　actions.　The function
CONCLUDE　registers　P-LABEL action on t:he agenda to assign the label
B-WINDOW to　the patch *PCH.　The function　MUST-BE also　registers on
the　agenda　the　labeling　operation　to　the patch in the set *WIND.
Further　operations　to assemble　them into　the scene　description　are
described　by　if-done　rules　in　the knowledge-block　B-WINDOW.　　The
function　SCORE-IS　calculates　the score for　the action.　The premium




applied　to obtain　meaningful　segment：ations of outdoor　scenes.　Each
scene is ａ shot In　the campus of Kyoto　University.　　Ordinary　３５万TTHTl
color　transparency　films are used　to　take the photographs.　Ａ color
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flying-spot-scanner　　1S　used to　digitize　the　photographs ．　　The
digitization　is　performed　by 256 × 256　size　with　5-bit　or　6-bit
density resolution for each of　the red, green, and blue components　of
color。
　　　　The systems　for　the preliminary　segmentation and　the rule-based
analysis　are implemented　in FORTRAN which １Ｓaugmented with　specially
designed　functions　for　image manipulation and list processing。
　　　　The　facilities for image　manipulation　enable the users of　the
FORTRAN　systei「1 to deal with the image arrays on the disk files as　if
they were on the ２爽Ｄarrays defined in FORTRAN programs。
　　　　The　facilities　for list　processing　enable　the users　to write
programs　in　the same　fashion　as　the ”program　feature”　1n Lisp・
Pointers are manipulated as　integer variables　in FORTRAN.　Elementary
Lisp　functions　such as　CONS, CAR, CDR, RPLACA,　RPLA.CD, etc。and list
工/O functions　are :implemented as FORTRAN　functions.　　Moreover,　０ｕ「
FORTRAN十syst゛゛l allows the recursion in function calling.　Thus we can
easily　implement ａ system which needs　to handle list　structures　such
as　the model and　the scene description in the framework of FORTRAN。
　　　　The obj ects　”ｓｋｙ”｡　”building”s　”tree”9　and"road” are defined in
the　model.　　The　”window”　of　buildings　’ 1ｓ　also　defined　as　the
Table 4－1.　Number of　rules　in each knowledge block.

































total 10 11 ５ 15 10 ６ 57








substructures　of　the "building”．　　The "car” and　its ”shadow” are
defined as　the substructures　of　the ”road”. The ”concrete”，　”brick”，
”tile”，　”asphalt”，　and　”leaves” are defined as　the materials of　the
”building”，”road”, and　”tree”. The number of　rules described　in each
knowledge　block is　shown in Table 4-1.　Ｔａｂ:Le4－2 presents　the fuzzy
predicates　defined　and used　to describe　the rules.　The number　of
predicates　for　properties　is　19｡　and　that　for relations　is 15．
Predicates which examine the plan and　the scene　description are also
used. Table 4－3　shows　the functions　to derive pictorial features　from
the　image represented on the Patchery Data Structure.　The　table also
includes　the functions which are defined　to retrieve information from




the　result of　preliminary　segmentation. The patches with area greater
than 300 are selected as keypatches. Figure 4-11-c　is　the plan　image.
Figure 4－12　illustrates　the plans　generated　during the analysis　of
the　scene.　　The brightness　of　each region　indicates　the degree of
correctness of　the labels,　SKY, TREE,　BUILDING,　and ROAD, for　that
region in the plan image.　　Figure　4-12-a is　the plan　evaluated　by
using only the property rules.　Notice　that　the region　corresponding
to　　this　side　of　the　building　１Ｓ　assigned　accidentally　ａ high
correctness　value for　SKY because its　color　is grey and very bright・
Figure 4－12-ｂ　shows　theplan revised by using the relation rules. The
same　region　now obtains　ａhigh　correctness　value　for BUILDING by
means　of　the　rules　which　represent　the　relation　　between　the
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゛W-RELATION, SAME-ZONE, DIFFERENT-ZONE 11
゛LINEAR-BOUNDARY １
description PROBABLY、MAY-BE, NOTFOUND, IS, IS-PLAN ５




















DISTANCE, ANGLE-DIFFERENCE, 0-RATIO ３
BOUNDARY-LENGTH, BOUNDARY-LINE-DEGREE,
T-RATIO ３
description ALL-FETCH, THERE-IS, T-FETCH, GET-SET、
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(c) after extracting the horizon （ｄ）
　by the top-down ａｎａ：lysis
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(d) result of meaningful
　　　segmentﾆation
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●”building” and　the "sky”. Figure 4-12-c is　the plan revised after　the
scene horizon was　detected by a production rule.　The posit:ion of　the
extracted　　horizon　１Ｓ　Indicated　in　the　figure.　　Figure　4-12-d
illustrates　the outlines　of　the ”building”　extracted by an if-done
rule　which　was activated　when the obj ect　”building”　1ｓ　created・
Figure　4-11-cl　is　the final　result　of　segmentation.　　It plots　the
contours　of　the regions　and　sub-regions　in the scene　description
created　through　the analysis.　　The　”windows”　of　the building are
successfully ・　analyzed.　Note that　the Images　in Figs.　4-11-b, c, d,
and 4-12 are generated only for visualization.　In our region analyzer
all data　included　in those　images are recorded　symbolically　in the
database｡
　　　　　Figure　4-13　shows　another　ｅχample.　　Thescene in Fig. 4-13-a
Includes　ａ　car　on　the road.　　Figure　4－13-b　is　the　result　of
preliminary　segmentation.　　Figure　4-13-c　shows　the plan Image and
Fig.　4－13－ｄ　shows　thes gmentation finally obtained.　The car and　its
shadow were　successfully analyzed.　Figure 4-14　illustrates　the plans
generated　for the scene　in Fig.　4-13。
　　　　　Figures　4-15and 4-16　show the result　for another　scene which
also　includes ａ car on the road.
IV-6. Conclusion
　　　　　Inthis　chapter, we have　described ａ rule-based　region analyzer
which　can deal with rather　complex　scenes　Including　obi ects　with
substructures.　Outdoor　scenes　in our university campus were analyzed
by　the system.
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　　　　　windows　of　ａ building.　which ･has been　difflcu:Lt　for　the
）　　　so-called semantic region analysis.　　　　十　　　　　　　　▽
　　（２）・Theplan ’of　the input scene　１Ｓ generated　by the　bottom-up
　　　　control　scheme.　It is　effectively combined with the　top-down
｀･　　　　analysis　implemented　　by　using　the　production　　system
　　こ　　architecture.　As the result, a data-driven control mechanism
　　　　　canbe realized　to　improve　ｒｅ:Liability　of　the analysis;　the
　　　　　portions　in　the scene　which　ｗ１１:Ｌ　be analyzed　with high
　　　　　confidence　are　analyzed　before　other　portions　with low
・　　　　confidence.




　　　　　predicates　are used　for　the uncertainty　in (a) and (b).　The
　　　　　fuzzy　truth-values　and　the uncertﾆainty　in (c) and (d) are
　　　　　ａ１１　incorporated　into　the　computation　of　the　revision
　　　　　factors used for　the plan evaluation・
　　（４）Ｔｈｅregion　growing　method has ａ clear　control　structure：
　　　　　selecting　　ａ region　which　has not been　interpreted　yet,
　　　　　assigning an obj ect label to　it,　and assembling it　Into　the
　　　　　scene description.　By applying this　structure　together with
　　　　　the　basic　　control　　scheme　of　　the　production　　system
　　　　　architecture,　we have achieved ａ simple and clear knowledge
　　　　　representation scheme for　image analys is.









Especially,　　in order　to　reduce　the computation.　two phases
(scene phase and object phase) have been　established　in　the
control　structure　based on　ｔ：he　twoopposite　properties





　　　　Wehave studied a region　analysis　system for color scenes ．　In
the system　described　here, the　input　Image is once converted　into ａ
structured　data　network.　　and　the knowledge to　be used　in　the
higher-level　analysis　is　coded as ａ　set of rules which work on this
network。




region segmentation.　　Systematic　experiments have been performed　to
examine　the role of　color　Information.　Ａ segmentation scheme, called
the ”dynamic　K. L. transformation”，　was developed　for　this　purpose・
We have found ａ set of　color　features　that　can approximate　all　the
color　features used　in segmenting various　color　images　by the dynamic
K. L.　transformation.　　The　effectiveness of　the color features was
verified by ａ comparative　study with various　sets of　color　features
from the view point of　segmentation　and　computation.　An experiment
showing　that　the　color　in natural scenes　１Ｓ　physically　almost
two-dﾆimensional was　also presented　in this　chapter.
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Signal-level　Segmentation
　　　　　In　chapter　Ill,　wehave　presented　ａ system for ・preliminary
segmentation.　Ａ powerful segmentation program was developed based on
the 一一algorithm　whichuses　multihistograms　to　find the cutoff values
for　partitioning.　　Schemes which are developed　to　improve　the quality
of　segmentation・　１ｎｃ:Ludea scheme for　avloding　the fragmentation　of
textural　parts　and ａ scheme　for　extracting　the detailed　structures
veiled by dominant ones.
Symbolic Data Structure for　Segmented　工mages
　　　　　Theresult　of　segmentation is organized　into　ａ　well-s tructured
symbolic　data　network　with　powerfu:L　retrieving　facilities. It
includes　the　properties　and　ｒｅ:Lations of　regions and　supports lthe
merging　operation　of　regions.　　0n:Ly　the ”primary”　features　are
described　in the network.　　The ｡”secondary”　features　can be derived
easily　from the primary ones when　they become　to be neccessary.　　The




framework　of region　growing.　　The system　generates　ａ plan by　the
bottom-up　control as　ａ representation　of　the rough　structures　in
input　scenes.　Ａ scheme　of　approximate　reasoning ，was　developed to




production system architecture.　　Employing the region growing as　the






simple and　clear knowledge　representation scheme for　Image analysis.
In order　to reduce　the computation　needed　to manage the　production
system,　　two　phases　(scene　phase　and　object　phase)　have　been
successfully　established　in the control　structure　utilizing　the　two
opposite properties (globallty and　locality) of　scenes。
　　　　　Successful　analysis　of　outdoor　scenes　Including　sky,　trees.
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COMPLETE LISTING OF THE MODEL
*SCENE　knowledge-block-of-scene
(OBJECTS (*SKY *TIIEE *BU1LDING *IIOAD *UNKNOWN)
SUB-OBJECTS (*B-WINDOW *CAn *C-SnADOW)
KEY-PATCH-IS [(GIIEATERP (AREA *PCU) 300)(*PCU)】
PLAN一IMAGE-GENERATION【(DIV (BOUNDARY-LENGTH *PCH *KPCH)





［(ACT (IF (IS (OF HORIZON (SCENE)) NIL)
　　　　　　　　　　(ALL-FETCH *HRGN 5lcPLAN-IlEGIONS
　　　　　　　　　　　（ＩＦ【Ａ】ND(WOT (PROBABLY ＲＯΛD *imGN))
　　　　　　　　　　　　　　　　　　　(WOT(TOUCHING *imGN LOW-S ＩUE ））
　　　　　　　　　　　　　　　　　　　(ALL-FETCH *VRGN *PLAN-RECIONS
　　　　　　　　　　　　　　　　　　　　(IF(AND (MΛΥ-DE ROAD ホMVCN)
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　(AUOVE*HRGN *VnGN)
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　(NOT(*SAME-COLOIl *imGN *WIGN) )
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（ＦΛGINGHORIZO TΛLLY *URGN ≫WRGN))
　　　　　　　　　　　　　　　　　　　　　　　　(MULT(SUD (FACING UOlllZOMTALLY *1UIGN *WIGN)
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　0.5)‘
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　(SUD(MIN (ASK-VALUE ROAD *VRGN) 0.6)
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　(ASK-VALUEnO D *miGW) )))))
　　　　　　　　　　　　　　　(VALUE*WIGN *KIIGN) )))
　　　　　　(THEN (riEMO (SCENE) IIOAD-ZONE
　　　　　　　　　　　　　　　　　　　　　　　　　　(WITH(MDll-LOW-SIDE *URGN) 256　１　256))
　　　　　　　　　　　　(MEMO(SCENE) IIOIIIZON (MBR-LOW-SIDE *miGN))
　　　　　　　　　　　　(EXECUTE PLAN-EVALUATI ON) ))］））
P-SELECT (TO-DO (
rule-for-Inltlal-start
【(ACT (AND (PRODABLY BUILDING *PCH)(NOTFOUND BUILDING))
　　　‘　(THEN (CONCLUDE P-LABEI。 BUINDING)
　　　　　　　　　　　　<SCOIIE-IS (ADD 4.0 (CONFIDENCE-VALUE *PC1I) ) ) ) )(*PCU)］
［(ACT (AND (PROBABLY ROAD *PCH)(NOTFOUND ＲＯＡＤ））
　　　　　　(THEN (CONCLUDE P-LAUEL nOAD)
　　　　　　　　　　　　(SCOllE-IS (ADD 4.0 ((：ONFIDENCE-VALUE *PCU))))) (*PCII) ]
【(ACT (AND (PROBΛDLY SKY *PCn)(NOTFOUND SKY))
　　　　　　(THEN (CONCLUDE Ｐ-ＬΛDEL SKY)
　　　　　　　　　　　　(SCOllE-IS (ADD 4.0 (CONFIUEHCE-VALUE *PCU))))) (*PG1I)】
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【(ACT (AND (l'llOBAULY 'niEE *PCH)
　　　　　　　　　　　UWV (IHEIIE-IS *Tll *nEGIONS
　　　　　　　　　　　　　　　　　(AND (IS (LΛDELホTR) TREE)
　　　　　　　　　　　　　　　　　　　　　　(OR (TOUCHING (PLAN *PCH)(PLAN *TR))
　　　　　　　　　　　　　　　　　　　　　　　　　　<*WITH-IN2 (PI^N *PCH)
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　(V-Z0HE2 30 (PLAN *Tll) )))))))
　　　　　　<mEN (CONCLUDE P-LABEL TREE)
　　　　　　　　　　　　(SGOllE-lS (ADD 4.0 (CONFIUENCE-VALUE *PCH)))))(*PCH)］
rule-for-adjaccnt―wal1-of-bulldluK
【(ACT (AND (MΛΥ-DE BUILDING *PCn)
　　　　　．　　　　(TUEllE-IS JKUL *UliGIOMS
　　　　　　　　　　　　(AND (IS (LABEL *DL) BUILDING)
　　　　　　　　　　　　　　　　　(NOT (IS (OF SHAPE VIEW (OBJECT *BL)) D)
　　　　　　　　　　　　　　　　　(IS <or ＡＤＪΛCENT (ObJECTホBD) NIL)
　　　　　　　　　　　　　　　　　(DIFFEKNT-ZONEホPCH *DL))))
　　　　　　<THEN (CONCLUDE P-LABEL BUILDING)
　　　　　　　　　　　　(COHCLUUE O-M!illGE (WITH ADJACENT *DL))
　　　　　　　　　　　　(SCORE-IS (ADD 5.0 (ASK-VALUE BUILDING *PCH)))))(≪PGH)】
rule―for-bulldlug-ocelusion
【<ACT (AND (MAY-BE BUILDING *PCH)
　　　　　　　　　　　（’ｌ・lEllE-ISホDL *nEGIONS




　　　　　　　　　　　　　　　　　　(AND (BETWEEN *Tn *PGH *BL)
　　　　　　　　　　　　　　　　　　　　　　　(OR(IS (LABEL *ni) TREE)
　　　　　　　　　　　　　　　　　　　　　　　　　　　(AND (IS (LABEL *'lll) DUILDING)
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　(NOT(IS (OBJECT *BL)
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　(OBJECT*TR))))))))))
　　　　　　(THEN (CONCLUDE I'-LABEL BUILDING)
　　　　　　　　　　　　(CONCLUDE 0-MERGE (VITH OCCLUDE *BL (REGION *TR)))
　　　　　　　　　　　　(SGOllE-IS (ADD 1 .0 (ASK-VALUE BUILDING *PCH))))){*PCH)］
rule-for-tree-ocelusion　　　　　　　　　　　　　　　　　　　，
t(ACT (AND (sKUAHK *PCH)(*UPPEU *PCH)
　　　　　　　　　　　(Oil (TOUCUIWG *PC1I UP-SIDE)(TOUCUIHG *PCH SIDE))
　　　　　　　　　　　CfHEIlE一IS *'ra *IIEGIONS
　　　　　　　　　　　　(AND (IS (LABELホTR) ITIEE)
　　　　　　　　　　　　　　　　　(AUOVE *PCUホTU)
　　　　　　　　　　　　　　　　　(TOUCHING *TR SIDE)
　　　　　　　　　　　　　　　　　(*WITH-IN2 ^-.PCH (V-ZONE *TH)))))
　　　　　　(THEN (CONCLUDE P-LAUEL TllEE)
　　　　　　　　　　　　(GONClλJDE 0-MERGE (wrni OCCLUDE *TR FRAME))
　　　　　　　　　　　　(SCOllE-lS　1.O)))(*PC1I)］
rule―for-tree-garbnge
［(ACT (PilOBABLY Tiuii': *i'cn)
　　　　　　(TUEN (CONCLUDE P-LAUEL TllEE)
　　　　　　　　　　　　(SCORE-IS (ASK-VALUE THEE *PCH))))(*PCH)］　））
Ｐ－ＬＡＢＥＬ（ＩＦ－ＤＯＮＥ（
If-done-riile ―to-be-nc t Ivatcd―when-keypatcli-is―labeled
［(ACT (HOT (IS (OF PLAN *PCn) NIL))　　　　　　　　　　　　　丿












(NOT (*LOWEH *nGN))<1.0　. 0.6))(*RGN)］　　Ｉ
　［(UEN
(*SIIIN1NGホriGNXl.O　. 0.2))(*llGN)】
　【(CV.rt <On (*nLUE *nGN)(*GREY *IIGNリ(1.0, .　0.2))(*RGN)］
　C
(GEN (NOT (*Tl'X'rUHAL *IIGN) )( 1 .0　. 0.7))(*RGN)］Ｉ
　[(Sni (TOUCUIMG *KGN UP-S1UEX0.7　. O.2))(*IIGN)】）
　KELATION-RULES (
　［(STIl (AND (*LINEAU-DOUNU‘ΛHY :|!IIGNホIIGN2)
　　　　　　　　　　　　(ir*LINEAR-BOUNDARY (POSITION DOWN *RGN *RGN2)))
　　　　　　　　　　　　　　　　　　　　　　　　　　　　ｊ皿　-　　一　--･･　　　　　　　　　　　　　　　　　　　　　　　　(0.0　。0.3)　FOR SKY)(*RGN *RGNa)】
【(STIl (IF (Nびr (IS (OF BUILUING-ZONE (SCENE)) NIL))
　　　　　　　　　----･=－＝=-=




【(ACT (MAY-nE SKY *PCH)
　　　　　　(THEN
(SCORE-IS (ADD 2.0 (ASK-VΛLUE SKY *PCH)))))(*PCH)］
［(ACT (AND (IS-l'LAN *PCUホmiGK) (*DR1 GUT *PGII) )
　　　　　　(THEN
(SCOnE-IS 3.0)))(*PCH *MIIGN)］
【(ACT (*URIG11T *PCH)(TUEN (SCORE-IS 0.05)))<*PCH)］）
IF-DONE (
【(ACT ≪T* (TUKN (CONCLUDE P-LABEL SKY)










　［（ΛGT (MAY-BE TllEE *pcin
　　　　　　　(THEN
(SCORE-IS (ADD 2.0 (ΛSK-VΛLUE niEE *FCH)))))(*PGU)】
　［(ACT
(AND (IS-PLΛN *PCIIホraiGNXKOT (ホSHINING *PCH)))
　　　　　　　CIHEN (SCOriE-IS 3.0)))(*PCU *miGN)］
　IF-DONE (













【(GEN (AND (ホLlNEAIl-DOUMDAllY *11GN *IIGN2)
　　　　　　　　　　　(IF*LINEAR-BOUNDARY (NOT (POSITION UP *RGN *RGN2))))
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　(0.8　｡0.4)FOR SKY)(*RGN *RGN2)］
［(STIl <1F (WOT (IS (OF UUILUING-ZONE (SCENE)) NIL))





［(ACT (AND <MAY-BE BUILDING *PC1I) (SAME-ZONE *PCH *MIIGN>)
(TUEM (CONCLUDE P-LADEL BUILDinU)
　　　　　　(CONCLUDE U-MERGE *MIIGN)
　　　　　　(SCORE-IS (ADD 2.0 (ASK-VALUE BUILDIHG *PCH)))))一一
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　(*rcH*miGN)］
[(ACT (AND (NOT (IS-PLAN *PCH *miGN))(SAME-ZONE *PCH *MRGN)
　　　　　　　　　　　(MAY-DE BUILDING <PL/＼N ≪rGH)))
　　　　　　(THEN (CONCLUDE P-LAUEL UUILDING)
　　　　　　　　　　　　(COnCLUDE R-MEllGE *M1＼GN)
　　　　　　　　　　　　(SCOllE-lS (ADD　1 .95 (ASK-VΛLUE DUILDIMG (PLAN *PCH))))))
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　(*pcuraiuN)］
rule―for-wlndow-extmet Ion
【<ACT (IF (AMD (lS-PLAN *rCU *I･UIGN)(SAME-ZONE *PCUホiniGN)
　　　　　　　　　　　　　　　(*VERTICAlLy-LONG *PCII)(*CONTACT *PCH (PLAN *rniGN)))
　　　　　　　　　　(THEN (GET-SET *I'LSET <PLAN *M11GN) PATCHES)
　　　　　　　　　　　　　　　　(AND (ALL-FETOUホWLIKE *1'LSET




　　　　　　　　　　　　　　　　　　　　　(Tllf:IIK-I S ＊ＷＫホ肩LIKE (木製-helation *pch *vk))
　　　　　　　　　　　　　　　　　　　　　(ALL-FKICUホWIHU *WL1KE
　　　　　　　　　　　　　　　　　　　　　　(THERE-IS --t^VK *WLIKE
　　　　　　　　　　　　　　　　　　　　　　　(*W-nELAT10N *WIND *WK) )))))
　　　　　　(TUEN (COMULUDE Ｐ－ＬΛlJEL B-VINUOW)
　　　　　　　　　　　　(FOR-EACH *VIND (AND (MUST-BE *WIND P-LADEL Ｂ－ＷＩＮＤＯＷ）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　(DOriE-FOH *WmU)))
　　　　　　　　　　　　(SCOllE-IS (ADD 2.1 (DIV　tNUMUEE-OF *WIKD) 100.0)))))
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　(*PGH*MRGN)］
［(ACT (AND (lS-l'LAN *rOUホrUlGM)(SAME-ZONE *PCHホMRGN))




［(ACt"*T* (DESClllUE-BUILDIKG (llEGlON *PCH) ) ) (*PCH)］））
0-CHEATE (IF-DONE (
［(ACT *'r* (TUEN (EXTKΛCT-BUILUING-SJIAPE (IVEGION *PCU))
　　　　　　　　　　　　　　　　(OESCIUUE-UUILDI NG (llEClOWホl'ClD)














(MADE-OF (OR *ASPHALT *CONCIIETE)
　SUB-OBJECTS (*CAll *C-SI1ADOW)
　PROPERTY-RULES <　　　　　　　　　　　　　　　　　　　　　　　　　　　　●
　【(GEW (*LOWEIl *IIGN)(0.8　. 0.4))(*RGN)】
　CfCEN (*HOttlZONTALLY-LONG *RGN)(0.7　. 0.2))(*RGN)】　　.、
　[(Sni (TOUCHING *UGH L0WER-SIDEX0.9　. 0.2))(≫RCN>］）
　RELATION-RULES (
　【(STR (AND (ホSAME-COLOR *nGN *RGN2)(TOUCHING *RGK *RGN2))
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　(0.9　. 0.2) FOR ROAD)<*RGN *RGN2)】
　!：(GEN (IF <nOT (IS (OF HOniZON (SCENE)) NIL))
　　　　　　　　　　　(O-RATIO *11GN <0F ROAD-ZONE (SCENE))))
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　(1.0　.
0.3) FOR SCENE)(*RGN)］
　［(STR (IF (NOT (IS (OF HORIZON (SCENE)) NIL))
　　　　　　　　　　　(NOT (GREATERP (ΛI)D (MBR-UP-SIDE *nGN) 10)
　　　　　　　　　　　　　　　　　　　　　　　　　（ＯＦHOIUZON (SCENE)))))
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　(o.e　. 0.5) FOR SCENE)(*nGN)］）
　P-SELECT (
　TO-DO (
　　[(ACT CIF (PnOBADLY ROAD *PCH)
　　　　　　　　　　　（゛THEN (AND (*LOW-CONTnAST (PLAN *PCH)(PLAN *MRGN))
　　　　　　　　　　　　　　　　　　　　　　(NOT (OR (ABOVE *PCH *MRGN)
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　(DELOW *PCU *MRGK))))))
　　　　　　　(THEN (CONCLUDE P-LADEL ROAD)
　　　　　　　　　　　　　(CONCLUDE R-MERGE 冰･imcw)
　　　　　　　　　　　　　(SCORE-IS (ADD *PHED1CATE-VALUE 2.9))))(*PCH *MRGN)】
rule―for-car―extract Ion
【(ACT (IF (MAY-BE ROAD *PCU)
　　　　　　　　　　(THEN (AND (*HOniZONTALLY-LONG *PCH)
　　　　　　　　　　　　　　　　　　　　(*DARK ≪PCH)
　　　　　　　　　　　　　　　　　　　　(*DAIIKEH *PCU *riRGN)
　　　　　　　　　　　　　　　　　　　　(POSITION UP (PLAN *PCH)(PLAN *MRGN))
　　　　　　　　　　　　　　　　　　　　tTHERE-IS *CLIKE *KEYPATCHES
　　　　　　　　　　　　　　　　　　　　　<AND (IS (LABEL *CLIKE) NIL)




　　　　　　　　　　　　　　　　　　　　　　　　　　(POSITION UP (PLAN *CLIKE)
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　(PLAN
*PCU)))) )))
　　　　　　(THEN (ALL-FETCH *VK *KEYPATCHES
　　　　　　　　　　　　　(AND (IS (LABEL *＼{K) NIL)
　　　　　　　　　　　　　　　　　　(NOT (IS *WK *PG1I))
　　　　　　　　　　　　　　　　　　(*nORIZONTALLY-LONG (PLAN *VK))
　　　　　　　　　　　　　　　　　　(*C0NTACT2 (PLAN *WK)(PLAN *CL1KE))
　　　　　　　　　　　　　　　　　　(*L1NEA11-UOONDA11Y (PLΛN *WK)(PLAW *CLIKE))
　　　　　　　　　　　　　　　　　　(*SAME-COL0R *WC *CLIKE)
　　　　　　　　　　　　　　　　　　(*W1TH-IN (PIJVN *iyK)(V-ZONE (PLAN ≫PCH))>))
　　　　　　　　　　　　(CONCLUDE P-LADEL G-SHADOW)
　　　　　　　　　　　　(GET-SET *PLSET (PLAN *PCH) PATCHES)
　　　　　　　　　　　　(FOR-EΛCH *PLSET
　　　　　　　　　　　　　(IF (WOT (IS *I'LSETホPCU))
　　　　　　　　　　　　　　　　　(THEN (MUST-BE *PLSET P-LABEL G-SHADOW)
　　　　　　　　　　　　　　　　　　　　　　　(MUST-BE *PLSET R-MERGE *PCH)
　　　　　　　　　　　　　　　　　　　　　　　(DONE-FOn *PLSET))))
　　　　　　　　　　　　(GET-SET *PLSET (PLAN *CL1KE) PATCHES)
　　　　　　　　　　　　(FOR-EACH *PLSET
　　　　　　　　　　　　　(AND (rnJST-HE *PLSET Ｐ－ＬΛDEL CAll)　　　・





　　　　　　　(AND (GET-SET *PLSET (PLAN *VK) PATCHES)　　　　　　　　　　　、
　　　　　　　　　　　　(FOH-EACH本PLSET　　　　　　　　　　　　　　　　　　¨





(THEN (CONCLUDE P-LABEL ROAD)　　　　　　　　　　　　　　　　　　　　　　゛、
　　　　　　(CONCLUDE R-MEilGE *iniGN)　　　　　　　　　　　　　　　　　、。
　　　　　　(SCORE-IS (ADD 2.0 (ASK-VALUE ROAD *PCH)))))(*PCH *MRGK)］
【(ACT (AND (IS-PLAN *PCH *MHGN)
　　　　　　　　　　　(Oil(*DAHK *PCU)(*GHEY *PCU)))








　[<AOT (AND (T-FETGH *VK *PCH)
　　　　　　　　　　　　(THEHE-IS *W1ND ≫VK (is (label *WIND) B-VINDOW)))
　　　　　　　(THEN (CONCLUDE R-MERGE *WIWD)))(*PCH)］）））
*GONCnErE
(PROPERTY-RULES (
　C<GEN (AND (*BRlGH'r *RGN)(*GREY *RGN))(0.6　｡e.2))(≫RGN)］））
*ASPHALT
(PUOPERlT-llULES (
　[(GEN (AND (*DABK *RGH)(*GREY *nGN))(0.‘６　｡0.2))(≫HGN)】））
*TILE　　　　　　　　　　　　　　　　　Ｉ
(rROPERTY-HULES (






　t(GEN (OR (*GREEN *nGN)(*YELLOW *RGN))(0.9　。0.4))(:|:RGN)］
　KGEN (*TEJCrUllAL *RGN)(0.7　｡O.4))(*IIGN)］））
*UP1'ER










(PaOPERTY-DEFINlTION ((*X)<FUZZY3 tMASS-CENTER-X *X) 0　１００　１５０250)))
*LOWli:R .‘　，1　　ゝ・・
　(PROPEHTY-DEFINITION <(*X)(FUZZY1 (MASS-CENTER-X *X) 130 220)))
　*DA11K
　(PROPERTY-DEFINITION (t*X)(rUZZY2 (INTENSITY *X) 30･50)))　ノ‘　　　I　°
*UUIGHT　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　Ｉ
( puopehty-definition Ｉ<(*X)(FUZZY1 (IWTENSITY *X) 25 45)))･･..･.・.　　　･･・　゛
*SIIINING　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　………　　　ト　トI
(PHOPERTY-DEFINITIOH (<*X)(FUZZY1 (BULE-VALUE *X) 30 60)))　-’　　I　　……
*TEX'rUIlAL
(PROPERTY-DEFINITION ((*X)(FUZZY1 (TEXTURE-DEGREE *X)
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　1.０4.0 (*BRIGHT *X))))　　　’　犬
*UEAVy-TEχΓUllE　　　　　T　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ダ
(PROPERTY-DEFINITION ((*X)(rUZZYl (TEXTURE-DEGREE *X)
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　５.０7.0 (*BRIGHT *X))))
*GnEY　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　〉　　　　　　●　/
　(PROPERTY-DEFINITION ((*X)(FUZZY2 (SATURATION *X)
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　e.0s 0.13 (*BRIGHT *X))))
*VIV1D
(PROPERTY-DEFINITION ((*X)(FUZZYl (SATURATION *X)
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　０.1　0.2 (*BRIGHT *X))))
*nED
(PROPERTY-DEFINITIOH ((*X)(FUZZY3H (HUE *X)
　　　　　　　　　　　　　　　　　　‥　　　　　　　　　　　　５.０ ５.３ ０.1　0.6 (NOT (*GREY *X)))))
*BLUE　　　　レ　　ダ　　　　　　　犬
(PROPERTY-DEFINITION ((*X)(FUZZY3 (ⅢJE *X)
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　２.５3.0 4.5 5.0 (HOT (*GREY *X)))))
*GnEEN
<PROPER1T-DEF1NIT1ON ((*X)(FUZZY3 (HUE *X)
　　　　　　　　　　　　　　　　　　　　　　　　　　　　〉　　　　　０.‘5　1.０２.５ 3-0 <NOT (*GREY *X)))))
＊ＹＥＬＬＯＷ‘’
(PROPERTY-DEFINITION ((*X)(FUZZY3H (HUE *X)
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　5.８０.0　1.0　1.5 (NOT (*GHEY *X) ))))
*UORIZONTALLY-LONG　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　尚
　(PROPERTY-DEFINITION ((*X)(FUZZY2 <VH-RATIO *X) -1.5　1.5)))
　*VERTICALLY-LONG
　(PROPERTY-DEFINITION ((*X)(FUZZYl (VH-RATIO *X) -1.5　1.5)))
　*MAWYUOLE
　(PROPERTY-DEFINITION ((*X)(FUZZY1 (HOLE-NUMBER *X) O　10)))
　*P1ANYL1NE
　(PROPERTY-DEFINITION <(*X)<FUZZY1 (LINE-DEGREE *X) 0.2 0.5)))
　*UOLELINE
　(PROPEIITY-DEFINITIO瓦((*X)(IF (GREATERP (HOLE-NUMBER *X) 2)
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　(KUZZYl (HOLE-LINE-DEGREE *X) 0.2 0.5))))
＊ＳＡｉｌＥ－ＣＯＬＯＲ
　(PROPERTY-DEFINITION
　　　　　((*X *Y)(FUZZY2 (CUOMATIC-DIFFERENCE *X *Y) 0.015 0.055)))
　*W1TH-IN
　(PIIOPERTY-DEFINITION ((*X *Y)(FUZZY1 (O-RATIO *X *Y) 0.5 0.7)))
　*WITH-IN2
　(PROPER'IT-DEFINITION (<*X *Y) (FUZZY 1 (0-RATIO *X *Y) 0.0 0.1)))
159
‐ ‐ ‐ ― ‐ ‐ ? ?
? ? ‐ ‐ ?
*LINEAR-BOUNDARY
( PROPER'IT-DEF INIT1 ON
　　　　((*X *Y)(IF (TOUCHING *X *Y)
　　　　　　　　　　　(FUZZYl (BOUNDARY-LINE-DEGREE *X *Y) 0.2 ０.５
　　　　　　　　　　　　　　　　　　　(FUZZVl (BOUNDARY-LENGTH *X *y) 10 30)))))
*CONTAGT
(PROPEIITY-DEFINITIOK ((*X *Y)(T-RATIO *X *Y) ) )
*C0NTACT2
(pnoPEH'n'-DEFiNrrioN ((*x *Y)(ruzzYi (t-ratio *x *Y) 0.1 0.3)))
*LOW-COirrRAST
( PIIOPERTY-DEFINITI OR　　　　　　　　　　　　　　　　　　　　，
　　　　（（ホX *Y)(rUZZV2 (BOUWDAllY-COrrrHAST *X *Y) 1.0 2.0)))
*DAI＼KEn
( PIIOPEHTY-DEFINITI OH　　　’
　((*X *Y)(FUZZY1 (SUB (INTENSITY *Y)(INTENSITY *X)) -10　10)))
*W-nELATION
(PROPERTY-DEFINITION
　　　　(<*X *Y)(IF (AND (NOT (IS *X *Y))(NOT (TOUCHING *X *Y)))
　　　　　　　　　　　　　　　(OR (AND (FUZZY3 (AKGLE-DIFFEREWCE *X *Y ９０）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　－３０－１０　１０ ３０）
　　　　　　　　　　　　　　　　　　　　　　　　(FUZZY3 (DISTANCE *X *Y)
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　0 (MULT (WIDTII-X *X) 2.0)
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　(MULT (WIDTH-X *X) 4.0)
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　(MULT (WIDTH-X *X) 6.0)))
　　　，　　　　　　　　　　　(AND (FUZZY3 (ANGLE-DIFFERENCE *X *Y
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（ＯＦSHAPE HL THETA *MRGN))
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　－４５－15　13 45）
　　ヽ-　　　　　　　　・.　　　　　　　(FUZZY3 (DISTANCE *X *Y)
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　0 (MUじr (WIDTH-Y *X) 2.0)
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　<mjLT (viiyrn-y *X) 4.0)　　，
　’1　　　　　　で　　　　　’　　　　　　　　　　(MULT (Wimil-Y *X) 6.0)))))))
NIL
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