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Abstract
We provide a detailed analysis of the obstruction (studied first by S. Durand and later
by R. Yin and one of us) in the construction of multidirectional wavelet orthonormal bases
corresponding to any admissible frequency partition in the framework of subband filtering
with non-uniform subsampling. To contextualize our analysis, we build, in particular, multi-
directional alias-free hexagonal wavelet bases and low-redundancy frames with optimal spatial
decay. In addition, we show that a 2D cutting lemma can be used to subdivide the obtained
wavelet systems in higher frequency rings so as to generate bases or frames that satisfy the
“parabolic scaling” law enjoyed by curvelets and shearlets. Numerical experiments on high
bit-rate image compression are conducted to illustrate the potential of the proposed systems.
1 Introduction
Since its original development more than two decades ago, the wavelet transform has become a
standard tool in signal and image processing, and it is especially renowned for being an integral
part of the JPEG2000 image compression standard [18]. Despite the spatial-frequency localiza-
tion inherited from 1D wavelets, the widely used 2D tensor wavelet systems suffer from poor
orientation selectivity: only horizontal or vertical edges are well represented, which makes them
non-optimal for images with discontinuities along regular curves.
Several approaches have been developed in order to achieve more efficient representation of di-
rectional structures, the most notable among which are curvelets [1, 2] and shearlets [10, 11, 13].
Curvelet and shearlet systems both follow a “parabolic scaling” law for their time-frequency
decomposition, which has been shown to help them achieve optimal asymptotic rate of approx-
imation for “cartoon” images, i.e., piecewise smooth functions with jumps occurring possibly
along piecewise C2-curves. However, all of the available discrete implementations of curvelets
and shearlets suffer from being highly redundant (this is especially true for those implementa-
tions, such as [13], that remain faithful to their continuous framework), which prevents them to
deliver up to their theoretical potential for reasonable-size problems in practice. Another popular
scheme with similar time-frequency decomposition is the contourlet transform [6], which, unlike
curvelets and shearlets, is defined directly on a discrete lattice. Contourlets are still redundant
frames (with a redundancy factor 4/3) because they are based on the (naturally redundant)
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Laplacian pyramid scheme; in addition, they are also not well-localized in the frequency domain
[15]. Lu and Do proposed in [14] a contourlet transform with critical sample rate, but because
their construction does not correspond to a multiresolution approximation (MRA) of L2pR2q, it
is not clear whether it corresponds to a basis for L2pR2q.
Most of the non-redundant transforms rely on a tree of critically sampled directional filter
banks [7, 8, 12, 17, 19, 20]. The authors in [17] introduced the framework of non-uniform
directional filter banks (nuDFB) leading to an MRA of L2pR2q; their filters are obtained by solving
a non-convex optimization problem that provides non-unique near-orthogonal or biorthogonal
solutions without guarantee of convergence. It was later shown by Durand in [8] that it is
impossible in the framework of nuDFB to construct regularized directional wavelet bases without
aliasing. In [19, 20], Yin and Daubechies made a detailed study of these obstructions in the case
of dyadic quincunx subsampling corresponding to the frequency partition studied in [17] (see
Figure 2a), and constructed orthonormal/biorthogonal bases that, within the constraints they
impose, give better smoothness.
Building on the idea of [8, 19], we provide, in this paper, a detailed analysis and explicit
construction of optimal directional wavelet bases and low-redundancy frames for any admissible
frequency partition (to be explained in Section 3.1) within the framework of nuDFB. To contextu-
alize the idea, we build, in particular, alias-free hexagonal wavelet bases with optimal continuity
in the frequency domain and low-redundancy (factor 2) frames with arbitrarily fast spatial decay.
We also explain the usage of a 2D cutting lemma (similar to the composition of 2-band filters
used in [8]) to subdivide the obtained bases and frames in higher frequency rings so as to satisfy
the “parabolic scaling” law typical for curvelet or shearlet bases.
The paper is organized as follows. In Section 2, we provide a brief review of subband filtering
with non-uniform sampling and multiresolution approximation of L2pRdq. Section 3 explains
the admissibility and permissibility of the frequency domain partition. We study the explicit
construction of alias-free hexagonal wavelet bases and low-redundancy frames with optimal spatial
decay in Section 4. In Section 5, a 2D cutting lemma is used to subdivide the obtained hexagonal
wavelet systems to satisfy the “parabolic scaling” law. Numerical experiments on high bit rate
image compression using the proposed hexagonal wavelets are shown in Section 6. Finally, we
present some conclusions in Section 7.
2 Subband filtering and multiresolution approximation
In this section, we provide a brief review of lattices in Rd, subband filtering with non-uniform
sampling, and the multiresolution approximation (MRA) of L2pRdq.
2.1 Lattices and subband filtering
A discrete subset Λ Ă Rd is called a (full-rank) lattice in Rd if there exists a basis pekq1ďkďd of
Rd, such that
Λ “ re1, ¨ ¨ ¨ , eds Zd “
#
dÿ
k“1
zk ek ; z1, . . . , zd P Z
+
;
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Λ can be viewed as an additive subgroup of Rd, and spanpΛq “ Rd. Define the determinant of
Λ as detpΛq :“ adetpETEq, where E “ re1, ¨ ¨ ¨ , eds P Rdˆd. Given a sublattice Γ Ă Λ (i.e. Γ is
again a full-rank lattice in Rd, and included in Λ as a set), the quotient Λ{Γ is defined as the
collection of cosets γ ` Γ in Λ:
Λ{Γ :“ trγs “ γ ` Γ; γ P Λu .
The quotient Λ{Γ is a finite set with cardinality |Λ{Γ| “ detpΓq{detpΛq. Depending on the
context, we sometimes abuse the notation and use γ to denote its coset γ ` Γ. The reciprocal
lattice of Λ Ă Rd is defined by Λ˚ :“  γ P Rd : 〈η, γ〉 P 2piZ, @η P Λ(. Equivalently, let prekq1ďkďd
be the biorthogonal sequence of tekudk“1, i.e., 〈ei, rej〉 “ δi,j , then
Λ˚ “ 2pirpe1, ¨ ¨ ¨ , reds Zd.
A subset S Ă Rd is called a reciprocal cell of Λ if tS ` γuγPΛ˚ is a partition of Rd (modulo a set
of zero Lebesgue measure.) It is called the Voronoi reciprocal cell if S satisfies in addition that
ξ P S ùñ }ξ} ď }ξ ` γ}, @γ P Λ˚.
Note that for any reciprocal cell of Λ, its Lebesgue measure |S| is given by
|S| “ det pΛ˚q “ p2piqd rdetpΛqs´1 .
If S˚ is a reciprocal cell for Λ˚, then a function f P L2pSq can be extended “by periodicity under
Λ˚” to all of Rd by setting fpξ ` γq “ fpξq if ξ P S and γ P Λ˚. The original function f and its
periodic extension can both be represented by a Fourier series,
fpξq “
ÿ
λPΛ
cλ e
iλξ ,
where the sequence pcλqλPΛ is square-summable. If one multiplies such a function f with a
(bounded) Λ˚-periodic function M , then the outcome g “ Mf is again Λ˚-periodic, and its
Fourier series is given by
gpξq “
ÿ
λPΛ
dλ e
iλξ , where dλ “
ÿ
µPΛ
mµcλ´µ and pmλqλPΛ is the sequence of Fourier coefficients of M .
The operation of multiplying a Λ˚-periodic function with M , or equivalently, convolving a Λ-
indexed sequence with pmλqλPΛ, is typically called filtering; the function M is then called the
transfer function for this filtering operation.
Given a collection of sublattices tΓkuKk“1 of Λ, we define a filter bank
´
Mk, ĂMk,Γk¯K
k“1
by the
choice of K transfer functions pMk, ĂMkqKk“1 P L2pS˚q » L2pRd{Λ˚q. The corresponding non-
uniform subsampled filtering acts on a sequence x P l2pΛq in two steps: first it is filtered on K
subbands with the transfer functions Mk; then each of these filter-output sequences is subsampled:
for the k-th subband, only the entries of the sequence with indices in Γk are retained, to obtain
yk P l2pΓkq. This is the decomposition or analysis step. At reconstruction, each yk is upsampled
on Λ by padding zeros (i.e. for each k an auxiliary sequence zk is defined for which pzkqλ
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equals pykqλ if λ P Γk, and 0 otherwise) and then filtered with the transfer functions ĂMk. The
reconstructed signal rx is defined as the sum of these K upsampled and filtered signals. The filter
bank pMk, ĂMk,ΓkqKk“1 is said to perform a perfect reconstruction (PR) if rx “ x. The following
theorem by Durand [8] provides a necessary and sufficient condition for a PR filter bank.
Theorem 1. A filter bank pMk,ĂMk,ΓkqKk“1 performs a perfect reconstruction if and only if
Mpξq˚ĂMpξq “ |Λ{Γ|Id|Λ{Γ|, a.e. ξ P Rd, (1)
where Γ is a common sublattice of all Γk, Mpξq˚ is the conjugate transpose of Mpξq, and the
matrices Mpξq,ĂMpξq are defined as
Mpξq “
´
ei〈ηk,ξ`γ〉Mkpξ ` γq
¯
kPrKs“t1,¨¨¨ ,Ku, ηkPΓk{Γ; γPΓ˚{Λ˚
, (2)
ĂMpξq “ ´ei〈ηk,ξ`γ〉ĂMkpξ ` γq¯
kPrKs“t1,¨¨¨ ,Ku, ηkPΓk{Γ; γPΓ˚{Λ˚
. (3)
A filter bank pMk,ĂMk,ΓkqKk“1 is said to be critically sampled if
Kÿ
k“1
|Λ{Γk|´1 “
Kÿ
k“1
|Γk{Γ|{|Λ{Γ| “ 1.
The matrices Mpξq and ĂMpξq in Theorem 1 are square matrices if pMk,ĂMk,Λ Ñ ΓkqKk“1 is
critically sampled. This leads to the following proposition, the proof of which is detailed in
Appendix A.
Proposition 1. Suppose pMk,ĂMk,Λ Ñ ΓkqKk“1 is a critically sampled PR filter bank, thenÿ
tPΓ˚k {Λ˚
ĂMkpξ ` tqMkpξ ` tq “ |Λ{Γk|, a.e. ξ P Rd, @k P rKs (4)
2.2 Multiresolution approximation of L2pRdq
Let
 
Λpjq
(
jPZ be a sequence of lattices in R
d with the subsampling map D P Rdˆd, i.e.,
¨ ¨ ¨Λp´2q Ą Λp´1q Ą Λp0q Ą Λp1q Ą Λp2q ¨ ¨ ¨ , Λpjq “ DjΛp0q, @j P Z. (5)
An MRA of L2pRdq is defined similarly as that of L2pRq in [16]:
Definition 1. A sequence tVjujPZ of closed subspaces of L2pRdq is an MRA of L2pRdq associated
with
 
Λpjq “ DjΛp0q(
jPZ if
• f P Vj ðñ fp¨ ´ nq P Vj , @j P Z,@n P Λpjq.
• Vj`1 Ă Vj , @j P Z.
• f P V0 ðñ fpD´j ¨q P Vj , @j P Z.
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• limjÑ`8 Vj “ ŞjPZ Vj “ t0u.
• limjÑ´8 Vj “ ŤjPZ Vj “ L2pRdq.
• There exists a scaling function φ P L2pRdq such that tφp¨ ´ nqunPΛp0q constitutes an or-
thonormal basis of V0.
Define the scaled and shifted versions of the scaling function
φjpxq “ D´j{2φpD´jxq, and φj,npxq “ φjpx´ nq, @j P Z, @n P Λpjq. (6)
The scaling relation in Definition 1 implies that tφj,nunPΛpjq is an orthonormal basis of Vj , and
there exists h0 P l2pΛp0qq such that
φ1pxq “ |D|´1{2φpD´1xq “
ÿ
nPΛp0q
h0rnsφpx´ nq , where |D| “ |detpDq| .
In the frequency domain, this is equivalent topφpξq “ |D|´1{2pφpD´T ξqM0pD´T ξq,
where M0 “xh0 P L2pRd{Λp0q˚q is the Fourier transform of h0. Hence we have
pφpξq “ 8ź
p“1
|D|´1{2M0
`pD´T qpξ˘ . (7)
Let Wj be the orthogonal complement of Vj in Vj´1, i.e., Vj´1 “Wj kVj . In order to obtain an
orthonormal basis of L2pRdq, one needs to find orthonormal bases of Wj ; because of the inclusion
relation among the Vj , and the complementarity, within Vj´1, of each Wj to Vj , the union of the
Wj-bases would indeed provide an orthonormal basis of L
2pRdq. Moreover, because the different
layers of the MRA are obtained by simple scaling, we really need to find only an orthonormal
basis
`
ψk
˘
kPrKs for W0, where (as before), we have used the notation rKs :“ t1, 2, . . . ,Ku. If we
define the K sublattices
!
Γ
p0q
k
)
kPrKs
of Λp´1q, and set
Γ
pjq
k :“ DjΓp0qk Ă Λpj´1q , (8)
then we just need to find K “mother wavelet functions” ψk P L2pRdq, k P rKs, such that
Wj “
Kë
k“1
W kj “
Kë
k“1
span
!
ψkj,n
)
nPΓpjqk
, (9)
where $’’&’’%
xψkpξq “ |D|´1{2φˆpD´T ξqMkpD´T ξq,
ψkj pxq “ D´j{2ψkpD´jxq, @j P Z,
ψkj,npxq “ ψkj px´ nq, @n P Γpjqk ,
(10)
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Figure 1: The inclusion relations among the lattices
!
Γ
pjq
k
)
jPZ, 0ďkďK
, where Λpjq is identified with Γpjq0 .
and
!
ψkj,n
)
nPΓpjqk
is an orthonormal basis of W kj . Figure 1 provides a visual illustration of the
inclusion relations among the lattices
!
Γ
pjq
k
)
jPZ, 0ďkďK
, where we identify Λpjq as Γpjq0 .
The following theorem relates the MRA of L2pRdq to the 1-level PR condition for the filter
bank pMk,Mk,Γp1qk qKk“0; this results is a d-dimensional generalization of the classical 1D results
in [3, 5, 16].
Theorem 2. Suppose
!
Λpjq “ Γpjq0
)
jPZ
and
!
Γ
pjq
k
)
jPZ, kPrKs
are a collection of lattices as defined
in (5) and (8), and pMk,Mk,Γp1qk qKk“0 is a PR filter bank with M0p0q “ |D|1{2. Define φ and 
ψk
(K
k“1 in the Fourier domain as in (7) and (10). Then
!
ψkj,n
)
kPrKs, jPZ, nPΓpjqk
constitutes a
Parseval frame of L2pRdq. In particular, for any f P L2pRdq, we have
f “
Kÿ
k“1
ÿ
jPZ
ÿ
nPΓpjqk
〈
f, ψkj,n
〉
ψkj,n. (11)
Moreover, if pMk,Mk,Λp0q Ñ Γp1qk qKk“0 is critically sampled (and thus (4) holds true for k “ 0 by
Proposition 1), and if there exists a compact reciprocal cell S of Λp0q containing a neighborhood
of the origin that satisfies
inf
pą0,ξPS
ˇˇ
M0ppD´T qpξq
ˇˇ ą 0,
then
!
ψkj,n
)
kPrKs, jPZ, nPΓpjqk
is an orthonormal basis of L2pRdq.
3 Admissible and permissible frequency domain partition
In this section, we first review the multidirectional Shannon wavelets with ideal localization in the
Fourier domain. These wavelets are constructed using PR filter banks whose transfer functions
are indicator functions forming an admissible partition of the frequency domain. We then discuss
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the permissibility condition, i.e., the existence of continuous, alias-free, and critically sampled
PR filter banks supported mainly on a given admissible partition.
3.1 Admissibility
Given a lattice Λ Ă Rd, let S be the Voronoi reciprocal cell of Λ, and let tAkuKk“0 be a partition
of S.
Definition 2. [8] A partition tAkuKk“0 is said to be admissible (with respect to Λ) if there exists
a collection of sublattices tΓkuKk“0 of Λ such that´a|Λ{Γk| χAk ,a|Λ{Γk| χAk ,Γk¯K
k“0
is a critically sampled PR filter bank, where
Ak “ Ak ` Λ˚, and χAk is the indicator function on Ak. (12)
This can be proved to be equivalent to Ak being a reciprocal cell of Γk, @k, or
tAk ` γuγPΓ˚k {Λ˚ is a partition of R
d. (13)
Multidirectional Shannon wavelets are obtained from such admissible frequency partitions
when the frequency support A0 of the refinement filter contains a neighborhood of the origin.
We hereby present two examples of admissible partitions in 2D which lead to dyadic and hexagonal
Shannon wavelets studied in [8, 17, 19, 20].
Dyadic wavelets. Let S “ r´pi, pis2 be the reciprocal cell of Λ “ Z2. We set A0 and Γ0
to A0 “ r´pi{2, pi{2s2 and Γ0 “ 2Z2 corresponding to the classical dyadic refinement filter in
the 2D tensor wavelets. The frequency ring SzA0 is equally partitioned into K “ 6p pp ě 1q
fan-shaped regions symmetric with respect to the origin. More specifically, the first 3p subbands
pApkq1ďkď3p subdivide the “horizontal” fan with the polar angle θ P r´pi{4, pi{4sYr3pi{4, 5pi{4s, and
the remaining pApkq3p`1ďkď6p subdivide the “vertical” fan with the polar angle θ P rpi{4, 3pi{4s Yr5pi{4, 7pi{4s. The corresponding sublattices Γpk are
Γpk “
$’’’&’’’%
„
2p 0
2p 4

Z2, 1 ď k ď 3p.„
4 2p
0 2p

Z2, 3p` 1 ď k ď 6p.
(14)
Two special cases of such frequency partitions corresponding to p “ 1 (6 directions) and p “ 2
(12 directions) are shown in Figures 2a and 2b.
Hexagonal wavelets. We consider next the hexagonal wavelets, where the original lattice is
Λ “
«
1 0
1?
3
2?
3
ff
Z2. (15)
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(a) Dyadic wavelets
with 6p “ 6 directions.
(b) Dyadic wavelets
with 6p “ 12 direc-
tions.
(c) Hexagonal wavelets
with 3p “ 3 directions.
(d) Hexagonal wavelets
with 3p “ 6 directions.
Figure 2: Admissible frequency partitions.
The corresponding reciprocal cell S is a hexagon defined by
S “
!
ξ P R2 : |ξ1| ď pi, |ξ1 `
?
3ξ2| ď 2pi, |ξ1 ´
?
3ξ2| ď 2pi
)
.
The refinement filter A0 is chosen again to have the same shape but 1{4 the size of S, i.e.,
A0 “ 1
2
S, Γ0 “ 2Λ.
As before, the frequency ring SzA0 can be further partitioned into 3p fan-shaped regions (See
Figure 2c and Figure 2d for the special cases when p “ 1 and 2.) The first p subbands `Apk˘1ďkďp
subdividing the “horizontal” fan with the polar angle θ P r´pi{6, pi{6s Y r5pi{6, 7pi{5s are down-
sampled on the same sublattice
Γpk “
«
2p 4
´ 2?
3
p 0
ff
Z2, 1 ď k ď p. (16)
The other two groups of subbands
`
Apk
˘
p`1ďkď2p and
`
Apk
˘
2p`1ďkď3p are downsampled on the
sublattices obtained from rotating (16) by ˘pi{3. More specifically,
Γpk “
$’’’’&’’’’%
«
0 ´2
4?
3
p 2
?
3
ff
Z2, p` 1 ď k ď 2p.«
2p 2
2?
3
p 2
?
3
ff
Z2, 2p` 1 ď k ď 3p.
(17)
3.2 Permissibility
An admissible partition is said to be permissible if there exists a critically sampled continuous
PR filter bank with each subband filter Mk supported in an -neighborhood of Ak. It has been
shown in [8] that the dyadic wavelets with 6p pp ě 1q directions and the hexagonal wavelets with
3p pp ě 2q directions are not permissible. More specifically,
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Proposition 2. Let pApkq0ďkďK be the admissible frequency partition defined in Section 3.1,
where K “ 6p pp ě 1q for dyadic wavelets and K “ 3p pp ě 2q for hexagonal wavelets. Given
any  ą 0 small enough, there does not exist pMkq0ďkďK P L2pR2{Λ˚q satisfying the following
four conditions simultaneously
1. The filter bank pMk,Mk,Λ Ñ ΓkqKk“0 is PR.
2. The filter bank pMk,Mk,Λ Ñ ΓkqKk“0 is critically sampled.
3. Each Mk is continuous.
4. Each Mk is supported on Apk `Bp0, q “ Apk `Bp0, q ` Λ˚, where Bp0, q is the Euclidean
ball of radius .
The reason why such partitions are not permissible is the existence of “singular” boundaries,
which we shall discuss in more detail in the next section, that are incontrovertible obstacles to
the continuity of the Mk. In order to build multidirectional wavelet systems, we thus have to
sacrifice either the critical sampling condition (so that we obtain redundant frames rather than
bases) or the continuity of Mk in certain directions.
4 Hexagonal wavelets with optimal spatial frequency localization
We discuss, in this section, the explicit construction of alias-free hexagonal wavelet bases and
low-redundancy frames with optimal spatial localization. Compared to dyadic wavelets, one
benefit of hexagonal wavelets is that their refinement filter is more isotropic (it is invariant by
rotation of pi{3 instead of pi{2.) Moreover, hexagonal lattices require the least number of samples
to represent images whose spectrum is supported on a disc [8, 9]. Proposition 2 states that
there do not exist alias-free hexagonal wavelet bases with continuous Fourier transforms when
the number of high frequency directions is six or higher. We henceforth study the optimally
achievable hexagonal wavelet systems when at least one constraint in Proposition 2 is partially
violated, i.e., orthonormal bases with only unavoidable discontinuity in the frequency domain,
or low-redundancy frames with better spatial frequency localization. The analysis is based on
hexagonal wavelets with six directions, although it can be easily generalized for any admissible
frequency partition. Without explicit mentioning, we use, in this section, Γk and Ak to denote
Γp“2k and A
p“2
k .
4.1 Alias-free wavelet orthonormal bases with optimal spatial localization
Let Λ, tΓku0ďkď6 be defined as in (15) (16) (17), and define
Γ :“
6č
k“0
Γk, Γ1,2 :“ Γ1 “ Γ2, Γ3,4 :“ Γ3 “ Γ4, Γ5,6 :“ Γ5 “ Γ6. (18)
The inclusion relation among the lattices are illustrated via two Venn diagrams in Figure 3. Based
on Theorem 1, we can simplify the PR condition for this specific choice of lattices as follows
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Figure 3: Venn diagrams indicating the inclusion
relation among the lattices tΛ,Γ0,Γ1,2,Γ3,4,Γ5,6,Γu
and their corresponding reciprocal lattices 
Λ˚,Γ0˚ ,Γ1˚,2,Γ3˚,4,Γ5˚,6,Γ˚
(
of the hexagonal
wavelets with six directions.
Proposition 3. The filter bank pMk,Mk,Λ Ñ Γkq6k“0 is PR if and only if the following two
conditions hold for a.e. ξ P R2
6ÿ
k“0
|mkpξq|2 “ 1, (19)$’’’’’’’&’’’’’’’%
6ÿ
k“0
mkpξ ` γqmkpξq “ 0, @γ P Γ0˚zΛ˚
m1pξ ` γqm1pξq `m2pξ ` γqm2pξq “ 0, @γ P Γ1˚,2zΓ0˚
m3pξ ` γqm3pξq `m4pξ ` γqm4pξq “ 0, @γ P Γ3˚,4zΓ0˚
m5pξ ` γqm5pξq `m6pξ ` γqm6pξq “ 0, @γ P Γ5˚,6zΓ0˚
(20)
where mkpξq “Mkpξq{
a|Λ{Γk|. Condition (20) can be written in the following compact formÿ
kPIγ
mkpξ ` γqmkpξq “ 0, @γ P Γ˚zΛ˚, where Iγ “ tk : γ P Γk˚u . (21)
The detailed proof of this proposition can be found in Appendix B. Borrowing the terminol-
ogy in [19], we call (19) the identity summation condition, and (20)(21) the shift cancellation
condition. In order to construct a critically-sampled PR filter bank with mk P L2pR2{Λ˚q having
optimal continuity and supported on Ak ` Bp0, q, we thus need to continuously extend mkpξq
across the boundaries of Ak such that (19) and (20) hold valid for a.e. ξ P R2.
4.1.1 Boundary classification
Proposition 2 suggests the existence of certain boundaries of Ak beyond which mk cannot con-
tinuously extend while performing a perfect reconstruction. Building on the idea proposed in
[19], we explain how to identify such boundaries while making the definition and analysis more
rigorous.
Given  P r0,?3pi{12q, we assume the support supppmkq of mk P L2pR2{Λ˚q satisfies
Ak Ă supppmkq Ă Ak `Bp0, q. (22)
For any γ P Γk˚zΛ˚, or equivalently 0 ‰ γ P Γk˚{Λ˚, define
Cpk, γq :“
´
Ak `Bp0, q
¯
X
´
Ak `Bp0, q ´ γ
¯
Ą supp
´
mkp¨qmkp¨ ` γq
¯
. (23)
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A1
A1
(a) (b) (c)
Figure 4: (a): The support of m1 is larger than A1 (solid green) and included in A1 `Bp0, q (the area
enclosed in dashed green). The corresponding sets after shifting by γ “ ppi, 0q are colored in red. The set in
color black corresponds to Cp1, ppi, 0qq, the intersection of A1`Bp0, q (dashed green) and A1`Bp0, q´γ
(dashed red). Note that Cpk, ppi, 0qq ‰ H only when k “ 0, 1, 2. (b): A pictorial explanation for the proof
of Proposition 4 for the special case k “ 0 and γ “ ppi, 0q. (c): Regular boundaries (green) and singular
boundaries (red) of the hexagonal wavelets with 6 directions.
See Figure 4a for the special case Cp1, ppi, 0qq. In particular, when  “ 0,
C0pk, γq “ Ak X
`Ak ´ γ˘ Ă BAk. (24)
The following result shows an unavoidable restriction on the continuity of mk across certain
boundaries of Ak.
Proposition 4. Suppose  ą 0, k P t0, . . . , 6u, and γ P Γk˚zΛ˚, then mk cannot have nonzero
continuous extension in the normal direction beyond the boundary
C0pk, γq ´
ď
k1PIγ
k1‰k
Cpk1, γq Ă BAk (25)
without violating the PR condition (21).
Proof. We prove this by contradiction. If not, then there exist y R Ak and x P C0pk, γq ´Ť
k1PIγ
k1‰k
Cpk1, γq such that py ´ xq K BAk, mkpyq ‰ 0, and d “ |y ´ x| ą 0 is sufficiently small.
Hence the reflection point 2x´y of x with respect to BAk is inside the interior of Ak (see Figure 4b
for the special case k “ 0 and γ “ ppi, 0q.) After shifting by γ, we have
2x´ y ` γ R Ak, x` γ P BAk, p2x´ y ` γq ´ px` γq K BAk, (26)
because of the admissibility condition (13) of the partition. Thus the reflection y`γ of 2x´y`γ
with respect to BAk is inside the interior of Ak Ă supppmkq. Therefore
mkpyqmkpy ` γq ‰ 0.
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Because of the continuity of mk, there exists a sufficiently small δ-neighborhood Bpy, δq of y such
that
Bpy, δq X
¨˚
˝ ď
k1PIγ
k1‰k
Cpk, γq‹˛‚“ H, and mkpξqmkpξ ` γq ‰ 0, @ξ P Bpy, δq.
Thus for any ξ P Bpy, δq, ÿ
k1PIγ
mk1pξqmk1pξ ` γq “ mkpξqmkpξ ` γq ‰ 0.
This contradicts the PR condition (21).
Based on Proposition 4, we can classify the boundaries of Ak as singular or regular as follows
Definition 3. Given k P t0, . . . , 6u and γ P Γk˚zΛ˚ (or equivalently 0 ‰ γ P Γk˚{Λ˚), define
Dpk, γq :“ lim
Ñ0C0pk, γq ´
ď
k1PIγ
k1‰k
Cpk1, γq “ C0pk, γq ´
ď
k1PIγ
k1‰k
C0pk1, γq. (27)
The singular boundary Spkq and regular boundary Rpkq of Ak are defined as
Spkq :“
ď
γPΓ˚k zΛ˚
Dpk, γq, Rpkq :“ BAkzSpkq. (28)
Figure 4c shows the boundary classification of the hexagonal wavelets with six directions.
Note that all singular boundaries are “double” singular boundaries in the sense that mk cannot
extend beyond those boundaries in either direction (this will be an easy corollary of Lemma 1 in
Section 4.1.2.)
4.1.2 Filter smoothing across regular boundaries
We discuss how to continuously extend mkpξq across regular boundaries without violating the
PR condition (19) (20). The following lemma characterizes the common regular boundaries of
two adjacent domains Ak1 and Ak2 .
Lemma 1. Let Ak1 and Ak2 be adjacent domains with a common boundary. We have
(a)
Rpk1q XRpk2q “
ď
γPpΓ˚k1XΓ
˚
k2
qzΛ˚
C0pk1, γq X C0pk2, γq (29)
holds up to a discrete set of “corner” points that live on the boundaries of more than two Ak.
(b) If γ, γ1 P Γk˚zΛ˚ and γ ´ γ1 R Λ˚, then
C0pk, γq X C0pk, γ1q “ H. (30)
Thus in particular the right hand side of (29) is the disjoint union of C0pk1, γq X C0pk2, γq for
0 ‰ γ P pΓk˚1 X Γk˚2q{Λ˚.
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Proof. (a) Given x P Rpk1q X Rpk2q, we have x P BAk1zSpk1q by Definition 3. The admissibility
of pAkq0ďkď6 implies
Dγ P Γk˚1zΛ˚, s.t. x P C0pk1, γq.
Since x R Spk1q, we have, in particular,
x R Dpk1, γq “ C0pk1, γq ´
ď
k1PIγ
k1‰k1
C0pk1, γq.
This implies x P C0pk1, γq Ă BAk1 for some k1 P Iγ , k1 ‰ k1. This is only possible when k1 “ k2 if
x does not belong to the boundary of more than two Ak. Therefore x P C0pk2, γq, and k2 P Iγ ,
i.e., γ P Γk˚2 . We thus have
x P
ď
γPpΓ˚k1XΓ
˚
k2
qzΛ˚
C0pk1, γq X C0pk2, γq
The other direction is trivial from Definition 3.
(b) This is an easy result of the admissibility condition (13).
Thus the common regular boundary of Ak1 and Ak2 consists of
Epk1, k2, γq :“ C0pk1, γq X C0pk2, γq, γ P pΓk˚1 X Γk˚2qzΛ˚. (31)
The following lemma shows that Epk1, k2, γq can be paired with Epk1, k2,´γq according to the
shift ˘γ.
Lemma 2. Two common regular boundaries, Epk1, k2, γq and Epk1, k2,´γq, of Ak1 and Ak2 can
be paired according to the shift ˘γ:
Epk1, k2,´γq “ Epk1, k2, γq ` γ. (32)
Moreover, if γ ‰ ´γ, i.e., 2γ R Λ˚, then
Epk1, k2,´γq X Epk1, k2, γq “ H (33)
Proof. This can be easily proved by the definition (31):
Epk1, k2, γq “ C0pk1, γq X C0pk2, γq “
`Ak1 X `Ak1 ´ γ˘˘X `Ak2 X `Ak2 ´ γ˘˘ .
Epk1, k2,´γq “ C0pk1,´γq X C0pk2,´γq “
`Ak1 X `Ak1 ` γ˘˘X `Ak2 X `Ak2 ` γ˘˘ .
Hence we have Epk1, k2,´γq “ Epk1, k2, γq ` γ. The fact that Epk1, k2,´γq X Epk1, k2, γq “ H
when γ ‰ ´γ is an easy corollary of (30).
Define Fpk1, k2,˘γq as the union of the pair Epk1, k2,˘γq
Fpk1, k2,˘γq :“ Epk1, k2, γq Y Epk1, k2,´γq, (34)
where Epk1, k2, γq is an -neighborhood of Epk1, k2, γq satisfying
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Figure 5: Two particular cases for Epk1, k2, γq,
Epk1, k2, γq, and Fpk1, k2,˘γq.
Case (1): pk1, k2, γ1q “ p1, 2, p´pi{2, 0qq. In this
case |Ep1, 2, γ1q X Ep1, 2,´γ1q| “ 0, for γ1 ‰ ´γ1.
Fp1, 2,˘γ1q “ ΩY pΩ` γq is the disjoint union of Ω
and Ω` γ1, where Ω “ Ep1, 2, γ1q.
Case (2): pk1, k2, γ2q “ p2, 3, ppi{2,
?
3pi{2qq. In this
case Ep2, 3, γ2q “ Ep2, 3,´γ2q “ Fp2, ,˘γ2q, for
γ2 “ ´γ2. Fp2, 3,˘γ2q is still the disjoint union of
Ω and Ω ` γ2, where Ω is the upper-left (or lower-
right) green shaded region.
1. distpξ, Epk1, k2, γqq ď , @ξ P Epk1, k2, γq.
2. Epk1, k2, γq and Epk1, k2,´γq satisfy the same shifting relation
Epk1, k2,´γq “ Epk1, k2, γq ` γ (35)
3. For every distinct triple pk1, k2, γq ‰ p rk1, rk2, rγq,ˇˇˇ
Epk1, k2, γq X Ep rk1, rk2, rγqˇˇˇ “ 0, (36)
where |¨| is the Lebesgue measure.
See Figure 5 for a visual illustration of the sets Epk1, k2, γq, Epk1, k2, γq and Fpk1, k2,˘γq. The
following proposition simplifies the PR condition on mk1 and mk2 if only the values of these two
filters are changed on Fpk1, k2,˘γq.
Proposition 5. Suppose
´
m
p0q
k
¯
0ďkď6
satisfies the PR condition (19) and (21), and
supppmp0qk q Ă Ak Y
¨˚
˝ ď
k1s.t.
RpkqXRpk1q‰H
ď
γPpΓ˚kXΓ˚k1qzΛ˚
Epk1, k, γq‹˛‚. (37)
In particular, (37) implies m
p0q
k has (possibly) been extended across some regular boundaries of
Ak, and at most two distinct filters mp0qk , mp0qk1 can take nonzero values for a.e. ξ P R2 (because
of (36)).
Suppose the new filter bank pmkq0ďkď6 differs from
´
m
p0q
k
¯
0ďkď6
only on Fpk1, k2,˘γq for
the filters mk1 ,mk2, i.e.,
mkpξq ‰ mp0qk pξq ùñ ξ P Fpk1, k2,˘γq, and k “ k1 or k2, (38)
then pmkq0ďkď6 satisfies the PR condition if and only if$’’&’’%
|mk1pξq|2 ` |mk2pξq|2 “ 1, a.e. ξ P Fpk1, k2,˘γq
mk1pξqmk1pξ ` γq `mk2pξqmk2pξ ` γq “ 0, a.e. ξ P Epk1, k2, γq
mk1pξqmk1pξ ´ γq `mk2pξqmk2pξ ´ γq “ 0, a.e. ξ P Epk1, k2,´γq
(39)
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Proof. We first verify the PR condition (19)(21) when ξ R Fpk1, k2,˘γq.
• The identity summation condition (19) always holds for ξ R Fpk1, k2,˘γq, for (38) implies
6ÿ
k“0
|mkpξq|2 “
6ÿ
k“0
ˇˇˇ
m
p0q
k pξq
ˇˇˇ2 “ 1
• If the shift cancellation condition (21) fails to hold, i.e.,ÿ
kPIν
mkpξ ` νqmkpξq ‰ 0 “
ÿ
kPIν
m
p0q
k pξ ` νqmp0qk pξq
for some 0 ‰ ν P Γ˚{Λ˚, then$’&’%
ξ ` ν P Fpk1, k2,˘γq “ Epk1, k2, γq Y Epk1, k2,´γq
mkj pξq ‰ 0
0 ‰ ν P Γk˚j{Λ˚
must hold simultaneously for at least one of the j P t1, 2u. Assume without loss of generality
that
ξ ` ν P Epk1, k2, γq, mk1pξq ‰ 0, and 0 ‰ ν P Γk˚1{Λ˚.
The admissibility condition (13) combined with the maximum support of mk1 (37) implies
that distpξ, BAk1q ď . Let ξ1 P BAk1 be the projection of ξ in BAk1 , i.e.,
ξ ´ ξ1 K BAk1 , }ξ ´ ξ1} ď .
Then ξ1` ν P Epk1, k2, γq Ă Epk1, k2, γq. The admissibility condition implies that this can
hold only if ν “ ´γ, and thus
ξ P Epk1, k2, γq ´ ν “ Epk1, k2, γq ` γ “ Epk1, k2,´γq Ă Fpk1, k2,˘γq
This contradicts the assumption ξ R Fpk1, k2,˘γq.
We next show that the PR condition holds on Fpk1, k2,˘γq when (39) is satisfied.
• Since mk1 and mk2 are the only two filters that can take non-zero values on Fpk1, k2,˘γq,
we have
6ÿ
k“0
|mkpξq|2 “ 1 ðñ |mk1pξq|2 ` |mk2pξq|2 “ 1, @ ξ P Fpk1, k2,˘γq.
• When ξ P Epk1, k2, γq, the admissibility condition (13) and (37) imply thatmkpξqmkpξ ` νq ‰
0 for some ν R Λ˚ only if k “ k1 or k2, and ν “ γ. Henceÿ
kPIν
mkpξ ` νqmkpξq “ 0, @ν P Γ˚zΛ˚ ðñ mk1pξqmk1pξ ` γq `mk2pξqmk2pξ ` γq “ 0
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• Similarly we can show that the shift-cancellation condition for ξ P Epk1, k2,´γq is equiva-
lent to the last equation of (39).
Therefore, in order to extendmk1 andmk2 across their common regular boundary Epk1, k2, γqY
Epk1, k2,´γq, we only need to ensure (39) holds on Fpk1, k2,˘γq while leaving other filters
pmkqk‰k1,k2 unchanged. Note that whether γ and´γ are identical in pΓk˚1XΓk˚2q{Λ˚, Fpk1, k2,˘γq
is always the (almost) disjoint union of Ω and Ω` γ, since
• if γ ‰ γ, then Fpk1, k2,˘γq “ Epk1, k2, γqYEpk1, k2,´γq “: ΩYpΩ`γq, and |ΩX pΩ` γq| “
|Epk1, k2, γq X Epk1, k2,´γq| “ 0 because of (36).
• if γ “ ´γ, i.e., 2γ P Λ˚, then (35) implies Fpk1, k2,˘γq “ Epk1, k2, γq “ Epk1, k2,´γq
is still the union of its two disjoint subsets Ω and Ω ` γ (see the green shaded region in
Figure 5 representing the special case Fp2, 3,˘ppi{2,
?
3pi{2qq.)
The following proposition shows that after choosing a proper set of spatial translations tηku0ďkď6 Ă
Λ, one needs only a mild restriction on the moduli |mk1pξq| , |mk2pξq| for the filters to satisfy the
PR condition (39) when extending mk1 and mk2 onto Fpk1, k2,˘γq “ ΩY pΩ` γq.
Proposition 6. Let Mk1 and Mk2 be real-valued Λ˚-periodic functions defined on ΩY pΩ` γq
satisfying #
Mk1pξq,Mk2pξq ě 0, M2k1pξq `M2k2pξq “ 1,
Mk1pξ ` γq “Mk2pξq, Mk2pξ ` γq “Mk1pξq,
@ξ P Ω. (40)
Define mkipξq :“Mkipξqei〈ξ,ηki〉, where ηki P Λ satisfies ei〈γ,ηk1´ηk2〉 “ ´1, then$’’&’’%
|mk1pξq|2 ` |mk2pξq|2 “ 1, @ξ P ΩY pΩ` γq
mk1pξqmk1pξ ` γq `mk2pξqmk2pξ ` γq “ 0, @ξ P Ω
mk1pξqmk1pξ ´ γq `mk2pξqmk2pξ ´ γq “ 0, @ξ P Ω` γ
(41)
Proof. This can be verified directly. For instance, given ξ P Ω,
mk1pξqmk1pξ ` γq `mk2pξqmk2pξ ` γq
“Mk1pξqei〈ξ,ηk1〉Mk1pξ ` γqe´i〈ξ`γ,ηk1〉 `Mk2pξqei〈ξ,ηk2〉Mk2pξ ` γqe´i〈ξ`γ,ηk2〉
“Mk1pξqMk2pξqe´i〈γ,ηk1〉 `Mk2pξqMk1pξqe´i〈γ,ηk2〉 “ 0
We thus need to find tηku0ďkď6 such that ei〈γ,ηk1´ηk2〉 “ ´1 for every triple pk1, k2, γq corre-
sponding to the regular boundary Epk1, k2, γq YEpk1, k2,´γq. In the case of hexagonal wavelets
with six directions, such collection of triples is
T “
!
p1, 2, ppi{2, 0qq, p2, 3,
´
pi{2,?3pi{2
¯
q, p3, 4,
´
pi{4,´?3pi{4
¯
q,
p4, 5, ppi, 0qq, p5, 6,
´
pi{4,?3pi{4
¯
q, p6, 1,
´
pi{2,´?3pi{2
¯
q
)
. (42)
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Note that we have omitted the regular boundaries on the boundary of S (see Figure 4c) since
extending mk beyond such boundaries also causes aliasing after Λ
˚ periodic folding. One can
easily verify that the following choice of tηku0ďkď6 satisfies the condition in Proposition 6 for all
triples in (42)
η0 “ p0, 0q, η1 “ p´1,´
?
3q, η2 “ p1,
?
3q, η3 “ p2, 0q, η4 “ p´2, 0q, η5 “ p´1,
?
3q, η6 “ p1,´
?
3q.
(43)
With the specific choice of tηku0ďkď6 in (43), Algorithm 1 summarizes the iterative procedure
of continuously extending pmkq0ďkď6 across their regular boundaries based on Proposition 5
and 6. When designing pMkq0ďkď6, we let the values Mk1pξq,Mk2pξq change continuously on
each Fpk1, k2,˘γq while obeying (44). Each Mk is set to be symmetric with respect to the
origin so that ψk and φ are real-valued. Furthermore, we require pMkq0ďkď6 to be 2pi{3-rotation
invariant in the sense that bothM0 and the set tpM1,M2q, pM3,M4q, pM5,M6qu are invariant
by a 2pi{3 rotation.
Algorithm 1 Iterative filter smoothing across regular boundaries
Input: Mk “ χAk , k “ 0, . . . , 6
Output: PR filter bank pmkq0ďkď6 continuously extended across regular boundaries.
1: for pk1, k2, γq P T defined in (42) do
2: Identify disjoint Ω and Ω` γ such that Fpk1, k2,˘γq “ ΩY pΩ` γq.
3: Design real-valued functions pMk1 ,Mk2q on Ω such that
M2k1pξq `M2k1pξq “ 1, @ξ P Ω. (44)
4: Define pMk1 ,Mk2q on Ω` γ:
Mk1pξq “Mk2pξ ´ γq, Mk2pξq “Mk1pξ ´ γq, @ξ P Ω` γ.
5: end for
6: Let mkpξq “Mkpξqei〈ξ,ηk〉, k “ 0 . . . , 6, where pηkq0ďkď6 are chosen as in (43).
Figure 6b shows in particular the design of M1 P L2pR2{Λ˚q (the upper right figure) after
regular boundary smoothing, the corresponding wavelet function ψ1 (the large figure on the left)
in the spatial domain, and the modulus |xψ1| of its Fourier transform (the lower right figure.)
Compared to its Shannon counterpart (Figure 6a), it is clear that ψ1 after boundary smooth-
ing has much faster decay in the directions corresponding to the regular boundaries, while the
horizontal oscillation is unavoidable due to the vertical singular boundary.
Putting everthing together, we thus have the following theorem
Theorem 3. Let pmkq0ďkď6 be the (normalized) critically sampled PR filter bank continuously
extended across the regular boundaries of pAkq0ďkď6 according to Algorithm 1. The correponding
scaling function φ and wavelets
 
ψk
(6
k“1 defined in (7) and (10) have optimal continuity in the
frequency domain satisfying
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(a) Shannon wavelet ψ1sh. (b) ψ
1
ob1 after regular boundary smoothing.
(c) ψ1ob2 after regular boundary and refinement
filter smoothing.
(d) Wavelet frame ψ1fr.
Figure 6: The wavelet function ψ1 after boundary smoothing. (a) Shannon wavelet ψ1sh (no smoothing.)
(b) ψ1ob1 obtained from regular boundary smoothing in Section 4.1.2. (c) ψ
1
ob2 obtained from regular
boundary and refinement filter smoothing in Section 4.1.3. (d) Wavelet frame ψ1fr in Section 4.2. For
every block of three figures, the large figure on the left shows ψ1 in the spatial domain, the upper right
figure displays the modulusM1 “ |m1| of the filter m1 P L2pR2{Λ˚q, and the lower right figure shows the
modulus |xψ1| in the frequency domain, which is supported mainly on A1{2.
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1.
!
ψkj,n
)
1ďkď6,jPZ,nP2j´1Γk
is an orthonormal basis of L2pR2q.
2. The functions φ and ψk are well localized in the frequency domain according to the admissible
frequency partition S “ Ť6k“0Ak:
sup
ξ1Psupp
´xφ1¯ infξPA0 }ξ
1 ´ ξ} ď , and sup
ξ1Psupp
´xψk1¯
inf
ξPAk
}ξ1 ´ ξ} ď , 1 ď k ď 6.
Moreover, the wavelet basis of L2pR2q is 2pi{3-rotation invariant in the sense that the scaling
function φ and the set
 `
ψ1, ψ2
˘
,
`
ψ3, ψ4
˘
,
`
ψ5, ψ6
˘(
are invariant by a 2pi{3 rotation.
Proof. The only thing left to show is the rotation invariance of the wavelet system, which, by the
definition of φ and
 
ψk
(6
k“1, is equivalent to the rotation invariance ofm0 and tpm1,m2q, pm3,m4q, pm5,m6qu,
wheremkpξq “Mkpξqei〈ηk,ξ〉. This is true because both the moduliM0, tpM1,M2q, pM3,M4q, pM5,M6qu
and the phases e〈η0,¨〉, tpe〈η1,¨〉, e〈η2,¨〉q, pe〈η3,¨〉, e〈η4,¨〉q, pe〈η5,¨〉, e〈η6,¨〉qu are constructed to be invari-
ant by a 2pi{3 rotation.
4.1.3 Smoothing of the refinement filter
Since the boundary of A0 consists only of singular boundaries (see Figure 4c), the refinement filter
m0 (as well as the adjacent pmkq1ďkď6) cannot be continuously extended beyond BA0. Therefore
m0pξq “ χA0pξq, and the scaling function φ has slow spatial decay (see Figure 7b.) One can
partially remedy this by introducing some aliasing in pmkq1ďkď6.
Define the sets Gp0, k, γkq, k “ 1, . . . , 6, as shown in Figure 8a, where γ1 “ γ2 “ ppi, 0q,
γ3 “ γ4 “ ppi{2,´
?
3pi{2q, γ5 “ γ6 “ ppi{2,
?
3pi{2q, and each Gp0, k, γkq “ Ωk Y pΩk ` γkq
is the disjoint union of Ωk and Ωk ` γk. We seek to continuously extend m0 into the regionŤ6
k“1Gp0, k, γkq (see Figure 8b), which inevitably causes mk, 1 ď k ď 6, to be supported at least
on Ak YGp0, k, γkq (see Figure 8c) because of the common singular boundary between A0 and
Ak. The following proposition explains how to achieve this.
Proposition 7. Suppose
`
mkpξq “Mkpξqei〈ξ,ηk〉
˘
0ďkď6 satisfies the PR condition (19)(21), and$’’’’’’’’’&’’’’’’’’’%
supppmkq Ă Ak Y
¨˚
˝ ď
k1s.t.
RpkqXRpk1q‰H
ď
γPpΓ˚kXΓ˚k1qzΛ˚
Epk1, k, γq‹˛‚YGp0, k, γkq,
supppm0q Ă A0 Y
6ď
k“1
Gp0, k, γkq,
|Gp0, k, γkq X Epk1, k2, γq| “ 0, @k1 ‰ k2, γ P
`
Γk˚1 X Γk˚2
˘ zΛ˚, 1 ď k ď 6.
Suppose we change only the values of M0pξq and Mkpξq on Gp0, k, γkq “ Ωk Y pΩk ` γkq such
that #
M0pξq,Mkpξq ě 0, M20pξq `M2kpξq “ 1,
M0pξ ` γq “Mkpξq, Mkpξ ` γq “M0pξq, @ξ P Ωk,
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(a) Shannon scaling function φsh. (b) φob1 after regular boundary smoothing (un-
changed because A0 has no regular boundary.)
(c) φob2 after regular boundary and refinement
filter smoothing.
(d) Scaling function φfr of the wavelet frame.
Figure 7: The scaling function φ after boundary smoothing. (a) Shannon scaling function φsh (no
smoothing.) (b) φob1 obtained from regular boundary smoothing in Section 4.1.2 (this is the same as
φsh because A0 has no regular boundary.) (c) φob2 obtained from regular boundary and refinement filter
smoothing in Section 4.1.3. (d) Scaling function φfr of the wavelet frame in Section 4.2. For every block
of three figures, the large figure on the left shows φ in the spatial domain, the upper right figure displays
the modulusM0 “ |m0| of the filter m0 P L2pR2{Λ˚q, and the lower right figure shows the modulus |pφ| in
the frequency domain, which is supported mainly on A0{2.
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(a) (b) (c)
Figure 8: (a) Definition of Gp0, k, γkq, 1 ď k ď 6. (b) Support of m0 after continuous extension intoŤ6
k“1Gp0, k, γkq. (c) Support of m1 after the refinement filter smoothing.
and η0, ηk P Λ˚ satisfies
ei〈γk,η0´ηk〉 “ ´1, (45)
then the new filter bank
`
mkpξq “Mkpξqei〈ξ,ηk〉
˘
0ďkď6 still satisfies the PR condition.
Proposition 7 can be proved similarly as Proposition 5 and 6. One can easily verify that the
choice of tηku0ďkď6 in (43) satisfies the extra condition (45) for all 1 ď k ď 6. When iteratively
extending M0 and Mk into Gp0, k, γkq, we change the values M0pξq and Mkpξq continuously
from 1 to 1{?2 (or from 1{?2 to 0) while satisfying M0pξq2 `Mkpξq2 “ 1. The resulting filters
are still symmetric with respect to the origin and invariant by a 2pi{3 rotation. As can be seen in
Figure 7c, the scaling function φ after refinement filter smoothing has better spatial localization
as compared to its Shannon counterpart (Figure 7a and 7b.) The consequence of such smoothing
is the unavoidable aliasing in the wavelet function ψk (see Figure 6c.)
4.2 Alias-free low-redundancy wavelet frame
As we have shown in Section 4.1, the existence of singular boundaries in the six-direction admissi-
ble partition (Figure 4c) restricts us from obtaining alias-free hexagonal wavelet bases with contin-
uous transfer functions. Such singular boundaries are caused by certain γ P Γk˚zΓ0˚ , k “ 1, . . . , 6.
For instance, the common singular boundary of A0 and A1 is caused by γ “ ppi{2, 0q P Γ1˚zΓ0˚ .
This motivates us to downsample the signal filtered by mk, k “ 1 . . . , 6, on a denser lattice
Γfrk Ą Γk, thus having a coarser dual lattice Γfr˚k Ă Γk˚ not containing such γ. In particular, we
set
Γfrk “ 2Λ “
«
2 0
2?
3
4?
3
ff
Z2 “: Γfr. (46)
If
`
Mk,Mk,Λ Ñ Γfrk
˘6
k“0 is a PR filter bank, then
!
ψkj,n
)
kPr6s,jPZ,nP2j´1Γfrk
defined by (10) will be
a Parseval frame of L2pR2q by Theorem 2. The frame redundancy at each level of decomposition
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is
ř6
k“0 1{|Λ{Γfrk | “ 7{4, and the redundancy of the entire decomposition is˜
6ÿ
k“1
1
|Λ{Γfrk |
¸
¨ 1
1´ 1{|Λ{Γfr0 |
“ 2.
Similar to Proposition 3, we can simplify the PR condition of the filter bank
`
Mk,Mk,Λ Ñ Γfrk
˘6
k“0
as follows
Proposition 8. The filter bank pMk,Mk,Λ Ñ Γfrk “ Γfrq6k“0 is PR if and only if the following
two conditions hold for a.e. ξ P R2
6ÿ
k“0
|mkpξq|2 “ 1, (47)
6ÿ
k“0
mkpξ ` γqmkpξq “ 0, @γ P Λ˚zΓfr˚ (48)
where mkpξq “Mkpξq{
b
|Λ{Γfrk |.
Using the definition of singular/regular boundaries in Definition 3, one can easily verify that
all boundaries of A0 are singular boundaries, while Ak, k “ 1, . . . , 6, has only regular boundaries.
This implies that we may be able to extend mk, k “ 1, . . . , 6, into the interior of A0, while m0 has
to be supported on A0. Since the critical-sampling condition, and in particular (13), fails to hold
for such choice of Γfrk , we take a route different from the pairwise filter smoothing in Section 4.1.2
to construct wavelet functions whose Fourier transforms are supported on an -neighborhood of
Ak.
Given  P p0, pi{p4`?3qq, defineM0 P L2pR2{Λ˚q on the reciprocal cell S to be a continuous
function satisfying $’’&’’%
0 ďM0pξq ď 1, @ξ P S
M0pξq “ 0, @ξ P SzA0
M0pξq “ 1, @ξ P S :“ pi ´ 2
2pi
S Ă A0
(49)
We further require M0 to be invariant by a pi{3-rotation (see Figure 9a for the definition of S
and M0 on the reciprocal cell S.)
We next define an -neighborhood Ak of Ak on which the filter mk will be supported. In
particular, for k “ 1, let$’’’’’’’’’’’&’’’’’’’’’’’%
A1,2 :“ tξ P SzS : |ξ2| ď u ,
A1,6 :“
"
ξ P SzS :
?
3
2
ˇˇˇˇ
ξ2 ´ ξ1?
3
ˇˇˇˇ
ď 
*
,
A1,1 :“
"
ξ P SzS : ξ1 ď 0, ξ1 ` 2?
3
ď ξ2 ď ´
*
Y
"
ξ P SzS : ξ1 ě 0, ξ1 ´ 2?
3
ě ξ2 ě 
*
,
A1 :“ A1,2 YA1,6 YA1,1,
A1 :“ A1 ` Λ˚.
(50)
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(a) (b) (c)
Figure 9: (a) M0 P L2pR2{Λ˚q is a continuous function supported on A0 in the reciprocal cell S, and
M0pξq “ 1,@ξ P S :“ pi´22pi S Ă A0. (b) The -neighborhood A1 :“ A1,2 Y A1,6 Y A1,1 of A1. (c) The
-neighborhood A2 of A2 is symmetric to A

1 with respect to the ξ1-axis.
See Figure 9b for the definition of the corresponding sets in (50). The -neighborhood A2 of A2
is defined to be symmetric to A1 with respect to the ξ1-axis (see Figure 9c), and the remaining
Ak, k “ 3, . . . , 6, are obtained from rotating A1 or A2 by ˘pi{3.
Define N1 P L2pR2{Λ˚q on the reciprocal cell S as follows
N1pξq “
$’’’’’’’’’’’’’’’’’&’’’’’’’’’’’’’’’’’%
0, ξ R A1
1, ξ P A1,1
cos
ˆ
ν
ˆ
ξ2
2
` 1
2
˙
¨ pi
2
˙
, ξ P A1,2, ξ1 ă 0,
cos
ˆ
ν
ˆ
´ξ2
2
` 1
2
˙
¨ pi
2
˙
, ξ P A1,2, ξ1 ą 0,
cos
ˆ
ν
„
´
ˆ
ξ2 ´ ξ1?
3
˙ ?
3
4
` 1
2

¨ pi
2
˙
, ξ P A1,6, ξ1 ă 0,
cos
ˆ
ν
„ˆ
ξ2 ´ ξ1?
3
˙ ?
3
4
` 1
2

¨ pi
2
˙
, ξ P A1,6, ξ1 ą 0,
(51)
where ν : RÑ R is a continuous function defined as
νpxq “
$’&’%
0, x ă 0,
x, x P r0, 1s,
1, x ą 1.
(52)
In particular, νpxq ` νp1´ xq “ 1, @x P r0, 1s. Similar to the definition of Ak, we define N2 to be
symmetric to N1 with respect to the ξ1-axis, and Nk, k “ 3, . . . , 6, are rotated versions of N1 or
N2 by ˘pi{3. Define the filters mk P L2pR2{Λ˚q as
mkpξq “Mkpξqei〈ξ,ηfrk 〉, @k P t0, . . . , 6u , (53)
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(a) (b) (c)
Figure 10: (a) M1 P L2pR2{Λ˚q is supported on A1 in the reciprocal cell S, and M0pξq “ 1,@ξ P A1,1.
(b) Visual illustration for the proof of Proposition 9. (c) xψ11 is a continuous function, and supp´xψ11¯ “ A1.
where $’’’’’&’’’’’%
Mkpξq :“ NkpξqRpξq, @k P t1, . . . , 6u
Rpξq :“ `1´M20pξq˘1{2 ,
ηfr0 “ p0, 0q, ηfr1 “ p2, 0q, ηfr2 “ p1,
?
3q, ηfr3 “ p´1,
?
3q,
ηfr4 “ p´2, 0q, ηfr5 “ p´1,´
?
3q, ηfr6 “ p1,´
?
3q.
(54)
Figure 10a displays the definition ofM1pξq on the reciprocal cell S. The following proposition
shows that pmkq0ďkď6 satisfies the PR condition (47) and (48).
Proposition 9. The normalized filter bank pmkq0ďkď6 defined in (53) satisfies the PR condition
(47) and (48). Moreover,
supppm0q “ S ` Λ˚ “: S, and supppmkq “ Ak, @k P t1, . . . , 6u . (55)
Proof. The support of mk, k “ 0, . . . , 6, is clear from the definition (49), (51) and (54). We next
prove the identity summation condition (47) and the shift cancellation condition (48).
• Identity summation. Given ξ in the reciprocal cell S:
1. If ξ P S, then ř6k“0 |mkpξq|2 “M20pξq “ 1.
2. If ξ P Aj,j , then
ř6
k“0 |mkpξq|2 “M2j pξq `M20pξq “ N 2j pξqR2pξq `M20pξq “ 1.
3. If ξ P Aj,l, where Aj and Al are adjacent, we consider without loss of generality the
following two particular cases:
(a) ξ P A1,2 and ξ1 ă 0. In this case,
N 21 pξq `N 22 pξq “ cos2
ˆ
ν
ˆ
ξ2
2
` 1
2
˙
¨ pi
2
˙
` cos2
ˆ
ν
ˆ
´ξ2
2
` 1
2
˙
¨ pi
2
˙
“ cos2
ˆ
ν
ˆ
ξ2
2
` 1
2
˙
¨ pi
2
˙
` sin2
ˆ
ν
ˆ
ξ2
2
` 1
2
˙
¨ pi
2
˙
“ 1,
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where the second equation holds because νpxq ` νp1´ xq “ 1. We thus have
6ÿ
k“0
|mkpξq|2 “M20pξq `R2pξq
`N 21 pξq `N 22 pξq˘ “ 1.
(b) ξ P A1,6 and ξ1 ă 0. We can similarly prove that
6ÿ
k“0
|mkpξq|2 “M20pξq `R2pξq
`N 21 pξq `N 26 pξq˘ “ 1.
• Shift cancellation. Consider without loss of generality the particular case γ “ ppi, 0q P
Λ˚zΓfr˚. The sum ř6k“0mkpξ ` γqmkpξq can only be supported on A1,2 X pA1,2 ´ γq and
A4,5XpA4,5´ γq (see Figure 10b.) We show only the case when ξ P SXA1,2XpA1,2´ γqX
tξ1 ď 0u, i.e., the pink region on the left in Figure 10b, while the remaining can be proved
similarly.
6ÿ
k“0
mkpξqmkpξ ` γq “ m1pξqm1pξ ` γq `m2pξqm2pξ ` γq
“M1pξqei〈ηfr1 ,ξ〉M1pξ ` γqe´i〈ηfr1 ,ξ`γ〉 `M2pξqei〈ηfr2 ,ξ〉M2pξ ` γqe´i〈ηfr2 ,ξ`γ〉
“RpξqRpξ ` γqN1pξqN1pξ ` γqe´i〈ηfr1 ,γ〉 `RpξqRpξ ` γqN2pξqN2pξ ` γqe´i〈ηfr2 ,γ〉
“RpξqRpξ ` γq
"
cos
„
ν
ˆ
ξ2
2
` 1
2
˙
¨ pi
2

cos
„
ν
ˆ
´ξ2
2
` 1
2
˙
¨ pi
2

e´i〈ηfr1 ,γ〉
` cos
„
ν
ˆ
´ξ2
2
` 1
2
˙
¨ pi
2

cos
„
ν
ˆ
ξ2
2
` 1
2
˙
¨ pi
2

e´i〈ηfr2 ,γ〉
*
“RpξqRpξ ` γq cos
„
ν
ˆ
ξ2
2
` 1
2
˙
¨ pi
2

cos
„
ν
ˆ
´ξ2
2
` 1
2
˙
¨ pi
2

e´i〈ηfr1 ,γ〉
´
1` e´i〈ηfr2 ´ηfr1 ,γ〉
¯
“0,
where the last equation holds because
1` e´i〈ηfr2 ´ηfr1 ,γ〉 “ 1` e´i〈p1,
?
3q´p2,0q,ppi,0q〉 “ 0
This concludes the proof of the proposition.
The following theorem shows that the filter bank pMk,Mk,Λ Ñ Γfrk q6k“0 generates alias-free
hexagonal wavelet frames with continuous Fourier transforms.
Theorem 4. Given  P p0, pi{p4`?3qq, the PR filter bank pMk,Mk,Λ Ñ Γfrk q6k“0 defined in (46)
and (53) generates a Parseval frame
!
ψkj,n
)
1ďkď6,jPZ,nP2j´1Γfrk
. Moreover, the scaling function φ
and wavelets
 
ψk
(
1ďkď6 satisfy the following properties
1. Both φ and ψk are well-localized in the frequency domain. More specifically, supp
´xφ1¯ “
A0, and supp
´xψk1¯ “ Ak, @k “ 1, . . . , 6, where Ak is the -neighborhood of Ak defined in
(50).
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2. The Fourier transforms pφ, xψk are continuous.
3. The scaling function φ and the set
 `
ψ1, ψ2
˘
,
`
ψ3, ψ4
˘
,
`
ψ5, ψ6
˘(
are invariant by a 2pi{3
rotation.
Proof. 1. Since  ă pi{p4`?3q, M0pξq “ 1 on S, and M0pξq “ 0 on SzA0 (49), we have
xφ1pξq “ 2pφp2ξq “ 2 8ź
p“0
1
2
M0p2´pξq “ 2
8ź
p“0
m0p2´pξq “
#
2m0pξq, ξ P A0,
0, ξ R A0. (56)
xψk1 pξq “ 2xψkp2ξq “xφ1 pξ{2qmkpξq “
#
2m0pξ{2qmkpξq, ξ P Ak,
0, ξ R Ak.
(57)
Thus supp
´xφ1¯ “ A0, and supp´xψk1¯ “ Ak, @k “ 1, . . . , 6.
2. It is clear from (56) and (57) that xφ1 and xψk1 are continuous on their support A0 and Ak.
Moreover, it is easy to verify from the definition of M0 (49) and Mk (51)(54) that xφ1 andxψk1 both vanish on the boundary of their corresponding supports (see Figure 10c).
3. The rotation invariance of φ and
 `
ψ1, ψ2
˘
,
`
ψ3, ψ4
˘
,
`
ψ5, ψ6
˘(
is guaranteed by the ro-
tation invariance of the moduli M0, tpM1,M2q , pM3,M4q , pM5,M6qu and the phases
e〈ηfr0 ,¨〉, tpe〈ηfr1 ,¨〉, e〈ηfr2 ,¨〉q, pe〈ηfr3 ,¨〉, e〈ηfr4 ,¨〉q, pe〈ηfr5 ,¨〉, e〈ηfr6 ,¨〉qu.
Remark 1. Given any positive integer p P Z, one can easily modify the construction of Mk to
obtain pφ,xψk P CppR2,Cq. More specifically, we can replace M0 by a Cp function satisfying (49),
and redefine ν in (52) on the interval r0, 1s such that it is Cp and satisfies νpxq ` νp1 ´ xq “ 1,
@x P r0, 1s. Therefore φ and ψk can be constructed to have arbitrarily fast spatial decay.
Figure 6d and 7d display the wavelet function ψ1fr and the scaling function φfr constructed
in this section. Compared to their wavelet bases counterparts (Figure 6b, 6c and Figure 7b, 7c)
explained in Section 4.1.2 and 4.1.3, φfr and ψ
1
fr have much better spatial and frequency local-
ization, although the wavelet frame comes with a sacrifice of being slightly redundant (of factor
2.)
5 Parabolic scaling law and cutting lemma
We discuss next how to obtain finer orientation selectivity in higher frequency rings to achieve
the “parabolic scaling” law that is crucial in the construction of curvelets, shearlets, and con-
tourlets. In essence, one needs to double the number of orientations every other dilation step
by subdividing each Apk, 1 ď k ď 3p (see Figure 11a.) The techniques detailed in Section 4.1
and 4.2 can be easily generalized to such frequency partitions, but there is one caveat for the
frame construction: we have to keep subsampling the filtered signals on the dense sublattice Γfr
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Zoomed out
(a)
Zoomed out
(b)
Figure 11: (a) Parabolic scaling law of the hexagonal wavelets. The number of orientations is doubled
after every other dilation step. (b) Cutting the wavelet function xψ11 supported mainly on A21 into yψ1,k1
supported essentially on A4k, k “ 1, 2. The wavelet yψ1,11 can be further cut into {ψ1,1,k1 supported mainly
on A8k, k “ 1, 2.
in (46) to avoid introducing singular boundaries (see Section 4.2.) This unfortunately increases
the frame redundancy in higher decomposition levels (similar to the shearlet construction in [10].)
In order to keep the redundancy of the wavelet frame (and basis) unchanged, we consider instead
using the following 2D generalization of the cutting lemma from [5]:
Lemma 3. Suppose tψp¨ ´ nqunPΛ is an orthonormal basis of V Ă L2pRdq, and pMk,Mk,Λ Ñ Γqk“1,2
is a 2-band PR filter bank, where |Λ{Γ| “ 2. Define ψ1 and ψ2 by
xψ1pξq “M1pξq pψpξq, and xψ2pξq “M2pξq pψpξq, (58)
and let V1 and V2, respectively, be the subspaces of V spanned by the Γ-translates of ψ
1 and ψ2.
Then the following hold:
•  ψ1p¨ ´ nq(
nPΓ and
 
ψ2p¨ ´ nq(
nPΓ, respectively, are orthonormal bases of V
1 and V 2.
• V “ V 1 k V 2.
The 1D analogue of this lemma is one of the basic tools in building wavelet bases from
multiresolution ladders of L2pRq. Similarly we have the following cutting lemma for wavelet
frames:
Lemma 4. Suppose tψp¨ ´ nqunPΛYF constitutes a Parseval frame of L2pR2q, and pMk,Mk,Λ Ñ Γqk“1,2
is a 2-band PR filter bank, where |Λ{Γ| “ 2. Define ψ1 and ψ2 by
xψ1pξq “M1pξq pψpξq, and xψ2pξq “M2pξq pψpξq. (59)
Then
 
ψ1p¨ ´ nq(
nPΓ Y
 
ψ2p¨ ´ nq(
nPΓ Y F is also a Parseval frame of L2pR2q.
If the wavelet function ψ satisfies supp
´ pψ¯ « A Ă R2, andM1,M2 P L2pR2{Λ˚q are supported
mainly on B1 and B2 respectively, then Lemma 3 and 4 suggest that we can “cut” the wavelet
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(a) χB1,1 P L2pR2{Γ2˚1 q (b) χB1,2 P L2pR2{Γ2˚1 q (c) χB2,1 P L2pR2{Γ4˚1 q (d) χB2,2 P L2pR2{Γ4˚1 q
(e) χBfr1,1 P L2pR2{Γfr,2˚1 q (f) χBfr1,2 P L2pR2{Γfr,2˚1 q (g) χBfr2,1 P
L2pR2{Γfr,4˚1 q
(h) χBfr2,2 P
L2pR2{Γfr,4˚1 q
Figure 12: The characteristic functions χBk which after smoothing are used to cut the wavelet basis/frame
functions. Red: the essential support of the filters Bk. Striped: the essential support of the original wavelet
functions. Green: the essential support of the wavelet functions after the cutting.
function ψ in the frequency domain by xψkpξq “ Mkpξq pψpξq such that supp´xψk¯ « A X Bk,
and the Γ-translates of ψ1 and ψ2 (together with other unchanged functions) still constitute an
orthonormal basis or a Parseval frame of L2pR2q. In what follows, we discuss, without loss of
generality, how to cut the wavelet functions constructed in Section 4 whose Fourier transforms
are supported mainly on A21 (see Figure 11b.)
Let ψ1 be the wavelet basis function obtained in Section 4.1 after regular boundary smooth-
ing. Thus supp
´xψ11¯ « A21, and  ψ11p¨ ´ nq “ ψ11,n(nPΓ21 constitutes an orthonormal basis for
V1 “ Ęspan  ψ11,n(nPΓ21 . Let B1,1 and B1,2 be the sets colored in red in Figure 12a and 12b, then
χB1,1 , χB1,2 P L2pR2{Γ2˚1 q, and χB1,2pξq “ χB1,1pξ ` γ1q, where γ1 “ p0,
?
3pi{4q P Γ4˚1 {Γ2˚1 “
Γ4˚2 {Γ2˚1 . Define
M11 pξq “
?
2g ˚ χB1,1pξq´ˇˇ
g ˚ χB1,1pξq
ˇˇ2 ` ˇˇg ˚ χB1,2pξqˇˇ2¯1{2 , M
1
2 pξq “M11 pξ ` γ1qei〈ξ,η1〉, (60)
where η1 “ p0, 4{
?
3q, and g P C8c pR2q is a smooth function supported on a Euclidean ball
with radius . One can easily check that pM1k ,M1k ,Γ21 Ñ Γ4kqk“1,2 is a PR filter bank, and M1k P
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(a) (b) (c) (d) (e) (f)
Figure 13: Wavelet functions ψ1,11 and ψ
1,2
1 obtained from the cutting lemma. First row: ψ
1,k
1 in the time
domain. Second row:
y
ψ1,k1 in the frequency domain supported mainly on A
4
k. (a)(d): Shannon wavelets.
(b)(e): ψ1,11 and ψ
1,2
1 obtained from cutting the wavelet basis function ψ
1
1 constructed in Section 4.1.
(c)(f): ψ1,1fr,1 and ψ
1,2
fr,1 obtained from cutting the wavelet frame function ψ
1
fr,1 constructed in Section 4.2.
C8pR2q X L2pR2{Γ2˚1 q is supported mainly on B1,k. Thus yψ1,k1 pξq :“ M1k pξqxψ11pξq is supported
primarily on B1,k XA21 “ A4k, i.e., the regions in color green in Figure 12a and 12b. Moreover, by
Lemma 3, the Γ4k-translates of ψ
1,k
1 ,!
ψ1,11 p¨ ´ nq “ ψ1,11,n
)
nPΓ41
Y
!
ψ1,21 p¨ ´ nq “ ψ1,21,n
)
nPΓ42
, (61)
constitute an orthonormal basis of V1 “ Ęspan  ψ11,n(nPΓ21 . Figure 13b and 13e show ψ1,11 and ψ1,21
in the spatial and frequency domain obtained from cutting the basis function ψ11. In order to
cut ψ1,11 further to obtain basis functions with Fourier transforms supported mainly on A
8
1 and
A82 respectively (see Figure 11b), we can use the 2-band filters M
2
1 ,M
2
2 P C8pR2q X L2pR2{Γ4˚1 q
constructed from χB2,1 , χB2,2 (Figure 12c and 12d) after similar smoothing as in (60).
In order to subdivide the wavelet frame functions xψkfr constructed in Section 4.2, we need
to modify the downsampling lattices and the corresponding 2-band filters . Given p ě 2 and
1 ď k ď 3p, define
Γfr,pk “
$’’’’’’’’’’&’’’’’’’’’’%
«
2pp´ 1q 4
´ 2?
3
pp´ 1q 0
ff
Z2, 1 ď k ď p.«
0 ´2
4?
3
pp´ 1q 2?3
ff
Z2, p` 1 ď k ď 2p.«
2pp´ 1q 2
2?
3
pp´ 1q 2?3
ff
Z2, 2p` 1 ď k ď 3p.
(62)
In particular, Γfr,2k is the same as Γ
fr
k defined in (46), and
!
ψkfr,j,n
)
1ďkď6,jPZ,nP2j´1Γfr,2k
constitutes a
Parseval frame of L2pR2q. The wavelet function ψ1fr,1, whose Fourier transform yψ1fr,1 is supported
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on an -neighborhood of A21, can be cut by the 2-band filter bank
´
M1fr,k,M
1
fr,k,Γ
fr,2
1 Ñ Γfr,4k
¯
k“1,2
supported mainly on Bfr1,1 and Bfr1,2 (see Figure 12e and 12f). More specifically,
M1fr,1pξq “
?
2g ˚ χBfr1,1pξqˆˇˇˇ
g ˚ χBfr1,1pξq
ˇˇˇ2 ` ˇˇˇg ˚ χBfr1,2pξqˇˇˇ2
˙1{2 , M1fr,2pξq “M1fr,1pξ ` γfr1 qei〈ξ,ηfr1 〉, (63)
where γfr1 “ p0,
?
3pi{2q, and ηfr1 “ p2, 2{
?
3q. By Lemma 4,!
ψ1,1fr,1,n
)
nPΓfr,41
Y
!
ψ1,2fr,1,n
)
nPΓfr,42
Y
!
ψkfr,j,n
)
pk,jq‰p1,1q,nP2j´1Γfr,2k
also constitutes a Parseval frame of L2pR2q, where yψ1,kfr,1 “ M1fr,k yψ1fr,1, k “ 1, 2, are shown in the
spatial and frequency domain in Figure 13c and 13f. Again, ψ1,1fr,1 can be further subdivided using
the smooth 2-band filters supported mainly on Bfr2,1 and Bfr2,2 in Figure 12g and 12h.
We have thus, in this section, provided an alternative way of constructing wavelet systems with
finer orientation selectivity satisfying the parabolic scaling law. Compared to the techniques in
Section 4, the cutting lemma does not increase the frame redundancy to achieve more orientations,
but it inevitably introduces aliasing due to the filter-smoothing (60)(63).
6 Numerical experiments
To illustrate the practical utility of the multidirectional hexagonal wavelet bases and low-redundancy
frames constructed in Section 4 and 5, we compare their performance to tensor wavelets and
curvelets [1] in the task of high bit rate image compression.
In the experiment, the nonlinear approximation of the original image is obtained by keeping
N{20 largest coefficients, where N is the number of pixels in the original image, thus achieving
a 20 : 1 compression ratio. The tensor product of two compactly supported wavelets with
6 vanishing moments [4] is used for the tensor wavelets, and the wrapping discrete curvelet
transform1 is used for the experiments with curvelets. Three levels of decomposition (two levels
with 6 directions, and another one with 12 directions) are conducted for the experiments with the
proposed hexagonal wavelet bases and frames. Even though the input digital images are sampled
on a square lattice, we treat them as sampled on a hexagonal lattice for the test with hexagonal
wavelets, and thus the “real” input is the original image after a linear transformation. The peak
signal-to-noise ratio (PSNR) defined by
PSNR “ 10 log10
ˆ
2552N
}f ´ fc}22
˙
is used to evaluate the quality of the compression, where f, fc are the original and the compressed
image respectively.
1The online package is available at CurveLab http://www.curvelet.org/
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(a) Original image. (b) Tensor wavelets. (c) Curvelets.
(d) Hexagonal wavelet basis. (e) Hexagonal wavelet frame.
Figure 14: Compression results of the Barbara image with 20:1 compression ratio. (a) The original
image. (b) Tensor wavelets (PSNR = 23.23 dB.) (c) Curvelets (PSNR = 21.14 dB.) (d) Proposed
hexagonal wavelet basis (PSNR = 26.49 dB.) (e) Proposed hexagonal wavelet frame (PSNR = 24.59 dB.)
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(a) Original image. (b) Tensor wavelets. (c) Curvelets.
(d) Hexagonal wavelet basis. (e) Hexagonal wavelet frame.
Figure 15: Compression results of the straw image with 20:1 compression ratio. (a) The original image.
(b) Tensor wavelets (PSNR = 21.79 dB.) (c) Curvelets (PSNR = 19.56 dB.) (d) Proposed hexagonal
wavelet basis (PSNR = 23.31 dB.) (e) Proposed hexagonal wavelet frame (PSNR = 21.86 dB.)
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Figure 14 and 15 display the compression results for the Barbara and straw image. It is
evident that the proposed multidirectional hexagonal wavelet systems are more efficient than
tensor wavelets near edges and textures (notice that the proposed hexagonal frames achieve
better compression results compared to tensor wavelets even though it is more redundant.) The
over-complete curvelet transform, albeit having provably optimal approximation rate for piecewise
smooth functions with jumps along curves, fails to deliver its potential in high bit rate image
compression for reasonable-size images. We have not included the most recent implementation
of the shearlet transform2 [13] for it fails to achieve reasonable results with its extremely high
redundancy (49 with 3 levels of decomposition.)
7 Conclusion
We gave a detailed study of the restriction in building multidirectional wavelet bases correspond-
ing to an admissible frequency partition in the framework of non-uniform directional filter bank.
In particular, we constructed orientation-invariant and alias-free hexagonal wavelet orthonormal
bases with optimal continuity in the frequency domain as well as low-redundancy frames with
arbitrarily fast spatial decay. A 2D cutting lemma is used to subdivide the obtained wavelet
systems in higher frequency rings to achieve the parabolic scaling law without increasing the re-
dundancy. Further applications of such wavelet systems, e.g., building local-orientation-invariant
convolutional neural network in machine learning, will be studied in future work.
A Proof of Proposition 1
Since pMk,ĂMk,Λ Ñ ΓkqKk“1 is PR and critically sampled, the matricies Mpξq and ĂMpξq are square
matrices, and (1) implies
ĂMpξqMpξq˚ “ |Λ{Γ|Id|Λ{Γ|, a.e. ξ P Rd.
Therefore, for a.e. ξ P Rd and @k P rKs, we haveÿ
γPΓ˚{Λ˚
e〈η,ξ`γ〉ĂMkpξ ` γqMkpξ ` γq “ |Λ{Γ|δη,0, @η P Γk{Γ.
This implies
|Λ{Γ|δη,0 “
ÿ
sPΓ˚{Γ˚k
ÿ
tPΓ˚k {Λ˚
ei〈η,s`t〉ĂMkpξ ` s` tqMkpξ ` s` tq
“
ÿ
sPΓ˚{Γ˚k
ei〈η,s〉
ÿ
tPΓ˚k {Λ˚
ĂMkpξ ` s` tqMkpξ ` s` tq
“
ÿ
sPΓ˚{Γ˚k
ei〈η,s〉gpξ, sq, @η P Γk{Γ,
2The online package is available at ShearLab http://www.shearlab.org/
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where gpξ, sq :“ řtPΓ˚k {Λ˚ ĂMkpξ ` s` tqMkpξ ` s` tq. Summing over all η P Γk{Γ, we have
|Λ{Γ| “
ÿ
sPΓ˚{Γ˚k
gpξ, sq
ÿ
ηPΓk{Γ
ei〈η,s〉 “
ÿ
sPΓ˚{Γ˚k
gpξ, sqδs,0|Γk{Γ|
“ |Γk{Γ|gpξ, 0q “ |Γk{Γ|
ÿ
tPΓ˚k {Λ˚
ĂMkpξ ` tqMkpξ ` tq.
Hence we have ÿ
tPΓ˚k {Λ˚
ĂMkpξ ` tqMkpξ ` tq “ |Λ{Γ|{|Γk{Γ| “ |Λ{Γk|.
B Proof of Proposition 3
According to Theorem 1, it suffices to show (19) and (20) hold if and only if
6ÿ
k“0
Sk,γ :“
6ÿ
k“0
ÿ
ηkPΓk{Γ
e´i〈ηk,γ〉Mkpξ ` γqMkpξq “ |Λ{Γ|δγ,0, @γ P Γ˚{Λ˚. (64)
We verify this for γ in each segment of the Venn diagram in Fig 3.
1. If γ P Λ˚, i.e., γ “ 0 P Γ˚{Λ˚, we have
6ÿ
k“0
ÿ
ηkPΓk{Γ
MkpξqMkpξq “ |Λ{Γ| ðñ
6ÿ
k“0
|mkpξq|2 “
6ÿ
k“0
1
|Λ{Γk| |Mkpξq|
2 “ 1.
2. If γ P Γ0˚zΛ˚, then 〈γ, ηk〉 P 2piZ, @ηk P Γk Ă Γ0. Therefore,
0 “
6ÿ
k“0
ÿ
ηkPΓk{Γ
e´i〈ηk,γ〉Mkpξ ` γqMkpξq “
6ÿ
k“0
|Γk{Γ|Mkpξ ` γqMkpξq
ðñ
6ÿ
k“0
mkpξ ` γqmkpξq “ 0.
3. If γ P Γ1˚,2zΓ0˚ , then each individual Sk,γ can be computed as follows
• For k “ 0: γ P Γ˚zΓ0˚ ùñ
ř
η0PΓ0{Γ e
´i〈η0,γ〉 “ 0 ùñ S0,γ “ 0.
• For k P t3, 4, 5, 6u: γ P Γ˚zΓk ùñ řηkPΓk{Γ e´i〈ηk,γ〉 “ 0 ùñ Sk,γ “ 0.
• For k P t1, 2u: γ P Γk˚ ùñ
ř
ηkPΓk{Γ e
´i〈ηk,γ〉 “ |Γk{Γ| ùñ Sk,γ “ |Γk{Γ|Mkpξ ` γqMkpξq.
Hence we have
0 “
6ÿ
k“0
Sk,r “
2ÿ
k“1
|Γk{Γ|Mkpξ ` γqMkpξq ðñ
2ÿ
k“1
mkpξ ` γqmkpξq “ 0.
4. The last two equations of (20) can be proved similarly as the previous case.
34
References
[1] E. Candes, L. Demanet, D. Donoho, and L. Ying. Fast discrete curvelet transforms. Multi-
scale Modeling & Simulation, 5(3):861–899, 2006.
[2] E. J. Cande`s and D. L. Donoho. New tight frames of curvelets and optimal representations of
objects with piecewise c2 singularities. Communications on Pure and Applied Mathematics:
A Journal Issued by the Courant Institute of Mathematical Sciences, 57(2):219–266, 2004.
[3] A. Cohen, I. Daubechies, and J.-C. Feauveau. Biorthogonal bases of compactly supported
wavelets. Communications on pure and applied mathematics, 45(5):485–560, 1992.
[4] I. Daubechies. Orthonormal bases of compactly supported wavelets. Communications on
pure and applied mathematics, 41(7):909–996, 1988.
[5] I. Daubechies. Ten lectures on wavelets, volume 61. Siam, 1992.
[6] M. N. Do and M. Vetterli. The contourlet transform: an efficient directional multiresolution
image representation. IEEE Transactions on image processing, 14(12):2091–2106, 2005.
[7] S. Durand. Orthonormal bases of non-separable wavelets with sharp directions. In IEEE
International Conference on Image Processing 2005, volume 1, pages I–449. IEEE, 2005.
[8] S. Durand. M-band filtering and nonredundant directional wavelets. Applied and Computa-
tional Harmonic Analysis, 22(1):124 – 139, 2007.
[9] S. Durand. Rotation invariant, riesz bases of directional wavelets. Applied and Computational
Harmonic Analysis, 46(1):122–153, 2019.
[10] G. Easley, D. Labate, and W.-Q. Lim. Sparse directional image representations using the
discrete shearlet transform. Applied and Computational Harmonic Analysis, 25(1):25–46,
2008.
[11] K. Guo, G. Kutyniok, and D. Labate. Sparse multidimensional representations using
anisotropic dilation and shear operators, 2006.
[12] K. Guo, D. Labate, W.-Q. Lim, G. Weiss, and E. Wilson. Wavelets with composite dilations
and their mra properties. Applied and Computational Harmonic Analysis, 20(2):202 – 236,
2006. Computational Harmonic Analysis - Part 3.
[13] G. Kutyniok, W.-Q. Lim, and R. Reisenhofer. Shearlab 3d: Faithful digital shearlet trans-
forms based on compactly supported shearlets. ACM Trans. Math. Software, 42(5), 2016.
[14] Y. Lu and M. N. Do. Crisp contourlets: a critically sampled directional multiresolution
image representation. In Wavelets: Applications in Signal and Image Processing X, volume
5207, pages 655–666. International Society for Optics and Photonics, 2003.
[15] Y. Lu and M. N. Do. A new contourlet transform with sharp frequency localization. In 2006
International Conference on Image Processing, pages 1629–1632. IEEE, 2006.
35
[16] S. G. Mallat. Multiresolution approximations and wavelet orthonormal bases of l2pRq. Trans-
actions of the American mathematical society, 315(1):69–87, 1989.
[17] T. T. Nguyen and S. Oraintara. Multiresolution direction filterbanks: theory, design, and
applications. IEEE Transactions on Signal Processing, 53(10):3895–3905, 2005.
[18] A. Skodras, C. Christopoulos, and T. Ebrahimi. The jpeg 2000 still image compression
standard. IEEE Signal Processing Magazine, 18(5):36–58, Sep. 2001.
[19] R. Yin. Construction of orthonormal directional wavelets based on quincunx dilation subsam-
pling. In 2015 International Conference on Sampling Theory and Applications (SampTA),
pages 292–296, May 2015.
[20] R. Yin and I. Daubechies. Directional wavelet bases constructions with dyadic quincunx
subsampling. Journal of Fourier Analysis and Applications, pages 1–36, 2017.
36
