Tumor segmentation from MRI data is a particularly challenging and time consuming task. Tumors have a large diversity in shape and appearance with intensities overlapping the normal brain tissues. In addition, an expanding tumor can also deflect and deform nearby tissue. Our work addresses these last two difficult problems. We use the available MRI modalities (T1, T1c, T2) and their texture characteristics to construct a multi-dimensional feature set. Further, we extract clusters which provide a compact representation of the essential information in these features. The main idea in this paper is to incorporate these clustered features into the 3D variational segmentation framework. In contrast to the previous variational approaches, we propose a segmentation method that evolves the contour in a supervised fashion. The segmentation boundary is driven by the learned inside and outside region voxel probabilities in the cluster space. We incorporate prior knowledge about the normal brain tissue appearance, during the estimation of these region statistics. In particular, we use a Dirichlet prior that discourages the clusters in the ventricles to be in the tumor and hence better disambiguate the tumor from brain tissue. We show the performance of our method on real MRI scans. The experimental dataset includes MRI scans, from patients with difficult instances, with tumors that are inhomogeneous in appearance, small in size and in proximity to the major structures in the brain. Our method shows good results on these test cases.
DESCRIPTION OF THE PURPOSE
Radiation oncologists, radiologists, and other medical experts spend a substantial portion of their time segmenting medical images. In particular, the task of labeling brain tumors and edema in MRI images is highly time consuming and there exists significant variation between the labels produced by different experts. Further, in most cases the 2D image slices are labeled independently without taking into account the global 3D brain structure leading to potentially inaccurate segmentations. Subsequently, a large amount of research has been focused on semi-automatic and fully automatic methods for detecting and/or segmenting brain tumors from MRI scans.
The process of segmenting tumors in MRI images as opposed to natural scenes is particularly challenging. The tumors vary greatly in size and position, have a variety of shape and appearance properties, have intensities overlapping with normal brain tissue, and often an expanding tumor can deflect and deform nearby structures in the brain giving an abnormal geometry also for healthy tissue. Therefore, in general it is difficult to segment a tumor by simple unsupervised thresholding. 1 Alternative supervised approaches use labeled data to automatically learn a model for segmentation. Different machine learning (ML) classification techniques have been investigated: SVMs (Support Vector Machines), 2 MRFs (Markov Random Fields), 3 and most recently CRFs (Conditional Random Fields). 4 Further segmentation improvement can be brought by incorporating prior anatomical knowledge about structural and intensity characteristics of the brain in the form of atlases 5 . 6 While most work on brain tumor segmentation is based on classification techniques, variational and level set methods have been explored with considerable interest in the past few years . [6] [7] [8] [9] [10] The variational methods were originally formulated in an unsupervised 11, 12 fashion, subsequently for the MRI segmentation task, the level sets are typically applied without initial training . 6, 10, 13 Liu et al. 8 show that, using intensity priors on the white and gray matter tissues, the unsupervised level set method achieves a good performance in segmenting the MRI brain images into the two tissue types. But, in the case of brain tumor segmentation, the lack of shape or intensity priors on the tumors, makes it challenging to proceed in an unsupervised manner. Some recent progress has been made to create semi-supervised 14 (based on user interaction) or supervised variational methods.
We propose a supervised variational method that incorporates additional appearance priors to better disambiguate the tumor from the surrounding deformed brain tissue. The formulation extends the Chan-Vese region-based segmentation model 15 in a similar way to texture-based approaches. 12 But instead of using an unsupervised approach we use existing manually labeled data to learn a statistical model and Dirichlet prior from a set of clustered features. The previously proposed clustering 16 and fuzzy clustering methods [17] [18] [19] for MRI tumor segmentation, attempt a direct tumor, non-tumor classification. In this paper we perform clustering to parsimoniously describe the salient information in the extracted MRI features. The brain tissues and the tumor each, then are characterized by one or more of the clusters.
We summarize the main contributions of this paper as follows:
• We extract clusters from a high dimensional feature set and integrate these clusters into a 3D variational segmentation framework.
• By using a Dirichlet prior that disambiguates the tumor from the surrounding brain tissue, we address difficult segmentation cases, where a tumor grows next to the ventricles. Experimental results of these challenging cases show good performance of our method.
We present the rest of the paper as follows. The next section describes the basic formulation of the problem and the clustering procedure. In section 3 we present details on the system implemented and section 4 discusses the experiments performed.
METHOD
This section describes the general formulation of the 3D variational segmentation problem. Also, we present the clustering procedure to handle the multivariate feature data.
Probabilistic formulation of variational segmentation
Given an image volume I : Ω → + defined on a open and bounded domain Ω ⊂ 3 the binary segmentation task consists of finding a regular surface Γ that splits the domain Ω into two disjoint regions Ω 1 , Ω 2 . Following 20 an optimal image partitioning P(Ω) = {Ω 1 , Ω 2 } can be computed by maximizing the a posteriori (MAP) partitioning probability p(P(Ω)|I) for a given image I. Under Bayesian assumption:
where the first term represents data likelihood and is connected to the region statistics and the second term is a prior (regularization) corresponding to geometric properties of the partition (usually chosen as the length of Γ 20 ). Assuming that: (i) all partitions are equally possible:
(ii) the voxels within each region are independent:
the above formulation is equivalent to minimizing the following energy (corresponding to the MAP of Equation (1)) :
The optimization of such energy functionals can be efficiently implemented using the level set representation. 11, 20 In the implicit (level set) representation a contour is the zero level set of an embedding function φ : Ω → : Γ = {x ∈ Ω|φ(x) = 0}. The energy functional in (2) can now be expressed as
The corresponding Euler-Lagrange evolution equation for φ is given by
where, H(φ), δ(φ) are regularized Heaviside and Dirac delta functions respectively.
Region statistics in a multi-dimensional feature space
The probability density functions (PDF) chosen to model p 1 , p 2 should: (i) capture the distribution of values in the region and (ii) discriminate between the two regions. Parametric density models (Gaussian, mixture of Gaussians) work well for relatively uniform regions but fail to properly represent more complicated region statistics. 12 We therefore use a Parzen density estimate, that can better describe the regions. This method estimates the PDF based on the histograms, employing a Gaussian kernel for smoothing
where s i , i = 1 . . . n denote the histogram's gray levels. MRI data usually has more than one modality (e.g. T1,T2). In addition, to incorporate the texture information in the MRI images we extract a set of features that better capture the image local scale and frequency (similar to Rousson et al. 12 ). The particular features used are shortly presented in Section 3.3. We therefore need to generalize the above formulation to vector valued data.
. . , I m } be the set of feature images. If we assume the features to be independent of each other, 12, 15, 20 the total a posteriori probability of the region
The independence assumption might not be valid in the case of significant correlation among features. In such a situation one can consider the set features as multivariate data I : Ω → m , where each pixel location corresponds to a m dimen-
21 But estimating high dimensional densities, in particular the non-parametric density is computationally intensive. We propose a clustering approach to handle the multivariate image data. The idea of clustering features was previously used by Malik et al. 22 to identify texons (texture patterns) in a feature space but in the context of discrete segmentation (normalized cuts).
We use the K-means algorithm 23 with an Euclidean distance measure in the space of the features to obtain K cluster centers c k ∈ m , k = 1, 2, . . . , K.. We define a "cluster image",Î : Ω → {1, 2, . . . , K} corresponding to a given vector image I asÎ (x) = argmin
A set of feature images are thus replaced by a single "cluster image" in the active contour segmentation model. The evolution equation then the same as (4) , with the pixel probability densities now defined on the range of the "cluster image" ( Figure 5 ).
Separating tumor and ventricles using a Dirichlet prior
Most variational segmentation techniques are used in an unsupervised setting where the region statistics are refined as the curve evolves. 11, 12 This might be quite effective if the region statistics are distinct. But, as mentioned earlier, one of the main problems in brain tumor segmentation is that the appearance of tumor and surrounding tissue are not always clearly separated (not even in the feature space). As an example see Figure 5 . We therefore have to use additional prior information to help the segmentation. The tumor doesn't have a particular shape prior. In addition, the surrounding tissues (like the ventricles) can be deformed and therefore don't preserve a shape prior. We chose to use a prior on the appearance that better disambiguate the two regions.
We used manually labeled data for getting an initial statistics for tumor/brain regions in the clustered feature space. Most segmentation errors are caused by the vicinity of tumor and ventricles when part of the ventricles are incorrectly segmented as tumor (see Figure 5 ). We designed a prior that penalizes the clusters predominant in the ventricles from having a high probability in the tumor. Hence, we assumed a Dirichlet prior for (p 1 , p 2 ) skewed in such a fashion that those prominent clusters in ventricles have a very low prior probability and the rest of the clusters have uniform probability. We used images with manually segmented tumors and ventricles to identify the overlapping clusters.
Given D = {Î (1) ,Î (2) , . . . ,Î (N ) } a set of training cluster images. We denote θ k the probability of cluster k and regard θ = {θ 1 , θ 2 , . . . , θ K } as parameters of a Bayesian system. Assuming a Dirichlet prior over the parameters i.e. p(θ) ∼ Dir(α 1 , α 2 , . . . , α K ), where {α 1 , α 2 , . . . α K } are the hyper parameters, the posterior probability of a cluster is
where M k 's are the counts of the clusters in the training data. Then using the expectation of Dirichlet distribution we get
Now we can observe that by choosing a relatively low value for α k , we can suppress the posterior probability of the cluster k. The posteriors p 1 , p 2 give the tumor/brain probabilities in (4) .
SYSTEM AND IMPLEMENTATION DETAILS
The raw MRI data for each patient, consists of the T1, T1c, and T2 image volumes. For both training and testing we first pre-process the images. Next we extract the feature set. We used multi-scale Gabor-type features and a left-right symmetry feature. We cluster these extracted features and learn the PDFs on the brain/tumor regions. In this section we present details on our segmentation system.
Segmentation system
The system is briefly summarized in Figure 2 . The training phase follows with clustering of the extracted features and calculation of brain/tumor PDFs as described in Sections 2.2, 2.3. For segmenting a new image we first assign clusters and initialize the level set with a circle in the middle of the image. The curve is then evolved (Equation 4) until it reaches a stable position. In a post-processing step, after the evolution is finished, we remove small surface pieces that are not part of the tumor region. This step is motivated by the observation that, most of the tumors exist as a single blob in the brain. The following briefly describe the steps involved in the pre-, post-processing and feature extraction of the MRI images. 
Data preprocessing
The various preprocessing steps are briefly described below:
1. Noise reduction The images are smoothed using an edge preserving non-linear filter . 24 2. Intensity standardization The inter-slice intensity variation is corrected using weighted least squares. The intensity inhomogeneity across the volume is reduced by the N3 method . 25 3. Symmetry alignment In this step, we correct for the misalignment of the MRI images about the y-z plane, i.e when the plane of symmetry in the MRI image does not coincide with the y-z plane. This can result in errors while computing the symmetry feature (see Section 3.3). We achieve symmetry alignment by applying a rigid transformation to the image. The transformation parameters are computed as 'half' of the transformation parameters obtained from the registration of the image with its mirror reflection about the y-z plane.
In addition to the above steps we found it useful to extract the brain region, neglecting most of the black background region in the MRI images. We performed a thresholding operation followed by morphological filling to generate the brain region mask and then we cropped the slices accordingly. This reduced the size of the images, effectively improving the computational speed of the various steps. Figure 3 shows the images after the various preprocessing steps. 
Feature extraction
The original data comprising of different image modalities was mapped to a high-dimensional feature space, where each image voxel corresponds to a m-dimensional vector. The feature volumes were generated by stacking the features extracted on the 2D image slices. We considered three sets of features.
Image modality features The T2 images were directly included into the feature set. The T1c images (essentially T1, after the injection of a contrast agent) highlight the abnormal 'enhancement' regions, indicating the presence of a tumor. This motivated the use of image difference between the T1c and T1 modalities as a feature.
Gabor features The tumor generally has quite different texture characteristics from the normal brain tissue. We extract multi-scale texture features using the rotation invariant MR8 26 filter bank responses. The filter bank contains Gabor filters at multiple orientations and scales. Only the maximum response across all orientations is recorded. The Gaussian and Laplacian of Gaussian responses are also incorporated, resulting in a total of 8 filter responses.
Symmetry feature
In general, the two hemispheres of the normal brain are symmetric about the central line of symmetry. The occurrence of tumors (most of which are observed to be localized in one of the brain hemispheres), results in a left-right asymmetry. We compute a feature characterizing the symmetry in the brain, by taking corresponding pixel intensity differences about the line of symmetry. Figure 4 shows the extracted feature images. 
Post-processing
In a post-processing step, after the evolution is finished, we remove small surface pieces that are not part of the edema region. This step is motivated by the observation that, most of the tumor exist as a single "blob" in the brain volume and also on each of the corresponding 2D slices. We start with a set of given seed points inside the tumor, a point is selected on each of the 2D slices containing the tumor. These were generated manually by selecting points slice-by-slice. The post-processing consists of three steps:
1. First the 3D connected component intersecting a manually picked seed point is selected. This removes most of the small pieces that are not tumor.
2. We improve this automated segmentation label further, by picking the 2D connected component intersecting the seed point on each slice and then ensure 3D consistency by picking the largest 3D component.
3. In addition to the above steps, we fill any "holes" (small regions inside the edema, labeled as normal by our algorithm) in the edema label.
RESULTS
Our experimental data set consists of 21 MRI scans of patients with tumors belonging to one of the following histological types: grade 2 astrocytoma, anaplastic astrocytoma and glioblastoma multiforme. The edema (tumor + swelling) and ventricle regions were manually segmented in each image by the expert radiologists. We split the data into 15 training and 6 test cases. The test cases contain tumors with varied size, shape, location and intensity characteristics: small tumors 1  12  47  4  48  Patient 2  62  59  27  65  Patient 3  58  72  57  68  Patient 4  42  24  6  62  Patient 5  48  26  11  53  Patient 6  75  59  19  75  Average  50±21  48±20  21±20  62±10  Table 1 : Jaccard score comparison of different segmentation methods that uses appearance priors to disambiguate the tumor from the ventricles. In Figure 5 we show 2D slices representative of the performance of the four segmentation methods (cols 2-6), for each of the patients. Also, in Figure 6 a color coded 3D surface is displayed, showing the distance error between the segmentation label generated by our proposed method and the the manual label. In the case where the tumor is present close to the ventricles (patient 2), our method clearly discriminates between the ventricles and the tumor, whereas the other methods label the ventricles as tumor. An interesting case is the tumor with two lobes (see Figure 6 , patient 4), where the lobes are not only of different sizes, but also have distinct texture characteristics. Due to this, the unsupervised method fails to "grow" the tumor segmentation surface into the smaller of the lobes (hence empty label, see Figure 5 col 1 patient 4), whereas our method successfully identifies both lobes as tumor. In the case of tumor present near the eyes (patient 5), again our method successfully identifies the eyes as part of the normal brain and achieves a good tumor segmentation label. The other segmentation methods show poor performance, particularly both of the supervised methods ( Figure 5 col 3, 4 patient 5) based on learned intensity and cluster histograms respectively, fail to distinguish the eyes from the tumor. We also observe that the tumor exists as three distinct blobs in this case (see Figure 6 , patient 5), even though our method initially picks all the three tumor pieces, due to "single blob" assumption in our post-processing step (see Section 3.4), we discard the two smaller tumor pieces in the final segmentation. Table 1 presents the Jaccard scores (overlap between labels and automatic segmentation) mean and standard deviation for all 6 MRI volumes. We see that the proposed method is the most stable (lowest std.) and has the best Jaccard score.
NEW OR BREAKTHROUGH WORK TO BE PRESENTED
We proposed the clustering based active contour model, that can incorporate multiple features. This lead to a novel supervised segmentation methodology, that uses Dirichlet appearance priors to better disambiguate tumor from the normal tissue.
CONCLUSIONS
We have presented a variational method for brain tumor segmentation. Existing region-based variational segmentation methods based on texture features are not suited for tumor segmentation as they are not discriminative enough when the appearance of tumor and normal tissue overlap. Using priors on the brain/tumor appearance calculated on a set of clustered features extracted from the MRI images, we are able to disambiguate the tumor from the surrounding tissue. : 3D tumor surface with distance error (color coded) using our proposed method
