In previous work we have developed the scheme of inde nite L-constraint databases where L, the parameter, is a rst-order constraint language. This scheme extends the constraint database proposal of Kanellakis, Kuper and Revesz to include inde nite (or uncertain) information in the style of Imielinski and Lipski. In this paper we study the complexity of query evaluation in an important instance of this abstract scheme: inde nite temporal constraint databases. Our results indicate that the data/combined complexity of query evaluation does not change when we move from queries in relational calculus over relational databases, to queries in relational calculus with temporal constraints over temporal constraint databases. This fact remains true even when we consider query evaluation in relational databases with inde nite information vs. query evaluation in inde nite temporal constraint databases. In the course of our work, we provide precise bounds on the complexity of decision/quanti er elimination for a subtheory of Presburger arithmetic and a subtheory of real addition with order. The bounds for the latter theory are original and of independent interest.
Introduction
An important requirement of advanced temporal applications (e.g., planning and scheduling, medical information systems, geographical information systems and natural language processing systems) is the ability to deal with in-? To appear in Theoretical Computer Science, Special Issue on Uncertainty in Databases and Deductive Systems, Editor: L.V.S. Lakshmanan. de nite (or uncertain) temporal information. In 28,30{32] we argued that the combination of relational databases and temporal constraints o ers a powerful framework which addresses this requirement. We have developed the scheme of inde nite L-constraint databases where L, the parameter, is a rst-order constraint language. This parameterized model extends the scheme of 26, 27] to include inde nite information in the style of 23, 20] . The resulting model allows the representation of de nite, inde nite, nite and in nite information in a single unifying framework.
In this paper we study the complexity of query evaluation in L-constraint databases and inde nite L-constraint databases where L is dePCL or diPCL. dePCL is a rst-order language of temporal constraints of the form x ? y c where x; y are variables and c is a rational numeral. The intended structure Q for dePCL interprets the symbol ? as subtraction over the set of rationals, the symbol as the relation \less than or equal" over the rationals, and rational numerals as \themselves". diPCL is a rst-order language which allows the same kind of atomic temporal constraints but now discrete time is assumed.
The intended structure Z for diPCL interprets constraints over the set of integers. We will collectively refer to diPCL-constraint databases and dePCLconstraint databases as temporal constraint databases (TCDB). Similarly, we refer to inde nite diPCL-constraint databases and inde nite dePCL-constraint databases as inde nite temporal constraint databases (ITCDB). The models based on dePCL are essentially the ones studied in 28].
The results of our complexity analysis are summarized in the tables of Figure  1 . In these tables RC+TC stands for relational calculus with temporal constraints while 9 k QL stands for queries in language QL which are in prenex normal form with k alternations of quanti ers beginning with an existential one. 3+RC+TC (resp. 2+RC+TC) stands for \possibility" (resp. \certainty") queries in modal relational calculus with temporal constraints. Finally, an entry C, where C is a complexity class, means that the corresponding query answering problem is complete for class C. 51, 52, 1] shows that the data/combined complexity of query evaluation does not change when we move from queries in relational calculus over relational databases, to queries in relational calculus with temporal constraints over TCDB. This fact remains true even if we consider inde nite relational databases vs. ITCDB. The most important contribution of our work is the derivation of the upper bounds in the above tables; the lower bounds follow easily from published work.
Our analysis complements the results of 42, 10] and extends the results of 26, 27, 50] . 42, 43, 10] have studied Datalog with integer gap-order constraints (a subset of the atomic constraints allowed by diPCL). 26, 27] have studied Lconstraint databases where L is the language of rational order with constants In the course of our work, we study the decision/quanti er-elimination problem for the theories of structures Q and Z. We show that these problem can be solved in PSPACE (Theorems 7.1, 7.5 and 7.6). In particular, the theory of the structure Q can be decided in DSPACE(n 3 ) where n is the length of the input sentence (Theorem 7.1). Since the theory of structure Q is a subtheory of real addition with order, this result is of independent interest and adds to the literature on the complexity of logical theories 18, 16, 40, 17, 15, 4, 5, 26, 27] . The results discussed here were originally presented in less detail in 29, 33] .
This paper is organized as follows. The next section presents some examples of constraint languages and de nes the relevant abstract concepts. In Section 3 we introduce the concepts of variable and quanti er elimination. In Section 4 we present the scheme of inde nite L-constraint databases while in Section 5 we discuss query languages for this scheme. In Section 6 we present a quanti er elimination method for evaluating expressions of modal relational calculus with L-constraints over L-constraint databases. Section 7 discusses the problems of decision and quanti er elimination for the temporal theories of structures Q and Z. Section 8 uses the results of Section 7 to analyze the complexity of query evaluation in TCDB and ITCDB. Finally, Section 9 discusses related work and future research.
Constraint Languages
We consider (many-sorted) rst-order languages, structures and theories 14].
Every language L will be interpreted over a xed structure, called the intended structure, which will usually be denoted by M L . If M is a structure then Th(M) will denote the theory of M i.e., the set of sentences which are true in M. For every language L, we will distinguish a class of quanti er free formulas called L-constraints. The atomic formulas of L will be included in the class of L-constraints. There will also be two distinguished L-constraints true and false with obvious semantics. Similar assumptions have been made in 37] in the contex of the CLP scheme. A set of L-constraints will be the algebraic counterpart of the logical conjunction of its members. Thus we will freely mix the terms \set of L-constraints" and \conjunction of L-constraints". We will assume that the reader is familiar with the notions of solution, consistency and equivalence of sets of constraints 37].
Let us now give some examples of constraint languages.
The language ECL. The language ECL (Equality Constraint Language) with predicate symbols =; 6 = and an in nite number of constants has been de ned in 26]. The intended structure for this language interprets = as equality, 6 = as non-equality and constants as \themselves". An ECL-constraint is an ECL formula of the form x 1 = x 2 or x 1 6 = x 2 where x 1 ; x 2 are variables or constants. ECL has been used by 26] for the development of an extended relational model based on ECL-constraints.
We now present two languages for expressing temporal constraints.
The language dePCL. The language dePCL (dense Point Constraint Language) allows us to make statements about points in dense time. dePCL is a rstorder language with equality and the following set of non-logical symbols: the set of rational numerals, function symbol ? of arity 2 and predicate symbol < of arity 2. The terms and atomic formulas of dePCL are de ned as follows. Constants and variables are terms. If t 1 and t 2 are variables or constants then t 1 ? t 2 is a term. An atomic formula of dePCL is a formula of the form t c or c t where is < or =, t is a term and c is a constant.
The intended structure for dePCL is Q. Q interprets each rational numeral by its corresponding rational number, function symbol ? by the subtraction operation over the rationals and < by the relation \less than". The theory Th(Q) is a subtheory of Th(R; +; <), the theory of real addition with order 39].
A dePCL-constraint is a dePCL formula of the form t c where t is a term, c is a constant and is =; <; >; or . For example, the formulas p 1 < p 2 ; p 3 ? p 4 15; p 3 = 5=4 are dePCL-constraints.
The language diPCL. As in the previous example, we can de ne the language diPCL (discrete Point Constraint Language) which allows us to make statements about points in discrete time. The de nition of diPCL is almost identical to the de nition of dePCL. The only di erence is that points are identi ed with the integers, and are interpreted accordingly by the structure Z. The We will also consider the many-sorted languages ECL+dePCL and ECL+diPCL. The language ECL+dePCL is the union of ECL and dePCL. The sorts of ECL+dePCL are D (for the in nite set of constants of ECL) and Q (for the rational numerals of dePCL). The symbols of ECL+dePCL are interpreted by the many-sorted structure which is the union of the intended structures for ECL and dePCL. ECL+diPCL is de ned similarly (the sort of integer numerals will be denoted by Z).
Variable and Quanti er Elimination
We now de ne two operations that will be very crucial for the rest of our developments: variable elimination and quanti er elimination. Variable elimination is an algebraic operation; its logical counterpart is quanti er elimination. In the rest of the paper we will alternate between the two notions and use the one which is more appropriate in each case. We will always assume that we have to deal with formulas of nite length. (ii) Substitute every negated L-constraint by its equivalent disjunction of L-constraints.
(iii) Transform into disjunctive normal form 1 _ _ m where each i is a conjunction of L-constraints.
(iv) Perform variable elimination in each i i.e., substitute each disjunct i of by the equivalent disjunction of conjunctions of L-constraints in variables x n z.
For this algorithm to be e ective, we must know how to perform steps 2 and 4. For most languages of interest step 2 will be obvious.
Step 4 will usually be more involved. For the languages de ned in section 2 variable elimination is straightforward. In the case of ECL a variable elimination algorithm appears in most logic textbooks 14, 7] . In the case of diPCL and dePCL, variable elimination can be performed using Fourier's algorithm which was originally devised for linear inequality constraints over the real The above database represents the following information:
(i) There are three scheduled appointments for patient Smith. This is represented by three tuples in relation APPOINTMENT. 2 In this example we do not follow strictly our de nition of an L-constraint tuple. The example can easily be made to conform with De nition 4.2 by introducing u-variables and adding equality constraints in the local condition of each tuple.
(ii) Chemotherapy appointments must be scheduled for a single day. Radiation appointments must be scheduled for two consecutive days. This information is represented by constraints ! 2 = ! 1 + 1; ! 4 = ! 3 + 1; and ! 6 = ! 5 + 2. This example shows that the formalism of this paper needs to be extended with intervals and calendars so that it can be used more e ectively in real-life applications. The extension with intervals has already been described in 30].
Semantics
Let us rst de ne two special kinds of valuations. An e-valuation in M L is a valuation whose domain is restricted to the set EV AR L . Similarly, a uvaluation in M L is a valuation whose domain is restricted to the set UV AR L .
The symbols V al e M L and V al u M L will denote the set of e-valuations and uvaluations in M L respectively. The result of applying an e-valuation v to an inde nite L-constraint relation r over R will be denoted by v(r). v(r) is an L-constraint relation over R obtained from r by substituting each e-variable ! of r by the constant symbol whose denotation in structure M L is v(!). The result of applying a u-valuation of M L to the proper part of a tuple can be de ned as follows. If t is an L-constraint tuple on scheme R and u is a u-valuation in M L then u(t) is an M L -tuple over R such that for each A 2 R,
The semantics of an L-constraint relation is given by the function points 26] . points takes as argument an L-constraint relation r over R and returns the M L -relation over R which is nitely represented by r:
The semantics of an inde nite L-constraint relation r over scheme R is de ned to be the following set of M L -relations:
The function rep will also be useful in the rest of this paper. If Queries in modal relational calculus with L-constraints allow 3 and 2 as toplevel connectives only. It is not di cult to relax this requirement to allow for a full-edged modal query language with constraints (but we will not explore this route in this paper). The interested reader is referred to 36, 35, 41] for similar e orts. This query can be evaluated by eliminating quanti ers from the following ECL+dePCL formula:
The result is x = WP212 _ x = WP219.
The above theorems will be used in Section 8 to analyze the complexity of query evaluation in TCDB and ITCDB.
Quanti er Elimination in Theories of Temporal Constraints
In this section we study the problems of decision and quanti er elimination for theories Th(Q) and Th(Z). Our techniques will be similar to the ones described in 16, 17] . The main point of these techniques is that \given a particular theory, one gives an elimination of quanti ers procedure, analyzes it to see how large constants can grow, and then uses this analysis (...) to limit quanti ers to range over nite sets instead of an in nite domain" 16].
We will rst develop a decision procedure for theory Th(Q). Then we will use this procedure for developing a quanti er elimination algorithm for arbitrary dePCL formulas. Although the algorithms for Th(Q) and Th(Z) are similar, the complexity analysis for Th(Q) is trickier. The results of this section will be used in Section 8 for studying the complexity of query evaluation in TCDB and ITCDB.
A Decision Procedure for Theory Th(Q)
At rst we show that we can con ne our attention to formulas of dePCL with only integer constants (i.e., no rationals). A similar result appears in 3] in the context of checking emptiness of the language of a timed automaton.
De nition 7.1 Let be a formula of dePCL and r 2 Q. Then r will denote the formula which is obtained from by replacing each rational constant c by r c. If 2 Q n then r will denote (r 1 ; : : :; r n ). Lemma 7.1 Let be a formula of dePCL with free variables t. If r 2 Q; r > 0 and 2 Q n then Q j = t ] i Q j = r t r ]:
Proof: Use induction on the structure of .
The following de nitions will be used often in the subsequent discussion. The following lemma will be used for estimating the rational constants obtained after any number of quanti er eliminations. Proof: We will use induction on the order of appearance of the quanti er in
. We assume that is in pre x normal form (PNF). Note that the proof still goes through when this assumption is dropped.
Base case, i = 1. Let us eliminate quanti ers (Q 2 t 2 ); : : :; (Q K t K ) from using the procedure of Proposition 3. The truth value of 0 (t 1 ) remains the same for all t 1 in the same interval of S.
Therefore we can determine the truth value of (Qt 1 ) 0 (t 1 ) in Q by determining the truth value of 0 (t 1 ) while t 1 ranges over a nite set of representatives, one for each interval of S. The set S rep = f (t 1 + t 2 )=2 : t 1 ; t 2 2 Z and t 1 ; t 2 2 K?1 (maxabs( ) + 1) g f ?2 K?1 (maxabs( ) + 1) ? 1; 2 K?1 (maxabs( ) + 1) + 1 g is an appropriate set of such representatives. Lemma 7.2 implies that the elements of S rep are rationals limited by 2 K+1 (maxabs( ) + 1)=2.
Inductive step. Let us now assume that the lemma holds for quanti ers (Q 1 t 1 ); : : :; (Q i t i ). We will show that the lemma holds for (Q i+1 t i+1 ) as well. The atomic formulas of (Q i+1 t i+1 ) 1 ( 1 ; : : :; i ; t i+1 ) are of the form t i+1 r or t i+1 j + r where 1 j i, is <; or =, j is a rational limited as above and r is an integer limited by 2 K?(i+1) (maxabs( ) + 1).
Let us now observe that every rational limited by 2 K+3j?2 (maxabs( )+1)=2 j , where 1 j i ? 1, is included in the set of rationals limited by 2 K+3i?2 (maxabs( ) + 1)=2 i :
Therefore j + r is a rational limited by 2 K+3i?1 (maxabs( ) + 1)=2 i .
Using an argument similar to the one given for the base case, we can see that the quanti er (Q i+1 t i+1 ) can be limited to range over rationals that are the average of two rationals limited by 2 K+3i?1 (maxabs( ) + 1)=2 i , or are one smaller or one larger than all such averages. As a result, (Q i+1 t i+1 ) can be limited by 2 K+3(i+1)?2 (maxabs( ) + 1)=2 i+1 (from Lemma 7.2). The result follows.
Remark 7.1 The models of computation used in the rest of this paper are deterministic and non-deterministic Turing machines with a read-only input tape, a xed number of read/write work tapes and a write-only output tape where the head can never move left. The time of a computation is its length. The space of a computation is the number of cells visited on the work tapes. Precise de nitions of these notions and the associated time and space complexity classes can be found in the standard literature 24].
If i > 1 then log i will denote dlog 2 ie. By convention we assume that log 1 = 1: We are now ready to prove the basic result of this section. Upper bound. An algorithm for this problem can proceed as follows. First, we transform into formula 0 which involves only integer constants. This can be done by multiplying every fraction p=q of by the product of all denominators of fractions in . Therefore every integer in 0 will be limited by maxabs( ) j j+1 . We can conclude that j 0 j j j (j j + 1) log(maxabs( )) 2 j j 2 log(maxabs( )) 2 j j 3 and maxabs( 0 ) maxabs( ) j j+1 .
Then we can use the recursive algorithm dePC-Eval shown in Figure 2 to decide 0 . This algorithm will make use of Lemma 7.3 to limit quanti ers over nite sets of rationals. Every such rational has a numerator limited by Remark 7.2 In 29] the space complexity of deciding Th(Q) was given as O(j j 2 log j j) because we were working under the assumption that any integer constant in a formula of dePCL is assumed to have size O(log j j) (Remark
of 29]
). This assumption is now only used in Section 8 when we consider data complexity.
It might be interesting to compare the above result with the following theorems. The rst one considers a theory which is less expressive than Th(Q). The second deals with the full rst-order theory of real addition with order. Theorem 7.2 15, 26] Deciding a sentence of length n in the rst order theory of rational order can be done in deterministic space O(n log n). Theorem 7.3 4, 5] The problem of deciding a sentence of length n in the theory Th(R; +; <) is complete for the class S k>0 TA 2 n k ; n].
The next theorem follows easily from the above discussion. It is also a consequence of the fact that deciding a formula of the same form in the rst-order theory of real addition with order is also p k -complete 45].
Theorem 7.4 Let be 9 k sentence of dePCL. The problem of deciding whether Q j = is p k -complete.
A corresponding p k bound can be established for 8 k sentences of dePCL.
Quanti er Elimination in Th(Q)
We will now present a quanti er elimination algorithm for open formulas of dePCL. The following lemma will allow us to concentrate on dePCL formulas with only integer constants.
Lemma 7.4 Let be a formula of dePCL and 0 be a quanti er-free formula equivalent to . If r 2 Q and r > 0 then 0 r ?1 where is a quanti er-free formula equivalent to r .
Proof: Let x be the vector of variables in 0 . The symbol Q jxj will denote the cartesian product Q Q (jxj times). If 2 Q jxj then the following equivalences prove the lemma (with help from Lemma 7.1):
Now assume we are given a formula of dePCL. We can nd a quanti er-free formula equivalent to as follows. First we transform into a formula r which has only integer constants by multiplying every fraction by an appropriate integer r. Then we nd a quanti er-free formula equivalent to r . Finally, we compute r ?1 which is a quanti er-free formula equivalent to .
Let us then assume that (t) is a formula of dePCL which involves only integer constants, and t are all the free variables of . A quanti er free formula 0 equivalent to can be found in the following way. At rst, we estimate how large integer constants can grow in the constraints of the answer. Then we use this information to construct a nite partition of the space Q jtj into regions with the following properties:
(i) Every region can be represented by a conjunction of dePCL-constraints with only integer constants.
(ii) The truth value of the sentence ( ) is the same for all points in the same region.
Therefore we can check whether all points in a region satisfy (t) by picking a single point in the region and checking whether Q j = ( ) is true. The latter check can be done using the above algorithm dePC-Eval. Every conjunction of constraints representing a region for which this check succeeds, becomes a disjunct in the DNF form of 0 . Similar techniques have been used in 26].
The technical tools which we will introduce immediately come from the temporal constraint literature 11]. Similar tools have also been used under various names in 42, 9] for studying the complexity of query evaluation for Datalog with integer gap-order constraints. Let C be a set (i.e., conjunction) of dePCL or diPCL inequalities in variables x 1 ; : : :; x n . The binary inequality constraint network (BICN) associated with C is a labeled directed graph G = ( Let us now de ne the concept of a formula corresponding to a rational BICN N.
De nition 7.7 Let N be a rational BICN of size n. The formula with free variables x = (x 1 ; : : :; x n ) corresponding to N is the dePCL formulâ
where M is the minimal network equivalent to N. This formula will be denoted by (N). The following lemmas help to establish the main result. Lemma 7.5 tells us how to partition the answer space into regions. Subsequent lemmas give properties of rational BICN.
Lemma 7.5 Let (t) be a dePCL formula with only integer constants (i.e., no rationals). Then there is a quanti er-free formula 0 (t) equivalent to with the following properties: ; for all i = 1; : : : ; n 1 : Lemma 7.6 Let be an element of Q n . For any set Z Z, there exists a unique rational BICN N with bounds from Z such that Q j = (N)( ): Proof: Existence is obvious. For the uniqueness part, we simply observe that N 1 6 = N 2 implies that (N 1 )^ (N 2 ) is inconsistent.
The following lemma allows us to verify the truth of a dePCL formula over a region of the answer space by verifying its truth over a point in this region.
Lemma 7.7 Let (t) be a dePCL formula with only integer constants (i.e., no rationals). If N is a rational BICN with bounds from the set Z then Q j = (N) i Q j = ( ) for an arbitrary such that Q j = (N)( ). Proof: The \only if" part is trivial so we consider the \if" part. Let us assume that there is 2 Q jtj such that Q j = (N)( ) and Q j = ( ). Let
be the dePCL formula equivalent to computed as in Lemma 7.5. Then there exists a single disjunct i (t) of 0 such that Q j = i ( ). But then i must be (N) from Lemma 7.6. Therefore Q j = 8( (N)
) since (N) is a disjunct of 0 .
The following theorem gives the main result of this section. Theorem 7.5 Let be a dePCL formula. A quanti er-free formula equivalent to in DNF can be computed in PSPACE.
Proof: Let us assume that has K quanti ers and t is the vector of all its free variables. We can nd a quanti er-free formula equivalent to as follows. First, we transform into a formula 0 which involves only integer constants. This can be done as in Theorem 7.1: we multiply every fraction of by the product P of all denominators of fractions in .
Secondly, we generate, one by one, all rational BICN of size jtj with bounds from Z 0 = fi : i 2 Z and jij jtj 2 K maxabs( ) j j+1 g (since maxabs( 0 ) maxabs( ) j j+1 ). For each BICN N, we nd a solution of N (using the minimal network M) and check whether Q j = 0 ( ) using algorithm dePC-Eval of Theorem 7.1. If this check succeeds then we divide each constant of (N) by P and use the result to form a disjunct of the returned formula. The correctness of this procedure follows from the previous lemmas. It is not di cult to see that the above algorithm can be implemented by a deterministic Turing machine in PSPACE 32].
Quanti er Elimination in Theory Th(Z)
The decision and quanti er elimination problems for theory Th(Z) can also be handled with similar techniques 32]. Theorem 7.6 If is a diPCL sentence then the problem of deciding whether Z j = is PSPACE-complete. If is a 9 k sentence of diPCL then this problem p k -complete. If is a diPCL formula then a quanti er-free formula equivalent to in DNF can be computed in PSPACE.
Proof: In 29] we showed that Th(Z) can be decided in O(j j 2 ) space.
After we wrote 29], we discovered that this actually follows immediately from Theorem 5.32 of 17] where the theory of natural numbers with the successor function is considered. The bound for the quanti er elimination problem can also be found in 29].
Let us observe that a sentence of length n in Th(Z; +; <) can be decided by a deterministic Turing machine in space O(2 2 cn ) for some constant c 16] . More precisely, the decision problem for Th(Z; +; <) is complete for the class S k>0 TA 2 2 n k ; n] 4,5]. In addition, there exist constants d; e > 0 such that a deterministic Turing machine can decide a sentence of PA with length n > 4 and at most k alternations of quanti ers in O(2 dn k+4 ) space and O(2 2 en k+4 ) time 40] . Finally, 19] shows that there is a constant c > 0 such that no 2 (n=m) ck time-bounded non-deterministic Turing machine can decide a Presburger arithmetic formula of size n and quanti er alternation depth k. Figures 3 and 4 summarize the best known complexity bounds for decision and quanti er elimination for the various theories discussed in this section. The rst gure considers arbitrary formulas of size n. The second gure considers formulas of size n with k ( xed) alternations of quanti ers. For the theory Th(Z) our main contribution is a quanti er elimination procedure which complements the decision procedure given in 17]. For the theory Th(Q) our main contribution is a decision procedure with complexity DSPACE(n 3 ), and also a quanti er elimination procedure. In this section we study the complexity of query evaluation in TCDB and ITCDB. We use the results of Section 6 to transform any query answering problem to a quanti er-elimination problem and then exploit the techniques of Section 7 to derive the complexity bounds.
The complexity of database query evaluation is usually measured using the notions of data complexity and combined complexity introduced in 51, 6] . These notions can be de ned as follows:
{ Combined complexity. In this case we measure the complexity of query evaluation as a function of the size of the database, the size of the schema and the size of the query. { Data complexity. In this case we measure the complexity of query evaluation as a function of the database size only; the query and the schema are considered xed. We also assume that the size of any integer constant in the database is logarithmic in the size of the database. When a database is viewed as a formula of dePCL or diPCL, this is equivalent to assuming that any integer constant in a formula is assumed to have size O(log j j). This assumption has also been made in 26] and 42].
Temporal Constraint Databases
We rst consider the case of TCDB (i.e., no inde nite information is allowed For data complexity we cannot achieve a LOGSPACE bound using the decision procedure for Th(Q) developed in Section 7. The problem is that we might need at most O(j j log j j) space for storing the product of all denominators of fractions in some dePCL formula . However, under the data complexity measure, the decision procedure of 16] for the theory of real addition with order can be implemented in LOGSPACE. 4 Therefore, we have the following result. formula. In our case it is enough to measure space in terms of number of quanti ers. (iii) As in 27], we do not construct the entire formula corresponding to a query and a database. We will simply scan the query and switch to the database whenever needed.
The procedure of 16] works like dePC-Eval by substituting unbounded quanti ers by quanti ers ranging over nite sets of rationals. If is the input formula, these rationals are limited by maxabs( ) 2(c 1 +1)n where c 1 is a constant and n is the number of quanti ers in the input formula (Theorem 2, 16]). The amount of space needed to write down these rationals (e.g., 2 (c 1 +1)n log(maxabs( ))) dominates the amount of space used by the procedure. Under the data complexity measure the total space requirements of the procedure are O(log j j).
We will now consider queries with free variables. Let us assume we are given dePCL-constraint database e r and query fR(T); t=Q : (t)g in relational calculus with dePCL-constraints. At rst, using lemma 8.2 below, we estimate how large rational constants can grow in the constraints of the answer. Secondly, we use this information to construct a nite partition of the space Q jtj into regions with the following properties:
(i) Every region can be represented by a conjunction of dePCL-constraints.
Then, using the algorithm of 16], we can check whether all points in a region satisfy (t) by picking a single point in the region and checking whether Q j = ( ) is true.
For the purposes of this section we have to rede ne the term \limited" for rational numbers. The following lemma estimates how large rational constants can grow in the quanti er-free formula equivalent to a given dePCL formula .
Lemma 8.2 Let (t) be a dePCL formula with K quanti ers and 0 (t) be the quanti er free formula equivalent to (t) which is computed by the algorithm of proposition 3.3. Every rational constant of 0 is limited by 2 2 K (log(maxabs( ))+1) :
Proof: If r 1 ; r 2 are rationals such that r 1 ; r 2 L then r 1 +r 2 2L 2 . Thus after the rst quanti er of is eliminated the rational constants of the resulting formula are limited by 2maxabs( ) 2 . The result follows by a simple inductive argument.
Let us now introduce the machinery required for presenting our method. We rst de ne the concept of a rational BICN and its dePCL formula. These de nitions are di erent than De nitions 7.6 and 7.7. Now we allow bounds to be rationals (not just integers). where M is the minimal network equivalent to N. This formula will be denoted by (N). Notation 8.1 If is a dePCL formula with K quanti ers and vector of free variables t then Q will denote the set of rationals fr : r 2 Q and r jtj 2 2 K (log(maxabs( ))+1) g:
The following lemmas help to establish the main result. The similarity with the development of Section 7.2 is obvious. Lemma 8.3 tells us how to partition the answer space into regions. Subsequent lemmas give properties of rational BICN. The proofs of some results are omitted. Lemma 8.3 If (t) is a dePCL formula then there is a quanti er-free formula 0 (t) equivalent to with the following properties:
(i) 0 is in DNF (ii) Every disjunct of 0 is the dePCL formula corresponding to a rational BICN N of size jtj with bounds from the set Q . Proof: The proof is almost identical to the proof of Lemma 7.5. First we eliminate quanti ers from (t) to arrive at formula 1 (t) with rationals limited by 2 2 K (log(maxabs( )+1)) (Lemma 8.2). Then we can compute 0 as in Lemma 7.5. Proof: Since N is minimal, a solution can be found by backtrack-free search as follows 12]. We initially assign the value 0 to t 0 . Then we assign to t 1 any value which satis es the constraints involving t 1 and t 0 . We proceed in the same fashion with t 2 ; t 3 and so on. It is easy to see that 1 2 2 L 2 ; 2 2 8 L 6 ; and so on. The result can be proved by induction.
The following theorem gives the main result of this section. Theorem 8.3 Let e r be a dePCL-constraint database and f be an open query in relational calculus with dePCL-constraints. A dePCL-constraint relation r such that r = f(e r) can be computed with LOGSPACE data complexity.
Proof: Let f be fR(T); t=Q : (t)g. Let us compute the dePCL formula 0 (t) corresponding to f and e r. We can now nd a quanti er-free formula equivalent to 0 in DNF as follows. We generate one by one all rational BICN of size jtj with bounds from Q . For every such BICN N, we nd a solution of N and check whether Q j = ( ) using the decision procedure of 16] for the rst-order theory of real addition with order. If this check succeeds then we form a tuple of r from the formula (N) corresponding to N. The correctness of this procedure follows from the above lemmas. space. Under the data complexity assumption, this amount of space is logarithmic in the size of the database. As in Theorem 8.2 we can also see that the rest of the computation can be carried out with LOGSPACE data complexity.
Let us now consider queries in relational calculus with diPCL constraints over diPCL-constraint databases. The following theorem is a consequence of Theorems 6.1 and 7.6. 
Inde nite Temporal Constraint Databases
Let us now turn our attention to query evaluation in ITCDB. The following theorems demonstrate that evaluation of queries in modal relational calculus with temporal constraints over ITCDB is probably intractable. Theorem 8.5 Let L be dePCL or diPCL. Let e r be an inde nite L-constraint database and f be a yes/no 3-query in modal relational calculus with Lconstraints. The problem of deciding whether f(e r) = yes is NP-complete for data complexity and PSPACE-complete for combined complexity. 
where is the formula of L corresponding to and e r. For combined complexity, the upper bound follows immediately from Theorems 7.6 and 7. The guessing step can be done in polynomial time because the sizes of 1 ; : : : ; N do not exceed (4N +K?1) log(maxabs(G^ ))+N bits. The veri cation step can also be done in polynomial time (Theorem 8.1). Therefore the whole computation can be performed in polynomial time by a non-deterministic Turing machine. The proof for diPCL is similar.
Lower bounds. The PSPACE lower bound is obvious. The problem of query evaluation in relational calculus with L-constraints over L-constraint databases has PSPACE-complete combined complexity (Theorems 8.4 and 8.1). The data complexity lower bounds follow from 50].
The following theorem is an easy consequence of the previous one. Theorem 8.6 Let L be dePCL or diPCL. Let e r be an inde nite L-constraint database and f be a yes/no 2-query in modal relational calculus with Lconstraints. The problem of deciding whether f(e r) = yes is co-NP-complete for data complexity and PSPACE-complete for combined complexity. Lower bounds. The lower bound follows easily from reductions from QBF 8 k+1 .
The results of this section are summarized in the tables of Figure 1 . In 32] we also study the complexity of query evaluation in (inde nite) L-constraint databases when L is ECL+dePCL and ECL+diPCL. The addition of ECL into the picture does not alter the complexity bounds. ECL-constraint databases were rst studied in 26] where a PSPACE quanti er elimination algorithm for ECL was presented. This algorithm is very similar to the quanti er elimination algorithms for diPCL and dePCL given in Section 7. 32] shows how to combine these algorithms to achieve quanti er elimination for ECL+diPCL and ECL+dePCL in PSPACE. For data complexity, these algorithms can easily be seen to be in LOGSPACE.
Related Work and Future Research
The complexity of query answering in ITCDB has also been studied in 50].
Van der Meyden considers inde nite order databases. Inde nite order databases do not contain u-variables (no in nite information) and their global condition consists only of constraints of the form ! 1 < ! 2 where < is a linear order, and ! 1 and ! 2 are order constants or e-variables. 50] concentrated on the problem of deciding whether a yes/no positive existential query is true in all possible worlds represented by an inde nite order database. This problem has co-NP-complete data complexity and p 2 -complete combined complexity. To obtain tractability 50] investigates inde nite order databases with monadic proper predicates. In this case the data complexity of conjunctive queries is in linear time but the combined complexity is co-NP-hard. Finally, 50] investigated several specializations of this case where the combined complexity is in PTIME as well. The complexity bounds hold independently of whether < is interpreted as a discrete, dense or nite linear order. These results seem to point out that inde nite order databases will be very hard to implement in their full generality.
The research reported in 46] is also closely related to our own. 46] investigates the use of constraints for the representation of in nite and inde nite information in a simple object-oriented model. The authors do not consider the properties of an abstract constraint-object model; instead, they concentrate on a special case which uses order constraints and simple set constraints (e.g., constraints using 2; but not \ or ). The important contribution of this paper is the study of quanti er-elimination for this simple class of set constraints and the development of a Datalog-like query language which incorporates them. This query language is intended for the expression of \cer-tainty" queries only; \possibility" queries are not considered. In a similar spirit 13, 34] have considered an extension of Datalog with null values, and presented a top-down query evaluation method.
8] is an interesting survey on temporal query languages from a constraintbased perspective. In nite and inde nite information is discussed in substantial depth and comparisons with other \more conventional" temporal query languages are presented. 49] have also made an important step forward by studying temporal deductive databases with order, distance and periodicity constraints. However, they do not consider inde nite information.
In other related work 2,21,22,38] study the expressive power of query languages with linear and polynomial constraints. The main result of 22] which we discussed in Section 8.1 is an important contribution from our point of view.
In our current research we study query languages based on rst-order constraint languages more expressive than diPCL and dePCL. The interesting question is whether the results of 32] carry over to the new classes. Another important question is the study of tractable cases of inde nite diPCL/dePCLconstraint databases. The work of 50] can serve as the basis for such an e ort. Finally, it would be interesting to consider Datalog-like query languages for ITCDB and TCDB.
