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ABSTRACT
Observations of protostars are often compared with synthetic observations of models in order
to infer the underlying physical properties of the protostars. The majority of these models have
a single protostar, attended by a disc and an envelope. However, observational and numerical
evidence suggests that a large fraction of protostars form as multiple systems. This means
that fitting models of single protostars to observations may be inappropriate. We produce
synthetic observations of protostellar multiple systems undergoing realistic, non-continuous
accretion. These systems consist of multiple protostars with episodic luminosities, embedded
self-consistently in discs and envelopes. We model the gas dynamics of these systems using
smoothed particle hydrodynamics and we generate synthetic observations by post-processing
the snapshots using the SPAMCART Monte Carlo radiative transfer code. We present simulation
results of three model protostellar multiple systems. For each of these, we generate 4 × 104
synthetic spectra at different points in time and from different viewing angles. We propose a
Bayesian method, using similar calculations to those presented here, but in greater numbers,
to infer the physical properties of protostellar multiple systems from observations.
Key words: hydrodynamics – radiative transfer – methods: numerical – binaries: close – dust,
extinction.
1 IN T RO D U C T I O N
Stars form when dense prestellar cores in molecular clouds collapse
under their own self-gravity. These cores are turbulent (e.g. Andre´
et al. 2007) and therefore have net angular momentum. From con-
servation of angular momentum, any protostar which forms during
the initial core collapse is likely to be attended by a circumstel-
lar disc. As the remainder of the core envelope collapses inwards,
additional material accretes on to the disc. Dissipative phenomena
such as viscosity (e.g. Stamatellos & Whitworth 2008) and mag-
netic braking (e.g. Zhu et al. 2007) transport angular momentum
to the outer the regions of the disc, allowing material in the inner
regions to accrete on to the protostar.
Further protostars may form via disc fragmentation if the fol-
lowing two criteria are met. First, the surface density of the disc
must be great enough for self-gravity to overcome thermal and
centrifugal support (Toomre 1964). Secondly, the cooling time
of a potential fragment must be shorter than its orbital period
(Gammie 2001). The time-scale on which disc fragmentation occurs
is very short (tFRAG ∼ 104 yr; e.g. Stamatellos & Whitworth 2008),
which makes observing the process difficult. However, observa-
tions of young protostellar multiples show separations consistent
with disc fragmentation (e.g. Tobin et al. 2016). Furthermore, nu-
merical simulations of disc fragmentation are able to reproduce the
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mass distribution and multiplicity statistics of low-mass stars and
brown dwarfs (e.g. Stamatellos & Whitworth 2009; Lomax et al.
2014, 2015; Lomax, Whitworth & Hubber 2015).
Accretion luminosity is the dominant source of radiative feedback
for young protostars. Calculations that include continuous radiative
feedback from accretion on to protostars produce discs, which are
too hot to fragment (e.g. Bate 2009; Krumholz 2006; Krumholz
et al. 2010; Offner et al. 2009, 2010). This supports the hypothesis
that disc fragmentation does not occur often. However, this hypoth-
esis is weakened by the observed luminosities of young protostars.
These are much lower than those predicted by continuous accretion
models. This is known as the luminosity problem (first noted by
Kenyon et al. 1990). This problem is alleviated by observational
evidence suggesting that protostellar luminosities are episodic. For
example, FU Ori stars exhibit luminosity outbursts, which last of
order decades (e.g. Hartmann & Kenyon 1996; Greene, Aspin &
Reipurth 2008; Peneva et al. 2010). Similarly, knots have been ob-
served in protostellar outflows, which have spacings suggestive of
episodic accretion (e.g. Reipurth 1989). Simulations which include
sub-grid models of episodic accretion demonstrate that significant
disc fragmentation may still occur if radiative feedback is episodic
(e.g. Stamatellos, Whitworth & Hubber 2011, 2012).
Inferring the physical properties of young protostars requires
matching their observables, for example, their spectral energy dis-
tributions (SEDs), with those of models. Great efforts have been
made to construct large catalogues of SEDs from model proto-
stars with realistic dust properties and varied protostar and disc
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parameters (e.g. Robitaille et al. 2006). Additionally, previous work
has modelled the observable features of embedded stars with vari-
able luminosity (e.g. Harries 2011; Johnstone et al. 2013). However,
in all these cases the stars are single, and there is growing observa-
tional and theoretical evidence that a large fraction of stars form as
multiples (e.g. Kraus et al. 2011; Holman et al. 2013; Bate 2014;
Lomax et al. 2015). Here, we simulate the observational signatures
of embedded protostellar multiple systems via a two-stage process.
First, we use smoothed particle hydrodynamics (SPH) to simu-
late the collapse and fragmentation of turbulent prestellar cores.
This uses an approximate on-the-fly radiative transfer method and
sink particles that have episodic luminosities determined by a sub-
grid model involving the magneto-rotational instability (Balbus &
Hawley 1991). Secondly, we post-process snapshots from the simu-
lations using a Monte Carlo radiative transfer algorithm to calculate
the dust emission and scattered light.
In Section 2, we detail the numerical methods used to perform
the calculations. In Section 3, we describe the initial conditions and
results of the SPH simulations. In Section 4, we define the parame-
ters of the radiative transfer calculations and describe their results.
In Section 5 ,we discuss the significance of these calculations, and
propose a methodology for using them to interpret the properties of
protostars from observations. Finally, we summarize our findings
in Section 6.
2 N U M E R I C A L M E T H O D
In this section, we outline the numerics of this work. Some of the
more technical issues are included as appendices. If the reader is
unconcerned with these details, we suggest they skip to Section 3.
2.1 Smoothed particle hydrodynamics
Core evolution is simulated using the SEREN ∇h-SPH code (Hub-
ber et al. 2011), with η = 1.2 and the Morris & Monaghan (1997)
formulation of time dependent artificial viscosity. SPH particles
have mass mSPH = 10−5 M, and the minimum mass for star for-
mation (∼3 × 10−3 M; see Whitworth & Stamatellos 2006) is
resolved with ∼300 particles. Gravitationally bound regions with
densities higher thanρSINK = 10−9 g cm−3 are replaced with sink par-
ticles. These use the NEWSINKS smooth accretion algorithm (Hubber,
Walch & Whitworth 2013). Sink particles have radius rSINK  0.2 au,
corresponding to the smoothing length of an SPH particle with den-
sity equal to ρSINK. The equation of state and the energy equation
are treated with the radiative transfer approximation described by
Stamatellos et al. (2007; hereafter SW07).
Episodic radiative feedback from sinks is also included. Each
sink has a variable luminosity, which follows the sub-grid episodic
accretion model described in Stamatellos et al. (2011; hereafter
SWH11). Here, the mass of a sink is split into its stellar mass M
and a mass attributed to an unresolved inner accretion disc (IAD)
MIAD. The total mass M = M + MIAD is used for all gravitational
force calculations in the simulations. Mass that accretes on to the
sink is added to MIAD. This mass is then transferred from the IAD
to the star via a low quiescent accretion phase, which is punctuated
by intense episodic outbursts. These outbursts almost completely
deplete the mass of the IAD. The mass transfer rate from the IAD
to the star is used to calculate the luminosity of a sink particle. The
parameters of this model (e.g. episode intervals and duration) are
based on calculations involving the magneto-rotational instability
by Zhu, Hartmann & Gammie (2009, 2010) and Zhu et al. (2010).
This produces sinks with low accretion luminosities, which briefly
increase by a couple of orders of magnitude every ∼104 yr. The
duration of each outburst is ∼2 × 102 yr.
2.2 Post-processing radiative transfer
2.2.1 Smoothed particle Monte Carlo radiative transfer
We perform post-process dust radiative transfer calculations on sim-
ulation snapshots using the SPAMCART Monte Carlo code (Lomax &
Whitworth 2016, hereafter LW16). The algorithm is a gridless adap-
tation of the Lucy (1999) method, designed to operate on smoothed
particles instead of uniform density cells. Here, the gas particles
from the simulation represent the dusty interstellar medium. The
sink particles are treated as isotropic point sources with luminosities
L given by the SWH11 model.1 We assume each sink has a black-
body SED determined by L and an assumed radius R = 3 M. In
addition, we include the local interstellar radiation field calculated
by Porter et al. (2008). The sources emit luminosity packets, which
propagate through the SPH density field until they escape the sys-
tem. The dust properties of the particles are defined and discussed
in Appendix A1.
The energy absorbed, per unit time, per unit mass of dust, for
a particle is estimated by summing the optical depth contributions
from luminosity packets, which pass through the particle’s smooth-
ing kernel,
˙Ai  j
mi
∑
j
κλj ςij . (1)
Here, j is the luminosity attributed to packet j, λj is its wavelength,
mi is the dust mass of particle i, ς ij is the column density along the
trajectory of packet j through particle i, and κλj is the dust absorption
opacity at λj.
The energy scattered, per unit time, per unit mass, per unit wave-
length can be estimated by summing packets with λj in the interval
[λ, λ + dλ]. Here,
˙Siλ dλ  j
mi
∑
j,dλ
σλj ςij , (2)
where σλj is the dust scattering opacity at λj. Note that we assume
dust scattering is isotropic. Additional features of the code, such as
dust sublimation and dealing with very high opacities, are discussed
in Appendices A2 and A3.
We generate synthetic images and spectra of dust emission and
scattered light by performing a ray trace for each pixel of a virtual
camera. We identify the collection of particles which are intersected
by a ray centred on and normal to the pixel. They are then sorted
is descending order of distance from the pixel. The intensity (or
surface brightness) Iλn at the pixel position is calculated iteratively
from i = 1 to n, where
Iλi = Iλi−1 exp(−χλ ςi) + jλi [1 − exp(−χλ ςi)]. (3)
Here, Iλ0 is the intensity of the background interstellar radiation
field, χλ ≡ κλ + σλ is the dust mass extinction at λ, and ς i is the
column density along the ray through particle i. The source function
1 We note that the assumption of isotropy is a simplification. In nature, the
protostars have IADs, which focus emergent radiation towards the protostel-
lar poles. This anisotropy is further increased by the presence of protostellar
jets, which are not modelled here. We comment on this further in Section 5.2.
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jλi is given by
jλi = 1
χλ
[
Bλ(Ti) κλ +
˙Sλi
4π
]
, (4)
where Bλ(T) is the Planck function and Ti is found by inverting the
equation
˙Ai = 4 σSB κ¯P(Ti) T 4i . (5)
Here, σSB is the Stefan–Boltzmann constant and κ¯P(T ) is the Planck
mean mass absorption coefficient. Images are constructed using a
quadtree of rays. We adaptively refine the image plane until every
particle has at least one ray with an impact parameter shorter than
its smoothing length. In most cases, the intensity maps refine down
to length scales 0.1 au, which allows us to resolve the sublima-
tion radii of most protostars. We note that these intensity maps can
display visible pixelation in low-intensity regions. This is a nec-
essary trade-off; if the maximum resolution was applied over the
entire area, most of the maps presented here would be made up of
roughly 109 pixels. Storing and processing this large a quantity of
data is impractical, given that we want to generate a large number
of multi-wavelength data cubes. Direct starlight from sink particles,
attenuated by dust, is added to the image after calculating the dust
emission and scattered light.
2.3 Code benchmark
Performing benchmarks for radiative transfer codes is often difficult.
In most cases, multiple codes must be tested against each other in
a labour-intensive study (e.g. Bisbas et al. 2015; Gordon et al.
2017). We acknowledge that this should be examined in future
work. Here, instead, we perform a benchmark that demonstrates the
code’s ability to reproduce Kirchoff’s law of thermal radiation. This
benchmark is discussed in detail in Appendex B. We show that when
an object (in this case, a non-spherically symmetric distribution of
particles) reaches thermal equilibrium with a blackbody radiation
field, the object is indistinguishable from the background. This
applies for all viewing directions. When the background radiation
field is that of a diluted blackbody, the object casts a silhouette
against the background at short wavelengths, and glows relative to
the background at long wavelengths.
3 SPH SIMULATIONS
3.1 Initial conditions
We run three simulations of prestellar cores, one with the ini-
tial conditions taken from Lomax et al. (2015), and two chosen
from the ensemble generated by Lomax et al. (2014). We apply a
turbulent velocity field with a thermal mix of solenoidal to com-
pressive modes and a P(k) ∝ k−4 power spectrum. The core den-
sity profile is that of a critical Bonner–Ebert sphere.2 The masses,
sizes, and non-thermal velocity dispersions of the cores are given in
Table 1 . The core parameters are chosen because (i) they are similar
to some of the observed cores in Ophiuchus, (ii) the masses roughly
span the dynamic range observed in nearby young star-forming re-
gions, and (iii) previous simulations, similar to these, produce more
than one embedded protostar. We note that the setups are cherry-
picked for their high multiplicities and the results should not be
2 We simply use the density profile of a critical Bonner–Ebert sphere. The
cores are neither isothermal, nor in hydrostatic equilibrium.
Table 1. Core masses, MCORE, radii, RCORE, and non-thermal velocity disper-
sions, σNT. The parameters of Core A are taken from Lomax et al. (2015).
Cores B and C are chosen from the ensemble generated by Lomax et al.
(2014).
Core MCORE (M) RCORE (au) σNT (km s−1)
A 2.9 3100 0.44
B 1.0 3200 0.10
C 0.5 2400 0.22
Table 2. The number of protostars, N, and their masses, M, formed in
each core simulation.
Core N M [M]
A 5 0.68, 0.56, 0.54, 0.44, 0.02
B 7 0.44, 0.09, 0.07, 0.06, 0.05, 0.01, 0.01
C 4 0.04, 0.03, 0.02, 0.02
used to make statistical arguments. The simulations are terminated
at t = 2 × 105 yr, by which point accretion on to the protostars has
ceased. This corresponds to the crossing time of cores in Ophiuchus,
estimated by Andre´ et al. (2007).
3.2 Results
Here, we provide a brief overview of the evolution of each core.
The number of protostars formed in each core simulation, along
with their masses, is given in Table 2 . Intensity maps and SEDs
highlighting the evolution Cores A, B, and C are given in Figs 1, 2,
and 3, respectively.
3.2.1 Core A
Due to the strong turbulent velocity field, Core A fragments simul-
taneously into three protostars at t ≈ 1.0 × 104 yr. These quickly
assemble into a triple system, attended by a circumsystem accretion
disc. A fourth protostar forms via a gravitational instability in one
of the accretion flows on to the disc at t ≈ 1.5 × 104 yr. The pro-
tostar quickly merges with the triple system to form a twin binary
quadruple system. Additionally, gravitationally unstable material
within the circumsystem disc fragments into a fifth object at t ≈
1.7 × 104 yr. This object accretes very little mass and is ejected from
the system at t ≈ 3.0 × 104 yr. The final system configuration is a
twin binary quadruple system, composed of four proto-K-dwarfs,
and an ejected proto-brown dwarf. By t = 2 × 105 yr, 75 per cent of
the original core mass has accreted on to the protostars.
3.2.2 Core B
Core B collapses into a single protostar at t ≈ 3.0 × 104 yr. A second
protostar forms via disc fragmentation at t ≈ 5.0 × 104 yr, producing
a binary system with a circumbinary disc. At t ≈ 6.0 × 104 yr, the
disc fragments into a further five protostars. Two of these merge
with the binary to form a twin binary quadruple of brown dwarfs.
Later in the simulation, the other three objects are ejected as a
single brown dwarf and a binary pair of brown dwarfs. By t ≈
2 × 105 yr, 70 per cent of the original core mass has accreted on to
the protostars.
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Figure 1. Synthetic observations of Core A. From the left- to right-hand side, the columns show snapshots at t = 1.0, 1.5, 1.7, and 3.0 × 104 yr. The top row
shows the unconvolved 350 μm intensity integrated along a fixed line of sight. The edge-length of each frame is 1300 au. The bottom row shows an ensemble
of source SEDs, seen through one hundred randomly chosen lines of sight. The solid lines show the full SEDs and the dashed segments show the SEDs after
the CMB has been subtracted. The short wavelength component of the SEDs (0.3  λ  3 μm) is predominantly scattered light from the interstellar radiation
field.
Figure 2. As Fig. 1, but for Core B at t = 2.0, 4.0, 5.0, and 6.5 × 104 yr. The edge length of each map is 700 au.
3.2.3 Core C
Core C collapses into a single a protostar at t ≈ 2.0 × 104 yr.
Three more protostars form via disc fragmentation between t ≈
2.2 and t ≈ 2.3 × 104 yr. The protostars settle into a twin bi-
nary quadruple (four brown dwarfs) by t ≈ 3.0 × 104 yr. By t ≈
2 × 105 yr, 25 per cent of the original core mass has accreted on to
the protostars.
4 POST-PROCESSI NG RADI ATI VE TRANS FER
4.1 Calculation parameters
For each core, we post-process 400 snapshots linearly spaced in
time with an interval of 100 yr. The ranges of these time series
are shown by the x-axes in Fig. 4. Each time series is limited to
4 × 104 yr in order to reduce computational expense.
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Figure 3. As Fig. 1, but for Core C at t = 1.7, 2.2, 2.3, and 3.0 × 104 yr. The edge length of each map is 300 au.
Figure 4. Apparent luminosities of Core A, Core B, and Core C (for the left- to right-hand side) as a function of simulation time. The three lines show the
15th, 50th, and 85th centile values, seen through one hundred randomly chosen lines of sight. The colour scale shows the protostellar age, i.e. the age of the
system where t = 0 marks the formation of the first sink particle.
For each of these calculations we inject 106 equal-luminosity
packets into the system from point sources, and 106 luminosity
packets into the system from the external radiation field. We iterate
the calculation five times, after which the total luminosity from dust,
i.e.
∑
iAi mi for all particles, has converged to within a few percent.
For each post-processing calculation, we generate intensity maps
from 100 random viewing directions, at 100 wavelengths equally
spaced logarithmically in the range 10−1 μm ≤ λ ≤ 104 μm. Each
intensity map covers a 1500 au square centred on the particle en-
semble’s centre of mass. We generate SEDs for each line of sight
by integrating over the image plane at each wavelength.
4.2 Results
4.2.1 Photometry
Fig. 4 shows the apparent luminosity of Core A, Core B, and Core
C as a function of time, where
L =
∞∫
0
Lλdλ ;
Lλ = 4π
∫
A
Iλ dA. (6)
Here, A is the surface area of the map, which is equivalent to the solid
angle subtended on the sky, multiplied by the distance to the source
squared. Note that L varies with viewing angle unless the source is
isotropic or completely optically thin. The three lines in each plot of
Fig. 4 show the 15th, 50th, and 85th centile values of L from multiple
viewing angles as a function of time. The large peaks every ∼104 yr
show the episodic outburst events. In general, these are much more
frequent from more massive protostars. Between accretion bursts,
the apparent luminosity depends strongly on viewing angle. The
sources can easily appear 3–10 times more or less luminous than
they really are. During an outburst, the variation with viewing angle
is greatly reduced. This is because the increased stellar luminosity
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Figure 5. Apparent luminosities of Core A, Core B, and Core C (from the left- to right-hand side) plotted against infrared colour. Here, we define colour as
the amount of luminosity in a Herschel-like band (55 ≤ λ ≤ 672 μm) over that in a Spitzer-like band (3 ≤ λ ≤ 180 μm). In each plot, the coloured points
show the data related to the specific core. Data for the remaining two cores are shown in grey to provide a comparison. The colour scale shows the protostellar
age and is the same as in Fig. 4 .
clears out a sublimation radius of ∼2 au (see Appendix A2) around
the star, allowing radiation to escape easily in many directions.
We note that in most cases, disentangling the apparent luminosity
of each individual star is difficult as the direct stellar radiation is
almost entirely reprocessed by the surrounding dust.
The protostars in Core A settle to a median total luminosity3
of L ∼ 1034 erg s−1, roughly 3 × 104 yr after the formation of
the first protostar (L = 3.8 × 1033 erg s−1). By this point, the
four most massive protostars contribute approximately 40 per cent,
20 per cent, 20 per cent, and 20 per cent of the total system luminos-
ity. Over this time period, twelve episodic outbursts, each lasting
102 yr, temporarily raise the system luminosity by three orders of
magnitude. The protostars in Core B settle to a median total lumi-
nosity of L ∼ 1033 erg s−1 after 3 × 104 yr. Here, the six most mas-
sive stars contribute 70 per cent, 13 per cent, 8 per cent, 4 per cent,
3 per cent, and 2 per cent of the total luminosity. Eight episodic out-
bursts occur during this period. The protostars in Core C reach a
median total luminosity of L ∼ 1032 erg s−1 within 104 yr. Here, the
four most massive protostars contribute approximately 40 per cent,
20 per cent, 20 per cent, and 20 per cent of the total luminosity. Only
one episodic outburst occurs during this period.
Fig. 5 shows the colour–luminosity diagram for each protostellar
system, over all times and viewing angles. Here, we define colour
as the amount of luminosity in a Herschel-like band (55 ≤ λ ≤
672 μm) over that in a Spitzer-like band (3 ≤ λ ≤ 180 μm). We
refer to objects with low values of LHERSCHEL/LSPITZER as blue, and
those with high values as red.
During the prestellar phase, each core has a low luminosity and is
relatively red. As protostars form within the cores, the system move
on to a main track where they appear more blue and luminous the
closer they are to being viewed face on. Secondary tracks appear
above the main track during episodic outbursts. While all three cores
share these features, Core A has a bluer and more luminous main
track than Core B, which has a bluer and more luminous main track
than Core C.
3 Here, the median value is similar to the direction-averaged mean value (i.e.
the true luminosity) to within a factor of a few. However, unlike the mean,
the median is less sensitive to statistical outliers. In most cases, the median
is less than the mean value.
4.2.2 Spectral features
Figs 1, 2, and 3 show 350 μm specific intensity maps and SEDs
for Cores A, B, and C, respectively. All of the SEDs display some
common features. At wavelengths 103 ≤ λ ≤ 104 μm, the radiation
is primarily from the cosmic microwave backgrounds (CMB). The
radiation at wavelengths 10−1 ≤ λ ≤ 101 μm is mostly scattered
light from the interstellar radiation field.4 In between these bands,
the radiation is predominantly dust emission from the core envelope
and/or protostellar discs. This varies strongly from source to source
as well as over time and through different viewing angles. We note
that in the majority of cases, luminosity packets from protostars
undergo 104 to 106 absorption/reemission or scattering events before
they escape the system. Therefore the SED shape of the protostellar
photosphere makes almost no contribution to the full system SED.
During the prestellar and very early protostellar stages of the
simulations, i.e. where a protostar has formed but accounts for
10 per cent of the total mass, the dust emission from all three
cores resembles a [T ∼ 15 K, β ∼ 2] modified blackbody. Here, the
source is only bright at wavelengths 102  λ  103 μm. The SED
is only weakly dependent on viewing angle because the protostars
are still embedded in dense clumps with some degree of spher-
ical symmetry. Short wavelength emission is degraded to longer
wavelengths in all directions. As the protostars evolve over the next
∼104 yr (during which secondary protostars also form via disc frag-
mentation), they heat nearby dust and become bright at wavelengths
10  λ  102 μm. As these systems are roughly coplanar, most of
the radiation can only escape at angles close to the rotational axis
of the system. Systems with sufficiently luminous embedded pro-
tostars also emit significant amounts of radiation at wavelengths
1  λ  10 μm. This is seen strongly in Core A and moderately in
Core B.
The systems described here are naturally dynamic and their mor-
phologies can change dramatically over the course of 104 yr. For
example, Core C quickly transitions from an unstable disc around
a single protostar to a stable quadruple system. While these events
do not necessarily produce an obvious tracer in the SEDs, they
4 Note that the jagged features in the SED are caused by the wavelength
binning of scattered luminosity packets during the calculation. This bin size
can be reduced at the cost of introducing greater statistical noise.
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can occasionally produce some unusual spectra. In Core A (see the
last frame of Fig. 1), the final quadruple system forms during an
event where a relatively discless protostar destroys the disc of an-
other, forming a binary system. This allows emission from hot dust
near the two protostars to escape without being reprocessed by a
cool disc. The result of this is a sustained spike in the emission at
λ  10 μm. Another peculiar spectrum is observed in Core B (see
the last frame of Fig. 2). Here, the system is in a dynamically un-
stable state and radiation with λ  10 μm from dust around one of
the objects is more easily observed from an edge on viewing angle
than it is face on.
4.2.3 Viewing angle case study
Once a disc has formed, the apparent luminosity of the protostars
usually varies strongly with viewing angle. Here, we perform a
case study by examining the SEDs of a snapshot (Core A; t =
1.7 × 104 yr), shown in Fig. 6. A face-on intensity map of this
object is shown in Fig. 1. First, we identify the principle axes of the
Figure 6. SEDs from Core A at t = 1.7 × 104 yr. The top frame shows
the full SED with the inclination angle θ indicated by the colour scale.
Note, |cos θ | = 1 corresponds to an approximately face-on view, cos θ = 0
corresponds is an approximately edge-on view. The bottom frame shows
the apparent luminosity as a function of inclination angle. Here, the colour
scale shows the infrared colour, as defined in Fig. 5.
system by calculating the inertia tensor for the ensemble of SPH
and sink particles. For a flatted rotating object (e.g. a disc), the
eigenvector with the largest eigenvalue roughly corresponds to the
rotation axis. We define the inclination angle θ as the angle between
the this direction and SED viewing angle.
We show that, similar to single protostars, the apparent luminosity
of the protostellar system is strongly correlated with the viewing
angle. In this case, the luminosity when viewed face-on is up to an
order of magnitude greater than that when viewed edge-on. There
is some scatter in the luminosity–angle relationship, which is most
likely due to (i) non-axisysmmetric variations in the plane of the
system, and (ii) possible deviations between the principle axis and
the true axis of rotation. We find that the colour of the system
is also strongly correlated with the viewing angle. For observed
objects where the apparent luminosity, colour and inclination angle
are known, this provides a useful tool for estimating its average (or
true) luminosity.
4.3 Comparison of radiative transfer methods
The SW07 radiative transfer approximation and the Monte Carlo
approach used by SPAMCART differ considerably. We discuss these
differences in detail in Appendix C. In summary, the SW07 method
usually calculates temperatures similar to SPAMCART. The main ex-
ception is within the inner 70 au of protostellar discs. Here, the
SW07 method calculates temperatures, which are roughly an or-
der of magnitude greater than those from SPAMCART. Analytical and
numerical calculations of disc fragmentation (e.g. Whitworth &
Stamatellos 2006; Clarke 2009; Stamatellos & Whitworth 2009)
strongly suggest that disc fragmentation should occur outside this
radius. We further note that the high inner-disc temperatures can
only suppress fragmentation in these regions. The hypothesis that
most brown dwarfs and very low mass stars are formed via disc
fragmentation (e.g. Lomax et al. 2014, 2015) is therefore not un-
dermined by the inaccuracy of the temperature calculation in the
SW07 method.
5 D I SCUSSI ON
The SPH simulations here, along with other work (e.g. Lomax
et al. 2014, 2015) challenge the notion that solar-type and low-mass
stars have a simple evolutionary progression from prestellar cores
to main-sequence stars. Under the conventional model, a prestel-
lar core collapses to form a single class 0 protostar (e.g. Andre,
Ward-Thompson & Barsony 2000). A circumstellar disc forms and
material steadily accretes on to the protostar through the class I,
class II, and class III phases, after which the star progresses on to
the main sequence (e.g. Lada 1999). We suggest that, since cores
are turbulent, they frequently fragment into multiple objects. Once
this occurs, N-body processes and anisotropic accretion can produce
protostellar multiple systems with separations, s 1 au, and highly
varied morphologies. This makes interpreting observations difficult
as there is a significant chance that one or more protostars will be in
the same telescope beam. This is even true for powerful interferom-
eters such as the Very Large Array (VLA) and the Atacama Large
Millimetre Array (ALMA).
5.1 SED fitting methodology
It may be possible to use simulations to address difficulties in fit-
ting model protostars to observations. For simplicity, we will discuss
only protostellar SEDs. If we consider a protostellar system with
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parameters θ (e.g. number of objects, primary/secondary luminos-
ity, primary/secondary disc mass, and circumstellar disc mass, etc.),
the posterior probability of θ , given some observed data D, is given
by Bayes’ theorem,
P (θ |D) = P (D|θ ) P (θ )
P (D) . (7)
Here, P (D|θ ) is the likelihood of D, given θ , P (θ ) is the a priori
probability of θ and P(D) is a normalization constant such that in-
tegral of P (θ |D) over all θ is equal to one. Two difficulties arise
from this analysis. First, the number of dimensions in θ -space can
be arbitrarily large. For example, Robitaille (2017) defines a single
protostar using a parameter space with at least seven dimensions.
This scales superlinearly with number of possible objects you per-
mit in a multiple system, for example, a quadruple system under this
model has at least 28 parameters. If the prior distribution is uninfor-
mative (usually uniform or log-uniform between upper and lower
limits along each dimension), then the number of sampling points
required to cover the parameter space increases geometrically with
each additional object. Secondly, fits to protostellar SEDs are often
degenerate. A notable example of this is the degeneracy between
disc mass and temperature caused by the Rayleigh–Jeans tail of the
Planck function.
Both of these issues can be addressed by performing a large
number of core simulations, with initial conditions representative
of star-forming regions (e.g. Lomax et al. 2014), and using the
results as an informative prior. First, we run m simulations and
take n snapshots from each. We post-process each snapshot p times
from different random viewing directions. This produces N = m n p
synthetic observations, each with θ j which is measured from the
snapshot. Here, θ j is effectively sampled from a prior probability
distribution defined by the suite of simulations. A posterior prob-
ability distribution can be estimated by calculating χ2 likelihoods
for each θ j , which, in turn, can be used to estimate parameter ex-
pectation values.
Performing an analysis using this method eliminates the need to
explicitly set up an arbitrarily large parameter space with an as-
sociated prior distribution. Furthermore, the simulation parameters
are hyperparameters (i.e. parameters of the prior distribution) of
the posterior distribution. This helps to lift degeneracies in SED
fits; when the likelihood is unable to discriminate between degen-
erate combinations of parameters, the posterior is determined by
the simulations instead. However, the hyperparameters are likely to
have an affect on the posterior. The simulations presented here have
caveats and limitations (discussed in Section 5.2), which would
inevitably affect this analysis. We therefore stress that this method-
ology must be repeated as the state of the art (e.g. sophistication of
numerical models and available computing resources) progresses.
Furthermore, statements from any Bayesian analysis are entirely de-
pendent on the model used. We envisage that comparing the results
of this analysis with multiple models would have one of two main
outcomes. First, ideally, the results may vary little when different
models are used. This allows us to confidently place constraints
on the physical properties of protostars. Secondly, the results may
deviate when different models are used. While this is less ideal than
the first case, it still provides a means of quantitatively comparing
the outcomes of different models, given observations. This may aid
further research in eliminating or reconciling various models.
Such an analysis requires a much larger suite of simulations
than that presented here. This is numerically feasible, given that
each simulation unit, i.e. an SPH simulation plus 4 × 104 synthetic
observations, requires ∼4 × 104 CPU hours on current hardware.
Scaling this up to, say, 100 units is easily achievable over a year with
large computing clusters, for example, the Distributed Research
utilizing Advanced Computing (DiRAC) supercomputing facilities.
5.2 Caveats
We have presented a sophisticated suite of numerical simulations,
which follow the observational properties of protostellar multiple
systems over time. However, there are some important caveats we
must address.
The resolution of the SPH simulations matches the requirements
of modelling the hydrodynamics and self gravity of star forma-
tion. These do not necessarily match the requirements of mod-
elling full radiative transfer through the ISM. The method presented
here conserves photons exactly during the temperature calculations.
However, the ray-tracing method used to generate the synthetic
observations is approximate. In regions with extreme temperature
gradients (e.g. in the vicinity of sinks), lack of resolution can cause
the ray-trace to overestimate the intensity (and hence luminosity)
by 30–50 per cent.
The interstellar radiation field is assumed to be isotropic and
unattenuated by the core’s parent molecular cloud. It is therefore
only a rough estimate of the external heating. In nature, the strength
of this term varies from region to region. For deeply embedded
starless cores, the radiation field is attenuated by dust. Conversely,
starless cores near high-mass stars have a greater degree of heating.
However, once a protostar forms, it quickly becomes the domi-
nant heating source for the core. Here, effect of the background on
integral quantities, such as luminosity and colour, is negligible.
We have not modelled jets in the SPH simulations. This means
that there are no cavities in the core envelopes above and below the
protostellar poles. As a result, there may be less mid-infrared energy
in the face-on system SEDs than there should be. A sub-grid model
of protostellar jets (P. Rohde and S. Walch, private communication)
is in development for the GANDALF SPH code (Hubber, Rosotti &
Booth 2018) and will be included in future studies.
We use a single dust model throughout the density field, which
does not account for polycyclic aromatic hydrocarbons (PAHs) or
large coagulated dust grains with icy mantles (e.g. Ossenkopf &
Henning 1994). We also assume that the dust-to-gas mass ratio is
fixed outside dust sublimation regions. Modelling the evolution and
dynamics of dust is complicated (e.g. Hubber et al. 2018; Ragusa
et al. 2017) and will need to be considered in future.
The SWH11 model assumes that a protostellar photosphere is a
blackbody with a variable luminosity and a fixed radius. The lumi-
nosity is sensitive to the sub-grid accretion model, the parameters
of which have weak observational constraints (see SWH11 and ref-
erences therein). When applying these models to SED fitting, the
luminosity should not be interpreted as a proxy for stellar mass or
accretion rate.
6 SU M M A RY
We have presented synthetic observations of three protostellar mul-
tiple systems at different points in time, viewed from different an-
gles. The gas dynamics of the systems are modelled using SPH,
and the synthetic observations are generated using the SPAMCART
post-processing Monte Carlo radiative transfer code. These are the
first synthetic observations of protostars, which take into account
episodic accretion and multiplicity. We note that we have modified
SPAMCART so that it now accounts for dust scattering and extremely
optically thick objects, such as protostellar discs. The SPAMCART code
MNRAS 475, 1696–1707 (2018)Downloaded from https://academic.oup.com/mnras/article-abstract/475/2/1696/4793254
by Cardiff University user
on 16 February 2018
1704 O. Lomax and A. P. Whitworth
makes full use of the detailed SPH particle distribution and we are
able to resolve spatial scales r  0.1 au, which is equivalent to the
dust sublimation radii of protostars.
There is a growing amount of observational and numerical evi-
dence indicating that many stars begin their lives in multiple sys-
tems. This suggests that studies which attempt to infer the physical
properties of observed protostars using single star models may be
inappropriate. We propose a Bayesian methodology, based on an ex-
pansion of the calculations presented here, that can be used to infer
the physical properties of potentially multiple protostellar systems.
We plan to undertake this project in the near future.
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A P P E N D I X A : N U M E R I C A L T R E AT M E N T O F
DUST RADI ATI VE TRANSFER
A1 Dust properties
We use the values of κλ, σλ, and mean scattering cosine gλ derived
by (Li & Draine 2001). The dust is a mixture of carbonaceous
and amorphous silicate grains, with a size distribution following
Weingartner & Draine (2001) at Rv = 5.5, and a dust-to-gas mass
ratio of one percent. We simplify the treatment of dust scattering by
approximating the scattering phase function pλ(cos θ ) with a linear
combination of isotropic scattering and pure forward or backward
scattering. Here,
pλ(cos θ ) =
⎧⎪⎨
⎪⎩
1
2 (1 − gλ) + 2 gλ δ(cos θ − 1), gλ > 0;
1
2 (1 + gλ) − 2 gλ δ(cos θ + 1), gλ < 0;
1
2 , gλ = 0,
(A1)
where −1 ≤ cos θ ≤ 1. This phase function can be implemented in
a numerical code when we note that the delta function component
represents a modification to the local scattering mean free path lλ,
i.e.
l′λ =
∞∑
n=0
lλ g
n
λ =
lλ
1 − gλ . (A2)
We may therefore model scattering as a completely isotropic process
by defining a replacement set of optical properties:
σ ′λ ≡ (1 − gλ)σλ;
κ ′λ ≡ κλ;
g′λ ≡ 0. (A3)
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A2 Dust sublimation
We assume that dust sublimation occurs at temperatures above
TSUB = 1000 K. We reduce the dust-to-gas mass ratio for each parti-
cle by a factor ai, which is calculated from NNEIB neighbours,
ai =
NNEIB∑
j=1
mj
h3i ρi
w(r ij ) max[H (TSUB − Tj ), ]. (A4)
Here, h is the particle smoothing length, ρ is the particle density,
w(r) is the smoothing kernel function, H(T) is the Heaviside step
function, and  is the smallest floating point number where 1 +  > 1
(  2 × 10−16 for 64 bit floating point variables). This ensures that
ai ∼= 1 if Tj < TSUB is true for all neighbouring particles and ai ∼= 
if Tj ≥ TSUB for all neighbours.
A3 Modified random walk
In very optically thick regions, such as the mid-planes of discs, the
mean free path of the luminosity packets may be several orders of
magnitude smaller than the local particle smoothing length. In these
situations, following the full trajectory of the packet is prohibitively
expensive. We address this by using the modified random walk
(MRW) algorithm, originally presented by Min et al. (2009) and
simplified by Robitaille (2010).
In its original form, the MRW moves packets through grid cells,
which have uniform Planck inverse mean volume opacity, χ¯VOL =
ρ χ¯INV(T ), where
χ¯INV(T ) =
∞∫
0
Bλ(T ) dλ
∞∫
0
χ−1λ Bλ(T ) dλ
. (A5)
Here, a packet, which has diffused to some distance rMRW from its
origin r0, has a total random walk length
sRW = − ln y
( rMRW
π
)2
3 χ¯VOL, (A6)
where y is found by numerically inverting the equation,
R = 2
∞∑
n=1
(−1)n+1 yn2 , (A7)
and R is randomly drawn from the uniform distribution in the
interval [0, 1]. In practice, a packet is moved a distance rMRW (within
the same cell) from r0 to r1 with a random isotropic direction rˆ . The
distance sRW is used instead of rMRW to update the energy absorption
rate. In order to apply this method here, we must (i) formulate a
column density equivalent of equation A6 and (ii) and account for
inhomogeneity of χ¯VOL(r) within a smoothed particle ensemble.
During a MRW step, a packet moves some number of mean
free paths τMRW. The relationship between τMRW and distance rMRW is
defined as
τMRW =
∫
C
χ¯VOL(r) ds, (A8)
where C is the line segment,
r = r0 + s rˆ, 0 ≤ s ≤ rMRW. (A9)
Here, a solution for rMRW given τMRW is found using the modified
Newton–Raphson method detailed by LW16.
We perform a MRW step from r0 to r1 if the local mean free path
χ¯−1VOL(r0) is a factor of a few less than the local smoothing length
h(r0). Our choice of τMRW depends on the local environment:
τMRW = min
(
h(r0) χ¯VOL(r0), χ¯VOL(r0)
2
2 ‖∇χ¯VOL(r0)‖
)
. (A10)
The first term on the right-hand side ensures that rMRW  h(r0); the
second terms attempts to keep rMRW finite for all values of rˆ . The
quantities h(r0), χ¯VOL(r0), and ∇χ¯VOL(r0) are estimated using SPH
scatter calculations. We pick a random rˆ , calculate rMRW, and move
the packet to position r1 = r0 + rMRW rˆ . The energy absorption and
scattering rates of particles intersected by the path (see equation 1
and 2) are updated,
˙Ai → ˙Ai +Wi
(
sRW
rMRW
)
j
mi
κP(Ti) ςij ,
˙Siλ dλ → ˙Siλ dλ +Wi
(
sRW
rMRW
)
j
mi
σP(Ti, λ, dλ) ςij .
(A11)
Here, σP(T , λ, dλ) is the partial Planck mean mass scattering coef-
ficient,
σP(T , λ, dλ) =
λ+dλ∫
λ
σλ′ Bλ′ (T ) dλ′
∞∫
0
Bλ′ (T ) dλ′
. (A12)
The expression (sRW/rMRW) is found by rearranging equation A6 and
replacing rMRW χ¯VOL with τMRW from equation A8, i.e.(
sRW
rMRW
)
= − ln y 3 τMRW
π2
. (A13)
We include a weighting term Wi which takes into account the
variation in volume opacity along the random walk. Here,
Wi = ρi χ¯INV(Ti)
∑
k
χ¯P(Tk) ςkj
∑
k
ρk χ¯INV(Tk) χ¯P(Tk) ςkj
, (A14)
where k are the indices of all intersected particles and χP(T ) is the
Planck mean mass opacity coefficient. This term makes sure that the
share of sRW assigned to each particle is proportional to the volume
opacity of each particle. In regions with roughly homogeneous
volume opacity,Wi is approximately equal to one.
APPENDI X B: K I RCHOFF’S LAW
B E N C H M A R K
An object in radiative equilibrium with a uniform blackbody back-
ground radiation field, IλBG = Bλ(TBG), should have temperature TBG.
This becomes apparent by stating that the energy absorption rate at
on the surface of the object A equal to the emission rate E , where
A = π
∫
A
∞∫
λ=0
IλBG αλ dλ dA ;
E = π
∫
A
∞∫
λ=0
Bλ(TOB) λ dλ dA. (B1)
Here, αλ and λ are the absorptivity and emissivity, respectively,
and TOB is the surface temperature of the object. Kirchoff’s law of
thermal radiation states αλ = λ. If IλBG = Bλ(TBG), then TOB must
equal TBG in order to satisfy the conditionA = E . Furthermore, the
intensity at the object’s surface IλOB is equal to IλBG and the object
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Figure B1. The left-hand panel and centre frames show the 35 μm intensity maps of the cuboid in Field A (left-hand panel) and Field B (centre panel), offset
from its principle axes by 45◦. The edge-length of both frames is 1300 au. The right frame shows the SED of the cuboid in Field A (black solid lines) and Field
B (multicoloured lines) along with a 300 K blackbody SED diluted by a factor of 10−4. The colour scale shows the angle between the long axis of the cuboid
and the direction normal to the viewing plane. When the cuboid is viewed along the long axis, |cos θ | = 1; when the long axis is parallel to the plane of the sky,
cos θ = 0. Note that the solid black line is actually 30 overlaid SEDs, which are indistinguishable on this plot.
is indistinguishable from the background. Note that in this exam-
ple we have omitted the directional dependence from the terms to
simplify the equations; the above still holds if directional depen-
dence is included. If we dilute the background radiation field, i.e.
IλBG = d Bλ(TBG), where d < 1, then TOB < TBG. This will result in
short-wavelength radiation being absorbed and reemitted at longer
wavelengths. The effect of this on the SED of an object is difficult to
predict quantitatively without numerical calculations, however we
should see a reduction in the background SED and a second peak
at a longer wavelengths than the background.
We re-examine the test of Kirchoff’s law presented by LW16.
The original test demonstrated that SPAMCART adheres to Kirchoff’s
law when a spherically symmetric distribution of particles is irradi-
ated. Here, we perform a similar test, but with a non-spherically
symmetric distribution of particles. We construct a cuboid of
2 × 105 SPH particles, with total mass 2 M and dimensions
2000 × 1000 × 1000 au. This is illuminated by two background
fields: Field A, which has the SED of an undiluted 30 K blackbody;
and Field B with has the SED of a 300 K blackbody, diluted by a
factor of 10−4. In each case, the field is simulated using 106 lumi-
nosity packets and five iterations. The SEDs and intensity maps are
constructed for 30 random viewing angles.
Fig. B1 shows example intensity maps and the SEDs of the il-
luminated cuboids. The two maps show the intensity at 35 μm.
With Field A, the surface of the cuboid has the same intensity as
the background, modulo fluctuations of about 20 per cent. At these
wavelengths, the path through the cuboid corresponds to 30–60 op-
tical depths. Most of the emission associated with the cuboid is
generated from the outermost layer of SPH particles only. At wave-
lengths closer to the peak emission – say, 200 μm – the intensity
fluctuations relative to the blackbody background are 1 per cent.
The SEDs for all 30 viewing angles are indistinguishable from a
30 K blackbody. With Field B, the cuboid casts a silhouette over
the background at 35 μm. The edges of the cuboid are warmer
than the faces (the corners warmer still) because they are heated
from multiple directions. The SEDs show that the cuboid reduces
the flux arriving from the background radiation field. This is most
pronounced when the long axis of the cuboid is parallel to the im-
age plane. The absorbed emission is reemitted by the cuboid at
∼70 μm, where it is noticeably brighter than the background. In
summary, the numerical results from SPAMCART are in agreement
with our predictions based on Kirchoff’s law.
A P P E N D I X C : C O M PA R I S O N O F R A D I ATI V E
T R A N S F E R M E T H O D S
The Monte Carlo radiative transfer calculations presented here differ
significantly from the SW07 radiative transfer approximation used
in the SPH simulations. Here, we provide a brief discussion of these
differences. The SW07 method approximates radiative cooling and
heading rates by assuming that each particle is embedded in a poly-
tropic pseudo-cloud. The physical properties of the pseudo-cloud
are tuned to the density, temperature, and gravitational potential
at the particle position. This is used to calculate a mass-weighted
exit optical depth from the pseudo-cloud, which is, in turn, used to
estimate the amount of radiative shielding affecting the heating and
cooling rate of each particle. Table C1 gives a brief comparison of
the physical assumptions used in SPAMCART and the SW07 method.
Fig. C1 shows the distribution of particle temperatures from a
snapshot of Core A. Here, we have plotted temperatures calculated
using SPAMCART and using the SW07 method. We note a number of
differences in the temperatures. First, for the material within 70 au
of sinks (i.e. accretion discs), the SW07 temperatures can be roughly
an order of magnitude greater than the SPAMCART temperatures. This
is because the SW07 method assumes spherical symmetry and there-
fore material cannot cool as efficiently as it physically should in the
Table C1. A brief summary of the physical assumptions used in the SPAM-
CART code compared with those used in the SW07 method.
SPAMCART SW07
Time
dependence.
Equilibrium calculation. Assumes
thermalization
time-scale.
Geometric
assumptions.
None. Spherical symmetry.
Heating
sources.
Radiation from stars and
background radiation field,
scattered and
absorbed/reemitted by dust.
Background
temperature. Quartic
sum of interstellar
backgound (T = 10 K)
and local stellar
temperature (T ∝
r−2). Heating from
P dV work done.
Opacity
sources.
Dust (Li & Draine 2001;
Weingartner & Draine 2001).
Dust and gas (Bell &
Lin 1994).
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Figure C1. Temperature versus x-coordinate for Core A at t = 1.7 × 104 yr.
The purple points show the temperatures calculated during the SPH sim-
ulations using the SW07 method. The green points show the temperatures
calculated using SPAMCART. The two frames show the distribution at two
different spatial scales.
presence of strong density gradients. Secondly, the distribution of
temperatures in the inner core envelope (R 3000 au) is more varied
in the SPAMCART calculations than SW07. This is due to SPAMCART
fully modelling anisotropies in the local radiation field (plus a small
level of statistical noise). Finally, The SPAMCART temperature at the
core boundary is a roughly 15 K, whereas the SW07 temperature is
10 K. This is due to differences in the Porter et al. (2008) radiation
field used in SPAMCART and the assumed 10 K radiation field used by
SW07.
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