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Abstract
Let λ ∈ Q∗+ and consider a multivalued formal function of the type
ϕ(s) :=
k∑
j=0
cj(s).s
λ+mj .(Log s)j
where cj ∈ C[[s]], mj ∈ N for j ∈ [0, k − 1]. The theme associated to such a ϕ
is the ”minimal filtered differential equation” with generator ϕ, in a sens which is
made precise in this article. We study such objects and show that their isomorphism
classes may be characterized by a finite set of complex numbers, when we assume
the Bernstein polynomial fixed. For a given λ, to fix the Bernstein polynomial is
equivalent to fix a finite set of integers associated to the logarithm of the monodromy
in the geometric stuation described above.
Our purpose is to construct some analytic invariants, for instance in the following
situation : Let f : X → D be a proper holomorphic function defined on a complex
manifold X with value in a disc D. We assume that the only critical value is 0 ∈ D
and we consider this situation as a degenerating family of compact complex mani-
folds to a singular compact complex space f−1(0). To a smooth (p+1)−form ω on
X such that dω = 0 = df∧ω and to a vanishing p−cycle γ choosen in the generic
fiber f−1(s0), s0 ∈ D \ {0}, we associated a vanishing period ϕ(s) :=
∫
γs
ω
/
df
which is, when γ is choosen in the spectral subspace of Hp(f
−1(s0),C) for the
eigenvalue e2iπ.λ of the monodromy of f , of the form above. Here (γs)s∈D∗ is
the horizontal multivalued family of p−cycles in the fibers of f obtained from the
choice of γ.
The result obtained allows, for instance, to associate ”natural” holomorphic func-
tions of the parameter space when we have a family of such degenerations depending
holomorphically on a parameter.
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2
1 Introduction
Let begin by the definition of a vanishing period. Let X be a complex connected
manifold of dimension n + 1 and f : X → D be a holomorphic function with
value in a disc D ⊂ C with center 0. Assume1 that the critical set S := {df = 0}
is a closed subset in {f = 0} with no interior point in {f = 0}. Let ω be
a (p + 1) − C∞−differential form on X such that dω = 0 = df ∧ ω, and let
γ ∈ Hp(Xs0,C) be a vanishing p−cycle on the generic fiber Xs0 of f . Then we
call a vanishing period for f the multivalued2 holomorphic function on D∗,
defined as
Fγ(s) :=
∫
γs
ω
df
where (γs)s∈H , γs ∈ Hp(Xs,C), is the horizontal family of p−cycles in the fibers of
f whose value3 at s0 is γ.
It is known that such a function Fγ is solution of regular singular meromorphic
linear differential system around s = 0 which is the Gauss-Manin connexion of f .
It admits when s→ 0 a convergent asymptotic expansion (see [M.74] or [A-V-G.])
in the space
Ξ := ⊕λ∈Q∩]0.1]Ξλ Ξλ ⊕
∞
j=0 C[[s]].s
λ−1.(Log s)j.
Let A˜ := {
∑∞
ν=0 Pν(a).b
ν}, where Pν are polynomials, the C−algebra whose
product is defined by the following two conditions :
1. The commutation relation a.b− b.a = b2.
2. The left and right multiplication by a are continuous for the b−adic topology
in A˜.
Then we associate to the vanishing period Fγ the left sub−A˜−module generated
by the asymptotic expansion of Fγ when s → 0. This object, called a theme, is
in some sens the minimal filtered differential equation satisfied by Fγ . Note that
the regularity of the Gauss-Manin connection, which implies the convergence of the
asymptotic expansion of Fγ, shows that we do not loose information by going to
the formal completion.
The aim of this article is to study themes and more precisely to try to understand
the classification of [λ]−primitive4 themes up to isomorphy. The main goal is
to try to characterize an isomorphy class of a [λ]−primitive theme by a finite
set of complex numbers, when we begin to fix some discrete invariants (call the
1if the hypersurface {f = 0} in X is reduced, this is always satisfied, up to localize around
0 in D.
2so well defined and holomorphic on the universal cover exp : H → D∗.
3in fact at some base point in H choosen over s0.
4A [λ]−primitive theme is a theme contained in Ξλ. So it keeps only the part of the asymptotic
expansion associated to a the eigenvalue e2ipi.λ of the monodromy of f .
3
fundamental invariants) which corresponds to fix the Bernstein polynomial of the
theme. In order to obtain such a classification, we study holomorphic families of
[λ]−primitive themes, and we construct ”minimal” versal families. Then we give
some sufficient conditions in order that this family is universal. In this case, it
implies that we describe exactely with a finite set of complex numbers the isomorphy
class of theses themes.
The main results in this article are the following.
• The theorems 3.1.3 , 3.1.7 and 3.1.10 of stability of themes by quotient, twisted
duality and the characterization of [λ]−primitive themes by the uniqueness
of Jordan-Ho¨lder sequence.
• The existence theorem 3.2.6 for the canonical form of a [λ]−primitive theme,
which leads to the construction of the canonical family, and the versality the-
orem 5.2.4.
• The theorem of uniqueness 4.3.1 of the canonical form for an ”invariant ”
[λ]−primitive theme, which gives many cases where the canonical family is
universal.
2 Preliminaries.
2.1 Regular and geometric (a,b)-modules.
Let us first recall the definition of an (a,b)-module5.
Definition 2.1.1 An (a,b)-module E is a free finite rank C[[b]]−module endowed
with an C−linear map a : E → E which satisfies the following two conditions :
• The commutation relation a.b− b.a = b2.
• The map a is continuous for the b−adic topology of E.
Remark that these two conditions imply that for any S ∈ C[[b]] we have
a.S(b) = S(b).a + b2.S ′(b)
where S ′ is defined via the usual derivation on C[[b]]. For a given free rank
k C[[b]]−module with basis e1, . . . , ek, to define a structure of (a,b)-module it is
enough to prescribe (arbitrarily) the values of a on e1, . . . , ek.
An alternative way to define (a,b)-modules is to consider the C−algebra
A˜ := {
∞∑
ν=0
Pν(a).b
ν}
5For more details on these basic facts, see [B.93]
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where the Pν are polynomials in C[z] and where the product by a is left and
right continuous for the b−adic filtration and satisfies the commutation relation
a.b− b.a = b2.
Then a left A˜−module which is free and finite rank on the subalgebra C[[b]] ⊂ A˜
is an (a,b)-module and conversely.
An (a,b)-module E has a simple pole when we have a.E ⊂ b.E and it is regular
when it is contained in a simple pole (a,b)-module. The regularity is equivalent to
the finitness on C[[b]] of the saturation E♯ of E by b−1.a in E⊗C[[b]]C[[b]][b
−1].
Recall that submodules and quotients of regular (a,b)-modules are regular.
The Bernstein polynomial of a regular (a,b)-module E of rank k is defined
as the minimal polynomial of −b−1.a acting on the k−dimensional C−vector
space E♯
/
b.E♯. Of course, when E is the b−completion of the Brieskorn module
of a non constant germ f : (Cn+1, 0) → (C, 0) of holomorphic function with an
isolated singularity, we find the ”usual” (reduced) Bernstein polynomial of f (see
for instance [K.76] or [Bj.93]).
We say that a regular (a,b)-module E is geometric when all roots of its Bernstein
polynomial are negative rational numbers. This condition, which corresponds to
M. Kashiwara theorem [K.76], encodes the monodromy theorem and the positivity
theorem of B. Malgrange (see [M.75] ) extending the situation of (a,b)-modules de-
duced from the Gauss-Manin connexion of an holomorphic function.
Another important property of regular (a,b)-modules is the existence of Jordan-
Ho¨lder sequences (J-H. sequences for short).
Recall first that any regular rank 1 (a,b)-module is characterized, up to isomorphism,
by a complex number λ and the corresponding isomorphy class is represented by
the (a,b)-module Eλ := C[[b]].eλ where a.eλ = λ.b.eλ, which is isomorphic to the
left A˜−module A˜
/
A˜.(a− λ.b).
Recall also that a submodule F of the (a,b)-module E is called normal when
F ∩ b.E = b.F . Normality is a necessary and sufficient condition in order that the
quotient E
/
F is again an (a,b)-module.
A Jordan-Ho¨lder sequence for the rank k regular (a,b)-module E is a sequence
of normal submodules6 {0} = F0 ⊂ F1 ⊂ . . . Fk−1 ⊂ Fk = E such that the quotients
Fj
/
Fj−1 for j ∈ [1, k] are rank 1 (a,b)-modules. So, to each J-H. sequence of
E we may associate an ordered k−tuple of complex numbers λ1, . . . , λk such
Fj
/
Fj−1 ≃ Eλj for each j ∈ [1, k].
The existence of J-H. sequence for any regular (a,b)-module is given via the following
proposition proved in [B.93].
Proposition 2.1.2 Let E be a regular (a,b)-module of rank k. Then E admits
a J-H. sequence. Moreover we may choose F1 ≃ Eλ1 with −λ1 in any prescribed
6For G ⊂ F ⊂ E submodules with F normal in E, the normality of G in F is equivalent
to the normality of G in E.
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class modulo Z of a root of the Bernstein polynomial of E.
Recall that the tensor product of two (a,b)-modules E and F ( see [B.06] ) is
defined as the C[[b]]−module E⊗C[[b]]F with the C−linear endomorphism defined
by the rule a.(x⊗y) = (a.x)⊗y+x⊗(a.y). The tensor product by a fix (a,b)-module
preserves short exact sequences of (a,b)-modules. As we have Eλ⊗Eµ ≃ Eλ+µ, the
tensor product of two regular (a,b)-modules is again regular.
In an analoguous way, for two (a,b)-modules E and F we define a new (a,b)-
module as the C[[b]]−module HomC[[b]](E, F ) endowed with the C−linear map
a defined by
(a.ϕ)(x) = aF .ϕ(x)− ϕ(aE .x).
It is an easy exercice to see that (a.ϕ) is again C[[b]]−linear and that we have again
a.b − b.a = b2 on HomC[[b]](E, F ). We shall denote by Homa,b(E, F ) the (a,b)-
module obtained in this way. Note that after applying the functors Homa,b(E,−)
or Homa,b(−, F ) to any short exact sequence of (a,b)-module we obtain again a
short exact sequence of (a,b)-modules . Moreover, as Homa,b(Eλ, Eµ) ≃ Eλ−µ, we
see that for E, F regular (a,b)-modules the (a,b)-module Homa,b(E, F ) is also
regular.
Definition 2.1.3 Let E be a regular (a,b)-module. The dual E∗ of E is defined
as Homa,b(E,E0) where E0 := A˜
/
A˜.a ≃ C[[b]].e0 with a.e0 = 0.
We have E∗λ ≃ E−λ and as the duality transforms a short exact sequence of (a,b)-
modules in a short exact sequence, the dual of a regular (a,b)-module is regular. It
is easy also to see that for a regular (a,b)-module E the canonical map E → (E∗)∗
is an isomorphism.
The dual of a regular (a,b)-module is again regular, but the dual of a geometric
(a,b)-module is almost never geometric. To use duality in the geometric case we
shall combine it with tensor product with EN where N is a big enough integer
(or rational number). Then E∗⊗EN is geometric and (E
∗⊗EN )
∗⊗EN ≃ E. We
shall refer to this process as ”twisted duality”.
Define now the left A˜−module of ”formal multivalued expansions”
Ξ := ⊕λ∈Q∩]0,1] Ξλ with Ξλ := ⊕j∈N C[[b]].s
λ−1.
(Log s)j
j!
with the action of a given by
a.(sλ−1.
(Log s)j
j!
) = λ.
[
b
(
sλ−1.
(Log s)j
j!
)
+ b
(
sλ−1.
(Log s)j−1
(j − 1)!
)]
for j ≥ 1 and a.sλ−1 = λ.b(sλ−1), with, of course, the commutation relations
a.S(b) = S(b).a + b2.S ′(b) for S ∈ C[[b]].
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For any geometric (a,b)-module of rank k, the vector space HomA˜(E,Ξ) is of
dimension k and this functor transforms short exact sequences of geometric (a,b)-
modules in short exact sequences of finite dimensional vector spaces (see [B.05] for
a proof).
In the case of the Brieskorn module of an isolated singularity germ of an holomorphic
function f at the origin of Cn+1 this vector space may be identified with the n-th
homology group (with complex coefficients) of the Milnor’s fiber of f (see [B.05]).
The correspondance is given by associating to a (vanishing) cycle γ the A˜−linear
map
[ω] 7→
[ ∫
γs
ω
/
df
]
∈ Ξ
where ω ∈ Ωn+10 , γs is the multivalued horizontal family of n−cycles defined by
γ in the fibers of f , and where [g] denotes the formal asymptotic expansion at
s = 0 of the multivalued holomorphic function g.
2.2 Primitive and coprimitive parts.
Definition 2.2.1 Let E be a regular (a,b)-module. We shall denote
Exp(E) the subset of C
/
Z of classes modulo Z of the numbers −α where α
is a root of the Bernstein polynomial of E.
Remarks.
1. For any regular (a,b)-module we have Exp(E) = Exp(E♯) as the Bernstein
polynomial of E and of its saturation E♯ coincide.
2. Let E be any regular (a,b)-module. We have [λ] ∈ Exp(E) if and only if
there exists a λ ∈ [λ] and an (a,b)-linear injection of Eλ in E : it is enough
to prove this for E♯ and in the simple pole case we may choose the λ with
the smaller real part in [λ] for which a− λ.b is not injective on E, thanks
to the proposition 1.3 in [B.93].
3. Let E be any regular (a,b)-module. Then Exp(E∗) = −Exp(E).
4. Using the previous remarks and the isomorphism of E with its bidual, we
obtain that [λ] is in Exp(E) if and only if there exists some λ ∈ [λ] and
an (a,b)-linear surjective map E → Eλ.
Using the previous remarks the following lemma is an easy exercice.
Lemma 2.2.2 Let 0 → F → E → G → 0 be an exact sequence of regular (a,b)-
modules. Then we have the equality Exp(E) = Exp(F ) ∪ Exp(G).
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Definition 2.2.3 A regular (a,b)-module is [Λ]−primitive, where [Λ] is a subset
in C
/
Z, if all roots of its Bernstein polynomial are in [−Λ], or equivalently when
Exp(E) ⊂ Λ.
Notation. When Λ = {[λ]} we shall say that E is [λ]−primitive. When
M = (C
/
Z) \ Λ, we shall replace M−primitive by [ 6= Λ]−primitive.
Remarks.
1. With our definition the nul (a,b)-module is Λ−primitive for any choice of Λ.
And it is the only regular (a,b)-module which is at the same time Λ and
[6= Λ]−primitive.
2. Using remark 2 above, it is easy to see that any submodule (normal or not) of
a Λ−primitive (a,b)-module is Λ−primitive.
3. As a consequence, a regular (a,b)-module is [Λ]−primitive if and only if it
admits a J-H. sequence such that the classes modulo Z of λ1, . . . , λk are in
[Λ]. If it is so, this property is true for any J-H. sequence, thanks to proposition
2.1.2.
4. If we have a short exact sequence of (a,b)-modules
0→ F → E → G→ 0
with E regular and [Λ]−primitive then F and G are regular and [Λ]−primitive.
Conversely if F and G are regular and [Λ]−primitive then E is regular
and [Λ]−primitive.
5. Let f : E → F be an A˜−linear map between two regular (a,b)-modules.
Then if G ⊂ E is a Λ−primitive submodule, then f(G) is also Λ−primitive:
if this is not the case, by remark 3 above we may find an submodule of f(G)
isomorphic to Eµ with [µ] 6∈ Λ. But then, with H := G∩ f
−1(Eµ), we have
an exact sequence
0→ Ker f ∩G→ H → Eµ → 0
of regular (a,b)-modules, contradicting remark 4 above.
Proposition 2.2.4 Let E be a regular (a,b)-module and let Λ be a subset of
C
/
Z. There exists a maximal Λ−primitive submodule E[Λ] of E. It is normal
and the quotient E
/
E[Λ] is [6= Λ]−primitive. Moreover, any normal submodule
F ⊂ E such that E
/
F is [6= Λ]−primitive contains E[Λ]. So, for any M ⊂ C
/
Z
the quotient E
/
E[6= M ] is the maximal [M ]−primitive quotient of E.
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Proof. We shall proof the proposition by induction on the rank k of E. Assume
k ≥ 1 and the proposition proved in rank ≤ k − 1.
If any [λ] ∈ −Λ is not the class modulo Z of a root of the Bernstein polynomial
of E, it is clear that {0} is the biggest [Λ]−primitive submodule in E. So we
may assume that there exists a root −λ of the Bernstein polynomial of E with
[λ] ∈ Λ. Up to change the choice of λ in [λ] we may assume that E admits a
normal submodule F isomorphic to Eλ. Then G := E
/
F has rank k−1 and the
induction hypothesis gives the existence of the maximal [Λ]−primitive submodule
G[Λ] of G. Let π be the quotient map E → E
/
F . Then we shall show that
π−1(G[Λ]) is a maximal [Λ]−primitive submodule of E.
The exact sequence 0 → F → π−1(G[Λ]) → G[Λ] → 0, thanks to the previous
remark 4, shows that π−1(G[Λ]) is [Λ]−primitive.
If H ⊂ E is a [Λ]−primitive submodule of E, then π(H) is also [Λ]−primitive
and so contained in G[Λ], giving H ⊂ π−1(G[Λ]).
The other assertions in the proposition are easy defining [M ] := [ 6= Λ]. 
Remarks.
1. For any regular (a,b)-module E and any Λ ⊂ C
/
Z we have
Exp(E[Λ]) = Exp(E) ∩ Λ.
2. Let F ⊂ E be a submodule of a regular (a,b)-module E. Then for any Λ
we have F ∩E[Λ] = F [Λ] : the maximality of F [Λ] gives F ∩E[Λ] ⊂ F [Λ],
and the maximality of E[Λ] implies the other inclusion.
Definition 2.2.5 We shall call E[Λ] (resp. E
/
E[6= Λ]) the [Λ]−primitive
part (resp. the [Λ]−coprimitive part) of E.
An easy consequence of the proposition 2.2.4 is the following.
Corollary 2.2.6 Let E be a regular (a,b)-module and let [λ1], . . . , [λd] with
[λi] 6= [λj ] for i 6= j in [1, d] be an order on the set Exp(E). Then there exists
an unique sequence of normal submodules of E :
0 = F0 ⊂ F1 ⊂ · · · ⊂ Fd = E
such that Fj
/
Fj−1 is [λj ]−primitive for each j ∈ [1, d].
Note that we have Fj = E[{[λ1], . . . , [λj]}].
But, in general for j ≥ 2, the quotient Fj
/
Fj−1 is not isomorphic to E[λj ], as
it may be seen on the rank 2 (a,b)-module Eλ,µ := A˜
/
A˜.(a − λ.b)(a − µ.b) when
[λ] 6= [µ].
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Lemma 2.2.7 Let E be a regular (a,b)-module and let Λ be a subset of C
/
Z.
The duality functor of (a,b)-modules transforms the exact sequence
0→ E[Λ]→ E → E
/
E[Λ]→ 0
in the exact sequence
0→ E∗[6= −Λ]→ E∗ → (E[Λ])∗ → 0.
So there is a canonical isomorphism (E[Λ])∗ ≃ E∗
/
[−Λ].
Proof. As the dual of a [Λ]−primitive (a,b)-module is [−Λ]−primitive, the
universal property of the inclusion E[Λ] →֒ E relative to A˜−linear maps from
[Λ]−primitive (a,b)-modules to E gives that the surjection map E∗ → (E[Λ])∗
factorizes any A˜−linear map from E∗ to a [−Λ]−primitive (a,b)-module. So
(E[Λ])∗ is the [−Λ]−coprimitive part of E∗. This implies that the kernel of this
quotient is the [ 6= −Λ]−primitive part of E∗.
3 Themes.
3.1 Stability by quotient and twisted duality.
As it is explained in the introduction, a theme is, in the precise sens given below, a
minimal filtered differential equation associated to a formal ”standard multivalued
asymptotic expansion”.
Definition 3.1.1 A theme is a left A˜−module isomorphic as A˜−module to
A˜.ϕ ⊂ Ξ for some ϕ ∈ Ξ.
Remarks.
1. A theme is a monogenic geometric (a,b)-module. Note that the finitness on
C[[b]] comes immediately from our definition of Ξ : there are only finitely
many exponents λ ∈]0, 1] ∩ Q involved in ϕ and also the degree of loga-
rithms are bounded. Moreover there is no b−torsion because Ξ itself has no
b−torsion. So such an A˜.ϕ is an (a,b)-module, and the monogenic assertion
is obvious. The regularity is an easy consequence of the fact that Ξ has a
simple pole and so there exists a simple pole sub-(a,b)-module of Ξ which
contains A˜.ϕ, which is of finite type on C[[b]]. The geometric aspect is then
obvious.
2. We have proved that any monogenic geometric (a,b)-module may be embeded
in Ξ⊗C V where V is a finite dimensional complex vector space in [B.09],
but nevertheless not every monogenic geometric (a,b)-module is a theme.
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For instance, if λ > 1 is rational and n is an integer the (a,b)-module
E := A˜
/
A˜.(a− λ.b).(a− (λ+ n).b) is a rank 2 (a,b)-module which is not a
theme : if f : E → Ξ is an A˜−linear map, its b−rank is less or equal to 1,
for the following reason:
Let e1 denote the image of 1 in E and put e2 := (a− (λ+ n).b).e1. Then
we have (a − λ.b).e2 = 0 in E. Then f(e2) = ρ.s
λ−1 for some ρ ∈ C.
Now it is easy to see that ψ := f(e1) has to be a solution of the equation
(a−(λ+n).b).ψ = ρ.sλ−1. But if ρ 6= 0 this solution is ψ = σ.sλ−2+τ.bn.sλ−1
for some well choosen σ ∈ C. So f(e1) is in C[[b]].f(e2) and the rank on
C[[b]] is at most 1 for any f .
3. Any geometric (a,b)-module of rank 1 is a theme.
4. A theme is [λ]−primitive if and only if it may be embedded in Ξλ.
5. It is an easy exercice to show that if ϕ ∈ Ξλ has degree k−1 in Log s then
A˜.ϕ is a ([λ]−primitive) theme of rank k.
The next lemma contains the classification of [λ]−primitive themes of rank 2.
Lemma 3.1.2 Let λ ∈]0, 1] be a rational number. A rank 2 [λ]−primitive theme
is isomorphic to one and only one rank 2 [λ]−primitive theme in the following list:
1. Let λ1 > 1 in [λ] and define Eλ1,λ1 as the quotient
Eλ1,λ1 := A˜
/
A˜.(a− λ1.b).(a− (λ1 − 1).b).
2. Let λ1 > 1 in [λ], n ∈ N
∗ and α ∈ C∗ and define Eλ1,λ1+n(α) as the
quotient
Eλ1,λ1+n(α) := A˜
/
A˜.(a− λ1.b).(1 + α.b
n)−1.(a− (λ1 + n− 1).b).
In all cases, there exists an unique normal submodule of rank 1 and it is isomorphic
to Eλ1.
Proof. Recall the classification of regular rank 2 (a,b)-module given in [B.93]
proposition 2.4 :
1. E = Eλ ⊕Eµ.
2. For n ∈ N let Eλ(n) be the C[[b]]−module with basis (x, y) and where a
is defined by
a.x = (λ+ n).b.x+ bn+1.y and a.y = λ.b.y.
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3. For (λ, µ) ∈ C2
/
s2 let Eλ,µ be the C[[b]]−module with basis (x, t) and
where a is defined by
a.y = µ.b.t and a.t = y + (λ− 1).b.t
4. For n ∈ N∗ and α ∈ C∗ let Eλ,λ−n(α) be the C[[b]]−module with basis
(y, t) and where a is defined by
a.y = (λ− n).b.y and a.t = y + (λ− 1).b.t + α.bn.y.
The cases 1 and 2 are not monogenic. The cases 4 corresponds to the case 2 in the
lemma when λ = λ1 > 1. So it is enough to prove that they may be embedded in
Ξ. But it is an easy exercice to verify that it is isomorphic to A˜.ψ ⊂ Ξ with
ψ := sλ1+n−2.Log s+ γ.sλ1−2 with γ = −
(λ1 − 1).λ1 . . . (λ1 + n− 2)
n
.
We shall show that in case 3 we get a [λ]−primitive theme if and only if we are in
the case 1 of the lemma. Of course we may assume µ ∈ [λ] because we are looking
for [λ]−primitive themes. Then it is enough (up to exchange λ and µ) to prove
that Eλ,λ+p is not a theme for p ∈ N
∗. But this has been proved in the remark 2
following the definition 3.1.1.
To check uniqueness of the normal rank 1 submodule is an easy exercice left to the
reader. 
Remark. An easy consequence of the uniqueness of the normal rank 1 normal sub-
module is the uniqueness of the J-H. sequence for a [λ]−primitive rank 2 theme.
Moreover in every case we have the inequatity λ1 ≤ λ2 − 1, where λ1, λ2 are
numbers associated to the rank 1 quotients of the J.H. sequence.
If it is not surprising that a monogenic submodule of a theme is again a theme, it
is less obvious that the quotient of a theme is again a theme, as it is shown in the
next theorem.
Theorem 3.1.3 Let E be a theme and let F be a monogenic submodule of E.
Then F is a theme. Moreover, if F is normal in E, the quotient E
/
F is also
a theme.
Remark. A normal submodule of a monogenic (a,b)-module is monogenic : the
normality of F in E implies the injectivity of the map F
/
b.F → E
/
b.E. As
the action of a on E
/
b.E is a principal nilpotent C−linear endomorphism, the
a−stable subspace F
/
b.F is equal to Im(ah) for some integer h. So F
/
a.F +b.F
is 1-dimensional. This implies that F is monogenic.
The proof of the theorem will use the following proposition.
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Proposition 3.1.4 Let E be a non zero [λ]−primitive theme. Then E has an
unique normal rank 1 submodule. Moreover, if F ≃ Eλ1 is this normal rank 1
submodule the quotient E
/
F is again a [λ]−primitive theme.
Proof. The existence of J-H. sequences for regular (a,b)-modules shows that there
exists at least one normal rank 1 submodule of E 6= {0}. As E is [λ]−primitive,
this normal rank 1 submodule F1 is isomorphic to Eλ1 for some λ1 ∈ [λ].
Assume that we have another normal rank 1 submodule G of E. Put H := F1+G.
Then, assuming F1 6= G the rank of H is two : if not, we have F1 = b
p.H and
G = bq.H . But the normality of F1 and G imply p = q = 0 contradicting
F1 6= G.
So H is a [λ]−primitive theme of rank 2. But then it has a unique rank 1 normal
submodule, contradicting again F1 6= G. This proves the uniqueness of F1.
To show that the quotient E
/
F1 is again a theme, put for N ∈ N
Ξ
(N)
λ := ⊕
N
j=0 C[[b]].s
λ−1.(Log s)j ⊂ Ξλ.
This is a [λ]−primitive geometric submodule of Ξλ for λ ∈]0, 1]∩Q. And we have
the exact sequence of A˜−modules, for any N ≥ 1 :
0→ C[[b]].sλ−1 → Ξ
(N)
λ
fλ−→ Ξ
(N−1)
λ → 0
where fλ is C[[b]]−linear and defined by
fλ(s
λ−1) = 0 and fλ(s
λ−1.(Log s)j) := j.sλ−1.(Log s)j−1.
It is easy to check (but not obvious) that fλ is a−linear, surjective and with kernel
C[[b]].sλ−1.
Consider now a non zero [λ]−primitive theme E →֒ Ξ
(N)
λ for some N . Its unique
normal submodule F1 is send bijectively on C[[b]].s
λ+p−1 for some p ∈ N (in
fact λ + p− 1 = λ1). It coincides with E ∩Ker fλ because E ∩Ker fλ is normal
and rank 1 in E. So the restriction of fλ to E induces an injection of E
/
F1 in
Ξ
(N−1)
λ . 
Proof of theorem 3.1.3. The first assertion is obvious. As the quotient of a
monogenic geometric (a,b)-module is again monogenic7 and geometric, the point is
to construct an embedding of E in Ξ. We shall do it by induction on the rank
of F . The case of rank 1 is an easy consequence of the proposition 3.1.4 : assume
that F ≃ Eλ1 with λ1 ∈ [λ] and define f : Ξ
(N) → Ξ(N) as the direct sum of the
identity on Ξ
(N)
µ for µ ∈]0, 1] ∩ Q, µ 6= λ and the composition of fλ with the
obvious inclusion Ξ
(N−1)
λ →֒ Ξ
(N)
λ . Then if g : E →֒ Ξ
(N) is an embedding, then
f ◦ g : E
/
F → Ξ(N) is also an embedding.
7See the remark following the statement of theorem 3.1.3.
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Assume now that the theorem is proved for rank ≤ k − 1 and that F has
rank k ≥ 2. Then choose G a normal rank 1 submodule in F . As we have
E
/
F ≃ (E
/
G)
/
(F
/
G) the induction hypothesis allows to conclude. 
Corollary 3.1.5 Let E be a monogenic geometric (a,b)-module. Then E is a
theme if and only if for any [λ] ∈ Exp(E) its [λ]−coprimitive part E
/
E[6= λ] is
a theme.
We shall show that the analoguous statement with the [λ]−primitive parts of E
is also true, using the twisted duality theorem 3.1.10.
Proof. The previous theorem implies that the condition is necessary. To show
that it is sufficient, let Exp(E) = {[λ1], . . . , [λd]}. For N ∈ N large enough
let θi : E → Ξ
(N)
λi
the composition of the quotient map E → E
/
E[6= λi] with
an injection of this quotient, which is, by assumption a [λi]−primitive theme, in
Ξ
(N)
λi
. Now θ := ⊕di=1 θi : E → Ξ
(N) is an embedding : by construction we have
Kerθi = E[6= [λi]] and as E[∩iPi] = ∩iE[Pi] the kernel of θ is {0}. 
Proposition 3.1.6 1. Let E be a rank k [λ]−primitive theme. Then there
exists8 ϕ ∈ Ξ
(k−1)
λ \ Ξ
(k−2)
λ such that E is isomorphic to A˜.ϕ ⊂ Ξ
(k−1)
λ .
2. Conversely, for any such ϕ, A˜.ϕ is a rank k [λ]−primitive theme.
3. In this situation, for any j ∈ [1, k] Fj := A˜.ϕ ∩ Ξ
(j−1)
λ is a rank j normal
submodule of A˜.ϕ contained in bk−j .Ξ
(j−1)
λ .
Proof. We shall let as an exercie for the reader the following easy fact :
Fix λ ∈]0, 1] ∩Q, k ∈ N∗ and µ ∈ Q+∗. Then we have:
(a− µ.b).Ξ
(k−1)
λ ∩ C .s
µ.(Log s)k−1 = {0}.
By definition of a [λ]−primitive theme there exist an integer N large enough
and ϕ ∈ Ξ
(N)
λ such that A˜.ϕ is isomorphic to E. So the first two points in the
proposition reduce to show that the rank of A˜.ϕ is (for ϕ 6= 0) the maximal power
of Log s which appears in ϕ plus 1. We shall show this fact by induction on the
maximal power d of Log s appearing in ϕ.
The result is clear for d = 0. So assume the result proved for d − 1 ≥ 0 and
consider a ϕ for which the maximal power is d. Then we may write
ϕ = T.sµ−1.(Log s)d + ψ
8with the convention Ξ
(−1)
λ = {0}.
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where T ∈ C[[b]] is invertible, µ ∈ λ+ N and ψ is in Ξ
(d−1)
λ . To replace ϕ by
T−1.ϕ does not change A˜.ϕ so we may assume that T = 1. Then we have
θ := (a− µ.b).ϕ ∈ Ξ
(d−1)
λ
and is not in Ξ
(d−2)
λ because of the exercice above. So the induction hypothesis
gives that A˜.θ has rank d.
We have a surjective A˜−linear map, where E := A˜.ϕ and F := A˜.θ
E
/
F → Eµ → 0
obtained by sending ϕ onto the standard generator of Eµ, because, by definition,
(a − µ.b).ϕ ∈ F . We want to prove now that A˜.θ is exactely the kernel of this
map. Let x ∈ A˜.
The euclidian division gives q ∈ A˜ and r ∈ C[[b]] such that
x = q.(a− µ.b) + r(b)
and this leads to x.ϕ = q.θ + r(b).ϕ. So x.ϕ is in the kernel if and only if r(b).ϕ
is in the kernel. But its image is r(b).eµ which is zero only when r = 0.
This implies that the rank of E is d+ 1.
But this proof also gives that A˜.ϕ∩Ξ
(d−1)
λ is a normal submodule of A˜.ϕ of rank
d. An easy iteration implies then the first part of assertion 3.
We have also the second part of 3 for j = k − 1 = d because θ = (a− µ.b).ϕ is
in b.Ξ
(d)
λ ∩ Ξ
(d−1)
λ as Ξ
(N)
λ has a simple pole for any N .
Now we conclude that θ ∈ b.Ξ
(d−1)
λ because Ξ
(N−1)
λ is normal in Ξ
(N)
λ for any N .
By an iteration of this result we obtain 3. 
Remark. With the notations of the previous proposition, if sµ−1 is in A˜.ϕ we
have µ > k − 1, where k is the rank of A˜.ϕ.
Theorem 3.1.7 Let E be a monogenic geometric (a,b)-module having an unique
normal rank 1 submodule. Then E is a [λ]−primitive for some λ ∈]0, 1] ∩Q.
Proof. We make an induction on the rank of E. The rank 1 case is obvious.
Assume that E has rank k + 1 ≥ 2 and that the result is proved for rank ≤ k.
Let F be a normal rank k submodule of E. Then we have an exact sequence of
monogenic geometric (a,b)-modules
0→ F → E → Eλ′ → 0 (@)
where λ′ > 0 is a rational number. The induction hypothesis shows that F is
a [λ]−primitive theme. If λ′ 6∈ [λ] then E has a rank 1 normal submodule9
9see proposition 2.1.2.
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isomorphic to Eλ′′ with λ
′′ ∈ [λ′] and as F has a rank 1 normal submodule
isomorphic to Eλ1 with λ1 ∈ [λ], we contradict our assumption.
Fix an A˜−linear injection j : F → Ξ
(N)
λ and consider the exact sequence of finite
dimensional vector spaces deduced from (@), thanks to [B.05] thm 2.2.1 p.24:
0→ HomA˜(Eλ′ ,Ξ)→ HomA˜(E,Ξ)→ HomA˜(F,Ξ)→ 0.
Let j′ ∈ HomA˜(E,Ξ) extending the image of j in HomA˜(F,Ξ). It is now enough
to prove that j′ is injective. Let G := Ker j′, and assume that G is not {0}.
As G∩F = {0} the rank of G is 1 and it is normal in E. But, as k ≥ 1 F has
a normal rank 1 submodule, which cannot be G. So we contradict our assumption.
So G = {0} and j′ is injective. 
Corollary 3.1.8 Let E be a [λ]−primitive theme of rank k. Then E has exactly
one normal submodule of rank j for each j ∈ [0, k]. This implies the following
properties:
i) The Jordan-Ho¨lder sequence of E is unique.
ii) If we choose for each j ∈ [1, k] an injection A˜−linear θj : E
/
Fk−j → Ξλ of
the ([λ]−primitive) theme E
/
Fk−j, then θ1, . . . , θk is a basis of the complex
vector space HomA˜(E,Ξ).
Proof. We shall prove by induction on j ∈ [0, k] the uniqueness of the normal
rank j submodule of a [λ]−primitve theme of rank k.
The case j = 1 is proved in the previous theorem. Assume j ≥ 2 and the assertion
proved for rank ≤ j − 1. Consider two normal submodules F and G of rank j
in E. As j ≥ 2 they both contain the unique rank 1 normal submodule H of
E. But then E
/
H is a rank k− 1 [λ]−primitive theme and as F
/
H and G
/
H
are two rank j − 1 normal sumodules of E
/
H , the inductive assumption implies
there equality. So F = G and the first assertion of the corollary is proved.
Then the properties i) and ii) are immediate. 
Remarks.
1. The uniqueness of the J-H. sequence implies that there is a canonical order
fixed on the roots of the Bernstein polynomial of a [λ]−primitive theme.
2. We proved in [B.09] proposition 3.5.2 that any monogenic geometric (a,b)-
module has an J-H. sequence such that the corresponding numbers λ1, . . . , λk
satisfy the following property
• The sequence λj + j is increasing (large).
So, when E is a [λ]−primitive theme, the numbers λ1, . . . , λk associated
to the unique J-H. sequence of E satisfy this property and we may write
λj+1 = λj + pj − 1 ∀j ∈ [1, k − 1]
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where pj is in N.
3. As we have seen (see the remark following proposition 3.1.6) that for a rank
k [λ]−primitive theme we have λ1 > k − 1 the inequatity λ1 + 1 ≤ λj + j
implies
λj > k − j ∀j ∈ [1, k].
4. The property ii) of the previous corollary shows that the stratification by the
rank defines a full flag in HomA˜(E,Ξ).
Definition 3.1.9 Let E be a [λ]−primitive theme. We shall call fundamental
invariants of E the (ordered) sequence λ1, . . . , λk associated to its unique J-H.
sequence. We shall often fix the fundamental invariants by giving λ1, p1, . . . , pk−1.
Theorem 3.1.10 (Twisted duality) Let E be a [λ]−primitive theme with fun-
damental invariants λ1, . . . , λk. For any rational number δ satisfying δ > λk+k−1
the (a,b)-module E∗⊗a,bEδ is a [δ−λ]−primitive theme with fundamental invari-
ants δ − λk, . . . , δ − λ1, where E
∗ denotes the dual10 of E.
Proof. First the dual of a regular (a,b)-module is regular thanks to the fact that
by duality a J-H. sequence gives a J-H. sequence and the equality (Eλ)
∗ ≃ E−λ for
any λ ∈ C. The fact that E∗ is again monogenic when E is monogenic regular
is obtained as follows :
It is proved in [B.08] section 3.3 (and also in [K.09] ) that there is, for an (a,b)-
module E a canonical isomorphism
E∗ ≃ Ext1
A˜
(E, A˜)
where the C−vector space Ext1
A˜
(E, A˜) is endowed with a left A˜−module structure
deduced from the right module structure on A˜ using the anti-automorphism
τ : A˜ → A˜ defined by τ(1) = 1, τ(a) = −a, τ(b) = b and τ(x.y) = τ(y).τ(x).
Now the fact that E is an monogenic (a,b)-module correspond to a resolution11
0→ A˜
.P
−→ A˜ → E → 0
which gives the resolution of E∗ as a right A˜−module,
0→ A˜
P.
−→ A˜ → E∗ → 0
using the fact that Ext0
A˜
(E, A˜) = 0. This implies that E∗ is a monogenic (a,b)-
module.
Then E∗ and also E∗⊗a,b Eδ for any δ has only one normal submodule for each
10see section 2.1.
11The structure theorem 3.2.1 precises are the P ∈ A˜ which may appears here.
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rank j ∈ [0, k] where k := rk(E). Dualizing and twisting the J-H. sequence of E
gives the unique J-H. sequence of E∗⊗a,bEδ. Now to have a [δ−λ]−primitive, it is
enough to have a geometric (a,b)-module. This is acheive if and only if the rational
number δ satisfies δ > λk + k − 1. 
Remark. For a general theme, it is easy to deduce from the previous theorem that,
for δ large enough in Q, E∗⊗a,bEδ is again a theme because the [λ]−coprimitive
part of E∗ ⊗a,b Eδ is (E[−λ])
∗ ⊗a,b Eδ for any [λ] ∈ C
/
Z. We conclude using
corollary 3.1.5.
Then the twisted duality theorem combined with corollary 3.1.5 gives the following
characterization of a theme.
Corollary 3.1.11 Let E be a monogenic geometric (a,b)-module. It is a theme if
and only if for each [λ] ∈ Exp(E) its [λ]−primitive part E[λ] is a theme.
3.2 Standard and canonical forms for a [λ]−primitive theme.
The structure theorem of [B.09] (thm 3.4.1) for monogenic regular (a,b)-modules
gives the following structure theorem for [λ]−primitive themes.
Theorem 3.2.1 Let E be a [λ]−primitive theme with fundamental invariants
λ1, p1, . . . , pk−1. Then there exists S1, . . . , Sk−1 in C[b] such that Sj(0) = 1 and
deg(Sj) ≤ pj + · · ·+ pk−1 for all j ∈ [1, k − 1] and with E ≃ A˜
/
A˜.P where
P := (a− λ1.b).S
−1
1 .(a− λ2.b).S
−1
2 . . . S
−1
k−1.(a− λk.b).
Moreover, for each j the coefficient of bpj in Sj is not zero.
Conversely, for any λ1 > k−1 rational and any natural integers p1, . . . , pk−1, any
S1, . . . , Sk−1 invertible elements in C[[b]] such that the coefficient of b
pj in Sj
is not zero, the quotient A˜
/
A˜.P is a rank k [λ]−primitive theme.
Proof. The direct part is an immediate consequence of the theorem 3.4.1 and of
the lemma 3.5.1 of [B.09], using the uniqueness of the J-H. sequence of a [λ]−primitive
theme.
Let us show the converse. The quotient A˜
/
A˜.P is clearly a rank k mono-
genic geometric (a,b)-module. We shall show that it is a theme by induction on
k. As the case k = 1 is obvious, assume the result proved for k − 1 ≥ 1.
Put Q := (a− λ1.b).S
−1
1 . . . S
−1
k−2.(a− λk−1.b). The induction hypothesis gives that
F := A˜
/
A˜.Q is a [λ]−primitive theme. Let ϕ ∈ Ξ
(N)
λ such that F is isomorphic
to A˜.ϕ. To construct ψ ∈ Ξ
(N+1)
λ such that (a − λk.b).ψ = Sk−1.ϕ it is enough
to solve an elementary differential equation. Explicitely s.f ′(s)−λk.f(s) = Sk−1.ϕ,
where we put b.ψ := f . Le main point is that, as F has rank k − 1, we may, up
to change ϕ by an invertible element in C[[b]], assume that ϕ is a polynomial
in Log s of degree k − 2 with leading coefficient sλk−1−1. Then we see that the
18
degree in Log s of ψ is exactely k − 1 because the coefficient of bpk−1 in Sk−1
does not vanish and we have λk = λk−1 + pk−1 − 1.
Then the A˜−linear map A˜
/
A˜.P → Ξ
(N+1)
λ defined by sending 1 to ψ will have
an image A˜.ψ which is a [λ]−primitive theme of rank k. As it is surjective between
free C[[b]]−modules of the same rank, it is an isomorphism. So E = A˜
/
A˜.P is a
theme. 
Notation. When we consider a [λ]−primitive theme with fundamental invari-
ants λ1, p1, . . . , pk−1, we shall say that an isomorphism of E ≃ A˜
/
A˜.P gives a
standard form for E when P is as in the statement above, but omitting the
condition on the degree of the Sj .
Proposition 3.2.2 Let E ≃ A˜
/
A˜.P a standard form for a [λ]−primitive theme.
Then for each j ∈ [0, k] define
Pj := (a− λj+1.b)S
−1
j+1 . . . S
−1
k−1.(a− λk.b)
and put ej := Pj.[1] where
12 [1] is the image of the class of 1 ∈ A˜ via the
isomorphism E ≃ A˜
/
A˜.P . Then e1, . . . , ek is a C[[b]]−base of E and a is
defined on E by the relations
a.ej = λj .b.ej + Sj(b).ej−1 ∀j ∈ [1, k]. (1)
The rank j normal submodule Fj of E admits e1, . . . , ej as a C[[b]]−basis.
Any x ∈ Fk−j which is annihilated by P0 satisfies Pj .x = 0 in E. Moreover
there exists ρ ∈ C such that x− ρ.bλk−λk−j .ek−j belongs to Fk−j−1.
Remark that if λk − λk−j < 0 this means that ρ = 0 and x ∈ Fk−j−1.
Proof. Note first that the class of ej in E
/
b.E is equal to [ak−j .1], so e1, . . . , ek
induces a basis of E
/
b.E. Then e1, . . . , ek is a C[[b]]−basis of E. Define Fj
as the C[[b]]−submodule of E generated by e1, . . . , ej . The relations (1) shows
that Fj is stable by a so it is a A˜−submodule. As E
/
Fj has no b−torsion,
Fj is the unique normal rank j submodule of E.
Let x ∈ Fk−j such that P0.x = 0 in E. Then sending ek to x defines a
surjective A˜−linear map from E = A˜
/
A˜.P0 to Fk−j. The kernel is normal and
has rank j, so it is Fj. But as Pj.ek = Sj.ej lies in Fj, we must have Pj.x = 0
in Ek−j.
Then the image of x in Fk−j
/
Fk−j−1 ≃ Eλk−j is in the kernel of Pj acting
on Eλk−j . This kernel is equal to HomA˜(A˜
/
A˜.Pj, Eλk−j ) which is at most 1-
dimensional because A˜
/
A˜.Pj ≃ E
/
Fj is a [λ]−primitive theme (so has an unique
corank 1 submodule which is Fk−1
/
Fj .). This kernel is zero if λk − λk−j < 0 and
is given by C .bλk−λk−j .eλk−j in the other case. So we conclude that there always
exists ρ ∈ C such that x− ρ.bλk−λk−j .ek−j lies in Fk−j−1. 
12As P0 = P we have e0 = 0 and Pk = 1 shows that ek = [1].
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Definition 3.2.3 In the situation of the previous proposition 3.2.2 we shall call the
C[[b]]− base e1, . . . , ek of E a standard base associated to the standard form
E ≃ A˜
/
A˜.P . The element ek will be call a standard generator for E.
Remarks.
1. In this situation ek generates E as a left A˜−module and A˜.P is its
annihilator ideal. The standard generator ek is uniquely defined modulo Fk−1,
up to a non zero multiplicative constant, because its image in the quotient
E
/
Fk−1 ≃ Eλk has to be a generator eλk of Eλk such that a.eλk = λk.b.eλk .
More generally, ej generates Fj as a left A˜−module and A˜.Pk−j is its
annihilator ideal.
2. Let fix ϕ ∈ Ξ
(k−1)
λ \Ξ
(k−2)
λ and put E := A˜.ϕ. Then the unique normal rank
j submodule of the [λ]−primitive theme E is given by the intersection
E ∩ Ξ
(j−1)
λ for any j ∈ [0, k]; see proposition 3.1.6.
Note that any [λ]−primitive rank k theme E is isomorphic to such an
”example”, and in such a realization, a standard generator ek will be of the
form
ek = c.s
λk−1.(Log s)k−1 modulo Ξ
(k−2)
λ
where c ∈ C∗.
The standard form for a given isomorphism class of a [λ]−primitive theme is not
enough precise to have a chance to be unique : as it is shown in the following example
the condition on the degrees of the polynomials S1, . . . , Sk−1 are compatible with
many different choices in order to give isomorphic themes.
Example. Let λ1 > 1 be a rational number and p1 ≥ 2 and integer. Put
S1 := 1+
∑p1−1
i=1 xi.b
i+α.bp1 where α ∈ C∗ and where x1, . . . , xp1−1 are complex
numbers. We shall show that E := A˜
/
A˜.P where
P := (a− λ1.b).S
−1
1 .(a− (λ1 + p1 − 1).b)
is isomorphic to A˜
/
A˜.(a− λ1.b).(1 + α.b
p1)−1.(a− (λ1 + p1 − 1).b).
This clearly shows that the coefficients x1, . . . , xp1−1 are irrelevant in the determi-
nation of the isomorphism class of E := A˜
/
A˜.P .
Remark first that E ≃ C[[b]].e2 ⊕ C[[b]].e1 as a C[[b]]−module, with a define by
the relations
a.e2 = (λ1 + p1 − 1).b.e2 + S1.e1 and a.e1 = λ1.b.e1.
We look for a V ∈ C[[b]] in order that e˜2 := e2 + V (b).e1 satisfies the relation
a.e˜2 = (λ1 + p1 − 1).b.e˜2 + (1 + α.b
p1).e1.
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It is clear that such an e˜2 will give an isomorphism from E to
A˜
/
A˜.(a− λ1.b).(1 + α.b
p1)−1.(a− λ1 + p1 − 1).
Let us compute a.e˜2 :
a.e˜2 = (λ1 + p1 − 1).b.e2 + S1.e1 + V.a.e1 + b
2.V ′.e1
= (λ1 + p1 − 1).b.(e˜2 − V.e1) + S1.e1 + λ1.b.V.e1 + b
2.V ′.e1
so we want to solve the differential equation
b2.V ′ − (p1 − 1).b.V = 1 + α.b
p1 − S1 = b.(x1 + x2.b+ · · ·+ xp1−1.b
p1−2)
with V ∈ C[[b]]. This is easy because after simplification by b we see that there is
no term in bp−1 in the right handside. 
In what follows we shall fix k ∈ N and λ1, p1, . . . , pk−1 assuming that λ1 > k− 1
is rational and that p1, . . . , pk−1 are natural integers. Then we define for each
j ∈ [1, k − 1] the complex vector space Vj ⊂ C[[b]] in the following way :
1. If pj + · · ·+ pk−1 < k − j put Vj := ⊕
k−j−1
i=0 C .b
i.
2. If pj + · · ·+ pk−1 ≥ k− j put qj := pj+ · · ·+ pj+h where h ∈ N is minimal
with the property that qj ≥ k − j and put Vj := ⊕
k−j−1
i=0 C .b
i ⊕ C .bqj .
Remarks.
1. The definition of the vector spaces Vj does not depend on λ1.
2. The definition of the vector spaces Vj depend only on pj, . . . , pk−1.
3. The vector space Vj contains always C .b
pj .
Proposition 3.2.4 Let E ≃ A˜
/
A˜.P a standard form for a [λ]−primitive theme.
Then we have for each j ∈ [1, k − 1] the equality
Eλj = Pj.Eλj ⊕ Vj.eλj (@@@)
where eλj is a generator of Eλj such that a.eλj = λj .b.eλj .
proof. First notice that E
/
Fj ≃ A˜
/
A˜.Pj is a [λ]−primitive theme of rank
k − j. So, thanks to the lemma 6.1.1 in the Appendix, we have
dimC
(
Ext1
A˜
(E
/
Fj, Eλj )
)
− dimC
(
Ext0
A˜
(E
/
Fj , Eλj )
)
= k − j.
But Ext0
A˜
(E
/
Fj, Eλj ) has dimension ≤ 1 and is 0 if λj > λk because such
a map must factorize through an injection of the unique rank 1 quotient Eλk of
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the theme E
/
Fj . So we have dimC
(
Ext1
A˜
(E
/
Fj , Eλj )
)
= k − j + 1 or = k − j
depending on the fact that λj ≤ λk or λj > λk. Note that this corresponds to the
inequalities pj + · · ·+ pk−1 ≥ k − j and pj + · · ·+ pk−1 < k − j.
The exact sequence of left A˜−modules
0→ A˜
.Pj
−→ A˜ → E
/
Fj → 0
shows that the vector space Ext1
A˜
(E
/
Fj , Eλj ) is isomorphic to the cokernel of
Pj acting on Eλj . So the codimension of Pj.Eλj in Eλj is k − j + 1 when
pj + · · ·+ pk−1 ≥ k− j and k − j when pj + · · ·+ pk−1 < k− j. But remark that
in any case Pj.Eλj ⊂ b
k−j−1.Eλj . This implies the result in the case 1. To prove
the result in the case 2 it is enough to show that any linear combination
k−j−1∑
i=0
ci.b
i.eλj + γ.b
qj .eλj
which is in Pj .Eλj is zero. The inclusion Pj .Eλj ⊂ b
k−j−1.Eλj implies that it is
enough to prove that bqj .eλj is not in Pj.Eλj .
For this purpose remark first that if x ∈ Eλj has a b−adic valuation equal to q
the b−adic valuation of Pj.x will be exactely q+ k− j when q is not one of the
numbers pj+· · ·+pj+h−(k−j) for an integer h ∈ [0, k−j−1]. This comes from the
fact that we may ignore the invertible elements Sj+1 . . . Sk−1 in the computation
of the b−adic valuation. Moreover after the action of (a − λj+h+1.b) . . . (a − λk)
either we have the valuation equal to q + k − (j + h) or the final valuation cannot
be q + k − j. Now the action of (a− λj+h.b) on b
q+k−(j+h).eλj gives
(q + λj + k − (j + h)− λj+h).b
q+k−(j+h)+1.eλj
and we have
(q + λj + k − (j + h)− λj+h) = q − [pj + · · ·+ pj+h−1 − h] + k − (j + h)
= q − [pj + · · ·+ pj+h−1 − h] + k − j
which is not zero as long as q is different from pj + · · ·+ pj+h−1 − (k − j).
Assume now that Pj .x = b
qj .eλj for some x ∈ Eλj . Let q the b−adic valuation
of x. If q is not one of the numbers pj + · · · + pj+h − (k − j) for any integer
h ∈ [0, k− j−1], then we must have qj = q+k− j, which contradicts the definition
of qj .
If we have an integer h ∈ [0, k − j − 1] such that q = pj + · · · + pj+h − (k − j)
then q ≥ qj − (k− j). If we have q = qj − (k− j) what we say above implies that
the valuation of Pj .x is not qj and if q > qj − (k − j) the valuation of Pj.x is
strictely bigger than qj . So such an x cannot exists. .
Remark. Note that Pj depends only on λj, pj , . . . , pk−1 and Sj+1, . . . , Sk−1.
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Definition 3.2.5 Let E ≃ A˜
/
A˜.P a standard form for a [λ]−primitive theme.
We shall say that it is a canonical form for E when we have Sj ∈ Vj for each
j ∈ [1, k − 1].
Theorem 3.2.6 Any [λ]−primitive theme admits a canonical form.
proof. We shall prove by descending induction on j ∈ [0, k] that E
/
Fj admits
a canonical form. The case j = k and j = k − 1 are obvious, so assume that
E
/
Fj+1 has a canonical form given by the isomorphism A˜
/
A˜.Pj+1 ≃ E
/
Fj+1. Let
e ∈ E be an element inducing the image of 1 in the quotient E
/
Fj+1. Then
Pj+1.e lies in Fj+1. Denote by π : Fj+1 → Fj+1
/
Fj ≃ Eλj+1 the quotient map
and put π(Pj+1.e) = T.eλj+1 where T ∈ C[[b]]. As Pj+1.e generates Fj+1, T is
invertible in Eλj+1 and, up to change the choice of eλj+1 by a non zero constant
factor, we may assume that T (0) = 1.
Write T.eλj+1 = Sj+1.eλj+1 +Pj+1.z where Sj+1 lies in Vj+1. This possible thanks
to the proposition 3.2.4. Note that we have Sj+1(0) = T (0) = 1. Choose now
ε ∈ Fj+1 satisfying π(ε) = z. Now e˜ := e− ε is a generator of E
13 and we have
S−1j+1.Pj+1.e˜ which is send to eλj+1 via π. So (a− λj+1.b).S
−1
j+1.Pj+1.e˜ = Pj.e˜ lies
in Fj. So E
/
Fj admits a canonical form. 
4 The uniqueness of a canonical form
To understand the classification of [λ]−primitive themes up to isomorphism, a key
point is the uniqueness of the canonical form. This study will lead us to the notion
of ”invariant” theme, which is an interesting subclass for which this uniqueness
property is true.
4.1 Endomorphisms of a theme.
We shall begin by the study of A˜−linear injections between two [λ]−primitive
themes.
Lemma 4.1.1 Let E ′ ⊂ E be two [λ]−primitive themes of the same rank k.
Let µ1, . . . , µk and λ1, . . . , λk be their respective fundamental invariants. Then
we have
1. For all j ∈ [1, k], µj ≥ λj.
2. The dimension of the complex vector space E
/
E ′ is
∑k
j=1 µj − λj.
13it induces the same class than e in E
/
(a.E + b.E).
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Proof. We shall make an induction on the rank k. The rank 1 case is clear,
so assume that the lemma is proved in rank ≤ k − 1. As F ′k−1 ⊂ Fk−1 we have
immediately the inequalities µj ≥ λj for j ∈ [1, k − 1]. Moreover, the restriction
to E ′ of the quotient map πk : E → E
/
Fk−1 ≃ Eλk is not zero, because E
′ is
not contained in Fk−1. So πk(E
′) is a rank 1 quotient of E ′ contained in Eλk .
This gives µk ≥ λk as the unique rank 1 quotient of E
′ is Eµk .
Remark that the kernel of the restriction to E ′ of πk is then F
′
k−1 so we have
Fk−1 ∩ E
′ = F ′k−1 and this gives the exact sequence of vector spaces
0→ Fk−1
/
F ′k−1 → E
/
E ′ → E
/
(Fk−1 + E
′)→ 0.
Now the induction hypothesis gives dimC(Fk−1
/
F ′k−1) =
∑k−1
j=1 µj − λj. Moreover
the equatity πk(E
′) = Eµk implies dimC(E
/
(Fk−1 +E
′)) = µk − λk. We conclude
using the exact sequence above. 
Theorem 4.1.2 Let E and E ′ be two [λ]−primitive themes of the same rank
k. The vector subspace of HomA˜(E
′, E) of A˜−linear maps with rank ≤ k − 1
has codimension ≤ 1.
Assume now that the respective fundamental invariants µ1, . . . , µk and λ1, . . . , λk
satisfy the inequalities
µj − λj ≥ k − 1 ∀j ∈ [1, k].
Then there exists an A˜−linear injection i : E ′ → E.
Proof. Let us prove the first assertion by induction on the rank k. The case
k = 1 is clear, so let assume the assertion proved for rank k − 1 ≥ 1 and consider
ϕ1 and ϕ2 two injections of E
′ in E. Their restrictions to F ′k−1 are injective
with value in Fk−1 so the induction hypothesis gives α ∈ C
∗ such that ϕ1−α.ϕ2
is not injective on F ′k−1, so a fortiori on E
′.
We shall show by induction on k ≥ 1 the following assertion which is a precise
version of the second statement of the theorem :
• Let E ≃ A˜
/
A˜.P and E ′ ≃ A˜
/
A˜.P ′ two rank k [λ]−primitive themes in
standard forms, where
P := (a− λ1.b).S
−1
1 . . . S
−1
k−1.(a− λk.b)
P ′ := (a− µ1.b).T
−1
1 . . . T
−1
k−1.(a− µk.b)
satisfying the condition µj − λj ≥ k − 1 ∀j ∈ [1, k]. Then exists an element
x = σ.bµk−λk .ek +
k−1∑
j=1
Wj .ej where Wj ∈ b
j−1.C[[b]] ∀j ∈ [1, k − 1] (@)
in E such that P ′.x = 0, where e1, . . . , ek is the standard basis of E
associated to the standard form E ≃ A˜
/
A˜.P and where σ ∈ C∗.
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Of course, sending the standard generator e′k of E
′ to x defines an A˜−linear
injection of E ′ in E.
As the case k = 1 is immediate, we may assume our assertion proved in rank k−1.
Using for F ′k−1 and b.Fk−1 the standard forms deduced from these of E and E
′
above, the induction hypothesis14 gives an element
y = ρ.bµk−1−λk−1−1.b.ek−1 +
k−2∑
h=1
Vh.b.eh Vh ∈ b
h−1.C[[b]]
in b.Fk−1 such that Q
′.y = 0 where we put P ′ = (a− µ1.b).T
−1
1 .Q
′.
So we look for x ∈ E of the form (@) and satisfying
i) σ 6= 0.
ii) Wj ∈ b
j−1.C[[b]] ∀j ∈ [1, k − 1].
iii) (a− µk.b).x = Tk−1.y.
Remark that because the sequence λj + j is increasing, we have
µk ≥ λk + k − 1 ≥ λj + j − 1 ∀j ∈ [1, k] (@@)
The relation iii) gives the equations
b.W ′k−1 − (µk − λk−1).Wk−1 = ρ.Tk−1.b
µk−1−λk−1−1 − σ.Sk−1.b
µk−λk−1
b2.W ′h − (µk − λh).b.Wh = Tk−1.b.Vh − Sh.Wh+1 (@@@h)
The first equation will have a solution in C[[b]] unique modulo C .bµk−λk−1 as
soon as the coefficient of bµk−λk−1 is zero in the right handside. If α′ 6= 0 is the
coefficient of bp
′
k−1 in Tk−1 and α 6= 0 the one of b
pk−1 in Sk−1, it is enough to
choose σ = ρ.α/α′ to have the existence of Wk−1 ∈ b
µk−λk−1 .C[[b]] ⊂ bk−2.C[[b]],
unique modulo C .bµk−λk−1 using the relations:
µk − λk−1 = µk−1 + p
′
k−1 − 1− λk−1 = µk − λk + pk−1 − 1.
Assume that we have proved the existence of Wh+1 ∈ b
h.C[[b]], unique modulo
C .bµk−λh+1 for some h ≥ 1. To solve the equation (@@@h) it is enough to insure
that the coefficient of bµk−λh+1 in Tk−1.b.Vh−Sh.Wh+1 is zero. But again we may
choose arbitrarily the coefficient of bµk−λh+1 in Wh+1 thanks to our assumption,
and because the coefficient of bph in Sh is not zero. We conclude easily because
λh+1 = λh+ph−1 gives µk−λh+1 = µk−λh+1+ph, and because Vh ∈ b
h−1.C[[b]]
and Wh+1 ∈ b
h.C[[b]] implies Wh ∈ b
h−1.C[[b]]. 
14Note that µj − λj ≥ k− 1 implies µj − (λj +1) ≥ k− 2 so the induction hypothesis applies
to F ′k−1 and b.Fk−1. Note also that if P˜j is obtained from Pj by λh 7→ λh + 1 for each h,
then P˜j .b.ek = b.Pj .ek as (a− (λ+ 1).b).b = b.(a− λ.b).
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Remarks.
1. A immediate consequence of the previous proof is that, when there exists
an injection from E ′ to E, it sends a standard generator e′ of E ′ to
τ.bµk−λk .e modulo Fk−1 where e is a standard generator of E and τ ∈ C
∗.
2. In the final remark before the Appendix we give two [λ]−primitive themes of
rank 3 E ′ := E
/
F1 and F3 such that µj − λj ≥ k − 2 = 1 and such that
there is no A˜−linear injection of E ′ in E.
Corollary 4.1.3 Let E be a rank k [λ]−primitive theme and let Rj ⊂ HomA˜(E,E)
the vector subspace of endomorphisms of E of rank ≤ j. For any j ∈ [0, k − 1],
the vector space Rj+1
/
Rj has dimension ≤ 1.
So we always have dimC(HomA˜(E,E)) ≤ k with equality if and only if (Rj)j∈[0,k]
is a full flag15 of HomA˜(E,E).
Proof. Let ϕ be an endomorphism of rank j of E. Then its kernel is Fk−j
as it is a normal rank k − j submodule. Moreover the normalization of the image
of ϕ is Fj. So we have the following factorisation of ϕ :
E → E
/
Fk−j
f
→ Fj →֒ E.
The correspondance ϕ 7→ f induces a linear bijection between Rj
/
Rj−1 and
HomA˜(E
/
Fk−j, Fj)
/
G where G is the subspace of morphism of rank at most
j − 1 in Hom(E
/
Fk−j , Fj). The first assertion of the previous theorem gives that
dimC(HomA˜(E
/
Fk−j, Fj)
/
G) ≤ 1. 
Corollary 4.1.4 Let E be a rank k [λ]−primitive theme. A sufficient condition
for the existence of an A˜−linear injection of E
/
Fj in Fk−j is that for each
h ∈ [1, k − j] we have
ph + · · ·+ ph+j−1 ≥ k − 1.
For instance, if we have ph ≥ k− 1 for each h ∈ [1, k− 1], then HomA˜(E,E) is
k−dimensional.
Proof. As E
/
Fj is a rank k − j [λ]−primitive theme with fundamental in-
variants λj+1, . . . , λk and Fk−j is also a rank k − j [λ]−primitive theme with
fundamental invariants λ1, . . . , λk−j, we may conclude using the previous theorem
as soon as we have
λj+h − λh ≥ k − j − 1 ∀h ∈ [1, k − j].
But λj+h − λh = ph + · · · + pj+h−1 − j so the corollary is a consequence of the-
orem 4.1.2. The last assertion is now a consequence of the previous corollary 4.1.3. 
15this means that each Rj+1
/
Rj has dimension 1 for j ∈ [0, k − 1].
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It is easy to see that the necessary condition to have an A˜−linear injection of E
/
Fj
into Fk−j given by the lemma 4.1.1 corresponds to the inequalities
ph + · · ·+ ph+j−1 ≥ j ∀h ∈ [1, k − j].
So it is trivially satisfied as soon as ph ≥ 1 for any h ∈ [1, k], that is to say when
the sequence λ1, . . . , λk is increasing (large).
4.2 Invariant [λ]−primitive themes.
Let us begin by two simples remarks.
Remarks.
1. When E is a [λ]−primitive theme the vector space HomA˜(E,Eµ) has
dimension at most 1 for any µ. As E has an unique rank 1 quotient
(a,b)-module which is E
/
Fk−1 ≃ Eλk , a non zero A˜−linear map to Eµ
factorizes via an A˜−linear injection of Eλk to Eµ. So HomA˜(E,Eµ) is
zero if µ 6∈ λk − N and 1-dimensional if λk = µ+ q, q ∈ N.
2. Let E1 and E2 be [λ]−primitive themes with respective rank k1 and k2,
and let i : E1 →֒ E2 be an A˜−linear injection. Then k2 ≥ k1 and the
normalization16 of i(E1) is the normal submodule Gk1 of rank k1 in E2.
We may then apply the lemma 4.1.1 to compute the codimension of the vector
space Gk1
/
i(E1).
Proposition 4.2.1 Let E be a rank k ≥ 1 [λ]−primitive theme17 and assume
that ϕ0 is an A˜−linear endomorphism of E of rank k − 1. Then we have the
following properties:
i) For each j ∈ [0, k] the rank of ϕj0 is k − j.
ii) A C−basis of EndA˜(E) is given by id, ϕ0, . . . , ϕ
k−1
0 . So EndA˜(E) is
k−dimensional. Moreover this algebra is commutative and isomorphic to C[x]
/
(xk).
iii) For each j ∈ [1, k−1] the restriction of ϕ0 to Fj induces an endomorphism of
rank j−1 of Fj. So we have a surjective restriction EndA˜(E)→ EndA˜(Fj).
iv) For each j ∈ [1, k − 1] ϕ0 induces an endomorphism of E
/
Fj of rank
k − j − 1. So we have also a surjective map EndA˜(E)→ EndA˜(E
/
Fj).
16the smallest normal submodule containing i(E1).
17The proposition 4.3.7 will show that the existence of a rank k−1 endomorphism for any rank
k theme E implies that E is [λ]−primitive, for some λ.
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Proof. We shall show i) by induction on j. As the cases j = 0 and j = 1
are clear, assume the assertion proved for some j ∈ [1, k − 1] and let us show that
ϕj+10 has rank k − j − 1.
The kernel of ϕjo is normal with rank j, so it is Fj . So ϕ
j
0 induces an A˜−linear
injection of E
/
Fj in Fk−j whose image Φj has finite C−codimension in Fk−j
(see remark 2 above). Applying again ϕ0 whose kernel F1 meets Φj in a rank 1
submodule, because F1 ⊂ Fk−j. We see that the kernel of the restriction of ϕ0 to
Φj , has rank 1 and so its image, which is Φj+1 has rank k− j− 1. So i) is proved.
Assume that we have in EndA˜(E) a linear relation
∑k−1
j=0 αj .ϕ
j
0 = 0 where
α0, . . . , αk−1 are complex numbers. Let j0 the first integer such that αj0 6= 0.
Then we would have Φj0 ⊂
∑k−1
h=j0+1
Φh. But for each j we know that Φj ⊂ Fk−j .
So we conclude that Φj0 ⊂ Fk−j0−1, and this contradicts the fact that ϕ
j0
0 has rank
k− j0. So all αj are zero and id, ϕ0, . . . , ϕ
k−1
0 are k linearly independant vectors
in EndA˜(E). But we have seen that the dimension of this vector space in ≤ k. So
it is k−dimensional and id, ϕ0, . . . , ϕ
k−1
0 is a basis. The algebra structure is then
obvious because ϕk0 = 0.
Let us proved iii). As the kernel of ϕ0 is F1 ⊂ Fj , the rank of the restriction of
ϕ0 to Fj is j − 1. So ϕ0(Fj) ⊂ Fj−1 ⊂ Fj and ϕ0 induces an endomorphism of
Fj . The surjectivity of the restriction map EndA˜(E)→ EndA˜(Fj) is consequence
of ii) applied to Fj .
We have seen that ϕ0(Fj) ⊂ Fj so ϕ0 induced an endomorphism ϕ˜0 of E
/
Fj .
The image Φ1 of ϕ0 has finite codimension in Fk−1, so the quotient Φ1
/
Fj ∩Φ1
which is the image of ϕ˜0, has rank k − j − 1 as a quotient of a rank k − 1
C[[b]]−module by a submodule of rank j.
The surjectivity of the map EndA˜(E)→ EndA˜(E
/
Fj) is consequence of ii) applied
to E
/
Fj. 
Main Example. Let us define the monodromy operator T : Ξ
(k−1)
λ → Ξ
(k−1)
λ by
the following rules :
1. It is A˜−linear.
2. T [sλ−1.(Log s)j] = e2iπ.λ.sλ−1.(Log s+ 2iπ)j.
Then it corresponds to the usual action of the monodromy of multivalued holomor-
phic functions on the punctured disc.
Let ϕ ∈ Ξ
(k−1)
λ \ Ξ
(k−2)
λ and assume that the theme E := A˜.ϕ is invariant by the
monodromy T of Ξ
(k−1)
λ . Then T − e
2iπ.λ. id induces an A˜−endomorphism of
rank k − 1 of E :
To prove this we may assume18 that ϕ = sλk−1.(Log s)k−1 + ψ where ψ is in
Ξ
(k−2)
λ . Then we have to show that the degree in Log s of (T − e
2iπ.λ. id)[ϕ] is
precisely k − 2. This is consequence of the fact that T − e2iπ.λ. id sends Ξ
(N−1)
λ
18see proposition 3.1.6.
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in Ξ
(N−2)
λ for any positive integer N because we have
(T −e2iπ.λ. id)[ϕ] = e2iπ.λ.sλk−1.(Log s+2iπ)k−1−e2iπ.λ.sλk−1.(Log s)k−1 modulo Ξ
(k−3)
λ .
Definition 4.2.2 We shall say that a rank k [λ]−primitive theme E is invariant
when it has a endomorphism of rank k − 1.
With this definition we may reformulate the results of the proposition 4.2.1 as fol-
lows.
Corollary 4.2.3 Let E be an invariant rank k [λ]−primitive theme. Then any
normal F of E is invariant. The quotient E
/
F is also invariant.
Proposition 4.2.4 Let E be a rank k [λ]−primitive theme. The following
properties are equivalent :
i) E is invariant.
ii) dimC(EndA˜(E)) = k.
iii) The image of any A˜−linear injection of E in Ξλ is independant of the
choosen injection.
iv) There exists an A˜−linear injection j : E → Ξλ such that j(E) is (globally)
invariant by the monodromy T of Ξλ.
Proof. The implication i)⇒ ii) is proved in the proposition 4.2.1. The implica-
tion ii)⇒ iii) is consequence of the fact that if i : E → Ξλ is injective, then the
composition with i gives an injective C−linear map i˜ : EndA˜(E)→ HomA˜(E,Ξλ).
As these two vector spaces have the same dimension k, the first by the assumtion
ii), the second thanks to the theorem 2.2.1 of [B.05], we obtain iii) because any
A˜−linear map from E to Ξ has its image in Ξ
(k−1)
λ (see the proposition 3.1.6).
The implication iii) ⇒ iv) is easy because T ◦ i is an A˜−linear injection of E
in Ξ
(k−1)
λ when i is.
The implication iv)⇒ i) is consequence of the ”main example” above. 
Corollary 4.2.5 Let E be a rank k [λ]−primitive theme. A sufficient condition
in order that E is invariant is that we have pj ≥ k − 1 ∀j ∈ [1, k − 1].
Proof. This is a trivial consequence of the corollary 4.1.4 and of ii) in the previ-
ous proposition. 
Corollary 4.2.6 Let E be an invariant [λ]−primitive theme with fundamental
invariants λ1, . . . , λk. Then for δ > λk + k − 1 a rational number, the theme
E∗ ⊗a,b Eδ is invariant.
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Proof. It is enough to prove that the vector space EndA˜(E
∗⊗a,bEδ) is k−dimensional.
But this vector space is isomorphic to EndA˜(E
∗) because the tensor product by
Eδ is just the change of a in a+ δ.b, which does not change the A˜−linear endo-
morphisms. But the transposition is an isomorphism C−linear between EndA˜(E)
and EndA˜(E
∗). 
Example. The [λ]−primitive themes with rank 2 are all invariant except those
with fundamental invariants λ1, p1 = 0. To prove this it is enough to produce a
rank 1 endomorphism when we assume p1 ≥ 1 and to show that in the case p1 = 0
there is no such endomorphism. But an endomorphism of rank 1 is just an injection
of E
/
F1 in F1, that is to say an A˜−linear injection of Eλ2 in Eλ1 . This
exists and is unique up to a multiplicative non zero constant if and only if we have
λ2 ≥ λ1. But, by definition λ2 = λ1 + p1 − 1. 
Lemma 4.2.7 Let E be a rank k ≥ 2 [λ]−primitive theme, and assume that
either pk−1 = 0 or k ≥ 3 and pk−1 = 1, pk−2 ≥ 2. Then E is not invariant.
Proof. Let E ≃ A˜
/
A˜.P a standard form for E and let e1, . . . , ek the
corresponding standard basis of E. It is enough to show that there is no
x ∈ Fk−1 \ Fk−2 such that P.x = 0. Thanks to proposition 3.2.2 we may write
x = ρ.bλk−λk−1 .ek−1 +
k−2∑
j=1
Uj .ej (*)
where ρ ∈ C∗ and Uj ∈ C[[b]] for j ∈ [1, k− 2]. If pk−1 = 0, so λk − λk−1 = −1,
such an x can not exist. So assume k ≥ 3 and pk−1 = 1, so λk = λk−1. Then
(a− λk.b).x = Sk−1.y (**)
with y ∈ Fk−2 and if we write P := Q.S
−1
k−1.(a− λk.b) we shall have Q.y = 0 so,
using again proposition 3.2.2 we have, for some σ ∈ C∗
y − σ.bλk−1−λk−2 .ek−2 ∈ Fk−3.
Now substituing (∗) in (∗∗) gives that Uk−2 must satisfy
Sk−2 + b
2.U ′k−2 − (λk − λk−2).b.Uk−2 = ρ.Sk−1.b
λk−1−λk−2.
As we assume that λk−1 > λk−2 this equation has no solution in C[[b]] because
Sk−2(0) = 1. 
This lemma has the interesting following corollary.
Corollary 4.2.8 Let E be an invariant [λ]−primitive theme. Then either the
sequence λ1, . . . , λk is strictly increasing, or constant.
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Proof. The case k = 2 is clear thanks to lemma 3.1.2. So let assume that k ≥ 3.
We want first to show that there exists j0 ∈ [1, k] such that we have
λ1 = · · · = λj0 < λj0+1 < · · · < λk.
Let E be a rank k invariant [λ]−primitive theme with fundamental invariants
λ1, p1, . . . , pk−1. Then each pj is positive because pj = 0 would imply that
Fj+1
/
Fj−1 is isomorphic to Eλj ,λj and so is not invariant. This would contradict
the corollary 4.2.3.
If all pj are at least 2 then j0 = 1 satisfies our requirement. If this is not the case,
let j0 be the maximal integer such we have ph = 1 for each h ∈ [1, j0 − 1]. Then
we have λ1 = · · · = λj0 < λj0+1. So the invariant theme E
/
Fj0−1 as fundamental
invariants equal to µ1 = λj0 < µ2 = λj0+1 ≤ · · · ≤ µk−j0−1 = λk. Assume that we
have µh−1 = µh for some h ≥ 3. Then the lemma 4.2.7 applied to the rank 3
invariant theme Fj0+h+1
/
Fj0+h−2 gives a contradiction.
We conclude using the remark which follows the proof of the theorem 3.1.10, be-
cause for δ ∈ Q large enough, E∗ ⊗a,b Eδ is a theme and it is invariant thanks to
corollary 4.2.6. Then we have either j0 = 1 or j0 = k. 
We shall say that an invariant [λ]−primitive theme is special when its fundamental
invariants is of the form λ1, λ1, . . . , λ1 which means that p1 = p2 = · · · = pk−1 = 1.
In rank 2 all such fundamental invariants corresponds to an invariant theme. This
no longer true in higher ranks. Will shall see in section 5.2.3 that in rank 3 the
[λ]−primitive themes
A˜
/
A˜.(a− λ1.b)(1 + β.b)
−1(a− λ1.b)(1 + α.b)
−1(a− λ1.b)
are invariant for α = β ∈ C∗ but not invariant for (α, β) ∈ (C∗)2, α 6= β.
The following easy lemma is the first step of the determination of all special invariant
[λ]−primitive themes.
Lemma 4.2.9 Let E be an [λ]−primitive theme E with fundamental invariants
λ1, p1 = · · · = pk−1 = 1. Then E is (special) invariant if and only if E
/
F1
is isomorphic to Fk−1. In this case, for any standard form E ≃ A˜
/
A˜.P the
coefficients of b in Sj is independent of j ∈ [1, k − 1] (and of the choice of the
standard form).
Proof. By definition E is invariant if there exists a rank k− 1 endomorphism
ϕ0 of E. Its kernel is F1 and its image is contains in Fk−1. In fact, the codi-
mension of ϕ0(E) in Fk−1 is given by the lemma 4.1.1. But it gives zero and ϕ0
induces an isomorphism between E
/
F1 and Fk−1. The converse is obvious.
Now remark that, as p1 = · · · = pk−1 = 1, the coefficient of b in Sj is the
parameter of the rank 2 [λ]−primitive theme Fj+1
/
Fj−1. So it only depends
on the isomorphism class of E. So the point is to prove that these numbers are
independant of j.
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We shall prove this by induction on the rank of E.
As Fk−1 is again an invariant special [λ]−primitive theme, so it is enough to prove
that the coefficient of b in Sk−2 and in Sk−1 are the same.
The isomorphism between E
/
F1 and Fk−1 induces an isomorphism between
E
/
Fk−2 and Fk−1
/
Fk−3. An the coefficient of b in Sk−1 and Sk−2 are respec-
tively the parameters of these rank 2 [λ]−primitive themes which are isomorphic. 
Note that conversely, it is obvious that the rank k [λ]− primitive theme given by
A˜
/
A˜.P with
P := (a− λ1.b).S
−1
1 .(a− λ1.b).S
−1
1 . . . S
−1
1 .(a− λ1.b)
where S1 is in C[b] and satisfies S1(0) = 1 and S
′(0) 6= 0, is an invariant special
theme because we have an obvious isomorphism between E
/
F1 and Fk−1 which
gives a rank k − 1 endomorphism for E.
This implies the existence of special invariant [λ]− primitive themes with any rank.
But remark that in general E is not given in a canonical form19, and given such
an E in a canonical form, it may be not so easy to recognize that it is invariant.
4.3 Uniqueness of the canonical form.
The main result of this paragraph is the following uniqueness theorem.
Theorem 4.3.1 Let E be a rank k ≥ 2 invariant [λ]−primitive theme. Then
the canonical form E ≃ A˜
/
A˜.P is unique.
The proof will be an easy consequence of the next proposition.
Proposition 4.3.2 Let E be a rank k ≥ 2 [λ]−primitive theme. Assume that
the restriction map EndA˜(E)→ EndA˜(E
/
F1) is surjective. Then let
P1 := (a− λ2.b).S
−1
2 . . . S
−1
k−1.(a− λk.b)
and P := (a− λ1.b).S
−1
1 .P1 where E ≃ A˜
/
A˜.P is a standard form. Let e = ek
be the standard generator of E, and let e′ ∈ E such that
i) P1.e
′ = T1.e1 where e1 is the standard generator of F1.
ii) e− e′ ∈ Fk−1.
Then (T1 − S1).e1 is in P1.F1.
19when deg(S1) ≥ 2.
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Proof. The images [e] and [e′] of e and e′ in E
/
F1 are generators with
the same annihilator ideal A˜.P1. As [e− e
′] lies in Fk−1
/
F1 the endomorphism
ψ of E
/
F1 defined by ψ([e]) = [e]− [e
′] has rank ≤ k− 2. Our assumption gives
then an endomorphism ϕ of E which induces ψ. So it is not an isomorphism.
Put ε := ϕ(e). We have P.ε = 0, and because ε lies in Fk−1 (the rank of ϕ
is ≤ k − 1), we have P1.ε = 0 thanks to proposition 3.2.2. But the fact that ψ
induces ϕ implies the relation
ε = e− e′ + U.e1 with U ∈ C[[b]].
Then P1.ε = 0 = S1.e1 − T1.e1 + P1.U.e1. 
Proof of the theorem 4.3.1. By induction on the rank k of E we may
assume that the canonical form for E
/
F1 is unique. So we have uniqueness for P1.
As we assume that E is invariant, the assumption of surjectivity for the restriction
map EndA˜(E) → EndA˜(E
/
F1) is satisfied thanks to proposition 4.2.1. Then the
previous proposition gives the uniqueness of S1.eλ1 modulo P1.F1 which implies
the uniqueness of the canonical form for E. 
Definition 4.3.3 We shall say that a [λ]−primitive theme has the property U
when its canonical form is unique.
The reader will find in the Appendix some examples of non invariant [λ]−primitive
themes which have the property U and also example where the property U is not
satisfied.
The problem of the characterization of [λ]−primitive themes having the property
U is rather tricky.
Let us begin by a result of non uniqueness.
Lemma 4.3.4 Let E be a rank k ≥ 3 [λ]−primitive theme which is not invariant,
but such that E
/
F1 is invariant. Let E ≃ A˜
/
A˜.P a standard form for E with
standard generator e = ek. Then there exists a generator e
′ of E such that its
annihilator is equal to (a− λ1.b).T
−1
1 .P1 with (S1 − T1).e1 6∈ P1.F1.
Remark. So in the situation of the previous lemma E has not the property U .
Proof. Let ψ an endomorphism of E
/
F1 of rank k− 2, and put ψ([e]) = [η].
Then η ∈ Fk−1\Fk−2 and the relation P1.[e] = 0 in E
/
F1 implies P1.η ∈ F1. Put
P1.η = Z.e1 where Z ∈ C[[b]]. If there exists V ∈ C[[b]] such that Z.e1 = P1.V.e1,
this would implies that P1(η − V.e1) = 0, and a fortiori, P.(η − V.e1) = 0. But
as k ≥ 3, η − V.e1 is in Fk−1 \ Fk−2 and sending e to η − V.e1 is then an
endomorphism of E of rank k − 1, contradicting our assumption that E is not
invariant.
So Z.e1 6∈ P1.F1. But P1.η is in b.E because η ∈ Fk−1 ⊂ a.E + b.E and
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a.P1.E ⊂ a
k.E + b.E ⊂ b.E. So we have Z(0) = 0 as F1 is normal. Define now
e′ := e− η. This is generator of E and it satisfies
P1.e
′ = T1.e1 with T1 := (S1 − Z).
We have T1(0) = 1 and (S1 − T1).e1 is not in P1.F1. 
The next proposition shows that there are not so many [λ]−primitive themes which
satisfy the property U and which are not invariant.
Proposition 4.3.5 Let E be a a rank k ≥ 3 non invariant [λ]−primitive theme
with the property U. Then for each j ∈ [1, k−2] the theme E
/
Fj is not invariant
with the property U. This implies that pk−1 = 0.
Conversely, if E
/
F1 satisfies the property U and EndA˜(E
/
F1) = C . id, then E
satisfies the property U.
Proof. The fact that E
/
Fj satisfies the property U when E does is obvious.
If E
/
F1 were invariant, the lemma 4.3.4 would show that (we assume k ≥ 3) E
is invariant. By induction on j ∈ [1, k − 2], we deduce that the quotients E
/
Fj
are not invariant and satisfies the property U. For j = k − 2 we obtain pk−1 = 0.
To show the converse consider two generators e, e′ of E such their images [e], [e′]
in E
/
F1 have the same annihilator ideal A˜.P1, the difference e− e
′ is in Fk−1,
and put P1.e = S1.e1, P1.e
′ = T1.e1 where e1 is a generator of F1 such that
a.e1 = λ1.b.e1. The endomorphism of E
/
F1 which is defined by sending [e] to
[e]− [e′] is not surjective, because [e]− [e′] lies in Fk−1
/
F1. So it is zero and we
conclude that e− e′ ∈ F1. This implies that (S1 − T1).e1 ∈ P1.F1 
An easy corollary describes completely the situation in rank 3.
Corollary 4.3.6 The rank 3 [λ]−primitive themes which satisfy the property U
are the invariant themes and the themes such that p2 = 0.
Proof. As any rank 2 [λ]−primitive theme has the property U, a non invariant
rank 3 theme with the property U must satisfy p2 = 0 from the previous propo-
sition.
Conversely, if p2 = 0, then E
/
F1 is isomorphic to Eλ2,λ2 and it satisfies the
condition EndA˜(E
/
F1) = C . id, so the previous proposition implies it satisfies the
property U. 
We end this section by showing that if a rank k theme E has an endomorphism
of rank k − 1 this forces E to be [λ]−primitive, for some λ.
Proposition 4.3.7 Let E be a rank k theme which admits an endomorphism of
rank k − 1. Then E is [λ]−primitive for some λ ∈ Q.
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Proof. We shall prove the proposition by induction on the rank k. The case
k = 1 is clear, so let us assume k ≥ 2 and the result prove for rank k − 1.
Let ϕ an endomorphism of E of rang k− 1 and denote F its image. Its kernel
has rank 1 so is isomorphic to Eλ for some λ ∈ Q
∗+. As F ≃ E
/
Eλ it is a rank
k − 1 theme.
Assume first that Eλ∩F = {0} then the restriction ψ of ϕ to F is an injective
endomorphism of F . It is an isomorphism, because of the proposition below which is
proved in [K.09] ; denote χ its inverse in EndA˜(F ). Put θ := idE −χ◦ϕ : E → E.
We have ϕ ◦ θ(x) = ϕ(x)− ϕ(χ(ϕ(x)) = 0 for any x ∈ E. So θ takes values in
Eλ. This implies that we have an (a,b)-linear isomorphism
E ≃ Eλ ⊕ F corresponding to idE = θ + χ ◦ ϕ.
So E cannot be monogenic.
Then we have G := Eλ ∩ F 6= {0}, and G has rank 1. But G is the kernel of
the restriction ψ : F → F of ϕ. So ψ has rank k − 2 on F which is a theme
of rank k − 1. The induction hypothesis gives then that F is [µ]−primitive, for
some µ. But G = Eλ+q for some integer q and G ⊂ F shows that λ ∈ [µ] and
F is [λ]−primitive. The exact sequence 0→ Eλ → E → F → 0 implies now that
E is [λ]−primitive. 
Proposition 4.3.8 ([K.09] proposition 2.26 .) Let E be a regular (a,b)-module
and ϕ an (a,b)-endomorphism of E. If ϕ is injective, it is an isomorphism.
5 Holomorphic families of [λ]−primitive themes.
5.1 Definitions and first examples.
5.1.1 Definitions.
Let X be a complex space. We shall denote OX [[b]] the sheaf of C−algebras on
X associated to the presheaf
U 7→ OX(U)[[b]].
It is a sheaf of OX−algebras. For I ⊂ (OX)
p a subsheaf of OX−modules (resp.
OX−coherent), we shall denote I[[b]] the subsheaf of OX [[b]]−modules (resp.
OX [[b]]−coherent) of (OX [[b]])
p which is generated by I.
Definition 5.1.1 Let X be a complex space. A sheaf of OX − (a, b)−modules E
on X is a locally free sheaf of finite type of OX [[b]]−modules endowed of a sheaf
map
a : E→ E
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which is OX−linear and continuous for the b−adic topology of E and satisfies
the commutation relation a.b− b.a = b2.
A morphism between two sheaves of OX − (a, b)−modules is a morphism of sheaves
of OX [[b]]−modules which commutes with the respective actions of a.
Example. Let λ ∈]0, 1] be a rational number and let N be a natural integer.
Define
Ξ
(N)
X,λ := ⊕
N
j=0 OX [[b]].eλ,j
and define a by induction from the relations20
a.eλ,0 = λ.b.eλ,0 and a.eλ,j = λ.b.eλ,j + b.eλ,j−1 for j ≥ 1
Notation. We shall denote, for Λ a finite subset of ]0, 1] ∩Q,
Ξ
(N)
X,Λ := ⊕λ∈Λ Ξ
(N)
X,λ.
An holomorphic map of a complex space X in Ξ
(N)
Λ will be, by definition, a global
section on X of the sheaf Ξ
(N)
X,Λ.
Remark that we have a.Ξ
(N)
X,Λ ⊂ b.Ξ
(N)
X,Λ so they are ”simple poles” OX−(a, b)−modules.
Let x ∈ X . We have an evaluation map OX → OX
/
Mx ≃ Cx where Mx ⊂ OX
is the subsheaf of holomorphic germs which vanish at x. When E is a sheaf of
OX − (a, b)−modules on X , we shall have, in an analoguous way, an evaluation
map at x
E→ E(x) := E
/
Mx[[b]].E.
Then E(x) is the fiber at x of the sheaf E. We shall consider a sheaf of
OX − (a, b)−modules on X as a family of (a,b)-modules parametrized by X .
Definition 5.1.2 An holomorphic map ϕ : X → Ξ
(N)
Λ is k−thematic when the
following condition is satisfied :
• The OX [[b]]−submodule Eϕ of Ξ
(N)
X,Λ generated by the a
ν .ϕ, ν ∈ N is free
of rank k with basis ϕ, a.ϕ, . . . , ak−1.ϕ.
For each x ∈ X we shall denote E(ϕ(x)) the rank k theme given as
Eϕ
/
Mx[[b]].Eϕ ≃ A˜.ϕ(x) ⊂ Ξ
(N)
Λ .
Note that in this definition we may always assume that N = k − 1.
Lemma 5.1.3 Let X be a reduced complex space and ϕ : X → Ξ
(N)
Λ a k−thematic
holomorphic map ; then the Bernstein polynomial Bϕ(x) of E(ϕ(x)) is locally con-
stant on X. Moreover, if Λ = {λ} the fundamental invariants of the [λ]−primitive
themes E(ϕ(x)) are also locally constant.
20the reader may think that eλ,j = s
λ−1.(Log s)j
/
j!.
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Proof. We may write, by assumption,
ak.ϕ =
k−1∑
j=0
Sj .a
j .ϕ
where S1, . . . , Sk−1 are global sections on X of the sheaf OX [[b]]. As for each
x ∈ X the theme A˜.ϕ(x) has rank k, its Bernstein element is given by
ak −
k−1∑
j=0
σj(x).a
j
where σj(x) is the coefficient of b
k−j in Sj(x). Remark that, when it is not zero,
σj(x).b
k−j is the initial form of Sj(x). But the holomorphic function x → σj(x)
takes only rational values, so it is locally constant.
In the [λ]−primitive case, the sequence λj + j is increasing, so λ1, . . . , λk are
determined by the Berstein element of A˜.ϕ(x). 
Remark. Given an holomorphic map ϕ : X → Ξ
(N)
Λ it is not enough to check
that for each x ∈ X the (a,b)-module E(ϕ(x)) is a rank k theme to have, even
locally, a k−thematic map, as it is shown by the following example :
Let λ > 1 a rational number and put for z ∈ C
ϕ(z) := sλ−1.Log s+ (z + b).sλ−2 = sλ−1.Log s+ z.sλ−2 +
1
λ− 1
.sλ−1.
Then the Bernstein element of A˜.ϕ(z) is (a − λ.b)(a − λ.b) for z 6= 0, but for
z = 0 the Bernstein element of A˜.ϕ(0) is (a − (λ + 1).b)(a − λ.b). We conclude
using the previous lemma.
Example. Let X be any reduced and irreducible complex space and let
ϕ : X → Ξ
(k−1)
λ be an holomorphic map such that the coefficient of eλ,k−1 is
equal to bn.S where S is an invertible element of the algebra O(X)[[b]]21, and
such that the b−valuation of ϕ− bn.S is strictely bigger than n. Then the sheaf
Eϕ :=
∑k−1
j=0 OX [[b]].a
i.ϕ is free of rank k on OX [[b]] and stable by a :
It does not reduce the generality to assume that S = 1, and in this case
ψ := (a − (λ + n).b).ϕ satisfies the same hypothesis that ϕ with k replace by
k − 1 and n replace by n+ 1. An easy induction allows to conclude.
Note that in this kind of example we have p1 = · · · = pk−1 = 0. So this method
constructs only very specific [λ]−primitive themes.
The reader will find a general and systematic method to produce holomorphic
k−thematic maps in the Appendix (see corollary 6.2.4).
21This is equivalent to say that the constant term (constant in b) of S is invertible in O(X).
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Definition 5.1.4 Let X be a reduced complex space and let E be a sheaf of
OX − (a, b)−modules on X. We shall say that E is an holomorphic family of rank
k themes parametrized by X when the following condition is satisfied :
• There exists an open covering (Uα)α∈A of X and for each α ∈ A a finite
set Λα ⊂]0, 1] ∩Q a k−thematic holomorphic map
ϕα : Uα → Ξ
(k−1)
Λα
with an isomorphism of sheaves of OX − (a, b)−modules E|Uα ≃ Eϕα on Uα.
Pull back. Of course when we have an holomorphic map f : Y → X between
two reduced complex space and E an holomorphic family of Λ−primitive themes
parametrized by X we may take the pull back of this family by setting for y ∈ Y
E(y) := E(f(y)). It is easy to see that the pull back of an holomorphic family
is again an holomorphic family, the corresponding sheaf of OY − (a, b)−modules
on Y being the ”analytic” pull back f ∗(E) := OY ⊗ f
−1(E), simply because
when ϕ : X → Ξ
(N)
Λ is an holomorphic and k−thematic map, the composition
ϕ ◦ f : Y → Ξ
(N)
Λ is again holomorphic and k−thematic.
5.1.2 Examples
Example : the rank 1 case.. Let X be a connected reduced complex space,
and let ϕ : X → Ξ
(0)
λ be an holomorphic 1−thematic map. Then there exists
S ∈ Γ(X,OX [[b]]) which is invertible
22 and an integer n such that ϕ = S.sλ+n−1.
So the sheaf Eϕ is isomorphic to the sheaf Eψ where ψ : X → Ξ
(0)
λ is the constant
map with value sλ+n−1.
We study the rank 2 case in the next two results.
Proposition 5.1.5 Fix λ1 > 1 a rational number in [λ] ∈ C
/
Z and a positive
integer p. Let X be a complex space, and let ϕ : X → Ξ
(1)
λ be an holomorphic
2−thematic map, such that the fundamental invariants of the themes E(ϕ(x), x ∈ X
are given by λ1, p1 = p ≥ 1. Then there exists an holomorphic map α : X → C
∗
such that we have
1. The map ψ˜ : X → Ξ
(1)
λ defined by
ψ˜(x) := α(x).sλ1+p−2.Log s+ c(λ1, p).s
λ1−1 (@)
where c(λ1, p) =
−1
p
.(λ1 − 1).λ1 . . . (λ1 + p− 2).
2. ψ˜ is 2−thematic
22Note that if for some x ∈ X,S(x) is not invertible, the Bernstein element jumps, so the map
is not 1−thematic.
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3. The sheaves of OX − (a, b)−modules Eψ˜ and Eϕ co¨ıncide.
The proof will use the following lemma.
Lemma 5.1.6 Fix λ1 > 1 a rational number in [λ] ∈ C
/
Z and a positive integer
p. If x ∈ C∗ and Z ∈ C[[b]] are such that
χ := x.sλ1+p−2.Log s+ Z.sλ1−2
satisfies (a− (λ1 + p− 1).b).χ = (1 + α.b
p).sλ1−1 for some given α ∈ C∗ then we
have
x = α/γ and Z =
−1
p
+ z.bp
for some z ∈ C, where γ := (λ1 − 1).λ1.(λ1 + 1) . . . (λ1 + p− 2).
The proof is an exercice left to the reader.
Remark. As A˜.χ contains C[[b]].sλ1−1 it contains χz := χ − z.b
p.sλ1−2 and
both χ and χz have the same annihilator which is the ideal
A˜.(a− λ1.b).(1 + α.b
p)−1.(a− (λ1 + p− 1).b),
we have for each z ∈ C an automorphism of A˜.χ which sends χ to χz.
Proof of the proposition. Without lost of generality we may assume that
ϕ(x) = sλ1+p−2.Log s+ Σ(x).sλ1−2 (1)
where Σ ∈ Γ(X,OX [[b]]) is invertible in C[[b]] for each x ∈ X . This is consequence
of the fact that we must have for each x ∈ X a rank 2 theme with fundamental
invariants λ1, p1 = p ≥ 1. Then we have
(a− (λ1 + p− 1).b).ϕ(x) =
sλ1+p−1
λ1 + p− 1
+ Σ(x).sλ1−1+
+ b2.Σ′(x).sλ1−2 − (λ1 + p− 1).b.Σ(x).s
λ1−2
= (b.Σ(x)′ − p.Σ(x) + γ.bp).
sλ1−1
λ1 − 1
where γ := (λ1 − 1)λ1 . . . (λ1 + p − 2) and where Σ(x)
′ denote the derivative in
b of Σ(x) ∈ C[[b]]. Note that γ gives the identity
sλ1+p−1
λ1 + p− 1
= γ.bp.
sλ1−1
λ1 − 1
.
So we have (a− (λ1 + p− 1).b).ϕ(x) = S(x).s
λ1−1 with
(λ1 − 1).S(x) := b.Σ(x)
′ − p.Σ(x) + γ.bp.
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Remark that the constant term in b in S(x) is equal to (−p/(λ1 − 1))−times
the constant term of Σ(x) which not zero. Put S(x) := S0(x) + Sp(x).b
p + b.S˜(x)
where S˜(x) has no term in bp−1. From our previous remark we see that S0 is an
invertible holomorphic function on X .
Now let T ∈ Γ(X,OX [[b]]) be a solution of the equation
b.T (x)′ − (p− 1).T (x) = S˜(x) ∀x ∈ X.
Such a T exists because S˜ has no term in bp−1. Define now ψ : X → Ξ
(1)
λ as
ψ(x) := ϕ(x)− T (x).sλ1−1.
As Eϕ contains OX [[b]].s
λ1−1, thanks to the invertibility of S in OX [[b]], the
equality Eψ = Eϕ is clear. So ψ is 2−thematic.
Now compute (a− (λ1 + p− 1).b).ψ:
(a− (λ1 + p− 1).b).ψ(x) = (a− (λ1 + p− 1).b).(ϕ(x)− T (x).s
λ1−1)
= S(x).sλ1−1 −
[
T (x).a+ b2.T (x)′
]
.sλ1−1
= (S0(x) + Sp(x).b
p).sλ1−1
This shows that ψ˜ := S−10 .ψ satisfies the relation
(a− (λ1 + p− 1).b).ψ˜(x) = (1 + α(x).b
p).sλ1−1
for each x ∈ X where α(x) := S−10 (x).Sp(x). And, of course, Eψ˜ = Eψ = Eϕ so
conditions 2. and 3. are satisfied. The lemma shows that there exists an holomorphic
function z : X → C such that ψ˜(x)− z(x).bp−1.sλ1−1 has the desired form. But
sending ψ˜ to ψ˜−z.bp−1.sλ1 is an automorphism of the OX−(a, b)−module Eϕ. 
The case p1 = p = 0 is given by the following lemma ; as it is a simple variant of
the previous proposition, we let the proof to the reader.
Lemma 5.1.7 Fix λ1 > 1 a rational number in [λ] ∈ C
/
Z. Let X be a complex
space, and let ϕ : X → Ξ
(1)
λ be an holomorphic 2−thematic map, such that the
fundamental invariants of the themes E(ϕ(x), x ∈ X are given by λ1, p1 = 0.
Then if ψ := (λ1−1).s
λ1−2.Log s there is an isomorphism of OX− (a, b)−modules
between the sheaf Eϕ and the sheaf Eψ corresponding to the constant map with
value ψ.
Note that the sheaf Eψ is given as OX [[b]].e1 ⊕OX [[b]].e2 with a defined by
a.e1 = λ1.b.e1 and a.e2 = (λ1 − 1).b.e2 + e1.
Definition 5.1.8 When E is a rank 2 [λ]−primitive theme with fundamental
invariants λ1, p1 ≥ 1 we shall call the parameter of E the number α ∈ C
∗ such
that E is isomorphic to A˜
/
A˜.(a− λ1.b)(1 + α.b
p)−1.(a− (λ1 + p1 − 1).b).
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The following lemma shows that this number is quite easy to detect.
Lemma 5.1.9 Let E be a rank 2 [λ]−primitive theme with fundamental invariants
λ1, p1 ≥ 1. Let S ∈ C[[b]] such that S(0) = 1 and such that
E ≃ A˜
/
A˜.(a− λ1.b).S
−1.(a− (λ1 + p1 − 1).b).
Then the coefficient of bp1 in S is the parameter α of E.
Proof. Let e be a generator of E with annihilator the ideal
A˜.(a− λ1.b).S
−1.(a− (λ1 + p1 − 1).b),
and put e2 := e and e1 := S
−1.(a− (λ1+p1−1).b).e. Then e1, e2 is a C[[b]]−base
of E and so we look for a generator ε of E, write
ε := U.e2 + V.e1
with U, V ∈ C[[b]], which is annihilated by (a−λ1.b)(1+α.b
p)−1.(a−(λ1+p1−1).b).
Remark that we know ” a priori” that such an ε exists thanks to the proposition
5.1.5 with X = {pt}. Then compute
(a− (λ1 + p1 − 1).b).ε = b
2.U ′.e2 + U.S.e1 + b
2.V ′ − (p1 − 1).b.V.e1.
As we are in a theme the kernel of a− λ1.b is F1 = C[[b]].e1. So this implies that
U ′ = 0 and U = U(0). We obtain also the equation
U(0).S + b2.V ′ − (p1 − 1).b.V = ρ.(1 + α.b
p1)
for some ρ ∈ C. As we assume S(0) = 1 this implies U(0) = ρ. The fact that ε
is a generator of E insure that U(0) 6= 0, and then
b2.V ′ − (p1 − 1).b.V = ρ(1 − S) + ρ.α.b
p
and this equation implies that the coefficient of bp1 in S is equal to α. 
Exercice. Let E be a rank 2 [λ]−primitive theme with fundamental invariants
λ1, p1 = p ≥ 1. Show that, for δ ∈ Q such that λ1 + δ > 1 the parameter of
E ⊗a,b Eδ is the same than the parameter of E.
Deduce then that for −λ1 − p+ δ + 1 > 1 the parameter of the theme E
∗ ⊗a,b Eδ
is also the same than the parameter of E.
5.1.3 Holomorphy criterion.
Let us go back to holomorphic families of [λ]−primitive themes of any rank.
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Proposition 5.1.10 Let X be a connected reduced complex space and let E be an
holomorphic family of rank k [λ]−primitive themes parametrized by X. Denote
λ1, p1, . . . , pk−1 the corresponding fundamental invariants. For each j ∈ [0, k]
there exists an unique holomorphic family Fj of rank j [λ]−primitive themes
parametrized by X with the following properties :
i) Fj ⊂ Fj+1, Fk = E ;
ii) for each x ∈ X the theme Fj(x) is the normal submodule of rank j of
E(x);
iii) the family E
/
Fj is holomorphic for each j ∈ [0, k].
Proof. The statement is local on X and we may assume that E = Eϕ
where ϕ : X → Ξ
(k−1)
λ is a k−thematic holomorphic map. Up to change ϕ by
the action of an invertible section of the sheaf OX [[b]] we may assume that
ϕ = sλk−1.(Log s)k−1 + θ where θ is a section of the sheaf Ξ
(k−2)
X,λ .
Put ψ := (a− λk.b).ϕ. Then ψ is (k − 1)−thematic, because ψ, a.ψ, . . . , a
k−2.ψ
is O(X)[[b]]−free and generates Eψ :
If we have
∑k−2
j=0 Uj .a
j .ψ = 0 with Uj ∈ O(X)[[b]] this implies
k−2∑
j=0
Uj .a
j+1.ϕ− λk.
k−2∑
j=0
Uj .a
j.b.ϕ = 0.
As, by hypothesis ϕ, a.ϕ, . . . , ak−1.ϕ is O(X)[[b]]−free, this gives successively
Uk−2 = 0, Uk−3 = 0, . . . , U1 = 0.
Then it is easy to see that Fk−1 := Eψ induces Fk−1(x) for each x ∈ X . This
proves i) and ii).
To prove iii) it is enough, by an easy induction, to prove it for j = 1. In this
case, it is sufficient to prove that the composition θ := fλ ◦ ϕ : X → Ξ
(k−2)
λ , where
fλ : Ξ
(k−1)
λ → Ξ
(k−2)
λ is the quotient by Ξ
(0)
λ , is (k− 1)−thematic, as we know from
the proof of the proposition 3.1.4 that for x ∈ X we have
F1(x) = Ker fλ ∩ A˜.ϕ(x).
So we want to prove that if we have
∑k−2
j=0 Sj(x).a
j .ϕ(x) ∈ Ξ
(0)
λ , then Sj(x) =
0 ∀j ∈ [0, k − 2]. If all Sj(x) are not zero, there exists q ∈ N and T ∈ C[[b]]
invertible, such that
k−2∑
j=0
Sj(x).a
j .ϕ(x) = T.sλ+q−1.
But then, (a− (λ+ q).b).T−1.
(∑k−2
j=0 Sj(x).a
j
)
is a polynomial in a with coeffi-
cients in C[[b]], of degree ≤ k − 1, which annihilated ϕ(x), contradicting the fact
that E(x) = A˜.ϕ(x) has rank k. Now θ is (k − 1)−thematic and induces the
family E(x)
/
F1(x), x ∈ X . 
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Theorem 5.1.11 Let E(x)x∈X be a family of rank k ≥ 2 [λ]−primitive themes
with fixed fundamental invariants λ1, p1, . . . , pk−1 defined by a OX−(a, b)−module
E. Let α : X → C∗ the function which associates to x ∈ X the parameter of the
rank 2 [λ]−primitive theme E(x)
/
Fk−2(x). Then the family is holomorphic if and
only if the following two conditions are satisfied:
i) The family Fk−1(x) is holomorphic, that is say there exists a OX−(a, b)−submodule
Fk−1 of E which is an holomorphic family and take the value Fk−1(x) for
each x ∈ X.
ii) The function α is holomorphic on X.
Remark. Thanks to proposition 5.1.5 the condition ii) of the previous theorem is
equivalent to the fact that the family E(x)
/
Fk−2(x), x ∈ X is holomorphic. So this
result allows, using induction, to reduce the problem of the holomorphy of a family
to the rank 2 case.
The proof will use the following lemma.
Lemma 5.1.12 Let j, q be natural integers and λ be a rational number in ]0, 1].
Denote H(j, q) the hyperplan of Ξ
(j)
λ corresponding to the annulation of the
coefficient 23of bq.eλ,j. Then the C−linear map
(a− (λ+ q).b) : H(j, q)⊕ C .bq.eλ,j+1 → b.Ξ
(j)
λ
is an isomorphism of Frechet spaces. So its inverse is linear and continuous.
Proof. The following equality is easy, for any (h,m) ∈ N with the convention
eλ,−1 = 0
(a− (λ+ q).b).bm.eλ,h = (m− q).b
m+1.eλ,h + b
m+1.eλ,h−1.
So the image of Ξ
(j)
λ by (a− (λ+ q).b) is the hyperplane of b.Ξ
(j)
λ given by the
annulation of the coefficient of bq+1.eλ,j and its kernel is C .b
q.eλ,0. The conclusion
is then easy. 
Remark. If we begin with an element in b.Ξ
(j)
λ for which the coefficient of b
q.eλ,j
is ρ, then the coefficient of bq.eλ,j+1 in its image by the inverse map will be also
ρ. In particular, it will be non zero for ρ 6= 0.
23we use here the notations of the example given at the begining of section 5.1.
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Proof of the theorem 5.1.11. The statement is local on X so we may assume
that we have a (k− 1)−thematic holomorphic map ψ : X → Ξ
(k−2)
λ such that Eψ
defines the family Fk−1(x), x ∈ X . We may also assume that the map
ψ − bλk−1−λ.ek−2
takes its values in Ξk−3λ , up to multiply ψ by an invertible element of O(X)[[b]].
Put q := λk − λ, Sk−1 := 1 + α.b
pk−1 and define
ϕ : X → Ξ
(k−1)
λ
as the composition of Sk−1.ψ with the inverse map constructed in the previous
lemma, with j := k−2. and the obvious inclusion of H(k−2, λk−λ)⊕C .b
q.eλ,k−1
in Ξ
(k−1)
λ . Note that we have ψ(x) ∈ b.Ξ
(k−2)
λ for each x ∈ X because the inclusion
Fk−1(x) ⊂ a.E(x) + b.E(x), Ξλ has a simple pole and any A˜−linear map from
Fk−1(x) to Ξλ may be extended
24 to E(x).
Remark that the coefficient of bq.eλ,k−2 in Sk−1.ψ co¨ıncides with the coefficient of
bpk−1 in Sk−1, so it is given by α. As it is non zero, the coefficient of b
q.eλ,k−1 in
ϕ does not vanish, thanks to the relation λk − λ+ 1 = λk−1 − λ+ pk−1. This is of
course necessary in order that A˜.ϕ(x) will be a rank k theme. Now it is easy to
see that the holomorphic k−thematic map ϕ is such that Eϕ induces the family
E(x), x ∈ X . 
5.1.4 Holomorphy and duality.
The last theorem of this paragraph shows that the twisted duality preserves the
holomorphy of a family of [λ]−primitive themes.
Theorem 5.1.13 Let E(x), x ∈ X be an holomorphic family of [λ]−primitive
themes parametrized by a reduced complex space. Let δ ∈ Q such that for each
x ∈ X the (a,b)-module E(x)∗ ⊗a,b Eδ is a theme. Then the family
E(x)∗ ⊗a,b Eδ, x ∈ X is holomorphic.
The proof will use the next lemma, which is an easy exercice left to the reader
Lemma 5.1.14 Let E(x), x ∈ X be an holomorphic family of [λ]−primitive
themes parametrized by a reduced complex space. Let δ ∈ Q such that for each
x ∈ X the (a,b)-module E(x)⊗a,b Eδ is a theme.
Then the family E(x)⊗a,b Eδ, x ∈ X is holomorphic.
24see [B.05].
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Proof of the theorem 5.1.13. We make an induction on the rank k. As
the case k = 1 is trivial and the case k = 2 is already known (see the exercice
following the definition 5.1.8), assume that the result is proved for k − 1 ≥ 2
and consider the situation in rank k. Let F1(x), x ∈ X be the family of normal
subthemes of rank 1 of the themes E(x), x ∈ X . The proposition 5.1.10 implies the
holomorphy of the family E(x)
/
F1(x). This proposition gives also the holomorphy
of the family F2(x), x ∈ X . The induction hypothesis implies the holomorphy of
the family (E(x)
/
F1(x))
∗ ⊗a,b Eδ and also of the family (F2(x))
∗ ⊗a,b Eδ. But
now we may apply the theorem 5.1.11 to the family (E(x))∗ ⊗a,b Eδ because
the corresponding family of subthemes of rang k − 1 is the holomorphic family
(E(x)
/
F1(x))
∗ ⊗a,b Eδ and the corresponding family of rank 2 quotients is the
holomorphic family (F2(x))
∗ ⊗a,b Eδ. 
5.2 The canonical family.
5.2.1 Definition and holomorphy.
We shall fix in this paragraph an integer k ≥ 1 a rational number λ1 > k − 1
and natural integers p1, . . . , pk−1. For j ∈ [1, k − 1] we define the affine open
set Wj ⊂ Vj of an affine hyperplane of the complex vector space Vj (see the its
definition before the proposition 3.2.4)
Wj := {Sj ∈ Vj / Sj(0) = 1 and the coefficient of b
pj is 6= 0}.
Then put
S(λ1, p1, . . . , pk−1) := {(S1, . . . , Sk−1) ∈ C[[b]]
k−1 / Sj ∈ Wj ∀j ∈ [1, k − 1]}. (*)
Note that S(λ1, p1, . . . , pk−1) is always a connected complex manifold.
Definition 5.2.1 For σ ∈ S(λ1, p1, . . . , pk−1) we define E(σ) as the [λ]−primitive
theme (with fundamental invariants λ1, p1, . . . , pk−1) A˜
/
A˜.P (σ) where
P (σ) := (a− λ1.b)S
−1
1 . . . S
−1
k−1.(a− λk.b) (**)
with λj+1 = λj + pj − 1 for j ∈ [1, k − 1].
Examples. For k = 1 and λ1 given, the canonical family reduces to the theme
Eλ1 . For k = 2 and λ1, p1 given, we have
1. For p1 = 0 S(λ1, 0) = {1} and the corresponding value of P is
P := (a− λ1.b).(a− (λ1 − 1).b).
2. For p1 ≥ 1 we have S(λ1, p1) = {1 + α.b
p1, α ∈ C∗} ≃ C∗ and the P
corresponding to α ∈ C∗ is given by
P (α) = (a− λ1.b)(1 + α.b
p1)−1(a− (λ1 + p1 − 1).b).
Theorem 5.2.2 For any given k ≥ 1, λ1 > k − 1 rational and p1, . . . , pk−1
natural integers, the canonical family is holomorphic.
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Proof. We shall deduce this result using theorem 5.1.11 and an induction on
k. First remark that the family E(σ)
/
F1(σ) is the pull back of the canonical
family parametrized by S(λ2, p2, . . . , pk−1) via the obvious projection (recall that
λ2 := λ1 + p1 − 1 > k − 2 as λ1 > k − 1)
S(λ1, p1, . . . , pk−1)→ S(λ2, p2, . . . , pk−1)
and the induction hypothesis; so it is an holomorphic family. Moreover the family
F2(σ) is also the pull back via the obvious projection
S(λ1, p1, . . . , pk−1)→ S(λ1, p1)
and the example above gives the holomorphy. So the theorem 5.1.13 allows now to
use the theorem 5.1.11 and this gives the conclusion . 
5.2.2 Versality and universality.
Again we shall fix k ≥ 1, λ1 > k − 1 a rational and natural integers p1, . . . , pk−1
in this paragraph.
Definition 5.2.3 Let X be a reduced complex space, x0 a point in X, and
let E an holomorphic family of rank k [λ]−primitive themes with fundamtenal
invariants λ1, p1, . . . , pk−1. We shall say that this family is versal near x0 when
for any reduced complex space Y with a base point y0 and any holomorphic family
H of rank k [λ]−primitive themes with fundamental invariants λ1, p1, . . . , pk−1,
parametrized by Y , such that H(y0) is isomorphic to E(x0), there exists an
holomorphic map f : U → X of an open neighbourhood U of y0 in Y and an
isomorphism of OU − (a, b)−modules θ : f
∗(E) ≃ H|U .
We shall say that E is universal near x0 when the germ at y0 of such an
holomorphic map f is always unique. The family will be called locally versal
(resp. universal) when it is versal (resp. universal) in a neighbourhood of each
point.
Of course a versal family contains all isomorphy class of rank k [λ]−primitive
themes with fundamental invariants λ1, p1, . . . , pk−1. Any isomorphy class appears
exactely one time in an universal family. The existence of an universal family is the
same problem that the representability of the functor which associates to a reduced
complex space Y the set of holomorphic families of rank k [λ]−primitive themes
with fundamental invariants λ1, p1, . . . , pk−1, parametrized by Y .
The existence of a versal family implies the finiteness of the number of complex
parameters in order to determine an isomorphy class of such a theme.
Theorem 5.2.4 For any choice of k ≥ 1, λ1 > k − 1 a rational and natural
integers p1, . . . , pk−1 the canonical family parametrized by S(λ1, p1, . . . , pk−1) is
locally versal.
If any theme corresponding to a choice of k ≥ 1, λ1 > k− 1 a rational and natural
integers p1, . . . , pk−1 has an unique canonical form, then this canonical family is
(globally) universal. This is the case, for instance, when pj ≥ k−1 ∀j ∈ [1, k−1].
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Proof. First we shall show the versality by induction on the rank k ≥ 1. The
cases k = 1 and k = 2 are already known (see above section 5.1.), so we shall
assume that k ≥ 3 and the case k − 1 known.
Let E be an holomorphic family of rank k [λ]−primitive themes with fundamental
invariants λ1, p1, . . . , pk−1 parametrized by the reduced complex space X . Fix x0
in X and denote F1 ⊂ E the subsheaf of OX − (a, b)−modules defining the
family of normal subthemes of rank 1 in E. Then E
/
F1 is an holomorphic family
of rank k − 1 [λ]−primitive themes with fundamental invariants λ2, p2, . . . , pk−1,
with λ2 := λ1+ p1− 1. So thanks to the induction hypothesis, there exists an open
neighbourhood U of x0 in X and an holomorphic map g : U → S(λ2, p2, . . . , pk−1)
such that g∗(S) is isomorphic to (E
/
F1)|U , where S is the canonical family
parametrized by S(λ2, p2, . . . , pk−1).
As the result is local near x0, we may assume, up to thrink U around x0, that E
is given by an holomorphic k−thematic map ϕ : U → Ξ
(k−1)
λ , which satisfies
ϕ(x) = sλk−1.(Log s)k−1 + ψ(x)
where ψ : U → Ξ
(k−2)
λ is holomorphic and (k − 1)−thematic. The holomorphic
map g gives in fact holomorphic maps S2, . . . , Sk−1 : U → 1 + b.C[[b]] such that
if we define
P1 := (a− λ2.b).S
−1
2 .(a− λ3.b).S
−1
3 . . . S
−1
k−1.(a− λk.b)
A˜.P1 will be the annihilator of the canonical generator e of the canonical family
parametrized by S(λ2, p2, . . . , pk). So the generator g
∗(e) of E
/
F1 will satisfy
also P1.g
∗(e) = 0. If we identify E|U to Eϕ ⊂ Ξ
(k−1)
λ , we identify E
/
F1 to a
sub-sheaf of the quotient sheaf
Ξ
(k−1)
X,λ
/
Ξ
(0)
X,λ ≃ Ξ
(k−2)
X,λ .
So we may find T0, . . . , Tk−1 local sections of OX [[b]] such that the image of the
section
γ :=
k−1∑
j=0
Tj .a
j.ϕ
in E
/
F1 co¨ıncides with g
∗(e). As g∗(e) generates E
/
F1 the section T0 of
OX [[b]] must be invertible near x0. So γ generates E near x0 and satifies
P1.γ ∈ F1. As F1 = Ox[[b]].s
λ1−1 we may write
P1.γ = Θ.s
λ1−1
where Θ is a section of Ox[[b]] in on an open neighbourhood of x0. The
decomposition Eλ1 = P1.Eλ1 ⊕ V1 allows to write
Θ.sλ1−1 = (P1.β + S1).s
λ1
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where β and S1 are local sections respectiveley of OX [[b]] and OX⊗V1. Moreover,
as Θ is invertible, which means invertibility in OX of its constant term (in b),
so is S1. So, up to multiplication by an holomorphic invertible function I on an
open neighbourhood of x0, we may assume that the constant term of S1 is 1.
Then τ := I.(γ − β.sλ1−1) is still a generator of E and satisfies
P1τ = S1.s
λ1−1 with S1 ∈ OX ⊗ V1, S1(0) = 1.
this gives (a− λ1.b)S
−1
1 .P1.τ = 0. So we see that E is isomorphic to the pull back
of the canonical family by the holomorphic map f : U(x0) → S(λ1, p1, . . . , pk−1)
given in the open neighbourhood U(x0) of x0 by S1, . . . , Sk, by sending the local
generator τ on f ∗(e) where e is the standard generator of the canonical family
parametrized by S(λ1, p1, . . . , pk−1). 
5.2.3 Examples.
We shall give an example of rank 3 [λ]−primitive themes for which there does not
exists, even locally, an univeral family.
Let the fundamental invariants be λ1, p1 = p2 = 1; so we have q1 = p1 + p2 = 2
and q2 = p2 = 1. Remark that the corresponding themes are special.
Proposition 5.2.5 There does not exist an universal family near each invariant
special rank 3 [λ]−primitive theme.
The proof will use the following three lemmas.
Lemma 5.2.6 Let α, β, γ ∈ C, α.β 6= 0 and consider the rank 3 themes defined
as follows :
(a− λ.b).e3 = (1 + α.b).e2
(a− λ.b).e2 = (1 + β.b+ γ.b
2).e1
(a− λ.b).e1 = 0.
For β 6= α, Eα,β,γ is isomorphic to Eα,β,0 for each γ.
For β = α, the themes Eα,α,γ and Eα,α,γ′ are isomorphic if and only if γ = γ
′.
Proof. We look for a C[[b]]−basis ε3, ε2, ε1 of Eα,β,γ satisfying the following
conditions :
ε3 = e3 + U.e2 + V.e1, with U, V ∈ C[[b]] (0)
(a− λ.b).ε3 = (1 + α.b).ε2 (1)
(a− λ.b).ε2 = (1 + β.b+ γ
′.b2).ε1 (2)
(a− λ.b).ε1 = 0. (3)
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We know that α and β are determined by the isomorphism class of the theme
E(α, β, γ): as we have p1 = p2 = 1 they are the parameters of the rank 2 themes
E
/
F1 and F2 respectively .
Remark also that (3) implies that ε1 = ρ.e1 with ρ ∈ C
∗.
Let us compute the conditions for U and V :
(a− λ.b).ε3 = (1 + α.b).e2 + b
2.U ′.e2 + U.(1 + β.b+ γ.b
2).e1 + b
2.V ′.e1
= (1 + α.b).ε2
and so, we have ε2 = Z.e2 + T.e1 with Z = (1 + α.b)
−1.(1 + α.b+ b2.U ′) , and
(1 + α.b).T = U.(1 + β.b+ γ.b2) + b2.V ′. (4)
Then we get
(a− λ.b).ε2 = Z.(1 + β.b+ γ.b
2).e1 + b
2.Z ′.e2 + b
2.T ′.e1
= (1 + β.b+ γ′.b2).ρ.e1
and this implies Z ′ = 0 and as Z = 1 + (1 + β.b)−1.b2.U ′ we must have U ∈ C,
and Z = 1. The relation (2) implies now, as ε2 = e2 + T.e1
(1 + β.b+ γ.b2).e1 + b
2.T ′.e1 = (1 + β.b+ γ
′.b2).ρ.e1.
Then we have ρ = 1 and T ′ = γ′ − γ.
Looking at the constant terms in (4) we obtain T = U + (γ′ − γ).b.
But (4) implies also
α.U + γ′ − γ = U.β and U.γ + V ′ = α.(γ − γ′) (5)
So, for α 6= β we will have
U =
γ − γ′
α− β
and V = V0 +
γ′ − γ
β − α
.
(
α.(β − α)− γ
)
.b.
If β = α, the relation (5) imposes γ = γ′. 
For (α, β) ∈ (C∗)2, α 6= β denote E(α, β) the rank 3 theme defined by
E(α, β) := A˜
/
A˜.(a− λ.b)(1 + β.b)−1(a− λ.b)(1 + α.b)−1(a− λ.b).
Lemma 5.2.7 There is no rank 2 endomorphism of E(α, β) for α 6= β.
Proof. It is enough to prove that there exists no element x := e2 + U.e1 in
E(α, β) such that (a− λ.b)(1 + α.b)−1(a− λ.b).x = 0, where U ∈ C[[b]]. As each
element in E(α, β) which is annihilated by (a− λ.b) is in C .e1, such an x must
satisfies
(a− λ.b)x = ρ.(1 + α.b).e1
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which implies that U is a solution of the equation
(1 + β.b) + b2.U ′ = ρ.(1 + α.b).
So we conclude that we must have ρ = 1 and so α = β. 
But if α = β 6= 0 we shall have an invariant theme for any γ.
Lemma 5.2.8 For α 6= 0 the (a,b)-module Eα,α,γ is an invariant rank 3 theme.
Proof. It is enough to find x := e2 + U.e1 such that
(a− λ.b)(1 + α.b)−1(a− λ.b).x = 0,
where U ∈ C[[b]].
As F2 is a theme, the kernel of (a− λ.b) in F2 is C .e1. So x must satisfies
(a− λ.b)x = ρ.(1 + α.b).e1
and this implies that U is solution of the equation
(1 + α.b+ γ.b2) + b2.U ′ = ρ.(1 + α.b).
So we conclude that we must have ρ = 1 and U = −γ.b + cste. So we obtain a
solution x := e2 − γ.b.e1. 
Proof of the proposition 5.2.5. The fact that the invariant themes in this
canonical family are exactely the Eα,α,γ is proved in lemmas 5.2.7 and 5.2.8.
The canonical family (Eα,β,γ)(α,β,γ)∈S(λ1,p1=p2=1) is holomorphic and versal near any
point thanks to the theorem 5.2.4. Let assume that we have find an holomorphic
family (Ey)y∈Y which is locally universal around a theme E(α0, α0, γ0) ≃ Ey0 ,
where Y is a reduced complex space that we may assume to be embedded in CN
near y0. Let ϕ : Ω → Y →֒ C
N the classifying map for the canonical family on
an open set Ω de (α0, α0, γ0) ∈ (C
∗)2 × C. As for α 6= β the isomorphy class of
the theme Eα,β,γ does not depend on γ, thanks to the lemma 5.2.6, we shall have
∂ϕ
∂γ
≡ 0 on the open set {α 6= β} of Ω. This implies that ϕ does not depends
on γ for all α near enough to α0, and for all γ, γ
′ near enough from γ0. This
contradicts the lemma 5.2.6. 
Corollary 5.2.9 The family E(α, β)(α,β)∈X is universal near any point in
X := (C∗)2 \ {α = β}.
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Proof. Let E be the sheaf on X of OX − (a, b)−modules associated to the
holomorphic family E(α, β). It is enough to prove that the holomorphic map
π : X × C→ X
defined by π(α, β, γ) = (α, β) is such that the sheaf π∗(E) is isomorphic as a sheaf
of OX − (a, b)−modules to the sheaf associated to the canonical family restricted
to X × C. But the inverse of the isomorphism we are looking for is given by the
computation in the lemma 5.2.6 which gives, in the case γ′ = 0, where (α, β, γ) is
taken as an holomorphic parameter in X × C, holomorphic sections U, V of the
sheaf OX×C[[b]]. The inverse isomorphism is obtained by sending the generator e3
of the canonical family to ε3(γ
′ = 0) := e3 + U.e2 + V.e1, which is the generator of
the family π∗(E). 
Another example without universal family. We give here an example
of non special rank 4 [λ]−primitive themes without universal family. Fix the
fundamental invariants to be λ1 > 3 and p1 = 3, p2 = p3 = 2. So the canonical
family is defined by the following relations :
(a− (λ1 + 4).b).e4 = S3.e3 S3 := 1 + α.b
2 (q3 = p3 = 2)
(a− (λ1 + 3).b).e3 = S2.e2 S2 := 1 + β.b+ γ.b
2 (q2 = p2 = 2)
(a− (λ1 + 2).b).e2 = S1.e1 S1 := 1 + δ.b+ ε.b
2 + θ.b3 (q1 = p1 = 3)
(a− λ1.b).e1 = 0.
with the condition α.γ.θ 6= 0.
We look for invariant themes in this family. So we look for an element x ∈ F3 \ F2
such that P0.x = 0. The existence of such an x is equivalent to the existence of a
rank 3 endomorphism.
Using proposition 3.2.2 the condition P0.x = 0 is in fact equivalent to the con-
dition P1.x = 0 because we ask x to be in F3. This gives the equality
(a − λ2.b).S
−1
2 .P2.x = 0. The kernel in E of (a − λ1.b) is C .e1, so we ob-
tain the equation
P2.x = ρ.S2.b
2.e1 (1)
It gives (a− λ3.b).S
−1
3 .P3.x = ρ.S2.b
2.e1 which implies that the class of S
−1
3 .P3.x
in E
/
F1 is in the kernel of (a − λ3.b) which is C .b
λ3−λ2 .e2 modulo F1. So we
may put :
P3.x = σ.S3.b.e2 + S3.T.e1 (2)
and the equation (1) implies
P2.x = (a− λ3.b)(σ.b.e2 + T.e1) = ρ.S2.b
2.e1
= σ.b.S1.e1 + (b
2.T ′ − 3b.T ) = ρ.S2.b
2.e1.
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So we get b2.T ′ − 3.b.T = ρ.S2.b
2 − σ.S1.b and after simplification by b this gives
b.T ′ − 3.T = ρ.S2.b− σ.S1. (3)
Then we conclude that we must have ρ.γ = σ.θ. But as γ.θ 6= 0, the condition
ρ 6= 0 is equivalent to σ 6= 0.
We shall have a solution T by putting σ := ρ.γ/θ, and it satisfies −3T (0) = −σ,
that is to say T (0) = σ/3 = ρ.γ/3θ.
Define now x := X.e3 + U.e2 + V.e1. The relation (2) gives
(a− λ4.b).x = (b
2.X ′ − b.X).e3 modulo F2
and so X = τ.b with τ ∈ C∗ as we assume x 6∈ F2. Then we get
(a− λ4.b).x = (τ.b.S2 + b
2.U ′ − 2b.U).e2 + (b
2.V ′ − 4b.V + U.S1).e1
= σ.S3.b.e2 + S3.T.e1
and so the equations
b.U ′ − 2U = σ.S3 − τ.S2 (5)
b2.V ′ − 4b.V = S3.T − U.S1 (6)
The first one implies that τ.γ = σ.α and forces U(0) = (τ −σ)/2 = σ.(α/γ−1)/2,
the second one imposes
T (0) = U(0).
Then we obtain
T (0) = σ/3 = σ(α/γ − 1)/2.
So, if α/γ 6= 1 + 2/3 = 5/3 we must have σ = 0 and this imposes τ = 0 and
this is incompatible with our assumtion x ∈ F3 \ F2.
Then for 3α 6= 5γ the theme is not invariant, and as E/F1 is invariant thanks
to the theorem 4.3.1 (here the rank is 3 and each pi is at least 2), the canonical
form will not be unique thanks to lemma 4.3.4.
Now for 3α = 5γ we find a solution U of the equation (5) and then a solution
V for (6) when we choose a solution T of (3). So along the hyperplane 3α = 5γ
the themes are invariant. The situation is similar to the previous example.
Let us show, to conclude the proof, that when 3α = 5γ the coefficient ε is not
relevant to determine the isomorphism class of E. As we know that θ is determined
by the isomorphy class of E, it is enough to prove that δ is also determined by
the isomorphy class of E.
Because, up to an homothetie, any automorphism of E is obtained by sending e4 to
e4+y where y ∈ F3 and satisfies P1.y ∈ F1, to prove that δ is determined by the
isomorphy class of E, it is enough to prove that any such y satisfies P1.y ∈ b
2.F1.
But P1.y ∈ F1 shows that if we define ϕ(e) = y this produces an A˜−linear map
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E
/
F1 → F3
/
F1. As the rank is ≤ 2, ϕ(F2
/
F1) = 0 and so P2.e ∈ F2 implies
P2.y ∈ F1. So we have
(a− λ3.b).S
−1
3 .P2.y ∈ F1.
The kernel of (a− λ3.b) acting on F3
/
F1 is C .b.e2 + F1 as λ3 − λ2 = 1. Then
we may write
P3.y = ρb.S3.e2 + S3.T.e1
which gives
P2.y =
[
ρb.S1 + b
2.T ′ − 3b.T
]
.e1 ∈ b.F1.
So P1.y ∈ b
2.F1 is proved.
It is not necessary to prove that ε can move by some isomorphism because this is
consequence of the lemma 4.3.4. 
Conclusion. So in this example we have the following properties, analoguous of
the properties in the previous rank 3 example:
1. For 3α 6= 5γ the themes are not invariant.
2. For 3α = 5γ each theme is invariant but there is no local universal family
around sucn an isomorphy class.
3. For each theme E such that 3α 6= 5γ there exists a local universal family
obtained by the restriction of the canonical family to an open neighbourghood
of E in the hyperplane {ε = ε0}.
Remark. Let E be a theme of the previous family with 3α 6= 5γ. Then there
is no injective map from E
/
F1 to F3 because E is not invariant. But the
fundamental invariants of these [λ]−primitive rank 3 themes are respectively
µ1 = λ1 + 2, µ2 = λ1 + 3, µ3 = λ1 + 4 for E
/
F1
and λ1, λ1 + 2, λ1 + 3 for F3.
So we have µ1 − λ1 = 2, µ2 − λ2 = 1, µ3 − λ3 = 1; this shows that the condition
µj − λj ≥ k − 1 ∀j ∈ [1, k] of the theorem 4.1.2 is sharp.
6 Appendix.
6.1 A lemma.
The following result from [B.95] plays a key role in the construction of the canonical
form and so in the construction of the canonical families. We give here the main
lines of the proof for the convenience of the reader.
Lemma 6.1.1 Let E and F be two regular (a,b)-modules. Then we have :
dimC(Ext
1
A˜
(E, F ))− dimC(Ext
0
A˜
(E, F )) = rg(E).rg(F ).
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Proof. First we show the case where rg(E) = 1.
Then we have E ≃ A˜
/
A˜.(a − λ.b) so Ext0
A˜
(E, F ) and Ext1
A˜
(E, F ) are respec-
tiveley the kernel and cokernel of a− λ.b : F → F . We shall prove the formula by
induction on the rank of F . For the rank 1 we have F ≃ A˜
/
A˜.(a− µ.b), and the
computation is easy :
1. For λ 6∈ µ+ N we have Ext0
A˜
(E, F ) = {0} and Ext1
A˜
(E, F ) ≃ C .eµ.
2. Then Ext0
A˜
(E, F ) = C .bn.eµ and Ext
1
A˜
(E, F ) ≃ C .eµ ⊕ C .b
n+1.eµ for
λ = µ+ n.
and the formula follows.
Assume that rk(F ) ≥ 2 and the formula proved for lower ranks. There exists an
exact sequence
0→ G→ F → Eµ → 0
and rk(G) = rk(F )− 1. Now we have a long exact sequence of finite dimensional
complex vector spaces (see [B.95] theorem 1)
0→ Ext0
A˜
(E,G)→ Ext0
A˜
(E, F )→ Ext0
A˜
(E,Eµ)→
→ Ext1
A˜
(E,G)→ Ext1
A˜
(E, F )→ Ext1
A˜
(E,Eµ)→ 0
The alternating sum of the dimension is zero and we obtain
dim(Ext1
A˜
(E,G))− dim(Ext0
A˜
(E,G)) + dim(Ext1
A˜
(E,Eµ))− dim(Ext
0
A˜
(E,Eµ)) =
dim(Ext1
A˜
(E, F ))− dim(Ext1
A˜
(E, F )) = (rg(F )− 1) + 1 = rg(F )
and we conclude thanks to the induction hypothesis.
The general case for E with rk(F ) = 1 is obtained in the same manner.
An induction on rk(E) + rk(F ) gives the general case by an analoguous
computation. 
6.2 Existence of holomorphic k-thematic maps.
Our purpose here is to show that if we have a proper holomorphic map
F : X → D×T between two complex manifolds which is a submersion over D∗×T ,
then to the following data
i) A smooth T − relative (p+1)−differential form ω on X such that d/Tω =
0 = df ∧ ω where f : X → D is the composition of F with the projection
on D.
ii) A vanishing cycle γ in the generic fiber of F which is in the generalized
eigenspace of the monodromy of the restriction of F over D × {t0}.
we may associated locally around the generic point of T an k−thematic holomor-
phic map which defines the family of themes associated to the family parametrized
by T of vanishing periods.
We shall begin by an easy lemma of algebraic geometry over the algebra Z := C[[b]].
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Lemma 6.2.1 Let E be a regular rank k (a,b)-module. Fix a C[[b]]−basis
e1, . . . , ek of E and consider E as the affine space Z
k over Z. Then for each
natural integer p the subset Xp ⊂ E = Z
k defined by
Xp := {x ∈ E / rg(A˜.x) ≤ p}
is an algebaric subset of E, that is to say that there exists finitely many polynomials
P1, . . . , PN in Z[x1, . . . , xk] such that we have
Xp = {x ∈ Z
k / Pj(x) = 0 ∀j ∈ [1, N ]}.
Proof. As E is regular with rank k, for each x ∈ E the sub-(a,b)-module A˜.x
is monogenic and regular with rank ≤ k. So it is generated as C[[b]]−module by
x, a.x, . . . ak−1.x. To write that the rank of A˜.x is ≤ p it enough to write that all
(q, q) minors of the matrix of these k vectors in the basis e1, . . . , ek are zero for
all q ∈ [p+ 1, k]. This gives the polynomiales P1, . . . , PN . 
Here is an immediate consequence.
Corollary 6.2.2 Let X be a reduced complex space and E be a rank k regular
(a,b)-module. Let f : X → E be an holomorphic map25. Then we have a finite
stratification
X0 ⊂ X1 ⊂ · · · ⊂ Xk = X
by closed analytic subsets, such that, for any q ∈ [1, k] the subset Xq \ Xq−1 is
exactely the set of x ∈ X where the rank of A˜.x is equal to q.
Remark. The quotient of two holomorphic functions f : D → C[[b]] and
g : D → C[[b]] with g(0) 6= 0 may be well defined for each value of z ∈ D, and
the function f
/
g may not be holomorphic on D. For instance this is the case for
z → z+b
2
z+b
, because a relation like
z + b2 = (z + b).(
∞∑
j=0
aj(z).b
j)
implies that a0 ≡ 1 and a1 =
−1
z
! 
Lemma 6.2.3 Let f, g : X → C[[b]] be two holomorphic functions on a irreducible
reduced complex space X. Assume that g does not vanish and that, for each x ∈ X
the quotient f(x)
/
g(x) is in C[[b]]. Then there exists a Zariski open dense set X ′
in X such that the map defined by f
/
g is holomorphic on X ′.
25by fixing a basis e1, . . . , ek of E on C[[b]] this is a global section of the sheaf OX [[b]]
k.
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Proof. We may assume that f 6≡ 0 on X . So there exists two Zariski open
dense sets X1 and X2 such the valuation in b of f(x) (resp. of g(x)) is constant
= k on X1 (resp. is constant = l on X2). Then our assumption implies k ≥ l
and it is clear that on the Zariski open dense set X ′ = X1 ∩X2 the map f
/
g is
holomorphic. 
Remark that the set where g vanishes is a closed analytic set. So when g is not
identically zero we may again find an open dense set to apply the lemma.
Corollary 6.2.4 Let f : X → E be a non identically zero holomorphic map of
an irreducible reduced complex space X with value in a regular (a,b)-module E.
Then there exists a dense open set in X on which the restriction of f induces a
k−thematic holomorphic map via x 7→ A˜.x where k ≤ rank(E).
Proof. The point is that we may find an open dense set X ′ on which the rank of
A˜.x is maximal, thanks to the first lemma above. Then we solve a Cramer system
with parameter on X ′ to find the functions x 7→ Sj(x) ∈ C[[b]] which give the
relation
ak.f(x) =
k−1∑
j=0
Sj(x).a
j .f(x).
But these functions are ”meromorphic”. The second lemma above gives then a open
dense set in X ′ on which f holomorphic and k−thematic. 
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