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Abstract
The environment we live in contains diverse types of impact sounds such as hitting, col­
lision, bumping, breaking, bouncing and dripping. Pre-recorded versions of this type 
of sounds are extensively used in interactive and virtual reality applications. However, 
in those environments, audio rendering is often limited to  the playback of prerecorded 
samples, possibly with processed amplitude, pitch or hlter-envelopes. Due to  their static 
nature, pre-recordings alone cannot fully satisfy the sound rendering requirements of the 
large variety of situations, such as those usually found in current video games. Conse­
quently, it is difficult to  match the available recorded sound samples with the simulated 
interactive animation which, in many cases, causes discrepancies between the generated 
visuals and their associated pre-recorded sounds.
Another problem encountered in interactive environments is th a t it is not possible to 
know in advance the length of the sound needed for a particular simulated situation. For 
example, in a computer game the user might stay in the same environment for several 
minutes. If the recorded source sound is too long it can be easily truncated or faded 
out, but it cannot be easily extended. As a consequence, the sound designer is limited to 
playing back a small set of recordings repetitively, which can be tedious to the listener.
To tackle these issues, two content-based analysis/ synthesis (CBAS) algorithms are pro­
posed in this thesis. Our objectives are twofold: develop algorithms th a t can be used to 
optimally represent a large set of impact sounds data  through analysis, and to generate 
realistic and expressive continuous sounds th a t can be used in interactive and multim edia 
applications. F irst, our work presents a new shift-invariant analysis scheme for transient 
impact sounds. The first algorithm, wavelet additive synthesis (WAS), models the sounds 
in spectral domain. The WAS algorithm applies minimum-phase reconstruction based 
discrete wavelet transform (MiP-DWT) to decompose the impact sounds into frequency 
bands and each band is parameterised in the form of orthogonal basis and their weights. 
During synthesis process, these weight vectors are selected and tuned according to  the 
target sound parameters. The second algorithm, sound texture synthesis (STS), models 
the sounds in tem poral domain and uses sound texture (grains) to create finely-controlled 
synthesised impact sounds. During the analysis stage, a set of pre-recoded im pact sounds 
are decomposed into multi-level time-scale components or grains. The extracted sound 
grains are optimised using dictionary learning algorithm.
K ey  w ords: Impact Sound, Wavelet Transform, Sound Modelling, Additive Synthesis, 
Sound Texture, Audio Grain, Audio Morphing, Expressive Synthesis, Principal Compo­
nent Analysis, Singular Value Decomposition
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Chapter 1
Introduction
We encounter a variety of impact sounds, such as hitting, breaking, dripping etc., in our sur­
roundings and everyday life. These sounds are generated by various sources such as colliding 
objects, breaking objects or vibrating liquids. These sounds provide the listener with cues on 
the nature of the objects or the interactions that generated them. Thanks to this capability 
of our perceptual system, we are able to use sound information to deduce the properties of the 
environment in which we evolve and also the objects that we interact with. For instance, we can 
identify the type of the object that generated a particular sound, its location and speed as well 
as the environment in which it was produced.
Traditionally, sound signals are grouped into three classes: music, speech, and everyday sound. 
Historically, the main focus of auditory research has been on speech given its importance in 
human communications. However, the reality is that most sounds surrounding us are non­
speech sounds. By contrast to music, which received most of the attention from the research 
community, less research effort was dedicated to the study of everyday sounds, despite the fact 
that non-speech audio has become a de facto default feature of electronic devices, such as PCs 
and smartphones, where users can generate and listen to these sounds at the click of a button.
1.1 Problem  Statem ent
The surrounding environment is full of diverse types of impact sounds which are generally 
produced when two or more objects interact with each other. Humans have been, for a long 
time, fascinated by these sounds. Technology advancements in sound capture techniques enabled
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them to record those sounds and play them back at will. The use and manipulation of these 
sounds were also instrumental in the development of the radio and film industries, where realism 
is essential to create an appealing (and believable) viewing and listening experience.
Other industries have also flourished thanks to the use of impact sounds such as digital entertain­
ment. For instance, research in computer graphics made it possible to create near-photorealistic 
interactive environments, where interactions between objects were recreated using physics en­
gines. Traditionally, when sounds that correspond to the synthesised environment are produced, 
pre-recorded samples are used to generate such sound effects in real time and offline produc­
tions. However, this method requires a large set of recordings of impact sounds to cover all 
possible situations, and that in turn necessitates a very large memory. For instance, if we have 
to create a virtual driving simulator where all sounds of the cars as well as the interactions of 
the driver with the interior of the car need to be realistically recreated, it would require a large 
set of sounds of the car parts and possible interactions with seat belt, steering wheel, gear box, 
and other objects. Another problem encountered in interactive environments is that it is not 
possible to know in advance the length of the sound needed for a particular simulated situation. 
For example, a user might stay in a computer game or a training simulator for several minutes. 
The long recordings of sound source can be truncated or faded out, but it is not as easy to 
extend the shorter ones. Besides, it will not be possible to control these sounds once they have 
been recorded. As a result, it will be difficult to achieve perfect audio-visual synchrony and 
correspondence to the synthesised scene.
One possible way to reduce the number of recordings is by grouping the sounds by size and 
material type, but even then, a large amount of recording needs to be carried out. For this 
reason, a small set of recordings of impact sounds is generally played back repetitively. In some 
cases, the characteristics of the source sounds, such as amplitude and pitch, are altered to create 
slightly different versions of the sounds, but that can also be tedious to the listener after a 
short period of time. Methods have been proposed to improve the realism of audio sounds in 
games, such as the work of Vachon [140]. However, the repetition of sound effects in interactive 
applications, particularly in game’s audio, is still a major challenge for researchers and audio 
designers.
Another rational for proposing methods to represent and synthesise impact sounds in an efficient 
way is to be able to recreate realistic sounds. This will enable the generation and transmission 
of realistic impact sounds in situations where there are limitations in processing power and 
network bandwidth, such as on mobile devices connected to wireless networks. As users are 
shifting their usage habits from fixed to mobile devices, they are also expecting to receive a
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similar level of quality when accessing networked games and music. Therefore, there is a need 
for novel techniques to cost-effectively reproduce a diverse set of sounds.
1.2 Research Objectives
As highlighted in the previous section, there are inherent problems in using and interacting 
with pre-recorded sound effects. Currently, a large number of sounds are sourced from large 
libraries of sound effects for visual multimedia productions, such as games, theatres, movies 
and animations. Similarly, music producers rely on samples sounds from synthesisers and live 
recordings to mix and arrange new musical compositions. In both cases, the sound designer 
needs to own or have access to large sound libraries, without a guarantee to find the ideal sound 
that perfectly matches the visual effects.
Another area that is increasingly relying on pre-recorded sounds is virtual collaboration. For 
example, if we have to generate a virtual office or a virtual workshop, where all sounds generated 
by human interaction at office or in workshop must be realistically recreated, we would need 
an enormous set of recordings of the different human-object interaction at office or in work­
shop to realistically synthesise these environments, which in turn necessitates very large mem­
ory. In addition, the lack of control over pre-recorded sounds and the cost involved in making 
proper recordings are additional hindrance. Furthermore, to use these huge pre-recorded sounds 
database is impractical in real time applications because the sensors parameters of human-object 
interaction and generated sound cannot be coupled.
Given the limitations observed in current techniques from modeling and synthesising sounds for 
interactive and virtual environments, the primary goal of this thesis is to analyse impact sounds 
then design a representation model which would enable the synthesis of rich quality, controlled, 
and perceptually compelling sounds for use in real-time systems and communications.
• The first objective is to propose a new algorithm for analysis of impact sound signals by 
extracting the salient sound features. The conventional Fourier transform based analysis 
techniques, such as discrete Fourier transform and short-time Fourier transform, assume 
that the input signal is stationary within the duration of the analysis window. For real- 
world impact sound signals, this is often not the case. Therefore, we propose to introduce 
new analysis technique which is more appropriate for impact sound signals.
• The second objective of this research is to develop analysis/ synthesis algorithms which are 
generic, computationally-efficient and can generate perceptually compelling sounds. The
1.3. Dissertation Outline
generality of the algorithm is measured based on its ability to model a group of impact 
sound sources simultaneously unlike the physical modelling where one model is limited 
to synthesis of only one sound accurately. The advantage of generating perceptually 
convincing sounds is that there is no need to measure their accuracy mathematically. By 
comparison, physical based modelling and accurate generation of complex sounds, like 
real-world sounds, are computationally intensive.
• The third objective is to introduce a parameterisation technique in the synthesis model 
which produces an optimal representation of the sound features. Using parameters from 
the physical interaction, this representation along with the control parameters can generate 
non-rep etitive continuous sound effects.
• The last objective of this research is to develop a sound morphing method for transient 
impact sounds. The existing audio morphing algorithm are based on the assumption 
that the input sounds are stationary or quasi-stationary and cannot, in general, morph 
transient or nonstationary signals. A sound morphing algorithm is proposed which can 
be used to generate intermediate and novel sounds from the pre-recorded input sounds.
1.3 Dissertation Outline
The dissertation is organised in five chapters, covering each of the objectives stated above, 
followed by the conclusion section. The thesis is structured as follows:
In Chapter 2, we provide an overview of previous research in the area of sound synthesis, and 
introduce spectral sound analysis and modelling techniques. We also lay out the principles 
of auditory perception and how humans perceive different sounds. A brief description of the 
content-based analysis/synthesis (CBAS) algorithms is presented and its stages are briefly dis­
cussed in this chapter.
In Chapter 3, a discrete wavelet transform based shift-invariant analysis scheme for sound sig­
nals is proposed. This scheme combines minimum-phase reconstruction with the discrete wavelet 
transform so that the resultant scheme provides a shift-invariant transform analysis. The de­
tailed properties of minimum-phase signal and different methods to reconstruct it are explained. 
The potential application areas of the shift-invariant analysis scheme are also discussed in this 
chapter.
In Chapter 4, a wavelet transform based additive synthesis algorithm which models the impact 
sounds in spectral domain is introduced. A new sound morphing algorithm based on synthesis
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parameters which enables a better morphing of transient impact sounds is also presented in 
this chapter. This algorithm is generic, robust, and can synthesise a single sound or a group of 
transient sounds.
In Chapter 5, a sound texture synthesis algorithm is proposed which generates non-repetitive 
impact sound effects. This approach aims to use audio grains to create finely-controlled synthe­
sised sounds which are based on recordings of impact sounds. Subjective tests were also carried 
out to evaluate the perceptual quality of the synthesised sounds.
In Chapter 6, a summary of our contributions to the areas of impact sounds analysis, their 
parameterisation and synthesis are provided.
Chapter 2 
Digital Sound Synthesis: An  
Overview
2.1 Introduction
Digital sound synthesis (DSS) refers to any scheme that mainly uses digital signal processing 
techniques to create, manipulate and reproduce sounds. The history of DSS began in 1957 at Bell 
Labs, when Max Mathews used digital computer for the very first time to generate a synthetic 
sound. Mathews developed MUSIC I, which was the first real computer synthesis programmer, 
where a user could define the notes in terms of pitch, waveform, and duration [109]. MUSIC I was 
replaced by MUSIC II program in 1958. In the following years, Mathews and Miller pioneered 
the concept of unit generator for DSS which was used in MUSIC III program. The principal 
functionality of unit generators is similar to oscillators and filters that can be used to generate 
sound signal. The concept of unit generator was extended in MUSIC IV and MUSIC V where it 
included all basic signal processing and synthesis modules. After the widespread use of MUSIC 
V, a number of synthesis programs, such as Music 4BF, Csound, Cmusic, etc., were developed 
for music composition and performance. Later on, more sophisticated algorithms and computer 
programs were developed for music synthesis. These advancements in computer technology have 
played a vital role in revolutionising digital music production.
This chapter provides the general context of this thesis. Analysis, modelling, synthesis and 
processing of sound are presented, with particular emphasis on current techniques and theory 
related to spectral analysis, processing and modelling of sound.
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2.2 Everyday Sound Sources
We live in a world which is far from silent. No matter where we are, we encounter various 
types of sounds, such as urban sounds in cities, machines and hitting sounds in industrial areas, 
clapping, whistling and other cheerful sound in sport grounds, wind and water wave sound 
at shore, birds chirping and singing, and leaves cracking sounds in the countryside and many 
more. Some of them irritate us while others have a soothing effect. Some of them are used to 
communicate while others are used for appreciation or approval. There is one thing common in 
all of these sounds i.e., most of them are non-speech sounds and are known as everyday sounds. 
These sounds contain information about our surroundings and on their reception our brain can 
map out the type of sound sources and the information about the environment in which it was 
produced.
How are these sounds generated? To produce sound, something must vibrate. The majority 
of environmental sounds that we hear everyday are either generated by the interaction between 
objects, or produced without any interactions (like rain, wind, animal sounds). We pay more 
attention to the sounds that are generated with our actions/interactions. Sounds like walk­
ing, working at office, typing, etc. are some examples of sounds which are generated by our 
actions/ interactions. The environmental background sounds, those produced without one’s in­
tervention, are also perceived by the listener. The production of background sounds is ffexible 
during simulation because one’s actions do not inffuence those sounds instantaneously. Sounds 
like rain, wind, animal sounds, etc. are some examples of background sounds.
2.2.1 How we R ecognise Sound Sources
We can identify many events and objects by sound alone. Our evolution and familiarity of the 
environment we live in has prepared us to anticipate certain sonic responses from particular 
input parameters. For example, when someone hit something harder, we expect the resultant 
sound to increase in power (louder). We can easily discriminate between the sonic responses 
generated by rubbing an edge of a ffat object and rubbing it in the centre. Our sound-recognition 
abilities are either innate or learned very early in development, and we are unable to introspect 
about how they work. This is an example of what Minsky calls “the amnesia of infancy”.
“In general, we ’re least aware of what our minds do best. ”
Minsky (1988) [84]
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If a particular sound source generates the same sound wave every time, recognition would be 
easy -  we could simply (at least in principle) memorize every sound and match incoming sound 
waves to stored patterns in memory. In reality, there is enormous variability in the acoustic 
waves produced by any given sound source at different times. This variation is due in part to the 
complexity of the environment -  for example, a room’s detailed acoustic response changes with 
the movement of any object, with changes in air circulation, and even with shifts in humidity. 
Natural sounds vary even more from instance to instance because the physical process of sound 
production is never the same twice.
McAdams [81] describes recognition as a range of phenomena;
“Recognition means that what is currently being heard corresponds in some way to
something that has been heard in the past Recognition may be accompanied by a
more or less strong sense of familiarity, by realizing the identity of the source (e.g., 
a car horn), and often by an understanding of what the source being heard signifies 
to the listener in his or her current situation, thereby leading to some appropriate 
action. ”
McAdams (1993) [81]
McAdams suggests that the process is largely sequential: the sound wave is changed, by trans­
duction, into a representation where auditory grouping can take place. Grouped elements are 
expressed as some set of features, that are then used as basis of the recognition process. Although 
McAdams suggests that recognition is subsequent to the grouping processes of auditory scene 
analysis, he leaves room for the possibility of feedback from higher, post-recognition processes -  
this feedback loop is clearly necessary to account for phenomena such as phonemic restoration.
Minsky [84] suggests that objects may be organised into multiple hierarchies that classify them 
in different ways. The particular hierarchy used in a given situation may depend on the context, 
as may the particular level that is privileged. These may depend on the set of features currently 
available from the sensory input and the current goals of the perceiver.
There exists a variety of physical events which can be used to generate similar auditory percepts. 
These sounds are referred to as “naturally occurring auditory homonyms” by Blattner et al. [10]. 
These similarities are exploited in the gaming and film industry to create special sound effects. 
The principle used is based on making a naturally occurring sound more ambiguous about its 
source when presented in isolation, and which can be linked with different similar sound sources.
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Therefore, this ambiguity of real-world sounds can be used as an advantage to group similar 
sounds so that the whole group can be synthesised using a single parametric sound model.
2.2.2 Ecological Approach
In everyday listening when we receive a sound, we pay attention to the properties of the sources 
which generated the sound rather than to its musical properties [42]. Under such circumstances, 
the source which produces the sound is the object that a listener perceived instead of the 
generated sound. This phenomenon is known as the ecological approach to auditory perception 
and it is derived from our action and perception in the natural environment [44]. In 1993, Gaver 
[43, 42] presented a framework for everyday listening which describes the difference between the 
everyday and musical listening as:
“The distinction between everyday and musical listening is between experiences, not 
sounds (nor even psychological approaches). It is possible to listen to any sound 
either in terms of its attributes or in terms of those of the event that caused it.
For instance, while listening to a string quartet we might be concerned with the 
patterns of sensation the sounds evoke (musical listening), or we might listen to the 
characteristics and identities of the instruments themselves (everyday listening).”
Gaver (1993) [43]
Therefore, it is the listeners’ experiences which distinguish the everyday from musical listening, 
and it is irrelevant to the generated sounds. When we listen music we focus on the generated 
signal’s properties, such as its pitch, its loudness and its temporal evolution, but during everyday 
listening we generally focus on source of the sound, such as its material and point of interaction. 
Naturally, our perception operates in the everyday listening mode, and that mode is changed to 
musical mode by an explicit request to our perception.
2.3 Taxonomy of Sound M odelling
“The core of music as culture is organized and meaningful sound. Its character 
can best be grasped by contrast with other media and their forms of signification. 
Musical sound is alogogenic [i.e. not conducive to be expressed in words], unrelated 
to language, nonartifact, having no physical existence, and non representational.
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Figure 2.1: A grouping of synthesis techniques, after [130].
It is self-referential, aural abstraction. This hare core must he the start of any 
sociocultural understanding of music. ”
Born (1995) [13]
Until the end of last century, the main purpose and use of synthesis algorithms were to model 
and generate musical instruments sounds. Some of these algorithms have been tailored to model 
and synthesise everyday sound sources, but researchers realised that perceptual dimensions of 
everyday sounds are different from the musical listening. Therefore, researchers have worked 
towards developing new synthesis algorithms which are specialised for everyday sounds synthesis.
In this section, we review existing synthesis algorithms which are mainly developed for musical 
sound synthesis. Although current computer music systems offer tremendous flexibility, the 
choices are constrained by current theories and their implementations. In order to contextualise 
the work described in subsequent chapters, it may prove instructive to consider a particular 
taxonomy of digital synthesis techniques. Smith [130] organised the sound synthesis techniques 
into four categories which are depicted in Fig. 2.1. Each of this group is briefly presented here.
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2.3.1 A bstract A lgorithm s
Abstract algorithms represent the sound in a mathematical formula which is normally empirical 
and does not involve any physical parameters. These algorithms are simple in a way that 
they require a small number of control parameters to synthesise the target sound. In general, 
these algorithms are not practical to generate the existing sounds and are mostly suitable for 
generating new synthetic sounds. Although they are well-suited for creating new sounds, their 
main drawback is that they cannot reproduce existing sounds since they lack the possibility of 
sound analysis.
In the early 1990s, Julius O. Smith noted that abstract-algorithm synthesis seems destined to 
diminish in importance^ [130] and although this proved true to some extent, a resurgent interest 
in classic analog and digital hardware has shown that these methods retain a strong following. 
As a result, considerable efforts in both the commercial and academic sectors have gone toward 
the software emulation of classical voltage controlled oscillators and filters. It seems certain that 
no particular technique will ever disappear entirely from the toolbox, rather the collection will 
expand with the necessities of fashion dictating the most popular methods of the time.
The frequency modulation (FM) synthesis maps the amplitude of the modulator to the fre­
quency of the carrier by employing a nonlinear oscillating function. The FM synthesis in a wide 
sense consists of a family of methods each of which utilizes the principle originally introduced 
by Chowning [17]. The theory of FM was well established by the mid-twentieth century for 
radio frequencies where it is used in radio transmission. The use of FM in audio frequencies 
for the purposes of sound synthesis was not studied until late 60’s. John Chowning at Stanford 
University was the first to study systematically FM synthesis. The time-variant structure of 
natural sounds is relatively hard to achieve using linear techniques, such as additive synthesis. 
Chowning observed that complex audio spectra can be achieved with just two sinusoidal oscilla­
tors. Furthermore, the synthesized complex spectra can be varied in time. The first commercial 
FM synthesiser, the GSl digital synthesiser, was introduced by Yamaha in 1975.
The waveshaping synthesis is a simple sound synthesis method which modifies the input signal 
by a nonlinear shaping function. First experiments on waveshaping were performed by Risset in 
1969 [109]. Arfib [6] and Le Brun [14] developed independently the mathematical formulation 
of the waveshaping. Both also performed some empirical experiments with the method. In 
waveshaping synthesis, the input sinusoidal signal is mapped by a nonlinear function. The 
function maps the input value in the range to an output value in the same range. Waveshaping 
can be very easily implemented by a simple table lookup, i.e., the function is stored in a table
2.3. Taxonomy o f Sound Modelling 15
which is then indexed with to produce the output signal. The ratios of the harmonics could 
be accurately controlled by using Chebyshev polynomials as distortion functions [6, 14]. The 
Chebyshev polynomials have the interesting feature that when a polynomial of order is used 
as a distortion function to a sinusoidal signal with frequency, the output signal will be a pure 
sinusoid with frequency. Thus, the ratio of the amplitudes of the harmonics can be controlled 
by Chebyshev polynomials. Furthermore, the signal can be maintained bandlimited, and the 
aliasing of harmonics can be avoided.
The Karplus-Strong (KS) synthesis algorithm [62] is a continuation of the wavetable synthesis 
algorithm. In the KS algorithm the wavetable is initialized with a sequence of random numbers, 
as opposed to wavetable synthesis where usually a period of a recorded instrument tone is used. 
In the KS algorithm, the modification is to change the wavetable each time a sample is being read 
and then replace by the modified sample. This process continuously updates the samples and 
the wavetable keep evolving with time. Karpins and Strong [62] showed that the KS algorithm 
is very efficient and can simulate very high-quality plucked string and drum sounds.
2.3.2 Processed  Recording
Processed recordings refer to the synthesis techniques where recordings of the real sounds are 
manipulated. During synthesis stage, various sound effects can be generated by combining 
and replaying the recorded sound in many different ways. These methods can generate high 
quality and precise target sound from the stored sound samples which were recorded, but fail to 
reproduce the sounds which are not present in the recorded sound samples. Their representation 
provide very limited control over the synthesis process hence they do not offer flexibility and 
expressive freedom to reproduce the changes in playing conditions. Moreover, they require huge 
amount of recorded sounds to produce an instrument sounds which necessitates more memory 
and processing power.
In sampling synthesis, pre-recorded short sound samples are played back [109]. Digital sampling 
instruments, also called samplers, are typically used to perform pitch shifting, looping, or other 
modification of the original sound signal. Sampling synthesis typically uses signals of several 
seconds. The synthesis itself is very efficient to implement. In its simplest form, it consists 
only of one table lookup and pointer update for every output sample. However, this requires 
a large storage capacity. Looping, pitch shifting, and data reduction are widely used methods 
to reduce the memory requirements. Since the early 1990s, sampling synthesis has been the 
predominant sound production method used in commodity hardware and software. Sampling
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offers very high fidelity results (limited only by the quality of the input), but is restricted in 
terms of expressive and transformational possibilities. A typical sampling synthesis architecture 
limits transformations to amplitude envelopes, filtering, and loop control. It is not uncommon 
to find multi-gigabyte sample libraries containing complex mappings, cross-faded overlays, and 
keyswitch programs. For example, a complex violin bank might include samples for legato, 
marcato, spiccato, staccato, and tremolo bowings all recorded at a variety of different dynamic 
levels. Fast secondary storage allows these massive sample banks to be streamed from disk in 
real-time.
Wavetable synthesis, one of the oldest techniques, concentrates on the particular wave shape of 
the table, which may be either derived mathematically, drawn interactively, or (most commonly) 
extracted from a recorded sample. Multiple wavetable synthesis is a set of methods that have 
in common the use of multiple wavetables, i.e. sound signals stored in a computer memory. 
In wavetable, the cross-fading and stacking are commonly used methods [109]. In wavetable 
cross-fading the tone is produced from several sections each consisting of a wavetable that is 
multiplied with an amplitude envelope. These portions are summed together so that a sound 
event begins with one wavetable that is then cross-faded to the next. This procedure is repeated 
over the course of the event. A common way to use wavetable cross-fading is to start a tone 
with a rich attack, such as a stroke or a pluck on a string, and then cross-fade this into a sustain 
part of a synthetic waveform. In wavetable stacking, the sound signal is produced by adding 
together many randomly selected sound signals which are scaled by an amplitude envelope. Using 
wavetable stacking, hybrid timbres can be produced combining elements of several recorded or 
synthesised sound signals. Generally, In commercial synthesisers usually from 4 to 8 wavetables 
are utilised in wavetable stacking. In [57], Horner et al. introduced methods obtaining optimal 
wavetables to match signals of existing real instruments.
The granular synthesis [108] is a set of techniques that share a common paradigm of representing 
sound signals by ’’sound atoms” or grains. The granular synthesis originated from the studies 
by Gabor in the late 40’s. Granular synthesis may be viewed as a particular specialisation 
of sampling synthesis. The granular approach overlaps many short sound segments (generally 
less than 50 msec, duration) which may be derived from recorded sources or produced via 
other synthetic means. Usually, each sound segment is modulated by a corresponding amplitude 
envelope that quickly fades-in, reaches a steady state, and then fades out. Granular synthesis 
offers the possibility to decouple the time and frequency evolution of sound, as well as impart 
particular characteristics modulating between rough, smooth, or stochastic textures.
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2.3.3 P hysical M odels
Physical models (PM) represent a considerably different approach to sound production. PM 
are concerned with the details of the sound producer and model sound sources rather than the 
generated sound. These algorithms derive the mathematical description of the physical systems 
which create or modify sound. During analysis process, theses models represent the sound source 
using mathematical equations, and the target sound is simulated by computing a solution for 
these equations during synthesis stage. These models can imitate the gesture of the performer 
and maintain the expressiveness of the acoustic instrument. These characteristics made physical 
models very successful and they could produce a realistic synthetic sounds of an instrument 
which are very close to its real sound.
Despite many compelling advantages, physical models have yet to become pervasive in computer 
music composition. The lack of generality in many physical modeling implementations may be 
a hindrance to their acceptance. Even with a pre-designed algorithm, the parameter space may 
be undesirably abstract and difficult to control [22].
The finite difference equation method [53, 54] models the sound source by deriving the mathe­
matical equations which describe the vibratory motion of the sound producer. A finite number 
of points in the sound source are selected to solve these equations which generate the difference 
equation. The use of difference equations leads to a recurrence equation which is considered as 
a simulation of the wave propagation in the vibrating object. These methods have been used 
especially for string instruments but they are in general applicable to any vibrating object. Hiller 
and Ruiz [53, 54] used this method to develop models of plucked, struck, and bowed strings of 
musical instruments. The possibility of direct realisation of the physical equations is an advan­
tage of this approach, but high computational cost of the model for higher dimensional structure 
is its big drawback.
Modal synthesis [1] represents the sound producer as a set of vibrating substructures which are 
measured during the analysis stage. Substructures are coupled and they can respond to external 
excitations. These coupling connections also provide for the energy fiow between substructures. 
The simulation algorithm uses the information of each substructure and their interactions. The 
method is generic since it is applicable to many structures, but the computational demand 
increases rapidly for complex structures which limit the use of this method in practical applica­
tions.
The concept of digital waveguides was developed by Smith [129,130,131]. The digital waveguide 
is a computationally very efficient technique. Digital waveguides and methods based on finite
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differences are closely related in that they both start from the premise of solving the wave 
equation. The wave equation is solved in a set of discrete points on the vibrating object. At 
every time period a physical variable, such as displacement, is computed for every point. This 
means that a delay and a linear filter is used to simulate the string or acoustic tube. The first 
physics-based approach to use digital filters to model a musical instrument was made for the 
violin by Smith [128]. Jaffe et al. [59] introduced a number of extensions to the Karplus-Strong 
algorithm that enable high-quality synthesis of plucked strings including an allpass filter in the 
delay loop to approximate the non-integral part of the delay.
2.3.4 Spectral M odels
Spectral models (SM) are concerned first and foremost with the spectral content of sounds. This 
is a particularly powerful technique because the perception of timbre is closely related to spectral 
content. Auditory research has revealed that the ear behaves as a sort of spectrum analyser and 
attuned to specific frequencies [109, 25]. Spectral models have broader scope and offer more 
comprehensive representations of many different sounds where various spectrally-based effects, 
such as sound interpolation or morphing, processing and transformations can be achieved using 
conventional methods.
As spectral models try to model the produced sound, these algorithms do not take into consid­
eration the physical properties of the sound source but they still provide a fiexible tool for sound 
synthesis and natural sounds generation [123, 125, 25]. Spectral methods are able to synthesise 
harmonic sounds without noise or transients. Their well known drawback is that a huge amount 
of data and parameters is required to model an instrument sounds with transient.
Spectral models usually follow an analysis/ synthesis paradigm in which control parameters are 
derived by analysing the original recorded sound. The application of sound analysis/ synthesis 
in computer music began in the late 1960s. Typical spectral models based analysis/ synthesis 
systems include the phase vocoder, additive analysis/synthesis, and formant analysis/synthesis. 
Because they enable a new understanding of the acoustic world, these systems have brought 
forth a new vision and practice of musical composition. To emphasise the importance and the 
scope of spectral models, the analysis and synthesis methods developed and used for spectral 
modeling are discussed in the next sections.
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2.4 Sound Analysis M ethods for Spectral Synthesis
Spectral models consist in discarding information that play no role in human audio perception 
therefore, such information is not needed to achieve a high level of fidelity. To accurately re­
produce existing sounds, spectral models require an analysis technique to extract the spectral 
parameters from pre-recorded sounds. More accurate the analysis method, the better the per­
ceived quality of the reproduced spectral sounds. Different sound analysis methods have been 
proposed which are suitable for particular input data, and achieve varying degrees of perfor­
mance depending on how well the model matches the process being analysed. Commonly used 
analysis methods for spectral models are discussed here.
2.4.1 The Fourier A nalysis
In early 1800’s, Joseph Fourier discovered that all signals can be represented as a sum of sine 
and cosine functions, which is known as the Fourier theorem. A number of well-known sound 
analysis techniques, such as the Fourier transform, the short-time Fourier transform etc., are 
based on Fourier theorem.
In the Fourier transform (FT), the time domain sound signals are converted into the frequency 
domain by decomposing it into its elementary sinusoidal components [110]. The FT is used to 
break any temporal signal into sinusoidal components. The FT analysis provides the spectral 
representation of the input signal, which gives the frequency components and their correspond­
ing amplitudes present in the whole signal. This spectral representation does not provide any 
relationship between time and frequency of the input signal, i.e. when a particular frequency 
start and where it ends. Rather, FT provides a global image of the frequencies present in the 
whole signal. This is because the basis functions, the sine and cosine, that FT uses to decompose 
signals have infinite support, i.e. the sine and cosine are non-zero from —oo to -foe. Therefore, 
the FT is more suitable only for stationary signals which do not change over time.
Discrete-time signals are those in which the independent and dependent variable has discrete 
values and represented as sequences of numbers. Typically, real-world signals, such as everyday 
sound, are digitised prior to analysis thus the time and amplitude are discrete. The discrete 
Fourier transform (DFT) is a discrete-time version of the Fourier series which performs the 
operation of breaking down a digitally represented signal, such as a digitally recorded sound, 
into a set of scalars on a set of sinusoidal components, i.e. spectrum. The time domain signal 
can be fully recovered from its sinusoidal components using inverse discrete Fourier transform
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(IDFT). The DFT takes a digitally sampled signal as input and produces a set of coefficients 
that can be used to scale a set of sine waves equally spaced between 0 Hz and the sampling rate 
fs Hz, If the scaled functions are added together, the original waveform is reconstructed. The set 
of coefficients is called the frequency domain representation of the waveform while the waveform 
itself is called the time domain representation. In practice, real-world signals are nonstationary, 
meaning that the signal properties (amplitudes, frequencies and phases) change with time. The 
DFT does not represent the time-varying signal information in a manner that provides easy 
access to individual signal components. To overcome this shortcoming, the short-time Fourier 
transform has been developed and is used for real-world signal analysis.
2.4.1.1 The Short-Tim e Fourier Transform
The FT and DFT methods are suitable for stationary signals. Most everyday sound signals are 
not stationary in time. In order to depict the non-stationarity in a signal as a smaller number 
of stationary functions the signal is divided up into shorter sub-signals, known as frames, and 
a DFT analysis is performed on each of them. This analysis method more readily shows non- 
stationarity by showing a series of snapshots where the signal is supposed to be stationary. As 
each snapshot corresponds to a different point in time, it can be observed how the frequency 
content of a sound signal changes over time. Therefore, it is a form of time-frequency analysis, 
as exhibited in Fig. 2.2(a). This time-frequency analysis method is known as the short-time 
Fourier transform (STFT) [3, 101], and it forms the basis of many spectral processing tools for 
audio and music composition [125].
The STFT method calculates a frame of Fourier coefficients by applying the DFT to a localised 
time-slice of the sound signal as seen through a window function. The window is moved or 
“hopped” over by a specified amount of time, and then another DFT is performed on the win­
dowed sound signal. The discrete STFT is represented mathematically as given in the following 
equation [93, 125],
N - l
X  (I, k) = ' Y 2 x ( n - l p )  w (n) (2.1)
n=0
where x (n) represents a discrete input signal, I is a particular frame, p is the hop size, w (n) 
represents the window function, and X  {I, k) are the resulting set of FT coefficients for the frame.
In Eq. 2.1, the discrete analysis window function w{n)  determines the portion of the input 
signal to be processed at a particular frame I. The p is  a constant that represents the hop size.
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Figure 2.2: (a) The time-frequency plane of Fourier transform, (b) The time-frequency 
tiles and basis functions of Fourier transform
or amount to move the signal. The STFT computes a DFT spectrum on a window-sized portion 
of the input signal x (n) at every frame I. The signal is advanced by the hop size p thereby 
“sliding” it past the window function. Thus, at each frame f  a different part of the sound signal 
is observed through the window (see Fig. 2.2(b)) and is analysed with a FT.
The smoothness of the spectrum depends on the selection of window which also determine the 
detectability of different sinusoidal components. In [65], Kondoz has listed a commonly used 
windows and provided the trade-offs for each of them. He also presented a description of these 
window functions and their comparisons in speech applications were discussed.
The inverse STFT is the process of reconstructing the original signal from an STFT decomposi­
tion. Allen and Rabiner [3] provide an in-depth description of two inverse STFT methods: the 
overlap-add (OLA) and the filter-bank summation (FBS). These methods are complementary 
and have a formal duality. The OLA approach uses the traditional DFT interpretation of the 
STFT and apply the fact that the X  (/, k) in Eq. (2.1) is the DFT of the sequence.
x{n) = x ( n  — I p)w (n) (2 .2)
where xi (n) represents the the windowed signal at frame I. Thus, the original signal samples 
is recovered by computing the inverse DFT of A (/, k) and dividing out the window function 
(provided the window has at least one nonzero sample). Thus, the synthesis process reconstructs 
the complete signal x {n) as given in the following equation
(") = E y x { l ,  k)
. k
(2.3)
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where the summation over I is for overlapping analysis sections with short-time Fourier transform 
X  {I, k). In other worlds, Eq, (2.3) shows that to recreate the signal x  (n), we compute the IDFT 
of X  (I, k) for each I at which an analysis was performed.
2.4.2 The W avelet A nalysis
The wavelet transform (WT) is a signal analysis method which offers a time-scale representation 
of the given signal. The WT divides the input signal into various frequency bands and then 
analyse each band according to the resolution which matches to its scale. The need for a signal 
analysis method with two-dimensional representation, which could overcome the limitations 
offered by the Fourier transform, had long been recognised [77, 76, 104, 28, 48, 20]. Several 
signal analysis techniques with time-frequency representations of the sound signals have been 
proposed, such as STFT [3, 101], the tracking phase vocoder [32], the Wigner distribution [18] 
and so on. Since time and scale, as well as time and frequency, are conjugated variables, the 
resolution of the representation may not be chosen at will and is subject to the uncertainty 
principle. The wavelet transform allows for a multiresolution representation [77] with constant 
quality factor Q = M /f  in which the uncertainty product (A /-Ai) is kept constant and a higher 
frequency resolution A / is achieved at lower frequency, corresponding to a higher time resolution 
A t at higher frequencies. This feature is coherent with our understanding of auditory perception 
and critical band models.
Prom a musical and sound analysis perspective, the WT can be considered as a special case 
of the constant Q filter paradigm. Wavelets inject the notion of a “short-time” or “granular” 
representation into the constant Q filter model. The WT has been widely employed in sound 
analysis and processing [67, 38, 39, 70, 139, 148], where it provides a time-scale representation 
of sound patterns [66, 67, 38]. The WT produces a compact representation of the input sound 
signal as the redundancy between the computed wavelet coefficients is very small. Also, the WT 
has the ability to underlie and represent time-varying spectral properties of the nonstationary 
signals [67, 39, 148]. Thus, wavelet analysis is the next logical step for analysis of time-varying, 
real-world signals because of its localisation both in time and frequency.
The theory behind wavelets has been developed during the past three decades independently 
by mathematicians, scientists and engineers working in the areas of harmonic analysis theory 
[15], filter bank theory [37, 132, 145], and quantum mechanics [7, 89, 88]. Alfred Haar [51] is 
recognised as the first one to have introduced the concept of wavelet in 1910, although the term 
itself was not coined until Morlet [89, 88] used it in his signal processing work of 1982. The wave
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shape used by Haar is now known as the Haar wavelet. It is the simplest wavelet possible and 
resembles a step function. The Haar wavelet is discontinuous and therefore consequently yields 
poor frequency localization. Haar wavelets are helpful for developing a basic understanding of 
wavelet analysis but are not often used in practice.
2.4.2.1 The Continuous W avelet Transform
The use of time-scale atoms to represent the signal is a conventional choice for the analysis of 
sound signal structures of heterogeneous sizes. Thanks to the WT for providing these capabilities 
and competency for the analysis of such sound signals. The WT analyse the input signals by
dilated and translated wavelets, where the prototype wavelet 'ip £ Û' (R), also known as mother
wavelet, is a function with zero average.
+00
J  'ip{t)dt = 0 (2.4)
—oo
The wavelet function is normalised i.e. ||'0|| =  1 and is centered at f =  0. A family of wavelets 
is generated from the prototype wavelet 'ip {t) by scaling and translating it
where a > 0 repesents the scale and r  represents the translation parameters. The continuous 
wavelet transform (CWT) of a finite energy analog signal x (t) G (R) is computed by inner 
products of the signal with the generated family of wavelets 'ipa,r (t) [76] and is defined in the 
form of
4-00
X  (a, r)  =  (x (t) , 7pa,r (t)) =  J  x{t)'ip* dt (2.6)
—oo
where ■0*symbolises the complex conjugate of 'ip. The Eq. (2.6) shows that a signal x (t) is 
decomposed into a set of basis functions, called the wavelets. The analysing wavelet plays the 
same role as the modulated window in the STFT. However, the frequency parameter is replaced 
by the scale variable a in the wavelet analysis. The scale parameter a controls the stretching 
of the wavelet which either dilates (expands) or compresses a signal, and is usually specified 
as a factor of Ijfrequency. From Fig. 2.3(a), it can be observed that the small values of
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Figure 2.3: (a) The time-frequency plane of wavelet transform, (b) The time-frequency 
tiles and basis functions of wavelet transform.
scales compress the signal (short analysis window) and provide high frequency analysis while 
the large values of scales dilate the signal (long analysis window) and correspond to low-frequency 
analysis. Fig. 2.3(b) also demonstrates that the time-frequency resolution of the WT offers a 
different trade-off to the one by the STFT depicted in Fig. 2.2(b). The translation parameter r  
represents the location of the wavelet function. Changing r  moves the time localisation center 
of each wavelet.
The CWT given in Eq. (2.6) can also be computed by convolving the signal with the time- 
reversed and scaled wavelets
X (a, r)  — a; (r) * ~   ^ [A (/) (®/)] (2-7)
where X  ( /)  represents the FT of x (t), T (/) symbolises the FT of 'if (t), the symbol stands 
for convolution, and denotes the IFT of its argument. The inverse continuous wavelet 
transform (ICWT) is used to obtain the original signal x (t) and is given in the equation below
+ 00 +00
( V ) $
0 —oo
(2 .8)
where is a constant that depends on 'if. The original signal is reconstructed by means of a 
weighted superposition of convolutions of the wavelet transform with scaled wavelets. Again, 
the frequency domain counterpart of Eq. (2.8) is perhaps more illuminating
+ 00X(/) = -h f /)$(«/) (2.9)
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where
% {a, f )  = J^[X {a, t )] = V ^ X  ( /)  (a /) (2,10)
is the FT of the wavelet transform of x (t) with respect to the time variable r. Notice that by 
substituting Eq. (2.10) in Eq. (2.9) we obtain
+00
X { f )  =  X { f )  +  A  f  1$ ( V ) P  ~  (2 .11)J CL
0
whies shows that the transform is invertible provided that
+00
Cv,= /  I$ (a /)p  *  < 0 0  (2.12)
0
which implies that Ÿ (/)  must have a zero at zero frequency and a reasonable decay at infinity. 
Bandpass wavelets clearly satisfy this requirement. Teolis [136] explained these both conditions 
in an intuitive way as:
“Literally the term wavelet means little wave. In the most general context, a wavelet 
is a function that satisfies the main (time domain) conditions:
1. it has a small concentrated burst of energy in the time domain; and
2. it exhibits some oscillation in time.
The first condition makes the wavelet little in the sense that it is well localised in 
time, whereas the second condition makes it wavy and hence a wavelet. . . .  Since a 
non-zero function with a zero-mean necessarily has some oscillation, the oscillation 
requirement is met. ”
Teolis (1998) [136]
The continuous wavelet transform given in Eq. 2.6 is both redundant and not directly suitable for 
digital implementations. By sampling the transform we eliminate the redundancy and obtain 
complete wavelet sets that are useful to expand continuous-time signals [103]. On the other
hand, by assuming that the signal is bandlimited, we may sample the time variable according to
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Shannon’s theorem and obtain a wavelet transform that operates on discrete-time signals and 
provides a function of two variables. By sampling both the transform and the signal we obtain 
complete discrete-time wavelet sets [146], useful for the representation of digital signals.
2.4.2.2 The D iscrete W avelet Transform
The CWT is highy redundant when the parameters (a, r)  are continuous. The wavelet transform, 
given in Eq. (2.6), is worked out by continuously shifting and scaling the function over the 
input sound signal and then computing the correlation between them at each step. The scaling 
functions generated from this process are not orthogonal and the resultant wavelet coefficients 
are highly redundant. The transform is usually evaluated on the time-scale (a, r) discrete grid, 
which represents the input signal in more economical manner. Let us discretise the scale and 
translation parameters (a, r) of the wavelet by replacing a = Oq and r  =  kaQTo in Eq. (2.5)
i^j,k (t) = {o,qH -  /cTo) (2.13)
where j, k G Z, ao > 1, and tq 0. Note that the translation step size is connected with 
the dilation, since long wavelets are advanced by large steps, and short ones by small steps. 
Typically, the scale and translation parameters are discretise on a dyadic grid [77, 27, 146]. The 
dyadic grid of the time-scale plane is obtained by replacing no =  2 and To =  1 in Eq. (2.13). 
Thus, the wavelet functions become
= (2,14)
which generate the orthonormal basis. The discrete wavelet transform (DWT) [26, 27, 77, 83] 
of the input signal x {t) is the inner products of the signal with the sampled 'ipj^ k (t) and can be 
represented as
4-00
àj,k = {x (t) , (0) =  2" /^  ^ J  X (t) i)* [2~H -  k) dt (2.15)
— GO
where dj^k represent the wavelet coefficients and the analysis wavelets 'ijj (t) satisfy the Eq. (2.14). 
In the wavelet vernacular, the wavelet coefficients are called details coefficients that represent 
the high-frequency signal information. From an intuitive perspective, the wavelet coefficients are
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measures of the goodness of fit between the signal and the wavelets. Large coefficients indicate 
a good fit.
Several authors [26, 19, 83] have proposed some special wavelet prototypes 'ijj {t) that can be used 
to perfectly reconstruct the original signal x (t). Therefore, the original signal x (t) is obtained 
by applying the inverse discrete wavelet transform (IDWT), which is computer by the following 
equation
^ =  X ) X I ( )^ (2.16)
where (t) are generated similarly as given in Eq. (2.14) with prototype (jj (t). In the the 
orthogonal case, the analysis wavelets ip {t) and the synthesis wavelets ip (t) are equal [26, 77].
2.4.2.3 Concepts of M ultiresolution Analysis in W T
In wavelets, the principle of multiresolution analysis (MRA) [77] is based on the concept that 
signals can be analysed at different levels of resolution. An analogy is the multiple-level-of-detail 
concept in computer graphics. When a viewer is far away from a graphical object, a low level of 
detail can be used to render the object. As the viewer nears the object, a higher level of detail is 
required so that the object appears realistic. This zoom-in, zoom-out property of MRA serves 
as one of the basic properties for wavelet analysis.
As described in the last Section, a family of wavelets ipj^ k is generated by changing the mother 
wavelet’s dilation j  and translation k parameters. By convolving the input signal with ipj^ k 
results in a set of detail coefficients that represent the high-frequency signal information. The 
wavelet functions are constructed from a father wavelet, which is also known as scaling function 
(p Çi L? (R). The scaling function is not any arbitrary shape, but rather it is a finite duration 
function with an admissibility condition similar to Eq. (2.4)
- f o o
J  (P{t)dt = l  (2.17)
—oo
which satisfy the properties of a multiresolution analysis. Prom the scaling function (p it is possi­
ble to construct an orthonormal wavelet ip such that a signal can be decomposed (analysed) and 
reconstructed exactly and efficiently. The development of this relationship is briefly summarized 
here.
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The Scaling Function
As described for the wavelet, a two-dimensional family of scaling functions (pj^ k {t) is generated 
by scaling and translation the scaling function (p (t)
= (2.18)
where j, k G Z and (pjy are the orthonormal basis. Recall from Eq. (2.15) that computes the
detail coefficients, the approximations coefficients are calculated in the same way, by taking the
inner product of the input signal x (t) G (M) with the family of dilated and translated scaling 
functions (pj^ k (t) which is given in the following equation.
-foo
^j,k = (x ( t ) , (pj^ k (t)) = 2"^^ j  x{t) (p {2~H -  k) dt (2.19)
—oo
Eqs. (2.15) and (2.19) define the procedure for complete signal decomposition using wavelets. 
The input signal x (t) can be obtained using the following equation.
^ =  X  X  (t) (2.20)
j£Z k€Z
When j  > 0, the scaling functions <pj^ k (t) will be narrower and will translate in smaller steps 
hence, the span will be larger and represent the finer detail. When j  < 0, the scaling functions 
4>j,k (t) will be wider and will translate in larger steps therefore, their span will be smaller and 
capture the coarse informatio. Alternatively, the effects of a change of scale can be thought of in 
terms of resolution. For j  > 0, the span can be larger since (pj^ k (t) is narrower and is translated 
in smaller steps. It, therefore, can represent finer detail. For j  < 0, (pj^ k (t) is wider and is 
translated in larger step.
In order to support the intuitive ideas of scale or resolution, the basic requirement of MRA is 
formulated by requiring a nesting of the spanned spaces as
{0} C • • • C V_2 C V_i C Vo C Vi C V2 C • • • C (R) (2.21)
which shows that as j  goes to positive infinity, Vj enlarges to become all energy signals, i.e.
V+00 =  ( R ) ,  and as j  goes to negative infinity Vj shrinks down to only the zero signal, i.e.
V-oo — {0}. In general, we can rewrite the Eq. (2.21) in the form
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Figure 2.4: Nested vector spaces spanned by the scaling functions.
Vj C Vj+i for all j  e Z (2 .22)
which signifies that the space with lower resolution is also present in the space that contains 
high resolution signals. Therefore, according to a natural scaling condition, we can say that
x{t) X (2t) e Vj+i (2.23)
which verifies that elements in a space at a particular scale are simply the scaled versions of the 
elements in the next space. The relationship of the spanned spaces in illustrated in Fig. 2.4.
The nesting of the spans of (j) (2H — k), denoted by Vj and shown in Eqs. (2.21) and (2.23), is 
achieved by requiring that (j) (t) 6 Vi. This implies that if 0 (t) exist in Vo then it also exist in 
Vi, which is the space spanned by 0 (2t). Therefore, 0 {t) can be written as a weighted sum of 
shifted 0 {2t) as
0 (t) = ^  h (n) y/2(j) (2i — n ) , n € Z (2.24)
where 0 {t) is the scaling function. This equation is known as the multiresolution analysis 
equation or the dilation equation. In Eq. (2.24), h{n)  is a square-summable sequence whose 
elements are obtained from the inner product of two levels of scaling functions.
h (n) — (0j+i,o, 0j,fc) (2.25)
The sequence {h (n)} represents the coefficients of the scaling function filter. If a scaling function
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is selected from one of the known family of wavelets, the scaling filter coefficients are known. 
The scaling filter is a low-pass, FIR filter. The filter has the properties of ^  (n) =  1 and 
normalization of {h {n)Ÿ = ^/V2.
Using the twin-scale relation and the MRA properties, a general equation for calculating the 
scaling function at any level i  4-1 given level j  is given by the equation
0j+i,o (t) = ^ h  (n) (t) (2.26)
&ez
where (f)j^ k {t) is the scaling function at level j  with translation index k, and0j+i,o is the next 
lower level scaling function (larger indices j  correspond to expansion of 0).
The W avelet Functions
The important features of a signal can better be described , not by using 0^ ^^  (t) and increasing
j  to increase the size of the subspace spanned by the scaling functions, but defining a slightly
different set of functions 'ipj^ k (t) that span the differences between the spaces spanned by the 
various scales of the scaling function. These functions are called the wavelets which have been 
explained in Section 2.4.2.2.
There are several advantages to the othogonality of the scaling functions and wavelets. Orthog­
onal basis functions allow simple calculation of expansion coefficients and have a Parserval’s 
theorem that allows a partitioning of the signal energy in the wavelet transform domain. The 
orthogonal complement of Vj in Vj+i is defined as Wj. In this case, all members of Vj are 
orthogonal to all members of W j. We require
i h k  ( i ) , (0> =  J  h k  ( )^ {i) dt = 0 (2.27)
for all appropriate j, k, I e Z .  From Eq. (2.21), it is possible to start at any Vj, for instance at 
j  =  0, and write
Vo C Vi C V2 C • • • C (2 .28)
We now defined the wavelet spanned subspace Wj  such that Vi =  Vq © Wq which extends to 
V2 =  Vq © Wq © W i. In general this gives
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Figure 2.5: Scaling function and wavelet vector spaces.
(M) — Vo © Wo © Wi (2.29)
where Vo is the initial space spanned by the scaling function (J){t — k). Fig. 2.5 pictorially shows 
the nesting of the scaling function spaces Vj for different scales j  and how the wavelet spaces 
are the disjoint differences (except for the zero element) or, the orthogonal complements. Using 
this approach, we can generalized the Eq. (2.29) as
( R )  — Vj  ©  Wj  ©  W j + i (2.30)
where the scale of the initial space is arbitrary and could be chosen at any resolution, e.g. j  = 10 
or j  = —5 or even j  = —oo.
Since these wavelets reside in the space spanned by the next narrower scaling function. Wo C Vi, 
they can be represented by a weighted sum of shifted scaling function 0 (2t) defined in Eq. (2.24) 
by
0  (t) =  ^  g (n) \/20 {2t — n) ,  n G Z (2.31)
where 0  (t) represents the prototype or mother wavelet (top most wavelet) and g (n) represents 
the wavelet filter coefficients defined by Eq. (2.32).
g (n) — (—1)*^  h { l — n) (2.32)
Thus, the wavelet function is obtained by convolving the scaling function with the reversed and
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alternating signed form of the scaling filter. The wavelet calculated by Eq. (2.31) is as described 
in the previous sections, orthogonal to the scaling function. The general equation for calculating 
the wavelet function at any level j  is given by the following equation.
*+1,0 (^) =  ] ^  ^  W  (t) (2.33)
kez
Deriving the wavelet filter coefficients by Eq. (2.32) forces the wavelet and scaling filters to be 
quadrature mirror filters (QMF) of each other and makes perfect signal reconstruction possible. 
The wavelet filter is the mirror reflection of the scaling filter with alternating signs. For example, 
if the scaling filter coefficients are h(n) = {a, 6, c, d}, then the wavelet filter coefficients are 
g (n) =  {d, —c, 6, —a}. Because the QMF property is critical, often wavelet researchers start 
with the design of the QMF filters and let the filter coefficients determine the shape of the 
wavelet and scaling functions.
2.4.2.4 The D W T using M RA
We have constructed a set of functions 0/c (n) and (^) that could span all of L? (R). According 
to Eq. (2.29), any signal x{n)  G (R) can be written in terms of the scaling and wavelets 
functions.
oo oo oo
x { n ) =  ^  {k) (fk W  +  ^  (^) (2.34)
fc=—oo j=0 k=—oo
The coefficients Bj k^ and is sometimes written as Bj (k) and dj (k) respectively to emphasise 
the difference between the time translation index k and the scale parameter j .  In this expansion, 
the first summation in Eq. (2.34) gives a function that is a low resolution or coarse approximation 
of the X  (n). For each increasing index j  in the second summation, a higher or finer resolutions 
function is added, which adds increasing detail. Let us take j  =  j o  and replace it in Eq. (2.30)
(R) =  Vjo © Wjo © Wjo+i © • • • (2.35)
and using Eqs. (2.14) and (2.18), a more general form of the Eq. (2.34) can be given by
x{n) = Y ^  (fc) (2-Mj -  d,- (k) 2“^ ''^  -  k) (2.36)
k k j=jo
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or
=  ajo (k) (f)jo,k N  +  X I S  * /  (^) (2-37)
fc k j=jo
where jo could be zero as in Eqs, (2.29) and (2.34), or it could be any integer between —oo 
and + 0O . The choice of jo sets the coarsest scale whose space is spanned by 0 j o , f c ( ^ ) -  The 
rest of LP" (R) is spanned by the wavelets which provide the high resolution details of the signal. 
When one is given only the samples of a signal, not the signal itself, there is a highest resolution 
when the finest scale is the sample level. The coefficients {k) and dj (k) given in the above 
equations are known as DWT of the signal x (n).
Eqs. (2.15) and (2.20) represent the signal decomposition process using wavelets and scaling 
basis. These equations are also called analysis equations. The Eq. (2.37) represent the syn­
thesis equation, where the original signal is reconstructed from the coefficients. Although these 
analysis equations can be implemented algorithmically and would provide accurate results, they 
do not provide efficient signal decomposition. The next section describes an efficient decom­
position procedure that uses convolution rather than integration for calculating the detail and 
approximation coefficients.
2.5 Sound M odelling and Synthesis M ethods for Spec­
tral Synthesis
Humans can extract information from audio signals through spectral analysis. The process 
enables the perception of complex patterns in terms of the sum of simpler patterns of vibration, 
each of them at given position in frequency and time. This implies that for improved sound- 
based communications, the information contained in the spectral map of the sounds should be 
clearly communicated along with its individual components. In fact, spectral modeling aims to 
provide a description of these constituent components.
A number of analogue and software tools are currently available to provide that spectral descrip­
tion and processing of sound, enabling realistic and fantastic transformation of sounds. However, 
the spectral model may not be completely compatible with the common conception of sound 
as the combination of spectral elements which are continuous in time and have time varying 
frequency, magnitude and bandwidth. The latter is generally inferred from spectral data in
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order to generate a more intuitive and flexible description which can be applicable to a variety 
of sound transformations.
2.5.1 A dditive Synthesis
Additive synthesis is a method in which a composite waveform is formed by summing sinusoidal 
components, for example, harmonics of a tone, to produce a sound. It can be interpreted as a 
method to model the time-varying spectra of a tone by a set of discrete lines in the frequency 
domain [130]. The power of additive synthesis derives from the fact that it is theoretically 
possible to closely approximate any complex waveform as a sum of elementary waveforms. In 
general, any method that adds several elementary waveforms to create a new one could be 
classified as a form of additive synthesis.
The concept of additive synthesis is very old and it has been used extensively in electronic music 
[109]. In the late 1960s, Risset was the first one who applied additive synthesis in digital computer 
to reproduce sounds based on the analysis of recorded tones [105]. With this application to 
trumpet tones, he reduced the control data by applying piecewise-linear approximation of the 
amplitude envelopes. Many of the modern spectral modeling methods still use additive synthesis 
in some form. A block diagram of additive synthesis with slowly-varying control functions is 
depicted in Fig. 2.6.
In additive synthesis, three control functions are needed for every sinusoidal oscillator: the 
amplitude, frequency, and phase of each component. In many cases the phase is left out and 
only the amplitude and frequency functions are used. The output sound signal s (n) is the sum 
of the components and can be represented as
M - l
a W  =  X  W  {n)] (2.38)
fc=0
where n is the time index, M  is the number of the sinusoidal oscillator, ak (n) is the time varying 
amplitude of the partial, and fk (n) is the frequency deviation of the k^^ partial. If the tone 
is harmonic, fk is a multiple of the fundamental radian frequency /o, i.e., fk = k fo. ak (n) and 
fk (n) are assumed to be slowly time-varying.
The control functions can be obtained with several procedures [109, 87, 100]. One is to use 
arbitrary shapes, for instance some composers have tracked the shapes of mountains or urban 
sky lines. The functions can also be generated using composition programs. An analysis method
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Figure 2.6: Digital additive synthesis, after [109]. Time-varying additive synthesis with 
separate frequency ( / )  and amplitude (a) envelopes.
can be applied to map a natural sound into a series of control functions. Such a system is pictured 
in Fig. 2.7. During analysis process, a STFT is calculated from the input signal. Harmonics 
are mapped to peaks in the frequency domain, and their frequency and amplitude functions can 
be detected from the series of STFT frames. These control functions can be used directly to 
synthesise tones of Fig. 2.6.
The frequently cited shortcomings of the technique are the consumption of computer storage 
space (usually more than the raw samples of the original source sound), huge amount of control 
parameters and its computational costs at resynthesis time [109]. Many data reduction tech­
niques have been used to reduce the number of amplitude and frequency points obtained from 
the analysis of real sounds [118, 56]. The method gives best results when applied to harmonic or 
almost harmonic signals where little noise is present. Synthesis of noisy signals requires a vast 
number of oscillators.
2.5.2 D ata R eduction Techniques for A dditive Synthesis
The generation and manipulation of the sounds using additive synthesis models are very difficult 
because the huge amount of data and controlling parameters are required to create sounds.
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Figure 2.7: Digital additive analysis technique, after [109]. A STFT is computed from the 
input sound signal. Frequency and amplitude trajectories in the time domain are formed.
Attempts to discover just what can be eliminated, while retaining the most desirable aspects 
of the sound, has been a focus of a number of research efforts. A number of approaches have 
been taken to reduce the size of additive synthesis data sets, although most of them can be 
categorised as either envelope reduction or wavetable interpolation techniques. Both approaches 
seek to identify where actual values of the original data can be substituted with much simpler, 
algorithmically generated data such that the resulting loss in detail is perceptually negligible.
Envelope R eduction Technique
Envelope reduction techniques treat the data as a set of partials with amplitude envelopes, 
and approximate the functions of each partial with a series of straight lines and break points. 
Since only the break points are saved, a great deal of data reduction is obtained. Pioneering 
research in this area was done by Risset and Mathews [107], who demonstrated that a trumpet 
tone could be represented in this fashion with no appreciable loss in quality. Later Grey [49] 
produced a large set of very realistic sounding instrument tones in this manner. However, 
both techniques involved the fitting of line segments completely “by hand” and trial and error. 
Subsequent research has gone in the direction of seeking a more automated process. Schindler 
[118] suggested a more hierarchic organization of the problem, whereas Strawn [133] provided 
a detailed algorithm, for arriving at the segments computationally. Kleczkowski [64] suggested
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a reduction by averaging envelopes together which he called group additive synthesis. Group 
additive synthesis is a combination of additive and wavetable synthesis techniques. By exploiting 
the similarities in frequency and amplitude envelopes, it possible for some partials to be grouped 
together to form wavetables, reducing the control stream of the additive synthesis.
W avetable Interpolation Techniques
Wavetable-interpolation techniques address the additive synthesis data from another orientation, 
viewing the data as a set of spectral envelopes, one at each time frame. Here the event is broken 
up into a series of spectral slices where actual changes can be replaced by smooth transitions from 
one spectrum to another. Such systems are described in brief reports by Sasaki and Smith [116], 
whereas a more extensive and carefully explored wavetable-interpolation scheme is described in 
Serra, Rubine, and Dannenberg [122]. Horner, Beauchamp, and Haken [57] present a method of 
reducing the number of wavetables by a genetic algorithm.
2.5.3 Phase Vocoder
The phase vocoder is one of very well known member of sound analysis/ synthesis system family 
which allows sound transformation, modification, and then reconstruction of modified sound. 
It has provided analysis support for additive synthesis for many years. The phase vocoder 
was developed at Bell laboratories and was first described by Flanagan and Golden [41]. It 
was initially developed for speech signal analysis and compression so that it can be transmit 
efficiently over communication lines, but later it has been widely used in audio and musical 
signals representation and synthesis [87, 47, 32]. The phase vocoder is an extension of the 
channel vocoder [34] which was introduced by Dudly. In the channel vocoder, only the values of 
short time amplitude spectra measured within each band is used to describe the signal [34, 45], 
hence the actual waveshape or the fine detail of the original signal cannot be reconstructed from 
the channel vocoder represented parameters. However, the phase vocoder uses both magnitude 
and phase of the short time spectra (complex short time spectra) to represent the sound signal 
[41,100]. Therefore, the phase vocoder preserved the actual waveshape of the input sound signal.
The phase vocoder converts sampled sound into a time-varying spectral representation, modify­
ing time and frequency information, and then reconstructing the modified sound. The analysis 
part of the method can be considered to be either a bank of bandpass filters or a short-time 
spectrum analyzer. These viewpoints are mathematically equivalent for, in theory, the original
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Figure 2.8: The block diagram of phase vocoder. First the STFT is calculated from the 
input signal. The signal is then presented as a multiple series of complex number pairs 
corresponding to the signal components in each frequency band. The output signal is 
composed by calculating the inverse FFT  for each frame and by using the overlap-add 
method to re-construct the time domain signal.
signal can be reproduced undistorted [47, 32]. A mathematical treatment on the subject is gives 
in [100], and it also shows that the phase vocoder can be formulated as an identity system in the 
absence of parameter modifications. The implementation of the phase vocoder using the STFT 
is computationally more efficient than using a filter bank, since the complex spectrum can be 
evaluated with the fast Fourier transform algorithm. Detailed discussions on the phase vocoder 
and practical implementations are given in [100, 87, 32]. The phase vocoder based on STFT is 
pictured in Fig. 2.8. The phase vocoder divide the input signal into equally spaced frequency 
bands. This can be done by applying the STFT to the windowed signal. Each bin of the STFT 
frame corresponds to the magnitude and phase values of the signal in that frequency band at 
the time of the frame.
Time scaling and pitch transposition are effects that can be easily performed using the phase 
vocoder [32, 121]. Time-varying filtering can also be utilized [121]. Time scaling is done by 
modifying the hop size in the synthesis stage. If the hop size is increased, each STFT frame will 
effectively sound longer and the produced signal is a stretched version of the original. If the hop 
size is reduced the opposite occurs. The modification of the hop size has to be taken into account 
in the analysis stage by choosing a window that minimizes the side effects. Otherwise, some 
output samples are given more weight and the synthetic signal is amplitude modulated. The
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phase values need also to be compensated for in the modification stage. The phase values have to 
be multiplied by a scaling factor in order to retain the correct frequency. Pitch shifting without 
changing the temporal evolution can be accomplished by first modifying the time scale by the 
desired pitch-scaling factor and then changing the sampling rate of the signal correspondingly. 
The phase vocoder works best when used with harmonic and static or slowly changing tones. It 
has difficulties with noisy and rapidly changing sound signals [47, 32, 121].
2.5.4 Subtractive Synthesis
In subtractive synthesis the sound waveform is obtained by filtering an excitation signal with a 
time-varying filter. The method is sometimes also called source-filter synthesis. The technique 
has been used especially to produce synthetic speech [86, 109]. A block diagram of the method 
is depicted in Fig. 2.9. The idea is to have a broadband or harmonically rich excitation signal 
which is filtered to get the desired output, as opposed to additive synthesis where the waveform is 
composed as a sum of simple sinusoidal components. In theory, an arbitrary periodic bandlimited 
waveform can be generated from a train of impulses by filtering. Complex waveforms are simple 
to generate by using a complex excitation signal.
The human voice production mechanism can be approximated as an excitation sound source 
feeding a resonating system. When source-filter synthesis is used to synthesise speech, the 
sound source generates either a periodic pulse train or white noise depending on whether the 
speech is voiced or unvoiced, respectively. The filter
1 +  z2l=0 ^
models the resonances of the vocal tract. The coefficients a (n) and b (n) of the filter vary with 
time thus simulating the movements of lips, the tongue and other parts of the vocal tract. The 
periodic pulse train simulates the glottal waveform. Many traditional musical instruments have 
a stationary or slowly time-varying resonating system, and source-filter synthesis can be used to 
model such instruments. The method has also been used in analog synthesizers. When applied 
to speech or singing, the method can be interpreted as physical modeling of the human sound 
production mechanism.
The excitation signal and the filter coefficients fully describe the output waveform. If only a 
wideband pulse train and noise is used, it is enough to decide between unvoiced and voiced
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Figure 2.9: Subtractive synthesis where the transfer function of the time-varying filter is 
described by filter coefficients, after [86].
sounds. If the pulse form is fixed, only the period, i.e., the fundamental frequency of the pulse 
train, remains to be determined.
Detection of the pitch is not a trivial problem and it has been studied extensively mainly by 
speech researchers. Pitch detection methods can be divided into five categories: time-domain 
methods, autocorrelation-based methods, adaptive filtering, frequency-domain methods, and 
models of the human ear [109].
The filter coefficients can be efficiently computed by applying linear predictive (LP) analysis [65]. 
The basic idea of LP is that it is possible to design an all-pole filter whose magnitude frequency 
response closely matches that of an arbitrary sound. The difference between STFT and LP is 
that LP measures the envelope of the magnitude spectrum whereas the STFT measures the 
magnitude and phase at a large number of equally spaced points. LP is a parametric method 
whereas STFT is non-parametric and LP is optimal in that it is the best match of the spectrum 
in the minimum-squared-error sense.
The fundamental frequency of the waveform depends only on the fundamental frequency of the 
pulse train. So the timing and the fundamental frequency can be varied independently. Also, the 
synthesis system can be excited with a complex waveform, thus creating new sounds that have 
characteristics of the excitation sound as well as the resonating system. Although, in theory, 
arbitrary signals can be produced, source-filter synthesis is not a very robust representation for 
generic wideband audio or musical signals.
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Figure 2.10: Block diagram of the MQ analysis system, after [82].
2.5.5 M cA ulay-Q uatieri A lgorithm
An analysis-based representation of sound signals suitable for additive synthesis has been pre­
sented by McAulay and Quatieri [82]. The McAulay-Quatieri (MQ) algorithm originated from 
research of speech signals but it was already reported in the first study that the algorithm is 
capable of synthesizing a broader class of sound signals [82]. Other algorithms of parameter 
estimation for additive synthesis exist [105, 127] and the MQ and related algorithms have been 
utilized in many spectral modeling systems [125, 40].
In the MQ algorithm the original signal is decomposed into signal components that are resyn­
thesised as a set of sinusoids. The signal component at time location r  is represented as a set 
of triplets {A^, w^, 0^} constituting three types of trajectories, namely, amplitude, frequency, 
and phase trajectories that are used in the synthesis stage. The time locations r  are determined 
by the hop size parameter N^op of the STFT as r  =  n N  where [n =  0, 1, 2, ...]. The MQ al­
gorithm can be programmed to adapt to the analysis signal, e.g., the number of detected signal 
components and the hop size parameter can vary in time.
The analysis part of the MQ algorithm uses the STFT to obtain a representation for each signal 
component. A block diagram of the MQ analysis system is depicted in Fig. 2.10. The input 
sound s (n) is windowed in the time domain to a length ranging typically between 4 and 30 
ms. A discrete Fourier transform is computed from the windowed signal (n) . Peaks in the 
complex spectrum Syj (n) corresponding to sinusoidal signal components are detected and they 
are used to obtain the amplitude, frequency, and phase trajectories that compose the signal 
representation.
A block diagram of the MQ synthesis system is depicted in Fig. 2.11. The synthesis of the sound
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Figure 2.11: Block diagram of the MQ synthesis system, after [82].
signal from the sinusoidal signal components is achieved using additive synthesis. In this case 
the phase-included additive synthesis is used to approximate the sound signal as
^sig (n)
a (n ) »  g (Tt) =  ^  Âk coa ( 0 ^  (n )
k—l
(2.40)
where Ak (n) is the amplitude envelope and 0^ (n) is the instantaneous phase of the signal 
component. Notice that the number of signal components Ns%g (n) may depend on time n. This 
implies that the number of signal components adapts the analysed signal.
The method is efficient in presenting harmonic or voiced signals with little noise or transitions. 
If noisy or unvoiced signals are to be reproduced, a large number of sinusoids are needed. The 
example described in [82], the maximum number of the detected peaks was set to 80 with the 
sampling frequency of 10 kHz and hop size of 10 ms. It was shown that waveforms of harmonic 
signals are reproduced accurately, whereas the reproduced waveforms of noisy signals do not 
resemble the original well.
2.5.6 Spectral M odeling Synthesis
The spectral modeling synthesis (SMS) technique, developed by Serra and Smith [125] at Stan­
ford University, models the sound with both deterministic functions (slowly varying sinusoids) 
and stochastic processes (time varying filters applied to a white noise source) [123, 125]. A di­
agram which shows the building blocks of the SMS technique is depicted in Fig. 2.12. The 
deterministic component can be obtained by using the sinusoidal modeling (MQ algorithm) [82]
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Figure 2.12: Overview of spectrum modeling synthesis. The input signal is divided into 
a deterministic part and a stochastic part. Each part can be modified separately before 
resynthesis.
or by using a magnitude only analysis. By definition a deterministic signal is any signal that 
is fully predictable. The deterministic part is subtracted from the original signal either in the 
time or the frequency domain to produce a residual signal which corresponds to the stochastic 
component. In the method the stochastic component is described by its power spectral density. 
Therefore, it is not necessary to preserve phase information of the stochastic component. The 
stochastic component can be efficiently represented by the magnitude spectrum envelope of the 
residual of each DPT frame. The methods to represent residual signal efficiently and a detailed 
discussion of the magnitude-only analysis/ synthesis is discussed in [125, 124]. The SMS model 
consists of an analysis part and a synthesis part described in the following paragraphs.
The analysis part, as depicted in Fig. 2.13, is used to map the input signal from the time domain 
into the representation domain. The analysis part is fairly similar to that of the MQ algorithm. 
The first step is to calculate the STFT of each windowed portion of the signal. The STFT 
produces a series of complex spectra from which the magnitude spectra is calculated. From each 
spectrum the prominent peaks are detected and the peak trajectories are obtained utilizing a 
peak continuation algorithm. The frequency and the magnitude trajectories represent the de­
terministic component. The stochastic component is obtained by subtracting the deterministic 
component from the signal in the frequency domain. First, the deterministic waveform is com­
puted from the peak trajectories. Then the STFT of the deterministic waveform is calculated 
similarly to the one obtained from the original signal. By calculating the difference of the mag­
nitude spectra of the input and the deterministic signal, the corresponding magnitude spectrum 
of the stochastic component is obtained for each windowed waveform portion. The envelopes of 
these spectra are then approximated using a line-segment approximation [125]. These envelopes 
form the stochastic representation.
The synthesis part of the technique is given in Fig. 2.14 which maps a signal from the represen-
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Figure 2.13: The analysis part of the SMS technique, after [125].
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Figure 2.14: The synthesis part of the SMS technique, after [125].
tation domain into the time domain. The deterministic component of the signal is obtained by 
a magnitude-only additive synthesis. An optional transformation can be used to alter the syn­
thesised signal. This allows the production of new sounds using the information of the analysed 
signal. The stochastic signal is computed from the spectral envelopes, or their modifications, by 
calculating an inverse STFT. The phase spectra are generated using a random number generator.
The SMS method is very efficient in reducing the control data and computational demands. 
However, the SMS model restricts the deterministic part to sinusoidal components with piecewise 
linear amplitude and frequency variations. This affects the generality of the model and some 
sounds cannot be accurately modeled by the technique. There are also some problems with the 
use of STFT; is not sufficiently well time-localized and short transient signals will be spread in 
the time domain [46].
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2.5.7 Transient M odeling Synthesis
Verma and Meng introduced the transient modeling synthesis (TMS) [142, 143, 141, 144] which 
extends spectral modeling synthesis with transients represented in the temporal model. In this 
approach, the residual signal obtained by subtracting the sinusoidal model from the original sig­
nal is represented in two parts, transients and steady noisy components. The transient modeling 
synthesis provides a parametric representation of the transient components. The TMS is based 
on the duality between the time and the frequency domains [142, 144].
Transient signals are impulsive in the time domain, and thus they are not in a form that is easily 
parameterisable. However, with a suitable transformation, impulsive signals are presented as 
frequency domain signals that have a sinusoidal character. This implies that sinusoidal modeling 
can be applied in the frequency domain to obtain a parametric representation of the impulsive 
signal.
The idea is to apply sinusoidal modeling on a frequency domain signal that corresponds to rapid 
changes in the time domain signal. For sinusoidal modeling we wish to have a real- valued 
signal. Thus, in this case the DFT is not an appropriate choice since it produces a complex­
valued spectrum. The discrete cosine transform (DCT) provides a mapping in which an impulse
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Figure 2.16: The synthesis part of the TMS algorithm, after [144].
in the time domain maps into a real valued sinusoid in the frequency domain.
Block diagrams of the analysis and synthesis parts of TMS system are depicted in Figs2.15 
and 2.16 respectively. The TMS is an extension to the SMS system in that the residual signal 
is further decomposed into two components corresponding to transient and noisy parts of the 
original signal. Therefore, the DCT is computed on the residual signal. The length of the DCT 
block is chosen to be sufficiently large so that the transients are compact entities within the block. 
A block size of one second has found to be a good choice [142, 144]. The transient detection 
block is optional and it can be used to determine the regions of interest in the sinusoidal analysis. 
The SMS is applied to the frequency domain DCT signal, and the obtained representation is 
used to synthesize the transients and subtract them from the residual signal in the time domain. 
The residual signal is now expressed as components corresponding to slowly- varying noise and 
transients.
The TMS can reproduce pseudo-periodic sounds with filtered white noise as well as transients, 
provided that an accurate analysis method is able to separate the sinusoids, noise, and transients 
components. The main difficulty is the analysis stage.
2.5.8 Inverse FFT (FFT ) Synthesis
Inverse FFT synthesis is presented in [111]. In this method, additive synthesis is used in the 
frequency domain, i.e., all the signal components are added together as spectral envelopes com­
posing a series of STFT frames. The waveform can be constructed by calculating the inverse 
FFT of each frame. The overlap-add method is used to attach the consecutive frames to each 
other.
2.5. Sound Modelling and Synthesis Methods for Spectral Synthesis 47
Sinusoidal signals are simple to represent in the frequency domain. A windowed sinusoid in the 
frequency domain is a scaled and shifted version of the DFT of the window function. For the 
synthesis method to be computationally efficient, the DFT of the windowing function should 
have low sidelobes, i.e., it should have few significant values [111]. On the other hand, the 
frequency and the amplitude of the sinusoid in consecutive frames are linearly interpolated. 
This requirement yields a triangular window. The DFT of a triangular window, however, has 
quite significant sidelobes and is not appropriate. A solution to this problem is to use two 
windows, one in the frequency domain and one in the time domain [111].
Using the Inverse FFT synthesis, quasiperiodic signals can be easily composed. The parameters, 
namely, the frequency and the amplitude, are intuitive, although it is useful to apply higher level 
controls in order to efficiently create complex sounds with many partials. It is straightforward 
to add additional noise of arbitrary shape in the frequency domain representation. This is 
done by adding STFTs of desired noise in frequency domain representation of the signal under 
construction [86].
2.5.9 Formant Synthesis
In many cases it is useful to inspect spectral envelopes, i.e., a more general view of the spectra 
instead of the fine details provided by the Fourier transform. A central concept of spectral en­
velopes is a formant, which corresponds to a peak in the envelope of the magnitude spectrum. A 
formant is thus a concentration of energy in the spectrum. It is defined by its center frequency, 
bandwidth, amplitude, and envelope. Formants are useful for describing many musical instru­
ment sounds but they have been used extensively for synthesis of speech and singing. More 
details and references on the use of formants in sound synthesis are given in [112].
In this section two sound synthesis methods based on formants are discussed. Formant wave- 
function synthesis is used in the CHANT program to produce high quality synthetic singing. 
VOSIM is a method for creating synthetic sound by trains of pulses of a simple waveform. These 
methods can also be interpreted as granular synthesis methods as both of them use short grains 
of sounds to produce the output signal.
Formant W ave-Function Synthesis and C H A N T
The formant wave-function synthesis has been developed at IRC AM, Paris [112]. The method 
starts from the premise that the production mechanism of many of the real-world sound signals
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can be presented as an excitation function and a filter [112]. The method assumes that the filter 
is linear and the excitation signal is composed of pulses of impulses or arches. The fundamental 
frequency of the tone is then readily determined as the period of the train of excitation pulses. In 
general, the response of the filter can be interpreted as a sum of responses of a set of parallel filters 
each of which corresponds to a formant in the synthesised waveform. The impulse responses 
of the parallel filters can be determined by analysing one period of a recorded signal by linear 
prediction [112].
The main elements of the formant wave-function synthesis are the formant wave-functions 
(French: fonction d’onde formantique, FOF) described in [112]. Each FOF corresponds to a 
formant or a main mode of the synthesised signal and it is obtained by analysing a recorded 
signal as explained above. FOFs are computed in the time domain.
A FOF synthesiser is constructed by connecting FOF generators in parallel. The synthesizer 
can be controlled via instructions from the CHANT program. The user can utilize high-level 
commands and achieve comprehensive control without having to adjust the low-level parameters 
directly.
The CHANT program was originally written to produce high-quality singing voices, but it can 
also be employed to synthesize musical instruments [114]. It employs semiautomatic analysis of 
the spectrum of recorded sounds, extraction of gross formant characteristics, and fundamental- 
frequency estimation [112].
VOSIM
VOSIM (voice SIMuIation) is developed by Kaegi and Tempelaars [61]. It starts from the idea 
of presenting a sound signal as a set of tone bursts that have a variable duration and delay.
The pulses used in VOSIM are of fixed waveform. The VOSIM time function consists of N  
pulses that are shaped like squared sinusoids. The pulses are of equal duration T  with decreasing 
amplitude (starting from value A) and followed by a delay M . Each pulse is obtained from the 
previous pulse by multiplying with a constant factor b. The five parameters presented above 
are the primary parameters of VOSIM. For vibrato, frequency modulation, and noise sounds 
the delay M  is modulated. Three more parameters are required: S  is the choice of random or 
sine wave, D is the maximum deviation of M , and N M  is the modulation rate. Four additional 
variables allow for transitional sounds: N P  is the number of transition periods, and , D T, D M  
and DA  the positive or negative increments of T, M , and A, respectively.
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2,6 Scope of Existing M odels for Everyday Sound 
Synthesis
As discussed earlier in Section 2.3, there are four main families of sound models: abstract, 
processed recording, physical models and spectral models. Abstract synthesis algorithms seem 
destined to diminish in importance because they cannot reproduce existing sounds due to the 
lack of analysis support. On the other hand, the processed recording algorithms can attain bet­
ter control of the synthesis process by using more meaningful sound transformations. To achieve 
this objective, the sound analysis techniques should be devised in line with the human auditory 
system which acts like a spectrum analyser. Therefore, the transformations that compute the 
short-time spectrum, which imitate the characteristics of the human auditory system, should 
be used to analyse the sound. This implies that processed recording algorithms will eventually 
merge into spectral models. Therefore, if we eliminate abstract algorithms and consider pro­
cessed recording algorithms as part of spectral models, then there are only two categories left: 
physical models and spectral models.
Physical models are very efficient and accurate in simulating simple sounds where a simple 
vibrating structure is involved and a mathematical model of the interaction can be deduced. 
The everyday sound sources contain complex structures where the vibrating mechanism can 
not easily be defined mathematically [22]. Furthermore, the analysis process in physical models 
cannot be generalised, i.e., the analysis process associated with a particular sound source or 
musical instrument is not applicable to any other sound source. From a perceptual point of view, 
the refinement of physical models is not always successful because the physical mechanisms of 
many environmental sounds are still not completely understood [22].
In this thesis, we deal with the spectral models because they have broader scope for analy­
sis/synthesis of everyday sounds than that of the physical models. Spectral models parameterise 
and construct the spectrum as received in the ear, hence their refinement and repurposing is eas­
ier than physical models. Furthermore, spectral models offer comprehensive analysis procedures 
which provide more appropriate framework for the regeneration and modification of recorded 
sounds.
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2.7 Sound A nalysis/ Synthesis: Proposed Content -
Based Approach
The objective of this research is to develop an analysis/synthesis algorithm that is generic, 
efficient, can regenerate perceptually realistic sounds and can perform sound transformation 
in an expressive way. Unlike the physical modelling where the generated sound should be 
mathematically accurate, we argue that the synthesis of perceptually realistic sounds will not 
need to be mathematically precise, hence less computationally complex.
A content-based analysis/ synthesis approach is presented in this thesis which allows a better 
representation and synthesis of everyday impact sounds. The proposed analysis/ synthesis model 
not only allows transformations of pre-existing ones (sound processing), but also generates sound 
(synthesis) from the parameters structured from analysis data. For sound synthesis, we want 
to model a group or a family of impact sounds produced by different sound sources. This is 
done by analysing a sequence of impact sounds from each sound source, and building a database 
that characterises the whole group, from which new sounds are synthesised. The goal of sound 
processing application is to manipulate the given recorded sounds.
The block diagram of the content-based analysis/synthesis (CBAS) model is depicted in Fig. 
2.17. The CBAS model takes the samples of impact sounds, extracts a set of descriptive param­
eters, uses these parameters to generate the target sound with appropriate synthesis techniques. 
There are three major steps involved to achieve this:
1 . converting the samples into meaningful sound features (analysis)
2 . compact representation of the sound features (parameterisation )
3. choosing a suitable method to generate sound from these parameters (synthesis).
The analysis and the parameterisation processes are normally performed offline. The selection 
and modification of parameters according to the variables reported from the physical interaction, 
and generation of sound can be accomplished in real time along with the interactive simulation. 
Each of this section is briefly discussed here, but in-depth explanation of individual steps and 
the techniques used are presented in the subsequent chapters.
It will be exemplified in the rest of this thesis that the proposed CBAS model is very suitable 
for the analysis-based synthesis of everyday impact sounds. However, some of its intermediate
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Figure 2.17: General overview of content-based analysis-synthesis. During synthesis stage, 
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or automatic tuning according to the variables reported from the physical interaction.
results and developed techniques are also suitable for many other sound related applications, for 
example, audio compression, audio fingerprints, sound classification, and sound source separa­
tion.
2.7.1 Analysis: Content Representation
The aim of the analysis or content representation of impact sounds is to extract the salient 
features of the sound that characterise the sound itself. Depending on the area of applications, 
these sound features can either be somewhat unique or they can be general. Usually the low- 
level features of sounds are used in content representation-based sound modelling, which can be 
evaluated directly from sound signals, such as mean of the signal, or can be in derived format, 
such as Fourier or wavelet coefficients. Although low-level descriptors are usually meaningless 
for the majority of users, their utilisation by computing systems has many advantages.
Numerous techniques have been developed for signal modelling, mostly in computer music and
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speech processing, allowing for signal representations over which features can be computed. A 
large variety of audio features can be directly extracted from time-domain representation of the 
recorded sound signal, for example, the energy, the mean, the time envelop and auto-correlation 
coefficients. The sound features extracted from the frequency-domain representation of the 
sound signals are very popular and are generally used in analysis-based sound modelling.
Usually, the STFT is applied in order to compute the frequency-domain representation (spec­
trum) of the sound signals. The wavelet and the Wigner-Ville transforms can also be used as 
an alternative to STFT. Occasionally, the time-frequency representation can be refined with 
more perceptual motivated attributes that deal with the human auditory perception, such as 
frequency masking, the filtering etc. [85]. From the representation obtained, a large variety 
of features can be deduced, for instance, spectral flux, the spectrum energy, subbands energy, 
spectral slope, centroid, and the mean or geometric mean.
The short-time Fourier transform considers that the sound signal under consideration is sta­
tionary within the duration of the analysis window. For everyday impact sound signals, this 
is often not the case. The STFT does not have the time-resolution necessary to capture the 
perceptual essence of impact sounds signals [125]. In contrast, wavelet transform uses windows 
with variable-size which capture the time-varying nature of the impact sound signal very ef­
fectively. The idea behind the wavelet analysis is to perform frequency decomposition with a 
constant quality factor, that is with a frequency precision inversely proportional to frequency. 
This scaling factor makes WT more robust for the analysis of everyday impact sounds and other 
non-stationary signals.
In the proposed CBAS model, the wavelet transform is applied to represent the content of the 
recorded impact sound. The WT has the ability to underlie and represent time-varying spectral 
properties of the transient and other nonstationary signals hence, it is an excellent candidate for 
the analysis and representation of the impact sounds. However, we also believe that this scheme 
has equal potential to analyse and represent other everyday sounds.
2.7.2 Param eterisation: C ontent M odelling
In the proposed analysis/ synthesis scheme, a parameterisation stage is used to model the sound 
features such that these sound parameters can be controlled to synthesise target sound. There 
are two reasons behind the establishment of parameterisation block. The parametric represen­
tation offers the prospect of generating a group of similar sound using a single sound model. For
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instance, a parametric model of clap sound can be tuned to generate a gunshot or the hammer 
strike sound. Secondly, during real-time simulation, the parametric sound model can be con­
trolled to generate the sounds in accordance with the visual effects. For example, in the game 
simulation, intensity of claps or clapping frequency can be controlled by changing the parameters 
of the clap model in line with the increasing force or the clapping rate in the graphics. Overall, 
a parametric model of sound provides a flexible and functional control which can be used to 
generate a group of sound or sound transformation.
The analysis of a group of recorded impact sounds generates a large amount of data (sound 
features). The extracted sound features should be presented in such a way that their similarities, 
differences, and relationships with the input sounds are preserved and reflected in the sound 
parameters. The parameterisation of the sound features extracted from the impact sounds is an 
essential element of the proposed CBAS model. The aims of the parameterisation process are:
• to remove the redundancy in the sound features (compact representation), and
• to capture the similarities and differences between various impact sounds.
The parametric representation will have significant implication on the manipulation and generate 
sound effects at synthesis stage. In the proposed CBAS model, a linear transform, such as 
singular value decomposition (SVD) or principal component analysis (PCA), is used for content 
representation. The SVD and PC A are powerful statistical techniques and help to identify any 
existing patterns in the input data.
2.7.3 Synthesis
A synthesis process always refers to some model of sound production. In order to select an 
appropriate synthesis method, the most important consideration is how the parameters of the 
technique map to the parameters that were extracted and model during the analysis and pa­
rameterisation stages. In general, a synthesis model can be a physical model which represents 
the relationship between the sound and its connection with the physical characteristics of the 
structure. Otherwise, it can be a spectral model where it represents and imitates the properties 
of sound signals and parameterises sounds as perceived by the listener. Spectral models param­
eterise the frequency-domain characteristics of the sounds under consideration, which are used 
during synthesis stage to generate the target sound. These models are simple, generic, and low 
cost because they include few constraints.
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In the presented CBAS model, the synthesis parameters are selected from the parameterised 
contents and the additive synthesis method is used to compute the target sound. An additive 
synthesis method adds several elementary waveforms to create a new or processed sounds. In 
our case, it is based on summing the wavelet coefficients amplitude envelopes in each frequency 
band. More details about this technique are given in Chapters 3 and 4.
2.8 Summary
In this chapter, we have provided a brief overview of the use of computer systems for the 
manipulation of audio and musical process and some basic concepts that will be used throughout 
this thesis. Firstly, we described the nature of sound, the principals of auditory perception 
and how human perceived different sounds. A brief description of prior research in the area 
of analysis/ synthesis of sound was also highlighted. The second part surveyed the spectral 
sound analysis and modelling techniques available today. In the last part, the content-based 
analysis/synthesis (CBAS) algorithm was introduced, and its components were briefly discussed 
here.
Chapter 3 
DW T-based Shift-Invariant Scheme 
for Sound Analysis
3.1 Introduction
The purpose of sound signal analysis is to provide sound designers with representations that 
let them modify natural and synthetic sounds in perceptually relevant ways. This desideratum 
explains the existence of techniques for synthesis, often supported by associated analysis meth­
ods. Usually, a sound signal is represented simply by its amplitude versus time where amplitude 
is a function of time. This representation is known as the time domain representation of a 
sound signal. However another -  extremely convenient -  way of representing a sound signal 
is the frequency domain, which deals with frequencies and amplitudes of the sound signal at 
the same time and both are functions of time. The transformation of a sound signal from one 
domain to another does not affect the content of the signal, but it offers a different framework 
for representing and observing signals.
The synthesis and manipulation of the recorded impact sounds necessitate a good sound model. 
Spectral models have the ability to model a wide variety of existing sounds efficiently provided 
that an adaptive analysis method is used to extract the salient sound features (model parame­
ters) form recorded sounds. That is because the accuracy of the analysis method has a direct 
impact on the perceived quality of the resulting spectral sounds. Spectral models provide general 
representation where synthesis and manipulation can be carried out in expressive and natural 
way. Also, the spectrum of a sound is strongly correlated to what we perceive as the timbre of 
the sound. Therefore, spectral modelling offers suitable tools for sound designers to manipulate
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existing sounds and synthesise new ones.
Designing an accurate analysis method in general is a difficult problem. On the other hand, no 
single method of spectrum estimation is ideal for all types of sound applications. Similar views 
were expressed by Risset [106]:
“There does not seem to he any general or optimal paradigm to either analyze or 
synthesise any type of sound. One has to scrutinize the sound — quasi-periodic, sum 
of inharmonic components, noisy, quickly or slowly evolving — and also investigate 
which features of the sound are relevant to the ear”.
Risset (1991) [106]
There are two main families of analysis methods for spectral models, discussed in Chapter 2 in 
detail. The first family comes from Fourier analysis, known as the short-time Fourier transform, 
which produces a sequence of short-term spectra calculated from successive time-slice of the 
input sound signal as seen through window function. The spectral parameters are obtained 
from information about the spectral peaks extracted from these short-terms spectra. In STFT, 
a good frequency resolution requires a large window, which leads to a poor precision in time. On 
the contrary, a good time resolution leads to a poor precision in frequency. This is a well-known 
trade-off between time and frequency in the classic short-time Fourier transform.
The second family of analysis methods deals with wavelets. The idea behind the wavelet analysis 
is to perform frequency decomposition with a constant quality factor that is with a frequency 
precision inversely proportional to frequency. Wavelets provide a tool for time-scale analysis of 
stationary and nonstationary signals. Wavelets are maybe a more appropriate technique for the 
analysis of everyday sound signals, such as impact sounds, because the method captures the time- 
varying nature of these signals very effectively. For example, everyday sound signals describe 
the spatial and temporal course of an ecological event. As such, the sinusoidal components of 
a sound are not eternal in time, but rather they have a beginning, an end and, most likely, 
variations in time for the sound duration. Wavelets are finite in duration and therefore provide 
analysis of local signal features. In addition, wavelet transforms maintain all the signal frequency 
and timing information.
In this chapter a new sound analysis scheme is introduced. In the proposed scheme, wavelet 
transform is selected for the analysis of everyday impact sounds because it provides better 
results than more traditional methods for processing and representing the time-varying nature
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of everyday sound signals. The first part of this chapter discusses the fast wavelet transform 
(FWT) algorithm based on filter bank analysis, which is normally applied to compute the DWT 
in practice. The use of the DWT for the analysis of impact sound is motivated and the limitation 
of DWT is discussed. Then, a shift-invariant analysis scheme based on DWT is presented. Some 
potential applications of the proposed analysis methods and simulation results are presented in 
the last section of this chapter.
3.2 Fast W avelet Transform
The wavelet transform divides a sound signal into two sets of coefficients called approximations 
Bj (k) and details dj (k) where Bj (k) represents the low frequency and dj {k) represents the high- 
frequency signal components, discussed in Section 2.4.2.4,. It can be observed from Eqs. (2.15) 
and (2.19) that calculating the detail and approximation coefficients through integration is time 
consuming especially as the decomposition algorithm is applied repeatedly to intermediate sets 
of coefficients (known as multi-level decomposition). A more efficient algorithm results from 
calculating the dj (k) and Bj (k) coefficients through convolution of the input sound signal with 
the wavelet filter g (n) and the scaling filter h (n) respectively. This recursive decomposition 
algorithm is also known as the cascade algorithm [28] or the pyramid algorithm [77]. This 
recursive decomposition is key element of the fast wavelet transform (FWT) algorithm.
3.2.1 Analysis: From Fine Scale to  Coarse Scale
In practical applications, wavelets or scaling functions are not used directly for the computation 
of the wavelet transform. Instead, the digital filters h (n) and g (n) in the defining Eqs. (2.24) 
and (2.31), and coefficients Bj {k) and dj (k) in the expansion Eqs. (2.15), (2.19) and (2.37) 
are utilised to compute the DWT [76]. Therefore, in order to use WT coefficients directly, it is 
important that we find the connection between the expansion coefficients at a lower scale and 
at a higher scale levels.
Using the relations in Eq. (2.19) and the dilation equation in Eq. (2.26), an efficient decompo­
sition algorithm for computing the bj {k) coefficients is obtained
+00
Bj+i {k) = ^  h{m  — 2k) Bj (m) =  aj * h {2k) (3.1)
m = —oo
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where j  represents the decomposition level (or scale), k represents the time-shift or translation 
index, represents the convolution, and h{n) = h (—n) is the scaling filter coefficients as 
given in Eq. (2.25). This equation says that lower-level approximation coefficients aj+i {k) are 
computed recursively given the approximation coefficients at a higher level aj.
Similarly, a twin-scale relationship for computing the dj {k) coefficients is obtained using the 
relation given in Eqs. (2.15) and (2.33) resulting in the decomposition formula
+ 00
dj+1 (k) = ^  g{m  — 2k) aj (m) =  a j * g {2k) (3.2)
where g{n) =  g {—n) is the wavelet filter coefficients as defined in Eq. (2.32). This equation 
says that lower-level detail coefficients dj+i {k) are computed from higher-level approximation 
coefficients 3j. Recursive application of these decomposition formulas provides a means for 
obtaining lower level detail and approximation coefficients once the highest level approximation 
coefficients are calculated. The input signal provides the top level (finest grain) approximation 
coefficients ag. Eqs. (3.1) and (3.2) represent the discrete wavelet transform equations or analysis 
equations. Fig. (3.1) shows a pictorial of the decomposition process.
Figure 3.1: A fast wavelet transform is obtained with a cascade of filterings with h and g 
followed by a factore 2 subsampling.
Note that in Eqs. (3.1) and (3.2), changing the translation index k by 1 results in the indices of 
the {h (n)} and {g (n)} sequences being offset by two. Thus, there are half as many coefficients 
at level j  + 1 as there are at level j . The result is a downsampling of the coefficient vectors by 
a factor of two in the decomposition algorithm. The downsampling and recursive nature of the 
algorithm are important components of the fast wavelet transform algorithm.
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3.2.2 Synthesis: From Coarse Scale to  Fine Scale
The wavelet decomposition algorithm is reversible and provides exact signal reconstruction. The 
inverse discrete wavelet transform equation or the synthesis equation provides signal reconstruc­
tion or synthesis. Lower level approximation and detail coefficients combine to create higher 
level coefficients. Fig. 3.2 shows the reconstruction process.
The discrete wavelet reconstruction formula using the wavelet and scaling filters can be written 
in the following form
+0O 4-00
3j (k) =  h { k -  2m) a^+i (m) +  ^  g { k -  2m) dj+i (m)
m = —CO m ——oo
= âj+i ^h{k)  + âj+i * g {k) (3.3)
where
a{k) ifm =  2 fc 
a (m) =  { and d (m) =  <
0 i ïm = 2k + l
6{k) i îm = 2k 
0 i im = 2k + l
This equation says that any level approximation coefficients aj {k) can be computed from one 
set of low-level scaling function coefficients a^+i (m) and all the intermediate wavelet coefficients 
dj+i (m). In order to provide perfect reconstruction, the h and g reconstruction filters are mirror 
images of the decomposition filters. For example, if the decomposition filter h (n) =  {a, b, c, d}, 
then the reconstruction filter h (n) = {d, c, 6, a). Consequently, the pair of reconstruction filters 
are also quadrature mirror filters. Notice that the subscript on the h and g filters is {k — 2m). 
The effect of the 2m subscript is that the coefficient vectors a and d are upsampled (zeros 
inserted at every other location) prior to convolution with the filters. This is analogous to the 
downsampling operation in the decomposition process. The upsampled and filtered coefficient 
vectors are then added together to create the next higher level aj (k) vector. This process is 
repeated recursively to recreate the original input signal.
3.3 Impact Sound Analysis using DW T
A number of digital signal analysis techniques have been introduced to represent the sound 
signals. The discrete wavelet transform is the most suitable of these techniques because of its
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Figure 3.2: A fast inverse wavelet transform reconstructs progressively each ay by upsam­
pling aj+i and d^+i, and then filtering and adding the output.
localisation in both time and frequency[67, 139, 33]. Furthermore, the DWT offers a compact 
representation of the impact sound signal as the redundancy among the resultant WT coefficients 
is very small. Hence, the DWT provides an excellent framework for the analysis of impact sound 
signals. However, it is well known that DWT is a shift-variant transform, which means the 
wavelet coefficients (WC) of two similar transient sound signals are considerably different even 
if the one sound signal is just time-shifted version of the other. The lack of shift-invariance in 
DWT causes problems when wavelet multiresolution representation is used in transient impact 
sound analysis, classification, identification, and detection applications [73, 35, 150, 149].
Traditionally, the Mallat’s pyramidal algorithm [77] is applied to compute the DWT, which is 
thought to be the fastest way for the computation of wavelet transform. This algorithm uses the 
filter bank analysis to compute the approximation and detail coefficients from the input signal. 
At each decomposition level, the filtering is followed by dyadic decimation which keeps the even 
indexed elements and drops the odd indexed elements of the filtered signal.
To understand the effect of dyadic decimation process on the analysis of sound signals, let x  (n) 
and X ( n )  =  x { n  — p )  be the two finite length discrete-time impact sound signals, where the 
length of both signals is N. Also, the impact sound signal x (n) is simply a time-shifted version 
of X (n), where p G % is the shift factor. To compute the DWT coefficients of x  (n) and x  (n), the 
pyramidal algorithm is applied to each sound signal which compute the approximation and detail 
coefficients from it. Using the Eqs. (3.1) and (3.2), where ao { k )  — x  (n) and â ô { k )  = x  (n), the 
first level approximation and detail coefficients can be computed as follows
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+00
ai {k) = ^  h{m  — 2k) ao (m) = x * h  {2k) (3.4)
m = —00 
+00
âY{k) — ^  h{m — 2k) âô (m) = x * h ( 2 k  — p) (3.5)
+00
di (k) = ^  g { 'm -  2k) ao (m) = x*  g (2k) (3.6)
m = —00 
4-00
di (/j) — ^  g (m — 2k) âô (m) = X * g (2k -  p) (3.7)
where /i, and p symbolised the lowpass and highpass filters respectively. The coefficients given in 
Eqs. (3.4)-(3.7) are computed by convolving x (n) and x (n) with the lowpass and highpass filters 
followed by dyadic decimation. The decimation process disposes different indices samples in the 
original and translated sound signals. Consequently, the coefficients presented in ai (k) and 
di (k) are different from I i  (k) and di (n) respectively. As the decomposition level gets higher, 
the difference between the DWT coefficients increases which causes a significant variation of 
energy distribution in corresponding subbands.
The energy of the finite length sound signals x (n) and x (n) can be calculated using Parseval’s 
theorem as given in the Eqs. (3.8) and (3.9).
E  =  ^ | ï ( n ) | 2  =  ^  r  |X(w)prfw (3.8)
Ë  =  Y ^ \x { n )Ÿ  = ^  \X(u)\^<kj. (3.9)
The sound signal x(n)  is simply a time-shifted version of a:(n), therefore the total energy
contained in x(n)  is equal to the total energy of the original signal, i.e., E  = E.  The Mallat’s
pyramidal algorithm is applied to the sound signals x (n) and x (n) to decompose both the 
signals into approximation coefficients ay, â y ,  and detail coefficients d y ,  d y  where the subscript 
represents the level of decomposition. It can be shown that the total energy of each input sound
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signal is divided between the WC which can be computed using the following equations
E  -  ^  |a; (n) p =  ^  | a j  (k) +  |d y  (k) (3.10)
n k j —1 k
^  =  1^ =  1 ]  (^) 1^ +  ^ ^  [k) P (3.11)
n k j=l k
where J  is the highest number of decomposition. It can be observed from Eqs. (3.10) and (3.11) 
that DWT conserves the total energy of the input signals in their wavelet coefficients but because 
of its shift-variant nature, the WC of the signals x[n] and x[n] are different at all decomposition 
levels, i.e., ay  ^  l y ,  and d y  7  ^ d y  for all y =  1 , 2 , This phenomenon causes significant
variations of energy distribution in corresponding subbands of signals x  (n) and x  (n), i.e.
(3.12)
k k
E M j W l '  ^  (3-13)
k k
for all j  =  1 , 2 , . . . ,  J . The discrepancy between the WC and corresponding subbands energy 
pose many challenges in signal analysis and pattern recognition applications where the WC 
based features are used to represent or train a model for the input transient impact signals.
3.3.1 R edundant W avelet Transform
The dyadic decimation associate with filter bank analysis makes the DWT a shift-invariant 
transform, i.e. the computed coefficients of a time-shifted version of a signal are not the time- 
shifted version of the coefficients of the original signal. In practice, it is highly desirable that 
when DWT is applied to a time-shifted signal, the time shift present in the signal should only 
shift the numerical descriptors of the WC rather than change them, otherwise recognition of the 
similar features could be complicated.
To solve the shift-variance problem of DWT, a number of schemes have been proposed in recent 
years [55, 78, 90, 97, 21, 120]. In these schemes, the wavelet coefficients are calculated with 
the fast filter bank algorithm [77] but without dyadic decimation. Therefore, the length of 
the wavelet coefficients at each level of decomposition will be equal to the length of the input 
sound signal. Holschneider et al. [55] retain all the wavelet coefficients at every scale. Mallat 
[78] only retained those wavelet coefficients that are local extrema at every scale. Nason et al 
[90] and pesquet et al [97] removed the decimation process but both low pass and high pass
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filters are modified at each level by interleaving them with zeros. Coifman and Donoho [21] 
computed the undecimated DWT of the input signal at n circulant shifts and the results are 
averaged over all the shifts. Selesnick et al. [120] recently presented a dual-tree complex DWT 
which can be considered as shift-invariant transform. These schemes enable the restoration 
of the shift-invariance property of the DWT by modifying the conventional DWT, but they 
also increase redundancy, computational cost, and complexity of the transform. Therefore, 
additional compression and feature selection methods need to be used with these transforms for 
signal representation and in pattern recognition applications.
A significant advantage of the use of conventional DWT in the analysis-based synthesis of impact 
sounds is that it represents the input sound signal in a compact fashion and can be computed 
efficiently. These properties of conventional DWT are compromised in the modified forms of 
DWT to achieve the shift-invariant transform [78, 90, 21, 97]. Therefore, we do not persuade 
the use of redundant WT for the analysis-based synthesis of impact sound. Instead, we propose 
a scheme which does not compromise on these key advantages of the conventional DWT and 
serves as a shift-invariant analysis technique for any finite-length transient impact sound signal.
3.3.2 A lignm ent o f Im pact Sound Signals
When the wavelet coefficients from two similar transient signals such as x  (n) and x  (n) are 
computed using DWT, the differences between their WC and subbands energy mainly come 
from the fact that they differ by a time shift. One approach to overcome or minimise this 
disparity consists in aligning the time-shifted input signals with the original signal. Let us take 
the Fourier transforms of x (n) and x  (n) of impact sound signals, and express the magnitude 
and phase in polar form as indicated in the equations below
%(w) =  |X(w)| ZX(w) (3.14)
%(w) =  |X(w)| Z(%(w) -  wA;) =  X(w) (3.15)
where p is the shift factor. When the shift factor is simply an integer i.e. p G Z, the alignment 
of such signals is a straightforward task. But in real time applications, any phase modification 
which involves a linear phase being added to signal causes a continuous shift in the signal, i.e. 
the shift is most likely to be a fractional number i.e. p G R. Secondly, there are situations where 
the phase shift is a nonlinear function of angular frequency w, and consequently the shifted 
signal may look considerably different from the original. Furthermore, the two sound signals
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received from the same source at different time interval may look different because of variation 
in the added noise and/or external interference. Therefore, the alignment of such input sound 
signals is not a trivial task and cannot be achieved easily.
3.4 Shift-Invariant Analysis Scheme
A shift-invariant analysis scheme for finite-length impact sound signals is presented here that is 
based on minimum-phase reconstruction and discrete wavelet transform, and is abbreviated as 
MiP-DWT. In the proposed scheme, the minimum-phase (MiP) signal is realised by decomposing 
the input sound signal into minimum-phase and allpass (AP) signals. The minimum-phase 
signals of the input sound signal and its time-shifted version are identical for suitably band- 
limited signal and, therefore, the DWT is applied to the minimum-phase version of the input 
signal. This shift-invariant analysis scheme is non-redundant, i.e., it maintains the compact 
representation of the signal and has a low computational complexity. The time shift present in 
the signal is extracted as an allpass signal having the same phase as the original signal. The 
output signal can then be reconstructed by reconstituting the phase from the allpass signal 
and the processed minimum-phase signal. The presented shift-invariant analysis scheme can be 
potentially used in transient sound signals analysis-synthesis, morphing, detection, identification, 
and classification applications.
The presented shift-invariant analysis scheme consists of two stages. The MiP signals are re­
constructed from the input impact sound signals in the first stage, and DWT is applied to the 
MiP version of the input signals in the second stage. The purpose of MiP reconstruction of 
the input impact sound signals is to remove the phase and any time shift present in them so 
that they become aligned. Therefore, the DWT is applied to the MiP signals which are aligned 
and consequently produce the same set of WC and subbands energy at all decomposition levels. 
The block diagram, which illustrates the building blocks of the proposed shift-invariant analysis 
scheme, is depicted in Fig. 3.3.
3.4.1 M inim um -Phase Signal
When a mixed-phase sound signal is transformed to its minimum-phase version, the entire energy 
of the input sound signal is transferred to the minimum-phase signal [93]. In other words, the 
magnitude spectrum of a mixed-phase signal and its minimum-phase version are exactly the same
3.4. Shift-Invariant Analysis Scheme 6 5
x{t7)--- ► Minimum-phase
Signal Component
« Decomposition y  * f
4 n - p „ ) —*
Technique
km*
Allpass
Component
Discrete Wavelet 
Transform
Approximation or 
Modeling of Allpass 
Component
C2 0
3 T jro 2
m +=
LL X
U J
.r(j77 <- Processed Minimum- phase Component
Inverse Discrete 
Wavelet Transform
Signal
Models
— ^—  
T
Signal 
-^►1 Classification/ 
Detection
Decision/Status
Figure 3.3: Shift-invariant analysis scheme based on minimum-phase reconstruction and 
discrete wavelet transform.
[92]. A minimum-phase signal, also known as minimum-delay signal, starts at time n =  0 with 
maximum energy value and decays sharply with time. The magnitude and phase spectra of the 
minimum-phase signals, reconstructed from a finite length transient signal and its time-shifted 
versions, are exactly the same. Therefore, any finite length transient signal and its time-shifted 
version can be aligned by constructing their corresponding minimum-phase signals.
3.4.2 C onstruction of M iP Signal
Any finite duration mixed-phase causal signal can be decomposed into minimum-phase and 
all-pass components where all the energy of input signal is extracted in the minimum-phase 
signal, and the phase and time shift present in the signal are presented as an allpass signal. 
The decomposition can be obtained by either using a parametric method such as poles-zeros 
factorization or a nonparametric method such as cepstrum analysis [93, 92]. Let us take the 
impact sound signals x (n) and x {n) and decompose them into minimum-phase and allpass 
signals using one of the method mentioned above, which can be expressed as
X  ( t i ) — Xj Yi p  ( t i ) * X ( i p  ( 77) (3.16)
a; (77) =  (77) * 2 ;^  ^(77] (3.17)
where Xmp (77), Xmp {n) are minimum-phase signals and Xap (77), Xap (77) are allpass signals. The 
magnitude and phase spectra of Eqs. (3.16) and (3.17) can be rewritten as
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(3.18)
(3.19)
It can be observed from Eqs. (3.14), (3.15), (3.18) and (3.19) that the Xmp (n) and Xmp {n) have 
zero phase and same magnitude response, which implies that both minimum-phase signals are 
aligned and equal.
A-rapiyf) =  X^jipiyj) Xrap (jf) =  Xmp (jf) (3.20)
This is the case when x  (n) is just a time-shifted version of x  ( n ) .  However, if the sound signals 
X ( n )  and x  ( n )  are two different samples from the same source, then the equality in the Eq.
(3.20) becomes an approximation.
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Figure 3.4: The use of homomorphic filtering to seperate a sequence into minimum-phase 
and allpass components, after [93].
3.4.3 A ll-Pass Signal
Phase can be a significant factor in analysis-based synthesis depending on the context of use. 
For example, in additive synthesis if a tone is resynthesised by changing the starting phase of 
its frequency components, it it possible that the listener will not perceive any difference, while 
the visual appearance of the waveform may change significantly. But phase relationships are 
more sensitive and can be perceived easily in the sound signals which have transients and short 
attacks.
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The phase relationships are also perceptible in complex sounds because the phases of different 
components of sound are changing with time. We will observe in Chapter 4 that the proper 
phase will help to resynthesis transient impact sounds in their correct order. Therefore, the 
phase components of such sounds are essential in order to generate perceptually convincing 
sounds.
The allpass signal can be discarded, with reference to Fig. 3.3, when the proposed scheme is 
applied to extract wavelet coefffcients based features which are used to model the classification 
or detection system. However, the allpass is retained in the case where the input signal is 
reconstructed at the end by adding the phase from the allpass signal to the minimum-phase 
signal. In such applications, the allpass signal can be either stored as it is or approximated by 
a finite impulse response filter.
3.4.4 Shift-Invariant D ecom position
In the proposed scheme, the DWT is applied to the minimum-phase version of the input signal. 
Therefore, the Mallat’s pyramidal algorithm is applied to signals Xmp (n) and Xmp (n) which 
compute the approximation âj, âj and detail dj, dj coefficients from them. Consequently, this 
decomposition scheme produces the same set of detail and approximation coefficients at all 
decomposition levels, i.e., àj = âj, and dj = dj for all j  =  1,2, . . . , J .  The presented scheme 
also produces the same energy distribution across corresponding subbands at all decomposition 
levels, that is
(3-21)
m m
E l 4 W  t  =  E l % W  t  (3.22)
m  m
for all j  — 1,2, . . .  , J .
3.5 Simulation Results
The proposed MiP-DWT scheme is applicable to a number of applications, including analysis-
synthesis, morphing, detection, identification, and classification of transient impact sounds or
any other type of signals. We have employed the proposed shift-invariant scheme in the analysis- 
based synthesis and the morphing of impact sounds, discussed in Chapter 4, where it was used to
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generate original, their intermediate and other novel sounds. It has potential usage in underwater 
sound detection, identification, and classification applications where sound features and their 
energy are sensitive to time shift.
To illustrate the capability and strength of the MiP-DWT scheme, it is applied to synthetic 
transient signal and its time-shifted version and two clap sound signals (everyday sound signals). 
The synthetic transient signals are generated from random number generator, and the clap sound 
signals are recorded from the same sound source (a male clapper) at different times.
3.5.1 Synthetic Signals
A synthetic impact sound signal s was generated from normally distributed random numbers 
enveloped by a symmetrical Hann window. Another sound signal s was obtained by shifting 
the generated signal s by 10.7 samples. The rational delay in the signal s was realised using a 
Thiran fractional-delay fUter [68].
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Figure 3.5: Decomposition of synthetic signals s and s using conventional DWT.
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The sound signals s and s were analysed using conventional DWT up to 5*^  decomposition level. 
The input synthetic signals and their decomposition coefficients are plotted in Figs. 3.5a, 3.5b 
and 3.5c respectively. It can be observed from Figs. 3.5b and 3.5c that the WC of the signals 
s and s are not identical at all decomposition level. The total energy in each frequency band 
is also depicted in Fig. 3.5d. It can be observed from the plots that the energy distribution in 
corresponding subbands is different for the original signal and its time-shifted version.
ai 32 33 34 35
8 34.1317 22.4533 3.6833 0.5155 0.0370
S 36.4100 13.8940 8.4182 3.0100 0.6359
Error 6.68 % 38.12 % 128.55 % 483.88 % 1618.6 %
(a)
di d2 ds d4 ds
s 18.0364 11.6784 18.7700 3.1678 0.4785
s 15.7581 22.5160 5.4758 5.4082 2.3741
Error 12.63 % 92.80 % 70.83 % 70.72 % 396.19 %
(b)
Table 3.1: The energy distribution and percentage error in each approximation and detail 
subbands of synthetic sound signals s and s.
Percentage error is introduced to quantify the absolute difference between the reference sound 
signal s and the time-shifted version s. This percentage error is calculated for each subband 
using the following equations.
Error (aj, aj) = [Efc |aj jk) P] - [Efc |aj jk) 
[E t  W  1^]
X 100 (3.23)
(3.24)
The results of these calculations are depicted in Tables 3.1a and 3.1b for each of the approximate 
and details subbands. It can be observed that the percentage errors can be significantly high.
The MiP-DWT scheme decomposes the signals s and s into minimum-phase components Smp, 
Smp, and allpass components Sap and Sap. It can be examined from Fig. 3.6a that the minimum- 
phase signals Smp and Smp are similar and aligned. Now the application of DWT on extracted 
minimum-phase signals of s and s generates the same set of approximation and detail coefficients,
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Figure 3.6: Decomposition of MiP signals s and s using MiP-DWT.
ai 32 33 34 35
^mp 40.6147 14.3316 5.1053 1.2101 0.3802
r^np 40.6147 14.3316 5.1053 1.2101 0.3802
Error 0 % 0 % 0 % 0 % 0 %
(a)
di ^2 ds d4 ds
^mp 11.5534 26.3393 9.2263 3.8988 0.8299
r^np 11.5534 26.3393 9.2263 3.8988 0.8299
Error 0 % 0 % 0 % 0 % 0 %
(b)
Table 3.2: The energy distribution and percentage error in each approximation and detail 
subbands of minimum-phase synthetic sound signals s,np and Smp-
as depicted in Figs. 3.6b and 3.6c. The energy distribution in corresponding subbands is also 
identical for minimum-phase versions of s and s at all decomposition levels as shown in Fig. 
3.6d.
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It can be noted from Tables 3.2a and 3.2b that the error percentage for each subband has been 
reduced when comparing between the original and the minimum-phase reconstructed version of 
the sound signals. These results show that by using the MiP-DWT technique, the original signal 
s and the delayed signal s have the same energy distribution, and similar subband coefficients. 
This indicates that by applying this technique to a synthetic signal, it is possible to achieve 
perfect alignment between the original and the time-shifted versions of the sound signals.
It can also be observed from the magnitude and phase responses of minimum-phase and allpass 
components, in Fig. 3.7, that the phase of input signal and any time shift present are extracted in 
allpass signals. The time shift present in s appeared as additional delay in the phase responsesgp 
as compared to Sap.
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Figure 3.7: The magnitude and phase response of MiP and AP components of synthetic 
signals s and s.
3.5.2 Real-W orld Impact Sound Signals
In this example, real transient impact sound signals (claps) are analysed using the MiP-DWT 
scheme. A sequence of clapping sounds generated from single clapper was recorded in an acous­
tical booth (T60 <100 ms). Each clap’s onset and offset points were labelled such that all the 
clapping sound signals have the same length. Two samples of clapping signals were selected
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randomly from the recorded database such that their highest peaks are not aligned. The first 
clap was labelled as c and second was labelled as c, and both signals are plotted in Fig. 3.8a.
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Figure 3.8: Decomposition of signals c and c using conventional DWT.
a i 3 2 a s a 4 a s
C 132.9632 75.8421 4.8187 0.3174 0.0509
C 165.0280 96.1300 53.0068 5.8427 0.2667
Error 6.68 % 26.75 % 1000.02 % 1740.80 % 424.12 %
(a)
di d2 ds d4 ds
c 99.4221 57.1211 71.0234 4.5013 0.2665
c 65.5784 68.8980 43.1233 47.1641 5.5760
Error 34.04 % 20.62 % 39.28 % 947.79 % 1992.20 %
(b )
Table 3.3: The energy distribution and percentage error in each approximation and detail 
subbands of clap sound signals c and c .
The conventional DWT was applied again on both clap sound signals up to the 5*^  level. The
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detail and approximation coefficients at each level are plotted in Fig. 3.8b and 3.8c respectively. 
It can be observed from Fig. 3.8a, 3.8b and 3.8c that the input claps signals c and c are quite 
similar to each other but their approximation and detail coefficients are very different from each 
other at all decomposition levels. It can be observed from Fig. 3.8d that the total energy in 
corresponding frequency bands is also different. The percentage errors are also calculated for 
each subband, and the results shown are shown in Tables 3.3a and 3.3b. As with the results in 
the case of a synthetic signal, the percentage errors are high.
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Figure 3.9: Decomposition of MiP signals c and c using MiP-DWT.
To perform the presented shift-invariant analysis using MiP-DWT, the clapping signals r. and c 
are decomposed into minimum-phase c^p and c,„p and allpass Cap and Cap components respec­
tively. It can be observed from Fig 3.9a that the minimum-phase signals Cj„,p and c^ „p are similar 
to each other and both start at the same point, at n =  0, with highest peak . The magnitude 
and phase response of both minimum-phase and allpass signals are plotted in Fig. 3.10. It 
can be noticed that the magnitude responses of both minimum-phase signals are approximately 
similar. There is small variation which can be due to the fact that c and c are two real-world
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ai 32 as 34 35
^mp 171.4957 69.4569 22.4428 3.6872 0.1942
('■mp 172.9504 72.7906 21.4908 5.6618 0.3194
Error 0.85 % 4.80% 4.24 % 53.56 % 64.52 %
(a)
di d2 ds d4 da
('mp 60.8896 102.1352 47.0255 18.7556 3.4930
('mp 57.6560 100.3246 51.2998 15.8290 5.3424
Error 5.31 % 1.77 % 9.08 % 15.60 % 52.95 %
(b)
Table 3.4: The energy distribution and percentage error in each approximation and detail 
subbands of minimum-phase clap sound signals c^p and Cmp .
signals received from the same sound source but at different time instance, where the source 
interaction might have changed slightly. The wavelet coefficients obtained from the application 
of DWT onto the minimum-phase signals are depicted in Fig. 3.9b and 3.9c. It can also be 
noticed that both signals’ coefficients are almost identical at each decomposition level. The 
percentage error for each subband obtained from MiP-DWT is calculated and is given in Tables 
3.4a and 3.4b. This is further confirmed quantifiably by the low percentage errors compared to 
the results obtained with the case when no MiP-DWT is used. Unlike in the case of synthetic 
signals, it can be observed that the percentage errors are not zero values, and that is because 
real-world sound signals received from a single source at two different instances in time, are by 
their nature, similar but not exactly the same. Furthermore, the energy distribution between 
the corresponding subband of both signals are also equal, as depicted in Fig. 3.9d.
3.6 Summary
A DWT based shift-invariant transform was presented in this chapter. The proposed scheme is 
a shift invariant in a sense that it produces the same set of wavelet coefficients and subbands 
energy at all decomposition levels regardless of any time shift present in the input sound signals. 
This scheme maintains the properties of conventional DWT such as compact representation and 
computational efficiency.
The input transient signals were aligned by constructing their minimum-phase versions such 
that each input signal and its minimum-phase version contain the same energy. The DWT was 
then applied to the minimum-phase version of input signal. The entire phase and any time
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shift present in each in p u t signal were ex trac ted  as allpass signal. T he  proposed schem e was 
applied to  synthetic  and  real-w orld signals, and produced  th e  sam e set of wavelet coefhcients and  
subbands energy a t all decom position levels. T h is resu lted  in th e  reduction  of th e  percen tage 
errors betw een of the  subbands of th e  original signal and  th e  tim e-shifted  signal to  th e  ex ten t th a t  
perfect alignm ent was achieved in th e  case of a  syn thetic  signal. T his technique can p o ten tia lly  
be applied to  represen t sound signals in analysis-synthesis and  com pression applications, or to  
ex trac t features in signal de tection  and classification applications.
Chapter 4
W avelet Additive Synthesis
“In the time domain, an impact sound is a short duration sound not lasting more 
than a few seconds and characterized by an abrupt onset and a short decay. Typi­
cally, it corresponds to the vibratory response of a given structure under free oscil­
lations after been excited by an impact, or to the sound produced by the collision of 
objects. As a consequence, the spectral content of such a sound generally is broad­
band”.
Aramaki and Kronland-Martinet (2004) [4]
4.1 Introduction
In general, a model attempts to derive a meaningful structure from the data on which it operates 
(it may even assume, a priori, an underlying structure) and may well use this assumed structure 
to determine how it subsequently operates on the same data. Models are useful since they allow 
us to better understand and describe real-life systems that currently exist and, by extrapolation, 
to imagine those which do not.
A proper representation of the sound signal, i.e., sound model, provides the tools to synthesise 
new sounds and/or to manipulate existing ones. Ideally, a sound model ought to be generic 
so that the majority of sound signals can be regenerated and transformed realistically and 
in an expressive way. A sound model generally can be divided into two phases: analysis of 
sound/source and synthesis of sound. The analysis phase extracts the model parameters from 
the real world sound, while the sound is produced from the model parameters during synthesis 
phase.
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During the past two decades, a number of sound models have been developed but most of 
them were used to generate musical instrument sounds [109]. Some of these sound models were 
adapted to create everyday impact sounds, but the results were not effective and satisfactory 
[23] as the perceptual dimensions and attributes of everyday listening are different from musical 
listening [43, 42]. Listening to everyday sounds is not just listening to these sounds per se but 
rather we listen to the sources of the sound which give an understanding about the environment 
we live in [43, 42]. Gaver described the difference between the everyday and musical sounds as:
“Musical sounds are not representative of the range of sounds we normally hear.
Most musical sounds are harmonic; most everyday sound inharmonic or noisy. Mu­
sical sounds tend to have a smooth, relatively simple temporal evolution; everyday 
sounds tend to he much more complex. Musical sounds seem to reveal little about 
their sources; while everyday sounds often provide a great deal of information about 
theirs. Finally, musical instruments afford changes of the sounds they make along 
relatively uninformative dimensions such as pitch or loudness, while everyday events 
involve many more kinds of changes -  changes that are often musically useless but 
pragmatically important”.
Caver (1993) [43]
Hence, the synthesis models originated for the synthesis of musical instruments sound are not 
suitable for the synthesis of everyday sounds. Moreover, the applications of such models are 
very limited because of the associated analysis and modelling processes which are designed for 
a particular musical instrument and cannot be generalised. Therefore, effective and flexible 
analysis-synthesis models are needed for the synthesis and transformation of everyday impact 
sounds.
In this chapter, we present a new wavelet additive synthesis (WAS) model, an analysis-based 
synthesis algorithm, which has the potential to synthesise and manipulate common everyday 
impact sounds. During the analysis process, a continuous pre-recorded impact sounds are seg­
mented into individual events and all the events collected from different impact sound sources 
are decomposed into frequency bands using MiP-DWT, proposed in Chapter 2. The parameter- 
isation process uses singular value decomposition (SVD) that parameterises and represents the 
data by identifying the similarities and differences present in the data. The model parameters 
for all sounds present in the group are derived from the orthogonal basis and their weights. 
During synthesis process, these weight vectors are selected and tuned according to the target
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sound parameters. Finally, the sound is synthesised by adding the weighted orthogonal basis for 
each frequency band and then taking the inverse discrete wavelet transform (IDWT).
4.2 Previous Work
Physical models were initially introduced by the computer music community to simulate the 
existing musical instruments, but subsequently this technique was used for sound rendering in 
interactive applications. These models represent the physical properties of the sources that 
produced the sound. Doel et al. [30] presented a framework to synthesise contact sounds using 
modal synthesis which describes the acoustic properties of vibrating objects. Doel [29] also 
introduced a synthesis model which uses physical parameters of a water bubble to generate 
different liquid sounds. Doel identified that more complex sounds like streams, pouring water, 
rivers, and rain can also be generated from single water bubble model and their stochastic 
models. Rath ei al. [102] used a modified form of modal synthesis to synthesise a number of 
impact sounds. Rath et al. used the proposed model to generate bouncing, breaking, rolling, 
and sliding sounds. Cook [22] introduced two algorithms, PhlSAM and PhlSEM, to analyse 
and synthesise musical and everyday sounds. The PhlSAM is based on modal synthesis and can 
be used to model objects which involve struck or plucked mechanism. The PhlSEM algorithm 
utilises small grains of sound which are overlapped and added randomly. This algorithm was 
used to analyse and synthesise footsteps, police whistle, gravel shaking, crunching of gravel, 
and sandpaper sounds [24, 22, 23]. Peltola et al. [96] also introduced two synthesis algorithms 
and their control methods to synthesise clapping sounds. These methods can synthesise single 
hand-clap and applause from a group of clappers.
Spectral models represent and imitate the properties of sound signals and parameterise sounds 
as perceived by the listener. Aramaki et al. [5] proposed a subtractive synthesis based analysis- 
synthesis algorithm which performs on a noisy input signal. This model was aimed at reproducing 
perceptual effects corresponding to impacted materials, without simulating physical properties. 
Serra [125, 124] developed a method, called spectral modelling synthesis (SMS), which has been 
used to synthesise the sound generated by musical instruments. The SMS algorithm uses stable 
sinusoids (i.e. deterministic component) plus noise (i.e. stochastic components) to model sounds. 
The SMS model restricts the deterministic part to sinusoidal components with piecewise linear 
amplitude and frequency variations. This affects the generality of the model and sounds, such 
transient and noisy, cannot be accurately modelled by the technique. Verma et al. [142,141, 144] 
presented an algorithm, known as transient modelling synthesis (TMS), to analyse and synthesise
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the transient portion of the sound signals. It was also suggested that the TMS can be combined 
with spectral modelling synthesis to model a wide range of instrumental sounds. Misra et al. [80] 
introduced an analysis-synthesis system with a user interface that can transform and generate 
natural sounds. It used deterministic, transient, and stochastic models to analyse and represent 
the input sound. Deterministic components were extracted using the sinusoidal analysis [124] 
and the transient part was detected and modelled using transient modelling [142].
In recent years, combinations of sound synthesis models with pre-recorded sound have been 
used to generate high quality impact sound in interactive applications [12, 98]. Such approaches 
reduce the effect of the monotonous repetition of recorded sounds, and enhance the quality of 
synthesised sounds by linking the synthesis parameters to the physics engine. Bonneel et al. 
[12] presented a new frequency-domain method which uses both recorded sound signals and 
physical information from the contact to generate high quality sound effects. In [98], Picard et 
al. proposed a technique where non-repetitive sound events can be synthesised for interactive 
animations by retargeting the audio grains, extracted from the recorded sounds, based on the 
parameters received from the physics engine.
In this chapter, we propose a similar approach to [12, 98] where the pre-recorded impact sounds 
are represented in the form of the orthogonal basis and synthesis patterns. During the generation 
phase, the synthesis pattern and corresponding basis are selected according to the reported 
synthesis parameters from the physical interaction.
4.3 Singular Value Decom position
The singular value decomposition (SVD) is a renowned statistical technique that has been widely 
used in signal processing and statistics [117, 69]. The SVD attempts to provide an efficient 
representation of a set of correlated measures. The SVD has been applied in many application 
areas such as factorising rectangular real/complex matrix and matrix approximation [31], signal 
estimation [138], noise reduction in speech signals [60], data clustering [69], and to change the 
basis of the given matrix. The SVD has also been applied to study the linear inverse problem, 
analysis of régularisation methods and in modal analysis where model shapes can be determined 
from the singular vectors.
The SVD factorises the given rectangular real or complex matrix into three simple matrices: 
two orthonormal matrices and a diagonal matrix. The SVD of a real valued m  x n rectangular 
matrix Y  (where m < n) is written as
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Y  =  UAV ^ (4.1)
where U =  [ui, U2 , . . . ,  u^] is an m x m orthonormal matrix (i.e. U U ^ =  I), A is an m x n 
matrix equal to [diag{Ai, A2 , . . . ,  A^} : 0], and V =  [vi, V2 , . . . ,  v„] is an n x n orthonormal 
matrix (i.e. V V ^ =  I). The diagonal elements A* are called the singular values of Y  and they 
are represented as Ai > A2 > . . .  > A;n > 0 for convenience. The corresponding column vectors 
Ui and Vi are also arranged accordingly which means the matrices U and V are ordered from 
most variation to the least. This means, the first row of has the highest variance and is 
called the principal component. The matrices U and V are also called left and right singular 
matrix respectively, and A is the singular value matrix.
4.4 Analysis-Synthesis M odel
A wavelet additive synthesis (WAS) model is presented here which simulates everyday impact 
sounds. The proposed synthesis model addresses the two major issues encountered in the existing 
models: the lack of generality and the deficiency to analyse transient sounds. The presented 
model has the capability to analyse and synthesise single or a group of similar everyday sounds.
A block diagram which illustrates the building blocks of the WAS model is depicted in Fig.4.1 
The WAS model is made up of three stages: analysis, parameterisation, and synthesis. The 
analysis part takes the input sound signals and extracts the sound features from the recorded 
sounds. The parameterisation block finds the efficient representation of the sound features by 
identifying the structures and connections between them. In the synthesis block, the controlling 
variables are utilised to select the sound parameters which generate the required sound. The 
generated sound quality measures the robustness of the selected features, their parameterisation 
and the synthesis method. In fact, these blocks are interlinked and the quality of generated 
sound depends on all of them.
4.4.1 A nalysis process
During the analysis stage, the parameterisation of the extracted sound features is the final repre­
sentation of the input sounds. As the quality of the synthesised sound profoundly depends of the 
success of the parameterisation stage therefore, the analysis part forms the core of the analysis-
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Figure 4.1: The block diagram of the proposed wavelet transform-based additive synthesis 
and morphing model.
based synthesis system. Furthermore, the analysis process is responsible for extracting the sound 
features that are most significant and directly related to the input sound characteristics.
The proposed analysis process uses tirne-scale decomposition of the input sound signal which 
is computed using the minimum-phase reconstruction based discrete wavelet transform (MiP- 
DWT). The MiP-DWT offers a generic and robust tool for the analysis of everyday sounds. 
As discussed in Chapter 3, the MiP-DWT scheme is well suited analysis and representation 
technique for nonstationary and nonharmonic signals because of its localisation both in time and 
frequency. The MiP-DWT decomposes the signal into a number of frequency bands and then 
uses different scale to represents each of them. The MiP-DWT extracts the sound features from 
the input sound signal that are significant and localised. Therefore, MiP-DWT has the ability to 
underlie and represent the time-varying spectral properties of the transient and nonstationary 
everyday sounds.
4.4.1.1 Pre-processing
In Figure 4.1, the input sound signals {x  ^ : 2 =  1 , . . .  ,m ]  form one group of sounds. The sound 
X; can be a single sound event or a sequence of same event repeated n times. For example, it 
can be one clapping event i.e. a clap, or a sequence of a number of claps. If Xj is a sequence 
of the same sound event, then each sound event is segmented and the onset and offset points 
are labelled. The length of each segment in one group of sounds {x  ^ : i =  l , . . . , m }  should 
be the same. There is no constraint on the number of sound events taken from each type of 
sound Xt. Equal or different number of sound events can be selected from each type of sound
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but the length of all the segments should be equal. All the segmented sound events are put into 
a matrix form where each row contains samples of a segmented sound event. The input sounds 
are represented in the matrix form
^  — [x i ,  X2, (4-2)
where m  is the number of sound samples (events) and the length of each sound sample is n.
4.4.1.2 Sound Features Extraction
The MiP-DWT is applied to extract the sound features from the input sound events. To proceed
forward, the sound events matrix X is decomposed into minimum-phase sequences matrix Xmin
and allpass sequences matrix Xap. The DWT is applied to the minimum-phase sequences matrix 
Xmin which decomposes it into two sets of wavelet coefficient matrices CAi and CDi, known 
as the approximation and the detail coefficients respectively, where the subscript represents 
the level of decomposition. The sizes of these matrices are same as that of Xmin and rows of 
these matrices represent the wavelet coefficients of the corresponding row of Xmin- The first 
level approximation coefficients matrix CAi is further decomposed into second level coefficients 
matrices CA2 and CD2 . This decomposition process continues up to level, and at this stage 
the set of coefficients matrices {CDi , . . . ,  CD^, CAi,} represent the sound features of the sound 
events matrix.
The extracted coefficient matrices {CDi, ..., CDi), CAi,} represent the time-frequency pattern 
of the input sound matrix Xmin- The sound feature matrix CA^ represents the low frequency ap­
proximation coefficients, and sound feature matrices {CDi , . . . ,  CDi,} represent high frequency 
detail coefficients. The coefficients matrix CA contain the slow changing characteristics of the 
sound signals, whereas the coefficients matrices {CD^ : 2 =  1, 2, . . . ,  L} contain the rapidly 
changing structure of the input sound signals. The correlation and variation present in these 
sound features are parameterised by principal components analysis in the next section.
The selection of wavelets and their decomposition level depend on the application area and syn­
thesis model. The choice of sound features also depends on the sound under observation and 
its application area. Therefore, the most suitable wavelets are the one which extract the im­
portant sound features successfully. The decomposition level reveals the time-varying frequency 
information of the analysed sound, which is used to find the time-frequency patterns between 
different sound events, and plays key role in the parameterisation process. Some sound groups 
expose these patterns at lower decomposition levels and some requires further decomposition.
4.4. Analysis-Synthesis Model 83
4.4.2 Param eterisation Process
The purpose of the parameterisation process is to represent the extracted sound features in a 
compact format by finding the similarities and connections between them. The singular value 
decomposition is used to accomplish this objective. The singular value decomposition removes 
the redundancy from the dataset, emphasise the similarities and differences, and identify existing 
patterns in the input data. The SVD also identifies and orders the dimensions in which input 
data exhibit the greatest variation. Once SVD captures the variation in the data by identifying 
the patterns, the original dataset can be approximated from fewer dimensions.
By examining each feature matrix from the coefficient matrices {CDi , . . . ,  CD/,, CA/,}, we 
can find blocks of rows with in each matrix which are highly correlated. The SVD can be used 
to reduce the size of each coefficients matrix by fining the similarities between the coefficients 
vectors. The SVD factorises each coefficient matrix and then find the best way to represent 
them.
Let us take one coefficient matrix C G { CD i , . . . ,  C D /, C A /} and factorises it using the SVD. 
Expanding Eq. (4.1) using matrices and vectors, we obtain
Cl U l
T
Al 0 0
C2 U2 0 A2 0
Cm Um 0 0 Am
Oit
02r
mn n
Vl
V2
(4.3)
where represents a coefficient row vector. The singular value matrix and the orthonormal 
basis matrix can be combined as
Cl A iv i
C2
— U l U2 • Um
A2V2
Cm AmVn
Ui U2 Ur
(4.4)
(4.5)
m  J
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where {u  ^ : i = 1, . . . ,  m } are the column vectors, {cpj : j  = 1, . . . ,  m} are the row vectors, and 
Ci is the 2*^  coefficient row vector. Eq. (4.5) can be expanded as
Cl 2211 U2l
C2 Ul2 U22
Cm U lm '^2m
^ml
'^m2 (4.6)
or, in matrix form it can be represented in the form of the following equation.
C =  U $ (4.7)
The rows of matrix are orthonormal and form a linearly independent basis which spans the 
input matrix C. Therefore, the matrix product AV^ produces a matrix $  whose rows are also 
linearly independent and forms the orthogonal basis which spans the input matrix C. Equations 
(4.6) and (4.7) show that each row vector of coefficient matrix C can be represented as the 
weighted sum of orthogonal basis, where {<Pj : j  = 1, . . . ,  m} are the set of orthogonal basis 
and {uj : 2 =  1, . . . ,  m} are the weight vectors. Therefore, Eq. (4.5) can be written as
a  =  U i ^  =  Uji ipj (4.8)
where r  is the number of basis used to represent each coefficient vector c*. Equation (4.8) 
reveals that any coefficient row vector CjcC can be regenerated perfectly or approximated from 
the orthogonal basis matrix $  and the corresponding weight matrix U. All basis, i.e. r = m, are 
used for perfect reconstruction of C and first few basis, i.e. r  < m, are used for approximation of 
C. Hence, a set of orthogonal bases $  and weight U  matrices can be calculated to parameterise 
each coefficient matrix. A set of {U, are the parametric representation for each coefficient 
matrix.
It is known that the singular values A% are in decreasing order, and the rows of matrix 
are ordered from most variation to the least in Eq. (4.3), therefore the rows of the orthogonal 
basis matrix $  are also in order from most variation to the least. This means, the maximum 
information of the sound events is captured by the first few basis vectors of $ . Therefore, first 
few weighted basis vectors can be used to approximate the input coefficient matrix which can 
drastically reduce the synthesis dataset.
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For obtaining a common feature bases for the input sounds, the wavelet coefficient matrices 
{CDi, . . . ,  C D /, C A /}  are decomposed using SVD and represented as in (4.7), where a weight 
matrix U  and a set of orthogonal basis $  are obtained to represent each coefficient matrix. This 
is represented in the equations formate as given in Eq. 4.9.
C D ' =  ijCDi^CDi^ for 2 =  1, . . . ,  L 
CA^ =
(4.9)
This presents a parameterisation of several sounds on a set of common bases and can be used to 
synthesise any one of the input sounds perfectly using the full set of orthogonal bases (r =  m) 
or approximately using first few orthogonal bases (r < m).
4.4.3 Synthesis Process
The controlling variables, reported either from physical interaction or entered manually via 
graphical user interface (GUI), are utilised to generate the sound. During synthesis stage, a 
target sound is synthesised by computing the inverse DWT of the selected approximation and 
detail coefficients, which are obtained from the sound parameters, i.e. the orthogonal bases $  
and corresponding weights U. For example, the sound signal G {x  ^ : 2 =  1, . . .  ,m }  can be 
synthesised by using all the orthogonal basis with in each frequency band (perfect reconstruction 
with r = m) by using Eq. (4.10), where IDWT stands for inverse discrete wavelet transform.
cDi = e;=i < s; vr'
-x-k = IDWT < (4.10)
CD^
CAt CA^
The approximation synthesis of the sound signal x /, using first two orthogonal basis i.e. r  =  2, 
is described in Eq. (4.11).
X/ =  IDWT <
C D
C D
CA:
(4.11)
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The quality of the approximated sound x / depends on the number of basis used during the syn­
thesis process, and increases sharp for the first few basis as they contain the most characteristics 
of the feature matrices. Therefore, the change in the synthesis quality will be imperceptible 
after first r  basis (threshold value) which can be found heuristically or by using subjective tests. 
During the synthesis of a target sound, same or different numbers of basis can be used for each 
frequency band. To obtain the original shape of the sound signal, the extracted allpass sequence, 
which contains the phase information, is added to the synthesised minimum-phase sequence.
4.5 Synthesis Examples
The proposed synthesis model is implemented on a group of common impact sounds. The group 
contains six different impact sounds which were recorded in an acoustical booth (T60 <100 ms) 
at CCSR, University of Surrey. These impact sounds are: tennis ball, taped tennis ball (tennis 
ball covered with PVC insulation tape), football, basketball bumping sounds on laminate floor, 
male, and female clapping sounds.
4.5.1 Sim ulation R esults
The sound database was recorded at 44.1 kHz sampling rate. A sequence of sound events 
was recorded for each sound source. One sound event x  is taken for analysis purposes from 
each sound source. The length of each segmented sound signal present in a group should be the 
same. Zero padding is used for any segmented sound event whose length is not long enough. The 
length of each sound sample used here is 8192 samples. The segmented and energy normalised 
samples of sounds are plotted in Fig. 4.2 and 4.3. These sound samples are put into a matrix 
X =  [xi , . . . ,  xe]^, where each row represents a sound sample.
An Iterative simulation was performed in order to find the suitable wavelet basis and decom­
position level for the input sound matrix X. It was found that Ab4^ at decomposition level 
five outperformed all others. It was also observed that the synthesis quality does not change by 
increasing the decomposition level further. Therefore, the MiP-DWT using Ab4^ wavelets was 
applied to the sound matrix X which decomposed the signal up to the fifth level. This analysis 
process decomposed the sound matrix X into six coefficient matrices {CDi , . . . ,  CD5 , CA5 }. 
The coefficients matrices are then parameterised using SVD, where a set of orthogonal basis 
{(Pi : 2 =  1, . . . ,  6} and the corresponding weight matrix {uy : j  = 1, . . . ,  6; 2 =  1 , . . . ,  6} are ob­
tained for each coefficient matrix.
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Figure 4.2: The input tennis and taped tennis balls, football, and basketball bumping 
sounds samples.
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Figure 4.3: The input male and female clap sound sample.
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Figure 4.4: Original and synthesised tennis ball sound using full set of basis (perfect 
reconstruction).
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Figure 4.5: Original and synthesised basketball using full set (r =  6) and subset of basis 
(r =  5, r =  4).
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Figure 4.6: Original and synthesised female clap using full set (r =  6) and subset of basis 
(r =  5, r =  4).
During synthesis process, any sound signal Xj E X can be synthesised either perfectly by using 
Eq. (4.10), or approximately by using Eq. (4.11). For example, the tennis ball sound is 
synthesised from full set of orthogonal basis r  =  m =  6 (perfect reconstruction) using Eq. 
(4.10). The original and synthesised signal is shown in Fig. 4.4 below. Furthermore, the 
basketball sound and the female clap sound are also synthesised from full set of orthogonal 
bases where r = m = 6 (perfect reconstruction), and from sub-set of orthogonal bases when 
r = 5 and r =  4 (approximation). The original and synthesised sound signals are displayed in 
Fig. 4.5 and 4.6 respectively.
Table 4.1 shows the mean-square errors for the different sounds when synthesised using an 
increasing number of basis; from r =  2 (approximation) to r = 6 (perfect reconstruction). The 
results indicate that the higher the number of bases, the lower the mean-square error, and better 
the perceived sound quality.
4.5.2 Expressive Synthesis M ethod
When an everyday sound source generates two sound events consecutively, they both may be 
similar but not identical. For example, when a person claps twice in the same way with the same
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Mean-square error when re-synthesise using
2 basis 3 basis 4 basis 5 basis 6 basis
Tennis ball 0.0572 0.0234 0.0227 0.0007 0.0000
Taped tenn is  ball 0.0448 0.0388 0.0229 0.0005 0.0000
Football 0.1288 0.1212 0.0029 0.0018 0.0000
B asketball 0.1054 0.1002 0.0033 0.0000 0.0000
Clap m ale 0.3030 0.0081 0.0016 0.0015 0.0000
Clap fem ale 0.0366 0.0183 0.0181 0.0169 0.0000
Table 4.1: Mean-square error (MSE) between the orginal and synthesise sound signals 
reconstructed from 2, 3,4, 5 and 6 bases.
applied force, a ball is dropped from the same height twice etc., they generate similar sounds 
but not identical.
The presented sound synthesis model produces the input sound accurately. The synthesis model 
can generate only one sound event for every sound during the synthesis process and exactly the 
same sound event is generated if the synthesis for that particular sound is repeated n times. 
However, this is not natural and a listener can easily perceive that the same sound is repeated 
n times.
To generate more natural expressive sounds, an expressive synthesis process is presented here. 
The expressive synthesis process modifies the synthesis process proposed in Section 4.4.3. Equa­
tion (4.10) uses the calculated sound parameters {U, to resynthesise any sound G {xj : 
i = 1, . . .  ,m}. Every time this equation is repeated to generate one sound event of Xfc, it uses 
the same set of weights to combine the orthogonal basis. In the proposed expressive synthesis 
process, these set of weights are modified by adding a small random vector e such that the 
overall time-varying spectrum for the target sound will not change. The value of e is generated 
randomly over a hypersphere of radius R  with the origin at the weight vector of the generated 
sound. A new e is generated for the synthesis of each level feature coefficients. The size of e 
is same as of weight vector and the radius R  is selected according to the distance between the 
selected and the neighboring weight vectors. Thus, the Eq. (4.10) is modified for the expressive 
synthesis process as given in the Eq. (4.12).
on i
Xk =  IDWT ^
C D
CA
C D ‘-
(4.12)
CA^
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Figure 4.7: Original and three samples of synthesised sound of tapped tennis ball using 
expressive synthesis.
T his equation  illustra tes th a t  w hen a sound event is synthesised repeated ly  using Eq. (4.12), 
different set of e  are generated  to  m odify th e  weights which produces sim ilar b u t no t iden tical 
sound event. T he expressive sound synthesis m odel, presen ted  in Eq. (4.12), is used to  synthesise 
tap ed  tenn is ball and football sounds. T he original and  th e  th ree  expressive sound sam ples are 
p lo tted  in Figs. 4.7 and  4.8. I t  m ay be observed th a t  th e  sound events synthesised using th e  
expressive m odel are no t identical to  th e  originals, b u t they  sound p ercep tually  sim ilar w hen 
these sam ples were played back. T he listeners gave th e  sam e feedback.
4.6 Sound Morphing
M orphing is a  general te rm  referring to  a set of w idely used techniques in audio, speech, im age 
and video processing dom ains. In  th e  audio synthesis context, m orphing is th e  process of:
1. generating  a sm ooth  tran sitio n  betw een two sounds;
2 . hybrid isation  of two sounds to  generate an  in term ed ia te  sound which has th e  ch arac teris­
tics of bo th  sounds; and
3. hybrid isation  of two or m ore sounds to  o b ta in  interesting and novel sounds w hich have no 
resem blance to  th e  originals.
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Figure 4.8: Original and three samples of synthesised sound of football using expressive 
synthesis.
These methods are commonly used in digital audio effects processing and to design innovative 
sounds for gaming, animation, and virtual reality applications.
Several algorithms have previously been proposed to morph or interpolate input sounds using 
signal-base models. The sound morphing algorithms presented in [122, 135, 94] used the si­
nusoidal model [82]. Sinusoidal model represents the input sounds as a summation of partials 
which are interpolated or modified to synthesise the morphed sound. Existing software tools 
[52, 40] have adopted these morphing algorithms. Sinusoids plus noise model [125], has also 
been used [11] to analyse the input sounds for the purpose of morphing. The magnitudes of 
the partials were represented using Gaussian mixture models (GMM) and the target morphed 
sound was generated by interpolating between these mixtures. Time, spectral shape, and pitch 
were also used [126] as features and the new sound were obtained by performing a smooth inter­
polation between the matching features of the input sounds. These methods are based on the 
assumption that the input sounds are stationary or quasi-stationary making representation of 
the input signals as a summation of harmonics reasonable. However, these methods cannot in 
general synthesise or morph transient or non-stationary signals.
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4.6.1 Interpolation in th e  Synthesis Param eter D om ain
In the proposed parameterisation, the weight vectors control the characteristics of the gener­
ated sound. Different types of sounds can be generated by interpolating between these weight 
vectors. A simple linear interpolation scheme is easier for obtaining intermediate parameters 
and simplifies their mapping. However, other interpolation strategies with a better perceptual 
correlation can also be applied. Linear interpolation between two weight vectors Ui and u j can 
be expressed as
ü  =  a  Uj +  (1 — a) Uj where i ^  j  and 0 < a; < 1 (4.13)
where a  is the interpolation coefficient and ïï is the morphed weight vector that is used to 
synthesise the morphed sound over the common bases. Linear interpolation can be carried 
out between more than two weight vectors. For example, to generate a new weight vector ïï 
by interpolating between three weight vectors can be expressed in the equation form as given 
below.
Ü = a Ui + P Uj + {1 -  a  -  P) Uk. (4.14)
In Eq. (4.14), i f O < a  +  / 3 < l  and 0 < a, P < 1 then the interpolated weight vector ü  resides 
on the hypertriangle formed by the original weight vectors in the multidimensional vector space. 
Once the SVD of the feature matrices (wavelet coefficients) of the input sounds are obtained, 
the interpolation is carried out between the weight vectors.
4.6.2 Synthesis o f the M orphed Sound
During the synthesis stage, the target sound is generated by taking the inverse DWT of the 
coefficients obtained by weighting the orthogonal bases with the interpolated weight vectors. 
Equation (4.10) is used for the generation of target sound using the interpolation of weight 
vectors for detail and approximation components. These weight vectors can be calculated in­
dependently for each set of bases using Eq. (4.13). The residual phase response obtained as 
a result of minimum-phase reconstruction can first be interpolated and then reconstituted ei­
ther by convolving the obtained morphed output with the allpass sequence containing the phase 
information, or by designing and using an allpass filter modeling the excess phase response.
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4.6.3 M orphing Exam ples
The presented sound morphing algorithm is implemented on recorded everyday impact sounds 
to generate intermediate and novel sounds. A small group of impact sounds were selected from 
the recorded database which contains bumping sounds of football, basketball, and taped tennis 
ball. A sequence of sound events was recorded for each sound source at a sampling rate of 
44.1kHz.
In te rm e d ia te  S o u n d s
Two transient impact sounds from the same type of acoustical interaction under different condi­
tions can be used in the morphing operation to generate physically plausible intermediate sounds. 
The presented morphing model is used to morph between two sounds of a football dropped from 
a height of 40 cm and from 120 cm, respectively, to generate the sound of a football dropped 
from an intermediate height. The input sounds were decomposed up to 5*^  level using the ‘db4’ 
wavelet and the features were represented as orthogonal bases and weight vectors using the SVD. 
The interpolation between the weight vectors are performed as in Eq. (4.13) with UcDi =  0.4, 
UcDz =  CKcDs =  0.2, acD4 = CicDs = 0.6, ŒcAs = 0.5, and the intermediate sound is generated 
as described. The original input sounds and the generated intermediate sound x  are plotted in 
Fig. 4.9. Their magnitude spectra are depicted in Fig. 4.10. It can be noticed from Figs. 4.9 
and 4.10 that the generated sound has a magnitude spectrum in between the magnitude spectra 
of the two input sounds. The interpolation and manipulation of allpass sequence have also a 
significant function in the perception of the generated sound.
N ovel S ounds
Two or more sounds from different sound sources can be interpolated to generate novel sounds 
which do not correspond to any physical interaction but are merely hybrid sounds. The presented 
morphing model is used to interpolate taped tennis ball with the basketball to generate a novel 
sound. The synthesis weight vectors were interpolated to generate new weight vector using Eq. 
(4.13) with ŒcD2 =  ^cD4 = 0.2, ŒcDi = olcDz = =  OicA^  =  0.5. The input sounds and the
synthesised sound are plotted in Fig. 4.11,
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Figure 4.9: Input football sounds and the generated intermediate sound.
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Figure 4.10: Magnitude spectrum of input football sounds and the generated interm ediate 
sound.
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Figure 4.11: Input taped tennis ball, basketball, and the generated novel sounds.
4.7 Summary
In this chapter, we presented a wavelet additive synthesis algorithm where the minimum-phase 
reconstruction based discrete wavelet transform (MiP-DWT) was used in the analysis block 
of the proposed model. The MiP-DWT analyses the frequency as well as the time behavior 
of the input signal and has the ability to analyse transient, nonstationary, and noisy sounds. 
During the parameterisation process, singular value decomposition (SVD) was applied that 
parameterises and represents the data by identifying the similarities and differences present in 
the data. Furthermore, the presented synthesis model is generic, robust, and can synthesise a 
single sound or a group of transient sounds.
The proposed model was evaluated using a set of six everyday transient sounds. It was showed 
that the perfect reconstruction of the input sound is possible by using a full set of orthogonal 
bases. Even when using a subset of the bases, the generated synthesised sounds remained 
perceptually convincing. An expressive synthesis model was also presented to generate more 
natural sounds from the same sound event. This enhances the realism of the generated sounds 
and has potential applications in computer music, computer games, and virtual reality.
Finally, a new sound morphing algorithm based on MiP-DWT and SVD was presented here which
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allows a better representation and morphing of transient sounds. The interpolation between the 
input sounds was performed in the synthesis parameter domain.
Chapter 5
Sound Texture Synthesis
“A sound texture should exhibit similar characteristics over time. It can have local 
structure and randomness but the characteristics of the fine structure must remain 
constant on the large scale. A sound texture is characterized by its sustain”.
Lu, Wenyin and Zhang (2004) [74]
5.1 Introduction
The use of high quality sound effects is growing rapidly in multimedia, interactive and virtual 
reality applications. The common source of audio events in these applications is impact sounds. 
Pre-recorded versions of these sounds are used to generate such sound effects in real time and 
offline productions. This method requires a large set of recordings of impact sounds to cover all 
possible situations which in turn necessitates a very large memory. One possible way to reduce 
recordings’ size is by grouping them by size, material type, etc., but even then many recordings 
need to be carried out. For this reason, a small set of recordings of impact sounds is generally 
played back repetitively.
In games and other interactive virtual environments, play-back of pre-recorded samples obviously 
appears simple and fast, but they also have noticeable disadvantages. First, the number of sound 
samples is limited because of memory restriction, which leads to the repetition of the available 
sound. Moreover, the available pre-recorded sounds rarely agree with the scene that has to be 
rendered. For instance, a sound of striking a metal plate available in the sound database may 
not exactly match any given virtual strike event on a metal plate. Thus, the temporal, spectral
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characteristics, etc., should be adjustable in order to create appropriate sounds in agreement 
with the virtual rendered scene.
One simple approach to manipulate sound is to alter the pitch by dynamic sample-rate conver­
sion. However, shifting the sampling rate of a pre-recorded sound causes the time of the sound 
to be modified too. This is similar to an increase or decrease in the velocity on a mechanical 
playback device such as a turntable or a tape machine. Speeding down with a time twice as 
long, gives a sound that has a pitch one octave lower. This transformation affects the quality of 
the perceived sound, referred to as timbre. There are numbers of other methods available where 
the input sound is split into various frequency bands which are parameterised and transformed 
independently, providing flexibility for transformations.
We present a new analysis/synthesis algorithm, named as sound texture synthesis (STS), which 
offers an efficient tool to generate long duration sound effects from given a short pre-recorded 
example sound clips. The STS algorithm generates non-repetitive impact sound effects of arbi­
trary length using parameters from the physical interaction. The STS aims to use audio grains 
(sound texture) to create finely-controlled synthesised sounds which are based on recordings of 
impact sounds. The presented analysis/ synthesis algorithm is also suitable for a large set of 
audio data analysis, representation, and compression applications.
5.2 W hat is Sound Texture?
In computer graphics a texture is a pattern or image that can be repeated (or stretched) to cover 
a larger area. However, humans can often distinguish repeating patterns easily. To overcome 
this problem, graphic texture synthesis aims at creating large images that do not seem repetitive 
-  in other words, creating something that seems natural to the human eye.
Sound textures share many of these properties, but they also have some important differences, in 
particular that a sound texture is repeated in only one dimension whereas graphic textures would 
be repeated in two dimensions. The basic idea of sound texture synthesis is to be able to produce 
sounds of any given length that exhibit the same qualities as the source sound. For example, 
given a 10 second recording of the wind blowing, sound texture synthesis can produce several 
minutes of sound with the similar natural wind like qualities. It should do this without changing 
the character of the sound, unlike other techniques such as time stretching and rescaling.
The curious thing about texture is that it cannot be associated with one single discipline. Texture 
is a widely used term which characterises consistence, structure and composition of complex
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items. Sound textures are an important class of sounds in a number of interactive and virtual 
reality applications, such as video games, virtual reality and web-based applications, movie 
sound effects, etc. In video games it is important that sound textures can be used throughout 
the game without requiring too much disk space.
Sound texture generation has association with a number of research fields such as signal analysis, 
sound synthesis modelling, music information retrieval and computer graphics. Most of the 
published investigations pursue different kinds of analysis/resynthesis approaches. Generally 
they can be divided into methods that try to transfer existing methods from computer graphics 
[58, 33] and methods that take advantage of existing methods found in common computer music 
systems [115, 119] and speech synthesis [8, 58, 151]. Nevertheless all approaches start from a 
given audio sample and share the question of how to perform the best segmentation, which 
parameters to extract from the selected segments and how to do the best resynthesis in order to 
create a new sample longer in duration but with similar quality to the original. Apart from [58] , 
there are apparently no applications available today for producing sound textures, implying that 
-  although the application area for sound textures seems very broad -  the routinely production 
of sound textures nowadays is still based on manually editing recorded sound material.
5.3 Related Work
Saint-Arnaud and Popat [115] proposed a sound texture model which consists of two-level phe­
nomenon, having a low-level (atoms) and a high-level basis (distribution and arrangement of the 
atoms). A cluster based probability model (k-means) that encodes the most likely transitions of 
feature vectors, was used to characterise the high-level of sound textures. The resynthesis was 
done by a binary tree structured quadrature mirror filter (QMF) bank.
Di Scipio [119] used nonlinear functions to synthesise environmental sound textures. The pre­
sented system was not based on any signal analysis but on nonlinear function iteration using the 
method functional iteration synthesis (FIS). A sine wave was used as the iterated discrete form. 
Sounds like rain, cracking of rocks, burning materials etc. were considered as sonic phenomena 
of textural nature. Sounds that were obtained from sine iteration feature an internal, chaotic 
fluctuation which were “slower” than white noise. They showed amplitude and phase modulation 
curves that result into a micro-level activity.
Hoskinson and Pai [58] presented a method for extracting parts of an audio signal in order to 
reproduce it in a stream of indeterminate length. The created sounds were not referred to as
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sound texture but the used of natural sounds correspond with the sound examples from other 
investigations in sound texture. Also, the analysis/ synthesis approach was derived from findings 
in image texture synthesis.
In [33], Dubnov et al. presented a statistical learning algorithm for synthesising sounds that are 
comparable to the original. This algorithm takes a sound file as an input and decomposes it 
using wavelet transform. Prom the wavelet coefficients, the algorithm captures the joint statistics 
of the coefficients across time and scale. A multiple resolutions analysis tree is created that is 
then employed to produce a new set of sound grains that is comparable to the original sound 
samples. In the resynthesis step, inverse wavelet transform is applied to obtain the output tree. 
The texture sounds are resynthesised by random granular combination. They used the proposed 
approach to generate periodic (ocean waves) and stochastic (crying baby) sound textures.
Athineos and Ellis [8] recognised sound texture as a third class of sounds along with music and 
speech signals. They used two cascade linear predictors which model the texture as rapidly 
modulated noise. The first linear prediction operation was applied in the time domain which 
captures the spectral envelope. The second linear prediction was performed in the frequency do­
main which uses the residual of the previous linear predictive coding (LPC) analysis to estimate 
the temporal envelope. In the resynthesis step a filtered Gaussian noise was used to feed the 
cascade of filters whose coefficients were obtained by the analysis of the original texture sample. 
Finally frames were overlapped to create a continuous signal.
Similar to the approach presented in [8], Zhu and Wyse [151] also applied the time frequency 
LPG method to create a generative sound model. Their major goal was to synthesise arbitrarily 
long audio streams that are comparable to the original sound perceptually. After the frequency 
domain LPG (FDLPG) computation, the event density over the entire frame was calculated as 
a statistical feature of the sound texture and was used in the synthesis process to control the 
occurrence of events. In a further step, the detected events were extracted, leaving a background 
sound devoid of any events. The time domain LPC (TDLPG) filter is applied to the background 
sound to model it. The obtained TDLPG coefficients were used to reconstruct the background 
sound in the resynthesis process. In the next step, the time and the frequency domain LPG 
coefficients were clustered which reduce the amount of analysis data. During resynthesis process, 
the background sound and the event sequence were generated separately and mixed subsequently. 
For required resynthesis duration, a noise excited background filter was used to generate the 
background sound. To generate the foreground sound, the event density number is used as the 
parameter of a Poisson distribution to determine the onset position event in the resynthesised 
sound. Finally the events are resynthesised using a random subclip index.
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In [74], Lu et al. introduced “audio texture” as a new medium that can be used to synthesise 
long audio samples from a given short example sound samples. In the proposed algorithm, the 
example sound is segmented using a window function. Then Mel frequency cepstral coefficients 
(MFCC) are computed to produce a feature vector for every segment. They computed the 
similarities between the frames which were used to calculate a novelty score. This novelty score 
finds structure in the audio which was then used to segment the input sound in a new order. 
According to their definition audio textures includes sounds like lullabies, simple background 
music and natural sounds (e.g. horse neighing, sea shore).
In the work of Keller and Truax [63], modelling of environmental-like sounds was addressed 
by using sound grains or textures arranged by a control function. The procedure is based on 
a recorded database of several samples of everyday sounds generated by objects. The latter 
have been excited by physical mechanisms from which spectral characteristics and the temporal 
patterns are derived. The selected grains or textures that will be used during the synthesis 
process are extracted. Finally, the sounds are synthesised and compared to the original samples. 
Different examples such as bouncing, water stream and texture scraping are given.
In a similar approach. Cook states that many sound events, such as walking around on gravel or 
playing a game of dice, induce energy that feeds a particle system [25]. Based on the observa­
tion that most physics interactions are modelled by particles interacting with each other, Cook 
introduces the particles of sound production. His related work PhlSEM algorithm [23] which 
utilises small grains of sound (sound texture) that are overlapped and added randomly.
5.4 Dictionary-based Signal Representation Techniq­
ues
Conventional signal analysis and representation techniques, for instance discrete Fourier trans­
form and short-time Fourier transform, decompose the sound into fixed Fourier basis functions 
that are sinusoids. The Fourier functions provide a useful representation when considering sta­
tionary signals, but most real-world everyday sound signals are nonstationary and transient. 
Therefore, these analysis and representation techniques are inadequate for such signals.
Over the last few years, researchers have been investigating new techniques which can represent 
signals in a compact form and are specific to the signal under consideration. As a result, a 
number of basis functions and representation techniques [108, 79, 16] were developed, so that
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any input sound signal can be represented in a more compact and meaningful manner. One
of such techniques, which has gained a lot of recognition in recent years, is the dictionary-
based method (DBM) as it offers compact representation of the signal and is highly adaptive. 
Dictionary-based signal analysis and representation techniques have been applied to a number 
of signal processing fields including analysis of audio signals [50, 134] and music [71].
In dictionary-based methods, a given sound is reproduced by linearly combining the atoms. 
These atoms are prototype discrete-time signals, and a collection of K  such signals is referred to a 
dictionary. Let x  be a real sound signal and its length is n, i.e. x  G and D =  [di, Ô2 , . . . ,  5k] 
be a dictionary, where each column ô represents an atom and its length is n, i.e. D G 
Using dictionary-based methods, the aim is to represent x  as a weighted sum of atoms, which 
is expressed as,
K
X  =  ^   ^0}c Wjf; (5.1)
k=l
where w is a column vector in 3%^  and represents the expansion coefficients or weights. Generally, 
an overcomplete dictionary D (n < K)  is used, which means the matrix D has a rank n and 
the weights vector w in Eq. (5.1) will not have a unique solution. Therefore, some additional 
constraints need to be introduced to determine a unique or particular decomposition.
The representation of a signal given in Eq. (5.1) is usually approximated instead of solving for an 
exact solution. An adequate and commonly used approximation of Eq. (5.1) is the one in which 
the given sound x is reproduced by selecting only j  atoms from the dictionary D corresponding 
to highest weights Wk. Such representation shows that the signal energy is predominated in few 
atoms that have highest weights. Hence, the sound signal x  is approximated as:
j
X  =  : Dw +  r  (5.2)
fc=i
where j  is the number of selected atoms (j < AT), and r  G 5R” is residual or approximation error. 
The selection of atoms and their numbers are controlled by limiting the value of approximation 
error. By applying such criterion, the approximation solution given in Eq. (5.2) can be redefined 
as,
X  % Dw such that ||x — Dwjlg < e (5.3)
where the value of e is predefined as a small positive number. The approximation solution with 
the fewer number of atoms and corresponding weights is certainly an appealing representation. 
Sparse or compact approximation of sound signal x is measured using the £q criterion, i.e. the 
number of non-zeros elements in w G 3%^ . Finding the optimally sparse representation consists
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in finding the solution of
min||w||o such that ||x — Dwjjg < c (5.4)
where ||w||o symbolise the ^o-norm. To find the best sparse representation, i.e. with minimum 
| | w | | q ,  is in general a combinatorial optimisation problem. Constraining the solution w  to have 
the minimum number of nonzero elements creates an NP-hard problem [91] and cannot be solved 
easily. Therefore, approximation algorithms, such as basis pursuit (BP) [16] and orthogonal 
matching pursuit (OMP) [95], are employed to compute an optimal approximation solution of 
Eq. (5.4). The OMP algorithm is classified as greedy methods, because they approximate the 
signal iteratively, where at each step an atom that maximally reduces the residual sound signal 
is drawn from the defined dictionary. These algorithms converge rapidly, and exhibit good 
approximation properties for given criterion [79].
The sparse approximation of Eq. (5.4) can also be improved by using a specialised dictionary, 
which is trained from the sound signals under consideration. Instead of using predetermined 
dictionaries, dictionary learning methods [2, 71] can be used to refine them.
5.5 D ictionary-Based Sound Texture M odelling
A sound texture synthesis model is introduced here which generates the target impact sound from 
the dictionary-based parametric representation of the pre-recorded sounds. An overview of the 
presented model is depicted in Fig. 5.1. This algorithm is divided into three stages i.e. analysis, 
parameterisation and synthesis. In the analysis phase, the recorded continuous impact sounds 
are segmented and split into sound grains (sound texture). During the parameterisation phase, 
an adaptive dictionary is trained from these sound grains and the impact sounds are represented 
by synthesis patterns. The trained dictionary contains the sound texture. The target sound 
is generated at the synthesis stage where a pattern is selected and adjusted according to the 
reported parameters from the physical interaction.
5.5.1 A nalysis o f Recorded Sounds
The aim of the analysis process is to extract the sound grains which characterize the recorded 
impact sounds. The analysis stage includes the segmentation, peak alignment, and the extraction 
of sound grains.
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Figure 5.1: Overview of the proposed analysis-synthesis algorithm.
5.5.1 , 1  Autom atic Segmentation
The first step during the off-line analysis of the impact sound is to segment each recorded sound 
signal into individual sound events or simply events. For example, if the input sound is a clapping 
sound then each clap in the sound sequence is called an event, which is represented by x. Each 
event is isolated by detecting and labeling its onset and offset points.
An impulsive event consists of an attack and a decay parts which are concatenated together. 
The onsets of events are labeled using the energy distribution technique used by Masri et al. 
[80], which detects the beginning of an impulsive event by observing the increase in energy of 
the attack transient. Detection is selected as an onset of an event when there is a significant 
rise in energy. The offset of each sound event is located by calculating the short-time energy of 
the sound signal. Starting from the onset of each event, the short-time energy is calculated with 
overlapped frames, and compared against a constant threshold to determine the offset. Onset 
detection methods have been applied to input sounds that are monophonic i.e. only a single 
melodic line or tune is present, and music notes or events do not overlap [113, 9]. In this thesis, 
we have also assumed that there is no overlapping of the sources in the recorded impact sounds 
database.
Equal or different number of events can be selected from each sound source. Once the numbers
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of events are selected, the segmented events are peak aligned so that the highest peaks appear at 
the same point in time. This increases the similarities between the extracted sound grains and 
improves the dictionary learning process. The set of collected sound events can be represented 
as a matrix X i.e.,
X =  [xi,X2 , . . . , x ^ ]  (5.5)
where each column represents a sound event and length of each event is n. Zero padding is used 
for any segmented sound event whose length is less than n.
5 .5 .1 .2  E x tra c tio n  o f  S o u n d  G ra in s
The recorded impact sounds from different sources need to be represented in a way that
1. the similarities and differences between various impact sounds can be observed and pa­
rameterized, and
2. this parametric representation can be manipulated in various ways to generate sound 
effects at synthesis stage.
Based on the frequency resolution properties of the human auditory system, impact sounds 
can be split into layers of grains where the energy of each grain is presented at a particular 
frequency or scale. The information in each grain and the overall structure of these grains are 
analysed based on the human auditory system. Such parametric representation can be applied to 
compare the characteristics of various sounds [137]. Furthermore, during the synthesis process, 
the parameters representing these grains can be manipulated in various ways to control the 
generated sound.
In the proposed scheme, stationary wavelet transforms (SWT) [55, 90] is applied to extract 
the sound grains from the impact sound events. The SWT is the real-valued extension to the 
standard discrete wavelet transform (DWT). SWT is preferred over DWT because the latter 
lacks the property of shift-invariance. The SWT has the ability to underline and represent time- 
varying spectral properties of the impact sounds and offers localisation both in frequency and 
time.
The SWT is applied to each event, x^, which decomposes it into two sets of wavelet coefficient 
vectors: the detail cd i and the approximation cai coefficients, where the subscript represents 
the level of decomposition. The approximation coefficients vector ca i is further split into two 
parts, ca2 and cd2 , using the scheme shown in Fig. 5.2(a). This decomposition process continues
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Figure 5.2: (a) Decomposition tree of SWT, (b) SWT filters, (c) construction of a sound 
grain.
up to level which produces the following set of coefficient vectors: [cdi, cdg, . . .  , c d i ,  ca%,]. 
The approximation and detail coefficients characterise the low-frequency and high-frequency 
components of the sound signal respectively. To construct the sound grains from coefficients 
vectors, the inverse SWT is applied to each coefficient vector individually by setting all others 
to zero which produces the following bandlimited sound grains: [gi, g2 , ■ • •, gL+i]- Each grain 
contains unique information from the sound event, retains the size of the the sound event. The 
block diagram of the process of extraction of sound grains from a coefficient vector is shown in 
Fig. 5.2(c). The entire sound event matrix X is split into sound grains which produce the grain 
matrix G =  [g,; : i = 1, 2, . . .  ,p], where gi form the columns of the grain matrix and the number 
of total grains are p = m x (L + 1).
The selection of wavelet type from the family of wavelets (i.e. Haar, Daubechies, etc.) and their 
decomposition level depend on the input sound signal, application area, and the representation 
model. This is an iterative process where the best wavelet type and optimum deconq)Osition 
level are obtained by evaluating the perceived quality of the synthesised sounds generated from 
the different wavelet types and decomposition levels.
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5.5.2 Param eterisation
The proper parameterisation of the sound features extracted from the analysis part is an es­
sential element of the analysis/synthesis systems. In the proposed analysis/synthesis algorithm, 
a dictionary-based approach is adapted to create a parametric representation of the recorded 
sounds. The similarities and differences of the sound grains, as well as their relationships to the 
input sounds are preserved and reflected in the presented parametric representation. One key 
advantage of dictionary-based signal representation methods is the adaptivity of the composing 
atoms. This gives the user the ability to make a decomposition suited to specific structures in 
a signal. Therefore, one can select a dictionary either from a pre-defined basis functions, for 
example wavelets, Gabor, chirplets, warplets etc., or design one by adapting and training the 
content of the given sound signals, such as dictionary of instrument-specific harmonic atoms 
[71].
5.5.2.1 D ictionary Learning
Choosing a set of prespecified basis functions is appealing because of its simplicity, but this does 
not give any assurance that these basis functions will lead to a compact representation of given 
signals. In fact, the utilities of pre-defined dictionaries depend on their effectiveness in the sparse 
representation of the signals under consideration. However, there are many potential application 
areas, such as transient and complex music sound signals, where fixed basis expansions are not 
well suited to model this type of sound signals. A compact decomposition is best achieved when 
the basis functions have strong similarities with the sound signals under consideration. In such 
situations, a smaller set of more specialised basis functions is sufficient to describe the significant 
characteristics of the sound signal [71, 99, 72]. Ideally, the basis itself should be adapted to the 
specific class of sounds which are used to compose the original sound. Since a specific class 
of sound signals are under consideration during the analysis/ synthesis processes, we anticipate 
that it is more appropriate to consider designing learning-based dictionaries.
Given training impact sounds and using adaptive training process, we seek a dictionary that 
yields compact representations of the sound event matrix X. Recently, Aharon et al. [2] intro­
duced such a dictionary learning method which trains a set of basis functions from the given 
training sound signals. This method is known as K-SVD, and has been applied to many im­
age processing applications [36, 75]. The K-SVD algorithm consists of an iterative process of 
optimisation to produce a sparse representation of the given samples derived from the current 
dictionary, and an update of the atoms that best represent the samples. The modification of
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the atoms is done along with the revision of sparse representation associated with it, which 
accelerate the convergence process.
In the proposed scheme, the K-SVD algorithm is applied to train an adaptive dictionary D which 
determines the best possible representation of a given impact sounds. The K-SVD algorithm 
takes the sound grains matrix G, as initial dictionary D q, a number of iterations j ,  and a set of 
training signals, i.e sound event matrix X. Finding sparser representation of the sound events 
in X  consists in solving the optimisation problem
min ||xj -  Dw^llg such that Vi ||w^||o < To (5.6)
where Tq represents the number of non-zero weights in w%. The iteration of K-SVD algorithms
is performed in two basic steps: i) given the current dictionary, the sound events in X  are
sparse-coded which produce the sparse representations matrix W , and ii) using this current 
sparse representations, the dictionary atoms are updated. The algorithm consists in updating 
the dictionary atom, one at a time, and optimizing the defined target function associated with 
it.
5.5 .2 . 2  Synthesis Pattern
The orthogonal matching pursuit (OMP) is applied to compute the synthesis pattern, which 
projects the given sound events onto the learnt dictionary. The OMP is a greedy step-wise 
regression algorithm, and it is applied in the proposed algorithm to approximate the solution of 
the sparse coding problem given in Eq. (5.6), where the dictionary atoms have been normalised. 
This algorithm selects at each stage the dictionary atom having the maximal projection onto 
the residual signal. Then, the chosen atom is subtracted from the current residual signal and 
the next level residual is recomputed. The algorithm stops after a predetermined number of 
steps, selecting a fixed number of atoms To in every iteration. At this stage, the impact sound 
matrix X can be fully represented as a dictionary matrix D and synthesis patterns matrix W . 
The information about the impact sound sources is labeled onto synthesis pattern W  for future 
reference and for possible use during the synthesis process.
5.5.3 G eneration of Target Sound
To generate the target impact sound, the reported parameters and the controlling variables are 
utilised to choose the optimal parameters for synthesis. During the synthesis process, an impact
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sound event from the sound matrix X  is resynthesised by selecting the decomposition pattern 
Wi and then adding the corresponding weighted dictionary atoms, which can be written as:
=  (5.7)
j € J
where J  contains the To number of indices of the non-zero weights in Wf. The perceptual quality 
of the resynthesised impact sound event depends on the number of non-zero entries in w^. The 
resynthesised sound quality improves sharply for the first few atoms but become imperceptible 
after a particular value of T q .
5.5 .3 .1  E x p re ss iv e  S y n th es is  M e th o d
Two sound events generated consecutively by the same sound source will be similar but not 
identical. For example, when a person claps twice in the same way with the same applied force, 
the generated clapping sounds will be similar but not identical. The proposed algorithm can 
synthesise example impact sounds approximately from the represented parameters, i.e. synthesis 
pattern W  and dictionary atoms D. A limited number of impact sound events sequence can 
be generated from this representation as the number of synthesis pattern vectors is limited and 
fixed. Therefore, the same set of impact sounds will be repeated during long impact sound 
sequences, which will make it perceptually artificial in the ears of the listeners.
To generate more natural and customized sounds, the proposed method modifies the synthesis 
process given in Eq. (5.7). This equation uses the represented parameters, W  and D, to 
synthesise an impact sound event. Every time Eq. (5.7) is executed to synthesise an impact 
sound event x^, a synthesis pattern is used to combine the dictionary atoms. For expressive 
synthesis, when an impact sound event Xj is generated, a small random vector -0 is added to the 
selected synthesis pattern such that the overall time-varying spectrum of the impact sound 
is unchanged. The value of -0 is generated randomly in a sphere of radius R  with the origin at 
the synthesis pattern of the generated impact sound. A different vector 'if) is generated for every 
event of impact sound and the length of if) is equal to T q because only non-zero entries in 
are changed. Hence, The synthesis equation given in Eq. (5.7) is modified for the expressive 
synthesis process and can be rewritten as.
+ (5.8)
j e J
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Figure 5.3: Original and synthesised claps from subject-1 at T q =  [5,10,15].
The impact sound sequence generated using Eq. (5.8) will be similar but not identical, and they 
will also not be exact copies of the sound events matrix X.
5.6 Synthesis Example: Clapping Sound
The synthesis Eq. (5.7) is used to generate a set of three synthesised claps taken from three 
different subjects at T q  =  [5,10,15]. It can be observed from Figs. 5.3, 5.4, and 5.5 that as the 
value of T q  increases, the resynthesised clap closely approximate the original sound with the best 
approximation achieved at the least value of Tq = 15, after which the gain in the approximation 
is insignificant.
Table 5.1 shows the mean-square errors of the three different clapping sounds when re-synthesised 
using, 5, 10 and 15 atoms respectively. It can be observed that as we increase the number of 
atoms, the mean-square error decreases. The results also show that 15 atoms are suflicient to 
achieve near perfect construction of the original sound samples.
To generate example expressive claps sound, the expressive synthesis model defined in Eq. (5.8) 
is used. Two different settings of a are generated and used to modify the selected w,;. The 
original, approximated, and two expressive claps sounds are synthesised using T q  = 15. The 
modified weights vectors and corresponding synthesised claps are displayed in Figs. 5.6 and 5.7.
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Figure 5.4; Magnified portion of original and synthesised claps from subject-2 at T q
[5,10,15].
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Figure 5.5: Magnified portion of original and synthesised claps from subject-3 at To 
[5,10,15].
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M ean-square e rro r when re-synthesise using
5 atom s (xlO 10 atom s (xlO 15 atom s (xlO
S ubject-1 Clap 0.4037 0T828 0.0030
Subject-2 Clap 0.0013 0.0002 0.0000
Subject-3 Clap 0.0116 0.0006 0.0000
Table 5.1: Mean-square error (MSE) between the orginal and synthesise claps sound 
signals reconstructed from 5, 10 and 15 atoms.
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Figure 5.6: Original and modified at Tq =  15.
It cal also be observed that the synthesised claps using the expressive model are not identical to 
the originals but perceptually similar. The listeners gave the same feedback when these samples 
were played back.
5.7 Synthesis Sound Quality Evaluation by Listening 
Test
Subjective tests are generally used to assess the perceived quality of synthesised sounds. For 
this reason, subjective tests have been used to accurately assess the quality of the sound events 
generated by the proposed algorithm.
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Figure 5.7: Magnified portion of original, synthesised approximated and expressive claps 
sound at T q =  15.
5.7.1 Impact Sound Database
A sample of commonly heard everyday impact sounds were used to evaluate the perceptual qual­
ity of sounds synthesised using the proposed analysis-synthesis algorithm. The group contains 
six impact sounds which include: bumping sounds of a tennis ball, a football and a basketball 
on laminate floor; a finger knocking sound on a wooden table; and male and female clapping 
sounds. The recordings of these sounds were made in an acoustical booth (T qq < 100 ms) at
44.1 kHz sampling rate.
To record the bumping sounds, each ball was dropped on laminated floor from a fixed height 
of 80 cm with no applied force. After each bump, the ball is lifted up to the same height and 
dropped again. A microphone was placed vertically close to the floor level and horizontally at a 
distance of about 100 cm from the possible contact point at the floor. The experimenter knocked 
the centre of the wooden table^ top with his right hand index finger with a constant force. To 
capture this sound, the microphone was placed at the level of table top and horizontally at a 
ditance of about 100 cm from the table centre. The recording of the clapping sounds was made 
with one male and one female subjects^, both between the age of 25 and 35. Each subject was
^Tlie size of the table was 20.5 cm width, 39.5 cm length, and 28.5 cm height.
^The male clapper was the author and the female clapper was a research fellow at 1-Lab.
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seated in the acoustical booth alone and a microphone was placed about 100 cm away from 
their hands. Subjects were told to clap at their most comfortable rate (natural) using his or her 
conventional clapping style. A set of sequences was recorded for each sound source where each 
sequence contains series of event.
5.7.2 Synthesis M odel and Stim uli
The objective of listening test is to compare the quality of the synthesised impact sounds with 
the original recorded sounds. The set of sequences of six impact sounds from the recorded 
database were segmented into individual sound events. An equal number of sound events, i.e. 
30, were taken from each impact sound type. The segmented sound events were peak aligned 
and put into a matrix form i.e. S =  [xi, X2 , . . . ,  x^], where m =  6 x 30 =  180 was the number 
of collected events and the length of each event was n = 2048. To extract the sound grains from 
the collected event matrix X, the SWT was applied to each event up to the 5*^  level. That 
produced the sound grains matrix G =  [gi, g2 , • • •, gp], where p = 180 x 6 =  1080 represented 
the number of sound grains and the length of each grain was equal to n =  2048. The parametric 
representation of the input impact sounds was done by training an adaptive dictionary using 
the extracted sound grains. Given the sound grains matrix G as an initial dictionary Do, and 
the impact sound events matrix X as training signals, K-SVD algorithm was used to train a 
final adaptive dictionary D =  [di, <52,..., with a number of atoms equal to K  = 108. To 
find the decomposition patterns W , OMP was used to project recorded sound events over the 
dictionary D. Hence, the decomposition patterns W  and adaptive dictionary D fully described 
the parametric representation of the input impact sounds.
Six groups of stimuli were synthesised from the represented model of the recorded sounds W  
and D. Each group of stimuli was synthesised using an increasing number of atoms: 1, 3, 5, 
7, 14 then 21 atoms from the represented model. Furthermore, each group contains twelve 
stimuli, where two stimuli are used from each sound source: male clapper, female clapper, 
tennis ball, football, basketball, and one finger and table. During the synthesis process, one 
event of the target sound was generated from the represented model. However, when this event 
was used as a stimulus, the same event was repeated three times with 0.5 second intervals. 
Similarly, the corresponding reference sound (the original recorded event) was also repeated 
three times with 0.5 second intervals. During each experiment, one reference stimulus and 
a corresponding synthesised stimulus from each group were displayed on the graphical user 
interface (GUI) simultaneously. The subjects listened to the reference and synthesised stimuli
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Mean-square error when re-synthesise using (xlO )^
1 atom 3 atoms 5 atoms 7 atoms 14 atoms 21 atoms 28 atoms
Clap m ale S i 0.0536 0.0353 0TB85 0.0117 0.0044 0.0031 ■ 0.0028
S 2 0.0670 0.0200 0.0101 0.0077 0.0034 0.0018 0.0017
Clap fem ale S i 0.0290 0.0202 0.0163 0.0118 0.0043 0.0029 0.0026
S 2 0.0459 0.0267 0.0165 0.0115 0.0044 0.0023 0.0022
Tennis ball S i 0.2525 0.1542 0.1156 0.0922 0.0619 0.0002 0.0002
S 2 0.0790 0.0348 0.0179 0.0126 0.0039 0.0017 0.0015
Football S i 0.1310 0TW35 0.0692 0.0567 0.0165 0.0011 0.0010
S 2 0.0761 0.0391 0.0298 0.0218 0.0060 0.00113 0.0012
B asketball S i 0.1749 0.1040 0.0695 0.0506 0.0098 0.0005 0.0005
S 2 0.4111 0.2237 0.1413 0.1093 0.0142 0.0005 0.0004
K nock S i 0.1344 0.0979 0.0814 0.0638 0.0169 0.0007 0.0006
S 2 0.2184 0.1770 0.1466 0.0924 0.0220 0.0010 0.0009
Table 5.2: Mean-square error (MSE) between the orginal and synthesise sound signals 
reconstructed from 1 , 3 , 5 ,  7, 14, 21, and 28 atoms.
and graded the quality of the synthesised sounds. The subjects’ responses were collected using 
the same graphical user interface, shown in Fig. 5.8.
Table 5.2 shows the mean-square errors of the different sound sources (male clap, female clap, 
tennis ball, football, basketball and knock) when synthesised using a different number of atoms 
from the represented model, with two samples reconstructed for each sound source. The results 
indicate that as the number of atoms used increases, the mean-square error decreases. Fur­
thermore, 21 atoms were sufficient to reconstruct the sounds at the level where they cannot 
perceptually distinguish between the original sound sources and the synthesised versions.
5.7.3 Subjects and Evaluation Setup
A group of 10 subjects (8 male and 2 female), between the age of 26 and 40, participated in the 
subjective evaluation. The subjects included PhD students and staff from the I-Lab centre with 
no reported hearing impairment. The subjects were trained before the evaluation session.
For the evaluation experiment, the subjects were seated in an isolated multimedia room. The 
experimental setup consisted of one Dell Inspiron 630m laptop and one Sennheiser HD 500 
headphone. Every subject was familiarized with the evaluation process by undertaking a training 
session. A GUI, adapted from the MUSHRAM interface [147], was built in MATLAB and used 
for the training and sound quality evaluation processes, as depicted in Fig. 5.8. However, it can 
be observed that the MUSHRA method was not used for perceptual quality evaluation during
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Figure 5.8: Screen shot of the GUI used for sound quality evaluation.
this experiment. Instead, participants were asked to carry out a straightforward comparison 
task.
During each experiment, the subjects were presented with one reference stimulus (the original 
recording) and six test stimuli (one for each group) from the same sound source. Since there 
were twelve experiments, the total number of synthesised sounds evaluated by each subject was 
equal to 72. The subjects’ task was to listen to the reference and the six test sounds, then score 
the test sounds by comparing their quality with the reference stimulus. The subjects can replay 
the reference and test sounds. To register a rating for each test via GUI, the provided slider can 
be moved on a scale ranging from 0 to 100. The 0 to 100 scale is divided into five equal quality 
steps: Bad (0-20), Poor (21-40), Fair (41-60), Good (61-80), and Excellent (81-100). Once 
subjects completed all test sounds within a particular experiment, they can switch to the next 
one by clicking the “save and proceed” button, which stored the rating and presented them with 
the following set of tests. Each subject took about 30 minutes to evaluate all the experiments.
5.7.4 R esults
Fig. 5.9 shows the mean evaluation ratings from all the subjects as well as the bars 95% 
confidence intervals of the mean ratings. Fig. 5.9 also illustrates that the perceived quality of 
the resynthesised sound enhances as the number of atoms are increased in the synthesis process.
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Figure 5.9; Mean synthesis quality of the synthesised sounds averaged across all subjects. 
The bars show 95% confidence intervals of the mean ratings.
Indeed, the average perceived quality rating was set to be between “Poor” to “Fair” when using 
stimuli with 1 to 5 atoms, and that improved to “Good”, and even “Excellent” for 14 and 21 
atoms respectively. Furthermore, the plot discovers a linear relationship between the number of 
atoms and the perceived quality of the resynthesised sound. This result also indicates that as 
the number of atoms increases in synthesis pattern, the synthesised sound event approximate 
more closely to the original signal. The figure also shows that even with a small number of 
atoms. To =  7 out of the size of the dictionary K  = 108, the mean subjects’ rating of the quality 
was “Good”. This indicates that our method achieved a perceptually acceptable level of sound 
quality with only few number of atoms, hence a more compact form. These results highlight 
the efficiency of the parameterisation technique used and the advantages of using an adaptive 
dictionary trained from sound grains that are extracted from the input signal.
Figure 5.10 depicts the distribution of the mean-sequare errors (MSE) of the different synthesised 
sound souces against the number of atoms used for synthesis. It can be observed that the mean- 
square error is inversally proportional to the number of atoms used, and that the lower the value 
of MSE, the higher the average perceived quality rating and smaller the 95% confidence interval.
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Figure 5.10: Mean-square error (MSE) between the orinal and synthesise sound signal 
reconstructed from 1, 3, 5, 7, 14, 21, and 28 atoms.
5.8 Summary
We presented a new algorithm, which was used to generate target sound from a set of atoms 
and synthesis patterns -  obtained by analysing and representing the recorded sound. The atoms 
of the dictionary were first adaptively trained from the input sound using K-SVD algorithm, 
and then the synthesis patterns were generated by projecting the sound events onto the trained 
dictionary. The target sound was synthesised by selecting and tuning the synthesis pattern and 
their corresponding atoms from the dictionary. In addition, an expressive synthesis method 
was presented which can generate non-repetitive and customised impact sounds. Subjective 
tests were carried out which evaluated the perceptual quality of the synthesis model. We also 
observed that a satisfactory level of perceived sound quality can be achieved during the compact 
resynthesis of the target impact sound with few atoms (To — 7) drawn from the learnt dictionary.
Chapter 6
Conclusions and Future Work
6.1 Conclusions
Virtual environments, such as games and training simulations, are charecterised by a set of 
interactions that involve the objects in the environment and one or many users. The objective 
of these environments is to create a realistic environment in which the user (or users) achieves 
a full experience of being there. As a result, virtual scenes should be convincing in terms of 
graphics, audio and behaviour.
The target of virtual environments is to simulate a situation where user behavior can be com­
parable with his/her response in reality. From the perspective of audio perception, current 
interactive virtual environments, such as games and simulators, generally use inadequate audio­
visual representations. Usually pre-recorded sound samples are played-back to generate audio 
effects for interactive animations, or possibly processes the pre-recorded sound samples in order 
to match the visual effects. For this, pre-recorded sound samples are normally rendered using 
simple processing techniques, such as amplitude, pitch or fflter-envelopes. We believe that lim­
ited work has been carried out to increase the control and expressiveness of audio rendering using 
pre-recorded sound samples, hence the need for new approaches where the temporal, spectral 
characteristics, etc., should be adjustable in order to create appropriate sounds in agreement 
with the virtual rendered scene.
During the last two decades a number of synthesis models have been developed but they are 
generally suitable for the generation musical instrument sounds. A large proportion of existing 
musical synthesis models is not suitable for everyday impact sounds. Physical models are very 
efficient and accurate in simulating simple sounds where a simple vibrating structure is involved
1 2 0
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and a mathematical model of the interaction can be deduced. For complex structures where 
the vibrating mechanism can not easily be described, physical models can become infeasible. 
Furthermore, the analysis process in physical models is specifically related to that particular 
sound or musical instrument and is not applicable to any other sound source. From a perceptual 
point of view, the refinement of physical models is not always successful because the physical 
mechanisms of many environmental sounds are still not completely understood.
By contrast, spectral models have a broader scope than that of the physical models because they 
parameterise and construct the spectrum as received in the ear. Therefore, their refinement and 
repurposing is easier than physical models. With correct selection of analysis technique, the 
spectral models have the potential to model and synthesise a variety of sounds. In general, 
almost all spectral models use DFT or STFT based analysis methods to represent the sound. 
These analysis techniques perform very well on the harmonic, stationary, and noise free sounds 
but fail to model and synthesise transient, nonstationary, and noisy sounds accurately. Therefore, 
generic synthesis models with better analysis and parameterisation techniques are required which 
can be applied to many if not all of the impact sounds.
The main objective of this thesis was to provide tools for an expressive and parameterised synthe­
sis of sounds resulting from physical interactions of objects in an interactive virtual environment. 
Indeed, these sounds, such as collisions sounds interaction between surfaces, are difficult to cre­
ate in a pre-production process since they are highly dynamic and vary drastically depending on 
the interaction and objects. To achieve this goal, two approaches were proposed; the first one is 
based on spectral modelling of the recorded sound, ad the second one is based on the processing 
of a recordings database in temporal domain.
In this work, the presented content-based analysis/synthesis (CBAS) algorithms offer generic 
synthesis methods with better analysis and parameterisation techniques for impact sounds. The 
developed algorithms can be used to optimally represent a large set of impact sounds data 
through analysis, and also to generate realistic and expressive continuous sounds that can be 
used in interactive and multimedia applications. A subjective test was carried out to evaluate 
the perceptual quality of the synthesised sounds.
6.2 Contributions
The author believes that work described within this thesis contributes to knowledge of techniques 
for spectral analysis and modelling and their applicability to real-time implementations. The
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key novel areas studied and reported are:
• A shift-invariant analysis scheme was presented for finite-length transient sound signals 
that is based on minimum-phase reconstruction and discrete wavelet transform (MiP- 
DWT). In the proposed analysis scheme, the minimum-phase signal is realised by decom­
posing the input signal into MiP and allpass (AP) components. The MiP signals of the 
input signal and its time-shifted version are identical for suitably band-limited signal and 
therefore the DWT is applied to the MP version of the input signal. The time shift present 
in the signal is extracted as an AP signal having the same phase as the original. The out­
put signal is be reconstructed by reconstituting the phase from the AP signal and the 
processed MiP signal. The proposed scheme is a shift invariant in a sense that it produces 
the same set of wavelet coefficients (WC) and subbands energy at all decomposition levels 
regardless of any time shift present in the input signals. This scheme maintains the prop­
erties of conventional DWT such as compact representation and computational efficiency. 
The MiP-DWT can be used to represent a signal in analysis-synthesis and compression 
applications, or to extract features in signal detection and classification applications.
• We addressed both the analysis and parameterisation processes and proposed wavelet 
additive synthesis (WAS) model which is more general and can synthesise impact sounds 
effectively. The WAS algorithm parameterised the sounds in spectral domain where the 
sound rendering is controlled by the reported variables from the physical contact. The 
WAS uses MiP-DWT and singular value decomposition (SVD) methods to model the 
sounds. Prom the recorded impact sounds, the MiP-DWT extracts the salient sound 
features in the form of WC at different scale (frequency). Then SVD is used to train a set 
of orthogonal bases and weight vectors from these WC which represent the input impact 
sounds. In the synthesis stage, the target sound is generated by taking the inverse discrete 
wavelet transform (IDWT) of the optimised set of WC and weight vectors.
• A sound morphing algorithm was presented that has the potential to generate intermediate 
and novel sounds from a set of input sounds. It was also presented that the interpolation 
between the input sounds can be performed in the synthesis parameter domain. The 
morphing was carried out between the weight vectors obtained from the singular value 
decomposition and the common bases of detail and approximation wavelet coefficients. 
The morphed sound was obtained by inverting the wavelet transform and incorporating 
the interpolated phase.
• A sound texture synthesis (STS) algorithm was presented which models and manipulates
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the sound in temporal domain. The STS used audio grains to create finely-controlled syn­
thesised impact sounds. During the analysis stage, a set of pre-recoded impact sounds were 
decomposed into multi-level time-scale components or grains. The extracted sound grains 
are optimised using K-SVD dictionary learning algorithm. Each pre-recorded impact 
sound is represented by a synthesis pattern. During the generation phase, the synthesis 
pattern and atoms from the dictionary are selected and tuned according to the parameters 
reported from the physical interaction or via GUI.
• An expressive synthesis model was presented for both WAS and STS algorithms which 
generates impact sounds that are natural and convincing. The expressive model generates 
non-repetitive continuous impact sound events, and this was tested with a set of impact 
sounds including clapping and bouncing sounds.
• A subjective test was accomplished to evaluate the perceptual quality of the synthesised 
sounds. The subjective evaluation has shown that a good level of perceived sound quality 
was achieved with a small number of atoms (Tq =  7) from the trained dictionary. An 
approximation sound with Tq =  21 was sufficient to yield an “Excellent” quality average 
rating.
6.3 Future Work 
A llpass Signals
We will compare different methods to construct minimum-phase (MiP) and allpass (AP) com­
ponents and their real time implementation as well as investigate different ways to approximate 
the AP signal using either FIR filters or any other meaningful compact representation. It will 
also be interesting to investigate how the construction of MiP signal will affect the characteris­
tics of the attack part of the input transient signal as it might play an important role in sound 
identification and classification.
M ultip le-D ictionary
In wavelet additive synthesis, it is recommended to use multiple adaptive dictionaries instead 
of singular value decomposition (SVD) in the parameterisation process. It is worth exploring 
the potential benefits of using one dictionary per band and training all the selected dictionaries
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simultaneously. The next step would be to investigate the impact of excluding one or multiple 
bands from the represented sound model and its impact on synthesis quality, which can be 
quantihably assessed using user evaluation for instance.
C ross-Synthesis M odels
To extend the generalisation of the proposed synthesis technique, it would be interesting to 
explore ways of synthesising other sound sources which were not covered by the sound models 
developed in the context of the current research work, through the method of cross-synthesis, 
whereby the spectral envelope of one sound is applied onto the flattened sound spectrum of 
another one.
Expressive Synthesis M odels
In the presented work, we have used spherical random model to generate random vectors that are 
used to avoid the repetition of the same sound during the synthesis process. That was based on 
the assumption that target sound weights are at the centre of that sphere. It would be interesting 
to further investigate the expressive synthesis model and analyse the distribution of weight 
vectors in other types of real life sound events and their possible statistical or mathematical 
modeling. This could have an impact on the level of realism of the synthesised sounds.
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