One question in the study of the perception of faces concerns whether the face is processed as a configuration (holistically) or as a collection of independent features. This question has been addressed from a number of different viewpoints (see Bruce, 1988 , for a review). As was noted by Tanaka and Farah (e.g., 1993 ), just what is meant by "holistic" and "featural" processing has been difficult to tie down. A full analysis of any cognitiveprocessing system requires several, logically orthogonal characteristics to be specified (Townsend, 1974; Townsend & Ashby, 1983) .
In the face recognition literature, "configural," "interactive," or "holistic" processing has been interpreted from many perspectives. In terms of architecture, one view has centered on the equating of parallel processing of facial features with interactive processing and serial with independent processing (Bradshaw & Wallace, 1971; Mathews, 1978) . As Tanaka and Farah (1993) astutely observed, it is entirely possible that faces are represented by independent features that can be processed in parallel (see also Townsend & Ashby, 1983) . In a similar vein, Sergent (1984) argued that if features are independentlyprocessed, "different" latencies for faces differing by two features should not be faster than "different" latencies for faces differing by the most salient feature. With the feature of chin contour determined to be the most salient, she found that "different" latencies for face pairs differing on both chin contour and another feature were faster than "different" latencies for face pairs differing on the single dimension of chin contour-a result she interpreted as indicating interactive, configural processing. However, an independent parallel processing of the features would predict exactly such statistical race gains (Colonius & Vorberg, 1994; Townsend & Nozawa, 1995) ; that is, interactivity is not a necessary requirement for a redundancy effect. Sergent also performed multidimensional scaling (MDS) analyses of similarity ratings and response times (RTs) for pairs of faces that were used to derive a perceptual representation of the stimulus configuration. The resulting configuration was examined for evidence of interactive processing. The perceptual representation of individual feature values that emerged (i.e., their locations in the MDS) depended on the characteristics of the other features in the face.
A different approach to the holistic issue includes attempts to identify the basic unit of representation of a face as being the whole face, rather than the individual parts (Farah, Tanaka, & Drain, 1995; Tanaka & Farah, 1991 . These series of studies have employed variants of the part-whole recognition technique devised by Palmer (1977) to identify object parts. In a series of studies, these researchers found that parts of faces were dis-proportionately more recognizable in whole faces than as isolated parts-disproportionate, that is, to the recognizability of parts and wholes of other, nonface objects or inverted faces. Tanaka and Farah (1993) interpreted this as evidence of holistic processing of the face. However, the data from these experiments cannot be used to rule out a featural representation of upright faces in which the features exhibit interactivity (e.g., a stochastic dependency), as in Sergent's (1984) MDS configurations.Nonetheless, this evidence suggests that, in some tasks, facial features interact.
Two primary goals of the present work were to build on this empirical work by clarifying the nature and degree of interaction in the processing of a face when it is involved in basic cognitive tasks by using unambiguous definitions provided by a powerful theory of perception that is ideally suited for this purpose. The next section describes this theoretical framework, within which configural or emergent properties can be modeled as perceptual interactions of a given kind (Kadlec, 1999a) . Following that, two experiments, a speeded classification task and an identification task, serve to illustrate the application of this theory to the perceptual processing of semirealistic drawings of a face.
Constructs of the General Recognition Theory
The approach taken follows a long tradition that has been concerned with how pairs of stimulus attributes are processed by an organism in simple perceptual tasks. An early distinction made between pairs of dimensions classifies them as either separable or integral (Attneave, 1950; Garner, 1974; Shepard, 1964) . A stimulus was said to be composed of separable dimensions if it could be easily analyzed into those dimensions to which selective attention is possible. On the other hand, selective attention to the individual dimensions is extremely difficult, if not impossible, for stimuli composed of integral dimensions. Interactivity, then, in this tradition is characterized as integrality of stimulus dimensions. Typical separable dimensions are shape and color or circle size and radial line orientation. Hue and saturation of a color are among the most commonly studied integral dimensions. The difficulty with this simple distinction is that many empirical findings could not be cleanly fit into either category-a problem that led to a proliferation of dimension types and circularities of definitions (Garner, 1976; Maddox, 1992) .
A theoretical framework within which these concepts and additional notions of independenceare characterized independently of the tasks used to reveal them is that of multidimensional signal detection theory (SDT; e.g., Olzak, 1986; Wickens, 1992) , also termed the general recognition theory (GRT) by Ashby and Townsend (1986;  see also Kadlec, 1995; Kadlec & Townsend, 1992a , 1992b Thomas, 1995a Thomas, , 1999 . Like SDT, the GRT separates the decisional process from the perceptual process and, hence, in the multivariate case, affords a number of potential sources of dimensional interactions.
Perceptual processes. Just as in signal detection, the perception of a stimulus is assumed to be noisy, so that a stimulus is represented by a distribution of perceptual effects accrued across the course of the experiment. So that central concepts can be defined rigorously, a bit of notation will be necessary. For exposition, assume the stimuli are constructed from two physical components, A and B, each sampled at one of two possible levels to obtain a feature-complete factorial set. For example, the facial dimensions under investigation in the present work include the separation of the eyes, nose length, and mouth width of semirealistic line-drawing faces taken from a three-dimensionalrendering of the face (Parke, 1982) . An example of a stimulus is shown in Figure 1 .
If one assumes that the two physical dimensions (A 5 eye-separation in pixels, B 5 nose length in pixels) map onto two perceptual dimensions, X (perceived eye distance) and Y (perceived nose length), we can denote the density of perceptual effects for an individual face A i B j by f AiBj (x,y). Figure 2 illustrates equal-likelihoodcontours for four stimuli that were obtained by cross-sectioning hypothetical perceptual densities.
From each joint distribution,two marginal distributions, one for each dimension, g AiBj (x) for component A and g AiBj ( y) for component B, can be obtained by integrating over (i.e., collapsing across) the opposing dimension. These single-component representations, together with the joint representation, are used in the definitions of perceptual interactions. Component A (B) is perceptually separable from B (A) if, and only if, the (marginal) perception of one component does not depend of the physical level of the other component-that is, g AiB1 (x) = g AiB2 (x), for all x and for i 5 1,2 g A1Bj ( y) = g A2Bj ( y), for all y and for j 5 1,2.
In Figure 2 , component A is perceptually separable from B, but B is not perceptually separable from A.
In addition to invariance in performance for the relevant component while the irrelevant component varies, absolute separability should also include the case in which it does not matter whether the opposing dimension exists or not (Garner, 1974; Townsend & Thomas, 1993) , at least in such cases where this is possible. Ashby and Townsend (1986) claim that their definition of perceptual separability (PS) applies equally to the case in which features are either present or absent to the case in which the feature is always present but varies along a continuous dimension. When both possibilities exist within the same experiment, a distinction needs to be made, depending on the kind of dimensions under consideration. For prothetic dimensions, such as size or brightness, the zero level corresponds to the absence of the dimension; hence, PS as presently defined is adequate. However, for metathetic attributes that vary continuously (such as orientation of a line), absence (e.g., of the line) is not the zero value on the dimension; it is something quite different. To capture this idea, a property termed existence separabilityis introduced. Existence separability of component A from B holds if and only if the marginal distribution for component A is invariant across levels of B and this distribution is the same whether B is present in the stimulus or not-that is, for all x, g AiB1 ( y) 5 g AiB2 ( y) (x) = g A i (x), for i 5 1,2. Note that existence separability implies PS, but not vice versa. Many experiments, for example, have shown that circle size and line orientation enjoy separability when both the line and the circle are present (e.g., Garner & Felfoldy, 1970; Shepard, 1964 ; but see Kadlec & Hicks, 1998) . However, size discrimination when the line is present (regardless of angle) is markedly different both in RTs and in accuracy from when the line is omitted and only the circle is present (Thomas, 1995b) . As it turns out, in the present study, we will also need to differentiate between PS (when all components are present and varying) and existence separability (components present vs. absent), since the former will hold, but not the latter.
A final concept associated with perceptual interactions is that of perceptual independence (PI). Within a given stimulus A i B j , PI of components A and B occurs if and
; that is, the perceptual effects of the components are statistically independent. Unlike separability, PI is a symmetric, within-stimulus relation. When the distribution is multivariate normal, PI is equivalent to zero correlation between the dimensions. The resulting equal likelihood contours will be either circles or ellipses with their major and minor axes parallel to the coordinate axes in the perceptual space. When a de- pendence exists, the ellipses will be tilted, as in Figure 2 , in which all the stimuli exhibit a positive correlation.
Decision processes. The form of the decision rules depends on the nature of the task demands. In general, each response demanded by the task is attached to a region in perceptual space, so that if, on a trial, a percept (sampled from the presented stimulus distribution) falls in a given region, the observer emits the associated response. In an identification task, each stimulus is to be given a unique response, so the number of regions equals the number of stimuli. In classification, the number of regions is smaller than the number of stimuli. In other designs, such as the same-different judgment task, more complicated decision models need to be specified (Thomas, 1996) . Response regions arise from a partitioning of the space by criteria called decision bounds. In the two-dimensional case, the decision bounds can be any one-dimensional (locally connected) subset of points.
One can assume that decisional separability (DS) simplifies the geometry of these bounds if the observer's decision about the level of one component does not depend on the perceived value of the other component. Thus, if component A is decisionally separable from B, there exists a decision criterion for component A, x c , so that if, on a given trial, the perceptual effect for A, x, is to the left of x c , the observer responds that component A is at Level 1; otherwise, he or she responds that A is at Level 2. DS always leads to decision criteria that are parallel to the perceptual axes in the case of classification and identification. 1 In some paradigms, such as the same-different task, a stronger notion is needed in which DS requires that separate judgments be made on each component and that those judgments are invariant with the perceived value of other components (e.g., Thomas, 1996 ; see also Olzak, 1986) . In Figure 2 , component A is decisionally separable from B, but not vice versa; this can be seen from the fact that, to decide if B is at Level 2, the observer would need a larger percept value on the y dimension if A were at Level 2 than if A were at Level 1. Logically, PS and DS are unrelated (Ashby & Townsend, 1986 ), but they may be tied together in real physical situations (Ashby & Lee, 1991) .
In the GRT, the probability of responding R k on trials given stimulus A i B j is equal to the probability that a random sample from the perceptual distribution associated with stimulus A i B j falls in the response region associated with the response R k . In more formal terms, this probability is (1) where f A i B j (x, y) is the perceptual distribution (density) function for stimulus A i B j and Â k is the region in the x-y plane attached to response R k to be used in either classification or identification.
Motivation for the Experiments
To the problem of identifying the nature of the perceptual and decisional processes underlying object recognition, different approaches can be taken. One approach is to systematically develop parametric models that differ in their assumptions and fit them (i.e., estimate parameters) to obtained data to determine which GRT-based model yields the best overall performance relative to the number of freely varying parameters (Ashby & Lee, 1991) . From this best-fitting and most parsimonious model, inferences regarding the perceptual process are immediate. A different methodological approach is to derive various theorems from basic axioms that relate properties holding among observable quantities, such as response probabilities or RTs to unobservable perceptual and/or decisional process assumptions Ashby & Townsend, 1986; Kadlec & Townsend, 1992a; Thomas, 1999) . Then, empirical data can be queried for the satisfaction of those properties. This latter approach affords a possible nonparametric analysis of the data and is usually implementable for simpler experimental designs than would be required for model fitting. Both types of analyses will be performed.
In the following two experiments, the technology of the GRT is applied in order to assess the underlying perceptual representations for schematic faces (Figure 1 ) that observers use when performing a speeded classification task (Experiment 1) and an identification task (Experiment 2) utilizing the same observers. These two tasks were chosen because, together, they can provide the most information regarding the perceptual representation of an object, which is the focus of this study. The speeded classification task was run before the identification task to encourage a DS strategy on the latter task, which is a useful assumption in modeling identification data. Because perception, and not decision, is the important issue here, methodological devices to ensure the simplest decision strategy are desirable (Olzak, 1986) . In addition, RTs from classification can corroborate accuracy findings related to separability. Finally, it is much easier to evaluate existence separability (see above) within this task. The identification task, on the other hand, will yield additional information regarding any within-stimulus perceptual correlation and can provide convergent support for any of the separability conclusions obtained from speeded classification. Although it may be interesting for other reasons to model the joint performance on these tasks, which would necessarily rest on decisional processes and how they change from one task to another (Nosofsky, 1986) , the present work's focus is on the perceptual representation of the face, irrespective of variations in optional decision processes.
The facial features of interest are the separation of the eyes, the nose length, and the width of the mouth. These features were chosen because, with the exception of hair, they are collectively the most important in recognition of a face (Bruce, 1988) and the role of spatial proximity of features in mediating any interaction can be assessed. Given the above review of the face recognition studies, it is expected that these dimensions will give rise to an interaction of some kind-that is, either integrality and/ or dependence between facial attributes. The virtue of ap-
plying the technology of the GRT lies in identify the specific type of interaction.
EXPERIMENT 1 Speeded Classification
In several sessions, observers had to classify a presented face according to the value of one component. Three attributes of a schematic representation of the face (see Figure 1) were selected as those to be varied across two levels: the separation between the eyes, the length of the nose, and the width (horizontal length) of the mouth. Additional pseudofaces were included in the stimulus set, in which only one feature was drawn (with the outline). These single-feature stimuli were included to assess existence separability. For an individual observer, only two of the three attributes varied: eyes and nose or eyes and mouth. These attribute pairs were selected because they were either close in spatial proximity or farther apart in spatial proximity. The third, unvarying, feature was always present and set at the Level 1 value, except in the single-feature pseudofaces. It is hypothesized that facial features near in spatial proximity will be more likely to induce perceptual interactions (i.e., perceptual integrality) than those farther apart. The third possible attribute pair, nose and mouth, was not selected, since these are the least attended to parts of a face that is shown frontally (Fraser & Parker, 1986; Haig, 1984) . The data collection and analyses were conducted on the individual observer level, since this has been shown to be the preferred method with respect to accurately characterizing performance (Ashby, Maddox, & Lee, 1994) .
Method
Subjects. Two males and 2 females (all 20-25 years of age) were paid for their service. All had normal or corrected-to-normal vision.
Stimuli and Apparatus. Two of the three attributes (eye separation and nose length for Observers 1 and 4, eye separation and mouth for Observers 2 and 3) could vary across two levels each (the third attribute was held constant). Actual dimension values were chosen so that discrimination accuracy along one dimension was around 70% -80% in pilot work (Thomas, 2001 ). In addition, two faces for each relevant dimension condition were constructed by omitting all facial attributes other than the relevant dimension sampled at each of the two levels (see the right panel of Figure 1 for one such face example). Thus, for each type of classif ication, there were six possible stimuli for an individual observer: four full faces and two singlefeature faces. The experiment was conducted on a PC with 14-in. SVGA color monitors (640 pixels wide 3 400 pixels high 3 256 colors). The stimuli were drawn in gray color (R 5 224,G 5 224, B 5 224) on a white background and measured 6 cm top to bottom. The observers sat approximately 90 cm from the screen so that the stimulus subtended about 3.8º of visual angle.
Procedure. After one session of practice, each observer performed five sessions of classification (576 trials each), in which the observer was instructed to attend to one dimension and ignore any variation on the irrelevant one. For the first four sessions, the dimension that was deemed relevant changed for each session (order was counterbalanced across observers). Each of these first four sessions was divided into six blocks of 96 trials each so that the observer could rest between blocks. The last session was split into two halves, one for each dimensional classification, with three blocks of 96 trials in each half. Within each block, each stimulus occurred with equal frequency. On each trial, a fixation cross appeared for an exponentially distributed (minimum 5 300 msec, mean 5 750 msec, cut off at 2,000 msec) amount of time, followed by the stimulus drawn at the center of the screen. The stimulus remained on the screen for no more than 105 msec, with the display terminating in the event of a response. If the observer did not make a response within 5 sec, the trial ended with no response recorded. The observer indicated his or her response by pressing a key on a four-key response box in which one of the middle two keys was marked "Level 1" and another of the middle two keys was marked "Level 2." The observer used the index finger of each hand for each response (mapping of the response to key was counterbalanced across observers). RT in milliseconds was measured from stimulus onset.
Theoretical Analyses and Results
Qualitative tests: Marginal RT invariance and marginal response invariance. Mean RTs (in milliseconds), standard deviations (SDs), and response frequencies for each observer are summarized in Table 1 . Rows correspond to stimuli, and column groups (of three columns each) correspond to observer responses. Within each column group, three statistics are offered: mean RT (MRT), the SD for RT, and the frequency with which each response was given for that stimulus. Occasionally, the observer did not respond in the 5-sec trial window; hence, some row frequencies do not add to the total number of stimulus presentations (see the Method section). Because the statistical analyses of RTs will involve the cumulative distribution functions, no outliers were trimmed. Maddox & Ashby, 1996) extended the GRT to the speeded classification task by enlisting a processing time assumption termed the RT-distance hypothesis (Ashby, Boynton, & Lee, 1994; Ashby & Maddox, 1991 ; see also Murdock, 1985) . Simply stated, identification time on a given trial is inversely related to the (Euclidean) distance from the percept to the (nearest) decision bound. Together with the RT-distance hypothesis, the PS and DS of stimulus components imply that the entire RT distributionfor classifying a stimulus according to the value of a relevant dimension is invariant across physical levels of the irrelevant component. Formally, if R a k denotes the event of reporting that component A is at Level k, assuming both PS and DS, for component A, they showed, for i,k 5 1,2 and for all t > 0,
where the subscript FA denotes a filtering task in which the relevant component is A. Ashby and Maddox refer to Equation 2A as marginal RT invariance. 2 Response probability can be used to assess separabilities in this paradigm as well. Marginal response invariance (MRI; Ashby & Townsend, 1986) holds if the probability of classifying component A at a given level does not depend on the physical level of component B; MRI holds when, for i,k 5 1,2,
If one includes trials in which only component A is present (or B), existence separability can be assessed (see above). If the observer's task is to classify the stimulus according to the level of A given the stimulus set A 1 , A 2 , A 1 B 1 , A 1 B 2 , A 2 B 1 , and A 2 B 2 , if existence separability holds for component A, DS holds on trials in which the stimulus contains both components, and the decision criterion on the x dimension is the same for the singlecomponent trials as for the two-components trials, then, for i,k 5 1,2,
and if the RT-distance hypothesis is correct for all t > 0, 3
Equations 2 and 3, together with the signal detection analyses, will be used to assess all three kinds of separability-perceptual, decisional, and existence. Pairs of RT distributions for correct responses 4 used to assess PS and DS are presented in Figure 3 (A-D) for each observer and response type.
If, in addition, existence separability holds, the RT distribution for trials without the irrelevant component should equal the RT distributions with the component present (which should also equal each other; Equation 3B). 5 The RT distribution to be compared with the single-feature case, the combined distribution, was found by combining the RTs for the given response type across both levels of the other feature and estimating a cumulative distribution from these RTs. 6 The distributionsfor the single-feature and the combined-feature trials are graphed according to response type in Figure 4 (A-D). Tables 2A  and 2B summarize marginal RT invariance tests.
The response frequencies of Table 1 were subjected to the MRI tests of Equations 2B and 3A, which are summarized in Table 3 . 7 They largely corroborate the results from the RT analyses.
Parametric analyses: Signal detection parameters. If one makes the additional assumption that the perceptual representations are Gaussian, (parametric) signal Note-Rows correspond to stimuli, column groups (three columns each) correspond to observer responses. detection analyses of the speeded classification accuracy results can also be used to assess both types of separability much in the same way that identification results are studied using the macroanalyses of Townsend (1992a, 1992b; Kadlec & Hicks, 1998; Macmillan & Ornstein, 1998) . Parametric analyses are often of higher statistical power, so they are useful when the null hypothesis has theoretical meaning (in this case, separability is the null hypothesis). The perceptual distribution for a given (bivariate) stimulus, assuming normality, has five parameters: location parameters (mean on each dimension-i.e., μ X and μ Y ), spread parameters (variance on each dimension, s X 2 and s Y 2 ), and an association parameter (correlation between dimensions, r). For trials in which the observer is to classify on the basis of one component (designated as component A), where the other component (component B) is held constant at Level 1 (short), denote the sensitivity index by d ¢ AB 1 , which is the distance in SD units (assuming equal variance on the x perceptual dimension) between μ x A1B1 and μ x A2B1 . For trials in which nose length is constant at Level 2 (long), the corresponding sensitivity index is d ¢ AB1 , which is the distance between μ x A1 B2 and μ x A2B2 , the perceptual mean on the x dimension for stimulus A 1 B 2 and A 2 B 2 , respectively, in common SD units. Under the joint hypotheses of DS and PS and equal variance on the x dimension-that is, s 2 (Kadlec & Townsend, 1992a) . If one defines for j 5 1,2, one can drop the assumption that s 2 x A 1B j 5 s 2 x A2Bj ; however, this new d¢ is not estimable from data with only one degree of freedom.
Corroborating evidence for the two separabilities can also be obtained by estimation of the location of the decision criterion for each component. In signal detection analyses, this is usually expressed in terms of a bias measure b AB j , the ratio of the two marginal densities for component A, , at x 5 x c , the decision criterion for component A. A bias to say that A is at Level 1 would be evidenced by
that is, x c is to the right of the point where the marginal densities cross. However, a better measure of bias, denoted by c ABj , is the signed distance in common standard deviation units between x c and the x value where the two marginal densities cross, say x 0 . This bias measure is functionally related to b AB j by log(b ABj )5 c ABj d¢ ABj . Macmillan and Creelman (1990) have provided a number of reasons why this signal detection measure of bias is to be preferred over other bias measures based on signal detection theory (SDT), including the likelihood ratio, b ABj , not the least of which is that a statistical test exists for c ABj , but not for b ABj (although for some recent developments on this issue, see Kadlec, 1999b) . 8 Both measures essentially provide the same kind of information. For example, if no bias exists, b ABj and c ABj will be at the appropriate values (equal to 1 and 0, respectively). Figure 5 shows a pair of marginal densities for component A, with B at Level 1 with the various decision criteria x c , c AB1 , and b AB1 illustrated. Kadlec and Townsend (1992a) show that under the joint hypothesis of PS and DS, b AB1 5 b AB2 . Because we already know that these separabilities imply d¢ AB1 5 d ¢ AB2 , we can then conclude that c AB1 5 c AB2 .
Existence separability, under the assumption of Gaussian distributions, can also be assessed via SDT analyses. If existence separability for component A holds, then d ¢
. 9 If, in addition, DS for component A holds in the two-component case and the decision bound for the single-component trials is the same as the decision bound for A in the two-component case (i.e., x c ) , then b A 5 b AB1 5 b AB2 , and thus, because of the previous proposition, c A 5 c AB 1 5 c AB 2 . 10 Parameters of signal detection and their variances were estimated in the usual way (Macmillan & Creelman, 1990) .
Appendix A provides details of the computation and construction of the relevant test statistics. Table 4 presents the parameter estimates of sensitivity (d ¢) and decision criteria (b and c) for the component classifications for each observer. Listed separately are the results relevant to assessing PS in the context of the whole face and to assessing existence separability where classification of single-feature stimuli is compared with the combined classification of whole faces.
Discussion
Two conclusions can be drawn. First, the RT analyses, the MRI tests, and the signal detection analyses provided evidence consistent with PS and DS when all the features of the face were present in the stimulus. In 11 out of the 16 RT comparisons (Table 2A) , the p value for accepting the null hypothesis was greater than .80, and all but one were greater than .19. Because statistical power is always greater than the obtained p value (Lehman, 1983) , confidence in accepting the null seems warranted. 11 Only one of the MRI tests of PS yielded significance (Observer 2, nose length relevant and short). Only one of the sensitivity parameter comparisons (nose length classification for Observer 3; Table 4 ) yielded a significant difference, and only two decision criteria comparisons differed (Observer 3, eye separation, and Observer 2, nose length; Table 4 ). Second, existence separability can be rejected for both pairs of features. In only two of the RT tests was the p value greater than .2 (i.e., favoring the null), and most (12 of 16) were less than .025. Similarly, more than half of the MRI tests between the single-feature and the combinedfeature cases failed. Inspection of the signal detection results, which have higher power than the nonparametric MRI tests (Kadlec, 1993) , suggests that most of these differences may be due to shifts in criteria when comparing features in the context of a whole face versus in isolation.
All decision criteria comparisons of whole face versus single feature differed significantly (all ps < .01). Some of the sensitivity measures differed as well (Table 4) .
EXPERIMENT 2 Identification
The speeded classification test can yield information about separability but does not speak to PI, the withinstimulus source of interaction. Equations 2 and 3, as well as the marginal detection equalities of the signal detection macroanalysis, hold regardless of any underlying correlation between the dimensions. For this information, one needs to turn to the identification task, in which a larger number of degrees of freedom in the data are available. This task can provide convergent evidence regarding the result of separability as well.
In this experiment, the same stimulus sets were used without the single-feature faces, with the same observers now making identifications for each of the four faces in their respective sets. The same individuals were used in order to keep the perceptual and decisional representations assessed in Experiment 1 constant for Experiment 2. Also, because DS will be assumed for the modeling analyses, Experiment 1 preceded Experiment 2 in the hope that the prior speeded classification judgments will encourage DS in the identification task (Goldstone, 1995) . Some indirect tests using signal detection analyses analogous to those described in the results of Experiment 1 can provide support for this assumption (Kadlec & Hicks, 1998) .
Method
Subjects. The same 4 observers as those from Experiment 1 participated in Experiment 2.
Stimuli and Apparatus. The four full-featured faces used for a given observer in Experiment 1 were used here. For example, the stimulus set for Observer 1 included faces with close eyes and thin mouth, close eyes and wide mouth, far eyes and thin mouth, and far eyes and wide mouth. The nose was always present but unchanging in all the stimuli for Observers 1 and 4. The mouth was always present but unchanging for Observers 2 and 3. The same computers, displays, and response boxes as those used in Experiment 1 were used here.
Procedure. Each observer served in one practice session and two experimental sessions. Each session consisted of six blocks of 92 trials each (total, 552 trials/session). Each stimulus occurred with equal frequency. On each trial, a variable foreperiod (exponential, with a minimum of 300 msec, a mean of 750 msec, up to 1,700 msec) containing a fixation cross drawn at the center of the screen was followed by the stimulus. The stimulus was on for 105 msec or less if a response occurred. If the observer did not make a response within 5 sec, the trial ended with no response recorded. Each face was associated with one of four buttons on a response box, which the observer had to press to indicate the identity of the face. The two leftmost buttons were to be pressed by the middle and index fingers of the left hand (going from left to right), whereas the two rightmost buttons were assigned the index and middle fingers of the right hand. The response and RTs (which are not analyzed 12 ) were measured.
Theoretical Analyses and Results
In an identification task, the data to be predicted by a model are response probabilities(or equivalently, response frequencies) given each stimulus (see Equation 1 ). The observed response probabilities (or frequencies) are summarized in an identification-confusionmatrix in which the rows correspond to the presented stimuli and the columns denote the observer responses. Identification-confusion matrices for all 4 observers are shown in Table 5 . Again, occasionally, the observer did not respond within the 5-sec trial window, leading to some rows summing to less than 276, the total number of stimulus presentations (see the Method section). Two types of analyses on these data were performed. First, two qualitative tests, one assessing PI and the other assessing PS (both assuming DS), were evaluated nonparametrically. Second, parametric analyses using signal detection estimates and hierarchical model fitting were conducted on each observer's data. The latter yields the most eff icient GRT model from which conclusions regarding separability and independence can be drawn. Analysis of the data from Observer 1 should be interpreted with caution, since this observer had difficulty discriminating the eye separation in this task (overall accuracy was 33%, chance is at 25%).
Qualitative tests for independence and separability: Sampling independence and marginal response invariance. Ashby and Townsend (1986) proposed two analyses of identification data that can be used to assess hypothesized perceptual properties. The sampling independence (SI) test confirms PI and DS. SI is a property of the data (rather than a theoretical construct) and can be evaluated directly from the confusion matrix. SI in stimulus A i B j holds if and only if
where R aibj denotes that response a i b j was given. The conditional probabilitiesfor other a i b j are defined analogously. In Theorem 1 of Ashby and Townsend, PI within A i B j and DS are shown to imply that SI holds for A i B j for all responses. Consequently, if SI is found in the data, support for PI is obtained. Conversely, if SI fails, PI and/or DS fails. Given that DS may be verified from other tests, such a failure might implicate a perceptual dependence. 13 Table 6 gives the outcomes for the SI test for each stimulus and observer. PS and DS can be assessed by using the MRI test from above. MRI, in an identification-confusion matrix, holds when the probability of correctly recognizing one component does not depend on the physical level of the otherthat is, for i 5 1,2, 
P(R
and for j 5 1, 2,
In Theorem 5, Ashby and Townsend (1986) show that PS and DS for both components A and B imply that MRI holds (both Equations 5A and 5B). 14 Table 7 gives the results of the MRI tests. Parametric analyses: Macrosignal detection and hierarchical GRT model fitting of identifications. Two types of parametric analyses assuming normality are employed here: the macroanalyses of Kadlec and Townsend (1992a; Kadlec & Hicks, 1998) , which will assess PS and DS together, and hierarchical GRT model fitting, which will provide estimates for the values of the detection parameters, including correlation. 15 The latter is especially of interest, given the finding of a failure of SI. The macroanalyses will provide convergent support for DS that was suggested by the MRI tests, an assumption that will be used in the model-fitting analyses. Because the SDT tests are parametric, they afford higher statistical power than the nonparametric tests (Kadlec, 1993) , which is useful given the acceptance of separability.
Macro SDT analysis. This set of analyses of performance in the identification task is exactly analogous to the signal detection analysis described in Experiment 1 for the speeded classification task. The principal difference is how the response cells of the confusion matrix are combined to arrive at the appropriate hit and false alarm rates in each of the d ¢ and c comparisons. Recall that, under the joint hypotheses of DS and PS for component A, d ¢ AB1 5 d ¢ AB2 and c AB1 5 c AB 2 , and similarly for component B. Consider the computation of d ¢ AB 2 , the (standardized) difference between the marginal density g A1B2 ( x) and g A2B2 ( x). If a hit is defined as correctly responding that A was at Level 2, identification responses R a 2b1 and R a 2b 2 are considered hits on component A. Hence, the hit rate is the observed proportionP(R a 2b 1 or R a 2 b 2 | A 2 B 2 ), and the false alarm rate isP(R a 2b 1 or R a 2b 2 | A 1 B 2 ). The detection parameters computed from the identification responses can be subjected to the same statistical tests as those described Appendix A. Table 8 lists the detection parameter estimates and the results of the statistical tests for equality needed to assess the two separabilities for each component.
Hierarchical modeling. Fitting a specific GRT model to an observed identification-confusion matrix consists of searching for values of the model's parameters so that the predicted probabilities(Equation 1) maximally match the observed response probabilitiesor frequencies (Wickens, 1982) . Appendix B outlines the technical details of this, together with information regarding computing various statisticalindices used in making inferences for nested and nonnested models.
The logic of hierarchical model fitting, as applied to the problem of understanding dimensional interactions, is as follows. To make the discussion concrete, consider the present two-stimulus component case, A 5 eye sep- aration (near or far apart) and B 5 nose length (short or long). The most general GRT model (assuming DS) allows all perceptual parameters and both decision criteria to vary freely. For four stimuli, this model has 22 free parameters (5 for each stimulus plus 2 decision parameters). However, the identification-confusion matrix has only 12 freely varying data cells 16 so this model would perfectly fit the data and, hence, be untestable. Consequently, a good place to start is at the most restrictive (reasonable) GRT model: one that assumes both PI and PS on both dimensions. From this point, different GRT models can be developed in which one or more of the restrictive assumptions are relaxed. Figure 6 depicts a hierarchy of possible GRT models that can be fit to a 16-cell confusion matrix of response frequencies. At the top of the figure is the GRT model that assumes PS and PI. From that, if the assumption of PS on one of the dimensions-say, nose length (B)-is dropped, the more general model PS B , PI, would result. Alternatively, the independence assumption can be relaxed by allowing a correlation between the perceptual dimensions that is the same value in all of the stimulus representations (PS, one correlation, r). The models in the upper part of Figure 6 are nested within models in the lower part if they can be connected by traveling down a path of arrows. That is, an upper model that is connected to a model in the lower part of the figure is a special case of the latter, in which some of the parameters have been fixed. The models at the bottom of the figure are the most general possible, given the number of degrees of freedom in the data. The two models on the lower rightmost branch are included for completeness but are difficult to interpret psychologically. One assumes an equal difference in means for one dimension across levels of the other (for both dimensions) and one common variance. This model allows the correlation to be different across stimuli. The other model simply assumes that the means form a rectangle in the perceptual space. For all models, without loss of generality, the mean of stimulus A 1 B 1 is assumed to be (0, 0), and the variances are set equal to 1. 17 This nesting of models allows us to determine whether the assumptions of PS and PI are warranted. This is possible because one can test whether relaxing the assumptions (by allowing the relevant parameters to vary) significantly improves the fit of the model to the data (see Appendix B). Hierarchical modeling analyses were performed on the identification data of all 4 observers. Table 9 gives the fit statistics, including percentage of variance accounted for given each model in the hierarchy in Figure 6. For models that are nested within another, results from the chi-square test described in Appendix B are listed in Table 10 .
To choose the best model for an individual observer, we start with the model that has the smallest Akaike's (1974) information criterion (AIC; See Appendix B). Following this choice, the c 2 tests were consulted to determine whether this model significantly improved fit over models nested within it ( p < .1). When the likelihood ratio tests were combined with AIC, the best model for Observers 2, 3, and 4 assumed PS on both dimensions and a correlation between the features that was constant across faces. This model was especially successful for the Observers 2 and 3, whose relevant features were eye separation and nose length. The improvement was only marginally significant for Observer 4, whose features were farther apart on the face (eye separation and mouth width). For Observer 1, the model that assumed an equal difference in means for one dimension across levels of the other and one common variance best described the data. This model allowed the correlation to be different across stimuli. However, because accuracy was low for this observer, caution should be given when interpreting the model fits. Contours of equal likelihood for the best model are graphed in Figures 7A-7D for each observer. From these figures and associated parameter estimates in Table 11 , the nature of the perceptual representation of these faces, as experienced in this task, can be seen.
Discussion
SI fails for the features of eye separation and nose length (Observers 2 and 3) and is marginally rejected for eye separation and mouth width. This implies that either PI or DS does not hold. MRI invariance is strongly supported for both pairs of components for most observers (except Observer 1, whose accuracy was very low). This finding corroborates the conclusions of PS and DS found in Experiment 1. Separability is also strongly supported by the failure of any of the relevant detection parameter comparisons to yield significance. Given these latter two observations, the failure of SI is likely due to the presence of a perceptual dependence, especially for eye separation and nose length, rather than a failure of DS. 18 The model fits strongly supported PS, in agreement with the other analyses. Table 10 illustrates that the central source of the improvement in fit for some of the more general models is the relaxation of the PI assumption, which, as is shown in Table 11 , was due to a negative correlation between the separation of the eyes and the other manipulated feature, nose length or mouth width. Intuitively, this means that the farther apart the eyes appear for an individual face (variability is due to perceptual noise), the shorter the nose or the narrower the mouth is sampled to be. The largest correlations were for Observers 2 and 3. A smaller correlation between eye separation and mouth width was found for Observer 4. Thus, a perceptual interaction, in the form of a perceptual dependence, in fact did emerge for the facial features used in the present experiments.
GENERAL DISCUSSION
The speeded classification judgments of Experiment 1 indicated that the PS and DS for pairs of facial features -eye separation and nose length or eye separation and mouth width-held when accuracy and RTs were analyzed. For the latter measure, the entire cumulative distribution function was examined, in which any difference (e.g., variance) between RTs for judgments along one dimension across levels of the other could be detected. Existence separability, which evaluates invariance of perception of one attribute when the presence or absence of the other attribute varies, did not hold for either dimension pair. PS and DS were confirmed by the nonparametric tests, the signal detection analyses, and the model fits performed on the identification data, using the same observers and stimuli as those in Experiment 2. The iden- Note2InL, minus log likelihood; AIC, Akaike's information criterion; %var, percent of variance accounted for by model. For the GRT models: PI, perceptual independence, PS, perceptual separability (when followed by a letter, PS on that dimension only), One r assumes a common, equal correlation between dimensions across all stimuli, Equal μ, s 5 1 assumes an equal distance between means on a given dimension across levels of the other dimension with all variances 5 1, μ rectangle assumes the means form a rectangle, but the variances are allowed to vary. Decisional separability and equality of variance on a given dimension across levels of that same dimension are assumed throughout. Observers who experienced the same set of dimensions are grouped together (e.g., Observers 1 and 4). Note-H 0 : Restricted model is adequate. † indicates p < .01, *p < .05, **p < .01, ***p< .0001. tification data, however, revealed the presence of a withinstimulus perceptual dependence. From an examination of the best-fitting model, this dependence was a negative correlation, which was especially large for the features of eye separation and nose length, the pair of features closest in spatial proximity.
The failure of existence separability bears much resemblance to the phenomenon in face recognition referred to as the face superiority effect (Homa, Haver, & Schwartz, 1976; Tanaka & Farah, 1993) . This is the finding that observers are better able to perceive attributes or recognize individual features of previously seen features when the features are in the context of a whole face rather than in isolation. If the RT distributions for the wholeface trials (i.e., the combined RTs) in Experiment 1 had always been greater (i.e., faster) than those for the single- feature case, this effect would have been essentially replicated. However, an examination of Figures 5A-5D shows that there is little systematicity in the distribution orderings even within an observer. In addition, the criterion shifts found in the detection analyses were not consistent across features within or across observers either. There is, at present, no explanation for this lack of systematicity.
Much of the literature on face perception argues that faces are encoded as configurations in which the relations between features is the primary currency used in the perceptual representation. This view was often inferred from the disproportionately deleterious effects of inversion on recognition memory for faces, relative to other stimuli (Farah et al., 1995; Valentine, 1988; Yin, 1969) and the relative recognizabilityof parts of a face in whole faces (Tanaka & Farah, 1993) . These kinds of effects have been shown to hold for other stimulus types when expertise of recognition for them has been developed (Diamond & Carey, 1986) . Consequently,that PS and DS was obtained here appears to be somewhat surprising. However, the task demands of the speeded classification task, which include the instruction to selectively attend to one component, are, in a sense, pleas for DS (see also Farah et al., 1995 , for a similar result).
The finding of a within-stimulusperceptual dependence in the present study is quite consistent with the notion of configural or relational encoding of an individual face. 19 Ashby (1989 ) and, recently, Kadlec (1999a have suggested that, when a correlation exists, the titled axes of the contour can be interpreted as an "emergent" or "configural" feature, as in principal component analyses. In the case of eye separation and nose length, this emergent feature could be the area of the triangle determined by the feature placements and the conservation of this area across perceptual samples of an individual face. The fact that features that are nearer to each other generated a larger correlation seems to suggest that spatial proximity mediates the configural encoding. That is, the face may not be encoded as a pure configuration or unitary whole that might predict relationships across facial features to be of the same strength regardless of location. Rather, the encoding is of the separate features (or areas) of the face, with spatial information registered.
The level of interaction,in terms of specificity, is limited to the processing of an individual face, rather than the categorization across faces. That is, if the results found here are correct, one's ability to evaluate, say, the size of human noses across faces is not affected by the physical characteristics of the other features. However, the perception of an individual nose is contingentupon the perception of the displacement of the eyes (similarly for the mouth, but to a lesser degree). A process model that is consistent with this interpretation would assume that separate channels for facial features (or areas as in receptive fields) exist but that there is significant crosstalk between them (Ashby, 1989 (Ashby, , 2000 . The degree of crosstalk between the channels is a function of the spatial proximity of the features in the stimulus. The validity of a model could be assessed by methods of identifying architecture Townsend & Thomas, 1994) with some recent results regarding the efficiency of processing in different architectures (Townsend & Nozawa, 1995) . The results reported in this experiment place constraints on how the information in these architectures would have to be represented. 
NOTES
1. Decisionally separable decision criteria are not all that is possible. One class of decision criteria that is important is the class of optimal criteria, often defined as those that maximize accuracy in a typical experiment (i.e., in the absence of payoffs and with equal prior probabilities). In an identification task, given a perceptual effect (x, y), an observer responding optimally would select the stimulus label associated with the largest probability density value. The optimal decision strategy often does not satisfy DS (Ashby & Gott, 1988) .
2. Other conditions besides the one described here are usually included in a typical Garner classification task (Garner, 1974) . However, in order to be meaningfully applied to tests of separability, these conditions require auxiliary assumptions, such as unlimited capacity and no context effects , and, hence, are not discussed here.
3. This is essentially an extension of Theorem 5 of Ashby and Townsend (1986) and Theorem 2 of . The proof of Equation 3a is straightforward, given the definition of existence separability and noting that For Equation 3b, the proof is almost exactly the same as in Ashby and Maddox's Theorem 2, with the additional integral where T 2 is the time to respond A was at Level 2, inserted in the next to last line (Ashby & Maddox, 1994, bottom of p. 457 ), x c is the common decision bound, and h 21 (t) entails the RT-distance hypothesis.
4. Even though the theory accounts for errors, it is certain that guessing has also occurred. Assuming that guessing occurs on trials for which the observer has no stimulus information, then for any stimulus, there is equal probability of emitting each response, and the RTs are simple RTs. Consequently, guessing trials would yield results consistent with separability. Because fewer errors overall occurred than correct responses, a disproportionate amount of the former would be due to guessing. Hence, the RT data from errors may yield an unacceptably high probability of accepting the null hypothesis of separability.
5. These predictions were assessed by a Kolmogorov-Smirnov (K-S) test for the equality of distributions (Seigel & Castellan, 1988) . One determines the time, t, for which the two cumulative RT distributions are maximally different. The difference in cumulative proportion, D, is converted to a test statistic,
where n 1 and n 2 are the number of observations in each distribution, respectively. This X 2 follows a chi-square distribution with 2 degrees of freedom for large sample sizes. 6. This combining procedure was done because there does not appear to be available a generalized K-S test for more than two groups.
7. In tests of equality of (binomial) proportions,the test statistic is defined as where p 5 (r 1 + r 2 ) / (n 1 + n 2 ), n i is the number of trials used to estimate p i , and r i is the number of "successes" within those trials used to compute p i . Under the null hypothesis, this z follows a standard normal distribution (Ott, 1993) . Table 3 summarizes the results of the MRI tests. Note that since the probability of an a 1 response given a stimulus is 12 the probability of an a 2 response, it is sufficient to test Equations 2B and 3A on only one classification response. Again, for the assessment of existence separability, responses were combined in the two-feature case to obtain one proportion.
8. Although a number of "nonparametric" bias indices supposedly exist, deeper study into some reveals that either they really are parametric or they are not good indices of bias by other considerations of what a bias measure should be (Macmillan & Creelman, 1990) .
9. The right equality is simply a restatement of Proposition 1a of Kadlec and Townsend (1992a) , noting that existence separability implies PS. The left-hand side follows, since existence separability is defined as
In the Gaussian case this is equivalent to μx A i 5 μx A iB1 5 μx A iB2 and s xA i 5 s xA iB1 5 s xA i B1 , which immediately implies the result (regardless of whether one assumes a common variance across levels of A).
10. The proof of this proposition follows the same line of argument as in the proof of Proposition 2a in Kadlec and Townsend (1992a) .
11.
Marginal p values are difficult to interpret, although the high number of observations suggest that power, even in these cases, is likely to be high as well.
12. Pilot data from a simple RT task indicate that the first fingers of each hand have similar motor time distributions but that significant and unpredictable differences exist for other fingers. Because the identification task requires four unique responses and, hence, fingers, it was believed an analysis of RTs would be too contaminated by these motor differences.
13. One uses a standard two-by-two (two components and two levels, each yielding four responses for each stimulus) chi-square contingency table test to evaluate SI. To illustrate this, the sum of the probabilities in the first bracket on the right side of Equation 4 is simply the aggregate proportion of a 1 responses for stimulus A i B j , and the second sum is simply the proportion of b 1 responses. For Observer 4, given stimulus A 1 B 1 (close eyes, thin mouth), the observed proportion of close eyes responses is the sum of the first and second columns in the first row of this observer's confusion matrix (159 + 74) divided by the total number of stimulus A 1 B 1 presentations (276), which is equal to .844. The proportion of thin mouth responses is the sum of the first and third columns divided by the row total, .699. SI holds if the product of these two proportions (.590) is (statistically) the same as the proportion of a 1 b 1 responses, .576 as determined by a chi-square test with 1 degree of freedom. For the 2 3 2 case, verification of Equation 4 implies that all other response combinations for that stimulus will be verified as well. This is because the row and column proportions sum to one.
14. The sum of the probabilities on the left-hand side of Equation 5A assessing MRI is the proportion of correct a i responses when component B is at Level 1, and the sum on the right is the proportion of correct a i responses when component B is at Level 2. For Observer 4, focusing on separability for the A component for stimuli with A at Level 1 and B at Level 1, the first sum is found from columns 1 and 2 of the first row in the confusion matrix relative to the row total (233 / 276 5 .844). The second sum (i.e., B is at Level 2) is found from the first two columns of the second row of the confusion matrix (241 / 276 5 .873). These two proportions are compared, using a z test for proportions, with the null hypothesis of equality supporting separability of the A component, as described in note 10.
15. Kadlec and Townsend (1992a) discuss assessing PI by using a microsignal detection analysis applied to identification data in which various conditional detection parameters can be estimated. This would be especially useful if independence was supported by the nonparametric SI test. Given that SI failed and that the MRI tests, together with the macrosignal detection analyses reported in this section, indicated that From Gourevitch and Galanter (1967) , the variance of d ¢ is approximated by
where NA iB1 is the number of trials in which A i B 1 was presented and
the value of the density function of the standard normal variate at z. Miller (1996) provided an exact formula for the variance that requires significant computational efforts to compute. He found, however, that for N > DS holds, we can conclude that perceptual dependence exists. Hierarchical GRT modeling is better at diagnosing the sign and magnitude of this dependence (Kadlec, 1993; Kadlec & Townsend, 1992a, p. 355) than are the microsignal detection analyses. Hence, it was felt that these tests would be redundant and unnecessary. 16. The number of degrees of freedom in an r 3 r confusion matrix is r 3 (r 2 1) because the row proportionssum to 1. Here, r 5 4 stimuli, so the 4 3 4 matrix yields 12 degrees of freedom. A model with as many or more parameters than degrees of freedom in the data will fit the data perfectly.
17. This restriction on the variance assumes that the (marginal) variance on a given dimension is the same across levels of that dimension [i.e., s X 2 (A 1 B j ) 5 s X 2 (A 2 B j )]. If only two levels of a dimension are sampled (as in the present case), discriminability differences owing to unequal variances are not identifiable from those caused by changes in the means.
18. Despite all the evidence marshaled in support of DS, one reviewer still questioned its use in the model-fitting analyses. It is true that the joint occurrence of a specific form of perceptual integrality (mean-shift; Macmillan & Ornstein, 1998) and nonorthogonal decision bounds, whose angle matches exactly the angle formed by the parallelogram of means, could produce the entire constellation of results. The unlikeliness of obtaining exactly this configuration seems too great. Another difficulty with allowing for nondecisionally separable bounds in modeling of the identification data has to do with choosing what form of nonseparability to investigate. The only a priori justifiable choice is that of optimal responding. Consequently, all the models of Figure 6 were refit, assuming an optimal decision strategy (i.e., one that maximizes accuracy). Because, in all cases, the best likelihoods obtained were so inferior to those obtained assuming DS, even accounting for the differing number of parameters, this decision strategy could be discounted.
19. It should be noted that the across-stimulus integrality observed in the MDS configuration obtained by Sergent (1984) may be related to the within-stimulus dependencies revealed here. Ashby and Perrin (1988) established the mathematical relationship that exists between Euclidean MDS and the GRT. They found that MDS is equivalent to a GRT model that assumes within-stimulus independence. The only way for MDS to accommodate any failures of PI is to displace the means and/or variances within a dimension across stimuli-that is, to exhibit a perceptual integrality. 100, the Gourevitch and Galanter approximation was quite accurate. Because all Ns are nearly 240, the computationally simpler formation is used here. For the data obtained here, (Macmillan & Creelman, 1990) , and this can be used as the variances in the formula for G above.
To assess existence separability,trials from two whole-face stimulus presentations in which the relevant dimension is held constantare combined to compute a component d ¢ to compare with the single-featured¢. 
APPENDIX B
One measure of a model's fit to identification data is the likelihood function. For an r-row 3 r-column confusion matrix, the likelihood, L, of the data, given the model, is
where n i is the total number of trials stimulus i was presented, f ij is the observedfrequencywith which Response R j was given on trials when Stimulus S i was presented (the entry for cell i, j in the obtained confusion matrix), and P(R j | S i ) is the model's predicted response probability for Response j and Stimulus i. Often, for computational convenience, the logarithm of Equation B1 can be used to find the best fitting parameter values,
To fit a specific model to identification data, one uses an iterative routine that searches through the possible parameters values so that Equation B2 is maximized (Wickens, 1982) . So long as the number of parameters is less than the degrees of freedom in the confusion matrix, any model can be fit to identification confusions in this manner. One important aspect of Equation B2 needs to be mentioned. If n i or f ij is very large (e.g., greater than 170) for any i or j, the factorials cannot be computed on many computers. An alternative fit function that can be used that yields equivalent parameter estimates is the middle term of Equation B2, This is the only part of the log-likelihood function that depends on the parameters of the model (Takane & Shibayama, 1992) . When this term is substituted into the chi-square and AIC formulas (see below), there is no effect on the outcome of the model selection process, because the other terms in the equation are constant across all of the models. For details on the numerical aspects of how this fit statistic was maximized, see Ashby (1992) and Ashby and Lee (1991, Appendix) . An alternative algorithm can be found in Wickens (1992) .
Another measure of fit is based on the sum of squared deviations (SSE) between the observed frequencies and the predicted frequencies summed over all the cells in the confusion matrix, where f ij is the observed frequency with which Response R j was given on trials when Stimulus S i was presented (the entry for cell i, j in the obtained confusion matrix) and f ij is the model's predicted frequency for that cell. The test statistic for nested models based on SSE is an F obs ,
where df M i is the degrees of freedom associated with model M i . Under the null hypothesis that the restricted model, M 1 is correct, this statistic follows an F with numerator degrees of freedom (df M 1 2 df M 2 ) and denominator degrees of freedom df M 2 .
One problem with SSE is that a deviation between predicted and observed frequencies of a certain size contributes equally to the measure of fit, regardless of the absolute frequency in the cell. For instance, a deviation of 10 observations has the same effect on SSE whether the cell has 5 or 500 observations. However, a discrepancy between 5 and 15 seems more important than a discrepancy between 500 and 510. Likelihood does not suffer from this problem and is, by some, preferred (Nosofsky & Smith, 1992) .
More general models will always fit better in the absolute sense, but the maximum-likelihood procedure allows a statistical hypothesistest, a likelihood ratio test, to determine whether the improvement from the extra complexity of the more general model is capturing real aspects in the data or whether the simpler, more parsimonious model provides an adequate description. Suppose two models, M 1 and M 2 are nested, in that M 1 is a special case of M 2 . Let L i be the likelihood associated with M i (Equation B2). The null hypothesis for this test is that the special case model is correct. The test statistic X 2 is defined from the likelihood ratio L 1 / L 2 to be Under the null hypothesis,this statistic asymptoticallyfollows a c 2 distributionwith degrees of freedom equal to the difference in the number of free parameters between M 1 and M 2 . In the present context, if M 1 assumes PI or PS but M 2 does not and the likelihood ratio test rejects the null hypothesis, we can conclude that PI or PS does not hold for those data.
The likelihood ratio test is useful when models are nested with respect to one another, but as can be seen in Figure 6 , many models are not nested (e.g., PS B , PI is not nested in PS, one r). In this case, the choice of which model is better depends on whether they have the same number of parameters or not. If two models have the same number of parameters (e.g., PS A , PI and PS B , PI), the one with the largest likelihood is preferred. If nonnested models differ in number of parameters, a measure of goodness of fit that takes this difference into account is AIC. Each model has an associated AIC that is a function of its likelihood, L, and number of parameters, n, AIC 5 22lnL + 2n. One computes an AIC for each model in question and chooses the one with the smallest AIC as the "best" one. 
