ABSTRACT Reinforcement learning (RL) is an important machine learning paradigm that can be used for learning from the data obtained by the human-computer interface and the interaction in human-centered smart systems. One of the essential problems in RL algorithms is the value functions. Value functions are usually estimated via linearly parameterized value functions. Prior RL algorithms that generalize in this way required learning times tuning the linear weights leaving out the basis function. In fact, basis functions in value function approximation also have a significant influence on the performance. In this paper, a new adaptive policy evaluation network based on recursive least squares temporal difference (TD) with gradient correction (adaptive RC network) is proposed. Basis functions in the proposed algorithm were adaptive optimized, mainly aiming at the widths. In the proposed algorithm, TD error and value function were estimated by RC algorithm and value function approximation. The gradient derived from the squares of TD error was used to update the widths of basis functions. Therefore, the RC network can adjust its network parameters in an adaptive way with a self-organizing approach according to the progress in learning. Empirical results based on the three RL benchmarks show the performance and applicability of the proposed adaptive RC network.
I. INTRODUCTION
As one category of machine learning problems and methods, reinforcement learning (RL) has attracted more and more researchers' attentions for the last decades and has been applied in many areas, such as manufacturing system [1] and shared-taxi system [2] . The best way for intelligent system to complete complex task under uncertain environment is to have online learning as well as human-computer interaction. How to construct such a theoretical architecture, which combines machine learning and human-computer interaction together, is of great importance in academic and application. In the existing learning algorithms, RL explicitly emphasizes interacting with the environment and take environment as a part of learning system. This flexible interactive learning structure provides the possibility for the intervention of human-computer interaction. Data that necessary for RL process can be obtained from human-computer interaction. RL aims to solve sequential decision-making problems, namely learning what to do best [3] . These problems can be modeled as Markov decision processes (MDPs). There are two main parts in typical RL problems: agent and environment [20] , as shown in Fig. 1 . RL is a process to find optimal policy. Policy is what action agent takes. Under the current policy, an action determined by agent makes state transition. Meanwhile, agent receives an immediate reward. Agent learns optimal policy via maximizing reward. Policy iteration (PI) is one of the main methods in RL to solve MDPs [4] . PI consists of policy evaluation and policy improvement [5] . Policy evaluation usually depends on value function. Value function is the accumulated rewards an agent will receive under policy [6] and often calculated by value function approximation (VFA). The reason for calculating the value function of policy is to help find better policies. The process of seeking better policy is policy improvement, usually by making it greedy with the value function of the previous policy. A sequence of monotonically improving policies can be obtained during policy evaluation and policy improvement performing by iteration. And an optimal policy can be obtained until the process converges. Therefore, it is a critical issue to find a precise policy evaluation method.
The class of temporal difference (TD) algorithms [7] was developed to provide reinforcement learning problems an efficient way to evaluate the policy. These methods can be divided into two categories, gradient-based and least-squaresbased algorithms [8] with linear VFA. Gradient-based TD algorithms consist of off-policy TD [9] , off-policy gradient based TD (GTD) [10] , off-policy TD with gradient correction (TDC) [11] and so on. Meanwhile, least-squares-based TD algorithms include least-squares TD (LSTD) [12] and least-squares TD with gradient correction (LSTDC) [13] . Compared with gradient-based methods, least-squares-based algorithm has a better usage of samples, but its computation complexity is higher for calculating inverse matrixes. To settle this problem, recursive method was applied to find the inverse matrixes, such as recursive LSTD [14] .
Similarly, recursive method was adopted in LSTDC, that is recursive least squares temporal difference with gradient correction (RC) [15] . Based on multi-step recursive least squares method, the computation complexity of algorithm descends from O(n 3 ) of LSTDC to O(n 2 ) of RC. This algorithm synthesizes the advantages of two types of methods in the least squares framework. Recursive method reduces the computation complexity, while the least squares make full use of samples. Hence the algorithm not only convergences faster and more stable, but also is lower sensitive to parameters.
In the above algorithm, the value function approximation has a significant impact on performance of algorithm. In the last decade, many researches devoted to studying the value function approximation [30] , [31] . Binary basis function [3] , radial basis function (RBF) [16] and wavelet basis function [17] and other basis functions were applied as basis function of value function approximation. Parameters within these basis functions influence the generalization performance. In general, the center of basis function can be determined by the problem to be solved. The widths of basis function are usually tuned by experiences. In some simple cases, appropriate values of the widths can be found by trial and error. However, it is very difficult to seek satisfied widths for complicated problems.
In this paper, an adaptive policy evaluation network based on recursive least squares temporal difference with gradient correction (adaptive RC-network) is proposed to highlight the adaptive optimization of basis function in RC algorithm. In the proposed algorithm, RBF neural network is used as value function approximation, where the widths in RBF are tuned automatically. Specifically, the value function and TD error are estimated by value function approximation and RC algorithm. The TD error is back propagated to update the widths in basis function. In this way, the optimal widths in basis function can be obtained automatically, which leads to better generalization performance and more accurate estimation of value function approximation. The proposed algorithm combines the advantages of adaptive network learning and reinforcement learning. Compared with traditional RC algorithm, it has the ability of self-adaption. Simultaneously, the proposed algorithm inherits the advantages of RC in computation complexity and convergence performances. Convergence analysis of the proposed algorithm and experimental results are given to proof our method.
The rest of this paper is design as follows: in section 2, the preliminaries about reinforcement learning are presented. In section 3, the adaptive RC-network architecture is described firstly to have a whole idea. Next section will give the specific algorithm of adaptive RC-network and the convergence analysis. Section 5 provides the experimental results taken by adaptive RC-network. The last section is the conclusion and future work of this research.
II. PRELIMINARIES
Reinforcement learning problem can be modeled by Markov decision processes (MDPs) [18] , [26] . MDPs can be divided into two types: continuous and discrete one. A discrete MDP is also called finite MDP. The theoretical deductions and analysis in this paper are based on continuous MDPs problems. For the convenience of interpretation, the discrete form is tested in this paper. In addition, the algorithm for discrete MDPs can be generalized to continuous MDPs.
An MDP is defined by a tuple {S, A, P, R}, where S is the finite state space of process, A is a set of available actions, P is the transition function, R is a reward function. At the time-step t, the system is at state s t , and the agent executes the action a t , then the system moves to next state s t+1 with a transition probability p(s t , a t , s t+1 ) and obtains the immediate reward r t . The mapping from S to A is the policy usually denoted by π (a|s).
For a given policy π , there is a value function V π (s) that gives a measure of long-term performance during the learning process. It is defined as the expected discounted sum of the rewards in future [19] : [20] . Given the policy π and the initial state s 0 , the state value function is defined as (1) . When dealing with learning control problems, the discounted rewards are not only related to states, but also related to actions. Therefore the state-action value function Q π (s, a) is designed as follow [19] :
Both the value function V and action-value function Q can be used in RL, which are satisfied with an affine relationship named as Bellman equation. Here V is taken as an example:
where T π is the Bellman operator,R is the reward vector including all immediate reward r t , P π is the transition probability vector, and V π is a vector including all states. All the parameters and vectors mentioned above are under policy π . In real-world problems, the number of states and actions may be very large or even continuous, which gives rise to ''the curse of dimensionality''. This entails a great challenge to represent the policy. To settle this issue, VFA is applied to construct a projection operator on the hypothesis space to estimate the true value.
∈ R |S|×n is the feature matrix and θ ∈ R n is the corresponding linear parameter vector. Accordingly, the value function can be represented as
III. ADAPTIVE RC-NETWORK ARCHITECTURE
In this section we propose a new adaptive policy evaluation method through a neural network way, termed adaptive RC-network. The architecture of adaptive RC-network is schematically depicted in Fig. 2 . There are two fundamental parts of adaptive RC-network: one is that RC algorithm [13] is applied to solve the linear parameter vectors for both value function and TD error, through a structured neural network; the other is that TD-error is back propagated to tune the rest hidden parameters of the network. The network adopted here is a three-layer radial basis function (RBF) network. Each layer is described in Fig. 2 . Layer 1 is an input layer. Each node in this layer stands for an input state s i , and the number of input nodes equals the dimension of the state. The input vector is conveyed to the next layer directly. Layer 2 is a hidden layer and the transfer function of the hidden units is commonly chosen as a Gaussian function as follows:
where c j and σ j are the center and the width of the Gaussian function respectively. These two parameters have significant influence on the output of the network, that is, the value function and TD error in reinforcement learning. In conventional way, these two parameters are set manually based on experience. In this paper, gradient descent is used to seek the optimal value of the width of the Gaussian function, which facilitate the algorithm implementation. Specific algorithm will be introduced in next section. Layer 3 is an output layer. This part consists of value function and TD error. The value function is used to policy evaluation, and the TD error back propagated corrects the width of the Gaussian function.
It is noted that the architecture of network in traditional reinforcement learning is fixed. Researchers have to do many experiments to adjust network for optimal performance. Method proposed in this paper is to adjust the network architecture adaptively according to TD error correction.
IV. ADAPTIVE LEARNING ALGORITHM OF RC-NETWORK
In this section, two main parts of proposed algorithm are introduced. First, RC reinforcement learning [15] is adopted to acquire value function estimation and TD error. And optimization of the parameter is conducted by gradient of TD error for the network learning.
A. RC REINFORCEMENT LEARNING
RC is an innovative reinforcement learning algorithm combining of the advantages of both gradient-based and leastsquares-based TD algorithm for policy evaluation [16] .
In RC reinforcement learning, mean-square projected Bellman error (MSPBE) is taken as objective function, which measures the distance between the value of linear parameter vector θ and real TD fixed point. MSPBE can be described and expanded through defining the projection operator [19] , [21] as follows:
where D is a non-negative diagonal matrix weighting the distribution over states. VOLUME 6, 2018 For convenience, an auxiliary modifiable parameter vector ω is set as [10] , [22] :
For the sake of minimizing the MSPBE, the negative gradient as follows on linear parameter vector θ is deduced by substituting Bellman equation and VFA into (6):
where P the transition probability vector, ∈ R |S|×n is the feature matrix of the following state, u is the unique TD fixed point.
However, both matrices D and P are unknown in most of real-world problems when the environments are complex. To work out this equation, sufficient sample during the interaction between the agent and the environment are used to estimate the gradient instead. In this way, the unknown parts in the (8) can be replaced with observation samples from the process.
Assuming that the negative gradient in (8) is zero, the fixed point of the linear parameter vector θ can be analytically calculated as
where a l2-norm regularization εI is added,˜ ,˜ are the feature matrix of observation samples. Similar to linear parameter vector θ , another l2-norm regularization term is introduced for auxiliary modifiable parameter vector ω. Let θ equal u in the fixed point, then ω can be obtained as follows:
For the convenience of calculation, the joint parameter vector ρ = θ T , ω T is defined. Assuming thatG k ∈ R 2n×2n , h k ∈ R 2n×1 , the incremental updating formula in time-step k is depicted as
whereG 0 = εI 2n×2n ,h 0 = 0 ∈ R 2n×1 are initial vectors. As is shown in (11), calculation of the matrix inverse is necessary, which leads to more computation complexity. For the sake of more efficiency, the Sherman-Morrison formula is used to solve the inverse recurrently.
Lemma 1 (Sherman-Morrison): Assume that matrix A ∈ R n×n is invertible and that u, v ∈ R n×1 satisfy 1 + v T A −1 u = 0. Then:
where u and v are n-dimension vectors.
By applying Lemma1 twice, inverse ofG k can be worked out through the trick proposed in [10] .
Incremental update representation for ρ andh k can be described as [15] :
where 
B. NETWORK LEARNING
The network learning in this paper mainly indicates the parameter learning of the network, including the connection weights between the hidden layer and the output layer, and the widths of the hidden units, which are tuned online. One feature of the network learning is that tuning is conducted by TD error, which is simultaneously calculated by RC reinforcement learning in last section. The TD error is the temporal difference of the value function between two sequential states as follows:
where s t , s t+1 are the states at time t and t + 1, respectively, r t is the reward function and γ is discount factor. As mentioned in last section, parameters of network are updated by minimizing the TD error. To this end, an objective function J is defined as follows:
In addition, the widths of network can be tuned by utilizing the gradient descent algorithm in the following way:
where α σ is the learning rate, which are ranging from 0 to 1. In addition, the weights of network are then updating by LSTD again [12] .
The adaptive RC-network algorithm is presented as the following Algorithm 1.
C. POLICY ITERATION BASED ON ADAPTIVE RC-NETWORK
In this part, a policy iteration method based on adaptive RC-network is proposed as an application in control learning problem. Policy iteration aims to seek a sequence of policies that are gradually improved via an iterative process. There are two parts in policy iteration: policy evaluation and policy improvement. In this paper, adaptive RC-network algorithm is used to evaluate the current policy; that is, calculate the Compute ρ k ,h k as in (13) and (14)
kb k as in (18); 9 until stopping condition is reached.
state-action value function, and then the greedy policy is applied to make the current policy improved.
The process of policy iteration begins with an arbitrary exploration behavior policy π 0 , and a set of samples generated from π 0 are collected as {s t , a t , r t+1 , s t+1 , a t+1 }. The algorithm computes the Q-function under current policy. Following by policy improvement, a new policy is chosen by greedy strategy. And the samples are updated by this improved policy. The iteration repeats until stopping conditions is reached. In general, the stopping conditions consists of two main types. One is setting the maximum number of iterations. The other is stopping when the algorithm converges. In this paper, both two conditions are used.
The algorithm of policy iteration based adaptive RC-network is described as follows:
Algorithm 2 Policy Iteration Based on Adaptive RC-Network // ε : regularization parameter // γ ∈ [0, 1]: discount factor // π 0 : initial policy 1
Generate samples {S} following initial policy π 0 2
Iteration n = 0 3 repeat 4 n = n + 1 5Q π n ← adaptive RC-network in algorithm 1 6 Policy Improvement π n = arg max a Q π n−1 (s, a) 7
Replace {S} with {S 1 } according to π n 8 until policy iteration stopping condition is reached
D. CONVERGENCE ANALYSIS
The convergence of the policy iteration based on adaptive RC-network depends on the convergence of three parts. One is the convergence of network learning by gradient descent. Second is the convergence of RC algorithm and the last is the convergence of approximate policy iteration based on adaptive RC-network. First, some assumptions, conditions and lemma are introduced. Assumption 1 (For MDP [10] , [21] ): In the circumstances of a fixed policy π , the MRP is finite and compatible, and the reward function satisfies E[r 2 k |s k ] < ∞. [10] , [21] ): With having full rank, the basis function can be ∀k, E[φ 2 k ] < ∞.
Assumption 2 (For Basis Function
First, RBF neural network are updated by gradient descent. The objective function is square of TD error as in (16) . As is known to us, this objective function is a convex function without negative value and has a smallest value, that's zero. Therefore, the gradient descent is applied to seek the optimal value making the objective function zero. If and only if this value is achieved, the objective function is minimized, that's to say, the TD error is zero. To tune the width of network, the partial derivative of the objective function to this parameter is computed according to (17) . According to the reduced results, the width σ can reach an optimal value via gradient descent. During the updating computation, the TD error is supposed to known in (17) . As is depicted in (10), ω can be explained as linear parameter vector to estimate the TD error. If the sample is toward infinity, the estimate is an unbiased as
Consequently, the TD error can be calculated as following
And the updating of the widths of network can be computed as
At this point, the convergence of the network updating can be ensured by gradient descent. On the other hand, the convergence of RC algorithm is demonstrated in [15] on the condition that above conditions are satisfied.
Because initial policy is stochastic and the basis function is set finite, the assumption 1 can be easily met. In terms of network, Gaussian function is applied as activation function so that the basis function is full rank. In addition, the outputs of network are limited. In this way, assumption 2 is satisfied as well. If the samples approach to infinite, RC algorithm can be confirmed to converge according to [15] under these assumptions. What's more, due to the utilization of lemma 1, condition 1 is supposed to be satisfied. As a result, the adaptive RC-network algorithm proposed in this paper is converged. [25] ): Let π 0 , π 1 , . . . , π n be a sequence of policies generated by policy iteration algorithm and letQ 1 ,Q 2 , . . .Q n be the corresponding approximated value functions. Let β be a positive scalar that bounds the errors between the approximate and the true value functions over all iterations:
Lemma 2 (For Policy Iteration
Then, this sequence eventually produces policies whose performance is at most a constant multiple of β away from the optimal performance:
There are two sections in policy iteration: policy evaluation and the greedy policy improvement. On account of Lemma 2, the policy iteration based on adaptive RC-network is converged.
V. EXPERIMENTAL RESULTS
In this section, several RL benchmarks are used to demonstrate the performance of the adaptive RC-network. The performance of proposed algorithm is compared with baseline algorithm LSTD in [12] .
A. 20-STATE MARKOV CHAIN PROBLEM Fig. 3 shows a 20-state Markov chain. There are two actions at each state, turning right or left with stochastic probability. Furthermore, a failure probability 0.1 is set for each action. The reward can be only given as +1 at first state and last state, and the rewards in other states are 0. A set of samples or experiences are gathered in form of four-tuples s, a, r, s with the equal probability to right or left at each state.
The settings of LSTD algorithms are summarized as follows: a feature vector φ (x) consists of 4 Gaussian functions as the basis functions. The centers of Gaussian functions are set as 3, 8, 13 and 18 respectively, and the width σ is handtuned by testing several parameters and the best one is 7. The discounted factor γ is set as 0.95.
For the sake of fairness, the basis function of adaptive RC-network algorithm is identical to LSTDs'. There are 4 RBF basis functions as well. In addition, the centers of RBFs are identical for LSTD. The only difference is the value of widths. In the proposed method, the widths of RBFs are randomly initialized and self-regulated to optimal value instead of manual tuning. The discounted factor γ is 0.95 and the regularization parameter ε for the initial inverse matrix is 0.001. Fig. 4 , 5, and 6 show the convergence performances of widths σ in adaptive RC-network in different cases. Fig. 4 shows the changing of widths σ based on identical initial policy but different initial widths σ . It is obvious that the width can converge to a constant value approximately 7.8 no matter where it started. It is also the optimal width of all attempts. Fig. 5 depicts the tendency of widths σ from identical initial widths σ = 3 but different initial policy. It also turns to a same value. Furthermore, the curves of different policy are same during the iteration. Fig. 6 shows the convergence process of widths σ in case of both different initial policy and widths σ . As shown in Fig. 6 , the values change to the unique value as well. The convergence trends above show the effectiveness of network learning. Rather than doing many experiments to find the appropriate width value, the optimal one can be searched automatically. Not only does it save computational quantity, but also make algorithm more accurate.
As the widths σ is tuned during the learning process, the weights of network are also updated. Fig. 7, 8 , and 9 are the updating processes of weights in network. Error bar is utilized to present more generally results. As Fig. 7 shows, 4 weights are gradually stabilizing at respective value. This experiment is performed on 10 different initial widths σ and one identical initial policy. Based on these 10 sets of results, error bar is conducted. All weight vectors converge to a unique constant. To avoid the influence of initial policy, different policies are set in each experiment with a unique σ = 3. Fig. 8 shows that the initial policy has no impact on the tuning of weights. Finally, the test is extended to the condition with stochastic initial policy and widths σ value. In Fig. 9 , the adaptive RC-network algorithm can converge to the optimal weights under different initial policies and initial widths σ . During the process of tuning parameters in network, the RC algorithm also learns the value function of each state. All of the value function in 20 states are gradually converge to a steady value, and the convergence is basically synchronous to width.
Since the true value V π of this benchmark can be computed by solving the following linear programming problem:
To verify the performance of proposed method, true value of each state is compared with the estimated value in Fig. 10 . As shown in this figure, the value function approximation by adaptive RC-network can properly describe the characteristics of different state. The values are symmetrical and the central point is between 10 to 11, which conforms to the real condition. Aiming to arrive to the first or the last state, reward is set +1 at both states. The value function is large at two terminals and symmetrically decreases. Similarly, value function approximation by the proposed method also reveals the same tendency. On the other hand, the results of our method satisfy that value function should be positive at all states. Therefore, the proposed method has good performance in value function approximation.
Since the algorithm in this paper minimizes TD error, the MSE between value function approximation and true value may not be monotonically decreasing. The MSE can be calculated by
The curve of MSEs is shown in Fig. 11, 12 , and 13. There are also three different situations tested for MSEs. As is depicted, MSEs tend to stabilize, which demonstrates that the TD error is minimum and the algorithm converges finally. Similarly, the objective function of MSPBE also gradually converges in 3 situations.
From the results, it is obviously shown that the proposed method has a better performance in policy evaluation. In the following experiments, adaptive RC-network is then utilized to policy iteration. Similarly, we take least-squares policy iteration (LSPI) as the baseline algorithm to compare with the proposed algorithm. LSPI is an approximate policy iteration algorithm, which is a model-free off-policy algorithm [3] . The maximal iteration number is 5. During the iteration, the curves of widths σ and weights are shown in Fig. 14 . It shows the norm of widths σ and weights between two adjacent iterations. Adjacent iteration result of two parameters all converge after the second iteration. In addition, the final policy achieved is depicted in Fig. 15 . Two different Q values generated by two different actions: action left and action right are calculated. According to the results, at the first 10 states, action −1 is the optimal policy for higher Q value. On the contrary, action 1 is better choice for the last 10 states. Therefore, the optimal policy can be obtained. Simultaneously, the best action can be drawn in Fig. 16 , which also demonstrates the optimal policy we computed. 
B. MOUNTAIN CAR PROBLEM
A more complex learning control benchmark named mountain car is considered for testing our algorithm. The dynamical equation of mountain car is described as [3] , [23] :
There are two input vectors, p k and a k stand position and actor, respectively. The position is continuous and bounded in the range of −1.2 to 0.5, and the action is discrete in −1, 0, and 1. These three actions represent backing up, standing still and going forward. In this experiment, parameters for both algorithms are shown in Table 1 . 10 groups of independent samples are employed for training. In the test phase, the car is started at 5 can reach the destination within less steps compared with LSPI. To further confirm the improved performance of the proposed algorithm, convergence curves of σ and θ in one iteration are described in Fig. 18 . Two indexes turn to zero, which indicates the convergence of algorithm.
C. CART-PORE BALANCING PROBLEM
A typical benchmark of the cart-pore balancing problem is used to assess the performance of adaptive RC-network in reinforcement learning [27] , [28] . This control issue aims to balance a rigid pole driven by a cart by applying appropriate forces to the cart [29] . The dynamical equations of mountain car are described as follows (27) , as shown at the top of the next page, where θ k is the vertical angle,θ k is the angular velocity of pendulum, x k andẋ k are the position and speed of the cart respectively. More detailed information about the cart-pole can be referred to [3] , [23] , and [24] . In this paper, for the sake of convenient, the position and velocity are ignored. In this way, the dimension of state is reduced to two. In this experiment, γ is set as 0.9 and the gain constant is set as 0.01.
Due to the complexity of this problem, more iterations are applied to learn the optimal policy. A maximum number of iteration is hence set as 10. As shown in Fig. 19 , both widths and weights in network converge within 10 iterations. And for the sake of testing the performance of proposed method, 10 independent runs are experimented from random initial angles. According to the results, all the tests have a good performance in convergence. The achieved success rate can be 100% at most. Fig. 20 is one of the experiments results. As is depicted in the chart, the angle of pendulum can be stabilized in a tiny range, which indicates the learning performance of proposed method.
VI. CONCLUSION
An adaptive RC-network reinforcement learning algorithm are proposed. From the theoretical analysis and experimental results, adaptive RC-network had a better performance in both policy evaluation and control learning problems. For policy evaluation, RC-network was more accurate and effective. And in control learning problems, the proposed algorithm took less steps to learn the optimal policy compared with LSPI. In the proposed algorithm, TD error and value function were computed by RC reinforcement learning and value function approximation. TD error was back propagated to tune the weights and widths of network. In this way, the optimal basis functions could be found through self- 
adapting rather than manual tuning. And the basis functions sought were the optimal, which made algorithm more accurate. In addition, the algorithm had a higher learning efficiency in control learning problems comparing with LSPI.
Comparing results showed that the proposed algorithm can achieve optimal policy via less steps with higher success rates. Several lines of future research will be based on both application and algorithm. On the one hand, this framework can be also applied in deep neural network such as convolutional neural networks while dealing with more complicated problems. The parameters updated in network can be extended to more specific as well. And gradient methods can be changed to other tuning ways. On the other hand, this adaptive RC-network is supposed to learning through data obtained from human-computer interaction. It is an effective way to improve machine learning with many challenges. When collecting data, it is important to ensure the quality of data. It is difficult to deal with data and use it for specific applications 
