The issue of providing fast approximate answers to range queries on sliding windows with a small consumption of storage space is one of the main challenges in the context of data streams. On the one hand, the importance of this class of queries is widely accepted. They are indeed useful to compute aggregate information over the data stream, allowing us to extract from it more abstract knowledge than point queries. On the other hand, the usage of techniques like synopses based on histograms, sketches, sampling, and so on, makes effective those approaches which require multiple scans on data, which otherwise would be prohibitive from the computational point of view. Among the above techniques, histogram-based approaches are considered one of the most advantageous solutions, at least in case of range queries. It is a matter of fact that histograms show a very good capability of summarizing data preserving quick and accurate answers to range queries. In this paper, we propose a novel histogram-based technique to reduce sliding windows supporting approximate arbitrary range-sum queries. Our histogram, relying on a tree-based structure, is suitable to directly support hierarchical queries and, thus, drill-down and roll-up operations. In addition, the structure well supports sliding window shifting and quick query answering, since it operates in logarithmic time in the sliding window size. A bit-saving approach to encoding tree nodes allows us to compress the sliding window with a little price in terms of accuracy. The contribution of this work is thus not only the proposal of a new specific technique to tackle an important problem but also a deep analysis of the advantages given by the hierarchical approach combined with the bit-saving strategy. A careful experimental analysis validates the method showing its superiority w.r.t. the state of the art.
Introduction
Data streams are indefinite sequences of data which continuously vary in time, often very quickly. There are many application contexts characterized by the presence of data streams. Typically, their on-line analysis may offer knowledge useful for strategic analyses and statistics. This is the case of network monitoring, sensor networks, financial applications, security, telecommunication data management, Web applications, manufacturing, just to mention some examples. The data-stream analysis can be done by means of different types of queries. Queries can be distinguished into (1) point queries [28] , (2) range queries [50, 67, 12] , and (3) similarity queries [18] . Referring to a data stream of packets crossing a router, examples of the three query types are, respectively: (1) "Return the size of the k-th packet of the data stream", (2) "Return the total amount of traffic crossing the router in a given time interval", and (3) "Return true whether a pattern similar to a given dangerous pattern occurs in the data stream".
Even though answering a query (of any type) requires to store the entire data stream, there are a large number of situations (even in the field of network analysis mentioned above) where the analysis of the most recent part of the data stream is enough to give meaningful information. From a semantic point of view, this means giving more importance to recent knowledge w.r.t. past one, assuming that recent information is more reliable and significant than older information [37] . Therefore, designing techniques able to process queries by considering a suitable portion of the data stream, called sliding window, has assumed particular importance in the recent literature [13, 61, 38, 2, 64, 23, 60, 7] .
However, in order to give significance to the sliding window itself, its size (i.e., the number of most recent elements we keep in each instant) should be as large as possible. As a consequence any technique capable of compressing sliding windows yet maintaining a good approximate representation of the data distribution is certainly relevant in the field of data stream [6] . Observe that, reducing sliding windows allows us also to keep simultaneously more than just one approximate sliding window, in order to implement similarity queries like change mining queries [34] , useful for trend analysis and, in general, to understand dynamics of the data stream itself. In sum, since in a typical streaming environment only limited memory resources are available [59, 39] , reduction is a key factor allowing query processing also in case of multiple scans on data.
There are a number of properties that a sliding window reduction technique should satisfy. First, the reduced sliding window should maintain the semantic nature of the original data, in such a way that meaningful queries can be submitted to the reduced data in place of the original ones. Then, for a given kind of query, the accuracy of the reduced structure should be independent of the position where the query is applied in order to provide the user with an analysis tool supporting arbitrary queries. In addition, the reduction technique should support drill-down and roll-up operations.
Even though the general properties stated above are valid for each type of query, often the approximation techniques are designed for a specific kind of query for which they show a good behavior in terms of efficiency and precision. In this work we focus our attention on range queries. It is worth noting that this kind of query is particular important from the application point of view. Consider for example an intrusion detection system whose sensors are located at choke points and capture all network traffic. The increase of the traffic coming from a range of source IPs or having a particular range of destination ports can be a sign of an attack. Moreover, similar statistics can be used by a network monitoring system to detect faults and congestion or to improve network load balancing.
In this paper, we propose a histogram-based technique for reducing sliding windows which supports arbitrary range queries and satisfies all the above properties. Our histogram, called c-Tree, differently from the traditional ones, is based on a hierarchical structure, in particular a tree. Its nodes contain, in an aggregation hierarchy, pre-computed range-sum queries, stored by a bit-saving encoding. For this reason, the structure directly supports the estimation of arbitrary range queries (in particular, range queries of type sum). Indeed, range queries are either embedded in the histogram or derivable by linear interpolation. Reduction derives from both the aggregation implemented by leaves of the tree (discretization), and the saving of bits obtained by representing range queries with less than 32 bits.
Our approach relies on a previous proposal presented in [14] and [16] for persistent data. However, histograms presented in the above papers are not applicable to data streams because they do not take into account the continuous updating of data. In contrast, the structure here proposed is efficiently dynamic, in the sense that each update can be executed in logarithmic time (w.r.t. the window size). In addition, answering a range query requires at most logarithmic time too. Observe that the hierarchical structure directly supports querying at different abstraction levels, thus allowing drill-down and roll-up operations. Finally, bucket summarization smoothes each data value by consulting the "neighborhood" values around it, working thus to remove the noise from data. But the main feature of our histogram concerns its high accuracy. This is particularly important since in order the reduction technique to have a meaningful role in data analysis applications, the error should be either guaranteed or heuristically shown to be small (and this is our case).
Contributions and Organization of the Paper
The contributions of this work can be summarized as follows. We study a new hierarchical structure to approximate data streams by using a bit-saving encoding allowing good precision with little space consumption. This structure has been carefully analyzed in the paper by showing how its design is driven by theoretical considerations about the scaling error. Under this perspective, the paper gives interesting hints about the advantages of the hierarchical approach to summarizing data.
The second important issue faced in the paper is the ability of the proposed structure to efficiently support both its dynamic evolution and query evaluation. We show that c-Tree allows range query answering and updating in logarithmic time (in the sliding window size).
Then, we validate the method (from both the precision and the efficiency point of view) by means of a meaningful set of experiments conducted in comparison with suitably selected existing methods, chosen in such a way that the superiority of our method demonstrates the significance of the proposal. A very large number of research results fall in the field of approximate data stream querying, so that an exhaustive comparison is both unfeasible and excessive. On the other hand, there is a clear separation which can be done among the existing methods by distinguishing those oriented to sliding windows from the other ones. Observe that even though in principle the most methods could be adapted to the case of sliding windows, a trivial adaptation could in general result in a very inefficient and imprecise technique. This explains why there are a number of techniques, like our method, which are specifically designed to operate over sliding windows. According to the above considerations, concerning the experimental comparison we have focused our attention on sliding-window-oriented methods. In particular, we have shown that our technique has better performances than both SWAT [17] and Waves [41] , which, despite their age, represent the most significant results in this setting w.r.t. both efficiency and accuracy. For the sake of completeness and in order to make our analysis more meaningful, we have also taken into consideration the most important methods belonging to the very recent literature, without requiring that they are sliding window oriented. In particular, we have successfully compared our method with the techniques proposed [45, 48] , through an indirect experimental comparison.
The experimental analysis conducted in this work gives another interesting contribution. The challenge of estimating sliding windows with error guaran-tees (faced in [30, 41] ) has as counterpart an intrinsic extra space consumption. It happens that, in the hypothesis of very limited space resources, the error guarantees given by such techniques are very little significative, leading to the conclusion that in these cases it is preferable to renounce the ambition of having guarantees about the error. It is worth noting that, the case of small storage space is both realistic and significative. For example, think of hardware limitations of sensors and embedded computers (in the context of sensor mining [2] ) or those analyses which require contemporary storage of multiple sliding windows [18] . Coherently with the above result an interesting conclusion that we may draw from the entire experimental session is that our method shows a very good accuracy especially for high compression ratios (i.e., small storage space or large sliding window), where our technique strongly outperforms the other ones.
The rest of the paper is organized as follows. A brief survey of the wide literature in the field of approximate data stream querying is given in the next section. In Section 4, we give some preliminary definitions. In Section 5, we present the new histogram and define its dynamic construction. We shows how our histogram is represented by a bit-saving encoding which allows us to reduce the structure storage space and how to use c-Tree for evaluating range queries. In Section 6, we show that the hierarchical structure of c-Tree enhances the advantages given from the bit-saving approach w.r.t. flat histograms. Section 7 is devoted to the experimental analysis of the proposed technique in terms of both accuracy and building time. In particular, we first address in Section 7.1 how to set the parameter of c-Tree. Then, from Section 7.2 to Section 7.6, we compare our method with other selected techniques by means of different analyses. Moreover, in Section 7.7, we focus our attention on the comparison of our method with Waves, which is the state-ofthe-art technique enforcing error guarantees. We reach interesting conclusions about the low effectiveness of Waves in case of limited storage space. Finally, in Section 8, we draw our conclusions and sketch future work.
Related Work
Data stream reduction is a very important research issue and a large number of methods exploiting the sliding-window approach have been proposed. As motivated in the previous section, among the numerous papers existing in the literature in the field of data streams, we experimentally demonstrate the relevance of our approach by comparing it with a number of selected methods, namely [41, 17, 45, 48] . Therefore, we start by contextualizing these papers in the literature and then we briefly give a survey on the rest of the related literature.
In [41] the authors present a data structure, called Waves, in order to face the problem of maintaining simple statistics over sliding windows with the guarantee that the estimation error is less than a given value . This paper can be related to [30] , where the exponential histogram is presented and estimates with error guarantees are provided. Even though [41] matches the space and query times of [30] , it improves the per-item processing time. Both the approaches above rely on the division of the sliding window into buckets with boundaries at distance 2 i , and for each bucket, the storage of only its size and the position of the most recent values. The main difference is that the former consists in a flat structure, the latter is hierarchical.
In [17] the authors propose a method, called SWAT, which keeps summaries of the most recent values of a data stream incrementally by using a scheme computing multi-resolution approximations of a single stream. They use Discrete Wavelet Transform to compute the summaries used to answer point queries, range queries, and inner product queries. SWAT shares with wavelets [63] some characteristics. Wavelets have been used in the field of databases for hierarchical data decomposition and summarization. They are mathematical transformations allowing us to store data in a compact and hierarchical fashion. The result of each transformation is a set of values, called wavelet coefficients. The higher order coefficients capture the broad trends in the data, the lower order coefficients are used to recover the more localized trends. The advantage of this technique is that, typically, the value of many wavelet coefficients is very small, so that they can be approximated by 0 and can be discarded. In the context of data streams, the challenge is to update efficiently the coefficients after each data stream element arrives. The problem is that some of the coefficients that are not stored may become large, so that they need to be included in the structure and other coefficients have to be deleted in order to satisfy the space requirement. Some recent papers [26, 47] present approximate wavelets that try to reach this goal. [45, 48] are, as our proposal, histogram-based methods. Histograms are the most commonly used method in the field of data stream [58, 70, 61, 38, 20, 56] . By means of histograms, we partition the data into a set of buckets and we store some statistic measures of each bucket. The number of buckets is fixed according to the space requirement. Each type of histogram is characterized by the algorithm used to choose bucket boundaries. An example of a simple histogram is equi-width histogram [55] , which divides the data into buckets of equal length. The strategy used to find bucket boundaries represents the core problem, since it affects the quality of the histogram w.r.t. the chosen metrics. There are two important theoretical results in the literature, determining optimal histograms w.r.t. square estimation error and relative error, respectively. The former is presented in [52] . The histogram, called V-Optimal Histogram, is obtained by selecting the boundaries for each of the n buckets in such a way that n i=1 SSE i is minimal, where SSE i is the sum of the square estimation error of the i-th bucket. V-Optimal has been designed for static data and exploits a dynamic programming technique in order to determine the bucket boundaries in quadratic time. The latter is [49] , where the Relative Error Histogram is presented. It is the optimal histogram that minimizes the relative error measures for estimating prefix range queries, that is, (x i − x j )/max{|x i |, c}, where x i and x j are the actual value and the estimation of the range query, respectively, and c is a sanity constant, typically set to 1, used to reduce excessive domination of relative error by small data values. Unfortunately, the building time makes the use of V-Optimal and Relative Error Histogram inadmissible in the context of data streams. In order to overcome this problem, a number of techniques [45, 48, 44] more efficient have been proposed. These techniques produce an approximate V-Optimal (for this reason they are usually referred as (1+ )-optimal histograms) reducing the polylinear time required by the exact method for building the histogram [52] . Following the same approach used in the experiments of [54] , and coherently with the approximate nature of [45, 48] , we compare our method with [49] (since the chosen metrics is the relative error). This obviously works as (indirect) comparison with [45, 48] , which present the best solution of the trade-off between feasibility and closeness to the optimal accuracy. We remark that the superiority of our method with respect to the optimal one [49] is not a contradiction since the space optimization enforced by the combination of the bit-saving approach with the hierarchical data organization leads to a gain in terms of bucket number.
Concerning the rest of the literature, we cite next some important results. The problem of building histograms on probabilistic data is dealt with in [25] where the authors present several algorithms to choose the set of histogram bucket boundaries that optimizes the accuracy of the approximate representation of a collection of probabilistic tuples under different error metrics. This requires careful analysis of the data probability distributions and the extensions of the dynamic-programming-based techniques used for the deterministic domain. When data arrival is too fast, a possibility is to exploit approaches based on sampling [13, 4, 10, 40, 71, 3, 29, 8, 62, 1, 22] , which is in general very efficient. Sampling is suitable for multidimensional data (see [68] for a study on queries over high-dimensional databases) and in case of high-dimensional applications it is often the only method of choice, since other techniques, such as histograms and wavelets, become progressively ineffective. However, sampling does not produce good accuracy when query involves infrequent data points [2] . Besides sampling and histograms, other methods to summarize data streams are based on sketches [24, 21, 35] which can be seen as a randomized version of wavelets. [5] deals with the space complexity of randomized algorithms that approximate the frequency moments of a data stream and presents some space-efficient randomized algorithms. In [31] , the authors show that the basic sketching technique introduced in [5] can be generalized to provide approximate answers to complex, multi-join, aggregate SQL queries over streams with explicit and tunable guarantees on the approximation error. This paper exploits randomizing techniques that compute small pseudo-random sketch summaries of the data stream. This approach has been extended in [32, 33] to efficiently process multiple, multi-join, concurrent aggregate SQL queries over a collection of input data streams.
Preliminaries
We use the following notations throughout our paper. We model a data stream D at the instant t as a finite data sequence x 1 , . . . , x t of integer values, where x i with 1 ≤ i ≤ t is the value received at the instant i. Given an integer 1 ≤ w ≤ t, a sliding window of size w on D at the instant t is the sequence x t−w+1 , ..., x t . Thus, a sliding window represents the sequence including only the w most recent values of the data stream. Like in other approaches [17, 46, 26, 27] , we assume that the sliding window size w is a power of 2. A range query Q(q 1 , q 2 ) on D at the instant t with 0 ≤ q 1 ≤ q 2 < t asks for the sum of the values in the interval [t − q 2 , t − q 1 ] (i.e., q 2 i=q 1 x t−i ). Moreover, a point query is such that q 1 = q 2 . As an example of range query consider Q(0, 5). The answer to this query is the sum of the 6 most recent elements. Finally, observe that in the rest of the paper the symbol denotes the operator ceil and Mod denotes the modulo operation.
The c-Tree Approach
We start the description of our proposal by illustrating briefly the architecture for continuous query processing over data streams we refer to. It is summarized in Figure 1 . Observe that this scheme is widely adopted in the literature [32, 31, 9, 42] and is composed of three modules.
The first one, named Synopsis Creator, receives elements from the data streams and has a limited amount of memory to maintain a concise synopsis for the last w points of each data stream. In contrast to conventional persistent-data processors, this module is allowed to analyze the data points only once and in the arrival order. As a consequence, access to past data not explicitly stored is impossible. The available memory is typically significantly smaller than the total size of the sliding windows. Since arrivals of data are continuous and rapidly time-varying, synopses must be computed quickly, in a single pass over the data stream. At any instant, the query processor exploits the maintained synopses to return an estimate of the queries.
The key element of our architecture is the synopsis used to summarize data streams under sliding windows, which is the second module of our architecture. It is a tree-like histogram, named c-Tree (cyclic tree), built on top of the sliding window by hierarchically summarizing the values occurring in it. Clearly, at each new time instant the sliding window, as well as c-Tree, has to be updated by inserting the new value of D and by deleting the oldest value of the sliding window. Finally, the last module Query Processor, is exploited to provide fast approximate answers to range queries.
In this section, we describe the structure of c-Tree and the algorithms allowing its construction and updating. Next we deal with the problem of reducing the storage space required for representing the information included into cTree by presenting a compression technique based on a bit-saving approach. Finally, we show how c-Tree can be used in order to give (fast) answers to range queries.
The c-Tree Histogram
We describe c-Tree by starting from the initial configuration (i.e., the configuration occurring at the time coinciding with the origin of the data flow) and then by showing how c-Tree is updated after the arrival of new data.
In the initial configuration, c-Tree consists of:
(1) A full binary tree with n levels, where 2 ≤ n ≤ log 2 w is a parameter set according to the amount of memory allowed for the synopsis. Each node N stores an integer value denoted by val(N ). In the initial state, all nodes contain the value 0. , used as a pointer to a leaf node. In the initial state, P is set to 1.
Algorithm 1 describes how c-Tree is updated after the arrival of a new data D. First, D is stored in the buffer. This is done by adding 1 to the number of for i : 1 TO n do 7:
val(N ) = val(N ) + δ //node updating 8:
N =parent(N ) 9:
end for 10:
B.s = 0 //buffer emptying 11:
B.e = 0 //buffer emptying 12: P = (P Mod 2 n−1 ) + 1 //P points to the next leaf node 13: end if elements in the buffer (Line 1) and by updating their sum (Line 2). Then, if the number of elements in the buffer is less than d = w 2 n−1 (i.e., the buffer is not full), then the procedure ends. Otherwise (i.e., when the number of elements in B is equal to d), the value s of B, which is the sum of the last d points, is moved to the binary tree as follows. Let N be the leaf node pointed by P and δ be the difference between s and val(N ) (i.e., the current value of N ). Then, δ is added to all the nodes belonging to the path from N to the root of the binary tree (Lines 6-9). Finally, we empty the buffer (Lines 10-11) and P is updated to point to the next leaf (Line 12). The use of the modulo operator allows us to manage the leaf nodes as a cyclic array. Moreover, it is worth noting that P points to the leaf node containing the least recent data, which will be replaced by the next data coming from the buffer.
Observe that we do not need to store the value of each right-hand child node. Indeed, such a value can be derived as a difference between the value of the parent node and the value of the sibling node. As a consequence, given a c-Tree with n levels we have to save only 2 = 2 no other operation has to be done at this step. The next data coming from the stream is 51, thus e = 2 and s = 86. Since e = d, the leaf node pointed by P (that is, the first one), is set to the value s, and the nodes belonging to the path from such a leaf node to the root are increased by δ = 86. Finally, P = 2, and e and s are set to zero. In Figure 2 .(a), the resulting c-Tree is reported. Therein (as well as in the other figures of the example), we omit the values of the buffer since they are zero. Moreover, we represent by grey boxes those nodes that are not stored (i.e., the right-hand child nodes) since they are derived from the other ones. For the first 8 data arrivals, the updates proceed as before. In Figures 2.(b) and 2.(c), we report the snapshot after 4 and 8 updates, respectively. Then, the pointer P is updated to the value 1. Now, the value coming from the data stream is 18. Therefore, e = 1 and s = 18. At the next arrival, e = 2 and s = 47. Since e = 2, δ = 47 − 86 = −39 is added to the leaf node pointed by P (that is, the first leaf) which takes the new value 47. Moreover, also the nodes belonging to the path from such a leaf node to the root are increased by δ. Finally, P is updated to the value 2. The final c-Tree is shown in Figure 2 .
(d).
To analyze the computational complexity of Algorithm 1, we observe that at most n nodes (one for each level of the binary tree) have to be updated (zero when the buffer is not full) and each node update is O(1). Since n = O(log w), the total time taken by the algorithm is O(log w).
In the next section, we describe how it is possible to save storage space in the c-Tree representation by using a bit-saving technique.
Bit-saving Encoding
In order to save storage space, we use a variable-length encoding of nodes by accepting an approximation error of value representation. In particular:
(1) The root is encoded by b r bits. This value is set heuristically by expecting that no scaling error occurs. As we assume in Section 7.1, the standard 32-bit representation (i.e., b r = 32) covers the most real-life cases. (2) The left-hand child node of the root is encoded by k < b r bits, where k is a parameter of c-Tree suitably set heuristically. We will discuss this issue in Section 7.1. Concerning the last point, this choice is suggested by the fact that, on average, the sum of data values in a given interval is expected to be equally divided into its two halves and then, it can be represented with one bit less. Observe that, in principle, it could be used also a representation allowing a different number of bits for nodes belonging to the same level, depending on the actual value contained into nodes. However, we should deal with the spatial overhead due to this variable encoding. The reduction of 1 bit per level appears as a reasonable compromise as proven in [14] for histograms on persistent data and in [16] for improving estimation inside histogram buckets.
Before proceeding, we need some preliminary notations. Since we use for the value v of a node a c-bit representation (for a given positive integer c) that encodes v in a reduced (w.r.t. the standard maximum integer 32-bit value) scale, we introduce two notations to represent, respectively, (1) this binary encoding and (2) the value that can be restored by (1), which clearly could be different from v (due to scaling error introduced by the reduced scale). We denote (1) We describe now how this reduced-scale representation is defined. Relying on the hierarchical structure described above, we represent the sum contained in a given node as a fraction of the sum contained in the parent node. In particular, let c be the number of bits used to represent the value val(N ) of a given node N and denote by P the parent node of N . Then, the cbit encoding actually stored in N is val(N ) c which corresponds to the value
). The value of the node (not exactly -due to the scaling error) recovered from val(N ) c is val(N ) c = (
· val(P )). Now we show an example of this encoding. · 389 = 201 we can restore an approximate value of this node.
Even though in the general case the above strategy produces a scaling error (which will be analyzed in detail in Section 6), it is worth noting that when each data point lies in the bounded range [0, R] (for a given positive integer R), the scaling error becomes null if b r is set to log 2 (R · w + 1) . Indeed, the above number of bits allows us to represent exactly all values ranging from 0 to R · w (i.e., the range which the sliding window sum belongs to -the upper bound of the range corresponds to the case R occurs in each point).
Interestingly, observe that the bounded-value assumption above is widely adopted in the literature (see for example [9, 30, 17, 19, 48] ), since covers a large number of real-life situations. For example, think of an ISP that collects packet traces going through a link and computes the load on the link in order to notify the network operator if the load exceeds a threshold. The value of each data point is limited by the band of the connection. Again, consider that weather data, such as temperature, wind speed, humidity rate, are physically limited. Also sensor readings are always bounded by the scale measurement range of the sensor. However, we do not adopt this assumption throughout the paper.
Concerning the storage space in bits required by c-Tree (having at least 2 levels), it is equal to:
where d = w 2 n−1 and the first three components of the sum are the size of P , s, and e, respectively, while
is the space required for the nodes of c-Tree.
Answering a Range-Sum Query
In this section, we describe the algorithm used for evaluating the answer to a range query Q(q 1 , q 2 ) (see Section 4). c-Tree allows us to reduce the storage space of the sliding windows and, at the same time, to give fast approximate answers to range queries. We denote by Q(q 1 , q 2 ) the approximate answer to Q(q 1 , q 2 ). Recall that e denotes the number of elements in the c-Tree buffer and d is the number of data stream elements per leaf.
We consider the most general case of a query which involves data belonging to both the buffer B and some leaves of c-Tree (recall that B includes all elements that are not yet inserted in c-Tree). We may split the query into two parts, estimate each part and then compute the sum of the two estimates. The former corresponds to a query involving only elements occurring in B, the latter only elements occurring in c-Tree leaves. Therefore, we have well defined the query estimation in the general case if we define the estimation of both the types of queries.
Consider a query Q(q 1 , q 2 ) of the first type, i.e., such that q 2 < e. This is a trivial case. Indeed, we may estimate such a query by linear interpolation, following the approach typically used for intra-bucket estimation in the context of histograms [65] . Thus Q(q 1 , q 2 ) = (
Consider now a query Q(q 1 , q 2 ) of the second type, i.e., such that e ≤ q 1 . In this case the query involves only elements belonging to leaves of c-Tree. Thus, the estimation may exploit the hierarchical aggregation given by cTree nodes. The idea is to descend the tree and to classify nodes as lying (partially or completely) inside the query or outside it. In the first case, their contribution to the query estimation is computed recursively exploring their children. Clearly, in the second case no contribution to the query estimation is given. We precisely define the above strategy through Algorithm 1, which is a recursive function that we have to call on the root node. In order to explain how this function works we have to define some notions therein used:
-Given the two leaf nodes L 1 and L 2 with indices l 1 = (P −
+ 1, resp., where, we recall, P is the c-Tree pointer referring to the least recently updated leaf and Mod denotes the modulo operation, we define η as the set of all the leaf nodes lying in the range L 2 and L 1 (including L 2 and L 1 ) in the circular ordering (recall that Algorithm 1 of Section 5.1 manages leaf nodes as a cyclic array). In words, η is the set of leaf nodes containing at least one data involved in the range query. -Given a non leaf node N , we denote by L(N) the set of leaf nodes descending from N . -Given a leaf node N and a query Q(q 1 , q 2 ), we define I(N, Q(q 1 , q 2 )) = 
return Contribution(C N , Q(q 1 , q 2 )) 9:
end if 10:
end for 11: end if
or (3) C N does not give any contribution because it is outside the range query (i.e., L(C N ) ∩ η = ∅).
In case (1) the function returns val(C N ) (Lines 5-6). In case (2) a recursive call on C N occurs (Lines 7-8). Clearly, case (3) corresponds to a null operation in the function.
We conclude this section by analyzing the running time of Algorithm 2. We observe that at most two descents from the root to a leaf node have to be considered. Since n = O(log w), the asymptotic computational cost of the algorithm is O(log w).
Advantages of the Hierarchical Approach
One of the contributions of this paper is showing how the hierarchical approach used in the literature in various forms and different contexts ( [56, 17, 14, 43] ) can be profitably adopted to approximate data streams.
In this section, we analyze an important aspect related to the above issue since we show that the hierarchical approach enhances the advantages given from the bit-saving approach w.r.t. flat histograms. In order to demonstrate the above claim, we compare a n-level c-Tree with a flat histogram with 2 n buckets first in terms of storage space and then in terms of worst-case scaling error. The comparison is fair since the n-level c-Tree identifies over the sliding window 2 n buckets corresponding to the leaves.
For both histograms we implement the bit-saving encoding. For c-Tree we use the encoding described in Section 5.2, whereas for the flat histogram we Table 1 Space reduction of the hierarchical approach for various values of n and k represent the sum of the elements in a bucket with the same number of bits used for the left-hand child node of the root of c-Tree (i.e., k). Thus, the total number of bits required to encode the buckets of the flat histogram, say SS (1) at the end of Section 5.2). In Table 1 , we report the ratio between SS H and SS
F
for several values of n and k and we show that, on average, the hierarchical structure of c-Tree results in a space reduction of about 75%.
This result allows us to proceed with the comparison done w.r.t. scaling error, arguing that a substantially equal performance of the two approaches w.r.t this measure states the superiority of hierarchical one thanks to the consistent space reduction so obtained. Before proceeding, we need to recall the notations introduced in Section 5. Consider a flat histogram and let R be the maximum value occurring in the sliding window and s i be the sum of the elements of the i-th bucket (for any 1 ≤ i ≤ 2 n ). The sum s i is represented by k bits as a fraction of the sum of the elements of the sliding window, which is at most R · w, (we recall that w is the size of the sliding window). We have that s i k is the k-bit value corresponding to V = Round( . Indeed, the granularity of the used scale is
, since k bits produce 2 k − 1 intervals and the whole range of the scale is R · w (i.e., the maximum possible sum). As a consequence, the maximum scaling error is the half of the size of such intervals, which is
Let consider now c-Tree. Since at level 2 we use k bits to encode numbers, the maximum absolute error at this level is
, that is, the same as the flat histogram. Going down to the third level the error keeps constant (modulo a Table 2 Accuracy gap between c-Tree and flat histogram for various values of n and k slight variation). Roughly, we halve the scale granularity (since the encoding is reduced by 1 bit) and the maximum allowed value is halved too. More precisely, the scale granularity is not exactly halved, since we move from 2 . At the i-th level, the c-Tree maximum error is
Therefore, we cannot state that the c-Tree error is the same as the flat-histogram error, since the c-Tree error (slightly) grows as the depth of the node increases. As a consequence, the maximum absolute error H occurs at the n-th level and for a c-Tree with n levels is H = R·w 2 k+1 −2 n−1 . In summary, the maximum absolute error for a c-Tree is greater than or equal to that of the flat histogram. However, this difference is in most cases negligible, as results from the analysis of Table  2 . Therein, we report the value 1 − F / H , which we call accuracy gap, for several values of n and k and we find that it is very small (on average 0.2%). Moreover, consider that in Section 7.1 we will introduce the requirement for c-Tree that k ≥ n + 9. This guarantees a very low upper bound of the accuracy gap, which is less than 0.06% (see Table 2 ).
Therefore, as stated earlier, the hierarchical approach is advantageous w.r.t. the flat histogram, since at basically equal maximum scaling error we have a storage consumption of c-Tree which is significantly lower than flat histograms (i.e., about 75%).
Experiments
In this section we report the results of a consistent number of experiments executed on both synthetic and real-life data sets to evaluate the performance of c-Tree with the purpose of comparing it with three selected techniques. The significance of this choice is motivated in Section 3.
Besides c-Tree the examined techniques are (notations used throughout the section are reported in Table 3 Table 4 Data set statistics.
• HIST: the optimal histogram construction algorithm of [49] . We recall (see Section 3) that HIST provides an upper bound to the quality of any approximate histogram construction technique under the relative error metrics. Therefore we use this comparison in order to demonstrate the superiority of our method w.r.t. [45, 48] .
• SWAT: the algorithm described in [17] . It keeps summaries of the last w values of the data stream incrementally by means of a multi-resolution approximation scheme. This structure needs to store 3 · log 2 w − 2 words (4-byte integers).
• Waves: the technique proposed in [41] . This technique estimates the sum of the elements in a sliding window with guaranteed relative error at most .
The adopted hardware platform is a 3.40 GHz Pentium IV CPU with 1GB RAM. We use both synthetic and real-life data sets. The synthetic data set is produced by a Zipfian distribution with various levels of skew, which is controlled by the parameter z. We vary the skew parameter values between 0.1 (low skew) and 1.5 (high skew). The data stream size varies from 10,000 (default) to 1,000,000 and the range of data points is from 0 to 10 The real-life data set consists of the Ethernet data length of one million packet arrivals seen on an Ethernet at the Bellcore Morristown Research and Engineering facility, on August 29, 1989 [11] . The data distribution is depicted in Figure 6 . This real-life data set has been used also in [51, 66, 57, 36] . The statistics of the most significative data sets are reported in Table 4 . For all experiments we use the same amount of storage size measured in words (i.e., 4-byte integers), with the exception of some cases where we compare the techniques for different sizes keeping equal the average accuracy.
The sliding window size varies from 64 to 2
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= 524, 288. The default value is 1, 024. The query set consists of all the possible range queries with size q, with 0.3 · w ≤ q ≤ w. For each technique, we measure the error
where Q is the cardinality of the query set and e rel i is the relative error. e rel i is defined as
, where S i and S i are the actual answer and the estimated answer to the i-th query of the query set, respectively. Then, we compute the average of the error E(t) over the entire data stream.
Setting the parameters of c-Tree
Before presenting the experimental results, we discuss the problem of how to choose the value of the c-Tree parameters. Recall that the parameters to set are b r , n, and k, which are the number of bits used to encode the root, the number of levels of the tree, and the number of bits used to encode the Concerning b r , we use the standard 32-bit encoding for the root, so that b r = 32. Now we perform some experiments that help us to set the value of the other parameters (i.e., n and k). In the first experiment, we consider a parent node P and the child node N and we measure the scaling error produced by implementing the bit-saving encoding of N by k bits for several values of P . In Figure 7 we report the average relative error corresponding to several values of k (namely 10, 11, 12, 13) as val(P ) varies. We note that the error is null until val(P ) reaches the value 2 k , and, then, after a number of decreasing oscillations, converges to a value independent of val(P ) and depending on k. The most relevant result of this experiment is that the value in the parent node does not affect the relative error. Moreover, we argue that the parameter k directly influences the scaling approximation. Now we measure the error dependence on the parameters n and k. The results
Algorithm 3
Setting n and k 1: n = 2, k = 11 //Initialization 2: while size(c-Tree n+1,k+1 )≤ storage space do 3: n = n + 1, k = k + 1 //Add another level to the tree 4: end while 5: while size(c-Tree n,k+1 )≤ storage space do 6: k = k + 1 //Improve scaling approximation 7: end while of these experiments are reported in Figures 8.(a) and 8.(b) . From the above experiments we conclude that the overall error decreases as n increases and decreases as k increases until k = 11 and then it keeps quasi-constant. Indeed, the error has two different sources: the interpolation inside the leaf nodes partially overlapping the query and the scaling approximation. For k ≥ 11, the second component is negligible and the error takes a quasi-constant value because the first component depends only on n.
Therefore, in order to reduce the error, we should set k to a value as large as possible allowing us to represent leaves with a sufficient number of bits (not lower than the threshold heuristically determined above, i.e., 11). However, for a fixed compression ratio, this may limit the depth of the tree and, thus, the resolution determined by the leaves. As a consequence, the error produced by the linear interpolation inside leaf nodes increases. The choice of k plays the role of solving the above trade-off.
Algorithm 3 shows how to choose the highest values of n and k satisfying the storage requirements. Initially, n is set to 2 and k to 11 (Line 1) This setting corresponds to the smallest c-Tree -we realistically assume that the available space allows us to store at least this c-Tree. At any intermediate step, the algorithm proceeds as follows. Let n and k be the current values of the two parameters. We check if there is still available storage space to increase by 1 the levels of c-Tree (Line 2). Observe that, increasing the levels of the tree means increasing by 1 both n and k since we have to guarantee that the number of bits assigned to the leaves keeps constant to the value 11. If this is the case, then we iterate these operations. After the last iteration, n reaches the maximum value satisfying the space constraint. If there is residual storage space, then we try to use it by increasing the value of k following the same strategy as above (Lines 5-7) . From an operational point of view, the same result can be reached easily by exploiting a pre-computed table returning the overall size of c-Tree for all possible values of n and k, like that partially shown in Table 5 . Observe that the size of c-Tree for n and k incompatible with the rules given above is not reported.
In the following sections, we describe the results of the experimental comparison of c-Tree with the other techniques. Therein, we consider a c-Tree implementing the bit-saving encoding without the assumption of bounded Table 5 Size 
Impact of data skew
This experiment studies the impact of data skew on accuracy. Figure 9 shows the error as the skew parameter is varied. The storage space is 16 words and all the other parameters are kept constant to the default value. Observe that with increasing the skew parameters, the errors increases for almost all techniques. This depends on the nature of the relative error, where small frequency points contribute more significantly to the error. As the skew increases, a larger set of points has small frequency (see Figure 5 ) and the error increases. cTree shows the best quality results especially for low skew. SWAT and HIST have comparable accuracy on average. Concerning Waves, we observe that it produces an error almost independent of the data skew. This is not surprising since Waves is the only technique designed to guarantee a maximum error depending on the parameter . (In these experiments has been set to 0.18 according to the space requirements.) As a consequence, this technique can be profitably used for data sets where other synopses produce a high error (like for high skew data). The behavior of Waves is better analyzed in Section 7.7.
Impact of storage space
The aim of the experiments presented in this section is to study the behavior of the various methods as the compression ratio increases. We vary from 20 to 200 words the storage space used by the techniques. All the other parameters are kept constant to the default value. The results are shown in Figure 10 . We do not include SWAT in this experiment since the storage space it consumes depends on the sliding window size. Therefore the only result which we can report for SWAT is its accuracy measured whenever the storage space is that induced by the default value of the sliding window used in the experiments.
Since the sliding window size w is 1, 024 elements and the storage space of SWAT is 3·log 2 w −2, we test SWAT built by 28 words. The measured relative error is 18% for synthetic data and 7% for real-life data.
Concerning the other techniques, even though it is obviously not surprising that the more the storage space, the better the estimation is, the interesting result of our experiments is that the methods behave differently, even in significative measure. Observing HIST, we have that increasing the number of buckets produces a great benefit only for small values of storage space. Indeed, beyond a given threshold, which is about 100 for synthetic data and 60 for real-life data, the relative error decreases very slowly. A similar trend, albeit less pronounced, is shown also by c-Tree and Waves. This reflects a sort of asymptotic behavior of the examined techniques which leads them to have the same very small residual error for high storage space. For this reason we do not force the storage space beyond 200 words. The analysis here conducted concurs to validate our proposal, since c-Tree outperforms the other techniques in all cases, especially for small values of storage space. As we will stress in Section 7.7, the case of small values of storage space is very meaningful from the application point of view. It is interesting to remark that our method seems very suitable to this case, where it strongly outperforms the other examined techniques.
Impact of Window Size
In this experiment, the synthetic data is a data streams of 1,000,000 elements produced by a Zipfian distribution with skew parameter equal to 1. We measure the relative error of the techniques varying the size of the sliding window.
The results are shown in Figure 11 .
Concerning the experiments on synthetic data (see Figure 11. (a)), we observe that all techniques but Waves produce a very small error (less than 0.1%) for sliding windows larger than 2
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. Therefore, we do not perform experiments . Moreover, the general trend is that the error decreases as the window size grows. This reflects the relative nature of the measured error, evaluated w.r.t. the sum of the window elements. Waves is the only technique not showing this behavior. In this case, the storage space necessary to guarantee a relative error at most rises as the window size increases because it depends on the number of elements inside the sliding window. In order to keep constant the storage space, we have to increase , thus worsening the accuracy of the technique. This negative effect is compensated by the trend of relative error, which decreases as the window size increases. The resulting effect determines the quasi constant error of Waves detected in this experiment. Concerning SWAT, we already said that its storage space depends on the window size. For small values of window size, SWAT has the same storage space as HIST and c-Tree and its accuracy is slightly worse than that of HIST. For larger windows, SWAT requires more space than HIST and its accuracy improves. In particular, for the largest sliding window used in the experiment (i.e., 2 19 ), we have that the space consumption of SWAT is about four times greater than that of HIST and c-Tree. Moreover, its accuracy is slightly better than that of HIST.
The experiments on real-life data (see Figure 11 .(b)) show similar results even though there is a general slight worsening of accuracy of all techniques. Also in this experiment, c-Tree shows the best accuracy for all sliding window sizes. Interestingly, the gap between c-Tree and the other methods becomes very wide for very large sliding windows. This confirms the suitability of cTree to work at very high compression ratios, as already argued thanks to the results of the previous section. 
Impact of Query Size
In this section, we analyze the effect of query size on accuracy. Figure 12 shows how the relative error changes as the query size increases from 30% to 100% of the sliding window. We note that the relative error value decreases with the increasing query size. The reason is straightforward. The larger the query range, the higher the number of included elements is. Thus, the relative error decreases due to the grow of the query result. Moreover, for bucket-based methods like Waves and HIST, the error depends only on buckets partially covered by the query, while those buckets entirely covering the query range produce no error. The larger the range query, the higher the number of buckets fully covering the query is. In this experiment, c-Tree shows the best accuracy for all query sizes.
Thanks to this experiments, we have verified that the behavior of c-Tree is "macroscopically" independent of the position of the range query in the window. Macroscopically here means that even though some queries can be privileged (for instance those involving only entire buckets), it happens that the query answer error is not biased. This basically reflects the equi-width nature of the c-Tree histogram.
Running Time
In this section, we conduct some experiments aimed to evaluate the updating time and the query estimation time taken by the considered techniques. We use a Zipfian dataset with z = 1 of size 10,000 and a sliding window of size 1,024. Table 6 shows the results of this experiment.
We observe that all techniques except HIST require an acceptable time. The bad performance of HIST in terms of time complexity is clearly justified by the fact that it is not designed to be used for data stream. As already mentioned earlier, there are more efficient versions of HIST overcoming the above drawback [45, 48] . However, we recall that we have chosen HIST in our experimental comparison since the purpose of our analysis is mainly to test the accuracy of the examined methods and HIST is proven to be more accurate than [45, 48] .
Anyway, the results of the experiments highlight the good performance of cTree not only in terms of accuracy, as proven in the previous sections, but also in terms of efficiency.
c-Tree vs Waves: Are Error Bounds always Effective?
Under a critical perspective, one could argue that a technique like c-Tree is somewhat ad-hoc, since no guarantee about approximation error is given. This is of course true, since the theoretical analysis of c-Tree takes into account only some components of the approximation error (i.e., the error arising from the bit-saving encoding). We claim that this seeming negative point is both widely shared by the most existing methods and, importantly, inherently related to the joint requirements of accuracy and space reduction. In order to Table 6 Construction time (in seconds) support the above claim, we focus on the comparison of our method with Waves, which gives theoretically-proven bounds of storage space whenever the error is guaranteed. The aim of this comparison is not to prove that Waves is weak, since its importance is widely accepted and anyway related to its theoretical solidity. However, we would like to study whether in the very realistic (and, actually frequent) case where we have very limited space resources, the error guarantees given by Waves are really meaningful.
Besides the experiments described throughout the previous sections, we make here some specific experiments using the parameters of the experiments described in Section 7.2. We vary only the storage space used by Waves, keeping constant the other parameters (recall that c-Tree uses 16 words) and fixing, for each space amount, the same accuracy. The new experiments aim to study how much space is required by Waves in order to have the same accuracy as cTree for increasing data skew. The results of these experiments are reported in Figure 13 .
We observe that only for very high skew (close to 1.5) the required space is comparable, whereas for less skewed data the gap between c-Tree and Waves is dramatic. In particular, the gap decreases as the skew grows and for low skew (0.1), Waves requires 441 words vs 16 words of c-Tree (which uses 16 words independently of data skew). We remark that accuracy fixed for both methods does not correspond to an error bound of Waves, but only to the error averaged over the whole data stream and queries (as described in Section 7.2). The above experiments demonstrate that the space overhead of Waves w.r.t. c-Tree is in general significantly high, thus proving that in case of limited space resources we cannot apply effectively Waves. However, c-Tree unlike Waves, is not able to give error bounds, a feature that could appear an added value of Waves overcoming the worse accuracy. We claim that this added value is actually vanished whenever the available storage space is really small. This is a case both realistic and significative. For example, think of hardware limitations of sensors and embedded computers (in the context of sensor mining [2] ) or those analyses that require contemporary storage of multiple sliding windows [18] . In order to justify the above claim it suffices to compute the error bound given by Waves for low available space. We obtain, for example, that the error bound guaranteed by Waves whenever we force this method to work with 64 words is 4.5%. If we halve the available space to 32 words, the error bound grows to 10%. When we use just 16 words (which is the space sufficient to c-Tree to have a very good accuracy, as shown in Figure 9 ) the error bound becomes 25%. From the above analysis we draw the consideration that, in the hypothesis considered above (very limited space resources), the error guarantees given by Waves are very little significative, leading to the conclusion that in these cases it is preferable to renounce the ambition of having guarantees about the error.
Conclusion and Future Work
Data stream reduction is an important issue since it allows us to make effective approaches requiring multiple scans on data, that, in such a way, may be performed over one or more reduced sliding windows. In many cases, analysis requires to estimate a range query involving data of the sliding window. In order to reach this goal, we designed a tree-like histogram used for reducing sliding windows and supporting fast approximate answers to arbitrary range queries. Our proposal has the important feature of maintaining a good level of accuracy in the estimation of queries when they are computed on the reduced data in place of the original ones. Moreover, its efficiency in terms of histogram building and query answering is very high. We have proved such features through a large set of experiments, in which our proposal has been successfully compared with the most relevant techniques belonging to the state of the art. In summary, we draw two important conclusions from this work. The joint usage of hierarchical approach and bit-saving encoding is shown to be a successful synergy. This basically represents the added value of our method, whose performances have been tested to be definitely better than the other compared techniques, especially for high compression ratios. Another important conclusion regards the possibility, studied in the recent literature, to estimate error bounds able to provide the user with error guarantees. We have seen in the paper that whenever the storage space is a very limited resource, the error bounds which can be guaranteed are so large that they can be considered meaningless. In contrast, our technique, which strongly optimizes the available space working also at level of the number representation, is able to give a good accuracy.
Our results open a number of interesting research directions. Our accurate and efficient synopsis makes it possible to perform on data streams several analyses developed only for the static case, such as those related to mining tasks. For instance, c-Tree could be used for clustering [69] and classification tasks, with (hopefully) no appreciable difference in the quality of classification. It would also be interesting to investigate if our bit-saving representation could be applied to other synopses using a hierarchical structure, like the very recent Lattice Histogram [53] . Finally, the high capability of c-Tree to work properly in small space suggests us to study the effectiveness of its hardware implementation, which could be a profitable solution in the field of sensor mining. This task is not trivial since it requires a number of design decisions about how to implement the bit-saving encoding.
