We study a random particle method for solving the reaction-diffusion equation U ( = uuxx+f(u) which is a one-dimensional analogue of the random vortex method. It is a fractional step method in which m = vuxx is solved by random walking the particles while ut = f(u) is solved with a numerical ordinary differential equation solver such as Euler's method. We prove that the method converges when f(u) = u(l -i¿),
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We study a random particle method for solving the reaction-diffusion equation U( = uuxx+f (u) which is a one-dimensional analogue of the random vortex method. It is a fractional step method in which m = vuxx is solved by random walking the particles while ut = f(u) is solved with a numerical ordinary differential equation solver such as Euler's method. We prove that the method converges when f(u) = u(l -i¿),
i.e. the Kolmogorov equation, and that when the time step Ai is 0( y/Ñ ) the rate of convergence is like In N ■ y/Ñ where N denotes the number of particles. Furthermore, we show that this rate of convergence is uniform as the diffusion coefficient u tends to 0. Thus, travelling waves with arbitrarily steep wavefronts may be modeled without an increase in the computational cost. We also present the results of numerical experiments including the use of second-order time discretization and second-order operator splitting and use these results to estimate the expected value and standard deviation of the error.
Introduction.
In this paper we study a random particle method due to Chorin [9] for approximating solutions of the one-dimensional reaction-diffusion equation, (1.2c) f'(u) < 1 for 0 < u < 1.
We call this method the random gradient method. Algorithms based on this method have been used to solve Nagumo's equation [33] and the Hodgkin-Huxley equations Our work follows that of Roberts [31] who proved the convergence of a random particle method to Burgers' equation, ut + uux = vuxx. Related theoretical work includes [6] , [13] , [21] , [22] , [28] , [29] , [32] . A review of particle methods which use random walks to model diffusion may be found in [15] . Our interest in the random gradient method is primarily motivated by the fact that it is a one-dimensional analogue of the random vortex method [7] for approximating solutions of the Navier-Stokes equations. We hope that a thorough examination of the errors obtained when using the random gradient method will yield a greater understanding of the error inherent in using the random vortex method, particularly the error due to the random walk. In order to motivate the subsequent discussion, we list here the most important characteristics that these two methods have in common.
(i) Both are particle methods, with the particles representing point concentrations of some derivative of the solution. (The gradient of u in the case of the random gradient method, vorticity in the case of the random vortex method.)
(ii) Both are splitting or fractional step methods. That is, the equation to be solved is split into two evolution equations, each of which is solved separately. This process is coupled by using the solution obtained after solving one of the evolution equations as the initial data for the other.
(iii) In both methods one of the fractional steps is the heat equation, ut = i/Au. In each method the numerical solution to the heat equation is obtained by random walking the particles.
(iv) Finally, in both methods the second of the fractional steps is a nonlinear evolution equation. In the case of the random gradient method this is the reaction equation ut = f(u), whereas for the random vortex method it is the Euler equations.
Similar analogies may be drawn between the present method and the vortex sheet method [8] for approximating solutions of the Prandtl boundary layer equations. Numerical estimates of the convergence rate for the random vortex method have been given by Roberts [30] while convergence proofs for the method in the absence of boundaries may be found in [16] , [26] . Theoretical work on the vortex method solution of the Euler equations includes [1] , [3] , [4] , [12] , [17] , [19] , [20] , [23] .
In our treatment of the random gradient method particles are not permitted to divide in two when their strengths surpass some critical value, as was originally proposed by Chorin. This greatly simplifies the convergence proof. Difficulties which arise while trying to prove convergence for the algorithm with particle creation are very similar to those which arise when attempting to prove convergence of the random vortex method in the presence of boundaries. In this case, particle creation corresponds to the creation of vorticity, an important phenomenon in fluid flow. Hald [22] has proven the convergence of a method with particle creation for solving a one-dimensional diffusion equation with thermal convection.
For a random variable Z let E[Z] denote the expected value of Z and var(Z) its variance. The main result of this paper is the following. THEOREM 1.1. Assume 0 < v < 1. Fix T > 0 and choose a time step 0 < At < 1 such that T = kAt for some integer k. Let u(x,T) be the solution at time T of (1.3a-e) with initial data u°, and let ük(x) be the corresponding computed solution with initial data ü°. Let N > 10 denote the number of particles used to generate ük, and assume that At = 0(\fN ) (1.5) / t
In order to prove this theorem, several assumptions regarding u° and û° have been made. In addition to satisfying the constraints (1.3c-e), it has been assumed that u° is continuously differentiate on R and u° € L1(R) n L°°(R). The approximate initial data ü° is a step function approximation to u° and is required to be monotonically decreasing. All hypotheses are listed in Subsection 8.1. We first prove the theorem for v = 1 and then use a simple scaling argument to demonstrate the validity of the result for v < 1. One of the most important consequences of Theorem 1.1 is that the error is independent of the diffusion coefficient, or 'viscosity', v. Thus, solutions with arbitrarily steep wavefronts may be modeled without any increase in the computational cost.
The details of the random gradient method are developed in Section 2, beginning with some notation and followed by the algorithm itself. In Subsection 2.3 the class, S, of permissible starting approximations ù° is defined and several preliminary lemmas are proved. Most of the error analysis is written in the language of solution operators. This notation is introduced in Subsection 3.1. A brief account of the proof may be found in Subsection 3.2, together with a description of how the details are divided among Sections 4-7. In Section 8 we put the various parts together and prove the theorem. Finally, in Section 9, we use the numerical method to compute a known exact solution of the Kolmogorov equation. This permits us to compare the convergence rate predicted by the proof with that obtained during an actual calculation.
A Description
of the Random Gradient Method.
We begin this section with the introduction of some notation and a description of the algorithm. This is followed by a discussion of the difficulties that are encountered for nonmonotonic initial data and the proof of several basic facts that hold for monotonie initial data.
2.1.
Step Function Notation. We will denote the numerical approximation of a function which is intended to be obtained on a computer by the symbol '"'. Thus, ü(x, í) denotes an approximation to the solution u(x, t) of Eq. (l.la,b). We will use the term step function to refer to any piecewise constant function of x G R that has a finite number of discontinuities.
In the random gradient method, ü is a step function approximation to u. Consequently, knowledge of the position of each discontinuity and of the amount of each jump is all that is required in order to know ü. It is convenient to think of ü at a given time t as being represented by N particles. Each particle has associated with it a position on the x-axis and a strength or weight, the particle's position being a point at which ü is discontinuous and its strength being the amount by which ü changes at that point. The position of the ith particle at time t = jAt will be denoted by X\ and its weight by w3. We denote the computed solution after j time steps as ü3 (x) and write
where H(x) is the Heaviside function f 0, x < 0, H(x) = \ ' '
( 1, x > 0.
We assume that the particles have been labeled so that for each j,
This may require a relabeling of the particles at each time step, since random walking the particles can result in a different ordering of the particle positions. This is simply a notational convenience and has no effect on the actual details of the convergence proof. Let ü3 = ü3 (X3 ) denote the value of ü3 at the ith particle position. For future reference we note that
Consequently, the strength of the ith particle is given by w3 = ü3x -ü3i+1. The variable N will always be used to denote the number of particles present in the flow; N is fixed for a given run of the numerical method. 2.2. The Algorithm. We begin the random gradient method by determining a step function approximation ü° to the exact initial data u°. Given the computed solution ü3 at time jAt, the solution at time (j + l)Ai is obtained in two distinct steps:
Step I. The first step is the numerical solution of ut = f(u). For fixed x, this is an ordinary differential equation (ODE) in t with initial data ü3(x). The solution of this equation can easily be obtained using any explicit ODE solver. In the convergence proof that follows we will assume that Euler's method is used. It should be noted, however, that the analysis (Section 6) carries through for higherorder Runge-Kutta methods as well. Furthermore, there are some cases in which ut = f(u) may be solved exactly. For example, in Eq (1.3a,b), f(u) = u(l -u), in which case the reaction equation ut = u(l -u) may be solved exactly.
When the solution of the ODE is obtained using Euler's method, the value of the intermediate solution at the point x is given by (2.5) v3+1(x) = ü3(x) + Atf(ü3(x)).
Here, Ai is the time step and the variable v has been used to denote the solution after one half of a two part fractional step. Since ü3 is a step function, so is v3+1, the height of the step above the point x having been increased or decreased by the amount Atf(ü3(x)). This is equivalent to altering the weights w3 so that the new weights w3+ satisfy
A simple formula can be derived for the ur¡+1. Let v3+1 = v3+1(X3) and define
Boundary Conditions. The function v3+1 automatically satisfies the boundary condition (1.3e) since H(X3 -x) = 0 for all x > X3. Furthermore, by summing over the w3 and using (1.2a) it is easy to show that J2w3 = 1 implies Y^wl = !• Since Step II does not alter the particle strengths (as will be seen below), it follows that if Yiwi -1) tnen the sum of the particle strengths is a conserved quantity in the random gradient method. In other words, ü3 satisfies the boundary condition (1.3d) at each time step if tt° does initially.
Step II. It remains to solve the heat equation ut = vuxx with initial data v3+1.
First select N random numbers r)i,r)2,... ,r]N from a Gaussian distribution with mean 0 and variance 2vAt. The position of the ith particle X3 is then altered by the amount rç, to obtain X3+1 = X3 + r/¿. Thus,
i=l t=l 2.3. Restriction to Monotonie Initial Data. In order to prove the convergence of this method to solutions of (1.3a-e), we have found it necessary to assume that the initial approximation ù° is monotonie. This is due to the following reason. If one allows particle weights with different signs, then some realizations of the r/i,..., r/jv will result in ûJ+1(x) < 0 for some x. This is true even if 0 < ü3 < 1 (and hence 0 < v3+1 < 1) everywhere. (See Fig. 3 of [21] .) Not only are such negative solutions incorrect (solutions of (1.3a-e) always lie in [0,1]; see Section 5), but solutions of ut = u(l -u) with negative initial data blow up in finite time. This can lead to particle strengths which increase without bound, further degrading the numerical solution. In [21] Hald encountered precisely this same problem and also found it necessary to assume that the initial data is monotonie. Given these considerations, we start by defining the class S of acceptable starting approximations. We now show that the random gradient method maps the class S into itself, thereby avoiding the difficulties described above.
Assumption. Here and for the remainder of this paper we assume f(u) = u(l-u). While many of the theorems that follow hold for general /, this assumption greatly simplifies the exposition. LEMMA 2.2. Fix At < 1 and assume that ü3 € S. Let v3+1 and ü3+1 be given by (2.6) and (2.8), respectively. Then v3+1 G S and ü3+1 € S.
Proof. First we show v3+1 € S. Recall that ^2w3 = 1 implies z~2wj+1 = 1. Finally, w3+1 > 0 and £u¿+1 = 1 together imply w3+1 < 1 for all i. Thus, v3+1 € S as claimed. Since v3+1 € S and since an alteration of the particle positions has no effect on the weights, it follows that ü3+1 e S as well. D COROLLARY 2.3. Fix At < I and assume that ü° € S. Then for all j > I, we have v3 € S and iJeS.
Assumption. Throughout the remainder of this paper we assume that Ar < 1. One final fact will be established in this section, a bound on the particle strengths w3. By (2.10a) and Corollary 2.3, w3 < 1 for all i,j. However, one needs to know that Nw3 = 0(1) as N -* oo. If the strengths are initially chosen so that w° = 0(A/_1), then this is a consequence of the following lemma. LEMMA 2.4. For ü° € S let ü3 = J2H(X3 -x)w3 be the computed solution at time T = jAt. Then for all i, the particle strengths w\ satisfy (2.13) w\ < eTw°l.
Proof. From (2.11) and (2.12) we see that w3+1 = w3[l + At(l -(ü{ + ü3i+1))] < w3(l + Ai). The inequality in (2.13) follows immediately. D 3. Solution Operator Notation and an Outline of the Proof. The primary purpose of this section is to develop a notation with which to discuss the error. We then present an outline of the convergence proof. We begin by assuming that v = 1. This makes the exposition simpler. This restriction will be removed at the end of Section 8.
3.1. Solution Operator Notation. Define Ft, the exact solution operator for the Kolmogorov equation, by Ftu°(x) = u(x, t), where u(x, t) is the solution to (1.3a,b) at time t. Note that if í = j'Ai, then u(x,t) = FAtu°, where the superscript j indicates the jth. power of the operator FAt. The reaction operator Rt and the diffusion operator Dt are defined similarly. Thus, Rtu° is the solution at time i to the reaction equation with initial data u°, (3.1a) ut = u(l -u),
and Dtu° is the solution at time i to the heat equation with initial data u°,
Let u(x) be an arbitrary piecewise continuous function. Define the approximate reaction operator RAt by (3.3) RAtu(x) = u(x) + Aiu(x)(l -u(x)).
In other words, for each fixed x G R, RAtu(x) is simply the Euler's method approximation after one time step to the solution of (3.1a,b) with initial data u(x). Similarly, for an arbitrary step function ü of the form (2.9) we define the approximate diffusion operator DAt by
where r/i, r¡2,..., n^ are N independent random numbers chosen from a Gaussian distribution with mean 0 and variance 2Ai. Thus, v3 -R^ü3-1, ü3 = DAtv3, and ü3 = (DAtRAt)3u°. 3.
2. An Outline of the Proof. Let ü° G S be a step function approximation to the initial data u°. The L1 difference at time T = kAt between the exact solution of (1.3a,b) and our approximate solution may be divided into three distinct components, ||F¿t«° -(DAtRAt)kü°\\i < ||f£tu° -(DAtRAt)ku°\\i (3) (4) (5) + \\(DAtRAt)ku° -(DAtRAt)kü0\\i
The first term on the right is called the splitting error. It is the error due to the fractional step or exact operator splitting. In Section 5 we prove that this error is O(At), (3.6) ||i£tu° -(DAtRAt)ku0\\i < CiAt.
The second term on the right is the error due to our approximation of the initial data u° by the step function ¿t°. In Section 4 we show that the operators Rt and Dt are stable in the L1 norm and hence, that
The third term on the right in (3.5) is the error due to the numerical approximation of the solutions to Eqs. (3.1a,b) and (3.2a,b) . That is, the error that results from approximating the exact operators RAt and DAt by the approximate operators RAt and DAt. Assume N and Ai have been chosen so that for some constant Co, Ai = Co y/Ñ . Since the effect of the operator DAt is random, the bound on this error takes the form (3.7) P (\\(DAtRAt)kü° -(DAtRAt)kü°\\i > lC2ljjL^j < ~N-\ where 7 > 1 is an arbitrary real number. To prove this, we use the L1 stability of the operators Dt and Rt to divide this error into 2k pieces,
3=0 3=1
Let i = jAt. In Section 6 we prove that for each j,
This estimate is based on the fact that Euler's method has local truncation error 0((Ai)2), that Rtü3(x) = RAtü3(x) for all |x| > max|À^|, and on a probabilistic bound for the X3. In Section 7 we prove
The proof is based on the pointwise estimate P(\DAtv3(x) -DAtv3(x)\ > Ca) < e~2Na2, where a > 0 is arbitrary. Using (3.9) and (3.10) in (3.8) we obtain (3.7).
The Exact Solution Operators
Rt and Dt. In this section we develop some of the basic properties of the operators Rt and Dt, the principal result being that both operators are stable in the L1 norm. We then use this fact to examine the propagation of the error which is induced by approximating the initial data with a step function.
4.1. The Exact Reaction Operator Rt. It is a simple matter to check that the function defined by is a solution of the reaction equation (3.1a,b). The L1 stability of Rt is an immediate consequence** of having an exact expression for Rtu°.
"It has been pointed out by a referee that the L1 stability of Rt also follows from the fact that u(l -u) is Lipschitz continuous.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use LEMMA 4.1 (L1 Stability of Rt). Let u and v be measurable functions on R such thatO < u,v <l and \\u -v\\i < oo. Then for any time t > 0, \\RtU -Rtv\\i < e'll« -«||i.
During the course of proving that the error due to exact operator splitting is small (Section 5) it will be necessary to bound Rt(u)x. By differentiating (4.1) with respect to x we obtain the following result. LEMMA 4.2. Let u G C1(R) and assume that 0 < u < 1. Then for p = l,oo and any time t > 0, ||wx||p < oo implies \\(Rtu)x\\p < et\\ux\\p.
The Exact Diffusion Operator Dt-Define the heat kernel G(x,t) by e-x2/4t
Occasionally, when there is no possibility of confusion, we will write Gt (x) instead of G(x, t). The solution of the heat equation (3.2a,b) is given by u(x, i) = (Gt * u°)(x) where * denotes convolution. Hence DAtU° = GAt * u°. A basic result from the theory of partial differential equations is that the diffusion operator Dt maps LP(R) onto LP(R) for 1 < p < oo (see [14] ). In particular, we have the following fact.
LEMMA 4.3. Let u be any measurable function of x G R and let 1 < p < oo.
Then for any time t > 0, ||u||p < oo implies ||-Dtu||p < ||u||p.
Remark. For any bounded, differentiable function u on R which satisfies ux G L1 we have (Gt * u)x = Gt * ux. Consequently, it follows from Lemma 4.3 that ||(Au)i||p < ||«i||p as well. We state this result in a somewhat more general form here for future reference. This inequality, together with the L1 stability of the operator FAt, yields (3.6).
The ideas we use to prove (3.6) have been used by Roberts [31] to establish an analogous result for operator splitting applied to Burgers' equation. Similar results in the L2 norm have been obtained by Beale and Majda [2] for viscous splitting of the Navier-Stokes equations.
Some Properties of Solutions to the Kolmogorov Equation.
Solutions of the nonlinear reaction-diffusion equation (l.la,b) satisfy a maximum principle in much the same way as do solutions of linear parabolic differential equations. Here we state the maximum principle for solutions of the Kolmogorov equation (1.3a,b). For a proof see [5] .
LEMMA 5.1 (Maximum Principle).
Let u,v be bounded solutions of (1.3a,b) on f] = R x [0, T] with initial data u°, v°, respectively. Suppose that v°(x) < u°(x) for all x G R. Then v(x, t) < u(x, t) for all (x, i) G il.
For bounded and sufficiently smooth initial data, solutions of (1.3a,b) exist, are unique, and possess bounded derivatives. In particular, solutions u of (1.3a,b) with u° G CX(R), 0 < u° < 1, and H^H«, < oo satisfy (5.4) ||««(í, Olloo < C*||«2lloo, a fact which we shall have occasion to use. For details we refer the reader to [5] or [35] . Next we state the conditions under which solutions of (5.1a,b) satisfy (5.2). Remark. The Ll stability of solutions to (1.3a,b) follows from (5.2) and (5.4) provided we restrict ourselves to solutions with initial data that are bounded between 0 and 1 and have bounded first derivative.
5.2. The Splitting Error. We are now ready to prove (5.3). This is accomplished in two steps. The first step consists of using (5.2) to show that the L1 norm of the function w(x, t) = Ftu° -DtRtU° is 0(t2). If one regards DAtRAtU° as a numerical approximation to FAtu° after one time step of length Ai, then this is simply the statement that the local truncation error is of order (Ai)2. In other words, our numerical scheme (approximating FAtu° by DAtRAtu°) is consistent. THEOREM 5.3. Let u(x,t) be a solution of the Kolmogorov equation (1.3a,b) with initial data u° G CX(R). Assume thatO < u° < 1 and thatu® G L1 (R)nL°° (R). Then (5.3) holds with
Proof. We will show that w(x,t) = Ftu°( We claim that rt rOO
where C is given by (5.5). This follows from ||c(-,i)||i < 2Ce~2t whenever i < Ai, a fact which we now prove. By Lemmas 4.2 and 4.3, IKG*^)2!!! < l|G*^||oo||G'*^[jl < II^Hooll^lll < e2t||«2lloo||"SHl-To estimate the remaining portion of c, we write
where we have used the fact that 0 < v < 1. Thus, Hci-.tJH, < 2 je^HugllxHuSlloo + ^'KHxj < 2Ce"2i, The proof proceeds precisely as it would for a numerical method; at a given time step j we use stability and consistency to reduce the error at time j At into the error at time (j -I)At plus a term of order (Ai)2. Thus, the error at time T = fcAi is the sum of k terms, each of order (Ai)2 plus the error due to the initial approximation (which in our case is 0). The only detail remaining is that, in order to apply the stability and consistency results, we must check that the functions obtained at the intermediate time steps satisfy the appropriate hypotheses. 
(ii) For fixed x, RAt is simply Euler's method for approximating the solution of an ODE, and hence the local truncation error is known to be 0(Ai2). This fact can be exploited to obtain a bound for \RAtü3(x) -RAtü3(x)\ which is uniform in x.
Together, (i) and (ii) imply \\RAtü3 -RAtü3\\i = \\RAtü3 -RAtü3\\r-L<L) < const 2L(At)2. In general, however, the size of the interval (-L, L) cannot be given a deterministic bound. For the particle positions X\ are random variables, yet L has been chosen so that \X3\ < L for all i. Consequently, the most that one can hope for is to find the probability that L is a given size. This is accomplished by examining the movement of the particles.
Recall that X3 is obtained from Xj~ by adding a normally distributed random variable n3 with mean 0 and variance 2 Ai to X3 ~ . The movement of the particles is thus governed by the distribution of the n3, P(n3 <x) = -T=L= f e-s2/4At ds = 4> (^==) , Kl ' y/Ï^ÂlJ-oo \y/2Al) where <p is the probability distribution function for a Gaussian distribution with mean 0 and variance 1 (see Chung [10, p. 100]). By writing X3 =Xf + r¡¡-\-\-n3 and noting that r\\ H-\-r¡3 is a normally distributed random variable with mean 0 and variance 2jAt we obtain the following result. LEMMA 6.1. Let K > 0 by chosen so that Xt° G (-K,K) for all i. Then for all a > 0, It is well known that <j>(x) decreases at an exponential rate as x -► -oo. This allows us to compute a bound on <¡>(x) and hence on the probability that the particles lie outside a given interval. We now establish a probability inequality for ||í2aíWj --Raí«-7!!! which depends on the parameter a. An appropriate choice of a then yields (3.9). THEOREM 6.3. Let ü° G S and let K > 0 be such that X° G (~K,K) for all i. Then for all a > 0, (6.1) P í\\RAtü3 -RAtü3\\i > £(K + a)(At)2\ < Vb^***-*!*".
Proof. Set L = K + a and assume that -L <X\ < L, i = 1,..., N. Using the fact that 0 < ü3(x) < 1 (and hence 0 < Rtü3(x) < 1) we find
for all x G R. It follows that
This estimate is valid as long as our assumption that -L < X3 < L holds. Thus, by Lemmas 6.1 and 6.2,
Cty/n
We now set a = ^y/iy/hïN in (6.1) to obtain (3.9).
COROLLARY 6.4. Let ü° G S be generated by N > 3 particles, let t = jAt, and let K > 0 be chosen so that for all i, Xf G {-K,K). Then for each j = 1,2..., and all 7 > 1 the inequality in (3.9) holds with (6.3) Bi(t) = ^-(K + 3yft).
7. The Ll Convergence of the Approximate Diffusion Operator DAt. In this section we prove that, whenever ù° G S, inequality (3.10) holds for all 7 > 1 where the constant B2 = B2(t) depends only on the initial data u° and the time i = j At. Setting 7 = 1 it follows that, given any e > 0, we can find No = No (e) such that for all N > N0,
Thus, by using sufficiently many particles, one can guarantee that the error due to approximating DAt by DAt is small with arbitrarily high probability. It is in this sense that the approximate diffusion operator DAt converges to the exact diffusion operator DAt. Similar results hold in the L2 norm ( [22] , [27] ) and the sup norm
Note that the convergence rate as stated here is 0(\nN/y/N). The true convergence rate is probably 0(1/y/Ñ), with the factor hiN being a spurious term introduced by the analysis. Furthermore, note that the rate of convergence does not depend on the time step Ai. Thus, since all of the other sources of error behave like O(Ai) and since it is considerably cheaper to halve the time step than to quadruple the number of particles, this quickly becomes the dominant source of error. This feature is common to all numerical methods which use random walks or some other form of random sampling.
The results in this section are based on the work of Roberts. Most of the reasoning is identical to the argument in Section 4 of [31] . The main difference between Roberts' convergence proof for the approximate diffusion operator and the proof here is that in his work the particle strengths are constant in time, whereas here the particle strengths are random variables. This difference manifests itself primarily in Lemma 7.4 where, in order to establish a pointwise bound on the difference between DAtv3 and DAtv3, it is first necessary to bound the particle strengths.
7.1. The Underlying Probability Space fi and a Brief Outline of the Argument.
Implicit in inequalities (3.7), (3.9), and (3.10) is the existence of a probability space (f2, E, p) over which the respective errors are random variables. We can construct this probability space in the following way. Let (fi,E,p) = (ü^i ^¿>Ilj=i ^ji n,_i Pj), where Cij = RN, Ej is the Euclidean Borel field on RN, and p¿ = Pj(At)
is Gaussian measure on RN with mean 0 and variance 2Ai. Here, N is the number of particles, Ai the time step, and fcAi the final time at which we wish to examine the error; N, At, and fc are all fixed. There is a simple one-toone correspondence between elements of fî and a given run of the random gradient method: each u G f2 corresponds to one realization of the random walks, w = (vl, ■ ■ ■ ,Vn, ■ ■ ■ iVu-■ ■ ,Vn)-The component space (Qj,J2j,pj) has been chosen so that there is a one-to-one correspondence between an element ojj G Uj and the N random numbers used at the jth time step to random walk the particles, Since H(Z -e) is the characteristic function for the event A = Z > e, it follows that Pçis(A) is the conditional probability of A with respect to {Qj} x E*. Note that Pnj(A) is a random variable which belongs to {Qj} x E*, and that it depends on w* but not on uij. Furthermore, note that when Z = \\DAtv3 -DAtv3\\i, the random variable Pq}(A) does not depend on the random walks taken after time ,7 Ai and hence, an equivalent way of writing Pçij (A) is -POI^At^ --ÖAt^lli > £ | the past up to time (j -l)Ai).
Our proof of (3.10) proceeds as follows. We first divide the real line into two pieces, (-L,L) and (-L,L)C = (-co, -L) U (L,oo), where L > 0 is free to be chosen as we wish. We then write P(\\DAtv3 -DAtiP\\i >e)< P(\\DAtv3 -DAtv3\\{_L,L) > ei)
where £ = £i + e2 and || ■ • ■ ||(-l,l) (resp. || ■ • • ||(_z,,¿)<=) denotes the L1 norm over (-L,L) (resp. (-L,L)C).
To estimate the error on the tails (-L,L)C we bound the error over (-co, -L) (resp. (L, co)) under the assumption that all of the particles lie in the interval (-B,B) C (-L,L) at times (j -I)At and jAt. We then use Lemmas 6.1 and 6.2 to estimate the probability that this assumption holds. To estimate the error over the interval (-L, L) we show that for all w* G il* (7.3) Pn,(\\DAtv3 -DAtv3\\{_LiL) > £i) < 6, where 6 depends on N, At, t = jAt, and the initial data ü° but not on w*1. In other words, we show that P(\\DAtv3 -DAtV3\\(-L,L) > £ I the past up to time (j -l)At) < 6 for all pasts up to time (j -l)At. This inequality follows from a probability inequality of exponential type for the pointwise error at TV points in (-L,L). 7.2. Pointwise Estimates. In this section we investigate the size of the pointwise error l-DAti^x) -DAtv3(x)\. The principal result is that License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
Proof. Suppose that v3(x) = H(X -x) where X G R is arbitrary. Then, by (3.4), DAtv3 (x) = H(X + n-x) where n is a Gaussian random variable with mean 0 and variance 2Ai. Therefore, since n and X are independent, we find Enj[DAtv3(x)] = -=== \ H(X + n-x)e-«2'4At dr, V47tAÍ J-oo = (GAt*v3)(x) = DAtv3(x).
In general, v3 is of the form given by (2.6) and DAtv3 is of the form given by (3.4) . The lemma now follows from the linearity of E and DAt and the independence of the X3'1 and the n{. D
We now estimate the size of the pointwise error due to approximating DAtv3(x) by DAtv3(x). Following Roberts [31] , we use a probability inequality of exponential type due to Hoeffding [24] . Similar inequalities may be found in Loève [25] . LEMMA 7.4. Let ü° G S and let w = max¿ w3. Then for alia > 0 the inequality (7.4) holds uniformly for all x G R.
Remark. If u>° = 0(N_1), then this estimate depends exclusively on the parameter a, the number of particles N, and the time i = jAt. For, by Lemma 2.4, Nw is 0(el) for any v3 which has been generated by the random gradient method from initial data with particle strengths that are 0(N~l).
7.3. The L1 Convergence of DAt. We will now use the above pointwise estimate to derive the error bound in the Ll norm. We begin by establishing a bound of the form given by (7.3). a r=l Using (7.1), (7.2) , and (7.5), we can now establish a bound which holds over the entire space (íl, E, u). COROLLARY 7.6. Let ü° G S be generated by N particles and let w = max¿ w3.
Then for all a,L>0, (\\D (7.6) P \\Dmv3 -ZW||(_LiL) > 2L -= + aNw y/Ñ < 2Ne~2Na2
The next step is to prove a probability inequality for the error over the tails (-L, L)c. Note that we are still free to choose L. Let if > 0 be chosen so that at time i = 0 all the particles lie in (-K,K).
Let L = K + 2ß where ß > 0 is an arbitrary parameter. The idea, due to Roberts [31] , is to estimate the error as a function of ß under the assumption that at times (j -I) At and j At the particles remain in the interval (-K -ß,K + ß). This reduces the problem to that of finding the probability that the particles are in this interval at the (j -l)st and jth time steps, a problem which may be solved with Lemmas 6.1 and 6.2.
THEOREM 7.7. Assume that ü° G S is generated by N particles, all of which lie in the interval (-K,K). Denote the time by t = jAt. Let ß > 0 and L = K + 2ß. Then To begin, let (a,b) = (-00, -L). We prove the contrapositive of (7.8). Therefore, assume -b<x3-\x3 <B We{l,...,JV}.
By the triangle inequality,
and hence, it suffices to show that \\D*tV -l||(-oo,-i) < ^Se-"2/4At and p _ bto&W^-L) = 0.
V71"
The second statement is an immediate consequence of the fact that DAtv3(x) = 1 for all x < -L < -B. To prove the first statement, we use 0 < 1 -DAtv3(x) < 1 -DAtH(-B -x) for all x G R to show ||1 -¿Wlk-oo.-L) < ||0Atff||(-oo,-/9) = ||GAt * ff||(-oo,-/J) < ^pe-02'4At.
A similar argument can be used to prove (7.8) with (a, b) = (L, 00). All that remains is to estimate the probability that the right-hand side of (7.8) where we have used Lemma 2.4, together with w° = N 1, to deduce that Nw < e*. Consequently, (7.6) becomes (7.10) p(\\DAtv3 -DAtv3\\{_LM > 21(K + 6y/i)(l + 2et)l^\ < 2N~b.
With our choice of ß the right-hand side of (7. where the constants Gi and C2 depend only on u°,ü°, and the time T = fcAi. The most important hypothesis here is that for some constant Co, Ai = Co/y/Ñ. This has the effect of balancing the error due to the time step (temporal discretization) with the error due to the number of particles (spatial discretization). This inequality tells us that the probability of the error being greater than Hypothesis Aj. In addition to (1.3c-e) the exact initial data u° satisfies u° G C^R), 0 < u°(x) < 1 for all x G R, and ux G Ll(R) nZ,°°(R).
Hypothesis A2. The approximate initial data ù° satisfies ù° G S (see Subsection 2.3), ü° is generated by N > 10 particles, and the initial weights satisfy wf = A-1.
Hypothesis A3. The computational parameters N and Ai have been chosen so that for some constant Co we have ,8.3, A«=|L.
We also assume that the constant K > 0 has been chosen so that the variation ofù°liesin(-iï,/i:),
8.2. A Bound on the Probability Distribution of the Error. The proof of (8.1) is accomplished in two steps. In the first step (Theorem 8.1) we use the estimates from Sections 6 and 7 to establish the probability inequality (3.7) for the error due to the approximate solution operators. In the second step (Theorem 8.2) we use the deterministic bounds from Sections 4 and 5 to control the remaining sources of error.
THEOREM 8.1. Assume that Hypotheses Ai, A2, and A3 hold and let Bi be given by (6.3) and B2 by (7.9) . Then the inequality in (3.7) holds for all 7 > 1 with with initial data u°. Define u(x,t) = uu(y/vx,t). Then u satisfies (1.3a,b) with diffusion coefficient 1 and initial data u°(x) = u^y/ux).
Note that ||<9:ru||oo = V^ll^i^lloo and ||dju||i = ||9x«"||i.
The random gradient method scales in the same manner. In other words, let ük be the random gradient solution of (1.3a,b) at time T = fcAi with diffusion coefficient v. Denote the initial particle positions by Xo (u). Then for any fc > 0, ük(x) = ük(y/Vx) is the random gradient solution of (1.3a,b) with diffusion coefficient 1 and initial particle positions Xf = X°(v)/s/v.
This statement follows immediately from the fact that if 77 is a Gaussian distributed random variable with variance 2vAt, then n/s/v is a Gaussian random variable with variance 2Ai.
It now follows that ||u"(T) -u*||i = y/v\\u(T) -ük\\i and hence, by Theorem Hence, C2 = y/vC2 is bounded uniformly in u for v < 1 as claimed. The conclusion that C2 is 0(v~1/2) may be misleading however. For example, with waves initially of the form given by gv above, one generally chooses the approximate initial data so that K(v) = 0(y/v). In this case G2 = 0(1).
A similar argument can be used to establish the validity of the bound on the variance of the error in (1.5) for arbitrary v < 1.
Numerical
Results.
In order to compare our theoretical bounds with the actual performance of the method, we use it to compute a known exact solution. We also present the results of computations with a second-order solution of (3.1a,b), an exact solution of (3.1a,b) and second-order operator splitting (Strang splitting). These experiments allow us to test the sharpness of our estimates and our understanding of the way various sources of error behave. For this choice of ù° we have (9.2) = o *)■ For u given by (9.1) define the center of the wave at time i to be the point xc = xc(i) such that u(xc,t) = 1/2. We measure the error at time T = 1 on a grid of 1001 points centered at xc and spaced a distance Ax = 0.02 apart. We estimate the expected value of this error by averaging it over twenty independent trials. Denote this average by ërf = ëff(Ai,A).
The independence of the trials with respect to one another has been achieved by starting each trial with a different, independently chosen seed for the random number generator. We also report the standard deviation of our sample of twenty errors about their mean, denoted by a = o (At,N) .
The error in each of the discrete L1, L2, and L°° norms decreases at roughly the same rate. We present only the results in the L1 norm.
9.2. Numerical Results. Table 1 contains erf and a for a computation with the random gradient method as described in Section 2. The number of particles increases by 4 as one moves to the right along a row, while the time step decreases by 2 as one moves down a column. The average error erf roughly decreases by 2 as one moves diagonally down one row and right one column. We therefore conclude that for this problem the proper relationship between Ai and A is ,9.3)
A' = °(^)'
The relation Ai = 0( v'Ä-1) which we have arrived at by theoretical considerations appears to be an underestimate of the dependence of the error on A. In other words, if we set Ai = G(v/Â_1)> then the errors that depend on A will decrease twice as fast as the errors that depend on Ai, until eventually these latter sources of error dominate all others. The method will still converge, but we will be doing four times as much work*** to get the same results. Table l Estimated mean and standard deviation of the error in the L1 norm.
First-order solution of the ODE ut = u(l -u). Fix Ai = 1 and note that for all A, eff(l, A) is within o(l,N) of 0.443, i.e., for Ai = l,êrr is well within statistical error of being constant. This is because those sources of error due to temporal discretization (e.g., the errors in (3.6) and (6.2)) dominate those errors due to spacial discretization (e.g., (9.2)). These two sources of error are roughly in balance when Ai -4_1 and A = 1000. This can be seen by noting that if one moves to the right along the row or down the column from this point, then the error remains within 2ít(4~1, 1000) of being constant. We can determine the dependence of the error on one of the parameters by letting the other be a small, fixed value and observing how the error behaves as *** We have neglected the cost of sorting the particles at the end of each time step. a function of the first. For example, for fixed A = 1024000, err clearly decreases like O(Ai). On the other hand, if we fix Ai = 32_1 we find that for A < 64000 the error decays like y/Ñ-1. The error is (statistically) constant for A > 64000 because for (Ai, A) = (32_1,64000) the two sources of error are again roughly in balance and hence, to the right of this point, the dominant source of error is that due to the time step Ai.
Note that this balance point lies on the same diagonal as the one found earlier, Ai = 4_1, A = 1000. This diagonal represents the optimal choice of computational parameters. On either side of this diagonal we would be doing more work to achieve the same level of error. Of course, in practice it is usually impossible to determine this diagonal. Therefore, the best strategy is to simply refine the parameters at the optimal rate, presumably that given by (9.3) . Although this will not necessarily result in the least amount of work for a given level of error, it will result in the error decreasing at the best possible rate.
TABLE 2
Error in the L1 norm after one run.
First-order solution of the ODE ut = u(l -u). In Table 2 we present the L1 error at time T = 1 after only one trial. In other words, one realization of the random variable whose expected value and standard deviation have been estimated in Table 1 . In all cases the error after one trial lies within 2cr of erf. Furthermore, along the diagonals the errors in Table 2 decrease very nearly at the rate of Ai = 0(y/Ñ~1).
The important point to note here is that one generally obtains good results with one trial. It is not necessary to average the computed solution over several trials in order to obtain decent results.
This statement can be made rigorous in the following way. Suppose T/Co = 1. We know of no way to improve the accuracy of the random walk. However, there are several ways to obtain a method which is higher-order in time. We begin by considering a second-order ODE solver. Define
This is simply Heun's method for solving (3.1a,b) ([11, p. 364]). Table 3 contains the result of a series of runs with RAt replaced by PAtd-It is immediately apparent that there has been an overall decrease in the error as compared to Table 1 . However, the rate of convergence has not changed-even as a function of Ai alone. On the average the errors still decay like O(Ai). We interpret this data in the following way. When PAt is replaced by PAtd, the (Ai)2 in (3.9) is replaced by (Ai)3.t Thus, the dependence of the last term on the right in (3.5) on Ai is now 0((Ai)2) rather than O(Ai). However, its dependence on A is still 0(y/N~1). From (9.2) we see that the middle term is 0(A_1) and hence is presumably negligible compared to the last term. However, the first term-the error due to operator splitting-remains O(Ai).
To increase the accuracy of this first term, we now employ the following operator splitting algorithm known as Strang splitting [36] , r.J+1 -»2nd ñ ¿2nd ~j Us -RAt/2DAtRAt/2UJs-'This statement is easily proved. We simply use the well-known fact that the local truncation error for a second-order ODE solver is 0((At)3) to replace the right-hand side of (6.2) by (At)3 times the appropriate constant.
Note that Strang splitting costs no more than first-order splitting. One simply takes half a time step at the beginning and another half time step at the end: H = RAn?,2DAt(RAfDAt)3-lRA»d/2ü°.
With Strang splitting we expect the error due to exact operator splitting to be ||PAtU° -(PAt^AtiW^ll! < Cv^(Ai)2.
Although we do not prove this statement, it should be possible to prove it by applying the argument in the proof of Theorem 5.3 to the function ws(x,t) = Ftu°(x) -Rt/2DtRt/2u0(x).
In this regard, we note that Beale and Majda have shown that Strang splitting for the Navier-Stokes equations is second-order accurate [2] . In Table 4 we present the results of using this algorithm on the test problem. We note a further decrease in the error as compared to Tables 1 and 3 . In particular, for Ai = 1 and A > 16,000 the error is an order of magnitude smaller than that in Table l ! Also note that for Ai < 1/8 the errors that depend on Ai appear to be so small there is little further decrease in the error if one fixes A and lets Ai -> 0. However, the overall dependence of the error on A has not changed-the error still depends on A like 0(y/N~1).
We conjecture that the choice of parameters which results in the first and last terms on the right in (3.5) decreasing at the same rate is now Ai = 0(1/y/Ñ). However, we find it somewhat puzzling that for large, fixed A, say A = 1024000, the error does not decrease like 0(Ai2) and can offer no explanation. Table 5 contains the data from columns 2, 4, and 6 of Table 4 organized so that, provided our conjecture is correct, the most efficient way to decrease the errors now lies on the diagonal. Note that on and below the diagonal which begins with (At, A) = (2_1,4000) the error decreases at a rate roughly equal to Ai2 = 0(1/y/Ñ), which is consistent with our conjecture. This results in a small savings in computational effort. To decrease the error by four, the original version requires A -► 16A and At -► At/4, resulting in 64 times as much work.ït On the other hand, the higher-order method only requires 32 times as much work to achieve one fourth the error. For methods in which the work required at each time step is 0(N2) the savings is proportionally smaller. Finally, we replace PAi by RAt (it is easy to compute the exact solution of Eq. (3.1a,b) ). In this experiment we do not use Strang splitting. The results are presented in Table 6 . For those choices of A and At for which one expects the errors due to At to be noticeable, we find a moderate improvement over the results displayed in Table 3 . On the other hand, when the 0(y/N~1) errors dominate, the errors in Table 6 are quite close to those in Table 3 . Upon comparing Table 6 with Table 4 , we conclude that if one is going to go to the trouble of using a higher-order **Again, we have neglected the work required to sort the particles at the end of every time step and assumed the work at every time step is O(N).
solution of the ODE (3.1a), then one should also use Strang splitting, especially since it requires no additional computational effort.
9.3. Conclusions. The theoretical estimates presented in Theorem 1.1 are most likely an underestimate of the true rate of convergence. In order to prove this theorem, we have found it necessary to assume that Ai = 0(v/Â~1).
However, based on the numerical results presented here, we conclude that this is an inefficient choice of parameters. One can argue that this is a special test problem and that more general problems may converge at a slower rate. However, most solutions of (1.3a,b) converge to traveling wave solutions in time (e.g. [5] ) and it seems likely that the method's behavior with this particular traveling wave solution is representative of its general behavior when approximating a traveling wave solution. The failure of our analysis to accurately predict the true rate of convergence is probably due to our use of the triangle inequality in (3.8) . In contrast, Hald was able to establish the correct rate of convergence for the method considered in [22] , precisely because he could write down the exact and computed solutions at any time i, thereby avoiding the need to apply the triangle inequality.
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