Abstract. In this paper we present an algorithm that computes the genus of a global function field. Let F/k be function field over a field k, and let k 0 be the full constant field of F/k. By using lattices over subrings of F , we can express the genus g of F in terms of [k 0 : k] and the indices of certain orders of the finite and infinite maximal orders of F . If k is a finite field, the Montes algorithm computes the latter indices as a by-product. This leads us to a fast computation of the genus of global function fields. Our algorithm does not require the computation of any basis, neither of finite nor infinite maximal order.
Introduction
Let F/k be a function field of one variable over k and denote D F the set of divisors of F . The computation of the non-negative integer
is one of the fundamental tasks in algebraic function field theory or the theory of algebraic curves. To this day, the fastest algorithms that compute the genus g of F are based on the computation of certain Riemann-Roch spaces [8] . For this purpose the computation of bases of the finite and infinite maximal orders of F is necessary. If k is equal to the full constant field k 0 of F , we present in this paper a direct way to determine g. For instance, no basis computation will be required at all. Our algorithm is based on the repeated application of the Montes algorithm. Hence, it has an excellent practical performance for global function fields; that is, when k is a finite field. According to our tests, the running time of the genus computation is in most of the cases dominated by the computation and factorization of the discriminant of a defining polynomial of F . The complexity estimation for the Montes algorithm in [1] affords us concrete bounds for the number of operations in the finite constant field k, which are needed to compute the genus of F (Theorem 3.6). Unfortunately, these theoretical bounds do not fit well with the practical performance of the method.
Algebraic function fields
Throughout this paper F/k will denote an algebraic function field of one variable over the field k. That is, F/k(t) is a separable extension of finite degree n, for t ∈ F transcendental over k. We denote A := k[t], K := k(t) ⊂ F . Let v ∞ : K → Z∪{∞} be the discrete valuation determined by v ∞ (h/g) := deg g − deg h for h, g ∈ A. Let A ∞ = k[t −1 ] (t −1 ) ⊂ K be the valuation ring of v ∞ , m ∞ its maximal ideal and U ∞ := {a ∈ K | v ∞ (a) = 0}, the group of units of A ∞ . Denote by P F the set of all places of F/k and let P ∞ ⊂ P F be the set of all places over ∞. We set P 0 := P F \ P ∞ . Every place P ∈ P F corresponds to a surjective valuation v P : F → Z ∪ {∞}, which is zero on k. A divisor D of F/k is a formal Z-linear combination of the places of F . For a divisor D = P ∈PF a P · P , we set v P (D) := a P and define the degree of D (over k) by
For z ∈ F × we define the principal divisor generated by z by (z) := P ∈PF v P (z)·P . Denote by Z z := {P ∈ P F | v P (z) > 0} and N z := {P ∈ P F | v P (z) < 0} the sets of zeros and poles of z, respectively. We call (z) 0 := P ∈Zz v P (z) · P the zero divisor of z and (z) ∞ := P ∈Nz −v P (z)·P the pole divisor of z. The Riemann-Roch space of a divisor D of F is the finite dimensional k-vector space
Instead of dim k L(D), we write dim k D for any divisor D of F . Then, we may define the genus g of F as in the introduction. Let O F := Cl(A, F ) and O F,∞ := Cl(A ∞ , F ) be the integral closures of A and A ∞ in F , respectively. We realize an algebraic function field F/k as the quotient field of the residue class
, where
is irreducible, monic and separable in x. A polynomial f satisfying these conditions is called a defining polynomial of F/k. Such a representation exists for every algebraic function field over a perfect constant field [15, p. 128] . We consider θ ∈ F with f (t, θ) = 0, so that F can be expressed as k(t, θ). We call A[θ] the finite equation order of f , and we define
and F can be represented as the quotient field of 
Note that this definition is independent of the choice of the bases of M and
, for an irreducible polynomial p(t) ∈ A, are defined as the valuation of any representative of the class [M : M ′ ]. Let k be a finite field with q elements. Our algorithm of the computation of the genus of a function field F/k strongly depends on the Montes algorithm [5] , [6] :
OUTPUT:
The original version of the Montes algorithm produces a more comprehensive output, but we require only ind p(t) . Admitting fast multiplication, it is shown in [1, Theorem 5.14] that the Montes algorithm needs
operations in k to terminate, where n := deg f and δ p(t) := v p(t) (Disc(f )). Also, if we set
Lattices over k(t)
Our aim is to describe the genus g of a function field F/k in terms of the indices
To this end, we use the language of lattices and their reduced bases. A more comprehensive consideration can be found in [10] and [3] .
2.1. Lattices and normed spaces. On K = k(t) we consider the degree function
) be the completion of K at the place ∞. The valuation v ∞ extends in an obvious way to K ∞ , and it determines a degree function on K ∞ as above:
Definition 2.1. Let R be a subring of K ∞ , and let X be a finitely generated Rmodule. A norm, or length function on X is a mapping : X −→ {−∞} ∪ R satisfying the following conditions:
Clearly, | | :
Lemma 2.2. Let R be a subring of K ∞ , X a finitely generated R-module, and a norm on X. Then, for any x 1 , x 2 ∈ X with x 1 = x 2 , it holds
Proof. Since x 1 = x 2 , we can assume
, where E is a finite dimensional K-vector space and is a norm on E.
, where L is a finitely generated A-module, and is a norm on L.
Clearly, if (L, ) is a lattice, then L ⊗ A K is a normed space, with the norm function obtained by extending in an obvious way. The second property of the norm function shows that L has no A-torsion, so that L is a free A-module and it is embedded into the normed space L ⊗ A K. Conversely, if (E, ) is a normed space, then any A-submodule of full rank is a lattice with the norm function obtained by restricting to L. Example 2. Let F/k be an algebraic function field. For each place P of F above the place ∞ of K, let e(P |∞) be the ramification index of P over ∞. Define w P := e(P |∞) −1 v P and:
Then, (F, −w ∞ ) is a normed space. Actually, this is the normed space we are mostly interested in.
2.2. Reduced bases. We fix throughout this section a normed space (E, ) over K, of dimension n. By a basis of E we mean a K-basis. By a basis of a lattice L ⊂ E we mean an A-basis. Any basis of L is in particular a basis of E. Conversely, any basis B = {b 1 , . . . , b n } of E, is a basis of the lattice L := B A , the A-submodule generated by B.
We say that B is reduced if any of the following two equivalent conditions are satisfied:
Theorem 2.5. Every lattice admits a reduced basis.
Proof. In the literature, there are several proofs of this fact for particular normed spaces [9] , [13] , [14] . It is not difficult to prove this for an abstract normed space [3] , but we do not include the proof here because we do not need it for our purposes.
Orthonormal basis and determinant.
Definition 2.6. Let E be a normed space and B a reduced basis of E. We say that
Clearly, if B is a reduced basis of E, then {t
We now consider transition matrices between orthonormal bases. For two bases B := {b 1 , . . . , b n } and 
The orthogonal group O(m 1 , . . . , m κ , A ∞ ) is the set of all T ∈ K m×m which satisfy the following two conditions:
, for all i > j. Proof. A proof can be found in [3] . Now we define the determinant of a lattice. This invariant is well-defined because the transition matrix between two orthonormal bases of E has determinant in U ∞ by Theorem 2.8 and Proposition 2.9.
This invariant is well-defined because the transition matrix between two bases of L has determinant in k * ⊂ U ∞ . Note that |d(B)|, |d(L)| ∈ Z are well-defined.
Lemma 2.12. Let E be a normed space, L ⊂ E a lattice and
Proof. Since B is a reduced basis, the set
Genus of function fields
3.1. Riemann-Roch theory and lattices. Let F/k be a function field of genus g and denote e(P |∞) the ramification index of P over ∞. We consider a divisor
with r ∈ Z. The places Q ∈ P 0 and P ∈ P ∞ are in 1:1 correspondence to prime ideals Q of O F and P of O F,∞ , respectively. The Riemann-Roch space of D + r(t) ∞ satisfies L(D + r(t) ∞ ) = I 0 ∩ I ∞ with fractional ideals I 0 := Q∈P0 Q −αQ and I ∞ := t −r · P ∈P∞ P −βP of O F and O F,∞ , respectively. We consider the norm on F :
:
e(P |∞) . 
Proof. Let z = n i=1 λ i b i , with λ i in A, be an arbitrary element of I 0 . The element z belongs to L(D + r(t) ∞ ) = I 0 ∩ I ∞ if and only if v P (z) ≥ −v P (D) − re(P |∞), for all P ∈ P ∞ . This condition can be expressed as 
where k 0 is the full constant field of F/k.
Proof. Let {b 1 , . . . , b n } be a reduced basis of I 0 . For a sufficiently large r ∈ Z, Corollary 3.2 shows that dim k (D + r(t) ∞ ) = (
Also, for large r we obtain by the Riemann-Roch theorem 
So, finally we have deg
Together with (2), we obtain the claimed formula for |d(I 0 )|.
Computation of the genus. We apply Corollary 3.3 to the zero divisor
By Theorem 3.4 we obtain the following result.
Corollary 3.5. For a function field F/k with defining equation f (t, θ) = 0, the genus may be computed as:
A conventional way to compute the genus g of a function field F/k proceeds as follows: Consider the divisor D := (r(t) ∞ ) and the Riemann-Roch space (1) show that
, the genus g can easily be deduced from (3) .
If the constant field k is algebraically closed in the function field F (e.g global function fields), the computation of the genus g of F can be reduced to the computation of the degree of the two indices [O F :
of these two indices are computed by the Montes algorithm [5] , [6] . Therefore, we have the following method to determine g.
Algorithm 1 : Genus computation of global function fields
Input: A global function field F/k with defining polynomial f of degree n. Output: Genus g of F .
Theorem 3.6. Let F/k be a function field over the finite field k with q elements and with defining polynomial f of degree n. Then, Algorithm 1 needs at most
operations in k to determine the genus of F .
Lemma 3.7. Let F/k be function field of genus g with defining polynomial f of degree n. Then, δ := | Disc(f )| and
Proof of theorem 3.6. Initially, Algorithm 1 computes Disc(f ) and factorizes it. Since Disc(f ) = Res(f, f ′ ), the cost of the computation of Disc(f ) is equal to the cost of computing the determinant of the Sylvester matrix M of f and f ′ . In [11] it is shown that the cost is O(d 
. Considering [1, theorem 5.14] the cost of one call of Montes-algorithm(f , p(t)) and Montes-algorithm(f ∞ , 1/t) is equal to
and O n 2+ǫ + n 1+ǫ δ ∞ log(q) + n 1+ǫ δ 2+ǫ ∞ operations in k, respectively. The worst case is that we have to call the Montes-algorithm for all prime divisors p(t) of Disc(f ). Therefore the cost of the for-loop is
operations in k. Adding the cost for applying Montes-algorithm(f ∞ , 1/t), we obtain for the computation of the degree of the two indices
field operations, where the second equality follows from Lemma 3.7. Clearly, the cost of the computation and factorization of Disc(f ) is dominated by O(n 5+ǫ C f 2+ǫ log(q)). 
Experimental results
We have implemented Algorithm 1 in Magma [4] . The code may be downloaded from http://montesproject.blogspot.com. In this section we compare the runtime of our algorithm with that of the algorithm of Magma. The computations have been done in a Linux server, with two Intel Quad Core processors, running at 3.0 Ghz, with 32 Gb of RAM memory. Times are expressed in seconds. If an algorithm did not terminate after 24 hours we write " − " instead. For each example we present the characteristic data of the function field F/k and its defining polynomial f and the time, which needed Algorithm 1 and that of Magma to determine the genus. Additionally, we give the number of seconds of the initial computation (I.C.) in Algorithm 1; that is, the time that costs the computation of Disc(f ) and its factorization. We will see that in most of the cases the runtime of the initial computation dominates the runtime of Algorithm 1. In the column Algo 1 we display the total running time of Algorithm 1, including the initial computation.
For the first examples we use families of global function fields, which cover all the computational difficulties of the Montes algorithm [7] . Later, we use randomly chosen global function fields.
We consider in all examples the function field F/k of genus g, with defining polynomial f (t, x) ∈ k[t, x].
, where p(t) ∈ A is irreducible and k, r are non-negative integers. f 1 (t, x) = x 2 + t f 2 (t, x) = f 1 (x) 2 + (t − 1)t 3 x f 3 (t, x) = f 2 (x) 3 + t 11 f 4 (t, x) = f 3 (x) 3 + t 29 xf 2 (x) f 5 (t, x) = f 4 (x) 2 + (t − 1)t 42 xf 1 (x)f 3 (x) 2 f 6 (t, x) = f 5 (x) 2 + t 88 xf 3 (x)f 4 (x) l
