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STATISTICAL THEORY APPLIED TO COMMUNICATION
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ABSTRACT
This work is concerned with the synthesis and evaluation of inte-
grated communication systems constructed specifically to perform
in the presence of channel disturbances of the form encountered
in multipathpropagation. In the communication system considered,
information is conveyed from source to user by encoding it into
electrical symbols at the transmitter and decoding it at the re-
ceiver. Statistical theory, including information theory, is used
throughout the paper. Gross aspects of multiple-mode propagation
and ionospheric scattering are discussed, and previous efforts to
improve systems affected by these disturbances are reviewed.
System capacities are computed for the transmission of band-
limited white Gaussian signals through fixed multiple-mode dis-
turbances, and the optimum spectral distribution of transmitter
power is found. In general, presence of additional paths does not
upset the message-handling capabilities of the channel if suitable
wide-band signals are used. Quasi-stationary path fluctuations
are considered, and a technique for measurement of the multipath
characteristic by the receiver is suggested. Capacities arefound
for slow path delay fluctuations. Single-mode scatter propagation
is considered as a complex multiplicative Gaussian process. The
probability computing receiver is found analytically, and a physical
realization is developed for small signal-to-noise ratios. Lower
bounds to system capacity are found for a binary transmission
through scatter. Incidental results are system capacities for a
related multiplicative channel, and the capacity for a binary trans-
mission through white Gaussian noise.
*This Report is identical with a thesis submitted to the Department of Electrical Engineering in
partial fulfillment of the requirements for the degree of Doctor of Science at The Massachusetts
Institute of Technology.
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STATISTICAL THEORY APPLIED TO COMMUNICATION
THROUGH MULTIPATH DISTURBANCES
CHAPTER I
1. INTRODUCTION
This work is concerned with the design and evaluation of integrated communication
systems constructed specifically to perform in the presence of channel disturbances of the form
encountered in multipath propagation. By a communication system is meant a combination of
transmitter, channel, and receiver which has the general structure shown in Fig. 1. The trans-
mitter contains an information source which generates a sequence of symbols drawn independ-
ently from a finite alphabet, and an encoder which translates these symbols into new symbols
x. i = 1. 2 ..... whose character is aoro-
TRANSMITTER CHANNEL RECEIVER 
priate to the channel being used. In this study,
G'N i NERALED the x. are voltage waveforms having duration T.E 1
-N 1 OPERATOR E 
STORED 0 E STORED STATISTICAL The channel may, by performing general opera-
SYMBOLSC STORED KNOWLEDGE 
E$¥M0 YMOL OF SOURCEYMBOL AND tions governed by random processes, perturb
I GENERALIZED CHANNEL
l t l P RANDOM I T zthe transmitted symbols in such a way that ob-
' I FORMpONI l l RFORMAnN I servation of the received symbols is not suffi-
SOURCE I I USERt
-…I__---------- I ~~~~~cient to state with certainty which symbols were
Fig. 1. The communication system model. transmitted. Then, since the transmitted se-
quence cannot be known a priori by the receiver
if any information is to be conveyed, the receiver is called upon to guess, in a detector, which
symbols were transmitted. In making its decision, the receiver combines its observation of the
perturbed y sequence with statistical knowledge of the transmitter and channel available to it
a priori. It is important to note that the receiver is directly interested only in events at the
transmitter, not in the channel. Ultimately, the information user is given a sequence of x. re-
lated to the symbols generated by the source, but which may be in error to a certain degree. A
slightly different model following the outline of Fig. 1 is one in which the receiver need not make
decisions, but is required only to observe the y sequence and process it into a series of evalua-
tions of the possibilities that the various x. could have been transmitted. Our selection of the
former model is conditioned by the practical aspects of familiar information users, such as
teletype.
Since both the symbol sequence generation by the source and the channel disturbances
are random processes, the theory appropriate to the communication problem is that of proba-
bility and statistics. In Sec. A of this chapter we shall discuss briefly a few aspects of the
general approach, without specific reference to its application to multipath channels. In Sec. B
a simplified description of ionospheric multipath is presented, together with a short history of
the efforts which have been devoted to system improvement when multipath is present. Chap-
ter II presents the results obtained in this paper for communication over fixed or quasi-stationary
multiple ionospheric modes, and results for communication over a single scatter path are given
in Chapter III. Appendices supplement these later two chapters.
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A. Synthesis and Evaluation of Communication Systems
1. Criteria of System Performance
As stated in the Introduction, the operation of the communication system model of
Fig. 1 is largely described in terms of statistics. It is natural, then, that acceptable measures
of system performance should involve probabilities. For the symbols xi fixed in number M and
duration T, it appears that the best system, within additional constraints such as specified trans-
mitter power, is one which minimizes the probability of error in the output sequence xj.
If the number and duration of the transmitted symbols are allowed to vary, however,
we have the problem of redefining system performance so that the rate at which symbols are
being produced may enter. Since usually the probability of error increases with the rate, a
criterion giving the best "trade" should be deduced. At this point it is pertinent to consider the
communication system in the light of the mathematical theory of communication, or information
theory, as developed by Shannon and Fano. Here entropy, a measure of the randomness of the
output from a stochastic source, is a central concept used extensively in considering the flow of
information within systems. Source rate, the rate of production of transmitted symbols, is de-
fined as the entropy of the source H(x) per unit time. Equivocation Hy (x) is a conditional entropy
that is a measure of the average uncertainty in x, knowing y. Thus it is a measure of the infor-
mation lost in transmission. Clearly, when the receiver is required to make a decision, the
probability of error depends upon this uncertainty, and hence upon the equivocation. Per-unit-
equivocation, defined as Hy(x)/H(x), has been suggested as a useful performance criterion, since
it involves both source rate and probability of error. Another parameter is the transmission
rate, defined as [H(x) - Hy(x)] /T, a measure of the information which eventually reaches the
receiver. For the particular system of Fig. 1, we have
M
H(x) =- Z P(xi) log P(xi) log M (1-1)
i=l
M
H y Z P (xi/y) p(y) log P(xi/y) dy (1-2)
P(xi) is the a priori probability of the ith symbol, assumed equal to l/M. P(xi/y) is the condi-
.th
tional, or a posteriori, probability of the i signal, knowing the received perturbed symbol y.
In this paper, the logarithmic base is always taken as two, unless otherwise indicated. The
unit measure of information is then the bit, a choice between two equally-likely possibilities.
Much of the work in this paper deals with systems of the form of Fig. 1, in which two
assumptions are made. First, the symbols xi to be used in the transmitter are allowed to ap-
proach infinity in length T. Secondly, the symbols are to be constructed by drawing samples of
duration T at random from a given stochastic source S. This coding procedure does not seem
unreasonable when we must deal with the problem of forming a very large alphabet. In general,
as T increases indefinitely with the alphabet size M held fixed, probability of error converges
to zero. At the same time, however, the source rate approaches zero. Shannon has shown,
however, that with such random coding it is possible to increase M with T slowly enough that
2
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source rate remains constant, while probability of error and equivocation still converge to zero,
on the average over all such random codes. Such a source rate is called an allowable source
rate, and its upper bound, called the system capacity, may be found by computing entropies when
the given code-generating source S drives the channel directly, as shown in Fig. 2. We then have
H(x) - H (x)
STOCHASTIC SOURCE H-ANN C = lim (1-3)
CHANNEL T-.oo T
with H(x) and H y(x) found from expressions similar to
-p(xX/y) Eqs.(1-1) and (1-2). Here we should emphasize that
the model of Fig. 2 is not, in general, a communication
Fig. 2. Stochastic source driving a channel.
system, but merely a device to enable the evaluation
of C. A large part of the work in this paper deals with the computation of C for various sources
and channels.
If now the source S, from which the symbols are derived, is changed, Eq.(1-3) is re-
evaluated to find the new value of C. The maximum possible system capacity so obtainable for
the given channel, with constraints included, is called the channel capacity Cc. This parameter
is of prime concern to Shannon. C is the upper bound to the allowable source rate at which in-
formation can be transmitted over the channel, with constraints included, by any coding scheme.
The proof consists simply in noting that since the transmitter of Fig. 1 is one possible S, any
rate in excess of Cc would be in contradiction to the definitions of allowable source rate and
Cc. Although in practice it is usually difficult to find Cc , one special case has been solved
easily. If the channel perturbation is additive white Gaussian noise of uniform spectral den-
sity No, and the transmitter is limited to bandwidth W and average power P,
Cc = W log (1 + PW ) (1-4)
o
The source giving Cc is a white Gaussian noise source of bandwidth W and average power P.
Using transmitter symbols drawn from this source, the rate Cc can actually be achieved arbi-
trarily closely by letting the symbols increase indefinitely in length.
Z. The Probability-Computing Receiver
Regardless of the system criterion accepted, an ideal receiver can be defined in an
unambiguous way as one which extracts all the information present in the received perturbed
symbol y. Within the framework of statistical analysis adopted for the study of systems of the
form of Fig. 1, all the information which y bears about the xi is contained in the set of a poste-
riori probabilities P(xi/Y). It is then clear that the role of an ideal receiver is that of a proba-
bility computer, as recognized by Woodward and Davies. When a decision must be made by the
receiver, it naturally takes hese probabilities into account. In the model considered, the sym-
bol having the greatest a posteriori probability is selected as having been transmitted, in order
to minimize the probability of error. This operation is equivalent to that of Siegert's 5 ideal
observer, and will define the ideal receiver for this study. Other methods of making the deci-
sion, such as the Neyman-Pearson 6 test, have been examined, but they too use probability-
computing techniques.
3
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B. Ionospheric Propagation Channels
1. Fundamental Physical Aspects
Whenever communication between two points employs propagation of radio waves,
there exists the possibility that more than one mode of transmission, or path, may be taken by
the waves between transmitter and receiver. This phenomenon may arise from a variety of
causes, such as reflections from tall buildings or atmospheric inversions of refractive index.
This paper, however, is concerned mainly with ionospheric multipath, perhaps the most familiar
and troublesome variety.
The mechanism by which multiple propagation modes may exist in the ionosphere has
been understood for many years.7 ' 8 In summary, the physical model is as follows. Below a cer-
tain critical frequency which varies with time of day, season, and other factors, it is possible
for an electromagnetic wave entering a densely ionized region of the ionosphere to be bent around
and emerge on the same side from which it entered, producing reflection. Best reflection occurs
near grazing incidence, and if the angle of arrival is successively increased toward the normal,
a critical angle may be reached, beyond which there is substantially no reflection. This critical
angle is closer to the normal, the lower the frequency. At a given frequency, therefore, there
may be a number of possible sky-wave paths, consisting of alternate ionospheric and ground re-
flections, or "hops," connecting transmitter and receiver. When several ionospheric layers are
present, there may, of course, be more than one family of "hops," as illustrated in Fig. 3. Here
one- and two-hop transmissions are shown for the E and F ionospheric layers. In general, the
number of hops will decrease as the frequency is increased, so that transmission can be re-
stricted to a one-hop path by proper choice of operating frequency. Occasionally, the ground
wave, also shown in Fig. 3, adds to the number of modes present.
Fig. 3. Multi-hop propagation. Fig. 4. Splitting of single-hop path.
It is found, however, that even when multi-hop and ground paths are suppressed,
multiple-path effects are still present. This occurs because several distinct components are
present in each "hop" mode (see Fig. 4). A study of ionospheric refraction admits two solutions,
or possible paths by which a wave may be reflected in the absence of the earth's magnetic field.
These are designated as the normal and Pedersen rays. Each ray, in turn, splits up into two
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modes, ordinary and extraordinary, when the earth's magnetic field is taken into account. Al-
though elaborate techniques might be resorted to in order to suppress all modes but one, the
philosophy of this paper is that the nuisance of multiple paths is accepted, and the studies deal
with communication using models which approximate the gross features just outlined.
When it has been possible to isolate completely a single ionospheric mode, fluctua-
tions have been observed which have led to a re-examination of the theory of ionospheric refrac-
tion. While previously the reflection was considered nearly specular, a scattering model has
now been suggested by Booker, Gordon, and Ratcliffe. 9 11 The new theory postulates that the
transmitted waves impinge upon a great number of randomly moving irregularities in the iono-
sphere, so that the received wave is the sum of many small scattered waves. Such a model has
been found to fit some experimental observations, but more supporting data must be gathered
before the theory is completely substantiated. Nevertheless, it is of interest to determine the
effect of this type of propagation model on the communication system.
2. Previous Efforts to Combat Multipath
In systems which have been designed without regard to possible multipath disturb-
ances, severe difficulties in operation have often arisen. For example, deep fading of the car-
rier relative to the sidebands in conventional AM produces serious nonlinear distortion at the
output of the usual envelope detector. At other times, unpleasant distortions of the frequency
response are apparent, as listening to transatlantic broadcasts readily shows. Both these ef-
fects are readily explained by the interference effects caused by multiple paths. Conventional
FM systems also break down badly when more than one path is present.l 2 In practice then,
multipath can severely upset communication systems which have been designed without regard
to its possible depredations. Naturally, considerable effort has been devoted to devising
schemes which will improve present systems in this respect.
Design of transmission systems for operation under multipath conditions appears to
fall into two main categories. First, systems originally designed without consideration of mul-
tipath may be modified so that improvement is obtained while simplicity is preserved. One such
method in AM has been to transmit single-sideband-suppressed carrier, and to receive using a
locally generated "exalted carrier" for detection.l 3 This technique eliminates the nonlinear dis-
tortion previously mentioned, so that an order-of-magnitude improvement in intelligibility may
be obtained. Nevertheless, frequency distortion is still present. Another technique useful for
other systems as well as AM is to use diversity receptionl 4 to reduce deep fades in over-all
strength. Diversity simply selects or gives greatest emphasis to the most powerful of a number
of separate outputs from the various modes which may exist between transmitter and receiver.
Representative forms of diversity systems are frequency, space, polarization, arrival, angle
and combinations of these. Again, although improvement is surely obtained, it is by no means
clear that such a technique is, in general, the best which could be used, and, in fact, the re-
ceived signal still is generally at variance with what was transmitted. In FM, the work of
Arguimbau and Granlund 1 5 has shown that this means of transmission may be made quite satis-
factory when fewer than three paths are present, and in fact may be better than other existing
systems in this special case. For three or more paths, however, their technique appears to
break down.
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The more logical design procedure is characterized by a system synthesis from the
very foundations, rather than elaborations on a theme already established. Comparatively few
contributions have been made in this field, the most conspicuous being the studies supervised
by DiToro.l 6 His work is concerned mainly with the question of best encoding when the message
is subject to random, complete fades. The studies presented in this paper are in the spirit of
this approach, and are guided by the statistical concepts of the communication process outlined
in the preceding sections.
3. Applicability of Statistical Theory to Ionospheric Channels
The random nature of ionospheric fluctuations leads naturally to the consideration
of Fig. 1 as the appropriate model to represent the communication system with a multipath chan-
nel. While, as stated earlier, it is then possible to specify the functional form of the receiver
unambiguously, several possible performance criteria are available. The one which has been
selected for study in this paper is the system capacity, a performance measure useful only when
it is assumed that the symbols are drawn at random from a given stochastic source and allowed
to approach infinity in length. In addition to studies of system capacity, a detailed analysis has
been made of the ideal receiver for scatter propagation.
It is apparent that theoretical characterization of the channel is of major importance
in a study of a communication system of the form shown in Fig. 1. The physical description of
multipath presented in Sec. A of this chapter suggests that a hierarchy of channel models could
be investigated, starting with statistically stationary "scatter" propagation over a single mode
and proceeding all the way up through the combination of many such modes into a general nonsta-
tionary model of multipath in which the individual modes do not even fluctuate independently of
each other. Various methods of analysis within the statistical domain may naturally be used
more easily on some models than on others. The general difficulty encountered is, of course,
that if the model is made realistic in every detail, mathematical intractability usually results.
On the other hand, oversimplification yields a model that is meaningless or trivial.
In the work to follow, two main classes of multipath channel are considered. Chap-
ter III considers these cases in which the reflection of an individual mode is considered specular,
but where there may be multiple modes which vary slowly in amplitude and delay with respect to
one another. Chapter IV treats just a single mode, but where the reflection is no longer purely
specular, but rather a time-varying scattering process.
While nothing has been said of the presence of the most familiar channel disturbance,
additive thermal or shot-effect noise, this must naturally be considered in the model in most
cases.
6
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CHAPTER II
I. MULTIPLE-MODE CHANNELS
In this chapter we are concerned with the application of statistical theory to commu-
nication through multiple-mode disturbances. Until the recent work on scatter propagation, a
"classical" channel model consisting of multiple specularly-reflected modes was considered ad-
equate. Referring to Figs. 3 and 4, we assume a number of specularly-reflected paths connect-
ing the transmitter and receiver, which are fixed, or change in time slowly enough that a quasi-
stationary analysis may be used. In Sec. A of this chapter, the time- and frequency-domain
behavior of classical multipath is discussed, so that a suitable mathematical model may be con-
structed for the analysis in the later sections. Section B deals with the computation of system
capacity for transmission of white Gaussian signals through fixed multiple-mode channels, and
also indicates the optimum spectral distribution which the transmitter should have to achieve
maximum capacity. Section C is concerned with communication when the multipath may be
slowly varying, and contains both theoretical and experimental aspects. Section D treats system
capacity for general random linear filters in the channel, and applies the results to multiple-
mode disturbances in particular.
A. Time- and Frequency-Domain Representation of Classical Multipath
Since the aspects of the multipath channel considered are in nature linear, although
time-varying, it is of interest to describe the channel in the two domains appropriate to linear
systems, namely, the time and frequency domains. When the multipath is subject to slow vari-
ations, the frequency response is considered from a quasi-stationary point of view.
Considering first the case of fixed multipath, the time response, unlike the frequency
response, can be defined rather arbitrarily. Since ionospheric transmission customarily uses
bandpass signals, we will take a carrier pulse as the reference input. Assuming that the pulse
is long compared to one cycle of the carrier, f, being transmitted, but short compared to the
smallest time difference between paths, a response of the form of Fig. 5 might be obtained in a
0 ' I
TRANSMITTED PULSE RECEIVED PULSES
Fig. 5. Response of multipath to a carrier pulse. Fig. 6. A multipath model.
representative multipath situation. A nearly identical response could be obtained with the same
input for the model shown in Fig. 6. Thus, for the frequency range of interest it is realistic to
use such a model to represent multipath configurations, although the model departs radically
from the actual system at other, and especially low, frequencies. The frequency response H(w)
for the model of Fig. 6 is easily obtained:
7
UNCLASSIFIED
UNCLASSIFIED
H(w) = Z ai exp [- JwTi] (2-1)
i
where = Znrf. Figure 7 shows a typical magnitude response H(w) in the region of interest. The
phase response is not shown, but has similar scallops. One can say that the scallops occur with
a period roughly equal to the reciprocal of the length of the pulse train.
t
e I~~f f. f f
0.0 sec. 0.1 sec. 0.2sec. 0.3 sec.
FREQUENCY, f
Fig. 7. Multipath frequency response. Fig. 8. Selective fading.
This section has so far considered only a static ionosphere, although extensive re-
search has been conducted on dynamic ionospheric behavior. 19 Potter's measurements, in
which he transmitted frequency groups across the Atlantic, show very clearly the phenomenon
known as selective fading. Figure 8 presents a pattern of responses which might be observed in
a particular frequency band at 0.1 second intervals. A steady drift of the pattern from left to
right is observed in this case, but such continuity is not always apparent. In other cases absorp-
tion in all paths may increase, resulting in uniform fading across the band.
B. Fixed Multipath
1. System Capacity for White Gaussian Transmitted Signal and Channel Noise
The channel capacity given in Eq.(1-4) is obtained in the case of transmitter symbols
drawn from a white, band-limited Gaussian source and additive white Gaussian channel noise.
More generally, for arbitrary band-limited Gaussian symbols and Gaussian channel noise, we
obtain for the system capacity 2 0
C log (1 + N(f) ) df (2-2)
where S(f) and N(f) are the signal and noise power spectra, respectively, and where the frequency
band has arbitrarily been translated to low-pass. Fixed multipath, like any linear system, leaves
a Gaussian time series still Gaussian, merely altering its spectral density. Equation (2-2) gives,
therefore, an appropriate formula for the system capacity with Gaussian symbols transmitted
through fixed multipath. If So(f) is the original spectral distribution at the transmitter, then S(f)
is given by
S(f) = S(f) H(f) 2 = S0 (f) Is a exp [- j2rfT1 (2-3)
from Eq.(2-1).
We now assume that the transmitted spectral density and channel noise spectrum
are uniform; So(f) = SO and N(f) = No. The evaluation of Eq.(2-2) for this case is considered in
Appendix I, Sec.A. Under the assumption that the T. are commensurable, t is possible to divide
the argument of the logarithm in Eq.(2-2) into simple factors, so that the integral becomes the
8
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sum of a number of simpler integrals. Evaluation of the separate integrals is possible if either
W = m/(2T) or W >> 1/(2T), where T is the greatest common divisor of the T. For two paths
of relative strength unity and a, we obtain from Eq.(Al-17), under these assumptions, the sys-
tem capacity C2:
C2 = W log 2 1 + R(1 + a2 ) + V[1 + R(1 + a2)]2 -4a 2R 2 . (2-4)
R is the signal-to-noise ratio So/N o when a = 0. For R >> 1, we have
W logR; 0< lal 1
c~ -a .(2-5)
W log a 2R; <a (2-5)
Thus for large signal-to-noise ratios, the channel capacity is substantially that due to the strong-
est path alone. Actually, the presence of a second path never decreases the channel capacity,
and usually results in a slight increase, although not so much as would be obtained if both paths
combined to form one of strength (1 + a).
Under similar bandwidth assumptions, some three-path capacities have been calcu-
lated, for a special case only. The results are presented in Fig. 9. Here it is assumed that
there are two paths of strength unity and a third of strength a, with delays 0, T, and 2T, respec-
tively. The signal-to-noise ratio R is 10, taken for one of the unity-gain paths alone. For ref-
erence, the capacity for just the first path present is also included. It is seen that although the
channel capacity is reduced for some values of a by introduction of the third path, it does not fall
below that given by the strongest path alone. When further paths are introduced, the analysis be-
comes considerably more complex. Two particular cases, for four and five paths present, have
been evaluated. It is assumed that each path has strength unity, and that the paths are delayed
0, , 2T, 3T, and 4T, respectively. R = S /No is taken as 10. The results appear in Fig. 10,
00 n
4.u
t
ul.
' .5
' 0.5 10 0 2 4
$2 NUMBER OF PATHS -
Fig. 9. System capacity for three paths. Fig. 10. System capacity for multiple paths.
where they are compared with similar one-, two-, and three-path cases. Again, the system
capacity does not decrease below the single-path value as more paths are added. While no ana-
lytic proof has been found, it appears likely that this condition holds true in general. Intuitive
support for this statement may be found in the plots of H(f)J for various path structures pre-
sented in Fig. 11. The valleys produced by destructive interference appear to be well offset by
the peaks of constructive interference, providing the transmission takes place over a wide
enough band.
9
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From these sample computations we may conclude that, providing a wide transmis-
sion band is permitted, one
_ ;: TONE PATH
I
(a)
TWO PATHS
(b)
THREE PATHS
(C)
FOUR PATHS
I.
FPEUN, A
FREOUENCY, -
(d)
Fig. 11. Frequency re-
sponse for multiple delays;
path structure is that shown
in Fig. 10.
N(f)
IH(f) 2
or
need not suffer the decrease in message-handling capability so often
observed in conventional systems when additional paths appear.
By choosing the right code, such destructive interference may ap-
parently be avoided.
During the consideration of this topic, it has been im-
plicitly assumed that the receiver has knowledge of the fixed multi-
path characteristic so that it can apply correction to its stored x i ,
thus in effect reducing the channel to simply an additive noise per-
turbation. This assumption will be re-examined in a later section.
2. The Optimum Transmitted Spectrum
If it is assumed that the transmitter as well as the re-
ceiver has knowledge of the multipath characteristic, further im-
provement in the capacity, for a fixed average transmitter power,
can be obtained by allowing the transmission to depart from uniform
spectral density. The maximum, or channel, capacity for a fixed
average power is achieved by a variational technique similar to that
used by Shannon to find the best distribution of power for a non-
white channel noise. Details are given in Appendix II, Sec. B. Given
the noise density N(f), the multipath response H(f), and the average
transmitter power P, restricted to band W, we arrange So(f) so
that either:
+ So(f) = K, a constant
(2-6)
So(f) = 0, for N(f) > K
0 I H(f) 2
A graphical interpretation of Eq.(2-6), following Shannon,gO appears in Fig. 12. The power is
"poured" into the profile until the entire P is exhausted, keeping the level of the "liquid" constant.
3. Probability of Error for Gaussian Signals and Gaussian Noise of Arbitrary Spectra
The preceding results have dealt solely with channel capacity, and are useful in es-
tablishing upper bounds to the rate at which information may be transmitted with vanishing prob-
ability of error. It is of interest to examine the case of Gaussian symbols in Gaussian noise to
see how this upper bound can actually be approached, as indicated by Shannon's fundamental
theorem.
For the case in which the signal spectrum S(f) and the noise spectrum N(f) are uni-
form, Eq.(2-2) reduces to Eq.(1-4), and proofs that the channel capacity can be achieved (arbi-
trarily closely) have been supplied rigorously by Rice and more intuitively by Shannon. 2 0
The work given here constitutes an extension of their results.
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In the more general case, let the band-limited stochastic source, from which the
transmitter symbols of length T are drawn, and the channel noise source both be Gaussian with
step-function power spectra, as shown in Fig. 13. The spectra can then be broken up into a finite
number of sections n, in each of which the signal and noise spectra remain constant, as indicated.
1< ---- w .q
FREQUENCY, tf
Fig. 12. Optimization of So(f)
to achieve channel capacity.
S(f)
t 
o : : I/// ~" //~'//~,~
FREQUENCY, f -
Fig. 13. Generalized Spec-
tral distributions.
Let Si , Ni , and Wi be the signal and noise spectral densities, and bandwidth, respectively, of the
ith section. The capacity is then, from Eq.(2-2),
n
C= C.
i=l 1
where (2-7)
C i = Wi log + )
Suppose it is desired to transmit at a rate C - 6, where 0 < 6 < C. We shall do this by trans-
mitting independent information in each spectral section. K1 possible symbols will be trans-
mitted in the first section, K2 in the second, and so on. Let the Ki be such that
(2-8)Ki = li(T) exp [C i IT
and 3i(T) is chosen so that Ki is the closest integer to exp [C i -]T:1 n
exp [C i - - IT - 1
exp [Ci - IT
exp[C i - I] T + 1
exp [C i- IT
n
Then if K = 7 K possible symbols are transmitted in the whole band, the desired rate is
i=l
achieved in the limit T - oco.
lim og K (C 6 log i(T) C 6
lim logK (C )+ lim T -
T-*oo T n T-'o
Assuming that the information to be transmitted is in the form of one of K equally-
likely events, so that the coding is one-to-one, the following scheme may be used: Divide K
into K1 equally-likely groups labeled al, a2, ... aK 11 divide each of the K1 groups into K2
equally-likely subgroups labeled 1 , .. P., K 2 , and so on until the Kn division is achieved.
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Then each member will have been resolved and denoted by a sequence aij . .. ov. Draw K1
symbols at random from a white Gaussian source representing the first spectral section, K2
from one representing the second, and so on. These symbols are then assigned to the ai ,
pj,. . oWv , respectively, so that to each of the K events there corresponds a set of n symbols
occupying adjacent parts of the spectrum. To generate the symbol to be transmitted for any
event, its component set is merely added together, so that a symbol is obtained which is drawn
from a Gaussian source with the power spectrum given originally.
At the receiver, each spectral zone is observed separately with an ideal receiver to
recover the ai , P . . v which specify the transmitted event. What is the same, since the ai,
j ... W V are statistically independent by the completeness of the coding scheme, the entire
spectrum may as well be observed directly with an appropriate receiver. In any event, the prob-
ability of error p(e) is given by
p(e) = 1 -[1 - Pl(e)] [1 - p2 (e)] [1 - pn(e)] < pl(e) + p2 (e) ... + p(e) (2-10)
where pl(e) is the probability that ai will be in error, p2 (e) is that for Pj, etc. But since the
transmission in each spectral section considered separately is at a rate less than the channel
capacity for that section, and uses white Gaussian noise symbols in white Gaussian channel noise,
the pi(e) can be made to vanish, on the average over the random coding used, for sufficiently
great T. Thus for non-white Gaussian signal and noise of the spectral forms considered, the
fundamental theorem holds true. It should extend also to smooth spectra, but the second limiting
operation required has not been studied.
The coding devised to obtain the entire transmitted symbol, comprising the sum of
the transmitted symbols in each spectral section, differs somewhat from the completely random
coding studied by Shannon. Although the codes for the separate sections are drawn at random,
a large family of complete transmitted symbols may share an identical symbol in any one spec-
tral zone. Nevertheless, the theory of random coding developed by Shannon has made the preced-
ing analysis possible.
C. Quasi-Stationary Multipath
There is a serious question whether the assumption that the receiver has knowledge
of the ionospheric characteristic, as implicitly assumed in the last section, is realistic. Cer-
tainly if the multipath is fixed, it takes a vanishingly small amount of channel capacity to convey
this information to the receiver. When the paths vary, however, as is usually the case, it seems
appropriate to build into the transmitted symbols a portion which is known completely to the re-
ceiver ahead of time. From observation of this portion at the receiver, correction can then be
made on the stored symbols xi in accordance with the state of the ionosphere. While there is by
no means any indication that this would optimize the transmitted symbols, such a technique en-
ables the previous analysis to carry over into a quasi-stationary channel, in which path fluctua-
tions are slow compared to the bandwidths of the transmitted symbols. Of course, the state of
the ionosphere cannot be conveyed exactly, since there are always perturbations caused by chan-
nel noise. The effects of random errors of this sort have not yet been analyzed.
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1. The Transmission of Frequency Groups as an Ionospheric Tracker
One possible method of constructing this redundant portion is suggested here. If a
group of cosine waves, equally spaced in frequency starting from zero, and of equal amplitudes
is summed, the resulting waveform has certain interesting properties. Let the sum be denoted:
k=n 
Sn(t ) = - Z exp [-jkt] = + cos t + cos 2t + . .. + cos nt
k=-n
(2- 11)
where the angular frequency spacing has arbitrarily been normalized to unity. It is found that
a trigonometric identity is 2 2
(2 -12)
sin (2n + 1) t-
Sn(t) = t2 sin 2
Figure 14 presents the waveform and frequency analysis of Sn(t) for n = 5. It is seen that
Sn(t) is similar to the familiar sin x/x function, in that its zeros are evenly spaced, and has
certain orthogonal properties in which we are interested.
(w
-4 - 2 -I
FREQUEN
St I --
(2n- )
Fig. 14. Time
sentations of S(t) (f
sponding outputs
Suppose this frequency group is sent as a test
signal through an arbitrary linear physical filter. We may
T synthesize a nearly-identical filter from observation of the
output, which filter is then the one used at the receiver to
correct the stored x i. Synthesis is accomplished using a
c, a 3 4 5 delay line with taps brought out in intervals of (rr/2n + 1),
'a' coinciding with the sampling times. The output from each
tap is made proportional to the value of the sample ob-
served at the corresponding time, and all outputs are
added together. Then, if the frequency group is sent
through each filter, the output waveforms will be identical,
TIME, (t)
I, except perhaps in scale (see Fig. 15). A simple proof may
be stated as follows. When the Sn(t) waveform is applied
and frequency repre-and frequency repre- to the input of the delay-line filter, the outputs at the sam-from Guillemin).
ple times have the same relative amplitude as the corre-
from the original filter. This results from the coincidence of the delay-line
taps with the evenly-spaced zeros of Sn(t)
.
But the coincidence of the output waveforms at these
selected points guarantees the identity everywhere. For the output of the delay-line filter is
given completely in terms of the amplitudes and phases of the (n + 1) frequencies present in the
given input, resulting therefore in (2n + 1) degrees of freedom for both the time and frequency
representations. Since the output waveforms coincide at the (2n + 1) distinct sampling points,
they must be identical everywhere.
For input waveforms other than that of the given frequency group, the outputs of the
given and synthesized filters may not coincide, since the matching was performed only at certain
discrete frequencies. By spacing the components closer together and increasing n, the frequency
response for all frequencies as well as just those of Sn(t) will generally come into coincidence.
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Figure 16 shows the agreement with a given filter of pure
it, the technique carries over directly into the generation
by using 2TW samples in conjunction with sin x/x pulses.
arbitrary I
ally been a
JI " I"2y'k' 3\ 4/' 3/ v 1pulse resp
SAP IN 'PS ever, is a
o SAMPLING POINTS
o _
fo(t) TAP NO o ilt ICtq UU1
which is c(
f, (t) TAP NO I
pass, it m
f (t) _ TAP NO 2 f- mr
delay, for n = 1 and n = 2. In the lim-
of an arbitrary band-limited waveform
Of course, delay-line synthesis of an
physical filter is not new, but has usu-
.ccomplished by synthesizing to the im-
onse of the given filter. Here, how-
simple method of correcting just within
ncy band of interest, using a test signal
)nfined to the band. If the band is band-
ust be heterodyned to low-pass in order
ng to be used.
TAP NO 3
TAP NO 4
I ....._. 
r 0 -- - -~ / TAP NO 5
2. Experimental Work on Ionospheric
Fluctuations
In order to implement the preceding
suggestion of transmitting a frequency group and
tf() _ TAP NO 6 isolating it for sampling at the receiver, many
practical questions arise. There are, for ex-
7/....l'\Y -~~ TAP NO ample, the problems of specifying the optimum
f7t)U _ A_ --'~ TAP NO 7
number of frequencies to use and their power rel-
f (t) -- -"-- ' TAP NO e
ative to that of the message, and the bandwidth of
1f(t) w_ TAP NO 9 the "comb" filter used at the receiver to isolate
'~t,) !G- --- ----- %~- - -- - TAP NO, them. It is necessary in this connection to know
T=U t_--
T=O~JU (t)-s) the degree of spreading of the transmitted spec-
tral lines produced by ionospheric fluctuation.Fig. 15. Delay-line synthesis for pure-delay filter.
More generally, measurements of the dynamic
performance of the ionosphere are of interest in many other applications, and also provide data
for ionospheric theory. To this end an experiment has been devised to extend our knowledge of
ionospheric fluctuations. At present, the only autocorrelation studies which have been made on
ionospheric fluctuation have been performed on the envelopes of received signals. 9 ' 23 Even
some of these experiments cannot resolve fluctuations faster than about 1 cps. The present ex-
periment has attempted to measure the carrier directly, with a bandwidth of 4 cps either side
of the carrier.
The equipment which has been constructed is shown in Fig. 17. A more detailed
description will be found in Appendix IV. The transmitted sine wave is the 5 mcps transmission
of WWV in Beltsville, Md. Locally, it is heterodyned with a 5.000020 mcps wave generated from
a General Radio primary frequency standard. The fluctuating 20 cycle wave thus obtained con-
tains all the phase and amplitude information of the received carrier from WWV, and analysis
of its spectrum is equivalent to performing an analysis at 5 mcps directly. Provision is made
for fluctuations up to 4 cps by extending the bandwidth of the filter following the multiplier from
16 to 24 cps. The Air Force Cambridge Research Center low frequency correlator (LOCO) is
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Fig. 16. Comparison of given delay filter with synthesized delay-
line filter. (Broken lines indicate the response of the given delay filter.)
WWV MIT ---------- 1
BELTSVILLE, MARYLAND CAMBRIDGE, MASSACHUSETTS LOCO ANALYSER
s.ooooooo- 440- Mcps ANPASS
Mcps I..] .TAPEM N D AN TUNED-RADIO-L.. CONVERTER FILTER REODEEPRIMARY 400 0-cps FREQUENCY -4 RECORDER 
STANDARD MODULATORS AMPLIFIER 16-24 cps 
5.000020 Mcps 
100-kcps SINGLE-SIDEBAND- 
PRIMARY SUPPRESSED-CRRIELATOR
STANDARD MODULATOR 
20 cp s L … … I
FREQUENCY r 5:1 DIVIDER
DIVIDERS AND 5 Mcps AND
MULTIPLIERS 1 0 , FILTER
IOOcps -
Fig. 17. Measurement of ionospheric fluctuations.
used to find the autocorrelation function of the Z0 cycle note, and thus its power spectrum. Two
pen recordings of the 20 cycle note are shown in Fig. 18. A portion of the autocorrelation func-
tion is presented in Fig. 19, and a plot of the envelope of the autocorrelation function is given in
Fig. 20. Assuming that the spectrum is symmetric, as indicated by the uniform zero crossings
of the autocorrelation function, the transform of the envelope gives the power spectrum, pre-
sented in Fig. 21. Experimental inaccuracies probably account for the slightly negative regions.
It is seen also that there is a strong specular component present. It is felt that this is more
likely due to pickup of a harmonic of the primary standard at the antenna directly, than to pure
specular reflection in the ionosphere.
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.... , ...c CHART SPEED TIME
NOTE: PHASE REVERSAL (arrow)
CHART SPEED
RECORD OF II MAY 1953, 9:40 PM EST
Fig. 18. Pen recordings of WWV fluctuations.
INCREASING DELAY-
TIME -
RECORD OF 15 JULY 1953
6 10 TO 6:40 PM EST
t
9
:3
2
15 JULY 1953, 6:10 TO 6:40 PM EST
Fig. 19. Portion of measured auto-
correlation function. This section in-
cludes delays between approximately
0.06 and 0.75 seconds; the incremental
delay is 0.004 sec. Approximately sev-
en hours were taken by LOCO to obtain
this portion.
Fig. 20. Envelope of the autocor-
relation function.
SECONDS DELAY, r-
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D. System Capacity for Channels Having Random Linear Filters
We now consider a channel which consists of a linear filter which is varying in a
stationary-random manner, followed by additive white Gaussian channel noise, as shown in
Fig. 22. Zadeh's work on time varying linear systems has led to the specification of such filters
by their impulse response h(t; T), which is the response, at time t, to a unit impulse applied at
time T. The frequency response H(w; t) is defined as:
H(; t)=
0
h(t; T) exp [- j(t - T)] dT (2-13)
It has been possible, with the detailed analysis presented in Appendix II, to obtain
system capacities for arbitrary spectra Sx( )
transmitted through channels of the form of
SPECULAR COMPONENT: 0.55 8(f)
Fig. 22. Using Zadeh's analysis, we find the
portion of the input signal which appears unper-
6- "o turbed in the filter output. The remainder of
z' b athe output signal, also found by Zadeh's method,
4 15 JULY 1953, 6:10 TO 6:40 PM EST appears as noise to an observer who has a
priori knowledge of the input, or transmitted,
signal. Introduction of additive white Gaussian
channel noise, of band 2rW and spectral density
x106.-10- -o-~ ° ...... ....-- NO, permits us to invoke Shannon's entropy-
5xo-. -c0 t 5.000001 ox 1 06
1 04 0.6 08 10 , tr n..td absorption theorem, providing Sx(w) << N.
to origin)
FREQUENCYf(cps) - A general expression for the system capacity C
is then obtained, which is applied, with certain
Fig. 21. Spectrum of WWV carrier, showing restrictions, to multiple-mode models of the
upper side of the symmetric spectrum.
ionospheric channel.
From Eq.(A2-24), we find that the general expression for the capacity of the system
shown in Fig. 22 is:
J+ 00o
W log2 e
-oo
2
Sx(o) H() l do
+00 +00
27'WN o Jo -_o
(2-14)
A'(w'; c) Sx(W') dw' do
A'(c; o) = 0 + 0 X h(t; T)h(t + ; T') exp [jwo-] - h(t; T)h(t; T')
X exp [ju(T - T') + j (' - )] dT dT' d'
+o00
H(w) =J h(t; T) exp [- j(t - T)] dT
-00
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Fig. 22. Channel with randomly
varying filter.
(b)
Fig.23. (a)Two fluctuating paths;
(b)one fluctuating path, one fixed path.
{exp [- Odi[(l + a2 )P +
All spectral densities are in units of (power/radian per
second). The bandwidth of the noise is assumed wider
than that of Sx(w). The bar denotes averaging over the
ensemble of filters.
In Appendix II, Eq.(2-14) is applied to chan-
nel filters of the form shown in Fig. 23. In the first
model, Fig. 23(a), there are two paths, of strength unity
and a, which have mean delays d and d, respectively.
Each path fluctuates about its mean independently of the
other and of the transmitted signal. The probability
distributions of the fluctuations are, at least up to the
second order, stationary Gaussian and identical. Fol-
lowing the multipath, there is additive white Gaussian
channel noise, of spectral density No , which fluctuates
independently of the transmitted signal and the random
filter. The transmission is assumed to occupy a band
from - Ws to 0 + TrWs, wide compared to the delay
fluctuations but narrow compared to its center frequency
w. Its spectral density Sx(w) is assumed to be small
compared to No . An approximate expression for system
capacity C is obtained in Eq.(A2-36) of Appendix II, and is:
2a - W cos (d1 - d2 )Sx(0)dw]
o s
2rrN log 2 e
(2-17)
Here
+irW
: =
° + w s S () doIP Jo_ TrW x
o s
is the transmitted power, and e2 = 2 (0) is the variance in phase of the carrier, due to de-lay fluctuations. For uniformSx( S, and >> 1, E.(-17 reduces to
lay fluctuations. For uniform S M = Sc' and Wj IdI - d2 1>> 1, Eq.(2-17) reduces to
(2-18)C N exp [- d ] (1 + a ) log e
0
The limits are:
0 Oas d9 o
C W S
N° (1 + a ) log e as 0
The limit for od 2 0 agrees with Eq.(2-4) for small R = So/No .
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Under the same assumptions, except that the path of strength unity is now fixed
[Fig. 23(b)], we obtain, from Eq.(A2-37) of Appendix II,
(2-19)
W S
C - Ns (1 + a exp [- ]) log2 eN d
Thus
W sS
N log e as d - DO
C -
W So
(1 + a ) log 2 e as E 0
Here the fixed path still provides facility for communication even when the other path has be-
come completely incoherent, and contributes only noise. Since low signal-to-noise ratio was
assumed originally, this added noise is vanishingly small compared to the channel noise, and
does not appear in Eq.(2-19).
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CHAPTER III
I. SINGLE-MODE CHANNELS
A. Scatter as a Complex Gaussian Multiplicative Process
In analyzing the effect of scatter on a communication system, we use the physical
model considered by Rice.24 Here there are a large number of irregularities, all of equal size,
moving at random. Thus, if a sine wave is transmitted, the receiver observes the sum of a
great number of small contributions, represented by the vector addition of many small vectors
which are equal in length but random in direction. This is the so-called "random-walk" prob-
lem in two dimensions which has been studied by Rayleigh.Z 5 He showed that in the limit of a
great number of vectors, the projection of the resultant on any given axis has a Gaussian distri-
bution of probability across the ensemble of possible random walks, or, in this case, scattering
configurations. More generally, this changing projection, representing the received signal, is
Gaussian in all distributions as the scattering centers move in time, through the central limit
theorem. The received signal, then, is statistically identical to filtered thermal noise with the
same spectrum.
Let us assume that the signal zo(t) received when a sine wave xo(t) = sin w t is trans-
mitted is narrow-banded and has a symmetric spectrum Y(w) as present theory indicates. Then,
according to Rice, 2 6 zo(t) can be written
zo(t) = Ys(t) sin w0 t + yC(t) cos ot , (3-1)
where Ys(t) and yc(t) are independent Gaussian waveforms, both with autocorrelation (T).
(T) J Y(W) cos ( - o)T d (3-2)
Suppose, now, that instead of a sine wave, an actual information-bearing waveform is trans-
mitted. Assuming that the signal x(t) is narrow-band with respect to its center frequency o,
it can be written
x(t) = xs(t) sin w t + xc(t) cos ot . (3-3)
Then the signal z(t) observed following scatter would be
z(t) = zs(t) sin wot + z(t) cos wot (3-4)
where
zS(t) = xs(t) y(t) -Xc(t) yC(t) (3-5)
and
Zc(t)= Xs(t) YC(t) + xc(t) Ys(t) . (3-6)
Formally, some of the arguments in Eq.(3-5) and Eq.(3-6) should read (t - /2Wo), but the
indicated approximation is good so long as x(t) remains narrow-band. Thus, by Eq.(3-5) and
Eq.(3-6), scatter may be pictured as a complex multiplicative process.
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Following scatter, there is additive channel noise n(t) to be considered. Assuming
that it is Gaussian and limited to a symmetric band B which is wide compared to that of z(t) but
still narrow compared to its center o, we may write:
n(t) = n(t) sin w t + n(t) cos w t , (3-7)
where again ns(t) and nc(t) are independent Gaussian waveforms, both with autocorrelation
On(T) =f N() cos (- Wo)T dw , (3-8)
where N(w) is the power spectrum of the noise. It is assumed that the additive channel noise is
independent of the scatter. Combining scatter and noise, the signal w(t) finally observed at the
receiver is
w(t) = ws(t) sin wot + w(t) cos 0 t (3-9)
where
Ws(t) Xs(t) Ys(t) - Xc(t) YC(t) + n(t) , (3-10)
and
wc(t)= xs(t) yc(t) + xc(t) Ys(t) + nc(t) (3-11)
Since Ys(t), yC(t), ns(t), and nc(t) are independent Gaussian waveforms, ws(t) and wc(t) share a
joint Gaussian distribution, assuming that x(t) is known to the observer of w(t).
1. The Inverse-Probability-Computing Receiver
We now have the channel model illustrated in Fig. 24. Assuming that the transmitter
is specified as well, it is possible to determine the operation of the ideal, probability-computing
receiver to use with this system. We shall show that the appropriate receiver performs matrix
operations on the received signal w(t). The parameters of the matrices are determined by the
various possible transmitted symbols available in storage at the receiver. Let there be a finite
number of possible transmitted symbols x (k)(t), k = 1, 2, ... , M, selected independently, as
indicated in Fig. 1. In actually computing the probabilities P [x(k)(t)/w(t)], it is usually con-
venient to use Baye's Theorem on Inverse Probability, which is really an identity.
SCATTER i
I
INPUT: F
x,(t)sin.t I
+X(t)cosZ-t I
I
L _ _ aT_ yc (t)
Fig. 24. Channel model for scatter propagation.
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p[x(k)(t)/w(t)] = p[w(t)/x(k)(t)] P[x(k)(t)] (3-12p[w(t)]
There has occasionally been criticism of the use of this expression, but the theorem is fully
justified when the a priori P[x(k)(t)] are known, as postulated in the model. We shall assume
in the following analysis that the P[x(k)(t)] are all equal, although this work can be generalized
without difficulty. Then, we have, from Eq.(3-12),
P[x(k)(t)/w(t)] = K(w) p[w(t)/x(k)(t)] , (3-13)
where K(w) is constant for all K, with any given w(t).
The computation of
p[w(t)/x(k)(t)] = P[W(t), WC(t)/x(k)(t)]
is generally simplified if the ws(t) and wc(t) are conditionally independent, so that
p[w(t)/x(k)(t)] = p[ws(t)/x(k)(t)] p[w (t)/x(k)(t) . (3-14)
We find that in general
w tlw(tZ)I k) [(k)(t ) x(k) (t- (k)(t k)(t 2 (3-15)
where is given by Eq.(3-2). In the special case in which
x(k)(t)
(k) = c, a constant ,(3-16)(k)M
it happens that
Ws(t )W(t 2 )(k) (k)(t)
so that then ws(t) and wc(t) are conditionally independent, since they have a joint Gaussian con-
ditional distribution, as stated earlier. The particular transmission represented by Eq.(3-16)
is amplitude-modulation, for then
x(t) = xs(t) sin wot + cxs(t) cos Wot = Xs(t) l+c cos (ot + 0) . (3-17)
When more general transmissions are used, however, ws(t) and wc(t) may be con-
ditionally dependent. We then seek two new variables f(t) and g(t) through a linear transforma-
tion of ws(t) and w (t) so that
f(tl)g(t 2) x(k)(t) =
It has been found that such a transformation must depend on x (k)(t) itself, so that a new trans-
formation must be made for each new k, in finding the p[w(t)/x(k)(t)]. One such transformation is
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f(t) = x(sk)(t) ws(t ) + x(ck)(t) wc(t)
(3-18)
g(t) = x(k)(t) w(t)- x(ck)(t) ws(t)
which gives
f(tl)g(tz) |x(k)(t) [(tl ) x(ks (t2)- x(ks)(t ) x(k)(tz)] (t 1 - t2) (3-19)
We now assume that the noise has uniform spectral density in its band B, and that the waveforms
f(t) and g(t) are sampled at intervals of 1/B. Then Eq.(3-19) vanishes for t and t at any ith or
jth sampling point; figj = 0. Thus, under these assumptions, conditional independence is achieved.
More generally, any "rotation" of f(t) and g(t) will still give conditional independence.
Let
f'(t) = af(t) + bg(t)
(3-20)
g'(t) = ag(t) - bf(t)
2 2
where a + b = 1. Then
fgj ;x(k)(t) =
In the preceding, sampling points have been introduced only in the case where a
general transmission x(t) is considered. At this point, however, it is convenient to introduce
sampling-point analysis for all transmissions, so that p[w(t)/x(k)(t)] may be computed explicitly.
Accordingly, a common grid of sampling points will be established at transmitter and receiver.
The various time series which have been considered will now be denoted with the subscript i, to
indicate sample value at the ith point. In the AM transmission case, the sampling interval 
may be taken arbitrarily, but in order to preserve conditional independence of the fi and gj for
the general transmission, we must assume that = 1/B, as shown in the last paragraph. Then,
letting ui and v represent the pairs of variables Wsi, Wcj; fi' gj; or f, g, according to the case
considered, we have, for all i and j,
u.uj x(k)(t) J x(k(t) ij
u I x(k)(t)= 0
This definition of mi. is now used in computing probabilities.
We now give detailed expressions which approximate p[w(t)/x(k)(t)] from observation
of the waveforms x(k)(t) and w(t) at their sampling points only. Since the u and v are independent,
p[u, v/x(k)(t)]= p[u1 , u2'..., un; vI, v2 ... Vn/x k)(t)
= p[u/x(k)(t)] p[v/x(k)(t)] (3-21)
1 n
= (2T) niMnI 1 exp -2 il j=l 1 | (Uiu j + vivj )
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where M ij is the cofactor of m.i in Mn, andIMnlis the determinant of the matrix Mn
n J n
Mn
n
ml1 m12 ' ' ' mIn
i 1 2. 2 2 ... 2n
m in . . . mnn
(3-22)
For symbols T long, n = BT. The values for m.. are as follows.
For amplitude-modulated x(t):
mi| = riSj r ( k) r i j(k) (k) + nij (3-23)
(k) (k )where we have defined, from Eq.(3-17), r(k) 1 + c x (k Also
0ij = (ti)Y(tj) = [(i - j) A]
ni = n(ti)n(tj) = n[(i - j ) A]
For the transformed variables fi, gj and f!, g' in the case of more general
transmission,
' ( k ) (k) (k) (k)
wij i J,(k)() f! fjri(k) = X r i(r (rik) rj ij N j ) (3-24)
2 k2 2
where[ri(k)] = [xi(k)] + [xsi()] . In this case, it is necessary to assume that A = 1/B, B being
the bandwidth of the noise, as mentioned earlier. Here N = BN o , where No is the noise spectral
density. 6.. is the Kronecker 6 - function: 6.. = 1; i = 0, i j.
13 '1 6ij =
Once the appropriate p[u, v/x k)(t)] have been computed, as indicated, all the
P[x(k)(t)/w(t)] are immediately available from Eq.(3-13)
P[x(k)(t)/w(t)] = K(w) p[u, v/x(k)(t)] (3-25)
Thus we see that the probability-computing receiver performs a series of operations,
as illustrated in Fig. 25. The received signal w(t) is first separated into its two components
w (t) and wc(t). If a general transmission is used, rather than AM, w (t) and wc(t) must undergo
next a preliminary linear transformation which gives f(t) and g(t). Finally, sample values are
taken of the w (t) and w c(t), or f(t) and g(t), and matrix operations performed on these samples
to obtain the p[x(k)(t)/w(t)]. One matrix operation is performed for each stored x(k)(t), the
parameters of the matrix being sample values of the x(k)(t).
2. Approximations to the Probability-C omputing Receiver at Small Signal-to-Noise Ratios
In general, the inversion of a high-order matrix, such as Mn of Eq.(3-22), is a te-
dious process. This is essentially the operation required, however, to compute the Mn j of
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Eq.(3-21), and so obtain the parameters necessary to specify the functional operation of the
probability-computing receiver. In the limit of n - oc for a fixed length of observation T, the
sampling points become very dense, and all the statistical information is extracted. Inversion
of the matrix Mn then goes over into the solution of an integral equation. While such infinite-
order matrices have been successfully inverted, such as those considered by Reich and Swerl-
ing, the form of the M.i considered here apparently does not yield a tractable solution. It has
been possible, however, to obtain an approximation to the operation of the ideal receiver in the
limiting case of small signal-to-noise ratios. The method consists of finding an expansion for
M in which all but the first term become negligible in this case.
n
Let us write M ijas
n
ij I m (i..- mi.hmjh
n= m Tij mmm( ij hi. m-A (3-26)m  i Mhh
in which the neglected terms contain successively more of the diagonal terms mhh in the denom-
inator. Examining Eq.(3-23) and Eq.(3-24), we see that if
N >> n r2 jmax (3-27)
then the summation terms in Eq.(3-26) are negligible in comparison with m... Here r is the
greatest value of [,(k)2 lj max
greatest value of [r ]. Now since the observation interval is taken as B, where B is the band-
width of the noise, N = BN = (n/T)N o . r 2max is of the order of WS, where S is the average0 max 0 o
signal power density in the transmission bandwidth W. Thus we require:
No <TW i i (3-28)
No Vih jh Jmin
If this is satisfied, then we may write
LINEAR TRANSFORMATION f((t) or ,(t) A _ __ ............
w .(t)
C'OMP ONENT- 
INPUT:
w, t)
w,(t)sin ,ot
+%(t)cos ,.t
7- BY ,'(t),x,,kt I) M' MATRIX OPERATION D, X D, 
_~~~~~~~ r _ P.I -- TU - Kh (1)",ex D l P
_~ L.O. REOUREDI Ow 1x t,xcll x(t) IS AMC'],:"9 I')( or w2(t ), IX2,
LINEAR TRANSFORMATION /f2)(t) o (t) A !
_ BY r,2)(t),Xd2(t) r wrsM' MATRIX OPERATON ° 2 1O
[NOT REQUIRED IF L WITH x2)(t)X2)(t) 
x(t) IS AM] 9(2)(t) or (t) 
SLINEAR TRANSFORMATION f()(0) or w,(t) 
_
BY x,(3)(t), xc$)(t) M MATRIX OPERATION D .
PjM,
[NOT REQUIRED IF L WITH x (3(t),x,)(t) 1 
x(t) IS AM] WT x() or ,(t) E 
~[TO COMPUTERS FOR OTHER M1
TO COMPUTERS FOR OTHER xlk(,)
Fig. 25. Probability-computing receiver for scatter channel.
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p(u 1 , u 2 . u , V1 , V2 .. V/xi, x 2 , X)3 ( T)n IM n
' kk m (uu +vv)
X exp ZMn mijuiuj + viv) (3-29)
1nJmii-i ,
since N >> r max' mii - N, and thus the receiver is reduced to computing
n n
q(k) = m() (u + vv) , (3-30)
for each k, corresponding to the various possible transmitted symbols. P[x(k)(t)/u(t), v(t)] is a
monotonic function of q(k). In the limit of infinite n for finite T, Eq.(3-30) goes over into an in-
tegral form Q(k). When amplitude modulation is transmitted,
T T
Qa(k) =f (T1 - T ) r(T 1) r(T 2) [Ws(Ti)WS(T2 ) + Wc(T 1)WC(T] dT dT , (3-31)
and for the more general transmission,
TT 2 2T
Q(k) =J (T - TZ) r (T1) r (TZ) [f(Tl)f(T2 ) + g(Tl)g(T2 ) dT dT2 (3-32)
where f and g may be primed or unprimed. If = 1, that is, vanishingly small change in the
scatter during the symbol length, we obtain:
Qa(k) =[; r(k)(Tl)WS(Tl)dTll + r(k)(T )wC(Tl)dTl , (3-33)
Q (k) =T r2 (TI)f(TI)dTj2 [T+ r2(k)(T 1 )g(T)dTj 2 (3-34)
In terms of physical equipment, the integrating operations indicated in Eq.(3-33) and Eq.(3-34)
may be carried out by linear filters with impulse responses h(t) = r(k)(T - t) or r 2(k)(T - t), into
which ws(t), wc(t), or f(t), g(t) are fed, respectively. More generally, it is possible to reduce
the double integrations of Eq.(3-31) and Eq.(3-32) to operations involving linear filters. We in-
voke the fact that if F(s, t) is a symmetric function, that is, F(s, t) = F(t, s), in the range 0 t T
and 0 < s < T, then
T T T s
fo a F(s,t) ds dt = 2ff F(s,t) dt ds (3-35)
The integrands of Qa(k) and Q(k) satisfy the conditions, since (t - s) = (s - t).
Thus
Qa(k) :t
2 r( (T1) WS(T 1)J (T1 - T2 ) r (T2 ) ws(T 2 ) dT 2 d 1
r(k)(T1) wC(T 1 ) 0 (T - T2 ) r(k)(T2 ) WC(T 2 ) dT 2 dT i (3-36)
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9 1 T rZ( )(T1 ) f(T) ¢ (T1 - TZ) r( )(T2 ) f(T2) dT 2 dTl
(3-37)
r (k)(T 1 ) g(T 1 )j T 1( 1 - T2 ) r (T2) g(T 2 ) d 2 dl
To evaluate one of the integrals of Eq.(3-36) or Eq.(3-37) the following technique might be used.
Let us assume that it is the first integral of Eq.(3-36) which is to be found. We multiply the re-
ceived Ws(Tl) by the stored r(k)(Tl) and pass the product to one of the inputs of a second multi-
plier. The other input is this same product after it has been passed through a filter with re-
sponse h(t) = ¢(t), t > 0. The output from the second multiplier is fed into an integrating filter
with a step-function response. Sampling the output of this second filter at time T then gives the
required integral. Both filters must be discharged before the integration for the next symbol is
performed. A block diagram of the operation is given in Fig. 26.
TI 4- -I a f i-,,r+ + 4 hwL, 14- % l.-U - 4 -1%I,. 0 a V I =l t t I [IVW 1tt. I U VkLJ
TO
MPLER might be generated from Ws(t) and Wc(t) by physical
means. Examination of Eq.(3-18) reveals that if the
stored x(k)(t), in bandpass form, is multiplied by the re-
ceived signal w(t) directly, and the double carrier-
Fig. 26. Element of approximate frequency terms are filtered out, f(k)(t) is obtained. Sim-
probability-computing receiver. ilarly, multiplying w(t) by the Hilbert transform x(k)(t) of
x(t), and filtering gives g(k)(t). x(k)(t) is obtained by pass-
ing x(t) through a ninety-degree phase shift network at the carrier frequency.
x(k)(t) = xs(t) cos Cot - xc(t) sin ot (3-38)
The transformation Eq.(3-20) is obtained if the signal x(t) is stored with a carrier phase shift.
3. Lower Bounds to System Capacity for Scatter Transmission of a
Binary-Modulated Carrier
Before dealing with a particular transmission and channel, it is useful to consider a
general approach to establishing a lower bound for system capacity. Let us assume that the
transmitter generates stochastically a time series x(t) which is completely determined by the
specification of its parameters at points equally spaced L apart in time. Likewise, let the re-
ceiver observe the time series w(t), resulting from the transmission of x(t) through the channel,
but at another series of equally-spaced sampling points, not necessarily with the same interval
as for x(t) Also, since this will be the case later, assume that the parameters of x(t) can take
on only discrete values, while the sampling-point measurements of w(t) may arise from a con-
tinuum. Then, providing that all random processes involved in the transmitter and channel are
stationary, the system capacity CS is given by:
C s = lim LC (3-39)
n- co, Loo n
where the information An LC s in the interval A is given by:
n, L
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n, LC = H()- LH( ( (3 -40)n,  n n,  w
and
nH(x) = - Z 2 ... Z P(xlx2 . x n ) log P(x 1/xZ2 . . x n ) , (3-41)
x1 x2 xnX1 X2 X
n, LHw(x) = - .. · ff f rP(xIx 2 . xn/wIwII... W L1
X1 X2 Xn WI WI WL L
X P(WiWIi... L)
(3-42)
X log P(xl/XZ . w. xn , WL) d .d L
The superscript s denotes that a sample-point analysis is being performed. The points 1 and I
represent the same instant of time, which may be chosen arbitrarily because of the assumption
of stationarity. Increasing subscripts denote sample points occurring at successively earlier
times with respect to 1 and I. If there is more than one parameter at a sampling point, xl... xn
and wI . .. wL may be taken to be vectors, the coordinates being the parameters.
Now it has been shown that as n and L are allowed to increase, that is, the duration
of observation grows, n, LHw(x) either remains constant or decreases. Thus if the xi are
generated independently, so that nH(x) = H(x), a constant independent of n, any n, LC s is a lower
bound to CS . If, furthermore, a new system is studied in which the sampling points at the re-
ceiver are made more dense, all other features remaining the same, CS is a lower bound to the
new capacity. Carrying the receiver to the limit of vanishingly small sampling intervals, we
obtain the ultimate capacity C for the given transmitter and channel. Thus Cs is a lower
n, L
bound of C, providing the xi are independent. In many cases, such as the one to be considered,
computing such a lower bound is the only practical means of studying the system capacity.
Returning now to our particular problem, we are transmitting a narrow-band signal
x(t) through scatter and additive channel noise. Two components, ws(t) and wc(t), are present
in the received signal w(t), as discussed previously, and may be observed separately. In order
to make the problem tractable, it has been necessary to assume that x(t) is of the form of a car-
rier amplitude-modulated by a binary source. That is, at the ith sampling interval of x(t),
x(ti) = Xi cos (t i+ ) (3-43)
The xi are drawn from a stochastic source which generates a sequence of independent amplitudes
±a, with probability one-half for either sign. is an arbitrary phase angle.
Since the two components of w(t) may be isolated and observed separately at the re-
ceiver, it is of interest to find how each separately contributes to the total information about the
transmitted signal. If, for example, almost the entire information is contained in one component
alone, the other adding very little extra, some simplification in receiving equipment might be
justified. In particular, we shall find the lower bounds 2 2 C 1 and 2 2 C2 for one and both com-
ponents observed at the receiver, respectively. The two sampling points at the transmitter and
the two at the receiver will be made the same. Using common subscripts, we have if just ws(t)
or wc(t) is observed,
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A2, 2 C I = L ? Jy P(Xlx2/w 1w2 ) P(WlW 2 ) log
x1 2 1 2
P(X1/XZ , w 1, w2 )
P(x1 ) dw 1 dw2 , (3-44)P(Xl ) I
where w. denotes wsi or wci, whichever is observed. 2 2C2 for both components observed is
Z 22,2 X C2=z f f JS P(x xZ/Slws2wsclwc 2 ) P(WslWsWclWcZ)
X1 X2 W 1 Ws2Wcl Wc2
P(x 1/x 2wslws2wcwc c2)
X log - P(x 1 ) dwsl dWs2 dWcl dWc2
Naturally, we would prefer if possible to find 3 3C s or even higher-order entropy differences,
but these do not appear to be tractable even for the simple form of transmission considered. On
the other hand, 1 1Co = 0, so that 2C represents a significant improvement over any simpler
calculation.
The application of Eq.(3-44) and Eq.(3-45) to the binary transmission in scatter has
been studied in Appendix III, and we find from Eq.(A3-13) and Eq.(A3-31), respectively,
2 2C =1 - exp [- a/2F] da
A2 , 2c 2 1 = xp_ a 2/F 0d
1 j
s 0 2 +00A2 2C2 = - Fo 0 exp [- a /2F] d 0
/X p(s, a) log p(s, a) ds - log 2/r2e
p(s, a) log p(s, a.) ds - log 2,we
p(sa) = - {exp [- (s - a)2/2] + exp [- (s + a) 2 /2] }
2 
(3 -48)
We shall call F the figure of merit of the channel, for 2 2C s and 2C2s will be
shown to be monotonically increasing functions of F. F is given by
- 32F = p
1 P2
where
2
a p1 + nl
a2o + no
Oni = ns(tj)ns(tj+i) = 0nj,j+i
0i = j,j+i = Ys(tj)Ys(tj+i )
(3-49)
Assuming that ¢o = 1, and that the signal x(t) and white noise n(t) are limited to the same band
W = /A, so that Onl = 0, we have
2
a201 Ro 1
P I+R
a +N
(3-50)
where N = no' and R = a /N, the power signal-to-noise ratio.
It has been possible to evaluate the integrals of Eq.(3-46) and Eq.(3-47) through the
+00
expression ofJ p(s, a) log p(s, a) ds as an infinite series (see Appendix IV). The result is,
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from Eq.(A4-10),
G(a) = -J4 p(s, a) log p(s, a) ds = log 2 ]2yre + - a exp [-2/2]
(3-51)
2 ( (-1 )k exp [2a k(k + 1)] erf [I a I (2k + 1)] 
+ (2a -1) erf (I I) + k(k + 1) 1lo 2
k=l
From Eq.(3-48) and Eq.(3-51) it is seen that G(a) is an entropy. This is discussed in more de-
tail in Appendix IV. G(a) is plotted in Fig. 27. Using Eq.(3-51) the integration on a indicated in
Eq.(3-46) can be performed, term by term, as shown in Appendix III. From Eq.(A3-21) we have
Z, 2 C i = 1 [-2 I + (2F - 1) tan
- (1/\/T)
(3-52)
+ ) ntan -l [ - 4n(n + l)F]/(2n + 1) F when 1 <n n 1
n(n + 1) 1- 4n(n + 1)F
+n tan hl [4n(n + 1)F - 1]/(n + 1) F when n < n < oo
n(n + 1)44n (n + 1)F-1 ° 
where 4no(n o + 1)F = 1. A plot of 2 2C 
1s/W
versus F appears in Fig. 28. As expected, for
large F the ratio approaches the asymptotic value of one bit. When F is small,
, 2C 1 I F (3-53)W " 2 log2 ; F << 1
and if R << 1,
c
___ RZ (3-54)2, 2 1 log e ; R << 1 W " 2 log2 R
Note that the power signal-to-noise ratio appears as the square in Eq.(3-54). This is in marked
contrast to the linear dependence of capacity observed at low signal-to-noise ratios for Gaussian
channel noise without scatter. Of course, 2 2C 2 is only a lower bound to C, the actual system
capacity, but its behavior is nevertheless interesting.
When both components are observed at the receiver, Eq.(3-47) is the appropriate
expression. Integration term-by-term, in a similar manner to that used in Eq.(3-46), yields,
from Eq.(A3-37) of Appendix III,
2, 2C 21 (2F + -)
W = 1 + log2 e (F - 2)-
W(1/F) + i
(3-55).
+ (- 1 )k[l- (k + 1)1]//(1/F) + 1+ '
k=l 2k(k + 1)[(1/F) - 4k(k + 1)]
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Entropy of a split Gaussian
CHANNEL FIGURE OF MERIT F
Fig. 28. Performance of binary transmission through scatter.
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The result for (2, 2C 2 /W) versus F appears in Fig. 28. Again, the asymptotic value of this ratio
for large F is one bit, but now for small F
s
2, 2 2? F log e ; F<< 1 , (3-56)
and for R << 1,
Cs2, 22 2 (2W 2 R 1 log2 e; R<< 1 (3-57)
Roughly speaking, at small F each component carries information which is not contained in the
other, with the result that the lower bound doubles when both components are observed. At
higher F, the information loses this disjointness, until finally at F = o the entire information
can be carried in just one component.
In Fig. 29, both 2, 2C s / W and 2, 2C 2 / W are shown as functions of R and 1. For
comparison, the channel capacity which would be obtainable in the absence of scatter is shown.
For slow scatter fluctuations relative to the transmission bandwidth, a condition often met in
practice, 1 1. For 1 = 1, 2C2 is twice as great as 22C1
s for small R, but the two con-2,22s  1 
verge to 1 as R- oo. At smaller 1, however, 2, 2 C2 remains nearly double 2,2C1 over the
entire range of R, and for R - o asymptotic values of less than unity are reached. For compari-
son, there are shown, in Fig. 28, capacities which can be obtained when the scatter multiplier is
no longer random, but a constant equal to its previous root-mean-square strength. The channel
is then essentially the classical one in which the only perturbation is additive white Gaussian
noise. Three types of transmission through this channel are considered. The first, using white
Gaussian signals, achieves the maximum system capacity, or channel capacity, C = W log(l + R).
I1
2.2C2/W BINARY AM THROUGH SCATTER, BOTH COMPONENTS
2,2CI/W BINARY AM THROUGH SCATTER, ONE COMPONENT
......-- blW BINARY AM THROUGH AUSSIAN NOISE / ASYMPTOTE: 2
..----- Cb/W BINARY THROUGH AUSSIAN NOISE
- C--- ,/W GAUSSIAN THROUGH AUSSIAN NOISE - SYMPTOTES:
ASYMPTOTE: 0.306
ok@O~l X//; ¢ , -0 ASYMPTOTE: 0,170
/ / / '
/// osU~--' - ASYMPTOTE: 0.028
// /
eoto, o/ // // o oo
0.001 //o.ool, I
0001 0.01 0.1 10 100 1000
POWER SIGNAL-TO-NOISE RATIO, R -
Fig. 29. Comparison of transmissions and channels.
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The other two transmissions are of the binary type discussed in Appendix IV. C corresponds
to an AM transmission identical to that considered in the scatter channel, while Cb has additional
freedom between the two transmitted components. Note that for 1 1 and R 1, the binary
transmission in scatter can achieve system capacities quite comparable to the best that can be
obtained, Cg, without scatter.
B. Related Results for Another Multiplicative Model
In the course of studying the scatter channel discussed in Sec. A of this chapter, the
following channel model was also investigated, using a sampling-point analysis. The channel
consists of a random multiplier, followed by additive channel noise. The values of the multiplier
and noise are assumed statistically independent of each other, and both are independent from
sampling-point to sampling-point. Assuming that the transmitted signal also has this independ-
ence, the entropy calculations used to obtain system capacity may be computed on the basis of
just first-order probability distributions.
In particular, we shall assume that the multiplier has a Rayleigh distribution of unit
2
variance, and that the noise is white Gaussian of variance Tn and bandwidth W. The transmis-
sion also occupies bandwidth W and its power is nor-
RAYLEIGH GAUSSIAN malized to unity. A block diagram of the channel ap-PROCESS CHANNEL
(SEE TEXTI j | NOISE pears in Fig. 30. Although this particular representa-
INPUT o o OUTPUT tion has not been found to be a realistic model in any
0 -X - + '~' actual channel environment which has been encountered,
Fig. 30. Channel with Rayleigh multiplier, the following results are of general interest.
We have considered the system capacity
which is obtained for two types of transmission through the given channel. We first consider a
binary transmission, and then one having "sine-statistics" at the sampling points. Bounds to the
system capacity are established by invoking entropy inequalities deduced by Shannon.
For the case of binary transmission, we assume that the transmitted sampling-point
value x may, with equal probability, have the value +1 or -1. Now the probability density p(y)
for the multiplier y has been assumed to be
0 ; y<O
p(y) =2 (3-58)
2y exp [- y] : 0
Thus the probability density p(z) for z = xy, the output of the multiplier, is
p(z) = p[y = z(x)] P(x) =_ z exp [- z ] . (3-59)
x 1XI
The conditional probability density p(z/x) for z, given x, is
p(y = xz) [x exp [-z /x zx 0
p(z/x) = x 1 xl xl (3-60)
0 ; zx < 0
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Following multiplication, we have additive Gaussian noise n, so that the final received
signal is w = xy + n. We wish to find the entropy difference H per degree of freedom, since this
yields the system capacity CB.
C B = 2WH , (3-61)
H = H(w) - Hx() , (3-62)
where
H(w) = - Jp(w) log p(w) dw , (3-63)
w
- z fp(w/x) P(x) log p(w/x) dw ; if x is discrete
H x(w) = (3-64)
- f P(w/x) p(x) log p(w/x) dw dx; if x is continuous
x w
At this point it is convenient to introduce the concept of entropy power, in order to
apply some of Shannon's relationships to the case considered. It has been shown that the distri-
bution having the maximum entropy for a given variance, or power, is the Gaussian distribution.
The corresponding entropy 2 9 is
H = log /Z2e ,N (3-65)
g
where N is the power. We then define the entropy power N of a random variable r as the power
of a Gaussian distribution having the same entropy Hr as that of the given random variable. Thus,
from Eq.(3-65)
2HN 2 r (3-66)Zie
where
H = c p(r) log p(r) dr (3-67)
Hr oo
Shannon has shown3 0 that the entropy power NU+v of the sum of two independent random variables
u and v satisfies the inequalities
Nu + Nv N+v _ Nu + Nv (3-68)
where Nu and Nv are the entropy powers of u and v, respectively, and Nu and Nv are their re-
spective powers. If u or v have a non-zero mean, the powers are taken as the variances.
In the particular application of Eq.(3-68) being considered, u is z and v is n. Since
- 2
n is Gaussian, N = N = n . The entropy H(z) of z found from Eq.(3-59):
H(z) = f tzI exp [z log z {  exp [-z2]}  { exp [-]dz
= (1 + y/2) log e (3-69)
= log ZeN ,
where -y is Euler's constant, y = .5772157.... Since z has zero mean, its variance Nu is unity.
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Thus, from Eq.(3-68),
H(w) = log /Zre Nu+v
is bounded by
log 2re {~exp + Y + n21 < H(w) < log 2rre(l + -2 )
In finding the conditional entropy Hx(w), we first compute Hx(z).
Hx(Z) = - P(x) p(z/x) dz
X Z
Using Eq.(3-60), we find:
Hx(z) = (1 + 2) log2 e - 1 = log 2re Nux
The conditional variance of z, knowing x, NUI , is
21X -N=Z = 1- 
The bounds on Hx(w) are established in a similar manner to those for H(w).
log 2-2re exp [1 + +a2 
Using Eqs.(3-61), (3-62), (3-70), and (3-74), we find the bounds for CB:
Using Eqs.(3-61), (3-62), (3-70), and (3-74), we find the bounds for GB:
[ 2 + exp [1 + Y]
n 2 
2 + -
n 4
CB
~< -< log
I· 
2
an +1n
2 + exp [1 + ]
n~ 8T I (3-75)
in Eq.(3-75) are plotted in Fig. 31 as a function of R = 1/a-n, the signal-to-noise
2
a- =0, H(w) = H(z) and Hx(w) = Hx(z), so CB/W = 2 bits.
One other case which has been studied is
0.1 I 10 100 1000
POWER SIGNAL-TO-NOISE RATIO, R--
Fig. 31. Performance of channel with
Rayleigh multiplier.
the transmission of a signal having "sine-statistics."
That is, x is drawn from a distribution which would be
observed for amplitudes drawn at random times from
a sine wave. This distribution p(x) is
p(x) =
: Ixl 4-
r 2-x 2
,,-1 
0
(3 -76)
; I x I > -
It is easily shown that the product z = xy of two inde-
pendent variables is Gaussian, when x has the distribu-
tion of Eq.(3-76) and y is Rayleigh distributed. In turn,
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the sum w = xy + n of two independent Gaussian variables has a Gaussian distribution.
this particular transmission, it is simple to find H(w) exactly. From Eq.(A5-8),
H(w) = log J2ZTe(1 + n2 )
n
Thus for
(3 -77)
In order to determine the bounds on Hx(w), we first find the entropy bounds assuming that x is
fixed, and then average over all x, as in Eq.(3-64). We have, by analogy to Eq.(3-74), in which
x is fixed at unity
log Iqre -exp + -] x2 + a-n) - Sp(w/x) log p(w/x) dw
< log 2rre[(1 - )x +Z o-n z]
(3- 78)
We now integrate over x, as indicated in Eq.(3-64). We have need of:
\J-\2 log(ax 2 + b) dx =
w 2 -x2
1 log[ay + (b + a)] dy
1-y
f=- T log [a cos z + (b + a)] dz (3-79)
2log [-b+ 2a+b ]
2
In integrating Eq.(3-79), we have made the substitutions: (x - 1) = y = cos z. The last integral
of Eq.(3-79) is evaluated by recourse to Eq.(Al-15). Applying Eq.(3-79) to Eq.(3-64) and
Eq.(3-78), we obtain
-n + n2 + {exp [1 + ]/4r 1log e n2 n Hx(w)
(3-80)
a/ - + 2 - /2
< log 2Tren n2
From Eqs.(3-61), (3-62), 3-77), and (3-80),
1J
log
4(1 + a-rn2 ) C
n Sn 
[a-+ a 2 r/] 'W I log
. + 2 .7I]
4(1 + 2rn)
r 2 + exp [1 + y]/4] 2
where S has replaced B, in order to indicate that "sine-statistics" apply
The bounds in Eq.(3-81) are plotted in Fig. 31 as a function of R = 1/an 2 .
exactly equal to its upper limit, and Cs/W = 3.38 bits. This represents
over the binary transmission at infinite signal-to-noise ratio.
(3-81)
to the transmission.
2When -n = o, C is
a slight improvement
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CHAPTER IV
I. CONCLUSIONS
We have endeavored, in this paper, to present a systematic approach to the problem
of communicating efficiently through multipath disturbances. Statistical analysis has been found
to be a useful tool for conducting studies of the multipath channel, just as it has been in the case
of the elementary channel affected by additive noise alone. Two major aspects of the synthesis
of optimum communication systems have been investigated through a number of special cases.
First, there is the problem of specifying the optimum receiver, given the transmitter and chan-
nel. For the communication system model which has been adopted in this paper, the optimum
receiver can be stated unambiguously as one which computes certain probabilities and makes
decisions based on these computations. The second major aspect of our work has been the eval-
uation of over-all system performance through the criterion of system capacity. This measure
has been selected in preference to others equally plausible mainly for reasons of mathematical
tractability. The criterion of system capacity is appropriate only to the transmission of very
long symbols, and thus there are very real limitations on the practical aspects of our treatment.
Probably the most serious gap in system optimization theory is the lack of knowledge about opti-
mum codes for finite duration symbols. We naturally cannot expect to obtain coding theorems
of this sort for the multipath channel until they are at least available for much simpler channel
perturbations, such as additive white Gaussian noise.
Studies were first conducted on a multipath channel model consisting of a number of
fixed paths, of various delays and strengths, connected in parallel and followed by additive white
Gaussian noise. System capacities for white Gaussian transmitted symbols were found as a
function of the various channel parameters, with the assumption that the receiver knew the multi-
path structure. Providing that the transmission occupies a wide enough band, it appears from
these results that system performance for fixed multipath can be made at least as good as that
which would be obtained with the strongest path alone. This is quite in contradiction to the de-
structive interference produced by the extra paths which is so often encountered in conventional,
present-day systems. If the spectral shape of the transmission is allowed to vary, we have
shown how the spectrum may be optimized to achieve the maximum system capacity, subject to
power and bandwidth constraints, for any fixed multipath condition. Future work with the fixed
multipath model might investigate more complex path configurations than have been considered
here, as well as models in which the path responses are not pure delayed impulses but have some
dispersion in time. An incidental result in connection with the work on fixed multipath has been
a direct proof of Shannon's fundamental theorem for the particular case of Gaussian signals and
noise of arbitrary spectra.
The next channel model to be considered was one of similar structure to that for
fixed multipath, but in which the parameters were allowed to vary slowly in time. Results for
fixed multipath may carry over, approximately, to this quasi-stationary model if provision is
made that the receiver be kept informed of the multipath characteristic. We are thus led to pos-
tulate that a good transmitted signal for slowly-varying multipath might well contain a portion
which is known a priori to the receiver. This portion would be used to "sense" the ionosphere,
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enabling the receiver to correct its stored symbols in step with the multipath fluctuations. The
use of such a technique is merely a suggestion, but one possible method of constructing and
utilizing the redundant part of the transmission has been described. Further work should be
done on the effect of imperfect ionospheric measurement by this and other such schemes, on
communication capabilities of the channel.
In connection with the suggested method of ionospheric measurement, experimental
work was initiated to measure the rates of fluctuation encountered in the ionosphere. Such ex-
periments seem to support the contention that these fluctuations are slow compared to the usual
transmission bandwidths. One result indicated that fluctuations contained no frequencies higher,
at the time of the experiment, than one-quarter cycle per second. Of course, a fairly wide range
of fluctuation rates would probably be measured under a variety of conditons. Further experi-
mental studies of this sort should be conducted at various geographical locations, times of day
and seasons, and during ionospheric storms.
We now return to the quasi-stationary model described earlier. It has been possible
to apply some results on randomly varying filters to the model in which slow variations are
occurring in the multipath, but these changes are not known directly to the receiver. It appears,
at least for low signal-to-noise ratio, that reasonable system capacity may be obtained. The
particular models considered, however, contained only fluctuation in path delay. Further in-
vestigation in which both strengths and delays vary, perhaps not even independently, would no
doubt yield greater insight for more general multipath problems.
The last multipath model which has been investigated is single-mode "scatter" prop-
agation. Here it has been possible to specify theoretically the ideal probability-computing
receiver, together with simpler approximations to it. It is hoped that further work will be done
in this direction, with the aim of improving the transmission of information through scatter. At
the same time, lower bounds to system capacity have been established for transmission through
scatter. It appears that the scatter channel may give fairly efficient performance, relative to
a channel perturbed by additive Gaussian noise alone. A system capacity may be obtained which
is at least 30 per cent of that for the additive noise channel, providing that scatter is changing
slowly and the signal-to-noise ratio is about unity. There is much room for further work in the
capacity computations, since only rather rough lower bounds to system capacity have been ob-
tained. Furthermore, generalization of these results to multiple scatter-modes would be of use
in dealing realistically with a greater variety of channels.
Incidental theoretical conclusions have been obtained during the multipath study which
are of interest in their own right. In particular, the study of a channel containing a random pos-
itive multiplier was investigated, partly because of its connection with multipath channels. The
results have most meaning, however, when they are viewed as arising from an application of
information theory to a new, and as yet rather academic, channel model. Another incidental
result has been the derivation of system capacities for binary transmissions through additive
Gaussian noise. These latter results obey Shannon's conclusion that all comparable transmissions
have equal merit at low signal-to-noise ratios.
In general, further work on the application of statistical theory to communication
through multipath disturbances would be most worth while. There seems to be quite a dearth
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of results in this field appearing in the literature. Despite the recognized random nature of
multipath disturbances, apparently little has been done on this problem using the appropriate
mathematical tool, statistics. From its relative success in dealing with the simpler additive
noise channel, one would suppose that the application of statistical theory as a logical attack on
the multipath channel might have been more widely discussed. It is hoped that future work may
generalize many of the results obtained in this paper and lead to a new understanding of this
perennial communication problem.
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APPENDIX I
I. ANALYSIS OF CAPACITY FOR FIXED MULTIPATH AND ADDITIVE GAUSSIAN NOISE
A. Capacity Calculations for Specified Path Strengths and White Gaussian Noise
Referring to Eqs. (2-2) and (2-3), we seek to find the integral
w- / SO Z ai exp [- j2TfT. \
C - log \\ + N)dE , (Al-1)
where a spectrum of uniform power density So and bandwidth W has been transmitted over a fi-
nite number of paths of strength ai and delay Ti , with additive noise of uniform power density No
in the channel. The most apparent way to evaluate Eq. (Al-i) is to divide the expression in
brackets into simple factors. Under certain assumptions, we find this can be done. The factors
thus obtained are of the form (c k + dk cos cf), where k = 0, 1, 2, . . . n, and c is a constant. If
W = mw/c, where m is an integer, Eq. (Al-1) can then be obtained in closed form by evaluation
of the separate integrals. A good approximation is obtained if n is nonintegral, but very large,
n >> 1.
In order to reduce Eq. (Al-l) to a sum of simple integrals, let us assume that the T.1
are commensurable, T being the largest common divisor. Then in general the bracket B in Eq.
(AI-1) may be written
B = (1 + a cos x + a2 cos 2x + ... + an cos nx) , (AI-2)
where the first term has been set arbitrarily to 1/2 by adding an appropriate constant to Eq. (Al -
1). Here x = 2 rfT = cf. We can then factor B in the form
b
B = (- 2 + b cos x) [ 2 + b cos x + b2 cos 2x + ... + bn_ 1 cos (n - )x] . (A1-3)
The process may be repeated with the second bracket of Eq. (Al -3), and so on until we obtain
1B = ( 2 + b cos x) (cl + d cos x) (c + d2 cos x) ... (cn + dn cos x) , (A1-4)
and the factorization is complete. The factorization of Eq. (A1-3) is carried out as follows. We
equate the coefficients of the cosine terms of equal arguments in Eqs. (Al -2) and (A1 -3), using
the identity: cos mx cos nx = 1/2 cos (m + n)x + 1/2 cos (m - n)x. The system of equations is
obtained:
bo + bb = 1
bbo + b + bb 2 = a1
bb + b2 + bb3 = a2
bb 2 + b3 + bb 4 = a3
(A1 -5)bb +b + bb =an-3 n-2 n- = an-2
bbn-2 + bn- = an-
bbn- 1 an
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We have (n + 1) equations in (n + 1) unknowns, We find b by solving for bo and b1 in terms of b
and then substituting in the first equation of Eq. (Al 1-5). Using the last (n - 1) equations of Eq.
(A1-5), we find b1.
b b O O ... 0 0
O b 1 b O ... 0 O 0
O O b 1 b ... O O O
0 O O O 0000... b 1 b
0 O O O O ... O b
0 O O O O ... O O b
a2 1 b 0 O ... 0 O O0
a3 b 1 b 0 ... 000
a4 0 b b ... 000 O
. ..........
an- 2 000 0 O ... b 1 b
anl 0 0 0 0 ... 0 b 1
an 0000 Ob
n
We expand b1 along the column of a's in the numerator determinant, using Laplace's development.
n-l n-2b b =a2b12
IbO1 b 1 b 0
n-3 n-4 n-5
-a b +a4 - b a 1 b b +...3 4 b 1b
b 
(A1-7)
k (b) n-k n n- i (b)+ (-1) akZ2 b + + )n ( b) a .b (-1)i (b)
k,,1) in 2 n n-a = i-2i=2
where A (b) has k rows and k columns in the form:
1 b O O ... 0 O 0
b 1 b ... 0O O0
O b b ... O O 0
(b) A(b) = 1
k#fO ::/~ 0 . . . . ... . . .
0 O O O ... b 1 b
0 0 0 0 .. .0 b 1
Similarly, solving for bo using the last n equations of Eq. (Al -5),
n
n n-i i+1bb n= a.b (-1) A(b)
i= 1 i-
Substituting Eqs. (A1-7) and (Al-9) in the
tion which determines b.
first equation of Eq. (A1-5), we find the polynomial equa-
n a.bn- i i+l r (b) 2bA(b) + n-l bn = i 1 - - 1i=22
There is a useful recursion formula 2 for A(b)
1
(b)a (b) b2 (b) i 2
1 i-i i- 2
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The specific polynomial equation in b, given by Eq. (A1-9), good for n from 1 to 4 inclusive, is
(2b)4 (a - a - 1) + (2b)3 (al - 3a 3) + (2b) 2 (8a 4 - 2a 2) + (2 b) 4a 3 + 8a 4 =
(Al -1 2)
After b is found from Eq. (Al-10), b may be obtained by (Al-9) and then the equations of Eq. (A1-5)
are used in sequence to obtain all the b i.
Having thus factored Eq. (A1-2) into the form Eq. (Al -4), the expression Eq. (Al-1) be-
comes, for commensurable Ti,
1 n 2 TrWT
C Ko 1 Jo log (Cj + d cos x) dx , (Al 1-13)
where the Ko , cj, and dj are related to SO , No , and the a i, and T is the smallest common divisor
of the Ti . We seek integrals of the form
A
I = log ( + cos x) dx . (Al -14)
Since the argument of the logarithm in Eq. (Al-l1) is always positive, none of the arguments of the
logarithm in Eq. (A1-13) may vanish. Thus is either complex or [p1<1. If complex, the appear
in complex conjugate pairs, for the product of the factors in Eq. (A1-4) is always real. For real
3, I31<1 and A = mar, m an integer, Eq. (Al-14) can be found in closed form.
Ijw log (1 + P cos x) dx = mi (log + (A1-15)
0
For complex P, Eq. (Al-15) still applies, providing that 1 - P is taken to lie in the right half of
the complex plane. If W >> 1/T so that A >> 1, Eq. (Al -15) holds approximately for any large m,
since the integrand is repetitive with period 2. In the remaining work, we shall assume for sim-
plicity that W = m/2T, where m is an integer, although the same results apply to a good approxi-
mation for W >> 1/T.
If two paths of strength unity and a are present, Eq. (Al -1) takes the form of Eq. (Al -
15) immediately.
MITTI Nlr + So( + a2) 2aS
C2 = 2TTo log +o + N 0 cos dx (A1-16)o o
From Eq. (A 1-15), this gives
C2 = W log 1 + R(1 + a2 ) + I[1 + R(1 + a2 )] - 4a R , (A1-17)
where R = So/N o . This is the expression quoted in Eq. (2-4). If only the path of strength unity
were present, we would have
C1 = W log (1 +R)
If T = 0 so that both paths are combined into one, of strength (1 + a),
! 2
C2 = W log [1 + R(1 + a)]
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It is straightforward to show that C1 < C 2 < C2 .
The three-path case is more difficult algebraically. We shall merely quote the re-
sult. For paths of strength 1, s and s 2 , with delays 0, , and 2T, respectively,
C3 =W log( + R[s2+ ( -BsZ)2X
[1 + R( + 2+2] - R[2s (1 +2 + 4s]-2Rs(1 +s2) .R2(1 2 (12 4s 2 )-4Rs 2
1 + R[s 2 + (1 - s2)2] (Al-18)
/11 + R( + 1 +2)] R [2s2 (1 + 82) +4s] + s1 (1 ) /R2(1 - s2)2 (8 -42)-4Rs 2
1 +R[s + (1- s)2] 
In Fig. 9 of Chap. II, C3 has been plotted as a function of the strength s2 of the third path, with
unity strength in the first and second, s = 1, and with R = 10.
For still more paths, the calculation becomes succeedingly complex. Only two par-
ticular cases have been studied for more than three paths present. These are for four and five
paths present, where each path has strength unity and the paths are delayed 0, T, 2 T, 3, and 4,
respectively. Again R = 10. Results are presented in Fig. 10 of Chap. II.
B. Optimization of Transmitted Spectrum to Achieve Maximum Capacity
If we are permitted to transmit band-limited Gaussian noise with an arbitrary spec-
trum So(f), it is possible to maximize the system capacity for fixed multipath and Gaussian chan-
nel noise of spectrum N(f), that is, find the code-generating source statistics which yield channel
capacity. The constraint of fixed average power P is put on the transmitter. Thus, from Eq.
(2-2), we seek to maximize the system capacity C.
W So(f) H(f) + N(f)
C log N(f) df , (Al -19)
where H(f) is the multipath frequency response. We have the constraints
W
P o So(f) df , So(f) > 0(A1-20)
By the calculus of variations, we must maximize, with respect to P(f),
W [ rSo(f) IH(f)l2+N(f) 
I f i= log[ f N(f) J+ X So(f)} df , (Al-21)
subject to So(f) > 0. X is an arbitrary constant. Following Shannon's 2 0 similar solution for the
best transmitter spectrum for arbitrary Gaussian channel noise, we obtain
So(f) + N(f)-- (Al-2la)(f) + N(2 = K, a constant (Al-21a)
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or
So(f) = 0, for N(f) > K
0 J~IH(f) 2
K is found from the power constraint P.
K P +1 f N(f) df
KW +. IH(f)W
(Al -Zib)
(Al -22)
where the Wi are the frequency bands in which Eq. (Al-21a) holds. This is the result quoted in
Eq. (2-6) of Chap. II. A graphical interpretation appears in Fig. 12.
Using the So(f) given by Eq. (Al -21), the channel capacity Cc is obtained.
r = KH(f)12 rf = f log) [ P N(f')df'] 1
= log N df = log+
1 lg N(f) WN(f) H(f')
Wi Wi Wi 
(Al -23)
So long as the channel noise is Gaussian, Cc is the upper bound to system capacity for any code-
generating source. This is so because Eq. (2-2) then is an upper bound for all systems having
the given transmitted spectrum, So(f).
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APPENDIX II
I. SYSTEM CAPACITY ANALYSIS FOR CHANNELS WITH RANDOM LINEAR FILTERS
We shall first consider the formulation of system capacity for a general time-varying
linear network in the channel, and then apply the results to a few special cases appropriate to
multipath propagation. Some results of Zadeh's work on time-varying linear systems, together
with an important entropy-absorption theorem of Shannon's, provide a method of computing sys-
tem capacity for such channels when the signal-to-noise ratio is low. For the present, let us
neglect the additive channel noise. Suppose that we transmit a known signal x(t) through the net-
work and observe its output z(t). Then, following Zadeh,1
z(t) = H(w;t) X(c) exp [jut] d , (A2-1)
where X(w) is the transform of x(t), and H(w;t) is the system function of the variable linear net-
work.
+00
X(X) =f_ x(t) exp [-jwt] dt ,(A2-2)
oo
H(w;t) h(t;T) exp [- j(t - T)] dT .(A2-3)
-oo
h(t;T) is the response of the network at time t to a unit impulse applied at time T. If now h(t;T)
is varying randomly, so that it is known only in a statistical sense to the observer, we have for
the expected output z(t) x'
+00
z(t)l =2 H(w;t) X(X) exp [jut] dw (A2-4)
where
H(w;t) =J h(t;T) exp [- j(t - T)] d (A2-5)
-00
h(t; T) is the expected response of the network, at time t, to a unit impulse applied at time T.
The subscript x implies that z(t)I x is the average of z(t), conditional upon knowing x(t).
Now the z(t) that is actually observed differs from the expected z(t)lx by a random
variable z'(t) having zero mean. In order to describe z'(t) statistically, we now suppose that x(t)
is a stationary random process, and that h(t; T) has stationarity in the sense that
h(tl;T) = h[t2 ;T + (t2 - t 1)]
(A2-6)
h(tl;T) h(tl +T;T') = h[tZ;T + (t2 -tl)] h[t 2 +; T' + (t 2 -tl)] 
for all t1, t 2, , T, and T'. Then the output z(t) has the autocorrelation function 2 (-),
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0z(T) = 2 o r H(-; W) Sx(w) exp [jwa] d ,
qH(Or; ) = H(w;t) H(-w;t + r)
+oo
Sx() =o x(t') x(t' + X) exp [-jwa] dX (AZ-9)
It is assumed that the fluctuations in h(t;T) are independent of those of x(t). From Eq. (A2-7), the
power spectrum Sz() of z(t) is obtained.
Sz +00
A(;)= 2 +00nL(W'; W - 5f00
(A2-10)A(wo';) Sx(') dw'
(A2-11)H(cr; a>) exp [j(o'- c-)] d-
A(w'; ) is what Zadeh calls a bifrequency function. It is, in effect, the Green's function in the
frequency domain. We may divide it into two parts. Let
(A2-12)bH(C) = lim d/H(-;W ) = H(w;t) H(-w;t)
0- -0o
(0; ;) = H(-; ) - H( ) (AZ-13)
Then
+ooA(,;) = H() )6( - ') + 1-oo /hP(; ) exp [j(w' - )] d- ,
where 6(c -a') is a unit impulse .in the frequency domain.
Now we have for the average frequency response H(w),
H(o) = H(w;t) ,
since from Eqs. (A2-5) and (A2-6), H(w;t) does not depend on t. Thus, from Eq. (A2-12),
bH(cO) = I H(-) 12
The first member on the right side of Eq. (A2-14) may therefore be interpreted as a contribution
of the average frequency response. Rewriting Eq. (A2-10) with the help of Eqs. (A2-14) and (A2-
16), we have
Sz(M) = Sx(.) H() I 2 ++o
1- 0
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where
and
(A2-7)
(A2-8)
where
(A2-14)
(A2-15)
(A2-16)
(AZ-17)
_ I
,n(w'; ) S W) dw'
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where
A'(w';,w) = I +®
-f .
qp(o ; w) exp [jo-(w' - w)] d 
The first member of the right side of Eq. (A2-17) represents the power in the fluctuations of
z(t)l x' due to the fluctuations in x(t). These, however, are known a priori to an observer who
has complete knowledge of x(t). Thus the only "noise" which such an observer sees in the out-
put z(t) is that due to the second member of the right side of Eq. (A2-17). We shall denote this
by S z(w).
+o
s(-lS 
'(w';( ) S (w') dw'
x
(A2-19)
Sz( ) is the spectral density of z'(t) = z(t) - z(t)l x
In order to determine the system capacity, we now introduce additive white Gaussian
noise of spectral density No and band 2rW (radians/sec) in the channel, following the random fil-
ter. Then, to find the system capacity, we invoke Shannon's entropy-absorption theorem.3 Par-
aphrasing, this states that the entropy rate H/T of the sum of a Gaussian noise of spectral den-
sity No and band 2rrW, and a time series drawn from any other ensemble of power P is given by
0' = 
W lgZreZrW
°
+P
H
= W log 2e(TrrWN 0 + P) (A2-2C)
The theorem assumes that the spectral density S(n) of the time series satisfies S(S) << No , and
that S(w) = O outside the band W. Thus, assuming that Sz(w) and Sz(w) are both << N, we have
H(x) = W log 2iTe[21WN + f+ooJ
T 
oo
Sz(¢) dw] , (A2-21)
and
H (x) +
Y = W log 2re[2rrWN + S(w) d]
The system capacity C, from Eqs.(A2-17), (A2-21) and (A2-22) is therefore
(A2-22)
H(x) - H (x)
C T y = W log 1 +
-+oo
00
+ 00, + cO
2TWN f+co 0 oOIJ-oo o
, (A2-23)
A'('; W) Sx(w') dw' dw
where the code-generating source at the transmitter has spectral density Sx(w). Taking into ac-
count the small signal-to-noise ratio, we expand the logarithm, using log (1 + x) - x log 2 e.
C A+00 2+Q
log e]WNJ S°(o) H(w) dw
+0 f_00 n+(w';w) Sx(w) dw dw
oo_-o '(0; J
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Equation (A2-24) is the general formula for system capacity, at low signal-to-noise ratios, for
a channel consisting of a "stationary-random" linear filter followed by additive white Gaussian
noise. From Eqs. (A2-8), (A2-12), (A2-13) and (A2-18),
+00 +00 +00
'(o'; ) = -1j J [h(t; T) h(t + ; r') exp [jwo-] - h(t; T) h(t; T')]
(A2-25)
X exp [jc(T - T') + j(w' - )] dT d' d  ,
and from Eq. (A2 -5)
IH(i)I2 = f h(t; T) exp [-jW(t - )] dT (A2-26)
Now applying Eq. (A2-24) to particular channels, it has been possible to obtain Eq.
(A2-25) in closed form for channels of the kind shown in Fig. 23. Here the filter consists of a
number of pure delays which fluctuate independently of each other and of the transmitted signal
and channel noise. The delay distributions are, up to the second order, assumed to be station-
ary Gaussian and identical. Thus,
h(t; T) = ai6[t - T - i(t)] , (A2-27)
i
where Ati(t) has mean di, and pi'(t) = (t) - di(t) has the second distribution
P[I 1 < Pi'(tl ) < + cdi;'L2 < i(t 2 ) < 2 + d 2] =
exp I [+,(O) ( 12 + ) - 2(t 1 - t 2) 11J 2] } (A2-28)12 2 dl d/ Z
27r[OI(0) - 2 (t - t)] 2
Here, (T) = Mti'(t) i'(t + T ). Substituting Eq. (A2-27) in Eq. (A2-25),
A'(; ) = Z [  . aiaj (exp jeipLi(t + -) - exp [mi(t)] x
(A2-29)
x exp [-jwj(t)] exp [jo( -)] do-
From Eq. (A2-28), we obtain
A( '; ) = 2,f0 Z a2i exp W [M(o) (o-)] - exp [-z ¢P(O) exp [jar(w' -w)] d-
(A2-30)
These results are a generalization of Zadeh's. Similarly,
H() =E ai exp [- jdi]l exp [- 2 (A-31)i
Using Eq. (A2-30), we may write
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L'(w'; W) Sx(w') d' d = ajff (exp {W2[o,) - ()]00 0
- exp [- w2(O)]) 9x(-T) exp [-jwo] d dw
where x(T) is the inverse transform of Sx(w). Let us now assume that
slow compared to the bandwidth of Sx(w). Then the term [(0) - 9 (o)]
substantially constant while the integration on is carried out over the
substantially different from zero. We obtain
the delay fluctuations are
in Eq. (A2-32) remains
range in which x(-T) is
PI Z ai {1 - exp [- 2(0)]} Sx(w) id
i _ce 
If now Sx(w) is assumed narrow-band compared to its center frequency wo ,
Pi z a 2 P {1 -exp [- 20 (0)]} << NW 1
(A2-33)
(A2-34)
+00
where P =Jf Sx(w) dw is the transmitted power. We obtain for the system capacity, using Eqs.
(A2-24), (A2-31) and (A2-34),
W [log2 e] exp [- OE]J2 W s| ai exp [-jwdi] S ( dw
C , 2TrWN (A2-35)
o
2 2
where odd = Wo
2 (0) is the mean-square phase deviation of the carrier w0 , and the signal band-
width is assumed to be rW .
s
Applying Eq. (A2-35) to the two-path case shown in Fig. 23 a,
o s+Tr
e~p [ Bdl [(Ir ~2 p t2a S -15
21rN
o
cos (dl - d2 ) Sx(w) dw] log 2 e
(A2 -3 6)
This is the result quoted in Eq. (2-17).
When the path of strength unity does not fluctuate (Fig. 23b), we have, by a similar
analysis,
(1 +a Z exp [- d2]I P + a exp [- ed/2] J 0 cos w(d - d (W) d log2 e
o s
2 No
(A2 -3 7)
which yields Eq. (2-19).
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d- C - C
(A2-32)
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APPENDIX III
I. CAPACITY ANALYSIS FOR THE SCATTER TRANSMISSION
OF A BINARY-MODULATED CARRIER
In this appendix, we evaluate the capacities 2,2C1 and 2,2C2S, as given by Eqs. (3-44)
and (3-45), As explained in Chap. III, Sec. A, 4, in the system being considered a binary-modulated
carrier is transmitted through a channel consisting of scatter and additive white Gaussian noise.
5sC and 2C2 are lower bounds to the respective system capacities attained when either one2,2 1 2,2 2
or both components of the received signal are observed. We shall first consider the evaluation
s s
of 2,2C , and then perform the more complicated analysis for 2,2C2.
A. Evaluation of 2C12,2 1
In performing this analysis, we shall first rewrite Eq. (3-44) in more convenient form
as a sum of two integrals and then evaluate these separately. One integrand involves an expres-
sion for the entropy of a split Gaussian distribution, found in Appendix IV in the form of an infi-
nite series. Integration is performed term-by-term to obtain the final expression for 22C1,
quoted in Eq. (3-52).
From Eq. (3-44), we have
C~ Cs = A + ~A2~ ~(A3-1a)2,21 = -1 + A2
where
A - P(x ) P(x 2 ) J; P(wl,w2/X1 ,x 2) log P(Wl,w2 /Xl,x 2) dw1 dw2
xl x2 WlW2 (A3-lb)
A - Z P(x2) j , p(wlw/x 2) log p(wl,w 2/x 2 ) dw dw2 (A3-1c)
X2 w1 W2
From Eqs.(3-21), (3-22) and (3-23),
Mi]
p(w1,w2/x1,x2) = (21T) M2 l/ 2 exp [W W w.] (A3-2)exp2 2 i=l j=lI M21 1 i
where
M (2 o + no) (X1 X2 01 + 3nl)
L( 1X2 1 + nl ) (X2 9o + ~no)j
Here we have set c = 0 in Eq. (3-23), with no actual loss in generality. Also, ~o = 0 11 = 022;
01 = 012 and similarly for On. Expanding Eq. (A3-2) for the particular case considered, in
which x = ±a, x2ia,
P(w 1, w2/x1, x 2 )=
exp { [2 (a2o + no) w2 ( 2 nl) + w2 (a2 0 + no)]/[(a
2
+ no) 2 _ (a2 + )2] } (A3 -4)
2r[(a 2 + -no) (a2 1 + nl ) 2 11/2
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and the conditional entropy is 1
HX X2 = -f 1 (W1 2
= log 2re M21 1/2
= log 2rre[(a 2 00 + no) 2 
Substituting Eq. (A3-5) in Eq. (A3-la), we
x1 or x2 explicitly.
x2 ) log p(w 1, w2 /x1 , x2) dw dW2
(A3-5)
2 2 1/2
(a 01 + nl) 
see that AI = Hxl x since Eq. (A3-5) does not involve
1 x 2
From Eq. (A3-4), we obtain p(wl, w2/x 2).
P(W1, w2 /X) = p(wl WZ/X 1, 2) P(xl)X1
exp [-w2/2o-2] exp [- (w2 - w )Z/Z ]
(A3-6)
+ exp [- (w2 + pwl ) 2 / 2 z 2 ]}
4rr l o2
where
2 2
e1 = a o + no
20-Z =
(a2 0 + no) -(a 2 1 + nl)
a2 9o + no
2
a 91 + nl
o + no
We have used the assumption that P(x 1 = a) = 1/2 = P(x 1 = -a).
(A3-lc), we find
Substituting Eq. (A3-6) in Eq.
2= exp [-a2 /2F] da+_
oo
_f+oo exp [-w2/2 1r2 ]
4 Z 2I
p(s,a) log p(s,a) ds
exp [- W2 /2 1 ]
log Cw1
/ _Z 1 2
where
p(s,a) = {exp [- (s - a)2/2]
2%rf-f
+ exp [- (s + a)2/2]1
Here s = w2 /c 2 , a = w1 /a 2 , and
2 aaZ 1 + nl
o = 2
a o + no
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(A3-8)
(A3-9)
(A3-10)
2
F = 2
1 - Z
(A3-11)
(A3-12)
i,
I
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Combining Eqs. (A3-la), (A3-5) and (A3-10), we have
S 1 +00 2 +00
IL2 - cexp [-a/2F] dafe p(s,a) log p(s,a) ds - log 2e , (A3-13)
oo o
which is the result quoted in Eq. (3-46).
From Appendix IV, Eq. (A4-10), we have
+00 + I~gL e i- ~T al exp [-aZ/]
G(a) = -_ p(s,a) log p(s,a) ds = log 2 2we + log2 e - exp
~~~~~~~~~00 I ~~~~~(A3-14)
2+ (  -1 roo(I) (-)k exp [2a2 k(k + 1)] erf [Ial (2k + 1)]+ (2a 1) err(lalI) +
k=l k(k + 1)
We now have the problem of finding the integral, from Eq. (A3-13).
= I f+('exp [-a/2F] G(a) da (A3-15)
I -1oo
We may do this by performing the integration on Eq. (A3-14), term by term. The only integrals
which are not straightforward have the form
p0 0~~a2 2
ik exp [,' - + a2 k(k + 1)] erf [a(2k + 1)] da (A3-16)
Referring to Eq. (A4-1 1) of Appendix IV, we may write
1__fV
°° 22 2
o a(k+l exp [- 2 + ga g k(k + 1)- ] dy da (A3-17)
We make the substitution y = a(2k + 1) z, obtaining
(2k + 2 2 21
J- (2k +l_ dz a exp - -[ - 4k(k + 1) + z (2k + 1) Z] da (A3-18)
The inner integral is easily evaluated, giving
J (Zk + 1) 00 dz (A3-19)
k- · J 2 2f2 I - 4k(k + 1) + z (2k + 1)F
According to whether [(1/F) - 4k(k + 1)] is positive or negative, Eq.(A3-19) has two forms.
tan - [/(I/F)- 4k(k + 1)/(2k + 1)] 1
F >. 4k(k + 1)
-J/2,[(1/F) -4k(k + 1)] F> kk+1
= k=(A3-20)k =
tan h [4k(k + 1) (1/F)/(2k + 1)] I
·Jz~~~~~;;T~~-~< k(k +l'i 1)1 2=[4k(k + 1) -(I/F)] F < 4k(k+1)
Thus from Eqs.(A3-13), (A3-16) and (A3-20),
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L 2C, = 1 + Z [- 2F + (2F - 1) tan- 1 (1/NrF)2,zC 1 ' T
(-1)k tan' /1 - 4k(k + 1)F/(2k + 1) F
k k(k + 1 ) 1 - 4k(k + 1) F
(-1) k tan h 1 '4k(k + 1)F - 1/(2k + 1) 2 F
k k(k + 1) 4k(k + 1)F-1
when 1 k k
when k <k < oo
O
where 4ko(k + 1)F = 1. This is the result quoted in Eq. (3-52) with A = 1/W.
B. Evaluation of 2C22,2 2
The analysis for the two-component case follows practically the same method as for
observation of one component. From Eq. (3-45), we have
2,2C2 B1 + B2A 2,2C2 = - 1I+B (A3-22a)
where
B1 =-Z P(x) P(x 2 )f f Y
x1 x w w w
1 2 ~ s1 s2 Cl
f
w
C2
P (W s w2 w wc2/Xl' x2)
(A3-22b)
logp(w ,w ,wlw 2/xl,x 2) dw1 dw 2 dw dw 2s s2c cc si sd c c
B2 =-z P(xZ) S S
x w w2 S1 S2
Xdw dw dw dw
sl s2 cl c2
From Eqs.(3-21), (3-22) and (3-23),
f f p(w 1 ,w 2 ,w, C2 /x 2 ) log p(wW 2,wel, 2 /X2 )c (A3-22c)
c1 c2 (A3-22c)
p(wsws2 ,w clwc2/xl,x 2 ) = (2) -2 1M 21 expsl Z c c
1 2
-1=
2. Mij 
j1 IMj--121- _ (w i Ws + w i w) i (A3 ci cj
(A3-23)
where M2 is given in Eq. (A3-3). The conditional entropy corresponding to Eq. (A3-23) is just
twice that of Eq. (A3-5), and, again, is equal to B 1 itself.
B 1 =- S S S P(w slws2.w 1 wc2 /xlX 2 ) logp(wsl wz lwc2 /x /Xlx 2 )
S1 S2 C1 c 2 (A3 -24)
X dw dw dw dwc2 = 2 log 2e [(a 2 + no ) 2
si s2 cl C2 o e no
From Eq.(A3-23), we obtain p(w lw s w/).
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P(Wsl'WsZ2'w 1iWcZ/X2 ) = . P(Wsliws2 WclWc2 /xl X2) P(x 1 )
x1
exp - 2 2 2
2[(a 2 0o + .)2 - (a2 01 + 9nl) 2]
X1 (2)2 [(a 2 + no )2 - (a '1 + nl )]
2 2 ( 2 2 2 2 x12
exp [-(wsl + We/2rlz , (exp ([- 2 -PWw -W PWl2I/2)f + exp (L-(Ws2 + 3Wsl-Wc + w 13lZ]/Z-ZZ})
222
2(2a) 1 12
(A3-25)
%, and are given in Eqs. (A3-7), (A3-8) and (A3-9), respectively. To simplify Eq.
(A3-25), we perform a rotation transformation, Let
w w
W s Ws2 2 +c2 2l
j sl cl sI ci
w w
w 2 =w2 cl c
2
sl
w 2+ w 2 ,w +w
"J s cl ~J S cI
(A3-26)
exp 2 w2- 22 2 exp - - (j p -exp [-(w1 + exp ( + pw) /2 i2]
P(wl,w2.Wsl 5 ws52/X2) 2Z 222
2(2 Tr) T¶ 
= p(w 11w2,w) (A3-27)
where
2 2
w w +wsl s2
We may now write the integration of Eq. (A3-22c) in the form
0o +o00 +00
B2 = ZtJJ f~ w P(wl,W2,'W) log p(wlW 2 ,w) dw1 dw2 dw
Let s = w1l/OZ , a = 3w/o-2. Then
-o 2 +00 +0
B2 F- a exp [-a /2F] da p(s,a) log p(s,a) ds -J
exp[-2 /2Q2 wexp[- wZ/2] 2
x log d w2- 2
42J 2 o + 1
(A3-28)
(A3-29)
D exp [- w2/22]
log exp [- w2 /2 o] dw
+ log 2 rr 2 , (A3-30)
where p(s,a) is given by Eq.(A3-11) and F by Eq.(A3-12). Combining Eqs.(A3-22a), (A3-24)
and (A3-30),
59
UNCLASSIFIED
Then
I - --~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~---
UNCLASSIFIED
A C s = 1 F-J a exp [-a/2F] daf p(s,a) log p(s,a) ds - log 'Te
which is quoted in Eq. (3-47).
As in Sec.A of this Appendix, the inner integral of Eq. (A3-31) may be given as the
infinite series Eq. (A3-14), expressing the entropy of a split Gaussian distribution. The second
integration may then be performed term-by-term. We have the problem of integrating expres-
sions like the following.
2
Nk a exp [ 2a 2+ 2a k(k + 1)] erf [a(2k + 1)] da
As in Sec.A, we write the error-function in its integral representation.
(A3-32)
Nk = 2= IO IO
'J d(Zk+l )
2 2 2
a exp [- + 2a k(k + 1)- Y ] dy da
Letting y = a(2k + 1) z, we have
Nk (2k+ ) 0 0 dz a2 exp 2 
Evaluating the inner integral,
z2(2k + 1)2]
(A3-33)
(A3 -34)da
(A3-35)Nk = (k + )Jdz 2 
[F 4k(k + 1) + z (2k + 1) ]
Finally,
N. =1 -(2k + 1)/ (1/F + 1
Nk = [(1 /F) -4k(k + 1)]
From Eqs.(A3-31.), (A3-32) and (A3-36), we obtain
(A3-36)
1 (2F + 1/2) +o ( 1)k [1 -(2k + )/( / 1
A2,2 1 + log2 e (ZF- )-~/(1/F) + 1 k=1 2k(k + 1) [(1/F) - 4k(k + 1)] .
(A3-37)
This expression is quoted in Eq. (3-55), with A = 1/W.
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APPENDIX IV
I. THE ENTROPY OF SPLIT GAUSSIAN DISTRIBUTION
A. Analysis
In the course of establishing the lower bounds to channel capacity for scatter trans-
mission, we encounter the integral, in Eqs. (3-46), (3-47), (A3-13) and (A3-31),
G(a) = -f p(s,a) log p(s,a) ds
p(S,a) = _ texp [- (s - a)2/2] + exp [-(s + a) 2 /2] 
2-rI
(A4-2)
G(a) is recognized as Shannon's definition of entropy for the continuous probability distribution
p(s,a). p(s,a), which we shall call a split Gaussian distribution, may be interpreted as the dis-
tribution of the sum of a binary variable x and an independent Gaussian variable n. The variable
x assumes the values a with equal probability, while n has zero mean and unit variance.
We obtain G(a) by a perturbation method. Suppose, in general, that we have a given
Po (s) and its corresponding entropy Ho .
+00
H = -f o (s) log Po (s) ds
0 +0 s)d
(A4-3)
We now cause a perturbation Ap (s) in pO (s), and ask for the new entropy H + AH.0 ~~~~~~~~~0
+co
H +AH =-I
o 0o [po (s) + Ap (s)] log [ (s) + Ap (s)] ds (A4-4)
Let us assume that Ap (s) Po (s), a condition which does not always hold, but which can be
applied in the particular case considered. Then we may expand the logarithm of Eq. (A4-4) in
a convergent series, obtaining
+ +oo
Ho +AH = H - Ap (s) log O (s) ds + log2 ef
A (p ( s) k
x z k I--- ] ds
k=l P, s)
[Po,(s) + Ap (s)]
(A4-5)
The last member of Eq. (A4-5) simplifies. Interchanging summation and integration,
+_0 +o
AH = -f Ap (s) log p (s) ds - log2 ef cAp (s) ds + log e
p () ] dskAp () [P (S)] ds
p ()
(-1)k k(k + 1)
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where
(A4-1)
_+co
I 0
k=l
(A4-6)
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To apply the general formula Eq. (A4-6) to our particular case, we let
1 exp [-(s +) /2]
po (s)= s < 0 (A4-7)
0 s>O0
(A4-8)Ap (s) = 2
0 ; s> 
Because of the symmetry of p(s,a), it is only necessary to perform the integration over the half-
line in order to obtain G(a). In this range, Ap (s) < Po(s), as required, assuming that a is posi-
tive. Substituting Eqs. (A4-7) and (A4-8) in Eq. (A4-6),
G(a) H + AH = J [exp [ - (s +) /2]+ exp [-(s -a)2/2]2 = 2o 2
logexp[- (s +a)2/2] ds - log e xp[-(sa)2/2] ds
2N/2 2 2 oo (A4-9)
kf 0 (s - a) 2
00 (-1) exp [2ask - ] ds
+ log 2 e
k=l 2 /Z-2k(k + 1)
Performing the indicated integrations gives
G(a) = log 2 2e + log 2 e - -- a exp [- a2/2] + (2a 2 - 1) erf (a)
00 k 2 (A4-10)
+ z (-1) exp [2a k(k + 1)] erf [a(2k + 1)]
kkk + 1)k=l
where
erf x -f exp [-y /2] dy . (A4-11)
The series (A4-10) is quoted in Eqs. (3-51) and (A3-14) where a appears as a . For a > 1, a
good approximation to Eq. (A4-10) is obtained by expanding error functions in asymptotic series
G(a) log 2 e + log2 l 2 e {-0.7979 la exp [-a2/2] + (2a 2 - 1) erf (al)
exp [4a2 ] erf (31 a) + exp [-a/2] [0.010003 2 (A4-10.0004564
2 a 2 (A4-12)
a
0.0000622 
4 ] ; |a|> 1
a
In Figure 27, G(a) is plotted as a function of a . For comparison, the entropy H'(a), which
would be obtained if s had a Gaussian distribution of variance (1 + a ), is also plotted.
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H'(a) =- exp [-s2/2 (1 + 2)] log exp [-s2/2 (1 + 2)] ds
2rr/(1l + a ) 21r(1 + a )
(A4-13)
= log Zrve ( + )
For aI less than about 1, the agreement between G(a) and H'(a) is very good. This is a demon-
stration of Shannon's entropy-absorption theorem (Appendix II, Reference 3).
B. System Capacity for Binary Digits in Gaussian Noise
In this section, we consider the system capacity obtained when the code-generating
source at the transmitter has a binary output, and the channel noise n(t) is white Gaussian. That
is, we assume that both the noise and coding source are limited to the band from zero to W, and
that the source generates a time series x(t) having the values ±a at points 1/2W apart in time.
These two values are equally-likely and statistically independent from sampling-point to
sampling-point. The noise is normalized to have unit variance. Then the system capacity Cb
is given by
Cb = 2W[H(s) - Hx (s)] , (A4- 14)
where H(s) is the entropy of the received time series s(t) = x(t) + n(t), for just one sampling
point. Similarly, H (s) is the conditional entropy, again for just one sampling point, or degree
of freedom. From the discussion in Section A of this appendix, we see that H(s) = G(a). Fur-
ther, Hx (s) is simply the noise entropy per degree of freedom.
H (s) =JI0 exp [- n2/2] log exp [- n2/2] dn log (A415)
x(S ) 0log dn log Tre . (A4-15)
Combining Eqs. (A4- 10), (A4-14), and (A4-15),
2W 1 + log2 e a exp [- a2/2] + (2a 2 - 1) erf lal
(A4-16)
+ (-1 )k exp [2a 2 k(k + 1)] erf (a| 2k + 1) 
k= k(k + 1) J
This expression is plotted in Figure 29, where it may be compared with the optimum Gaussian
transmission for the additive Gaussian noise channel, and also with binary transmission through
2
scatter and noise. Here, R = a . For small R, the two types of transmission, through the
channel perturbed by additive noise only, are seen to agree closely in system capacity.
The preceding analysis has assumed that both the signal and noise are low-pass. If
the transmission is of bandwidth W and is bandpass, instead, the sampling points are taken
1/W apart in time. Two components, the sine and cosine, are now observed at each sampling
point, thus preserving the number of degrees of freedom. Furthermore, the noise components
are independent, so that if the amplitudes of the signal components at the sampling points are
selected independently to be a, the analysis which leads to Eq. (A4-16) is still applicable. If,
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however, the bandpass signal transmitted is required to be amplitude-modulated, so that the
cosine component is proportional to the sine component, the number of degrees of freedom is
halved. Since the vector representing the transmitted signal now remains fixed in direction, we
may simplify the problem of finding the system capacity for an AM transmission by choosing
new Euclidean reference axes so that effectively just one component is being transmitted. The
receiver need only observe the component of the received signal in phase with the transmitted sig-
nal in order to extract all information about the transmitted signal. Observation of the quadrature
component of the received signal yields no information about either the signal or the in-phase
component of the noise. For the same signal-to-noise ratio, the amplitude of the single trans-
mitted component in the binary AM case is now r -that of the separate components in the gen-
eral binary transmission first considered. Thus we have the same result for the system capac-
ity C'b of a binary AM transmission in Gaussian noise that we would obtain for a low-pass binary
transmission with twice the power and half the bandwidth.
b + log 2 e 12aI exp [- a2 ] + (8 2 - 1) erf ( 2a )W -
o e(_f)k(11 2k + 1+ _l() exp [2ak(k + 1)] erf (I 2al k + 1)
k=l k(k + 1) J
k~~~~~~~l~ ~
(A4- 17)
Equation (A4-17) is plotted in Figure 29, where it may be compared with other system capac-
ities. Again, R = a . For small R, the capacities for binary AM, general binary, and Gaussian
transmissions through Gaussian noise are seen to agree closely.
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APPENDIX V
I. EXPERIMENTAL STUDY OF IONOSPHERIC FLUCTUATIONS
In Sec. C, 2 of Chapter II, a technique for measuring ionospheric fluctuations is dis-
cussed, together with particular results which have been obtained using that technique. The
measurement consists of transmitting a sinusoidal carrier over the path to be studied, and per-
forming a statistical analysis of the incoming signal at the receiving point. In the previous sec-
tion receiving equipment details were omitted for simplicity, the block diagram of Fig. 17 suf-
ficing to describe the general operation. Since there may be interest in constructing similar
equipment for extending these measurements to other geographical locations and frequencies,
this appendix is concerned with details of some of the more complex receiving apparatus.
First, we shall mention that there is no control over the transmitted signal in our
measurement, since WWV is selected as the stable transmission. Although the 440 and 4000 cps
modulations present in this signal are filtered out, and hence are of no consequence in the meas-
urement, WWV departs in another respect from pure carrier transmission. When one-minute
voice announcements are made over the station, the carrier has been observed to change slightly
from its normal amplitude, and small fluctuations coherent with the voice modulation have even
been observed. The effect of this imperfection is probably negligible in the measurement; never-
theless it would be desirable, in future measurements, to have a transmitting station with the
stability of WWV, but with no modulation. At the minimum, the stability should be better by a
factor of 10 than that expected for the ionosphere.
At the receiver a conventional single-wire antenna is used, tapped near the center,
unbalanced, and about 200 feet long. Before proceeding into the tuned-radio frequency amplifier
indicated in Fig. 17, the signal is prefiltered by a crystal with approximately 100 cps bandwidth.
This is necessary because of strong local interference which overloads amplifier stages preced-
ing the final noise-suppressing filter. The amplifier itself is quite straightforward, having a
bandwidth of about 40 kcps and an available gain of approximately 50,000. The stages are syn-
chronously single-tuned, and a detector is provided so that WWV may be monitored aurally.
The local standard used for heterodyning is a General Radio Primary Standard, type
1101-A. The nominal stability accuracy is 1 part in 107, but for short periods, such as during
the half-hour measurement made for the results presented in Chapter II, Sec. C, 2, the stability
is more like 1 part in 108. Since it is necessary to generate locally a frequency of 5.000020 mcps
derived from the 100.00000 kcps standard, and since pulling of the standard itself cannot be per-
mitted, a rather complex frequency converter is employed. The procedure decided upon is to
single-sideband modulate a 5.000000 mcps signal, obtained by frequency multiplication from the
standard, with a 20 cps wave generated by frequency division. The frequency multiplier is con-
ventional,1 the required factor of 50 being obtained in stage multiplications of 2, 5, and 5. Di-
vider circuits provided by General Radio (model 1102-A) with the primary standard yield a 100
cps output. The 100 cps is divided into another factor of 5 and filtered to obtain a pure 20 cycle
signal, as required. The circuits to perform this last operation are shown in schematic form
in Fig. 32. A twin-T feedback amplifier Z is used for the narrow-band filtering necessary.
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As stated earlier, the 5.000000 mcps and 20 cps signals are now mixed in a single-
sideband modulator. The modulator, shown in Fig. 33, performs the following mathematical
operation literally.
cos 2( + y)t = cos 2rTTt cos 2ZTyt - sin 2Trxt sin 2Tyt (A5-1)
That is, letting x = 20 cps and y = 5 mcps, we obtain a signal, cos 2rr(x + y)t, at 5.000020 mcps
by subtracting two carriers which have been suppressed-carrier-AM modulated. The first term
of Eq. (A5-1) is obtained by amplitude-modulating the 5.000000 mcps signal with the 20 cps, in a
balanced modulator so that the carrier is suppressed. The second term is obtained by an iden-
tical operation, except that both signals are now in quadrature to the first pair being mixed.
4.999980 mcps is obtained by simply adding, rather than subtracting, the terms in Eq. (A5-1).
Of course, either 4.999980 mcps or 5. 000020 mcps is a satisfactory frequency with which to het-
erodyne the received 5 mcps wave down to a 20 cps wave.
Having now obtained a 5.000020 (or 4.999980) mcps signal, we convert the received
signal from WWV, centered at 5.000000 mcps, to a signal centered at 20 cps, and then filter to
suppress adjacent channel noise or other interference. The equipment performing these func-
tions is shown in Fig. 34. A simple multi-grid converter is sufficiently linear for the heterodyn-
ing process. The following filter, however, is complex enough that a detailed description will
be given here.
We wish to have a bandpass filter, centered at 20 cps, which will pass all frequencies
between, say, 16 and 24 cps with little change in gain, while greatly suppressing all other fre-
quencies. A faithful measurement of receiver power spectra up to 8 cycles wide, about the 5
mcps carrier, will then be possible. There are no requirements on phase linearity of the filter,
since it is only the power spectrum which is desired. A satisfactory bandpass filter, for our
purpose, is one which has a maximally-flat, 3 or Butterworth, characteristic. Filters of this
class have responses H(f) which can be written
K
H(f) = n (A5-2)
1 2
where K is a constant, fo is the geometric mean of the half-power frequencies, and afo is the
half-power bandwidth. The order, n, of Eq. (A5-2), determines the complexity of the filter, and
the steepness with which the gain drops off at the edges of the passband. The filter which-has
x- PLANE
X=+jf
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X-3404+j1775
X-1 812+j2358
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t 0.4z
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I I I I
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Fig. 35. Pole-and-zero diagram of band- Fig. 36. Measured response of bandpass filter.
pass filter (showing only the upper left quad-
rant of the X-plane).
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been constructed is designed for n = 4, with half-power cutoff frequencies of 16 and 24 cps. The
corresponding pole-and-zero diagram is shown in Fig. 35. The poles nearly fall on a semi-
circle.
The physical realization of the given filter involves the construction of resonant cir-
cuits having moderate Q at very low frequencies. It was decided not to use inductances, both
for reasons of bulk and Q requirements. Rather, the resonances, which give the poles of Fig. 35,
are synthesized with twin-T feedback amplifiers. A series of four such stages in cascade pro-
vide the desired characteristic of Fig. 35. A measurement of the frequency response which has
been achieved experimentally is presented in Fig. 36.
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