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Abstract. Let D be a p-divisible group over an algebraically closed field k of
characteristic p > 0. Let nD be the smallest non-negative integer such that
D is determined by D[pnD ] within the class of p-divisible groups over k of
the same codimension c and dimension d as D. We study nD, lifts of D[p
m]
to truncated Barsotti–Tate groups of level m + 1 over k, and the numbers
γD(i) := dim(Aut(D[p
i])). We show that nD ≤ cd, (γD(i+1)−γD(i))i∈N is a
decreasing sequence in N, for cd > 0 we have γD(1) < γD(2) < · · · < γD(nD),
and for m ∈ {1, . . . , nD−1} there exists an infinite set of truncated Barsotti–
Tate groups of level m+1 which are pairwise non-isomorphic and lift D[pm].
Different generalizations to p-divisible groups with a smooth integral group
scheme in the crystalline context are also proved.
KEY WORDS: p-divisible groups, truncated Barsotti–Tate groups, affine
group schemes, and group actions.
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1 Introduction
Let p ∈ N be a prime. Let k be an algebraically closed field of characteristic
p. Let c, d ∈ N be such that r := c + d > 0. Let m ∈ N∗. By a BTm over a
scheme S we mean a truncated Barsotti–Tate group of level m over S which
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has codimension c and dimension d. In this paper we put forward principles
that govern: (i) the classification of BTm’s over k and (ii) the specializations
of BTm’s over an algebraic closure k1 of k((x)) to BTm’s over k.
Let D be a p-divisible group over k of codimension c and dimension d.
Its height is r. Let nD be the i-number of D, i.e. the smallest non-negative
integer for which the following statement holds: if C is a p-divisible group
over k of codimension c and dimension d and such that C[pnD ] is isomorphic
to D[pnD ], then C is isomorphic to D. We have nD = 0 if and only if cd = 0.
For the existence of nD we refer to [Ma, Ch. III, Sect. 3], [Tr1, Thm. 3],
[Tr2, Thm. 1], [Va1, Cor. 1.3], or [Oo2, Cor. 1.7]. One has a first estimate
nD ≤ cd + 1, cf. [Tr1, Thm. 3]. Traverso’s isomorphism conjecture predicts
that nD ≤ min{c, d}, cf. [Tr3, Sect. 40, Conj. 4].
Thus to classify all BTm’s over k and to decide which BTm’s over k1
specialize to which BTm’s over k, one is led to consider four basic problems.
Problem 1. Determine the set Nc,d of possible values of nD.
Problem 2. For 1 ≤ m ≤ max(Nc,d) classify all BTm’s over k.
Problem 3. Find invariants that go up under specializations of BTm’s.
Problem 4. Find basic principles that govern group actions whose orbits
parametrize isomorphism classes of BTm’s over algebraically closed fields.
Significant progress toward the solution of Problem 1 was made in [Va3].
Thus in this paper we will present progress toward the solution of Problems 2
to 4 and will provide basic tools for future extra progress toward the solution
of Problem 1 (see already [LNV]). We begin by addressing Problem 3.
1.1 Group schemes of automorphisms
Let B be a BTm over k. Let Aut(B) be the group scheme over k of automor-
phisms of B and let γB := dim(Aut(B)). The importance of the numbers γB
stems out from the following three main facts:
• They are codimensions of versal level m strata, cf. [Va2, Thm. 1.2 (c)].
• They can compute the i-numbers nD (see Theorem 1 below).
• They are a main source of invariants that go up under specializations.
More precisely, we have the following elementary fact:
(a) Let R be a local domain which is a k-subalgebra of k1 and has residue
field k. If B is a BTm over R that lifts B (i.e. Bk = B), then γBk1 ≤ γB.
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Besides γB’s, we know only two other invariants that go up under spe-
cializations of BTm’s. Unfortunately, they are defined only for some specific
values of m. To describe them, let j := ⌈ cd
r
⌉. It is known that j is the small-
est non-negative integer such that the Newton polygon of each p-divisible
group C over k of codimension c and dimension d, is uniquely determined
by the isomorphism class of C[pj ] (cf. [NV2, Thm. 1.2]). Thus if m ≥ j, we
can speak about the Newton polygon νB of B: it is the Newton polygon of
every p-divisible group over k whose associated BTm is isomorphic to B.
(b) We assume that m ≥ j. Let R and B be as in (a). Then a classical
theorem of Grothendieck implies that νBk1 is below νB. To check this we can
assume that R is noetherian. There exists a p-divisible group D̂ over the
completion R̂ of R such that D̂[pm] = BR̂, cf. [Il, Thm. 4.4 e)]. Thus the
statement on Newton polygons follows from [Ka, Cor. 2.3.2] applied to the
Dieudonne´ F -crystal of D̂.
(c)We assume that m = 1. Then the set of isomorphism classes of BT1’s
over either k or k1 is in bijection to the finite quotient set Sr/(Sc×Sd). Thus
one can define naturally an invariant wB ∈ Sr/(Sc × Sd). Moreover there
exists a well understood relation of order 6 on Sr/(Sc × Sd) such that if
R and B are as in (a), then we have wBk1 6 wB. See [We] and [PWZ] for
all these facts (see also [Kr], [Oo1], [Mo], [MW], and [Va4]). We emphasize
that the invariant wB is a refinement of the classical invariants of B (like the
a-number of B, the p-rank of B, the p-rank of the Cartier dual Bt of B, etc.).
We recall that the a-number aD of D[p] (or of D) is the greatest non-
negative integer such that αaDp is a subgroup scheme of D[p]. For i ∈ N let
γD(i) := dim(Aut(D[p
i])); thus γD(0) = 0. We call (γD(i))i∈N the centralizing
sequence of D and we call sD := γD(nD) the specializing height of D.
Theorem 1 The centralizing sequence of D has the following three basic
properties:
(a) For each l ∈ N, the sequence (γD(i + l) − γD(i))i∈N is a decreasing
sequence in N.
(b) If cd > 0, then we have a2D ≤ γD(1) < γD(2) < · · · < γD(nD).
(c) For i ≥ nD we have γD(i) = γD(nD) ≤ cd.
The proof of Theorem 1 (a) relies on properties of the group scheme
End(D[pi]) over k of endomorphisms of D[pi] presented in Subsection 2.1
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(see Subsection 2.2). The proof of Theorem 1 (b) relies on Theorem 1 (a)
and on properties of the group actions of Section 3 (see Subsection 3.5). If
nD > 0 (i.e. if cd > 0), then Theorem 1 (c) was proved in [Va2, Thm. 1.2
(d) and Cor. 1.2.1]. The case nD = 0 of Theorem 1 (c) is trivial.
The identity component (resp. the reduced group) of an affine group
scheme ♯ over k will be denoted as ♯0 (resp. ♯red). A connected smooth affine
group over k is called unipotent if Gm is not a subgroup of it.
The following three consequences of Theorem 1 and its proof are proved
in Subsections 4.1 to 4.3 (respectively).
Corollary 1 We have nD ≤ cd. If D is not ordinary, then we have nD ≤
cd+ 1− a2D ≤ cd.
Corollary 2 The following three properties hold:
(a) Let i, l ∈ N∗ with i < l. Then the image of the restriction homomor-
phism Aut(D[pl])→ Aut(D[pi]) (or of End(D[pl])→ End(D[pi])) is finite if
and only if l − i ≥ nD.
(b) We assume that D is not ordinary. Let n be the greatest positive
integer such that the image of the restriction homomorphism Aut(D[pn]) →
Aut(D[p]) (or of End(D[pn]) → End(D[p])) has positive dimension. Then
we have n = nD.
(c) For all s ∈ N∗ we have nDs = nD.
Corollary 3 Let i, l ∈ N∗ with i < l. Then the following five properties hold:
(a) The restriction homomorphism Aut(D[pl])0red → Aut(D[p
i])0red is triv-
ial if and only if l − i ≥ nD.
(b) The connected smooth affine group scheme Aut(D[pi])0red is unipotent.
(c) If i ≥ nD + 1, then the exponent of the group Aut(D[p
i])0(k) is pnD .
(d) If i ≥ 2nD, then Aut(D[p
i])0red is commutative.
(e) If i ≥ nD + 1, then there exist canonical bijections Aut(D[p
l])0(k) →
Aut(D[pi])0(k). If moreover i ≥ 2nD, then these bijections are group isomor-
phisms.
Corollary 1 refines [Tr1, Thm. 3] (if D is not ordinary, then aD could
be any integer in the interval [1,min{c, d}]). See Subsection 4.4 for a refine-
ment of Corollary 1 in terms of Newton polygon slopes of D. Based on the
above results and [Va3], in [LNV] a corrected, refined, and optimal version
of Traverso’s isomorphism conjecture is proved.
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1.2 Applications of group actions
In Section 3 we introduce certain group actions over k whose sets of orbits
parametrize isomorphism classes of (truncations of) p-divisible groups over
k of codimension c and dimension d. These group actions encode all the data
one could possible think of in connection to (truncations of) p-divisible groups
over k of codimension c and dimension d (e.g., encode their i-numbers, their
group schemes of automorphisms, their specializations, all possible stratifi-
cations associated to them, their local deformations, etc.). As in [Tr3, Sects.
26 to 39], [Va2, Sect. 2], and [Va4, Subsect. 4.2.2 and Sect. 5.1], these group
actions involve (projective limits of) connected smooth affine groups over k.
The idea of using group actions to study isomorphism classes of (truncations
of) p-divisible groups over k goes back to Manin (see [Ma, Ch. III, Sect.
3]). But Manin used disjoint unions (indexed by finite sets of isomorphism
classes of special p-divisible groups over k) of discrete actions (i.e. of actions
involving finite groups). In this paper, we only use group actions in order to
prove the two principles below and to apply the first principle to the proofs
of Theorem 1 (b) and (c) and of Theorem 4 below.
We call two group schemes over k radicially isogenous if their perfections
are isomorphic group schemes over k (to be compared with [Se, Subsect. 1.2,
Def. 1], where the terminology equivalent is used). The next two theorems are
proved in Subsections 3.3 and 3.6 (respectively) and form progress towards
the solution of Problems 2 and 4.
Theorem 2 (Unipotent Principle) Let c, d,m, and D be as above. Then
the set of isomorphism classes of lifts of D[pm] to BTm+1’s over k is in natural
bijection to the set of orbits of a suitable action Tm+1 ×k Vm+1 → Vm+1 over
k which has the following three properties:
(i) the group scheme Tm+1 over k is smooth, affine, and its identity com-
ponent is a unipotent group of dimension r2 + γD(m);
(ii) the k-scheme Vm+1 is an affine space of dimension r
2;
(iii) we have a short exact sequence 1 → Gr
2
a → Tm+1 → Cm → 1,
where Cm is a smooth, affine group over k that is radicially isogenous to
Aut(D[pm])red.
Theorem 3 (Centralizing Principle) Let D be as above. Let R be the
normalization of k[[x]] in an algebraic closure k1 of k((x)). Let D be a p-
divisible group over SpecR whose fibre over k is D. We assume that there
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exists a p-divisible group D′ over k such that D′k1 is isomorphic to Dk1 (thus
we have γD′(i) ≤ γD(i) for all i ∈ N
∗, cf. fact (a) of Subsection 1.1). Then
the following two properties hold:
(a) If there exists l ∈ N∗ such that γD′(l) = γD(l), then D
′[pl] is isomor-
phic to D[pl]; thus for i ∈ {1, . . . , l} we have γD′(i) = γD(i).
(b) We have sD′ ≤ sD. If sD′ = sD, then D
′ is isomorphic to D.
One could phrase the Centralizing Principle as: centralizing sequences go
quasi-strictly up under specializations. Theorem 3 (b) justifies our terminol-
ogy specializing height. In Subsection 3.7 we use the strict inequalities of
Theorem 1 (b) and the Unipotent Principle to prove the following theorem.
Theorem 4 Let B be an arbitrary BTm over k. Let D be a p-divisible group
over k such that B = D[pm], cf. [Il, Thm. 4.4 e)]. If m < nD, then there
exists an infinite set of BTm+1’s over k which are pairwise non-isomorphic
and which lift B.
The case m = 1 of Theorem 4 is a stronger form of [Oo3, Thm. B].
1.3 Generalizations
In Section 5 we present different generalizations of Theorem 1 to relative
contexts provided by quadruples of the form (M,φ, ϑ,G), where (M,φ, ϑ) is
the contravariant Dieudonne´ module of D and where G is a smooth integral
closed subgroup scheme of GLM subject to a weakening of the two axioms
of [Va2, Subsect. 4.1] (the case G = GLM corresponds to the above clas-
sical context provided by D itself). Three examples of special interest are
presented in Section 6. They pertain to group schemes of homomorphisms
between BTm’s, to group schemes of automorphisms of filtered BTm’s, and
to group schemes of automorphisms of BTm’s equipped with (symmetric)
principal quasi-polarizations. The motivation for all these generalizations
stems out from applications to level m stratifications of special fibres of good
integral models of Shimura varieties of Hodge type in unramified mixed char-
acteristic (0, p) (see [Va2, Sect 4]).
Appendix A contains basic properties of affine group schemes over dis-
crete valuation rings that are needed to present the group actions of Sections
3 and 5. Appendix B presents properties of exponential and logarithmic
maps for matrices in p-adic contexts that are required for the mentioned
generalizations.
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2 Group schemes of endomorphisms
Always c, d, r, m, D, aD, Aut(D[p
i]), and End(D[pi]) will be as in Section 1.
Let l, i ∈ N be such that l ≥ i. We first list three properties of End(D[pi])
(see Subsection 2.1) and then we use them to prove Theorem 1 (a) (see
Subsection 2.2). A homomorphism between affine group schemes over k is
called an epimorphism (resp. a monomorphism) if it is faithfully flat (resp.
is a closed embedding).
2.1 Basic properties
As the scheme Aut(D[pi]) is an open subscheme of End(D[pi]) and as all
connected components of End(D[pi]) have the same dimension, we get that:
(i) We have γD(i) = dim(End(D[p
i])).
Let jl,i : D[p
l] ։ D[pi] be the epimorphism defined by the multiplication
by pl−i. Let ii,l : D[p
i] →֒ D[pl] be the natural inclusion monomorphism.
We consider the monomorphism
κi,l : End(D[p
i]) →֒ End(D[pl])
defined on valued points as follows. If R is a commutative k-algebra, then
κi,l(R) maps fi ∈ End(D[p
i])(R) to ii,l,R ◦ fi ◦ jl,i,R ∈ End(D[p
l])(R). Let
rl,i : End(D[p
l])→ End(D[pi])
be the restriction homomorphism (associated to the monomorphism ii,l :
D[pi] →֒ D[pl]). Let fl ∈ End(D[p
l])(R). It is easy to see that there exists
fi ∈ End(D[p
i])(R) such that κi,l(R)(fi) = fl if and only if Ker(fl) contains
D[pl−i]R = Ker(jl,i)R (i.e. if and only if rl,l−i(R)(fl) = 0 ∈ End(D[p
l−i])(R)).
From this we get that:
(ii) We have an exact complex
0→ End(D[pi])
κi,l
−−→ End(D[pl])
rl,l−i
−−−→ End(D[pl−i]).
From properties (i) and (ii), at the level of dimensions we get that:
(iii) The image Im(rl,l−i) has dimension γD(l)− γD(i).
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2.2 Proof of Theorem 1 (a)
Let i, l ∈ N. As we have ri+1+l,l = ri+l,l ◦ ri+1+l,i+l, Im(ri+1+l,l) is a subgroup
scheme of Im(ri+l,l). Thus we have dim(Im(ri+l,l)) ≥ dim(Im(ri+1+l,l)). From
this and the property 2.1 (iii) we get that the sequence (γD(i+ l)−γD(i))i∈N
is a decreasing sequence in N. Therefore Theorem 1 (a) holds. 
3 Isomorphism classes of p-divisible groups as
orbits of group actions
We construct group actions over k whose sets of orbits parametrize isomor-
phism classes of p-divisible groups over k of codimension c and dimension
d (see Subsections 3.1 and 3.2 that follow the pattern of [Va2]). Theorem
2 is proved in Subsection 3.3. Subsection 3.4 recalls basic results on group
actions over k; we use them to prove Theorems 1, 3, and 4 in Subsections
3.5, 3.6, and 3.7 (respectively).
LetW (k) be the ring of (p-typical) Witt vectors with coefficients in k. Let
B(k) be the field of fractions ofW (k). Let σ be the Frobenius automorphism
of k, W (k), and B(k). Let (M,φ, ϑ) be the contravariant Dieudonne´ module
of D in the sense of [BBM, Def. 3.1.5], where φ and ϑ are the F and V
of loc. cit. Thus M is a free W (k)-module of rank r, φ : M → M is a
σ-linear endomorphism, ϑ : M → M is a σ−1-linear endomorphism, and we
have φ ◦ ϑ = ϑ ◦ φ = p1M . The σ-linear automorphism φ[
1
p
] : M [1
p
] → M [1
p
]
and its inverse will be denoted simply by φ and φ−1 (respectively); thus
φ−1(M) := (φ[1
p
])−1(M). We denote also by φ the σ-linear automorphism of
End(M)[1
p
] which takes e ∈ End(M)[1
p
] to φ(e) := φ ◦ e ◦ φ−1 ∈ End(M)[1
p
].
We refer to [BBM] for the crystalline contravariant Dieudonne´ functor D
defined on the category of p-divisible groups over k-schemes.
We recall that m ∈ N∗. Let φm, ϑm : M/p
mM → M/pmM be the re-
ductions modulo pm of φ, ϑ : M → M . Let ♮(σ
m) be the pull-back (or the
tensorization) of ♮ with σm. Thus M (σ) := W (k)⊗σ,W (k) M , etc.
3.1 Group schemes
In this subsection we introduce several affine group schemes.
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3.1.1 A dilatation
Let F¯ 1 be the kernel of φ1; it is a k-vector subspace of M/pM of dimension
d. LetW be the normalizer of F¯ 1 inGLM/pM . If cd = 0, thenW = GLM/pM .
If cd > 0, then W is a maximal proper parabolic subgroup of GLM/pM . Let
H˜ be the dilatation of GLM centered on the smooth subgroupW of GLM/pM
(see Appendix A). Thus H˜ is a smooth affine group scheme over SpecW (k)
equipped with a homomorphism P˜ : H˜ → GLM that has the following
universal property: a morphism f : S → GLM of flat SpecW (k)-schemes
factors (uniquely) through P˜ if and only if the morphism fk : Sk → GLM/pM
factors through W. The generic fibre of P˜ is an isomorphism of SpecB(k)-
schemes and thus the relative dimension of H˜ over SpecW (k) is r2. The
special fibre H˜k is connected and we can redefine P˜ as follows (cf. Exam-
ple of Appendix A for details). We can identify H˜ with the schematic clo-
sure GLM,φ−1(M) in GLM ×W (k)GLφ−1(M) of GLM [ 1
p
] embedded diagonally in
GLM ×W (k)GLφ−1(M). Under this identification, P˜ gets identified with the
first projection homomorphism GLM,φ−1(M) → GLM . The homomorphism
H˜ →GLφ−1(M) which is the composite of the identification H˜ = GLM,φ−1(M)
with the second projection homomorphism GLM,φ−1(M) → GLφ−1(M), is iso-
morphic to the dilatation of GLφ−1(M) centered on the parabolic subgroup
of GLφ−1(M)/pφ−1(M) that normalizes the k-vector subspace M/pφ
−1(M) of
φ−1(M)/pφ−1(M).
For a commutativeW (k)-algebra R and for h˜ ∈ H˜(R), let h := P˜(R)(h˜) ∈
GLM(R). For e ∈ End(M), g ∈ GLM(W (k)), and h˜ ∈ H˜(W (k)), let
e[m] ∈ End(M/pmM), g[m] ∈ GLM(Wm(k)), and h˜[m] ∈ H˜(Wm(k)) be
the reductions modulo pm (here Wm(k) = W (k)/p
mW (k)).
Fact 1 Let g, g1 ∈ GLM(W (k)). Let g2 := gg1φ(g
−1) ∈ GLM(B(k)) (thus
gg1φ = g2φg). Then we have g2 ∈ GLM(W (k)) if and only if there exists
h˜ ∈ H˜(W (k)) such that g = h.
Proof: We have g2 = gg1φ(g
−1) ∈ GLM(W (k)) if and only if g normalizes
φ−1(M) and thus if and only if g[1] normalizes pφ−1(M)/pM = F¯ 1. But
g[1] normalizes F¯ 1 (i.e. we have g[1] ∈ W(k)) if and only if there exists
h˜ ∈ P˜(W (k)) such that g = h, cf. the above universal property. 
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3.1.2 On H˜(σ)
The group scheme H˜(σ) is the dilatation of GLM (σ) centered on the sub-
group scheme W(σ) of GLM (σ)/pM (σ). One can define H˜
(σ) more intrinsically
as follows. We identify φ and ϑ with W (k)-linear maps φ : M (σ) → M
and ϑ : M → M (σ). Let Aut(φ, ϑ) be the closed subgroup scheme of
GLM (σ) ×W (k)GLM that represents the functor of automorphisms of the pair
of W (k)-linear maps φ and ϑ. If R is a commutative W (k)-algebra, then
Aut(φ, ϑ)(R) is the group of those pairs (a˜, b˜) ∈ GLM (σ)(R) ×GLM(R) for
which we have b˜ ◦ (1R ⊗ φ) = (1R ⊗ φ) ◦ a˜ and a˜ ◦ (1R ⊗ ϑ) = (1R ⊗ ϑ) ◦ b˜.
Under the W (k)-linear isomorphism M → φ−1(M)(σ) induced by φ−1,
the group scheme Aut(φ, ϑ) becomes isomorphic to the group scheme over
SpecW (k) that represents the functor of automorphisms of the pair ofW (k)-
linear maps M (σ)
j(σ)
//φ−1(M)
p
oo
(σ), where j : M →֒ φ−1(M) is the inclusion.
Thus Aut(φ, ϑ) is isomorphic to the schematic closure GLM (σ),φ−1(M)(σ) in
GLM (σ) ×W (k)GLφ−1(M)(σ) of GLM (σ)[ 1
p
] embedded diagonally in the product
GLM (σ) ×W (k)GLφ−1(M)(σ) , cf. Example of Appendix A. Thus we have nat-
ural isomorphisms H˜(σ) → GLM (σ),φ−1(M)(σ) → Aut(φ, ϑ) (cf. Subsubsec-
tion 3.1.1 for the first one) and under their composite, the homomorphism
P˜(σ) : H˜(σ) → GL
(σ)
M = GLM (σ) gets identified with the first projection homo-
morphism Aut(φ, ϑ) → GLM (σ). The first (resp. second) projection homo-
morphism Aut(φ, ϑ) → GLM (σ) (resp. Aut(φ, ϑ) → GLM) is the dilatation
of GLM (σ) centered on the parabolic subgroup W
(σ) of GLM (σ)/pM (σ) (resp. is
the dilatation of GLM centered on the parabolic subgroup of GLM/pM which
is the normalizer of the kernel of ϑ1).
3.1.3 The Wm functor
Let Affk be the category of affine schemes over k. Let Set be the category of
sets. Let X be an affine scheme over SpecW (k) of finite type. Let Wm(X) :
Affk → Set be the contravariant functor that associates to an affine k-scheme
SpecR the set X(Wm(R)), whereWm(R) is the ring of Witt vectors of length
m with coefficients in R. It is well known that this functor is representable
by an affine k-scheme of finite type (cf. [Gre, Sect. 4, Cor. 1, p. 639]) to
be also denoted as Wm(X). We have Wm(X)(k) = X(Wm(k)) as well as a
functorial identification W1(X) = Xk. If f : Y → X is a closed embedding,
then Wm(f) : Wm(Y )→Wm(X) is also a closed embedding (cf. [Gre, Sect.
10
4, Cor. 2, p. 639]).
We assume thatX is smooth over SpecW (k). If J is an ideal ofR of square
0, then the ideal Ker(Wm(R) → Wm(R/J)) is of square 0 and therefore the
reduction map X(Wm(R)) → X(Wm(R/J)) is surjective (cf. [BLR, Ch. 2,
Sect. 2.2, Prop. 6]). From this and loc. cit. we get that the affine k-scheme
Wm(X) of finite type is smooth.
We assume that X is a smooth affine group scheme over SpecW (k).
Then Wm(X) is a smooth affine group over k. The length reduction W (k)-
epimorphisms Wm+1(R)։Wm(R) define naturally a smooth epimorphism
Redm+1,X : Wm+1(X)։Wm(X)
of affine groups over k (the smoothness part is checked as in the previous
paragraph). The kernel of Redm+1,X is the vector group over k defined by
the Lie algebra Lie(Xk)
(σm), and thus it is a unipotent commutative group
isomorphic to G
dim(Xk)
a . Using this and the identification W1(X) = Xk, by
induction on m ∈ N∗ we get that:
(i) we have dim(Wm(X)) = m dim(Xk);
(ii) the group Wm(X) is connected if and only if Xk is connected.
3.2 The group actions T
Let Hm := Wm(H˜) and Dm := Wm(GLM). In this paper we will use only
occasionally the fact that Dm has a natural group structure over k. Thus we
will view Hm as a connected smooth affine group over k of dimension mr
2
and (except in few places) we will view Dm as a connected smooth affine
variety over k of dimension mr2, cf. Subsubsection 3.1.3. We have an action
Tm : Hm ×k Dm → Dm
defined on k-valued points as follows. If h˜ ∈ H˜(W (k)) and g ∈GLM(W (k)),
then the product of h˜[m] ∈ Hm(k) = H˜(Wm(k)) and g[m] ∈ Dm(k) =
GLM(Wm(k)) is the element (see Subsubsection 3.1.1 for h)
Tm(h˜[m], g[m]) := (hgφ(h
−1))[m].
This makes sense, cf. Fact 1. The fact that Tm is indeed a morphism fol-
lows easily from [Va2, Formula (1a)] and its natural analogs for arbitrary
commutative k-algebras. We recall (see [Va2, Lemma 2.2.1]) the following
lemma:
11
Lemma 1 Let g1, g2 ∈ GLM(W (k)). Then the points g1[m], g2[m] ∈ Dm(k)
belong to the same orbit of the action Tm if and only if the Dieudonne´ mod-
ules (M/pmM, g1[m]φm, ϑmg1[m]
−1) and (M/pmM, g2[m]φm, ϑmg2[m]
−1) are
isomorphic.
3.2.1 The limit process
Let ρm+1 := Redm+1,H˜ and τm+1 := Redm+1,GLM (see Subsubsection 3.1.3 for
notations). Thus ρm+1 : Hm+1 ։ Hm is the natural reduction epimorphism
of affine groups over k and τm+1 : Dm+1 ։ Dm is the natural reduction
faithfully flat morphism (epimorphism) of affine (group) varieties over k.
The action Tm is a natural reduction of the action Tm+1. In other words, the
following identity holds:
τm+1(Tm+1(h˜[m+ 1], g[m+ 1])) = Tm(h˜[m], g[m]).
As ρm+1 and τm+1 are morphisms of affine schemes, the projective limits
H∞ := proj.lim.m→∞Hm and D∞ := proj.lim.m→∞Dm
in the category of ringed spaces are also projective limits in the category of
k-schemes (cf. [Gro, Sect. 8, Rm. 8.2.14]), H∞ is an affine group scheme
over k, and D∞ is an affine (group) scheme over k. We have a limit action
T∞ : H∞ ×k D∞ → D∞
with the property that for all elements h˜ ∈ H∞(k) = H˜(W (k)) and g ∈
D∞(k) = GLM(W (k)), the product T∞(h˜, g) ∈ D∞(k) is the unique element
such that for all m ∈ N∗ we have T∞(h˜, g)[m] = Tm(h˜[m], g[m]); thus we
have T∞(h˜, g) = hgφ(h
−1) ∈ D∞(k) = GLM(W (k)).
There exist several equivalent ways to define orbits of the action T∞ (see
[GV]). To be short, in what follows by an orbit of T∞ we mean a reduced,
quasi-compact, locally closed subscheme O′∞ of D∞ which is a natural projec-
tive limit proj.lim.m→∞O
′
m in the category of ringed spaces of orbitsO
′
m of Tm
(i.e. classical orbits of k-points) under faithfully flat transition morphisms
O′m+1 → O
′
m that are induced by τm+1. As we have surjective transition
morphisms between non-empty varieties over k, O′∞ has k-valued points.
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3.2.2 Notations
Let Om be the orbit of 1M [m] ∈ Dm(k) under the action Tm; it is a locally
closed subscheme of Dm which is integral (asHm is connected). Let Sm be the
subgroup scheme of Hm which is the stabilizer of 1M [m]. Let Cm := Sm,red.
We have
dim(Sm) = dim(Cm) = dim(C
0
m) = dim(Hm)− dim(Om).
Let Tm+1 be the reduced group of the group subscheme ρ
−1
m+1(Sm) (equiv-
alently, ρ−1m+1(Cm)) of Hm+1. We have short exact sequences
1→ Ker(ρm+1)→ Tm+1 → Cm → 1 and 1→ Ker(ρm+1)→ T
0
m+1 → C
0
m → 1.
Thus dim(Tm+1) = dim(T
0
m+1) = r
2 + dim(Cm) = r
2 + dim(C0m).
Let Vm+1 be the inverse image of the point 1M [m] ∈ Om(k) ⊂ Dm(k)
under the faithfully flat morphism τm+1 : Dm+1 ։ Dm; it is isomorphic to
an affine space over k of dimension r2 (cf. Subsubsection 3.1.3 applied to
GLM). Let Om+1,m,1M be the set of orbits of the action Tm+1 which map to
Om (i.e. which are contained in τ
−1
m+1(Om)). Let Om+1,m,1M [m] be the set of
orbits of the natural action of Tm+1 on Vm+1. We have the following obvious
principle:
Fact 2 There exists a natural bijection Om+1,m,1M → Om+1,m,1M [m] defined
by the rule: the orbit o ∈ Om+1,m,1M is mapped to the element of Om+1,m,1M [m]
which is the reduced scheme of o ∩ Vm+1.
3.2.3 Geometric interpretations of sets of orbits
Lemma 2 The following three properties hold:
(a) The set of orbits of the action Tm is in natural bijection to the set of
(representatives of) isomorphism classes of BTm’s over k.
(b) The set of orbits Om+1,m,1M (or Om+1,m,1M [m]) is in natural bijection to
the set of (representatives of) isomorphism classes of BTm+1’s over k which
lift D[pm].
(c) If m ≥ nD, then Om+1,m,1M (or Om+1,m,1M [m]) has only one orbit.
Proof: Let B˜ be a BTm over k. Let D˜ be a p-divisible group over k which
lifts B˜, cf. [Il, Thm. 4.4 e)]. As D˜ has codimension c and dimension
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d, its Dieudonne´ module is isomorphic to (M, g˜φ, ϑg˜−1) for some element
g˜ ∈ GLM(W (k)) = D∞(k). The Dieudonne´ module of B˜ is isomorphic to
(M/pmM, g˜[m]φm, ϑmg˜[m]
−1). Thus (a) and (b) are implied by Lemma 1 and
the classical Dieudonne´ theory which provides an antiequivalence between the
category of BTm’s over k and the category of Dieudonne´ modules of BTm’s
over k (see [Fo, pp. 153 and 160], [BBM, Chs. 3 and 4], etc.).
We prove (c). Let B be a BTm+1 over k such that B[p
m] = D[pm]. As
m ≥ nD, each p-divisible group over k that lifts B is isomorphic to D. Thus
B is isomorphic to D[pm+1]. From this and (b), we get that (c) holds. 
Corollary 4 The following three properties hold:
(a) In the situation of the last paragraph of Subsubsection 3.2.1, each
projective limit O′∞ := proj.lim.m→∞O
′
m taken in the category of ringed spaces
is also a projective limit in the category of k-schemes and it is an integral,
quasi-compact, locally closed subscheme of D∞ whose k-valued points form
one orbit of the action T∞(k) : H∞(k)×D∞(k)→ D∞(k) in the category of
sets. Thus O∞ := proj.lim.m→∞Om is the orbit of T∞ that contains 1M ∈
D∞(k).
(b) Two points g1, g2 ∈ D∞(k) = GLM(W (k)) belong to the same orbit
of the action T∞ (equivalently T∞(k)) if and only if the Dieudonne´ modules
(M, g1φ, ϑg
−1
1 ) and (M, g2φ, ϑg
−1
2 ) are isomorphic. Therefore the set of orbits
of T∞ is in natural bijection to to the set of (representatives of) isomorphism
classes of p-divisible groups over k of codimension c and dimension d.
(c) If K is an algebraically closed field that contains k, then nDK = nD.
Proof: The classical Dieudonne´ theory also provides an antiequivalence be-
tween the category of p-divisible groups over k of codimension c and dimen-
sion d and the category of Dieudonne´ modules over k which are isomorphic
to (M, gφ, ϑg−1) for some element g ∈ GLM(W (k)).
Due to Lemma 2 (c), for m ≥ nD we have Om+1 = τ
−1
m+1(Om). Thus
the morphism Om+1 → Om induced by τm+1 is affine (as τm+1 is so). Thus
O∞ is an integral k-scheme. Moreover, O∞ is the quasi-compact, locally
closed subscheme of D∞ which for each m ≥ nD is the inverse image of
Om under the limit affine morphism τ∞,m : D∞ → Dm. As 1M ∈ O∞(k)
and O∞ = τ
−1
∞,m(Om) for m ≥ nD, O∞(k) is the set of elements g ∈
D∞(k) = GLM(W (k)) such that (cf. Lemma 2 (a)) the reduction mod-
ulo pm of (M, gφ, ϑg−1) is isomorphic to the Dieudonne´ module of D[pm] for
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some m ≥ nD and thus (cf. the definition of nD and the classical Dieudonne´
theory) it is the set of elements g ∈ GLM(W (k)) such that there exists an
isomorphism h : (M,φ, ϑ) → (M, gφ, ϑg−1), i.e. we have g = hφ(h−1) for
some element h ∈ GLM(W (k)). From this, Fact 1, and the definition of T∞
we get that O∞(k) is the orbit of 1M under the action T∞(k).
As nD admits upper bounds that depend only on c and d (cf. beginning
of Section 1), there exists a p-divisible group D′ over k such that for each
m ∈ N∗ the orbit O′m corresponds to the isomorphism class of D
′[pm] via the
bijection of Lemma 2 (a). Thus as above we argue that O′∞ is an integral,
quasi-compact, locally closed subscheme of D∞ whose k-valued points form
one orbit of the action T∞(k). Therefore part (a) holds.
Part (b) follows from (the proof of) (a) and the classical Dieudonne´ theory.
To prove (c), we first remark that the action Tm,K is the analogue of the
action Tm but working with DK instead of D. From Lemma 2 (b) and the
very definition of nD we get that: (i) we have nD = 0 if and only if for each
m ∈ N∗ the action Tm has only one orbit, and (ii) for n ∈ N
∗, we have n ≥ nD
if and only if for all m ≥ n the set of orbits Om+1,m,1M has only one element.
From the last two sentences we get that for n ∈ N we have n ≥ nD if and
only if n ≥ nDK . Thus nD = nDK , i.e. (c) holds. 
Let Aut(D[pm])crys be the group scheme over k of automorphisms of
(M/pmM,φm, ϑm). Thus, if R is a commutative k-algebra and if σR is the
Frobenius endomorphism of the ring Wm(R) of Witt vectors of length m
with coefficients in R, then Aut(D[pm])crys(R) is the subgroup of Dm(R) =
GLM(Wm(R)) formed by thoseWm(R)-linear automorphisms ♮ ofWm(R)⊗Wm(k)
M/pmM that satisfy the identities (1Wm(R) ⊗ φm) ◦ ♮
(σ) = ♮ ◦ (1Wm(R) ⊗ φm)
and ♮(σ) ◦ (1Wm(R) ⊗ ϑm) = (1Wm(R) ⊗ ϑm)⊗ ♮; here φm and ϑm are viewed as
Wm(k)-linear maps (M/p
mM)(σ) → M/pmM and M/pmM → (M/pmM)(σ)
(respectively). We similarly define the group scheme End(D[pm])crys of en-
domorphisms of (M/pmM,φm, ϑm).
The following result is a version of [Va2, Thm. 2.4].
Theorem 5 Let m ∈ N∗. With the notations of Subsubsection 3.2.2, the
following four properties hold:
(a) the connected smooth affine group C0m is unipotent;
(b) there exist two finite homomorphisms
ιm : Sm → Aut(D[p
m])crys and ζm : Aut(D[p
m])→ Aut(D[pm])crys
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which at the level of k-valued points induce isomorphisms ιm(k) : Sm(k) →
Aut(D[pm])crys(k) and ζm(k) : Aut(D[p
m])(k)→ Aut(D[pm])crys(k);
(c) we have dim(Sm) = dim(Cm) = dim(C
0
m) = γD(m);
(d) the connected smooth affine group T 0m+1 is unipotent and has dimen-
sion r2 + γD(m).
Proof: Parts (a) to (c) are proved in [Va2, Thm. 2.4] using reduced groups.
We will only recall here the definitions of ζm and ιm. We will view Dm as a
connected smooth affine group over k.
The crystalline Dieudonne´ theory provides us with a homomorphism
ζm : Aut(D[p
m])→ Aut(D[pm])crys
that maps a point x ∈ Aut(D[pm])(R) to the inverse of the element of
Aut(D[pm])crys(R) which is the evaluation of D(x) at the thickening SpecR →֒
SpecWm(R) defined by the natural divided power structure on the kernel of
the epimorphism Wm(R)։ R.
The homomorphism P˜ : H˜ → GLM provides us with a homomorphism
ιm : Sm → Aut(D[p
m])crys
that maps a point h˜R[m] ∈ Sm(R) ⊂ Hm(R) = H˜(Wm(R)) to the point
hR[m] := P˜(Wm(R))(h˜R[m]) ∈ Aut(D[p
m])crys(R) ⊂ Dm(R) = GLM(Wm(R)).
We prove (d). The group Ker(ρm+1) is a unipotent, commutative group
of dimension r2, cf. Subsubsection 3.1.3. As the connected group C0m is
unipotent (cf. (a)) of dimension γD(m) (cf. (c)) and as we have a short
exact sequence 1 → Ker(ρm+1) → T
0
m+1 → C
0
m → 1 (see Subsubsection
3.2.2), from [DGr, Vol. II, Exp. XVII, Prop. 2.2 iv)] we get that the group
T 0m+1 is a unipotent group of dimension r
2 + γD(m). Thus (d) holds. 
Corollary 5 The smooth groups Cm, Aut(D[p
m])crys,red, and Aut(D[p
m])red
are radicially isogenous.
Proof: The finite homomorphisms ιm and ζm of Theorem 5 (b) are bijective.
Thus the corollary follows from [Se, Subsect. 1.2, Props. 1 and 2] (loc. cit.
is stated for commutative group schemes over k but its proofs do not require
the commutativity assumption). 
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3.2.4 Two formulas
As γD(m) = dim(Sm) (cf. Theorem 5 (d)), we have
(1) γD(m) = dim(Hm)− dim(Om).
As dim(Hm+1)− dim(Hm) = r
2 we get that
(2) γD(m+ 1)− γD(m) = r
2 − dim(Om+1) + dim(Om).
3.2.5 Digression: a variant of the action Tm
For the sake of completeness, we describe here a variant of the action Tm
that appeals to Subsubsection 3.1.2.
We consider the functor Affk → Sets which takes SpecR to Wm(R)-linear
isomorphisms from Wm(R) ⊗W (k) M
(σ) to Wm(R) ⊗W (k) M . This functor
is represented by a connected smooth affine k-scheme of finite type D′m. If
H′m := Wm(Aut(φ, ϑ)), then we have a natural action T
′
m : H
′
m×kD
′
m → D
′
m
defined by transport of structure.
One can check that T′m is isomorphic to T
(σ)
m and has properties similar to
the ones enjoyed by Tm (see below; the isomorphismH
′
m = Wm(Aut(φ, ϑ))→
Wm(H˜
(σ)) = H
(σ)
m is Wm of the isomorphism Aut(φ, ϑ)→ H˜
(σ) of Subsubsec-
tion 3.1.2). In particular, one can use the action T′m to show that the three
smooth groups of the Corollary 5 are in fact isomorphic. More precisely, ιm
can be identified with the Frobenius endomorphism of Sm, ζm,red can be iden-
tified with the mth-power of the Frobenius endomorphism of Aut(D[pm])red,
and Ker(ζm) contains (and it is quite likely to be equal to) the kernel of the
mth-power of the Frobenius endomorphism of Aut(D[pm]).
Let S = SpecA be a smooth affine k-scheme. Let the crystalline site
CRIS(S/Wm(k)) be as in [BBM, Subsect. 1.1.1] over the natural divided
power thickening Spec k →֒ SpecWm(k). One identifies the sections of
OCRIS(S/Wm(k)) with Wm(A
(σm)), cf. [IR, III, (1.5.2), p. 142].
For i ∈ {1, 2} let Bi be a BTm over k with Dieudonne´ F -crystal D(Bi) =
(Ni, φm,i, ϑm,i). Due to the previous paragraph, morphisms D(B2,S)→ D(B1,S)
of Dieudonne´ F -crystals of CRIS(S/Wm(k)) correspond to Wm(A
(σm))-linear
maps Wm(A
(σm)) ⊗Wm(k) N2 → Wm(A
(σm)) ⊗Wm(k) N1 compatible with the
φm,i’s and ϑm,i’s. In view of [BM, Thm. 4.1.1], such Wm(A
(σm))-linear maps
describe the abelian group Hom(B1,S, B2,S). One can check via a direct
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inspection that the orbits of the action T′m are in bijection to the set of (rep-
resentatives) of isomorphism classes of BTm’s over k, to be compared with
[Il, proof b) of Prop. 1.7].
3.3 Proof of Theorem 2
The set of (representatives of) isomorphism classes of BTm+1’s over k which
lift D[pm] is in bijection to the set Om+1,m,1M [m] of orbits of the action of Tm+1
on Vm+1, cf. Lemma 2 (b). The group T
0
m+1 is unipotent of dimension r
2 +
γD(m), cf. Theorem 5 (d). Moreover Vm+1 is isomorphic to the affine space
of dimension r2 over k. We have a short exact sequence 1 → Ker(ρm+1) →
Tm+1 → Cm → 1, where Ker(ρm+1) is isomorphic to G
r2
a (cf. Subsubsection
3.1.3) and where Cm is radicially isogenous to Aut(D[p
m])red (cf. Corollary
5). Theorem 2 follows from the last four sentences. 
3.4 Properties of orbits
Proposition 1 Let U be a smooth affine group over k whose identity com-
ponent U0 is unipotent. Let V be a reduced affine variety over k equipped
with an action Λ : U ×k V → V . Then all orbits of Λ are closed. Thus, if Λ
has an open, Zariski dense orbit o, then Λ has a unique orbit (i.e. o = V ).
Proof: All orbits of the action of U0 on V are closed, cf. [Sp, Prop. 2.4.14]
or [DGa, Ch. IV, Sect. 2, Subsect. 2, Cor. 2.7]. Each orbit of Λ is set-
theoretically a finite union of orbits of the action of U0 on V . Thus, the
orbits of Λ are closed. The last part of the proposition follows from the fact
that V is the only closed, Zariski dense subscheme of itself. 
We will need the following three applications of Proposition 1 in the proofs
of Theorems 1 and 4.
Corollary 6 The following three properties hold:
(a) The open embeddingsAut(D[pm]) →֒ End(D[pm]) andAut(D[pm])crys →֒
End(D[pm])crys are also closed.
(b) The identity component Aut(D[pm])0 (resp. Aut(D[pm])0
crys
) is the
translation of the identity component End(D[pm])0 (resp. End(D[pm])0
crys
)
via the k-valued point 1D[pm] (resp. 1M/pmM).
(c) Each k-valued point of End(D[pm])0
crys
is a nilpotent endomorphism
of M/pmM .
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Proof: We will only prove (a) and (b) for Aut(D[pm]) and End(D[pm]) as
the arguments for their crystalline versions are the same. To prove (a), it
suffices to show that U := Aut(D[pm])red is an open and closed subvariety
of V := End(D[pm])red. As the identity component of U is a unipotent
group (cf. Theorem 5 (a) and (b)) and as U is an orbit of the canonical left
composite action of U on the affine variety V , from Proposition 1 we get that
U is an open and closed subvariety of V . Part (b) follows from (a).
To prove (c), we can assume that m = 1. As each k-valued point of the
unipotent subgroup Aut(D[p])0crys,red ofGLM/pM is unipotent, the case m = 1
follows from (b).
For the sake of completeness we include an elementary second proof of
the corollary that does not depend on Proposition 1. It suffices to prove
that if U is a connected component of End(D[p])crys, then the characteristic
polynomial χe(T ) = det(T1M [1] − e) of an element e ∈ U(k) belongs to
Fp[T ] and thus due to continuity reasons it depends only on U (so if U =
End(D[p])0crys, then χe(T ) = χ0(T ) = T
r). As e commutes with φ1 and
ϑ1 and as we have Im(φ1) = Ker(ϑ1) and Ker(φ1) = Im(ϑ1), the short exact
sequences of k-vector spaces 0→ Im(φ1)→M/pM → (M/pM)/ Im(φ1)→ 0
and 0→ (M/pM)/ Im(φ1)→ (M/pM)
(σ) → Im(φ1)→ 0 are invariant under
e and e(σ). Thus χe(T ) = χe(σ)(T ) and therefore χe(T ) ∈ Fp[T ]. 
Lemma 3 The following three statements are equivalent:
(i) we have dim(Om+1) = dim(Om) + dim(Ker(ρm+1)) = dim(Om) + r
2;
(ii) we have Om+1 = τ
−1
m+1(Om) (i.e. we have Vm+1 ⊂ Om+1);
(iii) the set of orbits Om+1,m,1M (equivalently, Om+1,m,1M [m]) is finite.
Proof: The k-scheme Vm+1 is an affine space of dimension r
2. The fibres
of the faithfully flat morphism Om+1 → Om induced by τm+1 have equal
dimensions. Thus dim(Om+1) = dim(Om)+dim(Vm+1∩Om+1). If (ii) holds,
then dim(Vm+1 ∩ Om+1) = dim(Vm+1) = r
2 and therefore dim(Om+1) =
dim(Om) + r
2. Thus (ii) implies (i). Obviously (ii) implies (iii).
We check that (i) implies (ii). The orbit of 1M [m + 1] under Tm+1 is
(Vm+1 ∩ Om+1)red. If (i) holds, then dim(Vm+1 ∩ Om+1) = dim(Om+1) −
dim(Om) = r
2 = dim(Vm+1) and therefore Vm+1∩Om+1 is an open subscheme
of Vm+1. Thus the action of Tm+1 on Vm+1 has an open, Zariski dense orbit.
As T 0m+1 is a unipotent group (cf. Theorem 5 (d)), from the second part of
Proposition 1 we get that Vm+1 ∩Om+1 = Vm+1, i.e. Vm+1 ⊂ Om+1. Thus (i)
implies (ii).
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We check that (iii) implies (ii). As (iii) holds, the action of Tm+1 on Vm+1
has a finite number of orbits and thus it has an open, Zariski dense orbit. As
in the previous paragraph we argue that this orbit is Vm+1, i.e. Vm+1 ⊂ Om+1.
Therefore (iii) implies (ii). Thus the three statements are equivalent. 
Lemma 4 If m ∈ {1, . . . , nD − 1} (thus nD ≥ 2), then γD(m+1) 6= γD(m).
Proof: It suffices to show that the assumptions that m ∈ {1, . . . , nD − 1}
and γD(m+1) = γD(m) lead to a contradiction. As γD(m+1)−γD(m) = 0,
from Theorem 1 (a) (proved in Subsection 2.2) we get that the sequence
(γD(i))i≥m is constant, i.e. for each integer i ≥ m we have γD(i) = γD(m).
In particular, as m ∈ {1, . . . , nD − 1} we get that γD(nD) = γD(nD − 1).
Thus we have dim(OnD) = r
2 + dim(OnD−1), cf. Formula (2). Therefore
the set of orbits OnD ,nD−1,1M (equivalently, OnD ,nD−1,1M [nD−1]) has one ele-
ment (cf. the equivalence of statements (i) and (ii) of Lemma 3). Thus each
BTnD over k that lifts D[p
nD−1] is isomorphic to D[pnD ], cf. Lemma 2 (b).
Let D′ be a p-divisible group over k such that D′[pnD−1] is isomorphic
to D[pnD−1]. We know that D′[pnD ] is isomorphic to D[pnD ], cf. previous
paragraph. Thus D′ is isomorphic to D, cf. the definition of nD. Therefore
we have nD ≤ nD − 1 (again cf. the definition of nD), a contradiction. 
3.5 Proof of Theorem 1
We know that Theorem 1 (a) holds, cf. Subsection 2.2. From Theorem
1 (a) and Lemma 4 we get that the strict inequalities of Theorem 1 (b)
hold. Thus to end the proof of Theorem 1 (b) it suffices to show that
γD(1) ≥ a
2
D. Taking the Cartier dual of the exact complex 0→ α
aDt
p → D[p]t,
we get an exact complex D[p] → α
aDt
p → 0. Using it and the exact com-
plex 0 → αaDp → D[p], we get that the group scheme of homomorphisms
Hom(α
aDt
p ,αaDp ) = End(αp)
aDaDt is a subgroup scheme of End(D[p]). At
the level of dimensions we get that γD(1) ≥ aDaDt. Thus to prove that
γD(1) ≥ a
2
D it suffices to check that aD = aDt. We will use the clas-
sical Dieudonne´ theory. We recall that the Dieudonne´ module of D[p] is
(M/pM, φ1, ϑ1). Then aD = dimk((M/pM)/(Im(φ1) + Im(ϑ1))) is equal to
r − dimk(Im(φ1))− dimk(Im(ϑ1)) + dimk(Im(φ1) ∩ Im(ϑ1)) and thus also to
r − c− d+ dimk(Ker(ϑ1) ∩Ker(φ1)) = dimk(Ker(ϑ1) ∩Ker(φ1)) = aDt.
This ends the proof of Theorem 1 (b) and thus also of Theorem 1 (cf.
Subsection 2.2 and paragraph after Theorem 1). For the sake of completeness,
here is a self-contained proof of Theorem 1 (c) that does not rely on [Va2].
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To prove Theorem 1 (c) we can assume that nD ≥ 1. For i ∈ N
∗ we
have γD(i) ≤ dimk(Lie(Aut(D[p
i]))). As the k-vector space Lie(Aut(D[pi]))
is isomorphic to tD[p] ⊗k tD[p]t (cf. [Il, Prop. 3.1 b) and Lemma 4.1]; here
tD[p] is the zero cohomology group of the Lie complex of D[p] as used in [Il,
Sect. 2.1]), it has dimension cd. Thus γD(i) ≤ cd. If moreover i ≥ nD, then
from Lemma 2 (c) we get that we have Oi+1 = τ
−1
i+1(Oi) and thus from the
equivalence of statements (i) and (ii) of Lemma 3 we get that dim(Oi+1) =
dim(Oi) + r
2 and therefore that (cf. Formula (2)) γD(i + 1) = γD(i). We
conclude that Theorem 1 (c) holds. 
3.6 Proof of Theorem 3
We prove that Theorem 3 holds. The integral domain R is normal and its
field of fractions k1 is algebraically closed. Thus R is a perfect ring. Let
σR be the Frobenius automorphism of the ring W (R) of (p-typical) Witt
vectors with coefficients in R. Let (MR, φR, ϑR) be the Dieudonne´ module
of D over R (i.e. the projective limit indexed by s ∈ N∗ of the evaluation of
the Dieudonne´ F -crystal D(D) of D at the thickening SpecR →֒ SpecWs(R)
defined by the natural divided power structure of the ideal (p) of Ws(R)).
Thus MR is a free W (R)-module of rank r, φR : MR → MR is a σR-linear
endomorphism, ϑR :MR →MR is a σ
−1
R -linear endomorphism, and we have
φR ◦ ϑR = ϑR ◦ φR = p1MR. Let F¯
1
R be the kernel of the reduction modulo p
of φR. As D has codimension c and dimension d and as R is local, the pair
(MR, F¯
1
R ⊂ MR/pMR) is isomorphic toW (R)⊗W (k)(M, F¯
1 ⊂M/pM). Thus
there exists an element gR ∈ GLM(W (R)) such that the triple (MR, φR, ϑR)
is isomorphic to the triple (W (R) ⊗W (k) M, gR(σR ⊗ φ), (σ
−1
R ⊗ ϑ)g
−1
R ). We
view gR as a point gR ∈ D∞(R). For m ∈ N
∗, let gR[m] ∈ Dm(R) be the
point defined by the reduction modulo pm of gR. Let gk1[m] ∈ Dm(k1) and
gk[m] ∈ Dm(k) be the points defined naturally by gR[m].
Let g′ ∈ GLM(W (k)) be such that the Dieudonne´ module of D
′ is iso-
morphic to (M, g′φ, ϑ(g′)−1). Let O′m be the orbit of g
′[m] ∈ Dm(k) un-
der the action Tm. As Dk1 is isomorphic to D
′
k1
, for all m ∈ N∗ we have
gk1[m] ∈ O
′
m(k1) ⊂ Dm(k1) (cf. Lemma 1 applied to Tm,k1). As D = Dk, we
have gk[m] ∈ Om(k). Thus, as gk1[m] specializes to gk[m] (via gR[m]), the
schematic closure O¯′m of O
′
m in Dm contains points of Om. Thus Om ⊂ O¯
′
m
and therefore we have
(3) dim(Om) ≤ dim(O
′
m) = dim(O¯
′
m).
21
Similarly to Formula (1) we have γD′(m) = dim(Hm)−dim(O
′
m). Thus for
all m ∈ N∗ we have γD′(m) ≤ γD(m), cf. either (3) or fact (a) of Subsection
1.1.
We assume that there exists a number l ∈ N∗ such that γD′(l) = γD(l).
Thus dim(Ol) = dim(O
′
l) = dim(O¯
′
l), cf. Formula (1). From these equalities
and the fact that O¯′l contains points of Ol, we get that the two orbits O
′
l and
Ol coincide. Thus D
′[pl] is isomorphic to D[pl], cf. Lemma 2 (a). This ends
the proof of Theorem 3 (a).
We prove Theorem 3 (b). Let m ≥ max{nD, nD′}. We have sD′ =
γD′(m) ≤ γD(m) = sD. Next we assume that sD′ = sD. Thus γD′(m) =
γD(m). Therefore D
′[pm] is isomorphic to D[pm], cf. Theorem 3 (a). As
m ≥ nD, we get that D
′ is isomorphic to D. This ends the proof of Theorem
3 (b) and thus also of Theorem 3. 
3.7 Proof of Theorem 4
Let B, D, and 1 ≤ m < nD be as in Theorem 4. To prove Theorem 4 it
suffices to show that there exists an infinite set I of BTm+1’s over k that has
the following two properties:
(i) if B1, B2 ∈ I are distinct elements, then B1 is not isomorphic to B2;
(ii) if B1 ∈ I, then B1[p
m] is isomorphic to B = D[pm].
Based on the first sentence of Subsection 3.3, the existence of I is equivalent
to the fact that the set of orbits Om+1,m,1M [m] introduced in Subsubsection
3.2.2 is infinite. We will show that the assumption that the set of orbits
Om+1,m,1M [m] is finite, leads to a contradiction. Based on Lemma 3, we get
that dim(Om+1) = dim(Om)+ r
2. Thus γD(m+1)−γD(m) = 0 (cf. Formula
(2)) and this contradicts Lemma 4. 
4 Some applications of Theorem 1
We begin this section by first proving the corollaries of Section 1.
4.1 Proof of Corollary 1
To prove Corollary 1 we can assume that cd > 0. If D is ordinary, then we
have γD(i) = 0 for all i ∈ N and nD = 1 ≤ cd. Thus we can also assume
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that D is not ordinary (equivalently, that aD ≥ 1). From Theorem 1 (b) and
(c) we get that nD ≤ cd + 1 − γD(1) ≤ cd + 1 − a
2
D ≤ cd. Thus Corollary 1
holds. 
4.2 Proof of Corollary 2
To prove Corollary 2 (a) we can assume cd > 0. Each connected component
of the image of rl,i has dimension γD(l) − γD(l − i), cf. property 2.1 (iii).
If an endomorphism of D[pl] restricts to an automorphism of D[pi], then
it is an automorphism. Thus the image of the restriction homomorphism
al,i : Aut(D[p
l]) → Aut(D[pi]) is Im(rl,i) ∩ Aut(D[p
i]) and therefore it is a
nonempty open subscheme of Im(rl,i). Thus the images of al,i and rl,i have
equal dimension γD(l)− γD(l− i). We have γD(l)− γD(l− i) = 0 if and only
if l − i ≥ nD, cf. Theorem 1 (b) and (c). Therefore the image of al,i (or rl,i)
is finite if and only if l − i ≥ nD. Thus Corollary 2 (a) holds.
From Corollary 2 (a) and Theorem 1 (b) and (c) we get that if D is not
ordinary (i.e. if nD > 0 and γD(1) > 0) and if n is as in Corollary 2 (b), then
we have n = nD. Thus Corollary 2 (b) holds.
To prove Corollary 2 (c), we can assume that D is not ordinary. Thus
Corollary 2 (c) follows from Corollary 2 (b) and the fact that the image of
the restriction homomorphism rl,1 is finite if and only if the image of the
analogous restriction homomorphism obtained working with Ds instead of D
is finite. 
4.3 Proof of Corollary 3
Corollary 3 (a) follows from Corollary 2 (a). Corollary 3 (b) follows from
Theorem 5 (a) and (b). To check that Corollary 3 (c) to (e) hold, we
can assume that D is not ordinary and that i ≥ nD + 1 ≥ 2. Let ai ∈
Aut(D[pi])0(k). Let bi := ζi(k)(ai) ∈ Di(k) = GL(Wi(k)) be the crystalline
realization of ai, cf. the notations of Subsection 3.2. Due to Corollary 3
(a), we can write bi = 1M [i] + p
s(ai)ei, where s(ai) ∈ {i − nD, . . . , i} and
ei ∈ End(M/p
iM) \ pEnd(M/piM); moreover there exist elements ai with
s(ai) = i − nD. Corollary 3 (c) follows from this once we check that the
order of the element bi (equivalently ai) is p
i−s(ai). It suffices to consider
the case when nD ≥ 2 and (p, i, s(ai)) = (2, nD + 1, 1) and to show that
b2i = 1M [i]+4(ei+e
2
i ) is not congruent to 1M [i] modulo 8. In such a case, the
reduction e¯i modulo 2 of ei is a non-zero nilpotent element of End(M/2M)
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(the elements e¯i together with 0 are the k-valued points of a connected smooth
subgroup of End(D[2])0crys and thus are nilpotent, cf. Corollary 6 (c) applied
with m = 1); thus e¯i 6= e¯
2
i (i.e. b
2
i is not congruent to 1M [i] modulo 8).
If a′i ∈ Aut(D[p
i])0(k) is another element whose crystalline realization is
b′i = 1M [i] + p
s(a′i)e′i ∈ GL(Wi(k)) with e
′
i ∈ End(M/p
iM) \ pEnd(M/piM),
then bi and b
′
i commute modulo p
min{s(ai)+s(a
′
i),i}. If i ≥ 2nD, then s(ai) +
s(a′i) ≥ 2(i − nD) ≥ i and thus bi and b
′
i commute. Thus Corollary 3 (d)
holds. If l > i ≥ nD + 1 and al ∈ Aut(D[p
l])0(k) has crystalline realization
bl = 1M [l] + p
s(al)el, then there exists a unique element ial ∈ Aut(D[p
i])0(k)
whose crystalline realization is ibl = 1M [i] + p
s(al)−l+iel[i], where el[i] is the
reduction modulo pi of el. The rule al 7→ ial defines the canonical bijection
Aut(D[pl])0(k) → Aut(D[pi])0(k) which has the desired properties. Thus
Corollary 3 (e) holds. 
4.4 A refinement of Corollary 1
We recall that sD = γD(nD). If D is ordinary, then sD = 0 = aD and nD ≤ 1.
Thus in this subsection we will assume thatD is not ordinary. From Theorem
1 (b) we get that nD ≤ sD +1− γD(1) ≤ sD +1− a
2
D. As D is not ordinary,
we have aD ≥ 1 and thus we have
(4) nD ≤ sD + 1− a
2
D ≤ sD.
Dieudonne´’s classification of F -isocrystals over k implies that we have a
direct sum decomposition (M [1
p
], φ) = ⊕vs=1(Ws, φ) into simple F -isocrystals
over k (here v is a positive integer). More precisely, for s ∈ {1, . . . , v} there
exist cs, ds ∈ N such that rs := cs+ ds > 0, g.c.d.{cs, ds} = 1, dimB(k)(Ws) =
rs, and moreover there exists a B(k)-basis forWs formed by elements fixed by
p−dsφrs; the unique Newton polygon slope of (Ws, φ) is αs :=
ds
rs
∈ Q∩ [0, 1].
We have
(5) sD = cd−
1
2
v∑
s=1
v∑
t=1
rsrt|αs − αt| = cd−
1
2
v∑
s=1
v∑
t=1
|csdt − ctds|,
cf. [Va2, Thm. 1.2 (c), (d), (e), and (f)]. From (4) and (5) we get
(6) nD ≤ 1 + cd− a
2
D −
1
2
v∑
s=1
v∑
t=1
|csdt− ctds| ≤ cd−
1
2
v∑
s=1
v∑
t=1
|csdt − ctds|.
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4.5 Remark
In the proof of [Va2, Thm. 1.2 (e)] (see [Va2, Subsect. 3.5]) one needs
to take m slightly bigger (it would suffice to take m ≥ max{2κ + nD˜, nD}
instead of m ≥ max{κ + nD˜, nD}) in order to get that the pull-back DY˜
of D to Y˜ of [Va2, Subsect. 3.5] is a constant p-divisible group isomorphic
to D ×k Y˜ . The p-divisible group DY˜ is isomorphic to C/L, where the p-
divisible group C := D˜m,m ×iD(m) Y˜ is equipped with an isomorphism θ1 :
C → D˜ ×k Y˜ and where L is the pull-back of (D[p
κ]/K) ×k Y˜ ⊂ D˜[p
κ] via
an isomorphism θ2 : C[p
m−κ] → D˜[pm−κ] ×k Y˜ . Let ω := θ1[p
m−κ] ◦ θ−12 ∈
Aut(D˜[pm−κ])(Y˜ ). We can assume that the restriction of ω to the closed
point Spec k of Y˜ is the identity. The reduced group E of the image of
the restriction homomorphism Aut(D˜[pm−κ])→ Aut(D˜[pκ]) is a finite, e´tale
group over k (cf. either Corollary 2 (a) for m ≥ 2κ + nD˜ or [Va1, Thm.
5.1.1 (c)] for m >> 0). As the k-scheme Y˜ is connected and reduced (being
integral), the restriction of ω to an automorphism of D˜[pκ]Y˜ is a Y˜ -valued
point of E which is the identity as its restriction to the closed point Spec k of
Y˜ is so. From this we easily get that the p-divisible group DY˜ is isomorphic
to D ×k Y˜ .
5 Generalizations to relative contexts
We recall that (M,φ, ϑ) is the contravarint Dieudonne´ module of D and that
we denote also by φ : End(M)[1
p
] → End(M)[1
p
] the σ-linear automorphism
induced naturally by φ. Let G be a smooth closed subgroup scheme of GLM
such that its generic fibre GB(k) is connected. Thus the scheme G is integral.
Let g := Lie(G) be the Lie algebra of G. Until the end we will assume that
the following two axioms hold for the triple (M,φ,G):
(AX1) the Lie subalgebra g[1
p
] of End(M)[1
p
] is stable under φ, i.e. we
have φ(g[1
p
]) = g[1
p
];
(AX2) there exist a direct sum decomposition M = F 1 ⊕ F 0 such that
the following two properties hold:
(a) the kernel F¯ 1 of the reduction modulo p of φ is F 1/pF 1;
(b) the cocharacter µ : Gm → GLM which acts trivially on F
0 and via the
inverse of the identical character of Gm on F
1, normalizes G.
The triple (M,φ,G) is called an F -crystal with a group over k, cf. [Va1,
Def. 1.1 (a) and Subsect. 2.1]. If µ factors through G, then the W -condition
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of [Va1, Subsubsect. 2.2.1 (d)] holds for (M,φ,G). Axioms (AX1) and (AX2)
are a weakening of the two axioms used in [Va2, Subsect. 4.1]. Until the end,
we will use the notations of Subsubsection 3.1.1 and Subsection 3.2.
Definition 1 (a) Let g1, g2 ∈ G(W (k)). An inner isomorphism between the
two triples (M, g1φ,G) and (M, g2φ,G) is an element g3 ∈ G(W (k)) that
defines an isomorphism between the Dieudonne´ modules (M, g1φ, ϑg
−1
1 ) and
(M, g2φ, ϑg
−1
2 ) (i.e. we have g3g1φ = g2φg3).
(b) An inner isomorphism between (M/pmM, g1[m]φm, ϑmg1[m]
−1, GWm(k))
and (M/pmM, g2[m]φm, ϑmg2[m]
−1, GWm(k)) is an element g3[m] ∈ G(Wm(k))
which defines an isomorphism between the following two Dieudonne´ modules
(M/pmM, g1[m]φm, ϑmg1[m]
−1) and (M/pmM, g2[m]φm, ϑmg2[m]
−1).
Lemma 5 The intersection WG := Gk ∩W is a smooth group over k.
Proof: This is a particular case of [CGP, Prop. 2.1.8 (3) and Rm. 2.1.11]
applied to the smooth affine group Gk over k and the Gm action on it induced
by the special fibre λ of the inverse µ−1 of the cocharacter µ of the axiom
(AX2) (our pair (Gk,W
G) is (G,PG(λ) = ZG(λ)×k UG(λ)) of loc. cit.). 
5.1 Relative notations and basic properties
Let H˜G be the dilatation of G centered on WG. As in Subsubsection 3.1.1,
based on the axiom (AX1) and Lemma 5 we get that H˜G is a smooth affine
group scheme over SpecW (k) equipped with a homomorphism P˜G : H˜G → G
whose generic fibre is an isomorphism of groups over SpecB(k). Moreover,
H˜G is a closed subgroup scheme of H˜ (cf. [BLR, Ch. 3, Sect. 3.2, Prop. 2
(a)]) and P˜G is the natural restriction of P˜. Another way to define P˜G is as
follows (cf. Fact 3 of Appendix A). We can identify H˜G with the schematic
closure GB(k),M,φ−1(M) in G ×W (k) φ
−1Gφ of GB(k) embedded diagonally in
G×W (k) φ
−1Gφ (here φ−1Gφ is the schematic closure of GB(k) in GLφ−1(M)).
Under this identification, P˜G gets identified with the first projection homo-
morphism GB(k),M,φ−1(M) → G.
Let dG be the relative dimension of G over SpecW (k); thus dG = dim(Gk).
Let m ∈ N∗. Let HGm := Wm(H˜
G); it is a smooth subgroup of Hm of
dimension mdG. Let D
G
m := Wm(G); it is a smooth closed subvariety of Dm
of dimension mdG.
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Definition 2 (a) Let Aut(D[pm])crys and ζm : Aut(D[p
m])→ Aut(D[pm])crys
be as in the proof of Theorem 5. Let Aut(D[pm])G
crys
:= DGm ∩Aut(D[p
m])crys
(intersection taken inside Dm). Let Aut(D[p
m])G := ζ−1m (Aut(D[p
m])G
crys
).
Thus Aut(D[pm])G(k) is the subgroup of Aut(D[pm])(k) formed by those ele-
ments that define (via ζm) elements of G(Wm(k)).
(b) For i ∈ N∗ let γGD(i) := dim(Aut(D[p
i])G) = dim(Aut(D[pi])G
crys
). Let
γGD(0) := 0. We call (γ
G
D(i))i∈N the centralizing G-sequence of D.
As in Subsection 3.2 we argue that we have an action
TGm : H
G
m ×k D
G
m → D
G
m
which is the natural restriction of the action Tm. Thus, if h˜ ∈ H˜
G(W (k))
and g ∈ G(W (k)), then the product of h˜[m] ∈ HGm(k) = H˜
G(Wm(k)) and
g[m] ∈ DGm(k) = G(Wm(k)) is Tm(h˜[m], g[m]) := (hgφ(h
−1))[m], where h :=
P˜G(W (k))(h˜) ∈ G(W (k)) has the same meaning as in Subsubsection 3.1.1.
Let nGD be the smallest non-negative integer that has the following prop-
erty: for each element g˜ ∈ G(W (k)) congruent to 1M modulo p
nGD , there
exists an inner isomorphism between (M,φ,G) and (M, g˜φ,G). The exis-
tence of nGD is implied by [Va1, Main Thm. A]. If G = GLM , then it is easy
to check based on Lemmas 1 and 2 and Corollary 4 (a) and (b) that we have
nGD = nD (cf. also either [Va1, Lemma 3.2.2 and Cor. 3.2.3] or [NV1, Thm.
2.2 (a)]).
Let ρGm+1 := Redm+1,H˜G and τ
G
m+1 := Redm+1,G (see Subsubsection 3.1.3
for notations). Thus ρGm+1 : H
G
m+1 ։ H
G
m is the natural reduction epimor-
phism of smooth affine groups over k and τGm+1 : D
G
m+1 ։ D
G
m is the natural
reduction faithfully flat morphism (epimorphism) of affine (group) varieties
over k. The action TGm is also a natural reduction of the action T
G
m+1. The
projective limits
HG∞ := proj.lim.m→∞H
G
m and D
G
∞ := proj.lim.m→∞D
G
m
in the category of ringed spaces are also projective limits in the category of
k-schemes, HG∞ is an affine group scheme over k, and D
G
∞ is an affine (group)
scheme over k. Moreover, we have a limit action
TG∞ : H
G
∞ ×k D
G
∞ → D
G
∞.
Let OGm be the orbit of 1M [m] ∈ D
G
m(k) under the action T
G
m. Let S
G
m be
the subgroup scheme of HGm which is the stabilizer of 1M [m]. Inside Hm, we
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have SGm = Sm ∩ H
G
m. Let C
G
m := S
G
m,red. We have dim(S
G
m) = dim(C
G
m) =
dim(HGm) − dim(O
G
m) = mdG − dim(O
G
m). The orbits of T
G
∞ are defined
similarly to the orbits of T∞ (see Subsubsection 3.2.1).
Lemma 6 The set of orbits of TGm is in natural bijection to the set of (repre-
sentatives of) inner isomorphism classes of quadruples of the form
(M/pmM, g[m]φm, ϑmg[m]
−1, GWm(k)) with g ∈ G(W (k)).
Proof: The rule that maps the orbit of g[m] under TGm to the inner iso-
morphism class of (M/pmM, g[m]φm, ϑmg[m]
−1, GWm(k)) is well defined (cf.
definition of TGm) and we are left to check that the resulting map is a bi-
jection. It suffices to show that if g1, g2, g3 ∈ G(W (k)) are as in Defini-
tion 1 (b), then there exists h˜ ∈ H˜G(W (k)) such that TGm(h˜[m], g1[m]) =
g2[m]. The pair (g3[m], (g
−1
2 g3g1)[m]) is an automorphism of the pair of maps
M/pmM
φm
//M/pmM
ϑm
oo . Thus the pair (g3[m], φ
−1(g−12 g3g1)[m]φ) is an isomor-
phism of the pair of Wm(k)-linear maps M/p
mM
jm
//φ−1(M)
p
oo /pmφ−1(M),
where jm is the reduction modulo p
m of the inclusion M →֒ φ−1(M).
Based on the axiom (AX2), the group GB(k) is well positioned with respect
to (M,φ−1(M)) in the sense of Definition 3 of Appendix A (cf. Propo-
sition 4 of Appendix A applied to (W (k), p, G, µB(k), φ
−1(M)) instead of
(R, π,GM , λ,M
′)). For the remaining part of the proof we will only use
this well positioned property which asserts the existence of an isomorphism
Θ : H˜G = GB(k),M,φ−1(M) → G
∗
B(k),M,φ−1(M) := (G×W (k)φ
−1Gφ)∩GLM,φ−1(M).
We have (g3[m], φ
−1(g−12 g3g1)[m]φ) ∈ G
∗
B(k),M,φ−1(M)(Wm(k)), cf. first be-
fore last paragraph and axiom (AX1) which implies that φ−1g−12 g3g1φ ∈
G(B(k)). Let h˜ ∈ H˜G(W (k)) be an element that lifts the unique element
h˜[m] ∈ H˜G(Wm(k)) for which we have Θ(h˜[m]) = (g3[m], φ
−1(g−12 g3g1)[m]φ)
(cf. previous paragraph). Therefore P˜G(h˜[m]) = g3[m] and the linear au-
tomorphisms of φ−1(M)/pmφ−1(M) induced by h˜ and φ−1(g−12 g3g1)[m]φ co-
incide (i.e. φ(h˜)[m] = (g−12 g3g1)[m]). Thus we compute T
G
m(h˜[m], g1[m]) =
g3[m]g1[m]((g
−1
2 g3g1)[m])
−1 = g2[m]. 
There exist upper bounds of nGD which depend only on r and on the closed
embedding homomorphism G →֒ GLM , cf. [Va1, Main Thm. A and Example
3.1.5]. The following consequences of Lemma 6 and of the existence of such
upper bounds of nGD are shown similarly to Corollary 4 (a) to (c).
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Corollary 7 The following three properties hold:
(a) The projective limit OG∞ := proj.lim.m→∞O
G
m in the category of ringed
spaces is also a projective limit in the category of k-schemes and it is a
reduced, quasi-compact, locally closed subscheme of DG∞ whose k-valued points
form one orbit of the action TG∞(k) : H
G
∞(k)×D
G
∞(k)→ D
G
∞(k) in the category
of sets. Thus OG∞ is the orbit of 1M ∈ D
G
∞(k) under the action T
G
∞.
(b) The set of orbits of TG∞ is in natural bijection to the set of (represen-
tatives of) inner isomorphism classes of triples of the form (M, gφ, ϑg,G)
with g ∈ G(W (k)).
(c) If K is an algebraically closed field that contains k, then we have
n
GW (K)
DK
= nGD.
We note that the proof of Corollary 7 (b) does not require the use of the
well positioned property mentioned in the proof of Lemma 6.
The generalizations of Theorems 2, 3, and 4 to the relative context pro-
vided by (M,φ,G) is automatic. For instance, if T Gm+1 is the reduced group of
(ρGm+1)
−1(SGm) and if V
G
m+1 is the inverse image of the point 1M [m] ∈ O
G
m(k)
under the epimorphism τGm+1 : D
G
m+1 ։ D
G
m, then the set of orbits of the
action TGm+1 that map onto O
G
m is in a natural bijection to the set of orbits
of the action T Gm+1 ×k V
G
m+1 → V
G
m+1 induced via restriction by T
G
m+1. More-
over, VGm+1 is isomorphic to A
dG
k , T
G,0
m+1 is unipotent, we have a short exact
sequence 1 → GdGa → T
G
m+1 → C
G
m+1 → 1, etc. Thus in all that follows we
will concentrate on the generalization of Theorem 1 and of its corollaries.
Lemma 7 We assume that nD = 0 (i.e. D is either e´tale or of multiplica-
tive type). Then we have nGD ∈ {0, 1}. If moreover the special fibre Gk is
connected, then we have nGD = 0.
Proof: As nD = 0, the image of µ is either trivial or equal to the center
of GLM . Thus W = GLM/pM , µ centralizes G, and we have W
G = Gk.
Let σφ := φµ(p) : M → M ; it is a σ-linear automorphism of M which
normalizes G and which acts on G(B(k)) in the same way as φ. The Zp-
module MZp := {x ∈ M |σφ(x) = x} is a Zp structure of M (i.e. we have
M = W (k) ⊗Zp MZp) and gZp := {x ∈ g|σφ(x) = x} = g ∩ End(MZp) is a
Zp structure of g. Thus G is the pull-back to SpecW (k) of a smooth closed
subgroup scheme GZp of GLMZp , cf. [Va4, Prop. 3.2].
If Gk is (resp. is not) connected, let g ∈ G(W (k)) (resp. let g ∈
Ker(G(W (k))→ G(k))). We will show that there exist an inner isomorphism
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between (M, gφ,G) and (M,φ,G). For this let s be a positive integer such
that s ≥ max{2, nGD}. The affine group Ks := Ws(G) (resp. the kernel Ks of
the natural restriction homomorphism Ws(G)→W1(G)) over k is connected
and smooth, cf. Subsubsection 3.1.3. The endomorphism of Ks induced nat-
urally by σφ is the usual Frobenius endomorphism σs of Ks with respect to
the Fp-form Ks,Fp of Ks defined by Ws(GZp) (resp. by the kernel of the nat-
ural restriction homomorphism Ws(GZp)→W1(GZp)); here the Ws and W1
functors are applied over Zp. A classical theorem of Lang implies that there
exists an element h[s] ∈ Ks(k) ⊂ G(Ws(k)) such that g[s] = h[s]
−1σs(h[s]).
If h ∈ G(W (k)) lifts h[s], then we get that g1 := hgφ(h
−1) ∈ G(W (k))
is such that g1[s] = 1M [s] and hgφ = hgφ(h
−1)φh = g1φh. From this
and the definition of nGD ≤ s, we get that there exists h1 ∈ G(W (k)) such
that h1g1φ = φh1. We conclude that h1h is an inner isomorphism between
(M, gφ,G) and (M,φ,G). Thus we have nGD = 0 (resp. n
G
D ≤ 1). 
Proposition 2 The following five properties hold:
(a) The natural homomorphism ιGm : S
G
m → Aut(D[p
m])G
crys
induced by ιm
gives an isomorphism ιGm(k) : S
G
m(k)→ Aut(D[p
m])G
crys
(k).
(b) The sequence (γGD(i))i∈N is increasing.
(c) The subsequence (γGD(i))i≥nGD is constant.
(d) We assume that nGD ≥ 2. Then we have γ
G
D(n
G
D − 1) < γ
G
D(n
G
D).
(e) The connected smooth affine groupsAut(D[pm])G,0red andAut(D[p
m])G,0
crys,red
are unipotent.
Proof: Due to the axiom (AX2), σφ := φµ(p) : M → M is a σ-linear
automorphism of M which normalizes G. Based on this, the argument for
(a) is the same as the one in the proof of [Va2, Cor. 4.3 (b)] (see second
paragraph of [Va2, p. 635]). As a second proof of (a), we first remark that
ιGm(k) is injective as ιm(k) is so; the surjectivity of ι
G
m(k) follows directly from
the proof of Lemma 6 applied with g1[m] = g2[m] = 1M [m].
Based on (a) we get:
γGD(m) = dim(Aut(D[p
m])Gcrys) = dim(C
G
m) = mdG − dim(O
G
m).
Thus γGD(m+1)−γ
G
D(m) = dG−dim(O
G
m+1)+dim(O
G
m). As the fibres of τ
G
m+1
are isomorphic to AdGk , the faithfully flat morphism O
G
m+1 → O
G
m induced by
τGm+1 has fibres of dimension at most dG. Thus dim(O
G
m+1)−dim(O
G
m) ≤ dG,
i.e. γGD(m+ 1)− γ
G
D(m) ≥ 0. As γ
G
D(1) ≥ 0 = γ
G
D(0), we get that (b) holds.
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If nGD = 0, then O
G
m = D
G
m has dimension mdG and thus γ
G
D(m) = 0. As
γGD(0) = 0, we conclude that (c) holds if n
G
D = 0. Thus to prove (c) we can
assume that nGD ≥ 1. If m ≥ n
G
D, then from the very definition of n
G
D we get
that OGm+1 = (τ
G
m+1)
−1(OGm). This implies that dim(O
G
m+1) = dim(O
G
m) + dG,
i.e. γGD(m+ 1)− γ
G
D(m) = 0. Thus (c) holds.
To prove (d), it suffices to show that the equality γGD(n
G
D − 1) = γ
G
D(n
G
D)
leads to a contradiction. This equality implies that dim(OG
nG
D
) = dG +
dim(OG
nG
D
−1
). Therefore all fibres of the faithfully flat morphism OG
nG
D
→
OG
nG
D
−1
have dimension dG and thus, being closed subschemes of A
dG
k , are
isomorphic to AdGk . Thus O
G
nG
D
= (τG
nG
D
)−1(OG
nG
D
−1
). This means that if
g˜ ∈ Ker(G(W (k)) → G(WnG
D
−1(k))), then (M, g˜φ,G) is inner isomorphic
to a triple of the form (M, g˜1φ,G) with g˜1 ∈ Ker(G(W (k)) → G(WnG
D
(k)))
and therefore (cf. definition of nGD) it is inner isomorphic to (M,φ,G). Thus
we have nGD ≤ n
G
D − 1. Contradiction. Therefore (d) holds.
Part (e) follows from the fact that Aut(D[pm])G,0red and Aut(D[p
m])G,0crys,red
are subgroups of the unipotent groups Aut(D[pm])0red and Aut(D[p
m])0crys,red
(respectively), cf. Theorem 5 (b) and (c) and the definitions. 
5.2 Lie algebra group schemes of endomorphisms
For all that follows, it is convenient to also introduce the Lie algebra version
of Aut(D[pm])Gcrys. Let l, i ∈ N be such that l ≥ i. Let ♯ be the vector group
scheme over SpecW (k) (resp. SpecWm(k)) associated to a freeW (k)-module
(resp. Wm(k)-module) ♯ of finite rank. Let W0(g) := Spec k.
We recall thatEnd(D[pl])crys is a closed subgroup scheme ofWl(End(M)),
cf. its definition before Theorem 5. Let End(D[pl])gcrys := End(D[p
l])crys ∩
Wl(g), the intersection being taken inside Wl(End(M)). The crystalline
Dieudonne´ functor defines a homomorphism D : End(D[pl])→ End(D[pl])crys
which induces a bijection at the level of k-valued points. Let End(D[pl])g :=
D−1(End(D[pl])gcrys). The k-valued points of End(D[p
l])g are those endomor-
phisms ofD[pl] whose crystalline realizations belong to g/plg ⊂ End(M/plM).
The homomorphism End(D[pl])g → End(D[pl])gcrys which is the natural
restriction of D, induces a bijection at the level of k-valued points. Thus let
γgD(l) := dim(End(D[p
l])g) = dim(End(D[pl])gcrys).
We have γgD(0) = 0.
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Next we will use the notations of Subsection 2.1. Let
κgi,l : End(D[p
i])g →֒ End(D[pl])g
be the monomorphism induced naturally by κi,l. Let
rgl,i : End(D[p
l])g → End(D[pi])g
be the restriction homomorphism induced naturally by rl,i. As in Subsection
2.1 we argue that we have a complex of commutative group schemes
0→ End(D[pi])g
κg
i,l
−−→ End(D[pl])g
rg
l,l−i
−−−→ End(D[pl−i])g
whose complex of groups of k-valued points is exact. This implies that:
(i) The image Im(rgl,l−i) has dimension γ
g
D(l)− γ
g
D(i).
If l ≥ nD, then Im(rl+1,1) and thus also Im(r
g
l+1,1) has dimension 0 (cf.
Corollary 2 (a)). From this and (i) we get that:
(ii) If l ≥ nD, then γ
g
D(l + 1) = γ
g
D(l).
Theorem 6 We assume that one of the following two conditions holds:
(i) The subset g of End(M) is stable under products (thereforeW (k)1M+g
is a W (k)-subalgebra of End(M) and G is the group scheme of invertible
elements of 1M + g).
(ii) We have p > 2 and G admits a Cayley transform U of the form
g 7→ (1M − g)(1M + g)
−1 (i.e. the rule g 7→ (1M − g)(1M + g)
−1 defines an
isomorphism U between the non-empty open subscheme of G formed by points
which do not have the eigenvalue −1 and the non-empty open subscheme of
g formed by points which do not have the eigenvalue −1). If nD = 0, then
moreover Gk is connected.
Then the following seven properties hold:
(a) For all l ∈ N we have γGD(l) = γ
g
D(l).
(b) The sequence (γGD(i+ 1)− γ
G
D(i))i∈N is a decreasing sequence in N.
(c) If nGD > 0, then we have γ
G
D(1) < γ
G
D(2) < · · · < γ
G
D(n
G
D).
(d) We have nGD ≤ nD.
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(e) Let l > i > 0 be integers. Then the image of the restriction homo-
morphism rgl,i : End(D[p
l])g → End(D[pi])g (or rgl,i,crys : End(D[p
l])g
crys
→
End(D[pi])g
crys
) is finite if and only if l − i ≥ nGD.
(f) Let l and i be as in (e). Then the image of the restriction homo-
morphism sGl,i : Aut(D[p
l])G → Aut(D[pi])G (or sGl,i,crys : Aut(D[p
l])G
crys
→
Aut(D[pi])G
crys
) is finite if and only if l − i ≥ nGD.
(g) If i ≥ 2nGD is a positive integer, then the unipotent groupsAut(D[p
i])G,0red
and Aut(D[pi])G,0
crys,red are commutative.
Proof: To prove (a) we distinguish three cases as follows.
We assume that (i) holds and 1M ∈ g (i.e. g is a W (k)-subalgebra of
End(M)). In this caseAut(D[pm])Gcrys is an open subscheme ofEnd(D[p
m])gcrys
and thus (a) holds.
We assume that (i) holds and 1M /∈ g. Then Aut(D[p
m])Gcrys is isomorphic
to an open subscheme of End(D[pm])gcrys via the morphism which at the
level of k-valued points maps an automorphism g[m] to the endomorphism
g[m]− 1M [m]. Thus (a) holds.
We assume that (ii) holds. To check that (a) holds, we can assume l > 0.
The isomorphism U induces naturally a Cayley transform Ul : OGl → Ogl
which is an isomorphism between the non-empty open subscheme OGl of
GWl(k) formed by points which do not have the eigenvalue −1 and the non-
empty open subscheme Ogl of g/p
lg formed by points which do not have the
eigenvalue −1.
The association ⋄ 7→ (1− ⋄)(1 + ⋄)−1 maps endomorphisms of some pull-
back of D[pl] or of some scalar extension of (M/plM,φl, ϑl) to endomor-
phisms of the same pull-back of D[pl] or of the same scalar extension of
(M/plM,φl, ϑl). Therefore Ul induces an isomorphism
Ul : OAut(D[p
l])Gcrys → OEnd(D[p
l])gcrys
from a suitable non-empty open subscheme OAut(D[pl])Gcrys of Aut(D[p
l])Gcrys
to a suitable non-empty open subscheme OEnd(D[pl])gcrys of End(D[p
l])gcrys.
Thus dim(Aut(D[pl])Gcrys) = dim(End(D[p
l])gcrys). Therefore (a) holds.
Based on the property 5.2 (i) and on (a), the proofs of (b) and (c) are
the same as the proofs of Theorem 1 (a) and (b) (the roles of End(D[pm]),
Aut(D[pm]), and Tm being replaced byEnd(D[p
m])g, Aut(D[pm])G, and TGm).
If (i) holds, then Gk is the group scheme of invertible elements of 1M/pM +
g/pg and thus it is connected. Thus to prove (d) we can use the fact that if
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nD = 0, then Gk is connected. If nD = 0, then n
G
D = 0 by Lemma 7. Thus
to prove (d) we can assume that min{nD, n
G
D} > 0. Let l := nD + 1 ≥ 2.
We have γgD(l) = γ
g
D(l − 1), cf. property 5.2 (ii). From this and (a) we get
γGD(l) = γ
G
D(l− 1). From this and (b) we get that l = nD +1 ≥ n
G
D +1. Thus
(d) holds.
Based on (a) to (c), part (e) follows from the property 5.2 (i).
Part (f) follows from (e) via the three cases considered in the proof of
(a). For instance, if the condition (ii) holds, then the existence of Ul :
OAut(D[pl])Gcrys → OEnd(D[p
l])gcrys implies that r
g
l,i,crys has finite image if
and only if sGl,i,crys has finite image. Thus indeed (e) implies (f).
The argument that Aut(D[pi])G,0red (and thus also Aut(D[p
i])G,0crys,red) is com-
mutative if i ≥ max{1, 2nGD} is the same as the one for Corollary 3 (d). Thus
(g) holds. 
5.3 The invariant υD, exponentials, and logarithms
In order to obtain some variants of Theorem 6, we will introduce new in-
variants υD and υ
G
D. The connected smooth affine group Aut(D[p])
0
crys,red is
unipotent, cf. Theorem 5 (a) and (b). Thus Aut(D[p])0crys,red is a subgroup
of the unipotent radical of some Borel subgroup of GLM/pM . This implies
that there exists a smallest non-negative integer υD with the property that
for each g[1] ∈ Aut(D[p])0crys(k), we have (g[1]− 1M [1])
υD = 0. We call υD as
the unipotent number of D. We recall that r is the height of D (i.e. the rank
of M). We have υD ∈ {0, . . . , r}. From Corollary 6 (b) we get:
(i) For each element e[1] ∈ End(D[p])0crys(k) we have e[1]
υD = 0.
Let υGD be the smallest non-negative integer with the property that for
each g[1] ∈ Aut(D[p])G,0crys(k) and each e[1] ∈ End(D[p])
g,0
crys(k) we have (g[1]−
1M [1])
υG
D = 0 and e[1]υ
G
D = 0 as elements of End(M/pM). We call υGD as the
unipotent G-number of D. Obviously:
(ii) We have inequalities 0 ≤ υGD ≤ υD ≤ r.
For x ∈ End(M), let x¯ ∈ End(M/pM) be its reduction modulo p. For
t ∈ {1, . . . , r} let Σ1,t(M) := p{x ∈ End(M)|x¯
t = 0}. For p > 2 and
s ∈ {1, . . . ,min{r, p−1
2
}}, let Σs(M) := {x ∈ End(M)|x¯
s = 0}. Let Σ denote
either Σ1,t or Σs. The exponential rule z 7→
∑∞
i=0
zi
i!
defines a bijection
exp : Σ(M)→ 1M + Σ(M)
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whose inverse
log : 1M + Σ(M)→ Σ(M)
is defined by the logarithmic rule 1M + z 7→
∑∞
i=1
(−1)i−1zi
i
, cf. Proposition 6
(b) or 7 (a) of Appendix B. Let Σg := Σ(M)∩g and ΣG := {g ∈ G(W (k))|g−
1M ∈ Σ(M)}. Let Σ
g[m] (resp. ΣG[m]) be the image of Σg (resp. of ΣG) in
g/pmg (resp. in G(Wm(k))). From Proposition 7 (a) of Appendix B we get:
(iii) Restricting exp to Σg and log to ΣG we get inverse bijections Σg
exp
//ΣG
log
oo
which induce inverse bijections Σg[m]
expm
//ΣG[m]
logm
oo .
Let DGm,Σ be the reduced closed subgroup scheme of D
G
m whose k-valued
points are ΣG[m]. Let Wm,Σ(g) be the reduced closed subgroup scheme of
Wm(g) whose k-valued points are Σ
g[m]. Let ΩGm := Ker(s
G
m,1,crys)
0
red, where
sGm,1,crys : Aut(D[p
m])Gcrys → Aut(D[p])
G
crys is the natural restriction homomor-
phism; it is a closed subgroup of DGm,1 := Ker(τ
G
2 ◦ · · · ◦ τ
G
m : D
G
m → D
G
1 ).
Let Ωgm := Ker(r
g
m,1,crys)
0
red, where r
g
m,1,crys : End(D[p
m])gcrys → End(D[p])
g
crys
is the natural restriction homomorphism; it is a closed subgroup scheme of
Wm,1(g) := Ker(Wm(g)→W1(g)).
If em ∈ Σ
g[m] (resp. em ∈ Σ
G[m]) is the crystalline realization of an
endomorphism (resp. automorphism) of D[pm], i.e. is a k-valued point of
End(D[pm])gcrys (resp. of Aut(D[p
m])Gcrys), then expm(em) ∈ Σ
G[m] (resp.
logm(em) ∈ Σ
g[m]) is the crystalline realization of an automorphism (resp.
endomorphism) of D[pm] (cf. Proposition 7 (b) of Appendix B). From this,
the property (iii), and the Proposition 6 (c) of Appendix B we get the fol-
lowing two properties.
(iv) If p is arbitrary and Σ = Σ1,t, then there exists an isomorphism
DGm,Σ → Wm,Σ(g) which on k-valued points is induced by logm and whose
inverse is induced on k-valued points by expm. For t ≥ υD the isomorphism
DGm,Σ → Wm,Σ(g) restricts to an isomorphism Ω
G
m → Ω
g
m. If p > 2, then the
isomorphism DGm,Σ → Wm,Σ(g) is the restriction of an isomorphism D
G
m,1 →
Wm,1(g) which on k-valued points is induced by logm and whose inverse is
induced on k-valued points by expm.
(v) If p > 2 and Σ = Σs with s ∈ {1, . . . ,min{r,
p−1
2
}}, then there exists
an isomorphism DGm,Σ → Wm,Σ(g) which on k-valued points is induced by
logm and whose inverse is induced on k-valued points by expm. If υ
G
D ≤
p−1
2
,
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then for s ≥ υDG the mentioned isomorphism restricts to an isomorphism
Aut(D[pm])G,0crys,red → End(D[p
m])g,0crys,red.
Proposition 3 The following two properties hold:
(a) If l ≥ nD + 1, then γ
G
D(l) = γ
g
D(l).
(b) We have nGD ≤ nD + 1.
Proof: If l ≥ nD+1, then from Corollary 2 (a) we get that we have identities
ΩGl = Aut(D[p
l])G,0crys,red and Ω
g
l = End(D[p
l])g,0crys,red. Thus (a) follows from
the property 5.3 (iv).
From (a) and the property 5.2 (ii) we get that the sequence (γGD(l))l≥nD+1
is constant. To prove (b) we can assume nGD ≥ 2. From the last two sentences
and Proposition 2 (d), we get that nGD ≤ nD + 1 (i.e. (b) holds). 
Theorem 7 We assume that p is odd and that υGD ≤
p−1
2
(for instance, these
hold if 2 ≤ 2r < p). If nD = 0, then we assume that Gk is connected. Then
the seven properties of Theorem 6 hold.
Proof: As in the proof of Theorem 6, it suffices to show that the statement
(a) of Theorem 6 holds. We take Σ := ΣυG
D
. Thus we have an isomorphism
Aut(D[pm])G,0crys,red → End(D[p
m])g,0crys,red, cf. property 5.3 (v). Therefore the
statement (a) of Theorem 6 holds. 
5.4 Remarks
We end this section with three remarks.
(a) Subsubsections 3.1.2 and 3.2.5 can be as well adapted to the relative
context provided by G. For instance, the group scheme over SpecW (k)
defined by the intersection Aut(φ, ϑ)G := Aut(φ, ϑ) ∩ (G(σ) ×W (k) G) taken
inside GLM (σ) ×W (k)GLM , is naturally isomorphic to (H˜
G)(σ). One ends up
with an action TG,′:m H
G,′
m ×k D
G,′
m → D
G,′
m isomorphic to the action T
G,(σ)
m .
(b) Referring to Properties 5.3 (iv) and (v), their isomorphisms ΩGm → Ω
g
m
andAut(D[pm])G,0crys,red → End(D[p
m])g,0crys,red are based on the closed subgroup
scheme G of GLM . One gets variants of these isomorphisms working with
either the closed subgroup scheme φ−1Gφ of GLφ−1(M) or the closed sub-
group scheme H˜G of GLM,φ−1(M) or the closed subgroup scheme Aut(φ, ϑ)
G
of GLM (σ) ×W (k)GLM . For instance, working with H˜
G, the role played by
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Aut(D[pm])crys,red is played by C
G
m and the role played by End(D[p
m])crys,red
is played by the reduced closed subgroup scheme of Wm(Lie(H˜
G)) whose
k-valued points are elements em ∈ Lie(H˜
G)/pm Lie(H˜G) which have a lift
e ∈ Lie(H˜G) such that we have φ(e) − e ∈ pmg (here we view Lie(H˜G) as
a Lie subalgebra of g via Lie(P˜G)). Moreover, all these isomorphisms are
compatible with the different isomorphisms and homomorphisms between
the four groups G, φ−1Gφ, H˜G, Aut(φ, ϑ)G, and their pull-backs via σ, as
one can easily check based on Fact 5 of Appendix B.
(c) Axiom (AX2) was used only in the proofs of Lemmas 5 and 6 and
Proposition 2 (a). Thus all the results of this section continue to hold even
if the axiom (AX2) is replaced by the following weaker version of it.
(AX2′) The intersection WG = Gk ∩W is a smooth subgroup of Gk and
GB(k) is well positioned with respect to (M,φ
−1(M)).
6 Examples
In this section we exemplify the results of Section 5 through three simple
situations that are of special interest. Expressions of the form φ1 and ϑ1 will
have a meaning different from the one before Subsection 3.1.
6.1 The homomorphism context
LetD1 and D2 be two p-divisible groups over k. For j ∈ {1, 2} let (Mj , φj, ϑj)
be the contravariant Dieudonne´ module of Dj . We take D := D1 ⊕D2. We
have (M,φ, ϑ) = (M1, φ1, ϑ1)⊕ (M2, φ2, ϑ2) and a direct sum decomposition
End(M) = End(M1)⊕End(M2)⊕Hom(M1,M2)⊕Hom(M2,M1) into W (k)-
modules. Let G be the smooth integral closed subgroup scheme of GLM
whose group of valued points in a commutative W (k)-algebra R is
G(R) = 1R⊗W (k)M +R⊗W (k) Hom(M2,M1).
We have g := Lie(G) = Hom(M2,M1). It is easy to see that axioms (AX1)
and (AX2) hold for the triple (M,φ,G) (in connection to (AX2) one has to
take M = F 1 ⊕ F 0 such that we have F s = (F s ∩M1)⊕ (F
s ∩M2) for each
s ∈ {0, 1}). Moreover, the condition (i) of Theorem 6 holds.
Let nD1,D2 be the smallest non-negative integer for which the following
statement holds. If E is a p-divisible group over k equipped with a short
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exact sequence 0 → D2 → E → D1 → 0 whose truncation of level nD1,D2
splits, then the short exact sequence 0 → D2 → E → D1 → 0 splits.
The contravariant Dieudonne´ module of every p-divisible group E˜ over k
equipped with a short exact sequence 0→ D2 → E˜ → D1 → 0 is isomorphic
to (M, gφ, ϑg−1) for some arbitrary element g ∈ G(W (k)). Based on this one
easily checks that nD1,D2 = n
G
D (to be compared with [Va1, Lemma 3.2.2]).
For i ∈ N let Hom(D1[p
i], D2[p
i]) be the group scheme over k of homo-
morphisms from D1[p
i] to D2[p
i]. Let γD1,D2(i) := dim(Hom(D1[p
i], D2[p
i])).
One can naturally identify Hom(D1[p
i], D2[p
i])red with End(D)
g
red as well
as Aut(D[pi])Gred with 1D[pi] + Hom(D1[p
i], D2[p
i])red. Therefore γ
G
D(i) =
γD1,D2(i). Thus from Theorem 6 and Proposition 2 (c) we get that:
(i) If nD1,D2 > 0, then γD1,D2(1) < γD1,D2(2) < · · · < γD1,D2(nD1,D2).
(ii) The sequence (γD1,D2(i+1)−γD1,D2(i))i∈N is a decreasing sequence in
N and for i ≥ nD1,D2 we have γD1,D2(i) = γD1,D2(nD1,D2). Moreover we have
nD1,D2 ≤ nD1⊕D2 .
(iii) For integers l > i > 0, the image of the restriction homomorphism
Hom(D1[p
l], D2[p
l]) → Hom(D1[p
i], D2[p
i]) is finite if and only if l − i ≥
nD1,D2.
6.2 The filtered context
We assume that D has an increasing filtration F of the form
0 = D0 ⊂ D1 ⊂ · · · ⊂ Ds−1 ⊂ Ds = D.
Let Mi be the direct summand of M such that M/Mi defines the contravari-
ant Dieudonne´ module of Di. We have a decreasing filtration
0 =Ms ⊂ · · · ⊂M1 ⊂M0 = M.
Let G be the parabolic subgroup scheme of GLM that normalizes each Mj
with j ∈ {0, . . . , s}. We have g := Lie(G) = {e ∈ End(M)|e(Mj) ⊂Mj ∀j ∈
{0, . . . , s}}. It is easy to see that axioms (AX1) and (AX2) hold for the triple
(M,φ,G). Moreover, the condition (i) of Theorem 6 holds.
Let nF be the smallest non-negative integer for which the following state-
ment holds. If D′ is a p-divisible group over k equipped with an increasing
filtration F ′ of the form 0 = D′0 ⊂ D
′
1 ⊂ · · · ⊂ D
′
s−1 ⊂ D
′
s = D
′ whose trun-
cation of level nF is isomorphic to the truncation of level nF of F and whose
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factors D′j+1/D
′
j have the same dimension and codimension as Dj+1/Dj for
all j ∈ {0, . . . , s − 1}, then F ′ is isomorphic to F . The contravariant
Dieudonne´ module of each p-divisible group D′ equipped with an increas-
ing filtration F ′ of the form 0 = D′0 ⊂ D
′
1 ⊂ · · · ⊂ D
′
s−1 ⊂ D
′
s = D
′ whose
factors D′j+1/D
′
j have the same dimension and codimension as Dj+1/Dj for
all j ∈ {0, . . . , s − 1}, is isomorphic to (M, gφ, ϑg−1) for some arbitrary el-
ement g ∈ G(W (k)). Based on this one easily checks that nF = n
G
D (to be
compared with [Va1, Lemma 3.2.2]).
For i ∈ N, let AutF(D[p
i]) (resp. EndF(D[p
i])) be the group scheme of
automorphisms (resp. endomorphisms) of the filtered truncated Barsotti–
Tate group 0 = D0[p
i] ⊂ D1[p
i] ⊂ · · · ⊂ Ds−1[p
i] ⊂ Ds[p
i] = D[pi]. Thus
AutF(D[p
i]) (resp. EndF(D[p
i])) is a closed subgroup scheme of Aut(D[pi])
(resp. End(D[pi])) with the property that for a commutative k-algebra R
and for eR ∈ Aut(D[p
i])(R) (resp. eR ∈ End(D[p
i])(R)) we have eR ∈
AutF(D[p
i])(R) (resp. eR ∈ EndF(D[p
i])(R)) if and only if eR maps Dj [p
i]R
into itself for all j ∈ {0, . . . , s}. Each AutF(D[p
i]) is an open (as well as
closed) subscheme ofEndF(D[p
i]) and thus we can define γF(i) := dim(AutF (D[p
i])) =
dim(EndF(D[p
i])). It is easy to see that AutF(D[p
i])red = Aut(D[p
i])Gred and
EndF(D[p
i])red = End(D[p
i])gred. Thus γF(i) = γ
G
D(i). From Theorem 6 and
Proposition 2 (c) we get that:
(i) If nF > 0, then we have γF(1) < γF(2) < · · · < γF(nF).
(ii) The sequence (γF(i+1)−γF (i))i∈N is a decreasing sequence in N and
for i ≥ nF we have γF(i) = γF(nF ). Moreover we have nF ≤ nD.
(iii) For integers l > i > 0, the image of the restriction homomorphism
EndF(D[p
l])→ EndF(D[p
i]) is finite if and only if l − i ≥ nF .
(iv) If i ≥ 2nF is an integer, then the unipotent group AutF(D[p
i])0red is
commutative.
6.3 The principally quasi-polarized context
LetDt be the Cartier dual ofD. We assume that there exists an isomorphism
λ : D → Dt such that the perfect bilinear form ψ : M × M → W (k)
associated naturally to λ is symmetric (resp. is alternating). If p = 2 and ψ
is symmetric, we also assume that ψ modulo 2 is alternating. We refer to λ
as a symmetric principal (resp. a principal) quasi-polarization of D.
We have c = d > 0. Let G := SO(q), where q : M → W (k) is the
quadratic form defined by the rule q(x) = 1
2
ψ(x, x) (resp. let G := Sp(M,ψ)).
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The group scheme G is Gm (resp. is SL2) if d = 1 and it is semisimple if
d > 1 (see [Va5, Subsect. 3.1 and Prop. 3.4] for the case when p = 2 and ψ
is symmetric). It is easy to see that axioms (AX1) and (AX2) hold for the
triple (M,φ,G).
Let nD,λ be the smallest non-negative integer n for which the follow-
ing statement holds: if (D′, λ′) is another p-divisible group of dimension
d over k equipped with a symmetric principal (resp. with a principal)
quasi-polarization such that (D′[pn], λ′[pn]) is inner isomorphic (resp. is iso-
morphic) to (D[pn], λ[pn]), then (D′, λ′) is isomorphic to (D, λ). Here, in
the case when ψ is symmetric, by an inner isomorphism (D′[pn], λ′[pn]) →
(D[pn], λ[pn]) we mean an isomorphism defined at the level of Dieudonne´
modules by an isomorphism (M/pnM,φn, ϑn, qn) → (M
′/pnM ′, φ′n, ϑ
′
n, q
′
n),
where the left lower indexes n mean reduction modulo pn.
We always have nD,λ ≥ 1. We have n
G
D = 0 if and only if d = 1 and
ψ is symmetric. If nGD ≥ 1, it is well known that nD,λ = n
G
D (if ψ is
alternating, see [Va2, Example 4.5]; the symmetric case is similar). For
i ∈ N, let γD,λ(i) be the dimension of the group scheme Inn(D[p
i], λ[pi])
(resp. Aut(D[pi], λ[pi])) of inner automorphisms (resp. of automorphisms) of
(D[pi], λ[pi]), where Inn(D[pi], λ[pi]) is some subgroup scheme of Aut(D[pi])
whose k-valued points are the inner automorphisms defined above. It is easy
to see that Inn(D[pi], λ[pi])red = Aut(D[p
i])Gred (resp. Aut(D[p
i], λ[pi])red =
Aut(D[pi])Gred). Thus γD,λ(i) = γ
G
D(i).
If p > 2, then G admits a Cayley transform of the form g 7→ (1M−g)(1M+
g)−1 and thus Theorem 6 applies. In particular, for p > 2 and d > 1 (resp.
for p > 2) we have nD,λ = n
G
D ≤ nD. If p = 2 and d > 1 (resp. if p = 2), then
from Proposition 3 (b) we get the weaker fact that nD,λ = n
G
D ≤ nD + 1.
If p > 2 and d > 1 (resp. if p > 2), then from Theorem 6 we also get that:
(i) We have γD,λ(1) < γD,λ(2) < · · · < γD,λ(nD,λ).
(ii) The sequence (γD,λ(i+ 1)− γD,λ(i))i∈N is a decreasing sequence in N
and for i ≥ nD,λ we have γD,λ(i) = γD,λ(nD,λ).
(iii) For integers l > i > 0, the restriction homomorphism Inn(D[pl], λ[pl])
→ Inn(D[pi], λ[pi]) (resp. Aut(D[pl], λ[pl]) → Aut(D[pi], λ[pi])) has a finite
image if and only if l − i ≥ nD,λ.
(iv) If i ≥ 2nD,λ is an integer, then the unipotent group Inn(D[p
i], λ[pi])0red
(resp. Aut(D[pi], λ[pi])0red) is commutative.
The notations of the appendices below will be independent from the pre-
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vious notations of the paper.
7 Appendix A: affine group schemes over dis-
crete valuation rings
Let R be an arbitrary discrete valuation ring. Let K be the field of fractions
of R and let π be a uniformizer of R. Let k := R/(π) be the residue field of R.
LetH = SpecQ be a flat, affine group scheme over SpecR. Let J = SpecQ/I
be a closed subgroup scheme of Hk; thus I is an ideal of Q which contains
Qπ. Let Q′ be the R-subalgebra of Q[ 1
π
] generated by all elements of the form
x
π
with x ∈ I; it contains Q. See [BLR, Ch. 3, Sect. 3.2] for dilatations. The
dilatation of H centered on J is the flat, affine group scheme H ′ = SpecQ′
over SpecR. One has the following two properties (they follow directly from
the very description of Q′; see [BLR, Ch. 3, Sect. 3.2, Props. 1, 2, and 3]):
(i) there exists a homomorphism f : H ′ → H that corresponds to the
R-monomorphism Q →֒ Q′;
(ii) a morphism g : X → H of flat SpecR-schemes factors through H ′
if and only if the morphism gk : Xk → Hk factors through J , and the
factorization is unique if it exists.
By applying (ii) with X a SpecK-scheme, we get that fK is an isomor-
phism of SpecK-schemes that corresponds to the identity Q[ 1
π
] = Q′[ 1
π
]. If
H and J are smooth, then H ′ is also smooth (cf. loc. cit.). If H˜ is a flat,
closed subgroup scheme of H and if J˜ := J ∩ H˜k, then the dilatation H˜
′ of
H˜ centered on J˜ comes equipped with a homomorphism H˜ ′ → H ′ (cf. (ii)).
It is easy to see (cf. loc. cit.) that:
(iii) the homomorphism H˜ ′ → H ′ is a closed embedding.
Let V be a finite dimensional K-vector space. By an R-lattice of V we
mean an R-submodule of V generated by a K-basis of V . Let M and M ′ be
two lattices of V such that we have πM ′ ⊂ M ⊂ M ′. We consider a direct
sum decomposition M = F 1 ⊕ F 0 into free R-modules such that we have
M ′ = π−1F 1 ⊕ F 0. Let λ : Gm → GLV be the cocharacter defined by the
rule: t ∈ Gm(K) fixes F
0[ 1
π
] and acts as the multiplication by t−1 on F 1[ 1
π
].
Let G be a closed subgroup scheme of GLV . Let GM and GM ′ be the
schematic closures of G in GLM and GLM ′ (respectively); they are flat,
41
affine group schemes over SpecR. Let GM,M ′ be the schematic closure of G in
GLM ×RGLM ′ embedded diagonally into the generic fibre ofGLM ×RGLM ′ .
Example Suppose G = GLV . Then GM = GLM , GM ′ = GLM ′, and we
claim that GM,M ′ is the group scheme H over SpecR that represents the
functor of automorphisms of the pair of R-linear maps M
ι
//M ′
π
oo , where
ι : M →֒ M ′ is the inclusion. As λ(π−1) maps M ′ isomorphically onto M ,
H is isomorphic to the group scheme Aut(ι1, ι2) over SpecR that represents
the functor of automorphisms of the pair of R-linear maps M
ι1
//M
ι2
oo , where
ι1 : M →֒ M and ι2 : M →֒ M map (x, y) ∈ F
1 ⊕ F 0 = M to (πx, y)
and (x, πy) (respectively). For a commutative R-algebra S, we write an
S-linear endomorphism of S ⊗R (F
1 ⊕ F 0) in the form
(
s t
u v
)
, where s ∈
End(S ⊗R F
1), t ∈ Hom(S ⊗R F
0, S ⊗R F
1), u ∈ Hom(S ⊗R F
1, S ⊗R F
0),
and v ∈ End(S ⊗R F
0). The subgroup Aut(ι1, ι2)(S) of GLM(S)×GLM(S)
is formed by all pairs of the form (
(
s t
πu v
)
,
(
s πt
u v
)
) which are invertible. From
this it follows that H is flat (in fact even smooth) and thus it is GM,M ′. The
description of the subgroups Aut(ι1, ι2)(S) also implies that the following
three properties hold:
(a) the first projection homomorphism Aut(ι1, ι2)→ GLM and thus also
GLM,M ′ → GLM is the dilatation ofGLM centered on the parabolic subgroup
Pk of GLM/πM that normalizes the k-vector subspace πM
′/πM = F 1/πF 1
of M/πM ;
(b) similarly, the second projection homomorphism Aut(ι1, ι2) → GLM
(resp. GLM,M ′ → GLM ′) is the dilatation of GLM (resp. of GLM ′) cen-
tered on the parabolic subgroup P ′k of GLM/πM (resp. of GLM ′/πM ′) that
normalizes the k-vector subspace F 0/πF 0 of M/πM (resp. of M ′/πM ′);
(c) the special fibre Aut(ι1, ι2)k (and thus also Hk) is connected.
From this Example and the property (iii) we get directly that:
Fact 3 In general, the homomorphism GM,M ′ → GM is the dilatation of GM
centered on GM,k∩Pk and the homomorphism GM,M ′ → GM ′ is the dilatation
of GM ′ centered on GM ′,k ∩ P
′
k.
We also consider the intersection G∗M,M ′ := (GM ×R GM ′) ∩ GLM,M ′
taken inside GLM ×RGLM ′. We have a closed embedding homomorphism
h : GM,M ′ → G
∗
M,M ′ whose generic fibre is an isomorphism.
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Definition 3 We say that G is well positioned with respect to (M,M ′) if
GM,M ′ = G
∗
M,M ′, i.e. h is an isomorphism (equivalently, G
∗
M,M ′ is flat).
For n ∈ N∗ let hn := h(R/(π
n)) : GM,M ′(R/(π
n))→ G∗M,M ′(R/(π
n)). If G
is well positioned with respect to (M,M ′), then each hn is an isomorphism.
Fact 4 We assume that k is algebraically closed and GM,M ′ is smooth. If h1
and h2 are isomorphisms, then G is well positioned with respect to (M,M
′).
Proof: By the fiberwise criterion of flatness, it suffices to check that the
special fibre hk : GM,M ′,k → G
∗
M,M ′,k of h is an isomorphism. Since hk is a
bijection (as h1 is an isomorphism) and it induces an isomorphism dhk at the
level of Lie algebras (as h2 is an isomorphism), it is a closed embedding with
smooth source and target. Thus, hk is an isomorphism. 
Proposition 4 If G is normalized by λ, then G is well positioned with respect
to (M,M ′).
Proof: We will use the theory of dynamically defined (see [CGP, Sect. 2.1])
closed subgroup schemes U∗(−λ), Z∗(λ), and U∗(λ) of ∗, where ∗ stands for
an affine group scheme over either SpecK or SpecR normalized by λ or by
some extension of λ to a cocharacter over SpecR. For example, Z∗(λ) is the
scheme theoretic centralizer of λ (or of some extension of it over SpecR) in
∗, while U∗(λ) and U∗(−λ) are unipotent subgroup schemes of ∗, which for
∗ = GLV are obtained naturally from theK-vector spaces Hom(F
1[ 1
π
], F 0[ 1
π
])
and Hom(F 0[ 1
π
], F 1[ 1
π
]) (respectively).
The product open embedding UGLV (−λ)×KZGLV (λ)×KUGLV (λ) →֒ GLV
defines the “big cell” of GLV . Its intersection with G is the “big cell” CG :=
UG(−λ) ×K ZG(λ) ×K UG(λ) of G, cf. [CGP, Prop. 2.1.8 and Rm. 2.1.11].
The “big cell” notion extends to smooth affine group schemes over R (cf.
loc. cit.) and the special fibre of GLM,M ′ lies in the big cell. When we
consider the big cell CM ×R CM ′ of GLM ×RGLM ′, it is easy to see that
we have corresponding decompositions for GM , GM ′, and GM,M ′ and thus
also for G∗M,M ′ = (GM ×R GM ′) ∩GLM,M ′. For instance for GM , if CGM is
the schematic closure of CG in CM , then the closed embedding morphism
j : CGM →֒ GM ∩CM between flat SpecR-schemes is an isomorphism as jK is
an isomorphism; but CGM is a product UGM (−λ)×R ZGM (λ)×R UGM (λ) (as
its generic fibre CG and CM are such products) and thus we get the product
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decomposition GM ∩ CM = UGM (−λ) ×R ZGM (λ) ×R UGM (λ) into SpecR-
schemes which are flat as GM is so. Thus it suffices to check the flatness of
G∗M,M ′ for each one of the three factors of its open subscheme big cell.
The Z(λ) factor. We have ZG(λ) ⊂ GLF 0[ 1
pi
]×KGLF 1[ 1
pi
]. Its schematic
closures in GM and GM ′ are ZGM (λ) and ZGM′ (λ) (respectively) and can be
identified with the schematic closures of ZG(λ) in ZGLM (λ) = GLF 1 ×RGLF 0
and ZGLM′ (λ) = GLπ−1F 1 ×RGLF 0 (respectively). As GLF 1 = GLπ−1F 1 ,
ZG∗
M,M′
(λ) is the intersection of the product of these last schematic closures
with the diagonal of ZGLM (λ) ×R ZGLM′ (λ) and this intersection is flat and
can be identified with both ZGM (λ) and ZGM′ (λ).
The U(λ) factor. We have UGLM (λ) = Hom(F
1, F 0) and UGLM′ (λ) =
Hom(π−1F 1, F 0) (here underlying means the group scheme functor asso-
ciated to a module). Moreover UGLM,M′ (λ) is the graph of the restriction
homomorphism φ : Hom(π−1F 1, F 0) → Hom(F 1, F 0). But φ sends the
schematic closure UGM′ (λ) of UG(λ) in Hom(π
−1F 1, F 0) to the schematic clo-
sure UGM (λ) of UG(λ) inHom(F
1, F 0). Thus again the intersection UG∗
M,M′
(λ)
of the product of these schematic closures with the graph of φ is flat and in
fact it is isomorphic to UGM′ (λ).
The U(−λ) factor. The argument for this is similar to the one in the
previous paragraph and in fact we have UG∗
M,M′
(−λ) = UGM (−λ). 
8 Appendix B: properties of exp and log maps
for matrices in p-adic contexts
Let p be a prime. Let K be a field of characteristic 0 complete with respect
to an ultrametric absolute value | | : K → R. We extend | | to an absolute
value on an algebraic closure K¯ of K, denoted also by | |. We assume that
the residue characteristic of K is p and let q := |p|
1
p−1 ∈ (0, 1). Let n ∈ N∗
and let In be the identity matrix of Mn(K) or Mn(K¯). By the norm of a
matrix X = (xi,j)1≤i,j≤n ∈Mn(K¯) we mean
||X|| := max{|xi,j ||1 ≤ i, j ≤ n} ∈ [0,∞).
Let ρ(X) (denoted ||X||sp in some papers) be the spectral radius of X , i.e.
the maximum of the absolute values of the eigenvalues of X in K¯. We
can conjugate X to an upper triangular matrix whose entries off the main
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diagonal have arbitrarily small absolute values. Thus if ρ(X) > 0, then we
can conjugate X so that we have ||X|| = ρ(X) and if ρ(X) = 0, then we
can conjugate X so that its norm is arbitrarily small. The series e1(X) =∑∞
n=1
Xn
n!
and exp(X) = In + e1(X) converge if ρ(X) < q and the series
l1(X) = log(In + X) =
∑∞
n=1
(−1)n−1
n
Xn converges if ρ(X) < 1. From [Bo,
Ch. II, Sect. 8, Prop. 4] and our conjugation statements, we get that e1 and
l1 define inverse bijections on Bn := {X ∈Mn(K)|ρ(X) < q}.
Proposition 5 Let G be an algebraic subgroup of GLn,K. Then we have
inverse bijections {ζ ∈ Lie(G)|ρ(ζ) < q}
exp
//{g ∈ G(K)|ρ(g − In) < q}
log
oo .
Proof: For ζ ∈ Mn(K) with ρ(ζ) < q we have to check that ζ ∈ Lie(G) if
and only if exp(ζ) ∈ G(K).
To check the only if part, we recall that we have a formal exponential
exp(Tζ) in G(K[[T ]]) (cf. [DGa, Ch. II, Sect. 6, Subsect. 3]). By Subsub-
section 3.3 of loc. cit., it is given by the usual exponential series for GLn,K ,
hence the spectral radius condition gives that exp(Tζ) and exp(−Tζ) are
matrices with coefficients in the ring K{T} of restricted formal power series.
Thus exp(Tζ) ∈ G(K[[T ]]) ∩GLn(K{T}) = G(K{T}) and by evaluating at
T = 1 we get that exp(ζ) ∈ G(K).
We now check the if part. We have exp(Tζ) ∈GLn(K{T}) and it belongs
to G(K) when evaluated at T = 1 and thus at each T ∈ Z. Hence every
equation for G in GLn,K evaluated at exp(Tζ) is an element in K{T} with
infinitely many zeros inK and thus it is 0, cf. Weierstraß preparation theorem
for K{T}. Thus exp(Tζ) ∈ G(K{T}) ⊂ G(K[[T ]]) and by evaluating its
derivative at T = 0 we get that ζ ∈ Lie(G). 
Remark Proposition 6 and its proof extend to the case when the residue
field of K has characteristic 0 provided we take q = 1.
8.1 Applications to rings of Witt vectors
Let A be a reduced Fp-algebra. Let W (A) be the ring of (p-typical) Witt
vectors with coefficients in A. Let F and V be the Frobenius and the Ver-
schiebung maps of W (A). Let m ∈ N∗. Let Wm(A) := W (A)/V
m(W (A)).
For X = (xi,j)1≤i,j≤n ∈ Mn(W (A)) and l ∈ N, let πl(X) = (xl,i,j)1≤i,j≤n ∈
Mn(A) be the matrix of the l-th Witt components of the entries of X ; thus
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xi,j = (x0,i,j, x1,i,j, . . .) ∈ W (A). For s ∈ N
∗, let
Σs = {X ∈Mn(W (A))|π0(X)
s = 0} and Σ1,s = V (Σs).
For a ∈ N∗ we have a sequence of inclusions
Σ1,1 ⊂ Σ1,2 ⊂ · · · ⊂ Σ1,n = Σ1,n+a ⊂ Σ1 ⊂ Σ2 ⊂ · · · ⊂ Σn = Σn+a.
Moreover, Σ1 = V (Mn(W (A))) and Σ1,1 = V
2(Mn(W (A))).
As A is reduced, W (A) is torsion free and thus expressions of the form y
d
are uniquely determined if they make sense (here y ∈ W (A) and d ∈ N∗).
The V -adic filtration is compatible with the multiplication, i.e. we have
V a(W (A))V b(W (A)) ⊂ V a+b(W (A)) for all a, b ∈ N. Also we recall that
V (x1) · · ·V (xd) = p
d−1V (x1 · · ·xd) for all d ∈ N
∗ and x1, . . . , xd ∈ W (A).
Moreover, as V is additive, these properties extend to matrices inMn(W (A)).
Proposition 6 Let Σ be either Σs for p > 2 and 1 ≤ s ≤
p−1
2
or Σ1,t for p
arbitrary and t ∈ N∗. Then the following three properties hold:
(a) For v ∈ N∗ the rule X 7→ X
v
v!
sends Σ to Σ.
(b) The partial sums of the series e1(♭) =
∑∞
v=1
♭v
v!
and l1(♭) =
∑∞
v=1
(−1)v−1
v
♭v
send Σ to Σ and converge V -adically to maps e1 : Σ → Σ and l1 : Σ → Σ
which are inverse to each other.
(c) For l ∈ N the entries of πl(e1(X)) and πl(l1(X)) are polynomials
with coefficients in Fp in the entries of πl˜(X) with l˜ ∈ {0, . . . , l}. Thus if
Σ[m] := Im(Σ → Mn(Wm(A))), then e1 and l1 induce inverse bijections
Σ[m]
e1
//Σ[m]
l1
oo which commute with the conjugation by GLn(Wm(A)).
Proof: We have V (X)
v
v!
= p
v−1
v!
V (Xv) and ordp(v!) ≤
v−1
p−1
and thus the rule
X 7→ X
v
v!
sends Σ1 to Σ1 and Σ1,t is preserved. If v ≥ td (resp. v ≥ td + 1),
then the rule X 7→ X
v
v!
sends Σ1,t to V
d(Σ1) (resp. to V
d(Σ1,t)).
If p > 2 and X ∈ Σs with s ≤
p−1
2
, we can write X
p−1
2 = V (Y ) and thus
Xp−1
p
= V (Y 2) ∈ Σs; as
T v
v!
is cT a(T
p−1
p
)b for some c ∈ Z(p), a ∈ {0, . . . , p−1},
and b ∈ N, we get that X
v
v!
∈ Σs. If v ≥ (p−1)(d+1), then the rule X 7→
Xv
v!
sends Σs to V
d(Σ1). Thus (a) and the first part of (b) hold.
The fact that e1 is inverse to l1 can be reduced to the case when A is
a perfect field k in which case Proposition 5 applies with K = W (k)[1
p
],
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Σs ⊂ {X ∈ Mn(K) = Lie(GLn,K)|ρ(X) ≤ |p|
1
s} ⊂ Bn, and Σ1,t ⊂ {X ∈
Mn(K) = Lie(GLn,K)|ρ(X) ≤ |p|
t+1
t } ⊂ Bn. Thus the second part of (b) also
holds. Part (c) follows directly from the above facts on X 7→ X
v
v!
. 
Let P be a finitely generated, projective Wm(A)-module. If P is free
of rank n, we can speak about ΣP ⊂ End(P ) and about inverse bijections
ΣP
e1
//ΣP
l1
oo which can be identified with Σ[m]
e1
//Σ[m]
l1
oo with respect to each
isomorphism P → Wm(A)
n of Wm(A)-modules. These inverse bijections
make sense for all P (without assuming their freeness) via a natural sheafi-
fication process (there exists a finite open cover SpecA = ∪ui=1 SpecAfi such
that Wm(Afi)⊗Wm(A) P is free for all i ∈ {1, . . . , u}; here each fi ∈ A).
Fact 5 (a) If P is a finitely generated, projective Wm(A)-module and Q is
a direct summand of P and if x ∈ ΣP is such that x(Q) ⊂ Q, then we have
e1(x)(Q) ⊂ Q and l1(x)(Q) ⊂ Q.
(b) If φ : P1 → P2 is a Wm(A)-linear map between finitely generated,
projectiveWm(A)-modules and if x1 ∈ ΣP1 and x2 ∈ ΣP2 are such that x2◦φ =
φ ◦ x1, then we have e1(x2) ◦ φ = φ ◦ e1(x1) and l1(x2) ◦ φ = φ ◦ l1(x1).
Proof: Locally in the Zariski topology of SpecA, to prove (a) we can assume
that P is free and Q is generated by a subset of a Wm(A)-basis for P . It
is clear from the definitions that e1 and l1 preserve block upper triangular
matrices of the form
(
⋆ ⋆
0 ⋆
)
and therefore (a) holds. Part (b) follows from (a)
applied to the direct summand of P1 ⊕ P2 which is the graph of φ. 
8.2 The perfect field case
Let now A be a perfect field k of characteristic p. Let B(k) := W (k)[1
p
].
Let M be a free W (k)-module of finite rank. For x ∈ End(M), let x¯ ∈
End(M/pM) be its reduction modulo p. Let G be a flat, closed subgroup
scheme of GLM . Let g := Lie(GB(k)) ∩ End(M); thus g/p
mg embeds in
End(M/pmM) for every m ∈ N∗. We define Σ subsets Σ(M) of End(M) via
the rules: if Σ = Σs, then Σ(M) := {x ∈ End(M)|x¯
s = 0} and if Σ = Σ1,t,
then Σ(M) := p{x ∈ End(M)|x¯t = 0}.
Proposition 7 (a) For every Σ as in Proposition 6, the exp and log induce
inverse bijections g ∩ Σ(M) ⇄ {g ∈ G(W (k))|g − 1M ∈ Σ(M)} which in
turn induce for each m ∈ N∗ inverse bijections between the image Σg[m] of
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g∩Σ(M) in g/pmg and the image ΣG[m] of {g ∈ G(W (k))|g− 1M ∈ Σ(M)}
in G(Wm(k)).
(b) If (M,φ, ϑ) is the Dieudonne´ module of a p-divisible group D over k
(thus φ : W (k) ⊗F,W (k) M → M and ϑ : M → W (k) ⊗F,W (k) M are W (k)-
linear maps such that φ ◦ϑ and ϑ◦φ are the multiplication by p) and if em ∈
Σg[m] is the crystalline realization of an endomorphism of D[pm] (i.e. is an
endomorphism of (M,φ, ϑ) modulo pm), then exp(em) and log(1M/pmM + em)
are crystalline realizations of endomorphisms of D[pm].
Proof: As V (W (k)) = pW (k), part (a) follows from Propositions 5 and 6.
Part (b) follows from Fact 5 (b) applied to the reductions modulo pm of φ
and ϑ. 
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