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(i) 
SYNOPSIS 
An elastic structure carrying a rigid tank containing a liquid 
with a free surface is considered. Autoparametric interaction 
between the vibrating structure modes and the liquid sloshing modes 
is investigated theoretically and experimentally when the system 
possesses two, three ann. four degrees of freedom. 
The mathematical model for two structure modes interacting with 
the liquid free surface modes inside the tank is formulated. The 
resulting governing equations are coupled through inertial nonlinear 
terms. 	This coupling is significant since it determines the 
behaviour of the system under internal resonance conditions. The 
asymptotic expansion method due to Struble has been used to give an 
approximate solution of the governing equations. The method 
predicts the autoparanietric conditions (under which the response 
of the system has been examined). 	The response of the system is 
obtained analytically and numerically in the neighbourhood of the 
internal resonance conditions. Under the principal internal resonance 
condition (i.e. when one of the normal mode frequencies is twice one 
of the other mode frequencies), the system possesses a steady-state 
solution. Under the summed or difference internal resonance conditions 
(i.e. one of the normal mode frequencies equals the sum or difference 
of another two mode frequency) the system does not achieve a constant 
amplitude steady-state response. 
Experimental investigations confirm the possible existence of 
most of the internal resonance conditions considered in the analytical 
study, however theoretical amplitude-frequency response curves are 
rather higher than the experimental results. Experiments showed that 
other kinds of instabilities occur when the liquid free surface exhibits 
(ii) 
rotational flow at a forcing frequency just above twice the liquid 
antisymmetric sloshing frequency. Under autoparametric resonance 
conditions of four mode interaction experimental observations showed 
that the system is severely unstable and structure failure could 




Containers partially filled with liquid and supported by an 
elastic structure constitute a complex dynamic system and the 
analysis of their response to various types of excitations is 
rather complicated. These types of structure are found in many 
practical applications such as elevated water tanks, fuel or cargo 
tanks of automotive vehicles and liquid propellent space vehicles. 
The dynamic behaviour of the fluids and their influence upon the 
surrounding structures have received a wide range of theoretical 
and experimental investigation, and in the following sections the 
main outline of the results of these studies are reviewed. 
1.1 Liquid Dynamics in Stationary Structures: 
Liquid sloshing and its interaction with its structural 
system have interested civil engineers and seismologists studying 
the performance of oil tanks, water reservoirs and elevated water 
tanks during earthquakes. Steinbrugge and Moran[S1 
21* 
showed that 
the damage that occurred to water tanks and reservoirs in Sacramento, 
California, in 1954 was a result of resonance occurrence between 
the oscillations of the ground motion - caused by the earthquake - 
and the natural frequency of the water. 
During the Chilean earthquakes of May 1960, a number of 
elevated.'rater tanks were badly damaged but others survived without 
*Numbers in brácke's [ ] refer to references in the Bibliography. 
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[H8] i 
damage. Housner 	, n treating the dynamic analysis of these 
tanks, took into account the motion of the water relative to the 
tank as well as the motion of the tank relative to the ground. 
He showed that the forces exerted on the tank by the water as a 
result of a horizontal ground acceleration are of two kinds: 
one is the inertia force of a mass Mr  attached rigidly to the tank 
wall, and the other called the sloshing force resulting from the 
free water oscillations. The latter force is the same as would 
be exerted by a mass M 1 oscillating horizontally against a 
restraining spring as shown in Fig. (i.i). 	The mass M51 and its 
associated spring are equivalent to the fundamental mode of water 
free surface oscillation, which is the important mode for most 
earthquake problems. 
The technique of equivalent mechanical models is a very 
useful mathematical tool in solving the complete dynamic problem 
of a system containing liquid. 	Graham', in 1951, developed an 
equivalent pendulum to represent the free surface oscillations of a 
fluid in a stationary tank. At the same time Graham and Rodrigues 1 
established another model consisting of a sloshing point mass, 
attached with springs to the tank wall at a specified depth, and a 
fixed rigid mass. The principles of constructing a mechanical model 
• are taken in the sense that the tasses, damping constants, moments 
of inertia, centre of gravity, modes of oscillations, forces and 
moments are completely equivalent to the physical system. Other 
modified eouivalent models are found in details in reference [A2]. 
[c5,N2] 
For a time civil engineers indicated in several analyses 
that ground motions might be idealised ordinarily as horizontal, 
i.e. the vertical component could be neglected for the calculation of 
-3- 
Fig(I.1 )Housner Equivalent 
Mechanical System For 
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Fig.(1.2) Saturn-i Fuel Slosh Instability (ref. A2) 
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hydrodynamic pressures without introducing undue errors. Yet, 
a recent paper by Chopra [c8] has yielded surprisingly high values 
of the hydrodynamic pressures due to vertical ground acceleration. 
[N2] 
Another analysis 	indicates the decisive influence of the 
direction of travel of earth waves relative to the dam. When the 
ground motion travels towards the structure, pressures may reach 
several times the values predicted under the assumption that the 
motion reaches the bottom simultaneously. They are many times 
smaller when the earth waves travel away from the dam. 
More recently, Newmark and Rosenolueth 
[.N2]  have shown that 
earthquake disturbances cause essentially two types of hydrodynamic 
response: compression waves and surface waves. The influence of 
each type on the behaviour of a structure is governed by the range 
of frequencies involved. They found that in most cases one type 
of phenomena is significant and the other can be ignored. However, 
practically the entire hydrodynamic phenomenon in tanks is associated 
with surface waves which occur at low frequencies. 
1.2 Liquid Behaviour in Moving Tanks 
More recently, with the advent of the jet age, the effects 
of fuel motion in tanks of some high speed aircraft and large space 
vehicles have been included in the dynamic stability studies. Since 
the 1950's an active technical interest has been devoted to this 
subject and the exponential increase in the number of reports and 
papers on this problem is a reflection of this trend [A2,clo]  
The tendency in modern space technology is towards a continuous 
increase in the size of space vehicles, consequently both the fundamental 
bending frequencies and the natural frequencies of the liquid 
propellent become become lower. The liquid sloshing is mainly a problem 
during the launch stage since the fuel and oxidizer of the liquid 
propellent boosters represents at least 90% of the total mass of 
the vehicle. The oscillations of the free surface of the propellent 
exert forces and moments on the missile and may couple with the 
control system dynamics or the structure system dynamics. 	Such 
coupling may cause dynamic instabilities or structural failure. 
Severe oscillations occur when the excitation frequency lies in the 
neighbourhood of the lower mode of the fluid oscillation. Abramson [A2] 
reported an actual example taken from telemetry records of an early 
Saturn-I, Configuration: A, flight. 	Figure (1.2) shows the liquid 
propellent slosh amplitude in one of the outer LOX tanks against the 
vehicle angular' velocity in roll. 	The cause of the observed 
oscillations (at t = 100 sec) was attributed to a phase lag in the 
filter network of the roll control loop that exhibited itself near 
the frequency of the first rotational mode of that vehicle. 
The cancellation or reduction of the deleterious effects of 
liquid sloshing is the main target of design engineers in the 
preliminary design stage. The engineering solution consists of 
building into the fuel and oxident tanks a system of mechanical 
baffles or subdividing the tanA2]. Bisplinghoff and Douglass[B9] 
gave an account $ilowing the influence of tank compartmentation on 
the fuel sloshing frequency and the first bending mode frequency 
of its structure. 	This relationship is resketched in Fig. (1.3). 
The liquid sloshing characteristics of various tank geometries, 
in different orientations and excitations have been the subject of 
a wide range of studies. 	The following are the classifications of 
the kinds of liquid motion which can occur in large liquid propellent 
tanks [Al, 2] 
.6-. 
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Liquid Free Surface Contour Lines 
ci) First Mode 	b) Second Mode 
i) Lateral Sloshing (or Normal Sloshing): resulting from 
translational or pitching excitation of the tank. The 
most important mode of this kind is the first antisymmetric, 
Fig. (I.4a). 
Parametric (or Vertical) Sloshing: is the response of the 
liquid free surface when its container vibrates vertically. 
Such motion is characterised primarily by symmetric modes, 
Fig. (I.4b). 
Rotational (Swirl) Sloshing: During translational excitation 
of a partially filled tank at a frequency near the natural 
frequency of the first antisymmetric mode the liquid exhibits 
a rotational motion (as a type of beating about the tank 
logitudinal axis). The mechanism that causes rotary 
fluid motion is a nonlinear coupling of fluid motions 
parallel with ardperpendicular to the excitation plane, 
Fig. (I.4c). 
Vortex Formation: occurs during the draining of propellant 
from the tank. The vortex or rotational flow surrounds a 
hollow core and consequently causes a remarkable decrease 
in the flow rate by reducing the effective cross-sectional 
* 	 area of the drain outlet, Fig. (I.4d). 
Surface Spray (Spatial Resonance): a development of a 
dense spray of small droplets at the liquid-free surface 
as a result of high frequency rigid body excitation or 
elastic spatial vibration, Fig. (I.4e). 
Dome Impact: under the conditions of abrupt thrust cut-off 
while the rocket is in flight, impact of liquid propellant 
against the opposing tank bulkhead can occur. 
-10- 
Low Gravity Phenomena: under conditions of nearly zero 
gravity- in orbital or interplanetary flight - the liquid 
behaviour is governed, primarily by surface tension (and 
viscous) forces rather than by inertial forces and may be 
orientated randomly within the tank depending essentially 
upon wetting ch&racteristics on the tank wall, Fig. (I.4f). 
Docking Impact: liquid impact upon a tank buhead arising 
from docking or other manoeuvres in space flight, when the 
liquid is initially controlled by low gravity conditions. 
The first two types of fluid motion are the most significant 
for the subject of the present thesis, therefore, the main dynamic 
characteristics involved are reviewed in some detail. 
1.3 Dynamics of Lateral Slosh: 
Mathematical models for describing the free surface oscillations 
of the fluid under lateral excitation have been quite well developed 
so that there is now a relatively complete body of theoretical work 
available, well-supported by experimental resuits2]. The linear 
theory has been developed on the assumption of irrotational flow in 
an incompressible and inviscid fluid. These assumptions led to the 
representation of the velocity vector as a gradient of velocity 
potential. The velocity potential is consequently obtained by 
solving Laplace's equation - i.e. the equation of continuity for 
incompressible flow - and satisfying the boundary conditions. Having 
obtained the velocity potential function the fluid dynamic characteristics 
such as pressure distribution, forces, and moments can be easily 
determined. 
Confining our attention to a circular cylindrical tank with 
a flat bottom, the natural frequencies and mode shapes of the free 
surface of the liquid are found to be [H12]  
2 	_mng  
= 	a 	
tan1i(h/a) 	 (.i) 




a 	= radius of the tank 
h 	= fluid depth 
g 	= gravitational acceleration 
= zeros of the first derivative of the Bessel function IM 
of the first kind 3 (cn) = 
A 	= constant depending on the initial conditions of the 
free surface of the fluid. 
It is clear from Fig. (111.2) that most of the change in 
frequency o occurs for shallow liquid depths. 	Fig. (1.5) shows
mn 
the contour lines of the free surface for the first and second modes 
] as given by Lamb [Li . These lines meet the boundary at right angles 
anO, the simple harmonic oscillations of the fluid particles take 
place in straight lines perpendicular to the plane of the contour 
lines. 
In forced 'sinusoidal excitation 8 0cosQt, the velocity 
potential function Ls given by the expression, 
(z+h)/a]j.. 
= -QScos(Qt) cos6 r 	
2a 	Q2 	
J1 (r/a) cosh[ 
Lw 2 	2 1i J 	ff cosh(h/a) n=1 	-1 w -Q 1m in 	in 
. . . . . . (i.) 
The surface wave height is obtained by substituting (1.3) in the 
Bernoulli equation [A4]  
Ft- gz -= c(t) 	 (1.4) 
where c(t) is an arbitrary function of time. 




2 	;r (r/a) J 
r +(P2 2a 	2 j ° 	sin( ~t) c 
n-=1 - 1 - 	 i in in m 
The total force exerted by the fluid onto the walls can be determined 
by the integration P.dA where P is expressed in terms oft, using 
(1.3) and (1.4). 	Along e = 0 the force is found to be [A4]; 
FX 	 (1~1
= SQ?sinQtj 1 
+ 	 (. _Q 	 2 	
an(h/a) 
th 	 2 (c n=1 	w2 Q -i) 
. . . . . . (1.6) 
where '5 0 = amplitude of excitation. 
Q = forced frequency. 
= total mass of the fluid. 
Equation (1.5) indicates that when the driving frequency Q 
approaches any sloshing frequency w 1 becomes arbitrary large. InIn 
such a case, these solutions are not valid due to the neglect of 
fluid damping and other nonlinear effects. 	Pig. (1.6) is a typical 
-r i 
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Fig.(l. 6) Sloshing Force of a Liquid in Q Circular Tank. 
plot of the sloshing force as a function of the forcing frequency for 
h/a = 2. 
1.4 Behaviour of Fluid/Structure Systems Under Longitudinal 
Excitation: 
The response of systems subjected to longitudinal excitation 
can exhibit some form of the following instabilities depending on 
excitation characteristics and the system configuration: 
i) POGO Type Instability. 
Parametric Resonance. 
in) Internal Resonance. 
The last two types belong to one class of problem5 which is 
quite different from the first one. The nature and conditions of 
occurrence of these phenomena will be discussed in the following 
sections, in some detail for types (ii) and (iii). 
1.4.1 POGO Type Instability 
POGO oscillation is a nickname given to self-excited 
longitudinal oscillation. This phenomenon was observed in 1962 
on the Titan-II structure in the first stage flight. The vibration 
was apparently caused by a regenerative feedback interaction between 
the vehicle's propulsion system and structure. The occurrence of 
this oscillation is not desirable in the carrier vehicles for it 
would seriously degrade the astronaut's ability to perform his 
functions and could lead to physical injury. The prevention or 
reduction of the POGO oscillations could be achieved by suppressing 
the propagation of pressure pulses in the liquid propellent feedlines 
which coup1d the vehicle's structure with its propulsion system. 
- I 7 
In the oxidiser and fuel feedlines the pressure propagation is 
amplified by the occurrence of resOnances. It was found in 
Gemini EG23  that the feedline resonance were too close to the 
vehicle's lowest longitudinal structural frequency during the later 
part of the first stage flight. Among the various methods 2]  for 
eliminating the pressure resonances, the hydrOULC 	resonators 
system connected to the feedlines was found to be most effective. 
1.4.2 Parametric Resonance 
The well known phenomenon of normal resonance in forced 
vibration systems occurs when the disturbing frequency Q is near or 
equal to one of the natural frequencies w of the system. In this 
type the excitation function appears on its own on the right hand 
side of the equation of motion. However, in parametric excitation, 
the situation is altered and we are concerned with the so called 
"Parametric resonance" which occurs when the forced excitation 
frequency is equal to twice (or any integer multiple of) the natural 
frequency of the system,. i.e. Q = 2w (or Q = mw). 	This ty-pe of 
resonance is found to occur when the loads are parametric with 
respect to their perpendicular direction. 	The term "Parametric 
Loads" 
[E2]  stems from the fact that such loads appear as a parameter 
in a perturbed equilibrium equation. 
Parametric vibration can easily be illustrated by three 
examples shown in Fig. (1.7). 	The beam shown in Fig. (I.7c) is 
subjected to a periodic longitudinal load and can respond with 
either longitudinal vibrations or transverse (parametric) vibrations. 
The fluid in the container, Fig. (I.7a), can experience sloshing 
motion as a result of parametric excitation. 	The third example 	in 
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Fig. (I.7b) is the motion of a pendulum resulting from vertical 
oscillation of its support. Under that class of systems the 
motion is governed by a differential equation whose stiffness 
coefficient is function of the parametric load as; 
+m - 2 m cos2T)am = 
Equation (1-7) is the standard form of Nathieu ,  s equation
[M31 .  
('.7) 
Before discussing the properties of equation (1.7), it is 
useful to review the historical development of parametric resonance. 
In 1831 Faraday [Fl] noticed that the fluid inside a glass container 
oscillated at one half of the external vertical excitation frequency. 
[M2,2Qj 
Another similar series of experiments conducted by Matthaessen 
1868, 1870 showed that the fluid vibrations were synchronous. 	The 
contradiction of the two observations led Lord Rayleigh 12]  to 
make a further series of experiments with improved equipment, and 
his observations supported Faraday's view. During that time, 
Mathieu, 1868, formulated his equations which helped Rayleigh to 
explain this phenomenon mathematically. 	Ince 	 )EM31  
extended the work on Mathieu functions, and introduced the stability 
chart in 1925. The problem was investigated again by Benjamin and 
[B6] 
Ursell 	who explained mathematically the descrepancy between 
Faraday's and Rayleigh's observations on the one hand and. Matthiessen'S 
findings on the other hand. 	Their analysis led to a system. of 
Mathieu equations in the form (1.7) where: 
am = nondimensional wave height parameter 
PM = 4 2/2 
= 2(/a)X tanh( mh/a) 
T = wt 
X.= amplitude of vertical excitation 
18- 
Depending on the values of the characteristic numbers P and 
qM the solutions of (1.7) can be stable or unstable. The boundaries 
of stability are usually given in a chart such as shown in Fig. (1.8). 
Mathematical expressions for these boundaries are well documented6]. 
The shaded regions in that chart correspond to unstable solutions of 
(1.7), i.e. if the point (p,q) lies in one of these areas the fluid 
amplitude increases until eventually it is restrained by nonlinear 
or damping effects, which are not considered in that theory, or until 
the free surface disintegrates. 	If (p,q) lies in the unshaded areas 
then the solution of (1.7) will be bounded. 	Benjamin and Ursell 
also showed that if the plane free surface were unstable, the 
resulting motion could have frequency (N/2) times the excitation 
frequency where N is an integer. Since the motion might be a half 
frequency subharmonic, harmonic or superharmonic, both Faraday and 
Matthiessen could be correct, however, the experimental results of 
Benjamin and Ursell only showed the half frequency subharmonic. 
These results also showed that damping prevents the unstable regions 
from extending to the p-axis. Woodward1]  suggested that in most 
real fluids there is sufficient damping such that the unstable 
regions - except the first several unstable ones - will be located 
completely above the line qM = X0Q2P/2g, and consideration need only 
be given to those modes in the lower frequency range. 
Bolotifl[B11] . and Sorokin[S' 11 found that the domains of 
instability could be reduced somewhat if linear damping due to 
viscosity was introduced in the Mathieu equation as; 
a + 2Câ. + (w - Q2XØA cost)a = 0 	 (1.8) 
-19- 
where 
C = 2VA the damping coefficient as assumed by Sorokin, see 
Lamb [L1] 
A = Wave number 
)/ =  Kinematic viscosity 
The regions of instability according to Sorokin are determined 
by the inequality 
1 - 




C.f. the undamped. case 
2 
1 - 	
(fl)2( + 2x0A 	(i.o) 
(1.9) determines the critical excitation amplitude (x0 ) under which 
the fluid would remain plain. This amplitude is determined by 
equating the expression under the radical sign to zero at 	= 1 as; 
Xc = 2C/)¼ Q 
For 	the free surface amplitude increases at an exponential 
rate et where = 	and ( '-c) is positive. 	Brand and 
Nybcrg 13] carried out a series of experiments to measure X cy  i.e. 
the minimum values of X required for excitation of half frequency 
surface waves. The measured values of Xc were found to be much 
greater than those predicted by the theory. They attributed this 
difference to the lack of development in the previous theories of the 
-20- 
free surface damping coefficient. Considerable efforts have been 
[M8] [M4] 
given in the last few years by Miles 	, and Mei and Liu 	to 
improve the damping theories taking into account the most possible 
sources of energy dissipation. 
Owing to the mathematical difficulties involved in analysing 
tanks of various geometrical configurations, Kana
[Ki]  conducted an 
experimental investigation of liquid surface oscillations in 900 
sector cylindrical and spherical tanks. The liquid response in both 
containers was found to be essentially similar to its behaviour in a 
cylindrical tank especiallythe half frequency subharmonic response. 
The free surface modes in a spherical tank are dependent on the fluid 
depth. 	It was anticipated in that study that the motion of the 
liquid in the first mode of the 90 ° sector tank could. exert a net 
torque about the longitudinal axis, if the proper phase relationships 
exist in the motion. 	Such a torque cannot occur in a non-sectored 
tank, or even in a sectored tank under ]ateral translational input. 
The influence of parametric excitation on the discharge of 
liquid propellent from tanks of space vehicles has been determined 
experimentally by Schoenhalls, Winter and Griggs [] . 	It was found. 
to be a remarkable flow retardation as the amplitude of the acceleration 
level increases, on the other hand the flow retardation decreases as 
the frequency of excitation increases for a fixed acceleration amplitude. 
In a recent field, the parametric response of the interface 
between two dielectric liquids under an alternating electrostrictive 
force has been studied by Reynolds [R51  Devitt and Melcherh]  and 
Brisan and Shaidurov 14]. Their studies showed that, for stability 
of the interface, the applied voltage must be high enough to suppress 
surface tension effects and lower than a certain analytically determined 
- 
critical value. 	For voltages greater than this critical value, 
experiments  [15:l indicated that the interface is unstable. 	The 
critical voltage V   in 
this case is analogous to the critical onset 
exciting amplitude X, and the stability criteria follows the 
boundaries of the Mathieu Chart. 
Nathieu's equaiori (1.7) is adequate to predict the stability 
of fluid motion, however it fails to give a unique bounded solution 
for the liquid response amplitude. This fact led Skalak and 
Yarymovych103 to utilise the nonlinear mathematical model of free 
oscillations of wave motion developed by Penny and price11  to 
investigate theoretically the finite amplitude surface motion for an 
infinitly deep rectangular tank subjected to longitudinal excitations. 
While agreeing theoretically with Benjamin and Ursell, their 
experiments yielded only one-half subharmonic response. They 
suggested that damping was a secondary effect on the one-half 
subharmonic motion. 
Dodge, Kana, and Ab ramson  2] used the same method of attack 
for the case of a circular cylinder subjected to the same type of 
excitation. They found that the symmetric liquid modes appear as 
prominently as antisymmetric modes. In their experiments, both 
half frequency subharmonic and harmonic liquid motion were observed, 
but the latter was less common. 
Chu 	followed another line of attack based on Moiseev 
perturbation theory'IM1 	to investigate the subharmonic liquid 
response. Noiseev theory however, is dependent on the accuracy of 
the numerical construction of the Neumann function and the characteristic 
function. Nevertheless this method has not received any more applications 
in this field. 
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The influence of the tank geometry was studied theoretically 
by Woodward and Bauer 2j who considered an annular sector cross-
section partially filled with liquid. They showed that stability 
considerations would make the occurrence of harmonic and super-
harmonic responses very difficult. They concluded that a response 
at frequency (NQ12) could be maintained if the disturbance, resulting 
from equipment imperfections, etc. was less than the order of (X0/a)N 
where N is integer. 
Chang 1 	and Bauer, Chang and wang[B5]  extended these 
studies to determine the effect of the tank bottom elasticity on the 
liquid motion in a circular tank under longitudinal excitations. 
They found that the influence of the elastic bottom pon the liquid 
response is more significant as the tank diameter increases and as 
the bottom thickness and height decrease. 
Fluids, structure elements and mechanisms (as pendulums) 
exhibit the same characteristics of instability according to the 
linear theory. However, it has been found
[W1]  that the nonlinear 
formulation of the free surface dynamics is governed by an equation 
(for one mode) similar to a certain extent to the nonlinear 




end beam, Fig. I.7. Bolotin 	discussed the latter case 
in detail and found that for a beam oscillating in the first mode 
with a deflection expressed in the form; 
W(x,t) = f(t) sin(itx/e) 
the time function is governed by the nonlinear differential equation 




\1 (f) = yf3  is a nonlinear function of displacements characterising 
the nonlinear stiffness of the system. 
'(f,f, ) = 2Kf[ff + (f )2] is a. nonlinear function determining 
the nonlinear inertia. 
I = coefficient of nonlinear elasticity 
K = coefficient of nonlinear inertia 
1 j]410, = [ lr E natural frequency of the first mode mt 
t = length of the beam 
FJ = bending stiffness 
m = mass per unit length of the beam 
= 	* Pt 
	excitation parameter 
2(P - ) 1 	0 
P1 =- Euler buckling load of the first mode ( = 
C = Damping coefficient 
Depending on the values y and K the characteristic of the 
system response can be determined. 	Bolotin gave a typical picture 
for the influence of nonlinear inertia, Pig. (i.9b), and nonlinear 
stiffness Pig. (I.9a), where dotted lines indicate an unstable 
solution. The response curve in Pig. (I.9a) is given for hard 
system, 1> 0 . 	In most liquids the free surface response exhibits 
soft characteristics, i.e. the amplitude increases in the direction 
of decreasing forcing frequency. 
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Fig(l-9) Amplitude Response 




Fig•(l.1O) Combination Modes 
of a beam under 
Combination Resonance 
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Fig.( 1.11 ) Stability Boundary Chart 
of Combination Resonance (ref.M 7 ) 
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Nonlinear analytical solutions of parametric resonance problems 
can be obtained by perturbation methods 13] or by the averaging 
techniques devised by Bogoliubov and Mitropolskii 10
] , an_Iwanowski[E2 ] 
presented a survey of the parametric response of structureLeménts, 
such as columns, aiches, plates and members of aircraft structures 
and listed the various techniques used for the determination of the 
stability boundaries and the amplitude--frequency response. 
The previous discussion covers the phenomenon of parametric 
resonance assuming that the excitation is sinusoidal which is an 
ideal case. In practical applications such as the motion generated 
by earthquakes, the excitation consists of many harmonics and 
sometimes appears as a heating type motion. 	This latter was 
considered by Barr and Ncanneiih] who studied the stability 
behavicur of a single-degree-Of-freedom system subjected to a vertical 
ground motion consisting of two Inputs of equal acceleration 
amplitudes but with different frequencies Q and kQ, where k1 is 
a real number. 	Their analysis predicted two regions of instability 
near the following resonance condition 
=+Q(k+1) 	 (a) 
(1.12) 
(b) 
Where w is the natural frequency of the system. The first relation 
(I.12a) was found to be of small influence because of its relatively 
narrow instability region. 	Relation (I.12b) gave a considerably 
wider instability region when k was not far from unity. 
A similar problem was treated by Yamamoto and Saito
[xi] 
 but, 
instead of applying two parametric excitations, they considered one 
parametric load with frequency kQ and a disturbing force with 
frequency Q acting laterally. They found that instability occurs 
at; 
= Q(k + 1) 
	
(a) 	
(I. 12* ) 
(A) = Q(k - i) 
	
(b) 
Again the difference type (I.1b) was more significant in causing 
instability than the solution of the sum 	type  
Combination Resonance: Systems with several degrees-of--freedom 
can exhibit instc.bili±y of a resonance type when the exciting frequency 
and two or more natural frequencies satisfy a linear relation witi 
integral coefficients. 	Under such circumstances the system. 
vibrates simultaneously in several normal modes. This phenomenon 
is a special type of parametric resonance and the approach to it is 
by the theory of linear differential equations with periodic 
coefficients. 	It is due to Cesari [C2] whodeduced mathematically 




where Q is the frequency of excitation , w and w, are two natural 
frequencies of the system, and n is a positive integer number. When 
k.t the instability is referred to as a "combination resonance of the 
-' (_ 
second kind6,71. 	It is of the first kind if k = t, the case 
which was discussed in the previous section. Furthermore, Bolotin 12 1 
referred to relation (I.13a) as the combination resonance for 
canonical systems while (I.13b) is for non-canonical systems. The 
subsequent motion of the system under resonance conditions (1.13) 
can be described as two normal mode oscillations, with indices 
k and t, which are simultaneously excited. 	Typical mode shapes for 
a simple vertical cantilever subjected to vertical excitation were 
observed by Jaeger and Barr [si] and are resketched in Fig. (i.io). 
Nett1er ' presented a survey containing most of the 
important mathematical methods, results and various problems relating 
to the combination res'nance. 	investigations have been extended 
to many applications. 	In aircraft structures, Barr and Done [B2] 
found that for small fuselage excitaion the substructures can 
exhibit instability regions of the summed type (I.13a). 	At the same 
school, Barr and Nc1fl1anneii[B1]  showed that the combination resonance 
is one of the remarkable sources of instability in multistorey 
building structures subjected to vertical ground excitation. 
Stability under conditions (1.13) has been investigated by 
Gelfand and Lidskii 	and Hahn [H2] 	They showed that under 
certain circumstances the system is unstable under the summed type 
relation .(I.13a) while it is stable in the difference type (I.13b). 
In the first case the amplitude increases exponentially with time, 
and thus introduces nonlinearities in inertia, stiffnesses and 
damping and these factors alter the problem 
[B12]as  we shall see in 
the next section. 	In the second case the solutions are still 
oscillatory. 	Sen Gupta 	indicated that the transition from 
oscillatory or stable solutions to those of unstable ones should be 
continuous with respect to the parameters of the equations of motion. 
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Typical stability boundaries of a straight bar subjected to an 
axial pulsating load are delineated by Mettler
EM71  and presented 
in Fig. (i.ii) for the first three regions of instability (n = 1 9 20). 
In a comprehensive paper, however, Yamamoto: and aito1] 
showed that to the first approximation there is no unstable vibration 
of summed and differential types of higher order 	= 2,3 .....). 
Their conclusion was confirmed experimentally. For higher orders 
however, vibrations of type (1.13) can appear at the nth approximation, 
and there are unstable vibrations of higher order only of the 
summed type. 
As the damping was not considered in the Mettler example, 
Fig. (i.ii), the onset excitation amplitude is zero at w = Q. 	However, 
contrary to the results for a single degree-of--freedom, the damping 
forces do not always decrease the width of the unstable regions in 
which two unstable vibrations of frequencies w and w build up 
simultaneously. This destabilising effect of the damping 
forces was found by Massa [Ml] , Hagedorn [H11 and Fu-and Nemat-Nasser [F2] 
The effect is similar to that found by 	 Boiot±n[B12] and 
Herrmann [E6] for nonconservative elastic systems with two-degrees-
of--freedom. 
With three mode interaction, the system can exhibit instability 
of the third kind as; 
P = 	+ °2 + (A)3 
 
Some remarks on this type are found in ref. [M7]. 
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1.4.3 Autoparametric/Internal (Nonlinear) Resonance 
Within the scope of the classical theory of small oscillations 
in multi-degrees-of-freedom systems, it is possible to perform a 
linear transformation into the principal co-ordinates which results 
in an uncoupled set of equations of motion. The corrresponding 
solutions are harmonic and quite adequate to describe the response 
of the system as long as the corresponding motions are not far from 
the stable static equilibrium configuration.' However, for some 
systems it is not always possible to get a response to remain near 
that stable configuration and unexpected types of motion can occur. 
The response of systems in such situations can be determined by 
considering the nonlinear terms which couple the different normal 
, modes. 	This fact has been realised by many authors[119-10, S5 6 K2, B3,41  
and can be illustrated by the example given by Kane and Kahn [K2] of 
a spring mass system free to oscillate about a horizontal axis. ' They 
showed that, if the spring is given an initial elongation with a small 
angle 0, then under certain circumstances the value of 0 grow with 
successive oscillations. 	The motion eventually becomes almost 
pendulum-like, the angular oscillations then decrease with a 
corresponding increase in the spring elongation and the process repeats 
itself periodically. 	This energy flow between the two modes cannot 
,be predicted by the linear theory. 	Sethna [Siol and Barr 	showed 
that the nonlinearities in such systems appear as a product of the 
different modes. 	Barr's paper gave the equation; 
+ W,Pr = 	 - mrjjPjPj - Krj(t ) Pj - 	rdrrPr - 
(1.15) 
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Equation (1.15) in fact represents n equations (r = 1,2,...n) in 
the nondirnensional normal co-ordinates P. The first two terms on 
the right hand side are the inertial nonlinearities, the third term 
is the parametric excitation, the fourth is the damping and the last 
is the forcing term. E is a small parameter, ç , 'rij  and 
are constants for a given structure. 
The nonlinear inertia terms have an important influence upon 
the behaviour of the system, especially wider the condition of 
	
internal (or nonlinear) resonance. 	Internal resonance indicates 
the presence of a linear relationship between the natural frequencies 
of the different modes. For a two degree of freedom system with 
quadratic norilinearities internal resonance occurs when the natural 
frequency of one mode equals twice the natural frequency of the other 
mode. 	For three degrees of freedom system with quadratic nonlinearities 
the natural frequency of one mode equals the sum or difference of 
the natural frequencies cf the two other modes, viz. 
w =2t. 	 (a) 
r 	3 
() 
With .a cubic nonlinearity TomâT2]  showed that internal resonance 
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The motion arising due to the nonlinear coupling of the different 
modes is similar to the energy exchange between different modes as 
[K2] 
observed in free vibration test 	. 	In forced oscillation systems 
one mode may act as a vibration absorber to another. 	This property 
led Sevin[S8] , Struble and Heinbockel[S1819] and Haxton and Barr 
to study the characteristics of systems named by the latter authors, 
as autoparainetric vibration absorbers. 	It was Ninorsky[M9]  who 
gave the term "autoparametric" to a vibrating elastic pendulum with 
nonlinear inertia interaction between the modes. 	The autoparametric 
coupling can be distinguished from the parametric case by the 
presence of nonlinear terms linking two different modes such as 
Here P - an implicit function of time - acts as a parametric load 
with the stiffness P. 	In parametric problems the external periodic 
excitation - an explicit function of time appears as a coefficient 
of P. 	The coefficient P "is not, however, an infinite energy 
source independent of P but is linked to it through the equation 
of motion[B4]tt. 
With autoparametric coupling there is a corresponding 
"autoparametric resonance" which occurs when the conditions of internal 
resonance (1.16 or 17) and external resonance (when w, nearly equals 
the external frequency Q) are met simultaneously. Under these 
* conditions it is found" that the modes related by the internal 
resonance can interact in such a way that, for example, ordinary 
forced excitation of one mode will result in exponential growth of 
another. 
As a recent topic, these class of problems have been treated 
6] 35 B1-4, 	, by a few authors [A5, 	 considering some applications to 
vibrating systems. 	Asmis and Tso 	studied the effect of internal 
-32-. 
resonance on the combination resonant response in a two degrees-of-
freedom system. They found that the internal resonance tends to 
reinforce the combination resonance, resulting in a larger steady-state 
dynamicresponse than that with the combination resonance alone. 
However, the effect of the internal detuning was found to cause 
desynchronisation of the system, which means that the system may not 
be able to reach a steady state and beating results, due to the 
continuous exchange of energy between the two modes. 
Barr and McWhanrlefl[1]  realised the importance of autoparametric 
resonance on the instability of multi-storey building structures. 
A qualitative analytical study, accompanied by an experiment illustrated 
the interaction of two normal modes of a frame arranged to have an 
internal resonance condition (I.16a). 	Barr and Done [B2  demonstrated 
the possibility of the occurrence of autoparametric instability in 
an aeroelastic model wing 	(with a typical store). Hermann and 
Hauger[117] found that divergence and flutter emerge formally as special 
cases of autoparametric resonance. 	The dynamic response of a thin- 
walled column subjected to parametric excitation has been obtained 
by Popelar 
[P2]  through a numerically integrated solution of the 
nonlinear differential equations. The results showed that a cyclic 
interchange of energy occurs between the axial and torsional motion. 
That field is still open for many investigations of different 
systems; however, the mathematical tools for tackling such kinds of 
problems are well documented. Among these tools the averaging 
method by Bogoliuboff and Mitropolski [BlO] has been used by Sethna 
[s5-s7] and others [M5]. 	Another powerful and straightforward technique, 
the asymptotic method devised by Struble [314], found applications to 
this type of problem [c7, 115, S15, S171. 	Kane and Kahn [K2] 
presented two methods based on the' Floquet Theory [C3] and the 
Hamilton-Jacobi Theory [01] to obtain conditions of nonlinear 
resonance. These different techniques and many others have been 
well compiled more recently in a book by Nayfeh [Ni]. 
1.5 Scope of the Presented Research 
The present problem is an application of the theory of auto-
parametric coupling in a structure containing a liquid. The dynamic 
interaction of the structure modes with the fluid sloshing modes are 
investigated theoretically and experimentally. A general mathematical 
model is form?iated  from which three cases of study have been 
investigated, namely two, three and four modes interaction. 	The 
theory of asymptotic expansion due to Stiuble [s14] has been used 
in solving the coupled nonlinear differential equations in the 
neighbourhood of the critical regions of autoparametric resonance. 
In Chapters (III, iv) the Struble method shows that the autoparametric 
condition consists of one external and another internal resonance 
condition while in Chapter (v) it consists of one external and 
two simultaneous internal resonance conditions. 	For two mode 
interaction a solution is obtained by considering cubic nonlinear 
terms in the governing equations of motion. AFORTRAN CDPOLR 
subroutine has been used to solve a polynomial of eighth order. 
For higher modes, analysis is confined to second order terms. 	Use 
has been made of the Continuous System Modelling Program (cSNP) 
to solve a system of six simultaneous nonlinear differential equations. 
In some other cases the IMP Davden routines are used to solve a system 
of nonlinear algebraic equations. 
_1 •t•' 
CHAPTER II 
GENERAL FORMULATION OF THE PROBLEM 
An elevated water tower structure or a liquid propellent soace 
vehicle are examples of complicated structure systems. The analysis 
of these systems, when subjected to various loads, can be greatly 
simplified by representing the system components by an appropriate 
mechanical system. 	Figure (ii.i) is -a typical representation of 
a structure system consisting of the three sub-systems; 
The fluid which is contained in the top tank. 
The spring-mass system carrying the fluid container. 
A damped spring-mass system carrying the other two sysem.s. 
The interaction of the fluid dyanmics with the dynamics of the 
structure systems will be. studied when the base is subjected to a 
vertical sinusoidal excitation ecosQt. 	Under this ty-pe of excitation 
the fluid container moves up and down and, under certain conditions 
(to be shown in Chapter Iv), moves laterally as well. 	Accordingly, 
the free surface of the fluid exhibits normal sloshing and hydrodynamic 
forces are fed back to the structure. 
The mathematical model of the dynamics of the system will be 
derived by studying the derivation of the fluid governing equations 
and the equations of motion of the mechanical system. 
11.1 Fluid Field Equations 
The general equations of motion of fluids have been documented 
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Fig(II.1 ) Schematic Diagram of the System 
and Coordinate Systems. 
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in their exact form seems to be rather difficult, hence the problem 
will be simplified by introducing the followings assumptions; 
±) The container is rigid and impermeable 
i) The fluid will be assumed inviscid and incompressible 
and initially irrotational 
iii) Capillary or surface tension effects on the liquid surface 
waves are neglected. 
The tank will be displaced along some trajectory in space. 
It is convenient to refer'the fluid motion to a moving co-ordinate 
system as the variables are to be measured by a measuring device which 
is moving relative to the inertial system. 
However, it will he useful to write the fluid equation of 
motion with reference to both stationary and moving co-ordinates. 
11.1 .1 Fixed Co-ordinate System 
Let 0 X Y Z be the stationary Cartesian co-ordinates (an 
inertial reference frame) in which the plane 0 X Y coincides with 
the undisturbed free fluid surface. 	The Euler equations of motion 
of the fluid are [T1]; 
D z 
*a t+ (q.V)q = - 2'P -9(g) (ii.i.) 
* 
This assumption is applied only through the derivation of the fluid. 




q = fluid vector velocity 
aq 
at 
= local acceleration of the flow at a point whose 
co-ordinates are not allowed to vary. This acceleration 
is measured by a fixed observer. 
(q.7)q = the convective acceleration for a particle drifting 
with the stream at a velocity q in the flow direction. 
This acceleration is measured by an observer moving with 
the particle. 
P = fluid pressure at the point in question 
p = fluid density 
gZ= the gravitational potential field 
for irrotational motion there exists a velocity potential function 




Introducing this relation in equation (ii.i) gives; 
' acp 
+ + q + gZ - 	= 0 (".3) 
after integration (11.3) becomes; 
P 	2 	/ 
- + - q + gZ - 	= c(t) 	 (11.4)at 
where c(t) is an arbitrary function of time. 
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Equation (11.4) is the general form of Kelvin's equation for 
an unsteady fluid. In this equation the potential function is 
a function of space and time, and its derivative with respect to 
time measures the unsteadness of the flow. 	However, 	is interpreted 
as the work done on a unit mass of fluid whose co-ordinates are 
(x, Y, Z ), due to local acce]gration. 
Equation (11.4) is valid only for incompressible flow, in 
which the velocity potential function Ishould satisfy Laplace's 
equation of continuity; 
2  
11.1 .2 Moving Co-ordinate System 
Let OXYZ be another co-ordinate system fixed to the tank 
such that the OXY plane coincides with the undisturbed free surface. 
The moving frame OXYZ coincides with the inertial frame 0 X Y Z when 
the container is at rest. 	Let Vo be the velocity of the origin 
0 relative to the fixed origin 0 , where; 
Y o = oi + 	+ o 
= (*0cosO + sinO)ir ± (r0cose - k0sin@)±0 + ion 
the second expression gives the velocity components in cylindrical 
co-ordinates. 	The fluid particle velocity qrelative to the rel  
moving co-ordinates is given by; 
q 	=q-N =_V4- V 	 (11.6.) -rel 0 	- 	-0 
The velocity potential function t can now be split into two 
functions, a disturbance potential function which accounts for 
the fluid motion relative to the tank, and a potential function d)  
which defines the tank motion. Thus is written as; 
(11.7) 
	
Both and4 0 should satisfy Laplace's equation (11.5). 	Since 
the tank will oscillate in the plane OXZ, V0 becomes 
Yo = o  cosOhr - (* sinO)10 +o i 	 (11.8) 
can be determined by integrating (11.8) as; Therefore4 0 
= - *r cosO - 	- -- f( 	+ 	dt  
introducing (11.6 - 11.9) in (11.4) we write 
++(V.Vc) + ( g + i 0)z + 	rcosO _4 	c(t) 	(ii.io) 
Equation (ii.io) is the fluid fIeld equation referred to the moving 
co—ordinate system which is moving with accelerations R and Z0 . 
The complete solution of equation (11.5) must satisfy the 
relevant boundary conditions of the problem which are; 
i) At the wetted rigid wall and bottom the velocity component normal 
to the 'boundaries must vanish, i.e., 
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=0 
0 az z=-h 	- 
±) At the free surface we have two unknowns, the shape of the 
free surface and tie value of the velocity potential, therefore, 
two conditions are required. 	These are: 
Dynamic Free Surface Condition 
The dynamic condition is obtained from equation (ii.io) by setting 
P equal to zero on the free surface Z =fl(r,e,t) as; 
(g + 	) fl- rI0cose = 0 	 (11.12) 
z=rl 
where the function c(t) has been absorbed in the potential function 
and r1 denotes the free surface wavieight of the liquid. 
Kinematic Free Surface Condition 
The kinematic condition requires that the vertical velocity of a 
fluid particle located on the free surface should equal the 
vertical velocity of the free surface itself. 	For zero 
surface tension, the equation of the free surface is given by 
(11-1 3) 
or 
z _ r fl r 4) e1 r2 b027 	 (ii.i.) 
Jliere Letter subscript (r ) 9,7-) denotes differentiation w.r.t, the 
subscripted Variable. 
It is evident that equation (11.14) has been obtained from 
the geometrical considerations of the free surface. The left hand 
side of (11.14) is5imply the velocity in the Z-direction of a fluid 
particle on the free surface while the right hand side is a statement 
that the same particle has the velocity of the free surface q t  plus 
the algebraic sum of the vertical components of the velocity relative 
to the free surface. 
The complete formulation of the boundary value problem in 











4) 	- +(v.v) - ( g + 0)fl - rX0cosO = 0 
Vt 
at z=fl (d) 
at Z= fl (e) 
A solution of equation (II.15a) that satisfies conditions (II.15b,c) 
* 
is ) 
OD 	co 	 cosh[?' (z+h)] 
c(r,e,z,t) = 5 > 0< (t) J (>r) cosinO. 	 (11.16) Iflfl 	In 11111 	 cosh2 h m=o n=1 	 run 
where 	are the roots of I (\ a) = 0. run 	 m inn 
Alternatively an expression for the free surface elevation can be 
written 
00 	00 




this form of solution can easily be derived and is given in [D2] and 
elsewhere. 
MIrM 
The coefficientsO( 11 and a 	(generalised co-ordinates ofmn 
the nm modes) are time dependent and obtained through satisfying 
the free surface conditions (II.15d,e). 	The acceleration terms 
and R in (II-15d) are dependent upon the excitation of the system 
and the mechanical characteristics of the system. 	Their values 
as well as mn 	mn and a are not known since they are coupled with the 
equations of motion of the system. 
11.2 System Equations of Motion 
The equations of motion of the system will be derived by 
applying Lagrange's equation 
d aL 	DL -a D 
dT : - +  
where 
L = T-V, the Lagrangian 
T = Kinetic energy of the system 
V = Potential energy 
= Generalised forces, corresponding to those external 
forces which cannot be derived from a potential 
D = Dissipation function 
qi = Generalised co-ordinates which are independent of each 
other and satisfy the configuration of the 'system at any 
time, their number corresponds to the number of degrees 
of freedom of the system, in this case they are; 
= Vertical displacement of the main macs 
X  = Lateral displacement of the tank. 
amn = Fluid free surface displacement of the mode (mu) 
The fluid forces will be considered as external forces. 
Regarding the dissipation function D there are two sources of 
energy dissipation; 
a) The structural damping which is proportional to the amplitude of 
the elastic members and in phase with their velocities. Unfortunately, 
this will lead to complex elements which would complicate the 
analysis considerably. 	So for simplicity, Bauer 
[A2]
assumed that 
the dissipation function will be equivalent to linear viscous damping. 
This is justifiable as long as the damping forces are small and only 
of importance in the neighbourhood of the bending frequencies. 






where C. is the 	 structural damping coefficient of the 
th mcde. 
b) The liquid and any dashpots. Their dissipation function is 
equivalent to linear viscous damping. 	This takes the form; 
D 
= 	
c,, 	 : 	
( II.igb) 
where C is the damping coefficient of the nth mode. 
The relationship of the displacements of the system members 
in terms of the main mass displacement are still needed. For 
the given configuration, Figure (11.2), with a beam fixed at both 
ends, the horizontal displacement X  due to a lateral unit load 
acting upon one end equals ( 3/12EI). 	This lateral displacement is 
-T -r- 
equivalent to twice the displacement produced by a cantilever whose 
length is (112 ). 	Accordingly it - can be assumed without loss of 
generality that the corresponding longitudinal displacement A of 
the end is twice the vertical drop,& of the end of the cantilever 
of length ('/2 
I 
= 	f/2 () 2dz 	 (11.20) 
Let the deflection curve he given by; 
x 
x = 	d 	[3(t,, 2 )z2 - z3 1 	 (11.21) 
2 (2) 
where Xd  is the end lateral deflection (at 1/2 ) . 	 / 
Introducing (11.21) in (11.20) gives 
/ =)ç) 
But for the beam of length t:Xd = 2Xã and 6 = 2A, therefore 
x2 
(11.22) 
which is the same form as that for the cantilever, the only 
difference being in the value of Xd  which depends on end conditions. 
The actual vertical displacement of the tank is, = - L 
and its velocity 
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Fig.(II. 2) 
The kinetic and potential energies are therefore: 






V = + 	+ + K 2X 
+ Mg
+ mg( - 
	
• 	5t a 1 
Applying equation (11.18) gives; 
System equation of Notion in the vertical direction: 
6 	2 	6 
+ C 1 + K1 + mt[ - X - --
j XX] = _faf2PrdrdO + K 	cosQt 
00 	 SI 0 
..... (11.24) 
System equation of Motion in the horizontal direction: 
 Tcosq 
mtXã + C2X ± K2Xd 	X + -4 xd[xdxd + Xdl adOdZ 
... ..... (II.2) 
Where K5 , apiS K are the spring s'ffnesses 5hoi.'fl iii f,g'(ff-1) 
In equation (11.24) the origin of co-ordinate g has been chosen at 
the position of static equilibrium where the gravitational forces 
m.g are balanced by the spring force K 51 5 (where 5 is the static 
deflection of the spring due to the weight> m 1g). Therefore only 
forces due to displacement from 'tlüs position are included. 
The acceleration expressions Z and X in equation (11.12) 
are now easily written as; 
. = - 	(* + xdId) 
(11.26) 
= d - 	± 2t2 xd(xdxd + 
-r i 
Introducing the expressions (11.16,17) in the nonlinear fluid 
free surface boundary conditions (II,15d,e) produces a major difficulty 
because of the high degree of nonlinearity of the different modes 
and equations (II.15d,e) apply on a surface which is not known 
beforehand. In order to get any quantitative information, it 
appears essential to introduce approximation in the free surface 
equations. The previous literature has shown that me;hods have 
been developed for treating the large liquid surface amplitudes in 
rectangular and circular cylindrical containers. Three of the main 
theories will be summarised briefly; 
IIoiseev's Theory [M10] 	this theory, is based on constructing 
characteristic functions - normal mode functions - and characteristic 
numbers expressed by integral equations in terms of Green's function 
of the second kind. 	Moiseev's theory did not indicate how the 
characteristic function could be obtained. 	Chu 1 generalised it 
by employing a perturbation method using the characteristic functions 
to determine the subharinonic response to an oscillatory axial excitation, 
however, the computations involved in its applications appear to be 
rather difficult. 
Penney and Price Theory-[Ph]: this theory is dependent upon successive 
approximation. 	The potential function is expressed as a Fourier 
series in space with coefficients as functions of time. 	These coefficients 
are approximated by Fourier Series in time using the method of 
perturbation. The resulting solution is in the form of a double 
Fourier Series in space and time. This method has been applied by 
[s8 ] 	 [D2] Skalak and Ya ovlch, and Dodge et ai. 
c) Hutton's Theory 12 uI 	this theory is simply based on expanding 
the dynamic and kinematic free surface fluid equations in Taylor 
series about a stationary free surface position. The order of 
approximation could be obtained more easily and in a straightforward 
way. This method has been used recently by Woodward and Bauer2]. 
in the case of parametric excitation of a circular cylindrical tank 
with sector-annular cross-section. 
Using the last of these theories up to the third order 
approximation by inserting (11.26) in (II.15d,e) and expanding about 
=0 gives; 
- 	+ 	+) - r[Id - 	Xd + 25t2 xd(xdxd + *)]cose} 	+ 
 
51 d.irZ 	2ez 	
[g + - 	+ Xdd)]}. 	+ 
tZZ 	rZ 	rrZZ 	 2OZZ 	ZZ 	ZZZZ=O 
....... (11.27) 
and 
{ 9 rr 	 +{ rZ 	2 e r 
{zzz - rrZZ - 	19  =0 . T2 +..... r J (11.28) 
Substituting (11.16) and (11.17) in (11.27) and (11.28) gives; 
-1fj- 
-r[X- 	Xd + 
36 x (x 	+ *)]cose 2512 d ci ci 
OD 	CO 
+ 1 ó 	- [g + 	 + xl )]a Tcosme.j ( r) 
m=o n=1 1 inn ci ci 	inn j 	in inn 
CO 00 CO 00 
- ~ >1 	> 	I  0(..%,  cosme.coslo.)¼ ?' J 	r)J (.\ r) mnpqThn inn p pq m=o n=1 p=o q=1j 
+ --.O( O( mp.siflIflO.sinpO.J(\r).J (? r) 
" pq 	 p pq 
O( o( cosm6.cospJ (? r)J 	\ r).) ? .tanh(.A h).tanh\ h) inn pq 	 in inn 	p pq 	inn pq 	inn 	pq 
- 2O a cosmO.cospO.J (\ r).J (7 r))' tanh(A h) inn pq 	 in inn 	p pq 	inn 	inn 
co co co Co co 
-2 2 > 2 2 >i 
I 	
inn pq m innO<O(pq1 cosme.cosPe.coske. > 	J 	r) 
in=o n;=1 p=o q=1 k=o t1 
J\ r) 5 (2 r)tanh() h) 
p pq 	k ki 	pc 
+ 	0(mnqaicin Sin .S 	0s<9. q J( flr)Jp(i)qr)Jk( 1r)tanh(qh) 
+O( O( a. cosme.cospe.coske.A A2 J (2¼ r)J (\ r) .J (1r)tanh(h)  m  mnpqicl 	 mnpqxn inn p pq 	k 
	





' 	I h + 	taith 	h. O( Icosm0 .Jm( nr) - - inn inn 	inn urn m=o n=1 '. 
co co oo co 
- 	 {cx a 	cosme.cosp0.? 2' J(?inn r)J' ( A r) 
	
m=o n--1 p=o q=1 . inn pq 
Inn pq in 	 p pq 
a J (A r)J (A r)[-mpsinme.sinpe mnpqm inn p pq 
+ Xcosm0 .cosFO]} 
co co co co co oor 
m=o n=1 p=i q=i k=o 1=11 
m_a pq IC1 ' Apqcosmecosecoske.J (A r) 111 inn 
j' (A r) Jk( )klr)tanh flh p pq 
+-°( aakl 	 inn p pq k mPIn sinm0.sinpe.cosk0.J 	r)J 	r)J (ir)tanh ) nnh 
r 
2 inn pq 
_+ m a 	 0 cosk0. c0sm9c0s 	 J ( r)J (A r)J ( 	A r)tanhh n pq l 	P } mnmmn ppq kki 
+ 	 = 0......(11.30) 
The radial component r in equation (11.29) could be expanded 
in Dini series as 
00 
r= 2 F J i (r) n 1 	n 
n=i 
Premultip1ying both sides by rJi(nr) and integrating from r=o to 
r=a, the value of F is obtained as 
= 	na2 	Ji(a) 
= 1.4386 a 	for n=1 
Equations (11.29) and (11.30) can be re-written in another form of 
J(\r)cosmO terms as follows in mn 
The dynamic free surface equation (11.29) 




+ 	 {oç - [ g 	St d + - 	+ XãXã)]a mlii 
1 cosmeJ 
in ( e) 
m=o n=1 
+ S(r,O,O(01 ,O( 	,...,ôç, óc ,...,a01 , all ,...) 	= 	0 	(11.31) 
Where S represents all the other nonlinear terms in equation (11.29). 
Consider, a and ..heir time derivatives in S as parameters and
mn 
expand S in a Fourier-Bessel series: 
co 	co 









a O f 2S.r.cosme.J (\ r)dOdr ______ 	 in inn 
rco f 	s m 
a 2,t 	2 e.j2 (\ r)dOdr f 00 III inn 
(11.33) 
substituting (11.32) in (11.31) gives 
2a 





 J 6ç1 	d + d d mn 
00 	 6 2  x E ja + s Icosme'jm("mnr)  .\ =0  
m=o n= [ 
......(11.34) 
G 
Similarly, for equation (11.30) 
OD OD > > I.+ (> taih h)O( lcosm0.J (> r)mn 	mn 	inn mflf 	 m innm=on=1 	 J 
+ H(r,e,%1 ,0 	,...,a 1 ,a 11 	,a11 ,...) = 001 (11.35) 
Expanding H as; 
00 oo 
H = 	> h  
	




O f 	Hr cosm0.J (> r)dOdr 	
(11.37) 
m mu h = f
a 2Tr rcos 2mO.J2 ( 	r)dedr
mn o 
0 	 m mn 
Introducing (11.36) in (11.35) results 
CD 001 
IbL 	+( 	tanh A h) CK + h I cosm0.J ( 	e) = 0 	(11.38) 
m=o n=1mn 
mn 	inn mn 	mn 	m mn 
L 
The functioncosm0 Jm(n0)  in (11.34, 38) form an orthogonal set, 
such that their coefficients for every mode in and n constitute an 
equation in0(mu  and amn.  The cbupling of modes appears if nonlinear 
terms in O< inn 	mn and a are considered. 
By virtue of (ii.io) the hydrodynamic pressure can be expressed 
in terms of the potential function in the system equations of motion 
as ; 
[M +tile C 1 + K 1  - - mtl(xdxd + xd)  51 
2 	12 + p0fa0f27t[ 	- --(; + +)] 	rde.dr = çt 0cosQt 	(11.39) 
r 	z=-h 
36 
in X + C X + K X - - j mtXd + - 	mtlXd(XdXd + tid 	s2d 	s2d 	2512 
- 	- 	+ -4 	+P)] acose dO dz = 0 	 (11.40) 
where mti i5 the rmO55 of the top structure with itS 
UquiJ 
Considerable simplification is possible in the evaluation of the 
integrals in equations (11.34, 38, 39 and 40) by using the orthogonal 
and recurrence relations given in Appendix (A). 
The problem is now described mathematically by the four 
equations (11.34,38,39,40) which are coupled through nonlinear terms. 
However, the fluid free surface equations (11.34,38) are still 
unbounded due to the presence of an infinite number of modes, and 
consequently an infinite number of equations. The order of magnitude 
of °"mn  and amn  have to be knownin order to decide the appropriate 
number of significant modes. This will limit the problem to a 
finite number of equations corresponding to the number of modes. In 
their studies of free standing waves, Penney and Price [Pi]  assumed 
that the forced waves are very nearly free waves. Skalak and 
Yarymovich [s8] showed the validity of that assumption and found 
that large amplitude surface waves can be maintained by small values 
of the excitation amplitude. 	They also developed an analysis of the 
orders of magnitude of amn  andO( for forced waves. 	In experiments mn 
[D2] 
prformed with a circular cross section tank, Dodge, Karand Abramson 
found that the (o,i) and(2,1) modes appeared as the secondary modes 
when the primary was the first antisyminetric mode (10). The mode 
(0,2) appeared as the secondary mode when the primary was the first 
symmetric mode (o,i), and so on for the other modes. 
These relations can be expressed as follows. 
a01 = 0(a) 
a 2 = 0(a) 
'o1 -= 0(a) 
Ox o2 = 0a 
In 
a 	0a on CK on= 0(a3) 
i) Taking the first antisymmetric mode as the predominant: 
a11 = 0(a) 
a01 = 0a 
a21 = 0(a) 
a 	= Ua 
m 
inn  
cx11 = 0(a) 
01 = 0 ,a 2 
21 = 0a 
cx1 	O(am) 
2) Taking the first symmetric mode as the primary: 
By induction the orders of magnitude of the other higher modes 
can be written. 




271 sin(mG).sin.(nO)dO = 
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t2n if In ='n = 0 
where the <roneker S 1 if In = n or 	= 0 if ILL U mn 	 mn 
 
 
i2lt{cose sinG, cosOcosO, Cos 2GsinO, sin 2OcosO, Cos 3G, sin 3ü}d = 0 
......(A.3) 
0 	rn/n 
fa j(2\) J (A r)dr 
=
0 on 	22\ a) 











2 2 	2 2n 
o 	rv14r? 
01a rJ1(ir)J1(ir)dr 	
j2 ( 	a), In = n 2 	1 in 
2)1 
i a rn-i-i 	 arn-i- (\ r)dr 	= 	• 	J 	(7 a) fr J 




for In = 0,J0 (r) 	= -J1 (r) 
nJ(r) + XI11(r) 	= X J 1 (r) 
2n j 	(r) +J Cr) 	=—j (r) n-i n-i-i r 	fl 
nj (r) - r.1 (r) 	= rJ 	(r) n 	n n-i-i 












FLUID-STRUCTURE INTERACTION IN PURELY VERTICAL OSCILLATIONS 
111.1 
By assuming the container to oscillate only in the vertical 
direction, as shorn schematically in Fig. (iir.i), the governing 
equations of motion (11.34, 38, 39) will be considered and take 
the following form; 
6< mn - (g +)a mn + smn  = 0 
	
+ (2\ tanh? h) + h = 0 	 (111.2) mn 	mn 	mn 	mn 
[N0 + mti]+ C 1 
 fr ~ K 
si 
+ 	a2t - 	 1 2 	1 2 
s 	 PJ 	2 r [4) - 	 + +c)]rdOdr r 
= K 1 	cosQt  
where dots refer to differentiation with respect to time, and a 
letter subscript (r, 0, z) denotes the partial differentiation 
with respect to the subscripted variable. 
Only the first antisyimnetric sloshing mode (m = 1 , n = 1) will 
be considered. 	The functions S in equation (11.32), and H in 







Fig(III.i) Schematic Diagram of Two Degree-
of Freedom Autoparometric System. 
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Fiq.(III.2) Natural Frequencies of the Free 
Fluid Surface for the First Three Modes 
S 11 =- 	1 i(> 1 r)cos 2e --1-o 1 j(. 1 r)sin2O 
2r 2 
- 3-o 1 J(? 1 r)cos2O tanh2 1 h 
1i11?h J( 1 r)cos2O tanh 1 h 
-o( 	 a11 ) 1 j1 ( 1 r) J( 1 r)cos2O-tanh >'11 h 
- 	a11 7 	J( 1 r)cose sin 20tani 1 h 2 11
a11 ? 1 J(?1r)cos3etanh  11 
22 3 
7 11
a111 J1 ( 1 r)cos3O (111.4) 
= 
- CK a11 	1 (7 1r ) cos 2O _0( a 	j2(? r)sin2e 
11 	11 r 2 
	11 11 1 	11 
+0<11 a11 	1( 1 r)cos 20 
0 11 a 11 J1 (? 1 r) 	( 1 r)cos3e tanh 1 h 
o( 2 	3 
2 11 
a11 f11 J1 ( 1 r)sin2O cosO taith 
r 
* 	++oiaui)1 j( 1 r)ccs 	tanh 	 (i.ii.$) 
where a prime denotes partial differentiation with respect to r. 
Introducing (111.4) and (111.5) in (11.33) and(II.36) respectively 
and evaluating the Bessel integrals up to seven decimal figures by 
using the digital computer leads to, 
	
= 0.1045682 ) &11 a 1 - 0.281 0256 	1O( 1 a11 tanh)11
h 	 (111.6) 
h11 = - 0.12515A 11 a 1 tanh 1 h 	 (111.7) 
The numerical integration of the hydrodynamic pressure in (111.3) 
gives; 	
0. 2020mpoll 
F = - 	 (111.8) 
S 	
cosh 2 ? 1 h 
This means that the linear theory gives zero net force at the 
tank bottom. 	The nonlinear term of the sloshing force F5 decreases 
2 
rapidly as h a increases due to the presence of (1 /cosh A11 h . 	For 
small fluid depths , the fluid motion is governed by the shallow 
water theory in which the pressure variations are hydrostatic and 
hence no verticaw acceleration of fluid particles takes place. 
Introducing. (111.6, 7) and the sloshing force term (111.8) in 
equations (iii.i , 2, 3) gives; 
CK -1g+)a11 + 0.1045682 2 
	a2 - 0.2810256A 1 a11 tanh> 1 h = 0 11 	' 11 11 11 
....(i".9) 
a11 + ( 1 tanh 1 h) 1 - 0.122515 19 1 a11 tanh 1 h 	o 	(iii.io) 
0.202p1 	
si = K 	cosQt  [M +m ]+c 	+K 	- 0 ti 	s1 si cosh2?1h 	o 
In private communication, Professor F.T. Dodge mentioned also that the 
term ( ii ) 2 in equation (111.13) is identically zero if the forcing 
frequency is not in one of the critical ranges. 	For 	0 the 
forcing frequency must obey the relation; 
('1 tai 	'1 h) 2 2 	(? 1 tanii 1 h) 2 
.1+2e 	 1-2e 
as h/a—O then it can be seen that Q must approach zero like 1 tanh7 1 h. 
Since 	= AQcosQt then ( 11 ) 2 approaches zero like ( 1 tanh 1 h) 2 
and F s approaches a finite limit rather than infinity. 
Eliminating O< andgives; 
1 + 2w11 	+ '110 
+—)a  1 1 + 	1 
a1  1 
 (0.2270832a 1 111 





+  2 	
- 	O.202ir., 	 .2 = 2 	cosQt (111.13) 
si si 	si IN +m 	sinh(?¼11h) 11 
	si 0 
tl 11  
where W = g 1 tanh 1 h the first antisymmetric sloshing frequency 
VK_____Fig. (111.2) si=
+m




= Damping ratio of the fluid (a damping term has been 
introduced in the fluid equation since it was rather 
difficult to consider the viscosity terms in 
Bernoulli's equation) 
= Damping ratio of the structure. 
Equations (111.12) and (111.13) represent an autoparametric 
coupling case in which the term a 11 arises linking the coordinates 
le and a11 and e  isimplicit function of time. 	If 	is directly 
expressed as a function of time, the two equations are reduced to 
(i . 11 ) with = f(t) and the problem reduces to the case of liquid 
oscillations under parametric excitation [D2]. 	The present problem, 
however, is similar to a certain extent to the autoparametric vibration 
absorber studied by Haxton and Barr [H5]. The difference lies in 
the nature of the nonlinear term in equation (111.13) and the sign 
of the autoparametric term in (111.12). 	This similarity is of 
considerable help in anticipating the results of the present analysis. 
It is convenient to write equations (111.12, 13) in a non-
dimensional form. Referring to Struble's Analysis [s16, 171 of 
the simple pendulum motion under parametric excitation and to the 
analysis of the liquid surface oscillations under the same excitation 
by Dodge et al [D2], non-dimensional parameters that suit our 
problem can be derived; 
Y= W lit 
€ = 
= 
= N +m 
0 




a11 	 A11 
= A11 tanh 1 h 
Using (111.14) in (111.12, 13) gives; 
2 	 '3 
A11 + 2A11 + (1 +z )A11  +eA11(C1A11A11 + C 2A11 ) = 0 (111-1 5) 
2 	
'2 Z + 2€r 	I + r Z -LA si sl 	si 1 11 = e fcosT (111.16) 
where: 






1 - (h/a) 1 .taith 2j 1 h.sirth2 1 h 
= r211 tanh 1 h 
-63- 
and prime denotes differentiation with respect to the non-
dimensional time parametert 
In order to study the behaviour of the system at multiple sub-
harmonic frequencies, it is convenient to re-write equations (II1.15, 
16) in the standard form devised by Bngoliuboff and NitropoiSki. [B-1 0] 
" 	2 2 = e 	-1  (s 2 2 - r21)Z - 2r5151 Z+ L1 i 1 + fcosnpt 	(111.17) z+s 1 z 1 
22 'I 	 22 
A1 1 + = e[ e (s 	- 1 )A1 1 - 2tAi 1 - A1 1 Z'- EA1 1  (C l A1 1 1 + 
... (111.18) 
The forcing frequency parametero has been replaced by nP where 
n is a number and V is in the neighbourhood of the lowest frequency 
of the liquid mode, i.e. ))1, S 1  = P1 /q1 
and S2 = P2/q2 where P. 
and qi are integer numbers, S 1 and S2  are introduced such that 
	
222 	 1 22 
S1 ) - r51  <e and s2 y - 1 
The solution of equations (111.17, 18) can be obtained by using 
the approximate asymptotic method outlined by Struble [s15]. Let 
the solution take the form; 
Z = B(T)cos[r51T +(T)] -i-ez 1 (r) + 
(iii.i 9) 
A 	A(T) cos[ -U+ o(T)] +Ga1(T) + 2a2 (r) + 
where A, B, 9', and 0 are slowly varying functions of the time parameter 
T, and exhibit only long period perturbations, while the additive 
perturbations Z,1 , Z2 ,.. and a1 , a2 ,... depict higher harmonics of 
motion and are referred to as short period perturbations ( a 
designation borrowed from celestial mechanics [S16]). 	however, the 
Struble method of asymptotic expansion (111.19) is carried out by 
the familiar process of successive approximations with certain 
innovations. 	For = 0, equations (111.17, 18) will be decoupled 
and possess the elementary general solutions Z = b cos(r 51T +P), 
and A1. =.a  cosT-i-0) where the amplitudes b and a are constants. 
ForEL 0, the method is to permit slow variations in each of the 
amplitudes a, b and the phases Y  and 0, and this determines these 
variations successively to increasing orders of powers of E 
together with the additive corrections Z 1 , Z 1 ,..., and a1 , a2 ..... 
Substituting the expansions (iii.ig) in (111.17, 18) results in 
the equations; 
[B— B(r1 + 	2 9)]cos(rt +P) - [B+ / 2B(r +'f)]sin(r1T +p) +6Z 1 +... si 
+ S 2Bcos(r51 	E y T +çp) +s 2 p 	 z1 +... 
- r 1 )[Bcos(r 51T +) +Z1 
/ 
- 2Er " [Bcos(r 51T+) - B(r 1 -i-P)sin(r5 t +P) +e 	+...] ±...] si si 
'2 
2 
A cos 	e) 	 ( + ) sin(t± 0)cos(T+ e) +eLi[ 	 A  
+ A2(1 + )2 sin (T+ e)] 
+ 2a1 L1 [C cos(Y+ e) - A(1 + ) sin( -C+ e)] +.. 
+ € f cos(nyt) 	 (111.20) 
I, 
A(1 + )2] cos( -U+ e) - [AO+ 2A(i + )]sin(T+ 0) +€a 1 +... 
+ S2 p2 Acos(T± e) + S 22 2 J16a1 + 
=e{_ 1 (sv22  - i)[Acos(t+ e)+Ea1 + ....]} 
- 2[Acos(t+ e) - A(1 + 6)5(r+ e) +C-a' + ...] 










- 	a1 [B - B(r +') ]cos(r 1T +) - a1 [Bf+ 2B(r 1 + ( )]sin(r5 t +) 1 si 
+ Z 1 Acos(T+ Oj 
E2 	2 	+)2]cos3 (+e) 	2 	A 	6n+ eCO52 c{A A(1 	 T - A[A0± 2( + 	 T 	 ±o)}  
_e2c21 A l2 Cos 3 (t+ e) - 2A2 1(1 + 6)sin(T+ O)cos 2 (T+ e) 
+ A3 (i + 6) 2cos(T+ 0)sin2 (Y+ 
	
(111.21) 
The process is carried on by equating the coefficients of equal 
powers in C-. 	The first equations that will be generated from the 
terms of order zero in are called variational equations while the 
other equations that come from coefficients of E, e2 	are referred 
to as perturbational equations. At each step of the iteration 
process the variational equations are associated with the fundamental 
harmonic terms 	(r iT+9)} and {c+ e)} and the perturbational 
equations with the remaining nonresonant terms. Should a term appear 
which is "nearly" resonant, such as cos[(r 51 - i)t+-e] for 
2 ±6' this is transferred to the variational equations. In 
this way all potentially resonant or nearly resonant terms which 
would lead to either secular terms or small divisors ;. in the additive 
perturbations Z 1 , Z2 ,... and a 1 , a2 ,... are treated in the variational 
equations. 
Since A, B, e andtP are slowly varying functions of time, 
• 	/1 	'/ 	4' 	,1 
terms involving A, B,p, e, AO, and BT can be neglected. 	At the 
, 	 / 	, 	
/ 
same time terms such as A, B, 0 and'! on the right hand side will 
also be ignored since they are of orderE. 
Terms of zero order of 6  give -the fundamental variational 
equations; 
I-i 22 	r2  )BI - 2r 1 B'J'=E1 61 v - si 
/ 	12 
- 2r 1 B 2r51 4 1 B 
- 2A0 	_G{6_1(s2 - Al 
- 2A 	= E{2 tAJ 
(111.22) 
Terms of first o -rder of give the first order perturbation equations; 
Z //+ r 2 
	-. Z 2r2  C Bsin(r T + P) + +L1 A - +11 A2cos(2T+ 20) s 
(111.23) + f cos(niC) 
a1 + a1 = 2Asin(T+ o) + ABr2 j cos[ (r si  - i)T+ - e] s1  
+ cos[(rsi 
 + i)T++ 911 (111.24) 
-67- 
In (111.23, 24) use has been made of the elementary identities; 
sin2 (T + e) = +[ 1 - cos(2T+ 2e)] 





The damping terms are secular terms; also some other terms give 
resonance at; 
r ci = 2 internal resonance 
(111.25) 
n V = r51 external resonance 
An. internal resonance condition occurs if the structure frequency 
is equal (or approximately equal) to twice the fluid frequency. 	If 
this condition holds, then the system will lie in the region of 
parametric instability if the external forcing frequency approaches 
r 1 (or 2). 	This implies n = 2, i = 2, and 2 = 1. 
Removing all secular terms in (111.23,24) to (111.22) and 
keeping non-resonant terms results in 
-F r 2 1 Z 1 = -- L1A 
2 
+ a1 = ABr 1 cos[(r31 +1)T+ P+ e] s 	J. 
(111.26) 
The steady state solutions of these equations are; 
Z1 =A2 	 1- (111.27) 
a1 = AB cos(3t+ y2+ e) 	J 
-68-. 
Now introducing the removed terms from (111.23, 24) to (111.22) the 
variational equations take the form; 
1  1 2 2 - 	
- r2 1 )B - + L 1 A2cos(20 -) + fcos} - 4B9'=E 16 (S1 
- 4B = E{8 1 B + L1 Asin(2e -) + fsin } 
- 2A0 =e{1 
(S2 2 - 1 )A + 2cos(2e 	) 
- 2A =f2A + 2AB sin(20 _)J 
(111. 28) 
In order to write (111.28) in a more concise form, the following 
parameters will be introduced; 
2 
y =(i -)/e Ff 







S 1 = 2 
S2 = 1 
Equations (111.28) become; 
* 	 b2 (f= 4yb 2 + +L 1b cos(2e -) - cosf 
b2 = - 31 b2 - +L1 b sin(2e -y) 
(111- 30) 
b 1 e = 2yb 1 - 4b 1 b2cos(2e  
= - 2'b 1 - 01b2sin(20 JJ?) 
where a dot refers to differentiation with respect to T. 
1 
The steady state solution of (111.30) can be obtained by setting 




 +l 	 (111.31) 
b ={_ 42 + q1 	- y2 ( i + 49 )2 I 	(111.32) 




2 	2 	 (111.33) rl 
'si 
Solution (111.31) exhibits the characteristics of the auto-
parametric vibration absorber [H5] while the fluid response given by 
(111.32) is different from the absorber mass response of reference [H5], 
the difference lies in the sign of the first two terms. 	This 
difference changes the picture of the response curves as shown in 
Figs. (111.3, 4). 	Examining these results shows unrealistic values 
for the fluid amplitude especially at n = 1. 	This means that the 
second order solution is not adequate enough to predict the 
response of the system, and recourse must be made to consider third 
order terms in e2 
111.2 Third Order Solution 
Considering terms of second order in E  in (111.20, 21) gives 
the second order perturbation equations, 
"  Z 2 + r 2 51 Z 2 = - 2r 1 ' 1 Z 1 - 2a 1 L1 A1 sin (T+ e) 
	
4 + a2 = - 2ç +aiBricos(r5it+) + C 1 A3cos'(T+ e) 	(111.34) 
- C2A3cos(T+ O)sin2 (t+ e) 
-70- 
- h/a 10 	 \ 
b 	
--j,-0.056 
- 	 , \ 	 - 
:0.005 	/ 	' 2 	 - p1 - 
b:0.0 
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/ 	90--.9 	 I 
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Fig0113) Fluid and Structure Amplitude Responses 
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Under Pure Vertical Excitation. 
-72-- 
Invoking the solutions of a1  and Z 1 (111.27), the equations (111.29) 
take the form; 
2 
2 	si 2 
L1 A2B 
Z + r z = - 	[sin(4T+ 9- 20) - sin(2T+P)] 
4 
a2 + a2 =2t5in(2T+ + o) +• 	2 Icos[(r + 3)T+ 0 + 2 
L 	si 
+ cos[(3 - rsi 
	e]} + 
	fC 4 
i [cos(2T+ 30) + 3cos(t + o)] 
- C 2[co5(T+ e) - cos(3T+ 39)1J 	
(111.35) 
The following relations have been used in (111.30) 
sin(—L + 0) cos (3T++ o) = 	sin(4T++ 20) - sin(2T+) 
cos3 (T+ e) 	 = +[cos(3T+ 39) + 3cos(T+ e)] 
Equations (111.30) show that resonance occurs if; 
= 2, or r =
si 
Removing all resonance terms corresponding to r 1 = 2 in (111.35) and 
adding them to the variational equations (111.28) results in the 
'following equations; 
/ 	-1 2 2 - r2 1 )B- +L1 A2cos(29 -) + fcos} 
- 4B
P=E1e ( S I  
- 4B =efe 1 : 	+ L1 A2sin(20 -) + f sin 
+ e 	A B 
- 2A0 =e {El (S2 2  - 1 )A + 2ABcos(2e _)J 
+ 	AB2 + 	- c 2 )A3 
	
(111.36) 
- 2A =E{2cA + 2AB sin (20 
Using the same parametors of (111.29), equations (111.36) become; 
b2(p= 4yb2 + +L1 b cos(29 -P)- cos(J7 
b2 = - I 
n 
sib2 - --L1 b sin(2e -P)- sin9 
- bb 2 2 (111.37) 
b10 = 2yb1 - 4b 1 b2cos(20 _) 	1 b1 b - 









It seems rather laborious to obtain an analytic steady-state 
solution for (111.37) due to the presence of cubic terms. However, 
c the term o2b1 
2 
 b2 can be dropped since '2  is very small. Moreover 
an attempt was made to investigate the influence of 1 b 1 b without 
considering C 12b, and it was found that that term has a negligible 
effect since the resulting solution was nearly similar to the solution 
(111.30, 31). 	Previous theories [D2, sio] showed that the fluid 
I It - 
amplitude can be obtained more accurately by considering third order 
terms in b. 	Accordingly the term C 12b will be considered. 
The steady state solution is given in the form; 
= 	[4 (Y2 + r12) - 4C12yb + 012 b 1 ] 	 (111.38) 
and b1 is given by solving the quartic equation in 
A5  + A4b + A3b + A2b + A1 = 0 	 (111.39) 
where 
A5 = 0.0625 C 12 1 6y + 	I si ( 	
2 2 	
- 	1 C 12 + 0.25LC 2 ) 
A4 = - 0 .5yC( 16y 2 + 	+ L 1 C2- 	
- yC 12L 
	
 12) 
A3 = 2 C12(i6y + 2 )(32 ± 	- 4L1C12y(3y2 + 
V}) + 2)51L1C12y 
22 +L1( y +) - C12 
A2 = - 2C 12y(y 2 + 	)(16y2 + 	2L1(y2 + 2)(42 - 	s1 
+ 4C 121 
A1 = 	2 + 	[16y 	22 + 2 - 41 
Numerical solution of (111.39) are obtained by using the IBM 
Fortran Subroutine CDPOLR (Roots of a Polynomial with Complex 
Coefficients). 	Shown in Figs. (111.5 - io) are the steady-state 
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of 	and 	and two values of the excitation amplitude parameter 
€= 0.0025 and 0.005. 	It can he noticed that there are two real 
solutions for b 1 , one is given by the dotted curve kf and the other 
is indicated by the full curve krnn in Fig. (111.5). 	Only the latter 
solution krnn, is observed experimentally. Hence the dotted curve 
of b 1 must be unstable. 	It can be seen that this curve is bounded 
by two vertical tangents where 
dbl
- = 	, one is at b 1 = 0 (point f) dn 
and the other at the collapse amplitude defined by point k. From 
Figs. (iii.s-io) it can be concluded that the collapse amplitude is 
governed mainly by the fluid damping ratio 	and the excitation 
amplitude 0 (or E'). 
It is seen also that when the forcing frequency is increased 
from "t" to "f" the fluid amplitude remains identically zero; it 
then jumps from "f" to "a" and follows the continuous curve amn. 
With decreasing forcing frequency the fluid response follows the 
curve nmak until the collapse amplitude is reached (point k). 	In 
this particular case the behaviour of the fluid response is typical 
of a nonlinear soft system. 
is 
In connection with the response of the main mass, it is seen 
that there is a remarkable difference between the two solutions 
(111.31, 38). 	While the solutiOn (111.31) gives a suppression 
effect to the motion of the main mass, the cubic solution (111.38) 
brings it back up to the linear solution level (111.33) as shown in 
Fig. (111.5). 	To clarify that apparent contradiction, 
consider conditions at resonance (y = o.o), assuming the liquid is 
inviscid, ( = 0.0) and ignoring the vertical sloshing effect 
	
(L1 = o.o). 	In this case the three solutions of the main mass are: 
b2 = 0.0 	(i) 	from the quadratic solution (111.31) 
b2 =± i/r( 	(ii) 	from the linear resonance solution (111.33) 
b2 = ± + C 1 	(±i) from the cubic solution (111.38) 
can be obtained by solving (111.39) after inserting the relevant 
coefficients, it gives: 
C
4. 2 8 
') 12'sl b  1 - cb 	0 
16 	12 
This equation has the solutions; 
b=0 or b 4 	
16 
1 = 2 2 
C 12.' 51 
Substituting the second solution in (iii) gives: 
b2 = ± 
which coincides with the linear resonance solution 
This implies that if the liquid free surface does not contribute 
any vertical force the structure response would be similar to that 
of a single degree of freedom system. 	The amplitude response curves 
shorn in Figs. (111.5-10) indicate that the liquid sloshing 
effect on.the main mass is very tiny and disappears when h/a 
increases. 	The liquid slashing generates horizontal forces which 
are reacted by the vertical guides to the tank motion. 	These forces 
0) 
are significant when the container is released to horizontal motion, 
and such a situation will be investigated in Chapteis(IV,V). 
In the present case, however, the effects of the cubic terms 
in €2 in the governing equations of motion are very important in 
defining the characteristics of the system properly. Moreover, 
the coupling between the liquid motion and the structure is so weak 
that it can be imagined that the two equations (111.15, 16) are 
decoupled in the sense that the liquid is subjected to a direct 
parametric excitation Z which is the solution of the linear equation 
(111.16) if L 1 were equated to zero. 
111.3 Stability of the Steady-State Solutions 
The stability of the steady-state solutions of equations (111.30) 
or (111.37) could be investigated by imposing a small perturbation 
from these solutions and examining the subsequent motion. 	If the 
motion following the perturbation decreases with ti-me, the solution 
is called stable, if the motion increases with time, the solution 
is unstable. 	The steady-state solution of (111.30) or (111.37) will 
be denoted by the superscript (o). 	Let 
* 	 b1 = (
o) + o =+ e T 
 
= b 0 ) (0) 	c P=çp +o4e 
(111.40) 
where - are assumed to be small. 
1 
Stable solutions correspond to 
the values of with a negative real part, while positive values 
indicate unstable motion. 	Introducing (111.40) in (111.30) or (111.37), 
neglecting products of 1 leads to the following set of homogeneous 
algebraic equations. 
[ 
D11 - D12 D13 D14 	1 1 	1 0 1 
D 1 D22- D23 D /2 	J 0 	I 
D31 D32 D33- D34 	J 3 j 	= 	0 	(111.41) 
L D41 D42 D 43 D44- 	j {4/ 	OJ 
where D are the derivatives of b 1 , b2 , 0, and 	of (111.50) orij 
(111.37) with respect to b 1 , b2 , 0 andcf respectively and are given 
in Appendix (III.A). 
Equations (111.41) are homogeneous inS 1 .and nontrivial solution 
will exist only if the determinant of the coefficients is zero. 
Expanding the determinant gives; 
A4 	A3A3 + A2 X + A1 + A0 = 0 	 (111.42) 
the coefficient A1 corresponding to equations (111.30) and (111.37) 
are given in Appendix (iiI.B). 
The question of stability reduces to an examination of the roots 
of (111.42). 	The values of the roots of (111.42) are dependent 
upon the physical properties of the system and the detuning parameter y. 
So for a particular system configuration the behaviour of the roots 
is dependent on y only. 	The location of these roots in the ) plane 
as y  is changing gives a direct measure of the degree of stability 
in the system. This method is powerful only when the characteristic 
equation is of low order, as a direct analytical solution for a 
higher order equation is laborious. 	In many cases it is sufficient 
to know whether or not the roots have a negative real part. A 
necessary and sufficient condition that the equation (111.42) has only 
roots with negative real part is that A' 0 and all the Hunqitz 
determinants H. should also be positive [R6]; 
Hi = A 1 
	
IA1 	A0 1 	IA1 	A0 	0 
H = I j , 	113 = k3 A2 A1 	 (111.43) 2 IA3 	A21 	 lo 	A4 A 3 
Inserting solutions (111.- 31, 32 in the coefficients A1 
given in Appendix (III.B) and H 1 , and evaluating their numerical 
values shows that A0 and A3 are always positive while Al' A2 , H2 and 
113 are negative. 	This implies that the steady-state solutions 
(111.31-32) are unstable in the frequency range spanned by the response 
of b 1 . 
In connection with the third order steady-state solutions, the 
stability test is performed by inserting numerical values of the 
two solutions indicated by the dotted and full curves in Fig. (111.5-10) 
One of these solutions (the dotted one) is always unstable and the 
other solution (full curve b 1 ) is stable except t the regions in 
the neighbourhood of its terminals where collar / se occurs. 
111.4 Conclusions 
The response of a structure system containing a liquid subjected 
to parametric excitation has been investigated theoretically. 	It 
has been found that the second order perturbation solution (±n) was 
not adequate enough to predict the response of the system. 	Third 
order terms (in 2 ) were considered and the corresponding solution 
showed an essential difference from the second order solution. 
Unlike the response of the autoparametric vibration absorber [115], the 
L) 'j- 
fluid  free surface sloshing forces do not act with a significant 
absorber effect in the vertical direction and consequently the 
response of the main mass is identically a linear resonance single 
degree of freedom system. 
Because the linear theory gives zero sloshing force in the vertical 
direction and predicts higher forces in the lateral direction, it is 
anticipated that the fluid structure coupling will be more 
significant if the lateral constraints are released. 	This case will 




Values of D.. in (iii.ii) 
D11 = 0 
D12 = 2% b1 /b2 
D13 = - 2b 1  (2y- c12b) 
014 = b 1 (2y - c 12b) 
D21 	0.5 L1 '7b1 /b 2 
D23 = —0.25 L1 b(2y - c12b)/b2 
D24 = - 4yb2 
D31 = - 2C12b1 
D32 = —(2y - c 12b)/b2 
D33 = - 4q i 
=2 n? 
t 
=0.25 L1 b 1 (2y -. 
D42 = 4yfb2 
D43 = 0.5 L 1 qb/1D 
D 44 - 	s1 
for the second order solution equate C 12 to zero. 
APPENDIX (m.B) 
Coefficients of (111.42) for the second order solution (111-31, 32) 
are: 
A4 = 1.0 
A3 = 2( !7 l + 2r1) 
A2 = - 8L1 	+ 1612 + 
r7(8q 
+ 
A1 = 4nl(r1 	+ 161 2 ) - L1 (b1/b2)2[2r 	1 
+ 	± 	+ 8y] 
+ 4yL1 Y(b 1 /b2 )?b 1  - 8y9('),+ 4')/b2 
A0  =Lly2(bl/b2)2kLj(bl/b2)2(2 
+ 2) 
+ 4(4 
+ 42 - 
Coefficients of (iiI.4fl for the third order solution (III.3,39) 
are: 
A4 = 1.0 
A3 = 2 (93 1 + 2'J ) 
A2 = 	+ 1612 + 8it - 2L1 2
( i ) 2  - 4C 12b(2y - 012b 1 ) 
t 
L1 	
l1)2 (2y - 
-- 
A1 = 49(1 61 2 	16L1b( 	+ 	
- 2b(2? -. C12 b)/2 + 4c 12  3i ) 
b2 
A0 = L 1(—)2[L 	
1)2 - 
	- 8C12yb] 
+ b(2y - C 12b)[4C 12 (16y2-7 1 ) 
b2 	lb2 
2 j + 8L1 
2 	
i)2( 	22L1 2 
b 1 
+ L1C12()(2y s1 q)1 + L1 (- 2y - C12b1) [ 
+ 2(y 	s1 fl 
+- -16 Q-) 4 (2y - C b2 ) 4 12 1 
CHAPTER (iv) 
FLUID—STRUCTURE INTERACTION WHEN THE FLUID CONTAINER 
IS FREE TO MOVE LATERALLY 
P1.1 
In this Chapter, the general situation of the system shown 
in Figure (11.1) will be considered. 	The fluid container will 
oscillate laterally when the conditions of autoparametric resonance 
are fulfilled. Under these circumstances autoparametric coupling 
will take place between the fluid free surface motion, the tank 
lateral and vertical motions and the vertical motion of the main 
mass. 	The first antisymmetric sloshing mode will be considered and 
equations (11.34,38,39 and 40) take the form; 
The dynamic free surface equation (11.34) becomes: 
-. 	6,..2 
_5lXd + XdXd)]all + O.1O45682) 	
2 
iO< a11 
- 0.2810256 1 oç 1 a11 tanh 1 h 
- d 	+ 252 xd(xdxd + i)] 2 2a 
	 = o 	(iv.i) 
- 
The kinematic free surface equation (11.38) becomes; 
+ (1tanh1h)1 - o.122515i 	a 1 tani 1 h = 0 	(IV. 2) 
The equation of motion along the vertical direction (11.39) becomes; 
0.202ir 
(N  + 	+ C 	
+ K 	_________
11 
	6 sit si cosh 2' 11 h - - 
mtl(Xd + x 0 	 dxd) 
=Ksl cost 
The equation of motion along the horizontal direction (11.40) 
becomes; 
x + c x + (K- mJ)Xd  ti d 	s2 d 	s2 	+ 2512 mtlXd(XdXd + 
npa 
 11 J  1 
(Iv. 3) 
(iv • 4) 
Elimination of 0<11  and 	results in the three equations:- 
2 	2 	 2 .2 
a 	c 11 a11 = - 11 - a11 
 -\11 a11 (Q.227083 a 	0.5260556 a11 g  
- -'\ [ 	± XX]a1 1 tanh11 
 h 
- 	 -2 	21.tanh1h --x 	36 	 ____________ - 	 - Ad - 51 d + 2512 xd(xdxd + xd)] 
2 - 1 ) ( 
(iv,$) 
O.2O2JJ1 	.2 
+ 	+ s1 = 	2d + XdXd) + 2 	2 
a11 
2 4r 
+ w 1 	cosQt 	
(IV. 6) 
+ 2WS2c2Xd + t2Xd = 	_--- Xd (xda + d - 2512 
Y3l (ell 	 12 
2 [ 11 - .122515i a




2 = g 1 tanh ?11 h 
2 	
K /(M +mti) 's1 - 
- 	si 	o 
W s2 = 
= m1/(M + 
V'2 = mtj,/(M0 + mt) 
1.13 = mi/mt1 
The nondimensional parameters used in Chapter (iii) take the form; 
1t = ()11 t 	 a 	 A1 .. -1 
6 = 	/a 	 11tanh1h 1 Z L i 	 LX J 
(iv • 8) 
i 
1 
si 	 Wsi 	, 	s1 
T=451 
[ 
r2  j L °2  J 5s2 J L2 
Introducing (Iv.8) in (IV-5-7) gives 
A 	2EA11 + A11 + C 	= - E Z(A1 1 - c 2x) 62 A C1  A11A 11 + i11 
- C3A11 (X + m) ± c4x( + i2) 	(IV. 9) 
	
2 	 // X+2Er 5 X+r x+kA = k1 xz_6jk i x(xx±x2 ) 2 	s s2 s2 oil 
+ k2A11 (A1111 + 2i 1 )} 	 (IV. 10) 
I. .12 
Z + 2Er .. Z + r1Z =L2(X2 + 	) + 	i + fcosT} 	(iv.ii) si si 
2.4 
02 = 
(L/a) ":, 2 -1 )j1 
04 = C 2  C 3 
c - 0.227083 
1 - tanh2 ?' 1 h 
C-  0.5260556 





(Q/a) 1 canh 1 h 
2 1 tanh 1 h 




L = 2 03 
f = [r2 11 tanh 1 h]/ 	 K = 
0 	113J1 	1 
K1 = 03 	 K2 = .122515 kJtanh2 1 h 
A fluid free surface damping term has been introduced in (IV.9). 
IV.2 Transformation into a Principal Co-ordinate System 
Any possible solution for equations (iv.g-ii) gives the total 
motion as a sum of responses in its characteristic modes of vibration. 
In order to derive the solution in terms of these modes (principal 
modes) transformation from generalised co-ordinates to principal ones 
should be carried out. In an undamped linear vibration system the 
principal co-ordinates of a system are the natural co-ordinates and 
each principal mode responds to an applied force as a single degree 
of freedom system, i.e. the modes are decoupled. 
When the damping is considered, other principal co-ordinates 
known as "damped principal co_ordinates8]It  exist. 	Bishop and 
[ B8 
Glad.well ] showed that the general representation of the damping 
has the effect of coupling the principal modes of the system, "so that 
a force which would have excited just one principal mode in the 
undamped system now excites other modes as well". Due to the lack 
of experimental information of the nature and influence of damping 
and its imprecise value there is no simple mathematical theory 
to repr2sent it properly. Furthermore there is no conclusive 
experimental evidence to show whether the damping does in fact couple 
the modes or not. Any evidence of coupling that may appear in the 
experimental results does not refer only to the presence of off-
diagonal damping terms because other sources of coupling, such as non-
linear coupling of modes, may have a great influence. 
It is common practice to carry out the transformation, first, 
for the undamped linear homogeneous equations and then introduce 
damping terms after the equations have been transformed into principal 
co-ordinates. 	Simplifications can be achieved by assuming viscous 
damping and the modal damping matrix is taken to be diagonal thus 
implying that the modes are not coupled by damping forces in the 
structure. 
Many standard references [B7, C6] consider some special cases 
in which the damping matrix is diagonalised by a transformation into 
principal co-ordinates. 	One of these cases is known as "proportional 
damping" where the damping matrix is a linear combination of the mass 
R4 
and stiffness matrix. 	Rayleigh" 	showed that such systems possess 
classical principal modes. 	caugi[C1] proved that the necessary 
and sufficient condition for a damped dynamic system to have classical 
principal modes is that the damping matrix be diagonalised by the 
same transformation which uncouples the undamped. system. 
Recently, Hasselman 	has shown that, the off-dia gonal terms 
in the undamped principal co-ordinates are, in some cases, of the same 
order as the diagonal ones. 	He assumed viscous damping to devise a 
method of measuring the off-diagonal terms in the principal damping 
matrix. The method is based on the coincident and quadrature - Go-
quad - .technique currently employed to measure modal frequencies and 
damping 4 . 
Due to the presence of nonlinear coupling terms, it is 
convenient to transfo"m the linear undamped homogeneous equations 
(Iv.9 and iv.io) and then introduce damping terms into the principal 
	
co-ordinate equation. 	In this case, viscous damping will be 
introduced and the normal damping matrix will be taken to be diagonal. 
I 	0 




[o 	r  2 
° 	
i s2 j L 
Apply the linear transformation; 





Such that in Pt,  the linear equations of motion are all independent 
or uncoupled, and [R] is a nonsingular real square matrix. 




Substituting (IV-15) into (IV-13) gives two equations whose non-
trivial solution exists if the determinant 
-C 
0 = 0 
The characteristic equation (IV.16) has two roots for 	given by; 
1+ r 	k+r52 ) 2 - 4(1-0 0k0 )r 2 
1,2 = 	 2(1 - C 0k0 ) 
The eigenvectors corresponding toAand 
A 2 are; 
(iv.i 6) 
(iv. 17.) 
1 A 	[ J - = 1 
IB}1 	Lc 
A 1 	11 
1- 
} 
C t.. o2 
(IV. 18) 
The transformation matrix [R] can now be constructed as 
1 	1 








= c c;;12 
(iv. 20) 
Introducing (Iv.19) in (Iv.14) and invoking (Iv.20) 
A11 = P1 + P2 
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 transformation (Iv.14) can now be'introduced into (IV-13) and 
I i 	 --pre-multiplying by k 10 jLR3ves; 
1 o11fl 	2 	I + 	1 
2 	
1 	= o 	 (Iv.22) 
0 1JP2 J 0 r2 [P2 j 
where 
2 	\2 	2 
r1 = A1 and I'2 
Relationships of r 1 and r2 versus structure frequency r 2 are 
given in Figs (1V.1-3) for different fluid depth ratios. 	The 
generalised co-ordinate Z becomes P 3 in the principal co-ordinate 
frame. 
Introducing into (Iv.22) a diagonal damping matrix whose 
diagonal terms are the damping corresponding to each mode, equations 
(Iv.9-11) can be written in the principal damped co-ordinate system 
as: 
22 	1_1 	222 	 / 41 	 /11 
P1 + S1 p1 = 	( s 1 j, -r1 )p 1 - 2r1 '1 P 1 -0 5P1 P3-C 6P2P3 
21 	2" 	2" 	 - 
+ 1C7 
 
P1 P1 + C8P1 P2 9P1 P2P1 +C 1 0P1 P2P2 
22" 	-2  
+ C11 P2P1 +01 2P2P2+C1 3P1 P1 +01 4P1 Pi P2 
+ c i 5P2P12+C16P 2 P +c17P2 +C18P1 	 (Iv.23) 
'I 22 




+ 	K 5P1 P1 +K6P1 P2+2K6P1  P 2 P 1 
 +2K7P1 
 P 2 P 
 2 
2' 	2 	'2 • K7P2P2+K8P2P2+K9p4 P1 +2K1 oP1 P1 P2 
' 
/ 	 '2 	'2 	'2 1 
• 2K.  1 2
P  1 P2+K 1 P P2+K. 0P2P1 +K1 2P22 	 (Iv.24) 
22 '2  
P3 + s3 v P3 = { i 	2-r-2r33P3+L3P1 +L4P1P 2 
'2 	49 I' 
+ L 5P2+L6P1 P1 +L7P1 P2+L7P2P1 
+ L8p2p2  + fcoYt)} 	 (IV. 25) 
Where the constants C, K and L  are given in Appendix (IV-A) 
The forcing frequency a- has been replaced by n)) where n is a + ye 
real number and.)) is in the neighbourhood of one of the principal 
mode frequencies. 	S1 ,S 2 and S3 are +ve real numbers such that 
I s J12_rkE . 
Applying the approximate asymptotic solution as explained in 
Chapter (Iii), the solutions take the form, 
P1 = P1 cos(r1t+o) +€a 1 -• 
P2 = P2cos(r21+e) +Eb1 ~ ... 
P3 = P3cos(r3t+y) + Ed.1 +... 
As defined in Chapter (III), the amplitudes P1 , P2 and P 
3 9 
and phases 9,O, and 'y  are slowly-time varying. 
(Iv. 26) 
-101- 
Substituting (Iv.26) in (Iv.23-25) yields the following 





+ Sl y [P1 cos (rE+'P)+6a1 +...] 
= 	(S1 y-r1 )[P1 cos (r+)a 1 +E2a2 ] 
- 2r1 '1 [-r1 P1 sin(rT 
2 2 
+C 5rP1 P3cos(r1T+')cos(r3I+y)-05[P1 ti cos(rt+f)_ra1P3cos(r3T+y)] 
+C6rP2P3cos(r+O)cos(r+y)-EC 6[P2d1 cos(r1+0)-rb1P3cos(r+y)] } 
+ 2 f - 7 1 1 	 I P2 	2 9 1 1 
-P1P(90i+ C 1 
4r1 r2PP2sin(2r1 t+2f)sin(rt+O) 
+jc 1 







= e{ (S2 2_r)[P2cos(r+O)+€b1+b2] 
(Iv.28) continued 	. 
_2r2 [-r2P2sin(r2T+e)+Ebi] 
2 2 _K3rP1 P3 Cos (r 1T-4-P)cos(r3T+y)+EK3[P1 ci cos(r1T+9')-ra1 P3cos(r3T-i-y)] 
+ 
0r1 r2PP2sin(2rir~2c?)sin(rt ~ O 
+ICi 	r2P1 Psin(rt+)sin(2r2j+ 2e)+K1 1 rP1 Pcos(rt+9)sin2 (rC+O) 
+K1 
(IV. 28) 
[r-P3 (r3+') 2 ]cos(r3T+y)-[P3y"+ 2P3(r3+4)]sin(r3T-I-'y) -Fd1 
+ s [P3cos(rt+y)+Ed 1 +.. .1 
2 2 2\ = 	
(S3 -r3 j[P3cos(r+y)+d1 +d2 ] 
- 2r3 '3[-r3P3sin(r3T+y)+6d 1 ] 
+ L3[rPsjn2 (rI+9')_2Er1 P1 sin (r1T+,Y')] 
• L4r1 r2P1 P2s1( 	+')sin(+e)-L4[r1 b P1 sin(r1T+) 
• r2a'1P2sin(r2t+e)] 






sin (r2T+O)-2€r2l'1 P2sin(t)] 
+ 	 -a1 r)P1 cos(rT+)] 
- 	 P1 cos(r1 +Y')-ra1 P2cos(r2T+O)] 
- 
+ L8[-rPcos2 (r+e) ~ (-b1 r)P2cos(r+e)] + fcon) } (iv.29) 
The fundamental variational equations are obtained by equating 
terms of zero order in e in equations (Iv.27-29); 
- 2r1 Ply = {i (S-r)P1 
i t 
-2r1 P1 	= 0 
- 2r
2 P2
6{ 1 s222 P} 
-2r2P2 = 0 
- 2r3P3 	{ 1 (S2 _ 2 )P} 3P 	3 
_2rP; . = 0 
On the other hand the first order terms of C= in (Iv.27-29) 
give the first order perturbation equations as; 
(IV-30) 
' 2 	2 a1 +r1 a 1 = 2r1 P1 sin(r1T -,- P) 
• 2N 5rP1 P3 {cos[ (r3_ri )T+]+cos[(r3+ri )T+i+] 
• 6r3P2P3  ~cos[(r3_r2)r+y_e]+cos[(r3+r2)ty+e] j 	(.31) 
This equation contains secular terms which exhibit nonlinear resonance 
r3 = 2r1 
= r1 ±r2 r3 
r3 = r1 -r2 
(iv 32) 
b+rb1 = 2rP2sin(r2T+e) 




2K4rP2P3 {cos[(i_r2)T+_ü]+cos[(r3+r2 )t++O]} 	(iv.3) 
Resonance occurs if; 
r3 = 
r3 = 
* 	 r3 =.2r2 
Finally; 
d 1 +rd1 = 2rç3F3sin (r3T+y) -iL3rP[ 1 -cos (2rt+2p)] 





- +L7rP1 P2  I cos[(ri —r2 )T+P-.e]+cos[(r1 +r2 )t+S°+e] 
- +L7rPiP2{cos[(ri_r2)T+_O]+cos[(ri+r2++e] } 
- +L8r 
2 
 P [1+cos(2r2T+2e)] + fcon1)t) 	 (IV-35) 
This equation contains to kinds of resonance, these are; 
Nonlinear internal resonance which occurs at: 
= 
= r1 -r2 
r3 = 2r1 
r3 = 2r2 
(IV .36a) 
External resonance, due to the forcing function term, which occurs 
at 
r3 = n)) 
	
(iv. 36h) 
It is evident from (Iv.32, 34, 36a) that there are four cases 
of internal resonance, two of these are sum and difference of two 
normal frequencies (some investigators call them conjugate frequencies), 
and the others take place at twice the normal frequencies of modes 1 or 
2. 	The analysis of each case will be given in the subsequent sections. 
111.3 Autoparametric Resonance of the Summed Type 
In this section vibrations of the so-called "summed type" under 
parametric excitation are treated. The frequencies of the system are 
governed by the following relations; 
= r1 +r2 r3 
= n) r3 
(IV-37) 
The resonant terms in equations (IV.31 , 33, 35) corresponding 
to resonance conditions (IV-37) must be removed to the variational 
equations (Iv-30). 	The resulting first order perturbation equations 
become; 	- 
+r a1 = 5rP1P3 	
} 
+ 6i 2P3c0s[(2r2+r1 )t+y+O] 
The particular solution of this equation is; 
C r P 1 
 P.-. 	 C5r3P1 P3 






cos[ (2r2+r1 )T+y+O] 
8r2 
(IV-38) 
1+rb1 = - +K3rP1 P3cos[(2r1 +r2 )T+y+] - 4rP2P3 { Cos (rt+Y_e) 
+cos[ (2r1 
* The steady state solution of thiq equation is; 
K3r3P1 P 
3cos[ (2r 1 +r2)T+1±] + 
K 
 4 r 3 P  2 P 3  cos(r+y—e) b1 = 8r1 	
2(r1-r2) 






d1 +r3d1 = 	 +2()+r(L5-L8)P 
-rd"?-O]  
The solution is found in the form; 
2 ri 
d 1 = +(L3 L6 )(--) 2 2 P 	
r 	 1' 




2 	 ,2 2 r L,r 4 +r_)+L4r1 r2 
_____ 	 ir __ i2 - f(L5+L8)( 	2  )Pcos(2rt+20) + -t. 	 ]P1 P2cosr1 _r2 )T+f.-i 2 2 
r3-4r2 
8 r1  r2 
.(Iv.4o) 
Terms of second order in E 2  in equations IV.27-29j give the 
second order perturbation equations 
2 41 	 2 = - 2r 1 a'1 - 
- c6[P2d cos(r2T-i-8)-rb1 P3cos(rjr+)]-C7rPcos3 (rçC+'f) 
-(c 1 0r+C1 1  r)P1 Pcos(r1T+'f)cos2 (rr+e)+c 1 3rPcos(r+) 
sin 2 (rT+f) 
+ 4-C
14 r 1 
 r2PP2sin(2rt+2g')sin(rt+e)+4-c1 5r1 r2P1 P sin (rt+) 
sin(2r2T+20) 
+ C 1 6r2 0ssmn(0 17r1 P1 P2si os(i0) 
+ 	 (P1.41) 
2 2 = - 2r22b+K3[P1 d 1 	 -,-P) 
+ K4[P2d.1 
. Cos (r21+o) 
- 
+ K9rPcos(r +)sin2 (r1T+f)+K1 0r1 r2PP2sjn(2riT +2')sin(r2T+O) 
+K11 r1   r2P1 P sin (rt+) sin (2rT±2O)+IC1 1  rP1 P Cos (r 1T+) sin 2 (rC+O) 
+-K10  rPP2sin2 (r.t+)cos(rr+e)+K 1 2rPcos(rr+O  )sin 2 (rt+O) 
(IV-42) 
d2+r3d2 = - 2r33d1 -2L3r1 a p1 sin(r1T +9)-L4r1 P1 sin(r1T+fP) 
- L4r21 P2sin(r2t-4-e)-2L5r2b'1 P2sin(r2t-4-e) - 
+ L6 (d'1 P1 -a 1 rP1 )cos(r1T+'9)+L7[lP1 cos(rt-i- 
- 





Extracting the terms that give the resonance condition r 3=r1 -i-r2 
from equations (Iv.41-43) gives 
[C 574rP+C556rP1 P+C61 8rP1 P]cos(r.t+') 
from equation (IV-4;) 
[K4S2r2P3+K 
(IV-44) continued ontnue. 
and from equation (Iv.43) 
[L43rP1 P3+L45r2P2P3 ]cos(r3T+y) 
	
(IV-44) 
Constants in (Iv.44) are given in Appendix (Iv.B). 
The addition of resonant terms of the first and second order 
to the variational equations gives the following variational equations; 
11 	 2 2 2\ -2r1 P1 = E {1 (S1 v -r1 jP1+6rP2P3cos(y-O) I 
22 
+ E21 { C 574rP+C556 P+C61 8r2P2 } 
-?r1P1 = E { 2rP16rP2P3sin(y--e) 
-2r2P2O = {1 ( 	2-r)P23rP1P3cos(y--O) } 
221 
{ K
482rP±K361 rP+K31 4r3P3 
-2r2 p2 = e{ 2rP24K3rP1 P3 sin (y-f-O) } 2 2
-2r3p31' = { (3222)p12LpP(9)f cosy 
E p3 { L43r1 
2P2 1 +L45r2P2 } 
-2r 	2r
3 
= E{2rcP3_+rL47P1 P2s (y 	+fsiny 
(iv. 45) 
Introducing the following transformation variables; 




2 = r 2 
3 FF17 1r3e 	 FIL47 1 
S 1 = r1 /r3 	 S2 = 
41= 1-f-e 	 53 = 1 
6  
= 	 471 1 1L47 
equations (Iv.45) takc the form 
/ 	 C 
- b1 p= - s1yb1-14( 	
6 	)b2b3cos1f 
S 1 
+6 b tc 574s1+ 56 	
)b2 + c ( 	
} 618S 1 2 
C 
- 	
=911-+ 	6—)b2 3 bsin'r 
S1 IL47  I 
-. 	 K.7 
- b2e = -s 21b2-+( 	)i b3cos1 1I1 
S2 1L47 I 
2K344 2 +b2 JK482S2b+K361  ()b1
+ 	b3 
K 
- b2 J7 2b2+ 2 ( 	_ ) b 1 b3sinI 
S2 1L47 1 
47 - b3y = -1b3-+ 1L47fblb2c5tV+ cosy 
- 	=3b3 	
L47 
b1 b2  sin 4 siny 








where prime denotes differentiation with respect to the new time 
parameter T. 
The steady—state solution of this set of equations can be 
obtained by setting the left hand side to zero, however the resulting 
six nonlinear algebraic equations are incompatible because they 
contain only five unIiowis. 	This means either that one or more 
of the variables do not achieve steady state or that one of the equations 
is related to another through their coefficients (which implies that 
the virtual number of these equations is five). 	These equations 
are consistent only if the damping of the first two normal modes is 
neglected. 	This situation leads to four algebraic equations with 
four unknowns. 
The behaviour of each possible case will be investigated separately. 
Case A 
In order to simpLfy the analysis the third order terms are 
dropped as the numerical values of their coefficients are very small 
compared to those of the second order. The resulting equations 
are; 
C6 





11 	)b 1 b3 = 0 S2)'b2 ± 2 '31L1 
2 47 
(IV-48) 
?b3 ±+ 1L1blb2 	= cosy 
- 1 3b3 	 = —siny 
The solution of these equations is 
222 
4 121 
b3  = - C6 K3 L 7 	 (IV-49) 
2 
	
=-1--b2 	 (IV. 50) 
K3C6 	2221 





There is another solution can be obtained with b 1 = b2 = 0, and 
given by 
= 	1 	
(IV. 52) 3 2+r12 
which is a normal resonance solution. 
The amplitude response curves are determined for two different cases 
of fluid depth ratios - 	1, 	and 2, and for two excitation 
parameters E= 0.021, and 0.0105. 	From the relationship of r 1 and 
vis. r3 given in Figs. (Iv.1-3) the value of r52 can be defined 
for the condition r3 = r1 +r2 2.0. Having obtained r52 the length 
of the leaf springs L/a can be determined from Fig (V1-6 ),for  the 
relevant top masses. With these data the constants in (Iv.49-51) 
are determined. 	Figs. (IV-4-9) depict the theoretical cirves for 
b1 , b2 and b3 . 	It has been indicated in similar studies [15,B4]  that 
the points of vertical tangency on the response curves b 1 and b2 are 
important as they define the boundaries of the region of parametric 
instability of these modes. 	Two kinds of vertical tangents exist on 
each side of the resonance frequency n=1, the first occurs at the 
forcing frequency where b 1 = b2 = 0.0. At this frequency b 3 in (IV-49) 
is equal to b3 in (Iv.52) and the values of b1 and b2 jump from point 
A to point B. on b 1 and C on b2 Fig. (Iv.4). 	The responses of b 1 and 
M b,b b 3 - 2 E 
:• I b, V D 
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follow the curves BDE and CFG respectively with peaks at E and 
db1 	db2 
G at which 	= - = m, (the second kind of vertical tangency), 
and the values b 1 and b2 drop to point H. The mode b 3 is 
suppressed through the autoparametric action and meets the n axis 
at n=1.0 because' 1  42 = 0.0 1 and instead of the linear resonance 
response of b3 represented by equation (Iv.52) and the curve UVW, 
the large response occurs in the first and second modes which 
exhibit large peaks on either side of resonance n=1. Haxton and 
Barr [H51  showedthat if the internal resonance, in the present case 
r3 = r1 --r2 , is not met precisely the effect of imperfect tuning in 
this respect is to shift the diagram of Fig. (IV-4) to left or to 
right of n=1. 
Case B 	= S1 1S2 
This relation is generated as a condition for consistency of 
the six equations, which are reduced to five if this condition holds. 
The damping ratios relation can be easily realised if the possible 
steady-state solutions of (IV-47), after neglecting third order 
terms, are considered. 
Setting the left hand side of equations (Iv.47) to zero and 
considering (Iv.47a,c) gives 
b 	S22 C6 	
(IV-53) 
2 
where K3 = -K3 . 
Considering (Iv.47 b,d) gives 
1 	2 q2 C6 	
(Iv. 54) 
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91/  = r'/r2 
- 
Another solution is obtained by squaring (IV-47a), (IV-47b) and 
adding and squaring (IV-47c), (IV-47d) and adding, the resulting 
relations are divided to give; 
12 
1 = (2)2(6) J[r + ( 2/s2 ) 2 ] (Iv.55) 2 	S 	R b21 3 ~ Er2 + (1/s1)2] 
It can be seen that (Iv.52-55) are consistent if 2/11 = s21s 1 . 
If this condition holds the other amplitudes are given by; 
L7 	2 
=
+ 	/s) 	 (IV-56) 
and 
S1  V"3C6 = -4S(—-)('2-'71)±2 -c 	- 4 2L 7 (q1 +S 1q3 ) 2 	(IV. 57) 
The amplitude response curves given by (IV-54, 56, 57) are shown 
in Figs. (IV-1 0-13). 	The influence of\ 1 (or r]2 on the behaviour 
of the system appears by the offset amplitude of b 3 at n1. 
Case C 9 1 /r/2 *s1 1s2 
If the relation 9 1 /r72 S 1 /S2 is not satisfied, then the 
solution of equation (Iv.47) with the presence of their left hand 
terms should be investigated. However, the available tools of 
analysis appear to be inadequate to find an explicit analytical 
solution. 	A numerical solution of the simultaneous equations will 
give an idea as to whether the system possesses a steady state or 
not. 	Inserting the six equations in .a CSMP (Continuous System 
Modeling Program) simulation and using the Mime integration routine 
gives the results shown in Figs. (Iv.14,15). 	With zero initial 
conditions for b 1 and b2 the CSMP simulation is indetermined since 
there will be terms involving division (zero by zero) such as b 2b3 /b 
and the result is () which is invalid. 	Initial values for b 1 
and b2 should be assumed. The importance of this fact may be 
visualised in the experimental work in which the steady state 
responses cannot be created unless initial values have been applied. 
The numerical results show that a steady state solution could be 
achieved only for the amplitudes b 1 ,b2 ,b3 and the phase y but T  and 
8 exhibit only unsteady solution whose degree of unsteadiness 
decreases as n—.--1. 	At n=1. the system possesses a complete steady 
state. The normal resonance curve does not exist within the frequency 
range n1±O(E) where the autoparametric action takes place, and 
the upper branches of b 1 and b2 are obtained. The peaks or 
collapse amplitudes that are found in cases (A) and (B) do not 
appear as the solution is virtually unstable. The positions where 
b3 changes its behaviour from normal linear resonance response to 
that similar to autoparametric absorber define the region of stable 
modes for b1 and b2 . 
The CSNP simulation does not delineate the complete picture 
of the stable solution of b1 , b2 and b3 , where the parts MB,NE on 
b1 ; PC, q$ on b2 and UJ,WK on b3 of Fig. (IV-4) do not exist in 
Figs. (Iv.14,15). 	These parts could appear La the CSIVIP solution 
if the proper initial conditions were inserted. 	The transient solution 
for selected detuning parameters (n=1.04 and. 1.0) is delineated in 
Figs. (Iv.16,17). 	For n=1 it is evident that the interaction 
takes place in a form of energy exchange between the first two modes 
and the third mode. 
-126- 
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IV-4 Autoparametric Resonance of Differential Type 
r3=r1-r2 	I r3 n)  
Considering quadratic terms in the first order perturbation 
equations (IV-3 1 , 33 and 35) and transferring terms which resonate 
under conditions (IV-58), the variational equations become; 
-2r1P1 =e {_1 (S 2_r2)p+ 6 P2P3c0s(y+0 
-2r1P = e {2r P1 	- 6rP2P3sin(y+e-) } 
-2r2P96 = 	 1(S2 2P2-r)p 2 2  + 3rP1P3cos(y+O-M>) } 
-2r3P2 = {2rP 	+ + 3rP1 P3sin(+O_tS)} 
-2r3P3 	{i (S-r)P3 - +rL74P1 P2cos(y+O-P) + fcosY} 
(iv. 59) 
-2r3P3 = E {2r 3 3 P3 	- +rL74P1 P2sin(y+e-P) + fsinY} 
* where 
K3 = - K3 
74 = L7(r+r) - L4r1 r2 






J' I L741 
2 	2 
2T 	 , 	r3 - 
fiL74 I Er3 
r 
	
S1 = r. /r3 , S2 = 	, S3 =1 
Yj= ' + e -f 
(iv.6o) 
Introducing (Iv.60) into (IV-59) gives; 
C6 
- b1 = - S 1 )b1 + 
	
)b2b3Cos 




- b 	= 	b, - 1( 	6 )bbsin.  
S 1 L74 
K 




1 ' - = + - l+c S21L741 )b1b3sin 
 
- b3-y= -lb3 - 	
1L741 




- = - )bib2 sin lt4 + siny 
1L74 1 
Setting the left hand side of (Iv.61) to zero, one redundant equation 
is obtained as in the previous section. Proceeding on the same 
lines of analysis for the various cases: 
Case A) 	= r1 2  = o  91 
The solution is found to be, 
21S 1 S 2 L 
 74 V~6 f
3 
 












2 76 1 L 
There is another solution with b1 = b2 = 0 and b3 is given by (IV-52). 
Theoretical amplitude responses are given in Figs. (Iv.18,19) and 
follow the same argument as section ( IV-3). 
Case B) r)1/q2 = 
The solution is, 






(741)(2) ±2 c6 
 - 4y2L 4 ( 1 +S 1q 3 ) 2 
6 	2 
(Iv.63) 
The main features of this solution are similar to those of section 
IV-3B, and the response curves are delineated in Pigs. (Iv.20, 21). 
Case c) 	?' S1,'&2 
The same treatment and comments as given in IV.3C are 
applied for this case. Numerical solutions using the CSNP simulation 
'133-. 
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are shown in Figs. (Iv.22, 23). The transient solution for n=1, 
and 0.97 are depicted in Figs. (I -V.24, 25). 
IV-5 Autoparametric Resonance of the Principal Type (Nodes 1,3) 
This kind of resonance takes place between the first and 
third modes; 
r3 = 2r1 
r3 =nV 
(IV. 64) 
The second mode has no influence on the frequency response of the 
system. The variational equations of this case are; 
- 2r1 P1 ? = € { 
	
( s 2-r)P1 + 2 5rP1 P3 Cos (y-2) } 
- 2r1 P = {2rPi 	--12-C 5rPi P3sin(Y_2cP) 
- 2r3p' = { 
	








L36 =L + L6 
With the following transformation parameters: 
p 	b 
	
2T 	 -1 






i 	 I 
r3fLL36' 	 E fIL36I 	 I 





equations (Iv.65) become: 
/ 	 5 C 
-b1 L= -.5b1  + 1L36 
C5 
-b' 	= fib - 1L36 1 
1 L36 
-b3y' = -b3 - 	
1L36 
I b1 b3Cos (y-2') 
b1 b3sin(y-2g') 
bcos(y-2') + cosy (IV. 67) 
b sin(y-2) + siny -b3 =%b3_ 	
L36 2 
1L36 1 	1 
Seeking again steady-state solutions of (Iv.67), it is found, 
contrary to the previous two sections that these equations are 
compatible and have the solution; 
	
I
+ 4'1 	 (a) b3 =4 
and 	
6_22) ± L36 4(_)2 - 2 (9 +29 )2 } (b) b 	C513 	 36 
There is also another possible solution with b 1 = 0 and b3 given by 
(Iv.52). Examinatn the theoretical solutions (Iv.68) shows that 
there is only one real solution for b 1 defined by the vertical 
tangency at b 1 .0 at which b3 is changed from linear resonance (Iv.52) 
to an autoparametric absorber response (IV.68a). 	Figs. (Iv.26.-29) 
sho'i the amplitude response curves for different fluid depth ratios. 
IV.6 Autoparametric Resonance of Principal Type (Nodes 2, and 3) 
r3 = 2r2 
r3  = nV 
(IV. 69) 
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This case is similar toflrevious section but the interaction will 
take place between the second and. third modes. The variational 
equations are found to take the form; 
22 	2 	2 - 2r2P20 =eje (s 2 y - r2 )P2 -• --K4r3P2P3cos(y-2O) 
- 2r2I 2 =E{2P2 	 + jK4rP2P3sin(y-2e) } 	
(IV-70) 
- 2r3P3y'= 	1 (S2 2-r)P3 
- 2r313 =e{2rcP3 
- +L58rPcos(i_2e)+fcosYj 
- +L58rPsin(y-2O)+fsiny } 
where 
L58 = L5 + 












S3 = 1 
(Iv.71) 
equations (IV-70) take the form; 
K 
- b20 = -O. 5b2 - 4 b2b3cos(y-.20) 
IL 581  
K4 
- b2 .PJb + 1L581 b2b3sin(y-2e) 
L58 2 
- b31 	-lb3 	1L581b2cos(y-20)+cosy 
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Again the steady-state solution is given by 
b H 	1L581 3 - 2 K4
[Z2 
- 
b2 	{L582 - 223) ± IL5 	
4(4 )2 - 
	(93 2 1(4 58 
(IV. 73) 
The theoretical curves of b 3 and b2 vis. the forci'g frequency are 
given in Figs. (Iv.30-32). 	The action of this case is similar to 
that of an autoparametric vibration absorber 	in every respect. 
b2 has two branches, the upper branch is stable while the lower branch 
db2 
is unstable and bounded by two vertical tangents, - = 
al 
IV-7 General Stability Considerations 
It has been indicated in the previous four sections that there 
are two possible kinds of steady-state solution, one gives non- 
zero amplitude response in the vicinity of n.1 ± O(E), and the 
other gives a linear resonance response for the main mass with. 
zero-response for the other amplitudes. 	In the first two sections, 
stability analysis appears rather difficult because of the incompatibility 
of the steady-state equations of the system. However, previous 
stability studies of a compatible autoparametric system together with 
the stability of the fluid free surface will be useful in anticipating 
some remarkable features of the stability of the present problem. 
As the fluid container is mounted in such a way that longitudinal 
and lateral motions are possible, the fluid free surface can undergo 
the following types of motions; 
a) Suppose that, in the first instance, the tank receives purely 
vertical harmonic excitation at a frequency below double the fluid 
natural frequency The behaviour of the free surface of11 
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the fluid is mainly governed by the Mathieu stability chart and, 
as long as the excitation amplitude and frequency are not in one 
of the instability regions, the free surface remains identically 
zero and the system follows the solution (IV-52). 
b) As the amplitude and frequency of the main mass approach the 
instability boundary, the free surface starts to move back-and-
forth, this sloshing motion exerts a lateral force which causes 
lateral oscillation of the container with its structire system. 
This in turn acts as a lateral excitation to the liquid, and energy 
exchange between the two systems will proceed until either a steady-
state condition is achieved or the resulting motion becomes a beating 
type. 	In the steady state case the fluid motion has a constant 
peak: wave height and a single nodal diameter perpendicular to the 
direction of excitation. 	Eulitz and Glasser 
[El]  showed that as 
the excitation frequency (structure lateral frequency) increases 
the fluid wave height increases. Then, at a frequency a little 
less than the natural frequency, the nodal diameter begins to rotate 
and the peak wave height varies. This unstable behaviour takes place 
up to a frequency a little above the fluid natural frequency, where 
once again the steady state fluid motion has a constant peak wave 
height and a single nodal diameter perpendicular to the direction 
of excitation. An additional increase in the excitation frequency 
from this stable point reduces the wave height until the cycle begins 
again as the next resonance is approached. Theconcluded also 
that unstable sloshing will occur only when the peak acceleration of 
a fluid particle on the free surface becomes equal to the acceleration 
due to gravity (i.e. at W = g). 
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Although many investigators have reported the rotational 
motion of the fluid free surface about the vertical axis of symmetry, 
they gave different descriptions of its manner. Abramson, Chu, 
and Dodge 2'  described the essential features of that motion as 
an apparent "rotation" of the liquid superimposed on the normal 
sloshing motion which results in a type of "beating" motion. 
Hutton[ H12] classified the fluid motion into three types, 
stable planar, stable nonpianar, and unstable. Stable planar 
motion is a steady-state fluid motion with a constant peak wave 
height and a stationary single nodal diameter perpendicular to the 
direction of excitation. Stable nonpianar motion is a steady- 
state fluid motion with a constant peak wave height and a single nodal 
diameter that roates at a constant speed around the tank. This 
motion has the appearance of a surface wave travelling around the 
tank at a constant speed and in a single direction. Unstable 
motion is a fluid motion that never attains a steady-state harmonic 
response, the peak wave height and nodal diameter rotation rate 
and direction continually change with time. The surface wave 
may build up and then decay, it may rotate first in one direction, 
then stop and rotate the other way. At times, the wave may slosh 
for several cycles in a plane perpendicular to the plane in which 
th3 tank is being driven, then rotate around and slosh in the 
driven plane for several cycles. 
This complex motion has been attributed to a strong coupling 
between the two orthogonal directions, Lateral and transverse, where 
the slosh frequencies are the same in both directions, causing 
unstable.motion to occur rapidly, unlike the case of a rectangular 
tank where the two natural frequencies in these directions are different. 
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In connection with the other type of system response, where 
the steady state may not be achieved and beating results due to 
the continuous exchange of energy .between the two modes, it has 
been shown in a paper by Asniis and TSo 1 that the amplitude of the 
beating: decreases as the internal detuning increases. 	For large 
internal detuning the amplitude of beating becomes so small that 
for most purposes, the system can be considered as having reached 
steady-state. However, the CSMP simulation solution described in 
Sections IV-3,4 shows that with the autoparametric resonance condition 
satisfied exactly (Y = 0) the system can achieve a complete steady-
state. This latter result has been also obtained by Asmis and Tso. 
These concepts lead to the following conclusions; 
At zero detuning ( = 0) the system may or may not achieve a 
steady-state depending on the internal resonance detuning, which 
determines the state of the fluid free surface. 
t The vertical tangents 	= w a 	r nd/o 	= at b1 = b2 = 	0dn 
determines the boundaries of identically zero planar motion. 
IV.8 Conclusions 
Autopararnetric coupling of the structure vibration modes 
with the fluid antisytnmetric sloshing mode has been investigated 
theoretically. Nonlinear analysis up to the second order terms mE 
has generated four possible cases of internal resonance. 	The 
contribution of higher terms, say in 62,  was found to be negligible, 
although further internal resonance conditions, such as r 3 = 3r1 , 
r3 = 3r2 , r3 = 2r1 +r2 , r3 = r1 -1-2r2 and many others arise. 	In 
general it has been shown that the first two normal modes act as an 
autoparametric absorber for the third mode. 
When the third mode frequency equals the sum or difference 
of the first two mode frequencies, r 3 = r1 +r21  the system may not 
achieve a steady-state depending on the damping relation between the 
first modes; 91:92'  as well as the detuning frequency parameter y. 
There are two cases under which the system achieves a steady-state, 
namely 91 = q2 = 0, or 	•72 = r1 :r2 . 	If 	7 	0 and  9 1 
the unsteadiness takes place  in the phases of the modes 1 and 
2 and tends to a steady state as _.-0 (n-.--1). 	At ? = 0 the 
flaI,ysis 
system is completely stable within the scope of the present,. However, 
previous studies on the behaviour of fluid near its natural frequency 
predicts unsteady, unstable nonplanar fluid free surface motion which 
affects the stability of the system near %. 0. 
The other two internal resonance conditions occur between the 
third mode and one of the other two modes, i.e. either r 3 = 2r1 , or 
r3 = 2r2. In both cases there are two forcing frequencies which 
determine the region of a.utoparametric action. 	The responses of 
the absorber modes are different in both cases but the behaviour 
of the third mode is similar to that of the case of three mode 
interaction. The condition r3 = 2r1 gives one real solution for the 
mode 1, while the condition r3 = 2r2 gives two solutions for the mode 
2 one is stable and the other is unstable. 
These theoretical predictions will be checked experimentally 
in Chapter (vi). 
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APPEI'mIX (Iv.A) 
Constants of equation (Iv.23) 
C 5 =1-C2n1 
C7 = c3  + C4n - C1 
C 9 = 2Cn1 
2  n + C3 n1 + n1 n3 ) - 2C 1 
C 1 = 2C4n1 n + n2C3 (n2+n1 ) - 2C1 
C6 = 1 - C 2 n  2 
C8 = C4 n2 + C3n1 n2 - C 1 
C 11 = Cn1n 
2 2 + C 3n1 n2 - C 1 
3 	2- C13 = Cn1 + C3n1 - C 1 
C15 = 2C n1 + 2C3n1n2 - 2 i 
2 	Cn2-C C17=C4n1n2+ 31 
C12 = C4n3 2 + C3n 2 - C 1 
- 
C14 = 2C4n1 
2 n
2 + 2C3n1 n2 - 2C 1 
3 	2- C16 = Cn2 + C3n2 - C1 
- 
C18 = Cn1n 
2 2 + C3n 2 2 - C 1 
Constantsof equation (Iv.24) 
1(3 =n1 K1 
K5 = -K2 - Kn 
1(7 = -K2 - K1 2  n1n  2 2 
K9 = -2K2 Kn 
K11 = -2K2 - Kn1 n 
Constants of equations (Iv.25) 
= L2n1 2 + 
L5 = L2n 2 + L 1 
L7 = L 2 n 1 n  2 
K4 = n 2 K  1 
22 = -K2 - K1 n1 n2 
K8 = -K2 - Kn 
K10 = _2K2 - Knn2 
K12 = 2K2 - Kn 
= 2L2n1 n2 + 2L1 
2 
L6 = L2n1 
2 
L8 = L2n2 
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APPENDIX (Iv.B) 
Constants of terms in (Iv.44) are, 
C 5r(L3+L6 ) 
C574=- 2 	2 
(r3 - 4r1 ; 
	
Cr3 (r1 +r2 ) 	C6K3r3 
0556= 	 + 
2(r1 -r2 )(3r1 -i-r9 ) 	16r1 
______ 	 i (1)2 
C6[L7 (r+r) ± L4r1r2] 
2 - (o10-c8) - 	c11 r 










-K3[L7 (r+r) + L4r1 r9 ](r1 -r2 
K 	 - K(-- 	- K + K361 = 	 6 6 	10
16rr2 
r 







3 C 5 
 r 2  r 3 - L3 C 5r3 (2r1 +r2 ) 	L4K4r2 (2r1 -Fr2 ) 
+ 
2r1 (r1 -r2 ) 	2r1 (3r1 -i-r2 ) 	 16r 
- L6C 5rr3 + L6 C 5r3(2r1 +r2 ) 2 	L6 C 5r3 + L6 C 5r3 
4r1 (r1 -r2 ) 	4r1 (3r1 +.r2 ) 	4(r1 -r2 ) 	4(3r 1 -Fr2 ) 
2 L7K3r3 5r1 + 4r1 r2 + 
16r 
L 	
L4C6r3 (2r2+r1 ) 	L 
5 K 4 
 r 1  r 3 + L5K4r3 (2r2+r1 ) 45 = - 
	16r 	- r2 )- 2 ) 	2r2 (3r2+r1 ) 
+ L6 C 6r3(r + 2r1 r2 + 2r) - L 4rr3 




) - L8K4r3[( 	
r ) + (3r2+r1 ) 1 - 4r(3r2+r1) 
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CHAPTER (v) 
AUTOPAEANETRIC COUPLING tJI\TDER TNO SIMULTANEOUS 
INTERNAL RESONANCE CONDITIONS 
V.1 
It is evident frori the previous chapter that the dangerous 
autoparametric coupling of the liquid and structure first modes 
is governed mainly by the internal resonance conditions. 	It is 
useful to extend the analysis by considering more sloshing modes• 
and discovering the corresponding critical autoparametric resonance 
conditions. 
Previous theoretical studies [D2], of the coupling of liquid 
free surface modes in rigid containers subjected to parametric 
excitation has shown that the modes (0,1), and (0,2) are secondary 
when the primary is (i ,i). Accordingly the analysis in the present 
chapter will be confined to these three sloshing modes, sketched 
in Fig. (v.i), together with the modes of the structure. 
The dynamic free surface condition equation (11.31) leads to the 
following equations 
36____ 	 2a 
d 	Xd + 25t2 d(xdxd + ±)] (1—i)j1(11) 
6 2 
- [g + - 51 d + XdXd)]all + S
jj = 0 	 (v.i) 
a + s 	= 0 	 (v.2) - [g + 	- 	(* + XdXd)] o., 	ol 
21 - [g + - - 	(* + XdXd)]a21 ± 21 = 	 (V.3)51 a 
MRO 
Fig(V.1 )Liqud Sloshing Modes 
Considered in chapter V. 
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The kinematic free surface condition; equation (11.35) gives: 
a11 -- () 1 tanh) 1 h)O 1 	+ 	h 	= 0 	 (v.4) 
a01 + (?bitanhih)%i 	+ h 	= 0 	 (v.5)01 
a21 + (? 21 t 1 h) 1 	+ 	h21 	= 0 	 (v.6) 
where the nonlinear functions S and h are determined, by usingmn 
(11.33) and (11.37) which give: 
=0. 1045682 	a, -0. 2810256 	a tanh h 1 	 11 11 11 
- 0.3446801 10<01 a11 tanh 1 h-0.1655938 11 a01 tanh . 1 h 
+ 0.1987524 11 a21 tahh 1 h+0.3297066 11 a1 1 tanh 1 h 
? [0.3570485+0.3446801 tanh 01 h.tarth 7  1 h] 
) 1 h.tanh.> 1 h] 
11 21 1 	 2 
= 	i [0.0696505_0.061 4991 tanh
2 1 h]-0.1 229981 	1 	- 
21 = ° i 
1 [_0.06551 81+0.17511 O3taith 2 1 h]+O.35O22O1 ?o 1a1 1 tanh 1 h. 
1 = - 0.1 2251 5A5. % a 1 tanh % 1 h_0.3603956) 1 O(01 a1 1+0 . 1 91  4547)i0(j 1 a01 
+ 0.274491 	1 a1 	07381 03 i i a
21 
h01 = - 0.2612992A 1 9 1 a11 
h21 = 0.4812568,) 1 9 1 a11 
Introducing these fluid modes,the overall system equations of motion 
become; 
Equation of motion in the vertical direction: 
1 , 2 
mot + 	+ K+ mt( - 	 - j xx) 
• a 2rt 
	
1 2 	2 	( 62 	6 
+ pf I 	- 	 + 	 + 	51 d iXd•Xd)h 
- r[d - --x 
_ 36 
xd(xdxd +)] COS eJ rd dr 51 d 	2512 
= 	10cos9t 	(v.7) 
Equation of motion in the horizontal direction 
mtX + C52Xd + K2Xd - 	 + 2512 mtXd(XdXd 
+ 
- '+ 	+ 	 .) - [- •( 	- 	XX • )]Z 
- a[Xd - 	 Xd 
 - 
22 Xd(XdXd + *)]coseJ a cose.de.dz = 0 (v.8) 
The evaluation of the integrals will be considerably simplified by 
using the orthogonal and recurrence relations in Appendix A of 
Chapter (ii). Performing the integrals in (v.7 9 8) gives 
+ m.]+ C 	+ K 	6 	
• -2 	
0.2O271O1p 
si si - mt(Xã + XdXd) 
- cosh 	h = sb 
(v.7) 
M. I + C X + K X 	m e x 	2512 mXd(XdXd + ti d 	s2 	s2  - - j j 	 j 
- ir 1 J1 ( 1 )tanh( 1 h) 
+ 
 




21) sith(( 1 + 1 )h) 
+ 
1 
-  0.57121 
2121 
sinYi((i - 11 	1 
+ pa ° cx 
- 	11 01 hf 
	hh 	h 01 11 
sinhE 	)h] 
= 0 
[1O1 A1  )h] 
(v.8) 
Eliminating 0( and OL from (v.1-8) and using the following non-
dimensional parameters; 
t=wll t 
€ =/a 	 r A11 1 	a11 
I A! al 
I 	Oil 	1tanh' 	oil 
	
I
I si l 	 I 	I if 
1 1 s1 1 = 
€ 	




s2 	u,11 	2 
I r I IWoi l oil 
r1J 	
H211 
I ts2 	s2 	' 2I = Mo±mtllmtl} ' ti 
the following five equations are obtained: 
A11 + A11 + C 
0 
x =€{c 2 _A11 + C1 A01 A11 - C 5A11 A21 - C6A01 A11 
- C7A1 121 	C8A01 A1 + C9A11 A211 
+ E 
2fc A 2 	-c4x(ñ + 2) + 11 11 11 10 11 11
+ C3A11 (X2 + 71i 	 (v.io) 
A 1 + r 1 A01 = f N1 A1 1 1 - 	- r2 A 01  Z 




A21 	1 21 + rA =€{ 1 NA11 + NA2 - 4 21 Z A} ii 	211 
- 	+€2N3A21 (X2 + xi) 	 (v.12) 
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2 + 1.212 = 	L1 A 1 + L2 (X2 + xi) - 2r 1 1 Z} 
+ 	iita( ' 1 h)  .cost 
X + r2 X + K0A11 = 	ZX - 2r 22X + K2A01 A11 - K3A11 A21 
- K4A11 A 1 - K5A11 A21 - K6A01 A11 + 117A21 A11 




1 and A21 are the nondimensional amplitudes of the first 
antisymmetric, zero symmetric and second symmetric sloshing modes 
respectively, Z is the vertical amplitude of the main mass, and X 
is the amplitude of the tank lateral oscillations. The constants 
of equations (v.10-14) are defined in Appendix (v.i). 
Transforming (v.10-14) into principal coordinates by using the 
transformation (IV-14), introducing a linear diagonal damping matrix 
after transformation, and taking Z=P3 , A01 =P4 , and A21 =P5 allows 
equations (v.10-14) to be written in the form: 
i 1 +s ,2p1 =e[ (s 	-r)P1 -2r11 P1 -C 1 2P1 P3-C 1 3P2P3+C 1 P 1 P4+C 1 P2P4 
- c 51 1 p5-c52p5--c6i 1 i 4-c62 i 4-c7f'1 p5 
- C7P2 -C9 4-C8P2 +C9P1 5+c925 } 
+ €2[c, 4i i + C 15 1 P l 	6P2P+C1 7PP2+c 1 8P1 PP 
+ C19Pc2+c90p1 i 2 	1P 1 	 2
p
3 1 




2 2 2 
P2+s p2P2 = E \é (S2 -r2)P2-2r22P2+K10P 1  P3-i-K 1 12P3-C2i P4+K2P2P4 
K3P1 P5-K3P2P5-K4P1 P4-K4P2P4-K5P 1 P5-K 5P2P5 
- K 
6 P 1 
 P4-K6P2P4+P1 P5+K7P2P5 
• e2 K1 2P1 P +2K1 p :p1 '2'1 4P1 P+K1 3PP3+2K1 4P 1 P2P2 
2- • K1 52P21 6P1 P1 +2K1 7P1 P1 P2+K1 8P1 P2+K1 7P1 P2 
• 2K1 8P1 P2P2+K 1 (v.16) 
i 3 
 
+s p3 = 4e' (s 	 P2+L 5P 
+ L6P1 P1 +L7P1 P2+L7P1 P2+L8P2P2+fcosT 	 (v.17) 
2 P4+S4 Yp = E 1  (s 2 2  -r4)P4-2r44i'4+N1 P1 jc1  +N1 P1 P2+N1 P2 
+ N1 p2 2N2f 1 P2-N2P-rP3P4 - N2 
+ e2ty2  P 2NPPP NP2P NP 
-1P1 P2P4+N5P1 P2P4-i-N 6P2P2P4 	- 	 (v.18) 
2 2_r2 
P5 +S 	P 	tS5 , -r5 jP5-2r55P5+M1 1 i 	'1 	l P2 
• N1 	 +M  +2N2P1 P2+M2P-rP3P5 i 
+ 2[N4PPS+2N5P1 P2P5+N6PP5+N4P1 P1 P5 
• N5P1 P2P5+M 5P1 P2P5+N6P2P2P5 
	
(V.1 9) 
The new constants of these equations are given in Appendix (v.ii). 
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The cubic nonlinearities in equations (v.15,16,18,19) are not 
very important in the present chapter because quadratic nonlinearities 
such as PP3 and P2P3 are quite adequate to define the characteristics 
of the system. 
Following the same argument as in chapter (iii) for the method 
of solution, the following asymptotic solutions for equations 
(v.15-19) are assumed. 
= P1 (T)cos[r1r +3'(t)] +€a1 + 
P2 = P2 (t)cos[r2T+ e(r)] +€b1 + 
P3 = P3 (t)cos[r3T+ i(t)] +d1 + ... 	 (V.20) 
P4 = P4 (T)cos[r41 +o((T)] -FEu 1 + ... 
P5 = P5 (T)cos[r5T+(t)] +v1 + 
Introducing (v.20) into (v.15-19) gives; 
[ 1 -p1 
22 
± S, y[P1cos(riT-i-5°) -F6a1+...] 
e{_ 1 (S-r) [P1 Cos (r1T+)+Ea1 ]+2rP1 sin(r±) 
2 	 I 	 2 





-F (C 5r-C 9r)P1 
- C 6r1 r 
4 
 P 1 
- C7r1 r 
5 
 P 1 
(v.21) 
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=6 1 (Sy2-r)[P2cos(r2T+O)+b1 ] ~2rP2sin(rt+O) 
-IC rP1 P3cos(rt+P)cos(rE+1)_K1 1  r2P3cos(r±O)cos(rt+) 
+(K6r-K2r)P1 
+(K3r-K7r)P1 
 P5  Cos 









= ~,F- s -r)[P7cos(rT+1)+€d1 J- 2r P3sin(r±)  ) 	 1) 
+L3rPsin2 (rt+)+L4r1 r2P1 P2 sin (r1T±) sin (rt+e) 
222 	 22 	2 L 5r2P2sin (rT~O)-L 6  P1 cos (r.jT+ 
+ fcoYT)J 	 (v.23) 
eji (sy2-r)[P4cos(rC+o)+€u1 ]-2rP4sin(rro) 
-166- 
-N1 rP Cos 2 (rt±9)-N1 rP1 P2cos(rji+)cos(r2T+e) 
-N
1 r 1 
 P2cos(r )cos(rt-i-O)-N 1 rPcos2(rt+O) 




+S5 ) [P5cos(rT+)+6V1 +...] 
= 	(S2-r)[P5cos(rr+)+ev1 ]+2rçP5sin(rr8) 
-M 
 1  rPcos2 (rT+p)-M1 r
2P1 P2cor+c0s+0) 
22 2 -M1 rP1 P2cos(r+ 	osC+- 1 r2P2cos (rt+e) 
+M2rP sin 2 (rt+9)+2N2r1 r2P1 P2sin(r+)sin(r+) 
(rt+)cos (rr+)j 	 (v.25) 
The fundamental variational equations corresponding to this set of 
equations are: 
- 2r1P152=[1 (522 2)} 
* 	-2r1 P1 =0 
- 2r2P2O = e11 (S2_r)P2 
- 2r2P2 = 0 
tjEl(S222- 2r3P31= 	3j) -r3 )P3 	 (v.26) 
-2r3P =0 
-1 b7- 
- 2r4P4O(= E{E 1 (S ) 2_r )P4 } 
- 2r4P4 = 0 
- 2r5P5 = E{ (S2_r)P5J 
-2r5P5 =0 
The first order perturbation equations are obtained by collecting 
terms of order r. in equations (v.21-25). The resulting equations 
are given as follows: 
a 1 -Fra 1 =2r 	P1 sin(r+)±1 21 P3 [cos[(r1 +r3
)T++]±cos[(r3_r1 )r±_]} 
+C 3rP2P3jcos[ (r3±r2)r±+p]+cos[ (r3-r2)*r+-o]J- 
++(C8r-C1 r)P1 P4tcos[  (r4+r1 )ti+]±cos[ (r4-r1 
 
++(C8r -C 1 r)P2P4{cos[( r4+r2 )T+o(+e]+cos[(r4_r2 )T+0 _o]J 
4(c 5r-+c9r)P1 Pcos[ (r 5+r1 )T±±j+cos[ (r5_rl )_]} 
4(c 5r. 9r)P2P5{cos[(r 5+r2 )t++e]±cos[ (r5_r2 )T+_e]} 
- 6r1 r 
4 P
,  P4 cos[ (r4_rl )-]-cos[(r4+r1 )T+]J 
_ 6T2r4P2P4{0os[ (r4-r2 )T-e]-cos[ (r4+r2 )T+ e]} 
-3-o7r1 r5P1 P[cos[ (r 5-r1 )Y+-55]-cos[ (r 5±r1 )T++f]J 
C7r2r5P2P5 cos[(r5_r2 )T+_e]_cos[(r5+r2 )T+±0]1 	 (v.27) 
As indicated in Chapter (iii), there are some secular terms in 
equation (v.27) giving rise to instability in the steady state 
solution of the first order perturbation terms, when one or more of 
the following internal resonance relations are met: 
-1 b8- 
	
r3 = 2r1 	r3 = r1 ±r2 
= 2r1 	r = r1 ±r2 
	 (v.28) 
= 2r 	r5 = r 1 +r2 
The first order perturbation terms of equation (v.22) are: 
b 	 0rP1 P3 cos[ (r Fr )T+1++cos[ (r3 r1 )T+y-f] 
K1 1 2rP2P{cos[ (r3+r2
)T+i+e]+cos[ (r3_r2 )T+y_O]} 
(K6r-K2r)Pi P4jcos[ (r4+r 1 )T+]+cos[ (r4-r1 )T_} 
++(K6r-K2r)P2P4cos[ (r4+r2 )T+e]±cos[ (r4_r2)T_e]} 
++(K3r -K7r)P1 Prtcos[ (r5+rj )T+P]+cos[  (r 5-r 1 )T+_1 
4(K3r-K7r)P2P51Cos[ (r 5 
 +r2 	(r5_r2 )T+e]} 
-+K4 r1 r4P1 P4tcos[(r-rl  )Y---cos[ ( 4+r1 
)T-F+]} 
_+K4r2r4P2P4cos[ (r4-r2 )T-O]-cos[ (r4+r2 )Y-io(+e]} 
- 2K5r1 r 5P1 P5 cos[ (r 5-r1 )T+-p]--cos[ (r 5+r 1 )Y++971} 
-+K5r2r5P2P5cos[ (r5.-r2 )T+-O]-cos[ (rfr2 )r++e]J 
	
(v.29) 
This equation contains resonant terms at the following frequen3y 
relations: 
r3 = 2r2 r3 = 
= 2r2 r4 = 
= 2r2 r = 
(v.30) 
-169. 
The first order perturbation terms of equation (v.23) are: 
i +rd 1 -cos (2r1T+2P)] 
++L4 r1 r2  P1 21 cos[ (r 1 -r3 )T+-O]os[ (r1 +r2 ++e]} 
++(L5-L8)rP11 -cos(2rr+2e] 
-+L7(r+r)P1 P2{cos[ (r i _r2 )t+?_O]+cos[(r1 +r2 )T+P+e]J 
+fconIt) (v.31) 
Two types of resonance are found in this equation: 
the external resonance r3 = nV 
the internal resonance r 3 = 2r1 
	 (v.32) 
I'3 = 2r2 
r3 = r1 +r2 
The first order perturbation terms of equations (v.24) are:- 
/ 22 22 2 
u 	u = 2r 4P4sin( 	+cx)-4-(N N 	 r1 P1 ±r2P2 ) 
-t4- ( N2-N1 )rPcos( 2r1T+29)4(N2-N1 )rPcos (2r2T-i-2e) 
4i (r+r)P P2 cos[(r 1 +r2 )T++O]+cos[(r 1 _r2 )T+_01} 
21 r  2 P 1  P2 cos[ (r1 -r2 )T+f--O]-cos[ (r1 
+r2 )T+P+e]} 
++rrP3P4cos[ (r 3+r4 )T+1+O(]+cos[ (r3_r4 )T+i_oc]J  
Resonance occurs at: 
r3 = 2r4 	r4=2r2 
 
r=2r ±r 4 	1 2  = 2r1 
-170- 
Finally the first order perturbation terms of equation (v.25) are: 
V 1 +rV1 = 
(r+r)P1 P2 cos[ (r 1 +r2 )T+±0]~cos[ (r1 _r2 )T+_O]} 
+M2r1 r2P1 P2 cos[(r1 -r2 )T+P-e]-cos[ (r1 +r2 )T+P+0]] 
4rrP3P5co{ (r3+r5)T++5]+cos[(r3—r5)T+e--b]J 	 (v.35) 
Internal resonance relations, of this equation are: 
r3 =2r5 	rr- 2 =2r9 
 
r5 = 2r1 	r5 - 
V.2 Classification of Resonanep
, 
 Cor.ditio -ns. Relations (IT.28,30, 
32,34 1 and36) can be combined to give the following autoparametric 
resonance conditions: 
i) r3 = r1 ±r2 	2)ir3 = 
=r4 	 =r5 
=rii) 	 =nJ) 
3) r3 = 2r2 , 	 4) r3 = 2r2 
	
=r4 	 =2r5 
=n) 	 =nV 
5) r3 = r1 -r 	6) r3 = r1 -r2 
=r4 	 =r5 
=np 	 =n 
7) r3 = 2r 1 	8) r3 = 2r2 
= nv 	 n) 




The last four conditions represent principal parametric resonance 
conditions-for four modes of the system. 	Conditions 7 and 8 have 
been investigated in Chapter (iv) and the last two conditions 
lead to an analysis similar to Chapter (iii). 	In the following 
sections study will be confined to the first six conditions. 
V.3 Condition(i) 
r3 = r1 -i-r2 
nv 
The autoparametric interaction takes place between four modes, 
the first two normal modes P  ,P2
, the vertical main mass motion P3 
and the zeroth symmetric liquid sloshing mode P 4 . 	The resonance 
terms corresponding to -the present condition will be removed from 
equations (v.27, 29, 31, 33) and inserted in the fundamental 
variational equations (v.26). 	The resulting variational equations 
become; 
-2r1 P1 =E[ 1 (s p2-r)P1 + 	7rP2P3cos(O-)-C81 rP, P Cos (o(_O_)} 6 2 4 
-2r1 P1 = 	 - 
_j_ 
3 P2P3smn(i-e-1)+ 81 6 r3P2P4s 
_2r2P26=G{&1 (s 2 r)P2-+K1 0rP1 P3cos(i_O__+K426rP1 P4cos(o_O_)] 
-2r2P2 =E{ 2rP2+K1 0r')1 P3 sin (-e-++K426rP1 P4sin(O(_e_P)J 
-2r3P3 =E{E (S222)p1Lr2PP(0)±bos 
-2r3P3 	t=G2rçP3-+L477rP1 2s(i--e)smniJ 
_2r4P4cX=E{ 1 (Sy2-r)P4-+N11 22rP1 P2cosX_e_P) 
-2r4P4 	 - 	 (v.38) 
where 
C 816 = C1S2+C6S2S4 - C 8S 
K426 = K4S 1 S4+K2S - K6S 
L 47 
 = L4s 1 s 2+L7 (s+s) 
N112 = N1(s+s) - 
S 1 	= r1/r3 b2 = r2/r3 S4 = r4/r3 
Introducing the following rarameters; 
b 	 2T 
j 
	 __________ 
P. 	____ 	 - 
	
1 r3 'lTLpqr {ipqr) 
2 	2 
~Lpqr l 	3 C= Ff l pqr 
('v39) 
equations (v.38) take the form; 
_i3_ 	 0816 -S 1 b 1 	Sy11± 	
L477 1 
 b2b7cos(-Jf)-+ i-r;1- b0b4cos@( - ) 
013 	 0816 
S = 111b14-- b2b3sin(y-)++ 	b2b4sin-') 
K1 	 426 11 
-s 2b2e = -S'yb2-+ 1L4771 b1b3cos('- )() -4 IL 4771 
	(CK-yi  
1 
K10 	 K426 
= S2'12b2+-- IL 	
b1b7sin(y-()++ 1L477\ -S b
4771 
L,77 b b 
coS(—)+COs .-h 31= -yb3- 1L4771 1 2 
-. 1 
 L477 




- 4b4 = -S4o4 	IL 4771b1b2cos - ) 
N1 1 2 
- S 4 b 4 = 	 J L4771 b1 
(v.40) 
-173-P 
To obtain the steady state solution, the left hand sides of 
equations (v.40) are equated to zero, however the resulting algebraic 
equations are not compatible since their number is greater than the 
number of unknowns. 	Such a situation has been treated in Chapter 
(iv) by considering some special cases. 	Again some special cases 
of (v.40) will be investigated. 
a)11 = 
rjq0 




- 1  
- yb1 ± IL 2L 
bh3 	2  IL 
4771 
I 1)2b4 = 0 
S'rb2 ± 1 
K1 0 	K426 
- 	-• 1b1b3± 	b 
	
[L 1 b4 	= 0
4771 .U 477) 




= -sin ' 
Syb4 	b1 b2 	 = 0 
The analytical solution of equations (v.41) is found to he: 




4 YS IL 





816 + c13K426)N 112 ] b - yK10S 	 (v.42b) 
4yL 77 S  
-174- 
the vertical mass motion amplitude b 3 
b 	2 	
L 
4771 	0816 N112 
3C13 b 	- 4Sy 
(V.42c) 
where the second normal mode amplitude b 2 is given by the solution 
of the quadratic equation in 
{ SC816N112 2 2 	
L477 + + Ci3SY}4 
2S 	
+3 - I 
f2SSL[Y2 - IL 4771 081 5N1 12 	2 2 	N112 (K 1 0081 6+01 3K426) 	2 
4771 	
(y. + 3 )1 - 	
4 L 7 S y 
2222 	2 2 
2 -Y S 1 S2L477 (y + 3 ) + 	 + K10] = 0 
Ci: 
(v. 42d) 
The amplitude—response curves b 1 ,b2 ,b3 and b4 are shown in 
Figs. (v.2-5) for two values of liquid depth ratio h/a = 1, and 2, 
and for a perturbation parameter C== 0.0105. 	The characteristic 
of the theoretical solution of the four mode interaction is rather 
complex and differs from the case of the three mode interaction of 
chapter (iv). 	Because the damping parameters 'i '2 and 94 were 
assunied zero, the amplitude response curves are not bounded on both 
sides of n=1. 	It is anticipated, from the previous chapter, that 
the damping causes the cross over at which the amplitudes collapse. 
However, there are some remarkable features that can be deduced from 
vertical tangents of the graphs in Fig. (v.2,3). 	When the forcing 
frequency increases from G to A, a jump AB occurs in the first two 
normal amplitudes b 1 and b2 (Figs. (V.2a,b)) and the zero symmetric 
sloshing amplitude b 4 (Fig. (v.3d)) while the main mass amplitude 
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amplitude b 1 exhibits a suppression effect BCD while the other modes 
follow the resonant curves BJKD with instability at n=1. A further 
increase in the forcing frequency causes a continuous decrease in 
b2 ,b3 and b4 indicated by the path DM, while b 2 increases until 
its collapse which would have appeared if the damping parameters were 
db A 
included. When b 4 reaches its minimum value at M (- = o), the 
first antisyinmetric sloshing mode dominates the liquid free surface 
motion until its collapse which brings the main mass response down 
to a point on the curve DQP. 	As the forcing frequency is decreased 
the system follows the paths indicated by the reversed arrows where 
the collapse location is defined on the left hand side of n = 1.0. 
b) 
An attempt has been made to investigate equations (v.40) in 
a CS1P simulation, however it was difficult to observe any regular 
response in the numerical solution. 	The simulation showed that 
the system does not achieve any steady state solution during the 
long period of time inserted in the program, (T=150). The 
amplitudes b1 ,b and b4 are increasing with time which indicates that 
the system is unstable. 
V.4 Condition (2 
r3 = r1 +r2 
= r5 
= n}) 
Here the interaction takes place between the first two normal 
modes P1 , P2 the vertical mass motion F 3 , and the second symmetric 
sloshing mode P5 . Resonance terms corresponding to this condition 
are removed from the perturbation equations and inserted in the 
fundamental variational equations which become:- 
V1 (5 -r)P14c1 
-2r P1 42r p1 -c 1 3rp2P3sin(T-@-)_C759rP2P5sin( _eI 
	
$ 	(s -r 	1-2rPe =€ rP Pcos(Te-p)+KrP Pcos(5_e- 22 	 - 	13 	 53715 	9)J 
-2r2P2 = 42rP2 4Ki 0rP1 p3  sin  (-e-p)++K537rP1 P5sin(_e_P)} 
-2r 3P3' 
=[ 	
(s 2-r)P3-L477rP1 P2cos(O-P)+fcosj 
-2r
3 p3 
 =E 2r P3-+L77rP1 P2sin(T_O_)+fsinI 
-2r5P= E{1  (sp2-r)  5 	1M 1 1 2 	P2 5p~= 6 	N7- 11 2r 1 P2cos(-e- 
(v.4) -2r5P5 = 2r p5-M11 2r3P1 
where 
2 	.2 
0759 - C 7S 2S 5 - C 52 + 
1( 537 = K5S 1 5 5 - K3S + K7S 
L477 = L4S 1 S 2 + L7 (S
2
+ s) 
N112 = 	+ s) + 
S = 
Using (v.39), equations (v.43) can be written in the form: 
-S 1 b 1 = -Syb14-13 	
0759 
1L4771 b2b3cos(7-+ L477J b2b5cos(-() 
013 	 C759 
-s 1 ;-1 = S1q1b1-4 
L4771 
 b2b3sin(y-)4 L 477 
K10 	 K537 





-S2b'2 = S2'J2b2++ L477 b1b3sin(y-)4 
L477 
11 
-b31 = -yb3 - 2 1L4771 b1b2cos(-)+cos y 
b3 	 1 
L477 
= 	2 1 
4771 b




-S 5b5S = -Syb5 - + 
N112 
-S 5b5 = S5yb5 - 2 L477 b1b2sin(S-)  
Again, a set of incompatible equations is obtained when the left 
hand side are equated to zero. As in the previous condition a 
special case will be considered. 
a) 9 1 = q2 	
- 







-  bb3 + 2 L477J b
2b5 = 0 
K 10 	 K537 h b 
Syb2 
 ± 1L4;7( b 1 
 b 3 ± + L477 1 1 5 	= 
L477 
yb3 ± + IL 
4771b1b2 
	 = cos y 
3b3 	 = -.sinI 
Syb5 - 	 b1 2b 	 =0 
I 4771 
The analytical solution of equations (v.45) can be obtained in a 
similar form to (v.42) as: 




	112 bb2 	 (v.46a) 




where the normal modes b 1 and b2 have the relation 
yC 13 S b 
= (K1 00759 + C 1 3K5371 2 
41L 77S 
the amplitude of the vertical mass motion b 3 : 
b -- IL477I 	
C759M112  




where b2 is given by solving the quadratic equation in 
SC759M1 	[ 2 2 - yL477 + 
	
131 b 2S 	 3 
+[2SS1L477[Y2 - 1L4771C759M112 	2 2 N112(K10c759+c1K537)]2 
L477C13S 	+ 	4L 77 Sy 
2S2S2L2 	
2 2 
4y 1 24773 = 0 
C13 
(v.46d) 
Figs. (v.6,7) depict the amplitude response curves for the case h/a 
= 10 and = 0.0105. 	Again the system possesses an unstable 
solution in the neighbourhood of n=1 indicated by the unbounded 
response curves at that frequency region. 	At h/a = 2.0, equation 
(v.46d) has no real solution. 
b) 12' q5 / o.o 
A CSMP simulation for the complete set of equation (v.44) gives an 
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V.5 Condition (3) 
r3 = 2r2 
=r4 
= nV 
The interaction nder this condition will take place between 
threemodes, the second normal mode P 2 , the main mass motion P3 , 
and the zeroth symmetric sloshing mode P4 . 	The variational equations 
of this case are found to be: 
-2r2P2 G ={e_1 (s ji2-r)P2-+K1 1 rP2P3cos(y_2e)_-K245rP2P4cos(O(_2e)} 





 -r3)P34L58rPcos(r-.2e) ~fcos4 
-2r3P3 = E2rçP3 - +Ii58rPsin(Y-2O)+fsin] 
c - i 22 2 -2r4P4 	1 = 	 -r)P4N1  2 00s(_29 )J 
-2r4P4 =C -4Ni 2rPsin(O(-2O) 
where: 
K246 = K 2S+K4S 1 S4-K6S 
L58 = L 5-i-L8 
N12 = 




K 	 K246 
-S2b20 = -Syb2--+ 1L581b2b3COS 	)2 L58 	4cos(o(-y3  
246 
-S b= b2b3 	 b2b4sin(-) 






= b 	- 3 3 
L58 2 
2 	 S 2 b2sin(/)+sinl I L 58 











1 L I 	581 
(v.48) 
On setting the left hand sides of (v.48) equal to zero, the 
resulting algebraic equations are consistent. 	The analytical 
solution of this set of equations was found to be rather difficult, 
however an algorithm DAVDEN, (IMP External Routine) due to Davidenko 
was used to solve the nonlinear algebraic equations of (v.48), The 
amplitude-.response curves are displayed in Pigs. (v.8,9) and show 
a discontinuity in the second normal mode response b 2 at n=1 while 
the main mass response b 3 and the zeroth symmetric sloshing response 
follow resonance curves near n=1. 	The response curves shorn 
in these figures represent one of the solutions of (v.48), and other 
solutions could be obtained if another attempt were made by inserting 
suitable trial values of the b.'s. 
Special Case ase2-_
::-24`=  0 
This assumption reduces the algebraic equations of (v.48) to 
four equations whose solution is found to be: 
the zeroth symmetric sloshing mode 
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the vertical main mass amplitude b 3 : 
2SyL58I 	K246 N12 	S 2 
b3 = - 	K11 	21K111L581 (S4 	
2 b (v.4gb) 
where the second normal mode amplitude b2 is given by the solution 
of the quadratic equation in 
_,( S2) 4 K 246  N122  ( 1-2+ q2)  	i 2r(S2 4 K246.N12 1]] 4  + 25 4L 	) 	L58.K1 1 + 2 K11 JL 5 y 





)+2 	58b + 	
K1 
+ 	o (v.49c) 
Equation (V. 49c) has. two real solutions 'shown in Fig. (v.10,12), 
The positions of vertial tangency determine the regions of 
instability in the system under the two internal resonance conditions 
r3 = 	. r3=r. 	The figures show that when the system is excited 
at a frequency below the resonance (n<1), the main mass response 
follows the response of a single degree of freedom system AD while 
and b remain identically zero AB. A continuous increase in the 
forcing frequency brings the system in the region of autoparametric 
instability in which b 2 and b4 jump to C, in the same time an 
autoparametric absorber effect appears in the response of the main 
mass CD. A further increase in n causes the zeroth symmetric sloshing 
mode b4 to dominate the motion of the liquid free surface. 	Triis 
mode follows a typical resonant curve near n=1 while b 2 exhibits a 
discontinuity at n=1. At a frequency greater than resonance (n>1) 
there is another type of vertical tangency EF which brings b 2 and b4 
down to zero and b 3 follows again the linear resonance curve. Fig. 
(v.lOb) shows another solution for the main mass indicated by the 
response JKLIII which may occur if the first antisymmetric sloshing 
mode is overcome by the motion of the zeroth symmetric sloshing mode, 
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in that case there are two frequencies at K and N at which an 
absorbing effect in 1) 7 takes place. 
V.6 Condition (4) 
r3 = 2r2 
=r5 
=n9 
Following the me analysis of the previbus condition and 
considering the second symmetric sloshing mode P 5 instead of the 
zeroth one, the following variational equations are found: 
-2r2p2 	{1 (sV2-r)P2-- K1 1 T 2P3co5(12 557 P2P5CO3(S-2 
-2r2P2 = 	2i 	2++K1 1r2P3sin(_20)537P2P5(2e)J 
2 2 2 




-2r5 P5 = E 
tjl(S2 r2)pM 2rPc0s( -2e)J 
-2r5P5 = 	P5-4M1 	 in(6-20  
where 
K 537 = K5S2S 5 - K3  - K7S 
L58 = L5+L8 , 	 = 
Writing (v.50) in terms of the new parameters(V.39): 
-S2b20 = -Syb2-4 
lL 




2b2 = S2'12b2-i-4 b2b3s1n(i-Yç) ~+ b2b5sin( -')  13 jL58 T' 










= 3b3 - 2 
1 





/ 2 	1 N12 Sbcos-'V) -8 b 	-Sb - 55 = 	y5 2 	1 
I 581 






The steady state solution of equations. (v.51) is obtained by using 
the Davidenko algorithm as described in condition 3. 	Figs. (v.13, 
14) show the amplitude frequency response of the system for two 
values of liquid depth ratios h/a = 1, and 2, when 6 = 0.0105. 
It is. seen that when the forcing frequency is below resonance 
(n(1) both b 2 and b 5 are identically zero AB, and the main mass 
amplitude b 
3
'follows the linear resonance curve AB. 	At B 
instability occurs in b2 and b4 indicated by the jumps BC and BC' 
respectively, the main mass shows 
curve BDE. Both the second symm 
mass amplitude b3 follow resonant 
in b at n=1 It is anticipated 
and b 5 somewhere at n>.1 which is 
the algorithm gives only one real 
a change in its response to the 
tric sloshing mode b and the main 
curves at n1 with a discontinuity 
that there is a collapse in b2 
not indicated in the graph since 
solution. 
Unlike the case of one internal resonance condition studied in 
Chapter (vi) in which the absorbing effect occurs once at n=1, the 
present case shows that there are two forcing frequencies n=1 ± oE) 
at which the suppression takes place in b 3 . 	This can he 
interpreted as the liquid free surface motion being dominated at 
n=1 mainly by the second sloshing mode b 5 which does not exert any 
lateral sloshing force and therefore does not participate in the 
autoparametric coupling; it is the first antisymmetric sloshing mode 
which, because it has a significant value at n1 , exerts the lateral 
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A special case can be studied by assuming q2=95 = 0. This 
assumption. simplifies the algebraic manipulation and yields an 
explicit analytic solution of the form: 




The vertical mass amplitude '0 7 : 
K537N12 	22 2 
	
b3 	1 	JL58 + 2yK11 L 58 ( —)b2 	(V. 53b) 
where '02  is given by solving the equation 
S., 4 M.1 2  K2  2 2 	1 2 
K5.37N1  2 (S2)4 	
]. i4 +() [YIL 'K 	
( + ) + K11 	± 1 .58f 11 58 
2$ 
 ______ 	
2 	2S yI L sgI 2 2 2 r 537 12 22 	2 KM ) L.-tb + 
1 
[ 	K 	] (y + 3 ) 	1 = 0 2 1 L 11 	K11 S 5 
(v.53c) 
Figs. (v.)5,I6 show the amplitude frequency response curves 
b 2  b 3 
 and '0 5 . When the system is excited parametrically at frequency 
below resonance, the main mass amplitude '0 3 follows the resonance 
curve AB, while both the second normal mode amplitude 02  and the 
second symmetric sloshing mode b are identically zero. 	With a 
continuous increase in the forcing frequency, the main mass follows 
the suppression curve BC at first with a sudden stimulation to the 
modes '02 and '0 5 . The continuous increase in the second symmetric 
sloshing amplitude dominates the motion of the liquid free 
surface and the main mass then changes its response to another 
resonance curve CD. 	Because the curves are symmetric about n=i the 
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V.7 Condition 5: 
r3 = r1 -r2 
= ' 4 
= fly 
The modes considered in the present section are the same modes 
of section (v.3) however, here the internal resonance condition is 
of the difference type. 	The variational equations after using 
(V.39) are: 
C 	 C
13 = -Syb4 	 b  	 bbcos@+1J) 1 I L 23 24 
 
7471 	
4 I 7471 
11 
C 13 C 681 




















31 	3= 1L77 1 
=32 	b1b2sin(+)+sin
7471 
/ 	2 	1 	
N21 
-S4b -S 4 = 4yb4-- IL747! b1b2cos(Oc'+1J') 
-S44 = S4q4b44 1L741  b1b2sin(+) 
where 
C 681 = C 6 S 2S4 - C8  + C 1 S 
K246 = K2S + K4S 1 S4 - K6S 
L747 = -L4S 1 S2 + L7 (S+S) 
N21 = N2S 1 S 2 + N1 (S+S) 
(v.54) 
2O1 
Setting the left hand sides of (v.54) to zero, gives eight 
equations and seven unknowns which implies that the system does not 
possess any steady solution. 	CSMP simulation did not give any 
regular response. 
Special case 	= 2 	5 
Using this assumption gives the analytical solution: 
the zeroth symmetric sloshing amplitude 
N21 b 1  b 2 (V. 55a) 
41 L 
• 	 747 
the first two normal modes b 1 and b3 have the relation 
• 	 'yC13S b 
(v.55b) 
(K10c1±c13K246)N21 b - 
4yL 7 S 
the vertical motion of the main mass 1) 7 ; 
C 	.N. 
	
1)3= 	[__ 	s - 68f_f-.]b1 b2  
13 	2 4S4' 
where Io 2 
 is give1 by the solution of the equation: 
2 0681 N21 	2 	
2 yL747 
t 521 s 73 - IL?47L)+2 c131]} 4 
2 	1L747 1 0 681 N21 2 	N1(K10C681+C13K246) f 2SSyL747[y - --- 	( + - 747 13 4 4L 47 s 	J 2 
4y2S 2 	S L47(y2+) 	10] 	= 	0 
+K 
(v.ssd) + YS 
Solving (V.55d) for the particular constants of the system, 
gives no real solution,so no results could be displayed. 	This leads 
to the conclusion that the system may not respond under the resonance 
condition of the present section. 
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V.8 Condition (6) 
= r 1 -r2 
r5 
= nJ) 
Considering the second, symmetric sloshing mode instead of the 
zeroth one, the previous section can be modified to involve the 
present four modes. 	The variational equations, after using the 
parameters (v.39) are: 
-S 1 b 1 = -Syb1++ 
C 13 
b2bcos(y+)-4 
_____ 579 	b2b5cos(+) 
1 	7471 )L7471 
= 
C 13  
b2b3 sin(i+)+- 
579 	b25sin(+) 
1 7471 1L7471 
2b2e = 	
K 0 	 'l53 
-S 2 ft 	b1b5cos(+) 
77 
K10 	 K753 
= S2)2b2- -'-j b1b3sin(Y+'V)-+ 	b1b5sin(+f) 
/ 	 L74 
31 = ''b3 	L74 	b1b2cos(1±1J)+cos 
L747 




-S55 = -Sy1D5--2 IL 	
b1b2cos(+) 
7471 






C 579 = - CS - C7S2S r + C 9S 5 2 
K753 = K7  + K5S 1 S 5 - K3S 
L747 = .-L4S 1 S 2 + L7 (S±S) 
N21 =I (s+s) - 
(v.56) 
-2O3- 
Equations (v.56) are similar to (v.54) and have no steady state 
solution. 	Considering the special case by setting 1 	12' and 
7 5 equal zero a solution similar to (v.55) with the relevant constants 
of the present case. 	Again the resulting solution has no real 
response. 
V.9 Conclusions 
Allowing more degrees-of-freedom for the motion of an auto-. 
parametric system generates further internal resonance conditions. 
The response of the system near these critical conditions seems to 
be rather complex and exhibits unsteadiness or instability. 	It has 
been found that with a combination resonance of the summed type the 
system response .is in general unsteady, while in the principal 
reso'na.flce. it is steady. 	However, CSMP simulation showed unsteadiness 
of the system under the first four resonance conditions examined in 
this chapter. With,a combination resonance of a difference type no 
response has been obtained by analytical and simulation methods. 
The behaviour of the system, under two internal resonance 
conditions when one of the modes is externally excited is still 
obscure however, the present analysis needs further interpretation 
which can be obtained from the experimental observations and 
results given in Chapter (vi). 
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APPENDIX (vi) 
Constants of Equation (v.io) 
2 1 tanh 1 h 
Co = (2) J1(1) 
.1914547 
C1 = ta ___ [0.1655938 + tanh 
1.2 
C2 = (t/a) 1 taTiT 
C 4 =C 2 C 3 
c- 	1 
5 	- tanh) 1 h + 
[0.1987524 
.07381 03 1  
tanh2 1 h 
C 	
1 
6 = tanh 2 1 h 
0.17244 
tarth 	h - tanh2h  0.479tani71h[.3570485 
-F .34468tanh 
C 
7 	= tanh 	1htanhA21h  
.164694 .0738103 
tanh21h 
+ .60281 2tanh 1 h[.2725628 
- 0.3297066 tanh1h.tan 	11 	J. 
0.17244 
C8 	tanh,1h.tanh21h - 0.1651 
0.164694 
C9 = taA11  h.tanh21h - 0.197826 
.0450739 	 - 0.1317559 	1 C10 = tanil 	lh 0066h179 - tanh ol  h.taniA 11 h 	tanh 21 h.tanii 1 hf 
________ 0.0901478 .1581071  0780698 
C11 = tanh211hf - nh9 1 tan1a 11 h ta 21 h.tanh 1 h 
± 0.1 25498(0.3570485-F0.3446801 tanhA 1 htanh? 1 h) 
+ 0.288754(0.272562-.3297066tanh 1 htanh 111)J 
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Constants of equation (v.ii) 
N1 	tan11h [0.25678tanh2\ h 	0.261299i ol tanh? 1 h - 
10612992 	.1454 12839)tanh 
N2 = tanh tanhh + ' ( tanh2 h - . 
	 h] ol 




Constants of equation (v.12) 
________ 0.481 2568 
N1 = tanhA11
h tanh11i - 0.5837tanh 1 h] 
N2 	tanh 	
0.4812568 + (0.10919 	- 0.2918)tanhh] 
= 1 h tanh?11h 	tanh 
1 
1.2r 1 
= 1 1 t/a) tanh . 1 h 




(h/a)tanh h. sinh22 1 h 
1 .2 p1 
= T 7EY 11 tanhA11  h 
Constants of equation (v.14) 
L3J1  ( 	) 




0.1914547 ji3  
K2 = 
	i (h/a)t anh2 1 1 h 
K = 00738103 	J1 ( 11 ) 
F, i (h/a)t 12A 1 1h 
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______________ 	0.17244 	0.1914547 K4 	
1(h/a)tanh 
1 j1 Z1 tanh 1 h tanh 1 h 1 
.2395 J0 ( 1 )J 1 () [1[(oi1 )h] - siIth[( 	h] 01 7  11 
+ sinh ol 
 h.sinh11h 	
1 	 0.521 	J 
5= 2 [0.1646948 	0.0738103 1( 
11(h/a)tanh1hf11) 	anh 1 h tanh 1 h 
	
1 + 5 121 	 1 _. 5 121 
± 2sinh 1 h.sin _21h 	 1 ' 12i )h]+ 
	
2111 
sinh[( 	- 	)h]] 21 11 
0.360395 1t3J1 
K6 	
01 (h/a) tanh ol 2 h.th 1 1  
0.2744914 3l ( 	) K7 = 
	 h. tanhA 1 
3ji(i) 	
0.0322679 - 	.0450739 k8= 2 
11i/i211h L 	tan 	1 h.an 1 h 
- 	.0790535 
tanh7'1 h. tanh 21 h 
__________________ 	 .0901 478 - 1( 	 645358 - 9= 2 ll ( h/a ) tanh2 lh 11 )[0 	 tanhA l " h anhAii  h o  
.158107 
tanh 
.2406284 J1 	)1221) 	
rii1 	V + 
tanh 1 h. sinhA1 1 h. sin 1 h L 	( S1flh[ 1 121 )h] 
i_.5i 21 
21211 	
- 	)h]] " 21 11 
0.065749 J ( 	) J ( 	) 	s[( 	± ? )h] 	sinh[ (7 - A )h 0 ol 	1 ol 	11 	 01 	11  
- tan 1 h.sinh 1 h.siith 1 h 1.479 0.521 
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APPENDIX (v.Ii) 
012 = 1-n1 02 
013 = 1-n2C 2 
2, 
C 14 = C 10-n1 C4n1 -C3 
C 15 = 2C 40-2C4nn2+C3n1 (n1 +n2 ) 
C 16 = C 10-n 1 n2 (C4n2--C3 ) 
017 = C10-n1 n2 (C4n1 -C3 ) 
018 = 2C10-2C4n4 n+n2 (n1 +n2 )C3 
2, 
C1 = C 0-n2 C4n2-C3 
2 2 
020 = C 11 +n1 C3-04n1 
C 21 = 20 11  +2n.  2 n (0 3-04n1 ) 
2, 
022 = 0 11 +n2 C 3-C4ii 1 
2, 
023 = 
024 = 2C 11 +2n1 n2 (C 3-C4n2 ) 
C25 = C11±n2 
2 (C7-n2C4) 
K10 = K 1 n  1 
K1 . =K1 n2 
K1 2 = K8-Kn K13 = K8-Knn2 
K14 = K8-Kn1 n K1 = K8-Kn 
K16 2 K9-K 1 n K17 
22 
= K9-K1 n1 n2 
K1 8 = K9-K 1 n 1 n K1 = K9-Kn 
L3 = L1 +nL2 	 L4 = 2(L1 +n 1 n2L2 ) 
2 	 2 
L5 = L1 +L2n2 L6 = L2n1 
2 
L7 = L2n1 n2 	 L8 = L2n2 
11 sl 
-2O8- 
N4 = N3n1 
2 	
N5 = N3fl 1 fl2 
2 
N6 = N3n2 
N4 = Mn N = 7 Nn1 n 3 	 5 	2 
2 
N6 = M3n2 
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CHAPTER (vi) 
EXPERIMENTAL PROGRAMME AND RESULTS 
The purpose of this Chapter is to explore the characteristics 
of the autoparametric systems studied in the previous three chapters 
and to check the validity of the theoretical results. 
VI. 1.0 Apparatus 
Figures (VI-1-3) show the basic layout of the rig. 	It consists 
of an upright circular Perspex container of length 31.0 cm, inner 
diamater 9.5 cm and thickness 0.3 cm. 	The container is rigidly 
supported on a rectangular base made of dural (16.2 x 13.4 x 2.25 cm). 
Depending on the number of degrees of freedom required, the container 
and its base are supported vertically by either two rigid panels, 
(to give Purely vertical tank motion, see Fig. vi.i), or four leaf 
springs (to permit lateral motion of the tank, see Fig. VI.2). 	The 
panels or leaf springs are attached at their lower ends to the main 
mass (a 16.2 x 13.4 x 3.6 cm piece of dural). 	An externally 
pressurised air lubricated bearing is placed in the centre of the 
main mass in order to guarantee its motion in purely vertical direction 
with negligible damping. The whole system is carried on a platform 
by two compression springs. 	The platform itself is connected 
directly to the head of a Pye-Ling vibrator type V1006 (maximum thrust 
500 lbf). 	The excitation provided by the vibrator is controlled by 
an accurate function generator (Hewlett Packard type 203A) via a 
Pye-Ling power amplifier type PP1/2P. To prevent the full load 
being applied to the vibrator head the platform is suspended by four 
elastic ropes from a surrounding stationary frame. An adjustable 
dashpot - fitted between the main mass and a stationary point - provides 
1 
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Fig. (vi. 3 ) Experimental Apparatus 
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 Vibrator 	8. Air . 
Bearing 
 Linear Transducer 
 Linear Transdcer 
 Adjustable Dashpot 
Proximity Probe X 
Two Parallel Wires , to 
Prevent Main Mass Roll 
Plat form 	 I 
12 
. LFr1tE11  
IE~r 
•2i3- 
damping to the motion of the main mass. Any torsional or roll 
oscillations created by torsion ir the compression springs is 
prevented by two long parallel wires extending (under slight tension) 
from the main mass to a fixed stand. 
The - design of the air bearing, compression springs and leaf 
springs will be discussed briefly in the following sections. 
VI.1 .1 Design of the Air Bearing 
For the design of an externally pressurised air lubricated 
journal bearing which is inherently compensated (i.e. the air 
feeder holes are not furnished with orifices) there are four 
governing dimensiqnless parameters, namely [Ml 1] 
The length-to--diameter ratio 	(LID) 
The supply pressure ratio 	: (p / ) 
S a 
The eccentricity ratio 	: (E) 





L = the overall bearing length 
D = the bearing diameter 
= the supply pressure 
P a = the ambient pressure 
= viscosity of air 
n = total number of feeding holes 
d = diameter of feeding holes 
= gas constant 
P = absolute temperature 
C = radial clearance 
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With suitable values of the first three dimensionless parameters 
there is an optimum value of A for maximum stiffness. 
In the present application it is important that the response 
of the main mass due to lateral motion of the tank should be as 
small as possible. 	The angular stiffness of the bearing was designed 
to give a resonant frequency of the main mass/bearing system alone 
of the order 100 Hz, (well above the experimental frequency range of 
0 - 10 Hz). A check was also made to ensure that the maximum 
pitching movement of the tank about the bearing centre would not cause 
contact between the bearing surfaces. 
The selection of the bearing geometry - was made-using the 
information of reference [Mu]. 	Fig. 5.5.13 of this reference 
shows a plot of dimensionless angular stiffness againstA 5 , for 
various values of P s"a  with L/D = 1 .0 and E-- 0. For the maximum 
available pressure ratio of about 6.0, the optimum value of 
The following bearing dimensions were selected in order to achieve 
the required angular stiffness of 4.8 x 10' lb in/rad; 
L = 2.5 in. 	= 62.5 mm. 
D = 2.0 in. 	= 50.0 mm. 
• C = 0.001 in. = 0.025 mm. 
n = 10 	Single admission plane (equi-. 
spaced holes distributed circumferentia 
in the central plane). 
d = 0.0465 in = 1.17mm. 
A detailed drawing of a section through the bearing is shom in Fig. (vI.4 
- 	"hole diameter 
_2.002 	H 
r') 
Fig(VI.4)Air Bearing Detail Drawing 
VI.1 .2 Design of the Compression Springs 
The specifications for the compression springs are chosen so 
that the internal resonance conditions can be achieved. 	Accordingly, 
the dimensions can be determined by using the simple relation of 
the natural frequency of a spring-mass system; 
/K 
si = 	/[M±mti] 
Hz 
where 
K 1 = spring stiffness 
Gd4 
= 8ND4 
G = modulus of rigidity [11.5 x 10  lb/inch 2 ] 
d = wire diameter 
N = number of active coils [= total number-2, 
for closed and ground ends] 
D = mean coil diameter [= outside diameter-d] 
lvi + mU = total mass carried, by the spring 
Among the available springs, it has been found that two springs 
of d = 0.093" and D = 0.777" are suitable. 	The number of active coils 
depends on the resonance condition and the total mass. 	Pig. (vI.5) 
shows the relationship between f and the active number of coils nsl 
for two values of N + mtl = 13.11 and 13.85 lb. 	Table (vi.i) 
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Fig(v-5) Natural Frequency f,, vs. Effective Number 
of Coils of Compression Spring. 
TABLE (vi.i) 
Resonance Conditions h/a f1 1 (Hz) r 1 r2 r3=r1 k5  (Hz) r t(cm)* N 
1 3.05 - - 2.0 6.1 - - 9 
r 	= 2 si 2 3.11 - - 2.0 6.22 - - 9 
r 	= r1 +r2 1 3.05 1.15 0.85 2.0 6.1 0.96 12 
10.7 
nj) 2 3.11 • 1.12 0.90 2.0 6.22 0.95 11.4 
10 
T 	= r1 r2 1 3.05 3.0 0.99 2.01 6.13 2.9 5.9 
4.8 
= n)J 2 3.11 3.0 0.99 2.01 6.25 2.9 5.7 
4.7 
r 	=2r1 1.0 3.05 1.33 - 2.66 8.113 0.95 12.06 
• 10.3 
= n)) 2.0 3.11 1.211 - 2.42 7.53 0.95 11.4 6 
9.9 
r 	= 2r2 1.0 3.05 - 0.805 1.61 4.91 0.85 12.9 12 
10.6 
= nJ) 12.0 3.11 - 0.843 16 5.23 0.90 11.9 12 10.1 
r3 = r 1 +r2 1.0 3.05 1.04 0.43 1.47 4.48 0.45 19.7 
15 -, 
= r1 2.0 3.11 1.05 0.40 1.45 4.51 0.42 20.0 15 
=nV • 15.3 
• 	r3 = r1 +r2 1.0 3.05 1.05 0.30 1.35 4.12 0.30 >20 >18 
= r21 2.0 3.11 1.04 0.25 1.29 4.01 0.26 > 20 >1 8 
= np 
r 	= 2r2 1.0 3.05 - 0.73. 1.46 4.45 0.82 13.3 16 3 11.1 
= 
r 0 2.0 3.11 - 0.72 1.44 4.48 0.73 13.5 16 
11.4 




I - 0.64 1.29 4.01 0.65 14.75 18 12.0 
= T 1 •T2 1.0 3.05 2.49 0.99 1.5 4.58 	• 2.35 5.7 16 
= r 0 2.0 3.11 2.45 0.99 1.46 4.54 2.35 5.4 16 
• 	=nV  
r3 = T 1 T2 1.0 3.05 2.3 0.99 1.31 3.99 2.2 5.9 >18 
= T21 2.0 3.11 2.27 0.99 1.28 4.08 2.2 58 >18 
= 
* two values given for t, the first is theoretical, Fig. (vI.6) and the 
second is experimental Fig. (VI-115a) 
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VI.1.3 Design of the Leaf Springs 
Applying the same procedure as for the compression springs; 
f 	
1 K  
s2 2ic.m 
where: 
K 2 = spring stiffness 
= 12 nET/ 3 
n 	= total number of leaf springs = 4 
E 	= Young's Modulus (30 x io6 lb/in 2 ) 
I 	= Area moment of inertia Of the leaf spring cross-section 
about the bending axis. 
I 	= length of the leaf spring 
m 	- total mass carried by the springs. 
For the elastic beam of width 0.75" and thickness 0.02", the 
relationship between the natural frequency f 2 and the length I is 
shown in Fig. (vI.6) for various values of mtl. 
With the help of the relationships between the normal mode 
frequencies r 1 and r2 and r52 shown in Figs. (Iv.1-3) the required 
ialue of f 52 corresponding to the relevant internal resonance conditions 
can be defined. 	Having obtained 	the length I can be determined, 
see table (vi.i ). 
VI.2.0 Instrumentation 
The response of the system when it is being excited parametrically 
needs to be measured. 	The response of each degree of freedom of the 
apparatus has its own measuring device as shown in Figs. (VI-3, 9 and io). 
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VI.2.,1 Liquid Surface Amplitude Transducer 
The electrical methods of detecting liquid displacements are 
based on the variation of one parameter in an electrical sensing 
circuit, caused by a variation of the liquid depth. 	Lion [L2], 
classified these methods as resisti -ve, inductive and capacitive. For 
the purpose of the present experimental investigation it has been 
found that the resistive type is the simplest. 
The device, shown schematically in Fig. (vL7), consists 
basically of two uniformly spaced -' apart) electrical resistance 
wires (Gilby-Brunton, No. A-g, 0.0124' diam, 5.74 ohm/yrd). 	Each 
pair of these wires is stretched between the tank bottom and its top, 
a sufficient space being left between the wires and th tank wall to 
avoid any fluid being trapped. At each 45° angle around the inside 
wall of the tank there is a pair of wire detectors to monitor tiic 
fluid surface displacement at these positions 
An A.C. carrier signal of 8.4 KHz at 5V r.m.s. is applied across 
Ri and the fluid transducer in series. 	This signal is modulated 
according to the wave height across the probe. To block any d.c, 
signal an a.c. coupling capacitor Cl is provided through which the 
modulated signal passes to the amplifier, Al, R2, R3 and R4. The 
ratio R4/R2 determines the gain of the amplifier. 	RV1 is the offset 
null control and the amplifier supply is +15V and -iSV d.c. 	The 
amplified output is then applied to a diode detector (D1, C2, and R5). 
The original modulating signal is extracted from the carrier and this 
signal directly represents the wave motion of the fluid free surface. 
R 1 =1Rc 
R 2 =2K2 
R 3 )KQ. 
R4 41 Ka 
R5 =41O9- 
D L OP13 
Al = jJ/\741 
C l  0-1 pr 
C 2 1.opF 
RV 1 =101's?- 
R 
11 
Fig(VI.7) Liquid VVcive Height Transducer 	 t) 
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VI.2.2 Input Excitation and Main Mass Response Measurements 
The vibrator head amplitude 	and the main mass amplitude 
are measured by two linear displacement transducers (Hewlett-Packard 
Sanborn Type 7DCDT..250) 	This type of transducer is basically a 
linear variable differential transformer with a built in carrier 
oscillator and demodulator system. 	The coil assemblies of both 
transducers are hung by vertical strings from the stationary frame. 
The core of one transducer is fixed to the wall of the platform (to 
measure 	and the other is fixed on the edge of the dashpot arm of 
the main mass (to measure), see Fig. (vi.i). 	Both transducers ' 
are energised by a 6 volt d.c. supply. 	When the core is displaced 
axially within the core of the coil assembly it produces a voltage 
change in the output proportional to the displacement. 
VI.2.3 TankLateral Response Measurement 
The :Lateral displacement of the container is monitored by a 
probe which is rpountecL on the main mass and brought into proximity 
with the flat surface of one of the leaf springs carrying the tank. 
The capacitance, formed between the probe face and the metallic 
surface of the leaf spring is displayed in terms of distance and peak 
to peak vibration amplitude on a Wayne Kerr Vibration meter B731B. 
The location of the proximity probe is shown in Fig. (VI.8). 	The 
displacement shown by the Wayne Kerr proximity, probe represents the 
lateral displacement at the station where the probe is located. 	This 
displacement is proportional to the actual displacement of the tank. 
VI.2.4 Recording the Results 
The four transducers described previously convert the displacements 
into electrical signals. 	These signals are aaplified-(at the suitable 
sensitivity) and then fed on to highly sensitive mirror galvanometers in 
4 
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Fig (VI.1O) Arrangement of Experimental 
Equip ment 
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the Bell and Howell oscillograph-type S-1 37. 	The amplified signals 
vary the mirror positions, i.e. the galvanometers are electro-
mechanical transducers which accept electrical energy and transform 
it into mechanical rotation. 	Light from a mercury arc U.V. lamp is 
reflected by the galvanometer mirrors through a simple optical 
system to focus a spot of light on a moving strip of light-sensitive 
paper. 	The trace of each signal represents the signal from the 
corresponding transducer in the system. 
VI-3.0 Calibration 
The traces obtained from the oscillograph represent the v7iri Lion 
of the electrical signals produced by the four transducers which are in 
turn proportional to the displacements of the system. 	The ordin10 
of each trace can be calibrated to read directly the corresponding 
displacement of each transducer. 	The calibration curve of each 
transducer depends on the sensiLivity of its galvanometer amplifier. 
For the liquid wave height transducer the dynamic calibration 
was obtained by exciti; the container latcr11y with a small vibrator 
(Goodmans type 390) as shown in Fig. (vi.ii). 	The wall of the 
container is graduated in half centimetres so that the wave-height 
can be read off directly at each excitation frequency. 	Fig. (vI.12) 
gives two calibration curves corresponding to two sensitivity valUes 
V/in = 0.25 and 0.5. 
The reading of the Wayne-Kerr meter does not indicate the 
actual displacement of the tank because the proximity probe detects 
only the displacement at its location. 	In order to calibrate the 
reading of the trace with the actual tank displacement, a static 
calibration was carried out using a dial indicator of accuracy 0.001" 
to indicate the actual tank displacement. 	Fig.(VI.13) shows two 
-228- 
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calibration curves for two sensitivities Vin = 0.1 and 0.25, when 
the tank was at height 10 cm from the main mass upper surface. 
For other tank heights similar calibration curves were obtained. 
Regarding the linear transducers that measure 	and , the 
calibration was found to he linear when the sensitivity was 0.5V/in 
for transducer and 0.2V/in for 	transducer. 	it was also found 
that if the reading on the oscillograph is L mm., then = 0.264 L mm, 
and when the reading corresponding to the other transducer is L mm 
then 	= 0.06 Lmm. 
Accuracy of Measurements 
The accuracy of the measurements is estimated as follows; 
Driving frequency /27r 	= ± 0.05 Hz 
Driving amplitude 0/a 	= ± 0.0005 
Main mass amplitude/a 	= ± 0.01 
Wave height amplitude a11/a = ± 0.1 
VI-4.0 Experimental Procedure and Results 
Before conducting the forced oscillation tests it is necessary 
to measure the natural frequency and damping ratio of each system in 
the absence of any interaction from the other systems. 	Basically 
there are three systems whose natural frequencies and damping rtios 
are measured as follows; 
VI.4.1 Measurements of the Natural Frequencies and Damping Ratios 
) First System: The first system consists of the compression springs 
K 1 , the dashpot 	and the total mass [N0 + mti]. 	The liquid motion 
effects are eliminated by removing the water from the tank and replacing 
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by attaching the tank base to the main 'mass by two rigid panels whose 
combined mass is 0.326 kg. 	A series of free oscillation tests 
were conducted for different values of the solid mass, with and without 
the dashpot. Using the method of logarithmic decrement [T3], the 
damping ratio c5i , is determined. 	In Fig. (VI-14) the natural 
frequency f and the damping ratio 	are plotted against the total 
mass. 
Second System: The second system comprises the leaf springs K 2 , 
and the upper mass mtl. The influence of the main mass vertical 
motion is eliminated by fixing it to the platform by strong studs 
while the effect of the liquid motion is eliminated as described in 
the first system. 	A series of free oscillation tests was conducted 
for different values of m ti 	 s2 
and the values of 	and f s2  were 
determined.. ' These tests were repeated for different values of leaf 
springs length £ and 'the results are plotted in Figs. (vI.15). 
Third System: The water inside the tank forms the third system. 
The damping ratio 	and the natural frequency f 11 of the water freet. 
surface were obtained by knocking the container gently and recording 
the subsequent response of the free surface. 	For two values of water 
depth ratios h/a, '' and f were found as11 
h/a=1.0 , 	c 1 =0.01035 , 	f 11 
 
3.0 Hz 
h/a = 2.0 	, = 0.0092 , 	f 11 = 3.05 Hz 




There is a slight change in the natural frequency of the fluid 
free surface, between the two liquid depth ratios h/a = 1.0 and 2.0 
caused by a difference o ' 0.74 lb in the total mass [N0 + m 11]. This 
causes a 2.69/. variation in the natural frequency of the mass-spring-
dashpot system. 	So the condition of internal resonance w 1 = 2w 11 
is not met exactly. 
'To obtain the amplitude-frequency response of the system in the 
neighbourhood of the parametric resonance condition r51 2.0, a series 
of forced oscillation tests were conducted. 	Keeping the amplitude 
of the vibrator head at a constant level, the excitation frequency 
was increased and decreased in a step-wise manner. 	Figs. (vI.16-19) 
show the amplitude-frequency responses for an excitation amplitude 2FO = 
0.125 mm. 	With and without the dashpot. 	As the excitation frequency 
is increased from a value below 2w1 (Or W 1 , i.e. n<1) the response 
of the system, path CD, is identical to that of a single degree' of 
freedom system with an' identically zero liquid amplitude response. 
As n approaches 1 .0 the sta;e of the liquid free. 	surface begins 
to oscillate and achieves a steady-state. 	This transition in the 
liquid, response appears as the jump DE with a considerable reduction 
in the main mass amplitude indicated by the drop P3'. A further 
increase in frequency results in a continuous decrease in the liquid 
amplitude, path EFG , until the free liquid surf.ce becomes plane, 
while the main mass response follows a typical linear resonance response 
JLM. 	Reversing the procedure by decreasing 0 starting from a value 
higher than 2W gives the paths HGFEI for the liquid amplitude response 
with a collapse at I and MIJK for the main mass response. 
ii. h/a 	= 1.0 - 
e 	00264 - 
0282  
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Comparison with Theo ry  
In Figs. (vI.16.-19) a comparison between theoretical and 
experimental results is given. 	It can he seen that the theoretical 
amplitude response curves are rather higher than the experimental ones, 
however the overall system characteristic is the same in both results. 
It can be seen that wher the liquid sloshing begins, the main mass 
response drops to the lower curve JIM, the lower curve is thought 
to be associated with the increased damping of the vertical oscillations 
of the main mass in the air bearing due to the lateral force on the 
bearing resulting from the liquid free surface motion. This is 
indicated by the unsymmetrical nature of the main mass experimental 
response curve about.n = 1 (see Pig. vI.19). 	On the right side of 
n=1 , the main mass response is rather higher than on the left side. 
This results from a lowering s1 clue to the continuous decrease in the 
liquid free surface amplitude as n increases. 
VI-4-3 Response_tjieThree_Degrees-Of -FreedOm System 
Case a) 
	 = r1 -i-r2 
=nV 
With internal resonance of the summed type, the configuration 
of the system is given according to the information of table (vi.i). 
According to the experimental observations and he time history 
record of the three mode response shown in Pig. (vI.20), the system 
does not achieve a constant amplitude steady-state and an energy 
exchange between the fluid and the structure takes place in a form of 
beating with ccnstant maximum amplitude. 	It was also observed that 
the system did not respond to any parametric excitation - except at 
the exact resonance - unless an initial lateral disturbance was applied. 
-241- 
At exact resonance, it is a long time before the liquid free surface 
starts to oscillate with a very tiny amplitude. 	The resulting small 
sloshing force causes the structure to oscillate laterally. 	This 
energy flow continues with a build up in amplitude until the damping 
of each mode controls this growth and the system follows the response 
given in Fig. (vI.20). 	The envelopes of the liquid and. upper 
structure responses oscillate with a long period of 1.5 sec at a constant 
amplitude. 	The transient time before the system achieves the steady 
beating response is about 40 sec. 
If the internal resonance condition is distorted by reducing 
or increasing t/a, the system possesses a complete steady response. 
The transient and, steady-state responses for t/a = 1 . j are shown in 
Fig. (vI.21), and it can he seen that slight beating occurs during 
the transient Deriod. 
The amplitude-frequency response curves are obtained by a 
similar procedure to the previous section. 	Figs. (vI.22-24) show the 
experimental amplitude response curves /a, a 11 /a, and x/a respectively 
for two values of excitation amplitude when D s1 = 0.0282, and h/a = 2.0. 
For the same fluid depth ratio but with a different damping ratio 
= 0.0444, similar curves are given in Figs. (vI.25-27) for two 
excitation amplitudes. 	Both the liquid and upper structure amplitude 
curves possess instability at an excitation frequency less than 
indicated by the jump and the collapse amplitudes. 	On the right side 
of n = 1 the amplitudes a1 1 and x decrease gradually as n increases 
until' they cease at an excitation freouency slightly higher than 2f,. 
Within. the frequency range bounded by 2f 11 (1 - 0e))<Q<2f11, the 
liquid free surface oscillates about a nodal diameter perpendicular to 
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liquid amplitude amplitude shows a large decrease and then ceases. 	If Q is 
then increased slightly, eventually the nodal diamter begins to rotate 
around the longitudinal centre line of the tank and there is a new 
increase in the liquid wave height. 	This rotation sometimes reverses 
its direction and sometimes continues in the same direction without 
achieving constant amplitude in both cases. 	This phenomena has been 
studied before [H12] and is discussed in chapter (iv). 	The unsymmetry 
in the a11 /a, and x/a curves can this time be attributed to two causes 
viz, the nonlinear soft character of the liquid and the rotation of 
the nodal diameter. 
The main mass response /a shows the characteristic of the auto-
parametric vibration absorber. 	The effect of air bearing damping 
vibration is also apparent in the unsymmetry of that response. 	The 
ahsorbei effect does not occur exactly at ri=i because it was difficult 
to produce experimentally a system with an exact internal resonance 
condition. 
More experimental results shown in Fig. (vI.28) delineate the 
response of the system when t/a = 1.9. 	It can be seen that the response 
of the system when 0 is increasing is different to the response when 
Q is decreasing. However, the main mass response does not show 
any autoparametric suppression. 
Case b) 	 r7 =r1 -r2 
= ny 
The behaviour of the system under the present condition is 
similar to that of case(a), however, the system now requires a strong 
initial condition to trigger its response. 	It was observed that with 
a small lateral disturbance, the liquid with its structure oscillate for 
-252- 
a few seconds and then rapidly regain their original position. With 
• stronger disturbance, under the same excitation frequency and amplitude, 
the system achieves a beating type response between the fluid and its 
structure, while the main mass response follows the absorber curve. 
This indicates that the system possesses two limit cycles one is 
stable and the other is unstable. 	Figs. (vI.29-31) show the amplitude 
frequency response curves a11 /a, x/a and /a for two values of c51. 
Case c) 	 r3 = 2r1 
=nV 
In the present case it was observed that there are two other 
liquid, sloshing modes that can be stimulated. 	These two sloshing 
modes are the zero and the second symmetric modes. 	Figs.(VI.32-33) 
show the J'oimatiori of these modes when the excitation frequency equals 
2f01 and 2f 21 respectively. 	For this reason it was difficult to isolate 
the first antisymmetric sloshing mode from these two modes, and no 
amplitude frequency response curves could be obtained. 
Case d) 	 . 	r3 	2r2 
= n•J) 
A complete steady-state response was observed. 	Fig. (VI-34) 
shows the steady-state time history of the two normal mode (three 
generalised modes) interaction. 	The amplitude frequency response 
curves a 11 /a, x/a and/a are given in Figs. (vI.35-37) for two values 
of s1 	
For the higher damping ratio 
'Sj
, the system does not 
respond for E= 0.0052 and the main mass motion, follows the normal 
resonance curved a single degree of freedom system as shown in Fig.(VI.37) 
The responses of the liquid, free surface and its structure follow 
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Comparison with the Theory 
The experimental results given in this section represent the 
response of the system in its generalised co-ordinates, however, the 
theoretical results of chapter (iv) were given in terms of the normal 
modes. 	It is necessary to transform these results into generalised 
modes (by using the transforniation matrix IV-19) in order to make a 
direct comparison between the two methods. 
Figs. (vI.22-24) compare in a dimensionless form the theoretical 
response of the system and the experimental one for the summed type 
internal resonance r3 = r1 +r2 , with h/a = 2.0 and t/a = 2.1. 	Because 
the damping ratios in the normal mode configuration are difficult to 
transform into the corresponding values in the generalised modes, 
both the excitation amplitude and the damping ratios of the theoretical 
curves were chosen within the practical range. Thile the theory 
agrees with the experiment in predicting the dangerous regions of 
autoparametric instability, there is poor agreement between the 
amplitude response curves. 	Moreover, the theoretical curves are 
bounded within a narrow frequency band. 	The response of the main mass 
in Fig. (VI.22) hajs the same features in both approaches. 	Unlike 
the theoretical response curves, shown in section (Iv.3) which reveal 
two kinds of instability on both sides of n=1, the experimental 
results possess only the characteristics of a nonlinear soft sy2tem 
with two kinds of instability on the left side of n=1. 
Figs. (vI.29-31) give also a comparison between the theoretical 
and experimental results for the difference type internal resonance 
= r1 - r,., with h/a = 2 and t/a = 1.05. 	Theoretical response curves 
C- 
show higher values than the experimental ones. 	The experimental regions 
of instability occur on the left side of n=1. 
-2 ' 3- 
In the principal internal resonance condition r3 = 2r2 the theoretical 
results were so much higher than the experimental ones that their 
locations lie out of the range of the diagrams of Figs. (vI.35-37). 
The discrepancies between theory and experiment can be 
attributed to the following factors; 
The transformation into normal modes does not include the 
damping of the system before transformation, 1.1owever an assumed 
diagonal damping matrix has been inserted. 	Both theory and 
experiment show that the damping plays a great role in defining the 
characteristic of the system. 
The theoretical results were derived from the analytical 
solution which assumes the condition  1 12 = r1 /r2 . 	This condition 
is a special case. 	A preliminary free test was conducted on the 
top structure with its liquid, and after transformation of the responses 
into the normal modes. -This showed that the condition n 	= r1 /r2 
did not hold. 
The theoretical solutions were derived up to the first order 
in e which contains only quadratic terms and it is the third order 
terms which define accurately the characteristics of the system as 
indicated in Chapter (iii). 
As a result of the lateral forces created by the liquid sloshing 
and the lateral structure motions, the damping of the air bearing 
is subjected to continuous change. 
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Experimental observations showed that when the apparatus is excited 
in the neighbourhood of the above relations vibrations of the 
structure and liquid free surface started to appear simultaneously 
with a continuous increase in their amplitudes. This growth 
could lead to structural failure if the vibrator were not stopped. 
The amplitudes were very large and showed no regular mode shapes. 
In the earlier period of excitation, according to the first 
resonance relations (i) a central spike of the liquid free surface 
together with the first antisymmetric sloshing mode and lateral 
oscillations of the tank were observed simultaneouly. 	The anti- 
symmetric sloshing mode cause the spike to move forward and backward 
as shown in Pig. (vI.3). 	This type of interaction led to an in- 
definite growth of amplitudes and the development of this kind of 
instability is photographed. as shown in Fig. (VI-39). 
Regarding relations (ii), four circumferential liquid peaks 
with two nodal diameters were excited as well as the antisymmetric 
mode and the lateral structure mode. 	The mode shape of the 
resulting motion is illustrated in Pig. (vI.40 ). 	Due to the 
large lateral displacement of the container, the amplitudes of the 
modes were not maintained for a long time and a continuous increase 
-2o9- 
in the values of amplitudes led to instability of the system 
response. In Pig. (VI-41) a few pictures show the way in which 
the instability developed. 
b) Conditions of Principal Resonance: 
• i) r = 2r 3	2 
	
r,1 	=rl)) 
Under this type of resonance condition, experimental observations 
showed a steady-state response over a frequency range defined by 
the regions of instability. 	The amplitude-frequency relations 
of the liquid free surface amplitude at the tank wall, lateral tank 
displacement, and the main mass response are shown in Figs. (vI.42.-44). 
Measurements are obtained for two excitation amplitu4es (r= =-08 
and .0116 ) and two damping ratios s1 = .0282 and 0.0444. 
The results show two regions of instability indicated by the 
collapse amplitudes AB (or AD) and CD (or EF). 	Another type of 
instability occurs at the collapse amplitudes on the right side of 
resonance is much stronger than that on the left side. The time 
history 'of the response at Q/27r = 4.65Hz (n = 1.045 EF) is shown 
in Fig. (VI.45). 	At that frequency the fluid free surface oscillates 
with a continuous increase in the amplitudes of the tank lateral 
oscillations and the main mass. For another few cycles the 
scuence is reversed.. This type of energy flow appears in a form 
of beating until the fluid free surface oscillations and the tank 
lateral motion cease and the main mass response adjusts itself to 
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The other typo of instability which appears as a jump in 
amplitudes is formed by a weak energy flow between the fluid modes 
and structure modes for a few cycles. 	Within a fei seconds the 
system achieves steady-state response. 
The liquid amplitude response represents the resultant 
liquid free zurface displacement at the tank wall, however it is 
difficult to display the two fluid amplitudes a 11 and a01 since 
they are coupled. 
Shown in Figs. (vI.46) are the mode shapes as photographed 
while the apparatus was excited 
±i) r = 2r2 
= n)) 
It is indicated' in table (vi.i ) that the critical resonance 
frequency occurs at 4Hz. 	However, exciting the system at that 
frequency does not give any response unless a small lateral 
disturbance is applied to the tank. 	The response starts first 
with two nodal diamaters at the free liquid surface andfour peaks 
distributed around the tank wall at 90 ° apart. At the same time 
the tank is oscillated laterall5' and this is associated with the 
first antisymmetric liquid sloshing mode. 	This mode disturbs the 
symmetric mode in such a way that the liquid free surface motion 
becomes unstable. 	The unstable fluid motion appeared as a rotation 
of one peak and. a change in the orientation of the others. 	On 
increasing the forcing frequency a non-unifoxunsteady response of 
a strong beating type was obtained. 	The liquid amplitude at the tank 
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wall and the upper structure responses are exchanging their energy 
with the main mass response as shown in the record Fig. (VI-47). 
The interaction is so severe that it reflects its effect on to the 
platform. When the frequency is further increased to 4.3 Hz the 
zero symmetric sloshing mode appears with a spike moving in t wo 
dimensions till the collapse amplitude occurs at /2it = 4.5Hz. 
c) Conditions of Difference Internal Resonance: 
i) r7 = r1 - 	 ii) r3 = r1 - 
ol 
	 = r 21 
= fly 
	 = nJ) 
The response of the system is observed to take place only 
between the irain mass and the zero symmetric liquid sloshing mode 
(for condition ±) or the second symmetric sloshing mode (for 
condition ii). 	The first two normal modes are not likely to be 
excited experimentally even with applying a strong lateral disturbance. 
The shape of the liquid free surface is similar to that shown in 
Figs. (VI-32, 33). 
VI.5.0 Remarks on the Experimental Investigations 
The results and observations discussed in this Chapter 
exhibited important conclusions summarised in the following points: 
±) 	The liquid free surface oscillations, inside a container 
supported on an elastic structure which is subjected to parametric 
excitation, does not contribute any influence on the structure 
vertical response as long as the container is constrained from 
lateral motion. 	This means that the liquid forces in the vertical 
direction are secondary effects. 
-278- 
ii) It is the horizontal component of the liquid sloshing forces 
which has a significant effect when the structure is free to 
oscillate horizontally. 	The structure - liquid interaction has 
a. feed back influence on the vertical motion of the structure. This 
auto-parametric coupling occurs when one of the autoparametric 
resonance conditions is met. 
±i) The liquid free surface and the structure modes do not exhibit 
an ordinary steady-state response when the autoparametric resonance 
conditions are of the summed or difference type, i.e. when r 3 = r1 ±r2 . 
For more than one liquid sloshing mode, the system does not 
achieve either a steady-state or a stable response in most cases. 
' Observations showed that the system in general possesses two 
limit cycles while it is excited parametrically. 	If an external 
disturbance whose magnitude is less than a critical value is 
applied the system returns to its original state. 	If the disturbance 
'exceeds that critical value the.system achieves either a beating 
response of maximum constant amplitude or a steady-state response. 
v±) Due to the well known phenomenon of the liquid swirling motion 
near the sloshing frequency of the antisy'mmetric mode, the system 




The interaction of the structure vibrating modes with the 
liquid sloshing modes under parametric harmonic excitation has 
been investigated theoretically and experimentally for a limited 
number of ccdes. A general mathematical model, involving two 
structural modes and an infinite number of liquid sloshing modes, 
has been formulated such that the problem can be examined for 
any number of modes with the required degree of nonlinearity. 
The interaction has been studied when the system is taken to 
possess two, three and four degrees of freedom. 	In each case 	there 
were a certain number of nonlinear internal resonance conditions 
which could hold, depending on the degree of nonlinearity and the 
number of modes involved. 
ifl the case when the liquid container is constrained so that 
it can only perform vertical motion, the second order nonlinear 
analysis fails to predict the behaviour of the system when the 
internal resonance Is half subharmonic w si = 2w 11* 	It is the 
third order terms which determine the response of the system as 
confirmed by the experiments. 	Coupling between one structure 
mode and the first antisymmetric liquid sloshing mode is very weak 
because the vertical liquid sloshing forces are very small and 
vanish as the liquid depth ratio h/a exceeds 0.5. 	The liquid 
behaviour would he governed by Mathieu's equation if the structure 
amplitude and frequency were taken as the forcing parameters. 
The other two cases, when the system possesses three or four 
degrees of freedom have been studied by considering only quadratic 
terms in . 	In these cases the lateral sloshing forces are 
significant and the analysis was carried out in terms of normal 
modes. 	A number of nonlinear resonance conditions such as r 3 
= r 1 ± r2 , r3 = 2r1 , r3 = 2r2 , r3 = r01 = r1 ±r2 , r3 = 	= r1 ±r2 ,... 
etc. were found. 	The theoretical analysis is satisfactory for 
determining the dangerous regions of instability, however it is not 
adequate to determine the response - of the system as can be seen 
from comparison between the theoretical and experimental results. 
Moreover, the theory and the experiments show that there is suppression 
in the response of the main mass near resonance, and the system 
does not achieve a steady state response under the conditions 
r3 = r1 ±r2 . 	Experimental investigations have shown that both 
the liquid free surface and the upper structure responses follow 
the behaviour of a nonlinear soft system. 
Considerations of more sloshing modes lead to a rather 
complex response. Both the liquid free surface and the upper 
structure responses are unstable. 	The first antisymmetric mode 
and the zeroth (or second) symmetric sloshing modes are excited 
simultaneously with the amplitudes increasing up to a level which 
could lead to a .catastrophe in the system if the excitation were 
allowed to continue. 
The theoretical analysis would be more refined if the third 
order terms me 2  and a proper transformation into normal modes, 
including the damping terms, were considered. 	It seems that if 
higher order terms were included in the analysis other resonance 
conditions may be obtained such as r 3 = r1 ± r2 + r 01 , r3 = r1 ± r2 + 
1 3 = r21 + r 01 + r 19 ...etc. 	It also appears that these conditions 
would he difficult to observe experimentally as they could not be 
isolated from the adjacent modes. 
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Autoparametric interaction between the modes in a vibrating 
system deserves more investigations. 	For the example the case 
could. be studied when systems are subjected to random excitations 
or combinations of different harmonics. 	The question of stability 
still needs more investigation under a wide range of autoparametric 
resonance conditions. 
"Until Here God Helped Me" 
"Amen, Come My Lord Jesus" 
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PRINCIPAL NOTATION 
A 	liquid wave height parameter 
am 
	
	 Maximum liquid surface wave height of the mth 
mode (eq. I.?) 
a 	 Tank inside radius 
'a n 	n , 
, d n , u n , n v perturbed solutions of the nth order 
b. amplitude parameter of the ith mode 
C damping coefficient 
C(t) arbitrary function of time 
D dissipation function (eq. 11.18) 
E Young's Modulus 
F Excitation amplitude parameter 
coefficients of the Dini Series 
liquid sloshing force in x direction 
f time function in equation (1.11) 
g gravitational acceleration 
H function of nonlinear terms in equation (eq. 11.34) 
Ii expansion parameter of Fourier-Bessel Series 
(eq. 	11.35,.. 36) 
h liquid depth inside the tank 
J 	' 	 Area moment of inertia 
j m( ) 	
Bessel series of the 1st kind of the order in 
K 	 Elastic stiffness 
L 	 the Lagrangian 
I 	 total length of the leaf spring (or the beam) 
N0 , 	 the mass of the first structure in the system of 
Fig. (1L7 ) 
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rn 	 total mass of the liquid inside the tank 
m ti 	 total mass of the top structure with its liquid 
OXYZ 	 moving Cartesian co-ordinates 
O X Y Z 	 inertial Cartesian co-ordinates 
in'qm characteristic numbers of Mathieu's equation (1.7) 
for the mth mode 
P 	 hydrodynamic pressure 
P. 	 Normal modes 
1 
P1 	 Euler buckling load of the first mode 
generalised forces 
q 	 liquid velocity 
relative velocity of the liquid particle w.r,t. 
the moving co-ordinates 
qi 	 generalised co-ordinates 
r. 	 normal mode frequencies 
r 	 frequency parameter 
cylindrical co-ordinates 
S 	 function of nonlinear terms in equation (11.31) 
expansion parameter of Fourier-Bessel series 
equation (11.32, 33) 
Si 	 frequency ratio parameter 
T 	 non-dimensional time parameter 
T 	 kinetic energy 
t 	 time 
V 	 potential energy 
V0 	 tank velocity 
lateral displacement of the main mass 
-284.- 
X0 , Z 0 	 horizontal and vertical acceleration components 
of the tank 
X 	 excitation amplitude in Mathieu's equation 
0mn 	
generalised co-ordinates of the liquid velocity 
potential function of the mode mu 
tio excitation amplitude (eq. 1.3) 
the Croneker 
9 ± damping parameter 
] (r,®) free surface wave height at a point r,O on the 
liquid free surface 
damping ratio 
non-di•mensional forcing frequency parameter 
ly
zeros of the first derivative of the Bessel 
mu / 
function of the first kind. j ( 	) = 0 m M n 
vertical displacement of the main mass 
vertical excitation amplitude 
i'mn mu 
wavenumler (eq. 1.8) 
velocity potential function 
phase parameter 
nonlinear functions in equation (Lii) 
phases of the fundamental harmonic solution 
Y 	 detuning parameter 
kinematic viscosity (eq. 1.8) 
12 	 excitation parameter (eq. i.ii) 
11j' P2 91-13 	 mass ratios 











the vertical drop of the tank due to its lateral 
displacement 	 -- 
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