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Abstract. Our work is oriented towards the idea of developing cognitive capa-
bilities in artiﬁcial systems through Object Action Complexes (OACs) [7]. The
theory comes up with the claim that objects and actions are inseparably inter-
twined. Categories of objects are not built by visual appearance only, as very
common in computer vision, but by the actions an agent can perform and by at-
tributes perceivable. The core of the OAC concept is constituting objects from a
set of attributes, which can be manifold in type (e.g. color, shape, mass, material),
to actions. This twofold of attributes and actions provides the base for categories.
The work presented here is embedded in the development of an extensible system
for providing and evolving attributes, beginning with attributes extractable from
visual data.
Keywords: Cognitive Vision, Object Action Complexes, Object Attribution.
1 Introduction
In cognitive systems, like we want robots to become, representation of objects plays a
major role. A robot’s local world is built by objects that are ought to be recognized,
classiﬁed, interpreted or manipulated. Though also things, as untreated basic sensory
features, might help for some of these tasks, the semantic representation of an object
seems to be more intuitive. Nevertheless, the question arises what makes an object an
object, what makes Peter’s cup being Peter’s cup? There has been plenty of research
on this issue, most of which concentrates on example-based recognition of objects by
learned features, may they be visual or shape-based. In such systems, Peter’s cup has
been shown to the robotand can thus be recognizedagain. However,this does not make
the robot identify arbitrary cups it has never seen before.
Due to this demerit of model-based recognition, another approach which is focussed
on the functionalities or affordances of objects is motivated. Peter’s cup will not only
be Peter’s cup, because the color or the texture of the speciﬁc instance has been learned,
butbecausetheconceptofattributes(e.g.solid,hollow)shall belearnedtobeconnected
to a set of actions (e.g. pick up, ﬁll, drink). Peter’s cup is solid, it can stand stable and it
is hollow so it can keep coffee, and is mainly used for ﬁlling or drinking. Maybe each
other object that holds the same attributes can also be used as a ’drinking device’ or
’ﬁlling device’,which humansmight namea cup.However,the ’ﬁllingdevice’property
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is alone more general and allows Peter to put in ﬂowers, which would make one name
it a vase instead. Technically, these attributes can be various in type, e.g. color, shape
and mass. While color might be perceived by visual processes only, interaction greatly
supports the recognition of shape by vision, e.g. in case of hollowness. Mass probably
is an attribute that is perceivableby strong interaction with the object only. On the other
hand, attributes can be a result of higher-level reasoning, e.g. that the cup is full or
empty.This line of argumentfrom attributes and actions to objects is formalized into an
upcomingconcept, the Object Action Complexes(OACs). We refer to [7] on the theory
of OACs and the formalization of objects and actions, while we here present a system
which is able providea variety of attributes from visual sensory input to support OACs.
We link to several ﬁelds of research that relate to our work.
1.1 Cognitive Vision Systems
One of the major requirements of a cognitive robot is to continuously acquire percep-
tual informationto successfully execute mobility and manipulationtasks [5,13,17]. The
most effective way of performing this is if it occurs in the context of a speciﬁc task.
This was, for a long time, and still is the major way of thinking in the ﬁeld of robotics.
Focus is usually put on the on task-speciﬁc aspects when processing sensor data which
may reduce the overall computational cost as well as add to the system robustness.
However, in most cases this leads to the development of special-purpose systems that
are neither scalable nor ﬂexible. Thus, even if signiﬁcant progress has been achieved,
from the view of developinga general system able to perform various tasks in domestic
environments, research on autonomous manipulation is still in its embriotic stage.
In this work, we treat the development of active vision paradigms and their relation
of how to exploit both kinematic and dynamic regularities of the environment. Early
work recognized that a robot has the potential to examine its world using causality,
by performing probing actions and learning from the response [11]. Visual cues were
used to determine what parts of the environment were physically coherent through in-
terplay of objects, actions and imitations. Our interest is very similar, but geared to the
developmentof a more advanced vision system necessary for such an application.
[16] examines the problem of object discovery deﬁned as autonomous acquisition
of object models, using a combination of motion, appearance and shape. The authors
discuss that object discovery is complicated due to the lack of a clear deﬁnition of
what constitutes an object. They state that rather than trying for an all-encompassing
deﬁnition of an object that would be difﬁcult or impossible to apply, a robot should
use a deﬁnition that identiﬁes objects useful for it. From the perspective of the object-
fetching robot, useful objects would be structures that can be picked up and carried.
Similar line of thinking is pursued in our work, while we go one step forward by also
extractinga set ofobjectattributesthatcan be used formanipulationpurposesor further
learning of object properties in future work.
Such a system has been presented in [15] with an objective of learning visual con-
cepts. The main goal is to learn associations between automatically extracted visual
features and words describing the scene in an open-ended, continuous manner. Unfor-
tunately, the vision system is very simple and the experimentalevaluation is performed
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In relation to representation of object properties, there is a close connection to an-
choring [4] that connects, inside an artiﬁcial system, the symbol-level and signal-level
representations of the same physical object. Although some nice ideas about the repre-
sentations are proposed, there is no attempt of developing the underlying vision system
necessary for extraction of symbols.
2 From Visual Sensors to Attributes
Our original system was purely top-down driven, with top-down information given in
terms of visual search tasks [1]. These tasks were represented as precomputed mod-
els, typically one model for each possible requested object. Given a task the system
scanned the environment for suitable new ﬁxation points and at each visited such point
the attended region was compared to the model corresponding to the task. Due to its
dependence on precomputed models, the original system had a number of key weak-
nesses. It could not generalize beyond the scope of the models and it was unable to
explore the environmentso as to learn new models. The aim of the work presented here
is to go beyond these limitations and open up for scenarios in which all objects are not
necessarily known beforehand. The attentional system in Section 2.1 is based on top-
down as well as bottom-up cues and can be tuned towards either exploration or visual
search. With attention driven by generalizable attributes as explained in Section 2.3,
rather than models of known objects, tasks can be expressed in more general terms.
As already introduced, our work is oriented towards the idea of Object Action Com-
plexes (OACs). Categories of objects are not built by visual appearance only, as very
common in computer vision, but by the actions an agent can perform, as also by at-
tributes linked to them. This twofold of attributes and actions provides the base for
categories, where even bins or vases might be seen as a cup in terms of the actions one
can perform with them. In this context, our aim here is the development of an extensi-
ble system for providing and evolving early Object Action Complexes, beginning with
attributes extractable from visual data in Section 2.1. After this, basic shape primitives
are introduced by 3D segmentation in Section 2.2.
2.1 Visual Attributes from Attentional Cues
It has been suggested that objects present in a scene possess a certain intrinsic rank-
ing or “interestingness” with regards to that scene. For a visual observer this means
that a dynamic combination of both top-down (task-dependent) and bottom-up (scene-
dependent) control is available for selecting and attending regions in the scene [14].
Salience-based models in computational attention became largely popular after the
work of Koch and Ullman [9]. A topic of research has been in explaining, with a com-
putationalmodel,howthetop-downmechanismworks.Recentworkinthe ﬁeldinclude
models where top-down modulations of attention are learnt with an ART-network [2].
Another attempt has been to train a bottom-up attention model towards detection of
particular target objects by displaying these objects in different backgrounds[12].
Our system uses a model similar to the VOCUS-model [6] which has a top-down
tuned saliency map that can be “controlled” through a set of weights. Weights are16 K. Huebner et al.
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Fig.1. Top row: Objects in use: car, giraffe, mug, dog, sugar box, peach can and mango can.
Bottom row: Three exemplary visual attribute searches depicted by their saliency maps.
applied to each feature and conspicuity map used in the computation of the salience
map. Four broadly tuned color channels (R, G, B and Y) calculated as in Itti’s NVT
model[10], an intensity map, and four orientation maps, computed by Gabor ﬁlters, are
weighted individually. Following the original version, we create scale-space pyramids
for all nine maps and form conventional center-surround differences by across-scale-
subtraction, followed by normalization. This leads to the ﬁnal conspicuity maps for
intensity, color and orientation. As a ﬁnal set of weight parameters we introduce one
weightfor eachof these maps, constructingthe ﬁnal modulatedtop-downsaliencymap.
The purpose of the attentional system is twofold. First of all, attention is used to
control the stereo head so that objects of interest are placed in the center of the visual
ﬁeld. The second purpose is to derive visual attributes to describe objects in scene,
objects that can later be revisited and possibly manipulated. In the current version of
the system, the visual attributes of an object are represented by the weights that make
this object stand out in the top-down salience map (see Fig. 1). From previous searches
for the object, weights are optimized through gradient descent, with the inﬂuence of
context modelled using a neural network [14].
2.2 Shape Attribution from 3D Segmentation
3D Segmentation without Table Plane Assumption. Image data needs to be grouped
into regionscorrespondingto possible objectsin the 3D scene, for shape attributes to be
extracted and manipulation performed. The attentional system, as described in Section
2.1, does no such grouping, it only provides hypotheses of where such objects may be
located in image space. However, from binocular disparities the extent of hypotheses
can be determined also in 3D space. Disparities can be considered as measurements in
3D space, clustered around points of likely objects. To ﬁnd such clusters we applied
a kernel-based density maximization method, known as Mean Shift [3]. Clustering is
done in image and disparity space, using a 3D Gaussian kernel with a size correspond-
ing to the typical 3D size of objects that can be manipulated.The maximization scheme
is iterative and relies on initial center point estimates. As such estimates we use the
hypotheses from the attentional system. Examples of segmentation results using this
approach can be seen in the second row of Fig. 3.Integration of Visual and Shape Attributes for Object Action Complexes 17
The MeanShiftapproachhasa numberof weaknessesthattend tocomplicatethe ex-
tractionof shape attributes. First of all, the approximatesize of objectshasto be known.
Elongated objects tend to be broken up into parts, typically on either side of the object.
The most important weakness, however, is the fact that an object can not be reliably
segregated from the surface it is placed on, if there is no evidence supporting such a
segregation.Without any additional assumption on surface shape or appearencethere is
no way of telling the surface from the object. However, in many practical scenarios it
might be known to the robotic system that objects of interest can in fact be expected to
be located on ﬂat surfaces, such as table tops.
3D Segmentation with Table Plane Assumption. As an alternative approach we
therefore test a parallel solution, i.e. segmentation is done independently of the atten-
tional system. The dominant plane in the image is the table top. Using a well-textured
surface, it is possible to ﬁnd the main plane and cut it with a 3D version of the Hough
transform. Since the Hough transform requires relatively long computation time of a
few seconds, we assume in this scenario that the setup, i.e. camera and table position,
does not change. The plane has therefore only to be computed once and can be re-used
afterwards. An additional advantage of this solution in contrast to online computation
of the dominant plane is that 3D information of objects which greatly occlude the ta-
ble will not effect the plane clipping. Following the table assumption the 3D points are
mapped onto a 2D grid to easily ﬁnd segments and basic attributes.
The result of transformation and clipping on the scene given in Fig. 2(a) can be seen
in Fig. 2(b). The segmentation of objects is computed on the 2D grid with a simple re-
gion growing algorithm grouping pixels into larger regions by expanding them bottom
up. The recursive algorithm uses an 8-neighborhoodon the binary 2D grid. This proce-
dure is depicted in Fig. 2(c). Since the grid is thereby segmented, simple shape-based
attributes of each segment can be determinedand the segmentsreprojectedto 3D points
or to the image plane (see Fig. 2(d)). Note that dilation has been applied for the repro-
jected segments for the later application of point-based object hypotheses veriﬁcation.
The dilation, the grid approach, as also noisy and incomplete data from stereo cause
that reprojections are often little larger or not completely covering the bodies.
2.3 Attribution of Segments
Each of the produced segments is just a thing according to our deﬁnition, as the step
to an object longs for semantics. One way to identify the semantics of a thing in order
to derive an object is to link attributes to it. Attributes can be divided in two different
groups, which are named intrinsic and extrinsic. Intrinsic attributes are object-centered
and thereby theoretically viewpoint-independent (e.g. physical size, color, mass). Ex-
trinsic attributesdescribe the viewpoint-dependentconﬁgurationof an object(e.g. posi-
tion, orientation), which mostly is measured in the quantitative domain. In our system,
the basic intrinsic attributes of covered area, length (along the dominant axis), width
(perpendicular to the dominant axis) and height can be qualitatively determined for
each segment. The discretization, i.e. if an object is small or large in size, is adapted
to our table manipulation scenario at hand. Additionally, the centroid position of a18 K. Huebner et al.
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Fig.2. Segmentation under the table plane assumption. Disparity information from the stereo
images (a) produces 3D points (b). Havingdeﬁnedthe dominant plane, the points can be projected
onto this plane, where distinctive segments are computed (c) and reprojected to the image (d).
segment is calculated. Its 3D point cloud is kept available for optional further applica-
tion, e.g. shape approximation and grasping, as we proposed in [8].
3 Experimental Evaluation
Experimentsare performed on a Yorick stereo head with four degrees of freedom:neck
pan and tilt, and an additional tilt for each camera. The cameras used are 1.3 Mpixel
cameras from Allied Vision. The head is controlled so that the cameras are always ﬁx-
ating on something in the center of view. Given commandsfrom the attentionalsystem,
the ﬁxation point can be changed through rapid gaze shifts, a process that takes about
half a second. Since the extrinsic camera parameters are constantly in change, cam-
era calibration is done on-line. The work presented here is integrated into an existing
software system, modularized and containing modules for frame grabbing, camera cal-
ibration, binocular disparities, attention, foveated segmentation, recognition and pose
estimation. Modules are implemented as CORBA processes that run concurrently,each
module at a differentspeed. Using a 2.6 GHz dual dual-coreOpteron machine, cameras
are calibrated and disparities computed at a rate of 25 Hz, while foveated segmentation
and recognition is done only upon request.
Based on the hypotheses produced by the attentional system from Section 2.1, we
will validate these by introducing the segmentation information. As discussed in Sec-
tion 2.2, segmenting with the table plane assumption can be made in parallel and ini-
tially independent of the attentional system. Results of six different scenarios of the
segmentation are presented in Fig. 3. The plane was previously computed by using a
texturedtable top in orderto apply table clippingthroughoutthe experiments.However,
we removed the textured top to provide a clearer comparison of the two segmentation
techniques we evaluated.
Although distortion and uncertainty in the disparity calculation clearly inﬂuence the
results, it can be seen that segmentation in terms of 3D distinction of the objects in the
scene works well in general. The errors arising, like oversegmentation (Fig. 3d), un-
dersegmentation (Fig. 3e) or occlusion in height due to the vertical projection (Fig. 3f),
can partially be solvedby the attributionissues shownin Fig. 4. While the segmentationIntegration of Visual and Shape Attributes for Object Action Complexes 19
(a) (b) (c) (d) (e) (f)
Fig.3. Sample scenario segmentations (best viewed in color). Original images are shown in the
ﬁrst row. The second row shows results using the Mean Shift segmentation, the bottom row those
using the table plane assumption (see Section 2.2). In the latter, (a) and (b) seem well segmented
and in (c) there is just some noise at the table edge. Problems arise for (d)-(f): (d) two segments
for the car, (e) one segment for two cans, and (f) the unnoticed dog underneath the giraffe.
presented in Fig. 3 (bottom row) depicts segments reprojected to the image plane, the
importantstep inbetweenhasbeenthesegmentationin the 21
2D table planespace. Here,
also the attribution of segments, as presented in Section 2.3, takes place. As a simple
and neat set, we only use the intrinsic attributes aligned in Tab. 1. The table also shows
the distribution on how segments have been attributed along the sample scenarios. Note
that the identiﬁcation of a segment as a speciﬁc object has been performed manually to
establish the distribution. Though the number of attributes is sparse and the quantiﬁca-
tion into four levels per attribute is coarse, one can detect differencesand similarities of
objects. While the car and the dog are mostly attributed almost ﬂat (aﬂ) in height, the
cans and the mug are usually medium high (med) and the giraffe and the sugar box high
(hig). Also note that the mango can, the mug and the peach can are attributed almost
alike. This is quite reasonable, as they are very similar in the rough shape domain that
we span with these four attributes.
3.1 Validation
We can now combine results of both visual and shape attribution. On the one hand,
our set gives an extensible base for attribution of things to make them objects. The
framework that takes care of the management of attribute sets and connecting them to
actions is implemented as an extensible system. On the other hand, we can show in our
practical experiment how an extended set of attributes improves the results of object
interpretation. Three examples of such validations are shown in Fig. 4.
In Fig. 4(a), we focus on the visual attribute “car-like”, i.e. on hypotheses that the
attentional system rates similar to the car model in terms of color and gradients. As
it can be seen, the top-ranked hypotheses are on the car in the image (left image). By
combining this result with the segmentation, hypotheses can be grouped and also ne-
glected(rightimage).Finally,ﬁve hypothesesfall in one segment.Comparingthe shape20 K. Huebner et al.
Table 1. Attribution distributions of our 7 test objects (see Fig. 1). Most meaningful is probably
distribution of color and shape attributes. For the latter, checking the identity of the objects has
been done manually over our 6 scenes (see Fig. 3); in brackets, each object carries the number of
appearance along the sequence.
Object Visual Attributes Shape Attributes
Color Orientation Area Length Width Height
Car (4x) (12,5,40,10)
Dog (3x) (35,22,11,13)
Giraffe (2x) (64,1,24,48)
Mango (6x) (12,60,21,23)
Mug (2x) (57,83,29,113)
Peach (4x) (13,8,15,12)
Sugar (2x) (28,6,2,14)
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(a) “Find the ’car’-like.” (source Fig. 3(a))
5 best ’car-like’ in one segment.
shape: [lrg,med,med,aﬂ]
→ very car-like (Tab. 1)
(b) “Find the ’dog’-like.” (source Fig. 3(a))
3 ’dog-like’ in one segment.
shape: [lrg,med,med,hig]
→ very dog-unlike (Tab. 1)
(c) “Find the ’mango can’-like.” (source Fig. 3(e))
Best ’can-like’ in one segment.
shape: [sml,sht,thn,aﬂ]
→ quite can-unlike (Tab. 1)
3 ’can-like’ in one segment.
shape: [lrg,lng,med,med]
→ length not can-alike (Tab. 1)
3 ’can-like’ in one segment.
shape: [lrg,med,med,med]
→ very can-alike (Tab. 1)
Fig.4. Top-level tasks corresponding to Fig. 1 (continued). Left: The 10 best hypotheses (star =
best hypothesis, circles = hypotheses ranked 2-5, small squares = hypotheses ranked 6-10). Right:
visual and shape attribute information is merged (connected and colored hypotheses).Integration of Visual and Shape Attributes for Object Action Complexes 21
attributesof this segmenttothe distributionshownin Tab. 1clearlyafﬁrms that this seg-
ment corresponds to a car-like object. Note that the same process results in a negative
responseforexampleFig.4(b).Welookfora“dog-like”object,thoughthereisnodogin
the image. While the attention returnsten hypothesesfor this search, the shape attribute
check clearly neglects that the only group of hypotheses corresponding to a segmented
areais “dog-like”.InFig. 4(c), theprocessreturnsthree selectedsegments.Theﬁrst one
with the strongest hypothesis from the visual attributes is declined by shape attributes
again. Both the other segments are very similar and only differ in one shape attribute.
However, the interesting result is that there are two objects, both the mango can and
the mug, which are very “mango-can”-like.If one would aim at distinguishing between
those, this mightbe approachedby new attributes (e.g. more detailed shape and hollow-
ness). On the other hand, both objects are truely can-like in terms of color and shape.
Hence, they would fall in one category of actions performableon them in this example.
4C o n c l u s i o n
We presentedavisualsubsysteminwhichweintegratedbothvisualandshapeattributes
towards the concept of OACs. The overall vision system in which we embed our at-
tribute determination is more general and supports also other applications, as brieﬂy
proposed in Section 2.1. In this paper, we focus on the issue of meaningful attributes
thatconstituteanobjectasopposedtoathing.Whileﬁndingcomplexattributeslikehol-
lowness oremptiness is hard,verybasic visual2D and 3Dattributesare collectedbythe
system using common techniques. We are planning to include manipulation attributes,
e.g. weight, by object interaction in future work. When a ’weight’ detector is made
available, its integrationis simple, as the frameworkconsists of a server database which
holds an extensible set of attribute classes (e.g. height, size, color) and corresponding
attribute instances (e.g. small, medium, large for size). The vision system client can ac-
cess this server, ask for available attributes classes, as also insert or request a detected
attribution, i.e. an object category. The system server can now reply if this attribution
has been seen before.However, as we have not yet introducedmanipulative capabilities
in practice, the system is not yet able to connect attributions to actions, but offers a
fundamental technique to produce the necessary attributes for issues of learning.
Besides the buildup of this system, the improvement of combining pure visual at-
tributes with shape attributes has been exempliﬁed. In our experiment, visual hypothe-
ses were checked and tested according to shape attributes. Hereby, it is possible to
neglect wrong hypotheses, to cluster and afﬁrm the good ones, or even to distinguish
between a car-like object and the plain image of it.
We also compared two types of 3D segmentation techniques for shape attribute gen-
eration.The speciﬁcity of our system towardstable set scenarioswith high cameraview
on the objects supports the table plane assumption. In particular, it has the advantages
of a reference system (which is the table) and the hereby introduced spatial arrange-
ment, as most objects are placed next to another than on one another on a table. If this
assumptiondoes nothold, manipulationmighthelp by pickingup or movingsomething
around. Though the system was kept ﬁxed in combination with an a-priori table plane
detection here, our future goal is to dissolve this constraint by a 3D acceleration sensor
on the camera head, linkingthe vertical gravity vectorto mostly horizontaltable planes.22 K. Huebner et al.
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