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Abstract
Let G be a connected simply connected nilpotent Lie group. In [A. Baklouti, N. Ben Salah, The Lp −Lq
version of Hardy’s Theorem on nilpotent Lie groups, Forum Math. 18 (2006) 245–262], we proved for
2  p,q  +∞ the Lp − Lq version of Hardy’s Theorem known as the Cowling–Price Theorem. In the
setup where 1 p,q +∞, the problem is still unsolved and the upshot is known only for few cases. We
prove in this paper such a result in the context of 2-NPC nilpotent Lie groups. A proof of the analogue of
Beurling’s Theorem is also provided in the same context.
© 2007 Published by Elsevier Masson SAS.
Résumé
Soit G un groupe de Lie nilpotent connexe et simplement connexe. Dans [A. Baklouti, N. Ben Salah,
The Lp −Lq version of Hardy’s Theorem on nilpotent Lie groups, Forum Math. 18 (2006) 245–262], nous
avons démontré la version Lp − Lq du Théorème de Hardy connu sous le nom du Théorème de Cowling–
Price quand 2  p,q +∞. Dans le cas où 1  p,q +∞, le problème est encore ouvert et le résultat
n’est connu que pour quelques cas particuliers. Dans ce papier, nous démontrons ce résultat dans le cadre
des groupes de nilpotents de type 2-NPC. Une preuve de l’analogue du Théorème de Beurling est aussi
donnée dans ce contexte.
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Roughly speaking, the classical uncertainty principles say that an integrable function f de-
fined on the real line and its Fourier transform cannot both be sharply localized unless f = 0
almost everywhere. An important result making this precise, is the following theorem (see [8]):
Theorem 1.1 (Hardy). Let a, b, C be positive real numbers and f a measurable function on R
such that:
(i) |f (x)| Ce−aπx2 , x ∈ R,
(ii) |fˆ (x)| Ce−bπx2 , x ∈ R.
If ab > 1, then f is zero almost everywhere. If ab = 1 then f (x) = Ce−aπx2 . If ab < 1, then
there exist infinitely many linearly independent functions satisfying (i) and (ii).
Cowling and Price generalized this theorem by replacing point wise Gaussian bounds for f
by Gaussian bounds in Lp sense and in Lq sense for fˆ as well. More precisely, they proved the
following:
Theorem 1.2 (Cowling–Price). Let f :R → C be a measurable function on R such that
(i) ‖eaπx2f ‖p < ∞,
(ii) ‖ebπx2 fˆ ‖q < ∞,
where a, b are positive numbers and 1  p,q  +∞ such that min(p, q) is finite. If ab  1,
then f is zero almost everywhere. If ab < 1, then there exist infinitely many linearly independent
functions satisfying (i) and (ii).
In the case where ab > 1, the Cowling–Price Theorem can be viewed as a consequence of the
Beurling Theorem (proved in [9]) which states that:
Theorem 1.3 (Beurling). Let f be a square integrable function on R such that:∫
R
∫
R
∣∣f (x)∣∣∣∣fˆ ()∣∣e2π |x||| dx d < ∞. (1.1)
Then, f = 0 almost everywhere.
Considerable attention has been devoted to prove the analogues of these last results in the
context of non-commutative Lie groups (see for instance [1–4,6,7,12–17] and references therein).
Our attention in the present work and in our previous articles [3] and [4] is focused on the
study of the problem in the setup of connected simply connected nilpotent Lie groups. For such
groups the exponential map turns out to be a global C∞ diffeomorphism and the unitary dual
is homeomorphic to the space of coadjoint orbits when these spaces are endowed with their
usual topologies. Kaniuth and Kumar proved an analogue of Hardy’s Theorem for connected and
simply connected nilpotent Lie groups. More precisely, they proved the following (see [10]):
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measurable function such that:
(i) |f (x)| ce−aπ‖x‖2 , x ∈ G,
(ii) ‖π(f )‖HS  ce−bπ‖‖2 ,  ∈W , a suitable cross-section for the generic coadjoint orbits in
g∗ and a, b, c are positive numbers. Then f is zero almost everywhere if ab > 1.
Accurate definitions of the norms x → ‖x‖ on G,  → ‖‖ on g∗ and the cross-section W
will be given later. Recently, we have produced an analogue of the Cowling–Price Theorem in
the same context, we have proved the following (see [3]):
Theorem 1.5. Let G be a connected simply connected nilpotent Lie group and f :G → C be a
measurable function such that:
(i) ∫
G
epaπ‖x‖2 |f (x)|p dx < +∞,
(ii) ∫W eqbπ‖‖2‖π(f )‖qHS dμ() < +∞, where a, b are positive numbers and 2 p,q +∞.
Then f is zero almost everywhere whenever ab > 1.
We point out that due to the different normalizations in the decay conditions and the Fourier
transform, in most of the references cited above the hypothesis in the Hardy and Cowling–Price
theorems is ab > 14 .
For 1  p,q < 2, the problem remains still unsolved for general nilpotent Lie groups and
seems to be subtle and delicate. In fact, beyond some particular classes of nilpotent Lie groups,
the difficulties involved in this problem are considerable. In [3], we solved the case where the Lie
group in question fulfills the special normal polarization condition (or abusively written as SNPC-
nilpotent Lie group). A Lie group G is said to be a SNPC-nilpotent Lie group, if it is nilpotent
and if there exists in its Lie algebra g an abelian ideal c such that [g, c] is one dimensional and
that the centralizer h of c is abelian. In [18], S.K. Ray provided a proof of the analogue of the
Cowling–Price Theorem for two-step nilpotent Lie groups in the case where 1  p +∞ and
2 q < +∞. Recently, A. Kumar and C. Raj Bhatta studied the case where G is the threadlike
n-step nilpotent Lie groups in the case where q  2 (see [11]).
The present work appears to be a new contribution to solve the problem for another restrictive
class of nilpotent Lie groups. It concerns the so-called m − NPC nilpotent Lie groups which
are Lie groups admitting a m-codimensional ideal h which polarizes all generic orbits. 1 − NPC
nilpotent Lie groups often known as special Lie groups are SNPC. Our attention in this work
is then focused on the case where m = 2. So, the Lie group G, subject of our present study
turns out to be isomorphic to the semi-direct product Rn  V for some integer n ∈ N being non-
necessarily commutative, where V is a two-dimensional subspace of g. The first part of this paper
aims to prove an analogue of the Beurling Theorem which says that for any non-trivial square
integrable function f , the product function (x, ) → f (x) · ‖π(f )‖HS can never be integrable
with respect to the measure e2π‖x‖‖‖ dx dμ(), where dx and dμ() designate respectively the
Haar measure on G and the Plancherel measure on its unitary dual Gˆ. Through the proof we shall
face up to providing accurate information on the position of Pukanszky jump indices of generic
linear forms, which naturally requires detailed knowledge of the structure of the Lie algebra in
question. A precise formula of the Hilbert–Shmidt norm ‖π(f )‖HS will be derived in term of
the classical Fourier transform of the function f .
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1 p,q +∞ in the same context. We hope that our result will be extended to encompass more
general classes of nilpotent Lie groups.
2. Backgrounds
2.1. Some notations and basis facts
We begin this section by reviewing some useful facts and notations for a nilpotent Lie group.
This material is quite standard, we refer the reader to [5] for details. Throughout, g will be a n-
dimensional real nilpotent Lie algebra, G will be the associated connected and simply connected
nilpotent Lie group. The exponential map
exp :g → G
is a global C∞-diffeomorphism from g into G. Let g∗ be the vector dual space of g. The Lie
algebra g acts on g by the adjoint representation adg, that is:
adg(X)(Y ) = ad(X)(Y ) = [X,Y ], X,Y ∈ g.
The group G acts on g by the adjoint representation AdG, i.e.
AdG(g)(Y ) = Ad(g)(Y ) = eadXY, g = expX ∈ G, for X and Y ∈ g
and on g∗ by the coadjoint representation Ad∗G, i.e.〈
Ad∗G(g),X
〉= 〈g · ,X〉 = 〈,Ad(g−1)(X)〉, g ∈ G,  ∈ g∗, X ∈ g.
The coadjoint orbit of  is the set O = {g · , g ∈ G}. The space of coadjoint orbits is noted by
g∗/G. Let g() = {X ∈ g; ([X,g]) = {0}} be the stabilizer of  ∈ g∗ in g which is actually the
Lie algebra of the Lie subgroup G() = {g ∈ G, g ·  = }.
A subspace h[] of the Lie algebra g is called a polarization for  ∈ g∗ if h[] is a maximal
dimensional isotropic subalgebra with respect to the skew-symmetric bilinear form B defined
by
B(X,Y ) = 
([X,Y ]), X,Y ∈ g.
So we can consider the unitary character χ(expX) = e−2πi(X), X ∈ h[]. The unitary dual Ĝ of
G is parameterized via the Kirillov–Bernat orbit method. Let  ∈ g∗, we take a real polarization
h = h[] for . For such a polarization, define
π = π,h = IndGHχ, H = exph.
Then π,h is a unitary and irreducible representation of G and its equivalence class [π,h] de-
pends only on the coadjoint orbit of . Moreover, every unitary and irreducible representation π
is equivalent to an induced representation π,h for some  ∈ g∗ and a polarization h for . The
following mapping, called the Kirillov–Bernat mapping
K :g∗/G → Ĝ,
G ·  → [π,h]
is a homeomorphism (see [4]).
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(S): {0} = g0 ⊂ g1 ⊂ · · · ⊂ gn = g
be a Jordan–Hölder sequence of the nilpotent Lie algebra g, i.e. a flag of ideals of g such that
dimgj = j , j = 0, . . . , n. We extract from (S) a Jordan–Hölder basis B = {X1, . . . ,Xn} by
taking Xj ∈ gj \ gj−1, j = 1, . . . , n. Let B∗ = {X∗1, . . . ,X∗n} be the basis of g∗ dual to the basis{X1, . . . ,Xn}. So B∗ is a Jordan–Hölder basis for the coadjoint action of G on g∗. We introduce
a norm function on G by setting for x = exp(x1X1 + · · · + xnXn) ∈ G, xj ∈ R:
‖x‖ =
√
(x21 + · · · + x2n).
The composed map:
R
n → g → G, (x1, . . . , xn) →
n∑
j=1
xjXj → exp
(
n∑
j=1
xjXj
)
is a diffeomorphism and maps the Lebesgue measure on Rn to the Haar measure on G. In this
setup, we shall always identify g, and sometimes G, as sets with Rn. We shall also identify g∗
with Rn via the map ξ = (ξ1, . . . , ξn) →∑nj=1 ξjX∗j . We consider the euclidean norm of g∗ with
respect to the basis B∗, that is,∥∥∥∥∥
n∑
j=1
ξjX
∗
j
∥∥∥∥∥=
√
(ξ21 + · · · + ξ2n ) = ‖ξ‖.
Let  ∈ g∗, an index j ∈ {1, . . . , n} is a jump index for  if
g() + gj = g() + gj−1.
Let
e() = {j : j is a jump index for }.
This set contains exactly dim(O) indices, which is necessarily an even number. Even more, there
are two disjoint sets of indices S,T with S ∪ T = {1, . . . , n}, and a G-invariant Zariski open set
U of g∗ such that e() = S for all  ∈ U . Let Pf () denote the Pfaffian of the skew-symmetric
matrix MS() = (([Xi,Xj ]))i,j∈S . Then, one has that∣∣Pf ()∣∣2 = detMS().
Let VT = R-span{X∗i ; i ∈ T }, VS = R-span{X∗i ; i ∈ S} and d be the Lebesgue measure on VT
such that the unit cube spanned by {X∗i ; i ∈ T } has volume 1. Then g∗ = VT ⊕ VS,VT meets U
and W = U ∩ VT is a cross section for the coadjoint orbits through points in U . Furthermore, if
d denotes again the Lebesgue measure on W, then dμ = |Pf ()|d is the Plancherel measure
for Gˆ. For ϕ ∈ L1(G) ∩L2(G), the Plancherel formula reads:
‖ϕ‖22 =
∫
G
∣∣ϕ(g)∣∣2 dg = ∫
W
∥∥π(ϕ)∥∥2HS dμ(),
where π(ϕ) =
∫
G
ϕ(g)π(g) dg and ‖π(ϕ)‖HS denotes the Hilbert–Schmidt norm of π(ϕ)
(see [5], page 328).
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sure spaces (X,μ) and (Y, ν) we have for any measurable function F :X × Y → C(∫
X
(∫
Y
∣∣F(x, y)∣∣dν(y))r dμ(x)) 1r  ∫
Y
(∫
X
∣∣F(x, y)∣∣r dμ(x)) 1r dν(y).
3. On Beurling’s Theorem for 2-NPC nilpotent Lie groups
We begin this section by stating our main result. We are going to prove the Beurling Theorem
for 2-NPC nilpotent Lie groups. More precisely, for such a group G we have the following:
Theorem 3.1. Let G be a 2-NPC nilpotent Lie group and let f be a square integrable function
on G satisfying the condition∫
W
∫
G
∣∣f (g)∣∣∥∥π(f )∥∥HSe2π‖g‖‖‖∣∣Pf ()∣∣dg d < ∞.
Then, f = 0 almost everywhere.
Proof. The strategy of our proof basically consists in bringing the study of the problem to the
abelian context. First of all, we prove the following elementary lemma which could be regarded
as a more general version of Beurling’s Theorem in the case of the real line and plays an important
role in the sequel.
Lemma 3.2. Let f be a square integrable function on R meeting the condition∫
R
∫
R
∣∣f (x)∣∣∣∣fˆ (ξ)∣∣∣∣h(ξ)∣∣e2π |x||ξ | dx dξ < ∞,
where h is a measurable function such that for some non-negative real number M , |h| M ,
outside a finite length interval. Then f = 0 almost everywhere.
Proof. Our hypothesis says that there exist positive constants M and R such that
∀ξ ∈ R: |ξ |R ⇒ ∣∣h(ξ)∣∣M.
So ∫
{|ξ |R}
∫
R
∣∣f (x)∣∣∣∣fˆ (ξ)∣∣e2π |x||ξ | dx dξ < ∞. (3.1)
Let for ξ ∈ [−R,R],
ψ(ξ, x) = ∣∣f (x)∣∣∣∣fˆ (ξ)∣∣e2π |xξ |.
It is clear that the function ψ is continuous and that∣∣ψ(ξ, x)∣∣ C∣∣f (x)∣∣e2π |xξ0|,
for some positive constant C and ξ0 ∈ ]R,+∞[ chosen by (3.1) such that∫ ∣∣f (x)∣∣e2π |xξ0| dx < ∞.R
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R
∫
R
∣∣f (x)∣∣∣∣fˆ (ξ)∣∣e2π |xξ | dx dξ < ∞.
So, f meets Hypothesis 1.1 and therefore f = 0 almost everywhere. 
Let now {0} = g0 ⊂ g1 ⊂ · · · ⊂ gn = g be a Jordan–Hölder sequence in g, such that
gm = z(g) and h = gn−2. We consider the ideal [g,gm+1] of g which is one or two-dimensional
in g. We shall separately study these dichotomous cases, the first treats the situation where
dim[g,gm+1] = 2.
It is then obvious that for every coexponential basis {X1,X2} of h in g and every Y1 ∈ gm+1 \
z(g), The vectors Z1 = [X1, Y1] and Z2 = [X2, Y1] are linearly independent and lie in the center
of g. We can then assume that g1 = R-span{Z1},g2 = R-span{Z1,Z2}. Let Z3, . . . ,Zm be some
vectors such that z(g) = R-span{Z1, . . . ,Zm} and B = {Z1, . . . ,Zn} a Jordan–Hölder basis of g
chosen as follows:
(a) z(g) = R-span{Z1, . . . ,Zm}.
(b) h = R-span{Z1, . . . ,Zn−2},
(c) g = R-span{Z1, . . . ,Zn−2,X1 = Zn−1,X2 = Zn}.
The Pukanszky index set S of generic elements is:
S = {m1 < m2 < n − 1 < n},
where m1 = m + 1 and m + 2m2  n − 2. Let’s denote Zm1 = Zm+1 = Y1,Zm2 = Y2. These
vectors can be chosen such that:

([X1, Y1]) = 0 and ([X2, Y2]) = 0,
for all  in W , where
W = { ∈ g∗, m+1 = m2 = n−1 = n = 0;∣∣Pf ()∣∣= ∣∣(Z1)([X2, Y2])− ([X1, Y2])(Z2)∣∣ = 0}
is the cross-section for generic coadjoint orbits. We shall investigate in a first step what could be
the index m2. We prove the following:
Lemma 3.3. We have that m2 = m + 2 and the vectors [X1, Y2] and [X2, Y2] lie in the center
of g.
Proof. Suppose that m2 > m + 2. So, there exists for all  ∈ U , α1() ∈ R, such that
Zm+2 + α1()Y1 ∈ g().
We get then

([
Zm+2 + α1()Y1,Xi
])= 0, i ∈ {1,2}.
Write for i ∈ {1,2}
[Zm+2,Xi] = λiY1 + βiZ1 +μiZ2 + γi
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we obtain using Jacoby’s identity that
0 = [[X1,X2],Zm+2]= −[[X2,Zm+2],X1]− [[Zm+2,X1],X2]
= λ2[Y1,X1] − λ1[Y1,X2],
which gives λ1 = λ2 = 0. For  ∈ U and i ∈ {1,2}, we have

([Zm+2,Xi])= βi1 +μi2 + (γi),
where i = (Zi), i = 1,2. The previous equations give rise to the following:{
(β1 − α1())1 + μ12 + (γ1) = 0,
β21 + (μ2 − α1())2 + (γ2) = 0.
We get then that for every  ∈ U ,
0 = (β1 −μ2)12 − β221 − (γ2)1 +μ122 + (γ1)2
which entails that β2 = μ1 = 0, β1 = μ2 and γ1 = γ2 = 0. We obtain therefore that α1() = β1
for all  ∈ U , which gives in turn that
Zm+2 + β1Y1 ∈ g(),
for all  ∈ U and so Zm+2 + β1Y1 ∈ z(g) which is impossible. Finally m + 2 = m2. Write now
[X1, Y2] = αY1 + z1 and [X2, Y2] = βY1 + z2 for some α,β in R and z1, z2 in the center of g.
Using again the Jacoby identity, we get obviously that α = β = 0 and then the vectors [X1, Y2]
and [X2, Y2] lie in the center of g. 
The Pukanszky index set e of generic elements is then:
e = {m + 1 < m + 2 < n − 1 < n}.
Let i,j = ([Xi,Yj ]) for i, j ∈ {1,2}, α = ([X1,Y2])([X2,Y2]) =
1,2
2,2
and β = ([X2,Y1])
([X1,Y1]) =
2,1
1,1
. So, it is
easy to check that the basis {X1(),X2()} given by X1() = X1 − αX2 and X2() = X2 − βX1
varies rationally on  and meets the following weak duality relations:

([
Xi(),Yj
])= 0, i = j and ([Xi(),Yi]) = 0, i, j ∈ {1,2}. (3.2)
However, this basis is coexponential to h in g. For t = (t1, t2) and s = (s1, s2) ∈ R2, let S =
es2X2() · es1X1() and T = et2X2() · et1X1(). Then, using the fact that [g,g] ⊂ h we obtain that
ST −1 = es2X2() · e(s1−t1)X1() · e−t2X2()
= es2(X2−βX1) · e[(s1−t1)(X1−αX2)] · e−t2(X2−βX1).
So,
ST −1 = e[(s2−t2)−α(s1−t1)]X2 · e[(s1−t1)−β(s2−t2)]X1 mod(H). (3.3)
For  ∈W , the coadjoint action of the element T = et2X2() · et1X1() is given by:
T ·  = Ad∗(et2X2() · et1X1()) ·  =
n∑
Pj (, t)Z
∗
j ,j=1
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and m+1, . . . , j and rational in the variables 1, . . . , m. Furthermore, one can write that:
Pj (, t) = j +Qj(, t), (3.4)
where j = (Zj ) and Qj(, t) is a polynomial function in the variables t = (t1, t2) and
m+1, . . . , j−1 and a rational function in 1, . . . , m. Furthermore, Qj(,0) = 0.
Lemma 3.4. For  ∈W , we have that
T · (Yi) = Pm+i (, t) = −ti
([
Xi(),Yi
])= −ti ˜i,i , for i ∈ {1,2},
where ˜i,i = ([Xi(),Yi]).
Proof. For i ∈ {1,2} and  ∈W , we have:
T · (Yi) = et2X2() · et1X1() · (Yi)
= et1X1() · (Yi − t2[X2(), Yi])
= (Yi − t2[X2(), Yi]− t1[X1(), Yi])
= −ti
([
Xi(),Yi
])
= −ti ˜i,i . 
Lemma 3.5. For  ∈W ,∥∥π(f )∥∥2HS = g()∫
R4
∣∣∣∣fˆ(s2, s1,Pn−2(, −t1
˜1,1
,
−t2
˜2,2
)
, . . . ,
Pm+3
(
,
−t1
˜1,1
,
−t2
˜2,2
)
, t2, t1, m, . . . , 1
)∣∣∣∣2 dt ds (3.5)
where g is the function defined by
g() = |12,2|
2
|12,2 − 1,22|3 .
Proof. For  ∈W , the representation π acts on L2(G/H,χ) and π(f ) is the integral operator
whose kernel Kf is given by:
K
f
 (s, t) =
∫
H
f (ShT −1)χ(h)dh =
∫
H
f (ST −1h)χT ·(h) dh.
Using Eq. (3.3), there exists for every  ∈W , m() in H such that:
K
f
 (s, t) =
∫
H
f
(
e[(s2−t2)−α(s1−t1)]X2 · e[(s1−t1)−β(s2−t2)]X1m()h)χT ·(h) dh
= χT ·
(
m()−1
)∫
f
(
e[(s2−t2)−α(s1−t1)]X2 · e[(s1−t1)−β(s2−t2)]X1h)χT ·(h) dhH
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(
m()−1
) ∫
Rn−2
f
(
(s2 − t2) − α(s1 − t1), (s1 − t1) − β(s2 − t2),
zn−2, . . . , z1
)
e
−2iπ∑n−2j=1 zjPj (,t) dzn−2 . . . dz1
(using the exponential coordinates of the group G making use of the basis B)
= χT ·
(
m()−1
)F3,...,nf ((s2 − t2) − α(s1 − t1),
(s1 − t1) − β(s2 − t2),Pn−2(, t), . . . ,P1(, t)
)
,
where F3,...,nf denotes the abelian Fourier transform with respect to the variables zn−2, . . . , z1.
We get therefore:∥∥π(f )∥∥2HS = ∫
R4
∣∣Kf (s, t)∣∣2 dt ds
=
∫
R4
∣∣F3,...,nf ((s2 − t2) − α(s1 − t1), (s1 − t1) − β(s2 − t2),
Pn−2(, t), . . . ,P1(, t)
)∣∣2 dt ds
= 1|1 − αβ|
∫
R4
∣∣F3,...,nf (s2, s1,Pn−2(, t), . . . ,
Pm+3(, t),Pm+2(, t),Pm+1(, t), . . . ,P1(, t)
)∣∣2 dt ds
(by substituting ((s2 − t2) − α(s1 − t1), (s1 − t1) − β(s2 − t2)) for (s2, s1))
= 1|1 − αβ|
∫
R4
∣∣F3,...,nf (s2, s1,Pn−2(, t), . . . ,
Pm+3(, t),−t2˜2,2,−t1˜1,1, m, . . . , 1
)∣∣2 dt ds
= 1|1 − αβ| · |˜1,1˜2,2|
∫
R4
∣∣∣∣F3,...,nf(s2, s1,Pn−2(, −t1
˜1,1
,
−t2
˜2,2
)
, . . . ,
Pm+3
(
,
−t1
˜1,1
,
−t2
˜2,2
)
, t2, t1, m, . . . , 1
)∣∣∣∣2 dt ds
(by using Lemma 3.4 and substituting − ti ˜i,i for ti , i = 1,2)
= 1|1 − αβ| · |˜1,1˜2,2|
∫
R4
∣∣∣∣fˆ(s2, s1,Pn−2(, −t1
˜1,1
,
−t2
˜2,2
)
, . . . ,
Pm+3
(
,
−t1
˜1,1
,
−t2
˜2,2
)
, t2, t1, m, . . . , 1
)∣∣∣∣2 dt ds
(making use of the classical Plancherel Formula).
We now replace α = 1,2
2,2
, β = 2,1
1,1
, ˜1,1 = 1,1 −α2,1 and ˜2,2 = 2,2 −β1,2 in the last equation
and we get the formula (3.5) as was to be shown. 
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W
∫
G
∣∣f (g)∣∣∥∥π(f )∥∥HSe2π‖g‖‖‖∣∣Pf ()∣∣dg d < ∞.
So,
∞ >
∫
W
∫
G
[
g()
∫
R4
∣∣f (g)∣∣2∣∣∣∣fˆ(s2, s1,Pn−2(, −t1
˜1,1
,
−t2
˜2,2
)
, . . . ,
Pm+3
(
,
−t1
˜1,1
,
−t2
˜2,2
)
, t2, t1, m, . . . , 1
)∣∣∣∣2 dt ds] 12 e2π‖g‖‖‖∣∣Pf ()∣∣dg d
=
∫
W
∫
G
[ ∫
R4
∣∣f (g)∣∣2∣∣∣∣fˆ(s2, s1,Pn−2(, −t1
˜1,1
,
−t2
˜2,2
)
, . . . ,Pm+3
(
,
−t1
˜1,1
,
−t2
˜2,2
)
,
t2, t1, m, . . . , 1
)∣∣∣∣2 dt ds] 12 e2π‖g‖‖‖∣∣Pf ()∣∣g() 12 dg d

[ ∫
R4
( ∫
W
∫
G
∣∣f (g)∣∣∣∣∣∣fˆ(s2, s1,Pn−2(, −t1
˜1,1
,
−t2
˜2,2
)
, . . . ,
Pm+3
(
,
−t1
˜1,1
,
−t2
˜2,2
)
, t2, t1, m, . . . , 1
)∣∣∣∣dμ(g, ))2 dt ds] 12 ,
(using the Minkowski generalized inequality, where dμ(g, ) = e2π‖g‖‖‖|Pf ()|
× g()1/2)

[ ∫
R4
( ∫
W
∫
Rn
∣∣f (zn, . . . , z1)∣∣∣∣∣∣fˆ(s2, s1, n−2 + Qn−2(, −t1
˜1,1
,
−t2
˜2,2
)
, . . . ,
m+3 + Qm+3
(
,
−t1
˜1,1
,
−t2
˜2,2
)
, t2, t1, m, . . . , 1
)∣∣∣∣
× e2π |z1||1|∣∣Pf ()∣∣g() 12 dzn . . . dz1 dn−2 . . . dm+3 dm . . . d1)2 dt ds] 12

[ ∫
R4
( ∫
W
∫
Rn
∣∣f (zn, . . . , z1)∣∣∣∣fˆ (s2, s1, n−2, . . . , m+3, t2, t1, m, . . . , 1)∣∣
× e2π |z1||1|∣∣Pf ()∣∣g() 12 dzn . . . dz1 dn−2 . . . dm+3 dm . . . d1)2 dt ds] 12
(by substituting j +Qj(,−t1/˜1,1,−t2/˜2,2) for j , m + 3 j  n − 2
and using Eq. (3.4)).
We deduce that for almost all (t, s) ∈ R4, we have
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W
∫
Rn
∣∣f (zn, . . . , z1)∣∣∣∣fˆ (s2, s1, n−2, . . . , m+3, t2, t1,
m, . . . , 1)
∣∣e2π |z1||1|∣∣Pf ()∣∣g()1/2 dzn . . . dz1 dn−2 . . . dm+3 dm . . . d1 < ∞.
Remark that we can write g∗T = RZ∗1 ⊕ Rn−5. Let then
p∗ :g∗T → Rn−5,
 = (1, ′) → ′
denotes the canonical projection. As W is a non-empty Zariski open set of g∗T , p∗(W) = O
is also a non-empty Zariski open set of Rn−5. So, it will be convenient to write elements
 ∈ W as (1, ′), where ′ ∈ O and 1 ∈ W′ = {1 ∈ R/(1, ′) ∈ W}. It turns out that
W′ is also a Zariski open set of R for each fixed ′ ∈ O. Thus for almost all (t, s) ∈ R4,
n−2, . . . , m+3, m, . . . , 2 ∈ R,∫
W′
∫
Rn
∣∣f (zn, . . . , z1)∣∣∣∣fˆ (s2, s1, n−2, . . . , m+3,
t2, t1, m, . . . , 1)
∣∣e2π |z1||1|∣∣Pf ()∣∣g()1/2 dzn . . . dz1 d1 < ∞,
where W′ is some open Zariski set in R. Let h be the trivial extension on R of the function
defined on W′ by
h˜(1) =
∣∣Pf ()∣∣g()1/2 = |2,2||1||12,2 − 1,22|1/2 .
We have that
1
|h˜(1)|
 1|12,2|1/2
+ |1,22|
1/2
|12,2| ,
so 1/|h˜(1)| → 0, if |1| → +∞ for almost 2, . . . , m ∈ R and consequently∣∣h˜(1)∣∣→ +∞, if |1| → +∞ for almost all 2, 3, . . . , m ∈ R.
We see therefore that h is a measurable function such that for some non-negative real number M ,
|h|M , outside a finite length interval.
For fixed (t, s) ∈ R4 and n−2, . . . , m+3, m, . . . , 2 ∈ R, let f1 be the function defined on R
by
f1(z1) =F1,...,n−1f (s2, s1, n−2, . . . , m+3, t2, t1, m, . . . , 2, z1).
So we have that:
fˆ1(1) = fˆ (s2, s1, n−2, . . . , m+3, t2, t1, m, . . . , 2, 1)
where fˆ1 stands for the classical Fourier transform of the function f1. Finally, remark that∫
W′
∫
R
∣∣f1(z1)∣∣∣∣fˆ1(1)∣∣∣∣h˜(1)∣∣e2π |z1||1| dz1 d1 < +∞
and then∫ ∫ ∣∣f1(z1)∣∣∣∣fˆ1(1)∣∣∣∣h(1)∣∣e2π |z1||1| dz1 d1 < +∞.R R
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f1(z1) =F1,...,n−1f (s2, s1, n−2, . . . , m+3, t2, t1, m, . . . , 2, z1) = 0,
for almost every (t1, t2, s1, s2) ∈ R4, n−2, . . . , m+3, m, . . . , 2 ∈ R and z1 in R. Hence f = 0
almost everywhere.
We tackle now the second case where dim[g,gm+1] = 1. There exists then a non-zero vector
X2 ∈ g \ h such that [X2,gm+1] = {0} which merely shows that the centralizer of gm+1 in g is a
one-codimensional ideal and strictly contains h. In this case, unlikely to the first, we observe that
m+ 1 + i, i ∈ {1, . . . , d} may not be a jump index. Take as before Y1 = Zm+1, Ti = Zm+i+1, i ∈
{1, . . . , d}, Y2 = Zm2,m2 = m + d + 2 and pick X1 ∈ g \ h in such a way that {X1,X2} is a
coexponential basis of h in g. As earlier, we take g1 = R − span{Z1} where Z1 = [X1, Y1] and
1 = ([X1, Y1]).
Lemma 3.6. Under these circumstances, one has that
[Ti,X2] = 0, 1 i  d, (3.6)
and
[X2, Y2] ∈ z(g). (3.7)
Proof. Let i ∈ {1, . . . , d}, then m + 1 + i is not a jump index which is merely equivalent to the
fact that there exists for all  ∈W a real number αi() such that
Ti + αi()Y1 ∈ g(), 1 i  d.
Therefore,

([
Ti + αi()Y1,X2
])= 0,
which entails that for all  ∈W

([Ti,X2])= 0,
and finally [Ti,X2] ∈ RY1 for all i ∈ {1, . . . , d}. Let⎧⎪⎨⎪⎩
[Ti,X1] = zi + β1i Y1 + γi, zi ∈ z(g), γi ∈ R-span{T1, . . . , Ti−1} and β1i ∈ R,
[Ti,X2] = β2i Y1, β2i ∈ R,
[γi,X2] = λiY1, λi ∈ R.
Using now the Jacoby identity, one checks that
0 = [[X1,X2], Ti]
= [[X1, Ti],X2]+ [[Ti,X2],X1]
= −[γi,X2] + β2i [Y1,X1]
= −λiY1 − β2i [Y1,X1].
As Y1 and Z1 = [X1, Y1] are linearly independent, we obtain that λi = β2i = 0 which achieves
the proof of (3.6).
Let now (α1, α2) ∈ R2 be such that
[Xi,Y2] = zi + αiY1 + γi, zi ∈ z(g), γi ∈ R-span{T1, . . . , Td}, for i ∈ {1,2}.
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0 = [[X1,X2], Y2]= −[[X2, Y2],X1]− [[Y2,X1],X2]
= −[z2 + α2Y1 + γ2,X1] + [z1 + α1Y1 + γ1,X2]
= −[z2 + α2Y1 + γ2,X1].
As [z2 + α2Y1 + γ2,X2] = 0, one obtains that α2 = 0 and γ2 = 0. Finally,
[X2, Y2] = z2 ∈ z(g).
This completes the proof of the lemma. 
Under these circumstances, we have that [X2, Y1] = 0 and 1 = ([X1, Y1]) = 0 for all  ∈W .
Furthermore, 2,2 = ([X2, Y2]) = 0, for all  ∈W because otherwise h ⊕ RX2 appears to be a
common polarization for so many  ∈ W which contradicts the maximality of h. The cross-
section in this situation can be described as:
W = { ∈ g∗;m+1 = m+d+2 = n−1 = n = 0: ∣∣Pf ()∣∣= |1 · 2,2| = 0}.
Let α = ([X1,Y2])
([X2,Y2]) =
1,2
2,2
and X1() = X1 − αX2. It is easy to check that the pair {X1(),X2}
constitutes a coexponential basis of h in g depending smoothly and rationally on  ∈W and
verifying the weak duality relations:

([
X1(), Y2
])= 0 and ([X1(), Y1]) = 0. (3.8)
On the other hand, the same computations as in the first case show that for t = (t1, t2), s =
(s1, s2) ∈ R2, S = es2X2 · es1X1() and T = et2X2 · et1X1(), we have
ST −1 = e[(s2−t2)−α(s1−t1)]X2 · e(s1−t1)X1 mod(H).
Lemma 3.7. For  ∈W , we have that
(1) T · (Y1) = Pm+1(, t) = −t1([X1, Y1]) = −t11.
(2) T · (Y2) = Pm+1+d(, t) = −t22,2 + R(t1, 1, . . . , m+d), where R(t1, 1, . . . , m+d) is a
polynomial function on t1, 1, . . . , m+d .
(3) T · (Ti) = Pm+i+1(, t) = (Ti)+Gi(t1, 1, . . . , m+i ), i ∈ {1, . . . , d} where Gi(t1, 1, . . . ,
m+i ) is a polynomial function on t1, 1, . . . , m+i .
Proof. (1) is obvious. (2)
T · (Y2) = et2X2 · et1X1() · (Y2)
= et1X1() · (Y2 − t2[X2, Y2])
= 
(
Y2 − t2[X2, Y2] +
∑
k1
(−t1)k
k! ad
k
X1()
(Y2)
)
= (Y2) − t2
([X2, Y2])+∑
k1
(−t1)k
k! 
(
adkX1(Y2)
)
= −t2
([X2, Y2])+ R(t1, 1, . . . , m+d).
(3) Let i ∈ {1, . . . , d}, we observe first that adk (Ti) = adk (Ti) for every k ∈ N. So,X1() X1
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= et1X1() · (Ti)
(using Eq. (3.6))
= 
(∑
k0
(−t1)k
k! ad
k
X1()
(Ti)
)
=
∑
k0
(−t1)k
k! 
(
adkX1(Ti)
)
(using again Eq. (3.6))
= (Ti) +Gi(t1, 1, . . . , m+i ). 
The coadjoint action by the element T = et2X2 · et1X1() is given by:
T ·  = Ad∗(et2X2 · et1X1()) ·  =
n∑
j=1
Pj (, t)Z
∗
j ,
where, for 1  j  n, Pj (, t) = j + Qj(, t), and Qj(, t), is a polynomial function in the
variables t = (t1, t2) and m+1, . . . , j−1 and rationally depending on 1, . . . , m.
For f ∈ L1(G), the kernel Kf associated to π(f ) is given by:
K
f
 (s, t) =
∫
H
f (ShT −1)χ(h)dh,  ∈W .
The same computations made in the first case show that:
K
f
 (s, t) = χT ·(m−1)F3,...,nf
(
(s2 − t2) − α(s1 − t1), s1 − t1,Pn−2(, t), . . . ,P1(, t)
)
,
for some m ∈ H , where F3,...,nf denotes the abelian Fourier transform norm with respect to the
variables zn−2, . . . , z1. So, we have∥∥π(f )∥∥2HS = ∫
R4
∣∣Kf (s, t)∣∣2 dt ds
=
∫
R4
∣∣F3,...,nf ((s2 − t2) − α(s1 − t1), (s1 − t1),Pn−2(, t), . . . ,
P1(, t)
)∣∣2 dt ds
=
∫
R4
∣∣F3,...,nf (s2, s1,Pn−2(, t), . . . ,P1(, t))∣∣2 dt ds
(by substituting (s2 − t2) − α(s1 − t1) for s2 and (s1 − t1) for s1)
=
∫
R4
∣∣F3,...,nf (s2, s1,Pn−2(, t), . . . ,−t22,2 + R(t1, 1, . . . , m+d),
Pm+d+1(, t1), . . . ,Pm+2(, t1),−t11, m, . . . , 1
)∣∣2 dt ds,
(using Lemma 3.7)
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∫
R4
∣∣∣∣F3,...,nf(s2, s1,Pn−2(, −t11 , −t2 +R(
−t1
1
, 1, . . . , m+d)
2,2
)
,
. . . , t2, . . . ,Pm+2
(
,
−t1
1
)
, t1, m, . . . , 1
)∣∣∣∣2 dt ds
= 1|Pf ()|
∫
R4
∣∣∣∣F3,...,nf(s2, s1,Pn−2(, −t11 , −t2 +R(
−t1
1
, 1, . . . , m+d)
2,2
)
,
. . . , t2, . . . ,Pm+2
(
,
−t1
1
)
, t1, m, . . . , 1
)∣∣∣∣2 dt ds
(by substituting − t11 for t1 and − t22,2 + R(−t1/1, 1, . . . , m+d)
for t2),
using now the Plancherel Formula on the real line, one obtains that:
∥∥π(f )∥∥2HS = 1|Pf ()|
∫
R4
∣∣∣∣fˆ(s2, s1,Pn−2(, −t11 , −t2 + R(
−t1
1
, 1, . . . , m+d)
2,2
)
, . . . ,
t2, . . . ,Pm+2
(
,
−t1
1
)
, t1, m, . . . , 1
)∣∣∣∣2 dt ds. (3.9)
Using as above that∫
W
∫
G
∣∣f (g)∣∣∥∥π(f )∥∥HSe2π‖g‖‖‖∣∣Pf ()∣∣dg d < ∞,
we get:
∞ >
∫
W
∫
G
[
1
|Pf ()|
∫
R4
∣∣f (g)∣∣2∣∣∣∣fˆ(s2, s1,Pn−2(, −t11 , −t2 + R(
−t1
1
, 1, . . . , m+d)
2,2
)
,
. . . , t2, . . . ,Pm+2
(
,
−t1
1
)
, t1, m, . . . , 1
)∣∣∣∣2 dt ds] 12 e2π‖g‖‖‖∣∣Pf ()∣∣dg d
=
∫
W
∫
G
[ ∫
R4
∣∣f (g)∣∣2∣∣∣∣fˆ(s2, s1,Pn−2(, −t11 , −t2 + R(
−t1
1
, 1, . . . , m+d)
2,2
)
, . . . ,
t2, . . . ,Pm+2
(
,
−t1
1
)
, t1, m, . . . , 1
)∣∣∣∣2 dt ds] 12 e2π‖g‖‖‖∣∣Pf ()∣∣ 12 dg d

[ ∫
R4
( ∫
W
∫
G
∣∣f (g)∣∣∣∣∣∣fˆ(s2, s1,Pn−2(, −t11 , −t2 +R(
−t1
1
, 1, . . . , m+d)
2,2
)
, . . . ,
t2, . . . ,Pm+2
(
,
−t1
1
)
, t1, m, . . . , 1
)∣∣∣∣dμ(g, ))2 dt ds] 12
(using the Minkowski inequality, where dμ(g, ) = e2π‖g‖‖‖|Pf ()|1/2 dg d)
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[ ∫
R4
( ∫
W
∫
Rn
∣∣f (zn, . . . , z1)∣∣∣∣∣∣fˆ(s2, s1,Pn−2(, −t11 , −t2 + R(
−t1
1
, 1, . . . , m+d)
2,2
)
,
. . . , t2, . . . ,Pm+2
(
,
−t1
1
)
, t1, m, . . . , 1
)∣∣∣∣e2π |z1||1|
× ∣∣Pf ()∣∣ 12 dzn . . . dz1 d)2 dt ds] 12

[ ∫
R4
( ∫
W
∫
Rn
∣∣f (zn, . . . , z1)∣∣∣∣fˆ (s2, s1, n−2, . . . , t2, . . . , m+2, t1, m, . . . , 1)
×∣∣e2π |z1||1|∣∣Pf ()∣∣ 12 dzn . . . dz1 d)2 dt ds] 12
(by substituting Pj (,−t1/1, (−t2 + R(−t1/1, 1, . . . , m+d))/2,2)
for j , j = m + d + 3, . . . , n− 2 and Pj (,−t1/1) for j , j = m + 2, . . . ,m + d).
We conclude that for almost (t, s) ∈ R4, we have∫
Rn−4
∫
Rn
∣∣f (zn, . . . , z1)∣∣∣∣fˆ (s2, s1, n−2, . . . , t2, . . . , m+2, t1, m, . . . , 1)
×∣∣e2π |z1||1|∣∣Pf ()∣∣ 12 dzn . . . dz1 d < ∞.
Thus for almost (t, s) ∈ R4 and 2, . . . , m, m+2, . . . , m+d, m+d+2, . . . , n−2 ∈ R,∫
R
∫
Rn
∣∣f (zn, . . . , z1)∣∣∣∣fˆ (s2, s1, n−2, . . . , t2, . . . , m+2, t1, m, . . . , 1)∣∣
× e2π |z1||1|∣∣Pf ()∣∣ 12 dzn . . . dz1 d1 < ∞.
So, we are led back to the situation of Lemma 3.2 and the same previous techniques allow us to
complete the proof. 
4. On the Cowling–Price Theorem
This section aims to prove an analogue of the Cowling–Price Theorem for 2-NPC nilpotent
Lie groups. Our result covers the case where 1 p,q +∞. We shall prove the following:
Theorem 4.1. Let G be a 2-NPC nilpotent Lie group. Let 1  p, q  +∞ and f a square
integrable function on G satisfying hypotheses (i) and (ii) of Theorem 1.5. Then:
(1) f = 0 almost everywhere if ab > 1 and q > 2,
(2) f = 0 almost everywhere if ab 1 and 1 q  2.
Proof. We prove in a first time the following lemma.
Lemma 4.2. Let f :R → C be a measurable function on R such that:
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(ii) ‖ebπξ2hfˆ ‖q < +∞,
where a and b are positive numbers, 1  p,q  +∞ such that min(p, q) is finite and h is a
measurable function such that for some non-negative real number M , |h|M , outside a finite
length interval. Then f = 0 almost everywhere if ab 1.
Proof. Our hypothesis implies that there exist some positive constants M and R such that∣∣h(ξ)∣∣M for every ξ such that |ξ |R.
Then ∫
{ξ,|ξ |R}
eqbπξ
2 ∣∣fˆ (ξ)∣∣q dξ < +∞.
On the interval [−R,R], the function
ψ(ξ) = eqbπξ2 ∣∣fˆ (ξ)∣∣q
is continuous and then∫
{ξ,|ξ |R}
eqbπξ
2 ∣∣fˆ (ξ)∣∣q dξ < +∞,
which implies that∫
R
eqbπξ
2 ∣∣fˆ (ξ)∣∣q dξ < +∞.
We consequently can apply the Cowling–Price Theorem which leads us to deduce that f = 0
almost everywhere if ab 1. 
We go back now to the proof of our theorem. We shall study the cases separately.
(1) Assume that ab > 1 and q > 2. The case where p  2 is already treated in [3], assume
then that 1 p < 2 and q > 2. As in [3], one proves that the conditions of Theorem 4.1 imply
that f satisfies the Beurling condition and then f is zero almost everywhere by Theorem 3.1.
(2) We prove now the second assertion. Let q be such that 1  q  2. We shall treat the
same cases studied in the proof of Theorem 3.1. Recall that the Pukanszky index set e of generic
elements is:
e = {m + 1 = m1 < m2 < n − 1 < n},
where m + 2m2  n − 2. We keep the same notations as in Theorem 3.1 and we shall tackle
the same cases treated there. Let us recall that in the case where dim[g,gm+1] = 2, we have
m2 = m + 2. For  ∈W , the kernel Kf of the integral valued operator is given by:
K
f
 (s, t) =
∫
H
f (ShT −1)χ(h)dh.
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R4
∣∣∣∣fˆ(s2, s1,Pn−2(, −t1
˜1,1
,
−t2
˜2,2
)
, . . . ,
Pm+3
(
,
−t1
˜1,1
,
−t2
˜2,2
)
, t2, t1, m, . . . , 1
)∣∣∣∣2 dt ds,
where g is the rational non-singular function defined on W by
g() = |12,2|
2
|12,2 − 1,22|3 .
On the other hand,
+∞ >
∫
W
eqbπ‖‖2
∥∥π(f )∥∥qHS∣∣Pf ()∣∣d
=
∫
W
eqbπ‖‖2
[
g()
∫
R4
∣∣∣∣fˆ(s2, s1,Pn−2(, −t1
˜1,1
,
−t2
˜2,2
)
, . . . ,
Pm+3
(
,
−t1
˜1,1
,
−t2
˜2,2
)
, t2, t1, m, . . . , 1
)∣∣∣∣2 dt ds]
q
2 ∣∣Pf ()∣∣d
=
∫
W
[ ∫
R4
e2bπ‖‖2
∣∣∣∣fˆ(s2, s1,Pn−2(, −t1
˜1,1
,
−t2
˜2,2
)
, . . . ,
Pm+3
(
,
−t1
˜1,1
,
−t2
˜2,2
)
, t2, t1, m, . . . , 1
)∣∣∣∣2 dt ds]
q
2 ∣∣Pf ()∣∣g() q2 d

[ ∫
R4
( ∫
W
eqbπ‖‖2
∣∣∣∣fˆ(s2, s1,Pn−2(, −t1
˜1,1
,
−t2
˜2,2
)
, . . . ,
Pm+3
(
,
−t1
˜1,1
,
−t2
˜2,2
)
, t2, t1, m, . . . , 1
)∣∣∣∣q ∣∣Pf ()∣∣g() q2 d) 2q dt ds]
q
2
(using the generalized Minkowski inequality)

[ ∫
R4
( ∫
W
eqbπ
2
1
∣∣∣∣fˆ(s2, s1,Pn−2(, −t1
˜1,1
,
−t2
˜2,2
)
, . . . ,
Pm+3
(
,
−t1
˜1,1
,
−t2
˜2,2
)
, t2, t1, m, . . . , 1
)∣∣∣∣q ∣∣Pf ()∣∣g() q2 d) 2q dt ds]
q
2

[ ∫
R4
( ∫
W
eqbπ
2
1
∣∣fˆ (s2, s1, n−2, . . . , m+3, t2, t1, m, . . . , 1)∣∣q
× ∣∣Pf ()∣∣g() q2 d) 2q dt ds] q2
(by substituting Pj (,−t1/˜1,1,−t2/˜2,2) for j , m + 3 j  n − 2).
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R
eqbπ
2
1
∣∣fˆ (s2, s1, n−2, . . . , m+3, t2, t1, m, . . . , 1)∣∣q ∣∣Pf ()∣∣g() q2 d1 < ∞.
Let
h() = ∣∣Pf ()∣∣g() q2 = |12,2|q
|12,2 − 21,2| 3q2 −1
.
In the case where 1  q < 2, it is clear that h() tends to infinity for 1 tending to infinity
for almost all 2, . . . , m ∈ R. For q = 2, h() = |12,2|
2
|12,2−21,2|2 . Write for i ∈ {1,2}, [Xi,Y2] =
αiZ1 + ui , for some αi ∈ R and ui ∈ z(g) which does not depend on Z1. It follows that 2,2 =
α21 + (u2) and 1,2 = α11 + (u1). Thus, for almost all 2, . . . , m
lim|1|→+∞
h() =
{1 if α2 = 0,
| 2,2
2,2−α12 |2 = 0 otherwise.
So, in any case, h is a measurable function such that for some non-negative real number M ,
|h|M , outside a finite length interval. Let F be the function defined on R by
F(x1) =F2,...,nf (s2, s1, n−2, . . . , m+3, t2, t1, m, . . . , 2, x1)
for fixed (t, s) ∈ R4 and 2, . . . , m, m+3, . . . , n−2 ∈ R. Let Fˆ denote the classical Fourier
transform of the function F . Then obviously
Fˆ (1) = fˆ (s2, s1, n−2, . . . , m+3, t2, t1, m, . . . , 1)
and therefore∫
R
eqbπ
2
1
∣∣Fˆ (1)∣∣qh() d1 < ∞.
On the other hand, we have:∫
R
epaπx
2
1
∣∣F(x1)∣∣p dx1

∫
R
epaπx
2
1
∣∣F2,...,nf (s2, s1, n−2, . . . , m+3, t2, t1, m, . . . , x1)∣∣p dx1

∫
R
( ∫
Rn−1
eaπx
2
1
∣∣f (xn, . . . , x2, x1)∣∣dxn . . . dx2)p dx1

[ ∫
Rn−1
( ∫
R
epaπx
2
1
∣∣f (xn, . . . , x2, x1)∣∣p dx1) 1p dxn . . . dx2]p
(using the generalized Minkowski inequality)
M
∫
n
epaπ‖x‖2
∣∣f (x)∣∣p dx1 dxn . . . dx2 < ∞,R
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F = 0 almost everywhere as ab 1. So,
F2,...,nf (s2, s1, n−2, . . . , m+3, t2, t1, m, . . . , 2, x1) = 0
for almost all x1 ∈ R. Then f = 0 almost everywhere, which completes the proof in this case.
We study now the second case where dim[g,gm+1] = 1. As previously, we have from Eq. (3.9)
that
∥∥π(f )∥∥2HS = 1|Pf ()|
∫
R4
∣∣∣∣fˆ(s2, s1,Pn−2(, −t11 , −t2 + R(−
t1
1
, 1, . . . , m+d)
2,2
)
, . . . ,
t2, . . . ,Pm+2
(
,
−t1
1
)
, t1, m, . . . , 1
)∣∣∣∣2 dt ds.
Similar computations as previously allow us to deduce that:∫
R
eqbπ
2
1
∣∣fˆ (s, n−2, . . . , m+d+3, t2, m+d+1, . . . , m+2, t1, m, . . . , 1)∣∣q
× ∣∣Pf ()∣∣1− q2 d1 < ∞,
for almost all 2, . . . , m, m+2, . . . , m+d+1, m+d+3, . . . , n−2 ∈ R and s, t ∈ R2. As  →
Pf () is a polynomial function, we make use of the previous arguments to achieve the proof. 
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