Recently, feature selection for multilabel classification has attracted substantial attention in many fields; however, some of the available methods ignore the correlations among labels and yield low classification performance. In addition, most feature selection algorithms that are based on multilabel neighborhood rough sets (MNRS) can only deal with finite sets for multilabel data. To address the issues, this paper presents a novel hybrid filter-wrapper multilabel feature selection method that is based on binary particle swarm optimization (BPSO) and MNRS with the Lebesgue measure for multilabel neighborhood decision systems. First, to overcome the problem that the traditional correlation-based feature selection (CFS) algorithm ignores the dependencies among labels, two types of average correlation between single labels and label sets and among labels are presented. Via combination with information-entropy-based uncertainty measures, a new average correlation among labels is studied. A novel comprehensive evaluation function of CFS (NCFS) is constructed. Then, NCFS is introduced as a fitness function into the original BPSO and improved BPSO algorithms to optimize multilabel classification in the early and later stages, respectively, and the optimization process is terminated when the maximum number of iterations is reached. Next, the Lebesgue measure of the neighborhood class is developed for investigating the neighborhood approximation accuracy and the dependency degree based on MNRS. Various properties are deduced, and the relationships among these measures are used to evaluate the uncertainty and correlations among labels of multilabel data. Finally, a hybrid filter-wrapper feature selection algorithm using NCFS-BPSO is designed for preliminarily eliminating redundant features to decrease the complexity, and a heuristic forward multilabel feature selection algorithm is proposed for improving the performance of multilabel classification. Experimental results on fifteen multilabel datasets demonstrate that our proposed algorithms are effective in selecting significant features and realizing great classification performance in multilabel neighborhood decision systems.
I. INTRODUCTION
With the development of data processing technologies in machine learning and data mining, multilabel classification The associate editor coordinating the review of this manuscript and approving it for publication was Huiling Chen . as a supervised method has attracted increasing attention from researchers in many real-world applications [1] . For multilabel datasets, a vast number of features are collected and stored, and they may include many noisy, redundant features that decrease the classification performance of multilabel learning due to the curse of dimensionality [2] . As a VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ significant preprocessing step of multilabel classification, the objectives of feature selection are to eliminate irrelevant and redundant features, to reduce the computational complexity, to improve classification performance and to increase the model efficiency [3] . Improved technologies have been developed and rapid progress has been made in feature selection for multilabel data [2] , [3] . Feature selection models can be categorized as filter, wrapper and embedded methods [4] , [5] . Filter methods select features according to the intrinsic properties of datasets, such as the distance, dependency, and information gain [6] . The wrapper and embedded methods typically suffer from the overfitting, and they have no interaction with classifier, in contrast to filter feature selection methods [7] . Hence, a promising approach is to combine these strategies by using their main strengths to the improve classification performance [8] . According to the experimental results of hybrid methods in [8] , [9] , hybrid feature selection outperforms each of the three individual strategies. Therefore, as the fundamental strategy, our feature selection method focuses on mixing the filter and wrapper strategies, in which a heuristic greedy search algorithm is presented for selecting an optimal feature subset from multilabel datasets. In recent decades, binary particle swarm optimization (BPSO), which is a type of population-based heuristic optimization method that has the advantages of easy implementation, simplicity, and few parameters, has been widely applied in feature selection for multilabel classification [10] . Wang et al. [11] integrated multivariate mutual information with BPSO and designed a multilabel feature selection algorithm. However, the BPSO-based feature selection models easily become trapped in local optimum as a global topology is adopted [12] . To address this issue, one can adopt global search in the early stage of heuristic forward feature selection and local search in the later stage [13] . If this search continues, BPSO is used to search for an optimal solution in the early stage of our feature selection method. Then, a new formula for updating the particle positions is integrated with BPSO (called NBPSO), which is used to continue searching for the optimal solution in the later stage. Thus, a wrapper strategy that uses BPSO and NBPSO is provided for dealing with multilabel data, where a correlation measure of correlation-based feature selection (CFS) [14] is used as a fitness function to comprehensively evaluate the correlation among labels throughout the search process of BPSO and NBPSO. The CFS algorithm, which is a correlation-based filter strategy, can reduce the dimensionality and simultaneously handle continuous and discrete datasets [14] . Jungjit et al. [15] presented two multilabel correlation-based feature selection (MLCFS) algorithms. Nevertheless, the traditional CFS methods do not consider the dependencies among labels, which typically render the calculation inaccurate and may affect the classification accuracy. To overcome this disadvantage, the correlations among labels of all samples should be considered, based on which a new comprehensive evaluation function of CFS (NCFS) with the correlations of all labels is constructed.
Then, the combination of NCFS with BPSO and NBPSO (NCFS-BPSO) as a hybrid filter-wrapper strategy is proposed and applied to preliminarily deal with multilabel datasets in this paper.
Over the past few years, the rough set model [16] has been utilized as an efficient tool of multilabel classification to discover data dependencies under a limited collection of information granules and to reduce the number of features that are contained in datasets using only the data, without any additional information [17] . Zhang and Li [18] proposed a multilabel algorithm that is based on rough sets for extracting the fractal dimension. Xu et al. [19] implemented a label-specific feature selection algorithm with fuzzy rough sets for multilabel learning; however, it severed the relationships among labels and easily generated unbalanced data. Many rough set models can only deal with discrete symbolic datasets. When handling continuous and numerical data, the process of discretizing these datasets may result in poor classification performance [20] . To overcome this drawback, researchers introduced neighborhood rough sets (NRS) as a filter strategy for investigating feature selection for multilabel classification [21] . Duan et al. [22] developed a NRS-based feature selection method for multilabel classification. The neighborhood parameter of NRS is typically related to the set threshold, and an appropriate threshold results in a feature subset with high accuracy. However, since the global neighborhood is often used to handle decision systems, some of these NRS-based methods are time-consuming and cannot yield an optimal neighborhood value [23] . Inspired by this, it is necessary for us to investigate an efficient approach and to identify a suitable neighborhood threshold for multilabel classification. Yu et al. [23] designed a variable-precision NRS-based multilabel classification algorithm that considers the influence of correlation. Vluymans et al. [24] investigated a multilabel model using a nearest-neighbor method that is based on fuzzy rough sets. Liu et al. [21] presented an online multilabel streaming feature selection approach that is based on NRS. However, most of these methods only conduct feature selection via one of three general strategies for multilabel classification. Furthermore, for multilabel feature selection, few studies have been conducted on the development of a hybrid feature selection algorithm that is based on multilabel neighborhood rough sets (MNRS) for multilabel classification. Motivated by this observation, this paper presents a novel MNRS model for constructing such an optimal solution and investigates a hybrid heuristic forward multilabel feature selection algorithm that is based on NCFS-BPSO in multilabel neighborhood decision systems.
Many feature selection algorithms that are based on the NRS model and its variations consider only finite sets for multilabel classification, which sometimes results in larger cardinality and lower accuracy. Hence, this may limit the real-world practical applications of multilabel classification. Halcinova et al. [25] investigated the weighted Lebesgue integral in Lebesgue theory. Sun et al. [26] developed a feature selection approach that was based on Lebesgue and entropy measures in incomplete neighborhood decision systems. Based on these approaches, the Lebesgue measure can be used to process infinite sets for multilabel classification. Furthermore, it inspires the investigation of Lebesgue measure-based uncertainty measures that are based on MNRS and the design of a heuristic multilabel feature selection algorithm for infinite sets in multilabel neighborhood decision systems.
In this paper, to develop a multilabel feature selection algorithm in multilabel neighborhood decision systems, this study focuses on three main objectives:
(1) To overcome the problem that the traditional CFS and MLCFS models only evaluate the relationships between internal features and labels of samples and ignore the dependencies among labels in multilabel information systems, we investigate the average correlations between single labels and label sets and among labels. Then, the information entropy concepts of a label set and the conditional entropy between labels are presented for multilabel neighborhood decision systems. Based on these entropy measures, a new average correlation among labels is presented, and the NCFS function is constructed for evaluating the performances of selected features and enhancing the influence of the correlation.
(2) The NCFS function is employed as the fitness function of the BPSO and NBPSO algorithms. To further improve the search performance of BPSO in the early stage, NBPSO is used to continue searching for the optimal solution in the later stage, based on which a hybrid method that uses wrapper-based BPSO and NBPSO in combination with filter-based NCFS is presented for dealing with multilabel data. Then, the two-stage process is terminated when the maximum number of iterations is reached. Thus, a hybrid filter-wrapper heuristic NFCS-BPSO algorithm is designed to preliminarily process the original multilabel datasets, removing redundant features, decreasing the computational burden and improving the classification performance of the feature selection algorithm.
(3) To address the issue that the available MNRS-based feature selection algorithms cannot deal with infinite sets for multilabel classification, by combining MNRS with the Lebesgue measure, a new MNRS model is proposed, and the concepts of neighborhood class, lower and upper approximations, neighborhood approximation accuracy, neighborhood dependency degree with neighborhood approximation accuracy and attribute significance are presented for multilabel neighborhood decision systems. In addition, the corresponding properties are discussed, and the relationships among these measures are established to efficiently evaluate the uncertainty and the correlations among the labels for multilabel classification. To select the significant features from multilabel datasets, a heuristic forward multilabel feature selection algorithm based on the dependency degree is designed; and this algorithm yields satisfactory classification results in multilabel neighborhood decision systems.
The remainder of this paper is organized as follows: Section II recalls related information on BPSO and MNRS. In Section III, the improved CFS-based BPSO method is investigated and the Lebesgue measure-based MNRS model is presented. The hybrid multilabel feature selection method is constructed in Section IV. Section V presents the experimental results. Finally, Section VI summarizes the study.
II. PREVIOUS KNOWLEDGE A. BINARY PARTICLE SWARM OPTIMIZATION
Given a D-dimensional search space, assume that X i = (x i1 , x i2 , · · · , x iD ) is the current position of the ith particle and
is the velocity of the ith particle. The current locally optimal position pbest that is identified by the ith particle is denotes as pbest i = (p i1 , p i2 , · · · , p iD ), and the globally optimal position gbest that is identified by the entire particle swarm is denoted as gbest = (g 1 , g 2 , · · · , g D ). It follows that BPSO [27] must randomly initialize the positions and velocities of all the particles via the following formulas:
where rand() is a function that returns a random value in [0, 1]; x t ij denotes the position of the tth iteration on the jth dimension of the ith particle and is updated to a the random value when t = 0; t ≥ 0 represents the iteration number; v t ij is the velocity of the tth iteration on the jth dimension of the ith particle; v max is a constant that is used to limit the velocities of the particles; w is the inertial weight; c 1 and c 2 are learning factors; p ij is the value on the jth dimension of pbest i ; and p g i is the globally optimal position on the jth dimension of gbest.
The position x t ij of each variable can be computed by
where
is a logistic function and v t ij denotes the velocity of particle x t ij in the tth iteration, which is updated via Eq. (3).
This BPSO algorithm exhibits superior global search performance and mediocre local search performance [12] . Therefore, the particles of BPSO will quickly converge to the global points without moving, thereby resulting in unsatisfactory performance. To address this issue, the formula for updating particle positions in NBPSO is expressed [13] as
According to Eq. (5), these new improved positions of NBPSO can guarantee that the value of the bit is not changed when the velocity is 0; the bit can only be changed to 0 when the velocity is negative; and the bit can only be changed to 1 when the velocity is positive. The objective is to guide the particles to the globally optimal positions. However, when the velocity is 0, the probability that the bit change rate of the particle is closer to 0 will increase. Therefore, the convergence of BPSO is very fast and, hence, the local search performance is very strong and the global search performance is very weak.
B. MULTILABEL NEIGHBORHOOD ROUGH SETS
Suppose there exists a multilabel neighborhood deci-
c n } is a conditional attribute set that describes the samples; D = {d 1 , d 2 , · · · , d K } is a decision attribute set that contains multilabels; V = ∪ a∈{C∪D} V a and V a is a value set of attribute a; f :
→ [0, ∞] is a distance function; and δ is a neighborhood parameter with 0 ≤ δ ≤ 1. In this paper, the multilabel neighborhood decision system can be simplified as MNDS =< U , C ∪ D, δ >. For any B ⊆ C and x ∈ U , the neighborhood relation is expressed [28] as
and the neighborhood class of x on B is defined as
where (x, y) = n t=1 (f (x, c t ) − f (y, c t )) 2 is the Euclidean distance function, which can reflect the basic information of unknown data [29] ; and δ B (x) is also called the neighborhood granularity that is produced by x. For any B ⊆ C, the label subset is L = {l 1 , l 2 , · · · , l M }, where L ⊆ D; D j represents a set with category label l j ; and D i denotes a set of labels to which x i is associated. The lower and upper approximations and the boundary region of D with respect to B are expressed [22] as
For any B ⊆ C, POS B (D) represents the positive region of D with respect to B, and the dependency degree of D with respect to B is expressed [30] as
III. IMPROVED BPSO AND MNRS WITH LEBESGUE MEASURE IN MULTILABEL NEIGHBORHOOD DECISION SYSTEMS A. IMPROVED CFS-BASED BPSO
There is a hypothesis in the CFS algorithm that the best-performing feature subsets include the features that are highly correlated with the class yet uncorrelated with each other [14] . The MLCFS algorithm, which was proposed by Jungjit et al. [15] , assumed that all labels have the same correlation, ignored the dependencies between labels, and assigned the values of the average correlation between a feature and a class label on all labels. Unfortunately, in real-world multilabel datasets, dependencies between labels clearly exist because the probability of a label may increase with the appearance of another label in a sample, which will lead to precision loss with CFS and MLCFS. To overcome this drawback, suppose that the contribution values of all labels for a multilabel sample are equal and that with respect to the classification, the contribution degree of the correlations between features and labels is the same as that of the correlations among features. According to the normalization of the bound norm, the sum of the correlations between features and labels and the correlations among labels is set as 1. Hence, the correlations among labels are introduced into the CFS function to improve the testing performance in multilabel neighborhood decision systems. Definition 1: Suppose there exists a multilabel neighborhood decision system MNDS =< U , C D, δ > with any attribute subset S ⊆ C, where S = {f 1 , f 2 , · · · , f N }, N ≤ |C|, L = {l 1 , l 2 , · · · , l M }, and L ⊆ D. The average correlation between single label l i and the label set is defined as
where labels l i , l j ∈ L and r l i l j is the correlation between labels l i and l j . Definition 2: Suppose there exists a multilabel neighborhood decision system MNDS =< U , C D, δ > with any attribute subset S ⊆ C, where S = {f 1 , f 2 , · · · , f N }, N ≤ |C|, L = {l 1 , l 2 , · · · , l M }, and L ⊆ D. The average correlation among labels is defined as
For multilabel classification, since the labels are nominal rather than numerical, to efficiently measure the correlations among labels, information entropy and mutual information are typically used as symmetrical uncertainty measures to consider the label dependency and the measure dependency between nominal variables for multilabel feature selection [31] . Inspired by this strategy, information entropy-based measures are introduced for evaluating dependency between nominal labels in multilabel neighborhood decision systems.
Definition 3: Suppose there exists a multilabel neighborhood decision system MNDS =< U , C D, δ > with any attribute subset S ⊆ C, where S = {f 1 , f 2 , · · · , f N }, N ≤ |C|, L = {l 1 , l 2 , · · · , l M }, and L ⊆ D. The information entropy of label set L is expressed as
the information entropy of S is expressed as
the joint entropy of L and S is expressed as
and the conditional information entropy of L with respect to S is represented as
where p(l) is the probability of the label set L with a value of label l; p(l|f ) is the conditional probability of L with respect to S; and any l ∈ L and f ∈ S. Definition 4: Suppose there exists a multilabel neighbor-
The conditional entropy of label l i with respect to label l j is defined as
where l i , l j ∈ L and p(l i |l j ) is the conditional probability distribution of l i with respect to l j . By combining with the entropy measures in Definitions 3 and 4, a new average correlation among labels is presented for overcoming the main disadvantage of CFS and ML-CFS, namely, that the correlations among labels are ignored.
Definition 5: Suppose there exists a multilabel neighbor-
The average correlation among labels in combination with information entropy-based measures is defined as
where labels l i , l j ∈ L; H (l i ) and H (l j ) describe the information entropies of l i and l j , respectively; and H (l i |l j ) denotes the conditional information entropy of l i with respect to l j . According to Definition 5, the average correlation considers the relationship among labels, which result in accurate calculation and affects the classification accuracy of multilabel classification. The main objective of CFS is to implement a heuristic search in the feature space of candidate subsets that is induced by a merit function, which correlates the required averages and can evaluate the quality of a candidate feature subset for the more complex scenario of multilabel classification. Based on the CFS function and Definition 5, a new CFS-based merit function, namely, an NCFS function, is constructed for measuring the merit of selected features.
Definition 6: Suppose there exists a multilabel neighbor-
where AC SL = 1 NM l∈L f ∈S r fl denotes the average value of the correlation between each feature in S and the labels in D; [15] describes the average redundancy between each of the C 2 N feature pairs (fp) in S; and r f i f j is the correlation between features f i and f j .
Suppose that the correlations between features and labels and among labels are equal for multilabel classification and that as the sizes of AC SL and AC LL change, the proportions of the two types of correlations in the evolution process of NFCS change dynamically. If AC SL > AC LL , the correlation between features and labels plays a leading role in NCFS, and on the samples in which the number of features is larger than the number of labels, superior classification results can be obtained, namely, the dataset is simple and easily classified. If AC SL ≤ AC LL , namely, the dataset has more category tasks, the correlation among the labels plays a significant role in the evolution process of NCFS. In summary, the NCFS function can not only maximize the correlations between features and labels and among labels to improve the prediction accuracy but also minimize the average redundancy between each feature pair to eliminate redundant features for multilabel feature selection.
A fitness evaluation function, which is the search technology of feature selection, is typically used to select the optimal features [32] . The fitness function of BPSO plays an important role in measuring the performance of the optimal positions of particles. Wang et al. [11] introduced an auxiliary mutation rule as a fitness function into BPSO for feature selection. Agrawal et al. [33] employed the sum-of-square error as the fitness function to obtain a particle-minimizing output and to address the multilabel classification problem. However, these fitness functions do not consider the correlation among labels of multilabel datasets, and some of the available feature selection algorithms will suffer from poor classification performance. This phenomenon inspires us to identify a new fitness function for addressing this issue. According to Definition 6, the NCFS function fully considers the average correlation between features and labels, the average correlation among labels and the average redundancy between each feature pair. Thus, the NCFS function will be used as a fitness function of BPSO and NBPSO to improve the performance of multilabel classification. It is concluded that a well-performing fitness function is essential for BPSO and NBPSO.
Definition 7: The NCFS function, which is employed as a fitness function, is expressed as
where P denotes the positions of the random samples in the tth iteration and t ≥ 0 represents the iteration number. The objective of the NCFS-based BPSO (NCFS-BPSO) method is to obtain a particle that maximizes the output of Eq. (23) . First, the number of iterations and the number of expected positions are set in the output step. Then, the position and velocity of each particle are initialized. Next, the fitness function of each particle is calculated via Eq. (23). In each iteration of the particle position, the particle that corresponds to the largest value of Eq. (23) is used as pbest, namely, as the best position of all the particles until now. Each particle position can be updated via Eq. (4) in the early stage; then, the position will be continuously updated to produce the optimal positions via Eq. (5) in the later stage. The velocity of each particle is updated via Eq. (3). Finally, when the iteration process is terminated, gbest as the global extremum can be selected. The whole process of NCFS-BPSO is terminated when the maximum number of iterations is reached.
B. LEBESGUE MEASURE-BASED MNRS
To overcome the inability of most MNRS models to analyze infinite sets, the Lebesgue measure [34] is introduced into the MNRS model for infinite sets in multilabel neighborhood decision systems. For any R M that denotes M -dimensional Euclidean space, suppose that E is a point set of R M , for an open interval I i of each column that is covered by E, namely, ∞ i=1 I i ⊃ E, it follows that the sum of all the volumes is µ = ∞ i=1 |I i | and all constitute a number set that is bounded from below. The lower bound is called the Lebesgue outer measure of E, which is denoted as m * (E):
The Lebesgue internal measure of E can be expressed as
If m * (E) = m * (E), then E is measurable. In this paper, for convenience, m(X ) is uniformly regarded as the Lebesgue measure of a set X [26] . Definition 8: Suppose there exists a multilabel neighbor-
is the Euclidean distance function between objects, and the neighborhood parameter satisfies δ ∈ [0, 1].
For any x, y ∈ U , the Lebesgue measure of neighborhood class B with respect to D is defined as
Property 1: Suppose there exists a multilabel neighborhood decision system MNDS =< U , C D, δ > with a nonempty infinite set U , and Q ⊆ P ⊆ C. For any x i ∈ U , the following properties hold:
(2) m(δ P (x i )) = 0 and m( ∪
(2) For any P ⊆ C, it follows from Proposition 1 in
Definition 9: Suppose there exists a multilabel neighborhood decision system MNDS
any L ⊆ D, D j denotes a set with category label l j , and D i represents a set of labels that are associated with x i . For any x i ∈ U , the lower and upper approximations of D with respect to B that are based on the Lebesgue measure are defined, respectively, as (8) and (10) , N B D describes the positive region of D with respect to B, which is denoted as POS B (D). Here, according to Definition 9, m(POS B (D)) represents the cardinality of the samples whose neighborhood should correspond to one of the decisions of multilabel classification. The larger the positive region is, the stronger the characterization ability of the features is.
Property 2: Suppose there exists a multilabel neighborhood decision system MNDS =< U , C D, δ > with a nonempty infinite set U , where Q ⊆ P ⊆ C, X ⊆ U , and δ is called the neighborhood granularity for multilabel classification. The following properties hold:
Proof: (1) This proof is straightforward. (2) For any Q ⊆ P and X ⊆ U , it follows from Property 1 that m(δ Q (X )) ≤ m(δ P (X )). Hence, it can be easily obtained from Eq. (27) that m(N Q D) ≤ m(N P D).
(3) Suppose that for any Q ⊆ P, it follows immediately from Property 1 and the proof of (2) that m(N Q D) ≤ m(N P D). Thus, m(POS Q (D)) ≤ m(POS P (D)) holds.
Definition 10: Suppose there exists a multilabel neighborhood decision system MNDS =< U , C D, δ > with a nonempty infinite set U , where X ⊆ U , B ⊆ C, L = {l 1 , l 2 , · · · , l M }, and L ⊆ D. Then, the neighborhood approximation accuracy of D relative to B that is based on the Lebesgue measure is defined as
Property 3: Suppose there exists a multilabel neighbor-
Proof: Suppose that B ⊆ C and X ⊆ U . It follows from Definitions 8 and 9 that m(
Property 3 shows that the neighborhood approximation accuracy can reflect the neighborhood approximation degree of knowledge. If ρ B (D) = 1, the boundary of B on X is empty, and the knowledge is precisely definable on B. If ρ B (D) < 1, the boundary of B on X is nonempty, and the knowledge is precisely undefined on B.
Theorem 1: Suppose there exists a multilabel neighbor-
Proof: For any Q ⊆ P ⊆ C and x ∈ U , it follows from Property 1 that m(δ Q (x)) ≥ m(δ P (x)). From Eqs. (27) and (28)
In a multilabel neighborhood decision system, for investigating the dependency of the multilabel class, a new dependency degree will be constructed by combining MNRS and the Lebesgue measure, which can efficiently identify the key attributes that determine the multilabel classification to realize the objective of selecting the most relevant attributes.
Definition 11: Suppose there exists a multilabel neighborhood decision system MNDS =< U , C D, δ > with a nonempty infinite set U , where B ⊆ C, L = {l 1 , l 2 , · · · , l M }, and L ⊆ D. For any x ∈ U , a new dependency degree with a neighborhood approximation accuracy of D with respect to B that is based on the Lebesgue measure is defined as
Theorem 2: Suppose there exists a multilabel neighbor-
holds.
Proof: It follows immediately from Definitions 10 and 11 that
According to Definition 11 and Theorem 2, the new dependency degree not only describes the neighborhood approximation degree of knowledge but also reflects the importance of decision attributes with respect to conditional attributes in multilabel neighborhood decision systems.
IV. MULTILABEL FEATURE SELECTION METHOD A. FEATURE SELECTION IN MULTILABEL NEIGHBORHOOD DECISION SYSTEMS
Theorem 3: Suppose there exists a multilabel neighbor-
The monotonicity of the dependency evaluation function as an uncertainty measure is a highly important property for feature selection. According to Theorem 3, the new dependency degree with neighborhood approximation accuracy monotonously increases with the increase of the conditional attributes; therefore, when adding new attributes to the attribute subset, the dependency degree cannot decrease. In addition, the monotonicity significantly contributes to the selection of an effective greedy strategy for designing a heuristic forward feature selection method.
Theorem 4: Suppose there exists a multilabel neighborhood decision system MNDS =< U , C D, δ > with a nonempty infinite set U , where B ⊆ C, L = {l 1 , l 2 , · · · , l M }, L ⊆ D, and D j represents a set with category label l j . For any x i ∈ U and two neighborhood granularities
Proof: For any δ 1 ≥ δ 2 , according to Eq. (26),
can be easily obtained. From the proof of Theorem 1, it follows that
According to the proof of Property 2 and Theorem 3, m(POS δ 1 (D)) ≤ m(POS δ 2 (D)). Therefore,
According to Theorem 4, when producing the finer neighborhood relation, a smaller neighborhood granularity will appear, the computational complexity of the dependency function is impacted by the neighborhood granularities, and the newly proposed dependency degree monotonically decreases with the increase of the granularities.
Definition 12: Suppose there exists a multilabel neighborhood decision system MNDS =< U , C D, δ > with a nonempty infinite set U , where B ⊆ C, L = {l 1 , l 2 , · · · , l M }, and L ⊆ D. For any a ∈ B, the internal significance of the attribute a in B with respect to D is defined as
Definition 13: Suppose there exists a multilabel neighbor-
, namely, sig(a, C, D) inner > 0, then the attribute a is called a core attribute of C with respect to D.
Definition 14: Suppose there exists a multilabel neighbor-
According to Definitions 12 and 15, the internal and external significances of attributes provide the uncertainty measures for the design of an effective feature selection method. According to Definition 15, sig(b, B, D) outer denotes the significance of attribute b, which is added to B with respect to D in a multilabel neighborhood decision system, and it provides a powerful reference for decision-making. The larger sig(b, B, D) outer is, the more important the attribute is in multilabel neighborhood decision systems. Therefore, when the significance of each attribute is calculated, an attribute will be removed if its significance is 0, and the reduced subset of attributes can be obtained. To facilitate understanding of the hybrid filter-wrapper multilabel feature selection algorithm, the process of feature selection for multilabel data classification is illustrated in Fig. 1 . To select significant features from multilabel datasets and to rapidly provide satisfactory classification results, the feature selection algorithm can be divided into two parts: NCFS-BPSO, which is a hybrid filter-wrapper method, is utilized to preliminarily process the original multilabel datasets, and a multilabel feature selection algorithm that is based on dependency degree is used to obtain accurate classification results of multilabel datasets in multilabel neighborhood decision systems. The basic strategy of the general heuristic search algorithm is to perform the global search in the early stage of the algorithm and the local search in the later stage of the algorithm. Thus, the first portion implements a hybrid filter-wrapper NCFS-BPSO-based multilabel feature selection algorithm (NCFS-BPSO), which is presented as Algorithm 1.
Algorithm 1. NCFS-BPSO Algorithm Input: A multilabel neighborhood decision system MNDS =< U , C D, δ >.
Output: A selected feature subset S.
Step 1: Initialize a binary coded particle swarm Particled d×ε and randomly generate ε particles according to Eqs. (1) and (2), where each particle has d positions.
Step 2: Initialize S = φ and the number of iterations t = 0.
Step 3: While t ≤ N iter do // N iter is the maximum number of iterations.
Step 4: Count the number of position values with 1 for each particle as h.
Step 5: If h ≥ n, then randomly change the values of n − h positions by replacing 1 with 0.
Step 6: Else randomly change the values of n − h positions by replacing 0 with 1.
Step 7: End if
Step 8: Calculate the fitness function of each particle in the particle swarm via Eq. (23).
Step 9: For each particle
Step 10: If its value of the fitness function is larger than pbest, then it is selected as the current individual extremum.
Step 11: End if
Step 12: If t < r * N iter , then use Eq. (4) to update the particle position. // r is a real number between [0, 1].
Step 13: Else use Eq. (5) to update the particle position.
Step 14: End if
Step 15: End for
Step 16: Select the pbest of all particles as the global extremum gbest.
Step 17: Let t = t + 1.
Step 18: End while
Step 19: Return the selected feature subsets S. Assume that the original multilabel dataset contains m samples and n features and that the number of labels is |L|. The time cost of the NCFS-BPSO algorithm is incurred in the calculation of the positions and velocities and, especially, in the fitness function evaluation, which increases with the number of iterations. The complexity of the fitness value calculation is due to the calculation of the average correlation between the features and the labels, the average correlation among the labels and the average redundancy between each of the feature pairs. Thus, the time complexity of the fitness function in Step 8 is approximately O(max(m, n)m).
Steps 3-18 belong to the iterative update portion. When the iteration number is set as t, there is a loop inside the algorithm. Therefore, in the worst case, the total time complexity of Algorithm 1 is close to O(max(m, n)tm).
For realizing efficient feature reduction, many heuristic search algorithms have been investigated, and the forward greedy search method is typically employed [4] , [5] , [20] , [22] . In the following, based on the preceding NCFS-BPSO algorithm, the second part designs a multilabel feature selection algorithm based on dependency degree with the neighborhood approximation accuracy (MFSDNA), which is presented as Algorithm 2.
Algorithm 2. MFSDNA Algorithm Input: A multilabel neighborhood decision system MNDS =< U , C D, δ >, and neighborhood parameter δ.
Output: An optimal feature subset R.
Step 1: Initialize R = ∅.
Step 2: Use the NCFS-BPSO algorithm to obtain the primary feature subset S.
Step 3: Construct a multilabel neighborhood decision system MNDS =< U , S ∪ D, δ >.
Step 4: For each a k ∈ S − R
Step 5: Construct a temporary decision system DS =< U , R a k , D >.
Step 6: For each sample x i ∈ U , where i = 1, 2, · · · , m.
Step 7: Calculate m δ reduct∪a k (x i ) via Eq. (26).
Step 8: If any l p ⊆ D i and δ reduct∪a k (x i ) ⊆ D p //l p is a label of the sample x i , D i is a label set that the sample x i associates with, and D p is a sample set associating with the label l P .
Step 9: Calculate m(N reduct∪a k D).
Step 10:
Step 12: End for
Step 13: Calculate ND R∪a k (D) and sig(a k , R, D) outer via Eqs. (30) and (32) , respectively.
Step 14: Select the attribute a l with max k (sig(a k , R, D) outer ).
Step 15: If sig(a l , R, D) outer > 0
Step 16: Let R = R a l .
Step 17: End if
Step 18: End for
Step 19: Return the optimal feature subset R. In Algorithm 2, suppose that the constructed multilabel neighborhood decision system includes m samples, N features and |L| labels after the implementation of the NCFS-BPSO algorithm and the feature subset contains k features. Then, in the following operations, we only must consider and calculate the candidate feature subset. Hence, the time complexity of Steps 1-3 is O(max(m, n)tm). Suppose that N features are selected in Steps 1-3 of the NCFS-BPSO algorithm to form a candidate feature subset. By sorting, the time complexity of calculating the neighborhood classes of the samples in Steps 6 and 7 is O(mlogm) [22] , and the complexity of judging whether the neighborhood classes of samples are consistent on the |L| labels in O(max(m, n)tm), the worst-case time complexity of Algorithm 2 is approximately O(N 2 |L|mlogm). In addition, the space complexity of Algorithm 2 is O(nm|L|).
V. EXPERIMENTAL RESULTS AND ANALYSIS A. EXPERIMENT PREPARATION
The objective of feature selection is typically twofold: to select a small number of features and to maintain high classification performance. To evaluate the effectiveness and performance of our MFSDNA algorithm, we conduct several experiments on fifteen multilabel datasets from various fields, which were downloaded from http://mulan.sourceforge.net/datasets.html. These fifteen datasets are described in Table 1 , where the label cardinality (LC) is the average number of labels that are associated with each sample, namely, LC(D) = 1 n n i=1 L l=1 [Y il = +1], and the label density (LD) is the cardinality that is normalized by the number of labels, namely,
indicates that sample i is associate with the label l, and if this equation (Y il = +1) holds, then [·] is 1; otherwise, it is 0 [36] .
The running environment of all experiments on these datasets is provided by MATLAB 2016a, which is installed on a personal computer that is running Windows 7 with an Intel(R) Core(TM) i5-6500 CPU that is operating at 3.20 GHz with 8.0 GB memory. To demonstrate the classification performance of MFSDNA more clearly, our experiments are divided into four parts as follows: NCFS-BPSO is compared with CFS-BPSO in terms of the number of iterations and the best fitness values, and the effects of various neighborhood parameters are identified. Then, the classification results of the MFSDNA algorithm are compared with those of stateof-the-art multilabel classification methods under classifiers MLKNN and MLFE, respectively, where the smoothing parameter is set to 1 and the neighborhood granularity K is set to 10 in MLKNN [22] , and the MLFE (Multilabel Learning with Feature-induced labeling Information Enrichment) [37] approach is used for classification. Finally, the testing accuracy of MFSDNA is further evaluated with four classifiers, namely, Lazy, Rules, Bayes and Trees, on the software WEKA 3.8. As in [38] , these classifiers are used to evaluate the performance for experimental comparisons via 5-fold cross-validation with all test datasets.
Multilabel evaluation metrics,which include the number of selected features (N ), the average precision (AP), the coverage (CV ), the one Error (OE), the ranking Loss (RL) and the Hamming loss (HL), are introduced for evaluating the performances of all the compared methods, where the larger the AP value is, the higher the performance is; and the smaller the values of CV , OE, RL and HL are, the higher the performance is. In the following experimental results, "↑" indicates "the larger the better", and "↓" indicates "the smaller the better". The five indices are described [17] as follows
where m is the number of samples, y i ⊆ L is a label subset, and r i (l) denotes the rank of label l ∈ L that is predicted by the learner for object x i .
where rank(λ) is the rank list of λ relative to its likelihood.
where f (x i , y i ) describes the score value from label subset y i for object x i , and x equals 1 if x holds and 0 otherwise.
where λ j is a real-valued likelihood between x i and each label l i ∈ L, andȳ i denotes the complementary set of y i .
where represents the XOR operation.
B. COMPARISON OF NCFS-BPSO WITH CFS-BPSO
This part of the experiments aims at analyzing the iterative optimization and the convergence performances of NCFS-BPSO. The proposed NCFS function is compared with the original CFS function on nine multilabel datasets that are selected from Table 1 . The necessary parameters for implementing BPSO include itermax, N , c 1 , c 2 , w min and w max . In this work, the optimal values of these parameters are set as iter max = 200, c 1 = c 2 = 2, w min = 0.1, and w max = 0.6.
To conveniently compare NCFS-BPSO with CFS-BPSO on the nine multilabel datasets, the two algorithms are run for 200 generations. The graphical results of best fitness value as a function of the number of iterations of NCFS-BPSO and CFS-BPSO on the nine datasets are presented in Fig. 2 . According to Fig. 2(a) , on dataset Cal500, NCFS-BPSO converges within 120 generations, always obtains higher results than CFS-BPSO and tends to maintain highly satisfactory search performance to avoid becoming trapped in a local optimum; however, CFS-BPSO converges within 20 generations. According to Fig. 2(b) , NCFS-BPSO obtains larger fitness values than CFS-BPSO in all iterations on dataset Yeast; nonetheless, CFS-BPSO begins converging after the 20th generation without any improvement. Fig. 2(c) shows that NCFS-BPSO converges after the 20th generation and is steadily improved within the 40th generation on the Emotions dataset, and its convergence is much slower than that of CFS-BPSO. In Fig. 2(d) , on dataset Scene, NCFS-BPSO realizes higher overall fitness values than CFS-BPSO; unfortunately, CFS-BPSO easily falls into a local optimum and converges prematurely. Fig. 2(e) shows that on the Recreation dataset, NCFS-BPSO converges within 140 generations and realizes superior global search performance; however, CFS-BPSO converges within 80 generations. Fig. 2(f) shows that NCFS-BPSO converges within 140 and obtains much higher fitness values than CFS-BPSO on the Education dataset. According to Fig. 2(g) , on the Flags dataset, the fitness of CFS-BPSO is lower than that of NCFS-BPSO from the beginning of the iteration process. For dataset Birds, Fig. 2(h) shows that NCFS-BPSO converges after the 140th generation while CFS-BPSO converges within 120 generations. Fig. 2(i) illustrates that for the Bibtex dataset, the fitness values of NCFS-BPSO are much larger than those of CFS-BPSO, which converges after 120 generations. In summary, although the convergence of NCFS-BPSO is slower than that of CFS-BPSO, NCFS-BPSO always obtains larger fitness values and tends to maintain high search performance; however, CFS-BPSO easily becomes trapped in a local optimum and converges prematurely. Therefore, the combination of the NCFS function with the NBPSO algorithm is efficient, and it can obtain the optimal search results.
Since the Corel5k, Business, Computer, Health, Medical and Reference datasets have features or labels with values of 0 or -1, the average redundancy among the features, the correlation between labels and features and the correlation among labels typically produce NaN values. Therefore, their fitness values cannot be calculated completely; hence, the comparison results between the iterations and the best fitness values cannot be presented visually.
C. EFFECTS OF VARIOUS NEIGHBORHOOD PARAMETERS
In this subsection, our experiments focus on N in our MFSDNA method and AP as functions of neighborhood parameter values. For comparison, thirteen multilabel datasets are selected from Table 1 . The values of the neighborhood parameters will determine the granularity of the multilabel datasets, which will significantly influence the AP of the selected features. Thus, it is necessary to set suitable parameter values for the selection of the optimal features from a multilabel dataset. In the following, using the MLKNN classifier, experiments are implemented using MFSDNA. Then, we use the results for N versus AP on thirteen datasets to identify suitable parameters. Fig. 2 plots the N and AP indices as functions of neighborhood parameter values on these datasets, where the horizontal coordinate corresponds to the neighborhood parameter δ ∈ [0, 0.9] at an interval of 0.05, and the left and right vertical coordinates correspond to AP and N , respectively. According to Fig. 3 , using MFSDNA, N increases initially and subsequently decreases when the neighborhood parameter values are increased from 0 to 0.9 in most scenarios; however, AP increases in most instances and has no value when N = 0. According to Fig. 3 , the values of the neighborhood parameters typically strongly impact the AP of MFSDNA. In Figs. 3(a) and 3(b), AP and N are approximately stable, and AP attains its maximum value when δ is in the interval [0, 0.6]. Thus, on datasets Computer and Health, δ may be set to 0.3 in [0, 0.6] for convenience of calculation. For dataset Cal500 in Fig. 3(c) , δ can be set to 0.2 when considering synthetically the influences of N and AP. For the Yeast dataset in Fig. 3(d) , AP attains its maximum value when δ is 0.2; however, as the parameter values continue to increase, N increases and subsequently decreases to zero sharply, thereby resulting in the absence of AP. Fig. 3 (e) illustrates that AP of the selected features is optimal when δ is 0.35 on the Emotions dataset. Fig. 3 (f) demonstrates that AP of Reference reaches its maximum value based on N when δ = 0.75. In Fig. 3(g) , for dataset Business, AP exhibits the best value with lower N when δ = 0.5. Fig. 3(h) plots the AP values of selected features from dataset Medical; the maximum value is attained when δ = 0.25. For the Scene dataset in Fig. 3(i) , when δ is equal to 0.35, AP is approximately the highest, and the corresponding value of N is smaller. Fig. 3(j) demonstrates that the AP of selected features reaches its maximum value when δ = 0.35; however, the parameter should be set as 0.2 on dataset Recreation according to N and AP for evaluating the performance comprehensively. In Fig. 3(k) , when δ of dataset Corel5k is 0, N and AP are both at a better level; however, the performance is optimal when δ = 0.2. Thus, δ = 0 may be an outlier. Similar to Fig. 3(k) , Fig. 3(l) shows that the AP and N indices are both better when δ is 0.45 on the Education dataset. Similar to Figs. 3(k) and 3(l), Fig. 3 (m) may have two outliers; then, δ = 0.2 in the metrics of N and AP for dataset Flags.
D. CLASSIFICATION RESULTS OF VARIOUS FEATURE SELECTION METHODS USING THE MLKNN CLASSIFIER
This first part of this experiment is to evaluate the classification performance of our MFSDNA method in terms of indices N , AP, CV , OE, RL and HL. MFSDNA will be compared with six state-of-the-art multilabel classification methods: (1) the multilabel naive Bayes classification algorithm (MLNB) [39] , (2) the multilabel dimensionality reduction via dependence maximization through projection and subspace algorithm (MDDM_proj and MDDM_spc) [40] , (3) the heuristic algorithm for searching for a single complementary decision reduct (CDR) [17] , (4) the attribute reduction for multilabel classification based on neighborhood rough sets (ARMLNRS) method [22] , and (5) the multilabel classification feature selection algorithm that is based on fuzzy rough sets (FRMFS) [41] . To facilitate the experimental comparison with these seven methods in terms of the six multilabel evaluation indices, the Computer, Health, CAL500, Yeast, Emotions, Reference, and Business datasets are selected from Table 1 to follow the experiments and technologies that are designed in [22] , [41] , and Tables 2-8 present the experimental results of various feature selection methods on seven multilabel datasets, namely, Computer, Health, Cal500, Yeast, Emotions, Reference and Business, where the neighborhood parameters for the methods have been obtained in Section V.C, namely, δ = 0.3, 0.3, 0.2, 0.2, 0.35, 0.75 and 0.5, respectively, for each corresponding dataset. In the experimental results that are presented in all the subsections, MLKNN indicates that the original data processing method is conducted using the MLKNN classifier, and the results of the remaining algorithms on all datasets are realized using the MLKNN classifier after feature selection; the symbol ''-'' denotes that no values were obtained from the corresponding algorithms; the bold font denotes the best results for each of the indices; and from the objective perspective of the comparative classification results, MFSDNA is performed by using 5-fold cross-validation on all test datasets to decrease the random errors on each of the multilabel datasets, namely, cross-validation is repeated five times and the average of the five test results is calculated.
Tables 2-8 present the metric values that were realized by the eight feature selection methods on the five datasets. The classification performance of MFSDNA compared with MLKNN using all features has been significantly improved in terms of six indices, especially the number of dimensions, which is substantially decreased on the original datasets. For three methods, namely, there are no significant differences among the MLNB, CDR, ARMLNRS, FRMFS and MFS-DNA methods on RL. According to Tables 3 and 4 , on the Health dataset, far fewer features are selected by MFSDNA than by MLNB, MDDM_spc, CDR and ARMLNRS, and slightly more are selected by MFSDNA than by the remaining two algorithms. MFSDNA obtains the best values of AP, CV , RL and HL; however, its OE index is slightly inferior to those of MDDM_proj and ARMLNRS and is superior to those of the remaining five methods. Similarly, for dataset Cal500, MFSDNA exhibits the optimal values on N , AP, OE and HL; however, for the CV index, the performance of our method is only inferior to those of MLNB, MDDM_proj and MDDM_spc. According to Tables 5 and 6 , although the N value of MFSDNA is slightly inferior to those of the other six algorithms, the CV , OE and RL values of the features that are selected by our algorithm are the best for dataset Yeast, and the HL index of MFSDNA is equal to that of ARMLNRS, slightly higher than those of MLNB and FRMFS, and better than those of the remaining three algorithms. On dataset Emotions, our OE, RL and HL indices have the lowest values; however, the CV index of MFSDNA is slightly higher than that of MDDM_proj and is better than those of the remaining five methods. The reason is that MFSDNA does not completely delete the noise features that weaken the performances on datasets Yeast and Emotions. According to Tables 7 and  8 , MFSDNA realizes better performance compared with the six state-of-the-art algorithms for datasets Reference and Business in terms of all metrics, where its N values are smaller than those of MLNB, MDDM_proj, MDDM_spc and ARMLNRS. From the comprehensive analysis of six evaluation indices, we conclude that MFSDNA exhibits great performance and outperforms the other seven methods. This demonstrates the effectiveness of our proposed technologies on seven multilabel datasets.
In the second portion of this subsection, we further evaluate the classification results of our proposed algorithm in terms of the six indices for the selected eight datasets. Six state-of-the-art feature selection algorithms are used for comparison: (1) the proposed multilabel feature selection algorithm (PMU) [42] , (2) the multilabel feature selection with label correlation (MUCO) [43] , (3) the multilabel dimensionality reduction via dependence maximization through projection and subspace algorithm (MDDM_proj and MDDM_spc) [40] , (4) the kernel alignment-based feature selection [44] improved algorithm with a label vector for multilabel learning (IKAFS) [38] , (5) the multilabel learning feature selection method that is based on kernel alignment (MFS-KA) [38] . Similarly, suitable neighborhood parameters on datasets Computer, Cal500, Yeast, Emotions, Reference, Medical, Scene and Recreation have been specified in Section V.C. Following the experiments and technologies that are provided in [38] , the eight datasets are selected from Table 1 for convenient comparison in this experiment. The numbers of features that are selected by the seven methods on the eight datasets are listed in Table 9 , and the values of five indices on eight datasets are presented in Tables 10-14,  respectively.  Tables 9-14 present the classification results in terms of six evaluation metrics on the eight datasets. According to Table 9 , MFSDNA selects the fewest features on all datasets, except for the Reference dataset. In addition, the N value of MFSDNA is all smaller than the average value, especially on Computer, Medical and Scene. According to Table 10 , the AP values of MFSDNA are the highest compared with the other seven feature selection methods, except for the Scene dataset. Although the AP of MFS-KA is 5.96% higher than that of MFSDNA, the N value of MFS-KA is larger by 240 than that of MFSDNA. Thus, MFSDNA outperforms the other seven algorithms in terms of the N and AP indices simultaneously. According to Tables 11-13, MFSDNA outperforms the other seven algorithms due to its almost-optimal average values of CV , OE, RL and HL, and these four indices of MFSDNA are the smallest on datasets Cal500, Yeast, Emotions, Reference, Medical and Recreation, but not on datasets Computer and Scene; however, the N values of MFSDNA are 121-415 and 227-280 smaller than those of the other six methods on the Computer and Scene datasets, respectively. Thus, the performance of MFSDNA is close to optimal. According to Table 14 , the HL index of MFS-DNA is the best on all the datasets except for Yeast, Scene and Recreation. MFSDNA exhibits slightly larger HL values than MDDM_spc, IKAFS and MFS-KA on three datasets, namely, Yeast, Scene and Recreation, respectively; however, MFSDNA selects 24 fewer features than MDDM_spc from the Yeast dataset; 265 and 254 fewer features than MDDM_spc from the Yeast dataset, 265 and 254 less than MDDM_spc and IKAFS from the Scene dataset; and 4 fewer features than MFS-KA from the Recreation dataset. Hence, MFSDNA yields the superior classification results to those of the other seven algorithms based on N and HL. Moreover, the performance of MFSDNA on all datasets after feature selection outperforms MLKNN with all features. Overall, all the experimental results demonstrate that our proposed feature selection algorithm MFSDNA can efficiently improve the classification performance on eight multilabel datasets.
Therefore, there are no issues with significant feature loss for our MFSDNA model with the MLKNN classifier.
In the third portion of this subsection, we evaluate the classification performance of our proposed algorithm in terms of the N , AP, CV , OE and HL indices on four selected multilabel datasets. The state-of-the-art multilabel feature selection algorithms that are used for comparison are (1) the label-specific multilabel feature selection algorithm based on the ParetoFS dominance concept (ParetoFS) [45] , (2) the proposed multilabel feature selection algorithm (PMU) [42] , (3) the entropy-based label assignment (ELA) [46] in combination with the χ 2 -test(CHI) [47] (ELA_CHI), (4) the pruned problem transformation method for multilabel classification (PPT) [48] in combination with the χ 2 -(CHI) (PPT_CHI) [48] , (5) the PPT in combined with multidimensional mutual information (MI) (PPT_MI) [49] , and (6) the PPT in combination with the ReliefF [50] (PPT_ReliefF) [51] . Following the designed experimental technologies in [45] , the four multilabel datasets are selected from Table 1 for the comparison of the proposed algorithm with these six algorithms. The suitable neighborhood parameters on datasets Yeast (δ = 0.2), Medical (δ = 0.25), Scene (δ = 0.35) and Corel5k (δ = 0.2) have been identified in Section V.C. The classification results of MFSDNA compared with those of the six feature selection algorithms in Table 15 . Table 15 compares the performances of our MFSDNA method with those of the other six multilabel feature selection methods on the four datasets that are specified above. Compared with the original features of MLKNN, MFSDNA successfully selects fewer features from the four datasets. For dataset Yeast, the N value of MFSDNA is only larger than those of PPT_MI and ParetoFS by 7 and 11, respectively. The N value of MFSDNA is smaller by 18-380 than those of all the compared methods on the Medical dataset. For the Scene dataset, MFSDNA obtains 20 features, which is 39-80 fewer features than the other six methods. On dataset Corel5k, MFSDNA obtains 62 features, which is 22 more features than PMU and 18-437 fewer than the other five methods. According to Table 15 , MFSDNA exhibits the best results in terms of the AP index on the four multilabel datasets. Although the N value of MFSDNA is slightly larger than those of PPT_MI and ParetoFS on the Yeast dataset, its AP value is superior to those of the two algorithms. Our method realizes the lowest value of N and the highest value of AP on the Medical and Scene datasets. Similarly, the AP value of MFSDNA is larger than that of PMU, for which the N value is less than that of our algorithm for dataset Corel5k. N and AP must be considered synchronously to measure the performance for multilabel classification. Thus, MFSDNA outperforms the other six methods and realizes highly satisfactory classification performances on the four datasets. According to Table 15 , for the Yeast dataset, MFSDNA obtains a CV value that is 0.0179 larger than that of PPT_MI, the N value of which is larger than that of our method and much lower than those of the other five algorithms. For datasets Medical and Corel5k, MFSDNA realizes the lowest and best CV values. On dataset Scene, the CV index of MFSDNA is 0.3027-0.3757 lower than those of ELA_CHI and PPT_CHI, and 0.0199-0.1533 larger than those of the other four algorithms; however, the N value of MFSDNA is much less than those of the other six methods. According to Table 15 , MFSDNA yields the best results and ELA_CHI yields the worst results on OE for the four multilabel datasets. MFSDNA performs the best in terms of the HL index on the Medical, Scene and Corel5k datasets; nonetheless, PPT_MI obtains the lowest HL value on dataset Yeast, which is 0.176 lower than that obtained by MFSDNA. Based on simultaneous consideration of the N , AP, CV and OE indices in Table 15 , MFSDNA obtains better results than those that are obtained by PPT_MI. Overall, MFSDNA outperforms the six compared methods in terms of the optimal values of all five evaluation indices. Thus, our method realizes great classification performance on the four selected multilabel datasets.
E. CLASSIFICATION RESULTS OF VARIOUS FEATURE SELECTION METHODS USING THE MLFE CLASSIFIER
In this portion of our experiments, the performance of our MFSDNA method is evaluated in terms of the N , AP, CV , OE and RL indices for the selected features using classifier MLFE. Five state-of-the-art feature selection algorithms are considered for comparison: (1) the label pairwise comparison transformation method combined with chi-square statistics (PCT-CHI2) [52] , (2) the convex semi-supervised multilabel feature selection algorithm (CSFS) [53] , (3) the sub-feature uncovering with sparsity algorithm (SFUS) [54] , (4) the Avg.CHI algorithm [55] which calculates the significance of each feature by averaging the values of the χ statistics between features and labels, and (5) the manifold-based constraint Laplacian score for multilabel feature selection algorithm (MCLS) [56] . The objective of feature selection is to reduce the dimensionalities of all the datasets. Thus, following the experimental results that are presented in Figs. 1-5 provided in [56] , the Yeast, Scene, Education, Recreation and Flags datasets are selected for the evaluation of the performance of our method so that the classification results of the five selected methods are not necessarily optimal. It follows that the dimensions of the five datasets that are reduced via the six methods should be of the same order for convenient comparison in this experiment. Tables 16-20 report the detailed classification results of all the six algorithms on datasets Yeast, Scene, Education, Recreation and Flags in terms of five evaluation indices, and the differences among the six methods can be clearly identified. According to the five indices, MFSDNA outperforms the other five methods in terms of each index value and all optimal average values. Compared with the original feature cardinalities of all the datasets that are listed in Table 1 , these reduction algorithms realize better performance in dimension reduction with fewer features. MFSDNA selects the fewest features from these five datasets and its AP values are the largest compared with the other five algorithms. For dataset Yeast, MFSDNA performs optimally in terms of metrics N , CV , OE and RL; however, its AP is only 0.71-3.79% larger than those of the other algorithms. For datasets Scene and Recreation, MFSDNA clearly outperforms the other methods in terms of all metrics. For dataset Education, MFSDNA far outperforms the other methods in terms of the N , AP, CV and OE indices, and its RL is 0.009-0.018 lower and slightly better than those of the other algorithms. On the Flags dataset, MFSDNA performs the best on all indices except the N index, which is only larger by 1-3 than those of the other methods. According to , our method obtains the best metric values on the five datasets and clearly outperforms the compared feature selection methods.
F. CLASSIFICATION RESULTS OF VARIOUS FEATURE SELECTION METHODS USING FOUR CLASSIFIERS
In this subsection, our experiments focus on N and the average classification accuracy (AC) of three datasets with four classifiers, namely, Lazy, Rules, Trees and Bayes, in the WEKA software. The MFSDNA algorithm is compared with two state-of-the-art feature selection algorithms: (1) the multilabel-specific exclusive feature selection algorithm that is based on neighborhood rough sets (MLSFS) [57] and (2) the forward attribute reduction method that is based on neighborhood rough sets and fast search [58] , in combined with ARMLNRS [22] (FAR). Following the experimental technologies that are designed in [22] , [57] , [58] , the classification results of the three methods on all the test datasets are analyzed via 5-fold cross-validation.
In the first portion of this experiment, we evaluate the N and AC indices with various neighborhood parameters using four classifiers. Similar to Fig. 3, Fig. 4 plots N and AC as functions of the neighborhood parameter values on datasets Emotions, Birds and Bibtex from Table 1 , where the horizontal coordinate corresponds to δ ∈ [0, 0.9] at an interval of 0.05, and the left and right vertical coordinates represent AC and N , respectively. In Fig. 4 , the AC values of features that are selected by MFSDNA are presented for four classifiers, and the δ values are increased from 0 to 0.9. According to Fig. 4(a) , δ can be set as 0.65 when comprehensively considering the performances of the four classifiers on dataset Emotions. Fig. 4(b) shows that when the parameter takes the value of 0.2, N is small. Thus, δ = 0.2 for dataset Birds. From Fig. 4(c) , AC realizes better performance and N is smaller when δ is equal to 0.15 on the Bibtex dataset.
The following part of this experiment continues the evaluation of the classification performance of MFSDNA on three multilabel datasets by using the neighborhood parameters that are selected above to facilitate comparison. Then, the N values of MFSDNA and FAR and the AC values of three methods using the Lazy, Rules and Trees classifiers with 5-fold cross-validation are presented in Table 22 . The N values of MFSDNA and MLSFS and the AC values of the three methods with the Rules, Trees and Bayes classifiers with 5-fold cross-validation are presented in Table 23 .
In Table 21 , the differences among the three methods can be clearly identified. For the Bibtex dataset, MFSDNA performs the best in terms of N and AC with classifiers Lazy, Rules and Trees. Although the N values of MFSDNA are larger by 2 and 14 than those of FAR on datasets Emotions and Birds, respectively, its AC is 0.75%, 0.72% and 0.88% higher than those of FAR on the Emotions dataset, and 4.63%, 10.89% and 6.34% higher than those of FAR on the Birds dataset with the three classifiers. By comprehensively considering N and AC, MFSDNA outperforms FAR on the two datasets. According to Table 22 , our MFSDNA method realizes the highest AC values with all classifiers. In summary, our proposed algorithm substantially outperforms the MLKNN and FAR methods on three classifiers. Similar to Table 21 , it is observed from Table 22 that MFS-DNA realizes the best performances in terms of the N and AC indices with three classifiers on all three datasets, especially on dataset Birds, for which the N value of MFSDNA is smaller by 44 than that of MLSFS, for which the AC values are 6.43%, 4.44% and 1.34% lower than those of our algorithm. According to Tables 21 and 22 , the results of all the experiments demonstrate that MFSDNA significantly outperforms the three compared feature selection methods.
G. STATISTICAL ANALYSIS
To explore the statistical importance of and differences in the classification results on each evaluation metric with all the compared feature selection algorithms, the Friedman test [59] and Bonferroni-Dunn test [60] are used. The Friedman statistic is described as
where T is the number of datasets, s is the number of methods, and R i is the average rank of method i for all datasets. 
where q α is the critical tabulated value for the test and α is the importance level in the Bonferroni-Dunn test.
To illustrate the performances of MFSDNA and the compared methods and to sort their relative performances, the average ranks of all datasets are obtained by averaging over all the ranks on each evaluation metric. The best-performing method on each metric is assigned the rank of 1, the second the rank of 2, and so on. Under classifier MLKNN, the best ranks on each index are 1 for the classification results of almost seven datasets in Tables 2-8 . Table 23 presents the average ranks of MFSDNA and seven other methods with five evaluation indices, and the F F values are presented in Table 24 . Furthermore, the critical value of F (7, 42) for α = 0.10 is 1.87. The null hypothesis at α = 0.10 is rejected for Bonferroni-Dunn test, q α = 2.45 is obtained at importance level α = 0.10, and CD = 4.54 (s = 8 and T = 7). According to Tables 25 and 26, MFSDNA performs statistically better than the other seven methods on the five indices. For the experimental results on the eight datasets in Tables 10-14, Tables 25 and 26 present the average ranks of MFSDNA and the other seven methods and the F F values on five evaluation indices, respectively. The critical value of F (7, 49) for α = 0.10 is 2.54, and the null hypothesis at α = 0.10 is rejected. Furthermore, for Bonferroni-Dunn test, q α = 2.45 at significance level α = 0.10 and CD = 3 (s = 8 and T = 8). From these results, we conclude that MFSDNA significantly outperforms the other seven methods, although our average ranks on all datasets are greater than or equal to 2 relative to the other methods. Similarly, from the classification results in Table 15 , Tables 27 and 28 present the average ranks of MFSDNA compared with the other six methods and F F on four metrics, respectively, where the ranks on all indices are the best. The critical value of F (7, 49) for α = 0.10 is 2.54. One can reject the null hypothesis at α = 0.10. Thus, for the Bonferroni-Dunn test, q α = 2.394 at significance level α = 0.10 and CD = 6.357 (s = 7 and T = 4). According to Tables 29 and 30, our method statistically outperforms the other six methods. Furthermore, it can be proved that there is no consistent evidence to indicate statistical equivalence between any two methods under different indices. In summary, via the above analysis, the statistical results clearly demonstrate that the performance differs among metrics, and the relative performance of MFSDNA is statistically superior to those of the other compared methods using classifier MLKNN.
The following statistical analysis is conducted on the results of Tables 17-20 that were obtained with classifier MLFE. The ranks are calculated and the best values with 1 on all five datasets are identified. Table 29 presents the average ranks of MFSDNA and other five algorithms on four evaluation indices, where the average ranks of MFSDNA are all 1. The values of F F are displayed in Table 30 . The critical value of F (5, 20) for α = 0.10 is 3.21, and the null hypothesis at α = 0.10 will be rejected. In addition, for the Bonferroni-Dunn test, q α = 2.326 is calculated at a significance level of α = 0.10 and CD = 2.752 (s = 5 and T = 6). Therefore, all the test results demonstrate that MFSDNA statistically outperforms other compared methods and realizes highly satisfactory generalization performances on all datasets.
In the final part, the statistical analysis considers the average classification accuracies in Tables 21 and 22 . The ranks are calculated on the three datasets that yield the best results. Then, χ 2 F = 4.67 and F F = 7.046 under the Bayes classifier; (2, 4) and F(3, 6) is 2.40 and 5.28, respectively. Similarly, when q 0.1 = 1.96 and 2.218, CD is equal to 2.40 and 2.243. Thus, all the test results demonstrate that there is no consistent evidence that supports significant differences between any two methods with the four classifiers. MFSDNA can provide comparable results and perform statistically better than the other methods.
VI. CONCLUSION
Feature selection is one of the most important parts of multilabel classification. In this work, a hybrid multilabel feature selection method that uses BPSO and MNRS is proposed for improving the classification performance of multilabel neighborhood decision systems. First, in combination with information entropy measures, the average correlation among the labels and the NCFS function are used to evaluate the performances of the selected features and to effectively enhance the influence of the correlation. Then, the NCFS evaluation function is integrated with BPSO and NBPSO in the early and later stages to optimize multilabel classification, and a hybrid filter-wrapper NFCS-BPSO method is developed as a preprocessing method for decreasing the computational complexity. Based on Lebesgue measure theory, a new MNRS model is constructed and used to evaluate the uncertainty and correlations among labels of multilabel classification. Finally, a heuristic multilabel feature selection algorithm that is based on the dependency degree with neighborhood approximation accuracy is designed for obtaining satisfactory classification results for multilabel neighborhood decision systems. The results of extensive experiments on many multilabel datasets demonstrate the satisfactory performances of the proposed algorithms. In our future work, this method will be extended to investigate semisupervised feature selection algorithms for complex multilabel classification. WEIPING DING (M'16-SM'19) received the Ph.D. degree in computation application from the Nanjing University of Aeronautics and Astronautics (NUAA), Nanjing, China, in 2013.
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