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Abstract—We consider the problem of finding an input-output
transformation that passivizes an equilibrium-independent
passive-short system. We present a geometric approach for
finding a passivizing transformation, which relies on the steady-
state input-output relation of the system and using the notion
of projective quadratic inequalities (PQIs). We show that PQIs
arise naturally from shortage of passivity, and that PQIs can be
understood geometrically by studying the set of their solutions.
This connection is used to build an input-output transformation
mapping the steady-state input-output relation to a monotone
relation resulting also in a passivation of the original system. We
show that the transformation is implementable using standard
control-theoretic tools, namely feedback, feed-through and gains.
We then consider an application of the presented passivation
scheme, generalizing a known network optimization frame-
work for the analysis of multi-agent systems with maximally
equilibrium-independent passive agents to a similar framework
for analysis of networks with equilibrium-independent passive-
short systems. We also provide a simulation example to illustrate
the theoretical results.
I. INTRODUCTION
Cooperative control has been extensively studied in the
last few years, as they display both interesting theoretical
questions, as well as a wide range of applications [1–3]. One
widespread tool in the study of cooperative control is the
notion of passivity [4–6]. The notion of passivity was first
introduced to the field of multi-agent systems in [7], where it
was used to solve group coordination problems. Since then,
different variants of passivity were used for solving various
problems in robotics [8], synchronization [9], and distributed
optimization [10].
Classical passivity is defined with respect to an input-
output (I/O) steady-state pair of the system [11]. However,
this notion may not be sufficient for multi-agent systems,
as the interconnection of passive systems is stable only if
there is a network equilibrium, which can be hard to verify
for networks comprised of nonlinear systems. To remedy this
issue, several variants of passivity were offered, demanding
that systems are passive with respect to any equilibrium input-
output pairs. The first is incremental passivity [12], which
demands that a passivation inequality is held with respect
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to pairs of trajectories, but is often too restrictive. Another
variant, equilibrium-independent passivity (EIP), demands that
the system is passive with respect to any equilibrium it has, and
models the steady-state output as a (monotone) function of the
steady-state input [13, 14]. This variant has many applications,
e.g. [15, 16], but does not include some simple systems as the
single integrator, having multiple steady-state outputs for the
steady-state input u = 0 (for different initial conditions).
Another variant of passivity is maximal equilibrium-
independent passivity (MEIP), introduced in [17]. Here, pas-
sivity is assumed with respect to all equilibria, and the steady-
state output is modeled as a maximally monotone relation
of the steady-state input, generalizing EIP. In [17], it was
shown that a diffusively-coupled network of SISO output-
strictly MEIP agents and SISO MEIP controllers converges,
and its limit can be found as the minimizers of two dual convex
network optimization problems associated with the network.
Network optimization is a mathematical theory dealing with
static optimization problems defined on networks [18], and
it has been extensively studied by researchers in mathe-
matics, operations researchers, supply chains, communication
and theoretical computer science. Thus, the convex network
optimization problems give a computationally viable way of
computing the limit of the diffusively-coupled network. This
connection was used in [19–21] to solve various synthesis
problems, and in [22] to solve fault detection and isolation
problems.
In practice, however, many systems are not passive [23–
26]. Their lack of passivity is often quantified using passivity
indices, and it is often compensated using passivation methods
(also known as passification methods [27]). Examples include
feedback, feed-through, gains, and their combinations [28–30].
Recently, [31] suggested an I/O transformation-based passiva-
tion method, assuming the original non-passive system has
finite L2-gain, achieving classical stability. However, assuring
a finite L2-gain may not be feasible for practical systems.
Thus, we need other sophisticated passivation approaches to
tackle general passivity-short systems.
This paper presents a passivation procedure for a general
class of passivity-short systems, referred to as equilibrium-
independent passive-short systems. These systems are passive-
short with respect to any equilibrium, with a uniform bound
on their shortage of passivity, and may not have finite L2-
gain. To the extent of our knowledge, this idea has not
been considered in literature. We focus on the case where
the agents (systems) have both input- and output-shortage
of passivity, which generalizes the case of finite-L2-gain,
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2as will be discussed in this paper. Our approach relies on
monotonizing1 the steady-state relation of each agent, using
a geometric approach to constructing the monotonizing I/O
transformations. We show that these transformations induce
both a feedback and a feed-through term, passivizing the
system with respect to any equilibrium they have. We further
discuss an application of this passivation scheme for multi-
agent systems, in which, the notion of MEIP leads to a network
optimization framework for analysis. As we already know that
the passivized systems have monotone steady-state relations,
the missing key notion for assuring MEIP is maximality. In
this direction, we introduce the notion of cursive relations to
assert maximality of the monotonized relations, proving the
agents are MEIP, and allowing us to derive an augmented
network optimization framework in the spirit of [17]. We also
reproduce the results of [32] as a special case, which proves
a network optimization framework assuming the agents only
have an output-shortage of passivity.
Section II presents some background and formulates the
problem considered in this paper. Section III discusses the
steady-state I/O relation of passive-short systems, and suggests
a geometric method of finding a passivizing transformation.
Section IV shows that the monotonizing transformation pas-
sivizes the agents, and shows how to implement the said
transformation using basic control elements, such as feed-
back, feed-through, and gains. Section V studies the last
obstacle needed for MEIP, namely maximal monotonicity,
and formulates the network optimization framework. Section
VI compares the presented framework to other works in the
literature. Section VII presents a simulation example, before
we conclude the paper in Section VIII.
Preliminaries: We use notions from graph theory [33].
A graph is a pair G = (V,E), consisting of a finite set of
vertices V, and a finite set of edges, E ⊂ V × V. Each edge
e ∈ E consists of two vertices i, j ∈ V, and the notation
e = (i, j) indicates that i is the head of edge e and j is
its tail. The incidence matrix E ∈ R|V|×|E| of G is defined
such that for any edge e = (i, j), [E ]ie = +1, [E ]je = −1,
and [E ]`e = 0 for ` 6= i, j. The n × n identity matrix is
denoted by Idn, and 0n is the all-zero vector. The Legendre
transform of a convex function Φ is a function Φ? : Rd → R
defined by Φ?(y) = supu∈Rd{u>y − Φ(u)} [34]. Moreover,
the subdifferential of a convex function Φ is denoted as ∂Φ.
A relation Ω ⊆ A × B is identified with the set-valued map
sending a ∈ A to {b ∈ B : (a, b) ∈ Ω}. Given a relation
Ω ⊆ A×B, Ω−1 denotes the inverse relation of Ω, i.e., Ω−1 :=
{(b, a) ∈ B × A : (a, b) ∈ Ω}. We follow the convention that
italic letters denote dynamic variables and letters in normal
font denote constant signals.
II. BACKGROUND AND PROBLEM FORMULATION
This section reviews the concept of MEIP, introduces sys-
tems with finite equilibrium-independent passivity indices,
characterizes their steady-state I/O relations, and introduces
the network model for diffusively coupled systems. It also
motivates and formulates the problem considered in this paper.
1We introduce this word and it has the meaning of “to make monotone.” In
simple words, monotonizing means converting any (non-monotone) relation
to a monotone relation.
A. Maximal Equilibrium Independent Passivity
Consider the following SISO dynamical system
Υ : x˙ = f(x, u); y = h(x, u), (1)
with state x ∈ Rn, control input u ∈ R and output y ∈ R. The
functions f and h are assumed to be sufficiently smooth. We
assume that the systems in the form (1) admit forced steady-
state input-output equilibrium pairs. This leads to the following
definition, used extensively in [17, 20].
Definition 1. The steady-state input-output relation of the
system (1) is the collection of all steady-state input-output
pairs (u, y). That is, it is equal to the set k = {(u, y) :
∃ x, 0n = f(x,u), y = h(x,u)}. The corresponding inverse
relation is given by k−1 = {(y,u) : (u, y) ∈ k}.
We can think of any steady-state relation as a set-valued
map. Namely, for any constant input u, we can define k(u)
as the set k(u) = {y : (u, y) ∈ k}. Note that k(u) = ∅
whenever there is no forced equilibrium output corresponding
to the input u. Similarly, for a steady-state output y, we define
k−1(y) as the set k−1(y) = {u : (u, y) ∈ k}.
For EIP systems, it is shown in [13] that the steady-state
I/O relation k is a continuous and monotonically increasing
function. In particular, for any steady-state input u there is
exactly one steady-state output y. However, EIP excludes
some important system classes, e.g., the single integrator
[17]. To capture the behavior of systems where the steady-
state I/O relations are not necessarily a function, but rather
a relation, the notion of MEIP was suggested relying on
maximal monotonicity of the steady-state I/O relation.
Definition 2. A relation k is said to be maximal monotone if
i) it is monotone, i.e., for any (u1, y1), (u2, y2) ∈ k, we
have that (u2 − u1)(y2 − y1) ≥ 0, and
ii) it is not contained in a larger monotone relation.
The notion of maximal monotonicity is interesting as it is
closely related to convex functions.
Theorem 1 ([34]). The subdifferential for the closed proper
convex functions on R are the maximal monotone relations
from R to R. In other words, if Φ is a convex function, then ∂Φ
is a maximally monotone relation, and all maximally monotone
relations are obtained this way.
The convex function associated with a maximally monotone
relation is unique up to an additive constant, and is called
the integral function of the relation. Maximal monotonicity
induces the following system-theoretic property:
Definition 3 ([17]). A dynamical SISO system Σ : u 7→ y
is (output-strictly) maximal equilibrium independent passive
(MEIP) if
i) The system Σ is (output-strictly) passive with respect to
any steady-state I/O pair (u, y) it possesses.
ii) The associated steady-state I/O relation is maximally
monotone.
Examples of MEIP systems include single integrators, port-
Hamiltonian systems, gradient systems, and others; see [17]
for more discussion. One important aspect of MEIP systems
3is their integral functions as mentioned in Theorem 1 above.
Since the steady-state I/O relation k is maximally monotone
for an MEIP system, there exists a convex function K such
that ∂K = k. Moreover, the Legendre transform of K, denoted
as K?, is also a convex function, and is given as ∂K? = k−1.
Thus both k, k−1 have integral functions that are necessarily
convex. However, this is not true for passive-short systems, as
will be evident in Subsection II-D.
B. Equilibrium-Independent Shortage of Passivity
The main advantage of applying an equilibrium-independent
notion of passivity for multi-agent systems is that it allows
to prove convergence without specifying the steady-state limit
(see [13, 14, 17] and Subsection II-C). However, many systems
in practice are not passive [23–26], and even fewer are
passive with respect to all equilibria. The level of passivity, or
shortage thereof, is usually measured using passivity indices.
We augment this notion to fit into the equilibrium-independent
framework.
Definition 4. Consider a SISO system Σ : u 7→ y. The system
Σ is said to be
i) Equilibrium-Independent Output ρ-Passive (EI-OP(ρ)) if
for any steady-state I/O pair (u, y), there exists a storage
function S(x), and a number ρ ∈ R, such that the
following inequality holds for any trajectory:
S˙ ≤ −ρ(y − y)2 + (y − y)(u− u); (2)
ii) Equilibrium-Independent Input ν-Passive (EI-IP(ν)) if for
any steady-state I/O pair (u, y), there exists a storage
function S(x), and a number ν ∈ R, such that the
following inequality holds for any trajectory:
S˙ ≤ −ν(u− u)2 + (y − y)(u− u); (3)
iii) Equilibrium-Independent Input-Output (ρ, ν)-Passive
(EI-IOP(ρ, ν)) if for any steady-state I/O pair (u, y),
there exists a storage function S(x), and numbers
ρ, ν ∈ R, with ρν < 14 such that the following inequality
holds for any trajectory:
S˙ ≤ −ρ(y − y)2 − ν(u− u)2 + (y − y)(u− u); (4)
Moreover, for EI-OP(·) and EI-IP(·), the largest numbers ρ, ν
for which the inequalities hold are called the equilibrium-
independent passivity indices of the system.
Remark 1. It should be noted that the numbers ρ, ν in the
definition above are not unique, as decreasing them makes
the inequality easier to satisfy. This motivates the definition
of the equilibrium-independent passivity indices analogously
to the output-feedback passivity index (OFP) and the input-
feedthrough passivity index (IFP) in [26]. Moreover, the defi-
nition above unites both strictly-passive, passive, and passive-
short systems. The case ρ, ν > 0 corresponds to strict
passivity, ρ, ν = 0 corresponds to passivity, and ρ, ν < 0
corresponds to shortage of passivity. Thus, it will allow us
to consider networks of systems where some are passive and
some are passive-short, without needing to specify the exact
passivity assumption. Moreover, it allows us to consider EI-
IOP(ρ, ν) systems for ρ > 0 and ν < 0 (or vice versa) with
no additional effort needed.
Remark 2. The demand that ρν < 14 for defining EI-
IOP(ρ, ν) might seem unnatural. The reason we add it is that
otherwise, the right-hand side of (4) will either be always
positive or always negative. The first case implies that all
static nonlinearities are EI-IOP(ρ, ν), which is absurd, and
the second case implies that no system can be EI-IOP(ρ, ν),
rendering the definition useless.
Remark 3. Observe that EI-IOP(ρ, ν) systems capture both
EI-OP(ρ) and EI-IP(ν) systems by setting either ρ = 0 or
ν = 0.
One example of EI-OP(ρ) systems can be seen in the
proposition below.
Proposition 1. Let (u, y) be an equilibrium input-output pair
of the gradient system x˙ = −∇U(x) + u; y = x, where the
Hessian of the potential U satisfies Hess(U) ≥ ρId for some
ρ ∈ R. Then Σ is EI-OP(ρ).
Proof. Take a steady-state I/O pair (u, y) and note that x = y
is the corresponding state at equilibrium. Consider the storage
function S(x) = 12 ‖x− x‖2. Taking the derivative of S along
the system trajectories yields S˙ = (x − x)>(−∇U(x) + u).
Defining ϕ(x) := ∇U(x) − ρx, we can write S˙ = (x −
x)>(−ϕ(x)−ρx+u). Adding and subtracting ϕ(x) and ρx and
using the fact that u = ∇U(x), y = x and ϕ(x) = ∇U(x)−ρx
at equilibrium, we get that S˙ = −(x− x)>((ϕ(x)− ϕ(x))−
ρ(y − y)>(y − y) + (y − y)(u − u)). It is straightforward
to verify that Hess(U) ≥ ρId implies that ∇ϕ(x) ≥ 0,
which in turn gives that ϕ(·) is a monotone operator, that
is, −(x−x)>((ϕ(x)−ϕ(x)) ≤ 0. Thus, we can conclude that
S˙ ≤ −ρ(y−y)>(y−y)+(y−y)>(u−u)), and hence system
is EI-OP(ρ).
A simple example of Proposition 1 is the one-dimensional
system x˙ = −x + u; y = x, which is EI-OP(ρ) with ρ = 1,
and is achieved for U(x) = 12x
2, which satisfies Hess(U) = 1.
Similarly, the one-dimensional system x˙ = x+u; y = x is EI-
OP(ρ) with ρ = −1, and is achieved for U(x) = − 12x2, which
satisfies Hess(U) = −1.
C. Diffusively-Coupled Network Model
We consider a collection of SISO agents interacting over
a network G = (V,E), in which the agents reside at the
nodes V, and the edges regulate the relative output between
the associated nodes. Namely, the agents {Σi}i∈V and the
controllers {Πe}e∈E have the following models:
Σi :
{
x˙i = fi(xi, ui)
yi = hi(xi, ui)
,Πe :
{
η˙e = φe(ηe, ζe)
µe = ψe(ηe, ζe)
, (5)
where xi ∈ R`i , ηe ∈ R`e are the states, ui, ζe ∈ R are the
inputs and yi, µe are the outputs. We define the stacked vectors
u = [u1, · · · , u|V|]>, and similarly for x,y, ζ ,η and µ. The
agents and controllers are coupled by ζ = E>y and u = −Eµ,
where E is the adjacency matrix of G. The closed-loop system
is called the diffusively-coupled system (G,Σ,Π), and the
associated block-diagram can be seen in Figure 1. Diffusively-
coupled networks are of considerable interest in the control
literature [7, 17, 35], and include important examples such
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Fig. 1. A diffusively-coupled network
as neural networks [36], the Kuramoto model for oscillator
synchronization [37], and traffic control models [38].
The notion of MEIP allows us to connect between
diffusively-coupled systems and network optimization theory.
Theorem 2 ([17]). Consider the diffusively-coupled system
(Σ,Π,G). Suppose the agents are output-strictly MEIP and the
controllers are MEIP. Let Ki be the agents’ integral function,
and let Γe be the controllers’ integral functions. We denote
K(u) =
∑
i∈VKi(ui), Γ(µ) =
∑
e∈E Γi(µi), and similarly
for the Legendre transforms. Then there exist constant vectors
u,y,ζ,µ such the signals u(t), y(t), ζ (t),µ(t) of (Σ,Π,G)
asymptotically converges to u,y,ζ,µ correspondingly. Fur-
thermore, the steady-state values u,y,ζ and µ are the (primal-
dual) solutions of the following pair of convex optimization
problems:
OFP OPP
min
u,µ
K(u) + Γ?(µ)
s.t. u = −Eµ.
min
y,ζ
K?(y) + Γ(ζ)
s.t. E>y = ζ
These static optimization problems are known as the Opti-
mal Flow Problem (OFP) and the Optimal Potential Problem
(OPP), and are dual to each other. These are classical problems
in the mathematical field of network optimization, dealing with
static optimization problems defined on graphs, and been ex-
tensively studied by various researchers in fields as theoretical
computer science, communications, operations research and
supply chains [18]. However, this framework heavily relies on
the passivity of the agents and controllers, and fails if any of
the agents are not MEIP. As we shall see in the next section,
if the agents are not passive, the integral functions might be
non-convex, or may not even exist.
D. Motivation and Problem Formulation
Our end-goal is to extend the network optimization frame-
work displayed in the previous subsection to agents which are
not MEIP, but are rather EI-IOP(ρ, ν). Unlike MEIP systems,
EI-IOP(ρ, ν) systems need not have monotone steady-state
relations. In some cases, this lack of monotonicity results in
the non-convexity of the corresponding integral function, and
in other cases, the steady-state I/O relation is far enough from
monotone that an integral function cannot even be defined. We
give examples of this phenomenon in the following:
Example 1 (EI-IP(ν)). Consider a SISO dynamical system
x˙ = − 3√x+ u; y = x− u. Let (u, y) be some equilibrium I/O
pair and let x = u3. Consider the storage function S(x) =
1
2 (x− x)2. We have
S˙ =
dS
dx
x˙ = (x− x)(− 3√x+ u)
= {(u− u) + (y − y)}{(u− u)− ( 3√x− 3√x)}
= (y − y)(u− u) + (u− u)2 − (x− x)( 3√x− 3√x)
≤ (y − y)(u− u) + (u− u)2,
where we use the fact that the function 3
√· is monotone. The
inequality implies that this system is EI-IP(ν) for all ν ≤
−1, and ν = −1 is the corresponding passivity index. Thus
the system is equilibrium-independent passive short. Moreover,
observe that the steady-state I/O relation y = k(u) = u3 −
u is not monotone. Furthermore, it has an integral function
K(u) = 14u
4 − 12u2, which is non-convex due to the negative
quadratic term.
Example 2 (EI-OP(ρ)). Consider a SISO dynamical system
x˙ = −x + 3√x + u; y = 3√x. Let (u, y) be some equilibrium
input-output and let x = y3, where u = y3 − y is constant.
Consider the storage function S(x) = 34x
4
3 − yx+ 14y4. 2 We
have
S˙ =
dS
dx
x˙ = ( 3
√
x− y)(−x+ 3√x+ u)
= (y − y)(u− u) + (y − y)2 − (y − y)(y3 − y3)
≤ (y − y)(u− u) + (y − y)2,
where we use the fact that the function 3
√· is monotone. The
inequality implies that this system is EI-OP(ρ) for all ρ ≤ −1,
and its passivity index is ρ = −1. Moreover, the inverse steady-
state I/O relation u = k−1(y) = y3 − y is not monotone.
Furthermore, it has an integral function K?(y) = 14y
4− 12y2,
which is again non-convex due to the negative quadratic term.
Example 3 (EI-IOP(ρ, ν)). Consider a SISO dynamical system
Σ given by
Σ : x˙ = − 3√x+ 0.5x+ 0.5u; y = 0.5x− 0.5u, (8)
where the input is u and the output is y. By using a change
of variables of the form[
u˜
y˜
]
=
[
1 1
1 2
] [
u
y
]
,
we obtain the following system
Σ˜ : x˙ = − 3√x+ u˜; y˜ = x, (9)
where u˜ and y˜ are, respectively, the I/O pair of the transformed
system Σ˜. The matrix transformation
T =
[
1 1
1 2
]
,
also connects the steady-state relations of the two systems,
that is, if (u˜, y˜) is a steady-state I/O pair for Σ˜, then (u, y) is
a steady-state I/O pair of Σ, where[
u˜
y˜
]
= T
[
u
y
]
.
2Note that this storage function is derived using Bregman divergence
S(x) = V (x) − V (x) − ∇V >(x)(x − x) (see [4, 39]), which is positive
for all x since V (x) = 3
4
x
4
3 is strictly convex.
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Fig. 2. Steady-state relations of the system in Example 3.
It is easy to verify that Σ˜ is MEIP with storage function
S(x) = 12 (x− x)2 for any steady-state I/O pair (u˜, y˜), where
x = y. Let R(x) = 13S(x) be the storage function for the
original system Σ, we obtain
R˙ =
1
3
S˙ ≤ 1
3
(u˜− u˜)(y˜ − y˜) = 1
3
[
u˜− u˜
y˜ − y˜
]> [
0 12
1
2 0
] [
u˜− u˜
y˜ − y˜
]
=
1
3
[
u− u
y − y
]>
T>
[
0 12
1
2 0
]
T
[
u− u
y − y
]
=
1
3
[
u− u
y − y
]> [
1 32
3
2 2
] [
u− u
y − y
]
= (u− u)(y − y) + 1
3
(u− u)2 + 2
3
(y − y)2,
i.e., the system Σ is EI-IOP(ρ, ν) for ρ = −2/3 and ν =
−1/3. Utilizing the connection between the steady-state I/O
relations of the two systems, one can easily see that the steady-
state relation of Σ is given by the planar curve u = 2σ −
σ3; y = σ3 − σ, parameterized by a variable σ, as shown in
Figure 2. It is clear from Figure 2 that both steady-state I/O
relation and its inverse are non-monotone, while the steady-
state I/O relation of the system Σ˜ consists of all pair (u˜, u˜3),
which is (maximally) monotone. In fact, the steady-state input-
output relation and its inverse are so far from monotone (see
Figure 2), no integral function exists for either of them.
The above example shows that EI-IOP(ρ, ν) systems need
not have integral functions, nor (maximally) monotone steady-
state I/O relations. Thus, the network optimization framework
of [17] cannot even be defined for networks of EI-IOP(ρ, ν)
agents. In [32, 40], the network optimization framework failed
due to the lack of convexity of the integral functions. This
was remedied by convexifying the resulting (non-convex)
network optimization problems. The interpretation (or imple-
mentation) of this convexification was a passivizing feedback
term. We cannot follow this idea for EI-IOP(ρ, ν) systems
when ρ, ν < 0, as the network optimization framework is not
even defined. Moreover, diffusely-couples networks consisting
of such systems might not be stable. To overcome these
shortcomings arising with EI-IOP(ρ, ν) systems, we investi-
gate the existence of a loop transformation which results in
monotonizing the steady-state I/O relation of the agents, as
illustrated in Example 3. Thus, our goal in this paper is to find
a monotonizing procedure for the steady-state input-output
relation. We further show that the monotonizing transformation
induces a passivizing plant augmentation.
For the rest of this paper, let Σ by a EI-IOP(ρ, ν) system for
some known parameters ρ, ν, and let k be the corresponding
steady-state relation.
III. MONOTONIZATION OF I/O RELATIONS BY LINEAR
TRANSFORMATIONS: A GEOMETRIC APPROACH
Our goal is to find a monotonizing transformation T :
(u, y) 7→ (u˜, y˜) for k. Namely, we look for a linear transforma-
tion T of the form
[
u˜
y˜
]
= T
[
u
y
]
. We can use the EI-IOP(ρ, ν)
assumption to deduce some information on k.
Proposition 2. Let k be the steady-state I/O relation of
Σ, which is EI-IOP(ρ, ν). Then for any two points (u1, y1),
(u2, y2) in k, the following inequality holds:
0 ≤ −ρ(y1− y2)2 + (u1−u2)(y1− y2)− ν(u1−u2)2. (10)
Proof. Consider inequality (4) for the steady-state input-output
pair (u1, y1), and let S(x) be the corresponding storage func-
tion. The steady-state input-output pair (u2, y2) corresponds to
some steady state x2, so that (u2, x2, y2) is an (equilibrium)
trajectory of the system. Inserting this into (4), and noting
that S(x2) is a fixed number, we conclude the inequality (10)
holds.
The proposition suggests the following definition:
Definition 5. A projective quadratic inequality (PQI) is a an
inequality in the variables ξ, χ of the form
0 ≤ aξ2 + bξχ+ cχ2, (11)
for some numbers a, b, c, not all zero. The inequality is called
non-trivial if b2 − 4ac > 0. The associated solution set of the
PQI is the set of all point (ξ, χ) ∈ R2 satisfying the inequality.
By Definition 5, it is clear that (10) is a PQI. Indeed,
plugging ξ = u1 − u2 and χ = y1 − y2 and choosing a, b, c
correctly verifies this. The demand ρν < 14 is equivalent to
the non-triviality of the PQI. For example, monotonicity of
the steady-state k can be written as 0 ≤ (u1 − u2)(y1 − y2),
which can be transformed to a PQI by choosing a = c = 0 and
b = 1 in (11). Similarly, strict monotonicity can be modeled
by taking b = 1 and a ≤ 0, c < 0 or b = 1 and a < 0, c ≤ 0.
As for transformations, the linear transformation T of the
form
[
u˜
y˜
]
= T
[
u
y
]
can be written as u˜ = T11u + T12y and
y˜ = T21u+T22y, and plugging it inside (10) gives some other
PQI. More precisely, if we let f(ξ, χ) = aξ2 + bξχ + cχ2,
and T is a linear map, then T maps to PQI f(ξ, χ) ≥ 0
to f(T−1(ξ˜, χ˜)) ≥ 0. Our goal is to find a map T which
transforms an inequality of the form in Definition 5 to the PQI
which corresponds to monotonicity. Thus, we are compelled
to consider the action of the group of linear transformations
on the collection of PQIs.
LetA be the solution set of the original PQI. The connection
between the original and transformed PQI described above
shows that the solution set of the new PQI is T (A) =
{T (ξ, χ) : (ξ, χ) ∈ A}, implying we can study the effect of
linear transformations on PQIs by studying their actions on the
solution sets. The action of the group of linear transformations
on the collection of PQIs can be understood algebraically,
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Fig. 3. A double cone (in blue), and the associated symmetric section (in
solid red). The parts of S1 outside the symmetric section are presented by the
dashed red line
but we use the notion of the solution set to understand it
geometrically. We begin by giving a geometric characterization
of the solution sets.
Note 1. In this section, we abuse notation and identify the
point (cos θ, sin θ) on the unit circle S1 with the angle θ in
some segment of length 2pi.
Definition 6. A symmetric section S on the unit circle S1 ⊆
R2 is defined as the union of two closed disjoint sections that
are opposite to each other, i.e., S = B ∪ (B + pi) where B
is a closed section of angle < pi. A symmetric double-cone
is defined as A = {λs : λ > 0, s ∈ R} for some symmetric
section S.
An example of a symmetric section and the associated
symmetric double-cone can be seen in Figure 3.
Theorem 3. The solution set of any non-trivial PQI is a
symmetric double-cone. Moreover, any symmetric double-cone
is the solution set of some non-trivial PQI, which is unique
up to a multiplicative positive constant.
The proof of the theorem is available in the appendix. This
theorem presents a geometric interpretation of the steady-state
condition (10). The relation between cones and measures of
passivity is best known for static systems through the notion
of sector-bounded nonlinearities [11]. It was expanded to more
general systems in [41], and later in [42]. We consider a
different branch of this connection, focusing on the steady-
state relation rather on trajectories. In turn, it allows us to have
intuition when constructing monotonizing maps. In particular,
we have the following result.
Theorem 4. Let (ξ1, χ1) and (ξ2, χ2) be two non-colinear
solutions of a1ξ2 + ξχ+ c1χ2 = 0. Moreover, let (ξ3, χ3) and
(ξ4, χ4) be two non-colinear solutions of a2ξ2+ξχ+c2χ2 = 0.
Define
T1 =
[
ξ3 ξ4
χ3 χ4
] [
ξ1 ξ2
χ1 χ2
]−1
and T2 =
[
ξ3 −ξ4
χ3 −χ4
] [
ξ1 ξ2
χ1 χ2
]−1
.
Then one of the maps T1, T2 transforms the PQI a1ξ2 + ξχ+
c1χ
2 ≥ 0 to the PQI τa2ξ2 + τξχ + τc2χ2 ≥ 0 for some
τ > 0.
The non-colinear solutions of the equations correspond to
the straight lines forming the boundary of the symmetric
double-cone, thus can be found geometrically. Moreover,
as will be evident from the proof, knowing which one of
T1 and T2 works, is possible by checking the PQIs on
(ξ1 + ξ2, χ1 + χ2) and (ξ3 + ξ4, χ3 + χ4). Namely, if they
both satisfy or both don’t satisfy the PQIs, then T1 works,
and otherwise T2 works.
Proof. It’s enough to show that either T1 or T2 maps the
solution set of a1ξ2 + b1ξχ + c1χ2 ≥ 0 to the solution set
of a2ξ2 + b2ξχ + c2χ2 ≥ 0. Let A1 be the solution set of
the first PQI, and let A2 be the solution set of the second
PQI. We note that T1(A1) and T2(A1) are symmetric double-
cones, whose boundary is the image of the boundary of A1
under T1 and T2 respectively, i.e., they are the image of
span{(ξ1, χ1)} ∪ span{(ξ2, χ2)} under T1, T2. We note that
T1 maps (ξ1, χ1),(ξ2, χ2) to (ξ3, χ3),(ξ4, χ4) correspondingly,
and that T2 maps (ξ1, χ1),(ξ2, χ2) to (ξ3, χ3),(−ξ4,−χ4)
correspondingly. Thus, span{(ξ1, χ1)} ∪ span{(ξ2, χ2)} is
mapped by T1 and T2 to span{(ξ3, χ3)}∪ span{(ξ4, χ4)}, so
that T1(A1), T2(A1) have the same boundary as A2. As T1, T2
are homeomorphisms, they map interior points to interior
points, so it’s enough to show that some point in the interior
of A1 is mapped to a point in A2 either by T1 or by T2, or
that a point in the interior of R2 \A1 is mapped to a point in
R2 \ A2 either by T1 or by T2.
Consider the point (ξ1 + ξ2, χ1 + χ2). By non-colinearity,
this point cannot be on the boundary of A1, which is equal
to span{(ξ1, χ1)} ∪ span{(ξ2, χ2)}. Thus, it’s either in the
interior of A1 or in the interior of its complement. We assume
the prior case, as the proof for the other is similar. The point
(ξ1 + ξ2, χ1 +χ2) is mapped to (ξ3± ξ4, χ3±χ4) by T1,T2.
By non-colinearity, these points do not lie on the boundary
of A2. Moreover, the line passing through them is parallel
to span{(ξ4, χ4)} which is part of the boundary of A2, and
their average is (ξ3, χ3), which is on the boundary. Thus one
point is in the interior of A2, and one is in the interior of its
complement. This completes the proof.
Example 4. Consider the system Σ studied in Example
3, in which the steady-state input-output relation was non-
monotone. There, we saw that the system is EI-IOP(ρ, ν) with
parameters ρ = −2/3 and ν = −1/3. The corresponding
PQI is 0 ≤ 13ξ2 + ξχ + 23χ2. We use Theorem 4 to find a
monotonizing transformation. That is, we seek a transforma-
tion mapping the given PQI to the PQI defining monotonicity,
i.e., ξχ ≥ 0. We take (ξ3, χ3) = (1, 0) and (ξ4, χ4) = (0, 1),
as these are non-colinear solutions to ξχ = 0. As for the points
corresponding to the original PQI, 0 = 13ξ
2 + ξχ+ 23χ
2 can
be rewritten as 13 (ξ + χ)(ξ + 2χ) = 0. Thus we can take
(ξ1, χ1) = (2,−1) and (ξ2, χ2) = (−1, 1). It’s easy to check
that (ξ1 + χ1, ξ2 + χ2) = (1, 0) satisfies the original PQI
0 ≤ 23ξ2 + ξχ+ 13χ2, so the map T−11 , where T1 is defined as
in the Theorem 4, should monotonize the steady-state relation.
Plugging in T1, we get T1 =
[
1 0
0 1
] [
2 −1
−1 1
]−1
=
[
1 1
1 2
]
,
so that T−11 =
[
2 −1
−1 1
]
, meaning that
[
ξ
χ
]
= T−11
[
ξ˜
χ˜
]
.
Then,
0 ≤1
3
ξ2 + ξχ+
2
3
χ2
=
1
3
(2ξˆ − χˆ)2 + (2ξˆ − χˆ)(−ξˆ + χˆ) + 2
3
(−ξˆ + χˆ)2
=
(
4
3
− 2 + 2
3
)
ξˆ2 +
(
− 4
3
+ 3− 4
3
)
ξˆχˆ+
(
1
3
− 1 + 2
3
)
χˆ2
=
1
3
ξˆχˆ
7so the transformed PQI can also be written as 0 ≤ ξˆχˆ, which
corresponds to monotonicity. To get the transformed steady-
state relation, we recall that the steady-state relation of Σ
is given by the planar curve u = 2σ − σ3; y = σ3 − σ,
parameterized by a variable σ. The transformed relation is
given by:[
u˜
y˜
]
= T1
[
u
y
]
=
[
1 1
1 2
] [
2σ − σ3
σ3 − σ
]
=
[ σ
σ3
]
,
and can be modeled as y˜ = u˜3, which is a monotone relation.
The above theorem prescribes a monotonizing transforma-
tion for the relation k. Moreover, it prescribes a transformation
which forces strict monotonicity, which can be viewed as the
PQI −ρξ2 + ξχ − νχ2 ≥ 0 for some ρ, ν ≥ 0 which are not
both zero.
IV. FROM MONOTONIZATION TO
PASSIVATION AND IMPLEMENTATION
Until now, we found a map T : R2 → R2, monotonizing
the steady-state relation ki. We claim that the map T , in
fact, augments the agent Σi to be output-strictly passive with
respect to any equilibrium it has, by defining a new input and
output by
[
u˜
y˜
]
= T
[
u
y
]
.
Proposition 3. Suppose that Σ is EI-IOP(ρ, ν), and let T be
a linear map transforming the PQI ρξ2 + ξχ + νχ2 ≥ 0 to
ρ′ξ2 + ξχ + ν′χ2 ≥ 0, as built in Theorem 4. Consider the
augmented system with input and output
[
u˜
y˜
]
= T
[
u
y
]
. Then
the augmented system is EI-IOP(ρ′, ν′). In particular, if the
map T monotonizes the relation k, then it passivizes Σ.
Proof. The inequality defining EI-IOP(ρ, ν) for ρ, ν is the PQI
ρξ2+ξχ+νχ2 ≥ 0, where we put ξ = y(t)−y and χ = u(t) =
u for some trajectory (u(t), y(t)) and steady-state I/O pair
(u, y). The proposition now follows from noting that
[
ξ
χ
]
=
T−1
[
ξ˜
χ˜
]
, satisfies the PQI ρ′ξ2+ξχ+ν′χ2 ≥ 0, ξ˜ = y˜(t)− y˜
and χ˜ = u˜(t)− u˜.
The proposition shows that the monotonizing linear trans-
formation from Theorem 4 augments the plant Σ to another
plant, Σ˜, which is passive with respect to any steady-state I/O
pair it has.
Remark 4. Proposition 3, together with the previous section,
prescribes a linear transformation that passivizes the agent
with respect to all equilibria. We note that the same proce-
dure can be applied to “classical” passivity, in which one
only looks at passivity with respect to a single equilibrium.
However, our approach is entirely geometric and does no rely
on algebraic manipulations. We further show in Section VI
that, unlike [31], our approach does not demand finite-L2-
gain stability of the passive-short system Σ.
The main upshot of the geometric approach over the clas-
sical algebraic approach, besides its intuition stemming from
sector-bounded nonlinearities and geometry, is its simplicity
and generality. The algebraic approach, like the one presented
in [31], relies on a collection of inequalities between the
entries of the passivizing matrix, depending on the passivity
parameters of the original system and the desired passivity
parameters of the augmented system. Even if one shows
that these inequalities have a solution theoretically, finding a
solution can be hard, especially if the passivity parameters
of the plant are not exactly known. On the contrary, the
geometric approach relies on choosing four points by solving
two quadratic equations, as described in Theorem 4, and
checking if two specific PQIs are satisfied at specific points,
which is simpler for a computer to do.
Moreover, it is evident from the discussion above that if the
linear transformation forces k to become strictly monotone,
then the augmented agent is strictly passive. For the remainder
of this section, we show that the augmentation can be easily
implemented using standard control tools, namely gains, feed-
back and feed-through. We also wish to connect the steady-
state I/O relation of the augmented system Σ˜, denoted by λ,
to k.
In this direction, take any linear map T : R2 → R2 of the
form T =
[
a b
c d
]
, where we assume that det(T ) 6= 0. It
defines the plant augmentation of the form[
u˜
y˜
]
= T
[
u
y
]
. (12)
For simplicity of presentation, we assume that a 6= 0.3
We note that T can be written as a product of elementary
matrices, and the effect of each elementary matrix on Σi can
be easily understood. By applying each elementary transfor-
mation sequentially, the effect of their product, that is the
transformation T , can be realized. Table I summaries these
elementary transformations and their effect on the system Σ.
Following Table I, T can be written as
T =
[
a b
c d
]
= LDLCLBLA, (13)
with δA = b/a, δB = d− bac, δC = c and δD = a. The product
of these matrices can be seen as the sequential transformation
to the original system Σ, which can be understood as a loop-
transformation, illustrated in Figure 4.
Remark 5. Writing T = LDLCLBLA allows us to give a
closed form description of the transformed system. Suppose the
original system is given by x˙ = f(x, u); y = h(x). Applying
LA gives a new input v, and the augmented system x˙ =
f(x, v−δAh(x)); y = h(x). Applying LB on this system gives
x˙ = f(x, v − δAh(x)); y = δBh(x). Applying LC then gives
x˙ = f(x, v − δAh(x)); y = δBh(x) + δCv, and applying LD
finally gives x˙ = f(x, δDv − δAh(x)); y = δBh(x) + δCδDv.
Example 5. Suppose T is given by T =
[
1 0
c d
]
, or u˜ = u
and y˜ = cu + dy. The steady-state I/O relations λ and k of
the systems Σ˜ and Σ respectively, are connected as
λ(u˜) = cu˜ + dk(u˜). (14)
On the other hand, we note that[
1 0
c d
]
=
[
1 0
c 1
] [
1 0
0 d
]
= LCLB ,
3We note that by switching the names of (ξ3, χ3) and (ξ4, χ4) in Theorem
4, we switch the two columns of T . Thus we can always assume that a 6= 0,
as a = b = 0 cannot hold due to the determinant condition.
8TABLE I
ELEMENTARY MATRICES AND THEIR REALIZATIONS
Elementary
Transformation
Relation between I/O
of Σi and Σ˜i
Effect on Steady-State
Relations
Realization Effect on Integral Functions
LA =
[
1 δA
0 1
]
u˜ = u+ δAy
y˜ = y
λ−1A (y˜) = k
−1(y˜) + δAy˜ output-
feedback
Λ?(y) = K?(y) + 1
2
δAy
2
LB =
[
1 0
0 δB
]
u˜ = u
y˜ = δBy
λB(u) = δBk(u) or
λ−1B (y˜) = k
−1( 1
δB
y˜)
post-gain Λ?(y) = 1
δB
K?( 1
δB
y) or
Λ(u) = δBK(u)
LC =
[
1 0
δC 1
]
u˜ = u
y˜ = y + δCu
λC(u˜) = k(u˜) + δC u˜ input-
feedthrough
Λ(u) = K(u) + 1
2
δCu
2
LD =
[
δD 0
0 1
]
u˜ = δDu
y˜ = y
λ−1D (y) = δDk
−1(y) or
λD(u˜) = k(
1
δD
u˜)
pre-gain Λ?(y) = δDK?(y) or
Λ(u) = 1
δD
K( 1
δD
u)
Text
Fig. 4. The transformed system Σ˜ after the linear transformation T . If T =[
a b
c d
]
, then δA = b/a, δB = d− ba c, δC = c and δD = a.
as defined in Table I, with δC = c, and δB = d. Define[
u1
y1
]
=
[
1 0
0 d
] [
u
y
]
,
such that [
u˜
y˜
]
=
[
1 0
c 1
] [
u1
y1
]
.
Note that both transformations, from (u, y) to (u1, y1) and
from (u1, y1) to (u˜, y˜) are given by the elementary matrices
LB and LC , respectively. Let κ be the steady-state input-
output relation from u1 to y1. Then,
κ(u1) = dk(u1), λ(u˜) = κ(u˜) + cu˜ = dk(u˜) + cu˜,
which is the same as (14). Thus, if we write T as a product
of elementary matrices, the new I/O relation λ can be seen
as the old I/O relation k, after applying the elementary linear
transformations sequentially.
Proposition 4. Let k and λ be the steady-state I/O relations
of Σ and Σ˜, respectively, where Σ˜ is the result of applying
the transformation T in (13) on Σ, where δA = b/a, δB =
d − bac, δC = c and δD = a. Assume that κ1 is the steady-
state I/O relation for some system Σ1 : u1 7→ y1, obtained
after the transformation LA =
[
1 δA
0 1
]
on the original system
Σ. Then, the relation between λ and k is given by
λ(u˜) =
(
d− b
a
c
)
κ1
(
1
a
u˜
)
+
c
a
u˜, (15)
where the inverse of κ1 is
(κ1)
−1(y1) = k−1(y1) +
b
a
y1. (16)
Proof. Denote the steady-state I/O relations after the first,
the second, and the third elementary matrix transformations,
sequentially in (13), as κ1, κ2, κ3, corresponding to the steady-
state I/O pairs (u1, y1), (u2, yi) and (u3, y3). The transforma-
tion [
u1
y1
]
= LA
[
u
y
]
=
[
1 ba
0 1
] [
u
y
]
has the steady-state inverse I/O relation κ−11 (y1) = k
−1(y1)+
b
ay1. The second transformation[
u2
y2
]
= LB
[
u1
y1
]
=
[
1 0
0 d− bac
] [
u1
y1
]
has the steady-state I/O relation κ2(u2) = (d − bac)κ1(u2).
The third transformation[
u3
y3
]
= LC
[
u2
y2
]
=
[
1 0
c 1
] [
u2
y2
]
has steady-state I/O relation κ3(u3) = κ2(u3) + cu3. Finally,[
u˜
y˜
]
= LD
[
u3
y3
]
=
[
a 0
0 1
] [
u3
y3
]
has the steady-state I/O relation λ of Σ˜, and λ(u˜) = κ3( 1a u˜).
Substituting back for κ3 and then for κ2, we get the desired
result.
Example 6. Consider the system in Example 3. The steady-
state I/O relation λ of Σ˜ consists of all pairs (u˜, u˜3). We use
Proposition 4 to verify this result. According to Proposition 4,
for the given matrix transformation T =
[
1 1
1 2
]
, λ is given
by λ(u˜) = κ1(u˜) + u˜. After the first transformation LAF =[
1 1
0 1
]
, the steady-state I/O pairs of the system Σ1 are u1 =
u + y, and y1 = y. Substituting u = 2σ−σ3, and y = σ3−σ
as obtained in Example 3 yields u1 = σ and hence κ1(u1) =
y1 = u
3
1 − u1. This implies that κ1(u˜1) = u31 − u1, which on
substitution yields λ(u˜) = u˜3, as expected.
Corollary 1. For the conditions given in Proposition 4, if
additionally b = 0, the relation between the relations λ and
k, is given by
λ(u˜) = dk
(
1
a
u˜
)
+
c
a
u˜. (17)
One can easily verify Example 5 using Corollary 1.
Proposition 4 connects the steady-state I/O relations of the
new and the old system. In some cases,i.e., when ρ, ν ≥ 0,
we know that the original system posses an integral functions.
We can integrate the steady-state transformation, and obtain a
connection between the original and the new integral function.
9For example, integrating the steady-state equation for output-
feedback λ−1(y˜) = k−1(y˜) + δy˜ results in K?(y˜) = Λ?(y˜) +
δ
2 y˜
2, where K?,Λ? are the integral functions of k−1, λ−1
respectively. Similarly, input-feedthrough corresponds to a
quadratic term added to the integral function K of k, and
pre- and post-gain correspond to scaling the integral function.
These connections are summarized Table I.
Example 7. Consider Example 2. We saw that the steady-state
input-output relation for the system is u = k−1(y) = y3 − y,
so the corresponding integral function is K?(y) = 14y
4− 12y2.
Consider the input-output transformation T =
[
1 1
0 1
]
, which
can be written as u˜ = u+ y = u+ 3
√
x, y˜ = y, meaning that
u = − 3√x+ u˜. Thus, the augmented system Σ˜ can be realized
by the state-space model x˙ = −x + u˜, y˜ = 3√x, which has a
steady-state input-output relation of u˜ = λ−1(y˜) = y˜3, and the
corresponding integral function is Λ?(y˜) = 14 y˜
4. It is evident
that Λ?(y) = K?(y)+ 12y
2, as forecast by the discussion above
and Table I.
Up to now, we showed how to monotonize the non-
monotone relation k using a transformation, and how to
implement the monotonizing transformation, connecting the
old and new steady-state relations via a simple procedure. In
the next section, we deal with the last ingredient missing for
MEIP, namely maximality of the acquired monotone relation.
V. MAXIMALITY OF INPUT-OUTPUT RELATIONS AND THE
NETWORK OPTIMIZATION FRAMEWORK
As we saw, the map T monotonizes the steady-state relation
k, i.e., the steady-state input-output relation λ of the aug-
mented agent Σ˜ is monotone. However, it does not guarantee
that λ is maximally monotone, which is essential for the
network optimization framework. We explore a possible way
to assure that λ is maximally monotone, under which we prove
the network optimization framework. We begin by introducing
the following property of relations.
Definition 7 (Cursive Relations). A set A ⊂ R2 is called
cursive if there exists a curve α : R → R2 such that the
following conditions hold:
i) The set A is the image of α.
ii) The map α is continuous.
iii) The map α satisfies lim
|t|→∞
‖α(t)‖ =∞, where ‖ · ‖ is the
Euclidean norm.
iv) The set {t ∈ R : ∃s 6= t, α(s) = α(t)} has measure
zero.
A relation Υ is called cursive if the set {(p, q) ∈ R2 : q ∈
Υ (p)} is cursive.
Intuitively speaking, a relation is cursive if it can be
drawn on a piece of paper without lifting the pen. The third
requirement demands that the drawing will be infinite (in both
time directions), and the fourth allows the pen to cross its own
path, but forbids it from going over the same line twice. This
intuition is the reason we call these relations cursive relations.
Under the assumption that the steady-state I/O relation k of
Σ is cursive (which is usually the case in dynamical systems of
the form (1)), we prove the maximality of λ in the following
theorem.
Theorem 5. Let k and λ be the steady-state I/O relations
of the original system Σ and the transformed system Σ˜ under
the transformation T , respectively. Suppose that k is a cursive
relation and T is chosen to monotonize k as in Theorem 4.
Then,
i) λ is a maximally monotone relation, and
ii) Σ˜ is MEIP.
Moreover, if T transforms k to a strictly monotone relation,
then Σ˜ is output-strictly MEIP.
Before proving the theorem, we prove the following lemma.
Lemma 1. A cursive monotone relation Υ must be maximally
monotone.
Proof. Let AΥ ⊆ R2 be the set associated with Υ , which is
cursive by assumption. Let α be the corresponding curve. If
Υ is not maximal, then there is some point (p0, q0) /∈ AΥ so
that Υ ∪ {(p0, q0)} is a monotone relation. By monotonicity,
we find that
AΥ ⊆ {(p, q) ∈ R, (p ≥ p0 and q ≥ q0) or
(p ≤ p0 and q ≤ q0), (p, q) 6= (p0, q0)}.
The set on the right hand side has two connected components,
namely {(p, q) : p ≥ p0, q ≥ q0, (p, q) 6= (p0, q0)}
and {(p, q) : p ≤ p0, q ≤ q0, (p, q) 6= (p0, q0)}. Since
AΥ is the image of a single curve, hence connected, it is
contained in one of these connected components. Suppose,
without loss of generality, it is contained in {(p, q) : p ≥
p0, q ≥ q0, (p, q) 6= (p0, q0)}. It is clear that we can
choose the curve α(t) = (α1(t), α2(t)) so that both func-
tions α1, α2 are non-decreasing, as Υ is monotone. Thus,
we must have α1(0) ≥ limt→−∞ α1(t) ≥ p0, α2(0) ≥
limt→−∞ α2(t) ≥ q0. However, these inequalities imply that
‖α(t)‖ = √α1(t)2 + α2(t)2 remains bounded as t → −∞.
This contradicts the assumption that Υ was cursive, hence it
must be maximally monotone, which proves the claim.
We are now ready to prove Theorem 5.
Proof. By the definition of MEIP and Lemma 1, it is enough
to show that if k is cursive, then so is λ. Let Ak be the set
associated with k, and Aλ be the set associated with λ. It is
clear that (u˜, y˜) is a steady-state of Σ˜ if and only if (u, y)
is a steady-state of Σ, where these I/O pairs are related by
the transformation T . Thus, Aλ is the image of Ak under the
invertible linear map T . Since k is cursive, we let α : R→ R2
be a curve plotting Ak. We define the curve β(t) = T (α(t)).
We claim that the curve β proves that Aλ, and hence λ, is
cursive. Indeed, it is clear that Aλ is the image of β. Fur-
thermore, β is continuous as a composition of the continuous
maps T and α. The third property in Definition 7 holds as
lim|t|→∞ ||β(t)|| ≥ lim|t|→∞ σ(T )||α(t)|| = ∞, where we
use the fact that T is invertible, hence σ(T ), the minimal
singular value of T , is positive. Lastly, the fourth property in
Definition 7 holds as β(t) = β(s) if and only if α(t) = α(s),
as T is invertible. Thus, the set {t : ∃s 6= t, β(t) = β(s)}
is the same as the one for α, hence has measure zero. This
completes the proof.
Before moving to the network optimization framework, we
wonder how common are cursive relations. Obviously, all
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stable linear systems have cursive steady-state I/O relations,
as their steady-state I/O relations form a line inside R2.
We can push this further, as demonstrated by the following
proposition:
Proposition 5. Consider the system Υ governed by the ODE
x˙ = −f(x) +g(x)u, y = h(x) for some C1 smooth functions
f, g and a continuous function h such that g > 0. Assume that
the either f/g or h is strictly monotone ascending, and that
either lims→±∞ |h(s)| = ∞ or lims→±∞ |f(s)/g(s)| = ∞.
Then the system Υ has a cursive steady-state I/O relation.
Proof. In steady-state, we have x˙ = 0, thus we have
f(x) = g(x)u. Moreover, y = h(x) in steady-state. Thus
the steady-state input-output relation can be parameterized as
(f(σ)/g(σ), h(σ) for the parameter σ ∈ R. Consider the curve
α : R→ R2 defined by α(σ) = (f(σ)/g(σ), h(σ)). Then the
steady-state relation is the image of α, which is continuous.
The norm of α is equal to
√
(f(σ)/g(σ))2 + h(σ)2, so the
assumption on the limit shows that lim|t|→∞ ||α(t)|| = ∞.
Lastly, due to strict monotonicity, the curve α is an injective
map. Thus the steady-state input-output relation is cursive.
Remark 6. Note that the strict monotonicity assumption
can easily be relaxed−it shows that the curve α(t) =
(f(t)/g(t), h(t)) is injective as one of its coordinates is
an injective map, but in practice we may have a non-self-
intersecting curve which can behave very wildly in each
coordinate. Moreover, non-self-intersecting is a stronger re-
quirement then needed, we only need that the “self-intersecting
set” is of measure zero.
As we showed that cursive relations appear for a wide
class of systems, we can conclude the network optimization
framework for EI-IOP(ρ, ν) agents by Theorem 2 and Theorem
4.
Theorem 6. Consider the diffusively-coupled network
(G,Σ,Π), and suppose that the agents Σi are EI-IOP(ρi, νi)
with cursive steady-state I/O relations ki, and that the
controllers are MEIP with integral function Γe. Let J =
diag(T1, T2, . . . , T|V|) be a linear transformation, where Ti
is chosen as in Theorem 4 to so that ki becomes strictly
monotone by applying Ti. Then the transformed network
(G, Σ˜,Π) converges, and the the steady-state limits (u˜, y˜,ζ,µ)
are the minimizers of the following dual network optimization
problems:
TOPP TOFP
min
y˜,ζ
Λ?(y˜) + Γ(ζ)
s.t. E>y˜ = ζ
min
u˜,µ
Λ(u˜) + Γ?(µ)
s.t. u˜ = −Eµ
where Γ(ζ) =
∑
e∈E Γe(ζe), Λ(u) =
∑
i∈V Λi(ui), and Λi is
the integral function associated with the maximally monotone
relation λi, obtained by applying Ti to ki.
For the special cases in which the original EI-IOP(ρ, ν)
agents have integral functions, we can use the discussion
preceding Example 7, connecting the original and the aug-
mented integral functions, to prescribe (TOPP) and (TOFP)
in terms of (OPP) and (OFP), namely (TOPP) and (TOFP)
MEIP
Non-monotone
Maximally 
monotone
Non-existent
Convex
Fig. 5. Monotonization, passivation and convexification by the transformation
T . For general output-passive short systems, convexification is equivalent to
passivation. For EI-IOP(ρ, ν) systems, integral function don’t necessarily ex-
ist, so monotonization of the steady-state relation is equivalent to passivation.
can be viewed as regularized versions of (OPP) and (OFP),
where quadratic terms are added both the the agents’ integral
functions and their duals, assuming these were defined for
the original network. This is a generalization of [32] which
prescribed the quadratic correction of (OPP) when the agents
are EI-OP(ρ). The main difference in our approach than the
one in [32] is that there the network optimization framework
can always at least be defined, and convexifying it leads to
the passivizing transformation. In our case, the simultaneous
input- and output-shortage of passivity can cause the network
optimization framework to be undefined, forbidding us from
trying to convexify it. Instead, we resort to monotonizing
the steady-state relation, which in turn induces a passivizing
transformation. This approach can be seen pictorially in Figure
5. In particular, we conclude by stating the main result of [32]
and providing a proof using the methods introduced here.
Corollary 2. Consider the diffusively-coupled network
(G,Σ,Π), and suppose that the agents have cursive steady-
state I/O relations ki, and that the controllers are MEIP with
integral function Γe. Let J = diag(T1, T2, . . . , T|V|) be as in
Theorem 6.
i) Suppose that the agents Σi are EI-OP(ρi), and that the
relations k−1i have integral functions K
?
i . Then we can
take Ti =
[
1 βi
0 1
]
for any βi > −ρi, and the cost
function of (TOPP) is K?(y) + Γ(ζ) + 12y
>diag(β)y,
where K?(y) =
∑
i∈VK
?
i (yi).
ii) Suppose that the agents Σi are EI-IP(νi), and that the
relations ki have integral functions Ki. Then we can take
Ti =
[
1 0
βi 1
]
for any βi > −ρi, and the cost function of
(TOPP) is K(u)+Γ?(µ)+ 12u
>diag(β)u, where K(y) =∑
i∈VKi(ui).
Proof. We only prove the first case, as the proof second
case is completely analogous. Each agent is EI-OP(ρi), so
that the associated PQI is given by 0 ≤ ξχ − ρiχ2. We
take any βi > −ρi and look for some Ti which transforms
this PQI into 0 ≤ ξχ − (ρi + βi)χ2, which implies strict
monotonicity. We build Ti according to Theorem 4, taking
(ξ1, χ1) = (1, 0), (ξ2, χ2) = (ρi, 1), (ξ3, χ3) = (1, 0) and
(ξ4, χ4) = (ρi + βi, 1). We note that (ξ1 + χ1, ξ2 + χ2) =
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(1 + ρi, 1) satisfies
χξ − ρiχ2 = 1 + ρi − ρi = 1 ≥ 0
meaning that (ξ1+χ1, ξ2+χ2) satisfies the first PQI. Similarly,
(ξ3 +χ3, ξ4 +χ4) satisfies the second PQI. Thus, we can take
Ti as:
Ti =
[
ξ3 ξ4
χ3 χ4
] [
ξ1 ξ2
χ1 χ2
]−1
=
[
1 ρi + βi
0 1
] [
1 ρi
0 1
]−1
=
[
1 βi
0 1
]
,
which proves the first part. As for the second part, Table I im-
plies that the steady-state relation λi of the augmented system
is given by λ−1i (yi) = k
−1
i (yi)+βiyi. Integrating this equation
with respect to yi gives that Λ?i (yi) = K
?
i (yi)+
1
2βiy
2
i . Using
K?(y) =
∑
i∈VK
?
i (yi) and Λ
?(y) =
∑
i∈V Λ
?
i (yi) gives that
Λ?(y) = K?(y) + 12y
>diag(β)y, completing the proof.
VI. DISCUSSION
In this paper, we sought for a transformation monotonizing
the steady-state I/O relation, and showed that this transfor-
mation passivizes the agent. A similar transformation-based
passivation approach was addressed in [31]. However, our
approach has three meaningful differences from [31]. First, we
find the passivizing transformation using geometric methods,
and understand the monotonization process as actions on
R2 that force one set into another, rather than algebraically,
building a matrix whose components satisfy certain equali-
ties and inequalities. Second, we consider the equilibrium-
independent aspect of the passivity, which is essential for limit-
free verification of convergence. Third, unlike [31], we do not
assume that the original system has finite L2-gain, but instead
rely on general shortage of passivity. In fact, finite L2-gain
systems are passive-short, but the converse is false. We prove
the latter statement, but first recall the definition of a finite-
L2-gain system.
Definition 8. The system Σ : u 7→ y has finite-L2-gain β
with respect to the steady-state I/O pair (u, y) if there exists
a storage function S such that:
S˙ ≤ −(y − y)>(u− u) + β2(u− u)>(u− u). (20)
Theorem 7. Let Σ : u 7→ y be any finite L2-gain system with
gain of β with respect to the steady-state input-output pair
(u, y). Then Σ is passive short with respect to (u, y), in the
sense of Definition 4, for
ν = −g(β) < 0, ρ ≤ −
(
1 +
1
4(g(β) + β2)
)
,
where g(β) is any positive function of β.
Proof. By definition, there exists a storage function S(x) > 0
such that
S˙(x) ≤
[
u− u
y − y
]> [−β2 0
0 1
] [
u− u
y − y
]
.
On the other hand, it follows from Definition 4 that Σ is EI-
IOP(ρ, ν) if there exists a storage function S¯(x) > 0 such
that
˙¯S(x) ≤
[
(u− u)
(y − y)
]> [−ν 12
1
2 −ρ
] [
(u− u)
(y − y)
]
for some ρ < 0 and ν < 0. If we can show the existence of
ρ < 0, ν < 0 such that[−ν 12
1
2 −ρ
]
≥
[−β2 0
0 1
]
,
where the inequality is in the sense of the difference being
positive definite, then we can choose S¯(x) = S(x), and the
result follows. Indeed, we need to show that[−ν + β2 12
1
2 −ρ− 1
]
≥ 0.
It is sufficient to show that both the upper left element −ν+β2
and the determinant are positive. Since ν < 0, it is clear that
−ν + β2 > 0. As for the determinant, we have
det
[−ν + β2 12
1
2 −ρ− 1
]
= (−ν + β2)(−ρ− 1)− 1
4
.
Assigning ν = −g(β) < 0 (where g(β) is any positive
function β), one can see that
det
[−ν + β2 12
1
2 −ρ− 1
]
≥ 0
if ρ ≤ −
(
1 + 14(g(β)+β2)
)
, which proves the claim.
Remark 7. One can easily check that the above result is
not true in the opposite direction, that is, if the system Σ
is EI-IOP(ρ, ν) for some ρ, ν, it does not necessarily have
a finite L2-gain. This is because the 2 × 2 matrix above
cannot be negative semi-definite as −ρ + β2 > 0. See also
the example following this remark. Thus, the consideration of
weakly passive systems is more general when compared to
finite L2-gain systems as in [31].
Example 8. Consider the (SISO) linear system Σ : x˙ = x +
u; y = x. One can easily verify using the storage function
S(x) = 12 (x − x2) that this system is EI-OP(ρ) for ρ = −1.
This system does not have a finite L2-gain and is even not
L2-stable. Indeed, if we apply an input signal of the form
u(t) =
{
1 t < 1
0 t ≥ 1 , then the output is given via the following
convolution integral
y(t) =
∫ t
0
et−τu(τ)dτ =
∫ 1
0
et−τdτ = (e− 1)et−1,
which is not even bounded and therefore y(t) /∈ L2, even
though the input u(t) ∈ L2. Thus, the system Σ is EI-OPS,
but does not have finite L2-gain.
VII. AN EXAMPLE
This section presents an example to illustrate the theoret-
ical results proposed in this paper. We consider a class of
networked nonlinear gradient systems, described by
Σi : x˙i = −∂U(xi)
∂xi
+ ui; yi = xi, i = 1, . . . , |V|, (21)
where the inputs ui are given by
ui = G
∑
j∈Ni
(xj − xi), i = . . . , |V|, (22)
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Fig. 6. Steady-state relations and the associated integral function of the EIPS system Σi. Both ki and k−1i are cursive but non-monotone and the dual integral
function K?i is non-convex.
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Fig. 7. Steady-state I/O relations of the transformed system Σ˜i. Both the
relations are maximally monotone.
where G > 0 is the controller gain, Ni denotes the neigh-
bors of agent i, and U is a scalar potential function with
U(σ) > 0, σ 6= 0, U(0) = 0. Such classes of systems are
important because of their applications in both biological and
multi-agent systems, and is inspired from [43]. As discussed
in [43], (21) loosely describes the dynamics of a group of
bacteria performing chemotaxis (where xi is the position of
the bacteria) in response to the chemical stimulus such as
directing their movements according to the concentration of
chemicals in their environment to find food (for example,
glucose) by swimming towards the highest concentration of
food molecules. Other possible applications include vehicle
networks that must efficiently climb gradients to search for
a source by measuring its signal strength in a spatially dis-
tributed environment. Note that this is a diffusively-coupled
systems, with agents Σi and static gains G as edge controllers.
It’s easy to verify that the static controllers Πe are MEIP and
that their I/O relation γe is a straight line passing through
origin in the (ζe,µe) plane.
Let the potential U be given by U(xi) = r1(1− cosxi) +
1
2r2x
2
i , r1 > 0, r2 > 0. Thus
∂U
∂xi
= r1 sinxi + r2xi and the
Hessian is ∂
2U
∂x2i
= r1 cosxi + r2 ≥ (r2 − r1). Note that The
steady-state I/O relation ki of Σi is given by the planar curve
ui = r1 sinσ+ r2σ; yi = σ, parameterized by the variable σ.
We choose r1 = 2.5, r2 = 0.1 and note that ∂
2U
∂x2 ≥ ρI, with
ρ = (r2 − r1) = −2.4. Thus, the systems Σi are EI-OP(ρ)
for ρ = −2.4, as mentioned in Proposition 1. The steady-
state I/O relation ki is cursive but non-monotone as shown in
Figure 6(a) and the associated integral function Ki does not
exist. The inverse relation k−1i is also non-monotone as shown
in Figure 6(b), and the associated integral function K?i (yi) =
1
2r2y
2
i − r1 cos yi is non-convex as shown in Figure 6(c).
By exploiting above methodology, we passify network by
choosing an I/O transformation J , such that the conditions
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Fig. 8. Integral functions associated to steady-state I/O relations of the
transformed system Σ˜i. Both Λi and Λ?i are strictly convex and attains their
minimum at the steady-states of the network.
(a) Σ (b) Σ˜
Fig. 9. States of the systems Σ and Σ˜ in the diffusively-coupled network
interconnection in Figure 1.
in Theorem 6 are satisfied. One of such transformation is
given by J = T ⊗ I|V| with T =
[
1 2.5
0 1
]
, which can be
found using Theorem 4. The transformed network (G, Σ˜,Π),
having input u˜ = u + 2.5y and output y˜ = y , has agents
which are equilibrium-independent output-strictly passive with
passivity index ρ˜ = 0.1 > 0 (Theorem 4). The steady-state I/O
relation λi of each augmented agent Σ˜i is given by a planar
curve u˜i = r1 sinσ + (r1 + r2)σ; y˜i = σ, parameterized
by the variable σ, which is maximally monotone as shown
in Figure 7(a), and the associated integral function Λi is
strictly convex as in Figure 8(a), which we plotted using
MATLAB function “cumtrapz”. The inverse relation λ−1i is
also maximally monotone as shown in Figure 7(b), and the
associated integral function Λ?i =
1
2 (r1 + r2)y˜
2
i − r1 cos y˜i is
strictly convex as shown in Figure 8(b).
The outputs y of the systems are plotted in Figure 9 for
the above both cases. For the original systems Σ, there exist a
clustering phenomenon as shown in Figure 9(a), which does
not corresponds to the minima of the integral function K?i in
Figure 6(c). However, for the transformed systems Σ˜, one can
observe from Figure 8 that the minimum of integral functions
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Λi and Λ?i occurs at the steady-state of the transformed system
Σ˜, that is, u˜ = 0, y˜ = 0, as expected.
VIII. CONCLUSIONS
In this paper, we considered networks of equilibrium-
independent (ρ, ν)-passive systems, and constructed a network
optimization framework for their analysis. The first step was
considering their steady-state I/O relations, which are not
necessarily monotone, and monotonizing them using a linear
transformation. This was done by a geometrical understanding
of the quadratic inequalities satisfied by said steady-state I/O
relations. We later showed that this transformation actually
passivizes the agents with respect to any equilibrium, and
understood how to implement this transformation, connecting
the old steady-state I/O relation to the new one. The last
barrier from proving that the augmented agents are MEIP was
maximality of the monotonized steady-state relation, which
was tackled using the notion of cursive relations. We compared
the suggested methods to similar works, and presented a case
study demonstrating the constructed framework. Future re-
search might extend this framework to MIMO agents, and will
need to extend the geometric understanding of the quadratic
inequalities, as well as the notion of cursive relations, to
systems of higher dimensions.
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APPENDIX
The proof of Theorem 3 is given below:
Proof. Consider a PQI aξ2 + bξχ + cχ2 ≥ 0. If a = c = 0
and b 6= 0, the solution set is either the union of the first
and third quadrants, or the union of the second and fourth
quadrants (depending whether b > 0 or b < 0). Moreover, it
is a symmetric double-cone in both these cases. Thus, we can
assume that either a 6= 0 or c 6= 0. By switching the roles
of ξ and χ, we may assume, without loss of generality, that
a 6= 0. Note that if (ξ, χ) is a solution to the PQI, and λ ∈ R,
then (λξ, λχ) is also a solution to the PQI. Thus, it’s enough
to show that the intersection of the solution set with the unit
circle is a symmetric section. Writing a general point in S1 as
(cos θ, sin θ), the inequality becomes a cos2 θ+ b cos θ sin θ+
c sin2 θ ≥ 0. We assume, for a moment, that cos θ 6= 0, and
divide by cos2 θ. The inequality becomes a tan2 θ+ b tan θ+
c ≥ 0. We denote t± = −b±
√
b2−4ac
2a and consider two possible
scenarios:
• a < 0: In that case, the inequality holds only when
tan θ is between t+ and t−. As tan is a monotone
ascending function in (−pi/2, pi/2) and (pi/2, 1.5pi), and
tends to infinite values at the limits of said intervals, we
conclude that the inequality holds only when θ is inside
I1 ∪ I2, where I1, I2 are the closed intervals which are
the image of [t−, t+] under arctan(x) and arctan(x)+pi,
so that I2 = I1 + pi. Note that as a < 0, any point at
which cos θ = 0 does not satisfy the inequality. Thus the
intersection of the solution set with S1 is a symmetric
section.
• a > 0: In that case, the inequality holds only when tan θ
is outside the interval (t−, t+). Similarly to the previous
case, tan θ ∈ (t−, t+) can be written as B∪(B+pi) where
B is an open section of angle < pi. Thus its complement,
which is the intersection of the solution set with S1, is a
symmetric section.
Conversely, consider a symmetric double-cone A, and let
S = B ∪ (B + pi) be the associated symmetric section. Let
C ∪ (C + pi) be the complement of S inside S1, where C is
an open section. We first claim that cos θ 6= 0 either on B or
on C. Indeed, B ∪ C is a half-open half-circle, and the only
points at which cos θ = 0 are θ = ±pi/2. Thus, B ∪ C can
only contain one of them. Moreover, B and C are disjoint, so
at least one does not include points at which cos θ 6= 0. Now,
we consider two possible cases.
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• B (hence S) contains no points at which cos θ = 0. Then
tan maps B continuously into some interval I = [t−, t+].
Thus θ ∈ S if and only if −(tan θ−t−)(tan θ−t+) ≥ 0.
Inverting the process from the first part of the proof, we
can rewrite this as a PQI, such that the intersection of
its solution set with S1 is equal to S, meaning that its
solution set is equal to A. Non triviality follows from the
fact that t± are two distinct solutions to the associated
equation.
• C contains no points at which cos θ = 0. Then tan maps
C continuously into some interval I = (t−, t+). Thus,
θ ∈ C ∪ (C + pi) if and only if (tan θ − t−)(tan θ −
t+) < 0. Equivalently, θ ∈ S if and only if (tan θ −
t−)(tan θ− t+) ≥ 0. Inverting the process from the first
part of the proof, we can rewrite this as a PQI, such that
the intersection of its solution set with S1 is equal to S,
meaning that its solution set is equal to A. Nontriviality
follows from the fact that t± are two distinct solutions to
the associated equation.
As for uniqueness, note that if the non-trivial PQIs a1ξ2 +
b1ξχ + c1χ
2 ≥ 0 and a2ξ2 + b2ξχ + c2χ2 ≥ 0 define the
same solution set, then the equations a1ξ2 + b1ξχ+ c1χ2 = 0
and a2ξ2 + b2ξχ+ c2χ2 = 0 have the same solutions (as the
boundaries of the solution sets). In particular, for ξ = τχ, both
equations χ2(a1τ2+b1τ+c1) = 0 and χ2(a2τ2+b2τ+c2) = 0
have the same solutions. If a1 or a2 is non-zero, then dividing
by χ2, as b21 − 4a1c1 > 0 and b22 − 4a2c2 > 0, both equations
have two solutions, t−, t+. Thus, we can write:
a1τ
2 + b1τ + c1 = a1(τ − t−)(τ − t+),
a2τ
2 + b2τ + c2 = a2(τ − t−)(τ − t+).
implying the original PQIs are the same up to scalar, which
must be positive due to the direction of the inequalities. If
a1 = a2 = 0, then we must have b1, b2 6= 0, as otherwise
b21 − 4a1c1 = 0 or b22 − 4a2c2 = 0. Now, for χ = 1, we get
that the equations b1ξ + c1 = 0 and b2ξ + c2 = 0 have the
same solutions, implying that (b1, c1) and (b2, c2) are equal
up to a multiplicative scalar. As a1 = a2 = 0, we conclude
the same about the original PQIs. Moreover, the scalar has
to be positive due to the direction of the original PQIs. This
completes the proof.
