Linear logic is a new logic which was recently developed by Girard in order to provide a logical basis for the study of parallelism. It is described and investigated in Gi]. Girard's presentation of his logic is not so standard. In this paper we shall provide more standard proof systems and semantics. We shall also extend part of Girard's results by investigating the consequence relations associated with Linear Logic and by proving corresponding strong completeness theorems. Finally, we shall investigate the relation between Linear Logic and previously known systems, especially Relevance logics.
Introduction
Linear logic is a new logic which was recently developed by Girard in order to provide a logical basis for the study of parallelism. It is described and investigated in Gi]. As we shall see, it has strong connections with Relevance Logics. However, the terminology and notation used by Girard completely di ers from that used in the relevance logic literature. In the present paper we shall use the terminology and notations of the latter. The main reason for this choice is that this terminology has already been in use for many years and is well established in books and papers. Another reason is that the symbols used in the relevantists work are more convenient from the point of view of typing.
The following table can be used for translations between these two sys-tems of names and notations:
Girard Relevance logic Multiplicative Intensional; Relevant Additive Extensional Exponential Modal With (&) And (^) Plus ( ) Or (_) Entailment ( ) Entailment (!) Par ( ) Plus (+) Times ( ) 2 Proof theory
Gentzen systems and consequence relations
The proof-theoretical study of linear logic in Gi] concentrates on a Gentzentype presentation and on the notion of a Proof-net which is directly derivable from it. This Gentzen-type formulation is obtained from the system for classical logic by deleting the structural rules of contraction and weakening. However, there are many versions in the literature of the Gentzen rules for the conjunction and disjunction. In the presence of the structural rules all these versions are equivalent. When one of them is omitted they are not. Accordingly, two kinds of these connectives are available in Linear Logic (as well as in Relevance Logic):
The intensional ones (+ and ), which can be characterized as follows: In Av2] we show how the standard Gentzen-type rules for these connectives are easily derivable from this characterization. We characterize there the rules for the intensional connectives as pure (no side-conditions) and those for the extensional ones as impure. 1 The same rules, essentially, were used also by Girard. He preferred, however, to use a variant in which only one-side sequents are employed, and in which the negation connective can directly be applied only to atomic formulas (the negation of other formulas being de ned by De-Morgan rules, including double-negation). 2 This is convenient for introducing the proof-nets that he has invented as an economical tool for developing Gentzen-type proofs in which only the active formulas in an application of a rule are displayed. For the purposes of the present paper it is better however to use the more usual presentation.
Girard noted in Gi] that he had given absolutely no meaning to the concept of a \linear logical theory" (or any kind of an associated consequence relation). Hence the completeness theorem he gave in his paper is of the weak kind. It is one of our main goals here to remedy this. For this we can employ two methods that are traditionally used for associating a consequence relation with a Gentzen-type formalism. In classical and intuitionistic logics the two methods de ne the same consequence relation. In Linear Logic they give rise to two di erent ones: In what follows we shall use both consequence relations. We start by developing a natural deduction presentation for the rst and a Hilbert-type presentation for the second. exactly the same multi-set of assumptions (condition (*)). Moreover, the shared hypothesis are considered as appearing once, although they seem to occur twice. 4 . For _E lim we have the side condition that apart from the discharged A and B the two C`s should depend on the same multiset of assumptions ((**)). Again, the shared hypothesis are considered as appearing once.
Natural deduction for Linear Logic
5. The elimination rule for t might look strange for one who is accustomed to usual N.D. systems. One should then realize that the premiss A and the conclusion A might di er in the multiset of assumptions on which they depend! Notes: 
Obviously the rst part of this procedure is the more di cult one. This is especially true when a non-standard logic is treated. Accordingly, we start by formulating some intuitive versions of the deduction theorem: As we said above, these are intuitive formulations. They involved references to \the number of times (an occurrence of) a formula is used in a given proof". This notion can be made precise, but it easier (and more illuminating) to take the di erent versions as referring to stricter and stricter notions of a \proof".
In the following assume Hilbert-type systems with M.P as the only rule of inference:
A Classical (or intuitionistic) proof is a sequence (or directed graph) of formulas such that each formula in it is either an axiom of the system , or an assumption, or follows from previous ones by M.P..
A S-strict (M-strict) proof is a classical proof in which every (occurrence of a) formula other than the last is used at least once as a premiss of M.P..
A linear proof is a classical proof in which every occurrence of formula other than the last is used exactly once as a premiss of M.P..
Examples:
A classical but not strict proof of A from fA; Bg:
1. B (ass.).
A (ass.).
S-strict proof which is not M-strict: multisets). The last example above indicates that with enough axioms, every classical proof can be converted into a linear one. What is really important concerning each notion of a proof is (therefore) to nd a minimal system for which the corresponding deduction theorem obtains (with the obvious correspondence between the various notions of a proof and the various notions of the deduction theorem). Accordingly Note. The names I; B; C; S; W and K are taken from combinatory logic. It is well known that H ! corresponds to the typed -calculus (which in turn, can be de ned in terms of the combinators K and S) while R ! corresponds to the typed I-calculus. HL ! may be described as corresponding to \Lin-ear -calculus", based on the combinators I; B and C. It is not di cult also to directly translate the notion of a \Linear proof" into a corresponding notion of a \Linear -term".
Once we have the system HL ! at our disposal we can produce a Hilberttype formulation of the intensional fragment of Linear logic exactly as described above. All we have to do is to add to HL ! the axioms:
We call the system which corresponds to the f!; ; ; Note: The last theorem provides alternative characterizations for the external and internal consequence relations which correspond to the intensional (mulplicative) fragment of Linear Logic. While those which were given in 2.1 are rather general, the one given here for the internal consequence relation is peculiar to linear logic. As a matter of fact, one can de ne a corresponding notion of a linear consequence relation for every Hilbert-type system. What is remarkable here is that for the present fragment the linear and the internal consequence relations are identical. (The internal consequence relation was de ned in 2.1 relative to gentzen-type systems. It can independently be de ned also for Hilbert-type systems which have an appropriate implication connective).
The intensional fragments of the Relevance logic R (R ! and R t ! ) are obtained from R ! exactly as the corresponding fragments of Linear logic are obtained from HL ! . The corresponding (cut free) Gentzen-type formulations are obtained from those for Linear logic by adding the contraction rule (on both sides). All the facts that we have stated about the Linear systems are true (and were essentially known long ago) also for these fragments of R, provided we substitute \M-strict" for \Linear". Similarly, if we add to RMI ! the axioms N1-N2 (and if desired also 1 and 2) we get RMI ! .
This system corresponds to the Gentzen-type system in which also the converse of contraction is allowed, so the two sides of a sequent can be taken as sets of formulas. However, exactly as the addition of N1 and N2 to H ! is not a conservative extension, so RMI ! is not a conservative extension of RMI ! . Moreover, the addition of t1 and t2 to RMI ! is not a conservative extension of the latter either, so RMI t ! is signi cantly stronger than RMI ! . (For more details see, e.g., Av3]).
The extensional fragment
The method of the previous section works nicely for the intensional (multiplicative) fragment of Linear Logic. It cannot be applied as it is to the other fragments, though. The problem is well known to relevant logicians and is best exempli ed by the extensional (additive) conjunction. If we follow the procedure of the previous section we should add to HL m the following three Once we incorporate^we can introduce _ either as a de ned connective or by some analogous axioms (see below). The extensional constants T and 0 can then easily be introduced as well.
The above procedure provides a Hibert-type system HL with has exactly the same theorems as the corresponding fragment of Linear Logic. Moreover, it is not di cult to prove also the following stronger result:
Theorem: T`H L A (in the ordinary, classical sense) i T`L L A. 9 9 The various propositional constants are optional for this theorem. The use of t in every particular case can be replaced by the use of a theorem of the form: (A1 ! A1)^: : :^(An ! An).
If we try to characterize also the internal consequence relation in terms of HL we run into a new di culty: The natural extension of the notion of a \Linear proof" (a notion which works so nicely and was so natural in the intensional case!) fails to apply (as it is) when the extensionals are added. Although it is possible to extend it in a less intuitive way, it is easier to directly characterize a new \Linear consequence relation". For this we just need to add one clause to the characterization which was given above for the previous case:
If ?`A and ?`B then ?`A^B. Denote by`H L Kl the resulting consequence relation. It is easy to prove that the deduction theorem for ! obtains relative to it and that it is in fact equivalent to`L L Kl .
An example: (A ! B)^(A ! C) ! A ! (B^C) is a theorem of linear logic. Hence by the linear deduction theorem we should have:
Below there is a proof of this fact. It is important to realize that this is not a linear proof according to the simple-minded concept of linearity which we use for HL ! and HL m , but it is a \linear proof" in the sense de ned by the above \linear consequence relation" of HL. 9. B^C (7, 8 Adj.) For the reader's convenience we display now:
The full system HL.
Axioms: 
Notes:
If`L has all the needed internal connectives 11 (as`l LL does) then every sequent ?` is equivalent to one of the form A`B.
It is important to note that the various notions of completeness depend on`L, the consequence relation which we take as corresponding to L. 10 The most known systems of relevance logic include as an axiom the distribution of over _. As a result they are undecidable (see Ur]) and lack cut-free Gentzen-type formulation.
11
See Av2] for the meaning of this. It is easy now to formulate and prove completeness theorems as above for the full intensional fragment of Linear Logic (including the propositional constants) relative to relevant disjunction monoids. Since this fragment is a strongly conservative extension of that treated above, these completeness results will hold also for the more restricted fragment. It is worth noting also that in relevant disjunction monoids condition (D. In order to get a similar characterization for the full propositional fragment of Linear logic we have to deal with Lattices rather than just posets. The operations of g.l.b and l.u.b provide then an obvious interpretation for the extensional (\additive") connectives _ and^. All other de nitions and conditions remain the same. (This is a standard procedure in a semantical research on relevance logics). Completeness theorems analogous to those presented above can then be formulated and similarly proved. (If we wish to incorporate also Girard's > and 0 then the lattices should include maximal and minimal elements.)
Again, the standard way of characterizing linear predicate calculus is to work with complete rather than ordinary lattices. We can then de ne :
(Where is the domain of quanti cation).
From now on it will be more convenient to take instead of + as primitive and to reformulate the varios de nitions accordingly. (The two operations are de nable from one another by DeMorgan's connections). Our last observation leads us accordingly to consider the following structures (which will be shown to be equivalent to Girard's \phase spaces"):
Girard structures: These are structures < D; ; ; > s.t:
1. < D; > is a complete lattice. 2. is an involution on < D; >. 3 . is a commutative, associative, order-preserving operation on D with an identity element t.
a b i a b f (f = t).
Note: If we demand: a a a we get Dunn`s algebraic semantic for QR.
The embedding theorem: Let D=< D; ; ; ; t > be a basic relevant disjunction structure with identity t such that faja tg is a truth-subset. An example: Take R to be , where < I; > is a poset, and take C to be +. We get (for X I; x 2 I):
X =set of upper bounds of X X + =set of lower bounds of X C(fxg) = fxg + = fyjy xg. It is easy to check then that x ! fxg + is an embedding of (I; ) in the complete lattice of closed subsets of I. This embedding preserves all existing suprema and in ma of subsets of I. (I is dense, in fact, in this lattice.) Moreover, if is an involution on < I; > then by de ning: X = f yj y 2 X g we get an involution on this complete lattice which is an extension of the original involution.
Proof of the embedding theorem: It is straightforward to check that the combination of the constructions described in the last example with the standard way to extend which was described above (applied to relevant disjunction structures with identity) su ces for the embedding theorem.
Another use of the method of Galois connections is the following:
Girard`s construction (The \phase semantics"): We start with a triple < P; ; ?>, where P is a set (the set of \phases",) ? P and is an associative, commutative operation on P with an identity element. 
2A
Again we see that the added axioms and rules for the Hilbert-type system naturally divided into two: the rst two axioms are instances of the schemes that one needs to add to the implicational fragment of Linear Logic in order to get the corresponding fragment of the intuitionistic calculus. The other axioms and rules are exactly what one adds to classical propositional calculus in order to get the modal S4. The main property of the resulting system is given in the following:
Modal deduction theorem: For every theory T and formulas A; B we have:
The same is true for all the systems which are obtained from the various fragments studied above by the addition of the above axioms and rule for the 2.
The proof of this theorem is by a standard induction. It is also easily seen that except for W2 the provability of the other axioms and the derivability of 2A from A are all consequences of the modal deduction theorem.
Notes:
1. It is important again to emphasize that the last theorem is true for the external consequence relation.
2. The deduction theorem for HL 2 is identical to the deduction theorem for the pure consequence relation de ned by S4 (in which Nec is taken as a rule of derivation, not only as a rule of proof). 17 S4 may be characterized as the minimal modal system for which this deduction theorem obtains. 18 
Semantics
From an algebraic point of view the most natural way to extend a Girard structure (and also the other structures which were considered in the previous section) in order to get a semantics for the modal operators is to add to the structure an operation B, corresponding to the 2, with the needed properties. Accordingly we de ne:
De nition: A modal Girard structure is a Girard structure equipped with 
