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MINIMAL MASS BLOW-UP SOLUTIONS FOR NONLINEAR SCHRO¨DINGER EQUATIONS
WITH A POTENTIAL
NAOKI MATSUI
Abstract. We consider the following nonlinear Schro¨dinger equation with a potential:
i
∂u
∂t
+∆u+ |u|
4
N u− V u = 0
in RN . If an initial value u0 has subcritical mass (‖u0‖2 < ‖Q‖2), then the corresponding solution is global, where
Q is the ground state of the mass-critical problem (V = 0). We studied the existence of an initial value with critical
mass (‖u0‖2 = ‖Q‖2) for which the corresponding solution blows up. A previous study demonstrated the existence
of an initial value for which the corresponding solution blows up when N = 1 or 2. In this work, without any
restrictions on the number of dimensions N , we construct a critical-mass initial value for which the corresponding
solution blows up in finite time and derive its blow-up rate.
1. Introduction
We consider the following nonlinear Schro¨dinger equation with a potential:
(NLS)

 i
∂u
∂t
+∆u+ |u| 4N u− V u = 0,
u(t0) = u0
in RN . For p1 and p2 such that
pj ≥ 1 and pj > N
2
,(1)
if
V ∈ Lp1(RN ) + Lp2(RN ),(2)
then (NLS) is locally well-posed. This means that for any u0 ∈ H1(RN ), there is a unique maximal solution
u ∈ C1((−T∗, T ∗), H−1(RN )) ∩ C((−T∗, T ∗), H1(RN )), and the mass (i.e., L2-norm) and energy E of the solution
are conserved, where
E(u) :=
1
2
‖∇u‖22 −
1
2 + 4
N
‖u‖2+ 4N
2+ 4
N
+
1
2
∫
RN
V (x) |u(x)|2 dx.
Furthermore, there is a blow-up alternative
T ∗ <∞ ⇒ lim
tրT∗
‖∇u(t)‖22 =∞.
In this study, we investigated the conditions for a potential V with a minimal-mass blow-up solution.
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1.1. Case: V is a constant. First, we describe the results in the case where V is a constant. For uV , which is a
solution for (NLS), we define uV 7→ u(t, x) := uV (t, x)eiV t. Then, u is a solution of (NLS) with V = 0. Therefore,
we can assume that V = 0.
According to a classical variational argument ([13]), there is a unique classical solution of
−∆Q+Q− |Q| 4N Q = 0, Q ∈ H1(RN ), Q > 0, Q is radial
(see [2, 4]) called the ground state. For u ∈ H1(RN ), if ‖u‖2 = ‖Q‖2 (‖u‖2 < ‖Q‖2, ‖u‖2 > ‖Q‖2), we say that u
has a critical mass (subcritical mass, supercritical mass, respectively). For Ecrit, which is the energy when V = 0,
Ecrit(Q) = 0 holds and Q becomes the optimal constant for the Gagliardo-Nirenberg inequality such that
‖u‖2+ 4N
2+ 4
N
≤
(
1 +
2
N
)( ‖u‖2
‖Q‖2
) 4
N
‖∇u‖22 .
Therefore, for any u ∈ H1(RN ),
Ecrit(u) =
1
2
‖∇u‖22 −
1
2 + 4
N
‖u‖2+ 4N
2+ 4
N
≥ 1
2
‖∇u‖22
(
1−
( ‖u‖2
‖Q‖2
) 4
N
)
.
If an initial value of (NLS) has a subcritical mass, then this result indicates that the corresponding solution is global
and bounded.
In contrast, for a critical mass, we define
S(t, x) :=
1
|t|N2
Q
(x
t
)
e−
i
t ei
|x|2
4t ,
which is the solitary wave solution u(t, x) = Q(x)eit applied by the pseudo-conformal transformation
u(t, x) 7→ 1
|t|N2
u
(
−1
t
,±x
t
)
ei
|x|2
4t .
Then, S is also a solution of (NLS) and
‖S(t)‖2 = ‖Q‖2 , ‖∇S(t)‖2 ∼
1
|t| (tր 0),
meaning S is a minimal-mass blow-up solution. Furthermore, up to symmetry, the only critical-mass finite blow-up
solution for (NLS) is S ([6]).
Regarding supercritical mass, there is a solution for (NLS) such that
‖∇u(t)‖2 ∼
√
log
∣∣log |T ∗ − t|∣∣
T ∗ − t (tր T
∗)
([8, 9]).
1.2. Case: Critical-mass blow-up solution (Main result). For a potential V , we assume the following:
pj ≥ 2 and pj > N
2
,(3)
V ∈ (Lp1(RN ) + Lp2(RN )) ∩ C1(RN ),(4)
V is radial,(5)
rj ≥ 2 and rj > N,(6) (
∂
∂x
)α
V ∈ Lr1(RN ) + Lr2(RN ) (|α| = 1),(7)
r′j ≥ 2 and r′j >
N
2
,(8) (
∂
∂x
)α
V ∈ Lr′1(RN ) + Lr′2(RN ) (|α| = 2).(9)
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Theorem 1.1 (Existence of a minimal-mass blow-up solution). For a potential V , we assume that (3) to (9) hold.
Then, there is a t0 < 0 and a critical mass radial initial value u(t0) ∈ H1(RN ) such that the corresponding solution
u for (NLS) blows up at T ∗ = 0 with a blow-up rate of
‖∇u(t)‖2 =
‖∇Q‖+ otր0(1)
|t| .
In contrast, assuming that V satisfies (1) and (2), if an initial value has subcritical mass, then the corresponding
solution for (NLS) is global and bounded. This can be proved classically.
1.3. Outline of proof. We will now outline the proof for the main result described above.
In Section 2, we describe some basic statements that are used in the proof of the main result.
In Section 3, we introduce the ‘decomposition’ of functions.
From Section 4 to Section 8, we prove the main result using the technique described in [5].
In Section 4, we set an initial value and decompose the corresponding solution for (NLS) into a core part and
remainder part. By rescaling the time variable, we consider an equation for the remainder part in rescaled time
and estimate the modulation equations of the parameters for decomposition.
In Section 5, by leveraging the coercivity of the linearised Schro¨dinger operator, we estimate the energy of the
remainder part.
In Section 6, by using bootstrapping, we justify the arguments in Sections 5 and 6.
In Section 7, we restore the time variable.
In Section 8, we complete the proof of the main result.
1.4. Previous results. The work by Banica-Carles-Duyckaerts [1] presented the following result for
(INLS)

 i
∂u
∂t
+∆u+ g|u| 4N u− V u = 0,
u(0) = u0.
Theorem 1.2 ([1]). Let N = 1 or 2, V ∈ C2(RN ,R), and g ∈ C4(RN ,R). Additionally, let ( ∂
∂x
)β
V ∈
L∞(RN ) (|β| ≤ 2), ( ∂
∂x
)β
g ∈ L∞(RN ) (|β| ≤ 4), and
g(0) = 1,
∂g
∂xj
(0) =
∂2g
∂xj∂xk
(0) = 0 (1 ≤ j, k ≤ N).
Then, there is a blow-up solution u for (INLS) such that
‖u‖2 = ‖Q‖2, ‖∇u(t)‖2 ∼ 1
t
(tց 0).
Regarding unbounded potentials, if V = E · x for E ∈ RN ([12]) or V (x) = ω|x|2 for ω ∈ R ([11]), then there is
a finite-time blow-up solution with critical mass with a rate of |t|−1.
Next, we introduce the result of [5] for
(DPNLS)

 i
∂u
∂t
+∆u+ |u| 4N u+ ǫ|u|p−1u = 0,
u(0) = u0.
Theorem 1.3 ([5]). Let N = 1, 2, 3, 1 < p < 1 + 4
N
, and ǫ = 1. Then, for any energy level E0 ∈ R, there is a t0
and radially symmetric initial value u0(t0) ∈ H1(RN ) with
‖u(t)‖2 = ‖Q‖2, E(u(t0)) = E0
such that the corresponding solution u for (DPNLS) blows up at T ∗ = 0 with a blow-up rate of
‖∇u(t)‖2 = C(p) + otր0(t)|t|σ ,
where σ = 44+N(p−1) and C(p) > 0.
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1.5. Comments regarding the main result. We present some comments regarding the main result below.
We compare the main result to Theorem 1.2 with g = 1. In terms of dimensions, the main result has no
restrictions. Based on the lack of regularity of the nonlinearity |u| 4N u, Theorem 1.2 must satisfy the condition of
N = 1 or 2 (in [1], it was claimed that the argument of [1] should work for dimensions of N ≥ 3). Although
the main result is not unaffected by a lack of regularity, we have successfully resolved this issue by leveraging
the properties of the ground state. Regarding potentials, the main result provides radial imposition, but requires
loose differentiability and integrability. Indeed, V ∈ C1rad(RN ) ∩W 2,∞(RN ) satisfies our assumptions. Because the
blow-up rates of both results coincide, the main result is valid. We believe that it is difficult to further loosen the
differentiability and integrability.
We do not investigate the uniqueness of blow-up rates. If a blow-up rate is unique, then the main result suggests
that the effects of the infinite behaviour of a potential are small in terms of the blow-up rate. For more general
potentials, because V ∈ C∞c (RN ) satisfies our assumptions, the approximation of potentials may not work for
the derivation of blow-up rates in potential-type problems. Because (3) is required to improve the properties of
solutions, we believe that excluding (3) is difficult according to the comments presented above.
Considering Sobolev’s embedding and (7), V seems to be bounded. However, we do not investigate the bound-
edness of potentials that satisfy assumptions (3) to (9).
We compare the techniques used in the main result to those presented in [5]. The authors of [5] used approxima-
tion to estimate a weighted L2-norm, but we believe that this method is lacking. Therefore, the form and energy
of the remainder part are modified in our formulation. Furthermore, the authors of [5] stated that (DPNLS) is well
posed in Hs for some s ∈ [0, 1). However, it is non-obvious that (NLS) is well-posed in Hs. Therefore, by using
lemma C.2, rather than proving well-posedness in Hs, we can provide a simpler and more generalisable proof.
1.6. Notations. Unless otherwise noted, we define
(u, v)2 := ℜ
∫
RN
u(x)v(x)dx, ‖u‖p :=
(∫
RN
|u(x)|pdx
) 1
p
, f(z) := |z| 4N z, F (z) := 1
2 + 4
N
|z|2+ 4N .
By identifying C with R2, we denote the differentials of the functions df and dF . Specifically, we define
Λ :=
N
2
+ x · ∇, L+ := −∆+ 1−
(
1 +
4
N
)
Q
4
N , L− := −∆+ 1−Q 4N .
Then,
L−Q = 0, L+ (ΛQ) = −2Q, L−
(| · |2Q) = 4ΛQ, L+ρ = | · |2Q
holds, where ρ is the unique radial Schwartz solution of L+ρ = | · |2Q. Furthermore, there is a µ > 0 such that
∀u ∈ H1rad(RN ), (L+ℜu,ℜu)2 + (L−ℑu,ℑu)2 ≥ µ ‖u‖2H1 −
1
µ
(
(ℜu,Q)22 + (ℜu, | · |2Q)22 + (ℑu, ρ)22
)
(e.g., see [7, 8, 10, 14]). We introduce
Σm :=
{
u ∈ Hm (RN) ∣∣ | · |mu ∈ L2 (RN)} .
2. Preliminaries
We provide the following statements regarding notations.
Proposition 2.1. For any α ∈ NN , there is a constant Cα > 0 such that
∣∣∣( ∂∂x)αQ∣∣∣ ≤ CαQ (Appendix B). Similarly,∣∣∣( ∂∂x)α ρ∣∣∣ ≤ Cα(1 + | · |)καQ holds (e.g., [5]).
Lemma 2.2. For the ground state Q,
(Q, ρ)2 =
1
2
∥∥| · |2Q∥∥2
2
holds.
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Lemma 2.3. For an appropriate function w,(| · |2w,Λw)
2
= −∥∥| · |w∥∥2
2
, (w,Λw)2 = 0, (−∆w,Λw)2 =
∥∥∇w∥∥2
2
holds.
Lemma 2.4 (Properties of F and f). For F and f ,
∂F
∂ℜ = ℜf,
∂F
∂ℑ = ℑf,
∂ℜf
∂ℑ =
∂ℑf
∂ℜ ,
∂
∂s
F (z(s)) = f(z(s)) · ∂z
∂s
= ℜ
(
f(z(s))
∂z
∂s
)
,
dF (z)(w) = f(z) · w = ℜ (f(z)w) ,
df(z)(w1) · w2 = df(z)(w2) · w1,
∂
∂s
dF (z(s))(w(s)) = df(z(s))(w(s)) · ∂z
∂s
+ f(z(s)) · ∂w
∂s
,
∂
∂w
∫
RN
(F (z(x) + w(x)) − F (z(x))− dF (z(x))(w(x))) dx = f(z + w) − f(z),
L+ (ℜZ) + iL− (ℑZ) = −∆Z + Z − df(Q)(Z)
holds. When identifying C with R2, · is the inner product of R2.
In this paper, we proceed using a simplified version of the technique presented in [5]. We can assume that
V (0) = 0 (see Section 1.1).
Proposition 2.5 (Estimate of an error term). Let λ be defined such that 0 < λ ≪ 1. Then, we define Ψ(y) :=
λ2V (λy)Q(y) and κ := min
{
1− N
rj
, 2− N
r′
j′
∣∣∣∣ j, j′ = 1, 2
}
. Therefore, there exists a sufficiently small constant
ǫ′ > 0 such that ∥∥∥eǫ′|·|Ψ∥∥∥
2
+
∥∥∥eǫ′|·|∇Ψ∥∥∥
2
≤ Cλ2+κ
holds. Additionally, ∥∥∥eǫ′|·|Ψ∥∥∥
H1
≤ Cλ2+κ.
proof. By using Taylor expansion, we can write
V (λy) =
∑
|α|=1
Rα(λy)(λy)
α, Rα(λy) :=
∫ 1
0
((
∂
∂x
)α
V
)
(τλy)dτ.
Therefore,
|Ψ(y)| ≤ λ3|y|
∑
|α|=1
|Rα(λy)|Q(y),
|∇Ψ(y)| ≤ C
∑
|α|=1
(
λ3(1 + |y|)|Rα(λy)|Q(y) + λ4|y|Q(y)
∫ 1
0
τ
∣∣∣∣
(
∇
(
∂
∂x
)α
V
)
(τλy)
∣∣∣∣ dτ
)
.
Let
(
∂
∂x
)α
V =
∑2
j=1 Vα,j (Vα,j ∈ Lrj (RN )) based on (7). Based on the exponential decay of Q (Theorem 8.1.1 in
[3]), there is a sufficiently small constant ǫ′ > 0 such that∥∥∥∥eǫ′|·|
((
∂
∂x
)α
V
)
(τλ·)| · |Q
∥∥∥∥
2
≤ C
2∑
j=1
τ
− N
rj λ
− N
rj ‖Vα,j‖rj .
Consequently, ∥∥∥eǫ′|·|Ψ∥∥∥
2
≤ Cλ2+κ
2∑
j=1
∫ 1
0
τ
− N
rj dτ ≤ Cλ2+κ.
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Similarly, ∥∥∥eǫ′|·|∇Ψ∥∥∥
2
≤ Cλ2+κ + Cλ2+κ
2∑
j=1
∫ 1
0
τ
1− N
rj dτ ≤ Cλ2+κ.

3. Decomposition of functions
Lemma 3.1 (Decomposition). There are constants λ, b, γ > 0 such that the following logic holds.
Let I be an interval, let δ > 0 be sufficiently small, and let u ∈ C(I,H1(RN )) ∩ C1(I,H−1(RN )) satisfy that
there are functions λ ∈Map(I, (0,∞)) and γ ∈ Map(I,R) such that
∀ t ∈ I,
∥∥∥λ(t)N2 u(t, λ(t)·)eiγ(t) −Q∥∥∥
H1
< δ.
Then, (given γ˜(0)) there are unique functions λ˜ ∈ C1(I, (0,∞)) and b˜, γ˜ ∈ C1(I,R) that are independent of λ and
γ such that
u(t, x) =
1
λ˜(t)
N
2
(Q+ ε˜)
(
t,
x
λ˜(t)
)
e
−i ˜b(t)4 |x|
2
λ˜(t)2
+iγ˜(t)
,(10)
λ˜(t) ∈ (λ(t)(1 − λ), λ(t)(1 + λ)) ,
b˜(t) ∈ (−b, b),
γ˜(t) ∈
⋃
m∈Z
(−γ − γ(t) + 2mπ, γ − γ(t) + 2mπ)
holds and ε˜ satisfies the orthogonal conditions
(ε˜, iΛQ)2 =
(
ε˜, | · |2Q)
2
= (ε˜, iρ)2 = 0
in I. In particular, λ˜ and b˜ are unique within functions and γ˜ is unique within continuous functions (and is unique
within functions under modulo 2π).
A proof is provided in Appendix D.
4. Uniformity estimates for decomposition
4.1. Preparation for bootstrapping. For a t1 < 0 that is sufficiently close to 0, we define s1 := −t1−1, λ1 =
b1 = s1
−1, and γ1 = 0, and let u(t) be the solution for (NLS) with an initial value
u(t1, x) :=
1
λ1
N
2
Q
(
x
λ1
)
e
−i b14
|x|2
λ1
2 .(11)
Then, because u satisfies the assumption of Lemma 3.1 in a neighbourhood of t1, there is a decomposition
(λ˜t1 , b˜t1 , γ˜t1 , ε˜t1) such that (10) in a neighbourhood I of t1. The rescaled time st1 is defined as
st1(t) := s1 −
∫ t1
t
1
λ˜t1(τ)
2
dτ.
Therefore, we can define an inverse function st1
−1 : st1(I)→ I because st1 is monotonically increasing. Therefore,
we define tt1 := st1
−1, λt1(s) := λ˜(tt1(s)), bt1(s) := b˜(tt1(s)), γt1(s) := γ˜(tt1(s)), and εt1(s, y) := ε˜(tt1(s), y). If
not confused, the subscript t1 is omitted. In particular, it should be noted that u ∈ C((−T∗, T ∗),Σ2(RN )) and
| · |∇u ∈ C((−T∗, T ∗), L2(RN )) (see Appendix C). Furthermore, let It1 be the maximal interval such that one
can obtain a decomposition as (10) and Js1 := s (It1). Additionally, let s0 (≤ s1) be sufficiently large and let
s′ := max {s0, inf Js1}.
Let 1 < M < L ≤ 1 + κ2 , 0 < M ′ < min{L− 1,M}, and s∗ be defined as
‖ε(s)‖2H1 + b(s)2‖| · |ε(s)‖22 < s−2L, |sλ(s)− 1| < s−M , |sb(s)− 1| < s−M
′
,(12)
s∗ := inf {σ ∈ (s′, s1] | (12) holds on [σ, s1]} .
According to (11) and Lemma 3.1, because ε(s1) = 0, yε(s1) = 0, and s1λ(s1) = s1b(s1) = 1, s∗ can be defined.
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Finally, we define
Mod :=
(
1
λ
∂λ
∂s
+ b,
∂b
∂s
+ b2, 1− ∂γ
∂s
)
.
In the following discussion, the constant C is a sufficiently large constant that is independent of s0 and s1, and
the constant ǫ > 0 is a sufficiently small constant. If necessary, s0 and s1 are recalculated in response to ǫ > 0.
Lemma 4.1. For s ∈ (s∗, s1],
s−1
(
1− s−M) < λ(s) < s−1 (1 + s−M) , s−1 (1− s−M ′) < λ(s) < s−1 (1 + s−M ′)
holds.
Corollary 4.2. For s ∈ (s∗, s1],
s−1 (1− ǫ) < λ(s), b(s) < s−1 (1 + ǫ)
holds.
Lemma 4.3 (The equation for ε). In Js1 ,
i
∂ε
∂s
+∆ε− ε+ f (Q+ ε)− f (Q)− λ2V (λ·)ε
− i
(
1
λ
∂λ
∂s
+ b
)
Λ(Q+ ε) +
(
1− ∂γ
∂s
)
(Q + ε) +
(
∂b
∂s
+ b2
) | · |2
4
(Q + ε)−
(
1
λ
∂λ
∂s
+ b
)
b
| · |2
2
(Q+ ε)
=Ψ(13)
holds.
proof. This result can be proven via direct calculation. 
4.2. Modulation equation.
Lemma 4.4 (Estimation of a modulation equation). For s ∈ (s∗, s1],
(ε(s), Q)2 = −1
2
‖ε(s)‖22 ,(14)
|Mod(s)| ≤ Cs−2L(15)
holds.
proof. According to mass conservation, we have
(ε,Q)2 =
1
2
(
‖u‖22 − ‖Q‖22 − ‖ε‖22
)
= −1
2
‖ε‖22 ,
meaning (14) holds.
According to orthogonal properties,
0 =
d
ds
(iε,ΛQ)2 =
(
i
∂ε
∂s
,ΛQ
)
2
(16)
=
d
ds
(
iε, i| · |2Q)
2
=
(
i
∂ε
∂s
, i| · |2Q
)
2
(17)
=
d
ds
(iε, ρ)2 =
(
i
∂ε
∂s
, ρ
)
2
(18)
holds.
For the first line on the left side of (13), we have
−∆ε+ ε− (f (Q+ ε)− f (Q)) + λ2V (λ·)ε = L+ℜε+ iL−ℑε− (f (Q + ε)− f (Q)− df(Q)(ε)) + λ2V (λ·)ε.
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Therefore, we have
i
∂ε
∂s
=L+ℜε+ iL−ℑε− (f (Q+ ε)− f (Q)− df(Q)(ε)) + λ2V (λ·)ε
+ i
(
1
λ
∂λ
∂s
+ b
)
Λ(Q+ ε)−
(
1− ∂γ
∂s
)
(Q + ε)−
(
∂b
∂s
+ b2
) | · |2
4
(Q + ε) +
(
1
λ
∂λ
∂s
+ b
)
b
| · |2
2
(Q+ ε)
+ Ψ.
For w = ΛQ, i| · |2Q, or ρ,
|f (Q+ ε)− f (Q)− df(Q)(ε)||w| ≤ C|ε|2, |(λ2V (λ·)ε, w)2| ≤ Cλ2+κ‖ε‖2
holds.
For (16),
(L+ℜε+ iL−ℑε,ΛQ)2 = (ℜε, L+ΛQ)2 = −2 (ℜε,Q)2 = −2 (ε,Q)2 = ‖ε‖22,
(iΛ(Q+ ε),ΛQ)2 = (ε, iΛΛQ)2 ,
(Q+ ε,ΛQ)2 = (ε,ΛQ)2 ,(| · |2(Q + ε),ΛQ)
2
=
(
ε, | · |2ΛQ)
2
− ‖| · |Q‖22.
Therefore,
1
4
‖| · |Q‖22
(
∂b
∂s
+ b2
)
= −
((
∂b
∂s
+ b2
) | · |2
4
Q,ΛQ
)
2
=
(
i
∂ε
∂s
− L+ℜε− iL−ℑε+ (f (Q+ ε)− f (Q)− df(Q)(ε))− λ2V (λ·)ε
− i
(
1
λ
∂λ
∂s
+ b
)
Λ(Q+ ε) +
(
1− ∂γ
∂s
)
(Q + ε) +
(
∂b
∂s
+ b2
) | · |2
4
ε−
(
1
λ
∂λ
∂s
+ b
)
b
| · |2
2
(Q+ ε)
−Ψ,ΛQ
)
2
and we have ∣∣∣∣∂b∂s + b2
∣∣∣∣ ≤ Cs−2L + ǫ |Mod(s)| .
Consequently, according to the same calculations used in (17) and (18),
|Mod(s)| ≤ Cs−2L + ǫ |Mod(s)|
holds such that (15). 
5. Modified energy function
In this section, we proceed with a modified version of the technique presented in [5]. For m, e′, ǫ1 > 0, let
1 < 1 + ǫ1 <
m
2 ≤ L and e′ < mµǫ14 , and define
H(s, ε) :=
1
2
‖ε‖2H1 + e′b2 ‖| · |ε‖22 −
∫
RN
(F (Q(y) + ε(y))− F (Q(y))− dF (Q(y))(ε(y))) dy + 1
2
λ2
∫
RN
V (λy)|ε(y)|2dy,
S(s, ε) :=
1
λm
H(s, ε),
where µ is a constant reoresenting the coercivity of L+ and L−.
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5.1. Coercivity of S.
Lemma 5.1 (Coercivity of H). For s ∈ (s∗, s1],
H(s, ε) ≥
(µ
2
− ǫ
)
‖ε‖2H1 + e′b2 ‖| · |ε‖22
holds.
proof. First, we have∣∣∣∣
∫
RN
(
F (Q(y) + ε(y))− F (Q(y))− dF (Q(y))(ε(y))− 1
2
d2F (Q(y))(ε(y), ε(y))
)
dy
∣∣∣∣ ≤ C (‖ε‖3H1 + ‖ε‖2+ 4NH1 ) .
Furthermore, because V = V1 + V2 for some Vj ∈ Lpj (RN ) and 2− Npj > 0 by (3) for some κ′ > 0, we have∣∣∣∣λ2
∫
RN
V (λy)|ε(y)|2dy
∣∣∣∣ ≤ Cs−κ′‖ε‖2H1 .(19)
Finally, because
1
2
‖ε‖2H1 −
∫
RN
1
2
d2F (Q(y))(ε(y), ε(y))dy =
1
2
(L+ (ℜε) ,ℜε)2 +
1
2
(L− (ℑε) ,ℑε)2m,
according to the spherical symmetry and orthogonal properties of ε, as well as the coercivity of L+ and L−, we
have
H(s, ε) ≥ µ
2
‖ε‖2H1 − Cs−κ
′‖ε‖2H1 + e′b2 ‖| · |ε‖22 .
Consequently, we can conclude if s0 is sufficiently large. 
Corollary 5.2 (Estimation of S). For s ∈ (s∗, s1],
1
λm
((µ
2
− ǫ
)
‖ε‖2H1 + e′b2 ‖| · |ε‖22
)
≤ S(s, ε) ≤ 1
λm
(
(C2 + ǫ) ‖ε‖2H1 + e′b2 ‖| · |ε‖22
)
holds.
5.2. Derivative of S in time.
Lemma 5.3. For s ∈ (s∗, s1],
|(f(Q+ ε)− f(Q),Λε)2| ≤ C‖ε‖2H1 ,(20) ∣∣λ2 (V (λ·)ε,Λε)2∣∣ = 12
∣∣λ3 (y · (∇V )(λ·)ε, ε)2∣∣ ≤ Cs−(1+κ) (‖ε‖2H1 + b2‖| · |ε‖22)(21)
holds.
proof. For (20), we consider a calculation similar to that presented in Section 5.4 for [5].
For (21), because
(V (λ·)ε,Λε)2 = − (Λ (V (λ·)ε) , ε)2 = − (V (λ·)Λε+ λy · (∇V )(λ·)ε, ε)2 = −
1
2
(λy · (∇V )(λ·)ε, ε)2 ,
we have ∣∣λ2 (V (λ·)ε,Λε)2∣∣ ≤ Cs−(1+κ)b‖ε‖H1‖| · |ε‖22 ≤ Cs−(1+κ) (‖ε‖2H1 + b2‖| · |ε‖22) .

Lemma 5.4 (Derivative of H in time). Let κ′′ = L−12 . Then, for s ∈ (s∗, s1],
d
ds
H(s, ε(s)) ≥ −2(1 + ǫ+ ǫ1)e′b3 ‖| · |ε‖22 − 2
e′
ǫ1
b‖∇ε‖22 − ǫb
(
‖ε‖2H1 + b2 ‖| · |ε‖22
)
− ǫbs−(2L+κ′′)
holds.
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proof. First,
d
ds
H(s, ε(s)) =
∂H
∂s
(s, ε(s)) +
(
∂H
∂ε
(s, ε(s)),
∂ε
∂s
(s)
)
2
=
∂H
∂s
(s, ε(s)) +
(
i
∂H
∂ε
(s, ε(s)), i
∂ε
∂s
(s)
)
2
,
∂H
∂ε
(s, ε) = −∆ε+ ε+ 2e′b2| · |2ε− (f(Q+ ε)− f(Q)) + λ2V (λ·)ε
= L+ℜε+ iL−ℑε+ 2e′b2| · |2ε− (f(Q+ ε)− f(Q)− df(Q)(ε)) + λ2V (λ·)ε,
∂H
∂s
(s, ε) = 2e′b
∂b
∂s
‖| · |ε‖22 +
1
λ
∂λ
∂s
λ2
∫
RN
V (λy)|ε(y)|2dy + 1
2
1
λ
∂λ
∂s
λ2
∫
RN
λy · (∇V )(λy)|ε(y)|2dy.
holds. Additionally, we define
Modopw := i
(
1
λ
∂λ
∂s
+ b
)
Λw +
(
1− ∂γ
∂s
)
w +
(
∂b
∂s
+ b2
) | · |2
4
w +
(
1
λ
∂λ
∂s
+ b
)
b
| · |2
2
w
and
i
∂ε
∂s
=
∂H
∂ε
− 2e′b2| · |2ε+Modop(Q + ε) + Ψ.
holds.
Then, we have
2e′b
∂b
∂s
‖| · |ε‖22 ≥ −2e′(1 + ǫ)b3 ‖| · |ε‖22 .
According to (19) and Lemma 5.3,∣∣∣∣ 1λ ∂λ∂s λ2
∫
RN
V (λy)|ε(y)|2dy
∣∣∣∣ ≤ Cbs−κ‖ε‖2H1 ,∣∣∣∣ 1λ ∂λ∂s λ2
∫
RN
λy · (∇V )(λy)|ε(y)|2dy
∣∣∣∣ ≤ Cbs−(1+κ) (‖ε‖2H1 + b2‖| · |ε‖22) .
Therefore, we have
∂H
∂s
≥ −2e′(1 + ǫ)b3 ‖| · |ε‖22 − ǫb
(‖ε‖2H1 + b2‖| · |ε‖22) .
Next, because ∂H
∂ε
∈ L2 (RN) according to Lemma C.6,(
i
∂H
∂ε
,
∂H
∂ε
)
= 0.
holds.
For
(
i∂H
∂ε
,−2e′b2| · |2ε)
2
,(
i
∂H
∂ε
,−2e′b2| · |2ε
)
2
= −4e′b2(i∇ε, yε)2 +
(
i(|Q+ ε| 4N −Q 4N )Q,−2e′b2| · |2ε
)
2
.
Therefore, we have ∣∣∣∣
(
i
∂H
∂ε
,−2e′b2| · |2ε
)
2
∣∣∣∣ ≤ 4e′b2 ‖| · |ε‖2 ‖∇ε‖2 + 2Ce′b2‖ε‖22
≤ 4e′b2 ‖| · |ε‖2 ‖∇ε‖2 + ǫe′b‖ε‖22.
For
(
i∂H
∂ε
,ModopQ
)
2
,(
i
∂H
∂ε
, iΛQ
)
2
=
(
L+ℜε+ iL−ℑε+ 2e′b2| · |2ε− (f(Q+ ε)− f(Q)− df(Q)(ε)) + λ2V (λ·)ε,ΛQ
)
2
.
Therefore, we have ∣∣∣∣
(
i
∂H
∂ε
, iΛQ
)
2
∣∣∣∣ ≤ C (‖ε‖22 + s−(L+2)) .
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Next, (
i
∂H
∂ε
,Q
)
2
= − (L+ℜε+ iL−ℑε+ 2e′b2| · |2ε− (f(Q+ ε)− f(Q)− df(Q)(ε)) + λ2V (λ·)ε, iQ)2
and because L−Q = 0, we also have ∣∣∣∣
(
i
∂H
∂ε
,Q
)
2
∣∣∣∣ ≤ C (‖ε‖22 + s−(L+2)) .
Finally,(
i
∂H
∂ε
, | · |2Q
)
2
= − (L+ℜε+ iL−ℑε+ 2e′b2| · |2ε− (f(Q+ ε)− f(Q)− df(Q)(ε)) + λ2V (λ·)ε, i| · |2Q)2
and based on orthogonal properties,(ℑε, L− (| · |2Q))2 = −4 (ℑε,ΛQ)2 = −4 (ε, iΛQ)2 = 0.
Therefore, we also have ∣∣∣∣
(
i
∂H
∂ε
, | · |2Q
)
2
∣∣∣∣ ≤ C (‖ε‖22 + s−(L+2)) .
Accordingly, based on the definition of ModopQ and (15), we have∣∣∣∣
(
i
∂H
∂ε
,ModopQ
)
2
∣∣∣∣ ≤ C |Mod(s)| (‖ε‖22 + s−(L+2)) ≤ Cs−2L (‖ε‖22 + s−(L+2)) ≤ ǫb‖ε‖22 + Cs−(3L+2).
For
(
i∂H
∂ε
,Modopε
)
2
,(
i
∂H
∂ε
, iΛε
)
2
=
(−∆ε+ ε+ 2e′b2| · |2ε− (f(Q+ ε)− f(Q)) + λ2V (λ·)ε,Λε)
2
and
(−∆ε,Λε)2 = ‖∇ε‖22 , (ε,Λε)2 = 0,
(
2e′b2| · |2ε,Λε)
2
= −2e′b2‖| · |ε‖22,
|(f(Q+ ε)− f(Q),Λε)2| ≤ C ‖ε‖2H1 ,
∣∣λ2 (V (λ·)ε,Λε)2∣∣ ≤ Cbs−(1+κ) (‖ε‖2H1 + b2‖| · |ε‖22) .
Therefore, we have ∣∣∣∣
(
i
∂H
∂ε
, iΛε
)
2
∣∣∣∣ ≤ C (‖ε‖2H1 + b2‖| · |ε‖22) .
Next, (
i
∂H
∂ε
, ε
)
2
=
((
|Q+ ε| 4N −Q 4N
)
Q, iε
)
2
.
Therefore, we have ∣∣∣∣
(
ε, i
∂H
∂ε
)
2
∣∣∣∣ ≤ C‖ε‖22.
Finally, (
i
∂H
∂ε
, | · |2ε
)
2
= −2 (∇ε, iyε)2 +
((
|Q + ε| 4N −Q 4N
)
Q, ε, i| · |2ε
)
2
.
Therefore, we have ∣∣∣∣
(
i
∂H
∂ε
, | · |2ε
)
2
∣∣∣∣ ≤ 2‖| · |ε‖2‖∇ε‖2 + C‖ε‖22.
According to the definition of Modopε and (15), we have∣∣∣∣
(
i
∂H
∂ε
,Modopε
)
2
∣∣∣∣ ≤ C |Mod(s)| (‖ε‖2H1 + b2‖| · |ε‖22 + ‖| · |ε‖2‖∇ε‖2)
≤ ǫb (‖ε‖2H1 + b2‖| · |ε‖22) .
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Finally, (
i
∂H
∂ε
,Ψ
)
2
= − (−∆ε+ ε+ 2e′b2| · |2ε− (f(Q+ ε)− f(Q)) + λ2V (λ·)ε, iΨ)
2
.
Therefore, we have∣∣∣∣
(
i
∂H
∂ε
,Ψ
)
2
∣∣∣∣ ≤ C‖ε‖H1‖Ψ‖H1 + ‖ε‖2‖eǫ′|·|Ψ‖2 + C
2∑
j=1
λ
2− N
pj ‖Vj‖pj‖ε‖H1‖Ψ‖H1
≤ Cs−(L+2+κ) ≤ Cs−3L.
Consequently, because L = 1 + 2κ′′, we also have∣∣∣∣
(
i
∂H
∂ε
, i
∂ε
∂s
)
2
∣∣∣∣ ≤ 4e′b2 ‖| · |ε‖2 ‖∇ε‖2 + ǫb (‖ε‖2H1 + b2‖| · |ε‖22)+ Cs−3L
≤ 4e′b2 ‖| · |ε‖2 ‖∇ε‖2 + ǫb
(‖ε‖2H1 + b2‖| · |ε‖22)+ ǫbs−(2L+κ′′)
and
d
ds
H(s, ε(s)) ≥ −2e′(1 + ε)b3 ‖| · |ε‖22 − ǫb‖ε‖2H1 − 4e′b2 ‖| · |ε‖2 ‖∇ε‖2 − ǫb
(‖ε‖2H1 + b2‖| · |ε‖22)− ǫbs−(2L+κ′′)
≥ −2(1 + ǫ + ǫ1)e′b3 ‖| · |ε‖22 − 2
e′
ǫ1
b‖∇ε‖22 − ǫb
(
‖ε‖2H1 + b2 ‖| · |ε‖22
)
− ǫbs−(2L+κ′′).

Lemma 5.5 (Derivative of S in time). There is a constant C1 > 0 that depends solely on m,µ, e
′, ǫ1 such that
d
ds
S(s, ε(s)) ≥ b
λm
(
C1
(
‖ε‖2H1 + b2 ‖| · |ε‖22
)
− ǫs−(2L+κ′′)
)
holds for s ∈ (s∗, s1].
proof. According to Lemma 5.4, (15), and Lemma 5.3, we have
d
ds
S(s, ε(s)) = m
b
λm
H(s, ε(s))−m 1
λm
(
1
λ
∂λ
∂s
+ b
)
H(s, ε(s)) +
1
λm
d
ds
H(s, ε(s))
≥ b
λm
((
mµ
2
− 2 e
′
ǫ1
− ǫ
)
‖ε‖2H1 + ((m− 2(1 + ǫ+ ǫ1))e′ − ǫ)b2 ‖| · |ε‖22 − ǫs−(2L+κ
′′)
)
.
Because mµ2 − 2 e
′
ǫ1
− ǫ, (m− 2(1 + ǫ+ ǫ1))e′ − ǫ > 0 based on the definition of m, e′, ǫ1, if ǫ is sufficiently small,
then the lemma is proved. 
6. Bootstrap
Lemma 6.1 (Re-estimation). Let 1− be a constant that is strictly less than 1. Then, for s ∈ (s∗, s1],
‖ε(s)‖2H1 + b(s)2 ‖| · |ε(s)‖22 ≤ C†s−(2L+κ
′′),(22)
|sλ(s)− 1| < 1−s−M ,(23)
|sb(s)− 1| < 1−s−M ′(24)
holds.
proof. We can prove (22) by contradiction. Let C† > 0 be sufficiently large and define
s† := inf
{
σ ∈ (s∗, s1]
∣∣ ‖ε(τ)‖2H1 + b(τ)2 ‖| · |ε(τ)‖22 ≤ C†τ−(2L+κ′′) (τ ∈ [σ, s1])} .
Then, because ε(s1) = 0 and based on the continuity of ε, s† < s1 holds. Here, we assume that s† > s∗. Then, we
have
‖ε(s†)‖2H1 + b(s†)2 ‖| · |ε(s†)‖22 = C†s†−(2L+κ
′′).
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Let C‡ > 0 be sufficiently small and define
s‡ := sup
{
σ ∈ (s∗, s1]
∣∣ ‖ε(τ)‖2H1 + b(τ)2 ‖| · |ε(τ)‖22 ≥ C‡τ−(2L+κ′′) (τ ∈ [s†, σ])} .
Then, we have s‡ > s†. Furthermore,
‖ε(s‡)‖2H1 + b(s‡)2 ‖| · |ε(s‡)‖22 = C‡s‡−(2L+κ
′′).
Then, according to Corollary 5.2 and Lemma 5.5, in (s∗, s1], we have
1
λm
C′1
(
‖ε‖2H1 + b2 ‖| · |ε‖22
)
≤ S(s, ε) ≤ 1
λm
C′2
(
‖ε‖2H1 + b2 ‖| · |ε‖22
)
,
C1
b
λm
((
‖ε‖2H1 + b2 ‖| · |ε‖22
)
− ǫs−(2L+κ′′)
)
≤ d
ds
S(s, ε(s)).
Therefore, by setting ǫ to be sufficiently small in response to C1 and C‡, because S(·, ε(·)) is monotonically increasing
on [s†, s‡], we have
C′1C†s†
−(2L+κ′′) = C′1
(
‖ε(s†)‖2H1 + b(s†)2 ‖| · |ε(s†)‖22
)
≤ λ(s†)mS (s†, ε(s†)) ≤ λ(s†)mS (s‡, ε(s‡))
≤ λ(s†)
m
λ(s‡)m
C′2
(
‖ε(s‡)‖2H1 + b(s‡)2 ‖| · |ε(s‡)‖22
)
=
λ(s†)m
λ(s‡)m
C′2C‡s‡
−(2L+κ′′)
≤ (1 + ǫ)C′2C‡
(
s‡
s†
)−(2L−m+κ′′)
s†−(2L+κ
′′).
Accordingly, we have C′1C† ≤ (1+ ǫ)C′2C‡, which generates a contradiction if C† is sufficiently large. Consequently,
s† ≤ s∗. However, because s∗ ≤ s† clearly holds by definition, we have s∗ = s†. Therefore, (22) holds.
Next, we will prove (23). Because∣∣∣∣ dds (sλ)
∣∣∣∣ ≤ s−1(1 + ǫ)(s−M + Cs−(2L−1)) ≤ (1 + ǫ)s−(M+1)
and λ(s1) = s1
−1, we have
|sλ− 1| =
∣∣∣∣
∫ s
s1
d
ds
∣∣∣∣
s=σ
(sλ) dσ
∣∣∣∣ ≤
∫ s1
s
(1 + ǫ)σ−(M+1)dσ ≤ 1 + ǫ
M
(
s−M − s1−M
) ≤ 1 + ǫ
M
s−M .
If M > 1 and ǫ is sufficiently small, (23) holds.
Finally, we will prove (24). Because∣∣∣∣ bλ − 1
∣∣∣∣ =
∣∣∣∣
∫ s
s1
d
ds
∣∣∣∣
s=σ
b
λ
dσ
∣∣∣∣ ≤ C(1 + ǫ)
∫ s1
s
σ−(2L−1)dσ ≤ C(1 + ǫ)
2L− 2 s
−2(L−1),
we have
|sb− sλ| ≤ C(1 + ǫ)
2L− 2 s
−2(L−1) ≤ ǫs−(L−1).
Consequently, we have
|sb− 1| ≤ |sb− sλ|+ |sλ− 1| ≤ ǫs−(L−1) + 1−s−M .
Based on the relationships between L, M , and M ′, (24) holds. 
Corollary 6.2. If s0 is sufficiently large, then s∗ = s′.
Lemma 6.3. If s0 is sufficiently large, then s
′ = s0.
proof. Because s′ ≥ s0 clearly holds, proving s′ ≤ s0 is sufficient if s0 is sufficiently large. This can be proven by
contradiction. Assume that for any s0 ≫ 1, there is an s1 > s0 such that s′ > s0. In the following analysis, we
consider the initial value in response to such an s1 and the corresponding solution.
By definition, s′ = inf Js1 > s0. Furthermore, if s0 is sufficiently large, then we have∥∥∥λ(s)N2 u(s, λ(s)·)e−iγ(s) −Q∥∥∥
H1
= ‖ε(s)‖H1 ≤
δ
4
.
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for s ∈ (s′, s1]. Because tt1((inf Js1 , s1]) = (inf It1 , t1], for t ∈ (inf It1 , t1], we have∥∥∥λ˜(t)N2 u(t, λ˜(t)·)e−iγ˜(t) −Q∥∥∥
H1
≤ δ
4
.
We can divide these cases into inf It1 > −T∗, inf It1 = −T∗ > −∞, and inf It1 = −∞. Then, let t′ := inf It1 .
First, in the case of inf It1 > −T∗, according to (12) and Lemma 6.2, λ is bounded on (s′, s1] and λ˜ is bounded
on (t′, t1]. Furthermore, because u is continuous at t′ according to u ∈ C((−T∗, t1], H1(RN )),∥∥∥λ˜(t)N2 u(t′, λ˜(t)·)e−iγ˜(t) − λ˜(t)N2 u(t, λ˜(t)·)e−iγ˜(t)∥∥∥
H1
≤ ‖u(t′)− u(t)‖2 + λ˜(t)‖∇u(t′)−∇u(t)‖2
→ 0 (t→ t′)
holds. Therefore, by setting t sufficiently close to t′, we have∥∥∥λ˜(t)N2 u(t′, λ˜(t)·)e−iγ˜(t) −Q∥∥∥
H1
< δ
and according to the continuity of u at t′ and Lemma 3.1, there is a decomposition in a neighbourhood I of t′.
Specifically, there is a decomposition in I ∪ It1 and I 6⊂ It1 , which generates a contradiction based on the maximum
of It1 .
Next, in the case of inf It1 = −T∗ > −∞, ‖∇u(t)‖2 → ∞ (t ց t′) holds according to the blow-up alternative.
Additionally, ‖∇u(s)‖2 →∞ (sց s′) also holds. Then, because
‖u(s)‖2 + λ(s)‖∇u(s)‖2 ≤ C
∥∥∥λ(s)N2 u(s, λ(s)·)e−iγ(s)∥∥∥
H1
≤ C
(
δ
4
+ ‖Q‖H1
)
,
we have λ(s)→ 0 (sց s′). Therefore, as sց s′, we have
|sλ(s)− 1| → 1, s−M → s′−M < s0−M
and because s0 is sufficiently large, we have a contradiction if s is sufficiently close to s
′.
Finally, in the case of inf It1 = −∞, there is a sequence (sn)n∈N that converges to s′ such that limn→∞ dtds (sn) =
∞. Then, because limn→∞ λ(sn) =∞ according to dtds (s) = λ(s)2, as n→∞,
|snλ(sn)− 1| → ∞, sn−M → s′−M < s0−M < 1,
which generates a contradiction.
Consequently, because a contradiction occurs in all cases, we have s′ ≤ s0 if s0 is sufficiently large. 
7. Conversion of estimates
Lemma 7.1 (Interval). If s0 is sufficiently large, then there is a t0 < 0 that is sufficiently close to 0 such that for
t1 ∈ (t0, 0),
[t0, t1] ⊂ st1−1([s0, s1]),
∣∣st1(t)−1 − |t|∣∣ ≤ 3 · 2M+1|t|M+1 (t ∈ [t0, t1])
holds.
proof. Initially, [tt1(s0), t1] = st1
−1([s0, s1]). For s ∈ [s0, s1], according to −s1−1 = t1 = tt1(s1), we have
t1 − tt1(s) = s−1 − s1−1 +
∫ s1
s
σ−2 (σλt1 (σ) + 1) (σλt1(σ) − 1) dσ
and
|tt1(s)| ≤ s−1 +
∫ s1
s
σ−2 (|σλt1(σ)| + 1) |σλt1 (σ)− 1| dσ ≤ s−1
(
1 + 3s−M
)
(25)
≤ 2s−1.
Similarly,
|tt1(s)| ≥ s−1 −
∫ s1
s
σ−2 (|σλt1(σ)| + 1) |σλt1 (σ)− 1| dσ ≥ s−1
(
1− 3s−M)(26)
≥ 1
2
s−1.
MINIMAL MASS BLOW-UP SOLUTIONS FOR NLS WITH A POTENTIAL 15
Therefore, we have 12 |tt1(s)| ≤ s−1 ≤ 2 |tt1(s)|. According to st1−1 = tt1 , we have
1
2
|t| ≤ st1(t)−1 ≤ 2|t|.(27)
Therefore, according to (25) and (26), we have∣∣|t| − st1(t)−1∣∣ ≤ 3st1(t)−(M+1) ≤ 3 · 2M+1|t|M+1.
Furthermore, because
tt1(s0) = −|tt1(s0)| ≤ −
1
2
st1(tt1(s0))
−1 = −1
2
s0
−1,
it is sufficient that we calculate t0 = − 12s0−1. 
Lemma 7.2 (Conversion of estimates). For t ∈ [t0, t1],
λ˜t1(t) = |t|
(
1 + ǫλ˜,t1(t)
)
, b˜t1(t) = |t|
(
1 + ǫb˜,t1(t)
)
, ‖ε˜t1(t)‖H1 ≤ C|t|L+
κ′′
2 , ‖| · |ε˜t1(t)‖2 ≤ C|t|L+
κ′′
2 −1
holds. Furthermore,
sup
t1∈[t,0)
∣∣∣ǫλ˜,t1(t)
∣∣∣ ≤ C|t|M , sup
t1∈[t,0)
∣∣∣ǫb˜,t1(t)
∣∣∣ ≤ C|t|M ′ .
proof. We first define ǫλ˜,t1(t) :=
λ˜t1 (t)
|t| − 1. According to (27) and Lemma 7.1, we have∣∣∣ǫλ˜,t1(t)
∣∣∣ =
∣∣∣∣∣ λ˜t1(t)|t| − 1
∣∣∣∣∣ =
∣∣∣∣(st1(t)λ˜t1(t)− 1) 1st1(t)|t| +
1
st1(t)|t|
− 1
∣∣∣∣ ≤ 2M+3|t|M .
Similarly, we have an estimate of b˜t1(t). 
8. Proof of the main result
proof. Let (tn)n∈N ⊂ (t0, 0) be a monotonically increasing sequence such that limnր∞ tn = 0. For each n ∈ N, un
is the solution for (NLS) with an initial value
un(tn, x) :=
1
λ1,n
N
2
Q
(
x
λ1,n
)
e
−ib1,n 14 |x|
2
λ1,n
2
at tn, where b1,n = λ1,n = sn
−1 = −tn.
According to Lemma 3.1 with an initial value γ˜n(tn) = 0 on [t0, t1], there is a decomposition
un(t, x) =
1
λ˜n(t)
N
2
(Q+ ε˜n)
(
t,
x
λ˜n(t)
)
e
−ib˜n(t) 14
|x|2
λ˜n(t)2
+iγ˜n(t)
.
Then, because
‖un(t0)‖H1 ≤ C
(
‖Q‖2 + ‖ε˜n(t0)‖2 +
1
λ˜n(t0)
(‖∇Q‖2 + ‖∇ε˜n(t0)‖2) +
b˜n(t0)
λ˜n(t0)
(‖| · |Q‖2 + ‖| · |ε˜n(t0)‖2)
)
≤ C
(
1 + |t0|L+κ
′′
2 + |t0|L+1 + |t0|−1(1 + |t0|L+κ
′′
2 ) + |t0|L+κ
′′
2 −1
)
,
(un(t0))n∈N is bounded by H1(RN ). Therefore, in the form of a subsequence, there is a u∞(t0) ∈ H1(RN ) such
that
un(t0)⇀ u∞(t0) in H1(RN ) (n→∞).
Let χ : [0,∞) → [0, 1] be a monotonically increasing cutoff function such that χ = 0 on [0, 1] and χ = 1 on
[2,∞). For R > 0, χR : RN → [0, 1] is defined as χR(x) = χ
(
|x|
R
)
. For any δ > 0, by taking a sufficiently large
R > 0 that is independent of n, ∫
RN
|un(tn)|2χR2dx ≤ δ.
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holds. Indeed, because λ1,n ≤ 1 according to tn → 0 as n→∞, based on the dominated convergence theorem, we
have ∫
RN
|un(tn, x)|2χR(x)dx =
∫
RN
|Q(x)|2χR(λ1,nx)2dx ≤
∫
RN
|Q(x)|2χR(x)2dx→ 0 (R→∞).
Because un ∈ C((−T∗, T ∗), H2(RN )) ∩ C1((−T∗, T ∗), L2(RN )) according to un(tn) ∈ H2(RN ), we have
d
dt
∫
RN
|un|2χR2dx = 2ℑ
∫
RN
un∇un · ∇χR2dx.
Because |∇Q| ≤ CQ and (∇χR)(x) = 1R x|x|χ′
(
|x|
R
)
, we have∣∣∣∣ ddt
∫
RN
|un(x)|2χR(x)2dx
∣∣∣∣ ≤ 4
∫
RN
|un(x)||∇un(x)||∇χR(x)|χR(x)dx
≤4
∫
RN
1
λ˜Nn
1
R
χR(x)
∣∣∣∣χ′
( |x|
R
)∣∣∣∣
∣∣∣∣∇
(
(Q+ ε˜n)
(
x
λ˜n
)
e
−ib˜n 14 |x|
2
λ˜2n
)∣∣∣∣
∣∣∣∣(Q+ ε˜n)
(
x
λ˜n
)∣∣∣∣ dx
≤ 4
λ˜nR
∫
RN
∣∣∣∣∣χ′
(
λ˜n|y|
R
)∣∣∣∣∣
(
|∇Q(y)|+ |∇ε˜n(y)|+ b˜n
2
|y| (Q(y) + |ε˜n(y)|)
)
(Q(y) + |ε˜n(y)|) dy.
Here, (
|∇Q|+ |∇ε˜n|+ b˜n| · | (Q+ |ε˜n|)
)
(Q+ |ε˜n|) ≤ C
(
e−ǫ
′|·| + |∇ε˜n|2 + b˜n| · | |ε˜n|2 + |ε˜n|2
)
and because χ′ = 0 on [0, 1] ∪ [2,∞), we have∣∣∣∣∣χ′
(
λ˜n(t)|y|
R
)∣∣∣∣∣ e− ǫ
′|y|
2 ≤ ‖χ′‖∞e−
ǫ′R
2λ˜n(t) .
Therefore, by taking k ≥ 2L+ κ′′, because e−|y| ≤ k!|y|k and R is sufficiently large, we have∣∣∣∣ ddt
∫
RN
|un|2χR2dx
∣∣∣∣ ≤ C
λ˜nR
∫
RN
(
e
− ǫ′R
2λ˜n e−
ǫ′|y|
2 + |∇ε˜n(y)|2 + b˜n|y| |ε˜n(y)|2 + |ε˜n(y)|2
)
dy
≤ C
λ˜nR
(
e
− ǫ′
2λ˜n + ‖ε˜n‖2H1 + b˜n ‖| · |ε˜n‖2 ‖ε˜n‖2
)
≤ C
λ˜nR
(
λ˜kn + ‖ε˜n‖2H1 + b˜n ‖| · |ε˜n‖2 ‖ε˜n‖2
)
≤ C
R
|t|−1
(
|t|k + |t|2L+κ′′
)
≤ C
R
|t|2L+κ′′−1 .
Therefore,∫
RN
|un(t0)|2χR2dx =
∫
RN
|un(tn)|2χR2dx +
∫ t0
tn
d
dt
∣∣∣∣
t=σ
∫
RN
|un|2χRdxdτ ≤ δ + C
R
|t0|2L+κ
′′
.
Accordingly, if R is sufficiently large, we have∫
RN
|un(t0)|2χR2dx ≤ 2δ.
For any R > 0,
‖un(t0)(1 − χR)‖H1(RN ) = ‖un(t0)(1 − χR)‖H1(B(0,2R))
holds and according to H10 (B(0, 2R)) ⋐ L
2(B(0, 2R)),
un(t0)(1 − χR)→ u∞(t0)(1 − χR) in L2(B(0, 2R)) (n→ 0).
This expression also converges in L2(RN ). Based on these arguments, we have
lim
R→0
sup
n∈N
‖un(t0)χR‖L2(RN ) = 0
and according to un(t0) ⇀ u∞(t0) in H1(RN ) →֒ L2(RN ),
‖u∞(t0)χR‖L2(RN ) ≤ lim inf
n→0
‖un(t0)χR‖L2(RN ) ≤ sup
n∈N
‖un(t0)χR‖L2(RN ).
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Consequently,
lim sup
n→∞
‖un(t0)− u∞(t0)‖2 ≤ lim sup
n→∞
‖un(t0)(1− χR)− u∞(t0)(1− χR)‖2 + ‖un(t0)χR‖2 + ‖u∞(t0)χR‖2
≤ 2 sup
n∈N
‖un(t0)χR‖2 → 0 (R→∞)
holds, meaning un(t0)→ u∞(t0) in L2(RN ).
Let T ∗ be the supremum of the existence interval of the solution for (NLS) with an initial value u∞(t0) and
define T := min{0, T ∗}. Then, for any T ′ ∈ [t0, T ), [t0, T ′] ⊂ [t0, T ) is bounded and closed, and [t0, T ′] ⊂ [t0, tn] if
n is sufficiently large. Because
‖un(t)‖H1 ≤ C
(
1 + |t|−1) (1 + |t|L+κ′′2 −1)
holds, we have
‖un‖L∞([t0,T ′],H1) ≤ C
(
1 + |T ′|−1) (1 + |t0|L)
on [t0, T
′] and there is an n0 such that
sup
n≥n0
‖un‖L∞([t0,T ′],H1) ≤ C
(
1 + |T ′|−1) (1 + |t0|L)
holds. According to Lemma C.2,
un → u∞ in C([t0, T ′], L2(RN )) (n→∞)
holds. In particular, for any t ∈ [t0, T ), un(t) ⇀ u∞(t) in H1(RN ). Furthermore, because∫
RN
|un(tn, x)|2dx =
∫
RN
1
λn(tn)N
∣∣∣∣Q
(
x
λn(tn)
)∣∣∣∣
2
dx =
∫
RN
Q(y)2dy,
based on mass conservation, we have
‖u∞(t)‖2 = ‖u∞(t0)‖2 = lim
n→∞
‖un(t0)‖2 = lim
n→∞
‖un(tn)‖2 = ‖Q‖2.
Based on weak convergence in H1(RN ), one can decompose u∞ on [t0, T ). Therefore, according to Lemma 3.1,
let an initial value of γ˜∞ be γ∞(t0) ∈
(|t0|−1 − π, |t0|−1 + π] ∩ γ˜(u∞(t0)) (which is unique, see Appendix D) and
we can decompose it to
u∞(t, x) =
1
λ˜∞(t)
N
2
(Q+ ε˜∞)
(
t,
x
λ˜∞(t)
)
e
−ib˜∞(t) 14 |x|
2
λ˜∞(t)
+iγ˜∞(t)
.
Furthermore, for any t ∈ [t0, T ), as n→∞,
λ˜n(t)→ λ˜∞(t), b˜n(t)→ b˜∞(t), eiγ˜n(t) → eiγ˜∞(t), ε˜n(t) ⇀ ε˜∞(t) in H1(RN )
holds. Indeed, because λ˜n(t), b˜n(t), and γ˜n(t) are bounded real sequences, any subsequences λ˜nk(t), b˜nk(t), and
γ˜nk(t) are also bounded real sequences and there are convergent sub-subsequences λ˜nkl (t), b˜nkl (t), and γ˜nkl (t). We
can write their limits as λ0,(nkl )l∈N(t), b0,(nkl )l∈N(t), and γ0,(nkl )l∈N(t), respectively. Then,
λ˜nkl (t)
N
2 unkl (t, λ˜nkl (t)·)e
ib˜nkl
(t) |·|
2
4 −iγ˜nkl (t) ⇀ λ0,(nkl )l∈N(t)
N
2 u∞(t, λ0,(nkl )l∈N(t)·)e
ib0,(nkl
)l∈N
(t) |·|
2
4 −iγ0,(nkl )l∈N (t)
as l →∞ in H1(RN ). Therefore, by using
(
ε˜nkl , iΛQ
)
2
=
(
ε˜nkl , | · |2Q
)
2
=
(
ε˜nkl , iρ
)
2
= 0, as l →∞, we have
0 =
(
λ0,(nkl )l∈N
(t)
N
2 u∞(t, λ0,(nkl )l∈N(t)·)e
ib0,(nkl
)l∈N
(t) |·|
2
4 −iγ0,(nkl )l∈N (t) −Q, iΛQ
)
2
=
(
λ0,(nkl )l∈N
(t)
N
2 u∞(t, λ0,(nkl )l∈N(t)·)e
ib0,(nkl
)l∈N
(t) |·|
2
4 −iγ0,(nkl )l∈N (t) −Q, | · |2Q
)
2
=
(
λ0,(nkl )l∈N
(t)
N
2 u∞(t, λ0,(nkl )l∈N(t)·)e
ib0,(nkl
)l∈N
(t) |·|
2
4 −iγ0,(nkl )l∈N (t) −Q, iρ
)
2
.
Here, based on the decomposability proof of u∞, we have∥∥∥λ0,(nkl )l∈N(t)N2 u∞(t, λ0,(nkl )l∈N(t)·)e−iγ0,(nkl )l∈N (t) −Q
∥∥∥
H1
< δ.
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Furthermore,
λ0,(nkl )l∈N
(t) ∈
(
λ0,(nkl )l∈N
(t)(1− λ), λ0,(nkl )l∈N(t)(1 + λ)
)
holds. Because t0 is sufficiently close to 0, we have |bn(t)| ≤ 2|t| ≤ b2 . Therefore,
−b < − b
2
≤ b0,(nkl )l∈N(t) ≤
b
2
< b, i.e. b0,(nkl )l∈N(t) ∈
(−b, b) .
Accordingly, based on the uniqueness of λ˜∞ and b˜∞ in decomposition, we have λ0,(nkl )l∈N(t) = λ˜∞(t) and b0,(nkl )l∈N(t) =
b˜∞(t). Finally, because γ0,(nkl )l∈N(t) ∈ (−γ + γ0,(nkl )l∈N(t), γ + γ0,(nkl )l∈N(t)), according to the characteristic of
uniqueness, there is an m ∈ Z such that
γ0,(nkl )l∈N
(t) = γ˜∞(t) + 2mπ, i.e. e
iγ0,(nkl
)l∈N
(t)
= eiγ˜∞(t).
Therefore, according to e
iγ˜nkl
(t) → eiγ0,(nkl )l∈N (t) (l → ∞), the limit is independent of the considered subsequence
and for an arbitrary subsequence, we have eiγ˜n(t) → eiγ˜∞(t) (n → ∞). Therefore, according to λ˜n(t) → λ˜∞(t),
b˜n(t) → b˜∞(t), eiγ˜n(t) → eiγ˜∞(t), and un(t) ⇀ u∞(t), we have ε˜n(t) ⇀ ε˜∞(t) in H1(RN ). Consequently, for a
uniform estimate of Lemma 7.2, as n→∞, we have
λ˜∞(t) = |t| (1 + ǫλ˜,0(t)), b˜∞(t) = |t| (1 + ǫb˜,0(t)), ‖ε˜∞(t)‖H1 ≤ C |t|L+
κ′′
2 , ‖| · |ε˜∞(t)‖2 ≤ C |t|L+
κ′′
2 −1 ,∣∣∣ǫλ˜,0(t)∣∣∣ ≤ C|t|M , ∣∣∣ǫb˜,0(t)∣∣∣ ≤ C|t|M ′ .
Based on the decomposition of u∞,
∇u∞(t) = 1
λ˜∞(t)
N
2 +1
(
(∇Q+∇ε˜∞)
(
t,
x
λ˜∞(t)
)
− ib˜∞
2
x
λ˜∞(t)
(Q+ ε˜∞)
(
t,
x
λ˜∞(t)
))
eiγ˜∞(t)
holds. Therefore,
‖∇u∞(t)‖2 =
‖∇Q‖2 + otր0(1)
|t|
holds and T ∗ = 0, which yields the conclusion of the main theorem. 
Appendix A. Facts
Lemma A.1. For f ∈ Ck(RN ,C),
dkf(x) =
N∑
j1,··· ,jk=1
∂kf
∂xjk · · · ∂xj1
(x)dxj1 ⊗ · · · ⊗ dxjk
holds, where dxj = prj and prj : R
N → R is a canonical projection.
Proposition A.2. Let X and Y be Banach spaces; ι : X →֒ Y , I ⊂ R, and U ⊂ X be open sets; and F ∈ C1(U,R),
and u ∈ C(I,X) ∩ C1(I, Y ). If F ′(x) = f(x) (x ∈ U) for some f ∈ C(U, Y ∗), then F ◦ u ∈ C1(I) holds and
(F ◦ u)′(t) = 〈f(u(t)), u′(t)〉 .
Lemma A.3. There is a C1 > 0 such that for any ε > 0 and v ∈ H2(RN ) ∩ Σ1,∥∥∥∥e− ε|·|22 | · |∇v
∥∥∥∥
2
2
≤ C1‖| · |v‖22‖∇v‖22 +
∥∥∥∥e− ε|·|22 | · |2v
∥∥∥∥
2
‖∆v‖2
holds. Furthermore, for v ∈ Σ2,
‖| · |∇v‖22 ≤ C1‖| · |v‖22‖∇v‖22 +
∥∥| · |2v∥∥
2
‖∆v‖2
holds.
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Appendix B. Facts regarding the ground state
Proposition B.1. If r is sufficiently large, then Q . |∇Q| . Q holds, where r = |x|.
proof. Because −∆Q+Q−Q 4N+1 = 0 in RN \ {0},
∂2Q
∂r2
+
N − 1
r
∂Q
∂r
−Q+Q 4N+1 = 0⇔ 1
rN−1
∂
∂r
(
rN−1
∂Q
∂r
)
−Q+Q 4N+1 = 0
⇔ ∂
∂r
(
rN−1
∂Q
∂r
)
= rN−1Q(1−Q 4N )
holds. Because the right side of this equation is positive based on exponential decay if r ≥ r0 for a sufficiently large
r0, r
N−1 ∂Q
∂r
is monotonically increasing and according to
∣∣∣rN−1 ∂Q∂r ∣∣∣ ≤ |x|N−1|∇Q| → 0 (r →∞), we have
rN−1
∂Q
∂r
< 0 (r ≥ r0).
In particular, ∂Q
∂r
< 0 holds. Furthermore,
∂2Q
∂r2
= −N − 1
r
∂Q
∂r
+Q
(
1−Q 4N
)
> 0 (r ≥ r0)
holds and we have
∂
∂r
(
1
2
(
∂Q
∂r
)2
− 1
2
Q2 +
1
4
N
+ 2
Q
4
N
+2
)
= −N − 1
r
(
∂Q
∂r
)2
< 0 (r ≥ r0).
Therefore, according to 12
(
∂Q
∂r
)2
− 12Q2 + 14
N
+2
Q
4
N
+2 → 0 (r →∞),
1
2
(
∂Q
∂r
)2
− 1
2
Q2 +
1
4
N
+ 2
Q
4
N
+2 ≥ 0 (r ≥ r0)
holds. Therefore, based on exponential decay, there is an r1 > r0 such that
1
2
(
∂Q
∂r
)2
≥ Q2
(
1
2
− 14
N
+ 2
Q
4
N
)
≥ 1
4
Q2 (r ≥ r1)
holds. Because
∂2Q
∂r2
∂Q
∂r
+
N − 1
r
+
Q
∂Q
∂r
− Q
4
N
+2
∂Q
∂r
= 0 (r ≥ r1),
we have ∣∣∣∣∣
∂2Q
∂r2
∂Q
∂r
∣∣∣∣∣ ≤ N − 1r +
∣∣∣∣∣ Q∂Q
∂r
∣∣∣∣∣ (1 +Q 4N+1) ≤ N − 1r1 +
√
2(1 +Q
4
N
+1) < C (r ≥ r1)
and according to ∂Q
∂r
< 0 < ∂
2Q
∂r2
(r ≥ r1), we have
0 < −
∂2Q
∂r2
∂Q
∂r
< C, i.e. 0 <
∂2Q
∂r2
< −C∂Q
∂r
(r ≥ r1).
Then, by integrating on [r,∞), we have
∣∣∣∂Q∂r ∣∣∣ ≤ CQ (r ≥ r1). 
Proposition B.2. For any R > 0 and k ∈ N, there is a Ck,R > 0 such that
∣∣∣( ∂∂x)kQ∣∣∣ ≤ Ck,RQ holds in RN \B(0, R).
proof. This proposition can be proved by induction. 
Corollary B.3. There exists a Ck > 0 such that
∣∣∣( ∂∂x)kQ∣∣∣ ≤ CkQ holds in RN .
proof. This corollary must be true because Q ∈ C∞(RN ). 
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Appendix C. Facts regarding the Schro¨dinger equation
For proofs and notations, see [3].
In this section, we describe a more general Schro¨dinger equation
(GNLS)

 i
∂u
∂t
+∆u+ g(u) = 0,
u(0) = u0.
For g = g1 + · · ·+ gk, we consider the following assumptions:
(C1) For some Gj ∈ C1(H1(RN ),R), Gj ′ = gj .
(C2) There is an r, ρ ∈ [2, 2∗) such that for anyM <∞, there is an Lj(M) <∞ such that for any u, v ∈ H1(RN ),
if ‖u‖H1 + ‖v‖H1 ≤M , then ‖gj(u)− gj(v)‖ρj ′ ≤ Lj(M)‖u− v‖rj ′ holds.
(C3) For any u ∈ H1(RN ), ℑ(gj(u)u) = 0 almost everywhere in RN .
(C4) There is an s ∈ [1, 2) such that gj ∈ C(Hs(RN ),R) for any M <∞ there is a C(M) <∞ such that for any
u ∈ Hs(RN ), if ‖u‖H1 ≤M , then ‖gj(u)‖2 ≤ C(M) (1 + ‖u‖Hs) holds.
We also consider the following integral equation:
(D)


u ∈ C(I,H1(RN )),
u(t) = T (t)u0 + i
∫ t
0
T (t− s)g(u(s))ds.
Proposition C.1 (Duhamel’s principle (Section 1.6 in [3])). u is a solution for (GNLS) if and only if it is a solution
for (D).
Lemma C.2. Let be g = g1 + · · · + gj and gj satisfy (C1) and (C2). For a sequence (ϕn)n∈N of H1(RN ) and
ϕ ∈ H1(RN ), let each corresponding solution for (GNLS) be (un)n∈N and u. Furthermore, assume that ϕn → ϕ in
L2(RN ) and for any bounded and closed interval J ⊂ (−Tmin(ϕ), Tmax(ϕ)) and that there is an m ∈ N such that
supn≥m ‖un‖L∞(J,H1) <∞. Then,
un → u in C(J, L2(RN )).
In particular, for any t ∈ I, un(t) ⇀ u(t) in H1(RN ).
proof. We can assume that T1, T2 > 0 and J = [−T1, T2]. Then, we define
M := ‖u‖L∞(J,H1) + sup
n≥m
‖un‖L∞(J,H1).
Furthermore, we define
Gj(u)(t) := i
∫ t
0
T (t− s)gj(u(s))ds, H(u)(t) := T (t)ϕ+ G1(u)(t) + · · ·+ Gk(u)(t).
Similarly, we can define Gj(un),H(un). According to Duhamel’s principle, we have u = H(u) and un = H(un).
Let n ≥ m, 0 < T ≤ min{T1, T2}, and (q, r), (qj , rj), (γj , ρj) be admissible pairs. Then, because ‖un(t)‖H1 +
‖u(t)‖H1 ≤ M in (−T, T ) according to the definition of M , based on the Strichartz estimate and our assumptions
regarding gj, we have
‖T (t)ϕn − T (t)ϕ‖Lq(R,Lr) ≤ C‖ϕn − ϕ‖L2 ,
‖Gj(un)− Gj(u)‖Lq((−T,T ),Lr) ≤ C‖gj(un)− gj(u)‖
L
γ′
j ((−T,T ),Lρ
′
j )
≤ C(M)‖un − u‖
L
γ′
j ((−T,T ),Lrj )
≤ C(M)(2T )
1
γ′
j
− 1
qj ‖un − u‖Lqj ((−T,T ),Lrj ).
Here, 1
γ′
j
− 1
qj
> 0.
For v, w ∈ C([−T, T ], H1(RN )), we define
d(v, w) := ‖v − w‖L∞((−T,T ),L2) + ‖v − w‖Lq1((−T,T ),Lr1) + · · ·+ ‖v − w‖Lqk ((−T,T ),Lrk )
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and we have
d(un, u) = d(H(un),H(u)) ≤ d(T (t)ϕn, T (t)ϕ) + d(G1(un),G1(u)) + · · ·+ d(Gk(un),Gk(u))
≤ C‖ϕn − ϕ‖L2 + C(M)
k∑
j=1
T
1
γ′
j
− 1
qj ‖un − u‖Lqj ((−T,T ),Lrj )
≤ C‖ϕn − ϕ‖L2 + d(un, u)C(M)
k∑
j=1
T
1
γ′
j
− 1
qj .
Additionally, because there is a T (M) > 0 such that C(M)
∑k
j=1 T (M)
1
γ′
j
− 1
qj ≤ 12 ,
‖un − u‖L∞((−T,T ),L2) ≤ d(un, u) ≤ C‖ϕn − ϕ‖L2 → 0 (n→∞)
holds. Therefore, we have
un → u in C([−T (M), T (M)], L2(RN ))
because T (M) is only dependent on M and admissible pairs, which yields a proof by repetition.
Finally, because (un(t))n∈N is bounded in H1(RN ) and converges to u(t)(∈ H1(RN )) in L2(RN ) for any t ∈ I,
H1(RN ) →֒ L2(RN ), and because H1(RN ) is reflexive, (un(t))n∈N weakly converges to u(t) in H1(RN ). 
Proposition C.3 (Well-posedness in H1 (Theorem 4.3.1 in [3])). Let g = g1+ · · ·+ gj and gj satisfy (C1) to (C3).
Then, the initial value problems (GNLS) are well posed in H1(RN ). Furthermore, mass and energy conservation
hold.
Proposition C.4 (Theorem 5.3.1 of [3]). Let g = g1 + · · · + gj and gj satisfy (C1) to (C4). Then, for the
maximal solutions u for the initial value problems (GNLS) of C1((−T∗, T ∗), H−1(RN )) ∩C((−T∗, T ∗), H1(RN )), if
u0 ∈ H2(RN ), then u ∈ C1((−T∗, T ∗), L2(RN )) ∩C((−T∗, T ∗), H2(RN )).
Proposition C.5 (Lemma 6.5.2 and Corollary 6.5.3 in [3]). Let g = g1 + · · · + gj and gj satisfy (C1) to
(C3). Then, for the maximal solutions u for the initial value problems (GNLS) of C1((−T∗, T ∗), H−1(RN )) ∩
C((−T∗, T ∗), H1(RN )), if u0 ∈ Σ1(RN ), then u ∈ C((−T∗, T ∗),Σ1(RN )).
Proposition C.6. Let g = g1 + · · · + gj and gj satisfy (C1) to (C4). Then, for the maximal solutions u for
the initial value problems (GNLS) of C1((−T∗, T ∗), H−1(RN )) ∩ C((−T∗, T ∗), H1(RN )), if u0 ∈ Σ2(RN ), then
u ∈ C((−T∗, T ∗),Σ2(RN )). In particular, | · |∇u ∈ C((−T∗, T ∗), L2(RN )).
proof. First, u ∈ C((−T∗, T ∗), H2(RN )) ∩ C((−T∗, T ∗),Σ1(RN )) holds. Let I ⊂ (−T∗, T ∗) be an arbitrarily
bounded and closed interval containing 0. For ε > 0, we define
hε(t) =
∥∥∥e−ε|·|2| · |2u(t)∥∥∥2
2
.
Then, according to (C3), we have
h′ε(t) = 8ℑ
∫
RN
ux · ∇u(1− ε|x|2)|x|2e−ε|x|2dx.
Because (1− ε|x|2)e− ε|x|
2
2 is bounded in ε > 0 and x ∈ RN , we have
h′ε(t) ≤ C
∥∥∥e−ε|·|2| · |2u(t)∥∥∥
2
∥∥∥∥e− ε|·|22 | · |∇u(t)
∥∥∥∥
2
.
According to supt∈I ‖| · |u(t)‖2 + ‖∇u(t)‖2 + ‖∆u(t)‖2 < ∞, there is a C0 > 0 such that h′ε(t) ≤ C0(1 + hε(t)),
meaning
hε(t) ≤ hε(0) + C0t+ C0
∫ t
0
hε(s)ds.
Therefore, according to Gronwall’s inequality, we have
hε(t) ≤ (hε(0) + C0t)eC0t ≤
(∥∥| · |2u0∥∥22 + C0t
)
eC0t.
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Based on Fatou’s lemma, as εց 0, for any t ∈ I, | · |2u(t) ∈ L2(RN ) holds and t 7→ ‖| · |2u(t)‖2 is bounded in I. In
particular, | · |∇u ∈ C(I, L2(RN )) holds. Furthermore, because
∥∥| · |2u(t)∥∥2
2
=
∥∥| · |2u0∥∥22 +
∫ t
t0
8ℑ
∫
RN
|x|2u(s)x · ∇u(s)dxds,
t 7→ ∥∥| · |2u(t)∥∥
2
is continuous and u ∈ C(I,Σ2). According to I is arbitrary, u ∈ C((−T∗, T ∗),Σ2). 
Appendix D. Proof of lemma 3.1
Unless otherwise noted, the notations in this section are unrelated to the definitions in other chapters and
sections.
Definition D.1. For λ > 0, γ ∈ R, y ∈ RN , define Tλ,γ,y : H1(RN )→ H1(RN ) as
Tλ,γ,yu := λ
N
2 u(λ · −y)eiγ .
Definition D.2. Define
L2Λ(R
N ) := {u ∈ L2(RN ) | Λu ∈ L2(RN )},
where Λ := N2 + x · ∇.
Proposition D.3. For Tλ,γ,y, the following properties hold:
(i): ‖Tλ,γ,yu‖2 = ‖u‖2, ‖∇Tλ,γ,yu‖2 = λ‖∇u‖2.
(ii): Tλ,γ,y ∈ L
(
H1(RN )
)
.
(iii): Tλ1,γ1,y1Tλ2,γ2,y2 = Tλ1λ2,γ1+γ2,λ2y1+y2 .
(iv): For any u ∈ H1(RN ), R× RN ∋ (γ, y) 7→ T1,γ,yu ∈ L2(RN ) is Lipschitz continuous.
(v): For any u ∈ L2Λ(RN ), R ∋ λ 7→ Tλ,0,0u ∈ L2(RN ) is locally Lipschitz continuous.
Definition D.4. Let X be a normed space and for x ∈ X, r > 0, we define
BX(x, r) := {y ∈ X | ‖x− y‖X < r}.
Lemma D.5. For any u ∈ H1(RN ), δ ∈ (0, ‖∇u‖2), v ∈ BH1(u, δ), λ > 0, γ ∈ R, and y ∈ RN , if Tλ,γ,yv ∈
BH1 (u, δ), then
λ ≤ ‖∇u‖2 + δ‖∇u‖2 − δ
holds.
proof. If u = 0, then this lemma clearly holds. In the following analysis, let u 6= 0. Then, we have
δ ≥ |λ‖∇u‖2 − ‖∇u‖2| − λ‖∇u−∇v‖2 ≥ λ‖∇u‖2 − ‖∇u‖ − λδ,
which yields the desired result. 
Corollary D.6. For any ε > 0 and u ∈ H1(RN ) \ {0}, there is a δ > 0 such that for any v ∈ BH1 (u, δ), λ > 0,
γ ∈ R, and y ∈ RN , if Tλ,γ,yv ∈ BH1(u, δ), then |1− λ| < ε.
proof. According to u ∈ H1(RN ) \ {0}, we have ‖∇u‖2 6= 0. We define δ := 12 min{ 12‖∇u‖2, ε4‖∇u‖2}. According
to Lemma D.5, if Tλ,γ,yv ∈ BH1 (u, δ), then we have λ ≤ 3. Therefore, according to the proof of Lemma D.5,
δ ≥ |λ− 1| ‖∇u‖2 − λδ ≥ |λ− 1| ‖∇u‖2 − 3δ.
Therefore, |1− λ| < ε. 
Lemma D.7. For any u ∈ L2(RN ),
lim
r→∞ sup|y|≥r
sup
γ∈R
(T1,γ,yu, u)2 = lim
r→∞ inf|y|≥r
inf
γ∈R
(T1,γ,yu, u)2 = 0
holds.
proof. This lemma can be proven based on the denseness of C∞0 (R
N ) in L2(RN ). 
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Lemma D.8. For any u ∈ L2(RN ), there is an R > 0 such that for any δ ∈ (0, 12‖u‖2) , v ∈ BL2(u, δ), γ ∈ R, and
y ∈ RN , if T1,γ,yv ∈ BL2(u, δ), then |y| < R holds.
proof. According to Lemma D.7, there is an R > 0 such that sup|y|≥R supγ∈R(T1,γ,yu, u)2 ≤ 12‖u‖2. Therefore,
(T1,γ,yu, u)2 >
1
2‖u‖22 implies |y| < R. Because ‖T1,γ,yu− u‖2 < 2δ, we have
4δ2 > ‖T1,γ,yu− u‖22 = ‖T1,γ,yu‖22 − 2(T1,γ,yu, u)2 + ‖u‖22 = 2‖u‖22 − 2(T1,γ,yu, u)2.
Therefore, we have (T1,γ,yu, u)2 >
1
2‖u‖22. 
Lemma D.9. For any u ∈ Lp(RN ), γ ∈ (−π, π], and y ∈ RN , if (γ, y) 6= (0, 0) and T1,γ,yu = u, then u = 0 holds.
proof. If y = 0, then we have γ 6= 0 and (eiγ − 1)u = 0, meaning u = 0.
If y 6= 0, then there is an A ∈ GLN (RN ) such that y = Ae1. Therefore, we can assume that y = e1, where e1 is
the standard basis.
Because |u| is a periodic function with a period e1, according to |u(· − e1)| = |T1,γ,e1u| = |u|, we have∫
RN
|u(x)|pdx =
∑
n∈Z
∫
[n,n+1]×RN−1
|u(x)|pdx =
∑
n∈Z
∫
[0,1]×RN−1
|u(x)|pdx.
Because
∫
[0,1]×RN−1 |u(x)|pdx = 0, according to u ∈ Lp(RN ),
∫
RN
|u(x)|pdx = 0 holds, meaning u = 0. 
Corollary D.10. For any u ∈ H1(RN )\{0} and ε > 0, there is a δ > 0 such that for any v ∈ BL2(u, δ), γ ∈ (−π, π],
and y ∈ RN , if T1,γ,yv ∈ BL2(u, δ), then |γ|+ |y| < ε holds.
proof. For any u ∈ H1(RN ), there is a ε > 0, vn ∈ BL2(u, 1n ), γn ∈ (−π, π], and yn ∈ RN such that ‖T1,γn,ynvn −
u‖2 < 1n and |γn| + |yn| ≥ ε. Then, similar to the proof of Lemma D.8, ‖T1,γn,ynu − u‖2 < 2n holds and because
1
n
< 12‖u‖2, if n is sufficiently large, then (yn)n∈N is bounded by Lemma D.8. (γn)n∈N is clearly a bounded
sequence. Therefore, there are convergent subsequences (ynk)k∈N and (γnk)k∈N whose limits are denoted as y0 and
γ0, respectively. According to Proposition D.3(iv), we have
‖T1,γ0,y0u− u‖2 ≤ ‖T1,γ0,y0u− T1,γnk ,ynku‖2 + ‖T1,γnk ,ynku− u‖2 → 0 (k →∞).
Therefore, T1,γ0,y0u = u. In contrast, according to |ynk | + |γnk | ≥ ε, |y0| + |γ0| ≥ ε > 0 holds, meaning y0 6= 0 or
γ0 6= 0. Therefore, according to Lemma D.9, we have u = 0. 
Proposition D.11. For any ε > 0 and u ∈ H1(RN )∩L2Λ(RN ) \ {0}, there is a δ > 0 for any v ∈ BH1(u, δ), λ > 0,
γ ∈ (−π, π], and y ∈ RN if Tλ,γ,yv ∈ BH1 (u, δ), meaning |1− λ|+ |γ|+ |y| < ε holds.
proof. According to Corollary D.10, there is a δ1 > 0 such that for any v ∈ BL2(u, δ1), γ ∈ (−π, π], y ∈ RN , if
T1,γ,yv ∈ BL2(u, δ1), then |γ| + |y| < ε2 holds. According to Proposition D.3(v), there is a δ2 > 0 such that if
|1 − λ| < δ2, then ‖u − Tλ,0,0u‖2 < δ12 holds. According to Corollary D.6, there is a δ3 > 0 such that for any
v ∈ BH1(u, δ3), λ > 0, γ ∈ (−π, π], and y ∈ RN , if Tλ,γ,yv ∈ BH1(u, δ3), then |1− λ| < min
{
δ2,
ε
2
}
holds
We define δ := min{ δ16 , δ3}. Then, for any v ∈ BH1 (u, δ), λ > 0, γ ∈ (−π, π], and y ∈ RN , if Tλ,γ,yv ∈ BH1(u, δ),
then ‖u− Tλ,0,0u‖2 < δ12 holds because |1− λ| < min
{
δ2,
ε
2
}
according to BH1(u, δ) ⊂ BH1(u, δ3). Additionally,
‖T1,γ,yv − u‖2 ≤ 2‖u− v‖2 + ‖Tλ,γ,yv − u‖2 + ‖u− Tλ,0,0u‖2 < δ1
2
+
δ1
2
= δ1.
Therefore, we have |γ|+ |y| < ε2 , which yields |1− λ|+ |γ|+ |y| < ε. 
In the following analysis, the definitions of Q, ρ are as described above.
Definition D.12. We define ε˜ : R>0 × R× RN ×H1(RN )→ H1(RN ) and S : R>0 × R× RN ×H1(RN )→ R3 as
ε˜(λ˜, b˜, γ˜, u) := λ˜
N
2 u(λ˜·)e−ib˜ |·|
2
4 −iγ˜ −Q,
S(λ˜, b˜, γ˜, u) :=
((
ε˜(λ˜, b˜, γ˜, u), iΛQ
)
2
,
(
ε˜(λ˜, b˜, γ˜, u), | · |2Q
)
2
,
(
ε˜(λ˜, b˜, γ˜, u), iρ
)
2
)
.
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Proposition D.13. There is an R > 0, b ∈ R, γ ∈ (0, π), λ ∈ (0, 1), and a unique function S˜ : BH1(Q,R) →
(1 − λ, 1 + λ) × (−b, b) × (−γ, γ) such that S˜(Q) = (1, 0, 0) and S(S˜(·), ·) = 0 in BH1(Q,R). Furthermore, S˜ is a
C1 function.
proof. The proposition above can be proven using the implicit function theorem (see Lemma 2 in [8]). 
Definition D.14. For any δ > 0, we define
Uδ :=
{
u ∈ H1(RN )
∣∣∣∣ infλ>0,γ∈R ‖λN2 u(t, λ·)eiγ −Q‖H1 < δ
}
.
Proposition D.15. There is a δ > 0 such that for any u ∈ BH1(Q, δ), λ > 0, and γ ∈ (−π, π], if Tλ,−γ,0u ∈
BH1 (Q, δ), then
λ˜(u) = λλ˜(Tλ,−γ,0u), b˜(u) = b˜(Tλ,−γ,0u), γ˜(u) = γ˜(Tλ,−γ,0u) + γ.
holds.
proof. Similar to the proof of Proposition D.13, there is a δ1 > 0 such that
S˜(BH1 (Q, δ1)) ⊂
(
1− 1
2
λ, 1 +
1
2
λ
)
× (−b, b)× (−1
2
γ,
1
2
γ
)
holds. According to proposition D.11, there is a δ2 > 0 such that for any u ∈ BH1(Q, δ2), λ > 0, and γ ∈ (−π, π],
if Tλ,−γ,0u ∈ BH1 (Q, δ2), then |1− λ|+ |γ| < min{ λ2+λ ,
1
2γ} holds.
We define δ := min{δ1, δ2}. If Tλ,−γ,0u ∈ BH1 (Q, δ), then we have
0 = S(S˜(Tλ,−γ,0u), Tλ,−γ,0u) = S(λλ˜(Tλ,−γ,0u), γ˜(Tλ,−γ,0u) + γ, b˜(Tλ,−γ,0u), u).
According to δ ≤ δ2,
1− λ
2− λ < λ < 1 +
λ
2 + λ
, |γ| < 1
2
γ
holds and according to δ ≤ δ1,
λ˜(Tλ,−γ,0u) ∈
(
1− 1
2
λ, 1 +
1
2
λ
)
, b˜(Tλ,−γ,0u) ∈
(−b, b) , γ˜(Tλ,−γ,0u) ∈
(
−1
2
γ,
1
2
γ
)
.
Therefore, we have
λλ˜(Tλ,−γ,0u) ∈
(
1− λ, 1 + λ) , γ˜(Tλ,−γ,0u) + γ ∈ (−γ, γ) .
Therefore, based on the uniqueness of S˜, we have
S˜(u) = (λλ˜(Tλ,−γ,0u), γ˜(Tλ,−γ,0u) + γ, b˜(Tλ,−γ,0u)),
which is the conclusion of Proposition D.15. 
Corollary D.16. Consider S˜ from Proposition D.13 and δ from Proposition D.15. Then, one can extend the
domain of S˜ to Uδ. This extension is unique and S˜ is a C
1 function, where γ˜ is a polyvalent function.
proof. For any u ∈ Uδ, there is a λ > 0 and γ ∈ (−π, π] such that Tλ,γ,0u ∈ BH1(Q, δ) holds. Then, by defining
S˜(u) := (λλ˜(Tλ,γ,0u), γ˜(Tλ,γ,0u)− γ, b˜(Tλ,γ,0u)),
λ˜ and b˜ are well defined and γ˜ is also well defined under modulo 2π. Indeed, if Tλ1,γ1,0u, Tλ2,γ2,0u ∈ BH1(Q, δ),
then because Tλ2,γ2,0 = T λ2
λ1
,γ2−γ1,0Tλ1,γ1,0 and because there is a unique γˆ ∈ (−π, π] such that γ2 − γ1 ≡ γˆ under
modulo 2π, according to Proposition D.15, we have
λ1λ˜(Tλ1,γ1,0u) = λ1
λ2
λ1
λ˜(T λ2
λ1
,γ2−γ1,0Tλ1,γ1,0u) = λ2λ˜(Tλ2,γ2,0u),
γ˜(Tλ1,γ1,0u)− γ1 = γ˜(T λ2
λ1
,γˆ,0
Tλ1,γ1,0u)− γˆ − γ1 ≡ γ˜(Tλ2,γ2,0u)− γ2,
b˜(Tλ1,γ1,0u) = b˜(T λ2
λ1
,γ2−γ1,0Tλ1,γ1,0u) = b˜(Tλ2,γ2,0u).
Therefore, λ˜ and b˜ are well defined and γ˜ is also well defined under modulo 2π.
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For any u ∈ Uδ, if Tλ,γ,0u ∈ BH1(Q, δ), then for any v ∈ BH1 (u, r), Tλ,γ,0v ∈ BH1(Q, δ), where r := 12√1+λ2 (δ −
‖Tλ,γ,0u−Q‖H1). Because λ˜, b˜, and γ˜ are C1 functions in BH1(Q, δ) and Tλ,γ,0 is a bounded operator,
λ˜′(u) = λλ˜′(Tλ,γ,0u)(Tλ,γ,0), b˜′(u) = b˜′(Tλ,γ,0u)(Tλ,γ,0), γ˜′(u) = γ˜′(Tλ,γ,0u)(Tλ,γ,0)
holds in BH1(u, r). Additionally, because λ˜
′, b˜′, and γ˜′ are continuous in BH1(Q, δ) and Tλ,γ,0 is also continuous
from BH1 (u, r) to BH1(Q, δ), λ˜
′, b˜′, and γ˜′ are continuous in BH1(u, r). Therefore, for an arbitrariness of u, λ˜, b˜, γ˜
are C1 functions in Uδ.
Finally, we can prove the uniqueness of the extension of λ˜ and b˜. Let two functions λ and b that are extended to
Uδ satisfy S(λ, γ˜, b, ·) = 0. Then, for any u ∈ Uδ, there is a λ > 0, γ ∈ R such that Tλ,γ,0u ∈ BH1 (Q, δ) holds and
S
(
1
λ
λ(u), γ˜(u)− γ, b(u), Tλ,γ,0u
)
= S(λ(u), γ˜(u), b(u), u) = 0.
According to the property of uniqueness on BH1(Q, δ), we have
1
λ
λ(u) = λ˜(Tλ,γ,0u), b(u) = b˜(Tλ,γ,0u)
and by the definition of the extension of S˜,
λ˜(u) = λλ˜(Tλ,γ,0u), b˜(u) = b˜(Tλ,γ,0u).
Therefore, λ = λ˜ and b = b˜ in Uδ. 
Theorem D.17. Let I ⊂ R be an interval containing 0. Then, for any u ∈ C(I, Uδ), there is a unique γ ∈ C(I,R)
that satisfies {
∀t ∈ I, γ(t) ∈ γ˜(u(t)),
γ(0) = Γ(u(0)).
where δ comes from Proposition D.15, γ˜ comes from Corollary D.16, and Γ is the principal value of γ˜ (range of
(−π, π]). Furthermore, if u ∈ C1(I, Uδ), then γ is a C1 function.
proof. According to Proposition D.13, because Γ is the principal value of γ˜, Γ(BH1 (Q, δ)) ⊂ (−γ, γ) holds. In par-
ticular, γ < π. Based on the definition of u, for any t ∈ I, there is a λt > 0 and γt ∈ (−π, π] such that Tλt,γt,0u(t) ∈
BH1 (Q, δ). According to the continuity of Γ, there is a δt > 0 such that Γ(BH1 (Tλt,γt,0u(t), δt)) ⊂ (−π, π). Accord-
ing to the proof of Corollary D.16, there is a δ′t > 0 such that Tλt,γt,0BH1(u(t), δ
′
t) ⊂ BH1 (Tλt,γt,0u(t), δt). According
to the continuity of u, there is a δ′′t > 0 such that u((t−δ′′t , t+δ′′t )) ⊂ BH1(u(t), δ′t). We define It0 := (t0−δ′′t0 , t0+δ′′t0)
for t0 ∈ I and
γ˜t0(t) := {Γ(Tλt0 ,γt0 ,0u(t))− γt0 − 2nπ | n ∈ Z}
for t ∈ It0 . According to the definition of γ˜, γ˜t0(t) = γ˜(u(t)) holds. By defining
Jt0,n :=
⋃
t∈It0
{Γ(Tλt0 ,γt0 ,0u(t))− γt0 − 2nπ},
using Γ(Tλt0 ,γt0 ,0u(It0)) ⊂ (−π, π), we have Jt0,n ⊂ (−π − γt0 − 2nπ, π − γt0 − 2nπ). Therefore, if n 6= m, then
Jt0,n ∩ Jt0,m = ∅.
By defining
U := {It | t ∈ I ∩Q},
U is countable and openly covers I. Furthermore, we define
U0 := {I0},
Un :=
{
It ∈ U \
n−1⋃
k=0
Uk
∣∣∣ It ∩⋃ n−1⋃
k=0
Uk 6= ∅, t ≥ 0
}
,
U−n :=
{
It ∈ U \
−n+1⋃
k=0
Uk
∣∣∣ It ∩⋃−n+1⋃
k=0
Uk 6= ∅, t ≤ 0
}
.
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For t0 ∈ I and θ ∈ γ˜(u(t0)), we define a γt0 ∈ C(It0 ,R) that satisfies
(CND)
{
∀t ∈ It0 , γ˜t0(t) ∈ γ˜(u(t)),
γt0(t0) = θ.
Because γt0(t0) = θ, we know that there is a unique nt0,θ ∈ Z such that θ = Γ(Tλt0 ,γt0 ,0u(t0)) − γt0 − 2nt0,θπ. By
defining γt0(t) := Γ(Tλt0 ,γt0 ,0u(t))− γt0 − 2nt0,θπ, we obtain that γt0 satisfies (CND).
If γt0 ∈ C(It0 ,R) also satisfies (CND), then we have
γt0(It0), γ
t0(It0 ) ⊂
⋃
t∈It0
γ˜(u(t)) =
⋃
n∈Z
Jt0,n.
Because γt0 and γt0 are continuous and It0 is connected, γ
t0(It0) and γ
t0(It0) are also connected. Furthermore,
because γt0(It0 ) ∪ γt0(It0 ) is connected by θ = γt0(t0) = γt0(t0) and Jt0,n are disjoint, then there is an n ∈ Z such
that
γt0(It0 ), γ
t0(It0 ) ⊂ γt0(It0) ∪ γt0(It0) ⊂ Jt0,n.
holds. Therefore, we have γt0(t), γt0(t) ∈ Jt0,n ∩ γ˜(u(t)). Here, because Jt0,n ∩ γ˜t0(t) is a singleton according to
γ˜t0(t) = γ˜(u(t)), we have γ
t0(t) = γt0(t), meaning a γt0 that satisfies (CND) is unique.
Next, for t1, t2 ∈ I, let It1 ∩ It2 6= ∅. Furthermore, let γtk be defined on Itk and γt1(s) = γt2(s) for some
s ∈ It1 ∩ It2 .
Then, based on the construction and uniqueness of the function that satisfies (CND), there is a unique ntk,γtk (s)
such that
γt1(t) = Γ(Tλt1 ,γt1 ,0u(t))− γt1 − 2nt1,γt1(s)π, γt2(t) = Γ(Tλt2 ,γt2 ,0u(t))− γt2 − 2nt2,γt2(s)π
holds. For t ∈ It1 ∩ It2 , according to Proposition D.15, we have
Γ(Tλt2 ,γt2 ,0u(t))− γt2 =


Γ(Tλt1 ,γt1 ,0u(t))− γt1 + 2π, (γt1 − γt2 > π)
Γ(Tλt1 ,γt1 ,0u(t))− γt1 , (γt1 − γt2 ∈ (−π, π])
Γ(Tλt1 ,γt1 ,0u(t))− γt1 − 2π. (γt1 − γt2 ≤ π)
Therefore, because γt1(s) = γt2(s),
−2nt1,γt1(s)π =


−2(nt2,γt2(s) − 1)π, (γt1 − γt2 > π)
−2nt2,γt2 (s)π, (γt1 − γt2 ∈ (−π, π])
−2(nt2,γt2(s) + 1)π. (γt1 − γt2 ≤ π)
Accordingly, γt1 = γt2 on It1 ∩ It2 .
Finally, we construct γ. First, a unique continuous function γ0 ∈ C(I0,R) that satisfies (CND) with θ = Γ(u(0))
and t0 = 0 is constructed.
If γn ∈ C(⋃⋃nk=0 Uk,R) is defined for some n ∈ N, then for a tn+1 ∈ I ∩ Q such that Itn+1 ∈ Un+1, because
there is an s ∈ Itn+1 such that s ∈
⋃⋃n
k=0 Uk holds, by assumption, γn(s) is defined. Similarly, for a t′n+1 ∈ I ∩Q
such that It′
n+1
∈ Un+1, γt′n+1 is defined. Then, (
⋃⋃n
k=0 Uk) ∩ Itn+1 ∩ It′n+1 is not empty because It is an interval.
Therefore, we have γn = γtn+1 = γt
′
n+1 on (
⋃⋃n
k=0 Uk)∩Itn+1∩It′n+1 . Accordingly, one can extend γn to
⋃⋃n+1
k=0 Uk
and write γn+1.
Similarly, we define γ−n. Then, for any n,m ∈ Z, because γn = γm on (⋃⋃nk=0 Uk) ∩ (⋃⋃mk=0 Uk), by defining
γ(t) := γn(t) (n ∈ Z s.t. t ∈
⋃ n⋃
k=0
Uk),
it is well defined, satisfies claim of the theorem, and is unique by construction.
Finally, because Γ is a C1 function, if u ∈ C1(I, Uδ), then γ is also a C1 function. 
Corollary D.18. Let I ⊂ R be an interval containing 0. Then, for any u ∈ C(I, Uδ), there is a λ˜ ∈ C(I,R>0) and
b˜, γ˜ ∈ C(I,R) such that
S˜(u(t)) = (λ˜(t), γ˜(t), b(t)), γ˜(0) ∈ (−π, π]
holds.
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proof. According to Corollary D.16, defining λ˜(t) := λ˜(u(t)) and b˜(t) = b˜(u(t)) is sufficient. Therefore, according
to Theorem D.17, γ˜ is obtained. 
Definition D.19. We define Tλ˜,−γ˜,0 : H
−1(RN )→ H−1(RN ), ε˜H−1 : R>0×R×RN ×H−1(RN )→ H−1(RN ), and
SH−1 : R>0 × R× RN ×H−1(RN )→ R3 as
Tλ˜,−γ˜,0u := 〈u, T 1
λ˜
,γ˜,0·〉, ε˜H−1(λ˜, b˜, γ˜, u) := e−ib˜
|·|2
4 Tλ˜,−γ˜,0u− ι(Q),
SH−1(λ˜, b˜, γ˜, u) :=
(
〈ε˜H−1(λ˜, b˜, γ˜, u), iΛQ〉, 〈ε˜H−1(λ˜, b˜, γ˜, u), | · |2Q〉, 〈ε˜H−1(λ˜, b˜, γ˜, u), iρ〉
)
,
where ι : H1(RN ) ∋ u 7→ (u, ·)2 ∈ H−1(RN ).
Proposition D.20. There is an RH−1 > 0, bH−1 ∈ R, γH−1 ∈ (0, π), λH−1 ∈ (0, 1), and a unique function
S˜H−1 : BH−1(ι(Q), RH−1 )→ (1−λH−1 , 1+λH−1 )×(−bH−1 , bH−1)×(−γH−1 , γH−1) such that S˜H−1(ι(Q)) = (1, 0, 0)
and SH−1(S˜H−1 (·), ·) = 0 in BH−1 (ι(Q), R). Furthermore, S˜H−1 is a C1 function.
proof. This proof is similar to that of Proposition D.13. 
Corollary D.21. If u ∈ C(I, Uδ) ∩ C1(I,H−1(RN )), then λ˜, b˜, and γ˜ from Corollary D.16 are C1 functions.
proof. Because δ is sufficiently small, we can assume that ι(BH1 (Q, δ)) ⊂ BH−1 (ι(Q), RH−1 ). According to the
definition of Uδ, there is a λ˜ and γ˜ such that Tλ˜,−γ˜,0u ∈ BH1(Q, δ) holds.
If v ∈ BH1(Q, δ), then according to Tλ˜,−γ˜,0 ◦ ι = ι ◦ Tλ˜,−γ˜,0 and the definition of ε˜H−1 , SH−1 , we have
0 = S(S˜(v), v) = SH−1 (S˜H−1(ι(v)), ι(v)).
Then, for λ˜ and λ˜H−1 , based on the uniqueness of λ˜H−1 or λ˜ because (1 − λ, 1 + λ) ⊂ (1 − λH−1 , 1 + λH−1 ) or
(1 − λH−1 , 1 + λH−1 ) ⊂ (1 − λ, 1 + λ), we have λ˜H−1 (ι(v)) = λ˜(v). Similarly, we have γ˜H−1 (ι(v)) = γ˜(v) and
b˜H−1(ι(v)) = b˜(v).
According to the definition of Uδ, for v ∈ Uδ, there is a λ and γ such that Tλ,−γ,0v ∈ BH1(Q, δ). Therefore,
according to the definition of the extension of λ˜, we have
λ˜(v) = λλ˜(Tλ,−γ,0v) = λλ˜H−1 (ι(Tλ,−γ,0v)) = λλ˜H−1 (Tλ,−γ,0ι(v)).
Because this equality holds in a neighbourhood U of v, differentiating v yields
λ˜′(v) = λλ˜′H−1 (Tλ,−γ,0ι(v))(Tλ,−γ,0ι(·)).
Therefore, according to Proposition A.2, λ˜(u(t)) ∈ C1(I). Similarly, γ˜ and b˜, which yields the desired conclusion. 
Proof of Lemma 3.1. Excluding the conditions for the parameters of decomposition, the existence of a decomposi-
tion holds according to Corollary D.18 and Corollary D.21. Furthermore, this decomposition satisfies the conditions
for the parameters. Indeed, because u ∈ C(I, Uδ), there is a λ ∈Map(I, (0,∞)) and γ ∈ Map(I,R) that satisfy∥∥∥λ(t)N2 u(t, λ(t)·)eiγ(t) −Q∥∥∥
H1
< δ.
In particular, λ(t)
N
2 u(t, λ(t)·)eiγ(t) ∈ BH1(Q, δ) holds. Then, according to the definition of λ˜, γ˜, and b˜,
λ˜
(
Tλ(t),γ(t),0u(t)
) ∈ (1− λ, 1 + λ), γ˜ (Tλ(t),γ(t),0u(t)) ∈ (−γ, γ), b˜ (Tλ(t),γ(t),0u(t)) ∈ (−b, b)
holds. Therefore, according to the extension of λ˜ and b˜, and the definition of λ˜(t) and b˜(t), we have
λ˜ (t) = λ˜ (u(t)) = λ(t)λ˜
(
Tλ(t),γ(t),0u(t)
) ∈ (λ(t)(1 − λ), λ(t)(1 + λ)) ,
b˜ (t) = b˜ (u(t)) = b˜
(
Tλ(t),γ(t),0u(t)
) ∈ (−b, b).
By defining X − a := {x− a|x ∈ X} in γ˜,
γ˜ (t) ∈ γ˜ (u(t)) = γ˜ (Tλ(t),γ(t),0u(t))− γ(t)
holds. Therefore,
γ˜ (t) ∈
⋃
n∈Z
(−γ − γ(t) + 2nπ, γ − γ(t) + 2nπ).
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If λˆ ∈ C1(I, (0,∞)) and γˆ, bˆ ∈ C1(I,R) also satisfy the parameter conditions, then
λˆ(t)
λ(t)
∈ (1− λ, 1 + λ), γˆ(t) + γ(t) ∈
⋃
n∈Z
(−γ + 2nπ, γ + 2nπ), bˆ(t) ∈ (−b, b)
holds. Based on the orthogonal conditions, uniqueness of the implicit function theorem, and definition of λ˜, we
have
λˆ(t)
λ(t)
= λ˜
(
Tλ(t),γ(t),0u(t)
)
=
λ˜(u(t))
λ(t)
=
λ˜(t)
λ(t)
, bˆ(t) = b˜
(
Tλ(t),γ(t),0u(t)
)
= b˜ (u(t)) = b˜ (t) .
Therefore, λˆ = λ˜, bˆ = b˜. For γˆ, there is an n ∈ Z such that γˆ(t)+γ(t)−2nπ ∈ (−γ, γ) and according to the uniqueness
of the implicit function theorem, we have γ˜
(
Tλ(t),γ(t),0u(t)
)
= γˆ(t) + γ(t) − 2nπ and γˆ(t) = γ˜ (Tλ(t),γ(t),0u(t)) −
γ(t) + 2nπ ∈ γ˜(u(t)). Therefore, for the initial value given by Theorem D.17, the continuous function in γ˜(u(t)) is
defined at each point and is unique, and we have γˆ = γ˜.
Finally, because the decompositions that satisfy the parameter conditions are only those defined it Corollary D.18
and Corollary D.21, according to the argument above, regardless of how λ ∈Map(I, (0,∞)) and γ ∈Map(I,R) are
calculated, the parameters are independent of λ ∈Map(I, (0,∞)) and γ ∈Map(I,R). 
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